Bounds on the elastic threshold for problems of dissipative strain-gradient plasticity
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Abstract

This work is concerned with the purely dissipative version of a well-established model of rate-independent strain-gradient plasticity. In the conventional theory of plasticity the approach to determining plastic flow is local, and based on the stress distribution in the body. For the dissipative problem of strain-gradient plasticity such an approach is not valid as the yield function depends on microstresses that are not known in the elastic region. Instead, yield and plastic flow must be considered at the global level. This work addresses the problem of determining the elastic threshold by formulating primal and dual versions of the global problem and, motivated by techniques used in limit analysis for perfect plasticity, establishing conditions for lower and upper bounds to the threshold. The general approach is applied to two examples: of a plate under plane stress, and subjected to a prescribed displacement; and of a bar subjected to torsion.
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1 Introduction

There has been sustained interest over the last few decades in the development and assessment of models of elastoplastic behaviour that take account of size-dependent responses at the microscale. A central and popular direction has been the development of models in which gradients of the plastic strain enter the formulation, as a means of accounting for the relationship between size-dependence and the development of geometrically necessary dislocations in the context of non-homogeneous deformations. Some representative examples of such strain-gradient theories include [9, 14, 15] (see also the references in these works).

The works [27, 25, 26] have focused on analyses of well-posedness for particular formulations of strain-gradient plasticity. These analyses have given attention typically to what are referred to as energetic as well as dissipative models. Energetic formulations refer to models of strain-gradient plasticity in which the gradient terms arise from a recoverable free energy, and appear as a back-stress in the yield function. Dissipative formulations, on the other hand, are characterized by an extension of the conventional flow relation in which plastic strain rates as well as their gradients appear in the normality relation of associative plasticity. The two models lead respectively to size-dependent behaviour in the form of an increase in strain-hardening with length scale, and in the second case strengthening, that is, an increase in initial yield with increase in length scale. The works [4, 5] provide further examples of theoretical investigations of both kinds of behaviour.

Some features of rate-independent versions of dissipative problems have attracted particular attention. First, the generalization of the classical flow relation with a normality relation leads to a yield function expressed in terms of generalized microstresses which, because they are not known in the elastic region, cannot predict yield in the conventional way (see also [12]). On the other hand, it has been shown [27, 25] that the appropriate way to interpret yield and plastic flow lies through a global form of this relation, in which it then becomes possible to formulate the flow relation in terms of the Cauchy stress. This is most readily carried out for the kinematic form, using the dissipation function. In [2] the matter of determining a dual form of such a global flow relation is investigated further, where it is shown that a closed-form expression for such a relation, in terms of a global yield function, is elusive.

A second feature of dissipative problems relates to the response to non-proportional loading in the plastic range. This leads to an elastic gap: that is, an elastic response following the application of such loading. The phenomenon was first presented in [11], and has
been further studied in various works, for example [1, 13, 21, 22, 23].

The objective of this work is to address, in the context of the dissipative problem of strain-gradient plasticity, the problem of determining the elastic threshold: that is, in relation to a scalar load factor, the stage at which incipient plastic behaviour takes place. The basis for the study is the dissipative version of the rate-independent theory presented and analyzed in [2, 27, 25].

The approach taken in this work is to draw on the methods of limit analysis, a well-established area of investigation in conventional perfect plasticity. The link derives from the formulation, in limit analysis, of optimization problems that yield lower and upper bounds to collapse states [29, 3, 18, 28]. This correspondence is noted also in [12, Section 7], and is explored in detail in [24], for a model in which size-dependence is through the gradient of a scalar function of plastic strain. In the current work it will be seen that the elastic threshold for problems of dissipative gradient plasticity may likewise be formulated as lower- and upper bound problems.

The rest of this work is organized as follows. In Section 2, the rate-independent problem of dissipative strain-gradient plasticity is presented, using the notions of a yield function and associative flow relation. The global form of the flow relation is derived in its kinematic form, that is, using the dissipation function or support function associated with the yield function. Section 3 makes precise the notion of plastically admissible stress fields in the context of strain-gradient plasticity. Inspired by classical limit load analysis for perfect plasticity, we obtain necessary and sufficient conditions for stress fields to be plastically admissible. This paves the way, in Section 4, to derive expressions for lower and upper bounds to the elastic threshold, in terms of a parameter characterizing monotonic loading. Section 5 introduces approximations in the form of penalizations of the highly nonlinear problems for the bounds. These theoretical results are applied to two example problems: in Section 6, that of a square domain in plane stress and subjected to a prescribed displacement; and in Section 7, the problem of torsion of a circular rod. For both problems approximations to the bounds are sought first by assuming simple forms for the minimizers or maximizers; and secondly, the problems are solved numerically, using finite element approximations in combination with penalized forms of the problems.
2 The problem setting

Vector- and 2nd-order tensor- or matrix-valued functions will be written in lower case boldface form. The scalar product of two tensors or matrices $\mathbf{\sigma}$ and $\mathbf{\tau}$ will be denoted by $\mathbf{\sigma} : \mathbf{\tau}$, and in component form, relative to an orthonormal basis, by $\sigma_{ij} \tau_{ij}$, the summation convention on repeated indices being invoked. Furthermore, we use upper case boldface letters to denote third-order tensors. For two such quantities $\mathbf{\Pi}$ and $\mathbf{T}$, the inner product is denoted by $\mathbf{\Pi} \circ \mathbf{T}$, or in component form $\Pi_{ijk} T_{ijk}$.

Consider a homogeneous elastic-plastic body that occupies a bounded domain $\Omega \subset \mathbb{R}^3$ with boundary $\partial \Omega$. For a prescribed body force $\mathbf{b} \in [L^2(\Omega)]^3$ the equilibrium equation reads

$$- \text{div} \, \mathbf{\sigma} = \mathbf{b},$$

(2.1)

where $\mathbf{\sigma}$ is the symmetric Cauchy stress tensor. The infinitesimal strain $\mathbf{\varepsilon}$ is defined as a function of the displacement $\mathbf{u}$ by

$$\mathbf{\varepsilon} := \mathbf{\varepsilon}(\mathbf{u}) = \frac{1}{2} \left( \nabla \mathbf{u} + (\nabla \mathbf{u})^\top \right).$$

(2.2)

The strain $\mathbf{\varepsilon}$ is decomposed into elastic and plastic components $\mathbf{\varepsilon}^e$ and $\mathbf{\varepsilon}^p$, respectively, according to

$$\mathbf{\varepsilon} = \mathbf{\varepsilon}^e + \mathbf{\varepsilon}^p.$$

(2.3)

The material is assumed to be isotropic, with the elastic relation given by

$$\mathbf{\sigma} = \mathbf{C} \mathbf{\varepsilon}^e := \lambda (\text{tr} \, \mathbf{\varepsilon}^e) \mathbf{I} + 2\mu \mathbf{\varepsilon}^e.$$

(2.4)

Here $\mathbf{C}$ is the fourth-order elasticity tensor, and $\lambda$ and $\mu$ are the two Lamé coefficients.

This investigation is based on a model of strain-gradient plasticity \cite{25, 27} in which the classical notions of a convex yield surface and normality flow relation are extended to the gradient case. This model takes as a point of departure the important work \cite{15}, which assumes viscoplastic behaviour without a yield surface. The theory makes use of second- and third-order microstresses $\mathbf{\pi}$ and $\mathbf{\Pi}$ respectively. The quantity $\mathbf{\pi}$ is symmetric and deviatoric, and $\mathbf{\Pi}$ is symmetric and deviatoric in its first two indices, in the sense that $\Pi_{ijk} = \Pi_{jik}$, $\Pi_{ppk} = 0$. We will also require the deviatoric stress $\mathbf{\sigma}^D := \mathbf{\sigma} - \frac{1}{3} (\text{tr} \, \mathbf{\sigma}) \mathbf{I}$. In addition to the equation of macroscopic equilibrium the Cauchy stress and microstresses satisfy the microforce balance equation

$$\mathbf{\sigma}^D = \mathbf{\pi} - \text{div} \, \mathbf{\Pi} \quad \text{or, in index form} \quad \sigma^D_{ij} = \pi_{ij} - \Pi_{ijk,k}.$$

(2.5)
The local form of the flow relation is posed in terms of a yield function \( f_\ell(\pi, \Pi) \), dependent on a length parameter \( \ell \). The flow relation is then an extension of the classical normality relation and is given by

\[
(\dot{\varepsilon}^p, \nabla \dot{\varepsilon}^p) = \gamma \left( \frac{\partial f_\ell}{\partial \pi}, \frac{\partial f_\ell}{\partial \Pi} \right),
\]

\[
\gamma \geq 0, \quad f_\ell(\pi, \Pi) \leq 0, \quad \gamma f_\ell(\pi, \Pi) = 0.
\] (2.6)

We will work with

\[
f_\ell(\pi, \Pi) = \sqrt{|\pi|^2 + \ell^{-2} |\Pi|^2} - Y,
\] (2.7)

where \( Y > 0 \) is the yield stress. It will be convenient also to introduce the local elastic region \( E \), defined by

\[
E = \{(\pi, \Pi) | f_\ell(\pi, \Pi) \leq 0 \}.
\] (2.8)

The flow relation may be recast with the microstresses as dependent variables by introducing the support function associated with \( E \): in the present context this is referred to as the local dissipation function, denoted by \( D_\ell \), and given by

\[
D_\ell(q, \nabla q) = \sup_{(\pi, \Pi), f_\ell(\pi, \Pi) \leq 0} [\pi : q + \Pi \circ \nabla q].
\] (2.9)

For \( f_\ell \) given by (2.7), the local dissipation function takes the form

\[
D_\ell(q, \nabla q) = Y \sqrt{|q|^2 + \ell^{-2} |\nabla q|^2} \quad \text{in } \Omega.
\] (2.10)

Then from a basic result in convex analysis, the flow relation (2.6) is equivalent to the inclusion

\[
(\pi, \Pi) \in \partial D_\ell(\dot{\varepsilon}^p, \nabla \dot{\varepsilon}^p);
\] (2.11)

here \( \partial D_\ell \) is the subdifferential of \( D_\ell \), so that (2.11) reads

\[
D_\ell(q, \nabla q) \geq D_\ell(\dot{\varepsilon}^p, \nabla \dot{\varepsilon}^p) + \pi : (q - \dot{\varepsilon}^p) + \Pi \circ \nabla (q - \dot{\varepsilon}^p) \quad \forall \; q.
\] (2.12)

**A note on alternative forms for \( f_\ell \) and \( D_\ell \).** A more general family of local dissipation functions may be defined by

\[
D_{\ell,r}(q, \nabla q) := Y [||q||^r + (\ell |\nabla q|)^r]^{1/r}
\] (2.13)
for real $r$ satisfying $1 \leq r < \infty$. The case $r = \infty$ corresponds to the function

$$D_{\ell,\infty}(q, \nabla q) := Y \max\{|q|, \ell|\nabla q|\}. \quad (2.14)$$

The yield function corresponding to $D_{\ell,r}$, $1 < r \leq \infty$ reads

$$f_{\ell,r}(\pi, \Pi) := \left[|\pi|^r + (\ell^{-1}|\Pi|)^r\right]^{1/r'} - Y, \quad \frac{1}{r} + \frac{1}{r'} = 1. \quad (2.15)$$

The case $r = 1$ is also of practical significance [8]. The yield function $f_{\ell,\infty}$ corresponding to $D_{\ell,1}$ is shown in [25] (see also [16, Section 4.3.2] to be given by

$$f_{\ell,\infty}(\pi, \Pi) = \max\{|\pi|, \ell^{-1}|\Pi|\} - Y. \quad (2.16)$$

We will however focus in this work on the case $r = 2$, for which all significant features are likely to be present.

**Initial and boundary conditions.** The initial conditions of the problem are

$$u = 0, \quad \varepsilon^p = 0 \quad \text{in } \Omega \times \{0\}. \quad (2.17)$$

For the boundary conditions associated with the equilibrium equation the boundary $\partial \Omega$ is partitioned into complementary parts $\partial \Omega_u$ and $\partial \Omega_t$ on which macroscopic Dirichlet and Neumann boundary conditions respectively are prescribed. These are

$$u = \bar{u} \quad \text{on } \partial \Omega_u \times (0, T), \quad \sigma n = \bar{t} \quad \text{on } \partial \Omega_t \times (0, T), \quad (2.18)$$

where $\bar{u}$ and $\bar{t}$ are respectively a prescribed displacement and traction, and $n$ denotes the outward unit normal to the boundary $\partial \Omega$.

Boundary conditions associated with the microforce balance equation are imposed on complementary parts $\partial \Omega_H$ and $\partial \Omega_F$. The conditions on these two parts are referred to respectively as microhard and microfree boundary conditions, and are given by

$$\varepsilon^p = 0 \quad \text{on } \partial \Omega_H \times (0, T), \quad \Pi n = 0 \quad \text{on } \partial \Omega_F \times (0, T). \quad (2.19)$$

The initial-boundary value problem for gradient plasticity is given by equations (2.1), (2.3), (2.4), (2.5), (2.6) together with the initial and boundary conditions (2.17), (2.18), (2.19).
Remark. The model presented here is a dissipative one, in the sense that recoverable energetic contributions to terms involving the plastic strain gradient are omitted. A treatment of the full problem may be found in [25, 27, 16]. The structure of the dissipative model presents difficulties in its local form, and is approached as a global problem.

The global form of the flow relation. It is clear from (2.6) or (2.12) that, in contrast to the case of conventional plasticity, it is in fact not possible to use the local yield condition to determine pointwise whether the elastic limit has been reached. This is the case as \( \pi \) and \( \Pi \) are not known a priori (cf. the case of a rigid-plastic body, for which it is not possible to determine the stresses in the rigid region, and hence to determine when yield occurs locally).

This dilemma may be resolved by approaching plastic flow as a global notion. For this purpose we construct a weak formulation of the microforce balance equation. We define the following space of tensor fields:

\[
W = \{ q : \Omega \rightarrow \mathbb{R}^{3 \times 3}_{\text{sym}} | \quad q_{ij} = q_{ji}, \quad q_{ii} = 0, \quad q_{ij} \in L^2(\Omega), \quad q_{ij,k} \in L^2(\Omega), \quad q = 0 \text{ on } \partial \Omega_H \}.
\]

The \( L^2 \)-space of all pairs \((\pi, \Pi)\) will be denoted by \( X \). We take the inner product of (2.5) with \( q - \dot{\varepsilon}^p \in W \), integrate, integrate the term involving \( \Pi \) by parts, and use the boundary condition (2.19), to obtain

\[
\int_{\Omega} [\pi : (q - \dot{\varepsilon}^p) + \Pi \cdot \nabla (q - \dot{\varepsilon}^p)] \, dx = \int_{\Omega} \sigma^D : (q - \dot{\varepsilon}^p) \, dx \quad \forall \, q \in W. \tag{2.20}
\]

Next, integrate (2.12) and use (2.20) to eliminate the terms involving \( \pi \) and \( \Pi \) from the resulting global inequality. The result is the global flow relation

\[
\int_{\Omega} D_\ell(q, \nabla q) \, dx \geq \int_{\Omega} D_\ell(\dot{\varepsilon}^p, \nabla \varepsilon^p) \, dx + \int_{\Omega} \sigma : (q - \dot{\varepsilon}^p) \, dx \quad \forall \, q \in W. \tag{2.21}
\]

Remark. The variational inequality (2.21) together with the weak form of the equilibrium equation has a unique solution in appropriate Sobolev spaces provided that there is some hardening present [25]. For example, kinematic hardening would result in the replacement of the second term on the righthand side of (2.21) by \( \sigma - \kappa \varepsilon^p \), where \( \kappa \in L^\infty(\Omega) \) is required to satisfy \( \kappa(x) \geq \bar{\kappa} > 0 \). We will omit the hardening term in what follows, as it will not be central to the focus in what follows, viz. a global form of the flow relation.
3 Plastically admissible stresses

Within this section, we fix \( t \in (0, T) \). From the classical problem (2.1)–(2.6), (2.17)–(2.19) we say that the stress field \( \sigma \) is \textit{plastically admissible} if there exists a pair \((\pi, \Pi)\) satisfying

\[
\begin{align*}
\pi - \text{div} \, \Pi &= \sigma^D \quad \text{in } \Omega, \\
\Pi n &= 0 \quad \text{on } \partial \Omega_F, \\
f_\ell(\pi, \Pi) &\leq 0 \quad \text{in } \Omega.
\end{align*}
\]

We denote the set of all plastically admissible stresses by \( \mathcal{E}^s_{\text{glob}} \). As indicated earlier, the conditions in (3.1) cannot be verified locally by a direct approach, and so an alternative approach has to be adopted to determine whether \( \sigma \in \mathcal{E}^s_{\text{glob}} \).

Let \( \Pi \) be such that (3.1) holds and \( \text{div} \, \Pi \) exists. Inserting (3.1) into (3.1), we arrive at the inequality

\[
f_\ell(\sigma^D + \text{div} \, \Pi, \Pi) \leq 0 \quad \text{in } \Omega,
\]

which is a \textit{sufficient} condition to be \( \sigma \in \mathcal{E}^s_{\text{glob}} \). In particular, if \( \Pi = 0 \) then (3.2) reduces to

\[
f_\ell(\sigma^D, 0) \leq 0 \quad \text{in } \Omega.
\]

Thus local yield is a sufficient condition for \( \sigma \) to be plastically admissible.

To find \textit{necessary} conditions for \( \sigma \in \mathcal{E}^s_{\text{glob}} \), we develop an alternative approach to the definition of plastically admissible stresses using duality theory. The definition based on (3.1) may be interpreted as the static approach while the dual definition will be kinematic in nature. The following derivation is inspired by the techniques of limit analysis in perfect plasticity [29, 3, 19].

First, define the auxiliary function \( \tilde{\varphi}_{\text{glob}}(\sigma) := \text{supremum over all } \lambda \geq 0 \text{ for which there exists } (\pi, \Pi) \text{ such that} \)

\[
\begin{align*}
\pi - \text{div} \, \Pi &= \lambda \sigma^D \quad \text{in } \Omega, \\
\Pi n &= 0 \quad \text{on } \partial \Omega_F, \\
f_\ell(\pi, \Pi) &\leq 0 \quad \text{in } \Omega.
\end{align*}
\]

Let \( \mathcal{E}^k_{\text{glob}} := \{ \sigma \mid \tilde{\varphi}_{\text{glob}}(\sigma) \geq 1 \} \). It is readily seen that the inequality \( \tilde{\varphi}_{\text{glob}}(\sigma) \geq 1 \) is a necessary condition to be \( \sigma \in \mathcal{E}^s_{\text{glob}} \) and that \( \mathcal{E}^s_{\text{glob}} \subset \mathcal{E}^k_{\text{glob}} \). In addition, if \( \tilde{\varphi}_{\text{glob}}(\sigma) > 1 \) then (3.4c) holds for any \( \lambda < \tilde{\varphi}_{\text{glob}}(\sigma) \), i.e., for \( \lambda = 1 \) implying \( \sigma \in \mathcal{E}^s_{\text{glob}} \). On the other hand, if \( \tilde{\varphi}_{\text{glob}}(\sigma) = 1 \) then it is not clear whether \( \sigma \) belongs to \( \mathcal{E}^s_{\text{glob}} \) or not. This task is
beyond the scope of this work.

From (2.20) the weak form of (3.4a)–(3.4b) reads

$$\int_{\Omega} \left[ \pi : \mathbf{q} + \Pi \circ \nabla \mathbf{q} \right] \, dx = \lambda \int_{\Omega} \sigma^D : \mathbf{q} \, dx \quad \forall \mathbf{q} \in W. \quad (3.5)$$

This condition holds if and only if

$$\lambda = \inf_{\mathbf{q} \in W} \sup_{f_\ell(\pi, \Pi) \leq 0 \text{ in } \Omega} \int_{\Omega} \left[ \pi : \mathbf{q} + \Pi \circ \nabla \mathbf{q} \right] \, dx. \quad (3.6)$$

Hence, we arrive at

$$\tilde{\varphi}_{\text{glob}}(\sigma) = \inf_{\mathbf{q} \in W} \sup_{f_\ell(\pi, \Pi) \leq 0 \text{ in } \Omega} \int_{\Omega} \left[ \pi : \mathbf{q} + \Pi \circ \nabla \mathbf{q} \right] \, dx. \quad (3.7)$$

Next, we swap the order of inf and sup in (3.7). In general, we have sup inf $\leq$ inf sup. Sufficient conditions for sup inf $=$ inf sup are introduced e.g. in [7, Chapter VI]. For the present problem, from [7, Proposition VI.2.3 and Remark VI.2.3] it follows that the equality sup inf $=$ inf sup holds if the set $\{ (\pi, \Pi) \in X \mid f_\ell(\pi, \Pi) \leq 0 \text{ in } \Omega \}$ is bounded. This is the case for the function $f_\ell$ introduced in (2.7) and considered in this work. Therefore, we can write

$$\tilde{\varphi}_{\text{glob}}(\sigma) = \inf_{\mathbf{q} \in W} \sup_{(\pi, \Pi) \in X} \inf_{f_\ell(\pi, \Pi) \leq 0 \text{ in } \Omega} \int_{\Omega} \left[ \pi : \mathbf{q} + \Pi \circ \nabla \mathbf{q} \right] \, dx. \quad (3.8)$$

Using [7, Proposition IX.2.1], it is possible also to swap the supremum and the integral in (3.8):

$$\sup_{(\pi, \Pi) \in X} \int_{\Omega} \left[ \pi : \mathbf{q} + \Pi \circ \nabla \mathbf{q} \right] \, dx = \int_{\Omega} \sup_{(\pi, \Pi) \in X} \left[ \pi : \mathbf{q} + \Pi \circ \nabla \mathbf{q} \right] \, dx = \int_{\Omega} D_\ell(\mathbf{q}, \nabla \mathbf{q}) \, dx, \quad (3.9)$$

where $D_\ell$ is the dissipation introduced in (2.9) or (2.10). Hence,

$$\tilde{\varphi}_{\text{glob}}(\sigma) = \inf_{\mathbf{q} \in W} \int_{\Omega} D_\ell(\mathbf{q}, \nabla \mathbf{q}) \, dx. \quad (3.10)$$
Using (3.10), the (kinematic) global yield surface in gradient plasticity is defined as follows:

\[ E^k_{\text{glob}} = \{ \sigma \mid \varphi_{\text{glob}}(\sigma) \geq 1 \} = \left\{ \sigma \mid \int_\Omega \sigma : q \, dx \leq \int_\Omega D_{\ell}(q, \nabla q) \, dx \quad \forall q \in W \right\}. \quad (3.11) \]

If \( \sigma \in E^*_{\text{glob}} \), then the inequality in (3.11) must be satisfied for any \( q \in W \). That is, this inequality is a necessary condition for \( \sigma \) to be plastically admissible. The relation (3.11) has also been obtained in [22, Section 6.4.1], using arguments based on polar conjugates of convex positively homogeneous functionals.

### 4 The elastic threshold and its lower and upper bounds

In this section we assume that the data (that is, \( \bar{u}, \bar{t} \) and \( \bar{b} \) in Section 2) depend linearly on the time variable \( t \); that is,

\[ \bar{u} = t\hat{u}, \quad \bar{t} = t\hat{t}, \quad \bar{b} = t\hat{b}, \quad t \in (0, T), \]

where \( \hat{u}, \hat{t} \) and \( \hat{b} \) are given functions defined in \( \Omega \). We consider the evolution of the solution to the problem (2.1)–(2.5), (2.17)–(2.19) over the time interval (0, T). Clearly, for sufficiently small \( t > 0 \) this problem has an elastic solution of the form

\[ u = t\hat{u}_e, \quad \varepsilon = t\hat{\varepsilon}_e, \quad \sigma = t\hat{\sigma}_e, \quad \varepsilon^p = 0, \quad \gamma = 0, \quad \pi = t\hat{\pi}_e, \quad \Pi = t\hat{\Pi}_e. \quad (4.1) \]

The solution components \( \hat{\pi}_e \) and \( \hat{\Pi}_e \) need not be uniquely defined as we shall see in Section 6.

The **elastic threshold** \( t^* \) is the maximal value of \( t \) for which the solution to (2.1)–(2.5), (2.17)–(2.19) satisfies (4.1). It can be defined through the plastically admissible stress fields: that is,

\[ t^* := \max \left\{ t > 0 \mid \exists (\pi, \Pi) \in X : \, t\hat{\sigma}_e^D = \pi - \text{div} \, \Pi, \, \ell \ell(\pi, \Pi) \leq 0 \text{ in } \Omega, \, \Pi n = 0 \text{ on } \partial \Omega_F \right\}. \quad (4.2) \]

The results of Section 3 can be applied to find lower and upper bounds of \( t^* \). With \( f_\ell \) defined by (2.7), (4.2) can be written

\[ t^* = \max \left\{ t > 0 \mid \exists (\pi, \Pi) \in X : \, \hat{\sigma}_e^D = \pi - \text{div} \, \Pi, \, t\sqrt{\|\pi\|^2 + \ell^{-2}\|\Pi\|^2} \leq Y \text{ in } \Omega, \, \Pi n = 0 \text{ on } \partial \Omega_F \right\}. \quad (4.3) \]
The lower bound \( t_L^* \) of \( t^* \) can then be written in terms of \( \Pi \) and \( \hat{\sigma}_e^D \) by eliminating \( \pi \) from (4.3): this gives

\[
t_L^* = \frac{Y}{\min_{\Pi} \left\| \sqrt{|\hat{\sigma}_e^D + \text{div}\Pi|^2 + \ell^{-2}|\Pi|^2} \right\|_{L^\infty(\Omega)}},
\]

(4.4)

where \( \Pi \) is a third-order tensor-valued function such that \( \Pi n = 0 \) on \( \partial\Omega_F \) and \( \text{div}\Pi \) exists in an appropriate sense. For a sufficiently sharp bound it is necessary to minimize the denominator in (4.4) with respect to \( \Pi \). On the other hand, setting \( \Pi = 0 \), (4.4) reduces to

\[
t_{L,1}^* = \frac{Y}{\|\hat{\sigma}_e^D\|_{L^\infty(\Omega)}}
\]

(4.5)

(cf. eqn (5.15) in [2] for a similar result in the discrete context). We note that \( t_{L,1}^* \) defines the elastic threshold in perfect (Hencky) plasticity.

The “kinematic” definition of \( t^* \) reads

\[
t^* = \tilde{\varphi}_{\text{glob}}(\hat{\sigma}) = \inf_{q \in W} \frac{\int_\Omega D_e(q, \nabla q) \, dx}{\int_\Omega \hat{\sigma}_e^D : q \, dx} = \inf_{q \in W} \frac{\int_\Omega Y \sqrt{|q|^2 + \ell^2|\nabla q|^2} \, dx}{\int_\Omega \hat{\sigma}_e^D : q \, dx}.
\]

(4.6)

It enables us to find the upper bounds of \( t^* \) from

\[
t_U^* = \frac{\int_\Omega Y \sqrt{|q|^2 + \ell^2|\nabla q|^2} \, dx}{\int_\Omega \hat{\sigma}_e^D : q \, dx},
\]

(4.7)

for any \( q \in W \) such that \( \int_\Omega \hat{\sigma}_e^D : q \, dx > 0 \).

### 4.1 The elastic threshold for a constant stress field

We consider here a subclass of problems for which the stress field \( \hat{\sigma}_e \) is constant in \( \Omega \). For this case the formulas (4.2) and (4.6) defining the elastic threshold \( t^* \) can be simplified. To this end, we consider the following forms of \( \pi, \Pi \) and \( q \):

\[
\pi = t \hat{\sigma}_e^D \tilde{x}, \quad \Pi = t \hat{\sigma}_e^D \otimes \tilde{x}, \quad q = \hat{\sigma}_e^D \tilde{q}.
\]

(4.8)
Here $\tilde{\pi}, \tilde{q} \in L^2(\Omega)$, $\tilde{\Pi} \in L^2(\Omega; \mathbb{R}^3)$, and $[\tilde{\sigma}_e^D \otimes \tilde{\Pi}]_{ij} = [\tilde{\sigma}_e^D]_{ij} \tilde{\Pi}_k$. Inserting (4.8) into (4.2) and (4.6), we obtain

\[
\frac{Y}{|\tilde{\sigma}_e^D|} \tilde{t}_1^* \leq t^* \leq \frac{Y}{|\sigma_e^D|} \tilde{t}_2^*; \tag{4.9}
\]

where

\[
\tilde{t}_1^* = \max \left\{ t > 0 \mid \exists (\tilde{\pi}, \tilde{\Pi}) \in \tilde{X} : 1 = \tilde{\pi} - \text{div} \tilde{\Pi}, \quad t\tilde{\pi}^2 + \ell^{-2}|\tilde{\Pi}|^2 \leq 1 \text{ in } \Omega, \quad \tilde{\Pi} \cdot \mathbf{n} = 0 \text{ on } \partial\Omega_F \right\}, \tag{4.10}
\]

and

\[
\tilde{t}_2^* = \inf_{\tilde{q} \in \tilde{W}} \int_{\Omega} \sqrt{\tilde{q}^2 + \ell^2|\nabla \tilde{q}|^2} \, dx, \quad \tilde{W} = \left\{ \tilde{q} \in W^{1,2}(\Omega) \mid \tilde{q} = 0 \text{ on } \partial\Omega_H \right\}. \tag{4.11}
\]

Here and henceforth $W^{m,p}(\Omega)$ denotes the Sobolev space of functions which together with their weak derivatives of order $\leq m$ are in $L^p(\Omega)$, for integer $p \geq 1$. Analogously as in Section 3, one can derive the duality between (4.10) and (4.11), implying $\tilde{t}_1^* = \tilde{t}_2^* =: \tilde{t}^*$. Hence,

\[
t^* = \frac{Y}{|\tilde{\sigma}_e^D|} \tilde{t}^*, \tag{4.12}
\]

where $\tilde{t}^*$ is defined either by (4.10) or (4.11). The lower and upper bounds (4.4) and (4.7) of $t^*$ may be rewritten as follows:

\[
t_L^* = \frac{Y}{|\tilde{\sigma}_e^D|} \frac{1}{\sqrt{(1 + \text{div} \tilde{\Pi})^2 + \ell^{-2}|\tilde{\Pi}|^2}} \left\| \tilde{\Pi} \right\|_{L^\infty(\Omega)}, \quad \tilde{\Pi} \in \tilde{X}_{\Pi}, \tag{4.13}
\]

and

\[
t_U^* = \frac{Y}{|\tilde{\sigma}_e^D|} \frac{\int_{\Omega} \sqrt{\tilde{q}^2 + \ell^2|\nabla \tilde{q}|^2} \, dx}{\int_{\Omega} \tilde{q} \, dx}, \quad \tilde{q} \in \tilde{W}, \tag{4.14}
\]

respectively, where

\[
\tilde{X}_{\Pi} = \left\{ \tilde{\Pi} \in L^\infty(\Omega; \mathbb{R}^3) \mid \text{div} \tilde{\Pi} \in L^\infty(\Omega; \mathbb{R}^3), \quad \tilde{\Pi} \cdot \mathbf{n} = 0 \text{ on } \partial\Omega_F \right\}.
\]
5  Penalization methods for estimating the elastic threshold

The elastic threshold $t^*$ may be estimated according to the results presented in the previous section. Our aim is to find lower and upper bounds $t^*_L$ and $t^*_U$ which are sufficiently close to $t^*$. Let us recall that the bounds $t^*_L$ and $t^*_U$ are defined by appropriate functions $\Pi$ and $q$, respectively. In some special cases, it is sufficient to choose $\Pi$ and $q$ by analytical formulas. Nevertheless, the usage of numerical methods is more widely applicable.

To find numerical solutions, it is necessary to discretize the problems (4.4) and (4.6). If we choose finite-dimensional spaces $X_h$ and $W_h$ such that $X_h \subset X$ and $W_h \subset W$ then any admissible $\Pi_h \in X_h$ and $q_h \in W_h$ define lower and upper bounds of $t^*$, respectively.

Next, it is difficult and/or slow to solve the problems (4.4) and (4.6) or their discrete counterparts directly because they contain non-differentiable functionals. Therefore, it is convenient to transform or modify these problems. To this end, we make use of penalization methods. We describe the methods in the context of the simplified problem from Section 4.1, corresponding to a constant stress field.

5.1  Penalization method for the lower-bound problem

Returning to equation (4.13) in Section 4.1 consider the following lower bound problem:

$$ s^* := \inf_{\tilde{\Pi} \in \tilde{X}_\Pi} \mathcal{I}(\tilde{\Pi}), \quad \mathcal{I}(\tilde{\Pi}) = \left\| (1 + \text{div} \tilde{\Pi})^2 + \ell^{-2} |\tilde{\Pi}|^2 \right\|_{L^\infty(\Omega)}, $$

(5.1)

where

$$ \tilde{X}_\Pi = \{ \tilde{\Pi} \in L^\infty(\Omega; \mathbb{R}^3) \mid \text{div} \tilde{\Pi} \in L^\infty(\Omega; \mathbb{R}^3), \tilde{\Pi} \cdot \mathbf{n} = 0 \text{ on } \partial \Omega_F \}. $$

Under the assumptions in Section 4.1 we have:

$$ t^* = \frac{Y}{|\sigma_e^D|} \frac{1}{\sqrt{s^*}}, \quad t^*_L = \frac{Y}{|\sigma_e^D|} \frac{1}{\sqrt{\mathcal{I}(\tilde{\Pi})}} \leq t^* \quad \forall \tilde{\Pi} \in \tilde{X}_\Pi. $$

For penalization of the problem (5.1), we replace the $L^\infty$ norm with the $L^p$ one, $p \geq 1$. This is partially justified by the Hölder inequality

$$ \|f\|_{L^p(\Omega)} \leq |\Omega|^{1/p} \|f\|_{L^\infty(\Omega)}, \quad f \in L^\infty(\Omega), \quad p \geq 1. $$
The penalized problem reads

$$s^* \approx s_p^{1/p}, \quad s_p := \inf_{\tilde{\Pi} \in \tilde{X}} \mathcal{I}_p(\tilde{\Pi}), \quad \mathcal{I}_p(\tilde{\Pi}) = \int_{\Omega} \left[ (1 + \text{div} \tilde{\Pi})^2 + \ell^{-2} |\tilde{\Pi}|^2 \right]^p \, dx. \quad (5.2)$$

The functional $\mathcal{I}_p$ is convex and twice differentiable, and finite element approximations to this problem can be found, for example, with the use of Raviart-Thomas or standard continuous piecewise-linear elements, which are conforming in the sense that the corresponding discrete space $\tilde{X}_{\Pi,h}$ satisfies $\tilde{X}_{\Pi,h} \subset \tilde{X}_{\Pi}$. Then, the discrete solution $\tilde{\Pi}_{p,h} \in \tilde{X}_{\Pi,h}$ defines the following lower bound of $t^*$:

$$t^* \geq \frac{Y}{|\sigma_e|} \frac{1}{\mathcal{I}(\tilde{\Pi}_{p,h})}. \quad (5.3)$$

It is possible also first to discretize (5.1) and then to apply the penalization method to the discrete problem.

Let us note that numerical integration is required to evaluate (5.2). Nevertheless, if we first discretize (5.1) using, for example, lowest order Raviart-Thomas (RT0) or continuous piecewise-linear (P1) elements, then it is not necessary to carry out numerical integration. Indeed, RT0- or P1-based functions $\tilde{\Pi}_h$ are linear on any simplicial finite element $T \in \mathbb{R}^d$ with vertices $V_{T,1}, V_{T,2}, \ldots V_{T,d+1}$. Hence,

$$\max_{x \in T} \left\{ (1 + \text{div} \tilde{\Pi}_h)^2 + \ell^{-2} |\tilde{\Pi}_h|^2 \right\} = \max_{i=1,2,\ldots,d+1} \left\{ (1 + \text{div} \tilde{\Pi}_h(V_{T,i}))^2 + \ell^{-2} |\tilde{\Pi}_h(V_{T,i})|^2 \right\}$$

and

$$t_h^* = \frac{Y}{|\sigma_e|} \frac{1}{\mathcal{I}(\tilde{\Pi}_h)} \leq t^*, \quad \mathcal{I}(\tilde{\Pi}_h) = \max_{T \in \mathcal{T}_h} \max_{i=1,2,\ldots,d+1} \left\{ (1 + \text{div} \tilde{\Pi}_h(V_{T,i}))^2 + \ell^{-2} |\tilde{\Pi}_h(V_{T,i})|^2 \right\}.$$ 

The corresponding penalized functional can be written as

$$I_{p,h}(\tilde{\Pi}_h) = \frac{1}{p} \sum_{T \in \mathcal{T}_h} \sum_{i=1}^{d+1} \left\{ (1 + \text{div} \tilde{\Pi}_h(V_{T,i}))^2 + \ell^{-2} |\tilde{\Pi}_h(V_{T,i})|^2 \right\}^p.$$ 

For numerical solution of the discrete penalized problem, we combine adaptive continuation over $p$ with the Newton method. One can expect that the larger the value of $p$, the sharper the lower bound (5.3) would be. At the same time, continuation over $p$ is important for the initialization of the Newton method. Within the continuation, we
increase the values of $p$ depending on the change of the value $\mathcal{I}(\tilde{\Pi}_{p,h})$. This approach will be applied to examples presented in Sections 6.3 and 7.4.

### 5.2 Penalization method for the upper-bound problem

Consider the upper bound problem (see (4.14))

$$
\tilde{t}^* = \inf_{\tilde{q} \in \tilde{W}} \mathcal{J}(\tilde{q}), \quad \mathcal{J}(\tilde{q}) := \int_{\Omega} \sqrt{\tilde{q}^2 + \ell^2|\nabla \tilde{q}|^2} \, dx, \tag{5.4}
$$

where

$$\tilde{W} = \{\tilde{q} \in W^{1,2}(\Omega) \mid \tilde{q} = 0 \text{ on } \partial \Omega_H\}.$$

Under the assumptions from Section 4.1, we have:

$$t^* = Y \left| \frac{\tilde{t}^*}{\sigma_D^e} \right|, \quad t^* \leq Y \left| \frac{\tilde{t}^*}{\sigma_D^e} \mathcal{J}(\tilde{q}) \right| \forall \tilde{q} \in \tilde{W}.$$

The penalization described below has been successfully used in limit load analysis in perfect plasticity [17, 18, 28, 19]. The local dissipation function, that is, the integrand in (5.4), may be written in the form

$$D(t, \nabla \tilde{q}) = \sqrt{\tilde{q}^2 + \ell^2|\nabla \tilde{q}|^2} = \sup_{(\tilde{\sigma}, \tilde{\Pi}) \in \mathbb{R} \times \mathbb{R}^3} \{\tilde{\pi} \tilde{q} + \tilde{\Pi} \cdot \nabla \tilde{q}\}. \tag{5.5}
$$

It can be penalized as follows:

$$D_\alpha(t, \nabla \tilde{q}) = \max_{(\tilde{\sigma}, \tilde{\Pi}) \in \mathbb{R} \times \mathbb{R}^3} \left\{\tilde{\pi} \tilde{q} + \tilde{\Pi} \cdot \nabla \tilde{q} - \frac{1}{2\alpha}(\tilde{\pi}^2 + \ell^2|\tilde{\Pi}|^2)\right\}, \quad \alpha > 0. \tag{5.6}
$$

We have:

$$D_\alpha(t, \nabla \tilde{q}) = \begin{cases} 
\frac{\alpha}{2}(\tilde{q}^2 + \ell^2|\nabla \tilde{q}|^2), & \sqrt{\tilde{q}^2 + \ell^2|\nabla \tilde{q}|^2} \leq \frac{1}{\alpha} \\
\sqrt{\tilde{q}^2 + \ell^2|\nabla \tilde{q}|^2} - \frac{1}{2\alpha}, & \sqrt{\tilde{q}^2 + \ell^2|\nabla \tilde{q}|^2} \geq \frac{1}{\alpha},
\end{cases} \tag{5.7}
$$

with $D_\alpha \leq D$ and $D_\alpha \to D$ as $\alpha \to +\infty$. In addition, the function $D_\alpha$ is convex, differentiable, and its second derivative exists in a generalized sense. The penalized problem reads

$$\tilde{t}_\alpha^* = \inf_{\tilde{q} \in \tilde{W}} \mathcal{J}_\alpha(\tilde{q}), \quad \mathcal{J}_\alpha(\tilde{q}) := \int_{\Omega} D_\alpha(\tilde{q}, \nabla \tilde{q}) \, dx. \tag{5.8}
$$
As with the penalized lower bound problem, discrete approximations to (5.8) may be sought, for example, with the use of conforming piecewise-linear or quadratic finite elements with the corresponding discrete space \( \tilde{W}_h \) satisfying \( \tilde{W}_h \subset \tilde{W} \). Then, the discrete solution \( \tilde{q}_{a,h}^* \in \tilde{W}_h \) defines the following upper bound of \( t^* \):

\[
t^* \leq \frac{Y}{|\sigma_D|} J(\tilde{q}_{a,h}^*),
\]

(5.9)

For a convergence analysis with respect to the discretization parameter \( h \), we refer to [17, 18].

For numerical solution of the discrete counterpart to (5.8), we combine an adaptive continuation over \( \alpha \) with the semismooth Newton method. One can expect that the larger the value of \( \alpha \), the sharper the upper bound (5.9) would be. It is possible to study the convergence \( \tilde{t}_{a,h}^* \to \tilde{t}_h^* \) as \( \alpha \to +\infty \), similarly as in [17, 18]. Continuation over \( \alpha \) is also important for the initialization of the Newton method. Within the continuation, we increase \( \alpha \) depending on the change of the value \( J(\tilde{q}_{a,h}^*) \). This approach will be applied to examples presented in Sections 6.3 and 7.4.

6 Example 1: plane stress problem

6.1 The problem setting

We consider the example introduced in [2, Section 6.2], of a thin plate subjected to biaxial extension. The plate is square with sides of length \( L_1 \) and thickness \( L_2 \). Its domain is thus given by \( \Omega = \Omega_1 \times \Omega_2 \times \Omega_3 \), where

\[
\Omega_1 = \Omega_3 = (0, L_1), \quad \Omega_2 = (-L_2/2, L_2/2).
\]

The macroscopic boundary conditions are as follows (see Figure 6.1):

\[
\begin{align*}
t_1 = t_2 = t_3 &= 0 \quad \text{on } \Omega_1 \times \partial \Omega_2 \times \Omega_3 \times (0, T), \quad (6.1a) \\
u_1 = t_1 = t_3 &= 0 \quad \text{on } \partial \Omega_1 \times \Omega_2 \times \Omega_3 \times (0, T), \quad (6.1b) \\
u_3 = t_1 = t_2 &= 0 \quad \text{on } \Omega_1 \times \Omega_2 \times \{0\} \times (0, T), \quad (6.1c) \\
u_3 = 2t_1 \hat{u}, \quad t_1 = t_2 &= 0 \quad \text{on } \Omega_1 \times \Omega_2 \times \{L_1\} \times (0, T), \quad (6.1d)
\end{align*}
\]
where $\hat{u}$ is a given value, $u = (u_1, u_2, u_3)$, $t = (t_1, t_2, t_3)$ and $t \in (0, T)$. The body force is neglected, that is, $b = 0$ in $\Omega \times (0, T)$. The elastic solution (4.1) can be found in closed form and is given by

$$\hat{u}_e = 2 \frac{\hat{u}}{L_1} \left( \begin{array}{c} 0 \\ -\frac{\nu}{1-\nu} x_2 \\ x_3 \end{array} \right), \quad \hat{\varepsilon}_e = 2 \frac{\hat{u}}{L_1} \left( \begin{array}{ccc} 0 & 0 & 0 \\ 0 & -\frac{\nu}{1-\nu} & 0 \\ 0 & 0 & 1 \end{array} \right), \quad \hat{\sigma}_e = 2 \lambda \frac{1-2\nu}{\nu(1-\nu)} \frac{\hat{u}}{L_1} \left( \begin{array}{ccc} \nu & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 1 \end{array} \right).$$

(6.2)

We see that $\hat{\varepsilon}_e, \hat{\sigma}_e$ are spatially constant, so that it is possible to use the results from Section 4.1. To this end we shall also need the following formulas for $\hat{\sigma}_e^D$ and its norm:

$$\hat{\sigma}_e^D = 2\lambda \frac{1-2\nu}{3\nu(1-\nu)} \frac{\hat{u}}{L_1} \left( \begin{array}{ccc} -1+2\nu & 0 & 0 \\ 0 & -1-\nu & 0 \\ 0 & 0 & 2-\nu \end{array} \right),$$

(6.3)

$$|\hat{\sigma}_e^D| = 2\lambda \frac{\sqrt{2} (1-2\nu) \sqrt{1-\nu+\nu^2}}{\nu(1-\nu)} \frac{\hat{u}}{L_1}.$$

(6.4)

Next, we need to define microscopic boundary conditions. To be consistent with the plane stress assumptions, we impose the micro-free conditions

$$\Pi_{ij2} = 0 \text{ on } \Omega_1 \times \partial\Omega_2 \times \Omega_3 \times (0, T).$$

(6.5)
On the remaining parts of the boundary we consider either micro-free or micro-hard boundary conditions; that is,
\[ \Pi_{ij1} = 0 \text{ on } \partial \Omega_1 \times \Omega_2 \times \Omega_3 \times (0, T), \quad \Pi_{ij3} = 0 \text{ on } \Omega_1 \times \Omega_2 \times \partial \Omega_3 \times (0, T), \] (6.6)

or
\[ \varepsilon^p = 0 \text{ on } [\partial \Omega_1 \times \Omega_2 \times \Omega_3 \times (0, T)] \cup [\Omega_1 \times \Omega_2 \times \partial \Omega_3 \times (0, T)]. \] (6.7)

In the following subsections, we derive lower and upper bounds of the elastic threshold \( t^* \) based on analytical and numerical approaches. To this end, we use the following input data:
\[ L_1 = 50, \quad L_2 = 2, \quad T = 1/2, \quad \lambda = 1.05 \times 10^{-1}, \quad \nu = 0.3, \quad \dot{\mu} = 2/3, \quad Y = 1 \times 10^{-3}, \quad \ell = 5. \] (6.8)

### 6.2 Lower and upper bounds of \( t^* \) based on analytical approach

If we consider the micro-free boundary condition (6.6), the spaces \( \tilde{X}_\Pi \) and \( \tilde{W} \) corresponding to the estimates (4.13) and (4.14) are
\[ \tilde{X}_\Pi = \{ \tilde{\Pi} \in L^\infty(\Omega; \mathbb{R}^3) \mid \text{div } \tilde{\Pi} \in L^\infty(\Omega; \mathbb{R}^3), \quad \tilde{\Pi}_{ijk} = 0 \text{ for } x_k \in \partial \Omega_k, \quad k = 1, 2, 3 \}, \]
\[ \tilde{W} = W^{1,2}(\Omega). \]

Choosing \( \tilde{\Pi} = 0 \) and \( \tilde{q} = 1 \) in (4.13) and (4.14), respectively, we find that the lower and upper bounds coincide and thus
\[ t^* = t^*_L = t^*_U = \frac{Y}{\sigma_e} = \sqrt{\frac{3}{2}} \frac{Y L_1 \nu (1 - \nu)}{2 \dot{\mu} \lambda (1 - 2 \nu) \sqrt{1 - \nu + \nu^2}} \approx 0.2584. \] (6.9)

This coincides also with the solution for the case of conventional plasticity. To complete the elastic solution from (4.1) for any \( t \in [0, t^*] \), we set \( \tilde{\Pi}_e = 0 \) and \( \tilde{\pi}_e = \sigma_e^D \).

If we consider the micro-hard boundary condition (6.7), the spaces \( \tilde{X}_\Pi \) and \( \tilde{W} \) corresponding to the estimates (4.13) and (4.14) are now
\[ \tilde{X}_\Pi = \{ \tilde{\Pi} \in L^\infty(\Omega; \mathbb{R}^3) \mid \text{div } \tilde{\Pi} \in L^\infty(\Omega; \mathbb{R}^3), \quad \tilde{\Pi}_{ij2} = 0 \text{ for } x_2 \in \partial \Omega_2 \}, \]
\[ \tilde{W} = \{ \tilde{q} \in W^{1,2}(\Omega) \mid \tilde{q} = 0 \text{ for } x_i \in \partial \Omega_i, \quad i = 1, 3 \}. \]
Unlike the micro-free boundary condition, we see that \( \tilde{q} = 1 \not\in \tilde{W} \). Therefore, (6.9) is now only a lower bound. To derive a sharper lower bound than \( t^*_L,1 = 0.2584 \), we consider \( \bar{\Pi} \) in the form (see (4.8))

\[
\bar{\Pi}_i(x) = a_i x_i + b_i, \quad a_i, b_i \in \mathbb{R}, \quad i = 1, 3, \text{ no sum on } i.
\] (6.10)

We shall optimize the parameters \( a_i, b_i \) to achieve the largest value of (4.13). To this end, we minimize the functional

\[
I(\bar{\Pi}) := \left\| (1 + \text{div} \bar{\Pi})^2 + \ell^{-2} |\bar{\Pi}|^2 \right\|_{L^\infty(\Omega)} = \max_{x \in \Omega} \left\{ (1 + \text{div} \bar{\Pi})^2 + \ell^{-2} |\bar{\Pi}|^2 \right\}
\] (6.11)

representing the denominator in (4.13). The maximum over \( x_i \in \Omega_i \) is achieved at one of the end points of the interval \( \Omega_i \), i.e., for \( x_i \in \partial \Omega_i, i = 1, 3 \). To minimize the terms \(|a_i x_i + b_i|\) on \( \partial \Omega_i \), we set \( b_i = -\frac{L_i}{2} a_i \) \((i = 1, 3)\), which implies

\[
I(\bar{\Pi}) = (1 + a_1 + a_3)^2 + \left( \frac{L_1}{2\ell} \right)^2 (a_1^2 + a_3^2).
\] (6.12)

The optimal values of \( a_i \) are found by minimization of (6.12), leading to the following lower bound of \( t^* \):

\[
t^*_{L,2} = \frac{Y}{\sigma^{D}_{e}} \frac{2\ell}{L_1} \sqrt{2 + \frac{L_1^2}{4\ell^2}} \doteq 0.2685.
\] (6.13)

We see that the elastic threshold \( t^*_{L,1} \) for perfect (Hencky) plasticity is smaller than \( t^*_{L,2} \), i.e., then \( t^* \). Next, from the presented results, it follows that the microstress \( \Pi \) corresponding to the solution to the gradient plasticity problem is not unique. Especially for sufficiently small \( t > 0 \), we derived two different solutions corresponding to (4.1): \( \Pi = 0 \) and \( \Pi = t\sigma^{D}_{e} \otimes \bar{\Pi} \), where

\[
\tilde{\Pi}_1(x) = \frac{\frac{L_1}{2} - x_1}{2 + \frac{L_1^2}{4\ell^2}}, \quad \tilde{\Pi}_2(x) = 0, \quad \tilde{\Pi}_3(x) = \frac{\frac{L_1}{2} - x_3}{2 + \frac{L_1^2}{4\ell^2}}.
\]

Now, we estimate \( t^* \) from above. We choose \( \tilde{q}(x) = x_1 (L_1 - x_1) x_3 (L_1 - x_3) \in \tilde{W} \). Then (4.14) yields \( t^*_U \doteq 0.3108 \) using numerical integration. This bound may be compared with the value of approximately 0.34 for the elastic threshold, as seen in [2, Figure 8]. That value corresponds to the threshold at a particular point in the domain, and it is clear from the bounds obtained here that the elastic threshold will have been reached earlier than determined from this arbitrary point in the domain.
There is a gap between the upper and lower bounds that may be narrowed by optimizing \( \tilde{\Pi} \) and \( \tilde{q} \) through a numerical procedure.

6.3 Lower and upper bounds of \( t^* \) based on numerical methods

We consider the micro-hard boundary conditions (6.7). Under the plane stress assumption, the lower and upper bound problems are posed on the domain \( \tilde{\Omega} = (0, 50) \times (0, 50) \). In particular, the lower bound problem reads

\[
t^* = \frac{Y}{|\sigma^D_e|} \sqrt{\inf_{\Pi \in \tilde{X}_\Pi} \mathcal{I}(\Pi)} = \left\| (1 + \text{div} \tilde{\Pi})^2 + \ell^{-2}|\tilde{\Pi}|^2 \right\|_{L^\infty(\tilde{\Omega})}, \tag{6.14}
\]

where \( \tilde{X}_\Pi = \{ \tilde{\Pi} \in L^\infty(\tilde{\Omega}; \mathbb{R}^2) \mid \text{div} \tilde{\Pi} \in L^\infty(\tilde{\Omega}; \mathbb{R}^2) \} \), and the upper bound one reduces to

\[
t^* = \frac{Y}{|\sigma^D_e|} \tilde{t}^*, \quad \tilde{t}^* = \inf_{\tilde{q} \in \tilde{W}} \int_{\tilde{\Omega}} \sqrt{\tilde{q}^2 + \ell^2 |\nabla \tilde{q}|^2} \, dx, \quad \tilde{W} = W^{1,2}_0(\tilde{\Omega}). \tag{6.15}
\]

We also know that \( Y/|\sigma^D_e| = 0.2584 \).

To find lower and upper bounds of \( t^* \) based on numerical techniques, we use the penalization methods presented in Section 5. For the solution of both problems, we use a regular mesh with 401 \times 401 nodes. Problem (6.14) is discretized using RT0 elements, while piecewise quadratic P2 elements with 7-point Gauss quadrature are used for solving the problem (6.15). Both problems are implemented in MATLAB.

![Figure 2: (a) The norm \( |\tilde{\Pi}| \) of the solution to (6.14); (b) the corresponding functional \( \mathcal{I} \)](image)

Computed lower and upper bounds depending on the penalization parameters \( p \) and \( \alpha \),
respectively, are depicted in Figure 4. From the largest used values of these parameters, we find the following bounds of $t^*$:

$$0.3052 \leq t^* \leq 0.3085.$$ 

We see that both the lower and upper bounds are very sharp. In particular, the lower bound has been improved in comparison of Section 6.2.

The numerical solution to the problem (6.14) arising from the largest value of $p$ is depicted in Figure 2. In particular, the norm of $|\Pi|$ is visualized on the left figure, while local values defining the functional $\mathcal{I}$ are depicted on the right. This solution does not have a simple shape, with a corner effect evident. From the right figure, one can see that the local values of $\mathcal{I}$ are almost constant except at the corner points. Similar results have been obtained with the use of P1 elements.

The numerical solution to the problem (6.15) corresponding to the largest value of $\alpha$ is depicted in Figure 3. Also shown is the corresponding local dissipation $\mathcal{D}_\ell(\tilde{q})$ (see (5.5)). This figure shows large values of $\nabla \tilde{q}$ along the edges.

7 Example 2: torsion of a micro-rod

7.1 The problem setting

Consider a rod of radius $R$ and length $L$, with $0 < L \leq \infty$, subject to a uniform torsion with $\kappa$ denoting the twist per unit length. The only non-zero displacement, relative to a
cylindrical coordinate system \((r, \theta, z)\) is \(u_{\theta} = \kappa z r\). The only stress in the elastic region is then \(\sigma_{\theta z} = \mu \kappa r\), where \(\mu\) is the shear modulus. In accordance with the notation introduced in Section 4, we set \(\kappa(t) = t \hat{\kappa}\), where \(\hat{\kappa} > 0\) is a given value. Then it follows that \(\hat{\sigma}^{D}_{\epsilon} = \hat{\sigma}_{\epsilon}\) and \(|\hat{\sigma}^{D}_{\epsilon}| = \mu \hat{\kappa} r\). We shall also use the notation \(\hat{\sigma}_{\theta z} = \mu \hat{\kappa} r\).

In the context of size-dependent and microscale mechanical response, this problem has been studied experimentally [10] as well as theoretically and computationally. The study [20] shows the link between strengthening, that is, an increase in yield strength with length scale, which characterizes the dissipative problem, the topic of this work. The work [4] studies the energetic problem, in which gradient terms arise through a recoverable energy. In this case the link is between hardening, that is, an increase in slope in the plastic range, and increase in length scale. In [1] the torsion problem is discussed in the context of a more elaborate gradient theory that takes account of plastic rotation and dislocation density.

We assume that \(\Pi_{\theta z r}(r)\) and \(\Pi_{r z \theta}(r)\) are the only non-zero components of \(\Pi\). Then microforce balance (2.5) and the yield function (2.7) reduce respectively to

\[
\sigma_{\theta z} = \pi_{\theta z} - \Pi_{\theta z r, r} - r^{-1}(\Pi_{\theta z r} + \Pi_{r z \theta})
\]

(7.1)

and

\[
f_l(\pi_{\theta z}, \Pi_{\theta z r}, \Pi_{r z \theta}) = \sqrt{\pi_{\theta z}^2 + \ell^{-2}(\Pi_{\theta z r}^2 + \Pi_{r z \theta}^2)} - Y.
\]

(7.2)

in \((0, R)\). The boundary conditions are a traction-free surface \(r = R\), which is automatically satisfied, a microhard condition at \(r = 0\), and a microfree condition at \(r = R\). That
is,
\[ u_\vartheta(0) = 0, \quad \varepsilon^0_{\vartheta z}(0) = 0, \quad \Pi_{\vartheta z r}(R) = 0. \quad (7.3) \]

From (4.3), (7.1) and (7.2), the elastic threshold for this problem is given by
\[
\begin{align*}
t^* &= \max \left\{ t > 0 \mid \exists (\pi, \Pi, \tilde{\Pi}) \in X : \ t \hat{\sigma} = \pi - \Pi' - r^{-1}(\Pi + \tilde{\Pi}), \right. \\
&\left. \sqrt{\pi^2 + \ell^{-2}(\Pi^2 + \tilde{\Pi}^2)} \leq Y \quad \text{in} \quad (0, R), \quad \Pi(R) = 0 \right\}, \quad (7.4)
\end{align*}
\]
where \( \hat{\sigma} := \hat{\sigma}_{\vartheta z}, \ \Pi := \Pi_{\vartheta z r} \) and \( \tilde{\Pi} := \Pi_{rz\vartheta} \). If \( Y \) is constant, then from (4.4) we have
\[
t^* = \frac{Y}{\min_{(\Pi, \tilde{\Pi}) \in X_\Pi} \max_{r \in [0, R]} \sqrt{(\hat{\sigma} + \Pi' + r^{-1}(\Pi + \tilde{\Pi}))^2 + \ell^{-2}(\Pi^2 + \tilde{\Pi}^2)}}, \quad (7.5)
\]
where
\[
X_\Pi = \left\{ (\Pi, \tilde{\Pi}) \in W^{1,\infty}((0, R)) \times L^\infty((0, R)) : \right. \\
\left. r^{-1}(\Pi + \tilde{\Pi}) \in L^\infty((0, R)) \right\}. \quad (7.6)
\]

We may render (7.5) dimensionless by setting
\[
\tilde{r} := \frac{r}{R}, \quad \tilde{\ell} = \frac{\ell}{R}, \quad \tilde{\Pi} = \frac{\Pi}{\mu kr^2}, \quad \tilde{\Pi} = \frac{\Pi}{\mu kr^2}.
\]
Then (7.5) becomes
\[
t^* = \frac{\tilde{Y}}{\mu kr^2}, \quad \tilde{t}^* = \frac{1}{\sqrt{\min_{(\tilde{\Pi}, \tilde{\Pi}) \in \tilde{X}_\Pi} I(\tilde{\Pi}, \tilde{\Pi})}}, \quad (7.7)
\]
with
\[
I(\tilde{\Pi}, \tilde{\Pi}) = \max_{\tilde{r} \in [0, 1]} \left[ (\tilde{r} + \tilde{\Pi}'(\tilde{r}) + \tilde{r}^{-1}(\tilde{\Pi}(\tilde{r}) + \tilde{\Pi}(\tilde{r})))^2 + \tilde{\ell}^{-2}(\tilde{\Pi}^2(\tilde{r}) + \tilde{\Pi}^2(\tilde{r})) \right] \quad (7.8)
\]
and
\[
\tilde{X}_\Pi = \left\{ (\tilde{\Pi}, \tilde{\Pi}) \in W^{1,\infty}((0, 1)) \times L^\infty((0, 1)) : \right. \\
\left. \tilde{\Pi}(1) = 0, \quad r^{-1}(\tilde{\Pi} + \tilde{\Pi}) \in L^\infty((0, 1)) \right\}. \quad (7.9)
\]

We see that \( \tilde{t}^* \) depends only on \( \tilde{\ell} \). In (7.7)–(7.9), it is also convenient to introduce
\( \tilde{\Pi} := r^{-1}(\Pi + \tilde{\Pi}) \) and to eliminate \( \tilde{\Pi} \) in (7.8) by the substitution
\[
\tilde{\Pi} = r \tilde{\Pi} - \tilde{\Pi} .
\tag{7.10}
\]

It should be noted that one cannot then use the weighted functional space; see Section 7.3.

To derive the dual definition of the threshold \( t^* \), we introduce a weak form for the microforce balance equation (7.1). Given the homogeneous Dirichlet condition (7.3), we define
\[
W = \{ q \in W^{1,2}(0, R) \mid q(0) = 0 \} .
\tag{7.11}
\]

After multiplying (7.1) by \( qr dr \) and integrating we obtain
\[
t \int_0^R \hat{\sigma} qr \, dr = \int_0^R [\pi qr + \Pi(rq') - \tilde{\Pi} q] \, dr \quad \forall q \in W .
\]

The expression for \( t^* \) then becomes
\[
t^* = \sup_{(\pi, \Pi, \tilde{\Pi}) \in X} \inf_{q \in W} \int_0^R [\pi qr + \Pi(rq') - \tilde{\Pi} q] \, dr
\]
\[
= \inf_{q \in W} \int_0^R \sup_{(\pi, \Pi) \in X} [\pi qr + \Pi(rq') - \tilde{\Pi} q] \, dr
\]
\[
= \inf_{q \in W} \int_0^R Y \sqrt{q^2 + \ell^2[(q')^2 + (q/r)^2]} \, r \, dr .
\tag{7.12}
\]

Substituting \( \hat{\sigma} = \mu \kappa r, \tilde{\ell} := r/R, \ell = \ell/R, \) (7.12) can be transformed to
\[
t^* = \frac{Y}{\nu \kappa R} \tilde{t}^* , \quad \tilde{t}^* = \inf_{q \in W} \int_0^1 \sqrt{q^2 + \tilde{\ell}^2[(q')^2 + (q/\tilde{\ell})^2]} \, \tilde{r} \, d\tilde{r} ,
\tag{7.13}
\]
where \( \tilde{W} = \{ q \in W^{1,2}(0, 1) \mid q(0) = 0 \} . \)
7.2 Upper and lower bounds of $\tilde{t}^*$ based on an analytical approach

To find an upper bound of $\tilde{t}^*$ we choose $q(\tilde{r}) = 4\tilde{r}$, in (7.13). This yields

$$\tilde{t}^* \leq \tilde{t}^*_U = \frac{4}{3} \left[ 1 + 2\tilde{\ell}^2 \right]^{3/2} - (2\tilde{\ell}^2)^{3/2} \right] \leq \frac{4}{3} \left[ 1 + 2\tilde{\ell}^2 \right]^{3/2}.$$  

(7.14)

If $\tilde{\ell} = 0$ then choosing $q(\tilde{r}) = (n + 1)r^n$, we obtain $t^*_U \to 1$ as $n \to +\infty$.

To determine a lower bound consider first of all $\tilde{\Pi} = \tilde{\bar{\Pi}} = 0$. This gives, from (7.7),

$$\tilde{t}^* \geq \tilde{t}^*_L = \frac{1}{\sqrt{\min_{(\Pi, \hat{\Pi})} \mathcal{I}(\Pi, \hat{\Pi})}}.$$  

(7.15)

We see that $\tilde{t}^*_{L,1} = \tilde{t}^* = 1$ for $\tilde{\ell} = 0$. To obtain a sharper lower bound one can choose

$$\hat{\Pi} = a\tilde{r}(\tilde{r} - 1), \quad \hat{\Pi} = 0, \quad \tilde{r} \in [0, 1],$$  

(7.16)

where the parameter $a \in \mathbb{R}$ is optimized. This bound is depicted and compared against other estimates in Figure 6.

7.3 Discretization and penalization of the lower bound problem

We adopt the following version of the lower bound problem, from (7.8) and (7.10) (tilde symbols are omitted for the sake of simplicity):

$$t^* = \frac{Y}{\mu \kappa R} \tilde{t}^*, \quad \tilde{t}^* = \frac{1}{\sqrt{\min_{(\Pi, \hat{\Pi})} \mathcal{I}(\Pi, \hat{\Pi})}}.$$  

(7.17)

where $\hat{X}_\Pi = \{ (\Pi, \hat{\Pi}) \in W^{1, \infty}((0, 1)) \times L^\infty((0, 1)) \mid \Pi(1) = 0 \}$ and

$$\mathcal{I}(\Pi, \hat{\Pi}) = \max_{r \in [0, 1]} \left\{ \left( r + \Pi'(r) + \hat{\Pi}(r) \right)^2 + \tilde{\ell}^{-2} \left[ \Pi^2(r) + \left( r\hat{\Pi}(r) - \Pi(r) \right)^2 \right] \right\}.$$  

(7.18)

We discretize and penalize this problem as in Section 5.1. Consider a uniform partition of the interval $[0, 1]$:

$$0 = r_1 < r_2 < \ldots < r_{N+1} = 1, \quad r_{i+1} - r_i = h = 1/N, \quad i = 1, 2, \ldots, N,$$
and the following approximation of $\hat{X}_\Pi$:

$$\hat{X}_\Pi = \left\{ (\Pi_h, \hat{\Pi}_h) \in C([0, 1]) \times L^\infty((0, 1)) \mid \Pi_h(1) = 0, \right.$$

$$\left. \Pi_h|_{(r_i, r_{i+1})} \in P_1, \quad \hat{\Pi}_h|_{(r_i, r_{i+1})} \in P_0, \quad i = 1, 2, \ldots, N \right\}.$$ 

Here $P_1$ and $P_0$ are respectively the spaces of polynomials of degree 1, and of constants, on the interval $[r_i, r_{i+1}]$. Clearly, $\hat{X}_{\Pi,h} \subset \hat{X}_\Pi$, which implies

$$t^* \geq t_{L,h}^* = \frac{Y}{\mu R} \tilde{t}_{L,h}^*, \quad \tilde{t}_{L,h}^* = \frac{1}{\sqrt{\min_{(\Pi_h, \hat{\Pi}_h) \in \hat{X}_{\Pi,h}} I(\Pi_h, \hat{\Pi}_h)}}.$$ (7.19)

In addition, we have

$$I(\Pi_h, \hat{\Pi}_h) = \max_i \max_{r \in [r_i, r_{i+1}]} \left\{ \left( r + \Pi_{h,i} + \hat{\Pi}_{h,i} \right)^2 + \tilde{\ell}^{-2} \left[ \Pi_{h,i}^2 + \left( r \hat{\Pi}_{h,i} - \Pi_{h,i} \right)^2 \right] \right\}$$

$$= \max_i \max \left\{ [r_i + \Pi_{h,i} + \hat{\Pi}_{h,i}]^2 + \tilde{\ell}^{-2} \left[ \Pi_{h,i}^2 + \left( r_i \hat{\Pi}_{h,i} - \Pi_{h,i} \right)^2 \right], \right.$$

$$\left. [r_{i+1} + \Pi_{h,i} + \hat{\Pi}_{h,i}]^2 + \tilde{\ell}^{-2} \left[ \Pi_{h,i}^2 + \left( r_{i+1} \hat{\Pi}_{h,i} - \Pi_{h,i} \right)^2 \right] \right\}. \quad (7.20)$$

Here we have used the property that the quadratic function defined in $[r_i, r_{i+1}]$ has a maximum either at $r_i$ or $r_{i+1}$ and $\Pi_{h,i} = \Pi_h(r) = \text{const}$, $\hat{\Pi}_{h,i} = \hat{\Pi}(r) = \text{const}$ in $(r_i, r_{i+1})$, $i = 1, 2, \ldots, N$.

The corresponding penalized functional reads

$$I_p(\Pi_h, \hat{\Pi}_h) = \frac{1}{p} \sum_{i=1}^{n} \left\{ [r_i + \Pi_{h,i} + \hat{\Pi}_{h,i}]^2 + \tilde{\ell}^{-2} \left[ \Pi_{h,i}^2 + \left( r_i \hat{\Pi}_{h,i} - \Pi_{h,i} \right)^2 \right] \right\}^p +$$

$$\left\{ [r_{i+1} + \Pi_{h,i} + \hat{\Pi}_{h,i}]^2 + \tilde{\ell}^{-2} \left[ \Pi_{h,i}^2 + \left( r_{i+1} \hat{\Pi}_{h,i} - \Pi_{h,i} \right)^2 \right] \right\}^p. \quad (7.21)$$

### 7.4 Numerical determination of lower and upper bounds of $t^*$

Let us recall the problems (7.13), (7.17) and (7.18), that is,

$$\hat{t}^* = \inf_{q \in \tilde{W}} \int_0^1 \sqrt{q^2 + \tilde{\ell}^2 [(q')^2 + (q/\tilde{r})^2]} \tilde{r} d\tilde{r}, \quad \tilde{W} = \{ q \in H^1((0, 1) \mid q(0) = 0 \}, \quad (7.22)$$
\[ \tilde{t}^* = \frac{1}{\sqrt{\min_{(\Pi, \hat{\Pi}) \in \tilde{X}_\Pi} \max_{r \in [0,1]} \left\{ \left( r + \Pi'(r) + \hat{\Pi}(r) \right)^2 + \tilde{\ell}^{-2} \left[ \Pi^2(r) + \left( r\hat{\Pi}(r) - \Pi(r) \right)^2 \right] \right\} }}, \quad (7.23) \]

where \( \tilde{X}_\Pi = \{(\Pi, \hat{\Pi}) \in W^{1,\infty}((0,1)) \times L^\infty((0,1)) \mid \Pi(1) = 0\} \). To find lower and upper bounds of \( t^* \), we use the penalization methods from Section 5.

Figure 5: The upper (a) and lower (b) bounds of \( \tilde{t}^*_h \) depending on \( p \) for \( \tilde{\ell} = 0.1 \) (blue), \( \tilde{\ell} = 0.5 \) (red) and \( \tilde{\ell} = 1.0 \) (black).

Figure 6: (a) The optimizing functions \( q_\alpha \) for various length scales; (b) comparison of numerical and analytical bounds of \( \tilde{t}^* \).

For the upper bound problem (7.22), we use piecewise quadratic (P2) elements with 2-point Gauss quadrature and 1000 elements. By continuation over the penalty parameter \( \alpha \) we find that \( \alpha \approx 10 \) is sufficiently large for any \( \tilde{\ell} \in (0,1] \), see Figure 5 (a).

For the lower bound problem (7.23) (see also (7.19)), we use 1000 P1-P0 elements as
Figure 7: The optimizing functions $\Pi$ (a) and $\hat{\Pi}$ (b) for $\tilde{\ell} = 0.1$ (blue), $\tilde{\ell} = 0.5$ (red) and $\tilde{\ell} = 1.0$ (black).

introduced in Section 7.3. From Figure 5 (b), we see that $p \approx 300$ is a sufficiently large value of the penalization parameter.

Numerical solutions of problems (7.22) and (7.23) are depicted in Figure 6 (left) and Figure 7 for three different values of $\tilde{\ell}$. Computable majorants of $\tilde{t}^*$ following from Figure 5 (a) are 1.2807, 1.9305, and 2.9529 for $\tilde{\ell} = 0.1$, $0.5$, $1.0$, respectively. Computable minorants following from Figure 5 (b) are 1.2755, 1.9279, and 2.9493, respectively. We see that the bounds are sufficiently sharp. Figure 6 (right) compares computable majorants (minorants) with analytical upper and lower bounds presented in Section 7.2.

8 Conclusion

This work has been concerned with the development of a general approach to determining bounds on the load parameter corresponding to incipient plastic behaviour, that is, the elastic threshold, for the dissipative model of strain-gradient plasticity. Such an approach has been motivated by the fact that the yield function, in a generalized associative model, is a function of microstresses and is therefore not a means through which initial yield may be determined while following an elastic path. The approach taken in this work is motivated by the theorems of limit analysis, with bounds being determined through minimization or maximization problems.

The theory has been applied to two example problems, both of which have received attention in the context of strain-gradient plasticity. For both problems – the first of a
plate in plane stress, and subject to a prescribed displacement, and the second concerning
a rod in uniform torsion – bounds are determined analytically by choosing candidate
functions, and numerically by solution of the extremization problems using finite elements.
In this latter case the non-differentiable functionals are regularized through the adoption
of penalized approximations.

The theory and results presented here shed further light on the behaviour of the dissipative
model of strain-gradient plasticity. For example, it is evident that the microstresses in
the elastic branch of the loading path are not uniquely defined and their distribution is
non-trivial, even if the Cauchy stress is known analytically.

The techniques of limit analysis have proved to be a powerful tool in the study of this
model. It would be useful to consider further applications of this approach, for example
to problems of single-crystal plasticity and ensembles of crystals.
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