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Abstract

The concept of splitting tessellations and splitting tessellation processes in spherical spaces of dimension $d \geq 2$ is introduced. Expectations, variances and covariances of spherical curvature measures induced by a splitting tessellation are studied using tools from spherical integral geometry. Also the spherical pair-correlation function of the $(d-1)$-dimensional Hausdorff measure is computed explicitly and compared to its analogue for Poisson great hypersphere tessellations. Finally, the typical cell distribution and the distribution of the typical spherical maximal face of any dimension $k \in \{1, \ldots, d-1\}$ are expressed as mixtures of the related distributions of Poisson great hypersphere tessellations. This in turn is used to determine the expected length and the precise birth time distribution of the typical maximal spherical segment of a splitting tessellation.

Keywords: Blaschke-Petkantschin formula; K-function; Markov process; martingale; maximal face; pair-correlation function; spherical curvature measure; spherical integral geometry; spherical space; random tessellation; splitting tessellation.

AMS MSC 2010: Primary 52A22; 60D05, Secondary 53C65.

Submitted to EJP on April 26, 2018, final version accepted on January 15, 2019.

Contents

1 Introduction 2
2 Preliminaries 5
  2.1 Basic notions from spherical geometry 5
  2.2 Elements of spherical integral geometry 7
  2.3 Spherical tessellations and spherical splitting tessellations 9
  2.4 Auxiliary martingales 13

*Institute of Stochastics, Karlsruhe Institute of Technology (KIT), D-76128 Karlsruhe, Germany.
E-mail: daniel.hug@kit.edu
†Faculty of Mathematics, Ruhr University Bochum, D-44780 Bochum, Germany.
E-mail: christoph.thaele@rub.de
Random tessellations are among the central topics considered in stochastic geometry and constitute a key model for numerous applications, see [9, 49] as well as the references cited therein. While random tessellations in Euclidean spaces have been explored in great detail, their non-Euclidean counterparts are much less intensively studied in the literature. On the other hand, in recent years non-Euclidean models in stochastic geometry have attracted increasing attention, in particular in random geometric structures on manifolds, see e.g. [3, 5, 6, 12, 17, 18, 19, 28, 29, 30, 31, 41, 42]. More specifically, the papers [6, 28, 29] deal with spherical convex hulls, [5, 19] are concerned with spherical convex hulls of random points on half-spheres, the work [41] considers central limit theorems for point process statistics of point processes on manifolds, [42] is devoted to the study of random systems on Cayley graphs, and [30, 31] explores geometric aspects of random fields on the sphere. Further results for tessellations of the $d$-dimensional unit sphere by great hyperspheres have been obtained in [3] and, more recently, in [17, 18], which generalize at the same time some mean value computations for tessellations generated by great circles on the 2-dimensional sphere $S^2$ in [34]. On the other hand, in [8] an analysis of Voronoi tessellations in rather general Riemannian manifolds is initiated. Various other recent contributions combine spherical (or conical) integral geometry and probabilistic reasoning (see, for instance, [1, 16, 32]) or contribute to point processes [36] and statistics in spherical space [27, 37].

In the recent paper [12] a new tessellation model of the two-dimensional unit sphere has been introduced. It arises as the result of a recursive cell splitting scheme and can be regarded as the spherical analogue of the STIT-tessellation model that has been studied intensively in Euclidean stochastic geometry in the last decade. While the work [12] focuses on the isotropic two-dimensional case and on metric and combinatorial parameters of individual cells, the present paper has a much broader scope and deals with so-called splitting tessellations in higher dimensional spherical spaces and with more general direction distributions. Our focus lies on first- and second-order properties.
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of cumulative functionals that are induced by the family of spherical curvature measures. In addition, we shall describe precise distributions such as the one of the typical cell and the typical maximal spherical segment.

Let us briefly indicate the random recursive construction of the splitting tessellation $Y_t$ in the $d$-dimensional unit sphere $S^d$. The random construction starts with $S^d$ as the unique cell. After an exponential waiting time with parameter $1$ a random great hypersphere with distribution $\kappa$ divides $S^d$ into two cells. Now, this branching mechanism continues recursively and independently in both newly created cells. Let us describe this cell splitting scheme more formally:

1. **Initiation** At time zero we put $Y_0 := \{S^d\}$, $\tau_0 := 0$, and we set a counter $n$ to be equal to $1$. (More generally, we may start with an arbitrary fixed tessellation $Y_0 = T$ of $S^d$.

2. **Recursion** Suppose that the counter is $n \geq 1$ and that a random time $\tau_{n-1}$ and a random tessellation $Y_{\tau_{n-1}}$ have been realized. Generate a random time $\tau_n$ such that the holding time $\tau_n - \tau_{n-1}$ has the same distribution as $\min_{c \in Y_{\tau_{n-1}}} E_c$ with independent exponentially distributed random variables $E_c$ with parameter $\kappa(S_{d-1}[c])$, which in turn has the same distribution as an exponential random variable with parameter $\sum_{c \in Y_{\tau_{n-1}}} \kappa(S_{d-1}[c])$. Here we write $S_{d-1}[c]$ for the set of all great hyperspheres hitting the interior of $c$ and hence the parameter $\kappa(S_{d-1}[c])$ is equal to the probability that a random great hypersphere with distribution $\kappa$ hits the interior of the cell $c$.

If $\tau_n \leq 1$, we

- randomly pick a cell $c_n \in Y_{\tau_{n-1}}$, where each cell $c \in Y_{\tau_{n-1}}$ available at time $\tau_{n-1}$ is selected with probability $\kappa(S_{d-1}[c]) / \sum_{c' \in Y_{\tau_{n-1}}} \kappa(S_{d-1}[c'])$.
- choose a great hypersphere $S_n$ with distribution $\frac{\kappa(S_{d-1}[c_n] \cap \cdot)}{\kappa(S_{d-1}[c])}$,

- put

$$Y_{\tau_n} := \ominus(c_n, S_n, Y_{\tau_{n-1}}),$$

that is, the cell $c_n$ is split by $S_n$ into two subcells, all other cells remain unchanged,

- increase the counter $n$ by one and repeat the recursion step.

If $\tau_n > 1$, output the random tessellation $Y_{\tau_{n-1}}$.

As a consequence of the probabilistic construction, the cells behave independently of each other, a cell $c$ has an exponentially distributed lifetime with parameter $\kappa(S_{d-1}[c])$ and finally is split into two parts by a random great hypersphere with distribution $\kappa(S_{d-1}[c] \cap \cdot) / \kappa(S_{d-1}[c])$, as described above. In Euclidean space, a corresponding dynamic description, in a bounded observation window, has been the starting point for various investigations of stationary iteration stable (STIT) or more general branching random tessellations. We refer to [15] for a detailed analysis of a more general model in Euclidean space (see, in particular, [15, Example 2.9]). For the present contribution, the framework and the main foundational results of [15] can be adjusted to $S^d$, in particular, the observation window in the Euclidean case can be replaced by the whole space $S^d$ and the steering division kernel (cf. [15, Definition 2.6]) is chosen as the map which assigns to a tessellation $T$ of $S^d$ and a cell $c \in T$ the restriction of $\kappa$ to $S_{d-1}[c]$. Moreover, we also take advantage of another description of the continuous time evolution of the random
tessellation $Y_t$ for $t \geq 0$, in terms of martingale properties of the piecewise constant Markov jump process defined by $(Y_t)_{t \geq 0}$ and taking values in the space of tessellations of the $d$-dimensional unit sphere. The connection between the dynamic description given above and the characterization via its generator is studied in detail in [15] and will be summarized in Section 2.3.

Let us briefly present a rough overview of the content of this paper. We start in Sections 2.1 and 2.2 by recalling some background material from spherical geometry and spherical integral geometry. Tessellations on the sphere are introduced in Section 2.3, where we also formally define the splitting tessellation process by its generator and by using the general theory of pure jump Markov processes. Our key technical devices are the content of Section 2.4. Here, we construct several classes of martingales connected to the splitting tessellation process. A first application of the theory developed there is the computation of the capacity functional of the random set arising as the union of the cell boundaries of a splitting tessellation $Y_t$ in Section 3. The capacity functional is one of the most important characteristics associated with a random set. We also use martingale methods and tools from spherical integral geometry, most notably the valuation property and the spherical Crofton formula, to compute the expected sum over all (localized) spherical curvature measures in Section 4. These first-order characteristics are used throughout the present work.

Spherical integral-geometric transformation formulas are developed in Section 5.1 and combined in Section 5.2 with further martingale tools to determine second-order properties of splitting tessellations. In particular, the variance of the total $(d-1)$-dimensional Hausdorff measure of the union of all cell boundaries of cells of $Y_t$ is computed explicitly. Moreover, in Section 5.3 we determine the covariance structure of all spherical curvature measures and provide fully explicit formulas for isotropic splitting tessellations on the $2$-dimensional unit sphere. One further second-order parameter that might be associated with a random measure on $S^d$ is its spherical pair-correlation function. We formally introduce this concept in Section 5.4 using Palm calculus for random measures on homogeneous spaces. A comparison of the second-order parameters of a splitting tessellation on $S^d$ with the corresponding parameters of a Poisson great hypersphere tessellation is the content of Section 6. For the study of the pair-correlation function, we mainly focus on the case of isotropic splitting tessellations, which arise precisely if $\kappa$ is rotation invariant, but we also provide general formulas. In particular, we compute the pair-correlation function of the $(d-1)$-dimensional Hausdorff measure of the union of the cell boundaries.

The final Section 7 is devoted to distributional properties of the cells and the so-called maximal spherical faces of a splitting tessellation. Again, no isotropy assumption is required. As a technical tool we introduce in Section 7.1 a continuous-time dynamic version of Poisson great hypersphere tessellations on $S^d$, again by using the general theory of Markov jump processes. This point of view is used in Section 7.2 to establish first a relationship between the cell intensity measure of a splitting tessellation and that of a Poisson great hypersphere tessellation. Furthermore, this result is used to express the intensity measure of the maximal spherical $k$-dimensional faces of a splitting tessellation at time $t \geq 0$ as a mixture of intensity measures of spherical $k$-dimensional faces of Poisson great hypersphere tessellations up to time $t$. This crucial representation is the key tool in Section 7.3, which leads to a representation of the distribution of the typical maximal spherical $k$-dimensional face of a splitting tessellation $Y_t$ as a mixture of the corresponding distributions of typical spherical $k$-dimensional faces in Poisson great hypersphere tessellations at time $s \in (0, t)$. Finally, this allows us to determine precisely the expected length as well as the birth time distribution of the typical maximal spherical segment of a splitting tessellation on $S^d$. 
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Whenever possible we compare the results we obtain on the sphere with those for STIT-tessellations in \( \mathbb{R}^d \) that are available in the literature. This makes transparent in which situations the results in the curved space \( S^d \) are similar to corresponding results in the flat case \( \mathbb{R}^d \) and allows us to highlight where significant differences can be observed. Most of our results can be stated for general (regular) great hypersphere distributions \( \kappa \), but we always highlight the case of isotropic splitting tessellations, which arises precisely when \( \kappa \) is rotation invariant, and we specialize to the case of \( S^2 \) to illustrate more general results.

2 Preliminaries

The study of random tessellations requires a number of results and tools from stochastic geometry, including point processes of particles, random closed sets, and general methods from the theory of stochastic processes. In this section, we recall or introduce the relevant concepts and explain what is needed from spherical convexity and integral geometry.

2.1 Basic notions from spherical geometry

We fix \( d \geq 2 \) and consider the \( d \)-dimensional unit sphere

\[
S^d := \{ x \in \mathbb{R}^{d+1} : \| x \| = 1 \} \subset \mathbb{R}^{d+1},
\]

where \( \| \cdot \| \) stands for the usual Euclidean norm in \( \mathbb{R}^{d+1} \). The origin in \( \mathbb{R}^{d+1} \) is denoted by \( o \). On \( S^d \) we use the spherical (geodesic) distance \( \ell(x,y) := \arccos(\langle x,y \rangle) \), for \( x, y \in S^d \), where we write \( \langle x,y \rangle \) for the Euclidean scalar product of vectors \( x \) and \( y \). As usual, we denote the induced Borel \( \sigma \)-field by \( \mathcal{B}(S^d) \). For \( s \geq 0 \) we write \( \mathcal{H}^s \) for the \( s \)-dimensional Hausdorff measure (normalized as in [14, p. 171]) and put

\[
\beta_d := \mathcal{H}^d(S^d) = \frac{2\pi^{\frac{d+1}{2}}}{\Gamma(\frac{d+1}{2})}.
\]

By a \textit{spherically convex set} we understand the intersection of \( S^d \) with a non-empty Euclidean convex cone in \( \mathbb{R}^{d+1} \). Let \( K^d \) denote the collection of all non-empty, compact, spherically convex sets of \( S^d \), whose elements are called spherically convex bodies. We equip \( K^d \) with the (spherical) \textit{Hausdorff distance} and write \( \mathcal{B}(K^d) \) for the induced Borel \( \sigma \)-field. Note that the induced topology on \( K^d \) is the same as the subspace topology induced by the \textit{Fell topology} (see [49, Section 12.2]) on the space \( \mathcal{F}(S^d) \) of closed subsets of \( S^d \). Thus \( K^d \) is a compact topological space with countable base. These statements can be proved as in the Euclidean setting (cf. [49, Sections 12.2 and 12.3]). For \( K \in K^d \) we define the dual (polar) set \( K^* \) of \( K \) by \( K^* := \{ x \in S^d : \ell(x,K) \geq \pi/2 \} \), where \( \ell(x,K) := \min\{ \ell(x,y) : y \in K \} \) is the spherical distance from \( x \) to \( K \) (see [49, Chapter 6.5] and [18] for background information and further references).

Next we introduce a particular class of spherically convex sets. A \textit{spherical polytope} is defined as the intersection of \( S^d \) with a Euclidean polyhedral cone in \( \mathbb{R}^{d+1} \). The latter is defined as the intersection of finitely many closed half-spaces in \( \mathbb{R}^{d+1} \) that contain the origin in their boundaries. It is convenient for our purposes to consider also the space \( \mathbb{R}^{d+1} \) as a (degenerate) Euclidean polyhedral cone arising from an empty intersection of half-spaces. This way \( S^d \), closed half-spheres, and also \( k \)-dimensional subspheres (see the next paragraph) become (degenerate) spherical polytopes. By \( P^d \subset K^d \) we denote the space of spherical polytopes and equip \( P^d \) with the trace \( \sigma \)-field \( \mathcal{B}(P^d) \) of \( \mathcal{B}(K^d) \) on \( P^d \). In what follows, we shall call the \( d \)-dimensional elements of \( P^d \) cells. For a spherical polytope \( c \in P^d \), which arises as the intersection of \( S^d \) with a Euclidean polyhedral cone...
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\( \hat{c} \), we say that a subset \( F \subset c \) is a \( j \)-face of \( c \) if \( F \) is obtained as the intersection of \( c \) with a \( (j + 1) \)-dimensional Euclidean face of the polyhedral cone \( \hat{c} \). By \( \mathcal{F}_j(c) \) we denote the collection of all \( j \)-faces of \( c \).

By a subsphere of \( S^d \) of dimension \( k \in \{0, \ldots, d - 1\} \) we understand the intersection of \( S^d \) with a \( (k + 1) \)-dimensional linear subspace of \( \mathbb{R}^{d+1} \). We denote by \( S_k \) the space of all \( k \)-dimensional subsheres of \( S^d \), which is equipped with the subspace topology and the induced Borel \( \sigma \)-field \( \mathcal{B}(S_k) \). We also put \( S_d := \{S^d\} \). Together with the action of the rotation group \( \text{SO}(d + 1) \) on \( S_k \), the space \( S_k \) becomes a compact homogeneous space and as such it carries a unique Haar probability measure, which is denoted by \( \nu_k \). For example, the measure \( \nu_{d-1} \) has the representation

\[
\nu_{d-1}(\cdot) = \frac{1}{\mathcal{H}^d(S^d)} \int_{S^d} 1(u^\perp \cap S^d \in \cdot) \, \mathcal{H}^d(du).
\]

From now on we call elements of \( S_{d-1} \) great hyperspheres of \( S^d \). For a set \( B \subset S^d \), let us denote by

\[
S_{d-1}[B] := \{S \in S_{d-1} : S \cap \text{int}(B) \neq \emptyset\}
\]

the set of all great hyperspheres of \( S^d \) which have non-empty intersection with the interior \( \text{int}(B) \) of \( B \) (here the interior refers to the topology of \( S^d \)).

**Definition 2.1.** A Borel measure \( \kappa \) on \( S_{d-1} \) is called regular if \( \kappa(\{S \in S_{d-1} : e \in S\}) = 0 \) for \( e \in S^d \).

Clearly, \( \nu_{d-1} \) and any measure which is absolutely continuous with respect to \( \nu_{d-1} \) is regular. The assertion of the following lemma will be used repeatedly. For \( S \in S_{d-1} \) we denote by \( S^+, S^- \) the two closed half-spheres bounded by \( S \). Since we shall always work with statements symmetric in \( S^+, S^- \), we do not have to specify this further.

**Lemma 2.2.** If \( \kappa \) is a regular Borel measure on \( S_{d-1} \) and \( e \in \mathbb{P}^d \), then

\[
\kappa(\{S \in S_{d-1} : (S \cap e \neq \emptyset, e \subset S^+) \text{ or } (S \cap e \neq \emptyset, e \subset S^-)\}) = 0.
\]

This remains true for an arbitrary compact set \( C \subset S^d \) in place of \( e \) if \( \kappa \) is absolutely continuous with respect to \( \nu_{d-1} \).

**Proof.** First, suppose that \( e \in \mathbb{P}^d \). For each face \( F \) of \( e \), we choose a point \( c_F \) in the relative interior of \( F \). If \( S \in S_{d-1} \) satisfies \( S \cap e \neq \emptyset \) and \( S \cap \text{int}(e) = \emptyset \), then there is a face \( F \) of \( e \) (with \( \dim(F) \leq d - 1 \)) such that \( c_F \in S \). Since \( F \) has only finitely many faces, \( \kappa \) is subadditive and regular, that is, \( \kappa(\{S \in S_{d-1} : c_F \in S\}) = 0 \), the assertion follows.

Now let \( C \subset S^d \) be an arbitrary compact set. If \( S \cap C \neq \emptyset \) and \( C \subset S^+ \) or if \( S \cap C \neq \emptyset \) and \( C \subset S^- \), then \( \hat{C} := \text{conv}(\{0\} \cup C) \) (the Euclidean convex hull of \( C \) and the origin) intersects the linear hull \( \text{lin}(S) \) of \( S \) in a non-degenerate segment and \( \text{lin}(S) \) supports \( \hat{C} \). Let \( U \subset \mathbb{R}^{d+1} \) be an arbitrary fixed \( d \)-dimensional linear subspace. Then [48, Corollary 2.3.11] implies that

\[
\nu_{d-1}(\{S \in S_{d-1} : (S \cap C \neq \emptyset, C \subset S^+) \text{ or } (S \cap C \neq \emptyset, C \subset S^-)\}) \leq \nu(\{d \in \text{SO}(d + 1) : dU \text{ supports } \hat{C} \text{ in a non-degenerate segment}\}) = 0.
\]

This also proves the assertion if \( \kappa \) is absolutely continuous with respect to \( \nu_{d-1} \). \qed

For a regular Borel measure \( \kappa \) on \( S_{d-1} \), there is a uniquely determined symmetric Borel measure \( \kappa^2 \) on \( S^d \) such that

\[
\kappa(\cdot) = \int_{S^d} 1(u^\perp \cap S^d \in \cdot) \, \kappa^2(du)
\]

and \( \kappa^2 \) is regular in the sense that \( \kappa^2(e^\perp \cap S^d) = 0 \) for \( e \in S^d \). If \( A \subset S^d \) is a symmetric Borel set, then \( \kappa^2(A) = \kappa(\{S \in S_{d-1} : S^\perp \cap A \neq \emptyset\}) \). Conversely, any regular Borel measure \( \kappa^2 \) on \( S^d \) leads to a regular Borel measure \( \kappa \) on \( S_{d-1} \) via (2.1).
2.2 Elements of spherical integral geometry

Let $K \subseteq \mathbb{K}^d$ be a non-empty spherically convex set and fix $0 < r < \pi/2$. By $K_r$ we denote the spherical $r$-parallel set of $K$, that is,

$$K_r = \{ x \in S^d : \ell(x, K) \leq r \}.
$$

The spherical version of Steiner’s formula [49, Theorem 6.5.1] says that $\mathcal{H}^d(K_r \setminus K)$ can be expressed as

$$\mathcal{H}^d(K_r \setminus K) = \sum_{j=0}^{d-1} \beta_j \beta_{d-j-1} V_j(K) \int_0^r (\cos t)^j (\sin t)^{d-j-1} \, dt.
$$

The coefficients $V_0(K), \ldots, V_{d-1}(K)$ are the spherical intrinsic volumes of $K$. In addition, we put $V_i(\emptyset) := 0$ for $i \in \{0, \ldots, d-1\}$. It is often convenient to extend this list of functionals by putting $V_d(K) := \mathcal{H}^d(K)/\beta_d$. The spherical intrinsic volumes are additive, rotation invariant, continuous with respect to the Hausdorff distance and bounded by 1. For a spherical polytope $c \in \mathbb{P}^d$, the intrinsic volumes have the explicit representation

$$V_j(c) = \frac{1}{\beta_j} \sum_{F \in F_j(c)} \gamma(F, c) \mathcal{H}^d(F), \quad j \in \{0, \ldots, d-1\},
$$

where $\gamma(F, c)$ is the external angle of $c$ at $F$. In terms of the polar body $c^* \in \mathbb{P}^d$ of $c$ and the set $N(c, F) := \{ y \in c^* : \langle x, y \rangle = 0 \}$ with an arbitrary point $x$ in the relative interior of $F$, $\gamma(F, c)$ can be written as

$$\gamma(F, c) = \frac{1}{\beta_{d-1-j}} \mathcal{H}^{d-1-j}(N(c, F)).
$$

For later purposes, we need the following values. First, we have

$$V_j(S_k) = \delta_{jk}, \quad S_k \in S_k, \quad j, k \in \{0, \ldots, d\},
$$

see [18, (9)] (or [49, (6.46)]). Here, $\delta_{jk}$ stands for the Kronecker symbol, which is equal to 1 if $j = k$ and 0 otherwise. Moreover, if $K = \overline{xy}$ with $\ell(x, y) < \pi$ is the unique spherical segment connecting two points $x, y \in S^d$, then we have $V_0(K) = 1/2$ and $V_1(K) = \ell(x, y)/(2\pi)$, while $V_2(K) = \ldots = V_{d-1}(K) = 0$. In particular, it should be noted that $V_0(K)$ does not coincide with the Euler characteristic of $K$, which is in contrast to the Euclidean case. By continuity, these relations extend to the case that $\ell(x, y) = \pi$, but then the connecting geodesic is no longer uniquely determined. Moreover, the intrinsic volume of order $d-1$ always has the representation

$$V_{d-1}(K) = \frac{\mathcal{H}^{d-1}(\partial K)}{2\beta_{d-1}},
$$

where $\partial K$ denotes the boundary of $K$, provided that $K$ has non-empty interior (for a $d$-dimensional spherical polytope, the boundary is the union of all of its $(d-1)$-dimensional faces). If in addition $S \subseteq S_{d-1}$, then

$$V_{d-1}(K \cap S) = \frac{\mathcal{H}^{d-1}(K \cap S)}{\beta_{d-1}}.
$$

We can now rephrase one of our crucial devices, namely Crofton’s formula for spherical intrinsic volumes. For $k \in \{0, \ldots, d\}$ and $j \in \{0, \ldots, k\}$, it states that

$$\int_{S_k} V_j(K \cap S) \nu_k(dS) = V_{d-k+j}(K),
$$
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see [49, p. 261] (note that the case \( k = d \) is trivial).

Finally, we recall from [49, Equation (6.63)] that the invariant probability measure of all great hyperspheres hitting a spherically convex set \( K \in \mathbb{K}^d \setminus \bigcup_{k=0}^d S_k \) can be expressed as a sum of spherical intrinsic volumes. For this, we define

\[
S_{d-1}(B) := \{ S \in S_{d-1} : S \cap B \neq \emptyset \}
\]

for a set \( B \subset S^d \). Then we get

\[
\nu_{d-1}(S_{d-1}(K)) = 2 \sum_{j=0}^{\frac{d-1}{2}} V_{2j+1}(K). \tag{2.2}
\]

Especially for a spherical segment \( xy \) with length \( \ell(x, y) \leq \pi \) we get

\[
\nu_{d-1}(S_{d-1}(xy)) = 2V_1(xy) = \frac{1}{\pi} \ell(x, y). \tag{2.3}
\]

In the following, we also consider local extensions of the spherical intrinsic volumes. To introduce these, for \( K \in \mathbb{K}_d \) and \( x \in S^d \) with \( \ell(x, K) < \pi/2 \), let \( p(K, x) \) denote the unique point in \( K \) closest to \( x \). For a Borel set \( A \subset S^d \) and \( 0 \leq r < \pi/2 \), let

\[
K_r(A) := \{ x \in K_r \setminus K : p(K, x) \in A \}
\]

be the local parallel set of \( K \) determined by \( A \) and \( r \). Then [49, Theorem 6.5.1] yields that

\[
\mathcal{H}^d(K_r(A)) = \sum_{j=0}^{d-1} \beta_j \beta_{d-j-1} \phi_j(K, A) \int_0^r (\cos t)^j (\sin t)^{d-j-1} \, dt,
\]

where

\[
\phi_j(K, A) = \frac{1}{\beta_j} \sum_{F \in \mathcal{F}_j(K)} \gamma(F, K) \mathcal{H}^j(F \cap A)
\]

if \( K \in \mathbb{P}_d \) is a spherical polytope. In particular, we have

\[
\phi_{d-1}(K, \cdot) = \frac{\mathcal{H}^{d-1}, K}{\beta_{d-1}} \tag{2.4}
\]

if \( K \in \mathbb{K}_d \) with \( C \subset S \) for some \( S \in S_{d-1} \). Here and in what follows, \( \mathcal{H}^{d-1}, K := \mathcal{H}^{d-1}(\cdot \cap K) \) stands for the restriction of the measure \( \mathcal{H}^{d-1} \) to \( K \). (The symbol \( \cdot \) is generally used to denote the restriction of a measure to a subset.) Again we define \( \phi_j(0, A) := 0 \) for \( j \in \{0, \ldots, d-1\} \) and \( \phi_d(K, A) := \mathcal{H}^d(K \cap A)/\beta_d \). For each \( K \in \mathbb{K}_d \), \( \phi_j(K, \cdot) \) is a finite Borel measure on \( S^d \), the \( j \)th (spherical) curvature measure of \( K \). For any fixed Borel set \( A \subset S^d \), the map \( K \mapsto \phi_j(K, A) \) is measurable and has the valuation property, that is,

\[
\phi_j(K_1 \cup K_2, A) = \phi_j(K_1, A) + \phi_j(K_2, A) - \phi_j(K_1 \cap K_2, A), \tag{2.5}
\]

whenever \( K_1, K_2, K_1 \cup K_2 \in \mathbb{K}_d \). The measure-valued map \( K \mapsto \phi_j(K, \cdot) \) is weakly continuous, and \( \phi_j \) is rotation covariant in the sense that \( \phi_j(\vartheta K, \vartheta A) = \phi_j(K, A) \) for all \( K \in \mathbb{K}_d, A \in B(S^d) \) and \( \vartheta \in SO(d + 1) \), cf. [49, Theorem 6.5.2]. Clearly, we have \( \phi_j(K, S^d) = V_j(K) \) and

\[
\phi_{d-1}(K, A) = \frac{1}{2\beta_{d-1}} \mathcal{H}^{d-1}(\partial K \cap A) \tag{2.6}
\]
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if $K \subseteq \mathbb{K}^d$ has non-empty interior. While (2.2) does not have a local analogue, the spherical Crofton formula extends to curvature measures in the form

$$\int_{S_n} \phi_j(K \cap S, A \cap S) \nu_k(dS) = \phi_{d-k+j}(K, A)$$ (2.7)

for all $K \subseteq \mathbb{K}^d$, Borel sets $A \subseteq S^d$, $k \in \{0, \ldots, d\}$ and $j \in \{0, \ldots, k\}$, see [49, p. 261]. Since $\phi_j(K \cap S, \cdot)$ is concentrated on $K \cap S$, the integrand in (2.7) can be replaced by $\phi_j(K \cap S, A)$ without changing the integral.

We point out that for all formulas (with the exception of (2.2)) in this section, there exist Euclidean counterparts involving different normalizations and in the case of the Crofton formula a motion invariant measure which is infinite.

2.3 Spherical tessellations and spherical splitting tessellations

Spherical tessellations partition the unit sphere into finitely many non-overlapping $d$-dimensional spherically convex bodies. As in the Euclidean setting, these are necessarily spherical polytopes. For this reason, in the following definition we can equivalently consider finite collections of spherically convex bodies or spherical polytopes (which will be called cells in the sequel).

**Definition 2.3.** By a tessellation $T$ of $S^d$ we understand a finite collection $T \subseteq \mathbb{P}^d$ of $d$-dimensional spherical polytopes such that

(i) $\bigcup\{c : c \in T\} = S^d$,

(ii) any two elements of $T$ have disjoint interiors.

The set of all tessellations of $S^d$ is denoted by $T^d$.

We now introduce a $\sigma$-field on $T^d$. Recall that $E = \mathbb{K}^d$ is a compact Hausdorff space with countable base. Let $\mathcal{M}_c(E)$ denote the set of simple counting measures on $E$, and let $\mathcal{F}_T(E)$ denote the set of locally finite (hence finite) subsets of $E$. We can identify these spaces via the map $i_s : \mathcal{M}_c(E) \rightarrow \mathcal{F}_T(E)$, $\eta \mapsto i_s(\eta) = \text{supp}(\eta)$, where $\text{supp}(\mu)$ denotes the support of a measure $\mu$. On $\mathcal{F}_T(E)$ we have the subspace topology $\mathcal{T}_f$ of the Fell topology on $\mathcal{F}(E)$, and on $\mathcal{M}_c(E)$ we consider the vague topology $\mathcal{T}_v$, that is, the coarsest topology such that all evaluation maps $\eta \mapsto \int_E g \, d\eta$ are continuous, whenever $g : E \rightarrow \mathbb{R}$ is a non-negative continuous function. Let us recall from [10, p. 23] that by a Borel space we understand a topological space which is homeomorphic to a Borel subset of a complete separable metric space.

**Lemma 2.4.** Let $B_{1f}$ and $B_{1v}$ denote the $\sigma$-fields generated by $\mathcal{T}_f$ and $\mathcal{T}_v$, respectively. Then $B_{1v} = i_{1v}^{-1}(B_{1f})$ and $i_{1v}(B_{1v}) = B_{1f}$. In particular, the $\sigma$-fields induced on $T^d$ by the vague topology and by the Fell topology coincide, and $T^d$ is a Borel space.

**Proof.** The Portmanteau theorem for vague convergence implies that $i_s$ is continuous. Hence, $i_{1v}^{-1}(T_f) \subseteq T_v$. It is easy to see that this inclusion is strict (think, for example, of two sequences of distinct points $(x_n)_{n \in \mathbb{N}}$ and $(y_n)_{n \in \mathbb{N}}$ which converge to the same limit point $x \in E$ and the sets $\{x_n, y_n\}$, which converge to the set $\{x\}$ in the Fell topology, but for which the sequence of the associated counting measures does not converge in the vague topology). Then we deduce that $i_{1v}^{-1}(B_{1f}) \subseteq B_{1v}$, and the same is true for the induced subspace $\sigma$-fields on $T^d$ and $\mathcal{M}_c(T^d) := i_{1v}^{-1}(\mathcal{M}_c(E))$. On the other hand, if $g : E \rightarrow [0, \infty)$ is continuous and $O \subseteq \mathbb{R}$ is open, then $\{\eta \in \mathcal{M}_c(E) : \int_E g \, d\eta \in O\} \in i_{1v}^{-1}(B_{1f})$, which follows from [49, Lemma 3.1.4] (this remains true if $g$ is measurable). Therefore, we also get the reverse inclusion $B_{1v} \subseteq i_{1v}^{-1}(B_{1f})$, whence the first assertion. This equality extends to the intersection with $T^d$ so that the second assertion also follows.

The spherical analogue of [49, Lemma 10.1.2] states that $T^d$ is a Borel subset of the Polish space $\mathcal{F}(E)$ (with the Fell topology), and hence it is a Borel space.
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In the following, it will be sufficient to know that $\mathbb{T}^d$ is a Borel space. Since $\mathbb{T}^d$ is a subspace of the Polish space $\mathcal{F}(E)$, but not apparently a countable intersection of open sets in $\mathcal{F}(E)$, it is not clear whether it is even a Polish space.

The $\sigma$-field on $\mathbb{T}^d$ can now be used to define a random tessellation as a measurable map $Y : \Omega \to \mathbb{T}^d$ from an underlying probability space $(\Omega, \mathcal{G}, P)$ into the measurable space $(\mathbb{T}^d, B(\mathbb{T}^d))$. Here and in what follows we shall assume that the probability space $(\Omega, \mathcal{G}, P)$ is rich enough to carry all the random objects we consider in this paper.

**Definition 2.5.** For $T \in \mathbb{T}^d$, $c \in \mathbb{P}^d$ and $S \in S_{d-1}$, we define $\varnothing : \mathbb{P}^d \times S_{d-1} \times \mathbb{T}^d \to \mathbb{T}^d$ by

$$\varnothing(c, S, T) := (T \setminus \{c\}) \cup \{c \cap S^+, c \cap S^-\} \in \mathbb{T}^d,$$

if $c \in T$ and $S \in S_{d-1}[c]$, where $S^\pm$ are the two closed half-spheres determined by $S$, and otherwise we define $\varnothing(c, S, T) := T$.

In other words, if $c \in T$ and $S \in S_{d-1}[c]$ then $\varnothing(c, S, T)$ is the tessellation arising from $T$ when the cell $c$ is split by the great hypersphere $S$.

**Lemma 2.6.** The map $\varnothing : \mathbb{P}^d \times S_{d-1} \times \mathbb{T}^d \to \mathbb{T}^d$ is Borel measurable (with respect to the induced subspace topologies).

**Proof.** To verify this in detail, the following observations are useful. First, the set $\{(c, T) \in \mathbb{P}^d \times \mathbb{T}^d : c \in T\}$ is measurable. This follows from the preceding identification and from the general fact that $\{(x, \eta) \in E \times \mathcal{A}_s(E) : \eta(x) > 0\}$ is measurable. To see this, we use $\eta(x) = \int_E 1(x = y) \eta(dy)$ and that $(x, \eta) \mapsto \int_E f(x, y) \eta(dy)$ is measurable for measurable functions $f : E^2 \to [0, \infty]$, since this is true for measurable functions of the form $f(x, y) = h(x)g(y)$. On this measurable set, the map $(x, \eta) \mapsto T \setminus \{c\}$ is measurable, since the corresponding map $(x, \eta) \mapsto \eta - \delta_c$ is measurable ($\delta_c$ denotes the point mass located at $c$). Next we observe that the set $\{(c, S) \in K^d \times S_{d-1} : \text{int}(c) \cap S \neq \emptyset\}$ is open (with respect to the corresponding subspace topologies) and hence measurable. Then, on this set, the map $K^d \times S_{d-1} \to \mathcal{A}_s(E), (K, S) \mapsto \delta_{K \cap S^+} + \delta_{K \cap S^-}$, is measurable (here one can use [49, Theorem 12.2.6 (a)]).

The cell-splitting operation can be used to define a spherical splitting tessellation as a continuous time pure jump Markov process in the space $\mathbb{T}^d$ via its generator. This point of view had previously been adopted in [15, 50, 51, 52, 53, 54], in a Euclidean space. For a general introduction to (time-homogeneous, pure) jump processes, we refer to [7, Chapter 15], [10], [20, Chapter 12], [25, p. 19, Chapter 2.5], or to the lecture notes [13, Chapter 4]. In these texts, for instance, the existence (by explicit construction) [7, Chapter 15, Section 6] and uniqueness [7, Proposition 15.38] of pure jump processes with a given generator are established. Moreover, in [15] the explicit form of the generator and the distribution of the splitting tessellation up to time $t$ are derived from the algorithmic construction which is determined by a steering division kernel (see Remark 2.8 below). These arguments transfer to the spherical setting without any changes (in fact, there is no need to use a bounded observation window). In our applications, we shall exclusively consider time-homogeneous and non-explosive pure jump processes.

**Definition 2.7.** Let $\kappa$ be a regular probability measure on $S_{d-1}$. By the splitting process $(Y_t)_{t \geq 0}$ with initial tessellation $Y_0 := \{S^d\}$ and direction distribution $\kappa$ we understand the continuous time pure jump Markov process on $\mathbb{T}^d$ whose generator $A$ is given by

$$(Af)(T) := \sum_{c \in T} \int_{S_{d-1}[c]} [f(\varnothing(c, S, T)) - f(T)]\kappa(dS), \quad T \in \mathbb{T}^d,$$

where $f : \mathbb{T}^d \to \mathbb{R}$ is bounded and measurable. For $t > 0$ we call $Y_t$ a splitting tessellation with time parameter $t$. 
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Here and in the following, the underlying direction distribution \( \kappa \) on \( S_{d-1} \) will always be clear from the context. For this reason we do not indicate the dependence of the splitting process or its generator on \( \kappa \) in our notation.

**Remark 2.8.** Similarly as above one can define a splitting process \( (Y_t^{(T)})_{t \geq a} \) with \( Y_a = T \) and \( a \geq 0 \), where \( T \in T^d \) is an arbitrary (fixed) initial tessellation and the starting time is \( a \). In most cases we shall work with \( T = \{S^d\} \) and \( a = 0 \) in this paper, which was the motivation in Definition 2.7. However, the generalization to arbitrary (fixed) initial tessellations is needed in Section 3. There we shall also use an explicit description of the distribution of a splitting tessellation process over a time interval \([a, b]\) starting with an initial tessellation \( T \) at time \( a \).

To describe this distribution, we adjust the formalism introduced in [15] for so-called branching random tessellations and define, for \( T \in T^d \), a measure \( \phi(T; \cdot) \) on \( \mathbb{P}^d \times S_{d-1} \) by

\[
\phi(T; \cdot) := \sum_{c \in T} \delta_c \otimes \kappa_c S_{d-1}[c],
\]

where we recall that \( \kappa_c S_{d-1}[c] \) stands for the restriction of \( \kappa \) to the set \( S_{d-1}[c] \). The total mass of this measure is denoted by \( \phi(T) := \phi(T; \mathbb{P}^d \times S_{d-1}) \). For \( T_a \in T^d \), \( 0 \leq a \leq b \), \( n \in \mathbb{N} \), \( a = s_0 < s_1 < \ldots < s_n < b \), \( c_0, \ldots, c_n \in \mathbb{P}^d \), and \( S_0 \in S_{d-1}[c_0] \), \ldots, \( S_n \in S_{d-1}[c_n] \), we denote by \( D(T_a; [a, b]; (s_j, c_j, S_j)_{0 \leq j \leq n}) \) the space of càdlàg functions \( (Y_u^{(T_a)})_{u \in [a, b]} \) on \( \mathbb{T}^d \) (that is, \( (Y_u^{(T_a)})_{u \in [a, b]} \) is a \( \mathbb{T}^d \)-valued function on \([a, b]\) that is right-continuous and with left limits) such that \( Y_u^{(T_a)} = T_a \), \( u \mapsto Y_u^{(T_a)} \) is piecewise constant with jumps only at times \( s_1, \ldots, s_n \) so that \( Y_{s_j}^{(T_a)} = \omega(c_{j-1}, S_{j-1}, Y_{s_{j-1}}^{(T_a)}) \) for some \( c_{j-1} \in \mathbb{T}_{s_{j-1}} \) and \( S_{j-1} \in S_{d-1}[c_{j-1}] \), for \( j = 1, \ldots, n \), where \( s_0 = a \). This notation allows us to translate especially [15, Equation (4.2)] to the present (spherical) framework, which for the
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splitting process \((Y_u(T_a))_{u \in [a,b]}\) with initial tessellation \(T_a\) says that

\[
P((Y_u(T_a))_{u \in [a,b]} \in \cdot) = \sum_{n=0}^{\infty} \int \cdots \int \prod_{j=1}^{n} \phi(T_u(s_{j-1}), \cdot) \, ds_1 \cdots ds_n \times e^{-\int_u^a \phi(T_u(s)) \, ds} \times 1((Y_u(T_a))_{u \in [a,b]} \in \cdot),
\]

in order to improve the readability of the formulas here (and where appropriate) we write \(\int \mu(dx) f(x)\) instead of \(\int f(x) \mu(dx)\) for the integral of a function \(f\) with respect to a measure \(\mu\).

As pointed out before, the equivalence of this description of the splitting process via its explicit distribution to the description in terms of the generator of the splitting process is shown and discussed in [15] in greater generality in Euclidean space and we remark that all arguments can be transferred to our spherical set-up.

Recall that \(A_N(T^d) = i_s^{-1}(T^d)\) and put \(\mu_T := i_s^{-1}(T)\) for \(T \in T^d\). Then we can express the generator \(A\) in the form

\[
(Af)(T) = \int_{S_{d-1}} \int_{\mathbb{R}^d} \left[ f(\cdot, c, S) - f(T) \right] \mu_T(\cdot)(dc) \cdot \kappa(dS),
\]

which shows that the map \(T \mapsto (Af)(T)\) is measurable. Moreover, \(f(\cdot, c, S, T) - f(T) = 0\) unless \(c \in T\) and \(S \in S_{d-1}([c])\). Writing \(\lambda(T) := |T|\), \(T \in T^d\), for the number of cells in \(T\) and defining the transition kernel

\[
q(T, \cdot) := \int_{\mathbb{R}^d} \int_{S_{d-1}} 1(\cdot, c, S, T) \in \cdot) \cdot \kappa(dS) \cdot \mu_T(\cdot)(dc),
\]

we obtain a probability (rate) kernel \(\pi(T, \cdot) := \lambda(T)^{-1}q(T, \cdot)\) and interpret \(\lambda\) as an intensity (rate) function. Then we also have \(A(\cdot)(T) = q(T, \cdot) - \lambda(T)\delta_T\), that is,

\[
(Af)(T) = (\lambda(\pi - I)f)(T) = \lambda(T)((\pi f)(T) - f(T)),
\]

where \(I f := f\) and \((\pi f)(T) = \int_{\mathbb{R}^d} f(m) \pi(T, dm)\) (with a similar notation also for \(q\) and \(p_h\) below). It is important to emphasize that in the present setting the intensity function \(\lambda\) is unbounded.

**Remark 2.9.** The transition probabilities \(p_h\) of the Markov process \((Y_t)_{t \geq 0}\) generated by \(A\) are related to \(\lambda\) and \(q\) by \(p_h(T, B) = q(T, B)h + o(h)\), as \(h \downarrow 0\), whenever \(B \subset T^d\) is measurable and such that \(T \notin B\). More generally, if \(T \in T^d\) and \(f \in F_b(T^d)\) (the set of bounded, measurable functions on \(T^d\)), then \((p_h f)(T) = (1 - h\lambda(T))f(T) + h(q f)(T) + o(h)\), see [13, proof of Theorem 4.3] or [7, Corollary 15.29, Proposition 15.30]. Here it is important to note that \(o(h)\) depends on \(T\) if \(\lambda\) is unbounded. If \(\lambda\) is bounded, then \(o(h)\) is independent of \(T\) and we obtain

\[
\|h^{-1}(p_h f - f) - Af\| \to 0, \quad \text{as } h \downarrow 0, \quad (2.8)
\]

for all \(f \in F_b(T^d)\), where \(\| \cdot \|\) is the sup-norm on \(F_b(T^d)\). Without the assumption of a bounded intensity function, the set of all \(f \in F_b(T^d)\) for which (2.8) holds, will be a subset of \(F_b(T^d)\) which is denoted by \(D(A)\) and is called the domain of the generator \(A\). These statements hold for any jump process \((X_t)_{t \geq 0}\) with generator \(L\) taking values in
a Borel space $E$. While $D(A) = \mathcal{F}_0(T^d)$ for bounded $\lambda$, in our applications the intensity function will be unbounded, and therefore we only know the inclusion $D(A) \subset \mathcal{F}_0(T^d)$. This is the reason why we consider a localization with respect to the values of the intensity function $\lambda$ in the following.

**Remark 2.10.** Splitting tessellations in Euclidean spaces have been introduced in [39], where instead of the probability measure $\kappa$ on $S_{d-1}$ a non-normalized measure on the space of hyperplanes is used for splitting a chosen cell in a bounded observation window. In the current spherical setting, rotation invariance might be considered the appropriate substitute for the translation invariance which is usually assumed in the Euclidean framework. However, the definition of the splitting process itself, the description in terms of its generator and the martingale properties can be extended to arbitrary regular probability measures $\kappa$ on $S_{d-1}$ (instead of the rotation invariant probability measure $\nu_{d-1}$) without additional effort. In the following, in most cases we shall first provide results for general direction distributions and then specialize these results further.

### 2.4 Auxiliary martingales

We use the theory of Markov processes to introduce some classes of martingales associated with the splitting process $(Y_t)_{t \geq 0}$ which is based on a general regular direction distribution $\kappa$ on $S_{d-1}$. We start with a preparatory lemma, which is taken from [10, Proposition (14.13), p. 31] to which we also refer for the general definition of a generator of a Markov process and its domain (see [20, Lemma 19.21] for the same result under more restrictive assumptions on the state space and the process). The additional assertion concerning jump processes with bounded intensity functions follows from Remark 2.9.

**Lemma 2.11.** Let $E$ be a Borel space and let $(X_t)_{t \geq 0}$ be a Markov process with values in $E$ and with generator $\mathcal{L}$ whose domain is $D(\mathcal{L})$. Further, let $f \in D(\mathcal{L})$. Then the random
process
\[ f(X_t) - f(X_0) - \int_0^t (\mathcal{L}f)(X_s) \, ds, \quad t \geq 0, \]
is a martingale with respect to the filtration induced by \((X_t)_{t \geq 0}\). If \((X_t)_{t \geq 0}\) is a jump process with bounded intensity function, then \(\mathcal{F}_t(E) = D(\mathcal{L}).\)

In our first application of Lemma 2.11, the space \(E\) is the space \(\mathbb{T}^d\) of tessellations of \(S^d\). From Lemma 2.4 we know that \(\mathbb{T}^d\) is a Borel space as a Borel subset of the Polish space \(\mathcal{F}(K^d)\) with the Fell topology, but we do not know whether \(\mathbb{T}^d\) is also a Polish space. In view of this, it is important that Lemma 2.11 is available for a general Borel space \(E\) and not just for Polish spaces (which seems to be the common assumption in the literature). Further, \(\mathcal{L}\) will be the generator \(\mathcal{A}\) from Definition 2.7, and \((Y_t)_{t \geq 0}\) will be the splitting tessellation process \((Y_t)_{t \geq 0}\). Since we do not know whether \(D(\mathcal{A}) = \mathcal{F}_b(\mathbb{T}^d)\) in this setting and since we consider functionals \(f = \Sigma_\phi\) which are unbounded, some localization seems to be unavoidable.

The next result is (for instance) an analogue to [53, Proposition 2]. We present a detailed proof in order to fix some inaccuracies in previous proofs. In what follows, we shall write \(Y_t := \sigma(Y_s : 0 \leq s \leq t), t \geq 0\), for the \(\sigma\)-field generated by the splitting process until time \(t\), and \(\mathcal{Y} := (Y_t)_{t \geq 0}\) for the corresponding filtration. We work with a general regular direction distribution \(\kappa\) on \(S_{d-1}\) which determines the splitting tessellation.

**Proposition 2.12.** Let \(\phi : \mathbb{P}^d \to \mathbb{R}\) be bounded and measurable, and define
\[ \Sigma_\phi(T) := \sum_{c \in T} \phi(c) = \int_{\mathbb{P}^d} \phi \, d\mu_T, \quad T \in \mathbb{T}^d. \]
Then the stochastic process
\[ M_t(\phi) := \Sigma_\phi(Y_t) - \Sigma_\phi(Y_0) - \int_0^t (A\Sigma_\phi)(Y_s) \, ds, \quad t \geq 0, \]
is a martingale with respect to \(\mathcal{Y}\).

**Remark 2.13.** In this paper all equalities or inequalities involving random variables are implicitly meant to hold almost surely, referring thereby to the common underlying probability space \((\Omega, \mathcal{G}, \mathbb{P})\) on which all our random objects are defined.

**Proof of Proposition 2.12.** To see that \(\Sigma_\phi\) is measurable, we extend \(\phi\) to \(K^d\) by setting \(\phi(c) := 0\) for \(c \in K^d \setminus \mathbb{P}^d\). Then the extension remains bounded and measurable. Let \(B \in \mathcal{B}(\mathbb{R})\) and observe that
\[ \{T \in \mathbb{T}^d : \Sigma_\phi(T) \in B\} = \mathbb{T}^d \cap \mathcal{F}_s \left( \{\eta \in \mathcal{N}(K^d) : \int \phi \, d\eta \in B\} \right) \in \mathbb{T}^d \cap \mathcal{B}(\mathbb{R}). \]
Since \(\phi\) is assumed to be bounded, \(\alpha := \sup\{|\phi(c)| : c \in \mathbb{P}^d\} < \infty\). For \(N \in \mathbb{N}\), we consider the truncated functional
\[ \Sigma_\phi^N(T) := (\Sigma_\phi(T) \wedge (N\alpha)) \vee (-N\alpha), \quad T \in \mathbb{T}^d, \]
which is measurable and bounded. In addition to \((Y_t)_{t \geq 0}\), for each \(N \in \mathbb{N}\) we introduce a jump process \((Y_t^N)_{t \geq 0}\) with bounded (truncated) intensity function \(\lambda \wedge N\), that is, with transition kernel \(q^N(T, \cdot) := (\lambda(T) \wedge N)\pi(T, \cdot)\) and generator \(\mathcal{A}^N := (\lambda \wedge N)(\pi - I) = (\lambda \wedge N)\lambda^{-1}\mathcal{A}\). The processes \((Y_t)_{t \geq 0}\) and \((Y_t^N)_{t \geq 0}\) can be constructed on the same probability space (see [15, Section 2], [13, Chapter 4], [20, Chapter 12]). Let \(J_k, k \in \mathbb{N}\), be the time of the \(k\)th jump of \((Y_t)_{t \geq 0}\) with the convention that \(J_0 := 0\). By construction we have \(Y_s^N = Y_s\) for \(s \leq 0, J_N\). Let \(\mathcal{Y}^N = (Y_t^N)_{t \geq 0}\) denote the filtration generated by
Thus we obtain

\[ M_t^N(\phi) := \Sigma^N_\phi(Y_t^N) - \Sigma^N_\phi(Y_0^N) - \int_0^t (A^N \Sigma^N_\phi)(Y_s^N)\, ds, \quad t \geq 0, \]

is a \(Y^N\)-martingale.

To relate \(M_t^N(\phi)\) to \(M_t(\phi)\), for \(t \geq 0\), we introduce the almost surely finite random variable

\[ \tau_N := \inf\{t \geq 0 : \lambda(Y_t) \geq N\}. \]

Then, clearly we have \(\tau_N = J_{N-1}\). Since \(\{\tau_N > t\} = \{|Y_t| \leq N - 1\} = \{|Y_t^N| \leq N - 1\} \in \cY_t \cap \cY_{N}^N\), for \(t \geq 0\), \(\tau_N\) is a stopping time with respect to both filtrations, \(\cY\) and \(\cY^N\). Moreover, by the optional stopping theorem, \(\bar{M}_t^N(\phi) := M_{\tau_N \wedge t}(\phi)\), for \(t \geq 0\), also defines a martingale with respect to \(\cY^N\) (see [55, Theorem 7.1.15]).

Next, we observe that \(\tau_N \wedge t \leq J_{N-1} < J_N\) and

\[ |\Sigma_\phi(Y_{\tau_N \wedge t})| \leq |Y_{\tau_N \wedge t}| \alpha \leq N \alpha, \]

hence

\[ \Sigma^N_\phi(Y_{\tau_N \wedge t}) = \Sigma_\phi(Y_{\tau_N \wedge t}). \]

If \(s < \tau_N\), then \(s < J_{N-1}\) and hence \(|Y_s| \leq N - 1\). This yields

\[ |\Sigma_\phi(\phi(c, S, Y_s^N))| = |\Sigma_\phi(\phi(c, S, Y_s))| \leq N \alpha, \quad S \in S_{d-1}, \]

and therefore

\[ \Sigma^N_\phi(\phi(c, S, Y_s^N)) = \Sigma_\phi(\phi(c, S, Y_s)), \quad s < \tau_N. \]

Moreover, for \(s < \tau_N \wedge t\) we have

\[
(A^N \Sigma^N_\phi)(Y_s^N) = \frac{\lambda(Y_s^N)}{\lambda(Y_s)} \int_{\cM_r(T^d)} \int_{S_{d-1}} \left[ \Sigma^N_\phi(\phi(c, S, Y_s^N)) - \Sigma^N_\phi(Y_s^N) \right] \kappa(dS) \mu_{Y_s^N}(dc)
= (A \Sigma_\phi)(Y_s).
\]

Thus we obtain

\[
\bar{M}_t^N(\phi) = M_{\tau_N \wedge t}(\phi) = M_{\tau_N \wedge t}(\phi) = M_t^N(\phi), \quad t \geq 0.
\]

This shows that \((M_t^N(\phi))_{t \geq 0}\) is an \(\cY^N\)-martingale. Using that \(\tau_N\) is an \(\cY^N\)-stopping time and that \(Y_s^N = Y_s\), for \(s < \tau_N\), it is easy to check that then \((M_t^N(\phi))_{t \geq 0}\) is also a \(\cY\)-martingale. Since \(\tau_N \to \infty\), as \(N \to \infty\), we conclude that \((M_t(\phi))_{t \geq 0}\) is a local \(\cY\)-martingale with respect to the localizing sequence \((\tau_N)_{N \in \mathbb{N}}\).

We next argue that the local \(\cY\)-martingale \((M_t(\phi))_{t \geq 0}\) is in fact a (proper) martingale by showing that it is of class DL (see [22, Definition 4.8 and Problem 5.19(i)]), that is, for each \(a > 0\) the family

\[ (M_r(\phi) : \tau \text{ is a stopping time with } \tau \leq a \text{ almost surely}) \]

is uniformly integrable. For this it is sufficient to prove that for each \(a > 0\),

\[
E \sup_{0 \leq \tau \leq a} |M_t(\phi)| < \infty, \quad (2.9)
\]

since \(|M_r(\phi)| \leq \sup_{0 \leq \tau \leq a} |M_t(\phi)|\) almost surely for each stopping time \(\tau\) with \(\tau \leq a\). To verify (2.9) we note that, almost surely,

\[ |\Sigma_\phi(Y_t)| \leq \alpha|Y_t| \leq \alpha|Y_a| \]
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and, since $\kappa$ is a probability measure,
\[
\left| \int_0^t (A\Sigma_\phi)(Y_s) \, ds \right| \leq \int_0^t \sum_{c \in \mathcal{Y}} \int_{s-1}^s |\Sigma_\phi(\circ(c,S,Y_s)) - \Sigma_\phi(Y_s)| \kappa(ds) \, ds \\
\leq \int_0^t \sum_{c \in \mathcal{Y}} 3\alpha \, ds \leq 3\alpha a|Y_a|.
\]

During the splitting process all cells divide with a rate less than or equal to one. As a consequence, for all $a \geq 0$ the number of cells of $Y_a$ is stochastically dominated by the number of individuals in a linear pure birth process with birth rate 1. However, the latter random variable $G_a$ has a geometric distribution with parameter $e^{-a}$, see [43, Example 5.1.1 and Section 5.11]. Thus, we have that $|Y_a| \leq G_a$ almost surely, which implies that $E|Y_a|^m < \infty$ for all $m \geq 0$ and $a \geq 0$ (see also [39, Lemma 1] for a similar argument in the Euclidean case). Thus, using the triangle inequality we find that
\[
E \sup_{0 \leq t \leq a} |M_t(\phi)| = E \sup_{0 \leq t \leq a} |\Sigma_{\phi_1}(Y_t) - \Sigma_{\phi_2}(Y_t) - \int_0^t (A\Sigma_\phi)(Y_s) \, ds| \\
\leq E[|Y_a| + \alpha + 3\alpha a|Y_a|] < \infty.
\]

This completes the argument. \hfill \Box

To deal below also with second-order properties of splitting tessellations, we first note another consequence of Lemma 2.11 which can be proved in essentially the same way.

**Proposition 2.14.** Let $\phi_i : \mathbb{P}^d \to \mathbb{R}$ for $i \in \{1, 2\}$ be bounded and measurable, and define
\[
\Sigma_{\phi_1,\phi_2}(T) := \Sigma_{\phi_1}(T) \Sigma_{\phi_2}(T), \quad T \in \mathbb{T}^d.
\]
Then the stochastic process
\[
M_t(\phi_1, \phi_2) := \Sigma_{\phi_1,\phi_2}(Y_t) - \Sigma_{\phi_1,\phi_2}(Y_0) - \int_0^t (A\Sigma_{\phi_1,\phi_2})(Y_s) \, ds, \quad t \geq 0,
\]
is a martingale with respect to $\mathcal{Y}$.

**Proof.** The argument is analogous to the one for Proposition 2.12. Therefore we merely point out the relevant modifications. Since $\phi_i$ is bounded, $\alpha_i := \sup \{|\phi_i(c)| : c \in \mathbb{P}^d\} < \infty$ for $i \in \{1, 2\}$. For $N \in \mathbb{N}$, we consider the truncated functional
\[
\Sigma_{\phi_1,\phi_2}^N(T) := (\Sigma_{\phi_1,\phi_2}(T) \wedge (N^2\alpha_1\alpha_2)) \vee (-N^2\alpha_1\alpha_2), \quad T \in \mathbb{T}^d,
\]
which is measurable and bounded. The truncated jump process $(Y^N_t)_{t \geq 0}$ and related quantities (filtrations, stopping times) are defined as before. Then
\[
M_t^N(\phi_1, \phi_2) := \Sigma_{\phi_1,\phi_2}^N(Y^N_t) - \Sigma_{\phi_1,\phi_2}^N(Y^N_0) - \int_0^t (A\Sigma_{\phi_1,\phi_2}^N)(Y^N_s) \, ds, \quad t \geq 0,
\]
is an $\mathcal{Y}^N$-martingale, which can be related to $M_t(\phi_1, \phi_2)$ as in the preceding proof. When showing that $(M_t(\phi_1, \phi_2))_{t \geq 0}$ is indeed a proper martingale (not just a local martingale), we use that $E|Y_a|^2 < \infty$ and the bounds
\[
|\Sigma_{\phi_1,\phi_2}(Y_t)| \leq \alpha_1 \alpha_2 |Y_a|^2, \quad t \in [0, a],
\]
and
\[
|\Sigma_{\phi_1,\phi_2}(\circ(c,S,Y_s)) - \Sigma_{\phi_1,\phi_2}(Y_s)| \leq 6\alpha_1 \alpha_2 |Y_a| + 9\alpha_1 \alpha_2,
\]
from which we conclude that the moment condition corresponding to (2.9) is satisfied. \hfill \Box
It is clear that the same approach yields corresponding martingale properties of a variety of functionals. In order to deal also with covariances of functionals of splitting tessellations, we next consider the family of time-augmented martingales. We write $C^1([0, \infty))$ for the set of all real-valued continuously differentiable functions on $[0, \infty)$, and $C^1_0([0, \infty)) \subset C^1([0, \infty))$ for the subset of functions with compact support.

**Lemma 2.15.** Let $F$ be a Borel space and consider $E := F \times [0, \infty)$. Let $(X_t)_{t \geq 0}$ be a Markov process with values in $F$ and generator $\mathcal{L}$ whose domain is $D(\mathcal{L})$. Then the random process $(\hat{X}_t)_{t \geq 0}$ with $\hat{X}_t = (X_t, t)$ is a Markov process in $E$. Its generator $\hat{\mathcal{L}}$ is such that

$$\hat{\mathcal{L}}g(x, s) = (\mathcal{L}g(\cdot, s))(x) + \frac{\partial g}{\partial s}(x, s), \quad (x, s) \in E,$$

for all functions $g \in D(\mathcal{L}) \otimes C^1_0([0, \infty))$. Moreover, the stochastic process

$$N_t(g) := g(X_t, t) - g(X_0, 0) - \int_0^t (\mathcal{L}g(\cdot, s))(X_s) + \frac{\partial g}{\partial s}(\cdot, s)(X_s) \, ds \quad (2.11)$$

is a martingale with respect to the filtration induced by $(X_t)_{t \geq 0}$ for all functions $g \in D(\mathcal{L}) \otimes C^1([0, \infty))$.

**Proof.** Since $F$ and $[0, \infty)$ are Borel spaces, $E$ is also a Borel space. It is clear that $(\hat{X}_t)_{t \geq 0}$ is a Markov process. Its generator $\hat{\mathcal{L}}$ is given by (2.10). This can easily be confirmed for functions $g \in D(\mathcal{L}) \otimes C^1([0, \infty))$, using the definition (see [10, p. 28]) of a generator (see also [10, Section (31.5)]). Finally, we apply Lemma 2.11 to $(\hat{X}_t)_{t \geq 0}$ to conclude the martingale property of $(N_t(g))_{t \geq 0}$.

**Remark 2.16.** The set $D(\mathcal{L}) \otimes C^1([0, \infty))$ consists of all functions on $E = F \times [0, \infty)$ which are finite linear combinations of functions $(x, t) \mapsto g_1(x)g_2(t)$, where $g_1 \in D(\mathcal{L})$ and $g_2 \in C^1([0, \infty))$. A version of Lemma 2.15 for jump processes with bounded intensity function is contained in [13, Theorem 4.4]. The state space there can be extended to a general Borel space. Moreover, minor adjustments of the arguments there show that the result indeed holds for all functions $\phi$ which are measurable and bounded and such that $\frac{\partial \phi}{\partial t}$ is also bounded. However, this will not be needed in the following.

From the previous lemma we shall derive martingale properties which are adjusted to the subsequent applications involving certain geometric functionals of the cells of the tessellations. The following proposition is the spherical analogue of [52, Equation (7.2)]. Again we provide an argument, since previous arguments require some corrections.

**Proposition 2.17.** Let $\phi_1, \phi_2 : \mathbb{R}^d \to \mathbb{R}$ be bounded and measurable, let $b_1, b_2 \in C^1([0, \infty))$, and define

$$\psi_{\phi_1, \phi_2}(T, t) := (\Sigma_{\phi_1}(T) - b_1(t))(\Sigma_{\phi_2}(T) - b_2(t)), \quad T \in \mathbb{T}^d, t \geq 0.$$

Then the random process $N_t(\psi_{\phi_1, \phi_2})$ given by (2.11) with $(X_t)_{t \geq 0}$ replaced by $(Y_t)_{t \geq 0}$ and $\mathcal{L}$ by $\mathcal{A}$ is a $\mathcal{G}$-martingale.

**Proof.** Note that, for $T \in \mathbb{T}^d$ and $t \geq 0$,

$$\psi_{\phi_1, \phi_2}(T, t) = \Sigma_{\phi_1}(T)\Sigma_{\phi_2}(T) - \Sigma_{\phi_1}(T)b_2(t) - \Sigma_{\phi_2}(T)b_1(t) + b_1(t)b_2(t).$$

Using this, the fact that linear combinations of martingales are martingales, the linearity of the generator and Proposition 2.14, it remains to show that if $\phi : \mathbb{R}^d \to \mathbb{R}$ is bounded and measurable and $b \in C^1([0, \infty))$, then

$$K_t(\Sigma_{\phi}) := \Sigma_{\phi}(Y_t)b(t) - \Sigma_{\phi}(Y_0)b(0) - \int_0^t (\mathcal{A}\Sigma_{\phi})(Y_s)b(s) + \Sigma_{\phi}(Y_t)b'(s) \, ds, \quad t \geq 0,$$
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is a $\mathcal{Y}$-martingale.

Localizing $\Sigma_{\phi}$ and $(Y_t)_{t \geq 0}$ as in the proof of Proposition 2.12, we can apply Lemma 2.15 to the jump process $(Y_t^N)_{t \geq 0}$, $N \in \mathbb{N}$, which has bounded intensity function and hence its generator has the full domain. Proceeding further as in the proof of Proposition 2.12, we first obtain that $(K_t(\Sigma_{\phi}))_{t \geq 0}$ is a local martingale and then a martingale. □

The following is a special case (confer [52, Proposition 3.2] for a Euclidean counterpart).

**Corollary 2.18.** Let $\phi : \mathbb{R}^d \to \mathbb{R}$ be bounded and measurable, let $b \in C^1([0, \infty))$, and define

$$\Psi_{\phi}(T, t) := (\Sigma_{\phi}(T) - b(t))^2, \quad T \in \mathbb{T}^d, t \geq 0.$$  

Then the random process $N_t(\Psi_{\phi})$ given by (2.11) with $(X_t)_{t \geq 0}$ replaced by $(Y_t)_{t \geq 0}$ and $\mathcal{L}$ by $\mathcal{A}$ is a $\mathcal{Y}$-martingale.

**Remark 2.19.** The results presented in this section do actually not use that the splitting tessellation process takes values in the space of tessellations of the sphere and as such they carry over to the Euclidean set-up as well. In this form the proofs presented here fix a number of technical inaccuracies in the earlier works [52, 53] about iteration stable (STIT) tessellations.

### 3 The capacity functional

#### 3.1 Splitting tessellations as random closed sets

We fix $t \geq 0$ and consider the splitting tessellation $Y_t$ of $S^d$ with time parameter $t$ which is derived from a general regular direction distribution $\kappa$ on $S_{d-1}$. It is convenient for us to consider the random set

$$Z_t := \bigcup_{c \in Y_t} \partial c,$$  

(3.1)

which consists of the union of all cell boundaries $\partial c$ of cells $c$ in $Y_t$. In particular, $Z_0 = \emptyset$. We shall show next that $Z_t$ is a random closed subset of $S^d$ in the usual sense of stochastic geometry. We recall that a random closed set in $S^d$ is a measurable map from an underlying probability space $(\Omega, \mathcal{G}, \mathbb{P})$ into the measurable space $(\mathcal{F}(S^d), \mathcal{B}(\mathcal{F}(S^d)))$ (see [49, Definition 3.1.2]), where the Borel $\sigma$-field is based on the Fell topology on $\mathcal{F}(S^d)$. Moreover, we show the crucial property that $Z_t$ is isotropic if and only if $\kappa = \nu_{d-1}$, that is, $Z_t$ has the same distribution as the rotated random set $\varrho Z_t$ for all $\varrho \in SO(d+1)$, in this case.

**Lemma 3.1.** For every $t \geq 0$, $Z_t$ is a random closed set in $S^d$. Moreover, $Z_t$ is isotropic if and only if $\kappa = \nu_{d-1}$.

**Proof.** By construction and by the definition of the required $\sigma$-fields in Section 2.3, we know that the map $Y_t : (\Omega, \mathcal{G}, \mathbb{P}) \to (\mathcal{A}_r(K^d), \mathcal{B}_{eq})$ is measurable. Since the map $(K^d, \mathcal{B}(K^d)) \to (\mathcal{F}(S^d), \mathcal{B}(\mathcal{F}(S^d)))$, $c \mapsto \partial c$, is measurable (see [49, Theorem 12.2.6]), the induced map $\partial : (\mathcal{A}_r(K^d), \mathcal{B}_{eq}) \to (\mathcal{A}_r(\mathcal{F}(S^d)), \mathcal{B}_{eq})$, $\sum_{c} \delta_c \mapsto \sum_{c} \delta_{\partial c}$, is also measurable (recall that $\delta_c$ denotes the point mass in $c \in K^d$, the sum extends over a finite set of spherically convex bodies, and $\mathcal{B}_{eq}$ denotes the Borel $\sigma$-field induced by the vague topology on $\mathcal{A}_r(\mathcal{F}(S^d))$). This shows that $\partial \circ Y_t$ is measurable. Moreover, the union map $(\mathcal{A}_r(\mathcal{F}(S^d)), \mathcal{B}_{eq}) \to (\mathcal{F}(S^d), \mathcal{B}(\mathcal{F}(S^d)))$, $\sum_{c} \delta_c \mapsto \bigcup_{c} F$ is measurable, where the union and the union extend over the same finite set of $F \in \mathcal{F}(S^d)$ (in fact, the proof of [49, Theorem 3.6.2] carries over to the sphere). Composing these measurable maps yields the assertion.
Next, we show that $Z_t$ is isotropic if $\kappa = \nu_{d-1}$. To verify this, more generally we prove that $Y_t$ is isotropic, which means that $\varrho Y_t$ has the same distribution as $Y_t$ for all $\varrho \in \text{SO}(d + 1)$. Here, we write $\varrho T = \{tc : c \in T\}$ for the rotated tessellation $T \in \mathbb{T}^d$. Recall the definition of the generator $A$ of the splitting tessellation process $(Y_t)_{t \geq 0}$ from the previous section. For a bounded and measurable map $f : \mathbb{T}^d \to \mathbb{R}$, the rotation invariance of the measure $\nu_{d-1}$ on $S_{d-1}$ implies that

$$
(Af)(\varrho T) = \sum_{c \in \varrho T} \int_{S_{d-1}[c]} \left[ f(\varrho(c, s, \varrho T)) - f(\varrho T) \right] \nu_{d-1}(dS)
$$

$$= \sum_{\varrho^{-1}c \in T} \int_{S_{d-1}[\varrho^{-1}c]} \left[ f(\varrho(c, s, \varrho T)) - f(\varrho T) \right] \nu_{d-1}(dS)
$$

$$= \sum_{c \in T} \int_{S_{d-1}[c]} \left[ f(\varrho(c, s, \varrho T)) - f(\varrho T) \right] \nu_{d-1}(dS) = (A(f \circ \varrho))(T). \quad (3.2)
$$

On the other hand, if $A^0$ denotes the generator of the jump process $(\varrho Y_t)_{t \geq 0}$, the usual definition of the generator involves a uniform limit in $T \in \mathbb{T}^d$. However, for the following analysis a pointwise limit as considered in [7, Equation (15.21)] is sufficient. In this sense, we have

$$
(A^0f)(T) = \lim_{t \downarrow 0} \frac{1}{t} \left( \mathbb{E}[f(\varrho Y_t) \mid \varrho Y_0 = T] - f(T) \right)
$$

$$= \lim_{t \downarrow 0} \frac{1}{t} \left( \mathbb{E}[(f \circ \varrho)(Y_t) \mid Y_0 = \varrho^{-1}(T)] - (f \circ \varrho)(\varrho^{-1}(T)) \right)
$$

$$= (A(f \circ \varrho))(\varrho^{-1}(T)). \quad (3.3)
$$

Hence, combining (3.2) and (3.3) we conclude that $(Af)(T) = (A^0f)(T)$ for all functions $f$ and all $T \in \mathbb{T}^d$, which shows that the generators (as defined in [7]) of $(Y_t)_{t \geq 0}$ and $(\varrho Y_t)_{t \geq 0}$ coincide. The assertion now follows from [7, Proposition 15.38].

If $(Z_t)_{t \geq 0}$ is derived from a splitting process with direction distribution $\kappa$, then after an exponential waiting time $\tau_1$ with parameter 1, we have exactly two cells and $Z_{\tau_1} = S$ is the separating great hypersphere with direction distribution $\kappa$. Since by construction and assumption $Z_{\tau_1}$ has a rotation invariant distribution, the assertion follows. \hfill \Box

**Remark 3.2.** If $\kappa = \nu_{d-1}$, then the isotropy of $Z_t$ could also be proved by using [7, Proposition 3.39] and induction (over $N$). In any case, the rotation invariance of $\nu_{d-1}$ and the rotation covariance of the construction are the crucial points. However, the preceding proof more generally shows that the distribution of $Y_t$ is rotation invariant for each $t \geq 0$ provided that $\kappa = \nu_{d-1}$.

### 3.2 Capacity functional for connected sets

The most basic quantity associated with a random closed set is its capacity functional. We are interested in the capacity functional of $Z_t$ defined by

$$T_t(C) := \mathbb{P}(Z_t \cap C \neq \emptyset), \quad C \in \mathcal{C}(S^d),
$$

where $\mathcal{C}(S^d)$ is the system of closed subsets of $S^d$. In other words $T_t(C)$ is the probability that the compact test set $C$ is hit by the random set $Z_t$. We shall first compute the value of

$$U_t(C) := 1 - T_t(C) = \mathbb{P}(Z_t \cap C = \emptyset)
$$

in the case that the set $C$ is connected. This constitutes a direct generalization of [12, Theorem 3.5], but some adjustments of technical details are necessary.
In the proof of Theorem 3.5 below it will be crucial to deal with a splitting tessellation arising as a result after time $t$ of the splitting process starting with a general initial tessellation $T \in S^d$, recall Remark 2.8. We denote such a tessellation by $Y_t(T)$ and by $Z_t(T)$ the corresponding union set. Note that $Z_0(T) = \bigcup \subset T \partial c \neq \emptyset$ unless $T = \{ S^d \}$. As in Lemma 3.1 one shows that $Z_t(T)$ is indeed a random closed subset of $S^d$ and it is clear that $Z_t(T)$ can only be isotropic if $T = \{ S^d \}$ and $\kappa = \nu_{d-1}$. In analogy to $U_t$ we define

$$U_t(T) := P(Z_t(T) \cap C = \emptyset), \quad C \in \mathcal{C}(S^d).$$

In particular, if $T = \{ S^d \}$, then $Y_t(T) = Y_t$, $Z_t(T) = Z_t$ and $U_t(T)(\cdot) = U_t(\cdot)$.

**Theorem 3.3.** Let $T \in T^d$ and let $C \in \mathcal{C}(S^d)$ such that $C$ is contained in the interior of precisely one cell of $T$. Then

$$U_t(T)(C) = \exp \left( - \kappa(S_{d-1}(C)) t \right), \quad t \geq 0,$$

independently of $T$. If $\kappa$ is absolutely continuous with respect to $\nu_{d-1}$, then this relation holds for all connected sets $C \in \mathcal{C}(S^d)$ satisfying $C \subset \text{int}(c)$ for some $c \in T$. In particular, if $C = \overline{xy}$ is a spherical segment connecting $x, y \in S^d$ with $\ell(x, y) \leq \pi$ and $\overline{xy} \subset \text{int}(c)$ for some $c \in T$ and if $\kappa = \nu_{d-1}$, then

$$U_t(T)(\overline{xy}) = \exp \left( - \frac{1}{\pi} \ell(x, y) t \right).$$

Before presenting the details of the proof of Theorem 3.3, let us define, for fixed $T \in T^d$, the random variable

$$\xi_t := \sum_{c \in Y_t(T)} 1(C \subset c), \quad t \geq 0, \quad C \in \mathcal{C}(S^d), \tag{3.4}$$

which takes values in $\mathbb{N}_0$ (since we consider $T \in T^d$ being fixed, we suppress the dependency of $\xi_t$ on $T$ in our notation). The following fact will be needed below.

**Lemma 3.4.** Let $\kappa$ and $C$ be as in the statement of Theorem 3.3, but $C \neq \emptyset$. Then, $P$-almost surely $\xi_t = 1(Z_t(T) \cap C = \emptyset)$. In particular, $\xi_t \in \{ 0, 1 \}$ holds $P$-almost surely. If $\xi_t = 1$, then $P$-almost surely $C$ is contained in the interior of a unique cell of $Y_t(T)$.

**Proof.** If $Y_t(T) = T$, then $Z_t(T) = \bigcup \subset T \partial c$ and $\xi_t = 1 = 1(Z_t(T) \cap C = \emptyset)$. So we restrict ourselves to the cases where $Y_t(T) \neq T$ and therefore $|Y_t(T)| \geq |T| + 1 \geq 2$.

Case 1: If $\xi_t \geq 2$, then there are $c_1, c_2 \in Y_t(T)$, $c_1 \neq c_2$, with $C \subset c_1, C \subset c_2$, hence $C \subset c_1 \cap c_2$. This implies that $C \subset Z_t(T)$. Let $z_0 \in C \neq \emptyset$ be arbitrarily fixed. Then we get $P(\xi_t \geq 2) \leq P(z_0 \in Z_t(T))$. Considering the algorithmic construction of $(Y_t(T))_{t \geq 0}$ (or the distributional description provided in Remark 2.8) it is clear that there is a first instance $s \leq t$ for which $z_0 \in Z_s(T)$ and $z_0$ lies on the newly introduced random separating great hypersphere having distribution $\kappa(S_{d-1}[c] \cap \cdot)/\kappa(S_{d-1}[c])$. Since $\kappa$ is regular, this happens with probability zero. This shows that $P(\xi_t \geq 2) \leq P(z_0 \in Z_t(T)) = 0$, see [15, Lemma 4.1].

Case 2: If $\xi_t = 0$, then $Z_t(T) \cap C \neq \emptyset$, so otherwise $\{ C \cap \text{int}(c) : c \in Y_t(T) \}$ yields a decomposition of $C$ into two non-empty relatively open subsets of $C$, which contradicts the assumption that $C$ is connected. Hence, in this case we conclude that $1(Z_t(T) \cap C = \emptyset) = 0$.

Case 3: If $\xi_t = 1$, then there is precisely one cell $c \in Y_t(T)$ such that $C \subset c$. If $C \not\subset \text{int}(c)$, then there is a first instance $s \leq t$ such that the newly introduced random separating great hypersphere $S$ having distribution $\kappa(S_{d-1}[c] \cap \cdot)/\kappa(S_{d-1}[c])$ at time
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$s$ hits $C$, but $C$ is not contained in one of the two open half-spheres determined by $S$. By Lemma 2.2, this event has measure zero (cf. the argument in Step 1). Hence, we conclude that $C \subset \text{int}(c)$ with probability one. This finally shows that if $\xi_s = 1$, then $Z(t) \cap C = \emptyset$ is satisfied $P$-almost surely, and then the unique cell which contains $C$ already contains $C$ in its interior.

Case 4: Conversely, if $Z(t) \cap C = \emptyset$ (and $C \neq \emptyset$, $Y_t(T) \neq T$), then $C \subset \bigcup_{c \in Y_t(T)} \text{int}(c)$.

Since $C$ is connected, this implies that $C \subset \text{int}(c)$ for exactly one of the cells $c \in Y_t(T)$, in particular, $\xi_t = 1$.

Proof of Theorem 3.3. Let $t \geq 0$ be fixed. Let $T$, $C$ and $\kappa$ be as stated in the assumptions of the theorem. The assertion is apparently true if $C = \emptyset$. Hence we assume $C \neq \emptyset$ in the following.

The map $\phi : \mathbb{P}^d \rightarrow \mathbb{R}$ given by $\phi(c) := 1(C \subset c)$ for $c \in \mathbb{P}^d$ is measurable and bounded. Hence Proposition 2.12 and the fact that $Y_0(T) = T$ show that the random process

$$
\sum_{c \in Y_t(T)} \phi(c) - \sum_{c \in T} \phi(c) = -\int_0^t \sum_{c \in Y_t(T)} \int_{S_{d-1}[c]} [\phi(c \cap S^+) + \phi(c \cap S^-) - \phi(c)] \kappa(dS) ds,
$$

is a martingale with respect to the natural filtration $\mathcal{Y}^T$ induced by the random process $(Y_t(T))_{t \geq 0}$. Let $\xi_s$ be the $\mathbb{N}_0$-valued random variable defined in (3.4). Since $C$ is contained in the interior of precisely one cell of the initial tessellation $T$, we have that $\sum_{c \in T} \phi(c) = 1$ almost surely and we deduce that

$$U(t) = 1 + \int_0^t \mathbb{E} \sum_{c \in Y_t(T)} \int_{S_{d-1}[c]} [1(C \subset c \cap S^+) + 1(C \subset c \cap S^-) - 1(C \subset c)] \kappa(dS) ds.$$

Fix $s \in [0, t]$ and observe that if $\xi_s = 0$, that is, if there is no cell $c \in Y_s(T)$ satisfying $C \subset c$, then the integrand of the inner integral is equal to zero. Lemma 3.4 then implies that if the expression under the expectation is multiplied with $\xi_s$, then the expectation does not change. Moreover, again by Lemma 3.4, if $\xi_s = 1$, then almost surely there is a unique cell $c_0 \in Y_s(T)$ with $C \subset \text{int}(c_0)$. Hence, almost surely the expression under the expectation is equal to

$$\xi_s \sum_{c \in Y_s(T)} \int_{S_{d-1}[c]} [1(C \subset c \cap S^+) + 1(C \subset c \cap S^-) - 1(C \subset c)] \kappa(dS)$$

$$= \xi_s \int_{S_{d-1}[c_0]} [1(C \subset c_0 \cap S^+) + 1(C \subset c_0 \cap S^-) - 1(C \subset c_0)] \kappa(dS)$$

$$= -\xi_s \int_{S_{d-1}[c_0]} 1(C \cap S \neq \emptyset) \kappa(dS)$$

$$= -\kappa(S_{d-1}(C)) \mathbf{1} (Z_s \cap C = \emptyset).$$

To justify the second equality, we distinguish two cases. If $S \cap C = \emptyset$, then either $C \subset \text{int}(S^+)$ or $C \subset \text{int}(S^-)$, which yields the required equality of the integrands. On the other hand, if $S \cap C \neq \emptyset$, excluding a set of $S \in S_{d-1}[c_0]$ of $\kappa$-measure zero, we deduce that $C \not\subset S^+$ and $C \not\subset S^-$, by Lemma 2.2. This again yields the equality of the integrands for $\kappa$-almost all $S \in S_{d-1}[c_0]$.
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So, we find that
\[\int_0^t E \sum_{c \in V^{(T)}} \int_{S_{d-1}[c]} [1(C \subset c \cap S^+) + 1(C \subset c \cap S^-) - 1(C \subset c)] \kappa(ds) \, ds \]
\[= -\kappa(S_{d-1}(C)) \int_0^t P(Z_s^{(T)} \cap C = \emptyset) \, ds \]
\[= -\kappa(S_{d-1}(C)) \int_0^t U_s^{(T)}(C) \, ds , \]
and hence
\[U_t^{(T)}(C) = 1 - \kappa(S_{d-1}(C)) \int_0^t U_s^{(T)}(C) \, ds . \]
Together with the initial condition \(U_0^{(T)}(C) = P(Z_0^{(T)} \cap C = \emptyset) = 1\), this equation is easily seen to have the unique solution
\[U_t^{(T)}(C) = \exp \left( -\kappa(S_{d-1}(C)) t \right) , \]
independently of \(T\). This concludes the first and second part of the proof. The final assertion is a direct consequence of (2.3).

\[\square\]

3.3 Capacity functional for sets with more than one connected component

Let us now turn to the case where the set \(C\) has more than one connected component. In this situation one can find a recursion formula for \(U_t^{(T)}(C)\). For \(d = 2, T = \{S^d\}\) and under the assumption of isotropy, this has been shown in [12, Theorem 3.5]. A similar proof carries over to higher dimensional spherical spaces, but we shall add a number of details that were omitted in [12]. In particular, our proof is based on a description of the splitting process as developed in [15] (and adjusted to the present setting in Remark 2.8) and is different from the argument for the STIT-model in the \(d\)-dimensional Euclidean space \(\mathbb{R}^d\) presented in [39, Lemma 4].

To state the result we need to introduce some further notation. The \textit{closed spherically convex hull} \(\overline{C}\) of a set \(C \subset S^d\) is defined as \(\overline{C} := \text{cl} \{t_1 c_1 + \cdots + t_m c_m : t_i \geq 0, c_i \in C, m \in \mathbb{N}\}\) (which is also equal to the intersection of the closure of the convex cone spanned by \(C\) with \(S^d\)). Moreover, for two sets \(B_1, B_2 \subset S^d\) we let
\[S_{d-1}(B_1 | B_2) = \{ S \in S_{d-1} : B_1 \cap S = \emptyset = B_2 \cap S, \overline{B_1 \cup B_2} \cap S \neq \emptyset \}\]
be the set of great hyperspheres that separate \(B_1\) and \(B_2\). Finally, if \(C = C_1 \cup \ldots \cup C_m \in C(S^d)\) is a union of \(m \in \mathbb{N}\) disjoint non-empty connected subsets \(C_1, \ldots, C_m \in C(S^d)\), we shall write II(\(C\)) for the set of all proper (unordered) partitions \(\{P, \tilde{P}\}\) of \(C\). That is, \(\{P, \tilde{P}\} \in II(\overline{C})\) if and only if there exists some proper subset \(\emptyset \neq I \subset \{1, \ldots, m\}\) such that \(P = \bigcup_{i \in I} C_i\) and \(\tilde{P} = \bigcup_{i \notin I} C_i\). Let \(T_0^d\) denote the set of all tessellations \(T\) of \(S^d\), where either \(T = \{S^d\}\) or each cell of \(T\) is contained in a hemisphere.

**Theorem 3.5.** Fix \(T \in T_0^d\) and suppose that \(\kappa\) is absolutely continuous with respect to \(\nu_{d-1}\). Let \(C \in C(S^d)\) be such that, for some \(m \in \mathbb{N}, C = C_1 \cup \ldots \cup C_m\) with pairwise disjoint non-empty connected subsets \(C_1, \ldots, C_m \in C(S^d)\). Also assume that \(C\) is contained in the interior of a single cell of \(T\). If \(m = 2\) with \(C_1 = \{x\}\) and \(C_2 = \{-x\}\), for some \(x \in S^d\), then \(U_t^{(T)}(C) = 1\) for all \(t \geq 0\). In all other cases,
\[U_t^{(T)}(C) = e^{-\kappa(S_{d-1}(\overline{C}))} + \sum_{\{P, \tilde{P}\} \in II(C)} \kappa(S_{d-1}(\overline{P})) \int_0^t e^{-s\kappa(S_{d-1}(\overline{P}))} U_{t-s}(P) U_{t-s}(\tilde{P}) \, ds \]
for \(t \geq 0\), independently of \(T\).
Proof. We shall prove the recursion formula for \( U_{i}^{(T)}(C) \) and at the same time that \( U_{i}^{(T)}(C) \) is independent of \( T \) (as long as \( C \) is contained in the interior of a single cell of \( T \)) by induction over the number \( m \) of connected components of \( C \). We start with the case that \( m = 2 \) and \( C = C_{1} \cup C_{2} \) with \( C_{1} = \{ x \} \) and \( C_{2} = \{ -x \} \) for some \( x \in S^{d} \). Since \( \kappa \) is regular, we conclude that in this case \( U_{i}^{(T)}(C) = 1 \) for all \( t \geq 0 \). Next, we assume that \( C \) is not of this particular form. Then \( C \) contains at least three points, which implies that \( \overline{C} \) is connected (since it is pathwise connected). If \( t = 0 \) there is nothing to prove and so we assume that \( t > 0 \). We start by writing

\[
U_{i}^{(T)}(C) = P(Z_{t}^{(T)} \cap C = \emptyset)
= P(Z_{t}^{(T)} \cap \overline{C} = \emptyset) + P(Z_{t}^{(T)} \cap C = \emptyset, Z_{t}^{(T)} \cap \overline{C} \neq \emptyset).
\]

(3.5)

Since \( \overline{C} \) is compact and connected and with \( C \) also \( \overline{C} \) is contained in the interior of a cell of \( T \), Theorem 3.3 yields that

\[
P(Z_{t}^{(T)} \cap \overline{C} = \emptyset) = e^{-\tau(C_{t-1}^{(T)})},
\]

(3.6)

which is independent of \( T \).

To compute the remaining probability in (3.5), we now use the explicit description of the distribution of \( (Y_{u}^{(T)})_{u \in [a,b]} \) given in Remark 2.8 to determine the second term in (3.5). For this we notice first that the event that \( Z_{t}^{(T)} \cap C = \emptyset \) and \( Z_{t}^{(T)} \cap \overline{C} \neq \emptyset \) can only occur if up to time \( t \) there was at least one jump in the splitting process. So, using the distributional description in Remark 2.8 with \( a = 0 \), \( b = t \) and \( T_{0} = T \), writing \( Z(Y) := \bigcup_{e \in \partial C} \partial e \) for the random closed set induced by a tessellation \( Y \in T^{d} \), using a decomposition according to the first time \( s_{i} \) when the set \( \overline{C} \) gets hit by a splitting great hypersphere, and applying Fubini’s theorem, we deduce that

\[
P(Z_{t}^{(T)} \cap C = \emptyset, Z_{t}^{(T)} \cap \overline{C} \neq \emptyset)
= \sum_{i=1}^{\infty} \int_{0}^{t} ds_{i} \int_{0}^{s_{i}} \cdots \int_{0}^{s_{i-1}} \prod_{j=1}^{i-1} \int_{0}^{\min(s_{j}, t)} \phi(T_{s_{j-1}}^{(T)}, d(c_{j-1}, S_{j-1})) e^{-\int_{0}^{s_{j}} \phi(T_{u}^{(T)}) \, du}
\times 1((Y_{u}^{(T)})_{u \in [a,b]} \in D(T; [0, s_{i}]; (s_{j}, c_{j}, S_{j})), 0 \leq j \leq i-1)) \, 1(Z(Y_{s_{i-1}}^{(T)}) \cap \overline{C} = \emptyset)
\times \int_{0}^{\min(s_{i}, t)} \phi(T_{s_{i}}^{(T)}, d(c_{i-1}, S_{i-1})) \, 1(Z(Y_{s_{i-1}}^{(T)}) \cap \overline{C} \neq \emptyset, Z(Y_{s_{i}}^{(T)}) \cap C = \emptyset)
\times \sum_{i=1}^{\infty} \int_{0}^{s_{i+1}} \cdots \int_{0}^{s_{n+1}} \prod_{j=i}^{n} \int_{0}^{\min(s_{j}, t)} \phi(T_{s_{j}}^{(T)}, d(c_{j}, S_{j})) e^{-\int_{0}^{s_{j}} \phi(T_{u}^{(T)}) \, du}
\times 1(Z(Y_{t}^{(T)}) \cap C = \emptyset) \, 1((Y_{u}^{(T)})_{u \in [a,b]} \in D(Y_{s_{i}}^{(T)}; [s_{i}, t]; (s_{j}, c_{j}, S_{j}), 0 \leq j \leq n))
\]

Here, we use the convention that for \( i = 1 \) the integration over \( \{0 = s_{0} < s_{1} < \ldots < s_{i} \} \) is omitted and that the empty product is interpreted as 1. Similarly, if \( i = n \) we understand that the integration over \( \{s_{i} < s_{i+1} < \ldots < s_{n} < t \} \) is omitted. The idea behind this decomposition is that \( s_{i} \) is the first time when the set \( \overline{C} \) gets hit by a splitting great hypersphere, while the intersection with \( C \) is still empty. This means that at time \( s_{i} \) the connected components of \( C \) are partitioned by the separating great hypersphere \( S_{i} \) according to a partition in \( \Pi(C) \). Thereby, the terms before the sum over \( n \) describe the evolution of the splitting process before (the \( i - 1 \) integral terms involving \( s_{1}, \ldots, s_{i-1} \)) and at time \( s_{i} \) (the integral term in the third line), while the terms thereafter give a description of the splitting process after time \( s_{i} \) and up to time \( t \) (the \( n - i \) integral terms involving \( s_{i+1}, \ldots, s_{n} \)).
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To simplify the above expression for the probability $P(Z_i^{(T)} \cap C = \emptyset, Z_i^{(T)} \cap \mathcal{C} \neq \emptyset)$, we start by observing that

$$1(\mathcal{Z}(\mathcal{Y}_{s_i}^{(T)}) \cap \mathcal{C} = \emptyset) = 1(\mathcal{C} \subset c \text{ for precisely one } c \in \mathcal{Y}_{s_i}^{(T)}).$$

Also note that according to the definition of the measure $\phi(\mathcal{Y}_{s_i}^{(T)} \cdot \cdot \cdot)$, the integral term describing the cell splitting at time $s_i$ can be rewritten as

$$\int \phi(\mathcal{Y}_{s_i}^{(T)} \cdot d(c_{i-1}, S_{i-1})) \, 1(\mathcal{Z}(\mathcal{Y}_{s_i}^{(T)}) \cap \mathcal{C} \neq \emptyset, Z(\mathcal{Y}_{s_i}^{(T)}) \cap \mathcal{C} = \emptyset)$$

$$= \sum_{c \in \mathcal{Y}_{s_i}^{(T)}} \sum_{(P, \hat{P}) \in \Pi(C)} 1(\mathcal{C} \subset \text{int}(c)) \int_{S^1} 1(\mathcal{P} \subset \text{int}(c \cap S^+), \hat{P} \subset \text{int}(c \cap S^-)) \kappa(dS)$$

$$= \sum_{c \in \mathcal{Y}_{s_i}^{(T)}} 1(\mathcal{C} \subset \text{int}(c)) \sum_{(P, \hat{P}) \in \Pi(C)} \kappa(S_{d-1}(P|\hat{P})),$$

where $S^+$ and $S^-$ denote the two closed half-spheres determined by the great hypersphere $S$. Interchanging summation and integration (as we may, since the integrand is non-negative) and calling $s_i = s$, we thus conclude that $P(Z_i^{(T)} \cap C = \emptyset, Z_i^{(T)} \cap \mathcal{C} \neq \emptyset) = 0$ is equal to

$$\int_0^t ds \sum_{i=1}^{\infty} \int \cdots \int ds_{i-1} \prod_{j=1}^{i-1} \phi(\mathcal{Y}_{s_{j-1}}^{(T)} \cdot d(c_{j-1}, S_{j-1})) e^{-J_s \phi(\mathcal{Y}_{s_0}^{(T)})} du$$

$$\times 1(\mathcal{C} \subset c \text{ for precisely one } c \in \mathcal{Y}_{s_i}^{(T)})$$

$$\times 1((\mathcal{Y}_{u}^{(T)})_{u \in [0, s]} \in \mathcal{D}(T; [0, s]; (s_j, c_j, S_j)_{0 \leq j \leq i-1}))$$

$$\times \sum_{c \in \mathcal{Y}_{s_i}^{(T)}} 1(\mathcal{C} \subset \text{int}(c)) \sum_{(P, \hat{P}) \in \Pi(C)} \kappa(S_{d-1}(P|\hat{P}))$$

$$\times \sum_{n=i}^{\infty} \int \cdots \int ds_{i+1} \cdots ds_{n} \prod_{j=1}^{n} \phi(\mathcal{Y}_{s_j}^{(T)} \cdot d(c_j, S_j)) e^{-J_s \phi(\mathcal{Y}_{s_0}^{(T)})} du$$

$$\times 1(Z(\mathcal{Y}_{s}^{(T)}) \cap C = \emptyset) 1((\mathcal{Y}_{u}^{(T)})_{u \in [s, t]} \in \mathcal{D}(\mathcal{Y}_{t}^{(T)}; [s, t]; (s_j, c_j, S_j)_{1 \leq j \leq n}))$$

$$\times 1(P \text{ and } \hat{P} \text{ are contained in the interiors of two different cells of } \mathcal{Y}_t^{(T)}).$$

Next, we observe that

$$1(Z(\mathcal{Y}_{s}^{(T)}) \cap C = \emptyset) = 1(Z(\mathcal{Y}_{s}^{(T)}) \cap P = \emptyset) 1(Z(\mathcal{Y}_{s}^{(T)}) \cap \hat{P} = \emptyset).$$

We also notice that starting from time $s$ and up to time $t$ the evolution of the splitting process in the two different cells containing $P$ and $\hat{P}$ is independent and coincides with the evolution of a splitting process whose initial tessellation is equal to the tessellation at time $s$. Thus, after a time shift by $-s$ in each of the integrals with respect to $S_{i+1}, \ldots, S_n$ we see that the sum over $n$ from $i$ to $\infty$ in the last term is equal to

$$P(Z_i^{(T)} \cap P = \emptyset, Z_i^{(T)} \cap \hat{P} = \emptyset)$$

$$\times 1(P \text{ and } \hat{P} \text{ are contained in the interiors of two different cells of } \mathcal{Y}_s^{(T)})$$

$$= P(Z_i^{(T)} \cap P = \emptyset) P(Z_i^{(T)} \cap \hat{P} = \emptyset)$$

$$\times 1(P \text{ and } \hat{P} \text{ are contained in the interiors of two different cells of } \mathcal{Y}_s^{(T)})$$

$$= U_i^{(T)}(P) U_i^{(T)}(\hat{P})$$

$$\times 1(P \text{ and } \hat{P} \text{ are contained in the interiors of two different cells of } \mathcal{Y}_s^{(T)}).$$
So, combined with Theorem 3.3 we see that, for formulas become quickly rather involved when a union of the initial tessellation is disjoint and connected closed subsets of less than the number of connected components of the two sets. By construction, the number of connected components of the two sets U(C) is independent of C if C is contained in the interior of a single cell of the initial tessellation T. The proof of the theorem is thus complete.

In particular, Theorem 3.5 allows a recursive computation of \( U_t(C) \) if \( C \subseteq \mathcal{C}(S^d) \) is a union of \( m \in \mathbb{N} \) disjoint and connected closed subsets of \( S^d \). However, the resulting formulas become quickly rather involved when \( m \) is large. We illustrate the method by carrying out the first step of the recursion, that is, taking \( m = 2 \).

**Example 3.6.** Let us assume that \( C = C_1 \cup C_2 \subseteq \mathcal{C}(S^d) \) is a union of two disjoint non-empty connected components \( C_1, C_2 \subseteq \mathcal{C}(S^d) \) and \( C \) contains at least three points. Then in Theorem 3.5 the only possibility for the partition \( P_1 \) and \( P_2 \) is \( P_1 = C_1 \) and \( P_2 = C_2 \). So, combined with Theorem 3.3 we see that, for \( t \geq 0 \),

\[
U_t(C) = e^{-t\kappa(S_{d-1}(\mathcal{C}))} + \kappa(S_{d-1}(C_1|C_2)) \int_0^t e^{-s\kappa(S_{d-1}(\mathcal{C}))} U_{t-s}(C_1) U_{t-s}(C_2) \, ds \\
= e^{-t\kappa(S_{d-1}(\mathcal{C}))} + \kappa(S_{d-1}(C_1|C_2)) \int_0^t e^{-s\kappa(S_{d-1}(\mathcal{C}))} e^{-(t-s)\kappa(S_{d-1}(C_1))} \\
\times e^{-(t-s)\kappa(S_{d-1}(C_2))} \, ds \\
= e^{-t\kappa(S_{d-1}(\mathcal{C}))} + \kappa(S_{d-1}(C_1|C_2)) \int_0^t e^{s\kappa(S_{d-1}(C_1))} + \kappa(S_{d-1}(C_2)) \, ds \\
\times \kappa(S_{d-1}(C_1)) + \kappa(S_{d-1}(C_2)) - \kappa(S_{d-1}(\mathcal{C}))) \\
= e^{-t\kappa(S_{d-1}(\mathcal{C}))} + \kappa(S_{d-1}(C_1|C_2)) \frac{e^{-t\kappa(S_{d-1}(\mathcal{C}))} - e^{(t\kappa(S_{d-1}(C_1)) + \kappa(S_{d-1}(C_2)))}}{\kappa(S_{d-1}(C_1)) + \kappa(S_{d-1}(C_2)) - \kappa(S_{d-1}(\mathcal{C}))},
\]

provided that \( \kappa(S_{d-1}(C_1)) + \kappa(S_{d-1}(C_2)) - \kappa(S_{d-1}(\mathcal{C})) \neq 0 \). On the other hand, if \( \kappa(S_{d-1}(C_1)) + \kappa(S_{d-1}(C_2)) - \kappa(S_{d-1}(\mathcal{C})) = 0 \), then the computation above shows that

\[
U_t(C) = e^{-t\kappa(S_{d-1}(\mathcal{C}))} + \kappa(S_{d-1}(C_1|C_2)) e^{-(t\kappa(S_{d-1}(C_1)) + \kappa(S_{d-1}(C_2)))}
\]

for \( t \geq 0 \).

Taking the initial tessellation \( T \) to be equal to \( \{S^d\} \), Theorem 3.3 and Theorem 3.5 especially provide a description of the capacity functional \( T_t \) (respectively \( U_t \)) of the random closed set \( Z_t \) on the class of sets consisting of finite unions of pairwise disjoint connected subsets of \( S^d \). We remark that this class of subsets of \( S^d \) is in fact a
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separating class, that is to say, it is rich enough to determine the capacity functional $T_t(C)$ uniquely for all $C \in \mathcal{C}(S^d)$. Indeed, the sets consisting of finite unions of pairwise disjoint connected open subsets of $S^d$ form a base of the standard topology on $S^d$ and so the claim follows from [35, Proposition 1.1.53] (in the statement of this result, $K_0$ should be called a pre-separating class, as is clear from the discussion in [35, Section 1.1.5]).

**Remark 3.7.** Theorem 3.3 and Theorem 3.5 together imply that if $\kappa = \nu_{d-1}$, then the capacity functional $T_t$ of $Z_t$ satisfies $T_t(\varphi C) = T_t(C)$, $C \in \mathcal{C}(S^d)$, for all $\varphi \in \text{SO}(d + 1)$. This again yields the isotropy of $Z_t$, which has already been proved in Lemma 3.1 in a more direct way.

4 Expected spherical curvature measures

In this section we consider the expectation of the sum of all localized spherical intrinsic volumes, where the sum runs over all cells of a splitting tessellation with time parameter $t \geq 0$. Formally, we define for $t \geq 0$, $j \in \{0, \ldots, d\}$ and $A \in \mathcal{B}(S^d)$ the random variables

$$
\Sigma_j(t; A) := \sum_{c \in Y_t} \phi_j(c, A),
$$

where $(Y_t)_{t \geq 0}$ is a splitting tessellation process based on a regular direction distribution $\kappa$ on $S_{d-1}$ and $\phi_0(c, \cdot), \ldots, \phi_d(c, \cdot)$ are the spherical curvature measures of $c \in Y_t$ introduced in Section 2.2. The next theorem provides an exact formula for the expectation of $\Sigma_j(t; A)$. More generally, we will consider the following set-up. Let $h : S^d \to \mathbb{R}$ be bounded and Borel measurable. For a finite Borel measure $\mu$ on $S^d$, we write

$$
\mu(h) := \int_{S^d} h \, d\mu.
$$

In particular, this notation will be applied in writing $\phi_j(c, h)$, $\Sigma_j(t; h)$ and $\mathcal{H}^d(h)$. We notice that $\Sigma_j(t; h)$ reduces to $\Sigma_j(t; A)$ for the special choice $h = 1_A$ with $A \in \mathcal{B}(S^d)$.

**Theorem 4.1.** Let $t \geq 0$ and $j \in \{0, \ldots, d\}$. If $\kappa = \nu_{d-1}$, then

$$
\mathbb{E}\Sigma_j(t; h) = \frac{\beta_d}{(d-j)!} \mathcal{H}^d(h),
$$

where $h : S^d \to \mathbb{R}$ is bounded and measurable. For $j = d$ the result holds for a general regular direction distribution $\kappa$.

**Proof.** The case $j = d$ is obviously true for a general regular direction distribution $\kappa$. Hence, let $j \in \{0, \ldots, d-1\}$ and $A \in \mathcal{B}(S^d)$. Using that $V_j(S^d) = \phi_j(S^d, \cdot) = 0$ for $j \in \{0, \ldots, d-1\}$ and the martingale property stated in Proposition 2.12, with the bounded and measurable functional $\phi(c) = \phi_j(c, h)$, $c \in P^d$, we see that the random process

$$
\Sigma_j(t; h) - \int_0^t \sum_{c \in Y_s} \int_{S_{d-1}[c]} [\phi_j(c \cap S^+, h) + \phi_j(c \cap S^-, h) - \phi_j(c, h)] \kappa(dS) \, ds, \quad t \geq 0, \quad (4.1)
$$

is a $\mathcal{Y}$-martingale (that is, a martingale with respect to the filtration induced by the splitting process $(Y_t)_{t \geq 0}$). The valuation property (2.5) of the localized spherical intrinsic volumes yields that

$$
\phi_j(c \cap S^+, h) + \phi_j(c \cap S^-, h) - \phi_j(c, h) = \phi_j((c \cap S^+) \cap (c \cap S^-), h) = \phi_j(c \cap S, h).
$$

Thus, taking expectations in (4.1), we deduce that

$$
\mathbb{E}\Sigma_j(t; h) = \mathbb{E} \int_0^t \sum_{c \in Y_s} \int_{S_{d-1}[c]} \phi_j(c \cap S, h) \kappa(dS) \, ds. \quad (4.2)
$$
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While (4.2) holds for a general regular direction distribution $\kappa$, the subsequent application of the Crofton formula requires that we specify $\kappa = \nu_{d-1}$. Then, an application of the local spherical Crofton formula (2.7) yields

$$E_\Sigma_j(t; h) = E \int_0^t \sum_{c \in Y_s} \phi_j+1(c, h) \, ds = E \int_0^t \Sigma_{j+1}(s; h) \, ds.$$  

Continuing this recursion we eventually reach the functional $\Sigma_d$, and using Fubini’s theorem, we arrive at

$$E_\Sigma_j(t; h) = \int_0^t \int_0^{s_{j}} \cdots \int_0^{s_{d-j}} E_\Sigma_d(s_{d-j}; h) \, ds_{d-j} \cdots ds_1.$$  

Thus it remains to compute $E_\Sigma_d(s; h)$. However, with probability one,

$$\Sigma_d(s; h) = \sum_{c \in Y_s} \phi_d(c, h) = \sum_{c \in Y_s} H^d(h1_c) \beta_d = \frac{H^d(h)}{\beta_d},$$

since $Y_s$ is almost surely a tessellation for each $s$. This immediately implies that

$$E_\Sigma_j(t; h) = \frac{H^d(h)}{\beta_d} \int_0^t \int_0^{s_{j}} \cdots \int_0^{s_{d-j}} ds_{d-j} \cdots ds_1 = \frac{(d-j)!}{(d-j)!} \frac{H^d(h)}{\beta_d},$$

which completes the proof. \qed

For $j \in \{d-1, d\}$, the preceding theorem has an extension to general regular direction distributions. This has already been remarked for $j = d$ in Theorem 4.1. To treat the case $j = d - 1$, for a regular probability measure $\kappa$ on $S_{d-1}$ and a bounded measurable function $h : S^d \to \mathbb{R}$, we define

$$\pi(h) := \frac{1}{\beta_{d-1}} \int_{S_{d-1}} \int_S h(u) \mathcal{H}^{d-1}(d u) \kappa(d S). \tag{4.3}$$

Since

$$\frac{1}{\beta_{d-1}} \int_{S_{d-1}} \int_S h(u) \mathcal{H}^{d-1}(d u) \nu_{d-1}(d S) = \frac{1}{\beta_d} \int_{S^d} h(u) \mathcal{H}^d(d u), \tag{4.4}$$

as both sides of the equation define rotation invariant probability measures on $S^d$, we obtain $
abla \pi^{-1} = \beta_{d-1}^{-1} \mathcal{H}^d$, which shows that the following theorem is consistent with Theorem 4.1 if $j = d - 1$.

**Theorem 4.2.** If $\kappa$ is a regular direction distribution, and $h : S^d \to \mathbb{R}$ is bounded and measurable, then $E_\Sigma_{d-1}(t; h) = t \pi(h)$ for $t \geq 0$.

**Proof.** By (4.2), we have

$$E_\Sigma_{d-1}(t; h) = E \int_0^t \sum_{c \in Y_s} \int_{S_{d-1}[c]} \phi_{d-1}(c \cap S, h) \kappa(d S) \, ds.$$  

Since $\kappa(\{S \in S_{d-1} : S \cap c \neq 0, S \cap \text{int}(c) = \emptyset\}) = 0$ for $c \in \Pi^d$, by Lemma 2.2, the integration over $S_{d-1}[c]$, for all $c \in Y_s$ (for each $s$ and each realization of $Y_s$), can be extended over the larger domain $S_{d-1}$ without changing the integral, and then integration and summation can be interchanged. Using again Lemma 2.2, it follows that for $\kappa$-almost all $S \in S_{d-1}$, $S \cap c = 0$ or $S \cap \text{int}(c) \neq 0$, so that the non-empty sets $S \cap c, c \in Y_s$, partition $S$ in the sense that for any two such sets the intersection has $\mathcal{H}^{d-1}$-measure zero. Hence,  

$$\int_{S_{d-1}} \sum_{c \in Y_s} \phi_{d-1}(c \cap S, h) \kappa(d S) = \int_{S_{d-1}} \sum_{c \in Y_s} \frac{1}{\beta_{d-1}} \int_{c \cap S} h(u) \mathcal{H}^{d-1}(d u) \kappa(d S) \phi_{d-1}(c \cap S, h) \kappa(d S) \, ds$$

$$= \frac{1}{\beta_{d-1}} \int_{S_{d-1}} \int_S h(u) \mathcal{H}^{d-1}(d u) \kappa(d S) = \pi(h). \tag{4.5}$$
Combining these arguments, we finally obtain
\[ E \Sigma_{d-1}(t; h) = \frac{1}{\beta_d - 1} \int_0^t \int_{S_{d-1}} \int_S h(u) \mathcal{H}^{d-1}(du) \mathcal{K}(dS) \, ds = t \pi(h), \]
which proves the assertion. \( \square \)

A quantity of particular interest is the total \((d - 1)\)-dimensional Hausdorff measure of all great hyperspherical pieces that have been constructed by the splitting process up to time \(t\) within a set \(A \in \mathcal{B}(S^d)\). Formally, we define
\[ \mathcal{H}^{d-1}(t; A) := \frac{1}{2} \sum_{c \in Y_t} \mathcal{H}^{d-1}(\partial c \cap A) = \mathcal{H}^{d-1}(Z_t \cap A), \tag{4.6} \]
where we recall from (3.1) that \(Z_t\) is the random closed set induced by the splitting tessellation \(Y_t\) which is based on a regular direction distribution \(\kappa\). Using Theorem 4.2, we can easily compute the expectation of \(\mathcal{H}^{d-1}(t; A)\). More generally, we compute the expected \(h\)-weighted total Hausdorff measure of \(Z_t\).

**Corollary 4.3.** Let \(\kappa\) be a regular direction distribution and \(t \geq 0\). Let \(h : S^d \to \mathbb{R}\) be bounded and measurable. Then
\[ E \mathcal{H}^{d-1}(t; h) = t \beta_{d-1} \pi(h) = t \int_{S_{d-1}} \int_S h(u) \mathcal{H}^{d-1}(du) \mathcal{K}(dS). \]
In particular, 
\[ E \mathcal{H}^{d-1}(Z_t) = \beta_{d-1} t \quad \text{for} \quad t \geq 0. \]
If \(\kappa = \nu_{d-1}\), then
\[ E \mathcal{H}^{d-1}(t; h) = \frac{\beta_{d-1}}{\beta_d} \mathcal{H}^d(h) t. \]

**Proof.** Relations (2.6) and (4.6) imply that
\[ \mathcal{H}^{d-1}(t; \cdot) = (\mathcal{H}^{d-1} \cdot Z_t)(\cdot) = \beta_{d-1} \Sigma_{d-1}(t; \cdot). \tag{4.7} \]
In particular, we get 
\[ E \mathcal{H}^{d-1}(t; h) = \beta_{d-1} E \Sigma_{d-1}(t; h). \]
Hence the assertion follows from Theorems 4.1 and 4.2. \( \square \)

First-order properties, that is expectations, of Euclidean intrinsic volumes associated with STIT-tessellation in a bounded window in \(\mathbb{R}^d\) have been studied in \([50, 51]\). While [50] treats the planar case, but general direction distributions, the paper [51] is restricted to translation and rotation invariant direction distributions in general dimensions. The more general case of localized intrinsic volumes has not been investigated in the Euclidean setting. A comparison of these results with Theorems 4.1 and 4.2 and Corollary 4.3 shows that – up to dimension dependent constants (see Remark 2.10) – the results for STIT-tessellations in \(\mathbb{R}^d\) and splitting tessellations of \(S^d\) are the same. This means that first-order properties are not sensitive enough to ‘feel’ the curvature of the underlying space. This will change with the analysis of second-order parameters in the next section.

## 5 Variances and covariances

After having investigated the expectation of the functionals \(\Sigma_i(t; h)\), for \(t \geq 0\) and a bounded measurable function \(h : S^d \to \mathbb{R}\), our next goal is to analyse their variances as well as the covariances of \(\Sigma_i(t; h)\) and \(\Sigma_j(t; h)\) for \(i \neq j\). We shall start with \(\Sigma_{d-1}(t; h)\) and then turn to the general case.
5.1 A spherical integral-geometric transformation formula

As described above, our goal is to establish a formula for the variance of \( \Sigma_{d-1}(t; h) \) for regular direction distributions \( \kappa \) on \( S_{d-1} \). In the special case \( \kappa = \nu_{d-1} \), the result has a simpler form, which is due to the following spherical integral-geometric transformation formula of Blaschke-Petkantschin type. In principle, such a result could be derived from the very general kinematic formulas in [2, 57] that have been obtained using tools from geometric measure theory. However, we prefer to give an elementary and direct proof, which is based on the linear Blaschke-Petkantschin formula in Euclidean spaces (for which an elementary proof is available).

**Proposition 5.1.** Let \( d \geq 2 \). If \( g : S^d \times S^d \rightarrow [0, \infty] \) is measurable, then

\[
\int_{S_{d-1}} \int_S \int_S g(x,y) \mathcal{H}^{d-1}(dx) \mathcal{H}^{d-1}(dy) \nu_{d-1}(dS) = \frac{\beta_{d-2}}{\beta_d} \int_{S^d} \int_{S^d} g(x,y) \sin(\ell(x,y))^{-1} \mathcal{H}^d(dx) \mathcal{H}^d(dy).
\]  

**(5.1)**

**Remark 5.2.** Observe that the integrals on both sides of (5.1) are well defined, but possibly they are both infinite. However, since the left-hand side is finite if \( g \) is bounded, the same is true for the integral on the right-hand side (in spite of the unbounded integrand \( \sin(\ell(x,y))^{-1} \), which remains undefined on a set of measure zero).

We prepare the proof of Proposition 5.1 with the following spherical version of the linear Blaschke-Petkantschin formula. For \( d \)-fold integrals over \( S^d \) this has been proved in [5, Lemma 3.2] by similar arguments. In what follows, \( G(d + 1, q) \) denotes the space of \( q \)-dimensional linear subspaces of \( \mathbb{R}^{d+1} \) together with the rotation invariant Haar probability measure whose infinitesimal element is simply denoted by \( dL \). Moreover, \( \nabla_q(x_1, \ldots, x_q) \) stands for the \( q \)-volume of the parallelepiped spanned by \( q \) vectors \( x_1, \ldots, x_q \in \mathbb{R}^{d+1} \).

**Lemma 5.3.** Fix \( q \in \{1, \ldots, d\} \). If \( f : (S^d)^q \rightarrow [0, \infty] \) is measurable, then

\[
\int_{(S^d)^q} f(u_1, \ldots, u_q) \mathcal{H}^d(d(u_1, \ldots, u_q)) = \frac{\beta_{d+1-q} \cdots \beta_d}{\beta_0 \cdots \beta_q} \int_{G(d+1, q)} \int_{(L^q S^d)^q} f(u_1, \ldots, u_q) \times \nabla_q(u_1, \ldots, u_q)^{d-q+1} \mathcal{H}^{q(q-1)}(d(u_1, \ldots, u_q)) dL.
\]

**Proof.** We use the linear Blaschke-Petkantschin formula in \( \mathbb{R}^{d+1} \) from [49, Theorem 7.2.1] with \( d \) replaced by \( d + 1 \) there. In our notation it says that

\[
\int_{(\mathbb{R}^{d+1})^q} g(x_1, \ldots, x_q) \mathcal{H}^{q(d+1)}(d(x_1, \ldots, x_q)) = \frac{\beta_{d+1-q} \cdots \beta_d}{\beta_0 \cdots \beta_q} \int_{G(d+1, q)} \int_{L^q} g(x_1, \ldots, x_q) \times \nabla_q(x_1, \ldots, x_q)^{d-q+1} \mathcal{H}^{q^2}(d(x_1, \ldots, x_q)) dL.
\]  

**(5.2)**

whenever \( g : (\mathbb{R}^{d+1})^q \rightarrow [0, \infty] \) is measurable. Let \( h_1, \ldots, h_q : [0, \infty) \rightarrow [0, \infty) \) be measurable functions which satisfy

\[
\int_0^\infty h_j(r) r^d dr = 1, \quad j \in \{1, \ldots, q\}.
\]
and let \( f : (S^d)^q \to [0, \infty) \) be measurable. Now, apply (5.2) to
\[
g(x_1, \ldots, x_q) = f \left( \frac{x_1}{\|x_1\|}, \ldots, \frac{x_q}{\|x_q\|} \right) \prod_{j=1}^q h_j(\|x_j\|), \quad x_1, \ldots, x_q \in \mathbb{R}^{d+1} \setminus \{o\},
\]
and if \( x_i = o \) for some \( i \in \{1, \ldots, q\} \), then we define \( g \) as zero (say). By our assumption on \( h_1, \ldots, h_q \) and using spherical coordinates in \( \mathbb{R}^{d+1} \) and \( L \in G(d+1, q) \), respectively, for the left-hand side of (5.2) we get
\[
\int_{(R^{d+1})^q} g(x_1, \ldots, x_q) H^{d+1}(d(x_1, \ldots, x_q)) = \int_{(S^d)^q} f(u_1, \ldots, u_q) \left[ \int_{(0, \infty)^q} h_j(s_j) s_j^d H^d(d(s_1, \ldots, s_q)) \right] H^d(d(u_1, \ldots, u_q)) = \int_{(S^d)^q} f(u_1, \ldots, u_q) H^d(d(u_1, \ldots, u_q)),
\]
while for the right-hand side we obtain
\[
\frac{\beta_{d+1-q} \cdots \beta_d}{\beta_0 \cdots \beta_q-1} \int_{G(d+1, q)} \int_{L^q} g(x_1, \ldots, x_q) \nabla_q(x_1, \ldots, x_q)^{d+q} \nabla_q(x_1, \ldots, x_q)^{d+q} H^{d+1}(d(x_1, \ldots, x_q)) dL
\]
\[
= \frac{\beta_{d+1-q} \cdots \beta_d}{\beta_0 \cdots \beta_q-1} \int_{G(d+1, q)} \int_{(L S^d)^q} \int_{(0, \infty)^q} f(u_1, \ldots, u_q) \prod_{j=1}^q h_j(s_j) s_j^{d+q-1}
\]
\[
\times \nabla_q(s_1 u_1, \ldots, s_q u_q)^{d-q+1} H^d(d(s_1, \ldots, s_q)) H^d(d(s_1, \ldots, s_q)) dL
\]
\[
= \frac{\beta_{d+1-q} \cdots \beta_d}{\beta_0 \cdots \beta_q-1} \int_{G(d+1, q)} \int_{(L S^d)^q} \int_{(0, \infty)^q} f(u_1, \ldots, u_q) \prod_{j=1}^q h_j(s_j) s_j^{d+q-1}
\]
\[
\times \left[ \int_{(0, \infty)^q} \prod_{j=1}^q h_j(s_j) s_j^{d+q-1} H^d(d(s_1, \ldots, s_q)) \right] H^d(d(u_1, \ldots, u_q)) dL
\]
\[
= \frac{\beta_{d+1-q} \cdots \beta_d}{\beta_0 \cdots \beta_q-1} \int_{G(d+1, q)} \int_{(L S^d)^q} \int_{(0, \infty)^q} f(u_1, \ldots, u_q) \nabla_q(u_1, \ldots, u_q)^{d-q+1} H^d(d(u_1, \ldots, u_q)) dL,
\]
since \( \nabla_q(s_1 u_1, \ldots, s_q u_q) = s_1 \cdots s_q \nabla_q(u_1, \ldots, u_q) \). This proves the formula. \( \square \)

**Proof of Proposition 5.1.** To derive (5.1), we apply the spherical Blaschke-Petkantschin formula from Lemma 5.3 with \( q = 2 \) to the function
\[
f(x, y) := \sin(\ell(x, y))^k g(x, y),
\]
where \( g : S^d \times S^d \to [0, \infty] \) is measurable and \( k \geq -d+1 \). Since \( S^d \cap L \) is an element of \( S_1 \), this gives
\[
\int_{S^d} \int_{S^d} g(x, y) \sin(\ell(x, y))^k H^d(dx) H^d(dy)
\]
\[
= \frac{\beta_d \beta_{d-1}}{4\pi} \int_{S_1} \int_T \int_T g(x, y) \sin(\ell(x, y))^{d+k-1} H^1(dx) H^1(dy) \nu_1(dT), \tag{5.3}
\]
since \( \nabla_2(x, y) = \sin(\ell(x, y)) \). Especially for \( k = -1 \) we find that
\[
\int_{S^d} \int_{S^d} g(x, y) \sin(\ell(x, y))^{-1} H^d(dx) H^d(dy)
\]
\[
= \frac{\beta_d \beta_{d-1}}{4\pi} \int_{S_1} \int_T \int_T g(x, y) \sin(\ell(x, y))^{d-2} H^1(dx) H^1(dy) \nu_1(dT). \tag{5.4}
\]
We now apply (5.3) once again, but this time with $S^d$ replaced by some fixed great hypersphere $S \subset S^d$. This gives
\[
\int_S \int_S g(x, y) \mathcal{H}^{d-1}(dx) \mathcal{H}^{d-1}(dy) = \frac{\beta_d-2}{4\pi} \int_{S^1[S]} \int_T \int_T g(x, y) \sin(\ell(x, y))^{d-2} \mathcal{H}^1(dx) \mathcal{H}^1(dy) \nu^S_T(dT),
\]
where $S^1[S]$ denotes the set of all elements $T \in S^1$ satisfying $T \subset S$ and $\nu^S_T$ is the corresponding invariant Haar probability measure. Note that for $d = 2$ this holds trivially and for $d \geq 3$ we have $d - 1 \geq 2$ so that (5.3) can indeed be applied. Integrating over all $S \subset S^d$, we thus get
\[
\int_{S^d} \int_S \int_S g(x, y) \mathcal{H}^{d-1}(dx) \mathcal{H}^{d-1}(dy) \nu_{d-1}(dS)
= \frac{\beta_d-2}{4\pi} \int_{S^d} \int_{S^1[S]} \int_T \int_T g(x, y) \times \sin(\ell(x, y))^{d-2} \mathcal{H}^1(dx) \mathcal{H}^1(dy) \nu^S_T(dT) \nu_{d-1}(dS)
= \frac{\beta_d-2}{4\pi} \int_{S^1[S]} \int_T \int_T g(x, y) \sin(\ell(x, y))^{d-2} \mathcal{H}^1(dx) \mathcal{H}^1(dy) \nu_{d-1}(dS), \tag{5.5}
\]
where we used the relation
\[
\int_{S^d} \int_S f(T) \nu^S_T(dT) \nu_{d-1}(dS) = \int_{S^1[S]} \int_T f(T) \nu_{d-1}(dT),
\]
valid for measurable functions $f : S^1 \to [0, \infty]$, which follows from [49, Theorem 7.1.1]. A comparison of (5.4) with (5.5) finally yields the spherical Blaschke-Petkantschin-type identity
\[
\int_{S^d} \int_S \int_S g(x, y) \mathcal{H}^{d-1}(dx) \mathcal{H}^{d-1}(dy) \nu_{d-1}(dS)
= \frac{\beta_d-2}{\beta_d} \int_{S^d} \int_{S^d} g(x, y) \sin(\ell(x, y))^{-1} \mathcal{H}^d(dx) \mathcal{H}^d(dy),
\]
which completes the proof. \(\square\)

5.2 The variance of the cell surface measure

After the integral-geometric preparations presented in the previous section, we are now in the position to derive a formula for the variance of the cell surface measure $\Sigma_{d-1}(t; h)$, and thus especially for the total $h$-weighted Hausdorff measure $\mathcal{H}^{d-1}(t; h)$, of a splitting tessellation $Y_t$ with regular direction distribution $\kappa$ on $S_{d-1}$. The following result is the spherical counterpart of [52, Theorem 5.1] (derived there under the assumption of stationarity and isotropy). We replace the bounded observation window and the Euclidean distance in [52] by the unit sphere and the geodesic distance on $S^d$, respectively. Comparing [52, Theorem 5.1] with Theorem 5.4 below for $\kappa = \nu_{d-1}$, we first observe that different constants are due to different normalizations of underlying integral-geometric formulas. However, instead of the numerator $||x - y||^2$, which appears in the integral representation in the corresponding Euclidean formula, the result below involves the expression $\ell(x, y) \sin(\ell(x, y))$. The subsequent proof will show that this is due to the application of the spherical integral-geometric transformation formula in Proposition 5.1. In addition, we obtain a more general version for general direction distributions $\kappa$. To state the general result, we define $\kappa(x, y) := \kappa(S_{d-1} \{xy\})$ for $x, y \in S^d$. 
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**Theorem 5.4.** Let $h : S^d \to \mathbb{R}$ be bounded and measurable, and let $t \geq 0$. If $\kappa$ is a regular direction distribution, then

$$
\text{Var} \Sigma_{d-1}(t; h) = \frac{1}{\beta_{d-1}^2} \int_{S^d} \int_S \int_S \frac{1 - \exp(-\kappa(x, y)t)}{\kappa(x, y)}
\times h(x)h(y)\mathcal{H}^{d-1}(dx)\mathcal{H}^{d-1}(dy)\kappa(dS) < \infty.
$$

In particular, $\text{Var} \mathcal{H}^{d-1}(t; h) = \beta_{d-1}^2 \text{Var} \Sigma_{d-1}(t; h)$.

If $\kappa = \nu_d$, then

$$
\text{Var} \Sigma_{d-1}(t; h) = \frac{\pi \beta_{d-2}}{\beta_d \beta_{d-1}} \int_{S^d} \int_S \int_S \frac{1 - \exp\left(-\frac{1}{\pi}f(x, y)t\right)}{f(x, y)\sin(f(x, y))}
\times h(x)h(y)\mathcal{H}^d(dx)\mathcal{H}^d(dy) < \infty.
$$

**Proof.** We define

$$
\bar{\Sigma}_{d-1}(t; h) := \Sigma_{d-1}(t; h) - \mathbb{E}\Sigma_{d-1}(t; h) = \sum_{c \in Y_t} \phi_{d-1}(c, h) - t\bar{\pi}(h),
$$

where Theorem 4.2 was used. For $T \in T^d$ and $t \geq 0$ we put

$$
g_h(T, t) := \left( \sum_{c \in T} \phi_{d-1}(c, h) - t\bar{\pi}(h) \right)^2
$$

so that $\bar{\Sigma}_{d-1}(t; h)^2 = g_h(Y_t, t)$ and $g_h(Y_0, 0) = 0$. We have

$$
\frac{\partial g_h}{\partial s}(T, s) = -2 \left( \sum_{c \in T} \phi_{d-1}(c, h) - s\bar{\pi}(h) \right)\bar{\pi}(h),
$$

hence

$$
\frac{\partial g_h}{\partial s}(\cdot, s)(Y_s) = -2\bar{\Sigma}_{d-1}(s; h)\bar{\pi}(h).
$$

Now, Corollary 2.18 with $h(t) = \bar{\pi}(h)t$ shows that

$$
\bar{\Sigma}_{d-1}(t; h)^2 - 0 = \int_0^t \left\{ \sum_{c \in Y_s} \int_{S_{d-1}[c]} \left[ \left( \sum_{c \in Y_s \setminus \{c\}} \phi_{d-1}(\bar{c}, h) - s\bar{\pi}(h) \right)^2
\right. \right.
- \left( \sum_{c \in Y_s} \phi_{d-1}(\bar{c}, h) - s\bar{\pi}(h) \right)^2 \right\}\kappa(dS)
\left. \right\} ds,
$$

is a $\mathcal{Y}$-martingale. The expression in brackets $[\ldots]$ inside the integral equals

$$
\left( \bar{\Sigma}_{d-1}(s; h) + \phi_{d-1}(c \cap S^+, h) + \phi_{d-1}(c \cap S^-, h) - \phi_{d-1}(c, h) \right)^2
- \bar{\Sigma}_{d-1}(s; h)^2
= \left( \bar{\Sigma}_{d-1}(s; h) + \phi_{d-1}(c \cap S, h) \right)^2
- \bar{\Sigma}_{d-1}(s; h)^2
= \phi_{d-1}(c \cap S, h)^2 + 2\phi_{d-1}(c \cap S, h)\bar{\Sigma}_{d-1}(s; h),
$$

where the valuation property (2.5) of $\phi_{d-1}$ is used for the first equality. Using (4.5) (as before, the integration over $S_{d-1}[c]$ can be replaced by an integration over $S_{d-1}$ without changing the integral), we get

$$
\sum_{c \in Y_s} \int_{S_{d-1}} \phi_{d-1}(c \cap S, h)\kappa(dS) = \bar{\pi}(h).
$$
and conclude that the random process

$$\Sigma_{d-1}(t; h)^2 - \int_0^t \sum_{c \in Y_s} \int_{S_{d-1}} \phi_{d-1}(c \cap S, h)^2 \kappa(dS) \, ds, \quad t \geq 0, \quad (5.6)$$

is a $\mathcal{Y}$-martingale. Taking expectations in (5.6) yields that

$$\text{Var} \Sigma_{d-1}(t; h) = \int_0^t \mathbb{E} \sum_{c \in Y_s} \int_{S_{d-1}} \phi_{d-1}(c \cap S, h)^2 \kappa(dS) \, ds. \quad (5.7)$$

For $c \in Y_s$, it follows from Lemma 2.2 that for $\kappa$-almost all $S \in S_{d-1}$ with $S \cap c \neq \emptyset$, we have $\mathcal{H}^{d-1}(\partial c \cap S) = 0$. Using this fact and applying (2.4) together with Fubini’s theorem, we get

$$\text{Var} \Sigma_{d-1}(t; h) = \int_0^t \mathbb{E} \sum_{c \in Y_s} \int_{S_{d-1}} \frac{1}{\beta_{d-1}} \int_S \int_S 1(x, y \in \text{int}(c))$$

$$\times h(x)h(y) \mathcal{H}^{d-1}(dx) \mathcal{H}^{d-1}(dy) \kappa(dS) \, ds = \frac{1}{\beta_{d-1}} \int_0^t \int_{S_{d-1}} \int_S \int_S \mathbb{E} \sum_{c \in Y_s} 1(x, y \in \text{int}(c), S \cap c \neq \emptyset)$$

$$\times h(x)h(y) \mathcal{H}^{d-1}(dx) \mathcal{H}^{d-1}(dy) \kappa(dS) \, ds = \frac{1}{\beta_{d-1}} \int_0^t \int_{S_{d-1}} \int_S \int_S \mathbb{P}(\overline{x y} \cap Z_s = \emptyset)$$

$$\times h(x)h(y) \mathcal{H}^{d-1}(dx) \mathcal{H}^{d-1}(dy) \kappa(dS) \, ds,$$

where $Z_s$ is the random closed set induced by the random tessellation $Y_s$ (see (3.1)). By Theorem 3.3, we have $\mathbb{P}(\overline{x y} \cap Z_s = \emptyset) = \exp(-\kappa(x, y)s)$, and hence

$$\text{Var} \Sigma_{d-1}(t; h) = \frac{1}{\beta_{d-1}} \int_0^t \int_{S_{d-1}} \int_S \int_S \exp(-\kappa(x, y)s)$$

$$\times h(x)h(y) \mathcal{H}^{d-1}(dx) \mathcal{H}^{d-1}(dy) \kappa(dS) \, ds.$$

Using Fubini’s theorem and carrying out the integration with respect to $s$, we obtain the first part of the theorem.

The second relation easily follows from the first one and from (4.7).

Now we assume that $\kappa = \nu_{d-1}$. Then (2.3) shows that $\kappa(x, y) = \ell(x, y)/\pi$. Thus we obtain

$$\text{Var} \Sigma_{d-1}(t; h) = \frac{\pi}{\beta_{d-1}} \int_{S_{d-1}} \int_S \int_S \frac{1 - \exp(-\frac{1}{2}\ell(x, y)t)}{\ell(x, y)}$$

$$\times h(x)h(y) \mathcal{H}^{d-1}(dx) \mathcal{H}^{d-1}(dy) \nu_{d-1}(dS).$$

Note that the right-hand side is finite for non-negative and bounded functions $h$. This implies the integrability needed for applying Fubini’s theorem in the preceding argument. This expression is now transformed by means of (5.1), which shows that

$$\text{Var} \Sigma_{d-1}(t; h) = \frac{\pi\beta_{d-2}}{\beta_{d-1}} \int_{S_d} \int_S \frac{1 - \exp(-\frac{1}{2}\ell(x, y)t)}{\ell(x, y)\sin(\ell(x, y))} \times h(x)h(y) \mathcal{H}^d(dx) \mathcal{H}^d(dy)$$

and completes the proof of the theorem. \hfill \Box
As a simple consequence, we get the following corollary, which will be used subsequently.

**Corollary 5.5.** Let \( t \geq 0 \), and let \( h_1, h_2 : S^d \to \mathbb{R} \) be bounded and measurable. Suppose that \( \kappa \) is a regular direction distribution. Then

\[
\text{Cov}(\Sigma_{d-1}(t; h_1), \Sigma_{d-1}(t; h_2)) = \frac{1}{\beta_d^2 - 1} \int_{S^{d-1}} \int_{S^d} \frac{1 - \exp\left(-\frac{1}{2} \ell(x, y) t\right)}{\kappa(x, y)} h_1(x) h_2(y) \mathcal{H}^{d-1}(dx) \mathcal{H}^{d-1}(dy) \kappa(dS) < \infty .
\]

In particular, \( \text{Cov}(\mathcal{H}^{d-1}(t; h_1), \mathcal{H}^{d-1}(t; h_2)) = \frac{\beta_d^2}{\beta_d - 1} \text{Cov}(\Sigma_{d-1}(t; h_1), \Sigma_{d-1}(t; h_2)) \).

If \( \kappa = \nu_{d-1} \), then

\[
\text{Cov}(\Sigma_{d-1}(t; h_1), \Sigma_{d-1}(t; h_2)) = \pi \frac{\beta_d^2 - 1}{\beta_d^2} \int_{S^d} \int_{S^d} \frac{1 - \exp\left(-\frac{1}{2} \ell(x, y) t\right)}{\ell(x, y) \sin(\ell(x, y))} h_1(x) h_2(y) \mathcal{H}^d(dx) \mathcal{H}^d(dy) < \infty .
\]

**Proof.** We apply Theorem 5.4 with \( h = h_1 + h_2, h = h_1 \) and \( h = h_2 \), observe that \( \Sigma_{d-1}(t; h) = \Sigma_{d-1}(t; h_1) + \Sigma_{d-1}(t; h_2) \) so that

\[
\text{Var} \Sigma_{d-1}(t; h_1 + h_2) = \text{Var} \Sigma_{d-1}(t; h_1) + \text{Var} \Sigma_{d-1}(t; h_2) + 2 \text{Cov}(\Sigma_{d-1}(t; h_1), \Sigma_{d-1}(t; h_2))
\]

and then expand also \((h_1 + h_2)^2\) on the left-hand side. \( \square \)

**Remark 5.6.** For \( \kappa = \nu_{d-1} \), Theorem 5.4 and Corollary 5.5 can be reformulated by introducing a spherical analogue of the isotropized set-covariance function of the observation window which was used in the Euclidean setting in [52, Theorem 5.1]. Let \( g : S^d \times S^d \to [0, \infty] \) be measurable. For \( x, e \in S^d \) we then define

\[
\gamma(g; x, e) := \int_{SO(d+1)} g(\varphi x, \varphi e) \nu(d\varphi) .
\]

Fix \( e \in S^d \). Then, for a measurable function \( f : [0, \pi] \to [0, \infty] \), applying the invariance properties of \( \ell \) and of the spherical Hausdorff measure and Fubini’s theorem, we get

\[
\int_{S^d} \int_{S^d} f(\ell(x, y)) g(x, y) \mathcal{H}^d(dy) \mathcal{H}^d(dx)
\]

\[
= \beta_d \int_{SO(d+1)} \int_{S^d} f(\ell(x, e)) g(x, e) \mathcal{H}^d(dx) \nu(d\varphi)
\]

\[
= \beta_d \int_{SO(d+1)} \int_{S^d} f(\ell(x, e)) g(x, e) \mathcal{H}^d(dx) \nu(d\varphi)
\]

\[
= \beta_d \int_{S^d} f(\ell(x, e)) \int_{SO(d+1)} g(x, e) \nu(d\varphi) \mathcal{H}^d(dx)
\]

\[
= \beta_d \int_{S^d} f(\ell(x, e)) \gamma(g; x, e) \mathcal{H}^d(dx)
\]

\[
= \beta_d \int_{S^d \cap e \perp} \int_0^\pi f(\ell(\varphi)) \gamma(g; \cos(\varphi) e + \sin(\varphi) u, e)(\sin \varphi)^{d-1} d\varphi \mathcal{H}^{d-1}(du) ,
\]

where we used that the transformation \((S^d \cap e \perp) \times (0, \pi) \to S^d, (u, \varphi) \mapsto \cos(\varphi) e + \sin(\varphi) u\) has the Jacobian \((\sin \varphi)^{d-1}\). In the special case \( g \equiv 1 \), we have \( \gamma(g; x, e) = 1 \) for \( x, e \in S^d \), hence the formulas simplify further.
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Figure 3: The variance \( \text{Var} \mathcal{H}^{d-1}(Z_t) \) of the total surface area of all cells of the splitting tessellation \( Y_t \) as a function of \( d \) for \( d \in \{2, 3, \ldots, 20\} \).

**Example 5.7.** To illustrate Theorem 5.4, we discuss the special case \( \kappa = \nu_{d-1} \) and \( g \equiv 1 \). Fix \( e \in S^d \) arbitrarily. Using Remark 5.6, we obtain

\[
\text{Var} \mathcal{H}^{d-1}(Z_t) = \pi \beta_{d-2} \int_{S^d} \left(1 - \exp \left(-\frac{1}{t} \ell(x,e)e\right)\right) \mathcal{H}^d(dx)
\]

\[
= \pi \beta_{d-2} \int_0^\pi (\sin \varphi)^{d-2} \frac{1 - \exp \left(-\frac{\varphi}{t}\right)}{\varphi} d\varphi
\]

\[
= \frac{(2\pi)^d}{(d-2)!} \int_0^1 \sin(\pi z)^{d-2} \frac{1 - \exp(-zt)}{z} dz
\]

\[
= \frac{(2\pi)^d}{(d-2)!} \sum_{i=0}^\infty (-t)^{i+1} \frac{1}{(i+1)!} \int_0^1 z^i \sin(\pi z)^{d-2} dz.
\]

For \( d = 2 \) and \( t > 0 \), this yields

\[
\text{Var} \mathcal{H}^1(Z_t) = 4\pi^2 \int_0^1 \frac{1 - e^{-iz}}{z} dz = 4\pi^2 \sum_{j=1}^\infty \frac{(-1)^{j-1} j!}{j!} = 4\pi^2 (\gamma + \ln t + E_1(t)),
\]

where \( \gamma \approx 0.5772 \) is the Euler-Mascheroni constant and \( E_1(t) := \int_t^\infty s^{-1} e^{-s} ds \) is the exponential integral (see [40, Chapter 6]). For instance, we thus obtain \( \text{Var} \mathcal{H}^1(Z_t) \approx 4\pi^2 \cdot 0.7566 \approx 31.4485 \). For two functions \( f, g : [0, \infty) \to \mathbb{R} \) let us write \( f(t) \sim g(t) \) whenever \( f(t)/g(t) \to 1 \) as \( t \to \infty \). Using that \( E_1(t) \sim \frac{1}{t} \) by [40, Equation (6.12.1)], we thus conclude for \( d = 2 \) that

\[
\text{Var} \mathcal{H}^1(Z_t) \sim 4\pi^2 \ln t \to \infty, \quad \text{as } t \to \infty.
\]

In contrast, for \( d \geq 3 \) we have

\[
\text{Var} \mathcal{H}^{d-1}(Z_t) \leq \frac{(2\pi)^d}{(d-2)!} \int_0^1 \pi \sin(\pi z)^{d-3} dz < \infty
\]

for any \( t \geq 0 \). On the other hand, for fixed \( t \geq 0 \), \( \text{Var} \mathcal{H}^{d-1}(Z_t) \to 0 \), as \( d \to \infty \), at an exponential rate. Using (5.8) and numerical integration (Mathematica), the numerical values of \( \text{Var} \mathcal{H}^{d-1}(Z_t) \) can be determined for \( d \geq 2 \) and \( t > 0 \), see Figure 3.

As above, let us denote by \( \mathcal{H}^{d-1}(t,h) \), for a bounded and measurable function \( h : S^d \to \mathbb{R} \), the \( h \)-weighted total Hausdorff measure of all great hyperspherical pieces of a
splitting tessellation constructed up to time $t$ with underlying direction distribution $\nu_{d-1}$. Then the random process $\mathcal{H}^{d-1}(t; h) := \mathcal{H}^{d-1}(t; h) - E\mathcal{H}^{d-1}(t; h)$, $t \geq 0$, is a martingale with respect to the natural filtration $\mathcal{Y}$ induced by the splitting tessellation process. Since, by the previous theorem,
\[
\sup_{t \geq 0} E\mathcal{H}^{d-1}(t; h)^2 = \sup_{t \geq 0} \text{Var}\mathcal{H}^{d-1}(t; h) < \infty,
\]
provided that $d \geq 3$, we can apply the martingale convergence theorem [44, Theorem II.3.1] to conclude that there exists a centred and square-integrable random variable $h_Z$ for which
\[
\lim_{t \to \infty} \mathcal{H}^{d-1}(t; h) = h_Z
\]
almost surely and in the $L^2$ sense. Moreover, and again from the previous theorem, it follows that
\[
\text{Var} h_Z = \lim_{t \to \infty} \text{Var} \mathcal{H}^{d-1}(t; h) = \frac{\beta_{d-2}}{\beta_d} \int_{S^d} \int_{S^d} \frac{h(x)h(y)}{\ell(x,y)\sin(\ell(x,y))} \mathcal{H}^{d}(dx) \mathcal{H}^{d}(dy) < \infty,
\]
provided that $d \geq 3$. Note that if $h$ is positive on an open set, then this asymptotic variance is infinite for $d = 2$.

5.3 Further variances and covariances

Our next goal is to compute the variance of $\Sigma_j(t; h)$ and, more generally, the covariances of the functionals $\Sigma_j(t; h_1)$ and $\Sigma_j(t; h_2)$ under the assumption that the direction distribution is $\nu_{d-1}$. In order to present the result, we need to introduce some notation. First, let us define for $f : [0, t] \to \mathbb{R}$ and $n \in \mathbb{N}$ the iterated integral
\[
I^n(f, t) := \int_0^t \int_0^{s_1} \ldots \int_0^{s_{n-1}} f(s_n) \, ds_n \ldots ds_2 ds_1 = \frac{1}{(n-1)!} \int_0^t (t-s)^{n-1} f(s) \, ds,
\]
whenever this is well defined. Moreover, for $i, j \in \{0, \ldots, d-1\}$ we put
\[
A_{i,j}(T; h_1, h_2) := \sum_{c \in T} \int_{S_{d-1} \cap [c]} \phi_i(c \cap S, h_1) \phi_j(c \cap S, h_2) \nu_{d-1}(dS), \quad T \in T^d,
\]
where here and in what follows $h_1, h_2 : S^d \to \mathbb{R}$ are bounded, measurable functions. We are now in the position to present closed formulas for the variances and covariances in terms of iterated integrals of $E A_{i,j}(s; h_1, h_2)$, where $A_{i,j}(s; h_1, h_2) := A_{i,j}(Y_s; h_1, h_2)$. The result is the spherical analogue of [51, Theorem 1].

**Theorem 5.8.** Let $k, \ell \in \{0, \ldots, d-1\}$ and $t \geq 0$. Let $h, h_1, h_2 : S^d \to \mathbb{R}$ be bounded and measurable functions. Suppose that $\kappa = \nu_{d-1}$. Then
\[
\text{Cov}(\Sigma_{d-k-1}(t; h_1), \Sigma_{d-\ell-1}(t; h_2)) = \sum_{m=0}^k \sum_{n=0}^{\ell} \binom{k + \ell - m - n}{k - m} \int_0^t \int_0^t \ldots \int_0^t f^{k+m-n+1}(E A_{d-1- \cdots - 1-n}(\cdots; h_1, h_2), t)
\]
and, in particular,
\[
\text{Var} \Sigma_{d-1-k}(t; h) = \sum_{m,n=0}^k \binom{2k - m - n}{k - m} \int_0^t \int_0^t \ldots \int_0^t f^{2k-m-n+1}(E A_{d-1- \cdots - 1-n}(\cdots; h, h), t).
\]
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Proof. For a tessellation $T \in \mathbb{T}^d$ and $t \geq 0$, we consider the function

$$g(T, t) := \left[ \sum_{c \in T} \phi_i(c, h_1) - \frac{t^{d-i}}{(d-i)!} \frac{\mathcal{H}^d(h_1)}{\beta_d} \right] \left[ \sum_{c \in T} \phi_j(c, h_2) - \frac{t^{d-j}}{(d-j)!} \frac{\mathcal{H}^d(h_2)}{\beta_d} \right],$$

where the dependence of $g$ on $i, j, h_1, h_2$ is not indicated. Recalling that

$$\tilde{\Sigma}_i(t; h) = \Sigma_i(t; h) - \mathbb{E}\Sigma_i(t; h) = \sum_{c \in Y_t} \phi_i(c, h) - \frac{t^{d-i}}{(d-i)!} \frac{\mathcal{H}^d(h)}{\beta_d},$$

we have

$$g(Y_t, t) = \tilde{\Sigma}_i(t; h_1)\tilde{\Sigma}_j(t; h_2) \quad \text{and} \quad g(Y_0, 0) = 0.$$

Furthermore, we get

$$\frac{\partial g}{\partial s}(t, s)(Y_s) = -s^{d-i-1}\frac{\mathcal{H}^d(h_1)}{\beta_d}\tilde{\Sigma}_j(s; h_2) + s^{d-j-1}\frac{\mathcal{H}^d(h_2)}{\beta_d}\tilde{\Sigma}_i(s; h_1).$$

Now, applying Proposition 2.17 with $b_1(t) = \frac{\mathcal{H}^d(h_1)}{\beta_d}t^{d-i}$ and $b_2(t) = \frac{\mathcal{H}^d(h_2)}{\beta_d}t^{d-j}$, the valuation property of the spherical curvature measures $\phi_i, \phi_j$, and the fact that $\tilde{\Sigma}_i(0; h_1) = 0 = \tilde{\Sigma}_j(0; h_2)$, we obtain that

$$\tilde{\Sigma}_i(t; h_1)\tilde{\Sigma}_j(t; h_2) - \int_0^t \sum_{c \in Y_s} \left[ \left( \tilde{\Sigma}_i(s; h_1) + \phi_i(c \cap s, h_1) \right) \left( \tilde{\Sigma}_j(s; h_2) + \phi_j(c \cap s, h_2) \right) 
- \tilde{\Sigma}_i(s; h_1)\tilde{\Sigma}_j(s; h_2) \right] \nu_{d-1}(dS) \, ds
+ \int_0^t s^{d-i-1}\frac{\mathcal{H}^d(h_1)}{\beta_d}\tilde{\Sigma}_j(s; h_2) + s^{d-j-1}\frac{\mathcal{H}^d(h_2)}{\beta_d}\tilde{\Sigma}_i(s; h_1) \, ds
= \tilde{\Sigma}_i(t; h_1)\tilde{\Sigma}_j(t; h_2) - \int_0^t A_{i,j}(s; h_1, h_2) \, ds$$

is a $\mathcal{Y}$-martingale. Using again the Crofton formula (2.7) for the spherical curvature measures, we conclude that

$$\tilde{\Sigma}_i(t; h_1)\tilde{\Sigma}_j(t; h_2) - \int_0^t A_{i,j}(s; h_1, h_2) \, ds
- \int_0^t \left[ \tilde{\Sigma}_i(s; h_1)\tilde{\Sigma}_{j+1}(s; h_2) + \tilde{\Sigma}_{i+1}(s; h_1)\tilde{\Sigma}_j(s; h_2) \right] \, ds$$

is a $\mathcal{Y}$-martingale. Taking expectations yields the recursion formula

$$\text{Cov}(\Sigma_i(t; h_1), \Sigma_j(t; h_2)) = \int_0^t \mathbb{E}A_{i,j}(s; h_1, h_2) \, ds
+ \int_0^t \left[ \text{Cov}(\Sigma_i(s; h_1), \Sigma_{j+1}(s; h_2)) + \text{Cov}(\Sigma_{i+1}(s; h_1), \Sigma_j(s; h_2)) \right] \, ds,$$
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which expresses the covariance of \( \Sigma_i(t; h_1) \) and \( \Sigma_j(t; h_2) \) by means of \( \text{E}A_{i,j}(s; h_1, h_2) \) as well as covariances with one index increased by one. Continuing this recursion, one eventually arrives at covariances formally involving \( \Sigma_d(t; h_i), i \in \{1, 2\} \), which is identically zero. This in turn shows that the recursion terminates after finitely many steps. Arguing now exactly as at the beginning of Section 3.1 of [51], one arrives at the desired formula after a change of variables.

We notice that Theorem 5.8 is related to the variance formula from the previous section. Indeed, putting \( k = 0 \) in the formula for the variance in Theorem 5.8, we get

\[
\text{Var} \Sigma_{d-1}(t; h) = I^1(\text{E}A_{d-1,d-1}(\cdot; h, h), t)
\]

\[
= \int_0^t \text{E} \sum_{c \in Y_1} \int_{S_{d-1}[c]} \phi_{d-1}(c \cap S, h)^2 \nu_{d-1}(dS) \, ds,
\]

which is just Equation (5.7) for \( \kappa = \nu_{d-1} \). A similar remark applies to Corollary 5.5.

Finally in this section we present two examples illustrating how one can use Theorem 5.8 for explicit variance and covariance computations. Recall that in Example 5.7 in the previous section we already computed the variance \( \text{Var} \mathcal{H}^1(Z_1) \) of the Hausdorff measure of cell boundaries induced by an isotropic splitting tessellation on \( S^2 \) (which can be combined with (4.7)). Together with the following two examples, we thus obtain a complete and fully explicit second-order description of the spherical intrinsic volumes of isotropic splitting tessellations on the 2-dimensional unit sphere. This can be regarded a spherical analogue of one of the main results from [50] for STIT tessellations in the plane.

Example 5.9. Our goal is to compute \( \text{Var} \Sigma_0(t) \) with \( \Sigma_0(t) = \sum_{c \in Y_1} V_0(c) \) for an isotropic splitting tessellation \( Y_1 \) with time parameter \( t \) on the 2-dimensional unit sphere \( S^2 \). Using Theorem 5.8 we first obtain the representation

\[
\text{Var} \Sigma_0(t) = 2I^3(\text{E}A_{1,1}(\cdot), t) + 2I^2(\text{E}A_{1,0}(\cdot), t) + I^1(\text{E}A_{0,0}(\cdot), t),
\]

where we use the abbreviation \( A_{i,j}(\cdot) := A_{i,j}(\cdot; 1, 1) \). For a tessellation \( T \in \mathbb{T}^2 \) with \( T \neq \{S^2\} \) we have

\[
A_{0,0}(T) = \sum_{c \in T} \int_{S_1([c])} V_0(c \cap S)^2 \nu_1(dS) = \frac{1}{4} \sum_{c \in T} \nu_1([c])
\]

\[
= \frac{1}{4} \sum_{c \in T} 2V_1(c) = \frac{1}{2} \sum_{c \in T} V_1(c),
\]

where we used that \( V_0(s) = 1/2 \) for any spherical line segment \( s \) to obtain the second equality, and Equation (2.2) for the third equality. This equality also holds if \( T = \{S^2\} \), since \( V_0(S) = 0 \) for \( S \in S_1 \) and \( V_1(S^2) = 0 \) imply that both sides are zero.

Using once more that \( V_0(s) = 1/2 \) for any spherical line segment \( s \) together with the spherical Crofton formula and the fact that \( V_2(c) = \mathcal{H}^2(c)/\beta_2 \), we also obtain, for \( T \in \mathbb{T}^2 \) with \( T \neq \{S^2\} \),

\[
A_{1,0}(T) = \sum_{c \in T} \int_{S_1([c])} V_0(c \cap S)V_1(c \cap S) \nu_1(dS) = \frac{1}{2} \sum_{c \in T} \int_{S_1} V_1(c \cap S) \nu_1(dS)
\]

\[
= \frac{1}{2} \sum_{c \in T} V_2(c) = \frac{1}{2\beta_2} \sum_{c \in T} \mathcal{H}^2(c) = \frac{1}{2},
\]

(5.9)

where we replaced \( S_1([c]) \) by \( S_1 \), which does not change the value of the integral. In addition, we have \( A_{1,0}(T) = 0 \) for \( T = \{S^2\} \), since \( V_0(S) = 0 \) for \( S \in S_1 \).
Finally, we note that
\[ A_{1,1}(T) = \sum_{c \in P} \int_{S_1([c])} V_1(c \cap S)^2 \nu_1(dS) . \]

Now we compute the iterated integrals \( I^1(\mathbf{E}A_{0,0}(\cdot), t) \), \( I^2(\mathbf{E}A_{1,0}(\cdot), t) \) and \( I^3(\mathbf{E}A_{1,1}(\cdot), t) \). Using Theorem 4.1, we obtain
\[ I^1(\mathbf{E}A_{0,0}(\cdot), t) = \frac{1}{2} \int_0^t t \sum_{c \in Y_s} V_1(c) \, ds = \frac{1}{2} \int_0^t s \, ds = \frac{1}{4} t^2 . \]

Moreover,
\[ I^2(\mathbf{E}A_{1,0}(\cdot), t) = \int_0^t (t - s) \left[ \frac{1}{2} \mathbf{P}(Y_s \neq \{ S^2 \}) + 0 \cdot \mathbf{P}(Y_s = \{ S^2 \}) \right] \, ds \]
\[ = \frac{1}{2} \int_0^t (t - s) (1 - e^{-s}) \, ds = \frac{1}{2} \left( 1 - t + \frac{1}{2} t^2 - e^{-t} \right) . \]

To compute \( I^3(\mathbf{E}A_{1,1}(\cdot), t) \) we use the computations already carried out in the proof of Theorem 5.4. Using then also Proposition 5.1 and the transformation explained in Remark 5.6, we obtain
\[ I^3(\mathbf{E}A_{1,1}(\cdot), t) = \frac{1}{2} \int_0^t (t - s)^2 E \sum_{c \in Y_s} V_1(c \cap S)^2 \nu_1(dS) \, ds \]
\[ = \frac{1}{2 \beta^2} \int_0^t (t - s)^2 \int_{S_1} \int_S e^{-\frac{d(x,y)}{z}} \mathcal{H}^1(dx) \mathcal{H}^1(dy) \nu_1(dS) \, ds \]
\[ = \frac{1}{2 \pi} \int_0^t (t - s)^2 \int_0^\pi e^{-\frac{s}{z}} d\varphi \, ds \]
\[ = \frac{1}{2} t^2 \int_0^1 \frac{(1 - z)^2 (1 - e^{-tz})}{z} \, dz . \]

Collecting all contributions, we arrive at
\[ \text{Var} \Sigma_0(t) = t^2 \int_0^1 \frac{(1 - z)^2 (1 - e^{-tz})}{z} \, dz + 1 - t + \frac{3}{4} t^2 - e^{-t} . \]

In terms of the Euler-Mascheroni constant \( \gamma \) and the exponential integral \( E_1 \) (recall their definitions from Example 5.7) this can also be expressed as
\[ \text{Var} \Sigma_0(t) = t^2 \ln t + t^2 \left( \gamma - \frac{3}{4} + E_1(t) \right) + t (1 - e^{-t}) \sim t^2 \ln t . \]

**Example 5.10.** We are now going to determine the covariance \( \text{Cov}(\Sigma_0(t), \Sigma_1(t)) \), where \( \Sigma_j(t) = \sum_{c \in Y_s} V_1(c), j \in \{ 0, 1 \} \), for an isotropic splitting tessellation \( Y_s \) on \( S^2 \). Using the notation introduced in the previous example, Theorem 5.8 yields
\[ \text{Cov}(\Sigma_0(t), \Sigma_1(t)) = I^2(\mathbf{E}A_{1,1}(\cdot), t) + I^1(\mathbf{E}A_{0,1}(\cdot), t) . \]

The iterated integrals can be computed as follows. From (5.9) we first have that
\[ I^1(\mathbf{E}A_{0,1}(\cdot), t) = \frac{1}{2} \int_0^t 1 - e^{-s} \, ds = \frac{1}{2} (t - 1 + e^{-t}) . \]
Next, we compute $I^2(EA_{1,1}(\cdot), t)$ in the same way as in the previous example (using the transformation formulas from Proposition 5.1 and Remark 5.6):

$$
I^2(EA_{1,1}(\cdot), t) = \frac{1}{\mu_1^2} \int_0^t \int_0^t e^{-\frac{(t-s)}{\beta_1^2}x} \mathcal{H}^1(dx) \mathcal{H}^1(dy) \nu_1(dy) ds
$$

$$
= \int_0^t e^{-xs} ds
$$

$$
= \int_0^t \frac{1}{2} (1-e^{-t}) dz.
$$

As a result, we obtain the following explicit covariance formula in terms of the Euler-Mascheroni constant $\gamma$ and the exponential integral $E_1$:

$$
\text{Cov}(\Sigma_0(t), \Sigma_1(t)) = \int_0^1 \frac{(1-z)}{z} \frac{1}{2} (1-e^{-t}) dz + \frac{1}{2} (t - 1 + e^{-1})
$$

$$
= t \ln t + t \left(\gamma - \frac{1}{2} + E_1(t)\right) + \frac{1}{2} (1-e^{-1}) \sim t \ln t.
$$

### 5.4 Spherical pair-correlation function

The purpose of this section is to compute the $K$-function and the spherical pair-correlation function of the $(d-1)$-dimensional random Hausdorff measure induced by a splitting tessellation on $S^d$. Before we present our result, we shall first introduce the functions we are interested in. To this end, we use the concept of Palm distributions in homogeneous spaces (see [46]) and introduce the $K$-function and the spherical pair-correlation function as the spherical analogues of corresponding functions of a stationary random measure in $\mathbb{R}^d$. For an introduction of these concepts in a Euclidean space, background information and applications to spatial statistics, we refer to Ripley’s original contribution [45] and to the discussion included there, to [9, Chapter 7.2.2] (for general stationary random measures) and to [9, Chapters 4.5-6] and [4, Chapters 7.3-10] (for stationary point processes).

Let $\mathcal{M}(S^d)$ be the space of finite Borel measures on $S^d$ and denote by $\mathcal{M}(S^d)$ the $\sigma$-field on $\mathcal{M}(S^d)$ generated by the evaluation mappings $m \mapsto m(A)$, $m \in \mathcal{M}(S^d)$, for each $A \in \mathcal{B}(S^d)$. Let $\mathcal{M}$ be a random measure on $S^d$, that is, a measurable mapping from an underlying probability space $(\Omega, \mathcal{G}, P)$ into $\mathcal{M}(S^d)$, and denote by $P_\mathcal{M} := P \circ \mathcal{M}^{-1}$ the distribution of $\mathcal{M}$. In what follows, we assume that $\mathcal{M}$ has finite and non-zero intensity measure $E[M(\cdot)]$. We call $\mu := E[M(S^d)] \in (0, \infty)$ the intensity of $\mathcal{M}$. If $\mathcal{M}$ is isotropic, then $E[M(\cdot)] = \mu \beta_d^d \mathcal{H}^d(\cdot)$. As usual, for a set $B \subset \mathcal{M}(S^d)$ and $\varrho \in \mathcal{O}(d+1)$, we define $\varrho B := \{\varrho(m) : m \in B\}$ and $\varrho(m) := \varrho m := m \circ \varrho^{-1}$.

The unit sphere $S^d$ is a homogeneous space on which $\Omega(d+1)$ acts transitively, and $\mathcal{O}(d)$ can be interpreted as the stabilizer of the north pole $e := (0, \ldots, 0, 1) \in \mathbb{R}^{d+1}$ (or any other fixed point of $S^d$). Following [46], for $x \in S^d$ we put $\Theta_x := \{\varrho \in \mathcal{O}(d+1) : \varrho e = x\}$, denote by $\nu_x$ the unique Haar probability measure on $\Theta_x$, and define $\nu_x := \nu_x \circ \varrho_x^{-1}$ for an arbitrary $\varrho_x \in \Theta_x$ (the definition is in fact independent of the particular choice of $\varrho_x$). We are now prepared to define the Palm distribution of the random measure $\mathcal{M}$ with respect to $e$ by

$$
P^e_\mathcal{M}(B) := \frac{1}{\mu} \int_{\mathcal{M}(S^d)} \int_{S^d} \int_{\Theta_x} 1(\varrho^{-1}m \in B) \nu_x(d\varrho) m(dx) P_\mathcal{M}(dm)
$$

$$
= \frac{1}{\mu} E \int_{S^d} \int_{\Theta_x} 1(\varrho^{-1}m \in B) \nu_x(d\varrho) m(dx), \quad B \in \mathcal{M}(S^d).
$$

Intuitively speaking, the Palm distribution of $\mathcal{M}$ is the conditional distribution of $\mathcal{M}$ under the condition that $e$ is in the support of $\mathcal{M}$. We emphasize that this definition
does not require that \( M \) is isotropic (here we take advantage of the compactness of \( S^d \)). Moreover, a routine argument shows that

\[
P^e_M(B) = P^e_M(\sigma B), \quad B \in \mathcal{M}(S^d), \sigma \in \text{SO}(d + 1).
\] (5.10)

Using the concept of Palm distributions, we introduce the spherical \( K \)-function as well as the spherical pair-correlation function of \( M \).

**Definition 5.11.** Let \( M \) be a random measure on \( S^d \) with intensity \( \mu \in (0, \infty) \) and Palm distribution \( P^e_M \). The spherical \( K \)-function of \( M \) is defined as

\[
K_M(r) := \frac{1}{\mu} \int_{B(e, r)} \, m(B(e, r)) \, P^e_M(\text{dm}) , \quad r \in (0, \pi),
\]

where \( B(e, r) = \{ x \in S^d : \ell(e, x) \leq r \} \) is the geodesic ball centred at \( e \) and with radius \( r \). If \( K_M \) is differentiable, then we call

\[
g_M(r) := \frac{\beta_d}{\beta_{d-1}(\sin r)^{d-1}} K'_M(r), \quad r \in (0, \pi),
\]

the spherical pair-correlation function of \( M \).

The value \( K_M(r) \) of the \( K \)-function of \( M \) can be interpreted as the mean measure of \( B(e, r) \) under the condition that \( e \) is in the support of \( M \). It follows from (5.10) that the \( K \)-function and the pair-correlation function thus defined are independent of the choice of the reference point \( e \in S^d \).

In the following it is useful to rewrite the \( K \)-function of \( M \). This again shows that the preceding definitions are independent of the choice of the reference point \( e \). We get

\[
K_M(r) = \frac{1}{\mu^2} \mathbb{E} \int_{S^d} \int_{\Theta^2} (g^{-1} M)(B(e, r)) \nu_s(\text{d}g) \, \text{M}(\text{dx})
\]

\[
= \frac{1}{\mu^2} \mathbb{E} \int_{S^d} \int_{\Theta^2} M(B(x, r)) \nu_s(\text{d}g) \, \text{M}(\text{dx})
\]

\[
= \frac{1}{\mu^2} \mathbb{E} \int_{S^d} M(B(x, r)) \, \text{M}(\text{dx})
\]

\[
= \frac{1}{\mu^2} \mathbb{E} \int_{(S^d)^2} 1(\ell(x, y) \leq r) \, M^2(\text{d}(x, y)).
\] (5.11)

This representation describes \( K_M(r) \) as the normalized second moment measure of \( M \) of the set of all pairs \( (x, y) \in (S^d)^2 \) having distance at most \( r \). Thus \( K_M(r) \) quantifies the chance that two points chosen independently from the support of \( M \) have distance at most \( r \) from each other.

**Remark 5.12.** In the Euclidean case, the \( K \)-function is defined in a similar way. However, the pair-correlation function is defined by

\[
g(r) = \frac{1}{d \kappa_d r^{d-1}} K'(r),
\]

if \( K \) is differentiable. Since \( d \kappa_d r^{d-1} \) is the surface area of a \((d - 1)\)-sphere of radius \( r \) in Euclidean space \( \mathbb{R}^d \), in spherical space we divide by \( \beta_{d-1}(\sin r)^{d-1} \), the \((d - 1)\)-dimensional Hausdorff measure of the boundary of a geodesic ball at distance \( r \) to \( e \). The additional factor \( \beta_d \) arises, since we are working with the normalized Hausdorff measure.

As anticipated above, we next compute the spherical \( K \)-function \( K_{d,t} \) and the pair-correlation function \( g_{d,t}(r) \) of the \((d - 1)\)-dimensional random Hausdorff measure induced
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by the splitting tessellation $Y_t$ with direction distribution $\kappa = \nu_{d-1}$ on $S^d$. In other words, we consider the isotropic random measure $M = \mathcal{H}^{d-1} \cdot Z_t$ with $Z_t$ defined in (3.1). For general direction distributions, the $K$-function does not reduce to a one-dimensional integral and therefore will only be provided at the end of this section.

**Theorem 5.13.** Suppose that $\kappa = \nu_{d-1}$. If $t > 0$ and $r \in (0, \pi)$, then

$$K_{d,t}(r) = \frac{\beta_{d-1}}{\beta_d} \int_0^r \left( 1 + \pi \frac{\beta_{d-2}\beta_d}{\beta_d^2} \frac{1 - \exp \left(-\frac{1}{2} \ell(x,y) t \right)}{t^2 \ell(x,y) \sin(\ell(x,y))} \right) (\sin \varphi)^{d-1} d\varphi$$

and

$$g_{d,t}(r) = 1 + \pi \frac{\beta_{d-2}\beta_d}{\beta_d^2} \frac{1 - \exp \left(-\frac{1}{2} \pi r \right)}{t^2 r \sin r}.$$

**Proof.** Using $E\mathcal{H}^{d-1}(Z_t \cap A) = (\beta_{d-1}/\beta_d) \mathcal{H}^d(A)$ for Borel sets $A \subset S^d$, which follows from Corollary 4.3, and Corollary 5.5, we obtain for measurable functions $h_1, h_2 : S^d \to [0, \infty)$ that

$$E \int_{Z_t} \int_{Z_t} h_1(x) h_2(y) \mathcal{H}^{d-1}(dx) \mathcal{H}^{d-1}(dy)$$

$$= \int_{S^d} \int_{S^d} \frac{\beta_{d-2}}{\beta_d} \frac{1 - \exp \left(-\frac{1}{2} \ell(x,y) t \right)}{\ell(x,y) \sin(\ell(x,y))} h_1(x) h_2(y) \mathcal{H}^d(dx) \mathcal{H}^d(dy)$$

$$+ \frac{\beta_{d-1}}{\beta_d} t^2 \int_{S^d} \int_{S^d} h_1(x) h_2(y) \mathcal{H}^d(dx) \mathcal{H}^d(dy)$$

$$= \left( \frac{\beta_{d-1}}{\beta_d} t \right)^2 \int_{S^d} \int_{S^d} \left( 1 + \pi \frac{\beta_{d-2}\beta_d}{\beta_d^2} \frac{1 - \exp \left(-\frac{1}{2} \ell(x,y) t \right)}{t^2 \ell(x,y) \sin(\ell(x,y))} \right)$$

$$\times h_1(x) h_2(y) \mathcal{H}^d(dx) \mathcal{H}^d(dy),$$

which extends to arbitrary bounded measurable functions $(x, y) \mapsto h(x, y)$ in the usual way.

Thus, using (5.11) and $\mu = E\mathcal{H}^{d-1}(Z_t) = \beta_{d-1} t$, we find that

$$K_{d,t}(r) = \frac{1}{\beta_d^2} \int_{S^d} \int_{S^d} \left( 1 + \pi \frac{\beta_{d-2}\beta_d}{\beta_d^2} \frac{1 - \exp \left(-\frac{1}{2} \ell(x,y) t \right)}{t^2 \ell(x,y) \sin(\ell(x,y))} \right)$$

$$\times \mathcal{H}^d(dy) \mathcal{H}^d(dx).$$

Remark (5.6) implies that

$$K_{d,t}(r) = \frac{\beta_{d-1}}{\beta_d} \int_0^r \left( 1 + \pi \frac{\beta_{d-2}\beta_d}{\beta_d^2} \frac{1 - \exp \left(-\frac{1}{2} \pi \varphi \right)}{t^2 \varphi \sin \varphi} \right) (\sin \varphi)^{d-1_1} d\varphi.$$

Consequently, $K_{d,t}(r)$ is differentiable with respect to $r$,

$$g_{d,t}(r) = \frac{\beta_d}{\beta_{d-1}(\sin r)^{d-1}} K'_{d,t}(r) = 1 + \pi \frac{\beta_{d-2}\beta_d}{\beta_d^2} \frac{1 - \exp \left(-\frac{1}{2} \pi r \right)}{t^2 r \sin r},$$

and thus the proof is complete. 

For a STIT tessellation in Euclidean space (assuming stationarity and isotropy), it was shown in [52, Theorem 7.1] that the pair-correlation function is given by

$$g_{d,t}(r) = 1 + \frac{d - 1}{2} \frac{1 - \exp \left(-\frac{\beta_{d-2}\beta_d}{(d-1)\beta_{d-1}} r \right)}{t^2 r^2}.$$
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![Figure 4: Illustration of a Poisson great circle tessellation on $S^2$.](image)

Although the structure of this formula is similar to the one obtained in the spherical setting, there is a crucial difference. While $g_{\text{euc},t}(r)$ is jointly scaling invariant in the sense that $g_{\text{euc},t}(\lambda r) = g_{\text{euc},t}(r)$ for all $\lambda, t > 0$, this property is not available for $g_{d,t}(r)$. Moreover, in the numerator of the formulas, the factor $r^2$ in the Euclidean case is replaced by $r \sin r$ in the spherical case, which yields an additional singularity at $r = \pi$.

**Remark 5.14.** Arguing as in the isotropic case and using Corollary 4.3 and Corollary 5.5, we obtain for a general regular direction distribution $\kappa$ that

$$K_{d,t}(r) = \kappa^2((\{x, y\} \in (S^d)^2 : \ell(x, y) \leq r)) + \frac{1}{\beta_{d-1}} \int_{S_{d-1}} \int_S \frac{1 - \exp(-\kappa(x,y)t)}{t^2 \kappa(x,y)} 1(\ell(x, y) \leq r) \mathcal{H}^{d-1}(dx) \mathcal{H}^{d-1}(dy) \kappa(dS).$$

In view of this, the simple form of the $K$-function in the isotropic case is remarkable.

### 6 Comparison with Poisson great hypersphere tessellations

#### 6.1 Construction, surface intensity and capacity functional

We now compare the pair-correlation function related to the splitting process $(Y_t)_{t \geq 0}$ at time $t$ (as discussed in Section 5.4) to the pair-correlation function of a tessellation induced by a Poisson process of great hyperspheres in $S^d$ with intensity $t > 0$. Although we shall mainly focus on the isotropic case in this section, we present a general framework involving a general direction distribution in view of what is needed in Section 7.

To describe the model, let $\eta_t$ be a Poisson point process on $S^d$ with intensity measure $t \kappa$ (as in [26], we consider $\eta_t$ as a random measure, but still write $x \in \eta_t$ provided that $\eta_t(\{x\}) > 0$), where $\kappa$ is a regular symmetric probability measure on $S^d$ (cf. Section 2.1). Let $F : S^d \to S_{d-1}$ be given by $F(u) := u^\perp \cap S^d$ and put $\Phi_t := \eta_t \circ F^{-1}$. Then we denote by $\mathbf{Y}_t$ the tessellation of $S^d$ induced by the Poisson process $\Phi_t$, that is, $\mathbf{Y}_t$ is a Poisson great hypersphere tessellation. The associated random closed set

$$\mathbf{Z}_t := \bigcup_{u \in \eta_t} F(u) = \bigcup_{u \in \eta_t} (u^\perp \cap S^d)$$

is equal to the union of the cell boundaries of $\mathbf{Y}_t$, see Figure 4 for an illustration. We call $\kappa^\circ$ the direction distribution and $t$ the intensity of $\eta_t$ and of $\Phi_t$ (we also refer to
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the regular measure $\kappa$ on $S_{d-1}$ associated with $\kappa^o$ as the direction distribution of $\Phi_t$.

Clearly, $\kappa^o$ is rotation invariant (that is, $\kappa^o = \beta_d^{-1}H^d$) if and only if one (and then all) of the random objects $\eta_t$, $\Phi_t$, and $\overline{\Gamma}_t$ is isotropic.

The next lemma ensures that the great hyperspheres of $\Phi_t$ are almost surely in general position, which is (implicitly) used in some of the combinatorial considerations in the following.

**Lemma 6.1.** Let $\kappa^o$ be a regular symmetric probability measure on $S^d$, and let $\overline{\Gamma}_t$ be the Poisson great hypersphere tessellation induced by a Poisson point process $\eta_t$ on $S^d$ with intensity measure $tk^o$ (or from a Poisson great hypersphere process on $S_{d-1}$ with intensity measure $tk$). Then any $k$-face of $\overline{\Gamma}_t$ is almost surely contained in precisely $d - k$ great hyperspheres of $\Phi_t$, for $k \in \{0, \ldots, d - 1\}$. Moreover, almost surely any $j$ points of $\eta_t$ are linearly independent (if considered as unit vectors), for $j \in \{1, \ldots, d + 1\}$.

**Proof.** The assertion is a consequence of Theorem 3.1.3 and Corollary 3.2.4 in [49] and the regularity of $\kappa^o$. See [47, Lemma 1] for a similar argument concerning hyperplane tessellations in a Euclidean space.

Next we determine the intensity $\overline{\mu} := E\theta^{d-1}(\overline{Z}_t)$ of the random measure $\mathcal{H}^{d-1\perp}Z_t$. This is the surface intensity of the tessellation $\overline{\Gamma}_t$.

**Proposition 6.2.** The intensity measure of the random measure $\mathcal{H}^{d-1\perp}Z_t$ is given by

$$E\theta^{d-1}(\overline{Z}_t \cap \cdot) = t\overline{\mu}(\cdot) = E\theta^{d-1}(Z_t \cap \cdot),$$

where $\kappa$ is defined via (2.1) and $Z_t$ is the union of the cell boundaries of a splitting tessellation $Y_t$ which is derived from the regular direction distribution $\kappa$. In particular, $\overline{\mu} = t\beta_{d-1} = \mu$.

Moreover, $t \kappa$ is the intensity measure of $\Phi_t$, and

$$\mathcal{U}_t(B) := P(Z_t \cap B = \emptyset) = \exp(-t \kappa(S_{d-1}(B))), \quad B \in \mathcal{B}(S^d),$$

**Proof.** For each $A \in \mathcal{B}(S^d)$, we obtain from Campbell’s theorem [49, Theorem 3.1.2] that

$$E\theta^{d-1}(\overline{Z}_t \cap A) = E \int_{S^d} \mathcal{H}^{d-1}(u^\perp \cap A) \eta_t(du) = t \int_{S^d} \mathcal{H}^{d-1}(u^\perp \cap A) \kappa^o(du) = t \int_{S_{d-1}} \mathcal{H}^{d-1}(S \cap A) \kappa(dS),$$

where $\kappa$ is defined via (2.1). The assertion concerning the intensity measures of $\mathcal{H}^{d-1\perp}Z_t$ and $\mathcal{H}^{d-1\perp}Z_t$ now follows by an application of Corollary 4.3 and definition (4.3).

By the mapping theorem (see [26, Theorem 5.1]), $t \kappa$ is the intensity measure of $\Phi_t$. Since $\overline{Z}_t \cap B = \emptyset$ if and only if $\{S \in \Phi_t : S \cap B \neq \emptyset\} = \emptyset$, the remaining assertion then follows from the Poisson property of $\Phi_t$.

**Remark 6.3.** Comparing the last assertion of Proposition 6.2 and Theorem 3.3, it follows that the capacity functionals of $Z_t$ and $\overline{Z}_t$ coincide for spherically convex polytopes, if $\kappa$ is general, or even for compact connected sets if $\kappa$ is absolutely continuous with respect to $\nu_{d-1}$. In general, of course, the capacity functionals are different (which can also be seen from Theorem 3.5).

We have just shown that the intensity $\overline{\mu}$ of the random measure $\mathcal{H}^{d-1\perp}Z_t$ coincides with the intensity of the random measure $\mathcal{H}^{d-1\perp}Z_t$, where $Z_t$ is the random set corresponding to a splitting tessellation $Y_t$ with regular direction distribution $\kappa$ on $S_{d-1}$ and $\kappa^o$ and $\kappa$ are related via (2.1). In particular, $\kappa^o$ is rotation invariant on $S^d$ (that is, $\kappa^o = \beta_d^{-1}H^d$) if and only if $\kappa$ is rotation invariant on $S_{d-1}$ (that is, $\kappa = \nu_{d-1}$).
6.2 K-function and pair-correlation function

Next, we determine the K-function $K_{dt}$ of $H^{d-1}, Z_r$ as well as the corresponding pair-correlation function $g_{dt}$ in the rotation invariant case. The general case is described briefly in a subsequent remark.

**Proposition 6.4.** For a Poisson great hypersphere tessellation $Y_r$ on $S^d$ induced by a Poisson point process $\eta$ on $S^d$ with intensity measure $t \beta_d^{-1} H^d$ (or from a Poisson great hypersphere process with intensity measure $t \nu_{d-1}$ on $S_{d-1}$), the $K$-function and the pair-correlation function of the random measure $H^{d-1}, Z_r$ are given by

$$K_{dt}(r) = \frac{\beta_{d-1}}{\beta_d} \int_0^r (\sin \varphi)^{d-1} \, d\varphi + \frac{1}{t \beta_{d-1}} \int_0^r (\sin \varphi)^{d-2} \, d\varphi, \quad r \in (0, \pi),$$

and

$$g_{dt}(r) = 1 + \frac{\beta_{d-2} \beta_d}{\beta_{d-1}^2} \frac{1}{t \sin r}, \quad r \in (0, \pi).$$

**Proof.** Starting from (5.11) we get, for $r \in (0, \pi)$,

$$\pi^2 K_{dt}(r) = E \int_{Z_r} \int_{Z_r} 1(\ell(x, y) \leq r) H^{d-1}(dx) H^{d-1}(dy)$$

$$= E \int_{S^d} \int_{S^d} H(u, v; r) \eta(du) \eta(dv)$$

with

$$H(u, v; r) := \int_{u + r S^d} \int_{v + r S^d} 1(\ell(x, y) \leq r) H^{d-1}(dx) H^{d-1}(dy).$$

We split the integral into two parts according to whether $u \neq v$ or $u = v$, and denote by $\eta_\neq$, the set of pairs of distinct points of $\eta$. Using Mecke’s formula for Poisson processes (see [49, Theorem 3.2.5 and Corollary 3.2.3] or [26, Chapter 4, Theorem 4.4]), we see that

$$\pi^2 K_{dt}(r) = E \int_{(S^d)^2} H(u, v; r) \eta_\neq \eta(du, dv) + E \int_{S^d} H(u, u; r) \eta(du)$$

$$= \left( \frac{t}{\beta_d} \right)^2 \int_{S^d} \int_{S^d} H(u, v; r) H^{d}(du) H^{d}(dv) + \frac{t}{\beta_d} \int_{S^d} H(u, u; r) H^{d}(du)$$

$$= \left( \frac{t}{\beta_d} \right)^2 \beta_d \beta_{d-1} \int_{S^d} \int_{S^d} 1(\ell(x, y) \leq r) H^d(dx) H^d(dy)$$

$$+ t \int_{e^2 r S^d} \int_{e^2 r S^d} 1(\ell(x, y) \leq r) H^{d-1}(dx) H^{d-1}(dy),$$

with $r = (0, \ldots, 0, 1) \in S^d$ (or any other deterministic point on $S^d$), where we used (4.4) twice and the fact that $H(u, u; \cdot)$ is independent of $u \in S^d$. By Remark (5.6), we deduce that

$$\pi^2 K_{dt}(r) = \left( \frac{t}{\beta_d} \right)^2 \beta_d \beta_{d-1} \int_0^r (\sin \varphi)^{d-1} \, d\varphi + t \beta_{d-1} \beta_{d-2} \int_0^r (\sin \varphi)^{d-2} \, d\varphi,$$

and therefore

$$K_{dt}(r) = \frac{\beta_{d-1}}{\beta_d} \int_0^r (\sin \varphi)^{d-1} \, d\varphi + \frac{1}{t \beta_{d-1}} \int_0^r (\sin \varphi)^{d-2} \, d\varphi, \quad r \in (0, \pi).$$

From the expression for $K_{dt}(r)$ we finally conclude that the pair-correlation function $g_{dt}(r)$ corresponding to $K_{dt}(r)$ is given by

$$g_{dt}(r) = 1 + \frac{\beta_{d-2} \beta_d}{\beta_{d-1}^2} \frac{1}{t \sin r}, \quad r \in (0, \pi).$$

This completes the proof. □
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Figure 5: The spherical pair-correlation functions $g_{2,2}$ (solid curve) and $\bar{g}_{2,2}$ (dashed curve).

For comparison with the Euclidean case, we recall from [52, p. 299] that

$$g_{\text{euc},d,t}(r) = 1 + \frac{\beta_{d-2}}{\beta_{d-1}} \frac{1}{tr}.$$  

As in the case of splitting tessellations, the factor $1/r$ (Euclidean case) replaces the factor $1/\sin r$ (spherical case) and the scaling invariance is available only in the Euclidean setting.

It is instructive to rewrite the $K$-function in the form

$$K_{d,t}(r) = \frac{\mathcal{H}^d(B(e,r))}{\beta_d} + \frac{1}{t} \int_0^r \frac{\pi}{r} \left( 1 - e^{-\frac{t\varphi}{\pi}} \right) (\sin \varphi)^{d-2} d\varphi,$$

where $e_0 \in S^d \cap e^\perp$ is arbitrarily chosen, which can be interpreted by means of Slivnyak’s theorem for Poisson processes on the sphere. In fact, one concludes from [21, Corollary 2.35] that the Palm distribution $P^e_\eta$ of a Poisson process on $\eta$ on $S^d$ with distribution $P_\eta$ coincides with $P_\eta * \delta_{e_0}$, where $\delta_{e_0}$ corresponds to the point process that has $e$ as its single atom and $*$ stands for the convolution. Namely, if $e \in S^d$ is a ‘typical’ point of $Y_t$ with respect to the $(d - 1)$-dimensional Hausdorff measure on $Z_t$ (in the sense of Palm distributions), the value for $K_{d,t}(r)$ arises from two contributions. First, one has to take into account the Hausdorff measure on $B(e,r)$ of the single great hypersphere in which the typical point is located. This yields the second term, while the first term reflects the contribution in $B(e,r)$ of an independent Poisson process of great hyperspheres, which is superimposed on the great hypersphere containing the typical point. This should be compared to the corresponding $K$-function

$$K_{d,t}(r) = \frac{\mathcal{H}^d(B(e,r))}{\beta_d} + \frac{1}{t} \int_0^r \frac{\pi}{r} \left( 1 - e^{-\frac{t\varphi}{\pi}} \right) (\sin \varphi)^{d-2} d\varphi,$$

for the splitting tessellation $Y_t$, which follows from Theorem 5.13. Since $1 - e^{-t} \leq t$, $t \in \mathbb{R}$, it follows that $K_{d,t} \leq \bar{K}_{d,t}$. For the same reason, we also have $g_{d,t} \leq \bar{g}_{d,t}$. While this (in fact strict) inequality might be plausible on an intuitive level, it should be recalled that Proposition 6.4 shows that the mean measures of the cell boundaries are the same for both types of random tessellations. It is clear that $\bar{g}_{d,t}$ is symmetric with respect to $\pi/2$ in $(0, \pi)$, which is in contrast to the behaviour of $g_{d,t}$. Finally, we observe that

$$\frac{\bar{g}_{d,t}(r) - 1}{g_{d,t}(r) - 1} = \frac{tr}{\pi} \frac{1}{1 - \exp\left(-\frac{tr}{r}\right)}, \quad r > 0,$$
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from which the asymptotic behaviour of the ratio, as $tr \to 0$ or $tr \to \infty$, can be seen. A more detailed study of properties of Poisson great hypersphere tessellations and a comparison to splitting tessellations is provided in the following section and otherwise will be the subject of a subsequent project.

Finally, let us compare the pair-correlation functions $g_{d,t}$ and $f_{d,t}$ for the particular case $d = 2$. For the Poisson great circle tessellation $\Gamma_t$ on $S^2$, we have

$$g_{2,t}(r) = 1 + \frac{2}{\pi t} \sin r, \quad r \in (0,\pi),$$

while we get

$$g_{2,t}(r) = 1 + \frac{2}{t^2 r \sin r} \left(1 - e^{-\frac{r}{t}}\right), \quad r \in (0,\pi),$$

for the splitting tessellation $Y_t$, for $t > 0$. Figure 5 shows a plot of these two functions for the special choice $t = 2$.

**Remark 6.5.** By the same arguments as in the isotropic case, we obtain for a general regular direction distribution $\kappa$ and the associated direction distribution $\kappa^\circ$ that

$$K_{d,t}(r) = \pi^2 \left(\{ (x,y) \in (S^d)^2 : \ell(x,y) \leq r \} \right) + \frac{1}{\beta_{d-1} t} \int_{S^d-1} \int_S \left( \int_S 1(\ell(x,y) \leq r) \mathcal{H}^{d-1}(dx) \mathcal{H}^{d-1}(dy) \right) \kappa(dS). \tag{6.2}$$

In this form, a comparison with the result obtained for $K_{d,t}(r)$ in Remark 5.14 is convenient. However, the second summand on the right-hand side of (6.2) can be simplified further by the argument in Remark 5.6. In fact, for this summand we obtain the expression

$$\frac{1}{\beta_{d-1} t} \int_{S^d-1} \int_S \mathcal{H}^{d-1}(B(e,r) \cap S) \kappa(dS) = \frac{1}{\beta_{d-1} t} \frac{\mathcal{H}^{d-1}(B(e,r) \cap e_0^\perp)}{\beta_{d-1}},$$

where $e, e_0 \in S^d$, $e \perp e_0$, and $e_0 \in S$ are arbitrarily chosen, which is independent of the direction distribution (compare (6.1) in the isotropic case). Hence, only the first summand is susceptible to the anisotropy of the tessellation (in contrast to what we have obtained for splitting tessellations), and finally we get

$$K_{d,t}(r) = \pi^2 \left(\{ (x,y) \in (S^d)^2 : \ell(x,y) \leq r \} \right) + \frac{1}{\beta_{d-1} t} \frac{\mathcal{H}^{d-1}(B(e,r) \cap e_0^\perp)}{\beta_{d-1}}.$$

As in the case of splitting tessellations, in the isotropic case an even simpler expression is obtained for the first summand.

7 Typical cells and faces, and their distributions

In this section, we describe additional relations between spherical splitting tessellations and tessellations generated by Poisson processes of great hyperspheres.

7.1 A dynamic Poisson great hypersphere tessellation process

Many of our arguments and results we present below are based on a link between splitting tessellations and Poisson great hypersphere tessellations. To establish this link, we use a continuous-time dynamic version of the latter model and introduce in this section a dynamic Poisson great hypersphere tessellation process which is based on a regular direction distribution $\kappa$ on $S_{d-1}$ and the associated distribution $\kappa^\circ$ on $S^d$, which are related to each other by (2.1).
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**Definition 7.1.** For a tessellation $T \in \mathbb{T}^d$ and a great hypersphere $S \in S_{d-1}$ we define
\[
\varpi(S,T) := \{ c \in T : \text{int}(c) \cap S \neq \emptyset \} \cup \bigcup_{c \in T} \{ c \cap S^+, c \cap S^- \} \in \mathbb{T}^d.
\]

In other words, the tessellation $\varpi(S,T)$ is obtained from $T$ by dividing by $S$ all cells of $T$ whose interior has non-empty intersection with the great hypersphere $S$. This operation is similar to the splitting operation $\varpi(c,S,T)$ in the context of splitting tessellations, where only the single cell $c$ gets divided by $S$ provided $S$ intersects the interior of $c$.

We now define the dynamic Poisson great hypersphere tessellation process $(\overline{\mathit{Tess}}_t)_{t \geq 0}$.

**Definition 7.2.** The Poisson great hypersphere tessellation process $(\overline{\mathit{Tess}}_t)_{t \geq 0}$ is the continuous-time Markov process in $\mathbb{T}^d$ with initial tessellation $\overline{\mathit{Tess}}_0 = \{S^d\}$, whose generator $\overline{\mathcal{A}}$ is given by
\[
(\overline{\mathcal{A}} f)(T) = \int_{S_{d-1}} [f(\varpi(S,T)) - f(T)] \kappa(dS), \quad T \in \mathbb{T}^d,
\]
where $f : \mathbb{T}^d \to \mathbb{R}$ is any bounded and measurable function.

The probabilistic construction which is equivalent to the generator description in Definition 7.2 is much simpler than the one for splitting tessellations. Again we start with a single cell $\overline{\mathit{Tess}}_0 = \{S^d\}$ at time zero. Then, at each step, after an exponential holding time (with parameter 1) a great hypersphere $S$ with distribution $\kappa$ is chosen which dissects all cells of the current tessellation whose interior is intersected by $S$. In particular, in contrast to the case of a splitting tessellation, the holding time is independent of the state of the tessellation process.

The next result clarifies why $(\overline{\mathit{Tess}}_t)_{t \geq 0}$ is called a dynamic Poisson great hypersphere tessellation process with direction distribution $\kappa$ (or $\kappa^\circ$).

**Proposition 7.3.** For any $t > 0$ the random tessellation $\overline{\mathit{Tess}}_t$ has the same distribution as a Poisson great hypersphere tessellation which is derived from a Poisson process of great hyperspheres with intensity measure $t\kappa$ on $S_{d-1}$ or, equivalently, from a Poisson point process on $S^d$ with intensity measure $t\kappa^\circ$. Moreover, $\overline{\mathit{Tess}}_t$ is isotropic if and only if $\kappa^\circ$ and $\kappa$ are rotation invariant.

**Proof.** Let $\eta$ be a Poisson process on $[0, \infty) \times S^d$ with intensity measure $\mathcal{H}^1_{\lambda}[0, \infty) \otimes \kappa^\circ$. We put $\eta_{[a,b]} := \eta_{[a, b]} \times \cdot$, for $0 \leq a \leq b$. Then $\eta_{[a,b]}$ is a simple Poisson process on $S^d$ with intensity measure $(b-a)\kappa^\circ$, which is equal in distribution to the Poisson process $\eta_{b-a}$ on $S^d$ (recall that we regard $\eta$ and $\eta$ as simple point processes and as random collections of points). Let $\overline{\mathit{Tess}}_{t} := \mathit{Tess}(\eta_{[0,t]})$ be the random tessellation generated by $\{u^+ : u \in \eta_{[0,t]}\}$. Moreover, we write $\mathit{Tess}(T, \eta_{[a,b]}), 0 \leq a \leq b$, for the tessellation obtained from a great hypersphere tessellation $T$ by further intersection with great hyperspheres $u^+ \cap S^d$ with $u \in \eta_{[a,b]}$. Let $t \geq 0$, $h > 0$, and let $f : \mathbb{T}^d \to \mathbb{R}$ be bounded and measurable. Since $\eta_{[0,t+h]} = \eta_{[0,t]} + \eta_{[t,t+h]}$, $\eta_{[0,t]}$ and $\eta_{[t,t+h]}$ are stochastically independent, and $\eta_{[t,t+h]}$ and $\eta_{[0,h]}$ are equal in distribution, we get
\[
\frac{1}{h} \left[ \mathbb{E}(f(\overline{\mathit{Tess}}_{t+h}) | \overline{\mathit{Tess}}_{t} = T) - f(T) \right] = \frac{1}{h} \left[ \mathbb{E}(f(\mathit{Tess}(\eta_{[0,t+h]})) | \mathit{Tess}(\eta_{[0,t]} = T) = f(T) \right]
\]
\[
= \frac{1}{h} \left[ \mathbb{E}(f(\mathit{Tess}(T, \eta_{[t,t+h]}))) - f(T) \right]
\]
\[
= \frac{1}{h} \left[ \mathbb{E}(f(\mathit{Tess}(T, \eta_{[0,h]}))) - f(T) \right].
\]
Thus, for the generator $\tilde{A}$ of $(\tilde{Y}_t)_{t \geq 0}$ we obtain
\[
(\tilde{A}f)(T) = \lim_{h \downarrow 0} \frac{1}{h} \left[ \mathbb{E}(f(\text{Tess}(T, \eta_{[0,h]}))) - f(T) \right]
= \lim_{h \downarrow 0} \frac{1}{h} \left\{ e^{-h} f(T) + h e^{-h} \int_{S_{d-1}} f(\otimes (S, T)) \kappa(dS) + o(h) - f(T) \right\}
= \int_{S_{d-1}} f(\otimes (S, T)) \kappa(dS) - f(T) = (\tilde{A}f)(T),
\]
which yields the equality $\tilde{A} = \mathbb{A}$, since $\kappa$ is a probability measure. From [7, Proposition 15.38] we then deduce that the tessellation-valued processes $(\tilde{Y}_t)_{t \geq 0}$ and $(\mathbb{Y}_t)_{t \geq 0}$ are identically distributed. Since $\eta_{[0,t]}$ and $\eta_t$ are equal in distribution, also $\tilde{Y}_t$ is equal in distribution to the tessellation generated by $\eta_t$, from which the first assertion follows.

The final statement about the isotropy of $\mathbb{Y}_t$ is clear. $\blacksquare$

7.2 Relationships for intensity measures

We denote by $Y_t$ a splitting tessellation with time parameter $t \geq 0$ and direction distribution $\kappa$. Then we define the random measure $M_t$ and its intensity measure $M_t$ on $\mathbb{P}^d$ by
\[
M_t := \sum_{c \in Y_t} \delta_c \quad \text{and} \quad M_t := EM_t.
\]
Similarly, for a Poisson great hypersphere tessellation $\mathbb{Y}_t$ with direction distribution $\kappa^o$ and time parameter $t \geq 0$, we put
\[
\mathbb{M}_t := \sum_{c \in \mathbb{Y}_t} \delta_c \quad \text{and} \quad \mathbb{M}_t := E\mathbb{M}_t.
\]
In the following, we always assume that $\kappa$ and $\kappa^o$ are related via (2.1). Repeating the proof of [53, Theorem 1] we obtain the following result. We shall nevertheless provide the argument for completeness and to complement some details in [53] that have been left out.

**Theorem 7.4.** If $t \geq 0$, then $M_t = \mathbb{M}_t$.

**Proof.** Let $\phi : \mathbb{P}^d \to \mathbb{R}$ be bounded and measurable. Then Proposition 2.12 ensures that
\[
\Sigma_{\phi}(Y_t) - \Sigma_{\phi}(Y_0) - \int_0^t \sum_{c \in Y_s} \int_{S_{d-1}[c]} [\phi(c \cap S^+) + \phi(c \cap S^-) - \phi(c)] \kappa(dS) ds,
\]
for $t \geq 0$, is a $\mathcal{F}$-martingale. Taking expectations and using Campbell’s theorem, we get
\[
\int \phi(c) M_t(dc) = \phi(S^d) + \int_0^t \int_{S_{d-1}[c]} [\phi(c \cap S^+) + \phi(c \cap S^-) - \phi(c)] \kappa(dS) M_t(dc) ds.
\]
Let us denote by $\mathcal{M}_{bv}(\mathbb{P}^d)$ the Banach space of real-valued Borel measures on $\mathbb{P}^d$ with the total variation norm $\| \cdot \|_{TV}$. Then the linear operator
\[
\Gamma : \mathcal{M}_{bv}(\mathbb{P}^d) \to \mathcal{M}_{bv}(\mathbb{P}^d), \quad \mu \mapsto \int \int_{S_{d-1}} [\delta_{c \cap S^+} + \delta_{c \cap S^-} - \delta_c] \kappa(dS) \mu(dc),
\]
is bounded with operator norm $\| \Gamma \|_{op} \leq 3$. As observed in the proof of Proposition 2.12, we have $\|M_t\|_{TV} = E|Y_t| \leq E|Y_0| := c_a < \infty$ if $0 \leq t \leq a$. Then (7.2) can equivalently be written in the form
\[
M_t = \delta_{S^d} + \int_0^t \Gamma(M_s) ds, \quad t \geq 0,
\]
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and hence $\|M_t - M_r\|_{TV} \leq 3c_a|t - r|$ for $0 \leq r \leq t \leq a$.

Next, we consider the dynamic Poisson great hypersphere tessellation process $(\overline{Y}_t)_{t \geq 0}$ we introduced in Section 7.1. Proposition 2.12, applied to the Markov process $(\overline{Y}_t)_{t \geq 0}$ with generator $\overline{A}$, yields that

$$
\Sigma_\phi(\overline{Y}_t) - \Sigma_\phi(Y_0) - \int_0^t \int_{s_{d-1}^{-1}} \sum_{\mathfrak{c} \in \mathfrak{Y}_s} [\phi(e \cap S^+) + \phi(e \cap S^-) - \phi(e)] \kappa(d\mathfrak{s}) \, ds
$$

$$
= \Sigma_\phi(\overline{Y}_t) - \Sigma_\phi(Y_0) - \int_0^t \sum_{\mathfrak{c} \in \mathfrak{Y}_s} \int_{s_{d-1}^{-1}[\mathfrak{c}]} [\phi(e \cap S^+) + \phi(e \cap S^-) - \phi(e)] \kappa(d\mathfrak{s}) \, ds,
$$

(7.3)

$t \geq 0$, is a martingale with respect to the filtration induced by $(\overline{Y}_t)_{t \geq 0}$. In fact, let $a \in \mathfrak{K}$ be arbitrary and put $\bar{c}_a := c_a + \bar{c}_a < \infty$. Then $\bar{M}_t := M_t - \bar{M}_t \in \mathbb{M}\mathfrak{b}((\mathbb{P}^d), t \geq 0$, satisfies

$$
\|\bar{M}_t\|_{TV} \leq \int_0^t \|\Gamma(\bar{M}_s)\|_{TV} \, ds \leq 3\bar{c}_a t \quad 0 \leq t \leq a.
$$

By induction we obtain that

$$
\|\bar{M}_t\|_{TV} \leq \bar{c}_a \frac{(3t)^n}{n!}, \quad 0 \leq t \leq a, n \in \mathbb{N}.
$$

Indeed, the induction step follows from the estimate

$$
\|\bar{M}_t\|_{TV} \leq \int_0^t \|\Gamma(\bar{M}_s)\|_{TV} \, ds \leq 3 \int_0^t \bar{c}_a \frac{(3s)^n}{n!} \, ds = \bar{c}_a \frac{(3a)^{n+1}}{(n+1)!}, \quad 0 \leq t \leq a, n \in \mathbb{N}.
$$

Thus, taking the limit as $n \to \infty$, we conclude that $\|\bar{M}_t\|_{TV} = 0$ for all $0 \leq t \leq a$, which proves the assertion.

Combining Theorem 7.4 with Theorems 4.1 and 4.2, the following consequence is obtained.

**Corollary 7.5.** Let $h : \mathbb{S}^d \to \mathbb{R}$ be bounded and measurable, and let $t \geq 0$.

If $j \in \{0, \ldots, d\}$ and $\kappa = \nu_{d-1}$, then

$$
\mathbb{E} \Sigma_j(t; h) = \frac{d^d - j}{(d - j)!} \frac{\mathcal{H}_d(h)}{\beta_d}.
$$

For a general regular direction measure $\kappa$, this holds also for $j = d$, and

$$
\mathbb{E} \Sigma_{d-1}(t; h) = t \mathcal{P}(h).
$$
Theorem 7.6. If \( k \in \{0, \ldots, d-2\} \), then \( \xi_k \rightarrow \mathbb{P} \), and for \( f \in P_{d-1}^d \) we define \( \phi(f) := \sum_h \psi(h) \), where the summation extends over all \( k \)-faces \( h \) of \( f \). Applying the martingale property in Lemma 2.11 to 

\[
\Psi_\phi(T) := \sum_{f \in \mathcal{F}_k(T)} \phi(f),
\]

if \( T \) is a splitting tessellation (and zero otherwise), and arguing as in the proof of Proposition 2.12, we conclude that the random process 

\[
\Psi_\phi(Y_t) = \int_0^t \sum_{c \in Y_s} \int_{S^{d-1}[c]} \phi(c \cap S) \kappa(dS) ds, \quad t \geq 0,
\]

is a \( \mathcal{Y} \)-martingale. Taking expectations and using Theorem 7.4, we get 

\[
\int \phi(f) \xi_k^{(d-1)}(df) = \int_0^t \int \int_{S^{d-1}[c]} \phi(c \cap S) \kappa(dS) M_s(dc) \, ds \quad (7.4)
\]

\[
= \int_0^t \int \int_{S^{d-1}[c]} \phi(c \cap S) \kappa(dS) \bar{M}_s(dc) \, ds.
\]

Let \( \eta_t \) be a Poisson process on \( S^d \), as defined in Section 6. Then, for any \( s \in (0, t) \), by Campbell’s theorem (see [49, Theorem 3.1.2]) and using the Mecke equation (see [26, EJP 24 (2019), paper 24. http://www.imstat.org/ejp/
Chapter 4, Theorem 4.4] or [49, Theorem 3.2.5 and Corollary 3.2.3]) we obtain that
\[
\int \phi(f) F_s^{(d-1)}(df) = E \sum_{f \in \mathcal{T}_{d-1}(\mathbb{Y}_s)} \phi(f) = E \sum_{u \in \eta} \sum_{f \in \mathcal{T}_{d-1}(\mathbb{T})} 1(f \subset u^\perp) \phi(f)
\]
\[
= E \int_{f \in \mathcal{T}_{d-1}(\mathbb{T})} \sum_{u \in \eta} 1(f \subset u^\perp) \phi(f) \eta_u(du)
\]
\[
= \int_{S^d} E \left[ \sum_{f \in \mathcal{T}_{d-1}(\mathbb{T})} 1(f \subset u^\perp) \phi(f) \right] s \kappa^d(du)
\]
\[
= s \mathbb{E} \int_{S_{d-1}[\nu]} 1(\text{int}(c) \cap S \neq \emptyset) \phi(c \cap S) \overline{M}_s(d\nu) \kappa(dS)
\]
\[
= s \int \int_{S_{d-1}[\nu]} \phi(c \cap S) \kappa(dS) \overline{M}_s(d\nu) .
\]

We thus conclude that
\[
\int \phi(f) F_t^{(d-1)}(df) = \int_0^t \frac{1}{s} \int \phi(f) F_s^{(d-1)}(df) \, ds . \quad (7.5)
\]

Moreover,
\[
\int \phi(f) F_t^{(d-1)}(df) = \int \psi(h) F_t^{(k)}(dh) ,
\]

since any maximal spherical \(k\)-dimensional polytope is a \(k\)-face of precisely one maximal spherical face of dimension \(d - 1\). On the other hand, we have the identity
\[
\int \phi(f) F_s^{(d-1)}(df) = (d - k)2^{d-k-1} \int \psi(h) F_s^{(k)}(dh) ,
\]

because each spherical \(k\)-face of \(\mathbb{Y}_s\) is a \(k\)-face of precisely \((d - k)2^{d-k-1}\) spherical \((d-1)\)-faces of \(\mathbb{Y}_s\) (see [3, Equation (10)]). Plugging these observations into (7.5) leads to
\[
\int \psi(h) F_t^{(k)}(dh) = (d - k)2^{d-k-1} \int_0^t \frac{1}{s} \int \psi(h) F_s^{(k)}(dh) \, ds .
\]

Since this identity holds for all bounded and measurable \(\psi\), the argument is complete. \(\square\)

**Example 7.7.** Using (7.4) with \(\phi(f) = \phi_{d-1}(f, \cdot)\), it follows that
\[
E \sum_{f \in \mathcal{T}_{d-1}(\mathbb{Y}_t)} \phi_{d-1}(f, \cdot) = \int \phi_{d-1}(f, \cdot) F_t^{(d-1)}(df) = t \kappa(\cdot) .
\]

Now we assume that \(\kappa = \nu_{d-1}\) and use (7.4) with \(\phi(f) = \phi_j(f, \cdot)\) for \(j \in \{0, \ldots, d - 1\}\). Then, by (4.2) and Theorem 4.1, we obtain
\[
\int \phi_j(f, \cdot) F_t^{(d-1)}(df) = \int_0^t \int \int_{S_{d-1}[\nu]} \phi_j(c \cap S, \cdot) \nu_{d-1}(dS) M_s(d\nu) \, ds
\]
\[
= \frac{t^{d-j}}{(d-j)!} \beta_d H^d(\cdot) .
\]

This is a local version in spherical space of [51, Proposition 3]. The additional lower order terms in [51, Proposition 3] are due to the interaction with the boundary of the observation window.
7.3 Typical maximal spherical faces

This section requires the concept of a typical object associated with a random tessellation of $S^d$ (see also [17, 23, 24, 46]). We provide a brief self-contained introduction, which does not require the assumption of isotropy. Let $\zeta$ be a particle process in $S^d$, that is, an element of $\mathcal{M}_r(S^d)$. We always assume that $E\zeta(S^d) \in (0, \infty)$. To define a typical particle of $\zeta$, we require a centre function. By this we mean a measurable map $z : K^d \to S^d \cup \{o\}$ such that $z(gK) = gz(K)$ for $K \in K^d$ and $g \in \text{SO}(d+1)$. An example of such a centre function is the map which assigns to $K$ the centre of the spherical circumsphere of $K$ if $K \in K^d \setminus \bigcup_{k=1}^d S_k$ and $o$ otherwise. As in Section 5.4, we fix a reference point $e \in S^d$ and define $\Theta_x$ and $\nu_x$, for $x \in S^d$. In addition, we put $\Theta_o = \text{SO}(d+1)$ and $\nu_o = \nu$. A typical particle of $\zeta$ is defined as a random spherically convex body with distribution

$$Q^o_\zeta(\cdot) := \frac{1}{E\zeta(S^d)} \mathbf{E} \int_{S^d} \int_{\Theta_x(K)} 1(g^{-1}K \in \cdot) \nu_{z(K)}(dg) \zeta(dK).$$

Clearly, $Q^o_\zeta$ is concentrated on the set $\{K \in K^d : z(K) \in \{e, o\}\}$. Moreover,

$$Q^o_\zeta(A) = Q^o_\zeta(\sigma A), \quad A \in \mathcal{B}(K^d), \sigma \in \text{SO}(d+1).$$

The typical particle of $\zeta$ provides shape information about the particles of $\zeta$, which is obtained after applying uniform random rotations to the individual particles so that their centres are $e$ or $o$ (depending on whether or not the particle is a great subsphere). Note that in contrast to the Euclidean framework, which admits the choice of unique translations so as to shift the particles to a prescribed common centre, a uniform selection from all possible rotations is the appropriate approach in spherical space (and, more generally, in homogeneous spaces, see [46]). If $A \in \mathcal{B}(K^d)$ is rotation invariant, then we simply have $Q^o_\zeta(A) = (E\zeta(S^d))^{-1} E\zeta(A)$.

Now, we introduce the distribution of several random spherical polytopes as distributions of typical particles of spherical particle processes by specifying $\zeta$. As before, $Y_t$ and $\overline{Y}_t$ are a splitting tessellation and a Poisson great hypersphere tessellation, respectively, with direction distribution $\nu$ (at time $t > 0$) and $e \in S^d$ is a fixed reference point. For $t > 0$ and $k \in \{0, \ldots, d-1\}$ (if this applies), the distribution of

1. the typical cell of $Y_t$ is defined by $Q^{(d)}_t := Q^e_{M_t};$
2. the typical cell of $\overline{Y}_t$ is defined by $Q^{(d)}_t := Q^e_{M_t};$
3. the typical maximal spherical $k$-face of $Y_t$ is defined by $Q^{(k)}_t := Q^e_{F^{(k)}_t};$
4. the typical spherical $k$-face of $\overline{Y}_t$ is defined by $Q^{(k)}_t := Q^e_{F^{(k)}_t}.$

Our next result yields a representation of $Q^{(k)}_t$ in terms of $(Q^{(k)}_s)_{s \in [0,t]}$ and is the spherical analogue of [53, Theorem 3]. For this we denote by $N_k(t) = F^{(k)}_t(P^d)$ the expected number of maximal spherical $k$-faces of the splitting tessellation $Y_t$ and by $\overline{N}_k(t) = F^{(k)}_t(P^d)$ the expected number of spherical $k$-faces of the Poisson great hypersphere tessellation $\overline{Y}_t$ (as described above). The computation of $N_k(t)$ or $\overline{N}_k(t)$ is in general rather involved as considerations in [3, 18] indicate. For this reason we shall carry out explicit computations only for the special case $k = 1$ below.

**Theorem 7.8.** If $t > 0$, then $Q^{(d)}_t = Q^{(d)}_t$ and

$$Q^{(k)}_t = \frac{(d-k)2^{d-k-1}}{N_k(t)} \int_0^t \overline{N}_k(s) Q^{(k)}_s \, ds$$

http://www.imstat.org/ejp/
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for \( k \in \{0, \ldots, d - 1\} \). In particular,

\[
N_k(t) = (d - k)2^{d-k-1} \int_0^t \frac{\mathcal{N}_k(s)}{s} \, ds.
\]

**Proof.** First, we note that \( N_d(t) = M_t(\mathbb{P}^d) = M_t(\mathcal{P}^d) = \mathcal{N}_d(t) \) by Theorem 7.4. Then, by the definition of \( Q^{(d)}_t \), Campbell’s theorem and Theorem 7.4, we get

\[
Q^{(d)}_t(\cdot) = \frac{1}{N_d(t)} \int_{\mathbb{P}^d} \int_{\Theta_{s}(f)} 1(g^{-1}c \in \cdot) \nu_{z(f)}(dc) M_t(dc)
= \frac{1}{N_d(t)} \int_{\mathbb{P}^d} \int_{\Theta_{s}(f)} 1(g^{-1}c \in \cdot) \nu_{z(f)}(dc) \overline{M}_t(dc) = \overline{Q}^{(d)}_t(\cdot).
\]

This proves the first assertion.

Next, we fix \( k \in \{0, \ldots, d - 1\} \). Then, using again Campbell’s theorem and this time Theorem 7.6, we get

\[
Q^{(k)}_t(\cdot) = \frac{1}{N_k(t)} \int_{\mathbb{P}^d} \int_{\Theta_{s}(f)} 1(g^{-1}f \in \cdot) \nu_{z(f)}(df) F^{(k)}_t(df)
= \frac{(d - k)2^{d-k-1}}{N_k(t)} \int_0^t \frac{1}{s} \int_{\mathbb{P}^d} \int_{\Theta_{s}(f)} 1(g^{-1}f \in \cdot) \nu_{z(f)}(df) F^{(k)}_s(df) \, ds
= \frac{(d - k)2^{d-k-1}}{N_k(t)} \int_0^t \frac{\mathcal{N}_k(s)}{s} \frac{1}{N_k(s)} \int_{\mathbb{P}^d} \int_{\Theta_{s}(f)} 1(g^{-1}f \in \cdot) \nu_{z(f)}(df) F^{(k)}_s(df) \, ds
= \frac{(d - k)2^{d-k-1}}{N_k(t)} \int_0^t \frac{\mathcal{N}_k(s)}{s} \overline{Q}^{(k)}_s(\cdot) \, ds. \tag{7.6}
\]

The second assertion follows from the first, since \( Q^{(k)}_t(\mathbb{P}_k^d) = \overline{Q}^{(k)}_s(\mathbb{P}_k^d) = 1 \) for all \( t, s > 0 \). This completes the proof. \( \square \)

In the following corollaries, we write \( \gamma(a, x) := \int_0^x s^{a-1}e^{-s} \, ds \), where \( a, x > 0 \), for the lower incomplete gamma function. The first corollary provides an explicit description of the distribution of the typical maximal spherical segment (that is, the typical maximal spherical 1-face) of a splitting tessellation on \( S^d \) as a mixture of distributions of typical spherical edges (that is, typical spherical 1-faces) in a Poisson great hypersphere tessellation. Besides the general formulas we treat especially the case \( d = 2 \), which is compared to the results in the Euclidean case at the end of this section.

**Corollary 7.9.** If \( t > 0 \), then

\[
Q^{(1)}_t = \frac{d}{2d^{d} + d\gamma(d, 1, t)} \int_0^t s^{d-2}(2s + e^{-s}) \overline{Q}^{(1)}_s(\cdot) \, ds.
\]

Especially, if \( d = 2 \), then

\[
Q^{(1)}_t = \frac{1}{t^2 + 1 - e^{-t}} \int_0^t (2s + e^{-s}) \overline{Q}^{(1)}_s(\cdot) \, ds.
\]

**Proof.** In view of (7.6) we have to compute the mean values \( \mathcal{N}_1(s) \) and \( N_1(t) \). Let \( \xi(s) \) be the random number of spherical edges of a Poisson great hypersphere tessellation process at time \( s > 0 \). We denote by \( P(s) \) the number of great hyperspheres in \( \overline{Y}_s \), which is a Poisson distributed random variable with parameter \( s \). If \( P(s) \in \{0, 1, \ldots, d - 2\} \) then \( \xi(s) = 0 \). If \( P(s) = d - 1 \), then \( \xi(s) = 1 \), while for \( P(s) \geq d \), we have \( \xi(s) = 2d(P(s)) \). Indeed, any collection of \( d \) great hyperspheres generating \( \overline{Y}_s \) (and which are in general
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position with probability one by Lemma 6.1) induces a pair of antipodal vertices. From each such vertex there are precisely $2d$ emanating edges and each edge has two vertices as its endpoints (see also [18, Equation (16)] with $d$ replaced by $d + 1$ and with $k = 2$ there). Thus,

$$N_1(s) = E \xi(s) = \frac{s^{d-1}}{(d-1)!} e^{-s} + \sum_{n=d}^{\infty} 2d \binom{n}{d} \frac{s^n}{n!} e^{-s} = \frac{s^{d-1}}{(d-1)!} (2s + e^{-s}).$$  (7.7)

To compute $N_1(t)$ we apply Theorem 7.8 to deduce that

$$N_1(t) = (d-1)2^{d-2} \int_0^t \frac{1}{s} N_1(s) \, ds = \frac{2^{d-2}}{(d-2)!} \int_0^t s^{d-2}(2s + e^{-s}) \, ds = \frac{2^{d-2}}{(d-2)!} \left( \frac{2t^d}{d} + \gamma(d-1,t) \right).$$  (7.8)

Plugging this into (7.6) yields

$$Q_1(\cdot) = \frac{d}{2t^d + d\gamma(d-1,t)} \int_0^t s^{d-2}(2s + e^{-s}) \frac{Q_1(\cdot)}{N_1(s)} \, ds$$

and proves the first formula. The special representation for $d = 2$ and $k = 1$ follows, since in this case $\gamma(1,t) = 1 - e^{-t}$. \qed

The previous result can be used, in particular, to determine the expected length of the typical maximal spherical segment of a splitting tessellation $Y_t$ on $S^d$. Let us emphasize that in contrast to the expected length of the typical maximal segment in a Euclidean STIT-tessellation (see [33] for the planar case, [56] for the spatial case and [38, 53] for general space dimensions), the expected length of the typical maximal spherical segment of a splitting tessellation $Y_t$ on $S^d$ is universal and does not depend on the underlying direction distribution $\kappa$.

**Corollary 7.10.** The expected length of the typical maximal spherical segment of a splitting tessellation $Y_t$ on $S^d$ with $t > 0$ equals

$$\frac{d}{d-1} \frac{2\pi t^{d-1}}{2t^d + d\gamma(d-1,t)}. $$

Especially, if $d = 2$, this reduces to

$$\frac{2\pi t}{t^2 + 1 - e^{-t}}.$$

**Proof.** Let $L(\Upsilon_s)$ be the expected length of the typical edge in a Poisson great hypersphere tessellation of $S^d$ at time $s > 0$, and let $L(\Upsilon_s)$ be the total edge length of $\Upsilon_s$, that is, the sum of the lengths of all edges of $\Upsilon_s$. The total length of all edges that are located on the same great circle equals $2\pi$. Moreover, each such great circle almost surely arises as an intersection of $d - 1$ great hyperspheres. Thus,

$$E[L(\Upsilon_s)] = 2\pi s^{d-1} \frac{e^{-s}}{(d-1)!} + \sum_{N=d}^{\infty} 2\pi \binom{N}{d-1} \frac{s^N}{N!} e^{-s} = \frac{2\pi s^{d-1}}{(d-1)!}.$$  

Hence, using (7.7), the expected length of the typical edge of $\Upsilon_s$ equals

$$L(\Upsilon_s) = \frac{E[L(\Upsilon_s)]}{N_1(s)} = \frac{2\pi}{2s + e^{-s}}.$$
Combining this with Corollary 7.9 yields
\[ L(Y_t) = \frac{2\pi d}{2t^d + d\gamma(d-1, t)} \int_0^t s^{d-2} \, ds = \frac{d}{d-1} \frac{2\pi t^{d-1}}{2t^d + d\gamma(d-1, t)}. \]
The formula for \( d = 2 \) follows once again from the observation that \( \gamma(1, t) = 1 - e^{-t} \).

**Example 7.11.** Corollary 7.10 shows that the expected length of the typical maximal segment of a splitting tessellation \( Y_t \) on \( S^d \) at time \( t > 0 \) depends on the dimension, whereas the expected length \( L(\overline{Y}_t) \) of the typical edge of \( \overline{Y}_t \) is independent of the dimension, that is,
\[ L(\overline{Y}_t) = \frac{2\pi}{2t + e^{-t}}. \]
Intuition suggests that \( L(\overline{Y}_t) \leq L(Y_t) \) for all \( t \geq 0 \) in any dimension. In fact, this follows from our formulas by basic calculus. Moreover, by partial integration, we obtain
\[ 1 \leq \frac{L(Y_t)}{L(\overline{Y}_t)} = \frac{d}{d-1} \frac{1 + \frac{1}{2t} e^{-t}}{1 + \frac{d}{d-1} \frac{1}{2t} \left( e^{-t} + \int_0^t \frac{1}{s} \, ds \right)} \leq \frac{d}{d-1} \frac{1 + \frac{1}{2t} e^{-t}}{1 + \frac{d}{d-1} \frac{1}{2t} e^{-t}}, \]
hence \( L(Y_t)/L(\overline{Y}_t) \to 1 \), as \( t \to \infty \), for fixed \( t > 0 \). On the other hand, we also have
\[ \frac{d}{d-1} \frac{1 + \frac{1}{2t} e^{-t}}{1 + \frac{d}{d-1} \frac{1}{2t} e^{-t}} \leq \frac{L(Y_t)}{L(\overline{Y}_t)} \leq \frac{d}{d-1} \frac{1 + \frac{1}{2t} e^{-t}}{1 + \frac{d}{d-1} \frac{1}{2t} e^{-t}}, \]
and hence
\[ \frac{1}{d} c_1 t \leq t \left| \frac{L(Y_t)}{L(\overline{Y}_t)} - \frac{d}{d-1} \right| \leq c_2, \quad t \geq 1, \]
where \( c_1, c_2 > 0 \) are absolute constants. This shows that \( L(Y_t)/L(\overline{Y}_t) \to d/(d-1) \), as \( t \to \infty \), for fixed dimension \( d \). Moreover,
\[ \frac{d}{d-1} \frac{\pi}{t} \leq L(Y_t) \leq \frac{d}{d-1} \frac{\pi}{t}, \quad t > 0, \]
see also Figure 6. It is also easy to check from these formulas that \( L(Y_t), L(\overline{Y}_t) \to 2\pi \) as \( t \to 0 \).
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Figure 7: Left: The expected length of the typical maximal spherical segment of a splitting tessellation $Y_t$ on $S^2$ (solid curve) and the expected length of the typical maximal segment of a STIT-tessellation in the plane (dashed curve) as a function of time $t$. Right: The density of the birth time distribution of the typical maximal spherical segment of a splitting tessellation $Y_t$ on $S^2$ (solid curve) and the density of the birth time distribution of the typical maximal segment of a STIT-tessellation in the plane (dashed curve) for $t = 3$ as function of $s ∈ (0, 3)$.

Finally, we consider the distribution of the ‘birth time’ of the typical maximal spherical segment of a splitting tessellation $Y_t$ with $t > 0$. To define this concept formally, we first observe that for each maximal edge $x ∈ F^{(1)}_t$ of $Y_t$ there is a unique time $s = β(x)$ at which $x$ is generated by the insertion of a new maximal spherical $(d − 1)$-face. This gives rise to a marked point process $ξ_t$ on $P^d_1$ with mark space $(0, ∞)$ given by

$$ξ_t = \sum_{x ∈ F^{(1)}_t} δ(x, β(x)) = \int_{P^d_1} δ(x, β(x)) F^{(1)}_t(dx).$$

The Palm distribution of $ξ_t$ (with respect to a fixed reference point $e ∈ S^d$) is the probability measure

$$P^e := \frac{1}{N_1(t)} \mathbb{E} \sum_{x ∈ F^{(1)}_t} \int_{\Theta(x)} δ(e^{-1}x, β(x)) ν_z(x)(dy)$$

on $P^d_1 × (0, ∞)$. Then the distribution of the birth time $β(Y_t)$ of the typical maximal spherical segment is defined as the marginal measure of $P^e$ on the mark space $(0, ∞)$. Hence, we simply have

$$P(β(Y_t) ∈ ·) = \frac{1}{N_1(t)} \mathbb{E} \sum_{x ∈ F^{(1)}_t} 1(β(x) ∈ ·),$$

which is independent of the chosen reference point $e ∈ S^d$. Note that this is the same as the marginal of the normalized intensity measure of $ξ_t$ on the mark space, that is, the mark distribution of $ξ_t$.

**Corollary 7.12.** For each $t > 0$, the random variable $β(Y_t) ∈ (0, t)$ has the density

$$s ↦ \frac{ds^{d-2}(2s + e^{-s})}{r^2t^d + dγ(d − 1, t)}$$

with respect to the Lebesgue measure on $(0, t)$. Especially, if $d = 2$, this reduces to

$$s ↦ \frac{2s + e^{-s}}{t^2 + 1 − e^{-t}}.$$
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Proof. By the preceding discussion, for $s < t$ the distribution function of $\beta(Y_t)$ equals

$$F(s) = \mathbb{P}(\beta(Y_t) \leq s) = \frac{1}{N_1(t)} \mathbb{E} \left[ \{ x \in F^{(1)}_t : \beta(x) \leq s \} \right] = \frac{N_1(s, t)}{N_1(t)},$$

where $N_1(t)$ is the expected number of edges of $Y_t$ and $N_1(s, t)$ is the expected number of edges whose birth time is less than or equal to $s$. By the continuous time probabilistic construction of $Y_t$, we have that $N_1(s, t) = N_1(s)$. Using the formula (7.8) for $N_1(t)$ (and also with $t$ replaced by $s$ for $N_1(s)$) and differentiating the resulting expression with respect to $s$ completes the proof.

The results of the Corollaries 7.10 and 7.12 might be compared with the corresponding situation for stationary and isotropic STIT-tessellations in $\mathbb{R}^d$ with time parameter $t > 0$. It is known from [53, Corollary 4] that the expected length of the typical maximal segment of such a tessellation is given by

$$\frac{d}{d-1} \frac{d \kappa_d}{2 \gamma_0} \frac{1}{t}.$$  

For $d = 2$ this reduces to $\pi/t$, see the left panel in Figure 7 for a comparison with the splitting tessellation on $S^2$. Moreover, it is known from the discussion after [53, Theorem 3] that for a STIT-tessellation in $\mathbb{R}^d$ with time parameter $t > 0$ the birth time distribution of the typical maximal segment has density on $(0, t)$ with respect to the Lebesgue measure given by

$$s \mapsto \frac{d s^{d-1}}{t^d},$$

which is the density of a beta distribution on $(0, t)$ with shape parameters $d$ and $1$. The right panel in Figure 7 shows a comparison of this density with that of $\beta(Y_t)$.
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