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Abstract: Evaluating internal Cluster Validity Index (CVI) is a critical task in clustering research. Existing studies mainly employ the number of clusters (NC-based method) or external CVIs (external CVIs-based method) to evaluate internal CVIs, which are not always reasonable in all scenarios. Additionally, there is no guideline of choosing appropriate methods to evaluate internal CVIs in different cases. In this paper, we focus on the evaluation abilities of external CVIs to internal CVIs, and propose a novel approach, named external CVIs evaluation Ability Measurement approach through Ranking consistency (CAMER), to measure the evaluation abilities of external CVIs quantitatively, for assisting in selecting appropriate external CVIs to evaluate internal CVIs. Specifically, we formulate the evaluation ability measurement problem as a ranking consistency task, by measuring the consistency between the evaluation results of external CVIs to internal CVIs and the ground truth performance of internal CVIs. Then, the superiority of CAMER is validated through a real-world case. Moreover, the evaluation abilities of seven popular external CVIs to internal CVIs in six different scenarios are explored by CAMER. Finally, these explored evaluation abilities are validated on four real-world datasets, demonstrating the effectiveness of CAMER.
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1 INTRODUCTION

Clustering is to discover unknown clusters in mass data, which directly depends on some prior choices, such as clustering algorithm, similarity metric and parameter configuration, etc [1, 2]. For the same dataset, different algorithms, similarity metrics or parameter configurations would produce various clustering results. Thus, Cluster Validity Indices (CVIs) are demanded to estimate which one is the best. Existing studies on CVIs can be divided into internal CVIs [3] and internal CVIs [4]. The difference between them is whether the data labels or other external information are required. Internal CVIs evaluate clustering results by assessing the consistency between the clustering label and the ground truth label. Internal CVIs do evaluation according to the compactness of intra-cluster and separation of inter-clusters.

Since most of datasets in real-world lack labels or other external information, internal CVIs are more practical [5]. Along this line, evaluating internal CVIs becomes a critical and challenging research problem. Take researchers studying internal CVIs for example, if a researcher proposes an internal CVI, an evaluation method is required to assess the effectiveness of the newly presented internal CVI. Accurate evaluation will guide others to study or use this CVI in the right direction, otherwise, it may result in misguidance. In this paper, we aim to address the problem of precise evaluation of internal CVIs, by investigating the evaluation abilities of existing methods to internal CVIs in different scenarios.

There are mainly two ways to solve the problem in existing studies: (1) An internal CVI would be considered to be good, if it could identify the correct number of clusters $nc$, we call it NC-based method [5, 6]. However, there may be a partition $P$ whose number of clusters is not equal to $nc$ that fits to the dataset better than the partition $P^{nc}$ whose number of clusters is $nc$ [7]. Hence, it is not always reasonable to exploit NC-based method to evaluate internal CVIs. (2) External CVIs are utilized to evaluate internal CVIs by measuring the consistency between clustering partitions with the best results of internal CVIs and ground truth partition, called external CVIs-based method [4]. This method does not rely on the number of clusters, but the evaluation result is affected severely by the external CVI used. Different external CVIs might produce various evaluation results for the same internal CVI, since they have some biased behaviours [3]. For instance, some external CVIs show a monotonous bias for the number of clusters [8-11], and some of them favour the balanced clustering results even if the dataset is skewed [12]. Consequently, the existing two methods are not always feasible to evaluate internal CVIs in different scenarios. To this end, how to choose an appropriate method to evaluate internal CVIs in different cases is an urgent task to be solved. In this paper, we focus on the external CVIs-based method and try to figure out the evaluation abilities of several well-known external CVIs to internal CVIs in different situations, in order to assist in selecting an appropriate external CVI to evaluate internal CVIs in a certain case.

To the best of our knowledge, this may be the first attempt to explore the evaluation abilities of external CVIs to internal CVIs quantitatively. Existing relevant researches on external CVIs [3] mainly focus on assessing their evaluation abilities to clustering partitions directly, not to internal CVIs that we care about in this work. Moreover, most of them employ the number of clusters to indicate the effectiveness of external CVIs, leading to that the final evaluation conclusions are affected severely by the correct number of clusters $nc$.

In this paper, we propose a novel approach, named external CVIs evaluation Ability Measurement approach through Ranking consistency (CAMER), by formulating the external CVI's evaluation ability measurement problem as a ranking consistency task. This approach can assess the evaluation abilities of external CVIs to internal CVIs quantitatively and help choose reasonable external CVIs to evaluate in different scenarios. Specifically, given multiple clustering partitions with known goodness, several internal CVIs are used to evaluate these partitions, and we can rank these internal CVIs based on the goodness of their identified partitions. This ranking is regarded as the ground truth ranking. Then, an external CVI evaluates the partitions with the best results of internal CVIs, and the evaluation ranking can be obtained based on the external CVI's scores. Moreover, two popular ranking correlation
measurements, Kendall's tau coefficient [13] and Spearman's footrule [14] are utilized to measure the consistency between the ground truth ranking and the evaluation ranking. The more consistent the two rankings, the more accurate the evaluation ability of the external CVI to internal CVIs. The basic idea is that the ground truth ranking represents the actual differences of multiple internal CVIs, if the evaluation ranking produced by an external CVI is consistent with the ground truth ranking, which means the external CVI is able to distinguish the differences. Furthermore, the superiority of CAMER is illustrated based on a real-world case. And we explore the evaluation abilities of seven well-known external CVIs to internal CVIs in six different scenarios: spherical distribution, density, irregular shape, noise, skewed distribution, and subclusters by using CAMER, which can be used to assist in selecting suitable external CVIs to evaluate internal CVIs. Finally, we validate the effectiveness of the explored evaluation abilities via four real-world datasets.

The main contributions of our work are summarized as follows: (1) A novel approach, named CAMER, is proposed to measure the evaluation abilities of external CVIs to internal CVIs quantitatively (Section 3); (2) The superiority of CAMER is interpreted based on a real-world case (Section 4); (3) The evaluation abilities of seven popular external CVIs to internal CVIs in six different scenarios are summarized by CAMER (Section 5); (4) The evaluation abilities summarized by CAMER are verified through four real-world datasets with different structures (Section 6).

# 2 RELATED WORK

In this section, we review the internal CVI evaluation methods and summary of several relevant studies in recent years in Tab. 1, mainly classified from two perspectives: NC-based method and external CVIs-based method.

| Study                  | NC-based | External CVIs-based |
|------------------------|----------|---------------------|
| Xie et al. (2020) [15] | ✓        | ✓                   |
| Hu et al. (2019) [16]  | ✓        | ✓                   |
| Gao and Wu (2019) [17] | ✓        | ✓                   |
| Fu et al. (2019) [18]  | ✓        | ✓                   |
| Cheng et al. (2018) [19]| ✓        | ✓                   |
| Gao and Yang (2018) [20]| ✓        | ✓                   |
| Kim et al. (2018) [21] | ✓        | ✓                   |
| Zhou et al. (2018) [22]| ✓        | ✓                   |
| Zhao et al. (2017) [23]| ✓        | ✓                   |
| Thomas et al. (2017) [24]| ✓    | ✓                   |
| Zhou et al. (2016) [25]| ✓        | ✓                   |
| Fu et al. (2016) [26]  | ✓        | ✓                   |

## 2.1 External CVIs-Based Method

External CVIs are the most common way to evaluate internal CVIs. The basic assumption is that, given multiple clustering partitions of a dataset, an internal CVI evaluates these partitions respectively, the consistency between the best clustering partition and the ground truth partition is measured by external CVI. The more consistent, the better the evaluation performance of the internal CVI. As shown in Tab. 1, most studies utilize external CVIs-based method to do evaluation. Xie et al. only used F-measure (F) to evaluate their presented internal CVI; Hu et al. utilized cluster-level Centroid Index (CI) and Purity (P) in their study; Seven external CVIs, including Accuracy (A), Adjusted Rand Index (ARI), F, Micro-p (M), Normalized Mutual Information (NMI), P and Rand Index (RI), were exploited in the study of Gao and Wu; Fu et al. utilized NMI to do evaluation; Cheng et al. did evaluation in their experiments through A; Gao and Yang evaluated a new internal CVI by ARI and NMI; A, Balanced Accuracy (BA) and Balanced Correction Rate (BCR) were exploited in Kim et al.’s research; Zhao et al. employed A, ARI and NMI to do evaluation; And Fu et al. evaluated the internal CVIs through NMI and A. It is easy to notice that most of these studies only employed three or fewer external CVIs to evaluate, except Gao and Wu's research in which seven external CVIs were utilized.

However, the evaluation abilities of external CVIs to internal CVIs are unstable, since there are biased behaviours of external CVIs, such as monotonous bias. Therefore, the convincing evaluation result cannot be obtained by only using a few external CVIs. It is a solution to use as many external CVIs as possible, but it is time consuming and difficult to conduct analysis if the results do not converge. In addition, there lacks a guideline of choosing suitable external CVIs to evaluate internal CVIs in different cases. In this paper, we try to address this problem, by proposing a novel approach to measure the evaluation abilities of external CVIs to internal CVIs quantitatively.

### 2.2 NC-Based Method

The basic idea of NC-based method is whether an internal CVI can identify the clustering partition with the correct number of clusters. If the number of clusters hit by an internal CVI is correct, we will consider this CVI exhibits good performance. In recent studies as listed in Tab. 1, we can see that there are six researches that employed NC-based method to do evaluation, and three of them used external CVIs-based method simultaneously. In brief, three of the 12 studies utilized only NC-based method to evaluate internal CVIs, thus we can know that most researches on internal CVIs no longer exploited NC-based method alone to do evaluation. This is because the underlying assumption of NC-based method is that the number of clusters of the best partition is equal to the real number of clusters. Nevertheless, this assumption does not always hold [7]. Therefore, NC-based method cannot evaluate internal CVIs reasonably in all scenarios.

Besides, NC-based method is also often used to evaluate external CVIs. We have found that most of the related works focused on validating the performance of external CVIs to clustering partitions directly, not the evaluation abilities of them to internal CVIs that we aim to study in this paper. However, we believe that NC-based method can be transferred to solve the evaluation ability measurement problem of external CVIs to internal CVIs, through the following calculation process: (1) Calculating evaluation scores: Calculate the evaluation scores of an external CVI to multiple internal CVIs. Given several clustering partitions for the same dataset, internal CVIs
evaluate these partitions and hit the best partitions respectively. Then, we calculate the evaluation scores of an external CVI on the partitions hit by internal CVIs. (2) Finding the optimal evaluation score: After obtaining the evaluation scores of the external CVI, we pick out the partition with the optimal score, and then identify its number of clusters. (3) Comparing with the correct number of clusters: The number of clusters of the identified partition is compared with the correct number of clusters. If they are equal, we consider that the external CVI exhibits excellent evaluation ability to internal CVIs, otherwise, its evaluation ability is poor. There are two limitations of NC-based method, one is that NC-based method can only produce two qualitative conclusions, namely good or bad, since the number of clusters is the only evaluation criterion. Furthermore, if there is no partition with the correct number of clusters, NC-based method will fail, which can output only negative conclusion.

To this end, we propose a new approach CAMER in Section 3, to measure the evaluation abilities of external CVIs to internal CVIs quantitatively, which is capable of overcoming the limitations of traditional NC-based method and finding a new way to tackle the evaluation ability measurement task.

3 CAMER

In this section, we propose a new approach, named external CVIs evaluation Ability MEasurement approach through Ranking consistency (CAMER), to assess the evaluation abilities of external CVIs to internal CVIs quantitatively.

3.1 Overview of CAMER

The basic idea of CAMER is to measure the consistency between the evaluation results of external CVIs to internal CVIs and the ground truth performance of internal CVIs. As shown in Fig. 1, CAMER contains three steps. (1) Preparing the ground truth ranking: Given a set of clustering partitions with known goodness, several internal CVIs evaluate these partitions and identify the optimal one. Along this line, the ground truth ranking of internal CVIs can be obtained based on the goodness of the corresponding optimal clustering partitions, which reveals the actual differences of these internal CVIs. (2) Calculating the evaluation ranking: An external CVI is used to evaluate the performance of the optimal clustering results identified by internal CVIs, and we can get the evaluation ranking of internal CVIs according to external CVI's evaluation scores, which represents the differences of internal CVIs recognized by the external CVI. (3) Comparing two rankings: We exploit two rank correlation measurements, Kendall’s tau coefficient and Spearman’s foot rule, to measure the consistency between the two rankings quantitatively, if they are consistent, that means the external CVI is able to distinguish the actual differences correctly, in other words, it can evaluate internal CVIs accurately. The more consistent the two rankings are, the more accurate the evaluation ability of the external CVI to internal CVIs is.

3.2 Preparing the Ground Truth Ranking

Given a dataset $X$, its ground truth partition is $C^\theta$. There are $K$ clustering partitions $C = \{C_1, C_2, \ldots, C_j, \ldots, C_K\}$, for $X$, and the goodness of each clustering partition $C_j$, $1 \leq j \leq K$ is known. S internal CVIs, $\{I_1, I_2, \ldots, I_g, \ldots, I_S\}$, evaluate the $K$ clustering partitions respectively and identify the corresponding optimal clustering partitions $C^* = \{C^1, C^2, \ldots, C^g, \ldots, C^S\}$, based on their evaluation results, where $C^\theta$ infers the optimal clustering partition.
identified by \( I_c \). Since we know the goodness of each clustering partition, we can rank the \( S \) internal CVIs as:

\[
IRank = \left[ I_1^1, I_2^1, \ldots, I_g^1, \ldots, I_S^1 \right]
\]

Where \( I \) represents the internal CVI on this position ranking first and \( I^g \) is the internal CVI ranking \( g \)th. The higher the ranking of internal CVI, the better the clustering partition it identifies. \( IRank \) is regarded as the ground truth ranking of internal CVIs for dataset \( X \).

Taking \( C_1 \) and \( C_2 \) in Fig. 1 as an example, we already know \( C_2 \) fits dataset \( X \) better than \( C_1 \). There are two internal CVIs \( I_1 \) and \( I_2 \), they evaluate \( C_1 \) and \( C_2 \) respectively, and \( I_1 \) identifies \( C_1 \) is better than \( C_2 \). Conversely, the evaluation result of \( I_2 \) on \( C_2 \) outperforms that on \( C_1 \). Therefore, we obtain the optimal clustering partitions identified by \( I_1 \) and \( I_2 \):

\[
I_2 : C_S^{opt} = \{ C_1, C_2 \}
\]

And then, the ground truth ranking of these two internal CVIs can be prepared: \( IRank = [I_2, I_1] \), according to the goodness of \( C_1 \) and \( C_2 \).

### 3.3 Calculating the Evaluation Ranking

There are \( R \) external CVIs \( \{ E_1, E_2, \ldots, E_h, \ldots, E_R \} \), we utilize each external CVI, \( E_h \), \( 1 \leq h \leq R \), to evaluate the optimal clustering partitions \( C_S^{opt} \) identified by \( S \) internal CVIs, and get the evaluation scores \( E_h \left( C_S^{opt} \right) = \{ e_{1h}, e_{2h}, \ldots, e_{gh}, \ldots, e_{Rh} \} \). According to the scores, we can rank the \( S \) internal CVIs as:

\[
IRank_h = \left[ I_1^h, I_2^h, \ldots, I_g^h, \ldots, I_S^h \right]
\]

Where \( I_h^1 \) represents \( E_h \) and the performance of the internal CVI on this position is the best. The higher the ranking of internal CVI, the better the evaluation result of external CVI on internal CVI. \( IRank_h \) is the evaluation ranking of \( S \) internal CVIs produced by external CVI \( E_h \). Considering the example in the previous subsection, for internal CVIs \( I_1 \) and \( I_2 \), their optimal clustering partitions are \( C_1 \) and \( C_2 \) respectively. An external CVI \( E \) is used to evaluate \( C_1 \) and \( C_2 \) and obtains two evaluation scores \( e^{1h} \) and \( e^{2h} \). If \( e^{1h} \) is better than \( e^{2h} \), we can claim that \( I_1 \) identifies a better clustering partition than \( I_2 \), from the perspective of \( E \). To this end, the evaluation ranking of \( I_1 \) and \( I_2 \) produced by \( E \) is \( IRank_h = [I_1, I_2] \). Otherwise, if \( e^{2h} \) is better than \( e^{1h} \), the evaluation ranking will be \( IRank_h = [I_2, I_1] \).

### 3.4 Comparing Two Rankings

After getting the ground truth ranking \( IRank \) and the evaluation ranking \( IRank_h \), we use two well-known rank correlation measurements Kendall's tau coefficient and Spearman's footrule to measure the consistency between these two rankings. They can assess the similarity of the orderings of two ranking lists and their ranges of values are \([0, 1]\). The larger values of Kendall and Spearman mean the two rankings are more consistent, that means the evaluation result of \( E_h \) to \( S \) internal CVIs is close to the ground truth. Along this line, we can say that the evaluation ability of \( E_h \) to internal CVIs is accurate. Otherwise, when the ground truth ranking \( IRank \) and the evaluation ranking \( IRank_h \) are dissimilar, the values of Kendall and Spearman would be small, indicating the evaluation ability of \( E_h \) to internal CVIs is weak.

For example, we have prepared the ground truth ranking \( IRank = [I_2, I_1] \), if the evaluation ranking produced by \( E \) is \( IRank_h = [I_1, I_2] \), these two rankings are not consistent, and the values of Kendall and Spearman would be small. If the evaluation ranking is \( IRank_h = [I_2, I_1] \), which is the same as the ground truth ranking, the Kendall value and Spearman value would be equal to 1.

CAMER formulates the external CVI's evaluation ability measurement problem as a ranking consistency task, which realizes the quantitative assessment of the evaluation abilities of external CVIs to internal CVIs.

### 4 COMPARISON OF CAMER AND NC-BASED METHOD

In this section, we demonstrate the superiority of CAMER, by comparing it with existing NC-based method through a real-world case. We first introduce the dataset used. Then, NC-based method and CAMER are employed to measure the evaluation abilities of seven popular external CVIs [17] to internal CVIs respectively. Finally, we summarize the differences between the two methods, to clarify the superiority of CAMER. The comparison is conducted in an environment of Intel 7300HQCPU @ 2.50GHz, MATLAB R2018b.

#### 4.1 Data Collection and Preparation

The dataset in this real-world case is about the locations of education and training institutions in Beijing, collected from a POI data open platform of China (http://www.poilist.cn/). There are 820 education and training institutions, of which each one is described by the longitude and latitude of its location, and the district where it is located. In this case, the districts include Yanqing, Huairou, Miyun, Pinggu, Mentougou and Other Districts (other districts in Beijing except the aforementioned five districts). As shown in Fig. 2, we regard the districts as the labels; in this way, the dataset is partitioned into six classes, indicated by different colours. Notably, the correct number of clusters of this dataset is six. In addition, nine clustering partitions are prepared by K-means algorithm with the number of clusters from 2 to 10 (NC = 2 to NC = 10), shown in Fig. 3.

![Figure 2 Visualization of dataset in the real-world case](image-url)
4.2 Comparison Results

In this subsection, we report the comparison results of CAMER and NC-based method. To illustrate the effect of the correct number of clusters on the measurement result, we conduct comparison based on two kinds of partitions: (1) Partitions including the correct number of clusters; (2) Partitions excluding the correct number of clusters.

4.2.1 Partitions Including the Correct Number of Clusters

We do comparison based on the nine partitions including NC = 6 (the correct number of clusters) in Fig. 3. The upper part of Tab. 2 lists the evaluation ability measurement results produced by NC-based method. We already know that the correct number of clusters is six. To this end, we can conclude that ARI, F, NMI, and RI have good evaluation abilities to internal CVIs, since the number of clusters of the partition identified by them is equal to the correct number of clusters. Nevertheless, the evaluation abilities of A, M, and P are weak. Obviously, there are only two qualitative conclusions produced by NC-based method, namely good “√” and bad “╳”.

The measurement results on partitions including the correct number of clusters by CAMER are shown in the left part of Tab. 3. It is clear that the Kendall and Spearman values of ARI, F, NMI and RI are all ones, so we can say that these four external CVIs can evaluate internal CVIs accurately. Conversely, the evaluation abilities of A, M and P to internal CVIs are poor. It is noteworthy that the evaluation conclusions produced by CAMER are specific values. Based on this, we can compare the evaluation abilities of different external CVIs quantitatively, rather than only draw qualitative conclusions, such as good or bad. Furthermore, according to the evaluation results output by NC-based method and CAMER, we find their conclusions are consistent, the evaluation abilities of ARI, F, NMI and RI outperform that of A, M and RI. Therefore, we know that the evaluation results of CAMER are precise.

4.2.2 Partitions Excluding the Correct Number of Cluster

Here, we compare CAMER and NC-based method based on the eight partitions (NC = 2 to NC = 5, NC = 7 to NC = 10) in Fig. 3, except the partition with six number of clusters (NC = 6). The measurement results by NC-based method are reported in the lower part of Tab. 2. It is worth to note that the number of clusters of the identified partitions is not equal to the correct number of clusters. In this way, NC-based method concludes that these seven external CVIs show poor evaluation abilities to internal CVIs. Apparently, when there is no partition with the correct number of clusters in the given partitions, NC-based method will fail, which will come to the negative conclusions for all external CVIs.

The evaluation abilities on partitions excluding the correct number of clusters measured by CAMER are shown in the right part of Tab. 3. It is obvious that ARI, F, NMI and RI are capable of assessing internal CVIs accurately. But the performance of A, M and P is poor. If we compare the left and right parts of Tab. 3, it should be noticed that the two measurement results are consistent, even if the partition with the correct number of clusters (NC = 6) does not appear in the right part, which means our CAMER is not affected by the correct number of clusters as NC-based method. It can still produce accurate evaluation conclusions, when the partition with the correct number of clusters is not given.

Table 2 Measurement results on the case dataset by NC-based method

| Partitions including the correct number of clusters | External CVI | A | ARI | F | M | NMI | P | RI |
|--------------------------------------------------|-------------|---|-----|---|---|-----|---|----|
| Identified partition                             | NC = 2      | NC = 6 | NC = 6 | NC = 2 | NC = 6 | NC = 2 | NC = 6 |
| Conclusion                                       | ✗           | ✓   | ✓   | ✗ | ✓ | ✓   | ✗ | ✗ |
| Partitions excluding the correct number of clusters| External CVI | A | ARI | F | M | NMI | P | RI |
| Identified partition                             | NC = 2      | NC = 7 | NC = 7 | NC = 2 | NC = 7 | NC = 2 | NC = 7 |
| Conclusion                                       | ✗           | ✓   | ✓   | ✗ | ✓ | ✓   | ✗ | ✗ |

Figure 3 Clustering partitions of the case dataset
4.3 Difference Summary

Based on the evaluation results of CAMER and NC-based method, we can summarize their differences:

1. In terms of the form of evaluation result, existing NC-based method can only output qualitative conclusion, namely good ability or bad ability. Our proposed CAMER can produce quantitative conclusion, in this way, the gap of evaluation abilities between different external CVIs can be measured accurately.

2. For the effect of the correct number of clusters, NC-based method is affected by the correct number of clusters severely, which will be invalid if there is no partition with the correct number of clusters in the given partitions. CAMER is not affected by the correct number of clusters, which is still able to measure the evaluation abilities of external CVIs precisely.

Overall, our proposed CAMER approach realizes more precise and stable measurement for the evaluation abilities of external CVIs to internal CVIs than existing method. Hereafter, we will explore the evaluation abilities of seven popular external CVIs to internal CVIs based on six different structure datasets by employing CAMER, for guiding the selection of external CVIs to evaluate.

5 EVALUATION ABILITY EXPLORATION

In this section, we generate six synthetic datasets with different structures to explore the evaluation abilities of seven well-known external CVIs to internal CVIs by CAMER in different cases: spherical distribution, density, irregular shape, noise, skewed distribution and subclusters. The exploration can guide the selection of appropriate external CVIs to evaluate internal CVIs in a certain case.

### 5.1 Synthetic Dataset Preparation

We generate a dataset with five spherical clusters as shown in Fig. 4a. Based on this spherical dataset, a dataset with different cluster densities is generated, as shown in Fig. 4b. There are five spherical clusters, their radii are the same, but the number of instances in different clusters is distinct. Hence, the cluster densities in this dataset are various. Next, the irregular shaped dataset Aggregation [27] is exploited directly as shown in Fig. 4c. Additionally, based on the spherical dataset, we add some noises to each cluster and generate a noised dataset as shown in Fig. 4d. Moreover, the skewed dataset with unbalanced distribution is generated as shown in Fig. 4e. And Fig. 4f shows the dataset with two subclusters.

For the six synthetic datasets, each of them is clustered into nine clustering partitions by K-means algorithm with the number of clusters from 2 to 10. Based on this, we use CAMER to explore the evaluation abilities of seven well-known external CVIs to internal CVIs.

### 5.2 Evaluation Ability Exploration on Synthetic Datasets

Tab. 4 reports the evaluation ability measurement results of the seven external CVIs to internal CVIs by CAMER on the six different structure datasets. As for spherical dataset, we can see that all Kendall values are greater than 0.84, and all Spearman values are greater than 0.93, which means the seven external CVIs have good evaluation abilities to internal CVIs. In terms of dataset with different cluster densities, it is clear that the Kendall values and Spearman values are all ones. Therefore, the seven external CVIs can assess internal CVIs accurately on dataset with different cluster densities. For irregular shaped dataset, the Kendall values and Spearman values of A, ARI, F, and P are all ones, indicating these three external CVIs can handle irregular shaped dataset. However, the results of A, M, NMI and P are less than 0.5, thus, these four external CVIs are not suitable to evaluate internal CVIs on this irregular shaped dataset. As to noised dataset, it is obvious that the Kendall values and Spearman values of A, ARI, F, NMI, P and RI are all greater than 0.96, which means these six external CVIs can evaluate internal CVIs on noised dataset effectively. Nevertheless, M performs poorly. In terms of skewed dataset, we can see that the Kendall values and Spearman values of A, ARI, F, M and P are all one, demonstrating these five external CVIs are able to evaluate internal CVIs effectively on skewed dataset. Conversely, NMI and RI cannot assess internal CVIs accurately in this case. Finally, for dataset with subclusters, it is worth to note that the Kendall values and Spearman values of ARI, F, M, NMI and RI are all ones, that means the five external CVIs can assess internal CVIs precisely. Additionally, the measurement results of A and P are less than 0.3, implying they are not suitable to evaluate internal CVIs in this case.

In brief, we note that different external CVIs show various evaluation performances. Thus, it is valuable to summarize the evaluation abilities of external CVIs, for guiding the selection of appropriate external CVIs to evaluate internal CVIs in a certain case.

| Partitions including the correct number of clusters | Partitions excluding the correct number of clusters |
|--------------------------------------------------|--------------------------------------------------|
| Kendall | Spearman | Kendall | Spearman |
| A      | 0.2424   | 0.3147  | 0.3939  | 0.4685  |
| ARI    | 0.3147   | 0.1234  | 0.2345  | 0.4356  |
| F      | 0.2424   | 0.3147  | 0.3939  | 0.4685  |
| M      | 0.3147   | 0.2424  | 0.4685  | 0.3939  |
| NMI    | 0.3147   | 0.2424  | 0.4685  | 0.3939  |
| P      | 0.2424   | 0.3147  | 0.3939  | 0.4685  |
| RI     | 1        | 1       | 1       | 1       |

Figure 4: Visualization of six different structure datasets
cluster these datasets into multiple partitions with different characteristics. We employ K-means algorithm to validate our summary in the last section.

6.2 Evaluation Ability Validation on Real-World Datasets

To validate the evaluation ability of the aforementioned seven external CVIs to internal CVIs, namely A, M and P, show relatively weak performance. This is in keeping with our summary in Tab. 5, that ARI, F, NMI and RI exhibit excellent evaluation abilities to internal CVIs. On the contrary, the rest three CVIs, namely A, M and P, perform well, that is not exactly the same as the summary in Tab. 5. The possible reason may be the other two characteristics "Density" and "Subcluster" are dominated in this dataset. Along this line, we believe the conclusions on these datasets is convincing.

5.3 Evaluation Ability Summary

We summarize the evaluation abilities of the seven well known external CVIs to internal CVIs in different scenarios derived from our experiments in Tab. 5, which can assist in the selection of external CVIs conveniently and reasonably to evaluate internal CVIs:

(1) For spherical dataset, the seven external CVIs can evaluate internal CVIs accurately;
(2) For dataset with different cluster densities, the seven external CVIs show good performance;
(3) For irregular shaped dataset, ARI, F and RI can be used to evaluate internal CVIs;
(4) For noised dataset, A, ARI, F, NMI, P and RI are able to evaluate internal CVIs reasonably;
(5) For skewed dataset, A, ARI, F, M and P exhibit superior evaluation abilities than other two CVIs;
(6) For dataset with subclusters, ARI, F, M, NMI and RI perform well in the evaluation of internal CVIs.

6 EVALUATION ABILITY VALIDATION

In this section, four real-world datasets with different structures are exploited to validate the evaluation ability summary concluded by CAMER in Section 5.

6.1 Real-World Dataset Collection

Tab. 6 describes these datasets, whose characteristics are shown in the last column. It is easy to notice that the characteristics of the UCI datasets cover all the data structures studied in the last section, so that we believe the validation on these datasets is convincing.

Specifically, POI dataset is derived from the real-world case in Section 4, and the other three datasets are collected from the UCI machine learning repository [28]. Moreover, the structure of each dataset is summed up based on its visualization. We use t-Distributed Stochastic Neighbour Embedding [29] (t-SNE) to reduce the dimensions of the three UCI datasets for visualization as shown in Fig. 5, and then the characteristics can be analysed manually. We employ K-means algorithm to cluster these datasets into multiple partitions with different number of clusters from 2 to 20. Based on this, the evaluation abilities of the aforementioned seven external CVIs to internal CVIs are measured by CAMER, to validate our summary in the last section.

6.2 Evaluation Ability Validation on Real-World Datasets

Tab. 7 reports the evaluation ability measurement results on four real-world datasets. For POI dataset. We note that ARI, F, NMI and RI exhibit excellent evaluation abilities to internal CVIs. On the contrary, the rest three CVIs, namely A, M and P, show relatively weak performance. This is in keeping with our summary in Tab. 5, that ARI, F, NMI and RI are the only four external CVIs which can evaluate internal CVIs precisely on dataset with noise and subclusters simultaneously. As to Breast Cancer dataset, we notice that ARI, F, NMI and RI show excellent evaluation abilities to internal CVIs. Conversely, the evaluation abilities of A, M and P are relatively poor. Notably, while Breast Cancer is skewed, NMI and RI perform well, that is not exactly the same as the summary in Tab. 5. The possible reason may be the other two characteristics "Density" and "Subcluster" are dominated in this dataset. Along this line, we believe the conclusions in Breast Cancer are consistent with our summary overall. As for Iris dataset, the performance of ARI, F and RI outperform that of other four CVIs significantly, that is consistent with our summary about these three external CVIs. ARI, F and RI can deal with the dataset with subclusters, noised samples and irregular shape effectively.
Finally, in terms of Seeds dataset, ARI, F, M and RI can evaluate internal CVIs accurately, and NMI exhibits the second-best performance, moreover, the remaining two CVIs, A and P, perform poor. The results are in keeping with our summary, that ARI, F, M and RI are able to process the spherical dataset with subclusters.

**Table 6** Summary of four real-world datasets for evaluation ability validation

| Name     | # Instances | # Attributes | # Classes | Characteristics          |
|----------|-------------|--------------|-----------|--------------------------|
| POI      | 820         | 2            | 6         | Noise, Subcluster        |
| Breast Cancer | 569         | 30           | 2         | Density, Skewed, Subcluster |
| Iris     | 150         | 4            | 3         | Irregular, Noise, Subcluster |
| Seeds    | 210         | 7            | 3         | Sphericity, Subcluster   |

Consequently, in this section, the measurement results on four real-world datasets with different characteristics validate the effectiveness of our evaluation ability summary for seven popular external CVIs in Tab. 5, demonstrating these explored evaluation abilities can be employed to guide the selection of appropriate external CVIs for the evaluation of internal CVIs.

**Table 7** Measurement results on four real-world datasets by CAMER

| Name     | POI Kendall | POI Spearman | Breast Cancer Kendall | Breast Cancer Spearman |
|----------|-------------|--------------|-----------------------|------------------------|
| A        | 0.4242      | 0.5455       | 0.6667                | 0.7483                 |
| F        | 1           | 1            | 1                     | 1                      |
| M        | 0.4242      | 0.5455       | -0.0606               | -0.014                 |
| NMI      | 1           | 1            | 1                     | 1                      |
| P        | 0.4242      | 0.5455       | 0.6667                | 0.7482                 |
| RI       | 1           | 1            | 1                     | 1                      |

**7 CONCLUSIONS**

In this paper, we investigate how to choose an appropriate method to evaluate internal CVIs. Along this line, we propose a new approach, named external CVIs evaluation Ability MEasurement approach through Ranking consistency (CAMER), to measure the evaluation abilities of external CVIs to internal CVIs quantitatively, by formulating this problem as a ranking consistency task. Specifically, we first prepare the ground truth ranking of several internal CVIs based on goodness of clustering partitions. Then, the evaluation ranking of internal CVIs is obtained according to the scores of external CVI. Finally, the consistency between the two rankings is calculated by using rank correlation measurements, which can reflect the evaluation abilities of external CVIs to internal CVIs quantitatively. The superiority of CAMER is interpreted by comparing with existing NC-based method on a real-world case. And the evaluation abilities of seven well-known external CVIs to internal CVIs in six different scenarios are explored and summarized, which can be used to assist in choosing suitable external CVIs to evaluate internal CVIs reasonably. Finally, we validate the usefulness of the evaluation ability summary through four real-world datasets with various characteristics, indicating the effectiveness of CAMER.

This study relies on the experimental results to explore the evaluation abilities of external CVIs to internal CVIs in different cases. In the future, we will put effort into exploring their distinctions from a theoretical perspective.
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