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The camera calibration in monocular vision represents the relationship between the pixels’ units which is obtained from a camera and the object in the real world. As an essential procedure, camera calibration calculates the three-dimensional geometric information from the captured two-dimensional images. Therefore, a modified camera calibration method based on polynomial regression is proposed to simplify. In this method, a parameter vector is obtained by pixel coordinates of obstacles and corresponding distance values using polynomial regression. The set of parameter’s vectors can measure the distance between the camera and the ground object in the field of vision under the camera’s posture and position. The experimental results show that the lowest accuracy of this focal length calibration method for measurement is 97.09%, and the average accuracy was 99.02%.

1. Introduction

Measuring the distance between self and the obstacle is a crucial part of many fields. The type of method to measuring distance by cameras is called the vision-based ranging method, which may promote the development of automatic measurement and has a great research value [1, 2]. The vision-based ranging method includes the monocular vision-based ranging method and stereo vision-based ranging method. Stereo vision-based ranging methods use the parallax of cameras to measure, which needs to match multiple images taken by multiple cameras. Monocular vision-based ranging method has a higher performance than the stereo vision-based ranging method because it does not need match images in the data preprocessing stage [3].

Monocular vision-based ranging methods can be divided into three categories, including proportion-based methods, machine learning-based methods, and coordinate transformation-based methods. Proportion-based methods are according to the principle that the distance is inversely proportional to the image's size from the target in the image plane [4, 5]. Taking the ranging model proposed by Bao and Wang [5], this model first assumes the width of all vehicles as a fixed value and then uses this value to learn the model parameters from the images of vehicles at different distances. The ranging accuracy of this model is unsteady because if the measured vehicle is not directly in front of the camera, the value of width will no longer be correct. Machine learning-based methods try to let the computer learn the parameters of the ranging model. For example, Meng et al. [6] proposed the ranging model based on the R-CNN [7] and nonlinear regression. This model first utilizes the R-CNN to detect the position of the preceding vehicle, and then, the distance is obtained by a nonlinear regression model. The accuracy of the objective decision is more than 90%. Coordinate transformation-based methods have strong interpretability. This type of method utilizes the relationship between world coordinates, camera coordinates, pixel coordinates, and camera parameter matrix to calculate the distance between the camera and obstacles [8, 9]. Taking the method proposed by Lu et al. [9], this model increased the ranging accuracy to 95.43%, which derives the ranging model based on the principle of visual imaging. Although the ranging accuracy of this model is higher than previous methods, camera
calibration as a key technology in this model needs to be improved.

The high-precision camera calibration aims to determine a set of geometric parameters. It is a prerequisite to extract 3D information from the captured images using the object’s projections in the image plane. Camera calibration methods can be divided into two categories, including traditional calibration and self-calibration. The traditional calibration utilizes multiple reference points on the object to establish the relationship between the 2D pixel coordinates and the 3D world coordinates. Yakimovsky and Cunningham [10] in 1978 proposed a camera calibration method to calculate the transformation matrix of stereo cameras. They used a highly linear lens and ignored the distortion to improve the accuracy of 5 mm at a distance of 2 m. Due to the narrow field of view and not considering lens distortion, this method may cause more errors in a wide field. The unknown parameters computed by linear equations in the traditional camera calibration method may not be linearly independent, which increases the error of calibration. Martins et al. [11] in 1981 proposed the biplane calibration method using the points on the double calibration plane. This method avoids any restrictions on the extrinsic camera parameters. On the premise that there is no deflection in the coordinate system, the average error is about 4 mils with a distance of 25 inches. However, the nonlinear lens distortion is not corrected. Tsai [12] proposed a novel camera calibration method which considered the camera distortion. First, the camera parameters are solved using the direct linear transformation method or perspective projection transformation matrix. Then, the obtained parameters are taken as the initial values. The nonlinear optimization method is used to improve the precision of the calibration. This method requires high-precision calibration targets and a similar size field of vision. Chen et al. [13] proposed a calibration method based on a bundle adjustment system, which reduces the requirement of calibration targets. The world coordinate system is relatively stationary with the steam hammer to decrease the error of calibration. Experiments show that the calibration system measures the ram speed of a steam hammer accurately.

Traditional camera calibration has a strong dependence on calibration targets, which has high requirements for the precision of calibration targets. This method is difficult to transfer the unknown scene because it is usually limited to a specific field of vision and distance. Therefore, the self-calibration was proposed because of its higher operability, which obtains the image sequence by controlling the camera motion and then calculates the parameters by matching the image sequence. Luong and Faugeras [14] proposed a self-calibration method based on point correspondences and fundamental matrices. They used point correspondences between three images to estimate the perspective projection matrices and parameters of the camera. In contrast to traditional camera calibration methods, this method washes calibration targets with a known 3D shape. This method has the disadvantages of the high cost of polynomial calculation and sensitivity to noise since the continuation work in the complex plane. On this basis, Zhang [15] proposed a calibration method between the traditional calibration method and the self-calibration method. This method utilizes the two-dimensional measurement information for the camera’s calibration, which reduces the requirements for the equipment compared to the traditional calibration. In this method, many different angle images of a two-dimensional plane calibration target (checkerboard) are taken to detect the feature points and calculate the parameter matrix of the camera. Nonlinear refinement is based on the maximum likelihood criterion to optimize the calibration results. Although this method has simplified the calibration process compared with previous methods, it still has some requirements for the standardization of operation. For example, the image taken should avoid noise. Otherwise, the inaccurate corner extraction will increase the calibration error. Dong and Isler [16] proposed a method for external parameters of camera calibration that obtained the point-to-plane constraints by two noncoplanar triangles. This method reduces the dependence on the camera’s initial state estimation. At the same time, it reduces the number of observations without reducing the accuracy of the calibration. Xu [17] proposed a camera calibration method based on mirrored. This method reflects two groups of orthogonal phase-shifting sinusoidal figures by a mirror to calculate the relationship between cameras by constraints between phases.

To sum up, monocular vision-based ranging methods based on coordinate transformation have higher accuracy than other methods. This type of method [18, 19] has not only a model efficiency but also interpretability and stability. They are generally based on the linear imaging model constructed by the pinhole imaging principle to simplify the derivation of the ranging model because the pinhole imaging principle can directly construct the geometric correspondence between the world coordinates and the pixel coordinates. At the same time, considering that most of the vision-based ranging methods are used in the automatic measurement of robots or intelligent vehicles, where the camera is fixed in a certain attitude, a lot of measurement targets are ground objects. Therefore, this study proposes a ranging model different from the previous vision-based ranging methods, which measures the distance between the camera and the ground object when the camera has an inclination angle in three dimensions. Because the world coordinate system is two-dimensional, the computational complexity of the model is lower and there are not many requirements for the three-dimensional structure of the object.

As the only internal parameter of the camera needs to be calibrated in the model, the accuracy of focal length calibration directly affects the range’s accuracy. In the linear imaging model, the object is presented to the image plane through a small hole depending on the principle of straight-line propagation. But in fact, the camera is convex lens imaging, which has distortion and defocusing phenomenon. Distortion will lead to the inconsistency between the theoretical imaging position and the actual imaging position, and defocusing will lead to the image in some positions not presented on the image plane. Previous references [20, 21]
proposed the calibration of a nonlinear camera, which calibrated the focal length and distortion parameters and then restored the theoretical imaging position through the distortion parameters and the actual imaging position. Although radial distortion, centrifugal distortion, and thin prism distortion are considered in these methods, defocusing or other possible factors are not well considered. Therefore, the accuracy of the ranging model can be improved.

In this study, all the imaging points are considered to be obtained based on pinhole imaging, so there is no need to restore the pixel coordinates. The effects of distortion and defocusing are reflected in the value of focal length. That is to say, each point at each position has its corresponding focal length. This focal length includes various factors that may affect the imaging position. This study uses the actual distance and pixel coordinates to calculate the focal length corresponding to different pixel positions and then analyses the distribution of focal length value relative to pixel coordinates. It is found that their distribution is not a simple linear distribution. Therefore, to improve the accuracy of range, this study attempts to learn the distribution of focal length corresponding to different pixel positions by nonlinear regression (polynomial regression). The results show that the method can effectively improve the accuracy of the ranging model.

In a word, this study focuses on proposing a simple and high-accuracy camera’s focal length calibration method to improve the accuracy of the monocular vision-based ranging model. The major method is to use a simple linear imaging model to deduce the complexity of the ranging model and then combine the distortion and defocusing phenomenon caused by the nonlinear imaging of the camera into the focal length calibration process. The main innovations of this study are as follows:

(1) When the camera has an inclination angle in three dimensions, the ranging model for ground object based on the linear imaging model and geometric coordinate transformation is proposed.

(2) The distortion caused by convex lens imaging and the influence caused by defocusing is reflected in the focal length of the linear imaging model.

(3) The calibration process does not require the calibration target, and the camera does not need to move.

(4) The focal length values containing the effect by distortion and defocusing are calculated by the ranging model, and the nonlinear distribution is learned by polynomial regression.

2. Proposed Methods

2.1. Monocular Vision-Based Model. In the real scene, most of the obstacles are on the ground, such as pedestrians or other vehicles. The model in this study focuses on the ground feature points, that is, the 3D world coordinate system is reduced to the 2D coordinate system. The posture of the installed camera depends on the installed location. The camera does not have an inclination angle when the camera is facing the front and the optical axis is parallel to the ground. The optical axis is defined as a line perpendicular to the image plane and passing through the optical center. Based on the pinhole camera model and the principle of straight-line propagation of light [22], the ranging model for the ground objects without the inclination angle of the camera is shown in Figure 1.

As shown in Figure 1, $O'$ is the projection of the camera optical center $O$ on the ground plane. The optical axis $(OO')$ passes through the camera optical center $O$ and is parallel to the ground plane; the optical axis $(OO')$ is perpendicular to the image plane. The world coordinate system is established with $O'$ as the origin, the line passing through $O'$ and parallel to the optical axis as $Y$-axis, and the line passing through $O'$ and perpendicular to $Y$-axis as $X$-axis. $P$ is the measured point on the ground plane, $P_{X}$ is the projection of $P$ on the $Y$-axis, $P_X$ is the projection of $P$ on the $X$-axis, $O''$ is the projection of the optical axis on the image plane, the height from the optical center $O$ to the ground is $H$ (the length of $OO''$), the image on the image plane of the point $P$ is the point $P'$, and the physical coordinates of $P'$ on the image plane are $P' (x, y)$. The length of $OO''$ is recorded as the focal length $f$. The length of $O'P (d)$ is the distance which we will calculate. The camera will have an inclination angle with three different dimensions in the real scene. The details of the three dimensions are shown in Figure 2.

As shown in Figure 2(a), the field of vision of the camera is changed after the camera rotates. The ranging model is consistent with the noninclination angle. As shown in Figure 2(b), the position of the optical center did not change, and the optical axis is still parallel to the ground. The difference with the noninclination angle is that the image plane rotates around its center in the two-dimensional plane. The image plane can be restored to the state without inclination by reverse rotation in the two-dimensional plane. The inclination angle obtained by this way of rotation is called the left or right inclination angle. Since it is not involved in reconstructing the ranging model, the detail of restoring the left-right inclination angle to a noninclination angle is described in the discussion. As shown in Figure 2(c), the optical axis of the camera is not parallel to the ground after rotation. The ranging model needs to reconstruct. The inclination angle obtained by this way of rotation is called the up or down inclination angle. Taking down the inclination angle for an ample, the illustrated of the ranging model is shown in Figure 3.

The meanings of $P$, $P'$, $O$, $O'$, $O''$, $P_X$, $P_Y$, $P_X'$, and $P_Y'$ in Figure 3 are the same as is shown in Figure 1. The difference between Figures 1 and 3 is that $O O''$ is the optical axis with an inclination angle $\alpha$, that is, the angle between the horizontal line and the optical axis is called $\alpha$. When the camera has a down inclination angle, regulation $\alpha > 0$, and when the camera has an up inclination angle, regulation $\alpha < 0$. $M$ is the intersection point of $P' P_X'$ and the horizontal plane (plane OMN), $N$ is the intersection point of $P_Y' O''$ and the horizontal plane (plane OMN), and the plane ONM is parallel to the ground plane; the optical axis $(OO'')$ is
Figure 1: Ranging model without an inclination angle.

Figure 2: Camera inclination angle decomposition.

Figure 3: Ranging model with an inclination angle.
perpendicular to the image plane. The length of $OO''$ is defined as the focal length $f$, and the length of $OP$ (d) is the distance which we will calculate.

MO is the projection of $O'$ on the plane OMN, $OP$ is the projection of $O$ on the ground plane, and the three points of $O$, $O'$, and $P$ are colinear. Because the plane OMN is parallel to the ground plane, according to the property of parallel planes, the angle between a line and its projection on two parallel planes is equal. Therefore,

$$\angle OPO' = \angle PO'O = \angle P_O' O'' + \angle P_O'O'M. \quad (1)$$

The optical axis $OO''$ is perpendicular to the image plane and $O''N$ is in the image plane. According to the vertical property of line and planes, a straight-line perpendicular to a plane is perpendicular to any straight line in the plane. In $\Delta NO'N$, $NO' \perp OO''$, and $\angle NO'O = \alpha$. $O''N$ is

$$O''N = f \cdot \tan \alpha. \quad (2)$$

Because the optical axis $OO''$ is perpendicular to the image plane and $O''P_X$ is in the image plane, $O''O'P_X$. Following Pythagoras’ theorem, $OP_X'$ is

$$OP_X' = \sqrt{x^2 + f^2}. \quad (3)$$

$O''O'$ is perpendicular to the image plane and in the plane $O''P_X'$. According to the judgment theorem of plane perpendicularity, $O''O'$ is perpendicular to the image plane. The plane $O''P_X'$ passing through $O''O'$ is also perpendicular to the image plane. $OP_X'$ is in the plane $O''O'P_X$ and $P_X'M$ is in the image plane. In $\Delta P_O'O'M$, $O_P'O' \perp P_X'M$, $O''N \parallel P_X'M$, and $O''P_X' = NM$. According to the properties of a parallelogram, the opposite sides are parallel and equal, $P_X'M = O''N$, and $\angle P_O'O'M$ is

$$\angle P_O'O'M = \tan^{-1} \frac{P_X'M}{OP_X'} = \tan^{-1} \frac{f \cdot \tan \alpha}{\sqrt{x^2 + f^2}} \quad (4)$$

The plane $OO''P_X'$ is perpendicular to the image plane, and $OP_X'$ is in the plane $OO''P_X$ and $P_X'O'$ is in the image plane. In $\Delta O'P_X', O_P'O \perp P_X'O'$, $\angle P_O'O'$ is

$$\angle P_O'O' = \tan^{-1} \frac{O'O'}{O'P} = \tan^{-1} \frac{H}{d}. \quad (5)$$

The simultaneous equations (8) and (11)–(13) can be obtained:

$$\frac{1}{\sqrt{x^2 + f^2}} + \frac{1}{\sqrt{x^2 + f^2}} = \frac{1}{d} \quad (7)$$

According to the arctangent addition theorem, we get the following results:

$$\tan^{-1} \frac{f \cdot \tan \alpha}{\sqrt{x^2 + f^2}} + \tan^{-1} \frac{y}{\sqrt{x^2 + f^2}} = \tan^{-1} \frac{H}{d}. \quad (8)$$

Namely,

$$\frac{\sqrt{x^2 + f^2} \cdot (f \cdot \tan \alpha + y)}{x^2 + f^2 - y \cdot f \cdot \tan \alpha} = \frac{H}{d}. \quad (9)$$

From equation (9), it concludes that

$$d = \frac{H \cdot (x^2 + f^2 - y \cdot f \cdot \tan \alpha)}{\sqrt{x^2 + f^2} \cdot (f \cdot \tan \alpha + y)}. \quad (10)$$

From equation (10), the coordinate $(x, y)$ of the measured point $P'$ on the image plane is the physical coordinate. Its unit should be a millimeter. However, the coordinate $(x_0, y_0)$ of the point $P'$ directly extracted from the image plane is the pixel coordinate. This pixel coordinate system is established with the upper left corner of the picture as the original center, and the unit is pixels. It is necessary to translate the pixel coordinate $(x_0, y_0)$ into the physical coordinate $(x, y)$ in equation (10). The transformation formulas are shown in equation (11).

$$x = (x_0 - \frac{CR}{2}) \cdot d_x, \quad (11)$$

$$y = (y_0 - \frac{RR}{2}) \cdot d_y. \quad (11)$$

In equation (11), $x$ and $y$ denote the physical coordinates of point $P'$, $x_0$ and $y_0$ denote the pixel coordinates of point $P'$, and $d_x$ and $d_y$ denote the size of a pixel unit in $x$ and $y$ directions. $RR$ and $CR$ denote the row resolution and the column resolution of the image plane.

2.2 The Proposed Camera Calibration Model. According to equation (10), the constraint equation of focal length is shown in equation (12), where the distance $d$ in equation (10) is replaced by the absolute distance $D$ in equation (12) measured by the rangefinder.
When the camera’s height from the ground and the camera’s inclination angle remain unchanged, the pixel coordinates of the targets at different positions are different. According to the experimental data, the focal length which is calculated by equation (12) is different. The reason for this phenomenon can be explained by the defocus phenomenon [23] of convex lens imaging. For a camera, the image plane is fixed according to the clearest image in the center. Therefore, the image outside the center of the image plane does not exactly fit the image’s position. The points with different object distances correspond to different focal lengths. To obtain the focal length corresponding to different physical coordinates (x, y), this study utilizes polynomial regression to learn the relationship between focal length and the physical coordinates. The physical coordinates are the independent variables, and focal lengths are the dependent variables. The polynomial in the form of equation (13) and the coefficient vector V in equation (13) are obtained by polynomial regression.

\[
f(x, y) = v_{00} + v_{10} x + v_{01} y + v_{11} x y + v_{02} y^2 + \ldots
\]  

2.3. Error Compensation Algorithm. To improve the accuracy of the ranging, we propose an algorithm to compensate for the ranging error which is produced from the coordinate extraction of the feature point and the measurement of the camera inclination angle by adjusting the pixel coordinates (x0, y0). According to the experimental data, the generalization ability of the model is the strongest and the most stable when the ranging error threshold is set at 0.5%. The procedure is outlined in Algorithm 1. E(d) is the difference between the calculated distance d and the accurate distance D.

3. Experiments

The equipment in our experiment is shown in Figure 4. The camera used in this experiment is 1920 * 1080 pixels. 100 targets are placed in the range from 2 to 20 meters. The spatial location of the camera remains the same. The accurate distances D between the optical center projected on the ground and the targets are measured by a laser rangefinder.

As is shown in Figure 5, the pixel coordinates of the contact point between each target and the ground are extracted using MATLAB. From the 100 pieces of data, 14 pieces were randomly selected as the training dataset and 6 pieces as the test dataset. The focal length of the camera in the training dataset is calculated by equation (11). Utilizing the polynomial regression function in the fitting curve toolbox of MATLAB obtained the regression vector V in equation (13). The focal length of the test dataset is calculated by equations (11) and (12). Equation (10) is used to calculate the distance d of the test dataset.

4. Results

The values of focal length calculation results of a training set are given in Table 1. For H (the height of the camera), α is the inclination angle of the camera. D is the distance between a target and the camera, which is measured by the laser rangefinder. (x, y) are the physical coordinates calculated according to equation (11), where \( CR = 1920, \ RR = 1080, \) and \( d_x = d_y = 0.0026 \) millimeters. Then, the focal length \( f \) is calculated according to equation (12). All variables in Table 1 are in millimeters (mm), except the variable a.

Taking (x, y) and \( f \) in Table 1 to polynomial regress, the number of parameters in the regression vector is called the length of the vector. Before regression, the convergence value of the length of the regression vector \( V \) needs to be determined. The length of the vector \( V \) depends on the regression accuracy and the size of the dataset. When the regression accuracy is constant and the size of the dataset is large enough, the value of vector \( V \) and the length of the coefficient vector \( V \) should be convergent. When the regression accuracy is fixed above 99.5%, Figure 6 shows the length of the vector \( V \) for different sizes of the dataset. As is shown in Figure 6, when the size of the dataset is less than 70, the length of the vector \( V \) gradually increases with the increase in the size of the dataset. When the size of the dataset reaches 70, the length of the vector \( V \) is stable at 12. Therefore, the length of the vector \( V \) is converged to 12. The calibration equation of focal length is shown in equation (14), and there are 12 regression parameters in equation (14). After the length convergence value of the regression vector \( V \) is determined, Figure 7 shows the parameters in the regression vector obtained by polynomial regression of the data in Table 1. Figure 8 is the regression model.

\[
f(x, y) = v_{00} + v_{10} x + v_{10} y + v_{20} x^2 + v_{11} x y + v_{22} y^2 + v_{02} y^2 + v_{12} x y^2 + v_{04} y^4
\]  

\[
f(E) = E(d)
\]

\[
f(E) = \frac{1}{n-1} \sum_{i=1}^{n} E(d_i)
\]
Set $t = 0$, $a_1 = a_2 = 1$, $b_1 = b_2 = 0$, $E(d) = (\text{abs} (d - D)/D)$,
Repeat
t = the number of $E(d)$ greater than the training threshold in the training set,
Repeat
$y_0' = y_0 + 1$ or $y_0' = y_0 - 1$, $x_0' = x_0 + 1$ or $x_0' = x_0 - 1$.
Until $E(d)$ of all data in the training set is less than the threshold,
Utilizing the first-order linear regression method to obtain the regression expression like:
$y_0' = a_1 \ast y_0 + b_1$, $x_0 = a_2 \ast x_0 + b_2$.
Until $t = 0$

**Algorithm 1:** Error compensation.

![Figure 4: Experimental equipment and target placement.](image)

![Figure 5: Pixel coordinates of target extraction.](image)
5. Discussion

5.1. Ranging Model for the Camera with a Left or Right Inclination Angle. Compared with no inclination angle, when the camera has a left or right inclination angle as shown in Figure 2(b), it is equivalent to that the pixel coordinate system rotates the same angle in the same direction. It is also equivalent to that in the same pixel coordinate system, and the imaging points rotate in the opposite direction with the same inclination. The diagram of coordinate transformation is shown in Figure 9.

$P_1$ is the image of the fourth quadrant when the camera has a right inclination angle, and $P$ is the image point without an inclination angle restored to the left, where $|OP_1| = |OP|$. In $\Delta P_1 P_1 y$, according to the arctangent function,

$$\angle OP_1 P_1 y = \tan^{-1} \frac{x_1}{y_1}. \quad (15)$$

Clearly,

$$\angle OPP = \angle POP = \angle OP_1 P_1 y - \beta = \tan^{-1} \frac{x_1}{y_1} - \beta. \quad (16)$$

In $\Delta P O W$,

$$x_0 = OP_p \cdot \sin \angle OPP = \sqrt{x_1^2 + y_1^2} \cdot \sin \left( \tan^{-1} \frac{X}{Y} - \beta \right), \quad y_0 = OP_x$$

$$= OP \cdot \cos \angle OPP = \sqrt{x_1^2 + y_1^2} \cdot \cos \left( \tan^{-1} \frac{X}{Y} - \beta \right). \quad (17)$$

$P(x_0, y_0)$ in equation (17) is the pixel coordinates of the measured point without a left inclination angle and right inclination angle in equation (11). When the pixel of the target is in other quadrants, the formula of coordinate transformation is different from the fourth quadrant, but the principle is the same.

5.2. Robustness of the Vector $V$. To study the robustness of vector $V$, the height and selection of the camera were analyzed in this study. Table 4 provides the value of vector $V$ when the height of the camera is 229 millimeters and 239 millimeters.

### Table 1: Focal length calculation results of a training set.

| $H$/mm | $D$/mm | $x$/mm | $y$/mm | $f$/mm | $E$ (d)/% |
|--------|--------|--------|--------|--------|-------------|
| 1451   | 10009  | 0.0832 | -0.4316| 4.608727| 0.003032    |
| 1451   | 10273  | 0.156  | -0.442 | 4.543764| 0.005428    |
| 1451   | 11290  | 0.5382 | -0.4654| 4.268784| 0.017476    |
| 1451   | 11825  | 0.7436 | -0.4706| 4.131007| 0.013635    |
| 1451   | 13507  | 0.026  | -0.5512| 4.20472 | 0.041678    |
| 1451   | 12744  | 0.273  | -0.5252| 4.221513| 0.065575    |
| 1451   | 13571  | 0.5018 | -0.5382| 4.112991| 0.100842    |
| 1451   | 16760  | 0.104  | -0.6032| 3.964895| 0.623398    |
| 1451   | 16939  | 0.0442 | -0.611 | 3.991779| 0.709382    |
| 1451   | 17367  | 0.2574 | -0.611 | 3.940146| 0.117892    |
| 1451   | 15414  | 0.3952 | -0.5798| 4.024374| 0.233182    |
| 1451   | 18511  | 0.0026 | -0.637 | 3.968945| 0.242895    |
| 1451   | 19034  | 0.1716 | -0.6422| 3.948959| 0.209105    |
| 1451   | 19839  | 0.3536 | -0.6292| 3.934795| 0.098061    |
Table 5 provides the value of the vector $V$ under camera $A$ and camera $B$ at the same height. As given in Tables 4 and 5, the height and selection of the camera will affect the value of the regression vector $V$. Therefore, in the application, the same regression vector is only suitable for the same height and the same camera.

5.3. Compare with Other Methods. To verify that the calibration method proposed in this study is suitable for the monocular vision ranging model and can effectively compensate for the distortion and defocus phenomenon, this study is compared with the Zhang [15] and Li [20] method calibrate the same camera, and the calibration results are given in Table 6.

Table 6 provides the intrinsic matrix calibrated by Zhang and Li methods. This matrix contains the focal length information of the camera. The radial distortion and the tangential distortion in Table 6 represent the distortion information of the camera, and the pixel coordinates can be corrected by these distortion parameters. The focal length (regression model) in Table 6 is the regression model of focal length obtained in this study, where $x$ and $y$ are the pixel coordinates.

In order to verify the performance of the three calibration methods in the monocular vision ranging model, a large number of ground measured points are randomly distributed on the ground. The distribution of the measured points on the image plane is shown in Figure 10. These measured points are randomly distributed in all areas of a picture and randomly selected four groups of test sets, 30 feature points in each group. Zhang and Li’s methods use their distortion parameters to correct the pixel coordinates before ranging. The focal length obtained by the three calibration methods and the pixel coordinates after correction is substituted into the ranging model to calculate the distance. The ranging error results are shown in Figure 11.

As shown in Figure 11, the proposed calibration method is more stable and accurate than Zhang and Li’s method for the monocular vision-based distance measurement model. Table 7 provides the accuracy comparison of the ranging model in this study compared with other ranging models. Combined with Figure 11 and Table 7, it can be seen that the proposed calibration method in this study is more suitable for the ranging model in this study than other calibration methods. The monocular vision-based ranging model in this study has higher accuracy than other ranging methods.
Figure 8: Regression model.

Figure 9: Diagram of coordinate transformation with a right inclination angle.

Table 4: Comparison of $P$ value vectors of the same camera with different heights.

| $H$/mm | $v_{00}$ | $v_{01}$ | $v_{02}$ | $v_{03}$ | $v_{04}$ | $v_{10}$ | $v_{11}$ | $v_{12}$ | $v_{13}$ | $v_{20}$ | $v_{21}$ | $v_{22}$ |
|--------|----------|----------|----------|----------|----------|----------|----------|----------|----------|----------|----------|----------|
| 229    | $5.6e+02$ | $1.5e+01$ | $-2.7e-01$ | $2.03e-03$ | $-5.4e-06$ | $5.3e-01$ | $-1.4e-02$ | $1.3e-04$ | $-4.7e-07$ | $-2.0e-04$ | $7.78e-06$ | $-4.9-08$ |
| 239    | $-1.744$  | $3.1e+01$ | $-6.1e-01$ | $5.73e-03$ | $-1.8e-05$ | $3.99e-02$ | $3.1e-03$ | $-9.3e-05$ | $3.8e-07$ | $-2.8e-03$ | $9.79e-05$ | $-8.3e-07$ |
| Camera | v00    | v01    | v02    | v03    | v04    | v10    | v11    | v12    | v13    | v20    | v21    | v22    |
|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|
| A      | -7.9e-04 | 4.4e-02 | -0.9042 | 8.27e-04 | -2.8e-07 | 5.585  | -1.3e+02 | 1.75e-05 | 5.81e+09 | -5.6e-03 | 3.6e-06 | -1.3e-08 |
| B      | 3.9e-04  | -1.8e-02 | 0.3128  | -2.5e-04 | 7.38e-08 | 6.412  | -2.6e-02 | -4.8e-06 | -1.5e-08 | -2.0e-03 | 3.5e-05 | 3.0e-09  |
## Table 6: Calibration results.

| Method      | Intrinsic matrix | Radial distortion | Tangential distortion |
|-------------|------------------|-------------------|-----------------------|
| Zhang [15]  | \[
    \begin{bmatrix}
    739.72 & 0 & 0 \\
    0 & 729.25 & 0 \\
    590.2 & 618.45 & 1
    \end{bmatrix}
    \text{pixel}
\] | [0.01 -0.088]pixel | [0 0] |
| Li [20]     | \[
    \begin{bmatrix}
    729.84 & 0 & 0 \\
    0 & 725.53 & 0 \\
    606.92 & 605.99 & 1
    \end{bmatrix}
    \text{pixel}
\] | [0.01 -0.088]pixel | [0 0] |
| Method      | Focal length (regression model) | 10.37 - 9.465 \* x + 1.478 \* y + 2.871 \* x^2 - 6.653 \* x \* y - 6.76 \* y^2 + 3.935 \* x^2 \* y + 4.285 \* x \* y^2 - 2.029 \* y^3 + 1.354 \* x \* y^3 + 1.006 \* y^4 |
| Proposed    |                  |                   |                       |
Figure 10: Pixel distribution of measured points.

Figure 11: Camera inclination angle decomposition.
6. Conclusions

In this study, a camera’s calibration for a monocular vision-based ranging model based on polynomial regression was proposed to establish the relationship between world coordinates and pixel coordinates. For the possible distortion of the captured images, we utilize an error compensation algorithm to revise the pixel coordinates. Compared with other methods, our method has a high score for matching. The process of regression and error compensation can effectively compensate for the errors caused by distortion without the distortion parameters of the convex lens. The experimental results show that the accuracy of ranging in this study is more than 97%. In the future, we will combine our method with image recognition to improve safety in fully autonomous driving.
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