THE TWISTED SECOND MOMENT OF MODULAR HALF INTEGRAL WEIGHT L–FUNCTIONS

ALEXANDER DUNN AND ALEXANDRU ZAHARESCU

Abstract. Given a half-integral weight holomorphic Kohnen newform \( f \) on \( \Gamma_0(4) \), we prove an asymptotic formula for large primes \( p \) with power saving error term for
\[
\sum_{\chi \pmod{p}}^* |L(1/2, f, \chi)|^2.
\]
Our result is unconditional, it does not rely on the Ramanujan–Petersson conjecture for the form \( f \). There are two main inputs. The first is a careful spectral analysis of a highly unbalanced shifted convolution problem involving the Fourier coefficients of half-integral weight forms. This analysis draws on some of the ideas of Blomer–Milićević in the integral weight case. The second input is a bound for a short sum involving a product of Salié sums, where the summation length can be below the square root threshold. Half-integrality is fully exploited to establish such an estimate. We use the closed form evaluation of the Salié sum to relate our problem to the sequence \( \alpha n^2 \pmod{1} \). Our treatment of this sequence is inspired by work of Rudnick–Sarnak and the second author on the local spacings of \( \alpha n^2 \) modulo one.
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1. Introduction and statement of results

Moments of \( L \)-functions play a central role in analytic number theory. Classical examples include the fourth moment of Riemann zeta
\[
\int_0^T |\zeta(1/2 + it)|^4 dt = TP_t(\log T) + O_T(T^{2+\varepsilon}),
\]
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for a certain polynomial $P_4$ (see [IM95, Mot97, Zav89]), and the cuspidal analogue due to Good [Goo82]

$$\int_0^T |L(1/2 + it, f)|^2 dt = TP_1(\log T) + O_\varepsilon \left( T^{2+\varepsilon} \right),$$

for a certain polynomial $P_1$ depending on $f$.

The complexity of a moment computation for a family $F$ of $L$-functions is measured by the quotient $r = \log C / \log |F|$, where $C$ is the analytic conductor of each function in the family. The edge of current technology where one can hope to obtain an asymptotic with power saving error term is $r = 4$. Results in the case $r = 4$ can be found in a host of works, including Iwaniec–Sarnak [IS00], Kowalski–Michel–VanderKam [KMV00] and Blomer [Blo04].

From an adelic point of view, it is natural to replace the archimedean twist $|\det|^t$ with a non-archimedean twist by a Dirichlet character $\chi$. Let $p > 2$ be prime, $\psi(p) := p - 2$ denote the number of primitive characters modulo $p$ and

$$L(s, \chi) := \sum_{n=1}^\infty \frac{\chi(n)}{n^s}, \quad \text{Re } s > 1,$$

be the usual Dirichlet $L$–function. Young’s breakthrough paper [You11] in 2011 proved for any $\varepsilon > 0$ that

$$\sum_{\chi \pmod{p}}^* |L(\chi, 1/2)|^4 = \psi(p)P_4(\log p) + O_\varepsilon \left( p^{1 - \frac{37}{64}(1-2\theta)+\varepsilon} \right),$$

where $P_4$ is a degree four polynomial and $\theta = \frac{7}{64}$ is the best known exponent toward the Ramanujan–Petersson conjecture (due to Kim and Sarnak [Kim03]) for Maass forms. The fourth moment of Dirichlet $L$-functions (for a general modulus $q \not\equiv 2 \pmod{4}$) is a special case of the more general moment

$$\sum_{\chi \pmod{q}}^* L(f \otimes \chi, 1/2)\overline{L(g \otimes \chi, 1/2)}, \quad (1.1)$$

where $f, g$ are two fixed integral weight Hecke eigenforms (either holomorphic or Maass) and could be either cuspidal or non–cuspidal. Here, $\{\lambda_f(n)\}_{n \geq 1}$ denotes the system of Hecke eigenvalues attached to $f$ and

$$L(f \otimes \chi, s) := \sum_{n=1}^\infty \frac{\lambda_f(n)\chi(n)}{n^s}, \quad \text{Re } s > 1. \quad (1.2)$$

Note that (1.2) has an Euler product when the weight of the form is integral. Striking progress has been made on the moment (1.1) in a sequence of works due to Blomer–Fouvry–Kowalski–Michel–Miličević–Sawin [BM15b, BFK+17, KMS17, BFK+18]. An asymptotic for (1.1) (in the case $f = g$) with power saving error term appears in [BFK+18, Theorem 1.16]. The same family of twisted $L$-functions had also been previously studied in various contexts. One can see Chinta [Chi02], Duke–Friendlander–Iwaniec [DFI93], Gao–Khan–Ricotta [GKR09], Stefanicki [Ste96] and Hoffstein–Lee [HL13].

In this work we focus on the half integral weight analogue of (1.1) when $f = g$. To enable subsequent discussion and introduce our results, we require some notation. More details are provided below in Section 4.1. For $j \in \mathbb{N}$, let $k := \frac{1}{2} + 2j$ be an odd half integer. Suppose $f : \mathbb{H} \to \mathbb{C}$ is holomorphic, vanishes at all three cusps of $\Gamma_0(4)$, and satisfies

$$f(\gamma \tau) = v_\theta(\gamma)(c\tau + d)^k f(\tau) \quad \text{for all } \gamma \in \Gamma_0(4),$$
where $\nu_\theta$ is the standard theta multiplier on $\Gamma_0(4)$. Let $S_k(4)$ denote this space of cusp forms.

Let the Fourier expansion of $f$ at $\infty$ be given by

$$f(\tau) := \sum_{n=1}^{\infty} b(n)e(n\tau) = \sum_{n=1}^{\infty} a(n)n^\frac{k-1}{2}e(n\tau). \quad (1.3)$$

For a prime $p > 2$ and primitive character $\chi$ modulo $p$, define the twisted form

$$f_\chi(\tau) := \sum_{n=1}^{\infty} \chi(n)a(n)n^\frac{k-1}{2}e(n\tau),$$

of level $4p^2$. The twisted $L$–function is given by the Dirichlet series

$$L(s, f, \chi) := \sum_{n=1}^{\infty} \frac{a(n)\chi(n)}{n^s}, \quad \text{Re } s > 1. \quad (1.4)$$

We have used a slightly different notation here to distinguish with the integral weight case discussed previously. Taking the Mellin transform of $(1.4)$ one obtains a completed $L$–function of degree 2 that has both meromorphic continuation to all of $\mathbb{C}$ and a functional equation, but is without an Euler product (the coefficients $a(n)$ are no longer multiplicative).

For odd primes $p$, the Hecke operators $T_p$ defined on $S_k(4)$ are given by

$$T_p f(\tau) := \sum_{n \geq 1} \left( b(p^2n) + \left( \frac{n}{p} \right) p^{k-\frac{3}{2}} b(n) + p^{2k-2}\left( \frac{n}{p^2} \right) \right) e(n\tau).$$

Here we have used the convention that $b(x) = 0$ unless $x \in \mathbb{Z}$. We call a half-integral weight cusp form a Hecke cusp form if $T_p f = \lambda(p)f$ for all $p > 2$. One of the main tools for understanding half integral weight forms and their coefficients is the Shimura lift [Shi73]. Following Kohnen–Zagier [Koh80], we focus on Kohnen’s plus subspace. The behaviour of these forms under the Shimura lift is well understood. The Kohnen plus space $S_k^+(4)$ is the subspace of $S_k(4)$ consisting of forms whose Fourier coefficients satisfy

$$b(n) = 0 \quad \text{unless } n \equiv 0, 1 \pmod{4}.$$ 

This space has a basis consisting of simultaneous eigenfunctions of the $T_p$ for odd $p$. As $k \to \infty$, asymptotically one third of half integral weight cusp forms lie in Kohnen’s plus space by dimension considerations. Given a Hecke cusp form $f \in S_k^+(4)$, one can normalise it so that its coefficients are totally real algebraic integers [Ste94]. Let $d$ be a fundamental discriminant and

$$\psi_d := \left( \frac{d}{\mathfrak{c}} \right). \quad (1.5)$$

There is no Euler product representation for $(1.4)$, so one does not expect a Riemann hypothesis to hold. Kiral provided the first progress towards a possible Lindelöf hypothesis for this class of functions. In particular, Kiral proved [Kir15] that for primitive $\chi$ we have

$$L \left( \frac{1}{2}, f, \chi \right) \ll_{f, \varepsilon} p^{\frac{3}{4} + \frac{\varepsilon}{4}}. \quad (1.6)$$

His result also holds for more general moduli. For reference, the conductor here is $p^2$, so the exponent $3/8$ suggests a bound of Burgess quality. In 2016, Lester and Radziwiłł under GRH proved that half-integral weight holomorphic Hecke forms in Kohnen’s plus space satisfy Quantum Unique Ergodicity (QUE) [LR16].
We use the spectral theory of automorphic forms and a delicate analysis of the distribution of $\alpha n^2$ modulo one to prove the following moment result.

**Theorem 1.1.** Let $j \in \mathbb{N}$ and $f$ be a holomorphic cuspidal newform of weight $k := \frac{1}{2} + 2j$ on $\Gamma_0(4)$ such that

- $f$ lies in Kohnen’s plus space,
- $f$ is a simultaneous Hecke eigenform for all $T_p^2$ with $p > 2$ prime,
- $f$ is normalised to coefficients that are totally real algebraic numbers.

As $p \to \infty$ through primes $p \equiv 1 \, (\text{mod } 4)$, we have

$$\sum_{\chi \pmod{p}}^{\star} |L(1/2, f, \chi)|^2 = c_1(f) \psi(p) \log(p) + c_2(f) \psi(p) + O_{f, \epsilon}(p^{1- \frac{1}{600} + \epsilon}),$$

where $c_1(f)$ and $c_2(f)$ are constants depending only on $f$.

**Remark 1.1.** The constants $c_1(f)$ and $c_2(f)$ are computed in Section 5.1.

**Remark 1.2.** The case $p \equiv 3 \, (\text{mod } 4)$ in Theorem 1.1 can be treated in the same way, but it is technically convenient to restrict attention to $p \equiv 1 \, (\text{mod } 4)$ when manipulating and evaluating Gauss sums.

**Theorem 1.2.** Let $p$ be a prime with $p \equiv 1 \, (\text{mod } 4)$. Suppose $\epsilon > 0$, $p^{3/2} \leq N \leq p^2$, $1 \leq M \leq p/2$ and $c \in \mathbb{F}_p^\times$. Then we have

$$\sum_{N \leq n_1, n_2 \leq 2N} |S(m, cn_1, p)S(m, cn_2, p)| \ll_{\epsilon} MN^2 p^{59 + \epsilon} + MNp^{79 + \epsilon} + N^2 p^{59 + \epsilon} + Np^{53 + \epsilon} + N^{1/2} p^{29 + \epsilon} + p^{133/54}. \quad (1.8)$$

2. High level sketch

We work with normalised forms whose Fourier coefficients are totally real algebraic integers to emulate the integral weight setting as much as possible. The natural starting point is an approximate functional equation for the product of $L$-functions

$$L(f, s, \chi)L(f, s, \overline{\chi}) = L(f, s, \chi)L(f, s, \overline{\chi}).$$

After summing the approximate functional equation over all primitive $\chi$ modulo $p$ and extracting the main terms, one obtains expressions roughly of the form

$$(A) \quad \frac{1}{p} \sum_{\substack{mn \leq p^2 \atop m \neq n}} a(m)\left(\frac{m}{p}\right) a(n)\left(\frac{n}{p}\right) \quad \text{and} \quad (B) \quad \sum_{\substack{mn \leq p^2 \atop m \neq n \atop \overline{m} \equiv \overline{n} \pmod{p}}} a(m) a(n), \quad (2.1)$$

where $a(m)$ denotes the Fourier coefficients of the holomorphic cusp form $f$. The twisted terms in (A) appear because the theta multiplier causes the second term in the approximate functional equation for $L(f, s, \chi)L(f, s, \overline{\chi})$ to contain Gauss sums attached to character $\chi(p^{2})$.

If one knew the Ramanujan–Petersson conjecture for $f$ (cf. (4.7)), then applying this bound pointwise to (2.1) would yield the “trivial” bound of $O(p^{1+\epsilon})$. We will beat this
bound by power savings in $p$, without recourse to the Ramanujan–Petersson conjecture for
the form $f$.

We reserve the discussion here for (B). The terms in (A) can then be effectively handled
using results implicit in the work of Kiral [Kir15]. There are two well known ways to
interpret this double summation. One point of view is to cast it as a shifted convolution
problem involving Fourier coefficients of the half-integral weight form. This is useful when
the size of the variables is not too far apart. Another option is to consider it a sum over the
Fourier coefficients of a half-integral weight cusp form in arithmetic progressions. This has
utility when one variable is significantly larger than the other.

To be precise, we restrict the variables to $n \asymp N$ and $m \asymp M$ where $N \geq M$ by symmetry
and $NM = p^2$. On one hand we can apply Voronoi summation in the inner sum of
\[
\sum_{m \asymp M} a(m) \sum_{n \equiv m \pmod{p}} a(n),
\]

obtaining an expression roughly of the form
\[
\frac{N}{p^2} \sum_{m \asymp M} a(m) \sum_{n \asymp p^2/N} a(n) S(m, n, p), \tag{2.2}
\]

where $S(m, n, p)$ denotes the usual Salié sum. Using Rankin–Selberg bounds and the eval-
uation of the Salié sum, we obtain a bound of $M p^{3/2}$, which is admissible if $M \leq p^{1/2 - \delta}$ (or
equivalently $N \geq p^{3/2 + \delta}$) for some fixed $\delta > 0$.

On the other hand, we can interpret the problem as an averaged shifted convolution sum
\[
\sum_{r \asymp N/p} \sum_{n \asymp N, m \asymp M} a(m) a(n).
\]

We detect the equality using additive characters and apply Jutila circle method to set up
the problem. One of the key steps is to perform Voronoi summation in both the $m$ and $n$
summations. The collision of the two theta multipliers (evaluated at opposite sign) in this
process has the net effect of twisting by the quadratic character $\chi := \left( \frac{4 \ell_1 \ell_2}{\ast} \right)$, and essentially
returns us to a weight zero setting. We get an expression roughly of the form
\[
\frac{M^2 (\ell_1 \ell_2)}{C^3} \sum_{b \mid b \asymp K} \sum_{\ell_1 \ell_2 m = b} \sum_{\ell_1 n \asymp C^2 N/M^2} \sum_{\ell_2 m \asymp C^2 / M} a(m) a(n) \frac{S(b, h, c, \chi)}{c} \Phi \left( 4\pi \sqrt{\frac{|b|h}{c}} \right),
\]

where $C := N^{1000}$, $\Phi$ is some smooth weight function and the $S(b, h, c, \chi)$ are the usual
weight zero Kloosterman sums twisted by a quadratic character. Note that the size of $C$
has no bearing on the eventual bounds that are obtained. The Kuznetsov formula can
then be applied to the summation over $c$ to decompose it into the contributions from the
holomorphic, Maass and Eisenstein spectrums. Here we are able to use the analysis of Blomer
and Miličević [BM15b]. A crucial input in this analysis is a flexible version of the large sieve
for Maass forms due to Blomer and Miličević [BM15b, Theorem 13] that allows for extra
divisibility conditions. This idea leads to a bound roughly of the shape of $N p^{-\frac{3}{2}}$, rather
than one of the quality $N p^{\theta - \frac{1}{2}}$, where $\theta$ is the best known exponent toward the Ramanujan–
Petersson conjecture for weight zero Maass forms. A precise version of this bound is stated
in Proposition 5.2. We also develop the analogous flexible large sieve bounds for coefficients
of Eisenstein series attached to even Dirichlet characters, generalising the one for trivial ne bentypus due to Blomer–Harcos–Michel in [BHM07]. The computational technology for Eisenstein series developed by Kiral–Young [KY] and Young [You19] is useful for this.

Analogous to [BM15b], it remains to close the small gap where $M = p^{\frac{1}{2}+o(1)}$ and $N = p^{\frac{1}{2}+o(1)}$, referred to as the critical range. We define the sets,

$$\mathcal{N}_0(f) := \{ n \in \mathbb{N} : 0 \leq |a(n)| \leq 1 \},$$

and for all $r \geq 1$,

$$\mathcal{N}_r(f) := \{ n \in \mathbb{N} : 2^{r-1} < |a(n)| \leq 2^r \}.$$  

We break (2.2) into $\ll \log^2 p$ subsums

$$\frac{N}{p^2} \sum_{m \leq M} a(m) \sum_{n \approx p^2/N, n \in \mathcal{N}_r(f)} a(n) S(m, n, p). \quad (2.3)$$

Applying Cauchy–Schwarz to each we arrive at

$$\frac{N M^{\frac{1}{2}}}{p^2} \left( \sum_{n_1, n_2 \approx p^2/N, n_1, n_2 \in \mathcal{N}_r(f)} |a(n_1) a(n_2)| \sum_{m \geq M} S(m, n_1, p) \overline{S(m, n_2, p)} \right)^{\frac{1}{2}}. \quad (2.4)$$

At this stage it is tempting to invoke the Ramanujan–Petersson conjecture to handle the Fourier coefficients using a sup norm in (2.4). Instead, we estimate (2.4) in two different ways depending on the size of $r$. For $r$ large, we estimate trivially. The main feature here is that the mean square bound (4.2) implies that

$$|\mathcal{N}_r(f) \cap [0, X]| \ll \varepsilon X^{1+\varepsilon/2^{2r}}.$$  

This guarantees that (2.3) is

$$\ll \frac{M p^{\frac{1}{2}}}{2^{2r}},$$

which saves over the trivial bound as soon as $r$ is large enough.

For $r$ small, we take the sup norm in (2.4), extend the summation on $n$ by positivity, and use the closed form evaluation of Salie sums in terms of Weyl sums to obtain

$$\frac{2^r N M^{\frac{1}{2}}}{p^{3/2}} \left( \sum_{n_1, n_2 \approx p^2/N} \sum_{M \leq m \leq 2M} \sum_{\substack{u, v \ (mod \\ p) \\ u^2 \equiv mn_1 \ (mod \\ p) \\ v^2 \equiv mn_2 \ (mod \\ p)}} e \left( \frac{2(u+v)}{p} \right) \right)^{\frac{1}{2}}. \quad (2.5)$$

Recall that $M = p^{\frac{1}{2}+o(1)}$ and $p^2/N = p^{\frac{1}{2}+o(1)}$ here. The strategy now is to obtain cancellation in the short $m$ summation by utilising the short average over $n_1$ and $n_2$. For simplicity, we consider restricted sum (2.5) whose variables $m, n_1$ and $n_2$ satisfy

$$\left( \frac{n_1}{p} \right) = \left( \frac{n_2}{p} \right) = \left( \frac{m}{p} \right) = 1.$$

The other case is analogous. For $\ell \in \mathbb{F}_p$, define

$$A_\ell := \sum_{M \leq m \leq 2M} \sum_{\ell \equiv m \ (mod \\ p)} e \left( \frac{2\ell}{p} \right),$$

where $e(x) = \exp(2\pi i x)$.
and
\[ S_\ell := \left\{ (u, v) \in (\mathbb{F}_p^\times)^2 : (u^2, v^2) \pmod{p} \in [p^2/N, p^2/N] \times [p^2/N, p^2/N] \right\} \]

and \( u + v \equiv \ell \pmod{p} \).

The triangle inequality asserts that the restricted version of (2.5) is
\[ \leq \sum_{\ell \pmod{p}} |A_\ell||S_\ell|. \tag{2.6} \]

The exponential sums \( A_{\ell, c} \) are too short to complete, so we focus on \( S_\ell \), whose elements still capture the averaging over \( n_1 \) and \( n_2 \). Recall that \( (u, v) \in S_\ell \) are solutions to the linear equation
\[ u + v \equiv \ell \pmod{p}, \tag{2.7} \]

whose squares lie in a short interval. Algebraically manipulating (2.7) we see that \( (u, v) \in S_\ell \) must satisfy the polynomial congruence
\[ \ell^2(u^2 - v^2)^2 + \ell^2 \equiv 2(u^2 + v^2) \pmod{p}. \tag{2.8} \]

We set
\[ \alpha_\ell := \frac{\ell^2}{p} \in \mathbb{Q}/\mathbb{Z} \quad \text{and} \quad \beta_\ell := \frac{\ell^2}{p} \in \mathbb{Q}/\mathbb{Z}. \]

Thus (2.8) implies
\[ \|\alpha_\ell(u^2 - v^2)^2 + \beta_\ell\| \leq \frac{8p}{N}, \tag{2.9} \]

where \( \| \cdot \| \) denotes the distance to the closest integer. Therefore pairs \( (u, v) \in S_\ell \) produce elements of the sequence \( \{\alpha_\ell n^2\}_{0 \leq n \leq N} \) modulo 1 and lie in a cluster around \(-\beta_\ell\). For a given \( n \) and \( \ell \), there is at most one pair \( (u, v) \in S_\ell \) that corresponds to it.

The local spacing distribution of the sequence \( \alpha n^2 \) for \( \alpha \) irrational has been extensively studied in the literature. A classical result of Rudnick and Sarnak states that [RS98] for all integers \( d \geq 2 \) and almost all real \( \alpha \), the pair correlation of sequence \( \alpha n^d \pmod{1} \) is Poissonian. This is in contrast with the case \( d = 1 \), where it is well known that for all \( \alpha \) and all \( N \), the gaps between consecutive elements of \( \alpha n \pmod{1} \), \( 1 \leq n \leq N \) can take at most three values.

Returning to the case \( d = 2 \), Rudnick, Sarnak, and the second author [RSZ01], [Zah03] show that for sufficiently well approximable numbers \( \alpha \), the \( n \)-level correlations and consecutive spacing are Poissonian along subsequences. For \( \alpha = \sqrt{2} \), these types of conjectures are supported numerically [GCI87] because of their close connection to the distribution between neighbouring levels of a generic integrable quantum system. It is also shown in [RSZ01] that when \( b/p \in \mathbb{Q} \), the sequence \( bn^2/p \) also has a local Poissonian distribution when the number of points sampled are in certain ranges (in terms of \( p \)). In shorter ranges, they are able to show such a phenomenon dramatically fails for some \( b \). Moreover, some of the clusters of these points in these sequences are so dense that they are capable of making the 5-level (and all higher level) correlations diverge. One key aspect is that, although our \( \alpha \)'s are rational, our intuition comes from the case \( \alpha \) irrational in [RSZ01]. Thus, we will not work with the numbers \( \alpha_\ell \) themselves to analyse the cluster of points in (2.9), but instead consider various convergents to their respective continued fractions. We pay close attention to the size of the denominators of these convergents.
We fix \( \delta := (\delta_2, \delta_3, \delta_4, \delta_5) \in (0, 1)^4 \) such that \( \delta_2 < \delta_3 < \delta_4 \) (in reality, we will need more parameters at our disposal). This vector is chosen appropriately in the course of the proof of Theorem 1.2 in an optimisation. To control the size of \( S_\ell \), it is necessary to have control over the discrepancy of the sequence \( \alpha_\ell n^2 \). The natural strategy is to use the Erdös–Turan theorem in conjunction with Weyl’s inequality for exponential sums whose argument is a quadratic polynomial. For this to work, the continued fraction expansion of \( h_\alpha_\ell \) for all \( h \in [1, p^{b_2}] \) must have a convergent with denominator trapped in \( [p^{b_2}, p^{b_3}] \) say. This leads us to essentially partition the summation variable in (2.6) into three sets

\[
\ell \in \mathbb{F}_p := \mathcal{H}_1 \cup \mathcal{H}_2 \cup \mathcal{H}_3,
\]

which are described below. The subset \( \mathcal{H}_1 \) contains exactly those \( \ell \) described and so the sum over such \( \ell \) in (2.6) can be handled.

The next subset of \( \ell \) we consider are those such that there exists a \( h_\ell \in [1, p^{b_3}] \) (it may depend on \( \ell \)) such that \( h_\ell \alpha_\ell \) has no convergent with denominator in the larger interval \( [p^{b_2}, p^{b_4}] \). There is no toggle to control the size of \( S_\ell \) here, but \( h_\ell \alpha_\ell \) has two consecutive convergents whose denominators have a large gap. This is somewhat a rare event, and an argument with standard inequalities from continued fractions indeed forces the size of \( \mathcal{H}_2 \) to be small.

This leaves the third and final set \( \mathcal{H}_3 \) to consider. For \( \ell \in \mathcal{H}_3 \), there exists an \( h_\ell \in [1, p^{b_3}] \) such that \( h_\ell \alpha_\ell \) has no convergent with denominator in \( [p^{b_2}, p^{b_4}] \), but guaranteed to have one, say \( a_\ell^*/b_\ell^* \), with \( b_\ell^* \in (p^{b_3}, p^{b_4}] \). Here we must study the sizes of \( \mathcal{H}_3 \) and \( S_\ell \) (which is equivalent to analysing \( \alpha_\ell n^2 \)) simultaneously. We make this precise now. For each \( \ell \), denote

\[
\forall_\ell := \left\{ 0 \leq n \leq p^2/N : \| \alpha_\ell n^2 + \beta_\ell \| \leq \frac{8p}{N} \right\},
\]

and for each \( p^{b_3} \leq U \leq p^{b_4} \) and \( 0 \leq V \leq p^2/N \) we define

\[
\mathcal{E}(U, V) := \{ \ell \in \mathcal{H}_3 : b_\ell^* \in [U, 2U] \text{ and } |V_\ell| \in [V, 2V] \}.
\]

Thus

\[
\sum_{\ell \in \mathcal{H}_3} |A_\ell||S_\ell| \ll M \log^2 p \max_{p^{b_3} \leq U \leq p^{b_4}} \max_{1 \leq V \leq p^2/N} V \cdot |\mathcal{E}(U, V)|. \tag{2.10}
\]

We can assume \( V \) is moderately large by trivial considerations. Thus we need to bound \( V \cdot |\mathcal{E}(U, V)| \). For each \( \ell \in \mathcal{E}(U, V) \), we now construct an algebraic set \( \mathcal{C}_\ell \subseteq \mathbb{F}_p^3 \) with restricted variables. Arrange the numbers \( n_{\ell,j} \in \forall_\ell \) with order

\[
0 \leq n_{\ell,1} < n_{\ell,2} < \cdots < n_{\ell,|\forall_\ell|} \leq p^2/N. \tag{2.11}
\]

The average consecutive gap between these numbers is

\[
\frac{p^2}{N|\forall_\ell|} \asymp \frac{p^2}{NV}.
\]

More than \( |\forall_\ell|/2 \) consecutive gaps are less than or equal to \( 2p^2/N|\forall_\ell| \). By the pigeonhole principle there exists an integer \( 1 \leq d_\ell \leq 2p^2/N|\forall_\ell| \) that is repeated as a consecutive gap greater than or equal to \( |\forall_\ell|^2N/4p^2 \) times. So we define

\[
\mathcal{C}_\ell := \{(n, A, B) \in [1, p^2/N] \times [-8p^2/N, 8p^2/N]^2 : \mathcal{C}^2 n^2 + \ell^2 \equiv A \pmod{p} \text{ and } \mathcal{C}^2(n + d_\ell)^2 + \ell^2 \equiv B \pmod{p} \}. \tag{2.12}
\]
We form
\[ \mathcal{U}(U, V) := \bigcup_{\ell \in \mathcal{E}(U, V)} \{\ell\} \times C_\ell \subseteq \mathbb{P}_p^4, \]
and perform an overall count of points in this set in order to obtain a contradiction, unless the bound in the statement of Theorem 1.2 holds. On the one hand, we know that the size of this set should be large by construction. On the other hand, the nature of the set forces it to be thin enough. This eventually leads to the proof of Theorem 1.2.

The anatomy of the paper is as follows. Section 4 gives background material on holomorphic half–integer weight modular forms. Section 5 contains the main argument to establish Theorem 1.1. The main terms are extracted using Kronecker’s first limit formula, and auxiliary bounds for sums of Fourier coefficients that are needed are also listed there. Propositions 5.1 and 5.2 are the main inputs used in the proof of Theorem 1.1. Proposition 5.2 uses spectral techniques. The relevant automorphic preliminaries are contained in Section 6 and this Proposition is proved in Section 7. Proposition 5.1 contains the critical range bounds and takes Theorem 1.2 as input. Theorem 1.2 is proved in Section 8.

Remark 2.1. All implied constants in proofs are allowed to depend on \( \varepsilon > 0 \) and the form \( f \).
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4. Automorphic preliminaries I (half integral weight)

4.1. Holomorphic cusp forms and \( L \)-functions. For \( \tau := x + iy \in \mathbb{H} \), define \( q := e^{2\pi i \tau} \). Let
\[ \theta(\tau) := \sum_{n=-\infty}^{\infty} q^{n^2}, \]
and
\[ \eta(\tau) := q^{\frac{1}{24}} \prod_{n=1}^{\infty} (1 - q^n) \]
be the fundamental theta functions. Define the theta multiplier \( \nu_\theta \) on \( \Gamma_0(4) \) by
\[ \theta(\gamma \tau) = \nu_\theta(\gamma) \sqrt{c\tau + d} \theta(\tau), \quad \text{for} \quad \gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \Gamma_0(4), \]
and the eta multiplier \( \nu_\eta \) on \( \text{SL}_2(\mathbb{Z}) \) given by
\[ \eta(\gamma \tau) = \nu_\eta(\gamma) \sqrt{c\tau + d} \eta(\tau), \quad \text{for} \quad \gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{SL}_2(\mathbb{Z}). \]

The theta multiplier is given by the formula
\[ \nu_\theta(\gamma) = \varepsilon_d^{-1} \left( \frac{c}{d} \right), \]
where \( \left( \frac{\cdot}{d} \right) \) denotes the Kronecker symbol and
\[ \varepsilon_d := \begin{cases} 1 & \text{if } d \equiv 1 \pmod{4} \\ i & \text{if } d \equiv 3 \pmod{4} \end{cases} \]
For \( j \geq 1 \) and \( k := \frac{1}{2} + 2j \), let \( S_k(4) \) denote the space of holomorphic cusp forms of weight \( k \), level 4 and trivial nebentypus. If \( f \in S_k(4) \), then \( f : \mathbb{H} \to \mathbb{C} \) is holomorphic, vanishes on all three cusps of \( \Gamma_0(4) \), and satisfies
\[
 f(\gamma \tau) = \nu_0(\gamma)(c\tau + d)^k f(\tau) \quad \text{for all} \quad \gamma \in \Gamma_0(4).
\]
For \( f, g \in S_k(4) \), define the Petersson inner product
\[
\langle f, g \rangle := \int_{\Gamma_0(4) \setminus \mathbb{H}} y^k f(\tau) \overline{g(\tau)} d\mu(\tau), \quad d\mu(\tau) := \frac{dx dy}{y^2}.
\]
Recall that \( S_k(4) \) becomes a Hilbert space with the inner product defined above.

Let the Fourier expansion of \( f \) at \( \infty \) be given by
\[
f(\tau) = \sum_{n=1}^{\infty} b(n)e(n\tau) = \sum_{n=1}^{\infty} a(n)n^{k-\frac{1}{2}} e(n\tau). \tag{4.1}
\]
It follows from [DI90, pg 786] that for \( X \geq 1 \) we have
\[
\sum_{n \leq X} |a(n)|^2 \ll_f X \log X. \tag{4.2}
\]
A Wilton type bound also follows from [DI90, pg 786],
\[
\sum_{n \leq X} a(n)e(n\alpha) \ll_f X^{\frac{3}{2}} \log^2 X. \tag{4.3}
\]
For odd primes \( p \), the Hecke operators \( T_p^2 \) defined on \( S_k(4) \) are defined by
\[
T_p^2 f(\tau) := \sum_{n \geq 1} \left( b(p^2 n) + \left( \frac{n}{p} \right) p^{k-\frac{3}{2}} b(n) + p^{2k-2} b\left( \frac{n}{p^2} \right) \right) e(n\tau).
\]
Here we have used the convention that \( b(x) = 0 \) unless \( x \in \mathbb{Z} \). We call a half-integral weight cusp form a Hecke cusp form if \( T_p^2 f = \lambda(p) f \) for all \( p > 2 \). The Kohnen plus space \( S_k^+(4) \) denotes the subspace of \( S_k(4) \) consisting of cusp forms \( f \) whose Fourier coefficients satisfy
\[
b(n) = 0 \quad \text{unless} \quad n \equiv 0, 1 \pmod{4}. \tag{4.4}
\]
The plus space has a basis of simultaneous eigenfunctions of the \( T_p^2 \) for \( p \) odd. For \( f \in S_k^+(4) \), there exists a Hecke cusp form \( g \in S_{2k-1}(1) \) (via the Shimura lift) such that \( H_p g = \lambda(p) g \), where \( H_p \) denotes the usual integer weight Hecke operator on \( S_{2k-1}(1) \). By the strong multiplicity one theorem this determines \( f \) up to scalar multiplication. Write the Fourier expansion of \( g \) as
\[
g(\tau) = \sum_{n=1}^{\infty} c(n)e(n\tau),
\]
and normalise such that \( c(1) = 1 \). We can normalise \( f \) so that its coefficients lie in the field generated over \( \mathbb{Q} \) by the coefficients \( a(n) \) by [Ste94, Proposition 2.3.1], and hence are totally real algebraic numbers. We have the coefficient relation
\[
b(d\delta^2) = b(d) \sum_{e|\delta} \mu(e)e^{k-\frac{3}{2}} \psi_d(e)c\left( \frac{\delta}{e} \right), \tag{4.4}
\]
where $\psi_d$ was defined in (1.5). Recalling that both $f$ and $g$ have been normalised, the Kohnen–Zagier formula [KZ81, Theorem 1] asserts

$$
\frac{b(d)^2}{\langle f, f \rangle} = \frac{(k - \frac{3}{2})!}{\pi^{k-\frac{3}{2}}} \frac{d^{k-1}}{(g, g)} L(g \otimes \psi_d, 1/2).
$$

(4.5)

Combining (4.4) and (4.5) we see that GLH for all quadratic twists of the Shimura lift of $f$ implies the Ramanujan–Petersson conjecture

$$
b(n) \ll_{f, \varepsilon} n^{\frac{k-1}{2}+\varepsilon} \text{ for all } n \in \mathbb{N}.
$$

(4.6)

Recalling the normalisation in (4.1), we obtain

$$
a(n) \ll_{f, \varepsilon} n^{\varepsilon}.
$$

(4.7)

It is well known that (cf [Iwa87, (1.1)])

$$
a(n) \ll_{f, \varepsilon} n^{\frac{3}{4}+\varepsilon} \text{ for all } n \geq 1.
$$

(4.8)

There has been considerable progress toward (4.7). Iwaniec [Iwa87] first proved

$$
a(n) \ll_{f, \varepsilon} n^{\frac{3}{4}+\varepsilon} \text{ for all squarefree } n.
$$

If $f$ a Hecke cusp form then this can be extended to all $n$ via (4.4). In 2000, Conrey and Iwaniec [CI00] improved this bound to

$$
a(n) \ll_{f, \varepsilon} n^{\frac{5}{4}+\varepsilon}.
$$

Define the operator on $S_k(4)$ given by

$$
(W_4 f)(\tau) := (-2i\tau)^{-k} f \left( \frac{-1}{4\tau} \right).
$$

Note that $W_4$ is an involution. Since $W_4$ commutes with each $T_p^2$, a Hecke cusp form is also an eigenfunction of $W_4$ with eigenvalue $\varepsilon(f) = \pm 1$ by the strong multiplicity one theorem.

Let $Q \in \mathbb{N}$ and $\chi$ be a Dirichlet character of modulus $Q$ and conductor $Q^*$. Then if

$$
f(\tau) = \sum_{n=1}^{\infty} b(n) q^n \in S_k(4),
$$

define the $\chi$-twist by

$$
f_\chi(\tau) := \sum_{n=1}^{\infty} b(n) \chi(n) q^n \in S_k(4Q^2, \chi^2).
$$

The $L$-function of the twist $f_\chi$ (recall the normalisation in (4.1)) is defined by

$$
L(s, f, \chi) := \sum_{n=1}^{\infty} \frac{a(n) \chi(n)}{n^s}, \quad \text{Re } s > 1.
$$

After taking the Mellin transform as on [Kir15, pg. 694], the completed $L$-function of $f_\chi$ is given by

$$
L^*(s, f, \chi) = 2^{-1} \pi^{-\frac{k}{2}-s} (4Q^2)^{\frac{s}{2}} \Gamma \left( \frac{s + \frac{k-1}{2}}{2} \right) \Gamma \left( \frac{s + \frac{k+1}{2}}{2} \right) L(s, f, \chi).
$$

(4.9)
We now give some details regarding the functional equation of $L^*(s,f,\chi)$ in the case $(Q,4) = 1$ following [Kir15]. Observe that $f_\chi$ can be realised as an average over additive twists

$$f_\chi(\tau) = \frac{1}{G_\chi(1;Q)} \sum_{u \pmod{Q}} \bar{\chi}(u)f\left(\tau + \frac{u}{Q}\right). \tag{4.10}$$

Here for $c,n \in \mathbb{N}$ with $Q \mid c$, we denote the Gauss sum

$$G_\chi(n;c) := \sum_{d=1}^{c} \chi(d)e\left(\frac{nd}{c}\right), \tag{4.11}$$

where the summation is over all $d$ modulo $c$ such that $(d,c) = 1$. Using (4.10), we can rewrite (4.9) as

$$L^*(s,f,\chi) = 1\quad G_\chi(1;Q) \sum_{u \pmod{Q}} \bar{\chi}(u)L^*(s,f,\frac{u}{Q}), \tag{4.12}$$

where

$$L^*(s,f,\frac{u}{Q}) := (4Q^2)^{\frac{s}{2}} \int_0^\infty f\left(iy + \frac{u}{Q}\right) y^{s+\frac{k-1}{2}} dy.$$ 

Let

$$\bar{\psi}_Q := \left(\frac{\cdot}{Q}\right).$$

Suppose $u$ and $v$ are any integers satisfying $4uv \equiv -1 \pmod{Q}$. A computation using the matrix identity

$$\begin{pmatrix} 1 & u/Q \\ 0 & 1 \end{pmatrix} \begin{pmatrix} 0 & -1/Q \\ 4Q & 0 \end{pmatrix} = \begin{pmatrix} (4uv + 1)/Q & u \\ 4v & Q \end{pmatrix} \begin{pmatrix} 0 & -1 \\ 4 & 0 \end{pmatrix} \begin{pmatrix} 1 & v/Q \end{pmatrix},$$

and the fact that

$$W_4f = \varepsilon(f)f,$$

gives the relation

$$L^*(s,f,\frac{u}{Q}) = \varepsilon(f)\varepsilon_Q^{-2k}\left(\frac{v}{Q}\right) L^*(1-s,f,\frac{v}{Q}). \tag{4.13}$$

Observe that (4.12) and (4.13) imply the functional equation

$$L^*(s,f,\chi,\bar{\psi}_Q) = \varepsilon^*(f,\chi)L^*(1-s,f,\chi,\bar{\psi}_Q), \tag{4.14}$$

where $\varepsilon^*(f,\chi)$ is a quantity of absolute value one

$$\varepsilon^*(f,\chi) := \varepsilon(f)\varepsilon_Q^{-2k}\chi(-4),$$

and the $L$-function defined on the right of (4.14) is defined by

$$L^*(s,f,\chi,\bar{\psi}_Q) := (4Q^2)^{\frac{s}{2}}(2\pi)^{-(s+\frac{k}{2})} \Gamma\left(s + \frac{k-1}{2}\right) \frac{1}{G_\chi(1;Q)} \sum_{n=1}^{\infty} \frac{a(n)G_{\chi\bar{\psi}_Q}(n;Q)}{n^s}. \tag{4.15}$$

The Fourier coefficients in (4.1) are normalised as such to make (4.14) symmetric about the point $s = 1/2$.

A computation following [IK04, Chapter 5] shows that (4.14) implies an approximate functional equation. Let $V : \mathbb{R}_{>0} \to \mathbb{R}$ be defined by

$$V(x) = \frac{1}{2\pi i} \int_{(3)} \frac{x^{-z}}{(2\pi)^z} \frac{\Gamma\left(z + \frac{k}{2}\right)}{\Gamma\left(\frac{k}{2}\right)} \frac{dz}{z}.$$
We have
\[
L \left( \frac{1}{2}, f, \chi \right) = \sum_{m=1}^{\infty} \frac{a(m)\chi(m)}{\sqrt{m}} V \left( \frac{m}{2Q} \right) + \varepsilon^*(f, \chi) \sum_{m=1}^{\infty} \frac{a(m)G_{\chi,\psi}(m; Q)}{\sqrt{m}} V \left( \frac{m}{2Q} \right). \tag{4.16}
\]

4.2. Voronoi summation. Let \( V : (0, \infty) \to \mathbb{C} \) be a smooth function with compact support. Define the Hankel transform
\[
\hat{V}(y) := 2\pi i^k \int_0^\infty V(x) J_{j-1}(4\pi \sqrt{xy}) dx,
\]
where \( J \) denotes the usual \( J \)-Bessel function. Note that \( \hat{V} \) depends on \( k \) but is not displayed in the notation. We now see that \( \hat{V} \) is a Schwartz function. By [BM15a, Section 2.6] we have
\[
\int_0^\infty V(x) J_{k-1}(4\pi \sqrt{xy}) dx = \left( -\frac{1}{2\pi \sqrt{y}} \right)^j \int_0^\infty \frac{\partial^j}{\partial x^j} \left( V(x)x^{-\frac{k-1}{2}} \right) x^{-\frac{k-1+j}{2}} J_{k-1+j}(4\pi \sqrt{xy}) dx.
\]
(4.17)
for any \( j \in \mathbb{N}_0 \). One can then differentiate repeatedly under the integral sign in (4.17) using [GR00, (8.471.2)].

The next lemma follows from [DI90, pg. 792].

**Lemma 4.1.** Let \( c \in \mathbb{N} \) such that \( 4 \mid c \) and
\[
\gamma = \left( \begin{array}{cc} a & b \\ c & d \end{array} \right) \in \Gamma_0(c).
\]
Let \( V : (0, \infty) \to \mathbb{C} \) be a smooth function with compact support. Suppose \( k = \frac{1}{2} + 2j \) with \( j \in \mathbb{N} \) and let \( a(n) \) denote the normalised Fourier coefficients of \( f \in S_k(4) \) as in (4.1). Then for \( X > 0 \) we have
\[
\sum_n a(n)e \left( \frac{an}{c} \right) V \left( \frac{n}{X} \right) = \frac{X}{c} \nu_0(\gamma) \sum_n a(n)e \left( \frac{-dn}{c} \right) \hat{V} \left( \frac{n}{c^2/X} \right).
\]

4.3. Kloosterman and Salié sums. Let \( \kappa, c, m, n \in \mathbb{N} \) such that \( \kappa \equiv 1 \pmod{2} \) and \( 4 \mid c \). Then for any Dirichlet character \( \chi \) modulo \( c \) define
\[
K_{\kappa,\chi}(m, n; c) := \sum_{d \pmod{c}} \varepsilon_d^{-\kappa} \left( \frac{c}{d} \right) \chi(d)e \left( \frac{md + nd}{c} \right).
\]
For \( q \in \mathbb{N} \) with \( q \equiv 1 \pmod{2} \) and any Dirichlet character \( \Psi \) modulo \( q \) define the twisted sums
\[
S_{\Psi}(m, n; q) = \sum_{x \pmod{q}} \left( \frac{x}{q} \right) \Psi(x)e \left( \frac{mx + nx}{q} \right). \tag{4.18}
\]
When \( \Psi := 1_q \) in (4.18), we recover the well known Salié sum (and suppress the subscript). These sums have a closed form evaluation, unlike the Kloosterman sums attached to the trivial multiplier. Sarnak [Sar90, pg 90] asserts that this phenomenon is the finite analogue of Bessel function being an elementary function when its order is an odd half integer. When \( q = p \) a prime and \( (mn, p) = 1 \), [Sal32] gives
\[
S(m, n; p) = \begin{cases} \left( \frac{a}{p} \right) \varepsilon_p \sum_{x \pmod{p}} e \left( \frac{2an}{p} \right) & \text{if } (mn/p) = 1 \\ 0 & \text{if } (mn/p) = -1. \end{cases} \tag{4.19}
\]
We have the following useful twisted multiplicativity lemma.

**Lemma 4.2.** Suppose \( c = qr \) with \( r \equiv 0 \pmod{4} \) and \( (q, r) = 1 \) any Dirichlet character \( \Psi \) is a Dirichlet character mod \( c \). Let \( \Psi_r \) and \( \Psi_q \) are Dirichlet characters modulo \( r \) and \( q \) respectively such that \( \Psi = \Psi_r \Psi_q \). Then
\[
K_{\kappa, \Psi}(m, n; c) = K_{\kappa, \Psi_r}(m\overline{q}, n\overline{r}; r)S_{\Psi_q}(m\overline{r}, n\overline{r}, q).
\]

### 4.4. Eisenstein series and Rankin–Selberg \( L \)-functions.

We give a brief background on the Eisenstein series and Rankin–Selberg \( L \)-functions relevant to the main terms appearing Theorem 1.1 and in Section 5.1. One can consult Section 6 below and [Iwa97, Chapter 13.3] for more details. Let
\[
E_\infty(\tau, s) := \sum_{\gamma \in \Gamma(4) \setminus \Gamma_0(4)} \frac{\eta(z)}{|c\tau + d|^{2s}}, \quad \text{Re}(s) > 1,
\]
denote the weight zero spectral Eisenstein series of level 4 attached to the cusp \( \infty \). This Eisenstein series has a meromorphic continuation to all of \( \mathbb{C} \) with its only pole in the region \( \text{Re} s \geq \frac{1}{2} \) being simple and at \( s = 1 \), with residue
\[
\text{Res}_{s=1} E_\infty(\tau, s) = \frac{1}{\text{Vol}(\Gamma_0(4) \backslash \mathbb{H})}.
\]
For \( f \in S_k(4) \), define the Rankin–Selberg \( L \) function
\[
L(s, f \times f) := \sum_{n=1}^{\infty} \frac{|a(n)|^2}{n^s} \quad \text{for} \quad \text{Re} s > 1.
\]
The analytic continuation of \( L(s, f \times f) \) is afforded by the above Eisenstein series. In particular, [Iwa97, Proposition 13.1] asserts
\[
(4\pi)^{-s} \Gamma(s + k - 1)L(s, f \times f) = \int_{\Gamma_0(4) \backslash \mathbb{H}} y^k |f(\tau)|^2 E_\infty(\tau, s) d\mu(\tau), \quad \text{Re} s > 1.
\]
There is a simple pole at \( s = 1 \) with
\[
\text{Res}_{s=1} L(s, f \times f) = \frac{(4\pi)^k}{\Gamma(k)} \int_{\Gamma_0(4) \backslash \mathbb{H}} y^k |f(\tau)|^2 d\mu(\tau).
\]

We will need the pole and constant term in the Laurent expansion of \( E_\infty(\tau, s) \). Using Möbius inversion and the bijection
\[
\Gamma_0(4) \backslash \Gamma_0(4) \simeq \{(c, d) : c \equiv 0 \pmod{4}, \quad (c, d) = 1 \quad \text{and} \quad d > 0\}
\]
in (4.20), we obtain
\[
E_\infty(\tau, s) := \frac{1}{2} \frac{1}{4^s} \sum_{c,d} \frac{(4y)^s}{|c(4\tau) + d|^2} + \frac{1}{2} \sum_{c,d} \frac{(2y)^s}{|c(2\tau) + d|^2}, \quad \text{Re} s > 1,
\]
where \( \chi_0 \) denotes the principal character modulo 4 and \( ' \) denotes the exclusion of \( (c, d) \) is \((0, 0)\). Both of the series on the right of (4.22) have meromorphic continuation to all of \( \mathbb{C} \) with only simple poles at \( s = 1 \) [Lan87, pg. 273]. A computation that applies Kronecker’s first limit formula [Lan87, pg. 273] to the right side of (4.22) gives (for each \( \tau \in \mathbb{H} \)),
\[
E_\infty(\tau, s) = \frac{1}{2} \frac{1}{4^s} \left[ \frac{\pi/2}{s - 1} + \pi(\gamma - 2 \log 2) + 2\pi \log \left( \frac{\eta(2\tau)}{\eta(4\tau)^2} \right) + O_s(s-1) \right].
\]
4.5. Functional equation for the second moment. Here we take \( Q = p \) a prime with \( p \equiv 1 \pmod{4} \), \( \chi \) a primitive character modulo \( p \) such that \( \chi \neq \tilde{\psi}_p \). Thus \( \chi \tilde{\psi}_p \) is primitive, so we may appeal to the properties of Gauss sums attached to primitive characters. Let \( f \in S_k^+(4) \) be a simultaneous Hecke eigenform, so it is automatically an eigenfunction of \( W_4 \). Also suppose \( f \) normalised so that its coefficients are totally real algebraic numbers (cf. Section 4.1). Applying [Apo76, Theorem 8.15] we write \((4.16)\) as

\[
L \left( \frac{1}{2}, f, \chi \right) = \sum_{m=1}^{\infty} \frac{a(m)\chi(m)}{\sqrt{m}} V \left( \frac{m}{2p} \right) + \varepsilon^\ast(f, \chi) \sum_{m=1}^{\infty} \frac{a(m)\chi \tilde{\psi}_p(m)G_{\chi \tilde{\psi}_p}(1; p)}{\sqrt{m}} V \left( \frac{m}{2p} \right).
\]

A computation with \((4.24)\) using the fact that the Fourier coefficients are real shows that

\[
L \left( \frac{1}{2}, f, \chi \right) = L \left( \frac{1}{2}, f, \chi \right).
\]

Define \( W : \mathbb{R}_{>0} \to \mathbb{R} \) by

\[
W(x) = \frac{1}{2\pi i} \int_{(3)} x^{-z} \frac{\Gamma(z + \frac{k}{2})^2}{\Gamma(\frac{k}{2})^2} \frac{dz}{z}.
\]

A computation following [IK04, Chapter 5] shows that \((4.14)\) implies a second approximate functional equation

\[
L \left( \frac{1}{2}, f, \chi \right) L \left( \frac{1}{2}, f, \chi \right) = \sum_{m,n} a(m)\chi(m)a(n)\chi(n) W \left( \frac{mn}{4p^2} \right)
\]

\[
+ \sum_{m,n} a(m)\chi(m)\tilde{\psi}_p(m)a(n)\chi(n)\tilde{\psi}_p(n) W \left( \frac{mn}{4p^2} \right).
\]

Note that we have for all \( A > 0 \) and \( j \geq 0 \) we have

\[
W^{(j)}(x) \ll_A j (1 + x)^{-A}.
\]

5. The core argument

We have the following orthogonality lemma.

**Lemma 5.1.** Suppose \( p \) is prime. For \( m, n \in \mathbb{N} \) with \( (nm, p) = 1 \), we have

\[
\sum_{\chi \equiv \chi \pmod{p}} \chi(m) \chi(n) = \sum_{d \mid p} \phi(d) \mu \left( \frac{p}{n} \right) - \psi_p(m) \psi_p(n).
\]

Recalling (1.6) we have

\[
\left| L \left( \frac{1}{2}, f, \psi_p \right) \right|^2 \ll \varepsilon p^{\frac{k}{2} + \frac{\varepsilon}{2}}.
\]

Summing (4.25) over all primitive characters \( \chi \neq \tilde{\psi}_p \) and applying Lemma 5.1 we obtain

\[
\sum_{\chi \equiv \chi \pmod{p}} \chi \left( \frac{1}{2}, f, \chi \right) L \left( \frac{1}{2}, f, \chi \right) = \mathcal{D}_1 + \mathcal{D}_2 + \mathcal{E},
\]
where
\[ D_1 := \sum_{d \mid p} \phi(d) \mu \left( \frac{p}{d} \right) \sum_{m \equiv n \pmod{d} \atop (mn, p) = 1} \frac{a(m)a(n)}{\sqrt{mn}} W \left( \frac{mn}{4p^2} \right), \] (5.4)

\[ D_2 := \sum_{d \mid p} \phi(d) \mu \left( \frac{p}{d} \right) \sum_{m \equiv n \pmod{d} \atop (mn, p) = 1} \frac{a(m)\tilde{\psi}_p(m)a(n)\tilde{\psi}_p(n)}{\sqrt{mn}} W \left( \frac{mn}{4p^2} \right). \] (5.5)

and
\[ E := -\sum_{m,n} a(m)\tilde{\psi}_p(m)a(n)\tilde{\psi}_p(n) \sqrt{mn} W \left( \frac{mn}{4p^2} \right) - \sum_{m,n} \frac{a(m)a(n)}{\sqrt{mn}} W \left( \frac{mn}{4p^2} \right). \] (5.6)

Combining (5.2)–(5.6) we obtain
\[ \sum^*_{\chi \mod{p}} L \left( \frac{1}{2}, f, \chi \right) L \left( \frac{1}{2}, f, \overline{\chi} \right) = D_1 + D_2 + E + O(p^{1+\varepsilon + \varepsilon}). \] (5.7)

5.1. Main terms. The main terms come from the diagonal \( m = n \) in \( D_1 \) and \( D_2 \). This gives
\[ M(f, p) := 2\psi(p) \sum_{n} \frac{a(n)^2}{n} W \left( \frac{n^2}{4p^2} \right). \] (5.8)

Using (4.8) and (4.26), we can write
\[ M(f, p) := 2\psi(p) \sum_{n} \frac{a(n)^2}{n} W \left( \frac{n^2}{4p^2} \right) + O(p^{1+\varepsilon}). \] (5.9)

Using Mellin inversion we obtain
\[ M(f, p) := \frac{2\psi(p)}{2\pi i} \int_{(3)} 4^s L(1 + 2s, f \times f) \ p^{2s} \ W(s) ds + O(p^{1+\varepsilon}) \] (5.10)

where
\[ \widehat{W}(s) = \frac{1}{(2\pi)^{2s}} \frac{\Gamma(k+s)^2}{\Gamma(k)^2} \frac{1}{s}. \]

We shift the contour in (5.10) to \( \text{Re} s = -\frac{1}{4} + \varepsilon \) and pick up a double pole at \( s = 0 \). Recalling (4.21) and applying the residue theorem, we see that
\[ M(f, p) = 2\psi(p) \lim_{s \to i0} \frac{d}{ds} \left[ \int_{\Gamma_0(4) \setminus \mathbb{H}} y^k |f(\tau)|^2 h(\tau, s) d\mu(\tau) \right] + O(p^{1+\varepsilon}), \] (5.11)

where
\[ h(\tau, s) := s^2 \frac{1}{4\pi(2s+k)} \widehat{W}(s) 4^{s} p^{2s} E_{\infty}(\tau, 1 + 2s). \]

We interchange the derivative and the limit by [Bak03, Theorem 2, pg. 130] and [Lan77, Lemma 1.1, pg. 409]. We then interchange the limit and integral using uniform convergence. Thus, for each fixed \( \tau = x + iy \in \mathbb{H} \), it suffices to compute
\[ y^k |f(\tau)|^2 \lim_{s \to 0} \frac{d}{ds} h(\tau, s). \] (5.12)
Recalling (4.23) we have
\[
sE_\infty(\tau, 1+2s) = \frac{1}{2} \left( \frac{1}{4^{3+2s}} \frac{1}{L(2+4s, \chi_0)} \right) \left( \frac{\pi}{4} + \left[ \pi(\gamma - 2 \log 2) + 2\pi \log \left( y^{\frac{1}{4}} \left| \frac{\eta(2\tau)}{\eta(4\tau)^2} \right| \right) \right] s + O_\tau(s^2) \right).
\]

Thus
\[
h(\tau, s) = \frac{\pi \Gamma(s + \frac{k}{2})^2 p^{2s}}{2^k \Gamma(2s + k) L(2+4s, \chi_0)} \frac{1}{\Gamma(\frac{k}{2})^2 \Gamma(2s + k)} \times \left( \frac{\pi}{4} + \left[ \pi(\gamma - 2 \log 2) + 2\pi \log \left( y^{\frac{1}{4}} \left| \frac{\eta(2\tau)}{\eta(4\tau)^2} \right| \right) \right] s + O_\tau(s^2) \right).
\]

Performing (5.12) using (5.14) and the product rule we obtain the constants
\[
c_1(f) := \frac{4}{\Gamma(k)} \int_{\Gamma_0(4) \setminus \mathbb{H}} y^k |f(\tau)|^2 d\mu(\tau),
\]
\[
c_2(f) := \frac{16}{\Gamma(k)} \int_{\Gamma_0(4) \setminus \mathbb{H}} y^k |f(\tau)|^2 \log \left( y^{\frac{1}{4}} \left| \frac{\eta(2\tau)}{\eta(4\tau)^2} \right| \right) d\mu(\tau)
+ \frac{1}{\Gamma(k)} \times \left( - \frac{8 \log 2}{3} + \frac{4\Gamma'(k)}{\Gamma(k)} - \frac{4\Gamma'(k)}{\Gamma(k)} - \frac{48\zeta'(2)}{\pi^2} + 8(\gamma - 2 \log 2) \right)
\times \int_{\Gamma_0(4) \setminus \mathbb{H}} y^k |f(\tau)|^2 d\mu(\tau).
\]
in Theorem 1.1.

5.2. Error terms from $D_1$, $D_2$ and $E$. Let $V_{1,2}$ be smooth functions compactly supported on $[1, 2]$ satisfying
\[
V_{1,2}^{(j)}(x) \ll_j (\log 5p)^{2j} \ll_j p^\varepsilon.
\]

In (5.4)–(5.6) we place a smooth partition of unity, perform Mellin inversion and truncate the resulting integrals as in [BM15b, Section 5]. We localise the variables to $M \leq m \leq 2M$ and $N \leq n \leq 2N$ satisfying
\[
N \geq M \geq 1 \quad \text{(by symmetry)} \quad \text{and} \quad 1 \leq MN \leq p^{2+\varepsilon}.
\]

We find it is sufficient to bound terms of the shape
\[
S_{N,M,p,d} := \frac{d}{(MN)^{\frac{1}{2}}} \sum_{\substack{m \equiv n \pmod{d} \\ (mN,p) = 1}} a(m)a(n)V_1 \left( \frac{m}{M} \right) V_2 \left( \frac{n}{N} \right),
\]
and
\[
\tilde{S}_{N,M,p,d} := \frac{d}{(MN)^{\frac{1}{2}}} \sum_{\substack{m \equiv n \pmod{d} \\ (mN,p) = 1}} a(m)\tilde{\psi}_p(m)a(n)\tilde{\psi}_p(n)V_1 \left( \frac{m}{M} \right) V_2 \left( \frac{n}{N} \right),
\]
for each $d = 1$ or $p$. Using (4.7) we have the bound
\[
|S_{N,M,p,d}|, |\tilde{S}_{N,M,p,d}| \ll (MN)^{\frac{1}{2}+\varepsilon}.
\]
We will not make use of (5.19). We have the weaker, but unconditional version in the next lemma.

**Lemma 5.2.** For all \( N \geq 20M \) we have

\[
|S_{N,M,p,d}|, |\tilde{S}_{N,M,p,d}| \ll M^{\frac{3}{2} + \varepsilon} N^{\frac{3}{2} + \varepsilon}.
\]

**Proof.** We have

\[
|S_{N,M,p,d}|, |\tilde{S}_{N,M,p,d}| \ll \frac{d}{(MN)^{\frac{3}{2}} \sum_{M \leq m \leq 2M \atop (m,p)=1} |a(m)| \sum_{n \equiv m \pmod{d} \atop N \leq n \leq 2N \atop (n,p)=1} |a(n)|} \lesssim \frac{d}{(MN)^{\frac{3}{2}}} \frac{N^{\frac{3}{2}}}{d} \sum_{m} |a(m)|,
\]

where the last inequality follows from positivity and (4.8). The lemma now follows by applying Cauchy–Schwarz and then (4.2). \( \square \)

We now remove the greatest common divisor condition in (5.17). The removal of the gcd condition in (5.18) is automatic because of the presence of the character.

**Lemma 5.3.** For all \( M, N \) satisfying (5.16) and \( d = 1 \) or \( p \) we have

\[
S_{N,M,p,d} := \frac{d}{(MN)^{\frac{3}{2}}} \sum_{m \equiv n \pmod{d}} a(m)a(n)V_1 \left( \frac{m}{M} \right) V_2 \left( \frac{n}{N} \right) + O(p^{\frac{3}{2} + \varepsilon}). \tag{5.20}
\]

**Proof.** We prove (5.20) by estimating the contribution from pairs

\[
B := \{(m,n) : m \equiv 0 \pmod{p} \text{ or } n \equiv 0 \pmod{p} \text{ such that } m \neq n\}.
\]

If \( d = 1 \) and \( 1 \leq M \leq (p-1)/2 \), then there are no pairs with \( m \equiv 0 \pmod{p} \). Pairs \((m,n)\) with \( n \equiv 0 \pmod{p} \) contribute \( O(p^{\frac{3}{2} + \varepsilon}) \) by (4.8). If \( 1 \leq M \leq (p-1)/2 \) and \( d = p \) then there are no \((m,n)\) such that \( m \equiv n \equiv 0 \pmod{p} \).

Now suppose \( (p-1)/2 \leq M \leq p^{\frac{3}{2} + \varepsilon} \) and \( d = 1 \). The contribution from all \((m,n)\) with \( m \equiv 0 \pmod{p} \) and \( n \not\equiv 0 \pmod{p} \) is \( O(p^{\frac{3}{2} + \varepsilon}) \). The contribution from all \((m,n)\) with \( n \equiv 0 \pmod{p} \) and \( m \not\equiv 0 \pmod{p} \) is at most \( O(p^{\frac{3}{2} + \varepsilon}) \) as well. If \( d = p \) then the contribution from \((m,n)\) with \( m \equiv n \equiv 0 \pmod{p} \) is the same as above. \( \square \)

**Lemma 5.4.** For all \( M, N \) satisfying (5.16) we have

\[
S_{N,M,p,1} \ll p^{\frac{3}{2} + \varepsilon}.
\]

**Proof.** We write (5.20) as

\[
S_{N,M,p,1} = \frac{1}{(MN)^{\frac{3}{2}}} \left[ \sum_{m} a(m)V_1 \left( \frac{m}{M} \right) \right] \left[ \sum_{n} a(n)V_2 \left( \frac{n}{N} \right) \right]
- \frac{1}{(MN)^{\frac{3}{2}}} \sum_{m} a(m)^2 V_1 \left( \frac{m}{M} \right) V_2 \left( \frac{n}{N} \right) + O(p^{\frac{3}{2} + \varepsilon}). \tag{5.21}
\]

Applying partial summation, (4.2) and (4.3) guarantee that all but the last term in (5.21) are \( O(p^\varepsilon) \). \( \square \)
Lemma 5.5. Let \( f \in S_k(4) \) have normalised coefficients \( a(n) \). Suppose \( \chi \) is a primitive character modulo \( p \) and \( V \) a compactly supported smooth function with support contained in \([1, 2]\). Then for \( X \geq 1 \) we have
\[
\sum_m a(m) \chi(m) V \left( \frac{m}{X} \right) \ll_{\varepsilon} X^\frac{1}{2} p^{\frac{3}{8} + \frac{\varepsilon}{4}} + X^\frac{3}{8} p^{\frac{1}{4} + \varepsilon},
\]
where \( \theta \) represents the best progress toward the Ramanujan–Petersson conjecture for level zero Maass forms.

Proof. Let \( S, S_j \) for \( j = 1, 2, 3 \) be defined as in [Kir15, Proposition 3]. Each \( S_j \) is an averaged shifted convolution sum, depending on \( p, X, f \) and given \( \ell_1, \ell_2 \in \mathbb{N} \). Let \( L \geq 1 \) be a parameter to be chosen later. Taking \( \chi' \) to be \( \chi \) in [Kir15, (11)] yields
\[
\frac{L^2}{(\log L)^2} \left| \sum_m a(m) \chi(m) V \left( \frac{m}{X} \right) \right|^2 \leq \phi(p) \sum_{\ell_1, \ell_2 \leq 2L} \chi(\ell_1) \chi(\ell_2) (S_1 + S_2 + S_3). \tag{5.22}
\]
Note the square is missing in [Kir15, (11)]. Invoking the bounds for the \( S_j \) given in [Kir15, Proposition 4 and Theorem 16], the right side of (5.22) is bounded by
\[
\ll p (X L + X^\frac{1}{2} L^3 + X^{1+\varepsilon} L^{3+\varepsilon} p^{\theta - \frac{1}{2}}).
\]
Note that the statement of [Kir15, Theorem 16] has a typographic error (inequality is missing a \( Q^\theta \)). However, the correct bound is stated at the end of proof (cf. [Kir15, pg. 713]) and that is the one used here. Thus
\[
\left| \sum_m a(m) \chi(m) V \left( \frac{m}{X} \right) \right| \ll L^\varepsilon \left[ \frac{\theta^2 X^\frac{1}{2}}{L^\frac{1}{2}} + L^\frac{1}{2} \left( X^\frac{3}{8} p^\frac{1}{2} + X^\frac{3}{8} p^{1+\varepsilon} \right) \right].
\]
Choosing
\[
L := \frac{p^{\frac{1}{2}} X^\frac{1}{2}}{X^\frac{1}{8} p^\frac{1}{2} + X^\frac{1}{2} p^{1+\varepsilon}} \geq 1,
\]
yields the result. \( \blacksquare \)

Lemma 5.6. For \( M, N \) satisfying (5.16) we have
\[
\tilde{S}_{N,M,p,1} \ll_{\varepsilon} (MN)^{\frac{1}{2}} p^{\frac{3}{8} + \frac{\varepsilon}{4}} + N^\frac{3}{4} M p^{\frac{3}{4} + \frac{\varepsilon}{4}} + (MN)^{\frac{3}{4}} p^{1+\varepsilon}.
\]

Proof. We write (5.18) as
\[
\tilde{S}_{N,M,p,1} = \frac{1}{(MN)^{\frac{1}{2}}} \left[ \sum_m a(m) \tilde{\psi}_p(m) V_1 \left( \frac{m}{M} \right) \right] \left[ \sum_n a(n) \tilde{\psi}_p(n) V_2 \left( \frac{n}{N} \right) \right] - \frac{1}{(MN)^{\frac{1}{2}}} \sum_{(m,p)=1} a(m)^2 V_1 \left( \frac{m}{M} \right) V_2 \left( \frac{m}{N} \right). \tag{5.23}
\]
By positivity, partial summation and (4.2) we obtain
\[
\frac{1}{(MN)^{\frac{1}{2}}} \sum_{(m,p)=1} |a(m)|^2 V_1 \left( \frac{m}{M} \right) V_2 \left( \frac{m}{N} \right) \ll p^\varepsilon. \tag{5.24}
\]
By the Cauchy–Schwarz inequality and (4.2) we have
\[
\sum_y a(y) \tilde{\psi}_p(y) V_1 \left( \frac{y}{X} \right) \ll X^{1+\varepsilon}.
\] (5.25)

Using Lemma 5.5, (5.25) and the fact
\[
\min(A + B, C) \leq \sqrt{AC} + \sqrt{BC} \quad \text{for} \quad A, B, C > 0,
\]
we obtain
\[
\sum_y a(y) \psi_p(y) V_2 \left( \frac{y}{X} \right) \ll \min \left( X^{\frac{3}{4}} p^{\frac{3}{4} + \varepsilon} + X^{\frac{3}{4}} p^{\frac{1}{4} + \varepsilon}, X^{1+\varepsilon} \right)
\ll X^{\frac{3}{4}} p^{\frac{3}{8} + \varepsilon} + X^{\frac{3}{8} p^{\frac{3}{4} + \varepsilon}}. \quad (5.26)
\]

After applying triangle inequality in (5.23), we insert (5.24) and (5.26) into (5.23) to obtain the result. \[\square\]

We are now left to treat
\[
\tilde{S}_{N,M,p,p} = S_{N,M,p,p}. \quad (5.27)
\]

It will be convenient to consider \( M \leq N \leq 20M \) and \( N \geq 20M \) separately.

**Lemma 5.7.** For all \( M, N \) satisfying (5.16) and \( M \leq N \leq 20M \), we have
\[
S_{N,M,p,p} \ll \varepsilon p^{\frac{3}{4} + \theta + \varepsilon}.
\]

**Proof.** Lemma 5.3 and the bounds for \( S_2 \) and \( S_3 \) on [Kir15, pg. 713] together imply that
\[
S_{N,M,p,p} \ll \varepsilon p^{\frac{3}{4} + \theta + \varepsilon}. \quad (5.28)
\]

\[\square\]

Now consider \( N \geq 20M \). The following lemma in conjunction with parts of Lemma 5.2 and Proposition 5.2 will essentially serve as a weaker, but unconditional replacement for the “trivial bound” in (5.19).

**Lemma 5.8.** Let \( \delta_0, \delta_1 > 0 \) and suppose \( M, N \) satisfy (5.16) as well as that \( M \ll p^{\frac{1}{2} - \delta_0} \) and \( N \gg p^{1+\delta_1} \). Then
\[
S_{N,M,p,p} \ll \varepsilon, \delta_0, \delta_1 p^{\frac{3}{4} + \varepsilon} M^{\frac{1}{2}} + \frac{p^{\frac{3}{4} + \varepsilon}}{N^{\frac{1}{2}}}. \quad (5.29)
\]

**Lemma 5.9.** Let \( \delta > 0 \) and suppose that \( M, N \) satisfy (5.16) as well a \( M/N < p^{-1-\delta} \). Then we have
\[
S_{N,M,p,p} \ll \varepsilon, \delta p^{\frac{3}{4} + \varepsilon} \left( \frac{M}{N} \right)^{\frac{1}{2}}. \quad (5.30)
\]

**Proposition 5.1.** Let \( M, N \) be as in (5.16) and also satisfy
\[
p^{\frac{141}{100}} \leq N \leq p^{\frac{149}{100}}. \quad (5.29)
\]

Then
\[
S_{N,M,p,p} \ll \varepsilon, \frac{M^{\frac{1}{2}}}{N^{\frac{1}{2}}} p^{\frac{161}{108} + \varepsilon} + \frac{M^{\frac{1}{2}}}{N^{\frac{1}{2}}} p^{\frac{241}{216} + \varepsilon} + \frac{M^{\frac{1}{2}}}{N^{\frac{1}{2}}} p^{\frac{349}{216} + \varepsilon} + \frac{M^{\frac{1}{2}}}{N^{\frac{1}{2}}} p^{\frac{457}{216} + \varepsilon} + \frac{M^{\frac{1}{2}}}{N^{\frac{1}{2}}} p^{\frac{521}{216} + \varepsilon} + p^{\frac{9}{20} + \varepsilon}. \quad (5.30)
\]
The last estimate we require for (5.27) uses spectral methods. For \( \ell_1, \ell_2, h \in \mathbb{N} \), define the shifted convolution sum

\[
\mathcal{D}(\ell_1, \ell_2, h, N, M) := \sum_{\ell_1 n - \ell_2 m = h} a(m)a(n)V_1\left(\frac{\ell_2 m}{M}\right)V_2\left(\frac{\ell_1 n}{N}\right),
\]

and for \( d \) a positive integer,

\[
\mathcal{S}(\ell_1, \ell_2, d, N, M) := \sum_{r \geq 1} \mathcal{D}(\ell_1, \ell_2, rd, N, M).
\]

Lemma 5.3 gives (for all \( N \geq 20M \)),

\[
\mathcal{S}_{N, M, p, p} = \frac{p}{(MN)^{1/2}} \mathcal{S}(1, 1, p, N, M) + O(p^{1/2 + \varepsilon}). \tag{5.31}
\]

**Proposition 5.2.** Suppose \( M, N \) are as in (5.16) and \( N \geq 20M \). Then we have

\[
\mathcal{S}(\ell_1, \ell_2, p, N, M) \ll \varepsilon \ p^\ell (\ell_1 \ell_2, p)^{1/2} \left( \frac{N}{p^2} + \frac{N^2 M^{1/4}}{p} + \frac{N^4 M^{1/2}}{p^4} + \frac{NM^{3/4}}{p^2} \right).
\]

Thus,

\[
\mathcal{S}_{N, M, p, p} \ll \varepsilon \ p^\ell \left( \frac{(Np)^{1/2}}{M^{1/2}} + \frac{N^4}{M^{1/2}} + \frac{p^2 N^4}{M^{1/2}} + \frac{p N^{3/2}}{M^{1/2}} \right) + p^{1/2 + \varepsilon}. \tag{5.32}
\]

We defer the proof of Proposition 5.2 to Section 7.

### 5.3. Coefficients in residue classes

Here we prove Lemmas 5.8 and 5.9, as well as Proposition 5.1. The starting point for these results is Voronoi summation in the long variable.

**Proof of Lemma 5.9.** Applying Lemma 5.3, we write the right side of (5.20) as the sum of four subsums

\[
\frac{p}{(MN)^{1/2}} \sum_{\substack{m \equiv n \pmod{p} \atop (m-n)/p \equiv \ell \pmod{4}}} a(m)a(n)V_1\left(\frac{m}{M}\right)V_2\left(\frac{n}{N}\right), \quad \ell = 0, 1, 2, 3, \tag{5.33}
\]

incurring an error of \( O(p^{1/2 + \varepsilon}) \). Here the condition \( m \neq n \) is moot. In order to apply Lemma 4.1 we will need the moduli to be divisible by 4. For any \( r \in \mathbb{Z} \), we use orthogonality in the form

\[
\frac{1}{p} e\left(-\frac{r}{4p}\right) \sum_{j=1 \pmod{4}}^{4p} e\left(\frac{jr}{4p}\right) = \begin{cases} 
1 & \text{if } r \equiv 0 \pmod{p} \\
0 & \text{if } r \not\equiv 0 \pmod{p}.
\end{cases} \tag{5.34}
\]

When \( r \equiv 0 \pmod{p} \), the left side of (5.34) is equal to

\[
\frac{1}{p} + \frac{1}{2p} e\left(-\frac{r}{4p}\right) \sum_{j \equiv 0 \pmod{4p}} \chi(j)e\left(\frac{jr}{4p}\right), \tag{5.35}
\]
where $\Upsilon$ runs over multiplicative characters modulo 4. We apply (5.35) to (5.33) to remove both congruences. Thus (5.33) is the sum of the following two expressions

$$\frac{1}{2(MN)^{1/2}}e\left(-\frac{\ell}{4}\right)\sum_{\Upsilon} \sum_{j \mod 4p} \Upsilon(j) \left[ \sum_{m} a(m)e\left(\frac{jm}{4p}\right)V_{1}\left(\frac{m}{M}\right) \right]$$

$$\times \left[ \sum_{n} a(n)e\left(-\frac{jn}{4p}\right)V_{2}\left(\frac{n}{N}\right) \right],$$  

(5.36)

and

$$\frac{1}{(MN)^{1/2}} \left[ \sum_{m} a(m)V_{1}\left(\frac{m}{M}\right) \right] \left[ \sum_{n} a(n)V_{2}\left(\frac{n}{N}\right) \right].$$  

(5.37)

Partial summation and (4.3) guarantees that (5.37) is negligible. Applying Lemma 4.1 to the $n$ summation in (5.36) we obtain

$$\sum_{n} a(n)e\left(-\frac{jn}{4p}\right)V_{2}\left(\frac{n}{N}\right) = \frac{N}{4p} \nu_{\theta}(\gamma) \sum_{n} a(n)e\left(\frac{nj}{4p}\right) \hat{V}_{2}\left(\frac{nN}{16p^2}\right),$$

where

$$\gamma := \left(\frac{-j}{4p} \quad \nu\right) \in \Gamma_{0}(4p).$$

Observe that

$$\nu_{\theta}(\gamma) = \varepsilon^{-1}_{-\frac{1}{4}}\left(\frac{4p}{-j}\right) = \varepsilon^{-1}_{-\frac{1}{4}}\left(\frac{4p}{j}\right).$$

Thus (5.36) becomes

$$\frac{N^{1/2}}{8pM^{1/2}}e\left(-\frac{\ell}{4}\right)\sum_{\Upsilon} \Upsilon(-1) \sum_{m} a(m)V_{1}\left(\frac{m}{M}\right) \sum_{n} a(n)\hat{V}_{2}\left(\frac{nN}{16p^2}\right) K_{1,\Upsilon\nu}(m, n; 4p).$$  

(5.38)

Observe that by the hypothesis of the lemma, we have $M \leq p^{\frac{1}{2}+\varepsilon}$. Also note that (5.38) is supported on $m \approx M$. Thus $m \neq 0 \mod p$. Given the rapid decay of the Hankel transform (inherited from (5.15)) we can truncate the $n$ summation $1 \leq n \leq p^{2+\varepsilon}/N$ at negligible cost. We have

$$|K_{1,\Upsilon\nu}(m, -n; 4p)| \leq 4p^{\frac{1}{2}},$$  

(5.39)

so inserting (5.39) into (5.38), we see that (5.38) is

$$\ll \frac{N^{1/2}}{8p^{1/2}M^{1/2}} \left[ \sum_{m} |a(m)|V_{1}\left(\frac{m}{M}\right) \right] \left[ \sum_{n} |a(n)|\hat{V}_{2}\left(\frac{nN}{16p^2}\right) \right].$$

Both the $m$ and $n$ summations can be estimated trivially using Cauchy–Schwarz and (4.2).

**Proof of Lemma 5.8.** Repeat the proof of Lemma 5.9 to the display (5.38). Note this incurs an error $\ll p^{1/2+\varepsilon}$. Swapping the $m$ and $n$ summation in (5.38) gives

$$\frac{N^{1/2}}{8pM^{1/2}}e\left(-\frac{\ell}{4}\right) \sum_{\Upsilon} \Upsilon(-1) \sum_{m} a(m)\hat{V}_{2}\left(\frac{nN}{16p^2}\right) \sum_{n} a(m)V_{1}\left(\frac{m}{M}\right) K_{1,\Upsilon\nu}(m, -n; 4p).$$  

(5.40)
Arguing similarly to the previous proof, we applying Cauchy–Schwarz (now in the $n$ variable), and we see that (5.40) is

$$
\ll \frac{1}{M^2} \max_{e, f, g \pmod{4}} \left( \sum_{M \leq m_1, m_2 \leq 2M} |a(m_1)a(m_2)| \sum_{1 \leq n \leq 2^{2+\varepsilon}/N} S(m_1, 16n; p)S(m_2, 16n; p) \right)^{1/2}
$$

Using (4.19) the summation over $n$ becomes

$$
p \sum_{1 \leq n \leq 2^{2+\varepsilon}/N} \sum_{n \equiv g \pmod{4}} e\left( \frac{2(x-y)}{p} \right).
$$

When $m_1 = m_2$, we estimate (5.42) trivially by $p^{3+\varepsilon}/N$. Then using (4.2) yields a contribution of $p^{3/2+\varepsilon}/N^{1/2}$ to (5.41).

When $m_1 \neq m_2$ (this implies $m_1 \neq m_2 \pmod{p}$), we write (5.42) in terms of complete sums

$$
p \sum_{n=0}^{p-1} \sum_{x, y \pmod{p}} e\left( \frac{2(x-y)}{p} \right) \sum_{1 \leq w \leq 2^{2+\varepsilon}/N} \sum_{w \equiv 0 \pmod{4}} \frac{1}{p} \sum_{t=0}^{p-1} e\left( \frac{t(n-w)}{p} \right).
$$

After interchanging summation and estimating the sum over $w$ in the usual way, it suffices to estimate the maximum of

$$
p \log p \left| \sum_{n=0}^{p-1} \sum_{x, y \pmod{p}} e\left( \frac{2(x-y)}{p} \right) e\left( \frac{tn}{p} \right) \right|,
$$

over all $0 \leq t \leq p-1$. The $n = 0$ term contributes $\ll p \log p$. Let $2 \leq a \leq p-2$ be such that $a^2 \equiv m_1m_2 \pmod{p}$. We have $(a/\overline{m})^2 \equiv m_1m_2 \pmod{p}$. This implies that $y \equiv v \pmod{p}$, $x \equiv \pm av \pmod{p}$ and $n \equiv 16m_2v^2 \equiv 16m_1a^2v^2 \pmod{p}$. Conversely, given $1 \leq v \leq p-1$, let $y \equiv v \pmod{p}$ and $x \equiv \pm av \pmod{p}$. Then $(x/\overline{m})^2 \equiv m_1m_2 \pmod{p}$. This implies $v \equiv y \pmod{p}$ and $x \equiv \pm av \pmod{p}$. Moreover $16m_2v^2 \equiv 16m_1x^2$. Thus (5.43) becomes (with $n = 0$ excluded)

$$
p \log p \left| \sum_{v=1}^{p-1} e\left( \frac{16tm_2v^2 + (\pm a - 1)v}{p} \right) \right|.
$$

If $t \neq 0$, then the above line is bounded above by $p^2 \log p$ since it is a Gauss sum. If $t = 0$, then it is a Ramanujan sum and is $p \log p$. Applying Cauchy–Schwarz and (4.2) we obtain a contribution of $p^{3/2+\varepsilon}M^{1/2}$ to (5.41) from this case.

Now we prove Proposition 5.1 assuming the validity of Theorem 1.2, whose proof is deferred to Section 8.

**Proof of Proposition 5.1.** Repeat the proof of Lemma 5.9 to the display (5.38). Note this incurs an error $\ll p^{1+\varepsilon}/N$. We may restrict the $n$ summation in (5.38) to $n \geq p^{2}/N$ using the
same argument following (5.38) with error \( \ll p^{\frac{2}{5} + \epsilon} \). Define the sets
\[
N_0(f) := \{ n \in \mathbb{N} : 0 \leq |a(n)| \leq 1 \},
\]
and for all \( r \geq 1 \),
\[
N_r(f) := \{ n \in \mathbb{N} : 2^{r-1} < |a(n)| \leq 2^r \}.
\]
We decompose (5.38) (for \( A \geq p^{2/5} \)) into \( \ll \log p \) subsums
\[
\frac{N^{1/2}}{8pM^{1/2}} e \left( -\frac{\ell}{4} \right) \sum \mathcal{Y}(-1) \sum_{m} a(m) V_1 \left( \frac{m}{M} \right) \sum_{n \in A} a(n) \times \hat{V}_2 \left( \frac{nN}{16p^2} \right) K_1 \left( -m, -n; 4p \right). \tag{5.44}
\]
Note that (4.2) implies that for any \( X \geq 1 \) we have
\[
|N_r(f) \cap [0, X]| \ll \frac{X^{1+\epsilon}}{2^{2r}}. \tag{5.45}
\]
Applying Cauchy–Schwarz to the \( m \)-summation in (5.44) and then using (4.2) we obtain
\[
\ll \frac{N^{1/2}}{p^{1-\epsilon}} \sum \mathcal{Y} \left( \sum_{M \leq m \leq 2M} \left| \sum_{n \in A \cap N_r(f)} a(n) K_1 \left( -m, -n; 4p \right) \hat{V}_2 \left( \frac{nN}{16p^2} \right) \right|^2 \right)^{1/2}. \tag{5.46}
\]
Expanding the square and interchanging the summations, the expression inside the square root in (5.46) becomes
\[
\sum_{n_1, n_2 \in A} a(n_1) a(n_2) \hat{V}_2 \left( \frac{n_1N}{16p^2} \right) \hat{V}_2 \left( \frac{n_2N}{16p^2} \right) \times \sum_{M \leq m \leq 2M} K_1 \left( -m, -n_1; 4p \right) K_1 \left( -m, -n_2; 4p \right). \tag{5.47}
\]
By decay of the Hankel transform it is sufficient to consider
\[
p^{\frac{2}{5}} \leq A \ll \frac{p^{2+\epsilon}}{N}. \tag{5.48}
\]
We use (5.45) to estimate (5.47) trivially by
\[
\ll \frac{p^{5}}{N^2} \frac{M}{2^{2r}}. \tag{5.49}
\]
Inserting this into (5.46), we see that (5.44) is
\[
\ll \frac{1}{2^v} p^{\frac{3}{5}} \left( \frac{M}{N} \right)^{\frac{1}{2}}. \tag{5.49}
\]
We now estimate (5.47) non-trivially to obtain another upperbound for (5.44). Applying triangle inequality to (5.47) we see that (5.47) is
\[
\ll 2^{2v} \left| \sum_{n_1, n_2 \in A \cap N_r(f)} a(n_1) a(n_2) \hat{V}_2 \left( \frac{n_1N}{16p^2} \right) \hat{V}_2 \left( \frac{n_2N}{16p^2} \right) \times \sum_{M \leq m \leq 2M} K_1 \left( -m, -n_1; 4p \right) K_1 \left( -m, -n_2; 4p \right) \right|. \tag{5.50}
\]
By positivity we can extend the summation over all \( n_1, n_2 \cong A \) in (5.50). Applying Lemma 4.2, (4.19) and the fact that \( p \equiv 1 \pmod{4} \) we see that the summand in the \( m \) summation is

\[
K_{1, \Upsilon}(-m, -n_1; 4) K_{1, \Upsilon}(-m, -n_2; 4) S(m, \overline{16n_1}; p) S(m, \overline{16n_2}; p). \tag{5.51}
\]

Note that \( K_{1, \Upsilon}(-m, -n_1; 4) K_{1, \Upsilon}(-m, -n_2; 4) \) is an absolute constant depending only on \( \Upsilon \) and \( m, n_1, n_2 \) modulo 4. Thus we rewrite (5.47) so that each summation variable runs in a fixed congruence class modulo 4. Thus it suffices to bound

\[
2^v \sum_{n_1, n_2 \leq A} \left| \sum_{n_1 \equiv e \pmod{4}, n_2 \equiv f \pmod{4}} S(m, \overline{16n_1}; p) S(m, \overline{16n_2}; p) \right|, \tag{5.52}
\]

for \( e, f, g \) modulo 4. Recalling (5.48), the hypothesis on \( N \) ensures that \( p^{\frac{14}{100}} \leq p^2 \leq p^{\frac{59}{100}} \).

The bound in Theorem 1.2 applied to (5.52) and is monotone increasing in \( A \), thus Theorem 1.2 and Remark 8.1 bounds (5.52) by

\[
\ll 2^v \left( \frac{M^2}{N^2} p^{\frac{134}{27}} + \frac{M^2}{N^2} p^{\frac{187}{54}} + \frac{2}{N^2} + \frac{p^{127}}{N^2} + \frac{p^{107}}{N^2} + \frac{p^{107}}{N^2} + \frac{p^{107}}{N^2} \right), \tag{5.53}
\]

uniformly in \( A \). Inserting (5.53) into (5.46), we see that (5.44) is

\[
\ll 2^v \left( \frac{M^2}{N^2} p^{\frac{134}{27} + \varepsilon} + M^2 p^{\frac{79}{108} \varepsilon} + \frac{p^{187}}{N^2} + \frac{p^{107}}{N^2} + \frac{p^{107}}{N^2} + \frac{p^{107}}{N^2} \right). \tag{5.54}
\]

Denoting the RHS of (5.54) as \( 2^v X \), one can choose

\[
2^v = \frac{p^2 (M/N)^{\frac{1}{4}}}{X^{\frac{1}{2}}}
\]

to balance (5.49) and (5.54). Substituting this quantity back into (5.54) and noting the error \( O(p^{\theta/10} + \varepsilon) \) inherited at the start of the argument yields Proposition 5.1.

\section*{5.4. Proof of Theorem 1.1.}

Proof of Theorem 1.1. The main terms in Theorem 1.1 were computed in Section 5.1, incurring a cost (cf. (5.7))

\[
\ll p^{\frac{1}{4} + \frac{\theta}{4} + \varepsilon}. \tag{5.55}
\]

Without loss of generality we may assume that \( 0 < \theta \leq \frac{7}{64} \) by [Kim03]. It suffices to bound \( S_{N,M,p,d} \) and \( \tilde{S}_{N,M,p,d} \) for \( d = 1 \) and \( p \) and all \( M, N \) satisfying (5.16).

Applying Lemma 5.4 we obtain

\[
S_{N,M,p,1} \ll p^{\frac{1}{4} + \varepsilon} \text{ for all } M, N \text{ satisfying } (5.16). \tag{5.56}
\]

Applying Lemma 5.6 we have

\[
\tilde{S}_{N,M,p,1} \ll p^{\frac{7}{8} + \varepsilon} + p^{\frac{15}{16} + \frac{\theta}{8} + \varepsilon} \ll p^{\frac{15}{16} + \frac{\theta}{8} + \varepsilon}, \tag{5.57}
\]

for all \( M, N \) satisfying (5.16), where the last inequality follows by the above fact about \( \theta \).
Recalling (5.27), it suffices to consider $S_{N,M,p,p}$. Applying Lemma 5.7 we have
\[ S_{N,M,p,p} \ll p^{\frac{1}{2} + \theta + \varepsilon} \quad \text{for all} \quad M \leq N \leq 20M. \] (5.58)

We now can assume $N \geq 20M$. Let $\alpha$ and $\beta$ be such that
\[ M := p^\alpha, \quad N := p^\beta \quad \text{such that} \quad \alpha + \beta \leq 2, \quad \alpha \geq 0, \quad \text{and} \quad \beta \geq 0. \]

Let
\[ \eta_0 := \frac{1}{600}. \]

We will now prove that
\[ S_{M,N,p,p} \ll p^{1-\eta_0}. \] (5.59)

Lemma 5.2 guarantees that (5.59) holds when
\[ \beta < \frac{4}{3} \frac{1}{3} \eta_0 - \frac{2}{3} \alpha. \] (5.60)

Lemma 5.9 guarantees that (5.59) holds when
\[ \beta > 1 + \alpha + 2 \eta_0. \] (5.61)

Proposition 5.2 guarantees that (5.59) holds when
\[ 0 \leq \alpha \leq \frac{151}{300} \quad \text{and} \quad \beta < \frac{149}{150} + \alpha, \] (5.62)

or
\[ \alpha > \frac{151}{300} \quad \text{and} \quad \beta < \frac{449}{300}. \]

Lemma 5.8 guarantees that (5.59) holds when
\[ \alpha < \frac{1}{2} - 2 \eta_0 \quad \text{and} \quad \beta > 1 + 2 \eta_0. \] (5.63)

Plotting the inequalities (5.60)–(5.63) shows that only the solid trapezoid in the $\alpha\beta$–plane with vertices
\[ \left(\frac{299}{600}, \frac{901}{600}\right), \quad \left(\frac{151}{300}, \frac{449}{300}\right), \quad \left(\frac{149}{300}, \frac{149}{100}\right) \quad \text{and} \quad \left(\frac{149}{300}, \frac{3}{2}\right). \]

need only be considered now. Writing out the exponents of Proposition 5.1 we have
\[ \frac{\alpha}{2} - \frac{\beta}{2} + \frac{161}{108}, \quad \frac{\alpha}{2} - \frac{\beta}{4} + \frac{241}{216}, \quad \frac{\alpha}{4} - \frac{\beta}{2} + \frac{349}{216}, \quad \frac{\alpha}{4} + \frac{\beta}{2} + \frac{67}{54}, \quad \frac{\alpha}{4} + \frac{\beta}{8} + \frac{455}{432}, \quad \frac{\alpha}{4} + \frac{187}{216} \quad \text{and} \quad \frac{9}{10}. \]

A computation shows that each linear function evaluated at each of the four vertices is less than $1 - \eta_0$. Thus (5.55)–(5.58) are subsumed by (5.59). The rest of the paper is dedicated to proving Proposition 5.2 and Theorem 1.2, and that will complete the proof of Theorem 1.1. ■
6. Automorphic preliminaries II (integral weight)

6.1. Maass forms. We give a brief background on Maass forms relevant to our setting. One can see [DFI02, Section 4], [HM06, Section 2] and [BM15b, Sections 2 and 5] for supplementary material.

Throughout $\kappa = 0$ or $1$. For $\gamma \in \SL_2(\mathbb{R})$, define the weight $\kappa$ slash operator for real analytic forms by

$$g|_{\kappa \gamma} := j(\gamma, \tau)^{-\kappa} g(\gamma \tau), \quad j(\gamma, \tau) := \frac{c \tau + d}{|c \tau + d|} = e^{i \arg(c \tau + d)},$$

where the argument is always chosen in $(-\pi, \pi]$. The weight $\kappa$ Laplacian is defined by

$$\Delta_\kappa := y^2 \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right) - i \kappa y \frac{\partial}{\partial x}.$$  

A smooth function $g : \mathbb{H} \to \mathbb{C}$ is an eigenfunction of $\Delta_\kappa$ with eigenvalue $\lambda \in \mathbb{C}$ if

$$(\Delta_\kappa + \lambda) g = 0.$$  

All eigenfunctions of $\Delta_\kappa$ are real analytic since it is an elliptic operator.

Let $\chi$ be a character modulo $D$ with $\chi(-1) = (-1)^\kappa$. A function $g : \mathbb{H} \to \mathbb{C}$ is automorphic of weight $\kappa$ and nebentypus $\chi$ for $\Gamma_0(D)$ if

$$g|_{\kappa \gamma} = \chi(d) g \quad \text{for all} \quad \gamma := \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \Gamma_0(D).$$

Let $A_\kappa(D, \chi)$ denote the space of such functions. If $g \in A_\kappa(D, \chi)$ is a smooth eigenfunction of $\Delta_\kappa$ that also satisfies the growth condition

$$g(\tau) \ll y^\sigma + y^{1-\sigma} \quad \text{for all} \quad \tau := x + iy \in \mathbb{H} \quad \text{and some} \quad \sigma > 0,$$

then it is called a Maass form. Let

$$L_\kappa(D, \chi) := \{g \in A_\kappa(D, \chi) : \|g\| < \infty\},$$

where the norm is induced by the Petersson inner product

$$\langle g_1, g_2 \rangle := \int_{\Gamma_0(D) \backslash \mathbb{H}} g_1(\tau) \overline{g_2(\tau)} d\mu(\tau), \quad d\mu := \frac{dx dy}{y^2}.$$  

Let $R_\kappa(D, \chi)$ denote the subspace of $L_\kappa(D, \chi)$ consisting of smooth functions $g$ such that $g$ and $\Delta_\kappa g$ are bounded on $\mathbb{H}$. One can show that $R_\kappa(D, \chi)$ is dense in $L_\kappa(D, \chi)$. For all $g_1, g_2 \in R_\kappa(D, \chi)$ we have

$$\langle \Delta_\kappa g_1, g_2 \rangle = \langle g_1, \Delta_\kappa g_2 \rangle.$$

Furthermore, for any $g \in R_\kappa(D, \chi)$ we have

$$\langle g, -\Delta_\kappa g \rangle \geq \frac{\|g\|}{2} \left( 1 - \frac{\|g\|}{2} \right) \geq 0.$$  

Thus by a theorem of Friedrichs, the operator $-\Delta_\kappa$ has a unique self-adjoint extension to $L_\kappa(D, \chi)$ (which we also denote $-\Delta_\kappa$). Then by a theorem of von Neumann, the space $L_\kappa(D, \chi)$ has a complete spectral resolution with respect $-\Delta_\kappa$. There are both a continuous and discrete spectrum, worked out in detail by Maass and Selberg.

Let $a$ be a cusp of $\Gamma_0(D)$ and

$$\Gamma_a := \{ \gamma \in \Gamma_0(D) : \gamma a = a \},$$

where the argument is always chosen in $(-\pi, \pi]$. For $\gamma \in \SL_2(\mathbb{R})$, define the weight $\kappa$ slash operator for real analytic forms by

$$g|_{\kappa \gamma} := j(\gamma, \tau)^{-\kappa} g(\gamma \tau), \quad j(\gamma, \tau) := \frac{c \tau + d}{|c \tau + d|} = e^{i \arg(c \tau + d)},$$

where the argument is always chosen in $(-\pi, \pi]$. The weight $\kappa$ Laplacian is defined by

$$\Delta_\kappa := y^2 \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right) - i \kappa y \frac{\partial}{\partial x}.$$  

A smooth function $g : \mathbb{H} \to \mathbb{C}$ is an eigenfunction of $\Delta_\kappa$ with eigenvalue $\lambda \in \mathbb{C}$ if

$$(\Delta_\kappa + \lambda) g = 0.$$  

All eigenfunctions of $\Delta_\kappa$ are real analytic since it is an elliptic operator.

Let $\chi$ be a character modulo $D$ with $\chi(-1) = (-1)^\kappa$. A function $g : \mathbb{H} \to \mathbb{C}$ is automorphic of weight $\kappa$ and nebentypus $\chi$ for $\Gamma_0(D)$ if

$$g|_{\kappa \gamma} = \chi(d) g \quad \text{for all} \quad \gamma := \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \Gamma_0(D).$$

Let $A_\kappa(D, \chi)$ denote the space of such functions. If $g \in A_\kappa(D, \chi)$ is a smooth eigenfunction of $\Delta_\kappa$ that also satisfies the growth condition

$$g(\tau) \ll y^\sigma + y^{1-\sigma} \quad \text{for all} \quad \tau := x + iy \in \mathbb{H} \quad \text{and some} \quad \sigma > 0,$$

then it is called a Maass form. Let

$$L_\kappa(D, \chi) := \{g \in A_\kappa(D, \chi) : \|g\| < \infty\},$$

where the norm is induced by the Petersson inner product

$$\langle g_1, g_2 \rangle := \int_{\Gamma_0(D) \backslash \mathbb{H}} g_1(\tau) \overline{g_2(\tau)} d\mu(\tau), \quad d\mu := \frac{dx dy}{y^2}.$$  

Let $R_\kappa(D, \chi)$ denote the subspace of $L_\kappa(D, \chi)$ consisting of smooth functions $g$ such that $g$ and $\Delta_\kappa g$ are bounded on $\mathbb{H}$. One can show that $R_\kappa(D, \chi)$ is dense in $L_\kappa(D, \chi)$. For all $g_1, g_2 \in R_\kappa(D, \chi)$ we have

$$\langle \Delta_\kappa g_1, g_2 \rangle = \langle g_1, \Delta_\kappa g_2 \rangle.$$  

Furthermore, for any $g \in R_\kappa(D, \chi)$ we have

$$\langle g, -\Delta_\kappa g \rangle \geq \frac{\|g\|}{2} \left( 1 - \frac{\|g\|}{2} \right) \geq 0.$$  

Thus by a theorem of Friedrichs, the operator $-\Delta_\kappa$ has a unique self-adjoint extension to $L_\kappa(D, \chi)$ (which we also denote $-\Delta_\kappa$). Then by a theorem of von Neumann, the space $L_\kappa(D, \chi)$ has a complete spectral resolution with respect $-\Delta_\kappa$. There are both a continuous and discrete spectrum, worked out in detail by Maass and Selberg.

Let $a$ be a cusp of $\Gamma_0(D)$ and

$$\Gamma_a := \{ \gamma \in \Gamma_0(D) : \gamma a = a \},$$
denote its stability group. Let $\sigma_\alpha$ denote the unique up to translation on the right matrix in $\text{SL}_2(\mathbb{R})$ satisfying $\sigma_\alpha \infty = \alpha$ and $\sigma_\alpha^{-1} \Gamma_\alpha \sigma_\alpha = \Gamma_\infty$. We say $\alpha$ is singular when
\[
\chi \left( \sigma_\alpha^{-1} \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix} \sigma_\alpha \right) = 1.
\]

For each singular cusp $\alpha$ (and only at such cusps), the Eisenstein series is defined by
\[
E_\alpha(\tau, s, \chi) = \sum_{\gamma \in \Gamma_\alpha \setminus \Gamma} \overline{\chi(\gamma)} j((\sigma_\alpha^{-1} \gamma, \tau)^{-s} (\text{Im} \sigma_\alpha^{-1} \gamma \tau)^s, \text{Re} s > 1 \quad \text{and} \quad \tau \in \mathbb{H}.
\]

One can check that each $E_\alpha$ is independent of the choice of scaling matrix $\sigma_\alpha$. Moreover if $\beta = \gamma \alpha$ are $\Gamma$ equivalent cusps, then (cf. [You19, (3.2)])
\[
E_{\gamma \alpha}(\tau, s, \chi) := \overline{\chi}(\gamma) E_\alpha(\tau, s, \chi).
\]

Selberg [Sel56] proved that $E_\alpha(\tau, s, \chi)$ has analytic continuation to the whole complex plane with only finitely many simples poles $s$ with $\frac{1}{2} < s \leq 1$. In particular, when $\chi$ is non-principal there are no poles in the region $\text{Re} s \geq \frac{1}{2}$. When $\chi$ is principal, there is only one simple pole at $s = 1$ in this region with constant (but automorphic) residue
\[
\text{Res}_{s=1} E_\alpha(\tau, s, \chi) = \frac{1}{\text{vol}(\Gamma \setminus \mathbb{H})}.
\]

If $s$ is not a pole of $E_\alpha(\tau, s, \chi)$, then $E_\alpha(\tau, s, \chi)$ is a Maass form with eigenvalue $\lambda(s)$, but is not in $\mathcal{L}_\kappa(D, \chi)$. The continuous spectrum is composed of all the Eisenstein series on the critical line $s = \frac{1}{2} + it$.

The reminder of the spectrum is discrete and is spanned by Maass cusp forms. It is countable and of finite multiplicity (with $\infty$ being the only limit point). We denote it by
\[
\lambda_1 \leq \lambda_2 \leq \ldots
\]

To summarise, every $g \in \mathcal{L}_\kappa(D, \chi)$ decomposes as
\[
g(\tau) = \sum_{j \geq 0} \langle g, u_j \rangle u_j(\tau) + \sum_\alpha \frac{1}{4\pi} \int_{\text{Re} s = \frac{1}{2}} \langle g, E_\alpha(\tau, \frac{1}{2} + it, \chi) \rangle E_\alpha\left(\tau, \frac{1}{2} + it, \chi \right) dt,
\]

where $u_0(\tau)$ is the constant function of Petersson norm 1 (if $\kappa = 0$), $\mathcal{C}_\kappa(D, \chi) = \{ u_j \}_{j \geq 1}$ denotes an orthonormal basis of Maass cusp forms, and $\{ \alpha \}$ runs over all singular cusps of $\Gamma_0(D)$ relative to $\chi$.

A Maass cusp form decays exponentially at the cusps and admits a Fourier expansion with the zeroth Fourier coefficient vanishing. At $\infty$, such an expansion is given by
\[
g(\tau) = \sum_{n = -\infty}^{\infty} \rho_g(n) W_{\frac{\kappa}{2}|n|, it}(4\pi|n|y) e(nx),
\]

where $W_{\alpha,\beta}(y)$ is the usual Whittaker function and $\lambda_g := \frac{1}{4} + t_g^2$ is the Laplace eigenvalue of $g$. We call $t_g$ the spectral parameter of $g$. When $\kappa = 0$, note that $t_g \in [-i\theta, i\theta] \cup [0, \infty)$, where $\theta = \frac{7}{64}$ is currently known [Kim03].

The Eisenstein series has the expansion
\[
E_\alpha\left(\tau, \frac{1}{2} + it, \chi \right) = \delta_{a=\infty} y^{\frac{1}{2} + it} + \phi_\alpha \left(\frac{1}{2} + it\right) y^{\frac{1}{2} - it} + \sum_{n = -\infty}^{\infty} \rho_\alpha(n, t) W_{\frac{\kappa}{2}|n|, it}(4\pi|n|y) e(nx),
\]

(6.3)
where \( \phi_a \left( \frac{1}{2} + it \right) \) is the \((a, \infty)\) entry of the scattering matrix.

### 6.2. Holomorphic forms

Let \( \chi \) be a Dirichlet character modulo \( D \) with \( \chi(-1) = (-1)^\kappa \) \((\kappa = 0 \text{ or } 1)\). For \( \ell \in \mathbb{N} \) with \( \ell \equiv \kappa \pmod{2} \), let \( S_\ell(D, \chi) \) denote the space of holomorphic cusp forms of level \( D \), weight \( \ell \) and nebentypus \( \chi \). This space is equipped with the Petersson inner product

\[
\langle g_1, g_2 \rangle = \int_{\Gamma_0(D) \backslash \mathbb{H}} y^\ell g_1(\tau) \overline{g_2(\tau)} d\mu(\tau).
\]

We also have the Fourier expansion \((\text{at } \infty)\)

\[
g(\tau) = \sum_{n \geq 1} \rho_g(n)(4\pi n)^{\frac{k}{2}} e(n\tau).
\]

### 6.3. Hecke operators and newform theory

Recall that \( L_\kappa(D, \chi) \) (and the subspace generated by Maass cusp forms) is acted on by an algebra \( T \) generated by Hecke operators \( \{T_n\}_{n \geq 1} \). Each operator is defined by

\[
(T_n g)(\tau) = \frac{1}{\sqrt{n}} \sum_{ad=n} \chi(a) \sum_{b \pmod{d}} g \left( \frac{a\tau+b}{d} \right).
\]

These operators are commutative and multiplicative. They also satisfy the relation

\[
T_m T_n = \sum_{d | (m,n)} \chi(d) T_{\frac{mn}{d^2}}.
\]

Let \( T^{(D)} \) denote the subalgebra generated by \( \{T_n\}_{(n,D)=1} \). We call a Maass cusp form which is an eigenform for \( T^{(D)} \) a \textit{Hecke–Maass} cusp form. The elements of \( T^{(D)} \) are normal with respect to the Petersson inner product, so the cuspidal subspace of \( L_\kappa(D, \chi) \) admits an orthonormal basis of Hecke–Maass cusp forms. For a Hecke–Maass cusp form \( g \), the following relations hold

\[
\sqrt{n} \rho_g(\pm n) = \rho_g(\pm 1) \lambda_g(n) \quad \text{for} \quad (n,D) = 1,
\]

where \( \lambda_g(n) \) denotes the eigenvalue of \( T_n \), and

\[
\sqrt{m} \rho_g(m) \lambda_g(n) = \sum_{d | (m,n)} \chi(d) \rho_g \left( \frac{mn}{d^2} \right) \sqrt{\frac{mn}{d^2}},
\]

\[
\sqrt{mn} \rho_g(mn) = \sum_{d | (m,n)} \chi(d) \mu(d) \rho_g \left( \frac{m}{d} \right) \sqrt{\frac{m}{d}} \lambda_g \left( \frac{n}{d} \right).
\]

The space of newforms is defined to be the space spanned by Hecke–Maass cusp forms orthogonal to the subspace spanned by the oldforms. If \( g \) is a Hecke form and in the new subspace, then \( g \) is a Hecke eigenform of all Hecke operators by Atkin–Lehner theory and the above relations are satisfied for all \( n \).

For a Hecke–Maass cusp form \( g \), we have the pointwise bound

\[
|\lambda_g(n)| \leq n^{\theta + \epsilon},
\]

and the Rankin–Selberg bound

\[
\sum_{n \leq x} |\lambda_g(n)|^2 \ll \epsilon \left( D(1 + |t|)x \right)^{\epsilon} x.
\]
If \( g \) is an \( L^2 \)-normalised newform of weight \( \kappa \in \{0, 1\} \) and level \( D \), then by [HM06, (30)] we have
\[
(D(1 + |t_g|))^{-\varepsilon} \left( \frac{\cosh(\pi t_g)}{D(1 + |t_g|)^\kappa} \right)^{\frac{1}{2}} \ll \varepsilon |\rho_g(1)| \ll \varepsilon \left( D(1 + |t_g|) \right)^{\varepsilon} \left( \frac{\cosh(\pi t_g)}{D(1 + |t_g|)^\kappa} \right)^{\frac{1}{2}}. \tag{6.9}
\]

These upper bound (resp. lower bound) are a consequence of the seminal works of Hoffstein–Lockhart [HL94] (resp. Duke–Friedlander–Iwaniec [DFI02]).

We now give a more explicit treatment of bases and newforms due to Blomer and Milićević [BM15b, Section 5] and [ILS00]. Let \( B \). These upper bound (resp. lower bound) are a consequence of the seminal works of Hoffstein–Lockhart [HL94] (resp. Duke–Friedlander–Iwaniec [DFI02]).

We now give a more explicit treatment of bases and newforms due to Blomer and Milićević [BM15b, Section 5] and [ILS00]. Let \( B \). These upper bound (resp. lower bound) are a consequence of the seminal works of Hoffstein–Lockhart [HL94] (resp. Duke–Friedlander–Iwaniec [DFI02]).
Lemma 6.1. [BM15b, Lemma 9] Let \( u \mid D \) and \( g^* \in \mathcal{B}_\chi(u, D, \bar{\chi}) \subset \mathcal{B}_\chi(D, \chi) \) be an \( L^2(\Gamma_0(D) \backslash \mathbb{H}) \) normalised newform of level \( u \). Then the set of functions

\[
\left\{ f^{(e)} := \sum_{d \mid e} \xi_e(d)g^*|_{d}(\tau) : e \mid \frac{D}{u} \right\}
\]

is an orthonormal basis for the space \( \bigoplus_{d \mid u} g^*|_d \cdot \mathbb{C} \). If \( g \) is any member of this basis, then its Fourier coefficients satisfy the bound

\[
\sqrt{n} \rho_g(n) \ll (nD)^\varepsilon n^\theta (D,n)^{\frac{1}{2} - \theta} |\rho_{g^*}(1)|. \tag{6.11}
\]

Proof. The proof is verbatim [BM15b, Lemma 9] with the replacement of the principal character modulo \( D \) with \( \chi \).

Elements in bases \( g \in \mathcal{B}_\chi(D, \chi) \) (or \( g \in \mathcal{H}_\ell(D, \chi) \)) have multiplicative like properties. Given \( r \in \mathbb{N} \), if \( m = rm' \in \mathbb{N} \) with \( (m', r) = 1 \), then by \([\text{BHM07}, \text{pg. 74}]\) we have

\[
\sqrt{m} \rho_g(m) = \sum_{d \mid (D,(r/D))} \mu(d) \chi(d) \lambda_{g^*} \left( \frac{r}{d(r/D)} \right) \left( \frac{(r,D)m'}{d} \right)^{\frac{1}{2}} \rho_f \left( \frac{(r,D)m'}{d} \right), \tag{6.12}
\]

where \( g^* \) is the underlying newform. In particular, if \( (r, D) = 1 \) we have

\[
\sqrt{m} \rho_g(m) = \lambda_{g^*}(r) \sqrt{m'} \rho_g(m') \tag{6.13}
\]

Moreover if \( g^* \) satisfies the Ramanujan–Petersson conjecture (i.e. integral weight holomorphic eigenforms) and \( a_m \) is any finite sequence of complex numbers then

\[
\left| \sum_m a_m \sqrt{m} \rho_g(m) \right|^2 \leq \tau(r)^2 \sum_{d \mid (r,D)} \left| \sum_{m'} a_{rm'} \sqrt{dm'} \rho_g(dm') \right|^2. \tag{6.14}
\]

6.4. Kuznetsov–Proskurin formula and spectral inequalities. Let \( \chi \) be a character modulo \( D \) with \( \chi(-1) = 1 \). Let \( \phi : [0, \infty) \to \mathbb{C} \) have continuous derivatives up to third order and for some \( \varepsilon > 0 \) satisfy

\[
\phi(0) = \phi'(0) = 0, \quad \phi(x) \ll x^{-1 - \varepsilon} \quad \text{and} \quad \phi^{(j)}(x) \ll x^{-2 - \varepsilon} \quad \text{as} \quad x \to \infty \quad \text{for} \quad j = 1, 2, 3.
\]

Define the transforms

\[
\dot{\phi}(\ell) := 4 \int_0^\infty \phi(x) J_{\ell-1}(x) \frac{dx}{x},
\]

\[
\tilde{\phi}(t) := 2\pi i \int_0^\infty \phi(x) \frac{J_{2\ell}(x) - J_{-2\ell}(x)}{\sinh(\pi t)} \frac{dx}{x},
\]

\[
\ddot{\phi}(t) := 8 \int_0^\infty \phi(x) \cosh(\pi t) K_{2\ell}(x) \frac{dx}{x}.
\]

These transforms are normalised like those occurring in [BM15b, Section 5] and [Dra17]. For \( D \mid c \) and \( m, n \in \mathbb{Z} \), define the Kloosterman sum (at \( \infty \)) by

\[
S(m, n, c, \chi) := \sum_{d \equiv (m+n\overline{d}) \pmod{c}} \chi(d) e \left( \frac{md + nd\overline{d}}{c} \right).
\]
Lemma 6.2. [Dra17, Lemma 4.5] and [BM15b, Lemma 10]. Let $\phi$ be as above and $\chi$ be a character modulo $D$ with $\chi(-1) = 1$. For $\ell \geq 2$ and $\ell \equiv 0 \pmod{2}$, let $B_0(D, \chi)$ (resp. $H_\ell(D, \chi)$) denote the orthonormal basis of Maass cusp forms (resp. holomorphic cusp forms) given above. Recalling the notations (6.2)–(6.4), for $m, n \in \mathbb{N}$ we have

$$
\sum_{D \mid c} \frac{1}{|c|} S(m, n, c, \chi) \phi \left( \frac{4\pi \sqrt{mn}}{c} \right) = \sum_{\ell \equiv 0 \pmod{2}} \sum_{g \in H_\ell(D, \chi)} \Gamma(\kappa) \hat{\phi}(\ell) \sqrt{mn} \rho_g(m) \rho_g(n)
+ \sum_{g \in B_0(D, \chi)} \tilde{\phi}(t_g) \frac{\sqrt{mn}}{\cosh(\pi t_g)} \rho_g(m) \rho_g(n) + \frac{1}{4\pi} \sum_{a \text{ sing.}} \sqrt{mn} \int_{-\infty}^{\infty} \tilde{\phi}(t) \frac{\rho_a(m, t)}{\cosh(\pi t)} \rho_a(n, t) dt
$$

and

$$
\sum_{D \mid c} \frac{1}{|c|} S(m, -n, c, \chi) \phi \left( \frac{4\pi \sqrt{mn}}{c} \right) = \sum_{g \in B_0(D, \chi)} \hat{\phi}(t_g) \frac{\sqrt{mn}}{\cosh(\pi t_g)} \rho_g(m) \rho_g(-n)
+ \frac{1}{4\pi} \sum_{a \text{ sing.}} \sqrt{mn} \int_{-\infty}^{\infty} \tilde{\phi}(t) \frac{\rho_a(m, t)}{\cosh(\pi t)} \rho_a(-n, t) dt
$$

6.5. Spectral large sieve and multiplicative sequences I. In this section we record a spectral large sieve inequality for coefficients of Maass forms supported on sequences with multiplicative structure. This approach is originally due to Blomer and Miličević [BM15b, Theorem 13], and is crucial in avoiding the Ramanujan–Petersson conjecture in their treatment of shifted convolution sums. We also record some standard spectral tools in enough generality for our purpose.

Lemma 6.3. Suppose $\chi$ is a character of modulus $D$ with $\chi(-1) = (-1)^n$ and conductor $D^* := N$ or $4N$, where $N$ is odd and squarefree. Suppose $c \in \mathbb{N}$ such that $D \mid c$. Then for $a, b \in \mathbb{N}$ we have

$$
|S(a, b, c, \chi)| \leq 16\tau(c)(a, b, c)^{\frac{3}{2}}c^{\frac{1}{2}}.
$$

(6.15)

Proof. This bound follows from [KL13, Cor. 9.14, Prop. 9.4, Prop. 9.7 and Prop. 9.8].

We now present the standard spectral large sieve.

Lemma 6.4. Let $\chi$ be as in Lemma 6.3 with $\kappa = 0$ and $\{a_m\}$ be a sequence of complex numbers. Suppose $T \geq 1$ and $M \geq \frac{1}{2}$. Then each of the three quantities

$$
\sum_{\kappa < \ell \leq T} \Gamma(\ell) \sum_{g \in H_\ell(D, \chi)} \left| \sum_{M < m \leq 2M} a_m \sqrt{m} \rho_g(m) \right|^2,
$$

$$
\sum_{g \in B_0(D, \chi)} \frac{1}{\cosh(\pi t_g)} \left| \sum_{M < m \leq 2M} a_m \sqrt{m} \rho_g(\pm m) \right|^2,
$$

$$
\sum_{a \text{ sing.}} \int_{-T}^{T} \frac{1}{\cosh(\pi t)} \left| \sum_{M < m \leq 2M} a_m \sqrt{m} \rho_a(\pm m, t) \right|^2,
$$

is bounded by $16\tau(c)(a, b, c)^{\frac{3}{2}}c^{\frac{1}{2}}$. 

is bounded up to a constant depending on $\varepsilon$, by

$$\left(T^2 + \frac{M^{1+\varepsilon}}{D}\right) \sum_{M < m \leq 2M} |a_m|^2.$$  

Proof. Observe that this result has been proved in [Dra17, Proposition 4.7], except that the bound that appears there is

$$\left(T^2 + \left(D^\ast\chi\right)^{1/2} \frac{M^{1+\varepsilon}}{D}\right) \sum_{M < m \leq 2M} |a_m|^2.$$  

The appearance of the conductor in [Dra17] is due to the general estimate for Kloosterman sums in [KL13, Theorem 9.2]. Since the conductor is either $D^\ast\chi = N$ or $4N$ with $N$ odd and squarefree, we can apply Lemma 6.3 to remove the factor of $\left(D^\ast\chi\right)^{1/2}$ in [Dra17, (4.20)]. The rest of the proof is verbatim the same in [Dra17, Proposition 4.7].  

Lemma 6.5. Let $\chi$ be as in Lemma 6.3 with $\kappa = 0$ and $m \in \mathbb{N}$. Then

$$\sum_{|t_g| \leq T \atop g \in B_0(D,\chi)} \frac{1}{\cosh(\pi t_g)} \left|\sqrt{m}\rho_g(m)\right|^2 \ll \varepsilon \left(T^2 + \frac{(D, m)^{1/2} m^{1/2}}{D}\right) (Tm)^\varepsilon.$$  

Proof. One starts with the “pre-Kuznetsov formula” asserted in [Pro05, Lemma 3]. The proof is then verbatim that of [Mot97, Lemma 2.4], except that in [Mot97, (2.7.3), (2.7.10)], the Kloosterman sum is $S(m, m, c, \chi)$, and an extra divisibility condition $D \mid c$ is added to the summation. One then appeals to Lemma 6.3 and modifies the last two displays in the proof accordingly.  

Theorem 6.1. [BM15b, Theorem 13] Let $\chi$ be as in Lemma 6.3 with $\kappa = 0$. Let $r \in \mathbb{N}$, $M, T \geq 1$, and let $\left\{\alpha_{m'}\right\}_{M \leq m' \leq 2M}$ be any sequence of complex numbers with $|\alpha_{m'}| \leq 1$. Then

$$\left|\sum_{|t_g| \leq T \atop g \in B_0(D,\chi)} \frac{1}{\cosh(\pi t_g)} \sum_{M \leq m' \leq 2M \atop (m', rD) = 1} \alpha_{m'} \sqrt{rm'} \rho_g(rm')\right|^2 \ll \varepsilon (DrMT)^\varepsilon (r, D) \left(T + \frac{r^{1/2}}{D^{1/2}}\right) \left(T + \frac{M}{D^{1/2}}\right) M.$$  

Proof. This is verbatim the proof of [BM15b, Theorem 13] using (6.5) (for eigenvalues), (6.6), (6.9)–(6.13), and Lemmas 6.4 and 6.5 whenever their principal character analogues are used in the proof.  

Remark 6.1. If we apply (6.13) to the left side of (6.16), then estimate $\sqrt{r}\rho_g(r)$ by (6.11), and finally apply Lemma 6.4 we would obtain

$$\left|\sum_{|t_g| \leq T \atop g \in B_0(D,\chi)} \frac{1}{\cosh(\pi t_g)} \sum_{M \leq m' \leq 2M \atop (m', rD) = 1} \alpha_{m'} \sqrt{rm'} \rho_g(rm')\right|^2 \ll \varepsilon (DrMT)^\varepsilon r^{2\varepsilon} (r, D)^{1-2\varepsilon} \left(T^2 + \frac{M}{D}\right) M.$$  

(6.17)
6.6. Spectral large sieve and multiplicative sequences II. We now prove a version of the spectral large sieve inequality for coefficients of Eisenstein series supported on a sequences with multiplicative structure. This will be a generalisation of [BM15b, (5.5)] for a more general nebentypus. The proof and uses ideas from the explicit computations in [Mic04], [HM06] and [BHM07, pp. 76–80]. The machinery set out for Eisenstein series in [KY] and [You19] will be useful throughout the proof.

We setup the notation and preliminary results required for the proof of Lemma 6.7. Let $D \in \mathbb{N}$. A full set of inequivalent cusps of $\Gamma_0(D)$ is given by

$$\{ a := \frac{1}{w} \mid f, D, u \in U_f \},$$

where for each $f \mid Q$, $U_f$ is a set of integers coprime with $f$ representing each reduced residue class modulo $\tilde{f} := (f, D/f)$ exactly once. Moreover, one may always further choose representative $u \pmod{\tilde{f}}$ such that $(u, D) = 1$ by adding a suitable multiple of $\tilde{f}$ (cf. [KY, Corollary 3.2]). Note that with these choices of representatives $u$ we have $u f \sim_{\Gamma} \frac{1}{u f}$.

Set

$$D' = \frac{D}{f}, \quad D'' = \frac{D'}{(f, D')} \quad \text{and} \quad w' = u. \quad (6.19)$$

The stabiliser group of an arbitrary cusp $a = \frac{1}{w}$ [KY, Proposition 3.3] is given by

$$\Gamma_a = \{ \pm \tau_a^t : t \in \mathbb{Z} \}, \quad \text{where} \quad \tau_a^t = \begin{pmatrix} 1 - wD''t & D''t \\ -w^2D''t & 1 + wD''t \end{pmatrix},$$

and one can take the choice of scaling matrix

$$\sigma_a = \begin{pmatrix} \sqrt{D''} & 0 \\ w\sqrt{D''} & 1/\sqrt{D''} \end{pmatrix}. \quad (6.20)$$

Observe that [KY, Lemma 3.5] (expanding around the cusp at $\infty$) asserts

$$\sigma_a^{-1}\Gamma := \left\{ \begin{pmatrix} a & b \\ c\sqrt{D''} & d\sqrt{D''} \end{pmatrix} : (a, b) \in \text{SL}_2(\mathbb{Z}) \text{ and } c \equiv -wa \pmod{D} \right\}. \quad (6.21)$$

In particular, [You19, (6.4) and (6.5)] asserts

$$\Gamma_\infty \setminus \sigma_a^{-1}\Gamma := \delta_{f=D}\Gamma_\infty \cup \left\{ \begin{pmatrix} * & * \\ c\sqrt{D''} & d\sqrt{D''} \end{pmatrix} : \begin{array}{c} c > 0, \quad (c, d) = 1, \quad c = f\gamma, \quad (\gamma, D') = 1, \quad \text{and} \quad d \equiv -w\gamma \mod{(f, D')} \end{array} \right\}, \quad (6.22)$$

where the union above is disjoint.

We recall a useful lemma giving necessary and sufficient conditions for a cusp to be singular.

**Lemma 6.6.** [You19, Lemma 5.4] Let $\chi$ be a Dirichlet character modulo $D$ and let $a = \frac{1}{u f}$ with $u \mid D$ and $(u, D) = 1$. Then $a$ is singular relative to $\chi$ if and only if $\chi$ is periodic modulo $D/(f, D/f) = [f, D/f]$, equivalently, the primitive character inducing $\chi$ has modulus dividing $D/(f, D/f)$. 

We recall a decomposition for \( \chi \) given on [You19, pg. 13]. There exist integers \( f_0 \) and \( D'_0 \) such that

\[
f_0 \mid f \quad \text{and} \quad D'_0 \mid D' \quad \text{with} \quad [f, D'] := f_0D'_0 \quad \text{and} \quad (f_0, D'_0) = 1,
\]
such that

\[
\chi := \chi^{(D'_0)}(f_0),
\]

where \( \chi^{(D'_0)} \) and \( \chi^{(f_0)} \) are characters to moduli \( D'_0 \) and \( f_0 \) respectively. The choices for \( f_0 \) and \( D'_0 \) may not be unique. This decomposition will be useful in the proof of Lemma 6.7, but not feature in the final statement.

Given \( a = \frac{1}{w} \) and \( \mu \in \sigma^{-1} \Gamma \) (written as in (6.21)), then the argument on [You19, pg. 14] proves that \( \chi(\sigma a \mu) \) depends only on the coset \( \Gamma_\infty \mu \). Thus \( \chi(\sigma a \mu) \) depends only on the data contained in (6.22). In particular, [You19, (6.6)] asserts that

\[
\chi(\sigma a \mu) = \chi(\sigma) = \chi^{(D'_0)}(\gamma)^{-1}\chi^{(f_0)}(\bar{d}).
\]

We recall the definition of Gauss sum given by (4.11). Let \( \Psi \) be a Dirichlet character modulo \( c \) and \( c \mid s \). Then for \( n \in \mathbb{N} \) we have the Gauss sum

\[
G_{\Psi}(n; s) := \sum_{d \text{ (mod } s)} * \Psi(d) e\left(\frac{nd}{s}\right),
\]

where the * denotes the condition \((d, s) = 1\). Without loss of generality one can replace \( \Psi \) with its underlying primitive character \( \Psi^* \) in (6.25).

Given a cusp \( a = \frac{1}{w} \), \( m \in \mathbb{N} \), and characters \( \Psi_1 \) and \( \Psi_2 \) whose moduli divide \( D/f \) and \( f \) respectively, define the specialised Dirichlet series

\[
S(m; \Psi_1, \Psi_2, f) := \sum_{\gamma > 0 \atop (\gamma, \frac{D}{f}) = 1} \Psi_1(\gamma) \gamma^{1+2it} G_{\Psi_2}(m; \gamma f).
\]

The evaluation in (6.39) proves (6.26) is conditionally convergent. Note that (6.26) also satisfies

\[
S(m; \Psi_1, \Psi_2, f) = S(m; \Psi_1^*, \Psi_2^*, f).
\]

For technical convenience we restrict our attention to even characters in this next result.

**Lemma 6.7.** Suppose \( D \in \mathbb{N} \) and \( \chi \) is an even character modulo \( D \) such that all cusps \( \frac{1}{w} \) of \( \Gamma_0(D) \) are singular with respect to \( \chi \) and let \( \rho_a(m, t) \) be as in (6.3). For a given \( r \in \mathbb{N} \), let \( \{a_m\} \) be a finite sequence of complex numbers supported only on integers \( m = rm' \) with \((r, m') = 1\). Then we have

\[
\sum\left| \sum_{m} a_m \sqrt{|m|} \rho_a(m, t) \right|^2 \leq 16\tau(D)^4 \tau(r)^3 \sum_{d \mid (r, D)} \sum a \left| \sum_{m' \atop (m', r) = 1} a_{rm'} \sqrt{dm'} \rho_a(dm', t) \right|^2,
\]

(6.28)
Proof. Without loss of generality we will work with a complete set of inequivalent cusps given in (6.18) where each \((u,D) = 1\) (cf. (6.1)). Combining [Pro05, (12)–(14)], (6.19)–(6.26) and [DLM, (13.14.31)] we obtain

\[
\sqrt{|m|} \rho_a(m, t) = \frac{|m|^it \pi^{\frac{1}{2}}+it}{{\Gamma(\frac{1}{2} + it)}} \left( \frac{(f, D')}{Df} \right)^{\frac{1}{2}+it} \sum_{\gamma \geq 0 \atop \gamma \neq 0 \atop \frac{\gamma}{D} = 1} \frac{\chi(D_0)(-\pi \gamma)}{\gamma^{1+2it}} \times \sum_{0 \leq d < \gamma f \atop (d, \gamma f) = 1} \chi(f_0)(d) e\left( \frac{md}{\gamma f} \right). \tag{6.29}
\]

Detecting the congruence in (6.29) with multiplicative characters we obtain

\[
\sqrt{|m|} \rho_a(m, t) = \frac{|m|^it \pi^{\frac{1}{2}}+it}{{\Gamma(\frac{1}{2} + it)}} \left( \frac{(f, D')}{Df} \right)^{\frac{1}{2}+it} \frac{1}{\phi(f)} \sum_{\psi \mod \tilde{f}} \chi(D_0)(-u) S\left( m; \psi \chi(D_0), \psi \chi(f_0), f \right). \tag{6.30}
\]

All cusps are singular by hypothesis. Summing (6.30) over all \(m\), squaring, and then summing over all of the cusps we obtain

\[
\sum_a \left| \sum_m a_m \sqrt{|m|} \rho_a(m, t) \right|^2 = \frac{\pi \left| \frac{1}{2} + it \right|^2}{f |D| Df \phi(f)^2} \sum_{f \mid D} \tilde{f} \times \sum_{u \in \mathcal{U}_f} \left| \frac{\chi(D_0)(-u)}{\psi(u)} \right| \sum_{\psi \mod \tilde{f}} \sum_m a_m |m|^{it} S\left( m; \psi \chi(D_0), \psi \chi(f_0), f \right) \right|^2,
\]

where \(\mathcal{U}_f\) represents a complete system of residues coprime to \(\tilde{f}\) and also coprime to \(D\). We may remove \(\chi(D_0)(-u)\) since \(|\chi(D_0)(-u)| = 1\). Applying Parseval’s identity above yields

\[
\sum_a \left| \sum_m a_m \sqrt{|m|} \rho_a(m, t) \right|^2 = \frac{\pi \left| \frac{1}{2} + it \right|^2}{f |D| Df \phi(f)^2} \sum_{f \mid D} \tilde{f} \times \sum_{\psi \mod \tilde{f}} \left| \sum_m a_m |m|^{it} S\left( m; \psi \chi(D_0), \psi \chi(f_0), f \right) \right|^2. \tag{6.31}
\]

Next we set

\[
(\psi \chi(D_0))^* =: \chi_1 \quad \text{and} \quad (\psi \chi(f_0))^* =: \chi_2,
\]

where \(\chi_i\) is primitive of modulus \(q_i\). A necessary condition on \(\chi_1\) and \(\chi_2\) is that \(\chi_1 \chi_2 \sim \chi\), where \(\sim\) means that both sides are induced by the same primitive character. Recalling (6.27)
and moving the sum on $\psi$ to the inside of (6.31) gives
\[
\sum_a \left| \sum_m a_m \sqrt{|m|} \rho_a(m, t) \right|^2 = \frac{\pi}{|\Gamma(\frac{1}{2} + it)|^2} \sum_{f|D} \frac{\tilde{f}}{D \phi(f)} \sum_{q_1|D} \sum_{q_2 f_1(x_1 \mod q_1, x_2 \mod q_2)} \sum_{x_1 x_2 \sim x} \sum' \left| \sum_m a_m |m| \sqrt{|m|} S(m; x_1, x_2; f) \right|^2 \sum_{\psi \mod \tilde{f}} \delta(\chi, x_1, x_2, \psi),
\]
(6.32)
where the $'$ denotes summations are over primitive characters only and
\[
\delta(\chi, x_1, x_2, \psi) := \begin{cases} 
1 & \text{if } (\psi \chi^{(f_0)})^* = x_1 \\ 0 & \text{otherwise.}
\end{cases}
\]
The argument on [You19, pp. 16–17] proves that
\[
\sum_{\psi \mod \tilde{f}} \delta(\chi, x_1, x_2, \psi) = 1,
\]
under the conditions in the second, third and fourth summations in (6.32). Thus
\[
\sum_a \left| \sum_m a_m \sqrt{|m|} \rho_a(m, t) \right|^2 = \frac{\pi}{|\Gamma(\frac{1}{2} + it)|^2} \sum_{f|D} \frac{\tilde{f}}{D \phi(f)} \sum_{q_1|D} \sum_{q_2 f_1(x_1 \mod q_1, x_2 \mod q_2)} \sum_{x_1 x_2 \sim x} \sum' \left| \sum_m a_m |m| \sqrt{|m|} S(m; x_1, x_2; f) \right|^2.
\]
(6.33)
For a given $r \in \mathbb{N}$, recall that $\{a_m\}$ is supported on integers $m = rm'$ such that $(r, m') = 1$. Our goal is now to write $S(m; x_1, x_2; f)$ in terms of $S(dm'; x_1, x_2; \bullet)$ for $d \mid (r, D)$. For a given $f$ and $\gamma$ we write
\[
f = q_2 f' f'', \quad f' \mid q_2^\infty \quad \text{and} \quad (f'', q_2) = 1,
\]
(6.34)
and
\[
\gamma = \gamma' \gamma'', \quad \gamma' \mid q_2^\infty, \quad (\gamma'', q_2) = 1.
\]
(6.35)
The Chinese remainder theorem, orthogonality, [Apo76, pg. 165 and Theorem 8.19], and the fact that $x_2$ is primitive is used in the following computation
\[
G_{x_2}(m; \chi f) = G_{x_2}(m; \chi' \gamma'' q_2 f' f'')
\]
\[
= \chi_2(\gamma'' f'') G_{x_2}(m; q_2 f' \gamma') r(m; \gamma'' f'')
\]
\[
= \delta_{f' \gamma' | m} f' \chi_2(\gamma'' f'') G_{x_2} \left( \frac{m}{f' \gamma'} ; q_2 \right) r(m; \gamma'' f'')
\]
\[
= \delta_{f' \gamma' | m} f' \chi_2(\gamma'' f'') \chi_2 \left( \frac{m}{f' \gamma'} \right) G_{x_2}(1; q_2) r(m; \gamma'' f'')
\]
(6.36)
where $r(m; c) := G_{x_1}(m, c)$ (Ramanujan sum) and $\delta_{f' \gamma' | m} = 1$ is the indictor function for $f' \gamma' | m$. Let
\[
r = r_{q_2} r^{(q_2)} \quad \text{and} \quad m' = m_{q_2} m^{(q_2)}
\]
be such that
\[ r'_{q_2}, m'_{q_2} \mid q_2^\infty \quad \text{and} \quad (r'(q_2) m'(q_2), q_2) = 1. \]

In this notation we see that (6.36) is 0 unless
\[ f' \gamma' = r'_{q_2} m'_{q_2}. \] (6.37)

Recalling (6.26) and combining (6.34)–(6.37) we obtain (after relabelling \( \gamma'' \) by \( \gamma \)),
\[ S(r m'; \chi_1, \chi_2, f) = \delta_{f'|m} \delta_{r'(q_2) m'(q_2), D/f} \frac{\left( f' r'_{q_2} m'_{q_2} \right)^{2it} \chi_1 \left( \frac{r'_{q_2} m'_{q_2}}{f'} \right)}{\chi_2 \left( r'(q_2) m'(q_2) \right)} G_{\chi_2}(1, q_2) \sum_{\gamma > 0 \atop \gamma, D/f = 1 \atop (\gamma, q_2) = 1} \chi_1 \chi_2(\gamma) \gamma^{1+2it} r(m; \gamma f''). \] (6.38)

A computation using (6.38) and [Apo76, Theorem 8.6] gives
\[ S(m, \chi_1, \chi_2, f) = \delta_{f'|m} \delta_{r'(q_2) m'(q_2), D/f} \frac{\chi_2(f'')}{\chi_2(f')} \frac{\left( f' r'_{q_2} m'_{q_2} \right)^{2it} \chi_1 \left( \frac{r'_{q_2} m'_{q_2}}{f'} \right)}{\chi_2 \left( r'(q_2) m'(q_2) \right)} G_{\chi_2}(1, q_2) L(D; \chi_1 \chi_2, 1 + 2it) R(m; \chi_1 \chi_2, f'') \eta_{\chi_1 \chi_2}(m) \] (6.39)

where the superscript \((D)\) denotes that the local factors at the primes dividing \(D\) have been removed and
\[ R(m; \chi_1 \chi_2, f'') := \sum_{\gamma \mid D^\infty \atop (\gamma, D/f) = 1 \atop (\gamma, q_2) = 1} \chi_1 \chi_2(\gamma) \gamma^{1+2it} r(m; \gamma f''). \] (6.40)

and
\[ \eta_{\chi_1 \chi_2}(m) := \sum_{a \mid m \atop (a, D) = 1} \frac{\chi_1 \chi_2(a)}{a^{2it}}. \]

We now consider (6.40). Since \( \gamma \mid D^\infty \) and \( (\gamma, D/f) = (\gamma, q_2) = 1 \), we must have \( \gamma \mid (f'')^\infty \).

We apply [Apo76, Theorem 8.7] and write (6.40) as
\[ R(m; \chi_1 \chi_2, f'') := \prod_{p^\alpha || f''} \sum_{\beta \geq 0 \atop p^\alpha || D} \frac{\chi_1 \chi_2(p^\beta)}{p^{\beta(1+2it)}} r(p^{\alpha\beta}; p^\alpha) \] (6.41)

We refine the factorisation in (6.34) to
\[ f' = f'_r f'^{(r)}, \quad f'' = f''_r f''^{(r)}, \quad \text{where} \quad f'_r, f''_r \mid r^\infty \quad \text{and} \quad (f'^{(r)} f''^{(r)}, r) = 1. \]
In particular, where \( r, m \sim \left( \sum r' \right) \chi_2(x) (f^{(r)}_{m', f'}) \eta_{\chi_1, \chi_2}(r) \left( \frac{f'}{f_r} \right)^{2it} \chi_1 \left( \frac{r_q}{f_r} \right) \right) \]

We now define \( y_r := \left( \frac{f''}{(f'', 2)}, r \right) \) and \( \tilde{y}_r := \prod_{p \mid f'' \alpha \leq v_p(r) + 1} p^\alpha \).

An explicit computation using (6.41) and [Apo76, Theorem 8.6 and 8.7] shows that \( R(y_r; \chi_1, \tilde{y}_r) \neq 0 \). In particular,

\[
\left| \frac{R(r; \chi_1, \tilde{y}_r)}{R(y_r; \chi_1, \tilde{y}_r)} \right| \leq \prod_{p \mid (r, D)} (v_p(r) + 1) \left( 1 + \frac{\rho}{p} \right) \leq 4\tau(D)\tau(r), (6.43)
\]

where

\[
\sigma(p) := \begin{cases} \frac{1}{2} & \text{if } p = 2, \\ 1 - \frac{2}{p} & \text{if } p > 2. \end{cases}
\]

Observe that \((f'_r, y_r) = 1\) and \( f'_r, y_r \mid r \) and \( f''_r, y_r \mid D \). Thus \( f'_r y_r \mid (r, D) \). Furthermore, \( \tilde{y}_r \mid f'', (f'_r, y_r, m') \) and \( \eta_{\chi_1, \chi_2}(f'_r y_r) = 1 \). Using (6.42) and (6.41) we obtain

\[
\mathcal{S}(r m'; \chi_1, \chi_2, f) = \delta_{f'_r | r} \delta_{(r_q', f''_r, D/\chi)} \frac{r''(q_2)}{y_r} \chi_2 \left( \frac{f''}{y_r} \right) \frac{\mathcal{R}(r; \chi_1, f'_r)}{\mathcal{R}(f'_r, y_r; \chi_1, \tilde{y}_r)} \times \eta_{\chi_1, \chi_2}(r) \left( \frac{f'}{f''_{q_2}} \right)^{2it} \chi_1 \left( \frac{r_q}{f_r} \right) \mathcal{S} \left( f'_r, y_r, m'; \chi_1, \chi_2, q_2 f'_r y_r, f''(r) \right). (6.44)
\]

Combining (6.43), (6.44) and \( |\eta_{\chi_1, \chi_2}(r)| \leq \tau(r) \) we obtain

\[
\left| \sum_{m} a_m |m| \mathcal{S}(m; \chi_1, \chi_2, f) \right|^2 \leq 16\tau(D)^2\tau(r)^3 \sum_{d \mid (r, Q)} \left| \sum_{m' \mid d(r, Q)} a_{r m'} |m'| \mathcal{S}(d m'; \chi_1, \chi_2, q_2 f'_r y_r, f''(r)) \right|^2, (6.45)
\]

where the summation over \( d \) was introduced by positivity.

Given \( f \) and \( q_2 \) (and \( r \) as above) such that \( q_2 \mid f \mid D \), the integer \( \mathcal{F}(q_2, f, r) := q_2 f'_r y_r f''(r) \) satisfies

\[
q_2 \mid \mathcal{F}(q_2, f, r) \mid f \mid D. (6.46)
\]
Applying (6.45) to each summand of the right side of (6.33) yields

$$\sum_{a} \left| \sum_{m} a_{m} \sqrt{|m|} \rho_{a}(m, t) \right|^{2} \leq 16\tau(D)^{3} \tau(r)^{3} \sum_{d | (r, D)} \frac{\pi}{|\Gamma(\frac{1}{2} + it)|^{2}} \sum_{f | D} \sum_{q_{1} \nmid f} \sum_{q_{1} \nmid D} \frac{\tilde{f}}{Df \phi(f)} \sum_{\chi_{1} \mod q_{1}} \sum_{\chi_{2} \mod q_{2}} \sum_{\chi : \chi \times \chi = \chi} \sum_{m' | it} a_{rm'} |m'|^{it} S(\chi_{1}, \chi, F(q_{2}', f, r)) \right|^{2}. \tag{6.47}$$

We now relate the right side of (6.47) to a sum over all cusps. Observe that we have

$$\frac{\tilde{f}}{Df \phi(f)} \leq \frac{\tilde{F}(q_{2}, f, r)}{DF(q_{2}, f, r) \phi(F(q_{2}, f, r))}, \tag{6.48}$$

so (6.47) becomes

$$\sum_{a} \left| \sum_{m} a_{m} \sqrt{|m|} \rho_{a}(m, t) \right|^{2} \leq 16\tau(D)^{3} \tau(r)^{3} \sum_{d | (r, D)} \frac{\pi}{|\Gamma(\frac{1}{2} + it)|^{2}} \sum_{f | D} \sum_{q_{1} \nmid f} \sum_{q_{1} \nmid D} \frac{\tilde{F}(q_{2}, f, r)}{DF(q_{2}, f, r) \phi(F(q_{2}, f, r))} \sum_{\chi_{1} \mod q_{1}} \sum_{\chi_{2} \mod q_{2}} \sum_{\chi : \chi \times \chi = \chi} \sum_{m' | it} a_{rm'} |m'|^{it} S(\chi_{1}, \chi, F(q_{2}', f, r)) \right|^{2}. \tag{6.49}$$

Recalling (6.46), by positivity we obtain

$$\sum_{a} \left| \sum_{m} a_{m} \sqrt{|m|} \rho_{a}(m, t) \right|^{2} \leq 16\tau(D)^{3} \tau(r)^{3} \sum_{d | (r, D)} \frac{\pi}{|\Gamma(\frac{1}{2} + it)|^{2}} \sum_{f | D} \sum_{q_{1} \nmid f} \sum_{q_{1} \nmid D} \frac{\tilde{F}(q_{2}, f, r)}{DF(q_{2}, f, r) \phi(F(q_{2}, f, r))} \sum_{\chi_{1} \mod q_{1}} \sum_{\chi_{2} \mod q_{2}} \sum_{\chi : \chi \times \chi = \chi} \sum_{m' | it} a_{rm'} |m'|^{it} S(\chi_{1}, \chi, F) \right|^{2}. \tag{6.50}$$

By positivity we may extend the sum over $q_{1}$ in (6.50) to all $q_{1}$ satisfying $q_{1} \mid Q$. Then interchanging the summations over $f, q_{2}$ and $F$ we obtain

$$\sum_{a} \left| \sum_{m} a_{m} \sqrt{|m|} \rho_{a}(m, t) \right|^{2} \leq 16\tau(D)^{3} \tau(r)^{3} \sum_{d | (r, D)} \frac{\pi}{|\Gamma(\frac{1}{2} + it)|^{2}} \sum_{f | D} \sum_{q_{1} \nmid f} \sum_{f \nmid D} \frac{\tilde{F}(q_{2}, f, r)}{DF(q_{2}, f, r) \phi(F(q_{2}, f, r))} \sum_{\chi_{1} \mod q_{1}} \sum_{\chi_{2} \mod q_{2}} \sum_{\chi : \chi \times \chi = \chi} \sum_{m' | it} a_{rm'} |m'|^{it} S(\chi_{1}, \chi, F) \right|^{2}. \tag{6.51}$$

Now observe that all summands on the right side of (6.51) are completely independent of $f$. Thus we can remove the summation on $f$ with the cost of an extra $\tau(D)$ factor. Then applying (6.33) to each summand of the $d$ summation yields (6.28).
7. Spectral methods and shifted convolutions sums

We choose a large parameter
\[ C := N^{1000}, \]
and throughout this section makes the general assumption that
\[ h \asymp N \geq 20M. \]

Recall the definitions
\[
D(\ell_1, \ell_2, h, N, M) = \sum_{\ell_1 n - \ell_2 m = h} a(m)a(n)V_1 \left( \frac{\ell_2 m}{M} \right) V_2 \left( \frac{\ell_1 n}{N} \right),
\]
and
\[
S(\ell_1, \ell_2, d, N, M) = \sum_{r \geq 1} D(\ell_1, \ell_2, rd, N, M),
\]
where \( a(n) \) are the Fourier coefficients (normalised as in (4.1)) of \( f \in S_k(4, 1) \) and \( k := \frac{1}{2} + 2j, \ j \in \mathbb{N} \). Without loss of generality we can assume that
\[ \ell_1, \ell_2 \leq 2N, \]
otherwise \( D(\ell_1, \ell_2, h, N, M) \) vanishes trivially. Slightly more generally than in Section 5.2 we assume
\[ V_{1,2} \text{ supported in } [1/2, 2] \text{ and satisfy } V_{1,2}^{(j)} \ll_{j,\varepsilon} C^{j\varepsilon}. \]

Proof of Proposition 5.2. The argument here is similar to the proof of [BM15b, Proposition 8]. Our exposition will be sparse, sketching only the details unique to our situation. We refer the reader to [BM15b, Sections 7 and 8] for more details. Let \( W \) be a smooth function with bounded derivatives such that
\[ W(x) \equiv 1 \text{ for } 1 \leq x \leq 2 \text{ and } \text{supp}(W) \subseteq [1/2, 3]. \]

After attaching smooth redundant weight function we obtain
\[
D(\ell_1, \ell_2, h, N, M) = \sum_{\ell_1 n - \ell_2 m = h} a(m)a(n)V_1 \left( \frac{\ell_2 m}{M} \right) V_2 \left( \frac{\ell_1 n - h}{M} \right) W \left( \frac{\ell_1 n - h}{M} \right)
\]
\[ = \int_{-\infty}^{\infty} V_2^\dagger(z)e \left( \frac{zh}{N} \right) D_z(\ell_1, \ell_2, h, N, M)dz, \]
where \( V_2^\dagger \) denotes the Fourier transform,
\[
D_z(\ell_1, \ell_2, h, N, M) := \sum_{\ell_1 n - \ell_2 m = h} a(m)a(n)V_z \left( \frac{\ell_2 m}{M} \right) W \left( \frac{\ell_1 n - h}{M} \right),
\]
and
\[ V_z(x) := V_1(x)e \left( zx \frac{M}{N} \right). \]

We truncate the \( z \)-integral at \( |z| \leq C^{\varepsilon} \) with a small error, say \( O(C^{-100}) \).

With the the notation as in [BM15b, Lemma 19], we make the choice of parameters
\[ Q := C \quad \text{and} \quad \delta := C^{-1}. \]
Let $w_0$ be a fixed smooth function with support in $[1, 2]$ and let

$$w(c) = \begin{cases} w_0 \left( \frac{c}{\ell_2} \right) & \text{if } 16\ell_1\ell_2 \mid c, \\ 0 & \text{otherwise.} \end{cases}$$

We see that $\Lambda \gg C^2(\ell_1\ell_2)^{-1-\varepsilon}$ (cf. [BM15b, Lemma 19]). Applying Jutila’s circle method [BM15b, Lemma 19], (4.2) and arguing as in [BM15b, pp. 484–485] we obtain

$$D_z(\ell_1, \ell_2, h, N, M) = \frac{1}{2\delta} \int_{-\delta}^{\delta} D_{z, \eta}(\ell_1, \ell_2, h, N, M) d\eta + O(C^{-\frac{2}{3}}), \quad (7.1)$$

where

$$D_{z, \eta}(\ell_1, \ell_2, h, N, M) := \frac{1}{\Lambda} \sum_{16\ell_1\ell_2 \mid c} w_0 \left( \frac{c}{\ell_2} \right) \sum_{d \mod c, m, n} a(m) a(n) e \left( \frac{d}{c} (\ell_1 n - \ell_2 m - h) \right) \times W_{\eta M} \left( \frac{\ell_1 n - h}{M} \right) V_{z, \eta M} \left( \frac{\ell_2 m}{M} \right), \quad (7.2)$$

where

$$V_{z, \eta}(x) := V_z(x) e(-\eta x) = V_1(x) e \left( x \left( \frac{M}{N} - \eta \right) \right) \quad \text{and} \quad W_{\eta}(x) := W(x) e(\eta x).$$

We stress that only Cauchy–Schwarz and (4.2) were used to obtain the error term of $C^{-\frac{2}{3}}$ in (7.1), not (4.7). Since $|\eta| \leq C^{-1} = N^{-1000}$ (in particular $\eta \ll M^{-1}$), the functions $V_{z, \eta M}$ and $W_{\eta M}$ have are well behaved. In particular,

$$W_{\eta M}^{(j)} \ll 1 \quad \text{and} \quad V_{z, \eta M}^{(j)} \ll C^{j\varepsilon} \quad \text{uniformly in } |z| \ll C^{j\varepsilon}.$$

Observe that $V_{z, \eta M}$ and $W_{\eta M}$ have support in $[1, 2]$ and $[\frac{1}{2}, 3]$ respectively.

Here we will see that a Voronoi summation in $m, n$ variables of (7.2) leads to a twist by a quadratic character depending on $\ell_1$ and $\ell_2$. Applying Lemma 4.1 to the $m$ summation in (7.2) we obtain

$$\sum_m a(m) e \left( -\frac{dm}{c/\ell_2} \right) V_{z, \eta M} \left( \frac{\ell_2 m}{M} \right) = \frac{M}{c} \sum_m a(m) e \left( \frac{\ell_2 m d}{c} \right) \nu_0(\gamma_2) V_{z, \eta M} \left( \frac{\ell_2 m M}{c^2} \right), \quad (7.3)$$

where $d\tilde{d} \equiv 1 \pmod{c}$, $\tilde{d}$ is any integer such that $\tilde{d} \equiv d \pmod{c}$ and

$$\gamma_2 = \left( \begin{array}{c} -\tilde{d} / c/\ell_2 \\ b_2 / X_2 \end{array} \right) \in \Gamma_0(c/\ell_2).$$

Applying Lemma 4.1 to the $n$ summation in (7.2) we obtain

$$\sum_n a(n) e \left( \frac{dn}{c/\ell_1} \right) W_{\eta M} \left( \frac{\ell_1 n - h}{M} \right) = \frac{M}{c} \sum_n a(n) \nu_0(\gamma_1) e \left( -\frac{\ell_1 n d}{c} \right) W_{\eta M}^{*} \left( h \frac{\ell_1 n}{c^2} ; M \frac{\ell_1 n}{c^2} \right), \quad (7.4)$$

where

$$\gamma_2 = \left( \begin{array}{c} \tilde{d} / c/\ell_1 \\ b_1 / X_1 \end{array} \right) \in \Gamma_0(c/\ell_1),$$

and

$$W_{\eta M}^{*}(z, w) := 2\pi i^k \int_0^\infty W_{\eta M}(y) J_{k-1} \left( 4\pi \sqrt{yw + z} \right) dy.$$
For $d$ such that $(d, c) = 1$ we have

$$
\nu_\theta(\gamma_1)\nu_\theta(\gamma_2) = \left(\frac{c/\ell_1}{X_1}\right)\Xi_{X_1}\left(\frac{c/\ell_2}{X_2}\right)\Xi_{X_2} = -i\left(\frac{4\ell_1\ell_2}{d}\right). \quad (7.5)
$$

Let

$$
\chi := \chi_{\ell_1\ell_2} = \left(\frac{4\ell_1\ell_2}{\bullet}\right).
$$

Observe that $\chi$ is an even character modulo $4\ell_1\ell_2$ (in particular modulo $16\ell_1\ell_2$). Combining (7.2)–(7.5) and [BM15b, Lemma 17] we obtain

$$
D_{z,\eta}(\ell_1, \ell_2, h, N, M) := -\frac{M^2 i}{AC} \sum_{16\ell_1\ell_2|c} w_1 \left(\frac{c}{C}\right) \frac{1}{c} \sum_{m,n} a(m)a(n) S(\ell_1n - \ell_2m, h, c, \chi)
$$

$$
\times W_\pm \left(\frac{h\ell_1n}{c^2}, \frac{M\ell_1n}{c^2}\right) e \left(\pm 2\sqrt{h\ell_1n}/c\right) \hat{V}_{z,\eta M} \left(\frac{\ell_2m}{c^2/M}\right) + O(C^{-A}), \quad (7.6)
$$

where

$$
w_1(x) = \frac{w_0(x)}{x},
$$

and $W_\pm$ are as in [BM15b, Lemma 17]. By [BM15b, (6.15)] and that fact that $\hat{V}_{z,\eta M}$ is a Schwarz class function (cf. (4.17)) we can restrict to

$$
\ell_1n \leq N_0 := \frac{C^{2+\varepsilon}N}{M^2} \quad \text{and} \quad \ell_2m \leq M_0 := \frac{C^{2+\varepsilon}}{M},
$$

with negligible error. For $N \leq N_0$, $M \leq M_0$ and $K > 0$, we will restrict the right side of (7.6) to subsums

$$
n \asymp N, \quad m \asymp M, \quad \text{and} \quad |\ell_1n - \ell_2m| \asymp K.
$$

Here $x \asymp X$ denotes $X \leq x \leq 2X$. The arising subsums are then split into three sums $\Sigma_+, \Sigma_0$ and $\Sigma_-$ according to

$$
\Sigma_+ : \ell_1n > \ell_2m;
$$

$$
\Sigma_0 : \ell_1n = \ell_2m;
$$

$$
\Sigma_- : \ell_1n < \ell_2m.
$$

7.1. Treatment of $\Sigma_0$. Let $\chi^*$ be the primitive character of conductor $C_{\chi}^* | 4\ell_1\ell_2$ inducing $\chi_1c$ modulo $c$. Then by [Miy06, Lemma 3.1.3] we have

$$
S(0, h, c, \chi) = G_{\chi^*}(1; C_{\chi}^*) \sum_{0<d \atop d|(h,c/C_{\chi}^*)} d\mu \left(\frac{c}{dC_{\chi}^*}\right) \chi^* \left(\frac{c}{dC_{\chi}^*}\right) \overline{\chi^*} \left(\frac{h}{d}\right).
$$

Thus

$$
|S(0, h, c, \chi)| \leq |c_{\chi}^*|^\frac{1}{2}\tau(h)(h, c) \ll (\ell_1\ell_2)^\frac{1}{2}\tau(h)(h, c).
$$

(7.7)
A trivial estimate using (7.7), Cauchy–Schwarz and (4.2) we obtain

\[
\Sigma_0 \ll \frac{M^2 \tau(h)(\ell_1 \ell_2)^{1/2}}{\Lambda C^{1-\varepsilon}} \sum_{C \leq c \leq 2C} \left( \sum_{\ell_1 \ell_2 \in \mathbb{N}} \sum_{l_1, l_2 \in \mathbb{N}} |a(m)a(n)| \right)
\]

\[
\ll \frac{M^2 \tau(h)^2(\ell_1 \ell_2)^{1/2}}{\Lambda C^{1-\varepsilon}} \left( \sum_{m \leq M} |a(m)|^2 \right)^{1/2} \left( \sum_{n \leq N} |a(n)|^2 \right)^{1/2}
\]

\[
\ll \frac{M^2 \tau(h)^2(\ell_1 \ell_2)^{1/2}(N_0 M_0)^{1/2}}{\Lambda C^{1-\varepsilon}} \ll \frac{(\ell_1 \ell_2)^{1/2}(NM)^{1/2}}{C^{1-\varepsilon}} \ll C^{-1/2},
\]

which is negligible.

### 7.2. Spectral treatment of \( \Sigma_+ \).

Now we consider

\[
\Sigma_+ = -\frac{iM^2}{\Lambda C} \sum_{b > 0} \sum_{\ell \equiv b (\mod 2)} a(m)a(n) \sum_{16\ell_1 \ell_2 | c} S(b, h, c, \chi) \Phi \left( 4\pi \sqrt{\frac{|b|h}{c}} \right),
\]

(7.8)

where \( \Phi \) is defined on [BM15b, pg. 487]. In view of the transforms occurring in the Kuznetsov formula, define

\[
\mathcal{J}_{2it}(x) := \pi i \frac{J_{2it}(x) - J_{-2it}(x)}{\sinh(\pi t)} \quad \text{and} \quad \mathcal{J}_{2it}(x) := 4 \cosh(\pi t) K_{2it}(x).
\]

Let \( \tilde{\Phi}, \hat{\Phi}, \Omega \) be defined as they are on [BM15b, pg. 487]. Also define the quantities

\[
\mathcal{T}_+ := C^\varepsilon \left( 1 + \left( \frac{KN}{C^2} \right)^{1/2} + \left( \frac{MN}{C^2} \right)^{1/2} \right) \quad \text{and} \quad \mathcal{T}_h := C^\varepsilon \left( 1 + \left( \frac{KN}{C^2} \right)^{1/2} \right).
\]

By the argument on [BM15b, pg 487], the transforms \( \tilde{\Phi}(t) \) and \( \hat{\Phi}(\ell) \) are negligible (cf. [BM15b, Lemma 16]) unless

\[
|t| \ll \mathcal{T}_+ \quad \text{and} \quad \ell \ll \mathcal{T}_h
\]

respectively. Applying Lemma 6.2 (recalling that \( \chi \) is an even Dirichlet character) to the summation over \( c \) in (7.8) and then truncating the appropriate summations and integrations using the above remarks we obtain

\[
\Sigma_+ = \mathcal{H}_+(h) + \mathcal{M}_+(h) + \mathcal{E}_+(h) + O(C^{-A}),
\]

where the terms on the right side correspond to the holomorphic, Maass and Eisenstein components of the spectrum. They are

\[
\mathcal{H}_+(h) := -\frac{iM^2}{\Lambda C} \int_0^\infty \sum_{2 \leq \ell \leq \mathcal{T}_h} \sum_{g \in \mathcal{H}_e(16\ell_1 \ell_2, \chi)} 4i\ell \Gamma(\ell) J_{\ell-1}(x) \sqrt{k_{\rho_g}(h)}
\]

\[
\times \sum_{b > 0} w_1 \left( \frac{4\pi \sqrt{|b|h}}{C} \right) \sqrt{|b|_{\rho_g}(b) \gamma_+(b, h, x)} \frac{dx}{x},
\]

(7.9)
Define

\[
\gamma_+(b, h, x) := \sum_{\ell_1 n - \ell_2 m = b \atop \ell_1 n \gg N, \ell_2 m \gg M} a(m) a(n) \tilde{V}_{\ell_2} \frac{x^2 \ell_2 m M}{(4\pi)^2 |b| h} W_\pm \left( \frac{x^2 \ell_1 n}{(4\pi)^2 |b| h}, \frac{x^2 \ell_1 n M}{(4\pi)^2 |b| h} \right) \theta_x \left( \frac{\ell_2 m}{|b|} \right),
\]

\[
\theta_x(y) := \exp \left( \pm iy \sqrt{1 + y} \right) v \left( \frac{y}{M/K} \right),
\]

and \( v \) a redundant smooth weight function of compact support on \([1/4, 3]\) that is constantly 1 on \([1/2, 2]\).

### 7.3. Spectral treatment of \( \Sigma_- \)

Now consider

\[
\Sigma_- = -\frac{i M^2}{\Lambda C} \sum_{b < 0} \sum_{\ell_1 n \gg N, \ell_2 m \gg M} a(m) a(n) \sum_{16 \ell_1 \ell_2 | c} S(b, h, c, \chi) \frac{\Phi \left( 4\pi \frac{\sqrt{|b| h}}{c} \right)}{c}.
\]

Define

\[
\mathcal{T}_- := C^\varepsilon \left( 1 + \left( \frac{MN}{C^2} \right)^{\frac{1}{2}} \right).
\]

Applying a similar argument to [BM15b, pp. 488–489] using Lemma 6.2 we obtain

\[
\Sigma_- = \mathcal{M}_-(h) + \mathcal{E}_-(h) + O(C^{-\Lambda}),
\]

where

\[
\mathcal{M}_-(h) = -\frac{2i M^2}{\Lambda C} \int_0^\infty \int_{\mathcal{T}_-} \mathcal{F}_{g B_0(16 \ell_1 \ell_2, \chi)}(s) \frac{\sqrt{|b| h}}{\cos(\pi t_g)} w_1 \left( \frac{\sqrt{h}}{C x} \right) \sum_{b < 0} \sum_{|b| > K} \left( 4\pi \frac{\sqrt{|b| x}}{C x} \right)^{-s} \sqrt{|b| h} \gamma_-(b, h, x) \frac{dx}{2\pi i}.
\]

\[
\gamma_-(b, h, x) := \sum_{\ell_1 n - \ell_2 m = b \atop \ell_1 n \gg N, \ell_2 m \gg M} a(m) a(n) \tilde{V}_{\ell_2} \frac{x^2 \ell_2 m M}{h} W_\pm \left( \frac{x^2 \ell_1 n}{h}, \frac{x^2 \ell_1 n M}{h} \right) e \left( \pm 2x \sqrt{\ell_1 n} \right),
\]
and \( \sigma = \frac{7}{32} + \varepsilon \). An analogous formula holds for the Eisenstein contribution \( E_-(h) \).

7.4. Summary of setup. By the above discussion it suffices to estimate the right side of

\[
D(\ell_1, \ell_2, h, N, M) = \frac{1}{2\delta} \int_{-\delta}^{\delta} \int_{-\delta}^{\delta} V_2^+(z) e\left(\frac{zh}{N}\right) \sum_{\mathcal{N} N_0 M \leq M_0 K \leq N_0} (\mathcal{H}_+(h) + \mathcal{M}_+(h) + \mathcal{E}_+(h)) \, dz \, d\eta
\]

\[
+ \frac{1}{2\delta} \int_{-\delta}^{\delta} \int_{-\delta}^{\delta} V_2^+(z) e\left(\frac{zh}{N}\right) \sum_{\mathcal{N} M \leq M_0 K \leq M_0} (\mathcal{M}_-(h) + \mathcal{E}_-(h)) \, dz \, d\eta + O(C^{-\frac{3}{2}}),
\]

where \( \mathcal{N}, \mathcal{M} \) and \( \mathcal{K} \) run over numbers \( \geq 1 \) of the form \( \mathcal{N}_0 2^{-\nu} \) or \( \mathcal{M}_0 2^{-\nu}, \nu \in \mathbb{N} \).

7.5. Shifted convolutions sums on average. We now turn our attention to the averaged convolution sum

\[
S(\ell_1, \ell_2, d, N, M) = \sum_r D(\ell_1, \ell_2, rd, N, M).
\]

Let

\[
\beta := \text{lcm}(16, \ell_1, \ell_2, d) \quad \text{and} \quad B := \{ n \in \mathbb{N} : p \mid n \implies p \mid \beta \text{ for all primes } p \}.
\]

Observe that \( D(\ell_1, \ell_2, rd, N, M) \) vanishes unless \( r \asymp N/d \). Recall (7.12). To begin, consider the decomposition

\[
\sum_{r \asymp N/d} e\left(\frac{zr}{N}\right) \mathcal{H}_+(rd) = \sum_{r_2 \in B} \sum_{r_1 \asymp N/(dr_2), (r_1, \beta) = 1} e\left(\frac{zr_1 r_2 d}{N}\right) \mathcal{H}_+(r_1 r_2 d),
\]

where \( \mathcal{H}_+ \) was defined in (7.9). Observe that the range of integration for \( x \) in (7.9) is

\[
x \asymp X_+ := \frac{\sqrt{KN}}{C}.
\]

We follow verbatim the Mellin inversion argument on [BM15b, pp. 490–491] that separates the variables scattered throughout the various weight functions. In that argument,

\[
S := C^e \left(1 + \frac{X_+ M}{\sqrt{KN}}\right)
\]

This yields

\[
\sum_{r_1 \asymp N/(dr_2)} e\left(\frac{zr_1 r_2 d}{N}\right) \mathcal{H}_+(r_1 r_2 d) \ll \frac{C^e M^2}{AC} \frac{\mathcal{K}^+}{X_+^2 N^{\frac{1}{2}}} S(\Xi_{1,+}^{\mathcal{H}}) \Xi_{2,+}^{\mathcal{H}} \frac{1}{2},
\]

where

\[
\Xi_{1,+}^{\mathcal{H}} := \max_{|u_4| \leq C^e} \sum_{0 \leq \ell \leq T_k} \Gamma(\ell) \sum_{g \in \mathcal{H}_4(16\ell_2, \chi)} \left| \sum_{r_1 \asymp N/(dr_2), (r_1, \beta) = 1} e\left(\frac{zr_1 r_2 d}{N}\right) r_1^{2\varepsilon + iu_4} \sqrt{r_1 r_2} \rho_2(r_1 r_2 d)\right|^2,
\]

and

\[
\Xi_{2,+}^{\mathcal{H}} = \max_{|u_2| \leq C^e} \sum_{0 \leq \ell \leq T_k} \left| J_{e-1}(x) \right|^2 \Gamma(\ell) \sum_{g \in \mathcal{H}_2(4\ell_2, \chi)} \left| \sum_{|b| \leq \mathcal{K}} \sqrt{|b| \rho_2(b)} \gamma^*(b) \right|^2,
\]
with
\[
\gamma^*(b) = \left( \frac{|b|}{K} \right)^{\frac{1}{4} + \varepsilon + iu_3} \sum_{\substack{\ell_1 \ell_2 \equiv m \pmod{N} \\
\ell_1 \ell_2 \equiv m \pmod{M}}} \left( \frac{\ell_1 N}{N} \right)^{\frac{-1}{4} + iu_2} \left( \frac{\ell_2 m}{M} \right)^{-\varepsilon + iu_1} a(m)a(n).
\]

The same analysis works mutatis mutandis for the Eisenstein and Maass spectrum, giving analogous expressions for \(\Xi^\varepsilon_{1/2, +}\) and \(\Xi^M_{1/2, +}\).

We now bound the various \(\Xi^\varepsilon_{1/2, +}\). Applying the argument at the beginning of [BM15b, pg 492] using (4.2) and (4.3) we obtain
\[
\sum_b |\gamma^*(b)|^2 \ll C^\varepsilon \frac{NM}{\ell_1 \ell_2},
\]
uniformly in \(u_1, u_2, u_3\). Also by [BM15b, pg 492] we have
\[
J_{\ell-1}(x) \ll C^\varepsilon x^{-\frac{1}{2}},
\]
uniformly for all \(x > 0\) and \(1 \leq \ell \leq T_h\). Thus by Lemma 6.4, (7.14) and (7.15) we have
\[
\Xi^H_{1/2} \ll \frac{C^\varepsilon}{X^2} \left( T_h^2 + \frac{K}{\ell_1 \ell_2} \right) \frac{NM}{\ell_1 \ell_2}.
\]

Similarly,
\[
|\Xi^\varepsilon_{1/2, +}| + |\Xi^M_{1/2, +}| \ll \frac{C^\varepsilon}{X^2} \left( T_h^2 + \frac{K}{\ell_1 \ell_2} \right) \frac{NM}{\ell_1 \ell_2}.
\]

By (6.14) and the fact that integral weight Hecke cusp forms satisfy Deligne’s bound we have
\[
\Xi^H_{1/2} \ll \max_{|u_4| \leq C^\varepsilon} \frac{C^\varepsilon}{\delta} \sum_{\ell \equiv 0 \pmod{2}} \sum_{2 \leq \ell \leq T_h} \left( \frac{\ell_1 \ell_2}{\ell} \right) \sum_{g \in \mathcal{H}_4(16\ell_1 \ell_2, \chi)} \sum_{\substack{r_1 \equiv N/(dr_2) \pmod{2} \\
(r_1, \beta) = 1}} \alpha(r_1) \sqrt{r_1 \delta \rho_g(r_1 \delta)} \right|^2,
\]
where
\[
\alpha(r_1) = \alpha_{r_2, d, u_4}(r_1) = e \left( \frac{2\pi r_2 d}{N} \right) r_1^{2\varepsilon + iu_4}.
\]

Applying Lemma 6.4 to the right side of (7.18) yields
\[
\Xi^H_{1/2} \ll C^\varepsilon \sum_{\delta | 16 \ell_1 \ell_2} \left( T_h^2 + \frac{N \delta}{d r_2 \ell \ell_2} \right) \frac{N}{d r_2} \ll C^\varepsilon \left( T_h^2 + \frac{N}{d r_2} \right) \frac{N}{d r_2}.
\]

Observe that all cusps of \(\Gamma_0(16\ell_1 \ell_2)\) are singular relative to \(\chi\) by Lemma 6.6 (i.e. the conductor of \(\chi\) is of the form \(Z/4Z\) where \(Z\) is odd and squarefree since it is a quadratic character). Thus we can apply Lemma 6.7 and Lemma 6.4 to similarly obtain
\[
\Xi^\varepsilon_{1/2} \ll C^\varepsilon \left( T_h^2 + \frac{N}{d r_2} \right) \frac{N}{d r_2}.
\]

Applying Theorem 6.1 we obtain
\[
\Xi^M_{1/2} = \max_{|u_4| \leq C^\varepsilon} \sum_{\delta | 16 \ell_1 \ell_2} \frac{1}{\cosh(\pi t_g)} \left| \sum_{\substack{r_1 \equiv N/(dr_2) \pmod{2} \\
(r_1, \beta) = 1}} \alpha(r_1) \sqrt{r_1 r_2 d \rho_g(r_1 r_2 d)} \right|^2
\ll C^\varepsilon \left( r_2 d \right)^{\frac{1}{2}} \left( T_h + \frac{N}{d r_2 \ell_1 \ell_2} \right) \frac{N}{d r_2}.
\]
Combining (7.16), (7.17), (7.19), (7.20), (7.21), we obtain

\[
(|\Xi_{1,+}^H| + |\Xi_{1,+}^M| + |\Xi_{1,+}^\mathcal{E}|) \left( \sum_{r_2 \leq B} N \frac{(\ell_2 r_2 d) N M C^e}{\ell_1 \ell_2} \frac{X_+}{X_+} \right) \times \left( T_+ + \frac{(r_2 d)^{\frac{1}{2}}}{(\ell_1 \ell_2)^{\frac{1}{2}}} \right)^2 \left( T_+ + \frac{N}{dr_2 (\ell_1 \ell_2)^{\frac{1}{2}}} \right) \left( T_+^2 + \frac{K}{\ell_1 \ell_2} \right).
\]

(7.23)

Inserting (7.23) into (7.13) (recalling that (7.13) has both \( M \) and \( \mathcal{E} \) analogues), the ensuing brute force computation on [BM15b, pp. 493–494] guarantees that

\[
\sum_{r_1 \geq N/(dr_2)} \frac{e \left( \frac{zr_1 r_2 d}{N} \right)}{(r_1, r_2)} \mathcal{H}_+(r_1 r_2 d) + \mathcal{M}_+(r_1 r_2 d) + \mathcal{E}_+(r_1 r_2 d)) \ll C^e (\ell_1 \ell_2, d)^{\frac{1}{2}} \left( \frac{N}{d^2} + \frac{N^\mathcal{H} M^{\frac{1}{2}}}{d (\ell_1 \ell_2)^{\frac{1}{2}}} + \frac{N^\mathcal{M} M^{\frac{1}{2}}}{d^2 (\ell_1 \ell_2)^{\frac{1}{2}}} + \frac{N M^{\frac{1}{2}}}{d} \right).
\]

(7.24)

One can follow the argument [BM15b, pp. 494–495] appealing to Lemmas 6.4 and 6.7, as well as (6.17), whenever their principal character analogues are used, to conclude that

\[
\sum_{r_1 \geq N/(dr_2)} \frac{e \left( \frac{zr_1 r_2 d}{N} \right)}{(r_1, r_2)} (\mathcal{M}_-(r_1 r_2 d) + \mathcal{E}_-(r_1 r_2 d)) \ll C^e d^9 (\ell_1 \ell_2, d)^{\frac{1}{2}} \left( \frac{M^\mathcal{H} N^\mathcal{H}}{d^2} + \frac{M^\mathcal{M} N^\mathcal{M}}{d} \right).
\]

(7.25)

Summing (7.24) and (7.25) over \( r_2 \in B \) using Rankin’s trick we obtain Proposition 5.2. 

\section{8. Critical range and \( an^2 \) modulo one}

**Proof of Theorem 1.2.** Consider

\[
\sum_{N \leq n_1, n_2 \leq 2N} \left| \sum_{M \leq m \leq 2M} S(m, cn_1, p) \overline{S}(m, cn_2, p) \right|
\]

for \( 1 \leq c \leq p - 1 \). The estimates we obtain will not depend on \( c \). Substituting (4.19) we obtain

\[
p \sum_{N \leq n_1, n_2 \leq 2N} \left| \sum_{M \leq m \leq 2M} \sum_{u, v (mod p)} e \left( \frac{2(u + v)}{p} \right) \right|
\]

(8.1)

Let \( R := R(M, N, p) \) denote the multiple summation in (8.1), excluding the factor of \( p \). We write

\[
R := R_1 + R_{-1}
\]

where \( R_i \) restricts the summation variables in the definition of \( R \) to

\[
\left( \frac{n_1}{p} \right) = \left( \frac{n_2}{p} \right) = \left( \frac{cm}{p} \right) = i.
\]

(8.2)

We first consider \( R_1 \). For \( \ell \in \mathbb{F}_p \), define

\[
A_{\ell, c} := \sum_{M \leq m \leq 2M} \sum_{t^2 \equiv cm (mod p)} e \left( \frac{2t \ell}{p} \right),
\]
and
\[ \mathbb{S}_\ell := \left\{ (u, v) \in (\mathbb{F}_p^\times)^2 : (u^2, v^2) \pmod{p} \in [N, 2N] \times [N, 2N] \text{ and } u + v \equiv \ell \pmod{p} \right\}. \]  
(8.3)

Applying the triangle inequality we obtain
\[ R_1 \leq \sum_{N \leq n_1, n_2 \leq 2N} \sum_{M \leq m \leq 2M} \sum_{t \equiv \ell \pmod{p}} e\left(2t(u + v)\right) \leq \sum_{\ell \pmod{p}} |A_{\ell,c}| |\mathbb{S}_\ell|. \]  
(8.4)

Observe that the contribution from \( \ell \equiv 0 \pmod{p} \) to the right hand side of (8.4) is
\[ |A_{0,c}| |\mathbb{S}_0| \ll MN. \]  
(8.5)

Thus it suffices to consider the right side of (8.4) for \( \ell \not\equiv 0 \pmod{p} \). For each \( \ell \not\equiv 0 \pmod{p} \), we argue that the elements in \( \mathbb{S}_\ell \) satisfy a strong diophantine property. Recall that \( (u, v) \in \mathbb{S}_\ell \) means that \( u + v \equiv \ell \pmod{p} \), and \( u^2, v^2 \pmod{p} \) lie in the interval \([N, 2N]\). After an algebraic manipulation we see that \( (u, v) \in \mathbb{S}_\ell \) must satisfy
\[ \ell^2 (u^2 - v^2)^2 + \ell^2 \equiv 2(u^2 + v^2) \pmod{p}. \]  
(8.6)

We set \( \alpha_\ell := \frac{\ell^2}{p} \in \mathbb{Q}/\mathbb{Z} \) and \( \beta_\ell := \frac{\ell^2}{p} \in \mathbb{Q}/\mathbb{Z} \). Thus (8.6) implies
\[ \|\alpha_\ell(u^2 - v^2)^2 + \beta_\ell\| \leq \frac{8N}{p}, \]  
(8.7)

where \( \|\bullet\| \) denotes the distance to the closest integer. Therefore the pairs \((u, v) \in \mathbb{S}_\ell \) produce elements of the sequence \( \{\alpha_\ell n^2\}_{0 \leq n \leq N} \) modulo 1 and lie in a cluster around \(-\beta_\ell\).

It is now sufficient to bound the right side of (8.4). We fix a tuple
\[ \delta := (\delta_j) \in (0, 1)^6 \]  
(8.10)

to be chosen later. Let
\[ \mathcal{L}(c, \delta) := \{\ell \pmod{p} : |A_{\ell,c}| \geq Mp^{-\delta_1}\}. \]  
(8.8)

Thus (8.5) and (8.8) imply
\[ R_1 \ll MN + MN^2 p^{-\delta_1} + \sum_{\ell \in \mathcal{L}(c, \delta)} |A_{\ell,c}| |\mathbb{S}_\ell|. \]  
(8.9)

As explained in Section 2, the distribution of the \( \alpha_\ell n^2 \) (which governs the size of \( \mathbb{S}_\ell \)) is sensitive to the convergents of the continued fraction expansion of \( \alpha_\ell \). Thus we will consider a partition of \( \mathcal{L}(c, \delta) \),
\[ \mathcal{L}(c, \delta) = \mathcal{H}_1(c, \delta) \cup \mathcal{H}_2(c, \delta) \cup \mathcal{H}_3(c, \delta), \]  
(8.10)
defined below. By convention, all convergents in the following definitions and arguments are denoted by irreducible fractions. The sets in (8.10) are given by

\[ \mathcal{H}_1(c, \delta) := \left\{ \ell \in \mathcal{L}(c, \delta) : \text{ for all } 1 \leq h \leq p^\delta, \quad h\alpha_{\ell} \text{ has a convergent } \frac{a_{\ell, h}}{b_{\ell, h}} \text{ such that } b_{\ell, h} \in [p^{\delta_2}, p^{\delta_3}] \right\} \]

(8.11)

\[ \mathcal{H}_2(c, \delta) := \left\{ \ell \in \mathcal{L}(c, \delta) : \text{ there exists } 1 \leq h_{\ell} \leq p^\delta \quad \text{for which } h_{\ell}\alpha_{\ell} \text{ has no convergent } \frac{a}{b} \text{ with } b \in [p^{\delta_2}, p^{\delta_4}] \right\} \]

(8.12)

and

\[ \mathcal{H}_3(c, \delta) := \mathcal{L}(c, \delta) \setminus (\mathcal{H}_1(c, \delta) \cup \mathcal{H}_2(c, \delta)). \]

(8.13)

In order for the elements of the set \( \mathcal{H}_3(c, \delta) \) to have good properties (cf. Section 8.0.3) we assume that

\[ \delta_3 < \delta_4. \]

(8.14)

Also note that the elements in \( \mathcal{L}(c, \delta) \) depend on \( c \) by definition. However, the criteria for an element \( \ell \in \mathcal{L}(c, \delta) \) to belong to a \( \mathcal{H}_j(c, \delta) \) is independent of \( c \).

First we bound \( |\mathcal{L}(c, \delta)| \) via a second moment estimate of the \( A_{\ell, c} \). This will be useful in some of the following arguments. We have

\[ \sum_{\ell \pmod{p}} |A_{\ell, c}|^2 = \sum_{M \leq m, m' \leq 2M \pmod{p}} \sum_{\ell \pmod{p}} \sum_{t^2 \equiv cm \pmod{p}} \sum_{t^2 \equiv cm' \pmod{p}} e\left(\frac{2\ell(t - t')}{p}\right) \ll pM. \]

(8.15)

Using (8.15) we obtain

\[ |\mathcal{L}(c, \delta)| \leq \sum_{\ell \pmod{p}} \left( \frac{|A_{\ell, c}| p^\delta}{M} \right)^2 \ll \frac{p^{1+2\delta_1}}{M}, \]

(8.16)

uniformly in \( c \).

**8.0.1. Treatment of \( \mathcal{H}_1(c, \delta) \).** We remark that for \( \ell \in \mathcal{H}_1(c, \delta) \), the sequence

\[ \mathcal{N}_\ell := \{\alpha_{\ell n^2}\}_{1 \leq n \leq N} \]

(8.17)

has small discrepancy. Thus to bound their contribution to (8.9), we obtain an upper bound for \( |S_\ell| \). Let \( D(\mathcal{N}_\ell) \) denote the discrepancy of \( \mathcal{N}_\ell \). The number of \( n \in [1, N] \) such that

\[ \|\alpha_{\ell n^2} + \beta_{\ell}\| \leq \frac{8N}{p} \]

(8.18)

is

\[ \ll \frac{16N^2}{p} + N D(\mathcal{N}_\ell). \]

(8.19)

In order to bound \( D(\mathcal{N}_\ell) \), we consider for each \( 1 \leq h \leq p^\delta \),

\[ E_{\ell, h} := \sum_{1 \leq n \leq N} e\left( h\alpha_{\ell n^2}\right). \]
By definition, the continued fraction expansion of $h\alpha$ has a convergent
\[ \frac{a_{\ell,h}}{b_{\ell,h}} \quad \text{with} \quad b_{\ell,h} \in [p^{\delta_2}, p^{\delta_3}]. \]

Moreover,
\[ \left| h\alpha - \frac{a_{\ell,h}}{b_{\ell,h}} \right| \leq \frac{1}{b_{\ell,h}^2}. \]

Applying Weyl’s inequality [Vau97, Lemma 2.4] we obtain
\begin{equation}
E_{\ell,h} \ll N^{1+\varepsilon} \left( p^{-\delta_2} + N^{-1} + \frac{p^{\delta_3}}{N^2} \right)^{\frac{1}{2}} \ll N^{1+\varepsilon} p^{-\delta_2} + N^{\frac{1}{2}+\varepsilon} + p^{\frac{\delta_3}{2} + \varepsilon}, \tag{8.20}
\end{equation}

which is uniform in both $h, \ell$ and $c$. Next, applying the Erdős–Turan inequality [KN74, (2.42) on pg. 114] and (8.20) we obtain uniformly in $\ell$ and $c$,
\begin{equation}
N\mathcal{D}(N\ell) \ll Np^{-\delta_5} + \sum_{1 \leq h \leq p^{\delta_5}} \left| E_{\ell,h} \right| h \ll Np^{-\delta_5} + N^{1+\varepsilon} p^{-\frac{\delta_2}{2} + \varepsilon} + N^{\frac{1}{2}+\varepsilon} p^\varepsilon + p^{\frac{\delta_3}{2} + \varepsilon}. \tag{8.21}
\end{equation}

Thus the right side (8.19) is
\begin{equation}
\ll \frac{N^2}{p} + N^{1+\varepsilon} p^{-\delta_5} + N^{1+\varepsilon} p^{-\frac{\delta_2}{2} + \varepsilon} + N^{\frac{1}{2}+\varepsilon} p^\varepsilon + p^{\frac{\delta_3}{2} + \varepsilon}, \tag{8.22}
\end{equation}

uniformly in $\ell$ and $c$. Observe that for each $\ell \in \mathcal{L}(c, \delta)$ (and in particular $\ell \in \mathcal{H}_1(c, \delta)$) and $n \in [1, N]$ satisfying (8.18), there is at most one element $(u, v) \in \mathcal{S}_\ell$ such that (cf. (8.7))
\[ u^2 - v^2 \equiv \pm n \pmod{p}. \]

The same statement holds when $n = 0$. Observing that $|A_{\ell,c}| \ll M$ and using (8.16) and (8.22) we obtain
\begin{equation}
\sum_{\ell \in \mathcal{H}_1(c, \delta)} |A_{\ell,c}| |\mathcal{S}_\ell| \ll p^{2\delta_1} N^2 + N^{1+\varepsilon} p^{1+2\delta_1-\delta_5} + N^{1+\varepsilon} p^{1+2\delta_1-\frac{\delta_2}{2}} + N^{\frac{1}{2}+\varepsilon} p^{1+2\delta_1+\varepsilon} + p^{1+2\delta_1+\frac{\delta_3}{2} + \varepsilon}. \tag{8.23}
\end{equation}

**8.0.2. Treatment of $\mathcal{H}_2(c, \delta)$.** We draw on the intuition that membership of $\mathcal{H}_2(c, \delta)$ is a rare event. Thus we give an upper bound for $|\mathcal{H}_2(c, \delta)|$ that is stronger than that implied by (8.16).

For each $\ell \in \mathcal{H}_2(c, \delta)$, fix $1 \leq h_\ell \leq p^{\delta_5}$ such that $h_\ell \alpha_\ell$ has no convergent
\[ \frac{a_\ell}{b_\ell} \quad \text{with} \quad b_\ell \in [p^{\delta_2}, p^{\delta_3}]. \]

Let $a_\ell/b_\ell$ be the convergent to $h_\ell \alpha_\ell$ with $b_\ell \in [1, p^{\delta_2})$ maximal and let $a_\ell^*/b_\ell^*$ denote the next convergent. Both such convergents exist. Then we must have $b_\ell^* > p^{\delta_3}$ and we know that
\[ \left| h_\ell \alpha_\ell - \frac{a_\ell}{b_\ell} \right| \leq \frac{1}{b_\ell b_\ell^*} < \frac{1}{b_\ell p^{\delta_4}}. \]

Therefore
\begin{equation}
|b_\ell h_\ell \ell - p a_\ell| < p^{1-\delta_4}. \tag{8.24}
\end{equation}

Let $\mu_\ell \in \mathbb{Z} \cap (-p/2, p/2]$ be such that
\[ \mu_\ell \equiv b_\ell h_\ell \ell^2 \pmod{p}. \tag{8.25} \]
Thus (8.24) guarantees
\[ |\mu| < p^{1-\delta_4}. \]

Conversely, consider the congruence
\[ \mu \equiv bh\ell^2 \pmod{p}. \] (8.26)

Given any
\[ \mu \in (-p^{1-\delta_4}, p^{1-\delta_4}), \quad b \in [1, p^{\delta_2}) \quad \text{and} \quad h \in [1, p^{\delta_5}), \]
then these determine \( \ell \) in (8.26) up to sign. Thus
\[ |H_2(c, \delta)| \ll p^{1-\delta_4+\delta_2+\delta_5}, \]
uniformly in \( c \). Since \( |A_{\ell,c}| \ll M \) and \( |S_\ell| \ll N \) we obtain
\[ \sum_{\ell \in H_2(c, \delta)} |A_{\ell,c}| |S_\ell| \ll MNp^{1-\delta_4+\delta_2+\delta_5}. \] (8.27)

8.0.3. Treatment of \( H_3(c, \delta) \). First we unpack the definition of \( H_3(c, \delta) \). Let \( \ell \in H_3(c, \delta) \).
Since \( \ell \notin H_1(c, \delta) \), there exists \( 1 \leq h_\ell \leq p^{\delta_3} \) such that \( h_\ell \alpha_\ell \) does not have a convergent
\[ \frac{a}{b} \quad \text{with} \quad b \in [p^{\delta_2}, p^{\delta_3}]. \]

For each \( \ell \), fix such a choice \( h_\ell \). Furthermore, since \( \ell \notin H_2(c, \delta) \), \( h_\ell \alpha_\ell \) is guaranteed to have a convergent
\[ \frac{a^*_\ell}{b^*_\ell} \quad \text{such that} \quad b^*_\ell \in (p^{\delta_3}, p^{\delta_4}]. \]

Note that this is well defined by (8.14). Take such a convergent with \( b^*_\ell \) minimal.

For each \( \ell \), denote
\[ \mathbb{V}_\ell := \left\{ 0 \leq n \leq N : \|\alpha_\ell n^2 + \beta_\ell\| \leq \frac{8N}{p} \right\}. \]

For each \( p^{\delta_3} \leq U \leq p^{\delta_4} \) and \( 0 \leq V \leq N \) we define
\[ \mathcal{E}_c(U, V, \delta) := \{ \ell \in H_3(c, \delta) : b^*_\ell \in [U, 2U] \quad \text{and} \quad |\mathbb{V}_\ell| \in [V, 2V]\}. \]

Uniformly in \( U, V, c \) and \( \delta \) we have by (8.16) that
\[ |\mathcal{E}_c(U, V, \delta)| \ll \frac{p^{1+2\delta_1}}{M}. \] (8.28)

Let
\[ 0 < \delta_6 < \frac{\log N}{\log p}. \] (8.29)

We now prove the contribution to (8.9) from all
\[ \ell \in \bigcup_{0 \leq V \leq Np^{-\delta_6}} \mathcal{E}_c(U, V, \delta) =: \mathcal{B}_{\delta_6} \] (8.30)
is small. Applying (8.28), \( |A_{\ell,c}| \ll M \) and the remark following (8.22) we see that the contribution to (8.9) from \( \ell \in \mathcal{B}_{\delta_6} \) is
\[ \ll Np^{1+2\delta_1-\delta_6}. \] (8.31)
We now consider the case when \( V \) is large. Observe that \( \mathcal{H}_3(c, \delta) \setminus \mathcal{B}_{\delta_6} \) can be covered by \( \ll \log^2 p \) sets \( \mathcal{E}(U, V, \delta) \) with \( p^{\delta_5} \leq U \leq p^{\delta_4} \) and \( Np^{-\delta_6} \leq V \leq N \). From (8.31) and the remark following (8.22) we obtain

\[
\sum_{\ell \in \mathcal{H}_3(c, \delta)} |A_{\ell, c}| |S_\ell| \ll p^{1+2\delta_1-\delta_6} N + M \log^2 p \max_{p^{\delta_5} \leq U \leq p^{\delta_4}} \max_{Np^{-\delta_6} \leq V \leq N} V \cdot |\mathcal{E}_c(U, V, \delta)|. \tag{8.32}
\]

Thus we need to bound \( V \cdot |\mathcal{E}_c(U, V, \delta)| \). For each \( \ell \in \mathcal{E}_c(U, V, \delta) \), we now construct an algebraic set \( \mathcal{C}_\ell \subseteq \mathbb{F}_p^3 \) with restricted variables. Arrange the numbers \( n_{\ell, j} \in \mathcal{V}_\ell \) with order

\[
0 \leq n_{\ell, 1} < n_{\ell, 2} < \cdots < n_{\ell, |\mathcal{V}_\ell|} \leq N. \tag{8.33}
\]

The average consecutive gap between these numbers is

\[
\frac{N}{|\mathcal{V}_\ell|} \approx \frac{N}{V} \ll p^{\delta_6}.
\]

More than \( |\mathcal{V}_\ell|/2 \) consecutive gaps are less than or equal to \( 2N/|\mathcal{V}_\ell| \). By the pigeonhole principle there exists an integer \( 1 \leq d_\ell \leq 2N/|\mathcal{V}_\ell| \) that is repeated as a consecutive gap greater than or equal to \( |\mathcal{V}_\ell|^2/4N \) times. So we define

\[
\mathcal{C}_\ell := \{(n, A, B) \in [1, N] \times [-8N, 8N]^2 : \ell^2 n^2 + \ell^2 \equiv A \pmod{p} \]

and \( \ell^2 (n + d_\ell)^2 + \ell^2 \equiv B \pmod{p} \}. \tag{8.34}
\]

We form

\[
\mathcal{U}_c(U, V, \delta) := \bigcup_{\ell \in \mathcal{E}_c(U, V, \delta)} \{\ell\} \times \mathcal{C}_\ell \subseteq \mathbb{F}_p^4,
\]

and study this object now.

The above discussion implies the pointwise bound \( |\mathcal{C}_\ell| \gg V^2/N \), so

\[
|\mathcal{U}_c(U, V, \delta)| \gg \frac{V^2 |\mathcal{E}_c(U, V, \delta)|}{N}. \tag{8.35}
\]

Thus it suffices to establish an upper bound for \( |\mathcal{U}_c(U, V, \delta)| \). We count the number of \( Q := (\ell; n, A, B) \in \mathcal{U}_c(U, V, \delta) \) with \( A \equiv B \pmod{p} \) and \( A \not\equiv B \pmod{p} \) separately.

Given \( \ell \in \mathcal{E}_c(U, V, \delta) \) and \( A \equiv B \pmod{p} \), an algebraic manipulation determines at most one possible \( Q \). Thus (8.28) implies that there are

\[
\ll \frac{p^{1+2\delta_1}}{M} \tag{8.36}
\]

such \( Q \). The rest of the argument treats the case \( A \not\equiv B \pmod{p} \). We assume

\[
16Np^{\delta_2+\delta_5} \leq \frac{p}{2}. \tag{8.37}
\]

For each \( Q = (\ell; n, A, B) \in \mathcal{U}_c(U, V, \delta) \) with \( A \not\equiv B \pmod{p} \), we will construct an element in a small union of short arithmetic progressions. In particular, given \( Q \), we construct

\[
t_Q \in \mathfrak{T}_c(U, V, \delta) := \left\{ g + pr \in \mathbb{Z} : |r| \leq \frac{36N^2}{UV}, \quad |g| \leq 16p^{\delta_2+\delta_5}N \quad \text{and} \quad g \neq 0 \right\}.
\]

Note that (8.37) ensures that \( 0 \notin \mathfrak{T}_c(U, V, \delta) \). We will then prove that for any given \( t \in \mathfrak{T}_c(U, V, \delta) \), that there are at most \( O(p^\varepsilon) \) possible \( Q \in \mathcal{U}_c(U, V) \) such that \( t_Q = t \).
These facts will imply
\[ |\mathcal{U}_e(U, V, \delta)| \ll p^e |\mathcal{T}_c(U, V, \delta)| + \frac{p^{1+2\delta}}{M}. \tag{8.38} \]

Starting with \( Q \in \mathcal{U}_e(U, V, \delta) \), subtracting the congruences in (8.34) yields
\[ \ell^2 (2nd_\ell + d_\ell^2) \equiv B - A \neq 0 \pmod{p}. \tag{8.39} \]
Recall that for each \( \ell \in \mathcal{H}_\delta(c, \delta) \), we fixed a choice \( h_\ell \in [1, p^{\delta_\ell}] \) such that \( h_\ell \alpha_\ell = h_\ell \ell^2/p \) has no convergent
\[ \frac{a}{b} \quad \text{with} \quad b \in [p^{\delta_\ell}, p^{\delta_\ell + 1}], \]
and has a convergent
\[ \frac{a^*_\ell}{b^*_\ell} \quad \text{such that} \quad b^*_\ell \in (p^{\delta_\ell}, p^{\delta_\ell + 1}], \]
with \( b^*_\ell \) minimal. Moreover \( \ell \in \mathcal{E}_e(U, V, \delta) \) restricts \( b^*_\ell \in [U, 2U] \). Let \( a_\ell/b_\ell \) denote the convergent to \( h_\ell \alpha_\ell \) with \( b_\ell \in [1, p^{\delta_\ell}] \) maximal. Thus \( a_\ell/b_\ell \) and \( a^*_\ell/b^*_\ell \) are consecutive convergents. Let \( \mu_\ell \in \mathbb{Z} \cap (-p/2, p/2) \) be such that
\[ \mu_\ell \equiv b_\ell h_\ell \ell^2 \pmod{p}. \]
Note that \( \mu_\ell \neq 0 \pmod{p} \). By a similar argument to the one contained in subsection 8.0.2 we have
\[ |\mu_\ell| \leq \frac{p}{U}. \]
Multiplying (8.39) by \( b_\ell h_\ell \) we obtain
\[ \mu_\ell (2nd_\ell + d_\ell^2) \equiv b_\ell h_\ell (B - A) \pmod{p}. \tag{8.40} \]
Writing (8.40) as an equation of integers we have
\[ \mu_\ell (2nd_\ell + d_\ell^2) = pr + b_\ell h_\ell (B - A) \quad \text{for some} \quad r \in \mathbb{Z}. \]
Observe that
\[ 0 < |b_\ell h_\ell (B - A)| \leq 16p^{\delta_\ell + 1}N \quad \text{and} \quad |\mu_\ell (2nd_\ell + d_\ell^2)| \leq \frac{36N^2p}{UV} + 1. \]
Thus
\[ t_Q := \mu_\ell (2nd_\ell + d_\ell^2) \in \mathcal{T}_c(U, V, \delta). \]

Suppose we are given \( t = pr + g \in \mathcal{T}_c(U, V, \delta) \). Since \( t \neq 0, g \neq 0 \) and \( A \neq B \pmod{p} \), the number of tuples
\[ (\mu, n, d, b, h, B - A) \in \mathbb{Z} \times [0, N] \times \left[ 1, \frac{2N}{V} \right] \times [1, p^{\delta_\ell}] \times [1, p^{\delta_\ell}] \times [-16N, 16N] \tag{8.41} \]
satisfying
\[ t = \mu d (2n + d) \quad \text{and} \quad g = bh (B - A) \]
is at most \( O(p^e) \) by divisor considerations. A tuple in (8.41) then determines two values of \( \ell \pmod{p} \) using
\[ \mu \equiv bh \ell^2 \pmod{p}. \]
Thus there are at most \( O(p^e) \) valid \((n, d, \ell)\) for a given \( t \). Each 3-tuple together with the equations defining \( \mathcal{E}_e \) in (8.34) determine at most one pair \((A, B) \in [-8N, 8N]^2 \). Thus there are at most \( O(p^e) \) quadruples \((\ell; n, A, B) \in \mathcal{U}_e(U, V, \delta) \) such that \( t_Q = t \) and (8.38) holds.
Combining (8.35) and (8.38) gives
\[
\max_{p^3 \leq U \leq p^4} \max_{N \leq V \leq N^p} V \cdot |\mathcal{E}_c(U, V, \delta)| \ll \frac{p^{1+2\delta_1 + \delta_6}}{M} + N^2 p^{\delta_2 + \delta_5 + 2\delta_6 - \delta_3 + \varepsilon} + N p^{\delta_2 + \delta_5 + \delta_6 + \varepsilon}.
\]
Inserting this into (8.32) we obtain
\[
\sum_{\ell \in \mathcal{H}_3(c, \delta)} |A_{\ell, c}| |S_{\ell, j}| \ll p^{1+2\delta_1 - \delta_6} N + p^{1+2\delta_1 + \delta_6} + N^2 M p^{\delta_2 + \delta_5 + 2\delta_6 - \delta_3 + \varepsilon} + MN p^{\delta_2 + \delta_5 + \delta_6 + \varepsilon} \quad (8.42)
\]
Inserting (8.23), (8.27) and (8.42) into (8.9)
\[
R_1 \ll MN + MN^2 p^{-\delta_1} + p^{2\delta_1} N^2 + N^{1+\varepsilon} p^{1+2\delta_1 - \delta_5} + N^{1+\varepsilon} p^{1+2\delta_1 - \delta_6} + N^{1+\varepsilon} p^{1+2\delta_1 - \delta_7}
\]
\[
+ N^\frac{1}{2} + \varepsilon p^{1+2\delta_1 + \varepsilon} + p^{1+2\delta_1 + \delta_5 + \varepsilon} + MN p^{1-\delta_1 + \delta_2 + \delta_5} + N p^{1+2\delta_1 - \delta_6}
\]
\[
+ p^{1+2\delta_1 + \delta_6} + MN^2 p^{\delta_2 + \delta_5 + 2\delta_6 - \delta_3 + \varepsilon} + MN p^{\delta_2 + \delta_5 + \delta_6 + \varepsilon}. \quad (8.43)
\]
We recall for the reader that \( \delta \in (0, 1)^6 \) is subject to
\[
\delta_2 < \delta_3 < \delta_4, \quad p^{6\delta_6} < N p^{-\varepsilon} \quad \text{and} \quad 16 N p^{\delta_2 + \delta_5} < \frac{p}{2}. \quad (8.44)
\]
The same argument above can be applied to bound \( R_{-1} \) by the right hand side of (8.43). One fixes a non-zero non-quadratic residue \( j \) modulo \( p \) and sees that (8.2) is equivalent to
\[
\left( \frac{j n_1}{p} \right) = \left( \frac{j n_2}{p} \right) = \left( \frac{j cm}{p} \right) = 1.
\]
Thus (8.4) becomes
\[
R_{-1} = \sum_{N \leq n_1, n_2 \leq 2N} \left| \sum_{M \leq m \leq 2M} t \sum_{(u,v) \equiv 0 \pmod{p}} \sum_{\substack{t \equiv c j m \\ u^2 \equiv j n_1 \pmod{p} \\ v^2 \equiv j n_2 \pmod{p}}} e \left( \frac{2 t (u + v)}{p} \right) \right| \leq \sum_{\ell \pmod{p}} |A_{\ell, c,j}| |S_{\ell,j}|,
\]
where
\[
S_{\ell,j} := \left\{ (u, v) \in (\mathbb{F}_p^\times)^2 : (j u^2 + j v^2) \pmod{p} \in [N, 2N] \times [N, 2N] \quad \text{and} \quad u+v \equiv \ell \pmod{p} \right\}.
\]
Repeating the algebraic manipulation with the linear congruence in the definition of \( S_{\ell,j} \) we obtain
\[
\| \alpha_{\ell,j} (u^2 - v^2)^2 + \beta_{j,\ell} \| \leq \frac{8 N}{p},
\]
where
\[
\alpha_{\ell,j} := \frac{j \ell^2}{p} \in \mathbb{Q}/\mathbb{Z} \quad \text{and} \quad \beta_{j,\ell} := \frac{j \ell^2}{p} \in \mathbb{Q}/\mathbb{Z}.
\]
Then (8.9) becomes
\[
R_{-1} \ll MN + MN^2 p^{-\delta_1} + \sum_{\ell \in \mathcal{L}(c, \delta)} |A_{\ell, c,j}| |S_{\ell,j}| \quad (8.45)
\]
and we consider the partition
\[
\mathcal{L}(c, \delta) = \mathcal{H}_1(c, \delta) \cup \mathcal{H}_2(c, \delta) \cup \mathcal{H}_3(c, \delta),
\]
where one replaces $\alpha_\ell$ (resp. $\beta_\ell$) by $\alpha_{\ell,j}$ (resp. $\beta_{\ell,j}$) in the definitions of the $H_i(c,\delta)$ occurring in (8.11)–(8.13). One can then repeat the arguments in Sections 8.0.1–8.0.3 making the necessary modifications.

For $p^{2/5} \leq N \leq p^4$, we see that

$$\delta := \left( \begin{array}{ccccccc} 11 & 11 & 25 & 407 & 11 & 11 \\ 288 & 48 & 36 & 432 & 96 & 96 \end{array} \right)$$

satisfies (8.44) and is sufficient to obtain Theorem 1.2 (after multiplication by $p$, cf. (8.1)). For aesthetic reasons we take a larger estimate (i.e. all denominators multiples of 27).

Remark 8.1. Observe that the above argument can be modified so that the estimate in Theorem 1.2 holds when each $n_1, n_2$ and $m$ are restricted to fixed congruence classes modulo 4.
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