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Abstract—This paper presents an assume-guarantee reasoning approach to the computation of robust invariant sets for network systems. Parameterized signal temporal logic (pSTL) is used to formally describe the behaviors of the subsystems, which we use as the template for the contract. We show that set invariance can be proved with a valid assume-guarantee contract by reasoning about individual subsystems. If a valid assume-guarantee contract with monotonic pSTL template is known, it can be further refined by value iteration. When such a contract is not known, an epigraph method is proposed to solve for a contract that is valid, —an approach that has linear complexity for a sparse network. A microgrid example is used to demonstrate the proposed method. The simulation result shows that together with control barrier functions, the states of all the subsystems can be bounded inside the individual robust invariant sets.

I. INTRODUCTION

Correct-by-construction control synthesis has seen recent success in safety-critical applications such as vehicle control [1], [2] and robot navigation [3]. This approach bases the controller on concepts such as reachable set and control invariant sets to synthesize a controller that is capable of enforcing safety. However, reachability analysis and invariant set computation rely on computational tools such as Hamilton Jacobi [4], Linear Matrix Inequality (LMI) [5] and sum of squares (SOS) programming [6], [7] —these methods scale poorly with the dimension of the system. Because of this limitation, sometimes referred to as “the curse of dimensionality,” the applications of the correct-by-construction control synthesis have been limited to systems with low state dimension. There has been effort to break “the curse of dimensionality,” which typically utilizes either the compositional analysis or system symmetry [8], [9], [10], [11]. For example, in [9], the weakly coupled longitudinal and lateral dynamics of the vehicle are treated independently by finding a bound on the coupling effect. In [10], when a large network system consists of small subsystems that are identical, the symmetry is utilized to compute invariant sets for a large number of subsystems. However, correct-by-construction synthesis for network systems with heterogeneous subsystems and strong coupling between them remains an open problem. One example is the power grid, which consists of various types of generation buses and load buses, as shown in Fig. 1.

One promising direction is the assume-guarantee contract [12], which decomposes the overall performance guarantee into individual contracts for each subsystem. Every subsystem in the network takes the performance guarantee from other subsystems as assumptions and in turn gives its own performance guarantee, which then becomes part of the assumptions for other subsystems in the network. For discrete transition systems, there exists algorithms that automatically generate assume-guarantee contracts [13]. However, for dynamic systems with continuous state space, to the knowledge of the authors, there exists no method that generates a valid assume-guarantee contract automatically and the design of such a contract depends on engineering intuition and trial-and-error. This is the problem that will be studied in this paper.

In this paper, we propose the epigraph algorithm that searches for valid assume-guarantee contracts for a network system via optimization —this leads to robust invariant sets for the network system. The proposed method is compatible with any existing method for invariant set computation and enjoys linear complexity for sparse networks. The epigraph method consists of three steps. First, for each subsystem, we associate it with a parameterized assume-guarantee contract and define a local function, $\lambda_i$, that characterizes the relationship between the assumption parameters and the guarantee parameters. Then a grid sampling algorithm is used to compute an inner approximation of the epigraph of $\lambda_i$ for each subsystem, denoted by $\text{epi}(\lambda_i)$. Finally, given $\text{epi}(\lambda_i)$, a centralized optimization solves for a set of parameters that makes the overall assume-guarantee contract valid.
II. PROBLEM SETUP

In this section, we present the problem setup and some fundamental concepts and tools.

Nomenclature

For the remainder of the paper, \( \mathbb{N} \) denotes the set of natural numbers, \( \mathbb{R} \) denotes the set of real numbers, \( \mathbb{B} = \{0, 1\} \) denotes the set of binary numbers. We use \( p \in \mathcal{P} \) to denote a parameter, with \( \mathcal{P} \) as its domain. For a variable \( x \in \mathcal{X} \), \( x(t) \) denotes its value at the \( t \)-th time instance, \( x(\cdot) \) denotes the evolution trajectory of \( x \) for \( t = 0, 1, \ldots \). Correspondingly, \( \mathcal{X}(\cdot) \) denotes the space of all possible evolutions of \( x \). To avoid confusion, in a value iteration process, \( p[i] \) denotes the value of a parameter \( p \) after the \( i \)-th iteration.

A. Network dynamics

We consider a network dynamic system that is decomposed into subsystems with an assume-guarantee contract and treats the coupling between neighboring subsystems as bounded disturbance. Therefore, the following product of subsystems is considered:

\[
\Sigma = \Sigma_1 \times \Sigma_2 \times \ldots \times \Sigma_N. \tag{1}
\]

It is assumed that for each subsystem, there exists an output vector and all the coupling between subsystems are through the outputs of the discrete-time subsystems:

\[
x^+_i = f_i(x_i, y_{N_i}, u_i, d_i),
\]

\[
y_i = h_i(x_i), \quad i = 1, 2, \ldots, N, \tag{2}
\]

where \( x_i \in \mathcal{X}_i \subseteq \mathbb{R}^{n_i}, u_i \in \mathcal{U}_i \subseteq \mathbb{R}^{m_i}, d_i \in \mathcal{D}_i \subseteq \mathbb{R}^{d_i}, y_i \in \mathcal{Y}_i \subseteq \mathbb{R}^{n_i} \) are the state, control input, exogenous disturbance input and output of \( \Sigma_i \), \( y_{N_i} \) are the outputs of the neighboring subsystems of \( \Sigma_i \). We use \( \mathcal{N}_i \) to denote the indices of \( \Sigma_i \)'s neighboring subsystems:

\[
y_{N_i} = [y_{j_1}^T, y_{j_2}^T, \ldots, y_{j_{N_i}}^T]^T, j_1, j_2, \ldots, j_{N_i} \in \mathcal{N}_i, |\mathcal{N}_i| = N_i. \tag{3}
\]

We denote the overall state space and output space as \( \mathcal{X} = \mathcal{X}_1 \times \ldots \times \mathcal{X}_N \) and \( \mathcal{Y} = \mathcal{Y}_1 \times \ldots \times \mathcal{Y}_N \), respectively. Without loss of generality, it is assumed that for all \( \Sigma_i \), the operating point is the origin and

\[
h_i(0) = 0. \tag{4}
\]

Note that for a general network dynamical system, the corresponding model would be defined over a graph structure [14]; as noted, in the context of this paper, because we view the coupling between systems via bounded disturbances, we can consider a network of dynamical systems as simply the product system.

The behavior \( y_i(\cdot) \) is completely determined by \( x_i(0), y_{N_i}(\cdot), u_i(\cdot) \) and \( d_i(\cdot) \), let \( \mathcal{I}_i(\cdot) = \mathcal{X}_i \times \mathcal{Y}_{N_i}(\cdot) \times \mathcal{U}_i(\cdot) \times \mathcal{D}_i(\cdot) \) denote the space of input trajectories and initial conditions of the system \( \Sigma_i \) and \( \mathcal{Y}_i(\cdot) \) is the space of all possible output trajectories of \( \Sigma_i \). A dynamic system \( \Sigma_i \subseteq 2^{\mathcal{X}_i(\cdot)} \times 2^{\mathcal{Y}_i(\cdot)} \) is understood as a subset of possible input and output behavior pairs.

B. Parameterized Signal Temporal Logic

The approach we take in this paper is to use an assume-guarantee contract to resolve “the curse of dimensionality” for large network systems. This work differs from the assume-guarantee approach used for verification and synthesis of transition systems [12], [15], where the contract appears as a set of admissible states or actions, we present an assume-guarantee approach for dynamic systems with continuous input and state spaces. Parametric Signal Temporal Logic [16], [17] is used to formally assess the behaviors of the systems, which is used as the template for specifications. A Signal Temporal Logic (STL) formula \( \phi : \mathcal{X}(\cdot) \rightarrow \mathbb{B} \) is written using the following grammar:

\[
\phi = \top \mid \mu \mid \neg \phi \mid \phi_1 \land \phi_2 \mid \phi_1 \mathcal{U}_T \phi_2, \tag{5}
\]

where \( \top \) is the logic tautology, \( \mu : \mathcal{X} \rightarrow \mathbb{B} \) is a logic proposition, \( \neg \) is Boolean negation and \( \land \) is a Boolean AND, \( I \) is an interval. The semantics are formally given as follows:

\[
\begin{align*}
(x, t) &\models \mu \quad \text{iff} \quad x \text{ satisfies } \mu \text{ at time } t \\
(x, t) &\models \neg \phi \quad \text{iff} \quad (x, t) \not\models \phi \\
(x, t) &\models \phi_1 \land \phi_2 \quad \text{iff} \quad (x, t) \models \phi_1 \text{ and } (x, t) \models \phi_2 \\
(x, t) &\models \phi_1 \mathcal{U}_T \phi_2 \quad \text{iff} \quad \exists t' \in t + [a, b] \text{ s.t. } (x, t') \models \phi_2 \text{ and } \forall t'' \in [t, t'], (x, t'') \models \phi_1
\end{align*}
\]

From the above basic grammar, one can derive additional temporal operators \( \Diamond_I \phi = \top \mathcal{U}_I \phi \), which means “\( \phi \) is eventually true during \( I \),” and \( \square \phi = \neg (\Diamond_I \neg \phi) \), which means “\( \phi \) is always true in \( I \).” When \( I \) is not specified, it is assumed that by default \( I = [0, \infty) \).

Remark 1. A pSTL is extended to discrete-time signals by considering the sampling instances, as discussed in [18].

For a STL formula \( \phi \), \( L(\phi) = \{x(\cdot) \in \mathcal{X}(\cdot) \mid x(\cdot) \models \phi \} \) is the language of the formula. A partial order is defined among the STL formulas as \( \phi_1 \preceq \phi_2 \) if \( \forall x(\cdot) \in \mathcal{X}(\cdot), (x(\cdot) \models \phi_1) \Rightarrow (x(\cdot) \models \phi_2) \), or equivalently, \( L(\phi_1) \subseteq L(\phi_2) \).

A pSTL formula is a STL formula with parameters. For example, \( \phi = \square_{[a, b]}(x \geq c) \) can be represented as the following pSTL: \( \varphi(a, b, c) = \square_{[a, b]}(x \geq c) \), where \( a, b, c \) are the parameters and \( \varphi : \mathbb{R}^3 \rightarrow \mathbb{B} \) is the pSTL template. For the rest of the paper, it is assumed that all the pSTL formulas are defined on partially ordered parameter domains. Given a parameter domain \( \mathcal{P} \), the partial order is denoted as \( \preceq_p \).

Definition 1. A pSTL formula \( \varphi(p) \) is monotonically increasing if

\[
\forall p_1, p_2 \in \mathcal{P}, \quad p_1 \preceq_p p_2 \Rightarrow \varphi(p_1) \leq \varphi(p_2), \tag{6}
\]

and monotonically decreasing vice versa.
For example, \( \varphi(p) = \Diamond_{[0,p)]}(x \geq 0) \) is monotonically increasing and \( \varphi(p) = \Box_{[0,\infty)}(x \geq p) \) is monotonically decreasing.

For a pSTL \( \varphi : P_1 \rightarrow \mathbb{B} \), if \( P_1 \subseteq P_2 \), then \( \forall p \in P_2 \), \( \varphi(p) = \varphi(p_1, P_1) \), where \( \downarrow \) denotes the projection of \( p \) onto \( P_1 \).

### C. Assume-Guarantee Contract for Network Systems

Next, we present a framework that gives performance guarantee to the network system based on assume-guarantee reasoning. First, the definition of assume-guarantee contract is formally defined, which is adopted from [19].

**Definition 2** (Assume-Guarantee Contract). An assume-guarantee contract \( C \) for the dynamic system \( \Sigma \) is a pair \([\phi_a, \phi_g]\) consisting of an assumption \( \phi_a \) and a guarantee \( \phi_g \) that encode the requirement that the logical implication \( \phi_a \Rightarrow \phi_g \) holds.

An assume-guarantee contract \( C = [\phi_a, \phi_g] \) is true for a dynamic system \( \Sigma \) if \( \Sigma \cap L(\phi_a) \subseteq L(\phi_g) \), or written compactly as \( \phi_a \wedge \Sigma \leq \phi_g \) with a slight abuse of notation.

**Definition 3** (Parameterized Assume-Guarantee Contract). An assume-guarantee contract \( C = [\phi_a, \phi_g] \) is in parameterized form if there exists a pSTL \( \phi_a = \phi_a(p_a) \), a pSTL \( \phi_g = \phi_g(p_g) \) and a mapping \( \lambda : P_a \rightarrow \mathbb{P} \) such that \( C(p_a) = [\phi_a(p_a), \phi_g(\lambda(p_a))] \).

In particular, \( \phi_a \) consists of two parts:
\[
\phi_a = \phi_{ae} \wedge \phi_{af} = \phi_{ae}(p_a) \wedge \phi_{af}(p_{af}),
\]
where \( \phi_{ae} \) is the specification for exogenous environment behavior and \( \phi_{af} \) is the feedback specification.

**Definition 4** (Parameterized Network Assume-Guarantee Contract). For a network system defined in [1], a parameterized network assume-guarantee contract consists of individual parameterized assume-guarantee contracts \( C_i \) for each subsystem \( \Sigma_i \). Each subcontract \( C_i \) consists of \( \phi'_a = \phi_{ae}(p_{ae}) \wedge \phi_{af}(p_{af}) \) and \( \phi'_g = \phi_{g}(p_g) \). Denote \( p_{ae} = \bigcup_{i=1}^{N} p_{ae} \), \( p_{af} = \bigcup_{i=1}^{N} p_{af} \) and \( p_g = \bigcup_{i=1}^{N} p_g \) as the overall parameters for the environment specification, feedback specification and guarantee specification, with corresponding domain \( P_{ae}, P_{af} \) and \( P_g \). For a specific subsystem, \( \phi_{ae}(p_{af}) = \phi_{af}(p_{af} \downarrow P_{af}) \) and the same for \( \phi_{ae} \) and \( \phi_{af} \). For simplicity of notation, let
\[
\phi_{ae} = \phi_{ae}(p_{ae}) = \bigwedge_{i=1}^{N} \phi_{ae}^i(p_{ae}^i) \\
\phi_{af} = \phi_{af}(p_{af}) = \bigwedge_{i=1}^{N} \phi_{af}^i(p_{af}^i) \\
\phi_{g} = \phi_{g}(p_g) = \bigwedge_{i=1}^{N} \phi_{g}^i(p_g^i).
\]

**Remark 2.** Note that some parameters may appear in more than one subcontract, the overall parameters \( p_{ae}, p_{af} \) and \( p_g \) remove the repetition.

### III. Set Invariance with Assume-Guarantee Contract

We now present the main result of this paper, which utilize assume-guarantee reasoning to prove set invariance for network systems.

**Theorem 1** (Assume-guarantee reasoning). Consider the network system in (2) associated with a parameterized network assume-guarantee contract. Suppose the following are satisfied:

1. Each subsystem satisfies a subcontract \( C_i(p_{ai}) \), that is, \( \forall p_a \in P_a, \Sigma_i \cap p_{ae} \leq p_{af} \), where
\[
\phi_{ai} = \phi_{ae}^i(p_{ae}^i) \wedge \phi_{af}^i(p_{af}^i),
\]
\[
\phi_{g} = \phi_{g}(\lambda_i(p_{ae}^i, p_{af}^i)).
\]

2. There exists a mapping \( \Gamma : \mathbb{P} \rightarrow \mathbb{P} \) such that
\[
\phi_{af}(\Gamma(p_{af})) \leq \phi_{g}(p_g).
\]

3. There exists environment parameters \( p_{ae} \in \mathbb{P} \) such that \( \phi_{ae}(p_{ae}) \) is satisfied.

4. There exists feedback parameters \( p_{af}[0] \in \mathbb{P} \) that \( \phi_{af}(p_{af}[0]) \) is true.

**Proof.** Since \( p_{ae}^i \) and \( p_{af}^i[0] \) exists so that \( \phi_{ae}^i \) and \( \phi_{af}^i[0] \) are satisfied, we can build the following infinite sequence of pSTL that the network system satisfies from (9), (10) and (12):
\[
N \bigwedge_{i=1}^{N} \phi_{ae}^i(p_{ae}^i) \wedge N \bigwedge_{i=1}^{N} \phi_{af}^i(p_{af}^i[0]) \wedge \left( N \bigwedge_{i=1}^{N} \phi_{ae}^i(p_{ae}^i) \wedge N \bigwedge_{i=1}^{N} \phi_{af}^i(p_{af}^i[0]) \Rightarrow N \bigwedge_{i=1}^{N} \phi_{g}(p_g^i[0]) \right) \wedge ...
\]
which implies (13). \( \square \)

Next, we use Theorem 1 to show set invariance of a network system using assume-guarantee reasoning. First, we give the definition of a robust control invariant set.

**Definition 5.** For the dynamic system described in (2), given \( U_i, D_i \) and \( y_{N, i}^{\text{max}} \), a set \( S_i \subseteq \mathbb{R}^{n_i} \) is robust control invariant if
\[
\forall x_i \in S_i, \forall d_i \in D_i, \forall y_{N, i} \leq y_{N, i}^{\text{max}}, \exists u_i \in U_i \text{ s.t. } x_{i+} = f_i(x_i, y_{N, i}, u_i, d_i) \in S_i.
\]
Theorem 2 (Set invariance of a network system with assume-guarantee contract). Consider the network system described in (2), suppose that all $y_i$ are scalars and there exists a feedback controller $u_i = k(x_i, y_N, d_i)$ such that for a given bound on $|y_N| \leq y_N^{\max}$, a given bound $D_i$ of $d_i$ and a given set $S_i$ of $x_i$, the following is true:

$$\forall x_i \in S_i, \forall d_i \in D_i, \forall |y_N| \leq y_N^{\max},$$

$$x_i^{+} = f_i(x_i, y_N, u_i, d_i) \in S_i,$$

$$\max_{x_i \in S_i} |h_i(x)| \leq y_i^{\max}, \quad i = 1, \ldots, N,$$

where $y_i^{\max}$ is a projection of $y_i^{\max}$ onto $\mathcal{Y}_N$. Then

$$\bigwedge_{i=1}^{N} (x_i(0) \in S_i \land [0, \tau_i] \subseteq [0, y_N] \leq y_N^{\max}),$$

$$\Rightarrow \bigwedge_{i=1}^{N} \Box(x_i \in S_i),$$

that is, $S_1 \times S_2 \times \ldots \times S_N$ is robust control invariant.

Proof. Let

$$\phi_{an}(x_i(0) \in S_i) \land \Box(d_i \in D_i),$$

$$\phi_{af}(T_i) = \Box(x_i \in S_i \land [0, \tau_i] \subseteq [0, y_N] \leq y_N^{\max}),$$

$$\phi_i^g = \varphi_i^g(T_i) = \Box(x_i \in S_i \land [0, \tau_i] \subseteq [0, y_N] \leq y_N^{\max}),$$

and let $\hat{\lambda}_i(T_i) = T_i + T_s$, $\Gamma(T) = T_s$, where $T_s$ is the time step of the discrete dynamics in (2), $T = [T_1, T_2, \ldots, T_N]^{T}$.

Among the 4 assumptions of Theorem 1, Assumption 1 is satisfied due to (16), Assumption 2 is satisfied by (17) with $\Gamma$ defined above. Assumption 3 is satisfied by (19) and Assumption 4 is satisfied by setting $T_i = 0$ for all $i$ in (20). Then, by Theorem 1, the guarantee for the network system is

$$\hat{\phi}_g^i = \bigwedge_{k=0}^{\infty} \Box(x_i(0, T) \in S_i),$$

which is simplified to

$$\forall i = 1, \ldots, N, x_i(0, T) \in S_i.$$  

\[ \Box_{\max} \]

Lemma 1. Consider the following assume-guarantee contract for a subsystem $\Sigma_i$:

$$\varphi_i^a(y_N^{\max}) : = \Box |y_N| \leq y_N^{\max}$$

$$\varphi_i^g(y_i^{\max}) : = \Box |y_i| \leq y_i^{\max}$$

Suppose there exist monotonically increasing functions $\lambda_i$ such that

$$\forall i = 1, \ldots, N, \forall y_N^{\max} \geq 0, \varphi_i^a(y_N^{\max}) \rightarrow \varphi_i^g(\lambda_i(y_N^{\max}))$$

and

$$\exists y_N^{\max}[0] \text{ s.t. } \forall i = 1, \ldots, N, \lambda_i(y_N^{\max}[0]) \leq y_i^{\max}[0]$$

then the network system satisfies

$$|y(0)| \leq y_N^{\max}[0] \Rightarrow \Box |y| \leq \Lambda(y_N^{\max}[0]),$$

where $\Lambda(y_N^{\max}) = [\lambda_1(y_N^{\max}), \ldots, \lambda_N(y_N^{\max})]^{T}$.

The proof follows similar reasoning as Theorem 2 and is omitted here.

The condition in (26) is referred to as the validity condition, which is crucial to our assume-guarantee approach of computing invariant sets for network systems.

Lemma 1 shows that when the validity condition in (26) is satisfied, one can further refine the contract with the following value iteration:

$$y_N^{\max}[k + 1] = \Lambda(y_N^{\max}[k]).$$

Proposition 1. (28) always converges when (26) is satisfied.

Proof. By the monotonicity of $\Lambda$ and the definition of $y_N^{\max}$, we have

$$\forall k = 0, 1, 2, \ldots, 0 \leq y_N^{\max}[k + 1] \leq y_N^{\max}[k].$$

Then by the bounded convergence theorem, the value iteration converges.

IV. Search for Assume-Guarantee Contract with Epigraph Method

In this section, we present the epigraph method that searches for an assume-guarantee contract that meets the validity condition. In particular, we show that the epigraph method can be viewed as an extension of the classic small gain theorem to network systems with nonlinear ‘gains’.

A. Epigraph representation of the validity condition

With Lemma 1, the key problem now is to find a contract that meets the validity condition, which means to find $y_N^{\max}$ such that

$$\forall i = 1, \ldots, N, \lambda_i(y_N^{\max}) \leq y_i^{\max}. $$

We propose an epigraph algorithm to search for such a $y_N^{\max}$. The main idea is to look at each $\lambda_i : \mathcal{Y}_N \rightarrow \mathcal{Y}_i$ in Lemma 1. The condition in (30) is equivalent to the following condition:

$$[y_N^{\max}, y_i^{\max}] \in \mathcal{Epi}(\lambda_i),$$

where $\mathcal{Epi}(\cdot)$ denotes the epigraph of a scalar function. Suppose the epigraph of each $\lambda_i$ is known, the search for an initial valid contract can be formulated as the following feasibility problem:

$$\min_{y_N^{\max} \geq 0} \left\{ \sum_{i=1}^{N} \text{s.t. } \forall i = 1, \ldots, N, [y_N^{\max}, y_i^{\max}] \in \mathcal{Epi}(\lambda_i). \right\}$$

If $\mathcal{Epi}(\lambda_i)$ is hard to get, one can replace $\mathcal{Epi}(\lambda_i)$ in (32) with its inner approximation and the optimization would still generate a valid contract if a solution is obtained. Once a valid contract is obtained, it can be further refined by the value iteration shown in (28).

Example 1. Consider the two systems interconnection network shown in Fig. 2.
stable and

Then by small gain theorem, the interconnected network is stable and

\[
\|y_1\|_\infty \leq \mu_1 \|d_1\|_\infty + \nu_1 \|y_2\|_\infty \\
\|y_2\|_\infty \leq \mu_2 \|d_2\|_\infty + \nu_2 \|y_1\|_\infty
\] (33)

In addition, the small gain condition is satisfied, i.e.,

\[
\nu_1 \cdot \nu_2 < 1.
\] (34)

Then by small gain theorem, the interconnected network is stable and

\[
\|y_1\|_\infty \leq \frac{\mu_1 \|d_1\|_\infty}{1 - \nu_1 \nu_2} + \frac{\mu_2 \|d_2\|_\infty \nu_1}{1 - \nu_1 \nu_2} \\
\|y_2\|_\infty \leq \frac{\mu_1 \|d_1\|_\infty \nu_2}{1 - \nu_1 \nu_2} + \frac{\mu_2 \|d_2\|_\infty}{1 - \nu_1 \nu_2},
\] (35)

see [19] for detail. The same result can be obtained by considering the epigraph.

**Corollary 1.** Given (33) and \(\|d_i\|_\infty, i = 1, 2\), not both zero, there exists an assume-guarantee contract that guarantees (35) if \(\nu_1 \cdot \nu_2 < 1\).

**Proof.** Given (33), \(\|d_1\|_\infty\), and \(\|d_2\|_\infty\), \(\lambda_{1,2}\) can be easily found to be

\[
\lambda_1(\|y_2\|_\infty) = \mu_1 \|d_1\|_\infty + \nu_1 \|y_2\|_\infty
\]

\[
\lambda_2(\|y_1\|_\infty) = \mu_2 \|d_2\|_\infty + \nu_2 \|y_1\|_\infty.
\] (36)

![Fig. 3: Epigraph of \(\lambda_{1,2}\) for the interconnected system](image)

The epigraph of \(\lambda_{1,2}\) are shown in Fig. 3, where the blue shade shows \(\text{epi}(\lambda_1)\) and the green shade shows \(\text{epi}(\lambda_2)\). A contract is valid if the point \([\|y_1\|_\infty, \|y_2\|_\infty]^T\) lies within the intersection of the two epigraphs. When \(\|d_1\|_\infty\) and \(\|d_2\|_\infty\) are not both zero, the two epigraphs have a nonempty intersection if and only if \(\nu_1 \cdot \nu_2 < 1\). When the intersection is nonempty, the contract with the minimum \(\|y_{1,2}\|_\infty\) is depicted as the red dot, which can be verified to be equal to the result in (35).

**Remark 3.** The small gain theorem is a special case of the epigraph method, which can be extended to cases when \(\lambda_i\) are nonlinear functions and when there are more than 2 interconnected subsystems.

**B. Grid Sampling for epigraph approximation**

Next, we show a grid sampling approach to compute an inner-approximation of \(\text{epi}(\lambda_i)\). For the simplicity of notation, we consider a scalar function \(f : \mathbb{R}^n \rightarrow \mathbb{R}\), with input \(x\) and output \(y = f(x)\).

The epigraph of a function is not bounded since it is defined as the area above the function graph in \([x; f(x)]\) space, as shown in Fig. 4. Besides, the domain of \(x\) may be unbounded as well.

![Fig. 4: Epigraph of a function and its polytopic approximation](image)

Therefore, to get a reasonable representation of the epigraph, we first need to fix the domain of \(x\) to be a compact set \(\mathcal{X}\) of interest, then pick a large constant \(M\) such that \(\forall x \in \mathcal{X}, f(x) < M\). Then we look for a cropped inner approximation of the epigraph.

First notice that by definition, when \(f\) is a convex function, then its epigraph is a convex set. If one picks a finite set \(S = \{x_1, x_2, \ldots, x_n\}\) and evaluate the function at every point in \(S\), then compute the convex hull of the point set \([x_1; f(x_1)], [x_2; f(x_2)], \ldots, [x_n; f(x_n)]\), denoted as \(H\), then \(H\) is convex and \(H \subseteq \text{epi}(f)\). If for each \(x_i\), we add \([x_i; M]\) to the point set, we get a cropped inner approximation of \(\text{epi}(f)\), as shown in the second figure in Fig. 4. Therefore, for a convex function, we can simply sample the input and use the convex hull of the sampled points with their function values as the approximation of \(\text{epi}(f)\).

When \(f\) is not convex, a decomposition algorithm is developed to inner approximate \(\text{epi}(f)\) with a union of polytopes. The decomposition algorithm is omitted. In this case, suppose \(\text{epi}(f)\) is approximated by \(\bigcup_{j=1}^{M} p_j\), where \(p_j\) are polytopes, then \([x; f(x)]\) is encoded with the following mixed integer constraint:

\[
[x; f(x)] \in \bigcup_{j=1}^{M} p_j \iff \begin{cases}
\mathbb{I}([x; f(x)] \in p_j) - s_j \geq 0, \\
s_j \in \{0, 1\}, \sum_{j=1}^{M} s_j = 1,
\end{cases}
\] (37)

where \(s_j\) are the binary variables and \(\mathbb{I}()\) is the indicator function.

**V. EXAMPLE APPLICATION TO POWER GRID CONTROL**

In this section, we apply the proposed method on a microgrid control problem as an example to demonstrate the
be described by the following model [23]:

\[ L \]

shown in Fig. 5.

been difficult due to the high state dimension of the sets on the microgrid and other network control problems by the phase angle differences, in order to bound the sudden changes in the input power and uncontrollable load and the coupling between neighboring buses. In addition, the frequency deviation bound is always satisfied inside the RCI.

\[ \dot{\theta}_i = \omega_i, \]
\[ M_i \dot{\omega}_i = P_i^{in} - D_i \omega_i - d_i - u_i - \sum_{j \in N_i} B_{ij} (\theta_i - \theta_j), i \in G \]
\[ 0 = P_i^{in} - D_i \omega_i - d_i - u_i - \sum_{j \in N_i} B_{ij} (\theta_i - \theta_j), i \in \mathcal{L}, \]
\[ \text{(38)} \]

where \( \theta_i \) and \( \omega_i \) are the phase angle and frequency of the voltage at bus \( i \), \( P_i^{in} \) and \( d_i \) are the input power and uncontrollable load at bus \( i \), the sudden change of them is the main source of disturbance to the system. \( u_i \) is the controllable load, which is used to regulate bus \( i \). \( G \) and \( \mathcal{L} \) represent the set of generator buses and the set of pure load buses. For a generator bus, \( M_i \) is the inertia and \( D_i \) is the “damping coefficient”; for a load bus, there is zero inertia and \( \omega_i \) is determined by an algebraic equation.

Microgrid problem setup

The microgrid control is an important network control application. There has been a lot of effort focusing on the stability, optimality, and safety of the network [20], [21], [22]. This paper is motivated by the need to improve the transient performance of the Optimal Power Flow (OPF) based controller studied in [21], [23]. Although the OPF controller achieves good asymptotic performance, it lacks guarantee of scalability since it decomposes the large network system into small subsystems with bounded disturbances, which can be handled by existing computation tools for correct-by-construction techniques such as robust control invariant sets for a microgrid possible.

Correct-by-construction control synthesis is a good complement to the existing controller since it provides performance guarantee to the transient of the system and can work with any existing controller. However, application of correct-by-construction techniques such as robust control invariant sets on the microgrid and other network control problems has been difficult due to the high state dimension of the network systems. The assume-guarantee reasoning method proposed in this paper is a potential solution to this problem of scalability since it decomposes the large network system into small subsystems with bounded disturbances, which can be handled by existing computation tools for correct-by-construction synthesis. Since the grid network is typically sparse, i.e., a node is usually connected to only a few neighbors, the epigraph method proposed in Section IV has linear complexity, which makes the computation of robust invariant sets for a microgrid possible.

We consider the IEEE 9-bus test case, where the parameters are from the Power System Toolbox (PST) [24], as shown in Fig. 5.

The generator buses are \( G = \{1, 2, 3\} \) and the load buses are \( \mathcal{L} = \{4, 5, 6, 7, 8, 9\} \). The dynamics of the micro-grid can be described by the following model [23]:

\[ \dot{\theta}_i = \omega_i, \]
\[ M_i \dot{\omega}_i = P_i^{in} - D_i \omega_i - d_i - u_i - \sum_{j \in N_i} B_{ij} (\theta_i - \theta_j), i \in G \]
\[ 0 = P_i^{in} - D_i \omega_i - d_i - u_i - \sum_{j \in N_i} B_{ij} (\theta_i - \theta_j), i \in \mathcal{L}, \]
\[ \text{(38)} \]

where \( \theta_i \) and \( \omega_i \) are the phase angle and frequency of the voltage at bus \( i \), \( P_i^{in} \) and \( d_i \) are the input power and uncontrollable load at bus \( i \), the sudden change of them is the main source of disturbance to the system. \( u_i \) is the controllable load, which is used to regulate bus \( i \). \( G \) and \( \mathcal{L} \) represent the set of generator buses and the set of pure load buses. For a generator bus, \( M_i \) is the inertia and \( D_i \) is the “damping coefficient”; for a load bus, there is zero inertia and \( \omega_i \) is determined by an algebraic equation.

A generator bus is modeled with 2 states \( (x_i = [\theta_i, \omega_i]^T) \); and a load bus is modeled with 1 state \( (x_i = \theta_i) \) for a load bus. \( B_{ij} \) represents the sensitivity of the power flow to phase variations, it is nonzero when bus \( i \) and bus \( j \) are neighbors. The output \( y_i = \theta_i \) since the coupling between buses happen through \( \theta_i \).

The control objective is to prevent large frequency deviation from a set value. However, since the coupling happens via the phase angle differences, in order to bound the frequency deviation, one need to bound phase angles as well. The approach we take is to compute a robust control invariant set (RCI) for each bus, which is robust against sudden changes in the input power and uncontrollable load and the coupling between neighboring buses. In addition, the frequency deviation bound is always satisfied inside the RCI.

Search for RCI with epigraph algorithm

For each bus, the RCI computation depends on the available input, bound on possible exogenous disturbance and bound on the phase angles of neighboring buses. Denote the invariant set, the input bound and exogenous disturbance bound of bus \( i \) as \( \mathcal{S}_i \), \( \mathcal{U}_i \) and \( \mathcal{D}_i \), respectively. \( \mathcal{U}_i \) and \( \mathcal{D}_i \) are determined by the environment assumption and are assumed to be given, while the bound on phase angle deviation of neighboring buses \( \theta_{N_i}^{max} \) is given as the feedback assumption.

It should be emphasized that the epigraph method works with any method that can compute a robust invariant set given the disturbance bound. Therefore, the specific algorithm of RCI computation is not the focus of this paper. In particular, we used a robust optimization approach to compute the robust invariant set, which uses a polytope with fixed template as the representation of the RCI and iteratively solve for an RCI through robust optimization. See [25] for detail.

Denote the RCI computation process as \( \mathcal{F} \), which takes \( \mathcal{U}_i \), \( \mathcal{D}_i \), the dynamics \( \Sigma_i \) and \( \theta_{N_i}^{max} \) as input and generates \( \mathcal{S}_i \):

\[ \mathcal{S}_i = \mathcal{F} (\mathcal{U}_i, \mathcal{D}_i, \Sigma_i, \theta_{N_i}^{max}). \]
\[ \text{(39)} \]

Definition 6. \( \mathcal{F} \) is monotonic w.r.t. \( \theta_{N_i}^{max} \) if for any fixed \( \mathcal{U}, \mathcal{D} \) and \( \Sigma \), given \( \theta_{N_i}^{max,1} \geq \theta_{N_i}^{max,2} \geq 0 \), let \( \mathcal{S}_1 = \mathcal{F} (\mathcal{U}, \mathcal{D}, \Sigma, \theta_{N_i}^{max,1}) \), then \( \mathcal{S}_2 \subseteq \mathcal{S}_1 \). The inequality is defined element-wise.

Proposition 2. There exists a \( \mathcal{F} \) that is monotonic w.r.t. \( \theta_{N_i}^{max} \).

Proof. \( \theta_{N_i}^{max,1} \geq \theta_{N_i}^{max,2} \) implies that the uncertainty set for \( \mathcal{S}_1 \) contains the uncertainty set for \( \mathcal{S}_2 \), so \( \mathcal{S}_1 \) is also robust control invariant under \( \theta_{N_i}^{max,2} \). Therefore, picking \( \mathcal{S}_2 = \mathcal{S}_1 \) completes the proof. \( \square \)
**Assumption 1.** The algorithm $\mathcal{F}$ for computing the robust control invariant set is monotonic.

Let

$$
\lambda_i(\theta_i^{\text{max}}) = \max_{x_i \in S_i} |\theta_i|.
$$

(40)

By Assumption 1, $\lambda_i$ is clearly monotonic. The evaluation of $\lambda_i$ is done in two steps. First, with $\theta_i^{\text{max}}$ fixed, $\mathcal{F}$ is called to compute an RCI $S_i$, then $\theta_i^{\text{max}}$ is obtained through (40).

Then the inner approximation of $\text{epi}(\lambda_i)$ is computed for each bus with the grid sampling algorithm, Fig. 6 shows two computed epigraph as examples:

![Fig. 6: Inner approximations of $\text{epi}(\lambda_1)$ and $\text{epi}(\lambda_5)$](image)

Since some of the epigraphs are not convex, a mixed integer programming as formulated in (37) is solved. Once a valid assume-guarantee constraint is obtained, robust invariant sets for each subsystem can be obtained via $\mathcal{F}$.

![Fig. 7: Robust control invariant sets for the generator buses](image)

**C. Simulation result**

For each bus, the computed robust control invariant set is then used to construct a control barrier function (CBF), which acts as a supervisor. The CBF supervisory control was first proposed in [26], where the authors proposed a Quadratic Programming framework that keeps the system safe with minimum intervention. The robust optimization algorithm generates an RCI with a polytopic representation: $\{x \in \mathbb{R}^n | Px \leq q\}$, where $P$ is a constant $L \times n$ matrix and $q \in \mathbb{R}^L_{\geq 0}$. Note that the origin is always contained in the interior of the RCI. The CBF is defined as

$$
b(x) = \min_k \frac{q_k - P_k x}{q_k}
$$

(41)

The supervisory control is implemented with the following quadratic programming:

$$
u^* = \arg\min_u \| u - u_0 \|^2
$$

s.t. $\dot{b}(x, u) + \kappa b(x) \geq 0$,

(42)

where $u_0$ is the control input of a student controller and $\kappa$ is a positive constant. In this case the primal-dual controller introduced in [23] is used as the student controller. The second line of (42) is called the CBF condition. It can be shown that when the CBF condition is satisfied, $x$ stays inside the RCI, see [27] for detail. The quadratic programming in (42) will leave $u_0$ unchanged if $u_0$ satisfies the CBF condition and use minimum intervention when it doesn’t. (42) is always feasible for a $\kappa$ large enough if $\{x \in \mathbb{R}^n | Px \leq q\}$ is an RCI.

![Fig. 8: Simulation with CBF as supervisor](image)

Fig. 8 shows the result of simulation when CBF is acting as a supervisor. The bound on frequency deviation is set at $5 \times 10^{-3}\text{rad/s}$ and was never breached.

![Fig. 9: phase angle plot with and without CBF as supervisor](image)

Fig. 9 shows the values of $\theta_i$ with and without the CBF supervisor. Under the CBF supervisory controller, all the $\theta_i$s
are within their respective bound determined by the contract; on the other hand, without CBF, there is no guarantee that the phase angles stay within bounds under $u_0$.

VI. CONCLUSION

We propose an assume-guarantee reasoning based method to compute a robust control invariant set for a network system. The coupling between subsystems are treated as bounded disturbances and is handled with an assume-guarantee contract. We show that an assume-guarantee contract satisfying the validity condition guarantees robust set invariance for a network system and can be further refined with value iteration. When such a valid contract is not known, an epigraph algorithm is proposed to search for a valid contract, which enjoys linear complexity when the network is sparse. It is shown that the epigraph algorithm can be viewed as an extension of the classic small gain theorem to network systems with nonlinear 'gains'. The proposed method is demonstrated with a microgrid control example. The epigraph algorithm is able to find a valid contract which leads to robust invariant sets for each subsystem in the network. Then control barrier functions are constructed based on the robust invariant sets which then act as supervisors to keep the states inside their respective invariant sets under exogenous disturbances and coupling between the subsystems.
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