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Abstract—With the continuous improvement of attack methods, there are more and more distributed, complex, targeted attacks in which the attackers use combined attack methods to achieve the purpose. Advanced cyber attacks include multiple stages to achieve the ultimate goal. Traditional intrusion detection systems such as endpoint security management tools, firewalls, and other monitoring tools generate a large number of alerts during the attack. These alerts include attack clues, as well as many false positives unrelated to attacks. Security analysts need to analyze a large number of alerts and find useful clues from them and reconstruct attack scenarios. However, most traditional security monitoring tools cannot correlate alerts from different sources, so many multi-step attacks are still completely unnoticed, requiring manual analysis by security analysts like finding a needle in a haystack. We propose MAAC, a multi-step attack alert correlation system, which reduces repeated alerts and combines multi-step attack paths based on alert semantics and attack stages. The evaluation results of the real-world datasets show that MAAC can effectively reduce the alerts by 90% and find attack paths from a large number of alerts.

Index Terms—Multi-step attack, intrusion detection, alert correlation

I. INTRODUCTION

With the continuous development of cyberspace, attacks have become more complex. Generally speaking, "attack" refers to a single-step attack, also known as an atomic attack, that is, an inseparable atomic malicious behavior, e.g., SQL injection, Cross-Site Scripting (XSS). However, with the complexity of the network structure and the enhancement of defense capabilities of the defender, attack targets (such as database servers and programmable logic controllers, etc.) are usually located in the internal network and are protected by multiple security products. In this case, the attacker often cannot achieve the attack purpose through a single simple step. Combining multiple attack steps is needed to achieve the attacker’s purpose. This kind of attack is called a multi-step attack, also called a multi-stage attack or Multistage attack. The characteristic of a multi-step attack is that the attack process includes at least two atomic attacks, and there is a logical relationship between the two atomic attacks. Compared with traditional single-step attacks, multi-step attacks are more complicated, have a longer period, and are more concealed. Discovering the behavior of attackers through various information and understanding the security situation of the entire network is the focus of multi-step attack detection.

To ensure the security of the network, a great deal of security protection equipment and software are deployed in the network, for example, border firewall equipment, intrusion detection system (IDS), and anti-virus software. According to the survey [1], among 750 network security and IT professionals, 78% rely on more than 50 security products to solve security problems, and 37% use more than 100 security tools. Most of these security products use traditional feature matching or statistical analysis methods to detect known attacks, which will generate a large number of false positives. The report [2] points out that more than 37% of companies generate more than 10,000 alerts each month, 52% of alerts are false positive, and 36% are redundant across multiple threat detection platforms.

During the multi-step attack process, the IDSs which are used to protect the entire network endpoints generate a large number of alerts because of the long time attack process and multiple attack steps. Besides, an attack action may be performed frequently or trigger different sensors [3], which also increases the number of alerts. These alerts are scattered, indicating that a certain step of the attack has been detected. However, alerts cannot describe the overall attack scenario. It takes security analysts a lot of time and effort to find effective alerts from a huge number of alerts, and then dig out the logical relationship between alerts, and reconstruct attack scenarios from these alerts. Therefore, it is necessary to automatically integrate and correlate alerts, discover the attack process, and reconstruct the attack scenario.

However, the existing alert correlation algorithm [3]–[6] correlates alerts based on characteristics, which ignores the intrinsic relationship of alerts and cannot perform semantic correlation. GAC [3] clusters the alerts and classifies alerts into one of four types. Then the clusters are connected according to the communication between the hosts to compose a complete multi-step attack. However, GAC can only identify pre-defined attack scenarios, there are still many attack types such as vulnerability exploits that cannot be identified. GAC ignores the alert information which is already given by IDS, and only uses IP, port, and protocol as the indicators. Ning et
al. propose an alert correlation algorithm [7], [8] which uses pre-defined alert correlation rules, but this method can only identify known attacks. Traditional Security Information and Event Management (SIEM) correlates alerts based on existing rules. The rules are manually formulated and can only detect existing attacks.

**Problem Statement.** The main problem solved in this paper is to understand the semantics of alerts, aggregate and correlate alerts through semantics, and get the order of suspicious hosts and attack alerts paths. There are three main aspects to this problem, and they are as follows:

**Alert semantics.** The algorithm or program should understand the undermeaning of the alert, and obtain the attack stage of the host through alert semantics analysis. Understanding the alert semantics can help alert aggregation and correlation.

**Attack correlation.** The challenge is to automatically correlate alerts through logical semantics instead of correlation through feature matching or manual rules.

**Attack path discovery.** The goal is to build an attack alert graph and provide possible attack scenarios. The attack scenario graph or path helps security analysts accurately discover multi-step attacks. Besides, to better explain the consequences of the attack, it is necessary to rank the suspicious hosts.

**Our Approach.** In this paper, we use the information field of the alert to correlate the alerts and discover the multi-step attack. We first vectorize the information field of the alert and aggregate similar alerts into one super alert to reduce the duplication of alerts. Meanwhile, the alert information is used to label the attack stage to which the alert belongs. Then the alerts belonging to different attack stages are connected to form a complete attack process. Our method has been evaluated on both the alert classification test and three real-world datasets. The results show that our method can reduce a large number of repeated alerts by more than 90%, compose alerts into an alert correlation graph, and effectively extract the most suspicious attack path from the graph. In summary, our contributions are as follows:

- We introduce a novel alert correlation algorithm that could understand alert semantics.
- We propose MAAC\(^1\), a prototype system for alert aggregation, alert correlation, and alert graph generation. MAAC uses semantics to classify alerts, find attack paths, and rank suspicious hosts.
- We conduct the evaluation of MAAC in similarity comparison results and the attack scenario path discovery results. Compared to a state-of-the-art alert correlation algorithm, MAAC can aggregate alerts better, and MAAC does not need correlation rules in advance.

The remainder of this paper is structured as follows: Section II summarizes related work. Section III introduces the threat model, alert reduction, and alert correlation method. In section IV, we verify the semantic understanding ability and alerts correlation result on three datasets. Section V concludes our work.

\(^1\)MAAC for Multi-step Attack detection by Alert Correlation.

## II. RELATED WORK

### A. Alert Correlation

Alert-based multi-step attack detection can be divided into five parts: attribute similarity-based, interconnection-based, statistics-based, Structure-based, and provenance-based.

**Attribute similarity-based.** Similarity clustering [3]–[6] is to cluster similar alerts through attribute similarity detection. This method is based on the principle that alerts shares with similar attributes usually belong to the same attack. Similarly, Haas et al. [9] clusters alert and convert them into motif signatures which are the abstract description of the attack.

**Interconnection-based.** The inner connection is the logical connection relationship of alerts. In approaches [7], [8], alerts are correlated based on pre-defined attack prerequisites and consequences. This method correlates the alerts that respectively satisfy the prerequisites and consequences conditions, and can find the logical connection between the alerts. MLAPT [10] is a machine learning-based system that implements eight detection modules to discover different APT steps and then correlates the alerts of the detection modules followed by the prediction module.

**Statistics-based.** These approaches discover the logical relationship between alerts through statistics and inference. Qin et al. [11] uses the Granger Causality Test, a time series statistical causality analysis, to alerts correlation. Statistics-based alert correlation does not require prior knowledge about the attack information. [12] applies Bayesian network for alert correlation, which outputs the alert correlation possibility.

**Structure-based.** The attackers perform attack actions according to the target network structure and the value of the assets in the network, so the attacker’s actions can be planned or predicted by abstracting the network structure. Approaches [13]–[16] map alert to attack graph or attack tree nodes to correlate alert events. Structure-based methods require prior knowledge of network topology and asset information.

**Provenance-based.** Data provenance graph is a directed graph called the provenance graph, which describes data flow between system subjects (e.g., processes) and objects (e.g., files and sockets). NoDoze [17] combines alert correlation with data provenance to solve the problem of alert fatigue. NoDoze generates alert dependency graphs providing security analysts with contextual background information. Data provenance records the system runtime status and reveals the relationships between entities. Security analysts can analyze the source and impact of attacks through the provenance graph. However, the provenance-based approaches have the dependence explosion problem.

### B. Natural Language Processing

Natural Language Processing (NLP) technology understands and analyzes natural language. NLP can be used in speech recognition, question-answering systems, machine translation, etc. With the maturity of this technology, its application in the field of cybersecurity has gradually increased. Binary code similarity comparison uses NLP technology to
A. Threat Model

The attacker first attacks two hosts in the office network and exploits the vulnerability such as \textit{cve-2017-11882} [20] through phishing emails or other methods – but only one succeeds – then installs a backdoor and moves laterally in the intranet. This controlled host scans the intranet and discovers vulnerabilities such as \textit{MS17-010 (Eternalblue)} [21] to exploit the other hosts in the intranet, and only one succeeded to obtain the root privilege of the host. This host is connected to the core server. After that, this host attacks the core server to obtain secret information. The attack process is shown in Figure 1. To express intuitively, network devices are omitted, such as routers, switches, and firewalls.

![Threat Model Diagram](image)

**Fig. 1. Threat Model**

During the attack phase, the boundary and internal network intrusion detection system (NIDS) respectively generate plenty of alerts. Besides, there are a large number of alerts about malicious files and backdoors activities generated by the endpoint security software installed on the hosts. The alerts are messy and there are duplicates. The dispersion and duplication of alerts obstruct security analysts unable to find out real information related to the attack, increasing the difficulty of attack detection. Therefore, it is necessary to integrate repeated alerts, remove irrelevant alerts, and generate attack alert paths.

B. Overview

In this section, we propose MAAC, a novel method to reduce and correlate the alerts reported by IDS and EDR. It analyzes the semantic representation of alerts, generates a concise alert graph, and traverses to get attack paths. Figure 2 describes the key phases of MAAC. Note that our approach focuses on alert processing, and how the alert is generated is beyond the scope of our research.

First, MAAC preprocesses the alerts and formats the alerts generated by different sensors into a unified pattern. And then it combines the duplicate alert to reduce the number of alerts. It measures the similarity between alerts and classifies their attack stage according to the alert semantics. Then MAAC generates an alert correlation graph based on the attack stage. Finally, MAAC sorts the nodes in the graph and traverses them to obtain suspicious attack paths and hosts. The input of MAAC is the alerts from multiple sources, while the output of MAAC is the attack paths and hosts ranking.

C. Alert Reduction

The novel alert reduction method uses the alert description field, which is the most useful attribute in an alert. The description field includes the reason for triggering this alert. For example, the description field of the Eternalblue attack alert is \textit{Possible ETERNALBLUE MS17-010 Echo Response}. This sentence indicates that the alert belongs to the \textit{echo} feature detection of the Eternalblue attack. There are a large number of sensors and detection tools in the network which generate plenty of alerts. Thus many of these alerts are duplicates. For example, multiple sensors will detect the same exploit and generate alerts with different expressions but similar semantics. Table I lists the alert field generated by the general sensor. Timestamp, \textit{msg}, \textit{dst}, sensor attributes are in both network and host sensor. Table II is the alerts in the threat model. The alert \textit{msg} (also called the feature code) provides a valuable description of the alert, which is the clue that distinguishes the alert from each other. MAAC reduces alerts based on the similarity of alert descriptions. Alerts with a similar \textit{msg} field are more likely to belong to the same attack stage. For example, the vulnerability detection tool \textit{smbtouch} is detected by two NIDS: Snort and Suricata, which are the alert 4 and 9 in Table II, respectively. The \textit{msg} of two alerts is different but the undermeaning of these two is the same.

| fieldname | description | alert source |
|-----------|-------------|--------------|
| timestamp | Trigger time | N & H         |
| msg       | Alert detail description | N & H         |
| src       | Source ip   | N            |
| dst       | Destination ip | N & H      |
| proto     | Protocol    | N            |
| dgmlen    | Datagram length | N        |
| srcport   | Source port | N            |
| dstport   | Destination port | N       |
| sensor    | Related sensor | N & H  |

In the alert source column, \textit{N}=Network sensor, \textit{H}=Host sensor.
The Paragraph Vector (Doc2vec) [22] method is an unsupervised algorithm that can learn from the variable-length text (such as sentences, paragraphs, and documents) to obtain fixed-length feature representations. Doc2vec uses paragraph semantic analysis and considers the order of words, while word2vec only analyzes the meaning of words. We use Doc2vec to get the semantic representation of the alert description. In the training phase, each alert information that all IDS can generate is used as a paragraph in the Doc2vec model. MAAC calculates the cosine distance of the generated text (such as sentences, paragraphs, and documents) to obtain an alert vector. The msg field of each alert is then vectorized by the DOC2VEC() function. The reduction algorithm first aggregates the alerts of the same host and direction generated by GETSAMEHOST(). The CALCULATESIMILARITY() function calculates the similarity of alert pairs. Function MERGE() calculates vector distance and aggregates the continuous and similar alerts, and records the number of duplicates. In the second layer of aggregation, function GETSAMEHOST() collects alerts between two hosts. Then function CALCULATESIMILARITY() calculates the alerts similarity in the same way as the first layer. Finally, MERGEDIRECTION() determines the direction of the super alerts and combined alerts.

D. Alert Graph Generation

After integrating repeated alerts, MAAC correlates the alerts and generates an alert graph. The alert graph generation has two stages, first is the correlation of the alerts generated on the same host, and then is the correlation of the alerts between the hosts.

Alerts of the same host. For the alerts from the same source host, MAAC connects these alerts in chronological order. For example, the attacker will first use SQL injection and then XSS attacks to test whether the target host has vulnerabilities.

---

**TABLE II**

| id | timestamp | msg                                     | src    | dst    | sensor         |
|----|-----------|-----------------------------------------|--------|--------|----------------|
| 1-2| time1     | e-mail attachment maldoc CVE-2017-11882 | Attacker | BD     | zeek           |
| 3  | time2     | malware doc file execute                | N/A    | D      | Anti-virus software |
| 4-8| time3     | NSA smbtouch scan SMB vulnerable host    | D      | BCEFG  | Snort          |
| 9-13| time3     | fuzzbunch tools smbtouch test SMB vulnerability | D | BCEFG  | Suricata       |
| 14 | time4     | ETERNALBLUE MS17-010 Echo Request (set) | D      | E      | Snort          |
| 15 | time5     | ETERNALBLUE MS17-010 Echo Response      | D      | E      | Snort          |
| 16 | time6     | Possible DOUBLEPULSAR Beacon Response   | D      | E      | Snort          |
| 17 | time7     | Apache Struts OGNL Expression Injection (CVE-2017-5638) M2 | E      | Core server | Suricata |
| 18 | time8     | TELNET Bad Login                        | C      | Core server | Snort          |

Due to layout reasons, only meaningful alerts are listed.
Algorithm 1 Alert Reduction Algorithm

Require: Alert Set Generated by Monitor \( Set_{allalert} \); Trained Doc2Vec Model Doc2Vec;

Ensure: Reduced Alert Set \( Set_{reduced} \);

1: \( Set_{ordered} = \text{CHRONOLOGICORDER}(Set_{allalert}); \)
2: \( Vec_{alert} = \text{DOC2VEC}(Set_{ordered}); \)
3: \( Set_{samedirection} = \text{GETSAMEDIRECTION}(Set_{ordered}); \)
4: for \( Alert_{pairs} \) in \( Set_{samedirection} \) do
5: \( sim = \text{CALCULATESIMILARITY}(Vec_{Alert_{pairs}}); \)
6: \( Set_{firstreduced} += \text{MERGE}(Alert_{pairs}, sim); \)
7: end for
8: \( Set_{twowayalert} = \text{GETSAMEHOST}(Set_{firstreduced}); \)
9: for \( Alert_{pairs} \) in \( Set_{twowayalert} \) do
10: \( sim = \text{CALCULATESIMILARITY}(Vec_{Alert_{pairs}}); \)
11: \( Set_{reduced} += \text{MERGEDIRECTION}(Alert_{pairs}, sim); \)
12: end for

These attacks should be recorded in the attack scenario and appear in the final attack path. Attacks from the same source host belong to the same attacker and can present the entire attack stage.

Alert across hosts. After correlating the alerts of the same host, MAAC performs cross-host correlation according to the stage of the alert. According to the attack steps, MAAC divides alerts into four attack stages: scan, exploit, get-access-privilege, and post-attack. The scan is the first step in an attack. The goal is to probe and collect information in various ways to prepare for subsequent attacks. In addition to detection in the traditional method, it also includes collecting information through social engineering. Exploit is the specific attack process, including attack through vulnerabilities or running malicious documents on the victim host through users. When the attack is successful, the attacker needs to obtain the permission of the victim host to control it and perform subsequent attacks. Therefore, one of the indicators for judging whether the attack is successful is whether there is permission acquisition. This stage is get-access-privilege. After successfully attacking a host, the attacker will carry out follow-up actions such as information theft, which is a post-attack. The actions of the attacker at each stage are shown in the following table III.

| No. | Alert Stage | Alert type |
|-----|-------------|------------|
| 1   | Scan        | IP address scan, port scan, version scan, vulnerability scan, social engineering |
| 2   | Exploit     | Malicious file in network traffic and host, command injection, vulnerability attack |
| 3   | Get-Access-Privilege | SSH login, RDP login, shell connect |
| 4   | Post-Attack | Data transfer, command&control, backdoor communication |

Assuming that there is an alert \( A_1 \) with the first alert after the compromised time. The ultimate goal of an attack is to gain control of the host, so there is a process of penetration attempts and root connection with the attacker (if successful). If a host is successfully attacked, all subsequent activities from this host against other hosts can be considered attack activities. If host \( H_2 \) has multiple alerts to host \( H_2 \) after compromised time, only the alert with the closest time will be connected. For example, as described in the previous threat model, an attacker will obtain the root authority of the host \( D \) after trying various attack methods, and then use this host to attack other hosts. In this case, the first victim host \( D \) will generate a "Get-Access-Privilege" type alert. After the alert is issued, subsequent alerts generated from \( D \) to \( B \) are part of the entire attack process of attacking \( B \) after attacking \( D \). The algorithm of graph generation is shown in Algorithm 2. The function \( \text{CLASSIFYSTAGE}() \) assigns stage for each alerts through alert semantics. The same host alert connection is in \( \text{INNERHOSTCONNECTION}() \). \( \text{GETSTAGE3ALERT}() \) gets the alerts belonging to the third stage, that is, Get-Access-Privilege type.

Algorithm 2 Alert Graph Generation Algorithm

Require: Reduced Alert Set \( Set_{reduced} \)

Ensure: Alert Graph \( Graph_{alert} \)

1: \( Set_{classified} = \text{CLASSIFYSTAGE}(Set_{reduced}); \)
2: \( Set_{host} = Set_{classified} \) with Same Destination Host;
3: \( OrderSet_{host} = \text{CHRONOLOGICORDER}(Set_{host}); \)
4: for \( OrderSet_{host} \) in \( OrderSet_{host} \) do
5: \( \text{INNERHOSTCONNECTION}(OrderSet_{host}); \)
6: \( Alert_{stage3} = \text{GETSTAGE3ALERT}(OrderSet_{host}); \)
7: for \( Alert_{j} \) in \( OrderSet_{host} \) do
8: if \( Alert_{j}\_time > Alert_{stage3}\_time \) and \( Alert_{j}\_sip == host_{i} \) then
9: \( \text{ADDEDGE}(Alert_{stage3}, Alert_{j}); \)
10: \( \text{Break}; \)
11: end if
12: end for
13: end for

E. Alert Path Score Calculation

After generating the alert graph, MAAC finds all paths with three or more nodes by traversing the graph. The path with too few nodes(less or equal to two) is just a one-step attack, which does not need to be correlated and exceeds the scope of our research. There may be multiple paths in the alert graph, we propose a series of equations calculating the probability of each path to get the most likely attack path.

Host Suspiciousness. Determining the accuracy of the path requires the reliability of the alert. The reliability of the alert is related to the type of alert, suspicious state of the source host, and destination host. Therefore, the suspiciousness of the host needs to be calculated first. The PageRank algorithm [23] uses the number and quality of hyperlinks between web pages as the main factors to analyze the importance of web pages. MAAC regards each host as a web page and uses...
The logistic regression model is used to classify the vectors and obtains the accuracy of 90.56% and the F1 value of 90.47%. The receiver operating characteristic (ROC) curve of the vector semantics and classification method is shown in Figure 3. The average Area Under Curve (AUC) value of MAAC using the Doc2vec model and logistic regression algorithm is above 0.9. The classification result shows that MAAC can accurately vectorize and classify alerts.

![ROC curve of MAAC’s Doc2vec model](image)

**B. Real-World Evaluation**

We test MAAC on the DARPA 2000 LLDOS1.0 dataset [25], UNB ISCX IDS 2012 dataset [26], and NDSec dataset [27].

**Metrics.** For alert reduction, we use the compression rate (Equation (4)) to evaluate the effect of the algorithm. To measure the detection ability and correctness of the path, we use two measurement indicators similar to [7]: path detect rate and false path rate. Path detect rate is the ratio of detected attack paths to all attack paths. False path rate is the rate of reporting wrong paths as attack path. The calculation equations are shown in (5), (6).

\[
R_c = \frac{\text{alerts reduced count}}{\text{alerts total count}} \tag{4}
\]

\[
\text{path detect rate} = \frac{\text{correctly reported path}}{\text{all report path}} \tag{5}
\]

\[
\text{false path rate} = 1 - \frac{\text{correctly reported path}}{\text{all report path}} \tag{6}
\]

**DARPA 2000 LLDOS1.0 dataset.** In this dataset, the attacker first sends ICMP echo-requests to scan the surviving hosts, then attempts the Sadmind Remote-to-Root exploit several times against each host, each time with different parameters. There are 6 exploit attempts on each potential victim host and finally successfully breaks into and controls three hosts (172.16.115.20, 172.16.112.50, 172.16.112.10) in the network using the Sadmind service vulnerability of the
host. Then attacker uploads and installs the Mstream DDoS program to the controlled host, and launches an attack on the target server.

**UNB ISCX IDS 2012 dataset.** There are 7 days of network traffic in the dataset, including 4 multi-step attack scenarios. Since all attacks in this dataset can be detected, we select the network traffic on the third day. This traffic includes attack traffic and normal activity traffic. The attacker first sends a malicious email to all the users in the network with the Meterpreter reverse shell attachment, then 192.168.1.105 (user5) is compromised and communicates with the attacker and scans subnet 192.168.1.0/24 and 192.168.2.0/24 according to the attacker’s command. User5 successfully attacks 192.168.2.112 (user12) and connects it back to the attacker’s machine. User12 then scans the subnet 192.168.5.0/24, and finally attacks the target server 192.168.5.123 through SQL injection.

**NDSec dataset.** We use the NDSec dataset to show that MAAC still has the ability to mine attack fragments from incomplete alerts. This dataset contains three types of multi-step attacks: Bring-Your-Own-Device, Watering-hole, and Botnet. We use the Botnet scenario to evaluate MAAC. Based on CVE-2015-2509, CVE-2015-5122 and XSS vulnerability, the attacker uses Citadel botnet malware to infect three hosts. These three bot hosts communicate with the C&C through HTTP, and the master instructs the bots to execute the attack payload. Bots use SYN to launch DDoS attacks on external destination IP. Two of the bots stole local configuration files and transfer them to an external FTP server.

**C. Results in a Nutshell**

We use snort version 2.9 to generate alerts, with snapshot-2900 ruleset and Emerging-Threats ruleset [28] for network traffic detection and correlate the discovered alerts. It should be noted that MAAC is used to correlate alerts instead of generating alerts, so how to generate attack alerts is beyond the scope of this paper. We use the same ruleset for the three dataset test evaluations. The compression ratios of the three datasets are shown in the Table IV. The alert compression algorithm of MAAC can reach more than 90%, which can improve the efficiency of security experts.

**D. Case Studies**

There are a total of 1942 alerts generated from the DARPA 2000 LLDoS1.0 dataset. After alert reduction, there are 164 alerts, which means that MAAC reduces the number of alerts by 91.56%. For attack discovery capabilities, MAAC could discover all attack paths. A total of 24 paths are generated, of which were 10 paths with 3 or more nodes. Among the paths, the top 4 paths with higher scores can describe the entire attack process, as shown in Figure 4. MAAC filtering IP scanning without follow-up attacks and merges 6 Sadmind attacks on victim hosts. MAAC could detect all attack paths, the path detect rate is 100%. If select the first 4 paths to report as attack paths, the false path rate is 0, if select first 5 paths, the false path rate is 20%.

![Fig. 4. Multi-step attack paths in DARPA 2000 LLDoS1.0 dataset recovered by MAAC](image)

Ning et al. [7] use pre-defined rules to correlate alerts which is regarded as a state-of-art alert correlation approach. We compare MAAC with baseline approach using the DARPA LLDoS1.0 dataset. MAAC automatically clusters, categorizes, and correlates alerts based on the alert semantics. Approach [7] focuses on the verification of real alerts, while MAAC focuses on the reduction of alerts and the ability to find attack paths. Comparison of these two methods is in Table V. The data indicate that MAAC does not require prior knowledge and can find out the attack path well.

After processing the UNB ISCX IDS 2012 dataset, MAAC reduces 22792 alerts to 853 alerts. 43 paths have three or more nodes, 9 of which have more than four nodes. Since user5 and user12 both connect back to the attacker, there are two attack paths, as shown in the Figure 5.

In the alerts generated by the NDSec dataset, the XSS attack and final FTP data transfer are not identified, but the communication between three hosts and the C&C is successfully detected by snort. Under the condition of incomplete alerts, MAAC extracted 20 paths, 12 of which belonged to attack-related paths. The paths include the attacker’s exploit methods, the communication between the bot and the C&C, and the bot’s DDoS attack. Besides, the path is identified in which...
Zeus malware checked the network connection through Google after successfully exploiting.

V. CONCLUSION

In this paper, we propose MAAC, a semantics-based method for alert reduction and correlation to solve the problem of the alert explosion. MAAC understands the semantics of alerts and performs alert reduction and correlation. Our method gives possible attack paths and their ranking, as well as the ranking of suspicious hosts. MAAC does not require prior knowledge and can reduce both irrelevant and similar alerts. Through this method, security analysts can reduce their workload and focus on analyzing attack scenarios. We tested the effectiveness of this method in real-world datasets. The results show that MAAC can reduce duplicated alerts by 90%, and provide critical paths for security analysis.
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