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Abstract

We study a fourth-order div problem and its approximation by the discontinuous Petrov–
Galerkin method with optimal test functions. We present two variants, based on first and
second-order systems. In both cases we prove well-posedness of the formulation and quasi-
optimal convergence of the approximation. Our analysis includes the fully-discrete schemes
with approximated test functions, for general dimension and polynomial degree in the first-
order case, and for two dimensions and lowest-order approximation in the second-order case.
Numerical results illustrate the performance for quasi-uniform and adaptively refined meshes.
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1 Introduction

There has been a sustained interest in the numerical analysis of fourth-order problems. Important
examples are some models for the mechanics of thin structures [14, 25, 26], and more recently the
quad-curl problem related with Maxwell transmission eigenvalue problems [3, 27] and magneto-
hydrodynamics with hyper-resistivity [1, 6]. In this paper, we study a fourth-order problem with
the $(\nabla \text{div})^2$-operator. In two dimensions this operator is nothing but the quad-curl operator
whose approximation has been studied, e.g., in [2, 24, 30], to give a few references. In [13], a
mixed method for the very $(\nabla \text{div})^2$-operator is considered.

The motivation of this work is to continue developing DPG techniques for fourth-order prob-
lems. The DPG framework, short for discontinuous Petrov–Galerkin method with optimal test
functions, has been established by Demkowicz and Gopalakrishnan [9] to aim at automatic dis-
crete stability of (Petrov) Galerkin schemes for well-posed variational formulations. This is par-
ticularly relevant for fluid flow and singularly perturbed problems, cf., e.g., [7, 11, 16, 23, 29]. The
DPG approach has important advantages over traditional and mixed Galerkin settings. First,
any well-posed variational formulation is suitable. Second, this includes ultraweak formulations
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where conforming approximations are easier to realize since only trace variables are affected. Third, being a minimum residual method, DPG has built-in a posteriori error estimation and adaptivity, cf. [4, 8, 10].

The development of stable formulations and characterization of traces is at the heart of our studies of DPG formulations for thin structures, [15, 18, 19, 20]. Here we continue the DPG development for higher-order problems, considering a fourth-order div problem. We present two variational formulations of ultraweak type based on systems of first and second order, and analyze their approximations by the DPG method. As we will see, the analysis of the first-order case is relatively straightforward, though including that of a saddle point system with non-zero diagonal blocks. On the other hand, the second-order formulation reduces the number of unknowns (though static condensation of field variables is an option) but complicates the analysis of traces typically appearing in ultraweak formulations. This is particularly the case when analyzing the fully discrete setting that includes the approximation of optimal test functions, cf. [22]. In the end, the approximation of traces is identical in both settings.

Let us finish the introduction with presenting our model problem and giving a description of what follows.

Let \( \Omega \subset \mathbb{R}^d \) \((d \geq 2)\) be a bounded, simply connected Lipschitz domain with boundary \( \Gamma = \partial \Omega \). For a given vector function \( f \) we consider the problem of finding the vector function \( u \) that satisfies

\[
(\nabla \text{div})^2 u + u = f \quad \text{in } \Omega, \quad \text{div} u = u \cdot n = 0 \quad \text{on } \Gamma.
\]

(1)

Here, \( n \) indicates the exterior unit normal vector on \( \Gamma \), and below will be used generically along the boundary of any Lipschitz domain. For ease of presentation we have selected homogeneous boundary conditions. This is not essential and in fact, one of our numerical examples requires non-homogeneous traces on a part of the boundary.

In the next section we recall and study trace operators and spaces that stem from the \((\nabla \text{div})^2\)-operator. For the first-order system these are classical operators, recalled in §2.1 whereas in §2.2 we introduce operators needed for the second-order system. The first-order formulation, along with the general DPG method and a specific discrete setting, is introduced and analyzed in Section 3. Well-posedness of the formulation and quasi-optimal convergence of the DPG method with optimal test functions and with approximated test functions are stated in Theorems 7, 8 and Corollary 9. Here, the fully discrete case considers a general space dimension and arbitrary polynomial degrees (though uniform for simplicity), see §3.1. Proofs are collected in §3.2.2. Section 4 considers the second-order system, using the same setup as in Section 3. Well-posedness of the formulation and quasi-optimal convergence of the schemes are stated by Theorems 12, 13 and Corollary 14. The main difference in this case is that the fully discrete setting is only analyzed for two space dimensions and lowest-order approximation, see §4.1. Proofs for the setup of the second-order system are collected in §4.2.2. In Section 5 we present numerical results for both DPG schemes, considering an example with smooth solution and an example with corner singularity. In the latter case we also consider adaptive variants of both schemes. In all cases we observe the expected convergence orders.
Throughout the paper, $a \preceq b$ means that $a \leq cb$ with a generic constant $c > 0$ that is independent of involved functions and diameters of elements, except otherwise noted. Similarly, we use the notation $a \succeq b$, and $a \asymp b$ means that $a \preceq b$ and $b \preceq a$.

2 Trace spaces and norms

We consider a mesh $\mathcal{T} = \{T\}$ consisting of general non-intersecting Lipschitz elements so that $\bar{\Omega} = \cup\{\bar{T}; T \in \mathcal{T}\}$, and denote by $\mathcal{S} = \{\partial T; T \in \mathcal{T}\}$ its skeleton.

Throughout this section, let $\omega \subset \bar{\Omega}$ denote a Lipschitz domain, for simplicity simply connected, with boundary $\partial \omega$. We use the standard $L_2$ spaces $L_2(\omega)$, $L_2(\omega)^d$ of scalar and vector fields, respectively, with generic norm $\| \cdot \|_\omega$ and $L_2(\omega)$-bilinear form $\langle \cdot , \cdot \rangle_\omega$. We drop the index $\omega$ when $\omega = \Omega$. We also use the standard Sobolev spaces $H^1(\omega)$ and $H^1_0(\omega)$ with norm $\| \cdot \|_{1,\omega}$. Furthermore,

$$H(\div, \omega) := \{ v \in L_2(\omega); \div v \in L_2(\omega) \}, \quad \H_0(\div, \omega) := \{ v \in H(\div, \omega); (v \cdot n)|_{\partial \omega} = 0 \},$$

$$H(\grad, \omega) := \{ v \in L_2(\omega); \grad v \in L_2(\omega) \}, \quad H_0(\grad, \omega) := \{ v \in H(\grad, \omega); (v \cdot n)|_{\partial \omega} = (\div v)|_{\partial \omega} = 0 \}$$

with respective norms

$$\| v \|_{\div, \omega}^2 := \| v \|_\omega^2 + \| \div v \|_{\omega}^2, \quad \| v \|_{\grad, \omega}^2 := \| v \|_\omega^2 + \| \grad v \|_{\omega}^2,$$

and dropping $\omega$ when $\omega = \Omega$. We also need the corresponding product spaces, denoted in the same way but replacing $\omega$ with $\mathcal{T}$, e.g., $H(\grad, \mathcal{T}) = \prod_{T \in \mathcal{T}} H(\grad, T)$ with canonical product norm $\| \cdot \|_{\grad, \mathcal{T}}$. The $L_2(\mathcal{T})$-dualities are denoted by $\langle \cdot , \cdot \rangle_{\mathcal{T}}$.

2.1 Canonical trace operators

We define operators

$$\tr^{\grad} : \begin{cases} H^1(\mathcal{T}) &\rightarrow H(\div, \mathcal{T})', \\ v &\mapsto \langle \tr^{\grad}(v), \tau \rangle_{\mathcal{S}}^\mathcal{V} := \langle v, \div \tau \rangle_{\mathcal{T}} + \langle \grad v, \tau \rangle_{\mathcal{T}} \end{cases}$$

and

$$\tr^{\div} : \begin{cases} H(\div, \mathcal{T}) &\rightarrow H^1(\mathcal{T})', \\ \tau &\mapsto \langle \tr^{\div}(\tau), v \rangle_{\mathcal{S}}^{\mathcal{V}} := \langle \tr^{\grad}(v), \tau \rangle_{\mathcal{S}}^\mathcal{V}. \end{cases}$$

Analogously we define the canonical trace operators for $\omega \subset \Omega$ (instead of $\mathcal{T}$) with support on $\partial \omega$, $\tr^{\grad}_\omega : H^1(\omega) \rightarrow H(\div, \omega)'$ and $\tr^{\div}_\omega : H(\div, \omega) \rightarrow H^1(\omega)'$. Of course, given $v \in H^1(\omega)$ and $\tau \in H(\div, \omega)$, $\tr^{\grad}_\omega(v) = v|_{\partial \omega}$ and $\tr^{\div}_\omega(\tau) = (\tau \cdot n)|_{\partial \omega}$ are the classical traces living in the canonical Sobolev spaces $H^{1/2}(\partial \omega) = \tr^{\grad}_\omega(\H^1(\omega))$ and $H^{-1/2}(\partial \omega) = \tr^{\div}_\omega(\H(\div, \omega))$, respectively.

The statements of the following proposition are proved in [5], Theorem 2.3, Remark 2.5].
Proposition 1. (i) If \( v \in H^1(\Omega) \), then
\[
H^1_0(\Omega) \leftrightarrow \langle \text{tr}^{\text{div}}(\tau), v \rangle^S = 0 \quad \forall \tau \in H(\text{div}, \Omega)
\]
and
\[
v \in H^1(\Omega) \leftrightarrow \langle \text{tr}^{\text{div}}(\tau), v \rangle^S = 0 \quad \forall \tau \in H_0(\text{div}, \Omega).
\]
(ii) If \( \tau \in H(\text{div}, T) \), then
\[
\tau \in H_0(\text{div}, \Omega) \leftrightarrow \langle \text{tr}^{\text{grad}}(v), \tau \rangle^S = 0 \quad \forall v \in H^1(\Omega)
\]
and
\[
\tau \in H(\text{div}, \Omega) \leftrightarrow \langle \text{tr}^{\text{grad}}(v), \tau \rangle^S = 0 \quad \forall v \in H^1_0(\Omega).
\]

The canonical trace spaces are
\[
H^{1/2}(\partial \omega) := \text{tr}^{\text{grad}}(H^1(\omega)), \quad H^{1/2}(S) := \text{tr}^{\text{grad}}(H^1(\Omega)), \quad H^{1/2}_0(S) := \text{tr}^{\text{grad}}(H^1_0(\Omega)),
\]
\[
H^{-1/2}(\partial \omega) := \text{tr}^{\text{div}}(H(\text{div}, \omega)), \quad H^{-1/2}(S) := \text{tr}^{\text{div}}(H(\text{div}, \Omega)), \quad H^{-1/2}_0(S) := \text{tr}^{\text{div}}(H_0(\text{div}, \Omega))
\]
with respective operator norms
\[
\| \hat{v} \|_{(\text{div}, \omega)'} := \sup_{\| \tau \|_{\text{div}, \omega} = 1} \langle \hat{v}, \tau \rangle_{\partial \omega}^\circ \quad (\hat{v} \in H^{1/2}(\partial \omega)),
\]
\[
\| \hat{v} \|_{(\text{div}, T)'} := \sup_{\| \tau \|_{\text{div}, T} = 1} \langle \hat{v}, \tau \rangle_{S}^\circ \quad (\hat{v} \in H^{1/2}(S)),
\]
\[
\| \hat{\tau} \|_{(1, \omega)'} := \sup_{\| v \|_{1, \omega} = 1} \langle \hat{\tau}, v \rangle_{\partial \omega}^\circ \quad (\hat{\tau} \in H^{-1/2}(\partial \omega)),
\]
\[
\| \hat{\tau} \|_{(1, T)'} := \sup_{\| v \|_{1, T} = 1} \langle \hat{\tau}, v \rangle_{S}^\circ \quad (\hat{\tau} \in H^{-1/2}(S)).
\]

Here, the dualities between the trace spaces and their corresponding test spaces are taken to be consistent with the trace operator. For instance, given \( \hat{v} \in H^{1/2}(S) \) and \( \tau \in H(\text{div}, T) \),
\[
\langle \hat{v}, \tau \rangle^S := \langle \text{tr}^{\text{grad}}(v), \tau \rangle^S \quad \text{with} \quad v \in H^1(\Omega) \quad \text{s.th.} \quad \text{tr}^{\text{grad}}(v) = \hat{v}.
\]

Alternatively, the canonical trace norms are
\[
\| \hat{v} \|_{1/2, \partial \omega} := \inf \{ \| v \|_{1, \omega}; \quad v \in H^1(\omega), \quad \text{tr}^{\text{grad}}(v) = \hat{v} \} \quad (\hat{v} \in H^{1/2}(\partial \omega)),
\]
\[
\| \hat{v} \|_{1/2, S} := \inf \{ \| v \|_{1}; \quad v \in H^1(\Omega), \quad \text{tr}^{\text{grad}}(v) = \hat{v} \} \quad (\hat{v} \in H^{1/2}(S)),
\]
\[
\| \hat{\tau} \|_{-1/2, \partial \omega} := \inf \{ \| \tau \|_{\text{div}, \omega}; \quad \tau \in H(\text{div}, \omega), \quad \text{tr}^{\text{div}}(\tau) = \hat{\tau} \} \quad (\hat{\tau} \in H^{-1/2}(\partial \omega)),
\]
\[
\| \hat{\tau} \|_{-1/2, S} := \inf \{ \| \tau \|_{\text{div}}; \quad \tau \in H(\text{div}, \Omega), \quad \text{tr}^{\text{div}}(\tau) = \hat{\tau} \} \quad (\hat{\tau} \in H^{-1/2}(S)).
\]

The equivalence of the corresponding trace norms will be relevant. In fact, they are pairwise identical as stated by the next proposition.
Proposition 2. [Lemma 2.1] The identities

\[ \| \mathcal{H}_v \|_{1/2, \partial \omega} = \| \mathcal{H}_{(\nabla \cdot v)} \|_{1/2(\partial \omega)} \],  
\[ \| \mathcal{H}_{\partial_\omega} \|_{1/2, S} = \| \mathcal{H}_{(\nabla \cdot \tau)} \|_{1/2(S)} \],  
\[ \| \mathcal{H}_{\partial_\omega} \|_{1/2, \tau} = \| \mathcal{H}_{(\nabla \tau)} \|_{1, \tau} \],  
\[ \| \mathcal{H}_{\partial_\omega} \|_{1/2, \tau} = \| \mathcal{H}_{(\nabla \tau)} \|_{1, \tau} \]

hold true.

2.2 A grad-div trace operator

Proposition 3. Let \( \omega \subset \Omega \) be a Lipschitz domain. The norms \( \| \cdot \|_{\nabla \cdot \omega} \) and \( \| \cdot \|_{\omega} + \| \cdot \|_{\nabla \cdot \omega} \) are equivalent in \( H(\nabla \cdot \omega, \omega) \), with the non-trivial constant depending on \( \omega \).

Proof. Noting that \( \nabla \cdot v \in L_2(\omega) \) implies that \( \nabla \cdot v \in L_2(\Omega) \) it follows that \( H(\nabla \cdot \omega, \omega) \) is Banach with respect to both norms, \( \| \cdot \|_{\nabla \cdot \omega} \) and \( \| \cdot \|_{\omega} + \| \cdot \|_{\nabla \cdot \omega} \). The trivial bound \( \| \cdot \|_{\nabla \cdot \omega} \leq \| \cdot \|_{\nabla \cdot \omega, \omega} + \| \cdot \|_{\omega} \) then implies the equivalence of both norms. \( \square \)

Analogously as the canonical traces, we define traces induced by the operator \( \nabla \cdot \omega \),

\[ \text{tr}_{\nabla \cdot \omega} : \begin{cases} H(\nabla \cdot \omega, \omega) & \to H(\nabla \cdot \omega) \prime, \\ v & \mapsto \langle \text{tr}_{\nabla \cdot \omega}(v), \tau \rangle_{\nabla \cdot \omega} := \langle v, \nabla \cdot \tau \rangle_{\Omega} - \langle \nabla \cdot v, \tau \rangle_{\Omega} \end{cases} \]

and analogously for \( \omega \subset \Omega \) (instead of \( \Omega \)) \( \text{tr}_{\nabla \cdot \omega} : H(\nabla \cdot \omega, \omega) \to H(\nabla \cdot \omega, \omega) \prime \) with support on \( \partial \omega \), and duality \( \langle \cdot, \cdot \rangle_{\partial \omega} \). By Proposition 3, \( v \in H(\nabla \cdot \omega, \omega) \) implies that \( v \in H(\nabla \cdot \omega, \omega) \) and \( \nabla \cdot v \in H^1(\omega) \). Therefore, \( \text{tr}_{\nabla \cdot \omega}(v) \) has the two well-posed classical trace components \( v \cdot n|_{\partial \omega} \) and \( (\nabla v)|_{\partial \omega} \), and we can write

\[ \langle \text{tr}_{\nabla \cdot \omega}(v), \tau \rangle_{\partial \omega} = \langle \text{tr}_{\nabla \cdot \omega}(v), \nabla \cdot \tau \rangle_{\partial \omega} - \langle \text{tr}_{\nabla \cdot \omega}(\nabla v), \tau \rangle_{\partial \omega} \quad \forall v, \tau \in H(\nabla \cdot \omega). \quad (2) \]

Though, the separate canonical components are not uniformly bounded with respect to the domain \( \omega \) under consideration. In the following, \( \text{tr}_{\nabla \cdot \omega}(v) = (g_1, g_2) \) for \( v \in H(\nabla \cdot \omega, \omega) \) means that \( g_1 = \text{tr}_{\nabla \cdot \omega}(v)|_{\partial \omega} = (v \cdot n)|_{\partial \omega} \) and \( g_2 = \text{tr}_{\nabla \cdot \omega}(\nabla v) = (\nabla v)|_{\partial \omega} \).

We proceed with considering the trace operator \( \text{tr}_{\nabla \cdot \omega} \) and its induced trace spaces. We define local trace spaces

\[ H_{\nabla \cdot \omega} := \text{tr}_{\nabla \cdot \omega}(H(\nabla \cdot \omega, \omega)) \]

and the “skeleton” variants

\[ H_{\nabla \cdot \omega}(S) := \text{tr}_{\nabla \cdot \omega}(H(\nabla \cdot \omega, \Omega)), \quad H_{0 \nabla \cdot \omega}(S) := \text{tr}_{\nabla \cdot \omega}(H_0(\nabla \cdot \omega, \Omega)) \]
provided with operator norms,
\[
\| \hat{v} \|_{(\nabla \div, \omega)'} := \sup_{|\tau|_{\nabla \div, \omega} = 1} \langle \hat{v}, \tau \rangle_{\nabla \div, \omega} \quad (\hat{v} \in H^{\nabla \div}(\partial \omega)),
\]
\[
\| \hat{v} \|_{(\nabla \div, \tau)'} := \sup_{|\tau|_{\nabla \div, \tau} = 1} \langle \hat{v}, \tau \rangle_{\nabla \div, \tau} \quad (\hat{v} \in H^{\nabla \div}(S)).
\]
As before, the dualities are defined to be consistent with the definition of the trace operator. The canonical trace norms are
\[
\| \hat{v} \|_{-1/2,1, \partial \omega} := \inf \{ \| v \|_{\nabla \div, \omega} : v \in H(\nabla \div, \omega), \ \text{tr}_{\omega}^{\nabla \div}(v) = \hat{v} \} \quad (\hat{v} \in H^{\nabla \div}(\partial \omega)),
\]
\[
\| \hat{v} \|_{-1/2,1, S} := \inf \{ \| v \|_{\nabla \div} : v \in H(\nabla \div, \Omega), \ \text{tr}_{\omega}^{\nabla \div}(v) = \hat{v} \} \quad (\hat{v} \in H^{\nabla \div}(S)),
\]
and in Proposition 5 we will see that \( \| \cdot \|_{-1/2,1, S} = \| \cdot \|_{(\nabla \div, \tau)'} \).

The following proposition relates the combined \( \nabla \div \) traces with the canonical ones. We formulate it for an arbitrary Lipschitz domain but only will use it for \( \Omega \).

**Proposition 4.** Let \( \omega \subset \Omega \) be a Lipschitz domain. The spaces
\[
(H^{\nabla \div}(\partial \omega), \| \cdot \|_{-1/2,1/2, \partial \omega}), \quad (H^{-1/2}(\partial \omega), \| \cdot \|_{1/2, \partial \omega}) \times (H^{1/2}(\partial \omega), \| \cdot \|_{1/2, \partial \omega})
\]
are identical with equivalent norms and equivalence constants that may depend on \( \omega \). More specifically, the inclusion \( H^{-1/2}(\partial \omega) \times H^{1/2}(\partial \omega) \subset H^{\nabla \div}(\partial \omega) \) is due to the existence of a bounded extension operator \( \mathcal{E}_\omega : H^{-1/2}(\partial \omega) \times H^{1/2}(\partial \omega) \to H(\nabla \div, \omega) \) with \( \text{tr}_{\omega}^{\nabla \div} \circ \mathcal{E}_\omega = \text{id} \).

**Proof.** We already have seen trace identification (2) which shows the algebraic inclusion \( H^{\nabla \div}(\partial \omega) \subset H^{-1/2}(\partial \omega) \times H^{1/2}(\partial \omega) \).

Now, to show the other inclusion and its continuity let \((g_1, g_2) \in H^{-1/2}(\partial \omega) \times H^{1/2}(\partial \omega)\) be given. We extend \( g_1 := (g_1, 0) \mapsto v_1 \in H(\nabla \div, \omega) \) and \( g_2 := (0, g_2) \mapsto v_2 \in H(\nabla \div, \omega) \) such that \( \text{tr}_{\omega}^{\nabla \div}(v_j) = (\text{tr}_{\omega}^{\nabla \div}(v_j), \text{tr}_{\omega}^{\nabla \div}(\text{div} v_j)) = g_j \), and with boundedness \( \| v_1 \|_{\nabla \div, \omega} \leq \| g_1 \|_{-1/2, \partial \omega} \) and \( \| v_2 \|_{\nabla \div, \omega} \leq \| g_2 \|_{-1/2, \partial \omega} \) \((j = 1, 2)\). The extension \((g_1, g_2) \mapsto \mathcal{E}_\omega(g_1, g_2) := v := v_1 + v_2\) then satisfies \( v \in H(\nabla \div, \omega) \) with \( \text{tr}_{\omega}^{\nabla \div}(v) = (g_1, g_2) \) and the bound
\[
\| \text{tr}_{\omega}^{\nabla \div}(v) \|_{-1/2,1/2, \partial \omega} \leq \| v \|_{\nabla \div, \omega} \leq \| g_1 \|_{-1/2, \partial \omega} + \| g_2 \|_{1/2, \partial \omega}.
\]
The equivalence of both norms then follows since \( H^{\nabla \div}(\partial \omega) = H^{-1/2}(\partial \omega) \times H^{1/2}(\partial \omega) \) are Banach spaces.

**Extension of \( g_1 \).** We define \( \phi \in H^1(\omega) \) and \( \psi \in H^1(\omega) \) as the solutions to
\[
- \Delta \phi = \alpha \quad \text{in} \ \omega,
\]
\[
- \Delta \psi = \phi \quad \text{in} \ \omega, \quad \partial_\omega \psi = -g_1 \quad \text{on} \ \partial \omega,
\]
where \( \alpha \in \mathbb{R} \) is chosen so that \( \langle \phi, 1 \rangle_\omega - \langle g_1, 1 \rangle^{\nabla \div}_{|\partial \omega} = 0 \). Then we select \( v_1 := -\nabla \psi \) and observe that \( \text{curl} v_1 = (\nabla \div)^2 v_1 = 0 \) and \( \text{tr}_{\omega}^{\nabla \div}(v_1) = (v_1 \cdot n, \text{div} v_1)|_{|\partial \omega} = (g_1, 0) \). Furthermore,
\[
\| v_1 \|^2_\omega = \| \nabla \psi \|^2_\omega \leq \| \phi \|^2_\omega + \| g_1 \|^2_{-1/2, \partial \omega},
\]
\[
\| \nabla \div v_1 \|^2_\omega + \| \phi \|^2_\omega = \| \nabla \phi \|^2_\omega + \| \phi \|^2_\omega \leq \| \nabla \phi \|^2_\omega.
\]
It is not difficult to see that \( \| \nabla \phi \|_\omega \simeq |\alpha| \lesssim \| g_1 \|_{-1/2, \partial \omega} \). This finishes the extension of \( g_1 \).

**Extension of \( g_2 \).** We define \( \phi \in H^1(\omega) \) and \( \psi \in H^3(\omega) \) as the solutions to

\[
- \Delta \phi = 0 \quad \text{in } \omega, \quad \phi = g_2 \quad \text{on } \partial \omega,
\]

\[
- \Delta \psi = \beta \quad \text{in } \omega, \quad \partial_n \psi = \beta \quad \text{on } \partial \omega,
\]

where \( \beta \in \mathbb{R} \) is chosen so that \((\phi, 1)_\omega + \langle \beta, 1 \rangle_{\partial \omega} = 0 \). Let us denote the extension \( g_1 = (g_1, 0) \mapsto v_1 \) from the previous step as \( \mathcal{E}_\omega^1(g_1) \). Then we define \( v_2 := \mathcal{E}_\omega^1(\beta) - \nabla \psi \) and observe that \( \nabla (\div v_2 = (\nabla \div)^2 v_2 = 0 \) and \( \nabla (\div (v_2) = (0, g_2) \). Furthermore,

\[
\| v_2 \|_{\omega} \leq 2\left( \| \mathcal{E}_\omega^1(\beta) \|_{\omega} + \| \nabla \psi \|_{\omega}^2 \right) \leq |\beta|^2 + \| \phi \|_{\omega}^2 \leq \| g_2 \|_{1/2, \partial \omega}^2,
\]

\[
\| \nabla \div v_2 \|_{\omega}^2 \leq 2\left( \| \nabla \div \mathcal{E}_\omega^1(\beta) \|_{\omega}^2 + \| \nabla \phi \|_{\omega}^2 \right) \leq |\beta|^2 + \| g_2 \|_{1/2, \partial \omega}^2.
\]

The bound \( |\beta| \lesssim \| \phi \|_{\omega} \lesssim \| g_2 \|_{1/2, \partial \omega} \) finally proves the required boundedness of the extension \( v_2 \).

The following propositions will be needed to analyze our second-order ultraweak formulation of problem \( 1 \).

**Proposition 5.** The identity

\[
\| \hat{v} \|_{-1/2, 1/2, S} = \| \hat{v} \|_{(\nabla \div, T)'} \quad (\hat{v} \in H^{\nabla \div}(S))
\]

holds true.

**Proof.** The proof of this result is by now standard, cf. [5] Proofs of Lemma 2.2, Theorem 2.3] and [13] Proofs of Lemma 3.2, Proposition 3.5]. We only recall the essential steps, following the setting from [13]. The bound \( \| \cdot \|_{(\nabla \div, T)'} \leq \| \cdot \|_{-1/2, 1/2, S} \) is immediate by definition of the trace operator. For the other inequality let \( \hat{v} \in H^{\nabla \div}(S) \) be given. We define \( \tau \in H(\nabla \div, T) \) as the solution to

\[
(\tau, \delta \tau) + (\nabla \div \tau, \nabla \div \delta \tau)_{T} = \langle \hat{v}, \delta \tau \rangle_{S}^{\nabla \div} \quad \forall \delta \tau \in H(\nabla \div, T)
\]

and \( \tau \mapsto v \in H(\nabla \div, \Omega) \) as the solution to

\[
(\tau, \delta v) + (\nabla \div v, \nabla \div \delta v) = \langle \tr^{\nabla \div}(\delta v), \tau \rangle_{S}^{\nabla \div} \quad \forall \delta v \in H(\nabla \div, \Omega).
\]

It follows that \( v = \nabla \div \tau \) (piecewise on \( T \)), leading to \( \tr^{\nabla \div}(v) = \hat{v} \) and \( \| \tau \|_{\nabla \div, T}^2 = \| v \|_{\nabla \div}^2 \) so that

\[
\| \hat{v} \|_{(\nabla \div, T)'} \geq \| \hat{v}, \tau \|_{S}^{\nabla \div} \geq \| \hat{v} \|_{\nabla \div, T} \geq \| v \|_{-1/2, 1/2, S}.
\]

**Proposition 6.** If \( v \in H(\nabla \div, T) \), then

\[
v \in H_0(\nabla \div, \Omega) \quad \iff \quad \langle \tr^{\nabla \div}(\tau), v \rangle_{S}^{\nabla \div} = 0 \quad \forall \tau \in H(\nabla \div, \Omega)
\]

and

\[
v \in H(\nabla \div, \Omega) \quad \iff \quad \langle \tr^{\nabla \div}(\tau), v \rangle_{S}^{\nabla \div} = 0 \quad \forall \tau \in H_0(\nabla \div, \Omega).
\]
Proof. The statements can be proved by standard techniques. Let us recall them briefly. In both cases the direction “⇒” holds by integration by parts, taking into account the inherent regularities of \( H(\nabla \text{div}, \Omega) \) mentioned previously. The direction “⇐” without boundary condition holds by the distributional definition of the derivatives:

\[
\nabla \text{div} \, \mathbf{v}(\phi) := (\mathbf{v}, \nabla \text{div} \, \phi) = (\nabla \text{div} \, \mathbf{v}, \phi)_\Omega + (\text{tr}^{\text{div}}(\mathbf{v}), \phi)_{\partial \Omega} = (\nabla \text{div} \, \mathbf{v}, \phi)_\Omega \quad \forall \phi \in C_0^\infty(\Omega)^d,
\]

giving \( \nabla \text{div} \, \mathbf{v} \in L_2(\Omega) \). Now, to show the boundary condition in the first statement, let \( \mathbf{v} \in H(\nabla \text{div}, \Omega) \) be given. We use Proposition 3 to extend an arbitrary datum \( \mathbf{g} = (g_1, g_2) \in H^{-1/2}(\Gamma) \times H^{1/2}(\Gamma) \) to \( \mathcal{E}_\Omega(\mathbf{g}) \in H(\nabla \text{div}, \Omega) \). By assumption, the fact that \( \mathcal{E}_\Omega \) is a right-inverse of \( \text{tr}^{\text{div}}_\Omega \) and relation [2], we find that

\[
0 = \langle \text{tr}^{\text{div}}(\mathcal{E}_\Omega(\mathbf{g})), \mathbf{v} \rangle_{\partial \Omega} = \langle \text{tr}^{\text{div}}(\mathcal{E}_\Omega(\mathbf{g})), \mathbf{v} \rangle_{\partial \Omega}
\]

where \( \langle \cdot, \cdot \rangle_\Gamma \) denotes the duality between \( H^{-1/2}(\Gamma) \) and \( H^{1/2}(\Gamma) \) (in any order) with \( L_2(\Gamma) \) as pivot space. We conclude that \( \text{div} \, \mathbf{v} = \mathbf{v} \cdot \mathbf{n} = 0 \) on \( \Gamma \).

3 First-order variational formulation and DPG method

Denoting \( \mathbf{u}_1 := \mathbf{u} \), we write [1] as the first-order system

\[
\begin{align*}
\nabla u_4 + \mathbf{u}_1 &= f, \\
\text{div} \, \mathbf{u}_3 - u_4 &= 0, \\
\nabla u_2 - \mathbf{u}_3 &= 0, \\
\text{div} \, \mathbf{u}_1 - u_2 &= 0
\end{align*}
\]

in \( \Omega \) subject to \( \mathbf{u}_1 \cdot \mathbf{n} = u_2 = 0 \) on \( \Gamma \). Testing [3a]–[3d] with piecewise smooth functions \( \mathbf{v}_1, \mathbf{v}_2, \mathbf{v}_3, \mathbf{v}_4 \), respectively, and employing the trace operators \( \text{tr}^{\text{grad}}, \text{tr}^{\text{div}} \), we obtain

\[
(\mathbf{u}_1, \mathbf{v}_1 - \nabla v_4)_\Omega - (u_2, v_4 + \text{div} \, \mathbf{v}_3)_\Omega - (\mathbf{u}_3, \mathbf{v}_3 + \nabla v_2)_\Omega - (u_4, v_2 + \text{div} \, \mathbf{v}_1)_\Omega
\]

\[
+ (\text{tr}^{\text{div}}(\mathbf{u}_1), v_4)_S + (\text{tr}^{\text{grad}}(u_2), \mathbf{v}_3)_S + (\text{tr}^{\text{div}}(\mathbf{u}_3), \mathbf{v}_2)_S + (\text{tr}^{\text{grad}}(u_4), \mathbf{v}_1)_S = (f, \mathbf{v}_1).
\]

We replace the traces by independent trace variables

\[
\hat{\mathbf{u}}_1 = \text{tr}^{\text{div}}(\mathbf{u}_1), \quad \hat{\mathbf{u}}_2 = \text{tr}^{\text{grad}}(u_2), \quad \hat{\mathbf{u}}_3 = \text{tr}^{\text{div}}(\mathbf{u}_3), \quad \hat{\mathbf{u}}_4 = \text{tr}^{\text{grad}}(u_4),
\]

and define the spaces

\[
\begin{align*}
\Omega := \mathfrak{U}_0 \times \tilde{\Omega} \quad &\text{with} \quad \mathfrak{U}_0 := L_2(\Omega) \times L_2(\Omega) \times L_2(\Omega), \\
\tilde{\Omega} := H^{-1/2}(S) \times H^{1/2}(S) \times H^{-1/2}(S) \times H^{1/2}(S), \quad &\text{and} \\
\mathfrak{W}(\mathcal{T}) := H(\text{div}, \mathcal{T}) \times H^1(\mathcal{T}) \times H(\text{div}, \mathcal{T}) \times H^1(\mathcal{T})
\end{align*}
\]
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with (squared) norms
\[
\|(u_1, u_2, u_3, u_4, \hat{u}_1, \hat{u}_2, \hat{u}_3, \hat{u}_4)\|^2_{\mathcal{U}} := \|(u_1, u_2, u_3, u_4)\|^2 + \|(\hat{u}_1, \hat{u}_2, \hat{u}_3, \hat{u}_4)\|^2_{\mathcal{U}}
\]
\[
\|v\|^2_{\mathcal{V}(T)} := \|v\|^2_{\text{div}, T} + \|v\|^2_{1,T} + \|\text{div} v\|^2_{1,T}.
\]
respectively. Then, our first variational formulation of (1) reads:

Find \(u = (u_1, u_2, u_3, u_4, \hat{u}_1, \hat{u}_2, \hat{u}_3, \hat{u}_4) \in \mathcal{U}\) such that
\[
\begin{align*}
\langle \mathbf{u}, \mathbf{v} \rangle = & b(u, v) = L(v) & \forall v = (v_1, v_2, v_3, v_4) \in \mathcal{V}(T),
\end{align*}
\]
in operator form
\[
u \in \mathcal{U}: \quad Bu = L \quad \text{in } \mathcal{V}(T)',
\]
Here,
\[
\begin{align*}
b(u, v) := & \langle u_1, v_1 - \nabla v_1 \rangle_T - \langle u_2, v_2 + \nabla v_3 \rangle_T - \langle u_3, v_3 + \nabla v_2 \rangle_T - \langle u_4, v_2 + \nabla v_1 \rangle_T \\
& + \langle \hat{u}_1, v_1 \rangle_{S} + \langle \hat{u}_2, v_2 \rangle_{S} + \langle \hat{u}_3, v_3 \rangle_{S} + \langle \hat{u}_4, v_1 \rangle_{S}
\end{align*}
\]
and
\[
L(v) := (f, v_1).
\]

**Theorem 7.** For given \(f \in L_2(\Omega)\) there exists a unique solution \(u = (u_1, u_2, u_3, u_4, \hat{u}_1, \hat{u}_2, \hat{u}_3, \hat{u}_4) \in \mathcal{U}\) to (4). It is uniformly bounded,
\[
\|u\|_{\mathcal{U}} \leq |f|
\]
with a hidden constant that is independent of \(f \) and \(T\). Furthermore, \(u := u_1\) solves (1).

For a proof of this theorem we refer to §3.2.2.

In order to define our approximation scheme, we consider a (family of) discrete subspace(s) \(\mathcal{U}_h \subset \mathcal{U}\) (being set on a sequence of meshes \(T\)) and introduce the trial-to-test operator \(\mathcal{S} : \mathcal{U} \to \mathcal{V}(T)\) by
\[
\langle \mathcal{S}(u), v \rangle_{\mathcal{V}(T)} = b(u, v) & \forall v \in \mathcal{V}(T).
\]
Then, our first DPG scheme for problem (1) is: Find \(u_h \in \mathcal{U}_h\) such that
\[
\begin{align*}
b(u_h, \mathcal{S}\hat{u}) = & L(\mathcal{S}\hat{u}) & \forall \hat{u} \in \mathcal{U}_h.
\end{align*}
\]

The following theorem states its quasi-optimal approximation property.

**Theorem 8.** Let \(f \in L_2(\Omega)\) be given. For any finite-dimensional subspace \(\mathcal{U}_h \subset \mathcal{U}\) there exists a unique solution \(u_h \in \mathcal{U}_h\) to (5). It satisfies the quasi-optimal error estimate
\[
\|u - u_h\|_{\mathcal{U}} \leq \|u - v\|_{\mathcal{U}} & \forall v \in \mathcal{U}_h
\]
with a hidden constant that is independent of \(T\).

A proof of this theorem is given in §3.2.2.
3.1 Fully discrete method

In practice, the action of the trial-to-test operator $\mathfrak{T}$ has to be approximated. To this end we replace the test space by a sufficiently rich finite-dimensional subspace $\mathfrak{V}_h(\mathcal{T}) \subset \mathfrak{V}(\mathcal{T})$, and use the approximated operator $\mathfrak{T}_h : \mathcal{U}_h \rightarrow \mathfrak{V}_h(\mathcal{T})$ defined by

$$
\langle \mathfrak{T}_h(u), v \rangle_{\mathfrak{V}(\mathcal{T})} = b(u, v) \quad \forall v \in \mathfrak{V}_h(\mathcal{T}).
$$

The fully discrete DPG method then is

$$
u_h \in \mathcal{U}_h : \quad b(u_h, \mathfrak{T}_h \delta u) = L(\mathfrak{T}_h \delta u) \quad \forall u \in \mathcal{U}_h. \tag{6}
$$

Discrete stability and quasi-optimal convergence of this scheme is guaranteed by the existence of a (sequence of) Fortin operator(s) $\Pi_F : \mathfrak{V}(\mathcal{T}) \rightarrow \mathfrak{V}_h(\mathcal{T})$, i.e., $\Pi_F$ is uniformly bounded with respect to the underlying (sequence of) space(s) $\mathfrak{V}_h(\mathcal{T})$ and satisfies

$$
b(u_h, v - \Pi_F v) = 0 \quad \forall u_h \in \mathcal{U}_h, \ v \in \mathfrak{V}(\mathcal{T}),
$$

see [22] for details.

In order to be specific, let us fix the discretization. We consider a polygonal domain $\Omega \subset \mathbb{R}^d$ $(d \geq 2)$ and meshes $\mathcal{T}$ of shape-regular simplicial elements:

$$
\sup_{T \in \mathcal{T}} \frac{\text{diam}(T)^d}{|T|} \quad \text{is uniformly bounded.}
$$

In the following, $\mathcal{F}_T$ denotes the set of faces of an element $T \in \mathcal{T}$. For a non-negative integer $p$ let us define the discrete spaces

\begin{align*}
\mathcal{P}^p(T) & := \{ v : T \rightarrow \mathbb{R}; \ v \text{ is a polynomial of degree } p \} \quad (T \in \mathcal{T}), \\
\mathcal{P}^p(\mathcal{T}) & := \{ v \in L_2(\Omega); \ v|_T \in \mathcal{P}^p(T) \ \forall T \in \mathcal{T} \}, \\
\mathcal{P}^p(F) & := \{ v : F \rightarrow \mathbb{R}; \ v \text{ is a polynomial of degree } p \} \quad (F \in \mathcal{F}_T, T \in \mathcal{T}), \\
\mathcal{P}^p(\mathcal{F}_T) & := \{ v \in L_2(\partial T); \ v|_F \in \mathcal{P}^p(F) \ \forall F \in \mathcal{F}_T \} \quad (T \in \mathcal{T}), \\
U^{\text{div},p}(\mathcal{T}) & := \{ v \in H(\text{div}, \Omega); \ (v \cdot n)|_{\partial T} \in \mathcal{P}^p(\mathcal{F}_T) \ \forall T \in \mathcal{T} \}, \\
\mathcal{P}^p(\mathcal{S}) & := \text{tr}^{\text{div}}(U^{\text{div},p}(\mathcal{T})), \quad \mathcal{P}^p_0(\mathcal{S}) := \text{tr}^{\text{div}}(U^{\text{div},p}(\mathcal{T}) \cap H_0(\text{div}, \Omega)), \\
U^{\text{grad},p}(\mathcal{T}) & := \{ v \in H^1(\Omega); \ v|_{\partial T} \in \mathcal{P}^p(\mathcal{F}_T) \ \forall T \in \mathcal{T} \}, \\
\mathcal{P}^{p,c}(\mathcal{S}) & := \text{tr}^{\text{grad}}(U^{\text{grad},p}(\mathcal{T})), \quad \mathcal{P}^{p,c}_0(\mathcal{S}) := \text{tr}^{\text{grad}}(U^{\text{grad},p}(\mathcal{T}) \cap H_0^1(\Omega)).
\end{align*}

Then we consider the approximation space

$$
\mathcal{U}_h := \mathcal{U}_h^0 := \mathcal{P}^p(T)^d \times \mathcal{P}^p(T) \times \mathcal{P}^p(T)^d \times \mathcal{P}^p(T) \times \mathcal{P}^p_0(\mathcal{S}) \times \mathcal{P}^{p+1,c}_0(\mathcal{S}) \times \mathcal{P}^p(\mathcal{S}) \times \mathcal{P}^{p+1,c}(\mathcal{S}) \tag{7}
$$
and discrete test space
\[ \mathcal{V}_h(\mathcal{T}) := \mathcal{V}^p_h(\mathcal{T}) := \mathcal{P}^{p+2}(\mathcal{T})^d \times \mathcal{P}^{p+d+1}(\mathcal{T}) \times \mathcal{P}^{p+2}(\mathcal{T})^d \times \mathcal{P}^{p+d+1}(\mathcal{T}). \]  

We employ the operators \( \Pi^{\text{div}}_{p+d} \) and \( \Pi^{\text{grad}}_{p+d+1} \) from [22] Section 3.4, and using the results reported there it is clear that
\[ \Pi_F(v) := (\Pi^{\text{div}}_{p+2}v_1, \Pi^{\text{grad}}_{p+d+1}v_2, \Pi^{\text{div}}_{p+2}v_3, \Pi^{\text{grad}}_{p+d+1}v_4) \]
for \( v = (v_1, v_2, v_3, v_4) \in \mathcal{V}(\mathcal{T}) \) is a Fortin operator as required for our case. For details we refer to [22] Lemmas 3.2.3.3]. Note the increased polynomial degree by \( d+1 \) instead of \( d \) as in [22] for the approximation of \( H^1(\mathcal{T}) \). This is necessary due to the presence of the terms \( (u_2, v_4) \) and \( (u_4, v_2) \) in the bilinear form, contrary to the Poisson case in [22] without reaction term.

Combining the established existence of a Fortin operator with Theorem 8, we conclude the quasi-optimal convergence of the fully-discrete DPG scheme, cf. [22] Theorem 2.1.

**Corollary 9.** Let \( f \in L_2(\Omega) \) and \( p \in \mathbb{N}_0 \) be given. Selecting the approximation and test spaces \( \Omega_h, \mathcal{V}_h(\mathcal{T}) \) as in (7), (8), respectively, system (8) has a unique solution \( u_h \in \Omega_h \). It satisfies the quasi-optimal error estimate
\[ \| u - u_h \|_U \leq \| u - v \|_U \quad \forall v \in \Omega_h \]
with a hidden constant that is independent of \( \mathcal{T} \).

### 3.2 Proofs for the first-order formulation

In this section we prove Theorems 7, 8. This requires some preliminary steps given next.

#### 3.2.1 Stability of the adjoint problem

The adjoint problem to (3) with continuous test functions
\[ (v_1, v_2, v_3, v_4) \in \mathcal{V}_0(\Omega) := H_0(\text{div}, \Omega) \times H^1_0(\Omega) \times H(\text{div}, \Omega) \times H^1(\Omega) \]
reads as follows: Given \( g_1, g_3 \in L_2(\Omega) \) and \( g_2, g_4 \in L_2(\Omega) \), find \( (v_1, v_2, v_3, v_4) \in \mathcal{V}_0(\Omega) \) such that
\[ v_1 - \nabla v_4 = g_1, \quad v_4 + \text{div} v_3 = g_2, \quad v_3 + \nabla v_2 = g_3, \quad v_2 + \text{div} v_1 = g_4. \]  

(9)

It is a fully non-homogeneous version of (3) with some sign changes. We show that this problem is well posed.

**Lemma 10.** There is a unique solution \( v = (v_1, v_2, v_3, v_4) \in \mathcal{V}_0(\Omega) \) to (9), and the bound
\[ \| v \|^2_{\mathcal{V}(\mathcal{T})} \leq \| g_1 \|^2 + \| g_2 \|^2 + \| g_3 \|^2 + \| g_4 \|^2 \]
holds with a constant that is independent of the given data.
Proof. Eliminating \(v_1\) and \(v_3\), (9) becomes

\[
v_4 + \text{div} (g_3 - \nabla v_2) = g_2, \quad v_2 + \text{div} (g_1 + \nabla v_4) = g_1,
\]

and in variational form: Find \((v_2, v_4) \in H^1_0(\Omega) \times H^1(\Omega)\) such that

\[
a(v_2, v_4; \delta v_2, \delta v_4) = (g_2, \delta v_2) + (g_3, \nabla \delta v_2) + (g_4, \delta v_4) + (g_1, \nabla \delta v_4)
\]

for any \((\delta v_2, \delta v_4) \in H^1_0(\Omega) \times H^1(\Omega)\) where

\[
a(v_2, v_4; \delta v_2, \delta v_4) := (\nabla v_2, \nabla \delta v_2) + (v_2, \delta v_2) + (\delta v_2, \delta v_4) - \nabla v_4, \nabla \delta v_4).
\]

Note that the discarded duality between the traces on \(\Gamma\) of \((g_1 + \nabla v_4) \cdot \mathbf{n}\) and \(\delta v_4\) implies the required homogeneous boundary condition for \(v_1 := g_1 + \nabla v_4\). Problem (10) is a mixed system of saddle point form. It is somewhat non-standard due to the presence of the negative semi-definite form \(-\langle \nabla v_4, \nabla \delta v_4 \rangle\). We show its well-posedness. Then, \(v := (v_1, v_2, v_3, v_4)\) with \(v_1 := g_1 + \nabla v_4\) and \(v_3 := g_3 - \nabla v_2\) satisfies \(v \in \mathcal{U}_0(\Omega)\), solves (10), and is bounded as claimed.

Noting the boundedness of the appearing linear and bilinear forms, to show well-posedness of (10) it is enough to verify the inf-sup condition

\[
\sup_{0 \neq (\delta v_2, \delta v_4) \in H^1_0(\Omega) \times H^1(\Omega)} \frac{a(v_2, v_4; \delta v_2, \delta v_4)}{\|v_2\|_1 \|v_4\|_1} \geq \|\nabla v_2\| + \|\nabla v_4\|_1 \quad \forall (v_2, v_4) \in H^1_0(\Omega) \times H^1(\Omega)
\]

and injectivity

\[
a(\delta v_2, \delta v_4; v_2, v_4) = 0 \quad \forall (\delta v_2, \delta v_4) \in H^1_0(\Omega) \times H^1(\Omega) \quad \Rightarrow \quad v_2 = v_4 = 0
\]

for \((v_2, v_4) \in H^1_0(\Omega) \times H^1(\Omega)\). The injectivity is immediate since \(a(v_2, -v_4; v_2, v_4) = \|\nabla v_2\|^2 + \|\nabla v_4\|^2 = 0\) implies that \(v_2 = 0, v_4 = c \in \mathbb{R}\), and \(a(\delta v_2, 0; 0, c) = (\delta v_2, c) = 0 \forall \delta v_2 \in H^1_0(\Omega)\) means that \(c = 0\).

We are left with proving (11). To this end we define

\[
\|v_2, v_4\|_a^2 := \|\nabla v_2\|^2 + \|\nabla v_4\|^2 + |a(v_2, v_4; w, 0)|^2, \quad (v_2, v_4) \in H^1_0(\Omega) \times H^1(\Omega),
\]

where \(w \in H^1_0(\Omega)\) is a fixed function solving \(-\Delta w = 1\) in \(\Omega\). One verifies that \(\|\cdot\|_a\) is a norm in \(H^1_0(\Omega) \times H^1(\Omega)\) and that the equivalence

\[
\|v_2, v_4\|_a + \|v_2\| \simeq \|\nabla v_2\| + \|\nabla v_4\| + \|v_4\| \quad \forall (v_2, v_4) \in H^1_0(\Omega) \times H^1(\Omega)
\]

holds true. By Rellich’s compactness of the embedding \(H^1(\Omega) \to L^2(\Omega)\) and the Peetre–Tartar lemma, see, e.g., [21 Theorem I.2.1], we also have the equivalence

\[
\|v_2, v_4\|_a \simeq \|\nabla v_2\| + \|\nabla v_4\| + \|v_4\| \quad \forall (v_2, v_4) \in H^1_0(\Omega) \times H^1(\Omega).
\]

The inf-sup property follows by selecting \(\delta v_2 := v_2 + a(v_2, v_4; w, 0)w, \delta v_4 := -v_4\), calculating

\[
a(v_2, v_4; \delta v_2, \delta v_4) = \|\nabla v_2\|^2 + \|\nabla v_4\|^2 + |a(v_2, v_4; w, 0)|^2 = \|v_2, v_4\|_a^2
\]
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and bounding
\[
\|\nabla \delta v_2\|^2 + \|\nabla \delta v_3\|^2 + \|\delta v_4\|^2 \leq \|\nabla v_2\|^2 + \|v_4\|^2 + |a(v_2, v_4; w, 0)|^2 \|\nabla w\|^2 \leq \|\nabla v_2\|^2 + \|v_4\|^2.
\]
The hidden constants only depend on \(\Omega\).

**Lemma 11.** The adjoint operator \(B^*: \mathcal{U}(T) \to \mathcal{U}'\) is injective.

**Proof.** The proof is standard. We have to show that, if \(v \in \mathcal{U}(T)\) satisfies \(b(\hat{\mathbf{u}}, v) = 0\) \(\forall \hat{\mathbf{u}} \in \mathcal{U}\) then \(v = 0\). Selecting functions \(\hat{\mathbf{u}}\) with only one of the trace components non-zero and all the field variables zero, Proposition 1 shows that \(v \in \mathcal{V}_0(\Omega)\). Furthermore, \(v\) solves (9) with homogeneous data so that \(v = 0\) by Lemma 10.

**3.2.2 Proofs of Theorems 7, 8**

The well-posedness of (1) follows by standard arguments.

1. **Boundedness of the functional and bilinear form.** By definition of the norms in \(\mathcal{U}\) and \(\mathcal{V}(T)\), and using Proposition 2, the uniform boundedness of \(b(\cdot, \cdot)\) and \(L\) is immediate.

2. **Injectivity.** This is Lemma 11.

3. **Inf-sup condition.** By [5, Theorem 3.3], the inf-sup condition

\[
\sup_{0 \neq \mathbf{v} \in \mathcal{V}(T)} \frac{b(\mathbf{u}; \mathbf{v})}{\|\mathbf{v}\|_{\mathcal{V}(T)}} \geq \|\mathbf{u}\|_{\mathcal{U}} \quad \forall \mathbf{u} = (u_0, \mathbf{\bar{u}}) \in \mathcal{U}_0 \times \mathcal{U} = \mathcal{U} \tag{12}
\]

follows from the inf-sup conditions

\[
\sup_{0 \neq \mathbf{v} \in \mathcal{V}(T)} \frac{b(0, \mathbf{\bar{u}}; \mathbf{v})}{\|\mathbf{v}\|_{\mathcal{V}(T)}} \geq \|\mathbf{\bar{u}}\|_{\mathcal{U}} \quad \forall \mathbf{\bar{u}} \in \mathcal{U} \tag{13}
\]

and

\[
\sup_{0 \neq \mathbf{v} \in \mathcal{V}_0(\Omega)} \frac{b(u_0, 0; \mathbf{v})}{\|\mathbf{v}\|_{\mathcal{V}(T)}} \geq \|u_0\| \quad \forall u_0 \in \mathcal{U}_0. \tag{14}
\]

We note that Proposition 1 implies that \(\mathcal{V}_0(\Omega)\) is the correct test space in (14). It corresponds to \(Y_0\) in [3], see relation (17) there.

Relation (13) is true (with constant 1) by Proposition 2 and inf-sup condition (14) holds due to Lemma 10. Selecting data \((\mathbf{g}_1, \mathbf{g}_2, \mathbf{g}_3, \mathbf{g}_4) := (u_1, -u_2, -u_3, -u_4)\) in (9) with solution \(\mathbf{v}^* \in \mathcal{V}_0(\Omega)\), we bound

\[
\sup_{0 \neq \mathbf{v} \in \mathcal{V}_0(\Omega)} \frac{b(u_0, 0; \mathbf{v})}{\|\mathbf{v}\|_{\mathcal{V}(T)}} \geq \frac{(u_1, \mathbf{g}_1) - (u_2, \mathbf{g}_2) - (u_3, \mathbf{g}_3) - (u_4, \mathbf{g}_4)}{\|\mathbf{v}^*\|_{\mathcal{V}(T)}} \geq \|u_0\|.
\]
We conclude that there is a unique and stable solution \( u = (u_0, \overline{u}) \in \Omega_0 \times \overline{\Omega} \) of (4). It remains to note that \( u_0 \) solves (3), satisfies the homogeneous boundary conditions, and \( \overline{u} = (\text{tr}^{\text{div}}(u_1), \text{tr}^{\text{grad}}(u_2), \text{tr}^{\text{div}}(u_3), \text{tr}^{\text{grad}}(u_4)) \). Furthermore, \( u := u_1 \) solves (1). This finishes the proof of Theorem 7.

Theorem 8 follows in the standard way. Noting that the DPG scheme minimizes the residual \( \|B(u - u_h)\|_{\mathcal{V}(T)} \), its quasi-optimal convergence in the norm \( \| \cdot \|_{\mathcal{U}} \) is due to the equivalence of this norm and the residual norm \( \|B \cdot \|_{\mathcal{V}(T)} \). Specifically, the boundedness \( \|B \cdot \|_{\mathcal{V}(T)} \lesssim \| \cdot \|_{\mathcal{U}} \) is due to the boundedness of \( b(\cdot, \cdot) \), and the inverse estimate is proved by inf-sup property (12).

4 Second-order variational formulation and DPG method

In this section, we use the same notation as in [3] for spaces, norms, bilinear form, functional \( L \), operator \( B \), and trial-to-test operator \( \mathcal{X} \).

Denoting \( w := -\nabla \text{div} u \), we write (1) as the second-order system

\[
\begin{align*}
-\nabla \text{div} w + u &= f, & (15a) \\
\nabla \text{div} u + w &= 0, & (15b)
\end{align*}
\]

in \( \Omega \) subject to \( u \cdot n = \text{div} u = 0 \) on \( \Gamma \). Testing (15a) and (15b) with piecewise smooth functions \( v \) and \( -\tau \), respectively, and employing the trace operator \( \text{tr}^{\text{div}} \), we obtain

\[
(u, v - \nabla \text{div} \tau)_\mathcal{V}(\mathcal{T}) - (w, \tau + \nabla \text{div} v)_\mathcal{V}(\mathcal{T}) + (\text{tr}^{\text{div}}(u), \tau)_{\mathcal{S}}^{\mathcal{V}^{\text{div}}} + (\text{tr}^{\text{div}}(w), v)_{\mathcal{S}}^{\mathcal{V}^{\text{div}}} = (f, v).
\]

We introduce independent trace variables

\[
\overline{u} = \text{tr}^{\text{div}}(u), \quad \overline{w} = \text{tr}^{\text{div}}(w),
\]

and define the spaces

\[
\begin{align*}
\mathcal{U} &:= \Omega_0 \times \overline{\Omega} := (L_2(\Omega) \times L_2(\Omega)) \times (H_0^{\text{div}}(S) \times H^{\text{div}}(S)), \\
\mathcal{V}(\mathcal{T}) &:= H(\nabla \text{div}, T) \times H(\nabla \text{div}, T)
\end{align*}
\]

with (squared) norms

\[
\| (u, w, \overline{u}, \overline{w}) \|^2_{\mathcal{U}} := \| (u, w) \|^2_{\mathcal{U}} + \| (\overline{u}, \overline{w}) \|^2_{\overline{\mathcal{U}}} := \| u \|^2 + \| w \|^2 + \| \overline{u} \|_{-1/2,1/2,S}^2 + \| \overline{w} \|_{-1/2,1/2,S}^2
\]

and

\[
\| (v, \tau) \|^2_{\mathcal{V}(\mathcal{T})} := \| v \|^2_{\nabla \text{div}, T} + \| \tau \|^2_{\nabla \text{div}, T},
\]

respectively. Then, our second variational formulation of (1) reads: Find \( u = (u, w, \overline{u}, \overline{w}) \in \mathcal{U} \) such that

\[
b(u, v) = L(v) \quad \forall v = (v, \tau) \in \mathcal{V}(\mathcal{T}),
\]

(16)
in operator form

\[ u \in \mathcal{U} : \quad Bu = L \quad \text{in} \quad \mathfrak{V}(\mathcal{T})'. \]

Here,

\[
b(u, v) := (u, v - \nabla \text{div} \tau)_{\mathcal{T}} - (w, \tau + \nabla \text{div} v)_{\mathcal{T}} + (\bar{\tau}, \tau)_{\mathcal{S}}^{\text{div}} + (\bar{w}, v)_{\mathcal{S}}^{\text{div}}
\]

and

\[
L(v) := (f, v).
\]

**Theorem 12. For given \( f \in L^2(\Omega) \) there exists a unique solution \( u = (u, w, \bar{u}, \bar{w}) \in \mathcal{U} \) to (16). It is uniformly bounded, \( \| u \|_{\mathcal{U}} \leq \| f \| \) with a hidden constant that is independent of \( f \) and \( T \). Furthermore, \( u \) solves (1).**

For a proof of this theorem we refer to §4.2.2.

To define the discretization scheme, we consider as before a (family of) discrete subspace(s) \( \mathcal{U}_h \subset \mathcal{U} \) and use the trial-to-test operator \( \mathcal{T} : \mathcal{U} \to \mathfrak{V}(\mathcal{T}) \) defined by

\[
\left\langle (\mathcal{T}(u), v) \right\rangle_{\mathfrak{V}(\mathcal{T})} = b(u, v) \quad \forall v \in \mathfrak{V}(\mathcal{T})
\]

where \( \left\langle \cdot, \cdot \right\rangle_{\mathfrak{V}(\mathcal{T})} \) denotes the inner product of the new space \( \mathfrak{V}(\mathcal{T}) \),

\[
\left\langle (v_1, v_2), (\delta v_1, \delta v_2) \right\rangle_{\mathfrak{V}(\mathcal{T})} := \sum_{j=1}^{2} (v_j, \delta v_j) + (\nabla \text{div} v_j, \nabla \text{div} \delta v_j)_{\mathcal{T}}
\]

for \( (v_1, v_2), (\delta v_1, \delta v_2) \in \mathcal{V}_h(\mathcal{T}) \). The second DPG scheme for problem (1) is: \( \text{Find } u_h \in \mathcal{U}_h \text{ such that } \)

\[
b(u_h, \mathcal{T}\delta u) = L(\mathcal{T}\delta u) \quad \forall \delta u \in \mathcal{U}_h.
\]

(17)

Again, it delivers a quasi-best approximation.

**Theorem 13. Let \( f \in L^2(\Omega) \) be given. For any finite-dimensional subspace \( \mathcal{U}_h \subset \mathcal{U} \) there exists a unique solution \( u_h \in \mathcal{U}_h \) to (17). It satisfies the quasi-optimal error estimate

\[
\| u - u_h \|_{\mathcal{U}} \leq \| u - w \|_{\mathcal{U}} \quad \forall w \in \mathcal{U}_h
\]

with a hidden constant that is independent of \( T \).

A proof of this theorem is given in §4.2.2.
4.1 Fully discrete method

In the case of the second-order formulation we restrict our fully discrete analysis to two space dimensions \(d = 2\) and lowest order approximations. Using the notation for (piecewise) polynomial spaces from §3.1, our approximation space is

\[
\mathcal{U}_h := \mathcal{P}^0(T)^2 \times \mathcal{P}^0(T)^2 \times \mathcal{P}^0_0(S) \times \mathcal{P}^{1,c}(S) \times \mathcal{P}^0_0(S) \times \mathcal{P}^{1,c}(S)
\] (18)

and as enriched test space we choose

\[
\mathcal{V}_h(T) := \mathcal{P}^3(T)^2 \times \mathcal{P}^3(T)^2.
\] (19)

Here, \(T\) denotes a (family of) shape-regular triangular mesh(es). The notation for our approximation scheme is as before:

\[
u_h \in \mathcal{U}_h : b(u_h, \tilde{\nu}_h \hat{\delta} u) = L(\tilde{\nu}_h \hat{\delta} u) \quad \forall \hat{\delta} u \in \mathcal{U}_h
\] (20)

where the approximated trial-to-test operator \(\tilde{\nu}_h : \mathcal{U}_h \rightarrow \mathcal{V}_h(T)\) is defined accordingly.

The existence of a Fortin operator in this case is due to Lemma 18 (given in §4.2.3 below), showing the existence of a local variant \(\Pi_{\nabla \text{div}} : H(\nabla \text{div}, T) \rightarrow \mathcal{P}^3(T)^2\). We simply define \(\Pi_{\nabla \text{div}} : H(\nabla \text{div}, T) \rightarrow \mathcal{P}^3(T)^2\) as \(\Pi_{\nabla \text{div}} v = \Pi_{\nabla \text{div}} T v\) for \(v = (v, \tau) \in \mathcal{V}(T)\).

The statements of Lemma 18 imply that this operator has the properties of a Fortin operator. Then, analogously as Corollary 9 we conclude the quasi-optimal convergence of the fully discrete DPG scheme.

**Corollary 14.** Let \(f \in \mathcal{L}_2(\Omega)\) be given. Selecting the approximation and test spaces \(\mathcal{U}_h, \mathcal{V}_h(T)\) as in \((18), (19)\), respectively, system \((20)\) has a unique solution \(u_h \in \mathcal{U}_h\). It satisfies the quasi-optimal error estimate

\[
\|u - u_h\|_H \leq \|u - w\|_H \quad \forall w \in \mathcal{U}_h
\]

with a hidden constant that is independent of \(\mathcal{T}\).

4.2 Proofs for the second-order formulation

The steps in this section are analogous to the ones in §3.2.2

4.2.1 Stability of the adjoint problem

The adjoint problem to \((15)\) with continuous test functions

\[
(v, \tau) \in \mathcal{V}_0(\Omega) := H_0(\nabla \text{div}, \Omega) \times H(\nabla \text{div}, \Omega)
\]

reads as follows: Given \(g_1, g_2 \in \mathcal{L}_2(\Omega)\) find \((v, \tau) \in \mathcal{V}_0(\Omega)\) such that

\[
v - \nabla \text{div} \tau = g_1, \quad \tau + \nabla \text{div} v = g_2.
\] (21)

It is a well-posed, fully non-homogeneous version of \((15)\).
Lemma 15. There is a unique solution \( v = (v, \tau) \in V_0(\Omega) \) to (21), and the bound
\[
\|v\|_{V(T)}^2 \leq \|g_1\|^2 + \|g_2\|^2
\]
holds with a constant that is independent of the given data.

Proof. Eliminating \( v \), (21) becomes
\[
\tau + \nabla \text{div} (g_1 + \nabla \text{div} \tau) = g_2,
\]
in variational form: Find \( \tau \in H(\nabla \text{div}, \Omega) \) such that
\[
(\nabla \text{div} \tau, \nabla \text{div} \delta \tau) + (\tau, \delta \tau) = (g_2, \delta \tau) - (g_1, \nabla \text{div} \delta \tau) \quad \forall \delta \tau \in H(\nabla \text{div}, \Omega).
\]
(22)

As for the first-order system (see the proof of Lemma 10), the discarded duality between the trace \( \text{tr} \nabla \text{div} (g_1 + \nabla \text{div} \tau) \) and \( \delta \tau \) implies the homogeneous boundary condition for \( v := g_1 + \nabla \text{div} \tau \). By the Lax–Milgram lemma, problem (22) is well posed. Then \( (v, \tau) \) with \( v := g_1 + \nabla \text{div} \tau \) solves (21) and satisfies the claimed bound.

Lemma 16. The adjoint operator \( B^* : V(T) \to U' \) is injective.

Proof. The proof is identical to the one of Lemma 11, using Proposition 6 and Lemma 15 instead of Proposition 1 and Lemma 10, respectively.

4.2.2 Proofs of Theorems 12, 13

To show the well-posedness of (16) we repeat the arguments from §3.2.2. The boundedness of the functional and bilinear form is identical to the previous case. The injectivity of \( B^* \) holds by Lemma 16. In order to prove the inf-sup condition it is enough to show
\[
\sup_{0 \neq v \in V(T)} \frac{b(0, \tilde{u}; v)}{\|v\|_{V(T)}} \geq \|\tilde{u}\|_{U} \quad \forall \tilde{u} \in \tilde{U}
\]
(23)

and
\[
\sup_{0 \neq v \in V_0(\Omega)} \frac{b(u_0, 0; v)}{\|v\|_{V(T)}} \geq \|u_0\| \quad \forall u_0 \in U_0.
\]
(24)

The test space in (24) is the appropriate one due to Proposition 6.

Relation (23) is true (with constant 1) by Proposition 5 and inf-sup condition (24) can be seen by using Lemma 13 with data \( (g_1, g_2) := (u, -w) \) in (21). We conclude that there is a unique and stable solution \( u = (u_0, \tilde{u}) \in U_0 \times \tilde{U} \) of (16). It remains to note that \( (u, w) \) solves (15), \( u \) satisfies the homogeneous boundary conditions, and \( \tilde{u} = \text{tr} \nabla \text{div} (u) \), \( \tilde{w} = \text{tr} \nabla \text{div} (w) \). Furthermore, \( u \) solves (1). This finishes the proof of Theorem 12.

The proof of Theorem 13 is identical to the one of Theorem 8.
4.2.3 Fortin operator

Let \( \overline{T} \) denote the reference triangle with vertices \((0,0), (1,0), (0,1)\). We start with a preliminary Fortin operator \( \Pi_{\overline{T}}^{\text{div}} \) on the reference element. The corresponding operator on an element \( T \in \mathcal{T} \) is not uniformly bounded with respect to \( \text{diam}(T) \) so that it has to be adapted. This will be studied in Lemma [18].

**Lemma 17.** There is a linear bounded operator \( \Pi_{\overline{T}}^{\text{div}} : H(\nabla\text{div}, \overline{T}) \to P^3(\overline{T})^2 \) that satisfies for any \( w \in P^0(\overline{T})^2 \) and \( \tilde{w} \in P^0(\partial \overline{T}) \times P^{1,c}(\partial \overline{T}) \)

\[
(\tilde{w}, (1 - \Pi_{\overline{T}}^{\text{div}}) w)_{\overline{T}} = (\tilde{w}, (1 - \Pi_{\overline{T}}^{\text{div}}) w)_{\partial T} = 0 \quad \forall \; v \in H(\nabla\text{div}, \overline{T}).
\]

**Proof.** For the construction of this operator we employ the strategy from Nagaraj et al. [28], see also [17]. For given \( v \in H(\nabla\text{div}, \overline{T}) \) we define \( \Pi_{\overline{T}}^{\text{div}} v := v^* \) where

\[
(v^*, w, \bar{v}) \in P^3(\overline{T})^2 \times P^0(\overline{T})^2 \times (P^0(\partial \overline{T}) \times P^{1,c}(\partial \overline{T}))
\]

is the solution to the mixed problem

\[
\begin{align*}
\langle v^*, \delta w \rangle_{\nabla\text{div}, \overline{T}} + \langle w, \delta v \rangle_{\overline{T}} + \langle \bar{v}, \delta v \rangle_{\partial \overline{T}}^{\text{div}} &= 0 & \forall \delta v \in P^3(\overline{T})^2, \\
\langle \delta u, v^* \rangle_{\overline{T}} &= \langle \delta u, v \rangle_{\overline{T}} & \forall \delta u \in P^0(\overline{T})^2, \\
\langle \delta \bar{u}, v^* \rangle_{\partial \overline{T}}^{\text{div}} &= \langle \delta \bar{u}, v \rangle_{\partial \overline{T}}^{\text{div}} & \forall \delta \bar{u} \in P^0(\partial \overline{T}) \times P^{1,c}(\partial \overline{T}).
\end{align*}
\]

Using a canonical basis, one can show that the matrix of this problem is invertible, thus giving the result.

**Lemma 18.** For \( T \in \mathcal{T} \) there is a linear operator \( \Pi_{T}^{\text{div}} : H(\nabla\text{div}, T) \to P^3(T)^2 \) that satisfies for any \( w \in P^0(T)^2 \) and \( \tilde{w} \in P^0(\partial T) \times P^{1,c}(\partial T) \)

\[
(\tilde{w}, (1 - \Pi_{T}^{\text{div}}) w)_{T} = (\tilde{w}, \nabla\text{div}(1 - \Pi_{T}^{\text{div}}) v)_{T} = (\tilde{w}, (1 - \Pi_{T}^{\text{div}}) v)_{\partial T}^{\text{div}} = 0 \quad \forall \; v \in H(\nabla\text{div}, T),
\]

and which is uniformly bounded with respect to \( \text{diam}(T) \),

\[
\| \Pi_{T}^{\text{div}} v \|_{\nabla\text{div}, T} \leq \| v \|_{\nabla\text{div}, T} \quad \forall \; v \in H(\nabla\text{div}, T), \; T \in \mathcal{T}.
\]

**Proof.** In this proof, \( \Pi^p \) denotes the \( L_2 \)-projection onto polynomials of degree \( p \) (on the domain under consideration). Let \( T \in \mathcal{T} \) and \( v \in H(\nabla\text{div}, T) \) be given. Furthermore, let \( \tilde{T} \ni \tilde{x} \mapsto B_T \tilde{x} + a_T \in T \) be an affine mapping with \( a_T \in \mathbb{R}^2 \), \( B_T \in \mathbb{R}^{2 \times 2} \), and \( J_T := \det(B_T) \).

We will define \( \Pi_{T}^{\text{div}} v \) by splitting \( v \) into three components and treat them differently. To this end we need three operators: \( \mathcal{L} \) in step (i) below, \( \Pi_{3}^{\text{div}} \) in step (ii), already used in §3.1 and \( \Pi_{T}^{\text{div}} \) in step (iii), based on \( \Pi_{\overline{T}}^{\text{div}} \).
(i) Following Ern et al. \cite{Ern_2019} Theorem 3.2, there is an interpolation operator $\mathcal{I}: H(\text{div}, T) \to R^T(T):=\{z: T \to \mathbb{R}^2; \exists a,b,c\in\mathbb{R}: z=(a,b)^T+c\mathbf{x}\ \forall \mathbf{x}\in T\}$ with $\text{div }\circ \mathcal{I}=\Pi^0 \circ \text{div}$ on $H(\text{div}, T)$ and boundedness

$$\|\mathcal{I}z\|_T \lesssim \|z\|_T + \text{diam}(T)\|\Pi^0 \circ \text{div} z\|_T \ \ \forall z \in H(\text{div}, T)$$

uniformly with respect to diam$(T)$. Note that $\|\nabla \text{div} T z\|_T = 0 \ \forall z \in H(\nabla \text{div}, T)$.

Then we write $v = \mathcal{I}v + w$ with $w := (1-\mathcal{I})v$ and use the Helmholtz decomposition $w = \nabla \phi + \text{curl} \psi$ where $\phi \in H_0^1(T)$ solves $\Delta \phi = \text{div} w$, and $\psi \in H(\text{curl}, T)$ (with obvious definition of the space). Integration by parts, the commuting property of $\mathcal{I}$, the Bramble–Hilbert lemma and Poincare’s inequality prove that

$$\|\nabla \phi\|_T^2 = -(\text{div} w, \phi)_T = -((1-\Pi^0)\text{div} v, \phi)_T$$

$$\lesssim (1-\Pi^0)\text{div} v\|_T \|\phi\|_T \lesssim \text{diam}(T)^2 \|\text{div} v\|_T \|\nabla \phi\|_T,$$

i.e.,

$$\|\nabla \phi\|_T \lesssim \text{diam}(T)^2 \|\text{div} v\|_T. \quad (26)$$

(ii) We continue to use the Fortin operator $\Pi^\text{div}_p: H(\text{div}, T) \to \mathcal{P}^p(T)^2$ from \cite{Ern_2019} Lemma 3.3] already employed in \cite{3.1} in this case for $p=3$. It is uniformly bounded in the $H(\text{div}, T)$-norm and has the properties

$$\langle \tilde{\delta}u, \Pi^\text{div}_3 z \rangle_T = \langle \tilde{\delta}u, z \rangle_T, \quad \langle \tilde{\delta}u, \Pi^\text{div}_3 z \rangle_{\partial T} = \langle \tilde{\delta}u, z \rangle_{\partial T} \forall z \in H(\text{div}, T)$$

for any $\tilde{\delta}u \in \mathcal{P}^1(T)^2$ and $\tilde{\delta}u \in \mathcal{P}^{2,c}(\partial T)$. Furthermore, $\text{div }\circ \Pi^\text{div}_3 = \Pi^2 \circ \text{div}$, see \cite{Ern_2019} Proof of Lemma 3.3]. On the one hand, this property implies that

$$\langle \tilde{\delta}u, \Pi^\text{div}_3 \text{curl} \psi \rangle_{\partial T} = \langle \tilde{\delta}u, \text{curl} \psi \rangle_{\partial T} \forall \tilde{\delta}u \in \mathcal{P}^0(\partial T) \times \mathcal{P}^{1,c}(\partial T). \quad (27)$$

On the other hand, also using (25) and the Bramble–Hilbert lemma, we conclude that

$$\|\Pi^\text{div}_3 \text{curl} \psi\|_T \leq \|\text{curl} \psi\|_T + \|\text{div }\text{curl} \psi\|_T \leq \|\text{curl} \psi\|_T + \|\text{div }\text{curl} \psi\|_T \leq \|	ext{div }\text{curl} \psi\|_T + \text{diam}(T)^2 \|\text{div }\text{curl} \psi\|_T,$$

and

$$\|\text{div }\Pi^\text{div}_3 \text{curl } \psi\|_T = \|\Pi^2 \text{div }\text{curl } \psi\|_T = 0.$$

(iii) We transform the operator $\Pi_T^\text{div}$ from Lemma \cite{17} through the Piola map $\hat{T} \to T$. Denoting by $\hat{z} \in H(\nabla \text{div}, \hat{T})$ the preimage of $z \in H(\nabla \text{div}, T)$ under the Piola transform, we define

$$\Pi_T^\text{div} \hat{z} := |J_T|^{-1} B_T \Pi_T^\text{div} \hat{z} \circ F_T^{-1}.$$

By scaling and Lemma \cite{17} we bound

$$\|\Pi_T^\text{div} \hat{z}\|_T = \|\Pi_T^\text{div} \hat{z}\|_{\hat{T}} \lesssim \|\hat{z}\|_{\hat{T}} + \text{diam}(T)^2 \|\nabla \text{div }\hat{z}\|_{\hat{T}},$$

$$\|\text{div }\Pi_T^\text{div} \hat{z}\|_T = \text{diam}(T)^{-2} \|\text{div }\Pi_T^\text{div} \hat{z}\|_{\hat{T}} \lesssim \text{diam}(T)^{-2} \|\hat{z}\|_{\hat{T}} + \|\nabla \text{div }\hat{z}\|_{\hat{T}}.$$
Definition of $\Pi^\nabla_{\Omega} v$. Finally, we define $\Pi^\nabla_{\Omega} v := \mathcal{I} v + \Pi_3^\nabla \mathbf{curl} \psi + \Pi_T^\nabla \nabla \phi$. By steps (i)--(iii) it is clear that this operator is uniformly bounded. It remains to verify the orthogonality relations. By the orthogonality properties of $\Pi_3^\nabla$ and $\Pi_T^\nabla$ we immediately verify that

$$(\delta u, \Pi^\nabla_{\Omega} v)_T = (\delta u, \mathcal{I} v + \Pi_3^\nabla \mathbf{curl} \psi + \Pi_T^\nabla \nabla \phi)_T = (\delta u, (\mathcal{I} v + \mathbf{curl} \psi + \nabla \phi)_T = (\delta u, v)_T$$

for any $\delta u \in \mathcal{P}(T)^2$ and, recalling Lemma 17 and (27),

$$(\delta \tilde{u}, \Pi^\nabla_{\Omega} v)^\nabla_{\partial T} = (\delta \tilde{u}, \mathcal{I} v + \Pi_3^\nabla \mathbf{curl} \psi + \Pi_T^\nabla \nabla \phi)^\nabla_{\partial T} = (\delta \tilde{u}, \mathcal{I} v + \mathbf{curl} \psi + \nabla \phi)^\nabla_{\partial T} = (\delta \tilde{u}, v)^\nabla_{\partial T}$$

for any $\delta \tilde{u} \in \mathcal{P}(\partial T) \times \mathcal{P}^{1,\epsilon}(\partial T)$. The remaining orthogonality relation is checked by using the one we have just seen, and trace operator $tr_{\nabla}^\nabla$:

$$(\delta u, \nabla \nabla_{\Omega} v)_T = (\nabla \nabla_{\Omega} \delta u, \Pi^\nabla_{\Omega} v)_T + (\nabla \nabla_{\Omega} \delta u, \Pi^\nabla_{\Omega} v)^\nabla_{\partial T}$$

for any $\delta u \in \mathcal{P}(T)^2$. By steps (17) with $\mathcal{P}(T)^2 \subset \mathcal{P}(\partial T)$ and $\mathcal{P}^{1,\epsilon}(\partial T)$.

5 Numerical results

We consider both DPG schemes for two examples in two dimensions, one with smooth solution and one with a corner singularity. For both schemes we use lowest order spaces, i.e., discrete spaces $\mathcal{U}_h$ and $\mathcal{B}_h(\partial \Omega)$ as in §3.1 with $p = 0$ for the scheme based on the first-order system, and discrete spaces as in §4.1 for the method based on the second-order system.

Example with smooth solution. In this case, we select $\Omega = (0,1)^2$, the manufactured solution $u(\mathbf{x}) := (x_1^2(x_1-1)^2x_2(x_2-1)^2, \sin^2(\pi x_1) \sin^2(\pi x_2))'$ for $\mathbf{x} = (x_1, x_2) \in \Omega$, and calculate $f$ accordingly.

Considering a sequence of quasi-uniform triangular meshes, we expect both schemes to deliver approximation errors of the order $O(h) = O(\dim(\mathcal{U}_h)^{-1/2})$. This is confirmed in Figure 1 with error curves for the first scheme on the left, and the second on the right. Here and below, $\eta$ stands for the corresponding residual $\|B\eta - L\|_{\mathcal{U}_h(\partial \Omega)}$, and note that $\mathbf{u}_1 = \mathbf{u}$, $\mathbf{w} = -\mathbf{u}_3 = -\nabla \nabla \mathbf{u}$.

Example with singular solution. We select the L-shaped domain

$$\Omega = \{(x_1, x_2); |x_1| + |x_2| < \frac{\sqrt{2}}{4}\} \setminus \{(x_1, x_2); |x_1| + \frac{\sqrt{2}}{4} + |x_2| \leq \frac{\sqrt{2}}{4}\}$$

with initial mesh as on the left of Figure 2 solution $u := \mathbf{curl} v$ with $v(r, \varphi) := r^{2/3} \cos(2\varphi/3)$ ((r, $\varphi$) denoting polar coordinates centered at the origin so that $v = 0$ on the boundary edges meeting at the origin), and corresponding right-hand side function $f$. This solution satisfies the boundary conditions $\nabla \mathbf{u} = 0$ on $\Gamma$ and $\mathbf{u} \cdot \mathbf{n} = 0$ along the edges meeting at the incoming corner.
Figure 1: Smooth example, quasi-uniform meshes. Left: first-order system, right: second-order system

Figure 2: Initial mesh (left) and an adaptively refined mesh with 1674 elements
The non-homogeneous trace of $\mathbf{u} \cdot \mathbf{n}$ along the other edges is implemented by approximation (piecewise constant $L_2$-projection in $H^{-1/2}(\Gamma)$ and piecewise linear interpolation in $H^{1/2}(\Gamma)$, with subsequent extensions to elements of the discrete trace spaces).

When considering the first-order system (3), we are dealing with solution $u_1 = \mathbf{u}$ and zero components $u_2, u_3, u_4$. In the case of the second-order system (15), we have the solution $\mathbf{u}$ and zero component $w$. In any case, the first (and only) non-zero component (along with its canonical trace) has a reduced regularity $u \in H^s(\Omega)$ with $s < 2/3$, a standard Sobolev space. Therefore, for a sequence of quasi-uniform meshes, we expect a reduced convergence order $O(h^{2/3}) = O(\dim(U_h)^{-1/3})$, whereas for a scheme with appropriate mesh refinement at the incoming corner it should be of optimal order $O(\dim(U_h)^{-1/2})$. The DPG method belongs to the family of minimum residual methods so that a posteriori error estimation is inherent, cf. [4] for details. We use the local residuals measured in $\mathcal{V}_h(T)'$, $T \in \mathcal{T}$, to steer mesh refinements, based on newest-vertex-bisection and Dörfler (or bulk) marking with parameter $3/4$. For both schemes, our numerical results confirm the reduced convergence order when using quasi-uniform meshes, see Figure 3, with first scheme on the left and second on the right, and illustrate optimal convergence of the adaptive variants, see Figure 4. An adaptively refined mesh is shown in Figure 2.
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