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Abstract—Both a high spatial and a high temporal resolution of images and videos are desirable in many applications such as entertainment systems, monitoring manufacturing processes, or video surveillance. Due to the limited throughput of pixels per second, however, there is always a trade-off between acquiring sequences with a high spatial resolution at a low temporal resolution or vice versa. In this paper, a modified sensor concept is proposed which is able to acquire both a high spatial and a high temporal resolution. This is achieved by dynamically reading out only a subset of pixels in a non-regular order to obtain a high temporal resolution. A full high spatial resolution is then obtained by performing a subsequent three-dimensional reconstruction of the partially acquired frames. The main benefit of the proposed dynamic readout is that for each frame, different sampling points are available which is advantageous since this information can significantly enhance the reconstruction quality of the proposed reconstruction algorithm. Using the proposed dynamic readout strategy, gains in PSNR of up to 8.55 dB are achieved compared to a static readout strategy. Compared to other state-of-the-art techniques like frame rate up-conversion or super-resolution which are also able to reconstruct sequences with both a high spatial and a high temporal resolution, average gains in PSNR of up to 6.58 dB are possible.

I. INTRODUCTION

Typical complementary metal-oxide-semiconductor camera sensors have many identical pixels arranged in a fixed regular array. These elements are evenly spaced and define the sensor sampling pattern and therefore the maximum spatial resolution of the camera. The number of pixels (per second) also defines the required throughput of processing, compression, and storage. The complexity of the camera electronics, weight, and cost is therefore closely coupled to the number of pixels that needs to be processed. For many applications such as video surveillance or entertainment systems, an ongoing pursuit for both a high spatial and a high temporal resolution can be discovered. A straightforward solution to enhance the spatial resolution is to increase the number of pixels, however, at a low spatial resolution. In order to obtain a high spatial resolution, this low resolution sensor with a regular sampling pattern can be used to obtain sequences with a high temporal resolution, however, at a low spatial resolution. In order to obtain a high spatial resolution, this low resolution sensor is shielded in a way that three quarters of every large pixel are non-regularly masked. In doing so, a sequence is acquired with twice the resolution in both spatial dimensions. However, three quarters of all pixels of these high resolution frames are missing and have to be reconstructed by a subsequent reconstruction algorithm. Unfortunately, this non-regular sampling pattern has the major disadvantage that it is static and cannot be changed dynamically over time in order to sample all positions of a scene.

In order to overcome this trade-off, the concept of a non-regular sampling sensor has been proposed in [2] where a low resolution sensor with a regular sampling pattern can be used to obtain sequences with a high temporal resolution, however, at a low spatial resolution. In order to obtain a high spatial resolution, this low resolution sensor is shielded in a way that three quarters of every large pixel are non-regularly masked. In doing so, a sequence is acquired with twice the resolution in both spatial dimensions. However, three quarters of all pixels of these high resolution frames are missing and have to be reconstructed by a subsequent reconstruction algorithm. Unfortunately, this non-regular sampling pattern has the major disadvantage that it is static and cannot be changed dynamically over time in order to sample all positions of a scene.

Therefore, a novel dynamic non-regular pixel readout strategy is proposed in this paper. The concept is shown in Figure 1. It allows for the construction of an image sensor that is able to acquire video sequences with both a high spatial...
and a high temporal resolution. This is achieved by reading out less pixels per frame in a non-regular order which leads to a high temporal resolution, since more frames per second can be acquired. The full high spatial resolution is then obtained by a subsequent reconstruction of the missing pixels in the frames where only a subset of pixels is available. For the reconstruction, a three-dimensional algorithm is proposed that is able to reconstruct non-regularly sampled video data with a high quality. In previous work such as [2], [3], [4], a non-regular sampling sensor has been employed that utilizes a physical mask in order to obtain the non-regular sampling pattern. The proposed non-regular sampling pattern in this paper, however, is obtained by a specific readout technique and a physical masking is therefore not required. This way, major disadvantages such as diffraction that a physical mask would cause can be avoided. Another advantage of using only the specific readout strategy is that the sampling pattern can be easily varied over time, so that different sampling points can be used for enhancing the reconstruction quality. By using the proposed dynamic sampling concept in combination with the proposed reconstruction algorithm, a video sequence with both a high spatial and a high temporal resolution can be acquired. Additionally, other methods from frame rate up-conversion (FRUC) [5], [6] and super-resolution (SR) [7], [8], [9], [10], [11], [12] which are also able to reconstruct such sequences are used for comparison.

This article starts with a review of several applications for non-regular sampling in general and the non-regular sampling sensor with a static sampling pattern in particular. Section II then introduces the proposed dynamic non-regular sampling sensor concept followed by the proposed three-dimensional reconstruction algorithm for non-regularly sampled video data in Section IV. Simulation results and visual examples are given in Section V and Section VI concludes this paper.

II. NON-REGULAR SAMPLING

Since conventional sensors perform a regular two-dimensional sampling, the resolution is limited by aliasing. However, it has been shown in [13] and [14] that the visual influence of aliasing can be reduced by a non-regular sampling. There exist many systems where a non-regular sampling occurs either by default due to the system’s characteristics or on purpose in order to exploit certain properties of the non-regularity. One reason why a non-regular sampling is employed instead of a regular sampling, is the advantage that the spectrum of such a non-regular sampling pattern consists of a dominant peak at the direct current component while all other frequencies contribute as a noise-like floor. Since image signals can be sparsely represented in the Fourier domain which means that most of the signal energy is concentrated into only a small number of transform coefficients while all other coefficients are zero or close to zero, the dominant basis functions can still be identified after a non-regular sampling. The consequences and advantages from a non-regular sampling compared to a regular sampling can also be found in more detail in [15]. The different non-regular sampling applications can be grouped into two categories. The first one contains all sampling systems that use a static sampling. That is to say that the sampling points do not change over time. The second group gathers all systems that are able to vary the sampling points dynamically over time.

A. Static Sampling

The most simple static non-regular sampling pattern to think of is caused by a regular high resolution sensor where some of the pixels are damaged. Such a defect may be caused by manufacturing, aging, or radiation. Imaging sensors with few defects are quite common and instead of discarding the chip, an interpolation is used to fill the missing pixel values. This reconstruction task can directly be described as a non-regular sampling problem. With an increasing number of defects, however, this interpolation becomes very challenging as damaged pixels tend to group in clusters and has been evaluated in detail in [16]. A similar problem is considered in [17] where a reconstruction algorithm based on compressed sensing is used for image sensors with many defects. The readout of this sensor requires just as much time and power as a fully functional device, since all transistors, multiplexers and A/D converters are driven with full power and only in a digital stage the defects can be sorted out. Another system for a static non-regular sampling is shown in [18] where a scrambled bundle of optical fibers of different diameters is used to non-regularly map the light path between optics and sensor. At the display, a second corresponding random face plate is used for inverse mapping.

In [2], a modified image sensor concept has been proposed that allows for the reconstruction of an image with a higher spatial resolution than the original sensor is able to acquire. The basic idea of this approach is shown in Figure 2. On the left, a high resolution sensor that yields the high resolution image \( f[x,y] \) is illustrated. The area of the sensor that is sensitive to light is denoted in light-gray and \( (x, y) \) depict the spatial coordinates on the high resolution grid. This sensor would be the best option if there were no restrictions in resources. To reduce hardware costs, energy consumption, or storage space of the data acquisition, however, an image sensor with less pixels and therefore fewer readout circuits may be necessary to employ. The resulting image captured by such a low resolution sensor leads to the image \( f_1[\tilde{x}, \tilde{y}] \) of lower quality, where \( (\tilde{x}, \tilde{y}) \) depict the spatial coordinates on the low resolution grid. It can be seen that the regular placement of large pixels leads to the well-known effect of aliasing where high frequencies get mapped to low frequencies which results in strong artifacts. Nevertheless, it is desirable to retain all of the advantages of a low resolution imaging sensor and still obtain a high resolution output. Therefore, this low resolution sensor gets covered with a non-regular sampling pattern which ensures that each large pixel is divided into four quadrants, where three of them are non-regularly covered. As a consequence, only one quarter of the large pixel is sensitive to light anymore which leads to a high resolution image \( f_2[x,y] \), where due to the masking, only a subset of pixels is available on the high resolution grid. A subsequent reconstruction algorithm is then needed for the reconstruction...
B. Dynamic sampling

The adjustment of the pixel readout at run time is commonly used in high resolution still image cameras that also feature video modes with reduced resolution. Since the processing throughput in cameras is limited to a certain number of pixels per seconds, only a subset of pixels is read out and processed at typical video frame rates. As shown in Figure 3, when using a regular pixel architecture, there is a single address line for each row of pixels. The activation of address line 1 activates all transfer gates in the pixels of row 1 which allows for the following two options of sampling. By applying cropping [24], only a certain region of the sensor is used and other address lines are simply not activated. This leads, however, to a very narrow field-of-view of the camera and is therefore only rarely used. The second sampling option is line skipping, where only every other row is read out. Additionally, by deactivating every other readout circuit, this effectively performs a horizontal and vertical sampling where a typical pattern with a sampling density of 25% can be seen in Figure 3. Depending on the readout, different sampling patterns can be realized.

Another system that employs dynamic sampling is presented in [26] where a Digital Micromirror Device is utilized in order to control the light that reaches the sensor. The exposure time of the camera is subdivided into slices and in each slice only some of the pixels are activated. This proposed setup can also be used to perform a pseudo non-regular sampling. The optical setup with Digital Micromirror Device devices, however, creates a costly and large camera system.

A further approach for achieving dynamic non-regular sampling patterns is shown in [27]. This system has all samples available in memory and only random pixels are used for further processing. For the scenario regarded in this paper, capturing, discarding, and reconstructing pixel values is not an option and the direct use of the captured samples is to be preferred.

III. PROPOSED DYNAMIC NON-REGULAR SAMPLING SENSOR CONCEPT

In this paper, a novel approach for the construction of image sensors that allow for a dynamic non-regular sampling is proposed. It builds upon the 4-way shared pixel sensor presented in [25]. The order for each group of four pixels, however, is randomized. The basic idea of the regular 4-way shared pixel sensor is that multiple pixels share some of the required electronics. The area of a traditional CMOS pixel cell can be classified into a photosensitive area and a non-sensitive area which contains the electronics for reading the pixels. The ratio of the sensitive area to the total pixel area is called fill factor. A straightforward shrinking of the pixel size in order to achieve a higher resolution results in a poor fill factor and therefore a bad sensitivity of the camera. Instead of 4 transistors per pixel, the reported pixel cell in [25] only requires 1.75 transistors per pixel and thus a reasonably high

---

Figure 2. Principle of the non-regular sampling sensor. From left to right: High resolution image sensor yielding the high resolution image \( f[x, y] \). Low resolution image sensor giving the low resolution image \( f_l[x, y] \). Low resolution image sensor covered by a static non-regular sampling pattern leading to the sampled image \( f_s[x, y] \). High resolution image \( \hat{f}[x, y] \) obtained after the reconstruction of the missing pixels in \( f_s[x, y] \).
a) Regular pixel

\[
\begin{array}{cccccccccccccc}
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
2 & 2 & 2 & 2 & 2 & 2 & 2 & 2 & 2 & 2 & 2 & 2 & 2 & 2 & 2 & 2 & 2 \\
\end{array}
\]

b) Regular 4-way shared

\[
\begin{array}{cccccccccccccc}
1 & 2 & 1 & 2 & 1 & 2 & 1 & 2 & 1 & 2 & 1 & 2 & 1 & 2 & 1 & 2 & 1 \\
3 & 4 & 3 & 4 & 3 & 4 & 3 & 4 & 3 & 4 & 3 & 4 & 3 & 4 & 3 & 4 & 3 \\
\end{array}
\]

c) Regular sampling
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\begin{array}{cccccccccccccc}
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\end{array}
\]

d) Proposed dynamic 4-way shared

\[
\begin{array}{cccccccccccccc}
1 & 2 & 3 & 4 & 1 & 2 & 3 & 4 & 1 & 2 & 3 & 4 & 1 & 2 & 3 & 4 & 1 \\
2 & 3 & 1 & 4 & 2 & 3 & 1 & 4 & 2 & 3 & 1 & 4 & 2 & 3 & 1 & 4 & 2 \\
\end{array}
\]

e) Non-regular sampling patterns

\[
\begin{array}{cccccccccccccc}
A_1 & & & & & & & & & & & & & & & & & \\
A_2 & & & & & & & & & & & & & & & & & \\
A_3 & & & & & & & & & & & & & & & & & \\
A_4 & & & & & & & & & & & & & & & & & \\
\end{array}
\]

f) Combined readout of non-regular sampling patterns
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\text{75\%} & & & & & & & & & & & & & & & & & \\
\text{100\%} & & & & & & & & & & & & & & & & & \\
\end{array}
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Figure 3. Different readout strategies and sampling patterns: a) Regular pixels and address lines, b) 4-way shared regular pixel architecture [25], c) Regular sampling pattern of a) and b), d) Proposed 4-way shared non-regular pixel architecture, e) Exemplary sampling patterns of the proposed 4-way shared non-regular pixels, f) Non-regular readout patterns for readout of 25%, 50%, 75%, and full sensor readout of the proposed architecture.

fill factor can be achieved. The resulting group of four pixels now requires four address lines and feeds to a single column bus for readout as can be seen in Figure 4b. A typical regular sampling pattern with a density of 25% of such a sensor when only the first address line is activated is shown in Figure 3b.

For the construction of dynamic non-regular sampling patterns, the order of the pixels for each group of four pixels of such a regular 4-way shared pixel sensor is randomized as can be seen in Figure 3c. In doing so, only a different wiring is necessary. This way, a non-regular sampling pattern with a sampling density of 25% can be achieved where with the activation of address line A1 all the pixels marked with 1 are read out. The four resulting sampling patterns A1 – A4 of two rows of such a sensor are depicted in Figure 3c, where for each of the patterns only a single address line is activated. On the whole sensor a sampling density of 25% can be performed using a large number of non-regular patterns, since each group of two rows is independent and can select from one of four possible patterns. In doing so, non-regularity can be ensured in both spatial and temporal direction.

It is also possible to achieve a sampling density of 50% or 75% by reading out multiple address lines. This gives again a large number of combinations for the readout of the proposed image sensor. The full readout with 100% is just as expensive as the full readout of a regular 4-way shared pixel design [25] from Figure 3b. After the readout and A/D conversion, however, the pixels need to be put in correct order. As the non-regularity is only limited to a 2 x 2 area, the rearrangement of pixel values can be carried out locally and with little memory.

Compared to a static non-regular sampling where for each frame of a sequence the missing pixels are at the same position, using the proposed dynamic non-regular sampling leads to a varying sampling of the pixels over time. As can be seen in Figure 4b, for example, for a sampling density of 25%, complementary patterns can be read out. This is achieved by reading out first A1, then A2, and so on. In this case, it is ensured that every position gets sampled at least once within 4 frames. In general, that is to say that especially for areas with no or little motion, a static sampling cannot cover all the information of the scene. Using the proposed dynamic sampling, however, the information of almost the whole scene can be acquired, but spread over several frames. This way, sampling points with distinct information can support a subsequent reconstruction method.

In general, there are many different non-regular sampling patterns possible. In Figure 4 different sampling patterns are illustrated for a sampling density of 25%. A static sampling with no variation in temporal direction can be seen in Figure 4a. A straightforward way for a dynamic sampling is shown in Figure 4c where the sampling is completely non-regular in all three dimensions. As the proposed realization of a dynamic readout is restricted due to the wiring, a non-
Figure 5. Reconstruction area $\mathcal{L} = \mathcal{A} \cup \mathcal{B} \cup \mathcal{R}$ consisting of the support area $\mathcal{A}$, the loss area $\mathcal{B}$, and the area $\mathcal{R}$ which contains all the pixels that have been already reconstructed. The cube $c$ is the cube actually to be reconstructed and marked in red in the center of the reconstruction area $\mathcal{L}$.

regular sampling as can be seen in Figure 4: is considered in this paper. In this case, the sampling is not completely non-regular, since for each group of four pixels one pixel is taken. However, as natural video sequences are non-stationary, this is advantageous, since this kind of somewhat evenly distributed sampling is better for adjusting to changes in statistical properties of such sequences.

IV. THREE-DIMENSIONAL FREQUENCY SELECTIVE RECONSTRUCTION

For an effective reconstruction of erroneous video data, the three-dimensional frequency selective extrapolation (3D-FSE) has been proposed in [21]. 3D-FSE, however, has been originally designed to reconstruct block losses or connected block losses and it is not very well suited for the reconstruction of non-regularly sampled video data. Therefore, the three-dimensional frequency selective reconstruction (3D-FSR) is proposed in this paper.

In the scenario considered in this paper, a video sequence $v[x, y, t]$ gets captured by a non-regular sampling sensor where $(x, y)$ depict the spatial coordinates and $t$ the temporal coordinate. Depending on the sampling density, $v[x, y, t]$ contains a different number of missing pixels that have to be reconstructed in order to obtain the full high resolution sequence. 3D-FSR performs a block-wise reconstruction and therefore splits $v[x, y, t]$ into equally-sized cubes $c$. Already reconstructed neighboring cubes can be reused in order to utilize the reconstructed pixels in the reconstruction process for other cubes. In total, all of the cubes $c$ that contain missing pixels have to be processed. In general, there exist many different orders for processing these cubes. A straightforward way is to process the cubes in a line scan order [21]. This line scan order, however, is not suitable to exploit all available information from all directions effectively which may lead to annoying error propagation artifacts. In order to cope with this drawback, an optimized processing order has been presented in [22]. This processing order has been originally designed for the reconstruction of large arbitrarily shaped areas of missing pixels and a parallel processing of the cubes $c$. It is, however, not very well suited for the scenario considered in this paper, since due to the distribution of the sampling points no large holes can occur and the processing order therefore gets reduced to almost a line scan order. In [15], another processing order has been proposed for 2D-FSR which takes the local density of available pixels into account and is therefore better suited for the reconstruction of non-regularly sampled image data.

For the reconstruction of non-regularly sampled video data, a similar processing order as in [15] may be advantageous, since cubes with many known pixels should be processed first in order to support the reconstruction of cubes with fewer pixels. In doing so, the sampling pattern gets first lowpass filtered with a three-dimensional Gaussian window. The pixel values within each cube are summed up and the cubes are then processed in decreasing order of the result of the summation. After determining the processing order of the individual cubes, the actual reconstruction starts with the cube which has the most available pixels.

As shown in Figure 5, not only the cube $c$ is regarded for the reconstruction but also a certain neighborhood. This whole area is called the reconstruction area $\mathcal{L}$ with the coordinates $(m, n, p)$ and it is of size $M \times N \times P$. The reconstruction area $\mathcal{L}$ is divided into several areas where all originally taken pixels are gathered in the support area $\mathcal{A}$. All pixels that are missing and have to be reconstructed are subsumed in the loss area $\mathcal{B}$ and all pixels from neighboring cubes that have been reconstructed before belong to the area $\mathcal{R}$.

The objective of 3D-FSR now is to generate the complex-valued signal model

$$g[m, n, p] = \sum_{(k,l,q) \in \mathcal{K}} \hat{c}_{(k,l,q)} \cdot \varphi_{(k,l,q)}[m, n, p]. \quad (1)$$

for $s[m, n, p]$, which corresponds to the signal that is acquired in area $\mathcal{L}$, as an iterative superposition of Fourier basis functions

$$\varphi_{(k,l,q)}[m, n, p] = e^{\frac{j2\pi km}{M}}e^{\frac{j2\pi ln}{N}}e^{\frac{j2\pi qp}{P}} \quad (2)$$
weighted by the expansion coefficients \( \hat{c}(k,l,q) \). The set \( \mathcal{K} \) contains all the utilized basis functions. That is to say that in each iteration \( \nu \), one basis function gets selected which is then added to the model with the appropriate weight. The approximation residual

\[
r^{(\nu-1)}[m,n,p] = s[m,n,p] - g^{(\nu-1)}[m,n,p]
\]

with respect to the previous iteration is then computed at the beginning of each iteration \( \nu \). Initially, the model \( g^{(0)}[m,n,p] \) is set to zero. Afterwards, the projection coefficients

\[
P^{(\nu)}_{(k,l,q)} = \frac{\sum_{(m,n,p) \in \mathcal{L}} r^{(\nu-1)}[m,n,p] \cdot \varphi^{*}(k,l,q)[m,n,p] \cdot w[m,n,p]}{\sum_{(m,n,p) \in \mathcal{L}} |\varphi(k,l,q)[m,n,p]|^2 \cdot w[m,n,p]}
\]

are calculated which result from a weighted projection of the residual onto all basis functions. Therefore, the weighting function

\[
w[m,n,p] = \begin{cases} 
\rho[m,n,p] & \text{for } (m,n,p) \in \mathcal{A} \\
\delta \rho[m,n,p] & \text{for } (m,n,p) \in \mathcal{R} \\
0 & \text{for } (m,n,p) \in \mathcal{B}
\end{cases}
\]

with the three-dimensional exponentially decreasing function

\[
\rho[m,n,p] = \hat{\rho} \sqrt{\left(m - \frac{M-1}{2}\right)^2 + \left(n - \frac{N-1}{2}\right)^2 + \left(p - \frac{P-1}{2}\right)^2}
\]

is applied in order to control the influence of each pixel on the model generation depending on its position. That is to say that pixels farther away from the center of the cube \( c \) get a lower weight than pixels in the direct neighborhood. The parameter \( \hat{\rho} \) controls the speed of this decay. Another important property of the weighting function \( w[m,n,p] \) is that all pixels from the loss area \( \mathcal{B} \) are excluded from the model generation. Since pixels from neighboring cubes that have been reconstructed before are not as reliable as originally acquired pixels, they are weighted by an additional reduction factor \( \delta \) in the range between zero and one.

The basis function that gets selected in iteration \( \nu \) and added to the model is the one that minimizes the distance between the residual and the corresponding projection onto the basis function weighted by \( w[m,n,p] \). The index of this basis function is calculated by

\[
(u,v,z) = \operatorname{argmax}_{(k,l,q)} \left( \frac{P^{(\nu)}_{(k,l,q)}}{w^{(\nu)}_{f}[k,l,q]} \right)^2 \cdot \sum_{(m,n,p) \in \mathcal{L}} |\varphi(k,l,q)[m,n,p]|^2 w[m,n,p].
\]

The additional frequency prior

\[
w^{(\nu)}_{f}[k,l,q] = \left(1 - \sqrt{2} \cdot \sqrt{\frac{k^2}{M^2} + \frac{\hat{\rho}^2}{N^2} + \frac{\hat{\rho}^2}{P^2}} \right)^{2\alpha^{(\nu)}}
\]

is utilized for the selection process in order to favor certain basis functions depending on the number of available pixels in the reconstruction area \( \mathcal{L} \). For example, if \( \mathcal{L} \) only contains very few originally taken pixels, a low-frequency solution should be preferred in order to avoid artifacts. If, however, many pixels are available, the suppression of high-frequency basis functions should be small. Using the measure

\[
\Omega = \frac{\sum_{(m,n,p) \in \mathcal{A}/\mathcal{R}} w[m,n,p]}{\sum_{(m,n,p) \in \mathcal{L}} \rho[m,n,p]}
\]

of the effective data, the frequency prior \( w^{(\nu)}_{f}[k,l,q] \) can be made adaptive to the number of available pixels. The weighting function \( w[m,n,p] \) is again used to control the influence of each pixel depending on the distance to the cube to be reconstructed. If \( \hat{\rho} = 1 \), \( \Omega \) would just be the number of available pixels in the reconstruction area \( \mathcal{L} \). The mapping function

\[
\alpha^{(\nu)} = -\frac{\log(\Omega)}{\tau}
\]

is used in the exponent of the frequency prior \( w^{(\nu)}_{f}[k,l,q] \), since the measure \( \Omega \) of the effective data cannot be directly inserted. The parameter \( \tau \) is introduced in order to control the adaptive suppression of high-frequency basis functions depending on the number of available pixels in the reconstruction area \( \mathcal{L} \).

The expansion coefficient

\[
\hat{c}^{(\nu)}_{(u,v,z)} = \gamma \cdot P^{(\nu)}_{(u,v,z)}
\]

of the selected basis function that gets added to the signal model \( g[m,n,p] \) is calculated using the orthogonality deficiency compensation factor \( \gamma \) as proposed in [28], since the projection coefficients \( P^{(\nu)}_{(k,l,q)} \) cannot be used directly as an estimate for the influence. After the selection of a suitable basis function and the calculation of the correct weight, the signal model and the residual of the current iteration are updated by

\[
g^{(\nu)}[m,n,p] = g^{(\nu-1)}[m,n,p] + \hat{c}^{(\nu)}_{(u,v,z)} \cdot \varphi_{(u,v,z)}[m,n,p]
\]

and

\[
r^{(\nu)}[m,n,p] = r^{(\nu-1)}[m,n,p] - \hat{c}^{(\nu)}_{(u,v,z)} \cdot \varphi_{(u,v,z)}[m,n,p].
\]

After a predefined number of iterations, the real-valued component of the resulting signal model is used to replace all missing pixels in the currently considered cube.

For a faster computation, these steps can also be processed in the frequency domain. In doing so, the basis function selection can be expressed by

\[
(u,v,z) = \operatorname{argmax}_{(k,l,q)} \left| R^{(\nu-1)}_{w}[k,l,q] \right|^2
\]

and the estimation of the corresponding expansion coefficient by

\[
\hat{c}^{(\nu)}_{(u,v,z)} = \gamma \cdot \frac{R^{(\nu-1)}_{w}[u,v,z]}{W[0,0,0]}
\]

where \( W[k,l,q] \) notes the transformed weighting function \( w[m,n,p] \) and \( R^{(\nu-1)}_{w}[k,l,q] \) the transformed weighted residual

\[
r^{(\nu-1)}_{w}[m,n,p] = r^{(\nu-1)}[m,n,p] \cdot w[m,n,p].
\]
The update step of the signal model and the residual can also be carried out in the frequency domain by

\[
G^{(v)}[u, v, z] = G^{(v-1)}[u, v, z] + MN \hat{P}_c^{(v)}[u, v, z]
\]

and

\[
R^{(v)}_{w}[k, l, q] = R^{(v-1)}_{w}[k, l, q] - \hat{c}^{(v)}[u, v, z] \cdot W[k - u, l - v, q - z].
\]

Calculating all steps of 3D-FSR in the frequency domain, the computational demand gets significantly reduced and transforms only are required at the beginning and at the end of the model generation.

V. SIMULATIONS & RESULTS

In the following, the abilities and properties of the proposed dynamic non-regular sampling concept in combination with the also proposed subsequent reconstruction by 3D-FSR are analyzed. At first, the performance of the proposed 3D-FSR compared to the existing 3D-FSE \cite{22} is demonstrated. Afterwards, the advantages of the proposed dynamic sampling compared to a static sampling are shown. Additionally, the proposed dynamic readout concept is compared to state-of-the-art frame rate up-conversion (FRUC) and super-resolution (SR) techniques.

The test setup shown in Figure 6 consists of eight sequences from the HEVC data base where for each sequence the first 50 frames are selected. The first four sequences BasketballDrill, BQMall, PartyScene, and RaceHorses are from the HEVC ClassC test sequences and are of size 832 × 480 pixels. The second four sequences BasketballPass, BlowingBubbles, BQSquare, and RaceHorses are from the HEVC ClassD test sequences and are of size 416 × 240 pixels. Also shown in Figure 6 are the two sequences Keiba and Mobisode2 of size 416 × 240 also from the HEVC sequences which are used as training sequences. For all simulations and evaluations, only the luminance component is considered.

First, the corresponding readout schemes are applied to the original sequences which have the full temporal and high spatial resolution. In the case of the proposed non-regular sampling concept this means that various sampling patterns are multiplied with the original sequences in order to simulate a static or dynamic sampling where fewer pixels per frame are read out than the original camera sensor may acquire. The reconstruction of the missing pixels is evaluated using the two-dimensional frequency selective reconstruction (2D-FSR) from \cite{15}, a three-dimensional linear interpolation (3D-LIN) \cite{29}, the three-dimensional gap filling (3D-GF) from \cite{23}, and the proposed three-dimensional frequency selective reconstruction (3D-FSR). In Figure 7 sections of all sampling patterns can be seen that have been used during the simulations. On the one hand, a static non-regular sampling pattern where the sampling positions do not change over time is applied and on the other hand, the proposed dynamic non-regular sampling pattern is applied where the sampling points are varying over time. For a sampling density of 25%, there are \( \binom{4}{1} = 4 \) combinations of complementary sampling patterns possible which are chosen in a way as shown in Figure 7. The same holds for a sampling density of 75% where also \( \binom{4}{3} = 4 \) solutions exist. For a sampling density of 50%, however, \( \binom{4}{2} = 6 \) different complementary patterns can be realized which again are chosen in the order as seen in Figure 7. The combinations of these complementary sampling patterns are then repeated over time for all frames.

For the second approach to obtain both a high spatial and a high temporal resolution, two FRUC techniques are tested. Therefore, some frames of the original sequences are left out and all originally acquired frames have the full spatial resolution. For a sampling density of 25% for example, only the first frame, the fifth frame, the ninth frame, and so on are available. In order to obtain the full temporal resolution, the missing intermediate frames are calculated by motion compensated linear averaging (MCLA) \cite{5} and motion compensated three-dimensional frequency selective extrapolation (MC-3D-FSE) \cite{6}.

The third approach to obtain both a high spatial and a high temporal resolution uses a sensor which gives a high temporal resolution at a low spatial resolution. In order to
simulate such a camera sensor, for each frame of the original sequences always a group of $2 \times 2$ pixels is combined to one pixel. Four SR techniques are then applied to obtain the high spatial resolution. Iteratively Re-Weighted Minimization (IRWSR) [30] and Fast and Robust Multi-Frame Super-Resolution (L1BTV) [31] are two multi-image SR techniques and Very Deep Super-Resolution (VDSR) [32] and Naive Bayes Super-Resolution Forest (NBSRF) [33] are single-image SR techniques.

After the reconstruction of all sequences which have been acquired by these different approaches, the reconstruction quality is evaluated by comparing the reconstructed sequences to the original sequences using the peak-signal-to-noise ratio (PSNR). The PSNR is not computed frame by frame, since sequences reconstructed by FRUC contain original frames which results in infinite PSNR values. Instead, the mean squared error is first calculated for the whole sequence followed by the calculation of the PSNR. Additionally, a border of 14 pixels in both spatial and temporal dimension gets excluded from calculation in order to avoid the influence of artifacts that some of the tested approaches introduce at the borders.

The first simulations show the performance of the proposed 3D-FSR. For the adaptive frequency prior which is a novel feature in 3D-FSR, however, a proper value for the control parameter $\tau$ has to be found first. In doing so, the training sequences from Figure 6, where a static non-regular sampling is used, are reconstructed by 3D-FSR using the parameters from Table I. Then, different values for $\tau$ ranging from $\tau = 0.1$ to $\tau = 32$ are tested. The results can be seen in Figure 8, where the average PSNR is calculated over all training sequences and shown for different sampling densities. It can be seen that for all sampling densities, small values of $\tau$ lead to a poor reconstruction quality whereas for higher values of $\tau$ starting with $\tau = 16$ the reconstruction quality converges to its maximally reachable value. That is to say that $\tau = 16$ is a good choice to achieve a reasonable reconstruction quality.

After choosing proper parameters for the proposed 3D-FSR, the performance of the 3D-FSR compared to the existing 3D-FSE [22] is evaluated. In doing so, the test sequences from Figure 8, consisting of the HEVC ClassC and ClassD sequences, where again a static non-regular sampling with sampling densities of 25%, 50%, and 75% is applied, are reconstructed by both 3D-FSR and 3D-FSE using the corresponding parameters from Table I. The results are shown in Figure 9 where the average PSNR over all test sequences is calculated and shown for different sampling densities. It can be seen that 3D-FSR performs better than 3D-FSE for all sampling densities. For higher sampling densities, however, only marginal gains of up to 0.01 dB can be reached. The highest gain with 0.51 dB is achieved at small sampling densities. Therefore, it can be stated that 3D-FSR is especially suited for video data which is non-regularly sampled at low sampling densities. 3D-FSR is not only able to reconstruct non-regularly sampled video sequences with a high quality, it can also ensure the temporal consistency, since it uses three-dimensional Fourier basis functions. In doing so, smooth transitions in temporal direction can be guaranteed, as information from succeeding and preceding pixels are employed for the reconstruction.

### Table I

| Parameter                     | 3D-FSE Parameters (optimized) | 3D-FSR Parameters (density-based) |
|-------------------------------|-------------------------------|----------------------------------|
| Cube size                     | $4 \times 4 \times 4$         |                                  |
| Border width                  | 14                            |                                  |
| FFT size                      | $32 \times 32 \times 32$      |                                  |
| Number of iterations per cube | 500                           |                                  |
| Decay factor $\rho$           | 0.7                           |                                  |
| Orthogonality deficiency $\gamma$ | 0.5                     |                                  |
| Weighting of already reconstructed areas $\delta$ | 0.5                  |                                  |
| Adaptive frequency prior $\tau$ (only 3D-FSR) | 16                        |                                  |
| Processing order for 3D-FSE   | Optimized                     |                                  |
| Processing order for 3D-FSR   | Density-based                 |                                  |
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Figure 8. Evaluation of the parameter $\tau$ that is used for controlling the adaptive suppression of high-frequency basis functions depending on the number of available pixels in the reconstruction area $L$. Average PSNR values are shown for various values of $\tau$, for the training set, and for different sampling densities.
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Figure 9. Evaluation of the performance of the proposed 3D-FSR compared to the existing 3D-FSE [22] over the test sequences and for different sampling densities.
Now, the proposed dynamic non-regular sampling concept is compared to a static non-regular sampling. Therefore, on the one hand, for each test sequence and each sampling density, a static non-regular sampling is applied, followed by a reconstruction by 3D-FSR. On the other hand, the proposed dynamic sampling is applied and also reconstructed by 3D-FSR. The detailed results are depicted in Table II where for each test sequence the PSNR values are shown for the reconstruction after a static sampling and after the proposed dynamic sampling. It can be seen that for almost all sequences remarkable gains can be achieved when applying the proposed dynamic sampling. It is also evident that the gains decrease with a higher sampling density. The highest gain of 8.55 dB is achieved for the reconstruction of the sequence \textit{BQSquare} using a sampling density of 25%. This is a mostly static sequence with only few motion which is advantageous when using the proposed dynamic sampling. For static areas, a static sampling always misses the same position whereas the dynamic sampling acquires each position at least once within the range of four frames. On the other hand, when dealing with sequences with a lot of motion like \textit{RaceHorses}, only marginal gains or even marginal losses are achieved. This is due to the reconstruction error when dealing with different alternating sampling patterns. That is to say that for such sequences the application of the proposed dynamic sampling almost yields the same results as a static sampling. In Figure 10 the overall results for the comparison of a static non-regular sampling to the proposed dynamic non-regular sampling can be seen where the PSNR values are averaged for all test sequences and all sampling densities. Additionally, three other reconstruction algorithms for the sampled sequences are evaluated. The two-dimensional frequency selective reconstruction (2D-FSR) from [15] performs a frame-wise reconstruction. The three-dimensional linear interpolation (3D-LIN) uses the built-in function \texttt{griddata} from MATLAB and is based on [29]. The three-dimensional gap filling (3D-GF) from [23] is based on a penalized least squares method. In [15], it has been shown for the reconstruction of non-regularly two-dimensional sampled data that 2D-FSR performs better than other state-of-the-art reconstruction algorithms such as the statistically driven Steering Kernel Regression [34] or the sparsity-based Wavelet Inpainting [35]. Therefore, only 2D-FSR is taken into account in this scenario. It can be clearly seen from Figure 10 that algorithms like the 2D-FSR that do not exploit any temporal correlation cannot benefit from the dynamic sampling. On the other hand, other algorithms that exploit the third dimension for reconstruction like 3D-GF or the proposed 3D-FSR yield a better reconstruction quality when the proposed dynamic sampling is applied. In this case, an average gain in PSNR of 2.80 dB can be achieved for the reconstruction by 3D-FSR. For the reconstruction by 3D-LIN a dynamic sampling is detrimental. This is due to the functionality of 3D-LIN. For a static sampling, 3D-LIN gets reduced to a frame-wise reconstruction. For the proposed dynamic sampling, 3D-LIN also gets reduced to a two-dimensional reconstruction, however, in temporal direction. 3D-LIN produces strong artifacts for areas with motion, since it performs no motion compensation. For a static background, however, 3D-LIN gives a good reconstruction quality, but overall, 3D-LIN is not suitable for the reconstruction of dynamic non-regularly sampled video data.

The remarkable gains from Table II and Figure 10 are also visually noticeable and illustrated in Figure 11. There, details of five sequences are shown where a sampling density of 25% for both the proposed dynamic non-regular sampling and the static sampling is applied. After the reconstruction by 3D-FSR, the PSNR value is computed for the particular region of the shown frames. It can be clearly seen that by using the proposed dynamic sampling with the proposed 3D-FSR, the visual quality is significantly higher for almost every sequence. This is especially true for sequences with very few motion like \textit{BQSquare} where the reconstruction of the tables and chairs almost reaches the quality of the original frame. Also other fine structures like the text in \textit{BQMall} or the details in the other sequences can be reconstructed with a very high quality. The only case where the reconstruction quality is not higher is when the regarded sequence contains a lot of motion as for example in both \textit{RaceHorses}. The reconstruction after the proposed dynamic sampling of such sequences, however, always is in the range of the reconstruction after a static sampling. These results show that by using the proposed dynamic non-regular sampling with a subsequent reconstruction by the also proposed 3D-FSR, sequences with both a high temporal and a high spatial resolution can be reconstructed.

For a more comprehensive comparison, the proposed framework is now compared to other techniques from image processing that are also able to reconstruct such sequences. Therefore, the two FRUC techniques MCLA [5] and MC-3D-FSE [6] and also the four SR techniques IRWSR [30], L1BTV [31], VDSR [32], and NBSRF [33] are applied on the test sequences and compared to the proposed framework of dynamic non-regular sampling with a subsequent reconstruction by 3D-FSR. A sampling density of 25% has been chosen in order to guarantee a fair comparison, since all approaches have to reconstruct the same amount of missing samples. They are, however, differently distributed in spatial and temporal direction. For FRUC, three out of four frames have to be estimated. For SR, the reconstruction of the high resolution

![Figure 10](image-url)
| Video          | Sampled | Proposed 3D-FSR after static sampling | Proposed 3D-FSR after proposed dynamic sampling | Original |
|---------------|---------|--------------------------------------|------------------------------------------------|-----------|
| BQSquare      | 25%     | 23.62 dB                             | 32.66 dB                                       |           |
| BQMall        | 25%     | 25.44 dB                             | 30.64 dB                                       |           |
| BasketballPass| 25%     | 32.14 dB                             | 35.87 dB                                       |           |
| PartyScene    | 25%     | 24.70 dB                             | 32.63 dB                                       |           |
| RaceHorses (ClassD) | 25% | 29.83 dB                             | 29.68 dB                                       |           |

Figure 11. Visual results for details of different test videos from the HEVC video data base showing a non-regular sampling density of 25% and a reconstruction by 3D-FSR after both a static sampling and the proposed dynamic sampling. For each sequence, frame 25 is shown and the PSNR value is computed on the particular section of the frame. (Please pay attention that additional aliasing may be caused by printing or scaling. Best to be viewed enlarged on a monitor.)
Figure 12. Visual results for details of two test sequences from the HEVC video data base shown for different FRUC and SR techniques compared to the proposed dynamic sampling and for a sampling density of 25%. For each sequence, frame 27 is shown and the PSNR value is computed on the particular section of the frame. (Please pay attention that additional aliasing may be caused by printing or scaling. Best to be viewed enlarged on a monitor.)
frames is conducted from frames which are subsampled by a factor of two. The results are shown in Table III where the PSNR values are given for each tested sequence and for the different techniques FRUC, SR, and the proposed dynamic non-regular sampling. It can be seen that for almost all sequences, using the proposed dynamic sampling yields a better quality compared to the other techniques. There are, however, scenarios where FRUC achieves a higher quality. This is the case for MC-3D-FSE [6] and when the sequence contains almost no motion as for example in BQSquare. Since MC-3D-FSE performs a motion estimation, it does not have to interpolate missing samples when there is no motion, it can simply project these samples from adjacent frames. Nevertheless, compared to the best FRUC technique, the proposed dynamic non-regular sampling achieves an average gain of 4.55 dB. Compared to the best SR technique, even average gains of up to 6.58 dB are possible. In Figure 12, visual results are illustrated which also show that the proposed dynamic sampling yields a significantly higher quality than other methods from the categories of FRUC or SR. Only when there are mostly static regions in the sequence, FRUC gives a slightly higher quality. In general, FRUC methods like MCLA or MC-3D-FSE achieve a very high quality for these regions, however, when there are dynamic regions, the quality significantly decreases due to the error-prone motion estimation that is required for the projection of pixels in missing frames. With SR techniques like IRWSR, L1BTV, VDSR, or NBSRF, a high quality can be obtained for dynamic regions, however, for static regions only a poor quality can be reconstructed as most SR algorithms exploit pixel variations in order to super-resolve a video sequence. Using the proposed dynamic non-regular sampling, a very high quality can be reconstructed throughout the whole sequence independent of the motion.

VI. CONCLUSION & OUTLOOK

In this paper, a novel strategy for modifying an image sensor in order to acquire both a high spatial and a high temporal resolution is proposed. The high temporal resolution is achieved by reading out only a subset of pixels per frame which allows for a higher throughput and therefore more frames per second. Subsequently, the so acquired incomplete frames are reconstructed by the also proposed three-dimensional frequency selective reconstruction (3D-FSR) in order to obtain the full high resolution sequence. The main contribution of this paper is the dynamic non-regular sampling which allows for each frame a dynamic readout of the sampling points. By using complementary sampling patterns, the reconstruction quality of 3D-FSR and other three-dimensional reconstruction algorithms can be significantly increased. That

| Sequences       | Average PSNR (%) | PSNR (dB) |
|-----------------|------------------|-----------|
| ClassC          | BasketballDrill  | 26.00     |
|                 | BQMall           | 29.18     |
|                 | PartyScene       | 27.20     |
|                 | RaceHorses       | 21.90     |
| ClassD          | BasketballPass   | 35.39     |
|                 | BlowingBubbles   | 26.69     |
|                 | BQSquare         | 32.20     |
|                 | RaceHorses       | 22.82     |
| Average PSNR    | 27.67            |

Table II

PSNR RESULTS IN dB FOR THE COMPARISON OF THE PROPOSED DYNAMIC NON-REGULAR SAMPLING TO A STATIC NON-REGULAR SAMPLING USING THE PROPOSED 3D-FSR FOR RECONSTRUCTION.

| Sequences       | Frame Rate Up-Conversion (FRUC) | Super-Resolution (SR) | Proposed 3D-FSR |
|-----------------|---------------------------------|-----------------------|-----------------|
|                 | MCLA [5]                        | IRWSR [30]            | NBSRF [33]      |
|                 | MC-3D-FSE [6]                   | L1BTV [31]            | 3D-FSR         |
| ClassC          | 26.00                           | 25.75                 | 26.73           |
| BasketballDrill |                                 |                       |                 |
| BQMall          | 29.18                           | 25.05                 | 25.36           |
| PartyScene      | 27.20                           | 22.42                 | 22.61           |
| RaceHorses      | 21.90                           | 28.20                 | 28.76           |
| Average PSNR    | 27.67                           |                       |                 |

Table III

PSNR RESULTS IN dB FOR THE COMPARISON OF THE PROPOSED DYNAMIC NON-REGULAR SAMPLING WITH A SUBSEQUENT RECONSTRUCTION BY 3D-FSR TO OTHER METHODS FROM THE CATEGORIES OF FRUC AND SR AT A SAMPLING DENSITY OF 25%.
way, PSNR gains of up to 8.55 dB can be achieved compared to only using a static sampling. Compared to other state-of-the-art techniques such as frame rate up-conversion or super-resolution which are also able to obtain sequences with both a high spatial and a high temporal resolution, an average gain in PSNR of up to 6.58 dB is reached using the proposed dynamic non-regular sampling.

Future research aims at including motion estimation within this framework of dynamic non-regular sampling followed by a subsequent reconstruction. As shown in [36], the reconstruction quality of the three-dimensional frequency selective extrapolation (3D-FSE) can be enhanced by adapting the model generation to the content of the sequence to be reconstructed. In doing so, motion estimation can be utilized to project pixels from adjacent frames instead of reconstructing missing pixels by sophisticated algorithms. Another possibility to adapt the model generation of the frequency selective reconstruction to the content of the data to be reconstructed has been shown in [37], [38] where structural information has been used as a criterion. This information can also be used to assign different sampling densities to differently structured regions in the sequence.
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