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Abstract. In this work we investigate the parallel scalability of the numerical method developed in Guthrey and Rossmanith [The regionally implicit discontinuous Galerkin method: Improving the stability of DG-FEM, SIAM J. Numer. Anal. (2019)]. We develop an implementation of the regionally-implicit discontinuous Galerkin (RIDG) method in DoGPack, which is an open source C++ software package for discontinuous Galerkin methods. Specifically, we develop and test a hybrid OpenMP and MPI parallelized implementation of DoGPack with the goal of exploring the efficiency and scalability of RIDG in comparison to the popular strong stability-preserving Runge-Kutta discontinuous Galerkin (SSP-RKDG) method. We demonstrate that RIDG methods are able to hide communication latency associated with distributed memory parallelism, due to the fact that almost all of the work involved in the method is highly localized to each element, producing a localized prediction for each region. We demonstrate the enhanced efficiency and scalability of the RIDG method and compare it to SSP-RKDG methods and show extensibility to very high order schemes. The two-dimensional scaling study is performed on machines at the Institute for Cyber-Enabled Research at Michigan State University, using up to 1440 total cores on Intel(R) Xeon(R) Gold 6148 CPU @ 2.40GHz CPUs. The three-dimensional scaling study is performed on Livermore Computing clusters at Lawrence Livermore National Laboratory, using up to 28672 total cores on Intel Xeon CLX-8276L CPUs with Omni-Path interconnects.
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1. Introduction. In high-performance computing, parallel scaling is an important measure of algorithm efficiency, since it provides a quantifiable measure of how much computational benefit is gained by moving to more and more computing resources (i.e., more processors/cores/threads). There are two standard approaches to measure scalability: (1) weak scaling, where the problem size (i.e., the degrees of freedom) increases with the number of cores such that the problem size per processor/core/thread is fixed; and (2) strong scaling, where the number of processors/cores/threads is increased while the problem size is fixed. For problems that are CPU-bound, i.e., problems where memory is not the primary concern, but computing the solution on a single processor takes a long time, the relevant scaling measure is strong scaling.

For the numerical solution of partial differential equations (PDEs), the standard strategy for strong scaling is to subdivide a problem of size $P$ over $n$ physical compute
cores until a minimal problem size per physical compute core is reached (e.g., see Fischer, Heisey, and Min \[10\]). The ratio of problem size to number of compute cores is known as the granularity, \( \eta \), and can be used to predict the ratio of MPI-communication and OpenMP overhead to parallelized work. In the limit of minimal granularity \( \eta \to 1 \), parallelization overhead is maximized, reducing efficiency.

In this work we are concerned with strong scaling via a hybrid OpenMP [4] + MPI [11] approach for a specific class of problems: hyperbolic conservation laws, with a specific type of spatial discretization: discontinuous Galerkin (DG) finite element methods (e.g., see Cockburn and Shu [3]). The most common technique to time-advance DG spatial discretizations is the strong-stability-preserving Runge-Kutta (SSP-RK) scheme. This approach is explicit in time, and thus very efficient in terms of CPU and memory resources per time-step. However, a drawback is that SSP-RK schemes applied to high-order DG methods suffer from very small allowable time-steps, which then results in an overall reduction in efficiency (i.e., many time-steps to reach a fixed final time). In order to overcome these small time-step restrictions, Guthrey and Rossmanith [17] developed a new time-stepping approach for DG that was dubbed the regionally-implicit DG (RIDG) scheme. The primary goal of the current work is to develop, implement, and test a parallelized version of the regionally-implicit discontinuous Galerkin (RIDG) method.

1.1. Scalability challenges. The algorithms discussed in this paper are high-order discontinuous Galerkin (DG) methods with explicit time-stepping for hyperbolic conservation laws. Explicit time-stepping algorithms for DG methods are usually associated with small time-steps, typically with Courant-Friedrichs-Lewy (CFL) numbers much less than 1 (and indeed inversely proportional to the method order of accuracy). The benefit of such schemes is that they have a very low computational cost associated with the (typically) nearest neighbor stenciling. Thus, there are two challenges associated with attempts to scale such schemes to multiple processors. First, as we divide the computational domain into several pieces, each piece must synchronize with its neighbors across the domain-decomposition pseudo-boundaries, a process also known as synchronization of the halo regions [18]. This must occur at least once per time-step (typically several times for multi-stage methods), and thus must be performed many times over the course of forming a solution for some fixed final time. Secondly, for each time-step all processes must synchronize and compute the global maximum wave speed, so that each process is using the same time-step size given by the CFL-restriction. This synchronization takes the form of an all-to-all reduction. This can be potentially avoided by using local-time stepping, but we do not discuss this in this paper.

In the face of the challenges, discontinuous Galerkin methods enjoy enhanced scalability properties due to the nearest-neighbor stenciling typical of such methods and the highly element-localized compute intensity. Adaptive mesh refinement has been shown to work very well when applied to DG methods at scale [7]. The arbitrary high order schemes using derivatives (ADER-DG) are predictor-corrector schemes that avoid repeated communication for each time-step by being fully discrete [5]. That is, there is a space-time basis underlying the time-step updates as opposed to a method-of-lines update of a purely spatial basis. This approach shows improved MPI scaling efficiency compared to RKDG schemes, resulting in up to 23% smaller \( L_2 \) errors with 1 – 2% longer runtimes. One goal of this paper is to perform a similar comparison of RIDG and RKDG methods in this paper.

For discontinuous Galerkin methods, the granularity \( \eta \) is usually discussed in
terms of the total number of elements $P$, as opposed to the total number of problem degrees of freedom. This is because domain-decomposition is not typically implemented below the level of the elements. That is, individual elements are not typically broken up as any part of a domain decomposition strategy.

Domain decomposition for strong scaling such a problem involves dividing the physical domain into a number of sub-domains equal to the number of MPI tasks or compute nodes, each with a number of physical compute cores. This gives rise to domain decomposition pseudo-boundaries, in addition to the physical boundaries. In this paper we consider periodic boundary conditions, where physical boundaries become pseudo-boundaries, as they separate problem subdomains.

As discussed above, dynamic explicit time-stepping relies on an all-to-all reduction to ensure that each time-step taken uses a global estimate for the maximum wave speed in the computational domain. That is, each subdomain assigned to an MPI task must compute its “task-local” maximum wave speed, and a “task-global” maximum wave speed must be computed via an all-to-all reduction to ensure that the Courant-Friedrichs-Lewy (CFL) condition is satisfied by all of the sub-domains. Since this procedure merely involves comparing wave speeds to find the maximum wave speed among all processes, the communication latency of this procedure is dominated by the total number of processes as $\log_2 P$, not the granularity $\eta$.

Every subdomain must perform halo-region communications with all subdomains with which it shares a pseudo-boundary. This implies that periodic boundary conditions are more difficult to scale than Dirichlet or outflow conditions, since they inherently involve extra communications, specifically the wrap-around communications (e.g., the east side of the mesh communicates with the west side of the mesh). As the granularity increases, the time spent copying data to MPI buffers relative to the work in the rest of the problem increases, potentially degrading efficiency. However, this is a memory operation and thus can be relatively quick, even at low granularity.

Explicit time-stepping methods usually exhibit restrictive CFL conditions (even more-so with high-order DG spatial discretizations), which increase the total number of time steps, which in turn increases the total amount of communications per simulation time. Thus, the scalability of an explicit time-stepping scheme depends on the scheme’s ability to overcome communication overheads and hide latency as $\eta \to 1$.

1.2. Scope of this work. The purpose of the current work is to develop, implement, and study an OpenMP + MPI parallelization of the regionally implicit discontinuous Galerkin scheme (RIDG) [16, 17]. In particular, we are concerned with comparing it to parallel implementations of the most commonly used variant of the discontinuous Galerkin method: the strong-stability-preserving Runge-Kutta DG (SSP-RKDG) scheme [3, 13, 14]. In section 2 we will briefly review the regionally-implicit method, and in particular, the two key parts of the time-stepping strategy: (1) regionally-implicit prediction and (2) explicit correction. In section 3 we develop a quasi-quadrature-free approach for the Jacobian matrix assembly that is required in the regionally-implicit prediction step. Next we briefly define the terminology needed to quantify the accuracy and efficiency of our parallel implementations in section 4. A brief discussion and explanation of the proposed parallel implementation is provided in section 5. In subsection 6.1, subsection 6.2, and subsection 6.3 we report our findings for examples in one, two, and three spatial dimensions, respectively. The two-dimensional scaling study presented in subsection 6.2 is performed on the Institute for Cyber-Enabled Research at Michigan State University’s Intel(R) Xeon(R) Gold 6148 CPU @ 2.40GHz CPUs, using up to 1440 total cores. The three-dimensional scaling
study presented in subsection 6.3 is performed on Livermore Computing clusters at Lawrence Livermore National Laboratory, using up to 28672 total cores on Intel Xeon CLX-8276L CPUs with Omni-Path interconnects. In these sections we demonstrate the benefits of using RIDG over SSP-RDG, especially as the number of processors increase and as the order of the method increases. Finally, we conclude our findings in section 7.

2. Regionally-implicit discontinuous Galerkin (RIDG) method. The regionally implicit discontinuous Galerkin (RIDG) method was developed in recent work by Guthrey and Rossmanith [17]. The goal of that work was to improve the linear stability of the the ADER-DG scheme [6, 12, 24]. In particular, the origin of the RIDG method is tied to the method of Gassner et al. [12], where it was shown that Lax-Wendroff discontinuous Galerkin [21] can be formulated as a predictor-corrector method. The predictor is a local version of a spacetime DG method [19, 23] (i.e., the predictor is something like a block-Jacobi update for a fully implicit spacetime DG method), and the corrector is an explicit method that uses the spacetime reconstructed solution from the predictor step. The drawback of the locally-implicit approach is that the resulting ADER-DG scheme suffers from small maximum allowable time-steps that decrease with increasing order of accuracy. The RIDG method instead uses a regionally-implicit prediction step, which has the benefit of resulting in a DG method with maximum allowable time-steps that are much closer to the optimal limit; and, in particular, the maximum allowed time-step does not degrade as the order of accuracy is increased. The drawback of RIDG is that per time-step it is more computational expensive than standard ADER-DG; however, this penalty is more than offset by the significantly increased stable time-step, especially for very high-order schemes. In this section we briefly review the key concepts of the RIDG approach. For more details we refer the reader to [17].

2.1. General setup. Consider hyperbolic conservation laws of the form

\[ \dot{q} + \sum_{j} F_{j}(q) = 0, \]

where \( q(t, x) : \mathbb{R}^{+} \times \mathbb{R}^{M_{\text{dim}}} \rightarrow \mathbb{R}^{M_{\text{eqn}}} \) is the vector of conserved variables, \( F(q) : \mathbb{R}^{M_{\text{eqn}}} \rightarrow \mathbb{R}^{M_{\text{eqn}} \times M_{\text{dim}}} \) is the flux function, \( M_{\text{dim}} \) is the number of spatial dimensions, and \( M_{\text{eqn}} \) is the number of conserved variables. We define \( \Omega \subset \mathbb{R}^{M_{\text{dim}}} \) to be a polygonal domain with boundary \( \partial \Omega \), and discretize \( \Omega \) using a finite set of non-overlapping elements, \( T_{i} \), such that \( \bigcup_{i=1}^{M_{\text{elem}}} T_{i} = \Omega \), where \( M_{\text{elem}} \) is the total number of elements. Let \( Q(M_{\text{deg}}, M_{\text{dim}}) \) denote the set of polynomials from \( \mathbb{R}^{M_{\text{dim}}} \) to \( \mathbb{R} \) with maximal polynomial degree \( M_{\text{deg}} \). On the mesh of \( M_{\text{elem}} \) elements we define the broken finite element space:

\[ \mathcal{W}^{h} := \left\{ w^{h} \in [L^{\infty}(\Omega)]^{M_{\text{eqn}}} : \left. w^{h} \right|_{T_{i}} \in [Q(M_{\text{deg}}, M_{\text{dim}})]^{M_{\text{eqn}}} \quad \forall T_{i} \right\}, \]

where \( h \) is the grid spacing.

Let \( \Phi_{k}(x) \) for \( k = 1, \ldots, M_{\text{basis}} \) be a basis that spans \( Q(M_{\text{deg}}, M_{\text{dim}}) \) over \( T_{i} \) and is orthonormal:

\[ \frac{1}{|T_{i}|} \int_{T_{i}} \Phi_{k}(x) \Phi_{\ell}(x) \, dx = \delta_{k\ell}, \]

where \( \delta_{k\ell} \) is the Kronecker delta and \( |T_{i}| \) is the volume of element \( T_{i} \).
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\begin{equation}
q^h(t^n, x) \big|_{\Omega_i} = \Phi(x)^T Q = \sum_{\ell=1}^{M_{\text{basis}}} Q^\ell(t^n) \Phi^\ell(x),
\end{equation}

where \(Q^\ell(t^n)\) are the unknown degrees of freedom at time level \(t^n\). Using this ansatz, multiplying (1) by \(\varphi_k\), integrating over the element \(\Omega_i\), using integration-by-parts in space, and integrating over the time slab \([t^n, t^{n+1}]\), results in the following equation:

\begin{equation}
Q^k(t^{n+1}) = Q^k(t^n) + \frac{1}{|\Omega_i|} \int_{t^n}^{t^{n+1}} \int_{\Omega_i} \nabla \Phi^k \cdot \textbf{F}(q^h) \, dx \, dt
- \frac{1}{|\Omega_i|} \int_{t^n}^{t^{n+1}} \int_{\partial \Omega_i} \Phi^k \cdot \textbf{F} \left( \underline{q^h}, \overline{q^h}; n \right) \, ds \, dt,
\end{equation}

where \(n\) is an outward-pointing normal vector to \(\partial \Omega_i\), \(\underline{q^h}\) and \(\overline{q^h}\) are the states on either side of the boundary \(\partial \Omega_i\), and \(\textbf{F}\) is some appropriate numerical flux. Equation (5) has the look and feel of a fully-discrete numerical method; however, the above volume and surface integral cannot be evaluated directly since they require knowledge of the solution over the entire time-slab: \([t^n, t^{n+1}]\).

The idea of schemes such as ADER-DG [6, 12, 24], its close cousin Lax-Wendroff DG [21], and indeed RIDG [17], is to form a prediction for solution \(\overline{q^h}\) over the time-slab: \([t^n, t^{n+1}]\), and then to insert this prediction into equation (5) to obtain a fully discrete update formula. The main difference between ADER-DG, Lax-Wendroff DG, and RIDG is only in how the prediction step is formed. We briefly review the details for RIDG below.
2.2. RIDG prediction step. In order to describe the prediction step, we define *spacetime elements* and *regions*:

\[
S_i := \left[t^n, t^{n+1}\right] \times \mathcal{T}_i \quad \text{and} \quad \mathcal{R}_i := \bigcup_{j: \mathcal{T}_i \cap \mathcal{T}_j \neq \emptyset} \mathcal{S}_j,
\]

respectively. Note that definition (6) includes all of the elements \( \mathcal{T}_j \) that share either a face or a vertex with element \( \mathcal{T}_i \) – we refer to all of the elements in \( \mathcal{R}_i \) as vertex- *neighbors* of element \( \mathcal{T}_i \); a 2D version is depicted in Figure 1. Also note that on a Cartesian mesh in \( M_{\text{dim}} \) dimensions, region \( \mathcal{R}_i \) contains exactly \( 3^{M_{\text{dim}}} \) spacetime elements. On each spacetime element we write the predicted solution as

\[
q(t, x) \bigg|_{S_i} \approx w_i := \Psi^T W_i,
\]

where \( W \in \mathbb{R}^{M_P \times M_{\text{eqn}}} \), \( \Psi \in \mathbb{R}^{M_P} \),

\[
M_P := (M_{\text{deg}} + 1)^{M_{\text{dim}}+1},
\]

and \( \Psi \) is an orthonormal basis on the spacetime element:

\[
\frac{1}{|S_i|} \int_{S_i} \Psi \Psi^T \, d\tau \, d\xi = \mathbb{I} \in \mathbb{R}^{M_P \times M_P}.
\]

In order to arrive at an algebraic system of equations to solve for the unknown spacetime coefficients in region \( \mathcal{R}_i \), we multiply (1) by test functions \( \Psi \) and then integrate over each \( \mathcal{S}_j \in \mathcal{R}_i \). We apply integration-by-parts in both space and time. The integration-by-parts in time connects the current time-slab \([t^n, t^{n+1}]\) to the solution in the previous time-slab (i.e., this enforces causality). In space we treat element boundaries differently depending on whether or not those boundaries are (1) strictly internal to region \( \mathcal{R}_i \) or (2) on the boundary of region \( \mathcal{R}_i \). For strictly internal boundaries we evaluate the resulting surface integral through standard upwind fluxes (i.e., Rusanov fluxes) that utilize the solution on both sides of the interface. However, on the boundary of \( \mathcal{R}_i \) we evaluate the resulting surface integrals only using the trace of the solution that is internal to \( \mathcal{R}_i \). The effect of these choices is to insulate region \( \mathcal{R}_i \) from all elements exterior to \( \mathcal{R}_i \). Solving the algebraic equations in region \( \mathcal{R}_i \) resulting from the above described integration-by-parts, gives us the *regionally-implicit prediction*. This setup is depicted in the 2D setting in Figure 1.

Algebraically, the system that must be solved in each region has the following form for each \( j: \mathcal{T}_j \in \mathcal{R}_i \) and for each \( k = 1, 2, \ldots, M_P \):

\[
\begin{align*}
\mathcal{R}_{jk} := & \left[ \int_{\mathcal{T}_j} (\Psi_k \Psi^T \bigg|_{t^{n+1}} - \int_{t^n}^{t^{n+1}} \int_{\mathcal{T}_j} \Psi_{k,t} \Psi^T \, dx \, dt \bigg) \right] W_j \\
& - \int_{t^n}^{t^{n+1}} \int_{\mathcal{T}_j} \nabla \Psi_k \cdot F \left( \Psi^T W_j \right) \, dx \, dt \\
& + \int_{t^n}^{t^{n+1}} \int_{\partial \mathcal{T}_j} \Psi_k \ F \left( \Psi^T \left( w^h_{t^n}, w^h_{t^n}; n \right) \right) \, ds \, dt \\
& - \left[ \int_{\mathcal{T}_j} (\Psi_k \Phi^T \bigg|_{t^n} \right] \, dx \right] Q^n = 0.
\end{align*}
\]
where $\partial T^*_j$ is the part of the boundary of $T_j$ that is interior to $R_i$ and $\mathbf{n}$ is an outward pointing normal to on $\partial T^*_j$. The states $\hat{w}^+_h$ are the solution on either sides of the boundary $\partial T^*_j$. In this work, the numerical flux, $\mathcal{F}$, is taken to be the Rusanov (sometimes called the local Lax-Friedrichs) flux $[22]$. On a Cartesian mesh in $M_{\text{dim}}$ dimensions, equation (10) represents a nonlinear algebraic system of size $M_{\text{eqn}} \cdot M_P \cdot 3^{M_{\text{dim}}}$. In fact, the only portion of the solution to (10) that we actually need to retain is the solution on the central element: $T_i$; the solution on the remaining elements in $R_i$ will be discarded (again, see Figure 1).

This prediction step portion of the RIDG scheme is by far the most expensive. Furthermore, the solution to (10) by itself is quite useless: this solution is not even consistent with the original PDE due to the fact that region $R_i$ has been insulated from all other regions in the computational domain. However, using this solution as a prediction inside of an appropriate correction step produces a scheme that is both high-order accurate and stable up to CFL numbers that significantly exceed Lax-Wendroff DG and SSP-RKDG $[17]$.  

2.3. Correction step for RIDG. For the correction step we assume a solution of the form (4) and use of a version of equation (5) where the solution inside each of the spacetime integrals is replaced by the predicted solution (7):

$$Q^k(t^{n+1}) = Q^k(t^n) + \frac{1}{|T_i|} \int_{t^n}^{t^{n+1}} \int_{T_i} \nabla \Phi_k \cdot \mathcal{F} \left( \Psi^T W \right) dx \, dt$$

$$- \frac{1}{|T_i|} \int_{t^n}^{t^{n+1}} \int_{\partial T_i} \Phi_k \mathcal{F} (w^+_h, w^-_h; \mathbf{n}) ds \, dt.$$

In the above equation $\mathbf{n}$ is an outward-pointing normal vector to $\partial T_i$, $w^+_h$ and $w^-_h$ are the states on either side of the boundary $\partial T_i$, and $\mathcal{F}$ is the numerical flux. In this work we always make use of the Rusanov (sometimes called the local Lax-Friedrichs) flux $[22]$. This portion of the regionally-implicit DG update is fully explicit and computationally inexpensive relative to the prediction step.

3. Efficient implementation of RIDG via quasi-quadrature-free Jacobian matrix assembly. As described in subsection 2.2, the prediction step in the regionally-implicit DG method is the most computationally expensive, since it requires the solution of a nonlinear system of algebraic equations over each region $R_i$. Due to the computational complexity of space-time DG methods, efficient matrix assembly is required if high order RIDG methods are to be viable. Therefore, in order to make this step as efficient as possible, we develop in this section a quasi-quadrature-free Jacobian matrix assembly.

Quadrature-free schemes have provided efficient alternatives to quadrature in DG schemes for many years $[1]$. Depending on the basis choice, they can benefit from reduced computational complexity for high-dimensional problems without sacrificing accuracy. That is, the quadrature free schemes can be designed to inherit the same assumptions about an underlying integrand as do discrete quadrature schemes. Thus, quadrature-free integrals are efficient replacements for standard quadrature schemes, especially when orthogonal bases are used. Matrix assembly for nodal elements can have additional exploits $[8]$. With some work, quadrature-free schemes can also be accurately extended to unstructured geometries $[2]$. In the current work we extend this previous work to high-order space-time Jacobian matrix assembly, as required by the Newton method for solving the nonlinear systems inherent to the RIDG prediction step $[16, 17]$. 
The prediction step algebraic system given by (10) is typically solved via a Newton’s method, which can be written as

\[ W^{(m+1)} = W^{(m)} - \left[ J\left( W^{(m)} \right) \right]^{-1} R\left( W^{(m)} \right), \]

where \( R \) is shorthand for the residual defined in (10) written as a column vector, \( W \) is shorthand for all of the unknown coefficients in region \( \mathcal{R}_i \) written as a column vector, \( m \) is the Newton iteration counter, and \( J \) is the Jacobian of \( R \) with respect to \( W \).

For ease of discussion, let us focus our description of the Jacobian-free implementation on only the internal flux term in the residual and let us consider only a scalar case \((M_{eqn} = 1)\) – these restrictions can easily be removed:

\[
R_{jk} = (\text{time term}) - \int_{t^n}^{t^{n+1}} \int_{T_j} \nabla \Psi_k \cdot F'\left( \Psi^T W_j \right) \Psi \, dx \, dt + (\text{surface flux term}) - (\text{causal source}),
\]

for each \( j : T_j \in \mathcal{R}_i \), and for each \( k = 1, 2, \ldots, M_P \), where \( W_j \in \mathbb{R}^{MP} \) are the unknown coefficients in spacetime element \( S_j \). The Jacobian of this residual with respect to the degrees of freedom \( W \) is

\[
J_{jk\ell} = \frac{\partial}{\partial W_{\ell}} \left( \text{time term} \right) - \int_{t^n}^{t^{n+1}} \int_{T_j} \nabla \Psi_k \cdot F'\left( \Psi^T W_j \right) \Psi \, dx \, dt + \frac{\partial}{\partial W_{\ell}} \left( \text{surface flux term} \right),
\]

where \( F'(q) \cdot n \) is the flux Jacobian of the hyperbolic conservation law in direction \( n \).

In order to assemble the above Jacobian matrix for the Newton iteration, several methods are available.

- **Quadrature**: We could perform the integrals in (14) via quadrature for every \( k, \ell \leq \theta \), where \( \theta \) is the number of terms in our space-time Legendre basis. This method is able to take advantage of the sparsity pattern of our block-stencil. The computational complexity of such a method is

\[
\text{timing} \approx O(\theta^2(M_{deg} + 1)^{M_{dim}+1}) \approx O((M_{deg} + 1)^{3M_{dim}+3}),
\]

which will become incredibly expensive for high-order methods in three dimensions.

- **Perturbation**: One alternative to direct quadrature is to approximate the Jacobian \( J_{jk\ell} \) via either finite differences or Gateaux derivatives of the residual (13); this is also known as a perturbation method. This method is very simple to implement, as you only need to define the residual for your Newton iteration. However, since the residual needs to be recomputed a number of times equal to the number of degrees of freedom, the computational complexity is roughly the same as (15).

- **Quadrature-free**: If the flux function is sufficiently simple (i.e., a polynomial function of the solution), then an alternative to the quadrature and perturbation approaches is to perform exact integrations of the terms needed in the Jacobian; this was the method employed in Guthrey and Rossmannith \[17\]. Unfortunately, this method does not generalize well, even to relatively simple rational flux functions such as those seen in the compressible Euler equations.
In this work we consider an alternative to all of these approaches; it is similar to the quadrature-free approach, but applies to general fluxes (i.e., non-polynomial). The idea is this: we project components of the flux Jacobian, $F'(w)$, onto the polynomial basis $\Psi$.

\begin{equation}
F'_p = \left\{ \int_{t^n}^{t^{n+1}} \int_{\mathcal{T}_j} \Psi_p \cdot F'(w) \, dx \, dt \right\} / \left\{ \int_{t^n}^{t^{n+1}} \int_{\mathcal{T}_j} (\Psi_p)^2 \, dx \, dt \right\}.
\end{equation}

Using the expansion of $F'(w)$ in the expression for the residual (14), we obtain

\begin{equation}
J_{jkt} = \frac{\partial}{\partial W_\ell} (\text{time term}) - \sum_{p=1}^{\infty} \left( \int_{t^n}^{t^{n+1}} \int_{\mathcal{T}_j} \sum \Psi_k \Psi_p \Psi_\ell \, dx \, dt \right) \cdot F'_p
\end{equation}

Due to the orthogonality of our basis, there exists some $L$ such that for all $p > L$ and all needed $j$, $k$, and $\ell$, the integrals in the above expression all vanish (see Gupta and Narasimhan [15]). That is, there are a limited amount of the integrals in (17) that are actually nonzero. Furthermore, these integral expressions can be precomputed exactly and stored, and quadrature is only needed for the projection (16). Thus, for each $j, k, \ell$ we may form a list $\alpha_{jkt}$ of the indices $p$ such that the associated integral was nonzero and a list $\beta_{jkt}^{p}$ of the precomputed results of the nonzero integrals.

Finally, we can then simplify (17) to the following:

\begin{equation}
J_{jkt} = \frac{\partial}{\partial W_\ell} (\text{time term}) - \sum_{p=1}^{\alpha_{jkt}} \left( \beta_{jkt}^{p} \cdot F'_p \right) + \frac{\partial}{\partial W_\ell} (\text{surface flux term}).
\end{equation}

This quasi-quadrature-free method maintains the same order of accuracy as the quadrature or perturbation strategies described above, but in practice is orders of magnitude faster, because the space-time quadrature is performed once per degree of freedom per element as opposed to once per square of the degrees of freedom per element. We compare timings of these three methods with $M_{\text{dim}} = 3$ in Table 2. At this time we do not have an a priori estimate for the computational complexity of the quasi-quadrature-free method, but we are able to compute a posteriori estimates for each method:

\begin{align*}
\text{perturbation timings} &\approx \mathcal{O}((M_{\text{deg}} + 1)^{11.9}) \\
\text{quadrature timings} &\approx \mathcal{O}((M_{\text{deg}} + 1)^{11.6}) \\
\text{quasi-quadrature-free timings} &\approx \mathcal{O}((M_{\text{deg}} + 1)^{9.3})
\end{align*}

We see that the perturbation and traditional quadrature routines exhibit the expected computational complexity described in (15), but that the quasi-quadrature-free method exhibits a significantly lower computational complexity.

For brevity and clarity we have omitted the discussion of the temporal derivative terms and surface flux terms. However, we note that the time terms of the matrix assembly of $J_{jkt}$ can be precomputed and stored, and no projection is needed during the matrix assembly. Furthermore, the surface terms in general involve a numerical flux, for which a numerical flux Jacobian must be generated or approximated before.
Fig. 2. Newton iteration Jacobian matrix assembly time for one 3D+1 space-time prediction for a nonlinear problem, using (1, blue) a theoretical estimate of the cost of a perturbation method obtained by multiplying the timings of the residual computation by the number of degrees of freedom in the Newton iteration (2, red) traditional quadrature routines to compute the integrals in $14$, and (3, tan) the quasi-quadrature-free routine discussed in this appendix. Runtimes are $\log_{10}$ of averages of 10 trial runs in microseconds. We see that the quasi-quadrature-free method is the most efficient, and scales better as we increase $M_{\text{deg}}$. For $M_{\text{deg}}+1 = 6$, the quasi-quadrature-free method is almost two orders of magnitude faster than the traditional quadrature scheme.

It is projected. These types of terms affect several blocks of the Jacobian matrix, exactly in accordance to the block-stencil derived from our numerical flux.

To review, we have efficiently extended quadrature-free schemes to our space-time prediction procedure needed for our regionally-implicit DG method. This implementation offers incredible speedups to a very computationally expensive method in a way that is extensible to arbitrary problems and relatively simple to implement. We will use this strategy in the remainder of this paper.

4. Basic terminology. The goal of this work is to extend the convergence studies performed in Guthrey and Rossmanith [17] to the case of strong scaling in an HPC setting. Before reporting results in subsequent sections, we describe here some of the key terms needed to analyze the efficiency and accuracy of parallelized DG schemes. We also note that here and throughout the remainder of the paper we consider only the scalar: $M_{\text{eqn}} = 1$. All the findings in this work generalize to the more general case, but for brevity and clarity we assume for the remainder of this current work that $M_{\text{eqn}} = 1$.

We define the following key terms.

**mesh**: The description of the number of elements. All methods considered in this paper use a uniform Cartesian mesh.

**dof**: The total number of degrees of freedom. We compute this by multiplying basis element size ($\theta$) by the number of elements ($\text{mesh}$):

$$\text{dof}(\theta, \text{mesh}) = \theta \times \text{mesh}. \quad (22)$$

**efom**: High-order DG methods can be compared to first-order finite volume methods by (among other ways) comparing the equivalent number of the total degrees of freedom. Thus, efom, equivalent first order mesh, indicates what size
of a Cartesian mesh with one degree of freedom per cell would have the equivalent number of degrees of freedom for a given mesh and method order. The \textit{efom} for a method with a basis of size $\theta$ for a $M_{\text{dim}}$-dimensional problem is computed using

\begin{equation}
\text{efom}(\theta, \text{mesh}) = \left( \frac{\text{dof}}{M_{\text{dim}}} \right)^{M_{\text{dim}}} = \left( \theta \times \text{mesh} \times M_{\text{dim}} \right)^{M_{\text{dim}}}.
\end{equation}

For example, a $10 \times 10$ mesh in 2D with a basis of size 16 has an \textit{efom} of $40 \times 40$ since it has the equivalent number of degrees of freedom as a $40 \times 40$ first order mesh.

\textbf{error}: The approximate relative error in the $L^2$ norm of our numerical solution. This error is obtained by considering an exact projection $q_{\text{exact}}$ onto an infinite basis, $\Phi$, on each element: $X_i := \text{proj}_\Phi \infty q_{\text{exact}}$. Comparing this exact expansion to the numerical solution gives the following element-wise error definition:

\[ e(x) \mid_{T_i} := \sum_{\ell=1}^{\infty} \Phi_i(x) X_i - \sum_{\ell=1}^{M_{\text{basis}}} \Phi_i(x) Q_i^\ell. \]

Using the orthonormality of the basis functions gives the following $L^2$ error:

\[
\| e \|_{L^2}^2 = \sum_i \left[ \begin{array}{c} \text{error in coeffs} \\ \text{dominant trunc. error} \\ \text{high-order trunc. error} \end{array} \right] = \sum_i \left[ \begin{array}{c} \sum_{\ell=1}^{M_{\text{basis}}} (X_i^\ell - Q_i^\ell)^2 \\ \sum_{\ell=M_{\text{basis}}+1}^{M_{\text{basis}}^+} (X_i^\ell)^2 \\ \sum_{\ell=M_{\text{basis}}^++1}^{\infty} (X_i^\ell)^2 \end{array} \right],
\]

where $M_{\text{basis}}$ and $M_{\text{basis}}^+$ are the number of basis functions in $Q(M_{\text{deg}}, M_{\text{dim}})$ and $Q(M_{\text{deg}} + 1, M_{\text{dim}})$, respectively. To sufficient accuracy the error can be approximated by discarding all the terms past $\ell = M_{\text{basis}}^+$, resulting in the following approximate relative error:

\begin{equation}
\text{error} = \frac{\| e \|_{L^2}^2}{\| q_{\text{exact}} \|_{L^2}^2} \approx \sqrt{\sum_i \left[ \begin{array}{c} \sum_{\ell=1}^{M_{\text{basis}}} (X_i^\ell - Q_i^\ell)^2 \\ \sum_{\ell=M_{\text{basis}}+1}^{M_{\text{basis}}^+} (X_i^\ell)^2 \end{array} \right]}.
\end{equation}

\textbf{approximate order of accuracy}: For the convergence studies performed in this paper, we approximate the convergence rate $M$ using

\begin{equation}
\text{error}(h) = ch^M + O(h^{M+1}) \implies M \approx \frac{\log(\text{error}(h_1)/\text{error}(h_2))}{\log(h_1/h_2)},
\end{equation}

where $h$ is the mesh spacing.

\textbf{runtime}: For each experiment we compute the wall clock runtime of each method in seconds. For RIDG methods, the computational effort is dominated by small dense matrix inverses in the prediction step, and thus for a method
that requires $N_t$ time-steps with a mesh of size $N^{M_{dim}}$ and a space-time basis of size $\theta_T$, we expect the runtime to scale as

\begin{equation}
\text{runtime} \approx O \left( N_t \cdot N^{M_{dim}} \cdot (3^{M_{dim}} \theta_T)^3 \right).
\end{equation}

If we use the $Q$ spacetime basis for the prediction step as discussed in [17] and we let $M = M_{\text{deg}} + 1$, then $\theta_T = M^{M_{dim}+1}$ and so for explicit time-stepping where $\Delta t \approx \nu \Delta x \approx \nu / N$, where $\nu$ is the CFL number, we get that

\begin{equation}
\text{runtime} \approx O \left( 27^{M_{dim}} \cdot \nu^{-1} \cdot N^{M_{dim}+1} \cdot M^{3M_{dim}+3} \right).
\end{equation}

RIDG methods have the fortunate property that $\nu^{-1} \approx O(1)$, whereas methods such as SSP-RKDG experience $\nu^{-1} \approx O(M^2)$.

-quality: When comparing various methods in terms of efficiency, the two most prevalent metrics are runtime and error. One could consider how fast various methods reach a fixed error (time to solution), or vice versa. In this paper we combine these two metrics into a third metric we call quality. We define the quality of the solution as

\begin{equation}
\text{quality} = -\log (\text{error} \times \text{runtime}).
\end{equation}

We note that this metric is on a logarithmic scale, so changes of $\pm 1$ for this metric are quite significant. If we assume that RIDG methods of order $M = M_{\text{deg}} + 1$, have an error convergence scaling of $O(N^{-M})$, then using (27) we expect the quality to scale as

\begin{equation}
\text{quality} \approx O \left( \nu + (M - M_{dim} - 1) \log(N) - (3M_{dim} + 3) \log(M) \right).
\end{equation}

This provides the intuition that high order RIDG methods will have a high quality, offset by increased runtime costs associated with the dense matrix inverses. However, as we consider higher mesh resolutions, the quality of a method of fixed order will be driven higher by the shrinking error. For smaller mesh resolutions, the quality will be adversely dominated by the high runtime cost of the methods.

-dof/c: This is the number of degrees of freedom per compute core, and is computed as:

\begin{equation}
dof/c = \frac{\theta \times \text{mesh}}{\text{cores}} = \frac{\theta \times \text{mesh}}{\text{tasks} \times \text{cores/task}},
\end{equation}

where $\theta$ is the size of the DG basis on each element. This quantity is one way to measure the relative compute intensity per core for a given experiment.

-speedup over single task runtimes: We measure the ratios of runtimes of the single task run versus the multi-task runs to compare how much faster the latter case runs. Ideally we expect that the speedup is equal to the total number of tasks being used. It can be described with the formula

\begin{equation}
\text{strong speedup}(\text{tasks} = i) = \frac{\text{runtime}(\text{tasks} = 1)}{\text{runtime}(\text{tasks} = i)}.
\end{equation}

Note that this definition of speedup compares runtimes for a given set of tasks as opposed to cores. That is, we do not compare runtimes against serial execution.
strong efficiency: This is a measure of how our speedup is to the ideal case. It is simply the ratio of actual speedup versus ideal speedup. As we add tasks, the parallel efficiency for a strong scaling test is:

\[
\text{strong efficiency}(\text{tasks} = i) = \frac{\text{speedup}(\text{tasks} = i) - 1}{i - 1} \times 100%.
\]

An efficiency of 100% corresponds to perfect linear speedup scaling with the number of tasks (or cores). An efficiency of 0% means that as we used more tasks, the runtime remained unchanged or increased (we map negative efficiencies to 0%).

comms: This is an estimate for the total number of MPI communications. It is estimated using the formula

\[
\text{comms} = \text{tasks} \times \text{timesteps} \times \text{stages/timestep} \times \text{comms/stage}.
\]

We approximate the number of timesteps via the CFL relation

\[
\Delta t = \nu \Delta x \implies \text{timesteps} = \nu^{-1} N,
\]

where \(N\) is the number of mesh elements in each direction. We note that RKDG methods of \(M_{deg} = 3\) have 9 stages per timestep, and that all RIDG methods have 2 stages (predictor and corrector). There are 8 communications per stage in 2D and 26 in 3D.

5. Parallel implementation of RIDG. We now briefly discuss the domain decomposition strategy implemented for achieving high performance computing with RKDG and RIDG methods. We consider a Cartesian mesh evenly subdivided into a \(N \times N\) (2D) or \(N \times N \times N\) (3D) grid of Cartesian submeshes, where \(N^2\) (2D) or \(N^3\) (3D) is the number of compute nodes used. Each node (i.e., submesh) is associated with a single MPI task. OpenMP is used for shared-memory parallelization of operations on each Cartesian submesh. MPI is used to perform data communications across the Cartesian submesh interfaces, often called the ghost zone or halo region communications. Submeshes that share interfaces will need to communicate multiple times per timestep, as detailed in the next two sections.

5.1. Domain decomposition strategy for RKDG. In order to compute the needed fluxes for each stage of RKDG, each Cartesian submesh requires information from face-neighbor submeshes. This means that for RKDG the submeshes must communicate with neighboring submeshes in each stage. The communication latency for this operation can be hidden by using non-blocking MPI routines for the intra-face communications before we perform the volume integrals over the submesh. Each volume integral has a relatively high arithmetic intensity and can be completed using information completely local to each element. Once these volume integrals are computed, we simply wait until intra-face communications are completed, which ideally has already occurred. Then, the fluxes and thus the update for the RK stage can be computed. Lastly, each timestep requires an all-to-all communication to enforce the CFL time-step restriction by communicating the CFL number used by each submesh.

5.2. Domain decomposition strategy for RIDG. For RIDG the prediction step requires that each given Cartesian submesh has information from vertex-neighbor submeshes, since forming a region for a cell involve the cell’s vertex-neighbors. Latency associated with this communication can be hidden by using non-blocking MPI
routines for the interface communications. After these communications are started, we perform the prediction step for elements not on the submesh boundary, as data for their vertex neighbors is located in shared memory. Once the boundary communications are complete, we can and then compute the predictions for boundary elements. We must communicate these boundary predictions as they are needed for the correction step. Again we may use non-blocking routines and finish computing the non-boundary predictions during these communications. Once all predictions are formed and the communications are complete, we continue to the correction step.

Just as with RKDG, each timestep requires an all-to-all communication to enforce the CFL time-step restriction by communicating the CFL number used by each submesh. This all-to-all communication can also be performed using a non-blocking MPI routine while the correction update is computed. For nonlinear problems, the prediction step and its associated communications must be repeated until the region residual is driven down to some tolerance.

6. Numerical results. In order validate the proposed implementation of the regionally-implicit scheme we consider in this section examples 1D, 2D, and 3D. The 1D code runs sufficiently fast that no parallelization is required; we provide the 1D results mostly to demonstrate the efficiency gains of high-order RIDG. Subsequently we consider 2D and 3D examples, all of which are implemented in parallel.

6.1. 1D results. We consider the following 1D linear advection equation:

$$\begin{cases}
q_{t} + q_{x} = 0 & \text{for } (t, x) \in [0, T] \times [0, 1], \\
n(t = 0, x) = e^{((x-c)^2-\omega^2)^{-1}} & \text{if } (x-c)^2 < \omega^2, \\
n(t = 0, x) = 0 & \text{if } (x-c)^2 \geq \omega^2,
\end{cases}$$

(34)

with $c = \frac{1}{2}$ and $\omega = \frac{1}{3}$. Note that the initial condition is clearly $C^\infty$ for $|x-c| < \omega$; furthermore, it can be shown that all derivatives for this function vanish as $(x-c)^2 \rightarrow \omega^2$ from the left, and hence the initial condition is actually $C^\infty$ over all of $\mathbb{R}$. This level of smoothness is required to test the convergence properties of arbitrarily high order methods.

The results of these convergence tests are shown in Table 1. We notice that the maximum allowable CFL restriction for the RIDG methods is bounded from below by some $\nu_{\min}$; the key point is that $\nu_{\min}$ for RIDG is independent of $M_{\text{deg}}$, meaning that the maximum allowable time-step does not degrade as $M_{\text{deg}}$ increases, which is in contrast to other explicit DG time-stepping approaches (i.e., RKDG and Lax-Wendroff DG). We observe the expected order of convergence for all methods. We also notice that as we consider higher order RIDG methods, the maximum quality increases. Furthermore, we notice that the $M_{\text{deg}} = 3$ RKDG method has a higher quality than the $M_{\text{deg}} = 3$ RIDG method, however higher order RIDG methods each show a continual increase in the solution quality of 1-2 per 2 increase of $M_{\text{deg}}$. Note that each increase of 1 in the solution quality indicates a tenfold decrease in the product of error and runtime (see (28)).

We can conclude from these results that while the $M_{\text{deg}} = 3$ RKDG method has a superior quality metric than the RIDG method of the same order, the RIDG methods of $M_{\text{deg}} \geq 5$ have a superior quality metric compared to the RKDG method. Furthermore, higher order RIDG methods have a superior quality per degree of freedom, since as we increase $M_{\text{deg}}$ we are able to obtain higher solution qualities with smaller meshes, thus leading to fewer total degrees of freedom.
| mesh | dof | $L^2$ error (24) | order (25) | runtime (s) | quality (28) |
|------|-----|-----------------|------------|-------------|--------------|
| 50   | 200 | 3.07e-4        | –          | 5.16e-1     | 3.8          |
| 70   | 280 | 7.96e-5        | 4.0        | 8.95e-1     | 4.1          |
| 120  | 480 | 9.23e-6        | 4.0        | 2.34e+0     | 4.7          |
| 240  | 960 | 5.77e-7        | 4.0        | 7.94e+0     | 5.3          |

1D RIDG: ($M_{deg} = 3, \nu = 0.9$)

| mesh | dof | $L^2$ error (24) | order (25) | runtime (s) | quality (28) |
|------|-----|-----------------|------------|-------------|--------------|
| 50   | 200 | 6.48e-4        | –          | 1.09e+0     | 3.2          |
| 70   | 280 | 1.47e-4        | 4.4        | 1.07e+0     | 3.8          |
| 120  | 480 | 1.85e-5        | 3.8        | 2.96e+0     | 4.3          |
| 240  | 960 | 8.31e-7        | 4.5        | 1.24e+1     | 5.0          |

Table 1

Convergence and runtime study for 1D SSP-RKDG $M_{deg} = 3$ and RIDG methods of various $M_{deg}$ for the problem defined by (34). We list the mesh size, total number of degrees of freedom, approximate $L^2$ error compared to the exact solution, the approximate observed order of convergence, the wall clock runtime in seconds, and the quality for each experiment. We see that the RIDG method can use the same CFL $\nu = 0.9$ for all values of $M_{deg}$. The highest quality solutions are those produced by the highest order RIDG methods.

6.2. 2D results. Next we consider the RIDG scheme in two spatial dimensions. In particular, we test the full parallel implementation of RIDG by running strong scaling studies to test the manycore capabilities of RIDG as compared to RKDG. Strong scaling is achieved by fixing a problem size and efficiently increasing the amount of compute cores used to solve the same problem. For explicit timestepping methods, this translates to considering a fixed mesh size and subdivide the mesh into smaller pieces, where the number of subdivisions is equal to the number of tasks, as depicted in Table 2. A full strong scaling study subdivides the problem among compute cores until the number of elements (also known as cells or zones) per compute core is minimized (ideally to unity). This causes the the ratio of MPI communications to work/computation to increase to some maximum value.

The example we consider here is the 2D scalar Burgers equation

$$
\begin{align*}
q_t + \left( \frac{1}{2} q^2 \right)_x + \left( \frac{1}{2} q^2 \right)_y &= 0 & (t, x, y) &\in [0, T] \times [0, 1]^2, \\
q(t = 0, x, y) &= \frac{1}{4} (1 - \cos(x))(1 - \cos(y)) & (x, y) &\in [0, 1]^2,
\end{align*}
$$

where we enforce periodic boundary conditions. We perform the same strong scaling
These studies are using the RIDG methods with our results are listed in Table 2. Our results are listed in Table 3. These studies are performed at the Institute for Cyber Enabled Research at Michigan State University, using Intel(R) Xeon(R) Gold 6148 CPU @ 2.40GHz CPUs. The entries of the Jacobian (14) are calculated using the quasi-quadrature-free approach sketched in section 3.

We notice that the RKDG method requires many more total halo-region MPI communications than the RIDG method. We also notice that the total runtime of the RKDG method is initially less than that of the RIDG method, but does not scale well with granularity. After 1000 cores, the runtime of RKDG increases as we use more compute cores, indicating runtime scaling breakdown. The fastest solution was obtained using 360 cores. The RIDG method, while initially more computa-
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3D Strong Scaling Study

| tasks | mesh/task | subdomain | total cores | elements/core |
|-------|-----------|-----------|-------------|--------------|
| 1     | 48 × 48 × 48 | [0.000, 1.000]² | 56          | 1974.9       |
| 27    | 16 × 16 × 16 | [0.000, 0.333]² | 1512        | 73.1         |
| 216   | 8 × 8 × 8    | [0.000, 0.166]² | 12096       | 9.1          |
| 512   | 6 × 6 × 6    | [0.000, 0.125]² | 28672       | 3.9          |

Table 4

Strong scaling study for 3D RKDG and RIDG. We scale the methods from a fixed physical domain of [0, 1]³ to 512 equally sized subdomains. Each task, which corresponds to one node, solves one subdomain. Above we present the total number of tasks, the mesh size for each subdivision, the physical size of each subdomain, the total number of cores, and the number of mesh elements per core. We see that this experiment scales the problem granularity down to about 4 elements per core. We also display the errors for each method scaled. These runs were performed on Livermore Computing clusters at Lawrence Livermore National Laboratory using Intel Xeon CLX-8276L CPUs with Omni-Path interconnects.

6.3. 3D results. In this section we test the suitability of the RIDG method at scale for solving 3D problems. The method efficiency is again compared to the Runge-Kutta DG methods. In particular we consider the following 3D linear advection equation:

\[
\begin{align*}
q_t + q_x + q_y + q_z &= 0 \\
q(t = 0, x) &= e^{\left(\frac{\|x - c\|^2}{2} - \omega^2\right)^{-1}} \\
q(t = 0, x) &= 0
\end{align*}
\]

for \((t, x) \in [0, T] \times [0, 1]^3\),

\[
q(t = 0, x) = e^{\left(\frac{\|x - c\|^2}{2} - \omega^2\right)^{-1}} \quad \text{if} \quad \|x - c\|^2 < \omega^2,
\]

\[
q(t = 0, x) = 0 \quad \text{if} \quad \|x - c\|^2 \geq \omega^2,
\]

with \(c = \frac{1}{2}(1, 1, 1)^T\) and \(\omega = \frac{1}{3}\). Note that the initial condition is clearly \(C^\infty\) for \(|x - c| < \omega\); this is the multidimensional analog of (34).

To test the scalability of the RIDG method for such a problem, we consider the strong scaling study defined in Table 4. As per our scaling studies in the earlier sections, our goal is to shrink the number of degrees of freedom per core. This maximizes the ratio of communication overhead to task-localized work. In three spatial
dimensions, the RIDG prediction stage is a four-dimensional problem and thus there is plenty of task-local work to hide latency, as higher dimensionality exponentially increases the number of elements in each DG basis. For RIDG, this greatly increases the cost of the region matrix inversions. Despite this our predicted quality metric increases as we consider higher order methods. This is demonstrated in the results shown in Table 5. These scaling studies were performed at the Livermore Computing Center at Lawrence Livermore National Laboratory using Intel Xeon E5-2695 v4 2.1GHz CPUs with Omni-Path interconnects. The entries of the Jacobian (14) are calculated using the quasi-quadrature-free approach sketched in section 3.

First we notice that both the RKDG and RIDG methods exhibit better scaling efficiency for this 3D problem than they do for the 2D problem. The computational complexity of DG increases the ratio of MPI-communication and OpenMP overhead to parallelized work, which also increases the the computational work available to hide the communication latencies, despite the increased number of communications per time-step. This is indicated by the “degrees of freedom per core” metric (30) shown in Table 5 compared to the same metric in Table 3. Even so, the RKDG method requires many more total halo-region MPI communications than the RIDG method of any order. This is due to the fact that the RIDG methods of $M_{\text{deg}} = 3, 5$ exhibit the enhanced CFL restriction $\nu = 0.6$, and thus all can take a relatively large timestep compared to the RKDG method. Furthermore, we notice that the total runtime of the RKDG method is half that of the RIDG method of the same $M_{\text{deg}}$. Since their errors as per Table 5 are similar in magnitude, this implies the RKDG method

| 3D RKDG: ($M_{\text{deg}} = 3$, $\nu = 0.05$, $L^2$ error (24) = 1.36e−07) |
|---|---|---|---|---|---|
| | cores | dof/c | efmom (23) | commss | time (31) | (32) | (28) |
| 56 | 126390.9 | 192$^d$ | 2.59e+5 | 4.92e+3 | — | — | 4.90 |
| 1512 | 4681.1 | 64$^d$ | 7.00e+6 | 2.15e+2 | 22.86x | 84.1% | 6.26 |
| 12096 | 558.5 | 32$^d$ | 5.60e+7 | 2.89e+1 | 170.53x | 78.8% | 7.13 |
| 28672 | 246.9 | 24$^d$ | 1.33e+8 | 1.54e+1 | 319.98x | 62.4% | 7.41 |

| 3D RIDG: ($M_{\text{deg}} = 3$, $\nu = 0.6$, $L^2$ error (24) = 1.53e−07) |
|---|---|---|---|---|---|
| | cores | dof/c | efmom (23) | commss | time (31) | (32) | (28) |
| 56 | 126390.9 | 192$^d$ | 4.32e+3 | 8.24e+3 | — | — | 4.72 |
| 1512 | 4681.1 | 64$^d$ | 1.17e+5 | 3.28e+2 | 25.09x | 92.7% | 6.13 |
| 12096 | 558.5 | 32$^d$ | 9.33e+5 | 4.43e+1 | 186.17x | 86.1% | 7.00 |
| 28672 | 246.9 | 24$^d$ | 2.21e+6 | 2.19e+1 | 377.10x | 73.6% | 7.31 |

| 3D RIDG: ($M_{\text{deg}} = 5$, $\nu = 0.6$, $L^2$ error (24) = 4.97e−11) |
|---|---|---|---|---|---|
| | cores | dof/c | efmom (23) | commss | time (31) | (32) | (28) |
| 1512 | 15798.9 | 96$^d$ | 1.17e5 | 2.76e4 | — | — | 7.64 |
| 12096 | 1974.9 | 48$^d$ | 9.33e5 | 3.76e3 | 7.34x | 90.6%* | 8.51 |
| 28672 | 833.1 | 36$^d$ | 2.21e6 | 1.57e3 | 17.54x | 92.1%* | 8.88 |

Table 5

Strong scaling study for 3D advection equation (30) as defined by Table 4. We list the total number of cores, the number of degrees of freedom per core, the equivalent first order mesh as described in (23), the estimated total number of MPI communications as computed by (33), the runtimes in seconds, the speedup over single node performance as computed by (31), the scaling efficiency from a single node (32), and the solution (28). In this work we are most interested in the quality metric, as this combines error and runtime into a single metric. In this table, we see that the high order RIDG methods exhibit the highest quality. Note* the scaling efficiencies (32) for the $M_{\text{deg}} = 5$ RIDG scheme are computed relative to the 27 node run as opposed to the single node case.
$M_{\text{deg}} = 3$ has a higher quality than the RIDG method $M_{\text{deg}} = 3$. For the higher order RIDG method, $M_{\text{deg}} = 5$, we observe that the runtimes increase by a factor of 2 of orders of magnitudes when compared to the methods of $M_{\text{deg}} = 3$. However, the errors as seen in Table 4 are 3 orders of magnitude smaller for $M_{\text{deg}} = 5$. Thus, we find that the higher order methods have a higher quality metric than the methods of $M_{\text{deg}} = 3$, and are thus more efficient. This is achieved in part by the ability of the RIDG method of $M_{\text{deg}} = 5$ to maintain a strong scaling efficiency of around 90% above 28,000 cores, as the lower order schemes begin to drop off in efficiency. Note that in 3D the quality metric for ADER-DG methods are approximately $+0.12$ higher than the quality metric for RKDG [5]. We conclude that due to their high quality metric, the high order RIDG method with $M_{\text{deg}} = 5$ scales very efficiently for 3D problems.

7. Conclusion. In this paper we have explored the scalability of the regionally implicit discontinuous Galerkin (RIDG) method [17] for solving hyperbolic conservation laws. We compared the results to that of the extremely popular strong-stability-preserving Runge-Kutta DG (SSP-RKDG) method. We performed these comparisons for a two-dimensional nonlinear problem and a three-dimensional linear problem which served as a toy problem related to the Relativistic Vlasov Maxwell system. We demonstrated efficient strong-scaling properties of the RIDG DG methods, we are able to maintain vertex-neighbor stenciling and communications while taking highly enhanced time-step sizes. We also demonstrated the incredible boost in efficiency of using the quasi-quadrature free strategy for space-time matrix assembly. This strategy reduces the computational complexity of space-time matrix assembly down to what we would expect from purely spatial matrix-assembly. This is critical to the viability of RIDG methods.

The work used to hide the aforementioned communication and collective latencies itself benefits from intra-node (shared memory) parallelism via OpenMP [4, 20]. The RIDG method achieves decent intra-node efficiency simply by distributing the “regions” over the number of shared memory compute cores, similar to the ADER-DG parallelism strategy [9]. The result is that in the limit of minimum granularity (minimum cells per core), the work done by each core is dominated by formation of the space-time region Jacobian and small linear system solves. In contrast, the RKDG method distributes the computation of the flux quadrature and the volume integral quadrature to form a residual. In the the limit of minimum granularity, this means that each CPU core computes the spatial component of the residual of a cell. Thus, the RIDG method distributes a far greater load of work compared to the RKDG method, which leads to superior intra-node scaling, at the cost of incredibly increased computational cost per time step.

Further, the superior stability properties of the RIDG method allowed larger time steps than what the RKDG method was able to take. The predictor-corrector strategy of the RIDG method means that the method communicates twice per time-step compared to once per stage (many times per time-step). Thus, the RIDG method communicates across domain decomposition pseudo-boundaries (halo regions) nearly two orders of magnitudes fewer times than the RKDG method. In addition, the amount of work used to hide the latency of the communications is much greater for the RIDG method than for the RKDG method. In the nonlinear case, this advantage is diminished as the RIDG method must communicate once per Newton iteration during the prediction step, but the RIDG method still exhibits a superior ability to hide communication latency behind the Newton iteration matrix solves.
Furthermore, the reduced number of time-steps means that there are fewer all-to-all collective communications of the maximum wavespeed, an operation required of explicit time integrators. The RIDG method is able to compute the maximum wavespeed after the prediction step, and is thus able to hide the latency associated with this collective using the corrector step.

Lastly, reduction in parallel scaling efficiency is inevitable, as a growing percentage of each subdomain must be copied into contiguous MPI buffers and a growing number of compute resources must be synchronized for maximum efficiency. However, if the ratio of time spent updating the solution over the time spent performing these copies is maximized, as is with RIDG, then higher parallel scaling can be maintained.

Due to excellent inter-node and intra-node parallelism, the RIDG method offers excellent scalability for explicit time-stepping of hyperbolic conservation laws, and is able to demonstrate incredible performance with very high-order methods at high dimensionality.
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