Abstract

Even though the study of interfacial phenomena dates back to Laplace and was formalised by Gibbs, it appears that some concepts and relations among them are still causing some confusion and debates in the literature, particularly for interfaces involving solids. Moreover, ever since the Molecular Dynamics (MD) simulations have started to be widely used in the study of surface properties, these debates only intensified. In this work, we present a systematic description of the interfacial properties from the thermodynamic and statistical mechanics points of view. In particular, we link our derivations to MD simulations, describing precisely what different quantities represent and how they can be calculated. We do not follow the usual way that consists of describing the thermodynamics of the surfaces in general and then considering specific cases (e.g. liquid-liquid interface, liquid-solid interface). Instead, we present our analysis of various properties of surfaces in a hierarchical way, starting with the simplest case that we have identified: a single component liquid-vacuum interface, and then adding more and more complications when we progress to more complex interfaces involving solids. We propose that the term “surface tension” should not be used in the description of surfaces and interfaces involving solids, since its meaning is ambiguous. Only “Surface Free Energy” and “Surface Stress” are well defined and represent distinct, but related, properties of the interfaces. We demonstrate that these quantities, as defined in thermodynamics and measured in MD simulations, satisfy the Shuttleworth equation.
1 Introduction

The surface of any object is usually viewed as the limiting boundary that separates two different regions of space: its inside and its outside. We call the inside of the object bulk and we only consider the case when the composition of the bulk is homogeneous. The external region can be vacuum or another bulk phase in contact with the first one. In the latter case, we will also consider this second phase to be homogeneous. Within this picture, the external surface represents the interface between these regions, and the great attention that is devoted to the study of its properties comes from the fact that it behaves very differently from the bulk region of the volume of space that it encloses. In fact, a wide range of phenomena (i.e. adsorption [22], adhesion [60, 59, 77], aggregation [3], capillarity [87]) are related to the properties of the interface.

Probably, the most known description of an interface is the one due to Gibbs [36]. Gibbs’s analysis of the interface between two different phases is obtained by defining a zero-width dividing surface and ascribing all the differences in thermodynamic quantities between the interface and the bulk to the excess quantities characterising this dividing surface [36]. The strength of this description lies in the fact that, once the position of the dividing surface is specified within the system, excess quantities can be uniquely and intuitively defined. However, the main problem with this approach is related to the positioning of the surface and the dependence of the excess quantities on this position. Moreover, this surface is a two-dimensional object, i.e., with zero thickness, which does not represents a real physical system, where the presence of the interface influences the nearby regions, thus giving thickness to the interfacial region. While Gibbs' mathematical model is logically coherent and mathematically sound, there is no such thing as a zero-width interface in real systems where two phases, \(\alpha\) and \(\beta\), are in contact. What we observe is a transition region with a small, but non-zero, thickness over which material properties change gradually from their values in the bulk of the first phase (e.g. \(\alpha\)) to their values in the bulk of the second phase (e.g. \(\beta\)).

With the introduction of the computers, the numerical integration of the equations of motion was possible for every atom of a small sample of a specific substance, a methodology which became known as Molecular Dynamics (MD) simulations [33]. Thanks to this, MD simulations give a realistic model of the system under study, allowing the calculation of any property of interest from its statistical mechanics definition. With
MD simulations we can model a small portion of material, including its interface. Here, the Gibbs approach does not link naturally with the atomistic description of materials. For this reason, a model that reflects better the real description of the systems with an interfaces, as finite volumes of material with changing properties with respect the bulk, is more appropriate in the context of MD simulations. One of such models was proposed by Guggenheim [39] and will be considered in the next sections as a starting point for the derivations of the surface properties in different systems. This approach, in fact, focusing on a small region of the sample results more suitable for the framework of MD simulations. Within MD simulations we can put two phases in contact and simulate the interface layer, obtaining properties directly from the statistical mechanics definitions, as averages of various microscopic quantities over a finite volume of space and over time.

In this work we revise the theory of the interfaces, starting from the thermodynamic point of view and we show how it is linked with statistical mechanics definition of the relevant quantities describing the interfaces. Our goal is to present a consistent theory for MD simulations where the surfaces quantities are clearly and rigorously defined. For this reason, different way to calculate interfaces quantities in MD simulations are analysed in the context of the theory we are developing. We also present a new derivation of the Shuttleworth equation [84], based on statistical mechanics considerations.

The paper is structured as follows: we start with the macroscopic approach, by describing the systems using classical thermodynamic concepts using the Guggenheim [39] approach of the finite volumes of materials, instead of that of Gibbs of the dividing surface. We then introduce the relevant statistical mechanics quantities and we show the links between the two descriptions. After that, we focus on the MD simulations, and in particular the cleaving model to calculate the Surface Free Energy of a system. We then show some results on a test system represented by a Lennard-Jones crystal and we draw some conclusions.

2 Description of the problem

Before starting with the analysis of the interface we state the following working assumptions:
i The phases are at rest;

ii Flat surface. Without loss of generality, the sample is oriented with the $z$-direction always perpendicular to the exposed surface;

iii Complete equilibrium:

   a *Thermal equilibrium*: temperature $T$ is uniform throughout the system ($\alpha + \beta$);

   b *Diffusive Equilibrium*: no net flux of materials within the system;

   c *Mechanical Equilibrium*: if both phases in contact are fluid phases, the pressure $P$ is uniform throughout the system. If a solid phase is present, we consider the solid oriented such that the direction (it will always be the $z$ direction) of one of the principal stresses is aligned with the normal to the interface (for a definition of principal stresses in solids see Section 4);

iv No chemical reactions within the system;

v All the systems considered are single-component.

In our work we will use two conventions to identify a point in space, $r = (x^1, x^2, x^3)$ and $x = (x, y, z)$, whichever is more convenient in our discussion. It is always assumed that $x^1$ is equivalent to the $x$-direction and analogously for $y$ and $z$.

The diversity of terms and definitions used to describe the thermodynamic state of the material surface have created a lot of misunderstanding in the literature throughout the years. Before starting our discussion, we want to give clear definitions of the quantities we are going to analyse. The terms *surface tension* and *surface stress* are sometimes used as synonyms. However, their meaning is quite different with respect the thermodynamic theory and this fact must be always kept in mind. Surface tension usually refers to liquids and represents the reversible work required to create a unit area of surface 86. This definition suggests that a more appropriate name for this quantity should be related to the fact that it represents energy, being also measured in the units of energy per area (e.g., mJ/m$^2$ in the SI). In particular, it represents a thermodynamic *free energy* and we will call it Surface Free Energy (SFE).
The reason why the SFE is sometimes referred to as “surface tension” lies in its mechanical interpretation. Any material system evolves to reduce its Gibbs free energy, and in systems with a surface this results in the minimisation of the total surface area (the molecular reason will be explained in Section 3.2). This is the essence of the Wulff theorem and is the reason why a droplet in isotropic conditions assumes a spherical shape, the sphere being the geometrical object with the least surface area for a given volume [51, 89]. In a system with a flat surface, in order to balance this tendency, a tensile force tangent to the surface must be applied at its edges. This state of tension of the surface, which was fully accepted not so long ago [14], can be easily observed [57]. If we consider a line on the surface, surface tension represents this tangent force in the direction normal to the line divided by the length of the line over which the force acts. In this case it is naturally measured in the units of force per length (e.g., N/m in the SI). One important feature that results from this definition, which comes from the circular symmetry of the surface in liquids, is that we have not specified any particular direction of this line with respect to the surface. That is, the SFE, or surface tension, as defined in liquids, is a scalar quantity.

The concept of surface stress (SS), first introduced by Gibbs, is different from the SFE and is related to the fact that the area of a surface can be increased by reversible (elastic) stretching of the pre-existing surface. The main difference between SS and SFE is that liquids cannot be elastically stretched (see the end of Section 3.2 for a short discussion on this). Therefore, the concept of SS does not apply to them. The term surface tension can suggest some similarity with the state of stress within the solid that is the cause of the surface stress, but, as we said above, the term “surface tension” can be used unambiguously to describe only liquid interfaces. In solids, the term “surface tension” is used by different authors to mean either the mechanism of elastic stretching or the reversible creation of the interface [70, 92, 87, 53], which often leads to confusion. For this reason, following the suggestion of Cahn [16], we believe that the term surface tension should be abandoned in favour of the more precise and uniquely defined term SFE for the reversible work of unit surface area creation, and the term SS for the work per unit area in the case of area creation by elastic stretching of a pre-existing surface. The importance of this distinction between the two concepts lies in the fact that not only crystalline materials (i.e. the ones usually considered in condensed matter) can
be elastically stretched, but also a wide class of systems in the soft matter field, e.g. cross-linked polymer network [2, 1] or polymer gels [90].

In the following we will need to describe the volume and area variation of a sample and we introduce here the notations to describe its elastic deformation. Let’s denote by \( \mathbf{r} = (x^1, x^2, x^3) \) the position of a material point in an unstrained solid, and by \( \hat{\mathbf{r}} = (\hat{x}^1, \hat{x}^2, \hat{x}^3) \) its position in the solid after deformation. The difference \( u_i = \hat{x}^i - x^i, \ i = 1, 2, 3, \) measures the displacement of the point due to the deformation. Note that the coordinates \( \hat{\mathbf{r}} \) of the displaced point are functions of the coordinates \( \mathbf{r} \) of the point before the deformation. For small deformation, a strain tensor \( E \), with components \( u_{ij} \), is defined as [63]:

\[
  u_{ij} = \frac{1}{2} \left( \frac{\partial u_i}{\partial x^j} + \frac{\partial u_j}{\partial x^i} \right), \quad i, j = 1, 2, 3. 
\]  

(1)

In this work, we indicate the infinitesimal strain as \( u_{ij} \) instead of \( \delta u_{ij} \) to avoid cumbersome notations in what follows. Being symmetrical, this tensor can be diagonalised, with the principal strain components denoted as \( u_{(1)}, u_{(2)}, u_{(3)} \) [63]. In a body subjected to deformation we can write the new coordinates \( \hat{\mathbf{r}} \) as:

\[
  \hat{\mathbf{r}} = (x^1(1 + u_{(1)}), x^2(1 + u_{(2)}), x^3(1 + u_{(3)})).
\]

(2)

The deformed volume and area of a strained body, \( \hat{V} \) and \( \hat{A} \), can be described in the same way as functions of the strain in each direction. It can be shown that \( \hat{V} = V(1 + u_{11} + u_{22} + u_{33}) = V(1 + u_{(1)} + u_{(2)} + u_{(3)}) \), using the invariance property of the trace of the matrix, and, for a surface perpendicular to the \( x^3 \) direction:

\[
  \hat{A} = A(1 + u_{11} + u_{22}) = A(1 + u_{(1)} + u_{(2)}) \quad \text{(see Assumptions [3, 39, 43, 63)}.}
\]

We want to highlight here that the previous equivalence of the strained area (\( \hat{A} \)) in two references: \( i \) with axis \( x^1 \) and \( x^2 \) in a generic orientation, \( ii \) with axis oriented according to the direction of the principal strain components, is valid under the assumption that the surface is perpendicular to the third direction \( x^3 \). If that is not the case the relations must be modified accordingly by considering the two directions parallel to the surface. According to this notation, we can write the infinitesimal variation of volume, \( dV \), as \( dV = (\hat{V} - V) = V(u_{(1)} + u_{(2)} + u_{(3)}) \). The same applies for the definition of the infinitesimal variation of the area, \( dA \).
3 Liquid Interface

3.1 Liquid-Vacuum Interface

If we put a liquid in a closed container in contact with vacuum, we will observe some of the molecules moving from the liquid bulk into the vacuum space. This vapour phase will have a definite pressure that depends on the temperature and composition of the liquid. If the vapour pressure is small enough to be negligible, we can assume that the liquid is in contact with vacuum. The Liquid-Vacuum (LV) interface represents the simplest case to consider. We will start our derivation from here to develop all the concepts we will need in the rest of the work. Some of the concepts derived for the LV interface system are self-evident, but we think a full derivation will be helpful for later sections, when more complicated systems are introduced.

Let us consider a liquid phase in contact with vacuum, i.e. that has a surface exposed to vacuum. By using the first and second law of thermodynamic we can write:

\[ dU = TdS + \mu dN + dW \]  (3)

where \( U \) is the internal energy, \( T \) is the temperature, \( S \) is the entropy, \( \mu \) is the chemical potential, and \( N \) is the number of particles in the system. The last term, \( dW \), represents the reversible work done on the system. In the bulk it consists of the mechanical work, \( dW^M \), done by the change of the system volume, \( V \), at pressure \( P \), i.e. \( dW^M = -PdV \). When the system contains an interface, \( dW \) also includes the work required to create such an interface, \( dW^A \), i.e. \( dW = dW^A + dW^M \). The reason why we prefer to include the volume work done by the system and the work needed to create the interface into a single work term will be clear in Section 3.2 when the stress tensor is introduced.

Since the pressure \( P = 0 \) in the liquid-vacuum system, the mechanical work is \( dW^M = 0 \). Thus the total work reduces to \( dW = dW^A \).

3.2 Stress tensor and the origin of Surface Free Energy

The local environment seen by an atom in the bulk of a condensed phase is different from the environment seen by the same atom on the surface. In the former case, each atom is fully surrounded by other atoms.
and in the latter case, an atom is surrounded by other atoms only on one side, the other being exposed to the vacuum. This difference between bulk and surface has a strong effect on the total potential energy associated to each atom. Liquid phase exists because of the long-range attraction between atoms, which results in the tendency of the atoms to congregate into liquid clusters (droplets). This leads to the net attraction of the atoms on the surface towards the bulk and to a higher potential energy of the surface atoms relative to the bulk atoms. From these effects derives the tendency of the surface to shrink (as described in Section 2).

In creating a new interface we need therefore to perform some work on the system. If the formation of the new surface is carried out at constant pressure and temperature, then the relevant thermodynamic quantity is the Gibbs free energy ($\mathcal{G}$), while for the surface formation at constant volume and temperature, the Helmholtz free energy ($\mathcal{A}$) should be used [16, 46].

The difference in free energy between the system with and without a surface can be therefore related to the reversible work needed to separate the atoms in the bulk in order to create an exposed surface, i.e. it is part of the work term $dW$ in Equation (3). Eriksson [26] introduced the concept of cleaving, as the reversible transformation that creates an interface in a sample, but we will postpone its exact definition and the related discussion to a later section. Here, we want just to consider the concept of cleaving as given, and as we can intuitively expect, the infinitesimal work $dW^A$ needed to cleave a sample in order to create an exposed surface of size $dA$, is proportional to the area created. We will call $\gamma$ the proportionality constant such that

$$dW^A = \gamma dA. \quad (4)$$

Another way to describe $dW$, which proves to be more general and can be easily extended to different systems, is represented by the stress tensor formalism.

When a material is deformed, it resists the deformation. This resistance is represented by internal forces that oppose such a deformation, which can be described using the concept of stress. The state of stress of the material is represented by the Cauchy stress tensor $\mathcal{H}(x)$, which is a three dimensional rank-2 tensor, function of the position $x$, and is usually written in matrix notation [63]. In this work we will use lower case Greek letters to indicate the component of the stress matrix: $\eta_{ij}$ with $i, j = 1, 2, 3$. The stress in a material
The Cauchy stress tensor for fluid phases assumes a particularly simple form, thanks to the following assumption:

vi The bulk of the fluid phase is isotropic and homogenous;

With this assumption, the stress tensor in fluid phases, in matrix components, reduces to \( \mathbf{H} = \text{diag}(-P, -P, -P) \), where \( P \) is the pressure in the fluid phase (for a derivation see Section I of the Supplemental Material (SM)). However, this diagonal form of the stress tensor is valid within the bulk of the system only. The presence of the surface modifies \( \mathbf{H} \) and the stress tensor in the LV system is no longer given by: \( \mathbf{H} = \text{diag}(-P, -P, -P) \). This latter fact makes this theory difficult to use in practice, unless we know the actual form of \( \mathbf{H} \). However, the perturbations caused by the surface on the whole system decay within a few molecular diameters from the interface \([41, 40]\). The physical situation we have is that \( \mathbf{H} \) is diagonal with \(-P\) on the main diagonal in the whole system, except a very narrow volume close to the interface. This picture suggests a different way to describe the stress tensor. We divide our system into a bulk region, \( \alpha \), which does not feel the presence of the interface, and an intermediate region, \( \sigma \), where the properties are modified by the interface, as shown in Figure 1. The different regions are separated by two planes \( AA' \) and \( BB' \) parallel to the (flat) interface. The extent of the intermediate region \( \sigma \) is given by its height \( h \). The strength of this approach, as it will be shown later, is that the final results do not depend on \( h \), as long as all the perturbations from the presence of the interface are confined within \( \sigma \). If the system depicted in Figure 1 is in thermodynamic equilibrium, then intensive quantities do not change between the regions. That is, given an intensive quantity \( X \) (e.g., temperature), \( X(\alpha(BB')) = X(\sigma(BB')) = X \), and analogously for plane \( AA' \). This approach was proposed first by Guggenheim [38], and compared to Gibbs’s dividing surface formalism has the advantage of being less abstract by recognising that, on a microscopic level, the properties
Thus, we can define thermodynamic quantities for each of the different finite-thickness regions into which the system is divided:

\[ dU^\alpha = TdS^\alpha + \mu dN^\alpha - PdV^\alpha \]  \hspace{2cm} (5)

\[ dU^\sigma = TdS^\sigma + \mu dN^\sigma + dW^\sigma \]  \hspace{2cm} (6)

where \( dW^\sigma \) is the mechanical work in the region \( \sigma \) as described in Equation (3). Note that only the thermodynamic equation relative to interface region \( \sigma \) contains the generic work term \( dW^\sigma \). The bulk region contains only the mechanical work term \(-PdV^\alpha\).

To identify different spatial locations in the system depicted in Figure 1 we introduce a coordinate system \( x-y-z \) with the \( z \)-axis perpendicular to the planes \( AA' \) and \( BB' \). The mechanical equilibrium and the constancy of intensive quantities implies that the \( z \) component of the stress tensor is equal to zero in \( \sigma \) and \( \alpha \). It follows that from the isotropy of the bulk liquid phase the stress tensor in \( \alpha \), \( \mathcal{H}^\alpha \), is the null tensor.

In the region \( \sigma \) the stress tensor, \( \mathcal{H}^\sigma \), will be in general different from \( \mathcal{H}^\alpha \) because of the presence of the
interface. This qualitative statement is more subtle than it looks. Since we assumed the continuity of the physical properties on the plane \( BB' \), we should have \( \mathcal{H}^\alpha = \mathcal{H}^\alpha (BB') = \mathcal{H}^\sigma (BB') \). This means that the stress tensor in \( \sigma \) is not constant within \( \sigma \). The latter fact means, in turn, that assumption vi is not valid in \( \sigma \). The only statement we can make about \( \sigma \) is a weaker symmetry property than the ones valid for \( \alpha \), replacing assumption vi valid for the bulk \([81]\) with:

\( \text{vi} \ ' \sigma \) has a circular symmetry in the planes parallel to the interface, i.e. rotations around the \( x^3 \)-axis leave properties unchanged.

From assumption \( \text{vi} \) it follows that \( \mathcal{H}^\sigma (x) \) must be a diagonal tensor \( \mathcal{H}^\sigma (x) = \text{diag}(\eta_{11}^\sigma (x), \eta_{22}^\sigma (x), \eta_{33}^\sigma (x)) \) with \( \eta_{11}^\sigma (r) = \eta_{22}^\sigma (r) \). Now we impose the mechanical equilibrium condition, which can be written in terms of the divergence of the stress tensor \( \nabla \cdot \mathcal{H}^\sigma = 0 \), where 0 is the three-dimensional zero vector. This latter condition translates into

\[
\frac{\partial \eta_{11}^\sigma (x)}{\partial x} = \frac{\partial \eta_{22}^\sigma (x)}{\partial y} = \frac{\partial \eta_{33}^\sigma (x)}{\partial z} = 0, \tag{7}
\]

from which it follows that the first two components of the stress tensor are function only of \( x^1 \), \( \eta_{11}^\sigma (z) = \eta_{22}^\sigma (z) \) and the third component is constant, \( \eta_{33}^\sigma = \text{const} \). From the fact that on the plane \( AA' \) (see Figure [1]) \( \eta_{33}^\sigma \) must be zero because the system is in contact with vacuum, it results that \( \eta_{33}^\sigma = 0 \) everywhere in \( \sigma \).

The tensor \( \mathcal{H}^\sigma (z) \) can be thought of as the sum of two contributions, one representing the average stress that would be in the region \( \sigma \) if the interface was not there, the second representing the excess stress relative to the bulk due to the presence of the interface:

\[
\mathcal{H}^\sigma (z) = (\mathcal{H}^\sigma (z) - \mathcal{H}^\alpha) + \mathcal{H}^\alpha = \mathcal{E}(z) + \mathcal{H}^\alpha. \tag{8}
\]

The excess stress tensor, \( \mathcal{E}^\sigma \), is defined by the last equality in Equation (8) and can be written as:

\[
\mathcal{E}(z) = \begin{bmatrix}
\varepsilon_{11}(z) & 0 & 0 \\
0 & \varepsilon_{22}(x) & 0 \\
0 & 0 & \varepsilon_{33}(x)
\end{bmatrix} = \begin{bmatrix}
\eta_{11}^\sigma (x) + P & 0 & 0 \\
0 & \eta_{22}^\sigma (x) + P & 0 \\
0 & 0 & 0
\end{bmatrix} = \begin{bmatrix}
-\pi_{11}(z) & 0 & 0 \\
0 & -\pi_{22}(z) & 0 \\
0 & 0 & 0
\end{bmatrix} \tag{9}
\]

where \( \pi_{11}(z) = \pi_{22}(z) \) because \( \eta_{11}^\sigma (x) = \eta_{22}^\sigma (x) \).
The work associated within the system by the excess stress tensor $E^\sigma(z)$ can be written by considering the strain tensor representing the infinitesimal displacements $u_{ij}$ compatible with the constraints of the system (see end of the Section 2):

$$E = \begin{bmatrix} u_{11} & u_{12} & u_{13} \\ u_{21} & u_{22} & u_{23} \\ u_{31} & u_{32} & u_{33} \end{bmatrix}$$  \hspace{1cm} \text{(10)}

However, all the strains must be considered small enough not to cause plastic deformation in the material, i.e. the theory developed here can be applied only to elastic deformations. A generalisation of this theory for finite strains will be considered in the future. The total mechanical work $dW$ can be written as (summation over repeated indexes implied, see Section S.3.A of the SM):

$$dW = \int \int \int_{V^\sigma} (\varepsilon_{ij}(z)u_{ij}) \, dx \, dy \, dz = dW^A$$  \hspace{1cm} \text{(11)}

where in this case $dW^M = 0$. Since the argument of the integral in Equation (11) depends only from $z$ we can directly integrate over the two directions $x$ and $y$ obtaining the area $A$. We can therefore write (see Section S.3.B of the SM):

$$dW^A = Af_{11}u_{11} + Af_{22}u_{22}$$  \hspace{1cm} \text{(12)}

where $A$ is the area of the surface and we introduced a degenerate two-dimensional, second order, surface stress tensor, $F$, which reads:

$$F = \begin{bmatrix} f_{11} & f_{12} \\ f_{21} & f_{22} \end{bmatrix} = \begin{bmatrix} - \int_{-\infty}^{+\infty} dz \, \pi_{11}(z) & 0 \\ 0 & - \int_{-\infty}^{+\infty} dz \, \pi_{22}(z) \end{bmatrix}$$  \hspace{1cm} \text{(13)}

The surface stress tensor was introduced by Herring [52] as a generalisation of the Shuttleworth equation to non-symmetric surfaces. In our derivation, it represents the most important quantity describing all the information we need for the surface properties. Its meaning was disputed in literature [44], and for this reason we will give a detailed statistical mechanical formulation of this quantity and the Shuttleworth equation in the next sections.

\footnote{In this case the constraints are that there cannot be any shear in the liquid, so all the off-diagonal elements of the strain tensor are zero.}
In Equation (13) we can replace the integration boundary with $\pm \infty$ by noting that, by the definition of the excess quantities, the integrands in Equation (13) are equal to zero outside the interfacial region $\sigma$. Therefore, the value of the integral does not depend on the integration interval, as long as it contains the whole of the region where properties deviate from those in $\alpha$ or in the vacuum.

For the system considered here, $\pi_{11}(z) = \pi_{22}(z) = \pi(z)$ (see discussion of Assumption item vi), and the SS tensor reduces to a single scalar, which we call $f^8$. We can therefore rewrite Equation (12) as

$$dW^A = \left[-\int_{-\infty}^{+\infty} d\pi(z)\right] dA$$

where we use the fact that the area change due to strain is given by $dA = A(u_{11} + u_{22})$.

We have presented two different interpretations of the work $dW^A$, a free energy as the work to create a new interface and a stress coming from the fact that an interface was created, and we concluded with two different expressions describing the same quantity. However, comparing Equation (14) and Equation (4) we can write:

$$f^8 = \gamma = \int_{-\infty}^{+\infty} d\pi(z)$$

which represents the connection between the mechanical and thermodynamics interpretation of the interfacial work. This identification can be made more rigorous by using the statistical mechanics description of the system and will be presented in Section 5.

### 3.3 Liquid-Vapour Interface

Let us consider a more realistic system, where a liquid is in contact with its vapour. The main difference with the system described in previous section is that $P \neq 0$. Now, we can identify the liquid bulk $\alpha$, the interface region $\sigma$, and the vapour bulk $\beta$, as sketched in Figure 2.

The thermodynamic equations for this system become:

$$dU^\alpha = TdS^\alpha + \mu dN^\alpha - PdV^\alpha$$

$$dU^\sigma = TdS^\sigma + \mu dN^\sigma + dW^\sigma$$

$$dU^\beta = TdS^\beta + \mu dN^\beta - PdV^\beta$$
The stress tensor in $\alpha$ is equal to stress tensor in $\beta$, $\mathcal{H}^\alpha = \mathcal{H}^\beta$, while in $\sigma$ it becomes:

$$
\mathcal{H}^\sigma(z) = \begin{bmatrix}
-\pi_{11}(z) & 0 & 0 \\
0 & -\pi_{22}(z) & 0 \\
0 & 0 & -P
\end{bmatrix}
$$

from which the excess stress tensor, $(\mathcal{E}(z) = \mathcal{H}^\sigma(z) - \mathcal{H}^\alpha)$ can be obtained. The total mechanical work in $\sigma$, $dW$ is given, using the strain tensor defined in Equation (10), by (see Section S.3.C of the SM):

$$
dW = dA \int_{-\infty}^{+\infty} dz \left( P - \pi(z) \right) - PdV^\sigma = dW^A + dW^M
$$

where we used the fact that the change of volume due to strain is $dV = V(u_{11} + u_{22} + u_{33})$ and the fact that $\pi_{11}(z) = \pi_{22}(z) = \pi(z)$. The surface stress is given by:

$$
\mathcal{F} = \begin{bmatrix}
\int_{-\infty}^{+\infty} dz \left( P - \pi(z) \right) & 0 \\
0 & \int_{-\infty}^{+\infty} dz \left( P - \pi(z) \right)
\end{bmatrix}
$$

and the surface free energy, $\gamma$, is:

$$
\gamma = \int_{-\infty}^{+\infty} dz \left( P - \pi(z) \right).
$$
Equation (22) is the equation for $\gamma$ usually known in the literature as the “mechanical definition” of the SFE \[81\]. The usual interpretation of the mechanical definition of $\gamma$ is a difference between the normal component of the stress ($P$ in our case) and half of the tangential component of the stress (i.e. \( \frac{1}{2} (\pi_{11}(z) + \pi_{22}(z)) = \pi(z) \) in our case). In our derivation there is no normal contribution to the interfacial properties, i.e. the excess quantities which represent the interface do not depend on any normal contribution. The presence of $P$ in Equation (22) results from our definition of the excess stress tensor as the difference between the stress tensor in $\sigma$, which contains the contributions given by the presence of the interface, and the pressure. The fact that the difference between the two tensors returns an expression where the pressure $P$ is present does not depend by the presence of normal contributions to the interface stress, but on the hypothesis of hydrostatic stress in the liquid which means that all the diagonal components of the stress in the bulk phases $\alpha$ and $\beta$ are equal to the pressure $P$ (i.e. $\pi_{11}^\alpha = \pi_{22}^\alpha = \pi_{11}^\beta = \pi_{22}^\beta = P$, see Assumption [vi]). The normal component of the stress tensor $\pi_{33}(z)$ does not enter into the definition of $\gamma$. For liquids this remark is not essential, but for solids becomes crucial since the bulk internal stress can be different in different directions.

### 4 Solid interface

When at least one of the two phases is solid, there are two complications that we need to add to the previous framework. Solids can resist to shear stress, meaning that the stress tensor can have off-diagonal components and, more importantly, solids can be in a non-hydrostatic state of stress. If the bulk solid is hydrostatically stressed, then the reasoning that brought us to the equations for the SS tensor for the case of liquids is still valid (see Equation (13) for solid-vacuum and Equation (21) for solid in contact with its vapour or liquid) with the added complexity given by the presence of the off-diagonal terms. However, the main difference between liquid and solid interfaces resides in the fact that in the latter case there is no more equality between the SS and SFE (i.e. Equation (22) does not hold for solids). These two quantities are different and their relationship is given by the Shuttleworth equation, which will be discussed in the next Section (see Section 5).

In this Section we will analyse the solid-vapour (or solid-liquid) interface. The region $\alpha$ represents the
bulk of the solid, the region $\beta$ the bulk of the fluid phase, and as before, we call $\sigma$ the interface region.

The thermodynamics equations for solid-vapour interface, which represent the most general equations for a single-component system are given by:

\[
\begin{align*}
\text{d}U^\beta &= T \text{d}S^\beta + \mu \text{d}N^\beta - P \text{d}V^\beta \quad (23) \\
\text{d}U^\sigma &= T \text{d}S^\sigma + \mu \text{d}N^\sigma + \text{d}W \quad (24) \\
\text{d}U^\alpha &= T \text{d}S^\alpha + \mu \text{d}N^\alpha + V^\alpha (\mathbf{H}^\alpha : u^\alpha), \quad (25)
\end{align*}
\]

where

\[
\mathbf{H}^\alpha = \begin{bmatrix}
\eta_{(1)}^\alpha & 0 & 0 \\
0 & \eta_{(2)}^\alpha & 0 \\
0 & 0 & \eta_{(3)}^\alpha
\end{bmatrix} = \begin{bmatrix}
-P & 0 & 0 \\
0 & -P & 0 \\
0 & 0 & -P
\end{bmatrix}.
\] (26)

where we assumed, without loss of generality, that the system is oriented along the direction of the principal stresses. The chemical potential $\mu$ that appears in the above equations is the chemical potential of the component in the fluid phase, as derived by Gibbs, which described the equilibrium conditions for this kind of systems [36, 34, 35]. We will always use the symbol $\mu$ with this meaning when a solid interface is considered. The symbol $:$ represents a dyadic product, and it is equal to $(\mathbf{H}^\alpha : u^\alpha) = \eta_{ij}^\alpha u_{ij}$, where the Einstein summation convention is implied. The form of the tensor $\mathbf{H}^\alpha$ in Equation (26) is consequence of Assumptions ii.c-ii.0. Being real and symmetric, the stress tensor $\mathbf{H}^\alpha$ tensor can be put in diagonal form, with its three eigenvalues on the main diagonal. These eigenvalues are called principal stresses [74] and we will indicate them as $\eta_{(i)}^\alpha$, $i = 1, 2, 3$. Directions along which the stress tensor is diagonal are called principal directions. As a consequence of mechanical equilibrium hypothesis (see Assumption ii[c]), in a system with an interface one of the axes is always aligned with the direction of one of the principal stresses along the normal to the interface. Here, we assume that all the axes are oriented along the principal stress directions, from which $\eta_{ij}^\alpha = -\eta_{ij}^\alpha = \delta_{ij} \eta_{(i)}^\alpha$. 
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4.1 Hydrostatically stressed solid

If the solid is in a hydrostatic state of stress then $\pi_{ij} = \delta_{ij}P$, where $P$ is the pressure of the phase (liquid or vapour) in contact with the solid. The derivation of the surface stress tensor will follow steps similar to the one presented for liquids (see Equation (20)), with some added complications given by two essential differences of the stress tensor in the interface region $\mathcal{H}^\sigma(z)$ when solids are present. Firstly, we cannot assume that $\eta_{11}(z) = \eta_{22}(z)$ as we did for the liquids (see discussion of Equation (7)). The Assumption VI, in general, does not work for solids. We will give an example of this in the results Sections (see Section 7), where it is shown that the orientation (110) of face-centered cubic crystal gives different stresses for different directions. Secondly, even if the solid is oriented along the direction of the principal stresses, which ensures that the stress tensor in the solid bulk ($\alpha$) has the negative of the liquid pressure on the main diagonal, this is not true for the interface region any more. The presence of the interface gives rise to additional stresses, as explained for the liquid case, with the only difference that solids now allow the presence of additional stresses in the non-diagonal terms of the stress tensor. Therefore, we can write for the stress tensor in the interface region $\sigma$:

$$\mathcal{H}^\sigma(z) = \begin{bmatrix} \eta_{11}^\sigma(z) & \eta_{12}^\sigma(z) & 0 \\ \eta_{21}^\sigma(z) & \eta_{22}^\sigma(z) & 0 \\ 0 & 0 & \eta_{33}^\sigma(z) \end{bmatrix} = \begin{bmatrix} -\pi_{11}^\sigma(z) & -\pi_{12}^\sigma(z) & 0 \\ -\pi_{21}^\sigma(z) & -\pi_{22}^\sigma(z) & 0 \\ 0 & 0 & -P \end{bmatrix}. \quad (27)$$

from which the excess stress tensor becomes:

$$\mathcal{E}(z) = \begin{bmatrix} -\pi_{11}^\sigma(z) + P & -\pi_{12}^\sigma(z) & 0 \\ -\pi_{21}^\sigma(z) & -\pi_{22}^\sigma(z) + P & 0 \\ 0 & 0 & 0 \end{bmatrix}. \quad (28)$$

The total mechanical work, $dW$, in $\sigma$ is given by:

$$dW = A \int_{-\infty}^{+\infty} dz \left( (P - \pi_{11}(z)) u_{11} + (P - \pi_{22}(z)) u_{22} + A \int_{-\infty}^{+\infty} dz \left( -\pi_{12}(z) \right) u_{12} + A \int_{-\infty}^{+\infty} dz \left( -\pi_{21}(z) \right) u_{21} - PV^\sigma(u_{11} + u_{11} + u_{33}) \right) = dW^A + dW^M \quad (29)$$
where we put again together the terms related to the mechanical work and those related to the interface.

The surface stress tensor assumes the known expression \[55\]:

\[
\mathcal{F} = \begin{bmatrix}
\int_{-\infty}^{+\infty} dz \ (P - \pi_{11}(z)) & \int_{-\infty}^{+\infty} dz \ (-\pi_{12}(z)) \\
\int_{-\infty}^{+\infty} dz \ (-\pi_{21}(z)) & \int_{-\infty}^{+\infty} dz \ (P - \pi_{22}(z))
\end{bmatrix}
\] (30)

We want to highlight here that Equation (22) is not true in general for solids. For solids, each component of the surface stress tensor can vary independently, and the connection with the surface free energy is given by the Shuttleworth equation, as we will show in Section 5. This latter fact has great importance in the calculation of the properties of solids. While for liquids, obtaining the stress tensor from the simulation is equivalent to calculating \(\gamma\) using, e.g. the cleaving approach, for solids it is not true in general, and the calculation method must be decided with respect the property we are interested in.

5 Relationship between SS and SFE

In previous sections we have derived the work term \(dW^A\) for liquid and solid systems. We showed that for the formers this work can be described by a scalar quantity, \(f^S\), whereas in the latter case we obtained a tensorial quantity, \(\mathcal{F}\).

Let us now summarise the derivation we presented in previous Sections.

For a single-component bulk phase (e.g. \(\beta\)), the most general variation of Helmholtz free energy, \(A\), is given by:

\[
d\mathcal{A}^\beta = -S^\beta dT + V^\beta (H^\beta : E^\beta) + \mu dN^\beta
\] (31)

whereas, for the surface layer \(\sigma\) we have (see Equations (24) and (29)):

\[
d\mathcal{A}^\sigma = -S^\sigma dT + V^\sigma (H^\beta : E^\sigma) + \mu dN^\sigma + A(\mathcal{F} : E^\sigma)
\]

\[
= -S^\sigma dT + \sum_{i=1}^{3} V^\sigma \eta_{\beta(i)}^\sigma u_{ii}^\sigma + \mu dN^\sigma + \sum_{i=1}^{2} \sum_{j=1}^{2} A_{ij} u_{ij}^\sigma
\] (32)

where we used the surface stress tensor obtained in Equation (30) and we included explicit sum sign to emphasize the different dimension of the surface stress tensor and the stress tensor \(H^\beta\) (note that we are in
the hypothesis that $H^\beta = H^\alpha$). In the Assumptions described in Section 2, Equation (32) is valid for both solid-liquid and liquid-liquid interfaces.

If we now specialise Equation (32) to the case where both $\alpha$ and $\beta$ are fluid phases, we have $\eta^\beta_{(i)} = \eta^\alpha_{(i)} = -P$, with $i = 1, 2, 3$, and $f_{11} = f_{22} = f^S$ and $f_{12} = f_{12} = 0$ (i.e. the tensor $F$ assumes the form shown in Equation (13)). We therefore can write:

$$
\frac{d \mathcal{A}^\sigma}{\partial A \sigma} = -S \sigma dT - V^\sigma (u_{11} + u_{22} + u_{33})P + A(u_{11} + u_{22})\gamma + \mu dN
$$

$$
= -S \sigma dT - PdV^\sigma + \gamma dA + \mu dN
$$

as expected [65], where we replaced the symbol for the scalar component of the SS, $f^S$, with $\gamma$, using the identification we discussed in Equations (14) and (15). Therefore, we can write for a transformation at constant temperature, volume and number of atoms:

$$
\gamma = \left( \frac{\partial \mathcal{A}^\sigma}{\partial A \sigma} \right)_{N,T,u}
$$

A transformation of this kind can be performed within MD simulations [25]. This transformation can be carried out continuously and reversibly (with certain precautions) within the framework of the thermodynamic integration and will be analysed in detail in a later section.

For interfaces involving solids, we cannot simplify the equations as before (see Equation (33)). In this case we have to talk about a transformation at constant temperature, number of atoms, and strain in a particular direction, i.e. we can allow the variation of the strain in only one direction at a time. If we choose the $x^1$ (or $x$) direction, we obtain from Equation (32):

$$
\left( V^\sigma \eta^\beta_{(1)} + Af_{11} \right) = \left( \frac{\partial \mathcal{A}^\sigma}{\partial u_{11}} \right)_{N,T,u_{12},u_{21},u_{22},u_{33}}
$$

The form of the stress term reported in the previous equations $\left( V^\sigma \eta^\beta_{(1)} + Af_{11} \right)$ does not look like the usual term encountered in thermodynamics, which are in the form $X dY$, with $X$ and $Y$ being a pair of conjugate variables. This apparent discrepancy could have deep consequences for the theory developed here. Hermann [50] described the mathematical structure of the thermodynamics, which prescribes that the quantities involved in a transformation appear in the form of $X dY$. Arguments based on Hermann’s theory were used
to criticise [5, 60] the Shuttleworth equation and its consequences in different works [71, 55, 82], with much subsequent debate about the meaning and validity of this equation [6, 7, 8, 9, 10, 27, 28, 29, 30, 56, 48, 42, 43].

However, in our view, there is no discrepancy between the equations derived here and Hermann’s theory. In Equation (35) the quantity \((V\eta_{(1)} + A_{f_{11}})\) is just a different way to write the component \(\eta_{11}(z)\) of the stress tensor, \(H^\sigma(z)\) in \(\sigma\) (see Equation [8]). The original term is \(\eta_{11}(z)u_{11}\) which then appears in the correct form \(XdY\).

In this case the stress tensor \(f_{11}\) is not just equal to the variation of the free energy because of the presence of the term proportional to the volume of phase \(\sigma\). However, the term \(V^\sigma\eta_{(1)}\) has a clear interpretation as the stress in the region \(\sigma\) if there is no interface. From the definition of the Helmholtz free energy in the bulk, for a transformation at constant temperature, number of atoms and variation of the dimension in directions \(y\) and \(z\) (i.e. the same constraints we used for Equation (35)) we can write:

\[
V^\sigma\eta_{(1)} = \left(\frac{\partial A^\sigma_{bulk}}{\partial u_{11}}\right)_{N,T,u_{12},u_{21},u_{22},u_{33}}
\]

(36)

where \(A^\sigma_{bulk}\) represents the variation of the Helmholtz free energy in the region \(\sigma\) at constant temperature, volume, number of molecules and strain in \(y\) and \(z\) direction, when the region \(\sigma\) does not contain a surface (bulk). By replacing the previous equation in Equation (35), we eventually obtain:

\[
A_{f_{11}} = \left(\frac{\partial (A^\sigma - A^\sigma_{bulk})}{\partial u_{11}}\right)_{N,T,u_{12},u_{21},u_{22},u_{33}} = \left(\frac{\partial A^\sigma_{exc}}{\partial u_{11}}\right)_{N,T,u_{12},u_{21},u_{22},u_{33}}
\]

(37)

where we introduced the excess of Helmholtz Free Energy, \(A^\sigma_{exc}\). The concept of excess Helmholtz Free Energy is not new in the discussion of properties of interfaces [58, 64]. However, it is important to highlight here the fact that we are using this terminology with a different meaning with respect to previous works, namely to indicate the difference in free energy between systems with and without an interface.

We have therefore come to the conclusion that, while for liquids interface description can be reduced to a single scalar quantity, \(f^S\), whereas for solids the interface is described by the tensorial quantity \(F\).

Last steps of our derivation involve showing two facts: i) \(f^S\) can be indeed identified with \(\gamma\), i.e. the Surface Free Energy which was defined in Equation (4), ii) the SFE, \(\gamma\) is related to the SS and this relation
is represented by the *Shuttleworth equation* [84]:

\[
f_{ij} = \delta_{ij}\gamma + \frac{\partial\gamma}{\partial u_{ij}}. \tag{38}
\]

where \(\delta_{ij}\) is the Kronecker delta.

Note that if we assume the validity of the point \(ii\) (i.e. we assume the Shuttleworth equation is correct) then point \(i\) automatically follows. In fact, for liquids, the derivative of the SFE with respect the strain is zero because liquids cannot be stretched [21] and thanks to this \(f_{11} = f_{22} = f^g = \gamma\) and \(f_{12} = f_{21} = 0\). Therefore, in following sections we will focus on the Shuttleworth equation only.

In [21, 20, 19], the thermodynamic transformation which creates a new area in a liquid system is called “plastic deformation”. However, we prefer to follow the prescription of Kramer and Weissmüller [62], where it is pointed out that the accepted definition of “plastic transformation” refers to non-reversible transformations only, contrary to the assumptions in this work. In order to avoid confusion, we will simply say that liquids cannot be elastically stretched, having in mind the discussion in [21, 20].

We want to highlight here that Equation (37) represents the crucial link between the classical thermodynamics and the microscopic statistical mechanical description. In next Sections, we will obtain the Shuttleworth equation from the concepts of the statistical-mechanical description of the interface, on the basis of interatomic interactions within atoms. The Shuttleworth equation was at the centre of different debates in literature which dates back to 1995. Gutman [41] argued that this equation is incorrect on the basis that it relates two incompatible thermodynamic mechanisms for the creation of the surface (cleaving and stretching) pertaining to two different systems (liquids and solids). However, as we will show later, when the cleaving mechanism will be introduced, the cleaving of a solid without stretching is a perfectly well-defined thermodynamic transformation. Some concerns were expressed in the literature about the use of MD simulations to derive the relations between surface properties, in particular the analysis of the Shuttleworth Equation [45]. However, we will show that MD simulations and the statistical mechanics theory on which they are based, can give precise meaning to the surface properties and the relations between them.
5.1 Statistical Mechanics description

Before starting with the derivations of the definitions of SFE and SS in an atomistic system, we will give some definitions of the physical quantities which are needed in the rest of the Section.

The total potential energy on an atomistic system is given by the sum of the interactions among atoms (for a more detailed exposition see [33]). In this work we assume, for simplicity, that the system potential energy is defined in terms of a pair potential

$$U^{TOT}(\mathbf{r}) = \sum_l \sum_{n\geq l} U(r_{ln}),$$

(39)

where \( \mathbf{r} = \{r_n\} \) represent coordinates of all the particles and \( r_{ln} = |\mathbf{r}_l - \mathbf{r}_n| \) is the distance between particles \( l \) and \( n \).

The stress tensor in a sample can be also defined in terms of relevant atomistic quantities. When a deformation occurs, the atoms change their relative position within the material, resulting in an imbalance of forces acting between the atoms. The fact that the state of stress, in general, depends on the directions stems from the fact that the deformation has directionality. The macroscopic state of stress of a material was put in relation with the atomistic structure of the matter by Clausius [18] through the Virial Theorem which we briefly introduce here. It can be shown that the pressure tensor \( \mathcal{P} \) is equal to [31, 85, 54]:

$$\mathcal{P}V = \sum_l m_l \mathbf{v}_l \otimes \mathbf{v}_l + \frac{1}{2} \sum_l \mathbf{r}_l \otimes \mathbf{F}_l$$

(40)

where \( m_l, \mathbf{v}_l = \{v^1_l, v^2_l, v^3_l\}, \mathbf{r}_l = \{x^1_l, x^2_l, x^3_l\}, \mathbf{F}_l = \{F^1_l, F^2_l, F^3_l\} \) are the mass, velocity, position and total force for atom \( l \), and the double subscript indicates the \( i \)-th component of the \( l \)-th atom. The sum runs over all the atoms in the systems. In this work, all the sums have to be intended as running over the total number of atoms in the system. For a pair potential, \( U^{TOT}(\{r_l\}) = \sum_l \sum_{n\geq l} U(r_{ln}), \) where \( r_{ln} = |\mathbf{r}_l - \mathbf{r}_n| \) and \( F^i_l = -\frac{d}{dx^i_l}U^{TOT} = \sum_n \left( \frac{x^i_{ln}}{r_{ln}} U'(r_{ln}) \right) = \sum_n \left( x^i_{ln} F^i_{ln} \right), \) where we introduced \( U'(r) \) denoting the derivative of the function \( U(r) \) with respect to its (scalar) argument, \( F^i_{ln} \) as the \( i \)-th component of the force between atom \( l \) and atom \( n \) and \( x^i_{ln} = x^i_l - x^i_n \) as the \( i \)-th components of the difference \( \mathbf{r}_l - \mathbf{r}_n \).
We can write for each component $\pi_{ij}$ of the pressure tensor $\mathbf{P}$ in \[85\]:

$$\pi_{ij}V = \sum_l m_l v_i^l v_j^l - \sum_{n>l} \left( \frac{x_{ln}^l x_{in}^l}{r_{ln}^l} U'(r_{ln}^l) \right). \tag{41}$$

One consequence of the definition in Equation (40) that will be used in the following is that at zero temperature ($T = 0$) the velocity of the atoms is zero, and the pressure tensor contains only the force term.

In the following sections we will define the SFE and the SS via statistical mechanics quantity. Rigorously, these two objects are different from the ones defined in previous sections (i.e. Equations (4) and (30)), since they were defined for a macroscopic system using thermodynamics quantities. The goal of the analysis in the next sections is to show that indeed the SFE and SS defined using thermodynamics and statistical mechanics represents the same quantity and that they are related by an equation which we can identify with the Shuttleworth Equation. For this reason, we will use the same symbol $\gamma$ and $f^S$ to indicate them in the following derivation, by keeping in mind that, until the connection is established, they represents only the statistical mechanics version of the SFE and SS.

### 5.2 Zero Temperature

For $T = 0$, the entropic contribution in the definition of the Free Energies is zero. It then follows that the Helmholtz Free Energy $\mathbf{A}$ is equal to the internal energy of the system, which is, in turn, the sum of the interactions of the atoms in the simulation volume. Therefore for $T = 0$ we can derive all the relevant equations for the “surface” properties by using only the potential energy.

In order to describe the SS and SFE, we need to calculate the potential energy in two geometries: the bulk, which we will denote with a subscript $b$, and the slab, denoted with a subscript $s$.

When considering potential energy (as in Equation (39)), the material points can be associated with the particle positions and so the total potential energy of a deformed solid can be represented as $U^{TOT}(\mathbf{r}) \equiv U^{TOT}(\mathbf{r}; \mathbf{u}^{(p)}) \equiv U^{TOT, u}$. In what follows, to simplify the notations, we will indicate the strain state by including the superscript $u$ instead of the hat symbol (see discussion at the end of Section 2). Then, when referring to the unstrained state, we will use the superscript 0, as in $U^{TOT, 0}$.
Without the loss of generality we will focus the discussion on the strain only in the $x$ direction, $u^{(p)} = (u, 0, 0)$, unless otherwise specified, with the other cases being easily obtained by changing the relevant indexes. The SFE at $T = 0$ is simply determined as the difference per unit area between the slab and bulk geometries:

$$\gamma^0 \equiv \gamma(u^{(p)} = 0) = \frac{U_{s}^{\text{TOT},0} - U_{b}^{\text{TOT},0}}{A^0}$$

(42)

where $A^0$ is the area of the interface in the unstrained state, $U_{s}^{\text{TOT},0}$ is the internal energy of the system in the slab configuration, $U_{b}^{\text{TOT},0}$ is the internal energy of the system in the bulk configuration. We use the same symbol $U^{\text{TOT}}$ to represent the thermodynamic internal energy and the total potential energy of the system, since they are related, up to a constant, within the statistical-mechanical description. In the literature, it is usually assumed that $\gamma$ characterises the SFE of an unstrained solid and the superscript 0 is not included. In general, however, $\gamma$ will depend on the strain state of the solid, as the result of the strain dependence of $U^{\text{TOT},u}$. We will write then:

$$\gamma^u \equiv \gamma(u^{(p)}) = \frac{U_{s}^{\text{TOT},u} - U_{b}^{\text{TOT},u}}{A^u},$$

(43)

with $A^u = A^0(1 + u)$ being the area of the strained surface, whose area is $A^0$ in the unstrained state. This definition of the SFE as a general function of the strain state of the system will be essential in the description of the SS. We will show that the relation in Equation (43) is consistent with our calculations where the SFE for different states of strain of the material are presented (see Section 7).

The definition of the SS, $\mathcal{F}$, requires additional intermediate steps. Being a tensorial quantity, its components need to be defined with respect specified coordinate axes. As stated before, we will consider only the $x$ direction of the SS tensor, $f_{11} \equiv f$, with a straightforward extension to the other directions.

We start by considering the work needed to stretch an already existing surface by a strain $u$, which is given by $uA^0 f$ and we derive its representation using microscopic quantities.

At zero temperature, we can write $U_{s}^{\text{TOT},u} - U_{s}^{\text{TOT},0}$ as the work needed to stretch a slab (which represents a system with an interface) by a strain $u$. The stretching of the slab implies the stretching of the surface as well as of the volume. In order to isolate the work needed for the stretching of the surface, we can use the
stretch of an equal volume of bulk and rewrite the quantity $uA^0 f$ as an excess quantity between the slab and the bulk [72], similar to what we did for the SFE:

\[
\begin{align*}
  uA^0 f &= (U_s^{TOT, u} - U_s^{TOT, 0}) - (U_b^{TOT, u} - U_b^{TOT, 0}) \\
         &= -(U_s^{TOT, 0} - U_b^{TOT, 0}) + (U_s^{TOT, u} - U_b^{TOT, u}) \\
         &= -A^0 \gamma^0 + A^u \gamma^u.
\end{align*}
\]  \tag{44}

From the above equation we see that the surface stress is a function of the strain $u$, i.e. $f(u) = \frac{1}{uA^0}(-A^0 \gamma^0 + A^u \gamma^u)$. However, this expression cannot be directly used to calculate the surface stress at $u = 0$ which is the quantity we usually need. We will show at the end of our analysis how this problem can be circumvented (see Equation \((56)\)). In what follows, we simplify the notation by not writing the dependence of $f$ on $u$ explicitly, unless necessary. In [4], the dependence of $f$ on $\gamma^u$ alone was used to argue the validity of the Shuttleworth equation, which we don’t believe is justified.

Now, we expand $\gamma^u$ in Taylor series around the value $u = 0$:

\[
\gamma^u = \gamma^0 + \left( \frac{d\gamma^u}{du} \right)_{u=0} u + \mathcal{O}(u^2)
\]  \tag{45}

and we can neglect the terms $\mathcal{O}(u^2)$ thanks to the assumption of small strains (see discussion at the end of Section [2]). The SFE as a function of the strain and its Taylor expansion (up to the second order) was already considered by different authors [88 32]. For the purpose of this work, the Taylor expansion up to the first order will be enough. Thus we can write for $f$ (see Sec. S.3.L):

\[
f = \gamma^0 + \left( \frac{d\gamma^u}{du} \right)_{u=0}.
\]  \tag{46}

The same considerations can be done for the strain along the $y$ direction, i.e. $u_{22}$ and for off-diagonal strains (i.e. $u_{12} = u_{21}$, see Section S.3.J of the SM). Equation \((46)\) looks identical to the well-known Shuttleworth, however, we need to highlight here that we did not show yet that the quantities appearing here can be identified with the thermodynamic ones.

Let us now represent Equation \((46)\) in terms of the interactions between particles in the solid phase.
Again we consider the case \( \mathbf{u}^{(p)} = (u, 0, 0) \). We have (for a full derivation see Equation S.6 of the SM):

\[
\frac{d\gamma^u}{du} = -\frac{\gamma^u}{(1 + u)} + \frac{1}{A^u} \frac{\partial}{\partial u} \left( U_{TOT,u} - U_{TOT} \right)
\]  

(47)

The final value of this derivative at \( u = 0 \) is (see Section S.3.E of the SM):

\[
\left( \frac{d\gamma^u}{du} \right)_{u=0} = -\gamma^0 + \frac{1}{A} \sum_l \sum_{n,l} \left[ (x_l F_{ln}^1)_b - (x_l F_{ln}^1)_s \right]
\]  

(48)

If we compare Equations (46) and (48), we see that the microscopic definition of the strain component \( f_{11} \) is given by the last term in Equation (48), which is consistent with the virial expression for the excess pressure for \( T = 0 \) (see Equation (40)). Equations (46) and (48) represents the connection between the macroscopic thermodynamics description and the microscopic statistical mechanics description.

### 5.3 Finite Temperature

In previous Section we obtained the relation sought between the thermodynamics and the statistical mechanics of the interfaces. However, previous results was obtained under the rather restrictive hypothesis of \( T = 0 \). In this Section we now generalize our discussion to finite temperature, i.e. \( T > 0 \). We proceed in the same way as Section 5.2, by defining \( \gamma^u \) and then deriving the components of the statistical mechanics version of the Shuttleworth equation \( \gamma^0, f \), and \( d\gamma/du \) at \( u = 0 \) for the system interacting via a given pair potential \( U_{TOT} \). As a result of this section, we will show that the Shuttleworth equation is consistent if we calculate \( \gamma^0 \) from the thermodynamic path (bulk \( \rightarrow \) slab) and \( f \) from the integral of the stress profile across the interface, and that the statistical mechanics version of the Shuttleworth equation is equivalent with the known thermodynamic version, which therefore is proved.

At finite temperature, \( \gamma^u \) represents the free energy difference per unit area between slab and bulk:

\[
\gamma^u = \frac{A_b^u - A_s^u}{A^u}
\]  

(49)

where we used again the superscript \( u \) to indicate that we are considering the strained configuration \( u \) (which again we assume \( \mathbf{u}^{(p)} = (u, 0, 0) \)). The SFE for the unstrained case can be easily obtained from Equation (49) by taking \( u = 0 \).
Following the same reasoning that brought us to Equation (44), the SS at finite temperature is defined as:

\[ uA^0 f = (\mathcal{A}_s^u - \mathcal{A}_b^u) - (\mathcal{A}_s^0 - \mathcal{A}_b^0) = A^u\gamma^u - A^0\gamma^0 \]  \hspace{2cm} (50)

from which we can obtain an equation similar to Equation (46) but also valid for finite temperature. As we anticipated at the beginning of this Section, Equation (50) represents the bridge between the thermodynamic and statistical mechanics. In fact, \((\mathcal{A}_s^u - \mathcal{A}_b^u) - (\mathcal{A}_s^0 - \mathcal{A}_b^0)\) represents exactly the excess of Helmholtz Free Energy, \(\mathcal{A}_{exc}^v\), defined in Equation (37) and from Equation (50) we will show that \(f\) represents exactly the SS we defined through a thermodynamic route in Sections 3 and 4.

In deriving \(f\) from Equation (50), it turns out that there is a simpler thermodynamic path to follow. This new thermodynamic path still represents the difference between the SFE at strain \(u\) and SFE in the unstrained configuration but avoids the calculation of the SFE (i.e. it does not need to know the quantity \(\gamma^u\)). This is obtained by simply rearranging the terms in the second part of Equation (50):

\[ uA^0 f = A^u\gamma^u - A^0\gamma^0 = (\mathcal{A}_s^u - \mathcal{A}_s^0) - (\mathcal{A}_b^u - \mathcal{A}_b^0) \]  \hspace{2cm} (51)

In this new path we look for the difference in Helmholtz Free Energy to strain a system (in bulk or slab configuration) from the unstrained state \((u = 0)\) to strain equal to \(u\):

\[ \Delta \mathcal{A}_{\text{slab unstrained} \rightarrow \text{slab strained}} = \mathcal{A}_s^u - \mathcal{A}_b^u = \int_0^u d\nu \left\langle \frac{\partial U_{TOT,\nu}}{\partial \nu} \right\rangle_{\nu} \]  \hspace{2cm} (52)

where \(\left\langle \cdot \right\rangle_{\nu}\) represents the canonical ensemble average of the system under the strain \(\nu\), and analogously for the bulk configuration by replacing subscript \(s\) with \(b\). The last quantity in Equation (52) is the standard results for the difference in free energies between two state of the system as obtained within the framework of the Thermodynamic Integration theory, see e.g. [33].

We can therefore write:

\[ uA^0 f = (\mathcal{A}_s^u - \mathcal{A}_b^u) - (\mathcal{A}_s^0 - \mathcal{A}_b^0) = \int_0^u d\nu \left\langle \frac{\partial}{\partial \nu} \left( U_{s,\nu}^{TOT} - U_{b,\nu}^{TOT} \right) \right\rangle_{\nu} \]  \hspace{2cm} (53)
from which we can derive the expression of the SS as function of \( u \), \( f(u) \) (See Section S.3.H of the SM):

\[
f(u) = \frac{1}{uA^0} \int_{0}^{u} \frac{d\nu}{1 + \nu} \left( \left( \frac{1}{2} N k_B T + \sum_{l} \sum_{n > l} \left( x_{ln} \hat{F}_{ln}^1(\nu) \right)_b \right) - \left( \frac{1}{2} N k_B T + \sum_{l} \sum_{n > l} \left( x_{ln} \hat{F}_{ln}^1(\nu) \right)_s \right) \right) \nu
\]

(54)

where \( \hat{F}_{ln}^1(\nu) \) is the \( x \)-component of the force in the strained system identified by \( \nu \), and \( x_{ln} = \hat{x}_{ln}/(1 + \nu) \) where \( \hat{x}_{ln} \) represents the difference in the \( x \) coordinate between atom \( l \) and atom \( n \) in the strained configuration (for a discussion and a definition of coordinates in a strained configuration see Equation (2)).

The SS usually considered in calculations is the SS in the unstrained configuration (i.e. \( u = 0 \)). However, the previous expression for \( u = 0 \) gives the indeterminate quantity \( 0/0 \). To derive the value of SS at \( u = 0 \) we proceed in the following way. We use the Fundamental Theorem of Calculus to rewrite Equation (54) as a differential relation between the SS, the SFE (see Equation (51)) and the argument of the integral:

\[
\frac{d(uA^0 f(u))}{du} = \frac{dA^{u\gamma'u}}{du} = \frac{1}{(1 + u)} \left( \left( \frac{1}{2} N k_B T + \sum_{l} \sum_{n > l} \left( x_{ln} \hat{F}_{ln}^1(u) \right)_b \right) - \left( \frac{1}{2} N k_B T + \sum_{l} \sum_{n > l} \left( x_{ln} \hat{F}_{ln}^1(u) \right)_s \right) \right)_{u}
\]

(55)

If we calculate the quantities in the previous equation at \( u = 0 \) we obtain the value of SS we needed:

\[
f \equiv f(0) = \frac{dA^{u\gamma'u}}{du} \bigg|_{u=0} = \frac{1}{A^0} \left( \left( \frac{1}{2} N k_B T + \sum_{l} \sum_{n > l} \left( x_{ln} F_{ln} \right)_b \right) - \left( \frac{1}{2} N k_B T + \sum_{l} \sum_{n > l} \left( x_{ln} F_{ln} \right)_s \right) \right)_{u=0}
\]

\[
= \left\langle \int_{-\infty}^{+\infty} (\pi_{11}^0 - \pi_{11}^\sigma(x^3))dx^3 \right\rangle_{u=0}
\]

(56)

The relation just derived represents the link between the thermodynamics and the statistical mechanics definition of the quantity \( f \). This link is represented by the the microscopic definition of the stress within a sample and their identification with the macroscopic stresses (see Equations (40) and (41)).

With Equation (56), we showed that Equation (46) does represent the Shuttleworth equation, which we derived following a statistical mechanics route, instead of the thermodynamics one.

6 Computational model

In this section we will describe how the different quantities can be calculated in a MD simulations.
6.1 Cleaving

The concept of “cleaving” was introduced by Eriksson [26] and used in several other works [46] [17]. Its meaning was disputed in the literature [66] [68] [67] [69] on the basis that no clear definition of the reversible cleaving process was given. However, it can be rigorously defined within the framework of the statistical mechanics theory and actually computed in MD simulations.

Reversible cleaving in molecular dynamics dates back to Miyazaki et al. [70] and was later used by Broughton and Gilmer [12] who presented a thermodynamic transformation to reversibly create an interface in a Lennard-Jones face-centered-cubic (fcc) crystal-liquid system. The methodology was further extended in [23] [24] [25] and we will give here a brief description of it.

For the calculation of the excess free energy of the interface between two phases $\alpha$ and $\beta$ (which could be the same thermodynamic phase, e.g. liquid, of two different materials), the most general formulation of the cleaving methods includes four steps:

- **step1**: The cleaving potential is introduced in the phase $\alpha$ creating a precursor to the interface with $\beta$
- **step2**: The cleaving potential is introduced in the phase $\beta$ creating a precursor to the interface with $\alpha$
- **step3**: The boundary conditions are rearranged and the interactions are switched on between the phases
- **step4**: The cleaving potentials are gradually removed from the new system with phase $\alpha$ and $\beta$ in contact

6.1.1 Simplified Thermodynamic Path

For the calculation needed in this work we use a simplified thermodynamic path derived from the one shown in the previous section. Since we have only one phase (the crystal phase, $\alpha$) we can consider three steps only:

- **step1** (S1): The cleaving potential is introduced in the bulk of the phase $\alpha$, creating a precursor to the interface
- **step2 (S2):** The interactions between the two sides of the crystal at the interface are switched off

- **step3 (S3):** The cleaving potentials are gradually removed from the slab of the $\alpha$ phase

The cleaving potential chosen for this calculation is represented by the wells model $[47]$ which is conceptually similar to the walls model $[25]$. In both cases we put on each side of the cleaving cut two planes with interaction sites that interact with atoms through a particular potential. The main difference with the walls method is that the two planes are now fixed and the strength of the well potential, $\psi(r; \lambda)$, is the quantity which is varied within the simulation. The well potential we use in this work is defined as $[47]$:

$$
\psi(r; \lambda) = \begin{cases} 
\lambda d_w \left[ \left( \frac{r}{r_w} \right)^2 - 1 \right]^3 & r < r_w \\
0 & r \geq r_w \end{cases}
$$

(57)

where $r = |r - R|$ is the distance between the atom in position $r$ and the centre of the well in position $R$, $d_w$ is the well depth, $r_w$ is the cut off radius and $\lambda \in [0, 1]$ is the parameter that varies from zero to one as the wells potential is switched on in step1. In the wells version each atom interacts with both sides of the cleaving plane, therefore the total interaction felt by each atom is just the sum of all the interaction points on both sides of the cleaving plane:

$$
\Psi(r; \lambda) = \sum_j \psi (|r - R_j|; \lambda). 
$$

(58)

The wells are located on the ideal crystal lattice positions on the first and last crystal layer of the box in direction $z$.

In step2, we gradually switch off the interaction between the two sides of the crystal. We modify the size of the box in the direction $z$ by adding a quantity $z_w^F$ to it. In this way we are increasing the distance over which the atoms on the two sides of the boxes are interacting with their periodic images. Finally, the cleaving potential is removed in step3 by varying $\lambda$ from one to zero.

The SFE is given by the sum of the reversible work, $w$, done in each of the three steps. In S1 and S3 the reversible work is calculated by integrating over the parameter $\lambda$:

$$
w_{S1} = \int_0^1 \left< \frac{\partial \Psi(r; \lambda)}{\partial \lambda} \right> d\lambda, \quad w_{S3} = -\int_0^1 \left< \frac{\partial \Psi(r; \lambda)}{\partial \lambda} \right> d\lambda
$$

(59)
The reversible work in S2 is obtained from the total potential of the system, \( U^{TOT}(r; z_w) \),

\[
w_{S2} = \int_0^{z_w} \left\langle \frac{\partial U^{TOT}(r; z_w)}{\partial z_w} \right\rangle \, dz_w \tag{60}
\]

The total potential of the system now includes \( \lambda \) and \( z_w \) as parameters, the former through the wells potential:

\[
U^{TOT}(r; \lambda, z_w) = \sum_{i=1}^{N} \sum_{j>i} U(r_{ij}; z_w) + \sum_{k=1}^{M} \Psi(\mathbf{R}; 1) \tag{61}
\]

with \( N \) number of atoms and \( M \) number of wells respectively. It can be shown that (see Section S.3.G of the SM):

\[
\frac{\partial}{\partial z_w} U(r_{ln}; z_w) = F_{ln}^3(z_w) \tag{62}
\]

where \( F_{ln}^3 \) is the component of the force between atoms \( l \) and \( n \) in the \( z \)-direction. The integral in Equation (60) becomes:

\[
w_{S2} = \int_0^{z_w} \left\langle \sum_{l>l} F_{ln}^3(z_w) \right\rangle \, dz_w \tag{63}
\]

where the symbol \( \sum_{l>n>l} \) is used to indicate that the sum of the forces must be restricted to those pair interactions crossing the interface. The simplified path for cleaving described in this section also shows clearly why the Shuttleworth equation contains two terms, one related to the creation of the interface (\( \gamma \)) which applies to liquids and solids, and the second term (the derivative of \( \gamma \) with respect the strain) which applies only to solids. The cleaving considers only the interactions between two adjacent planes that need to be removed in order to create a new surface, i.e. the cleaving model allows to calculate \( \gamma \) only. However, when the system is cleaved at finite temperature, it is allowed to relax at each step. During this relaxation the configuration of the atoms on the surface changes, the way this change happens is different for liquids and solids and this is the reason behind the particular behaviour of the interface properties in solids and liquids.
6.2 Surface Stress for liquids

In MD simulations the component of the tensor stress are calculated by using Equation (40). The surface stress is then usually calculated by using the following equation:

\[
\gamma = \int_{-\infty}^{+\infty} dz \left( P - \frac{1}{2} (\pi_{11}(z) + \pi_{22}(z)) \right)
\]  

(64)

which seems to be different from the one we reported for liquids (see Equation (21)). However, we need to remember that \(\pi_{11}(z) = \pi_{22}(z) = \pi(z)\) which return the same equation we reported. The reason to consider this alternative version of the equation is that in a MD simulations \(\pi_{11}(z)\) and \(\pi_{22}(z)\) are independent measurements. Using their average in Equation (64) increases the precision of the results (i.e. we are calculating the surface stress by averaging over more observations).

6.3 Computational Details

All the simulations are performed in LAMMPS [78, 79]. In the following discussion we will use Lennard-Jones reduced units and we will assume \(k_B = 1\) for the Boltzmann constant. The time step used is \(\Delta t = 0.005\) [25] and all the simulations were performed in NVT ensemble. The atoms interact with the Broughton-Gilmer modified potential [11] (see Equation S.11 in SM) which was implemented as a new pair style in LAMMPS. We simulated a fcc structure in three orientations: (100), (110), (111) at four different temperatures: \(T = 0, 0.1, 0.2, 0.3\). We calculated \(\gamma\) by using the simplified cleaving path described in Section 6.1. The stress tensor \(\mathbf{F}\) was calculated with the system in the slab configuration, with the surfaces aligned with the z-direction. Simulations in the slab configurations are equilibrated for 500000 time steps after which a production run of 2000000 time steps follows. Quantities are saved every 10000 time steps.

The goal of the simulations is to verify the Shuttleworth equation and the expression for the surface stress obtained in previous sections. In particular, we calculate the surface stress in 11 and 22 directions by using the expression shown in Equation (30) where \(\gamma\) is the bulk pressure and \(\pi_{ii}(z)\) is the stress profile calculated during the simulation using the virial expression (see Equation (40)). In a slab simulation we have two surfaces and we consider as bulk pressure the average of the pressure tensor in the middle of the
box at sufficient distance from the interface such that all the disturbances caused by the interface are smaller than the statistical uncertainty due to atomistic fluctuations. We calculate all the terms of the Shuttleworth equation by considering, for each system at each temperature, different strain states of the crystal. The derivative of the SFE with respect the strain is then obtained by numerical calculation of the tangent in the point $u_{ii} = 0$ (see Section S.2.A of the SM for more details). The strained system is built by simply multiplying the relevant coordinate ($x$ or $y$) of the unstrained system by $(1 + u_{ii})$ where $i = 1, 2$, for strains in the direction $x$ and $y$, respectively. We considered 51 strains equally spaced in the interval $[-0.005, 0.005]$.

For each system we then proceed to calculate $\gamma^{u_{ii}}$. This procedure is similar to the one reported in the literature by different authors [88, 49, 80], who, however, consider only the case at zero temperature. More details for the calculations are reported in the Supplemental Material (SM, see Section S.2).
7 Results

In this Section we present the results obtained using the framework developed in the previous parts of the paper. We start our discussion by considering the zero temperature systems and then provide results for finite temperature.

7.1 Zero Temperature

In Figure 3 we reported the pressure profile along the three directions $x$, $y$, $z$, (i.e. the three components of the main diagonal of the pressure tensor, $P$) for the orientation (111). We first want to highlight a fact related to the $z$ components of the pressure tensor. In $x$ and $y$ directions we can clearly see an excess of the stress with respect the centre (i.e. the bulk) of the crystal sample which represents in both case a compressive stress (negative stress or positive pressure). In $z$ directions near the interface we observe a deviation from the bulk value, but it seems completely symmetric around the bulk pressure value. This last observation can be made more quantitative by calculating the integral of pressure profile in the pressure component $\pi_{33}$ along $z$. We obtain the value of the order of $10^{-6}$ which is close enough to zero to be ascribed to the finite precision of the calculation and be considered exactly zero. The presence of the stress in the $z$ direction stems from the rearrangement of the atoms in the surface layers with respect the bulk, which produces the surface excess quantities in $x$ and $y$ directions. However, the mechanical equilibrium assumption prevents the presence of any net stress on the $z$ direction, which therefore must sum to zero. As anticipated in Section 3.3 we obtain that the stress tensor in the $z$-direction cannot be considered an excess quantity and it should not be considered in the equation related to calculation of the interface properties. Or, in different terms, expressions for the interface quantities do not depend on any normal component with respect the surface. Again, we stress here that despite this different interpretation, the results usually considered using the “mechanical definition” are not affected because for liquids and hydrostatic solids there is no difference in the final equations between the bulk pressure and pressure along the normal to the interface ($\pi_{33}$ in this case). However, we suggest here to avoid the definition of the surface properties in terms of normal component of the stress, which could eventually bring some confusion when the directions of the stress matter (i.e. for the
case of a non-hydrostatically stressed solid).

Figure 3: Pressure components for the fcc crystal in orientation (111) at $T = 0$ in the three directions $x$, $y$ and $z$

In Figure 3, the directions $x$ and $y$ show the excess quantity which must be considered for the calculation of the surface stress.

We then proceed to calculate the SFE $\gamma$ using the cleaving method described in Section 6.1. We calculated $\gamma$ as a function of the strain in the $x$ and $y$ directions and results for the three orientations are shown in Figure 4.
Figure 4: Top: Surface free energy for the fcc crystal in orientation (111) (dotted green line), (110) (solid red line) and (100) (dashed blue line) at $T = 0$ as function of the strain in the $x$ direction. Bottom: Surface free energy for the fcc crystal in orientation (110) at $T = 0$ as function of the strain in the $x$- (solid red line) and $y$-direction (dotted black line).
The SFE for zero strain is reported in Table 1 for all the orientations considered. Broughton and Gilmer [13] reported the values of 2.1921, 2.4500, 2.3100 for the SFE in the (111), (110) and (100) orientations at zero temperature, respectively. The small difference between our results and theirs can be attributed to the systematic errors due to size effects since the systems sizes in [13] are smaller than in our simulations. From the value of the SFE shown in Figure 4 (top picture) we can calculate (see Section S.2.A of the SM) the derivative with respect the strain, (i.e. the term \( \left( \frac{\partial \gamma}{\partial u} \right)_{u=0} \) in the Shuttleworth equation, see Equation (46)).

For orientations (100) and (111) the SFE is the same for the strains in \( x \) or \( y \) directions. This implies that the value of the derivative will be the same for both directions, and we obtain the equality of the stress tensor in the \( x \) and \( y \) directions. The orientation (110) does not show this symmetry and straining the system in the two different directions (\( x \) and \( y \)) gives different values of the SFE. These results are reported in Figure 4 where we note, as expected, that the two curves intersect when \( u_{11} = u_{22} = 0 \). It is clear that the value of the derivative is different in the two direction for (110) case. A summary of all the terms of the Shuttleworth equation is reported in Table 1. All results are consistent with the Shuttleworth equation, with small deviations stemming from the precision of the derivative estimation.

| Orientation | \( \gamma \) \( (\epsilon \sigma^{-2}) \) | \( \frac{\partial \gamma}{\partial u_{ii}} \) \( (\epsilon \sigma^{-2}) \) | \( f_{ii} \) \( (\epsilon \sigma^{-2}) \) | \( \gamma + \frac{\partial \gamma}{\partial u_{ii}} \) \( (\epsilon \sigma^{-2}) \) |
|-------------|-----------------|-----------------|-----------------|-----------------|
| (111)       | 2.194280        | -3.141741       | -0.947707       | -0.947461       |
| (110)\(_{u_{11}}\) | 2.452284        | -3.300510       | -0.848423       | -0.848226       |
| (110)\(_{u_{22}}\) | 2.452284        | -1.467676       | 0.983892        | 0.984608        |
| (100)       | 2.312219        | -1.793525       | 0.516164        | 0.518694        |

**Table 1**: Summary of the results of the different terms of the Shuttleworth equation obtained at zero temperature for all the directions and orientations considered. For (100) and (111) orientations, we report results with the stretching in \( x \) direction only. For (110) we report the results in both the principal directions (\( x \) and \( y \), \( i = 1, 2 \))
7.2 Finite Temperature

The pressure profiles for orientation (111), in the three different spatial directions, and temperatures \( T = 0.1 \epsilon \) and \( T = 0.2 \epsilon \) are shown in Figure 5.

From Equation (49) we can define the contribution of the internal energy \( U \) and the entropy \( S \) to the SFE by:

\[
\gamma^u = \frac{A^u_b - A^u_s}{A^u} = \frac{1}{A^u} (U^u_s - U^u_b - TS^u_s + TS^u_b) = \frac{1}{A^u} (\Delta U^u - T \Delta S^u) = \Delta v^u - T \Delta s^u \tag{65}
\]

where the superscripts and subscripts have the usual meaning of system in bulk or slab configuration in the state of strain identified by \( u \), \( \Delta U^u \) and \( \Delta S^u \) describe the difference between bulk and slab of internal energy and entropy respectively for the strain state \( u \) while \( \Delta v^u \) and \( \Delta s^u \) represent the same quantities per unit area. The internal energies \( U^u_s \) and \( U^u_b \) are calculated as the NVT ensemble averages of \( U^{TOT.^u_s(r)} \) and \( U^{TOT.^u_b(r)} \) respectively. In our systems there are always two interfaces, therefore the area \( A^u \) is defined as \( A^u = 2L_x^u L_y^u \) where \( L_x^u \) and \( L_y^u \) are the size of the strained system in the \( x \) and \( y \) directions respectively. We use Equation (65) to estimate the value of the entropy \( \Delta s^u \) at each temperature, knowing the SFE \( \gamma \) and the internal energy \( \Delta v^u \) at that temperature.

The effect of the increase of the temperature can be observed in the calculation of the SFE at different strain rates, which is shown in Figure 6. The error associated to the SFEs at each strain increases with the temperature, as expected from the greater mobility of the atoms at higher temperature. However, while the error for the value of the SFE remains relatively low for the whole range of temperatures considered (smaller than 1\%, see also Table 2) the error associated with the estimation of the derivative component of the Shuttleworth equations can be an order of magnitude larger.
Figure 5: Top: pressure profile for (111) at temperature $T=0.1\epsilon$ in the three directions. Bottom: pressure profile for (111) at temperature $T=0.3\epsilon$ in the three directions.
Figure 6: From top to bottom, SFE $\gamma$ as a function of the strain rate in the $x$ direction for the orientation (111) at three temperatures, $T = 0.1, 0.2, 0.3\epsilon$. 
At the highest temperature we considered ($T=0.3\epsilon$) other effects can influence the calculation of the SFE. Some atoms can leave the surface and the subsequent surface reconstruction can modify the value of the SFE, leading to possible systematic errors in the results. However, even for this temperature, which is well below the melting temperature of $T=0.617\epsilon$ [25], the vapour pressure can be still considered negligible. This can be observed in the pressure profile of a sample of crystal in the slab configuration, as seen in Figure 5.

A summary of the results for all the temperatures considered are reported in Table 2 for the orientation (111) direction. The other directions are reported in the SM (see Table S-I to Table S-VI).

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline
$T$ & $\gamma$ & $\frac{\partial \gamma}{\partial u_{11}}$ & $f_{11}$ & $\gamma + \frac{\partial \gamma}{\partial u_{11}}$ & $\Delta u^0$ & $\Delta s^0$ \\
(\epsilon) & ($\epsilon\sigma^{-2}$) & ($\epsilon\sigma^{-2}$) & ($\epsilon\sigma^{-2}$) & ($\epsilon\sigma^{-2}$) & (\epsilon) & (\epsilon) \\
\hline
0 & 2.194280 & -3.141741 & -0.947707 & -0.947461 & 2.194280 & - \\
0.1 & 2.0905(6) & -3.01(3) & -0.9235(4) & -0.91(3) & 2.1635(4) & 0.730(7) \\
0.2 & 1.9911(9) & -2.88(5) & -0.913(5) & -0.89(5) & 2.138(1) & 0.737(7) \\
0.3 & 1.880(1) & -2.76(6) & -0.916(9) & -0.88(6) & 2.125(2) & 0.816(7) \\
\hline
\end{tabular}
\caption{Numerical value of the different terms in the Shuttleworth equation (see Equation (38)) for (111) orientation with strain applied in the $x$ direction. $\Delta s$ represents the surface excess entropy calculated from Equation (65).}
\end{table}

The internal energy per unit area converges to $\gamma$ for $T = 0$ as expected. Based on Table 2, the excess entropy for (111) has a weak dependence on temperature and so the difference between excess internal surface energy and $\gamma$ grows approximately linearly with $T$. The errors follow the behaviour expected as they increase with the temperature. We want to highlight here that results presented in Table 2 and SM, while well equilibrated on their own, are the realisation of a single set of initial conditions and a further reduction of this error can be obtained by averaging over simulation using different initial conditions. However, the relatively small error bars we obtained show that the conclusions are consistent with the theoretical model we derived in the previous sections.
8 Conclusions

In this work we presented a unified framework able to describe two important surface properties: Surface Free Energy and Surface Stress. We reported a non-exhaustive literature review where the term surface tension is still in use and we advise against its further use, in favour of the terms “Surface Free Energy” and “Surface Stress”, which are unambiguously defined for all types of surfaces and interfaces involving both liquids and solids. The reason lies in the fact that the term “surface tension” and SFE are well defined only for liquids. In solids, the dual use of this term, either meaning the SFE or the SS, often leads to confusion.

We presented a theoretical derivation for SS and SFE based on the Guggenheim approach, which we deem more suitable for MD simulations where the spatially dependent profiles of various quantities can be directly accessed. We then gave an interpretation of the SS in terms of thermodynamic quantities and from this we established its relation with the SFE. In doing that, we showed that the Shuttleworth equations is just the first order approximation of the bespoken relation, which in our opinion settles all the discussion about its validity. We applied this framework to a face-centered cubic Lennard-Jones crystal at three different orientations, (100), (110) and (100) and four different temperatures, T=0, 0.1, 0.2, 0.3\(\epsilon\). In the case of \(T = 0\) we analytically derived the equations for the SS and its relation with the SFE. The calculations at zero temperature show, as expected, perfect agreement within the numerical error. The results at finite temperature come with an associated statistical error but we were able to show the agreements of the results with the theory for every case considered. The theory just presented was derived under broad hypothesis. However, to make it general, two further generalisations are needed: the case of non-hydrostatically stressed solid and multiple components in the two phases. These will be the focus of future work.
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