Ubiquitous GIS-Based Forest Fire Susceptibility Mapping Using Artificial Intelligence Methods
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Abstract: This study aimed to prepare forest fire susceptibility mapping (FFSM) using a ubiquitous GIS and an ensemble of adaptive neuro fuzzy interface system (ANFIS) with genetic (GA) and simulated annealing (SA) algorithms (ANFIS-GA-SA) and an ensemble of radial basis function (RBF) with an imperialist competitive algorithm (ICA) (RBF-ICA) model in Chaharmahal and Bakhtiari Province, Iran. The forest fire areas were determined using MODIS satellite imagery and a field survey. The modeling and validation of the models were performed with 70% (183 locations) and 30% (79 locations) of forest fire locations (262 locations), respectively. In order to prepare the FFSM, 10 criteria were then used, namely altitude, rainfall, slope angle, temperature, slope aspect, wind effect, distance to roads, land use, distance to settlements and soil type. After the FFSM was prepared, the maps were designed and implemented for web GIS and mobile application. A receiver operating characteristic (ROC)-area under the curve (AUC) index was used to validate the prepared maps. The ROC-AUC results showed an accuracy of 0.903 for the ANFIS-GA-SA model and an accuracy of 0.878 for the RBF-ICA model. The results of the spatial autocorrelation showed that the occurrence of fire in the study area has a cluster distribution and most of the spatial dependence is related to the distance to settlement, soil and rainfall variables.
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1. Introduction

Fires are among the most important natural resources that have positive ecological, economic and social effects [1]. In recent years, due to population growth and industry development, the use of natural resources, especially forests, to supply food and materials has been increasing [2]. Different human and natural factors can lead to forest fires [3]. Changing and transforming ecosystems to increase agricultural land use/cover by farmers and foresters [4] is one of the global issues that annually destroys 16 million hectares of the world’s forested area [5]. After agricultural and urban activities (air pollution, noise pollution, groundwater pollution and land degradation), a forest fire is the second factor for ecosystem degradation [3]. According to the organization of forests in Iran, forest fires occur repetitively in Iran, which reduces 5000 to 6000 hectares of forest area annually [5]. Iran is located in the desert high-pressure subtropical zone on the Earth, which provides the proper conditions for forest fires [6]. The factors that increase forest fires in Iran include tourist imprudence by lighting camp fires in forests, deliberate fires to convert forests into agricultural lands [6,7], firelight, drought season and hot winds [5,8]. Due to the destruction of rangelands and forests in different parts of Iran, it is necessary to prepare a fire hazard map and identify vulnerable areas in order to predict and prepare in advance.
to address the issue especially in the Zagros mountains. Until now, many models have been utilized to prepare the forest fire susceptibility mapping (FFSM) based on GIS and remote sensing (RS) [9–11]. The GIS-based approaches that are used to prepare FFSMs include statistical methods, such as frequency ratio (FR) [12], evidential belief function (EBF) [13], weight of evidence (WOE) [14], machine learning and data mining (random forest (RF) [15], gradient boosted decision trees [16], ensemble adaptive neuro fuzzy interface system (ANFIS) with particle swarm optimization [17], boosted regression trees (BRT) [18], linear and quadratic discriminant analyses (LDA-QDA) [12], support vector machines (SVM) [15], logistic regression (LR) [10], artificial neural networks (ANN) [19], and multi-criteria decision-making [20]. The result of a traditional GIS analysis is displayed in two-dimension on the map, but users who are not familiar with spatial knowledge or spatial information have difficulty understanding and analyzing the results [21]. Spatial information has evolved from paper-based GIS maps to web-based GIS over time, and it has finally evolved to become the current ubiquitous GIS [22,23]. The ubiquitous GIS provides services to any user anytime and anywhere using sensors. The user interactivity with the environment is enhanced using information technology and mobile infrastructure, such as sensor networks and the internet [24]. To date, little research has been done on forest fires using mobile GIS, web GIS and ubiquitous GIS technologies. In this regard, Dong et al. [25] used a GIS mobile system to manage forest information. Battad and Mackenzie [26] used a mobile GIS system to manage the forest in southern Australia. Kalabokidis et al. [27] used a web GIS system to control forest fires and generate virtual fire. Barbosa et al. [28] provided a forest fire alert system using a web GIS model for the Amazon forest in Brazil. Jeefoo [29] used a mobile GIS system to determine forest fire points in the Nan province, Thailand. The innovation of the present study was to provide an FFSM using artificial intelligence methods under a ubiquitous GIS system on a mobile GIS system. Therefore, the purpose of this research was to prepare an FFSM based on ubiquitous GIS using the ensemble ANFIS with combined genetic (GA) and simulated annealing (SA) algorithms as well as combining the radial basis function (RBF) interpolation method imperialist competitive algorithm (ICA) algorithm. Hitherto, Jaafari et al. [2,24] used the combined ANFIS method with GA, the firefly algorithm (FA), particle swarm optimization (PSO), the shuffled frog leaping algorithm (SFLA) and an ICA algorithm to produce an FFSM in Chaharmahal and Bakhtiari province, Iran. Moayedi et al. [30] optimized the ANFIS model using GA, PSO, and differential evolution (DE) algorithms to prepare an FFSM in a region of Iran. According to the results, the ANFIS-GA model has a higher accuracy than other models in preparing forest fire maps. Hong et al. [31] used a GA algorithm to determine the optimal parameters affecting forest fires and then prepared an FFSM using the RF and SVM models in the southwest of Jiangxi Province, China. Zhang et al. [32], using the convolutional neural network model, prepared an FFSM in the Yunnan Province of China. Bui [33] optimized the ANN model using biogeography-based optimization, the gravitational search algorithm, and grey wolf optimization to prepare an FFSM in Dak Nong, Vietnam. Thus far no research has used a combination of the two metaheuristic algorithms with ANFIS to prepare an FFSM. The innovation of the present study was to combine the two metaheuristic algorithms with ANFIS, optimize the RBF with the ICA algorithm, and present an FFSM in the ubiquitous system as a mobile application.

2. Materials and Methods

2.1. Study Area

The study area was located in the western Zagros Mountain in Chaharmahal and Bakhtiari province, Iran. The coordinates of this region area were between latitudes of 32°6' N to 32°43' N and longitudes of 50°20' E to 51°11' E. The size of the study area was approximately 2933 km² and consisted mainly of an elevated mountainous region. The minimum and maximum altitude in the region were 1800 and 3304 m. The region has a temperate semi-humid climate with mild summers and severe winters. The average annual temperature is 11.5 °C. January is the coldest month of the year and August is the hottest. Most of this area is forested with Oak, Quercus persica, Olea europaea L,
Pistacia khinjuck, Crataegus aronia and Prunus dulcis. Most fires occur during the dry season from July to August. The study area along with the fire locations are shown in Figure 1.

2.2. Methods

2.2.1. FR Model

One of the statistical bivariate models is FR, which is widely used in modeling environmental hazards such as floods, landslides and forest fires. The model assumes that a future hazard will occur in places with similar conditions and characteristics of the past hazards [34]. For FR estimation, the ratio of fire zones to the entire study area was calculated (Equation (1)):

\[
FR = \frac{N_{pix}(S_{X_i})}{\sum_{j=1}^{n} N_{pix}(X_j)} \cdot \frac{\sum_{i=1}^{m} S_{X_i}}{\sum_{j=1}^{n} N_{pix}(X_j)}
\]  

In Equation (1), \( N_{pix}(S_{X_i}) \) is the number of fire pixels in the \( i \)th class of variable \( x \). \( N_{pix}(X_j) \) is the total number of variable pixels \( X_j \), and \( m \) and \( n \) are the number of categories and the total number of criteria, respectively.

2.2.2. ANFIS Model

ANFIS is a hybrid system that combines the ability of fuzzy logic decision making with neural network computation capability and offers a high level of sophisticated modeling and estimation [35]. This system has the advantage of both models in the sense that it utilizes the neural network training features and the high decision-making power of the fuzzy systems in certain and uncertain conditions. The model uses an error propagation algorithm and a hybrid to train the network, reduce the algorithm’s complexity and enhance the network learning. In addition, the fuzzy inference system utilized was the Sugeno model, which was used to derive the fuzzy rules and outputs of the system [36].

2.2.3. GA Algorithm

The GA algorithm is based on the theory of evolution and it is among the first and most famous metaheuristic algorithms [37]. The basis of the GA is to convert each set of answers into a binary encoder called a chromosome. Each chromosome in the GA represents a search space point and a
possible solution to the problem. The implementation of the algorithm starts with the creation of an original set of random alternatives called the original population [38]. Each algorithm iteration generates a new set of chromosomes called generations. The quantity of chromosomes is determined by the fitness function throughout each generation. During the reproduction process, genetic operators, which include fusion and mutation, are applied to the chromosomes. The fitness function evaluates each chromosome, and the genetic operator selects it. Finally, the best chromosomes are selected and transferred to the next generation that represents the optimal solution to the problem [39].

2.2.4. SA Algorithm

The SA algorithm is an optimization algorithm that is easy and efficient to use for solving optimization issues. It originates from the work of Patrick and Kearney and their colleagues in 1983 [40]. They proposed a method based on a gradual simulated technique to solve complex optimization problems [41]. The SA algorithm begins with an original solution and moves in an iteration loop to the adjacent solution. If the neighbor’s answer is better than the original answer, the algorithm sets it as the original answer and if it is not better the algorithm accepts the original answer with the likelihood [42]. Several repetitions are performed at each temperature while the temperature gradually decreases. The initial steps set the temperature in order to accept worse responses. With the gradual decreasing of the temperature, the final steps are less likely to accept worse solutions, which converges the algorithm to a good solution [41].

2.2.5. ICA Algorithm

The ICA algorithm is based on the evolution of human society and politics [43]. It begins with a random number of populations, and each one is called a state. The best ones are chosen as imperialists (colonists) in the population and the remainder are regarded as colonies [44]. Depending on their power, the colonists draw the colonies as described subsequently. The empire’s strength relies on its two constituent components, which include the imperialist state and its colonies. This dependence is based mathematically on the definition of imperial strength as the sum of the power of the imperialist plus the average power of its colonies. The imperialist competition between them starts with the formation of the early empires. Any empire that fails to enhance its strength will be removed from the colonial competition. Hence, an empire’s survival will depend on its ability to dominate the rival empire colonies. The strength of larger empires is enhanced during the colonial competition, and the weaker empires disappear. Over time, the colonies will get closer to the empires to form a kind of convergence as far as power is concerned. The final phase of the colonial competition is to build a single universal empire in the globe that is much closer to the empire with colonial nations [43].

2.2.6. RBF Model

The RBF interpolation model is a spline interpolation method used when the modeling process is time consuming. Unlike neural network-based prediction methods, this model provides a function estimation with much a lower computation and a higher accuracy [45]. This model estimates new values in a new position of samples by applying the base points. For this purpose, the method computes an interpolation function based on the sum of the observed data as in Equation (2) [45]:

$$
\eta_i(x) = \sum_{j=1}^{m} p_i \varphi(||x - x'||)
$$

(2)

where $||x - x'||$ represents the Euclidean distance of two points, $p$ is the weighting factor and $\varphi$ is the radial basis function.
3. Research Framework

In this paper, the FFSM was developed in seven main stages. The property of the region was defined in the first step and the fires that occurred were recognized. The data were gathered in the second stage, and an efficient spatial database was structured with forest fire conditioning variables. In the third stage, the spatial connection between the forest fire effective factors and the inventory map of the fires were employed in an FR model. The ANFIS-GA-SA and RBF-ICA models were implemented using the weights obtained from the FR in the fourth step. In the fifth step, the FFSM was prepared employing the ANFIS-GA-SA and RBF-ICA models. In the sixth step, the mobile application (UFFSM) was designed and implemented in a ubiquitous GIS system. In the last step, a ROC curve validated the FFSM. A summary of the research steps is shown in Figure 2.

3.1. Spatial Database

3.1.1. Forest Fire Inventory

Previous fire data were obtained from the Chaharmahal and Bakhtiari natural resource bureau, MODIS hot spot products (http://earthdata.nasa.gov/firms) satellite imagery, and surveying data from 2013 to 2018. A total of 262 fire hotspots were identified in the study area with a 1 km buffer. Taking into account the 70:30 ratio, dividing the data into two sections of training and validation data randomly, 183 locations of the fires (70%) were used to build the model and 79 locations (30%) were considered to validate the models (Figure 1).

3.1.2. Criteria Affecting Forest Fire

**Topographic factors:** Altitude, slope angle and slope aspect Were topographical variables influencing the occurrence of fires. Topographic features and the direction of the wind also affect the likelihood of fires in the area [46]. The study area’s digital elevation model (DEM) was prepared with a spatial resolution of 30 m from the ASTER satellite images. Then, the map of altitude, slope angle and slope aspect were extracted from the ArcGIS10.3 software. Altitude changes can influence the temperature and vegetation: since higher altitude areas have a lower temperature and a higher
humidity, the likelihood of a fire is inversely correlated with a higher altitude [47] (Figure 3a). The slope angle affects the direction and extent of the fire. Generally, the degree of damage is higher in steeper slopes [48] (Figure 3b). The slope aspect is affected by the quantity of sunlight and heat associated with the area’s plant dryness [49]. In general, the south and east directions have the highest rate of sunlight exposure and are more prone to fires [49] (Figure 3c).

**Socio-economic factors:** With increasing population in recent decades, the invasion of the forest areas to obtain supplies, fuel and agriculture has been frustrating. The residents of the surrounding forest areas are dependent on the forest [2]. The role of tourists in creating fires is also undeniable. Therefore, three factors, namely the distance to roads, land use and the distance to settlements were used as socio-economic factors in this study. In general, there is a greater likelihood of a fire near the road [18]. For this purpose, the road maps of the study area were prepared using 1:100,000 topographic maps and buffers for the roads were defined at specified intervals (Figure 3f). Other influencing factors that affect forest fires are the proximity to a settlement (rural and nomadic settlements). As residents are dependent on the forest and land to provide for their needs, they may set deliberate and unintentional fires [50]. The distance from a settlement map was prepared using 1:100,000 topographic maps (Figure 3g). Landsat-7 images from 2013 and 2018 were used to prepare the land use/cover map. For this purpose, 400 training points collected with the Global Positioning System (GPS) were used to build the land use/cover map, of which 70% of these data were used for training and the remaining 30% were used to evaluate the accuracy of the map. The land use/cover maps using the maximum likelihood algorithm at an accuracy of 91% were obtained and split into five classifications: forests, agricultural, pastures, wilderness and urban areas (Figure 3d).

**Climatic factors:** Climatic conditions affect forest fires directly and indirectly, and they affect the vegetation type and density indirectly [48]. In this study, the mean annual data for rainfall, temperature, speed and direction were obtained from 14 meteorology stations in Chaharmahal and Bakhtiari province from 2013-2018. The Kriging interpolation method was used to prepare the rainfall and temperature maps. Windward and Leeward indexes in the system for automated geoscientific analyses (SAGA)-GIS software were used to construct the wind effect map. The input of these indexes were the DEM, speed and the direction of the wind. In general, areas with higher temperatures and lower rainfall affect the occurrence of fires [2] (Figure 3h–j).
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Figure 3. **Cont.**
The range is called the distance at which the variogram reaches a fixed point and approaches the horizontal line. This range specifies the range in which the data can be used to estimate the value of the unknown variable, and outside of this distance, there is no more spatial continuity, and the samples operate independently [52]. The sill parameter is the constant value that the variogram reaches in the range parameter. The amount of the variogram at the origin of the coordinates (h = 0) is called the sill parameter. This is equal to the variance of the total number of samples used to calculate the semivariogram. The three components of range, sill and nugget are used to describe and model the semivariogram.

The semivariogram chart is based on the distance between the samples, which indicates the spatial relationship between the samples [53]. The semivariogram was calculated using Equation (4):

\[
\gamma(h) = \frac{1}{2N(h)} \sum_{i=1}^{N(h)} [Z(x_i) - Z(x_i + h)]^2 
\]  

(4)

where \(\gamma(h)\) is the value of the semivariogram for n pairs of samples separated by a distance of h. \(Z(x_i)\) and \(Z(x_i + h)\) are also x local variables at points i and i+h.

The three components of range, sill and nugget are used to describe and model the semivariogram. The range is called the distance at which the variogram reaches a fixed point and approaches the horizontal line. This range specifies the range in which the data can be used to estimate the value of the unknown variable, and outside of this distance, there is no more spatial continuity, and the samples operate independently [52]. The sill parameter is the constant value that the variogram reaches in the range parameter. This is equal to the variance of the total number of samples used to calculate the variogram. The amount of the variogram at the origin of the coordinates (h = 0) is called the sill parameter. The sill parameter is the constant value that the variogram reaches in the range parameter.

3.2. Analysis of Forest Fire Hotspot

3.2.1. Analysis of Fire Frequency and Fire Cycle

In this study, fire frequency and fire cycle indicators were used to analyze the forest fire locations. Fire frequency is the number of times fires occur within a given region and period [51]. Fire cycle is the time required for the burning of an area equal to a given landscape area. During this phase, the whole area may not burn; some places may burn several times and others may not burn at all [52]. The fire cycle was calculated using Equation (3):

\[
Fire\ cycle = \frac{T_d \times T_y}{T_b} \tag{3}
\]

where \(T_d\) is the total study area, \(T_y\) is the number of years and \(T_b\) is the total area burned.

3.2.2. Spatial Autocorrelation Analysis

Semivariogram

The semivariogram chart is based on the distance between the samples, which indicates the spatial relationship between the samples [53]. The semivariogram was calculated using Equation (4):

\[
\gamma(h) = \frac{1}{2N(h)} \sum_{i=1}^{N(h)} [Z(x_i) - Z(x_i + h)]^2 
\]  

(4)

where \(\gamma(h)\) is the value of the semivariogram for n pairs of samples separated by a distance of h. \(Z(x_i)\) and \(Z(x_i + h)\) are also x local variables at points i and i+h.

The three components of range, sill and nugget are used to describe and model the semivariogram. The range is called the distance at which the variogram reaches a fixed point and approaches the horizontal line. This range specifies the range in which the data can be used to estimate the value of the unknown variable, and outside of this distance, there is no more spatial continuity, and the samples operate independently [52]. The sill parameter is the constant value that the variogram reaches in the range parameter. This is equal to the variance of the total number of samples used to calculate the variogram. The amount of the variogram at the origin of the coordinates (h = 0) is called the sill parameter. The sill parameter is the constant value that the variogram reaches in the range parameter.
nugget that shows the variable structure except randomly and ideally should be zero [54]. The spatial dependence (SD) was calculated using the nugget and partial sill parameters according to Equation (5):

\[
SD = \frac{nugget}{nugget + partial \text{ sill}} \times 100
\]  (5)

If the SD rate is less than 25%, the variable has a strong spatial dependence, if the rate is between 25% and 75%, the variable has a moderate spatial dependence, and if the rate is more than 75%, the variable has a weak spatial dependence [55].

Moran’s I Index

The Moran’s I index includes the general and local Moran’s I indicators, which are considered as essential tools in examining the spatial relationship of data with each other [56]. The range of values of the general Moran’s I index indicator can vary from $-1$ to $+1$. The amount of $+1$ indicates the highest degree of positive spatial correlation, the amount of $-1$ indicates the highest degree of negative spatial correlation and zero shows the maximum degree of the random distribution of values [57]. The general Moran’s I index indicator shows the presence or absence of a general spatial correlation in the data. The local Moran’s I index indicator can indicate the degree of spatial correlation of the variable at any point [58]. The general Moran’s I and local Moran’s I indicators can be calculated using Equations (6) and (7):

\[
I = \frac{1}{\sum_{i=1}^{n} \sum_{j=1}^{n} w_{ij}} \times \frac{\sum_{i=1}^{n} \sum_{j=1}^{n} (z_i - \bar{z})(z_j - \bar{z})w_{ij}}{\sum_{i=1}^{n} (z_i - \bar{z})^2}
\]  (6)

\[
I_i = \frac{x_i - \bar{X}}{\sum_{j=1, j \neq i}^{n} w_{ij} \frac{x_j - \bar{X}}{n-1 \sum_{j=1, j \neq i}^{n} w_{ij}}}
\]  (7)

In the above equations, $Z$ is the average value of the variable $z$, $z_i$ is the value of the variable in location of $i$, $z_j$ is the value of the variable in location of $j$, $\bar{X}$ is the mean of the descriptive values, $x_i$ is the value of the location $I$, $w_{ij}$ is the spatial co-weight between $i$ and $j$ and $n$ is the total number of complications.

3.3. Combining ANFIS with Hybrid Algorithm

To date, ANFIS has been utilized with a descending gradient and the least-square techniques. The least square methods are effective to optimize parameters, and the preceding parameters are of great importance in modeling [59]. These methods were not appropriate due to their high complexity with gradient calculations and the nonlinear presence of preceding parameters in the output [60]. Therefore, metaheuristic algorithms were used to train the ANFIS to solve this problem. Each metaheuristic algorithm has some advantages and disadvantages. A GA algorithm was combined with a SA algorithm to improve the network training accuracy.

The proposed algorithm initially functioned as a GA algorithm. If the best chromosome found during the last five generations does not change or the GA algorithm is repeated 10 times, which is half the termination condition for the GA algorithm, then the SA algorithm becomes active. The best solution for the GA algorithm is selected as the first solution for the SA algorithm for this purpose, and it then performs the rest of the calculations [61]. The proposed algorithm works as follows:

Step 1—An original chromosome population is chosen;
Step 2—The current generation is increased by using mutation and integration operators;
Step 3—If the best chromosomes are not found in five consecutive iterations or the iteration has been repeated more than 10 times, which is half the termination condition, then the best current chromosome is considered as the input for the SA algorithm;
Step 4—The current solution is improved using the SA algorithm;
The objective function to train the ANFIS in the combined algorithm is shown in Equations (8) and (9). The purpose is to minimize the RMSE value [62]:

\[
RMSE = \sqrt{\text{Mean}(t - y)^2}
\]  
(8)

Objective function = \text{min} (RMSE)
(9)

where \( t \) and \( y \) are the target data and input data, respectively.

3.4. Combining RBF Interpolation Method with ICA Algorithm

Each class’s weight is assigned to the rest of the class in bivariate statistical techniques, such as FR. In natural hazards, the features are not in a crisp state. Therefore, the weight assigned to the whole class cannot be a satisfactory solution [63]. In the first step, the factors affecting forest fires were determined and each factor was classified according to the experts’ opinion. In the second step, the weights of each class were determined using an FR model. In this study, the conditioning factors were divided into two categories that were the continuous and discrete data. The continuous factors consisted of the slope angle, altitude, slope aspect, temperature, wind effect, rainfall, distance to roads and the distance to settlements. The discrete factors included soil and land use.

First, the weight of each category was assigned to the middle of that category for the continuous factors [63]. Then, the weights for all the values of that factor were calculated using the ensemble model. For the discrete data, the weighted layers from the FR model were used to produce the final FFSM. For this purpose, the center of each class of factor was considered as training data in the RBF interpolation method, and the RBF fit the best function according to the training data. For optimizing and training the RBF method, the colonial competition algorithm was used. The objective function of the combined algorithm is shown in Equation (10):

\[
\text{objective function} = \sum_{i=1}^{n} w_i \times \exp \left( -\frac{1}{2} \left( \frac{x - m_i}{\sigma_i} \right)^2 \right)
\]  
(10)

where \( m \), \( \sigma \) and \( w \) are the middle of the kernel function and the deviation and coefficients of weight, respectively.

3.5. Ubiquitous GIS

Mark Weiser first introduced the term ubiquitous computing in 1988 [64]. According to this theory, future computer technologies will progress in such a way as to be accessible in human lives to help them with their daily activities [65]. Ubiquitous computing platforms have created an intelligent environment using transparent interaction, automated capture, knowledge of the environment, context awareness, the automatic activation of systems and proactive and reactive commands by the users [66]. Ubiquitous GIS offers new systems utilizing interdisciplinary computing in spatial information-related issues and applications [67]. In the ubiquitous GIS context, every service was provided to every user at any place, at any time, by any means and under any network. In other words, ubiquitous GIS is the fourth generation of spatial information system created by adding knowledge and simplicity to the spatial information and internet [23,68].

3.6. Validation and Comparison

The model’s efficiency was assessed using a ROC curve and AUC. For each probability value, the ROC technique was the graphical depiction of the balance between the false positive and the false negative [62]. The AUC is the prediction of the model by describing its ability to estimate an event accurately. The AUC varies from zero to one. Overall, an AUC between 0.8-1 indicates a very
good performance, 0.7–0.8 indicates a good performance, 0.6–0.7 indicates a moderate performance, and 0.5–0.6 indicates a poor model performance [69].

The distinction between the observed and the estimated values of the models is produced by prediction error, which is used to assess the precision of the models [62]. Root mean square error (RMSE) is the difference between the value predicted by the model and the actual value and mean absolute error (MAE) is a measure of errors between paired observations [62]. The RMSE and the MAE indexes were used in this research to assess the efficiency and predictive precision of the suggested model. (Equations (11) and (12)):

\[
\text{RMSE} = \sqrt{\frac{\sum_{i=1}^{n} (y_i - \hat{y}_i)^2}{n}} \quad (11)
\]
\[
\text{MAE} = \frac{\sum_{i=1}^{n} |y_i - \hat{y}_i|}{n} \quad (12)
\]

where \( n \) is the sum of the total data, \( y_i \) is the observed values and \( \hat{y}_i \) is the predicted values.

4. Results

4.1. Results of Forest Fire Hot Spot Analysis

The results of the fire frequency from 2013 to 2018 are shown in Figure 4. According to the results, the highest quantity of fires was related to 2018 with 56 cases, and the lowest quantity of fires related to 2014 was 28 cases. The results show that the frequency of the fires in the study area was ascending and the burned areas also increased.

![Figure 4. Result of the fire frequency.](image)

The results of the fire cycle are shown in Figure 5. The lowest value of this index was related to 2018, 2016 and 2015, respectively. A lower value of this indicator indicates a higher probability of forest fire. According to the results of the fire frequency and the fire cycle, the probability of a fire from 2013 to 2018 was increasing.
4.2. Results of Spatial Autocorrelation

In the analysis of spatial correlation, the parameters of the number of years of fire occurrence and fire radiative power (FRP) were used. The results of the semivariogram parameters are shown in Table 1 and Figure 6. According to the results, the value of the nugget parameter of the fire year was less than the FRP, while the two parameters of range and partial sill on FRP were higher than the fire year. According to the SD index results, the year has a strong spatial dependence than FRP. Therefore, in preparing the forest fire probability map, using the data of the fire year can have better results than the FRP.

![Figure 5. Result of the fire cycle.](image)

![Figure 6. Result of the spatial autocorrelation of (a) the forest fire years and (b) the fire radiative power (FRP).](image)
Table 1. Result of the semivariogram parameters.

| Parameters | Year     | FRP      |
|------------|----------|----------|
| Nugget     | 0.05905  | 0.12032  |
| Range      | 11,128.985 | 9379.807 |
| Partial sill | 0.98964  | 0.79757  |
| SD         | 5.63%    | 13.1%    |

The results of the semivariogram of the variables are shown in Figure 7 and Table 2. Based on the results, the soil, rainfall and distance to settlements variables had the lowest value of the nugget parameter, and the slope aspect, slope angle and the wind effect variables had the highest value of this parameter. In the range parameter, the highest value was related to temperature, land use/cover and the distance to roads variables, and the lowest value was related to the soil, slope aspect and the slope angle variables. The results of the sill parameter showed that the highest value of this parameter was related to the variables of distance to roads, temperature and the land use/cover and the lowest value was related to the altitude, soil and the distance to settlements variables. According to the results of the SD index, the highest value was related to the distance to settlements, soil and the rainfall variables, and the lowest value of this parameter was related to the wind effect, slope angle and the slope aspect variables.

Figure 7. Cont.
According to the results, the year and FRP variables had the cluster distribution. The value of Moran’s I index for the parameters of year and FRP was 0.830061 and 0.904367, respectively. The results of the Moran’s I index are shown in Figure 8 and Table 3. According to the results, the year and FRP variables had the cluster distribution.

Table 2. Results of the semivariogram parameters by the related factors.

| Criterion            | Nugget   | Range    | Partial Sill | SD       |
|----------------------|----------|----------|--------------|----------|
| Altitude             | 0.004922 | 2024.1648| 0.46849      | 1.039%   |
| Soil                 | 0.000219 | 1062.7202| 0.21937      | 0.09973% |
| Aspect               | 0.4578   | 1016.6755| 0.59021      | 43.68%   |
| Land use/cover       | 0.16668  | 9711.9053| 0.84549      | 16.46%   |
| Wind effect          | 0.17483  | 1419.1954| 0.60667      | 22.37%   |
| Distance to settlements | 0.00107 | 3282.508 | 0.38529      | 0.027%   |
| Temperature          | 0.00863  | 42770.0009| 1.5347      | 0.56%    |
| Slope                | 0.31877  | 809.9563 | 0.549258     | 36.72%   |
| Rainfall             | 0.00536  | 5560.5048| 0.5366       | 0.09978% |
| Distance to roads    | 0.0016685| 7272.4063| 1.668506     | 0.0998%  |

The results of the Moran’s I index are shown in Figure 8 and Table 3. According to the results, the value of Moran’s I index for the parameters of year and FRP was 0.830061 and 0.904367, respectively. According to the results, the year and FRP variables had the cluster distribution.

Table 3. Result of Moran’s I index parameters.

| Moran’s I Parameter | Year       | FRP        |
|---------------------|------------|------------|
| Moran’s Index       | 0.830061   | 0.904367   |
| Variance            | 0.000248   | 0.000248   |
| z-score             | 52.908683  | 57.726046  |
| p-value             | 0          | 0          |
The results for the forest fire hotspots are shown in Figure 9. The results of both the year and the FRP parameters showed that the northwestern part of the study area had hot spots and the rest of the regions had cold and accidental spots.

![Forest fire hotspot analysis](image)

Figure 9. Forest fire hotspot analysis of (a) the forest fire years and (b) the FRP.

4.3. Results of FR

Table 4 presents the outcomes of the spatial relationship between the efficient factors and a fire location. The result of the altitude factor revealed that the highest FR (2.81) was associated with the altitude class greater than 2600 m. For the slope factor, the maximum FR value (1.67) was associated with the category of 15°–20°. According to the result of the slope aspect, it was found that the highest FR (1.23) pertained to the southwest direction. In the distance to a road factor, the 300–600 m class was found to have the highest FR (1.8). In the distance to a settlement factor, the highest FR (2.096) was related to the 0–500 m class. The Entisol group had the highest FR (1.39) in the soil type factor. The highest FR (5.96) in the rainfall factor was associated with the 750 mm class. In the temperature class, the class of 8 °C had the highest FR (4.06). In the wind effect factor, the highest FR (2.21) was related to the class greater than 1.2. The highest FR (1.8) in the land use/cover factor was associated with the forest class.

| Table 4. Result of the FR model. |
|-------------------------------|
| Class | No. of Pixels in Domain | No. of Fires | FR |
| --- | --- | --- | --- |
| Altitud | <2000 | 43,836 | 0 | 0 |
| | 2000–2200 | 380,953 | 9 | 0.14 |
| | 2200–2400 | 402,336 | 35 | 0.54 |
| | 2400–2600 | 208,605 | 88 | 2.64 |
| | >2600 | 113,617 | 51 | 2.81 |
| Slope Angle | 0–5 | 476,815 | 34 | 0.48 |
| | 5–10 | 269,176 | 52 | 1.21 |
| | 10–15 | 158,124 | 40 | 1.58 |
| | 15–20 | 100,963 | 27 | 1.67 |
| | >20 | 134,369 | 30 | 1.4 |
| Distance to Roads | 0–300 | 84,252 | 18 | 1.34 |
| | 300–600 | 70,352 | 16 | 1.42 |
| | 600–900 | 68,477 | 13 | 1.19 |
| | 900–1200 | 62,709 | 11 | 1.1 |
| | >1200 | 633,357 | 125 | 0.9 |
| Land Use/Cover | Forest | 239,286 | 69 | 1.8 |
| | Agriculture | 285,290 | 33 | 0.72 |
| | Pasture | 589,141 | 81 | 0.86 |
| | Urban | 23,535 | 0 | 0 |
| | Bare land | 11,785 | 0 | 0 |
| Distance to Settlements | 0–300 | 8989 | 3 | 2.96 |
| | 300–600 | 25,606 | 3 | 0.73 |
| | 600–900 | 40,986 | 3 | 0.45 |
| | 900–1200 | 56,353 | 11 | 1.22 |
| | >1200 | 101,741 | 163 | 1.006 |
| Rainfall | 600–900 | 107,151 | 17 | 0.99 |
| | 900–1200 | 65,937 | 39 | 3.71 |
| | >1200 | 71,598 | 68 | 5.96 |
4.4. Results of the ANFIS-GA-SA Model

In order to implement the hybrid model and create the training and test datasets, 70% of the past fire locations (183 locations) with values of 1 and 183 locations were randomly assigned to the study area with zero values and 30% of the past fire locations (79 locations) with values of 1 and 79 locations were also randomly assigned to the study area with a value of zero being used. Preparing the data for a hybrid model was performed using an ArcGIS 10.3 software. The Matlab 2017b software was used to implement the hybrid model. Table 5 displays the parameters used by the hybrid algorithm.

| Parameters used in GA-SA algorithm. |
|-------------------------------------|
| Parameters | Value |
| Population | 100 |
| Iteration  | 1000 |
| Interior iteration | 10 |
| Prime temperature | 10 |
| Crossover rate | 0.7 |
| Mutation rate | 0.5 |

The results of the RMSE, MSE and MAE parameters in the hybrid algorithm for the training data were 0.2672, 0.0713 and 0.1735, respectively. The results of the RMSE, MSE and MAE parameters in the hybrid algorithm for the test data were 0.4286, 0.1837 and 0.2963, respectively. The convergence diagram for the objective function in the hybrid algorithm is shown in Figure 10. Figure 11 shows the performance of the hybrid algorithm for the training and the testing data. The trained network was applied to all pixels in the study area after training the model with the hybrid algorithm, and the FFSM was prepared in ArcGIS 10.3 software. The FFSM was subsequently split into five very low, low, medium, high and very high risk classifications (Figure 12).
Figure 10. Objective function convergence diagram (GA-SA algorithm).

Figure 11. Result of the ANFIS-GA-SA model with the (a) training data and (b) testing data.

Figure 12. Fire susceptibility mapping (FFSM) using the ANFIS-GA-SA model.
4.5. Results of RBF-ICA Model

To implement the RBF-ICA model, the conditioning factors were divided into continuous and discrete categories. For each class of continuous factors, the weights obtained by the FR model were used. The training data were then chosen for the centers of each class to estimate the best fitting value. In Figure 13, the best fit for each factor was shown using the ensemble model. Based on Figure 13, the horizontal axis is the value of each factor, and the vertical axis is the value of the FR. In order to implement the ensemble model, the Matlab 2017b software was used. The parameters used in the colonial competition algorithm are shown in Table 6. The values of the continuous factors were transmitted to the ArcGIS 10.3 software and combined with the weight maps for the discrete factors obtained from the FR model. The final FFSM was prepared in five classes using the classification natural break method (Figure 14).

![Figure 13. Cont.](image-url)
4.6. Results of a Ubiquitous GIS-Based FFSM

After providing the FFSMs using the RBF-ICA and the ANFIS-SA-GA models, to provide users with easy access to maps produced at any time and at any location using ubiquitous GIS capabilities, the final forest fire maps were provided using the Open Layers library on the web GIS (http://uffsm.ir/).
In order to provide comprehensive results in a ubiquitous environment, an application was developed and implemented for a mobile platform in an android studio environment. In addition to displaying online FFSMs, the program features other capabilities, such as displaying the weather condition, temperature, pressure and the humidity in different areas and the GPS positioning. The designed interface is shown in Figure 15.

Figure 15. Mobile application developed: (a) Main menu (b) Result of ANFIS-GA-SA (c) Result of RBF-ICA (d) Weather condition.
4.7. Results Validation

To evaluate the final FFSM with the ROC curves, 79 fire positions (1 value) and 79 random points (0 value) were used. Figure 16 and Table 7 show the results for the ROC-AUC. Based on the results, the ANFIS-GA-SA and the RBF-ICA models have an accuracy of 0.903 and 0.878, respectively. Table 8 shows the results for the ANFIS-GA-SA model’s RMSE and MAE parameters. Based on the results, the RMSE and the MAE parameter values for the training data and test data were 0.267, 0.173, 0.428 and 0.296, respectively.

![ROC Curve](image)

**Figure 16.** Result of the ROC curve.

| Test Result Variable(s) | Area   | Std. Error | Asymptotic Sig | Asymptotic 95% Confidence Interval |
|-------------------------|--------|------------|----------------|-----------------------------------|
| ANFIS-GA-SA             | 0.903  | 0.024      | 0.000          | 0.856 0.949                       |
| RBF-ICA                 | 0.878  | 0.027      | 0.000          | 0.826 0.930                       |

**Table 7.** Result of the area under the curve (AUC) for the two models.

| Test Result Variable(s) | ANFIS-GA-SA | Root mean square error (RMSE) | Mean absolute error (MAE) |
|-------------------------|-------------|-------------------------------|---------------------------|
| Train                   | Train       | Test                          |
| Test                    |             |                               |
| ANFIS-GA-SA             | 0.267       | 0.428                         |
| RBF-ICA                 | 0.173       | 0.296                         |

**Table 8.** Result of the validation parameters.

5. Discussion

The results of the fire frequency and the fire cycle showed that the highest number of fires occurred in 2018 and 2016, respectively. According to the results, the FRP data have less spatial autocorrelation than the fire year, and on the other hand, fire year data have more spatial variance than the FRP. The value of the SD index for the year and the FRP parameters is less than 25%, which indicates the
strong spatial dependence of these two parameters. Moreover, the parameter of the year had a stronger spatial dependence, more spatial stability and fewer observation errors than the FRP parameter. Among the variables affecting forest fires, the distance to settlements, soil and the rainfall variables have the highest spatial dependence and the slope angle, slope aspect the and wind effect variables have the least spatial dependence. Based on the results of the range parameter, the temperature, land use/cover and the distance to road variables have the least spatial variability and the soil, slope angle and the slope aspect variables have the most spatial variability. The results of the spatial autocorrelation showed that the hot spots of fire have a cluster distribution and the hot areas of the fire correspond to the maps prepared with ANFIS-GA-SA and RBF-ICA models.

Based on the spatial relationship between the efficient factors and a fire location by the FR model, it was concluded that in the altitude factor, the maximum FR value was for the category of more than 2600 m. This is because of the proximity of the forests to the mountainous regions in the studied areas. In the slope angle factor, the highest weight belonged to the class of 15–20 degrees, which may be due to the higher density of vegetation in this class and also the likelihood of fires in sloped areas [18]. In the slope aspect factor, the highest weight is associated with the west and southeast classes. Southern directions have more light, temperature and wind with less humidity and fuels. The vegetation in the southern aspect is drier and less dense than in the northern aspect, and it is more prone to combustion [50]. In the distance to a road factor, it showed that as the distance to a road increases, the fires are reduced. Near the roads, humans have more access to the forest and can cause forest fires. This is consistent with the result presented by Jaafari et al. [14]. The distance to a settlement factor indicates that the occurrence of fires is reduced when the distance to a settlement increases, which is consistent with that of Jaafari et al. [2]. Other findings showed that in the land use/cover factor, the class of forest is more prone to fires than pastures and agricultural classes. The analysis of the temperature and rainfall variables indicated that the risk of fires in the study area was associated with lower temperature and more rainfall. From the results of these two climatic parameters, it can be concluded that fires occur more frequently in elevated mountainous areas. As the wind effect increases, the likelihood of fires increases, which is consistent with Pourtaghi et al. [18]. In the soil factor, it was concluded that the Entisols class was associated with more fire occurrences, which is due to the fact that 63% of the study area was covered with Entisols. Overall, it can be concluded that most of the fires occurred in elevated areas, and the topography played a major role in the occurrence of the fires in the study area.

In fuzzy systems, the number of rules for modeling in the network structure will be greater with the increasing membership functions in the input space. Since each membership function has its own adjustable parameter, this caused the pre-fitness problem. Therefore, it is important to use specific methods to optimize the number of rules and parameters. In order to optimize the ANFIS model, the GA-SA algorithm was used. However, each of the metaheuristic algorithms has advantages and disadvantages. Combining these algorithms was a method to increase their accuracy and eliminate their disadvantages. One of the advantages of the GA algorithm is being population-based, and it uses a crossover and mutation operator to select the best offspring. The low convergence rate and limited local search for optimal results are some of disadvantages of the GA algorithm. On the other hand, a high convergence and a wider local search in the SA algorithm eliminates the disadvantages of the GA algorithm. In addition, the SA algorithm increases the accuracy of optimization by using the initial population of the GA algorithm as well as the crossover and mutation parameters.

In natural hazards, since conditioning factors are not in a crisp state, the model cannot be suitable for modeling natural hazards. For example, the class with less than 2200 m has an FR value of 0 in the altitude parameter. This value is assigned to the altitude between 0–2200 m. However, the altitude of 600 m may have a different weight from 2200 m. To overcome this problem, we used the RBF interpolation method to obtain a specific weight for each value. The RBF interpolation method features multivariate distributed data. We used the ICA to adjust the RBF coefficients. One of the advantages of the ICA algorithm is the novelty of the basic idea of the algorithm, its ability to optimize equilibrium
even in the face of various optimization problems compared to other optimization algorithms and its speed to find the optimal answer [70].

According to the ROC-AUC results, the ANFIS-GA-SA model was more accurate than the RBF-ICA model with preparing the FFSM. The reason for this is that it uses a fuzzy inference system (FIS) in the ANFIS model, which requires linguistic rules as its basic information for modeling. In addition, the input and output variables in this model were described linguistically. Therefore, if the information is incomplete and inconsistent, the fuzzy system must adapt itself to these conditions.

Preparing the FFSM in the ubiquitous system in the form of GIS and mobile GIS applications makes it easier for users to access these maps at any time and place. It also provides the users with more comprehensive information about the underlying maps. The ubiquitous system receives more information than two-dimensional maps.

6. Conclusions

The purpose of this study was to prepare the FFSM using ubiquitous GIS and ANFIS-GA-SA and RBF-ICA models in the Chaharmahal and Bakhtiari Province, Iran. The research results were as follows:

1. Based on ROC-AUC analysis, the ANFIS-GA-SA model was more effective in preparing the FFSM than the RBF-ICA model.
2. Combining the metaheuristic algorithms to optimize the ANFIS eliminated the deficiency of each algorithm.
3. Using a ubiquitous GIS system made it possible to display a hazard map and allow users to interact more effectively with the hazard maps.
4. Based on the FR model results, the fire in the study area occurrence was higher in an altitude of more than 2600 m, a slope angle between 15–20°, a west slope aspect, a distance to a settlement less than 500 m, a distance to a road between 300 and 600 m, rainfall between more than 750 mm, temperature less than 8 °C, a wind effect more than 1.2, forest in land use/cover and Entisols soil.
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