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We study inhomogeneous 1+1-dimensional quantum many-body systems described by Tomonaga-Luttinger-liquid theory with general propagation velocity and Luttinger parameter varying smoothly in space, equivalent to an inhomogeneous compactification radius for free boson conformal field theory. This model appears prominently in low-energy descriptions, including for trapped ultracold atoms, while here we present an application to quantum Hall edges with inhomogeneous interactions. The dynamics is shown to be governed by a pair of coupled continuity equations identical to inhomogeneous Dirac-Bogoliubov-de Gennes equations with a local gap and solved by analytical means. We obtain their exact Green’s functions and scattering matrix using a Magnus expansion, which generalize previous results for conformal interfaces and quantum wires coupled to leads. Our results explicitly describe the late-time evolution following quantum quenches, including inhomogeneous interaction quenches, and Andreev reflections between coupled quantum Hall edges, revealing a remarkably universal dependence on details at stationarity or at late times out of equilibrium.

Introduction.—Tomonaga-Luttinger liquids (TLLs) [1–5] is a prominent class of gapless quantum many-body systems whose low-energy physics is described by the conformal field theory (CFT) of 1+1-dimensional compactified free bosons. An important generalization is the inhomogeneous theory where the propagation velocity \( v(x) \) and the Luttinger parameter \( K(x) \) are positive functions of position \( x \). This was studied for quantum wires connected to leads [6–9], as effective descriptions of trapped ultracold atoms in equilibrium [10–15], and recently in nonequilibrium contexts [16–20]. How to handle general \( v(x) \) is known [21–23], but obtaining solutions for general \( K(x) \) is an outstanding problem, in or out of equilibrium.

In this Letter, we approach this problem by showing that the dynamics is governed by two coupled partial differential equations (PDEs) that we solve analytically in full generality, revealing remarkably universal late-time evolution following quantum quenches and the presence of Andreev reflections. The PDEs are identified as inhomogeneous Dirac-Bogoliubov-de Gennes (DBdG) equations with an effective local gap \( \Lambda(x) \equiv v(x)K(x) \) where

\[
\Lambda(x) \equiv \partial_x \log \sqrt{K(x)}.
\]

Such equations are well known in superconductivity (but different as our gap has no self-consistency criterion), describing Andreev reflections at superconductor-normal-metal interfaces [22]. Moreover, they were used to study, e.g., graphene [23, 24], certain junctions [25–27], and fractional quantum Hall (FQH) systems [28], also with an inhomogeneous velocity [29, 30]. Studying inhomogeneous TLLs using PDEs is not new [6–9], but their essential form and significance were not recognized before, and, to our knowledge, no one gave the full analytical solution.

Besides its importance for condensed-matter applications, where \( K(x) \) encodes interactions in an underlying quantum many-body system, the problem is interesting also in high-energy theory, where \( K(x) \) appears as an inhomogeneous compactification radius \( R(x) = \sqrt{2\ell'K(x)} \) (\( \ell' \) has dimension length squared) [31]. For stepwise changes in \( R(x) \), this was studied using interface operators in boundary CFT [32, 33] and analogous operators for stepwise changes in time [34]. However, general \( R(x) \) were not considered.

Our main results are the exact Green’s functions and scattering matrix for the governing DBdG equations, expressible using a Magnus expansion in a natural interaction picture. These are fully explicit at stationarity or at late times out of equilibrium and describe the full time evolution perturbatively in \( \Lambda(x) \). They also explain, from a PDE perspective, the predicted breaking of the Huygens-Fresnel principle [24] and Andreev reflections [7, 16, 46] in inhomogeneous TLLs. Physical applications include quasi-1+1-dimensional ultracold gases, gapless quantum XXZ spin chains with smoothly varying couplings [19, 24, 28, 31], and quantum wires, see Fig. 1(a).

As a new application, we present a toy model for Andreev reflections between coupled FQH edges described by anyonic CFTs with inhomogeneous density-density interactions, which we map to an inhomogeneous TLL, see Fig. 1(b). This is motivated by recent experimental observation of Andreev reflections between FQH edges coupled via a superconductor [47], cf. also [48–51]. We expect our results to have wide importance and applicabil-
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Figure 1. Illustrations of (a) a quantum wire coupled to leads with chemical potentials \( \mu_{L,R} \), and (b) coupled FQH edges modeled as CFTs of counterpropagating anyons with inhomogeneous density-density interaction \( \lambda(x) = \frac{1 - K(x)^2}{1 + K(x)^2} \).
ity, not only for TLLs but whenever (Dirac-)Bogoliubov-de Gennes-type equations appear, including superconductor interfaces in higher dimensions and continuum descriptions [52] of the Su-Schrieffer-Heeger model [53].

**Inhomogeneous TLLs.**—Inhomogeneous TLL theory on the circle \( S^1 = [0, 2\pi] \) can be formulated in terms of a compactified bosonic field \( \varphi(x) \) (modulo \( 2\pi \)) with conjugate \( \Pi(x) \) for \( x \in S^1 \) satisfying \( \partial_x \varphi(x), \Pi(y) = i\delta'(x - y) \) and periodic boundary conditions, where \( \delta'(x) \) is the \( L \)-periodic delta function. The inhomogeneities are modeled by periodic positive functions \( v(x) \) and \( K(x) \) that, for completeness, we assume are smooth. The Hamiltonian is (setting \( \hbar = 1 \)) [54]

\[
H \equiv \int_{S^1} \frac{dx}{2\pi} v(x) \left( \frac{[\pi \Pi(x)]^2}{K(x)} + K(x)[\partial_x \varphi(x)]^2 \right),
\]

up to subtracting the Casimir contribution \( \int_{S^1} dx \frac{\pi v(x)}{6L^2} \) (which is suppressed for simplicity). Here, \( \cdots \) denotes Wick ordering, which can be defined in analogy with the homogeneous case by expressing \( H \) in terms of oscillator modes identified by expanding the fields in appropriate eigenfunctions obtained from an associated Sturm-Liouville problem [10–15, 24]. (Although a viable option, we will not follow that approach here.) As this ordering amounts to a shift by a constant in (2), it will be of no consequence for the results presented here.

To study the evolution in time \( t \), we instead write

\[
H = \int_{S^1} dx \frac{\pi v(x)}{L}[\hat{\rho}^+(x)^2 + \hat{\rho}^-(x)^2];
\]

using a \( K(x) \)-dependent partitioning into right- (+) and left- (−) moving plasma densities

\[
\hat{\rho}_\pm(x) = \frac{1}{2\pi} \left[ \frac{1}{\sqrt{K(x)}} \pi \Pi(x) \mp \sqrt{K(x)} \partial_x \varphi(x) \right],
\]

which can be shown to satisfy

\[
[\hat{\rho}_\pm(x), \hat{\rho}_\mp(y)] = \mp \frac{i}{2\pi} \delta'(x - y),
\]

the latter featuring the new coupling \( \Lambda(x) \) defined in (1). The densities \( \hat{\rho}_\pm(x) \) together with the associated currents

\[
\hat{j}_\pm(x) \equiv \pm v(x) \hat{\rho}_\pm(x)
\]

will be shown to satisfy coupled continuity equations

\[
\partial_t \hat{\rho}_\pm + \partial_x \hat{j}_\pm = \pm v(x) \Lambda(x) \hat{\rho}_\mp.
\]

After reformulating (7) into inhomogeneous DBdG equations, our approach will be to solve them directly.

Before continuing, we find it worth noting that \( J_n \equiv \int_{S^1} dx J_n(x)e^{2i\pi n x/L} \) and \( \tilde{J}_n \equiv \int_{S^1} dx \tilde{J}_n(x)e^{2i\pi n x/L} \) for \( J_n(x) \equiv \sqrt{K(x)} \hat{\rho}_n(x) \) obey natural generalizations of algebraic relations for standard TLLs (compactified free bosons). Indeed, from (5), one obtains new coupled U(1) current algebras,

\[
\begin{align*}
[J_n, J_m] &= \frac{n - m}{2} K_{n+m}, \quad [\tilde{J}_n, \tilde{J}_m] = \frac{n - m}{2} K_{n-m}, \\
[J_n, \tilde{J}_m] &= \frac{m - n}{2} K_{n-m},
\end{align*}
\]

where \( K_n \equiv L^{-1} \int_{S^1} dx K(x)e^{-2i\pi n x/L} \) is dimensionless and couples the otherwise commuting algebras for right and left movers: If \( K(x) = K \), then \( K_n = K\delta_{n,0} \), and the algebras decouple.

**Charge transport and DBdG equations.**—Using the Heisenberg equation, one finds that the model in (2) has two conserved particle currents with

\[
\rho(x) = \Pi(x), \quad j(x) = v(x)K(x)\rho_5(x), \quad \rho_5(x) = -\partial_x \varphi(x)/\pi, \quad j_5(x) = v(x)K(x)^{-1}\rho_5(x), \quad v(x) = \partial_t \rho + \partial_x j = 0,
\]

satisfying \( \partial_t \rho + \partial_x j = 0, \partial_x \rho_5 + \partial_x j_5 = 0 \), and

\[
(\partial_t j_5 + v(x)K(x)^{-1}\partial_x [v(x)K(x)^{-1}\rho_5]) = 0.
\]

These can be recast into the coupled continuity equations in (7) for \( \hat{\rho}_\pm \) in (4) and \( \hat{j}_\pm \) in (6), where the latter allow one to write the particle density and its associated current as \( \rho = \sqrt{K(x)}(\hat{\rho}_+ + \hat{\rho}_-) \) and \( j = \sqrt{K(x)}(\hat{j}_+ + \hat{j}_-) \). In turn, it is straightforward to show that these coupled equations are equivalent to the inhomogeneous DBdG equations

\[
\left( v(x)\partial_x + \partial_t \frac{\Delta(x)}{\Delta(x)} \right) \hat{j}_\pm = \begin{pmatrix} 0 & 0 \end{pmatrix}
\]

with the local gap \( \Delta(x) = v(x)\Lambda(x) \) given by (1). One of our main messages is that the dynamics in any inhomogeneous TLL is governed by these equations.

**Solution in the infinite volume.**—The rest of this Letter is dedicated to solving (11) and analyzing the solutions. To this end, we consider expectations \( \langle \cdot \rangle \) with respect to an arbitrary state, take the infinite-volume limit \( L \to \infty \) (thus avoiding questions about boundary conditions), and write the equations in frequency space:

\[
[v(x)\partial_x + \partial_t \frac{\Delta(x)}{\Delta(x)}] \left( \begin{array}{c} \langle \hat{j}_+(x, \omega) \rangle \\ \langle \hat{j}_-(x, \omega) \rangle \end{array} \right) = \frac{1}{v(x)} \sigma_3 \left( \begin{array}{c} \langle \hat{j}_+(x, 0) \rangle \\ \langle \hat{j}_-(x, 0) \rangle \end{array} \right)
\]

for \( x \in \mathbb{R} \), where we have introduced the \( 2 \times 2 \)-matrix

\[
\mathbf{P}_\omega(x) = \frac{\omega}{v(x)} \sigma_3 + \frac{i}{\Delta(x)} \sigma_1.
\]

(Here and in what follows, \( \sigma_{0,1,2,3} \) denote Pauli matrices.) This matrix lies in the Lie algebra \( \mathfrak{sl}(2, \mathbb{C}) \) and resembles a parity-time-(anti)symmetric [55] non-Hermitian two-level system with free part \( -i\sigma_3 \) and interaction \( i\Lambda(x)\sigma_1 \). To obtain (12), we assumed a system prepared in an initial state for \( t < 0 \) and allowed to evolve for \( t > 0 \) with initial data given by the expectations \( \langle \hat{j}_\pm(x, 0) \rangle \) at
t = 0. The corresponding conventions for the Fourier transforms are \( \tilde{g}_\pm(x, \omega) = \int_0^\infty dt \, \tilde{g}_\pm(x, t) e^{i\omega t} \). Solving (12) is nontrivial since \( P_\omega(x) P_\omega(y) \neq P_\omega(y) P_\omega(x) \) in general. As we will see, this requires spatial ordering, analogous to the familiar ordering for time-dependent Hamiltonians.

Green’s functions.— Suppose \( \tilde{g}_\pm(x, 0) \) have compact support and \( \tilde{g}_ \pm(x, t) \to 0 \) as \( |x| \to \infty \). Then the solutions to the DBdG equations are (see the Supplemental Material [56] for details)

\[
\begin{pmatrix} \tilde{g}_+(x, t) \\ \tilde{g}_-(x, t) \end{pmatrix} = \int \mathbb{R} \, dy \, \bar{G}(x, y; t) \begin{pmatrix} 1 \\ \bar{g}_+(y, 0) \end{pmatrix} \tag{14}
\]

using \( \bar{G}(x, y; t) = \int \mathbb{R} \frac{d\omega}{2\pi} \bar{G}(x, y; \omega) e^{-i\omega t} \) with \( \bar{G}(x, y; \omega) = \bar{G}_+(x, y; \omega) \frac{\alpha_+ + \alpha_3}{2} + \bar{G}_-(x, y; \omega) \frac{\alpha_- - \alpha_3}{2} \) given by ordered exponentials

\[
\bar{G}_\pm(x, y; \omega) = \pm \theta(|x - y|) X e^{i\int_y^x ds \bar{P}_\omega(s) \sigma_3}. \tag{15}
\]

Here, \( X (\bar{X}) \) denotes spatial ordering where positions decrease (increase) from left to right. The interpretation of \( G_\pm(x, y; t) = \int \mathbb{R} \frac{d\omega}{2\pi} G_\pm(x, y; \omega) e^{-i\omega t} \) as a spatially retarded (advanced) Green’s function [57]. Multiplication by \( \frac{\alpha_+ + \alpha_3}{2} \) in \( G(x, y; \omega) \) projects the solution to be causal, i.e., propagating forward in time, without which it contains both forward and backward propagation.

If \( K(x) \) is constant, (15) simplifies to \( \bar{G}_0^\pm(x, y; \omega) = \pm \theta(|x - y|) e^{i\omega t} \bar{g}_\pm(y, 0) \) for \( \bar{\tau}_{x,y} = \int_y^x ds \frac{1}{\sigma_3} \). The corresponding \( G^0(x, y; t) \) readily reproduces the Green’s functions in [30] (before disorder averaging), as expected since the DBdG equations in (11) decouple.

While the Green’s functions are nontrivial to compute due to the spatial ordering, there are perturbative and sometimes even exact evaluation schemes [58]. Indeed, since \( \bar{P}_\omega(x) \in \mathfrak{sl}(2, \mathbb{C}) \), generated by \( \sigma_3 \) and \( \frac{\tau_{x,y} \sigma_3}{2} \), the exact \( X e^{i\int_0^x ds \bar{P}_\omega(s)} \) can be represented as products of exponentials of these generators with coefficients obtained from solving a Riccati equation by quadrature [59, 60]. While solvable in principle, we instead use an interaction picture [cf. (13)] Magnus expansion, yielding formulas perturbative in \( \Lambda(x) \) [58, 61]:

\[
\frac{X e^{i\int_0^x ds \bar{P}_\omega(s)}}{\bar{X}} = \exp \left[ \sum_{n=1}^\infty \Omega^{(n)}(x, y; s) \right] e^{i\omega \tau_{x,y} \sigma_3} \tag{16}
\]

with

\[
\Omega^{(1)}(x, y; a) = \int_y^x ds \, \text{ad}_{\bar{P}_\omega(s; a)} \tag{17a}
\]

\[
\Omega^{(n)}(x, y; a) = \sum_{k=1}^{n-1} \frac{B_k}{k!} \sum_{m_1 \geq 1, \ldots, m_k \geq 1} \prod_{m_1+\cdots+m_k=n-1}^y ds \, \text{ad} \frac{1}{\bar{P}_\omega^{(m_1)}(s, y; a)} \cdots \text{ad} \frac{1}{\bar{P}_\omega^{(m_k)}(s, y; a)} \tag{17b}
\]

for \( n \geq 2 \) using \( \bar{P}_\omega^1(s; a) \equiv \Lambda(s) \left( \begin{array}{cc} 0 & e^{-2i\omega \tau_{x,a}} \\ e^{2i\omega \tau_{x,a}} & 0 \end{array} \right) \) (\( a \in \mathbb{R} \)) and the Bernoulli numbers \( B_k \) (with \( B_1 = -1/2 \)). We stress that the zero-frequency contribution is straightforward to compute since \( \bar{P}_0(x) = i \Lambda(x) \sigma_1 \) for different arguments commute: The only nonzero contribution in (16) is \( \exp \left[ -\int_x^0 ds \Lambda(s) \sigma_1 \right] = T(x, y) \) with

\[
T(x, y) = \begin{pmatrix} \sqrt{\frac{\bar{K}_0(x)}{\bar{K}_0(y)}} & \sqrt{\frac{\bar{K}_0(y)}{\bar{K}_0(x)}} \\ \sqrt{\frac{\bar{K}_0(y)}{\bar{K}_0(x)}} & \sqrt{\frac{\bar{K}_0(x)}{\bar{K}_0(y)}} \end{pmatrix}, \tag{18}
\]

identified below as the zero-frequency transfer matrix.

To analyze (14) at late times, it is instructive to compare \( G(x, y; t) \) with \( G^0(x, y; t) \) for constant \( K(x) \): The difference \( G(x, y; \Lambda t) - T(x, y) G^0(x, y; \Lambda t) \) formally vanishes as \( o(\lambda^{-1}) \) for \( \lambda \gg 1 \), which can be shown using (14)–(17) and rescaling \( \omega \) in the inverse Fourier transform by \( 1/\lambda \) (see the Supplemental Material [56] for details). This implies that the leading large-\( t \) contribution to \( G(x, y; t) \) is expressible as \( T(x, y) G^0(x, y; t) \), which is explicitly computable and has a remarkably simple dependence on \( K(x) \) via (18). An important example is the current \( j \) in (9a), for which one obtains

\[
\langle j(x, t) \rangle = \int \mathbb{R} \, dy \left[ \frac{\delta(\tau_{x,y} - t) - \delta(\tau_{x,y} + t)}{2} \right] \langle \rho(y, 0) \rangle + \int \mathbb{R} \, dy \left[ \frac{\delta(\tau_{x,y} - t) + \delta(\tau_{x,y} + t)}{2e(y)} \right] \langle j(y, 0) \rangle + o(t^{-1}) \tag{19}
\]

for all \( K(x) \). The density \( \langle \rho(x, t) \rangle \) has a similar formula, obtained by inserting \( K(x) \) inside the integrals and exchanging \( \langle \rho(y, 0) \rangle \) and \( \langle j(y, 0) \rangle \). As we will discuss, this exemplifies the universality of the late-time dynamics following a quantum quench, e.g., changing an external potential or modulating an interaction encoded by \( K(x) \), underscoring the usefulness of our solution in (14)–(17).

Complementary to (16)–(17), a corresponding Magnus expansion in \( \omega \) can be obtained by swapping the identifications as free and interaction terms in (13), verifying the above late-time dynamics.

Transfer and scattering matrices.—Consider a scenario where \( \langle \tilde{g}_\pm(x, 0) \rangle = 0 \) for a subsystem on the finite interval \( [x_1, x_2] \) and currents instead incident on the boundaries at \( x_1, x_2 \). The transfer matrix \( T(\omega) \) corresponding to (12) that connects \( \langle \tilde{g}_+(x_1, \omega), \tilde{g}_-(x_1, \omega) \rangle^T \) and \( \langle \tilde{g}_+(x_2, \omega), \tilde{g}_-(x_2, \omega) \rangle^T \) (see the Supplemental Material [56] for details)

\[
T(\omega) = \begin{pmatrix} T_{++}(\omega) & T_{+-}(\omega) \\ T_{-+}(\omega) & T_{--}(\omega) \end{pmatrix} = \frac{X e^{i\int_0^x ds \bar{P}_\omega(s)}}{\bar{X}}, \tag{20}
\]

using the spatial ordering introduced above. Here, manifest properties of \( P_\omega(x) \) in (13) imply that \( \det T(\omega) = 1 \), \( T(\omega) = \text{Tr}(\omega) \), and \( T_\omega(\omega) = \sigma_3 T(\omega)^{-1} \sigma_3 \).

The scattering matrix \( S(\omega) \) is obtained from \( T(\omega) \) by viewing \( \langle \tilde{g}_+(x_1, \omega), \tilde{g}_-(x_2, \omega) \rangle^T \) as incident and
\( \langle \hat{j}_+(x_2, \omega), \hat{j}_-(x_1, \omega) \rangle^T \) as scattered currents (see the Supplemental Material [56] for details):

\[
S(\omega) = \begin{pmatrix} T(\omega) & R(\omega) \\ \tilde{R}(\omega) & T(\omega) \end{pmatrix}, \quad \tilde{R}(\omega) = -\frac{T(\omega)}{T(\omega)} \frac{T(\omega)}{T(\omega)} \tag{21}
\]

with the transmission and reflection amplitudes \( T(\omega) = \frac{1}{1 - \omega} \) and \( R(\omega) = \frac{\omega - 1}{\omega - 1} \), cf. [62]. Unitarity of \( S(\omega) \) and \( |T(\omega)|^2 + |R(\omega)|^2 = 1 \) are manifest due to properties of \( T(\omega) \).

In principle, although nontrivially, these matrices can be computed using (16)–(17) for arbitrary \( \omega \). An important simplification is \( \omega = 0 \), for which \( T(0) = T(x_2, x_1) \) in (18) and

\[
T(0) = \frac{2\sqrt{K(x_1)K(x_2)}}{K(x_1) + K(x_2)} \quad R(0) = \frac{K(x_1) - K(x_2)}{K(x_1) + K(x_2)} \tag{22}
\]

for all \( K(x) \). The latter are real and depend solely on the endpoints, as the only nonvanishing zero-frequency elements in the exponential in (20) are integrals of \( \Lambda(x) = \partial_x \log \sqrt{K(x)} \), yielding a simple proof of the independence on \( K(x) \) and \( v(x) \) for \( x \in (x_1, x_2) \). Thus, \( T(0) = 1 \) and \( R(0) = 0 \) if \( K(x_2) = K(x_1) \). Complementary arguments were given already in [6, 7, 63, 64], but our results directly show that the nontrivial appearance of \( K(x) \) in the transfer and scattering matrices can be attributed to integrals of \( \Lambda(x) \), responsible for the gap in (11) and the new coupling in (5b). Moreover, for static systems, only the \( \omega = 0 \) contribution is nonzero, meaning that \( T(0) \) and \( R(0) \) give the full description of the (Andreev) scattering process. We stress that (21) and (22) precisely reproduce the results in [44] for conformal interfaces and generalize them to any inhomogeneous compactification radius \( R(x) \propto \sqrt{K(x)} \).

At \( \omega = 0 \), we showed that the transfer and scattering matrices for \( j_+ \) depend only on \( K(x_1, x_2) \). This has important implications for \( \hat{\rho}(x, t) = \int_0^\infty 2\pi \hat{j}(x, \omega, e^{-i\omega t}) \) and \( \hat{j}(x, t) = \int_0^\infty 2\pi \hat{j}(x, \omega, e^{-i\omega t}) \) in (9a). As a corollary, their zero-frequency transfer matrix is given by

\[
\begin{pmatrix}
\langle \hat{\rho}(x, 0) \rangle \\
\langle \hat{j}(x, 0) \rangle
\end{pmatrix}
= \begin{pmatrix}
\frac{K(x_2) v(x_2)}{K(x_1) v(x_1)} & 0 \\
0 & 1
\end{pmatrix}
\begin{pmatrix}
\langle \hat{\rho}(x_1, 0) \rangle \\
\langle \hat{j}(x_1, 0) \rangle
\end{pmatrix}. \tag{23}
\]

Thus, a static density profile for general \( K(x) \) and \( v(x) \) is affected by the latter, while the associated static current is not. This shows the universality of the expectations \( \langle \rho_s \rangle = \frac{v(x)}{K(x)} \langle \rho \rangle \) and \( \langle j \rangle \) for arbitrary steady states since they are independent of the inhomogeneities [6–8, 63].

**Interacting quantum Hall edges.**—As an application of our results, we consider edge excitations of FQH systems, see Fig. 1(b). We effectively describe them as chiral 1+1-dimensional CFTs of anyons [65, 66]: For simplicity, consider Abelian anyons with statistics parameter equal to \( \nu > 0 \), the filling fraction of the FQH state (see, e.g., [67, 68]), propagating in opposite directions along two adjacent edges,

\[
H_\pm = \int_{S^1} dx \ N[\psi_\pm(x) \dagger \cdot (\mp i \nu \partial_x) \psi_\pm(x)]. \tag{24}
\]

Here, \( \nu_0 \) is the bare velocity and \( N[\cdots] \) indicates anyon normal ordering, where the latter allows one to write the associated densities as \( \rho_\pm(x) = N[\bar{\psi}_\pm(x) \dagger \psi_\pm(x)] \) [69]. The fields carry fractional charge \( \nu \nu_0 \) (\( \epsilon_0 \) denotes the elementary charge) [70] and satisfy

\[
\begin{align}
\psi_\pm(x) \psi_\pm(y) &= e^{\mp i \nu \pi v_0 \text{sgn}(x-y)} \psi_\pm(x) \psi_\pm(y), \\
\psi_\pm(x) \psi_\mp(y) &= e^{\mp i \nu \pi v_0} \psi_\mp(x) \psi_\pm(y)
\end{align}
\tag{25}
\]

for \( x \neq y \), with opposite signs in the exponentials when replacing \( \psi_\pm(x) \) by \( \psi_\pm(x)^\dagger \). The edges are coupled via a density-density (four-anyon) interaction,

\[
H = H_+ + H_- + 2\pi \nu_0 \int_{S^1} dx \lambda(x) \rho_+(x) \rho_-(x) \tag{26}
\]

with an inhomogeneous \( \lambda(x) \) satisfying \( |\lambda(x)| < 1 \). In the experiment in [47], the interaction between the edges is via a superconductor, which corresponds to a Josephson coupling in the Hamiltonian, opening up a gap. However, even without this coupling, our results imply that there is another mechanism that, if an inhomogeneous interaction \( \lambda(x) \) can be realized, opens up a local gap in the governing DBdG equations, which also leads to Andreev reflections between FQH edges.

Indeed, using the boson-anyon correspondence [69, 71, 72], (26) can be mapped precisely to (2) with

\[
v(x) = \nu_0 \sqrt{1 - \lambda(x)^2}, \quad K(x) = \sqrt{1 - \lambda(x) \lambda(x)}, \tag{27}
\]

where \( \partial_x \phi(x) = -\pi [\rho_+ - \rho_-(x)] \) and \( \Pi(x) = \rho_+ + \rho_-(x) \). Consider the idealized setup of two quantum Hall edges interacting as in (26) to the left, \( \lambda(x < 0^-) = \lambda \neq 0 \), but not to the right, \( \lambda(x > 0^+) = 0 \). (This captures that \( \lambda(x) \) decays exponentially with distance between the edges, cf. [47].) Then (22) implies \( T(0) = \frac{2\sqrt{K(x)}}{\sqrt{1 + \lambda^2}} \) and \( R(0) = \frac{\lambda}{\sqrt{1 + \lambda^2}} \) for \( x_2 > 0 > x_1 \), showing the presence of Andreev reflections since \( R(0) \neq 0 \).

**Charge transport in quantum wires.**—Lastly, we show that our results reproduce known static results for quantum wires and allow for generalizations to dynamics following quantum quenches. To this end, consider a quantum wire coupled to leads, the left with constant chemical potential \( \mu_L \), velocity \( v_L \), and Luttinger parameter \( K_L \), and the right with \( \mu_R, v_R, \) and \( K_R \). This can be modeled as an inhomogeneous TLL with two well-separated step-like changes in \( K(x) \), the wire identified as the part between, extending [6–9] to general \( K(x) \), see Fig. 1(a). One directly infers from (23) that the static current flowing through the system is \( \frac{\mu_L - \mu_R}{2\nu_0} \) with effective chemical potentials \( \mu_+ = K_L \mu_L \) and \( \mu_- = K_R \mu_R \) for right movers coming from the left and vice versa, leading to the uni-
versal electrical conductance $G = \frac{e^2}{2\pi h}$ for electrons (dimensional quantities inserted) [6–8, 29, 73–77].

The universality of $G$ can also be obtained dynamically: Consider a quantum quench turning off a smooth chemical-potential profile $\mu(x)$ at $t = 0$ that, outside a finite interval around $x = 0$, equals $\mu_L$ ($\mu_R$) to the left (right) [29, 76]. Also, suppose $K(x)$, $v(x)$ equal $K_L$, $v_L$ ($K_R$, $v_R$) to the left (right). Since $\frac{v(x)}{K(x)}(\rho)$ is universal [see (23)] and the system for $t < 0$ is in equilibrium, $\langle \rho(y, 0) \rangle = \frac{K(y)}{\pi v(y)} \mu(y)$ and $\langle \rho(y, 0) \rangle = 0$, which inserted into (19) yields $\lim_{t \to \infty} \langle j(x, t) \rangle = \frac{\mu_+ - \mu_-}{\pi v_0} \Delta \mu$ for $|x| < \infty$.

The above is directly generalizable to inhomogeneous interaction quenches (cf. [19]), changing $K_1(x)$ to $K_2(x)$ at $t = 0$, corresponding to an inhomogeneous marginal $\langle JJ \rangle$ deformation [78], cf. [45]. For completeness, $v_1(x)$ is also changed to $v_2(x)$. As an example, from (19) with $K_2(x)$ and $v_2(x)$ and using $\langle \rho(y, 0) \rangle = \frac{K(y)}{\pi v(y)} \mu(y)$ and $\langle \rho(y, 0) \rangle = 0$, we obtain $\lim_{t \to \infty} \langle j(x, t) \rangle = \Delta \mu$ for $|x| < \infty$ with $\mu_\pm = \frac{K_\pm(\infty)}{\pi v_0(\infty)} \mu(\infty)$, similar to the nonequilibrium steady current following a homogeneous interaction quench [76].

Conclusions.—We developed an analytical approach to inhomogeneous TLLs (compacted free bosons) with general $v(x)$ and $K(x)$ by mapping the dynamics to inhomogeneous DBdG equations with an effective local gap and solving them exactly. The main results are the exact Green’s functions and scattering matrix, describing the nonequilibrium dynamics and showing the presence of Andreev reflections. These generalize earlier results for conformal interfaces in boundary CFT and universal conductance in quantum wires to general inhomogeneous Luttinger parameter $K(x)$ [compactification radius $R(x) \propto \sqrt{K(x)}$] and relate them to the opening of a local gap in the governing DBdG equations. As an application, we used our approach to study an anyonic CFT with inhomogeneous interactions as a toy model for coupled FQH edges.

One advantage of our solution is its simple description of the late-time dynamics, e.g., following a quantum quench. These results are fully explicit and exhibit a remarkably universal dependence on $v(x)$ and $K(x)$. We also expect our solution to be useful whenever (Dirac-)Bogoliubov-de Gennes-type equations appear. This includes the equations of motion for Majorana-Weyl fermions in [80], which can be shown to lead to (12) with $P_\omega(x)$ generalized to lie in $gl(2, C)$, and it would be interesting to apply our approach for this and other Lie algebras. It would also be interesting to extend to Floquet drives modulating $K(x)$ in time [45, 81–83], generalizing [84–87] for time modulations of $v(x)$. Other future directions include the disordered case of $K(x)$ given by a random function, extending [30], dirty TLLs or quantum wires with noisy leads [88–93], and multicomponent TLLs, cf., e.g., [23, 94].
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SUPPLEMENTAL MATERIAL

Part A contains computational details for the derivation of the Green’s functions in Eqs. (14)–(15) and the transfer and scattering matrices in Eqs. (20) and (21), while Part B analyzes the late-time dynamics, which, among others, leads to the late-time formula for the current in Eq. (19).

Part A: Green’s functions and transfer and scattering matrices

Given \( P_\omega(x) \) in (13), define

\[
\Xi_\omega(x) = \mathcal{X} e^{i \int_x^\infty d\xi P_\omega(\xi)}, \quad \Xi_\omega(x)^{-1} = \mathcal{X} e^{i \int_x^\infty d\xi \sigma P_\omega(\xi)},
\]  

(28)

where, as in the main text, \( \mathcal{X} \) is the transfer matrix. Integrating from some arbitrary \( a \in \mathbb{R} \) to \( x \) yields

\[
\left( \frac{\langle j_+^{(a)}(x, \omega) \rangle}{\langle j_-(a, \omega) \rangle} \right) = \Xi_\omega(x)^{-1} \Xi_\omega(a) \left( \frac{\langle j_+^{(a)}(a, \omega) \rangle}{\langle j_-(a, \omega) \rangle} \right) + \int_a^x dy \, \Xi_\omega(x)^{-1} \Xi_\omega(y) \frac{1}{v(y)} \sigma_3 \left( \frac{\langle j_+(y, 0) \rangle}{\langle j_-(y, 0) \rangle} \right),
\]  

(30)

where if \( a < x \), then \( y < x \) in the second term and

\[
\Xi_\omega(x)^{-1} \Xi_\omega(y) = \mathcal{X} e^{i \int_y^x d\xi P_\omega(\xi)},
\]  

(31a)

while if \( a > x \), then \( y > x \) in the second term and

\[
\Xi_\omega(x)^{-1} \Xi_\omega(y) = \mathcal{X} e^{i \int_x^y d\xi P_\omega(\xi)} = \mathcal{X} e^{i \int_x^y d\xi P_\omega(\xi)}. \quad (31b)
\]

We consider the following two cases:

(i) Suppose \( \langle j_\pm^{(a, 0)} \rangle \) have compact support, consistent with assuming \( \langle j_\pm(\infty, \omega) \rangle = 0 = \langle j_\pm(-\infty, \omega) \rangle \), and set first \( a = -\infty \) and second \( a = \infty \) in (30). Then we obtain

\[
\left( \frac{\langle j_+^{(x, \omega)} \rangle}{\langle j_-(x, \omega) \rangle} \right) = \int_{-\infty}^x dy \, \mathcal{X} e^{i \int_y^x d\xi P_\omega(\xi)} \frac{1}{v(y)} \sigma_3 \left( \frac{\langle j_+(y, 0) \rangle}{\langle j_-(y, 0) \rangle} \right),
\]  

(32a)

and

\[
\left( \frac{\langle j_+^{(x, \omega)} \rangle}{\langle j_-(x, \omega) \rangle} \right) = -\int_x^\infty dy \, \mathcal{X} e^{i \int_y^x d\xi P_\omega(\xi)} \frac{1}{v(y)} \sigma_3 \left( \frac{\langle j_+(y, 0) \rangle}{\langle j_-(y, 0) \rangle} \right),
\]  

(32b)

where we used (31a) and (31b), respectively. As discussed in the main text, the first solution is spatially retarded and the second is spatially advanced, and combining them so that the full result is causal yields (14)–(15). (Simply adding the two solutions would yield a result that contains contributions that propagate both forward and backward in time, while here we are only interested in the solution propagating forward for \( t > 0 \).)

(ii) Suppose \( \langle j_\pm(y, 0) \rangle = 0 \) for \( y \in [x_1, x_2] \) and set \( x = x_2 \) and \( a = x_1 \) in (30). Then we obtain

\[
\left( \frac{\langle j_+^{(x_2, \omega)} \rangle}{\langle j_-(x_2, \omega) \rangle} \right) = \mathcal{X} e^{i \int_{x_1}^{x_2} d\xi P_\omega(\xi)} \left( \frac{\langle j_+(x_1, \omega) \rangle}{\langle j_-(x_1, \omega) \rangle} \right),
\]  

(33)

where we used (31a). This yields (20) by identifying \( \mathcal{X} e^{i \int_{x_1}^{x_2} d\xi P_\omega(\xi)} \) as the transfer matrix \( T_\omega \). Reshuffling the above into

\[
\left( \frac{\langle j_+^{(x_2, \omega)} \rangle}{\langle j_-(x_2, \omega) \rangle} \right) = \left( \begin{array}{cc} T_{++}(\omega) & T_{+-}(\omega) \\ T_{--}(\omega) & T_{-+}(\omega) \end{array} \right) \left( \frac{\langle j_+(x_1, \omega) \rangle}{\langle j_-(x_1, \omega) \rangle} \right) \quad (34)
\]

yields (21) by correspondingly identifying the scattering matrix \( S_\omega \) and using that the properties for \( T_\omega \) stated in the main text imply that \( T_{++}(\omega)T_{--}(\omega) - T_{+-}(\omega)T_{-+}(\omega) = 1 \) and \( T_{++}(\omega) = T_{-+}(\omega) \).
Part B: Late-time dynamics

Recalling that the spatially retarded/advanced Green’s functions are given by
\[ \hat{G}^{0}_{\pm}(x, y; \omega) = \pm \theta(|x - y|) e^{i \omega \tau_{x,y}} \sigma_{3} \]
with \( \tau_{x,y} = \int_{y}^{x} ds \frac{1}{v(s)} \) when \( K(x) \) is constant, it follows from (15) and (16) that
\[ \hat{G}(x, y; \omega) = \pm \theta(|x - y|) \exp \left[ \sum_{n=1}^{\infty} \Omega^{(n)}_{\omega}(x, y; x) \right] e^{i \omega \tau_{x,y} \sigma_{3}} = \exp \left[ \sum_{n=1}^{\infty} \Omega^{(n)}_{\omega}(x, y; x) \right] \hat{G}^{0}_{\pm}(x, y; \omega). \quad (35) \]

Since, on general grounds, the late-time asymptotics is expected to be governed by the Fourier transform at small frequencies, we are motivated to consider
\[ I_{\pm}(x, y; t) = \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} \left( \hat{G}(x, y; \omega) - e^{\Omega^{(1)}_{\omega}(x, y; x)} \hat{G}^{0}_{\pm}(x, y; \omega) \right) e^{-i \omega t} \]
\[ = \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} \left( \exp \left[ \sum_{n=1}^{\infty} \Omega^{(n)}_{\omega}(x, y; x) \right] - T(x, y) \right) \hat{G}^{0}_{\pm}(x, y; \omega) e^{-i \omega t}, \quad (36) \]
where we used that \( e^{\Omega^{(1)}_{\omega}(x, y; x)} = T(x, y) \) given by (18). We seek to show that \( I_{\pm}(x, y; t) \rightarrow 0 \) as \( t \rightarrow \infty \). To this end, rescale \( t \) by replacing it by \( \lambda t \) for some \( \lambda > 0 \) and change the integration variable from \( \omega \) to \( \omega' = \lambda \omega \):
\[ I_{\pm}(x, y; \lambda t) = \int_{-\infty}^{\infty} \frac{d\omega'}{2\pi\lambda} \left( \exp \left[ \sum_{n=1}^{\infty} \Omega^{(n)}_{\omega'/\lambda}(x, y; x) \right] - T(x, y) \right) \hat{G}^{0}_{\pm}(x, y; \omega') e^{-i \omega' t}. \quad (37) \]

Expanding in \( \omega'/\lambda \), we have
\[ \left( \exp \left[ \sum_{n=1}^{\infty} \Omega^{(n)}_{\omega'/\lambda}(x, y; x) \right] - T(x, y) \right) \hat{G}^{0}_{\pm}(x, y; \omega'/\lambda) \]
\[ = \frac{\omega'}{\lambda} \partial_{\omega} \left( \exp \left[ \sum_{n=1}^{\infty} \Omega^{(n)}_{\omega}(x, y; x) \right] - T(x, y) \right) \hat{G}^{0}_{\pm}(x, y; \omega) \bigg|_{\omega=0} + O(\lambda^{-2}) \]
\[ = \pm \frac{\omega'}{\lambda} \theta(|x - y|) \partial_{\omega} \left[ \sum_{n=1}^{\infty} \Omega^{(n)}_{\omega}(x, y; x) \right] \bigg|_{\omega=0} T(x, y) \sigma_{3} + O(\lambda^{-2}) \quad (38) \]
with \( \Omega^{(n)}_{\omega}(x, y; x) \) given by (17). Inserted into (37), this formally implies
\[ I_{\pm}(x, y; \lambda t) = o(\lambda^{-1}), \quad (39) \]
from which the statement on the late-time asymptotics in the main text follows. The result for the current \( j \) in (19) can be obtained by combing this statement with the expression \( j = \sqrt{K(x)} \left( \tilde{j}_{+} + \tilde{j}_{-} \right) \) in terms of \( \tilde{j}_{\pm} \).

As mentioned in the main text, the above can also be verified by instead carrying out a Magnus expansion with \( \omega \) as the small parameter. Those results will be presented elsewhere.