Gazing at crystal balls - Electron backscatter diffraction indexing and cross correlation on a sphere

Ralf Hielscher\textsuperscript{a,}\textsuperscript{*}, Felix Bartel\textsuperscript{a}, Thomas Benjamin Britton\textsuperscript{b}

\textsuperscript{a}Fakultät für Mathematik, Technische Universität Chemnitz, 09107, Chemnitz, Germany  
\textsuperscript{b}Department of Materials, Imperial College London, London, SW7 2AZ, UK

Abstract

We present spherical analysis of electron backscatter diffraction (EBSD) patterns with two new algorithms: (1) pattern indexing utilising a spherical Radon transform and band localisation; (2) pattern indexing with direct spherical cross correlation on the surface of the sphere, with refinement. These new approaches are formally introduced and their accuracies are determined using dynamically simulated patterns. We demonstrate their utility with an experimental dataset obtained from ferritic iron. Our results indicate that analysis of EBSD patterns on the surface of a sphere provides a valuable method of unlocking information from these rich sources of crystallographic data.
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Highlights

1. We present a method to approximate Kikuchi patterns on the surface of a sphere.
2. Our approximations enable spherical Radon transformations for pattern indexing.
3. Cross correlation is performed on the sphere for precise orientation determination.
4. All methods are speed optimized using fast Fourier algorithms on the sphere and the orientation space.
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1. Introduction

Electron backscatter diffraction (EBSD) is a popular microscopy technique used to reveal crystallographic information about materials. Automated, quantitative, robust, and precise interpretation of each electron backscatter pattern (EBSP) has long been a major advantage of the technique [1], especially when compared to other methods, such as transmission electron microscopy (TEM) imaging and until recently [2] with S(canning)TEM based mapping. To advance the EBSD technique further, it is advantageous to improve the quality of the information captured and simultaneously improve how we interpret each pattern. The latter motivates our present work, where we develop the spherical projection formally to formulate a spherical Radon transform and a spherical cross correlation. These two algorithms enable us to index each EBSD pattern automatically (using open source tools) and generate rich microstructure maps.

The majority of existing algorithms tend to focus on interpreting changes in the diffraction pattern using the gnomonic projection, i.e. how the pattern is presented with respect to a flat 2D capturing screen [3]. In this manuscript, we present new algorithms that exploit the fact that the EBSP is generated from a point source and is therefore more properly rendered onto the surface of a sphere [4]. For band localisation and conventional indexing, this is advantageous as the spherical Radon transform accounts for the band shape properly, because bands are parallel edged when rendered as great circles on the surface of a sphere. For the cross correlation method, a spherical matching process reduces template matching to a one-to-one correlation with alignment in SO(3) directly and avoids the need of generating an expansive number of templates in gnomonic projections from a master pattern [5].

The electron backscatter diffraction pattern (EBSP) is generated as electrons enter the sample, scatter and dynamically diffract. For an introduction to conventional EBSD analysis, see the review article by Wilkinson and Britton [11]). In practice, diffracting electrons are captured using a flat screen inserted within the electron microscope chamber. The result of this dynamical diffraction process is the generation of an EBSP that contains bands of raised intensity which are called the "Kikuchi bands". The centre line of each band is a plane that contains the electron source point and is parallel to the diffracting crystal plane. The edges of the bands are two Kossel cones which are conic sections separated by $2\theta$. The dynamical diffraction process is explained in greater detail in the work of Winkelmann et al.
and now provides us high quality simulations that contain significantly crystallographic
information, such as the intensity profile near a zone axes. These simulated patterns more ac-
curately reproduce the intensity distributions found within experimentally captured patterns.
This development has spurred an interest in using these patterns for direct comparison with
experiment to improve robustness and precision, rather than the conventional image based
analysis using the Hough or Radon transforms (the Hough transform is a subset of the Radon
transform).

The Radon transform has been used to render the bands within the EBSP as points within
a transformed space for easy localisation using a computer [7]. In these conventional algo-
rithms, we assume that the bands within the EBSP are near parallel for their localisation
within Radon space and we tend to locate the band centres. This renders localisation of the
bands into the computationally simpler challenge of finding peaks of high intensity within a
sparsely populated space. Unfortunately, within the gnomonic projection the bands are only
approximated to parallel lines and the Radon transform of the gnomonic projection produces
butterfly artefacts which makes precise and robust localisation of the bands challenging. How-
ever, if the bands are presented as rings on the surface of a sphere [4] there is potential to
integrate intensity profiles more precisely. This is advantageous for geometries where there
may be divergence of the bands (e.g. low voltage or where the pattern centre is less central).

To advance our analysis further, peak localisation and indexing may not be needed if we
can efficiently directly compare and match the intensity distributions found within high quality
simulation against our experimental pattern. This can be performed with cross correlation (i.e.
finding a peak in the associated cross correlation function), which underpins template matching
based EBSD analysis, including the "dictionary indexing" method [5] and template matching
approaches [8, 9]. At present, template matching has been performed in the gnomonic frame
where a "master pattern" is re-projected into (gnomonic) detector frame. As we know the
pattern can be represented on the surface of a sphere, we can change this approach to use one
master sphere and best align the orientation of our test crystal by rotation the experimentally
re-projected sphere to best overlap the master sphere (with care with regards to symmetry).

Existing cross correlation methods [10, 5, 8, 9] are performed within the gnomonic pro-
jection of the detector for each measured Kikuchi pattern $P_{ij}$ and this is compared with a
reference pattern $S_{ij}(g)$. The difference in orientation can be measured through obtaining
the optimum cross correlation peak at orientation $g$ until a peak in the correlation factor is observed:

$$C(P, S(g)) = \sum_{ij} P_{ij} S_{ij}(g).$$

For template matching, multiple reference patterns are tested until the best match is found. Sampling is performed with a desired angular resolution (sufficient to find a peak and related to the ultimate angular sensitivity). This is computationally very expensive as the above sum has to be computed for a sufficiently large amount of reference patterns $S_{ij}(g_m), m = 1, \ldots, M$ to have a good estimate of the true orientation of the measured Kikuchi pattern $P_{ij}$. Recently, Foden et al. \cite{8} have presented an alternative approach where use of a FFT-based cross correlation, with a wider and higher contrast correlation peak, is combined with subsequent orientation refinement step to interpolate between library patterns to provide a more computationally efficient method of template matching, but this still involves an expensive gnomonic based library search.

In this work we address this efficiency problem and perform directly on the surface of the sphere which requires only one master sphere to be generated and correlations for all orientations are performed simultaneously. In this paradigm, we can imagine that different orientations would result only a rotation between the test and reference Kikuchi sphere. We can apply a technique that is common in image registration and dates back to Anuta, \cite{11}. Ultimately, the correlation of the measured Kikuchi pattern with all possible shifts of the reference pattern could be computed simultaneously by

$$C = \mathcal{F}^{-1}(\mathcal{F}P \odot \mathcal{F}S)$$

where $\mathcal{F}$ denotes the Fourier transform and $\odot$ the point wise product. Such Fourier based algorithms have approximately square root the complexity as direct algorithms. In the case of plane images it is well known that the correlation image can be efficiently computed by computing the fast Fourier transform of both images, multiplying them and computing the inverse Fourier transform \cite{12} to recover a translation shift between one pattern and another.

The match between two spherical diffraction patterns can be measured through spherical cross correlation resulting in a function on orientation space. The maximum peak of this function directly gives the desired misorientation of the experimental pattern with respect to
the master pattern. In order to speed up the computation of the spherical cross correlation function we apply the same Fourier trick as explained above. In short, we compute spherical Fourier coefficients of the experimental and the master pattern, multiply them and obtain a series representation of the cross correlation function with respect to generalized spherical harmonics. Computation the spherical Fourier coefficients and evaluation of the generalized spherical harmonics is done using the non equispaced Fourier transform (NFFT) which is at the heart of the MTEX toolbox used for texture analysis. The NFFT builds upon significant research generalizing the FFT to non Euclidean domains, e.g. to the sphere, cf. [13, 14], or the orientation space, cf. [15] and to apply them to problems in quantitative texture analysis, cf. [16] [17] [18] [19].

2. Spherical Diffraction Patterns

The advantages of considering Kikuchi pattern as spherical functions have been explained very nicely by Day [4]. For the present method, each point on the surface of our sphere can be modelled as a diffraction vector from our crystal which is located at the centre of the sphere. If we rotate our crystal, the sphere rotates, and therefore our challenge is to either index each band within our sphere or to locate a rotation matrix which rotates one experimental sphere onto a sphere with a reference orientation.

We start development of these algorithms with a high quality dynamical simulation of alpha-Iron (BCC) generated within DynamicS and project this using image interpolation onto the surface of a sphere. This commercial programme uses dynamical theory presented by Wikelmann et al. [6] to calculate the intensity of electrons in the resultant diffraction pattern (with no background contributions).

For an experimental pattern the diffraction sphere is not completely described as the detector does not subtend all diffraction angles. The amount of the sphere subtended is described by the shape, size and detector distance. The gnomonic projection can be used to interpolate a subregion of the sphere and we can use a gnomonic reprojection to go from the screen to the sphere. For our algorithms the gnomonic reprojection can cause two issues: (1) edge effects due to a break in periodicity, which can be resolved by appropriate use of windowing functions; (2) incomplete illumination for all diffraction vectors across the sphere which requires brightness
normalisation when integral transforms are used (e.g. the spherical Radon transform). We will address these in more detail within section 4.

3. Harmonic Approximation on the Sphere

A spherical diffraction pattern contains discrete diffraction intensities $f(\xi_j)$ simulated for diffraction directions $\xi_j$, by a smooth function $f: S^2 \rightarrow \mathbb{R}$. For our algorithms, we are interested in approximating the data by a series expansion

$$f(\xi) = \sum_{n=0}^{N} \sum_{k=-n}^{n} \hat{f}(n,k)Y_n^k(\xi)$$  \hspace{1cm} (3.1)

with respect to so called spherical harmonics $Y_n^k$ which replace the exponential functions in the classical Fourier transform. Similarly to the classical case many properties of the function $f$ can be directly derived from its Fourier coefficients $\hat{f}(n,k)$. If we consider $f$ as an image on the sphere, many image operations, like convolution, rotation or differentiation, can be efficiently described in terms of the Fourier coefficients (see Figure 3.1a).

There exist several methods for determining the coefficients $\hat{f}(n,k)$ in (3.1) from discrete diffraction intensities $f(\xi_j)$. Three of those will be introduced shortly: quadrature, interpolation and approximation.

3.1. Quadrature

The quadrature based approach exploits the fact that the spherical harmonics $Y_n^k$ form an orthonormal basis with respect to the inner product

$$\langle f_1, f_2 \rangle = \int_{S^2} f_1(\xi)\overline{f_2(\xi)} \, d\xi.$$
As a consequence, the expansion coefficients \( \hat{f}(n,k) \) satisfy

\[
\hat{f}(n,k) = \int_{S^2} f(\xi) Y_n^k(\xi) \, d\xi.
\]

Computing this integral numerically is called quadrature and leads to sums of the form

\[
\hat{f}(n,k) \approx \sum_{j=1}^{J} \omega_j f(\xi_j) Y_n^k(\xi_j),
\]

with the quadrature nodes \( \xi_j \in S^2 \) and quadrature weights \( \omega_j \in \mathbb{R} \), \( j = 1, \ldots, J \). The challenge is to find those nodes and weights such that the approximation is as good as possible. Good choices are discussed in [20, 21] and the references therein.

Evaluating the sum (3.2) for \( n = 0, \ldots, N \) and \( k = -n, \ldots, n \) directly would require \( N^2 \cdot J \) numerical operations. Fortunately, this sum can be computed much faster using the nonequispaced fast Fourier transform [22] requiring only \( N^2 \log N + J \) numerical operations.

The key parameter when approximating a spherical function by its harmonic series expansion is the cut-off frequency \( N \). Figure 3.1 illustrates the effect of this cut-off frequency (which limits the frequency based bandwidth) \( N \) when approximating a Kikuchi pattern. We observe that a cut-off frequency of \( N = 128 \) gives sufficient details of a typical pattern.

The advantage of the quadrature based approach is its simplicity. This comes at the cost that the function values of \( f \) have to be known at the specific quadrature nodes \( \xi_j \), which can be true for simulated patterns but will not be true for experimental patterns.

3.2. Interpolation and Approximation

If the function \( f \) to be approximated by a series is known at discrete points \( \xi_j, j = 1, \ldots, J \), i.e., \( f(\xi_j) = f_j \), for which no quadrature rule is known we may compute the expansion coefficients \( \hat{f}(n,k) \) by solving the system of linear equations

\[
\sum_{n=0}^{N} \sum_{k=-n}^{n} \hat{f}(n,k) Y_n^k(\xi_j) = f_j.
\]

It should be noted that this system of linear equations may become ill conditioned, especially in the case that is number of interpolation nodes \( J \) equals the number \( (N+1)^2 \) of coefficients \( \hat{f}(n,k) \). It is therefore recommended to consider the underdetermined or overdetermined problem and solve it using the normal equation of first or second kind, respectively.

Interpolation corresponds to the overdetermined case where the system of equations (3.3) has no unique solution. To restore the uniqueness of the problem we consider the coefficients
solving (3.3) and minimizing some functional \( \varphi(\hat{f}) \) which characterizes the smoothness, for instance a common choices are Sobolev norms of order \( s > 0 \),

\[
\varphi(\hat{f}) = \sum_{n=0}^{N} \sum_{k=-n}^{n} (n + 1)^s \left| \hat{f}(n, k) \right|^2
\]

or total variation. This can be done by solving the normal equation of second kind. See also \cite{23} for more details on the stability of spherical interpolation.

In the case of experimentally measured data it can be easier and more stable to solve an approximation problem instead of an interpolation problem, i.e. we are in the underdetermined case and the system of equations (3.3) must not have any solution. We therefore look for the coefficients \( \hat{f}(n, k) \) which achieve the smallest error

\[
F(\hat{f}) = \sum_{j=1}^{J} \left( \sum_{n=0}^{N} \sum_{k=-n}^{n} \hat{f}(n, k) Y^k_n(\xi_j) - f_j \right)^2 + \lambda \sum_{n=0}^{N} \sum_{k=-n}^{n} (n + 1) \left| \hat{f}(n, k) \right|^2
\]

while decaying to zero quickly. Here the first summand measures the fitting of the approximation in the points \( \xi_j \) and the second summand is the regularization term that measured the smoothness of the function and punishes noise. The weighting between these two terms is accomplished via the parameter \( \lambda \) which is often called regularisation parameter and has to be chosen such that there is balance between these two contradicting terms.

As an example, Figure 3.2 depicts an “experimental” Kikuchi pattern \( 3.2(a) \) together with a quadrature based \( 3.2(b) \) and approximation based \( 3.2(c) \) representation with respect to spherical harmonics. We observe that the approximation based approach leads to severe artefacts close to the detector boundaries. The reason is that harmonic functions are very bad in representing functions with hard jumps. This problem can be significantly relaxed by multiplying the data with filter that generates a smooth decay from the values inside the detector to zero outside the detector. The resulting harmonic approximation is displayed in \( 3.2(d) \).

4. Spherical Radon transform based band detection and indexing

In conventional EBSD indexing the Kikuchi pattern represented in the gnomonic frame is summed up along all straight lines resulting in Radon transform. Since in the Radon transform diffraction bands appears as local extrema they can be found by a peak detection algorithm. A severe problem of this approach is that due to the gnomonic projection bands in the Kikuchi
Figure 3.2 – Spherical approximations of a simulated Kikkuchi pattern at a detector corrupted by noise.
pattern do not appear as straight features but have hyperbolic shape. As a consequence the local extrema are less sharp which negatively effects the accuracy and robustness of this approach. An alternative band analysis method which correctly uses the fact that the parallel bands on the surface of a sphere are well represented as hyperbolic sections in the gnomonic frame is incorporated in the 3D Hough transform [24].

In this section we will make use of the fact that Kikuchi bands on the sphere are great circles and can be efficiently be detected by a spherical Radon transform and its generalizations. Once sufficiently many bands are located the orientation can be determined by conventional indexing algorithms, e.g. with AstroEBSD [25].

4.1. The Spherical Radon Transform

The spherical Radon transform integrates a function on the sphere along all great circles, which is similar to how the ordinary Radon transform (or Hough transform) integrates an image along all lines. Such a great circle \( C \) on the sphere can be described as the set of all points \( \xi \in \mathbb{S}^2 \) that are orthogonal to a given normal vector \( \eta \in \mathbb{S}^2 \), i.e., \( C(\eta) = \{ \xi \in \mathbb{S}^2 | \xi \cdot \eta = 0 \} \). Accordingly the spherical Radon transform

\[
g(\eta) = Rf(\eta) = \int_{C(\eta)} f(\xi) \, d\xi.
\]  

(4.1)

of a spherical function \( f: \mathbb{S}^2 \to \mathbb{R} \) is again a spherical function \( g: \mathbb{S}^2 \to \mathbb{R} \).

The crucial point is now, that the Fourier representation of \( g \) can be computed straight forward from the Fourier coefficients \( \hat{f}(n,k) \) of \( f \), i.e., we have

\[
g(\eta) = \sum_{n=0}^{N} \sum_{k=-n}^{n} P_n(0) \hat{f}(n,k) Y_n^k(\eta),
\]  

(4.2)

where \( P_n \) are the Legendre polynomials. The practical use of this formula is that for computing the Funk transform of a spherical image we do not need to average the pixel values along all great circles but, instead, compute the Fourier coefficients of the spherical image, multiply them with

\[
P_n(0) = \begin{cases} 
(-1)^{n/2} \frac{(n-1)(n-3)\cdots3\cdot1}{n(n-2)\cdots4\cdot2} & \text{if } n \text{ is even} \\
0, & \text{if } n \text{ is odd}
\end{cases}
\]

and apply the spherical Fourier transform which gives us the spherical image of the Funk transform. For an image of \( N \times N \) pixels the later algorithms using the non-equispaced
fast spherical Fourier transform \[14\] is about \( N \) times faster. In Figure 4.1 the spherical Radon transform of the Kikuchi pattern from Figure 3.1 is depicted for different choices of the cutoff frequency \( N \).

Fig. 4.1 shows the spherical Radon transform of the dynamically simulated master pattern from Fig. 3.1. The circular features correspond to the bands in the Kikuchi pattern. As the master pattern is known on the entire sphere its Radon transform covers the whole sphere as well.

4.2. Spherical convolution and band localisation

The brightness and sharpness of the Radon peaks corresponding to each lattice plane is not uniform in Fig. 4.1b which is determined by dynamical diffraction associated with each crystalline lattice plane. We can assess this structure by integrating the spherical diffraction pattern about all rotations \( R_\eta(\omega) \) about the plane normal \( \eta \)

\[
\Phi_{\text{sim}}(\xi) = \int_0^{2\pi} f_{\text{sim}}(R_\eta(\omega)\xi) \, d\omega
\]

within the simulated master pattern \( f_{\text{sim}} \). In case the plane normal \( \eta \) coincides with the z-axis the profile \( \Phi_{\text{sim}} \) is given by the Legendre series

\[
\Phi_{\text{sim}}(\xi) = \sum_{n=0}^{N} \hat{f}_{\text{sim}}(n, 0) P_n(\xi \cdot \eta)
\]

with \( \hat{f}_{\text{sim}}(n, 0) \) being a subset of the Fourier coefficients of \( f_{\text{sim}} \). In the general case of an arbitrary plane normal, it is sufficient to rotate \( f_{\text{sim}} \) such that the plane normal aligns with
the z-axis and to proceed as above. The resulting band profiles for the major bands in cubic materials are depicted in Fig. 4.1.

We use our knowledge of these band profiles to identify peaks within spherical Radon transform of the experimental patterns using spherical convolution

\[ f \ast \Phi(\eta) = \int_{S^2} f(\xi) \Phi(\xi \cdot \eta) \, d\xi. \]  

(4.3)
of the pattern \( f \) with a specific band profile \( \Phi \). The spherical convolution with a band profile can be seen as a generalization of the spherical Radon transform. Indeed, choosing as the band profile \( \Phi = \delta \) the delta distribution the spherical convolution \( f \ast \Phi = R f \) coincides with the spherical Radon transform. Luckily, the convolution \( f \ast \Phi \) can be computed as fast as the spherical Radon transform in Fourier space by the formula

\[ f \ast \Phi(\eta) = \sum_{n=0}^{N} \sum_{k=-n}^{n} \hat{\Phi}(n) \hat{f}(n, k) Y_n^k(\eta) \]  

(4.4)
where \( \hat{\Phi}(n) \) denotes the Legendre coefficients of the band profile \( \Psi \).

In Fig. 4.2(a) and 4.2(b) the spherical convolution of the master pattern with band profiles corresponding to planes (211) and (310) has been plotted. We observe extremely sharp peaks at the corresponding band positions. The other bands are not as pronounced, as they less well match the convolution template. Hence, we use an approximate band profile \( \Psi \) which allows for the reliable detection of all the major bands. Fig. 4.2(c) and 4.2(d) give reasonable choices of such band profiles. In our subsequent analysis we rely on the modified Gaussian band profile

\[ \Psi(\cos \omega) = \exp \left( -\frac{(\omega - 90)^2}{9} \right) - \exp \left( -\frac{(\omega - 93)^2}{4} \right) - \exp \left( -\frac{(\omega - 87)^2}{4} \right) \]  

(4.5)
in 4.2(d) (with an average band width tailored for our accelerating voltage). The spherical convolution of the Kikuchi pattern is a generalization of the butterfly mask [7] and the top hat filter [26] used in conventional Radon/Hough based EBSD.

4.3. Peak Detection

In the conventional Radon/Hough transform approach for band detection in Kikuchi pattern, the numbers of pixels in the Radon transform is approximately the same as in the input
In contrast, when computing the spherical Radon transform according to (4.2) or the spherical convolution by (4.4) such a restriction to a grid of pixels does not exist. Instead, we can evaluate those sums for any normal vector $\eta$. Since, it would be much too time consuming to evaluate (4.2) or (4.4) at an arbitrarily fine grid we propose a simultaneous steepest descent approach to find all local maxima (similar gradient upsampling approaches are commonly used in cross correlation algorithms to refine precision).

The algorithm to find all peaks of a spherical function $g$ is as follows: we start with a set of approximately equispaced points $\eta_m$, $m = 1, \ldots, M$ on the sphere. Then we compute all the gradients $\nabla g(\eta_m)$, $m = 1, \ldots, M$ of $g$ according to the formulae

\[
\begin{align*}
\partial_\rho g(\eta(\theta, \rho)) &= \sum_{n=0}^{N} \sum_{k=-n}^{n} ik\hat{g}(n,k)Y_{nk}(\eta), \\
\partial_\theta g(\eta(\theta, \rho)) &= \sum_{n=0}^{N} \sum_{k=-n}^{n} k\hat{g}(n,k)Y_{nk}(\eta), \\
\nabla g(\eta) &= \frac{1}{\sin \theta} \partial_\rho g(\eta)e_\rho(\eta) + \frac{1}{\sin^2 \theta} \partial_\theta g(\eta)e_\theta(\eta)
\end{align*}
\]

(4.6)

The resolution of Radon/Hough based approaches is a combination of the resolution of the Radon space, the quality of the diffraction patterns, and the number of bands successfully localised and indexed.

---

1The resolution of Radon/Hough based approaches is a combination of the resolution of the Radon space, the quality of the diffraction patterns, and the number of bands successfully localised and indexed.
Figure 4.3 – (a) Spherical projection, with bands identified using the spherical Radon transform overlapped (b) Spherical Radon transform with convolution with the band profile from Fig. 4.2(d). Identified bands as blue squares corresponding to white peaks together with the input plane locations in as yellow circles.

using the fast spherical Fourier transform and maximize $g$ locally along the lines

$$\eta_m^1 = \eta_m + \lambda_m^1 \nabla g(\eta_m).$$

This procedure is iterated and nodes $\eta_m^k$ are found which converge for $k \to \infty$ to the local maxima of the function $g$. During the convergence, several of the nodes $\eta_m^k$ will converge to the same maxima and, hence, can be merged to one node.

An "experimental" pattern (a simulation with added noise) is transformed to the sphere and the spherical Radon transform is applied. Contrast normalisation is applied, to manage the incomplete population of diffraction vectors for the surface of the spherical pattern.

Peaks are localised within this Random transform using convolution with the modified Gaussian profile (Fig. 4.2d) and the localised bands are shown as blue squares.

4.4. Optimising spherical Radon based indexing accuracy

Once a certain number of bands have been detected in the Kikuchi pattern any of the well known indexing algorithms, e.g. [27, 25], can be used for determining the corresponding
orientation. We utilise AstroEBSD \cite{25} and optimise parameters within the spherical Radon transform to improve measurement of crystal orientation as determined by the precision of the localisation of peaks.

To refresh, our spherical Radon based indexing algorithm involves:

1. Project the experimental diffraction pattern onto the surface of a sphere
2. Approximate the discrete pattern by a spherical Fourier series as per equation \((3.1)\).
3. Compute the spherical convolution \((4.4)\) with a suitable band profile in Fourier space.
4. Detect the most pronounced peaks in the spherical convolution and search for their centres.
5. Use an indexing method (e.g. AstroEBSD) to determine the crystal orientation.
6. If needed, this crystal orientation can be transformed into another frame (e.g. from the detector frame to the sample frame).

In step 1, the pattern centre must be known. In step 2, we choose the harmonic cut off frequency \(N\). In step 3, we choose a suitable band profile (which matches the bands expected in our look up table). In step 4, we select the number of iterations and the resolution of the initial search grid is crucial. In step 5, we select the number of bands used for indexing. The number of bands used to index will depend on the population of the look-up-table in the indexing method and the indexing algorithm used. Too few bands will result in mis-indexing (e.g. due to pseudosymmetry). Too many bands will slow down indexing and can cause inaccuracies due to misindexing of plane families. For the indexing BCC-iron aiming to solve for between 8-12 bands is usually reasonable, and therefore we have selected to search for 10 bands here.

To identify bands, we have selected an idealised band profile, calibrated using our master pattern which is the modified Gaussian (presented in \([4.24]\)). For less symmetric crystals, this could be tuned through calculation of the convolution of the idealised band profile with the integrals presented in Fig. \(4.1b\). The performance of our chosen modified Gaussian is shown in \([4.22]\).

Putting everything together and choosing for indexing algorithm AstroEBSD \cite{25} we first verify our method with simulated noisy patterns. We proceed as follows. First we select a random orientation \(O\). Then we dynamically simulate a corresponding Kikuchi pattern with
400 × 300 pixel and add noise as displayed in Fig. 4.3(b). This pattern we use to determine an orientation $\tilde{O}$. Finally, we compute the disorientation between initial orientation $O$ and the computed orientation $\tilde{O}$. Histograms of these disorientation angles for different harmonic cut off degrees $N$ are depicted in Fig. 4.4. We determine mean accuracy of $0.1^\circ$ can be obtained.

In Section 6 we will utilise this indexing algorithm to determine orientations for an experimental data set.

5. Spherical cross correlation based indexing

We have established that experimental and master pattern can be well represented by their harmonic expansion on the sphere and that this representations is useful for band detection. Now we present the use of this representation when computing the cross correlation between an experimental pattern with all possible rotations of a master pattern.

Template matching of EBSD patterns usually employs the following steps:

1. Simulate a dynamical master pattern of all orientation vectors.
2. Select a dense set of orientations $R_m, m = 1, \ldots, M$.
3. Project the master pattern for each orientation a Kikuchi pattern $S_{ij}^m$ at the detector to create a library.
4. For each pattern $S_{ij}^m$ within the library compute the cross correlation

$$C(m) = \sum_{ij} P_{ij} S_{ij}^m$$

with each experimental pattern $P_{ij}$.

5. Select the orientation $R_m$ with the largest cross correlation value $C(m)$ as the indexed orientation.

The main advantage of this template matching based cross correlation approach is that it performs direct matching of all diffraction pattern features through intensity based cross correlation, and does not reduce indexing to a simple "geometry" based problem of localising and indexing the bands. This provides the potential that this method is more robust to noise.

The main disadvantage of the template matching based cross correlation approach is that re-projection of the master pattern for a dense population of orientation space is memory intensive and repeat cross correlation of each experimental pattern with the library is computationally expensive.

Therefore, in this section we transfer the cross correlation based approach to our spherical setting, i.e. we compute the cross correlation \([5.1]\) with respect to smooth functions on the sphere and not pixel by pixel on the detector.

### 5.1. Spherical cross correlation

We start by representing both the simulated pattern as well as the experimental pattern by expansions in spherical harmonics

$$f_{\text{sim}}(h) = \sum_{n=0}^{N} \sum_{k=-n}^{n} \hat{f}_{\text{sim}}(n,k) Y_{n}^{k}(h)$$

$$f_{\text{exp}}(r) = \sum_{n=0}^{N} \sum_{k'=-n}^{n} \hat{f}_{\text{exp}}(n,k') Y_{n}^{k'}(r)$$

as discussed in Section \[3\]. Note, that the simulated pattern $f_{\text{sim}}$ is usually represented with respect to crystal coordinates, while the experimental pattern $f_{\text{exp}}$ is represented with respect to detector coordinates. Let $R$ be the exact crystal orientation of the experimental pattern, i.e., $r = Rh$. Then the basic assumption of the pattern matching approach is that the simulated pattern transformed into the specimen reference frame give a good approximation of the experimental pattern modulo a scaling factor $\alpha$, i.e.

$$f_{\text{exp}}(r) \sim \alpha f_{\text{sim}}(R^{-1}h).$$
The similarity of two spherical functions modulo a rotation $R$ can be measured by the spherical cross correlation, which is defined as the integral of the product of both functions over the entire sphere

$$C(f_{\text{sim}}, f_{\text{exp}})(R) = \int_{S^2} f_{\text{sim}}(R^{-1}r) f_{\text{exp}}(r) \, dr \int_{S^2} f_{\text{sim}}(h) f_{\text{exp}}(Rh) \, dh.$$  (5.4)

In order to evaluate these integrals numerically one could make use of a spherical quadrature rule with nodes $h_n$ and weights $\omega_m$, cf. Sec. 3.1 which leads to the sum

$$C(f_{\text{sim}}, f_{\text{exp}})(R) = \sum_{n=1}^{N} \omega_n f_{\text{sim}}(h_n) f_{\text{exp}}(Rh_n).$$  (5.5)

This sum (Eqn. (5.5)) does not require to precompute and store a dictionary of simulated pattern. Instead it is sufficient to store the simulated pattern $f_{\text{sim}}$ at the quadrature nodes $h_n$ and instead transform each experimental pattern to the sphere. Furthermore, it can be evaluated at arbitrary orientations $R$, i.e, we are not restricted to any grid in the orientation space.

5.2. Fast evaluation of the spherical cross correlation

A critical disadvantage of the template matching approach is its high computational costs. Indeed, evaluating the cross correlation function (5.1) at a dense set of $M$ orientations for patterns with $N^2$ points requires $M \cdot N^2$ numerical operations. Evaluating the spherical cross correlation function (5.5) directly would lead to the same amount of numerical operations. In this section we show how fast Fourier techniques on the orientation space can be exploited to speed up this computation to only $N^3 \log N + M$ numerical operations.

The idea is to use the following important relationship between spherical harmonics $Y^k_n$ and Wigner-D functions $D^{k,k'}_n$, cf. [16],

$$D^{k,k'}_n(R) = \int_{S^2} Y^k_n(Rr) \overline{Y^{k'}_n(r)} \, dr$$

which allows us to rewrite the series expansion of the rotated simulated pattern as

$$f_{\text{sim}}(R^{-1}r) = \sum_{n=0}^{N} \sum_{k=-n}^{n} \sum_{k'=-n}^{n} D^{k,k'}_n(R) \hat{f}_{\text{exp}}(n,k') Y^{k'}_n(r).$$  (5.6)
Inserting the series expansions \((5.3)\) and \((5.6)\) into the correlation integral \((5.4)\) and making use of the orthogonality of the spherical harmonic \(Y_n^k\) we end up with

\[
C(f_{\text{sim}}, f_{\exp})(\mathbf{R}) = \sum_{n=0}^{N} \sum_{k, k' = -n}^{n} \hat{f}_{\text{sim}}(n, k) \hat{f}_{\exp}(n, k') D_n^{k,k'}(\mathbf{R})
\]

\[(5.7)\]

\[
= \sum_{n=0}^{N} \sum_{k, k' = -n}^{n} \hat{C}(n, k, k') D_n^{k,k'}(\mathbf{R})
\]

\[(5.8)\]

where we have set \(\hat{C}(n, k, k') = \hat{f}_{\text{sim}}(n, k) \hat{f}_{\exp}(n, k')\). The latter sum \((5.8)\) is known as the Fourier transform on the rotation group and can be evaluated at \(M\) arbitrary orientations \(\mathbf{R}_m\) using only \(N^3 \log N + M\) numerical operations by the algorithm described in \([15]\).

In order to illustrate our approach we have chosen a random orientation \(\mathbf{R}\) and defined the function \(f_{\exp}(r) = f_{\text{sim}}(\mathbf{R}^{-1}r)\) as a rotated version of our master pattern. In a second step we approximated both pattern by expansions into spherical harmonics up to cut of degree 512. Finally, we calculate the spherical cross correlation function \(C(f_{\text{sim}}, f_{\exp})\) as a function of the misorientation from the initial orientation \(\mathbf{R}\) for different cut off degrees \(N\). The results are depicted in Fig. 5.1a. We observe that a cut off degree \(N = 64\) gives a good localization of the peak position close to the true orientation.

5.3. Correction

In the previous section we have assumed that the test pattern \(f_{\exp}\) is known at the entire sphere. In practice, however, only the projection of the detector back to the sphere is known (as we noted for the band detection approach) and this can cause artefacts in the cross correlation function as depicted in Fig. 5.1a.

Luckily, these artefacts can be computed explicitly as the spherical cross correlation \(C(f_{\text{sim}}, \chi)\) between the simulated Kikuchi pattern on the sphere and the cut off function of the detector region projected to the sphere. The final difference

\[
C(\mathbf{R}) = C(f_{\text{sim}}, f_{\exp}) - \frac{\int_{S^2} f_{\exp}}{\int_{S^2} \chi} C(f_{\text{sim}}, \chi)
\]

\[(5.9)\]

is depicted in [5.1(d)].

5.4. Peak Detection

Peak detection for functions of the form \((5.8)\) can be implemented in a similar manner as explained in Sec. 4.3 for spherical functions since the gradient can again be written as a sum
Figure 5.1 – Spherical cross correlation functions: (a) as a function of harmonic cut off, rotating about the exact orientation; (b) a slice of Euler space showing the presence of a dominant peak (dark red) when compare master pattern with a rotated master pattern; (c) the same slide, with an "experimental" pattern correlated against a spherical master, showing the presence of a peak but distortions for incorrect correlations due to the detector windowing artefact; (d) the corrected cross correlation peak accounting for the windowing artefact.
with respect to Wigner D functions. However, in the present case we are only interested in finding the global maximum (and not many local maxima). This makes it efficient to evaluate the corrected cross correlation function \( C(R_m) \) on a fixed uniformly spaced grid of orientations \( R_m, m = 1, \ldots, M \) with resolution \( \delta^{(1)} \approx 2^\circ \) and choose the orientation \( R_m^* \) with maximum function value \( C(R_m) \). In a second step we chose a local grid around the orientation \( R_m^* \) with radius \( \delta^{(1)} \) and resolution \( \delta^{(2)} \approx 0.1^\circ \) and repeat the calculation. The global resolution needs to be chosen such that no peak falls between the grid point.

### 5.5. Accuracy determination for spherical cross correlation

We perform a numerical experiment to test the accuracy our spherical cross correlation algorithm and optimise crucial parameters such as the harmonic cut off degree \( N \) as well as the resolutions \( \delta^{(1)} \) and \( \delta^{(2)} \) of the global and local search grids:

1. Using our dynamical master pattern, we generate an approximate using a spherical Fourier series \( f_{\text{sim}} \) as described in Section \[3.2\].
2. Generate an "experimental pattern" from the master sphere for a random crystal orientation and detector position.
3. Add Poisson distributed noise to the simulated Kikuchi pattern at the detector.
4. Project the noisy "experimental pattern" back to the sphere, multiply it by the mask \( \varphi \) and approximated the product by a spherical Fourier series \( f_{\text{exp}} \).
5. Evaluate the corrected spherical cross correlation function \( C(R_m) \) between \( f_{\text{sim}} \) and \( f_{\text{exp}} \) at the grid orientations \( R_m \).
6. Determine the grid orientation \( R_m^* \) with the largest cross correlation value.
7. Compute the misorientation angle between the random orientation \( R \) and the indexed orientation \( R_m^* \).

This numerical experiment has been run \( 500 \) times for different choices of the harmonic cut off bandwidth \( N \) and the different resolutions of the search grid \( R_m \). Table \[5.1\] summarises the parameters, the run times and the achieved precision. Full histograms of the misorientation angles are depicted in Figure \[5.2\].

We observe that a global resolution \( \delta^{(1)} = 5^\circ \) is too coarse as leads to about \( 5 \) percent completely missindexed pattern. For all other parameter choices we obtain reasonable angular precision up to \( 0.05^\circ \) with a speed of one pattern per second on an ordinary laptop without any graphic cards support.
Figure 5.2 – Misorientation angle histograms between the “true” random orientation used for simulating the diffraction pattern and the orientation determined by spherical cross correlation. Left histogram fixes harmonic cut off bandwidth $N = 48$ and right histogram $N = 64$. Only the resolution $\delta^{(2)}$ of the refined grid is given. The corresponding resolution of the global grid can be found in Table 5.1.

| cut off $N$ | global search grid | local search grid | speed | precision |
|------------|---------------------|-------------------|-------|-----------|
|            | $\delta^{(1)}$ res. $\delta^{(2)}$ | radius points $M_1$ | radius res. $\delta^{(2)}$ points $M_2$ | pattern/s | median | std |
| 48         | 5° 4958             | 5° 0.4° 9106      | 1.8   | 0.22 4.56 |
| 48         | 2.5° 39565          | 2.5° 0.2° 9128    | 1.5   | 0.15 0.07 |
| 48         | 1.5° 183035         | 1.5° 0.1° 14005   | 1.3   | 0.12 0.06 |
| 48         | 1.5° 183035         | 1.5° 0.05° 112514 | 1.1   | 0.11 0.06 |
| 64         | 2.5° 39565          | 2.5° 0.2° 9128    | 1.4   | 0.11 0.04 |
| 64         | 1.5° 183035         | 1.5° 0.1° 14005   | 1.2   | 0.06 0.03 |
| 64         | 1.5° 183035         | 1.5° 0.05° 112514 | 1.0   | 0.05 0.02 |

Table 5.1 – Indication of computational costs and associated precision for spherical cross correlation. Times are measured on an ordinary laptop.
6. Experimental Demonstration

We test our two spherical algorithms using the demonstration alpha-Iron data set as used in Britton et al. for conventional indexing using a planar Radon transform and the AstroEBSD indexing algorithm. This data can be found on Zenodo. This data consists of a 9130 point EBSD pattern map. The AstroEBSD background correction was used with operations: hot pixel correction; resize to 300 pixels wide; low frequency Gaussian background division (sigma = 4), performed independently on each detector half, circular radius cropping to 0.95 of the pattern width. All peak ID based indexing was performed using the Iron phase file, with the top 10 bands used in indexing. The flat Radon transform based indexing was performed with 1 degree theta resolution and up to 13 peaks were sought. The pattern centre was optimised by searching for the minimum weighted mean angular error using a 10 x 10 grid array. The spherical Radon transform based indexing was performed using the idealised profile given in (4.5). The spherical cross correlation based indexing was performed using the harmonic cut of frequency $N = 64$ and resolutions $\delta^{(1)} = 1.5^\circ$, $\delta^{(2)} = 0.1^\circ$ for the global, respective, local search grid. Results are presented in Fig. 6.1. Orientations for all three methods are reasonably recovered. The smoothness axis-angle plots for the Radon based methods are similar, where the spherical method performs slightly better near grain boundaries. The spherical cross correlation method is significantly more robust near grain boundaries.

7. Discussion

In this proof of concept paper, we demonstrate that spherical transformations can be used to index and cross correlation EBSD patterns. Our examples using dynamical simulations provide an initial accuracy for the spherical Radon transform where we achieve better than 0.1° for a reasonable harmonic cut off and number of bands. This is close to the accuracy achievable for simulated patterns with the 2D Radon transform, and may not be the ultimate accuracy of the spherical Radon approach. Perhaps of more interest for advanced pattern analysis is the potential to extract bands from the pattern using the integration approach. This is similar to integrating along the great circles as originally performed by Day. With this transform, there is potential for the shape and symmetry of bands to explored with a view
Figure 6.1 – Demonstration alpha-Iron data indexed using 2D based Radon transform band localisation and AstroEBSD indexing, spherical Radon transform band localisation and AstroEBSD indexing, and spherical cross correlation. The IPF colour key is with respect to the horizontal axis. The axis-angle colour key is taken with respect to the mean grain orientation and each key has a radius of 5°.
to understanding the asymmetry created either by an improper pattern centre \cite{28}, a subtle changes in the lattice \cite{24}, and band symmetry \cite{29, 30}.

Our examples using spherical cross correlation demonstrate the ultimate resolution is dependant upon the input grid size. However use of a subgrid provides a substantive method to refine the accuracy to be <0.1°. The hierarchical approach shown here is similar to the refinement proposed by Foden et al. \cite{8}.

To demonstrate these algorithms for practical experiments, we have demonstrated using experimental data. Our examples on the iron data set demonstrate that the technique is robust for polycrystalline experimental maps and the data recovered is comparable to alternative analysis approaches.

As this is a proof of concept paper, the algorithms as presented can be improved to increase robustness and speed, for example through an inclusion of symmetry in the spherical transforms (which would reduce the number of Fourier coefficients) and there are numerical algorithm improvements which will likely be made as this algorithm is used more (e.g. restriction of the mathematics to the real domain). We hope this manuscript demonstrates the elegance of the spherical approach, and the curious reader can explore the supplied code to see how this is implemented in practice.

An important assumption of the spherical method is that we know the pattern centre \textit{a priori}. The pattern centre is important for our analysis, as an incorrect pattern centre will introduce a distortion on the rendering of pattern on the sphere and the band edges would no longer be parallel. Computationally it can be expensive to optimise the pattern centre based upon this constraint, but there have been suggestions in the literature that centre on this idea (e.g. the 3D Hough \cite{24} and one of the methods of the BYU group \cite{28} in attempting absolute strain measurement with high resolution EBSD). If we assume that we know, or can measure, the pattern centre with reasonable precision with standard methods (e.g. just using the 2D Radon based pattern centre measurements available within commercial or open source software such as AstroEBSD \cite{25}) then we can perform reprojection reasonably and gain reasonable indexing success which is demonstrated with the example iron data set shown with this work. Perhaps more excitingly, it is likely that the spherical approach will prove useful when less conventional capture geometries are used, as the divergence of the Kossel cones is naturally encoded when the pattern is projected onto the sphere. For instance, it is
well known that this divergence has caused significant problems when indexing transmission Kikuchi patterns when the pattern centre no longer located within the detector screen.

8. Conclusion

We have outlined and demonstrate methods to perform analysis of EBSD patterns in a spherical frame. These include conventional indexing as well as a spherical based cross correlation. The accuracy of these methods, as demonstrated in this concept paper, are typically $< 0.1^\circ$ when using dynamical patterns and work sufficiently well to index patterns obtained within the microscope.

9. Data Statement

The example iron data set can be found on Zenodo (https://doi.org/10.5281/zenodo.1214828). Upon article acceptance the full code for this manuscript will be released to Zenodo.
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