ABSTRACT
The speaker extraction technique seeks to single out the voice of a target speaker from the interfering voices in a speech mixture. Typically an auxiliary reference of the target speaker is used to form voluntary attention. Either a pre-recorded utterance or a synchronized lip movement in a video clip can serve as the auxiliary reference. The use of visual cue is not only feasible, but also effective due to its noise robustness, and becoming popular. However, it is difficult to guarantee that such parallel visual cue is always available in real-world applications where visual occlusion or intermittent communication can occur. In this paper, we study the audio-visual speaker extraction algorithms with intermittent visual cue. We propose a joint speaker extraction and visual embedding inpainting framework to explore the mutual benefits. To encourage the interaction between the two tasks, they are performed alternately with an interlacing structure and optimized jointly. We also propose two types of visual inpainting losses and study our proposed method with two types of popularly used visual embeddings. The experimental results show that we outperform the baseline in terms of signal quality, perceptual quality, and intelligibility.

Index Terms—Cocktail party problem, multi-modal, target speaker extraction, visual occlusions, inpainting

1. INTRODUCTION
Speech is the most natural way of communication between humans. Therefore, the study and development of human-machine interaction systems, such as active speaker detection [1], speaker localization [2], speech recognition [3], lyrics transcription [4], and emotion recognition [5] constitutes an important part in today's research. However, these algorithms are adversely affected by the presence of interference speakers and acoustic noise. Speech separation as well as speaker extraction are techniques to solve those problems.
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With speech separation [6–9], we seek to disentangle the overlapping voices in a given speech mixture into the individual speaker voices in one step. Speaker extraction [10–22] takes a different approach and extracts only the voice of a single target speaker. This method relies on an auxiliary reference that directs the system’s attention towards the target. Examples of such auxiliary references are pre-recorded reference speech [10–12], speech-synchronized video clips [13–17], or content information [18, 19].

Among the auxiliary references for speaker extraction algorithms, lip recording has been shown to be the most direct and informative due to its noise robustness. The TDSE model [14] applies a pre-trained visual speech recognition (VSR) network as a visual encoder to extract viseme-phoneme mapping embeddings that can be used as a cue for the target speaker. The reentry model [15] analyzes the visual-only or audio-visual speech-lip synchronization embeddings as the cue through a self-supervised pre-trained speech-lip synchronization detection network (SLSyn).

In prior studies, lip movement was commonly expected to be visible throughout the entire session. However, the target speaker’s frontal view may not be perfectly visible all the time in everyday conversational situations due to body movement, visual occlusion, or communication interruption. In such cases, the visual reference signal is intermittent. Consequently, this adversely affects those speaker extraction algorithms which rely on visual cues as the reference. In this work, we aim to address the issue of intermittent visual reference in audio-visual speaker extraction.

Related speech enhancement studies [23, 24] propose to switch from an audio-visual variational auto-encoder (VAE) to an audio-only VAE if the visual reference is noisy or missing. For speaker extraction, the VS model [25] learns a speaker embedding during the first pass, when the lip recording is available, and relies only on the speaker embedding to extract the target speaker’s voice during the second pass, when the lip recording is missing. A recent work [26] uses audio features to select relevant visual features in combination with an attention mechanism and a data augmentation strategy in order to address low-resolution, lip-occlusion, and out-of-sync problems altogether. The SEG network [27] avoids the need for lip recordings since it utilizes the co-speech gesture cue from the upper-body video recording as a reference, which is less prone to occlusions.

Instead of discarding the visual reference when the signal is intermittent, the visual inpainting research [28, 29] offers an alternative
Fig. 1. Proposed joint speaker extraction and visual embedding inpainting network (ImagineNET). It consists of a speech encoder, a visual encoder, a visual adapter, \( R \) repeated mask estimators, \( R - 1 \) repeated visual refiners and visual decoders, and a speech decoder. We illustrate the model with \( R = 4 \) here. The symbol \( \otimes \) refers to element-wise multiplication. The lock sign on the visual encoder indicates that its weights have been learned on a pretext task and are fixed during the training of the speaker extraction part. When two arrows merge, we apply the channel-wise frame-level concatenation method as our fusion strategy.

To design a joint speaker extraction and visual embedding inpainting network, named ImagineNET, that makes use of audio-visual complementary information. To encourage the interaction between the audio and visual tasks, they are performed alternately and repeatedly with an interlacing structure. In this way, the estimated intermediate speech contributes to the visual embedding inpainting, while the inpainted visual embedding, in turn, helps to refine the speaker extraction mask. The two tasks are jointly optimized. We study our method with two visual embeddings from VSR pre-trained network [14] or SLSyn pre-trained network [15], respectively. We also analyze two ways of learning visual inpainting, namely reconstruction with mean squared error loss and contrastive predictive coding with InfoNCE loss [30]. The experimental results show that we outperform our baselines in terms of signal quality, perceptual quality, and speech intelligibility.

2. JOINT SPEAKER EXTRACTION AND EMBEDDING INPAINTING NETWORK

2.1. Fundamentals of speaker extraction with visual cue

Let \( x \) be a speech mixture signal that consists of the target speech signal \( s \) and other interference speech signals. The task of target speaker extraction with visual cue is to estimate \( \hat{s} \), which approximates \( s \), under the guidance of the target speaker’s lip recording \( v \).

A time-domain speaker extraction network that utilizes visual cues, such as TDSE [14] and USEV [16], usually consists of five parts: 1) A one-layer convolutional neural network (CNN), called speech encoder, that transforms the raw input mixture waveform \( x \) into a frame-based embedding \( X \). 2) A visual encoder that extracts the visual embedding \( V \) from raw visual input frames \( v \). 3) A visual adapter that adapts \( V \) towards the speaker extraction task. 4) \( R \) repeated mask estimators which refine a mask \( \hat{M} \) that only lets the target speaker’s signal pass in \( X \). 5) A speech decoder that transforms the masked speech \( \hat{S} \) back into a waveform \( \hat{s} \).

2.2. Visual embedding inpainting

State-of-the-art audio-visual speaker extraction algorithms adopt transfer learning methods for the visual encoder part. Commonly, the visual encoder is pre-trained on other tasks, such as face recognition [13], VSR [14], or speech-lip synchronization detection [15]. In this way, the knowledge that has been learned from the pretext task [14] can be re-used and potentially leverage abundant unlabeled in-domain data with self-supervised learning [15]. The weights of the visual encoder are usually fixed during the training of the speaker extraction part. Consequently, we prefer studying the inpainting of the visual embeddings from the pre-trained encoder over the inpainting of raw visual input frames, such that our framework can be generalized to any pre-trained visual encoder.

Given an intermittent lip recording \( \bar{v} \), missing or occluded images within the stream are set to zero signals before passing them into the pre-trained visual encoder. The task of visual embedding inpainting aims to estimate a \( \hat{V} \) that approximates \( V \), in which the latter is the output of the pre-trained visual encoder with the non-intermittent target’s lip recording as the input.

2.3. ImagineNET architecture

Our work is inspired by the success of the reentry model [15], which shows that alternately refinement of the target speaker mask \( M \) and target speaker self-enrollment with an interlacing structure boost the performance of each other.

We propose a joint speaker extraction and visual embedding inpainting network, referred to as ImagineNET, which is shown in Fig. 1. We extend the TDSE network [14, 15] to deal with the intermittent lip recording \( \bar{v} \). More precisely, we introduce an ensemble of \( R - 1 \) visual refiners to gradually refine the visual embedding \( \hat{V}^{r-1} \), where \( r \in [1, \ldots, R - 1] \). The interaction between the visual embedding inpainting and speaker extraction task relies on an interlacing structure between the visual refiners and the mask estimators, in which the output of one is connected to the input of the other, to analyze the complementary information. The output of each visual refiner is passed through a visual decoder to obtain the inpainted visual embedding \( \hat{V} \) in different refinement steps. The visual refiner and visual decoder process every frame of the visual embedding, regardless of whether it is missing in \( \bar{v} \) or not, so that our model does not need the prior knowledge of which frames are missing. Another reason is that the embeddings of the non-missing frames could be adversely affected by the missing frames due to the use of kernel and stride on the time dimension in the pre-trained visual encoder.
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To simplify matters, Fig. 1 does not show that the output of each mask estimator is element-wise multiplied with $X$ and passes through both the speech decoder and speech encoder before feeding into the visual refiner. We share the network’s weights for the speech encoders and speech decoders respectively, but not among the visual decoders, visual refiners, and mask estimators.

We examine our framework on two visual embeddings. The first one is the viseme-phoneme embedding $\text{usfr}_v$ that is extracted by the visual front-end of a VSR network [14]. The second one is the video-only SLSyn embedding $\text{sync}_v$, which is extracted by the visual front-end of the SLSyn network and trained on speech-lip synchronization detection [15].

2.4. Multi-task learning

We propose to jointly optimize the speech extraction and the visual inpainting, to foster the network to learn the interaction between these two tasks. The overall loss $\mathcal{L}_{\text{total}}$ consists of two parts. The first one is given by the scale-invariant signal-to-distortion ratio (SI-SDR) [31] $\mathcal{L}_{\text{SI-SDR}}$ between the extracted speech $\hat{s}$ and the ground truth clean speech $s$. The second one is given by a visual inpainting loss $\mathcal{L}_v$ between the ground truth non-missing visual embedding $V$ and every visual decoder output $V_r^*$, with $r \in [1, ..., R - 1]$.

$$\mathcal{L}_{\text{total}} = \mathcal{L}_{\text{SI-SDR}}(s, \hat{s}) + \gamma \sum_{r=1}^{R-1} \mathcal{L}_v(V_r, V_r^*)$$

where

$$\mathcal{L}_{\text{SI-SDR}}(s, \hat{s}) = -10 \log_{10} \left( \frac{\| s \cdot \hat{s} \|^2}{\| s \|^2} \right)$$

With $\gamma$, we adjust the impact of the visual inpainting loss. We examine two ways of learning visual embedding inpainting, each associated with a different loss function as $\mathcal{L}_v \in \{ \mathcal{L}_{\text{MSE}}, \mathcal{L}_{\text{infoNCE}} \}$.

2.4.1. Reconstruction

Both mean absolute error (MAE) and mean squared error (MSE) losses have been widely used to reconstruct audio signals [32, 33] or images [29, 34, 35]. In our work, we consider the MSE loss to measure the reconstruction quality of missing visual embeddings during training:

$$\mathcal{L}_{\text{MSE}}(V, \hat{V}) = \frac{1}{T} \sum_{t=1}^{T} (V_t - \hat{V}_t)^2$$

where $t \in [1, ..., T]$ and $T$ is the total number of visual embedding frames.

2.4.2. Contrastive predictive coding

Contrastive predictive coding (CPC) [30, 36] is widely used in representation learning to extract embeddings. It applies categorical cross-entropy to identify the positive sample among a set of noise samples, i.e., infoNCE loss [30]. In our experimental design, the positive sample for a missing visual embedding is given by its corresponding ground truth embedding, while the negative or rather noise samples are the non-corresponding ground truth embeddings.

While speaking, our lips have a very high dynamic, which makes the reconstruction challenging when the video stream is missing for some seconds. CPC takes a different approach compared to reconstruction, and maximizes the mutual information between the corresponding decoded visual embeddings and the ground truth visual embeddings. The loss function is formulated as follows:

$$\mathcal{L}_{\text{infoNCE}}(V, \hat{V}) = \sum_{i=1}^{T} -\log \frac{\exp(\hat{V}_i \cdot V_i / \kappa)}{\sum_{j=1}^{T} \exp(\hat{V}_i \cdot V_j / \kappa)}$$

where $\kappa$ is the temperature parameter and set to 0.07, following the paper [36].

3. EXPERIMENTAL SETUP

3.1. Dataset

In our experiments, we follow [15, 20] and use VoxCeleb2-2mix, which is a two-speaker mixtures dataset simulated from the VoxCeleb2 [37] dataset. It consists of 20,000, 5,000, and 3,000 speech mixture utterances for training, validation, and testing, respectively. The target speech is mixed with a random interference speech at a random signal-to-noise ratio (SNR) in a range from -10 dB to 10 dB. The audio sampling rate is 16 kHz and the face track video of the target speaker is provided at 25 frames-per-second (FPS).

We simulate the intermittent visual cue by blacking out the visual signal, starting at a random start frame for a random duration, while keeping the audio signal intact. To put the system on a stress test, the percentage of missing visual frames varies from 0 % to 100 %. This simulates the scenarios in which the face-tracking algorithm fails to detect the presence of the target speaker due to various reasons, such as occlusion or signal interruption.

3.2. Baseline

We use the TDSE architecture [14] for our baseline, which represents the recent advances in utilizing visual cue for speaker extraction. Compared with our proposed ImagineNET, TDSE does not have visual refiner modules, visual decoder modules, and visual inpainting loss. The original implementation of the TDSE network utilizes $\text{usfr}_v$, with a pre-trained VSR network as visual encoder. We implement two TDSE networks with $\text{usfr}_v$ and $\text{sync}_v$, visual embeddings, respectively, in order to form our baselines.

3.3. Implementation details

The network architectures of the speech encoder, mask estimators, and speech decoder follow the original TDSE network [14], while the visual adapter follows the implementation in the reentry model. The visual refiner adopts the TCN structure similar to the mask estimator but with a smaller dilation. The visual decoder consists of several CNN layers.\footnote{The data generation and the ImagineNET model training codes are available at: https://github.com/zexupan/ImagineNET}

Following the original symbol definition for hyperparameters in [6, 14, 15], we set $N, L, B, H, P, X, R$ to 256, 40, 256, 512, 3, 7, and 4 respectively to initialize the ImagineNET. For the TDSE network, we set the hyperparameters in the exact same manner as for ImagineNET, except that we increase $B$ to 384 to raise the model capacity. The total numbers of network parameters are comparable between the ImagineNET (15.8 million) and the TDSE network (16.0 million) if the $\text{usfr}_v$ embedding is used.

We empirically adjust $\gamma$ using the validation dataset with the VSR embedding. We find $\gamma = 1$ to achieve the best SI-SDR result. During training, we use Adam optimizer with an initial learning rate of $10^{-3}$. The learning rate is halved if the best validation loss (BVL) does not improve within six consecutive epochs, and the training stops if the BVL does not improve within ten consecutive epochs.


Table 1. Comparison of our proposed ImagineNET with the baseline TDSE under conditions with (√) or without (✗) partially missing visual reference during training and inference. Different visual embeddings and visual inpainting losses are used.

| System (Sys.) | Model                      | V missing | V embedding | V loss | SI-SDR | SDR    | PESQ  | STOI |
|---------------|----------------------------|-----------|-------------|--------|--------|--------|-------|------|
| 0             | Mixture                    | ✓         | ✓           | -      | -0.09  | 0.00   | 1.886 | 0.632|
| 1             | TDSE                       | ✓         | -           | ✓      | 9.95   | 10.48  | 2.809 | 0.840|
| 2             | ImagineNET                 | ✓         | -           | ✓      | 10.81  | 11.33  | 2.894 | 0.854|
| 3             | ImagineNET                 | ✓         | ✓           | -      | 11.14  | 2.903  | 0.855 |
| 4             | ImagineNET                 | ✓         | -           | ✓      | 9.29   | 9.87   | 2.762 | 0.825|
| 5             | ImagineNET                 | ✓         | ✓           | -      | 9.84   | 10.46  | 2.819 | 0.833|
| 6             | ImagineNET                 | ✓         | ✓           | -      | 9.81   | 10.42  | 2.824 | 0.833|
| 7             | TDSE                       | ✓         | -           | ✓      | 12.39  | 12.77  | 3.023 | 0.885|
| 8             | ImagineNET                 | ✓         | -           | ✓      | 11.99  | 12.38  | 2.988 | 0.881|
| 9             | ImagineNET                 | ✓         | -           | ✓      | 11.88  | 12.30  | 2.991 | 0.878|

4. RESULTS

We use the SI-SDR and signal-to-distortion ratio (SDR) to measure the signal quality of the extracted speech. We also use the perceptual evaluation of speech quality (PESQ) and the short term objective intelligibility (STOI) to evaluate the perceptual quality and intelligibility of the extracted speech. The higher the better for all metrics.

4.1. Comparison with baseline

In Table 1, we compare our ImagineNET with the baseline TDSE network. When \( v_{sr_v} \) is used, ImagineNET (Sys. 2 & 3) outperforms TDSE (Sys. 1) for all evaluation metrics. When \( v_{sync_v} \) is used, ImagineNET (Sys. 5 & 6) outperforms TDSE (Sys. 4) for all evaluation metrics. The ImagineNET trained with InfoNCE loss performs similarly to ImagineNET which is trained with MSE loss for both \( v_{sr_v} \) and \( v_{sync_v} \) embeddings.

In Fig. 2 and 3, we plot the SI-SDR for different percentages of available video frames when \( v_{sr_v} \) and \( v_{sync_v} \) are used, respectively. The plotted average SI-SDR values are for each 5 % interval of available video frames. More precisely, the first point is the average performance for 0-5 %, and the last point is the average performance for 96-100 %. In Fig. 2 when \( v_{sr_v} \) is used, TDSE performs better when only a few video frames are available, but once the percentage of available video frames exceeds 10 %, ImagineNET outperforms TDSE. In Fig. 3 when \( v_{sync_v} \) is used, all systems perform similarly when the amount of available video frames is small, but ImagineNET outperforms the TDSE once the portion of available video frames exceeds 20 %.

The results in Table 1 as well as Fig. 2 and 3 show that the VSR embedding \( v_{sr_v} \) outperforms the visual-only SLSyn embedding \( v_{sync_v} \). It is worth noting that the reentry model originally proposed to use the audio-visual SLSSyn embedding which outperformed the use of \( v_{sr_v} \). However, inpainting audio-visual embeddings is challenging due to the volatile nature of speech signals and, thus, out of the scope of this paper.

4.2. Ablation studies

In Table 1, we compare our ImagineNET with the baseline TDSE when there are no missing video frames during training and inference. The results show that ImagineNET (Sys. 8 & 9) outperforms TDSE (Sys. 7) most of the time, although the improvements are not as high as under conditions with missing visual frames (Sys. 1-6).

In Table 2, we investigate the contribution of the visual inpainting loss in Table 1. Sys. 10 is equal to Sys. 2 except that we set \( \gamma \) to zero, which is equivalent to not using any visual inpainting loss. The results show a drop in performance, highlighting the importance of the visual inpainting loss. In Sys. 11, we do not feed the estimated intermediate speech into every mask refiner in order to study the contribution of the interaction between the two tasks. The performance drops, showing the importance of the interaction between the two tasks.

5. CONCLUSION

We investigated the time-domain speaker extraction algorithm with intermittent visual cue. We proposed to jointly optimize speaker extraction and the visual embedding inpainting to explore the interaction between the two tasks with an interlacing structure. The results on viseme-phoneme mapping and speech-lip synchronization embeddings with both MSE and InfoNCE inpainting loss show that our ImagineNET outperforms the baseline TDSE model. This confirms the design of our method.
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