Supersymmetric solitons in gauged $\mathcal{N} = 8$ supergravity
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Abstract

We consider soliton solutions in AdS$_4$ with a flat slicing and Wilson loops around one cycle. We study the phase structure and find the ground state and identify supersymmetric solutions as a function of the Wilson loops. We work in the context of a scalar field truncation of gauged $\mathcal{N} = 8$ supergravity, where all the dilatons are equal and all the axions vanish in the STU model. In this theory, we construct new soliton solutions parameterized by two Wilson lines. We find that there is a degeneracy of supersymmetric solutions. We also show that, for alternate boundary conditions, there exists a non-supersymmetric soliton solution with energy lower than the supersymmetric one.
1 Introduction and discussion

An interesting aspect of the AdS/CFT correspondence is the study of the possible ground states as a function of the boundary conditions. The first non-trivial example is the AdS soliton of [1], which is conjectured to correspond to the ground state of the theory with a planar boundary, with one direction compactified on a circle with antiperiodic boundary conditions for fermions. In the present paper, we study generalizations of the AdS soliton when we add Wilson loops for gauge fields around the circle.

We will work in the context of asymptotically AdS\(_4\) solutions of a truncation of \(\mathcal{N} = 8\) supergravity. Let us consider a representative of the conformal boundary of a four-dimensional metric as

\[
d s^2_{\text{bound.}} = -dt^2 + d\varphi^2 + dz^2,
\]

where \(\varphi\) is a periodic coordinate. Fermions can be either periodic or anti-periodic around the circle parametrized by \(\varphi\). If fermions are anti-periodic, it is possible to construct an interior solution where the vector \(\partial_\varphi\) has vanishing norm: this is the AdS soliton. One might wonder what happens if extra sources are added to this configuration, like, for instance, a Wilson loop

\[
\Phi_M = \oint A_\varphi \, d\varphi.
\]

In the following, we will consider the case of anti-periodic boundary conditions on the \(\varphi\) circle, but periodic boundary conditions on the \(z\) circle. As we will see, this allows supersymmetric solitons for appropriate choices of Wilson loops; it also has the effect of excluding the possibility of an AdS soliton solution where the \(z\) circle contracts smoothly in the interior. The relevant solutions will then either have both circles non-contractible in the interior, or the \(\varphi\) circle contractible. The latter solutions, which generalise the AdS soliton and can be obtained by double analytic continuation from electrically charged black holes [1–12], are the main focus of our interest.

In the case of the simplest Einstein-Maxwell theory, the configuration has been known for a while [13, 14]. In [12] it was found that some of these configurations are supersymmetric and that, at the supersymmetric point, there are two possible solutions, the soliton and a Poincaré-AdS solution dressed with a constant Wilson loop. In this article, we extend this study to the case of gauged \(\mathcal{N} = 8\) supergravity, and construct solutions of its STU model truncation in which the three dilatons are equal and all axions vanish. In particular, we want to analyse whether the degeneracy of supersymmetric solutions extends to this more general context.

In the pure Einstein-Maxwell case, supersymmetry was obtained for a single value of the source (2) [12]. In the model we study here, there are two Wilson lines, with a one-parameter family of values of the Wilson lines which give supersymmetric solitons. There are also Poincaré-AdS solutions and domain wall solutions dressed by constant
Wilson loops, which satisfy the same boundary conditions.

We observe that for the Poincaré-AdS solutions regularity requires a quantization condition on the Wilson loops which was missed in [12]. This arises from considering the uplift of the configuration to a $M_4 \times S^7$ solution of M theory, where the Wilson loops parametrise a shift on the $S^7$ as we go around the $\varphi$ circle.

For fixed flux boundary conditions, the coexistence of the soliton and the Poincaré-AdS and domain wall solutions leads to a degeneracy of supersymmetric solutions as in [12]. We also consider the alternate boundary condition of fixed currents on the boundary – we will in the sequel refer to these boundary conditions as fixed charge – although this is actually correct only for the Euclidean continuation, as the currents are spacelike in the Lorentzian solution. We find that, for supersymmetry-preserving fixed charge boundary conditions, there are two distinct soliton solutions, leading to a new kind of degeneracy of supersymmetric solutions (the Poincaré-AdS and domain wall solutions do not satisfy these boundary conditions, so there is no degeneracy at fixed charge in the previous case studied in [12]).

Finally, we find that the non-supersymmetric solutions of [12] also satisfy the boundary conditions which give supersymmetric solutions for fixed charge, and one branch of those solutions has lower energy than the supersymmetric solutions. This is surprising as we would expect the supersymmetric solutions to saturate a BPS bound, forbidding the existence of solutions with lower energy. The BPS bound for these alternate boundary conditions has however not been explicitly worked out as far as we are aware. We discuss this result in light of the positive energy theorem [15, 16], which implies that the energy of a supersymmetry preserving solution is lower than the energy of any other solution satisfying the same boundary conditions. We show that our result is not in contradiction with this general property. The central point of the argument is that a necessary condition for the positive energy theorem to apply is the existence, for the non-supersymmetric solution, of an asymptotic Killing spinor which coincides, up to $O(1/r^2)$ terms at radial infinity, with the Killing spinor of the supersymmetric one. Since the latter has antiperiodic boundary conditions along the circle at infinity, in order for the positive energy theorem to apply, the non-supersymmetric solutions should admit an asymptotic Killing spinor with the same property at the boundary. As we shall prove, this is the case only if the charges at infinity have specific values, for which the energy of the non-supersymmetric solution exceeds that of the supersymmetric one. In summary, there is no contradiction with the positive energy theorem if we include among the boundary conditions those applying to the asymptotic Killing spinor.

Another important direction for future work is to find a more general understanding of the degeneracy of the susy solutions. We believe this is a generic feature of such boundary conditions; we intend to provide a general proof in a forthcoming paper.

It is also possible to construct black holes in this theory [17–23] and endow them with Wilson lines along the lines of [24]. This will provide an even more complete phase
The outline of the paper is as follows. In the next Section 2, we review the model under consideration. In Section 3, we present the soliton solutions within this model, and explain their relation to the solutions of [12]. In Section 4, we discuss the solutions with constant fluxes, and explain the quantisation of the flux from demanding a well-behaved action on the $S^7$ factor in the uplift. In Section 5, we find the supersymmetric solutions for both fixed flux and fixed charge boundary conditions. In Section 6, we describe the phase structure for the different boundary conditions, and point out that for supersymmetric fixed charge boundary conditions there are both supersymmetric and non-supersymmetric solutions, with a surprising family of non-supersymmetric solutions of lower energy and free energy than the supersymmetric ones. The consistency of this result with the positive energy theorem for asymptotically AdS solutions is discussed in subsection 6.3.1.

2 The model

We are interested in studying the dilatonic sector of the STU model of the SO(8)-gauged, $\mathcal{N} = 8$ supergravity with action:

$$ S = \frac{1}{2 \kappa} \int d^4 x \sqrt{-g} \left( R - \sum_{i=1}^{3} \frac{\left( \partial \Phi_i \right)^2}{2} + 2 \frac{L^2}{L^2} \cosh \left( \Phi_i \right) - \frac{1}{4} \sum_{i=1}^{4} X_i^{-2} F_i^2 \right), \quad (3) $$

where $F_i$ are two forms, related with gauge fields in the standard way

$$ F_i = -\frac{1}{L} \epsilon_i \left( 4 L^2 \bar{\Delta}^{1/3} \sum_{i=1}^{4} \left( d \mu_i^2 + \mu_i^2 \left( d \varphi_i + \frac{1}{2L} \bar{A}_i \right) \right) \right), \quad (7) $$

and

$$ F_i = d \bar{A}_i, \quad X_i = e^{-\frac{1}{2} \bar{\Delta}, \phi}, \quad \bar{\Phi} = (\Phi_1, \Phi_2, \Phi_3) \quad (4) $$

and

$$ \bar{a}_1 = (1, 1, 1), \quad \bar{a}_2 = (1, -1, -1), \quad \bar{a}_3 = (-1, 1, -1), \quad \bar{a}_4 = (-1, -1, 1). \quad (5) $$

We will be interested in purely magnetic solutions, in which case it is consistent to truncate the axions to zero. The Lagrangian (3) can be obtained from the compactification of eleven dimensional supergravity over the seven sphere with the ansatz [25]

$$ ds_{11}^2 = \bar{\Delta}^{2/3} ds_4^2 + 4 L^2 \bar{\Delta}^{-1/3} \sum_{i=1}^{4} X_i^{-1} \left( d \mu_i^2 + \mu_i^2 \left( d \varphi_i + \frac{1}{2L} \bar{A}_i \right) \right), \quad (6) $$

$$ F = -\frac{1}{L} \epsilon_i \sum_{i=1}^{4} \left( X_i^{-2} \mu_i^2 - \bar{\Delta} X_i \right) + L X_i^{-1} \ast_4 dX_i \wedge d\mu_i - 4 L^2 \sum_{i} X_i^{-2} \mu_i d\mu_i \wedge \left( d \varphi_i + \frac{1}{2L} \bar{A}_i \right) \wedge \ast_4 F_i, \quad (7) $$
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where \( *^4 \) is the Hodge dual with respect to the four-dimensional metric \( ds_4^2 \), \( e_4 \) its volume form and \( F \) is the four-form field strength. The \( \varphi_i \) are \( 2\pi \) periodic angular coordinates parametrizing the four independent rotations on \( S^7 \). We will be interested in considering the higher-dimensional interpretation of some of our solutions using this uplift.

We shall work with a simplified version of this theory, where all dilatons take the same value, the so-called \( T^3 \) model. In this case we set

\[
\Phi_a = \sqrt{\frac{2}{3}} \phi, \quad \bar{F}_1 = \sqrt{2} F^1, \quad \bar{F}_2 = \bar{F}_3 = \bar{F}_4 = \sqrt{\frac{2}{3}} F^2, \tag{8}
\]

to obtain an action of the form:

\[
S = \frac{1}{\kappa} \int d^4x \sqrt{-g} \left( \frac{R}{2} - \frac{1}{2} (\partial \phi)^2 + \frac{3}{L^2} \cosh \left( \frac{\sqrt{2}}{3} \phi \right) - \frac{1}{4} e^{3\sqrt{2}/3} \phi (F^1)^2 - \frac{1}{4} e^{-\sqrt{2}/3} \phi (F^2)^2 \right), \tag{9}
\]

where \( F^A_{\mu \nu} = \partial_\mu A^A_\nu - \partial_\nu A^A_\mu \) (\( A = 1, 2 \)). The field equations read

\[
\partial_\mu \left( e^{3\sqrt{2}/3} \phi \sqrt{-g} F_1^{1 \mu \nu} \right) = 0, \quad \partial_\mu \left( e^{-\sqrt{2}/3} \phi \sqrt{-g} F_2^{2 \mu \nu} \right) = 0, \tag{10}
\]

\[
R_{\mu \nu} - \frac{1}{2} g_{\mu \nu} R = e^{3\sqrt{2}/3} \phi T_1^{1 \mu \nu} + e^{-\sqrt{2}/3} \phi T_2^{2 \mu \nu} + T_\phi, \tag{11}
\]

\[
\partial_\mu \left( \sqrt{-g} g^{\mu \nu} \partial_\nu \phi \right) + \frac{\sqrt{6}}{L^2} \sinh \left( \frac{\sqrt{2}}{3} \phi \right) = \frac{1}{2\sqrt{6}} \left( 3 e^{3\sqrt{2}/3} \phi (F^1)^2 - e^{-\sqrt{2}/3} \phi (F^2)^2 \right), \tag{12}
\]

with

\[
T^A_{\mu \nu} = F^A_\rho \bar{F}^A_\sigma - \frac{1}{4} g_{\mu \nu} F^A_\rho \bar{F}^A_\sigma, \tag{13}
\]

\[
T^\phi_{\mu \nu} = \partial_\mu \phi \partial_\nu \phi + g_{\mu \nu} \left( -\frac{1}{2} (\partial \phi)^2 + \frac{3}{L^2} \cosh \left( \frac{\sqrt{2}}{3} \phi \right) \right) \]
\textbf{T}^3 \textbf{truncation.} The fermionic variations (A.6), once adapted to the T\(^3\) model, read

\[
\delta \Psi_\mu^A = \partial_\mu \epsilon^A + \frac{1}{4} \omega_{\mu}^{ab} \gamma_{ab} \epsilon^A - \frac{1}{2L} \left( \frac{1}{\sqrt{2}} A_{\mu}^1 + \sqrt{\frac{3}{2}} A_{\mu}^2 \right) i (\sigma^2)^A_B \epsilon^B + \frac{1}{8} \left( \frac{3}{2} F_{\nu\rho}^1 e^{\sqrt{\frac{3}{2}} \phi} + \frac{3}{2} F_{\nu\rho}^2 e^{-\sqrt{\frac{3}{2}} \phi} \right) \gamma^{\nu\rho} \gamma_{\mu} \epsilon^{AB} \epsilon^B + \frac{1}{2} W \gamma_{\mu} \delta^{AB} \epsilon^B, \tag{14}
\]

\[
\delta \lambda^A = -\gamma^\mu \partial_\mu \phi \epsilon^A + \frac{1}{2\sqrt{2}} \left( -\sqrt{3} F_{\nu\rho}^1 e^{\sqrt{\frac{3}{2}} \phi} + \frac{1}{\sqrt{2}} F_{\nu\rho}^2 e^{-\sqrt{\frac{3}{2}} \phi} \right) \gamma^{\nu\rho} \epsilon^{AB} \epsilon^B - \frac{1}{2L} \sqrt{\frac{3}{2}} \left( e^{-\sqrt{\frac{3}{2}} \phi} - e^{\sqrt{\frac{3}{2}} \phi} \right) \delta^{AB} \epsilon^B, \tag{15}
\]

where the superpotential explicitly reads

\[
W = e^{-\sqrt{\frac{3}{2}} \phi} + 3 e^{\sqrt{\frac{3}{2}} \phi} \frac{1}{4 L}. \tag{16}
\]

The above expressions coincide with those given in [26] once redefinitions (8) are implemented in the latter.

With reference to the spinor conventions defined in Appendix A, we write the chiral spinors in terms of their real and imaginary parts:

\[
\epsilon^A = \text{Re} \epsilon^A + i \text{Im} \epsilon^A, \tag{17}
\]

and define the following complex spinors:

\[
\chi_R = \text{Re} \epsilon^1 + i \text{Re} \epsilon^2, \quad \chi_I = \text{Im} \epsilon^1 + i \text{Im} \epsilon^2. \tag{18}
\]

As we shall see below, the Killing spinor equations can be written as first-order differential equations in each of them separately. The two, however, are not independent and we can solve the Killing spinor equations in only one of them, for example \(\chi_R\). Indeed, since in our spinor basis \(\epsilon_A = (\epsilon^A)^*\), the Majorana spinors \(\epsilon^A_{(M)}\) read:

\[
\epsilon^A_{(M)} = \epsilon_A + \epsilon^A = 2 \text{Re} \epsilon^A. \tag{19}
\]

The action of \(\gamma^5 = i \gamma^0 \gamma^1 \gamma^2 \gamma^3\) on the above spinors gives

\[
\gamma^5 \epsilon^A_{(M)} = \epsilon_A - \epsilon^A = -2 i \text{Im} \epsilon^A, \tag{20}
\]
so that

\[ \text{Im} \epsilon^A = i \gamma^5 \text{Re} \epsilon^A , \tag{21} \]

and therefore

\[ \chi_I \equiv \text{Im} \epsilon^1 + i \text{Im} \epsilon^2 = i \gamma^5 (\text{Re} \epsilon^1 + i \text{Re} \epsilon^2) = i \gamma^5 \chi_R , \tag{22} \]

expressing the relation between \( \chi_R \) and \( \chi_I \).

Being \( \epsilon^A \) and \( \epsilon_A \) the chiral components of two Majorana spinors, the only freedom we have is to act on the solution by:

\[ \chi_R \rightarrow e^{i\Theta} \chi_R \Rightarrow \chi_I \rightarrow e^{i\Theta} \chi_I , \tag{23} \]

which is the SO(2) symmetry of the solution, this group being the one gauged in the \( \mathcal{N} = 2 \) model. The corresponding transformation on the Weyl spinors \( \epsilon^A \) is:

\[ \epsilon^A = S(\Theta)^A_B \epsilon^B , \quad S(\Theta)^A_B = \begin{pmatrix} \cos(\Theta) & -\sin(\Theta) \\ \sin(\Theta) & \cos(\Theta) \end{pmatrix} . \tag{24} \]

From a solution \( \chi_R \) of the Killing spinor equations, one can extract the corresponding supersymmetry parameters as follows

\[ \epsilon^1_{(M)} = 2 \text{Re} \chi_R , \quad \epsilon^2_{(M)} = 2 \text{Im} \chi_R , \tag{25} \]

and

\[ \epsilon^1 = \frac{(1 - \gamma^5)}{2} \epsilon^1_{(M)} = (1 - \gamma^5) \text{Re} \chi_R , \tag{26} \]

\[ \epsilon^2 = \frac{(1 - \gamma^5)}{2} \epsilon^2_{(M)} = (1 - \gamma^5) \text{Im} \chi_R . \]

The Killing spinor equations for \( \chi_R \) explicitly read

\[ 0 = \partial_\mu \chi_R + \frac{1}{4} \omega_{\mu}^{ab} \gamma_{ab} \chi_R + \frac{i}{2L} \left( \frac{1}{\sqrt{2}} A_\mu^1 + \sqrt{\frac{3}{2}} A_\mu^2 \right) \chi_R - \]

\[ - \frac{i}{8} \left( \frac{1}{\sqrt{2}} F_{\nu\rho}^1 e^{\sqrt{2} \phi} + \sqrt{\frac{3}{2}} F_{\nu\rho}^2 e^{-\sqrt{6} \phi} \right) \gamma^{\nu\rho} \gamma_\mu \chi_R + \frac{1}{2} \mathcal{W} \gamma_\mu \chi_R , \tag{27} \]

\[ 0 = -\gamma^\mu \partial_\mu \phi \chi_R - \frac{i}{2\sqrt{2}} \left( -\frac{3}{2} F_{\nu\rho}^1 e^{\sqrt{2} \phi} + \frac{1}{\sqrt{2}} F_{\nu\rho}^2 e^{-\sqrt{6} \phi} \right) \gamma^{\nu\rho} \chi_R - \]

\[ - \frac{1}{2L} \sqrt{\frac{3}{2}} \left( e^{-\sqrt{2} \phi} e^{+\sqrt{6} \phi} \right) \chi_R . \tag{28} \]
The corresponding conditions on $\chi_I$ are simply obtained by multiplying the above equations by $i\gamma^5$ from the left.

3 Hairy soliton solutions

We can obtain soliton solutions of this theory, which generalize the soliton studied in [27] by including a non-trivial scalar profile. These solutions are double analytic continuations of a particular case of the electrically charged black hole solutions that have been studied in [19, 21, 28]. The charged planar black holes in this theory are a particular case of the charged STU model black holes [25], which oxidize to spinning M2 branes.\(^1\)

The vierbein and matter fields of the hairy soliton configuration can be obtained by means of a double Wick rotation

\[
t \rightarrow i\varphi, \quad \varphi \rightarrow it, \quad Q_A \rightarrow iQ_A,
\]

of the electrically charged planar black hole of [19] for $\nu = -2$ and read

\[
e^0 = \sqrt{\Upsilon(x)} \, dt, \quad e^1 = \sqrt{\Upsilon(x)} \frac{\eta}{f(x)} \, dx, \quad e^2 = \sqrt{\Upsilon(x)} f(x) \, d\varphi, \quad e^3 = \sqrt{\Upsilon(x)} \, dz,
\]

\[
\phi = \sqrt{\frac{3}{2}} \ln(x), \quad A^1 = Q_1 (x^2 - x_0^2) \, d\varphi, \quad A^2 = Q_2 (x^2 - x_0^2) \, d\varphi,
\]

with

\[
\Upsilon(x) = \frac{4L^2 x}{(x^2 - 1)^2 \eta^2}, \quad f(x) = 1 + \frac{\eta^2 (x^2 - 1)^3 (3Q_1^2 - x^2 Q_2^2)}{6L^2 x^2}.
\]

The conformal boundary of the metric is located at $x = 1$, where the conformal factor of the metric has a pole of order 2. We remark that the boundary can be approached from the region with $x > 1$ or from the region where $x < 1$. Therefore, this form for the metric can represent two different spacetimes, one for $x$ in the range $x \in (0,1)$ and the other for $x$ in the range $x \in (1,\infty)$. The solutions with $x < 1$ and $x > 1$ are physically distinguished by the sign of the dilaton.

\(^1\) The STU model [29–31] is a $\mathcal{N} = 2$ supergravity coupled to 3 vector multiplets and characterized, in a suitable symplectic frame, by the prepotential $F_{\text{stu}}(X^A) = -\frac{i}{4} \sqrt{X^0 X^1 X^2 X^3}$, together with symmetric scalar manifold of the form $\mathcal{M}_{\text{stu}} = (\text{SL}(2,\mathbb{R})/\text{SO}(2))^3$ spanned by the three complex scalars $z^i = X^i/X^0$ ($i = 1,2,3$); this model is in turn a consistent truncation of the maximal $\mathcal{N} = 8$ theory in four dimensions with SO(8) gauge group [26,32–34].
The canonical form of an asymptotically locally AdS$_4$ spacetime is achieved with the transformation

$$x = 1 \pm \left( \frac{L^2}{\eta \rho} - \frac{L^6}{8 \eta^3 \rho^3} \right) + \frac{L^8}{8 \eta^4 \rho^4} + O(\rho^{-5}) ,$$

where the choice of sign depends on whether we are considering $x > 1$ or $x < 1$, which yields

$$\Upsilon(x) = \frac{\rho^2}{L^2} + O(\rho^{-2}) ,$$

$$g_{\varphi \varphi} = \Upsilon(x) f(x) = \frac{\rho^2}{L^2} - \frac{\mu}{\rho} + O(\rho^{-2}) ,$$

$$\mu = \mp \frac{4L^2}{3\eta} (3Q_1^2 - Q_2^2) .$$

As we shall see, $\mu$ is proportional to the energy of the configuration. The expansion of the scalar field yields

$$\phi = L^2 \frac{\phi_0}{\rho} + L^4 \frac{\phi_1}{\rho^2} + O(\rho^{-3}) ,$$

where

$$\phi_0 = \pm \sqrt{\frac{6}{2\eta}} , \quad \phi_1 = -\sqrt{\frac{6}{4\eta^2}} .$$

We can regard these solitons as solutions with a boundary condition $\phi_1 = -\frac{1}{\sqrt{6}} \phi_0^2$ for the scalar field, which preserves conformal invariance. This boundary condition involves the cubic boundary counterterm corresponding to the triple-trace deformation, which is required, in the maximal theory, by supersymmetry [35].

We are interested in soliton solutions where the $\varphi$ circle contracts in the interior of the geometry, at some position $x_0$ such that

$$f(x_0) = 0 .$$

If $x_0 < 1$, we have a soliton with $x \in (x_0, 1)$, while if $x_0 > 1$, we have a soliton with $x \in (1, x_0)$.

Regularity of the metric at $x = x_0$ requires $\varphi \in [0, \Delta]$ where

$$\Delta^{-1} = \left. \left| \frac{1}{4\pi \eta} \frac{df}{dx} \right| \right|_{x=x_0} = \left| \frac{\eta (x_0^2 - 1)^2}{4\pi L^2 x_0^3} \left( Q_1^2 (1 + 2 x_0^2) - Q_2^2 x_0^4 \right) \right| .$$

We have normalized the gauge fields to vanish at $f(x_0) = 0$ to ensure their regularity.
Solutions with non-zero charges have net magnetic fluxes at infinity,

\[
\Phi_1^m = \int F^1 = \int A^1 = Q_1 \Delta (1 - x_0^{-2}) \equiv 2\pi L \psi_1, \\
\Phi_2^m = \int F^2 = \int A^2 = Q_2 \Delta (1 - x_0^2) \equiv 2\pi L \psi_2. \tag{41}
\]

The scalar field induces a vev of an operator of conformal dimension one in the dual theory

\[
\langle O \rangle = \phi_0 = \pm \sqrt{6} \frac{\pi x_0 |\psi_1^2 (1 + 2 x_0^2) - \psi_2^2|}{\Delta}, \tag{42}
\]

and the source of the scalar vanishes on these solutions as it turns out to be proportional to \(\phi_1 + \frac{1}{\sqrt{6}} \phi_0^2\). The dual energy momentum tensor is given by [36–39]

\[
\langle T_{tt} \rangle = -\frac{\mu}{2 \kappa L^2}, \quad \langle T_{zz} \rangle = \frac{\mu}{2 \kappa L^2}, \quad \langle T_{\varphi \varphi} \rangle = -\frac{\mu}{\kappa L^2}. \tag{43}
\]

The gauge field gives a vev for the current in the boundary theory [40]

\[
\langle J_{\varphi}^1 \rangle = \frac{\delta S}{\delta A_{\varphi}^1} = -\frac{1}{\kappa} N_\mu e^{\sqrt{2} \phi} F_{1\mu\nu} [h] = \frac{2 Q_1}{\eta \kappa} \delta_{\varphi}^\mu, \tag{44}
\]
\[
\langle J_{\varphi}^2 \rangle = \frac{\delta S}{\delta A_{\varphi}^2} = -\frac{1}{\kappa} N_\mu e^{-\sqrt{2} \phi} F_{2\mu\nu} [h] = -\frac{2 Q_2}{\eta \kappa} \delta_{\varphi}^\mu, \tag{45}
\]

where \(N_\mu\) is the outward pointing normal to the boundary metric \(h_{\mu\nu} = g_{\mu\nu} - N_\mu N_\nu\). The above calculation for the \(J_{\varphi}^\mu\) is valid for the solution at \(x < 1\). Otherwise there is a flip of sign which can be traced back to \(N_\mu\). Note that the currents are proportional to \(Q_\Lambda / \eta\).

### 3.1 Existence of solitons

From the bulk point of view, the solutions are parametrised by \(Q_1\), \(Q_2\) and \(\eta\). It is simple to show that there are solitons for all non-zero values of the parameters. Indeed, non-zero parameters imply \(f(x = 1) = 1\), \(f(+\infty) < 0\) and \(f(0) < 0\), so we must have \(f(x_0) = 0\) for at least one value \(x_0\) in \((0, 1)\) and at least one value in \((1, \infty)\). Thus, there are two soliton solutions, one for \(x \in (x_+, 1)\), where \(x_+\) is the largest root of \(f\) for \(x < 1\), and one for \(x \in (1, x_-)\), where \(x_-\) is the smallest root of \(f\) for \(x > 1\).

From the boundary point of view, however, it is more natural to parameterise solutions in terms of the boundary data we hold fixed: we can consider either fixed fluxes (Wilson loops), holding fixed \(\psi_1\), \(\psi_2\) and the period \(\Delta\), or fixed charges, holding
fixed $Q_1/\eta$, $Q_2/\eta$, and the period $\Delta$.\footnote{More precisely, this is a boundary condition of fixed boundary currents, which is the alternate boundary condition for the bulk gauge fields. We refer to this as fixed charges, although this language is more appropriate for the Euclidean continuation; the currents here are spacelike so they do not correspond to a physical charge density in the Lorentzian solution.} It turns out to be convenient to describe the fixed charge boundary conditions in terms of the rescaled parameters

$$q_1 \equiv \frac{\Delta^2}{4\pi^2 L} \frac{Q_1}{\eta}, \quad q_2 \equiv \frac{\Delta^2}{4\pi^2 L} \frac{Q_2}{\eta}.$$ \hfill (46)

Solitons only exist for a range of values of $\psi_1, \psi_2$ or $q_1, q_2$.

**Fixed fluxes.** In order to study the existence of soliton solutions as functions of the boundary data $\psi_1, \psi_2$ and $\Delta$, we consider the bulk parameters as functions of the boundary data

$$Q_1 = \frac{2\pi L \psi_1}{\Delta (1 - x_0^{-2})}, \quad Q_2 = \frac{2\pi L \psi_2}{\Delta (1 - x_0^{-2})}, \quad \eta = \frac{x_0^{-1} \Delta}{\pi |\psi_1^2 (1 + 2 x_0^2) - \psi_2^2|}.$$ \hfill (47)

Substituting these expressions into $f(x_0)$, we obtain

$$f(x_0) = 1 + \frac{2}{3} \frac{3 (1 - x_0^2)^2 \psi_1^2 - (1 - x_0^2) (3 \psi_1^2 - \psi_2^2)}{x_0^2 (2 (1 - x_0^2) \psi_1^2 - (3 \psi_1^2 - \psi_2^2))^2}.$$ \hfill (48)

The solitons are thus parametrised by $x_0$ satisfying\footnote{To obtain this expression we multiplied out the denominator in the second term in $f$. This denominator is non-vanishing on the solution $x_0$ unless the numerator also vanishes, which only happens if $3 \psi_1^2 - \psi_2^2 = 0$; we will discuss this case in the next subsection.}

$$P(x_0) = 4 \psi_1^4 x_0^6 + 2 \psi_1^2 (2 \psi_1^2 - 2 \psi_2^2 + 1) x_0^4 + \left( \psi_1^4 + \psi_2^4 - 2 \psi_1^2 \psi_2^2 - 2 \psi_1^2 - \frac{2}{3} \psi_2^2 \right) x_0^2 + \frac{2}{3} \psi_2^2 = 0.$$ \hfill (49)

This is a cubic equation for $x_0^2$ and therefore there are at most three different solutions. In fact, $P(x_0)$ is positive at large $x_0$, $P(x_0 = 1) = (3 \psi_1^2 - \psi_2^2)^2$ and $P(x_0 = 0) = \frac{2}{3} \psi_2^2$, so the cubic has either two or no roots for $x_0 > 0$. If it has two roots they are either both at $x > 1$ or both at $x < 1$.\footnote{This is consistent with the earlier analysis for fixed bulk parameters, since here a change the root also changes the values of the bulk parameters through (47).} The boundary between two roots and no roots occurs where $P(x_0)$ has a double root; solving $P(x_0) = 0$ and $dP/dx_0 = 0$, we find that the boundary is given by

$$36 \psi_1^6 - 36 \psi_1^6 + 108 \psi_1^4 \psi_2^2 - 108 \psi_1^2 \psi_2^4 - 141 \psi_1^4 - 258 \psi_1^2 \psi_2^2 + 75 \psi_1^4 + 132 \psi_1^2 - 52 \psi_2^2 + 12 = 0.$$ \hfill (50)

As (49) is a simple cubic equation for $x_0^2$, we have been able to solve it analytically and find that indeed there are two real roots characterizing two solutions, this can be
found in the Appendix B. Hence we see that, as happens in the Einstein-Maxwell system \cite{12, 14}, there is a range of parameters where there are two different soliton solutions, which coalesce at the boundary of the parameter range.

**Fixed charges.** For fixed charges the situation is more intricate. We determine $\eta$ by

$$\eta = \frac{3}{2 \pi} \Delta \frac{|x_0^4 q_2^2 - 2 x_0^2 q_1^2 - q_1^2|}{x_0 (x_0^2 - 1) (x_0^2 q_2^2 - 3 q_1^2)^3}.$$  \hspace{1cm} (51)

and the polynomial to be solved is

$$f(x_0) = 1 + \frac{(x_0^4 q_2^2 - 2 x_0^2 q_1^2 - q_1^2)^4}{x_0^6 (x_0^2 - 1) (3 q_1^2 - q_2^2 x_0^2)^3} \frac{3^3}{2} = 0.$$  \hspace{1cm} (52)

This polynomial is of order 8 in $x_0^2$. We find that by setting

$$q_2^2 = \frac{2}{2^7} \frac{(x_0^2 - 1)}{x_0^4} \lambda^3 + q_1^2 \frac{(1 + 2 x_0^2)}{x_0^4},$$  \hspace{1cm} (53)

all the dependence on $x_0^2$ drops out from (52). One is thus left with four quadratic equations for $x_0^2$ of the form (53), one for each value of the parameter $\lambda^3$ given by

$$8 \lambda^9 (\lambda^2 - 1)(\lambda^2 + \lambda + 1) + 4 \times 3^4 q_1^2 \lambda^6 - 2 \times 3^7 q_1^4 \lambda^3 + 3^9 q_1^6 = 0.$$  \hspace{1cm} (54)

We can also view this equation as a cubic for $q_1^2$, with three solutions

$$q_1^2 = \frac{2}{3^3} \left( \lambda^3 - \lambda^4 e^{\frac{2\pi}{3} k} \right),$$  \hspace{1cm} (55)

with $k = 0, 1, 2$. Real solutions exists only for $k = 0$. Thus, for given $q_1, q_2$, we can determine $\lambda$ from $q_1^2 = \frac{2}{3^3} (\lambda^3 - \lambda^4)$ and then determine $x_0$ from (53).

The number of solitons that might exists for every value of the parameters $(q_1^2, q_2^2)$ is not obvious. We find that there could be between zero and four solutions, as can be seen from the plots of the roots in Figures 1 and 2. The analysis of the supersymmetric cases is much more simple and we found that there are 2 supersymmetric solitons for the same boundary conditions, both solutions featuring the same energy and free energy.

In Figure 1 it is possible to see that, for this region of the phase space, there are two solitons at low $q_1$ and there could be four solitons for larger values of $q_1$. The supersymmetric configurations are embedded in the region of the phase space where there are four solitons. In Figure 2 we show a region of the phase space where the structure of the roots seems to be different but the number of solutions is the same, and again there are two supersymmetric configurations. Let us remark that the structure of the solution space is actually very different than for pure Einstein-Maxwell-AdS system, where there are only two solitons at each value of the charge \cite{12}. 
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Figure 1: The square $x_0^2$ of the roots of (52) in the $y$-axis vs. the "rescaled charge" $q_1$ in the $x$-axis. The blue line shows the location of the supersymmetric solitons, where $q_2$ is determined as a function of $q_1$ by $q_2 = -\sqrt{3} q_1$ (see Section 5). The red and black lines are the roots of (53) plotted for fixed $q_2 = -0.1$. The green line indicates the value of $q_1$ that satisfies the susy condition $q_1 = -\frac{1}{\sqrt{3}} q_2$ at $q_2 = -0.1$. As expected, this intersects the red and black lines where they intersect the blue line: these are the supersymmetric solitons for fixed $q_2 = -0.1$. There is also an intersection at $x_0 = 1$, where also the black and red roots intersect; we will see below that this corresponds to non-supersymmetric solutions with zero scalar.
Figure 2: The square $x_0^2$ of the roots of (52) in the $y$-axis vs. the “rescaled charge” $q_1$ in the $x$-axis. The blue line is the same as in the previous plot - it shows the location of the supersymmetric solitons, where $q_2$ is determined as a function of $q_1$ by $q_2 = -\sqrt{3} q_1$ (see Section 5). The red and black lines are the roots of (53) plotted for fixed $q_2 = -0.14$. We see that for this value of $q_2$, there is both a lower and an upper bound on $q_1$ for the existence of solitons. The green line indicates the value of $q_1$ that satisfies the susy condition $q_1 = -\frac{1}{\sqrt{3}} q_2$ at $q_2 = -0.14$. As expected, this intersects the red and black lines where they intersect the blue line: these are the supersymmetric solitons for fixed $q_2 = -0.14$. There is also an intersection at $x_0 = 1$, where also the black and red roots intersect; we will see below that this corresponds to non-supersymmetric solutions with zero scalar.

3.2 Relation to earlier solutions

In [12], solutions were found in a theory with a single gauge field, obtained by compactification from $D = 11$ supergravity setting $\tilde{A}_i = \frac{1}{2} A$ ($i = 1, \ldots, 4$) and $\Phi_a = 0$ ($a = 1, 2, 3$). The theory we have considered here thus reduces to the theory studied
there if we set $A_1 = \frac{1}{\sqrt{3}} A^2 = \frac{1}{2 \sqrt{2}} A$ and $\phi = 0$.

We would like to understand the relation between the solutions obtained here and the solutions in [12]. This is complicated by the fact that the coordinate system adopted here is adapted to the scalar field, and that the functional form of $A_1$ and $A^2$ is different.

Suppose we make the change of coordinates

$$x^0 = 1 - \frac{\alpha}{r}, \quad (56)$$

so that the boundary lies at $r \to \infty$, and $\alpha$ is a parameter to be determined. We also define $r_0$ by

$$x^0_0 = 1 - \frac{\alpha}{r_0}. \quad (57)$$

Then, the vierbein and matter fields are

$$e^0 = \sqrt{\Upsilon(r)} \, dt, \quad e^1 = \sqrt{\Upsilon(r)} \frac{\alpha \eta}{2 r^{3/2} (r - \alpha)^{1/2}} \, dr, \quad e^2 = \sqrt{\Upsilon(r)} \, f(r) \, d\varphi, \quad e^3 = \sqrt{\Upsilon(r)} \, dz,$$

$$\phi = \sqrt{\frac{3}{8}} \ln \left(1 - \frac{\alpha}{r}\right), \quad A^1 = \frac{Q_1 \alpha \left(\frac{1}{r} - \frac{1}{r_0}\right)}{(1 - \frac{2}{r})(1 - \frac{\alpha}{r_0})} \, d\varphi, \quad A^2 = -Q_2 \alpha \left(\frac{1}{r} - \frac{1}{r_0}\right) \, d\varphi,$$

with

$$\Upsilon(r) = \frac{4 L^2 \sqrt{1 - \frac{\alpha^2}{r^2}}}{\alpha^2 \eta^2}, \quad f(r) = 1 - \frac{\eta^2 \alpha^3}{6 L^2 r^3} \frac{3 (3 Q_1^2 - Q_2^2 + Q_2^2 \frac{\alpha}{r})}{(1 - \frac{\alpha}{r})}. \quad (59)$$

We see that we would obtain a vanishing scalar and the same functional form for $A^1$ and $A^2$ by taking $\alpha \to 0$, but this seems like a singular limit. However, we can obtain a well-behaved solution in this limit by scaling the parameters of the solution appropriately. If we take $\eta \to \infty$ with $\eta \alpha$ fixed, the vierbein has a finite limit and $\Upsilon \to \frac{4 L^2 \eta^2}{\alpha^2 \eta^2}$. Let’s choose coordinates so that $\eta \alpha \to 2 L^2$ in the limit, so that $\Upsilon \to \frac{r^2}{L^2}$, reproducing the usual form. Now recall that the boundary currents are proportional to $\tilde{Q}_1 = Q_1/\eta$, $\tilde{Q}_2 = -Q_2/\eta$, so the physical limit with fixed vevs is $\eta \to \infty$, holding $\tilde{Q}_1$, $\tilde{Q}_2$ fixed.

There is a final problem in $f(r)$, where, in order to make the second term finite in the limit, we must take $3 \tilde{Q}_1^2 - \tilde{Q}_2^2 \to 0$, with $\mu = \frac{4 \eta L^2}{3}(3 \tilde{Q}_1^2 - \tilde{Q}_2^2)$ fixed. This is the expected limit where we set the two gauge fields equal. Indeed, this limit gives

$$\phi = 0, \quad A^1 = \frac{1}{\sqrt{3}} A^2 = 2 L^2 \tilde{Q}_1 \left(\frac{1}{r} - \frac{1}{r_0}\right) \, d\varphi,$$
and

\[ e^0 = \frac{r}{L} \, dt, \quad e^1 = \frac{dr}{\sqrt{f_0(r)}}, \quad e^2 = \sqrt{f_0(r)} \, d\varphi, \quad e^3 = \frac{r}{L} \, dz, \]  

(61)

with

\[ f_0(r) = \frac{r^2}{L^2} \frac{\mathcal{Q}^2}{\mathcal{Q}}(r) = \frac{r^2}{L^2} - \mu \frac{r}{r^2} - \frac{8 L^4 \tilde{Q}_1^2}{r^2}, \]  

(62)

which matches the solution in [12] with \( Q = 2\sqrt{2} L^2 \tilde{Q}_1 \). Thus, as expected, the solutions in [12] arise as limit of the solutions considered here, when we choose parameters such that the scalar field vanishes and the gauge fields are equal.

We are interested in studying the set of solitons obtained as a function of the boundary conditions. In particular, one might wonder whether it is possible to find new hairy configurations, from our more general model, satisfying the same boundary conditions as the previous solutions.

For fixed flux boundary conditions, the previous solutions satisfy boundary conditions with \( 3 \psi_1^2 = \psi_2^2 \), see (60). With the latter condition, the polynomial (49) becomes

\[ P(x_0) = 2 \psi_1^2 (1 - x_0^2)^2 \left( 1 + 2 \psi_1^2 x_0^2 \right), \]  

(63)

so it seems that the only real solution is \( x_0 = 1 \). Thus, as \( 3 \psi_1^2 - \psi_2^2 \to 0 \), we need \( x_0 \to 1 \), which is achieved by taking the limit \( \eta \to \infty \) in which these solutions reduce to the previous solutions. That is, the only solutions with these boundary conditions are the ones with \( \phi = 0 \) obtained previously.

The above conclusion is correct, but is worth to analyse this limit slightly more carefully, as there is a subtlety in the relation between \( f(x_0) \) and \( P(x_0) \). As previously noted, \( P \) is obtained from \( f \) by multiplying out the denominator in the second term in (48), but when \( 3 \psi_1^2 - \psi_2^2 = 0 \) and \( x_0 = 1 \) this denominator vanishes, so we should be more careful about this operation. First, we set \( 3 \psi_1^2 - \psi_2^2 = \epsilon \psi_1^2 \) and \( x_0^2 = 1 - \epsilon y_0 \). Then, as \( \epsilon \to 0 \),

\[ f(y_0) = 1 + \frac{2}{3 \psi_1^2} \frac{3 y_0^2 - y_0}{(2 y_0 - 1)^2}. \]  

(64)

This indeed has two solutions for \( y_0 \), when \( \psi_1 < \frac{1}{\sqrt{6}} \). We also see that, as \( \epsilon \to 0 \) for fixed \( \Delta, \eta \to \infty \) with fixed \( \tilde{Q}_1, \tilde{Q}_2 \), so we are in the limit where the solutions here reduce to the solutions of [12]. Thus, for the boundary conditions with fixed flux and \( 3 \psi_1^2 = \psi_2^2 \), the only soliton solutions are the ones found in [12].

For fixed charge, the situation is more interesting. Expressing \( f \) in terms of the charge parameters \( q_1, q_2 \), we have

\[ f(x_0) = 1 - \frac{3^3}{2} \frac{\left( q_2^2 - 3 q_1^2 - 2 (1 - x_0^2) \left( q_2^2 - q_1^2 \right) + (1 - x_0^2)^2 q_2^2 \right)^4}{x_0^6 (1 - x_0^2) \left( 3 q_1^2 - q_2^2 + q_2^2 (1 - x_0^2) \right)^3}, \]  

(65)
and
\[
\eta = \frac{3\Delta}{2\pi} \left| \left( q_2^2 - 3q_1^2 \right) - 2 \left( 1 - x_0^2 \right) \left( q_2^2 - q_1^2 \right) + \left( 1 - x_0^2 \right)^2 q_2^2 \right| \frac{x_0}{\delta_0^2 \left( 3q_1^2 - q_2^2 + q_3^2 \left( 1 - x_0^2 \right) \right)}. \quad (66)
\]

The solutions of [12] satisfy the boundary conditions for \( q_2^2 = 3q_1^2 \), and can be obtained from these solutions again by scaling \( x_0 \rightarrow 1 \) as \( q_2^2 - 3q_1^2 \rightarrow 0 \). But in this case there are also solutions with \( q_2^2 - 3q_1^2 = 0 \) for \( x_0 \neq 1 \), setting
\[
f(x_0) = 1 - \frac{q_1^2}{2x_0^6} \left( 1 + 3x_0^2 \right)^4 = 0,
\]
and
\[
\eta = \frac{\Delta}{2\pi} \frac{1 + 3x_0^2}{x_0 \left( 1 - x_0^2 \right)}. \quad (68)
\]

Indeed, for \( q_1 = -\frac{1}{\sqrt{3}} q_2 \), these are the supersymmetric solutions which are the main focus of our subsequent interests.

Thus, for the boundary conditions in the fixed charge case, we have both the supersymmetric hairy solutions and the solutions with \( \phi = 0 \) obtained in [12]. The latter are not supersymmetric, except at the maximum value of the period \( \Delta \). These non-supersymmetric solutions correspond to the additional intersection of the green line with the red and black lines at \( x_0 = 1 \) in the plots in Figures 1 and 2.

At the maximum value of \( \Delta \), when the previous solutions become supersymmetric, they coincide with the supersymmetric hairy solitons found there. In [12], it was found that fixed charge boundary conditions gave the supersymmetric solution for \( \Delta \varphi = \pi \sqrt{\frac{L^2}{Q}} \). As \( Q = 2\sqrt{2} L^2 \tilde{Q}_1 \), this corresponds to \( \Delta = \pi \sqrt{\frac{\eta \tilde{L}}{2\sqrt{2} \tilde{Q}_1}} \), which gives \( q_1 = \frac{1}{8\sqrt{2}} \), where the only real solution of \( f(x_0) = 0 \) is \( x_0^2 = 1 \), implying \( \eta \rightarrow \infty \), so that we are again in the limit where these solutions reduce to the previous ones. This is illustrated in Figure 6.

4 Constant flux solutions

In addition to these soliton configurations, for the fixed flux boundary conditions, we can obtain a solution satisfying the latter by adding constant Wilson lines to a simple background. As in [12], we can obtain such solutions by adding the Wilson lines to Poincaré-AdS.

There is now an additional possibility: we can take domain wall solutions with a non-trivial scalar profile and add Wilson lines. The relevant planar domain walls can be obtained from our general solution by setting \( Q_1 = Q_2 = 0 \). We then have \( f(x) = 1 \), and the \( \varphi \) circle is non-contractible in the interior of the spacetime, but the solution still has a non-trivial scalar profile. The domain wall can be obtained as a limit of the solutions originally obtained in [25]. The domain wall configurations have a curvature singularity at \( x = 0 \), where the dilaton blows up, and the classical gravity description
will break down. Both Poincaré-AdS and the domain wall would be supersymmetric solutions if we had periodic boundary conditions on the $\varphi$ circle and no flux.

Both Poincaré-AdS and the domain wall have vanishing gauge field strengths, but they can be made to satisfy the fixed flux boundary conditions by adding constant Wilson lines around the $\varphi$ circle,

$$A^1 = \frac{2\pi L \psi_1}{\Delta}, \quad A^2 = \frac{2\pi L \psi_2}{\Delta}. \quad (69)$$

These imply that we have a shift on the $S^7$ as we go around the $\varphi$ circle.

### 4.1 Quantization of fluxes

A point that was missed in [12] is that these fluxes must be quantized to make the Poincaré-AdS solution regular everywhere. Poincaré-AdS has a coordinate singularity on the horizon at $z = \infty$ in the standard coordinates, where the metric is

$$ds^2 = \frac{L^2}{z^2} (dz^2 + dy^a dy_a). \quad (70)$$

To satisfy our boundary conditions, we must periodically identify one of the boundary coordinates. This quotient of AdS has fixed points, which lie in the horizon at $z = \infty$.

To identify the fixed points, it is convenient to embed AdS in a higher dimensional spacetime with signature $(-, -, +, +, +)$, with the constraint

$$-(X^{-1})^2 + X^a X_a + (X^3)^2 = -L^2. \quad (71)$$

The higher dimensional embedding coordinates are related to the Poincaré coordinates by

$$X^{-1} = \frac{1}{2z} (z^2 + L^2 + y^a y_a), \quad X^a = \frac{L y^a}{z}, \quad X^3 = \frac{1}{2z} (z^2 - L^2 + y^a y_a), \quad (72)$$

with $a = 0, 1, 2$ and $\eta_{ab} = (-, +, +)$.

Suppose we pick $y^1$ to be periodic. In terms of the embedding coordinates we have

$$\frac{\partial}{\partial y^1} = L^{-1} (X^{-1} - X^3) \frac{\partial}{\partial X^1} + L^{-1} X^1 \left( \frac{\partial}{\partial X^{-1}} + \frac{\partial}{\partial X^3} \right), \quad (73)$$

so the Killing vector has fixed points when $X^{-1} - X^3 = 0$ and $X^1 = 0$ (the former corresponds to $z = \infty$ in the Poincaré coordinates). If we simply made a periodic identification in $y^1$, we would have singularities at these fixed points. Since we have added Wilson lines, the identification in $y^1$ is made with a shift on the $S^7$. The identification

\[5\] Note that the $z$ coordinate here is unrelated to the one appearing in our soliton solutions earlier; $z$ here is a radial coordinate analogous to $x$ earlier, but with the boundary at $z = 0$. 

19
is then freely acting on AdS$_4 \times S^7$. At the fixed points of the action on AdS$_4$, we have a quotient of the sphere generated by

$$\tilde{\varphi}_1 \sim \tilde{\varphi}_1 + 2\pi \frac{\psi_1}{\sqrt{2}}, \quad \tilde{\varphi}_{i \neq 1} \sim \tilde{\varphi}_{i \neq 1} + 2\pi \frac{\psi_2}{\sqrt{6}}. \quad (74)$$

This seems to lead to a completely regular solution. A formal discussion of this identification is given in Appendix C.

However, the point which was missed in [12] is that the coordinates $\varphi_i$ are $2\pi$ periodic on the sphere, so for the quotient to be well-behaved we need this identification to involve shifts in $\varphi_i$ which are rational multiples of $2\pi$. That is, we have Poincaré-AdS solutions for the fixed flux boundary conditions when $\psi_1/\sqrt{2}, \psi_2/\sqrt{6}$ are rational numbers. The somewhat surprising consequence is that these solutions exist only for a dense subset of the possible fixed flux boundary conditions.

Formally, we can apply a similar analysis to the domain wall solution. The periodicity in the $\varphi$ direction is imposed by an appropriate identification on the domain wall, and the presence of the Wilson lines implies that this identification involves a shift on the sphere. The identification on the domain wall has fixed points at $x = 0$, where we have a quotient on the sphere, and imposing regularity of this quotient would restrict us to rational fluxes. However, in the case of the domain wall, the solution is already singular at $x = 0$ because of a divergence in the dilaton, so it is not clear whether it is necessary to impose regularity of the quotient of the sphere for this case.

### 5 Supersymmetric solutions

The solutions will preserve some supersymmetry when

$$Q_1 = -\frac{1}{\sqrt{3}} Q_2 \quad \Rightarrow \quad \mu = 0, \quad (75)$$

as can be obtained by explicitly constructing the Killing spinors.$^6$ In this case the metric function $f(x)$ drastically simplifies, giving

$$f(x) = 1 - \left(\frac{x^2 - 1}{x^2}\right)^4 \frac{\eta^2 Q_2^2}{6 L^2}, \quad (76)$$

---

$^6$Note that supersymmetry implies the vanishing of the energy parameter $\mu$ (see (36)) as expected, but the converse is not true; in fact, the solution is not supersymmetric for $Q_1 = \frac{1}{\sqrt{3}} Q_2$, even though this also gives $\mu = 0$. 
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and we find that the Killing spinors are

\[
\chi_{R(1)} = e^{i \omega \varphi} \begin{pmatrix} \alpha_-(x) \\ 0 \\ 0 \\ -i \alpha_+(x) \end{pmatrix}, \quad \chi_{R(2)} = e^{i \omega \varphi} \begin{pmatrix} 0 \\ \alpha_+(x) \\ -i \alpha_-(x) \\ 0 \end{pmatrix},
\]

(77)

\[
\chi_{I(1)} = e^{i \omega \varphi} \begin{pmatrix} 0 \\ \alpha_-(x) \\ -i \alpha_+(x) \\ 0 \end{pmatrix}, \quad \chi_{I(2)} = e^{i \omega \varphi} \begin{pmatrix} -\alpha_+(x) \\ 0 \\ 0 \\ i \alpha_-(x) \end{pmatrix},
\]

(78)

being \( \chi_{i(k)} = i \gamma^5 \chi_{B(k)} \) (see (22)) and

\[
\alpha_\pm(x) = \frac{x^{1/4}}{(x^2 - 1)^{1/2}} \sqrt{1 \pm f(x)^{1/2}}, \quad \omega = -\frac{\pi}{\Delta}.
\]

(79)

Hence, the spinors are antiperiodic. The chiral spinors can be reconstructed as

\[
\epsilon_{(1)}^1 = \text{Re} \chi_{R(k)} + i \text{Re} \chi_{I(k)} = (1 - \gamma^5) \text{Re} \chi_{R(k)},
\]

\[
\epsilon_{(1)}^2 = \text{Im} \chi_{R(k)} + i \text{Im} \chi_{I(k)} = (1 - \gamma^5) \text{Im} \chi_{R(k)}.
\]

(80)

Explicitly, they read

\[
\epsilon_{(1)}^1 = \begin{pmatrix} \cos(\omega \varphi) \alpha_-(x) \\ i \cos(\omega \varphi) \alpha_-(x) \\ i \sin(\omega \varphi) \alpha_+(x) \\ \sin(\omega \varphi) \alpha_+(x) \end{pmatrix}, \quad \epsilon_{(1)}^2 = \begin{pmatrix} \sin(\omega \varphi) \alpha_-(x) \\ i \sin(\omega \varphi) \alpha_-(x) \\ -i \cos(\omega \varphi) \alpha_+(x) \\ -\cos(\omega \varphi) \alpha_+(x) \end{pmatrix},
\]

(81)

\[
\epsilon_{(2)}^1 = \begin{pmatrix} -i \cos(\omega \varphi) \alpha_+(x) \\ \cos(\omega \varphi) \alpha_+(x) \\ \sin(\omega \varphi) \alpha_-(x) \\ -i \sin(\omega \varphi) \alpha_-(x) \end{pmatrix}, \quad \epsilon_{(2)}^2 = \begin{pmatrix} -i \sin(\omega \varphi) \alpha_+(x) \\ \sin(\omega \varphi) \alpha_+(x) \\ -\cos(\omega \varphi) \alpha_-(x) \\ i \cos(\omega \varphi) \alpha_-(x) \end{pmatrix},
\]

(82)

and indeed satisfy

\[
\gamma^5 \epsilon^A_{(k)} = -\epsilon^A_{(k)}.
\]

(83)

A more general basis can be obtained by acting on \( \epsilon^A \) by the transformation (24). Using this redefinition, in the special case \( \alpha_-=0=\omega \) (corresponding to the domain wall solutions we discuss below) although two of the spinors in (82) vanish, we still have two independent solutions \( \epsilon^A_{(k)} \) for each value of the index \( A \) and the solution is 1/2-BPS.

As we have 4 chiral spinors in an \( \mathcal{N}=2 \) theory we can identify the soliton solution to be 1/2 BPS in \( \mathcal{N}=2 \). With respect to the \( \mathcal{N}=8 \) theory, the solution is 1/8 BPS.
5.1 Supersymmetric solutions with fixed fluxes

We have supersymmetric solitons when the bulk solution for given boundary conditions satisfies \( Q_1 = -\frac{1}{\sqrt{3}} Q_2 \). For fixed flux boundary conditions, this requires

\[
\psi_1 = \frac{\psi_2 x_0^{-2}}{\sqrt{3}} .
\]  

(84)

Using (52) to determine \( x_0 \), we find that there are supersymmetric solitons for

\[
\psi_1 = \sqrt{2} - \sqrt{3} \psi_2 , \quad x_0 = -\frac{\psi_2}{\sqrt{6} - 3 \psi_2} , \quad 0 < \psi_2 < \frac{\sqrt{6}}{3} ,
\]  

(85)

\[
\psi_1 = -\sqrt{2} - \sqrt{3} \psi_2 , \quad x_0 = \frac{\psi_2}{\sqrt{6} + 3 \psi_2} , \quad -\frac{\sqrt{6}}{3} < \psi_2 < 0 .
\]  

(86)

This reduces to the previous solution in [12] when \( \psi_2 = \pm \frac{\sqrt{6}}{4} \).

For the fixed flux boundary conditions, we can also look for supersymmetric domain wall/Poincaré-AdS solutions. As far as Poincaré-AdS solutions are concerned, we can start from the general expression of the Killing spinors in the appropriate parametrization of AdS_4, given in [12]. Considering Poincaré-AdS solutions in which \( \varphi \) is compact, half of these spinors are not consistently defined and thus the solution is 1/2-BPS in the \( \mathcal{N} = 8 \) theory. In the absence of fluxes the Killing spinors can only obey periodic boundary conditions along the \( \varphi \)-circle. We can switch on constant values of the four STU vector fields along the compact direction, defining Wilson-lines. This will not alter the local AdS geometry since the field strengths \( \bar{F}^i_{\mu \nu} \) are all kept zero. If we denote by \( \epsilon_{I_\alpha}, \epsilon^{I_\alpha}, (\alpha = 1, \ldots, 4, \ I_1 = 1, 2, \ I_2 = 3, 4, \ I_3 = 5, 6, \ I_4 = 7, 8) \) the \( \mathcal{N} = 8 \) supersymmetry parameters, we choose those describing the \( \mathcal{N} = 2 \) supersymmetry of the STU truncation to be the first two \( I_1 = A = 1, 2 \). Restricting to the dilatonic field \( \phi \) and setting \( F^A_{\mu \nu} = 0 \), the supersymmetry variation of the \( \mathcal{N} = 8 \) fermions read:

\[
\delta \psi_\mu^A = \partial_\mu \epsilon_\mu^A + \frac{1}{4} \gamma_{ab} \omega_\mu^a \epsilon_\mu^A - \frac{1}{2 \sqrt{2} L} \left( A^1_{\mu} + \sqrt{3} A^2_{\mu} \right) \epsilon^{AB} \epsilon^B + \frac{W}{2} \gamma_\mu \epsilon_\mu^A ,
\]

(87)

\[
\delta \psi_{I_\alpha} = \partial_\mu \epsilon_{I_\alpha} + \frac{1}{4} \gamma_{ab} \omega_\mu^a \epsilon_{I_\alpha} - \frac{1}{2 \sqrt{2} L} \left( A^1_{\mu} - \frac{1}{\sqrt{3}} A^2_{\mu} \right) \epsilon^{I_\alpha J_\alpha} \epsilon_{J_\alpha} + \frac{W}{2} \gamma_\mu \epsilon_{I_\alpha} , \quad (\alpha \neq 1) .
\]

In the Poincaré-AdS solution \( \phi = 0 \) and \( W = 1/L \). From the minimal couplings to the vector fields, we can infer the dependence of the Killing spinors on the fluxes:

\[
\epsilon^A(\varphi, r) = e^{i \omega_1 \varphi} \epsilon_\mu^A(r) , \quad \epsilon^{I_\alpha}(\varphi, r) = e^{i \omega_2 \varphi} \epsilon_{I_\alpha}(r) \quad (\alpha \neq 1) .
\]  

(88)
where:
\[
\omega_1 = \frac{\pi}{\sqrt{2} \Delta} (\psi_1 + \sqrt{3} \psi_2), \quad \omega_2 = \frac{\pi}{\sqrt{2} \Delta} \left(\psi_1 - \frac{1}{\sqrt{3}} \psi_2\right).
\]  
(89)

By appropriately choosing the fluxes, we can have the Killing spinors satisfy both periodic and anti-periodic boundary conditions. One needs to restrict \( \psi_1, \psi_2 \) to satisfy:
\[
\psi_1 = \frac{3m + n}{2\sqrt{2}}, \quad \psi_2 = \frac{1}{2} \sqrt{\frac{3}{2}} (n - m),
\]  
(90)
where \( m, n \) are even or odd integers for periodic or anti-periodic boundary conditions, respectively.

Let us now consider domain wall solutions obtained by setting \( Q_1 = Q_2 = 0 \) in the solitonic ones. The Killing spinors are obtained from eqs. (82) by setting \( \alpha_-(x) = 0 \), being \( f(x) = 1 \). The latter feature implies that the \( \varphi \)-circle, as opposed to the charged soliton case, is non-contractible. In the absence of fluxes, \( \omega = 0 \), as pointed out in the previous section, and for each \( A \) we have two linearly independent solutions \( \epsilon_A \) so that the solution preserves therefore 1/2 of the \( \mathcal{N} = 2 \) supersymmetries of the model and all Killing spinors can only obey periodic boundary conditions on the \( S^1 \) spanned by \( \varphi \). When embedding the solution in the \( \mathcal{N} = 8 \) model, one can verify that Killing spinor equations for \( \epsilon^I_\alpha (\alpha \neq 1) \) are the same as those in the spinors \( \epsilon^A \) and thus admit the same solutions. The domain wall solutions, in the absence of fluxes, are therefore 1/2-BPS in the \( \mathcal{N} = 8 \) model. Switching the fluxes on, as constant potentials along \( S^1 \), the supersymmetry counting does not change and we still have a 1/2-BPS solution in the \( \mathcal{N} = 2 \) model. Within the \( \mathcal{N} = 8 \) model, \( \epsilon^I_\alpha (\alpha \neq 1) \) satisfy the same Killing spinor equation as \( \epsilon^A \), though with a different combination of fluxes, which implies that the Killing spinors will acquire a dependence on \( \varphi \) given in (88), with \( \omega_1, \omega_2 \) given in (89). Thus choosing the fluxes to satisfy (90), for suitable choices of the integers \( m, n \), we can have the Killing spinors satisfy either periodic or anti-periodic boundary conditions, which are both allowed on the domain wall backgrounds.

5.2 Supersymmetric solutions with fixed charges

We get supersymmetric solutions if
\[
q_1 = -\frac{q_2}{\sqrt{3}}.
\]  
(91)

We find that for every value \( |q_2| < \sqrt{6}/16 \) there are two charged solitons, located at the two \( x_s \) that follow from the equation:
\[
q_2 = \pm \sqrt{6} \frac{x_s^3}{(3 x_s^2 + 1)^2},
\]  
(92)
the signs depending on whether the charge is positive or negative. One of the solitons is located at \( x_s > 1 \) and the other is located at \( x_s < 1 \). As previously noted, in addition to these supersymmetric solutions this choice of boundary conditions has non-supersymmetric solutions with vanishing scalar.

6 Phase structure

6.1 Euclidean action

To compute the Euclidean action we continue the metric to a real Euclidean metric \( g_\text{e} \) with Euclidean time \( \tau \in [0, \beta] \), where \( \beta \) is the inverse of the temperature. The magnetic gauge field and the dilaton remain invariant under this change yielding a periodic bosonic solution in \( \beta \).

We remark that the thermal partition function is not compatible with supersymmetry unless \( \beta = \infty \), as the thermal partition function requires the fermions to be antiperiodic in Euclidean time. Hence, the supersymmetric solutions exist only at zero temperature. However, the non-supersymmetric bosonic solutions are well defined for all \( \beta \).

The Euclidean action \( S_\text{e} \) has several contributions:

\[
\frac{S_\text{e}}{V} = I_\text{bulk} + I_{\text{GH}} + I_{\text{BK}} + I_{\text{ct}} + I_\phi ,
\]

where

\[ V = \beta \Delta \Delta_z , \quad \Delta_z = \int dz . \]

The \( I_{\text{bulk}} \) term is the bulk contribution,

\[
I_{\text{bulk}} = \lim_{\epsilon \to 1^-} -\frac{1}{\kappa} \int_{x_0}^{\epsilon} dx \sqrt{g_\text{e}} \left( -\frac{R}{2} + \frac{1}{2} \left( \partial \phi \right)^2 - \frac{3}{L^2} \cosh \left( \sqrt{\frac{2}{3}} \phi \right) - \frac{1}{4} e^{3\sqrt{3} \phi} (F^1)^2 - \frac{1}{4} e^{-\sqrt{2} \phi} (F^2)^2 \right) ,
\]

while \( I_{\text{GH}} \) is the Gibbons-Hawking term, \( I_{\text{BK}} \) the Balasubramanian-Krauss counterterm, \( I_{\text{ct}} \) is a divergent counterterm for the scalar field and \( I_\phi \) is a finite counterterm that ensures that the action principle is well posed for the scalar field:

\[
I_{\text{GH}} = -\frac{1}{\kappa} \lim_{\epsilon \to 1^-} K \sqrt{h} ,
\]

\[
I_{\text{BK}} = \frac{2}{\kappa L} \lim_{\epsilon \to 1^-} \sqrt{h} ,
\]

\[
I_{\text{ct}} = \frac{1}{2 \kappa L} \lim_{\epsilon \to 1^-} \sqrt{h} \phi^2 ,
\]

\[
I_\phi = -\frac{L^2}{\kappa} \frac{1}{3\sqrt{6}} \phi_0^3 .
\]
It is straightforward to find that

\[
I_{\text{bulk}} = \frac{1}{\kappa} \lim_{\rho \to \infty} \left( \frac{\rho^3}{L^4} + \frac{3 \rho}{8 \eta^2} - \frac{\mu}{L^2} + \frac{L^2}{2 \eta^3} \right),
\]

\[
I_{\text{GH}} = -\frac{1}{\kappa} \lim_{\rho \to \infty} \left( \frac{3 \rho^3}{L^4} + \frac{9 \rho}{8 \eta^2} - \frac{3 \mu}{2 L^2} + \frac{3 L^2}{2 \eta^3} \right),
\]

\[
I_{\text{bk}} = \frac{1}{\kappa} \lim_{\rho \to \infty} \left( \frac{2 \rho^3}{L^4} - \frac{\mu}{L^2} \right),
\]

\[
I_{\text{ct}} = \frac{1}{\kappa} \lim_{\rho \to \infty} \left( \frac{3 \rho}{4 \eta^2} + \frac{3 L^2}{4 \eta^3} \right),
\]

\[
I_\phi = \frac{L^2}{\kappa} \frac{1}{4 \eta^3},
\]

and we also have

\[
\frac{S_E}{V} = -\frac{\mu}{2 L^2 \kappa}.
\]

We found that the result is the same for both solutions with the definition of \(\mu\) given in (36). These configurations do not have an associated entropy, so we get that their free energy is just their energy.

### 6.2 Fixed fluxes \(\psi_1\) and \(\psi_2\)

The free energy density of the hairy soliton solution is

\[
\frac{S_E}{V} = \frac{G_\phi}{\Delta \Delta z} = \frac{M}{\Delta \Delta z} = -\frac{\mu}{2 \kappa L^2} = \pm \frac{2}{3 \eta \kappa} \left( 3 Q_1^2 - Q_2^2 \right) = \\
= \pm \frac{8 \pi^3 L^2 x_0 \left| 2 x_0^2 \psi_1^2 + \psi_1^2 - \psi_2^2 \right| (3 \psi_1^2 x_0^4 - \psi_2^2)}{3 \Delta^3 \kappa (x_0^2 - 1)^2}. \tag{99}
\]

The free energy of the AdS soliton is given by [1]

\[
G_0 = -\frac{32 \pi^3 L^2}{27 \Delta^3 \kappa \Delta \Delta z}. \tag{100}
\]

We can use this energy as a convenient normalization\(^7\) and plot the ratio

\[
\frac{G_\phi}{|G_0|} = \pm \frac{9}{4} \frac{x_0 \left| 2 x_0^2 \psi_1^2 + \psi_1^2 - \psi_2^2 \right| (3 \psi_1^2 x_0^4 - \psi_2^2)}{\left( x_0^2 - 1 \right)^2}, \tag{101}
\]

\(^7\) As previously remarked, the AdS soliton does not satisfy the boundary conditions except at \(\psi_1 = \psi_2 = 0\).
together with the value of the rescaled vev \( \langle O \rangle \Delta \) in Figures 3, 4 and 5. In these plots, the red line is the solution associated with the root \( x_{0,1} \) and the green line is the solution associated with the root \( x_{0,3} \) (defined in Appendix B). For the rescaled vev \( \langle O \rangle \Delta \), the blue line is the vev of the solution \( x_{0,1} \) and the black line is the vev of the solution \( x_{0,3} \). The region with negative vev are the solutions at \( x > 1 \) and the region with positive vev are the solutions at \( x < 1 \). The susy soliton is located at the intersection of the free energy with the \( \psi_1 \) axis.

When \( \psi_1 = 0 \), the family with lower energy goes to a state with negative energy and finite vev, which is the soliton with only \( \psi_2 \neq 0 \). The family with higher energy goes to a state with zero energy and infinite \( \langle O \rangle \). We also found that, if we set \( \Delta = \delta \psi_1^{-4} \), the metric goes to the domain wall solution with \( f(x) = 1 \) and finite \( \psi_2 \).

![Figure 3: Rescaled free energy \( \frac{G_e}{|G_0|} \) (red, green) and rescaled vev \( \langle O \rangle \Delta/\pi \) (black, blue) for \( \psi_2 = \pm 0.6 \). Different colours are used to represent different branches of the solution.](image)

6.3 Fixed \( q_\Lambda \)

Now we consider the Legendre transform of the Euclidean action

\[
\frac{F_\phi}{V} = \frac{S_E}{V} - \left. \langle J^\mu_\Lambda \rangle A^\Lambda \nu \right|_{x=1} =
\]

\[
= -\frac{\mu}{2} \frac{L^2}{\kappa} \langle J_1^\phi \rangle Q_1 (1 - x_0^{-2}) - \langle J_2^\phi \rangle Q_2 (1 - x_0^2) =
\]

\[
= \pm \frac{2}{3} \varepsilon \kappa (3 Q_1^2 - Q_2^2) \pm \frac{2 Q_1^2}{\eta \kappa} (1 - x_0^{-2}) \pm \frac{2 Q_2^2}{\eta \kappa} (1 - x_0^2),
\]

(102)
Figure 4: Rescaled free energy $\frac{G_2}{|G_0|}$ at $\psi_2 = \pm 0.4$. The different colours represent different branches of the solution.

Figure 5: Rescaled free energy $\frac{G_2}{|G_0|}$ for $\psi_2 = \pm 0.8$. The different colours represent different branches of the solution. We note that, for these values of $\psi_2$, only the $x > 1$ solutions are necessary to describe the phase diagram.
where the minus sign is for the solutions with \( x < 1 \) and the plus sign is for the solutions with \( x > 1 \).

**Supersymmetric solutions.** As described in Section 5, we have supersymmetric solitons for \( q_2 = -\sqrt{3} q_1 \), and the solutions of [12] with \( \phi = 0 \) also satisfy these boundary conditions. It is therefore particularly interesting to plot the phase diagram in this sector of the fixed \( q_\Lambda \) boundary conditions. We will see that it leads to a significant surprise.

The parameters of [12] are related to the parameters here by

\[
q_1 = \frac{\Delta^2}{4\pi^2 L} \frac{Q}{\sqrt{8} L^2}.
\]

The free energy for the Einstein-Maxwell solutions is [12]²

\[
F_{\text{EM}} = - \frac{m}{2 \kappa L^2} + \frac{2 Q^2}{\kappa L^2 r_0} = \frac{2\pi^2 L^2}{\Delta^3 \kappa} X^2 (5 - 4 X),
\]

with \( q_1^2 = 2^{-7} X^3 (4 - 3 X) \) and \( X = \frac{r_0 \Delta}{\pi L^2} \). For the supersymmetric hairy solutions we find

\[
\frac{F_\phi}{|G_0|} = \frac{27}{\sqrt{2}} |q_1|.
\]

Both the Einstein-Maxwell and the hairy solitons exist for \( q_1^2 \leq 2^{-7} \). At this point all the different branches of solutions merge yielding a unique supersymmetric soliton there.

In Figure 6 we plot \( \frac{F}{|G_0|} \) as a function of \( q_1 \) for \( q_2 = -\sqrt{3} q_1 \). Surprisingly, we see that one branch of the non-supersymmetric Einstein-Maxwell solutions has lower free energy than the supersymmetric hairy solution (they also have lower energy). At first sight this seems surprising as we would expect the supersymmetric solutions to saturate a BPS bound. As anticipated in the Introduction, this result is not in contradiction with the positive energy theorem if we include among the boundary conditions defining a solution also those applying to the asymptotic Killing spinor, which is the central ingredient in the proof of the theorem. We shall expand on this point in the next subsection.

In Figure 7 we plot the phase diagram as a function of \( q_1 \) for fixed \( q_2 \) for several values of \( q_2 \). Is possible to see that, for a given value of the charges, there are from 0 to 4 solitons, as we discussed earlier. The purple line indicates the value of \( q_1 \) that satisfies the supersymmetric condition \( q_2 = -\sqrt{3} q_1 \) for the given value of \( q_2 \). We note that the supersymmetric solutions are located at the intersection of this line with the blue and red branches. The solutions on the purple line which are above or below this intersection do not exist as hairy solutions. However, there is a non-supersymmetric

---

² Here we fix a wrong sign in front of \( Q^2 \) in equations (44) and (45) of [12].
solution satisfying the same boundary conditions with zero dilaton, that can be found at the spot where the hairy solutions does not exist. To show this, we plot the free energy of the Einstein-Maxwell solitons in black in the \( d \) panel. It is possible to see that, when the blue and the red solutions do not exist, the black solution takes their place in the free energy diagram. This is what is expected from Figure 6. We remark that the Einstein-Maxwell soliton represented by the black line only satisfies the boundary conditions when \( q_2 = -\sqrt{3} q_1 \).

6.3.1 Boundary conditions and the positive energy theorem.

In order to compare the energy of the non-supersymmetric solutions of [12], for fixed charges at infinity, with that of the supersymmetric hairy ones, in light of the positive energy theorem, the former should admit a spinor field which asymptotes a Killing spinor of the latter at radial infinity, namely satisfy the Killing spinor equation with the same boundary conditions, up to terms of order \( 1/r^2 \). This asymptotic Killing spinor should then satisfy anti-periodic boundary conditions along the \( S^1 \) at the radial boundary. This amounts, on the non-supersymmetric solution, to the requirement:

\[
\frac{1}{2\sqrt{2} L} \lim_{r \to \infty} \left( A_{\varphi}^1 + \sqrt{3} A_{\varphi}^2 \right) \Delta = \pi n, \quad n \in \mathbb{Z}, \quad n \text{ odd},
\]

which implies

\[
q_1^2 = 2^{-7} n^2 X^2, \quad X \equiv \frac{r_0 \Delta}{\pi L^2}.
\]

Equating this expression with \( q_1^2 = 2^{-7} X^3 (4 - 3 X) \), which is required by the regularity of the soliton, we find real solutions in \( X \) only for \( n = \pm 1 \). These solutions are

\[
X = 1, \frac{1}{3},
\]

and correspond to

\[
q_1^2 = 2^{-7} \quad \text{or} \quad q_1^2 = \frac{2^{-7}}{9},
\]

respectively.

The ratio of the free energies, in terms of \( X \), reads:

\[
\frac{F_{\text{EM}}}{F_\phi} = \frac{(5 - 4 X) X^2}{\sqrt{(4 - 3 X) X^3}}.
\]

At \( X = 1 \) the ratio is 1 since the two solutions coincide. At \( X = 1/3 \) the solution of [12] is non-supersymmetric and the above ratio is:

\[
\frac{F_{\text{EM}}}{F_\phi} \bigg|_{X = \frac{1}{3}} = \frac{(5 - 4 X) X^2}{\sqrt{(4 - 3 X) X^3}} \bigg|_{X = \frac{1}{3}} = \frac{11}{9} > 1.
\]
that is the energy of the non-supersymmetric solution is greater than that of the supersymmetric one with the same boundary conditions and asymptotic Killing spinors.

Figure 6: Rescaled free energy $\frac{E}{|G_0|}$ vs $q_1$ on the supersymmetric shell $q_2 = -\sqrt{3} q_1$. The yellow line represents the hairy supersymmetric solitons. Note that there are two distinct solitons for each point on this curve that coalesce at the right-hand end. The non-supersymmetric pure Einstein-Maxwell solitons are shown in blue. It is surprising that there are non-supersymmetric solutions with lower free energy (and lower energy), for the same boundary conditions and asymptotic charges, than a supersymmetric solution. This issue discussed in Section 6.3.1.
Figure 7: Rescaled free energy $\frac{F_0}{|q_0|}$ vs. $q_1$ for different values of $q_2$. The supersymmetric solutions are located at the intersection of the blue and red branches with the purple line. The other intersections of the purple line with the red and blue branches are solutions of the pure Einstein-Maxwell system at zero dilaton. This is verified in the last panel by plotting the Einstein-Maxwell solutions in black and observing how it intersects the blue and red branches at exactly the point where they also intersect the purple line. We remark that the Einstein-Maxwell soliton represented by the black line is not part of the last phase diagram except at the points of intersection with the purple vertical line; otherwise it does not satisfies the same boundary conditions of the hairy configurations.
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A Spinor conventions and SUSY for $\mathcal{N} = 2$ models

We shall use the Majorana basis for the Clifford algebra:

$$
\gamma^0 = -i \begin{pmatrix} 0 & \sigma_2 \\ \sigma_2 & 0 \end{pmatrix}, \quad \gamma^1 = - \begin{pmatrix} \sigma_3 & 0 \\ 0 & \sigma_3 \end{pmatrix}, \quad \gamma^2 = i \begin{pmatrix} 0 & -\sigma_2 \\ \sigma_2 & 0 \end{pmatrix}, \quad \gamma^3 = \begin{pmatrix} \sigma_1 & 0 \\ 0 & \sigma_1 \end{pmatrix},
$$

(A.1)

in which it is possible to pick the charge conjugation matrix to be $C = \gamma_0$. We also define the matrix $\gamma^5$ as:

$$
\gamma^5 = i \gamma^0 \gamma^1 \gamma^2 \gamma^3,
$$

(A.2)

We shall use $\mathcal{N} = 2$ chiral supersymmetry parameters $\epsilon^A$, $\epsilon_A$ ($A = 1, 2$), defined as the chiral components of two Majorana spinors $\epsilon^A_{(M)}$:

$$
\epsilon^A_{(M)} = \epsilon^A + \epsilon_A,
$$

(A.3)

and satisfying

$$
\gamma^5 \epsilon^A = -\epsilon^A, \quad \gamma^5 \epsilon_A = \epsilon_A.
$$

(A.4)

In the chosen basis we also have

$$
C \ (\bar{\epsilon}_A)^T = \epsilon_A \quad \Leftrightarrow \quad C \left( (\epsilon^A)^\dagger \gamma^0 \right)^T = \epsilon_A \quad \Leftrightarrow \quad (\epsilon^A)^* = \epsilon_A.
$$

(A.5)

SUSY variations. The fermionic variations, in a generic $\mathcal{N} = 2$ model with Fayet-Iliopoulos terms $\theta_M$, have the general form [41, 42]:

$$
\delta \Psi^A_\mu = D_\mu \epsilon^A + \frac{1}{4} T^\mu_{\nu \rho} \gamma^{\nu \rho} \gamma_\mu \epsilon^{AB} \epsilon_B + i \bar{\Sigma}^{AB} \gamma_\mu \epsilon_B ,
$$

\begin{align*}
\delta \lambda^A_i &= -\partial_\mu z^i \gamma_\mu \epsilon^A + \frac{1}{2} g^{ij} \tilde{f}^A_\Lambda \mathcal{I}_{\Lambda \Sigma} F^{\Sigma \nu} \gamma^{\mu \nu} \epsilon^{AB} \epsilon_B + W^i_{AB} \epsilon_B .
\end{align*}

(A.6)

The covariant derivatives are written as

$$
D_\mu \epsilon^A = \partial_\mu \epsilon^A + \frac{1}{4} \omega^{ab}_\mu \gamma_{ab} \epsilon^A + i \frac{1}{2} (\sigma^2)^A_B \mathbb{K}_{\mu}^{M} \theta_M \epsilon^B + \frac{i}{2} \mathcal{Q}_\mu \epsilon^A ,
$$

(A.7)

where

$$
\mathcal{Q}_\mu = \frac{i}{2} \left( \partial_\Lambda \mathcal{K} \partial_\mu z^i - \partial_i \mathcal{K} \partial_\mu z^i \right) ,
$$

(A.8)

is the Kahler connection, with $\mathcal{K}$ Kahler potential, and $\mathbb{K}^M$ the electric and magnetic vector potential.\(^9\)

---

\(^9\) We use the convention of [19, 42] though in a mostly plus signature.
The explicit form of the quantities in (A.6) is given by [42]

\[ F_{\mu\nu}^\pm = \frac{1}{2} (F_{\mu\nu} \pm i F_{\mu\nu}^\ast) , \quad F_{\mu\nu}^M = (F_{\mu\nu}^\Lambda , G_{\Lambda\mu\nu}) , \quad \gamma^{\mu\nu} = \gamma^{[\mu\nu]} , \]

\[ T_{\mu\nu} = L^\Lambda I_\Lambda F_{\mu\nu}^\Sigma = \frac{1}{2 i} L^\Lambda (\mathcal{R} - \overline{\mathcal{R}})_\Lambda F_{\mu\nu}^\Sigma = - \frac{i}{2} (M_\Sigma F_{\mu\nu}^\Sigma - L^\Lambda G_{\Lambda\mu\nu}) = \frac{i}{2} \mathcal{V}^M C_{MN} F_{\mu\nu}^N , \]

\[ T^+_{\mu\nu} = L^\Lambda I_\Lambda F_{\mu\nu}^{\Sigma+} = - \frac{i}{2} \mathcal{P}^M C_{MN} F_{\mu\nu}^{N+} , \quad \mathcal{V}^M = e_{-}^M \Omega^M = (L^\Lambda , M_\Lambda) , \]

\[ S^{AB} = \frac{i}{2} (\sigma^2)^A_C \varepsilon^{BC} \mathcal{W} , \quad \mathcal{W} = \mathcal{V}^M \theta_M , \quad U_i^M = \left( \partial_i + \frac{1}{2} \partial_i \mathcal{K} \right) \mathcal{V}^M = (f_i^\Lambda , h_i\Lambda) , \]

\[ W_i^{AB} = i (\sigma^2)^B_C \varepsilon^{CA} \theta_M g^{ij} \mathcal{U}_j^M , \quad g_{ij} = \partial_i \partial_j \mathcal{K} , \quad (A.9) \]

being \( \Omega^M = (X^\Lambda , \partial_\Lambda \mathcal{F}) \) the holomorphic section of the characteristic bundle defined over the manifold, \( \mathbb{C}_{MN} \) the symplectic invariant matrix and having also used the properties

\[ \overline{\mathcal{R}}_{\Lambda\Sigma} F_{\Sigma}^\ast = G_\Lambda \, , \quad L^\Lambda \overline{\mathcal{R}}_{\Lambda\Sigma} = M_\Sigma . \quad (A.10) \]

The kinetic matrix \( \mathcal{R} = \mathcal{R} + i \mathcal{I} \) can be expressed as [43]

\[ \mathcal{R}_{\Lambda\Sigma} = \partial_\Lambda \partial_\Sigma \mathcal{F} + 2 i \frac{\text{Im}\left[\partial_\Lambda \partial_\Sigma \mathcal{F}\right]}{\text{Im}\left[\partial_\Delta \partial_\mathrm{F}\right]} \frac{L^\gamma L^\Delta}{L^\Delta L^\gamma} , \quad (A.11) \]

with \( \partial_\Lambda = \frac{\partial}{\partial X^\Lambda} , \partial_\Lambda = \frac{\partial}{\partial X^\Lambda} \).

The special geometry of \( T^3 \) model, which we will be working in, is characterized by a prepotential

\[ \mathcal{F}(X^\Lambda) = - \frac{i}{4} \left( \frac{1}{2} \right) \left( \frac{1}{2} \right) \left( \frac{1}{2} \right) , \quad (A.12) \]

and is selected among the class of theories discussed in [19] by choosing \( \nu = -2 \).

To make contact with the model described in section 2, we choose the FI terms \( \theta_M = (\theta_1 , \theta_2 , \theta_3 , \theta_4) \) to be

\[ \theta_M = \left( \left( \theta_2 / 3 \right)^{-3} (4L)^{-4} , \theta_2 , 0 , 0 \right) , \quad (A.13) \]

having set \( \alpha = 0 \) in the general class of models considered in [19]. We will further suitably shift the dilaton and rescale the vector fields as described in the same reference.
B Analytic solutions for the fixed fluxes

The explicit relation between the roots $P(x_0) = 0$ in (49) and the boundary data $(\psi_1, \psi_2)$ is given by

$$x_{0,1}^2 = -W + Z \cos(\theta), \quad x_{0,2}^2 = -W + Z \cos\left(\theta + \frac{2\pi}{3}\right), \quad x_{0,3}^2 = -W + Z \cos\left(\theta + \frac{4\pi}{3}\right),$$

$$W = \frac{\psi_1^{-2}}{6} \left(2\psi_1^2 - 2\psi_2^2 + 1\right), \quad Z = \left(W^2 + \psi_1^{-2} - \frac{\psi_1^{-4} \psi_2^2}{9} + \frac{1}{12} \psi_1^{-4}\right)^{1/2}$$

$$\cos(3\theta) = \frac{W^3}{Z^3} - \frac{\psi_1^{-2}}{Z^3} - \frac{1}{2^3 3^2} \frac{(4\psi_2^2 - 3) (2\psi_2^2 - 1)}{\psi_1^6 Z^3} + \frac{1}{2^2 3^2} \frac{16\psi_2^2 - 21}{\psi_1^4 Z^3}.$$  

(B.1)

The $x_{0,1}^2$ and $x_{0,3}^2$ roots are real positive quantities for certain range of values of $\psi_1$ and $\psi_2$. When $x < 1$, the $x_{0,1}^2$ root yields the large and $x_{0,3}^2$ the small soliton, and viceversa for $x > 1$. Only in the $x < 1$ region these two configurations coalesce in the same object. Around $\psi_1 = 0$, we find that $x_{0,1}$ is divergent and $x_{0,3}$ is finite.

C Global properties of the $D = 11$ background at radial infinity

Let us consider the spacetime geometry of our $D = 11$ solution at radial infinity and restrict to the submanifold consisting of the product of $S^7$ and the interval $[0, \Delta]$ spanned by $\varphi$. The corresponding metric in this limit has the general form:

$$ds^2_{S^7 \times [0, \Delta]} = F_1 \sum_{I=1}^{4} \left( d\mu_I^2 + \mu_I^2 (d\varphi_I - \chi_I d\varphi)^2 \right) + F_2 d\varphi^2,$$  

(C.1)

where $F_1$, $F_2$ are functions and $\chi_I$ are constants derived from the $D = 11$ metric in the $x \rightarrow 1$ limit. This eight-dimensional submanifold has the global structure:

$$(S^7 \times [0, \Delta])/ \sim$$  

(C.2)

where $\sim$ is an identification defined as:

$$(p, \varphi = 0) \in S^7 \times [0, \Delta] \sim (\mathfrak{M} \cdot p, \varphi = \Delta) \in S^7 \times [0, \Delta],$$  

(C.3)

where $\mathfrak{M}$ is a monodromy acting on $S^7$ as derived below. We can describe a point in $S^7$ through the coset representative:

$$\hat{L}(X) \equiv \begin{pmatrix} (1 - XX^T)^{1/2} & -X^T \\ X & (1 - XX^T)^{1/2} \end{pmatrix} \in SO(8)/SO(7),$$  

(C.4)
where $X = (X^m)_{m=1,...,7}$ is a 7-vector. To obtain the parametrization in terms of $\mu_I, \varphi_I$ we write:

$$X^T = \begin{pmatrix} \mu_1 \cos(\varphi_1), \mu_1 \sin(\varphi_1), \mu_2 \cos(\varphi_2), \mu_2 \sin(\varphi_2), \mu_3 \cos(\varphi_3), \mu_3 \sin(\varphi_3), \mu_4 \cos(\varphi_4) \end{pmatrix},$$

where $\sum_I \mu_I^2 = 1$. Next we define the restriction

$$X_0 \equiv X|_{\varphi_i=0},$$

which only depends on $\mu_I$ and introduce the matrices:

$$\mathcal{T}(\varphi_I) \equiv e^{-\left(\epsilon_{23} \varphi_1 + \epsilon_{45} \varphi_2 + \epsilon_{67} \varphi_3 - \epsilon_{18} \varphi_4\right)}, \quad \mathcal{L}_0(\mu_I) \equiv \tilde{\mathcal{L}}(X_0(\mu_I)),$$

where the matrices $\epsilon_{ij} \in \mathfrak{so}(8)$ are defined as follows:

$$(\epsilon_{ij})^{k\ell} = \delta_i^{k} \delta_j^{\ell} - \delta_i^{\ell} \delta_j^{k}, \quad i, j, \ldots = 1, \ldots, 8. \quad (C.7)$$

One can show the following relation to hold:

$$\mathcal{L}(\mu_I, \varphi_I) \equiv \mathcal{T}(\varphi_I) \cdot \mathcal{L}_0(\mu_I) = \tilde{\mathcal{L}}(X(\mu_I, \varphi_I)) \cdot \mathbf{h}, \quad (C.8)$$

where $\mathbf{h}$ is a local compensating transformation in $\text{SO}(7)$. Thus both coset representatives $\mathcal{L}(\mu_I, \varphi_I)$ and $\tilde{\mathcal{L}}(X(\mu_I, \varphi_I))$ yield the same parametrization of $S^7$ in the coordinates $(\mu_I, \varphi_I)$. The $S^7$-metric in (C.1) is obtained by twisting the coset representative $\mathcal{L}$ by the SO(8)-transformation $\mathcal{T}(-\chi_I \varphi)$, namely by defining a new coset representative as follows:

$$\mathcal{L}'(\mu_I, \varphi_I, \varphi) \equiv \mathcal{T}(-\chi_I \varphi) \cdot \mathcal{L}(\mu_I, \varphi_I) = \tilde{\mathcal{L}}(X(\mu_I, \varphi_I)) \cdot \mathbf{h}, \quad (C.9)$$

Clearly locally we can write $\mathcal{L}'(\mu_I, \varphi_I, \varphi) = \mathcal{L}(\mu'_I, \varphi'_I)$ and thus this redefinition does not change the local structure of the seven-dimensional manifold. However, as $\varphi \to \varphi + \Delta$, we have:

$$\mathcal{L}'(\mu_I, \varphi_I, \varphi + \Delta) = \mathcal{M} \cdot \mathcal{L}'(\mu_I, \varphi_I, \varphi), \quad (C.10)$$

where the monodromy matrix reads:

$$\mathcal{M} \equiv \mathcal{T}(-\chi_I \Delta). \quad (C.11)$$

This defines the identification (C.2), as a consequence of which the SO(8)-symmetry of the sphere is broken to a subgroup $G_0$ which depends on $\chi_I$, being $G_0$ defined as the maximal subgroup of SO(8) commuting with $\mathcal{M}$. For the $T^3$-model $\chi_2 = \chi_3 = \chi_4$ and SO(8) is broken to SO(2) $\times$ SO(6).
D Remarks on the stability of the hairy soliton vs the AdS soliton at fixed fluxes

As it can be seen from Figures 3, 4, and 5, the hairy soliton has always larger free energy at fixed fluxes than the AdS soliton of Horowitz and Myers [1]. Let us analyze what is the meaning of this for the stability of the hairy solutions.

Besides the radial coordinate, the AdS soliton has two spacelike coordinates, let us call them \( \varphi_c, \omega \), where \( \varphi_c \) is the contractible cycle. When \( \varphi_c = \varphi \), the AdS soliton can never have the same boundary conditions than the hairy soliton, since the use of the Stokes theorem is incompatible with trivial electromagnetic fields \( F^1 = F^2 = 0 \). Hence, both solution can coincide only at \( \psi_1 = \psi_2 = 0 \), in which case the hairy soliton becomes a domain wall for non-trivial \( \phi \). The domain wall would be unstable when fermions are anti-periodic around \( \varphi_c \) and stable for periodic fermions. Indeed, when the magnetic flux vanishes, the domain wall is supersymmetric if and only if the fermions are periodic in \( \varphi_c \).

The AdS soliton can have the same boundary conditions as the hairy soliton if \( \omega = \varphi \) and \( \varphi_c \in [0, \Delta] \). Then, one needs zero energy to put two Wilson lines around \( \omega \) to match the magnetic fluxes \( (\psi_1, \psi_2) \) of the hairy soliton. Under these conditions, the hairy soliton would be stable if periodic boundary conditions are set for the fermions around \( \varphi_c \). Indeed, regularity of the fermions around \( \varphi_c \) in the AdS soliton require that the fermions are antiperiodic when they go around this cycle. However in the hairy soliton this cycle is non-contractible and one is free to set periodic or antiperiodic boundary conditions there. Hence, the hairy AdS soliton is stable for fixed fluxes if periodic boundary conditions are set on its non-contractible cycle.

We conclude that for non-trivial magnetic fluxes, the AdS soliton is not the lowest energy configuration of the theory, provided the fermions are antiperiodic in one cycle and periodic in the other spacelike cycle. If fermions are antiperiodic in each spacelike cycle of the boundary, the AdS soliton is the ground state, otherwise hairy solutions can take this role.

In the case where the AdS soliton is the ground state, since antiperiodic boundary conditions are set on both cycles, there are two AdS solitons with boundary

\[
d s_{\text{bound.}}^2 = -dt^2 + d\varphi_1^2 + d\varphi_2^2, \quad (D.1)
\]

which are

\[
ds^2 = f_1(r) \, d\varphi_1^2 + \frac{dr^2}{f_1(r)} + \frac{r^2}{L^2} \left(-dt^2 + d\varphi_2^2\right), \quad (D.2)
\]

\[
ds^2 = f_2(r) \, d\varphi_2^2 + \frac{dr^2}{f_2(r)} + \frac{r^2}{L^2} \left(-dt^2 + d\varphi_1^2\right),
\]
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with
\[ f_{1,2}(r) = \frac{r^2}{L^2} - \frac{\mu_{1,2}}{r}. \]  \hspace{1cm} (D.3)

These two solutions have the same energy provided \( \mu_1 = \mu_2 \). It is clear that in \( p + 2 \) dimensions there are \( p \) solitons with the same energy for boundary conditions where the fermions are antiperiodic along every spacelike cycle.
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