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Abstract—In this paper, we apply the stochastic search dynamic optimization framework for steering opinion dynamics in a partially active population. The framework is grounded on stochastic optimization theory and relies on sampling of candidate solutions from distributions of the exponential family. We derive the distribution parameter update for an open loop, a feedback, and a novel adaptive feedback policy. All three policies are tested on two different opinion dynamics steering scenarios in simulation and compared against a hand designed feedback policy. The results showcase the effectiveness the framework for opinion dynamics control and the robustness of the adaptive feedback policy with respect to the active agent set size.

I. INTRODUCTION

There has been a wide spectrum of interdisciplinary research efforts aimed to understand and model the complex human behavior for decades. Sociologists and psychologists study the formulation of opinions and social preferences [1], [2]. Economists investigate the cascade of information and how individual decisions lead to complex economic phenomena [3], [4]. In recent years, there is also a growing interest from politicians to measure and predict the public opinion [5], [6]. The ultimate goal of relevant research in different fields is to influence and control the underlying human opinion process.

There exists extensive prior work on the modeling of opinion dynamics, dating back to the seminal works of DeGroot and Friedkin [7], [8]. Since then, a variety of both theoretical and application-oriented models have been proposed [9], [10], [11], [12], [13]. However, despite the abundance of literature on the modeling side, research on opinion dynamics control remains limited and mainly focuses on pinning control for deterministic opinion dynamics models [14], [15], [16]. Pinning control establishes a virtual leader that can influence the agents in a network. The framework designs a feedback policy on the error vector between the leader and the followers to track the desired trajectory of the leader.

In the meantime, stochastic optimal control and stochastic optimization algorithms have achieved much success in the field of robotics and autonomy [17], [18]. In this work, we tackle the problem of opinion dynamics steering from the perspective of stochastic optimization theory. We leverage the stochastic search framework [19] that solves general nonlinear stochastic optimization problems. The framework relies on relaxation of the original problem and samples candidate solutions from parameterized distributions of the exponential family. The distribution parameter updates are derived via gradient descent. Many well-known algorithms, such as Cross Entropy Method (CEM) [20], Evolutionary Strategies (ES) [21], and Model Predictive Path Integral (MPPI) [17], are special cases of the framework. Due to its generality and ability to handle arbitrarily complex dynamics and cost function, stochastic search has been applied to many dynamic optimization problems in the last few years, including constrained trajectory optimization [22], jump diffusion process control [23], risk sensitive control [24], and even multi-agent swarm control [25].

In this paper, we apply the stochastic search framework to the opinion dynamics model proposed in [13], which is a stochastic variant of the well-known Friedkin and Johnsen model [8]. We consider the problem of opinion dynamics steering for partially actuated population in which only a subset of all agents in the population can be controlled. We derive the update law for an open loop and a feedback policy. In addition, we design an adaptive feedback policy that optimizes with respect to which agents to actuate while keeping the active agent set size constant in expectation. The proposed framework is tested in simulation on 2 different opinion steering tasks for a network of 200 agents.

The main contribution of this paper is threefold:

1) We derive the stochastic search policy update for the opinion dynamics model.
2) We design a novel adaptive feedback policy that simultaneously optimizes the feedback parameters and the active agent set.
3) We showcase the opinion dynamics steering capability of the algorithm in 2 different scenarios and compare against a hand designed baseline policy. The results also demonstrate the robustness of the adaptive feedback policy with respect to the active agent set size.

The rest of this paper is organized as follows: sections II through IV introduce the notation, opinion dynamics model, and stochastic search dynamic optimizer. In section V, we derive the stochastic search policy update. We present the adaptive stochastic search algorithm in section VI. The simulation results are included in section VII. Finally, we conclude the paper and discuss future directions in section VIII.

II. NOTATION

Throughout the paper, we use subscript/superscript $i$ to denote the state of the $i$th agent in a population. Without subscript/superscript the variable refers to the collection of the state across all agents $x_i = \{x_i^1, x_i^2, \cdots, x_i^N\}$. Upper
be actuated based on an objective function. In mathematical terms this leads to the following representation:

\[
x_{t+1}^i = (1 - \alpha)x_t^i + \alpha f(X_t^i) + \sigma w_t^i, \quad \forall i \in I_P \tag{4}
\]

\[
x_{t+1}^i = (1 - \alpha)x_t^i + \alpha f(X_t^i) + u_t^i + \sigma w_t^i, \quad \forall i \in I_A. \tag{5}
\]

\section*{IV. Stochastic Search}

In this section we introduce the stochastic search framework for solving general dynamic optimization problems of the form:

\[
\pi^* = \arg\min_{\pi} \mathbb{E}_{p(\tau)}[J(\tau)]
\]

subject to \( x_{t+1} = F(x_t, \pi(x_t, \phi_t), u_t) \)

\[
x_0 \sim p(x_0),
\]

where \( \tau = \{X, U\} \) denote the state-control trajectory pair and \( w_t \) is the stochasticity in dynamics. Note that both the cost function and dynamics can be arbitrarily complex and even discontinuous. The controls are generated from a policy \( u_t = \pi(x_t, \phi_t) \) parameterized by \( \phi_t \). Examples of such policies are 1) open loop policy, \( u_t = \phi_t \); 2) feedback policy, \( u_t = K_t x_t + k_t, \phi_t = \{K_t, k_t\} \); 3) neural network policy with weights \( \phi_t \).

\subsection*{A. Policy Update Derivation}

We now assume that the policy parameters are sampled from a distribution of the exponential family \( \phi_t \sim p(\phi_t; \theta_t) \) such that

\[
p(\phi_t; \theta_t) = h(\phi_t) \exp(\eta(\theta_t)^T T(\phi_t) - A(\theta_t)) \tag{7}
\]

where \( T(\phi_t) \) denotes the sufficient statistic of the distribution, and \( \eta(\theta_t) \) denote the natural parameters, which are functions of the distribution parameters \( \theta_t \). The optimization problem is now transformed into

\[
\Theta^* = \arg\min_{\Theta} \mathbb{E}_{p(\tau; \Theta)}[J(\tau; \Theta)],
\]

where \( \Phi \) and \( \Theta \) are the policy and distribution parameter trajectory. Note that the new objective is an upper bound on the original objective \( \mathbb{E}_{p(\tau)}[J(\tau; \Theta)] \geq \mathbb{E}_{p(\tau)}[J(\tau)] \) and equality is achieved when all probability mass is on deterministic solution.

To be consistent with literature on stochastic search in optimization, we turn the minimization problem into a maximization one by optimizing with respect to \(-J\). We then apply an non-decreasing shape function \( S: \mathbb{R} \rightarrow \mathbb{R}^+ \) to the cost function. Due to its monotonicity, applying the shape function does not change the solution set of the problem but provide added flexibility in algorithm design. Common shape functions include: 1) the exponential function, \( S(y; \lambda) = \exp(\lambda y) \), which leads to the MPPI update law [17]; 2) the sigmoid function, \( S(y; \lambda, \psi) = (y - y_b) / \psi \exp(-\lambda(y - \psi)) \), where \( y_b \) is a lower bound for the cost and \( \psi \) is the \((1 - \psi)\) quantile, which results in an update law similar to the CEM [20] but with soft elite threshold \( \psi \). The sharpness of the cutoff is controlled by \( \lambda \).
Finally, apply another log transformation to obtain a
gradient invariant to the scale of the objective function. The
optimization problem becomes
\[
\Theta^* = \arg\max_{\Theta} \log \mathbb{E} [S(-J(\tau; \Theta))] = l(\Theta). \tag{9}
\]
To derive the parameter update, we first decompose the path
probability of trajectories as
\[
p(\tau; \Theta) = p(x_0) \prod_{t=0}^{T-1} p(x_{t+1}|x_t, \pi(x_t; \phi_t)) p(\phi_t; \theta_t), \tag{10}
\]
where \(p(x_{t+1}|x_t, \pi(x_t; \phi_t))\) is the probabilistic representation
of the stochastic dynamics. With this we can compute the
gradient of the objective with respect to the natural parameter
at each timestep as
\[
\nabla_{\eta} l(\Theta) = \mathbb{E}_{\eta \sim \mathbb{P}}[S(-J(\tau; \Theta))] = \mathbb{E}_\tau \left[ \mathbb{E}(\mathbb{E}[S(-J(\tau; \Theta))] | \pi, \theta) \right] \tag{11}
\]
where the "log trick", \(\nabla \ln p = p \nabla \ln p,\) and the Markovian
property of the dynamics are used. The natural parameters
can be updated iteratively through gradient ascent:
\[
\eta_{t+1}^k = \eta_t^k + \beta \mathbb{E}_\tau \left[ \mathbb{E}[S(-J(\tau; \Theta))] | \pi, \theta \right]
\tag{12}
\]
The distribution parameter update can then be computed by
plugging in the definition of \(\eta_t\) as a function of \(\theta_t\).

V. STOCHASTIC SEARCH FOR OPINION DYNAMICS

CONTROL

In this section, we formulate the opinion steering problem and
apply the stochastic search framework for 3 different
policies. The opinion steering problem can be formulated as:
\[
\pi^* = \arg\min_{\pi} \mathbb{E} \left[ \sum_{t=1}^{T} \left( \sum_{i=1}^{N} q ||x_i^t - \zeta ||_2 + \sum_{i \in I_A} r ||u_i^t ||_2^2 \right) \right]
\]
s.t. \(x_i^{t+1} = (1-\alpha)x_i^t + \alpha f(A_i^t) + \sigma w_i^t, \forall i \in I_P\)
\(x_i^{t+1} = (1-\alpha)x_i^t + \alpha f(A_i^t) + \pi(x_i^t; \phi_i) + \sigma w_i^t, \forall i \in I_A\)
\(x_0^t \sim p(x_0).\) \tag{15}

The goal is to steer the partially controlled population from
an initial distribution to a target state \(\zeta\). Since the problem
formulation fits the form considered in (6), the stochastic
search framework can be readily applied to the problem with
iterative update law derived in (14).

A. Open loop and feedback Policy

With the generic update law for distribution’s natural
parameters, we can derive specific parameter updates for
an open loop, \(u_i^t = \phi_i^t, \phi_i = \{\phi_i^t\}_{t=1}^{T},\) and a feedback
policy, \(u_i^t = K_x x_i^t + k_i, \phi_i = \{K_x, k_i\}.\) Note that the same
feedforward and feedback terms are applied to all controlled
agents. In both cases, we assume that the policy parameters
are samples from a Gaussian distribution \(N(\mu, \Sigma)\) with fixed
variance and varying mean. In this case the distribution parameter
is only the mean \(\mu.\) The natural parameters and

\[
\mu_t^{k+1} = \mu_t^{k} + \beta \mathbb{E}[S(-J)(\phi_t - \mu_t^k)] / \mathbb{E}[S(-J)].
\tag{16}
\]
The expectation can be approximated via Monte Carlo
sampling as:
\[
\mu_t^{k+1} = \mu_t^{k} + \beta \sum_{m=1}^M S(-J^m)(\phi_t^m - \mu_t^k),
\tag{17}
\]
B. Adaptive feedback Policy

Alternatively, we can formulate an adaptive feedback policy
that also optimizes with respect to which agents are actuated.
Assume that the percentage of actuated agents \(a_i\) is fixed
\(|I_A| = \xi N.\) The active set \(I_A\) is now part of the
optimization. We assign an actuation indicator variable \(a_i\)
to each agent in the population that represents whether the
agent is actuated. Each variable is sampled from the Bernoulli
distribution and has an associated parameter \(p_i\), that denotes
the probability of actuation. Since the active agent set changes
throughout optimization, a feedback policy \(u_i^t = K_x x_i^t\) is
applied to the actuated agents as opposed to the open loop
policy.

The optimization is then performed with respect to both
the policy parameters \(\phi\) and actuation probability \(p\) as
\[
\pi^*, p^* = \arg\min_{\pi, p} \mathbb{E} \left[ \sum_{t=1}^{T} \left( \sum_{i=1}^{N} q ||x_i^t - \zeta ||_2 + \sum_{i \in I_A} r ||u_i^t ||_2^2 \right) \right]
\]
s.t. \(x_i^{t+1} = F(x_i^t, \pi(x_t^i; \phi_t), p_i, u_i^t)\)
\(x_0^t \sim p(x_0).\) \tag{18}

The feedback policy parameters are again assumed to be
sampled from a Gaussian distribution and can be updated
using (17). For the Bernoulli random variables representing
the actuation probability, the natural parameters and sufficient
statistic of the distribution are \(\eta(\theta) = \log \frac{p}{1-p}\) and \(T(a) = a.\)
Plugging these into the parameter update (14) we get:
\[
\log \frac{p_i^{k+1}}{1-p_i^{k+1}} = \log \frac{p_i^k}{1-p_i^k} + \beta \mathbb{E}[S(-J)(a_i - \pi(a_i))] / \mathbb{E}[S(-J)]
\]
\Rightarrow \log \frac{1-p_i^{k+1}}{p_i^{k+1}} = \log 1 - p_i^k - \beta \mathbb{E}[S(-J)(a_i - \pi(a_i))] / \mathbb{E}[S(-J)]
\Rightarrow \frac{1}{p_i^{k+1}} - 1 = \left( \frac{1}{p_i^k} - 1 \right) \exp \left( -\beta \mathbb{E}[S(-J)(a_i - \pi(a_i))] / \mathbb{E}[S(-J)] \right) \tag{19}

Algorithm 1 Adaptive Feedback Stochastic Search Controller

Given: susceptibility: \( \alpha \); noise level: \( \sigma \); neighborhood size: \( \epsilon \); active portion: \( \xi \); planning horizon \( T \); MPC horizon: \( T_{\text{mpc}} \); initial distribution: \( p(x_0) \); Number of samples: \( M \); Number of agents: \( N \); Sampling variance \( \Sigma \); Step size: \( \beta \); Sample initial state \( x_0 \sim p(x_0) \);

Initialize policy \( p^0, \mu^0 \);

for \( t_{\text{mpc}} = 0 \) to \( T_{\text{mpc}} \) do

Copy initial state \( \{x_0^i\}_{i=1, \ldots, N} = x^i_{\text{mpc}} \);

for \( m = 1 \) to \( M \) do

for \( i = 1 \) to \( N \) do

Sample \( a^{i,m} \sim \text{Bernoulli}(p^i_{\text{mpc}}) \);

for \( t = 0 \) to \( T - 1 \) do

Sample \( K_t^i \sim \mathcal{N}(\mu^i_{\text{mpc}}, \Sigma) \);

Sample \( w_t^i \sim \mathcal{N}(0, \sigma^2) \)

Compute control \( u_t^i = K_t^i x_t^i + w_t^i \);

end for

if \( a^{i,m} = 0 \) then

Propagate passive dynamics \( \dot{x}_{t+1}^i \) \( \text{(4)} \);

else

Propagate active dynamics \( \dot{x}_{t+1}^i \) \( \text{(5)} \);

end if

end for

Compute cost \( J_m(\dot{X}_m, U_m) \);

end for

Update \( \mu_{t_{\text{mpc}}+1} \) \( \text{(17)} \);

Update \( p_{t_{\text{mpc}}+1} \) \( \text{(21)} \);

Normalize actuation probability \( p_{t_{\text{mpc}}+1} = \frac{\xi N p_{t_{\text{mpc}}+1}}{\sum_{i=1}^{N} p_{t_{\text{mpc}}+1}} \);

Execute control \( p_{t_{\text{mpc}}+1} \);

for \( t = 0 \) to \( T - 1 \) do

Recede horizon \( p_{t_{\text{mpc}}+1} = p_{t+1} \);

end for

end for

which leads to the actuation probability update:

\[
p^k_{t+1} = \left( 1 + \left( \frac{1}{p^k_{t+1}} - 1 \right) \exp \left( -\beta^k \frac{E[S(\cdot - J)(a_t - p_k)]}{E[S(\cdot - J)]} \right) \right)^{-1}
\]

(20)

The expectation can also be approximated via sampling as:

\[
p^k_{t+1} = \left( 1 + \left( \frac{1}{p^k_{t+1}} - 1 \right) \exp \left( -\beta^k \frac{\sum_{m=1}^{M} S(\cdot - J)(a_t^m - p_k^m)}{\sum_{m'=1}^{M} S(\cdot - J)} \right) \right)^{-1}
\]

(21)

Since the actuation probability update (21) and policy parameter update (17) are independent, they can be performed simultaneously during each optimization iteration.

VI. ALGORITHM

In this section, we present the adaptive feedback stochastic search algorithm for opinion dynamics control implemented in Model Predictive Control (MPC) fashion, as shown in algorithm 1.

At initial time, the feedback policy is initialized as \( \mathcal{N}(0, \Sigma) \), and the actuation probabilities are initialized as \( p^0 = \zeta \). At each MPC step, the current state is used to initialize the \( M \) trajectory rollouts. For each rollout, the actuation variable \( a^{i,m} \) is sampled from a Bernoulli distribution with \( a^{i,m} = 1 \) indicating that the agent is actuated. The feedback policy parameter \( K_t \) and noise \( w_t^i \) are then sampled for each timestep and used to propagate the dynamics over the planning horizon. A cost is computed for each state-control trajectory rollout and used to update the feedback policy parameter and actuation probability distributions. Note that the actuation probability update (21) can lead to changing active agent set size. To avoid this issue, a normalization step is performed after the update. This ensures that the expected active agent set size remains constant as \( \mathbb{E} \left[ \frac{1}{N} \sum_{i=1}^{N} p^k_t \right] = \xi \) throughout optimization. The active agent set for the current MPC step is decided based on a new set of actuation indicators sampled from the updated actuation probabilities. The first updated feedback policy is then applied to the current state. Finally, we recede the optimization horizon and re-initialize the feedback policy at the last timestep.

Note that the outlined algorithm performs a single iteration of optimization update at each MPC step. In addition, only the first policy step is executed every time. The proposed algorithm can be straightforwardly generalized to multiple optimization iterations and policy execution. On the other hand, a single realization of the dynamics noise is sampled for each rollout. This corresponds to the stochastic approximation scheme [26] from stochastic optimization literature. A batched version of the algorithm can be derived similar to [24].

VII. SIMULATION

In this section we present the simulation results of the proposed algorithm for opinion dynamics control in two different scenarios. We compare the performance of the following policies:

- **Open loop**: \( u_t^i = \phi_t^i, \forall i \in I_A \)
- **Feedback**: \( u_t^i = K_t x_t^i + k_t, \phi_t = \{K_t, k_t\}, \forall i \in I_A \)

![Fig. 2: State trajectory comparison of different policies for the opinion steering setup with 25% actuation percentage.](image-url)
Adaptive feedback: \( u^i_t = Ktx^i_t, \phi_t = Kt, \forall a_i = 1 \)
against a hand-designed feedback control of \( u^i_t = \zeta - x^i_t \) as the baseline. The baseline control has the flavor of pinning control as a function of the distance to the desired state, but it is unaware of the neighborhood. In addition, the control-free dynamics is included as a reference for the equilibrium population distribution.

A. Simulation Setup

In both scenarios, we set the population size \( N \) as 200, active portion \( \xi \) as 0.25, susceptibility to local influence \( \alpha \) as 0.8, noise level \( \sigma \) as 0.1, and neighborhood size \( \epsilon \) as 1. The state of each agent is bounded in \([-3, 3]\). The active agents are randomly generated based on the active agent set size. For the cost function, state cost coefficient \( q = 5 \) and control cost coefficient \( r = 0.1 \) are used. For the stochastic search controller, the planning horizon \( T \) is 10 and the algorithm is receded over \( T_{mpc} = 150 \) MPC steps. During optimization, 500 samples are generated and the sigmoid shape function is used to transform the cost function with \( \psi, \lambda, y_{lb} \) values that correspond to a 0.1 elite threshold. A constant step size \( \beta \) of 1 is used.

B. Opinion Dynamics Steering

We first demonstrate the capability of the proposed framework on a unimodal steering task. The initial state of each agent is sampled from a uniform distribution in \([-1, 1]\). The goal is to steer all agents to +2. From the state trajectories comparison plot in fig. 2, we can observe that the uncontrolled population stays around the neutral position. The baseline policy steers the active agents to the target position, but the passive agents remain around neutral position. While all three stochastic search policies manage to steer the population to the target location, the open loop policy reaches the desired state much more slowly than the feedback and adaptive feedback policies. Note that the feedback policy trajectories are split, with the passive agents trailing the active one, while the adaptive policy avoids the lag by adjusting the active agent set.

C. Unifying Polarized Opinion

We also test the different policies in a unifying polarized opinion setup. The initial state distribution in this case consists of two modes: Uniform\((2, 3)\) and Uniform\((-3, -2)\). The goal is to bring both modes to the neutral position. Since the
neighbourhood size $\epsilon = 1$ and noise level $\sigma = 0.1$, the agents in each mode are only influenced by other agents in the same mode. Therefore, the uncontrolled population stays in the polarized bimodal distribution, as shown in fig. 3b. On the other hand, similar to the previous simulation setup, the baseline policy steers the active agents to the neutral position right away, but they lose the influence on the passive agents from the two modes, as shown in fig. 3a. From fig. 3c to fig. 3e, we observe that all three policies manage to bring all agents to the neutral position, with open loop policy being the slowest and adaptive feedback policy being the fastest. A comparison of all policies against the baseline and uncontrolled case is included in fig. 3f.

An additional comparison is performed for the same setup but with active portion $\xi$ and 0.1. From fig. 4, we observe that the adaptive feedback policy performs similarly to fig. 3f despite working with a much smaller active agent set. On the other hand, it takes the open loop and feedback policy much longer to steer the distribution. Note that the feedback policy trajectories indicate that the number of active agent in the negative mode is smaller than that of the positive mode, leading to worse steering performance for the mode.

D. Discussions

While open loop policy has been widely popular for sampling based MPC [17], [24], [27], the results of this paper showcase the power of feedback policy. Despite the implicit feedback through the MPC setup, explicit policy feedback parameterization results in faster convergence in both scenarios. In addition, the adaptive feedback policy can handle very small active portion with comparable performance.

VIII. Conclusions and Future Work

In this work, we presented the stochastic search framework for opinion dynamics steering where a subset of all agents are actuated. We derived the optimization update for an open loop, feedback, and a novel adaptive feedback policy that adjusts the active agent set. All three policies were tested on 2 opinion steering scenarios with 200 agents against a hand designed baseline policy and the uncontrolled dynamics. The results showcased the capability of the framework and the robustness of the adaptive feedback policy with respect to the active agent set size. As future work, we would like to scale the algorithm to large scale experiments through distributed optimization techniques such as ADM. In addition, we would like to extend the framework to more complex opinion dynamics/social network models and design novel policies for the model.
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