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1. Introduction

Speaker diarization is the process of partitioning a speech recording into homogeneous segments associated with each speaker. This process is an essential part of multi-speaker audio applications such as generating transcriptions from meetings [1, 2]. Recent studies [3, 4] have shown that accurate diarization improves the performance of automatic speech recognition (ASR).

The traditional speaker diarization approach uses a clustering-based method that relies on multiple steps: voice activity detection (VAD), speech segmentation, feature extraction, and clustering. VAD is the process of filtering out the non-speech parts from an input speech. Speech regions are then split into multiple speaker-homogeneous segments, and frame-level speaker embeddings are extracted. The recent progress on deep learning has made it possible to compute better speaker representation such as x-vectors [5] and d-vectors [6]. Once the embeddings are obtained, a clustering method is needed. The commonly used methods are agglomerative hierarchical clustering [7], k-means clustering [8], spectral clustering [9, 10], and affinity propagation [11]. Recently, neural network-based clustering has been explored [12]. Although clustering-based methods performed well, they are not optimized to directly minimize diarization errors because clustering is an unsupervised method. To directly minimize diarization errors in a supervised manner, clustering-free methods have been studied [13, 14, 15].

End-to-end neural diarization (EEND) [14, 15] is a promising direction for speaker diarization. EEND uses a single neural network that maps a multi-speaker audio to joint speech activities of multiple speakers. In contrast to most of the clustering-based methods, EEND handles overlapping speech without using any external module. Inspired by its successful results, several variants of EEND have been proposed [16, 17, 18, 19, 20].

First, we explore an iterative pseudo-label method for EEND itself. To improve the performance of EEND. To evaluate our proposed method, we conduct the experiments of model adaptation using labeled and unlabeled data. Experimental results on the CALLHOME dataset show that our proposed pseudo-label achieved a 37.4% relative diarization error rate reduction compared to a seed model. Moreover, we analyzed the results of semi-supervised adaptation with pseudo-labeling. We also show the effectiveness of our approach on the third DIHARD dataset.

Index Terms: Speaker diarization, end-to-end neural diarization, pseudo-labeling, self-training

2. Related work

Traditional speaker diarization methods have been developed for challenging speaker diarization scenarios. To get a more accurate pseudo-label, we combine the results of clustering-based methods and EEND-based methods. We perform the system combination by using DOVER-Lap [26] that is a voting algorithm for speaker diarization. By analyzing the results [27], we show that this approach improves the performance of not only EEND itself but also the final fusion. Thanks to this technique, we also achieved the second-best in the DIHARD III dataset.

3. Methodology

In this paper, we present a semi-supervised training technique using pseudo-labeling for end-to-end neural diarization (EEND). The EEND system has shown promising performance compared with traditional clustering-based methods, especially in the case of overlapping speech. However, to get a well-tuned model, EEND requires labeled data for all the joint speech activities of every speaker at each time frame in a recording. In this paper, we explore a pseudo-labeling approach that employs unlabeled data. First, we propose an iterative pseudo-label method for EEND, which trains the model using unlabeled data of a target condition. Then, we also propose a committee-based training method to improve the performance of EEND. To evaluate our proposed method, we conduct the experiments of model adaptation using labeled and unlabeled data. Experimental results on the CALLHOME dataset show that our proposed pseudo-label achieved a 37.4% relative diarization error rate reduction compared to a seed model. Moreover, we analyzed the results of semi-supervised adaptation with pseudo-labeling. We also show the effectiveness of our approach on the third DIHARD dataset.

End-to-end neural diarization (EEND) [14, 15] is a promising direction for speaker diarization. EEND uses a single neural network that maps a multi-speaker audio to joint speech activities of multiple speakers. In contrast to most of the clustering-based methods, EEND handles overlapping speech without using any external module. Inspired by its successful results, several variants of EEND have been proposed [16, 17, 18, 19, 20].

In this work, we assume an adaptation scenario of EEND where we have a seed model trained on labeled data of a source domain. First, we explore an iterative pseudo-label method for fine-tuning an EEND model using only unlabeled data of a target condition. To improve the quality of the pseudo-label, we alternately execute pseudo-labeling and fine-tuning the model with the generated pseudo-label, which gradually refines the pseudo-label. Moreover, we propose a committee-based training method. In the committee-based learning [23], multiple recognizers are trained, and then the obtained results are used for data selection. Inspired by this approach, we train multiple diarization models, then the pseudo-labels generated from them are combined. This composite pseudo-label is used for adaptation. Through the experiments on CALLHOME [24], we demonstrate that our method achieves a 37.4% relative diarization error rate (DER) reduction compared to the seed model. Our proposed method with unlabeled data also outperformed the well-adapted model with only labeled data.
challenge.

2. Related work

Neural network-based speaker diarization [14, 15, 28, 29] has gained a lot of attention due to its simplicity in training and inference. In this work, we focus on EEND that shows substantial progress with various extensions. In [16, 17], the authors show experimental analyses and proposals for increasing the number of speakers. The EEND models are also evaluated in online scenarios [18, 19]. However, these approaches require labeled data for training the model. In this paper, we investigate a semi-supervised training strategy to effectively utilize unlabeled data for EEND.

The pseudo-label [21] is a label generated from a pre-trained model with labeled data, that can be used for semi-supervised and unsupervised training with unlabeled data. In ASR, it is well-known that this technique improves recognition performance when a large amount of transcribed data is available [30, 31]. Because the performance improvement depends on the seed model, there are several investigations on getting a high reliable label [32, 33]. Most recently, Kahn et al. [22] investigated end-to-end ASR with pseudo-labeling, and Xu et al. [34] proposed iterative pseudo-labeling as an extension of it. For speaker recognition, Cui et al. [35] proposed an iterative framework with pseudo-labeling to train a speaker embedding network. While these studies focus on utilizing a large amount of unlabeled data, we aim to adapt the model to a target condition using unlabeled data.

The committee-based learning trains multiple recognizers, and uses the outputs obtained from them for selective-sampling problem from unlabeled data. Hamanaka et al. [36] applied this framework to speech recognition. Kanda et al. [23] investigated the use of heterogeneous neural networks as committee members for semi-supervised acoustic model training. Huang et al. [37] proposed a multi-system combination and confidence re-calibration approach to improve the transcription inference and data selection. While these methods focus on data selection for unlabeled data, we apply this idea to obtain the composite output via the committee.

3. End-to-end neural diarization: Review

Given a $T$-length time sequence of acoustic features as an input, EEND processes it using bi-directional long short-term memory (BLSTM) or Transformer encoders to obtain an embedding. Then, a decoder network (e.g. a linear transformation or LSTM) with a sigmoid activation is applied to calculate an output probability $\hat{y}_t \in (0, 1)^S$ for the number of speakers $S$ at time $t$. In the training phase, the EEND is optimized using the permutation-free training scheme [38, 39], i.e., the loss is calculated between the neural network output $\hat{y}_t$ and reference label $y_t \in \{0, 1\}^S$ as follows:

$$L_{\text{PIT}} = \frac{1}{ST} \min_{\phi \in \text{perm}(S)} \sum_{t=1}^T \text{BCE}(\hat{y}_t, y_t^\phi),$$

where $\text{perm}(S)$ is a set of all possible permutations of a sequence $(1, \ldots, S)$ and $\text{BCE}(\cdot, \cdot)$ is an element-wise binary cross-entropy function followed by the summation of all elements. $y_t^\phi$ indicates the reference label at time $t$ after the permutation $\phi$.

The EEND-based system is usually trained using a large amount of simulated data [14], then adapted using real audio mixtures of the target environment. To do that, we need to prepare a pair of the audio mixture and the corresponding annotation.

4. Proposed method

In this section, we first introduce the iterative pseudo-label method for EEND using only unlabeled data. Then, we propose a committee-based training method for speaker diarization.

4.1. Iterative pseudo-label method for EEND

EEND is usually trained on simulated data, and then adapted to the target condition with labeled data. When we perform unsupervised adaptation in this scenario, we should consider domain shift that is the difference between the distributions of the source and target domains. The unexpected performance degradation can be caused by some errors in the pseudo-label. To alleviate this problem, we propose the iterative pseudo-label method that continuously refines the pseudo-label.

Figure 1 shows a training procedure of our proposed method. Given an EEND-based seed model trained on labeled data, we calculate the neural network output for unlabeled data to generate the pseudo-label. Then, we fine-tune the EEND-based seed model using this pseudo-label with a small number of epochs. The fine-tuned model is used to update the pseudo-label. We perform this process for fine-tuning the EEND-based seed model and generating the pseudo-labels in each round. By updating the pseudo-label iteratively, we prevent overfitting caused by undesirable errors. We note that our proposed method can be applied to any variants of EEND.

4.2. Committee-based training for speaker diarization

Our proposed committee-based training consists of two steps: pseudo-label combination and fine-tuning using the composite pseudo-label, as depicted in Fig. 2. In the pseudo-label combination step, given $N$ diarization models as committee members, we generate the pseudo-labels for audio mixtures that are unlabeled data of a target condition. Note that we can use any type of diarization system as a model. Then, the generated pseudo-labels are combined to enhance the quality of the pseudo-label. In the second step, we fine-tune the EEND-based model using audio mixtures with its pseudo-label.

5. Experimental results

5.1. Conditions

The proposed method was evaluated for variable-speaker audio mixtures. We prepared a simulated training set based on [15] to train the seed model. We also prepared real adaptation/test sets from CALLHOME [24]. The statistics of the datasets are
Audio mixtures

Figure 2: Flow of our proposed committee-based training method.

Table 1: Statistics of training/adaptation/test sets. The training set is simulated mixtures. The adaptation and test sets are the subsets of the CALLHOME dataset.

|          | Num. of spk | Num. of mixtures | Avg. dur. (sec) | Overlap ratio (%) |
|----------|-------------|------------------|-----------------|-------------------|
| Training set | 1-4         | 100,000          | 130.0           | 29.7              |
| Adaptation set | 2-7          | 249              | 125.8           | 17.0              |
| Test set    | 2-6          | 250              | 123.2           | 16.7              |

In these experiments, we employed SC-EEND [16]. The input features were 23-dimensional log-Mel-filterbanks with a 25 ms frame length and 10 ms frame shift. For the experiments, each feature was concatenated with those from the previous 14 frames and subsequent 14 frames. After subsampling the concatenated features by a factor of 20, we used four encoder blocks and with 384 attention units containing six heads.

We used diarization error rate (DER) as an evaluation metric. A 250 ms collar was employed at the start and end of each segment. Note that we included errors in overlapped segments and SAD-related errors for the DER calculation, whereas most works [13, 40] in literature did not evaluate such errors.

Table 2: Detailed DERs (%) associated with each number of speaker when using both adaptation and test sets for adaptation.

| Number of rounds | Number of speakers |
|------------------|--------------------|
| 1                | 14.48 18.61 25.70 36.54 37.74 |
| 2                | 12.53 17.05 25.20 34.60 35.61 |
| 3                | 11.43 16.09 24.26 33.17 35.37 |
| 4                | 10.67 15.95 23.19 33.24 35.54 |
| 5                | 10.34 15.75 23.10 33.56 36.10 |

5.2. Evaluation with the iterative pseudo-label method

In this section, we report the results for adaptation with the iterative pseudo-label method. We conducted three adaptation settings of unlabeled data: adaptation, test, and both adaptation and test sets. We note that any label of the CALLHOME dataset was not used even for the adaptation set in this scenario. Before adaptation, we trained a seed model using the training set listed in Table 1. When we used either the adaptation set or the test set for adaptation, the number of epochs for each round was 7. When we used both sets, the number of epochs for each round was 15.

Figure 3 shows the results of DERs where Round 0 indicates the result of the seed model. We can see that iterative processing improves performance consistently. The adaptation using the adaptation set achieved a 26.5% relative DER reduction compared to the seed model. In the case of adaptation using the test set, we observed a similar trend; however, the score was slightly worse than that using the adaptation set. We hypothesized that the reason is the overfitting due to the use of the same data for both adaptation and evaluation. Because the pseudo-label contains some missing speakers and wrong labels, a careful learning strategy is required (e.g. early stopping). Finally, by using both the adaptation and test sets for adaptation, we achieved 16.98% of DER in the sixth round that is the best performance in this figure. These results show that our proposed method is an effective strategy to adapt the model without any label of the target condition. Because the DERs became saturated around the fifth round for all adaptation settings, we use the results up to the fifth round in the following experiments.

Table 2 shows the detailed DER results for each number of speakers. Here, we analyzed the result (DER of 17.12% in Fig. 3) for the fifth round using both adaptation and test sets. For the cases of less than five speakers, we can see significant improvements as the number of rounds increased. On the other hand, for five- and six-speaker cases, the degradation of the DER was started from the fourth round. This result suggests that the overall performance can be inferior by more rounds. However, it is not easy to argue the case of a higher number of speakers because there are a small number of recordings for more than five speakers in the CALLHOME dataset. The numbers of recordings for five- and six-speaker mixtures are only five and three, respectively. We will further investigate the evaluation on other datasets in the future.
In this section, we investigate the impact of pseudo-labels on committee-based training. The results are shown in Table 3. In the first step shown in Fig. 2, we used the three models ($N = 3$) described in Section 4.1 as committee members. The system combination was performed using DOVER-Lap [26] that is a voting algorithm for speaker diarization. As a result, the composite pseudo-label was generated in fully-unsupervised manner for the target condition. In the second step, we prepared a pre-trained SC-EEND using the adaptation set with supervision, then fine-tuned it using the test set with the composite pseudo-label. The number of epochs for supervised adaptation and committee-based unsupervised adaptation were 100 and 10, respectively. Therefore, overall, this experimental setting is a semi-supervised adaptation.

As shown in Table 3, the initial model trained on simulated data achieved 23.76% of DER. Systems (2) to (4) correspond to the results of the iterative pseudo-label method in the fifth round of Fig. 3. System (5) shows the DER of the composite pseudo-label obtained by combining the results of above three systems. We achieved 29.6% relative DER reduction compared to supervised adaptation. Especially, CF errors in DER breakdown confirmed that the iterative pseudo-label method gradually improves the DER using only unlabeled data of the target condition. From systems (6) to (8), we demonstrated the effectiveness of this strong pseudo label by analyzing the results of our successful system submitted to the DIHARD III challenge [25]. This system was constructed from five subsystems: two clustering-based systems, two EEND-based systems, and one hybrid system. For more details about the DIHARD III system description, we refer readers to [27]. In this section, we discuss the results focusing on EEND-EDA [17], which was one of the subsystems. EEND-EDA was also incorporated into the hybrid system.

As with SC-EEND mentioned above, first, EEND-EDA was trained on a simulated training set, then fine-tuned on a labeled development set (‘Supervised EEND-EDA’). Next, the results of all subsystems were combined via DOVER-Lap to obtain the strong pseudo-labels (‘First fusion’). Then, we redid the fine-tuning step for EEND-EDA on the concatenation of the development set with the ground truth labels and the evaluation set with the pseudo labels (‘Semi-supervised EEND-EDA’). Finally, we updated the results on the EEND-EDA-based subsystem and the hybrid subsystem, and then redid the combination step (‘Second fusion’). The DER result is shown in Table 4. The semi-supervised adaptation with the strong pseudo-label for EEND-EDA achieved 6.5% relative DER reduction compared to supervised adaptation. Especially, CF errors in DER breakdown were significantly reduced. However, semi-supervised adaptation did not improve diarization performance over the pseudo-label. By redoing the combination step including the updated EEND-EDA, we outperformed the first fusion by 0.87% absolute DER. This result showed that the strong pseudo-label generated from several types of the diarization system contributes the performance improvement.

6. Conclusions

In this paper, we presented a pseudo-label-based training approach to utilize unlabeled data for end-to-end neural diarization. In our experiments on the CALLHOME dataset, we confirmed that the iterative pseudo-label method gradually improves the DER using only unlabeled data of the target condition. Moreover, we found that the committee-based training using unlabeled data provides complementary information to labeled data. Furthermore, by analyzing the results on the DIHARD III challenge, we showed the effectiveness of the pseudo-label generated from the clustering-based and EEND-based systems. In the future, we will investigate our proposed method for other EEND-based models.
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