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Abstract

Motivation: Haplotype phasing is a critical step for many genetic applications but incorrect estimates of phase can negatively impact downstream analyses. One proposed strategy to improve phasing accuracy is to combine multiple independent phasing estimates to overcome the limitations of any individual estimate. As such a strategy is yet to be thoroughly explored, this study provides a comprehensive evaluation of consensus strategies for haplotype phasing, exploring their performance, along with their constituent tools, across a range of real and simulated datasets with different data characteristics and on the downstream task of genotype imputation.

Results: Based on the outputs of existing phasing tools, we explore two different strategies to construct haplotype consensus estimators: voting across outputs from multiple phasing tools and multiple outputs of a single non-deterministic tool. We find the consensus approach from multiple tools reduces switch error by an average of 10% compared to any constituent tool when applied to European populations and has the highest accuracy regardless of population ethnicity, sample size, SNP-density or SNP frequency. Furthermore, a consensus provides a small improvement indirectly the downstream task of genotype imputation regardless of which genotype imputation tools were used. Our results provide guidance on how to produce the most accurate phasing estimates and the tradeoffs that a consensus approach may have.

Availability: Our implementation of consensus haplotype phasing, consHap, is available freely at https://github.com/ziadbkh/consHap.

\textsuperscript{†}These authors have contributed jointly to this work as senior authors
Introduction

Computational haplotype phasing, whereby phase information is statistically estimated from genotype data, remains an essential task in many types of genetic studies such as genome-wide association studies (GWAS) [1], expression quantitative trait loci (eQTL) [2] and genotype imputation [3, 4, 5]. While short-read sequencing technologies can provide phase information [6], studies based on SNP array remain more widely-used, hence there is still a strong demand for statistical approaches for estimating phase. An illustration of this demand is seen in the popular genotype imputation services provided by Sanger [7] and Michigan [4], where the latter has imputed over 58.1 million genomes before July 2020. In the imputations provided by these servers, users select a tool to use for phasing, which will in turn have an impact on the accuracy of all downstream analyses. Given its strong impact as a pre-processing step, it is critical to understand and improve the accuracy of approaches to phasing.

While state-of-the-art phasing tools have an error rate of only a few percent on large, high-density GWAS, error rates are significantly higher in cohorts with low sample size or low-SNP density [8, 9]. This can affect larger studies constructed from multiple smaller cohorts, such as the Haplotype Reference Consortium (HRC) dataset [7], which consists of 38,821 individuals from 20 different cohorts, with mean sample size is 1,630 individuals. Collating such data often requires genotype imputation for study harmonisation which is influenced by phasing accuracy within the small datasets.

One approach that has been proposed to improve phasing accuracy is to combine different estimations of haplotypes into a single consensus estimator through majority voting, a form of ensemble learning [10]. The different haplotypes can be obtained from either several tools [11, 12], which we denote a multi-tool consensus, or several iterations of a single but non-deterministic tool [13, 14, 9], which we denote a multi-iteration consensus. While these consensus or ensemble approaches have been previously mentioned, there has been little study on which phasing estimates to combine, how to combine them or the impact such techniques have on overall accuracy. Furthermore, preliminary analysis [11] and studies of ensemble methods in the machine learning community [15] highlight that combining multiple models does not necessarily outperform individual tools. Given a consensus estimator has an increased computational cost, requiring a dataset to be phased multiple times, a more rigorous study of this approach is warranted to understand its benefits and trade-offs.

This study provides an evaluation of consensus haplotype approaches. Several combinations of multiple tools or multiple iterations of the same tool are used to construct and evaluate the accuracy of this strategy and the results are compared to the constituent tools. Using data from HapMap III and HRC, we conducted a comprehensive evaluation of the proposed consensus estimators against
state-of-the-art population-based phasing tools and focusing on the ones employed by Michigan and Sanger imputation servers (SHAPEIT2 [16], EAGLE2 [8], SHAPEIT3 [9], and HAPI-UR [14]). We evaluate how the proposed methods are affected by factors known to influence phasing accuracy including sample size, SNP density, minor allele frequency (MAF) and population ethnicity. We explore the impact of pre-phasing on genotype imputation across several imputation tools (pbwt [5] used in Michigan imputation server, Minimac3 [7] used in Sanger imputation server, and Beagle5 [3]). Finally, we analyse the trade-off between runtime and accuracy for the proposed methods and discuss several factors that are likely to mitigate the additional computational cost.

Our results show that consensus haplotype approaches are consistently the most accurate approach for phasing, with computational costs likely to be acceptable in most common scenarios. We also find that consensus haplotype phasing leads to the most accurate imputation compared to most combinations of phasing and genotype imputation tools available on Sanger and Michigan imputation servers, albeit with only modest increases over individual tools. SHAPEIT2 and EAGLE2 provide the most accurate phasing from any individual phasing tool, with EAGLE2 provided better genotype imputation in our evaluation. Our study results provide guidance on the strengths and limitations of consensus strategies for haplotype phasing that can help other researchers to conduct accurate genetic investigations and highlight several directions for future research.

Methods

Study workflow

Figure 1 illustrates the applied analysis workflow: 1) Datasets preparation. 2) Real haplotypes preparation. 3) Phasing is applied to the Hap+HRC dataset using all individual phasing tools, then results are combined into a consensus estimators in 4). 5) Estimated HAPMAP III Trios are evaluated against real haplotypes using switch error. 6) The SNPs of the reference panel are imputed to the phased Hap+HRC dataset using three genotype imputation tools. 7) Imputed genotypes are evaluated against the experimental genotypes filtered in step (1). 8) Correlation assessment for phasing and genotype imputation accuracy at each individual scale (same individuals in step (5)).

Datasets and preparation

We analyzed data from HapMap phase III [17] and the Haplotype Reference Consortium (HRC) [7] with quality control for these datasets described in their respective publications. The majority of the analysis focuses on a combination of European samples from HapMap III and HRC datasets, which we denote the Hap+HRC dataset. We make use of 8,259 individuals of European descent, combining 69 Utah residents with Northern and Western European ancestry (CEU) obtained from HapMap phase III and 8,189 British samples from HRC (specifically the UK10UK and IBD cohorts).
Figure 1: Workflow applied in this study. Dark blue arrows represent saving data into files, while light blue arrows represent reading the saved data. Thin arrow used to show additional information or the end of the workflow. Cylinders are used to represent data storage. Hexagons are used to represent applied procedures.
HRC and HapMap samples were combined, keeping SNPs with MAF > 0.05 and are common to the two datasets. As both studies have very high density, we use LD-based pruning via PLINK [18] (–indep-pairwise with $r^2 = 0.95$), resulting in a SNP density similar to the UK Biobank dataset as per [8]. Hap+HRC individuals with the original SNP density were saved in HAPMAP III-Ev and HRC-Ev for genotype imputation evaluation. All analysis for the Hap+HRC dataset focus on 5 chromosomes, totalling 151,278 SNPs (50,521 on chr2, 38,930 on chr6, 30,580 on chr16, 21,928 on chr6 and 9,319 on chr21). Phasing accuracy of the Hap+HRC dataset is benchmarked using 52 trios in the CEU dataset (denoted Real haplotypes), where phase is resolved using parental genotypes. As the HRC dataset consists of statistically estimated haplotypes, it could not be used for evaluation. HRC samples excluded from the Hap+HRC dataset are used as a reference panel for genotype imputation.

We additionally use all 838 samples (excluding any parental samples) from the HapMap phase III to emulate phasing a multi-ethnic cohort, using the same SNPs of chromosome 21 of the Hap+HRC dataset. Evaluation is conducted using trios from five populations: African ancestry in Southwest USA (ASW), Utah residents with European ancestry (CEU), Mexican ancestry in Los Angeles (MEX), Maasai ancestry in Kenya (MKK), and Yoruba in Ibadan, Nigeria (YRI). The number of trios in each population is reported in Table 2.

Haplotypes phasing and genotype imputation tools

Haplotype phasing was carried out using four tools: SHAPEIT2 (v2.r904), EAGLE2 (v2.4.1), HAPI-UR (v1.01), and SHAPEIT3 (v3.r881), with the first three tools motivated by their availability as part of the widely-used Sanger and Michigan genotype imputation servers. Phasing tools were applied using their default parameters unless otherwise was noted. SHAPEIT3 was applied with fast flag enabled as mentioned in its documentation. When phasing small datasets via SHAPEIT3, the cluster size parameter was set to $(2 \times \text{sample size} - 1)$, a mandatory setting when the sample size is below 4,000.

We utilised the following genotype imputation tools applied with default parameters: Minmac3 (2.0.1), used in the Michigan imputation servers, pbwt (3.0), used in the Sanger imputation servers, and Beagle v5.

Consensus estimator

Rather than making use a single model, a consensus approach is a form of ensemble learning, whereby the predictions from multiple independent models are combined to obtain better predictive performance than any of the constituent models [10]. In the context of haplotype phasing, existing phasing algorithms are usually based on Hidden Markov Models, with the different tools each making different assumptions and implementing different heuristics to improve runtime [19, 13].
By combining the predictions of these models, it is hoped that a majority vote can overcome the limitations and biases of each individual model, resulting in a higher accuracy on average.

In this work, we focus on consensus approach, denoted **consHap**, based on a majority voting approach described in Algorithm 1 and previously proposed in [11, 20]. The method takes $M$ phasing estimates where the output from the $j$-th tool, denoted $h_j$, is a binary array of length $P$, representing the sequence of alleles at every heterozygous SNP on a single homologous chromosome. $h_j[i]$ denotes whether the $i$-th heterozygous SNP carries a major or minor allele (0 or 1 respectively). Only one homologous chromosome needs to be represented, with the remaining copy being the logical complement. For each SNP, our method takes a majority vote across all input phasing estimates. Any method that is not concordant with the majority vote has phasing estimates for remaining SNPs flipped (i.e we take the logical complement) in order to align the phase of the remaining estimates with those of the majority.

**Algorithm 1:** Consensus haplotype estimator algorithm.

**Input:** $\{h_1, h_m\} - M$ phasing estimates, binary vectors of size $P$

**Output:** $cons -$ binary vector of size $P$

for $i \leftarrow 0$ to $P$

    $cons[i] \leftarrow \text{majority\_vote}(h_1[i], \ldots, h_j[i])$

    for $j \leftarrow 0$ to $n$

        if $i + 1 \leq P$ and $h_j[i + 1] \neq cons[i + 1]$ then

            $h_j[i + 1 : P] \leftarrow \text{complement}(h_j[i + 1 : P])$

        end

end

We consider two different forms of consensus estimators, either multi-tool approaches that combine the output of different phasing tools, or multi-iteration approaches that combine the output of multiple iterations of one non-deterministic tool. We also explore the impact of combining these approaches i.e. multiple iterations from multiple tools. Most phasing tools considered in this work are non-deterministic, in the sense that they produce different outputs when running with the same data. Only EAGLE2 produces deterministic results but can be forced to emulate non-deterministic output by permuting the order of individuals in the input [11].

We use a consistent naming convention to describe a particular implementation of **consHap** throughout this work. Individual tools are abbreviated ($S_2$: SHAPEIT2, $S_3$: SHAPEIT3, $E_2$: EAGLE2, $H_r$: HAPI-UR) and concatenated together if multiple tools are used. If multiple outputs from a single tool are used, we denote the number of iterations in parentheses. Thus **consHap-$S_2E_2S_3$** is based on the output of SHAPEIT2, EAGLE2, and SHAPEIT3 while **consHap-$S_2(3)$** is based on three different iterations of SHAPEIT2.
**Evaluation criteria**

The evaluation of phasing accuracy is based primarily on the proportion of switch errors (SE), which occur when the phase allocated to a heterozygous variant is incorrectly switched relative to the prior heterozygous [13]. While switch error rate is primarily reported as an average across all samples in a dataset, we also consider the variation of switch error at an individual level. This also enables us to evaluate there is a statistically significant difference between a pair of phasing tools via a one-sided binomial test, with the number of trials as the number of individuals and the probability of an improvement as 0.5 given the null hypothesis that two tools have the same accuracy on average.

Evaluation of phasing performance with varying SNP density was conducted on five subsets of the Hap+HRC datasets, restricted to chromosomes 16 and 21, and thinned to a SNP density ranging from 200SNPs/1Mb to 1000 SNPs/Mb. This pruning (via PLINK’s –bp-space command) removed a random SNP from any possible pair if the distance was less than the desired resolution. Similarly, five datasets with different population sizes were generated by a random selection of samples from the Hap+HRC dataset, again restricted to chromosomes 16 and 21. The error rate of phasing as MAF varies was calculated across all chromosomes of the Hap+HRC dataset.

Using the Hap+HRC dataset that was thinned for the phasing evaluation, we imputed all pruned SNPs using the reference panel into the Hap+HRC dataset, a masking experiment similar to [21]. Concordance of imputed and actual genotype calls was measured using Pearson correlation between the allele dosage and the sum of the posterior allele probabilities ($r^2_a$) for each SNP [3, 4].

**Results**

**Consensus performance across European cohort**

We first evaluated consensus haplotype approaches, which we refer to as *consHap*, across five chromosomes of the Hap+HRC dataset and compared the proportion of switch errors (SE) with that achieved by several state-of-the-art phasing tools. We focus on two variants: a multi-tool consensus of SHAPEIT2, EAGLE2 and SHAPEIT3 (*consHap-S2E2S3*) and a multi-iteration consensus of three outputs of SHAPEIT2 (*consHap-S2(3)*).

Table 1 shows that the consensus estimators, *consHap-S2E2S3* and *consHap-S2(3)*, improved on the most accurate individual tool across the evaluated chromosomes of the Hap+HRC dataset by an average of 9.8% (*consHap-S2E2S3*) and 5.6%(*consHap-S2(3)*). The multi-tool *consHap-S2E2S3* consistently improves upon the multi-iteration *consHap-S2(3)* by between 2.3 and 8.8% depending on the chromosome. SHAPEIT2 is the most accurate individual tool in all cases, showing consistent improvements beyond EAGLE2. The average length of correctly phased haplotype blocks obtained by *cons-S2E2S3* and *cons-S2(3)* is 421, and 403 SNPs respectively, representing 45 and 27 SNPs.
Table 1: Switch error % and total number of switches for evaluated phasing tools on 52 individuals for five chromosomes of the Hap+HRC dataset. Bolded values represent the lowest error while underlined values have the lowest switch error for any individual tool (i.e excluding consensus). Improvement (bottom row) highlights the percentage of switch error improvement between consHap-S2E2S3 and the best individual tool.

| Tool            | Chr2  | Chr6  | Chr11 | Chr16 | Chr21 | Switches |
|-----------------|-------|-------|-------|-------|-------|----------|
| consHap-S2E2S3  | 0.86  | 0.83  | 0.92  | 1.10  | 1.23  | 18,763   |
| consHap-S2(3)   | 0.88  | 0.85  | 0.95  | 1.14  | 1.32  | 19,392   |
| SHAPEIT2        | 0.95  | 0.92  | 1.00  | 1.20  | 1.40  | 20,742   |
| EAGLE2          | 0.99  | 0.94  | 1.04  | 1.24  | 1.41  | 21,352   |
| SHAPEIT3        | 1.1   | 1.06  | 1.16  | 1.38  | 1.51  | 23,850   |
| HAPI-UR         | 1.51  | 1.42  | 1.61  | 1.89  | 2.12  | 32,604   |
| Improvement     | 9.76% | 10.38%| 8.15% | 8.52% | 11.72%| 1,979    |

longer blocks compared to the best individual tool as shown in supplementary Table 3.

Rather than looking at average switch error, we can also consider how often a given phasing tool results are the most accurate phasing of an individual. Supplementary Table 2 shows that consHap-S2E2S3 and consHap-S2(3) were more accurate than all individual tools for 76% and 56% of individuals, representing a significant improvement in performance (one-sided binomial test $p < 5 \times 10^{-5}$ for both consensus methods). The scenario where individual tools perform better than the consensus arises when the majority of phasing outputs in the consensus are in error but out-vote the more accurate minority.

We also explored a range of other consensus configurations (Supplementary Table 4 and 5). The highest accuracy was obtained by consHap-S2(8)E2(7), a consensus of 8 iterations of SHAPEIT2 combined with 7 iterations of EAGLE2, showing a mean SE of 1.057% compared to 1.168% by consHap-S2E2S3, but with a cost of a significant increase in runtime. Supplementary Table 4 shows that consensus estimators constructed from any three tools obtained higher accuracy than any of the tools individually. However, Supplementary Figure 1 shows this was not the case with a multi-iteration consensus, where multiple iterations of SHAPEIT3 or HAPI-UR failed to outperform a single iteration of SHAPEIT2 or EAGLE2.

**Performance across factors that influence accuracy**

We evaluated consHap-S2E2S3 and consHap-S2(3) over several subsets of the Hap+HRC dataset to assess their robustness against factors known to influence phasing accuracy including SNP density, population size, and minor allele frequency (MAF) [22, 13].

As shown in Figure 2, consHap, in both multi-tool and multi-iteration configurations, outperforms all individual tools regardless of SNP density from subsampled versions of the Hap+HRC dataset.
Figure 2: Robustness of the consensus approach to a) SNP density, b) population size and c) minor allele frequency (MAF), as measured by switch error and Error rate. c) is generated from the Hap+HRC dataset and smoothed using a generalized additive model (GAM), while a) and b) are generated by manipulating the data of chromosomes 16 and 21 from the Hap+HRC dataset to obtain the desired characteristics as explained in supplementary materials.

dataset. Overall, the average SE increases by an average of 1.94% to 4.2% across all approaches as the SNP density is reduced. When changing the resolution of SNPs from 200SNPs/Mb to 1000SNPs/Mb, as shown in Figure 2 (a), we see consHap-S2E2S3 and consHap-S2(3) improved the accuracy by an average of 8.54% and 6.65% respectively compared to the best single tool. Interestingly, the best individual tool changes from SHAPEIT2 to EAGLE2 as the density of SNPs gets higher than 500SNPs/Mb. We again observe that the multi-tool consensus, consHap-S2E2S3, outperforms the multi-iteration consensus, consHap-S2(3) showing a mean improvement of 2%.

Similar results are seen when varying sample size. In Figure 2 (b) we see consHap-S2E2S3 and consHap-S2(3) improve accuracy by 7.7% and 4.4% when changing the population size from 500 to 8,258 individuals, the percentage improvement increases as sample size increases from 4.8% to 11.7% and 3.5% to 5.4% for consHap-S2E2S3 and consHap-S2(3), respectively.

Furthermore, consHap obtained the minimal error rate regardless of the minor allele frequency (MAF) as illustrated in Figure 2 (c). There was 9.7% (averaged for all MAF ranges) error reduction obtained by consHap-S2E2S3 compared to the best individual tool. While the accuracy of all phasing tools decreases as we examine increasingly rare SNPs, we observe that while SHAPEIT2 is the most accurate individual tool for variants with MAF > 0.1, its accuracy drops below that of EAGLE2 once when MAF < 0.1.

Accuracy gains of increasing consensus iterations

The results in previous sections consider consHap-S2(3), a specific instance of consHap-S2(n), a consensus estimator based on n iterations of SHAPEIT2. We can evaluate the impact on perfor-
Figure 3: Performance of multi-iteration consensus for varying numbers of iterations over chromosome 21 of the Hap+HRC dataset a) without modification, b) reduced to 500 individuals and c) with SNP density reduced to 1 SNP per 5kb. The number of iterations is shown on the x-axis. The dashed pink line shows switch error for consHap-$S_2E_2S_3$.

Performance as the parameter for iterations, $n$, is increased. Moreover, as the consensus relies on the non-deterministic output of SHAPEIT2, we can also examine the distribution of accuracy from different runs of this tool. This is achieved by running SHAPEIT2 up to 50 times and, for each $n$ of interest, selecting $n$ random iterations as inputs into the multi-iteration consensus. This selection is repeated 10 times, to derive the distribution of error.

Initially, we examine the performance of consHap-$S_2(n)$ as $n$ is increased, focusing on only chromosome 21 of the Hap+HRC dataset. Figure 3 (a) highlights a 7.2% improvement in accuracy when shifting from 1 iteration to 3 iterations (mean SE from 1.39% to 1.29%, respectively) with 9 iterations required to achieve the same mean SE as the multi-tool consHap-$S_2E_2S_3$ (SE = 1.23%). Additional iterations continue to reduce SE with diminishing returns, with details of the accumulative improvement is reported in Supplementary Table 6. Similar observations are noted when constructing a multi-iteration consensus from other tools (Supplementary Figure 1).

As datasets with low sample size or SNP density can be phased faster, we hypothesised that a multi-iteration consensus combining a large number of phasing outputs may outperform a multi-tool consensus. Evaluating up to 49 iterations on a data set with reduced sample size ($n=500$), we found that consHap-$S_2(3)$ obtained similar results to consHap-$S_2E_2S_3$ (SE = 2.53%) as illustrated in Figure 3 (b). Similar results are observed when SNP density is reduced but sample size is maintained, as shown in Figure 3 (c). Here, consensus from five iterations of SHAPEIT2 or more improve beyond consHap-$S_2E_2S_3$ (SE = 3.7%). While these results were produced for chromosome 21, Supplementary Figure 2 shows similar findings on chromosome 16. Supplementary Figure 3 shows these results hold as population size and SNP density are varied further.

To understand why these multi-iteration consensuses improve beyond consHap-$S_2E_2S_3$, we in-
vestigated the individual tools used in the consensus construction. Consistent with results in Figure 2, Supplementary Figure 4 shows EAGLE2 has a relatively high SE over datasets with small sample size (SE = 3.2% compared to 2.64% and 2.69% for SHAPEIT2 and SHAPEIT3, respectively) that may impact the performance of consHap-S_2E_2S_3 in Figure 3 (b). When SNP density is reduced, SHAPEIT3 obtained SE = 4.6% compared to 4.17% and 4.04% for EAGLE2 and SHAPEIT2 respectively, which may impact consHap-S_2E_2S_3 in Figure 3 (c). These analyses indicates that SHAPEIT2 has the most robust performance across low sample and low SNP density datasets. Additionally, we found that constructing a consensus using several iterations of one non-deterministic tool is not guaranteed to outperform all individual tools, with Supplementary Figure 5 showing multiple iterations of HAPI-UR failing to outperform a single iteration of SHAPEIT2 or EAGLE2, given the large gap in accuracy.

Phasing performance on a multi-ethnic cohort

We evaluate the performance of phasing on a multi-ethnic cohort formed by combining all samples from the HapMap. As shown in Table 2, we find consHap-S_2E_2S_3 outperforms all individual tools, with improvements ranging from 4.2% (CEU) to 11.2% (MKK). consHap-S_2E_2S_3 also outperforms consHap-S_2(3) across all populations, though the improvement is only 1.15% on average.

As the smaller sample size used for this experiment means error rates across all phasing tools are typically high (3-4%) for all ethnicities, we see a lower error rate in the Maasai in Kinyawa, Kenya (M KK) cohort, likely because this is the largest population in this multi-ethnic dataset. We also observe a substantially higher error rate for the CEU trios compared to Table 1, due to both the smaller number of samples used for phasing and the non-European nature of this experiment.

Given the results from Figure 3 showing that higher iterations of a single tool had stronger results than a multi-tool consensus, we repeated the analysis with 15 iterations of SHAPEIT2 (consHap-S_2(15)). The resulting error rates were lower than all other phasing estimators, with the exception of the YRI population where consHap-S_2E_2S_3 was the most accurate approach.

Impact of different phasing strategies on genotype imputation

Evaluations of phasing reported in this work consistently show the improvements obtained by consHap. However, we can also assess the impact of consHap on downstream tasks. We consider the use of consHap as well as all phasing tools for pre-phasing for genotype imputation. As SNPs were filtered out of Hap+HRC, we imputed them again and compared them to the real SNPs obtained experimentally with the original dataset. Genotype imputation tools (Beagle5, Minimac3, and pbwt) are applied to the Hap+HRC dataset after phasing by all methods described so far, as well as considering the data unphased.

The results in Table 3 for SNPs within three ranges of MAF show imputation using Beagle5...
Table 2: Switch error % when phasing different populations from the HapMap III project. The title of each column shows abbreviated population names and number of trios (in parentheses), with the full populations names in Section 1. Populations information are in supplementary methods. The approaches are sorted based on the average switch errors. Bolded results are the lowest switch error. Italic results are the best across all tests. Underlined results are the best individual tool. The improvement row demonstrates the percentage improvement between consHap-$S_2E_2S_3$ and the best single tool.

| Tool             | ASW (30) | CEU (52) | MEX (27) | MKK (28) | YRI (54) | Mean |
|------------------|----------|----------|----------|----------|----------|------|
| consHap-$S_2E_2S_3$ | 4.480    | 3.528    | 3.929    | 1.073    | **4.096** | 3.421 |
| consHap-$S_2(3)$  | 4.552    | 3.560    | 3.951    | 1.032    | 4.210    | 3.461 |
| SHAPEIT2         | 4.77     | 3.684    | 4.149    | 1.208    | 4.430    | 3.648 |
| SHAPEIT3         | 4.816    | 3.744    | 4.237    | 1.266    | 4.418    | 3.696 |
| EAGLE2           | 6.343    | 4.330    | 4.527    | 2.044    | 5.556    | 4.560 |
| HAPI-UR          | 7.778    | 5.011    | 5.446    | 4.966    | 7.844    | 6.209 |
| **consHap-$S_2(15)$** | **4.374** | **3.448** | **3.883** | **0.994** | 4.110    | 3.362 |

Improvement 6.1% 4.24% 5.28% 11.2% 7.29% 6.82%

consistently obtained the highest accuracy, followed by Minimac3 and pbwt. With respect to phasing tools, consHap, regardless of configuration, obtained higher accuracy than any individual tool, with the best results obtained by consHap-$S_2(8)E_2(7)$. Compared to the results obtained by the best individual tool for pre-phasing, consHap-$S_2(8)E_2(7)$ and consHap-$S_2E_2S_3$, correctly imputed a further 2,800,715 and 1,266,483 genotypes respectively, which equates to 350 correctly imputed SNPs for each individual, within 5 chromosomes. The highest relative improvement was for SNPs with MAF in the range from 0.5% to 5%. With regard to pre-phasing performed via a single tool, EAGLE2 had the highest accuracy in all but two cases where SHAPEIT2 was better. Detailed results showing further imputation metrics are shown in Supplementary Tables 7-9.

Given the results in Table 3 appear to indicate that improved phasing accuracy may have little improvement in genotype imputation, we sought to quantify this relationship. The correlation between phasing and genotype imputation accuracy was evaluated for the 52 individuals of HapMap III, as these individuals have both known real haplotypes and high-density genotype data. Results in Supplementary Figures 6 and 7 show a positive correlation between phasing and imputation accuracy with a mean Pearson correlation across all individuals of $r=0.35$ (range: 0.26 to 0.48), a highly significant relationship (mean $p = 6 \times 10^{-6}$, range: $6 \times 10^{-18}$ to $3 \times 10^{-5}$). Overall, Beagle5 was more influenced by phasing accuracy compared to other imputation tools mean $r = 0.4$, mean $p = 4 \times 10^{-9}$, then Minimac3 (mean $r = 0.35$, mean $p = 9 \times 10^{-7}$) and finally pbwt (mean $r = 0.3$, mean $p = 7.1 \times 10^{-6}$). Detailed results are reported in Supplementary Table 10.
Table 3: Genotype imputation evaluation. \( r^2 \) summarised for 54,230,334,071 SNPs across three MAF ranges: 0.01% to 0.5%, 0.5% to 5%, and 5% to 50%. Improvement column represents the accumulative additional correctly imputed SNPs compared to the pre-phasing done by the phasing tool in the next row. For example, the additional correctly imputed SNPs by consHap-S_2(8)E_2(7) in the first row is 1,447,183 SNPs compared to consHap-S_2E_2S_3 and (1,447,183 + 560,920) SNPs compared to consHap-S_2(3). Bold results indicate the highest accuracy for each imputation tool, underlined results indicate the most accurate individual phasing tools.

| Phased by | [0.01%, 0.5%] | (0.5%, 5%) | \( >5\% \) | Improvement |
|-----------|---------------|------------|-------------|-------------|
| Beagle5   |               |            |             |             |
| consHap-S_2(8)E_2(7) | 0.314 | 0.768 | 0.972 | 1,447,183 |
| consHap-S_2E_2S_3 | 0.309 | 0.766 | 0.971 | 560,920 |
| consHap-S_2(3)   | 0.308 | 0.765 | 0.971 | 723,566 |
| EAGLE2       | 0.307 | 0.763 | 0.971 | 254,420 |
| SHAPEIT2     | 0.306 | 0.763 | 0.971 | 2,817,004 |
| SHAPEIT3     | 0.299 | 0.758 | 0.971 | 3,740,168 |
| HAPI-UR      | 0.296 | 0.751 | 0.969 | 1,032,159,933 |
| unphased     | 0.066 | 0.327 | 0.745 | -           |
| Minimac5    |               |            |             |             |
| consHap-S_2(8)E_2(7) | 0.315 | 0.764 | 0.971 | 1,473,243 |
| consHap-S_2E_2S_3 | 0.310 | 0.762 | 0.971 | 545,408 |
| consHap-S_2(3)   | 0.309 | 0.761 | 0.971 | 660,184 |
| EAGLE2       | 0.308 | 0.759 | 0.971 | 285,388 |
| SHAPEIT2     | 0.307 | 0.759 | 0.971 | 2,887,572 |
| SHAPEIT3     | 0.299 | 0.754 | 0.969 | 355,6971 |
| HAPI-UR      | 0.297 | 0.746 | 0.969 | 980,415,942 |
| unphased     | 0.065 | 0.298 | 0.759 | -           |
| pbwt         |               |            |             |             |
| consHap-S_2(8)E_2(7) | 0.279 | 0.739 | 0.969 | 1,682,270 |
| consHap-S_2E_2S_3 | 0.274 | 0.736 | 0.968 | 723,411 |
| consHap-S_2(3)   | 0.272 | 0.735 | 0.968 | 585,959 |
| EAGLE2       | 0.271 | 0.734 | 0.968 | 541,770 |
| SHAPEIT2     | 0.27 | 0.733 | 0.968 | 3,281,317 |
| SHAPEIT3     | 0.261 | 0.727 | 0.967 | 4,157,745 |
| HAPI-UR      | 0.259 | 0.719 | 0.966 | 1,140,380,286 |
| unphased     | 0.047 | 0.249 | 0.725 | -           |

**Runtime and computational cost**

The improved accuracy of the consensus comes at a cost of increased runtime. Figure 4 shows the runtime of the individual tools used in this analysis when evaluated across chromosome 21 of the Hap+HRC dataset, as the SNP density and sample size are varied. When phasing tools are applied in parallel, the total time required by consHAP can be calculated as \( \max(t_1, t_2, \ldots, t_n) + t_0 \) where \( t_n \) is phasing time of the tool \( n \) and \( t_0 \) is the time required to aggregate the results together. If the tools
Figure 4: The execution time of phasing tools with respect to population size in (a) and SNP density in (b). Note we include timings for consHap when tools are run in serial or parallel. Subsampling of SNPs and samples was performed as per Figure 3.

are applied sequentially, the total time can be calculated as $t_{total} = \sum_{i=1}^{n} t_i + t_0$. For chromosome 21 of the Hap+HRC dataset, it required 32.2 and 42.6 hours to construct consHap-$S_2E_2S_3$ and consHap-$S_2(3)$ considering the worst-case scenario where phasing is applied sequentially and using one thread. This runtime reduces dramatically when phasing tools can be run in parallel to 14.2 hours for both consHap-$S_2E_2S_3$ and consHap-$S_2(3)$, with SHAPEIT2 as the bottleneck. The time to conduct voting across the tools was 1.6% of the time to run the tools in parallel (6 minutes). Individually, HAPI-UR was the fastest phasing tool, with a required execution time around 11 times faster than the closest competitor EAGLE2, while SHAPEIT2 is the slowest. Most tools scale linearly with the number of samples, with the exception of SHAPEIT2, while the high speed of phasing for HAPI-UR compared to other approaches is demonstrated across all SNP densities and sample sizes.

Discussion

In this study, we evaluate the performance of consensus haplotype estimators that use majority voting to combine multiple phasing outputs from different phasing tools or multiple iterations of a
single non-deterministic tool. This study provides the first comprehensive evaluation of consensus phasing approaches, demonstrating that the proposed consensus approach leads to stronger phasing accuracy compared to using a single tool and it is robust across many characteristics known to impact phasing performance. We also assess the impact of phasing accuracy on genotype imputation, one of the major application of phasing, across all phasing and genotype imputation tools available in the widely-used Sanger and Michigan imputation servers, with the resulting findings providing guidance for researchers using these services.

In our evaluations, a consensus from multiple phasing tools almost always has higher accuracy than a consensus from the multiple outputs from the same tool. The consensus estimators are a form of ensemble learning whereby multiple predictive models are combined to produce a single prediction. Ensemble models typically have the strongest improvement above their constituent predictors when each model provide accurate but independent predictions [10]. With phasing, we would intuitively imagine that phasing outputs from the same non-deterministic tool will be less independent than outputs from different tools. Only across datasets with low sample size or low SNP density did we observe improvements from combining multiple outputs of SHAPEIT2 compared to multi-tool consensus. Even here, we required at least 5 independent runs of SHAPEIT2 to see such improvements and improvements in SE remained less than 0.2%.

Our study also builds upon previous benchmarks of phasing tools to characterize the performance of the constituent tools. As with previous studies, we find no individual tool is the best in all scenarios. SHAPEIT2 and EAGLE2 provided the strongest results, while HAPI-UR performs consistently worse, as previously reported [11, 20]. Also consistent with prior results [8], SHAPEIT3 tended to provide somewhat less accurate results than SHAPEIT2 or EAGLE2 but had a reduced runtime and still had higher accuracy than HAPI-UR. One interesting observation was that EAGLE2 displayed a substantially sharper drop in accuracy when sample size was low (less than 2000 individuals). This may be due to EAGLE2 use of long-range phasing to generate an initial haplotype set when no reference panel is provided, but if only relatively few samples are present, it may be hard to find individuals who share haplotypes [13].

The improvements in phasing accuracy achieved through a consensus approach do so at the cost of extra computational overhead. However, there are three complementary aspects related to phasing runtime that mitigate the computational overhead incurred by our consensus approach. First, the strong focus on improving run-time for many phasing algorithms has led to computational complexity reducing from quadratic in the number of samples to linear [19]. Secondly, access to high-throughput computational resources, whether via local high-throughput compute servers or whether via cloud services, are being more accessible, enabling the parallel phasing of data. If the running of multiple phasing tools can be parallelized, the observed runtime will be approximately the runtime of the slowest individual tool. Finally, phasing typically only needs to be conducted once for a study as opposed to being an analysis that needs to be run multiple times, and hence
the once-off additional costs, may not be substantial compared to its re-use as part of downstream analyses. While performance time reported in the results of this work represent the worst-case scenario where phasing was applied sequentially using one thread on an average PC, these three facets of computational performance indicate consensus phasing is likely to be a practical option for most datasets.

Our study makes an important contribution in demonstrating the impact of phasing error on genotype imputation. In line with previously reported results [4, 3], we found that genotype imputation tools obtain similar accuracy, with Beagle5 consistently reporting the highest accuracy regardless of variant allele frequency. For each imputation tool, we found that the improvement of phasing accuracy reported for the consensus estimators led to the most accurate genotype imputation with 2,800,715 and 1,266,483 additional correctly imputed SNPs for 8,189 individuals within 5 chromosomes when using consHap-S2(8)/E2(7) and consHap-S2E2S3, respectively compared to the best individual tool. Errors in imputed genotypes of SNPs have been reported to increase false positives and negatives in downstream analysis [23]. Therefore, the improvements in accuracy obtained by the consensus estimator will contribute to more accurate genetic analyses.

A limitation of our phasing evaluation is that it was carried out on at most 191 individuals from HapMap III, with most analyses focusing on the subset of 52 CEU individuals. However, known haplotype data is not readily available in many large studies and many previous empirical evaluations also suffer from this constraint [13, 8, 9, 11]. We restricted our experiments to a set of phasing and imputation tools (using their default parameters) available in Michigan and Sanger imputation servers given their widespread usage and demonstrated utility. While this limitation means we do not explore some of the most recently published phasing tools, including SHAPEIT4 [6] and BEAGLE5 [3], the tools have tended to improve scalability substantially but have modest impacts on accuracy. As the computational complexity of phasing algorithms drops, we believe the case for consensus approaches will be strengthened, given increased runtime is the strongest drawback.

While the results in this work show the promise of consensus approaches to phasing, future investigations on how best construct a consensus estimator, such as weighting the output of each tool depending on the properties of the data being phased, may yield even stronger improvements in performance. It may also be useful to explore consensus constructed from more diverse tools, with novel approaches such as the random-forest based phasing provided by [24], potentially resulting in greater independence between inputs and hence likely producing a more accurate phasing result. And finally, it may also be possible to alter the optimization of existing HMM-based phasing tools so that they produce multiple local optima, rather than the single best solution, and take a vote over these without requiring multiple independent runs of the tool and hence producing a census result without the runtime cost.
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