HIGHER ORDER POINCARE INEQUALITIES AND MINKOWSKI-TYPE INEQUALITIES
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Abstract. We observe some higher order Poincare-type inequalities on a closed manifold, which is inspired by Hurwitz’s proof of the Wirtinger’s inequality using Fourier theory. We then give some geometric implication of these inequalities by applying them on the sphere. More specifically, by applying them to the support function of a convex hypersurface in the Euclidean space, we obtain some sharp Minkowski-type inequalities, such as a stability inequality for the classical Minkowski inequality and the Alexandrov-Fenchel inequality.

In a recent preprint [4], inspired by Hurwitz’s proof ([3], [1]) of the isoperimetric inequality, by extending the Wirtinger’s inequality to its higher order analogue, Lee and the author of this paper were able to obtain sharp bounds for the isoperimetric deficit in terms of the curvature and its derivatives. The method is by Fourier analysis. Of course, the Wirtinger’s inequality is the one-dimensional Poincare inequality on the circle and the theory of Fourier analysis can be extended to a large extent to the analysis of the spherical harmonics in higher dimensions. It is therefore natural to look for higher order Poincare inequalities by using spherical harmonics and apply them to obtain new geometric inequalities, which is the goal of this paper.

In general, it is well-known that on $S^{d-1}$, if $F$ has mean zero, then we have the Poincare inequality $(d-1) \int_{S^{d-1}} F^2 \leq \int_{S^{d-1}} |\nabla F|^2$, which can be written as

$$-\int_{S^{d-1}} F \Delta F - (d-1) \int_{S^{d-1}} |F|^2 \geq 0.$$  

This inequality alone can already be used to prove the remarkable Minkowski inequality ([6, p. 1191], [8, p. 387]) $\int_{\Sigma} H_{d-3} \leq \frac{1}{|S^{d-1}|} \left( \int_{\Sigma} H_{d-2} \right)^2$ for a convex hypersurface $\Sigma$ in $\mathbb{R}^d$. Here $H_k$ is the (normalized) $k$-th mean curvature and when $d = 2$ this is the isoperimetric inequality. By a simple observation, we can extend the Poincare inequality to arbitrary high order. For example, again under the mean-zero condition, we have

$$0 \leq \int_{S^{d-1}} (\Delta F + (d-1)F)^2 - (d+1) \int_{S^{d-1}} F (-\Delta F - (d-1)F).$$  

While this type of inequalities is perhaps known to experts, its geometric implication seems to be unexplored. For example, using (1), we can obtain a stability result of
the Minkowski inequality for convex hypersurfaces (Theorem 2):

\[
\frac{1}{[S^{d-1}]} \left( \int_{\Sigma} H_{d-2} \right)^2 - \int_{\Sigma} H_{d-3} \leq \frac{d-1}{d+1} \left[ \int_{\Sigma} H_{d-2}^2 - \frac{1}{[S^{d-1}]} \left( \int_{\Sigma} H_{d-2} \right)^2 \right].
\]

When \(d = 2\), this inequality is equivalent to \(\frac{2}{\pi} (L^2 - 4\pi A) \leq \int_C \kappa \, ds - 2A \) ([5, Lemma 1.7]), and thus establishes a connection between the isoperimetric inequality and the Ros inequality ([7, Theorem 1]).

The theory of convex hypersurfaces can be further extended to the theory of mixed volumes. While we mainly focus on obtaining results for one single convex body, it is possible to extend our analysis to mixed volumes of two convex bodies, as illustrated in Theorem 5. We refer to [8] for an excellent reference on the theory of convex bodies and mixed volumes.
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1. A generalization of the Poincare inequality

The analysis in this section can definitely be extended to elliptic operators with spectral properties analogous to the Laplacian, but for simplicity we treat the case of the Laplacian. Let \((M, g)\) be a closed orientable Riemannian manifold. Let \(\Delta = \text{div}(\nabla)\) be the Laplacian on \(M\) (convention: \(\Delta f = f''\) on \(S^1\)). Assume that the eigenvalues of \(\Delta\) on \(M\) are (counting without multiplicities)

\[0 = \lambda_0 < \lambda_1 < \lambda_2 < \cdots \to \infty.\]

Let \(H_n = \{f \in C^\infty(M) \mid \Delta f = \lambda_n f\}\) be the eigenspace with respect to \(\lambda_n\).

Let \(<\cdot, \cdot>\) be the \(L^2\) inner product on \((M, g)\) and \(\|F\|^2 = <F, F>\). Denote the projection of \(F\) onto \(H_n\) by \(F_n\), written as \(F \sim \sum_{n=0}^\infty F_n\).

The following observation is quite straightforward, and is inspired by Wirtinger’s proof of the Wirtinger inequality. It provides a sharp higher order Poincare inequality if we have the knowledge of the first \(m\) non-zero Laplacian eigenvalues.

**Proposition 1.** Let \(m \geq l \geq 1\). Suppose \(F \in C^\infty(M)\) and \(F \sim \sum_{n=0}^\infty F_n\). Then

\[
\left< \prod_{j=l}^{m} (-\Delta - \lambda_j) F, F \right> \geq 0. \tag{2}
\]

The equality holds if and only if \(F = \sum_{n=l}^m F_n\).

**Proof.** This is true because \(-\Delta F \sim \sum_{n=l}^\infty \lambda_n F_n\) and so by the generalized Parseval’s identity,

\[
\left< \prod_{j=l}^{m} (-\Delta - \lambda_j) F, F \right> = \sum_{n=m+1}^\infty \prod_{j=l}^{m} (\lambda_n - \lambda_j) \|F_n\|^2 \geq 0.
\]
For the purpose of deriving some sharp inequalities on convex bodies, we need
the explicit expression of the coefficients.
Define the \((m - l + 1)\)-degree polynomial \(C_{l,m}(t)\) and the coefficients \(c_{l,m,k}\) by
\[
C_{l,m}(t) := \prod_{j=l}^{m}(t - \lambda_j) = \sum_{k=0}^{m-l+1} c_{l,m,k} t^k.
\]

**Proposition 2.** Let \(m \geq l \geq 1\). Suppose \(F \in C^\infty(M)\) and \(F \sim \sum_{n=l}^\infty F_n\). Then we
have
\[
\sum_{k=0}^{m-l+1} c_{l,m,k} \langle F, (-\Delta)^k F \rangle \geq 0.
\]
(3)
The equality holds if and only if \(F = \sum_{n=l}^m F_n\).

**Corollary 1.** Let \(m \geq 1\). Suppose \(F\) is a smooth function which has mean zero
(i.e. \(F \sim \sum_{n=1}^\infty F_n\)), then
\[
(-1)^{m-k} \sum_{k=0}^{m} \sigma_{m-k}(\Lambda) \langle F, (-\Delta)^k F \rangle \geq 0
\]
where \(\Lambda = (\lambda_1, \cdots, \lambda_m)\) and \(\sigma_j\) is the \(j\)-th elementary polynomial.

1.1. **Poincare-type inequalities on the sphere.** In this subsection we assume
\(M = S^{d-1}\), the standard unit sphere in \(\mathbb{R}^d\). We say \(F\) has vanishing spherical
harmonics up to order \(k\) if \(F_0 = \cdots = F_k = 0\) ([2]). It is well-known that \(\lambda_n = n(n + d - 2)\), so by Proposition 2 we have the following inequalities.

(1) Let \(m = 1\) and \(\int_{S^{d-1}} F = 0\). Then \(C_{1,1}(t) = t - (d - 1)\). So \(c_{1,0} = -(d - 1)\),
\(c_{1,1} = 1\). Therefore
\[
-\langle \Delta F + (d - 1) F, F \rangle = -(d - 1) \langle F, F \rangle - \langle F, \Delta F \rangle \geq 0.
\]
(4)
This is the Poincare inequality.

(2) Assume \(m = 2\) and \(\int_{S^{d-1}} F = 0\). We compute
\[
C_{1,2}(t) = (t - (d - 1))(t - 2d) = t^2 - (3d - 1)t + 2d(d - 1).
\]
So
\[
2d(d - 1) \langle F, F \rangle - (3d - 1) \langle F, -\Delta F \rangle + \langle F, \Delta^2 F \rangle \geq 0.
\]
(3) Suppose \(F\) has vanishing zeroth and first spherical harmonics, i.e. \(F \sim \sum_{n=2}^\infty F_n\), then (4) gives
\(-\langle \Delta F, F \rangle \geq \lambda_2 \langle F, F \rangle\). As \(\lambda_2 - \lambda_1 = d + 1\), this can
be expressed as
\[
-\langle F, \Delta F + (d - 1) F \rangle \geq (d + 1) \langle F, F \rangle.
\]
(5)
(4) We have \((-\Delta - \lambda_1)(-\Delta - \lambda_2) = [-\Delta - (d - 1)]^2 - (d + 1)[-\Delta - (d - 1)],\)

So if \(\int_{S^{d-1}} F = 0\), then by (2),

\[0 \leq \|\Delta F + (d - 1)F\|^2 - (d + 1)(F, [-\Delta - (d - 1)]F).\] (6)

(5) Similarly,

\((-\Delta - \lambda_2)(-\Delta - \lambda_3) = B^2 - (3d + 5)B + 2(d + 1)(d + 2)\)

where \(B = -\Delta - (d - 1).\) So if \(F \sim \sum_{n=2}^{\infty} F_n\), then by (2),

\[0 \leq \|\Delta + (d - 1)F\|^2 - (3d + 5)\langle F, [-\Delta - (d - 1)]F \rangle + 2(d + 1)(d + 2)\|F\|^2.\] (7)

2. Geometry of convex bodies

From now on, unless otherwise stated, \(\langle \cdot, \cdot \rangle\) and \(\|\cdot\|\) denote the inner product and the norm respectively on \(S^{d-1}\).

2.1. Single convex body. We collect some formulas for convex bodies here. Let \(K \subset \mathbb{R}^d\) be a smooth convex body. The support function \(h = h_K : S^{d-1} \to \mathbb{R}\) is defined by \(h_K(\theta) = \sup_{x \in K} (x \cdot \theta)\). The Steiner point \(z(K)\) of \(K\) is defined by ([2, Sec. 2.6])

\[z(K) = \frac{1}{|B^d|} \int_{S^{d-1}} h_K(\theta) \theta d\theta\]

where \(|B^d|\) is the volume of the unit ball in \(\mathbb{R}^d\) and \(d\theta\) denotes the area element of \(S^{d-1}\).

The ball whose center is the Steiner point and whose diameter is the mean width \(\overline{w}(K) := \frac{2}{|S^{d-1}|} \int_{S^{d-1}} h_K(\theta) d\theta\) of \(K\) will be called the Steiner ball of \(K\) and is denoted by \(B(K)\). The support function of the Steiner ball is

\[h_{B(K)}(\theta) = \frac{1}{2} \overline{w}(K) + z(K) \cdot \theta.\]

Given \(h_K \sim \sum_{n=0}^{\infty} F_n\), we have the formula for the \(\delta_2\) distance between \(K\) and \(B(K)\) [2, (5.2.3)]:

\[\delta_2(K, B(K))^2 := \int_{S^{d-1}} (h_K - h_{B(K)})^2 d\theta = \sum_{n=2}^{\infty} \|F_n\|^2.\] (8)

Let \(\Sigma\) be the boundary of \(K\), which is a closed convex hypersurface in \(\mathbb{R}^d\). Let \(\{e_i\}_{i=1}^{d-1}\) be a local orthonormal basis at \(\theta \in S^{d-1}\), \(\nabla\) be the connection on \(S^{d-1}\) and \(X\) be the position vector, which can be regarded as the inverse Gauss map \(X : S^{d-1} \to \Sigma\). By identifying \(T\Sigma\) with \(TS^{d-1}\) by parallel translation (we do not identify \(e_i\) with \(DX(e_i)\)),

\[DX(e_i) = h_i \theta + h e_i + h_{ij}e_j - h_i \theta = h e_i + \nabla e_i h e_j,\]
Let \( \nu \) be the unit outward normal to \( \Sigma \). The second fundamental form is represented by the matrix \( A = (A_{ij}) \) (this is not the same as \( A(e_i, e_j) \)), where

\[
A_{ij} := \langle D_{DX(e_i)}(\nu), DX(e_j) \rangle_{\Sigma} = \langle D_{e_i}(\nu \circ X), DX(e_j) \rangle_{\Sigma} = \langle D_{e_i} \theta, DX(e_j) \rangle_{S^{d-1}} = \langle e_i, DX(e_j) \rangle_{S^{d-1}} = h\delta_{ij} + \nabla_i h.
\]

The first fundamental form of \( \Sigma \) is given by

\[
(g_{ij}) := \langle DX(e_i), DX(e_j) \rangle = A^2.
\]

The shape operator \( S \) is defined by \( \langle S(Y), Z \rangle_{\Sigma} = \langle D_Y \nu, Z \rangle_{\Sigma} \), and its matrix representation is given by \( (g^{ij}) (A_{jk}) = A^{-1} \).

We can without loss of generality assume that \( \nabla^2 h \) is diagonal at a given point, from this it is easy to derive the following formulas

\[
\begin{align*}
H_d &= \frac{1}{d-1} \sigma_{d-2} (A^{-1}) = \frac{\text{tr} \ A}{(d-1) \det A} = \frac{(d-1)h + \Delta h}{(d-1) \det A} \\
H_{d-1} &= \text{det} A \\
H_{d-2} &= h + \frac{1}{d-1} \Delta h \\
d\theta &= H_{d-1} \, dS.
\end{align*}
\]

(9)

It was proved by Steiner that for a convex body \( K \), we have the following Steiner expansion formula [8, 4.2]

\[
|K + t\mathbb{B}^d| = \sum_{i=0}^{d} \binom{d}{i} W_i(K) t^i
\]

where \( | \cdot | \) stands for the \( d \)-dimensional volume and \( W_i(K) \) is a constant, called the \( i \)-th quermassintegral of \( K \) (see Subsection 5 for an equivalent definition). It can be shown that if \( K \) is \( C^2 \), then \( W_{d-i}(K) = \frac{1}{d} \int_{\Sigma} H_{d-1-i} \, dS \) (cf. [8, 4.2]).

The mean width \( \mathbb{w} \) is given by ([2, p. 46])

\[
\frac{|S^{d-1}|}{2} \mathbb{w}(K) = d \cdot W_{d-1}(K) = \int_{\Sigma} H_{d-2} \, dS = \int_{\Sigma} H_{d-1}(X, \nu) \, dS = \int_{S^{d-1}} h \, d\theta. \tag{10}
\]

Similarly,

\[
\begin{align*}
d \cdot W_{d-2}(K) &= \int_{\Sigma} H_{d-3} = \int_{\Sigma} H_{d-2}(X, \nu) \, dS = \int_{S^{d-1}} \frac{h \text{tr} A}{(d-1) \det A} \cdot \text{det} A \, d\theta \\
&= \frac{1}{d-1} \int_{S^{d-1}} ((d-1)h^2 + h\Delta h) \, d\theta \\
&= \frac{1}{d-1} \langle h, \Delta h + (d-1)h \rangle.
\end{align*}
\]

(11)

2.2. Mixed volume of multiple convex bodies. The theory of one convex body can be generalized to the theory of mixed volumes. Let \( K_1, K_2, \ldots, K_d \) be convex bodies in \( \mathbb{R}^d \) and consider the function

\[
f(t_1, \ldots, t_d) = |t_1 K_1 + \cdots + t_d K_d|, \quad t_i \geq 0.
\]
One can show that $f$ is a homogeneous polynomial of degree $d$, therefore it can be written as ([8, Sec. 5.1])

$$f(t_1, \ldots, t_d) = \sum_{j_1, \ldots, j_d=1}^d V(K_{j_1}, \ldots, K_{j_d}) t_{j_1} \cdots t_{j_d}$$

where the functions $V$ are symmetric. The coefficient $V(K_1, \ldots, K_d)$ is called the mixed volume of $K_1, \ldots, K_d$. We define the mixed volume $V(K, L) := V(K, L, B^d, \ldots, B^d)$ and the quermassintegral $W_i(K) := V(d-i, K, \ldots, K, B^d, \ldots, B^d)$. It can be shown that ([2, Prop. 5.1.3])

$$V(K, L) = \frac{1}{d(d-1)} \langle h_K, \Delta h_L + (d-1)h_L \rangle = \frac{1}{d(d-1)} \langle h_L, \Delta h_K + (d-1)h_K \rangle.$$  

(12)

This generalizes (11).

3. Applications to Minkowski-type inequalities

In this subsection, we are going to apply the inequalities we have obtained on the sphere to derive new sharp Minkowski-type inequalities. These inequalities will be proved in the smooth case, although by approximation they also apply to general convex bodies. The simplest case of Proposition 2 (Poincare inequality) gives the following well-known Minkowski inequality ([2, Theorem 5.2.1]) (at least without the $\delta_2$ term). To illustrate its relation with Theorem 2 and Theorem 3, we sketch its proof here.

**Theorem 1** (Minkowski inequality). If $\Sigma$ is a closed convex hypersurface in $\mathbb{R}^d$, then

$$\int_{\Sigma} H_{d-3} + \frac{d+1}{d-1} \delta_2(K, B(K))^2 \leq \frac{1}{|\mathbb{S}^{d-1}|} \left( \int_{\Sigma} H_{d-2} \right)^2.$$  

Proof. Let $F = h - \frac{1}{|\mathbb{S}^{d-1}|} \int_{\mathbb{S}^{d-1}} h$. Then $F$ has vanishing zeroth and first spherical harmonics and indeed $F = h - h_{B(K)}$ as $\frac{1}{|\mathbb{S}^{d-1}|} \int_{\mathbb{S}^{d-1}} h = \frac{1}{2} \omega(K)$ ([2, (2.6.3)]). By (8) and inequality (5),

$$(d+1)\delta_2(K, B(K))^2 = (d+1)\|F\|^2 \leq \langle F, -\Delta F - (d-1)F \rangle$$

$$= -\langle h, \Delta h \rangle - (d-1)\langle h, h \rangle + \frac{d-1}{|\mathbb{S}^{d-1}|} \|h\|^2$$

$$= \frac{d-1}{|\mathbb{S}^{d-1}|} \left( \int_{\Sigma} H_{d-2} \right)^2 - (d-1) \int_{\Sigma} H_{d-3}.$$  

□

**Remark 1.** This result is equivalent to $W_{d-1}(K)^2 - W_d(K)W_{d-2}(K) \geq \kappa_d \frac{d+1}{d(d-1)} \delta_2(K, B(K))^2$, as $W_d(K) = \kappa_d = |\mathbb{B}^d|$. As illusioned in [2, Theorem 5.2.2], although $W_{d-2}$...
and \( W_{d-1} \) seem special, this result can be combined with the Minkowski inequality \( W_i(K)^2 \geq W_{k+1}(K)W_{k-1}(K) \) to obtain results relating \( W_i \) and \( W_j \) for general \( i < j \).

Also, if we use the inequality (4) instead of (5), we get the classical Minkowski inequality

\[
\int_\Sigma H_{d-3} \leq \frac{1}{|\mathbb{S}^{d-1}|} \left( \int_\Sigma H_{d-2} \right)^2
\]

instead.

The following result gives an upper bound for the deficit in the Minkowski formula. In the case where \( d = 2 \) and with the convention that \( H_{-1} = X \cdot \nu \), this is the inequality \( L^2 - 4\pi A \leq \frac{2\pi}{3} \left( \int_{C} \frac{1}{\kappa} ds - \frac{L^2}{2\pi} \right) \), which is the Lin-Tsai inequality [5, Lemma 1.7].

**Theorem 2.** If \( \Sigma \) is a closed convex hypersurface in \( \mathbb{R}^d \), then

\[
\frac{1}{|\mathbb{S}^{d-1}|} \left( \int_\Sigma H_{d-2} \right)^2 - \int_\Sigma H_{d-3} \leq \frac{d-1}{d+1} \left[ \int_\Sigma \frac{H_{d-2}}{H_{d-1}} - \frac{1}{|\mathbb{S}^{d-1}|} \left( \int_\Sigma H_{d-2} \right)^2 \right].
\]

**Proof.** Let \( F = h - \overline{h} \), where \( \overline{h} = \frac{1}{|\mathbb{S}^{d-1}|} \int_{\mathbb{S}^{d-1}} h d\theta = \frac{1}{|\mathbb{S}^{d-1}|} \int_\Sigma H_{d-2} \) by (10).

By (6),

\[
0 \leq \|\langle \Delta + (d-1) \rangle F \|^2 + (d+1)\langle F, |\Delta + (d-1)\rangle F \rangle.
\]

By (9),

\[
\frac{1}{(d-1)^2} \|\langle \Delta + (d-1) \rangle F \|^2 = \int_{\mathbb{S}^{d-1}} \left( \frac{\Delta h}{d-1} + h - \overline{h} \right)^2
\]

\[
= \int_{\mathbb{S}^{d-1}} \left( \frac{\Delta h}{d-1} + h \right)^2 - \frac{1}{|\mathbb{S}^{d-1}|} \left( \int_{\mathbb{S}^{d-1}} h \right)^2
\]

\[
= \int_\Sigma \frac{H_{d-2}}{H_{d-1}} - \frac{1}{|\mathbb{S}^{d-1}|} \left( \int_\Sigma H_{d-2} \right)^2.
\]

On the other hand, by (11),

\[
\langle F, |\Delta + (d-1)\rangle F \rangle = \int_{\mathbb{S}^{d-1}} \left[ ((d-1)h - \overline{h})^2 + h\Delta h \right]
\]

\[
= \int_{\mathbb{S}^{d-1}} ((d-1)h^2 + h\Delta h) - \frac{d-1}{|\mathbb{S}^{d-1}|} \left( \int_\Sigma H_{d-2} \right)^2
\]

\[
= (d-1) \int_\Sigma H_{d-3} - \frac{d-1}{|\mathbb{S}^{d-1}|} \left( \int_\Sigma H_{d-2} \right)^2.
\]

So (13) becomes

\[
0 \leq (d-1)^2 \left( \int_\Sigma \frac{H_{d-2}}{H_{d-1}} - \frac{1}{|\mathbb{S}^{d-1}|} \left( \int_\Sigma H_{d-2} \right)^2 \right) + (d+1) \left[ (d-1) \int_\Sigma H_{d-3} - \frac{d-1}{|\mathbb{S}^{d-1}|} \left( \int_\Sigma H_{d-2} \right)^2 \right].
\]

The following result gives a reverse inequality to Theorem 1 and improves Theorem 2 at the same time.
Theorem 3. If $\Sigma = \partial K$ is a closed convex hypersurface in $\mathbb{R}^d$, then

$$\frac{d-1}{d+1} \left[ \int_{\Sigma} \frac{H_{d-2}}{H_{d-1}} - \frac{1}{|\mathbb{S}^{d-1}|} \left( \int_{\Sigma} H_{d-2} \right)^2 \right] - \frac{1}{|\mathbb{S}^{d-1}|} \left( \int_{\Sigma} H_{d-2} \right)^2 - \int_{\Sigma} H_{d-3} \right] \geq \frac{2(d+2)}{d+1} \left[ \frac{1}{|\mathbb{S}^{d-1}|} \left( \int_{\Sigma} H_{d-2} \right)^2 - \int_{\Sigma} H_{d-3} - \frac{d+1}{d-1} \delta_2 (K, B(K))^2 \right].$$

Proof. We use the same notation and assumption in Theorem 1. We rewrite (7) as

$$\|\Delta F + (d-1)F\|^2 - (d+1)(F, [-\Delta - (d-1)]F) - 2(d+2) \left[ (F, (-\Delta - (d-1))F) - (d+1)\|F\|^2 \right] \geq 0. \quad (16)$$

As in Theorem 2,

$$\|\Delta F + (d-1)F\|^2 - (d+1)(F, [-\Delta - (d-1)]F)$$

$$= (d-1) \left[ \int_{\Sigma} \frac{H_{d-2}}{H_{d-1}} - \frac{1}{|\mathbb{S}^{d-1}|} \left( \int_{\Sigma} H_{d-2} \right)^2 \right] - (d+1)(d-1) \left[ \frac{1}{|\mathbb{S}^{d-1}|} \left( \int_{\Sigma} H_{d-2} \right)^2 - \int_{\Sigma} H_{d-3} \right].$$

As in Theorem 1,

$$(F, (-\Delta - (d-1))F) + (d+1)\|F\|^2$$

$$= (d-1) \left( \frac{1}{|\mathbb{S}^{d-1}|} \left( \int_{\Sigma} H_{d-2} \right)^2 - \int_{\Sigma} H_{d-3} \right) - (d+1)\delta_2 (K, B(K))^2.$$

Putting these into (16) gives the result. \qed

In [4, Theorem 5], the authors proved some sharp upper and lower bounds for the isoperimetric deficit of a convex curve which involves arbitrarily high order of the curvature. For example, it was proved that

$$0 \leq \left( \int_{C} \frac{1}{\kappa^2} \frac{ds}{2\pi} \right) - \frac{3}{2\pi} (L^2 - 4\pi A) \leq \frac{1}{12} \int_{C} \int \frac{1}{\kappa^4} \left( \frac{d\kappa}{ds} \right)^2 ds - \frac{6}{\pi} \left( L^2 - 4\pi A \right).$$

The following result is the extension to higher dimensions.

Theorem 4. Let $m \in \mathbb{N}$. If $\Sigma$ is a closed convex hypersurface in $\mathbb{R}^d$, then under the inverse Gauss map representation,

$$0 \leq (-1)^m \sum_{i=1}^{m-2} c_i \langle \Delta^i \rho, p \rangle$$

$$+ (-1)^m \frac{(d-1)^2(m-1)(m-1)!(m+d-2)!}{d!} \left[ \int_{\Sigma} \frac{H_{d-2}}{H_{d-1}} - \frac{1}{|\mathbb{S}^{d-1}|} \left( \int_{\Sigma} H_{d-2} \right)^2 \right]$$

$$+ (-1)^{m-1} \frac{(d-1)(m-1)!(m+d-1)!}{d!} \left[ \frac{1}{|\mathbb{S}^{d-1}|} \left( \int_{\Sigma} H_{d-2} \right)^2 - \int_{\Sigma} H_{d-3} \right].$$
Here $\rho = \frac{H_{d-2}}{H_{d-1}}$, $\lambda_n = n(n + d - 2)$, $\Delta$ is the spherical Laplacian, $c_i = \sum_{i=1}^{m-2} \sum_{l=1}^{m-2} \sigma_{m-2-i}(\Gamma) \left( \binom{i}{l} \right) \lambda_i^{l-i+2}$, and $\Gamma = \{0 = \gamma_1, \gamma_2, \ldots, \gamma_m\}$ where $\gamma_n = \lambda_n - \lambda_1 = (n-1)(n + d - 1)$.

**Proof.** Recall that on $S^{d-1}$, $\lambda_n = n(n + d - 2)$. Let $B = -\Delta - \lambda_1$ and $\gamma_n = \lambda_n - \lambda_1 = (n-1)(n + d - 1)$. Then $\langle PF, F \rangle \geq 0$ whenever $\int_{S^{d-1}} F = 0$, where $P = \prod_{n=1}^{m} (B - \gamma_n)$. Expanding $P$ gives

$$P = \sum_{l=1}^{m-2} (-1)^{m-l} \sigma_{m-2-l}(\Gamma) B^{l+2} + (-1)^{m-2} \sigma_{m-2}(\Gamma) B^2 + (-1)^{m-1} \sigma_{m-1}(\Gamma) B.$$

Let $F = h - \bar{h}$ and $\rho = \frac{H_{d-2}}{H_{d-1}}$, then $BF = B(h - \bar{h}) = -\lambda_1 \rho + \lambda_1 \bar{h}$. By (14), we have

$$\langle B^{l+2} F, F \rangle = \lambda_1^2 \langle B^l (-\rho + \bar{h}), -\rho + \bar{h} \rangle$$

$$= \lambda_1^2 \left( \sum_{i=1}^{l} \binom{l}{i} \langle (-\Delta)^i (-\rho + \bar{h}), -\rho + \bar{h} \rangle \right) + (-\lambda_1)^{l+2} \| -\rho + \bar{h} \|^2$$

$$= \sum_{i=1}^{l} \binom{l}{i} (-\lambda_1)^{l-i+2} \langle (-\Delta)^i \rho, \rho \rangle + (-\lambda_1)^{l+2} \left[ \int_{\Sigma} \frac{H_{d-2}^2}{H_{d-1}} - \frac{1}{|S^{d-1}|} \left( \int_{\Sigma} H_{d-2}^2 \right)^2 \right].$$

So by (17), (14) and (15),

$$0 \leq \langle PF, F \rangle$$

$$= \sum_{i=1}^{m-2} (-1)^{m-l} \sigma_{m-2-i}(\Gamma) \left( \sum_{i=1}^{l} \binom{l}{i} (-\lambda_1)^{l-i+2} \langle (-\Delta)^i \rho, \rho \rangle \right)$$

$$+ (-\lambda_1)^{l+2} \left[ \int_{\Sigma} \frac{H_{d-2}^2}{H_{d-1}} - \frac{1}{|S^{d-1}|} \left( \int_{\Sigma} H_{d-2}^2 \right)^2 \right]$$

$$+ (-1)^m \sigma_{m-2}(\Gamma) \lambda_1^2 \left[ \int_{\Sigma} \frac{H_{d-2}^2}{H_{d-1}} - \frac{1}{|S^{d-1}|} \left( \int_{\Sigma} H_{d-2}^2 \right)^2 \right]$$

$$+ (-1)^{m-1} \sigma_{m-1}(\Gamma) \left[ \frac{d-1}{|S^{d-1}|} \left( \int_{\Sigma} H_{d-2}^2 \right)^2 - (d-1) \int_{\Sigma} H_{d-3} \right].$$
We compute
\[
\sum_{i=1}^{m-2} \sum_{l=1}^i (-1)^{m-l} \sigma_{m-2-l}(\Gamma) \binom{i}{l} (-\lambda_i)^{l-i+2} (-\Delta)^i
\]
= \sum_{i=1}^{m-2} \sum_{l=1}^{m-2} (-1)^{m-l} \sigma_{m-2-l}(\Gamma) \binom{i}{l} (-\lambda_i)^{l-i+2} (-\Delta)^i
\]
\[
= (-1)^m \sum_{i=1}^{m-2} \sum_{l=1}^{m-2} \sigma_{m-2-l}(\Gamma) \binom{i}{l} \lambda_i^{l+2} \left( \frac{\Delta}{\lambda_i} \right)^i.
\]

We compute the coefficient of \[\left[ \int_{\Sigma} H_{d-2}^2 - \frac{1}{|\mathbb{S}^{d-1}|} \left( \int_{\Sigma} H_{d-2} \right)^2 \right] \text{ in (18)} \] to be
\[
(-1)^m \sum_{i=0}^{m-2} \sigma_{m-2-i}(\Gamma) \lambda_i^{l+2} = (-1)^m \left[ \prod_{j=1}^{m} \lambda_j - \lambda_1 \prod_{j=2}^{m} \gamma_j \right]
\]
\[
= (-1)^m \frac{(d-1)(m-1)(m-1)!(m+d-2)!}{d!}.
\]

We compute the coefficient of \[\left[ \frac{1}{|\mathbb{S}^{d-1}|} \left( \int_{\Sigma} H_{d-2} \right)^2 - \int_{\Sigma} H_{d-3} \right] \text{ in (18)} \] to be
\[
(-1)^{m-1} \lambda_1 \sigma_{m-1}(\Gamma) = (-1)^{m-1} \lambda_1 \prod_{j=2}^{m} \gamma_j = (-1)^{m-1} \frac{(d-1)(m-1)!}{d!}(m+d-1)!
\]
\[
(21)
\]

Putting (19), (20), (21) into (18), we get the result.

The above analysis can also be carried out in the setting of mixed volumes. It is well-known that for two convex bodies \(K\) and \(L\), we have the Aleksandrov-Fenchel inequality ([2, Theorem 5.2.3], [8, Theorem 7.3.2])
\[
V(K, L)^2 - W_{d-2}(K)W_{d-2}(L) \geq 0.
\]
When \(d = 2\) and \(L = \mathbb{R}^2\), this reduces to the isoperimetric inequality for the convex curve \(\partial K\). We now prove a reverse Aleksandrov-Fenchel inequality.

**Theorem 5.** If \(K\) and \(L\) are convex bodies in \(\mathbb{R}^d\), translated so that they have the same Steiner point, then
\[
V(K, L)^2 - W_{d-2}(K)W_{d-2}(L) \leq \left( \frac{\mu(K)}{\mu(L)}W_{d-2}(L) - V(K, L)^2 \right)^2
\]
\[
+ W_{d-2}(L) \left[ \frac{d - 1}{(3d + 5)d} \int_{\mathbb{S}^{d-1}} \left( \frac{H_{d-2}(K)}{H_{d-1}(K)} - \frac{\mu(K)H_{d-2}(L)}{\mu(L)H_{d-1}(L)} \right)^2 d\theta + \frac{2(d+1)(d+2)}{d(3d+5)(d-1)} \delta_2(K, L)^2 \right].
\]

**Proof.** We can assume that \(z(K) = z(L) = 0\) ([8, Sec. 1.7]). We first prove the case where \(\mu(K) = \mu(L)\). Let \(h_K \sim \sum_{n=0}^\infty K_n\), \(h_L \sim \sum_{n=0}^\infty L_n\). By the assumption,
\[ \mathbf{K_1 = L_1 = 0, K_0 = L_0.} \text{ In particular, } F := h_K - h_L \text{ has vanishing zeroth and first spherical harmonics. We have} \]
\[
V(K, L)^2 - W_{d-2}(K)W_{d-2}(L) = (W_{d-2}(L) - V(K, L))^2 - W_{d-2}(L) [W_{d-2}(K) + W_{d-2}(L) - 2V(K, L)] . \tag{22}
\]

We consider the term \( W_{d-2}(K) + W_{d-2}(L) - 2V(K, L) \). By (11) and (12),

\[
d(d-1) [W_{d-2}(K) + W_{d-2}(L) - 2V(K, L)] = \langle h_K - h_L, [\Delta + (d-1)] (h_K - h_L) \rangle = \langle F, \Delta F + (d-1)F \rangle . \tag{23}
\]

The inequality (7) gives
\[
\langle F, [\Delta + (d-1)] F \rangle \geq - \frac{1}{3d+5} \|\Delta + (d-1) F\|^2 - \frac{2(d+1)(d+2)}{3d+5} \|F\|^2
\]

By (8), \( \|F\|^2 = \delta_2(K, L)^2 \) and by (9),

\[
\|\Delta F + (d-1)F\|^2 = (d-1)^2 \int_{S^{d-1}} \left( \frac{H_{d-2}(K)}{H_{d-1}(K)} - \frac{H_{d-2}(L)}{H_{d-1}(L)} \right)^2 d\theta.
\]

Put these into (23) and then (22), we obtain
\[
V(K, L)^2 - W_{d-2}(K)W_{d-2}(L) \leq (W_{d-2}(L) - V(K, L))^2)
\]
\[
+ W_{d-2}(L) \left[ \frac{d-1}{(3d+5)d} \int_{S^{d-1}} \left( \frac{H_{d-2}(K)}{H_{d-1}(K)} - \frac{H_{d-2}(L)}{H_{d-1}(L)} \right)^2 d\theta + \frac{2(d+1)(d+2)}{d(3d+5)(d-1)} \delta_2(K, L)^2 \right].
\]

The general case can be deduced from above by replacing \( K \) with \( \frac{w(L)}{w(K)}K \). \( \square \)
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