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1. Introduction

A cognitive radio is an intelligent wireless communication system capable of sensing and adapting to its radio frequency environment. The core idea, first introduced by Joseph Mitola III in his doctoral dissertation [1], is to opportunistically search for and exploit unoccupied portions of the spectrum [1, 2]. Since much of the spectrum allocated to licensed services is sparsely occupied at any given time [3], such a strategy has the potential to meet the growing demands for spectrum access, efficiency, and reliability in commercial wireless systems. Intelligent radios also have military applications, such as the opportunistic intercept of signals by electronic warfare systems [4]. A major issue in such radios is the detection and classification of low signal-to-noise ratio (SNR) signals with relaxed a priori information on their parameters.

Because of their ease of implementation and the large amount of legacy communications equipment in use, amplitude and frequency shift keying modulation (AM and FSK) techniques continue to be widely employed, particularly in the VHF and UHF bands. Consequently, considerable work has been carried out on techniques for the classification of FSK and AM signals. Likelihood-based (LB) and feature-based (FB) approaches were the subject of extensive studies in [4–11]. The first approach is based on the likelihood function of the received signal with a likelihood ratio test being used for the classification decision, whereas the second approach is based on the idea that a specific modulation type can be identified by testing for the presence of a suitably chosen set of features extracted from the received signal. Both approaches have been investigated for FSK signal recognition. The LB approach, studied for M-ary FSK signals by Beidas and Weber in [5, 6], requires signal parameter information, such as symbol rate and frequency deviation. The same authors also presented a theoretical framework linking higher-order correlation domain with the LB approach and used this to construct a time domain correlation-based classification algorithm based on the likelihood function [5, 6]. In comparison with the LB approach, the correlation-based algorithm is relatively insensitive to carrier frequency offsets. However, the complexity and computational cost of the algorithm are increased when a priori knowledge of the symbol timing is not available. The algorithms proposed by Hsue and Soliman [7] and Ho et al. [8] required timing recovery and...
estimation of the SNR. The algorithm proposed by Hsue and Soliman was based on the histogram of the zero-crossing interval, while that of Ho and others used the magnitude of wavelet transform. Rosti and Koivunen [9] proposed an algorithm based on the mean of the complex signal envelope; their approach also assumed a priori knowledge of the symbol timing. The $M$-ary FSK signal classification algorithm proposed by Yu et al. [10] was based on the Fourier transform of the signal. Given reasonable a priori information about the signal, this algorithm was reported to have performed well for positive SNRs. Another scheme for FSK and AM signal classification, described in [11], used the statistics of the instantaneous amplitude and frequency with the decision-making reliant on SNR dependent thresholds. However, these approaches involve various limitations and complications, particularly with respect to requirements for the measurement or a priori knowledge of signal parameters.

For more than two decades, the cyclostationary properties of signals have been explored for signal intercept [12], modulation classification [13–18], parameter estimation [19], source separation [20], and other applications. Recently, second-order cyclostationarity was investigated in the context of spectrum sensing and awareness for cognitive radio [21–26]. In contrast with these earlier investigations, this paper focuses on the application of first-order signal cyclostationarity to the joint detection and classification of band-limited FSK and AM signals affected by additive Gaussian noise and phase, frequency, and time delay offsets. A first-order cyclic moment-based algorithm is proposed, which requires only approximate information about the signal bandwidth and carrier frequency. Unlike previously reported approaches, the proposed algorithm does not require the measurement or a priori knowledge of signal parameters such as signal and noise power, carrier phase and frequency offset, and symbol timing. A benchmark is also developed to provide a standard for assessing the performance of the proposed classifier. The connection between this algorithm and the $M$-ary FSK classification algorithm in [10] is also shown and a brief discussion of its computational complexity provided. The rest of the paper is organized as follows. The models of the signals of interest and their first-order cyclostationarity are presented in Sections 2 and 3, respectively. The proposed algorithm and benchmark are introduced in Section 4, while a theoretical analysis of their performance is discussed in Section 5. Numerical results are shown in Section 6. Finally, conclusions are drawn in Section 7. Derivations related to the first-order signal cyclostationarity and the presentation of a cyclostationarity test used with the proposed algorithm are provided in Appendices A and B, respectively. Note that the results in this paper have been partially presented by the authors in [27, 28].

2. Signal Models

Using approximate information about the signal bandwidth and carrier frequency, the received signal is down-converted to baseband, and the out-of-band noise is removed by an appropriate filter to yield

$$r(t) = s(t) + w(t),$$

(1)

where $w(t)$ represents additive zero mean Gaussian noise, and $s(t)$ represents a signal having one of the following possible modulations: (i) FSK modulation, (ii) AM modulation, (iii) Single side-band (SSB) amplitude modulation, (iv) Double side-band (DSB) amplitude modulation, (v) Single-carrier linear digital (SCLD) modulation (such as $M$-ary phase shift keying (PSK) or quadrature amplitude modulation (QAM)), (vi) Cyclically prefixed SCLD (CP-SCLD) modulation. Although not explicitly shown, $s(t)$ is also affected by phase, frequency, and time delay offsets. For an FSK signal, $s(t)$ is expressed as

$$s(t) = A e^{j\theta} e^{j2\pi\Delta f t} \sum_i e^{j2\pi f_s i(t - iT - t_0)} g(t - iT - t_0),$$

(2)

where $A$ is the amplitude, $\theta$ and $\Delta f$ represent the phase and frequency offsets, respectively, $f_s$ is the frequency deviation, $T$ is the symbol period (for simplicity of notation, $T$ denotes the symbol period of $M$-FSK signals, regardless the modulation order, $M$), $t_0$ is the time delay, $g(t) = u_T(t) \otimes g^{\text{rec}}(t)$ is the signal pulse shape, with $u_T(t)$ representing a rectangular pulse of unit amplitude and duration $T$, $\otimes$ the convolution operator, and $g^{\text{rec}}(t)$ the impulse response of the equivalent lowpass receive filter, $s_i$ is the symbol transmitted within the $i$th period, and $j = \sqrt{-1}$. The data symbols, $\{s_i\}$, are assumed to be zero-mean independent and identically distributed random variables, with values drawn from the alphabet corresponding to the $M$-FSK modulation, that is, $s_i \in \mathcal{A}_{M-\text{FSK}} = \{s_m : s_m = 2m - 1 - M, m = 1, \ldots, M\}$, with a power of 2 modulation order, $M$.

For an AM signal [29], $s(t)$ can be expressed as

$$s(t) = A e^{j\theta} e^{j2\pi f_s t} \left(\hat{g}^{\text{rec}}(0) + \mu_A x(t - t_0)\right),$$

(3)

where $\hat{g}^{\text{rec}}(0)$ is the Fourier transform of $g^{\text{rec}}(t)$ at zero frequency, with $\hat{g}^{\text{rec}}(0) = 1$, $\mu_A$ is the modulation index, $x(t) = m(t) \otimes g^{\text{rec}}(t)$, and $m(t)$ is the zero-mean real-valued band-limited modulating signal.

The signal $r(t)$ is sampled at a sampling rate $f_s$ and normalized with respect to the power of the noisy signal at the output of receive filter, yielding the discrete-time normalized signal

$$r[k] = \frac{r(t)|_{t = kf_s^{-1}}}{\sqrt{\delta^2 + \mathcal{N}}},$$

(4)

where $\delta$ and $\mathcal{N}$ are the signal and noise powers at the output of receive filter, respectively. Note that an estimate of the noisy signal power can be straightforwardly obtained from the sample sequence and does not require separate estimation of the signal and noise powers. The receive filter allows the significant spectral components of the signal to pass through unattenuated, and, as a result, the signal power at the output of the filter is approximately equal to the input power. Consequently, the signal amplitude, $A$,
can be approximately expressed as $\sqrt{\delta}$ for the FSK signals, and as $\sqrt{\delta/(1 + \mu_o^2 E[m^2(t)])}$ for the AM signals, where $E[.]$ is the statistical expectation. In addition, the modulation constraint $|\mu_\alpha m(t)| \leq 1$ for AM signals [29] results in $|\mu_\alpha^2 E[m^2(t)]| \leq 1$, which yields amplitude values between $\sqrt{\delta/2}$ and $\sqrt{\delta}$.

Models of SSB, DSB, SCLD, and CP-SCLD band-limited signals affected by phase, frequency, and time delay offsets are given in various publications, for example, [13–18].

3. First-Order Signal Cyclostationarity

3.1. Fundamental Concepts. Let $r(t)$ be a first-order cyclostationary process. The first-order time-varying moment of $r(t)$, defined as $\hat{m}_r(t) = E[r(t)]$, is an (almost) periodic function of time and accepts a Fourier series expansion as [30]

$$\hat{m}_r(t) = \sum_{\alpha \in \mathcal{K}} \hat{m}_r(\alpha) e^{j2\pi \alpha t},$$

(5)

where $\mathcal{K} = \{\alpha : \hat{m}_r(\alpha) \neq 0\}$ represents the set of first-order cycle frequencies (CFs), and $\hat{m}_r(\alpha)$ is the first-order cyclic moment (CM) at CF $\alpha$, defined as

$$\hat{m}_r(\alpha) = \lim_{T \to \infty} \frac{1}{T} \int_{-T/2}^{T/2} \hat{m}_r(t)e^{-j2\pi \alpha t} dt.$$  

(6)

For the discrete-time signal $r[k] = r(t_{kT}, k = -K/2)$, obtained by sampling the continuous-time signal $r(t)$ at a sampling rate $f_s$, the first-order CM and corresponding set of CFs are, respectively, given as (under the assumption of no aliasing) [31]

$$m_r(\alpha) = \hat{m}_r(\alpha, f_s),$$

(7)

$$\kappa = \left\{ \alpha : \alpha \in \left[ -\frac{1}{2}, \frac{1}{2} \right], \alpha = \tilde{\alpha} f_s^{-1}, m_r(\alpha) \neq 0 \right\}.$$  

(8)

The estimator of the first-order CM at CF $\alpha$, based on $K$ samples, is given as [32]

$$\hat{m}_r(K)(\alpha) = K^{-1} \sum_{k=0}^{K-1} \gamma[k] e^{-j2\pi \alpha k}.$$  

(9)

3.2. First-Order Cyclostationarity of the Signals of Interest. According to the results derived in Appendix A, if $f_s = IT^{-1}$, with $I$ as an integer, then the received FSK signal exhibits first-order cyclostationarity. The first-order CM of the discrete-time normalized signal at CF $\alpha$, and the set of first-order CFs are given, respectively, as

$$m_r(\alpha) = e^{j\theta} e^{-j2\pi \alpha f_s} A \frac{\gamma}{M\sqrt{\delta + N}},$$

(10)

$$\kappa = \left\{ \alpha : \alpha \in \left[ -\frac{1}{2}, \frac{1}{2} \right], \alpha = \tilde{\alpha} f_s^{-1}, \right\}$$

with $\gamma$ as the first-order moment of the signal constellation points and $p$ as the oversampling factor. For symmetric signal constellations, such as PSK and QAM, $m_r$ equals zero, which in turn leads to the nullity of $m_r(\alpha)$ for any $\alpha$. In addition to SSB, DSB, SCLD, and CP-SCLD signals, the noise, $w(t)$, being a zero-mean stationary process, does not exhibit first-order cyclostationarity.

Note that the first-order CM at frequencies other than CFs equals zero. On the other hand, the first-order CM at CF $\alpha$, $m_r(\alpha)$, depends on the modulation order $M$, phase $\theta$, time delay, $t_0$, frequency deviation, $f_s$ (through $\gamma$), alphabet, $A_{M-\text{FSK}}$ (through $\gamma$), and SNR (with $A$ approximately equal to $\sqrt{\delta}$ and SNR defined as $\delta/N$). Based on (10), it is straightforward that the magnitude of the first-order CM at CF $\alpha$ is given as

$$|m_r(\alpha)| = \frac{A}{M\sqrt{\delta + N}}$$

(12)

and depends only on the modulation order $M$ and SNR (with $A$ approximately equal to $\sqrt{\delta}$). It is noteworthy that the CM magnitude decreases with an increase in $M$ and a decrease in the SNR. In addition, according to (11), the number of first-order CFs is equal to the modulation order, $M$, and for any given $M$, the CFs depend on the frequency offset, $\Delta f$, frequency deviation, $f_s$ (through $\gamma$), alphabet, $A_{M-\text{FSK}}$ (through $\gamma$), and sampling frequency, $f_s$. Also from (11), it can be easily seen that the distance between any two adjacent CFs equals $2f_s f_s^{-1}$.

The first-order CM of the discrete-time normalized AM signals at CF $\alpha$ and the set of first-order CFs are given, respectively, as (see Appendix A)

$$|m_r(\alpha)| = \frac{A e^{j\theta}}{\sqrt{\delta + N}}.$$  

(13)

As for the FSK signals, the first-order CM of the AM signals at frequencies other than CFs is equal to zero. Based on (13), the magnitude of the first-order CM at CF $\alpha$ becomes

$$|m_r(\alpha)| = \frac{A}{\sqrt{\delta + N}},$$  

(14)

With the signal amplitude, $A$, approximately given by $\sqrt{\delta/(1 + \mu_o^2 E[m^2(t)])}$, one can notice that the magnitude of the first-order CM at CF $\alpha$ depends on the SNR (it decreases with a decrease in the SNR), modulation index, $\mu_o$, and power of the modulating signal, $E[m^2(t)]$ and takes values between $\sqrt{\delta/2}(\delta + N)$ and $\sqrt{\delta}(\delta + N)$. In addition, based on (14), there is a single first-order CF, which depends on the carrier frequency offset, $\Delta f$, and sampling frequency, $f_s$.

According to results presented in [13–18], one can infer that SSB, DSB, SCLD, and CP-SCLD signals do not exhibit first-order cyclostationarity. For example, by using the closed-form expressions for the temporal parameters of the $n$th-order cyclostationarity of SCLD signals [16], it is straightforward to obtain the first-order CM at CF $\alpha$ as

$$m_r(\alpha) = \sum_{k=0}^{K-1} \sum_{\alpha = \tilde{\alpha} f_s^{-1}} \gamma[k] e^{-j2\pi \alpha n},$$  

(11)

with $m_r$ as the first-order moment of the signal constellation points and $p$ as the oversampling factor. For symmetric signal constellations, such as PSK and QAM, $m_r$ equals zero, which in turn leads to the nullity of $m_r(\alpha)$ for any $\alpha$. In addition to SSB, DSB, SCLD, and CP-SCLD signals, the noise, $w(t)$, being a zero-mean stationary process, does not exhibit first-order cyclostationarity.
4. First-Order Cyclostationarity-Based Joint Detection and Classification of FSK and AM Signals

The existence and number of first-order CFs are, respectively, exploited for the detection and classification of FSK and AM signals. A first-order cyclostationarity-based joint signal detection and classification algorithm is proposed, with relaxed a priori information on the parameters of the received signal. Furthermore, a benchmark is developed under the assumption that a priori information on the signal parameters is available at the receive-side.

4.1. Proposed Algorithm. With the proposed algorithm, the joint detection and classification of FSK and AM signals is formulated as a multiple-hypothesis testing problem, as follows: (i) the received signal is AM if a single first-order CF is detected; (ii) the received signal is 2-FSK if two first-order CFs are detected; (iii) the received signal is M-FSK \((M = 2^m, M \geq 4)\) if the number of first-order CFs which are detected belongs to the interval \([2^{m-1} + 1, 2^m]\) (A simple majority decision criterion is applied here. More complicated criteria, which can take into account the distance between CFs can be conceived. Obviously, diverse criteria can lead to different performance. This will be studied in future work.); (iv) there is no signal (only noise) or the signal is SSB, DSB, SCLD, or CP-SCLD, if no first-order CFs are detected. To further detect and classify the latter signals, second- and higher-order signal cyclostationarity can be exploited [13–18].

The proposed algorithm consists of the following two steps.

**Step 1.** The magnitude of the first-order CM of the normalized signal is estimated at candidate CFs, \(\alpha'\), over a range corresponding to the bandwidth normalized to the sampling rate, and based on a \(K\) sample observation interval. According to the theoretical derivations, the first-order CM magnitude for FSK and AM signals is nonzero only at CFs given in (11) and (14), respectively, whereas for noise and another signals this is zero at all CF candidates. Note that these results are obtained for an infinite observation interval. When estimation is performed based on a finite length data sequence \((K\) samples), nonzero values are attained for the first-order CM magnitude of both FSK and AM at candidates other than CFs, while such values are achieved at all CF candidates for noise and the other signals. Thus, estimates obtained using finite length data sequences result in the presence of a noise floor. Nevertheless, these nonzero values are statistically insignificant. On the other hand, for both FSK and AM signals, the first-order CM magnitude at CFs decreases with a decrease in SNR, and thus, below a certain SNR, this becomes comparable with the nonzero statistically insignificant values. A cutoff value, \(V_{co}\), is set, and candidate CFs which correspond to a CM magnitude above or equal to \(V_{co}\) are selected for testing in the next step. (Extensive simulations were run to investigate the values of the noise floor for diverse observation intervals, SNRs, sampling frequencies, and signal parameters. Based on these results, cutoff values were set such that most of the statistically insignificant peaks lie below these values (see Section 6 for details). A rigorous mathematical analysis of the noise floor distribution, to be employed for the cutoff value setting, is beyond the scope of this paper and will be addressed in future work.) By using (12) and (15), one can obtain the theoretical value of the SNR for which the first-order CM magnitude at CFs equals \(V_{co}\) for the M-FSK and AM signals, respectively. The notation \(SNR_{co}\) will be subsequently used for this SNR. It is noteworthy that for SNRs well above \(SNR_{co}\), peaks corresponding to all CFs will be tested, whereas for SNRs well below \(SNR_{co}\), these will lie below the cutoff value, \(V_{co}\), and be missed. Examples are given in Section 6.

**Step 2.** The cyclostationarity test developed in [33] is used to check whether or not the candidate CFs selected in Step 1 of the algorithm are indeed CFs. A detailed description of this test is provided in Appendix B. A first-order CM-based statistic is estimated at each candidate CF and compared against a threshold. The threshold is set from a given (asymptotic) probability of false alarm. This is defined as the probability to decide that a candidate CF is a CF when it is actually not, under the assumption that the observation
interval goes to infinity, and is calculated based on the (asymptotic) chi-squared distribution of the test statistic at non-CFs. If the estimated statistic at a candidate CF exceeds the threshold, then the candidate is decided to be a CF. The number of CFs is finally employed to make a decision on the signal detection and classification.

The block diagram of the proposed algorithm is shown in Figure 1. Note that the algorithm requires only minimal a priori information on the parameters of the signal.

4.2. Proposed Benchmark. The proposed benchmark is developed under the assumption that the first-order CFs of the signals of interest are known at the receive-side. These CFs are tested with the aforementioned cyclostationarity test and the same decision criterion is applied. As such, the joint detection and classification of FSK and AM signals is formulated as a multiple hypothesis-testing problem, as follows: (i) the received signal is AM if corresponding (known) first-order CF is detected; (ii) the received signal is 2-FSK if the two corresponding (known) first-order CFs are detected; (iii) the received signal is $M$-FSK ($M = 2^m, M \geq 4$) if at least $2^{m-1} + 1$ out of the $M$ corresponding (known) first-order CFs are detected; (iv) there is no signal (only noise) or the signal is SSB, DSB, SCLD, CP-SCLD, if no first-order CF is detected.

5. Theoretical Performance Analysis

The proposed algorithm involves the steps of finding candidate CFs at which the magnitudes of estimated first-order
CM exceed the cutoff value, applying a cyclostationarity test to find the number of first-order CFs, and using this result for decision making. Theoretically, no candidate CFs are tested for SNRs below $\text{SNR}_{\text{co}}$ (with infinite length data sequence and for this SNR range, both statistically significant and insignificant CM values lie below $V_{\text{co}}$ and are not tested in Step 2). As a result, the probability of detection and correct classification for AM and FSK signals equals zero, that is, $P_{\text{dc}}^{(\text{AM}|\text{AM})} = 0$ and $P_{\text{dc}}^{(\text{MFSK}|\text{MFSK})} = 0$. On the other hand, theoretically, all CFs and no other candidate CFs are tested for SNRs above $\text{SNR}_{\text{co}}$. Apparently, in this case, the probability of detection and correct classification for AM signals equals the probability that the corresponding CF passes the cyclostationarity test in Step 2 of the algorithm, or, in other words, the probability of detecting the CF. Furthermore, the probability of detection and correct classification for 2-FSK and $M$-FSK ($M \geq 4$) signals is given by the probability of detecting two and between $2^{m-1} + 1$ and $2^m$ CFs, respectively. Given the assumption of independent detection of CFs, one can show that the expressions for the probabilities of detection and correct classification $P_{\text{dc}}^{(\text{AM}|\text{AM})}$ and $P_{\text{dc}}^{(\text{MFSK}|\text{MFSK})}$ are, respectively, given by

$$P_{\text{dc}}^{(\text{AM}|\text{AM})} = P_d^{(1)},$$

$$P_{\text{dc}}^{(\text{MFSK}|\text{MFSK})} = \prod_{\nu_0=1}^{M} P_d^{(\nu_0)} + \sum_{m=1}^{M/2-1} \mathcal{P}_m,$$
SCLD signals are present at the receive-side, no candidate insignificant peaks, when noise or SSB, DSB, SCLD, or CP-Appendix B for details).

except that (17) and (18) also apply for SNRs below \( SNR_{co} \) and the probability of detecting noise or such signals equals one.

6.1. Simulation Setup. \( M \)-FSK, \( M = 2, 4, \) and \( 8, \) and AM signals with a single-sided bandwidth of \( 3 \) kHz and unit power are simulated. Unless otherwise mentioned, the observation interval available at the receive-side is 1 second, which is equivalent to 1500 2-FSK symbols, 750 4-FSK symbols, and 375 8-FSK symbols, and the frequency deviation equals \( T^{-1} \) (\( l = 1 \)). For the AM signal, the modulating signal, \( m(t) \), is obtained by lowpass filtering a sequence of zero-mean Gaussian random numbers, with unit variance. The modulation index, \( \mu_a \), is set to 0.3. The carrier phase, \( \Theta \), is uniformly distributed over \([-\pi, \pi)\), the carrier frequency offset, \( \Delta f \), is equal to 240 Hz, and the time delay, \( t_o \), is equal to \( 0.6T \) and \( 10f^{-1} \) for the \( M \)-FSK and AM signals, respectively. The received signals are sampled at rate \( f_s = 48 \) kHz, and the cutoff value, \( V_{co} \), is set to 0.05, unless otherwise mentioned. The threshold \( \Gamma \) used for CF detection with the cyclostationarity test in Step 2 of the algorithm is set to 15.202, which corresponds to an (asymptotic) probability of false alarm of \( 5 \times 10^{-4} \) [34]. The probability of detection and correct classification, used as a performance measure, is estimated from 1000 Monte Carlo trials.

6.2. Simulation Results

6.2.1. Estimated First-Order CM Magnitude. In Figure 2, the magnitudes of the first-order estimated CM of 4-FSK signals, \( |\hat{m}_{(K)}(\alpha')| \), are, respectively, plotted versus candidate CFs, \( \alpha' \in [-1/2, 1/2] \), for several different SNRs. The peaks in \( |\hat{m}_{(K)}(\alpha')| \) at \( \alpha' = \alpha \) decrease with SNR, until they become comparable with the statistically insignificant peaks, which occur at \( \alpha' \neq \alpha \). By using (12), a value of \(-13.8 \) dB can be obtained for \( SNR_{co} \). As expected from the theoretical analysis, the estimated CM magnitude at \( CF, \alpha \), is around 0.25 at 20 dB SNR (see Figure 2(a)). In addition, for SNRs well above \( SNR_{co} \), the estimated CM magnitudes lie above \( V_{co} \) (see Figures 2(a) and 2(b)) for all \( M \) CFs, at SNRs around \( SNR_{co} \), these are near \( V_{co} \) (see Figure 2(c)), and for SNRs well below \( SNR_{co} \), they all drop below \( V_{co} \) (see Figure 2(d)). In Figures 3(a)–3(c), the magnitudes of the first-order estimated CMs of AM, 2-FSK, and 2-PSK signals, \( |\hat{m}_{(K)}(\alpha')| \), are, respectively, plotted versus candidate CFs, \( \alpha' \in [-1/2, 1/2] \), at 20 dB SNR. Results for noise only, \( |\hat{m}_{(K)}(\alpha')| \), are presented in Figure 3(d), for 20 dBm noise power. One can notice the peaks in \( |\hat{m}_{(K)}(\alpha')| \) of AM and 2-FSK signals at \( \alpha' = \alpha \), with magnitudes around 1 and 0.5, respectively. On the other hand, no such peaks are seen for 2-PSK and noise, and the magnitude of the statistically insignificant peaks lie below the cutoff value.

Further comments can be made regarding the estimation of the first-order CM magnitudes: (i) this estimation is done by using (9), which practically represents the discrete Fourier transform (DFT) of the data sequence; the DFT of the signal is empirically employed to identify the modulation order of FSK signals in [10], and a connection with this work can be inferred; (ii) efficient implementations of the DFT, specifically the various forms of the fast Fourier transform, such as those described in [35], can be used to reduce computational cost. In this paper, the standard Cooley-Tukey radix-2 decimation in time fast Fourier transform algorithm is used to calculate \( K \) point DFTs, with only the \( N \) points of the resulting \( K \) point frequency domain spectrum corresponding to the signal bandwidth being used. As such, the computational complexity is of order \( \Theta(K \log K) \).

\[
\begin{align*}
P_d = & \sum_{\gamma_1 \leq 1, \ldots, \gamma_M \leq 1} \prod_{\nu_m \in \delta(\gamma_1, \ldots, \gamma_M)} P_d^{(\gamma_m)} \\
& \times (1 - P_d^{(\gamma_m)}) \cdots (1 - P_d^{(\gamma_1)}),
\end{align*}
\]

and \( P_d^{(\nu)} \) is the probability of detecting the \( \nu \)th CF (see Appendix B for details).

As the cutoff value is, theoretically, set above statistically insignificant peaks, when noise or SSB, DSB, SCLD, or CP-SCLD signals are present at the receive-side, no candidate CFs are selected in Step 1 to be tested in Step 2 of the algorithm. As such, no first-order CFs are detected, and the probability of detecting noise or such signals equals one.

Note that this analysis remains valid for the benchmark, except that (17) and (18) also apply for SNRs below \( SNR_{co} \) (no cutoff value, \( V_{co} \), is employed with known CFs at the receive side).

6. Numerical Results and Discussions

6.1. Simulation Setup. \( M \)-FSK, \( M = 2, 4, \) and \( 8, \) and AM signals with a single-sided bandwidth of \( 3 \) kHz and unit power are simulated. Unless otherwise mentioned, the observation interval available at the receive-side is 1 second, which is equivalent to 1500 2-FSK symbols, 750 4-FSK symbols, and 375 8-FSK symbols, and the frequency deviation equals \( T^{-1} \) (\( l = 1 \)). For the AM signal, the modulating signal, \( m(t) \), is obtained by lowpass filtering a sequence of zero-mean Gaussian random numbers, with unit variance. The modulation index, \( \mu_a \), is set to 0.3. The carrier phase, \( \Theta \), is uniformly distributed over \([-\pi, \pi)\), the carrier frequency offset, \( \Delta f \), is equal to 240 Hz, and the time delay, \( t_o \), is equal to \( 0.6T \) and \( 10f^{-1} \) for the \( M \)-FSK and AM signals, respectively. The received signals are sampled at rate \( f_s = 48 \) kHz, and the cutoff value, \( V_{co} \), is set to 0.05, unless otherwise mentioned. The threshold \( \Gamma \) used for CF detection with the cyclostationarity test in Step 2 of the algorithm is set to 15.202, which corresponds to an (asymptotic) probability of false alarm of \( 5 \times 10^{-4} \) [34]. The probability of detection and correct classification, used as a performance measure, is estimated from 1000 Monte Carlo trials.

6.2. Simulation Results

6.2.1. Estimated First-Order CM Magnitude. In Figure 2, the magnitudes of the first-order estimated CM of 4-FSK signals, \( |\hat{m}_{(K)}(\alpha')| \), are, respectively, plotted versus candidate CFs, \( \alpha' \in [-1/2, 1/2] \), for several different SNRs. The peaks in \( |\hat{m}_{(K)}(\alpha')| \) at \( \alpha' = \alpha \) decrease with SNR, until they become comparable with the statistically insignificant peaks, which occur at \( \alpha' \neq \alpha \). By using (12), a value of \(-13.8 \) dB can be obtained for \( SNR_{co} \). As expected from the theoretical analysis, the estimated CM magnitude at \( CF, \alpha \), is around 0.25 at 20 dB SNR (see Figure 2(a)). In addition, for SNRs well above \( SNR_{co} \), the estimated CM magnitudes lie above \( V_{co} \) (see Figures 2(a) and 2(b)) for all \( M \) CFs, at SNRs around \( SNR_{co} \), these are near \( V_{co} \) (see Figure 2(c)), and for SNRs well below \( SNR_{co} \), they all drop below \( V_{co} \) (see Figure 2(d)). In Figures 3(a)–3(c), the magnitudes of the first-order estimated CMs of AM, 2-FSK, and 2-PSK signals, \( |\hat{m}_{(K)}(\alpha')| \), are, respectively, plotted versus candidate CFs, \( \alpha' \in [-1/2, 1/2] \), at 20 dB SNR. Results for noise only, \( |\hat{m}_{(K)}(\alpha')| \), are presented in Figure 3(d), for 20 dBm noise power. One can notice the peaks in \( |\hat{m}_{(K)}(\alpha')| \) of AM and 2-FSK signals at \( \alpha' = \alpha \), with magnitudes around 1 and 0.5, respectively. On the other hand, no such peaks are seen for 2-PSK and noise, and the magnitude of the statistically insignificant peaks lie below the cutoff value.

Further comments can be made regarding the estimation of the first-order CM magnitudes: (i) this estimation is done by using (9), which practically represents the discrete Fourier transform (DFT) of the data sequence; the DFT of the signal is empirically employed to identify the modulation order of FSK signals in [10], and a connection with this work can be inferred; (ii) efficient implementations of the DFT, specifically the various forms of the fast Fourier transform, such as those described in [35], can be used to reduce computational cost. In this paper, the standard Cooley-Tukey radix-2 decimation in time fast Fourier transform algorithm is used to calculate \( K \) point DFTs, with only the \( N \) points of the resulting \( K \) point frequency domain spectrum corresponding to the signal bandwidth being used. As such, the computational complexity is of order \( \Theta(K \log K) \).
6.2.2. Setting the Cutoff Value. The cutoff value, $V_{co}$, is empirically set based on the study of the statistically insignificant peaks for signals of interest, including AM, $M$-FSK, $M = 2, 4, 8$, and noise, for a diverse selection of signal parameters such as bandwidth and frequency deviation, sampling frequency, observation interval, and SNR. Examples of the cutoff values are given in Table 1 for different observation intervals (number of samples). For these results, the sampling frequency was set to 16 times the bandwidth, and frequency deviation to $IT^{-1}$, $I = 1, 2, 3$. Regardless of the SNR, increasing the observation interval allows a lower cutoff value, as the CM estimates are more accurate (asymptotically, the CM magnitudes corresponding to the noise floor go to zero). Figure 4 shows the performance achieved for correctly detecting and classifying 2-FSK signals, $P_{dc}^{2FSK, 2FSK}$, as a function of the cutoff value and for different SNR values. Note that as the SNR decreases, the performance is severely degraded by an increase in the cutoff value. This result is expected since a higher cutoff value leads to a higher SNR $V_{co}$, and, as the SNR decreases, the statistically significant peaks are missed in Step 1 of the algorithm. On the other hand, the performance is only slightly degraded for lower cutoff values. The SNR $V_{co}$ decreases as $V_{co}$ decreases, and the statistically significant peaks lie above the cutoff value. However, statistically insignificant peaks also exceed the
Table 1: Examples of cutoff values for several observation intervals.

| Observation interval (number of samples × 10^3) | Cutoff value, V_{co} |
|-----------------------------------------------|---------------------|
| 36 to 48                                      | 0.055               |
| 48 to 60                                      | 0.050               |
| 60 to 72                                      | 0.045               |
| 96 to 108                                     | 0.003               |

Figure 6: The probability of detection and correct signal classification, \( P_{dc}^{(2FSK|2FSK)} \), versus SNR, for several observation intervals and frequency deviations.

cutoff value and are selected to be tested in Step 2 of the algorithm. Reducing the cutoff value increases the number of statistically insignificant peaks selected, but most of these peaks do not pass the cyclostationarity test in Step 2, and the degradation in performance is not significant. However, the increase in the number of tested peaks does increase the computational cost. For the case under study, a cutoff value of 0.05 is a reasonable choice, as this provides a low SNR_{co} and minimizes the selection of statistically insignificant peaks in Step 1 of the algorithm.

6.2.3. Performance of the Proposed Algorithm and Comparison Against the Benchmark. Performance results obtained from both theoretical performance analysis and simulations of the proposed algorithm and benchmark are presented in Figures 5 and 6, where \( P_{dc}^{(AM|AM)} \) and \( P_{dc}^{(MFSK|MFSK)} \) are plotted as a function of SNR. Several conclusions can be inferred: (i) for the same observation interval, a specified performance can be achieved with a lower SNR for AM and lower-order FSK modulated signals; (ii) the performance differential for the proposed algorithm and benchmark increases with the FSK signal modulation order. This behavior is attributed to the decreased accuracy of the CM estimation resulting from the decrease in the number of symbols for a given observation interval available at the receive-side (see Section 6.1 for the simulation setup). This leads to more CFs being missed in Step 1 as the SNR decreases, and consequently, to a degradation of the classification performance in the absence of a priori knowledge of the CFs; (iii) the simulation results are very close to the theoretical predictions for the benchmark over the entire SNR range, whereas this is valid for the proposed algorithm at SNRs well above SNR_{co}. The latter behavior is an expected consequence of assuming that all statistically significant peaks exceed V_{co} for SNRs above SNR_{co} in the theoretical performance analysis. As shown in Figure 2(c), for SNRs close to SNR_{co}, statistically significantly peaks can be missed in Step 1. Figure 6 presents simulation results for 2-FSK signal detection and classification for different observation intervals, obtained by varying the number of symbols. As expected, improved performance is obtained with a longer observation interval, since a lower cutoff value can be set, thus allowing a reduction in SNR_{co}. In addition, results for different frequency deviations are shown for a given observation interval. Interestingly, the results obtained for larger frequency deviations \( (l = 2, 3) \) are relatively close to those obtained for \( l = 1 \). In addition, we have simulated scenarios when only noise or other signals, such as 4-PSK, 16-QAM, 64-QAM, SSB, and DSB, are present, and have estimated the average probability for deciding that no FSK and AM signal is present. For SNRs above −20 dB, this probability is close to one.

7. Conclusions

An algorithm based on first-order cyclostationarity has been developed for the joint detection and classification of FSK and AM signals. Theoretical analysis and simulation experiments demonstrate that the algorithm is able to discriminate between AM and FSK modulation types with minimal requirements for a priori information about the signal parameters. A comparison of these results with a performance benchmark, based on the assumption of additional a priori signal parameter information being available at the receive-side, demonstrates that the algorithm performs reasonably well. Future work will address additional issues of interest, such as a theoretical analysis of the minimum length of the observation interval required at the receive-side to attain a specified performance at a given SNR, the investigation and comparison of diverse methods for detecting the existence/number of cycle frequencies in the received signal, the extension to other modulation types, and more complex propagation environments.
Appendices

A. First-Order Cyclostationarity of M-FSK and AM Signals Affected by Gaussian Noise, Phase, Frequency Offset, and Time Delay

The first-order time-varying moment of the M-FSK signals is expressed as

\[ \hat{m}_r(t) = E[r(t)] \]
\[ = \sqrt{3}e^{i\beta}M^{-1} \]
\[ \times \sum_{m=1}^{M} \sum_{i} e^{i(2\pi f_a t + iT - cT)g(t - iT - t_0)} e^{i2\pi f_t}, \]  
(A.1)

where it is assumed that \( A = \sqrt{3} \). The average is performed with respect to the unknown data symbols, under the assumption that the symbol over the \( i \)th period takes equiprobable values in the signal alphabet, \( A_{M-FSK} \).

Equation (A.1) can be further written as

\[ \hat{m}_r(t) = \mathcal{C} \sum_{m=1}^{M} \left( e^{i2\pi f_a t} g(t) \otimes \sum_{i} \delta(t - iT - t_0) \right) e^{i2\pi f_t}, \]
(A.2)

where \( \mathcal{C} = \sqrt{3}e^{i\beta}M^{-1} \), \( \delta(t) \) is the Dirac delta function, and \( \otimes \) is the convolution operator.

If \( \Delta f = 0 \), \( \hat{m}_r(t) \) is seen to be a periodic function of \( t \), with fundamental period \( T \) [20]. In this case, the first-order time-varying moment can be easily expressed as a Fourier series. Such an expression is derived in [20], for \( t_0 = 0 \) and \( g(t) = u_T(t). \) On the other hand, with \( \Delta f \neq 0 \), the Fourier transform of (A.2) yields

\[ \mathcal{J}\{\hat{m}_r(t)\} \]
\[ = \mathcal{C} \sum_{m=1}^{M} \left( e^{i2\pi f_a t} g(t) \otimes \sum_{i} \delta(t - iT - t_0) \right) e^{i2\pi f_t} \]
\[ \times \int_{-\infty}^{\infty} \sum_{i} \delta(t - v - iT - t_0) e^{-i2\pi(f_a - \Delta f)vt} dv dt \]
\[ = \mathcal{C} \sum_{m=1}^{M} \left| e^{i2\pi f_a t} g(t) \right| e^{i2\pi f_t} \]
\[ \times \int_{-\infty}^{\infty} \sum_{i} \delta(t - v - iT - t_0) e^{-i2\pi(f_a - \Delta f)vt} dv dt \]

where the expression for \( \mathcal{J}\{\hat{m}_r(t)\} \) is seen to be equivalent to (5), with \( \kappa = \{\Delta f + \tilde{\gamma}, \tilde{\gamma} = pT^{-1}, p = \pm l, \pm 3l, \ldots, \pm(M-1)l\}, \) and

\[ \mathcal{J}\{\hat{m}_r(t)\} = \mathcal{C} \sum_{p \in \{\pm l, \pm 3l, \ldots, \pm(M-1)l\}} e^{-2\pi p \hat{f} T^{-1}} \delta(\hat{\alpha} - \Delta f - pT^{-1}), \]
(A.6)
account the signal normalization.

B. Cyclostationarity Test and Probability of CF Detection

A.1. Cyclostationarity Test. With this cyclostationarity test, the presence of a CF is formulated as a binary hypothesis-testing problem; that is, under hypothesis \( H_0 \) the tested candidate CF, \( \alpha' \), is not a CF, \( \alpha \), and under hypothesis \( H_1 \) the tested candidate CF, \( \alpha' \), is a CF, \( \alpha \). This test is applied here to first-order candidate CFs (in [33], the test is developed for real-valued signals. However, it can easily be shown that this remains valid for complex-valued signals.) and consists of the following three steps [33].

(i) The first-order CM at candidate CF, \( \alpha' \), is estimated from \( K \) samples. The vector

\[
\hat{\mathbf{m}}(\hat{\alpha}) = \sqrt{3} M^{-1} e^{i \theta} e^{-i 2 \pi n_p T^{-1}}
\]

Note that the same expression for the first-order CM at CF \( \hat{\alpha} \), \( \hat{\mathbf{m}}(\hat{\alpha}) \), can be obtained by applying (6). From the results previously derived for the continuous-time signal, \( r(t) \), (10)-(11) can be obtained for the normalized discrete-time signal, \( r[k] = r(t) e^{-i 2 \pi n_p T^{-1}} / \sqrt{3} + \mathcal{N} \), by applying (7) and (8), and taking into account the signal normalization.

With the signal model given in (3), a similar analysis can be easily performed for AM signal, leading to results presented in (13) and (14).

B.2. Probability of CF Detection. With the previously presented cyclostationarity test, the probability of deciding that a CF is indeed a CF, which is referred to as the probability of CF detection, is given as

\[
P_d = \Pr\left\{ \mathcal{T}(K) \geq \Gamma \mid H_1 \right\}.
\]

Based on the fact that the (asymptotic) distribution of \( \mathcal{T}(K) \) under the hypothesis \( H_1 \) is normal, with mean \( m_{\mathcal{T}} = K m_{r} \Sigma_{r}^{-1} m_{r}^{*} \) and variance \( \sigma_{\mathcal{T}}^2 = 4 K m_{r} \Sigma_{r}^{-1} m_{r}^{*} \) [33], the expression for the (asymptotic) probability of CF detection is given by

\[
P_d = \int_{(\Gamma-m_{\mathcal{T}}/\sigma_{\mathcal{T}})}^{\infty} (2 \pi)^{-1/2} e^{-y^2/2} dy.
\]

List of Abbreviations

AM: Amplitude modulation
CF: Cycle frequency
CM: Cyclic moment
CP-SCLD: Cyclically prefixed single carrier linear digital
DFT: Discrete Fourier transform
DSB: Double side-band
FB: Feature-based
FSK: Frequency shift keying
LB: Likelihood-based
PSK: Phase shift keying
QAM: Quadrature amplitude modulation
SCLD: Single carrier linear digital
SNR: Signal-to-noise ratio
SSB: Single side-band
UHF: Ultra high frequency
VHF: Very high frequency.
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