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Abstract: The proper design of RTO systems’ structure and critical diagnosis tools is neglected in commercial RTO software and poorly discussed in the literature. In a previous article, Quelhas et al. (Can J Chem Eng., 2013, 91, 652–668) have reviewed the concepts behind the two-step RTO approach and discussed the vulnerabilities of intuitive, experience-based RTO design choices. This work evaluates and analyzes the performance of industrial RTO implementations in the face of real settings regarding the choice of steady-state detection methods and parameters, the choice of adjustable model parameters and selected variables in the model adaptation problem, the convergence determination of optimization techniques, among other aspects, in the presence of real noisy data. Results clearly show the importance of a robust and careful consideration of all aspects of a two-step RTO structure, as well as of the performance evaluation, in order to have a real and undoubted improvement of process operation.
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1. Introduction

Real-time optimization systems (RTO) are a combined set of techniques and algorithms that continuously evaluate process operating conditions and implement business-focused decisions in order to improve process performance in an autonomous way. It relies on static real-time optimization strategies [1–5], which have been designated in the literature by real-time optimization [6], on-line optimization [7,8] and optimizing control [9], for translating a product recipe from the scheduling layer into the best set of reference values to the model predictive control (MPC) layer [10]. The two-step approach, a model-based technique, is the most common (and possibly the only) static real-time optimization strategy available in commercial RTO systems [11–13]. Its name derives from the procedure employed for determining the set of decision variables, where plant information is used to update model parameters based on the best fitting of measurements in the first step, and afterwards, the updated model is used to calculate the set of decision variable values that are assumed to lead the process to its best economic performance. RTO systems are widely used in the petrochemical industry as a part of modern day control systems [14–17], but may also be found in other sectors, such as the pulp and paper industry [18].

Great advantages are attributed to the use of a priori information in the form of a process model, and model-based techniques may present superior performance among others; generally, the more accurate the model, the better will be the RTO system performance [19,20]. Thus, such RTO applications are typically based on rigorous steady-state models of processes. However, it has
long been shown that manipulation of model parameters to fit available process measurements does not necessarily guarantee the construction of an adequate model for process optimization \[21,22\]. For this reason, known as plant-model mismatch, some alternative procedures have been proposed (e.g., \[23–26\]) based on stronger mathematical requirements and constraints that guarantee the optimality of process operation. Unfortunately, these procedures demand a series of time-consuming experimental measurements in order to evaluate the gradients of a large set of functions and variables. Given the considerable impact on productivity, these implementations are virtually absent in current industrial practice. Nevertheless, commercial software is usually based on a very standard two-step structure and does not even take into account collateral improvements of this approach, such as the use of multiple datasets \[27\], input excitation design \[28,29\] or automated diagnosis \[30\].

In fact, plant-model mismatch is not the only vulnerability of RTO systems, whose performance can also be jeopardized by incomplete and corrupted process information, absence of knowledge regarding measurement errors and performance issues related to numerical optimization techniques \[31\]. In addition, the use of continuous system diagnostic tools is not common, neither in the literature, nor in commercial RTO systems. In this context, there are few works in the literature dedicated to diagnosing and criticizing the obtained results and software tools of real-time optimization. Although it is possible to find some valuable criticism about RTO implementations \[32,33\], the discussion is normally presented in general terms, making it hard for practitioners to distinguish process-related features from methodological limitations of the RTO approach.

The present work aims at presenting the performance evaluation of real industrial RTO systems. The characteristics of operation shared by two RTO commercial packages from two different world-class providers will be presented, which are actual implementations of the two-step RTO approach, currently in use on crude oil distillation units from two commercial-scale Brazilian petroleum refineries. The aim is not at exhausting the many aspects involved, but rather presenting some features of large-scale RTO systems that are commonly blurred due to the great amount of information required by optimization systems.

This article presents the basics of a two-step-based RTO system in Section 2. Then, it briefly presents a general description of an industrial RTO system in Section 3, along with major details about the two commercial systems discussed in this paper. The results of industrial RTO implementations are discussed in Section 4. Finally, Section 5 suggests some concluding remarks.

2. Problem Statement

The idea of optimization is to find the set of values for decision variables that renders the extreme of a function, while satisfying existing constraints. In this context, the main task of an optimization system is to tune the vector of available degrees of freedom of a process in order to reach the “best” value of some performance metric.

The vector of decision variables, \(u\), is a subset of a larger set of input variables, \(I\), that is supposed to determine how the process behaves, as reflected by the set of output variables, \(O\), thus establishing a mapping of \(I \rightarrow O\). If a set of indexes \(df\) is used to define the vector of decision variables, thus:

\[
u = I(df), \quad df \subset \{1, 2, \ldots, \dim_1(I)\},
\]

where \(\dim_n\) refers to the length of the \(n\)-th-dimension of an array. Common criteria used to select \(df\) are the easiness of variable manipulation in the plant, the requirements of the industry and the effects of the decision variables on process performance \[34\]. Characteristics of the feed, such as flow rate and temperature, are commonly assigned as decision variables.

Besides the identification of indexes \(df\) for decision variables from the set of inputs, we could identify a group that represents the expectation of some elements of \(I\) (e.g., vessel temperature, feed composition, heat transfer coefficients, decision variables, among others) to change along an operational scenario, being defined by a set of indexes \(var\). In turn, those elements supposed to remain
constant (e.g., tube diameters, coolant temperature, catalyst surface area, system equilibrium states, thermodynamic constants, etc.) are represented by the set of indexes \( \text{std} \). Mathematically, this can be stated as:

\[
I = \{ I(\text{std}), I(\text{var}) \},
\]

\[
\text{var} \subset \{1, 2, \ldots, \dim_1(I)\}, \quad \text{std} = \{1, 2, \ldots, \dim_1(I)\} - \text{var}.
\]

Another important subset of input variables is external disturbances. As the system evolves with time and disturbances of a stochastic nature are present, it is convenient to establish a partition dividing disturbances into stationary and nonstationary, defining a two-time scale. When doing this, we assume that nonstationary disturbance components are “quickly” varying, and there is a regulatory control in charge of suppressing their influence, in such a way that they are irrelevant for the long-term optimization of the process [35]. Thus, there remains only the persistent and/or periodic disturbances, which have to be included in the long-term optimization. Employing a pseudo-steady-state assumption, plant dynamics may be neglected, and process evolution can be represented as a sequence of successive steady-state points. Hereafter, an element in this sequence is represented either as an array or with the help of a subscript \( k \). Accordingly, we can state the following for the elements of \( I \) supposed to remain constant:

\[
I(\text{std}, k) = I(\text{std}, 0) = I_0(\text{std}).
\]

The process behavior, as described by \( I_k \) and \( O_k \), will thus present a performance metric \( L_k \). The performance metric is the result of the mapping \( \phi : (I_k, O_k) \rightarrow L_k \), where \( \phi \) vary with the underlying process and may be defined in several ways. Nevertheless, it is conveniently represented by an economic index, such as profit, in most cases. Roughly, profit is determined as the product value minus the costs of production, such as raw material and utility costs. For example, in the work of Bailey et al. [36] applied to the optimization of a hydrocracker fractionation plant, profit was adopted as the performance metric, represented by the sum of the value of feed and product streams (valued as gasoline), the value of feed and product streams (priced as fuel), the value of pure component feeds and products and the cost of utilities. As stated above, optimization is the act of selecting the set of values for vector \( u \) that conducts the process to the most favorable \( L = \phi(I, O) \), i.e., selecting a proper \( u^* \), such that \( u^*_{k+1} \rightarrow L^*_{k+1} \) given \( I_k \) and \( O_k \) at steady-state point \( k \).

Input and output variables are related through a set of equations that express conservation balances (mass, energy, momentum), equipment design constraints, etc., expressed as a set \( f \) of equations called the process model. Another set of relationships \( g \) describes safety conditions, product specifications and other important requirements, so that \( f \) and \( g \) represent the process optimization constraints. Given the performance metric and the process optimization constraints, the static process optimization is written as the following nonlinear programming problem:

\[
u^*_{k+1} := \arg \max_u \phi(I_k, O_k) \\
subject\ to \ f(I_k, O_k) = 0 \quad g(I_k, O_k) \leq 0.
\]

Process information is primarily obtained through sensors and analyzers, which translate physical and chemical properties of streams and equipment into more useful process values. The information carried by the process is represented by the whole set of process variables \( Z = [I^T, O^T]^T \). Unfortunately, in any real industrial case, the full vector \( Z \) is not available, and the lack of information is related mainly to the absence of measurements due to management decisions made during the process design. These decisions are based on sensor costs and known limitations of sensor technology,
as well as the lack of knowledge about the variables that constitute the real vector $Z$. As a consequence, the real system is known only through the elements $ms$ of $Z$, i.e.:

$$Z = \{Z(ms), Z(um)\}$$

$$ms \subset \{1, 2, \ldots, \dim(Z)\}$$

$$um = \{1, 2, \ldots, \dim(Z)\} - ms$$ \hfill (6)

If, at steady instant $k$, the real plant is under the influence of $I_k \neq I_0$, the problem posed to the RTO system may be described in the following terms: starting from the available information set $Q_a = \{Z(ms, k), I_{0a}\}$, the RTO has to find out $u_{k+1}^* = I_{k+1}^*(df)$ that drives the process to $L^*$. In a scenario of limited knowledge of the system, reflected by incomplete information of the current state $Z(ms, k)$, a new expanded set of information, $Q_a^+$, has to be produced from $Q_a$, so that the optimization procedure is able to identify the right set $u^*$. We assume that, in the face of the structure of the process optimization constraints ($f$ and $g$), the set of fresh measurements, $Z(ms, k)$, carries an excess of information that can be used to update some elements of the vector of offsets, $\theta$, which are modifiers of $Z$, so that $Z^+ = Z + \Theta$.

Due to restrictions regarding the available information, in most problems only a subset $\theta \subset \Theta$, represented by the index $upd$, can accommodate the existing excess of information present in measurements. The remaining set of offsets, represented by the index $fix$, is supposed to be kept at (assumed) base values, as shown in the following:

$$\Theta = \{\Theta(fix), \Theta(upd)\}$$

$$upd \subset \{1, \ldots, \dim(\Theta)\}, \quad fix = \{1, \ldots, \dim(\Theta)\} - upd$$ \hfill (7)

$$\Theta_k(fix) = \Theta_{0a}(fix) \quad \forall k$$

It must be emphasized that this formulation implicitly assumes that the only process variables actually changing during real-world operation are the sets of measured variables and updated parameters, in such a way that it is possible to accommodate all uncertainties in the updated parameters. In other words, it is assumed that there is no plant-model mismatch.

Information provided by sensors is expected to be similar, but not equal to the “true” information produced by the process. Sensors incorporate into the process signal some features that are not related to the behavior of variables, so that the observed values of measured variables $Z^{meas}(ms)$ are different from “true” values $Z(ms)$. To cope with this kind of uncertainty, the measurement error is usually modeled as the result of two components, a deterministic (the “truth”) and a stochastic one (the “noise”). Defining $z = Z(ms)$, a convenient form of modeling measurement errors consists in the following additive relation:

$$z^{meas} = z^{model} + \varepsilon \quad ,$$ \hfill (8)

where $z^{meas}$ represents the values of $z$ acquired with the help of process instrumentation, $z^{model}$ are values of $z$ estimated by the process model $f$, which is a function of $\theta$, and $\varepsilon$ is the measurement error vector, being a random variable.

In an ideal scenario, the RTO implementation relies on perfect knowledge of the input set $I_k$, of the process optimization constraints $f$ and $g$ and of the performance metric $\phi$. In the context of the two-step RTO scheme, the adaptation step performs the task of selecting the set $\theta_k = \Theta_{0a}(\text{upd})$ that better explains measurements $z^{meas}_k$ in light of the plant model. In order to do that, besides the model structure, it is also necessary to take into account the probability of the occurrence of noise. In other words, it is necessary to find the set $\theta_k$ that most likely gives rise to the real corrupted measurements $z^{meas}_k$. This estimation problem is successfully dealt with by the statistical approach of maximum likelihood estimation [37], as described in Equation (9), which consists of maximizing the likelihood function $J^{id}$ under constraints imposed by the process model. It should be noted that the elements of $z$
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included in the objective function are those related to the indexes obj, where \( \text{dim(obj)} \leq \text{dim(ms)} \),

\[
\theta_k := \arg \max_{\theta} J_{id} \left[ z_{k}^{\text{meas}}(\text{obj}), z_{k}^{\text{model}}(\text{obj}) \right]
\]

subject to \( f(I_k, O_k) = 0 \). (9)

If \( \varepsilon \) follows a Gaussian probability density function, such that \( \mathbb{E}[\varepsilon] = 0 \), \( \text{Var}[\varepsilon] = \sigma^2 \),

\[
\text{Cov}[\varepsilon] = V_z,
\]

the problem defined in Equation (9) becomes the weighted least squares (WLS) estimation:

\[
\theta_k^{*} := \arg \max_{\theta} J_{id} = \left[ z_{k}^{\text{meas}}(\text{obj}) - z_{k}^{\text{model}}(\text{obj}) \right]^T V_z^{-1} \left[ z_{k}^{\text{meas}}(\text{obj}) - z_{k}^{\text{model}}(\text{obj}) \right],
\]

subject to \( f(I_k, O_k) = 0 \). (10)

where \( V_z \) is the covariance matrix of \( z^{\text{meas}} \), which is normally assumed to be diagonal (i.e., measurement fluctuations are assumed to be independent).

In summary, a typical RTO system based on the two-step approach will, at any time: (i) gather information from the plant; (ii) detect stationarity in data series, defining a new steady state \( k \); (iii) solve the model updating problem (such as Equation (10)); and (iv) determine the best set of decision variables by solving Equation (5).

3. RTO System Description

The traditional implementation of an RTO system is based on the two-step approach, which corresponds to both commercial systems considered in this work. A typical structure of a commercial RTO system is shown in Figure 1, which relates to an application in a crude oil atmospheric distillation unit. This RTO system has the following main modules:

(a) Steady-state detection (SSD), which states if the plant is at steady state based on the data gathered from the plant within a time interval;

(b) Monitoring sequence (MON), which is a switching method for executing the RTO iteration based on the information of the unit’s stability, the unit’s load and the RTO system’s status; the switching method triggers the beginning of a new cycle of optimization and commonly depends on a minimal interval between successive RTO iterations, which typically corresponds to 30 min to 2 h for distillation units;

(c) Execution of the optimization layer based on the two-step approach, thus adapting the stationary process model and using it as a constraint for solving a nonlinear programming problem representing an economic index.

The RTO is integrated with the following layers:

- production planning and scheduling, which transfer information to it;
- storage logistics, which has information about the composition of feed tanks;
- Distributed control system (DCS) and database, which deliver measured values.

The decision variables are implemented by the advanced control system, which will compute the proper dynamic trajectory for reaching the RTO solution.

In the present work, the discussed results are associated with two RTO systems actually running in crude oil distillation units in distinct commercial-scale refineries located in Brazil. Both RTO commercial packages are from two different world-class providers. In doing this, we aim at preferably using one for analyzing the generated data (referred to as Tool A), while the other is used to compare the systems’ architecture and algorithms (referred to as Tool B). The set of data from RTO system Tool A includes the results obtained from 1000 RTO iterations, which corresponds to a three-month period. In addition, Tool A has a static process model comprised by approximately \( 10^5 \) equations.
4. Industrial RTO Evaluation

The evaluation of real RTO implementations is presented in this section focusing on two aspects: steady-state detection and adaptation and optimization. The former is supported by the fact that the applied process model is static, and only stationary data will render a valid process adaptation. Acting as a gatekeeper in the system, steady-state detection has a great influence on RTO performance. However, it is hardly discussed in the RTO literature. On the other hand, the latter is extensively studied in many articles. Analyses here will be mainly based on problem formulation issues and observed variability in the results.

4.1. Steady-State Detection

An important element of RTO systems refers to the mechanism that triggers the process optimization. Traditionally, it is based on the stationarity of measured process data and is accomplished by the SSD module.

4.1.1. Tool A

Tool A offers two options for detecting the steady state, shown to the user under the terms “statistical method” and “heuristic method”. Formally, the former corresponds to the statistical test suggested by von Neumann [38]. This test establishes the comparison of the total variance of a signal and the variance of the difference between two successive points within this signal. The total variance of a signal $x$ for a data window with $n$ points is given by the sample variance ($s^2$), according to:

$$
s^2 = \frac{1}{n-1} \sum_{i=1}^{n} (x_i - \bar{x})^2 ,
$$

where $\bar{x}$ is the sample mean, while the variance of the difference between two successive points is expressed by:

$$
s^2_d = \frac{1}{n-1} \sum_{i=2}^{n} (x_i - x_{i-1})^2 .
$$
These two variances give rise to the statistic $R$ [38,39], which is eventually expressed as $C$ [40], defined as:

$$ R = \frac{s_d^2}{s_s^2} $$

$$ C = 1 - \frac{1}{2}R $$

(13)

Nevertheless, Tool A adopts this method with a slight difference. There is an extra option, where the user may define a tuning parameter, $\tau_{SM}$, which changes the definition of $R$ in the following way:

$$ R = \max\left(\frac{s_d^2}{s_s^2}, \tau_{SM}\right) $$

(14)

Then, the signal is static if $R$ is greater than a critical value $R_c$ (or if $C$ is lower than a critical value $C_c$).

4.1.2. Tool B

Tool B also presents two options for stating signals’ stationarity. One of them is the $R$-statistic (Equation (13)), as described above for Tool A. The other option is comprised by a hypothesis test to assess whether or not the average values of two halves of a time window are identical. First, a hypothesis test is applied to the ratio between the variances. This is accomplished by means of the
F-statistic [45], where the two subsequent time intervals $i$ and $j$ have $n_i = n_j$ data points. If the null hypothesis of identical variances is rejected, then the mean values $X_i$ and $X_j$ are compared by means of the $\tau_{ale}$ variable [46,47], defined as:

$$
\tau_{ale} = \frac{X_i - X_j}{\sqrt{\frac{s_i^2}{n_i} + \frac{s_j^2}{n_j}}}
$$

If the values within time intervals $i$ and $j$ are normal and independent, $\tau_{ale}$ will follow the Student $t$-distribution with $n_{DF}$ degrees of freedom, determined by:

$$
n_{DF} = \frac{\left(\frac{s_i^2}{n_i} + \frac{s_j^2}{n_j}\right)^2}{\frac{(s_i^2/n_i)^2}{n_i-1} + \frac{(s_j^2/n_j)^2}{n_j-1}}.
$$

In turn, if the null hypothesis of identical variances is accepted, a second test assesses if the difference between these averages is lower than a given tolerance ($\epsilon$). This is supported by the assumption that the $t$-statistic determined by Equations (18) and (19) follows a Student $t$ with $n_i + n_j - 2$ degrees of freedom. In the particular case of Tool B, these tests always have a fixed significance level of 10%.

$$
s_t = \frac{s_i^2 (n_j - 1) + s_j^2 (n_i - 1)}{n_i + n_j - 2}.
$$

$$
t = \frac{|X_i - X_j| - \epsilon}{s_t \left(1/n_i + 1/n_j\right)^{1/2}}.
$$

The procedure applied if the null hypothesis of identical variances is accepted is similar to the method proposed by Kelly and Hedengren [48], which is also a window-based method that utilizes the Student $t$-test to determine if the difference between the process signal value minus its mean is above or below the standard deviation times its statistical critical value. In this method, non-stationary is identified with a detectable and deterministic slope, trend, bias or drift.

Besides the choice of the method and its parameters, both Tools A and B also delegate to the user the selection of which variables (or signals) will be submitted to the stationarity test. In this context, the plant is assumed at steady state if a minimum percentage of the selected variables passes the test. Again, the minimum percentage is a user-defined input.

4.1.3. Industrial Results

Let us analyze how these choices are reflected in real results. Employing Tool A, the set of signals chosen in the SSD module consists of 28 process variables, comprised by 10 flow rates and 18 temperatures. It must be stressed that the real dimension of this set of signals may vary with time as the criteria for selecting variables may also change along the operation. Such a change in criteria for selecting variables for the SSD module increases the complexity of any trial to evaluate RTO system performance enormously. Considering the test SM and the historical data of 23 days for a set of eight signals (six flow rates $F$ and two temperatures $T$), Table 1 presents the percentage of time (or percentage of data points) assumed static for each variable. Percentage results are determined from two sources, computations obtained by applying test SM as it is conceived (according to Equation (13)) and data gathered from Tool A by applying test SM as it is available in the RTO package (according to Equation (14)). Analyzing Table 1, it can be seen that the frequency of points assumed static by Tool A ($r_{EE|RTO}$) is much greater than that inferred by the original test SM ($r_{EE|SM}$). The high percentage values of static points shown by the RTO is due to the tolerance values ($\tau_{SM}$) that overlap the calculated values of variances by successive differences ($s^2_d$), as defined in Equation (14). A high value of $\tau_{SM}$ will
result in a high value of the $R$-statistic, and the signal will be static for $R$ values greater than the critical value $R_c$. Therefore, the tuning parameter $\tau_{SM}$ is defining stationarity.

Table 1. Percentage of points deemed static for the set of 8 variables. $r_{EE|SM}$: percentage computed using results obtained by the C-statistic. $r_{EE|RTO}$: percentage computed using real results obtained by the RTO system Tool A. $F$, flow rate; $T$, temperature.

| Tag | $r_{EE|SM}$ | $r_{EE|RTO}$ |
|-----|-------------|--------------|
| $F_1$ | 0.0 | 98.3 |
| $F_2$ | 3.2 | 81.1 |
| $T_1$ | 0.0 | 97.3 |
| $T_2$ | 0.0 | 90.9 |
| $F_3$ | 0.0 | 97.1 |
| $F_4$ | 4.8 | 99.5 |
| $F_5$ | 0.0 | 90.1 |
| $F_6$ | 6.8 | 84.4 |

When analyzing Table 1, an honest question that could naturally arise is which method is right, since one method essentially never finds the variables at steady state, while the other effectively finds them at steady state continually. In fact, the observed contradiction in results just shows how the methods have different definitions for stationarity. In other words, each method and its parameterization defines stationarity differently. Furthermore, many parameters are interrelated, such as the number of window data points and critical values, and the engineer/user will be hardly aware of how its choice is affected by, e.g., control system tuning, noiseless signals and valve stiction. The right method is the one that allows the RTO to determine the true plant optimum; since this condition is unknown, the right SSD method is also unknown. In this context, a metric of assessment of RTO performance, as is discussed in Section 4.2, could be used to compare the utility of SSD methods and parameters to the improvement of process performance metric $\phi$ and determine the best setting for SSD.

An equivalent form to obtain the effect of $\tau_{SM}$ tolerances (as observed in Table 1 for $r_{EE|RTO}$) consists of manipulating the critical values of acceptance, $R_c$. Figure 2 shows that, given a convenient choice of critical value $R_c$ or its analogous $C_c$, levels of stationarity for $r_{EE|SM}$ can be obtained similar to those observed in Table 1 for the RTO system ($r_{EE|RTO}$), in an equivalent form to the use of tolerances $\tau_{SM}$.

![Figure 2. Percentage of values assumed static as a function of critical values $C_c$ (the analogous of $R_c$ as defined by Equation (13)) of the hypothesis test applied to signals of four process variables.](image-url)
However, if the tolerance is used without an appropriate evaluation of the size of the data horizon, the steady-state detection might be biased towards the acceptance of stationarity. In this case, there is an increase in the inertia of transitions in detection, thus delaying changes of state. This behavior is illustrated in Figure 3, which shows successive changes in the signal of variable $F_2$ during a specific time interval. It can be seen that stationarity is indicated with delay, which corresponds to those moments where the signal already presents a state of reduced variability. Assuming that the visual judgment is a legitimate way of determining signal stationarity, it is clear that, in this case, dynamic data are used to update the static process model and support the determination of optimal process operating condition.

**Figure 3.** Normalized values of flow rate $F_2$ (blue line) and the corresponding indication of stationarity according to the RTO system (pink line), where one means steady and zero means unsteady.

The frequency of stationarity may seem surprisingly low as pointed out by the SM in the absence of changes in tolerances and critical values. This is due to factors uncorrelated with the process, such as the sampling interval between measurements and signal conditioning filters. When this test is applied to the values from Figure 3, results reveal no stationarity at all during the period. Even more weird is that, based on a visual inspection, the values are apparently steady within the interval comprised between the beginning and $\sim 200$ min. However, it must be noted that this method is very sensitive to short-term variability, being affected by signal preprocessing in the DCS and by the sampling interval. If one observes the signal behavior within the first 200 min with appropriate axes values, as in Figure 4, a pattern of autocorrelation can be noted, independent of the signal amplitude. The autocorrelation renders the difference between two successive points to be lower than that expected in the case of no autocorrelation, i.e., in the case that each point were due to a pure stochastic process. As a consequence, the value of $s^2_d$ (Equation (13)) decreases when compared to the variance in relation to the average. This is made clear from Figure 5, where the evolution of $s^2_d$ and $2s^2$ along the first 200 min is depicted. Thus, the values of $C$ are increased beyond the critical value of acceptance.
4.2. Adaptation and Optimization

The decision variables for adaptation and optimization problems, $\theta = \Theta(\text{upd})$ and $u = I(\text{df})$, are selected by the user on both RTO systems. Since this choice is not based on any systematic method, it is supported by testing and experience or by the engineer/user beliefs, expectations and/or wishes. Therefore, decision variable selection is restricted to the user, and the optimizer only chooses their values.

Both commercial RTO systems discussed here make use of a recent data window in the adaptation step, which comprises a series of values along a time horizon of a certain length. The values within the moving data horizon are measurements obtained from the plant information system for each measured variable. The data window $Z_w$ is represented as:

$$Z_w = \begin{bmatrix} z_{\text{meas}}^c \\ z_{c-H}^c \\ \vdots \\ z_{c_{\text{meas}}}^c \end{bmatrix},$$

(20)
where \( z_k^{\text{meas}} \) and \( z_k^{\text{model}} \) are the set of data obtained at the first and current sampling instants of the moving window by direct observation and \( H \) is the number of successive time steps uniformly separated by a sampling time of \( t_a \) defining a data horizon from \( (t_c - H t_a) \) to \( t_c \). Considering applications in crude oil distillation units, it is common to adopt the size of the data window as 1 h, with a sampling instant typically in the range between 0.5 and 1 min, which results in \( n \) between 120 and 60, respectively.

The model adaptation step in both RTO systems consists of a nonlinear programming model whose objective function is the weighted sum of squared errors between plant measurements and model predictions, as presented in Equation (21). The weights, \( w^2 \), are the variances of each measurement.

\[
\theta_k^* := \arg \min_{\theta_k} \quad J^{id} = \sum_{j=1}^{\dim(\text{obj})} \frac{1}{w^2_j} \left[ z_k^{\text{meas}}[\text{obj}(j)] - z_k^{\text{model}}[\text{obj}(j)] \right]^2
\]

subject to 
\[
f(I_k, O_k) = 0 \\
\theta_k = \Theta_k(\text{upd}) \\
\frac{z_k^{\text{meas}}[\text{obj}(j)]}{w^2_j} = \frac{1}{n} \sum_{i=c-H}^{c} Z w[i, \text{obj}(j)]
\]

It must be noted that there is an important difference between the objective function employed by Equation (21) and the maximum likelihood estimator shown in Equation (10) for Gaussian, zero mean and additive measurement errors. Both tools reduce the data window of each variable to only one value, which corresponds to the average of measurements within the window (most likely due to the easiness of implementation). In this case, the changes go beyond the apparent simplicity that such a modification may introduce to carry on the calculations. The resulting expression is not assured to hold the desired statistical properties that apply to a maximum likelihood estimator, i.e., unbiased and efficient estimations [37]. In addition, as shown in Equation (21), the elements \( w_j \) correspond to the standard deviation of measurements. From this, the a priori assumption of independent errors is also clear, since the expression “corresponds” to a simplification of the use of a diagonal covariance matrix.

It is noted in industrial implementations that the choice of sets \( \text{upd} \) and \( \text{obj} \) (i.e., the decision vector \( \theta \) and the set of variables in the objective function) is almost always based on empirical procedures. It is interesting to note that the premises that support the choices of \( \text{obj} \) set are hardly observed. According to these premises, an important element is that \( \text{obj} \) encompasses measured variables, which are non-zero values of \( Z w \), directly affected by the corruption of experimental signals. However, it may be seen in real RTO systems that there is the inclusion of updated parameters and non-measured variables (\( \text{upd} \) set) in the set \( \text{obj} \). A typical occurrence of such a thing is the inclusion of load characterization parameters, which belong to the \( \text{upd} \) set and are often included in the objective function of the model adaptation problem. In this case, where there is no measured value for \( Z w(\text{upd}) \), fixed values are arbitrarily chosen for these variables. As a result, this practice limits the variation of these variables around the adopted fixed values. This approach degenerates the estimator and induces the occurrence of bias in estimated variables.

In order to take a closer look at the effects of ill-posed problems in RTO systems, we will discuss the influence of each variable in \( \text{obj} \) over the value of the objective function from Equation (21) with real RTO data. Assuming that Equation (10) is valid, measurement errors are independent and the knowledge of the true variance values for each measured variable is available, it is expected that the normalized effects, \( c_t \), of each variable in \( \text{obj} \) are similar, as defined in Equation (22). In Tool A, the number of variables in set \( \text{obj} \) was 49. The time interval between two successful and successive RTO iterations has a probability density with 10th, 50th and 90th percentiles of 0.80, 1.28 and 4.86, respectively. The normalized effects \( c_t \), as defined in Equation (22), are shown in Figure 6. Results show that it is common that fewer variables within \( \text{obj} \) have greater effects in objective function \( J^{id} \) values. For a period of three months, the RTO system from Tool A has been executed 1000 times, but achieved convergence for the reconciliation and model adaptation step in 59.7% of cases. Besides the formulation of the estimation problem, this relatively low convergence rate might be caused by the following.
reasons: (i) the nonlinearity of the process model that may reach hundreds of thousands of equations, since the optimization of a crude oil atmospheric distillation unit is a large-scale problem governed by complex and nonlinear physicochemical phenomena; (ii) the model is not perfect, and many parameters are assumed to remain constant during the operation, which may not be the real case; such assumptions force estimations of updated parameters to accommodate all uncertainty and may result in great variability in estimates between two consecutive RTO iterations; and (iii) the limitations of the employed optimization technique, along with its parameterization; in most commercial RTO packages, sequential quadratic programming (SQP) is the standard optimization technique, as is the case for Tool A. Regarding convergence, thresholds are empirical choices, generally represented by rules of thumb.

\[
ct_j = \frac{1}{s_j^2} \left[ \frac{1}{c} \left( z_{\text{obj}}(j) - z_{\text{obj}}(j) \right) \right]^2 \sum_{i=1}^{\text{dim(obj)}} \frac{1}{s_i^2} \left[ \frac{1}{c} \left( z_{\text{obj}}(i) - z_{\text{obj}}(i) \right) \right]^2 . \quad (22)
\]

In Table 2 are presented contribution details for variables with the 10 greatest values of the 50th percentile (median) for the considered period. The tag field indicates the nature of the variable, which may be a flow rate \( F \), a temperature \( T \) or a model parameter \( \theta \), i.e., an unmeasured variable. Besides the comparison of the median values, the values for the 10th and 90th percentiles show greater variance in the effects of each variable. As an example, the first two variables in Table 2 vary as high as 100% among percentiles. In fact, some discrepancy among the contribution of variables in \( \text{obj} \) in objective function values is expected, as long as the variables are expressed with different units, and this effect is not fully compensated by the variances. Nevertheless, this fact does not explain the high variation along the operation, which can be attributed to the violation of one or more hypothesis in different operating scenarios. Even in this case, it is not possible to determine which assumptions do not hold.

![Figure 6](image-url) Interval between the first and third quartiles of the normalized effect of each variable within \( \text{obj} \) for the objective function from the model adaptation problem (Equation (21)). The x-axis refer to the relative position of variables in the vector \( \text{obj} \).

It is not an easy task to analyze the operation of a real RTO system, since the knowledge about factors that influence and describe the plant behavior is limited. For this reason, we will put emphasis on the variability of the system’s results. In doing this, we are able to compare the frequency of the most important disturbances (such as changes in the load) with the variability presented by RTO results (such as objective function values, estimated variables and the expectancy of economic performance). In this context, it is worth assessing the behavior of estimated variables that are related to the quality of the load of the unit. In refineries, the molecular characterization of the oil is not usual. In turn, physicochemical properties are used to describe both the oil and its fractions (cuts). A common analysis is the ratio between distillation fractions and their volumetric yields, which results in profiles such as ASTM-D86 (ASTM-D86 is a standard test method for the distillation of petroleum products and liquid
fuels at atmospheric pressure, which evaluates fuel characteristics, in this case, distillation features). In the conventional operation of a refinery, such profiles are not available on-line for the load, even though there are databases for oils processed by the unit. These analyses may differ from the true values due to several factors:

- the database might present lagged analyses, given the quality of oil changes with time;
- there might be changes in oil composition due to storage and distribution policies from well to final tank. Commonly, this causes the loss of volatile compounds;
- mixture rules applied to determine the properties of the load might not adequately represent its distillation profile;
- eventually, internal streams of the refinery are blended with the load for reprocessing.

Table 2. Percentile values of normalized effects (%) of the 10 most influential variables in the value of the objective function from the model adaptation problem. The rank is relative to the 50th percentile (P50).

| Position in Rank | Tag | ∈ ms | ms P50 | ms P90 | P10 |
|------------------|-----|------|--------|--------|-----|
| 1                | T01 | yes  | 21.53  | 54.83  | 1.15 |
| 2                | T02 | yes  | 15.99  | 54.33  | 0.19 |
| 3                | F01 | yes  | 2.37   | 11.39  | 0.10 |
| 4                | T03 | yes  | 1.95   | 7.49   | 0.48 |
| 5                | T04 | yes  | 1.68   | 14.21  | 0.35 |
| 6                | T05 | yes  | 1.41   | 7.01   | <0.01|
| 7                | T06 | yes  | 1.17   | 5.94   | 0.04 |
| 8                | F07 | yes  | 1.12   | 7.39   | <0.01|
| 9                | θ(8)| no   | 0.96   | 4.08   | 0.09 |
| 10               | T07 | yes  | 0.65   | 2.17   | 0.12 |

Since the characterization of the load has a huge impact in determining the quality and quantity of products, these sources of uncertainty generally motivate the use of specific parameters, called knots, that are related to the fit of the distillation profile. The distillation profile is divided into sections, and each knot represents the slope coefficient of each section of the profile. These parameters are thus included in the set of estimated parameters (\(\text{upd}\)). In the present case, 11 knots are the degrees of freedom of the model adaptation problem and could be used to infer the quality of the load based on available measurements and the process model for the distillation column.

The estimated knots’ variability is depicted in Figure 7A by means of the distribution of estimated values for each knot, where the reference load corresponds to the knot equal to one. In addition, Figure 7B also shows the relative difference between two successive estimations of each knot. A high total variability, as well as a high amplitude for the relative difference of two successive estimations can be seen. However, considering the knowledge about the real load, such observations are incompatible with the state of the load during the operation. In the considered distillation unit, the oil load changes approximately once a week, which involves three tank transfers. Nonetheless, relative differences as high as 20% are common between two successive estimates for many knots. Considering an interval of 1.5 h between estimations, such a variability would not be expected. Besides that, as knots are independent estimates, the variation between contiguous knots might give rise to distillation profiles that do not make real physical sense.

In Table 3 are presented the lower and upper bounds applied to knots in the model adaptation problem, as well as the relative number of iterations with active constraints under convergence. From the results, one might infer that the observed variability in estimated values of knots would be higher if the bounds have allowed. These bounds deliberately force values to real physical ranges. However, this procedure alone does not guarantee real physical meaning, but only restricts the expected values to reasonable ranges. Indeed, with fewer degrees of freedom, the numerical optimization procedure would search for other “directions” to minimize the objective function, thus propagating the uncertainties to other decision variables. In summary, the approach compensates the lower flexibility to
change some parameters by introducing bias in the estimates of other decision variables. Even poorer estimations, as those trapped in local minima, were further discussed in Quelhas et al. [31].

![Figure 7](image_url)

**Figure 7.** (A) Distribution of estimated values of knots; (B) distribution of the relative deviation between two successive estimations of a knot.

| Knot | Lim$_{inf}$ | Lim$_{sup}$ | Active Constraint (%) |
|------|-------------|-------------|-----------------------|
| 1    | 0.2         | 10          | 42.5                  |
| 2    | 0.2         | 10          | 13.4                  |
| 3    | 0.2         | 7.5         | 31.5                  |
| 4    | 0.2         | 7.5         | 81.7                  |
| 5    | 0.2         | 7.5         | 0.7                   |
| 6    | 0.2         | 7.5         | 0.2                   |
| 7    | 0.2         | 7.5         | 92.1                  |
| 8    | 0.2         | 3           | 19.4                  |
| 9    | 0.2         | 3           | 1.2                   |
| 10   | 0.2         | 3           | 14.6                  |
| 11   | 0.2         | 3           | 0.3                   |

The high variability is also reflected in the values of the objective function, as can be seen in Figure 8, where the relative difference of objective function values ($\Delta f^id$) is shown under convergence between two successive iterations, i.e.,

$$\Delta f^id_k = \frac{f^id_k - f^id_{k-1}}{f^id_{k-1}}.$$  

In the absence of actual short-term changes in the process (i.e., between two RTO iterations), it is not easy to explain such a high variation in terms of real changes or disturbances. Reasonable explanations could be the violation of any of the hypothesis assumed for the identification problem and/or the quality of the solution given by the employed numerical optimization technique [31].

Finally, it is worth analyzing the metric of assessment of the RTO system performance. The following two performance metrics are considered: the relative difference between the calculated profit value before, $\phi(u_k)$, and after, $\phi(u^*_k+1)$, the RTO iteration $k$ ($\Delta \phi^pro_{k}$, Equation (23)); and the relative difference between the profit value calculated at the beginning of RTO iteration $k$, $\phi(u_k)$, and the profit estimated by the previous iteration, $\phi(u^*_k)$ ($\Delta \phi^verif_{k}$, Equation (24)). It must be emphasized
that both metrics refer to profit estimates calculated by the RTO model, which will reflect real values only for a perfect model.

\[
\Delta \phi_{\text{prev}}^k = \frac{\phi(u_{k+1}) - \phi(u_k)}{\phi(u_k)} \times 100 .
\]  

(23)

\[
\Delta \phi_{\text{verif}}^k = \frac{\phi(u_k) - \phi(u^*_k)}{\phi(u^*_k)} \times 100 .
\]  

(24)

Figure 8. Distribution of the relative difference of objective function values under convergence between two successive iterations ($\Delta J^\text{id}$).

As shown in Figure 9, the most used metric of assessment of RTO performance, $\Delta \phi_{\text{prev}}$, has an optimistic bias, as it always reports positive values (as it should be for the converged RTO results). However, the results of $\Delta \phi_{\text{verif}}$, reflecting the process response over the last result, reveal that changes in decision variables are not leading to better economic performance in all RTO iterations. Even worse, they reveal the addition of useless variability to decision variables. In this context, considering the validity of the results for $\Delta \phi_{\text{prev}}$, it is worth noting its low value of only 0.01 for the 50th percentile. This reveals the clear need of analyzing RTO results to distinguish between statistically-significant results from those that are due to a common cause of variation [30,49–51]. If the dominant cause of plant variation results from the propagation of uncertainties throughout the RTO system, implementing these changes could lower profit, as is interestingly observed in the results of $\Delta \phi_{\text{verif}}$, confirmed by a negative 50th percentile.

Figure 9. Distribution of the values for $\Delta \phi_{\text{prev}}$ and $\Delta \phi_{\text{verif}}$ for the RTO profit. Above the graph, the percentiles P5, P50 and P95 are indicated as [P5 P50 P95].
5. Conclusions

The implementation of optimization procedures in real time for the improvement of processes constitutes a major challenge in real-world implementations, as is the case of RTO systems. In this context, we are compelled to confirm the quotation from Bainbridge [52] that “perhaps the final irony is that it is the most successful automated systems, with rare need for manual intervention, which may need the greatest investment in human operator training”.

This work has evaluated and analyzed the performance of RTO packages from two world-class providers running on crude oil distillation units from two different commercial-scale Brazilian petroleum refineries. We have briefly presented the steady-state detection methods available on these RTO packages and discussed the choice of the method and its parameters, the selection of measured signals to be submitted to the stationarity test and the tolerance criteria. It was shown that in spite of the methods available, some tuning parameters might compromise any statistical foundation eventually present, redefining stationarity in terms of the user’s choice without improving the global performance of RTO. Regarding model adaptation, we have examined the problem formulation, the choice of adjustable model parameters and the selection of variables in the objective function, the convergence rate of the optimization technique and the variability of estimates. It was presented that the problem formulation lacks features to ensure unbiased and efficient estimations, which contribute to the addition of useless variability to decision variables. Finally, we have analyzed economic optimization results and showed that even though the RTO system is able to find improved values for decision variables, their implementation might not lead to better economic performance as estimated by the RTO. In practice, all choices are done on a subjective basis, supported by the operating experience of engineers, as well as empirical knowledge of software vendors. As has been shown, a possible outcome is that RTO results have an optimistic bias, in which changes in decision variables are not leading to better economic performance in all RTO iterations (Figure 9).

Given the already established conditions for model adequacy within the context of the two-step approach [22], updated parameters are just mathematical tools used by the model fitting procedure to accommodate any disagreement between model predictions and plant measurements. In other words, it is assumed that all modeling uncertainties, though unknown, might be incorporated in the vector of uncertain parameters $\theta$. Since the plant will typically not be in the set of models obtained by spanning all of the possible values of the model parameters, the two-step approach will fail in the presence of structural plant-model mismatch. However, we should ask if the structural inability of the two-step approach is the primary source of uncertainty in RTO systems. Indeed, the disagreement in the mathematical model structure is not the only source of plant-model mismatch. The fault in steady-state detection is a source of model uncertainty and not a parametric one. This is due to the fact that derivative terms are ignored. Even for methods that theoretically are not affected by plant-model mismatch, a wrong steady-state detection will negatively impact the method’s result. In addition, given the enormous amount of data and gradient estimations that would be required in a large-scale process, none of such “model-free” methods are viable for application in real industrial processes. This notwithstanding, the aforementioned disagreement may be caused by any factor that impairs information acquisition and processing in real implementations, constituting sources of uncertainty, such as: (i) measurements signals corrupted by noise with an unknown error structure; (ii) variation of the elements of input $I$, neither measured, nor estimated ($\var{I} \notin (\var{ms} \cup \var{upd})$); (iii) use of the wrong default values for fixed variables; (iv) use of an inaccurate process model; (v) violation of maximum likelihood assumptions; (vi) imperfect numerical optimization method; and (vii) imperfect steady state detection or gross error filtering.

From a practical point of view, the task of diagnosing an RTO system based on the two-step approach is a challenging one. There is a very high level of uncertainty spread along all system modules. Since conclusions will likely be dependent on non-validated assumptions, the overlapping of too many possible causes of failure hampers the production of higher level diagnostics. In this context, this work illustrates some crucial features involved when evaluating RTO systems’ performance,
as already discussed in detail elsewhere [31]. Some results from two industrial RTO implementations are analyzed, providing some insights on common causes of performance degradation in order to have a clearer picture of the system performance and its main drawbacks. Such an analysis is a step forward towards the proper identification of existent system vulnerabilities, so that the RTO system structure and function may be improved.
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