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Abstract—Typical coordination schemes for future power grids require two-way communications. Since the number of end power-consuming devices is large, the bandwidth requirements for such two-way communication schemes may be prohibitive. Motivated by this observation, we study distributed coordination schemes that require only one-way limited communications. In particular, we investigate how dual descent distributed optimization algorithm can be employed in power networks using one-way communication. In this iterative algorithm, system coordinators broadcast coordinating (or pricing) signals to the users/devices who update power consumption based on the received signal. Then system coordinators update the coordinating signals based on the physical measurement of the aggregate power usage. We provide conditions to guarantee the feasibility of the aggregated power usage at each iteration so as to avoid blackout. Furthermore, we prove the convergence of algorithms under these conditions, and establish its rate of convergence. We illustrate the performance of our algorithms using numerical simulations. These results show that one-way limited communication may be viable for coordinating/operating the future smart grids.

I. INTRODUCTION

Network infrastructures have a central role in communication, finance, technology and other areas of the economy, for instance, electricity transmission and distribution. Due to the massive scale of real-world networks, distributed optimization algorithms are expected to increasingly play a leading role in their operation. Distributed optimization problems are commonly solved by dual-based (sub)gradient methods where primal and dual decision variables are optimized at each iteration with some sort of message passing protocol between agents in the network [1]–[3]. In power networks, for example, consumers and suppliers communicate power consumption request and pricing signals back and forth. This requires ubiquitous, two-way communication among consumers and suppliers. Since the number of end power-consuming devices is large, the bandwidth requirements for two-way schemes may be prohibitive. However, the communication infrastructure for the grid, especially the power distribution networks, is still under-developed and the non-availability of communication bandwidth remains a challenge [4]–[9].

Given communication bandwidth constraints, it is critical that algorithms for distributed coordination in power networks use significantly less communication overhead – for instance, one-way message passing, as opposed to the conventional two-way message passing scheme typically used in distributed coordination algorithms. That said, a one-way message passing protocol for power distribution networks in which suppliers are only able to send out a price signal can be challenging to implement especially since a widespread system breakdown (blackouts) can occur if the aggregate power consumption exceeds the supply capacity. Given 1) limits on power capacity at the supply end, and 2) a one-way message passing protocol, with many power demanding devices on the network, the question of interest is how to ensure that the aggregate power consumption from users does not exceed the available supply capacity. In developing distributed algorithms to solve this problem, it is important that while the algorithm runs and users locally compute their optimal power allocation, the aggregate power consumption does not exceed the supply capacity to avoid a system failure and catastrophic blackout.

Our work relates closely to [10] where a distributed resource allocation algorithm was presented based on a fast dual gradient method. It showed that dual gradient iteration has a convergence rate of $O(1/t^2)$ and yet the primal decision variables converge with a rate of $O(1/t)$ (where $t$ denotes a time-step of the algorithm). The framework presented there, however, gives no guarantee of primal feasibility at each iteration of the algorithm. The focus of this paper is on developing a distributed power allocation algorithm in which one-way communication, from the power suppliers to users, is used to coordinate the allocation. Due to the critical nature of power distribution systems, the power allocation algorithm presented in this paper

- maintains primal feasibility at each iteration and satisfies the capacity constraint, to avoid a blackout,
- assumes a one-way communication or information sharing model, in which the supplier (or network operator) sends out a price signal to users, users update the consumption based on the signal but do not report the consumption back to the supplier, and
- has fast convergence rates and properties.

A. Contributions of This Work

We present a distributed, dual gradient power allocation algorithm for power distribution networks. The algorithm uses only one way communication, where the supplier iteratively broadcasts a price/dual variable to the users and then measures the aggregate power usage to compute the dual gradient. Since the users actually consume power during operation (en route convergence) of the algorithm, it essential
that the aggregate power usage does not exceed the suppliers capacity to avoid a blackout. We show how such blackouts can be avoided by providing step-sizes that ensure that the primal iterates remain feasible at every iteration. To ensure the primal feasibility we must sacrifice the optimal convergence rate $O(1/t^2)$ [10] for gradient methods for convex problems with Lipschitz continuous gradients and instead only get the convergence rate $O(1/t)$. Nevertheless, we prove that under mild conditions on the problem structure our algorithm attains a convergence rate $O(c^t)$, where $0 < c < 1$ and $t$ is the time-step of the algorithm in the dual variable, and still guarantee primal feasibility. Moreover, we provide conditions which ensure that the linear convergence rate, i.e., the constant $c$, does not depend on the number of users, which demonstrate excellent scaling properties of the algorithm.

The rest of the paper is organized as follows: Following notation and definitions, we introduce the system model, underlying assumptions and distributed solution in Section II. Sections III-A and III-B respectively present a convergence analysis and convergent rate analysis of our proposed algorithm. In Section IV, illustration of our algorithm is presented. In Sections V and VI, we demonstrate excellent scaling properties of the algorithm.

B. Notation and Definitions

Definition 1. We say that a function $f : \mathbb{R}^n \rightarrow \mathbb{R}$ is $L$-smooth on $\mathcal{X} \subseteq \mathbb{R}^n$ if its gradient is $L$-Lipschitz continuous on $\mathcal{X}$, i.e., for all $x_1, x_2 \in \mathcal{X}$ we have

$$||\nabla f(x_1) - \nabla f(x_2)|| \leq L||x_1 - x_2||.$$  \hfill (1)

Definition 2. We say that a function $f : \mathbb{R}^n \rightarrow \mathbb{R}$ is $\mu$-convex on $\mathcal{X} \subseteq \mathbb{R}^n$ if for all $x_1, x_2 \in \mathcal{X}$,

$$f(x_2) \geq f(x_1) + \langle \nabla f(x_1), x_2 - x_1 \rangle + \frac{\mu}{2} ||x_2 - x_1||^2.$$  \hfill (2)

Similarly, we say a function is $\mu$-concave if it is $\mu$-strongly concave.

II. SYSTEM MODEL AND ALGORITHM

In this paper we focus on an abstract power distribution model, and for simple exposition we ignore some specific power network constraints. We consider an electric network with $N$ users whose set is denoted by $\mathcal{N}$, and a single supplier. The power allocation of user $i \in \mathcal{N}$ is denoted by $q_i \in \mathbb{R}$, and the total power capacity is denoted by $Q \in \mathbb{R}_+$. The value of the power $q_i$ of each user $i \in \mathcal{N}$ is decided by a private utility function $U_i(q_i)$, which the user would like to maximize. By private, we mean the function $U_i(q_i)$ of each user is unknown to the power supplier. The Resource Allocation problem for the power distribution system is given by the following optimization program [3] [11]:

```
Resource Allocation (RA):
maximize \sum_{i=1}^{N} U_i(q_i),
subject to \sum_{i=1}^{N} q_i \leq Q,
\quad m_i \leq q_i \leq M_i.
```

We make the following assumptions on (RA):

Assumption 1. (Convexity) The function $U_i(q_i)$ is $\mu$-concave and increasing for all $i \in \mathcal{N}$.

Assumption 2. (Well Posed) We have that

$$\sum_{i=1}^{N} m_i \leq Q \leq \sum_{i=1}^{N} M_i.$$  \hfill (3)

In other words, Problem (RA) is feasible and the constraint $\sum_{i=1}^{N} q_i \leq Q$ is not redundant.

As motivated in the introduction, in this work we focus on one-way communication protocols for solving (RA). For each user $i \in \mathcal{N}$ the problem data $U_i$, $q_i$, $m_i$, and $M_i$ are private to user $i$. In particular, the supplier cannot access this information. We consider protocols based on the following two operations.

Operation 1 (One-Way Communication). At each time-step (iteration), the supplier can broadcast to all users one scalar message referred to as the price of power.

Operation 2 (Feedback Information). After broadcasting the price, the supplier can measure the deviation between total power load and supply, i.e. $\sum_{i=1}^{N} q_i(t) - Q$, where $t$ indicates the time-step.

Algorithms for solving (RA) that only use Operations 1 and 2 can be achieved using duality theory [1][3]. In particular, we achieve the solution by solving the dual problem of (RA) that is given as follows:

```
The Dual of (RA):
minimize D(p),
subject to \quad p \geq 0,
```

where $D$ and $p$ are the dual function and dual variables [12] Chapter 5, respectively, and $D$ is given by

$$D(p) = \max_{q \in \mathcal{M}} \sum_{i=1}^{N} U_i(q_i) - p \left(\sum_{i=1}^{N} q_i - Q\right)$$  \hfill (4)

where $m_i$ and $M_i$ are respectively the lower and upper bounds on the power loads of user $i$; $\mathcal{M} = \prod_{i=1}^{N} [m_i, M_i]$, and $q = (q_1, \ldots, q_N)^T$. The local problem for user $i$ is to solve

$$q_i(p) = \arg\max_{q_i \in [m_i, M_i]} U_i(q_i) - p q_i = \left[(U'_i)^{-1}(p)\right]_m.$$  \hfill (5)

In words, $q_i(p)$ in (5) denotes the power demand of user $i$ when the price of power is $p$. We have the following relationship between (RA) and (Dual-RA):

**Lemma 1.** (Strong Duality) Suppose Assumptions 1 and 2 hold; if $p^*$ is an optimal solution of (Dual-RA), then $q(p^*) = (q_i(p^*))_{i \in \mathcal{N}}$ (cf. (5)) is the optimal solution to (RA).
Proposition 1. Suppose Assumption 7 holds, then \( D(\cdot) \) is differentiable and \( \nabla / \mu \)-smooth.

Proof: See Lemma II.2 in [10].

Due to Proposition 1, we can solve (Dual-RA) using a dual descent method, given by the iterates:

\[
p(t+1) = \left( p(t) - \gamma D'(p(t)) \right)^+,
\]

where \( \gamma > 0 \) is step-size and \( D'(\cdot) \) is the gradient of \( D(\cdot) \), which is given by

\[
D'(p) = Q - \sum_{i=1}^{N} q_i(p).
\]

Notice that \( p(t) \) is exactly the feedback provide in Operation (2) above. In Algorithm 1 below we demonstrate how the the dual ascent algorithm can be implemented between the supplier and the users using only Operations 1 and 2.

Algorithm 1: Dual descent, using only Operations 1 and 2, and local computation at the users and the supplier.

Supplier: Decides the initial prize \( p(0) \geq 0 \);
for \( t = 0, 1, \ldots \) do
  for \( i = 1, \ldots, N \) do
    User \( i \): Receives \( p(t) \) to all users;
    User \( i \): \( q_i(t) = \left( (U'_{i})^{-1}(p(t)) \right)^{\frac{1}{m}} \);
  Supplier: Measures \( D'(p(t)) = Q - \sum_{i=1}^{N} q_i(t) \);
  Supplier: Updates price: \( p(t+1) = \left[ p(t) + \gamma D'(p(t)) \right]^+ \);

Remark 1. Due to the one-way communication, the primal iterates \( q_i(t) \) are not communicated to the supplier. Instead the users take the action \( q_i(t) \) and the aggregate of their actions is measured by the supplier. Therefore, it is essential that the primal problem (RA) is feasible during every iteration of Algorithm 1, i.e., \( \sum_{i=1}^{N} q_i(t) \leq Q \) for all \( t \in \mathbb{N} \). Otherwise, a heightened demand of power in the network can result in a system overload and eventual blackout.

In what follows, we study the convergence of Algorithm 1 and how to ensure that the primal problem is feasible during every iteration.

III. CONVERGENCE ANALYSIS OF ALGORITHM 1

In this section, we provide rules on choosing the initial price and the step-size to ensure that the primal variables are feasible throughout the algorithm (Section III-A). We also further prove that the algorithm has a convergence rate \( c^t \), where \( 0 < c < 1 \) and \( t \) is the time-step of the algorithm, under certain conditions (Section III-B).

A. General Convergence Result

The following result on the convergence of Algorithm 1 is standard in the literature [3].

Proposition 2. If \( \gamma \in [0, 2\mu/ N] \) in Algorithm 1, then every limit point of \( p(t) \) is a solution to (RA) and \( \lim_{t \to \infty} q(t) = q^* \) where \( q^* \) is the solution to (RA).

Proof: Follows directly from Theorem 1 in [3].

Proposition 2 ensures that the primal sequence \( q(t) \) converges to \( q^* \). However, there is no guarantee that the iterates \( q(t) \) are feasible to (RA) at each iteration except in the limit. Such infeasibilities can cause blackouts in the power network (cf. Remark 1) and therefore it is essential to find conditions that ensure the feasibility of \( q(t) \) for all \( t \in \mathbb{N} \). Such conditions are now established.

Proposition 3. Let \( \mathcal{P} = [p^*, \mathcal{P}] \) be the set of optimal solutions to (RA): If Assumptions 7 and 2 hold and \( \gamma \in [0, 2\mu / N] \) in Algorithm 1 then the following hold.

a) If \( p(0) \geq \mathcal{P}^* \), then \( \lim_{t \to \infty} p(t) = \mathcal{P}^* \) and the primal variables \( q(t) \) are feasible to (RA) at every iteration \( t \in \mathbb{N} \).

b) The convergence rate of the objective function values \( D(p(t)) \) is \( O(1/t) \). Moreover, the optimal convergence rate

\[
D(p(t)) - D(p^*) \leq \frac{2\|p(0) - p^*\|^2}{t + 4},
\]

is achieved when \( \gamma = \mu / N \).

Proof: a) From Proposition 2 we know that every limit point of \( p(t) \) is in \( \mathcal{P}^* \). Moreover, since \( q(p) \) is decreasing function (cf. Equation (5)) and \( q(\mathcal{P}) \) is feasible point of (RA), then \( q(p) \) is also a feasible point of (RA) for all \( p \geq \mathcal{P}^* \). Therefore, if we can show that \( p(t) \geq \mathcal{P}^* \) for all \( t \in \mathbb{N} \), then it holds that \( \lim_{t \to \infty} p(t) = \mathcal{P}^* \) and \( q(p(t)) \) is feasible to (RA) for all \( t \in \mathbb{N} \).

Let us now show that \( \mathcal{P}^* < p(t) \) for all \( t \in \mathbb{N} \) by induction. By assumption \( \mathcal{P}^* < p(0) \). Let us now suppose \( \mathcal{P}^* < p(t) \). Then \( D'('\mathcal{P}^*) = 0 \) implies that \( D'(p(t)) > 0 \), and the convexity of \( D(\cdot) \) implies that \( D'(\cdot) \) is increasing. Hence, we have \( p(t+1) = p(t) - \gamma D'(p(t)) < p(t) \). Moreover, using that \( D(\cdot) \) is \( N/\mu \)-smooth and \( D'(\cdot) \) is increasing we get

\[
D'(p(t)) - D'(p(t+1)) < \frac{N}{\mu} (p(t) - p(t+1)) = \frac{N}{\mu} \gamma D(p(t)),
\]

and rearranging one obtains

\[
0 < \left( 1 - \frac{N}{\mu} \gamma \right) D'(p(t)) \leq D'(p(t+1)).
\]

Hence, the step-size \( \gamma \in [0, 2\mu / N] \) implies that \( D'(p(t+1)) > 0 \). Hence, since \( D'(\cdot) \) is increasing and \( D'(p^*) = 0 \) we must have \( p^* < p(t+1) \).

b) This result is proved in [3] Theorem 2.1.14.
cannot ensure the feasibility of the primal problems during the converging process, bringing blackout risk.

B. Linear Convergence Rate

We now identify structures on \((\mathcal{RA})\) which ensure convergence rate \(c^t\), where \(0 < c < 1\), on Algorithm 1. We start by providing a linear rate under the following assumptions on utility function and local constraints.

**Assumption 3.** The function \(U_i(q_i)\) is L-Lipschitz continuous.

**Assumption 4.** Let \(\bar{p} = U'_i(M_i)\) and \(\bar{p}_i = U'_i(m_i)\). Then the set \(\mathcal{P} = \bigcup_{i \in \mathcal{N}}[\bar{p}, \bar{p}_i]\) is connected, i.e., an interval on \(\mathbb{R}_+\). We write \(\mathcal{P}\) in terms of its end points as \(\mathcal{P} = [\bar{p}, \bar{p}]\).

The linear convergence rate can now formally be stated as follows.

**Proposition 4.** Suppose Assumptions 2 to 4 hold; then for any \(p(0) \in [\bar{p}, \bar{p}]\) and \(\gamma \in [0, \mu/N]\), Algorithm 1 converges at rate \(c^t\) to the set of optimal solutions \(\mathcal{P}^*\); and

\[
dist(p(t), \mathcal{P}^*) \leq c^t \dist(p(0), \mathcal{P}^*),
\]

where \(c = 1 - \gamma/L\). The optimal convergence rate \(c = 1 - \mu/(NL)\) is obtained when \(\gamma = \mu/N\).

**Proof:** Let us start by showing that \(D(\cdot)\) is \(1/L\)-convex on \([\bar{p}, \bar{p}]\). From Lemma 2, we can write \(D(p) = \sum_{i=1}^N D_i(p)\) where \(D_i(\cdot)\) are convex on \(\mathbb{R}_+\) for all \(i \in \mathcal{N}\) and \(D_i(\cdot)\) is \(1/L\)-convex on \([\bar{p}, \bar{p}_i]\). Therefore, from Assumption 4 and the fact that sums of a convex and \(1/L\)-convex function are \(1/L\)-convex [13, Lemma 2.1.4] we get that \(D(p)\) is \(1/L\)-convex on \([\bar{p}, \bar{p}]\).

Since \(D(\cdot)\) is strongly convex on \(\mathcal{P}\), \(\mathcal{P}^* \cap [\bar{p}, \bar{p}]\) can have at most one element. In fact, \(\mathcal{P}^* \cap [\bar{p}, \bar{p}]\) is non-empty, since from (7) and Assumption 2 we have

\[
D'(p) = Q - \sum_{i=1}^N M_i \leq 0 
\]

and therefore by the continuity of \(D(\cdot)\) and the intermediate value theorem there exists \(p^* \in [\bar{p}, \bar{p}]\) such that \(D'(p^*) = 0\).

We now show the \(c^t\) convergence rate of Algorithm 1 to \(p^*\). Without loss of generality suppose that \(p(0) \geq p^*\). Then from Proposition 3 and the step-size choice of \(\gamma \in [0, \mu/N]\) we know \(p(t) \geq p^*\) for all \(t \in \mathbb{N}\). Hence, suppose \(p(0) \geq p^*\) then we get that

\[
p(t+1) - p^* = p(t) - p^* - \gamma D'(p(t)),
\]

\[
\leq p(t) - p^* - \gamma \frac{\mu}{L} (p(t) - p^*)
\]

\[
= \left(1 - \frac{\gamma}{L}\right) (p(t) - p^*)
\]

where the inequality follows from the fact that \(p(t+1), p(t), p^* \in [\bar{p}, \bar{p}]\) and that \(D\) is \(1/L\)-strongly convex on \([\bar{p}, \bar{p}]\), which implies that [13, Theorem 2.1.9.]

\[
\frac{1}{L} (p - p^*) \leq D'(p), \text{ for all } p \in [\bar{p}, \bar{p}].
\]

Applying Inequality (14) \(t\) times gives (10), which concludes the proof.

Note that the optimal convergence rate \(c = 1 - \mu/(NL)\) in (10) depends on the number of users \(N\). However, the following mild assumption yields a convergence rate in the dual variable that is independent of the number of users, which illustrate excellent scaling properties Algorithm 1.

**Assumption 5.** Let \(\bar{p} = U'_i(M_i)\) and \(\bar{p}_i = U'_i(m_i)\) for all \(i \in \mathcal{N}\).

Assumption 5 essentially gives each user the freedom to choose their utility functions \(U_i\) as well as upper and lower bounds \(m_i\) and \(M_i\) with the constraint that \(U'_i(M_i) = \bar{p}\) and \(U'_i(m_i) = \bar{p}_i\). These utility functions can be customized to reflect the preferences or priorities of the user, for example the times of day that each user will require the most power.

**Proposition 5.** Suppose Assumptions 2, 3 and 5 hold. Then for any \(p(0) \in [\bar{p}, \bar{p}]\) and \(\gamma \in [0, \mu/N]\), Algorithm 1 has a \(c^t\) convergence rate which does not depend on the number of users. In particular, we have

\[
dist(p(t), \mathcal{P}^*) \leq c^t \dist(p(0), \mathcal{P}^*),
\]

where \(c = 1 - N\gamma/L\). The optimal convergence rate \(c = 1 - \mu/L\) is obtained when \(\gamma = \mu/N\).

**Proof:** The proof follows almost the same steps as the proof of Proposition 4. The only difference is that here the dual function \(D\) is \(N/L\)-convex on \([\bar{p}, \bar{p}]\) instead of \(1/L\)-convex as in Proposition 4. To see why \(D\) is \(N/L\)-convex on \([\bar{p}, \bar{p}]\), we have from Lemma 2 (in the Appendix) that \(D(p) = \sum_{i=1}^N D_i(p)\) where \(D_i(p)\) is \(1/L\)-convex on \([\bar{p}, \bar{p}_i]\) for each \(i \in \mathcal{N}\).

In the next section we will consider a specific form of utility function that is commonly used in the resource allocation literature [14]. In particular, we assume a utility function of the form

\[
U_i(q_i) = a_i \log(b_i + q_i),
\]

where the parameters \(a_i, b_i\) may be unique to the different users \(i \in \mathcal{N}\). Applying Proposition 4 to this logarithmic utility function, we can assert specific conditions under which the set \(\mathcal{P} = \bigcup_{i \in \mathcal{N}}[\bar{p}_i, \bar{p}_i]\) is connected.

**Proposition 6.** Let \(a_i\) in Equation (17) be ordered as \(a_1 \leq \cdots \leq a_N\). Let \(M_i = M\) and \(m_i = 0\) for all \(i\). Then if \((b_i + M)a_i \geq a_i + 1\) for \(i = 1, \cdots, N-1\) and \(p(0) \in [a_1/(b_i + M), a_N]\) then if we choose the step-size \(\gamma = \mu/N\) we have

\[
dist(p(t), \mathcal{P}^*) \leq \left(1 - \frac{\mu}{NL}\right)^t \dist(p(0), \mathcal{P}^*)
\]

**Proof:** The result is a corollary of Proposition 4 and can be obtained by showing that Assumption 4 holds.

To see that Assumption 4 holds, note that \(\bar{p}_i = U'_i(M_i) = a_i/(b_i + M)\) and \(\bar{p}_i = U'_i(m_i) = a_i\). Therefore, \((b_i + M)a_i \geq \cdots \leq a_N\).
IV. NUMERICAL RESULTS

In this section we illustrate the theoretical findings using two numerical examples. In both examples, we set \( m_i = 0 \) and \( M_i \) and use the same utility function of the form in Equation (17) with \( a_i = 20, b_i = 1 \).

Figure 1 depicts a scenario with multiple users \( N = 5, 10, 20, 30, 40, 150, 1000 \). The step-size is \( \gamma = \mu/N \), the initial price is \( p(0) = 30 \) in all cases, and the suppliers capacity is \( Q = 4N/5 \). The assumptions of Proposition 5 hold in this case. Figure 2a depicts the aggregate rates \( \sum_{t=1}^{\infty} q_i(t) \) allocated to all users scaled by the power capacity \( Q \). As observed, the primal variables remain feasible at each iteration of the algorithm, as proved in Proposition 5.

Figures 2b and 2c respectively illustrate the convergence of the algorithm to the optimal primal and dual variables. As observed, the dual variables converge at a linear rate, which is to be expected due to Proposition 5. Moreover, the convergence is not sensitive to the number of users \( N \) which also agrees with the results of Proposition 5. Interestingly, the primal variables also converge at a linear rate which suggest that similar convergence results can be obtained for the primal variables.

As can be observed, the results in figures 2a and 2c are identical for \( N = 5, 10, 20, 30, 40, 150, 1000 \). This can be explained by that the utilities of of the users are identical and the power supply increases with number of users. However, Proposition 5 also holds under much more general assumptions. In future work we will consider more complicated and realistic problems for which Proposition 5 holds.

V. SUMMARY AND CONCLUSION

We considered the problem of allocating power to users in a network by one supplier and presented a distributed algorithm that uses a one-way communication between the supplier and users to coordinate the optimal solution. We showed how to choose step sizes and derive appealing convergence properties in the dual domain. Furthermore, we identified mild modifications to the power allocation problem that 1) results in a \( c^2 \) convergence rate of our algorithm, and 2) yields a convergence rate independent of the number of users in the network. All these indicate excellent scaling properties of the algorithm. The results presented here propose a paradigm for solving distributed resource allocation problems that achieve fast convergence rates, even with a one-way information passing mechanism. Based on this work, of interest to us, is to derive similar convergence rates in the primal domain. In addition, within the context of limited communication, we would like to study the tradeoffs between the need for primal feasibility, convergence rates and actual bits transmitted (bandwidth) using the one-way coordination protocol.

APPENDIX

The following Lemmas are used in our derivations.

Lemma 2. Suppose Assumption 1 holds and set \( p_i = U'_i(M_i) \) and \( \overline{p}_i = U'_i(m_i) \) for \( i \in N \). Then the dual function \( D(\cdot) \) can be decomposed as \( D(p) = \sum_{i=1}^{N} D_i(p) \), where \( D_i(\cdot) \) is 1/L-convex on \( [\overline{p}_i, p_i] \) and the derivative \( D'_i(\cdot) \) is constant on \( [0, p_i] \) and on \( [p_i, \infty] \). In particular, \( D'_i(p) = Q/N - M_i \) if \( p \in [0, p_i] \) and \( D'_i(p) = Q/N - m_i \) if \( p \in [p_i, \infty] \).

Proof: a) We set
\[
D_i(p) = U_i(q_i(p)) - pq_i(p) - p \frac{Q}{N},
\]
where \( q_i(p) \) is defined as in (5). By summing (19) over \( i \in N \) and recalling the definition of the dual function \( D \) in (4), we get
\[
D(p) = \sum_{i=1}^{N} D_i(p).
\]

Let us now show that \( D_i(\cdot) \) is \( \frac{1}{L} \)-convex on \( [\overline{p}_i, p_i] \). From Theorem 2.1.9. it is \( \frac{1}{L} \)-convex on \( [\overline{p}_i, p_i] \) if and only if for all \( y_1, y_2 \in [\overline{p}_i(t), p_i(t)] \) it holds that
\[
\frac{1}{L}|y_2 - y_1|^2 \leq (y_2 - y_1, D_i'(y_2) - D_i'(y_1)) = (y_2 - y_1, -(U_i')^{-1}(y_2) - -(U_i')^{-1}(y_1)).
\]

where the equality comes by using that (cf. (7) and (5))
\[
D'_i(p) = Q/N - q_i(p) = Q/N - [U'_i(\cdot) - (1/M_i)]_{m_i}.
\]

Due to the strong concavity of \( U_i(\cdot) \) on \( [m_i, M_i] \) (cf. Assumption 1), \( U'_i \) is bijective from \( [m_i, M_i] \) to \( [\overline{p}_i, p_i] \) and we can choose \( x_1, x_2 \in [m_i, M_i] \) such that \( U'_i(x_1) = y_1 \) and
\[ U_i'(x_2) = y_2. \] Then since \( U_i \) is concave and \( L \)-smooth we have from (23) in Lemma 3 that

\[ -\langle U'_i(x_2) - U'_i(x_1), x_2 - x_1 \rangle \geq \frac{1}{L} |U'_i(x_2) - U'_i(x_1)|^2, \]

or by using \( U'(x_1) = y_1 \) and \( U'(x_1) = y_1 \), we get

\[ \langle y_2 - y_1, (-U'_i)^{-1}(y_2) - (-U'_i)^{-1}(y_1) \rangle \geq \frac{1}{L} |y_2 - y_1|^2. \]

Hence, (21) holds and we can conclude that \( D_i(\cdot) \) is \( 1/L \)-convex on \([\overline{p}_i, \overline{p}_i] \) and on \([\overline{p}_i, \infty[ \). The result follows by combining (22) with \( U'_i \) is decreasing and that \( U'(\overline{m}_i) = \overline{p}_i \) and \( U'(m_i) = p_i \).

**Lemma 3.** A function \( f \) is concave and \( L \)-smooth on \( \mathcal{X} \) if for all \( x_1, x_2 \in \mathcal{X} \subseteq \mathbb{R}^n \),

\[ \langle f'(x_1) - f'(x_2), x_2 - x_1 \rangle \geq \frac{1}{L} \|f'(x_2) - f'(x_1)\|^2, \quad (23) \]

**Proof:** The proof follows directly from Theorem 2.1.5. in [13] and using that \( -f \) is convex.
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