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We make a detailed analysis of error mechanisms, gate fidelity, and scalability of proposals for quantum computation with neutral atoms in addressable (large lattice constant) optical lattices. We have identified possible limits to the size of quantum computations, arising in three-dimensional (3D) optical lattices from current limitations on the ability to perform single-qubit gates in parallel and in 2D lattices from constraints on laser power. Our results suggest that 3D arrays as large as \(100 \times 100 \times 100\) sites (i.e., \(\sim 10^6\) qubits) may be achievable, provided two-qubit gates can be performed with sufficiently high precision and degree of parallelizability. The parallelizability of long-range interaction-based two-qubit gates is qualitatively compared to that of collisional gates. Different methods of performing single-qubit gates are compared, and a lower bound of \(1 \times 10^{-5}\) is determined on the error rate for the error mechanisms affecting \(^{133}\)Cs in a blue-detuned lattice with Raman-transition-based single-qubit gates, given reasonable limits on experimental parameters.
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I. INTRODUCTION

Neutral atoms trapped in optical lattices constitute a promising system for quantum-information processing [1,2]. Single-qubit operations and qubit readout have already been demonstrated [3], albeit in a non-scalable system, and a number of two-qubit gates have been proposed [4,5]. Addressable optical lattices—in which the lattice spacing is large enough that individual lattice sites can be targeted by a laser [6]—offer an environment that can be scaled to thousands of qubits in a three-dimensional (3D) array [7]. Preparation, loading, and imaging of an addressable optical lattice have recently been demonstrated [8].

Achieving large-scale fault-tolerant quantum computation requires single- and two-qubit gates with extremely high fidelity, as well as the ability to perform many gates in parallel. Current estimates of the fault-tolerance error threshold range from \(10^{-3}\) to \(10^{-7}\) for conventional quantum error correction, depending on the difficulty of communication between physically distant qubits and the ability to prepare certain states “offline” in a reliable manner [9–13]. More radical error correction schemes [14–17] may offer better thresholds, but at the cost of high overhead. For the optical lattice system that is the focus of this work, the most relevant estimates [12] suggest a fault-tolerance threshold on the order of \(10^{-5}\).

While much research has focused on schemes for realization of qubits and performing quantum operations in a wide variety of experimental systems, the detailed physics and scalability of specific architectures have to date received less attention. Some work has been done on system-level analysis of architectural issues [18–21]. However, to provide real numbers to questions such as how large a system of qubits may be made and how many quantum operations can be made on this, it is necessary to undertake detailed analysis of the behavior of the proposed qubits in situ. The different physics involved in different implementations poses a variety of challenges, some of which may be system specific while others, such as achieving gate fidelities with fault-tolerant threshold values, are quite generic. For example, the need to use thermal ensembles rather than pure states—as is usual in gas state and solid state proposals—has presented a major challenge for liquid state NMR because of limitations imposed by small thermal polarization and difficulties of initialization [22–25].

For qubits defined in internal states of trapped neutral atoms or trapped ions, both the qubit interactions and their environmental decoherence mechanisms are well understood [26]. This enables architectural issues to be examined with full microscopic analysis of all physical features of such qubits. For ion traps, analysis of the limiting features of trapped ion physics led to the proposal of a modular, multiplexed trap architecture to allow scaleup from a few (<10) ions to many, possibly thousands of, individually addressable ions [27–29] and progress demonstrating components of such an architecture for small numbers of ions is now under way [30–34]. For neutral atoms trapped in optical lattices, up to 250 individual atomic qubits have been trapped and imaged in an optical lattice system that can be readily scaled up to include thousands of atoms and whose spacing is large enough to allow individual addressability [8]. Large arrays of sublattice addressable trapped atoms have also been made [35,36]. Trapped neutral atoms and ions are somewhat complementary; individual addressing and quantum gates are more straightforward to implement with ions and have already been demonstrated experimentally for small numbers of ions (e.g., forming entangled states of \(\leq 8\) ions [37,38] and implementing algorithms with two [39] and three qubits [40]) but achieving scaleup to even hundreds of ions still presents a serious technical challenge. In contrast, although scaleup to...
lattices containing hundreds of neutral atoms has been demonstrated in an addressable system [8] and gates have been demonstrated in nonaddressable systems [36] and in addressable dipole traps [41,42], they have not yet been accomplished in lattices containing individually addressable atoms. Very recently, techniques for addressing individual sites in a lattice with small spacing have been proposed [43,44].

In contrast to the situation for atomic and ionic qubits, progress in scaleup of solid state realizations of qubits—such as Josephson junctions or 31P in Si—from pairs to many qubits is in a far more rudimentary state. The kind of detailed analysis that is required to develop specific physical devices cannot be made yet, since the underlying microscopic physics of the qubits when in situ is not currently well enough understood, although significant progress is being made [45]. Furthermore, while solid state systems are often generically referred to as “scalable” because of the ability to fabricate large-scale solid state devices, the individual elements or qubits are not as reproducible as gas phase qubits due to the complexities and variability of their surroundings [46]. Nevertheless, architectural studies are beginning to be made for these systems [47,48].

In this work, we go a step further in analysis of scaleup for trapped neutral atoms, undertaking a detailed physical investigation of the effects of single-qubit errors and other imperfections that limit the scalability of neutral atom quantum computation in an individually addressable optical lattice. We consider different candidate single-qubit gates and their sensitivity to various sources of experimental error. We then compare this to calculations of the threshold rate for fault-tolerant computation under the appropriate conditions, in order to estimate how large a quantum computation may be made within current technological constraints and possible near-term improvements. To our knowledge, this is the first such detailed physical estimation of a practical limit on physical scaleup for any proposed experimental implementation of pure state quantum computation. We hope that this detailed analysis for trapped neutral atoms will spur similar analyses for other physical implementations once the relevant microscopic physics is better understood. Given that no experimental system will have unlimited scalability, such physical analysis of technical limits to scalable systems of functioning qubits within current technology is an essential complement to theoretical algorithmic scaling characteristics derived from complexity theory.

We restrict our analysis here to addressable optical lattices. While we do not explicitly consider the alternative lattices with global addressing that are also being studied experimentally [49], we shall make some comments at the end of this paper on relative benefits that these other lattices might offer. The analysis in this paper employs a combination of perturbation theory and numerical techniques such as the pseudospectral method with a Chebyshev decomposition of the Schrödinger propagator [50] to quantify the effects of both memory and gate errors deriving from all known sources for trapped atoms. In some respects our calculations complement and extend those of Saffman and Walker [51] for 87Rb atoms in dipole traps. However, that work did not address the issue of scalability that is analyzed here after the various error rates have been quantified. When a specific choice of parameters is necessary, we consider here 133Cs atoms in an addressable optical lattice [8] of lattice constant \( a = 5 \, \mu m \), with depth of \( U_\perp = 200 \, \mu K \). The lattice is orthorhombic in geometry, and is created by blue-detuned beams at 800 nm, with an intrapair angle of \( \sim 9^\circ \) for each of the three pairs of beams. For the one-dimensional case, the lattice potential is given by

\[
V(x) = \frac{U_L}{2} \cos \left( \frac{2\pi}{a} x \right).
\]

Field-insensitive sublevels of the \( 6s^2 5S_1/2 \) hyperfine ground-state manifold are chosen as the qubit basis: \( |0\rangle = |F = 3, m_F = 0\rangle \) and \( |1\rangle = |F = 4, m_F = 0\rangle \). The auxiliary levels \( |2\rangle = |F = 4, m_F = 1\rangle \) and \( |3\rangle = |F = 3, m_F = 1\rangle \) are also involved in the single-qubit gate presented here (see Fig. 2 below). The procedure for loading and initializing the lattice is described in detail by Weiss et al. [7] and Vala et al. [52]. We assume that atoms are cooled to the vibrational ground state, e.g., with 3D Raman sideband cooling [53,54].

This rest of this paper is organized as follows. Section II A contains an analysis of the error mechanisms due to the lattice itself, such as scattering processes and loss of atoms from the lattice. Section II B analyzes the single-qubit gate proposal based on a Raman two-photon process and Sec. II C analyzes microwave-pulse-based single-qubit gates. We consider the effects of off-resonant transitions of nontarget atoms, scattering, heating of target atoms, and addressing beam targeting and intensity errors for both types of single-qubit gate. Section II D contains a brief comparative discussion of the scalability of different classes of two-qubit gates. Section III provides an analysis of the results from the previous sections and their collective implications for the scalability of quantum computation in an addressable optical lattice. In Sec. IV, we summarize our conclusions, discuss some possible ways to bypass the limitations identified here, and identify some useful applications within the constraints established here.

II. ERROR MECHANISMS

Fault-tolerance thresholds are sometimes expressed in terms of a “unified” error rate comprising both storage and gate errors, but are often also written in terms of separate gate and storage error rates (and occasionally also preparation and readout error rates). In order for error correction to be able to keep up with storage errors, a practical quantum computer must be able to perform many gates in parallel. Consequently, estimates of error threshold values have typically assumed that gates can be performed on arbitrarily many qubits in parallel [13]. Storage errors can then be considered on a similar footing to gate errors, which occur with a frequency given by multiplying the storage error rate by the typical gate time \( T_g \) to obtain an effective “error per gate time” that can be combined with the error per gate (EPG) in analysis of overall error rates.

Fault-tolerance threshold theorems assume maximal parallelizability [13], implying that all or nearly all qubits can be addressed simultaneously \( (n_q \approx N) \), where \( N \) is the total number of physical qubits and \( n_q \) is the number that may be
simultaneously addressed). In most proposed schemes for quantum computing this is extremely hard, except for the trivial case where one desires to perform the exact same gate on all atoms simultaneously. Parallelizability thus constitutes an important figure of merit, since if \( n_A \) grows more slowly than \( N \), the effective storage error rate will eventually exceed the capacity of any error correction protocol. If only a fraction \( n_A/N \) of qubits can be addressed, the effective EPG for a storage error will be approximately equal to the storage error rate multiplied by the ratio \( NT/n_A \). As we show in Sec. III, \( n_A \) is on the order of \( N^{2/3} \) in 3D lattices, while in 2D lattices \( n_A \) can be on the order of \( N \). \( T_1 \) is on the order of tens of microseconds for the microwave-pulse-based single-qubit gate, whereas with sufficient laser power, it can be nanoseconds or less for the Raman single-qubit gate.

In the remainder of this section we derive expressions for the EPG for various decoherence mechanisms encountered by atoms trapped in an addressable optical lattice, using \(^{133}\text{Cs} \) as a specific example where necessary.

### A. Optical-lattice-induced storage errors

We assume that the lattice has already been prepared, and that each lattice site is initially occupied by exactly one atom in the motional \( |0\rangle \) state. A detailed description of a procedure to achieve this perfectly loaded lattice is contained in Vala et al. [52].

#### 1. Photon scattering

Both Raman scattering, in which the initial and final states of the atom differ, and Rayleigh scattering, in which they do not, are sources of storage errors. Fortunately, the decohering effects of Rayleigh scattering can be partially suppressed with pulse sequences [55]. For Raman scattering, no such method exists, and so we focus our analysis here on this form of scattering. The effective storage EPG due to Raman scattering is given by \( \sigma/\hbar = \frac{\hbar}{\pi n_A} \), where \( T_1 \) is the gate time and \( \Gamma/\hbar \) the scattering rate. Calculating the relative transition strengths (see the Appendix for details), we find that roughly half of the errors induced by Raman scattering will be bit-flip errors, while the rest will be leakage to nonqubit states. The Raman cross section \( \sigma(\omega_L) \) (where \( \omega_L \) is the lattice light frequency) can be calculated as described in the Appendix, and is shown in Fig. 1 as a function of the lattice light wavelength. The scattering rate is related to the cross section by

\[
\Gamma/\hbar = \frac{c E_i}{2 \omega_L} \sigma(\omega),
\]

where \( E_i \) is the average over an atomic spatial distribution of the peak electric field squared. We note that the optical lattice potential depth is given by \( U_L(\omega_L, E_0^2) = \frac{\hbar^2}{2m \omega_L^2} E_0^2 \) [91]. The depolarization is shown as a function of wavelength in Fig. 1. For an atom in the ground state in a red-detuned lattice, \( E_i = 0 \), whereas in a blue-detuned lattice, \( E_i = \frac{\hbar \Omega}{2 \omega_L^2} E_0^2 \), where \( \omega_L = \frac{1}{2} \sqrt{2U_L/m} \) is the characteristic trapping frequency. We can then calculate the Raman scattering rate for the blue- and red-detuned cases:

\[
\Gamma_{\text{blue}}/\hbar = \frac{\pi c E_0}{\omega_L} \sqrt{\frac{U_L(\omega_L, E_0^2)}{2m |\sigma(\omega)|}},
\]

(3a)

\[
\Gamma_{\text{red}}/\hbar = \frac{2 \pi c E_0}{\omega_L} U_L(\omega_L, E_0^2) \sigma(\omega) / \alpha(\omega).
\]

(3b)

Using Eqs. (3a) and (3b), we see that, for \(^{133}\text{Cs} \) in a blue-detuned optical lattice with the reference parameters given in Sec. 1, we obtain a Raman scattering rate of \( \Gamma/\hbar = 2.2 \times 10^{-4} \text{ s}^{-1} \), and thus an effective EPG value of \( (2.2 \times 10^{-4} \text{ s}^{-1}) / \pi n_A \).

#### 2. Qubit loss and leakage

Qubit loss errors are particularly serious, in that they cannot be automatically corrected by error correcting codes. When an atom is lost from the optical lattice, or leaks into a nonqubit state, it is necessary to first detect the error before it can be corrected. The lost atom must be replaced before standard erasure error correcting codes [56] can be applied to correct the error. Detecting qubit loss requires that we have a method of detecting the presence of an atom at a given lattice site without disturbing its state.

Preskill [57] identified a simple circuit for performing such loss detection measurements. The circuit requires an ancilla in a known state, two applications of a controlled-NOT (CNOT) or controlled-PHASE (CPhase) gate, a similar number of single-qubit gates, and a measurement of the ancilla. This measurement could fail by giving an incorrect result (false positives or false negatives), or by disturbing the state of the target atom. The latter type of error could be corrected by standard error correcting codes, while the former could be minimized by repeating the measurement as necessary. Another possibility for detecting qubit loss involves the use of a cavity QED system [58].

The need for having certain atoms in the lattice reserved for use as ancillas for this scheme could be avoided by transporting an extralattice ancilla atom where needed through the use of optical tweezers [59]. If an atom was detected,
this ancilla would already be on hand to serve as a replacement. A drawback of this approach is that performing such operations in parallel would require many sets of optical tweezers. In the case of most leakage errors, parallelizable methods exist for detecting leaked atoms and returning them to a qubit state.

Fortunately, qubit loss rates are very low, with storage times as long as 25 s already reported [3]. Collisions with background gas atoms are the primary cause of loss, and so it appears that storage times can be increased further through improved vacuum systems. It is also possible that a method may be found for performing loss detection measurements in parallel, which, when coupled with a means for replacing lost atoms, would allow qubit loss errors to be handled by standard error correction techniques. Consequently, qubit loss is not likely to be the dominant source of errors in the near future, and we will not consider it further in this paper.

B. Raman-based single-qubit gates

Two-photon Raman transitions present an attractive option for single-qubit gates because of the associated speed of qubit manipulation. Raman-based single-qubit rotations have recently been experimentally demonstrated on a time scale less than 100 ns for a single $^{87}$Rb atom trapped in an optical dipole trap [41]. A theoretical analysis of factors contributing to gate imperfections for a single $^{87}$Rb atom concluded that gate fidelities of $\sim 10^{-4}$ are possible [51]. We analyze here the error mechanisms arising during Raman gates implemented for $^{133}$Cs atomic qubits in a blue-detuned optical lattice.

We consider a Raman process in which the $6S_{1/2}(F = 3)\leftrightarrow 6P_{1/2}$ transition is driven with strength $\Omega_1$ by $e_{\pi/2}$-polarized light at a detuning of $\Delta_1$, and the $6P_{1/2}\leftrightarrow 6S_{1/2}(F = 4)$ transition is driven with strength $\Omega_2$ by $e_{\pi}$-polarized light at a detuning $\Delta_2$.

In the general case of a Raman-based single-qubit gate with two-photon detuning $\Delta = \Delta_1 - \Delta_2 + (|\Omega_2|^2 - |\Omega_1|^2)/2(\Delta_1 + \Delta_2)$, Rabi frequency $\Omega_R = \Omega_1\Omega_2/(2\Delta_1)$, and pulse duration $t$, we have an effective off-resonance Rabi frequency $\Omega' = \sqrt{|\Omega_R|^2 + \Delta^2}$, and the rotation is approximately described by the following matrix [51]:

$$R(\Omega_R, \Delta, t) = \begin{pmatrix} e^{i\Delta t/2} & i e^{i\Delta t/2} \frac{\Omega_R}{\Omega} \sin \left( \frac{\Omega' t}{2} \right) \\ i e^{-i\Delta t/2} \frac{\Omega_R}{\Omega} \sin \left( \frac{\Omega' t}{2} \right) & e^{-i\Delta t/2} \cos \left( \frac{\Omega' t}{2} \right) + i \frac{\Delta}{\Omega} \sin \left( \frac{\Omega' t}{2} \right) \end{pmatrix}.$$  

(4)

Unless otherwise noted, we assume zero two-photon detuning, i.e., $\Delta = 0$. For the specific resonance case $\Delta_1 = \Delta_2$, the rotation matrix is as follows:

$$R(\theta, \phi) = \begin{pmatrix} \cos(\theta/2) & i e^{-i\phi} \sin(\theta/2) \\ i e^{i\phi} \sin(\theta/2) & \cos(\theta/2) \end{pmatrix},$$

with $\theta = |\Omega_R|t$ and $\phi = \arg(\Omega_R)$.

It is necessary to define a metric for fidelity of rotation operations. We consider a qubit in an arbitrary initial state $\psi$ undergoing a rotation $R(\theta, \phi)$, and compare it to a $\pi$ pulse, $R_\pi(\pi, 0)$. The fidelity is then given by the following relation (5b):

$$F = \left[ \langle \psi | R_\pi^{\dagger} R(\psi) \rangle \right]^2$$

(5a)

$$= \frac{1}{2} + \frac{1}{6} (\cos \phi - 2 \cos \theta \cos^2 \phi),$$

(5b)

where the overbar represents an average over initial states and the corresponding error is given by $P = 1 - F$. (Note that this definition differs from that of Ref. [51], which considered the fidelity of a $\pi/2$ pulse on a specific initial state.)

1. Neighbor atom errors

In the case of a single-qubit gate performed with two orthogonal Raman lasers, an atom that is adjacent to the target atom and that is on the axis of one of the two lasers will experience a small undesired rotation. The effective Rabi frequency for this nontarget atom is $\Omega'_R(\theta, \phi) = \Omega_R/(2\Delta_1)$, and the detuning $\Delta_1$ is related to the Rabi frequency and Raman laser intensity $I$ by

$$|\Omega_R| = \left( 8.3 \times 10^{12} \text{ W}^{-1} \text{ m}^2 \text{ s}^{-2} \right) \frac{I}{|\Delta|^2};$$

(7)

therefore the probability of spontaneous emission is

$$P_{\text{rs}} \approx \frac{\pi}{2} I \Delta (8.3 \times 10^{12} \text{ W}^{-1} \text{ m}^2 \text{ s}^{-2})^2.$$  

(8)
3. Raman beam ac Stark shifts

The difference in ac Stark shift between the logical $|0\rangle$ and $|1\rangle$ states gives rise to a phase shift $\delta \phi = \pi \delta U_0 \Delta / \hbar$, and for a pulse $t = \pi / \Omega_R$, so for $|e_{\perp}\rangle$-polarized light we have $\delta \phi = \pi \left( \frac{2\delta U_0 \Delta}{\hbar \Omega_R} \right)$. In the range $50 < \Delta / 2 \pi < 5000$ GHz, the ratio $\frac{\delta U_0}{\hbar \Omega_R} \approx (6 \times 10^{10} \text{ s}^{-1}) / \Delta$.

We now wish to calculate the variance $\langle \delta \phi \rangle = \langle \delta \phi^2 \rangle$. For a Gaussian beam with intensity $I(r,0) = I_0 e^{-2r^2/w_0^2}$, we have $I(r,0) = I_0 e^{-2r^2/w_0^2}$, where $I_0$ is the intensity at the center, $w_0$ the beam waist, and $r$ the transverse distance from the center. Atomic motion can be approximated by eigenstates of the two-dimensional harmonic transverse trapping potential obtained by parabolic expansion of the transverse potential at the minima of the lattice potential.

For an atom in the resulting two-dimensional harmonic oscillator eigenstate $|n_x, n_y\rangle$, we calculate the variance of the phase shift using the fourth-order Taylor expansion of the Gaussian beam intensity,

$$I(r,0) = I_0(1 - 2r^2/w_0^2 + 2r^4/w_0^4).$$

This results in the variance $\gamma_{n_x, n_y}(\delta \phi)$

$$\gamma_{n_x, n_y}(\delta \phi) = \frac{\hbar^2 a^2}{\pi^2 m U_L w_0^2} \left( \frac{6 \times 10^{10} \text{ s}^{-1}}{\Delta} \right)^2 \times \left[ (n_x^2 + n_y + 1) + (n_x^2 + n_y + 1) \right].$$

In studying the temperature dependence of this effect, the reader may find it helpful to make the approximation $k_B T / 2 \approx \hbar \omega_0 (n_x + 1/2) \approx \hbar \omega_0 (n_x + 1/2)$. From the expression for fidelity of a $\pi$ pulse, Eq. (5b), we see that the expected error probability will be

$$P_m = \frac{2}{3} \gamma_{n_x, n_y}(\delta \phi).$$

4. Atomic motion

In addition to the effects discussed above, atomic motion will introduce noise through variation in the effective pulse area $|\Omega_R|^2$ and variation in the two-photon detuning $\Delta$. The former effect is simply a result of atomic motion across the Gaussian profile of the Raman beams, and has a similar form to the result calculated in the previous section, Eq. (9). For a $\pi/2$ pulse, we obtain the following result for the variance:

$$\gamma_{n_x, n_y}(|\Omega_R|^2 | t \rangle) = \frac{\hbar^2 a^2}{\pi^2 m U_L w_0^2} \left( \frac{\pi}{2} \right) \left[ (n_x^2 + n_y + 1) + (n_x^2 + n_y + 1) \right].$$

This variation in pulse area will then result in an error
6. Laser intensity noise and linewidth

Noise in the Raman lasers affects the fidelity of the gate. If the relative intensity fluctuation is \( \delta I / I \), then by Taylor-expanding Eq. (5b) with \( \theta \rightarrow \theta_0 + \delta \theta \), we see that this will result in an initial state-averaged fidelity error of \( P = (1/6)(\pi \delta I / I)^2 \) for a \( \pi \) gate and \( P = (1/6)(\delta I / I)^2 \) a \( \pi / 2 \) gate.

Even if the Raman lasers are actively stabilized, shot noise provides a lower bound on relative intensity fluctuations. The fluctuation due to shot noise [27] is given by

\[
\frac{\delta I}{I} \geq \left( \frac{4 \hbar \omega_R}{\eta P_R \mu} \right)^{1/2},
\]

where \( \eta \) is the quantum efficiency of the detector used in the stabilization circuit, \( \omega_R \) is the frequency of the Raman laser, and \( P_R \) is the laser power. If we assume \( \eta = 0.5 \) and that our stabilization circuit reaches the lower bound, then the minimum fidelity error is

\[
P_{\text{st}} = \frac{4 \pi^2 \hbar \omega_R}{3 P_R \mu}.
\]

For detunings much smaller than the absolute optical frequency, we can use \( \omega_R \approx 2 \pi \times 3.5 \times 10^{14} \text{ s}^{-1} \) (i.e., the Raman transition frequency). For a Gaussian beam of power \( P_R / 2 \), the intensity \( I \) at the waist is related to the power as \( I = P_R / \pi w_0^2 \), where \( w_0 / \pi \Omega_R \), with \( \Omega_R \) given by Eq. (7). This results in the following estimate for laser-intensity-fluctuation-induced error:

\[
P_{\text{st}} \approx (2.6 \times 10^{-6} \text{ m}^2 \text{ s}^{-1}) \frac{1}{|\Delta| w_0^2}.
\]

C. Microwave-based single-qubit gates

Site-specific single-qubit gate operation in 3D lattices can also be achieved through the use of a far-off-resonance addressing laser focused on a single lattice site, combined with pulsed global microwave fields [6,52,61,62]. In order to address a single atom, a Gaussian beam with waist substantially smaller than the lattice spacing is used, which results in the target atom seeing a much greater field than any neighboring atom. The intensity of a Gaussian beam is described by

\[
I(r,z) = I_0 \frac{w^2(z)}{w_0^2} \exp[-2r^2/w^2(z)],
\]

where \( w_0 \) is the beam waist, \( I_0 \) the intensity at the center of the waist, \( z_0 = \pi w_0^2 / \lambda \) the Rayleigh length, and \( w(z) = w_0 \sqrt{1 + z^2 / z_0^2} \) the beam width as a function of the axial coordinate \( z \).

The addressing beam causes an ac Stark Shift \( \Delta_m \) of the various levels of the target atom. Here we consider the scheme for \( ^{133}\text{Cs} \) that is outlined in Fig. 2. By choosing the “magic wavelength” \( \lambda_M \) for the addressing beam (for \( ^{133}\text{Cs}, \lambda_M \approx 880 \text{ nm} \) ), the \( |2 \rangle \) and \( |3 \rangle \) auxiliary levels receive ac Stark shifts of equal magnitude but opposite sign, while the qubit levels \(|0 \rangle \) and \(|1 \rangle \) are unaffected. This allows the
to be initially in the $|0\rangle$ qubit state and in the motional ground state, so the final state of the gate correspond to $|1\rangle$ and the motional ground state. We investigated various different versions of the gate with QSIMS and found that the best performance is achieved by simultaneously driving all three transitions $|0\rangle\leftrightarrow|2\rangle$, $|1\rangle\leftrightarrow|3\rangle$, and $|2\rangle\leftrightarrow|3\rangle$, with pulse intensity chosen such that the strength $\Omega_2$ of the first two transitions is $\sqrt{3}/2\Omega_1$, where $\Omega_1$ is the strength of the $|2\rangle\leftrightarrow|3\rangle$ transition.

### 1. Off-resonant transitions

Since the microwave pulses proposed for these single-qubit operations are applied globally, i.e., to the entire lattice, there is a small probability that such a pulse will cause a given nontarget atom to undergo a nonresonant transition. We can minimize this probability by carefully tuning the gate parameters such that the pulse ends with nontarget atoms in a local minima of their Rabi cycles, and by making the detuning $\Delta$ large compared with the Rabi coupling $\Omega_1$. We are limited in our ability to do the former by our pulse timing resolution $\delta_T$, the uncertainty in the pulse length $T_1$.

Most qubits in the lattice will be far from the target qubit so that $\langle r, z \rangle$ is small [Eq. (19)], and thus will not experience any Stark shift due to the addressing beam. The $|0\rangle\leftrightarrow|2\rangle$ and $|1\rangle\leftrightarrow|3\rangle$ transitions are detuned from these unshifted qubit transitions by $\Delta_{\text{sc}}$, while the $|0\rangle\leftrightarrow|1\rangle$ transition is detuned by $2\Delta_{\text{sc}}$. Since the probability $P$ of transition for any given atom is small, we can treat the transition amplitudes as independent, and calculate each transition probability using the Rabi formula, Eq. (20a) assuming that the coupling and pulse time are chosen such that $\sin(\sqrt{\Omega_1^2+\Delta^2}T_1) = 0$ and $T_1' = \pi/\Omega_1$, where $T_1' = T_1/3$ is the time required for one “leg” of the single-qubit gate (see above and Fig. 2). Since we wish to minimize $\Delta_{\text{sc}}$ for the purposes of reducing other types of errors discussed below, we note that the smallest value of $\Delta$ for which the former condition is satisfied is $\Delta = \sqrt{3}\Omega_1$. This results in the off-resonant transition probability estimates

$$P_{\text{mo}} = \frac{\Omega_1^2}{\Omega_1^2 + \Delta^2} \sin^2\left(\frac{\sqrt{\Omega_1^2+\Delta^2}T_1' + \delta_T}{2}\right)$$

(20a)

$$\approx \left(\frac{\pi \delta_T}{2 T_1'}\right)^2.$$  

(20b)

With these estimates we can now ask, what is the corresponding EPG due to off-resonant transitions of all nontarget atoms? If we can simultaneously address an entire row of $N_{\text{A}} = N^{1/3}$ atoms in a lattice of $N$ atoms, the EPG is $N^{2/3}P_{\text{mo}}$. Unfortunately, this is challenging in even a modestly sized lattice, as the intensity of the beam is inhomogeneous along the beam axis, on a length scale set by the Rayleigh length $z_R$. By combining Eqs. (19) and (20a), with $\Delta = \sqrt{3}\Omega_1(1 - 1/e^{2z^2/(z_R^2)})$, we estimate that the error for an atom at distance $z$ from the beam waist along the beam axis would be approximately $1 - P_{\text{mo}}(z) = 9\pi z^2/16 z_R^2$. For typical parameter values, this limits us to addressing just a few lattice sites with a single beam before the error becomes large. In fact for our example parameters, the Rayleigh length is $z_R = 5.1\mu m$, and the error becomes of order unity at just one lattice site away from the beam waist.

If we cannot simultaneously address entire rows with a single addressing beam, the effective EPG will scale as $N(\frac{\pi}{2} \delta_T)^2$. Although such scaling of an error mechanism would preclude scalable fault-tolerant quantum computation for an arbitrarily large system, in practice it should not prove very restrictive for lattices with moderate numbers of qubits. For example, for microwave pulses of the appropriate frequency, $\delta_T$ can be on the order of one cycle, or $10^{-10}$ s. For a single-qubit gate time of $T_1 = 10$ $\mu$s, this means a lattice of $10^9$ atoms could have an EPG of less than $10^{-5}$ due to off-resonant transitions. Scaling implications are discussed further in Sec. III.

### 2. Addressing beam-induced heating

The far-off-resonant Gaussian addressing beam used to perform site-selective single-qubit gates contributes harmonic trapping and antitrapping potential terms for the $|2\rangle$ and $|3\rangle$ states, respectively, and also adds additional state-dependent anharmonic terms to the potential experienced by the atom. These anharmonic terms can generate entanglement between motional and internal degrees of freedom, as well as “heating” the atom to higher motional states (see Fig. 3). Perturbation theory shows that the most significant undesirable effect is due to the difference between the harmonic components of the trapping potentials experienced by atoms in the auxiliary states $|2\rangle$ and $|3\rangle$, relative to those experienced in qubit states $|0\rangle$ and $|1\rangle$.

The overlap between the vibrational ground state of the $|0\rangle$ level and the first even vibrationally excited state of the $|2\rangle$ level is approximately $\xi_f = \frac{\pi}{2} \frac{\hbar z_R}{m w_0^2}$, where $\omega_r$ is the characteristic trapping frequency defined above and $w_0$ is the addressing beam waist. From this, we can calculate the probability of transition to the first even vibrationally excited state, using the fact that $\omega_r \gg \xi_f / \Omega_1$, and $T_1 = \pi / \Omega_1$:

$$P_{\text{mh}} = \frac{\Omega_1^2 \xi_f^2}{\Omega_1^2 \xi_f^2 + 4 \omega_r^2} \sin^2\left(\frac{\sqrt{\Omega_1^2 \xi_f^2 + 4 \omega_r^2} T_1}{2}\right)$$

$$\approx \frac{1}{64\pi^4} \frac{\hbar^2 \Delta_{\text{sc}}^2 m a^6}{T_1^2 U_1^2 w_0^6}.$$  

(21)

Here we have simplified Eq. (21) by assuming that, since $\omega_r$ is of the same order as $\Omega_1$, the $\sin^2(\cdot)$ term will be of order unity.

We have tested these perturbative predictions by simulating the single-qubit $\pi$ gate with QSIMS as described above, with initial condition $|0\rangle$. The simulations show that the probability that the atom will not be in the motional ground state and desired qubit state after completion of the $\pi$ gate is $1 \times 10^{-6}$. This is consistent with what is expected from application of Eq. (21) with our simulation parameters.

A small amount of heating does not in itself destroy the qubit state. However, as the vibrational energy of the atoms increases, the probability of other types of errors increases, and so the atoms will periodically need to be recooled to the ground state. Optical cooling can be done directly if the qubit state were first transferred to a different location, or could
 potentially be done with the qubit “in place” through a mechanism such as sympathetic cooling. Analysis of such recouling mechanisms is beyond the scope of this paper.

3. Addressing beam-induced Raman scattering

We now determine the Raman scattering rate for the target atom during a single-qubit microwave gate (Rayleigh scattering at this wavelength is negligible). Using Eq. (2), we can find the scattering rate in terms of $E^2$. For $\epsilon_r$-polarized light at the magic wavelength $\lambda_M$, calculation using Eq. (A3) yields a polarizability of $|\alpha'|/(880 \text{ nm}) = 2.5 \times 10^{-38} \text{ C}^2 \text{ m}^2 \text{ J}^{-1}$ for $^{133}\text{Cs}$ in the $|F=3,m_f=1\rangle$ or $|F=4,m_f=1\rangle$ state (note that the polarizabilities for these states have opposite signs and that the polarizabilities for the $m_f=0$ states are essentially zero at $\lambda_M$). Since the ac Stark shifts of the target atom $|F=3,m_f=1\rangle$ and $|F=4,m_f=1\rangle$ levels are given by $\hbar \Delta_{ac} = -\epsilon_0^0 \alpha(\lambda_M)$, we can express the scattering rate in terms of $\Delta_{ac}$ as follows:

$$\Gamma/h = (880 \text{ nm}) \frac{\epsilon_0^0 \Delta_{ac}}{|\alpha'|/(880 \text{ nm})} \sigma(880 \text{ nm})$$

$$= 3.4 \times 10^{-6} \Delta_{ac} .$$

(22)

We then obtain the corresponding Raman scattering error per gate, $P_{ms}$, by multiplying the scattering rate $\Gamma/h$ of Eq. (22) by the single-qubit gate time $T_1$.

4. Addressing beam position error

If the addressing beam is off target by an amount $\delta_r$, Taylor expansion of (19) shows that the energy of the $|1\rangle$ and $|2\rangle$ levels will be shifted by an amount $2\hbar \Delta_{ac} \delta_r/\omega_r$. This decreases the $|0\rangle\rightarrow|1\rangle$ transition probability according to

$$1 - P_{ms} = \frac{\Omega_1^2}{\Omega_1^2 + 4\Delta_{ac}^2} \sin^2 \left( \sqrt{\frac{\Omega_1^2 + 4\Delta_{ac}^2}{\pi}} \frac{\delta_r}{\omega_r} \frac{T_1}{2} \right)$$

$$= 1 - \frac{4}{\pi} \Delta_{ac}^2 \frac{\delta_r^4}{\omega_r^2} .$$

(23)

There is also an effect due to the perturbation of the eigenstates of the $|2\rangle$ and $|3\rangle$ states. The matrix element between the unperturbed harmonic oscillator ground state and the perturbed first excited state is $\xi_{02} = 4 \frac{\Delta_{ac}}{\omega_r} \frac{\delta_r}{\sqrt{2\omega_r}}$. Assuming $\xi_{02} \Omega_1 \ll \omega_r$, the probability of exciting to a higher motional state during the $|0\rangle\leftrightarrow|2\rangle$ or $|1\rangle\leftrightarrow|3\rangle$ transitions is then

$$P_{msb} = \frac{\Omega_1^2 \xi_{02}^2}{\Omega_1^2 + 4\Delta_{ac}^2 \Omega_2^2 + \omega_r^2} \sin^2 \left( \frac{\sqrt{\Omega_1^2 + 4\Delta_{ac}^2}}{\pi} \frac{\delta_r}{\omega_r} \frac{T_1}{2} \right)$$

$$= \frac{\sqrt{2} \hbar \Delta_{ac}}{\pi^2} \frac{\delta_r^2 m^3}{T_1^2 \Omega_1^2 \omega_r^2} .$$

(24)

For typical parameter values, this second effect is of greater significance and we will neglect the former in comparison with this. Note also that we have calculated the error only for one leg (i.e., transition) out of the three that compose the gate, and that the total error for the gate may be greater.

We have simulated the one-qubit microwave-pulse-based $\pi$ gate between $|0\rangle$ and $|1\rangle$ using QSIMS with an addressing beam position error $\delta_r = 0.01 \mu m$. We find that, on completion of the gate, the probability that the atom will not be in the motional ground state and desired qubit state $|1\rangle$ is $2 \times 10^{-5}$. Using Eq. (24) with the same parameters as this simulation yields a value $1.3 \times 10^{-5}$. This is an estimate of the error in the $|0\rangle\leftrightarrow|2\rangle$ and $|1\rangle\leftrightarrow|3\rangle$ legs of the gate. For the $|2\rangle\leftrightarrow|3\rangle$ leg, we replace $\delta_r \rightarrow 2\delta_r$ (because the perturbation due to the addressing beam has opposite sign for the $|2\rangle$ state versus the $|3\rangle$ state), to obtain an error of $7.8 \times 10^{-6}$. Summing these three errors, we obtain an overall error estimate of $7.8 \times 10^{-6}$ for the complete gate, which is within a factor of 3 of the value obtained from the simulation.

D. Two-qubit gates

In this section, we make a qualitative comparison of the two-qubit gate techniques most commonly mentioned in the literature, with an emphasis on analysis of their different implications for scalability. Most schemes involve either stationary qubits and long-range interactions, or movable qubits and short-range collisional interactions between qubits.

1. Long-range-interaction-based gates

As with single-qubit gates, our choice of a large lattice spacing allows for two-qubit operations to be performed in a
site-specific manner. If the atoms are to remain stationary, a long-range interaction is required to perform a two-qubit gate. Furthermore, the interaction must somehow be controllable. Dipole-dipole interactions between atoms excited into Rydberg states are a promising candidate, and many variations on this idea have been proposed [4,51,65–70].

In one version of the Rydberg gate [4], two nearby atoms are conditionally excited into Rydberg states via a coherent process [71]. If both atoms were initially in the |0⟩ state, they are both excited into the Rydberg state where they interact via a dipole-dipole interaction, resulting in accumulation of a phase on the two-qubit state. They are then deexcited via another series of Raman pulses. Since the interactional phase accumulation occurs only in the case where both atoms are initially in the |0⟩ state, this is effectively a CPHASE gate. Estimates of both the speed and the maximum possible fidelity for Rydberg gates are reasonably promising [4,51], with some putting the error rates achievable on the order of $10^{-3}–10^{-4}$ [69]. However, because of the inherent long-range nature of the interactions in this gate, when running these gates between multiple pairs of qubits in parallel, it is essential to take into account the effects of remote collisions between different qubit pairs, i.e., the dipole-dipole interactions between qubits from different pairs. To make a rough estimate of the degree of parallelization possible in the presence of such cross-talk, consider a three-dimensional lattice of atoms. Suppose an external static electric field is applied to induce a “permanent” dipole moment in the Rydberg-state atoms [4]: the level shift due to the resulting dipole-dipole interaction falls off as $1/R^3$. The fidelity error due to cross-talk will therefore scale roughly as $1/R^6$, where $R$ is the distance between different pairs of atoms that are simultaneously involved in Rydberg gate operations. We take the fidelity of a Rydberg gate performed between atoms one lattice spacing apart as unity, for reference. Then, taking a value of $10^{-6}$ for the fault-tolerance threshold for gate errors (a value intermediate between different estimates of the threshold for the case of local gates [9,12]), this implies that the two-qubit gate cannot simultaneously be performed on multiple pairs of atoms within approximately ten lattice sites of each other. In a three-dimensional lattice, this geometric constraint limits us to simultaneously performing approximately one two-qubit gate per several hundred atoms. This in turn implies that the storage error rate during the two-qubit gate time would have to be about two orders of magnitude lower than this fault-tolerance threshold (i.e., $\sim 10^{-8}$ for the above example), to avoid accumulating additional idle time errors on the qubits not involved in the gates.

It is possible to mitigate this cross-talk limitation by using an interaction with more limited range, such as the van der Waals interaction present between Rydberg atoms when there is no hybridizing static electric field [72]. In general, interaction strengths for the zero external field case scale as $O(n^6/R^6)$ (as is typical for van der Waals–type interactions), although there are exceptions [73]. This implies that cross-talk errors would scale as $1/R^{12}$, which allows for roughly one simultaneous two-qubit gate per three dozen atoms. This imposes more modest constraints on storage error rates—the storage error rate per two-qubit gate time would then only need to be about one order of magnitude below the threshold value of $10^{-6}$.

2. Collisional gates

Another method of avoiding the limitations of long-range interactions is to bring pairs of atoms close together and use short-range interactions or collisions to implement two-qubit gates. A variety of such gates have been proposed and analyzed [5,74–81].

We note that, in the context of the system discussed in this paper, it would first be necessary to transfer atoms from the qubit states $|0⟩ = |F=3, m_F=0⟩$, $|1⟩ = |F=4, m_F=0⟩$ to states that experience a state-selective trapping potential (i.e., states with nonzero $m_F$), so as to allow pairs of atoms to be translated toward each other and brought together. For example, for lattice light with $\lambda = 800$ nm and a particular circular polarization, the states $|F=3, m_F=1⟩$ and $|F=3, m_F=-1⟩$ have polarizabilities that differ by more than 8%. Specific atoms can be transferred into these states by microwave or Raman transitions, analogous to the single-qubit gates discussed earlier. Alternatively, an entire plane of atoms can be transferred simultaneously using the microwave pulse method if the addressing beam is replaced by an inhomogeneous magnetic field. Once the atoms are in the appropriate states, the atoms can be selectively moved by changing the relative polarization of one of the lattice beams, as described by Vala et al. [52] and Weiss et al. [7], allowing the atoms to be brought together to perform a gate [5].

Due to the necessity of physically moving atoms around the lattice, collisional gates are likely to be much slower than long-range-interaction-based gates. Even in the case of a “fast approach,” where the translation of the atoms is not adiabatic, gate times are still one to two orders of magnitude slower than the characteristic trap period of the lattice site’s potential well [77]. Estimates of the maximum fidelity possible with collisional gates also tend to be lower than maximum fidelity estimates for Rydberg gates [74].

Despite these drawbacks, collisional gates appear more suited to large-scale quantum computation than long-range-interaction-based gates. Collisional gates can easily be performed on a massively parallel scale, particularly when used in the context of cluster-state quantum computing [82,83]. In cluster-state (also known as “one-way”) quantum computing, two qubit gates are used only in the initial preparation of a large entangled “cluster” state. The computation itself is then effected via single-qubit measurements in a variety of bases, or, equivalently, single-qubit rotations followed by measurement in a particular basis. One recent scheme for cluster-state quantum computing offers fault-tolerance thresholds as high as $10^{-2}$ for local depolarizing errors and $10^{-3}$ if there are also errors in preparation, gates, storage, and measurement [14]. One can easily imagine building such a cluster state with atoms in a three-dimensional lattice by performing collisional gates in parallel on entire planes of atoms at a time.

III. ANALYSIS

Having quantified the various sources of error in the previous section (summarized in Table I), we now make use of these results to analyze the extent to which single-qubit operations can be performed in parallel in an optical lattice. We
shall first determine an estimate of the lower bound on the error rate due to single-qubit gate errors for the case of a blue-detuned lattice with Raman-transition-based single-qubit gates. We then discuss the implications of these gate errors and lattice based storage errors, together with lattice addressability issues for the scalability of quantum computation in three- and two-dimensional lattices. Following this analysis of Raman gates, we then discuss how the corresponding arguments apply in the case of the microwave single-qubit gate.

### A. Raman-based single-qubit gate errors

We sum the EPG for each relevant error mechanism to obtain a total error rate for the gate. Using (7) and the expression for the intensity of a Gaussian beam of power \( P_R \), we see that we can replace \( |\Omega_R| \) by \((8.3 \times 10^{12}) \) \( \text{W}^{-1} \text{m}^2 \text{s}^{-2} \). We also require that the Raman beam laser power \( P_R \) not exceed some realistic value \( P_{\text{max}} \). We then numerically minimize the resulting expression for the total Raman gate error over the parameters \( a, w_0, \Delta_1, U_L, \) and \( \Omega_R \) (see the Raman gate terms in Table I). Carrying out this procedure, we find that even if we choose an exceedingly high value of Raman laser power, \( P_{\text{max}} = 10 \) \( \text{W} \), and allow the other parameters to attain unrealistic values, we do not obtain a minimum EPG below \( 10^{-7} \) for the combined total Raman gate error mechanisms listed in Table I. In fact, this minimum value is already unrealistically low since at these laser powers ionization of the Cs atoms would also be expected to come into play.

If we now use a more realistic value of Raman laser power of \( P_{\text{max}} = 10 \) \( \text{mW} \), and impose realistic constraints on the other parameters, corresponding to \( a < 10 \) \( \mu \text{m} \), \( U_L < 500 \) \( \mu \text{K} \), and \( |\Delta_1| < 2 \times 10^{-5} \) \( \text{THz} \), we obtain a minimum EPG of \( 1 \times 10^{-5} \). This minimum occurs when the aforementioned parameters reach their constraint values and \( w_0 = 5.0 \) \( \mu \text{m} \). This EPG is roughly an order of magnitude better than can be achieved with our reference parameters of \( a = 5 \) \( \mu \text{m} \), \( U_L = 200 \) \( \mu \text{K} \) from Sec. I. A plot of the EPG as a function of \( a \) and \( w_0 \) is shown in Fig. 4. In this Raman-based single-qubit gate scenario, polarization effects are the dominant source of gate errors, and the minimum achievable EPG is consequently most sensitive to changes in the lattice spacing \( a \). A doubling of \( a_{\text{max}} \) to 20 \( \mu \text{m} \) (and appropriate adjustment of \( w_0 \)) results in an EPG that is approximately threefold smaller. It is also worth noting that, although the EPG is

![FIG. 4. (Color online) 3D plot of gate error (ε) versus lattice spacing (a) and beam waist (w₀) for the Raman single-qubit gate, with lattice depth U_L=500 μK and detuning |Δ₁|=2π×5 THz.](image)

| Source                        | Section | EPG                                                                 |
|-------------------------------|---------|----------------------------------------------------------------------|
| Raman scattering (blue-detuned lattice) | II A 1 | \( I = \frac{\pi}{2m} \left( \frac{\sigma_{\omega} \cdot E_j}{\sigma_{\omega} \cdot E_0} \right) \) |
| Raman scattering (red-detuned lattice) | II A 1 | \( I = \frac{\pi}{2m} \left( \frac{\sigma_{\omega} \cdot E_j}{\sigma_{\omega} \cdot E_0} \right) \) |
| Neighboring atom errors (Raman gate) \( P_{rnm} \) | II B 1 | \( \frac{2\pi}{3} \left( 1 + \frac{\Delta_1}{\alpha} \right)^{-1/2} \exp \left( -\frac{4\alpha_1}{w_0^2} \right) \) |
| Spontaneous emission (Raman gate) \( P_{rs} \) | II B 2 | \( \frac{\sqrt{\pi}}{\text{erf}(\sqrt{\pi})} \) |
| ac Stark shift (Raman gate) \( P_{ra} \) | II B 3 | \( \frac{4\Delta_1^2}{3\pi w^2} \exp \left( \frac{4\alpha_1}{w_0^2} \right) \) |
| Atomic-motion-reduced pulse area (Raman gate) \( P_{rpa} \) | II B 4 | \( \frac{1}{\text{erf}(\sqrt{\pi})} \) |
| Detuning Doppler shift (Raman gate) \( P_{rm} \) | II B 4 | \( 0.98 \left( \frac{2\pi}{\alpha} \right)^2 \frac{\Delta_1}{m \omega_0^2} \frac{1}{L} \) |
| Polarization effects (Raman gate) \( P_{rp} \) | II B 5 | \( \frac{\delta_0}{\text{erf}(\sqrt{\pi})} \) |
| Laser intensity noise (Raman gate) \( P_{rl} \) | II B 6 | \( (2.6 \times 10^{-6} \text{ W}^{-1} \text{m}^2 \text{s}^{-1}) \frac{1}{|\alpha| w_0^2} \) |
sensitive to the laser power at the unrealistically high values discussed above, it is not sensitive to $P_{\text{max}}$ in this regime.

This analysis suggests that one consider whether it is possible to further increase the lattice spacing $a$ beyond the maximum value $10 \, \mu\text{m}$ specified above. While in principle, this would improve (reduce) the EPG, we note that the laser power at a particular frequency required to generate an optical lattice of given depth and a given number of atoms scales with the square of $a$. Thus scaling to larger lattice sizes will necessarily entail significant increases in laser power that may not be realistic. We note that, while larger lattice spacings are beneficial for the single-qubit Raman gate, they will result in slower gate times for two-qubit gates, as a result of the weaker interaction strengths for long-range-interaction-based gates such as the Rydberg gate and of longer travel distances in the case of collisional gates.

B. Lattice size and scaling with Raman-based single-qubit gates

We now examine the implications of this analysis of the total Raman-based single-qubit gate EPG for lattice size and scaling.

1. 3D lattices

With three sets of 10 W laser beams, we can produce a 3D lattice of $\sim 100 \times 100 \times 100$ sites, a lattice spacing of 10 $\mu\text{m}$, and a lattice depth of $\sim 500$ $\mu\text{K}$, by tuning the laser to $\sim 851.7$ nm (which is very close to the $D_2$ transition at 852.1 nm). With this small a detuning, there is a substantial and undesirable $\sim 3\%$ difference in trap depth for atoms in the $|0\rangle$ state versus the $|1\rangle$ state. This mismatch could cause entanglement of motional and internal qubit degrees of freedom and should be avoided. Rayleigh scattering would also cause rapid heating of the trapped atoms, requiring frequent re-cooling operations. There is thus little if any room to decrease detuning further. Consequently, larger lattices with the same trap depth that might allow a lowering of the EPG according to our analysis above would be possible only by making substantial increases in laser power.

What are the implications of these results for the computing power of a 3D optical-lattice-based scheme? Obviously, given some limit on the available laser power, the lattice size and thus the number of physical qubits will be limited, with the number of qubits scaling as $\sim P_{\text{max}}^{1/2}$. Another constraint is the degree of parallelizability of performing gates in an optical lattice. As discussed earlier in Sec. II, fault-tolerance threshold theorems assume maximal parallelizability [13], which implies that all or nearly all qubits need to be addressable simultaneously ($n_A = N$, where $n_A$ is the number of addressable qubits and $N$ is the total number of physical qubits). In the case of 3D addressable optical lattices, one might imagine using microlens arrays [84] to allow simultaneous focusing of many addressing beams. It may initially appear possible to address $\sim N^{1/5}$ atoms in a 3D lattice with this approach, using arrays of $\sim N^{1/3} \times N^{1/3}$ lenses placed adjacent to the lattice. However, these lenses must be able to focus on sites deep inside the lattice. Since the linear size of the lattice and thus the distance to such sites scales as $N^{1/3}$, the diameter of the lenses must also scale linearly with $N^{1/3}$. This implies that the number of addressable atoms $n_A$ in a 3D lattice is more or less constant, and does not scale with $N$. We note that 2D optical lattices (see below) do not necessarily have the same limitation, since the distance from the microlens array to the focal plane would be constant rather than scaling with the linear lattice dimension.

Another approach for 3D lattices would allow addressing of up to $N^{2/3}$ sites in parallel, using a single large lens and a 2D array of light sources (see Fig. 5). It is in principle possible to address up to all $\sim N$ atoms using a setup similar to Fig. 5 but with the “point sources” replaced by a spatial light modulator. However, the resolution (total number of pixels) of the spatial light modulator would have to scale with $N$, posing considerable challenges for implementing such an approach.

Given these constraints, how large a computation could be performed with a 3D lattice using current technology? To address this question, let us consider the aforementioned (100 $\times$ 100 $\times$ 100)-site lattice (generated with three 10 W beams). In this scenario, the per atom Raman scattering rate for lattice light is approximately 0.4 $s^{-1}$. If we use 1 W Raman beams, we can perform single-qubit gates in approximately half a nanosecond on up to $10^4$ qubits in parallel. This means that the single-qubit lifetime due to Raman scattering of lattice light is approximately $10^9$ time steps, and that $10^7$ gates per qubit could be performed in that time.

We see that, in such a scenario, the storage error rate due to Raman scattering rate of lattice light are almost two orders of magnitude smaller than the gate error rate, which we calculated above to be EPG=$1 \times 10^{-3}$. It is useful to compare these numbers with the most optimistic rigorous threshold result for local gates in a 2D architecture, which is currently $1.85 \times 10^{-4}$, with storage errors an order of magnitude smaller [12]. This comparison is complicated by the fact that we are considering a 3D lattice and not a 2D architecture. The use of a 3D lattice implies a somewhat better threshold due to the reduced average distance between qubits in 3D.
Overall, this analysis suggests that Raman gates may indeed meet the fault-tolerance threshold within the assumptions of our analysis (i.e., realistic laser power), if parallelizability limitations can be overcome.

2. 2D lattices

2D lattices are subject to the same basic size constraint in terms of laser power. This reduces the number of qubits accessible, relative to a 3D lattice formed with equivalent power. Thus, a 2D lattice with \( \sim 10^6 \) physical qubits can be formed in a \((1000 \times 1000)\)-site lattice with spacing \( a \sim 10 \) \( \mu m \) and depth \( U_l \sim 500 \) \( \mu K \). It is straightforward to show from the analysis above that this does however now require kilowatts of power, even with the small lattice light detuning given earlier. A \( 100 \times 100 \) lattice with the same depth and spacing could be created with more realistic \( \sim 10 \) W laser beams, and this would then accommodate only \( \sim 10^4 \) physical qubits, in contrast to the \( 10^6 \) that were possible with the 3D lattice above.

2D lattices are more attractive from the perspective of simultaneous addressability. A microlens array or the method described in Fig. 5 can in principle be used for addressing lattice sites in a 2D lattice in such a way as to allow the number of simultaneously addressable sites \( n_A \) to scale linearly with the total number of lattice sites \( N \). This is possible for a 2D lattice because such methods allow for parallel addressing of at most all the atoms in one plane, and a 2D lattice of course consists only of a single plane of atoms. It was recently shown that multiple standing-wave fields can also be used to address a periodic subset of the atoms [43].

Gates performed in a 2D lattice will also not be subject to all the same error mechanisms that we would find in a 3D lattice. In particular, in a 2D lattice it may be possible to use a first-order Doppler-free configuration for the Raman beams, which would substantially reduce the detuning Doppler shift error. Nevertheless, for the Raman-based single-qubit gates, polarization effects are the dominant error mechanism, and these remain more or less unchanged by the switch to a 2D lattice. Thus we still obtain an EPG value of \( \times 10^{-5} \) using the same parameters given above for the 3D lattice analysis. As noted there, if no restrictions on laser power existed, we could increase the lattice spacing \( a \) and the beam waist \( w_0 \) to reduce the EPG. In practice, laser power is likely to be the limiting factor on scaling of 2D lattices of the type considered here.

C. Lattice scaling with microwave-based single-qubit gates

Our scaling analysis above has focused on the Raman single-qubit gate. The microwave gate is subject to the same fundamental constraint on scaling in a 3D lattice, since it also requires a focused beam to address individual lattice sites. Microwave-based gates are typically substantially slower than Raman gates, taking on the order of tens of microseconds. This implies that lattice light scattering rates would need to be lower for a fault-tolerant quantum computer employing microwave-based gates, which could be achieved with larger lattice light detuning and increased laser power. On the other hand, lattice spacings need not be quite as large for microwave-based gates, reducing the laser power required for a lattice with a given number of sites. As the former effect is larger than the latter, we expect systems of a given number of qubits employing microwave-based single-qubit gates to require more power than systems of a similar number of qubits using Raman single-qubit gates.

For example, using the parameter values given in Table II for a microwave single-qubit gate-based scheme, three 75 W lasers would be required to create a \( 100 \times 100 \times 100 \) lattice of depth \( U_L=200 \) \( \mu K \) with spacing \( a=5 \) \( \mu m \) and a lattice laser wavelength of \( \lambda_L=800 \) \( nm \); despite the large detuning, atoms in such a lattice would still suffer from a large effective EPG of \( 2.4 \times 10^{-5} \) from Raman scattering of lattice light, due to the slow gate times and limited parallelizability of microwave gates. Note that this error rate for scattering of

| Source | Section | EPG | Numerical EPG |
|--------|---------|-----|--------------|
| Raman scattering (blue-detuned lattice) | II A 1 | \( T_1^{-1} N^{\frac{3}{2}} \sqrt{\frac{\hbar^2}{U_L}} \frac{\delta \Delta t_{\mu} N e^{-1}}{2m} \) | \( 2.4 \times 10^{-4} \) |
| Off-resonant transitions (microwave gate) \( P_{ino} \) | II C 1 | \( \frac{N}{n_a} \frac{e^{-\delta \Delta t_{\mu} N e^{-1}}}{\sqrt{2 \pi \sigma}} \) | \( 4.3 \times 10^{-8} \) |
| Addressing beam-induced heating (microwave gate) \( P_{inh} \) | II C 2 | \( \frac{1}{64 \pi^2} \frac{\hbar^2 \Delta t_{\mu} N e^{-1}}{T_1 u_0^2} \) | \( 1 \times 10^{-6} \) |
| Raman scattering (microwave gate) \( P_{in} \) | II C 3 | \( 3.4 \times 10^{-6} \Delta t_{\mu} T_1 \) | \( 5.2 \times 10^{-5} \) |
| Addressing beam position (microwave gate) \( P_{inph} \) | II C 3 | \( \frac{\hbar^2}{\pi} \frac{\delta \Delta t_{\mu} N e^{-1}}{\sqrt{T_1 u_0^2}} \) | \( 2 \times 10^{-5} \) |

We use numerical values obtained from simulations rather than from the analytical approximations listed. We treat heating “events” as errors, although it is worth noting that, if a recoiling mechanism is implemented, the effect of such errors can be reduce.
lattice light is substantially larger than the total error rate of $\sim 7 \times 10^{-5}$ for effects intrinsic to the microwave gate itself. By comparison, a Raman single-qubit-gate-based setup with the same number of lattice sites could make do with laser powers of 10 W per laser and still have an effective EPG for lattice light-induced Raman scattering that is five orders of magnitude smaller than that for the microwave gate scenario (see Sec. III B 1 for details).

While Raman single-qubit gates are likely to be preferable for scaling to very large system sizes, microwave-based gates may nevertheless prove easier to implement, due to the simpler optical requirements. In particular, beam alignment is simplified in the case of microwave gates, and since they require only a single laser, they will be less sensitive to alignment errors than the Raman single-qubit gates.

**IV. CONCLUSION**

We have investigated the effects of single-qubit gate errors and lattice storage errors for neutral atom qubits trapped in addressable optical lattices, and analyzed the role of these errors and of other technical factors such as finite laser power in limiting the size of a quantum computation. We find that, under realistic current limitations on laser power, computation with lattices containing up to $10^6$ qubits in three dimensions and up to $10^4$ qubits in two dimensions may be achievable. Considerations of parallelizability and optical access are seen to impose additional limits on the scalability of such quantum computation with individually addressed gates. These constraints are more severe for a 3D lattice than for a 2D lattice, where it is comparatively easier to develop technologies for addressing all or nearly all atoms in parallel (i.e., $n_A = N$).

Our quantitative scaling analysis has not included the effects of two-qubit gate errors and measurement errors. For the single-qubit gates, we compared the accuracy of implementation for two candidate gates: the stimulated Raman two-photon gate, and the microwave gate with ac Stark shift addressing beam.

We find that Raman-based single-qubit gates can be implemented for $^{133}$Cs in times on the order of 1 ns with an error rate of $\sim 1 \times 10^{-5}$ and that microwave-based single-qubit gates can be implemented in times on the order of 100 $\mu$s with an error rate of $\sim 7 \times 10^{-3}$. (Note that neither error rate includes scattering of lattice light, which is a more serious limitation for the microwave gates due to their slower gate times.) The microwave gates are simpler to implement (e.g., require less laser alignment), but are more severely limited by constraints on site-specific parallelization due to the global nature of the microwave pulse. Consequently, microwave gates appear to be a viable intermediate option for testing single-qubit gates and realizing small-scale quantum algorithms, although Raman-based gates may be preferable for eventual operation at the full capacity of addressable optical lattices. The gate error for Raman-based single-qubit operations is very close to the current best estimate for the fault-tolerant threshold for computation using local gates in a 2D architecture. The latter would be expected to be somewhat higher in a 3D architecture, suggesting that further innovations in error correction protocols may make reasonably large computations, i.e., with up to $10^6$ qubits, achievable with 3D addressable optical lattices.

The focus of this work was a realistic analysis of technological limitations on scalability of fault-tolerant quantum computation with neutral atoms in addressable optical lattices. Our analysis identified laser power and parallel addressability as primary factors that will eventually restrict the number of qubits for this implementation of quantum computation. We hope that this detailed analysis will stimulate similar investigations of physical and technological limits to other proposed implementations of fault-tolerant quantum computation, each of which has very different limiting physical features whose effect on scalability needs to be examined in detail.

It may also be possible to overcome the limits identified here for scalable quantum computation in 3D lattices, by making use of methods other than single-site focused beams in order to address large numbers of atoms in parallel. Thus, entire planes of atoms can be addressed using a magnetic field gradient [3]. Alternatively, periodically spaced arrays of atoms can be addressed with a second optical lattice of larger lattice constant (a “superlattice”) [43,85]. Both of these techniques offer high degrees of parallelization at the cost of flexibility in choosing which atoms are simultaneously addressed. Research on quantum cellular automata [86] and global control schemes [87] has shown that such a constraint on simultaneous addressing does not necessarily preclude efficient quantum computation, but further work is needed to understand the effect on error correction protocols and to determine fault-tolerance thresholds for such schemes.

Finally, we note that despite the limitations established here for performing large-scale quantum computations, optical-lattice-based schemes may also be very useful for simulating other quantum systems [88]. Quantum simulations have different requirements than fault-tolerant quantum computation, generally requiring less stringent accuracy of quantum operations. Optical-lattice-based quantum computers may also be useful for small-scale quantum-information processing, such as a quantum repeater in a quantum key distribution network [89]. The long coherence time of optically trapped neutral atoms is particularly valuable for this application.
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APPENDIX: SCATTERING CROSS SECTIONS AND DYNAMIC POLARIZABILITIES IN GROUND-STATE ALKALI-METAL ATOMS

In analyzing optical-lattice-based quantum computing, one frequently has to calculate optical-frequency scattering cross sections or polarizabilities for an alkali-metal atom in a particular hyperfine sublevel of the ground state (e.g., in $^{133}\text{Cs}$, $^2S_{1/2}$, $F=3$, $m_F=1$). Such calculations can be performed using well-known formulas; unfortunately, due to the tedious and somewhat subtle nature of these calculations, various approximations are sometimes employed as shortcuts. Such approximations are valid far from resonance, but result in significant errors when close enough to resonance to resolve the hyperfine structure, as is the case for an addressing beam at the magic wavelength $\lambda_M$. We find it valuable to review proper methods for these calculations.

For a quantum treatment of scattering, the relevant starting point is the Kramers-Heisenberg formula (A1), which can be derived using second-order time-dependent perturbation theory:

$$d\sigma_{ab} = \frac{\alpha^2 \omega^3}{c^2} \sum_i \left( \frac{(\hat{x}_{bi} \cdot \hat{e}')(\hat{x}_{ai} \cdot \hat{e})}{\omega_{ia} - \omega} + \frac{(\hat{x}_{bi} \cdot \hat{e})(\hat{x}_{ai} \cdot \hat{e}')}{\omega_{ia} + \omega'} \right) d\Omega, \quad \text{(A1)}$$

where $\alpha$ is the fine structure constant, the indices $a$, $b$, and $i$ denote initial, final, and intermediate states, $\hat{x}_{ai}$ is the dipole matrix element and $\omega_{ia} = \omega_i - \omega_a$ the frequency for the $a \rightarrow i$ transition, $\omega$ and $\omega'$ are the frequencies of the incoming and scattered photons, and $\hat{e}$ and $\hat{e}'$ are the polarization vectors of the incoming and scattered photons. In the most general case, the sum over discrete intermediate states $i$ should be extended to include an integration over continuum intermediate states, but, for our purposes we can safely neglect continuum states and other far-detuned intermediate states. Integrating over $d\Omega$ and multiplying by 2 to account for the two possible independent photon polarizations, we obtain the cross section for a state $a$ to scatter into a state $b$ (A2):

$$\sigma_{ab} = \frac{8 \pi \alpha^2 \omega^3}{3 c^2} \sum_i \left( \frac{(\hat{x}_{ai} \cdot \hat{e})\hat{x}_{bi} + (\hat{x}_{bi} \cdot \hat{e})\hat{x}_{ai}}{\omega_{ia} - \omega} + \frac{(\hat{x}_{bi} \cdot \hat{e})\hat{x}_{ai} + (\hat{x}_{ai} \cdot \hat{e})\hat{x}_{bi}}{\omega_{ia} + \omega'} \right)^2 \quad \text{(A2)}$$

The Raman scattering cross section is given by $\sigma_{\text{Raman},a} = \sum_{b \neq a} \sigma_{ab}$, while the Rayleigh scattering cross section is $\sigma_{\text{Rayleigh},a} = \sigma_{aa}$.

The dynamic polarizability for an atom in state $a$ (e.g., for an ac Stark shift) is given by (A3), which can be derived using second-order time-independent perturbation theory:

$$\alpha_a = \frac{e^2}{\hbar} \sum_i \left( \frac{\langle \hat{x}_{ai} \cdot \hat{e} \rangle^2}{\omega_{ia} - \omega} + \frac{\langle \hat{x}_{ai} \cdot \hat{e} \rangle^2}{\omega_{ia} + \omega'} \right) \quad \text{(A3)}$$

For both (A2) and (A3), the matrix elements we need to calculate are between a hyperfine sublevel $|F_{m_F}\rangle$ of the $^2S_{1/2}$ ground state, and a hyperfine sublevel $|F'_{m_{F'}}\rangle$ of either of the $^2P_{1/2}$ or $^2P_{3/2}$ ($D_1$ line or $D_2$ line) excited states. Such matrix elements can be calculated using the Wigner-Eckart theorem and measured values for the appropriate reduced matrix elements [60,90]. The expression is given in the following Eq. (A4):

$$\langle F_{m_F}|\hat{x}_i|F'_{m_{F'}}\rangle = (\langle i|x|j\rangle^* (m_F + m_{F'}) (2F + 1)(2F' + 1)(2J + 1)$$

$$\times \left|\begin{array}{cc} F & 1 & F' \\ 1 & J' & 1 \\ F' & F & I \end{array}\right|,$$

where $\hat{e}_\pm = \hat{z} \pm i \hat{y} / \sqrt{2}$ (note that $\hat{e}_\pm$ corresponds to $\sigma_{\pm}$-polarized light, and also that $\hat{e}_\pm = -\hat{e}_\mp$). Care must be taken with polarization vectors, as in general $\hat{x}_{ai} \cdot \hat{e} \neq x_{ai} \cdot \hat{e}$. Thus, a particular intermediate state $i$ may contribute to the resonant term but not the antiresonant term of Eq. (A2) or (A3), or vice versa.
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