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Region-based Approximation Algorithms for Visibility between Imprecise Locations

Kevin Buchin∗ Irina Kostitsyna∗ Maarten Löffler† Rodrigo I. Silveira‡

Abstract
In this paper we present new geometric algorithms for approximating the visibility between two imprecise locations amidst a set of obstacles, where the imprecise locations are modeled by continuous probability distributions. Our techniques are based on approximating distributions by a set of regions rather than on approximating by a discrete point sample. In this way we obtain guaranteed error bounds, and the results are more robust than similar results based on discrete point sets. We implemented our techniques and present an experimental evaluation. The experiments show that the actual error of our region-based approximation scheme converges quickly when increasing the complexity of the regions.

1 Introduction
Visibility has attracted much attention in geographic information science due to its many applications. The question of whether two objects can see each other amidst a group of obstacles arises naturally in plenty of situations. A basic operation in visibility analysis is computing the space visible from a certain location in a landscape, where the obstacles occluding vision originate from the terrain topography, and sometimes also from the vegetation and buildings in the surroundings [3, 8, 19, 23, 31, 32]. The portion of a terrain that is visible from an observation point is known as the viewsheet of the point. The equivalent concept for urban environments is usually called isovist [30]. For an overview on algorithms to compute viewsheets and other visibility structures, see the survey by De Floriani and Magillo [11]. Visibility and viewsheets also play a role in many other areas, such as animal behaviour studies. For instance, Aspbury and Gibson [1] use viewsheets to study grouse behavior in a lek, the area in which they perform their mating displays.
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Camp et al. [28] use viewsheets of eagle nest locations to determine human disturbance of nesting activities.

The focus of the research presented in this paper is the study of visibility under location uncertainty.

In the GIS literature, it has long been recognized that data acquired with physical devices are subject to uncertainty (from measurement and sampling errors, among several others) [10, 22], and that this is particularly relevant for location data of moving objects [27, 29]. In this context, a widespread way to model an uncertain location—especially in the area of spatiotemporal databases—is by assuming that the exact location of an object is at distance at most d from its estimated location. This is equivalent to representing the object’s location with a disk of radius d, centered at the estimated location: the uncertainty region. In addition, it is often assumed that the exact object location follows a probability density function, defined as 0 for any point outside of the uncertainty region. Even though the choice of the probability density function depends on the application, most previous work uses uniform and Gaussian distributions (e.g., [6, 7, 27, 29]). In particular, Gaussian distributions have been shown to be appropriate to model the error in locations obtained from GPS [34] and to model the error in location between measurements [15]. To the best of our knowledge, previous work on uncertain visibility has focused on modeling the uncertainty present in the terrain model, usually by using some type of error propagation analysis based on Monte Carlo simulation (e.g., [9, 24]). While both visibility and uncertainty have been extensively studied in GIS, we are not aware of research combining visibility and location uncertainty.

Another field where both visibility and data uncertainty have been studied extensively is computational geometry. A lot of attention has been devoted to the design of efficient algorithms for computing visibility regions of points in environments like polygons [16] or terrains [18]. Multiple variants and extensions of visibility concepts have also been studied. For surveys of the vast literature on this topic, we refer to Ghosh [12] and De Floriani and Magillo [11].

In the computational geometry literature, various
models to deal with (spatial) data uncertainty have been suggested. Motivated by finite coordinate precision, Guibas et al. [13] have considered uncertainty regions for points. Similar concepts have been later studied in a variety of settings [2, 14, 20, 25, 26]. Most of the previous work on uncertainty in computational geometry does not consider uncertainty modeled by probability distributions.

Performing geometric algorithms on probability distributions directly is often computationally intractable. Instead, the distributions can be approximated. A popular approach is to describe a distribution by a point set. For instance, for tracking imprecise objects a particle filter uses a discrete set of locations to model uncertainty [33]. Löfler and Phillips [21] and Jørgenson et al. [17] discuss several geometric problems on points with probability distributions, and show how to solve them using discrete point sets that have guaranteed error bounds.

However, when combining visibility queries with point-based approximations of probability distributions, we may lose any theoretical guarantees on the computed probabilities. The choice of points may greatly influence the resulting probability, as illustrated in Figure 1. Instead, we propose to approximate distributions by regions.

**Contribution** In this paper we present a new method to approximate the probability that two imprecise points can see each other. We consider an abstract setting in which the imprecise points are modeled by probability distributions, and the visibility is constrained by a set of polygonal obstacles. Our techniques are based on using regions—rather than point samples—to approximate this probability, allowing to compute probabilities guaranteed to any desired accuracy. We have implemented and experimentally evaluated our method. We show experimentally that, in the settings considered, our techniques are more robust and reliable than those based on point sampling, and that the empirical error of our approximation reduces quickly with the complexity of the regions used in the approximation.

Finally, even though in this paper we use the term visibility, our results also apply to other contexts. For example, in sensor networks visibility problems are formulated as coverage problems. This type of monitoring can be performed by radars, antennas, routers and basically any device that is able to send or receive some sort of wireless signal. Each of these devices can be placed almost anywhere on a terrain, so coverage is the unit that measures the quality of the chosen device placement scheme. Numerous problems related to visibility arise in this area. We refer to the survey by Yick et al. [35] for a more detailed treatment of the subject.

### 2 Modeling

In this section we explain how we model the situation of two imprecise points amid a collection of obstacles. We want to approximate the probability distributions that govern the locations of the imprecise points by sets of uniform distributions. Here we only give an overview of the technical details; we refer the reader to the technical supplement of this paper [5] for more details and proofs.

Assume that an imprecise point \( p \) in the plane is given by a two-dimensional probability distribution \( \mu \). Let \( \mathcal{M} \) be a set of weighted regions in the plane, and let \( w(M) \) denote the uniform weight of a region \( M \in \mathcal{M} \). Let \( \mathcal{M}(p) = \{ M \in \mathcal{M} \mid p \in M \} \) be the subset of \( \mathcal{M} \) containing a point \( p \in \mathbb{R}^2 \). A set \( \mathcal{M} \) defines a function \( m(p) = \sum_{M \in \mathcal{M}(p)} w(M) \) that sums the weights of all regions containing \( p \). We say that \( \mathcal{M} \) \( \varepsilon \)-approximates \( \mu \) if the symmetric difference of the volumes under \( m \) and \( \mu \) is at most \( \varepsilon \); that is, if \( \int_{p \in \mathbb{R}^2} |m(p) - \mu(p)| \leq \varepsilon \). Figure 2(a) illustrates the concept.

Any probability distribution \( \mu \) can be approximated in this way, but the total complexity of \( \mathcal{M} \), i.e., the sum of the complexities of each of its regions, depends on various factors: the shape of \( \mu \), the shape of allowed regions in \( \mathcal{M} \), and the error parameter \( \varepsilon \). To focus the discussion, in this work we limit our attention to Gaussian distributions, since they are natural and, as mentioned in the introduction, have been shown to be appropriate for modeling the uncertainty in commonly-used types of location data [15, 34].

#### 2.1 Approximation with Disks

A natural way to approximate a Gaussian distribution by using a set of regions is by using concentric disks. Thus, given a Gaussian probability distribution \( \mu \) and a maximum allowed error \( \varepsilon \), we would like to compute a set \( \mathcal{M} \) of \( k \) disks that \( \varepsilon \)-approximate \( \mu \). We may assume \( \mu \) is centered at the origin, leaving only a parameter \( \sigma \) that governs the shape of \( \mu \), that is,

\[
\mu(x, y) = \frac{1}{2\pi \sigma^2} e^{-\frac{x^2 + y^2}{2\sigma^2}}.
\]

Figure 1: Two pairs of similar point sets on opposite sides of a collection of obstacles. The green points can all see each other, whereas none of the blue points can.
Figure 2: (a) A probability density function $\mu$ (yellow) can be approximated by a set of weighted regions $\mathcal{M}$, representing a function $m$ (purple). (b) A Gaussian distribution (green) is $\varepsilon$-approximated by a step function (red), which is represented by $k$ weighted disks.

or in polar coordinates,

$$
\mu(r, \theta) = \frac{1}{2\pi\sigma^2} e^{-\frac{r^2}{2\sigma^2}}.
$$

Function $\mu$ does not depend on $\theta$, therefore, in the following, we will omit it and write $\mu(r)$ for brevity.

We are looking for a set of radii $r_1, \ldots, r_k$ and corresponding weights $w_1, \ldots, w_k$ such that the set of disks centered at the origin with radii $r_i$ and weights $w_i$ $\varepsilon$-approximate $\mu$. We use these disks to define a cylindrical step function. Figure 2(b) shows a 2-dimensional cross-section of the situation. Minimizing the volume between the step function and $\mu$, we obtain the following lemma:

**Lemma 2.1.** Let $\mu$ be a Gaussian distribution with standard deviation $\sigma$. Let $k$ be a given integer. Then the minimum-error approximation of $\mu$ by $k$ disks is given by

$$
\begin{align*}
  r_i &= \sqrt{2\sigma^2 \log \frac{k(i+1)}{k(i+1)(k-i+2)}} , \\
  w_i &= \frac{1}{2\pi\sigma^2} \frac{(k-i+1)(k-i+2)}{k(i+1)} ,
\end{align*}
$$

where $i \in (1, \ldots, k)$.

**Proof.** Let $V(\rho)$ be the volume under the probability distribution $\mu$ outside the disk of radius $\rho$:

$$
V(\rho) = \iint_{\mathcal{D}} \mu(x, y)\,dx\,dy = \int_0^\infty \int_0^{2\pi} \mu(r, \theta) r\,dr\,d\theta
$$

$$
= \int_0^\infty r e^{-\frac{r^2}{2\sigma^2}} dr = e^{-\frac{\rho^2}{2\sigma^2}} .
$$

Then the symmetric difference between the function $\mu$ and the cylindrical step function defined by $k$ disks of radii $r_1, r_2, \ldots, r_k$ and $k$ weights $w_1, w_2, \ldots, w_k$ is a function given by the following formula:

$$
\begin{align*}
  F &= w_1(\pi r_1^2 - \pi \rho_1^2) - (V(0) - V(r_1)) + V(r_1) - V(r_2) - w_2(\pi r_2^2 - \pi \rho_2^2) + (V(r_2) - V(r_3)) + \ldots + w_k(\pi r_k^2 - \pi \rho_k^2) - (V(r_k)) + V(r_k) ,
\end{align*}
$$

(2.2)

where $0 < r_1 < r_2 < \cdots < r_k$ are the radii of the disks approximating the distribution function $\mu$, $w_1, w_2, \ldots, w_k$ are the corresponding weights, and $0 = \rho_1 < \rho_2 < \cdots < \rho_k$ are the intersections of the step function with $\mu$ (refer to Figure 2(b)). After minimizing function $F$ over all $r_i$’s and $w_i$’s we attain Formulas 2.1. For the details refer to the technical supplement of this article [5].

Since the error allowed $\varepsilon$ is given, we can solve Equation 2.2 for $\varepsilon$. This leads to the following result:

**Theorem 2.1.** Let $\mu$ be a Gaussian distribution with standard deviation $\sigma$. Given $\varepsilon > 0$, we can $\varepsilon$-approximate $\mu$ by a set of $k$ disks.

$$
\begin{align*}
  k &= \left\lfloor \frac{1}{e^\varepsilon - 1} \right\rfloor = O(1/\varepsilon)
\end{align*}
$$

weighted disks.

**Proof.** When minimizing function $F$ given by Formula 2.2, we obtain the following dependency for $\rho_i$:
we can easily obtain a set of polygons at most twice and thus, the total complexity of the approximation.

Disks with guaranteed error as large as the minimum, by first computing a set of minimum total complexity is a challenging mathematical boundary of disks make geometric computations more

Function \( F \) gives the error of approximating the distribution function \( \mu \) by the set of disks:

\[
\varepsilon = F = \log \frac{k+1}{k},
\]

and thus,

\[
k = \left\lfloor \frac{1}{e^2 - 1} \right\rfloor = O \left( \frac{1}{\varepsilon} \right).\]

\[\square\]

Theorem 2.2. A Gaussian distribution with standard deviation \( \sigma \) can be \( \varepsilon \)-approximated by \( O(1/\varepsilon) \) polygons of complexity \( O(1/\sqrt{\varepsilon}) \) each.

Proof. First, we compute a set of \( k = \left\lfloor \frac{1}{e^2 - 1} \right\rfloor \) concentric disks by Formulas 2.1 that approximate the distribution function \( \mu \) with guaranteed error \( \varepsilon \). For each disk with radius \( r_i \), we find two radii \( r_i' \) and \( r_i'' \) from the following equations:

\[
\mu(r_i') = \frac{1}{2} (\mu(r_i) + \mu(r_{i+1})),
\]

\[
\mu(r_i'') = \frac{1}{2} (\mu(r_{i-1}) + \mu(r_i)).
\]

Then we choose \( 2k \) regular polygons that stay within annuli defined by pairs of radii \( \{r_i', r_i\} \) and \( \{r_i, r_i''\} \) with weights \( w_i \) and \( (w_i + w_{i+1})/2 \) correspondingly. These \( 2k \) polygons \( \varepsilon \)-approximate the probability distribution function \( \mu \). Refer to the technical supplement of this article [5] for the detailed proof of that fact.

The complexity of a regular polygon inscribed in an annulus depends only on the ratio of the radii. That is, given an annulus with inner radius \( r' \) and outer radius \( r \), we can fit a regular \( \lceil \pi / \arccos \frac{r'}{r} \rceil \)-gon in it. Similarly, given an annulus with inner radius \( r \) and outer radius \( r'' \), we can fit a regular \( \lceil \pi / \arccos \frac{r''}{r} \rceil \)-gon. Refer to [5] for the proof that \( \lceil \pi / \arccos \frac{r'}{r} \rceil = O(\frac{1}{\sqrt{\varepsilon}}) \) and \( \lceil \pi / \arccos \frac{r''}{r} \rceil = O(\frac{1}{\sqrt{\varepsilon}}) \).

\[\square\]

2.3 The environment Now consider a set of obstacles \( \mathcal{R} \) in the plane. We assume that the obstacles are disjoint convex polygons with \( m \) vertices in total (non-convex obstacles can always be first decomposed into convex pieces). We approximate two imprecise points with probability distributions \( \mu_1 \) and \( \mu_2 \) with two sets of weighted regions \( \mathcal{M}_1 \) and \( \mathcal{M}_2 \), each consisting of regular polygons. For every pair of polygons \( P_1 \in \mathcal{M}_1 \) and \( P_2 \in \mathcal{M}_2 \), we compute the probability that a point \( p_1 \) chosen uniformly at random from \( P_1 \) can see a point \( p_2 \) chosen uniformly at random from \( P_2 \). We say that two points can see each other if and only if the straight line segment connecting them does not intersect any obstacle from \( \mathcal{R} \).

The probability that two points \( p_1 = (x_1, y_1) \) and \( p_2 = (x_2, y_2) \) chosen uniformly at random from \( P_1 \) and \( P_2 \), respectively, can see each other can be computed by the formula:

\[
\text{prob} = \frac{\iiint v(x_1, y_1, x_2, y_2) \, dx_1 \, dy_1 \, dx_2 \, dy_2}{\iiint \, dx_1 \, dy_1 \, dx_2 \, dy_2},
\]

where \( v(x_1, y_1, x_2, y_2) \) is 1 if the points see each other, and 0 otherwise.

2.2 Approximation with Polygons The curved boundaries of disks make geometric computations more complicated. Therefore, next we consider approximating \( \mu \) by a set of polygons. Computing a set of polygons of minimum total complexity is a challenging mathematical problem that we leave to future investigation. However, we can easily obtain a set of polygons at most twice as large as the minimum, by first computing a set of \( k \) disks with guaranteed error \( \varepsilon \) and then choosing \( 2k \) regular polygons that stay within the annuli defined by those disks. Figure 3 illustrates this idea; since the relative widths of the annuli change, polygons of different complexity are used for different annuli.

Knowing the widths of the annuli we can calculate the total complexity of the approximation.
To compute $\text{prob}$ we consider a dual space where a point with coordinates $(\alpha, \beta)$ corresponds to a line $y = \alpha x - \beta$ in the primal space (see [4] for a detailed exposition of geometric point-line duality). Our first goal is to decompose this dual space into a set of simple regions (called cells in the following) with the property that, for all lines in primal space represented in a cell, we can compute their contribution to $\text{prob}$ in constant time.

For this, we first construct a region $L^*$ in the dual space that corresponds to the set of all lines that intersect $P_1$ and $P_2$. This region can be partitioned into cells, each one corresponding to the set of all lines that cross the same four segments of $P_1$ and $P_2$ (refer to Figure 4(a)). The complexity of the resulting subdivision is summarized in the following lemma:

**Lemma 2.2.** Given two convex polygons $P_1$ and $P_2$ of total size $n$, the complexity of the partition $L^*$ in the dual space, which corresponds to the set of lines $L$ that stab $P_1$ and $P_2$, is $O(n^2)$.

**Proof.** Each vertex of $L^*$ corresponds to a line in primal space through two vertices of $P_1$ and $P_2$. Therefore, the total complexity of $L^*$ is $O(n^2)$. □

Next we need to extend the subdivision in order to take obstacles into account. To that end, we construct for each obstacle $h \in R$ a region $H^*$ in dual space, which corresponds to the set of all lines that intersect $h$. Since obstacles are convex, $H^*$ has an "hourglass" shape (see Figure 5). We now compute the subdivision of the dual plane resulting from overlaying the partition $L^*$ and the regions $H^*$. The cells of this overlay now provide the decomposition of the dual space that we need, allowing to distinguish the (primal space) lines that stab $P_1$ and $P_2$, but no obstacle.

**Lemma 2.3.** Given two polygons $P_1$ and $P_2$ of total size $n$ and obstacles of total complexity $m$, we can compute the probability that a pair of points drawn uniformly at random from $P_1 \times P_2$ can see each other in $O((m+n)^2)$ time, assuming that we can compute the visibility within each cell of the overlay of $L^*$ and $H^*$ in constant time.

**Proof.** The polygons $P_1$ and $P_2$, and the obstacles are bounded by a total of $O(m+n)$ line segments in primal space, thus the overlay has complexity $O((m+n)^2)$. If the visibility can be computed in constant time within each cell of the arrangement in the dual space, it takes $O((m+n)^2)$ total time to compute the probability of
visibility between a pair of points chosen uniformly at random from \( P_1 \times P_2 \).

It remains to show that we can compute the visibility within every cell of the overlay in constant time. In the following we show that this is indeed the case, that is, we provide the steps necessary to calculate how much the lines of a given cell contribute to \( \text{prob} \). For simplicity of presentation, we assume that \( P_1 \) and \( P_2 \) are separable by a vertical line, and that \( P_1 \) and \( P_2 \) are disjoint from \( \mathcal{R} \). This will allow us to write the solution in a more concise way without loss of generality. In case that \( P_1 \) and \( P_2 \) cannot be separated by a vertical line, the convexity of \( P_1 \) and \( P_2 \), together with their disjointness, guarantee that we can find a non-vertical separating line, and rotate the scene to make the line vertical.

Consider line \( \ell \), given by the formula \( y = \alpha x - \beta \), which goes through points \( p_1 = (x_1, y_1) \in P_1 \) and \( p_2 = (x_2, y_2) \in P_2 \). In dual space, point \( \ell^* \), corresponding to line \( \ell \), has coordinates \((\alpha, \beta)\). Substitute variables \( y_1 \) and \( y_2 \) in Formula 2.3 with \( \alpha \) and \( \beta \): \((x_1, y_1, x_2, y_2) \leftarrow (x_1, \alpha, x_2, \beta)\), where \( \alpha(x_1, y_1, x_2, y_2) = y_2 - y_1/x_2 - x_1 \) and \( \beta(x_1, y_1, x_2, y_2) = (x_1y_2 - x_2y_1)/(x_2 - x_1) \). We can express the probability of two points, distributed uniformly at random in \( P_1 \) and \( P_2 \), seeing each other as

\[
\text{prob} = \frac{\iiint v(x_1, \alpha, x_2, \beta)|J|dx_1 dx_2 d\alpha d\beta}{\iiint |J|dx_1 dx_2 d\alpha d\beta},
\]

where

\[
J = \det \begin{bmatrix}
\frac{d y_1}{d x_1} & \frac{d y_1}{d \alpha} \\
\frac{d y_2}{d x_1} & \frac{d y_2}{d \alpha}
\end{bmatrix} = \det \begin{bmatrix}
\frac{d y_1}{d x_2} & \frac{d y_1}{d \beta} \\
\frac{d y_2}{d x_2} & \frac{d y_2}{d \beta}
\end{bmatrix} = x_2 - x_1.
\]

The expression in Equation 2.4 can be solved analytically. We defer the tedious details to the technical supplement of this article [5].

**Theorem 2.3.** Given two convex polygons \( P_1 \) and \( P_2 \) of total size \( n \) and a set of obstacles of total size \( m \), we can compute the probability that a point \( p_1 \) chosen uniformly at random in \( P_1 \) sees a point \( p_2 \) chosen uniformly at random in \( P_2 \) in \( O((m+n)^2) \) time.

Combining Theorems 2.2 and 2.3, the main result of this section follows:

**Theorem 2.4.** Given two imprecise points, modeled as Gaussian distributions \( \mu_1 \) and \( \mu_2 \) with standard deviations \( \sigma_1 \) and \( \sigma_2 \), and obstacles of total complexity \( m \), we can approximate the probability that \( p \) and \( q \) see each other with an error at most \( \varepsilon \) in \( O(1/\varepsilon^2 + m/\varepsilon^2) \) time.

## 3 Experiments

We implemented our method in C++ using the Computational Geometry Algorithms Library (CGAL), and tested it on synthetically generated and real data.

### 3.1 Setup

We generated several random scenarios, each consisting of two imprecise points modeled as Gaussian distributions and approximated by sets of layered regions, as explained in Section 2. These two Gaussian distributions are parameterized by \( \sigma \), their standard deviation, while the approximations are parameterized by \( \varepsilon \), the desired accuracy of the approximations.
natural, but clearly distinct, environments. The forest:
urban:
A set of 24 footprints of real buildings, representing a section of the old city center of Utrecht, spanning a 550m × 350m region. Figure 6(b) shows an example.

The two settings were chosen as to illustrate two natural, but clearly distinct, environments. The forest setting showcases a large number of obstacles of small size, whereas the urban setting contains just a few larger obstacles, which create a maze-like domain.

For the obstacles, we distinguish two settings.

forest: A set of 300 randomly generated obstacles, each representing the trunk of a tree, modeled as a regular pentagon, in a 100m × 100m domain. Figure 6(a) shows an example.

urban: A set of 24 footprints of real buildings, representing a section of the old city center of Utrecht, spanning a 550m × 350m region. Figure 6(b) shows an example.

We carried out a number of different experiments to, firstly, investigate how the region-based model changes when the parameters ε and σ vary, and secondly, to compare the region-based model to the point-based approach.

3.1.1 Goals of the experiments We begin our experimental evaluation with an analysis of the fundamental properties of our region-based approximation scheme. For this we first study the effect of changing the parameter of the approximation, specifically ε. We expect that the true value of the error of the visibility, calculated by our method, will be significantly smaller than our theoretical upper bounds. Thus, in applications where a provable worst-case error bound is not required but
an empirical error bound suffices, the value $\varepsilon$ of the provable error bound does not need to be very small and can be adjusted accordingly. We also evaluate the dependency of the visibility on the standard deviation $\sigma$ of the distributions.

With a suitable $\varepsilon$ in place, next we want to compare the point-based and region-based approximations of the probability distributions of the imprecise points. For this we study the convergence behavior of point-based methods. We also investigate the dependency of the visibility on $\sigma$. We want to know how our method works at different levels of precision of the coordinates of our entities.

In summary, our experiments address the following questions:

1. How do the results depend on various parameters? Our parameters are
   - $\varepsilon$: the approximation quality, and
   - $\sigma$: the standard deviation of the probability distributions.

2. How does the region-based approach compare to a simple point-based approach, where we approximate the probability by sampling a large number of pairs of points from the two distributions? Particularly, we wish to know
   - whether the region-based and point-based approaches give consistent results, that is, whether they yield similar probabilities in the limit case, and
   - how many samples in the point-based approach are needed before we get a reasonably stable approximation.

3.2 Results In the first experiment we evaluated the total size $n$ of the approximation regions depending on $\varepsilon$. Figure 7 shows the guaranteed error as a function of $\varepsilon$. The plot exhibits the inverse behavior of Theorem 2.2, as expected, and shows the constants as they occur in practice.

Secondly, knowing the dependency between $n$, the size of approximation, and $\varepsilon$, we plot the computed visibility as a function of $n$ (for the forest setting presented in Figure 6(a)). We can see in Figure 8 that the visibility seems to stabilise around $\approx 0.185$. This indicates that the true error, as expected, is much lower than the theoretically guaranteed error that our method provides. More specifically, we observe that the empirical error is already less than 0.03 for $n = 26$.

Figure 10 shows how the computed visibility varies with $\sigma$ in the same forest setting. We observe that the probability of visibility grows fast while $\sigma$ is less than 2.5, and then stabilizes with a slow steady grow, which can be explained by the fact that in the particular setting of the Figure 6(a) there are a number of trees blocking the visibility between the centers of the distributions. Furthermore, we again observe that the dependency of the result on $\varepsilon$ is very low, due to the fact that the empirical error is much lower than the provable error bound.

To compare our method with the point-based method we iteratively sampled the distributions in the urban setting (Figure 6(b)). Figure 9(a) shows the probability of visibility as a function of $(n + m)^2$, which is in the order of the complexity of the partition in the dual space. Figure 9(b) shows the estimated probability of the point-based method as a function of the number of samples. Since the probability of visibility in this particular setting is very small, it takes about 20,000 samples before the point-based method even detects that the probability is non-zero. In comparison, our method estimates a non-zero probability even for the smallest complexity ($\varepsilon = 0.5; n = 44$). Furthermore, we see that the probability converges very slowly for the point-based method. Additionally, the experiments provide empirical evidence of the fact that the point-based approach not only results in a relatively slow convergence rate for the error, but also that any guarantee on the error would need to come with a considerable probability of failure. In contrast, our region-based approach produces results with error guaranteed to be smaller than the input parameter $\varepsilon$. Again the empirical error of the region-based approach is significantly lower than the guaranteed error: for $\varepsilon = 0.05$ the approach computes a probability of 0.000032, which seems to only slightly underestimate the actual probability.
4 Conclusions

In this paper we presented geometric techniques that provide a sound estimation of the probability of visibility between imprecise points amidst a group of obstacles. These techniques are based on approximating these probability distributions by sets of polygons. This type of approximation allowed us to give guarantees on how closely the computed probabilities approximate the actual probabilities. Our experiments provide evidence that these techniques provide strong bounds, and in the settings tested give better results than point-based approximation techniques.

Given that the empirically obtained error is much smaller than the analytically obtained upper bound on the error, an interesting open problem is whether we can formulate conditions under which tighter theoretical guarantees on the error can be proven. Furthermore, with the region-based approximation proven successful in the setting of visibility, we plan to investigate other geometric problems on imprecise points for which the region-based approximation of probability distributions results in faster geometric approximation algorithms.
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