HOW DO KERNEL-BASED SENSOR FUSION ALGORITHMS BEHAVE UNDER HIGH DIMENSIONAL NOISE?
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Abstract. We study the behavior of two kernel based sensor fusion algorithms, nonparametric canonical correlation analysis (NCCA) and alternating diffusion (AD), under the nonnull setting that the clean datasets collected from two sensors are modeled by a common low dimensional manifold embedded in a high dimensional Euclidean space and the datasets are corrupted by high dimensional noise. We establish the asymptotic limits and convergence rates for the eigenvalues of the associated kernel matrices assuming that the sample dimension and sample size are comparably large, where NCCA and AD are conducted using the Gaussian kernel. It turns out that both the asymptotic limits and convergence rates depend on the signal-to-noise ratio (SNR) of each sensor and selected bandwidths. On one hand, we show that if NCCA and AD are directly applied to the noisy point clouds without any sanity check, it may generate artificial information that misleads scientists' interpretation. On the other hand, we prove that if the bandwidths are selected adequately, both NCCA and AD can be made robust to high dimensional noise when the SNRs are relatively large.

1. Introduction

How to adequately quantify the system of interest by assembling available information from multiple datasets collected simultaneously from different sensors is a long lasting and commonly encountered problem in data science. This problem is commonly referred to as the sensor fusion problem [19, 20, 30, 49]. While the simplest approach to “fuse” the information is via a simple concatenation of available information from each sensor, it is not the best and most efficient approach. To achieve a better and more efficient fusion algorithm, researchers usually face several challenges. For example, the sensors might be heterogeneous, datasets from different sensors might not be properly aligned, the datasets might be high dimensional and noisy, to name but a few. Roughly speaking, researchers are interested in extracting common components (information) shared by different sensors, if there is any, where roughly speaking.

A lot of effort was invested to find a satisfactory algorithm based on various models. Historically, when we can safely assume a linear structure in the common information shared by different sensors, the most typical algorithm in handling this problem is the canonical correlation analysis (CCA) [24] and its descendants [20, 23, 25], which is a far from complete list. In the modern data analysis era, due to the advance of sensor development and growth of the complexities of problems, researchers may need to take the nonlinear structure of the datasets into account to better understand the datasets. To handle this nonlinear structure, several nonlinear sensor fusion algorithms have been developed, for example, nonparametric canonical correlation analysis (NCCA) [39], alternative diffusion (AD) [31, 45] and
its generalization [42], time coupled diffusion maps [38], multiview diffusion maps [34], etc. See [42] for a recent and more thoughtful list of available nonlinear tools and [50] for a recent review. The main idea beyond these developments is that the nonlinear structure is modeled by various nonlinear geometric structures, and the algorithms are designed to preserve and capture this nonlinear structure. Such ideas and algorithms have been successfully applied to many real world problems, like audio-visual voice activity detection [10], the study of the sequential audio-visual correspondence [9], automatic sleep stage annotation from two electroencephalogram signals [35], fetal electrocardiogram analysis [33], and IQ prediction from two fMRI paradigms [48], which is a far from complete list.

While these kernel-based sensor fusion algorithms have been developed and applied for a while, there are still several gaps toward a solid practical application and sound theoretical understanding of these tools. One important gap is understanding how the inevitable noise, particularly when the data dimension is high, impacts the kernel-based sensor fusion algorithms. For example, can we be sure if the obtained fused information is really informative, particularly when the datasets are noisy or when one sensor is broken? If the signal-to-noise ratios of two sensors are different, how does these noises impact the information captured by these kernel based sensors? To our knowledge, the developed kernel-based sensor fusion algorithms do not take care of how the noise interacts with the algorithm, and most theoretical understandings are mainly based on the nonlinear data structure without considering the impact of high dimensional noise, except a recent effort in the null case [7]. In this paper, we focus on one specific challenge among many; that is, we study how high dimensional noise impacts the spectrum of two kernel-based sensor fusion algorithms, NCCA and AD, in the non-null setup when there are two sensors.

We briefly recall the NCCA and AD algorithms. Consider two noisy point clouds, $X = \{x_i\}_{i=1}^n \subset \mathbb{R}^p_1$ and $Y = \{y_j\}_{j=1}^n \subset \mathbb{R}^p_2$. For some bandwidths $h_1, h_2 > 0$ and some fixed constant $\nu > 0$ chosen by the user, we consider two $n \times n$ affinity matrices, $W_1$ and $W_2$, defined as

$$W_1(i, j) = \exp\left(-\frac{\nu \|x_i - x_j\|^2}{h_1}\right) \quad \text{and} \quad W_2(i, j) = \exp\left(-\frac{\nu \|y_i - y_j\|^2}{h_2}\right),$$

(1)

where $i, j = 1, \ldots, n$. Here, $W_1$ and $W_2$ are related to the point clouds $X$ and $Y$ respectively. Denote the associated degree matrices $D_1$ and $D_2$, which are diagonal matrices such that

$$D_1(i, i) = \sum_{j=1}^n W_1(i, j) \quad \text{and} \quad D_2(i, i) = \sum_{j=1}^n W_2(i, j), \quad i = 1, 2, \ldots, n.$$  

(2)

Moreover, denote the transition matrices $A_1, A_2$ as

$$A_1 = D_1^{-1}W_1 \quad \text{and} \quad A_2 = D_2^{-1}W_2.$$

The NCCA and AD matrices are defined as

$$N = A_1 A_2^\top \quad \text{and} \quad A = A_1 A_2$$

(3)

respectively. Note that in the current paper, for simplicity, we focus our study on the Gaussian kernels. More general kernel functions will be our future topics. Usually, the top few eigenpairs of $N$ and $A$ are used as features of the extracted common information shared by two sensors. We shall emphasize that in general,
while $A_1$ and $A_2$ are diagonalizable, $N$ and $A$ are not. But theoretically we can obtain the top few eigenpairs without a problem under the common manifold model [42, 45] since asymptotically $N$ and $A$ both converge to self-adjoint operators. To avoid this trouble, researchers also consider singular value decomposition (SVD) of $N$ and $A$. Another important fact is that usually we are interested in the case when $X$ and $Y$ are aligned; that is, $x_i$ and $y_i$ are sampled from the same system at the same time. However, the algorithm can be applied to any two datasets of the same size, while it is not our concern in this paper.

1.1. Some related works. In this subsection, we summarize some related results. Since the NCCA and AD matrices (3) are essentially products of transition matrices, we start from summarizing the results of the affinity and transition matrices when there is only one sensor. On one hand, in the noiseless setting, the spectral properties have been widely studied, for example, [2, 11, 18, 21, 22, 44], to name but a few. In summary, under the manifold model, researchers show that the Graph Laplacian(GL) converges to the Laplace–Beltrami operator in various settings with properly chosen bandwidth. On other hand, the spectral properties have been investigated in [3, 4, 8, 13, 14, 17, 28] under the null setup. These works essentially show that when $X$ contains pure high-dimensional noise, the affinity and transition matrices are governed by a low-rank perturbed Gram matrix when the bandwidth $h_1 = p_1$. Despite rich literature above about two extreme setups, limited results are available in the intermittent, or nonnull, setup [6, 12, 15]. For example, when the signal-to-noise ratio (SNR), which will be defined precisely later, is sufficiently large, the spectral properties of GL constructed from the noisy observation are close to that constructed from the clean signal. Moreover, the bandwidth plays an important role in the nonnull setup. For a more comprehensive review and sophisticated study on the spectral properties of the affinity and transition matrices for an individual point cloud, we refer the readers to [6, Sections 1.2 and 1.3].

For the NCCA and AD matrices, on one hand, in the noiseless setting, there have been several results under the common manifold model [32, 46]. On the other hand, under the null setup that both sensors only capture high dimensional white noise, its spectral property has been studied recently [7]. Specifically, except for a few larger outliers, when $h_1 = p_1$ and $h_2 = p_2$, the edge eigenvalues of $n^2A$ or $n^2N$ converge to some deterministic limit depending on the free convolution (c.f. Definition 2.3) of two Marchenko-Pastur (MP) laws [37]. However, in the nonnull setting when both sensors are contaminated by noise, to our knowledge, there does not exist any theoretical study, particularly under the high dimensional setup.

1.2. An overview of our results. We now provide an overview of our results. The main contribution of this paper is a comprehensive study of NCCA and AD under the non-null case in the high dimensional setup. This result can be viewed as a continuation of the study under the null case [7]. We focus on the setup that the signal is modeled by a low dimensional manifold. It turns out that this problem can be recast as studying the algorithm under the commonly applied spiked model, which will be made clear later. In addition to providing a theoretical justification based on the kernel random matrix theory, we propose a method to choose the bandwidth adaptively. Moreover, peculiar and counterintuitive results will be presented when two sensors have different behavior, which emphasizes the importance of carefully applying these algorithms in practice. In Section 3, we investigate the
eigenvalues of the NCCA and AD matrices when \( h_1 = p_1 \) and \( h_2 = p_2 \), which is a common choice in the literature. The behavior of the eigenvalues varies according to both SNRs of the point clouds. When both SNRs are small, the spectral behavior of \( n^2 \mathbf{N} \) and \( n^2 \mathbf{A} \) is like that in the null case, while both the number of outliers and the convergence rates rely on SNRs; see Theorem 3.1 for details. Furthermore, if one of the sensors has large SNR and the other one has small SNR, the eigenvalues of \( n \mathbf{N} \) and \( n \mathbf{A} \) provide limited information about the signal; see Theorem 3.2 for details. We emphasize that this result warns us that if we directly apply NCCA and AD without any sanity check, it may result in a misleading conclusion. When both SNRs are larger, the eigenvalues are close to the clean NCCA and AD matrices; see Theorem 4.1 for details. To handle this issue, in Section 4, we consider bandwidths that are adaptively chosen according to the dataset. With this choice, when the SNRs are large, NCCA and AD become non-trivial and informative; that is, NCCA and AD are robust against the high dimensional noise. See Theorem 4.1 for details.

Conventions. The fundamental large parameter is \( n \) and we always assume that \( p_1 \) and \( p_2 \) are comparable to and depend on \( n \). We use \( C \) to denote a generic positive constant, and the value may change from one line to the next. Similarly, we use \( \epsilon, \tau, \delta \), etc., to denote generic small positive constants. If a constant depends on a quantity \( a \), we use \( C(a) \) or \( C_{a} \) to indicate this dependence. For two quantities \( a_n \) and \( b_n \) depending on \( n \), the notation \( a_n = O(b_n) \) means that \( |a_n| \leq C|b_n| \) for some constant \( C > 0 \), and \( a_n = o(b_n) \) means that \( |a_n| \leq c_n|b_n| \) for some positive sequence \( c_n \downarrow 0 \) as \( n \to \infty \). We also use the notations \( a_n \lesssim b_n \) if \( a_n = O(b_n) \), and \( a_n \asymp b_n \) if \( a_n = O(b_n) \) and \( b_n = O(a_n) \). For a \( n \times n \) matrix \( \mathbf{A} \), \( \| \mathbf{A} \| \) indicates the operator norm of \( \mathbf{A} \), and \( \mathbf{A} = O(a_n) \) means \( \| \mathbf{A} \| \leq C a_n \) for some constant \( C > 0 \). Finally, for a random vector \( \mathbf{u} \), we say it is sub-Gaussian if for any deterministic vector \( \mathbf{a} \), we have \( \mathbb{E}(\exp(\mathbf{a}^\top \mathbf{u})) \leq \exp(\|\mathbf{a}\|_2^2/2) \).

The paper is organized as follows. In Section 2, we introduce the mathematical setup and some background in random matrix theory. In Section 3, we state our main results for the classic choice of bandwidth. In Section 4, we state the main results for the adaptively chosen bandwidth. In Section 5, we offer the technical proofs of the main results. In Appendix 5.1, we provide and prove some preliminary results which will be used in the technical proofs.

2. Mathematical framework and background

2.1. Mathematical framework. We focus on the following model for the datasets \( \mathcal{X} \) and \( \mathcal{Y} \). Assume that the first sensor i.i.d. sample \( n \) clean signals from a sub-Gaussian vector \( \mathbf{X} : (\Omega, \mathcal{F}, \mathbb{P}) \to \mathbb{R}^{p_1} \), denoted as \( \{ \mathbf{u}_{ix} \}_{i=1}^{n} \in \mathbb{R}^{p_1} \), where \( (\Omega, \mathcal{F}, \mathbb{P}) \) is a probability space. Similarly, assume that the second sensor also i.i.d. sample clean signals from a sub-Gaussian vector \( \mathbf{Y} \), denoted as \( \{ \mathbf{u}_{iy} \}_{i=1}^{n} \in \mathbb{R}^{p_2} \). Since we focus on the distance of pairwise samples, without loss of generality, we assume that

\[
\mathbb{E} \mathbf{u}_{ix} = \mathbf{0} \quad \text{and} \quad \mathbb{E} \mathbf{u}_{iy} = \mathbf{0}.
\]
Denote $S_1 = \text{Cov}(u_{ix})$ and $S_2 = \text{Cov}(u_{iy})$, and to simplify the discussion, we assume that $S_1$ and $S_2$ admit the following spectral decomposition

$$S_k = \text{diag}\{\sigma^2_{k1}, \cdots, \sigma^2_{kd}, 0, \cdots, 0\} \in \mathbb{R}^{p_k \times p_k}, \quad k = 1, 2,$$

where $d_1$ and $d_2$ are fixed integers. We model the common information by assuming that there exists a bijection $\phi$ so that

$$X(\Omega) = \phi(Y(\Omega)) ;$$

that is, we have $u_{ix} = \phi(u_{iy})$ for any $i = 1, \ldots, n$. In practice, the clean signals \{u_{ix}\} and \{u_{iy}\} are contaminated by two sequences of i.i.d. sub-Gaussian noise \{z_i\} $\in \mathbb{R}^{p_1}$ and \{w_i\} $\in \mathbb{R}^{p_2}$, respectively, so that the data generating process follows

$$x_i = u_{ix} + z_i \quad \text{and} \quad y_i = u_{iy} + w_i ,$$

where

$$\mathbb{E}z_i = 0_{p_1}, \quad \text{Cov}(z_i) = I_{p_1}, \quad \mathbb{E}w_i = 0_{p_2}, \quad \text{Cov}(w_i) = I_{p_2} .$$

We further assume that $z_i$ and $w_i$ are independent with each other and also independent of \{u_{ix}\} and \{u_{iy}\}. We are mainly interested in the high dimensional setting; that is, $p_1$ and $p_2$ are comparably as large as $n$. More specifically, we assume that there exists some small constant $0 < \gamma < 1$ such that

$$\gamma \leq c_1 := \frac{n}{p_1} \leq \gamma^{-1} \quad \text{and} \quad \gamma \leq c_2 := \frac{n}{p_2} \leq \gamma^{-1} .$$

The SNRs in our setting are defined as \{\sigma^2_{1i}\} and \{\sigma^2_{2i}\}, respectively, so that for all $1 \leq i \leq d_1$ and $1 \leq j \leq d_2$,

$$\sigma^2_{1i} \asymp n^{\zeta_{1i}}, \quad \sigma^2_{2j} \asymp n^{\zeta_{2j}} ,$$

for some constants $\zeta_{1i}, \zeta_{2j} \geq 0$. To avoid repetitions, we summarize the assumptions as follows.

**Assumption 2.1.** Throughout the paper, we assume that (4)–(10) hold.

In view of (5), the model (7) for each sensor is related to the spiked covariance matrix models [27]. We comment that this seemingly simple model, particularly (5), includes the commonly considered nonlinear common manifold model. In the literature, the common manifold model means that two sensors sample simultaneously from one low dimensional manifold; that is, $u_{ix} = u_{iy} \in M$ and $\phi$ is an identity map, where $M$ is a low dimensional smooth and compact manifold embedded in the high dimensional Euclidean space. Since we are interested in the kernel matrices depending on pairwise distances, which is invariant to rotation, when combined with Nash’s embedding theory, the common manifold can be assumed to be supported in the first few axes of the high dimensional space, like that in (5). As a result, the common manifold model becomes a special case of the model (7). We refer readers to [6] for a detailed discussion of this relationship. A special example of the common manifold model is the widely considered linear subspace as the common component; that is, when $M = \mathbb{R}^d$ embedded in $\mathbb{R}^{p_k}$ for $k = 1, 2$. In this case, we could simply apply CCA to estimate the common component, and its behavior in the high dimensional setup has been studied in [1, 36].

We should emphasize that through the analysis of NCCA and AD under the common component model satisfying Assumption (2.1), we do not claim that we could understand the underlying manifold structure. The problem we are asking here is the nontrivial relationship between the noisy and clean affinity and transition
matrices, while the problem of exploring the manifold structure from the clean datasets [11, 18] is a different one, which is usually understood as the manifold learning problem. To study the nontrivial relationship between the noisy and clean affinity and transition matrices, it is the spiked covariance structure that we focus on, but not the possibly non-trivial φ. By establishing the nontrivial relationship between the noisy and clean affinity and transition matrices in this paper, when combined with the knowledge of manifold learning via the kernel-based manifold learning algorithm with clean datasets [31, 43, 46], we know how to explore the common manifold structure, which depends on φ, from the noisy datasets.

**Remark 2.2.** While it is not our focus in this paper, we should mention that our model includes the case that the datasets captured by two sensors are not exactly on one manifold M, but from two manifolds that are diffeomorphic to M [43]. Specifically, the first sensor samples points \( \{u_{ix}\} \) from \( \phi_1(M) \), while the second sensor simultaneously samples points \( \{u_{iy}\} \) from \( \phi_2(M) \), where \( \phi_1 \) and \( \phi_2 \) are both diffeomorphisms and \( u_{iy} = \phi_1(\phi_2^{-1}(u_{ix})) \); that is, \( \phi = \phi_1 \circ \phi_2^{-1} \) in (6). Note that in this case, \( d_1 \) might be different from \( d_2 \). Moreover, the samples from two sensors can be more general. For example, in [46], the principle bundle structure is considered to model the “nuisance”, which can be understood as the “deterministic noise”, and in [31] the metric space as the common component is considered. While it is possible to consider a more complicated one, since we are interested in studying how noise impacts NCCA and AD, in this paper we simply focus on the above model but not further elaborate this possible extension.

### 2.2. Some random matrix theory background

In this subsection, we introduce some random matrix theory background and necessary notations. Let \( Z \in \mathbb{R}^{p_1 \times n} \) be the data matrix associated with \( \{z_i\} \); that is, the i-th column \( Z \) is \( z_i \), and consider the scaled noise \( sZ \), where \( s > 0 \) stands for the standard deviation of the scaled noise. Denote the empirical spectral distribution (ESD) of \( Q = \frac{s^2}{n} Z^T Z \) as

\[
\mu_Q(x) = \frac{1}{n} \sum_{i=1}^{n} \mathbf{1}_{\{\lambda_i(Q) \leq x\}}, \ x \in \mathbb{R}.
\]

It is well-known that in the high dimensional regime (9), \( \mu_Q \) has the same asymptotic [29] as the so-called MP law [37], denoted as \( \nu_{c_1,s^2} \), satisfying

\[
\nu_{c_1,s^2}(I) = (1 - c_1)_+ \chi_I(0) + \zeta_{c_1,s^2}(I),
\]

where \( I \subset \mathbb{R} \) is a measurable set, \( \chi_I \) is the indicator function and \( (a)_+ := a \) when \( a \leq 0 \) and \( (a)_+ := a \) when \( a > 0 \),

\[
d\zeta_{c_1,s^2}(x) = \frac{1}{2\pi s^2} \frac{\sqrt{(\lambda_{+,1} - x)(x - \lambda_{-,1})}}{c_n x} dx,
\]

\( \lambda_{+,1} = (1 + s^2\sqrt{c_1})^2 \) and \( \lambda_{-,1} = (1 - s^2\sqrt{c_1})^2 \). Denote

\[
\tau_1 \equiv \tau_1(\lambda_1) := 2 \left( \frac{\lambda_1}{p_1} + 1 \right), \quad \tau_2 \equiv \tau_2(\lambda_2) := 2 \left( \frac{\lambda_2}{p_2} + 1 \right),
\]

and for \( k = 1, 2 \),

\[
\varsigma_k \equiv \varsigma_k(\tau_k) := 1 - 2\nu \exp(-\nu\tau_k) - \exp(-\nu\tau_k).
\]
For any constant $a > 0$, denote $T_a$ be the shifting operator that shifts a probability measure $\nu$ defined on $\mathbb{R}$ by $a$; that is
\[ T_a \nu(I) = \nu(I - a), \]
where $I - a$ means the shifted set. Using the notation (11), for $k = 1, 2$, denote
\[ \nu_k := T_{\alpha_k} \nu_{\alpha_k, \eta}, \]
where $\eta = 2v \exp(-2v)$.

Next, we introduce a $n$-dependent quantity of some probability measure. For a given probability measure $\mu$ and $n \in \mathbb{N}$, define $\gamma_\mu(j)$ as
\[ \int_{\gamma_\mu(j)}^{\infty} \mu(dx) = \frac{j}{n}. \]

Finally, we recall the following notion of stochastic domination [16, Chapter 6.3] that we will frequently use. Let $X = \{X^{(n)}(u) : n \in \mathbb{N}, u \in U^{(n)}\}$ and $Y = \{Y^{(n)}(u) : n \in \mathbb{N}, u \in U^{(n)}\}$ be two families of nonnegative random variables, where $U^{(n)}$ is a possibly $n$-dependent parameter set. We say that $X$ is stochastically dominated by $Y$, uniformly in the parameter $u$, if for any small $v > 0$ and large $D > 0$, there exists $n_0(v, D) \in \mathbb{N}$ so that we have $\sup_{u \in U^{(n)}} \mathbb{P}(X^{(n)}(u) > n^v Y^{(n)}(u)) \leq n^{-D}$, for a sufficiently large $n \geq n_0(v, D)$. We interchangeably use the notation $X = O_{\prec}(Y)$ or $X \prec Y$ if $X$ is stochastically dominated by $Y$, uniformly in $u$, when there is no danger of confusion. In addition, we say that an $n$-dependent event $\Omega \equiv \Omega(n)$ holds with high probability if for a $D > 1$, there exists $n_0 = n_0(D) > 0$ so that $\mathbb{P}(\Omega) \geq 1 - n^{-D}$, when $n \geq n_0$.

2.3. A brief summary of free multiplication of random matrices. In this subsection, we summarize some preliminary results about free multiplication of random matrices from [5, 26]. Given some probability measure $\mu$, its Stieltjes transform and $M$-transform are defined as
\[ m_\mu(z) = \int \frac{1}{x - z} \mu(dx) \quad \text{and} \quad M_\mu(z) = \frac{zm_\mu(z)}{1 + zm_\mu(z)}, \]
where $z \in \mathbb{C} \setminus \mathbb{R}_+$, respectively. We next introduce the subordination functions utilizing the $M$-transform [26, 47]. For any two probability measures $\mu_x$ and $\mu_y$, there exist analytic functions $\Omega_x(z)$ and $\Omega_y(z)$ satisfying
\[ zM_{\mu_x}(\Omega_y(z)) = zM_{\mu_y}(\Omega_x(z)) = \Omega_x(z)\Omega_y(z), \quad \text{for } z \in \mathbb{C} \setminus \mathbb{R}_+. \]

Armed with the subordination functions, we now introduce the free multiplicative convolution of $\mu_x$ and $\mu_y$, denoted as $\mu_x \boxtimes \mu_y$, when $\mu_x$ and $\mu_y$ are compactly supported on $\mathbb{R}_+$ but not both delta measures supported on $\{0\}$; see Definition 2.7 of [5].

**Definition 2.3.** Denote the analytic function $M$ by
\[ M(z) := M_{\mu_x}(\Omega_y(z)) = M_{\mu_y}(\Omega_x(z)). \]

Then the free multiplicative convolution $\mu_x \boxtimes \mu_y$ is defined as the unique probability measure that (19) holds for all $z \in \mathbb{C} \setminus \mathbb{R}_+$, i.e., $M(z) \equiv M_{\mu_x \boxtimes \mu_y}(z)$ is the $M$-transform of $\mu_x \boxtimes \mu_y$. Moreover, $\Omega_x$ and $\Omega_y$ are referred to as the subordination functions.
For $\nu_1$ and $\nu_2$ defined in (16), we have two sequences $a_k = \gamma_{\nu_1}(k - 1)$ and $b_k = \gamma_{\nu_2}(k - 1)$, where $1 \leq k \leq n$. Note that we have

$$\int_{a_k}^{E_{+1}} d\nu_1(x) = \frac{k - 1}{n}, \quad \int_{b_k}^{E_{+2}} d\nu_2(x) = \frac{k - 1}{n},$$

(20)

where $E_{+1}, E_{+2}$ are the right edges of $\nu_1$ and $\nu_2$, respectively. Denote two $n \times n$ positive definite matrices $\Sigma_1$ and $\Sigma_2$ as follows

$$\Sigma_1 = \text{diag}\{a_1, a_2, \cdots, a_n\}, \quad \Sigma_2 = \text{diag}\{b_1, b_2, \cdots, b_n\}.$$  

(21)

Let $U$ be an $n \times n$ Haar distributed random matrix in $O(n)$ and denote

$$H = \Sigma_2 U \Sigma_1 U^\top.$$

The following lemma summarizes the rigidity of eigenvalues of $H$.

**Lemma 2.4.** Suppose (21) holds. Then we have that

$$\sup_j |\lambda_j(H) - \gamma_{\nu_1 \nu_2}(j)| \lesssim n^{-2/3}j^{-1/3}, \quad \tilde{j} := \min\{p_1 \land n + 1 - j, j\}.$$

*Proof.* The proof follows from Theorems 2.14 and 2.20 of [5] since the Assumptions 2.2, 2.4 and 2.7 in [5] are satisfied. Especially, (iii) of Assumption 2.2 in [5] holds due to the square root behavior of the MP laws as indicated by (12). \hfill \Box

3. **Main results (I)–classic bandwidth:** $h_1 \asymp p_1, h_2 \asymp p_2$

In this section, we state our main results regarding the eigenvalues of $N$ and $A$ when $h_k \asymp p_k$, where $k = 1, 2$. For definiteness, we assume that $h_1 = p_1$ and $h_2 = p_2$. In what follows, for the ease of statements, we focus on reporting the results for $d = 1$ and hence omit the subscripts of the indices $i, j$ in (10). For the general setting with $d_1 > 1$ or $d_2 > 1$, we refer the readers to Remark 3.4 below for more details. Finally, we focus on reporting the results for the NCCA matrix $N$. The results for the AD matrix $A$ are similar. For the details of the AD matrix $A$, we refer the readers to Remark 3.5 below. Moreover, by symmetry, without loss of generality, we always assume that $\zeta_1 \geq \zeta_2$; that is, the first sensor always has a larger SNR.

3.1. **Noninformative region:** $0 \leq \zeta_2 < 1$. In this subsection, we state the results when at least one sensor contains strong noise, or equivalently has a small SNR; that is, $0 \leq \zeta_2 < 1$. In this case, the NCCA and AD will not be able to provide useful information or can only provide limited information for the underlying common manifold.

3.1.1. **When both sensors have small SNRs,** $0 \leq \zeta_2 \leq \zeta_1 < 1$. In this case, both sensors have small SNRs such that the noise dominates the signal. For some fixed integers $s_1, s_2$ satisfying

$$4 \leq s_k \leq C4^{q_k}, \quad \varphi_k := \left\lceil \frac{1}{1 - \zeta_k} \right\rceil + 1, \quad k = 1, 2,$$

(22)

where $C > 0$ is some constant, denote $T$ as

$$T := \begin{cases} 8, & 0 \leq \zeta_2 \leq \zeta_1 < 0.5, \\ s_1 + 8, & 0 \leq \zeta_2 < 0.5 \leq \zeta_1 < 1, \\ s_1 + s_2 + 8, & 0.5 \leq \zeta_2 \leq \zeta_1 < 1. \end{cases}$$

(23)
Moreover, define $e_k < 0$, $k = 1, 2$, as
\[ e_k := (\zeta_k - 1) \left( \frac{1}{1 - \zeta_k} + 1 \right) + 1. \quad (24) \]

**Theorem 3.1.** Suppose Assumption 2.1 holds with \( 0 \leq \zeta_2 \leq \zeta_1 < 1 \), \( h_1 = p_1 \), \( h_2 = p_2 \) and \( d_1 = d_2 = 1 \). Moreover, we assume that
\[ z_i \overset{i.i.d.}{\sim} N(0, I_{p_1}), \; w_i \overset{i.i.d.}{\sim} N(0, I_{p_1}), \quad (25) \]
and there exists some constant \( \tau > 0 \) such that
\[ |c_k - 1| \geq \tau, \; k = 1, 2. \quad (26) \]
Then, when \( n \) is sufficiently large, we have for \( i > T \) in (23),
\[ |\lambda_i(n^2N) - \exp(4\nu)\gamma_{n, E_{uv_2}}(j)| = O_\prec \left( \max \left\{ n^{\frac{k_2}{2}}, n^{\frac{k_1}{2}} \right\} \right), \quad (27) \]
where \( e_1 \) is defined in (24).

Intuitively, in this region we cannot obtain any information about the signal, since asymptotically the noise dominates the signal. In practice, the datasets might fall in this region when both sensors are corrupted or the environment noise is too strong. This intuition is confirmed by Theorem 3.1. As discussed in [6, 13], when the noise dominates the signal, the outlier eigenvalues are mainly from the kernel function expansion or the Gram matrix and hence are not useful to study the underlying manifold structure. The number of these outlier eigenvalues depend on the SNR as can be seen in (23), which can be figured out from the kernel function expansion.

We should point out that (25) and (26) are mainly technical assumptions and commonly used in the random matrix theory literature. They guarantee that the individual bulk eigenvalues of \( N \) can be characterized by the quantiles of free multiplicative convolution. Specifically, (26) ensures that the Gram matrices are bounded from below and (25) has been used in [7] to ensure that the eigenvectors of the Gram matrix are Haar distributed. As is discussed in [7], while it is widely accepted that the eigenvectors of the Gram matrix from i.i.d. sub-Gaussian random vectors are Haar distributed, we cannot find a proof. Since the proof of this Theorem depends on the results in [7], we impose the same condition. The assumption (25) can be removed when we can show that the eigenvectors of the Gram matrix from i.i.d. sub-Gaussian random vectors are Haar distributed. Since this is not the focus of the current paper, we will pursue this direction in future works.

Finally, we mention that Theorem 3.1 holds for more general kernel function beyond the Gaussian kernel. For example, as discussed in [6, Remark 2.4], we can choose a general kernel function which is decreasing, \( C^3 \) and \( f(2) > 0 \).

### 3.1.2. When one sensor has a small SNR, \( 0 \leq \zeta_2 < 1 \leq \zeta_1 < \infty \).

In Theorem 3.2 below, we consider that \( 0 \leq \zeta_2 < 1 \leq \zeta_1 < \infty \), i.e., one of the sensors has a large SNR whereas the other is dominated by the noise. We prepare some notations here. Let \( W_{1,s} \) and \( W_{2,s} \) be the affinity matrices associated with \( \{u_{ix}\} \) and \( \{u_{iy}\} \) respectively, where the subscript \( s \) stands for the short-hand notation for the signal. In other words, \( W_{1,s} \) and \( W_{2,s} \) are constructed from the clean signal. In general, since \( h_1 \) may be different from \( h_2 \), \( W_{1,s} \) and \( W_{2,s} \) might be different. Denote
\[ \tilde{W}_{1,s} = \exp(-2\nu)W_{1,s} + (1 - \exp(-2\nu))I. \quad (28) \]
Analogously, we denote the associated degree matrix and transition matrix as $\tilde{D}_{1,s}$ and $\tilde{A}_{1,s}$ respectively, that is,

$$\tilde{A}_{1,s} = \tilde{D}_{1,s}^{-1}\tilde{W}_{1,s}. \quad (29)$$

Define $\tilde{W}_{2,s}$ and $\tilde{A}_{2,s}$ similarly. Note that from the random walk perspective, $\tilde{A}_{1,s}$ (and $\tilde{A}_{2,s}$ as well) describe a lazy random walk on the clean dataset. We further introduce some other $n \times n$ matrices,

$$W_{1,c}(i, j) = \exp\left(-2\nu \frac{(u_{ix} - u_{jx})^\top(z_i - z_j)}{p_1}\right) \quad \text{and} \quad \tilde{W}_{1,c} := \tilde{W}_{1,s} \circ W_{1,c}. \quad (30)$$

We then define the associate degree matrix and transition matrix as $\tilde{D}_{1,c}$ and $\tilde{A}_{1,c}$, respectively; that is,

$$\tilde{A}_{1,c} = \tilde{D}_{1,c}^{-1}\tilde{W}_{1,c}. \quad (31)$$

$\tilde{W}_{1,c}$ and $\tilde{A}_{1,c}$ will be used when $\zeta_1$ is too large ($\zeta_1 \geq 2$) so that the bandwidth $h_1 = p_1$ is insufficient to capture the relationship between two different samples.

With the above notations and (14), denote

$$\tilde{N} := \begin{cases} 
(\exp(2\nu)\tilde{A}_{1,s} \begin{pmatrix} s_2 I + 2\nu \frac{\exp(-u_{1z})}{p_2} W^\top W \end{pmatrix}), & 1 \leq \zeta_1 < 2; \\
(\exp(2\nu)\tilde{A}_{1,c} \begin{pmatrix} s_2 I + 2\nu \frac{\exp(-u_{1z})}{p_2} W^\top W \end{pmatrix}), & \zeta_1 \geq 2.
\end{cases} \quad (32)$$

Using $s_2$ defined in (22), denote

$$\mathcal{S} := \begin{cases} 
4, & 0 \leq \zeta_2 < 0.5, \\
s_2 + 4, & 0.5 \leq \zeta_2 < 1.
\end{cases} \quad (33)$$

**Theorem 3.2.** Suppose Assumption 2.1 holds with $0 \leq \zeta_2 < 1 \leq \zeta_1 < \infty$, $h_1 = p_1$, $h_2 = p_2$ and $d_1 = d_2 = 1$. Then we have that for $i \in \mathcal{S}$,

$$\left| \lambda_i(n\tilde{N}) - \lambda_i(\tilde{N}) \right| = O_{\infty}\left(\max\left\{ n^{s_2}, n^{\frac{\zeta_2 - 1}{2}} \right\} \right), \quad (34)$$

where $e_2$ is defined in (24) and $\tilde{N}$ is defined in (32). Furthermore, when $\zeta_1$ is larger in the sense that for any given small constant $\delta \in (0, 1)$,

$$\zeta_1 > \frac{2}{\delta} + 1, \quad \text{then with probability at least } 1 - O\left(n^{-1 - \delta(\zeta_1 - 1)/2}\right), \text{ for some sufficiently small constant } \epsilon > 0 \text{ and some constant } C > 0 \text{ and all } i \in \mathcal{S}, \text{ we have}$$

$$\left| \lambda_i(n\tilde{N}) - \exp(2\nu)\gamma_{\nu_2}(i) \right| \leq C \max\{n^{-1/2 + \epsilon}, n^{s_2}, n^{\frac{\zeta_2 - 1}{2}}\}. \quad (35)$$

This is a potentially confusing region. In practice, it captures the situation when one sensor is corrupted so that the signal part becomes weak. Since we still have one sensor available with a strong SNR, it is expected that we could still obtain something useful. However, it is shown in Theorem 3.2 that the corrupted sensor unfortunately contaminates the overall performance of the sensor fusion algorithm. Note that since the first sensor has a large SNR, the noisy transition matrix $A_1$ is close to the transition matrix $\tilde{A}_{1,s}$, which only depends on the signal part when $1 \leq \zeta_1 < 2$, and the transition $A_{1,c}$ which is a mixture of the signal and noise when $\zeta_1 \geq 2$. This fact has been shown in [6]. However, for the second sensor, due to the strong noise, $A_2$ will be close to a perturbed Gram matrix that mainly comes from the high dimensional noise. Consequently, as illustrated in (33), the NCCA matrix
will be close to \( \tilde{\mathbf{N}} \) which is a product matrix of the clean transition matrix and the shifted Gram matrix. Clearly, the clean transition matrix is contaminated by the shifted Gram matrix, which does not contain any information about the signal. This limits the information we can obtain.

In the extreme case when \( \zeta_1 \) is larger in the sense of (34), the chosen bandwidth \( h_1 = p_1 \) is too small compared with the signal so that the transition matrix \( \mathbf{A}_1 \) will be close to the identity matrix. Consequently, as in (35), the NCCA matrix will be mainly characterized by the perturbed Gram matrix whose limiting ESD follows the MP law \( \nu_2 \) with proper scaling.

We should however emphasize that as has been elaborated in [6], when the SNR is large, particularly when \( \zeta_1 > 2 \), we should consider a different bandwidth, particularly the bandwidth determined by the percentile of pairwise distance that is commonly considered in practice. It is thus natural to ask if the bandwidth \( h_1 \) is chosen “properly”, would we obtain useful information eventually. We will answer this question in the later section.

### 3.2. Informative region: \( \zeta_2 \geq 1 \)

In this subsection, we state the results when both of the sensors have large SNR (\( \zeta_2 \geq 1 \)). Recall (29), (30) and denote \( \bar{\mathbf{A}}_{2,s}, \bar{\mathbf{A}}_{2,c} \) analogously for the point cloud \( \mathcal{Y} \). For some constant \( C > 0 \), denote

\[
R := \begin{cases} 
C \log n, & \zeta_2 = 1 \\
C n^{\zeta_2 - 1}, & 1 < \zeta_2 < 2.
\end{cases}
\]  

#### Theorem 3.3.
Suppose Assumption 2.1 holds with \( 1 \leq \zeta_2 \leq \zeta_1 < \infty \), \( h_1 = p_1 \), \( h_2 = p_2 \) and \( d_1 = d_2 = 1 \). Then we have that:

1. When \( 1 \leq \zeta_2 \leq \zeta_1 < 2 \), we have
   \[
   \| \mathbf{N} - \bar{\mathbf{A}}_{1,s} \bar{\mathbf{A}}_{2,s}^\top \| < n^{-1/2}.
   \]  
   Additionally, for \( i > R \), we have
   \[
   \lambda_i(\bar{\mathbf{A}}_{1,s} \bar{\mathbf{A}}_{2,s}^\top) < n^{(\zeta_2 - 3)/2}.
   \]

2. When \( 1 \leq \zeta_2 < 2 \leq \zeta_1 < \infty \), we have that (38) holds true and
   \[
   \| \mathbf{N} - \bar{\mathbf{A}}_{1,c} \bar{\mathbf{A}}_{2,s}^\top \| < n^{-1/2}.
   \]  
   Moreover, when \( \zeta_1 \) is larger in the sense of (34), we have that with probability at least \( 1 - O\left(n^{1-\delta(\zeta_1-1)/2}\right) \), for some sufficiently small \( \epsilon > 0 \) and some constant \( C > 0 \)
   \[
   \| \mathbf{N} - \bar{\mathbf{A}}_{2,s} \| \leq C \left(n^{-1/2+\epsilon} + n \exp(-v(\sigma_1^2/n)^{1-\delta})\right).
   \]

3. When \( \zeta_1 \geq \zeta_2 \geq 2 \), we have that
   \[
   \| \mathbf{N} - \bar{\mathbf{A}}_{1,s} \bar{\mathbf{A}}_{2,c}^\top \| < n^{-3/2} + n^{-\zeta_2/2}.
   \]  
   Moreover, if \( \zeta_2 \) is larger in the sense of (34), we have that with probability at least \( 1 - O\left(n^{1-\delta(\min(\zeta_1,\zeta_2)-1)/2}\right) \), for some constant \( C > 0 \),
   \[
   \| \mathbf{N} - \mathbf{I} \| \leq C n \left(\exp(-v(\sigma_1^2/n)^{1-\delta}) + \exp(-v(\sigma_2^2/n)^{1-\delta})\right).
   \]  

Theorem 3.3 shows that when \( h_k = p_k \), where \( k = 1, 2 \), and both SNRs are large, the NCCA matrix from the noisy dataset could be well approximated by that from the clean dataset of the common manifold. The main reason has been elaborated in
when we have only one sensor. In the two sensors case, combining (37) and (38), we see that except the first R eigenvalues, the remaining eigenvalues are negligible and not informative. Moreover, (2) and (3) reveal important information about the bandwidth; that is, if the bandwidth choice is improper, like \( h_1 = p_1 \) and \( h_2 = p_2 \), the result could be misleading in general. For instance, when \( \zeta_1 \) and \( \zeta_2 \) are large, ideally we should have a “very clean” dataset and we shall expect to obtain useful information about the signal. However, this result says that we cannot obtain any useful information from NCCA; particularly, see (42). This however is intuitively true, since when the bandwidth is too small, the relationship of two distinct points cannot be captured by the kernel; that is, when \( i \neq j \), \( \exp(-\| x_i - x_j \|^2/p_i) \approx 0 \) with high probability (see proof below for a precise statement of this argument). This problem can be fixed if we choose a proper bandwidth. In Section 4, we will state the corresponding results when the bandwidths are selected properly, in which case this counterintuitive result is eliminated.

Remark 3.4. In the above theorems, we focus on reporting the results for the case \( d_1 = d_2 = 1 \) in (5). In this remark, we discuss how to generalize the results to the setting when \( d_1 > 1 \) or \( d_2 > 1 \). First, when \( 0 \leq \sigma_1^2, \sigma_2^2 < 1 \), \( 1 \leq i \leq d_1, 1 \leq j \leq d_2 \), Theorem 3.1 still holds after minor modification, for example, \( \delta_k \) in (22) should be replaced by \( \sum_{i=1}^{d_k} \delta_{ki} \), \( \delta_{ki} := \left[ \frac{1}{\sqrt{1-\zeta_k}} \right] + 1 \) and the error bound in (27) should be replaced by

\[
\max \left\{ \max_i \{ n^{\frac{\zeta_k-1}{2}} \}, \max_j \{ n^{e_{2j}} \} \right\},
\]

where \( e_{2j} \)'s are defined similarly as in (24). Similar arguments apply for Theorem 3.2. Second, when \( \zeta_{1i}, \zeta_{1j} \geq 1 \), where \( 1 \leq i \leq d_1, 1 \leq j \leq d_2 \), Theorem 3.3 holds by setting \( \zeta_k := \max_j \{ \zeta_{kj} \}, k = 1, 2 \). Finally, suppose that there exist some integers \( r_k < d_k, k = 1, 2 \), such that

\[
\zeta_{k1} \geq \zeta_{k2} \geq \cdots \geq \zeta_{k,r_k} \geq 1 > \zeta_{k,r_k+1} \geq \cdots \zeta_{k,d_k} \geq 0.
\]

Then we have that Theorem 3.3 still holds by setting \( \zeta_k := \zeta_{k1}, k = 1, 2 \), and the affinity and transition matrices in (29) should be defined using the signal part with large SNRs. For example, \( W_{1,s} \) should be defined via

\[
W_{1,s}(i,j) = \exp \left( -\frac{\| \bar{u}_{ix} - \bar{u}_{jx} \|^2}{h_1} \right), \quad \bar{u}_{ix} = (u_{ix}(1), \ldots, u_{ix}(r_1), 0, \ldots, 0).
\]

The detailed statements and proofs are similar to the setting \( d_1 = d_2 = 1 \) except for extra notational complicatedness. Since this is not the main focus of the current paper, we omit details here.

Remark 3.5. Throughout the paper, we focus on reporting the results of the NCCA matrix. However, our results can also be applied to the AD matrix with a minor modification based on their definitions in (3). Specifically, Theorem 3.1 holds for \( n^2A \), Theorem 3.2 holds for \( nA \) and Theorem 3.3 holds for \( A \) by replacing \( \tilde{A}_{1,s} \tilde{A}_{2,s}^\top \) with \( \tilde{A}_{1,s} \tilde{A}_{2,s} \tilde{A}_{1,c}, \tilde{A}_{1,e} \tilde{A}_{2,c}^\top \) with \( \tilde{A}_{1,c} \tilde{A}_{2,s} \) and \( \tilde{A}_{1,e} \tilde{A}_{2,c}^\top \) with \( \tilde{A}_{1,c} \tilde{A}_{2,c} \). Since the proof is similar, we omit details.

4. Main results (II)—Adaptive choice of bandwidth

As discussed after Theorem 3.3, when the SNRs are large, the bandwidth choice \( h_k = p_k \) for \( k = 1, 2 \) is improper. One solution to this trouble has been discussed
in [6] when we have one sensor; that is, the bandwidth is decided by the percentile of all pairwise distances. It is thus natural to hypothesize that the same solution would hold for the kernel sensor fusion approach. As in Section 3, we focus on the case $d_1 = d_2 = 1$, and the discussion for the general setting is similar to that of Remark 3.4. As before, we also assume that $\zeta_1 \geq \zeta_2$. Also, we focus on reporting the results of the NCCA matrix. The discussion for the AD matrix is similar to that of Remark 3.5.

We first recall the adaptive bandwidth selection approach [6] motivated by the empirical approach commonly used in daily practice. Let $\nu_{\text{dist},1}$ and $\nu_{\text{dist},2}$ be the empirical distributions of pairwise distances $\{\|x_i - x_j\|_{i \neq j}$ and $\{\|y_i - y_j\|_{i \neq j}$ respectively. Then we choose the bandwidths $h_1 > 0$ and $h_2 > 0$ by

$$\int_0^{h_1} d\nu_{\text{dist},1} = \omega_1 \quad \text{and} \quad \int_0^{h_2} d\nu_{\text{dist},2} = \omega_2, \quad (43)$$

where $0 < \omega_1 < 1$ and $0 < \omega_2 < 1$ are fixed constants chosen by the user. Define $\tilde{A}_{1,s}$ in the same way as that in (45), $\tilde{N}$ as that in (48), and $A_{1,s}$ as that in (46) using (43). Similarly, we can define the counterparts for the point cloud $\mathcal{Y}$.

Recall that $W_{1,s}$ and $W_{2,s}$ are the affinity matrices associated with $\{u_{ix}\}$ and $\{u_{iy}\}$. With a little bit abuse of notation, for $k = 1, 2$, we denote

$$W_{k,s} = \exp\left(-\nu_{\text{dist}} \frac{2p_k}{h_k}\right) W_{k,s} + \left(1 - \exp\left(-\nu_{\text{dist}} \frac{2p_k}{h_k}\right)\right) I, \quad (44)$$

where $W_{k,s}$ are constructed using the adaptively selected bandwidth $h_k$. Clearly, $W_{k,s}$ and $\tilde{W}_{k,s}$ differ by an isotropic spectral shift, and when $\zeta_k > 1$, asymptotically $W_{k,s}$ and $\tilde{W}_{k,s}$ are the same. Note that compared to (28), the difference is that we use the modified bandwidth in (44). This difference is significant, particularly when $\zeta_k$ is large. Indeed, when $\zeta_k$ is large, $W_{k,s}$ defined in (28) is close to an identity matrix, while $W_{k,s}$ defined in (44) encodes information of the signal. Specifically, asymptotically we can show that $W_{k,s}$ defined in (44) converges to an integral operator defined on the manifold, whose spectral structure is commonly used in manifold learning society to study the signal. See [6] for more discussion. We then define

$$\tilde{A}_{k,s} = \tilde{D}_{k,s}^{-1} \tilde{W}_{k,s}, \quad (45)$$

$$A_{k,s} = D_{k,s}^{-1} W_{k,s}, \quad (46)$$

where $k = 1, 2$. Compared to (45), (46) does not contain the scaling and shift of the signal parts. Moreover, denote

$$s_{k,h} \equiv s_{k,h}(\tau_k, h_k) := 1 - \frac{2
u_{\text{dist}}}{h_k} \exp\left(-\nu_{\text{dist}} \frac{\tau_k p_k}{h_k}\right) - \exp\left(-\nu_{\text{dist}} \frac{\tau_k p_k}{h_k}\right), \quad k = 1, 2. \quad (47)$$

**Theorem 4.1.** Suppose Assumption 2.1 holds with the adaptively chosen bandwidths $h_1, h_2$ and $d_1 = d_2 = 1$. Recall (15), (11) and (47). Then we have that:

1. $0 \leq \zeta_2 < 1$ (at least one sensor has a low SNR). When $0 \leq \zeta_1 < 1$ as well, Theorem 3.1 holds under the assumption of (25) and (26) by replacing $\tilde{\nu}_k, k = 1, 2,$ with

\[
\tilde{\nu}_k := T_{\text{dist},1, \nu_{\text{dist},1}, \eta_k}, \quad \text{where} \quad \eta_k = \frac{2p_k \nu_{\text{dist}}(-2p_k \nu_{\text{dist}}/h_k)}{h_k}
\]
and \( \exp(4v) \) with \( \exp(4v_1p_2/(h_1h_2)) \) in (27). When \( \zeta_1 \geq 1 \), Theorem 3.2 holds by replacing \( N \) by \( \tilde{N} \) in (33), where

\[
\tilde{N}_1 := \begin{cases}
\exp \left( \frac{2\nu_1}{h_2} \right) \tilde{A}_{1,s} \left( \mathbb{I} + \frac{2v_1 \exp(-vp_2\tau_2/h_2)}{h_2} \mathbf{W} \mathbf{W}^\top \right), & 1 \leq \zeta_1 < 2; \\
\exp \left( \frac{2\nu_2}{h_2} \right) \tilde{A}_{1,s} \left( \mathbb{I} + \frac{2v_2 \exp(-vp_2\tau_2/h_2)}{h_2} \mathbf{W} \mathbf{W}^\top \right), & \zeta \geq 2.
\end{cases}
\]

and when \( \zeta_1 \) is large in the sense of (34), (35) holds replacing \( \nu_2 \) with \( \tilde{\nu}_2 \) and \( \exp(2v) \) with \( \exp(2p_2v/h_2) \).

(2). \( \zeta_2 \geq 1 \) (both sensors have high SNRs). In this case, we have that

\[
\left\| N - \tilde{A}_{1,s} \tilde{A}_{2,s}^\top \right\| < n^{-1/2}.
\]

Moreover, for some constant \( C > 0 \) and \( i \geq C \log n \), we have

\[
\lambda_i(\tilde{A}_{1,s} \tilde{A}_{2,s}^\top) < n^{-1}.
\]

Finally, when \( \zeta_2 > 1 \), we have that

\[
\left\| N - A_{1,s} A_{2,s}^\top \right\| < n^{-1/2} + n^{1-\zeta_2}.
\]

Theorem 4.1 (1) states that if both sensors have low SNRs, the NCCA matrix has a similar spectral behavior as that in Theorem 3.1; that is, when the SNRs are small, due to the noise impact, even if there exists signal, we may not obtain useful result. The reason is that we still have \( h_k \approx p_k \) for \( k = 1, 2 \) with high probability (see (100)), so the bandwidth choice does not influence the conclusion. Especially, most of the eigenvalues of \( A \) are governed by the free multiplication convolutions of two MP type laws, which are essentially the limiting empirical spectral distributions of Gram matrices only containing white noise.

On the other hand, when the signals are stronger; that is, \( \zeta_1, \zeta_2 \geq 1 \), we are able to approximate the associated clean NCCA matrix of the underlying clean common component, as is detailed in Theorem 4.1 (2). This result can be interpreted as that NCCA is robust to the noise. Especially, when \( \zeta_1, \zeta_2 > 1 \), we see that \( \tilde{A}_{1,s} \) and \( \tilde{A}_{2,s} \) come from the clean dataset directly. Finally, we point out that compared to (36), except the top \( C \log n \) eigenvalues for some constant \( C > 0 \), the remaining eigenvalues are not information. When \( \zeta_1, \zeta_2 \geq 2 \), the NCCA matrix is always informative compared to (2) and (3) of Theorem 3.3. As a result, when combined with the existing theory about AD [31, 45], the first few eigenpairs of NCCA and AD capture the geometry of the common manifold under the manifold setup.

Theorem 4.1 (1) also describes the behavior of NCCA when one sensor has a high SNR while the other one has a low SNR, which is the most interesting and counterintuitive case. In this case, even if the bandwidths of both sensors are generated according to (43), the NCCA matrix still encodes limited information about the signal, like that stated in Theorem 3.2. Indeed, the NCCA matrix is close to a product matrix which is a mixture of signal and noise, shown in (48). While \( \tilde{A}_{1,s} \) contains information about the signal, it is contaminated by \( \mathbb{I} + \frac{2v_1 \exp(-vp_2\tau_2/h_2)}{h_2} \mathbf{W} \mathbf{W}^\top \) via production, which comes from the noise dominant dataset collected from the other sensor. Since the spectral behavior of \( \mathbb{I} + \frac{2v_2 \exp(-vp_2\tau_2/h_2)}{h_2} \mathbf{W} \mathbf{W}^\top \) follows the shifted and scaled MP law, overall we obtain limited information about the signal if we apply the kernel-based sensor fusion algorithm. In this case, it is better to simply consider the dataset with a high SNR. Based on the above discussion and practical experience, we would like to mention a potential danger if we directly
apply NCCA (or AD) without confirming the signal quality. This result warns us that if we directly apply AD without any sanity check, it may result in a misleading conclusion, or give us lower quality information. Therefore, before applying NCCA and AD, it is suggested to carry out the common practice by detecting the existence of signals in each of the sensors.

For the choices of the constants $\omega_1$ and $\omega_2$, we comment that in practice, usually researchers choose $\omega_k = 0.25$ or $0.5$ [42]. In [6], we propose an algorithm to adaptively choose the values of them. The main idea behind is that the algorithm seeks for a bandwidth so that the affinity matrix has the most number of outlier eigenvalues. We refer the readers to [6, Section 3.2] for more details.

Last but not the least, we point out that our results can be potentially used to detect the common components. Usually, researchers count on the background knowledge to decide if common information exists. For example, it is not surprising that two electroencephalogram channels share the same brain activity. However, while physiologically the brain and heart share common information [41], it is less clear if the electroencephalogram and the electrocardiogram share anything in common, and what is the common information. Answering this complicated question may need a lot of scientific work, but the first step toward it is a powerful tool to confirm if two sensors share the same information, in addition to checking if the signal quality is sufficient. Since this is not the focus of the current paper, we will address this issue in the future work.

5. Proof of main theorems

We now provide proofs of the main theoretical results in Sections 3 and 4. We start from collecting some technical lemmas needed in the proof.

5.1. Some technical lemmas. The following lemma provides some deterministic inequalities for the products of matrices.

Lemma 5.1. (1) Suppose that $L$ is a real symmetric matrix with nonnegative entries and $E$ is another real symmetric matrix. Then we have that

$$\sigma_1(L \circ E) \leq \max_{i,j} |E(i,j)| \sigma_1(L),$$

where $L \circ E$ is the Hadamard product and $\sigma_1(L)$ stands for the largest singular value of $L$.

(2) Suppose $A$ and $B$ are two $n \times n$ positive definite matrices. Then for all $1 \leq k \leq n$, we have that

$$\lambda_k(A)\lambda_n(B) \leq \lambda_k(AB) \leq \lambda_k(A)\lambda_1(B).$$

Proof. For (1), see [13, Lemma A.5]. (2) follows from Courant-Fischer-Weyl’s min-max principle via

$$\lambda_k(AB) = \lambda_k(\sqrt{B}A\sqrt{B}) = \min_{\dim(F) = k} \left( \max_{x \in F \setminus \{0\}} \frac{(\sqrt{B}A\sqrt{B}x, x)}{(x, x)} \right)$$

$$= \min_{\dim(F) = k} \left( \max_{x \in F \setminus \{0\}} \frac{(A\sqrt{B}x, \sqrt{B}x)}{(\sqrt{B}x, \sqrt{B}x)} \right).$$

□
The following Lemma 5.2 collects some concentration inequalities.

**Lemma 5.2.** Suppose Assumption 2.1 holds with \( d_1 = d_2 = 1 \). Moreover, we assume that \( 0 \leq \zeta_1, \zeta_2 < 1 \) in (10). Then we have that

\[
\frac{1}{p_1} |x_i^\top x_j| < \frac{\sigma_1^2}{n} + \frac{1}{\sqrt{n}}, \quad \frac{1}{p_2} |y_i^\top y_j| < \frac{\sigma_2^2}{n} + \frac{1}{\sqrt{n}},
\]

and

\[
\frac{1}{p_1} \|x_i\|^2 - \left(1 + \frac{\sigma_1^2}{p_1}\right)^2 \leq \frac{\sigma_1^2}{n} + \frac{1}{\sqrt{n}}, \quad \frac{1}{p_2} \|y_i\|^2 - \left(1 + \frac{\sigma_2^2}{p_2}\right)^2 \leq \frac{\sigma_2^2}{n} + \frac{1}{\sqrt{n}}.
\]

**Proof.** See Lemma A.2 of [6].

In the following lemma, we prove some results regarding the concentration of the affinity matrices when \( 0 \leq \zeta_1 < 1 \) and \( 0 \leq \zeta_2 < 1 \).

**Lemma 5.3.** Follow the notations (67)–(69). Recall (22) for \( d_1 = d_2 = 1 \). For \( f(x) = \exp(-wx) \), we denote \( \text{Sh}_d \) and \( \text{Sh}_a \) such that

\[
\text{Sh}_d(i, j) := \frac{\delta^{(k)}(\tau_i)\mathbf{L}_x(i, j)^k}{k!}, \quad \text{Sh}_a(i, j) := \frac{\delta^{(k)}(\tau_i)\mathbf{L}_a(i, j)^k}{k!},
\]

where \( \mathbf{L}_x = \mathbf{O}_x - \mathbf{P}_x \), and \( \mathbf{O}_x \) and \( \mathbf{P}_x \) are defined as

\[
\mathbf{O}_x(i, j) = (1 - \delta_{ij})(\phi_i + \phi_j), \quad \mathbf{P}_x(i, j) = (1 - \delta_{ij})\frac{x_i^\top x_j}{p_1}.
\]

Denote

\[
\mathbf{K}_1 = \begin{cases} 
-2f'(\tau_i)p_1^{-1}\mathbf{X}^\top \mathbf{X} + \zeta_i\mathbf{I}_n + \text{Sh}_{10}(\tau_i) + \text{Sh}_{11}(\tau) + \text{Sh}_{12}(\tau), & 0 \leq \alpha_1 < 0.5 \\
-2f'(\tau_i)p_1^{-1}\mathbf{X}^\top \mathbf{X} + \zeta_i\mathbf{I}_n + \text{Sh}_{10}(\tau_i) + \text{Sh}_{11}(\tau) + \text{Sh}_{12}(\tau) + \text{Sh}_d, & 0.5 \leq \alpha_1 < 1.0
\end{cases}
\]

Recall (24). Then, when \( 0 \leq \zeta_1 < 1 \) and \( h_1 = p_1 \), we have

\[
\mathbf{W}_1 = \mathbf{K}_1 + \mathbf{O}_\prec(n^{\alpha_1} + n^{-1/2}).
\]

Moreover, we have

\[
\mathbf{A}_1 = \frac{1}{nf'(\tau_i)}\mathbf{K}_1 + \mathbf{O}_\prec(n^{\alpha_1} + n^{-1/2}).
\]

Finally, for \( s_1 \) in (22), we have

\[
\text{rank}(\text{Sh}_d) \leq s_1.
\]

Similar results hold for \( \mathbf{A}_2 \) and \( \mathbf{W}_2 \) using \( \tilde{\phi}_k, 1 \leq k \leq n, \text{Sh}_d \) and \( \text{Sh}_{2i}, i = 0, 1, 2. \)

**Proof.** First, (56) has been proved in [6] using the entry-wise Taylor expansion and the Gershgorin circle theorem; see the proof of Theorems 2.3 and 2.5 of [6]. Second, (58) has been proved in the proof of Theorem 2.5 of [6]. Third, we prove (57). By Lemma 5.2 and a discussion similar to [7, Lemma IV.5], when \( 0 \leq \zeta_1 < 1 \) and \( 0 \leq \zeta_2 < 1 \)

\[
\left\| (n\mathbf{D}_1)^{-1} - \frac{1}{f(\tau_i)} \mathbf{I} \right\| < n^{\alpha_1} + n^{-1/2}, \quad \left\| (n\mathbf{D}_2)^{-1} - \frac{1}{f(\tau_i)} \mathbf{I} \right\| < n^{\alpha_2} + n^{-1/2}.
\]
Consequently,
\[
\left\| nA_1 - \frac{1}{f(\tau_1)}K_1 \right\| \leq \left\| (nD_1)^{-1}W_1 - \frac{1}{f(\tau_1)}W_1 \right\| + \frac{1}{f(\tau_1)} \| W_1 - K_1 \|
\]
\[\prec (n^{\delta_1} + n^{-1/2})(\| W_1 \| + 1),\]
where we used the fact that \( \tau_1 < \infty \). Since \( \max_{i,j} |W_1(i,j)| \prec 1 \), by the Gershgorin circle theorem, we conclude that \( \| W_1 \| \prec n \). This concludes our proof. \( \square \)

In the following lemma, we collect the results regarding the affinity matrices when \( \zeta_1 \geq 1 \) and \( \zeta_2 \geq 1 \). Recall \( \tilde{A}_{1,s} \) defined via (29).

**Lemma 5.4.** Suppose Assumption 2.1 holds with \( d_1 = d_2 = 1 \), \( \zeta_1, \zeta_2 \geq 1 \). For some constant \( C > 0 \), denote
\[
T_1 := \begin{cases} 
C \log n, & \zeta_1 = 1; \\
C n^{\zeta_1-1}, & 1 < \zeta_2 < 2.
\end{cases}
\] (60)

Then we have:
(1). When \( h_1 = p_1 \), if \( 1 \leq \zeta_1 < 2 \),
\[
\| A_1 - \tilde{A}_{1,s} \| \prec n^{-1/2}.
\] (61)
Moreover, moreover, we have that for \( i > T_1 \) in (60),
\[
\lambda_i(\tilde{A}_{1,s}) \prec n^{(\zeta_1 - 3)/2}.
\] (62)

On the other hand, when \( \zeta_1 \geq 2 \), we have that
\[
\| A_1 - I \| \leq C n \exp\left( -vn^{(\zeta_1-1)(1-\delta)} \right).
\] (63)

(2). When \( h_1 \) is chosen according to (43), we have that
\[
\| A_1 - \tilde{A}_{1,s} \| \prec n^{-1/2}.
\] (64)
Moreover, we have that for \( i > C \log n \) for some constant \( C > 0 \),
\[
\lambda_i(\tilde{A}_{1,s}) \prec n^{-1}.
\] (65)

Recall (46). Finally, when \( \zeta_1 > 1 \), we have that
\[
\| A_1 - A_{1,s} \| \prec n^{-1/2} + n^{1-\zeta_1}.
\] (66)

Similar results hold for \( A_2 \).

**Proof.** See Corollary 2.11 and Theorem 3.1 of [6]. \( \square \)

Finally, we record the results for the rigidity of eigenvalues of non-spiked Gram matrix. Denote the non-spiked Gram matrix as \( S \), where
\[
S := \frac{1}{p_1} Z^T Z,
\]
and its eigenvalues as \( \lambda_1 \geq \cdots \geq \lambda_n \). Recall (11) and (17).
Lemma 5.5. Suppose \( \{z_i\} \) are sub-Gaussian random vectors satisfying (8), (9) and (26). Then we have

\[
\sup_j |\lambda_j - \gamma_{e_{i,j}}(j)| \prec n^{-2/3-j^{-1/3}}, \quad \tilde{j} := \min \{p_1 \wedge n + 1 - j, j\}.
\]

Proof. See [40, Theorem 3.3]. \( \Box \)

5.2. Proof of Theorem 3.1. We need the following notations. Denote \( \Phi_1 = (\phi_{1,1}, \ldots, \phi_{1,n}) \), where \( \phi_{1,i} = \frac{1}{p_1} \|x_i\|_2^2 - (1 + \sigma_1^2/p_1) \), \( i = 1, 2, \ldots, n \). Similarly, we define \( \Phi_2 = (\phi_{2,1}, \ldots, \phi_{2,n}) \) with \( \phi_{2,i} = \frac{1}{p_2} \|y_i\|_2^2 - (1 + \sigma_2^2/p_2) \), \( i = 1, 2, \ldots, n \). For \( k = 1, 2 \), denote

\[
\begin{align*}
\Phi_{k0}(\tau_k) &:= f(\tau_k)\mathbf{11}^T, \\
\Phi_{k1}(\tau_k) &:= f'(\tau_k)[\Phi_k^T + \Phi_k \mathbf{1}^T], \\
\Phi_{k2}(\tau_k) &:= \frac{f''(\tau_k)}{2} \left[ (\Phi_k^T \Phi_k)^T + (\Phi_k^1T \Phi_k^1) + 2\Phi_k \Phi_k^1T + \frac{4(\sigma_k^2 + 1) + \rho_k}{\rho_k^2} \mathbf{11}^T \right].
\end{align*}
\]

Proof. Case (1). \( 0 \leq \zeta_2 \leq \zeta_1 < 0.5 \). By (59), we conclude that

\[
\|nD_1^{-1} - \exp(2\nu I)\| = O_\prec(n^{-1/2}), \quad \|nD_2^{-1} - \exp(2\nu I)\| = O_\prec(n^{-1/2}).
\]

Therefore, it suffices to consider \( W_1W_2 \). To ease the heavy notation, we denote

\[
\ell_{kt} := (-\nu)^t \exp(-\nu \tau_k), \quad Sh_k = \sum_{j=0}^2 Sh_{kj},
\]

where \( k = 1, 2 \) and \( t \in \mathbb{N} \). With the above notations, by Lemma 5.3, we have that

\[
(W_1 - Sh_1)(W_2 - Sh_2)
\]

\[
= -2\frac{\ell_{11}}{p_1} X^T X + \zeta_1 I + O_\prec(n^{-1/2}) -2\frac{\ell_{21}}{p_2} Y^T Y + \zeta_2 I + O_\prec(n^{-1/2}).
\]

Denote \( P_1 := -2\frac{\ell_{11}}{p_1} X^T X + \zeta_1 I \) and \( P_2 := -2\frac{\ell_{21}}{p_2} Y^T Y + \zeta_2 I \).

Since \( d_1 = d_2 = 1 \) and \( u_{ix} \) and \( u_{iy} \) contain samples from the common manifold, we can set

\[
u = (u_1, \ldots, u_n)^T \in \mathbb{R}^n.
\]

Moreover, denote

\[
z = (z_{i1}, \ldots, z_{in})^T \quad \text{and} \quad w = (w_{i1}, \ldots, w_{in})^T \in \mathbb{R}^n.
\]

With the above notations, denote

\[
\Delta_1 := -2\frac{\ell_{11}}{p_1} uu^T, \quad \Delta_2 := -2\frac{\ell_{21}}{p_2} uu^T,
\]

\[
T_1 := -2\frac{\ell_{11}}{p_1} (uz^T + zu^T), \quad T_2 := -2\frac{\ell_{21}}{p_2} (uw^T +wu^T),
\]

\[
\begin{align*}
\Delta_1 &:= -2\frac{\ell_{11}}{p_1} uu^T, \quad \Delta_2 := -2\frac{\ell_{21}}{p_2} uu^T, \\
T_1 &:= -2\frac{\ell_{11}}{p_1} (uz^T + zu^T), \quad T_2 := -2\frac{\ell_{21}}{p_2} (uw^T +wu^T),
\end{align*}
\]

Note that

\[
P_k = T_k + \Delta_k + \Upsilon_k, \quad k = 1, 2.
\]
Moreover, $\Delta_k$ are rank-one matrices and by (52),
\[
\Delta_k = O_\prec (n^{\xi_k}), \quad \Upsilon_k = O_\prec \left(n^{\frac{\xi_k - 1}{2}}\right).
\] (77)
In light of (76), we can write
\[
P_1 P_2 = \prod_{k=1}^2 (T_k + \Delta_k + \Upsilon_k).
\] (78)
We can further write
\[
P_1 P_2 = T_1 T_2 + R_1 + R_2,
\] (79)
where
\[
R_1 := T_1 \Delta_2 + \Delta_1 P_2 \quad \text{and} \quad R_2 := T_1 \Upsilon_2 + \Upsilon_1 P_2.
\]
On one hand, it is easy to see that $\text{rank}(R_1) \leq 2$. On the other hand, by (77), (53) and Lemma 5.5, using the assumption that $\zeta_1 \geq \zeta_2$, we obtain that
\[
R_2 = O_\prec (n^{\frac{\xi_2 - 1}{2}}).
\] (80)
Denote the spectral decompositions of $T_1$ and $T_2$ as
\[
T_1 = U_1 \Lambda_1 U_1^\top, \quad T_2 = U_2 \Lambda_2 U_2^\top.
\] (81)
Let $\{a_k\}$ and $\{b_k\}$ be the quantiles of $\nu_1$ and $\nu_2$, respectively as constructed via (20). Let $\{\lambda_i\}$ be the eigenvalues of $T_1$. For some small $\epsilon > 0$, we denote an event
\[
\Xi := \left\{ \sup_{i \geq 1} |\lambda_i - a_i| \leq \tilde{\tau}^{-1/3} n^{-2/3+\epsilon} \right\}, \quad \tilde{\tau} := \min\{(p_1 - 1) \wedge n + 1 - j, j\}.
\] (82)
Since $W$ is a Gaussian random matrix, we have that $U_2$ is a Haar orthogonal random matrix. Since $Z$ and $W$ are independent, we have that $U := U_2^T U_1$ is also a Haar orthogonal random matrix when $U_1$ is fixed. Since Lemma 5.5 implies that $\Xi$ is a high probability event, in what follows, we focus our discussion on the high probability event $\Xi$ and summarized in Lemma 2.4. Together with Lemma 2.4, we conclude that for $i \geq 1$
\[
|\lambda_i(T_1 T_2) - \gamma_{\nu_1 \Xi}(i)| \ll n^{-2/3}.
\] (83)
Note that
\[
n^2 N = n^2 D_1^{-1} (W_1 - Sh_1)(W_2 - Sh_2) D_2^{-1}
+ n^2 D_1^{-1} (W_1 Sh_2 + Sh_1 W_2 - Sh_1 Sh_2) D_2^{-1}.
\] (84)
We then analyze the rank of $W_1 Sh_2 + Sh_1 W_2 + Sh_1 Sh_2$. Recall that for any compatible matrices $A$ and $B$, we have that
\[
\text{rank}(AB) \leq \min\{\text{rank}(A), \text{rank}(B)\}.
\]
Since $\text{rank}(Sh_1) \leq 3$ and $\text{rank}(Sh_2) \leq 3$, we conclude that
\[
\text{rank}(W_1 Sh_2 + Sh_1 W_2 + Sh_1 Sh_2) \leq 6.
\]
Consequently, we have that
\[
\text{rank}(\mathbf{R}) \leq 6, \quad \text{where} \quad \mathbf{R} := n^2 \mathbf{D}_1^{-1} (\mathbf{W}_1 \mathbf{S}_2 + \mathbf{S}_1 \mathbf{W}_2 - \mathbf{S}_1 \mathbf{S}_2) \mathbf{D}_2^{-1}. \tag{85}
\]

By (78), (79), (84) and (85), utilizing (70), we obtain that
\[
n^2 \mathbf{N} = \frac{1}{\exp(-4v)} \mathbf{T}_1 \mathbf{T}_2 + n^2 \mathbf{D}_1^{-1} \mathbf{R} \mathbf{D}_2^{-1} + \mathbf{R} + \mathbf{O}(n^{\xi_1 - 1}), \tag{86}
\]
where we used \(\|\mathbf{T}_1\| < 1, \|\mathbf{T}_2\| < 1\). Since \(\text{rank}(\mathbf{R}) \leq 6, \text{rank}(\mathbf{R}_1) \leq 2\), by (83), we have finished our proof for case (1).

**Case (2).** \(0 \leq \xi_2 < 0.5 \leq \xi_1 < 1\). Recall (76). In this case, according to Lemma 5.3, we require a high order expansion up to the degree of \(\delta_1\) in (22) for \(\mathbf{W}_1\). Recall (24) and (78). By Lemma 5.3, we have that
\[
\mathbf{W}_1 - \mathbf{S}_d - \mathbf{S}_1 = \mathbf{P}_1 + \mathbf{O}_\prec(n^{\xi_1}), \tag{87}
\]
where \(\mathbf{S}_1\) is defined in (71) and \(\mathbf{S}_d\) is defined in (54) below satisfying \(\text{rank}(\mathbf{S}_d) \leq s_1, 4 \leq s_1 \leq C 4^{\xi_1}\). Using a decomposition similar to (84) with (87), by (77) and the assumption \(\xi_1 \geq \xi_2\), we obtain that
\[
n^2 \mathbf{N} = n^2 \mathbf{D}_1^{-1} \left( (\mathbf{T}_1 + \Delta_1 + \mathbf{T}_1 + \mathbf{O}_\prec(n^{\xi_1})) (\mathbf{T}_2 + \Delta_2 + \mathbf{T}_2 + \mathbf{O}_\prec(n^{-1/2})) \mathbf{D}_2^{-1} \right.
\[
+ n^2 \mathbf{D}_1^{-1} ((\mathbf{W}_1 - \mathbf{S}_1 - \mathbf{S}_d) \mathbf{S}_2 + (\mathbf{S}_1 + \mathbf{S}_d) \mathbf{W}_2) \mathbf{D}_2^{-1}
\]
\[
= n^2 \mathbf{D}_1^{-1} \left( (\mathbf{T}_1 + \mathbf{O}_\prec(n^{\xi_1})) (\mathbf{T}_2 + \mathbf{O}_\prec(n^{-1/2})) \mathbf{D}_2^{-1} \right.
\[
+ n^2 \mathbf{D}_1^{-1} \Delta_1 (\mathbf{P}_2 + \mathbf{O}_\prec(n^{-1/2})) \mathbf{D}_2^{-1}
\]
\[
+ n^2 \mathbf{D}_1^{-1} \mathbf{T}_1 (\Delta_2 + \mathbf{O}_\prec(n^{-1/2})) \mathbf{D}_2^{-1}
\]
\[
+ n^2 \mathbf{D}_1^{-1} ((\mathbf{W}_1 - \mathbf{S}_1 - \mathbf{S}_d) \mathbf{S}_2 + (\mathbf{S}_1 + \mathbf{S}_d) \mathbf{W}_2) \mathbf{D}_2^{-1} + \mathbf{O}_\prec(n^{\xi_1 - 1}). \tag{88}
\]

It is easy to see that the rank of the second to the fourth terms of (88) is bounded by \(s_1 + 8\). On the other hand, by (59), the first inequality of (70) should be replaced by
\[
\|n(\mathbf{D}_1)^{-1} - \exp(2v) \mathbf{I}\| = \mathbf{O}_\prec(n^{\xi_1 - 1}). \tag{89}
\]
The rest of the discussion follows from the case (1). This completes our proof for case (2).

**Case (3).** \(0.5 \leq \xi_2 < \xi_1 < 1\). The discussion is similar to case (2) except that we also need to conduct a high order expansion for \(\mathbf{W}_2\). Similar to (87), by Lemma 5.3, we have that
\[
\mathbf{W}_2 - \mathbf{S}_d - \mathbf{S}_1 = \mathbf{P}_2 + \mathbf{O}_\prec(n^{\xi_2}). \tag{90}
\]

By decomposition similar to (88), with (90), by (77), we have that
\[
n^2 \mathbf{N} = n^2 \mathbf{D}_1^{-1} \left( (\mathbf{T}_1 + \mathbf{O}_\prec(n^{\xi_1})) (\mathbf{T}_2 + \mathbf{O}_\prec(n^{\xi_2})) \mathbf{D}_2^{-1} \right.
\[
+ n^2 \mathbf{D}_1^{-1} \left( (\Delta_1 + \mathbf{S}_d + \mathbf{S}_1) \mathbf{W}_2 + (\mathbf{W}_1 - \mathbf{P}_1 - \mathbf{S}_d - \mathbf{S}_1) (\mathbf{S}_d + \Delta_2 + \mathbf{S}_2) \right) \mathbf{D}_2^{-1}
\]
\[
+ \mathbf{O}_\prec(n^{\xi_2 - 1}).
\]

On one hand, the rank of the second term of right-hand side of the above equation can be bounded by \(s_1 + s_2 + 8\). On the other hand, the first term can be again analyzed in the same way as heading from (82) to (83) using Lemma 2.4. Finally, by (59), similar to (89), we have that
\[
\|n(\mathbf{D}_2)^{-1} - \exp(2v) \mathbf{I}\| = \mathbf{O}_\prec(n^{\xi_2 - 1}). \tag{91}
\]
The rest of the proof follows from the discussion of case (1). This completes the proof of Case (3) using the fact \( \xi_2 \leq \xi_1 \).

\[ \square \]

5.3. Proof of Theorem 3.2. We now prove Theorem 3.2 when \( 0 \leq \xi_2 < 1 \leq \xi_1 < \infty \).

Case (1). \( 0 \leq \xi_2 < 0.5 \). Decompose \( N \) by

\[ nN = A_1 n(W_2 - Sh_d)D_2^{-1} + nA_1 Sh_d D_2^{-1}. \]  
(92)

First, we have that \( \text{rank}(nA_1Sh_2D_2^{-1}) \leq 3 \). Moreover, using the decomposition (76), similar to (86), by (77), we can further write that

\[ nN = nA_1 T_1 D_2^{-1} + nA_1 Sh_1 D_2^{-1} + nA_1 \Delta_2 D_2^{-1} + O_\prec(n^{\xi_2-1}). \]
(93)

Second, by Lemma 5.4, we have that

\[ \|A_1 - \bar{A}_{1,s}\| \prec n^{-1/2}, \|A_1 - \bar{A}_{1,c}\| \prec n^{-a/2} + n^{-3/2}. \]
(94)

Together with (70) and the fact that \( \|T_1\| = O_\prec(1) \), using the definition (31), we have that

\[ \|A_1 nT_1 D_2^{-1} - N\| \prec n^{-1/2}. \]
(95)

We can therefore conclude the proof using (93).

Next, when \( \xi_1 \) is larger in the sense of (34), by Lemma 5.4, we find that with probability at least \( 1 - O(n^{1-\delta(G-1)/2}) \), for some constant \( C > 0 \),

\[ \|A_1 - I\| \leq Cn \exp \left(-v(a_1^2/n)^{1-\delta}\right). \]
(96)

Consequently, we have

\[ \|nN - nA_2\| \leq \|A_1 - I\| \|nA_2\| \leq n^2 \exp \left(-v(a_1^2/n)^{1-\delta}\right), \]
(97)

where in the second inequality we use the fact that \( \|A_2\| \prec 1 \) since \( \lambda_1(A_2) = 1 \).

By a result analogous to (57) for \( A_2 \), we have that for \( i > 3 \),

\[ |\lambda_i(nA_2) - \exp(2v)\gamma_\nu (i)| \prec n^{-1/2}. \]
(98)

Together with (97), we conclude our proof.

Case (2). \( 0.5 \leq \xi_2 < 1 \). The discussion is similar to case (1) except that we need to conduct a high order expansion for \( A_2 \). Note that

\[ nN = A_1 n(W_2 - Sh_2 - \tilde{Sh}_d)D_2^{-1} + nA_1 (Sh_2 + \tilde{Sh}_d)D_2^{-1}. \]

By (77), (90) and (91), we have that

\[ nN = \exp(2v)A_1 T_2 + nA_1 \Delta_1 D_2^{-1} + O_\prec(n^{\xi_2-1} + n^{\nu_2}) + nA_1 (Sh_2 + \tilde{Sh}_d)D_2^{-1}. \]

We can therefore conclude our proof by (94) with a discussion similar to (95).

Finally, when \( \xi_1 \) is larger, we can conclude our proof using a discussion similar to (98) with (97) and Lemma 5.4. Together with (91), we conclude the proof.

5.4. Proof of Theorem 3.3. We now prove Theorem 3.3 when \( \xi_1 \geq \xi_2 \geq 1 \). For part (1), (37) follows from (61) and an analogous result for \( A_2 \) that

\[ \|A_2 - \bar{A}_{2,s}\| \prec n^{-1/2}, \]
(99)

as well as the facts that \( \|A_1\| = O_\prec(1), \|A_2\| = O_\prec(1) \). Second, (38) follows from (62), (2) of Lemma 5.1 and the assumption that \( \xi_2 \leq \xi_1 \). For part (2) and (3), the proof follows from (1) of Lemma 5.4 and its counterpart for \( A_2 \).
5.5. **Proof of Theorem 4.1.** To prove the results of Theorem 4.1, we first study the adaptive bandwidth $h_1$ and $h_2$. When $0 \leq \zeta_2 < 1$, by Lemma 5.2 about the sub-Gaussian random vector, we have that for $i \neq j$,\[\|y_i - y_j\|^2 = 2(p_2 + \sigma_2^2) + O_\approx(p_2^\zeta_2 + \sqrt{p_2}).\]
Since $\zeta_2 < 1$, $\|y_i - y_j\|^2$ are concentrated around $2p_2$. Then for any $\omega \in (0, 1)$ and $h_2$ chosen according to (43), we have that
\[h_2 \asymp p_2.\] (100)
Similarly, when $0 \leq \zeta_1 < 1$, we have that $h_1 \asymp p_1$. Now we can prove part (1) when $0 \leq \zeta_1 < 1$. Denote\[f\left(\frac{\|x_i - x_j\|_2}{h_1}\right) = g_1\left(\frac{\|x_i - x_j\|_2}{p_1}\right), f(x) = \exp(-vx),\]
where $g_k(x) := f(p_k x/h_k)$, $k = 1, 2$. Since $\frac{p_k}{h_k} \asymp 1$, we can apply the proof of Theorem 3.1 to the kernel functions $g_k(x)$, $k = 1, 2$. The only difference is that the constant $v$ is now replaced by $vp_k/h_k$. When $\zeta_1 \geq 1$, the modification is similar except that we also need to use (2) of Lemma 5.4.

The other two cases can be obtained similarly by recalling the following fact. For any $\zeta_1 \geq 1$, let $h_1$ be the bandwidth selected using (43), we have that for some constants $C_1, C_2 > 0$, with high probability\[C_1(\sigma_1^2 \log^{-1} n + p_1) \leq h_1 \leq C_2 \sigma_1^2 \log^2 n.\] (101)
Also, note that (2) of Lemma 5.4 holds. See Corollary 3.2 of [6] for the proof. With this fact, for part (2), (49) follows from (64) and its counterpart for $A_2$ and the fact $\|A_1\| \asymp 1, \|A_2\| \asymp 1$; (50) follows from (65) and its counterpart for $A_2$ and (2) of Lemma 5.1; (51) follows from (66) and its counterpart for $A_2$ and the assumption $\zeta_1 \geq \zeta_2$.
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