Positive scalar curvature and 10/8-type inequalities on 4-manifolds with periodic ends
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Abstract We show 10/8-type inequalities for some end-periodic 4-manifolds which have positive scalar curvature metrics on the ends. As an application, we construct a new family of closed 4-manifolds which do not admit positive scalar curvature metrics.
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1 Introduction

In this paper, we shall give a relation between two different types of topics having independent histories via the Seiberg–Witten equations on some 4-manifold with periodic ends. The first topic is the existence of a metric with positive scalar curvature (PSC) on a given manifold. This is a classical object of interest in Riemannian geometry. The second is the 10/8-inequality, regarded as one of the central topics in 4-dimensional topology. The relation exhibited in this paper between these two topics also yields a concrete application, that is, we construct a new family of closed 4-manifolds which do not admit positive scalar curvature metrics.

Let us start with the first topic above. For a given manifold, the existence of a PSC metric is a fundamental problem in Riemannian geometry. This problem was completely solved for simply connected closed $n$-manifolds with $n > 4$ [10,36]. In dimension 4, the problem is still far from a satisfactory answer (even for simply connected manifolds), but there are two celebrated obstructions to PSC metric. The first one is the vanishing of the signature $\sigma(X)$ of a closed oriented spin 4-manifold $X$ under the assumption of the existence of a PSC metric. The second is the vanishing of the Seiberg–Witten invariant of a closed oriented 4-manifold $X$ with $b^+(X) > 1$ under the same assumption, where $b^+(X)$ denotes the maximal dimension of positive definite subspaces of $H^2(X; \mathbb{R})$ with respect to the intersection form. Note that both of these two obstructions are valid only for 4-manifolds having non-trivial second Betti numbers. In contrast, we shall attack the problem 4-manifolds having trivial second Betti numbers in this paper: more precisely, we consider a closed oriented 4-manifold $X$ such that $H_*(X; \mathbb{Q}) \cong H_*(S^1 \times S^3; \mathbb{Q})$. We call such $X$ a rational homology $S^1 \times S^3$. We call a closed oriented 3-manifold embedded into $X$ as a fixed generator of $H_3(X; \mathbb{Z})$ a cross-section of $X$. We also
assume that $X$ contains an oriented rational homology 3-sphere $Y$ as a cross-section. For such a 4-manifold, Lin [17] recently succeeded to construct the first effective obstruction to PSC metric using Seiberg–Witten theory on periodic-end 4-manifolds. (Although Lin originally considered an integral homology $S^1 \times S^3$ in [17], his result was generalized to any rational homology $S^1 \times S^3$ in [19] by himself and D. Ruberman and N. Saveliev.) The remarkable obstruction due to Lin is described in terms of the Mrowka–Ruberman–Saveliev invariant $\lambda_{SW}(X, s)$ defined in [25], which depends on the choice of a spin structure $s$ of $X$, and the Frøyshov invariant $h(Y, t)$ defined in [7] for the restricted spin structure $t = s|_Y$ on $Y$ coming from $X$. More precisely, Lin proved that, if $X$ admits a PSC metric, then the formula

$$\lambda_{SW}(X, s) = -h(Y, t)$$

holds. By the use of this obstruction, Lin showed that any homology $S^1 \times S^3$ which has $\Sigma(2, 3, 7)$ as a cross-section does not admit a PSC metric.

In this paper, we shall construct an obstruction which is different from Lin’s one to PSC metric on homology $S^1 \times S^3$. To give the obstruction, we also consider Seiberg–Witten equations on periodic-end 4-manifolds, used in Lin’s argument. However, our approach is based on a quite different point of view: the 10/8-inequality. Here we explain some historical background on the 10/8-inequality. Given a non-degenerate symmetric bilinear form over $\mathbb{Z}$, it is quite natural to ask whether this is realized as the intersection form of a closed smooth 4-manifold. After the celebrated S. Donaldson’s diagonalization theorem [4], the remaining problem centered on constraints on the intersection forms of spin 4-manifolds. Matsumoto [21] proposed a conjecture on such a constraint, called the 11/8-conjecture today. If this conjecture would turn out true, the realization problem above shall be completely solved. After the appearance of the Seiberg–Witten theory, Furuta [8] showed a strong constraint, now called the 10/8-inequality, on the intersection form of a smooth closed spin 4-manifold. For a long time, the 10/8-inequality has been the closest constraint to the 11/8-conjecture. For this reason the 10/8-inequality is one of the central interests in 4-dimensional topology.

Our main theorem, connecting PSC metrics with the 10/8-inequality, is described as follows:

**Theorem 1.1** Let $(X, s)$ be an oriented spin rational homology $S^1 \times S^3$, $Y$ be an oriented rational homology 3-sphere embedded in $X$, and $t$ be the spin structure on $Y$ defined as the restriction of $s$. Suppose that $Y$ is a cross-section of $X$, i.e. $Y$ represents a fixed generator of $H_3(X; \mathbb{Z})$. Assume that $X$ admits a PSC metric. Then, for any compact spin 4-manifold $M$ bounded by $(Y, t)$ as spin manifolds, the inequality

$$\lambda_{SW}(X, s) = -h(Y, t)$$

holds.
holds. Moreover, if $b^+(M)$ is an odd number, then we have

$$b^+(M) \geq -\frac{\sigma(M)}{8} + h(Y, t) + 1,$$

and if $b^+(M)$ is a positive even number, then we have

$$b^+(M) \geq -\frac{\sigma(M)}{8} + h(Y, t) + 2.$$

Remark 1.2 Let $M'$ be a closed spin 4-manifold and $M$ be the complement of an embedded 4-disk in $M'$. Since $S^1 \times S^3$ has a PSC metric, we can substitute $X = S^1 \times S^3$ and $Y = S^3$ in Theorem 1.1. Then the second or third inequality in Theorem 1.1 recovers the original $10/8$-inequality for $M'$ due to M. Furuta (Theorem 1 in [8]).

Theorem 1.1 is shown by considering the Seiberg–Witten equations on a periodic-end 4-manifold, which is obtained by gluing $M$ with infinitely many copies of the compact 4-manifold $W$ defined by cutting $X$ open along $Y$. The inequalities in Theorem 1.1 are derived as $10/8$-type inequalities for this periodic-end spin 4-manifold. To show these $10/8$-type inequalities, we use Y. Kametani’s argument [12] which provides a $10/8$-type inequality without using finite-dimensional approximations of the Seiberg–Witten equations. On the other hand, Veloso [38] has considered the boundedness of finite-dimensional approximations of the Seiberg–Witten map on a periodic-end 4-manifold under a similar assumption on PSC. The authors expect that his argument may be also used to give similar $10/8$-type inequalities.

Theorem 1.1 gives a new family of homology $S^1 \times S^3$ which do not admit PSC metrics. To describe our obstruction to PSC metric, it is convenient to use the following invariant.

Definition 1.3 For an oriented rational homology 3-sphere $Y$ with a spin structure $t$, we define a number $\epsilon(Y, t) \in \mathbb{Q}$ by

$$\epsilon(Y, t) := \min \left\{ \frac{\sigma(M)}{8} + b^+(M) \right\}$$

where $M$ is a compact spin 4-manifold bounded by $(Y, t)$ as spin manifolds.

A similar quantity is also used by Manolescu [20]. Manolescu constructed an invariant $\kappa(Y, t) \in \mathbb{Q}$ for a spin rational homology 3-sphere $(Y, t)$ and showed the inequality

$$\kappa(Y, t) \leq \epsilon(Y, t) + 1$$
in Theorem 1 of [20]. (For most of [20], the results are stated for integral homology 3-spheres. See Remark 2 of [20] for rational homology 3-spheres.) Note that $\epsilon(Y, t)$ is a well-defined finite number. This is because the inequality (2) (and an analogous inequality for a rational homology 3-sphere) provides a lower bound of $\epsilon(Y, t)$, and every spin 3-manifold bounds a compact spin 4-manifold. Using this invariant $\epsilon$, we define an invariant $\psi(Y, t)$ of $(Y, t)$ by

$$
\psi(Y, t) := -\epsilon(Y, t) + h(Y, t).
$$

Using this map $\psi$, our obstruction to PSC metric is described as follows:

**Corollary 1.4** Let $(Y, t)$ be a spin rational homology 3-sphere and suppose that $\psi(Y, t) > 0$. Let $(X, s)$ be a spin rational homology $S^1 \times S^3$. If $X$ contains $Y$ as a cross-section and $s|_Y = t$ holds, then $X$ does not admit a PSC metric.

**Proof** For a given spin oriented rational homology 3-sphere $(Y, t)$, let $M$ be a compact spin 4-manifold with $\partial M = Y$ as spin manifolds and $\epsilon(Y, t) = \sigma(M)/8 + b^+(M)$. Let $(X, s)$ be an oriented spin rational homology $S^1 \times S^3$ which has $Y$ as a cross-section and suppose that $s|_Y = t$. If $X$ admits a PSC metric, Theorem 1.1 implies that $\psi(Y, t) = -b^+(M) - \sigma(M)/8 + h(Y, t) \leq 0$. This proves the corollary. $\square$

Using Corollary 1.4, we can construct many new examples of homology $S^1 \times S^3$’s which do not admit PSC metrics. Such examples shall be given in Sect. 4.

### 2 Preliminaries

Let $(X, s)$ be an oriented spin rational homology $S^1 \times S^3$ and $Y$ be an oriented rational homology 3-sphere. We fix a Riemannian metric $g_X$ on $X$ and a generator of $H_3(X; \mathbb{Z})$, denoted by $1 \in H_3(X; \mathbb{Z})$. (Note that $H_3(X; \mathbb{Z})$ is isomorphic to $H^1(X; \mathbb{Z})$, and hence to $\mathbb{Z}$.) We also assume that $Y$ is embedded into $X$ as a cross-section of $X$, namely $[Y] = 1$. Let $W_0$ be the rational homology cobordism from $Y$ to itself obtained by cutting $X$ open along $Y$. The manifold $W_0$ is equipped with an orientation and a spin structure induced by that of $X$. We define

$$
W[m, n] := W_m \cup_Y W_{m+1} \cup_Y \cdots \cup_Y W_n
$$

for $(m, n) \in (\{-\infty\} \cup \mathbb{Z}) \times (\mathbb{Z} \cup \{\infty\})$ with $m < n$. Let us take a compact spin 4-manifold $M$ bounded by $Y$ as oriented manifolds. The element $1 \in H^1(X; \mathbb{Z})$ corresponding to $1 \in H_3(X; \mathbb{Z})$ via Poincaré duality gives the isomorphism
class of a $\mathbb{Z}$-bundle

$$p : \tilde{X} \to X$$  \hspace{1cm} (4)

and an identification

$$\tilde{X} \cong W[-\infty, \infty].$$  \hspace{1cm} (5)

We can suppose that $H^1(M; \mathbb{Z}) = 0$ by surgery preserving the intersection form of $M$ and the condition that $M$ is spin.

**Assumption 2.1** Henceforth we assume that $H^1(M; \mathbb{Z}) = 0$.

Then we get a non-compact manifold $Z := M \cup_Y W[0, \infty]$ equipped with a natural spin structure induced by spin structures on $M$ and $W_0$. Via the identification (5), we regard $p$ as a map from $W[-\infty, \infty]$ to $X$. We set $p_+ : W[0, \infty] \to X$ as the restriction of $p$. We call an object on $Z$ a *periodic object* on $Z$ if the restriction of the object to $W[0, \infty]$ can be identified with the pull-back of an object on $X$ by $p_+$. For example, we shall use a periodic connection, a periodic metric, periodic bundles, and periodic differential operators. By considering pull-back by $p_+$, the Riemannian metric $g_X$ on $X$ induces the Riemannian metric $g_W[0, \infty]$ on $W[0, \infty]$. We extend the Riemannian metric $g_W[0, \infty]$ to a periodic Riemannian metric $g_Z$ on $Z$, and henceforth fix it. Let $S^+, S^-$ be the positive and negative spinor bundles respectively over $Z$ determined by the metric and the spin structure. If we fix a trivialization of the determinant line bundle of the spin structure on $Z$, we have the canonical reference connection $A_0$ on it corresponding to the trivial connection.

To consider the weighted Sobolev norms on $Z$, we fix a function

$$\tau : Z \to \mathbb{R}$$

satisfying $T^*\tau = \tau + 1$, where $T : W[0, \infty] \to W[0, \infty]$ is the deck transform determined by $T(W_i) = W_{i+1}$.

### 2.1 Fredholm theory

To obtain the Fredholm property of periodic elliptic operators on $Z$, it is reasonable to work on the $L^2_{k,\delta}$-norms rather than the $L^2_k$-norms for fixed $k \geq 3$ and a suitable weight $\delta$. Taubes [37] showed that a periodic elliptic operator on $Z$ with some condition is Fredholm with respect to $L^2_{k,\delta}$-norms for generic $\delta \in \mathbb{R}$. Let $\mathcal{D} = (D_i, E_i)$ be a periodic elliptic complex on $Z$, i.e. the complex

$$0 \to \Gamma(Z; E_N) \xrightarrow{D_N} \Gamma(Z; E_{N-1}) \to \ldots \xrightarrow{D_1} \Gamma(Z; E_0) \to 0$$  \hspace{1cm} (6)
satisfying

- Each linear map \( D_i \) is a first order periodic differential operator on \( Z \).
- The symbol sequence of (6) is exact.

We consider the following norm

\[
\| f \|_{L^2_{k, \delta}(Z)} := \| e^{\tau \delta} f \|_{L^2_{k}(Z)}
\]

by using a periodic connection and a periodic metric. We call the norm \( \| - \|_{L^2_{k, \delta}} \) the \textit{weighted Sobolev norm} with weight \( \delta \in \mathbb{R} \). By extending (6) to the complex of the completions by the weighted Sobolev norms, we obtain the complex of bounded operators

\[
L^2_{k+N+1, \delta}(Z; E_N) \xrightarrow{D_N} L^2_{k+N, \delta}(Z; E_{N-1}) \rightarrow \ldots \xrightarrow{D_1} L^2_{k, \delta}(Z; E_0)
\]

for each \( \delta \in \mathbb{R} \). Taubes constructed a sufficient condition for the Fredholm property of (7) by using the Fourier–Laplace (FL) transformation. The FL transformation replaces the Fredholm property of the periodic operator on \( Z \) with the invertibility of a family of operators on \( X \) parameterized by \( S^1 \). Let us describe it below. We first note that, since the operators in (7) are periodic differential operators, there are differential operators \( \hat{D}_i \) on \( X \) such that there is an identification between \( p_* \hat{D}_i \) and \( D_i \) on \( W[0, \infty] \). The sufficient condition for Fredholmness is given by invertibility of the following complexes on \( X \). For \( z \in \mathbb{C} \), we define the complex \( \hat{D}(z) \) by

\[
0 \rightarrow \Gamma(X; \hat{E}_N) \xrightarrow{\hat{D}_N(z)} \Gamma(X; \hat{E}_{N-1}) \rightarrow \ldots \xrightarrow{\hat{D}_1(z)} \Gamma(X; \hat{E}_0) \rightarrow 0,
\]

where the operator \( \hat{D}_i(z) : \Gamma(X; \hat{E}_i) \rightarrow \Gamma(X; \hat{E}_{i-1}) \) is give by

\[
\hat{D}_i(z)(f) := e^{-\tau z} \hat{D}_i(e^{\tau z} f).
\]

**Theorem 2.2** (Taubes, Lemma 4.3 and Lemma 4.5 in [37]) Suppose that there exists \( z_0 \in \mathbb{C} \) such that the complex \( \hat{D}(z_0) \) is acyclic. Then there exists a discrete subset \( \mathcal{D} \) in \( \mathbb{R} \) with no accumulation points such that (7) is Fredholm for each \( \delta \in \mathbb{R} \setminus \mathcal{D} \). Moreover, the set \( \mathcal{D} \) is given by

\[
\mathcal{D} = \{ \delta \in \mathbb{R} | \hat{D}(z) \text{ is not invertible for some } z \text{ with } \text{Re } z = \delta \}.
\]

**Remark 2.3** The assumption of Theorem 2.2 implies that the Euler characteristic of (8) is 0 for all \( z \). We shall consider \( \hat{D} \) as the Atiyah–Hitchin–Singer complex, the spin (or spin\(^c\)) Dirac operator \( D_A^+ : \Gamma(X; S^+) \rightarrow \Gamma(X; S^-) \)
or the de Rham complex. Note that the Euler characteristic (i.e. the index) of these operators are 0 in our situation.

**Remark 2.4** The Fredholm property does not depend on the choice of $k$. This is because the acyclic property of (8) does not depend on the choice of $k$ by the elliptic regularity theorem.

If we consider the set $\mathcal{D}$ for the Atiyah–Hitchin–Singer complex on $Z$, one can show that the set $\mathcal{D}$ does not depend on the choice of Riemannian metric on $X$. However if we consider the spin (or spin$^c$) Dirac operator on $Z$, the set $\mathcal{D}$ depends on the choice of Riemannian metric. Let us consider the following operator on $X$:

$$D^+_A + f^*d\theta : L^2_k(X; S^+) \to L^2_{k-1}(X; S^-), \quad (9)$$

where the map $f : X \to S^1$ is a smooth classifying map of (4). We call $g_X$ an admissible metric on $X$ if the kernel of (9) is 0. This condition is considered in [28]. The admissibility condition does not depend on the choice of classifying map $f$.

**Remark 2.5** We can show that every PSC metric on $X$ is an admissible metric. This is a consequence of Weitzenböck formula. (See (2) in [28].)

Now we see that the assumption of Theorem 2.2 is satisfied for the operators in our situation.

**Lemma 2.6** The assumption of Theorem 2.2 is satisfied for the following operators:

- The Dirac operator $D^+_A : L^2_{k,\delta}(Z; S^+) \to L^2_{k-1,\delta}(Z; S^-)$ for the pullback of an admissible metric $g_X$ on $X$.
- The Atiyah–Hitchin–Singer complex

$$0 \to L^2_{k+1,\delta}(i\Lambda^0(Z)) \xrightarrow{d} L^2_{k,\delta}(i\Lambda^1(Z)) \xrightarrow{d^+} L^2_{k-1,\delta}(i\Lambda^+(Z)) \to 0. \quad (10)$$

- The de Rham complex

$$0 \to L^2_{k+1,\delta}(i\Lambda^0(Z)) \xrightarrow{d} L^2_{k,\delta}(i\Lambda^1(Z)) \xrightarrow{d} \ldots \xrightarrow{d} L^2_{k-3,\delta}(i\Lambda^4(Z)) \to 0.$$
that $\hat{D}(z_0)|_{z_0=1}$ is acyclic. The second condition follow from Lemma 3.2 in [37]. If $z = 1$ and $D_i : \Omega^i(X) \to \Omega^{i+1}(X)$, the operator $\hat{D}_N(z)$ can be described as follows:

$$\hat{D}_N(z)(f) = e^{-\tau} d(e^\tau f) = df + d\tau \wedge f.$$ 

By the argument due to Taubes (Theorem 3.1 in [37]), the complex $(\Omega^i(X), f \mapsto df + d\tau \wedge f)$ is acyclic if and only if the following linear map gives an injective map:

$$\sigma_{i+1} : H^i_{dR}(X)/\text{Im} \sigma_i \to H^{i+1}_{dR}(X),$$

where $H^i_{dR}(X)$ is the $i$th de Rahm cohomology and $\sigma_{i+1}([f]) := [d\tau \wedge f]$. The maps $\sigma_0, \sigma_1, \sigma_2$ and $\sigma_3$ are automatically injective since $d\tau$ generates $H^1_{dR}(X) \cong \mathbb{R}$ and $H^2_{dR}(X) \cong \{0\}$. By Poincaré duality,

$$\sigma_4 : H^3_{dR}(X) \to H^4_{dR}(X)$$

gives an isomorphism. Therefore, $\sigma_4$ and $\sigma_5$ are also injective. This gives the conclusion. \(\square\)

**Remark 2.7** Since $\mathcal{D}$ has no accumulation points, we can choose a sufficiently small $\delta_0 > 0$ satisfying that for any $\delta \in (0, \delta_0)$ the operators in Lemma 2.6 are Fredholm. We fix the notation $\delta_0$ in the rest of this paper.

### 2.2 Mrowka–Ruberman–Saveliev invariant and Lin’s formula

Let $(X, s)$ be a spin rational homology $S^1 \times S^3$. For such a 4-manifold $X$, Mrowka–Ruberman–Saveliev [25] constructed a gauge theoretic invariant $\lambda_{SW}$. In this section, we review the definition of $\lambda_{SW}$ and the following result due to Lin [17]: the invariant $-\lambda_{SW}$ coincides with the Frøyshov invariant of its cross-section under the assumption that $X$ admit a PSC metric.

For a fixed spin structure, the formal dimension of the perturbed blown-up SW moduli space $\mathcal{M}(X, g_X, \beta)$ of $X$ is 0. Here $\beta$ denotes some perturbation. Therefore the formal dimension of the boundary of $\mathcal{M}(X, g_X, \beta)$ is $-1$. Mrowka–Ruberman–Saveliev showed that the space $\mathcal{M}(X, g_X, \beta)$ has a structure of compact 0-dimensional manifold for a fixed generic pair of a metric and a perturbation $(g_X, \beta)$. For a generic pair $(g_X, \beta)$, one can define the Fredholm index of the operator

$$D^+(Z, g_X, \beta) : L^2_k(Z; S^+) \to L^2_{k-1}(Z; S^-).$$
Note that, although \( D^+(Z, g_X, \beta) \) is an operator over a manifold with periodic ends, we do not use weighted Sobolev norms to obtain the Fredholm property of \( D^+(Z, g_X, \beta) \). Instead, choosing a suitable pair \((g_X, \beta)\), one may ensure the Fredholm property under usual Sobolev norms. Mrowka–Ruberman–Saveliev defined

\[
\lambda_{SW}(X, s) := \# M(X, g_X, \beta) - \text{ind}_C D^+(Z, g_X, \beta) - \frac{\sigma(M)}{8}.
\]

in [25]. Here \# denotes the signed count of points in the moduli space.

Mrowka–Ruberman–Saveliev showed that \( \lambda_{SW}(X, s) \) does not depend on the choice of metric, perturbation, and \( M \). We also use the following theorem due to Lin [17] and Lin–Ruberman–Saveliev [19].

**Theorem 2.8** (Lin, Theorem 1.2 in [17], Lin–Ruberman–Saveliev, Theorem B in [19]) Let \((X, s)\) be an oriented spin rational homology \( S^1 \times S^3 \) and \( Y \) be an oriented rational homology 3-sphere. We fix a generator \( H_3(X; \mathbb{Z}) \) and suppose that \( Y \) is embedded into \( X \) as a submanifold such that \( Y \) represents the fixed generator of \( H_3(X; \mathbb{Z}) \). If \( X \) has a PSC metric, then the equality

\[
\lambda_{SW}(X, s) = -h(Y, t)
\]

holds.

Recall that the Weitzenböck formula implies that the SW moduli space is empty for a PSC metric. (See [23], for example.) The following lemma is immediately deduced from this fact and the definition of \( \lambda_{SW}(X, s) \).

**Lemma 2.9** Let \((X, s)\) be an oriented spin rational homology \( S^1 \times S^3 \) and \( Y \) be an oriented rational homology 3-sphere as in Theorem 2.8. If \( X \) admits a PSC metric \( g_X \), the following equality holds:

\[
\lambda_{SW}(X, s) = -\text{ind}_C D^+(Z, g_X, \beta) - \frac{\sigma(M)}{8},
\]

where \( M \) is a compact spin 4-manifold with \( \partial M = Y \).

### 2.3 Kametani’s theorem

The original proof of the 10/8-inequality due to Furuta [8] for closed oriented spin 4-manifolds uses the properness property of the monopole map and a finite-dimensional approximation to that map. After the work of Furuta, Bauer–Furuta [3] constructed a cohomotopy version of the Seiberg–Witten invariant for closed oriented 4-manifolds by using the boundedness property of the
monopole map and finite-dimensional approximation. On the other hand, in [12], Kametani developed a technique to obtain the 10/8-type inequality using only the compactness of the Seiberg–Witten moduli space. In this section, we adapt Kametani’s technique to obtain a 10/8-type inequality in our situation. First, we recall several definitions to formulate the theorem due to Kametani.

Let $G$ be a compact Lie group.

**Definition 2.10** Let $U$ be an oriented finite-dimensional vector space over $\mathbb{R}$ with an inner product. A real spin $G$-module is a pair consisting of a representation $\rho : G \to SO(U)$ and a choice of lift $\tilde{\rho} : G \to Spin(U)$. When a representation $\rho : G \to SO(U)$ is given, we call a lift $\tilde{\rho} : G \to Spin(U)$ a lift to a real spin $G$-module of $\rho$.

**Remark 2.11** Let $X$ be a $G$-space and $U$ be a real spin $G$-module. Suppose that the $G$-action on $X$ is free so that $(X \times U)/G \to X/G$ becomes a vector bundle. By the use of the structure of real spin $G$-module, one can show that $PX_G := (X \times Spin(n))/G \to X/G$ becomes a principal $Spin(n)$-bundle on $X/G$. The identification $PX_G \times \pi \mathbb{R}^n \cong (X \times U)/G$ induces a spin structure on $(X \times U)/G \to X/G$, where $\pi$ is the double cover $Spin(n) \to SO(n)$.

We consider the Lie group $Pin(2)$ which is the subgroup of $Sp(1)(\subset \mathbb{H})$ generated by $S^1(\subset \mathbb{C} \subset \mathbb{H})$ and $j \in \mathbb{H}$. Let $\tilde{\mathbb{R}}$ be the non-trivial representation of $Pin(2)$ defined via the non-trivial homomorphism $Pin(2) \to \mathbb{Z}/2$ and the non-trivial real representation of $\mathbb{Z}/2$ on $\mathbb{R}$. We regard $\mathbb{H}$ as the standard representation of $Pin(2)$ on the set of quaternions. The real representation ring of $Pin(2)$ is given as follows:

**Lemma 2.12** (See [16], for example) The real representation ring $RO(Pin(2))$ of $Pin(2)$ can be described as follows:

$$RO(Pin(2)) \cong \mathbb{Z}[\tilde{\mathbb{R}}, \mathbb{H}, \mathbb{C}]/(\tilde{\mathbb{R}}^2 - 1, \tilde{\mathbb{R}} \otimes \mathbb{C} - \mathbb{C}, \tilde{\mathbb{R}} \otimes \mathbb{H} - \mathbb{H}, \mathbb{H}^2 - 4(1 + \tilde{\mathbb{R}} + \mathbb{C})), \quad (11)$$

where 1 corresponds to the one dimensional trivial representation, $S^1(\subset Pin(2)$ acts on $\mathbb{C}$ by $z \mapsto z^2$ and $j \in Pin(2)$ acts on $\mathbb{C}$ as the reflection along the diagonal.

**Lemma 2.13** The $Pin(2)$-module $\mathbb{H}$ has a lift to a real spin $Pin(2)$-module.

**Proof** Since the group $Spin(\mathbb{H}) \cong Sp(1) \times Sp(1)$ acts on $\mathbb{H}$ by $v \mapsto \beta v \overline{\alpha}$ where $(\alpha, \beta) \in Sp(1) \times Sp(1)$, the following diagram commutes:
Here the upper horizontal map $Pin(2) \subset Sp(1) \rightarrow Sp(1) \times Sp(1) \cong Spin(\mathbb{H})$ is defined by $g \mapsto (1, g)$, and the left vertical map corresponds to the representation $\mathbb{H}$ of $Pin(2)$. This implies the conclusion. $\square$

**Remark 2.14** In this paper, for a fixed positive integer $m$, we equip $\mathbb{H}^m$ with a structure of a real spin $Pin(2)$-module as the direct sum of the real spin $Pin(2)$-module defined in Lemma 2.13.

Let $\Gamma$ be the pull-back of $Pin(1)$ along the map $Pin(2) \rightarrow O(1)$ (see Theorem 3.11 of [2]):

\[
\begin{array}{c}
\Gamma \\
\downarrow
\end{array} \begin{array}{c}
Pin(1) \\
\downarrow
\end{array} \begin{array}{c}
Pin(2) \\
\downarrow
\end{array} \begin{array}{c}
O(1)
\end{array}
\]

(13)

where the map $Pin(2) \rightarrow O(1)$ is the non-trivial homomorphism. The $\Gamma$-actions on $\mathbb{H}$ and $\mathbb{R}$ are induced by $Pin(2)$-representations $\mathbb{H}$ and $\mathbb{R}$ via (13). We denote these representations of $\Gamma$ by the same notations.

**Lemma 2.15** For a positive number $n$ with $n \equiv 0 \mod 2$, $\mathbb{R}^n$ has a lift to a real spin $\Gamma$-module.

**Proof** First, we consider the case that $n \equiv 0 \mod 4$ and put $n = 4k$. Define $Pin(2) \rightarrow Spin(4) \cong Sp(1) \times Sp(1)$ by $g \mapsto (s(g), 1) \in Spin(4)$, where $s : Pin(2) \rightarrow \mathbb{Z}_2$ is the non-trivial homomorphism. This map $Pin(2) \rightarrow Spin(4)$ covers the homomorphism $Pin(2) \rightarrow SO(4)$ corresponding to the representation $\mathbb{R}^4$. Note that, for general $p, q \geq 1$, restricting a map between Clifford algebras, we obtain a natural map

$$Spin(p) \times Spin(q) \rightarrow Spin(p + q)$$

covering the map $SO(p) \times SO(q) \rightarrow SO(p + q)$ defined by putting two matrices diagonally. Therefore the above homomorphisms $Pin(2) \rightarrow Spin(4)$ and $Pin(2) \rightarrow SO(4)$ induces the diagram

\[
\begin{array}{c}
Pin(2) \\
\downarrow
\end{array} \begin{array}{c}
Spin(\mathbb{R}^n) \\
\downarrow
\end{array} \begin{array}{c}
SO(\mathbb{R}^n) \\
\end{array} \begin{array}{c}
\cong \\
SO(\mathbb{R}^n)
\end{array}
\]

(14)
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via the direct products of \( k \)-copies of the homomorphisms. The left vertical arrow is the map corresponding to \( \tilde{\mathbb{R}}^n \), and thus we obtain a lift of \( \tilde{\mathbb{R}}^n \) to a real spin \( \Gamma \)-module.

The remaining case is when \( n \) is written as \( n = 4k + 2 \). By the construction of \( \Gamma \), there is the following commutative diagram:

\[
\begin{array}{ccc}
\mathbb{Z}_2 & \longrightarrow & \mathbb{Z}_2 \\
\downarrow & & \downarrow \\
\Gamma & \longrightarrow & Pin(1) \\
\downarrow & & \downarrow \\
Pin(2) & \longrightarrow & O(1) \\
\end{array}
\]

Taking the direct product of \((2k + 1)\)-copies of the map \( \Gamma \to Spin(2) \) in (15), we obtain a homomorphism \( \Gamma \to Spin(n) \) covering the map \( \Gamma \to SO(n) \) corresponding to \( \tilde{\mathbb{R}}^n \). This proves the lemma.

Now we show every real representation admits a lift to a real spin \( Pin(2) \)-module after considering stabilization.

**Lemma 2.16** For a given real \( Pin(2) \)-representation \( W \), there exists a real \( Pin(2) \)-representation \( V \) such that \( W \oplus V \) admits a lift to a real spin \( Pin(2) \)-module.

**Proof** We can write \( W \) as the following sum:

\[
W = \sum_{m(W)_R, n(W)_C, l(W)_H \geq 0} m_{\tilde{\mathbb{R}}} \mathbb{R} \otimes n_{\mathbb{C}} \mathbb{C} \otimes l_{\mathbb{H}} \mathbb{H},
\]

where the sum means the direct sum of representations. By considering the direct sum \( W \oplus 7W \), we can assume that \( m_{\tilde{\mathbb{R}}} \) is even and \( n_{\mathbb{C}} \equiv 0 \mod 4 \). Using the last relation of (11), we can also assume that \( 8W \) has no \( \mathbb{C} \) component. The representations 1, 2\( \tilde{\mathbb{R}} \) and \( \mathbb{H} \) lift to real spin \( Pin(2) \)-modules by Lemma 2.15 and Lemma 2.13. Since the tensor product of two real spin \( G \)-modules forms a real spin \( G \)-module in general, we have the conclusion.

Let \( V \) be a real spin \( G \)-module of dimension \( n \). When \( n \equiv 0 \mod 8 \), there exists the Bott class \( \beta(V) \in KO^*(V) \) which generates the total cohomology ring \( KO^*_G(V) \) as a \( KO^*_G(pt) \)-module due to the Bott periodicity theorem. For a general \( n \), we fix a positive integer \( m \) satisfying \( m + n \equiv 0 \mod 8 \) and define \( \beta(V) := \beta(V \oplus \mathbb{R}^m) \in KO_G(V \oplus \mathbb{R}^m) \cong KO^n_G(V) \). We define \( e(V) := i^* \beta(V) \in KO^n_G(pt) \), where the map \( i : pt \to V \) is the map defined by \( i(pt) = 0 \in V \). The class \( e(V) \) is called the Euler class of \( V \).
We use the notation \( (P, \psi) \) for a spin structure on a manifold \( M \). It means that \( \psi \) is a bundle isomorphism from \( P \times_{\pi} \mathbb{R}^n \) to \( TM \) as an \( SO(n) \)-bundle, where \( \pi : Spin(n) \to SO(n) \) is the double cover and \( P \times_{\pi} \mathbb{R}^n \) is the associated bundle for \( \pi \).

**Definition 2.17** Let \( M \) be a \( G \)-manifold of dimension \( n \), \( (P, \psi) \) be a spin structure on \( M \) and \( m : G \times P \to P \) be a \( G \)-action on the principal \( Spin(n) \)-bundle \( P \) on \( M \) which is a lift of the \( G \)-action on \( M \). The triple \( (M, (P, \psi), m) \) is called a spin \( G \)-manifold (\( G \)-manifold with an equivariant spin structure) if the following conditions are satisfied:

1. The action \( m \) commutes with the \( Spin(n) \)-action on \( P \).
2. Via \( \psi \), the \( G \)-action on \( P \times_{\pi} \mathbb{R}^n \) induced from the action on \( P \) corresponds to the \( G \)-action on \( TM \).

**Remark 2.18** Let \( (M, (P, \psi), m) \) be a spin \( G \)-manifold with free \( G \)-action. Then we have the following diagram:

\[
\begin{array}{ccc}
P \quad & \xrightarrow{q^*} & \quad P/G \\ \downarrow & & \downarrow \\ M \quad & \xrightarrow{q} & \quad M/G,
\end{array}
\]

where \( q \) and \( q^* \) are quotient maps. Since the \( G \)-action is free on \( M \), \( M/G \) has a structure of a manifold. Since the \( G \)-action \( m \) commutes with the \( Spin(n) \) action on \( P \), \( Spin(n) \) acts on \( P/G \). One can check that \( P/G \to M/G \) determines a spin structure on \( M/G \) by the second condition of the definition of spin \( G \)-manifold.

**Remark 2.19** Let \( M \) be a \( G \)-manifold with free \( G \)-action. We also assume that \( M/G \) has a spin structure. We denote by \( P_{M/G} \) the principal \( Spin(n) \)-bundle on \( M/G \). Then we have the diagram:

\[
\begin{array}{ccc}
q^*P_{M/G} \quad & \longrightarrow & \quad P_{M/G} \\ \downarrow & & \downarrow \\ M \quad & \xrightarrow{q} & \quad M/G.
\end{array}
\]

Since the quotient map \( q : M \to M/G \) is a \( G \)-equivariant map (the \( G \)-action on \( M/G \) is trivial), \( q^*P_{M/G} \) admit a \( G \)-action \( m_{M/G} \) which commutes with \( Spin(n) \)-action. By the pull-back the identification \( P_{M/G} \times_{\pi} \mathbb{R}^n \cong T(M/G) \) by \( q \), we obtain the identification \( q^*P_{M/G} \times_{\pi} \mathbb{R}^n \cong TM \). By the definition, one can check that \( G \)-action on \( q^*P_{M/G} \) and the \( G \)-action on \( TM \) coincide. Therefore, \( (M, q^*P_{M/G}, m_{M/G}) \) is a spin \( G \)-manifold.
We set
\[ \Omega^\text{spin}_{G, \text{free}} := \{ \text{closed spin } G\text{-manifolds whose } G\text{-actions are free } \}/ \sim. \]

The relation \( \sim \) is given as follows: \( X_1 \sim X_2 \) if there exists a compact spin \( G \)-manifold \( Z \) whose \( G \)-action is free such that \( \partial Z = X_1 \cup (\neg X_2) \) as spin manifolds. For two real spin modules \( U_0, U_1 \) whose \( G \)-action on \( U_0 \setminus \{0\} \) is free, we shall define an invariant \( w(U_0, U_1) \) in \( \Omega^\text{spin}_{G, \text{free}} \). To do this, we see that there exists a smooth \( G \)-map \( S(U_0) \to U_1 \) which is transverse to \( 0 \in U_1 \) as follows. Since the \( G \)-action on \( S(U_0) \) is free, the Borel construction \( S(U_0) \times_G U_1 \to S(U_0) \) gives us a vector bundle. A section of this vector bundle which is transverse to the zero section corresponds to a \( G \)-map \( S(U_0) \to U_1 \) transverse to \( 0 \in U_1 \).

**Definition 2.20** The element \( w(U_0, U_1) \in \Omega^\text{spin}_{G, \text{free}} \) is defined by taking a smooth \( G \)-map \( \phi : S(U_0) \to U_1 \) which is transverse to \( 0 \in U_1 \) and setting \( w(U_0, U_1) := [\phi^{-1}(0)] \).

Since \( \text{Ker } d\phi \) has the induced real spin \( G \)-module structure and the \( G \)-action on \( \phi^{-1}(0) \) is free, \( w(U_0, U_1) \) determines the element in spin cobordism group with free \( G \)-action. In [12], it is shown that the class \( w(U_0, U_1) \) is independent of the choice of \( \phi \).

We use the following theorem due to Kametani.

**Theorem 2.21** (Kametani [12], Theorem 3) Let \( G \) be a compact Lie group. Let \( U_0, U_1 \) be two real spin \( G \)-modules with \( \dim U_0 = r_0 \) and \( \dim U_1 = r_1 \). Suppose that \( G \)-action is free on \( U_0 \setminus \{0\} \). If the cobordism class \( w(U_0, U_1) \in \Omega^\text{spin}_{G, \text{free}} \) is zero, there exists an element \( \alpha \in K O_G^{r_1-r_0}(pt) \) such that

\[ e(U_1) = \alpha e(U_0). \] (18)

Furuta–Kametani [9] showed the following inequality under the divisibility of the Euler class. We shall combine Theorem 2.21 with Theorem 2.22 in Sect. 3.5.

**Theorem 2.22** (Furuta–Kametani [9]) Let \( m_0, m_1 \) be non-negative integers and \( l_1 \) be a positive even number. Suppose that there exists an element

\[ \alpha \in K O_{\Gamma}^{4m_1+l_1-4m_0}(pt) \]

such that

\[ e(\mathbb{H}^{m_1})e(\mathbb{H}^{l_1}) = \alpha e(\mathbb{H}^{m_0}) \in K O_{\Gamma}^{4m_1+l_1}(pt), \] (19)
where the definition of $\Gamma$ is given in (13). Then the inequality

$$2(m_1 - m_0) + l_1 - 2 \geq 0$$

holds.

**Proof** This theorem is deduced from Proposition 34 in [9] as follows. Although Proposition 34 is about an equivariant $K\!O$-theory of an $n$-dimensional torus $\tilde{T}^n$ with some group action, for our purpose, we need only the case that $n = 0$, namely an equivariant $K\!O$-theory of a point. Let $S = \emptyset$ in the setting of Proposition 34. In this situation, we may see that $(\alpha_{\varphi})_S = \alpha_{\varphi}$ (see Lemma 31 in [9]). Moreover, we have $N_S = 1$ for $S = \emptyset$. (See the sentence between Theorem 2 and Corollary 3 in [9].) Here some notation in this paper corresponds to that in [9] as follows:

$$m_0 = y + k, \quad m_1 = y \quad \text{and} \quad l_1 = l. \quad (20)$$

We first check the divisibility condition (19) implies (14) in [9] provided that $n = 0$ and $S = \emptyset$. The notation $\mathbb{H}_1$ in [9] is the representation $\mathbb{H}$ in this paper. The number $A$ and $A_1$ are zero in the case that $S = \emptyset$. Moreover, the last two factors in the right-hand-side of (14) in [9] are equal to 1 again for $S = \emptyset$. Therefore it follows from (20) that the condition (19) is equivalent to (14) in [9] for $n = 0$ and $S = \emptyset$.

Second we check that the desired inequality for $l_1$, $m_0$ and $m_1$ follows from Proposition 34. Because of (20), the number $d = l - 4k$ in [9] corresponds to $l_1 - 4(m_0 - m_1)$. Since we supposed that $l_1$ is an even number, so is $l_1 - 4(m_0 - m_1)$. For such $d$, Proposition 34 implies that $l_1/2 - k - 1 \geq 0$, namely $l_1/2 + m_1 - m_0 - 1 \geq 0$. This is the desired inequality. \hfill \Box

**Remark 2.23** A sketch of the proof of the Proposition 34 in [9] is as follows. Through a direct computation, Proposition 34 follows from Lemma 35 in [9], which gives a presentation of an element $\alpha \in K\!O_{\Gamma}^{\text{even}}(\mathbb{R}^{\text{even}})$ appearing in an equation involving the Euler classes for the representations $\mathbb{H}$ and $\mathbb{R}$. One may calculate the $j$-trace and the $j^2$-trace for the image of $\alpha$ under the complexification $K\!O_{\Gamma}^{\text{even}} \to K_{\Gamma}^{\text{even}}$, and this calculation determines the complexification of $\alpha$. The kernel of the complexification is shown to be torsion in Lemma 15 in [9], and this is enough to prove the statement of Lemma 35.

### 2.4 Moduli theory

In this subsection, we review the moduli theory for 4-manifolds with periodic ends. The setting of gauge theory for such manifolds is developed by Taubes [37]. All functional spaces appearing in this subsection are considered on the
end-periodic 4-manifold $Z$, introduced at the beginning of this section, and therefore we sometimes drop $Z$ from our notation.

We fix a real number $\delta$ satisfying $0 < \delta < \delta_0$ and an integer $k \geq 3$, where $\delta_0$ is introduced in Sect. 2.1. The space of connections of the determinant line bundle of the given spin structure is defined by $\mathcal{A}_{k,\delta}(Z) := A_0 + L^2_{k,\delta}(i\Lambda^1(Z))$. We set the configuration space by $\mathcal{C}_{k,\delta}(Z) := \mathcal{A}_{k,\delta}(Z) \oplus L^2_{k,\delta}(S^+)^\ast$. The irreducible part of $\mathcal{C}_{k,\delta}(Z)$ is denoted by $\mathcal{C}^*_{k,\delta}(Z)$. The gauge group $G_{k+1,\delta}$ for the given spin structure is defined by

$$G_{k+1,\delta}(Z) = \left\{ g \in L^2_{k+1,\text{loc}}(Z, S^1) \mid dg \in L^2_{k,\delta} \right\}.$$ 

The topology of $G_{k+1,\delta}$ is given by the metric

$$\|g - h\| := \|dg - dh\|_{L^2_{k,\delta}} + |g(x_0) - h(x_0)|,$$

where $x_0 \in W_0$ is a fixed point. The space $G_{k+1,\delta}$ has a structure of a Banach Lie group. Let us define a normal subgroup of $G_{k+1,\delta}$ (corresponding to the so-called based gauge group) by

$$\tilde{G}_{k+1,\delta}(Z) = \left\{ g \in G_{k+1,\delta} \mid L_{x_0}(g) = 1 \right\},$$

where $L_{x_0}(g) = \lim_{n \to \infty} g(T^n(x_0))$. Note that we have the exact sequence

$$1 \to \tilde{G}_{k+1,\delta}(Z) \to G_{k+1,\delta} \xrightarrow{L_{x_0}} S^1 \to 1.$$

The space $\mathcal{C}_{k,\delta}(Z)$ is acted by $G_{k+1,\delta}$ via pull-back, and moreover one can show that $\mathcal{G}_{k+1,\delta}$ acts smoothly on $\mathcal{C}_{k,\delta}(Z)$ and $\tilde{G}_{k+1,\delta}$ acts freely on $\mathcal{C}_{k,\delta}(Z)$. The tangent spaces of $\mathcal{G}_{k+1,\delta}$ and $\tilde{G}_{k+1,\delta}$ can be described as follows. (See Lemma 7.2 in [37])

**Lemma 2.24** The following equalities

$$T_e\mathcal{G}_{k+1,\delta} = \left\{ a \in L^2_{k+1,\text{loc}}(i\Lambda^1(Z)) \mid da \in L^2_{k,\delta}, \lim_{n \to \infty} a(T^n(x_0)) = 0 \right\}$$

$$= L^2_{k+1,\delta}(i\Lambda(Z)), \text{ and}$$

$$T_e\tilde{G}_{k+1,\delta} = \left\{ a \in L^2_{k+1,\text{loc}}(i\Lambda^1(Z)) \mid da \in L^2_{k,\delta} \right\}$$

hold.

We use the following notations:

- $\mathcal{B}_{k,\delta}(Z) := \mathcal{C}_{k,\delta}(Z)/\mathcal{G}_{k+1,\delta}(Z)$,
- $\tilde{\mathcal{B}}_{k,\delta}(Z) := \mathcal{C}_{k,\delta}(Z)/\tilde{G}_{k+1,\delta}(Z)$ and
\[ \mathcal{B}_{k,\delta}^{*}(Z) := \mathcal{C}_{k,\delta}^{*}(Z)/\mathcal{G}(Z)_{k+1,\delta}. \]

As in Lemma 7.3 of [37], one can show that the spaces \( \mathcal{B}_{k,\delta}^{*}(Z) \) and \( \widetilde{\mathcal{B}}_{k,\delta}(Z) \) have structures of Banach manifolds. In the proof of this fact, the following decomposition is used.

**Lemma 2.25** For a fixed real number \( \delta \) with \( 0 < \delta < \delta_0 \), there is the following \( L_{\delta}^{2} \)-orthogonal decomposition

\[
L_{k,\delta}^{2}(i\Lambda^{1}(Z)) = \text{Ker}(d^{*}L_{\delta}^{2} : L_{k,\delta}^{2}(i\Lambda^{1}(Z)) \rightarrow L_{k-1,\delta}^{2}(i\Lambda^{0}(Z))) \\
\quad \oplus \text{Im}(d : L_{k+1,\delta}^{2}(i\Lambda^{0}(Z)) \rightarrow L_{k,\delta}^{2}(i\Lambda^{1}(Z))).
\]

**Proof** Since the operator (10) is Fredholm by the choice of \( \delta_0 \) (see the end of Sect. 2.1), the proof is essentially same as in the case of the decomposition for closed oriented 4-manifolds. \( \square \)

The monopole map \( \nu_{h} : \mathcal{C}_{k,\delta}(Z) \rightarrow L_{k-1,\delta}^{2}(i\Lambda^{+}(Z) \oplus S^{-}) \) is defined by

\[
\nu_{h}(A, \Phi) := (F_{A}^{+} - \sigma(\Phi, \Phi) - ih, D_{A}(\Phi)),
\]

where \( \sigma(\Phi, \Phi) \) is the trace-free part of \( \Phi \otimes \Phi^{*} \) and regarded as an element of \( L_{k-1,\delta}^{2}(i\Lambda^{+}(Z)) \) via the Clifford multiplication and \( h \) is a compactly supported self-dual 2-form. We denote \( \nu_{0}(A, \Phi) \) by \( \nu_{h}(A, \Phi) \). Recall that the map \( L_{k,\delta}^{2} \times L_{k,\delta}^{2} \rightarrow L_{k,\delta}^{2} \) is continuous for \( k > 2 \) because of the Sobolev multiplication theorem. Since we consider a spin structure rather than general spin\(^c\) structures, the monopole map is a \( Pin(2) \)-equivariant map. We define the monopole moduli spaces for \( Z \) by

\[
\mathcal{M}_{k,\delta,h}(Z) := \{(A, \Phi) \in \mathcal{B}_{k,\delta}(Z) | \nu_{h}(A, \Phi) = 0 \},
\]

\[
\mathcal{M}_{k,\delta,0,h}(Z) := \{(A, \Phi) \in \mathcal{B}_{k,\delta}(Z) | \nu_{h}(A, \Phi) = 0 \} \quad \text{and}
\]

\[
\widetilde{\mathcal{M}}_{k,\delta,h}(Z) := \{(A, \Phi) \in \widetilde{\mathcal{B}}_{k,\delta}(Z) | \nu_{h}(A, \Phi) = 0 \}.
\]

For simplicity, we denote \( \mathcal{M}_{k,\delta,0}(Z), \mathcal{M}_{k,\delta,0}^{*}(Z) \) and \( \widetilde{\mathcal{M}}_{k,\delta,0}(Z) \) by \( \mathcal{M}_{k,\delta}(Z), \mathcal{M}_{k,\delta}^{*}(Z) \) and \( \widetilde{\mathcal{M}}_{k,\delta}(Z) \). At the end of this subsection, we study the local structure of \( d\nu \) near \( [(A_{0}, 0)] \). We consider the following bounded linear map

\[
(d\nu + d^{*}L_{\delta}^{2})(A_{0}, 0) : \mathcal{C}_{k,\delta}(Z) \rightarrow L_{k-1,\delta}^{2}(S^{-} \oplus i\Lambda^{+} \oplus i\Lambda^{0}). \tag{21}
\]

**Proposition 2.26** Suppose that \( X \) admits a PSC metric. Then there exists \( \delta_{1} \in (0, \delta_{0}) \) satisfying the following condition: for each \( \delta \in (0, \delta_{1}) \), there exist positive numbers \( l_{0} \) and \( l_{1} \) with \( l_{1} - l_{0} = 2 \text{ind}_{C}(D_{A_{0}} : L_{k}^{2}(Z; S^{+}) \rightarrow L_{k-1}^{2}(Z; S^{-})) \) such that there exist isomorphims

\[ \square \]
• $\text{Ker}(d \nu + d^*L^2_{\delta})(A_0, 0) \cong \mathbb{H}^{l_1}$,
• $\text{Coker}(d \nu + d^*L^2_{\delta})(A_0, 0) \cong \mathbb{H}^{l_0} \oplus \mathbb{R}^{b^+(M)}$

as representations of $\text{Pin}(2)$.

**Proof** It is easy to show that the operator (21) is the direct sum of

$$d^+ + d^*L^2_{\delta} : L^2_{k, \delta}(i \Lambda^1) \rightarrow L^2_{k-1, \delta}(i \Lambda^1 \oplus i \Lambda^0)$$

(22)

and

$$D^+_{A_0} : L^2_{k, \delta}(S^+) \rightarrow L^2_{k-1, \delta}(S^-).$$

(23)

Taubes (Proposition 5.1 in [37]) showed that the kernel of (22) is isomorphic to $\mathbb{R}^{b_1(M)}$ and the cokernel of (23) is isomorphic to $\mathbb{R}^{b^+(M)}$ for small $\delta$. On the other hand, since $g_X$ is a PSC metric, the operator

$$D^+(Z, g_X, 0) : L^2_{k, \delta}(S^+) \rightarrow L^2_{k-1, \delta}(S^-)$$

is Fredholm for any $\delta$. (Use (2) in [28]). This implies that

$$\text{ind}_{\mathbb{C}}(D_{A_0} : L^2_k(Z) \rightarrow L^2_{k-1}(Z)) = \text{ind}_{\mathbb{C}}(D_{A_0} : L^2_{k, \delta}(Z) \rightarrow L^2_{k-1, \delta}(Z))$$

for any $\delta$. Therefore, using Assumption 2.1, we can see that

$$\text{Ker}(d \nu + d^*L^2_{\delta})(A_0, 0) \cong \mathbb{H}^{l_1}$$

and

$$\text{Coker}(d \nu + d^*L^2_{\delta})(A_0, 0) \cong \mathbb{H}^{l_0} \oplus \mathbb{R}^{b^+(M)}$$

as vector spaces for some $l_0, l_1$ with $l_1 - l_0 = 2 \text{ind}_{\mathbb{C}}(D_{A_0} : L^2_k(Z) \rightarrow L^2_{k-1}(Z))$. Since $d^+ + d^*L^2_{\delta}$ is a $\text{Pin}(2)$-equivariant linear map, its kernel and cokernel have structures of $\text{Pin}(2)$-modules and these representations are the direct sum of $\mathbb{H}$ and $\mathbb{R}$.

**Proposition 2.27** Suppose that $b^+(M) = 0$. For each $\delta \in (0, \delta_1)$ where $\delta_1$ is the positive constant in Proposition 2.26, the space $\mathcal{M}_{k, \delta, h}(Z) \setminus \mathcal{M}_{k, \delta, h}^*(Z)$ contains just one point for any $h$.

**Proof** Since the map $L^2_{k, \delta}(\Lambda^1(Z)) \xrightarrow{d^+} L^2_{k, \delta}(\Lambda^1(Z))$ is surjective due to the calculation of Taubes (Proposition 5.1 in [37]) and the condition $b^+(M) = 0$, we have a solution $A_0$ to the equation

$$F^+(A_0) = h.$$
We have the corresponding element \((A_0, 0)\) in the configuration space and this gives the existence of reducible solution. Suppose we have elements \([A_i, 0]\) \(\in \mathcal{M}_{k,\delta}(Z) \setminus \mathcal{M}_{k,\delta}^*(Z)\) for \(i = 0\) and \(i = 1\). The connections \(A_0\) and \(A_1\) determine elements in \(H^1(d, L^2_{k,\delta})\), where the group \(H^1(d, L^2_{k,\delta})\) is the first cohomology of the following complex:

\[
0 \to L^2_{k+1,\delta}(\Lambda^0(Z)) \xrightarrow{d} L^2_{k,\delta}(\Lambda^1(Z)) \xrightarrow{d^+} L^2_{k,\delta}(\Lambda^+(Z)) \to 0.
\]

The result of Taubes (Proposition 5.1 in [37]) implies that \(H^1(d, L^2_{k,\delta}) = 0\) if \(\delta \in (0, \delta_1)\). Therefore the classes satisfy \([A_0] = [A_1]\). Then we have a \(L^2_{k+1,\delta}\)-function \(w\) such that

\[-iA_0 = dw - iA_1\]

If we put \(g := ie^w\), then we have \(A_1 = g^*A_0\). This gives the conclusion. \(\Box\)

### 3 Proof of Theorem 1.1

In this section, we give the proof of Theorem 1.1. We first consider a combination of the Kuranishi model and some \(Pin(2)\)-equivariant perturbation, obtained by using some arguments of Y. Ruan’s virtual neighborhood technique [27]. Using it, we shall show a divisibility theorem of the Euler class following Kametani [12]. This argument produces the 10/8-type inequality on periodic-end spin 4-manifolds.

#### 3.1 Perturbation

Let \((X, s)\) be the an oriented spin rational homology \(S^1 \times S^3\) and \(Z\) be the periodic-end 4-manifold given at the beginning of Sect. 2. Suppose that \(X\) admits a PSC metric \(g_X\). Then Theorem 2.2, Remark 2.5, and Lemma 2.6 imply that the Dirac operator over \(Z\) is a Fredholm operator for the pull-back metric and a suitable weight \(\delta\).

We confirm that what is called the global slice theorem holds also for our situation. Henceforth we use this notation \(d^*\) for the formal adjoint of \(d\) with respect to the \(L^2_{\delta}\)-norm if no confusion can arise. Let us define

\[
\mathcal{S}_{k,\delta} := \ker(d^* : L^2_{k,\delta}(i\Lambda^1(Z)) \to L^2_{k-1,\delta}(i\Lambda^0(Z))) \times L^2_{k,\delta}(S^+).
\]

**Lemma 3.1** The map

\[
\mathcal{S}_{k,\delta} \times \tilde{\mathcal{G}}(Z)_{k+1,\delta} \to \mathcal{C}_{k,\delta}(Z)
\]

\(\copyright\) Springer
defined by

\[ ((a, \Phi), g) \mapsto g^*(A_0 + a, \Phi) \]

is a \( \widetilde{\mathcal{G}}(Z)_{k+1, \delta} \)-equivariant diffeomorphism. In particular, we have

\[ \mathcal{S}_{k, \delta} \cong \widetilde{\mathcal{B}}_{k, \delta}(Z). \]

**Proof** The assertion on \( \widetilde{\mathcal{G}}(Z)_{k+1, \delta} \)-equivariance is obvious. To prove that the map given in the statement is a diffeomorphism, it suffices to show that the map

\[ \varphi : \text{Ker}(d^* : L^2_{k, \delta}(iA^1(Z)) \to L^2_{k-1, \delta}(iA^0(Z))) \times \widetilde{\mathcal{G}}(Z)_{k+1, \delta} \to L^2_{k, \delta}(iA^1(Z)) \]

defined by \((a, g) \mapsto a - 2g^{-1}dg\) is a diffeomorphism. Henceforth we simply denote by \(\text{Ker } d^*\) the first factor of the domain of this map if there is no risk of confusion.

We first show that \(\varphi\) is surjective. Take any \(a \in \text{Ker } d^*\). Thanks to the \(L_\delta^2\)-orthogonal decomposition given in Lemma 2.25, we can find \(f \in L^2_{k+1, \delta}(iA^0(Z))\) such that \(-2df = a - p(a)\), where \(p\) is the \(L_\delta^2\)-orthogonal projection to \(\text{Ker } d^*\) from \(L^2_{k, \delta}(iA^1(Z))\). Set \(g := e^f\). Since \(f\) decays at infinity, \(g \in \widetilde{\mathcal{G}}(Z)_{k+1, \delta}\) holds, and we get \(\varphi(p(a), g) = a\).

We next show that \(\varphi\) is injective. Assume that \((a, g) = \varphi(a', g')\) holds for \((a, g), (a', g') \in \text{Ker } d^* \times \widetilde{\mathcal{G}}(Z)_{k+1, \delta}\). Then we have \(a - a' - 2(gg')^{-1}d(gg') = 0\). Therefore, to prove that \(\varphi\) is injective, it suffices to show that, for \((a, g) \in \text{Ker } d^* \times \widetilde{\mathcal{G}}(Z)_{k+1, \delta}\), if \(\varphi(a, g) = 0\) holds we have \(a = 0\) and \(g = 1\). Assume that \(\varphi(a, g) = 0\). Then, since \(a \in \text{Ker } d^*\), we have \(d^*(g^{-1}dg) = 0\). On the other hand, \(d(g^{-1}dg) = 0\) also holds, and thus we can use the elliptic regularity. Therefore \(g^{-1}dg\) has the regularity of \(C^\infty\). Since \(b_1(Z) = 0\), there exists a function \(h \in C^\infty(iA^0(Z))\) such that \(dh = g^{-1}dg\). By the argument after Lemma 5.2 of Taubes [37], we can take \(h\) to be \(L^2_\delta\). Since \(g^{-1}dg \in L^2_{k, \delta}\) holds, we finally get \(h \in L^2_{k+1, \delta}\). Since \(h\) decays at infinity, one can integrate by parts: \(0 = (d^*dh, h)_{L^2_\delta} = \|dh\|^2_{L^2_\delta}\), and hence \(dh = 0\). Therefore \(h\) is constant, and moreover, \(h\) is constantly zero again because of the decay of \(h\). Thus we get \(g^{-1}dg = 0\), and hence \(g\) is constant and \(a = 0\). Since \(\lim_{n \to \infty} g(T^n(x_0)) = 1\), we finally have \(g = 1\). This completes the proof. \(\Box\)

Using Lemma 3.1 and restricting the map \(\nu : \mathcal{G}_{k, \delta}(Z) \to L^2_{k-1, \delta}(\Lambda^+(Z) \oplus S^-)\) corresponding to the Seiberg–Witten equations to the global slice, we get a map from \(\mathcal{S}_{k, \delta}\), denoted by \(\mu\):

\[ \mu : \mathcal{S}_{k, \delta} \to L^2_{k-1, \delta}(\Lambda^+(Z) \oplus S^-). \]  

(24)
This is a $Pin(2)$-equivariant non-linear Fredholm map.

Remark 3.2 Note that, although the $L^2$-norm is $Pin(2)$-invariant, the $L^2_{k,\delta}$-norm is not $Pin(2)$-invariant in general. However, by considering the average with respect to the $Pin(2)$-action, one can find a $Pin(2)$-invariant norm which is equivalent to the usual $L^2_{k,\delta}$-norm induced by the periodic metric and periodic connection. Henceforth we fix this $Pin(2)$-invariant norm, and just call it a $Pin(2)$-invariant $L^2_{k,\delta}$-norm and denote it by $\| \cdot \|_{L^2_{k,\delta}}$.

Via the isomorphism given in Lemma 3.1, the quotient $\mu^{-1}(0)/S^1$ can be identified with the moduli space $\mathcal{M}_{k,\delta}(Z)$, and thus we get the following result by using the technique in Lin [17].

Proposition 3.3 There exists $\delta_2 > 0$ satisfying the following condition. For any $\delta \in (0, \delta_2)$, the space $\mu^{-1}(0)/S^1$ is compact and the space $\tilde{\mathcal{M}}_{k,\delta,h}(Z)$ is also compact.

Proof By using the identification between $\mu^{-1}(0)/S^1$ and $\mathcal{M}_{k,\delta}(Z)$, it is sufficient to show $\mathcal{M}_{k,\delta}(Z)$ is compact. The proof of the second claim is similar to the first one. Let $\{(A_n, \Phi_n)\} \subset \mathcal{M}_{k,\delta}(Z)$ be any sequence in $\mathcal{M}_{k,\delta}(Z)$. Since $(A_n, \Phi_n)$ converges $(A_0, 0)$ on the end for each $n$, the topological energy

$$E^{\text{top}}(A_n, \Phi_n) := \frac{1}{4} \int_Z F_{A_n} \wedge F_{A_n}$$

defined in the book of Kronheimer–Mrowka [13] has a uniform bound

$$E^{\text{top}}(A_n, \Phi_n) \leq C.$$

We set $W(\epsilon, \infty) := W[0, \infty) \setminus Y \times [0, \epsilon]$ where $Y \times [0, \epsilon]$ is a closed color neighborhood of $Y \times 0 \subset W[0, \infty)$. The uniform boundedness of $E^{\text{top}}(A_n, \Phi_n)$ and Theorem 4.7 in [17] imply that $\{(A_n, \Phi_n)|_{W[\epsilon, \infty]}\}_n$ has a convergent subsequence in the $L^2_{k,\delta}$-topology. (In Theorem 4.7 in [17], Lin imposed the boundedness of $\Lambda_\epsilon$. This is because Lin considered the blown-up moduli space. On the other hand, for the convergence in the un-blown-up moduli space, we only need the boundedness of the energy.) Therefore we have gauge transformations $\{g_n\}$ over $W(\epsilon, \infty)$ such that $\{(g_n^*A_n, g_n^*\Phi_n)\}$ converges in $L^2_{k,\delta}(W(\epsilon, \infty); i\Lambda^1 \oplus S^+)$. On the other hand, we also have an energy bound

$$E^{\text{top}}((A_n, \Phi_n)|_{M \cup Y \cup W_0}) \leq C.$$

By Theorem 5.1.1 in [13], we have gauge transformation $h_n$ on $M \cup Y \cup [0, \epsilon']$ such that $\{(h_n^*A_n, h_n^*\Phi_n)\}$ has a convergent subsequence in $L^2_k(M \cup Y \times [0, \epsilon']\cup \Lambda^1 \oplus S^+)$ for $\epsilon < \epsilon'$. Pasting $g_n$ and $h_n$ via a bump-function, we
get gauge transformations $\{g_n \# h_n\}$ defined on the whole of $Z$ satisfying that $\{((g_n \# h_n^* A_n, g_n \# h_n \Phi_n))\}$ has convergent subsequence in $L^2_{k, \delta}(Z; i\Lambda^1 \oplus S^+)$. (This is a standard patching argument for gauge transformations. For example, see Sub-subsection 4.4.2 in [5].)

Set

$$\mathcal{H}_{k-1, \delta} := L^2_{k-1, \delta}(\Lambda^+(Z)) \times L^2_{k-1, \delta}(S^-).$$

For a positive real number $\eta$, we define

$$\mathbb{B}(\eta) := \left\{ x \in \mathcal{I}_{k, \delta} \mid \|x\|^{2}_{L^2_{k, \delta}} < \eta \right\}$$

Since our $L^2_{k, \delta}$-norm is $Pin(2)$-invariant (see Remark 3.2), $Pin(2)$ acts on $\mathcal{I}_{k, \delta} \setminus \mathbb{B}(\eta)$. Therefore the space $\mathcal{I}_{k, \delta} \setminus \mathbb{B}(\eta)$ has a structure of $Pin(2)$-Hilbert manifold with boundary. Here let us recall that we introduced positive numbers $\delta_1$ and $\delta_2$ in Proposition 2.26 and in Proposition 3.3 respectively. The following lemma ensures that we can take a suitable and controllable perturbation of the Seiberg–Witten equations outside a neighborhood of the reducible.

**Lemma 3.4** For any $\delta > 0$ with $0 < \delta < \min(\delta_1, \delta_2)$, $\eta > 0$ and $\epsilon > 0$, there exists a $Pin(2)$-equivariant smooth map

$$g_\epsilon : \mathcal{I}_{k, \delta} \setminus \mathbb{B}(\eta) \to \mathcal{H}_{k-1, \delta}$$

satisfying the following conditions:

(1) For every point $\gamma \in (\mu |_{\mathcal{I}_{k, \delta} \setminus \mathbb{B}(\eta)} + g_\epsilon)^{-1}(0)$, the differential

$$d(\mu + g_\epsilon)_\gamma : \mathcal{I}_{k, \delta} \to \mathcal{H}_{k-1, \delta}$$

is surjective.

(2) Any element of the image of $g_\epsilon$ is smooth.

(3) There exists $N > 0$, depending on $\epsilon$, such that

$$g_\epsilon(x)|_{W[N, \infty]} = 0$$

holds for any $x \in \mathcal{I}_{k, \delta} \setminus \mathbb{B}(\eta)$.

(4) There exists a constant $C > 0$ independent of $\epsilon$ such that

$$\| (dg_\epsilon)_x : \mathcal{I}_{k, \delta} \to \mathcal{H}_{k-1, \delta} \|_{B(\mathcal{I}_{k, \delta}, \mathcal{H}_{k-1, \delta})} < C \epsilon$$

holds for any $x \in \mathcal{I}_{k, \delta} \setminus \mathbb{B}(\eta)$. Here $\| \cdot \|_{B(\cdot, \cdot)}$ denotes the operator norm.
(5) There exists a constant $C' > 0$ independent of $\epsilon$ such that

$$\|g_\epsilon(x)\|_{L^2_{k-1,\delta}} \leq C' \epsilon.$$ 

holds for any $x \in \mathcal{K}_{k,\delta}(\mathbb{B}(\eta))$.

**Proof** Since $\mathcal{K}_{k,\delta}(\mathbb{B}(\eta))$ has a free $Pin(2)$-action, we have the smooth Hilbert bundle

$$E := (\mathcal{K}_{k,\delta}(\mathbb{B}(\eta))) \times_{Pin(2)} \mathcal{K}_{k-1,\delta} \to (\mathcal{K}_{k,\delta}(\mathbb{B}(\eta))/Pin(2).$$

Since $\mu : \mathcal{K}_{k,\delta}(\mathbb{B}(\eta)) \to \mathcal{K}_{k-1,\delta}$ is a $Pin(2)$-equivariant map, $\mu$ determines a section $\mu' : (\mathcal{K}_{k,\delta}(\mathbb{B}(\eta))/Pin(2) \to E$. The section $\mu'$ is a smooth Fredholm section and the set $\mu'^{-1}(0)$ is compact by Proposition 3.3. Now we consider a construction used in Ruan’s virtual neighborhood technique [27]. Let $\gamma \in \mu'^{-1}(0)$. The differential

$$d\mu' : T_\gamma(\mathcal{K}_{k,\delta}(\mathbb{B}(\eta))/Pin(2) \to \mathcal{K}_{k-1,\delta}$$

is a linear Fredholm map, and therefore there exist a natural number $n_\gamma$ and a linear map $f_\gamma : \mathbb{R}^{n_\gamma} \to \mathcal{K}_{k-1,\delta}$ such that

$$d\mu' + f_\gamma : T_\gamma(\mathcal{K}_{k,\delta}(\mathbb{B}(\eta))/Pin(2) \oplus \mathbb{R}^{n_\gamma} \to \mathcal{K}_{k-1,\delta}$$

is surjective. Concretely, we can give the map $f_\gamma$ as follows. Let $V_\gamma$ be a direct sum complement in $\mathcal{K}_{k-1,\delta}$ of the image of $d\mu'$. By taking a basis of $V_\gamma$, we get a linear embedding $f_\gamma : \mathbb{R}^{n_\gamma} \to V_\gamma \subset \mathcal{K}_{k-1,\delta}$, where $n_\gamma = \dim V_\gamma$. We here show that, by replacing $f_\gamma$ appropriately, we can assume that any element of $\text{Im} f_\gamma$ is smooth and has compact support. For each member of the fixed basis of $V_\gamma$, we can take a sequence of smooth and compactly supported sections of $\Lambda^+(Z) \oplus S^-$ which converges to the member in the $L^2_{k-1,\delta}$ sense. Then we get a sequence of maps $\{f_{\gamma,l}\}_l$ approaching $f_\gamma$ through the same procedure of the construction of $f_\gamma$ above. Since surjectivity is an open condition, for a sufficiently large $l$, by replacing $f_{\gamma,l}$ with $f_\gamma$ we can assume that any element of $\text{Im} f_\gamma$ is smooth and has compact support.

For each $\gamma \in \mu'^{-1}(0)$, since surjectivity is an open condition, there exists a small open neighborhood $U_\gamma$ of $\gamma$ in $(\mathcal{K}_{k,\delta}(\mathbb{B}(\eta))/Pin(2)$ such that $d\mu'_\gamma + f_\gamma$ is surjective for any $\gamma' \in U_\gamma$. Since $\mu'^{-1}(0)$ is compact, there exist finitely many points $\gamma_1, \ldots, \gamma_p \subset \mu'^{-1}(0)$ such that $\mu'^{-1}(0) \subset \bigcup_{i=1}^p U_{\gamma_i}$. Here we regard $\bigcup_{i=1}^p U_{\gamma_i}$ as an open submanifold of the infinite-dimensional manifold $(\mathcal{K}_{k,\delta}(\mathbb{B}(\eta))/Pin(2)$. (For the existence of this partition of unity on the infinite-dimensional manifold, see, for example, Chapter II, Corollary 3.8 of
Set
\[ n_i := n_{\gamma_i}, \ f_i := f_{\gamma_i}, \ U_i := U_{\gamma_i}, \ \text{and} \ n := \sum_{i=1}^{p} n_i. \]

We fix a smooth partition of unity \( \{ \rho_i : U_i \to [0, 1] \} \) subordinate to the open covering \( \{ U_i \}_{i=1}^{p} \) of \( \bigcup_{i=1}^{p} U_i \). Note that, until this point, we have not used \( \epsilon \).

We here define a section \( \bar{g}_{\epsilon} : (S_{k, \delta} \setminus B(\eta)) / Pin(2) \times \mathbb{R}^n \to \mathcal{E} \)
by
\[ \bar{g}_{\epsilon}(x, v) := \epsilon \sum_{i=1}^{p} \rho_i(x) f_i(v_i), \quad (25) \]

where
\[(x, v) = (x, (v_1, \ldots, v_p)) \in (S_{k, \delta} \setminus B(\eta)) / Pin(2) \times \mathbb{R}^n = (S_{k, \delta} \setminus B(\eta)) / Pin(2) \times \mathbb{R}^{n_1} \times \cdots \times \mathbb{R}^{n_p}.\]

One can easily check that, for any \( \gamma \in \mu'^{-1}(0) \), the differential \( d(\mu' + \bar{g}_{\epsilon})(\gamma, 0) \) is surjective. Since any element of the image of \( f_i \)'s are smooth and has compact support, any element of the image of \( \bar{g}_{\epsilon} \) is and does also. Note that \( \bar{g}_{\epsilon}(\gamma, 0) = 0 \) holds for any \( \gamma \in \mu'^{-1}(0) \). Since surjectivity is an open condition, there exists an open neighborhood \( \mathcal{N} \) of \( \mu'^{-1}(0) \) in \( (S_{k, \delta} \setminus B(\eta)) / Pin(2) \times \mathbb{R}^n \) such that, for any point \( z \in \mathcal{N} \), the linear map \( d(\mu' + \bar{g}_{\epsilon})_z \) is surjective. Because of the implicit function theorem, we can see that the subset
\[ \mathcal{U} := \{(x, v) \in \mathcal{N} | (\mu + \bar{g}_{\epsilon})(x, v) = 0\} \]
of \( \mathcal{N} \), called a virtual neighborhood, has a structure of a finite dimensional manifold. By Sard’s theorem, the set of regular values of the map \( pr : \mathcal{U} \to \mathbb{R}^n \) defined as the restriction of the projection map
\[ pr : (S_{k, \delta} \setminus B(\eta)) / Pin(2) \times \mathbb{R}^n \to \mathbb{R}^n \]
is a dense subset of \( \mathbb{R}^n \). Now we choose a regular value \( v \in \mathbb{R}^n \) with the sufficiently small norm such that
\[ \{ x \in (S_{k, \delta} \setminus B(\eta)) / Pin(2) | (\mu + \bar{g}_{\epsilon})(x, v) = 0 \} \times \{ v \} \subset \mathcal{N}. \]
Define

\[ g'_\epsilon : (\mathcal{S}_{k,\delta} \setminus \mathbb{B}(\eta))/Pin(2) \to \mathcal{E} \]

by \( g'_\epsilon(x) := \tilde{g}_\epsilon(x, v) \). Then we get a \( Pin(2) \)-equivariant map

\[ g_\epsilon : \mathcal{S}_{k,\delta} \setminus \mathbb{B}(\eta) \to \mathcal{H}_{k-1,\delta} \]

by considering the pull-back of \( g'_\epsilon \) by the quotient maps

\[
\begin{array}{ccc}
(\mathcal{S}_{k,\delta} \setminus \mathbb{B}(\eta)) \times \mathcal{H}_{k-1,\delta} & \longrightarrow & \mathcal{E} = (\mathcal{S}_{k,\delta} \setminus \mathbb{B}(\eta)) \times Pin(2) \mathcal{H}_{k-1,\delta} \\
\downarrow & & \downarrow \\
\mathcal{S}_{k,\delta} \setminus \mathbb{B}(\eta) & \longrightarrow & (\mathcal{S}_{k,\delta} \setminus \mathbb{B}(\eta))/Pin(2)
\end{array}
\]

and composing the projection \((\mathcal{S}_{k,\delta} \setminus \mathbb{B}(\eta)) \times \mathcal{H}_{k-1,\delta} \to \mathcal{H}_{k-1,\delta}\). The surjectivity of \( d(\mu' + \tilde{g}_\epsilon) \) ensures that this \( g_\epsilon \) satisfies the first required condition in the statement of the lemma. Since any element of the image of \( \tilde{g}_\epsilon \) is smooth and has compact support, the map \( g_\epsilon \) satisfies the same condition. This implies that \( g_\epsilon \) meets the second and third conditions in the statement. The fourth and fifth conditions follow from the expression (25).

\[ \square \]

3.2 Kuranishi model

To obtain the 10/8-inequality, we study a neighborhood of the reducible configuration and use the \( Pin(2) \)-equivariant Kuranishi model for this. We first recall the following well-known theorem. (For example, see Theorem A.4.3 in [22].)

**Theorem 3.5** (Kuranishi model) Let \( G \) be a compact Lie group and \( V \) and \( V' \) be Hilbert spaces equipped with smooth \( G \)-actions and \( G \)-invariant inner products. Suppose that there exists a \( G \)-equivariant smooth map \( f : V \to V' \) with \( f(0) = 0 \) and such that \( df_0 : V \to V' \) is Fredholm. Then the following statements hold.

(1) There exists a \( G \)-invariant open subset \( U \subset V \) and a \( G \)-equivariant diffeomorphism \( T : U \to T(U) \) satisfying the following conditions:

- \( T(0) = 0 \).
- There exist a \( G \)-equivariant linear isomorphism \( D : (\text{Ker } df_0)^\perp \to \text{Im } df_0 \) and a smooth \( G \)-equivariant map \( \tilde{f} : V \to (\text{Im } df_0)^\perp \) such that the map

\[ f \circ T : U \to T(U) \subset V \to V' \]
is written as \( f \circ T(v, w) = (Dw, \tilde{f}(v, w)) \in \text{Im} df_0 \oplus (\text{Im} df_0)^\perp = V' \) for \((v, w) \in \text{Ker} df_0 \oplus (\text{Ker} df_0)^\perp = V\).

- If we define \( F : \text{Ker} df_0 \cap U \to (\text{Im} df_0)^\perp \) by \( F(v) := \tilde{f}(v, 0) \), then \( F^{-1}(0) \) can be identified with \( U \cap f^{-1}(0) \) as \( G \)-spaces.

(2) For a real number \( c \) satisfying \( 0 < c \leq 1/2 \), let \( U_c(f) \) be the open set in \( V \) defined by

\[
U_c(f) = \{ x \in V | \| \text{pr}_{(\text{Ker} df_0)^\perp} - D^{-1} \circ \text{pr}_{\text{Im} df_0} \circ df x \|_{B(V, V)} < c \},
\]

where \( \text{pr}_W \) is the projection to a subspace \( W \) and \( \|-\|_{B(V, V)} \) is the operator norm. Let \( \Psi : V \to V \) be the map defined by

\[
\Psi(x) := x + D^{-1} \circ \text{pr}_{\text{Im} df_0} (f(x) - df_0(x)).
\]

Then, the image \( \Psi(U_c(f)) \) is an open subset of \( V \) and the restriction \( \Psi|_{U_c(f)} : U_c(f) \to \Psi(U_c(f)) \) is a diffeomorphism.

(3) As the open set \( U \) in (1), we can take any open ball centered at the origin and contained in \( \Psi(U_c(f)) \).

### 3.3 Spin \( \Gamma \)-structure on the Seiberg–Witten moduli space

In this subsection, we show that there is a natural spin \( \Gamma \)-structure (equivariant spin structure) on \( \mathcal{M}_{k, \delta}(Z) \). To show this, we need several definitions related to a \( Pin(2) \)-equivariant version of the index of a family of Fredholm operators. A non-equivariant version of the argument of this subsection was originally considered by Sasahira [29].

Let \( G \) be a compact Lie group.

**Definition 3.6** Let \( H_1 \) and \( H_2 \) be separable Hilbert spaces with linear \( G \)-actions. Let \( \text{Fred}(H_1, H_2) \) be the set of Fredholm operators from \( H_1 \) to \( H_2 \). We define a topology on \( \text{Fred}(H_1, H_2) \) by the operator norm and an action of \( G \) on \( \text{Fred}(H_1, H_2) \) by \( f \mapsto g^{-1}fg \), where \( f \in \text{Fred}(H_1, H_2) \) and \( g \in G \).

As in the non-equivariant case, for a compact \( G \)-space \( K \), there is a map:

\[
\text{ind}_K : [K, \text{Fred}(H_1, H_2)]_G \to KO_G(K)
\]

via the equivariant families index, where \([K, \text{Fred}(H_1, H_2)]_G \) is the set of \( G \)-homotopy classes of \( G \)-maps from \( K \) to \( \text{Fred}(H_1, H_2) \).
In this subsection, for fixed \( \eta > 0 \) and \( \epsilon > 0 \), we choose a perturbation \( g_\epsilon \) as in Lemma 3.4. We also fix a \( \text{Pin}(2) \)-equivariant cut-off function \( \rho : \mathcal{S}_{k, \delta} \to [0, 1] \) satisfying

\[
\rho(x) = \begin{cases} 
0, & \text{if } x \in B(\eta), \\
1, & \text{if } x \in B(2\eta)^c,
\end{cases}
\]  

(27)

where \( B(2\eta)^c \) is the complement of \( B(2\eta) \) in \( \mathcal{S}_{k, \delta} \). (To construct such a function, we use a map induced by the square of the \( L^2_{k, \delta} \)-norm on \( \mathcal{S}_{k, \delta} \).) We have the \( \text{Pin}(2) \)-equivariant smooth map

\[
g_\epsilon : \mathcal{S}_{k, \delta} \setminus B(\eta) \to \mathcal{H}_{k-1, \delta}
\]
given in Lemma 3.4. We now consider the following map

\[
\mu_\epsilon := \mu + \rho g_\epsilon : \mathcal{S}_{k, \delta} \to \mathcal{H}_{k-1, \delta}.
\]

In our situation, we put \( H_1 = \mathcal{S}_{k, \delta}, H_2 = \mathcal{H}_{k-1, \delta}, G = \text{Pin}(2) \) and let \( K \) be an \( G \)-invariant topological subspace of \( H_1 \). The Fredholm maps \( d(\mu_\epsilon)_x : H_1 \to H_2 \) for \( x \in K \) determine a class

\[
[[d(\mu_\epsilon)_x]_{x \in K}] \in [K, \text{Fred}(H_1, H_2)]_{\text{Pin}(2)}.
\]

If \( K = H_1 \), then we have an isomorphism

\[
[H_1, \text{Fred}(H_1, H_2)]_{\text{Pin}(2)} \cong \{0\}, \text{Fred}(H_1, H_2)]_{\text{Pin}(2)}
\]

via a \( \text{Pin}(2) \)-equivariant deformation retraction from \( H_1 \) to \( \{0\} \). This isomorphism implies that

\[
[[d(\mu_\epsilon)_x]_{x \in H_1}] = [[d\mu_0]_{x \in H_1}]
\]

in \([H_1, \text{Fred}(H_1, H_2)]_{\text{Pin}(2)}\) since \( d(\mu_\epsilon)_0 = d\mu_0 \).

It follows from Lemma 3.12, shown in the next subsection, that \( \mu_\epsilon^{-1}(0) \setminus B(\eta) \) is compact for an appropriate choice of \( \delta \). In the rest of this subsection, we shall use this compactness. For a given \( \text{Pin}(2) \)-space \( K \) and a \( \text{Pin}(2) \)-module \( W \), we denote by \( W \) the product \( \text{Pin}(2) \)-bundle on \( K \) with fiber \( W \).

**Lemma 3.7** The class \([T(\mu_\epsilon^{-1}(0) \setminus B(2\eta))] \in K O_{\text{Pin}(2)}(\mu^{-1}(0) \setminus B(2\eta)) \) is equal to \([\text{Ker} d\mu_0] - [\text{Coker} d\mu_0] \).

**Proof** Set \( K = \mu_\epsilon^{-1}(0) \setminus B(\eta) \). Then we have

\[
[T K] = \text{ind}[[d(\mu_\epsilon)_x]_{x \in K}] \in K O_{\text{Pin}(2)}(K).
\]  

(29)
Note that the inclusion \(i : K \to H_1\) induces the map \(i^* : [H_1, \text{Fred}(H_1, H_2)]_{\text{Pin}(2)} \to [K, \text{Fred}(H_1, H_2)]_{\text{Pin}(2)}\).

Using the equality (28), one can check

\[
\{d\mu_0\}_{x \in K} = i^*[\{d\mu_0\}_{x \in H_1}] = i^*[\{d(\mu_\epsilon)x\}_{x \in H_1}] = \{d(\mu_\epsilon)x\}_{x \in K}. \quad (30)
\]

The index of the left-hand-side is given as

\[
\text{ind}[\{d\mu_0\}_{x \in K}] = [\text{Ker} \, d\mu_0] - [\text{Coker} \, d\mu_0]. \quad (31)
\]

The equalities (29), (30), and (31) prove the lemma.

**Corollary 3.8** Under the same assumption of Lemma 3.7, there exists a \(\text{Pin}(2)\)-module \(W\) such that

\[
T(\mu_\epsilon^{-1}(0)\backslash B(\eta)) \oplus \text{Coker} \, d\mu_0 \oplus W \cong \text{Ker} \, d\mu_0 \oplus W
\]

as \(\text{Pin}(2)\)-bundles.

By the use of Corollary 3.8, we can equip the Seiberg–Witten moduli space with a structure of spin \(\Gamma\)-manifold.

**Corollary 3.9** Under the same assumption of Lemma 3.7 and the condition \(b^+(M)\) is even, \(\mu_\epsilon^{-1}(0)\backslash B(\eta)\) has a structure of a spin \(\Gamma\)-manifold.

**Proof** By applying Corollary 3.8, we have a \(\text{Pin}(2)\)-module \(W\) satisfying

\[
T(\mu_\epsilon^{-1}(0)\backslash B(\eta)) \oplus \text{Coker} \, d\mu_0 \oplus W \cong \text{Ker} \, d\mu_0 \oplus W \quad (32)
\]

By Lemma 2.16, we can assume that \(W\) has a real \(\text{Pin}(2)\)-module structure. We regard \(\text{Pin}(2)\)-modules as \(\Gamma\)-modules and \(\text{Pin}(2)\)-spaces as \(\Gamma\)-spaces via (13). Since \(b^+(M)\) is even, the dimensions of \(\text{Coker} \, d\mu_0\) and \(\text{Ker} \, d\mu_0\) are even. By Lemma 2.15 and Lemma 2.13, \(\text{Coker} \, d\mu_0\) and \(\text{Ker} \, d\mu_0\) have spin \(\Gamma\)-module structures. The spin \(\Gamma\)-module structures on \(\text{Coker} \, d\mu_0\), \(\text{Ker} \, d\mu_0\) and \(W\) determine spin structures on \(\text{Coker} \, d\mu_0/\Gamma\), \(\text{Ker} \, d\mu_0/\Gamma\) and \(W/\Gamma\) as vector bundles on \((\mu_\epsilon^{-1}(0)\backslash B(\eta))/\Gamma\) by Remark 2.11.

The isomorphism (32) gives the isomorphism:

\[
T(\mu_\epsilon^{-1}(0)\backslash B(\eta))/\Gamma \oplus \text{Coker} \, d\mu_0/\Gamma \oplus W/\Gamma \cong \text{Ker} \, d\mu_0/\Gamma \oplus W/\Gamma.
\]

Since \(\text{Ker} \, d\mu_0/\Gamma \oplus W/\Gamma\) has a spin structure induced by the spin structures on \(\text{Ker} \, d\mu_0/\Gamma\) and \(W/\Gamma\), \(T(\mu_\epsilon^{-1}(0)\backslash B(\eta))/\Gamma\) also admit a spin structure. By Remark 2.19, we obtain a structure of a spin \(\Gamma\)-manifold on \(\mu_\epsilon^{-1}(0)\backslash B(\eta)\).

\[\square\]
Remark 3.10 One can check that the spin $Pin(2)$-structure on $\mu_{e}^{-1}(0) \backslash \mathbb{B}(\eta)$ in Corollary 3.9 does not depend on the choice of $W$.

3.4 Main construction

The following theorem contains the main construction of this paper.

**Theorem 3.11** Under the assumption of Theorem 1.1 and the condition that $b^{+}(M)$ is even, there exist real spin $\Gamma$-modules $U_{0}$ and $U_{1}$ with $\Gamma$-invariant norms and $\Gamma$-equivariant smooth map $\phi : S(U_{0}) \rightarrow U_{1}$ from the unit sphere of $U_{0}$ satisfying the following conditions:

- The group $\Gamma$ acts freely on $U_{0} \backslash \{0\}$.
- The map $\phi : S(U_{0}) \rightarrow U_{1}$ is transverse to $0 \in U_{1}$.
- The $\Gamma$-manifold $\phi^{-1}(0)$ bounds a compact manifold with a free $\Gamma$-action, making it a spin $\Gamma$-manifold.
- As a $\Gamma$-representation space, $U_{i}$ is isomorphic to $\mathbb{R}^{l_{i}} \oplus \mathbb{H}^{m_{i}}$ for $i = 0$ and $1$, where $l_{0} = 0$, $l_{1} = b^{+}(M)$ and $2m_{0} - 2m_{1} = -\text{ind}_{\mathbb{C}} D_{A_{0}}$.

where the definition of $\Gamma$ is given in (13).

**Proof** Let $X, Y, M$ and $Z$ be as in Sect. 2. Suppose that $X$ admits a PSC metric $g_{X}$. We fix a positive number $\delta$ satisfying $\delta < \min\{\delta_{0}, \delta_{1}, \delta_{2}\}$. (Recall that $\delta_{0}, \delta_{1}$, and $\delta_{2}$ are given in Remark 2.7, Proposition 2.26, and Proposition 3.3 respectively.) We denote by $D_{0}$ the operator $d\mu_{0}$ and put $W_{0} = \text{Ker} D_{0}$ and $W_{1} = \text{Im} D_{0}$. Since the operator $D_{0} : W_{0}^{\perp} \rightarrow W_{1}$ is an isomorphism, there exists the inverse map $D_{0}^{-1} : W_{1} \rightarrow W_{0}^{\perp}$, where $\perp$ is the orthogonal complement with respect to $L_{k, \delta}^{2}$-norm in $\mathcal{J}_{k, \delta}$. We use Theorem 3.5 for the following setting:

$$V = \mathcal{J}_{k, \delta}, \quad V' = \mathcal{H}_{k-1, \delta}, \quad G = Pin(2), \quad \text{and} \quad \phi = \mu.$$ 

Then we get a Kuranishi model for $\mu$ near the reducible. For this model, we use the open subset $U_{c}(\mu) \subset V$ for $c$ with $0 < c < \min\{\frac{1}{8}, \frac{1}{8} \| D_{0}^{-1} \|_{B(W_{1}, W_{0}^{\perp})}^{-1}\}$ defined as in (26), where $\| D_{0}^{-1} \|_{B(W_{1}, W_{0}^{\perp})}$ is the operator norm of $D_{0}^{-1}$. We fix a positive real number $\eta$ satisfying

$$\mathbb{B}(4\eta) \subset U_{c}(\mu) \subset \mathcal{J}_{k, \delta} \quad (33)$$

and also fix a $Pin(2)$-equivariant cut-off function $\rho : \mathcal{J}_{k, \delta} \rightarrow [0, 1]$ as (27). For any $\epsilon > 0$, we have the $G$-equivariant smooth map

$$g_{\epsilon} : \mathcal{J}_{k, \delta} \backslash \mathbb{B}(\eta) \rightarrow \mathcal{H}_{k-1, \delta}$$
given in Lemma 3.4, and can consider the map

$$\mu_\epsilon = \mu + \rho g_\epsilon : \mathcal{J}_{k,\delta} \to \mathcal{H}_{k-1,\delta}$$

as in Sect. 3.3. Note that the map $\mu_\epsilon$ is a smooth $Pin(2)$-equivariant Fredholm map. Because of Lemma 3.4, the differential $d(\mu_\epsilon)_x$ is surjective for any $x \in \mu_\epsilon^{-1}(0) \cap \mathbb{B}(2\eta)^c$, and therefore $\mu_\epsilon^{-1}(0) \cap \mathbb{B}(2\eta)^c$ is a finite dimensional manifold. We also note that $\mu_\epsilon = \mu$ on $B(\eta)$. We define $/Psi_1\mu_\epsilon$:

$$/Psi_1\mu_\epsilon (x) = x + D^{-1}_\epsilon \circ \text{pr}_\text{Im}(d(\mu_\epsilon)_0)(\mu_\epsilon (x) - d(\mu_\epsilon)_0(x))$$

$$= x + D^{-1}_0 \circ \text{pr}_\text{Im} D_0(\mu_\epsilon (x) - D_0(x)),$$

where $D_\epsilon = d(\mu_\epsilon)_0$, which is just $D_0$. We now use the following lemma:

**Lemma 3.12** For $\delta$ with $0 < \delta < \delta_2$, the space $\mu_\epsilon^{-1}(0)/S^1$ is compact, where $\delta_2$ is the constant given in Proposition 3.3.

The proof of this lemma is given at the end of this subsection. Assuming Lemma 3.12, then the space $\mu_\epsilon^{-1}(0) \setminus \mathbb{B}(\eta)$ is also compact. Next, we consider a neighborhood of the reducible. Applying Theorem 3.5 for $f = \mu_\epsilon$, we obtain a Kuranishi model for $\mu_\epsilon$ near the reducible. Here we use the open subset $U_c(\mu_\epsilon)$ defined as in (26) for this Kuranishi model. Fix a positive number $c'$ satisfying $c < \frac{1}{2}c' < \frac{1}{8}$. We here choose $\epsilon$ so that

$$\| D_0^{-1} \|_{B(W_1,W_0^\perp)} (C \max |d\rho| + C'\epsilon) < \frac{1}{2}c',$$

where $C$ and $C'$ are the constants in Lemma 3.4. Then

$$U_c(\mu) \subset U_{c'}(\mu_\epsilon) \quad (34)$$

holds, because for $x \in U_c(\mu)$ we have

$$\| \text{pr}_\text{(ker $D_0$)} \perp - D_0^{-1} \circ \text{pr}_\text{Im} D_0 \circ d(\mu_\epsilon)_x \|_{B(V,V')}$$

$$\leq \| \text{pr}_\text{(ker $D_0$)} \perp - D_0^{-1} \circ \text{pr}_\text{Im} D_0 \circ (d\mu_x + d(\rho g_\epsilon)_x) \|_{B(V,V')}$$

$$\leq c + \| D_0^{-1} \circ \text{pr}_\text{Im} D_0 \circ d(\rho g_\epsilon)_x \|_{B(V,V')}$$

$$\leq c + \| D_0^{-1} \|_{B(W_1,W_0^\perp)} (C \max |d\rho| + C'\epsilon) < c'.$$ 

(35)

Here we use the definition of $U_c(\mu)$ given in Theorem 3.5 in the second inequality and Lemma 3.4 in the last inequality.

Next, we show

$$\mathbb{B}(3\eta) \subset /Psi_1\mu_\epsilon(U_{c'}(\mu_\epsilon)). \quad (36)$$
We first note that the argument to get the inequality (35) also shows that \( \| \text{id} - d(\Phi_{\mu_\epsilon})_x \| < c' \) for any \( x \in \mathbb{B}(4\eta) \). Going back to a proof of the inverse function theorem, this inequality implies that \( \mathbb{B}(4\eta(1 - c')) \subset \Psi_{\mu_\epsilon}(\mathbb{B}(4\eta)) \). (For example, see Lemma A.3.2 in [22].) Using (33), (34), we get \( \mathbb{B}(4\eta(1 - c')) \subset \Psi_{\mu_\epsilon}(U_{c'}(\mu_\epsilon)) \). Thus we have (36).

Now let us recall Theorem 3.5. Because of (36), Theorem 3.5 ensures that there exists a \( \text{Pin}(2) \)-equivariant diffeomorphism \( T : \mathbb{B}(3\eta) \to T(\mathbb{B}(3\eta)) \) satisfying the following conditions:

- \( T(0) = 0 \).
- The map 
  \[
  \mu_\epsilon \circ T : \mathbb{B}(3\eta) \to T(\mathbb{B}(3\eta)) \subset \mathcal{J}_{k, \delta} \to \mathcal{H}_{k-1, \delta}
  \]
  is given by \( (v, w) \mapsto (Dw, \tilde{\mu}_\epsilon(v, w)) \) via the decompositions \( \mathcal{J}_{k, \delta} = \text{Ker} \, d(\mu_\epsilon)_0 \oplus (\text{Ker} \, d(\mu_\epsilon)_0)^\perp \) and \( \mathcal{H}_{k-1, \delta} = \text{Im} \, d(\mu_\epsilon)_0 \oplus (\text{Im} \, d(\mu_\epsilon)_0)^\perp \). Here
  \[
  D : (\text{Ker} \, d(\mu_\epsilon)_0)^\perp \to \text{Im} \, d(\mu_\epsilon)_0
  \]
  is a \( \text{Pin}(2) \)-equivariant linear isomorphism and
  \[
  \tilde{\mu}_\epsilon : \mathcal{J}_{k, \delta} \to (\text{Im} \, d(\mu_\epsilon)_0)^\perp
  \]
  is a smooth \( \text{Pin}(2) \)-equivariant map.
- Define \( \mu_\epsilon^* : \text{Ker} \, d(\mu_\epsilon)_0 \cap \mathbb{B}(3\eta) \to (\text{Im} \, d(\mu_\epsilon)_0)^\perp \) by \( \mu_\epsilon^*(v) := \tilde{\mu}_\epsilon(v, 0) \). Then \( \mathbb{B}(3\eta) \cap (\mu_\epsilon^*)^{-1}(0) \) can be identified with \( \mathbb{B}(3\eta) \cap (\mu_\epsilon)^{-1}(0) \) as \( \text{Pin}(2) \)-spaces.

We denote the identification between \( \mathbb{B}(3\eta) \cap (\mu_\epsilon^*)^{-1}(0) \) and \( \mathbb{B}(3\eta) \cap (\mu_\epsilon)^{-1}(0) \) by \( \Phi : \mathbb{B}(3\eta) \cap (\mu_\epsilon^*)^{-1}(0) \to \mathbb{B}(3\eta) \cap (\mu_\epsilon)^{-1}(0) \). Since \( \mu_\epsilon(x) = \mu(x) \) for \( x \in \mathbb{B}(\eta) \), we can see that

\[
\text{Ker} \, d(\mu_\epsilon)_0 \cong \text{Ker} \, D_{A_0}, \quad \text{Coker} \, d(\mu_\epsilon)_0 \cong \text{Coker} \, D_{A_0} \oplus \mathbb{R}^b^+
\]

as \( \text{Pin}(2) \)-modules by Proposition 2.26. We set

\[
U_0 := \text{Ker} \, d(\mu_\epsilon)_0 \quad \text{and} \quad U_1 := \text{Coker} \, d(\mu_\epsilon)_0.
\]

By the construction of the Kuranishi model, the equalities \( \text{Ker} \, (d\mu_\epsilon)_x \cong \text{Ker} \, (d\mu_\epsilon^*)_\Phi(x) \) and \( \text{Coker} \, (d\mu_\epsilon)_x \cong \text{Coker} \, (d\mu_\epsilon^*)_\Phi(x) \) hold for any \( x \in \mathbb{B}(3\eta) \cap (\mu_\epsilon)^{-1}(0) \). Therefore, there exists a positive real number \( \nu \) such that \( (\mu_\epsilon^*)^{-1}(0) \setminus \mathbb{B}(3\eta - \nu) \) has the structure of a \( \text{Pin}(2) \) finite dimensional
manifold. Here let us consider the $Pin(2)$-invariant smooth map
\[ \psi : (\mu^*_\epsilon)^{-1}(0) \setminus B(3\eta - \nu) \rightarrow (0, \infty) \]
defined by $\psi(x) := \|x\|^2_{L^2_{k,\delta}}$. Sard’s theorem implies that there exists a dense subset $S$ in $(0, \infty)$ such that $s$ is a regular value of $\psi$ for any $s \in S$. Now we fix a regular value $s \in S$. Then the space $\psi^{-1}([s, \infty)) \cup_{\Phi_0 T} (\mu^{-1}_{\epsilon}(0) \setminus B(3\eta - \nu))$ has a structure of a compact $Pin(2)$-manifold with boundary. We equip $U_0$ with the norm defined by
\[ \|v\| := \frac{1}{\sqrt{s}} \|v\|_{L^2_{k,\delta}} \]
and $U_1$ with that defined as the restriction of the $L^2_{k-1,\delta}$-norm.

We set $\phi := \mu^*_\epsilon|_{S(U_0)}$. We regard $Pin(2)$-modules as $\Gamma$-modules and $Pin(2)$-spaces as $\Gamma$-spaces via (13). Now we check that the conclusions of Theorem 3.11 are satisfied. Since $b^+(M)$ is even, $\dim U_0$ and $\dim U_1$ are also even. By Lemma 2.15 and Lemma 2.13, $U_0$ and $U_1$ admit real spin $\Gamma$-module structures. The map
\[ \phi : S(U_0) \rightarrow U_1 \quad (38) \]
is transverse to 0 because of the choice of $s$. This implies the second condition. Since the $Pin(2)$-action on $\text{Ker} \ d(\mu_\epsilon) = \text{Ker} \ DA_0$ by quaternionic multiplication, the first condition follows. By the use of Corollary 3.9, we can equip a structure of a spin $\Gamma$-manifold on $\psi^{-1}([s, \infty)) \cup_{\Phi_0 T} (\mu^{-1}_{\epsilon}(0) \setminus B(3\eta - \nu))$. On the other hand, the differential of (38) gives an isomorphism
\[ \text{Ker} \ d\phi \oplus U_1 \oplus \mathbb{R} \cong U_0. \]
We equip $\mathbb{R}$ with the trivial real spin $\Gamma$-module structure. The the vector bundles $\mathbb{U}/\Gamma$, $\mathbb{R}/\Gamma$ and $U_0/\Gamma$ on $\phi^{-1}(0)/\Gamma$ has spin structures by Remark 2.11. Therefore, $\phi^{-1}(0)/\Gamma$ also admit a spin structure. This induces a real spin $\Gamma$-manifold structure on $\phi^{-1}(0)$. Since the constructions are same, the structure of a spin $\Gamma$-manifold on $\phi^{-1}(0)$ coincide with that of $\partial(\psi^{-1}([s, \infty)) \cup_{\Phi_0 T} (\mu^{-1}_{\epsilon}(0) \setminus B(3\eta - \nu)))$. This implies the third condition. The isomorphism (37) implies the fourth condition. \hfill \Box

At the end of this subsection, we give the proof of Lemma 3.12.

**Proof of Lemma 3.12** The proof is similar to that of Proposition 3.3. Let $\{(A_n, \Phi_n)\}$ be a sequence in $v^{-1}_\epsilon(0)/S^1$. For all $n$, the pair $(A_n, \Phi_n)$ satisfies the equation
\[ (v + \rho g_\epsilon)(A_n, \Phi_n) = 0. \]
Because of the property of \( g_\epsilon \) in Lemma 3.4, we have the inequality

\[
\| g_\epsilon (A_n, \Phi_n) \|_{L^2_{k-1, \delta}} < C
\]

for \((A_n, \Phi_n) \in \mathcal{X}_{k, \delta}\). Therefore the topological energy (see the proof of Proposition 3.3) of \((A_n, \Phi_n)\) is bounded by some positive number (independent of \(n\)) as in the proof of Proposition 3.3. Moreover, there exists a positive integer \(N \gg 0\) satisfying \(g_\epsilon (A, \Phi_1) \mid_{W[N, \infty]} = 0\) for \(A \in \mathcal{X}_{k, \delta}\). Therefore \((A_n, \Phi_n)\) satisfies the usual Seiberg–Witten equation on \(W[N+1, \infty]\) for all \(n\). There exist a subsequence \((A'_{n'}, \Phi'_{n'})\) of \((A_n, \Phi_n)\) and gauge transformations \(g_n\) on \(W[N+2, \infty]\) such that \(\{g_n^*(A'_{n'}, \Phi'_{n'})\}\) converges on \(W[N+2, \infty]\) as in the argument in Proposition 3.3. We should show the existence of a subsequence \((A''_{n''}, \Phi''_{n''})\) of \((A'_{n'}, \Phi'_{n'})\) and gauge transformations \(h_n\) on \(M \cup W[0, N+3]\) satisfying that \(\{h_n^*(A''_{n''}, \Phi''_{n''})\}\) converges on \(M \cup W[0, N+3]\). It can be proved by essentially the same way as in Theorem 5.1.1 of [13]. The key point is the boundedness of the analytical energies of \((A_n', \Phi_n')\). Finally, we paste \(g_n\) and \(h_n\) by some bump-functions and get the conclusion.

\[
\Box
\]

### 3.5 Completion of the proof of Theorem 1.1

In this subsection, we complete the proof of Theorem 1.1.

**Proof of Theorem 1.1** Let \(Y, X, M\) and \(Z\) be as in Sect. 2. The proof is given according to four cases regarding \(b^+(M)\).

The first case is when \(b^+(M)\) is positive and even. By applying Theorem 3.11, there exist real spin \(\Gamma\)-modules \(U_0\) and \(U_1\) with \(\Gamma\)-invariant norms and \(\Gamma\)-equivariant smooth map \(\phi : S(U_0) \to U_1\) from the unit sphere of \(U_0\) satisfying the following conditions:

- The group \(\Gamma\) acts freely on \(U_0 \setminus \{0\}\).
- The map \(\phi : S(U_0) \to U_1\) is transversal to 0 ∈ \(U_1\).
- The \(\Gamma\)-manifold \(\phi^{-1}(0)\) bounds a compact manifold acted by \(\Gamma\) freely, as a spin \(\Gamma\)-manifold.
- As \(\Gamma\)-representation spaces, \(U_i\) is isomorphic to \(\mathbb{H}^{l_i} \oplus \mathbb{H}^{m_i}\) for \(i = 0\) and 1, where \(l_0 = 0, l_1 = b^+(M)\) and \(2m_0 - 2m_1 = -\text{ind}_C D_{A_0}\).

By the fourth condition we can write

\[
U_0 = \mathbb{H}^{m_0}, \quad U_1 = \mathbb{H}^{l_1} \oplus \mathbb{H}^{m_1}.
\]

On the other hand, we have a smooth map \(\phi : S(U_0) \to U_1\) which is transverse to 0. By the definition, we have the equality

\[
w(U_0, U_1) = [\phi^{-1}(0)] \in \Omega^\text{spin}_{\Gamma, \text{free}},
\]
By the third condition, the class \( w(U_0, U_1) = 0 \). Therefore we apply Theorem 2.21 and obtain an element \( \alpha \in KO_{r_1-r_0}(pt) \) such that
\[
e(\tilde{R}^l) e(\mathbb{H}^{m_1}) = e(\tilde{R}^l \oplus \mathbb{H}^{m_1}) = \alpha e(\mathbb{H}^{m_0}),
\]
where \( \dim U_0 = 4m_0 = r_0 \) and \( \dim U_1 = 4m_1 + l_1 = r_1 \). Now we apply Theorem 2.22 and get the inequality
\[
0 \leq 2(m_1 - m_0) + l_1 - 2.
\]
This implies that
\[
\text{ind}_{\mathbb{C}} D^+_A + 2 \leq b^+(M).
\]

By combining Lemma 2.9 and Theorem 2.8, we have
\[
h(Y, t) - \frac{\sigma(M)}{8} + 2 \leq b^+(M). \tag{39}
\]

The second case is when \( b^+(M) \) is odd. In this case we can obtain the estimate (39) for \( M#S^2 \times S^2 \) instead of \( M \) itself. This implies that
\[
h(Y, t) - \frac{\sigma(M)}{8} + 1 \leq b^+(M).
\]

Lastly we consider the case that \( b^+(M) = 0 \). In this case, by Proposition 2.27, we have an unique reducible element in \( \mathcal{M}_{k,\delta,h}(Z) \) for any \( h \). We can choose \( h \) such that \( \tilde{\mathcal{M}}_{k,\delta,h}(Z) \) has a structure of a \( 2 \text{ ind}_{\mathbb{C}} D^+_A \)-dimensional manifold. The proof is essentially the same as in the case for oriented closed 4-manifolds. (See [24]) Since the \( S^1 \)-action on the reducible \( [(A_0, 0)] \) is identified with the standard action \( S^1 \) on \( \mathbb{C}^{\text{ind}_{\mathbb{C}} D^+_A} \) by the Kuranishi model along \( [(A_0, 0)] \), we have a compact manifold \( \tilde{\mathcal{M}}_{k,\delta,h}(Z)/S^1 \) with one singularity modeled on the cone on \( \mathbb{C} P^{\text{ind}_{\mathbb{C}} D^+_A - 1} \) (see Proposition 3.3). Then we have
\[
2 \text{ ind}_{\mathbb{C}} D^+_A \leq 0.
\]

By combining Lemma 2.9 and Theorem 2.8, we have
\[
h(Y, t) - \frac{\sigma(M)}{8} \leq 0 = b^+(M).
\]

Therefore we have the conclusion. \( \square \)
Remark 3.13 Veloso [38] considered boundedness of the monopole map for periodic-end 4-manifolds which admit PSC metric on the ends. It seems that this argument shall also provide a similar conclusion. The authors would like to express their deep gratitude to Andrei Teleman for informing them of Veloso’s argument.

Remark 3.14 In [9], Furuta–Kametani showed a 10/8-type inequality which is stronger than usual 10/8 inequality (Theorem 1 in [8]). Since their method uses the divisibility (19), by using our method, it seems that one can prove such a stronger type of the inequality.

4 Examples

In this section, we first give several constructions of homology $S^1 \times S^3$’s. We then give examples of oriented homology 3-spheres satisfying $\psi([Y]) > 0$. At the end of this section, we see a family of homology $S^1 \times S^3$’s which cannot have PSC metrics and compare our method with several known obstructions to PSC metrics. Recall that, for an integral homology 3-sphere, there uniquely exists a spin structure on it up to isomorphism, and if $Y$ is an integral homology 3-sphere, we write $\psi(Y), \epsilon(Y)$ and $h(Y)$ for $\psi(Y, t), \epsilon(Y, t)$ and $h(Y, t)$ for the unique spin structure $t$ on $Y$.

4.1 Examples of homology $S^1 \times S^3$’s

In this subsection, we construct families of homology $S^1 \times S^3$’s.

4.1.1 Examples from algebraically canceling pairs

Let $Y$ be a homology 3-sphere and $G$ a finitely generated perfect group with a presentation 

$$G \cong \langle x_1, \ldots, x_n \rangle / \langle r_1, \ldots, r_m \rangle.$$

Let us impose the following minimality condition on this presentation: let $\pi: \langle x_1, \ldots, x_n \rangle \to \mathbb{Z}^n$ be the abelianization. We suppose that $\pi(r_1), \ldots, \pi(r_m)$ are linearly independent over $\mathbb{Z}$. Take a framed $n$-component link $L = k_1 \cup \cdots \cup k_m$ in $Y$. Fix 1-handles $\{h^1_i\}_{i=1}^n$ and 2-handles $\{h^2_i\}_{i=1}^m$ attached to $D^3$ in $Y$ representing generators $\{x_i\}_{i=1}^n$ and relations $\{r_j\}_{j=1}^m$. We take the connected sums of $k_i$ and the attaching spheres of $h^2_i$ and obtain new 2-handles $\{\tilde{h}^2_i\}_{i=1}^m$ attached to $Y$. We call $H = (\{h^1_i\}_{i=1}^n, \{\tilde{h}^2_i\}_{i=1}^m)$ an algebraically canceling pair. We denote by $W(Y, H)$ the trace of the surgery of $Y$ along $H$ and by $Y'$ the boundary component of $W(Y, H)$ which is different from $Y$. Note that
$W(Y, H)$ gives a homology cobordism from $Y$ to $Y'$. Taking the double of $W(Y, H)$, we obtain a homology $S^1 \times S^3$ denoted by $X(Y, H)$.

The 1- and 2-handle pair of figure 2 in [30] gives an example of a pair $h^1$ and $\tilde{h}^2$ in the case when $G$ is the trivial group $\langle x_1 | x_1 \rangle$. Note that, if we take the link $L$ complicated enough, the fundamental group of the cobordism $W(Y, H)$ may also be complicated. As other examples of $h^1$ and $h^2$ in the case of $G \cong \langle x_1 | x_1 \rangle$, we can use the 1- and 2-handles which give the corks $W_n$, $W_{m,n}$ and $\overline{W}_n$ given in [1].

### 4.1.2 Examples from 2-knots

Next, we consider homology $S^1 \times S^3$'s obtained by surgeries along 2-knots. Let $F$ be a 2-knot in $S^4$. Let $\widetilde{F} : S^2 \times D^2 \to S^4$ be a tubular neighborhood of $F$. Note that $\widetilde{F}$, which gives a framing of $F$, is unique up to isotopy. We regard $\widetilde{F}$ as an attaching map of a 5-dimensional 3-handle $D^3 \times D^2$. Via the handle attaching along $\widetilde{F}$, we obtain a 5-dimensional compact cobordism

$$X(F) := S^4 \times [0, 1] \cup \overline{\widetilde{F}} D^3 \times D^2.$$ 

The boundary $\partial X(F)$ consists of two connected components. Let $V(F)$ denote the component which is not $S^4 \times \{0\}$. One can see that $V(F)$ is a homology $S^1 \times S^3$. It is natural to ask when $V(F)$ admits a PSC metric. Our method gives a sufficient condition to obstruct PSC metric by using Seifert surfaces of $F$. Now we recall the notion of Seifert surfaces of $F$.

**Definition 4.1** We call a punctured orientable 3-manifold $\Sigma'(F)$ a **Seifert surface** of $F$ if there exists an embedding $h : \Sigma'(F) \to S^4$ such that $h|_{\partial(\Sigma'(F))} = F$.

By capping the puncture of $\Sigma'(F)$, we obtain a closed 3-manifold $\Sigma(F)$. Once we have a Seifert surface $\Sigma'(F)$ of $F$, we can construct an embedding $h' : \Sigma(F) \to V(F)$ and choose a pair of orientations of the manifolds $V(F)$ and $\Sigma(F)$ such that $\Sigma(F)$ is a cross-section of $V(F)$. We choose such orientations of $V(F)$ and $\Sigma(F)$, and a spin structure $s(F)$ of $V(F)$.

### 4.2 Examples of homology 3-spheres with $\psi > 0$

To find explicit examples of $Y$ with $\psi(Y) > 0$, which is a main assumption in Corollary 1.4, we shall consider Brieskorn 3-manifolds. N. Saveliev showed in [32] that $-\Sigma(p, q, pqm + 1)$ for relatively prime numbers $p, q \geq 2$ and for odd $m$ bounds compact spin 4-manifolds which violate the 10/8-inequalities. This result gives us many examples of $Y$ with $\psi(Y) > 0$. 
Example 4.2 Let \((p, q)\) be a pair of relatively prime numbers satisfying \(A - B > 1\) in Table 1 of [32], where \(A\) and \(B\) denote some natural numbers defined in [32]. Let \(m\) be an odd positive integer, and \(j\) be a positive integer. In general, for an oriented manifold \(N\), let \(-N\) denote the same manifold with the reversed orientation. In [32] Saveliev showed that \(-\Sigma(p, q, pqm + 1)\) bounds a compact simply connected smooth 4-manifold whose intersection form is given by

\[
 a(-E_8) \oplus b \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}
\]

for some \((a, b)\) satisfying \(A \leq a, b \leq B\). Besides this bounding, \(\Sigma(p, q, pqm + 1)\) bounds both negative and positive definite simply connected 4-manifolds. (See [6]. Note that this holds also for even \(m > 0\).) It follows from this fact that the Frøyshov invariant satisfies

\[
 h(-\Sigma(p, q, pqm + 1)) = 0
\]

using the inequality appearing in Theorem 4 in [7]. Thus we have

\[
 \psi([\#j(-\Sigma(p, q, pqm + 1))]) > 0
\]

because of the equality (40) and above Saveliev’s bounding.

For example, for \(j > 0\) and odd \(m\), let \(Y\) be a 3-manifold given as one of

\[
 \left\{ \begin{array}{l}
 \#j(-\Sigma(4, 7, 28m + 1)), \\
 \#j(-\Sigma(4, 15, 60m + 1)), \text{ and} \\
 \#j(-\Sigma(4, 17, 68m + 1)).
\end{array} \right.
\]

Then, we have \(\psi([Y]) > 0\).

When \(Y\) is an oriented integral homology 3-sphere, \(\epsilon(Y)\) is a homology cobordism invariant. So we get a map

\[
 \psi : \Theta^3 \rightarrow \mathbb{Z},
\]

where the group \(\Theta^3\) is the homology cobordism group of oriented integer homology 3-spheres. Let us define the subsemigroup

\[
 \Pi := \{ [Y] \in \Theta^3 | \psi([Y]) > 0 \}
\]

of \(\Theta^3\). It is easy to show that, for \([Y] \in \Theta^3\) and \([Y'] \in \Pi\), there exists sufficiently large \(N > 0\) such that \([Y] + N[Y'] \in \Pi\). This property of \(\psi\) gives the following example.
Example 4.3 Saveliev [31] and Manolescu [20] constructed the following spin boundings:

- \(-\Sigma(2, q, 2qk + 1) = \partial(- (\frac{q+1}{4}) E_8 \oplus \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix})\) and
- \(\Sigma(2, 3, 11) = \partial(-2E_8 \oplus 2 \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}).\)

Based on these results, we can show

\[
\psi(-\Sigma(2, q, 2qk + 1)) \geq \left(\frac{q+1}{4}\right) - 2 \text{ and } \psi(\Sigma(2, 3, 11)) \geq 0. \quad (43)
\]

Moreover, for any homology 3-sphere \(Y\), there exists \(N \gg 0\) such that

- \(\psi(Y\#(-\Sigma(2, q, 2q + 1))) > 0\) and
- \(\psi(Y\#(\#_q(-\Sigma(4, 7, 29)))) > 0\)

for \(q > N\). This is shown by using \(\psi(-\Sigma(4, 7, 29)) > 0\) and (43).

4.3 Homology \(S^1 \times S^3\)'s admitting no PSC metrics

We give examples of homology \(S^1 \times S^3\)'s for which we can show the non-existence of PSC metrics using our method, more precisely Corollary 1.4.

4.3.1 Results for \(X(Y, H)\)

Theorem 4.4 Suppose \(Y\) is an oriented homology 3-sphere with \([Y] \in \prod\). Then, for any algebraically canceling pair \(H\) for \(Y\), \(X(Y, H)\) does not admit a PSC metric.

Proof This theorem follows from Corollary 1.4 and the fact that \(X(Y, H)\) contains \(Y\) as a cross-section. \(\square\)

Example 4.5 As a concrete example, we put \(Y = -\Sigma(4, 7, 29),\)

\[
G = \langle x_1, x_2, x_3 | x_1, x_2^5x_3^{-2}, (x_2x_3)^3x_3^{-2} \rangle,
\]

which is isomorphic to \(A_5\), the alternating group of degree 5. We take pairs of 1- and 2-handles \(\{h^1_i\}_{1 \leq i \leq 3}\) and \(\{\tilde{h}^2_i\}_{1 \leq i \leq 3}\) as follows. First, we take a Seifert invariant of \(Y\) as \(b = 0, b_1 = -1, b_2 = 2\) and \(b_3 = -1\). (See, for example, Equation (1.5) on page 3 [33].) Then \(\Sigma(4, 7, 29)\) is described as the surgery of the four component link which is obtained as the complement of the 1-framed 2-handle and the 1-handle in Fig. 1, which is also given in Fig. 1.1 on page 3 [33]. The pair \(h^1_i\) and \(\tilde{h}^2_i\) are given as the 1-framed 2-handle and the 1-handle in Fig. 1.
We take other handles \( h_1^1, h_1^2, h_1^3, h_2^2 \) and \( \tilde{h}_1^1, \tilde{h}_2^1, \tilde{h}_3^2 \) representing \( \langle x_2, x_3 | x_2^5 x_3^{-2}, (x_2 x_3)^3 x_3^{-2} \rangle \) so that these are attached to an embedded disk \( D^3 \subset Y \) which is disjoint from the diagram given in Fig. 1. For \( i = 2, 3 \), let \( \tilde{h}_i^2 \) be the connected sum of \( h_i^2 \) with the trivial knot. Then the pair \( H := (\{h_i^1\}_{1 \leq i \leq 3}, \{\tilde{h}_i^2\}_{1 \leq i \leq 3}) \) is an algebraically canceling pair. It follows from Example 4.3 and Theorem 4.4 that \( X(Y, H) \) for these \( Y \) and \( H \) cannot admit a PSC metric.

We note that our example \( X(Y, H) \) is not diffeomorphic to the mapping torus of a closed 3-manifold with respect to a self-diffeomorphism on it. It follows from the van Kampen theorem that the fundamental group of \( W(Y, H) \) is isomorphic to the free product \( \pi_1(Y) \ast G \). Put \( W_0 := – W(Y, H) \cup Y \) and \( W[0, n] := W_0 \cup Y, W_1 \cup Y, \ldots, W_n \), where \( W_n \) is a copy of \( W_0 \) for each \( n \). The van Kampen theorem implies

\[
\sup_{n \in \mathbb{N}} \text{rank}(\pi_1(W[0, n])) = \infty. \quad (44)
\]

Suppose \( X(Y, H) \) is diffeomorphic to the mapping torus of a 3-manifold \( \hat{Y} \) and a self-diffeomorphism \( h : \hat{Y} \to \hat{Y} \). Then the \( n \)-fold cyclic covering space of \( X(Y, H) \) is given by the mapping torus \( X_{h^n}(\hat{Y}) \) of \( \hat{Y} \) with respect to \( h^n : \hat{Y} \to \hat{Y} \). Let \( \hat{Y} \subset X_{h^n}(\hat{Y}) \) be a lift of \( Y \) for the covering projection \( X_{h^n}(\hat{Y}) \to X(Y, H) \). The uniqueness of covering spaces implies that \( X_{h^n}(\hat{Y}) \setminus \hat{Y} \cong W[0, n – 1] \). However, one can see
This contradicts to (44).

4.3.2 Connected sum along $S^1$

Let $(X_1, s_1)$ and $(X_2, s_2)$ be spin rational homology $S^1 \times S^3$’s. We fix an embedding $f_i$ from $S^1$ to $X_i$ representing a fixed generator of $\text{Hom}(\pi_1(X_i), \mathbb{Z}) \cong H^1(X_i; \mathbb{Z}) \cong \mathbb{Z}$ for $i = 1, 2$. Assume that the pulled-back spin structures $f_1^* s_1$ and $f_2^* s_2$ on $S^1$ are isomorphic each other. We also fix a tubular neighborhood of $f_i(S^1)$ and a trivialization $g_i : S^1 \times D^3 \to X_i$ of $f_i$ for each $i$. If we choose an orientation reversing diffeomorphism $\xi : S^1 \times S^2 \to S^1 \times S^2$ to itself, we obtain a diffeomorphism

$$\xi^* := g_2|_{S^1 \times \partial D^3} \circ \xi \circ (g_1|_{g_1(S^1 \times \partial D^3)})^{-1} : g_1(S^1 \times \partial D^3) \to g_2(S^1 \times \partial D^3).$$

We define the connected sum of $X_1$ and $X_2$ along $S^1$ via $\xi^*$ by

$$X_1 \#_{\xi^*} X_2 := (X_1 \setminus \text{int(Im } g_1)) \cup_{\xi^*} (X_2 \setminus \text{int(Im } g_2)),$$

where $\text{int(Im } g_i)$ is the interior of $\text{Im } g_i$ in $X_i$ for $i = 1, 2$. We can show that $X_1 \#_{\xi^*} X_2$ is a rational homology $S^1 \times S^3$ and inherits a spin structure from $s_1$ and $s_2$.

Example 4.3 implies the following fact.

**Corollary 4.6** Let $(X, s)$ be a spin rational homology $S^1 \times S^3$ which has some homology 3-sphere as a cross-section. Then there exists $N > 0$ such that

$$X \#_{\xi^*} (S^1 \times (-\Sigma(2, q, 2q + 1)))$$

and

$$X \#_{\xi^*} (S^1 \times (#q(-\Sigma(4, 7, 29))))$$

do not admit PSC metrics for all $q > N$ and some $\xi^*$.

**Proof** Let $Y$ be a homology 3-sphere with $[Y] = 1 \in H_3(X; \mathbb{Z})$. Then Example 4.3 implies that there exists $N \gg 0$ such that

- $\psi(Y#(-\Sigma(2, q, 2q + 1))) > 0$ and
- $\psi(Y#(#q(-\Sigma(4, 7, 29)))) > 0$
for $q > N$. Note that we can choose

$$Y\#(-\Sigma(2, q, 2q + 1)) \text{ (resp. } Y\#(\#_q(-\Sigma(4, 7, 29))))$$

as a cross-section of

$$X_{\xi^*}(S^1 \times (-\Sigma(2, q, 2q + 1))) \text{ (resp. } X_{\xi^*}(S^1 \times (\#_q(-\Sigma(4, 7, 29))))$$

for some $\xi^*$. Now we can use Corollary 1.4, and this proves the corollary. □

4.3.3 Results for surgeries of 2-knots

**Corollary 4.7** If $\Sigma(F)$ is a rational homology 3-sphere and $\psi(\Sigma(F), s|\Sigma(F)) > 0$, then $V(F)$ does not admit a PSC metric.

**Proof** This corollary follows from Corollary 1.4 and the fact that $V(F)$ contains $\Sigma(F)$ as a cross-section. □

For a given (1-)knot $K$ and an integer $k$, we have a 2-knot $F_k(K)$ called a $k$-twisted spun knot of $K$. (See [39].) In [39], E.C. Zeeman showed the following fact.

**Proposition 4.8** (Zeeman [39], the main theorem on page 486) For any knot $K$ and a non-zero integer $k$, we can choose the $k$th branched covering space $\Sigma_k(K)$ of $K$ as a Seifert surface of $F_k(K)$.

By combining Corollary 4.7 and Proposition 4.8, we obtain the following corollary.

**Corollary 4.9** Let $K$ be a knot and $k$ be a non-zero positive integer. If we have $\psi(\Sigma_k(K), s) > 0$ for any spin structure $s$ on $\Sigma_k(K)$, then $V(F_k(K))$ does not admit a PSC metric.

For a pairwise relatively prime triple $(p, q, r)$, it is shown that the Brieskorn 3-manifold $\Sigma(p, q, r)$ is the cyclic branched $r$-hold covering space of the $(p, q)$-torus knot $T(p, q)$. Thus we obtain the following examples.

**Example 4.10** Let $T(4, 7)$ be the $(4, 7)$-torus knot. For an odd positive integer $m$, we consider the $(28m + 1)$-fold twisted spun knot $F_{28m+1}(T(4, 7))$. By Example 4.2, one can show that $V(F_{28m+1}(T(4, 7)))$ does not admit a PSC metric.

4.4 Comparison with other methods

We compare our method, particularly Corollary 1.4 and Theorem 4.4, with the Dirac obstruction, enlargeability method, Schoen–Yau’s method, and Lin’s formula.
4.4.1 Dirac obstruction

For a given closed spin \( n \)-manifold \( X \), Rosenberg [26] defined an element \( A(X) \in KO_n(C^*_\mathbb{R}(\pi_1(X))) \) such that if \( X \) admits a PSC metric, then \( A(X) = 0 \). Here, \( C^*_\mathbb{R}(\pi_1(X)) \) is the real group \( C^* \)-algebra of \( \pi_1(X) \) and \( KO_n(\cdot) \) is the real \( K \)-homology of a \( C^* \)-algebra. If one tries to prove Theorem 4.4 using this method, one needs to calculate the class

\[
A(X(Y, H)) \in KO_4(C^*_\mathbb{R}(\pi_1(X(Y, H))))
\]

However, since \( \pi_1(X(Y, H)) \) may be complicated in general, it seems difficult to calculate \( A(X(Y, H)) \) and deduce Theorem 4.4.

4.4.2 Enlargeability

Gromov and Lawson [10] introduced the notion of enlargeability which obstructs PSC metrics. One can give a large class of homology \( S^1 \times S^3 \)'s for which PSC metrics are obstructed by enlargeability as follows. Suppose that a 3-manifold \( Y \) is enlargeable. Then, the mapping torus \( X_h(Y) \) of \( Y \) with respect to a self-diffeomorphism \( h \) on \( Y \) does not admit a PSC metric since the \( \mathbb{Z} \)-covering of \( X_h(Y) \) is enlargeable. However, our obstruction can be valid also for a homology \( S^1 \times S^3 \) which cannot be the mapping torus of a 3-manifold and a self-diffeomorphism as we have seen in Example 4.5.

We note that Hanke and Schick [11] gives a relation between the Dirac obstruction and enlargeability as follows: if a closed spin \( n \)-manifold \( X \) is enlargeable, then \( 0 \neq A(X) \in KO_n(C^*_\mathbb{R}(\pi_1(X))) \).

4.4.3 Schoen–Yau’s method

Schoen–Yau’s result [34] implies the following fact. Let \( X \) be a spin rational homology \( S^1 \times S^3 \) and assume that \( X \) admits a PSC metric. Then there exists a cross-section \( Y' \) of \( X \) such that \( Y' \) also admits a PSC metric. As a consequence of G. Perelman’s theory (for example, see Theorem 1.29 in [15]), one can show that \( Y' \) is diffeomorphic to a 3-manifold of the form

\[
(\#_{i=1}^m S^3 / \Gamma_i) \# (\#_{j=1}^n (S^1 \times S^2)_j),
\]

(45)

where \( m, n \geq 0 \), each \( \Gamma_i \) is a finite subgroup of \( SO(4) \) which acts on \( S^3 \) freely, and \( \#_{j=1}^n (S^1 \times S^2)_j \) is the connected sum of \( n \) copies of \( S^1 \times S^2 \). Here, if \( m = 0 \), let us replace \( (\#_{i=1}^m S^3 / \Gamma_i) \) with \( S^3 \), and similarly \( (\#_{j=1}^n (S^1 \times S^2)_j) \)
with $S^3$ if $n = 0$. For above $X$, we define

$$n(X) := \min \left\{ b_1(Y') \left| Y' \text{ is an orientable cross-section of } X, \right. \right.$$

$$\text{and } Y' \text{ admits a PSC metric.} \right\}.$$

If $n(X) = 0$, then one can obtain a $10/8$-type inequality

$$b^+(M) \geq -\frac{\sigma(M)}{8} + h(Y, t) - 1$$

using [20] and the following facts:

- By cutting the total space of a $\mathbb{Z}$-covering space of $X$ along the cross-sections, we can show that there is a rational spin homology cobordism between $Y$ and $\#_{i=1}^m S^3/\Gamma_i$.
- For a spin spherical 3-manifold $(Y', t)$,

$$\kappa(Y', t) = \lambda_{SW}(Y' \times S^1, t \times (\text{trivial})) = -h(Y', t)$$

holds. (See Theorem A in [19].)

As in our situation, we suppose that $X$ has a rational homology 3-sphere $Y$ as a cross-section. It seems difficult to obstruct the existence of PSC metric for $(X, Y)$ satisfying the following conditions. Suppose that we have an element $[Y]$ in the rational homology cobordism group $\Theta^3_\mathbb{Q}$ such that $[Y]$ does not belong to the subgroup generated by all spherical 3-manifolds. The authors do not know whether such $Y$ exists. Let us summarize this as a problem:

**Problem 4.11** Let $H_{sp}$ be the subgroup in $\Theta^3_\mathbb{Q}$ generated by spherical 3-manifolds. Is the group $\Theta^3_\mathbb{Q}/H_{sp}$ trivial?

If we have such an example of $Y$, one can show that for any $X$ which is a rational homology $S^1 \times S^3$ containing $Y$ as a cross-section and which has a PSC metric, $n(X) > 0$ holds. Therefore we cannot apply the result of [20] immediately.

We also note that Schoen–Yau (Theorem 6 in [35]) stated that any closed aspherical 4-manifold cannot have a PSC metric. However, for a given 4-manifold, it is not obvious to see if the 4-manifold is aspherical, and there seems to be no reason to expect that all $X(Y, H)$ are aspherical.

### 4.4.4 Lin’s formula

Lin [17] showed the equality (1) under the assumption that $X$ admits a PSC metric and $Y$ is a cross-section of $X$. On the other hand, the mod 2 reduction of
\[ \lambda_{SW}(X, s) \] coincides with the Rochlin invariant \( \mu(Y, t) \) of \( Y \) [25]. Therefore the equality

\[ h(Y) \equiv \mu(Y) \mod 2 \]  \hspace{1cm} (46)

holds if \( X \) admits a PSC metric and \( Y \) is a cross-section of \( X \), hence this equality (46) also gives an obstruction to PSC metric on \( X \). For example, let \( X \) be a spin rational homology \( S^1 \times S^3 \) which has \#_j(\pm \Sigma(p, q, pqm + 1)) as a cross-section for \( p, q \) and \( m \) satisfying

\[ -\frac{1}{24} m(p^2 - 1)(q^2 - 1) \equiv 1 \mod 2 \]  \hspace{1cm} (47)

Then one can deduce that \( X \) does not admit a PSC metric. The number

\[ -\frac{1}{24} m(p^2 - 1)(q^2 - 1) \] is equal to the Casson invariant \( \lambda(\Sigma(p, q, pqm + 1)) \) (see Example 3.30 in [33]). Since the Frøyshov invariant of \( \Sigma(p, q, pqm + 1) \) is equal to 0 for all \( p, q \) and \( m \) as we have seen in (40), \#_j(\pm \Sigma(p, q, pqm + 1)) does not satisfy (46) under the condition (47). This calculation shows that Lin’s method can produce many 4-manifolds which do not admit PSC metrics. On the other hand, note that one cannot show the non-existence of a PSC metric on any rational homology \( S^1 \times S^3 \) which has \( Y \) given in (41) as a cross-section using the obstruction obtained from the equality (46) since \( h(Y) \equiv \mu(Y) \equiv 0 \mod 2 \) holds. (Note that our method can be used even in this case, as in Examples 4.2 and 4.5.)

Next, we compare our method with Lin’s formula for mapping tori of homology 3-spheres. Let \( (q, r) \) be a pair of relatively prime odd numbers. Let \( T(q, r) \) denote the \((q, r)\)-torus knot. Note that the double branched cover of \( T(q, r) \) is the Seifert manifold \( \Sigma(2, q, r) \). It is known that the signature of \( T(q, r) \) is equal to \( 8\lambda(\Sigma(2, q, r)) \) (see Example 5.10 of [33]). Let \( K \) be \((-T(q, 2qk + 1))\#lT(3, 11)\) where \( q, k \) and \( l \) are positive integers satisfying

\[ q \equiv 3 \mod 4, \; k \equiv 1 \mod 2, \; l > 0 \]  \hspace{1cm} and \( kq^2 = 16l + k \).

The double branched cover \( \Sigma(K) \) of \( K \) is \(-\Sigma(2, q, 2qk + 1)\#l\Sigma(2, 3, 11)\). (It is known that \( \Sigma(K^*) = -\Sigma(K) \) and \( \Sigma(K\#J) = \Sigma(K)\#\Sigma(J) \), where \( K^* \) is the reflection of \( K \).) Let \( \tau \) be the involution of the branched cover. We set \( X(K) \) as the mapping torus of \( \tau \). In Theorem C of [18], Lin–Ruberman–Saveliev showed

\[ -\lambda_{SW}(X(K)) = \frac{\text{sign}(K)}{8}, \]
where sign$(K)$ is the signature of $K$. Therefore we have

$$
\lambda_{SW}(X(K)) = -\frac{\text{sign}(K)}{8} = \frac{\text{sign}(T(q, 2qk + 1)) - l\text{sign}(T(3, 11))}{8}
= \lambda(\Sigma(2, q, 2qk + 1)) - l\lambda(\Sigma(2, 3, 11))
= -\frac{1}{8}k(q^2 - 1) + 2l = 0
$$

by the choice of $k$, $l$ and $q$. We take $Y(K) = -\Sigma(2, q, 2qk + 1)\#l\Sigma(2, 3, 11)$ as a cross-section of $X(K)$. Since $h(\Sigma(p, q, pqk + 1)) = 0$ for a pair of relatively prime numbers $(p, q)$ and a positive integer $k$, we get $h(Y(K)) = 0$. Therefore the pair $(X(K), Y(K))$ satisfies (1). Thus, we cannot obstruct PSC metrics of $X(K)$ using (1). However, we have $\psi(Y(K))$ is positive by (43) if $q \geq 11$. Thus, we can see that $X(K)$ does not admit a PSC metric by using Corollary 1.4.

**Remark 4.12** Lin’s method [17] and ours obstruct PSC metric on homology $S^1 \times S^3$’s only in terms of topological properties of cross-sections of them. In our case, the obstruction is dominated by the subsemigroup $\Pi$ of $\Theta^3$, so this subsemigroup might be an interesting object to study. In this section, we gave many examples of elements of $\Pi$. Moreover, as we explained, for any element $[Y] \in \Theta^3$ and $[Y'] \in \Pi$, there exists a natural number $N \gg 0$ such that $[Y]\#N[Y'] \in \Pi$. This may suggest that $\Pi$ is a large subsemigroup of $\Theta$, and therefore it is natural to ask the following question:

**Problem 4.13** Study the subsemigroup $\Pi$. For example, how large is $\Pi$ in $\Theta^3$?
More precisely, is there a sequence of elements of $\Pi$ which generates $\mathbb{Z}\infty$ in $\Theta^3$?
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