Abstract—Mobile embedded devices in the Internet of Things face tight resource constraints and uncertain environments, including energy scarcity and unstable connectivity. This aggravates debugging, optimization, monitoring, etc.; for which logs from devices are required throughout the whole product life cycle.

In this work, we qualitatively compare approaches for transmitting logs with regard to application requirements (e.g., continuous or aperiodic transmission), resource consumption (e.g., memory), operating constraints (e.g., power supply), and the transmission medium (e.g., UART, WiFi). The comparison highlights that the appropriateness of the approaches further depends on the life cycle phase and the implementation effort of an approach.

We report on a case study in which we developed a mobile embedded device (i.e. a self-driving slot car) with which logs and firmware have to be exchanged. Compared to wired transmission, WiFi has shown to be more flexible and suitable for more phases in the development process. However, additionally required computations and energy disturb the behavior of the resource-constrained device. E.g., when transmitting logs wirelessly, the device’s supply voltage drop within a ~20 ms power interruption is ~1.6 times higher than without a loaded WiFi stack. Thus, also debugging must be considered in the energy budgeting.

I. INTRODUCTION

With over 98% of all manufactured microcontrollers being embedded microcontrollers [1], developing and operating such devices is a major area of responsibility. Around 50% of software development time is spent for making code work and resolving defects (commonly referred to as bugs) [2]. For the sake of readability, this work refers to the aforementioned activities, identifying performance and hardware issues, etc. commonly as debugging.

Debugging is not limited to the development process but might also be required in further phases of a device life cycle. The phases of a device life cycle encompass different debugging scenarios with different characteristics and constraints. For example, the development process on the one hand and monitoring in production on the other hand have completely different challenges (i.e. easily adaptable debugging vs. constant debugging output).

The deeper a device is embedded, the harder the debugging. While common debugging tools require physical access to the device to transfer debug logs, deeply embedded devices are normally not physically accessible [3]. The situation is even more difficult when the embedded device is also mobile.

In this work, we focus on exploring different debugging techniques for mobile embedded devices. We also analyze how these techniques map to different phases of a device’s life cycle and how they can improve the debugging experience. To assess the applicability of the different techniques in practice, we conduct a case study with self-driving slot cars.

In addition to the analysis and case study, we confirm previous research [4] in that our lab setting is suited for imitating real-world challenges regarding the development and operation of embedded devices.

II. BACKGROUND AND RELATED WORK

In this section, we first give an overview of the challenges when debugging mobile embedded devices in Section II-A. Section II-B describes the various scenarios that are derived from the different facets of debugging. Constraints imposed by mobile embedded devices are outlined in Section II-C.

A. Debugging Mobile Embedded Devices

Debugging embedded systems is known to be a challenging task [5], often also adding up constraints from, e.g., (hard) real-time and distributed systems [6]. In the past, researchers have analyzed the debugging of embedded systems in various contexts, e.g., for wireless embedded networks [7], multimedia applications [8], or on ships [9]. As these domains highly differ, the understanding of what debugging includes is different [10] as well. This suggests grouping debugging scenarios into different categories with specific requirements.

Data transmission is the key to debugging, as only through communication device states can be determined and diagnosed [11]. The communication technologies commonly used for embedded devices tend to be different and more diverse compared to those of larger computer systems [12]. Aspects such as resource consumption and timing behavior tend to be of a stronger concern than, e.g., throughput. At the same time, the wide variety of communication technologies used in embedded systems can be considered characteristic. In the past, both wired and wireless transmission technologies have been used for transmitting data from embedded devices [12]. [13]. Regarding wireless transmission, there is a large body of research on Bluetooth and WiFi [13], [14]. Especially for WiFi, extensive experiments on energy consumption have already been carried out [13].

Mobile embedded devices are increasingly deployed in mission-critical applications [16]. The mobility of these devices yields two major challenges: First, mobile embedded devices might not have a stable energy supply. Therefore,
the energy usage might impact the stability of the system. At least transiently, energy capacities might be reduced and might even be too little to keep a system functional [17]. Second, not every transmission technology is suitable for every environment. While there is a lot of research focusing on the security of mobile embedded devices [16], [18], [19], choosing an adequate transmission technology is also dependent on the environment, specifically on energy requirements.

B. Debugging Scenarios

Previous research on debugging embedded systems has focused in particular on the development cycle performed by hardware and software developers [20], [21], [22], [23]. However, as Hailpern et al. point out [10], debugging is not limited to software development, but also extends into other parts of the development cycle, including production. All these different activities require their own capabilities to allow for effective debugging. In this section, we highlight core development and operation activities during which debugging is required and characterize their requirements respectively.

Software Development: During development, debugging is essential to ensure that the written code does not contain any faults [10]. Developers need to conduct experiments to assess how a target platform reacts to certain commands and operating states. During development, code changes frequently, required debugging output changes frequently, and every hour of development is expensive. Hence, debugging facilities must be available straightforward, easily adaptable, and must allow for quick code iteration [24].

Optimization: Optimization activities increase in the later stages of development. This is an especially important phase in embedded systems development, where hardware and software tend to be closely coupled. The hardware is typically close to production-ready, so optimization efforts can take hardware specifics into account. The software is typically already functional but needs to fulfill tighter resource constraints. As a result, the analysis focuses on identifying capacity and performance bottlenecks as code changes become less frequent [25]. Therefore, the debugging instrumentation should have a small and predictable runtime impact. Ideally, the debugging and optimization techniques are useful for (hard) real-time systems as those systems require minimal impact on program behavior.

Monitoring: During and after development, gaining insight into the embedded systems’ states is important to identify misbehaving products and unexpected environmental influences. For this reason, constantly monitoring certain aspects of embedded devices might be required [26]. This can include environmental sensors, hardware states, or dynamic software analyses. During development, this data should be available quickly, ideally in a continuous stream. In production, data could be limited to aggregated monitoring reports which are transmitted periodically or logged locally for access in the event of unexpected behavior of the device. Continuous output is usually not necessary in these scenarios.

Operational Status: The operational status can be derived from monitoring data and summarizes the condition of a device (e.g., commands executed, data processed, resource usage) [27]. Whilst throughput is of lesser concern, such statuses need to be reported with low latency, as they can indicate problems with the device or critical operating conditions.

Defects in Production: Despite the best efforts of developers, defects in the code might reach the production phase. As it is unavoidable for humans to err, responsible developers must take measures to be able to detect and debug defects in production code [10]. At this point, the distance (physical, as well as virtual) to the device can be challenging. In case the developer is unable to access a device physically, the transmission of data required for debugging must be automated or made easy for a user to do so. Additionally, means to deploy new software versions need to be in place.

C. Debugging Constraints

Embedded devices are characterized by low computational power as well as little memory availability. In the case of mobile embedded devices, energy consumption must also be considered. This is of concern especially for battery-operated devices, where increased computational efforts entail increased energy consumption. Moreover, mobile embedded devices might not always be physically accessible, which can limit the duration, time, and locality for debug data transfer. Furthermore, if such a device is used in a (hard) real-time system, predictability is also required.

III. Debugging Techniques Comparison

In Section II-A we have described that embedded devices can be differentiated by the used communication medium. The use of either a wired or wireless transmission media can be seen as a major point of differentiation. For mobile embedded devices, the availability of a communication medium and the characteristics of the energy supply, suggest an additional differentiation between a continuous or aperiodic data transmission. In this section, we therefore derive a matrix of debugging techniques from the constraints given in Section II-C.
We subdivide the available debugging techniques for embedded devices into four categories along the axes of communication media, as well as their availability as shown in Figure 1. For each of the four categories, debugging techniques are introduced and assessed qualitatively. A case study evaluating these four techniques on the example of self-driving slot cars will be presented in the subsequent Section IV.

1) Aperiodic Wired Transmission: In this case, stable wired transmission is available only during limited periods of time or in certain operating conditions. It requires saving debugging logs until the wired connection is available. This results in an increased memory and storage consumption. Additionally, increased computational resources are required whenever the connection becomes available.

The low computational overhead during logging makes it especially applicable for optimization purposes. The typically low setup and implementation efforts needed for implementing a wired transmission make it applicable for early stages of development as well.

An example could be a solar-powered environmental sensor where the energy supply is insufficient for wireless transmission but where data is being regularly collected on-site.

2) Aperiodic Wireless Transmission: When wireless transmission media are available, however not continuously and stable, then the use of an aperiodic wireless transmission can be applicable. Again, this requires saving debugging logs until wireless communication is established. Therefore, more memory and storage are required, as well as additional computational overhead when establishing a wireless connection and transmitting. Especially the setup and teardown of the wireless communication stack (e.g., WiFi/Bluetooth) can incur a significant overhead.

Especially in a development environment, an aperiodic wireless transmission can be stably ensured which makes this technique usable for remote software development. Likewise, due to the low overhead when not transmitting, this technique can be suitable for optimization as well. The ease of use and widespread adoption of wireless technologies makes this technique usable also in production for transmitting failure reports alike.

In the real world, wearable devices (e.g., health trackers, smartwatches) fit in this category, as they often require proximity to the home network or a smartphone for Internet access.

3) Continuous Wired Transmission: For this technique, continuous access to a wired connection must be ensured. In comparison to wireless equivalents, lower overhead in computation and data storage can be expected. Because the physical setup of a separate infrastructure solely for the transfer of debugging logs is expensive and often infeasible, existing infrastructures can be reused (e.g., power lines).

The overall low overhead makes this technique satisfactory for monitoring and operational status. These require continuous but small data transfers. Additionally, the low overhead makes it usable for optimization purposes as long as the limited data rates are sufficient.

4) Continuous Wireless Transmission: Wireless transmission has the advantage of easier availability for devices on the move. On the flip side, the continuous operation of the wireless stack is compute- and thus energy-intensive. However, data does not have to be stored for extended periods on the device.

The continuous connection is especially advantageous when transmitting monitoring and operational status data. If a stable wireless transmission can be ensured, this technique is applicable for development purposes. Due to its ease of access, it encourages faster development cycle times that improve the quality of development. Furthermore, a failure in production can more easily be reported, as wireless networks are more and more part of production environments.

This makes it usable, e.g., for smartphones that provide continuous access to wireless (including cellular) networks.

IV. CASE STUDY - SELF-DRIVING SLOT CAR DEBUGGING

Previous research has shown that there can be considerable gaps between theoretical and experimental results for transmission communication media. Especially the power consumption of our custom Printed Circuit Board (PCB) in interplay with the environment-dependent power consumption of wireless protocols is expected to be difficult to simulate representatively. Hence, we abstained from simulations and conducted a hard- and software implementation directly.

This section first describes our experiment setup using slot cars in Section IV-A and explicitly highlights the energy consumption constraints of our experiment in Section IV-B. Then, we apply the techniques described in Section III to our slot car in Section IV-C. Finally, Section IV-D evaluates the different approaches.

A. Experiment Setup

In a setup similar to previous research, we use a digital Carrera D132 race track which resembles an environment with typical aspects for the development of mobile embedded devices. To test the techniques described in Section III, we develop a custom slot car controller based on the ESP32 microcontroller. This allows us to run custom code on a moving slot car and thereby imitate a remote, mobile, and difficult-to-reach embedded device.

Initially, we connect multiple development boards on a board for hardware prototyping (i.e., perfboard). This setup is easy to program and communicate with, using the built-in USB port of the ESP development board. It is a typical...
prototyping scenario for embedded devices. The later revision is implemented as a custom [PCB] with all components integrated and UART access for programming and debugging. The hardware shows that even relatively simple problems require relatively complex hardware solutions. Due to the complexity, purely theoretical considerations, such as simulations, cannot easily cover the functionality in interaction with environmental influences. We assume that this board resembles a product close to market, where development and debugging access is more difficult. Especially because this [PCB] fits into the chassis of a Carrera slot car, reaching the UART port requires disassembling the car even in the lab.

The slot car is continuously supplied with power over two metal rails (i.e., also when not moving) except on lane change segments, where the rails are interrupted as shown in Figure 2. On these segments, the slot cars must drive (i.e., roll) up to ~6 cm without a power supply. These power interruptions must be considered when programming the microcontroller, as program execution has a relevant impact on power consumption.

The overall aim of the development is a self-driving slot car. It is important to note that the slot car is not supposed to represent an autonomous vehicle. The debugging data in our experiment form logging data and firmware, which need to be exchanged between the development host and the slot car during the development. During the power interruptions on lane change segments, energy is limited to the capacity of a 1000 μF capacitor. The car can sustain normal operation of the microcontroller (clock speed 80 MHz, no WiFi) for up to 100 ms. Motor power is cut off during these segments, as the motor control is separate from the ESP’s power circuitry.

B. Energy Consumption

The energy consumption of the ESP32 is influenced by multiple factors. During the crossing of a lane change segment, it needs to be tightly controlled, as no power supply is available. Apart from putting the microcontroller into a sleep mode that prohibits calculation, changing the operating frequency, and altering the communication protocol, as described in Section IV-C3, it fluctuates even during normal operation. The maximum observed capacitor voltage drop in all scenarios is shown in Table 1.

| Frequency | No WiFi | Not Sending | Sending |
|-----------|---------|-------------|---------|
| 80 MHz    | 1.62 V  | 1.91 V      | 2.64 V  |
| 160 MHz   | 2.11 V  | 2.20 V      | 2.82 V  |
| 240 MHz   | 2.49 V  | n/a         | n/a     |

Table 1: Maximum observed capacitor voltage drop.

Should the capacitor voltage drop below 5 V (the operating voltage of the ESP32) at any point, the brownout detector of the microcontroller detects that, resulting in an automatic reboot of the ESP32 and its peripherals. As a consequence, data stored non-permanently would be lost and the self-driving would be impaired. It is apparent that these voltage drops need to be tightly controlled to avoid reboots of the microcontroller.

As also shown in previous work [30] and hence expected, the operating frequency influences the rate at which the voltage of the capacitor drops as seen in Figure 3 a) and d) and Figure 4. Furthermore, Figure 3(b) and c) show that enabling WiFi without actually sending or receiving data slightly increases energy consumption already. Apparently, the activated WiFi driver stack and chip result in an increased power consumption of 95–100 mA [31].

Sending WiFi signals, however, is the most problematic scenario as demonstrated in Figure 3 c) and f) as it draws ~240 mA [31]. The capacitor voltage drops rapidly in both instances for a very short period of time. This happens when the microcontroller answers a request from the development host exactly during the first power interruption in both figures. When using the microcontrollers’ maximum frequency of 240 MHz, power consumption is increased again, as shown in Figure 4. The use of WiFi at 240 MHz is infeasible as the car could not cross a lane change segment without brownouting.

C. Debugging Technique Application

This section describes the application of the debugging techniques described in Section III. After an introductory description of each technique, we discuss their characteristics, give a recommendation for fitting debugging scenarios from Section II-B and finally evaluating them.

1) Save and Print Later (Aperiodic Wired Transmission): While driving, the slot car continuously measures data and writes it to internal flash memory. After a certain period of time, the car stops at a predefined point (e.g., at the start/finish line) and is connected to a read-out device (usually a laptop computer) via a cable. Then, the car transmits its data via the cable. At this point, there is also the option to reprogram the car. When finished, the cable is disconnected, the car deletes the stored data and drives off again.

Advantages
- Known method — easy to set up
- Low runtime performance impact
- Very low risk of interruption/data corruption

Shortcomings
- Stopping not possible everywhere, some parts of track not accessible
- Needs physical access, which is difficult inside chassis and UART header is difficult to connect to...
• Stopping interrupts normal operation — possibly infeasible in production
• Data must be saved whilst driving

Evaluation Overall, “Save and Print Later” is a very simple and reliable form of transferring data from the car as well as uploading firmware to the car. On the other hand, physical access to the board in the car is required. The deeper a device is embedded, the more difficult it becomes, and size restrictions also limit the use of the transmission technology. Therefore it is only a useful solution for early phases in development, where a USB port might exist on the board, and no disassembly is required to reach the data lines.

2) Stop and Radio (Aperiodic Wireless Transmission): "Stop and Radio" also saves data continuously in order to be able to stop and transfer the data at once. At this point, it is also possible to reprogram the car. However, the aperiodic transmission happens wirelessly via the ESP32’s built-in 2.4 GHz wireless capabilities (WiFi 802.11 b/g/n, Bluetooth v4.2, and BLE). The whole stop/transmission/drive-off process now requires no physical access to the device.

Advantages
• Stopping possible anywhere on track (except lane changes)
• Virtually unlimited energy available, making the transmission time irrelevant
• Updates and development are possible
• Low risk of interruption
• Low runtime performance impact

Shortcomings
• Device needs to know when to stop — physical access might be necessary to, e.g., push a button
• Stopping interrupts normal operation — possibly infeasible in production
• WiFi has high flash and RAM memory consumption
• Data must be saved whilst driving

Evaluation Altogether, "Stop and Radio" trades off memory and compute power for not having to access the device physically compared to “Save and Print Later”. This makes it especially useful for Over-the-Air (OTA) updates and development, especially at later stages of development.

3) Write to Carrera Track (Continuous Wired Transmission): The Carrera digital slot cars are constantly communicating with the control unit of the track via the tracks’
power rails using a digital communication protocol. This way, multiple cars can be in contact with the same rails and can still be individually controlled. Slot cars can also send some data back, a feature that is usually used by the car to indicate that it reached a sensor. There is, however, a possibility that these data packets could be hijacked to send custom data, as much as the protocol allows, back onto the track. This data could then be read and interpreted by a custom decoder, implementing a continuous, wired transmission.

The advantage would be a constant, reliable data output that is less subject to interference like a radio signal might be. Using this technique, data to be transferred would not have to be saved for extended periods of time but can be sent with minimal delay. According to the research by Heß [32], cars can send up to 13 bits, 8 times per 75 ms cycle.

\[
\frac{1}{0.075 \text{ s}} \cdot 8 \cdot 13 \text{ Bit} \approx 1,387 \text{ Bit/s}
\]

This results in a theoretical bandwidth of \( \approx 1,387 \text{ Bit/s} \).

**Advantages**
- Continuous output
- Position on track does not matter (except lane changes)

**Shortcomings**
- Necessary to adhere to Carrera Digital protocol [32]
- Low bandwidth
- Difficult to set up — hardware changes needed on both ends

**Evaluation** In the end, writing to the Carrera track is difficult to set up, both for developers and potential users and offers only extremely limited bandwidth. Furthermore, for any mobile embedded devices, similar options are not even available. For this reason, we did not implement this option.

4) WiFi On-the-fly (Continuous Wireless Transmission): As wireless transmission is possible from anywhere on a slot car track, it allows for a continuous, direct connection to the slot car. This way, debug output can be sent at all times and from anywhere on the track. This is similar to writing to the Carrera track but using a wireless medium. The challenge with this technique is its high power consumption and performance impact, as analyzed by Pötsch et al. [15]. Hence, energy consumption (here, crossing lane change segments) needs special consideration.

**Advantages**
- Continuous output
- Position on track does not matter
- OTA updates and development possible

**Shortcomings**
- High power consumption
  - Problematic on lane changes
  - Unpredictable spikes in power consumption on send
- High memory consumption of WiFi stack
- WiFi-stack always active — can have a runtime impact
- OTA updates might be interrupted
  - Ejection from track, power loss on lane changes
  - Measures against data corruption necessary

**Evaluation** This is the most versatile and convenient option, useful for almost any kind of debugging. However, high energy consumption, memory usage, and more advanced setup make it the most resource-intensive way of communication. Special precautions must be taken to prevent the microcontroller from consuming too much power when only limited energy is available. In the worst case, these power interruptions could result in corrupted data or even a corrupted flash image.

D. Evaluation

Except Write to Carrera Track, all the presented debugging techniques have been used in different stages of the software development for the self-driving slot car. The analysis presented in Section V-C has been conducted during the aforementioned development process and supports the debugging trade-offs identified in Section III.

Though being supported by many microcontrollers, the wired transmission of debug logs can have practical issues: During the intended mode of operation, the device might need to move. Therefore, attaching cables is either impossible or distorts the operational characteristics, precluding optimization or production scenarios. Our particular experiment setup would have allowed the loophole of continuous data transmission via a protocol modulated on the power supply. However, in addition to a relatively high implementation effort, the protocol constraints limit the communication bandwidth to an extent impractical for development or optimization.

In contrast, wireless transmission of debug messages has proven to offer a broader field of feasible application scenarios. The available bandwidth enabled the transmission of larger volumes of sensor data and verbose status messages during early application development and optimization activities. A distorting factor on the devices’ normal operating conditions has been the increased power consumption of the radio module. However, our experiment has shown that careful energy budgeting and adaptive control of power states can overcome this obstacle and avoid interference between the regular device operation and the debugging facilities.

V. Conclusion and Future Work

The increased availability of embedded Internet of Things (IoT) devices to a wider audience of developers and the increased mobility of such devices calls for more convenient debugging techniques.

In this paper, we report that wireless debugging techniques offer increased applicability and convenience at the price of increased efforts for energy budgeting under constrained circumstances (e.g., energy supply, compute capabilities, waste heat). To overcome those burdens, readily available hardware and software modules require more adaptive instrumentation.

For instance, future research could focus on techniques to automatically select power states based on a configurable energy budget and control transmission timings accordingly.
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