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ABSTRACT: The speed limit signs recognition directly affects the safety of autonomous vehicles. Vehicles are usually running in an uncertain and dynamic environment. The performance of the recognition system is affected by various factors such as the different sizes of pictures, illumination condition and position circumstances, which can lead to misclassification. This makes the speed sign recognition challengeable. To improve the recognition rate of the speed signs in such environments, this work firstly applies the method of the saliency target detection based on the background-absorbing Markov chain, to extract the node in an image, then uses SPP-CNN to classify the extracted nodes with ten-folder validation. The recognition rate is up to 9.32%, higher than that obtained directly by SPP-CNN working on raw dataset.

1. INTRODUCTION
Autonomous vehicles are future trend in automotive sector. Speed sign recognition is important for making good traffic order and ensuring the safety of road users. Traffic signs include text-based and symbolic signs, such as text, numbers, arrows, etc., representing warnings, prohibitions, and other information, using specific colors (e.g. red, yellow, blue, white and black), and specific shapes (e.g. triangles, rectangles, circles and octagonal). Different countries have different traffic signs [1].

The initial road traffic sign recognition (TSR) was based on the color space in the image [2]. Since the first paper on road TSR appeared, various computer vision methods have been developed to detect and identify road traffic signs. The identification of traffic signs is generally divided into three steps: segmentation, detection, recognition. The purpose of segmentation is to obtain the location of traffic signs, and methods include color-based and shape-based. A color-based method is to extract the specific color region; a shape-based method generally relies on edge detection to obtain the shape of traffic signs. Detection determines whether there exists a signpost from the output of segmentation, and the purpose of detection is to reduce the search space to obtain interesting area. Recognition is to
classify it into different groups. The speed sign recognition is a critical challenge in the real-time TSR.

However, due to the complexity of the roads and the surrounding environments, speed signs can appear in a variety of scenes, such as the change of sign color due to long-term outdoor environments, dust pollution in the air, the impact of weather conditions, the impact of light, obstruction, view changes, damage, etc. This brings great challenges to automatic speed sign recognition.

Most of the existing TSR systems use the inner region of the signs or the local features such as histograms of oriented gradients, and scale-invariant feature transform for recognition. Although the current technology has made the great progress in the road sign recognition, there is still space to improve the performance of recognition techniques in both effectiveness and efficiency, as well as robustness in dealing with the rotation, illumination, pollution, damage and scale variations in uncertain and dynamic environments.

Deep learning has achieved the success in several areas, such as image processing, natural language processing, etc. Especially convolution neural networks (CNNs) have been widely applied in image-based pattern recognition. In 2014, Girshick [3] first applied R-CNN to categorize the target objects. It calculates the deep CNN to each candidate scheme, and thus generates a lot of information unrelated to the class, increasing the computing and time complexity. In order to improve the efficiency, He et al. [4] developed the Spatial Pyramid Pool Network, and calculated the convolution feature graph of the whole image to produce the feature vector. This accelerated the R-CNN by nearly 100 times. Lee et al. [5] used CNN to recognize the traffic signs based on the boundary estimation and end-to-end training. Zang et al. [6] proposed a framework for the recognition of traffic signs using CNN-based fusion of space and time characteristics. Zhu et al. [7] created a traffic sign dataset, covering illumination and weather conditions, including 100000 examples of 30,000 traffic signs, and they use CNN to detect and classify traffic signs.

In order to improve the recognition rate and real-time performance of Speed Sign Recognition (SSR), we propose a new method that consists of two stages: Segmentation, using the Background-Absorbing Markov Chain (BAMC) model [8] [9] to remove background, and Recognition, using Spatial Pyramid Pooling based convolution neural networks (SPP-CNN) on the images without background. The experiments will be done on a real-world database, built by the researchers, including various tiled positioned, scaled, and light blurred images.

2. PROPOSED METHOD

2.1. Detection of saliency targets based on BAMC

SLIC segmentation [8] was used to divide the input image into \( m \) pixel blocks (nodes). Generally, the pixel blocks at the 4 boundaries (top, bottom, left, right) of an image do not cover the target. Initially \( k \) nodes on three selected boundaries are copied as absorption nodes (virtual nodes) in the absorbing Markov Chain. A graph model \( G(V,E) \) is established with \( n \) nodes, represented by the set of \( V, n = k + m, E \) is the set of edges, which represent the relations between nodes as the rules: (1) the nodes are correlated to the adjacent pixel blocks; (2) the nodes of all the pixel blocks at all boundaries are correlated with each other; (3) the copied \( k \) virtual nodes are not correlated with each other; (4) if node \( i \) is a node correlated to a node on the inner boundary of the image, a new node \( i' \) is copied, then node \( i \) is correlated with node \( i' \) and all nodes, correlated with \( i \), are correlated with \( i' \).

Therefore, the correlation matrix \( A \) of the nodes in the graph model \( G(V,E) \) can be calculated:

\[
\alpha_{ij} = \begin{cases} 
    w_{ij} \quad & j \in N(i), 1 \leq i \leq n \\
    1 \quad & i = j \\
    0 \quad & \text{else}
\end{cases}, \quad w_{ij} = e^{-\frac{\|x_i-x_j\|^2}{\sigma^2}}. \tag{1}
\]

where, \( N(i) \) is the set of nodes correlated with the node \( i \), the \( w_{ij} \) is the weight between correlated nodes \( i \) and \( j \), \( x_i \) and \( x_j \) as a color mean value to the corresponding hyper-pixel block in the color space, \( \sigma \) is a constant. The \( m \) pixel blocks in the image are considered as the transfer nodes in the absorption Markov Chain, the \( k \) pixel blocks are the absorption nodes. The degree matrix that records the sum of the weights connected to each node is written as \( D = \text{diag}(\sum_i a_{ij}) \). The transition matrix \( P = D^{-1} \times A \). With
the $k$-absorbing states and the $m$-transfer states, $P$ can be reconstructed as

$$ P = \begin{bmatrix} Q & R \\ 0 & I \end{bmatrix}, \quad (2) $$

where, $Q \in [0,1]_{m \times m}$, transferring matrix, representing the probabilities between the $m$ transferring nodes; $R \in [0,1]_{m \times k}$, representing the probability between the $m$ transferring nodes and the $k$ absorbing nodes; $0$ as a $k \times m$ zero matrix, $I$ is the unit matrix, representing the $k$ absorbing nodes.

For an absorption chain, the basic matrix $N = (J - Q)^{-1}$ can be obtained, $n_{ij}$ is the expected absorption time from the transfer node $i$ to the transfer node $j$. According to $n_{ij}$, we can calculate the vector $y = N \cdot J$, which consists of the absorption time by all transfer nodes, where $J$ is a $m$-dimension column with all elements are 1. According to the Markov Chain, $y$ is smaller, the corresponding pixel block of the node is more likely to be the background; $y$ is larger, the absorption time is longer, the pixel block may be a significant target. We use the average value of $y$ to represent the significant value $s$, that is

$$ s(i) = \frac{1}{m} \sum_{j} y(i,j), \quad i = 1, 2, 3, \ldots, m, $$

the number of transition state nodes in the graph, $\overline{y}$ is the normalized absorption time vector.

**Boundary selection** [9] [10] is based on the saliency values of the four boundaries. The boundary with largest salience value could include the target; hence, the pixel blocks on the three boundaries are copied as virtual nodes (i.e. absorption nodes) to the set $C$.

After getting the absorption nodes from the three boundaries, we need to identify more absorption node in the image. The absorption time of all super pixel blocks in $M$ is calculated, and the initial saliency value $S_i^{init}$ of node $i$ is obtained. If the initial saliency value is less than the threshold $T$, the node $i$ is more likely background, then node $i$, as an absorption node, is added to set $C$.

$$ C = C \cup \{i | S_i^{init} \leq T\} \quad (3) $$

Algorithm 1 presents the pseudocode of the BAMC process, where, the parameters include: $Im$ is an image to be processed; $b$ indicates the size of a $b \times b$ super pixel blocks; $M$ contains all the $m$ super pixel block nodes; $C$ contains all the copied pixel black nodes as background nodes.

The image is first segmented by the SLIC algorithm, and the background pixel block nodes on the three boundaries are identified. For each layer, identify the correlated nodes in the set ($M$) of super pixel block nodes, and assess if they are belong to background nodes in terms of the defined rules of pixel block relationships and the criteria in Formula (3), move these nodes to the set $C$, and remove them from $M$, if they are background nodes. Finally, return the segmented sets of absorption nodes ($C$) and target nodes ($M$).

### Algorithm 1 BAMC($Im, b, T, L$)

1: $[M]_m$ = SLIC($Im, b, L$);
2: $C$ = BoundarySelection($B$);
3: for ($i=1$ .. $L$) do
4:     $G$ = constructGraph($M, C$);
5:     $A$ = calMatrix($G$);
6:     $D$ = calDegreeMatrix($A$);
7:     $P$ = $D^{-1} \times A$
8:     $Q$ = reconstruct($P$);
9:     $N = (J - Q)^{-1}$, $y = N \times J$;
10: for ($j = 1$ .. $m$) do
11:     $s_j = \overline{y}$;
12:     if ($s_j < T$) then
13:         $C$ = $C \cup \{j\}$;
14:     $M$ = $M \setminus \{j\}$;
15:     end if
16: end for
17: end for
18: return ($M, C$);

#### 2.2. Classification with SPP-CNN
The last full connected layer of CNN requires fixed-length vectors [11]. Spatial pyramid pooling can maintain spatial information by pooling in local spatial bins. These spatial bins have sizes proportional to the image size, so the number of bins is fixed regardless of the image size [4] [12]. To make the CNN robust for any size of images, we use spatial pyramid pooling in the deep convolution neural network (SPP-CNN) to recognize the speed signs regardless the size of images produced by the BAMC algorithm. A typical five-layer CNN with the SPP layer as the last pool layer is developed. The CNN passes the features from last convolution layer to the SPP layer. The fixed size of outputs from the SPP layer is passed to the final full connect layer.

3. EXPERIMENT RESULTS AND DISCUSSION

3.1. Experiment setup

Both training and testing of the SPP-CNN were done on a PC with AMD thread ripper 1900x CPU, GTX 1070 Ti Hybrid GPU, 32G memory, the SPP-CNN model is trained on GTX1070 GPU.

The Databases of speed limit sign used in our experiments include 587 samples, which are collected by us on a variety of different roads in the United Kingdom. It includes city streets, countryside, highways, various luminous environments and positions. Most of samples have a complex background with various target sizes. Two data set were produced as follows: a. the first speed limited sign data set is the original images, denoted as FSLSD as shown in Figure. 1; b. the set of black-and-white traffic speed limit sign extracted from original images with the BAMC algorithm, denoted as the second dataset (SSLSD) in the second line of Figure. 2. From 587 samples, we have chosen 59 samples with different sizes, 52 light-blurred samples, and 46 positions tilted samples for experiment assessment.

In the segment experiment, the initial number of pixel blocks is set \( m = 250 \), the threshold value is set \( T = 0.015 \). As compared effect of the fusion, the number of the layer \( L = 3 \). The images in Figure 2 are some results produced by Algorithm 1.

In order to verify how the proposed method improve the performance of the speed limit sign recognition, we conducted the experiments as follows: a. For each dataset, we use the five-layer
SPP-CNN, using ten-folders crossing validation. Namely, for each run, 10% samples are randomly picked as test set, and the rest 90% of images as the training set. b. take the 59 samples with different sizes, 52 light-blurred samples and 46 positions tilted samples as the test set respectively, and calculate the recognition rate.

3.2. Experiment results
Figure 3 is the mean loss of training set results to the two datasets; Table 1 is the results of ten-folders crossing validation; Table 2 is the test results of severe circumstances samples with proposed method

![Figure 3 The mean loss curve of training set for ten-folder training](image)

(a) FSLSD  (b) SSLSD

| Test turns | 1   | 2   | 3   | 4   | 5   | 6   | 7   | 8   | 9   | 10  | mean |
|------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|------|
| FSLSD(%)   | 86.44 | 93.22 | 88.14 | 91.53 | 93.22 | 86.44 | 86.44 | 89.83 | 89.83 | 91.53 | 89.66 |
| SSLSD(%)   | 98.30 | 100  | 100  | 98.30 | 96.61 | 100  | 98.30 | 100  | 98.30 | 98.98 |

| Image conditions | Different size | Light-blurred | Positions tilted |
|------------------|----------------|---------------|-----------------|
| Recognition results | 59/59          | 50/52         | 45/46           |
| Accuracy(%)      | 100            | 96.15         | 97.83           |

3.3. Discussion
It can be seen from Figure 3 (a) and (b) that the baseline model used in this paper is convergent during the training process with the iteration epochs increases, and the convergence trend of figure (b) is better than that of figure (a), it illustrated that the black-and-white traffic speed limited sign, which is obtained by proposed method in this paper has better effect to neural network learning.

From Table 1, it can be obviously seen that the recognition rate of SSLSD is better than that of FSLSD. This is because that the traffic speed limit signs as a saliency targets are ensured by the transfer nodes, then the recognition of a speed limit sign is completed by the SPP-CNN.

From 587 original images, some with different sizes, blurred lights or tilted positions in uncertain environments are selected, respectively. The proposed approach is applied on these subsets. Table 2 shows the results. With the proposed approach, BAMC-SPP-CNN, the recognition rate on the 59 images with different sizes is 100%, the recognition rate on the 52 image with blurred lights is 96.15%, and the recognition rate on the 46 images with titled positions is 97.83%. Due to the introduction of SPP, the CNN is robust for different sizes of speed signs.
4. CONCLUSIONS
The contribution of this paper is summarized as follows: (1) for salient target segmentation based on Markov chain, first three boundary nodes are used as the absorption nodes, the absorption time of all the super-pixel blocks in an image is calculated, and the foreground is distinguished from the background based on the specified threshold. (2) a new database of images without background is produced to be the input of CNN for classification, and the ten-folder crossing validation is used for the performance assessment. (3) The recognition rate of SPP-CNN, fed with SSLSD is up to 9.32% better than that of the SPP-CNN, fed with FSLSD.
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