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Abstract

We re-examine a familiar problem given in introductory to physics courses, about determining the induce charge distribution on
an uncharged “infinitely-large” conducting plate when placing parallel to it a uniform charged nonconducting plate of the
same size. We show that, no matter how large the plates are, the edge effect will always be strong enough to influence the
charge distribution deep in the central region, which totally destroyed the infinity assumption (that the surface charge densities
on the two sides are uniform and of opposite magnitudes). For a more detail analysis, we solve the Poisson’s equation for a
similar setting in two-dimensional space and obtain the exact charge distribution, helping us to understand what happen how
charge distributes at the central, the asymptotic and the edge regions.

I. A CURIOUS PUZZLE

One of the authors has been teaching in college for
many years, and during that time there is always the
following homework problem (or similar) for the intro-
ductory course to electromagnetic every year:

"An infinite nonconducting plate with uniform surface
charge density +σ₀ is placed in parallel to an uncharged
conducting plate. Find the induced charge distribution
on both sides of the conducting plate." See Fig. 1

![Uniform Charged Nonconducting Plate](image)

FIG. 1: A physical setting for the problem of interests in
three-dimensional space, with the separation H between
these parallel plates are much smaller than their size R.

The official solution to this problem, either given by
the staffs running the course or handed down through out
the years, is to use the infinity assumption so that the
charge density on the side closer to the nonconducting
plate σ⁺ and on the side further to the nonconducting
plate σ⁻ are uniform and of equal magnitude but opposite
signs σ⁺ = −σ⁻ (for total charge neutrality). Then, from
the condition that there is no electrical field ⃗E inside
the conducting plate, the following relation has to be
satisfied:

\[ |⃗E| = \frac{\sigma^+}{2\epsilon} + \frac{\sigma^-}{2\epsilon} = 0 \Rightarrow \sigma^+ = -\sigma^- = -\frac{\sigma_0}{2}. \] (1)

In other words, it is estimated that the surface densities
on both side of the uncharged conducting plate with have
the same magnitude of half the surface density on the
nonconducting plate.

Let us take a step back and try to understand what
is so puzzling about this solution, even though it might
seems perfectly sounded at first. There is no such thing
as infinite plates – only an “infinitely-large” ones can ex-
ist. Say, the (radial) size of the plates in the problem is
R and the separated distance between them is H, then
the infinity assumption can be provoked when consider-
ating what happen deep in the central region when R ≫ H
and. It is physical to say R → ∞, but it is unphysical to
say R = ∞. In other words, there must be a boundary,
an edge to this infinity. While the edge effect typically
contributes the most to the fringe electrical field far away
from the central region, it can influence the charge distribu-
tion very drastically. Consider a circular conducting
plate of radius R having total charged Q, what is the
surface charge density σ(r) (on both sides) at radial position
r from the center of the plate? This is a famous ques-
tion, one of the few in classical physics which can be an-
swered straight-forwardly by adding extra-dimension.[2]
J. J. Thomson has given an elegant geometric argument
for the charge distribution on a plate as the limiting case
of an oblate ellipsoid[2]

\[ \sigma(r) = \frac{Q}{4\pi R^2} \left( 1 - \frac{r}{R} \right)^{-1/2}, \] (2)

which is also equal to the projected surface charge distribu-
tion on the sphere onto its equator’s plane. For a total
charge that scales with the plate’s area, i.e. Q ∝ R², at
the central region the charge distribution σ(0) can be a
substantial finite value. Such situation can happen (and indeed does happen) for the homework problem of interests.

We will now show some evidences for that. We can separate the main problem into two: find the charge distribution for (i) the same setting but with the conducting plate grounded, and (ii) a charged isolated conducting plate. Then, by superpose these two problems (and make sure that the total induced charge is equal to zero), we arrive at the answer to the original. Problem (i) is similar to a capacitor in which one of the plate is connected to the ground and the other is kept at a constant electrical potential, so with that analogy we can guess the ground and the other is kept at a constant electrical potential. Then, by superposing these two problems (and make sure that the total induced charge is equal to zero), we can deduce that the total induced charge is equal to zero, which is a violation of the naive infinity assumption with clearly different from the results of Eq. (1).

We need:

\[
\sigma_0^\uparrow(0) + \sigma_0^\downarrow(0) = \frac{Q^{(ii)}}{4\pi R^2} = +\frac{\sigma_0^\uparrow}{4}.
\]

Therefore, the surface charge densities at the central region are:

\[
\begin{align*}
\sigma_0^\uparrow(0) &= \sigma_0^\downarrow(0) + \sigma_0^{\downarrow(0)}(0) = \frac{-3\sigma_0^\uparrow}{4} = -0.75\sigma_0^\uparrow, \\
\sigma_0^\downarrow(0) &= \sigma_0^\downarrow(0) + \sigma_0^{\downarrow(0)}(0) = +\frac{\sigma_0^\downarrow}{4} = +0.25\sigma_0^\downarrow,
\end{align*}
\]

Clearly different from the results of Eq. (1). The edge effect has negated the naive infinity assumption with corrections at the same order of magnitude! It should be noted that the sum \( \sigma_0^\uparrow(0) + \sigma_0^\downarrow(0) \neq 0 \) is an indication of strong edge effect, as we can interpret that the charge get pushed away from the center and concentrated at the edge. On the other hand, the difference between them is \( \sigma_0^\uparrow(0) - \sigma_0^\downarrow(0) = -\sigma_0^\uparrow \), since the fringe field is far away (contribution can be ignored) and this relation has to hold so that there is no electrical field inside the conductor.

II. AN ANALYTICAL EXPLORATION

Some readers might find the above reasoning too hand-waving and need to see a more analytic argument, i.e. from solving the Poisson’s equation directly. This is a difficult task in three-dimensional space, but in two-dimensional space it can be done thanks to the method of conformal mapping which was introduced by J.C. Maxwell and based on the holomorphic transformation of the complexified two-dimensional space.

We will now show some analytical results in two-dimensional space. The edge effect can already been seen from here. Note that we only choose two-dimensional space out of convenience, and similar physics does happen in three-dimensional space.

Choose a Cartesian \( Oxy \) coordinates, which can be complexified with \( z = x + iy \) (where \( i \) is the imaginary unit number). Consider an ellipse conducting region which boundary \( (x, y) = (X, Y) \) satisfies:

\[
\frac{X^2}{R^2} + \frac{Y^2}{1} = 1.
\]

When \( R \gg 1 \) and \( R \to \infty \), the ellipse becomes a line of thickness 2 and total length \( 2R \). This way of taking limit is analogous to how an oblate ellipsoid becomes a circular disk. At height \( y = H > 1 \), there is a line of charge distribution \( \sigma_0(x_c) \) at the horizontal position \( x = x_c \) on the line. See Fig. [2]

There is a special Kutta-Joukowski transformation that take an unit-circle \((u, v)\) in the complexified \( w = u + iv \) space and map it to the ellipse \((x, y) = (X, Y)\) given by Eq. (1) in \( z \) space:

\[
z = \left( \frac{R + 1}{2} \right) w + \left( \frac{R - 1}{2} \right) \frac{1}{w}.
\]

The inverse transformation is as follows:

\[
w(x, y) = \left[ x + x_w(x, y) \right] + i \left[ y + y_w(x, y) \right] \frac{1}{R + 1},
\]

in which we have to define three more functions prior:

\[
\begin{align*}
\Xi(x, y) &= R^2 + y^2 - x^2 - 1, \\
x_w(x, y) &= \sqrt{\Xi(x, y) + \sqrt{\Xi^2(x, y) + 4x^2y^2}}, \\
y_w(x, y) &= \frac{\sqrt{\Xi(x, y) + \sqrt{\Xi^2(x, y) + 4x^2y^2}}}{\sqrt{2}}.
\end{align*}
\]

For a sanity check, we can calculate that \(|w(X, Y)|\) always equal to 1.

Solving the two-dimensional Poisson’s equation for the outside region gives us the complexified potential \( \tilde{V}(z) \), in which the real-part is the same as the electrical potential \( V(x, y) = \Re[\tilde{V}(z)] \). The electrical field \( \tilde{E} = (E_x, E_y) \) can be calculated from the real-part and imaginary-part of \( \partial_z \tilde{V}(z) \):

\[
E_x = -\Re \left[ \partial_z \tilde{V}(z) \right], \quad E_y = +\Im \left[ \partial_z \tilde{V}(z) \right].
\]

To obtain the surface charge density on the center of both sides of the conducting line, we evaluate the electrical field at \( X = 0 \) and \( Y = \pm 1 \):

\[
\sigma(0, \pm 1) = \pm \varepsilon_0 E_y = \pm \varepsilon_0 \Im \left[ \partial_z \tilde{V}(z) \right]_{z = \pm 1},
\]
FIG. 2: A physical setting for the problem of interests in two-dimensional space, with $R = 100$ and $H = 20$. We also define the central regions to be $|x| \ll R$ and the edges $|x| \to R$.

in which $\sigma^+_f(0) = \sigma(0, +1)$ and $\sigma^-_f(0) = \sigma(0, -1)$.

After some exhausting calculation, we obtain the integral form of $\sigma^+_f(0)$ and $\sigma^-_f(0)$, for a general charge distribution $\sigma_0(x_c)$, conducting line’s length $2R$ and separation between lines $H$:

$$
\begin{align*}
\sigma^+_f(0) &= \Im\left(\int \frac{dx_c\sigma_0(x_c)}{2\pi R} \left[ \left( -\frac{1}{i} \right) - \frac{1}{i - w(x_c, H)} + \frac{1}{i - \frac{1}{w(x_c, H)}} \right] \right) , \\
\sigma^-_f(0) &= \left( \frac{R - 1}{R + 1} \right) \Im\left(\int \frac{dx_c\sigma_0(x_c)}{2\pi R} \left[ \left( -\frac{1}{i} \right) - \frac{1}{i + w(x_c, H)} + \frac{1}{i + \frac{1}{w(x_c, H)}} \right] \right) ,
\end{align*}
$$

where $\dagger$ is taking the complex conjugation.

For $\sigma_0(x_c) = \sigma_0^*$ in $|x_c| \leq R$ and 0-value elsewhere, in the limit $R \gg H \gg 1$ and $R \to \infty$, we can evaluate Eq. (11) and Eq. (12) to get:

$$
\begin{align*}
\sigma^+_f(0) &= -\frac{(\pi - 1)}{\pi} \sigma_0^* \approx -0.682 \sigma_0^* , \\
\sigma^-_f(0) &= +\frac{\sigma_0^*}{\pi} \approx +0.318 \sigma_0^* .
\end{align*}
$$

We show how to get these approximation in Appendix A. Similar to the case in three-dimensional space, but with an rigorous and analytical explanation, the sum $\sigma^+_f(0) + \sigma^-_f(0)$ is non-zero and therefore we can interpret that the edge effect is indeed in control! The difference $\sigma^+_f(0) - \sigma^-_f(0) = -\sigma_0^*$ is as expected, so no electrical field inside the conductor region.

III. WHAT HAVE WE LEARNED?

When something sounds reasonable, it does not mean it should be correct. That statement is especially true with electrostatics, which is difficult and can be very counter-intuitive due to the lack of daily life’s observations and measurements. What we have shown in this paper is a classical version of the phenomena well-known in modern theoretical physics under the name of IR/UV mixing, in which the dynamics far away or long time or at low-energy scale ago can shape the local observations at high-energy, high-resolution (and also the other way around, when small disturbance can cause a large emergence behavior). Electrostatics have it, in the form of how the edge effect that happens at the boundary $r \to R$ can strongly influence the charge distribution deep inside the bulk $r = 0$ and the infinity assumption can fail, and unfortunately such phenomena can appear in a relatively simple and familiar setting can be found in many homework assignments of introductory physics courses.

We hope that this notes, at the very least, will stop one of those problems from propagating with an incorrect solution. The correct solution, we believe, is much more advanced, richer in physics and can be a good “cautionary tale” for the non-trivialities of electrostatics.
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Appendix A: Evaluating the Integrals Eq. (11) and Eq. (12) in some Special Cases

We will consider the cases \( R \gg H \gg 1 \) and \( R \to \infty \).

For the case in which the charge is concentrated at \( x_c = 0 \), say, \( \sigma_0(x_c) = +Q_0 \delta(x_c) \), then from Eq. (11) and Eq. (12) we obtain:

\[
\sigma_\uparrow(0) \approx \frac{Q_0^*}{2\pi R} - \frac{Q_0^*}{2\pi H} \left( 1 + \sqrt{1 + \frac{H^2}{R^2}} \right) \tag{A1}
\]

\[
\approx \frac{Q_0^*}{2\pi R} - \frac{Q_0^*}{\pi H} + \mathcal{O}(H) \to -\frac{Q_0^*}{\pi H} ,
\]

\[
\sigma_\downarrow(0) \approx \frac{Q_0^*}{2\pi R} + \frac{Q_0^*}{2\pi H} \left( 1 - \sqrt{1 + \frac{H^2}{R^2}} \right) \tag{A2}
\]

\[
\approx \frac{Q_0^*}{2\pi R} + \mathcal{O}(H) \to 0 .
\]

This distribution of surface charge on the conducting line in the central region is the same with the situation in which it is grounded. The correction due to charge neutrality condition and the edge effect is there, but weak and negligible (unless we are looking very close to the two edges at \( x = \pm R \)).

For the case in which the charge distribution is uniform \( \sigma_0(x_c) = \sigma_0^* \) in \( x_c \in [-R, +R] \) (and 0-value elsewhere), a good approximation for this setting is to prioritize the intermediate central region \( R \gg |x_c| \gg H \gg 1 \) and keep up to the terms \( \mathcal{O}(H x_c) \):

\[
x_w(x_c, H) \approx \frac{H x_c}{R} , \quad y_w(x_c, H) \approx R - \frac{x_c^2}{2R} . \tag{A3}
\]

With these formulas, we can approximate:

\[
w(x_c, H) \approx \left( 1 + \frac{R}{H} \right) \frac{x_c}{R} + i \left( 1 + \frac{H}{R} - \frac{x_c^2}{2R^2} \right) \tag{A4}
\]

\[
= \hat{x}_c + i \sqrt{1^2 - \hat{x}_c^2} ,
\]

in which we check that the second-line can be series-expanded to give the first-line if we choose:

\[
\hat{x}_c = \left( 1 + \frac{H}{R} \right) \frac{x_c}{R} , \quad \hat{i} = 1 + \frac{H}{R} . \tag{A5}
\]

We can also check with numerical calculation\(^[2]\) that this \( w(x_c, H) \) approximation is in good agreement with \( w(x_c, H) \) exact, as shown in Fig. 3.

Eq. (11) and Eq. (12) can then be evaluated:

\[
\sigma_\uparrow(0) \approx +\frac{\sigma_0^*}{\pi} 
\]

\[
- \frac{\sigma_0^*}{2\pi 1} \int_{-1}^{+1} d\hat{x}_c \left[ \frac{i^2 - 1}{i^2 + 1 - 2\sqrt{i^2 - \hat{x}_c^2}} \right] \tag{A6}
\]

\[
\approx + \frac{\sigma_0^*}{\pi} - \frac{\sigma_0^*}{2\pi 1} \left[ 2\pi + \mathcal{O}(H) \right] \approx \left( 1 - \frac{1}{\pi} \right) \sigma_0^* ,
\]

\[
\sigma_\downarrow(0) \approx +\frac{\sigma_0^*}{\pi} 
\]

\[
- \frac{\sigma_0^*}{2\pi 1} \int_{-1}^{+1} d\hat{x}_c \left[ \frac{i^2 - 1}{i^2 + 1 + 2\sqrt{i^2 - \hat{x}_c^2}} \right] \tag{A7}
\]

\[
\approx + \frac{\sigma_0^*}{\pi} - \frac{\sigma_0^*}{2\pi 1} \left[ 0 + \mathcal{O}(H) \right] \approx + \frac{\sigma_0^*}{\pi} .
\]

Note that, for the last lines of Eq. (A6) and Eq. (A7), we use the integral:

\[
\int d\hat{x}_c \left[ \frac{i^2 - 1}{i^2 + 1 + 2\sqrt{i^2 - \hat{x}_c^2}} \right]
\]

\[
= \frac{i^2 + 1}{2} \arctan \left[ \frac{2\hat{x}_c}{i^2 - 1} \right] \tag{A8}
\]

\[
+ \frac{i^2 + 1}{2} \arctan \left[ \frac{(i^2 - 1)\sqrt{i^2 - \hat{x}_c^2}}{(i^2 + 1)\hat{x}_c} \right]
\]

\[
= \frac{i^2 - 1}{2} \arcsin \left[ \frac{\hat{x}_c}{1} \right] .
\]
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