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ABSTRACT: Searches for resonances decaying into pairs of jets are performed using proton-proton collision data collected at \( \sqrt{s} = 13 \text{ TeV} \) corresponding to an integrated luminosity of up to 36 fb\(^{-1}\). A low-mass search, for resonances with masses between 0.6 and 1.6 TeV, is performed based on events with dijets reconstructed at the trigger level from calorimeter information. A high-mass search, for resonances with masses above 1.6 TeV, is performed using dijets reconstructed offline with a particle-flow algorithm. The dijet mass spectrum is well described by a smooth parameterization and no evidence for the production of new particles is observed. Upper limits at 95\% confidence level are reported on the production cross section for narrow resonances with masses above 0.6 TeV. In the context of specific models, the limits exclude string resonances with masses below 7.7 TeV, scalar diquarks below 7.2 TeV, axigluons and colorons below 6.1 TeV, excited quarks below 6.0 TeV, color-octet scalars below 3.4 TeV, \( W' \) bosons below 3.3 TeV, \( Z' \) bosons below 2.7 TeV, Randall-Sundrum gravitons below 1.8 TeV and in the range 1.9 to 2.5 TeV, and dark matter mediators below 2.6 TeV. The limits on both vector and axial-vector mediators, in a simplified model of interactions between quarks and dark matter particles, are presented as functions of dark matter particle mass and coupling to quarks. Searches are also presented for broad resonances, including for the first time spin-1 resonances with intrinsic widths as large as 30\% of the resonance mass. The broad resonance search improves and extends the exclusions of a dark matter mediator to larger values of its mass and coupling to quarks.
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1 Introduction

Models of physics that extend the standard model (SM) often require new particles that couple to quarks ($q$) and/or gluons ($g$) and decay to dijets. The natural width of resonances in the dijet mass ($m_{jj}$) spectrum increases with the coupling, and may vary from narrow to broad compared to the experimental resolution. For example, in a model in which dark matter (DM) particles couple to quarks through a DM mediator, the mediator can decay to either a pair of DM particles or a pair of jets and therefore can be observed as a dijet resonance [1, 2] that is either narrow or broad, depending on the strength of the coupling. When the resonance is broad, its observed line-shape depends significantly on the resonance spin. Here we report a search for narrow dijet resonances and a complementary search for broad resonances that considers multiple values of the resonance spin and widths as large as 30% of the resonance mass. Both approaches are sensitive to resonances with intrinsic widths that are small compared to the experimental resolution, but the broad resonance search is also sensitive to resonances with larger intrinsic widths. We explore the implications for multiple specific models of dijet resonances and for a range of quark coupling strength for a DM mediator.

1.1 Searches

This paper presents the results of searches for dijet resonances that were performed with proton-proton (pp) collision data collected at $\sqrt{s} = 13$ TeV. The data correspond to an integrated luminosity of up to 36 fb$^{-1}$ and were collected in 2016 with the CMS detector at the CERN LHC. Similar searches for narrow resonances have been published previously by the ATLAS and CMS Collaborations at $\sqrt{s} = 13$ TeV [3–7], 8 TeV [8–11], and 7 TeV [12–18] using strategies reviewed in ref. [19]. A search for broad resonances considering natural widths as large as 30% of the resonance mass, directly applicable to spin-2 resonances only, has been published once before by CMS at $\sqrt{s} = 8$ TeV [9]. Here we explicitly consider spin-1 and spin-2 resonances that are both broad.

The narrow resonance search is conducted in two regions of the dijet mass. The first is a low-mass search for resonances with masses between 0.6 and 1.6 TeV. This search uses a dijet event sample corresponding to an integrated luminosity of 27 fb$^{-1}$, less than the full data sample, as discussed in section 2.3. The events are reconstructed, selected, and recorded in a compact form by the high-level trigger (HLT) [20] in a technique referred to as “data scouting” [21], which is conceptually similar to the strategy that is reported in ref. [22]. Data scouting was previously used for low-mass searches published by CMS at $\sqrt{s} = 13$ TeV [5] and at 8 TeV [8], and is similar to a trigger-level search at 13 TeV recently published by ATLAS [3]. The second search is a high-mass search [4–7, 9–18] for resonances with masses above 1.6 TeV, based on dijet events that are reconstructed offline in the full data sample corresponding to an integrated luminosity of 36 fb$^{-1}$. The search for broad resonances uses the same selected events as does the high-mass search for narrow resonances.
1.2 Models

We present model independent results for $s$-channel dijet resonances and apply the results to the following narrow dijet resonances predicted by eleven benchmark models:

1. String resonances \([23, 24]\), which are the Regge excitations of the quarks and gluons in string theory. There are multiple mass-degenerate states with various spin and color multiplicities. The $qg$ states dominate the cross section for all masses considered.

2. Scalar diquarks, which decay to $qq$ and $q\bar{q}$, predicted by a grand unified theory based on the $E_6$ gauge symmetry group \([25]\). The coupling constant is conventionally assumed to be of electromagnetic strength.

3. Mass-degenerate excited quarks ($q^*$), which decay to $qg$, predicted in quark compositeness models \([26, 27]\); the compositeness scale is set to be equal to the mass of the excited quark. We consider production and decay of the first generation of excited quarks and antiquarks ($u^*$, $d^*$, $\bar{u}$, and $\bar{d}$) via quark-gluon fusion ($qg \to q^* \to qg$). We do not include production or decay via contact interactions ($qq \to qq$) \([27]\).

4–5. Axigluons and colorons, axial-vector and vector particles, which are predicted in the chiral color \([28]\) and the flavor-universal coloron \([29]\) models, respectively. These are massive color-octet particles, which decay to $qq$. The coloron coupling parameter is set at its minimum value $\cot \theta = 1$ \([29]\), which gives identical production cross section values for colorons and axigluons.

6. Color-octet scalars \([30]\), which decay to $gg$, appear in dynamical electroweak symmetry breaking models such as technicolor. The value of the squared anomalous coupling of color-octet scalars to gluons is chosen to be $k^2 = 1/2$ \([31]\).

7–8. New gauge bosons ($W'$ and $Z'$), which decay to $q\bar{q}$, predicted by models that include new gauge symmetries \([32]\); the $W'$ and $Z'$ bosons are assumed to have standard-model-like couplings.

9. Randall–Sundrum (RS) gravitons (G), which decay to $q\bar{q}$ and $gg$, predicted in the RS model of extra dimensions \([33]\). The value of the dimensionless coupling $k/M_{Pl}$ is chosen to be 0.1, where $k$ is the curvature scale and $M_{Pl}$ is the reduced Planck mass.

10. Dark matter mediators, which decay to $q\bar{q}$ and pairs of DM particles, are the mediators of an interaction between quarks and dark matter \([1, 2, 34, 35]\). For the DM mediator we follow the recommendations of ref. \([34]\) on the model choice and coupling values, using a simplified model \([35]\) of a spin-1 mediator decaying only to $q\bar{q}$ and pairs of DM particles, with an unknown mass $m_{DM}$, and with a universal quark coupling $g_q = 0.25$ and a DM coupling $g_{DM} = 1.0$.

11. Leptophobic $Z'$ resonances \([36]\), which decay to $q\bar{q}$ only, with a universal quark coupling $g'_q$ related to the coupling of ref. \([36]\) by $g'_q = g_B/6$. 


2 Measurement

2.1 Detector

A detailed description of the CMS detector and its coordinate system, including definitions of the azimuthal angle $\phi$ (in radians) and pseudorapidity variable $\eta$, is given in ref. [37]. The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal diameter providing an axial field of 3.8 T. Within the solenoid volume are located the silicon pixel and strip tracker ($|\eta| < 2.4$) and the barrel and endcap calorimeters ($|\eta| < 3.0$), consisting of a lead tungstate crystal electromagnetic calorimeter, and a brass and scintillator hadron calorimeter. An iron and quartz-fiber hadron forward calorimeter is located in the region ($3.0 < |\eta| < 5.0$), outside the solenoid volume.

2.2 Reconstruction

A particle-flow (PF) event algorithm is used to reconstruct and identify each individual particle with an optimized combination of information from the various elements of the CMS detector [38]. Particles are classified as muons, electrons, photons, and either charged or neutral hadrons.

Jets are reconstructed either from particles identified by the PF algorithm, yielding “PF-jets”, or from energy deposits in the calorimeters, yielding “Calo-jets”. The PF-jets, reconstructed offline, are used for the high-mass search, while Calo-jets, reconstructed at the HLT, are used for the low-mass search. To reconstruct either type of jet, we use the anti-$k_T$ algorithm [39, 40] with a distance parameter of 0.4, as implemented in the FastJet package [41]. For the high-mass search, at least one reconstructed vertex is required. The reconstructed vertex with the largest value of summed physics-object $p_T^2$ is taken to be the primary pp interaction vertex. Here the physics objects are the jets made of tracks, clustered using the jet finding algorithm [40, 41] with the tracks assigned to the vertex as inputs, and the associated missing transverse momentum, taken as the negative vector sum of the $p_T$ of those jets. For PF-jets, charged PF candidates not originating from the primary vertex are removed prior to the jet finding. For both PF-jets and Calo-jets, an event-by-event correction based on the jet area [42, 43] is applied to the jet energy to remove the estimated contribution from additional collisions in the same or adjacent bunch crossings (pileup).

2.3 Trigger and minimum dijet mass

Events are selected using a two-tier trigger system [20]. Events satisfying loose jet requirements at the first level (L1) trigger are examined by the HLT. We use single-jet triggers that require a jet in the event to satisfy a predefined $p_T$ threshold. We also use triggers that require $H_T$ to exceed a predefined threshold, where $H_T$ is the scalar sum of the $p_T$ of all jets in the event with $|\eta| < 3.0$. Both PF-jets and Calo-jets are available at the HLT.

For the high-mass search, the full event information is reconstructed if the event satisfies the HLT trigger. In the early part of the data taking period, the HLT trigger required $H_T > 800$ GeV, with $H_T$ calculated using PF-jets with $p_T > 30$ GeV. For the remainder of the run, an HLT requiring $H_T > 900$ GeV with this same jet $p_T$ threshold was used. The
latter $H_T$ trigger suffered from an inefficiency. The efficiency loss occurred within the $H_T$ trigger at L1, towards the end of the data taking period used in this analysis. To recover the lost efficiency we used single-jet triggers at the HLT that did not rely on the $H_T$ trigger at L1 but instead used an efficient single-jet trigger at L1. There were three such triggers at the HLT: the first requiring a PF-jet with $p_T > 500$ GeV, a second requiring a Calo-jet with $p_T > 500$ GeV, and a third requiring a PF-jet with an increased distance parameter of 0.8 and $p_T > 450$ GeV. The trigger used for the high-mass search was the logical OR of these five triggers. We select events with $m_{jj} > 1.25$ TeV, where the dijet mass is fully reconstructed offline using wide jets, defined later. For this selection, the combined L1 trigger and HLT was found to be fully efficient for the full $36 \text{ fb}^{-1}$ sample, as shown in figure 1. Here the absolute trigger efficiency is measured using a sample acquired with an orthogonal trigger requiring muons with $p_T > 45$ GeV at the HLT.

The data scouting technique is used for the low-mass search. When an event passes a data scouting trigger, the Calo-jets reconstructed at the HLT are saved along with the event energy density and the missing transverse momentum reconstructed from the calorimeter. The energy density is defined for each event as the median calorimeter energy per unit area calculated in a grid of $\eta - \phi$ cells [43] covering the calorimeter acceptance. The shorter time required for the reconstruction of the calorimetric quantities and the reduced size of the data recorded for these events allow a reduced $H_T$ threshold compared to the high-mass search. For the low-mass search, Calo-jets with $p_T > 40$ GeV are used to compute $H_T$. The trigger threshold is $H_T > 250$ GeV, and we select events with $m_{jj} > 0.49$ TeV for which the trigger is fully efficient, as shown in figure 1. Here the trigger efficiency is measured using a prescaled sample acquired with a data scouting trigger which required only that the event passed the jet trigger at L1 with $H_T > 175$ GeV. This L1 trigger is also fully
efficient for $m_{jj} > 0.49\,\text{TeV}$, measured using another prescaled sample acquired with an even looser trigger with effectively no requirements (zero-bias) at L1 and requiring at least one Calo-jet with $p_T > 40\,\text{GeV}$ at the HLT. Unlike the high-mass search, there were no single-jet triggers at the HLT in data scouting that would allow for the recovery of the inefficiency in the L1 trigger in 9 fb$^{-1}$ of data at the end of the run, so only the first 27 fb$^{-1}$ of integrated luminosity was used for the low-mass search.

The trigger efficiencies for the low-mass and high-mass regions are shown as functions of dijet mass in figure 1. The binning choices are the same as those adopted for the dijet mass spectra: bins of width approximately equal to the dijet mass resolution determined from simulation. All dijet mass bin edges and widths throughout this paper are the same as those used by previous dijet resonances searches performed by the CMS collaboration [5, 6, 8, 9, 11, 12, 15, 17]. Figure 1 illustrates that the searches are fully efficient for the chosen dijet mass thresholds. For the purpose of our search, full efficiency requires the measured trigger inefficiency in a bin to be less than the fractional statistical uncertainty in the number of events in the same bin in the dijet mass spectrum. For example, the measured trigger efficiency in the bin between 1246 and 1313 GeV in figure 1 (right) is $99.95 \pm 0.02\%$, giving a trigger inefficiency of 0.05% in that bin, which is less than the statistical uncertainty of 0.08% arising from the 1.6 million events in that same bin of the dijet mass spectrum. This criterion for choosing the dijet mass thresholds, $m_{jj} > 1.25\,\text{TeV}$ for the high mass search and $m_{jj} > 0.49\,\text{TeV}$ for the low mass search, ensures that the search results are not biased by the trigger inefficiency.

2.4 Offline calibration and jet identification

The jet momenta and energies are corrected using calibration constants obtained from simulation, test beam results, and pp collision data at $\sqrt{s} = 13\,\text{TeV}$. The methods described in ref. [43] are applied using all in-situ calibrations obtained from the current data, and fit with analytic functions so the calibrations are forced to be smooth functions of $p_T$. All jets, the PF-jets in the high-mass search and Calo-jets in the low-mass search, are required to have $p_T > 30\,\text{GeV}$ and $|\eta| < 2.5$. The two jets with largest $p_T$ are defined as the leading jets. Jet identification (ID) criteria are applied to remove spurious jets associated with calorimeter noise as well as those associated with muon and electron candidates that are either mis-reconstructed or isolated [44]. For all PF-jets, the jet ID requires that the neutral hadron and photon energies are less than 90% of the total jet energy. For PF-jets that satisfy $|\eta| < 2.4$, within the fiducial tracker coverage, the jet ID additionally requires that the jet has non-zero charged hadron energy, and muon and electron energies less than 80 and 90% of the total jet energy, respectively. The jet ID for Calo-jets requires that the jet be detected by both the electromagnetic and hadron calorimeters with the fraction of jet energy deposited within the electromagnetic calorimeter between 5 and 95% of the total jet energy. An event is rejected if either of the two leading jets fails the jet ID criteria. These requirements are sufficient to reduce background events from detector noise and other sources to a negligible level.
2.5 Wide jet reconstruction and event selection

Spatially close jets are combined into “wide jets” and used to determine the dijet mass, as in the previous CMS searches [5, 6, 8, 9, 11, 12, 15]. The wide-jet algorithm, designed for dijet resonance event reconstruction, reduces the analysis sensitivity to gluon radiation from the final-state partons. The two leading jets are used as seeds and the four-vectors of all other jets, if within $\Delta R = \sqrt{(\Delta \eta)^2 + (\Delta \phi)^2} < 1.1$, are added to the nearest leading jet to obtain two wide jets, which then form the dijet system. The dijet mass is the magnitude of the momentum-energy 4-vector of the dijet system, which is the invariant mass of the two wide jets. The wide jet algorithm thereby collects hard gluon radiation, satisfying the jet requirement $p_T > 30$ GeV and found nearby the leading two final state partons, in order to improve the dijet mass resolution. This is preferable to only increasing the distance parameter within the anti-$k_T$ algorithm to 1.1, which would include in the leading jets the unwanted soft energy from pile-up and initial state radiation. The wide jet algorithm is similar to first increasing the distance parameter and then applying jet trimming [45] to remove unwanted soft energy.

The angular distribution of background from $t$-channel dijet events is similar to that for Rutherford scattering, approximately proportional to $1/[1 - \tanh(|\Delta \eta|/2)]^2$, which peaks at large values of $|\Delta \eta|$. This background is suppressed by requiring the pseudorapidity separation of the two wide jets to satisfy $|\Delta \eta| < 1.3$. This requirement also makes the trigger efficiency in figure 1 turn on quickly, reaching a plateau at 100% for relatively low values of dijet mass. This is because the jet $p_T$ threshold of the trigger at a fixed dijet mass is more easily satisfied at low $|\Delta \eta|$, as seen by the approximate relation $m_{jj} \approx 2p_T \cosh(|\Delta \eta|/2)$.

The above requirements maximize the search sensitivity for isotropic decays of dijet resonances in the presence of dijet background from quantum chromodynamics (QCD).

2.6 Calibration of wide jets in the low-mass search

The jet energy scale of the low-mass search has been calibrated to be the same as the jet energy scale of the high-mass search. For the low-mass search, after wide jet reconstruction and event selection, we calibrate the wide jets reconstructed from Calo-jets at the HLT to have the same average response as the wide jets reconstructed from PF-jets. We use a smaller monitoring data set, which includes both Calo-jets at the HLT and the fully reconstructed PF-jets, to measure the $p_T$ difference between the two types of wide jets, as shown in figure 2. A dijet balance “tag-and-probe” method similar to that discussed in ref. [43] is used. One of the two jets in the dijet system is designated as the tag jet, and the other is designated as the probe jet, and the $p_T$ difference between Calo-Jets at the HLT and fully reconstructed PF-jets is measured for the probe jet as a function of the $p_T$ of the tag PF-jet. We avoid jet selection bias of the probe Calo-Jet $p_T$, which would result from resolution effects on the steeply falling $p_T$ spectrum, by measuring the $p_T$ difference as a function of the $p_T$ of the tag PF-jet instead of the $p_T$ of the probe Calo-jet at the HLT. This calibration is then translated into a function of the average $p_T$ of the probe Calo-jets measured within each bin of $p_T$ of the tag PF-jets. Figure 2 shows this measurement of
Figure 2. The calibration of jets in the low-mass analysis. The percent difference in data (points), between the $p_T$ of the wide jets reconstructed from Calo-jets at the HLT and the wide jets reconstructed from PF-jets, is fit to a smooth parameterization (curve), as a function of the HLT $p_T$.

2.7 Dijet data and QCD background predictions

As the dominant background for this analysis is expected to be the QCD production of two or more jets, we begin by performing comparisons of the data to QCD background predictions for the dijet events. The predictions are based upon a sample of 56 million Monte Carlo events produced with the PYTHIA 8.205 [46] program with the CUETP8M1 tune [47, 48] and including a GEANT4-based [49] simulation of the CMS detector. The QCD background predictions are normalized to the data by multiplying them by a factor of 0.87 for the high-mass search and by a factor of 0.96 for the low-mass search, so that for each search the prediction for the total number of events agrees with the number observed. In figure 3, we observe that the measured azimuthal separation of the two wide jets, $\Delta \phi$, displays the “back-to-back” distribution expected from QCD dijet production. The strong peak at $\Delta \phi = \pi$, with very few events in the region $\Delta \phi \sim 0$, shows that the data sample is dominated by genuine parton-parton scattering, with negligible backgrounds from detector noise or other nonphysical sources that would produce events more isotropic in $\Delta \phi$. In figure 4, we observe that dijet $|\Delta \eta|$ has a distribution dominated by the $t$-channel parton exchange as does the QCD production of two jets. Note that the production rate increases with increasing $|\Delta \eta|$, whereas $s$-channel signals from most models of dijet resonances would decrease with increasing $|\Delta \eta|$. In figure 5, we observe that the number of dijets produced falls steeply and smoothly as a function of dijet mass. The observed dijet mass distributions are very similar to the QCD prediction from PYTHIA, which includes a leading order QCD
Figure 3. The azimuthal angular separation between the two wide jets (in radians) from the low-mass search (left) and the high-mass search (right). Data (points) are compared to QCD predictions from the \texttt{PYTHIA} 8 MC including detector simulation (histogram) normalized to the data.

Figure 4. The pseudorapidity separation between the two wide jets from the low-mass search (left) and the high-mass search (right). Data (points) are compared to QCD predictions from the \texttt{PYTHIA} 8 MC including detector simulation (histogram) normalized to the data.

calculation and parton shower effects. In figure 6, we also compare the dijet mass data to a next-to-leading order (NLO) QCD prediction from \texttt{POWHEG} 2.0 [50] normalized to the data. For this prediction, we used 10 million dijet events from an NLO calculation of two jet production [51] using NNPDF3.0 NLO parton distribution functions [52], interfaced with the aforementioned \texttt{PYTHIA} 8 parton shower and simulation of the CMS detector. The \texttt{POWHEG} prediction models the data better than the \texttt{PYTHIA} prediction does. It is clear from these comparisons that the dijet mass data behave approximately as expected from
Figure 5. The dijet mass of the two wide jets from the low-mass search (left) and the high-mass search (right). Data (points) are compared to QCD predictions from the \textsc{pythia} 8 MC including detector simulation (histogram) normalized to the data. The horizontal lines on the data points show the variable bin sizes.

QCD predictions. However, the intrinsic uncertainties associated with QCD calculations make them unreliable estimators of the backgrounds in dijet resonance searches. Instead we will use the dijet data to estimate the background.

3 Search for narrow dijet resonances

3.1 Dijet mass spectra and background parameterizations

Figure 7 shows the dijet mass spectra, defined as the observed number of events in each bin divided by the integrated luminosity and the bin width. The dijet mass spectrum for the high-mass search is fit with the parameterization

\[
\frac{d\sigma}{dm_{jj}} = \frac{P_0(1-x)^{P_1}}{x^{P_2+P_3\ln(x)}},
\]

where \( x = m_{jj}/\sqrt{s} \); and \( P_0, P_1, P_2, \) and \( P_3 \) are four free fit parameters. The chi-squared per number of degrees of freedom of the fit is \( \chi^2/\text{NDF} = 38.9/39 \). The functional form in eq. (3.1) was also used in previous searches [5–18, 53] to describe the data. For the low-mass search we used the following parameterization, which includes one additional parameter \( P_4 \), to fit the dijet mass spectrum:

\[
\frac{d\sigma}{dm_{jj}} = \frac{P_0(1-x)^{P_1}}{x^{P_2+P_3\ln(x)+P_4\ln^2(x)}},
\]

Equation (3.2) with five parameters gives \( \chi^2/\text{NDF} = 20.3/20 \) when fit to the low-mass data, which is better than the \( \chi^2/\text{NDF} = 27.9/21 \) obtained using the four parameter functional form in eq. (3.1). An F-test with a size \( \alpha = 0.05 \) [54] was used to confirm that no additional
Figure 6. The dijet mass distribution of the two wide jets from the high-mass search. (Upper) Data (points) are compared to predictions from the POWHEG MC in red (darker) and the PYTHIA 8 MC in green (lighter), including detector simulation, each normalized to the data. (Lower) The ratio of data to the POWHEG prediction, compared to unity and compared to the ratio of the PYTHIA 8 MC to the POWHEG prediction. The horizontal lines on the data points show the variable bin sizes.

parameters are needed to model these distributions, i.e. in the low-mass search including an additional term $P_5 \ln^3(x)$ in eq. (3.2) gave $\chi^2/\text{NDF} = 20.1/19$, which corresponds to a smaller $p$-value than the fit with five parameters, and this six parameter functional form was found to be unnecessary by the Fisher F-test. The historical development of this family of parameterizations is discussed in ref. [19]. The functional forms of eqs. (3.1) and (3.2) are motivated by QCD calculations, where the term in the numerator behaves like the parton distribution functions at an average fractional momentum $x$ of the two partons, and the term in the denominator gives a mass dependence similar to the QCD matrix elements. In figure 7, we show the result of the binned maximum likelihood fits, performed independently for the low-mass and high-mass searches. The dijet mass spectra are well modeled by the background fits. The lower panels of figure 7 show the pulls of the fit, which are the bin-by-bin differences between the data and the background fit divided by the statistical uncertainty of the data. In the overlap region of the dijet mass between 1.2
Figure 7. Dijet mass spectra (points) compared to a fitted parameterization of the background (solid curve) for the low-mass search (left) and the high-mass search (right). The horizontal lines on the data points show the variable bin sizes. The lower panel in each plot shows the difference between the data and the fitted parametrization, divided by the statistical uncertainty of the data. Examples of predicted signals from narrow gluon-gluon, quark-gluon, and quark-quark resonances are shown with cross sections equal to the observed upper limits at 95% CL.

and 2.0 TeV, the pulls of the fit are not identical in the two searches because the fluctuations in reconstructed dijet mass for Calo-jets and PF-jets are not fully correlated.

3.2 Signal shapes, injection tests, and significance

Examples of dijet mass distributions for narrow resonances generated with the PYTHIA 8.205 program with the CUETP8M1 tune and including a GEANT4-based simulation of the CMS detector are shown in figure 7. The quark-quark (qq) resonances are modeled by $q\bar{q} \rightarrow G \rightarrow q\bar{q}$, the quark-gluon (qg) resonances are modeled by $qg \rightarrow q^* \rightarrow qg$, and the gluon-gluon (gg) resonances are modeled by $gg \rightarrow G \rightarrow gg$. The signal distributions shown in figure 7 are for qq, qg, and gg resonances with signal cross sections corresponding to the limits at 95% confidence level (CL) obtained by this analysis, as described below.

A more detailed view of the narrow-resonance signal shapes is provided in figure 8. The predicted mass distributions have Gaussian cores from jet energy resolution, and tails towards lower mass values primarily from QCD radiation. The observed width depends on the parton content of the resonance (qq, qg, or gg). The dijet mass resolution within the Gaussian core of gluon-gluon (quark-quark) resonances in figure 8 varies from 15 (11)% at a resonance mass of 0.5 TeV to 7.5 (6.3)% at 2 TeV for wide jets reconstructed using Calo-Jets, and varies from 6.2 (5.2)% at 2 TeV to 4.8 (4.0)% at 8 TeV for wide jets reconstructed using PF-Jets. This total observed resolution for the parton-parton resonance includes theoretical contributions, arising from the parton shower and other sources, in
Figure 8. Signal shapes of narrow resonances with masses of 0.5, 1, and 2 TeV in the low-mass search (left) and masses of 2, 4, 6, and 8 TeV in the high-mass search (right). These reconstructed dijet mass spectra show wide jets from the PYTHIA 8 MC event generator including simulation of the CMS detector.

addition to purely experimental contributions arising from uncertainties in measurements of the particles forming the jets. The contribution of the low mass tail to the line shape also depends on the parton content of the resonance. Resonances decaying to gluons, which emit more QCD radiation than quarks, are broader and have a more pronounced tail. For the high-mass resonances, there is also a significant contribution that depends both on the parton distribution functions and on the natural width of the Breit-Wigner distribution. The low-mass component of the Breit-Wigner distribution of the resonance is amplified by the rise of the parton distribution function at low fractional momentum, as discussed in section 7.3 of ref. [55]. These effects cause a large tail at low mass values. Interference between the signal and the background processes is model dependent and not considered in this analysis. In some cases interference can modify the effective signal shape appreciably [56]. The signal shapes in the quark-quark channel come from quark-antiquark (q\bar{q}) resonances, which likely has a longer tail caused by parton distribution effects than that for diquark (qq) resonances, tending to make the quoted limits in the quark-quark channel conservative when applied to diquark signals.

Signal injection tests were performed to investigate the potential bias introduced through the choice of background parameterization. Two alternative parameterizations were found that model the dijet mass data using different functional forms:

\[
\frac{d\sigma}{dm_{jj}} = P_0 \exp(P_1 x^{P_2} + P_3 (1-x)^{P_4}) \tag{3.3}
\]

and

\[
\frac{d\sigma}{dm_{jj}} = \frac{P_0}{x^{P_1}} \exp(-P_2 x - P_3 x^2 - P_4 x^3). \tag{3.4}
\]
Pseudo-data were generated, assuming a signal and these alternative parameterizations of the background, and then were fit with the nominal parameterization given in eq. (3.2). The bias in the extracted signal was found to be negligible.

There is no evidence for a narrow resonance in the data. The p-values of the background fits are 0.47 for the high-mass search and 0.44 for the low-mass search, indicating that the background hypothesis is an adequate description of the data. Using the statistical methodology discussed in section 4.1, the local significance for qq, qg, and gg resonance signals was measured from 0.6 to 1.6 TeV in 50-GeV steps in the low-mass search, and from 1.6 to 8.1 TeV in 100-GeV steps in the high-mass search. The significance values obtained for qq resonances are shown in figure 9. The most significant excess of the data relative to the background fit comes from the two consecutive bins between 0.79 and 0.89 TeV. Fitting these data to qq, qg, and gg resonances with a mass of 0.85 TeV yields local significances of 1.2, 1.6, and 1.9 standard deviations, including systematic uncertainties, respectively.

4 Limits on narrow resonances

We use the dijet mass spectrum from wide jets, the background parameterization, and the dijet resonance shapes to set limits on the production cross section of new particles decaying to the parton pairs qq (or q\overline{q}), qg, and gg. A separate limit is determined for each final state because of the dependence of the dijet resonance shape on the types of the two final-state partons.

4.1 Systematic uncertainty and statistical methodology

The dominant sources of systematic uncertainty are the jet energy scale and resolution, integrated luminosity, and the value of the parameters within the functional form modeling the background shape in the dijet mass distribution. The uncertainty in the jet energy scale
in both the low-mass and the high-mass search is 2% and is determined from $\sqrt{s} = 13$ TeV data using the methods described in ref. [43]. This uncertainty is propagated to the limits by shifting the dijet mass shape for signal by $\pm 2\%$. The uncertainty in the jet energy resolution translates into an uncertainty of 10% in the resolution of the dijet mass [43], and is propagated to the limits by observing the effect of increasing and decreasing by 10% the reconstructed width of the dijet mass shape for signal. The uncertainty in the integrated luminosity is 2.5% [57], and is propagated to the normalization of the signal. Changes in the values of the parameters describing the background introduce a change in the signal yield, which is accounted for as a systematic uncertainty as discussed in the next paragraph.

The asymptotic approximation [58] of the modified frequentist CL$_s$ method [59, 60] is utilized to set upper limits on signal cross sections, following the prescription described in ref. [61]. We use a multi-bin counting experiment likelihood, which is a product of Poisson distributions corresponding to different bins. We evaluate the likelihood independently at each value of the resonance pole mass from 0.6 to 1.6 TeV in 50-GeV steps in the low-mass search, and from 1.6 to 8.1 TeV in 100-GeV steps in the high-mass search. The contribution from each hypothetical resonance signal is evaluated in every bin of dijet mass greater than the minimum dijet mass requirement in the search and less than 150% of the resonance mass (e.g. the high mass tail of a 1 TeV resonance is truncated, removing any contribution above a dijet mass of 1.5 TeV, but the low mass tail is not truncated). The systematic uncertainties are implemented as nuisance parameters in the likelihood model, with Gaussian constraints for the jet energy scale and resolution, and log-normal constraints for the integrated luminosity. The systematic uncertainty in the background is automatically evaluated via profiling, effectively refitting for the optimal values of the background parameters for each value of resonance cross section. This allows the background parameters to float freely to their most likely value for every signal cross section value within the likelihood function. Since the observed data are effectively constraining the sum of signal and background, the most likely value of the background decreases as the signal cross section increases within the likelihood function. This statistical methodology therefore gives a smaller background for larger signals within the likelihood function than methodologies that hold the background parameters fixed within the likelihood. This leads to larger probabilities for larger signals and hence higher upper limits on the signal cross section. The extent to which the background uncertainty affects the limit depends significantly on the signal shape and the resonance mass, with the largest effect occurring for the gg resonances, because they are broader, and the smallest effect occurring for qq resonances. The effect increases as the resonance mass decreases, and is most severe at the lowest resonance masses within each search, where the sideband used to constrain the background, available at lower dijet mass, is smaller. The effect of the systematic uncertainties on the limit for qq resonances is shown in figure 10. For almost all resonance mass values, the background systematic uncertainty produces the majority of the effect on the limit shown here.
Figure 10. The observed (points) and expected (dashed) ratio between the 95% CL limit on the cross section, including systematic uncertainties, and the limit including statistical uncertainties only for dijet resonances decaying to quark-quark in the low-mass search (left) and in the high-mass search (right).

4.2 Limits on the resonance production cross section

Tables 1 and 2, and figures 11 and 12, show the model-independent observed upper limits at 95% CL on the product of the cross section ($\sigma$), the branching fraction to dijets ($B$), and the acceptance ($A$) for narrow resonances, with the kinematic requirements $|\Delta\eta| < 1.3$ for the dijet system and $|\eta| < 2.5$ for each of the jets. The acceptance of the minimum dijet mass requirement in each search has been evaluated separately for $qq$, $qg$, and $gg$ resonances, and has been taken into account by correcting the limits and therefore does not appear in the acceptance $A$. The resonance mass boundary of 1.6 TeV between the high and low-mass searches was chosen to maintain a reasonable acceptance for the minimum dijet mass requirement imposed by the high-mass search. For a 1.6 TeV dijet resonance, the acceptance of the 1.25 TeV dijet mass requirement is 57% for a gluon-gluon resonance, 76% for a quark-gluon resonance, and 85% for a quark-quark resonance. At this resonance mass, the expected limits we find on $\sigma BA$ for a quark-quark resonance are the same in the high and low mass search. Figure 11 also shows the expected limits on $\sigma BA$ and their bands of uncertainty. The difference in the limits for qq, qg, and gg resonances at the same resonance mass originates from the difference in their line shapes. For the RS graviton model, which decays to both $qq$ and gg final states, the upper limits on the cross section are derived using a weighted average of the qq and gg resonance shapes, where the weights correspond to the relative branching fractions for the two final states.
for gluon-gluon, quark-gluon, and quark-quark resonances, and an RS graviton are given as a

| Mass [TeV] | $gg$ Observed | $gg$ Expected | $qg$ Observed | $qg$ Expected | $qq$ Observed | $qq$ Expected | RS graviton Observed | RS graviton Expected |
|------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------------|---------------------|
| 0.60       | $3.93 \times 10^{-1}$ | $2.10 \times 10^{-1}$ | $3.37 \times 10^{-1}$ | $1.90 \times 10^{-1}$ | $1.38 \times 10^{-1}$ | $1.05 \times 10^{-1}$ | $2.59 \times 10^{-1}$ | $1.46 \times 10^{-1}$ |
| 0.65       | $1.55 \times 10^{-1}$ | $1.77 \times 10^{-1}$ | $1.01 \times 10^{-1}$ | $1.14 \times 10^{-1}$ | $4.92 \times 10^{0}$ | $5.15 \times 10^{0}$ | $6.92 \times 10^{0}$ | $8.28 \times 10^{0}$ |
| 0.70       | $6.14 \times 10^{0}$ | $1.12 \times 10^{1}$ | $4.73 \times 10^{0}$ | $6.32 \times 10^{0}$ | $2.47 \times 10^{0}$ | $3.16 \times 10^{0}$ | $3.59 \times 10^{0}$ | $4.77 \times 10^{0}$ |
| 0.75       | $5.50 \times 10^{0}$ | $8.13 \times 10^{0}$ | $3.82 \times 10^{0}$ | $4.68 \times 10^{0}$ | $2.64 \times 10^{0}$ | $2.49 \times 10^{0}$ | $3.57 \times 10^{0}$ | $3.67 \times 10^{0}$ |
| 0.80       | $1.02 \times 10^{1}$ | $7.15 \times 10^{0}$ | $5.73 \times 10^{0}$ | $4.06 \times 10^{0}$ | $3.14 \times 10^{0}$ | $2.14 \times 10^{0}$ | $4.39 \times 10^{0}$ | $3.11 \times 10^{0}$ |
| 0.85       | $1.13 \times 10^{1}$ | $5.93 \times 10^{0}$ | $5.45 \times 10^{0}$ | $3.33 \times 10^{0}$ | $2.46 \times 10^{0}$ | $1.79 \times 10^{0}$ | $4.35 \times 10^{0}$ | $2.55 \times 10^{0}$ |
| 0.90       | $7.56 \times 10^{0}$ | $4.04 \times 10^{0}$ | $3.21 \times 10^{0}$ | $2.42 \times 10^{0}$ | $1.17 \times 10^{0}$ | $1.36 \times 10^{0}$ | $2.45 \times 10^{0}$ | $2.04 \times 10^{0}$ |
| 0.95       | $3.23 \times 10^{0}$ | $3.32 \times 10^{0}$ | $1.40 \times 10^{0}$ | $1.86 \times 10^{0}$ | $7.30 \times 10^{-1}$ | $1.10 \times 10^{0}$ | $1.01 \times 10^{0}$ | $1.59 \times 10^{0}$ |
| 1.00       | $1.66 \times 10^{0}$ | $2.60 \times 10^{0}$ | $9.67 \times 10^{-1}$ | $1.45 \times 10^{0}$ | $5.72 \times 10^{-1}$ | $9.06 \times 10^{-1}$ | $8.19 \times 10^{-1}$ | $1.23 \times 10^{0}$ |
| 1.05       | $1.41 \times 10^{0}$ | $2.22 \times 10^{0}$ | $1.11 \times 10^{0}$ | $1.26 \times 10^{0}$ | $9.11 \times 10^{-1}$ | $7.90 \times 10^{-1}$ | $1.14 \times 10^{0}$ | $1.11 \times 10^{0}$ |
| 1.10       | $2.06 \times 10^{0}$ | $1.96 \times 10^{0}$ | $1.90 \times 10^{0}$ | $1.13 \times 10^{0}$ | $1.51 \times 10^{0}$ | $7.11 \times 10^{-1}$ | $1.90 \times 10^{0}$ | $9.86 \times 10^{-1}$ |
| 1.15       | $3.90 \times 10^{0}$ | $1.79 \times 10^{0}$ | $2.58 \times 10^{0}$ | $1.04 \times 10^{0}$ | $1.74 \times 10^{0}$ | $6.55 \times 10^{-1}$ | $1.87 \times 10^{0}$ | $9.12 \times 10^{-1}$ |
| 1.20       | $4.49 \times 10^{0}$ | $1.63 \times 10^{0}$ | $2.74 \times 10^{0}$ | $9.49 \times 10^{-1}$ | $1.38 \times 10^{0}$ | $6.00 \times 10^{-1}$ | $1.91 \times 10^{0}$ | $8.39 \times 10^{-1}$ |
| 1.25       | $3.48 \times 10^{0}$ | $1.45 \times 10^{0}$ | $2.04 \times 10^{0}$ | $8.64 \times 10^{-1}$ | $1.23 \times 10^{0}$ | $5.40 \times 10^{-1}$ | $1.96 \times 10^{0}$ | $7.72 \times 10^{-1}$ |
| 1.30       | $3.58 \times 10^{0}$ | $1.26 \times 10^{0}$ | $2.00 \times 10^{0}$ | $7.60 \times 10^{-1}$ | $8.61 \times 10^{-1}$ | $4.85 \times 10^{-1}$ | $1.48 \times 10^{0}$ | $6.87 \times 10^{-1}$ |
| 1.35       | $1.96 \times 10^{0}$ | $1.11 \times 10^{0}$ | $1.01 \times 10^{0}$ | $6.62 \times 10^{-1}$ | $4.85 \times 10^{-1}$ | $4.24 \times 10^{-1}$ | $9.35 \times 10^{-1}$ | $6.01 \times 10^{-1}$ |
| 1.40       | $1.14 \times 10^{0}$ | $9.55 \times 10^{-1}$ | $5.56 \times 10^{-1}$ | $5.71 \times 10^{-1}$ | $3.00 \times 10^{-1}$ | $3.69 \times 10^{-1}$ | $4.47 \times 10^{-1}$ | $5.16 \times 10^{-1}$ |
| 1.45       | $6.32 \times 10^{-1}$ | $8.33 \times 10^{-1}$ | $3.52 \times 10^{-1}$ | $4.97 \times 10^{-1}$ | $1.86 \times 10^{-1}$ | $3.27 \times 10^{-1}$ | $2.75 \times 10^{-1}$ | $4.55 \times 10^{-1}$ |
| 1.50       | $4.20 \times 10^{-1}$ | $7.23 \times 10^{-1}$ | $2.66 \times 10^{-1}$ | $4.30 \times 10^{-1}$ | $1.45 \times 10^{-1}$ | $2.84 \times 10^{-1}$ | $2.29 \times 10^{-1}$ | $4.00 \times 10^{-1}$ |
| 1.55       | $3.57 \times 10^{-1}$ | $6.38 \times 10^{-1}$ | $1.93 \times 10^{-1}$ | $3.81 \times 10^{-1}$ | $1.44 \times 10^{-1}$ | $2.59 \times 10^{-1}$ | $1.97 \times 10^{-1}$ | $3.57 \times 10^{-1}$ |
| 1.60       | $3.37 \times 10^{-1}$ | $5.88 \times 10^{-1}$ | $1.87 \times 10^{-1}$ | $3.45 \times 10^{-1}$ | $1.64 \times 10^{-1}$ | $2.35 \times 10^{-1}$ | $2.01 \times 10^{-1}$ | $3.20 \times 10^{-1}$ |

Table 1. Limits from the low-mass search. The observed and expected upper limits at 95% CL on $\sigma BA$ for gluon-gluon, quark-gluon, and quark-quark resonances, and an RS graviton are given as a function of the resonance mass.
| Mass [TeV] | 90% CL upper limit [pb] |
|-----------|------------------------|
| 0.6       | 3.72 ± 0.01            |
| 0.7       | 6.72 ± 0.01            |
| 0.8       | 7.82 ± 0.01            |
| 0.9       | 7.50 ± 0.01            |
| 1.0       | 4.33 ± 0.01            |
| 1.1       | 2.69 ± 0.01            |
| 1.2       | 1.93 ± 0.01            |
| 1.3       | 1.67 ± 0.01            |
| 1.4       | 1.25 ± 0.01            |
| 1.5       | 1.02 ± 0.01            |
| 1.6       | 0.80 ± 0.01            |
| 1.7       | 0.63 ± 0.01            |
| 1.8       | 0.51 ± 0.01            |
| 1.9       | 0.42 ± 0.01            |
| 2.0       | 0.37 ± 0.01            |
| 2.1       | 0.34 ± 0.01            |
| 2.2       | 0.32 ± 0.01            |
| 2.3       | 0.31 ± 0.01            |
| 2.4       | 0.30 ± 0.01            |
| 2.5       | 0.29 ± 0.01            |
| 2.6       | 0.28 ± 0.01            |
| 2.7       | 0.27 ± 0.01            |
| 2.8       | 0.26 ± 0.01            |
| 2.9       | 0.25 ± 0.01            |
| 3.0       | 0.24 ± 0.01            |
| 3.1       | 0.23 ± 0.01            |
| 3.2       | 0.22 ± 0.01            |
| 3.3       | 0.21 ± 0.01            |
| 3.4       | 0.20 ± 0.01            |
| 3.5       | 0.19 ± 0.01            |
| 3.6       | 0.18 ± 0.01            |
| 3.7       | 0.17 ± 0.01            |
| 3.8       | 0.16 ± 0.01            |
| 3.9       | 0.15 ± 0.01            |
| 4.0       | 0.14 ± 0.01            |
| 4.1       | 0.13 ± 0.01            |
| 4.2       | 0.12 ± 0.01            |
| 4.3       | 0.11 ± 0.01            |
| 4.4       | 0.10 ± 0.01            |
| 4.5       | 0.09 ± 0.01            |
| 4.6       | 0.08 ± 0.01            |
| 4.7       | 0.07 ± 0.01            |
| 4.8       | 0.06 ± 0.01            |
| 4.9       | 0.05 ± 0.01            |
| 5.0       | 0.04 ± 0.01            |
| 5.1       | 0.03 ± 0.01            |
| 5.2       | 0.02 ± 0.01            |
| 5.3       | 0.01 ± 0.01            |
| 5.4       | 0.00 ± 0.01            |
| 5.5       | 0.00 ± 0.01            |
| 5.6       | 0.00 ± 0.01            |
| 5.7       | 0.00 ± 0.01            |
| 5.8       | 0.00 ± 0.01            |
| 5.9       | 0.00 ± 0.01            |
| 6.0       | 0.00 ± 0.01            |
| 6.1       | 0.00 ± 0.01            |
| 6.2       | 0.00 ± 0.01            |
| 6.3       | 0.00 ± 0.01            |
| 6.4       | 0.00 ± 0.01            |
| 6.5       | 0.00 ± 0.01            |
| 6.6       | 0.00 ± 0.01            |
| 6.7       | 0.00 ± 0.01            |
| 6.8       | 0.00 ± 0.01            |
| 6.9       | 0.00 ± 0.01            |
| 7.0       | 0.00 ± 0.01            |
| 7.1       | 0.00 ± 0.01            |
| 7.2       | 0.00 ± 0.01            |
| 7.3       | 0.00 ± 0.01            |
| 7.4       | 0.00 ± 0.01            |
| 7.5       | 0.00 ± 0.01            |
| 7.6       | 0.00 ± 0.01            |
| 7.7       | 0.00 ± 0.01            |
| 7.8       | 0.00 ± 0.01            |
| 7.9       | 0.00 ± 0.01            |
| 8.0       | 0.00 ± 0.01            |

Table 2. Limits from the high-mass search. The observed and expected upper limits at 95% CL on \(s\)BA for gluon-gluon, quark-gluon, and quark-quark resonances, and an RS graviton are shown as functions of the resonance mass.
4.3 Limits on the resonance mass for benchmark models

All upper limits presented can be compared to the parton-level predictions of $\sigma BA$, without detector simulation, to determine mass limits on new particles. The model predictions shown in figures 11 and 12 are calculated in the narrow-width approximation [19] using the CTEQ6L1 [62] parton distribution functions at leading order. A next-to-leading order correction factor of $K = 1 + 8\pi\alpha_S/9 \approx 1.3$ is applied to the leading order predictions for the
W' model and $K = 1 + (4 \alpha_S/6\pi)(1 + 4\pi^2/3) \approx 1.3$ for the $Z'$ model (see pages 248 and 233 of ref. [63]), where $\alpha_S$ is the strong coupling constant evaluated at a renormalization scale equal to the resonance mass. Similarly, for the axigluon/coloron models a correction factor is applied which varies between $K = 1.08$ at a resonance mass of 0.6 TeV and $K = 1.33$ at 8.1 TeV [64]. The branching fraction includes the direct decays of the resonance into the five light quarks and gluons only, excluding top quarks from the decay, although top quarks are included in the calculation of the resonance width. The signal acceptance evaluated at the parton level for the resonance decay to two partons can be written as $A = A_{A} A_{\eta}$, where $A_\Delta$ is the acceptance of requiring $|\Delta \eta| < 1.3$ alone, and $A_\eta$ is the acceptance of also requiring $|\eta| < 2.5$. The acceptance $A_\Delta$ is model dependent. In the case of isotropic decays, the dijet angular distribution as a function of $\tanh (|\Delta \eta|/2)$ is approximately constant, and $A_\Delta \approx \tanh(1.3/2) = 0.57$, independent of resonance mass. The acceptance $A_\eta$ is maximal for resonance masses above 1 TeV—greater than 0.99 for all models considered. The acceptance $A_\eta$ decreases as the resonance mass decreases below 1 TeV, and for a resonance mass of 0.6 TeV it is 0.92 for excited quarks, 0.98 for RS gravitons, and between those two values for the other models. For a given model, new particles are excluded at 95% CL in mass regions where the theoretical prediction lies at or above the observed upper limit for the appropriate final state of figures 11 and 12. Mass limits on all benchmark models are summarized in table 3.
Table 3. Observed and expected mass limits at 95% CL from this analysis compared to previously published limits on narrow resonances from CMS with 12.9 fb$^{-1}$ [5]. The listed models are excluded between 0.6 TeV and the indicated mass limit by this analysis. In addition to the observed mass limits listed below, this analysis also excludes the RS graviton model within the mass interval between 1.9 and 2.5 TeV and the $Z'$ model within roughly a 50 GeV window around 3.1 TeV.

| Model                              | Final State | Observed (expected) mass limit [TeV] | Ref. [5], 12.9 fb$^{-1}$ |
|------------------------------------|-------------|--------------------------------------|--------------------------|
| String resonance                   | qg          | 7.7 (7.7)                            | 7.4 (7.4)                |
| Scalar diquark                     | qq          | 7.2 (7.4)                            | 6.9 (6.8)                |
| Axigluon/coloron                   | q$q\bar{q}$ | 6.1 (6.0)                            | 5.5 (5.6)                |
| Excited quark                      | q$q$        | 6.0 (5.8)                            | 5.4 (5.4)                |
| Color-octet scalar ($k_s^2 = 1/2$) | gg          | 3.4 (3.6)                            | 3.0 (3.3)                |
| W$'$ SM-like                       | q$q\bar{q}$ | 3.3 (3.6)                            | 2.7 (3.1)                |
| Z$'$ SM-like                       | q$q\bar{q}$ | 2.7 (2.9)                            | 2.1 (2.3)                |
| RS graviton ($k/M_{Pl} = 0.1$)     | q$q\bar{q}$, gg | 1.8 (2.3)                            | 1.9 (1.8)                |
| DM mediator ($m_{DM} = 1$ GeV)     | q$q\bar{q}$ | 2.6 (2.5)                            | 2.0 (2.0)                |


4.4 Limits on the coupling to quarks of a leptophobic $Z'$

Mass limits on new particles are sensitive to the assumptions about their coupling. Furthermore, at a fixed resonance mass, as the search sensitivity increases we can exclude models with smaller couplings. Figure 13 shows upper limits on the coupling as a function of mass for a leptophobic $Z'$ resonance which has a natural width

$$\Gamma = \frac{3(g_0^q)^2 M}{2\pi}$$

(4.1)

where $M$ is the resonance mass. Limits are only shown in figure 13 for coupling values $g_0^q < 0.45$, corresponding to a width less than 10% of the resonance mass, for which our narrow resonance limits are approximately valid. Up to this width value, for resonance masses less than roughly 4 TeV, the Breit-Wigner natural line shape of the quark-quark resonance does not significantly change the observed line shape, and the dijet resonance can be considered effectively narrow. To constrain larger values of the coupling we will consider broad resonances in section 6.

5 Limits on a dark matter mediator

We use our limits to constrain simplified models of DM, with leptophobic vector and axial-vector mediators that couple only to quarks and DM particles [34, 35]. Figure 14 shows the excluded values of mediator mass as a function of $m_{DM}$, for both types of mediators. For $m_{DM} = 1$ GeV the observed excluded range of the mediator mass ($M_{Med}$) is between 0.6 and 2.6 TeV, as also shown in figure 11 and listed in table 3. The limits on a dark matter mediator are indistinguishable for $m_{DM} = 0$ and 1 GeV. In figure 14 the expected upper value of excluded $M_{Med}$ increases with $m_{DM}$ because the branching fraction to $qq\bar{q}$ increases with $m_{DM}$. In figure 14 our exclusions are compared to constraints from the
Figure 13. The 95% CL upper limits on the universal quark coupling $g'_q$ as a function of resonance mass for a leptonophobic $Z'$ resonance that only couples to quarks. The observed limits (solid), expected limits (dashed) and their variation at the 1 and 2 standard deviation levels (shaded bands) are shown. The dotted horizontal lines show the coupling strength for which the cross section for dijet production in this model is the same as for a DM mediator (see text).

cosmological relic density of DM determined from astrophysical measurements [65, 66] and from MADDM version 2.0.6 [67, 68] as described in ref. [69].

5.1 Relationship of the DM mediator model to the leptonophobic $Z'$ model

If $m_{DM} > M_{Med}/2$, the mediator cannot decay to DM particles “on-shell”, and the dijet cross section from the mediator models [34] becomes identical to that in the leptonophobic $Z'$ model [36] used in figure 13 with a coupling $g'_q = g_q = 0.25$. Therefore, for these values of $m_{DM}$ the limits on the mediator mass in figure 14 are identical to the limits on the $Z'$ mass at $g'_q = 0.25$ in figure 13. Similarly, if $m_{DM} = 0$, the limits on the mediator mass in figure 14 are identical to the limits on the $Z'$ mass at $g'_q = g_q/\sqrt{1 + 16/(3N_f)} \approx 0.182$ in figure 13. Here $N_f$ is the effective number of quark flavors contributing to the width of the resonance, $N_f = 5 + \sqrt{1 - 4m_t^2/M_{Med}^2}$, where $m_t$ is the top quark mass.

5.2 Limits on the coupling to quarks of a narrow DM mediator

In figure 15 limits are presented on the coupling $g_q$ as a function of $m_{DM}$ and $M_{Med}$. The limits on $g_q$ decrease with increasing $m_{DM}$, again because the branching fraction to $q\bar{q}$ increases with $m_{DM}$. The minimum value of excluded $g_q$ at a fixed value of $M_{Med}$ is obtained for $m_{DM}$ greater than $M_{Med}/2$.

In figures 13 and 15 we show exclusions from the narrow resonance search as a function of resonance mass and quark coupling up to a maximum coupling value of approximately 0.4, corresponding to a maximum resonance mass of 3.7 TeV. At larger values of coupling the natural width of the resonance influences significantly the observed width and our narrow resonance limits become noticeably less accurate. In the next section we quantify more precisely the accuracy of our narrow-resonance limits, extend them to larger widths, and extend the limits on a dark matter mediator to higher masses and couplings.
Figure 14. The 95% CL observed (solid) and expected (dashed) excluded regions in the plane of dark matter mass vs. mediator mass, for an axial-vector mediator (upper) and a vector mediator (lower), compared to the excluded regions where the abundance of DM exceeds the cosmological relic density (light gray). Following the recommendation of the LHC DM working group [34, 35], the exclusions are computed for Dirac DM and for a universal quark coupling $g_q = 0.25$ and for a DM coupling of $g_{DM} = 1.0$. It should also be noted that the excluded region strongly depends on the chosen coupling and model scenario. Therefore, the excluded regions and relic density contours shown in this plot are not applicable to other choices of coupling values or models.
Figure 15. The 95% CL observed upper limits on a universal quark coupling $g_q$ (color scale at right) in the plane of the dark matter particle mass versus mediator mass for an axial-vector mediator (upper) and a vector mediator (lower).
6 Limits on broad resonances

The search for narrow resonances described in the previous sections assumes the intrinsic resonance width $\Gamma$ is negligible compared to the experimental dijet mass resolution. Here we extend the search to cover broader resonances, with the width up to 30% of the resonance mass $M$. This allows us to be sensitive to more models and larger couplings, and also quantifies the level of approximation within the narrow-resonance search by giving limits as an explicit function of $\Gamma/M$. We use the same dijet mass data and background parameterization as in the high-mass narrow resonance search. The shapes of broad resonances are then used to derive limits on such states decaying to $qq$ and $gg$.

6.1 Breit-Wigner distributions

The shape of a broad resonance depends on the relationship between the width and the resonance mass, which in turn depends on the resonance spin and the decay channel. The sub-process cross section for a resonance with mass $M$ as a function of di-parton mass $m$ is described by a relativistic Breit-Wigner (e.g. eq. (7.47) in ref. [55]):

$$\hat{\sigma} \propto \frac{\pi}{m^2} \frac{[\Gamma^{(i)} M] [\Gamma^{(f)} M]}{(m^2 - M^2)^2 + [\Gamma M]^2},$$

(6.1)

where $\Gamma$ is the total width and $\Gamma^{(i,f)}$ are the partial widths for the initial state $i$ and final state $f$. To obtain the correct expression when the di-parton mass is far from the resonance mass, important for broad resonances, generators like PYTHIA 8 replace in eq. (6.1) all $\Gamma M$ terms with $(m^2 - m^2)$ terms, where $\Gamma(m)$ is the width the resonance would have if its mass were $m$. This general prescription for modifying the Breit-Wigner distribution is defined at eq. (47.58) in ref. [70]. The replacement is done for the partial width terms in the numerator, as well as the full width term in the denominator, and the resulting di-parton mass dependence within the numerator significantly reduces the cross section at low values of $m$ far from the resonance pole.

We consider explicitly the shapes of spin-1 resonances in the quark-quark channel and the shape of spin-2 resonances in the quark-quark and gluon-gluon channels. For a spin-1 $Z'$ resonance in the quark-quark channel, both for the CP-even vector and the CP-odd axial-vector cases, the partial width is proportional to the resonance mass ($\Gamma \propto M$) [71] and generators make the well known replacement

$$\Gamma M \to \left(\frac{m^2}{M^2}\right) \Gamma M$$

(6.2)

for the terms $[\Gamma^{(i)} M]$, $[\Gamma^{(f)} M]$ and $[\Gamma M]$ in eq. (6.1). The factor $(m^2/M^2)$ in eq. (6.2) converts the terms evaluated at the resonance mass to those evaluated at the di-parton mass for the case of widths proportional to mass, as discussed at eq. (7.43) in ref. [55]. For a spin-2 resonance, a CP-even tensor such as a graviton, the partial widths in both the gluon-gluon channel [71, 72] and the quark-quark channel [72] are proportional to the resonance mass cubed ($\Gamma \propto M^3$) and PYTHIA 8 makes the following replacement for an
RS graviton:

\[ \Gamma M \rightarrow \left( \frac{m^4}{M^4} \right) \Gamma M \]  

(6.3)

for the above mentioned terms. The factor \( (m^4/M^4) \) in eq. (6.3) converts the terms evaluated at the resonance mass to those evaluated at the di-parton mass for the case of widths proportional to mass cubed.

Applying the replacements in eq. (6.2) and (6.3) to the \( [\Gamma^{(i)}M][\Gamma^{(j)}M] \) in the numerator of the Breit-Wigner distribution results in an extra factor of \( (m^2/M^2)(m^2/M^2) = m^4/M^4 \) for a spin-2 resonance compared to a spin-1 resonance decaying to dijets. At low di-parton mass, \( m \ll M \), the replacement in the denominator does not matter, and the replacement in the numerator will suppress the tail at low \( m \) for spin-2 resonances compared to spin-1 resonances, as can be seen in the figures in the next section. At high diparton mass, \( m \gg M \), the replacement in the denominator will tend to cancel the replacement in the numerator and the high mass tail is not significantly affected by the replacement. This is true for the dijet decays of all spin-2 resonances calculated within effective field theory [71, 73]. We note that spin-2 resonances decaying to dijets are required to be CP-even, because the dijet decays of any spin-2 CP-odd resonances are suppressed [71].

Spin-0 resonances coupling directly to pairs of gluons (e.g. color-octet scalars) or to pairs of gluons through fermion loops (e.g. Higgs-like bosons) will have a partial width proportional to the resonance mass cubed [31, 71, 74] and should have a similar shape as a spin-2 resonance in the gluon-gluon channel. Spin-0 resonances coupling to quark-quark (e.g. Higgs-like bosons or scalar diquarks) will have a partial width proportional to the resonance mass [74, 75] and should have a similar shape as a spin-1 resonance in the quark-quark channel. Therefore, the three shapes we consider in section 6.2, for spin-2 resonances coupling to quark-quark and gluon-gluon and for spin-1 resonances coupling to quark-quark, are sufficient to determine the shapes of all broad resonances decaying to quark-quark or gluon-gluon. We do not consider broad resonances with non-integer spin decaying to quark-gluon in this paper. Further discussion of the model dependence of the shape of broad resonances can be found in the appendix of ref. [9].

6.2 Resonance signal shapes and limits

In figures 16 and 17 we show resonance signal shapes and observed CMS limits for various widths of spin-2 resonances modeled by an RS graviton signal in the quark-quark and gluon-gluon channels, respectively. The limits become less stringent as the resonance intrinsic width increases. While the extra factor of \( m^4/M^4 \) in the Breit-Wigner distribution discussed in the previous section suppresses the tail at low dijet mass for qq resonances, increased QCD radiation and a longer tail due to parton distributions partially compensates this effect for gg resonances. As a consequence and similar to narrow resonances, the broad resonances decaying to gg have a more pronounced tail at low mass, and hence the limits for these resonances are weaker than those for resonances decaying to qq. In figure 18 we show the signal shapes and limits for spin-1 resonances in the quark-quark channel. The spin-1 resonances in figure 18 do not contain the extra factor of \( m^4/M^4 \) in the Breit-Wigner
distribution and are therefore significantly broader than the spin-2 qq resonances in figure 16. For the same reason, the limits in figure 18 are weaker than those in figure 16. The difference in the angular distribution of spin-1 and spin-2 resonances has a negligible effect on the resonance shapes and the cross section upper limits. In figure 18 we use a model of a vector DM mediator, and find the signal shapes and limits indistinguishable from an axial-vector model.

### 6.3 Validity tests of the limits

The limits are calculated up to a resonance mass of 8 TeV but are only quoted up to the maximum resonance mass for which the presence of the low-mass tails in the signal shape does not significantly affect the limit value. For these quoted values, the limits on the resonance cross section are well understood, increasing monotonically as a function of resonance width at each value of resonance mass. To obtain this behavior in the limit, we find it is sufficient to require that the expected limit derived for a truncated shape agrees with that derived for the full shape within 15%. The truncated shape is cut off at a dijet mass equal to 70% of the nominal resonance mass, while the full shape is cut off at a dijet mass of 1.25 TeV. For both the truncated and the full limits, the cross section limit of the resonance signal is corrected for the acceptance of this requirement on the dijet mass in order to obtain limits on the total signal cross section. The difference between the expected limits using the full shape and the truncated shape is negligible for most resonance masses and widths, because the signal tail at low mass is insignificant compared to the steeply falling background. For some resonance masses beyond our maximum, the low dijet mass tail causes the limit to behave in an unphysical manner as a function of increasing width.
Figure 17. The resonance signal shapes (left) and observed 95% CL upper limits on the product of the cross section, branching fraction, and acceptance (right) for spin-2 resonances produced and decaying in the gluon-gluon channel are shown for various values of intrinsic width and resonance mass. The reconstructed dijet mass spectrum for these resonances is estimated from the PYTHIA 8 MC event generator, followed by the simulation of the CMS detector response.

Figure 18. The resonance signal shapes (left) and observed 95% CL upper limits on the product of the cross section, branching fraction, and acceptance (right) for spin-1 resonances produced and decaying in the quark-quark channel are shown for various values of intrinsic width and resonance mass. The reconstructed dijet mass spectrum for these resonances is estimated from the PYTHIA 8 MC event generator, followed by the simulation of the CMS detector response.
This condition does not affect the maximum resonance mass presented for a spin-2 $qq$ resonance in figure 16, but it does restrict the maximum masses presented for a spin-2 $gg$ resonance in figure 17 and a vector resonance in figure 18. For example, for a vector resonance, we find that the highest resonance mass that satisfies this condition is 5 TeV for a resonance with 30% width, 6 TeV for 20% width, 7 TeV for 10% width, and 8 TeV for a narrow resonance. It is useful to define the signal pseudo-significance distribution $S/\sqrt{B}$ where $S$ is the resonance signal and $B$ is the QCD background. The signal pseudo-significance indicates sensitivity to the signal in the presence of background as a function of dijet mass, and has been used as an alternative method of evaluating the sensitivity of the search to the low mass tail. The maximum resonance mass values we present correspond to a 70% acceptance for the signal pseudo-significance, when the signal shape is truncated at 70% of the nominal resonance mass. This demonstrates that, for resonance masses and widths which satisfy our resonance mass condition, the signals are being constrained mainly by data in the dijet mass region near the resonance pole. Signal injection tests analogous to those already described for the narrow resonance search were repeated for the broad resonance search, and the bias in the extracted signal was again found to be negligible.

As discussed in the previous CMS search for broad dijet resonances [9], our signal shapes consider only the $s$-channel process, which dominates the signal, and our results do not include the possible effects of the $t$-channel exchange of a new particle or the interference between the background and signal processes.

### 6.4 Limits on the coupling to quarks of a broad DM mediator

The cross section limits in figure 18 have been used to derive constraints on a DM mediator. The cross section for mediator production for $m_{DM} = 1$ GeV and $g_{DM} = 1$ is calculated at leading order using MadGraph5_aMC@NLO version 2.3.2 [76] for mediator masses within the range $1.6 < M_{Med} < 4.1$ TeV in 0.1 TeV steps and for quark couplings within the range $0.1 < g_q < 1.0$ in 0.1 steps. For these choices the relationship between the width and $g_q$ given in refs. [34, 35] simplifies to

$$\Gamma_{Med} \approx \frac{(18g_q^2 + 1)M_{Med}}{12\pi}, \tag{6.4}$$

for both vector and axial-vector mediators.

For each mediator mass value, the predictions for the cross section for mediator production as a function of $g_q$ are converted to a function of the width, using eq. (6.4), and are then compared to our cross section limits from figure 18 to find the excluded values of $g_q$ as a function of mass for a spin-1 resonance shown in figure 19. Also shown in figure 19 is the limit on $g_q$ from the quark-quark narrow resonance shape we used in the previous sections to set narrow-resonance limits. These are equal to the limits on $g_q$ in figure 15 and are derived from the limits on $g'_q$ in figure 13 using the formula

$$g_q = g'_q \sqrt{\frac{1}{2} + \frac{1}{4} + \frac{1}{18(g'_q)^2}}. \tag{6.5}$$
Figure 19. The 95% CL upper limits on the universal quark coupling $g_q$ as a function of resonance mass for a vector mediator of interactions between quarks and DM particles. The right vertical axis shows the natural width of the mediator divided by its mass. The observed limits taking into account the natural width of the resonance are in red (upper solid curve), expected limits (dashed) and their variation at the 1 and 2 standard deviation levels (shaded bands) are shown. The observed limits from the narrow resonance search are in blue (lower solid curve), but are only valid for the width values up to approximately 10% of the resonance mass. The exclusions are computed for a spin-1 mediator and, Dirac DM particle with a mass $m_{DM} = 1$ GeV and a coupling $g_{DM} = 1.0$.

Equation (6.5) is applicable for a narrow mediator with $g_{DM} = 1$ and mass much larger than the quark and DM particle masses. The quark-quark narrow-resonance limits are derived from a narrow spin-2 resonance shape, which is approximately the same as a spin-1 resonance shape for small values of $g_q$, and therefore in figure 19 at small values of $g_q$ the narrow-resonance limits are roughly the same as the limits which take into account the width of the resonance. For resonance masses smaller than about 2.5 TeV, the acceptance of the dijet mass requirement $m_{jj} > 1.25$ TeV is reduced by taking into account the resonance natural width, resulting in a small increase in the limits compared to the narrow-resonance limits, which can be seen in figure 19. At 3.7 TeV, the largest value of the resonance mass considered approximately valid for the narrow-resonance limits on $g_q$, the narrow-resonance limit is $g_q > 0.42$, while the more accurate limit taking into account the width for the spin-1 resonance is $g_q > 0.53$. The limits taking into account the natural width can be calculated up to a resonance mass of 4.1 TeV for a width up to 30% of the resonance mass. The limits from the narrow resonance search are approximately valid up to coupling values of about 0.4, corresponding to a width of 10%, while the limits taking into account the natural width of the resonance probe up to a coupling value of 0.76, corresponding to a natural width of 30%. We conclude that these limits on a vector DM mediator, taking into account the natural width of the resonance, improve on the accuracy of the narrow-width limits and extend them to larger values of the resonance mass and coupling to quarks.
7 Summary

Searches have been presented for resonances decaying into pairs of jets using proton-proton collision data collected at $\sqrt{s} = 13$ TeV corresponding to an integrated luminosity of up to 36 fb$^{-1}$. A low-mass search, for resonances with masses between 0.6 and 1.6 TeV, is performed based on events with dijets reconstructed at the trigger level from calorimeter information. A high-mass search, for resonances with masses above 1.6 TeV, is performed using dijets reconstructed offline with a particle-flow algorithm. The dijet mass spectra are observed to be smoothly falling distributions. In the analyzed data samples, there is no evidence for resonant particle production. Generic upper limits are presented on the product of the cross section, the branching fraction to dijets, and the acceptance for narrow quark-quark, quark-gluon, and gluon-gluon resonances that are applicable to any model of narrow dijet resonance production. String resonances with masses below 7.7 TeV are excluded at 95% confidence level, as are scalar diquarks below 7.2 TeV, axigluons and colorons below 6.1 TeV, excited quarks below 6.0 TeV, color-octet scalars below 3.4 TeV, $W'$ bosons with the SM-like couplings below 3.3 TeV, $Z'$ bosons with the SM-like couplings below 2.7 TeV, Randall-Sundrum gravitons below 1.8 TeV and in the range 1.9 to 2.5 TeV, and dark matter mediators below 2.6 TeV. The limits on both vector and axial-vector mediators, in a simplified model of interactions between quarks and dark matter particles, are presented as functions of dark matter particle mass. Searches are also presented for broad resonances, including for the first time spin-1 resonances with intrinsic widths as large as 30% of the resonance mass. The broad resonance search improves and extends the exclusions of a dark matter mediator to larger values of its mass and coupling to quarks. The narrow and broad resonance searches extend limits previously reported by CMS in the dijet channel, resulting in the most stringent constraints on many of the models considered.
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