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Abstract: Monitoring of traffic and unprecedented violence has become very much necessary in the urban as well as the rural areas, so the paper attempts to develop a CCTV surveillance for unprecedented violence and traffic monitoring. The proffered method performs the synchronization of the videos and does proper alliance employing the algorithms of motion detection and contour filtering. The steps in motion detection identifies the movement of the objects such as vehicles and unprecedented activities whereas the filtering is used to identify the object itself using its color. The synchronization and the alignment process affords to provide the details of the each objects on the scenario. The proposed algorithm is developed in Java which assists its model using its library that is open source. The validation of the proposed model was carried out using the data set acquired from real time and results were acquired. Moreover the results acquired were compared with the algorithms that were created in the early stages, the comparison proved that the proffered model was capable of obtaining a consecutive quick outcomes of 12.3912 *factor than the existing methods for the resolution of the video used in testing was 240.01x 320.01 with 40 frames per second with cameras of high definition. Further the results acquired were computed to run the application of the embedded CPU and the GPU processors.
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1. Introduction

Nowadays tracking and monitoring of human behaviors in the public has become one of the prominent area of research. The CCTV surveillance are capable empowering a broader range of application with diverse attributes. In order to improvise the technology of the surveillance system it essential that the system must be proficient of comprehending the happenings that are taking place. The comprehending process over the images and the video is an interdisciplinary area involving multiple computer vision procedures. The applications such as the surveillance cameras, diving assistance and the smart phones are some of the computer vision applications that are highly popular. Our proffered method also relies on the computational- intensive computer vision application to operate a hardware accelerator by developing the procedures to be followed for aligning the videos and identifying the changes in the environment.
The videos captured in real time gathered and segregated into two categories as training and testing videos for the proposed model, the videos were captured on similar paths and the videos with the optimal pair is selected for training and testing. After finding out the optimal pairs the algorithms are applied over the videos to find out the dangerous happenings. The mechanism put forth is capable of performing multiple operations such as, identifying the disappeared objects unprecedented violence, traffic monitoring and assisting the driver in the traffic etc.

The issues in ordering the videos captured using a moving camera on similar path according to their geo position information is managed perfectly using the proffered mechanism. The aligning and the synchronization of the videos captured were initially developed using the datasets that were captured using the cameras that were fixed in a place. But was not good enough in providing accurate outcomes and was not aided with an open source model. So the paper attempts in providing a CCTV surveillance with an effective open source, alignment and synchronization of videos. The motion detection and contour filtering procedures are employed to identify the object movement and the object itself respectively.

The prevailing systems developed synchronization in the videos and ordered the videos by performing the comparison between the videos in the sequence and sorting out the temporal as well as the spatial correspondence among every frames of videos. Additionally the linear correspondence among the frames were also used and this imposed limitations in the earlier system making them in suitable for practical application. The low accuracy incurred in their processing made the prevailing systems them less efficient.

The proposed method of surveillance that aimed in developing an interface that is user friendly for video uploading, along with the implementation of the algorithm that is capable of matching low dimensional frames to order the videos, to provide a outcomes in a very efficient method is organized with related works, proposed system, results evaluation and conclusion in the section 2, 3, 4, and 5 respectively.

2. Related Works

The section presents similar existing works carried out to have a proper surveillance and by solving the issue in ordering and synchronizing the videos, the methods used in the prevailing system compared the temporal and the spatial details of the video sequences as in Bradski, Gary et al. [1], but he synchronizing process in the initial stages were developed using the cameras that were fixed as in the method followed by the author Lowe, et al [2].

Certain methods sorted out the feature points in the attributes of the path to order and realign the videos captured by accomplishing the correspondence across the paths under surveillance this method termed as
the “feature based alignment algorithm was developed by the author Singh et al [3] this operated by identifying the centroid of the objects that are moving followed by acquiring the transformation matrix. Further author Smistad et al [4] devised the selection process for the deciding the transformation matrix with the least MSE, and the author Bentley et al [5] repeated the same process mentioned above to attain an optimal transformation matrix.

The author Georgios D., et al [6] developed the methods to acquire the parameters for ordering the video by working on the spatial brightness variations and isolating them. The method builds the pyramid for the spatiotemporal and determines the each stages spatial-temporal ordering and the output at the current state is propagated to the following state using the initial determination.

The method with the an algorithm to develop an supplementary video using the basic video based on its spatial and temporal registration was developed using the author SG, Anuradha et al [7] and Kumar et al [8] the algorithm devised allowed to select the secondary images features points according to the weight function but was not successful because of the incoherence experienced in the analogous area. Rublee, et al [9] conducted "ORB: An efficient alternative to SIFT or SURF." J. Deva et al [10] proposed the smart transport facility with traffic signal sensors using the computer vision.

Manoharan et al [11] performed "Image Detection, Classification and Recognition for Leak Detection in Automobiles." The author Shakya, Subarna et al [12] conducted the "Virtual Restoration of Damaged Archeological Artifacts Obtained from Expeditions Using 3d Visualization." Further Kumar, R et al [13] presented the “novel report on architecture, protocols and applications in Internet of Things (IoT).”

3. Proposed Design

A standard algorithm for processing and ordering the videos properly was developed in the proffered mechanism, to provide accurate aligning and synchronization compared to the prevailing system such as Lucas-Kanade’s. The architecture design presenting the overview of the proffered mechanisms activities is depicted in figure.1 below.
The architecture is encompassed with multiple layers, components and algorithms to achieve the proper ordering of the video, the architecture has a layer to access the data. This layer enables the admittance to all probable functions on the data base, the proposed method uses the MySQL data base. Every other layer communes with the layer of data access to satisfy the demands of their data access. The proposed system maintains the account details of the end user in the layer called account operations by following a set of procedures such as registration, login details, account deletion etc. The video ordering of the proposed method done using the comparing two videos of different time in similar path and identifying the optimal one. This performed in the video change detection layer, once the optimal frame is sorted out it computed to using the algorithm to detect the happenings in it. The contour filtering (CF) identifies the object based on the color according to the objects color fed as input. The input is fed to CF through the Web-Cam or by the image that is available previously. The algorithm for the CF for identifying the edges is used to sort out the shape of the images, the results from the CF are in Black and White Form. Further the movement identification is done by feeding the video captured to it, the movement in the source file provided are identified and the source file trail is fed as input to the element detecting the movement. The trail is mostly
provided by the registered user who logs into the system. The flow chart below in figure.2 provides the operation of the detecting changes in the video.

Figure.2 Change Detection in Videos

The algorithm below in figure.2 is the motion detection algorithm that identifies the movement and unprecedented activities in the public and also helps in traffic monitoring.
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Figure 3.3 Motion Detection Algorithm
4. Performance Analysis

The proposed mechanism of CCTV surveillance with the proper synchronization and alignment of video for identifying the unprecedented violence and for the traffic monitoring, was implemented in Java and evaluated using the MATLAB, to check its accuracy compared to the prevailing methods. The accuracy of the proposed system was measured comparing the true positives, true negatives, false positives and the false negatives measured.

In total of 500 video set gathered from busy road on the city, from morning till afternoon the videos were segregated as testing and the training and the optimal matched frames were selected, subjected to video change detection and motion detection. Further the accuracy was detected based on the true positives and the false positives and the false negatives. The equation 1 below gives the computation method for measuring the accuracy

\[
\text{Accuracy} = \frac{t_p + t_n}{t_p + t_n + f_p + f_n}
\]  

(1)

Where the \(t_p\) = true positive, \(t_n\) = true negative, \(f_p\) = false positive and \(f_n\) = false negative, any error in the detection of the motion was evaluated using the equation 2

\[
\text{Error} = 1 - \left(\frac{t_p + t_n}{t_p + t_n + f_p + f_n}\right)
\]  

(2)

The results in the table 1 below provides the parametric measures acquired based on the performance of the proposed mechanism in the motion and the change detection in the videos. The results are based on the videos obtained on different timings on the same place on different days in a week.
The figure.4 below shows the accuracy in the performance of the proposed model and it is compared to the accuracy in ordering the videos in the Lucas-Kanade’s, it was observed that proposed method showed good and better results than the prevailing. Based on the different set of videos observed on a day on different timing.

Table.1 Performance Measure

| Parameter | Day 1 | Day 2 | Day 3 | Day 4 | Day 5 | Day 6 | Day 7 |
|-----------|-------|-------|-------|-------|-------|-------|-------|
| True Positive | 35    | 22    | 30    | 23    | 21    | 25    | 26 |
| True Negative | 20    | 15    | 13    | 10    | 11    | 12    | 14 |
| False Positive | 3     | 4     | 5     | 6     | 7     | 2     | 1 |
| False Negative | 2     | 2.1   | 2.3   | 3.1   | 1.1   | 1.0   | 1.5 |

Figure.4 Accuracy in Ordering
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The figure 5 below present the error rate observed in the propose method and the prevailing method. The results show the error rate observed in the proposed method was very low compared to the prevailing.

![Error Rate Graph]

Figure 5. Error Rate

5. Conclusion

The paper developed an alignment and synchronization method for the CCTV surveillance utilized in monitoring the traffic and the unprecedented violence. The synchronization and the ordering were achieved utilizing the change detection in the videos and detecting the movements. Once the matched frames were identified, the activities in the video were identified. The proposed method was written in Java and executed in MATLAB, and the accuracy in ordering and synchronizing was verified based on the measure of true positive, false positive, true negative, and true positive, and the error rate was calculated. The accuracy and the error rate were compared with the existing system to evidence the performance upliftment.
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