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Abstract

In this work, a study on Variable Neighborhood Search algorithms for multi-depot dial-a-ride problems is presented. In dial-a-ride problems patients need to be transported from pre-specified pickup locations to pre-specified delivery locations, under different considerations. The addressed problem presents several constraints and features, such as heterogeneous vehicles, distributed in different depots, and heterogeneous patients. The aim is of minimizing the total routing cost, while respecting time-window, ride-time, capacity and route duration constraints. The objective of the study is of determining the best algorithm configuration in terms of initial solution, neighborhood and local search procedures. At this aim, two different procedures for
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the computation of an initial solution, six different type of neighborhoods and five local search procedures, where only intra-route changes are made, have been considered and compared. We have also evaluated an ”adjusting procedure” that aims to produce feasible solutions from infeasible solutions with small constraints violations. The different VNS algorithms have been tested on instances from literature as well as on random instances arising from a real-world healthcare application.
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# 1 Introduction

In this work, Variable Neighborhood Search (VNS) algorithms for the multi-depot dial-a-ride problem (DARP) with heterogeneous vehicles and users are presented. In the problem, vehicles have different sizes and features and are located in multiple depots. Users can only use *compatible* vehicles, and must be transported from a specific origin location to a specific destination location and eventually vice versa. The lengths of the routes assigned to the vehicles cannot exceed given limits. Quality of service requirements impose the fulfillment of pickup and delivery time windows and a limited ride time for each user.

In this paper, an extensive computational study is proposed to evaluate different Variable Neighborhood Search (VNS) algorithms for DARP. The algorithms are based on the general framework already introduced in Parragh *et al.* [23], for the single-depot case with homogeneous vehicles and users, and extended in [14] to the multi-depot DARP with heterogeneous vehicles and users in Detti *et al.* [14]. More precisely, in [14], a VNS scheme is proposed for solving a real-world healthcare
application, concerning the non-emergency transportation of patients in Italy [1, 9]. In the health-
care application, constraints on arrival and departure times, patient-vehicle compatibility, patients’
preferences and quality of service issues were considered.

The main contributions of this paper are reported below. Starting from the VNS framework devel-
oped for the real-world healthcare application addressed in [14], new VNS algorithms for the multi-
depot DARP with heterogeneous users and vehicles have been designed, presented and tested. The
aim is to evaluate in terms of solution’s quality and computational time different (i) algorithms for
finding an initial solution, (ii) combinations of neighborhoods’ sets and (iii) local search procedures.
Furthermore, new benchmark multi-depot instances of DARP with heterogeneous vehicles and users
are presented, generated from the real-world data of the problem addressed in [14]. The VNS algo-
rithms are evaluated and tested on three sets of benchmark instances. The first set has been presented
in [22] and contains single-depot DARP instances, partitioned into three subsets. The second set has
been introduced in [6] and contains multi-depot instances generated by the three subsets presented in
[22]. As already stated, the third set arises from the real-world healthcare application addressed in
[14].

The paper is organized as follows. In Section 2, a literature review is presented. In Sections
3, a description of the problem is given. Section 4 is devoted to the presentation of the variable
neighborhood search algorithms. In Section 5, the benchmark instances are described. Computational
results on the benchmark instances are reported in Section 6. Conclusions follow in Section 7.
2 Literature review

DARP is a generalization of the Pickup and Delivery Problem with Time Windows (PDPTW) [5, 17, 28]. In DARP, people are transported instead of goods and consequently issues on the quality of the provided service and timing must be carefully taken into account (through additional constraints or by extra terms in the objective function). For recent surveys on DARP and PDPTW, we refer the reader to Cordeau and Laporte [12] and Berbeglia et al. [4].

Promising exact techniques used in the literature for solving DARP, PDPTW and their variants are Branch-and-Price [2, 5, 23, 28, 29] and Branch-and-Cut [6, 27]. However, due to the difficulty of modeling all the constraints of the real-world problems and of solving large dimension instances, many studies have been also focused on the development of heuristic and metaheuristic approaches [18].

Although several studies about DARPs have been proposed in the literature, most of the papers deal with a single user type and a homogeneous fleet of vehicles located at a single depot, while few works address the with multi-depots, heterogeneous vehicles and users (e.g., see [6], [7] and [14]).

In [6], the multi-depot DARP with heterogeneous vehicles and users is considered, where quality of service is limited to patients’ ride times and the route costs depend on the traveled distance. The authors propose a deterministic annealing metaheuristic and an exact Branch-and-Cut algorithm based on a the PDPTW2 formulation of Ropke et al. [27].

In Carnes et al. [7], a multi-depot DARP application coming from an air-ambulance service context is addressed (compatibility constraints among patients exist, too, e.g., patients cannot be transported with another patient owing to infectiousness). The authors consider a complex cost function
for routing costs. The instances handled in [7] contain no more than 30 requests per day and are solved by a set partitioning formulation.

As already stated, in [14], a multi-depot DARP is addressed, arising from a real-world health-care application. For this application, metaheuristic algorithms based on the Tabu Search (TS) and the Variable Neighborhood Search (VNS) techniques are presented and a Mixed Integer Linear Programming (MILP) formulation is proposed. A performance analysis based on instances generated by real-life data shows that VNS attains the best results in terms of solution quality and computational times.

Concerning the metaheuristic approaches, the tabu search and the variable neighborhood search techniques have been widely applied to DARPs. Cordeau and Laporte [11] first applied TS to a case of DARP with a single depot, where constraints related to vehicles’ capacity, route duration and maximum ride time of any user on a vehicle were considered.

Paquette et al. [21] developed a multicriteria heuristic embedding a tabu search process for solving a DARP, with a heterogeneous fleet of vehicles and two types of users: ambulatory and wheelchair-bound. In addition to travel costs, the objective function includes three quality terms, in order to reduce user’s inconveniences: the waiting time at the pickup node, the waiting time at the delivery node and user’s ride time. The proposed solution procedure combines some features of the tabu search heuristic of Cordeau and Laporte [11] and of the multicriteria reference point method of Climaco et al. [8]. Melachrinoudis et al. [19] proposed a TS heuristic to address a single-depot DARP with soft time windows that arises in a non-profit organization system operating in the Boston metropolitan area. To minimize user’s inconveniences, they employ an objective function that includes excess riding time, early/late delivery time before service and late pickup time after service.
Beaudry et al. [3] implemented a two-phase procedure for the dynamic DARP arising in several large hospitals. Different modes of transportation (e.g. a wheelchair or a stretcher) are considered, and a maximum ride time is given to limit patients’ inconveniences. The first phase consists in generating an initial feasible solution through a simple and fast insertion scheme. In the second phase, this solution is improved with a TS scheme.

Also variable neighborhood search based heuristics have been successfully proposed for solving DARPs. Parragh et al. [23] proposed a VNS heuristic with three neighborhood types for a single-depot DARP with homogeneous vehicles, constraints on route duration and time windows and maximum users’ ride times. In [24], a collaborative scheme has been proposed, integrating the VNS heuristic into a column generation framework, for a variant of DARP, arising in the Austrian Red Cross context, with driver-related constraints, heterogeneous vehicles and patients. Muelas et al. [20] propose a VNS-based algorithm with seven different neighborhood classes (or shakers) for a DARP that arises in the area of San Francisco. In their work patients and visitors must be transported from a set of hospitals located around the city to their home addresses (and vice versa), using a fleet of homogeneous vehicles.

Recently, new metaheuristic approaches have been proposed for DARP in [6] and [25]. As already stated, in [6], a deterministic annealing metaheuristic is proposed for the multi-depot DARP with heterogeneous vehicles and users. In [25], a hybrid column generation and a large neighborhood search algorithm are presented for solving a single-depot DARP with homogeneous vehicles, maximum user ride times, route duration limits, and vehicle capacity constraints.
3 Problem Description and Formulation

In the DARP with multi-depots, heterogeneous vehicles and users, a number of requests have to be served to transport users from a given origin to a given destination by a fleet of vehicles, located at geographically distributed depots.

While in the standard DARP, all vehicles have the same capacity and are located at a single depot [11], in the heterogeneous multi-depot case, each vehicle, with its own equipment and capacity, is assigned to a specific depot and must start and end its route at this depot. Users are heterogeneous since they cannot be transported by all the vehicles, but only by the ones with the required equipment. The problem consists in assigning the transportation requests to the vehicles and in finding a routing of each vehicle, in such a way that a total transportation cost is minimized and quality of service requirements are respected.

Many constraints can be taken into account, regarding the vehicles’ capacities, fulfillment of pickup and delivery time windows, precedence relationships among pickup and delivery locations, patients’ preferences and patient-vehicle compatibility, the quality and the timing of the service provided. The capacity constraints are related to the number of available seats in the vehicle and to the number of seats occupied by each users (e.g., in healthcare, the users are patients that may need a stretcher or a wheelchair to be transported, causing an occupation of more than one seat on a given vehicle). The compatibility constraints take into account the specific setup of the vehicle that can be used to serve a given user typology (for example, a patient on a stretcher can only be transported by an ambulance). The time windows constraints are related to the users, requiring that each pickup and delivery location need to be reached within a time interval. The precedence relationships state that
the patients should be picked up prior to their deliveries. The quality of service requirements impose that the transportation service fulfills given indices of the quality of service, such as limits on the durations of the routes and on the ride times of the users. In the next section a Mixed Integer Linear Programming (MILP) formulation is given for the problem.

3.1 A MILP formulation

In this section, a three index formulation MILP formulation for the problem is presented. The MILP formulation extends the formulation proposed by Cordeau [10] for the standard DARP to the multi-depot case. (The number of the variables of the formulation is reduced by using aggregate variables as proposed in [10].)

First of all, some notation is introduced. Let $G = (V, A)$ be a complete directed graph, where $V = \{1, \ldots, n, n + 1, \ldots, 2n, 2n + 1, \ldots, 2n + p\}$ is the node set and $A = \{(i, j) : i, j \in V\}$ is the arc set. The nodes $P = \{1, \ldots, n\}$ are pickup nodes, the nodes $D = \{n + 1, \ldots, 2n\}$ are delivery nodes and the nodes $DEP = \{2n + 1, \ldots, 2n + p\}$ represent the depots. Hence, each transportation request $i$ can be denoted by the nodes $\{i, i + n\}$ in $V$, for $i = 1, \ldots, n$.

The following notation and parameters will be used throughout the paper.

- $TR = \{1, \ldots, n\}$ set of transportation requests;
- $M = \{1, \ldots, m\}$ set of vehicles;
- $K$ set of vehicle types (defined by the pair vehicle typology and depot in which the vehicle is located);
- $M_k$, with $|M_k| = m_k$, set of vehicles of type $k$, $k = 1, \ldots, |K|$. Hence, $M = \bigcup_{k=1}^{K} M_k$;
• \( dep(p) \) depot in which vehicle \( p \in M \) is located;

• \( q^p \) capacity of a vehicle \( p \in M \);

• \( t_{i,j} \geq 0 \) travel time for arc \( (i,j) \in A \);

• \( d_{i,j} \geq 0 \) distance of arc \( (i,j) \in A \);

• \( st_i \), service time, time to load or unload an user at a node \( i \in P \cup D \);

• \( T_i \) maximum ride time of the user related to the transportation request \( \{i, i+n\} \);

• \( K_i \) set of vehicle types that are able (or that are preferred by the user) to serve the transportation request \( \{i, i+n\} \);

• \( R \) the set of seat types in the vehicles;

• \( C^{p,r} \) number of seats of type \( r \) on vehicle \( p \);

• \( q^r_{i} \) number of seats of type \( r \) that are occupied (if \( i \) is a pickup node) or freed (if \( i \) is a delivery node) when node \( i \in P \cup D \) is visited;

• \( RD \) maximum route duration.

• \( e_i \) beginning of the time window at node \( i \);

• \( l_i \) end of the time window at node \( i \).

The time window \([e_i, l_i]\) of each node \( i \in P \cup D \) indicates that a service at node \( i \) can only take place between time \( e_i \) and \( l_i \). A vehicle is allowed to arrive to the location of \( i \) before the start of the time window, but it has to wait \( e_i \) to begin the load or the unload of the patient.
The MILP formulation employs the following variables.

- \( A_i \) arrival time of a vehicle at node \( i \in P \cup D \);
- \( B_i \) beginning of the service of a vehicle at node \( i \in P \cup D \);
- \( A_p^i \) arrival time of vehicle \( p \) at depot \( i \in DEP \);
- \( B_p^i \) beginning of the service of vehicle \( p \) at depot \( i \in DEP \);
- \( L_i \) ride time of the user related to node \( i \);
- \( Q_{i}^{p,r} \) load of vehicle \( p \) leaving node \( i \) when user \( i \) occupies a seat of type \( r \);
- \( x_{i,j}^p \in \{0, 1\} \) be equal to 1 if vehicle \( p \) traversed arc \( (i, j) \) and 0 otherwise.

The objective function reads as follows

\[
\min \sum_{i,j \in V} \sum_{p \in M} d_{ij} x_{ij}^p
\]

The constraints of the MILP formulation are reported below.

\[
\sum_{p \in M} \sum_{j \in V} x_{ij}^p = 1 \quad \forall i \in P \tag{1}
\]

\[
\sum_{j \in V} x_{ij}^p - \sum_{j \in V} x_{n+i,j}^p = 0 \quad \forall i \in P, \ p \in M \tag{2}
\]

\[
\sum_{i \in V} x_{ij}^p - \sum_{i \in V} x_{ji}^p = 0 \quad \forall j \in V, \ p \in M \tag{3}
\]

\[
\sum_{j \in P} x_{dep(p),j}^p \leq 1 \quad \forall p \in M \tag{4}
\]

Constraints (1) ensure that each request is served exactly once and constraints (2) ensure that each origin–destination pair is visited by the same vehicle. Flow conservation is imposed by equalities (3).
Constraints (4) state that a vehicle \( p \in M \) can not leave from the depot \( \text{dep}(p) \) more than once.

\[
Q_j^{p,r} \geq q_i^r + Q_i^{p,r} - C^{p,r}(1 - x_{ij}^p) \quad \forall i, j \in V \quad p \in M \quad r \in R
\]  
\[
Q_i^{p,r} \leq C^{p,r} \quad \forall i \in V \quad p \in M \quad r \in R
\]

Constraints (5) are load propagation inequalities and Constraints (6) limit the load on a vehicle for the different seat types.

\[
A_j \geq B_i + st_i + t_{ij} - (l_i + st_i + t_{ij})(1 - x_{ij}^p) \quad \forall i, j \in P \cup D \quad p \in M
\]  
\[
A_j \geq B_i^p + st_i + t_{ij} - (l_i + st_i + t_{ij})(1 - x_{ij}^p) \quad \forall i \in \text{DEP}, j \in P \quad p \in M
\]  
\[
A_j^p \geq B_i + st_i + t_{ij} - (l_i + st_i + t_{ij})(1 - x_{ij}^p) \quad \forall i \in D, j \in \text{DEP} \quad p \in M
\]  
\[
A_j \leq B_i + st_i + t_{ij} + l_{\text{dep}(p)}(1 - x_{ij}^p) \quad \forall i, j \in P \cup D \quad p \in M
\]  
\[
A_j \leq B_i^p + st_i + t_{ij} + l_{\text{dep}(p)}(1 - x_{ij}^p) \quad \forall i \in \text{DEP}, j \in P \quad p \in M
\]  
\[
A_j^p \leq B_i + st_i + t_{ij} + l_{\text{dep}(p)}(1 - x_{ij}^p) \quad \forall i \in D, j \in \text{DEP} \quad p \in M
\]

Constraints (7)–(12) state that the arrival time at node \( j \) must be equal to \( B_i + st_i + t_{ij} \) (to \( B_i^p + st_i + t_{ij} \)) if \( x_{ij}^p = 1 \) and \( i \notin \text{DEP} \) (and \( i \in \text{DEP} \)). More precisely, the constraints impose that, if \( x_{ij}^p = 1 \), \( A_j \) can not be bigger than \( B_i + st_i + t_{ij} \) or \( B_i^p + st_i + t_{ij} \), depending if \( i \notin \text{DEP} \) or not, respectively. In the constraints, \( l_{\text{dep}(p)} \) is the end of the time window at the depot of vehicle \( p \).
\[ L_i = B_{n+i} + st_{n+i} - (B_i + s_t_i) \quad \forall i \in P \]  

\[ t_{i,n+i} + st_{n+i} \leq L_i \leq T_i \quad \forall i \in P \]  

\[ e_i \leq B_i \leq l_i \quad \forall i \in P \cup D \]  

\[ A_{dep(p)}^p - B_{dep(p)}^p \leq RD \quad \forall p \in M \]  

\[ A_{dep(p)}^p - B_{dep(p)}^p \geq 0 \quad \forall p \in M \]  

Equalities (13) define the ride time of each user. Time window and maximum ride time compliance are ensured by (14) and (15), and Constraints (16) limit the maximum length of each route. Constraints (17) state that the arrival of a vehicle to the depot must be after the beginning of the service, corresponding to the departure time of the vehicle. Finally, the compatibility constraints between vehicles and patients and the patient preferences (constraints (18)), and the variable domains can be written as

\[ x_{i,j}^p = 0 \quad i \in P \cup D \quad \forall p \in M \quad k \in K \setminus K_i \]  

\[ A_i^p, B_i^p, L_i, Q_i^p \geq 0 \quad \forall i \in V \quad p \in M \]  

\[ x_{i,j}^p \in \{0,1\} \quad \forall i,j \in V \quad p \in M. \]  

4 Variable Neighborhood Search algorithms

In this section, the general algorithmic framework used to develop the VNS algorithms is presented. The framework is similar to those presented in [23] and [14]. However, an algorithm for the initial solution, new neighborhoods and local search procedures are proposed, with the aim of finding the
most promising configurations in terms of solution quality and computational time. The algorithms will be presented in detail and tested in Section 6.

The general algorithmic framework has two main steps. In the step 1, first an initial solution, \( s_0 \), is generated. Then, \( s_0 \) undertakes a local search step, yielding \( s \), i.e., the first incumbent solution. The second step of the algorithm is an iterative step. At each iteration \( h \), a new solution, \( s' \), is created in the neighborhood \( N_h(s) \) by a shaking procedure. Afterwards a local search step is applied to \( s' \) yielding \( s'' \). If \( s'' \) is quasi-feasible, i.e., only violates one constraint type of a small amount, a new local search phase (called \textit{Adjusting} procedure) is applied to \( s'' \), in order to get a feasible solution. A scheme of the general framework is reported in Algorithm 1.

### 4.1 Evaluation Function

As in [14], [11] and [23], the evaluation function \( f(s) \) used by the VNS algorithms has two main terms and is equal to \( f(s) = f_1(s) + f_2(s) \), where \( s \) is a problem solution. Function \( f_1(s) \) contains the objective function of the problem, i.e., the total distance travelled by all the vehicles. The term \( f_2(s) \) is a penalization component of the form: \( f_2(s) = \alpha t(s) + \beta w(s) + \gamma q(s) + \tau d(s) \), where \( t(s) \), \( w(s) \), \( q(s) \) and \( d(s) \) represent the total violation of solution \( s \) with respect to the constraints on patient ride times, time windows, vehicle capacities and route duration, respectively, and \( \alpha \), \( \beta \), \( \gamma \) and \( \tau \) are positive penalty coefficients. Let \( p(i) \) be the vehicle serving node \( i \) in the solution \( s \). In more detail, violations are calculated as follows:

- \( t(s) = \sum_{i \in P} (L_i - T_i)^+; \)

- \( w(s) = \sum_{i \in P \cup D} (A_i - l_i)^+ + (e_i - A_i)^+ \). Recall that early arrival is allowed, but the vehicle has to
\textbf{Algorithm 1} Scheme of the Variable Neighborhood Search algorithm

\textit{Initial Solution}

Generate the initial solution $s_0$;

Apply local search to $s_0$ yielding $s$;

\textbf{If} $s$ is feasible. Set $s_{\text{best}} := s', s_{\text{best}} := s$. \textbf{Else set} $s_{\text{best}} := s', s_{\text{best}} := +\infty$;

Set $h := 1$;

\textbf{Repeat}

\{ \textit{Shaking} \}

Randomly choose $s'$ in $N_h(s)$;

\textbf{If} $f_1(s) < 1.02 f_1(s')$

\{ \textit{Local Search} \}

Apply local search procedure(s) to the routes in $s'$ that have been changed yielding $s''$;

\textbf{else} Set $s'' := s'$;

\textbf{If} $s''$ is feasible and $f(s'') < f(s_{\text{best}})$

Set $s_{\text{best}} := s''$ and $s := s''$ and $h := 0$;

\textbf{Else}

\textbf{If} $f(s'') < f(s)$

Set $s := s''$ and set $h := 0$;

\{ \textit{Adjusting procedure} \}

$\textbf{If}$ $s''$ only violates capacity, (or ride time or time windows) constraint and $q(s) < q_{\text{max}} \ (\text{or} \ t_{\text{max}} \ (\text{or} \ w_{\text{max}}))$

Apply the adjusting procedure to $s''$ yielding $s_{\text{adj}}$;

$\textbf{If}$ $s_{\text{adj}}$ is feasible and $f(s_{\text{adj}}) < f(s'_{\text{best}})$

Set $s'_{\text{best}} := s_{\text{adj}}$;

Set $h := (h \mod h_{\text{max}}) + 1$;

\} \textbf{Until} $h_{\text{max}}$ iterations are reached

$\textbf{If}$ $f(s_{\text{best}}) < f(s'_{\text{best}})$ return $s_{\text{best}}$ \textbf{Else return} $s'_{\text{best}}$. 
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wait until the start of the time window to begin the load or the unload service.

- \( q(s) = \sum_{r \in R} \sum_{i \in P \cup D} (Q^p_{i,r} - C^p_{i,r})^+ \).

- \( d(s) = \sum_{p \in K} ((A^p_{dep(p)} - B^p_{dep(p)}) - RD)^+ \).

Initially, coefficients \( \alpha, \beta, \gamma \) and \( \tau \) are set to given values \( \alpha_0, \beta_0, \gamma_0 \) and \( \tau_0 \), respectively, and each time a new incumbent solution is found are modified by a factor of \( 1 + \delta \). In the VNS, \( \delta \) is randomly chosen between 0.05 and 0.1, and changes every time a new incumbent solution is found.

### 4.2 Initial Solution

Two heuristics have been used to generate the initial solution \( s_0 \) in the algorithms.

The first heuristic (called Heuristic 1) is a constructive heuristic already used in [14] and works as follows. The transportation requests are first sorted according to the pickup earliest time, \( e_i \). According to this ordering, the requests are assigned and inserted in the routes: first the pickup node is inserted and right after the delivery node. A request can be assigned to a route only if the compatibility constraints are respected. Capacity or ride time violations are not considered during this insertion phase. The assignment of the request to the routes is performed according to a minimum distance criterium. More precisely, a request is assigned to the route minimizing the average between the distance from the destination of the last request on the route (if the route is still empty the depot destination is taken instead) to the origin of the request to assign, and the distance from the destination of the request to assign to the depot. If an assignment does not satisfy the time window constraints or pre-specified limits on the length of the route, the insertion is not performed and the next route that minimizes the distance criterium, as described above, is considered. If, at the end, the request is not
assigned to any route, the request is assigned to the route that produces the smallest increase on the 
route length (without regarding the time window constraints).

The second heuristic (called Heuristic 2), computationally more expensive, works as follows. The transportation requests are first randomly sorted. According to this ordering, each request is 
assigned and inserted in all the routes in the best possible position, i.e., the position that minimizes 
the objective function. This procedure is repeated 1000 times, and the solution with the smaller value 
of the objective function is chosen as initial solution.

4.3 Shaking

Six different types of neighborhoods have been considered, called swap, move, repairing move, chain, 
eliminate and intra-move. Neighborhoods swap, chain, and move have been introduced in [23] and 
[22], respectively. Repairing move have been introduced in [14]. Finally, the neighborhood eliminate 
is an adapted version of that used in [14], and intra-move is a new neighborhood developed specifically 
for the problem considered in this paper.

The VNS algorithms preseted into detail in Section 6 contain different subsets of the above neigh-
borhoods. In what follows, a description of each neighborhood is given.

4.3.1 Swap

In the neighborhood swap, two sequences of requests belonging to two different routes are exchanged. 
The two sequences have a length not bigger than $h$, where $h$ is the size of the current neighborhood. 
Hence, a swap of size $h = 2$ consists in exchanging two sequences not longer than two. More precisely, 
the two sequences are exchanged, as follows. First two routes are randomly selected. Then, the
lengths of the sequences in the two routes to be swapped are randomly chosen. (These lengths must be at most the size of the neighborhood $h$). Then, the first nodes of the two sequences are randomly chosen. Due to the compatibility and preference constraints, all requests of the first (second) sequence must be compatible with the vehicle of the second (first) route. Otherwise, the whole process will start again. After the selection of the routes and of the sequences, the requests of each sequence are removed from their original route and inserted in the best possible position in the destination route (respecting the order of the sequence). The allocation of the requests of each sequence is done one by one, first inserting the pickup and then inserting the delivery. The insertion is performed in the location that minimizes the evaluation function.

4.3.2 Move

In the neighborhood move, a number of transportation requests are randomly selected and inserted in randomly chosen routes, respecting compatibility and preference constraints. The number of transportation requests to move is randomly chosen between 1 and the size of the current neighborhood, $h$. The insertion of the requests is performed as in swap. Hence, a move of size $h = 3$ consists in inserting at most three transportation requests each of them on a different randomly selected route.

4.3.3 Repairing move

Repairing move basically works as move, but it applies to infeasible solutions only. In repairing move, the transportation requests to move are randomly selected only from infeasible routes and inserted, as in move, in randomly chosen routes. The maximum number of transportation requests to move is randomly chosen between 1 and the size of the current neighborhood, $h$. The insertion of the requests
in the randomly selected routes is performed as in move and swap.

4.3.4 Chain

In chain, a sequence of requests is first randomly selected as in swap from an initial route, say \( r_0 \). Then, the sequence is inserted, as in swap, in a randomly selected destination route, compatible with the requests of the initial sequence. The above procedure is repeated on the destination route (that becomes the new initial route). The procedure is repeated at most \( h \) times, where \( h \) is the neighborhood size. Hence, a chain of size \( h = 3 \) consists in moving a random sequence of length at most three from its initial route to a destination route. Then, from this destination route, another sequence of length at most three is moved to another destination route. Finally, from this third route again a sequence of length at most three is moved to a fourth route.

4.3.5 Eliminate

Eliminate generates new solutions by eliminating one existing route. The route with the biggest ratio between the total cost of the route and the number of requests in the route is eliminated. All the requests on the route are eliminated from the route and inserted on randomly chosen compatible routes. The insertion of the requests in the randomly selected routes is performed as in move and swap.

4.3.6 IntraMove

IntraMove generates new solutions by removing some requests and re/inserting them in the same routes. A number of requests is randomly chosen. These requests are eliminated and re-inserted in the same routes. The insertion is made as in swap.
4.3.7 Neighborhood Order

In the VNS algorithm, first the simplest neighborhoods are applied and afterwards the more complex and time consuming ones. The IntraMove neighborhood is done at the end of the sequence. More precisely, the neighborhoods are applied with the following order: $S_1 - RM1 - M1 - C1 - E1 - S_2 - RM2 - M2 - C2 - E2 - \ldots - S_{h_{\text{max}}} - RM_{h_{\text{max}}} - M_{h_{\text{max}}} - C_{h_{\text{max}}} - E_{h_{\text{max}}} - IM$. Where $h_{\text{max}}$ is the maximum size of the neighborhood (in the experiments $h_{\text{max}} \in \{2;3;4;6\}$). Let $SN$ be the subset of neighborhoods employed in a the shaking phase of a given VNS algorithm. During its execution, the neighborhoods in $SN$ are applied according to the above order.

Furthermore, in all the algorithms, in order to avoid unnecessary operations, only the routes that have been changed by the shaking procedure are involved in the local search.

4.4 8-step evaluation scheme

In order to set the beginning of a request in a route in the best possible way and to minimize the total duration of the route, the 8-step evaluation scheme introduced in [11] and used in [23], too, is considered and applied. Given a route, it employs the idea of forward time slack, $F_i$, where $F_i$ is defined as the largest increase in the beginning of the request at node $i$ that does not cause any violation.

4.5 Local Search

Five different local search procedures have been developed and tested. The first three procedures (called Local Search 1, Local Search 2 and Local Search 3) can be used in alternative, the fourth and
the fifth (called Focus Local Search and Focus Local Search with 8-step) can be used in combination with one of the first three procedures. The local search procedures are described in the following.

### 4.5.1 Local Search 1

Local Search 1 is a procedure in which only intra-route changes are made. The local search procedure is very similar to the one proposed in [23], but it performs a smaller number of changes and is computationally less expensive, as explained in the following. Given a route changed by the shaking procedure, the nodes corresponding to each transportation request are iteratively removed and inserted in new positions on the route, if the evaluation function is improved. More precisely, given a route, the first pickup node and its delivery node are removed from the route. Then, the pickup node, if the request is an inbound request, or the delivery node, if it is an outbound request are inserted in the best possible position according to the time window constraints. (Observe that, while in the procedure proposed in [23] such a node can be further moved during the search process, in our procedure the position of this node is not changed anymore.) Afterwards, the remaining node is inserted right after (if it is a pickup node) or right before (if it is a delivery node) the first assigned node. If this change improves the evaluation function, then the nodes are fixed in the new positions, otherwise the procedure attempts to move the remaining node to the next possible position, increasing the distance from the first assigned node. This is repeated until the evaluation function is improved or no other possible position exist for the remaining node. If no improvement is found the request is reinserted in the original position. The procedure continues considering the nodes of the next request on the route. The local search ends when the procedure described above is applied to all the routes changed by the shaking procedure.
4.5.2 Local Search 2

As in Local Search 1, in this procedure given a route, the first pickup node and its delivery node are removed from the route. Then, the pickup node, if it is an inbound request, or the delivery node, if it is an outbound request, is inserted in the best possible position according to the time window constraints. Afterwards, the remaining node is inserted in all the possible positions right after (if it is a pickup node) or before (if it is a delivery node) the first assigned node. The remaining node is assigned to the position that minimizes the evaluation function. Then, the procedure continues with the next request on the route. The procedure ends when all the routes in the solution have undertaken this local search step.

Observe that, Local Search 2 can be computationally more expensive than Local Search 1, since it attempts to assign the remaining node of each request in all possible positions.

4.5.3 Local Search 3

Local Search 3 is very similar to Local Search 2, but it performs a smaller number of moves. In fact, as in Local Search 2, first the critical node is inserted in the best possible position according to the time window constraints. Afterwards, it attempts to assign the remaining node in all the possible positions which do not violate the time window constraints. All the insertions are made as in Local Search 1, first inserting the critical node and then the remaining node.

4.5.4 Focus Local Search

Focus Local Search operates on the sequences of transportation requests, belonging to the same route, starting and ending with an empty load. In the procedure, first the routes containing such
a sequences are identified. Then, the sequences are removed from the corresponding routes. The requests involved in the sequences are re-inserted in the same routes following the same insertion procedure used in swap or chain.

4.5.5 Focus Local Search with 8-step

This local search procedure basically operates as the Focus Local Search, but just after an insertion of a request the 8-step evaluation scheme (see Section 4.4) is applied to the (partial) current solution in order to minimize the total duration of the route. Hence, this procedure is computationally more expensive than the Focus Local Search. However, the overall computational increase is limited, since only sequences of transportations requests starting and ending with an empty load are involved in the process.

4.6 Adjusting Procedure

This procedure tries to produce feasible solutions by perturbing quasi-feasible solutions. It has been first introduced in [14], and is effective in instances in which the ratio $n/m$ is small (i.e., when the number of vehicle is large with respect the number of transportation requests).

The procedure involves incumbent solutions $s$, found during the shaking procedure only violating a single constraint’s type, i.e., capacity, ride time or time window, and in which the violation is below a given threshold. The adjustment procedure chooses, one by one, requests violating the constraint and assigns them either (i) at the beginning or at the end of other already used compatible routes, or (ii) to empty compatible routes, if any. The assignment is performed to the route minimizing the evaluation function. The possibly feasible solution obtained by the adjusting procedure is then
compared with the best feasible solution obtained so far by the algorithm.

5 Benchmark instances

The experimental campaign has been performed on three sets of benchmark DARP instances.

The first set has been proposed in [22] and contains three subsets of single-depot DARP instances, denoted as $U$, $E$ and $I$ respectively. These instances, denoted in [22] as set $I$, have been generated from the $a$ instances provided by Cordeau [10], in which heterogeneous real-life aspects arising at the Austrian Red Cross have been introduced. The set $U$ contains instances with a single user/resource type and a homogeneous vehicle fleet, the set $E$ includes four resource types with a homogeneous fleet of vehicles, and the set $I$ contains four user/resource types and a heterogeneous fleet of vehicles. More precisely, the instances in $I$ contain up two types of vehicles and four types of resources: staff seats, patients seats, stretchers and wheelchair places. The users are characterized by the type of seat they require on a vehicle and are of four types: accompanying person, seated patient, patient on on a stretcher or in a wheelchair. Accompanying persons may use staff seats, patients seats or may sit on the stretcher. Seated patients may use a patient seat or may sit on a stretcher. Finally, users transported on a stretcher or in a wheelchair may only use the corresponding places. Table 1 summarizes the pair patient/seat type that are compatible.

The second set contains 24 multi-depot instances introduced in [6]. The instances have been generated introducing four vehicle depots in the instances of the set $I$ (presented in [22]). The four depots are respectively located at the coordinates $[-5;-5]$, $[5;5]$, $[-5;5]$ and $[5;-5]$. The vehicles are assigned to the depots in a round robin way.
### Table 1: Table of compatibility patient type vs seat type

| Passenger type | Staff seat | Patient seat | Stretcher | Wheelchair |
|----------------|------------|--------------|-----------|------------|
| Staff          | x          | x            | x         |            |
| Seated         |            | x            | x         |            |
| Stretcher      |            |              |           | x          |
| Wheelchair     |            |              |           | x          |

The third set contains instances introduced in [14], extracted from real-world data. The instances are partitioned into two subsets, called *large* and *small* instances, and include transportation requests operated in a day by a Local Health Care Agency in Tuscany, an Italian region. In these instances, the users are of three types: seated patient, patient on a stretcher or in a wheelchair. The vehicles belong to four different types, ambulance, bus, car and equipped vehicle, distributed over up to 17 depots. Ambulances and equipped vehicles can be transported at most one patient at time, while buses and cars have a maximum capacity of 8 and 3 seats, respectively. In each instance, patients can be transported only by a subset of vehicles (identified both by the patient’s conditions and by the patient’s preferences). In general, patients on a stretcher can be only transported by an ambulance, patients on a wheelchair can be transported by equipped vehicles or ambulances, while all other patients can use all the vehicles. The large instance set contains 14 instances with the following characteristics: Instances 1–4 have 80 transportation requests and 60 vehicles, instances 5–9 have 100 transportation requests and 75 vehicles, and instances 10–14 have 100 transportation requests and 80 vehicles. The small instance set contains 10 instances, in which the number of requests and vehicles are in the range 10–35 and 4–20, respectively. The service time to load or unload a patient is 15 minutes in the large
instances and 10 minutes in the small instances. In all the instances, the maximum ride time for a transportation request is given by the traveling time from the pickup and delivery location multiplied by 2. Although the instances have been tested in [14], too, by using a complex objective function composed of several terms (including the length and the duration of the routes, waiting times of the vehicles, etc.), here we only consider the total traveled distance as objective function, as for the first two sets of benchmark instances introduced above. In all the distances a route duration limit has been set, too. The instances of the third set are available at http://www.dii.unisi.it/~detti/darp-instances.

6 Computational results

Two test phases have been performed. In the first phase, a preliminary computational campaign has been performed, in which twelve VNS algorithms have been developed and tested on the instances of the second set. In the second phase, new VNS algorithms have been generated and tested on all the multi-depot instances (Section 6.2) and on the single-depot instances (Section 6.3), starting from the best algorithms detected in the first phase.

6.1 Preliminary computational results

In order to asses the best neighborhood sets, local search and improvement procedures a preliminary test phase has been performed, in which many VNS algorithms have been tested. At this aim, the 24 multi-depot benchmark instances introduced in [6] have been used (i.e., the instances of the second set).

Twelve VNS algorithms have been developed, characterized by different neighborhood sets, max-
Table 2: Preliminary results

| Algo. # | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 |
|---------|---|---|---|---|---|---|---|---|---|----|----|----|
| Swap    | X | X | X | X | X | X | X | X | X | X | X | X |
| Rep Move| X | X | X | X | X | X | X | X | X | X | X | X |
| Move    | X | X | X | X | X | X | X | X | X | X | X | X |
| Chain   | X | X | X | X | X | X | X | X | X | X | X | X |
| Eliminate| X | X | X | X | X | X | X | X | X | X | X | X |
| IntraMove| X | X | X | X | X | X | X | X | X | X | X | X |
| LS1     | X | X | X | X | X | X | X | X | X | X | X | X |
| LS2     | X | X | X | X | X | X | X | X | X | X | X | X |
| Focus LS| X | X | X | X | X | X | X | X | X | X | X | X |
| MaxSize | 6 | 6 | 6 | 6 | 3 | 3 | 2 | 2 | 4 | 4 | 4 | 4 |

The features of the twelve VNS algorithms are summarized in Table 2. Hence, as an example, referring to the general algorithmic scheme of Algorithm 1, Algo. # 1 employs (i) a shaking phase containing all the neighborhoods except IntraMove, (ii) a local search phase with Local Search 1 and the Focus Local Search, and (iii) a maximum size of the neighborhood ($h_{\text{max}}$) equal to 6. In all the twelve algorithms, the initial solution is found by applying the Heuristic 1 (see Section 4.2), and $\alpha_0 = 100$, $\beta_0 = 1$, $\gamma_0 = 10000$, $\tau_0 = 1$, and $IT_{\text{max}} = 15000$ have been set.

Table 3, for each algorithm, reports the average results on the 24 instances. Ten runs of the algorithms on each instances have been performed, resulting in 240 runs for each algorithm. For each
algorithm and instance, the results of the best 5 runs out of 10 (in terms of objective function value) have been only considered for Table 3. In the second column, “av\_cost” is the average objective function value obtained by each algorithm on the best 120 runs (out of 240). For each algorithm, in column 3, “min\_cost” reports the average best objective solution value (on the 24 instances) found on the 5 best runs, while, in column 4, “# opt” contains the number of instances, out of 24, in which an optimal solution is found (given in [6]). Column 6 reports the average computational time on the 120 best runs of the algorithms. Finally, columns 7 and 8 contain the percentage average and minimum gap, denoted as “av\_gap” and “min\_gap”, respectively. More precisely, “av\_gap” is the average, on the 24 instances, of the gaps \( \text{av\_gap}_i \), one for each instance \( i \), between the average objective function value, \( \text{av\_cost}_i \) (on the 5 best runs) and the optimal solution value \( \text{opt}_i \), given in [6]. \( \text{av\_gap}_i \) is computed as \( \frac{\text{av\_cost}_i - \text{opt}_i}{\text{opt}_i} \times 100 \). A similar definition holds for “min\_gap”, where, for each instance \( i \), the best objective function value on the 5 best runs is used instead of \( \text{av\_cost}_i \).

We note that, the best results in terms of solution quality (including the number of times in which an optimal solution is found) are attained by Algorithms 9 and 12. In fact, the “min\_gap” values for Algorithms 9 and 12 are 3.73% and 3.88% while the other algorithms have “min\_gap” values always bigger than 4%. Moreover, Algorithm 9 is one of the fastest, with a computational time of 150 seconds, on average. Observe that algorithms 1-4 have sensibly higher computational times, mainly due to the neighborhood Eliminate, computationally expensive.

In terms of optimality, Algorithm 2 finds an optimal solution on 4 of the 24 instances (while the others algorithms no more than 3), however it attains on average higher gap values than Algorithms 9 and 12.
| Algo. | av_cost | min_cost | # opt | time  | av_gap | min_gap |
|------|---------|----------|-------|-------|--------|---------|
| 1    | 666.47  | 649.64   | 3     | 277.70| 6.60   | 4.08    |
| 2    | 667.01  | 649.45   | 4     | 308.79| 6.63   | 4.21    |
| 3    | 665.44  | 651.55   | 3     | 276.17| 6.50   | 4.45    |
| 4    | 664.87  | 651.87   | 3     | 322.12| 6.35   | 4.46    |
| 5    | 666.18  | 652.43   | 2     | 159.91| 6.80   | 4.60    |
| 6    | 674.41  | 655.78   | 2     | 309.43| 7.78   | 5.03    |
| 7    | 681.11  | 662.97   | 1     | 117.60| 9.09   | 6.39    |
| 8    | 679.55  | 661.29   | 1     | 128.60| 8.83   | 6.15    |
| 9    | 655.17  | 646.65   | 3     | 149.78| 4.93   | 3.73    |
| 10   | 663.83  | 652.37   | 2     | 176.79| 6.23   | 4.51    |
| 11   | 666.88  | 649.04   | 1     | 154.77| 6.65   | 4.13    |
| 12   | 658.61  | 647.6    | 3     | 172.26| 5.44   | 3.88    |

Table 3: Preliminary results.
6.2 Results of the second test phase on multiple depot instances

Starting from the best algorithms detected in the previous section a new computational campaign has been performed on multiple depot instances (i.e., the instances of the second and third sets, introduced in Section 5). More precisely, new 6 VNS algorithms have been developed and tested in this phase. The features of the algorithms are summarized in Table 4. Hence, Algorithms 13 and 14 have the same neighborhood set of algorithms 9 and 12, respectively, but the local search procedure LS3 is used in place of LS2. Algorithms 15 and 16 have the same neighborhood set of algorithms 9 and 12, respectively, too, but they only use the Focus Local Search (see Section 4.5.4). Finally, Algorithms 17 and 18 have the same neighborhood set of algorithms 15 and 16, but they only use the Focus Local Search with the 8-step evaluation scheme (see Section 4.5.5).

In Tables 5 and 6, the results of the 6 algorithms are reported. The solution provided by Heuristic 1 has been used as starting solution. For each instance “av_gap” (‘min_gap’) is the gap between the average (minimum) objective function value, “av_cost” (“min_cost”), on the 5 best runs and the optimal solution “opt”, given in [6]. “av_gap” (‘min_gap’) is computed as $(av\_cost - opt)/opt \times 100$ $((min\_cost - opt)/opt \times 100)$.

Observe that, in terms of solution quality, Algorithms 13, 15 and 17 attain the best results, while Algorithms 16 and 18 require the smallest computational times. In fact, the complex neighborhood Chain is not used in Algorithms 16 and 18. In terms of solution quality, Algorithms 13 and 17 attain the best results with average (minimum) gaps of 4.81% (3.59%) and 4.8% (3.65%), respectively.

In order to evaluate how the initial solution influences the VNS technique, Algorithms 13, 15 and 17 has been executed starting from a solution provided by Heuristic 2 (introduced in Section 4.2).
The results, reported in Table 7, show a (small) performance improvement of the algorithms when Heuristic 2 is applied with a relative small increase of computational time. In fact, with Heuristic 1, the smallest average minimum gap is 3.59%, found by Algorithm 13 (see Table 6), while with Heuristic 2, the average minimum gap is 3.33%, found by Algorithm 17 (see Table 7).

Algorithms 13, 15 and 17 have been tested on the small and big instances of the third set, too. Tables 8 and 9 report the results of the algorithms on the 10 small instances starting from a solution provided by Heuristic 1 and Heuristic 2, respectively. In the tables, for each instance, “av_gap” (“min_gap”) is the gap between the average (minimum) objective function value, “av_cost” (“min_cost”), on the 5 best runs and the optimal solution “opt”, provided by CPLEX 12.5 running on the MILP formulation with a time limit of 1 hour. “av_gap” (“min_gap”) is computed as \( \frac{\text{av}_\text{cost} - \text{opt}}{\text{opt}} \times 100 \) (as \( \frac{\text{min}_\text{cost} - \text{opt}}{\text{opt}} \times 100 \)). In the first column of Tables 8 and 9, a * means that CPLEX was not able to certify the optimality of the solution within the time limit, while a ** indicates that CPLEX was not able to find any feasible solution within the time limit.

Tables 8 and 9 show Heuristic 2 gives overall slightly better results than Heuristic 1 even though the computational time is higher. The tables also show that Algorithm 13 works better than 15 and 17 with both heuristics. On the instance 10, with 35 requests and 20 vehicles, our algorithms were able to find solutions better than the solution found by CPLEX within the time limit. Observe that, the minimum gap is always smaller than 3.7% and 2.3% in Tables 8 and 9, respectively.

Finally, Tables 10 and 11 report the results of the algorithms on the 14 big instances of the third set, starting from a solution provided by Heuristic 1 and Heuristic 2, respectively. On these instances no feasible solution was found by CPLEX running on the MILP formulation with a time limit of 6 hours. These tables also show that on average Heuristic 2 works slightly better than Heuristic 1,
Table 4: Algorithms of the second test phase.

| Algo. # | 13 | 14 | 15 | 16 | 17 | 18 |
|---------|----|----|----|----|----|----|
| Swap    | X  | X  | X  | X  | X  | X  |
| Rep Move| X  | X  | X  | X  | X  | X  |
| Move    | X  | X  | X  | X  | X  | X  |
| Chain   | X  | X  | X  |    |    |    |
| LS 3    | X  | X  |    |    |    |    |
| Focus LS| X  | X  | X  |    |    |    |
| Focus LS with 8-step | X  | X  |    |    |    |    |
| MaxSize | 4  | 4  | 4  | 4  | 4  | 4  |

in Algorithms 13 and 15, but perform slightly worse in Algorithm 17. Comparing the algorithms that employ Heuristic 1 (Table 10), Algorithm 17 performs better than the others. On the other hand, in Table 10, although Algorithm 13 performs slightly worse in terms of “av_cost” and time, it outperforms the others in terms of “min_cost”.

6.3 Results of the second test phase on single-depot instances

In Tables 12 and 13 results of Algorithms 13 and 15 running on the single-depot instances of Set 1 are reported. In the tables, the gap values are computed with the best known solution (given in [6]). A “-” in the columns reporting the gaps indicates that no solution was available for the instance.

Observe that, Algorithm 15 often attains better results in terms of solution quality with computational times higher of about 20%. Furthermore, note that, in general, the hardest instances are those
| Algo. | 13 | 14 | 15 |
|------|----|----|----|
|      | av | min | time | av | min | time | av | min | time |
| a2-16 | 284.18 | 284.18 | 8.76 | 9.00 | 0.28 | 0.00 | 284.18 | 284.18 | 4.86 | 0.00 | 0.00 |
| a2-20 | 359.64 | 359.64 | 24.07 | 29.22 | 0.13 | 0.00 | 359.13 | 359.64 | 16.19 | 0.07 | 0.00 |
| a2-24 | 445.32 | 439.29 | 44.12 | 48.26 | 2.57 | 0.00 | 448.88 | 439.29 | 24.37 | 2.18 | 0.00 |
| a3-18 | 296.41 | 292.56 | 26.74 | 14.33 | 0.05 | 0.00 | 285.54 | 285.40 | 14.88 | 0.00 | 0.00 |
| a3-24 | 503.73 | 487.09 | 29.89 | 49.56 | 6.48 | 1.69 | 508.77 | 494.24 | 30.13 | 6.07 | 0.00 |
| a3-30 | 663.84 | 654.10 | 60.02 | 59.89 | 0.54 | 0.00 | 670.16 | 653.24 | 64.20 | 6.89 | 0.00 |
| a4-16 | 359.64 | 348.54 | 27.49 | 26.74 | 1.37 | 0.00 | 359.34 | 358.88 | 29.22 | 0.13 | 0.00 |
| a4-20 | 445.32 | 439.29 | 48.26 | 48.26 | 2.57 | 0.00 | 450.59 | 439.29 | 48.26 | 2.57 | 0.00 |
| a4-24 | 503.73 | 487.09 | 29.89 | 29.89 | 6.48 | 1.69 | 508.77 | 494.24 | 30.13 | 6.07 | 0.00 |

Table 5: Performances of Algorithms 13-15 on the instances of the second set.
Table 6: Performances of Algorithms 16-18 on the instances of the second set.
| Algo. | 13 | 15 | 17 |
|------|-----|-----|-----|
|      | av\_cost | min\_cost | time | av\_gap | min\_gap | av\_cost | min\_cost | time | av\_gap | min\_gap | av\_cost | min\_cost | time | av\_gap | min\_gap |
| a2-16 | 284.18 | 284.18 | 30.88 | 0.00 | 0.00 | 284.18 | 284.18 | 18.16 | 0.00 | 0.00 | 284.18 | 284.18 | 21.10 | 0.00 | 0.00 |
| a2-20 | 359.64 | 359.64 | 42.96 | 0.21 | 0.21 | 359.49 | 358.88 | 28.26 | 0.17 | 0.00 | 359.19 | 358.88 | 33.10 | 0.09 | 0.00 |
| a2-24 | 446.37 | 439.29 | 78.21 | 1.61 | 0.00 | 452.04 | 439.29 | 51.42 | 2.90 | 0.00 | 439.29 | 439.29 | 57.50 | 0.00 | 0.00 |
| a3-18 | 298.10 | 298.01 | 13.62 | 1.95 | 1.91 | 296.76 | 292.41 | 10.95 | 1.49 | 0.00 | 296.89 | 292.41 | 11.82 | 1.53 | 0.00 |
| a3-24 | 350.86 | 350.69 | 37.84 | 0.67 | 0.62 | 353.18 | 350.69 | 24.37 | 1.33 | 0.62 | 349.14 | 348.54 | 27.08 | 0.17 | 0.00 |
| a3-30 | 298.10 | 298.01 | 13.62 | 1.95 | 1.91 | 296.76 | 292.41 | 10.95 | 1.49 | 0.00 | 296.89 | 292.41 | 11.82 | 1.53 | 0.00 |
| a3-36 | 647.17 | 647.17 | 122.16 | 3.22 | 3.22 | 649.50 | 641.63 | 97.41 | 3.59 | 2.34 |
| a4-16 | 285.69 | 285.40 | 8.27 | 0.10 | 0.00 | 285.40 | 285.40 | 5.71 | 0.00 | 0.00 | 285.40 | 285.40 | 6.26 | 0.00 | 0.00 |
| a4-24 | 363.07 | 361.70 | 25.04 | 1.56 | 1.17 | 362.51 | 361.72 | 18.39 | 1.40 | 1.18 | 361.51 | 361.72 | 21.14 | 1.35 | 1.18 |
| a4-40 | 565.45 | 555.50 | 100.92 | 4.22 | 2.38 | 572.59 | 567.10 | 80.07 | 5.54 | 4.52 | 563.01 | 550.71 | 84.64 | 3.77 | 1.50 |
| a4-48 | 657.81 | 649.52 | 192.83 | 3.17 | 1.87 | 664.26 | 656.14 | 148.43 | 4.18 | 2.91 | 659.15 | 654.19 | 153.06 | 3.38 | 2.61 |
| a5-18 | 516.19 | 512.23 | 71.84 | 3.99 | 3.20 | 518.36 | 511.51 | 55.80 | 4.43 | 3.05 | 516.53 | 510.76 | 60.52 | 4.06 | 2.90 |
| a5-24 | 704.31 | 694.32 | 177.18 | 5.23 | 3.74 | 698.14 | 687.43 | 124.53 | 4.31 | 2.71 | 704.35 | 696.11 | 135.27 | 5.24 | 4.01 |
| a5-30 | 854.52 | 847.57 | 289.22 | 5.53 | 4.69 | 860.72 | 857.17 | 226.44 | 7.58 | 7.13 | 858.33 | 845.59 | 239.65 | 7.28 | 5.69 |
| a5-36 | 623.17 | 612.68 | 103.88 | 6.33 | 4.54 | 629.43 | 625.23 | 83.29 | 7.40 | 6.68 | 632.94 | 618.84 | 95.16 | 8.00 | 5.59 |
| a6-16 | 845.15 | 814.04 | 201.95 | 7.47 | 3.51 | 851.23 | 837.25 | 161.99 | 8.24 | 6.47 | 848.80 | 820.90 | 174.55 | 7.93 | 4.39 |
| a6-24 | 969.86 | 954.76 | 397.47 | 6.55 | 4.89 | 964.20 | 944.42 | 326.36 | 5.93 | 3.75 | 958.21 | 936.54 | 337.31 | 5.27 | 2.89 |
| a6-40 | 745.45 | 736.65 | 136.79 | 8.27 | 6.99 | 739.86 | 732.72 | 116.03 | 7.46 | 6.42 | 741.96 | 726.18 | 117.29 | 7.76 | 5.47 |
| a6-48 | 967.13 | 960.55 | 275.81 | 9.12 | 8.37 | 970.33 | 962.32 | 235.28 | 9.48 | 8.57 | 974.71 | 960.81 | 246.87 | 9.97 | 8.40 |
| a7-18 | 1106.65 | 1076.09 | 562.09 | 9.41 | 6.01 | 1106.21 | 1091.93 | 498.67 | 8.97 | 7.57 | 1098.81 | 1087.15 | 517.91 | 8.25 | 7.10 |
| a7-24 | 798.65 | 790.30 | 177.08 | 11.99 | 10.82 | 788.61 | 778.99 | 149.35 | 10.59 | 9.24 | 780.33 | 763.54 | 159.63 | 9.43 | 7.07 |
| a7-30 | 998.78 | 994.88 | 358.96 | 7.91 | 7.49 | 999.19 | 990.27 | 311.70 | 7.95 | 6.99 | 1003.53 | 993.35 | 314.21 | 8.42 | 7.32 |
| a7-36 | 1324.05 | 1310.70 | 723.40 | 10.67 | 9.56 | 1326.35 | 1298.00 | 661.01 | 10.87 | 8.50 | 1322.03 | 1316.49 | 665.05 | 10.51 | 10.04 |
| Av.  | 653.59 | 645.84 | 177.32 | 4.71 | 3.66 | 654.63 | 647.04 | 149.21 | 4.94 | 3.86 | 652.49 | 644.09 | 153.36 | 4.54 | 3.33 |

Table 7: Performances of Algorithms 13, 15 and 17 on the instances of the second set, starting from a solution provided by Heuristic 2.
| Algo. | 13 | 15 | 17 |
|-------|----|----|----|
| Inst. | $n$ | $m$ | av\_cost | min\_cost | time | av\_gap | min\_gap | av\_cost | min\_cost | time | av\_gap | min\_gap | av\_cost | min\_cost | time | av\_gap | min\_gap |
| 1     | 10  | 4   | 252.00 | 252.00 | 1.41 | 0.00 | 0.00 | 252.00 | 252.00 | 1.07 | 0.00 | 0.00 | 252.00 | 252.00 | 1.30 | 0.00 | 0.00 |
| 2     | 20  | 14  | 859.20 | 854.00 | 2.09 | 2.41 | 1.79 | 868.60 | 856.00 | 1.66 | 3.53 | 2.03 | 868.60 | 856.00 | 1.52 | 3.53 | 2.03 |
| 3     | 20  | 15  | 539.80 | 538.00 | 1.89 | 1.47 | 1.13 | 541.20 | 538.00 | 1.57 | 1.73 | 1.13 | 541.20 | 538.00 | 1.55 | 1.73 | 1.13 |
| 4*    | 22  | 16  | 878.40 | 876.00 | 2.47 | 2.26 | 1.98 | 895.20 | 890.00 | 2.06 | 4.21 | 3.61 | 895.20 | 890.00 | 2.07 | 4.21 | 3.61 |
| 5     | 25  | 18  | 733.80 | 729.00 | 2.30 | 1.49 | 0.83 | 733.80 | 732.00 | 2.01 | 1.49 | 1.24 | 736.20 | 732.00 | 2.12 | 1.83 | 1.24 |
| 6     | 25  | 18  | 677.40 | 661.00 | 2.36 | 3.90 | 1.38 | 674.60 | 667.00 | 1.86 | 3.47 | 2.30 | 674.60 | 667.00 | 1.98 | 3.47 | 2.30 |
| 7*    | 30  | 20  | 844.20 | 830.00 | 2.93 | 1.83 | 0.12 | 863.20 | 847.00 | 2.53 | 4.13 | 2.17 | 856.00 | 847.00 | 2.86 | 3.26 | 2.17 |
| 8*    | 30  | 20  | 987.40 | 979.00 | 2.55 | 3.18 | 2.30 | 1003.80 | 968.00 | 2.30 | 4.89 | 1.15 | 983.20 | 968.00 | 2.48 | 2.74 | 1.15 |
| 9**   | 35  | 20  | 912.80 | 904.00 | 3.39 | -    | -    | 932.80 | 920.00 | 3.00 | -    | -    | 925.60 | 914.00 | 3.39 | -    | -    |
| 10*   | 35  | 20  | 1061.20| 1036.00| 2.97 | -0.17| -2.54| 1059.00| 1047.00| 2.50 | -0.38| -1.51| 1062.40| 1047.00| 2.98 | -0.06| -1.51|
| Av.   |     |     | 774.62 | 765.90 | 2.43 | 1.82 | 0.78 | 782.42 | 771.70 | 2.06 | 2.56 | 1.35 | 779.50 | 771.10 | 2.23 | 2.30 | 1.35 |

Table 8: Performances of Algorithms 13, 15 and 17 on the small instances of the third set, starting from a solution provided by Heuristic 1.
| Algo. | Inst. | n | m | 13 |          | 15 |          | 17 |          |
|------|------|---|---|----|----------|----|----------|----|----------|
|      |      |   |   | av\_cost | min\_cost | time | av\_gap | min\_gap | av\_cost | min\_cost | time | av\_gap | min\_gap | av\_cost | min\_cost | time | av\_gap | min\_gap |
| 1    | 10   | 4 |   | 252.00  | 252.00  | 1.67  | 0.00    | 0.00    | 252.00  | 252.00  | 1.31  | 0.00    | 0.00    | 252.00  | 252.00  | 1.33  | 0.00    | 0.00    |
| 2    | 20   | 14|   | 849.60  | 842.00  | 2.92  | 1.26    | 0.36    | 852.40  | 842.00  | 2.46  | 1.60    | 0.36    | 852.40  | 842.00  | 2.53  | 1.60    | 0.36    |
| 3    | 20   | 15|   | 541.80  | 538.00  | 2.54  | 1.84    | 1.13    | 543.40  | 538.00  | 2.13  | 2.14    | 1.13    | 543.40  | 538.00  | 2.16  | 2.14    | 1.13    |
| 4*   | 22   | 16|   | 877.80  | 876.00  | 4.01  | 2.19    | 1.98    | 876.00  | 864.00  | 3.06  | 1.98    | 0.58    | 876.00  | 864.00  | 3.35  | 1.98    | 0.58    |
| 5    | 25   | 18|   | 738.80  | 736.00  | 3.64  | 2.19    | 1.80    | 736.40  | 732.00  | 3.09  | 1.85    | 1.24    | 734.40  | 729.00  | 3.13  | 1.58    | 0.83    |
| 6    | 25   | 18|   | 674.80  | 667.00  | 4.27  | 3.50    | 2.30    | 671.00  | 657.00  | 3.55  | 2.91    | 0.77    | 671.00  | 657.00  | 3.60  | 2.91    | 0.77    |
| 7*   | 30   | 20|   | 845.60  | 834.00  | 5.66  | 2.00    | 0.60    | 852.60  | 848.00  | 4.92  | 2.85    | 2.29    | 852.60  | 848.00  | 5.02  | 2.85    | 2.29    |
| 8*   | 30   | 20|   | 977.60  | 972.00  | 5.25  | 2.15    | 1.57    | 982.20  | 969.00  | 4.52  | 2.63    | 1.25    | 982.20  | 969.00  | 4.53  | 2.63    | 1.25    |
| 9**  | 35   | 20|   | 913.80  | 908.00  | 8.77  | -       | -       | 927.20  | 912.00  | 7.96  | -       | -       | 931.20  | 912.00  | 7.87  | -       | -       |
| 10*  | 35   | 20|   | 1064.80| 1046.00| 7.17  | 0.17    | -1.60   | 1058.60| 1046.00| 6.36  | -0.41   | -1.60   | 1058.60| 1046.00| 6.30  | -0.41   | -1.60   |
| Av.  |      |   |   | 773.66  | 767.10  | 4.59  | 1.70    | 0.90    | 775.18  | 766.00  | 3.94  | 1.73    | 0.67    | 775.38  | 765.70  | 3.98  | 1.70    | 0.62    |

Table 9: Performances of Algorithms 13, 15 and 17 on the small instances of the third set, starting from a solution provided by Heuristic 2.
Table 10: Performances of Algorithms 13, 15 and 17 on the big instances of the third set, starting from a solution provided by Heuristic 1.
| Algo. | 13 |  | 15 |  | 17 |  |
|------|----|----|----|----|----|----|
|      | $n$ | $m$ | avg cost | min cost | time | avg cost | min cost | time |
| 1    | 80  | 60 | 1918.20 | 1905.00 | 73.06 | 1916.80 | 1895.00 | 69.55 |
|      | 80  | 60 | 1911.40 | 1871.00 | 72.32 | 1898.20 | 1868.00 | 69.69 |
| 3    | 80  | 60 | 2025.20 | 2004.00 | 68.23 | 2019.40 | 1994.00 | 66.73 |
| 4    | 80  | 60 | 2208.40 | 2161.00 | 68.97 | 2197.40 | 2175.00 | 66.96 |
| 5    | 100 | 75 | 2660.20 | 2650.00 | 112.73 | 2628.40 | 2593.00 | 110.98 |
| 6    | 100 | 75 | 3138.20 | 3126.00 | 111.95 | 3120.40 | 3083.00 | 113.15 |
| 7    | 100 | 75 | 2704.40 | 2676.00 | 109.28 | 2711.80 | 2688.00 | 108.40 |
| 8    | 100 | 75 | 2700.80 | 2668.00 | 112.13 | 2730.40 | 2711.00 | 112.31 |
| 9    | 100 | 75 | 2845.00 | 2818.00 | 107.85 | 2813.20 | 2788.00 | 106.33 |
| 10   | 100 | 80 | 3252.80 | 3206.00 | 110.12 | 3254.80 | 3229.00 | 107.87 |
| 11   | 100 | 80 | 2913.40 | 2867.00 | 107.80 | 2903.60 | 2880.00 | 108.58 |
| 12   | 100 | 80 | 2849.20 | 2792.00 | 108.09 | 2866.80 | 2832.00 | 108.98 |
| 13   | 100 | 80 | 2839.20 | 2791.00 | 111.41 | 2830.60 | 2810.00 | 112.43 |
| 14   | 100 | 80 | 2657.00 | 2601.00 | 110.09 | 2653.00 | 2617.00 | 111.28 |
| Av.  | 2615.96 | 2581.14 | 98.86 | 2610.34 | 2583.07 | 98.09 | 2615.61 | 2592.14 | 97.48 |

Table 11: Performances of Algorithms 13, 15 and 17 on the big instances of the third set, starting from a solution provided by Heuristic 2.
with the highest \( n/m \) ratio, i.e., a3-36, a4-40 and a4-48. When comparing to the best known results, Algorithm 15 finds better results on the instances with homogeneous vehicles and users followed by the instances with heterogeneous vehicles and users. Algorithm 13 instead, finds better solutions in homogeneous vehicles and heterogeneous users followed by the instances with heterogeneous vehicles and users.

7 Conclusion

In this work, a study of Variable Neighborhood Search (VNS) algorithms for multi-depot dial-a-ride problems has been addressed. Different versions of Variable Neighborhood Search algorithm have been proposed able to tackle all the characteristics of the problem. The different versions of the VNS algorithms have been tested on literature instances and on 24 random instances taken from a real-life healthcare problem.

Future research includes the study of new neighborhood structures able to tackle with the heterogeneity and multi-depot issues. The development of new local search approaches to use in combination with the VNS technique.
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