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ABSTRACT
Driven by many real applications, we study the problem of seeded graph matching. Given two graphs \( G_1 = (V_1, E_1) \) and \( G_2 = (V_2, E_2) \), and a small set \( S \) of pre-matched node pairs \([u, v]\) where \( u \in V_1 \) and \( v \in V_2 \), the problem is to identify a matching between \( V_1 \) and \( V_2 \) growing from \( S \), such that each pair in the matching corresponds to the same underlying entity. Recent studies on efficient and effective seeded graph matching have drawn a great deal of attention and many popular methods are largely based on exploring the similarity between local structures to identify matching pairs. While these recent techniques work well on random graphs, their accuracy is low over many real networks. Motivated by this, we propose to utilize high order neighboring information to improve the matching accuracy. As a result, a new framework of seeded graph matching is proposed, which employs Personalized PageRank (PPR) to quantify the matching score of each node pair. To further boost the matching accuracy, we propose a novel postponing strategy, which postpones the selection of pairs that have competitors with similar matching scores. We theoretically prove that the postpone strategy indeed significantly improves the matching accuracy. To improve the scalability of matching large graphs, we also propose efficient approximation techniques based on algorithms for computing PPR heavy hitters. Our comprehensive experimental studies on large-scale real datasets demonstrate that, compared with state of the art approaches, our framework not only increases the precision and recall both by a significant margin but also achieves speed-up up to more than one order of magnitude.

1. INTRODUCTION
In many applications such as social network de-anonymization, protein-network alignment, pattern recognition, etc., a key task is to match two graphs \( G_1 = (V_1, E_1) \) and \( G_2 = (V_2, E_2) \) from different domains by building a mapping from \( V_1 \) to \( V_2 \). In general, \( V_1 \) and \( V_2 \) may only have a partial overlapping, thus the mapping is an injective mapping from a subset of \( V_1 \) to \( V_2 \). For example, \( G_1 \) and \( G_2 \) could be the user networks of Facebook and Twitter, where a part of the users in the two networks are the same. Formally, given two graphs \( G_1 \) and \( G_2 \), the graph matching problem aims to identify all pairs of vertices \([u, v]\) \( u \in V_1 \) and \( v \in V_2 \) such that \( u \) and \( v \) correspond to the same entity (e.g., a person).

Graph match is often conducted by exploiting both structural information and semantic features [19] [24] [38]. In this paper, we focus on structure-based graph matching for the following reasons: 1) the semantic features are often unavailable in the matching of networks [29] [21]; 2) it has been shown structural information is the most important to identify a node in a network [9]; and 3) the techniques based on semantic features may be fragile against malicious users with fake profiles. Consequently, effective algorithms need to be developed to construct the matching relying solely on the graph structural information. Since two graphs to be matched are usually not identical, the problem of graph matching is much more challenging than the classic graph isomorphism problem which is widely believed to be intractable.

In this paper, we study the problem of seeded graph matching; that is, we are additionally provided with a small set \( S \) of pre-matched pairs of vertices \([u, v]\) \( u \in V_1 \) and \( v \in V_2 \), and aim to identify a matching between \( V_1 \) and \( V_2 \) growing from \( S \), such that each pair in the matching corresponds to the same entity.

Applications. The seeded graph matching has many real applications. For example, in social networks such as Instagram and Facebook, each vertex represents a user, and an edge \((u_i, v_j)\) exists if the user \( u_i \) is followed by another user \( v_j \). Given that many users on Instagram may connect to their Facebook accounts, one can use such linking information as the seed pairs and identify other pairs of accounts that belong to the same individual. Consequently, we can recommend friends, social communities and products on one social network by utilizing information from other social networks.

Another application is that seeded graph matching is a key step in a general graph matching (without seeds). Many existing techniques [41] [30] [39] to build a general graph matching often involve two steps: 1) Seed Detection: detect two small sets \( S_1 \) and \( S_2 \) of vertices from \( G_1 \) and \( G_2 \), together with a one-to-one mapping from \( S_1 \) to \( S_2 \); and 2) Seed Propagation: expand the mapping between \( S_1 \) and \( S_2 \) to generate a graph matching between \( G_1 \) and \( G_2 \); that is, seeded graph matching.

Percolation Graph Matching and Its Limit. Recently, the problem of seeded graph matching has drawn a reasonable deal of attention [14] [11] [40] [28] [15]. Existing techniques is largely based on effectively using local information to identify matching pairs. For example, if a vertex \( u \in V_1 \) has a neighbor \( u' \) which is already matched to a neighbor \( v' \) of \( v \in V_2 \), then \([u, v]\) gets a vote from the pair \((u', v')\) to be a valid matching pair. This is the central idea of
the state of the art paradigm, *percolation graph matching* (PGM). PGM was first proposed in [23]; it iteratively maintains a set of matched pairs starting from the set \( S \) of seed pairs: (1) in each round, each *unused* (initially all seed pairs are unused) matched pair (e.g., the above \([u', v']\)) percolates to its neighboring pairs (e.g., the above \([u, v]\)) by adding one mark to each of them; and (2) the pairs that have received marks, called candidate pairs, are then examined by certain criteria and matched if they are qualified. For example, one may check whether the number of marks \( r \) (known as the matching score of the pair) received is above a threshold \( T \) [34]. Newly matched pairs are marked as unused matched pairs and will percolate in the next iteration. The algorithm terminates when all matched pairs are used (i.e., have percolated) and no new candidate pair qualifies.

There are several variants towards PGM based algorithms to specify their matching scores and matching criteria. The authors in [14] (also used in [30]) propose to firstly consider pairs with high vertex degrees and then among such pairs, match the candidate pair with the highest score \( r \) (also needs to be above a threshold \( T \)), while the authors in [11] put the first preference on selecting pairs with the highest matching score \( r \) (also needs to be above a threshold \( T \)) and the second preference on minimum degree difference between the pair of vertices. The authors in [40] propose to simply choose the pairs with the maximal \( r \) without the threshold constraint.
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**Figure 1:** Left Graph \( G_L \) and Right Graph \( G_R \).

A major limit of existing PGM algorithms is that relying solely on local information can easily lead to wrong matching. Consider the example in Figure 1. Suppose that the seed pairs are \([s_1, s_1']\) for \( 1 \leq i \leq 3 \). Intuitively, in this case \( u_1 \) should be matched with \( v_1 \), for \( 1 \leq i \leq 8 \) though \( G_L \) and \( G_R \) are not identical. However, the state of the art PGM algorithms [14, 40, 11] will only focus on the local information as shown in Figure 2. In particular, the algorithms [14, 11] conclude that \( u_1 \) matches \( v_2 \) and \( u_2 \) matches \( v_1 \) if the threshold \( T = 2 \), while the algorithms in [40] also leads to the same result by the greedy heuristic.
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**Figure 2:** Misled by Local Information

**Our approach.** To resolve this issue, we propose to evaluate the matching scores by combining (first order) neighboring information with higher order structural information. In particular, for each seed \( s_i \), instead of just infecting its direct neighbors as in PGM, we propose to use a random walk-based model to quantify the relation between \( s_i \) and other vertices, which is described as follows.

In the standard random walk, at each step the walker moves from the current vertex \( v \) to one of its neighbors selected randomly, and each neighbor is selected with the same probability \( \frac{1}{\deg} \) (\( \deg \) is the degree of \( u \)). We will consider the decaying random walk. More concretely, the decaying random walk is the same as the standard one, except that at each step it has a probability \( 1 - \lambda \) to terminate the walk. Consider the example in Figure 1 starting at \( s_1 \), the probability that the decaying random walk reaches \( u_2 \) after 1 step is denoted as \( p^1(s_1, u_2) \). E.g., \( p^1(s_1, u_1) = \frac{1}{3} \lambda \), while the algorithms in [40] also leads to the same result.

We start a \( t \)-step random walk in \( G_1 \) (\( G_2 \)) from a seed vertex \( s_1 \) (\( s'_1 \)). We then compare the accumulated reaching probabilities from \( s_1 \) to \( u \) and \( s'_1 \) to \( v \) using min/max function; that is, the matching score of \((u, v)\) w.r.t. the seed pair \((s_i, s'_i)\) is

\[
\text{Score}^t(u, v) = \min\left(\sum_{k=1}^{t} p^k(s_i, u), \sum_{k=1}^{t} p^k(s'_i, v)\right) \quad \text{max}\left(\sum_{k=1}^{t} p^k(s_i, u), \sum_{k=1}^{t} p^k(s'_i, v)\right)
\]

Here, we define \( \text{Score}^1(u, v) = 0 \) if both \( \sum_{k=1}^{t} p^k(s_i, u) \) and \( \sum_{k=1}^{t} p^k(s'_i, v) \) are 0, so \( \text{Score}^t(u, v) \in [0, 1] \). The overall matching score of \((u, v)\) is defined as the sum of their matching scores from all seed pairs, i.e., \( \text{Score}^t(u, v) = \sum_{(s, s')} \text{Score}^t(u, v) \).

Then, our algorithm will iteratively select the pair with the highest score to match. Regarding the example in Figure 1 where \( S = \{ (s_1, s'_1), (s_2, s'_2), (s_3, s'_3) \} \), we have \( \text{Score}^2(u_2, v_2) = 3 \), \( \text{Score}^2(u_2, v_1) = 2 \), \( \text{Score}^2(u_1, v_1) = 2 \), and the matching scores of all other pairs are 0. Thus, if we stop at \( t = 1 \), we will choose the intuitively wrong pairs to match: \( u_2 \) matches \( v_1 \) and then \( u_1 \) matches \( v_2 \).

However, if we continue the random walk to \( t = 2 \), the order of scores may be reversed. One can verify that \( \text{Score}^2(u_1, v_1) = 3 - \frac{2}{3^2 \lambda}, \text{Score}^2(u_2, v_1) = 3 - \frac{2}{3^2 \lambda}, \text{Score}^2(u_1, v_2) = 2 - \frac{2}{3^2 \lambda}, \) and \( \text{Score}^2(u_2, v_2) = 2 \). Clearly, the largest matching score is either \( \text{Score}^2(u_1, v_1) \) or \( \text{Score}^2(u_2, v_1) \). If we set \( \lambda \) to be larger than \( \frac{2}{3} \), then \( \text{Score}^2(u_1, v_1) > \text{Score}^2(u_2, v_1) \); that is, \( u_1 \) matches \( v_1 \) and \( u_2 \) matches \( v_2 \). This meets the intuition. In fact, regarding the above example, our numerical calculation also demonstrates that \( \text{Score}^t(u_1, v_1) > \text{Score}^t(u_2, v_1) \) (i.e., the convergence values).

**Contributions.** The above is the basic idea of our algorithm and the principal conceptual contributions of our paper. We employ the Personalized PageRank (PPR) [25] to formalize this idea to provide a theoretic foundation towards convergence, fast algorithms, approximations, etc. The main contributions of the paper is summarized as follows.

- For seeded graph matching, we propose a new PPR-based score function to generate matching scores for each vertex pair. The new paradigm directly employs high order structural information, which is general, flexible and easy to use. We also provide an analysis for the theoretical discrimination power of this match score function. Our extensive experiment results demonstrate the new paradigm significantly improves the accuracy over state-of-the-art techniques.
• We propose an optimization scheme for selecting a pair to match among all pairs sharing a common vertex. Our policy is to only match a pair which is very promising: that is, we match a pair only if its matching score is greater than \((1 + \beta)\) times the matching scores of all its competitors (which share a common vertex with the pair) for some \(\beta > 0\). While our experiment shows it can bring significant boost in accuracy, we also theoretically prove that this scheme can improves the accuracy for a random graph model.

• To improve the scalability of our framework, we develop efficient and effective approximation techniques based on approximation algorithms for PPR heavy hitters [31], i.e., given a source node, the algorithm only reports the PPRs that are relatively large. Such techniques enable us to speed-up the matching computation by more than one order of magnitude while still retain the significant accuracy boost compared with state-of-the-art algorithms.

• We conduct extensive experimental studies on various large-scale real-world graphs, which demonstrate that our new graph matching framework outperforms start-of-the-art algorithms regarding accuracy, robustness and efficiency.

Outline. The related work immediately follows. Section 2 introduces notations and PPR. Section 3 proposes a new matching score function and a basic graph matching algorithm. Section 4 presents \(\text{PPRG}M\) framework with unmatched advantages over the state-of-the-art methods, as well as effective optimization techniques to speed-up the computation. It also presents the analysis of time complexity and effectiveness of our algorithm. Section 5 evaluates all introduced algorithms using extensive experiments. Finally we conclude the paper in Section 6.

Related Work. The graph matching problem is a generalization of the classic isomorphic mapping problem that is intractable in general [18]. It has been widely used as a building block in various applications. These include the alignment of protein-protein interaction networks in systems biology [29, 12, 21], an identification of users (e.g., username, description, location and profile image) across different communities [37, 34, 14] in social networks, and de-anonymization which breaks the privacy of social networks [4, 23, 20, 22, 27, 10]. With the assumption of non-priori knowledge of the alignment, conventional graph matching algorithms firstly compute the similarity of each pair (all similarities are represented by a \(|V_1| \times |V_2|\) matrix) and then identify the alignments with high scores. [29, 41] builds the similarity matrix by iterative weighted propagation. We consider both global vertex similarity \(S_g\), defined by the similarity of corresponding eigenvectors from the spectral clustering, and local vertex similarity \(S_l\), defined by the similarity of degree sequences of 2-neighborhood subgraphs. Recent works [30, 39] propose to use deep-walk based graph embedding to compute the low-rank representation of each vertex. Then [39] builds the node-to-node similarity matrix by defining a normalized Euclidean distance, while [30] adopts Coherent Point Drift (CPD) method [22] to identify the seeds and use [41] to conduct seeded graph matching.

The seeded graph matching problem studied in this paper, however, assumes a small set of “pre-matched” pairs exists at the beginning. As discussed earlier, the seed matches can be obtained by public link information [38], or by existing seed identification methods [29, 41, 30]. A popular class of works are Percolation Graph Matching (PGM) [13, 34, 40]. While PGM is scalable and has a reasonable precision, traditional PGM methods may suffer from early-stop (low recall), especially when only a very small number of seeds are provided. To prevent early termination, recently, [11] proposes a new strategy, namely ExpandWhenStuck (EWS). Deviating from PGM, more recently, [35] proposes to use seeds as anchor points to locate other vertices in a 2-D space and then conduct mapping for the vertices in a same region. As we showed in the introduction, the recent techniques in [14, 11, 35, 40] are all limited by solely looking at local information.

In approximate isomorphic mapping, it has been focused on maximizing the number of matched edges [29, 12, 41]; and [21] considers to maximize the number of matched triangles. A more related work [41] to ours is to first generate anchors and then extend the anchors to identify an approximate mapping. It is quite slow as is demonstrated by our experiments.

In our experiments, we compare our techniques with the state-of-the-art techniques [11, 35, 40, 41]. The extensive experiments demonstrate that our algorithms significantly outperform these techniques. We did not compare [14] since the authors in [11] already showed the advantage of EWS against [14].

2. PRELIMINARIES

2.1 Graph Notation

Notations used in this paper is summarized in Table 1. The explanation of some notations are provided here. Consider two undirected graphs \(G_1(V_1, E_1)\) and \(G_2(V_2, E_2)\) to be matched. We use \((u, u')\) \(\in E_1(E_2)\) to denote an edge between two \(u, u'\), and \([u, v]\) to represent a pair of vertices where \(u \in V_1\) and \(v \in V_2\). \(N(u)\) denotes the neighbors of vertex \(u\). The neighboring pairs of a pair \([u, v]\) is the set of all pairs \([u', v']\) \(\in V_1 \times V_2\) such that \((u, u') \in E_1\) and \((v, v') \in E_2\), which is exactly \(N(u) \times N(v)\). We use \(N(u, v)\) to denote the set of neighboring pairs of \([u, v]\). The initial seed set is \(S = \{|s_1, s'_1|, |s_2, s'_2|, \ldots, |s_k, s'_k|\}\), where \(s_k, s'_k \in V_1\) and \(s_k, s'_k \in V_2\) for \(1 \leq k \leq |S|\).

An undirected graph \(G\) can be represented by an adjacency matrix \(A\), where \(A_{ij} = 1\) if \((i, j) \in E\) and \(A_{ij} = 0\) otherwise. Note that \(A\) is symmetric since \(G\) is undirected. The probability transi-
tion matrix \( P \) defined on \( G \) is given by

\[
P_{ij} = \begin{cases} \frac{1}{\deg(v)} & \text{if } (i, j) \in E, \\ 0 & \text{otherwise.} \end{cases}
\]

We use \(|x|_i\) to denote the \( i^{th} \) value of the vector \( x \).

### 2.2 Personalized PageRank

As motivated in the introduction, we will employ Personalized PageRank (PPR) to quantify the connections between the matched vertices and unmatched vertices. PPR has been widely adopted in graph structure analysis, such as community detection \([5]\), graph ordering \([6, 36]\), and other applications \([7]\).

Given a source vertex \( s \in V \) and a stopping probability \( \alpha \), a decaying random walk is a traversal of \( G \) that starts from \( s \) and, at each step: (1) with probability \((1 - \alpha)\), proceeds to a randomly selected neighbor of the current vertex, or (2) with probability \( \alpha \), terminates at the current vertex. For any vertex \( u \in V \), its PPR value \( \pi(s, u) \) w.r.t. source \( s \) is the probability that a decaying random walk reaches vertex \( u \) after \( t \) steps. Since the probability that a decaying random walk doesn’t terminate before step \( t \) is \((1 - \alpha)^t\), the probability that the decaying random walk reaches vertex \( u \) in the \( t^{th} \) step is \( \pi^{(t)}_{su} = (1 - \alpha)^t \cdot q^{(t)}_{su} \). Therefore,

\[
\pi(s, u) = \alpha \cdot \sum_{t=0}^{\infty} (1 - \alpha)^t \cdot q^{(t)}_{su}.
\]

Such probabilities can be represented in matrix forms. Let \( e_v \in \mathbb{R}^{1 \times |V|} \) be the \( v^{th} \) standard basis vector, i.e. with 1 at the \( v^{th} \) position and 0’s everywhere else. Let \( P \) be the transition matrix defined in Section 2.1 then

\[
q^{(t)}_{su} = [P^t \cdot e_s]_u, \quad \text{and} \quad p^{(t)}_{su} = [(1 - \alpha)^t \cdot P^t \cdot e_s]_u.
\]

Hence, the PPR value of vertex \( u \) w.r.t. source \( s \) is

\[
\pi(s, u) = \alpha \cdot \sum_{t=0}^{\infty} p^{(t)}_{su} = \alpha \cdot \sum_{t=0}^{\infty} [(1 - \alpha)^t \cdot P^t \cdot e_s]_u
\]

\[
= [(I - (1 - \alpha)P)^{-1} \cdot (\alpha e_s)]_u,
\]

where \( I \in \mathbb{R}^{V \times V} \) is the identity matrix. Computing exact PPR is time consuming, so approximation algorithms are widely studied and used in practice.

### 3. BASIC ALGORITHM

In this section, we present the basic idea of our graph matching algorithms, which will be refined in the following sections.

#### 3.1 Matching Score Function

The main ingredient is a new matching score function, which quantifies the credibility to match any vertex pair. Given a set \( S \) of seed pairs, we define the signature vector of vertex \( u \in V_1 \) as \( R(u) = \{\pi(s_1, u), \pi(s_2, u), ..., \pi(s_{|S|}, u)\} \), and that of vertex \( v \in V_2 \) as \( R(v) = \{\pi(s_1', v), \pi(s_2', v), ..., \pi(s_{|S|'}, v)\} \), where \([s_k, s_k'] \in S\) for \( 1 \leq k \leq |S| \).

Intuitively, the closer the PPR values of \( u \) and \( v \) are (with respect to a seed pair \([s, s']\)), the more likely \([u, v]\) is to be a valid match. Obviously, on two isomorphic graphs \( G_1 \) and \( G_2 \), \( \pi(s, u) = \pi(s', v) \) always holds provided that \([s, s']\) and \([u, v]\) are two valid matches.

Thus we propose to define the matching score of a pair \([u, v]\) with respect to the \( k^{th} \) seed pair \([s_k, s_k']\) by

\[
\text{Score}_k(u, v) = \frac{\min(\pi(s_k, u), \pi(s_k', v))}{\max(\pi(s_k, u), \pi(s_k', v))}.
\]

We let \( \text{Score}_k(u, v) = 0 \) if both \( \pi(s_k, u) \) and \( \pi(s_k', v) \) are 0.

The matching score of \([u, v]\) with respect to seed set \( S \) is simply the summation of scores over all seed pairs:

\[
\text{Score}_S(u, v) = \sum_{k=1}^{|S|} \text{Score}_k(u, v).
\]

This utilizes all the seed information and makes the score function more robust against possible wrong matches in \( S \).

#### 3.2 Basic Graph Matching Algorithm

Based on the proposed matching score function, we give a basic graph matching algorithm which greedily matches pairs with highest scores. For each seed pair \([s, s']\), the algorithm marks \( s \) and \( s' \) as matched; two PPR computations are conducted on \( s \) and \( s' \) respectively with the same stopping probability \( \alpha \), which return \( \pi(s, u) \) for all \( u \in V_1 \) and \( \pi(s', v) \) for all \( v \in V_2 \). Next, for each pair \([u, v]\) \( \in V_1 \times V_2 \), the algorithm computes \( \text{Score}_S(u, v) \) based on \([3] \) and \([4]\). Initially all possible pairs, except those containing vertices that have been marked as matched, are inserted into the candidate set \( C \). Then, the algorithm matches pairs iteratively: at each step, it greedily picks a pair \([u, v]\) \( \in C \) with the largest \( \text{Score}_S(u, v) \), and then removes all pairs \([u, v]\) \( \in V_1 \times V_2 \) from \( C \); \( u \) and \( v \) are marked as matched. The algorithm terminates when \( C \) becomes empty.

**Limits of basic graph matching.** The above naive algorithm has two critical issues. Firstly, it has high computational costs and thus not scalable: computing all PPR values from all seed vertices is time-consuming; even if the PPR values are given for free, computing matching scores for all \([u, v]\) \( \in V_1 \times V_2 \) takes \( O(|S| \cdot |V_1| \cdot |V_2|) \) time. Secondly, the score function of a pair \([u, v]\) only depends on the seed pairs, which is potentially insufficient for computing high-quality matching when the number of initial seeds is very limited.

### 4. PPRGM ALGORITHM

To improve the time efficiency, we do not compute all PPR values and the matching scores in the beginning. Instead, PPRGM adopts a greedy expansion mechanism similar to the percolation process in PGM to generate candidates iteratively; only the matching scores of these candidate pairs will be computed. During this process, candidate pairs that satisfy certain criteria are marked as matched. To resolve the second issue mentioned above, in addition to the initial seeds, the matching score of a candidate pair will be augmented by the information of early matches. More precisely, the matching score of a candidate pair is now the summation of the score w.r.t. initial seeds and the score w.r.t. earlier matches that are added by the algorithm.

#### 4.1 Main Framework

To generate candidates, we use a similar idea as in PGM. Given any matched pair \([s, s']\) (either a seed pair or an early match), the hypothesis adopted by PGM is that the neighboring pairs of \([s, s']\) are more likely to be valid matches. So, in each iteration, PGM simply adds the neighboring pairs of any newly matched pair as candidates. In our framework, we propose more general and effective strategies for generating candidate pairs, which is also based on the idea of PPR.
Algorithm 1: Personalized PageRank based Graph Matching (PPRGM)

**Input:** $G_1(V_1, E_1), G_2(V_2, E_2)$, set $S$ of seed matches, stopping probability $\alpha$.

**Output:** The set of matched pairs $M$.

1. Let $C \leftarrow \emptyset$ store the candidate pairs;
2. Let $M' \leftarrow \emptyset$ store the pairs that are matched but have not been added to $M$;
3. foreach seed pair $[s_k, s'_k] \in S$ do
   4. Insert $[s_k, s'_k]$ into $M'$; mark $s_k, s'_k$ as matched;
4. end
5. while $\text{True}$ do
6.   foreach pair $[u, v] \in M'$ do
7.     Insert $[u, v]$ into $M$;
8.     Candidate-Set-Expansion($u, v, C$);
9.   end
10. $M' \leftarrow \emptyset$.
11. foreach $[u, v] \in C$ satisfying matching criteria do
12.     Insert $[u, v]$ into $M'$; mark $u, v$ as matched;
13.     Remove pairs in $\{u\} \times V_2$ and $V_1 \times \{v\}$ from $C$;
14. end
15. if $M'$ is empty then
16.     Relax the matching criteria, or break the while-loop if the matching criteria cannot be further relaxed;
17. end
18. end
19. return $M$.

The matching score of a candidate pair $[u, v]$ w.r.t. each matched pair $[s, s']$ will be computed according to $7$. Let $M$ be the set of all the initial seed matches and the pairs matched by the algorithm, then the matching score of $[u, v]$ is computed by $\text{Score}_M(u, v) = \sum_{k=1}^{M} \text{Score}_{k}(u, v)$.

The main PPRGM framework is presented in Algorithm 1. Given two graphs $G_1(V_1, E_1)$ and $G_2(V_2, E_2)$ and a set $S$ of seed matches. The algorithm initializes a set $C$ to store the candidate pairs, and a set $M'$ to store the pairs that are matched but have not been added to $M$ (line 1-2). Firstly, PPRGM inserts each seed pair $[s_k, s'_k] \in S$ into $M'$, and marks $s_k$ and $s'_k$ as matched (line 3-5). Then PPRGM starts a while-loop which iteratively expands the candidate set and matches vertex pairs: (1) For each pair $[u, v] \in M'$, the algorithm inserts $[u, v]$ into $M$, and calls a Candidate-Set-Expansion procedure, which expands the candidate set $C$ by adding all neighboring pairs of $[u, v]$ to $C$ (which will be further discussed in Section 4.3.1). $M'$ is then set to empty (line 7-11); (2) For each pair $[u, v] \in C$ that satisfies certain matching criteria, PPRGM inserts $[u, v]$ into $M'$ and marks $u$ and $v$ as matched, then the candidate pairs that belong to $\{u\} \times V_2$ or $V_1 \times \{v\}$ are removed from $C$ (line 12-15). In our framework, the matching criteria are parameterized by two parameters $\gamma, \beta$, which will be discussed shortly.

To reduce the chance of matching wrong pairs in the early stages, we introduce the postponing strategy. Roughly speaking, we will apply more strict matching criteria in the early stages so that only very promising pairs are selected and the decisions that whether to match some “uncertain” candidate pairs are postponed. The matching criteria will be relaxed periodically so that more pairs can be matched (line 16-18).

4.2 Matching Criteria and Postponing Strategy

We define adversary pairs of $[u, v]$ as the set of all pairs in $\{u\} \times V_2$ and $V_1 \times \{v\}$ excluding $[u, v]$, which are the direct competitors of $[u, v]$. Note that a pair will not be matched if any one of its adversary pairs is matched first. A simple idea is then to match the pairs whose adversary pairs in the candidate set all have smaller matching scores.

Suppose $[u, v]$ is a correct pair. Since the candidate pairs are generated and matched iteratively, the following undesirable cases may happen:

1. $[u, v'] \in C$ but currently $[u, v] \notin C$,
2. $[u, v] \in C$ and $[u, v'] \in C$, but currently $\text{Score}(u, v) > \text{Score}(u, v')$;

To reduce the chance of making wrong decisions in these cases (especially in the early stages), we adopt a postponing strategy, which aims to postpone the matching of uncertain pairs. We call $[u, v]$ a $(\gamma, \beta)$-strong pair if: (1) $\text{Score}(u, v) > \gamma$ where $\gamma$ is a predefined score threshold; (2) $[u, v]$ has no $\beta$-close adversary candidate pairs, where $\beta$-close adversary is defined as follows.

**Definition 1.** For any score function $\text{Score}()$, and some $\beta > 0$, we say a candidate pair $[u', v']$ is a $\beta$-close adversary pair of another candidate pair $[u, v]$, if $\text{Score}(u, v) \leq (1 + \beta) \cdot \text{Score}(u', v')$ and $[u', v']$ is an adversary pair of $[u, v]$.

Then we say a pair $[u, v]$ has no $\beta$-close adversary candidate pairs, if $\text{Score}(u, v) > (1 + \beta) \cdot \text{Score}(u', v')$ for all adversary pairs $[u', v']$ of $[u, v]$ that are also in the candidate set $C$.

If a pair is not strong then it is uncertain. In each iteration, the algorithm postpones the matching of any uncertain pair, even if it has the highest matching score, and only matches strong pairs in the candidate set. One should observe that, using this strategy, there will be no tie. If $\gamma$ and $\beta$ are set to be large, we may avoid wrongly matching pair $[u, v']$ in the above two undesirable cases. On the other hand, after PPRGM adds more pairs to $M$ and expands the candidate set, the matching priorities of $[u, v]$ and $[u', v']$ might be reversed, and the correct match would be identified.

We employ strict matching criteria by assigning $\beta$ and $\gamma$ with relatively large values in the beginning (Empirically, we set $\beta = 1$ and $\gamma = \lceil S/2 \rceil$ to only match the most “certain” pairs. We will relax the criteria by decreasing $\beta$ and $\gamma = (\gamma + 1)/2$, when there are currently no vertex pair in $C$ that satisfies the matching criteria.

The effectiveness of the postponing strategy will be analyzed at the end of this section.

4.3 PPR Heavy Hitters and Forward-Push

Recall that, in PPRGM, each time a pair $[u, v]$ is inserted to $M$ (i.e., matched), its neighborhood will be added to the candidate set. Computing the score function of a new candidate requires computing $|M|$ PPR values, which is too high when $M$ becomes large. Note that, typically, $|M|$ could be $O(|V|)$, so even if a single PPR query can be done in $O(1)$ time, the total running time is $O(|V| \cdot |M|) = O(|V|^2)$.

On the contrary, we precompute the PPR values. More specifically, every time a new pair $[u, v]$ is added to $M$, our algorithm conducts a single source PPR computation for $u$ and $v$ respectively, which computes the PPR values for all vertices; the PPR values are then stored in the memory. However this still takes too much time and space. As a single source PPR computation takes at least $O(|V|)$ time, the total time is still $O(|M| \cdot |V|) = O(|V|^2)$, and we also need so much space to store all the PPRs.

2if a pair is not strong, then it is uncertain
Algorithm 2: Forward-Push method

Input: \( G(V, E) \), source vertex \( s \), stopping probability \( \alpha \), residue threshold \( r_{max} \)

Output: \( H(s) \) containing PPR heavy hitters and their approximate PPR values

1. set \( r(s, s) \leftarrow 1 \), and \( r(s, u) \leftarrow 0 \) for all vertices \( u \neq s \);
2. set \( \pi'(s, u) \leftarrow 0 \) for all \( u \in V \);
3. while \( \exists u \in V \) such that \( r(s, u)/|N(u)| > r_{max} \) do
4. \( \pi'(s, u) \leftarrow \pi'(s, u) + \alpha \cdot r(s, u) \);
5. foreach \( v \in N(u) \) do
6. \( r(s, v) \leftarrow r(s, v) + (1 - \alpha) \cdot r(s, u) \);
7. end
8. end
9. return \( H(s) = \{ u | \pi'(s, u) > 0, u \in V \} \)

Our solution is to only compute and store the “heavy hitters” of all PPR values, i.e., PPRs that are relatively large. Computing the heavy hitters can be much faster than a full single-source PPR computation\(^3\). Hence, in PPRGM, when a pair \([u, v]\) is added to \( M \), we compute and store the PPR heavy hitters of \( u \) and \( v \), and regard all non-heavy PPRs as 0. This approximate approach is time and space efficient, and produces high-quality matchings as shown in our experimental studies.

Forward-Push. Although more efficient algorithms exist for computing PPR heavy hitters\(^3\), we use the classic Forward-Push algorithm of \(^1\). This is because Forward-Push is a local algorithm (only explores a local neighborhood of the source vertex), which is simple, efficient and deterministic. Moreover, the accuracy and running time of Forward-Push are controlled by a residue threshold \( r_{max} \), which is suitable for our purpose. Given a threshold \( r_{max} \), Forward-Push returns an approximate heavy hitter set together with their approximate PPR values. Next we give a brief overview of the Forward-Push algorithm.

The pseudo code is presented in Algorithm 2. It starts a PPR approximation on source vertex \( s \). Given a graph \( G(V, E) \), the source vertex \( s \), a stopping probability \( \alpha \), and a residue threshold \( r_{max} \). The Forward-Push algorithm defines two variables on each vertex in graph all the time: (1) the reserve \( \pi'(s, u) \) represents the current estimation of the probability that a random walk terminates at vertex \( u \) (i.e., PPR value), which is always an underestimation of \( \pi(s, u) \); (2) the residue \( r(s, u) \) represents the probability that the random walk is currently at vertex \( u \). Note that \( \sum_{u \in V} \pi'(s, u) + \sum_{u \in V} r(s, u) = 1 \) holds at all times (the intuitive explanation is that the random walk either has terminated at some vertex or is currently at some vertex). Initially \( r(s, s) \) is set to 1 while \( \pi'(s, u) = 0, \forall u \in V \), and the algorithm iteratively increases \( \sum_{u \in V} \pi'(s, u) \) to have better approximations to the PPR values. In each iteration, the algorithm finds a vertex \( v \) with \( r(s, u)/|N(u)| > r_{max} \) (line 3), then distributes the value of \( r(s, u) \) to \( u \)'s neighbors: (1) it increases the reserve \( \pi'(s, u) \) by \( \alpha \cdot r(s, u) \) (line 4); (2) it adds \((1 - \alpha) \cdot r(s, u)/|N(u)|\) to each residue \( r(s, v) \) for each \( v \in N(u) \) (line 5-7); (3) \( r(s, u) \) is set to 0. The Forward-Push algorithm terminates when \( r(s, u)/|N(u)| \leq r_{max} \) for all \( u \in V \) simultaneously. A set \( H(s) \) is returned containing the PPR heavy hitters together with their approximate PPR values.

Procedure 3: High-Order-Expansion\((u, v, C)\)

1. \( H(u) \leftarrow \text{Forward-Push}(G_1, u, \alpha, r_{max}) \);
2. \( H(v) \leftarrow \text{Forward-Push}(G_2, v, \alpha, r_{max}) \);
3. foreach pair \([u', v'] \in H(u) \times H(v)\) do
4. if either \( u' \) or \( v' \) is matched then
5. continue;
6. end
7. \( \min (\pi'(u', u''), \pi'(v', v'')) \)
8. \( \text{score} \leftarrow \min (\pi'(u', u''), \pi'(v', v'')) + \gamma \).
9. if \([u', v'] \in C\) then
10. \( \text{score}(u', v') \leftarrow \text{score}(u', v') + \text{score} \);
11. else
12. \( \text{score}(u', v') \leftarrow \sum_{k \in C} \text{score}_{k}(u', v') + \text{score} \);
13. end
14. end

To sum up, each time a pair \([u, v]\) is added to the matching set \( M \), PPRGM invokes Forward-Push to compute and store PPR heavy hitters of \( u \) and \( v \), and then expands the candidate set accordingly.

4.4 Candidate Set Expansion

Let \( H(u) \) and \( H(v) \) be the PPR heavy hitter set of \( u \) and \( v \) (returned by Forward-Push) respectively. PPRGM will add all pairs in \( H(u) \times H(v) \), which haven’t been added before by other matched pairs, to the candidate set \( C \). If a pair in \( H(u) \times H(v) \) has already existed in \( C \), its matching score is updated according to the PPRs w.r.t. \( u \) and \( v \). Otherwise, we initialize the match score of this pair.

We consider the initial seed pairs as the most valuable information, and thereby treat seed pairs differently from matched pairs added by the algorithm. In particular, the matching score of a pair \([u, v]\) is divided into two parts. The first part is the score w.r.t. seed pairs, for which we compute the PPR values with higher accuracy (smaller residue threshold in Forward-Push); the second part is w.r.t. other matched pairs, for which we use lower-accuracy PPR values, which will speedup the computation significantly.

More specifically, at the beginning of the algorithm, we conduct a Forward-Push on each seed vertex \( s \)’s with a relatively small \( r_{max} \). All the PPR values w.r.t. seed vertices are stored (using \( O(|S|/r_{max}) \) space). The basic matching score of a pair \([u, v]\) w.r.t. all initial seed pairs is \( \sum_{k \in C} \text{score}_{k}(u, v) \). However, to save space and time, the algorithm will not compute and store the basic matching score of \([u, v]\) until \([u, v]\) is added to \( C \) as a candidate pair.

When a new pair is matched (added to \( M \)) during the algorithm, we conduct a Forward-Push for each of the two end vertices with a relatively large \( r_{max} \) to compute their PPR heavy hitters and then add the heavy hitters to \( C \). Since in general \( H(u) \) contains a high-order neighborhood of \( u \), we call this candidate set expansion mechanism as High-Order (Neighbor) Expansion.

The High-Order Expansion and Neighbor Expansion. We present the details of High-Order Expansion (HOE, see Procedure 3). For each matched pair \([u, v]\) in \( M \), the algorithm conducts Forward-Push procedures on \( u \) and \( v \) respectively, using the same \( \alpha \) and the same residue threshold \( r_{max} \) (line 1-2). The Forward-Push procedures return \( H(u) \) and \( H(v) \), which contain the PPR heavy hitters of \( u \) and \( v \) respectively, as well as their approximate PPR values. Then HOE considers each vertex pair \([u', v']\) in \( H(u) \times H(v) \) (i.e., \([u', v']\) is infected by \([u, v]\)). If either \( u' \) or \( v' \) is already matched, the algorithm does nothing and continues to consider the next infected pair (line 4-6). A score \( \text{score} \) of \([u', v']\) w.r.t. \([u, v]\) is computed based on approximate PPR values \( \pi'(u, u') \) and \( \pi'(v, v') \)
(line 7, the parameter \( \sigma \) will be explained shortly). If we have \([u', v'] \in C \) already, HOE simply updates the matching score of \([u', v'] \) by adding \( \sigma \) to it (line 8-9). If \([u', v'] \notin C \), then HOE computes the basic matching score of \([u', v'] \) w.r.t. all initial seed pairs for the first time, and let the matching score of \([u', v'] \) be the sum of its basic matching score and \( \sigma \); lastly, HOE adds \([u', v'] \) into the candidate set \( C \) (line 11-12).

We also provide a more efficient variant, namely the Neighbor-Expansion (NE). The NE method is more reserved in both candidate expansion and impact expansion. Given an unused pair of matched vertices \([u, v] \in M' \), NE conducts a 1-step Forward-Push on \( u \) and \( v \) respectively, i.e., it assigns each \( u' \in N(u) \) with \( \pi^o(u, u') = \frac{\alpha(1-o)}{\alpha N(u)} \) and each \( v' \in N(v) \) with \( \pi^o(v, v') = \frac{\alpha(1-o)}{\alpha N(v)} \). Then NE expands the candidate sets by adding each pair \([u', v'] \in N(u) \times N(v) \) to \( C \) for \([u', v'] \notin C \) yet; the score of \([u', v'] \) is set/updated accordingly.

Given an unused matched pair \([u, v] \), if we use NE for candidate expansion, then, for each neighboring pair \([u', v'] \in N(u) \times N(v) \), the matching score \( \text{Score}(u', v') \) is incremented by

\[
\min \left( \pi^o(u, u'), \pi^o(v, v') \right) \max \left( \pi(u, u'), \pi(v, v') \right) = \min \left( \frac{|N(u)|}{|N(u)|}, \frac{|N(v)|}{|N(v)|}, \frac{|N(u)|}{|N(u)|} \right).
\]

Clearly, using the NE strategy, PPRGM consider a pair \([u', v'] \) with smaller relative degree difference as a stronger evidence for later matching. This is interesting as it is in the same spirit as a heuristic used in several previous graph matching algorithms, which prefers pairs with smaller degree difference, e.g. \([11][35]\). Thus our PPR-based expansion mechanism (including NE and HOE) and scoring function essentially applying such intuitive heuristics implicitly, which explains its superior performance in some sense.

**Comparison of HOE and NE.** The NE method is more efficient than HOE, because it only adds order-1 neighboring pairs and consequently examines less number of candidate pairs overall. HOE could potentially identify more correct matches than NE, i.e., higher recall, since more pairs are added to the candidate set in each expansion. Detailed experimental comparison between HOE and NE, as well as the effect of various \( r_{\text{max}} \) will be presented in the experiment section.

### 4.5 A Robust Matching Score Function

In practice, the score function \( f \) is not robust against noise and may suffer from numerical issues. Suppose \( p_1, p_2 \) are two small PPR values, then small additive errors in computing \( p_1 \) and/or \( p_2 \) will change the score \( \min(p_1, p_2) \) significantly, which makes the score very unstable. Such errors can be caused by noise in data, limited numerical precision or by approximation errors from PPR computations (i.e., the Forward-Push method). Therefore, we introduce a smoothing parameter \( \sigma \) to improve its robustness. Formally, we define the matching score of \([u, v] \) w.r.t. a seed pair (or a matched pair \([s_k, s_k'] \)) as

\[
\text{Score}(u, v) = \frac{\min(p_1, p_2) \max(p_1, p_2)}{\max(p_1, p_2)} + \sigma 
\]

The extra smoothing term \( \sigma \) in the denominator reduces the impact from small PPR values on the matching scores, and thus makes the score much more stable. This might also improve the matching precision since the vertices with small PPR values are often far away from the corresponding seed, and thus two similar but small PPR values may not be a good evidence for matching.

We empirically set \( \sigma \) to be 10 times the residue threshold \( r_{\text{max}} \) used in Forward-Push.

### 4.6 Analysis

**Time complexity analysis.** We assume the size of both input graphs are of the same order, i.e., both contain \( O(|V|) \) vertices and \( O(|E|) \) edges for simplicity. We also assume \(|S| \ll |V| \) (only a small number of seeds are provided) and \( r_{\text{max}} \ll r_{\text{max}}' \). The time complexity of our algorithms are summarized as follows.

**Lemma 1.** Given graphs \( G_1 \) and \( G_2 \) to be matched, each with \( O(|V|) \) vertices and \( O(|E|) \) edges, and a set \( S \) of seed pairs, the running of PPRGM is \( O(\min(\frac{|S|}{r_{\text{max}}}, |S| |C|) + \frac{|V|}{r_{\text{max}}}) \), which is bounded by \( O(\min(\frac{|S|}{r_{\text{max}}}, \frac{|S| |C|}{r_{\text{max}}})) \) in the worst case, where \( r_{\text{max}} \) and \( r_{\text{max}}' \) are the residue thresholds used in Forward-Push on seed vertices and matched vertices respectively.

**Proof.** The running time of PPRGM is dominated by Forward-Push and the computation of matching scores, which will be analyzed separately.

The time complexity of Forward-Push (Algorithm \( \#2 \)) is determined by the residue threshold \( r_{\text{max}} \). The authors of \([2]\) prove that Forward-Push takes \( O(1/r_{\text{max}}) \) time. Our algorithm employs a smaller residue thresholds \( r_{\text{max}} \) in Forward-Push for seed vertices, which takes \( O(|S|/r_{\text{max}}) \) time in total. Additionally, PPRGM conducts at most one Forward-Push for all vertices with a larger \( r_{\text{max}} \), thus the time needed is \( O(|V|/r_{\text{max}}) \) in total. Therefore, the total time for Forward-Push is \( O(|S|/r_{\text{max}} + |V|/r_{\text{max}}) \). Note if each matched vertex is only allowed to expand for exactly one step (i.e., the NE method), then all Forward-Push processes take \( O(\frac{|S|}{r_{\text{max}}}) \) time.

A single Forward-Push from a vertex with a residue threshold \( r_{\text{max}} \) assigns at most \( O(1/r_{\text{max}}) \) vertices with a positive PPR value \( \#2 \).

Therefore, the time to compute matching scores w.r.t. the PPR values assigned by a matched pair \([u, v] \) is \( O(\frac{|V|}{r_{\text{max}}}) \). Regarding a maximum number of \(|V| \) matched pairs, the cost is \( O(\frac{|V|}{r_{\text{max}}}) \).

Next, we analyze the time for computing matching scores w.r.t. initial seeds. There are at most \( O(1/r_{\text{max}}) \) vertices with a positive PPR value w.r.t. any seed vertex. Therefore, the time complexity of matching score computation is bounded by \( O(\frac{1}{r_{\text{max}}}) \) w.r.t. each seed pair and totally \( O(\frac{|S|}{r_{\text{max}}}) \) for all \(|S| \) seed pairs. On the other hand, one can easily check this time is also bounded by \( O(|S| |C|) \), where \(|C| \) is the total number of candidate pairs. Consequently, the time for computing matching scores w.r.t. initial seeds is bounded by \( O(\min(|S| |C|, \frac{|S|}{r_{\text{max}}})) \). Typically, we have \(|C| \leq \frac{1}{r_{\text{max}}} \) in our experiments. We claim \(|C| \) is bounded by \( O(\frac{|S|}{r_{\text{max}}}) \). Because the number of matched pairs is bounded by \( O(|V|) \) and a candidate expansion on a matched pair leads to \( O(\frac{1}{r_{\text{max}}}) \) more candidate pairs (the set of \( H(u) \times H(v) \)).

In conclusion, the overall time complexity of our algorithm is dominated by the cost of matching score computation, which is \( O(\min(\frac{|S|}{r_{\text{max}}}, |S| |C|) + \frac{|V|}{r_{\text{max}}}) \). In the worst case, this is bounded by \( O(\min(\frac{|S|}{r_{\text{max}}}, \frac{|S| |C|}{r_{\text{max}}})) \).
Let us first introduce the original motivation to use smaller if the random walk in $L$ when the two graphs $G_1$ and $G_2$ are isomorphic to each other, then $\chi^L_{su} = \chi^L_{u'}$; conversely, for any vertex $v$ s.t. $[u,v]$ is not a valid matching, one would expect $\chi^L_{u} \neq \chi^L_{v}$, i.e., $q^{(1)}_{su} \neq q^{(1)}_{vw}$ for at least one $t \in [L]$ (for large enough $L$). However, directly comparing the characteristic vectors of $u$ and $v$ to decide whether they are a true match is inefficient. Hence it is crucial to devise a discriminant function $f : \mathbb{R}^L \rightarrow \mathbb{R}$ such that, whenever $\chi^L_{u} \neq \chi^L_{v}$, it holds $f(\chi^L_{u}) \neq f(\chi^L_{v})$. The truncated PPR value is such a discriminant function, which is the weighted combination of the entries $\pi^L(s,u) = \alpha \cdot \sum_{t=0}^{L} (1 - \alpha)^t \cdot q^{(t)}_{su}$.

**Lemma 2.** Suppose $\chi^L_{u} \neq \chi^L_{v}$, and $\alpha$ is randomly chosen from the interval $[0,1]$, then $\Pr[\pi^L(s,u) = \pi^L(s,v)] = 0$.

**Proof.** We define the polynomial $p_L(\alpha)$ as follows.

$$p_L(\alpha) = \frac{\pi^L(s,u) - \pi^L(s,v)}{\alpha} = \sum_{t=0}^{L} (1 - \alpha)^t \cdot (q^{(t)}_{su} - q^{(t)}_{sv}).$$

By assumption $\chi^L_{u} \neq \chi^L_{v}$, it follows that $p_L(\alpha)$ is a non-zero polynomial with degree at most $L$. Consequently, the probability that $\alpha$ is a root of $p_L$ is $0$, since $\alpha$ is a uniform random number in $[0,1]$ and the number of roots of $p_L(\alpha)$ is finite (at most $L$).

One could see, in the noiseless setting where $G_1$ is isomorphic to $G_2$, larger values of $L$ provide better theoretical discrimination; this is equivalent to computing PPR values with higher precision.

But in practice, $G_1$ and $G_2$ are often considered as two noisy versions of a “ground truth” graph $G$. Thus the PPR value of $u$ in $G_1$, namely $\pi_{G_1}(s,u)$, is merely an estimate of $\pi_{G}(s,u)$. In this case, if the random walk in $G_1$ takes more steps, then it would accumulate more noise, which makes the estimates less reliable. Therefore, the choice of $L$ can be considered as a reliability versus discrimination trade-off. In PPRGM, we implicitly control the value of $L$ by adjusting the parameter $\tau_{\text{max}}$ in Forward-Push. While our original motivation to use smaller $L$ is to save computation time, doing this will also improve the precision sometimes as evidenced by our experiments.

**Efficacy of the postponing strategy.** Let us first introduce the $G(n,p;p_n,p_e)$ random graph model that has been used in [27,11] for analyzing percolation-based graph matching algorithms. The $G(n,p;p_n,p_e)$ random graph model (illustrated in Figure 3) generates two correlated graphs as follows: (1) A graph $G(V,E)$ is generated from Erdős-Rényi random graph model, i.e., in a graph of $n$ vertices, each of $\binom{n}{2}$ possible edges occurs with probability $0 < p < 1$; (2) $V_1$ and $V_2$ are two independent sample sets of $V$, in which each vertex $v \in V$ is sampled with probability $p_n$; (3) Each edge $(u,v) \in E$ s.t. $u \in V_1$ is included in $E_1$ with probability $p_e$, and $E_2$ is generated in the same way. We assume that the average degree $np$ is constant, thus $G(V,E)$ has a unique giant component containing a positive fraction of the vertices with high probability. The task of graph matching is to identify the correct matches between $V_1$ and $V_2$.

To prove the effectiveness of postponing strategy, we consider a special case here: (1) the order-1 (neighboring) information is considered only, and each seed match adds 1 mark to its neighboring pair, i.e., the matching score of pair $[u,v]$ is the number of matched pairs in $N(u,v)$; (2) we fix $\gamma = 1 + \epsilon_1$ and $\beta = \epsilon_2$ where $\epsilon_1$ and $\epsilon_2$ are small positive constants. That is to say, a pair $[u,v]$ can be matched if $\text{Score}(u,v) \geq 2$, and $\text{Score}(u,v) \geq \text{Score}(u',v') + 1$ for any $[u',v'] \in \{(u \times V_2) \cup (V_1 \times v) - [u,v]\}$.

Denote $n_s$ the number of correctly matched pairs in set $S$ of seed matches, and $n_w$ the number of wrongly matched pairs in $S$. We give the following lemma.

**Lemma 3.** In the $G(n,p;p_n,p_e)$ random graph model, assume the above percolation method and matching criteria are adopted, in each iteration, the postponing strategy decreases the probability of a wrong pair being matched from $(n_s + n_w)^2 p_n^2 e_n$ to $(n_s + n_w)^2 p^2 n_e^2 - n_s^2 p^2 n_e^2 + 2p^2_n p^2 n_e - 2n_s n_e p^2 n_e$, and decreases the probability of a correct pair being matched from $n_s^2 p^2 n_e^2$ to $n_s^2 p^2 n_e^2 (1 - np)^2$.

The proof of Lemma 3 is included in the full version due to space constraints. Obviously, the postponing strategy greatly decreases the number of pairs that are wrongly matched. Assume $p_n = 1$ (say $V_{1,2} = V$) and $n_w = 0$ (no wrong matches in the seed set), then the probability of a wrong pair $[u,v]$ being matched in the next iteration is $p^2 p_n^2 n_e^2 (1 - np)^2$, which is decreased nearly by 10 times when the edge sampling probability $p_e$ is small.

In two isomorphic graphs, with $p_n = 1$ and $p_e = 1$, no wrong pairs can be matched if all initial seeds are correct. This will also be verified in the experiments as our algorithm achieves a precision of 1 in matching two isomorphic graphs. In the case when $np \ll \sqrt{n}$ or $\frac{1}{n} \gg n$ (the random graph is relatively sparse, which is the most interesting case in practice), the probability of matching a correct pair with postponing, i.e., $n_s^2 p^2 n_e^2 (1 - np)^2$, is very close to $n_s^2 p^2 n_e^2$, i.e., the probability of matching a correct pair without postponing. By replacing the matching probability (for correct pairs and wrong pairs) in Theorem 1 in [11] with the new probabilities derived above, we can conclude that the postponing strategy increases the matching precision greatly while not affecting the overall recall by much.

**Property of PPR-based signature vector.** We will show that the signature vector $R(u)$ of vertex $u$ illustrates $u$’s region information and local structural information. A PPR value $\pi(s, u)$ w.r.t. a seed $s$ can be decomposed into two parts: (1) the probability that a decaying random walk terminates at vertex $u$ the first time it arrives at $u$, denoted by $\pi_1(s, u)$; (2) the probability that a decaying random walk terminates at vertex $u$ after arriving at vertex $u$ for more than once, denoted by $\pi_2(s, u)$.

Following the analysis in Section 2.2, we use $LS(u) = \left[\sum_{t=1}^{\infty} (1 - \alpha)^t \cdot p^t \cdot e_u \right] u$ to denote the summed probabilities that a decaying random walk starting from $u$ reaches $u$ after step $1, 2, 3, \ldots$, then

$$\pi_2(s, u) = \pi_1(s, u) \times LS(u).$$
Thus, the PPR value \( \pi(s, u) \) can be presented by

\[
\pi(s, u) = \pi_1(s, u) + \pi_2(s, u) = \pi_1(s, u) \cdot (1 + \text{LS}(u)).
\]

Recall that \( \pi_1(s, u) \) represents the summed probability that a decaying random walk from \( s \) hits vertex \( u \) for the first time at iteration \( 0, 1, 2, \ldots \). With a sufficient number of initial seeds in \( S \), the region information of vertex \( u \) can be represented by all \( \pi_1(s, u) \) for \( 1 \leq k \leq |S| \). More specifically, given a number of correct seed matches on two graphs, \( u, v \in V_1 \) and \( u, v \in V_2 \) are likely on the aligned region over two graphs if and only if \( \pi_1(s, u) \) and \( \pi_1(s', v) \) are close with respect to a certain number of seeds \( [s_k, s'_k] \in S \).

On the other hand, note that \( \text{LS}(u) = \sum_{i=1}^{\infty} (1 - \alpha)^i \cdot P^i \cdot e_u|_u \) is independent of the source vertex of random walk; \( \text{LS}(u) \) only depends on vertex \( u \) and graph \( G \). We say \( \text{LS}(u) \) demonstrates the graph structural information around \( u \); the closer \( \text{LS}(u) \) and \( \text{LS}(v) \) are, the local structures around \( u \) and \( v \) are more likely to be similar. For instance, consider the probability that a random walk starts from \( u \) that arrives at \( u \) within 2 steps, denoted by \( \text{LS}^{(2)}(u) \). Assume there is no self-loop in graph, the random walk from \( u \) cannot return \( u \) after one step, then

\[
\text{LS}^{(2)}(u) = (1 - \alpha)^2 \cdot P^2 \cdot e_u|_u \\
= (1 - \alpha)^2 \cdot \frac{1}{|N(u)|} \sum_{(u,v) \in E} \frac{1}{|N(v)|}.
\]

Thus \( \text{LS}^{(2)}(u) \) is the average reciprocal of degree of all neighbors of vertex \( u \), containing the order-2 structural information of \( u \). Accordingly, \( \text{LS}^{(i)}(u) \) with \( i > 2 \) contains higher order structural information of \( u \), the impact of which, however, is decayed by the factor \((1 - \alpha)^i\) over iterations.

5. EXPERIMENTAL RESULTS

In the experiments, we compare the PPRGM algorithms with the state-of-the-art methods on datasets with various characteristics. All algorithms are evaluated with respect to accuracy, efficiency and robustness, and it is observed that PPRGM outperforms the state-of-the-art on all aspects. We also study the performance of PPRGM with varying parameters.

### 5.1 Experiment Setting

**Datasets.** We use multiple publicly available datasets. Two input graphs to be matched are constructed in two ways: (1) vertex/edge sampling from a real graph; (2) snapshots of a real temporal network with respect to different time windows.

The way of constructing correlated graphs by vertex/edge sampling is similar to the method of generating \( G(n, p, p_n, p_e) \) random graphs (see Figure 3), given a real graph \( G(V, E) \) (in stead of a Erdős-Rényi random graph), two subgraphs \( G_1(V_1, E_1) \) and \( G_2(V_2, E_2) \) are independently sampled from \( G(V, E) \) with the vertex sampling probability \( p_v \) and edge sampling probability \( p_e \). Two subgraphs are isomorphic when \( p_v = 1 \) and \( p_e = 1 \). The datasets for the vertex/edge sampling approach are summarized in Table 1 and their detailed descriptions can be found in SNAP.\(^2\) Note that the average distance \( \text{avg}_D \) for each network is presented. Given a graph \( G(V, E) \), we denote \( P \) the set of all \((u, v) \in V \times V \) s.t. \( u \) and \( v \) are connected. Let \( d(u, v) \) be the shortest path distance from \( u \) to \( v \). The average distance of \( G \) is given by

\[
\text{avg}_D = \frac{1}{|P|} \sum_{(u, v) \in P} d(u, v).
\]

We also generate the input graphs from two temporal networks Superuser and AskUbuntu.\(^2\) Their detailed descriptions can also be found in SNAP. Each snapshot of a temporal network is generated by aggregating the edges within a given time period (time window). We construct four snapshots \( P_0 \), \( P_1 \) for \( 0 \leq t \leq 3 \) for each dataset, and the summaries of them are presented in Table 2. For each dataset, the snapshot \( P_0 \) shares different lengths of overlapping period with other three snapshots; the number of vertices and edges shared by two snapshots decreases as the length of their overlapping period decreases.

In the experiments, we use the default vertex sampling probability \( p_v = 1 \) and the edge sampling probability \( p_e = 0.8 \). For time-varying datasets, we by default consider the matching between snapshots \( P_0 \) and \( P_1 \).

**Competing algorithms.** We evaluate the performance of PPRGM High-Order Expansion and Neighbor Expansion, referred to as HOE and NE respectively. The proposed methods are compared with four previous algorithms, which are listed below:

- **EWS:** The state-of-the-art PGM algorithm proposed in [17] (its basic idea is introduced in Section I). It has been shown in [17] that EWS significantly outperforms other percolation-based algorithms such as User-Matching [14] and PercolateMatched [34].
- **FRUI:** A variant of PGM proposed in [29], which uses additional criteria to break the tie when multiple pairs have the same number of matched neighboring pairs (see Section I).
- **AE:** The anchor-expansion algorithm from [31]. The similarity of each vertex pair is measured by comparing the two degree sequences extracted from their 2-neighborhood subgraphs; the algorithm iteratively matches the pair with the highest similarity score.
- **GSANA:** An algorithm proposed in [35] that finds candidates by an embedding strategy. Vertices of the two graphs are first embedded onto the same 2-D space based on their shortest path distances to some selected seeds; a pair \((u, v)\) is measured (i.e., considered as a candidate pair) if \( u \) and \( v \) are close in the 2-D space. It has been shown in [35] that GSANA outperforms IsoRank [29], Klau [12], and NetAlign [5].

The codes of EWS and AE are provided the original authors; we thank them for kindly sharing their codes. All algorithms are implemented in C++.
Metrics. To assess the quality of matching algorithms, we use the same definition of precision and recall as in \cite{11}: precision = \frac{n_c}{n_c + n_w} where n_c is the number of correct matches and n_w is the number of wrong matches; recall = \frac{n_c}{n_{ident}} where n_{ident} is the number of vertices that are present in both graphs with degrees at least two. We also evaluate the F1-score, the harmonic mean of precision and recall; formally F1-score = 2 \cdot \frac{\text{precision} \cdot \text{recall}}{\text{precision} + \text{recall}}.

Setup. The number of seeds required is always a great concern in graph matching. We set the number of seeds to 20 by default for all datasets. Each correct seed [u, v] is uniformly sampled from V' = V_1 \cap V_2. We also consider the case when the initial seed set contains some wrong pairs and test the performance of the algorithms against such noisy seeds. In our experiments, a wrong seed [u, v] is randomly sampled from V_1 \times V_2 - V' \times V'. We empirically set the default α to 0.3 following the discussion in Section 4.6. The \( r_{max} \) used in Forward-Push on initial seeds is set s.t. \( |S|/r_{max} \) approximates 2-\( \max(|V_1|, |V_2|) \). The residue threshold \( r_{max} \) used in Forward-Push on other matched vertices (in HOE) is set to \( 10^{-3} \) by default; the effect of choosing different \( r_{max} \) on different datasets are also provided.

We report the average performance of 10 tests in all experiments. In each test, we first generate two graphs and a set of seed pairs according to the methods described above, which are then used as the input for all algorithms. We run experiments on a Linux machine with Intel Xeon E5-2698 v4 clocked at 2.2GHz.

5.2 Algorithm Comparison

1. Recall and Precision. Firstly, we evaluate the quality of the output matching. Table 4 presents the experimental results (“R” stands for recall and “P” stands for precision) on graphs that are constructed by the vertex/edge sampling approach. We use vertex sampling probability \( p_v \in \{0.1, 0.2, 0.9, 0.8\} \) and edge sampling probability \( p_e \in \{0.9, 0.8\} \). We additionally run matching algorithms on two isomorphic graphs where no vertex/edge sampling is applied (or equivalently \( p_v = 1 \) and \( p_e = 1 \)). Note that when \( p_v = 0.8 \), only a 0.64 fraction of all vertices exist in both graphs simultaneously (in expectation). We specifically set \( r'_{max} = 10^{-4} \) for Amazon dataset which has very large average distance (use \( r_{max} = 10^{-3} \) by default for other datasets), which will be discussed in Section 5.3. Under our machine setting, the EWS, GSANA, and AE algorithms are too slow to finish the experiments on Youtube and WikiTalk dataset (within 6 hours). In Table 5, we show the results on the two temporal datasets Superuser and AskUbuntu. We make the following observations. (1) HOE and NE have overall better performance than the start-of-the-art methods (among these algorithms EWS has the best overall recalls and precisions). HOE always has significantly higher recalls and higher precisions than the all previous algorithms; NE achieves very high precisions (usually even higher than HOE), while it also has competitive recalls. Regarding F1-scores, both HOE and NE outperform all other competing algorithms by a noticeable margin, while HOE has the best performance most of the time and could be significantly better than all other algorithms sometimes (e.g., on the Amazon dataset). In the cases where two isomorphic graphs are considered (\( p_v = 1 \) and \( p_e = 1 \)), HOE and NE always have 100% precision, while other algorithms still output lots of wrong match pairs. Under this setting, the recalls of HOE are also close to 1 for most datasets.

(2) HOE has higher recalls than NE on most datasets, while NE often has higher precisions than HOE. Because PPRGM greedily matches the candidate pairs with high credibility first; it becomes harder to choose correct matches among candidate pairs with relatively lower credibilities. HOE is more aggressive in matching pairs than NE, which results in higher recall at the cost of slightly lower precision. However, if we stop the matching process of HOE earlier, then at the stage when roughly the same number of correct pairs are matched, HOE often has higher precisions than NE.

2. Running time. The efficiency is of great concern in matching large graphs. In all competing algorithms, a basic operation is to compute some type of matching scores (defined differently in each method) of selected vertex pairs. Thus, in each algorithm, we call a vertex pair a candidate pair if its matching score is ever computed.

The total matching time and the number of candidate pairs of all algorithms are presented in Figure 3. The EWS, GSANA, and AE algorithms are typically 10 to 100 times faster in terms of time per correct match. We make the following observations. (1) In terms of total time, our two algorithms are very competitive; the FRUI method is the fastest in most cases, however it has low recalls, hence the total matching time is not a good indicator of efficiency. Considering the recalls of different algorithms differ greatly, we use time per correct match, i.e., total running time divided by the number of correct matches, as the metric for comparing time efficiency. We observe NE is the most efficient among all algorithms (see Table 4), while HOE is also very competitive; our algorithms are typically 10 to 100 times faster in terms of time per correct match. (2) For each algorithm (except for GSANA, whose running time is dominated by the embedding process), the more candidate pairs are considered, the longer matching time it takes.

(3) NE and HOE often consider fewer candidate pairs than other algorithms, because they directly utilize the higher-order structural information, which helps to identify true matches without generating a large set of candidates. (4) The matching time of HOE and NE is almost linear in the number of candidate pairs, which verifies our theoretical analysis (see Figure 4c, each dot represents the result of HOE or NE on one dataset).

3. Varying number of seeds. We then evaluate the F1-scores of algorithms with varying number of seeds (see Figure 5). It is observed that both HOE and NE achieve high F1-scores even with only 4 seeds on datasets Twitter and Dblp, and the performances are slightly improved as more seeds are provided. The FRUI method, a representative of traditional PGM algorithms which uses the neighboring information only, is highly sensitive to the number of seeds, and often terminates early with insufficient number of seeds. Experimental results on other datasets will appear in the full version due to space constraints.

4. Robustness against wrong seeds. In Figure 6, we measure the robustness of matching algorithms against wrong seeds. The matching algorithms are provided with 20 seeds with the percentage of wrong seeds varying from 0 to 0.9.

It is observed that the wrong seeds have limited effect on the F1-score of HOE and NE, even if the percentage of wrong seeds is very high (4 correct seeds against 16 wrong seeds, shown in Figure 5(a)); the performance on Dblp dataset is slightly more sensitive to the number of wrong seeds. Such a phenomenon is also observed and explained in \cite{11} for EWS. From our experimental results, PPRGM is usually more robust than EWS. On both datasets, the F1-score of EWS decreases significantly when the percentage of wrong seeds exceeds 0.6. The superior robustness of PPRGM is mainly due to the global impact of initial seeds: assume each wrong seed pair is independently sampled, then in expectation any pair of two vertices \([u, v]\) receive similar PPR values from this wrong seed, and thus the set of random wrong seeds merely shifts the scores of wrong seeds.
Table 4: Precision and Recall on Datasets

| Datasets       | Alg.  | Twitter | Dblp | Amazon | Youtube | WikiTalk |
|---------------|-------|---------|------|--------|---------|----------|
|               | R     | P       | F1   |        | R       | P       | F1       |
| HOE           | 0.980 | 1.000   | 0.990 |        | 0.931  | 0.962  | 0.946    |
| NE            | 0.965 | 1.000   | 0.982 |        | 0.906  | 0.965  | 0.935    |
| EWS           | 0.966 | 0.968   | 0.967 |        | 0.900  | 0.912  | 0.906    |
| GSANA         | 0.901 | 0.915   | 0.989 |        | 0.144  | 0.271  | 0.188    |
| AE            | 0.911 | 0.912   | 0.912 |        | 0.338  | 0.352  | 0.345    |
| FRUI          | 0.873 | 0.800   | 0.882 |        | 0.276  | 0.323  | 0.298    |
| NE            | 0.762 | 1.000   | 0.868 |        | 0.482  | 0.737  | 0.583    |
| EWS           | 0.618 | 0.679   | 0.648 |        | 0.491  | 0.589  | 0.536    |
| GSANA         | 0.875 | 0.934   | 0.903 |        | 0.018  | 0.166  | 0.032    |
| AE            | 0.749 | 0.750   | 0.749 |        | 0.033  | 0.358  | 0.329    |
| FRUI          | 0.234 | 0.349   | 0.281 |        | 0.001  | 0.001  | 0.001    |

Table 5: Precision and Recall on Datasets

| Datasets       | Alg.  | HOE | NE | EWS | GSANA | AE | FRUI |
|---------------|-------|-----|----|-----|-------|----|------|
|               | R     | P   | F1 |     |       |    |      |
| HOE           | 0.981 | 1.000 | 0.990 | 0.716 | 0.755 | 0.735 | 0.508 | 0.556 | 0.531 |
| NE            | 0.785 | 1.000 | 0.880 | 0.454 | 0.754 | 0.567 | 0.130 | 0.328 | 0.186 |
| EWS           | 0.671 | 0.774 | 0.719 | 0.401 | 0.571 | 0.471 | 0.071 | 0.160 | 0.098 |
| GSANA         | 0.958 | 0.973 | 0.966 | 0.010 | 0.206 | 0.020 | 0.006 | 0.183 | 0.011 |
| AE            | 0.898 | 0.899 | 0.898 | 0.353 | 0.409 | 0.379 | 0.075 | 0.106 | 0.088 |
| FRUI          | 0.141 | 0.212 | 0.169 | 0.000 | 0.001 | 0.001 | 0.000 | 0.000 | 0.000 |

Figure 4: Matching time and Number of candidate pairs.

Table 6: Matching Time (ms) per Correct Match.

| Alg.    | Twitter | Dblp | Amazon | AU | SU | Youtube | WikiTalk |
|---------|---------|------|--------|----|----|---------|----------|
| HOE     | 4.88    | 0.90 | 14.83  | 7.10 | 15.41 | 12.10   | 40.32    |
| NE      | 4.87    | 0.38 | 0.51   | 4.67 | 12.55 | 11.89   | 42.02    |
| EWS     | 34.72   | 3.72 | 17.43  | 233.1 | 208.1 | /       | /        |
| GSANA   | 1123    | 93.84 | 48.17  | 974.0 | 1875 | /       | /        |
| AE      | 196.3   | 2.38 | 0.70   | 2116 | 3237 | /       | /        |
| FRUI    | 81.23   | 775.1 | 280.4  | 47.8 | 10.35 | 13926   | 6530     |

Figure 5: F1-score vs. Percentage of Wrong seeds.

all pairs by a same constant (in expectation), which doesn’t affect the relative order of all matching scores.
5.3 Study on the Parameters of PPRGM

1. Varying $\beta$ in postponing strategy. We evaluate the effect of postponing strategy by using different initial $\beta$ (see Figure 7). Recall that PPRGM initializes a high $\beta$ (\( \beta = 1 \)), and decreases $\beta$ (relax the matching criteria) when there are no candidate pairs satisfying the matching criteria, until $\beta < \epsilon$ where $\epsilon$ is a very small constant. It is observed the adopting postponing strategy by setting \((1 + \beta) \geq 1.2\) brings significant boost in recall and precision to both HOE and NE; the performances of HOE and NE are slightly improved with larger $\beta$ set at the beginning of algorithm. Overall, the performance is not sensitive to the setting of $\beta$; it is safe to set $1 + \beta = 2$ as in our default setting.

2. Varying lower bound of $\gamma$ in postponing strategy. Similar as $\beta$, the choice of the initial value of $\gamma$ doesn’t affect the performance by much, thus we only present the effect of varying lower bounds of $\gamma$ (see Figure 8). Recall that PPRGM initializes a high $\gamma$ (\( \gamma = |S|/2 \)), and decreases $\gamma$ when there is no candidate pair satisfying the current matching criteria, until $\gamma$ reaches a lower bound (which is 1 in our default setting). Therefore, a larger lower bound should reduce the recall since more strict criteria is adopted in the end, and thus it should also increase the precision. This is exactly what we have observed in the experiments. In general, one could set the lower bound to 1 unless a very high precision is needed.

3. Varying $\alpha$ in Forward-Push. The choice of the stopping probability in the decaying random walk in PageRank varies in different applications, which is largely based on empirical studies. A discussion has been presented in [8]. We evaluate the performance of HOE and NE with varying stopping probabilities $\alpha$ in the decaying random walk (see Figure 9). We observe that the recall of both HOE and NE increases as $\alpha$ becomes smaller (the boost is more significant on HOE), because a Forward-Push with smaller $\alpha$ may infect a larger range of vertices and thus will include more candidates. For precision, varying $\alpha$ doesn’t affect the results a lot. The optimal performance in terms of F1-score appears when $\alpha \approx 0.3$. Such phenomena are also observed on other datasets, which will be provided in the full version, so our experimental study empirically concludes that $\alpha = 0.3$ is the right choice for seed graph matching.

4. Varying $r_{max}$ in Forward-Push. We finally compare the performances of NE and HOE with varying $r_{max}$. We record the matching times (represented by bars) and the F1-scores (represented by lines) of different settings. Firstly, the running time increase as smaller $r_{max}$ is used. This matches the analysis in Lemma 1. Secondly, for different datasets, the optimal $r_{max}$ varies, e.g., on the Dblp graph, HOE with a small $r_{max}$ obtains noticeable boost in F1-score (Figure 10(b)). However, on Twitter (Figure 10(a)), the F1-score of HOE is almost oblivious to the setting of $r_{max}$.

We observe that the preference of $r_{max}$ on different datasets is correlated with the average distance of the graph. In matching graphs with large average distances (e.g., Dblp, Amazon), a small $r_{max}$ could boost the F1-score by a noticeable margin. Contrarily, when matching two graphs with small average distances (e.g., Twitter, Wiki, AskUbuntu, etc.), HOE with a large $r_{max}$ or even NE could get high-quality results.

5.4 Experiment Summary

(1) HOE and NE have overall higher recalls and precisions than the start-of-the-art algorithms. (2) HOE and NE are typically more scalable than previous methods and NE is the most efficient one in terms of time per correct match. (3) HOE and NE only require very few seeds to achieve peak precisions and recalls; HOE and NE are very robust against wrong seed pairs. (4) The setting of all the parameters in PPRGM (except for $r_{max}$) is not affected by the underlying dataset, which greatly eases the tuning of parameters. (5) HOE with a small $r_{max}$ is recommended for matching graphs with large average distances, while NE (or HOE with a large $r_{max}$) is recommended for graphs with small average distances.

6. CONCLUSIONS

In this paper, we propose a powerful seeded graph matching framework by directly using the high order structural information in the graph. We propose to quantify the connection between matched vertices and vertices to be matched with personalized PageRank. A score function is defined to compute the matching score of a pair of vertices based on their PPR values w.r.t. the initial seeds and early matches. Several optimization strategies are proposed to further boost the performance of our PPRGM framework. Extensive experiments on large-scale real graphs demonstrate that our new seeded graph matching algorithms outperform start-of-the-art algorithms w.r.t. quality, efficiency, and robustness by noticeable margins.
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