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Abstract

Texturing is a fundamental process in computer graphics. Texture is leveraged to enhance the visualization outcome for a 3D scene. In many cases a texture image cannot cover a large 3D model surface because of its small resolution. Conventional techniques like repeating, mirror repeating or clamp to edge do not yield visually acceptable results. Deep learning based texture synthesis has proven to be very effective in such cases. All deep texture synthesis methods trying to create larger resolution textures are limited in terms of GPU memory resources. In this paper, we propose a novel approach to example-based texture synthesis by using a robust deep learning process for creating tiles of arbitrary resolutions that resemble the structural components of an input texture. In this manner, our method is firstly much less memory limited owing to the fact that a new texture tile of small size is synthesized and merged with the original texture and secondly can easily produce missing parts of a large texture.

I. INTRODUCTION

Texture synthesis aims at generating a new texture such that its resolution and structure are instrumental in using it on wrapping a 3D model. Texture expansion plays a cardinal role in many applications where a large texture is necessary. Games along side with Geographic Information System (GIS) apps are such cases in which large unbounded resolution textures are needed. In addition, the same applies not only for diffuse textures but also for specular, normal, bump and height maps.

Structure similarity with the original input texture is one of the most investigated topics on texturing. Many texture synthesis methods aim at expanding a texture and usually on doubling its width and height. However, they simultaneously introduce a increase consumption of memory resources which severely restricts its scalability. To this end, many such methods end up on running in CPU without leveraging the power and speed of GPU. Consequently, memory efficiency is a key factor for texture synthesis and expansion.

Example-based texture synthesis techniques employ deep learning based optimization processes that seek larger resolution textures that resemble an input texture. Such methods by targeting on producing synthesized images of larger resolution textures do not have the capacity to create smaller or arbitrary resolution textures. Tiling is the only alternative for building arbitrary texture images. Therefore, tiling texture synthesis is not only capable of synthesizing larger textures but also a novel way of constructing step by step a brand-new texture or for completing missing parts of a larger texture.

In this work, we propose a new texture synthesis approach that follows the aforementioned procedure. Thus, our method is capable of generating new tiles that match structurally and have
the same morphology with the original input texture. We utilize a deep neural network to produce a new tile that can be used to expand the original texture. Subsequently, our system builds a new texture of arbitrary shape and size by artificially synthesizing tiles in any direction.

II. RELATED WORK

![Diagram of Deep Texture Tiling](https://github.com/HarisIqbal88/PlotNeuralNet)

Figure 1: Deep texture tiling: \( G_{layer} \) is the Gram Matrix of feature maps in layer \( l \) which is merely dependent on the number of filters \( N_l \). The network structure adopted is VGG19 [SZ14] but changing MaxPooling layers to AvgPooling layers. This figure was generated by PlotNeuralNet (https://github.com/HarisIqbal88/PlotNeuralNet) and then modified.

i. Texture Synthesis

Texture synthesis is a field of research that has drawn the attention of researchers for many years. Starting from simple ideas of tiling patterns and stochastic models to state-of-the-art techniques based on exemplars with all of them aiming to produce new synthesized and visually acceptable textures.

The most effective category are proved to be example-based methods that incorporate deep learning approaches [GEB15] (base of any other neural approach ahead of its time), optimization-based techniques [KEBK05], pixel-based [EL99, WL00], and patch-based methods [KSE*03, EF01].

Expanding texture synthesis is the most challenging among the texture synthesis goals. Therefore, several techniques that aim at expanding texture synthesis have been developed [KNL*15, ZZB*18]. The most recent ones rely on deep learning by producing remarkable results on expanding and even for super-resolution texture synthesis [SSH17]. By using Convolutional Neural Networks (CNNs) of many layers [TF19] or Generative Adversarial Networks (GANs) [FAW19].
These methods correlate image features to produce a new synthesized high resolution texture map.

ii. Texture Tiling

The drawback of the aforementioned approaches is the large consumption of memory resources that makes them unsuitable for GPUs. To this end, tiling seems to be the only approach to synthesizing large textures.

One of the simplest texture design techniques is repeating tile patterns such that the produced texture does not include seams. Moreover, methods generating stochastic tiles have been developed [CSHD03], [FL05] for the same texture synthesis purpose.

Thus, tiling forms a new challenge for texture synthesis and deep learning methods have already started being used to this end. One recent work that focuses on creating large tiles targeting on great resolution outcome texture is [FAW19]. This work contributes on homogenizing four texture tile outputs of GANs trained on lower resolution textures so as to produce a high resolution texture with no seam artifacts.

III. Deep Texture Tiling

We propose a novel algorithm of synthesizing tiles by using an alternative of the fundamental work by [GEB15] on neural texture synthesis. In general, by leveraging the power of a CNN of multiple layers we extract and correlate feature maps across layers of two instances of a VGG19 network given two different resolution textures in each network. Our algorithm has the ability to synthesize texture tiles in a seamless manner by optimizing the distance of feature maps across the layers of our model by using as input textures the original and a new white noise tile merged with the original texture towards a specific orientation (up, down, right, left tiling).

Consequently, we embrace the main idea of deep texture synthesis but we abandon the specific size expansion and replace it with tiling. More specifically, we correlate feature spaces targeting to produce similar representations across network layers. On the first network we forward the original image while on the second network we utilize two user input tiling factors for width and height for a new white noise tile creation that is forwarded along with the original as a merged input texture.

For correlations among network layers extraction their feature space representations $F_{lc}$ of a general feature map $F^l \in R^{n_f \times vs_f}$ are needed, where $l$ is a layer having $n_f$ filters of size $vs_f$ reshaped into one dimension vectors. This is achieved by the use of Gram Matrices:

$$G_{rc} = \sum_i F_{lr}^i F_{ci}^l$$

The total layer loss is the sum of all layer losses that are computed as the mean squared displacement of the Gram Matrices of the two VGG19 instances. As a consequence, the total loss function is defined as follows:

$$L_{total}(I_{original}, I_{merged}) = \sum_{l=1}^{N_l} \frac{w^l}{4n_f^2 vs_f^2} \sum_i (G_{original}^l - G_{merged}^l)^2$$

where $I_{original}$ is the original texture and $I_{merged}$ is a white noise texture merged with the original one having been forwarded to our system as described above and $N_l$ the number of contributory layers. The whole process and the layers contributing to the total loss function are
shown in Figure [1]. We correlate feature representations along layer1, pool1, pool2, pool3, pool4 and the corresponding weight setting for every layer contributory factor is $\frac{1}{5}$.

In some texture input cases the output of our method produces some noise in the boundaries of the original and deep generated tile. Therefore, we developed an additional preprocessing phase we call Seam Removal in which we try to vanish the seam effect of deep texture tiling method. In the noise part of the second network instance (Merged in Figure [1]) instead of using a simple noise we utilize a mirrored version of the input original texture and then we apply noise that increases exponentially as function of the distance of each column from the seam. Specifically, every pixel for the Merged part of our model is computed as:

$$\text{Noise}(i, j) = w_1 \text{Original}(i, \text{width} - j - i) + w_2 \text{RandomColor}$$

where $w_1 = e^{-\alpha j}$ with $\alpha \in (0, 1)$, $w_2 = 1 - w_1$, $i$ and $j$ rows and columns accordingly. In this manner, we make our method more robust and the produced noise outcome with $\alpha = 0.25$ and 0.05 resembles like in Figures 2a and 2b respectively. An optimal $\alpha$ can been determined by

$$\alpha = -\frac{50 \ln(0.5)}{c}$$

where $c \times r$ is the resolution of the input texture. To obtain this we have determined experimentally that the optimal visual result is derived by setting as target an attenuation of 50% (i.e. $w_1 = 0.5$) of the original mirrored image when we reach the 2% of the total number of columns (i.e. $j = c/50$). By doing so we achieve a seamless join of the two images without the mirroring effect being noticeable.

IV. Experiments & Results

Our method has been developed on Python, using Tensorflow [ABC+16] and it has been tested on an NVIDIA GeForce RTX 2080 Ti with 11GB GDDR6 RAM and 1350MHz base clock. Input texture resolution was $256 \times 256$ and we used a tiling factor of 1 for both width and height of the
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Figure 3: Results of deep right texture tiling: Odd lines have been generated by deep texture tiling for right tile construction without seam removal applied, even lines illustrate seam removal by exponential column mirroring with $\alpha = 0.15$.

generated input noise in both right and up tiling with which the original textures were merged (second VGG19 input). All outputs have been produced by 100000 iterations by utilizing the Adam optimizer [KB14] with learning rate $= 0.0005$ on our system learning process and the running average time was $\approx 2400$ secs.

In Figures 3 and 4 results of our algorithm are presented showing that synthesis of texture tiles which highly match an original texture is plausible by using our deep learning system with acceptable visual quality. Our method is able to be used in left and down tiling and in cases in which a part of texture is missing, as well. In latter cases, the merged texture in our work would be the union of all other tile surrounding the missing part.

V. Conclusions & Future Work

We presented an innovative tiling synthesis method that is capable of producing new texture tiles in any direction. Moreover, we introduce a new method for reducing seam effect in texture synthesis. Based on the results, our method has proven to be very effective on tile texture synthesis bearing an essential advantage for GPU texture synthesis execution due to the fact that tiles could be generated in small resolutions step by step, making even low RAM GPUs capable of synthesizing high resolution textures. As future work, we are targeting at implementing and applying the same process in a GAN structure, expanding our method to style transfer by creating new tiles of mixed styles.
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