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Single Encoding Diffusion MRI: a Probe to Brain Anisotropy

Maëliss Jallais and Demian Wassermann

Abstract This chapter covers anisotropy in the context of probing microstructure of the human brain using single encoded diffusion MRI. We will start by illustrating how diffusion MRI is a perfectly adapted technique to measure anisotropy in the human brain using water motion, followed by a biological presentation of human brain. The non-invasive imaging technique based on water motions known as diffusion MRI will be further presented, along with the difficulties that come with it. Within this context, we will first review and discuss methods based on signal representation that enable us to get an insight into microstructure anisotropy. We will then outline methods based on modeling, which are state-of-the-art methods to get parameter estimations of the human brain tissue.

1 Accessing Brain Anisotropy using Diffusion MRI

1.1 Introduction

Diffusion-weighted MR imaging is a non-invasive tool used to probe tissue microstructure. During a typical acquisition of tens of milliseconds in brain imaging, water molecules can displace up to tens of micrometers. Diffusion is therefore sensitive to a wide range of microstructural and physiological parameters in the tissue. The diffusing molecules get restricted by the boundaries of the underlying microstructure of tissues. Diffusion anisotropy corresponds to the hindrance of those molecules, otherwise free diffusing (i.e. isotropically). Changes in anisotropy have been related to brain diseases such as ischemia, multiple sclerosis, trauma, or brain...
tumors [2, 58]. Diffusion anisotropy is therefore considered as a potential biological marker for changes in tissue microstructure. A loss of anisotropy can also be the sign of an increasing isotropy, as neurons grow in size. Panagiotaki et al. [57] notably use this change to study the evolution of tumor cell size in response to a drug. An understanding of the origin of anisotropy change and a combined study of both anisotropy and isotropy can therefore lead to great discoveries on a tissue microstructure and its evolution.

An ultimate goal of a Magnetic Resonance (MR) diffusion theory is then to relate the microstructural and physiological parameters quantitatively to the diffusion-weighted signal. This task appears to be complicated as deducing those parameters constitutes a complex inverse problem requiring careful modeling of the diffusion signal over a wide range of diffusion time and diffusion weightings (diffusion weightings will be further explained in section 2.2).

Regarding its cellular composition, brain can be decomposed in two main parts: white matter and grey matter. The former designates regions that contain mainly long-range myelinated axons, which cross the brain connecting different parts of grey matter, and relatively few cell bodies. A method to study those connections is called tractography and has been well explored during the past few years [28]. Grey matter contains mainly cell bodies, connected by neurites, and relatively few myelinated axons. Anisotropy exists in both white matter and grey matter and is due to the presence of cells with long cylindrical processes (axons in white matter and neurites in grey matter). Its presence, or its absence, will provide us with key information about the tissue structure at the cellular level.

Fick et al. dedicated a review on existing diffusion anisotropy metrics [14], which includes Fractional Anisotropy (FA) [3], Generalized Fractional Anisotropy (GFA) [60], Propagator Anisotropy (PA) [50], Orientation Dispersion Index (ODI) [67], and microscopic Fractional Anisotropy (µFA) [33]. We present here a complementary approach, which considers anisotropy as a probe for accessing microstructure, either through signal representations or tissue modeling.

### 1.2 Anisotropy as Reflected by Water Motion

Particles suspended in a fluid are constantly undergoing small random movements, which is known as Brownian motion [43]. The physical process of a steadily spread of a substance is called diffusion. Diffusion can therefore be considered a macroscopic manifestation of Brownian motion on the microscopic level. When no barrier impedes diffusion preferentially in one direction over another, molecular displacements are equal in all directions. This is known as isotropic diffusion. However, in brain, molecule movements are hindered by cell membranes. Diffusion is then not equal along all directions anymore and has become anisotropic. The distance traveled by a water molecule depends on its interactions. Certain geometric characteristics of the underlying structure at the microscopic level can therefore be inferred from the molecule movements [32]. The further a molecule travels during the time
of an acquisition, the greater signal attenuation we get. The objective is to use this attenuation to deduce the structure of the medium where the water molecules are trapped in.

Depending on the diffusion time, i.e. the amount of time between two gradient pulses (see section 2.1), the information we get about the structure will be different. If the diffusion time was extremely short, only the local intrinsic diffusivity of the fluid, i.e. the rate at which particles can spread, would be measured. The hindrance effects would only become apparent at longer times. The degree of anisotropy hence also depends on the diffusion time.

1.3 Structural Brain Anisotropy

Brain tissue is very anisotropic due to the cylindrical shapes of axons and processes. Water molecules within those fibers will on average move further along them than across them due to their small diameter. Typical axon diameter in humans is of the order of 1-10 µm [5]. Process diameters in grey matter lie between 0.1 and 15 µm.

The strong anisotropy in white matter due to the axons encouraged its wide study over the past decades. The more complex tissue structure and weaker anisotropy in grey matter make its study harder. The presence of isotropy in grey matter is partly due to the numerous somas whose shapes resemble spheres (see 4.1). Soma diameters range between 20 and 120 µm. White matter models need to be adapted to account for the presence of somas in order to be applied to grey matter [38, 53]. Myelin also appears to modulate the degree of diffusion anisotropy between axons and processes (and so between white matter and grey matter), but has a smaller role in anisotropy than membrane [6].

Note that anisotropy is not only a property of neural fibers. Anisotropy has also been observed in liquid crystals, muscles and other tissues, even in fruits and vegetables [5]. The degree of fractional anisotropy (see section 3.1) is however higher in healthy neural fibers than in other tissues such as skeletal muscle, kidney, and myocardium [11, 18].

1.4 Measuring Anisotropy using Diffusion MRI

Using Diffusion Magnetic Resonance Imaging (dMRI) as a non-invasive probe in human brain, we aim at getting information about its structure. The acquired diffusion signal is a sum of the diffusion signals coming from each compartment weighted by their relative volume fractions [56], and is therefore modulated by the geometry of the tissue microstructure. Relevant information to infer from it are soma diameters, soma and process densities, and diffusivities. Two complementary approaches have emerged for extracting these information about the tissue microstructure from the
diffusion signal: signal representation and tissue modelling (denomination from Novikov et al. [48]).

Signal representations aim at quantifying parameters and are model-independent mathematical expressions. Their parameters do not carry any particular physical meaning. Representations can be used to store, compress or compare measurements. There is an infinite way to represent a continuous function. One chooses a representation according to the need of a particular neuroimaging study [44]. Although signal representations are suited for all kind of tissues, they lack specificity and provide only an indirect characterization of the microstructure.

Biophysical tissue models rely on a schematic geometry of the underlying tissue. They are pictures representing a physical reality relying on assumptions meant to simplify the complexity of a biological tissue. A good model only keeps relevant features which characterize the tissue and discards irrelevant degrees of freedom. The designed analytical expression is then fit to the diffusion data in order to estimate these relevant features of the microstructure. This advantage of providing greater specificity and interpretation of biologically-relevant parameters appears to be the weakness of the method. Indeed the initial geometric assumption must be chosen as to accurately capture all of the features of the tissue that effectively impact the diffusion signal in a given acquisition range [48], but we also must be able to mathematically solve this inverse problem. Model validations are important because a wrong model could lead to wrong interpretations of a physical phenomenon.

Techniques from these two approaches, signal representations and tissue modelling, will be reviewed respectively in parts 3 and 4.

2 Diffusion MRI: Introduction to a Non-Invasive Imaging Technique

Nuclear Magnetic Resonance Imaging allows to non-invasively study the brain in-vivo, and in particular brain anisotropy, induced by its microstructure.

2.1 Diffusion MRI Acquisition Sequence

Consider an MRI acquisition sequence. After slice selection, all the nuclei on this plane are precessing at the same frequency. To obtain a diffusion MR image, two gradient pulses are added to the acquisition sequence. The first applied pulse is going to make the particles go off phase. We then apply a second gradient with the same strength in the opposite direction, during the same amount of time. If molecules stayed still between those two gradients, they would have all come back to their original phase, the two gradients cancelling each other. However, after turning the first gradient on, molecules are moving randomly (Brownian motion). After a certain evolution time, if molecules are not at the same location, the second gradient causes
destructive interference, which results in a loss of signal. The further a molecule travels from its initial position during the time between the two diffusion gradients along the gradient direction, the greater signal attenuation we get. The ratio between the signal obtained with diffusion gradients and the one without them quantifies the amount of ongoing diffusion. The objective is then to deduce the structure of the medium where the water molecules are trapped in from those signal losses.

2.2 Mathematical Foundations

Stejskal and Tanner invented in 1965 the Pulsed Gradient Spin Echo (PGSE) sequence [59] to measure diffusion in a specific direction. In this sequence, two opposite diffusion gradients are applied during a time $\delta$, separated by an interval $\Delta$. The diffusion-weighting is globally encoded by the $b$-value [37], and reflects the strength and timing of the gradients used to generate the diffusion weighted images. This factor is computed as follow:

$$b = \gamma^2 g^2 \delta^2 (\Delta - \delta/3) ,$$

(1)

where $\gamma$ (MHz$^{-1}$) is the nuclear gyromagnetic ratio of the water proton $^1H$ and $g$ is the strength of the diffusion gradient. In the following sections, $g$ encodes the direction of the applied diffusion weighting in addition to its strength ($g = ||\mathbf{g}||$), and $\hat{g}$ is the corresponding unit vector ($\hat{g} = g/||\mathbf{g}||$).

The quantity $E(b) = S(b)/S_0$ expresses, for each voxel, the attenuation of the diffusion-weighted signal along the selected gradient direction, $S_0$ being the image acquired without diffusion gradients. In the absence of restrictions (free diffusion), the signal attenuation can be expressed as:

$$E(b) = e^{-bD} ,$$

(2)

with $D$ the diffusion coefficient.

If $\delta$ is assumed to be infinitely narrow, i.e. the diffusion during that time is negligible, the signal attenuation can be related to the ensemble average propagator (EAP) $P(r, \tau)$ via a Fourier relationship under the q-space formalism [59, 9]:

$$E(q, \tau) = \frac{S(q, \tau)}{S_0} = \int_{\mathbb{R}^3} P(r, \tau) e^{-2\pi i q \cdot r} dr ,$$

(3)

where $q$ is the wave vector and $\tau$ the diffusion time, which, for the PGSE sequence, are expressed as

$$q = \gamma \delta g / 2\pi \text{ and } \tau = \Delta - \delta/3 .$$

(4)

The diffusion time $\tau$ expresses the time interval during which spins are allowed to diffuse before measurement. By increasing the spatial frequency $q = ||\mathbf{q}||$ it is
possible to achieve a higher spatial resolution of $P(r, \tau)$ in the displacement space described by $r$.

2.3 Acquisition strategies

Experimental parameters, and especially $q$ and $\tau$, influence the diffusion signal attenuation along different gradient directions, and therefore the estimation of diffusion anisotropy. Ideally, many gradient directions, $q$-values and diffusion times would be required to completely characterize diffusion anisotropy in a tissue. In practice, the sampling strategy depends on the application and on the chosen signal representation. This way, only one shell of gradient directions and a single $b$-value are usually used in DTI (see section 3.1). Also using only one shell at a higher $b$-value and more directions, are the High Angular Resolution Diffusion Imaging (HARDI) schemes, which aim at increasing the angular resolution of the diffusion signal with the intent of resolving crossing tissue configurations [61]. Different diffusion-weightings signal acquisitions are also needed for some signal representations. In that case, multi-shell acquisitions are set up using different $q$-shells with fixed diffusion time. Each shell then represents a collection of samples in the three-dimensional space with the same $q$-value. An optimal spatial coverage is important to measure the diffusion signal as efficiently as possible. Expansions have been proposed such that all the acquired samples lie on different non-collinear directions [10]. This multi-shell design can be extended to $\tau$-shells, called $q\tau$ acquisitions [13] in order to exploit different values for both $q$ and $\tau$. In that case, a complete $q$-shell scheme is acquired for each desired diffusion time. Ning et al [44] reviews and compares 16 reconstruction algorithms (single and multi-shells) to help determine an appropriate acquisition protocol (number of $b$-values) and the analysis method to use for a particular neuroimaging study.

2.4 Difficulties

A main drawback to take into consideration is inherent to the dMRI acquisition process. Due to the acquisition device limitations and the mesoscopic size of neurons, one voxel, at the macroscopic scale, includes thousands of somas and processes. This means that the acquired signal is an average of the signal coming from all those cells. Several issues have then to be considered.

First, the acquired signal in a voxel will be an average of the signal of all the diffusing molecules within this voxel, which could correspond to not less than 3000 axons in white matter. Features that will then be computed from it, such as anisotropy, will be an average of all the components in the tissue. One needs to note that every tissue is made of several compartments and that the signals from each of these compartments where water molecules are present are averaged. Investigations
using diffusion-weighted spectroscopy, an imaging technique with increased cellular specificity, are also led to try and target specific compartment(s) [54, 38]. This average problem leads to a second issue: a small change in anisotropy (or other features) can actually reflect greater pathological differences. It means that there needs to be a big change in the voxel to be able to detect it in the acquired diffusion signal. Third issue is that anisotropic cellular elements might be considered as isotropic due to the tree pattern of processes within grey matter [26] or to crossing fibers in white matter. At least, as expected from an acquisition, the signal is noisy. Low concentration of water molecules in some tissue (and thus long scan times) can lead to a poor signal-to-noise ratio.

In addition to those issues, we must recall that the spacing between axons, axon diameter, myelin thickness, etc are all also variables, even within the same tract, which adds to the complexity of the problem. The barriers to diffusion have also not a simple nor regular geometry. The correspondence between the biological features of the tissue and the non-invasive diffusion measure is therefore not straightforward.

3 Quantifying Anisotropy via Signal Representation

Signal representation is an indirect method that aims at describing the diffusion signal with no assumptions about the underlying structure. It can therefore be applied to healthy or diseased tissues. Several methods are described, with an emphasis made on the cumulant expansion, which is the most widespread signal representation.

3.1 Cumulant Expansion

Common signal representations are based on the cumulant expansion [65, 39], which corresponds to a development of the logarithm of the signal in polynomials up to a given order in $b$:

$$\ln \left( \frac{S(b)}{S_0} \right) = -bD + \frac{1}{6}(bD)^2K + \ldots$$

(5)

where $D$ is the diffusion coefficient and $K$ the kurtosis. This formula can also be written in the tensor form:

$$\ln \left( \frac{S(b)}{S_0} \right) = -bC^{(2)}_{i_1 i_2} g_{i_1} g_{i_2} + b^2C^{(4)}_{i_1 \ldots i_4} g_{i_1} \ldots g_{i_4} - \ldots$$

(6)

where $C^{(l)}$ are the cumulant tensors, and $g$ is the direction of the applied diffusion weighting (see section 2.2). Note that Einstein’s convention of summation over repeated indices is used here.

An expansion in moments, which corresponds to a Taylor expansion of the signal, is also possible. While expansions in moments and in cumulants are mathematically
equivalent, for a similar order truncation at some fixed (low) order, the cumulant series provides a more accurate estimation of the dMRI signal than a moment expansion. Moment expansion is more optimal for analytical treatments because contributions from different tissue compartments add up. A combinatorial relation exists between the two expansions [40, 65]. Computing the cumulant tensors and converting them into moments is promoted to be the most numerically stable methodology to adopt [49].

One of the most popular MRI techniques in brain research as well as in clinical practice is Diffusion Tensor Imaging (DTI) [3], based on the cumulant expansion up to the first order in \( b \). This technique is valid for low diffusion weighting \( b \ll (DK)^{-1} \). Note that this technique does not assume that the medium is homogeneous with unrestricted diffusion (\( K=0 \)), which appears to be not true for most biological tissues, but that it follows a Gaussian law when \( b \ll (DK)^{-1} \).

Using tensor decomposition, three eigenvalues \( \lambda_1, \lambda_2 \) and \( \lambda_3 \) reflecting axial and radial diffusivity of molecules within fibers and in the extra-cellular space are computed (see Figure 1). The difference between those two diffusivities enable to define variables such as Mean Diffusivity (MD) (the average of all the eigenvalues) or Fractional Anisotropy (FA), defined as follow:

\[
FA = \frac{\text{std}(\lambda)}{\text{rms}(\lambda)} = \sqrt{\frac{1}{2} \left( \frac{(\lambda_1 - \lambda_2)^2 + (\lambda_2 - \lambda_3)^2 + (\lambda_3 - \lambda_1)^2}{\lambda_1^2 + \lambda_2^2 + \lambda_3^2} \right)}
\]  

(7)

Those two measures are complementary, as they bring different information to the comprehension of a tissue (Figure 2). Hofstetter et al. [19] used MD to hypothesize the presence of bigger cells in the brain after a learning session. Beaulieu et al. also investigated anisotropy in the human brain grey matter using DTI [4].

Diffusion Kurtosis Imaging (DKI) goes beyond DTI and its first order expansion by also estimating the kurtosis of the diffusion probability distribution function [25]. The kurtosis quantifies the non-Gaussianity of a distribution. The information that it provides is complementary to DTI metrics. Fitting the kurtosis tensor significantly improves the accuracy of the diffusion tensor estimation [64]. In a same way, extending the series to the sixth order cumulant (in \( b^3 \)) also increases the accuracy of the kurtosis estimation, albeit with a penalty on precision.

In order to estimate the six independent components of the diffusion tensor, the minimal required data is one \( b = 0 \) (unweighted) image and six non-collinear directions on a single diffusion weighting, or “shell”. The additional estimation of the 15 independent components of the kurtosis tensor requires a minimal acquisition of one \( b = 0 \) image and one or two nonzero shells with 15 non-collinear gradient directions, so that a total of 22 diffusion-weighted images are acquired [64]. The choice of the shell \( b \)-values is a trade-off between accuracy and precision. The \( b \)-values should be as low as possible to respect the validity of the cumulant expansion, but slightly higher values enable to limit the impact of noise [12]. Jelescu et al. [21] suggest a typical value around \( b = 1 \text{ ms } \mu\text{m}^{-2} \) for DTI and \( 2 \text{ ms } \mu\text{m}^{-2} \) for DKI in vivo. For further details on the optimization of acquisition parameters for precise
measurement of diffusion in anisotropic systems, we invite the reader to have a look at the work of Jones et al. [31].

Fig. 1 Isotropic diffusion in somas can be modeled by a sphere (left). Anisotropic diffusion in neurites can be represented by an ellipsoid reflecting axial ($\lambda_1$) and radial ($\lambda_2$ and $\lambda_3$) diffusion. This image has been inspired by the book chapter written by Christian Beaulieu [4].

Fig. 2 Mean diffusivity (MD) and fractional anisotropy (FA) are two complementary measures. Here are three examples of ellipses ranging from isotropic to anisotropic that have the same mean diffusivity ($0.7 \times 10^{-3} \text{mm}^2 \text{s}^{-1}$). This image has been inspired by the book chapter written by Christian Beaulieu [4].
3.2 Other representations

Yablonskiy et al. [66] hypothesize that the acquired diffusion signal is a sum of signals originating from many spin packets, present in different cell types, at different positions. Each spin packet having then different trajectories and facing different hindrances, they make the assumption that they all have a different apparent diffusion coefficient (ADC). Hence, they introduced a distribution of diffusion coefficients $\rho(D)$, and expressed the diffusion signal as following:

$$\frac{S}{S_0} = \int_0^{\infty} \rho(D)e^{-bD} dD$$  \hspace{1cm} (8)

Theoretically, the distribution of diffusion coefficients can be estimated using the inverse Laplace transform. In practice, some functional form needs to be assumed for $\rho(D)$ due to the mathematical ill-conditioning of the inverse Laplace transform. In addition, a very strong diffusion weighted regime is needed for the estimated distribution to accurately reflect the tissue distribution of diffusion coefficients [34, 47].

Jian et al. [29] propose a statistical method to infer connectivity patterns based on the characterization of the water molecule diffusion by a continuous distribution of diffusion tensors. They described the MR signal attenuation as the Laplace transform of this probability distribution defined on the manifold of symmetric positive-definite tensors. Combined with a spherical deconvolution approach, displacement probability functions and distinct fiber orientations can be estimated in each voxel in a HARDI dataset.

The multi-shell Mean Apparent Propagator (MAP)-MRI method, as proposed by Özarslan et al. [50], expands the signal using harmonic oscillator basis functions. It indeed represents the diffusion-weighted signal by an anisotropic Gaussian modulated by a series of Hermite polynomials. This method allows the estimation of three-dimensional EAP, where both restricted (non-Gaussian) diffusion and crossing axons can be represented. However, according to [44], this method fails to estimate crossing angles correctly. The strength of the method resides on its capacity to accurately estimate diffusion properties such as return-to-origin probability, and mean-squared displacement. The propagator anisotropy (PA) metric was derived from this method, which is a measure of dissimilarity between the reconstructed EAP and its closest isotropic approximation EAP.

Hanyga et al. [17] proposed a new space-fractional diffusion model based on an anomalous anisotropic diffusion equation that preserves positivity. This method seems well-suited for applications to DTI [42].

Other representations exist, but have not been included in this chapter.
3.3 Limitations

The validity and therefore the usefulness of the cumulant expansion depends on its convergence towards the acquisition signal, characterized by the convergence radius \( b_c \) [35]. If \( b < b_c \), then the series can be approximated using a couple of low terms in equation 6, higher order terms being flooded by the noise, i.e. small contributions to the signal can not be decoupled from the noise in experimental data. The number of parameters to estimate is then reduced, but a good accuracy does not assure its validity. Otherwise, if \( b > b_c \), the series in equation 6 diverges which means that the model function cannot be reduced to a polynomial. A good quality fitting gives then more credit to the underlying model.

Hutchinson et al. [20] compare the DTI, DKI, MAP-MRI and NODDI (see section 4.4.1) methods in different experimental conditions to study the influence of noise and sampling (among others) on parameter estimations. All methods proved to be influenced by the acquisition parameters such as the b-values, the resolution, the SNR and the diffusion time. The need of DKI to fit a higher order tensor explains its high sensitivity to noise.

Regional issues are also to be noted, related to crossing fibers, which can be detected as isotropic zones [1]. Indeed, several diffusion directions are possible in that case. The angular resolution needs to be high enough and the model designed to take this particular case into account.

4 Biophysical Modeling to Measure Anisotropy

This second approach is based on a biophysical model designed for a particular tissue geometry. This model is fit to the diffusion signal acquired, which allows the estimation of the relevant parameters of the microstructure. While it can provide a greater specificity of biological parameters, the design of the model remains difficult, as it needs to accurately capture all the features that effectively and substantially impact the diffusion signal in a given acquisition range (the coarse graining problem, see [46]).

Another big challenge of this approach comes from the number of unknowns to estimate after the definition of all effective parameters. To estimate them all we would need a lot of different b-values. This is unfeasible in clinical applications, because first the gradients used in clinical MRIs are not strong enough, and secondly it would require a patient to stay in the MRI device for a very long time. Some methods rely on constraint to bypass this problem, as presented in section 4.4.
4.1 Multi-compartmental Model

Tissue in the brain can generally be decomposed into four compartments. The first one corresponds to the somas, which are the central part of the neurons, mainly present in grey matter. Glial cells are also comprised in this compartment, as done by Palombo et al. [54]. However, their possible high exchange rate with the extracellular space (ECS) is still a matter of discussion and this argument would argue in favor of their better modeling in the ECS compartment [15]. Somas can be modeled as spheres of different diameters. Neurites, the second compartment, connect those neurons together, either in short distances in grey matter (they are called dendrites), or long distance connections in white matter (axons). The diffusivity across the processes is considered zero due to the restriction implied by the fixed small diameter. Processes can therefore be modeled by cylinders with zero-radius (“sticks”) (see part 4.2 below). The orientation of a collection of processes within a voxel is characterized by an orientation distribution function (ODF) [60]. The third compartment corresponds to extra-cellular space (ECS) and is modeled as Gaussian anisotropic. The last one is the cerebrospinal fluid (CSF), which could contribute if a voxel contains part of a ventricle, and corresponds to free diffusing molecules. It is hence modeled as free diffusion.

The acquired water signal originates from these four compartments and are weighted according to their relative signal fraction \( f \):

\[
S(b) = f_{\text{somas}} \cdot S_{\text{somas}}(b) + f_{\text{neurites}} \cdot S_{\text{neurites}}(b) + f_{\text{ECS}} \cdot S_{\text{ECS}}(b) + f_{\text{CSF}} \cdot S_{\text{CSF}}(b),
\]

with \( f_{\text{somas}} + f_{\text{neurites}} + f_{\text{ECS}} + f_{\text{CSF}} = 1 \). Remark that \( f_{\text{somas}} \), \( f_{\text{neurites}} \), \( f_{\text{ECS}} \) and \( f_{\text{CSF}} \) are not the relative volume fractions due to the T2 differences between the compartments. In the following models presented, a combination of those compartments is used to model particular tissues and keep only the relevant compartments. Note that a common assumption is made that the exchanges between the compartments can be neglected at the time scales of clinical dMRI, at least in white matter. The estimation of exchange rate in vivo is challenging and more investigations are needed to validate this hypothesis in white and gray matter.

4.2 Neurites as Sticks

Neurites have been modeled by zero-radius impermeable cylinders, characterized by their longitudinal diffusivity, the transverse diffusivity being considered zero. These neurites are called “sticks” and correspond to the most anisotropic Gaussian compartment possible [7, 36, 26].

The intra-neurite response function, i.e. the diffusion signal from water inside a stick of diffusivity \( D_n \) pointing in the unit direction \( \hat{n} \), is defined as:

\[
G_{\hat{n}}(\hat{g}, b) = e^{-bD_n(\hat{g} \cdot \hat{n})^2},
\]
with $\hat{g}$ being the unit gradient direction of the measurement. It is determined by $\cos \theta \equiv \hat{g} \cdot \hat{n}$, where $\theta$ is the angle between $\hat{n}$ and $\hat{g}$.

The signal, after being isotropically averaged over multiple gradient directions $\hat{g}$, is the following [8, 30, 24]:

$$S \approx \beta \cdot b^{-1/2}, \quad (11)$$

with $\beta = \sqrt{\frac{\pi}{4} \cdot f_{\text{neurites}}/(D_{||})^{1/2}}$.

In brain tissue, at sufficiently large b-values, the extra-axonal space signal is exponentially suppressed, its diffusivity being non-zero in any direction. The only remaining signal in white matter comes from the axons ($S_{\text{neurites}}$ in equation 9), and follows the power law from Equation 11 [41, 62]. This equation captures the very anisotropy of white matter.

Veraart et al. [63] recently proved that the radius of the axons can be estimated for very high b-values, where the transverse diffusivity is not considered null anymore. The direction-averaged DWI signal then follows the following law:

$$S \approx \beta e^{-bD_{a} \cdot \hat{n}} \cdot b^{-1/2} \quad (12)$$

Such law however does not hold in gray matter, which indicates that white matter and grey matter require different models in order to accurately capture their microstructure. Several hypothesis have been elaborated to explain the different behaviour of gray matter DWI signal. McKinnon et al. [41] and Veraart et al. [63] suggest that an increased permeability in cell membranes of neurites in gray matter might be the cause of an increased exponent, while Palombo et al. [52] advocate the abundance of cell body in gray matter. Özarslan et al. [51] suggest that curvy projections, along with longer pulse duration, lead to a disappearance of the $b^{-1/2}$ decay.

### 4.3 Standard Model of Diffusion in Neural Tissue

The measured diffusion signal in brain is a sum of anisotropic compartments. It can be modeled as a convolution between a response kernel $K$ from a perfectly aligned fascicle pointing in the direction $\hat{n}$ and the fiber orientation distribution (ODF) $\mathcal{P}(\hat{n})$ normalized to $\int d\hat{n}\mathcal{P}(\hat{n}) \equiv 1$.

$$S_{\hat{g}}(b) = \int_{|\hat{n}|=1} \mathcal{P}(\hat{n})K(b, \cdot \hat{g} \cdot \hat{n})d\hat{n}, \quad (13)$$

$\hat{g}$ being defined in section 2.2.

In the case of white matter, the kernel can be written as:

$$K(b, \xi) = S_{0} \left[ f e^{-bD_{a} \cdot \xi^{2}} + (1 - f - f_{\text{CSF}}) e^{-b(D_{||} - D_{a}) \cdot \xi^{2}} + f_{\text{CSF}} e^{-bD_{\text{CSF}}} \right], \quad (14)$$
with \( \xi = \hat{g} \cdot \hat{n} \). Those exponential contributions correspond to the intra-axonal space modeled by a stick compartment (Equation 10), the extra-axonal space modeled by an axially symmetric Gaussian compartment with transverse and longitudinal diffusivities \( D^\perp_e \) and \( D^\parallel_e \), and the cerebrospinal fluid (CSF) compartment. All those compartments are represented in figure 3. This decomposition has been widely used in white matter by the community. As a consequence, Novikov et al. suggested to call it the Standard Model (SM) [46]. For the sake of reference, we will also refer to it as the SM in this chapter.

Fig. 3 Standard Model of diffusion in neuronal tissue. Two-compartment model (intra- and extra-neurite spaces) described by 4 independent parameters: \( f, D_a, D^\parallel_e \) and \( D^\perp_e \) and a fiber orientation distribution \( P(\hat{n}) \). This figure is reproduced from Novikov et al. [49].

4.4 Standard Model Parameter Estimation using Constraints

In the previous sections we presented the SM of diffusion in neural tissue as a sum of anisotropic Gaussian compartments, as defined by Novikov et al. [46]. We will now introduce some methods based on the SM that rely on constraints to overcome the challenge of estimating many biological parameters of interest.

4.4.1 Neurite Orientation Dispersion and Density Imaging

In order to reduce the number of parameters that need to be estimated, Zhang et al. [67] proposed to impose restrictions on the intrinsic diffusivities. They introduced a method called Neurite Orientation Dispersion and Density Imaging (NODDI), which relies on a three-compartment SM (intra-axonal space, extra-axonal space and CSF), described by seven parameters: volume fractions \( f_{\text{intra}} \) and \( f_{\text{iso}} \), diffusivities \( D^\parallel_a \), \( D^\parallel_e \), \( D^\perp_e \) and \( D_{\text{iso}} \), and the orientation dispersion modeled by a Watson distribution of concentration parameter \( \kappa \). By fixing the diffusivities to the following values:
only the two volume fractions and the orientation dispersion need to be estimated.

Although this method allows to estimate the parameters, the validity of those constraints need to be questioned. To begin with, if we admit that the equalities are correct, they imply that a small deviation from the fixed values, as occurs in cerebral ischemia, will induce a non-negligible bias in the other parameters estimation, leading to false interpretations. However, studies using Diffusion weighted spectroscopy MR which can quantify the diffusion of specific metabolites (e.g. [55]), suggest, through the study of metabolites specifically found on different sections of the neurons and extra cellular tissue, that such diffusivity is not constant across the whole brain. Whether and how these findings can be used to shed light on water diffusion in the brain, is an open question.

Another drawback of this method is that it leads to indetermination, which means that NODDI returns one possible result among a multiplicity of mathematical solutions by fixing $D_a^\parallel = D_e^\parallel$ [23, 49]. If we consider the case where all the parameter constraints are released and the CSF compartment neglected (called NODDIDA [22], which stands for NODDI with diffusivity assessment), two distinct solutions to the estimation problem exist: $D_a^\parallel > D_e^\parallel$ and $D_a^\parallel < D_e^\parallel$ (see Figures 8 and 9 in Jelescu et al. [23]). Both solutions lie within biologically plausible ranges, and determining which solution is biologically correct is an active field of research, although most studies are suggesting $D_a^\parallel > D_e^\parallel$. At least, the tortuosity approximation that relates $D_e^\perp$ and $D_e^\parallel$ has been invalidated in the case of tight packings of axons [45].

### 4.4.2 White Matter Tract Integrity Metrics

Another approach to estimate the relevant features of interest in a tissue proposes to relate the scalar parameters to the DKI components. Called White Matter Tract Integrity (WMTI) [16], it is a two-compartment SM that relies on the assumption that sticks are highly aligned within a voxel.

The tissue is described as a sum of two Gaussian compartments (intra- and extra-axonal space, Equation 9 with $f_{somas} = 0$ and $f_{CSF} = 0$), where axons are modeled as sticks embedded in a Gaussian anisotropic extra-axonal medium. Each compartment is characterized by a tensor $(D_a$ and $D_e$) derived from the kurtosis tensors $D$ and $K$. In any direction $j$:

$$D_j = f_{intra} D_{a,j} + (1 - f_{intra}) D_{e,j},$$

$$K_j = 3 f_{intra} \cdot (1 - f_{intra}) \frac{(D_{e,j} - D_{a,j})^2}{D_j^2}$$

$$D_a^\parallel = D_e^\parallel = 1.7 \mu m^2/ms$$

$$D_e^\perp = (1 - f_{intra}) \cdot D_e^\parallel$$

$$D_{iso} = 3 \mu m^2/ms$$
We retrieve the two possible mathematical solutions mentioned before, as demonstrated by the square in equation 19. The solution chosen in this method is $D_a \parallel < D_e \parallel$, which leads to:

$$f_{\text{intra}} = \frac{K_{\text{max}}}{K_{\text{max}} + 3}, \quad (20)$$

$$D_{e,j} = D_j \left[ 1 + \sqrt{\frac{K_j \cdot f_{\text{intra}}}{3(1 - f_{\text{intra}})}} \right], \quad (21)$$

$$D_{a,j} = D_j \left[ 1 - \sqrt{\frac{K_j (1 - f_{\text{intra}})}{3f_{\text{intra}}}} \right]. \quad (22)$$

Although WMTI enables to capture the changes of diffusivities, it has two main limitations. First, this approach is limited to regions of highly aligned single fiber bundles, which are only present in some white matter regions. Jespersen et al. suggested a method that alleviates this assumption by assuming a Watson distribution of the axons (like in NODDI) [27]. Second, as it relies on the DKI decomposition, this method is only restricted to the low b-value regime, which could lead to some bias.

### 4.5 LEMONADE

As explained in section 4, estimating both compartment diffusivities and orientation dispersion of neurites simultaneously is problematic and tends to be biased. Some methods suggest fixing some parameters such as NODDI or to limit its application to coherent fibers only as WMTI to work around these problems. Releasing these constraints necessitates to estimate a larger number of parameters.

A very recent method in white matter estimates the scalar parameters of a two-compartment kernel separately from the ODF without any constraints. The method developed by Novikov et al. [49] is based on the modeling of the diffusion signal as a convolution of the ODF and the response kernel from a perfectly aligned fiber segment, as presented in section 4.3. It can be decomposed into two steps. A first step solves an algebraic system of equations that relates the kernel parameters to the signal moments for low b-values. This part was called LEMONADE, which stands for Linearly Estimated Moments provide Orientations of Neurites And their Diffusivities Exactly. It requires at least 3 non-zero b-shells inferior to 2.5 ms $\mu$m$^{-2}$ and returns estimates for $f_{\text{intra}}$, $D_a \parallel$, $D_e \parallel$, $D_e \perp$ and $p_2 = \frac{3(\cos \phi)^2}{2} - 1$, which gives an estimate of the orientation dispersion. In a second step, a rotationally invariant energy function of the system is minimized exploiting all available data and using the first estimates as initialization values.

This method emphasizes the existence of the two mathematical solutions as introduced before, and shows that, in principle, the degeneracy can be avoided using
measurements up to the 3rd order of b-values. However, due to noise in the data, the solution selection remains difficult in practice and individual validation should be carried out.

The assumptions made in this approach are, as in the other methods previously presented, the existence of only two compartments, the uniformity of diffusivities across all axons in the voxel, and axial symmetry of the kernel. These assumptions are also the limitations of the model used. Validation in the case of pathological tissue also needs to be investigated.

We refer the reader to Jelescu and Budde’s review on the accuracy and validation of biophysical parameters of different diffusion models in white matter, which includes the ones presented before [21].

5 Summary and above

We have shown two main approaches to describe microstructure anisotropy using diffusion MRI: signal representation and biophysical modeling. While the former are general and make no assumptions about the underlying tissue, models are designed for a particular tissue and therefore provide greater specificity and interpretation of the estimated biological parameters. The difficulties in modeling reside in accurately capturing the features that effectively and substantially impact the diffusion signal in a given acquisition range, and being able to correctly fit the model (inverse problem).

Anisotropy provides great insight into a tissue structure, and its evolution can enlighten the progression of certain pathologies. The presence of isotropy must not be neglected either, as it can be a great marker of other microstructures, such as in grey matter where it denotes the presence of somas.

Although great progresses have been made during the last decade, some questions remain unresolved. To cite a few, we can wonder to which extent we can consider compartments as non-exchanging. Diffusion time, brain region and myelination of the tissue will most likely impact the answer of this question. Can we also come up with methods less sensitive to the signal-to-noise ratio or a way to disentangle thermal noise and artifacts from the signal of interest?
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