ABSTRACT

We present PLONQ, a progressive neural image compression scheme which pushes the boundary of variable bitrate compression by allowing quality scalable coding with a single bitstream. In contrast to existing learned variable bitrate solutions which produce separate bitstreams for each quality, it enables easier rate-control and requires less storage. Leveraging the latent scaling based variable bitrate solution, we introduce nested quantization, a method that defines multiple quantization levels with nested quantization grids, and progressively refines all latents from the coarsest to the finest quantization level. To achieve finer progressiveness in between any two quantization levels, latent elements are incrementally refined with an importance ordering defined in the rate-distortion sense. To the best of our knowledge, PLONQ is the first learning-based progressive image coding scheme and it outperforms SPIHT, a well-known wavelet-based progressive image codec.

Index Terms — progressive coding, quality scalable coding, embedded coding, variable bitrate compression, nested quantization

1. INTRODUCTION

Recent developments of learning based lossy image [1, 2, 3, 4, 5, 6] and video compression [7, 8, 9, 10, 11] schemes have witnessed remarkable success in achieving state-of-the-art rate-distortion (R-D) performance compared to traditional codecs in a variety of benchmark datasets. Leveraging the expressiveness of deep auto-encoder networks, these works compress an image by learning a nonlinear transform between the image and the latent, along with a learned entropy model in order to encode the quantized latent. The optimization objective is often framed as a tradeoff between the Rate (R), the amount of bits used to encode the source, and the Distortion (D), the distance between the input source and the reconstructed source:

$$\min_{\theta} E_x [D_{\theta}(x) + \beta R_{\theta}(x)]$$

where $\beta$ is the tradeoff parameter and $\theta$ represents the model parameters. During training, $\theta$ is typically optimized from end-to-end using stochastic gradient descent.

Most of these learning based methods, however, are not readily suitable for large scale deployment because in most of learning based codecs [1, 2, 4, 5, 6], separate models need to be trained to accommodate different bitrate targets. To address this issue, Choi et al. [13] proposed a conditional auto-encoder to make the parameters in the encoder and decoder network be dependent on the rate-distortion trade-off parameter, $\beta$ so that a single model can adapt to different rate-distortion tradeoffs. More recently, [14, 15, 3] proposed latent scaling based variable bitrate compression which is essentially learning to adjust the quantization step size of the latents. After training, the interpolation of the learned scaling parameters can lead to continuous variable bitrate performance. Other attempts [16, 17] have also been made to address the variable bitrate targets.

While variable bitrate solutions make learning based image compression more practical for deployment, they require storing multiple copies of the latent code used for different bitrates, i.e., quality levels [14, 15]. In contrast, with progressive coding, the transmitted bitstream is completely embedded, which be truncated at various points and reconstructed into a series of lower bitrate images [18]. Therefore it significantly reduces storage and simplifies rate control.
Existing literature [19] allowing for progressiveness adopted an encoder parameterized by a recurrent neural network, so that it can incrementally transmit the quantized latents. However, the inference time is slow for recurrent neural networks and their performance is not competitive with BPG or the family of hyperprior based solutions [1, 6]. In this study, we present PLONQ, a Progressive coding based neural image compression method via Latent Ordering and Nested Quantization. PLONQ is built upon the latent scaling based solution while being amenable for deployment. In summary, our work has the following main contributions:

1. We demonstrate the effectiveness of a simple latent scaling based variable bitrate solution using a pretrained high bitrate model without any retraining, dubbed as Naive Scaling.
2. We propose nested quantization which enables progressive coding across different quantization levels.
3. We find sorting latent variables element-wise by prior standard deviation works well to obtain better truncation points between two quantization levels.

Combining nested quantization with latent ordering, PLONQ achieves better performance than SPIHT, a well-known progressive coding algorithm, and performs on par with BPG at high bitrate.

2. LATENT SCALING

We base our method on the mean-scale hyperprior model [2] and inherit the notations therein: we denote the input image by \( x \), and the analysis transform (encoder) and synthesis transform (decoder) by \( g_a \) and \( g_s \), respectively. Both \( g_a \) and \( g_s \) are parameterized by convolutional neural networks. The output of the encoder is the continuous latent space tensor \( y = g_a(x) \), which has a Gaussian prior with its mean \( \mu \) and standard deviation \( \sigma \) predicted based on hyper latent. We use \( P(\cdot) \) to denote the probability value on an interval and use \( P(\cdot) \) to denote the discretized probability value.

The idea of latent scaling [14, 15], is to apply a scaling factor \( s \) to the latent \( y \). Because the quantization step size is fixed, this leads to a different tradeoff between rate and distortion. For ease of exposition we consider a single latent variable, so that both \( y \) and \( s \) are scalar. The diagram of the latent scaling is depicted in Fig 2. The latent \( y \) is scaled with \( 1/s \), where we restrict \( s > 1 \). In the quantization step (shown in the blue shaded rectangle in Fig 2), we choose to center the scaled latent \( y/s \) by its prior mean \( \mu/s \), apply the rounding operator \( \lfloor \cdot \rfloor \) on \((y-\mu)/s \) (so that the estimated mean \( \mu \) learned by the hyper-encoder is on the grid), and then add off the offset \( \mu/s \) back. The dequantized latent \( y(s) \) is obtained by multiplying \( s \) after the quantization block, i.e.

\[
y(s) \triangleq \frac{y - \mu}{s} s + \mu.
\]

The prior probability of \( y(s) \) used in entropy coding can be derived from the original prior density by change of variables:

\[
P_{Y(s)}(y(s)) = P_{Y(1/s)}(y(s)/s) = P_{Y(1/s)}\left(\frac{y - \mu}{s} + \frac{\mu}{s}\right) = \int_{\lfloor(y-\mu)/s\rfloor}^{\lfloor(y-\mu)/s\rfloor + \frac{1}{2}} p_{Y(1/s)}(u)du = \int_{y^-}^{y^+} p_Y(v)dv,
\]

where \( y^+(s) \triangleq y(s) + \frac{s}{2} \) and \( y^-(s) \triangleq y(s) - \frac{s}{2} \) can be interpreted as the upper and lower boundary of the effective quantization bin.

Note in Eq. (1), we first apply the change of variable formula for discrete random variables in the first line, and then apply a change of variable formula for continuous random variables from the second to the third line. According to Eq (1), applying the scaling \( s \) is equivalent to changing the quantization bin width from 1 to \( s \). Hence increasing the latent scaling value \( s \) will lead to larger quantization bin width and hence smaller bitrate in the entropy coding, as well as larger distortion of the reconstructed image.

![Fig. 2: Mean-scale hyperprior with latent scaling. EC is entropy encoder, ED is entropy decoder. Note that scaling \( s \) is applied to latent \( y \) after being passed to hyper codec so that the prior parameters \( \mu, \sigma \) can be shared by \( y(s) \) for different \( s \).](image)

3. NESTED QUANTIZATION

In this section, we introduce nested quantization, one of the key techniques we use to construct a progressive bitmap. Let us start with a pre-trained mean-scale hyperprior model and consider \( K \) quantization levels defined by a set of \( K \) latent scaling factors \( \{s_1, s_2, ..., s_K\} \) with \( s_1 < s_2 < ... < s_K \). We define a scheme, where for each level, the same scaling factor is applied across all latent elements. Effectively, these \( K \) quantization bin sizes translate into \( K \) different bitrate options. We name this simple single-model variable-bitrate scheme as Naive Scaling. Despite its simplicity, In Section 5 we show that it achieves performance comparable to a more involved scheme [14] that uses \( K \) sets of learnable per-channel scaling factors optimized for \( K \) Lagrange multipliers \( \beta \).

Naturally, the information contained in the discrete latents quantized with different scaling factors follows a total ordering – the one quantized with smaller bins is always a refinement of the larger. Progressiveness across different quantization levels can then be achieved if we can find a way to embed the information of coarse level quantization into its finer counterpart. Indeed, a principled way to achieve this progressiveness is to encode a finer quantized latent with probabilities conditioned on its coarser quantized values. We term this scheme nested quantization and detail it next.

In nested quantization, the encoding happens in \( K \) stages. In the first stage, we quantize \( y \) with the coarsest bin \( s_K \) and encode it with \( P(y(s_K)) \) as defined in Eq (1). In the remaining stages, we iteratively refine the quantization of \( y \) using bin width \( s_{k-1} \) that is one level finer than \( s_k \), for \( 1 \leq k < K \). In particular, we encode an extra piece of information of \( y \) quantized to a finer grained level through the conditional probability below,

\[
P(y(s_k)|y(s_{k+1}) = P(I_k)/P(I_{k+1}) \text{ for } 1 \leq k < K,
\]

where \( P(I) \triangleq \int_{v \in I} p_Y(v)dv \), and \( I_k \) is defined below as iterative
intersections of quantization bins:
\[
I_K \triangleq \left[y^-\left(s_K\right), y^+\left(s_K\right)\right], \quad \text{and}
\]
\[
I_k = I_{k+1} \cap \left[y^-\left(s_k\right), y^+\left(s_k\right)\right] \quad \text{for} \quad 1 \leq k < K.
\]

An illustration of this procedure with \( K = 2 \) can be found in Fig 3. The code generated by these \( K \) stages form a bitstream that embeds \( K \) different bitrates, and the total length of the bitstream is\footnote{Here we assume a perfect entropy coder.}
\[
\log\frac{1}{p}\left(y\left(s_k\right)\right) + \sum_{1 \leq k < K} \log\frac{1}{p}\left(y\left(s_{k+1}\right) \mid y\left(s_k\right)\right) = \log\frac{1}{p}\left(I_1\right).
\]

There are two issues of this scheme as can be seen from the above equation: (1) conditional probability computation requires tracking of intersected quantization boundaries, which adds to implementation complexity; (2) the sum of codeword length \( \log\frac{1}{p}\left(I_1\right) \) is in general larger\footnote{\( P\left(I_1\right) = P\left(\left[y^-\left(s_1\right), y^+\left(s_1\right)\right] \cap I_2\right) \leq P\left(\left[y^-\left(s_1\right), y^+\left(s_1\right)\right] \mid I_2\right) = P\left(y\left(s_1\right)\right)\)} than the codeword length with respect to the finest quantization level \( \log\frac{1}{p}\left(y\left(s_1\right)\right) \).

These two issues can be resolved if we consider a set of \textit{fully nested quantization levels}\footnote{This can be viewed as a generalized version of bit-plane coding.} where the set of grid points of the coarser quantization bin is always a subset of the finer. In other words, we can define quantization levels in such a way that \( I_k = I_{k+1} \cap \left[y^-\left(s_k\right), y^+\left(s_k\right)\right] = \left[y^-\left(s_k\right), y^+\left(s_k\right)\right], \) which simplifies the above equation as
\[
\log\frac{1}{p}\left(y\left(s_k\right)\right) + \sum_{1 \leq k < K} \log\frac{P\left(y\left(s_{k+1}\right) \mid y\left(s_k\right)\right)}{P\left(y\left(s_k\right)\right)} = \log\frac{1}{p}\left(y\left(s_1\right)\right).
\]

With this we are able to preserve the performance of the highest bitrate model at the end of the progressive coding procedure.

In practice, we find it beneficial to further generalize this idea to quantization levels with uneven grid, which is applied to PLONQ and explained in Section 5.

## 4. LATENT ORDERING

To obtain more truncation points in the embedded bitstream between two quantization levels, latent variables can be refined incrementally instead of all at once. The problem is how to find the optimal order to refine them, so that wherever the resulting bitstream is truncated, the reconstruction has the highest possible quality. The embedding principle states the latent that reduces the distortion the most per bit should be coded first\footnote{\( C, H, W \) stands for the number of channels (feature maps), height and width of each channel.}

Depending on the embedding granularity, the latent tensor \( y \) is divided into coding units \( \{y_1, ..., y_N\} \). All the latent elements in one coding unit are refined together at once, corresponding to one truncation point. For the latent tensor with shape \((C, H, W)^4\), we have considered three types of coding unit for the latent: (1) one channel, (2) one pixel, and (3) one element, which corresponds to a latent slice of size \((1, H, W), (C, 1, 1)\) and \((1, 1, 1)\) respectively.

Given an order \( \rho = (\rho_1, ..., \rho_N) \), ordered coding units \( y_{\rho} = (y_{\rho_1}, ..., y_{\rho_N}) \) are refined one by one from scaling \( s_k \) to \( s_{k-1} \). In mean-scale hyperprior model, the priors of latent elements are independent conditioned on the hyper latent. Thus the bitrate increase of refining \( y_{\rho_i} \), i.e. \( \Delta R(y_{\rho_i}) = -\log P(y_{\rho_i}(s_{k-1})) / y_{\rho_i}(s_k)) \) can be calculated in parallel once the hyper latent is decoded and it is independent of \( \rho \). However, with a nonlinear ConvNet decoder, the reduction in distortion depends on the all other ordered coding units, i.e. \( \Delta D(y_{\rho_i}(y_{\rho_i}) \mid (y_{\rho_i(t-1)} - D(y_{\rho_i(t)})), \) where \( y_{\rho_i(t)} = (y_{\rho_i(1)}(s_{k-1}), y_{\rho_i(2)}(s_k)), \) and \( D(y) = \text{MSE}(x, g(y)) \) is the distortion for latent \( y \). Thus refining ordered latent by \( \rho \) leads to a set of R-D points \( \text{H}(\rho) = \{\sum_{k \leq i} \Delta R(y_{\rho_i}), \sum_{k \leq i} \Delta D(y_{\rho_i}(y_{\rho_i}))\}_{i=1}^N \). The optimal order \( \rho^* \) is the one under which the convex hull of \( \text{H}(\rho^*) \) is better than that of other orders in the Pareto optimal sense\footnote{Indeed channel ordering has been studied in ordered representation learning with nested dropout of latent channels\footnote{Methods to improve the performance of the latent order are discussed in Section 5.} and progressive
decoding with a channel-wise auto-regressive prior model (Section G in the appendix of [1]). With channel-wise ordering, the more principled sorting criterion $\frac{\Delta D}{\Delta R}$ performs slightly better than the alternatives while being much more expensive to calculate. When using a single element as coding unit, $\frac{\Delta D}{\Delta R}$ becomes too expensive to calculate, but sorting latent elements by $\sigma$ performs much better than sorting channels by any criterion, and does not require to transmit the latent ordering, thus sorting element units by $\sigma$ is chosen for latent ordering in PLONQ.

5. EXPERIMENT

In this section, we show experimental results of Naive Scaling, a plug-and-play variable bitrate solution and PLONQ, our proposed progressive coding scheme, compared against a set of baseline solutions listed in Table 1.

For PLONQ, we use four quantization levels as the basis for nested quantization, and a mean-scale hyperprior ([2] without spatial autoregressive context) trained with $\beta = 1e-4$ as the base model. We enforce the quantization grid to be fully nested in the sense that a coarser quantization grid is always aligned with a finer one. In practice, we find it beneficial to adopt an uneven quantization grid sizes. Through experiments we identify the set of quantization levels illustrated in Fig 5a as a good design choice$^3$.

To favor fine-grained rate-control, PLONQ computes an imagespecific ordering $\rho$ of latent elements and then incrementally updates the latent with finer quantization level element by element following the order. Based on the analysis in Section 4, we adopt the order computed by sorting the per-element standard deviation $\sigma$ from the output of the hyper decoder. An illustration of breakdown of the bitstream can be found in lower half of Fig 5a. Note that the use of image-specific latent element ordering incurs no extra bit overhead, since the ordering can be derived after hypercode is obtained.

5.1. Performance evaluation

We evaluate the performance of PLONQ against an array of baseline schemes outlined in Table 1, which divides into three categories (as delimited in the table): (1) multi-model compression scheme (2) non-progressive single model variable bitrate scheme (3) progressive compression scheme. Among them, BPG444 and SPIHT are traditional codecs and the rest are learning-based codecs.

Fig 5b and 5c show the RD curve (bpp vs PSNR) as well as the BD-rate$^2$ saving relative to BPG444 computed on JPEG AI dataset [12]. The markers on the progressive solution RD curves indicate the achievable rate options. As shown in the two figures, PLONQ is significantly better than the learned nested dropout [22]. Further PLONQ outperforms the well-known conventional progressive coding scheme SPIHT [18] by a considerable margin uniformly across the whole bpp range, and it is even competitive to the non-progressive coding scheme BPG444 at high bpp regime. The same observation is made on Kodak and Tecnick dataset, for which the results can be found in the appendix.

6. CONCLUSION

We have introduced PLONQ, a learning based progressive image codec using nested quantization and latent ordering. It uniformly outperforms the existing wavelet-based progressive image codec SPIHT and matches or even outperforms BPG444 in the high bitrate region. The effectiveness of PLONQ proves itself to be a solid baseline for learning based progressive codec and gives the first glimpse of its potential to enable progressive neural video coding.

---

$^3$ these four quantization levels form a nested set of deadzone quantizers [23]
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A. DATASET PREPROCESSING

The following two images in the original JPEG AI test dataset incur more GPU memory than is available to us for mean-scale hyper-prior inference, and thus we cropped it to 3680x2160 (cropped from top) for all our experiments.
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B. EVALUATION OF BPG444 AND SPIHT

BPG444 [24] results are generated with the following command:
```
bpgenc -e x265 -q [qp] -f 444
-o [output file] [input file]
```

The results on Kodak dataset (shown in 6) is validated against that provided in https://github.com/tensorflow/compression/blob/master/results/image/compression/kodak/PSNR_sRGB_RGB/bpg444.txt

SPIHT[18] results are obtained by encoding each image with a target bpp of 2.0 and decoding by truncating the bitstream by a step size of 0.1bpp. The curves are generated by averaging PSNR across images for each of the fixed bpps.

C. ADDITIONAL EXPERIMENT RESULTS ON KODAK AND TECNICK TESTSET

Fig 6 and 7 show the performance comparison of PLONQ and baseline schemes described in Table 1 on Kodak; Fig 8 and 9 shows the results on Tecnick test dataset (100 images with 1200 x 1200 resolution).

Fig. 6: Rate-distortion comparison on Kodak.

Fig. 7: BD-rate savings relative to BPG444 on Kodak.

Fig. 8: Rate-distortion comparison on Tecnick testset.
Fig. 9: BD-rate savings relative to BPG444 on Tecnick testset.