Dunkl Operators and Quasi-invariants of Complex Reflection Groups

Yuri Berest and Peter Samuelson

Abstract. In these notes we give an introduction to representation theory of rational Cherednik algebras associated to complex reflection groups. We discuss applications of this theory in the study of finite-dimensional representations of the Hecke algebras and polynomial quasi-invariants of these groups.

1. Introduction

These are lecture notes of a minicourse given by the first author at the summer school on Quantization at the University of Notre Dame in June 2011. The notes were written up and expanded by the second author who took the liberty of adding a few interesting results and proofs from the literature. In a broad sense, our goal is to give an introduction to representation theory of rational Cherednik algebras and some of its recent applications. More specifically, we focus on the two concepts featuring in the title (Dunkl operators and quasi-invariants) and explain the relation between them. The course was originally designed for graduate students and non-experts in representation theory. In these notes, we tried to preserve an informal style, even at the expense of making imprecise claims and sacrificing rigor. The interested reader may find more details and proofs in the following references. The original papers on representation theory of the rational Cherednik algebras are [EG02b, BEG03a, BEG03b, DO03] and [GGOR03]; surveys of various aspects of this theory can be found in [Rou05, Eti07, Gor08, Gor10]. The quasi-invariants of Coxeter (real reflection) groups first appeared in the work of O. Chalykh and A. Veselov [CV90, CV93] (see also [VSC93]); the link to the rational Cherednik algebras associated to these groups was established in [BEG03a]; various results and applications of Coxeter quasi-invariants can be found in [EG02a, FV02, GW04, GW06, BM08]; for a readable survey, we refer to [ES03].

The notion of a quasi-invariant for a general complex reflection group was introduced in [BC11]. This last paper extends the results of [BEG03a], unifies
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the proofs and gives new applications of quasi-invariants in representation theory and noncommutative algebra. It is the main reference for the present lectures.

2. Lecture 1

2.1. Historical remarks. The theory of rational Cherednik algebras was historically motivated by developments in two different areas: integrable systems and multivariable special functions. In each of these areas, the classical representation theory of semisimple complex Lie algebras played a prominent role. On the integrable systems side, one should single out the work of M. Olshanetsky and A. Perelomov [OP83] who found a remarkable generalization of the Calogero-Moser integrable systems for an arbitrary semisimple Lie algebra. On the special functions side, the story began with the fundamental discovery of Dunkl operators [Dum89] that transformed much of the present day harmonic analysis. In 1991, G. Heckman [Hec91] noticed a relationship between the two constructions which is naturally explained by the theory of rational Cherednik algebras. The theory itself was developed by P. Etingof and V. Ginzburg in their seminal paper [EG02b]. In fact, this last paper introduced a more general class of algebras (the so-called symplectic reflection algebras) and studied the representation theory of these algebras at the ‘quasi-classical’ ($t = 0$) level. At the ‘quantum’ ($t = 1$) level, the representation theory of the rational Cherednik algebras was developed in [BEG03a, BEG03b], [DO03] and [GGOR03], following the insightful suggestion by E. Opdam and R. Rouquier to model this theory parallel to the theory of universal enveloping algebras of semisimple complex Lie algebras.

In this first lecture, we briefly review the results of [OP83] and [Dum89] in their original setting and explain the link between these two papers discovered in [Hec91]. Then, after giving a necessary background on complex reflection groups, we introduce the Dunkl operators and sketch the proof of their commutativity following [DO03]. In the next lecture, we define the rational Cherednik algebras and show how Heckman’s observation can be reinterpreted in the language of these algebras.

2.2. Calogero-Moser systems and the Dunkl operators.

2.2.1. The quantum Calogero-Moser system. Let $\mathfrak{h} = \mathbb{C}^n$, and let $\mathfrak{h}^{\text{reg}}$ denote the complement (in $\mathfrak{h}$) of the union of hyperplanes $x_i - x_j = 0$ for $1 \leq i \neq j \leq n$. Write $\mathbb{C}[\mathfrak{h}^{\text{reg}}]$ for the ring of regular functions on $\mathfrak{h}^{\text{reg}}$ (i.e., the rational functions on $\mathbb{C}^n$ with poles along $x_i - x_j = 0$). Consider the following differential operator acting on $\mathbb{C}[\mathfrak{h}^{\text{reg}}]$

$$H = \sum_{i=1}^{n} \left( \frac{\partial}{\partial x_i} \right)^2 - c(c + 1) \sum_{i \neq j} \frac{1}{(x_i - x_j)^2},$$

where $c$ is a complex parameter. This operator is called the quantum Calogero-Moser Hamiltonian: it can be viewed as the Schrödinger operator of the system of $n$ quantum particles on the line with pairwise interaction proportional to $(x_i - x_j)^{-2}$.

\footnote{As yet another precursor of the theory of Cherednik algebras, one should mention the beautiful paper [Wil98] which examines the link between the classical Calogero-Moser systems and solutions of the (infinite-dimensional) Kadomtsev-Petviashvili integrable system.}
It turns out that $H$ is part of a family of $n$ partial differential operators $L_j : \mathbb{C}[\mathfrak{h}^{\text{reg}}] \to \mathbb{C}[\mathfrak{h}^{\text{reg}}]$ of the form

$$L_j := \sum_{i=1}^{n} \left( \frac{\partial}{\partial x_i} \right)^j + \text{lower order terms},$$

satisfying the properties:

1. $L_j$ is $S_n$-invariant (where $S_n$ is the $n$-th symmetric group acting on $\mathbb{C}^n$ by permutations of coordinates),
2. $L_j$ is a homogeneous operator of degree $(-j)$,
3. $L_2 = H$,
4. $[L_j, L_k] = 0$, i.e. the $L_j$'s commute.

The last property (commutativity) means that \{L_j\}_{1 \leq j \leq n} form a quantum integrable system which is called the (quantum) Calogero-Moser system.

2.2.2. A root system generalization. In [OP83], the authors constructed a family of commuting differential operators for a Lie algebra $\mathfrak{g}$ that specializes to the Calogero-Moser system when $\mathfrak{g} = \mathfrak{s}_n(\mathbb{C})$. Precisely, let $\mathfrak{g}$ be a finite-dimensional complex semisimple Lie algebra, $\mathfrak{h} \subset \mathfrak{g}$ a Cartan subalgebra of $\mathfrak{g}$, $\mathfrak{h}^*$ its dual vector space, $W$ the corresponding Weyl group, $R \subset \mathfrak{h}^*$ a system of roots of $\mathfrak{g}$, and $R_+ \subset R$ a choice of positive roots (see, e.g., [Hum78] for definitions of these standard terms). To each positive root $\alpha \in R_+$ we assign a complex number (multiplicity) $c_{\alpha} \in \mathbb{C}$ so that two roots in the same orbit of $W$ in $R$ have the same multiplicities; in other words, we define a $W$-invariant function $c : R_+ \to \mathbb{C}$, which we write as $\alpha \mapsto c_{\alpha}$. Now, let $\mathfrak{h}^{\text{reg}}$ denote the complement (in $\mathfrak{h}$) of the union of reflection hyperplanes of $W$. The operator $H$ of the previous section generalizes to the differential operator $H_{\mathfrak{h}} : \mathbb{C}[\mathfrak{h}^{\text{reg}}] \to \mathbb{C}[\mathfrak{h}^{\text{reg}}]$, which is defined by the formula

$$H_{\mathfrak{h}} := \Delta_{\mathfrak{h}} - \sum_{\alpha \in R_+} \frac{c_{\alpha}(c_{\alpha} + 1)(\alpha, \alpha)}{(\alpha, x)^2},$$

where $\Delta_{\mathfrak{h}}$ stands for the usual Laplacian on $\mathfrak{h}$.

**Theorem 2.1 (see [OP83]).** For each $P \in \mathbb{C}[\mathfrak{h}^*]^W$, there is a differential operator

$L_P = P(\partial_\xi) + \text{lower order terms}$

acting on $\mathbb{C}[\mathfrak{h}^{\text{reg}}]$, with lower order terms depending on $c$, such that

1. $L_P$ is $W$-invariant with respect to the natural action of $W$ on $\mathfrak{h}^{\text{reg}}$
2. $L_P$ is homogeneous of degree $-\deg(P)$,
3. $L_P|_{|\xi|^2} = H_{\mathfrak{h}}$,
4. $[L_P, L_Q] = 0$ for all $P, Q \in \mathbb{C}[\mathfrak{h}^*]^W$.

The assignment $P \mapsto L_P$ defines an injective algebra homomorphism

$$\mathbb{C}[\mathfrak{h}^*]^W \hookrightarrow \mathcal{D}(\mathfrak{h}^{\text{reg}})^W,$$

where $\mathcal{D}(\mathfrak{h}^{\text{reg}})^W$ is the ring of $W$-invariant differential operators on $\mathfrak{h}^{\text{reg}}$.

In general, finding nontrivial families of commuting differential operators is a difficult problem, so it is natural to ask how to construct the operators $L_P$. An ingenious idea was proposed by G. Heckman [Hec91]. He observed that the operators $L_P$ can be obtained by restricting the composites of certain first order differential-reflection operators which are deformations of the usual partial derivatives $\partial_\xi$; the commutativity $[L_P, L_Q] = 0$ is then an easy consequence of the commutativity of
these differential-reflection operators. The commuting differential-reflection operators were discovered earlier by Ch. Dunkl in his work on multivariable orthogonal polynomials (see [Dun89]). We begin by briefly recalling the definition of Dunkl operators.

2.2.3. Heckman’s argument. For a positive root $\alpha \in R_+$, denote by $\hat{s}_\alpha$ the reflection operator acting on functions in the natural way:

$$\hat{s}_\alpha : \mathbb{C}[h^{\text{reg}}] \to \mathbb{C}[h^{\text{reg}}], \quad f(x) \mapsto f(\hat{s}_\alpha(x)).$$

For a nonzero $\xi \in \mathfrak{h}$, the Dunkl operator $\nabla_\xi(c) : \mathbb{C}[h^{\text{reg}}] \to \mathbb{C}[h^{\text{reg}}]$ is then defined using the formula

$$(2.1) \quad \nabla_\xi(c) := \partial_\xi + \sum_{\alpha \in R_+} c_\alpha \frac{(\alpha, \xi)}{(\alpha, x)} \hat{s}_\alpha,$$

where $\alpha \mapsto c_\alpha$ is the multiplicity function introduced in Section 2.2.2.

**Theorem 2.2 (Dun89).** The operators $\nabla_\xi$ and $\nabla_\eta$ commute for all $\xi, \eta \in \mathfrak{h}$.

We will sketch the proof of Theorem 2.2 (in the more general setting of complex reflection groups) in the end of this lecture. Now, we show how the Dunkl operators can be used to construct the commuting differential operators $L_P$.

First, observe that the operators (2.1) transform under the action of $W$ in the same way as the partial derivatives, i.e. $\hat{\partial}_\xi = \nabla_{w(\xi)} \hat{\partial}$ for all $w \in W$ and $\xi \in \mathfrak{h}$. Hence, for any $W$-invariant polynomial $P \in \mathbb{C}[h^+]^W$, the differential-reflection operator $P(\nabla_\xi) : \mathbb{C}[h^{\text{reg}}]^W \to \mathbb{C}[h^{\text{reg}}]^W$ preserves the subspace $\mathbb{C}[h^{\text{reg}}]^W$ of $W$-invariant functions. Moreover, it is easy to see that $P(\nabla_\xi)$ acts on this subspace as a purely differential operator. Indeed, using the obvious relations $\hat{s}_\alpha \partial_\xi = \partial_{s_\alpha(\xi)} \hat{s}_\alpha$ and $\hat{s}_\alpha f = \hat{s}_\alpha(f) \hat{s}_\alpha$, one can move all nonlocal operators (reflections) in $P(\nabla_\xi)$ ‘to the right’; then these nonlocal operators will act on invariant functions as the identity. Thus, for $P \in \mathbb{C}[h^+]^W$, the restriction of $P(\nabla_\xi)$ to $\mathbb{C}[h^{\text{reg}}]^W$ is a $W$-invariant differential operator which we denote by $\text{Res}^W[P(\nabla_\xi)] \in \mathcal{D}(h^{\text{reg}})^W$. If $P(x) = |x|^2$ is the quadratic invariant in $\mathbb{C}[h^+]^W$, an easy calculation shows that

$$\text{Res}^W[\nabla_\xi]^2 = \Delta h - \sum_{\alpha \in R_+} c_\alpha (c_\alpha + 1)(\alpha, \alpha) \frac{1}{(\alpha, x)^2},$$

which is exactly the generalized Calogero-Moser operator $H_\mathfrak{h}$ introduced in [OP83].

In general, if we set

$$L_P := \text{Res}^W[P(\nabla_\xi)], \quad \forall \ P \in \mathbb{C}[h^+]^W,$$

then all properties of Theorem 2.1 are easily seen to be satisfied. In particular, the key commutativity property $[L_P, L_Q] = 0$ follows from the equations

$$\text{Res}^W[P(\nabla_\xi)] \text{ Res}^W[Q(\nabla_\xi)] = \text{ Res}^W[P(\nabla_\xi) Q(\nabla_\xi)]$$

$$= \text{ Res}^W[Q(\nabla_\xi) P(\nabla_\xi)] = \text{ Res}^W[Q(\nabla_\xi)] \text{ Res}^W[P(\nabla_\xi)] ,$$

where $P(\nabla_\xi) Q(\nabla_\xi) = Q(\nabla_\xi) P(\nabla_\xi)$ is a direct consequence of Theorem 2.2. Thus, the algebra homomorphism of Theorem 2.1 can be defined by the rule

$$\mathbb{C}[h^+]^W \to \mathcal{D}(h^{\text{reg}})^W, \quad P \mapsto \text{Res}^W[P(\nabla_\xi)].$$

---

2Strictly speaking, Dunkl introduced his operators in a slightly different form that is equivalent to (2.1) up to conjugation.
Despite its apparent simplicity this argument looks puzzling. What kind of an algebraic structure is hidden behind this calculation? This was one of the questions that led to the theory of rational Cherednik algebras developed in [EG02b]. In the next lecture, we will introduce these algebras in greater generality: for an arbitrary complex (i.e., not necessarily Coxeter) reflection group. The representation theory of rational Cherednik algebras is remarkably analogous to the classical representation theory of semisimple Lie algebras, and we will discuss this analogy in the subsequent lectures. We will also emphasize another less evident analogy that occurs only for integral multiplicity values. It turns out that for such values, the rational Cherednik algebras are closely related to the rings of (twisted) differential operators on certain singular algebraic varieties with ‘good’ singularities (cf. Proposition 5.10).

2.3. Finite reflection groups. The family of rational Cherednik algebras is associated to a finite reflection group. We begin by recalling the definition of such groups and basic facts from their invariant theory. The standard reference for this material is N. Bourbaki’s book [Bou68].

Let $V$ be a finite-dimensional vector space over a field $k$. We define two distinguished classes of linear automorphisms of $V$.

1. $s \in \text{GL}_k(V)$ is called a pseudoreflection if it has finite order $> 1$ and there is a hyperplane $H_s \subset V$ that is pointwise fixed by $s$. (If $s$ is diagonalizable, this is the same as saying that all but one of the eigenvalues are equal to 1.)

2. A pseudoreflection is a reflection if it is diagonalizable and has order 2. (In this case, the remaining eigenvalue is equal to $-1$.)

A finite reflection group on $V$ is a finite subgroup $W \subset \text{GL}_k(V)$ generated by pseudoreflections. Note that if $W_1$ is a finite reflection group on $V_1$ and $W_2$ is a finite reflection group on $V_2$, then $W = W_1 \times W_2$ is a finite reflection group on $V_1 \oplus V_2$. We say that $W$ is indecomposable if it does not admit such a direct decomposition.

If $k = \mathbb{R}$, then all pseudoreflections are reflections. The classification of finite groups generated by reflections was obtained in this case by H. S. M. Coxeter [Cox34]. There are 4 infinite families of indecomposable Coxeter groups ($A_n$, $B_n$, $D_n$ and $I_2(m)$) and 6 exceptional groups ($E_6$, $E_7$, $E_8$, $F_4$, $H_3$, $H_4$). Over the complex numbers $k = \mathbb{C}$, the situation is much more complicated. A complete list of indecomposable complex reflection groups was given by G. C. Shephard and J. A. Todd in 1954: it includes 1 infinite family $G(m, p, n)$ depending on 3 positive integer parameters (with $p$ dividing $m$), and 34 exceptional groups (see [ST54]). A. Clark and J. Ewing used the Shephard-Todd results to classify the groups generated by pseudoreflections over an arbitrary field of characteristic coprime to the group order (see [CE74]).

There is a nice invariant-theoretic characterization of finite reflection groups. Namely, the invariants of a finite group $W \subset \text{GL}_k(V)$ form a polynomial algebra if and only if $W$ is generated by pseudoreflections. More precisely, we have

**Theorem 2.3.** Let $V$ be a finite-dimensional faithful representation of a finite group $W$ over a field $k$. Assume that either $\text{char}(k) = 0$ or $\text{char}(k)$ is coprime to $|W|$. Then the following properties are equivalent:

1. $W$ is generated by pseudoreflections,
(2) \( k[V] \) is a free module over \( k[V]^W \),
(3) \( k[V]^W = k[f_1, \ldots, f_n] \) is a free polynomial algebra.\(^3\)

Over the complex numbers, this theorem was originally proved by Shephard and Todd \cite{ST54} using their classification of pseudoreflection groups. Later Chevalley \cite{Che55} gave a proof in the real case without using the classification, and Serre extended Chevalley’s argument to the complex case. Below, we will give a homological proof of the (most interesting) implication (1) \( \Rightarrow \) (2), which is due to L. Smith \cite{Smi85}; it works in general in coprime characteristic.

First, we recall the following well-known result from commutative algebra.

**Lemma 2.4.** Let \( A = \bigoplus_{i \geq 0} A_i \) be a non-negatively graded commutative \( k \)-algebra with \( A_0 = k \), and let \( M \) be a non-negatively graded \( A \)-module. Then the following are equivalent:

1. \( M \) is free,
2. \( M \) is projective,
3. \( M \) is flat,
4. \( \text{Tor}_i^A(k, M) = 0 \), where \( k = A/A_+ \).

Note that the only nontrivial implication in the above lemma is: (4) \( \Rightarrow \) (1). Its proof is standard homological algebra (see, e.g., \cite{Ser00}, Lemma 3, p. 92).

**Proof of Theorem 2.3.** (1) \( \Rightarrow \) (2). In view of Lemma 2.4 it suffices to prove that

\[
\text{Tor}_i^{k[V]^W}(k, k[V]) = 0.
\]

Note that the non-negative grading and \( W \)-action on \( k[V] \) induce a non-negative grading and \( W \)-action on \( \text{Tor}_i^{k[V]^W}(k, k[V]) \). There are two steps in the proof. First, we show that the nonzero elements in \( \text{Tor}_i^{k[V]^W}(k, k[V]) \) of minimal degree must be \( W \)-invariant, and then we show that \( W \)-invariant elements must be 0.

Given a pseudoreflection \( s \in W \), choose a linear form \( \alpha_s \in V^* \subset k[V] \) such that \( \text{Ker}(\alpha_s) = H_s \), and define the following operator

\[
\Delta_s := \frac{1}{\alpha_s}(1 - s) \in \text{End}_{k[V]^W}(k[V]).
\]

To see that this operator is well defined on \( k[V] \), expand a polynomial \( f \in k[V] \) as a Taylor series in \( \alpha_s \) and note that the constant term of \((1 - s) \cdot f\) is 0. To see that \( \Delta_s \) is a \( k[V]^W \)-linear endomorphism, check the identity

\[
\Delta_s(f g) = \Delta_s(f) g + s(f) \Delta_s(g), \quad \forall f, g \in k[V],
\]

and note that, for \( f \in k[V]^W \), this identity becomes \( \Delta_s(f g) = f \Delta_s(g) \). It is clear that \( \Delta_s \) has degree \(-1\). Now, since \( \text{Tor}_i^{k[V]^W}(k, -) \) is a functor on the category of \( k[V]^W \)-modules, we can apply it to the endomorphism \( \Delta_s \):

\[
(\Delta_s)_*: \text{Tor}_i^{k[V]^W}(k, k[V]) \rightarrow \text{Tor}_i^{k[V]^W}(k, k[V]).
\]

If \( \xi \in \text{Tor}_i^{k[V]^W}(k, k[V]) \) has minimal degree, then \( (\Delta_s)_* \xi = 0 \) (since \( (\Delta_s)_* \) must decrease degree by one). This implies that \( s(\xi) = \xi \), which proves the claim that the nonzero elements of \( \text{Tor}_i^{k[V]^W}(k, k[V]) \) of minimal degree are \( W \)-invariant.

\(^3\)The polynomials \( f_i \in k[V] \) generating \( k[V]^W \) are not unique; however, their degrees \( d_i = \deg(f_i) \) depend only on \( W \); they are called the fundamental degrees of \( W \).
Now, consider the averaging (Reynolds) operator
\[ \pi = \frac{1}{|W|} \sum_{g \in W} g : k[V] \to k[V]. \]
If we write \( \iota : k[V]^W \hookrightarrow k[V] \) for the natural inclusion, then \( \iota \circ \pi(f) = f \) for all \( f \in k[V]^W \). The identity \( \pi(\iota(f)g) = \pi(f)\pi(g) \) shows that \( \pi \) is a map of \( k[V]^W \)-modules. Applying then the functor \( \text{Tor}_1^{k[V]}(k,-) \) to the composition \( \iota \circ \pi \), we get
\[ \text{Tor}_1^{k[V]}(k,k[V]) \xrightarrow{\pi} \text{Tor}_1^{k[V]}(k,k[V]^W) \xrightarrow{\iota} \text{Tor}_1^{k[V]}(k,k[V]) \]
which is the zero map since \( \text{Tor}_1^{k[V]}(k,k[V]^W) = 0 \). On the other hand, if \( \xi \in \text{Tor}_1^{k[V]}(k,k[V]) \) is \( W \)-invariant, we have \( \xi = (\iota \circ \pi)_* \xi = (\iota \circ \pi)_* \xi = 0 \). Hence \( \text{Tor}_1^{k[V]}(k,k[V])^W = 0 \) finishing the proof. \( \square \)

2.4. Dunkl operators. From now on, we assume that \( k = \mathbb{C} \). We fix a finite-dimensional complex vector space \( V \) and a finite reflection group \( W \) acting on \( V \) and introduce notation for the following objects:

1. \( A \) is the set of hyperplanes fixed by the generating reflections of \( W \),
2. \( W_H \) is the (pointwise) stabilizer of a reflection hyperplane \( H \in A \); it is a cyclic subgroup of \( W \) of order \( n_H \geq 2 \),
3. \( (\cdot, \cdot) : V \times V \rightarrow \mathbb{C} \) is a positive definite Hermitian form on \( V \), linear in the second factor and antilinear in the first,
4. \( x^* := (x, \cdot) \in V^* \) which gives an antilinear isomorphism \( V \rightarrow V^* \),
5. for \( H \in A \), fix \( v_H \in V \) with \( (v_H, x) = 0 \) for all \( x \in H \), and \( \alpha_H \in V^* \) such that \( H = \ker(\alpha_H) \),
6. \( \delta := \prod_{H \in A} \alpha_H \in \mathbb{C}[V] \) and \( \delta^* := \prod_{H \in A} v_H \in \mathbb{C}[V^*] \),
7. \( e_{H,i} := \frac{1}{n_H} \sum_{w \in W_H} \det V(w)^{-i} w \in \mathbb{C} W_H \subseteq \mathbb{C} W, i = 0, 1, \ldots, n_H - 1 \).

Some explanations are in order. The elements \( e_{H,i} \) are idempotents which are generalizations of the primitive idempotents \( 1 - s/2 \) and \( 1 + s/2 \) for a real reflection \( s \). The orders \( n_H = |W_H| \) depend only on the orbit of \( H \) in \( A \). Under the action of \( W \), \( \delta^* \) transforms as the determinant character \( \det V : \text{GL}(V) \rightarrow \mathbb{C} \) and \( \delta \) transforms as the inverse determinant. Finally, to simplify notation for sums, we introduce the convention of conflating \( W \)-invariant functions on \( A \) with functions on \( A/W \), and we write indices cyclically identifying the index sets \( \{0, 1, \ldots, n_H - 1\} \) with \( \mathbb{Z}/n_H \mathbb{Z} \).

The rational Cherednik algebras associated to \( W \) will depend on complex parameters \( k_C := \{k_{C,i}\}_{i=0}^{n_C-1} \), where \( C \) runs over the set of orbits \( A/W \); these parameters play the role of multiplicities \( c_a \) in the complex case. We will assume that \( k_{C,0} = 0 \) for all \( C \in A/W \). We will need to extend the ring of differential operators \( D = D(V_{\text{reg}}) \) on \( V_{\text{reg}} := V \setminus (\cup_{H \in A} H) \) by allowing group-valued coefficients. The group \( W \) acts naturally on \( D \), so we simply let \( DW := D \rtimes W \) be the crossed

\[^4\]Note that this operator is well defined since the characteristic of \( k \) is coprime to \( |W| \).
Then, for each $\xi \in V$, we define the operator $T_{\xi}(k) \in DW$ by

$$T_{\xi}(k) := \partial_{\xi} - \sum_{H \in A} \frac{\alpha_{H}(\xi)}{\alpha_{H}} \sum_{i=0}^{n_{H}-1} n_{H}k_{H,i}e_{H,i}. $$

It is an exercise in decoding the notation to check that in the case when $W$ is a Coxeter group, the operator $T_{\xi}(k)$ agrees with the operator defined in (2.1), up to conjugation by the function $\prod_{H \in A} \alpha_{H}^{k_{H}}$.

The following result was originally proved by Dunkl [Dum89] in the Coxeter case and in [DO03] in general. We end this lecture by outlining the proof given in [DO03].

**Lemma 2.5.** The operators $T_{\xi}(k)$ satisfy the following properties:

1. $[T_{\xi}(k), T_{n}(k)] = 0$, i.e. the operators commute.
2. $wT_{\xi}(k) = T_{w\xi}(k)w$

Note that one consequence of this lemma is that the linear map $\xi \mapsto T_{\xi}(k)$ yields an algebra embedding $\mathbb{C}[V^*] \rightarrow DW$.

We think of the operators $T_{\xi}(k)$ as deformations of the directional derivatives $\partial_{\xi}$. One strategy for proving commutativity is to find the equations $\partial_{\xi}\partial_{n} - \partial_{n}\partial_{\xi} = 0$ “in nature,” and then see if the situation in which they appear can be deformed. A natural place these equations appear is in the de Rham differential: $d^{2}f = \sum_{i<j} (\partial_{i}\partial_{j} - \partial_{j}\partial_{i}) f dx_{i}\wedge dx_{j}$. In this case, commutativity of the partial derivatives is equivalent to the fact that the de Rham differential squares to zero.

We now proceed to deform the de Rham differential, with the eventual goal of showing that the deformed map is actually a differential. It turns out that in addition to deforming the de Rham differential, it is also convenient to deform the Euler derivation. First, for each $H \in A$, define

$$a_{H}(k) := \sum_{i=0}^{n_{H}-1} n_{H}k_{H,i}e_{H,i} \in CW_{H}.$$  

Let $K^* = \mathbb{C}[V] \otimes \Lambda^*V^*$ be the polynomial de Rham complex on $V$, and define $\Omega(k) \in \text{End}(\mathbb{C}[V]) \otimes K^1$ by

$$\Omega(k) := \sum_{H \in A} a_{H}(k)\alpha_{H}^{-1}d\alpha_{H}.$$ 

The term $\alpha_{H}^{-1}d\alpha_{H}$ is the logarithmic differential of $\alpha_{H}$, and $\Omega(k)$ is $W$-equivariant with respect to the diagonal action on $K^1$. Next we define $d(k) : \mathbb{C}[V] \rightarrow K^1$ via

$$d(k)(p) := dp + \Omega(k)(p)$$

(where $d(0)$ is the standard de Rham differential). We extend it to $d(k) : K^* \rightarrow K^{*+1}$ in the usual way - if $p \otimes \omega \in \mathbb{C}[V] \otimes \Lambda^*V^*$, then $d(k)(p \otimes \omega) := d(k)(p) \wedge \omega$.

Next, we define the standard Koszul differential $\partial : K^l \rightarrow K^{l-1}$ using

$$p \otimes dx_{1} \wedge \ldots \wedge dx_{l} \mapsto \sum_{r=1}^{l} (-1)^{r+1} x_{r} \cdot p \otimes dx_{1} \wedge \ldots \wedge \hat{dx_{r}} \wedge \ldots \wedge dx_{l}$$

As a reminder, if $W$ is a finite group acting on an algebra $A$ by algebra automorphisms, then the crossed product $A \rtimes W$ is defined to be the vector space $A \otimes CW$ with multiplication

$$(a \otimes w) \cdot (b \otimes v) = a \cdot w(b) \otimes wv.$$
Finally, we define the (deformed) Euler vector field

$$E(k) := E(0) + \sum_{H \in A} a_H(k)$$

where $E(0)$ is the usual Euler derivation (i.e. the infinitesimal generator of the diagonal $\mathbb{C}^\times$ action on $K^\bullet$). The space $K^\bullet$ has a bigrading given by $K^\bullet = \oplus_m \oplus_{l=0}^{\dim V} \mathbb{C}[V]_m \otimes \Lambda^l V^*$, and if we let $K^l_m$ be one of the graded pieces and let $\omega \in K^l_m$, then

$$E(0)\omega = (l + m)\omega, \quad d(k)\omega \in K^{l+1}_{m-1}, \quad \partial\omega \in K^{l-1}_{m+1}$$

The deformations $E(k)$ and $d(k)$ are compatible in the following sense:

$$E(k) = \partial d(k) + d(k)\partial$$

The following important lemma is used to determine conditions on $k$ which are sufficient to show $E(k)$ has a small kernel.

**Lemma 2.6 ([DO03], Lemma 2.5).** Let $z(k) = \sum_{H \in A} a_H(k) \in \mathbb{C}W$. Then

1. The element $z(k)$ is central in $\mathbb{C}W$.
2. For an irreducible representation $\tau$ of $\mathbb{C}W$, let $c_\tau(k)$ denote the (unique) eigenvalue for $z(k)$ on $\tau$. Then $c_\tau(k)$ is a linear function of $k$ with non-negative integer coefficients.

The following theorem is the main step in the proof of commutativity of the Dunkl operators.

**Theorem 2.7 ([DO03], Theorem 2.9).** Assume that $k$ is a parameter such that $-c_\tau(k) \notin \mathbb{N}$ for all irreducible $\tau$. Then there exists a unique $W$-invariant linear isomorphism $S(k) : K^\bullet \to K^\bullet$ satisfying the properties

1. $S(k)(K^l_m) \subset K^l_m$,
2. The restriction of $S(k)$ to $K^0_0$ is the identity,
3. $S(k)(p \otimes \omega) = (S(k)(p)) \otimes \omega$,
4. $d(k)S(k) = S(k)d(0)$.

The intertwining operator $S(k)$ is constructed by induction on $m$ and $l$. It is not too difficult to show that the enumerated conditions imply that $S(k)$ is unique and invertible. The main point is to show the existence of $S(k)$. The proof of existence is essentially linear algebra using the fact that the assumption on the parameter $k$ implies (via the previous lemma) that the kernel of $E(k)$ is exactly $K^0_0$.

**Corollary 2.8.** The map $d(k)$ is a differential on $K^\bullet$.

**Proof.** If we assume $-c_\tau(k) \notin \mathbb{N}$ for all irreducible $\tau$, then this corollary follows immediately from the existence of the intertwining operator (and the fact that $d(0)$ is a differential). However, the condition $d^2(k) = 0$ is a closed condition (either in Zariski or classical topology), so it must hold on a closed subset of the space of all parameters $k$. Since the theorem holds on an open dense set in this space, it implies the corollary for all parameter values.

As mentioned above, the commutativity of Dunkl operators (Lemma 2.3) follows directly from this corollary. Indeed, let $e_i \in V$ and $x_i \in V^*$ be dual bases, and write $T_i = T_{e_i}(k)$. A straightforward computation shows that for all $f \in \mathbb{C}[V]$,

$$d(k)^2 f = \sum_{i<j} (T_iT_j - T_jT_i) f \otimes dx_i \wedge dx_j.$$
Remark 2.9. At first glance, the definition of the Dunkl operators may seem to be quite general. Indeed, at least in the real case, the formulas defining $T_{\xi}(k)$ make sense for an arbitrary finite hyperplane arrangement $A$ (with prescribed multiplicities). However, the operators $T_{\xi}$ thus defined will commute if and only if the hyperplane arrangement $A$ comes from a finite reflection group (cf. [Ves94]).

3. Lecture 2

In this lecture, we introduce the rational Cherednik algebras and discuss their basic properties. We also define category $O$, which is a category of modules over the Cherednik algebra subject to certain finiteness restrictions. This is a close analogue of the eponymous category of $g$-modules defined by J. Bernstein, I. Gelfand, and S. Gelfand for a semi-simple Lie algebra (see [Hum08]).

3.1. Rational Cherednik algebras. In this section, we will use the notation introduced in Section 2. We begin with the main definition.

Definition 3.1 (cf. [DO03]). The rational Cherednik algebra $H_k(W)$ is the subalgebra of $D\mathcal{W}$ generated by $\mathbb{C}[V], \mathbb{C}[V^*]$ and $\mathbb{C}W$. (The subalgebras $\mathbb{C}[V]$ and $\mathbb{C}W$ are embedded in $D\mathcal{W}$ in the natural way and are independent of $k$. On the other hand, the embedding of $\mathbb{C}[V^*]$ in $D\mathcal{W}$ is defined via the Dunkl operators $T_{\xi}(k)$ which certainly depend on $k$.)

It is also possible to give an ‘abstract’ definition of Cherednik algebras in terms of generators and relations. From this point of view, the previous definition is called the Dunkl representation. The key point is that the Dunkl representation is faithful. The algebra $H_k(W)$ is generated by the elements of $V, V^*$ and $W$ subject to the following relations

\[ [x, x'] = 0, \quad [\xi, \xi'] = 0, \quad w x w^{-1} = w(x), \quad w \xi w^{-1} = w(\xi), \]

\[ [\xi, x] = \langle \xi, x \rangle + \sum_{H \in \mathcal{A}} \frac{\langle \alpha_H, \xi \rangle}{\langle \alpha_H, v_H \rangle} \sum_{i=0}^{n_H} n_H (k_{H,i} - k_{H,i+1}) e_{H,i}, \]

where $x, x' \in V^*$ and $\xi, \xi' \in V$ and $w \in W$.

Example 3.2. In the case $W = \mathbb{Z}_2$, the above relations are actually very simple. Specifically, $H_k(\mathbb{Z}_2)$ is generated by $x, \xi$ and $s$ satisfying

\[ s^2 = 1, \quad sx = -sx, \quad s\xi = -s\xi, \quad [\xi, x] = 1 - 2ks. \]

The Dunkl operator corresponding to $\xi$ is given by $\frac{d}{dx} - \frac{k}{2}(1 - s)$ which acts naturally on $V_{\text{reg}} = \mathbb{C}[x, x^{-1}]$, preserving $\mathbb{C}[x] \subset \mathbb{C}[x, x^{-1}]$.

3.2. Basic properties of $H_k(W)$. First, note that if $k = 0$, then $H_0 = D(V) \rtimes W \subset D(V_{\text{reg}}) \rtimes W$, so we can view the Cherednik algebra as a deformation of the crossed product of a Weyl algebra $D(V)$ with the group $W$. The next theorem collects several key properties of $H_k(W)$.

Theorem 3.3 (see [EG02b]). Let $H_k = H_k(W)$ be the family of Cherednik algebras associated to a complex reflection group $W$.

1. Universality: $\{H_k\}$ is the universal deformation of $H_0$.
2. PBW property: the linear map $\mathbb{C}[V] \otimes \mathbb{C}W \otimes \mathbb{C}[V^*] \to H_k$ induced by multiplication in $H_k$ is a $\mathbb{C}[V]$-module isomorphism.
(3) Let $H_{\text{reg}} = H_k[\delta^{-1}]$ denote the localization of $H_k$ at the Ore subset $\{\delta^k\}_{k \in \mathbb{N}}$. Then the induced map $H_{\text{reg}} \to DW$ is an isomorphism of algebras.

**Remark 3.4.** Each statement deserves a comment:

1. In general, universal deformations can rarely be realized algebraically, so the family of Cherednik algebras is somewhat exceptional.
2. The name ‘PBW property’ comes from the Poincare-Birkhoff-Witt Theorem in Lie theory, which has a very similar statement. It is a fundamental property for many reasons. In particular, it is not obvious a priori that the generators and relations listed above give a nonzero algebra, so in some sense the important part of this statement is the “lower bound” on the size of $H_k$. (The “upper bound” is easy to see from the relations.)
3. This justifies the notation $H_{\text{reg}} := H_k[\delta^{-1}]$, since it shows that the localization is independent of the parameters $k$.

There are two filtrations on $DW$ which are commonly used. The first is the standard filtration, where $\deg x = 1 = \deg \xi$ and $\deg w = 0$. The second is the differential filtration, where $\deg x = 0 = \deg w$, and $\deg \xi = 1$. Through the Dunkl embedding $H_k \to DW$, these filtrations induce filtrations on $H_k$ (with the same names), and for both filtrations we have $\text{gr}(H_k) \cong C[V \oplus V^*] \times W$.

### 3.3. The spherical subalgebra.

Each $H_k$ contains a distinguished (nonunital) subalgebra $U_k = U_k(W)$ called the spherical subalgebra. We set $e := \frac{1}{|W|} \sum_{w \in W} w \in DW$ and define

$$U_k := eH_ke$$

(The additive and multiplicative structure of $eH_ke$ are induced from $H_k$, but the unit of $eH_ke$ is $e$, not $1 \in H_k$.)

The spherical subalgebra $U_k$ is closely related to $H_k$, however the exact relationship depends crucially on values of the parameter $k$. For each $k$, there is an algebra isomorphism $U_k \cong \text{End}_{H_k}(eH_k)$, and although $eH_k$ is a f. g. projective module over $H_k$, this does not imply that $U_k$ and $H_k$ are Morita equivalent. The problem is that for certain special values of $k$, the module $eH_k$ is not a generator in the category of right $H_k$-modules. Such special values are called singular, and it is an interesting (and still open) question to precisely determine these values of $k$ for a given $W$. For generic $k$, one can prove that $H_k$ is a simple algebra (see Theorem 3.3.1 below), so in that case, the algebras $H_k$ and $U_k$ are Morita equivalent.

For $k = 0$, we know that $H_0 = D(V) \rtimes W$. Since $D(V)$ is isomorphic to a Weyl algebra, it is simple, which implies that $D(V) \rtimes W$ is simple. This implies, in turn, that $H_0$ is Morita equivalent to $U_0$. We also remark that $U_0 = e(D(V) \rtimes W)e \cong D(V)^W$ via the identification $ede \leftrightarrow d$. This allows a theorem analogous to Theorem 3.3.1:

**Theorem 3.5.** The family $\{U_k\}$ is a universal deformation of $D(V)^W$. Also, we have $\text{gr}(U_k) \cong C[V \oplus V^*]^W$.

In general, the algebra map $H_k \to DW$ restricts to a map $U_k = eH_ke \to e(DW)e$ which is an injective homomorphism of unital algebras. Heckman’s restriction operation now becomes

$$\text{Res}_W^U : U_k = eH_ke \to e(DW)e \cong D(V_{\text{reg}})^W$$

\footnote{We recall that two rings are Morita equivalent if their categories of left (or right) modules are equivalent. We refer to [MR01], Section 3.5, for basic Morita theory.}
where the second map is an isomorphism given by $eD\to D$. We call $\text{Res}_W^H: U_k \to D(V_{\text{reg}})^W$ the spherical Dunkl representation of $U_k$. Note that $\text{Res}_W^H$ is a deformation of the canonical embedding $D(V)^W \to D(V_{\text{reg}})^W$ in the same way as the Dunkl embedding $H_k \to DW$ is a deformation of the canonical map $D(V) \rtimes W \to DW$.

### 3.4. Category $\mathcal{O}$

In this section we discuss a subcategory of $H_k$-modules that shares many properties with the Bernstein-Gelfand-Gelfand category $\mathcal{O}$ in Lie theory. (The BGG category $\mathcal{O}$ is a subcategory of representations of the universal enveloping algebra $\mathcal{U}(g)$ which are subject to certain finiteness conditions. A good exposition of this theory can be found in [Hum08].) Some analogies between $\mathcal{U}(g)$ and $H_k(W)$ are listed in Table 1.

**Definition 3.6.** We introduce the following subcategories of the category $\text{mod}(H_k)$ of finitely generated $H_k$-modules:

$\mathcal{O}_k': \quad \{ M \in \text{mod}(H_k) \mid \dim_{\mathbb{C}}(\mathbb{C}[V^*] \cdot m) < \infty \}$

$\mathcal{O}_k(\tilde{\lambda}): \quad \{ M \in \mathcal{O}_k' \mid (P - \tilde{\lambda}(P))^N \cdot m = 0, \; N \gg 0 \}$

$\mathcal{O}_k: \quad \{ M \in \mathcal{O}_k' \mid \xi^N \cdot m = 0, \; N \gg 0 \} = \mathcal{O}_k(0)$

In these definitions, $\tilde{\lambda} \in V^*/W$, (i.e. $\tilde{\lambda}: \mathbb{C}[V] \to \mathbb{C}$), and the conditions are to hold for arbitrary elements $m, P$, and $\xi$ (where $m \in M$ and $P \in \mathbb{C}[V^*]^W$ and $\xi \in V$):

From now on, we mainly discuss $\mathcal{O}_k$, which is called the principal block of category $\mathcal{O}_k'$. The following lemma is standard and closely mirrors the Lie situation.

**Lemma 3.7.** The objects of $\mathcal{O}_k'$ and $\mathcal{O}_k$ have the following properties:

1. Each $M \in \mathcal{O}_k'$ (resp. $M \in \mathcal{O}_k$) is finitely generated over $\mathbb{C}[V] \subset H_k$.
2. $\mathcal{O}_k'$ (resp. $\mathcal{O}_k$) is a stable Serre subcategory of $\text{mod}(H_k)$ (i.e. is it an abelian subcategory closed under taking subobjects, quotients, and extensions).
3. $\mathcal{O}_k'$ (resp. $\mathcal{O}_k$) is Artinian.

Just as in the Lie case, the most important objects in $\mathcal{O}_k$ are obtained by inducing modules from subalgebras of $H_k$. In particular, fix an irreducible representation $\tau$ of $W$, and give it a $\mathbb{C}[V^*]$ module structure using $P \cdot x = P(0)x$ for $P \in \mathbb{C}[V^*]$ and $x \in \tau$. Since this action is $W$-invariant, it gives $\tau$ the structure of a $\mathbb{C}[V^*] \rtimes W$-module. We then define the standard module associated to $\tau$ by

$$M(\tau) := \text{Ind}_{\mathbb{C}[V^*] \rtimes W}^{H_k} (\tau) = H_k \bigotimes_{\mathbb{C}[V^*] \rtimes W} \tau$$

| $\mathcal{U}(g) = \mathcal{U}(n_-) \otimes \mathcal{U}(h) \otimes \mathcal{U}(n_+)$ | $H_k(W) = \mathbb{C}[V] \otimes CW \otimes \mathbb{C}[V^*]$ |
|---|---|
| Weights for $\mathcal{U}(g)$ are irreducible $\mathcal{U}(h)$-modules, i.e. $\mu \in h^*$ | ‘Weights’ for $H_k$ are irreducible $W$-modules |
| central character of $M$ | the parameter $k$ |
| the BGG category $\mathcal{O}$ | category $\mathcal{O}_k'$ |
| blocks $\mathcal{O}_k(\lambda)$ | blocks $\mathcal{O}_k(\lambda)$ |

**Table 1.** Analogies between $\mathcal{U}(g)$ and $H_k$.
These standard modules are analogues of Verma modules in Lie theory. (Of course, we can also induce other modules of $\mathbb{C}[V^*] \times W$, but since we are working with the principal block $\mathcal{O}_k$, this definition is sufficient for our purposes.) The PBW property for $H_k$ shows that $M(\tau) \cong \mathbb{C}[V] \otimes \tau$ as a $\mathbb{C}[V]$-module. Also, the relations in $H_k$ make it clear that $M(\tau) \in \mathcal{O}_k$.

**Theorem 3.8.** As in the Lie case, the following properties hold.

1. The set $\{M(\tau)\}_{\tau \in \text{Irr}(W)}$ is a complete list of pairwise non-isomorphic indecomposable objects in $\mathcal{O}_k$.
2. Each $M(\tau)$ has a unique simple quotient $L(\tau)$, and the $L(\tau)$ are a complete list of simple objects in $\mathcal{O}_k$.
3. The Jordan-Hölder property: Each $M \in \mathcal{O}_k$ has a finite filtration whose associated graded module is isomorphic to a sum of the $L(\tau)$ and is independent of the filtration.
4. $\mathcal{O}_k$ is a highest weight category (in the sense of [CPS88]).

For the proof of this theorem, we refer to [DO03], Proposition 2.27, and [GGOR03], Proposition 2.11 and Corollary 2.16.

**4. Lecture 3**

The category $\mathcal{O}$ defined at the end of the last lecture is related to the category of finite-dimensional representations of the Iwahori-Hecke algebra associated to $W$. The relation is given by a certain additive functor (called the KZ functor) which plays a fundamental role in representation theory of $H_k$. In this lecture, we will introduce this functor and discuss some of its applications. In particular, we define certain operations (KZ twists) on the set of isomorphism classes of irreducible $W$-modules depending on the (integral) parameter $k$ and discuss interesting relations between these operations (conjectured by E. Opdam [Opd95, Opd00] and proved in [BC11]).

If $A$ is an algebra, we write $\text{Mod}(A)$ (respectively, $\text{mod}(A)$) for the category of left (respectively, finitely generated left) $A$-modules.

**4.1. The Knizhnik-Zamolodchikov (KZ) functor.** The KZ functor is defined as a composition of several functors, and we describe each one in turn. The key property that allows this construction is the well-known fact that a $D_X$-module on a smooth algebraic variety $X$ which is coherent as an $O_X$-module is the same thing as a vector bundle with a flat connection on $X$.

The Dunkl embedding provides a natural functor $\text{Mod}(H_k) \to \text{Mod}(D W)$ given by $M \mapsto D W \otimes_{H_k} M$. We denote the output of this functor by $M_{\text{reg}}$. Next, we note that $\text{Mod}(D W)$ is naturally equivalent to the category of $W$-equivariant $D$-modules on $V_{\text{reg}}$. Since $W$ acts freely on $V_{\text{reg}}$, this gives an equivalence $\text{Mod}(D W) \cong \text{Mod}(D(V_{\text{reg}}/W))$. The category $\text{Mod}(D(V_{\text{reg}}/W))$ contains a full subcategory of $\mathcal{O}$-coherent $D$-modules (which are automatically $\mathcal{O}$-locally-free). There is an interpretation functor $\text{Mod}_\mathcal{O}(D(V_{\text{reg}}/W)) \cong \text{Vect}^f(V_{\text{reg}}/W)$ which interprets an $\mathcal{O}$-locally-free $D$-module as a vector bundle with a flat connection. Finally, the Riemann-Hilbert correspondence gives an equivalence of categories $\text{Vect}^f(V_{\text{reg}}/W) \cong \text{mod}(B_W)$, where $B_W := \pi_1(V_{\text{reg}}/W, \ast)$ is the Artin braid group.

**Definition 4.1.** The KZ functor is defined by the composition of functors $\text{KZ}_k : \mathcal{O}_k \to \text{mod}(D W) \cong \text{mod}(D(V_{\text{reg}}/W)) \cong \text{Vect}^f(V_{\text{reg}}/W) \cong \text{mod}(\mathbb{C}B_W)$.
identification allows one to interpret \( M \) as a \( \mathbb{C}[V] \)-module, and its localization \( M(\tau)_{\text{reg}} \) is isomorphic to \( \mathbb{C}[V_{\text{reg}}] \otimes \tau \) as a \( \mathbb{C}[V_{\text{reg}}] \)-module. This identification allows one to interpret \( M(\tau)_{\text{reg}} \) as (sections of) a trivial vector bundle of rank \( \dim_{\mathbb{C}} \tau \). The \( D \)-module structure on \( M(\tau)_{\text{reg}} \) is given by

\[
\partial_\xi(f \otimes v) = (\partial_\xi f) \otimes v + f \otimes (\partial_\xi v)
\]

By definition, in \( M \) we have \( \xi \cdot v = 0 \), and since \( \xi \mapsto T_\xi \) under the Dunkl embedding, we know \( T_\xi(v) = 0 \). Rewriting this, we see

\[
\partial_\xi v - \sum_{H \in A} \frac{\alpha_H(\xi)}{\alpha_H} \sum_{i=0}^{n_H-1} a_H k_H,i e_{H,i}(v) = 0
\]

Combining these formulas, we obtain

\[
\partial_\xi(f \otimes v) = \partial_\xi(f) \otimes v + \sum_{H \in A} \frac{\alpha_H(\xi)}{\alpha_H} \sum_{i=0}^{n_H-1} n_H k_H,i f \otimes e_{H,i}(v)
\]

The right hand side is an explicit formula for the KZ connection, which is the regular flat connection on \( M_{\text{reg}} = \mathbb{C}[V] \otimes \tau \) given by the KZ functor. (Note the change in sign between the formula for the connection and for the Dunkl operator.) Horizontal sections \( y : V_{\text{reg}} \to \tau \) satisfy the KZ equations

\[
\partial_\xi(y) + \sum_{H \in A} \frac{\alpha_H(\xi)}{\alpha_H} \sum_{i=0}^{n_H-1} n_H k_H,i e_{H,i}(y) = 0
\]

**Remark 4.2.** The formulas (4.1) and (4.3) look very similar (other than the sign), but there is an important distinction. In the KZ connection (4.1) group elements act on the arguments of the functions involved, while in the KZ equation (4.3) they act on their values.

### 4.2. The Hecke algebra of \( W \)

It is natural to ask what the image of the KZ functor is. The answer is that for generic \( k \), its image is the subcategory of \( CB_W \)-modules that factor through a natural quotient of \( B_W \) called the Hecke algebra of \( W \). We first record two facts about complex reflection groups the proofs of which can be found in [BMR98]

1. For all \( H \in A \), there is a unique \( s_H \in W_H \) such that \( \det(s_H) = e^{2\pi i/n_H} \).
2. The braid group \( B_W \) is generated by the elements \( \sigma_H \) which are monodromy operators (around the \( H \in A \)) corresponding to the \( s_H \).

Following [BMR98], we define the Hecke algebra of \( W \) by

\[
\mathcal{H}_k(W) := CB_W \left/ \left( \prod_{j=0}^{n_H-1} (\sigma_H - (\det s_H)^{-j} e^{2\pi i k H,j}) = 0 \right) \right|_{H \in A}
\]

If \( k_{H,i} \in \mathbb{Z} \), then the relations simplify to \( \sigma_H^{n_H} = 1 \), which shows that there is a canonical isomorphism \( \mathcal{H}_k(W) \cong \mathbb{C}W \). In particular, \( \dim_{\mathbb{C}} \mathcal{H}_k(W) = |W| \). Furthermore, if \( k \) is generic, then \( \mathcal{H}_k(W) \) is semi-simple, and by rigidity of semisimple algebras, \( \mathcal{H}_k(W) \) is generically isomorphic to \( \mathbb{C}W \). However, it seems to be the case that the equality \( \dim_{\mathbb{C}} \mathcal{H}_k(W) = |W| \) is still conjectural for a few exceptional \( W \). (The equality is known for all Coxeter groups and for all but finitely many \( W \).)
THEOREM 4.3 (see \[BEG03a, GGOR03, DO03\]). For each $k$, the functor $KZ_k : \mathcal{O}_k \to \text{mod}(B_W)$ is an exact functor with image contained in $\text{mod}(\mathcal{H}_k) \hookrightarrow \text{mod}(B_W)$ (where the inclusion is induced by restriction of scalars).

It is natural to ask whether this can be an equivalence. One obvious obstruction to a positive answer is the fact that the localization $\mathcal{H}_k \to DW$ can kill some modules. It turns out that this is the only obstruction. More precisely, if we let $\mathcal{O}_k^{\text{tor}} := \{M \in \mathcal{O}_k \mid M_{\text{reg}} = 0\}$, then we have the following theorem.

THEOREM 4.4 (see \[GGOR03\]). Assume that $\dim \mathcal{H}_k = |W|$. Then

1. The $KZ_k$ functor induces an equivalence $KZ_k : \mathcal{O}_k/\mathcal{O}_k^{\text{tor}} \to \text{mod}(\mathcal{H}_k)$.
2. There is a ‘big projective’ $P \in \text{Ob}(\mathcal{O}_k)$ and $Q \in \text{Ob}(\text{mod}(\mathcal{H}_k))$ such that $\mathcal{H}_k \cong \text{End}_{\mathcal{O}_k}(P)$ and $\mathcal{O}_k \cong \text{mod}(\text{End}_{\mathcal{H}_k}(Q))$.

One can interpret this theorem as showing that the structure of the category $\mathcal{O}_k$ is controlled by $\mathcal{H}_k$ for all $k$. The following result shows that the algebra structure of $\mathcal{H}_k$ also depends crucially on $\mathcal{H}_k$.

THEOREM 4.5. Assume that $\dim_{\mathbb{C}} \mathcal{H}_k = |W|$. Then the following are equivalent:

1. $\mathcal{H}_k$ is a semisimple algebra,
2. $\mathcal{O}_k$ is a semisimple category,
3. $\mathcal{H}_k$ is a simple algebra.

If one of these conditions hold, then $\mathcal{O}_k^{\text{tor}} = 0$ and $\mathcal{O}_k \cong \text{mod}(\mathcal{H}_k)$. Furthermore, in this case the $M(\tau)$ are simple, i.e. $M(\tau) = L(\tau)$ for all $\tau \in \text{Irr}(W)$.

For a detailed proof of Theorem 4.5, we refer to \[BCT1\], Theorem 6.6, which combines the earlier results of \[BEG03a, GGOR03, DO03\] and is based on R. Vale’s Ph.D. thesis (2006).

COROLLARY 4.6. If the conditions of Theorem 4.5 hold, then $\mathcal{H}_k$ is Morita equivalent to its spherical subalgebra $U_k$.

PROOF. Since $\mathcal{H}_k$ is simple, the two-sided ideal $H_k e H_k$ must be $\mathcal{H}_k$, which implies that $e H_k$ is a generator in $\text{mod}(\mathcal{H}_k)$. Since $U_k \cong \text{End}_{H_k}(e H_k)$ and $e H_k$ is projective, $U_k$ and $H_k$ are Morita equivalent. \qed

When the corollary applies the mutual equivalences can be written explicitly. The functor $\text{mod}(\mathcal{H}_k) \to \text{mod}(U_k)$ is given by $M \mapsto e M := e H_k \otimes_{H_k} M$, and the functor $\text{mod}(U_k) \to \text{mod}(\mathcal{H}_k)$ is given by $N \mapsto H_k e \otimes_{U_k} N$.

4.3. Shift functors and KZ twists. The goal of this section is to relate the categories $\mathcal{O}_k$ for different values of $k$. There are several constructions of ‘shift functors,’ i.e. functors between different $\mathcal{O}_k$, the first of which was introduced in \[BEG03a\]. In this lecture we will focus on the functor introduced in \[BC11\]. The main idea is that the Dunkl embeddings all have the same target, and we can ‘push forward’ a module along one embedding and ‘pull back’ along another. This is analogous to the so-called Enright completion in Lie theory (see \[Jos82\]).

The first step is to enlarge $\mathcal{O}_k$ by defining $\mathcal{O}_k^\text{ln} \subset \text{Mod}(H_k)$ to be all $H_k$-modules on which the $\xi \in V$ act locally nilpotently. Then $\iota_k : \mathcal{O}_k \hookrightarrow \mathcal{O}_k^\text{ln}$ is the natural inclusion whose image is the finitely generated modules. The inclusion $\mathcal{O}_k^\text{ln} \hookrightarrow \text{Mod}(H_k)$ has a right adjoint $\tau_k : \text{Mod}(H_k) \to \mathcal{O}_k^\text{ln}$ which outputs the largest submodule in $\mathcal{O}_k^\text{ln}$. In other words,

$$\tau_k(M) := \{m \in M \mid \xi^d m = 0, \forall \xi \in V, d \gg 0\}$$
Recall $DW = D(V_{\text{reg}}) \times W$, and that the Dunkl embedding gives us an identification $H_k[\delta^{-1}] \cong DW$. Write $\theta_k : H_k \to DW$ for the localization map (which is just the Dunkl embedding). Also, write $\theta_k^* : \text{Mod}(H_k) \to \text{Mod}(DW)$ for extension of scalars and $(\theta_k)_* : \text{Mod}(DW) \to \text{Mod}(H_k)$ for the restriction of scalars.

**Definition 4.7.** For $k, k'$ two parameter values, define $T_{k \to k'} : \text{Mod}(H_k) \to \text{Mod}(H_{k'})$

$$T_{k \to k'} = \theta_{k'}(\theta_k)^* \theta_k^*$$

**Proposition 4.8.** $T_{k \to k'}$ restricts to a functor $\mathcal{O}_k \to \mathcal{O}_{k'}$.

**Proof.** Given $M \in \mathcal{O}_k$, let $N := (\theta_{k'})_*(\theta_k)^* M \in \text{Mod}(H_{k'})$. To prove the claim we need only to show that $\theta_{k'}(N)$ is a finitely generated module over $H_{k'}$. Assuming the contrary, we may construct an infinite strictly increasing chain of submodules $N_0 \subset N_1 \subset N_2 \subset \ldots \subset \theta_{k'}(N) \subset M_{\text{reg}}$, with $N_i \in \mathcal{O}_{k'}$. Localizing this chain, we get an infinite chain of $H_{\text{reg}}$-submodules of $M_{\text{reg}}$. Since $M_{\text{reg}}$ is finite over $\mathbb{C}[V_{\text{reg}}]$ and $\mathbb{C}[V_{\text{reg}}]$ is Noetherian, this localized chain stabilizes at some $i$. Thus, omitting finitely many terms, we may assume that $(N_i)_{\text{reg}} = (N_0)_{\text{reg}}$ for all $i$. In that case all the inclusions $N_i \subset N_{i+1}$ are essential extensions, and since each $N_i \in \mathcal{O}_{k'}$, the above chain of submodules can be embedded into an injective hull of $N_0$ in $\mathcal{O}_{k'}$ and hence stabilizes for $i \gg 0$. (The injective hulls in $\mathcal{O}_{k'}$ exist and have finite length, since $\mathcal{O}_{k'}$ is a highest weight category, see [GGOR03], Theorem 2.19.) This contradicts the assumption that the inclusions are strict. Thus, we conclude that $\theta_{k'}(N)$ is finitely generated. □

As one may expect, the properties of the shift functor depend on the parameters $k$ and $k'$. We call a parameter $k$ regular if $H_k$ is semisimple, and we write $\text{Reg}(W)$ for the set of regular parameters. It is proved in [BC11], Lemma 6.9, that $\text{Reg}(W)$ is a connected set. We list some basic properties of the shift functor:

**Lemma 4.9.** Let $k, k', k''$ be arbitrary complex multiplicities, and let $M \in \mathcal{O}_k$.

1. If $k \in \text{Reg}(W)$, then $T_{k \to k'}(M) = M$.
2. If $k, k' \in \text{Reg}(W)$ and $M$ is simple, then $T_{k \to k'}(M)$ is either 0 or simple.
3. If $k, k', k'' \in \text{Reg}(W)$, then $(T_{k \to k''} \circ T_{k' \to k''})(T_{k \to k'}) \cong T_{k \to k''}$.

**Corollary 4.10.** If $k, k' \in \text{Reg}(W)$, then the following are equivalent:

1. $T_{k \to k'}(M_k(\tau)) \cong M_{k'}(\tau')$;
2. $M_k(\tau)_{\text{reg}} \cong M_{k'}(\tau')$ as $H_{\text{reg}}$-modules.

### 4.4. KZ Twists.

In this section we assume that the parameter $k$ is integral. Summarizing what we have said before, in this case we know that there is a canonical isomorphism $H_k \cong \mathbb{C}W$, that the functor $\text{KZ}_k : \mathcal{O}_k \to \text{mod}(W)$ is an equivalence, and that the standard modules $M_k(\tau)$ are all simple.

**Definition 4.11.** The KZ twist $k \text{Z}_k : \text{Irr}(W) \to \text{Irr}(W)$ is the map induced by the KZ functor, i.e. $[\tau] \mapsto \text{KZ}_k[M_k(\tau)]$.

This map was defined by Opdam in [Opd95] without the use of the Cherednik algebras (which hadn’t been defined at the time). He showed that the maps satisfied the additivity property $k \text{Z}_k \circ k \text{Z}_{k'} = k \text{Z}_{k+k'}$ and conjectured that each $k \text{Z}_k$ was a permutation. This conjecture was proved as a corollary of the following theorem.

**Theorem 4.12** (see [BC11], Theorem 7.11). Let $k$ and $k'$ be complex multiplicities such that $k'_{H,i} - k_{H,i} \in \mathbb{Z}$ for all $H$ and $i$. Then
Let $W$ be a Coxeter group from \[ \text{Definition} 5.1 \]. The \textit{quasi-invariants} (for $W$ a Coxeter group) of parameter $k$ are defined as $Q_k(W) := \{ f \in \mathbb{C}[V] \mid s_H(f) \equiv f \text{ mod } (\alpha_H)^{2kn} \}$.

Note that for extreme parameter values, $Q_0(W) = \mathbb{C}[V]$ and $Q_\infty(W) = \mathbb{C}[V]^W$.

We now return to the generality of complex reflection groups. Recall the idempotents $e_{H,i} = \frac{1}{n_H} \sum_{w \in W_H} (\det w)^{-i} w$ for $i = 0, 1, \ldots, n_H - 1$.

\textbf{Definition 5.2.} For an arbitrary complex reflection group $W$, the \textit{quasi-invariants} $Q_k \subset \mathbb{C}[V]$ are defined by $Q_k(W) := \{ f \in \mathbb{C}[V] \mid e_{H,-i}(f) \equiv 0 \text{ mod } (\alpha_H)^{n_H k_H, i}, \forall 0 \leq i \leq n_H - 1, H \in A \}$.

Note that in the Coxeter case, $s_H(f) \equiv f$ is equivalent to $(1 + \det(s_H)) s_H(f) \equiv 0$, so the two definitions agree in this case. Also, the condition holds automatically for $i = 0$, as we assumed that $k_{H,0} = 0$ for all $H \in A$.  

1. $T_{k \to k'}(M) \neq 0$ for each standard module $M = M(\tau) \in \mathcal{O}_k$;
2. if $k, k' \in \text{Reg}(W)$, then $T_{k \to k'}[M(\tau)] = M_{k'}(\tau')$ with $\tau' = k z_{k \to k'}(\tau)$.

The theorem is first proved for integral $k, k'$ and is then extended to all parameters using a deformation argument (and the fact that the integers are Zariski-dense in $\mathbb{C}$). The following is essentially a direct corollary of the second statement of the theorem and Lemma 4.9.

\textbf{Corollary 4.13 (BC11).} The map $k \mapsto k z_k$ is a homomorphism from the additive group of integral multiplicities to the permutation group of $\{ \text{Irr}(W) \}$.

This result was conjectured by E. Opdam (see [Opd95] and [Opd00]).

5. Lecture 4

The notion of a quasi-invariant polynomial for a finite Coxeter group was introduced by O. Chalykh and A. Veselov in [CV90]. Although quasi-invariants are a natural generalization of invariants, they first appeared in a slightly disguised form (as symbols of commuting differential operators). More recently, the algebras of quasi-invariants and associated varieties have been studied in [FV02, EG02a, BEG03a] by means of representation theory and have found applications in other areas. In this lecture, we define quasi-invariants for an arbitrary complex reflection group and give new applications. This material is borrowed from [BC11].

5.1. Quasi-invariants for complex reflection groups. We will introduce a family of submodules of $\mathbb{C}[V]$ depending on the parameter $k$ that interpolate between $\mathbb{C}[V]^W$ and $\mathbb{C}[V]$. These submodules are defined for \textit{integral} values of $k$ and can be interpreted as torsion-free coherent sheaves on certain (singular) algebraic varieties. The ring of invariant differential operators on such a variety turns out to be isomorphic to a spherical subalgebra $U_k$, and the modules of quasi-invariants become (via this isomorphism) objects of (the spherical analogue of) category $\mathcal{O}_k$.

This explains the comment at the end of Section 2.2.

We first recall the definition of quasi-invariants for Coxeter groups from [CV90]. Let $W$ be a Coxeter group with $H$ a reflection hyperplane, and recall that $s_H$ is the unique element of $W_H$ (the pointwise stabilizer of $H$ in $W$) with determinant $-1$. Then $f \in \mathbb{C}[V]^W$ if and only if $s_H(f) = f$ for all $H \in A$. Let $k : A/W \to \mathbb{Z}^{\geq 0}$.

\textbf{Definition 5.1.} The \textit{quasi-invariants} (for $W$ a Coxeter group) of parameter $k$ are defined as $Q_k(W) := \{ f \in \mathbb{C}[V] \mid s_H(f) \equiv f \text{ mod } (\alpha_H)^{2kn} \}$.

Note that for extreme parameter values, $Q_0(W) = \mathbb{C}[V]$ and $Q_\infty(W) = \mathbb{C}[V]^W$. 

We now return to the generality of complex reflection groups. Recall the idempotents $e_{H,i} = \frac{1}{n_H} \sum_{w \in W_H} (\det w)^{-i} w$ for $i = 0, 1, \ldots, n_H - 1$.

\textbf{Definition 5.2.} For an arbitrary complex reflection group $W$, the \textit{quasi-invariants} $Q_k \subset \mathbb{C}[V]$ are defined by $Q_k(W) := \{ f \in \mathbb{C}[V] \mid e_{H,-i}(f) \equiv 0 \text{ mod } (\alpha_H)^{n_H k_H, i}, \forall 0 \leq i \leq n_H - 1, H \in A \}$.
Example 5.3. If $W = \mathbb{Z}/n\mathbb{Z}$ and $V = \mathbb{C}$, then $s(x) = e^{2i\pi/n}x$, the parameter $k$ is $k = \{k_0 = 0, k_1, \ldots, k_{n-1}\}$, and

$$Q_k(\mathbb{Z}/n\mathbb{Z}) = \bigoplus_{i=0}^{n-1} x^{nk_i+1}C[x^n]$$

In the Coxeter case, $Q_k(W)$ is a subring of $\mathbb{C}[V]$, but as the above example shows, this is not always true in the general case. However, there is a natural subring of $\mathbb{C}[V]$ associated to $Q_k(W)$, namely:

$$A_k(W) := \{P \in \mathbb{C}[V] \mid pQ_k(W) \subset Q_k(W)\}$$

We write $X_k = \text{Spec}\{A_k(W)\}$.

Lemma 5.4. We list some properties of $A_k$ and $Q_k$:

1. $A_k(W) = Q_k(W)$ for some parameter $k'$. In particular, both $A_k$ and $Q_k$ contain $\mathbb{C}[V]^W$ and are stable under the action of $W$.
2. $A_k$ is a finitely generated graded subalgebra of $\mathbb{C}[V]$, and $Q_k$ is a finitely generated graded module over $A_k$ of rank one.
3. The field of fractions of $A_k$ is $\mathbb{C}(V)$, and the integral closure of $A_k$ in $\mathbb{C}(V)$ is $\mathbb{C}[V]$.
4. $X_k$ is an irreducible affine variety, and the normalization of $X_k$ is $\mathbb{C}^n$.
5. The normalization map $\pi_k : \mathbb{C}^n \rightarrow X_k$ is bijective.
6. The preimage of the singular locus of $X_k$ under $\pi_k$ is the divisor $(A, k)$.

5.1.1. CW-valued quasi-invariants. Our goal now is to show that $Q_k \subset \mathbb{C}[V]$ is preserved by the action of the spherical subalgebra $U_k$. However, this would be impossible to show by direct calculation, since for some complex reflection groups the minimal order of a non-constant $W$-invariant polynomial is 60. We therefore give a definition of quasi-invariants at the level of the Cherednik algebra itself, and then show that symmetrizing the CW-valued quasi-invariants produces the quasi-invariants defined in the previous section.

The algebra $D_W$ can be viewed as a ring of $W$-equivariant differential operators on $V_{\text{reg}}$, and as such it acts naturally on the space of $\mathbb{C}W$-valued functions. More precisely, using the canonical inclusion $\mathbb{C}[V_{\text{reg}}] \otimes \mathbb{C}W \hookrightarrow D_W$, we can identify $\mathbb{C}[V_{\text{reg}}] \otimes \mathbb{C}W$ with the cyclic $D_W$-module $D_W/J$, where $J$ is the left ideal of $D_W$ generated by $\partial_x \in D_W$, $\xi \in V$. Explicitly, in terms of generators, $D_W$ acts on $\mathbb{C}[V_{\text{reg}}] \otimes \mathbb{C}W$ by

$$g(f \otimes u) = gf \otimes u, \quad g \in \mathbb{C}[V_{\text{reg}}],$$

$$\partial_x(f \otimes u) = \partial_x f \otimes u, \quad \xi \in V,$$

$$w(f \otimes u) = f^w \otimes wu, \quad w \in W.$$ 

Now, the restriction of scalars via the Dunkl representation $H_k(W) \hookrightarrow D_W$ makes $\mathbb{C}[V_{\text{reg}}] \otimes \mathbb{C}W$ an $H_k(W)$-module. We will call the corresponding action of $H_k$ the differential action. It turns out that, in the case of integral $k$’s, the differential action of $H_k$ is intimately related to quasi-invariants $Q_k = Q_k(W)$.

Besides the diagonal action $\delta[53]$, we will use another action of $W$ on $\mathbb{C}[V_{\text{reg}}] \otimes \mathbb{C}W$, which is trivial on the first factor: i.e., $f \otimes s \mapsto f \otimes ws$, where $w \in W$ and $f \otimes s \in \mathbb{C}[V_{\text{reg}}] \otimes \mathbb{C}W$. We denote this action by $1 \otimes w$.

7The normalization map is bijective as a map of sets, but it is not an isomorphism of schemes.
Now, we define $Q_k$ to be the subspace of $\mathbb{C}[V_{\text{reg}}] \otimes \mathbb{C}W$ spanned by the elements $\varphi$ satisfying

(5.4) \((1 \otimes e_{H,i}) \varphi \equiv 0 \mod (\alpha_H)^{n_H k_H,i} \otimes \mathbb{C}W\),

for all $H \in A$ and $i = 0, 1, \ldots, n_H - 1$. Here, as in Definition 5.2, $(\alpha_H)$ stands for the ideal of $\mathbb{C}[V]$ generated by $\alpha_H$.

Theorem 5.5. If $k$ is integral, then $\mathbb{C}[V_{\text{reg}}] \otimes \mathbb{C}W$ contains a unique $H_k$-submodule $Q_k' = Q_k'(W)$, such that $Q_k'$ is finite over $\mathbb{C}[V] \subset H_k$ and

(5.5) \(e Q_k' = e( Q_k \otimes 1) \) in $\mathbb{C}[V_{\text{reg}}] \otimes \mathbb{C}W$.

In fact, we have the equality $Q_k = Q_k'$.

As a simple consequence of the theorem, we get the following corollary.

Corollary 5.6. $Q_k$ is stable under the action of $U_k$ on $\mathbb{C}[V_{\text{reg}}]$ via the Dunkl representation (3.1). Thus $Q_k$ is a $U_k$-module, with $U_k$ acting on $Q_k$ by invariant differential operators.

Proof. Theorem 5.5 implies that $eH_k e( Q_k) \subseteq eQ_k$. Recall that for every element $eLe \in eH_k e$ we have $eLe = e \text{Res} L$, by the definition of the map (3.1). As a result,

\[ (\text{Res} L[Q_k] \otimes 1) = e \text{Res} L[Q_k] \otimes 1 = (e L e)[Q_k] \subseteq eQ_k = e( Q_k \otimes 1). \]

It follows that $(\text{Res} L)[Q_k] \subseteq Q_k$, since $e(f \otimes 1) = 0$ in $\mathbb{C}[V_{\text{reg}}] \otimes \mathbb{C}W$ forces $f = 0$.

Example 5.7. We illustrate Theorem 5.5 in the one-dimensional case. Let $W = \mathbb{Z}/n\mathbb{Z}$ and $k = (k_0, \ldots, k_{n-1})$ be as in Example 5.3. Then

(5.6) \(Q_k = \bigoplus_{i=0}^{n-1} x^{n_k} \mathbb{C}[x] \otimes e_i, \quad e_i = \frac{1}{n} \sum_{w \in W} (\det w)^{-1} w. \)

Clearly, $Q_k$ is stable under the action of $W$ and $\mathbb{C}[x]$. On the other hand, if $k_i \in \mathbb{Z}$, a short calculation shows that the Dunkl operator $T := \partial_x - x^{-1} \sum_{i=0}^{n-1} n_k e_i$ annihilates the elements $x^{n_k} \otimes e_i$, and hence preserves $Q_k$ as well. Now, acting on $Q_k$ by $e = e_0$ and using (5.1), we get

(5.7) \(eQ_k = \bigoplus_{i=0}^{n-1} x^{n_k + i} \mathbb{C}[x^n] \otimes e_i = \bigoplus_{i=0}^{n-1} e( x^{n_k + i} \mathbb{C}[x^n] \otimes 1) = e( Q_k \otimes 1), \)

which agrees with Theorem 5.5.

5.1.2. Differential operators on quasi-invariants. We briefly recall the definition of differential operators in the algebro-geometric setting (see [MR01], Chap. 15).

Let $A$ be a commutative algebra over $\mathbb{C}$, and let $M$ be an $A$-module. The filtered ring of (linear) differential operators on $M$ is defined by

\[ \mathcal{D}_A(M) := \bigcup_{n \geq 0} \mathcal{D}_A^n(M) \subseteq \text{End}_A(M), \]

where $\mathcal{D}_A^n(M) := \text{End}_A(M)$ and $\mathcal{D}_A^a(M)$, with $a \geq 1$, are given inductively:

\[ \mathcal{D}_A^a(M) := \{ D \in \text{End}_A(M) \mid [D, a] \in \mathcal{D}_A^{a-1}(M) \text{ for all } a \in A \}. \]
The elements of \( \mathcal{D}_A^\delta(M) \setminus \mathcal{D}_A^{\delta-1}(M) \) are called differential operators of order \( n \) on \( M \). Note that the commutator of two operators in \( \mathcal{D}_A^\delta(M) \) of orders \( n \) and \( m \) has order at most \( n + m - 1 \). Hence the associated graded ring \( \text{gr} \mathcal{D}_A(M) := \bigoplus_{n \geq 0} \mathcal{D}_A^n(M)/\mathcal{D}_A^{n-1}(M) \) is a commutative algebra.

If \( X \) is an affine variety with coordinate ring \( A = \mathcal{O}(X) \), we denote \( \mathcal{D}_A(A) \) by \( \mathcal{D}(X) \) and call it the ring of differential operators on \( X \). If \( X \) is irreducible, then each differential operator on \( X \) has a unique extension to a differential operator on \( \mathbb{K} := \mathbb{C}(X) \), the field of rational functions of \( X \), and thus we can identify (see [MR01], Theorem 15.5.5):

\[
\mathcal{D}(X) = \{ D \in \mathcal{D}(\mathbb{K}) \mid D(f) \in \mathcal{O}(X) \text{ for all } f \in \mathcal{O}(X) \}.
\]

Slightly more generally, we have

**Lemma 5.8.** Suppose that \( M \subseteq \mathbb{K} \) is a (nonzero) \( A \)-submodule of \( \mathbb{K} \). Then

\[
\mathcal{D}_A(M) = \{ D \in \mathcal{D}(\mathbb{K}) \mid D(f) \in M \text{ for all } f \in M \}.
\]

We apply these concepts for \( A = A_k \) and \( M = Q_k \), writing \( \mathcal{D}(Q_k) \) instead of \( \mathcal{D}_A(M) \) in this case. By Lemma 5.8(3), \( X_k = \text{Spec}(A_k) \) is an irreducible variety with \( \mathbb{K} = \mathbb{C}(V) \), so, by Lemma 5.8, we have

\[
(5.8) \quad \mathcal{D}(Q_k) = \{ D \in \mathcal{D}(\mathbb{K}) \mid D(f) \subseteq Q_k \text{ for all } f \in Q_k \}.
\]

Note that the differential filtration on \( \mathcal{D}(Q_k) \) is induced from the differential filtration on \( \mathcal{D}(\mathbb{K}) \). Thus (5.8) yields a canonical inclusion \( \text{gr} \mathcal{D}(Q_k) \subseteq \text{gr} \mathcal{D}(\mathbb{K}) \), with \( \mathcal{D}^0(Q_k) = A_k \), see (5.2). In particular, if \( k = \{ 0 \} \), then \( Q_k = \mathbb{C}[V] \) and (5.8) becomes the standard realization of \( \mathcal{D}(V) \) as a subring of \( \mathcal{D}(\mathbb{K}) \).

Apart from \( Q_k \), we may also apply Lemma 5.8 to \( \mathbb{C}[V_{\text{reg}}] \), which is naturally a subalgebra of \( \mathbb{K} = \mathbb{C}(V) \). This gives the identification

\[
(5.9) \quad \mathcal{D}(V_{\text{reg}}) = \{ D \in \mathcal{D}(\mathbb{K}) \mid D(f) \subseteq \mathbb{C}[V_{\text{reg}}] \text{ for all } f \in \mathbb{C}[V_{\text{reg}}] \}.
\]

**Lemma 5.9.** With identifications (5.8) and (5.9), we have

(i) \( \mathcal{D}(Q_k) \subseteq \mathcal{D}(V_{\text{reg}}) \) and (ii) \( \text{gr} \mathcal{D}(Q_k) \subseteq \text{gr} \mathcal{D}(V) \).

5.1.3. Invariant differential operators. Recall that, by Lemma 5.4, \( Q_k \) is stable under the action of \( W \) on \( \mathbb{C}[V_{\text{reg}}] \). Hence \( W \) acts naturally on \( \mathcal{D}(Q_k) \), and this action is compatible with the inclusion of Lemma 5.9(i). It follows that \( \mathcal{D}(Q_k)^W \subseteq \mathcal{D}(V_{\text{reg}})^W \). Now, we recall the algebra embedding (3.1), which defines the Dunkl representation for the spherical subalgebra of \( H_k \).

**Proposition 5.10.** The image of \( \text{Res} : U_k \hookrightarrow \mathcal{D}(V_{\text{reg}})^W \) coincides with \( \mathcal{D}(Q_k)^W \). Thus, the Dunkl representation of \( U_k \) yields an algebra isomorphism \( U_k \cong \mathcal{D}(Q_k)^W \).

Proposition 5.10 explains the remark at the end of Section 2.2.

**Corollary 5.11.** \( \text{gr} \mathcal{D}(V) \) is a finite module over \( \text{gr} \mathcal{D}(Q_k) \). Consequently \( \text{gr} \mathcal{D}(Q_k) \) is a finitely generated (and hence, Noetherian) commutative \( \mathbb{C} \)-algebra.

We are now in a position to state some of the main results of [BC11]. The first theorem can be viewed as a generalization of the Chevalley-Serre-Shephard-Todd Theorem (cf. Theorem 2.3 (1) \( \Rightarrow \) (2)).

**Theorem 5.12 (BC11, Theorem 1.1).** \( Q_k \) is a free module over \( \mathbb{C}[V]^W \) of rank \( |W| \).
It would be nice to have a direct proof of this theorem generalizing the homological arguments presented in Section 2.3. Unfortunately, we are not aware of such a generalization. Instead, Theorem 5.12 is deduced as a consequence of the following much deeper result on the algebra of differential operators on quasi-invariants.

**Theorem 5.13 ([BC11], Theorem 1.2).** $D(Q_k)$ is a simple ring, Morita equivalent to $D(V)$.

This result is surprising since, as explained above, $D(Q_k)$ is isomorphic to the ring of (twisted) differential operators on a *singular* algebraic variety, and such rings usually do not have good properties. Combined with standard Morita theory Theorem 5.13 implies that $\mathcal{P} := \{ D \in D(\mathbb{K}) : D(f) \in Q_k \text{ for all } f \in \mathbb{C}[V] \}$ is a projective right ideal of $D(V)$. This gives one of the only families of examples of non-free projective modules over higher Weyl algebras. In the Coxeter case, the Morita equivalence between the algebras $D(Q_k)$ for integral $k$’s was originally proved in [BEG03a].

Theorem 5.13 and Proposition 5.10 have another interesting consequence established in [BC11] using $K$-theoretic arguments.

**Theorem 5.14 ([BC11], Corollary 4.6).** $D(Q_k)$ is a non-free projective module over $D(Q_k)^W$.

This result can be viewed as a noncommutative counterpart of Theorem 5.12.
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