Abstract

Recently, as an effective way of learning latent representations, contrastive learning has been increasingly popular and successful in various domains. The success of contrastive learning in single-label classifications motivates us to leverage this learning framework to enhance distinctiveness for better performance in multi-label image classification. In this paper, we show that a direct application of contrastive learning can hardly improve in multi-label cases. Accordingly, we propose a novel framework for multi-label classification with contrastive learning in a fully supervised setting, which learns multiple representations of an image under the context of different labels. This facilitates a simple yet intuitive adoption of contrastive learning into our model to boost its performance in multi-label image classification. Extensive experiments on two benchmark datasets show that the proposed framework achieves state-of-the-art performance in the comparison with the advanced methods in multi-label classification.

1. Introduction

Multi-label image classification is a fundamental and practical computer vision task, where the goal is to predict a set of labels (e.g., objects or attributes) associated with an input image. It is an essential component in many application such as recommendation systems [19, 44], medical image diagnosis [13], and human attribute recognition [27]. Compared to single-label cases, multi-label classification is usually more complex and challenging.

Recently, contrastive learning (CL) [5, 14] is effective in learning latent representations for supervised tasks. In general, CL aims to pull together an anchor and a similar (or positive) sample in embedding space and push apart the anchor from many dissimilar (or negative) samples. Therefore, the choice of the positive and negative samples of an anchor is a key to achieving good performance with CL. In self-supervised CL [5], the positive sample is defined as those augmented from the same image with the anchor, while the negative samples are all the other images in the minibatch. More recently, supervised CL [20] has been proposed, where all the images with the same label as the anchor are considered as the positive samples and vice versa for the negative ones. Supervised CL has shown improvements in single-label image classifications than the self-supervised counterpart. With the above successful examples, CL has drawn significant research attention and has been applied in other tasks including image segmentation [40], adversarial training [21] or text to image learning [35].

Given the appealing properties and promising results of CL in single-label classification, it is natural to adapt it into multi-label cases to boost performance. However, this adaptation is non-trivial. In single-label cases, an image usually contains one salient object, thus, the label of the object can also be viewed as the unique label of the image. Therefore, it is reasonable to use one image-level representation of an image and to push the representation of the anchor close to its positive samples (e.g, augmentations of the anchor or images with the same label as the anchor), as done in self-supervised and supervised CL. However, with a single image-level representation for an image, it is hard to define the positive or negative samples for an anchor image by its multiple labels in the multi-label classification. For example, it would not be reasonable to assume that the image-level representations of images containing apples must always be close to each other, as apple is just one of many objects that those images contain and an apple may only take a small area of an image. As a result, this setting hinders the application of existing CL methods to multi-label classification.

To bridge this gap, we in this paper propose a novel end-to-end framework for multi-label image classification that leverages the contrastive learning principle, termed MulCon or Multi-label Classification with Contrastive Loss. Instead of using image-level representations as in previous CL methods, we introduce a new module that learns multiple label-level representations of an image, which are generated with the attention from the globally class-specific embeddings to the image features learned by a convolutional neural network (CNN). Each label-level embedding of an image corresponds to its representation in the context of
a specific label, thus, it is associated with a single label. If we view an label-level embedding as the anchor in our proposed CL framework, it is straightforward to define the positive samples of an anchor, which are the label-level embeddings of other images with the same label and vice versa for the negative samples. With these definitions, the supervised CL loss can be applied. Our framework is intuitive in the multi-label setting. For example, instead of sharing an image-level representation with other objects, the apple object of an image has its own embedding and the embeddings of the apples of all the images in a minibatch are pushed close to each other. In this way, the CL loss can enforce the coherence and consistency of the label-level representations of images, which further provides more discriminative power of the prediction procedure based on these representations.

The main contributions can be summarized as follows:

1. We formalize multi-label classification for natural images as a contrastive learning problem, where we enhance image relationship by decomposing image into several components and enforcing the correlation of the same label components among images. To our knowledge, this is the first work applying contrastive learning in multi-label classification for natural images.

2. We design a novel end-to-end multi-label classification framework to decompose image into several semantic components. A two-step training procedure that combines the contrastive loss with the binary cross-entropy loss is introduced to improve the quality of these semantic components.

3. We conduct extensive experiments on large-scale benchmark datasets including COCO [29] and NUSWIDE [9], showing that the proposed framework achieves the state-of-the-art performance in multi-label image classification.

2. Proposed Method

In this section, we first discuss about the background knowledge and relevant notations and then elaborate on the details of the proposed framework, MulCon.

2.1. Background and Notations

**Multi-label Classification.** Following the standard setting of the multi-label image classification, we denote a batch of input images by $X \in \mathbb{R}^{N \times W \times H \times 3}$, where $N$ is the batch size, $H$ and $W$ are the height and width of the images. Each image $x_i \in X$ is associated with multiple labels selected from a set of $L$ labels in total, which are denoted by a multihot binary vector $y_i \in \{0, 1\}^L$. For an active label $j$ of $x_i$, $y_{ij} = 1$ and vice versa. Our task is to build an end-to-end model that takes $x_i$ to predict its labels $y_i$.

**Attention.** The Attention mechanism [32, 42] has been widely used in various areas of computer vision and natural language processing, which enhances the important parts of the data of interest and fades out the rest. Assume that $n_q$ query vectors of size $d_q$ denoted as $Q \in \mathbb{R}^{n_q \times d_q}$, and $n_v$ key-value pairs denoted as $K \in \mathbb{R}^{n_v \times d_v}$, $V \in \mathbb{R}^{n_v \times d_v}$. The attention function maps the query vectors $Q$ to outputs using the key-value pairs as follows:

$$\text{Att}(Q, K, V) = \omega(QK^T)V$$

where the dot product $(QK^T) \in \mathbb{R}^{n_q \times n_v}$ and $\omega(\cdot)$ is softmax function. The dot product returns the similarity of each query and key value. The output $\omega(QK^T)V \in \mathbb{R}^{n_q \times d_v}$ is the weighted sum over $V$, where larger weight corresponds to larger similarity between query and key.

A powerful extension to the above (single-) attention mechanism is the multi-head attention introduced in [38], which allows the model to jointly attend to information from different representation subspaces at different positions. Instead of computing a single attention function, this method first projects $Q, K, V$ onto $h$ different vectors, respectively. An attention function $\text{Att}(\cdot)$ is applied individually to these $h$ projections. The output is a linear transformation of the concatenation of all attention outputs:

$$\text{MultiAtt}(Q, K, V) = \text{concat}(O_1, O_2, \cdots, O_h)W^o,$$

$$O_i = \text{Att}(QW_i^q, KW_i^k, VW_i^v)$$

for $i^v \in 1, \cdots, h$, (2)

where $W^o, W_i^q, W_i^k, W_i^v$ are learnable parameters of some linear layers. $QW_i^q \in \mathbb{R}^{n_q \times d_q^h}$, $KW_i^k \in \mathbb{R}^{n_v \times d_q^h}$, $VW_i^v \in \mathbb{R}^{n_v \times d_v}$ are vectors projected from $Q, K, V$ respectively. $d_q^h = d_q/h$ and $d_v^h = d_v/h$.

Following the architecture of the transformer [38, 23], we further define the following multi-head attention block:

$$\text{MultiAttBlock}(Q, K, V) = Q' + Q'W'^q$$

$$Q' = \text{concat}(QW_1^q, \cdots, QW_h^q) + \text{MultiAtt}(Q, K, V)$$

where $W'^q \in \mathbb{R}^{d_q \times d_q}$ is a learnable linear layer.

**Contrastive Learning.** Contrastive learning (CL) has been an increasingly popular and effective representation learning approach [5, 14, 20]. As the first proposed CL approach, self-supervised CL [5] is proposed to learn presentations in an unsupervised manner. Specifically, a mini-batch is constructed from the original input images and their augmented versions. Given a minibatch of $2N$ instances $I = \{1, \cdots, 2N\}$ and an anchor instance $i \in I$, the augmented version of $i$, denoted as $i_a \in I$ is considered the positive sample, and the other $2(N - 1)$ instances within the mini-batch are
supervised CL is defined as follows:

\[
\mathcal{L}_{\text{self}} = \sum_{i \in I} L_i = - \sum_{i \in I} \log \frac{\exp(z_i \cdot z_{i_a}/\tau)}{\sum_{z_a \in A(i)} \exp(z_i \cdot z_a/\tau)}
\]  

(4)

where \(z_i\) is the image embedding, \(z_i \cdot z_{i_a}\) denotes the inner dot product between two embeddings, \(\tau \in \mathbb{R}^+\) is a scalar temperature parameter, and \(A(i) = I \setminus z_i\). It can be seen that self-supervised CL pushes the embeddings of the samples augmented from the same image close to each other.

More recently, the supervised CL [20] adapts CL into the supervised settings, which utilizes the label information to select positive and negative samples. The supervised CL loss is:

\[
\mathcal{L}_{\text{sup}} = \sum_{i \in I} \frac{-1}{|P(i)|} \log \frac{\exp(z_i \cdot z_{p}/\tau)}{\sum_{z_a \in A(i)} \exp(z_i \cdot z_a/\tau)}
\]

(5)

where \(P(i)\) is the positive set of \(z_i\), which contains all the other samples of the same label with \(z_i\) in the minibatch and \(|P(i)|\) is its cardinality. For supervised CL, the embeddings of the samples with the same labels are pushed close to each other, which achieves better performance in classification tasks.

2.2. Proposed MulCon Framework

Unlike previous CL methods for single-label classification that use image-level representations, we propose to learn multiple label-level representations for each image, which facilitates the application of CL in multi-label classification. We introduce MulCon, which consists of three main neural network modules: the label-level embedding network, the contrastive learning projection network, and the classification networks as shown in Figure 1.

Label-Level Embedding Network. As the key module of our framework, the label-level embedding network takes an image \(x_i\) as input and outputs its label-level representations, denoted by \(g_i \in \mathbb{R}^{L \times D}\), where each row of \(g_i\) corresponds to the embedding of the image under the context of a specific label. Specifically, the label-level embedding network consists of three components: 1) We first adopt an encoder network with a CNN (e.g., ResNet [15]) as the backbone model, which learns the image-level embedding: \(r_i = \text{Enc}(x_i) \in \mathbb{R}^{C \times H \times W}\), where \(C, H, W\) are the number of channels, height, and width of the CNN output. We then reshape \(r_i \in \mathbb{R}^{WH \times C}\) for the next step’s processing. 2) We introduce a set of vectors \(U \in \mathbb{R}^{L \times C}\), each row of which is a class-specific the embedding. \(U\) is randomly initialized with normal distributions and is a parameter to be learned during training. 3) To generate an image’s label-level embeddings \(g_i\), we propose the third component to capture the interactions between \(r_i\) and \(U\) based on multi-head attention:

\[
g_i = \text{MultiAttBlock}(U, r_i, r_i).
\]

(6)

Given an image \(x_i\), we first learn its representation \(r_i \in \mathbb{R}^{WH \times C}\) with a CNN, each row of which captures embedding of a location in the image. By the multi-head attention mechanism with the class-specific embeddings \(U\) as the query, the model can learn the attention weights of a label to a specific embedding. As the input’s channel and output’s
channel of the attention are $C$ and $D$, respectively, we have $n_q = n_v = C$ and $d_q = n_q = D$ for Eq. 2. For example, if an image contains an apple, the corresponding embedding is expected to be associated with a large attention weight for the apple label. With the multi-headed attention, a label can pay its attention to multiple objects in an image, i.e., each of the attention heads can generate attention scores for a class-specific embedding over all the image-level embeddings. In this case, if an image consists of multiple apples, each of the apples receives a specific attention score from the apple label. With the attention from all the labels, we can derive the label-level embeddings $g_i$.

**Contrastive Learning Projection Network.** After obtaining $g_i \in \mathbb{R}^{L \times D}$, we use $g_{ij} \in \mathbb{R}^D$ to denote the label-level embedding of the input image $i$ under the context of a specific label $j$ ($j \in \{1, \cdots, L\}$). Following [5, 20], our framework includes a projection network $\text{Proj}(\cdot)$ that maps $g_{ij}$ to a vector in another embedding space: $z_{ij} = \text{Proj}(g_{ij}) \in \mathbb{R}^{d_z}$, where the contrastive learning is performed.

**Classification Network.** Recall that the label-level embedding $g_{ij}$ captures the input image $i$’s feature under the context of the label $j$. Thus, it can be used to predict whether $j$ is active in $i$. Accordingly, we introduce a fully connected layer as a classifier $f^c_{ij}$ to predict the probability of the label $j$ being active. Specifically, for each label $j \in L$ the prediction score is $s_{ij} = \sigma(f^c_{ij}(g_{ij})) \in (0, 1)$. We further denote $s_i \in (0, 1)^L$.

### 2.3. Learning MulCon with Contrastive Loss

After introducing the framework, we describe the learning process of MulCon by showing the loss function first. Based on the label-level embeddings of the image $i$, i.e., $g_i$, we introduce a loss function with two terms: the classification loss and contrastive loss. The overall training process is illustrated in Figure 2.

**Classification Loss** For the classification loss, given the classification score $s_i$, and the ground-truth multi-hot label vector $y_i$, we apply the binary cross-entropy (BCE) loss, which has been widely used for multi-label classification:

$$L_{\text{BCE}} = \sum_{j=1}^{L} y_{ij} \log s_{ij} + (1 - y_{ij}) \log (1 - s_{ij}) \quad (7)$$  

It is noteworthy that other multi-label classification losses than BCE can also be used in our framework, e.g., in [3, 28].

**Contrastive Loss** In addition to the classification loss, we introduce the contrastive loss for multi-label classification, which is one of the key contributions of this paper. Because an image is associated with multiple labels, it is hard to directly apply CL as we analyzed before. However, in MulCon, after learning the label-level embeddings for an image, we show that the multi-label problem can be transformed into a single-label one, where CL can be adapted in a straightforward way.

As CL works in the projected space, hereafter, we also call $z_i$ projected from $g_i$, the label-level embeddings for image $i$. Given a minibatch of $N$ images, we first forward-pass them through the label-level embedding network and contrastive learning projection network and then aggregate the label-level embeddings of all the images into set $Z = \{z_{ij} \in \mathbb{R}^{d_z} | i \in \{1, \cdots, N\}; j \in \{1, \cdots, L\}\}$. Similarly, we define the set of the ground-truth labels of the minibatch: $Y = \{y_{ij} \in \{0, 1\} | i \in \{1, \cdots, N\}; j \in \{1, \cdots, L\}\}$. If we view an image’s label-level embedding $z_{ij}$ as an instance instead of the image itself, $z_{ij}$ is associated with a single ground-truth label $y_{ij}$. We further define $I = \{z_{ij} \in Z | y_{ij} = 1\}$ as the set that contains the label-level embeddings with active ground-truth labels and $A(i, j) = I \setminus z_{ij}$ as the set contains the embeddings in $I$ with $z_{ij}$ excluded.

In the minibatch, we now consider $z_{ij} \in I$ as the anchor, which presents the feature of image $i$ under active label $j$. With CL, we aim to push $z_{ij}$ closer to the embeddings under the same active label $j$ of other images in the minibatch, i.e., the positive set, defined as $P(i, j) = \{z_{kj} \in A(i, j)| y_{kj} = y_{ij} = 1\}$. With above notations and inspired by the supervised CL, we define the contrastive loss for the anchor $z_{ij}$ as:

$$L_{\text{con}}^{ij} = \frac{-1}{|P(i, j)|} \sum_{z_{p} \in P(i, j)} \log \frac{\exp(z_{ij} \cdot z_{p}/\tau)}{\sum_{z_a \in A(i, j)} \exp(z_{ij} \cdot z_a/\tau)}, \quad (8)$$

The contrastive loss for the whole minibatch is simply the summation over all the anchors: $L_{\text{con}} = \sum_{z_{ij} \in I} L_{\text{con}}^{ij}$.

Together with the classification loss, we show the overall training loss of MulCon:

$$L = L_{\text{BCE}} + \gamma L_{\text{con}}, \quad (9)$$

where the parameter $\gamma$ controls the trade-off between the two losses.

**Why and how does contrastive loss help?** Now we would like to answer why contrastive loss helps in multi-label classification, by showing that it serves as an important complementary to the classification loss. Specifically, with the BCE classification loss applied in many multi-label classification problems, each label can be viewed to be classified independently with a specific classifier as discussed in Section 2.2. That is to say, each classifier focuses on the classification of a specific label and cares less about the distinctiveness of the features of different labels. Distinctiveness in classification means that we expect features of the instances with the same label to be close to each other, which has been known as an important factor for achieving good classification accuracy. Similar to single-label problems, the contrastive loss in MulCon is designed to enforce
We empirically find that the propose training policy works contrastive loss to enforce distinctiveness of the embeddings. The embeddings are learned, we finetune them with the combination of the BCE loss learns the label-level embeddings freely. After contrastive loss but also keep the BCE loss. In the first step, we then plug in the contrastive projection network with the embedding network and the classification network of MulCon.

As mentioned earlier, the smoothness of labels and features of images on the data manifold. Another research line close to ours is using visual attention for multi-label classification. For instance, [6, 4, 41, 1, 18] use visual attention together with an RNN to sequentially extract salient objects from input image. The RNN controls the attention and helps point out the region of interest. Different from these methods, we employ a simple attention mechanism to decompose input images of the COCO dataset [29] in Figure 3. These embeddings are from MulCon trained by the BCE loss (i.e., Eq. 7) and the combined loss of BCE and CL (i.e., Eq. 9), respectively. It can be seen that compared with the loss with BCE only, the additional contrastive loss makes the label-level embeddings of the same label fall into more compact clusters, which are better separated from the clusters of other labels. This clearly shows the enforced distinctiveness of the embeddings with the contrastive loss.

However, unlike in single-label classification, being over distinct in the embedding space is not always a good thing in multi-label classification. Specifically, label correlations are important in multi-label classification [8, 46]. For example, when we see a cup in an image, the probability of a table existing below the cup in the image can be assumed to be high. In this case, we actually do want the embeddings of cups and tables are too far or too separated from each other. Therefore, the enforced distinctiveness with the contrastive loss needs to be judiciously controlled. In the loss of Eq. 9, we can tune \( \gamma \) to control distinctiveness, which might usually be time consuming. Instead, we propose a simpler training strategy to tackle this task, which consists of two steps: the pre-training step and the contrastive learning step. In the pre-training step, we train the label-level embedding network and the classification network of MulCon with the BCE loss only. In the contrastive learning step, we then plug in the contrastive projection network with the contrastive loss but also keep the BCE loss. In the first step, the BCE loss learns the label-level embeddings freely. After the embeddings are learned, we finetune them with the contrastive loss to enforce distinctiveness of the embeddings. We empirically find that the propose training policy works well in practice.

3. Related Work

**Contrast Learning** is a state-of-the-art technique for representation learning and has received great research attention recently [2, 5, 14, 16, 34, 24, 20]. In general, the works attempt to learn an embedding space where instances of the same class or augmented from the same image are pulled closer and instances from different classes or different images are pushed away. Among the variants of CL, we consider the supervised CL [20] as the closest related work to ours, which proposes to leverage label information for single-label classification. As discussed before, the mechanism of supervised CL is not directly applicable to multi-label cases. All of these works focus on single label classification problem, while we adapt the loss to our multi-label classification problem.

**Multi-Label Classification** has been a challenging and important problem in computer vision. The simple and straightforward approach is to formulate it multiple independent single-label problems. However, this approach ignores the topology structure between objects and the semantic dependencies among multiple classes, which is especially important for multi-label classification [39]. Therefore, incorporating such semantics has been an important research direction in multi-label classification, where various approaches have been proposed. Specifically, some prior works [39, 43, 4] explicitly capture the class correlation by a CNN-based model followed by a Recurrent Neural Network (RNN) [33]. However, they usually suffer from the difficulty in optimize its parameters [30]. There are also approaches based on probabilistic graphical model [25, 26], which model label dependencies in the covariance of probabilistic distributions, but they tend to have higher computational complexity in the statistical inference processes. As label correlations can be formulated into graphs, some approaches apply Graph Convolutional Network (GCN) [48] on these graphs to learn label presentations such as in [8, 46]. Moreover, [43] introduces semantic representations of images and exploit the image correlation via a structure graph. However, it is difficult to learn at a scale because it requires saving the whole dataset during training. [17] proposes an adaptive framework that combines both label correlation and image correlation to enforce the smoothness of labels and features of images on the data manifold. Another research line close to ours is using visual attention for multi-label classification. For instance, [6, 4, 41, 1, 18] use visual attention together with an RNN to sequentially extract salient objects from input image. The RNN controls the attention and helps point out the region of interest. Different from these methods, we employ a simple attention mechanism [23] to implicitly locate all objects in image by one forward pass, so we can avoid the complexity introduced in RNN. Closest to our work is [46], where they use a simple attention mechanism to decompose input im-

![Figure 3: t-SNE visualization for image components trained with only $L_{BCE}$ (left) and with the combination of $L_{BCE}$ and $L_{Con}$ (right). Each dot represents one label-level embedding under the context of a specific label and each color represents one class.](image-url)
age into several semantic components and introduce label correlation to these components. Some other works [7, 45] also introduce label dependency with visual attention to improve multi-label classification. On the other hand, we focus on image correlation with our attention mechanism and contrastive loss.

4. Experiments

In this section, we compare our proposed model with the state-of-the-art multi-label classification methods on two popular benchmark datasets: MS-COCO [29] and NUS-WIDE [9]. In addition, comprehensive ablation and qualitative studies of the proposed method are also provided.

Implementation Details. For all experiments, We adopt ResNet-101 [15] as the backbone CNN model to extract image-level features, which is pre-trained on ImageNet [11]. The projector Proj(·) has two linear layers with ReLU(·) activation. For the first-step training, we use Adam optimizer [22] and 1-cycle policy with the maximum learning rate is 2e-4. The training batch size is set to 64, and the dimension of the label-level feature, i.e., $D$, is 1024. For the second-step training, we use Stochastic Gradient Descent (SGD) optimizer with momentum 0.9 and weight decay is 1e-4. The learning rate is initialized as 0.01 and then reduced by a factor of 10 for every 20 epochs. The batch size for this step is 32. The temperature $\tau$ is 0.2, and $\gamma$ is 0.1. The number of head in multi-head attention is empirically set to 4, which gives us the best results.

Similar to the previous contrastive learning frameworks [5, 20], we also have an augmentation module to transform each training image before feeding them to the network. Specifically, for the augmentation, we first resize the input image to $448 \times 448$, and then apply random horizontal flip, and a Random Augmentation module [10]. Note that for the second step training with batch size 32, the actual batch size becomes 64 after data augmentation.

Evaluation metrics. To evaluate the classification performance, we mainly use the mean average precision (mAP) that is the most commonly-used metric for multi-label classification, following many other works [39, 8, 46]. In addition, we also report the overall F1 score (OF1) and class F1 score (CF1) as the complementary metrics.

4.1. Results on MS-COCO

MS-COCO is a widely used dataset to evaluate computer vision tasks such as object detection, semantic segmentation, or image captioning, which has been also used as a benchmark dataset for multi-label image classification. In the standard setting for multi-label classification, it contains 122,218 images with 80 different categories, where every image is associated with 2.9 labels on the average. The dataset is divided into 82,081 images for training and 40,137 images for validation. Here we compare our method with state-of-the-art methods such as CNN-RNN [39], SRN [49], s-CLs [31], Multi Evidence [12], ML-GCN [8] and CMA [46]. The results on MS-COCO are reported in Table 1. The numbers of the compared methods are taken from the best reported results in their papers. It can be seen that our approach achieves the state-of-the-art results on all the metrics. It is also noticeable that for the second-best methods, i.e., ML-GCN and CMA, both of them leverage additional information of label correlations which is modeled by an extra graph neural network. In contrast, with the help of contrastive learning, our method achieves higher scores without using any additional information or neural networks.

4.2. Results on NUS-WIDE

The NUS-WIDE dataset originally contained 269,648 images from Flicker and has been manually annotated with 81 visual concepts. Since some URLs have been deleted, we follow [3] to obtain 200,000 images with 2.4 labels per image on average. We use the same hyperparameter setting as MS-COCO for training and testing on this dataset. We also select the state-of-the-art methods that report the results on NUS-WIDE, including FitsNet [36], attention-transfer [47], s-CLs [31], CMA [46] and SRN [49]. The results on NUS-WIDE are shown in Table 2. We observe that MulCon performs the best on mAP and OF1. Although MulCon is the second best on CF1, it outperforms CMA by 1.7% on mAP, which is the most important metric in multi-label classification. Moreover, SRN achieves good results on NUS-WIDE as well, however, its performance seems to be unstable as its results on MS-COCO are not comparable to ours.

4.3. Ablation Study

To fully understand the modules and training policies in MulCon, we provide a comprehensive ablation study in this section. Specifically, we are interested in the following variants of our method.

- Backbone with BCE: Resnet101 trained with the BCE

| Method       | mAP  | CF1  | OF1  |
|--------------|------|------|------|
| CNN-RNN      | 61.2 | -    | -    |
| SRN          | 77.1 | 71.2 | 75.8 |
| s-CLs        | 74.6 | 69.2 | 74.0 |
| Multi Evidence | -   | 74.9 | 78.4 |
| ML-GCN       | 83.0 | 78.0 | 80.3 |
| CMA          | 83.4 | 77.8 | 80.9 |
| MulCon (Ours)| 84.0 | 78.6 | 81.0 |
Figure 4: Top-4 related images retrieved given an query image and label on COCO dataset. The results for our full model (MulCon) are on the left, and the results for our model without contrastive loss (MulCon with BCE only) are on the right. The label under each retrieved image is the one corresponding to the embedding closest to the picked query embedding.

| Method                        | mAP  | CF1  | OF1  |
|-------------------------------|------|------|------|
| FitsNet [36]                  | 57.4 | 54.9 | 70.4 |
| attention-transfer [47]       | 57.6 | 55.2 | 70.3 |
| s-CLs [31]                    | 60.1 | 58.7 | 73.3 |
| CMA [46]                      | 60.8 | 60.4 | 73.7 |
| SRN [49]                      | 62.0 | 58.5 | 73.4 |
| MulCon (Ours)                 | **62.5** | **59.0** | **73.8** |

Table 2: Results on NUS-WIDE dataset. The best and second scores are highlighted in boldface and with underlines, respectively.

| Method                        | mAP  |
|-------------------------------|------|
| Backbone with BCE             | 80.8 |
| Backbone with BCE + SCL       | 81.0 |
| MulCon with BCE only          | 83.0 |
| MulCon without pretraining    | 81.1 |
| MulCon                        | 84.0 |

Table 3: Ablation study of different variants and training policies of MulCon.

loss (i.e., Eq. 7). This is a standard multi-label classification baseline which directly uses a classification network with image-level features.

• Backbone with BCE + SCL: Resnet101 trained with the BCE and supervised-CL [20] (SCL) losses (i.e., Eq. 9). This is a variant where the supervised CL loss is directly applied on the image-level features. Note that for this variant, each image is an anchor, and thus we need to define the positive/negative sets for each anchor. Following the spirit of [20], we consider other
images in the minibatch that have at least one common active label with the anchor as its positive samples and the others as the negative ones.

- **MulCon with BCE only**: MulCon without contrastive learning loss. This is the first pretraining step described in Section 2.3.

- **MulCon without pretraining**: This is the variant where we train MulCon with the BCE and SCL losses from the beginning, i.e., the second contrastive learning step described in Section 2.3.

- **MulCon**: The complete model of MulCon trained with the two-step policy described in Section 2.3.

Table 3 shows the results for the ablation study for our method in MS-COCO. We have the following remarks: 1) By comparing between Backbone with and without SCL, we can see that unlike in single-label classification, directly applying SCL on the image-level features cannot significantly improve the performance in multi-label cases (80.8 vs 81.0 mAP). 2) Note that the difference between Backbone with BCE and MulCon with BCE only lies in the label-level embedding network. It can be observed that the proposed label-level embedding network can significantly improve the mAP score even without the SCL loss (80.8 vs 83.0 mAP). 3) Here we compare among the different training policies of MulCon (i.e., the last three rows in Table 3). We observe that if the SCL loss is applied from the beginning of the training, it cannot improve the performance (83.0 of MulCon with BCE only vs 81.1 of MulCon without pretraining). This is because CL may over enforce distinctiveness which makes the model care less about label correlations, as analyzed in Section 2.3. However, if we pretrain MulCon with BCE and finetune with BCE+SCL (i.e., our complete model), it achieves better performance.

### 4.4. Qualitative Analysis

To qualitatively study our method, we first exam the semantics captured by the label-level embeddings learned with MulCon by conducting an image retrieval experiment. Specifically, given an input image $x_i$, we do a forward-pass to get its label-level embeddings $g_i$. With the ground-truth labels of $x_i$, we can specify a specific active label $j$, pick its embedding $g_{ij}$ from $g_i$ and use it as the query for image retrieval. By comparing the Euclidean distance between the query embedding and the label-level embeddings of other images, we can retrieve the closest images to our query image and label. Figure 4 shows the image retrieval results of MulCon and its variant with BCE only. It can be seen that with the help of contrastive learning, the retrieval results of MulCon are more accurate than its variant without CL. To further demonstrate the intuitive meanings of the learned label-level embeddings in the multi-label setting, we provide an additional retrieval experiment where instead of using a single query label, we select multiple ones and concatenate their label-level embeddings as the query vector. That is to say, given an image, we can retrieve the images with multi-label labels of interest. Figure 5 shows the multi-label retrieval results.

We now show a visualization for the attention maps in terms of the active labels of an image produced by the multi-head attention used in the label-level embedding network. As illustrated in the top row of Figure 6, the attention maps can precisely highlight the regions of the image in terms of each of its ground-truth labels. In the bottom row of Figure 6, we show the attention maps of the heads of one label “person”. It can be observed that the heads tend to capture the multiple instances of “person” in the image.

### 5. Conclusion

In this paper, we have introduced an end-to-end multi-label image classification framework, MulCon, which we believe is the first method that leverages contrastive learning in multi-label classification. It has been shown that CL is not directly applicable in this domain, due to the fact that it is hard to define the positive/negative samples for an anchor with multiple labels. To tackle this issue, we have introduced to learn label-level embeddings for an image with the multi-head attention mechanism. With label-level embeddings, we transform the multi-label classification into a single case for each label-level embedding, which facilitates a straightforward adaption of supervised CL. We have provided analytical and empirical study of why CL helps in multi-label learning and proposed a simple training policy to control the distinctiveness enforced by CL. Extensive experimental results and visualization show the effectiveness of our approach and its ability to achieve the state-of-the-art performance in multi-label image classification.
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