Implementation of Perdew-Zunger self-interaction correction in real space using Fermi-Löwdin orbitals
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Most widely used density functional approximations suffer from self-interaction (SI) error, which can be corrected using the Perdew-Zunger (PZ) self-interaction correction (SIC). We implement the recently proposed size-extensive formulation of PZ-SIC using Fermi-Löwdin Orbitals (FLOs) in real space, which is amenable to systematic convergence and large-scale parallelization. We verify the new formulation within the generalized Slater scheme by computing atomization energies and ionization potentials of selected molecules and comparing to those obtained by existing FLOSIC implementations in Gaussian based codes. The results show good agreement between the two formulations, with new real-space results somewhat closer to experiment on average for the systems considered. We also obtain the ionization potentials and atomization energies by scaling down the Slater statistical average of SIC potentials. The results show that scaling down the average SIC potential improves both atomization energies and ionization potentials, bringing them closer to experiment. Finally, we verify the present formulation by calculating the barrier heights of chemical reactions in the BH6 dataset, where significant improvements are obtained relative to Gaussian based FLOSIC results.

I. INTRODUCTION

The Kohn-Sham (KS) formulation of the density functional theory (DFT) has emerged as a standard method for electronic structure calculations of atoms, molecules, and solids. It is among the most widely used quantum mechanical methods for the study of electronic properties of solids. The many-electron effects in the KS theory are incorporated into the exchange-correlation functional, the exact form of which is currently unknown. Practical applications of KS-DFT therefore employ an approximation to the exchange-correlation functional, the accuracy of which determines the fidelity of the simulation. Since there is no systematic way to construct the exchange-correlation functional, a large number of approximations have been been proposed. Both exchange and correlation are generally approximated together to obtain systematic error cancellation. One way of constructing functionals, pursued by Perdew and coworkers, is by considering the known physical properties of the exact exchange-correlation functional and other exact properties. Such functionals, classified as non-empirical, typically show greater predictive capability than functionals empirically fitted to databases of various chemical properties.

Perdew and Schmidt have classified exchange-correlation functionals using an analogy to Jacob’s ladder wherein more sophisticated density functional approximations (DFA) correspond to higher rungs on the ladder. The celebrated local spin density approximation (LSDA) functional which depends only on the electron density, belongs to the first rung of the ladder. This functional has been used for decades to study electronic structure related properties in solid state physics. Semi-local functionals such as the generalized gradient approximation (GGA) depend on the electron density and its gradients, while meta-GGA functionals additionally depend on the Laplacian of the density or kinetic-energy density. These functionals belong to the second and third rungs, respectively. The higher rungs’ functionals include a certain percent of non-local Hartree-Fock exchange along with DFAs. Acceptable accuracy of the available functionals along with efficient implementation of KS formulations in several easy-to-use codes have resulted in explosive growth of KS-DFT applications.

The LSDA and semi-local functionals often describe equilibrium properties sufficiently accurately but fail to provide accurate results for reaction barrier heights in chemical reactions where the bonds between atoms are stretched. In fact, these functionals also fail to describe one electron systems accurately, which has been attributed to the self-interaction error (SIE) of these functionals. Specifically, in the case of a one electron system, the exact exchange-correlation energy cancels the Coulomb energy. However, this cancellation is incomplete in approximate functionals, and residual self-interaction remains. A number of approaches have been proposed to remove the SIEs. In this work, we focus on the most widely used self-interaction-correction, developed by Perdew and Zunger (PZ-SIC), which has been used to study atoms, molecules, and solids.

A. Perdew-Zunger Self-interaction-correction (PZ-SIC)

In 1981, Perdew-Zunger (PZ) provided a definition of one-electron SIE and outlined a procedure to eliminate this error from the DFAs. In the PZ approach, the SIE is removed on an orbital by orbital basis according to the following equation:

\[ E_{\text{SIC}} = - \sum_{\sigma}^{N_{\text{occ}}} \left( U[\rho_{\sigma}] + E_{\text{DFA}}^{\sigma} [\rho_{\sigma}, 0] \right). \]
Here, $U[\rho_\sigma]$ and $E^{\text{DFA}}_{\text{xc}}[\rho_\sigma,0]$ are the Coulomb and exchange-correlation energy of the $i^{th}$ occupied orbital, $\sigma$ is the spin index and $N_{\text{occ}}$ is the number of occupied orbitals. The orbital electron density, $\rho_\sigma = |\psi_\sigma|^2$, where the $\psi_\sigma$ are the KS orbitals. The above corrections make the DFA exact for any one-electron density. The correction should vanish for the exact functional. The SIC method of Perdew-Zunger satisfies this criterion. The total energy with the PZ-SIC method is given by

$$E = E^{\text{KS}} + E^{\text{SIC}},$$

where,

$$E^{\text{KS}} = \sum_{i\sigma} f_{i\sigma} |\psi_{i\sigma}| + \frac{1}{2} \int d^3 r \frac{|\rho(\vec{r})|^2}{|\vec{r} - \vec{p}|} + E_{\text{xc}}[\rho^+; \rho^+] + \frac{1}{2} \int d^3 r \rho(\vec{r}) \rho(\vec{r}) = \sum_{i\sigma} f_{i\sigma} |\psi_{i\sigma}|^2 + \frac{1}{2} \int d^3 r \rho(\vec{r}) \rho(\vec{r}) + E_{\text{xc}}[\rho, \rho].$$

Here, $\nu_{\text{ext}}$ is the external potential. The electron density, $\rho = \rho_1 + \rho_2 = \sum_{i\sigma} f_{i\sigma} |\psi_{i\sigma}|^2$. $f_{i\sigma}$ is the occupation of the $\psi_{i\sigma}$ orbital.

The variational minimization of the above energy functional results in a set of orbital dependent PZ-SIC equations:

$$-\frac{\nabla^2}{2} + \nu^{\text{eff}}_{i\sigma}(\vec{r}) \psi_{i\sigma} = \hat{H}_{i\sigma}^{\text{PZ-SIC}} \psi_{i\sigma} = \sum_{j=1,\sigma} \lambda_{ij}\psi_{j\sigma}.$$  \(\text{(4)}\)

Here,

$$\nu^{\text{eff}}_{i\sigma}(\vec{r}) = \nu_{\text{ext}}(\vec{r}) + \int d^3 r' \frac{\rho(\vec{r}')}{|\vec{r} - \vec{r}'|} + \nu_{\text{xc}}(\vec{r})$$

$$- \int d^3 r \frac{\rho(\vec{r})}{|\vec{r} - \vec{p}|} + \frac{\nu_{\text{xc}}(\vec{r})}{2}.$$  \(\text{(5)}\)

The first term $\nu_{\text{ext}}(\vec{r})$ in above equation is the external potential, the second term is the Coulomb potential due to the electrons, and $\nu_{\text{xc}}$ is the exchange-correlation potential (of DFA). The last two terms enclosed in the curly bracket correspond to the orbital SIC potential $\nu^{\text{SIC}}_{i\sigma}$, composed of the self-Coulomb and self-exchange-correlation potential. Note that, unlike the standard KS equations, the effective potential in Eq. (5) is orbital dependent. The matrix of Langrange multipliers $\lambda_{ij} = \langle \psi_{i\sigma}|\hat{H}^{\text{PZ-SIC}}_{ij}|\psi_{j\sigma} \rangle$ is introduced in Eq. (4) to ensure the orthogonality of occupied $N$ orbitals of spin $\sigma$. At the minimum of the PZ-SIC energy, the non-Hermitian Lagrange multiplier matrix becomes Hermitian. Thus, the orbitals minimizing the Hamiltonian in Eq. (4) satisfy Pederson’s localization equations $\lambda_{ii} = \lambda_{jj}$. Some implementations of PZ-SIC method enforce satisfaction of localization equations, a method which results in additional computational effort. The orthogonal orbitals that satisfy the localization equations are localized orbitals. Various localized orbitals such as Foster-Boy33 and Pipek-Mezey 69, for example, have been used in solving the PZ-SIC scheme. These are related to Kohn-Sham orbitals by unitary transformation. In 2014, Pederson and coworkers70 used Fermi-Löwdin orbitals to describe the PZ-SIC scheme. Below we describe in brief the details of that approach.

B. Fermi-Löwdin orbitals SIC (FLOSIC)

Recently, Pederson, Ruzsinszky, and Perdeg80,81 introduced the unitarily invariant implementation of PZ-SIC using Fermi-Löwdin orbitals (FLOSIC). FLOSIC makes use of localized Fermi orbitals (FOs) $F_{\sigma}$ which are defined by the transformation of KS orbitals as

$$F_{\sigma}(\vec{r}) = \sum_{i} \phi_{i\sigma}^* (\vec{a}_{i\sigma}) \psi_{i\sigma}(\vec{r}) \sqrt{\sum_{i} |\psi_{i\sigma}(\vec{a}_{i\sigma})|^2},$$  \(\text{(6)}\)

Here, $\vec{a}_{i\sigma}$ are points in space called Fermi-orbital descriptors (FODs). Neglecting the spin index, the above equation can be rewritten as

$$F_{\sigma}(\vec{r}) = \sum_{i} \phi_{i\sigma}^* (\vec{a}_{i}) \psi_{i\sigma}(\vec{r}) \sqrt{\rho(\vec{a}_{i})}.$$  \(\text{(7)}\)

The FOs are normalized but not orthogonal, so they are orthogonalized using Löwdin orthogonalization method to generate the Fermi-Löwdin orbitals (FLOs) $\phi_{\sigma}$. The FLOs depend on the PZ-SIC positions. The change of PZ-SIC positions thereby alters the total energy. The optimal PZ-SIC positions are obtained by minimizing the self-consistent SIC energy using the following relations,

$$\nabla_{i\sigma} F_{\sigma}(\vec{r}) = \sum_{\alpha} \nabla_{\alpha} F_{\alpha} \psi_{\alpha}(\vec{r})$$  \(\text{(10)}\)

$$\nabla_{i\sigma} F_{\alpha} = F_{\alpha} \left\{ \nabla_{i\sigma} \psi_{\alpha}(\vec{a}_{i}) - \frac{\nabla_{i\sigma} \rho(\vec{a}_{i})}{2 \rho(\vec{a}_{i})} \right\}.$$  \(\text{(11)}\)

The FLOSIC approach described above, unlike the traditional PZ-SIC implementations, requires optimizing the $N$ positions or $3N$ parameters of FODs and has formally lower cost than the traditional PZ-SIC implementation which requires obtaining $N^2$ coefficients to satisfy the localization equations. The FLOSIC method has been implemented in Gaussian-orbital-based packages and has been successfully applied to study a wide array of electronic properties.11,19,23,39,43,50,63,67,70,72

In this work, we present a formulation and implementation of the FLOSIC method in real space. The real-space formulation enables rigorous, systematic convergence for all atomic species and configurations as well as large-scale parallelism to reach larger length and time scales than previously accessible at this level of theory. While the PZ-SIC method using Kohn-Sham orbitals has been implemented in real space
we present the first implementation of the FLOSSIC method, to our knowledge. In Sec. II we present the details of the formulation and implementation. To demonstrate and verify the formulation and implementation, we compute the atomization energies, barrier heights, and ionization potentials of selected molecules and compare to previous results obtained by standard Gaussian based codes and experiment. Computational details and results are presented in Secs. III and IV respectively.

II. REAL-SPACE FORMULATION AND IMPLEMENTATION

A. M-SPARC code base

To facilitate rapid implementation and testing, we formulate and implement the self-interaction correction in real space in the M-SPARC prototype code, a serial implementation of the massively parallel SPARC real-space electronic structure code sharing the same structure, algorithms, input, and output.

M-SPARC is an open-source software package that can perform Kohn-Sham DFT calculations for isolated systems such as molecules as well as extended systems such as crystals and surfaces. M-SPARC employs the pseudopotential approximation to facilitate the efficient solution of the Kohn-Sham equations for all elements in the periodic table. In addition, it employs a local real-space formulation for the electrostatics, wherein the electrostatic potential — sum of ionic and Hartree potentials — is obtained via the solution of a Poisson equation. In this framework, M-SPARC performs a uniform real-space discretization of the Kohn-Sham and Poisson equations, using a high-order centered finite-difference approximation for differential operators and the trapezoidal rule for integral operators.

M-SPARC employs the self-consistent field (SCF) method to solve for the electronic ground state. The superposition of isolated-atom electron densities is used as the initial guess for the first SCF iteration in the simulation, whereas for every subsequent atomic configuration encountered, extrapolation based on previous configurations’ solutions is employed. The SCF method is accelerated using the restarted variant of Periodic Pulay mixing with real-space preconditioning. For spin-polarized calculations using a spacing of 10\(^{-6}\) E\(_f\)/Bohr at equilibrium when compared against finite-difference force calculations using a spacing of 10\(^{-2}\) Bohr.

B. Interpolation Scheme: Transformation matrix and FOD forces

In order to construct the transformation matrix \(F_{ij}\) (Eq. (3)) the wavefunction \(\psi(\vec{a}_i)\) needs to be evaluated at the FOD position \(\vec{a}_i\), which can fall between grid points. In such cases, values between grid points are obtained by cubic interpolation of values on the grid. The density \(\rho(\vec{a}_i)\) is then constructed as \(\rho(\vec{a}_i) = \sum_j f_j |\psi_j(\vec{a}_i)|^2\), where \(f_j\) is the occupancy of the \(j\)-th state. Currently all calculations use a fixed integer occupation. Calculating the forces on FODs according to Eq. (6) also requires the gradients \(\nabla \psi(\vec{a}_i)\) at the FOD positions \(\vec{a}_i\). We first obtain the gradient at each grid point using the 1st-order central-difference approximation for all central points, and forward- and backwards-difference at the edges. The gradients \(\nabla \psi(\vec{a}_i)\) are then obtained by cubic interpolation as for the transformation matrix, \(F\). Proceeding in this way, forces and energy minima were found to coincide well.

C. Self-consistency

The development of full self-consistency in FLOSSIC was shown to lower energies for certain systems. In their work, Yang et al. employed an iterative approach to solve Eq. (4) using Jacobi rotations (SC\(_{Jacobi}\)).

In this approach, an approximate Hamiltonian matrix is first constructed as

\[
\hat{H}_{\text{mix}} = (\phi_{\text{mix}}|\hat{H}_{\text{KS}}^{\text{KS}} + V_{\text{SIC}}|^\phi_{\text{mix}})
\]

(12)

where \(\hat{H}_{\text{KS}}^{\text{KS}}\) is the traditional KS Hamiltonian. The FLOs and the unoccupied virtual orbitals are made orthogonal through pairwise Jacobi rotations which are carried out iteratively until the matrix elements for \(\hat{H}\) between the occupied \(\phi\) and virtual orbitals \(\phi_j\) vanishes.

An alternative approach has since been introduced which uses the Unified Hamiltonian described by Heaton, Harrison, and Li (SC\(_{UH}\)). In both cases, operations are performed on the full Hamiltonian of size \(N_{\text{grid}}^2\), where \(N_0\) is the number of basis functions in the calculation. In the finite-difference methodology, the Hamiltonian is of order \(N_{\text{grid}}^2\) where \(N_{\text{grid}}\) is the total number of grid points used in the calculation as
determined by the domain size and grid spacing. The size of the real-space Hamiltonian would quickly make these approaches prohibitively expensive. One approach to address this would be to employ discrete discontinuous basis projection (DDBP) [122] to reduce Hamiltonian and orbital dimensions to a few tens per atom.

In the present work we use a simplified single Hamiltonian which is obtained by statistical average of the orbital dependent SIC potentials [103] (SC AvgSIC). This eliminates the dependence on the full $N^2$ matrix elements. Thus the Hamiltonian used in the present work is given by

$$\hat{H} = \frac{\nabla^2}{2} + v_{\text{ext}}(\vec{r}) + \int d^3r' \frac{\rho_{\sigma}(r')}{|\vec{r} - \vec{r}'|} + v_{\text{xc}}^{\text{scf}}(\vec{r}) + \frac{\sum_i^{N_{\text{at}}} V_{\text{SC}}^{\text{AvgSIC}}(\vec{r}) \rho_{\sigma}(\vec{r})}{\rho_{\sigma}(\vec{r})}. \quad (13)$$

Here, $\tilde{\rho}_{\sigma}(\vec{r}) = |\phi_{\sigma}(\vec{r})|^2$ is the FLO density, and $\rho_{\sigma}(\vec{r})$ is the spin electron density. Figure 1 illustrates the SCF procedure utilizing this approach. This approach resembles the traditional Slater average method but differs in two key respects. Firstly, the averaged potentials contain both the exchange and correlation components. Secondly, the average potential is constructed from orbital dependent potentials that are determined using the localized Fermi-Löwdin orbital densities and not the canonical (delocalized) Kohn-Sham orbital densities. Similarly, the weights $\tilde{\rho}$ used in averaging are also FLO densities. Such an approach using non-KS orbitals has been referred to by Messud and coworkers as a generalized Slater scheme [110]. The difference from previous works is the use of Fermi-Löwdin orbitals in the present work. We note that the average Slater potential is a further approximation of the Krieger-Li-Iafrate approximation [15] to the optimized effective potential (OEP) where orbital-dependant shifts are ignored. Messud et al. [103] have noted that the generalized Slater scheme provides a significant improvement compared to the traditional SIC-Slater and Krieger-Li-Iafrate formalisms using canonical Kohn-Sham orbitals. A number of studies have emphasized the need for localized orbitals in PZSIC calculations on molecules and solid [31,81,122,23,113] since, as mentioned earlier, canonical orbitals give vanishing correction for extended systems. An added benefit of having a single effective potential is that the SI-corrected unoccupied orbitals are available in this approximation.

We have also experimented with scaling the average SIC potential; Jónsson and coworkers have found such a scaled SIC to be more accurate in some cases when used with GGA functionals [108].

III. COMPUTATIONAL DETAILS

Total energies in M-SPARC calculations were converged to $10^{-3}E_h$ with respect to grid spacing and domain size. Optimized Norm-Conserving Vanderbilt (ONCV) pseudopotentials [124] were generated with exchange-correlation in the local density approximation (LDA) [125] based on corresponding GGA [108] potentials in the SG15 library [109].
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FIG. 1. Self-consistent FLOSIC procedure using the averaged SIC potential scheme for a given set of FODs. Steps making use of localized FLOs are indicated by color and greater width.

(a) N-LSDA (b) N-SC_LJ (c) N-SC_AvgSIC

(d) Ne-LSDA (e) Ne-SC_LJ (f) Ne-SC_AvgSIC

FIG. 2. The isosurface of $p$ orbitals for (a) N and (d) Ne atoms (within LSDA). Likewise, the middle [(b) and (e)] and the right panel [(c) and (f)] show isosurfaces for N and Ne atoms sp hybridized orbitals in the SC_LJ (obtained using the FLOSIC code) and SC_AvgSIC (present work) methods.
The ONCV formulation employs multiple nonlocal projectors in each angular momentum channel to obtain high transferability across species, configurations, and external conditions. All calculations were tested using LSDA exchange and the PW92 correlation functional.

The FLOSIC code is an implementation based on the UTEP-NRLMOL code. The code uses an accurate numerical integration grid scheme. The default basis set is shown to give comparable results to the cc-pVQZ basis set. Calculations were also performed using the PyFLOSIC code, a pySCF-based code, to produce benchmark calculations for comparison as it allows using basis sets with higher angular momentum functions. Non-self-consistent one-shot (OS) calculations were performed by calculating SIC energies at the end of a standard DFT calculation using the converged Kohn-Sham orbitals. Self-consistent (SC) calculations with the M-SPARC and FLOSIC codes employed the SC$_{jact}$SIC potential approach described in Sec. II C. FLOSIC and PyFLOSIC calculations employed SC$_{Jacobi}$ and SC$_{UH}$ approaches as well. The starting FOD positions used in M-SPARC were optimized FOD positions from the FLOSIC code using BHS pseudopotentials. The FOD positions were further adjusted according to the forces as needed. All FODs were converged to a maximum force of $10^{-3}$ $E_h$/Bohr. In the sections below we present results of our real-space formulation for atomic energies, atomization energies, ionization potentials and barrier heights, with comparisons to standard Gaussian based results.

IV. RESULTS

A. Basis set completeness

The real-space methodology discretizes the Kohn-Sham equations in a chosen domain on a uniform grid in real space. For periodic systems, the computational domain is the unit cell, while for isolated systems it is a box sufficiently large to contain the wavefunction tails to desired accuracy. Thus, for atomic and molecular systems of any species and configuration, discretization errors can be reduced as far as desired by refining the grid and increasing domain size. In the present calculations, grid and domain errors were converged to $10^{-3}$ $E_h$ or less in all cases.

The systematic convergence afforded by real-space methods offers some advantages in the context of FLOSIC and other such advanced-exchange-correlation formulations. In particular, since individual orbital densities vary more rapidly than the total density, higher resolution is generally required in FLOSIC calculations than for standard LDA and GGA; and this is readily obtained by refining the grid. In addition, where far-from-equilibrium configurations are of interest, such as for significantly stretched or compressed bonds, errors are again straightforwardly reduced as far as desired by simply refining the grid, in contrast to basis-set oriented approaches.

The FLOSIC and PyFLOSIC codes employ several basis sets to facilitate accurate calculations of a wide variety of properties. In addition to the default NRLMOL basis employed in the FLOSIC code, we also employed pc-n basis sets, where $n = 0 - 4$, which have been designed to systematically converge to the basis set limit as $n$ is increased. At the pc-3 and pc-4 levels, the basis for lithium makes use of $f$ or higher angular momentum functions. As the FLOSIC code does not currently support $f$ or higher angular momentum functions, the pc-3 and pc-4 results were obtained using PyFLOSIC.

B. Atoms

The hydrogen atom is the simplest system. For one electron systems, the PZ-SIC is exact. For the hydrogen atom a single FOD is required. The SIC energy in this case is independent of the FOD position. We find OS-SIC calculations differ by 0.12 $mE_h$ among all implementations. Self-consistency improves the energies to within 0.016-0.36 $mE_h$ of the exact answer (0.5 $E_h$). By refining the grid spacing to 0.2 Bohr, the self-consistent M-SPARC calculation comes within 0.016 $mE_h$ of the exact energy. Using the pc-2 basis set, the LSDA and OS-SIC calculations effectively give the same energy between the FLOSIC code and PyFLOSIC. Self-consistency increases the difference by 0.3 $mE_h$. This difference may be explained by the different implementations of self-consistency in each code, as detailed in Sec. II C. When the SIC equations are solved using the localization equations, it was found that $s$ and $p$ orbitals are hybridized into four symmetrically equivalent orbitals. Using the Slater-averaging approach to self-consistency we find the same hybridization as shown in Fig. 2.

Figure 2 shows the isosurfaces of $p$ orbital densities of the nitrogen and neon atom obtained with standard LSDA calculations along with those obtained from the FLOSIC code, which uses Jacobi rotations to build the SIC Hamiltonian, and the present implementation, which uses a multiplicative average SIC potential of the generalized Slater method. These are Kohn-Sham orbitals for LSDA and FLOs for the Jacobi and the generalized Slater methods. It is evident from the figure that the present approach, like the FLOSIC-Jacobi scheme, also produces $sp$-hybridized orbitals.
C. Lithium Dimer

We considered the Li$_2$ dimer as another test system. The spin-unpolarized description of Li$_2$ requires three FODs. By moving the outer FODs symmetrically along the bond axis, it is possible to reduce the search for optimal FOD positions to one dimension. Using this approach one finds two minima of equal energy, as shown in Fig. 3 with one corresponding to the FODs being found between the atoms and one outside the atoms. Other minima are possible with non-symmetric FOD positions, e.g. 1 outside, 1 inside.

In Fig. 4 we plot the energy as a function of the FODs’ distance from the origin, shifting the energy so the minimum energy is zero. The atomic position is shown as the vertical dashed line around 2.56 Bohr from the origin. In plotting the differences with M-SPARC and the FLOSIC code using the default basis set, we found that the FOD positions in M-SPARC were pushed farther away from the atoms for both the inside and outside minima, as well as a larger energy difference at the local maximum. To determine the effect of basis set on these differences, we ran calculations utilizing the pc-$n$ basis sets, which approach the basis set limit as $n$ is increased from 0 to 4. We compared $n = 0 − 2$ runs with the FLOSIC and PyFLOSIC codes to verify the implementations were consistent, and performed calculations with $n = 3 − 4$ with PyFLOSIC.

Results plotted in Fig. 4 show the FOD positions and local maximum begin approaching the M-SPARC results as the basis approaches the basis set limit, but begin to converge from $n = 2 − 4$. We also tested the augmented pc-4 basis set, which adds diffuse functions, but found no difference from pc-4. The remaining difference in converged M-SPARC and FLOSIC/PyFLOSIC energies may be attributed to the different orbital densities in the core region, M-SPARC densities being smooth pseudo-densities and FLOSIC/PyFLOSIC being Gaussian all-electron.

While converged FOD positions may differ depending on potential representation, energy differences and physical observables such as equilibrium bond length should give comparable results. Figure 5 shows the energy vs. bond distance for the Li$_2$ molecule computed by FLOSIC and M-SPARC codes. For each bond distance, FOD forces were converged to $10^{-3}$ $E_h$/Bohr. The results show excellent agreement over a wide range, as well as finding the same equilibrium bond length in both M-SPARC and FLOSIC code calculations. Plotting the difference between M-SPARC and FLOSIC results in Fig. 5 we see that both implementations agree to within a milli-Hartree. In the M-SPARC calculations, the results must be converged with respect to domain size and grid spacing. Errors will be larger as atoms approach the domain boundary. When the domain size is increased for the calculation around 3.2 Bohr, the error essentially vanishes. At very small bond distance, optimizing the FODs leads to cases in which they become too close and linear dependencies arise in the Löwdin-orthogonalization of the transformation matrix. In addition, pseudopotential overlap, fixed Gaussian exponents, and/or basis contraction may contribute to differences at the shortest bond distances.

D. Atomization Energies

The atomization energy (AE) is defined as

$$AE = \sum_{i} N_{atom} E_i - E_{mol} > 0,$$

where $E_i$ is the energy of the constituent atom and $E_{mol}$ is the energy of the molecule. We computed AEs for a set of small molecules used in the initial FLOSIC publications as well
as the first self-consistent implementation.\cite{101} FOD positions were optimized within each implementation to within 10^{-3} \(E_p/\text{Bohr/FOD}\). All molecular geometries and initial FOD positions were taken from Ref. \cite{101}, which were obtained using the LSDA-PW92 exchange-correlation functional and the default FLOSIC code basis set. The calculation of atomization energies requires total energies of atoms. We found that the unscaled SC\(_{\text{AvgSIC}}\) approach exhibited convergence difficulties which required relaxing the FOD optimization threshold. The lithium atom presented an additional issue in both the FLOSIC code and M-SPARC for SC\(_{\text{AvgSIC}}\) calculations. During the SCF cycle for the atom, occupation of the HOO alternates between spin-up and spin-down orbitals from iteration to iteration. The SIC energy of a run is determined from the spin-up orbital as specified at the beginning of the calculation, so the converged energy does not correctly reflect this spin change. Since this prevented us from comparing the SC calculations directly with the LSDA and OS calculations, molecules containing Li were left out of the reported average error.

The calculated AEs are shown in Table I for LSDA and OS-SIC as well as self-consistent implementations described in Sec. IV.\cite{115} We compare our results to the experimental atomization energies and report the mean absolute error (MAE) and mean absolute relative error (MARE) of the nine molecules. AEs for LSDA calculations are overestimated in both cases, but are slightly reduced in M-SPARC. The same can be seen in OS-SIC runs, where M-SPARC reduces the MARE from 10.2\% in the FLOSIC code to 9.2\% compared to experiment.

Self-consistency slightly reduces errors relative to one-shot calculations. M-SPARC SC\(_{\text{AvgSIC}}\) results show a slight improvement of 0.3 – 0.4\% in the MARE compared to SC\(_{\text{Jacobi}}\) and SC\(_{\text{AvgSIC}}\) calculations using the FLOSIC code. Self-consistent calculations with the FLOSIC code differ slightly, with SC\(_{\text{AvgSIC}}\) errors slightly increased on average compared to SC\(_{\text{Jacobi}}\). O\(_2\), for example, increases from 1.1\% to 7.3\% relative error when using SC\(_{\text{AvgSIC}}\). By scaling the SIC by 0.5 with SC\(_{0.5-\text{AvgSIC}}\), the error improves slightly to 6.0\%. In all cases, the error is much smaller compared to the LSDA error of 46.8\%. In M-SPARC, the average error remains the same for SC\(_{\text{AvgSIC}}\) and scaled SC\(_{0.5-\text{AvgSIC}}\) calculations, with results somewhat closer to experiment than FLOSIC code results.

### E. Ionization potentials

The Kohn-Sham eigenvalues are not electron removal energies except for the highest occupied orbital (HOO). In exact DFT, the HOO eigenvalue equals the negative of the ionization potential.\cite{117,118,129} This relationship does not strictly hold for approximate density functionals used in practical applications of KS-DFT and in most DFAs the absolute value of the HOO eigenvalue substantially underestimates the first ionization potential due to SIE of the exchange-correlation potential. This can be seen easily. In this approximation the asymptotic decay of the electron density is primarily governed by the HOO density. Thus, in this limit, the weight factor \(\tilde{p}_i/p\) approaches unity. Therefore, correcting for self-interaction results in the –1/r asymptotic behavior of the exchange-correlation potential and provides a significant improvement in the HOO eigenvalue.

In Table II, we show the HOO eigenvalues obtained by the present real-space M-SPARC and existing Gaussian-based FLOSIC codes. We compare the computed HOO eigenvalues against the experimental ionization potentials (IPs)\cite{116} and report MAEs and MAREs for the set. The LSDA M-SPARC and FLOSIC code eigenvalues agree well, with MAE of 4.55 eV relative to experiment. The application of SIC using the SC\(_{\text{AvgSIC}}\) method reduces the MAE from 4.55 eV to 2.42 eV for the FLOSIC code and from 4.55 eV to 2.24 eV for M-SPARC. Although the HOO eigenvalues in the SC\(_{\text{AvgSIC}}\) method are improved with respect to LSDA, they are overestimated with respect to experimental eigenvalues. This overestimation can be mitigated by scaling down the \(\bar{\varphi}_{\text{SIC}}\) potential. The HOO eigenvalues obtained by scaling down the \(\bar{\varphi}_{\text{SIC}}\) potential by 0.5 show clear improvements with further decreases in MAE to 1.14 eV for the FLOSIC code and to 1.21 eV for M-SPARC.

![Table I. Atomization energies (in eV)](image-url)
F. Barrier heights of chemical reactions

Finally, we test the present implementation using the BH6 database of barrier heights in chemical reactions. BH6 is a representative subset of the BH24 set. The reactions included in BH6 are: OH + CH₄ → CH₃ + H₂O, H + OH → H₂ + O, and H + H₂S → H₂ + HS. Total energies at the left hand side, the right hand side, and the saddle point of these chemical reactions were calculated, and the barrier heights of the forward (f) and reverse (r) reactions were obtained by taking the relevant energy differences. The geometries used are same as those provided in Ref. [121]. The reference values are from Ref. [122]. The results for the methods considered are summarized in Table III. The local (and also semi-local) DFAs underestimate barrier heights by giving transition state energies that are too low compared to the reactant and product energies. Accurate description of transition states require full nonlocality in the exchange-correlation potential that local (and semi-local) approximations lack. The present SC AvgSIC scheme further improves over SC Jacobi. The MAE in barrier heights in the SC AvgSIC implementation is 2.8 kcal/mol vs. 4.9 kcal/mol for the SC Jacobi method, corresponding to a 14.1% improvement in MARE.

V. CONCLUSION

We presented a formulation and implementation of the FLOSIC self-interaction correction in real space. The real-space formulation allows rigorous, systematic convergence for all atomic species and configurations. The present M-SPARC based implementation demonstrated the feasibility and accuracy of the real-space formulation. Self-consistency in the present work was introduced using a generalized Slater statistical average SIC potential.

We verified our M-SPARC based real-space implementation by computing atomization energies and ionization potentials of selected molecules and comparing to those obtained by the established Gaussian-based FLOSIC and PyFLOSIC codes. We compared results for LSDA and non-self-consistent as well as self-consistent FLOSIC calculations. The results obtained with the M-SPARC code show good agreement with those obtained by the Gaussian-based FLOSIC code, with M-SPARC results somewhat closer to experiment for the systems considered. The application of SIC with Slater-averaged SIC potentials showed improvement in HOOs over LSDA. We found that scaling down the SIC potential by a factor of 0.5 gives comparable or improved results compared to the all-electron Gaussian-based FLOSIC code implementation. The MAE in computed ionization potentials with respect to experiment was found to be 2.24 eV and decreases to 1.21 eV when the SIC potential is scaled down by 0.5. We also found that the barrier heights obtained using the present SC AvgSIC scheme are further improved over the SC Jacobi barrier heights. Our initial results indicate that the real-space formulation provides an accurate and systematically improvable approach for FLOSIC calculations in the Slater-average form. Future work will include implementation in the large-scale parallel SPARC code and extension to a full OEP formulation.
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