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Abstract

Studies have recently focused on using coupled natural-human systems (CNHS) to inform policymaking. However, model uncertainty can increase with model complexity and affect the variance of the model outcomes. Therefore, this study explores an uncertainty analysis of coupled hydrological and human decision models to better evaluate CNHS modeling properties. Five coupled models are proposed with different model complexities for human behavior settings (i.e., model structure and the number of calibrated parameters): one static, two adaptive, and two learning adaptive. Learning adaptive models (the most complex) have both a learning component (capturing long-term trends) and an adaptive component (capturing short-term variations), while adaptive models omit the learning component. The static model is the simplest, without learning or adaptive components. Applying the law of total variance, the model output uncertainty is decomposed into three sources: (a) climate change scenario uncertainty, (b) climate internal variability, and (c) different model configurations with parameter sets or model structures that are equally capable of producing similar outcomes. Our exploratory analysis demonstrated that model uncertainty would likely increase with model complexity given uncertain input data (e.g., climate forcing) and different model configurations; the inclusion of a learning mechanism in the human system can potentially offset the impact of the natural system on uncertainty through coupling natural and human systems. We also discuss other uncertainty sources, such as assumptions about model structure due to incomplete knowledge and metrics for calibration target selection for future studies.

Plain Language Summary

Recent studies have investigated connections between natural systems and related human impacts, such as those between the rainfall-runoff process and agricultural activities. This is primarily performed by using two-way connected, natural-human computer models. However, these coupled models require many model parameters, which results in larger prediction uncertainty, especially when the observed data is limited. This study quantifies the relationship between model output uncertainty and model complexity. We found that, depending on the type of model used, the uncertainty of model outputs will likely increase with model complexity; however, active two-way feedback between natural (e.g., streamflow) and human (e.g., water diversion) systems could offset the impact of the natural system on output uncertainty by increasing human variations. Note that such results were heavily influenced by corresponding model assumptions for human behaviors (e.g., how farmers will react to environmental feedback), which could be uncertain given incomplete knowledge. Therefore, continuously monitoring (i.e., acquiring data) and communicating uncertainty among modelers, policymakers, and other stakeholders is a necessary and worthy next step.

1. Introduction

In the anthropogenic era, most major basins experience human activity, requiring an understanding of interactions between human society and the natural environment, that is, co-evolution in coupled natural-human systems (CNHS; Bauch et al., 2015; Milly et al., 2008; Reuss, 2003). Among them, coupling an agent-based model (ABM) with a process-based model (e.g., hydrological model) is a promising method to investigate emerging phenomena and heterogeneous human behaviors in CNHS (Berglund, 2015; Giuliani et al., 2016; Yang et al., 2020). In this coupling framework, each agent (e.g., irrigation district or reservoir) serves as a decision-making unit with a set of rules and attributes governing its behavior (e.g., diversion request or release) and interacts with other agents in a shared physical environment (e.g., river basin). As a result, various ABMs have been developed with agents that have different
complexities (e.g., model structure and number of calibrated parameters) to capture nonlinearity and non-stationarity in CNHS. For example, agent behaviors have been governed by a deterministic decentralized optimization model (Yang et al., 2009) or more sophisticated designs that consider adaptive (short-term) and learning (long-term) behaviors with respect to other agent decisions and the changing environment (Giuliani et al., 2016; Hyun et al., 2019).

Many case studies (Elshafei et al., 2014; Kandasamy et al., 2014; Marston & Konar, 2017; Song & Zhang, 2015; Xu et al., 2014; Yang et al., 2020) have suggested that an additional human complexity layer in the model will improve environmental planning and policy (Zellner, 2008). Yang et al. (2020) showed that the potential tipping point of farmer behavioral changes could be identified by the bottom-up nature of the coupled model. Hung and Yang (2021) argued that the learning adaptive agent design of a coupled model could assist water managers in developing soft policies. As the complexity of a model and the number of parameters increase, the challenge of handling model uncertainty and variability increases (McLean & McAuley, 2012; Srikrishnan & Keller, 2021). This challenge is aggravated in CHNS modeling since there is often interest in both natural (e.g., streamflow) and human (e.g., water diversions) system outputs, and the co-evolved natural and human dynamics in the complex system heavily rely on structural assumptions of the model (e.g., how humans react to environmental changes; Karthe et al., 2021; Messina et al., 2008). These model parameters and structural uncertainties significantly affect confidence in the inference and interpretation of model results (Allen & Gunderson, 2011; Allison et al., 2018; Kelly et al., 2013; Sun et al., 2016).

In the modeling literature, uncertainty is often ascribed to input data, model resolution level, model structure, and parameters (Saltelli et al., 2019); in addition, problem framing, perceptions of uncertainty, inappropriate assumptions, and epistemic uncertainty are also deeply embedded in model uncertainty (Beven, 2016; Di Baldassarre et al., 2016; Moallemi et al., 2020; Westerberg et al., 2017). However, uncertainty studies of coupled models in CNHS are still emerging (Elsawat et al., 2020). In this paper, we focused on parameter and structural uncertainties, that is, different model configurations that can produce similar/acceptable model outcomes, in CNHS modeling. A more complex model may suffer more severe uncertainty issues from a potentially wide range of behavioral model configurations (Arendt et al., 2012; Srikrishnan & Keller, 2021). In the hydrology field, this is also known as equifinality (Beven, 1993), and many studies have demonstrated the impact of equifinality in their analysis (Arsenault & Brissette, 2014; Beven, 2006; Ekblad & Herman, 2021; Khatami et al., 2019; Williams et al., 2020).

Generalized likelihood uncertainty estimation (GLUE; Beven & Binley, 1992) and Differential Evolution Adaptive Metropolis (DREAM; Vrugt et al., 2009) are two popular Bayesian methods to address different model configurations issues. GLUE weights model outputs based on data-fitting performance and then uses behavioral sampled models for ensemble forecasting. DREAM, on the other hand, is a more advanced formal Bayesian methods sampling model from the posterior. Instead of proposing new methods, this study compares model output uncertainties (both natural and human systems) under different model configurations (e.g., number of parameters and model structures). We quantify the model uncertainty brought by different model configurations using a variance-based uncertainty decomposition to evaluate uncertainty properties under different model structural assumptions in CNHS. We introduce the term “equifinal model representatives” (EMRs) to describe the selected model configurations that represent the range of model variability over the equifinal space (i.e., space of model configurations that produce similar model outcomes), and we refer to model output uncertainty as simply “model uncertainty” throughout the rest of the paper for simplicity.

This study aims to capture natural and human system model uncertainty given the available data with two hypotheses. First, model uncertainty in an exploratory analysis would likely increase with model complexity, given uncertain input data (e.g., climate forcing) and different model configurations. Second, the inclusion of a learning mechanism in the human system model can potentially offset the impact of the natural system’s variability on model uncertainty. The Yakima River Basin (YRB) in the Northwest United States, an agriculture-dominated basin that heavily relies on irrigation, was selected as the study area to test these hypotheses. We presented four tasks: (a) quantify model uncertainty of CNHS in exploratory simulations, (b) decompose model uncertainty into different model configurations, and input data uncertainty (e.g., climate scenario uncertainty and internal climate variability) using the law of total variance, (c) compare model uncertainty and model complexity, and (d) observe the uncertainty offsetting relationship between natural and human systems in CNHS modeling.
The article is structured as follows. Section 2 introduces the YRB study area and the climate change scenario design. The identification of EMRs, the uncertainty decomposition method, and the modeling schema are presented in Section 3. Section 4 compares the decomposition from coupled models with different model complexities. Discussion of additional uncertainty sources in CNHS modeling and limitations of the models is presented in Section 5, followed by the conclusions in Section 6.

2. Study Area and Materials

2.1. Yakima River Basin

The YRB is selected as the study area and is shown in Figure 1. The YRB is a basin dominated by agriculture. Ornaments (127,934 acres, 29.6%), small grains (67,434 acres, 15.6%), and corn (63,163 acres, 14.6%) (USDA, 2017 agriculture census) are the primary crops in the area. The precipitation in the YRB is concentrated in the mountains during the winter season (November–February). Agriculture heavily relies on irrigation; however, irrigation demands vary with the uncertain climate and the vicissitude of crop types across the growing season (late March to early October). Irrigation is facilitated by five major reservoirs (Keechelus, Kachess, Cle Elum, Bumping, and Rimrock), which are jointly operated by the U.S. Bureau of Reclamation (USBR). The irrigation operation (i.e., storage control) usually starts in July, and it continues through September to fulfill downstream demands (USBR, 2002). During this major storage control period, the streamflow at Parker gauge is tightly maintained by USBR to meet flow targets that range from 300 to 600 ft³/s (8.5–16.99 m³/s), based on available water (USBR, 2002). The streamflow in this period is a policy concern for USBR. Therefore, we adopt the median value of mean monthly streamflow from July to September at the Parker gauge over a given period \( Q_{M} \) as the natural system indicator for the model uncertainty analysis:

\[
Q_{M} = \text{median} \left( \left\{ \frac{1}{3} \sum_{m=7}^{y} Q_{m,y} : y = 1, \ldots, p \right\} \right)
\]

(1)

where \( Q_{y,m} \) is the monthly streamflow of month \( m \) in year \( y \) and \( p \) is the number of years. Note that the flow target standard is not static. The flow target standard of the Parker gauge is affected by district conservation programs. Based on historical data, we set the flow targets equal to 9.4 m³/s (1960–1984) and 14.4 m³/s (1985–2013) for the model calibration, where we use the flow deviation from the target as a driving force for the learning process of the water diversion model (Section 3.2).

Figure 1. System diagram of Yakima River Basin (YRB). S1, S2, and S3 and R1, R2, and R3 are reservoir inflow and release models, respectively. YRB coupled natural-human model (yellow-colored area), which consists of three subbasins (yellow circles are their outlets) and five irrigation diversion districts (green boxes), is the focus of uncertainty analysis.
In addition, we define the median value of annual diversion of five districts over a given period \( (D_M; \text{Equation 2}) \) as the human system indicator that abstracts farmers’ behaviors (e.g., crop selection and irrigation measures) for the model uncertainty analysis:

\[
D_M = \text{median} \left( \left\{ \sum_{ag \in \text{districts}} D_{y,ag}; y = 1 \ldots p \right\} \right) \tag{2}
\]

where \( D_{y,ag} \) is the annual diversion of agent \( ag \) in year \( y \). We also define the median value of shortage frequency \( (S_M; \text{Equation 3}) \) as an auxiliary indicator that represents the potential crop losses that farmers tend to avoid:

\[
S_M = \text{median} \left( \left\{ \sum_{r=1}^{20} S_{y,r}; y = 1 \ldots p \right\} \right) \tag{3}
\]

where \( S_{y,r} \) is a shortage index experienced in internal climate variability realization \( r \). \( S_{y,r} \) is equal to 1 if the total diversion request of five agents is not fulfilled in that year; otherwise, \( S_{y,r} \) is equal to 0. Higher \( S_M \) implies a lower variation in \( Q_M \), since the streamflow is likely to approximate minimum flow requirements.

The YRB coupled natural-human model (Figure 1) includes hydrological and water diversion models. The hydrological model contains three subbasins, Umtanum (328,818.70 ha), Naches (203,799.79 ha), and Parker (291,203.80 ha), and the diversion model includes five irrigation districts: Kittitas, Yakima-Tieton (Tieton), Roza, Wapato, and Sunnyside Valley (Sunnyside). Their diversion points are all above Parker gauge. The details of these five districts, such as water rights, average annual diversions, and district areas, are summarized in Table S1 in Supporting Information S1. We define five major irrigation districts in the basin as agents that make annual diversion requests. The inclusion of these five irrigation districts in the water diversion model abstracts possible causes of changes in diversions (land use, conservation programs, climate, and farmers’ subjective decisions) into the empirical equations presented in Section 3.2.

Reservoirs are another human component in the YRB. The reservoir model uses the simulated inflows of S1, S2, and S3 (whose drainage areas are equal to 83,014.25, 11,601.47, and 28,016.20 ha, respectively); storage status; and pre-defined fixed operational rules to simulate the reservoir releases. These releases are then used as input data for the YRB coupled model for simplicity. Namely, the reservoir releases constrain the downstream water users’ choices. For readers interested in finding optimal reservoir operating rules or interactions between reservoirs and diversion agents, we refer them to Giuliani et al. (2016) and Madani and Hooshyar (2014), respectively.

In sum, the \( Q_M \) and \( D_M \) uncertainties under an exploratory analysis, accumulate the input data uncertainty (e.g., reservoir releases and climate) and the errors of simplification (i.e., the conceptualization of physical mechanisms) in both the natural process (e.g., hydrological model) and human behaviors (e.g., water diversion model).

### 2.2. Data and Climate Change Scenarios

We use data from 1960 to 2013 as the diagnostic period to develop the model. The data are separated into calibration (1960–1999) and validation (2000–2013) periods. The weather data (i.e., precipitation and temperature) are collected from Livneh et al. (2015), and the reservoir storage and release, streamflow, and diversion data are downloaded from the USBR website. The precipitation data are bias-corrected through a simple annual water balance method to solve the temporal inconsistency issue mentioned in the limitation section in Livneh et al. (2015).

The weather inputs for the exploratory analysis (2021–2100) are generated by adjusting annually bootstrapped historical time series to different climate change scenarios (Figure 2). The climate change scenarios are defined as combinations of linearly interpolated precipitation ratios \( \left( PF_{\text{ratio}} \right) \); average annual precipitation in future periods to the baseline; lines in Figure 2a) and temperature deltas \( \left( TF_{\text{delta}} \right) \); average annual temperature in future periods minus the baseline; lines in Figure 2b) that are selected from five quantile values \( (q0.1, q0.3, q0.5, q0.7, \text{and } q0.9) \) over the range of 20 general circulation models (GCMs; Taylor et al., 2012; boxplots in Figure 2; Table S2 in Supporting Information S1) in the 2030s, 2050s, 2070s, and 2090s. Such a climate change scenario setting is similar to the climate stress test in Decision Scaling (Brown et al., 2012); however, the climate changes we tested are limited within the range of GCMs.
This study adopts two representative concentration pathways (RCPs), RCP 2.6 and RCP 8.5, which represent mild and severe future climate projections, respectively. By selecting two distinct climate change scenarios, we could potentially maximize the ability to separate climate change signals from noises. As a result, we generate 25 climate change combinations (5 PF ratio × 5 TF delta) per RCP. For exploratory simulations, the climate change scenarios are statistically downscaled by the delta method (Walsh et al., 2018), to which we apply PF ratio and TF delta to 20 annually bootstrapped time series sampled from 1960 to 2013 in historical annual slices (daily precipitation and temperature time series of the entire year). This enables us to incorporate internal climate variability and output future weather time series (P future and T future; Equation 4):

\[
\begin{align*}
P_{\text{future},y} &= P_{\text{bootstrap},y} \times PF_{\text{ratio},y}, \quad y \in [2021, 2100], \ y \in \mathbb{Z} \\
T_{\text{future},y} &= T_{\text{bootstrap},y} + TF_{\text{delta},y}
\end{align*}
\]

where P and T are annually bootstrapped daily precipitation and temperature time series, respectively. Subscript y denotes the year. In sum, we generate 1,000 realizations (25 climate change combinations × 2 RCPs × 20 bootstrapped time series) for the exploratory analysis. Note that we only consider a subset of climate input data uncertainty in this study; other uncertainties, like single GCM outputs and different downscaling methods, are not included.

3. Methods

3.1. Hydrological Model

The semi-distributed hydrological model developed for the YRB is made of the modified hydrological module of the Generalized Watershed Loading Functions (GWLF; Haith & Shoemaker, 1987; Tung & Haith, 1995) and the Lohmann routing model (Lohmann et al., 1998; Wi et al., 2015). The hydrological module of the GWLF is a lumped rainfall-runoff model, which simulates daily streamflow by summing the surface quick flow, which is computed by the NRCS curve number method, and subsurface flow (Haith et al., 1996). The modified version

Figure 2. (a) Precipitation ratios and (b) temperature deltas sampled from five quantile values over the range of 20 GCMs (boxplots) under RCP 2.6 (left column) and RCP 8.5 (right column), respectively, in the 2030s, 2050s, 2070s, and 2090s. Future weather time series were generated by adjusting annually bootstrapped time series with climate change scenarios, combinations of linearly interpolated ratios, and deltas.
further includes a baseflow component (Luo et al., 2012) to depict low flow patterns. The Lohmann routing model is a simple linear transfer function model that considers routing both within the subbasin (concentration time of subbasin runoff to reach the outlet) and in rivers (from one upstream subbasin outlet to a lower subbasin outlet). The Lohmann routing model can be derived independently from the GWLF, and connecting its results with GWLF-simulated streamflow forms the semi-distributed hydrological model for the YRB.

The hydrological model in the YRB coupled model (Figure 1) contains 47 parameters that must be calibrated (27 GWLF + 20 Lohmann), where each subbasin has a unique parameterization. The S1, S2, and S3 subbasin models used to simulate reservoir inflows each have 11 parameters involved in the calibration process (9 GWLF + 2 Lohmann, $G_s$ and $G_r$). In sum, the four hydrological models (S1, S2, and S3 subbasin models and the YRB coupled model) are independently calibrated. The calibrated parameters, abbreviations, and bounds are summarized in Table 1.

The calibration is performed by a genetic algorithm (GA) with the objective function that differs for each calibration (Table S3 in Supporting Information S1). For each subbasin model, the objective is to maximize the Kling-Gupta efficiency (KGE; Gupta et al., 2009; Equation 5), which comprehensively takes correlation, variability bias, and mean bias into account. For the integrated model, the objective is to maximize a penalized KGE in which $1 - \bar{D}$, the mean annual diversion shortage, is added to the KGE as a penalty factor (Table S3 in Supporting Information S1):

![Table 1](image-url)

| Model                  | Sub-model | Parameter name                  | Unit          | Code | Bound         |
|------------------------|-----------|---------------------------------|---------------|------|---------------|
| Hydrological model     | GWLF      | Curve number                    | –             | CN2  | [25, 100]     |
|                        |           | Interception coefficient        | –             | IS   | [0, 0.5]      |
|                        |           | Recession coefficient           | –             | Res  | [$10^{-3}$, 0.5] |
|                        |           | Deep seepage coefficient        | –             | $Sep$ | [0, 0.5]      |
|                        |           | Baseflow coefficient            | –             | $\alpha$ | [0, 1]     |
|                        |           | Percolation coefficient         | –             | $\beta$ | [0, 1]     |
|                        |           | Available/soil water capacity   | cm$^3$/C     | $U_r$ | [1, 15]       |
|                        |           | Degree-day coefficient for snowmelt | cm$^3$/C     | $D_f$ | [0, 1]       |
|                        |           | Land cover coefficient          | –             | $K_c$ | [0.5, 1.5]   |
|                        | Lohmann routing | Subbasin unit hydrograph shape parameter | – | $G_s$ | [1, 100]   |
|                        | Lohmann routing | Subbasin unit hydrograph rate parameter | – | $G_r$ | [$10^{-4}$, 100]   |
|                        | ABM model  | Wave velocity in the linearized Saint–Venant equation | m/s     | $V_e$ | [0.5, 100]   |
|                        | ABM model  | Diffusivity in the linearized Saint–Venant equation | m$^2$/s   | $D_i$ | [200, 5000] |
|                        | ABM model  | Return flow factor              | –             | $R_f$ | [0, 0.5]    |
|                        | ABM model  | Upper flow deviation threshold  | m$^3$/s     | $L_u$ | [25, 50]    |
|                        | ABM model  | Lower flow deviation threshold  | m$^3$/s     | $L_l$ | [0, 15]     |
|                        | ABM model  | Learning rate                   | –             | $\gamma$ | [0, 1]     |
|                        | ABM model  | Standard deviation modifier     | m$^3$/s     | $S_{ig}$ | [0, 2]$^a$ |
|                        | ABM model  | Prorated ratio                  | –             | $R$ | [0.4, 1]    |
|                        | ABM model  | Slope of linear model           | m$^3$/s/cm   | $a_L$ | [0, 0.5]    |
|                        | ABM model  | Intercept of linear model       | m$^3$/s/cm   | $b_L$ | [$-2$, 2]$^a$ |
|                        | ABM model  | Quadratic coefficient of quadratic model | m$^3$/s/cm$^2$ | $a_Q$ | [$-27$, 11.5]$^a$ |
|                        | ABM model  | Slope of quadratic model        | m$^3$/s/cm   | $b_Q$ | [$-12$, 42]$^a$ |
|                        | ABM model  | Intercept of quadratic model    | m$^3$/s     | $c_Q$ | [$-24$, 10]$^a$ |

$^a$Union bound over five diversion agents. Each has customized bound estimated according to historical diversion data.
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KGE = 1 − \sqrt{(r − 1)^2 + \left(\frac{\sigma_{\text{sim}}}{\sigma_{\text{obs}}} − 1\right)^2 + \left(\frac{\mu_{\text{sim}}}{\mu_{\text{obs}}} − 1\right)^2} \tag{5}

where \( r \) is the Pearson correlation coefficient, and \( \mu \) and \( \sigma \) denote the mean and standard deviation of flows, respectively. The subscripts \( \text{obs} \) and \( \text{sim} \) refer to observed and simulated streamflow time series, respectively. In the GA setup, we use roulette wheel selection, uniform crossover (crossover probability = 0.5), and uniform mutation (mutation probability = 0.1), which are coded under the Distributed Evolutionary Algorithms in Python (DEAP; Fortin et al., 2012) framework. Theoretically, the global optimum can be found with the mutation mechanism involved if the GA runs long enough, but it is still likely to be trapped in the local optima given limited computational resources, especially with highly nonlinear problems. Hence, we do not aim to find the global optima. Instead, we consider multiple local optima with similar performance (i.e., above a certain threshold) as a form of model configuration uncertainty. The detailed GA calibration settings are provided in Table S3.

3.2. Human Model

3.2.1. Water Diversion Model

For the water diversion model in the YRB coupled model, we define each of the five irrigation districts as agents. These five agents made their annual irrigation requests on March 1st every year. In our design, the annual pattern of the historical diversion is described by three deterministic components and one stochastic component. The three deterministic components are learning, adaptive, and emergency response components.

The learning component enables agents to adjust their diversion request references (\( \text{Div}_{\text{req},\text{ref}} \)) to achieve a goal (i.e., flow target at the Parker gauge) in the long run by learning from the flow deviation of the flow target through a set of empirical Equations 6–9:

\[
\text{Div}_{\text{req},\text{ref},\text{y}} = \text{Div}_{\text{req},\text{ref},\text{y}-1} + V_{\text{avg},\text{y}} \times \gamma
\]

\[
V_{\text{avg},\text{y}} = \frac{1}{10} \sum_{i=1}^{10} V_{\text{y}-i}
\]

where \( \gamma \) is a learning rate, subscript \( y \) denotes the year, and \( V_{\text{avg}} \) is the average strength value, with a 10-year rolling window indicating the magnitude and learning direction (e.g., increase \( \text{Div}_{\text{req},\text{ref}} \) if \( V_{\text{avg},\text{y}} \) is positive, or decrease \( \text{Div}_{\text{req},\text{ref}} \) if \( V_{\text{avg},\text{y}} \) is negative). This 10-year rolling window also creates learning momentum in the learning direction of \( \text{Div}_{\text{req},\text{ref}} \), where \( V_{\text{avg}} \) needs several (consecutive) counter events (e.g., \( V = 1 \) when \( V_{\text{avg}} < 0 \) or \( V = -1 \) when \( V_{\text{avg}} > 0 \)) to reverse its sign (i.e., learning direction of \( \text{Div}_{\text{req},\text{ref}} \)). The events are denoted as \( V \) and calculated by Equation 8:

\[
V_{\text{y}} = \begin{cases} 
1 & \text{if } |D_{\text{y}}| > L_u \text{ if } D_{\text{y}} > 0 \\
-1 & \text{if } |D_{\text{y}}| < L_i \text{ if } D_{\text{y}} < 0 \\
0 & \text{otherwise}
\end{cases}
\]

\[
De = Q_{\text{avg}} - Q_{\text{target}}
\]

where \( L_u \) and \( L_i \) are the upper and lower flow deviation thresholds, respectively. These two parameters control how sensitive an agent is to wet or dry hydrological conditions. \( De \) is the deviation of the average flow from July to September (\( Q_{\text{avg}} \)) relative to the flow target (\( Q_{\text{target}} \)), as shown in Equation 9. We provide an example of this learning process in Figure S1 in Supporting Information S1. To maintain a rational value for \( \text{Div}_{\text{req},\text{ref}} \), we subjectively bound \( \text{Div}_{\text{req},\text{ref}} \) in a range of 1.2x the historical maximum and 0.8x the historical minimum from 1960 to 2013, because it is unlikely that diversion will be less than 80% of the historical minimum, given continuous economic growth and associated water use. Also, it is unlikely that the diversion can be greater than 120% of the historical maximum for the years of the simulation, even with technology improvement (e.g., irrigation efficiency), given the physical constraints of available water and canal capacities.
The adaptive component is designed to capture short-term variation in diversion requests, which are believed to be induced by different weather conditions. We consider two alternative functional forms governing agent adaptive diversion behavior: linear (Equation 10) or quadratic (Equation 11) functions.

\[
\text{Div}_{\text{req,ma,y}} = \text{Div}_{\text{req,ref,y}} + a_L \times P_{11-6,y} + b_L
\]  
\[
\text{Div}_{\text{req,ma,y}} = \text{Div}_{\text{req,ref,y}} + a_Q \times P_{11-6,y}^2 + b_Q \times P_{11-6,y} + c_Q
\]

where \(a_L\) and \(b_L\) are parameters for a linear function, and subscript \(y\) denotes the year. \(a_Q\), \(b_Q\), and \(c_Q\) are parameters for a quadratic function. The linear function assumes farmers will strictly divert more water in wet years. The quadratic function can capture the more complex phenomenon. For example, farmers start to divert less water when precipitation reaches a certain level because irrigation is not needed to maintain soil moisture (Figure S2 in Supporting Information S1). \(\text{Div}_{\text{req,ma}}\) is the mean of the annual diversion request. \(P_{11-6}\) is the total precipitation from November to June in the reservoir catchments. \(P_{11-6}\) abstracts the water storage conditions above the reservoirs (e.g., snowpack and reservoir storage: November–February) before a decision and a perfect precipitation forecast in the first half of the growing season (March–June). Precipitation in the latter half of the growing season (July–October) may not affect diversion requests because this decision is often made before the growing season; thus, it is not as informative in deciding \(\text{Div}_{\text{req,ma}}\).

The term \(P_{11-6}\) is also used as an indicator to trigger the emergency response component. If \(P_{11-6,y}\) is lower than a given threshold (i.e., drought year), then the emergency response component will take the place of the adaptive component and prorate \(\text{Div}_{\text{req,ref,y}}\) according to a calibrated constant ratio \((R)\) in Equation 12:

\[
\text{Div}_{\text{req,ma,y}} = \text{Div}_{\text{req,ref,y}} \times R
\]

Next, the stochastic component of agent behavior is computed by:

\[
\text{Div}_{\text{req,y}} = \text{Div}_{\text{req,ma,y}} + Rn \times \text{Sig}
\]

where \(\text{Div}_{\text{req}}\) is the annual diversion request, and subscript \(y\) denotes the year. We use a matrix to represent the covariance coefficient among historical agent diversion decisions to mimic the “social norm” effect (i.e., farmer diversion decisions will correlate to some degree with neighbor decisions; Bicchieri & Muldoon, 2014), and \(Rn\) is a random vector sampled from a multivariate normal distribution with this covariance matrix (i.e., social norm effect matrix). \(\text{Sig}\) is the calibrated standard deviation modifier, representing the modification of the randomness level. Finally, \(\text{Div}_{\text{req}}\) is disaggregated into a daily scale based on historical monthly reduction proportions to continue the simulation. Note that the return flow \((Q_r)\) is computed from the actual diversion \((\text{Div})\) shown below:

\[
Q_{r,d} = f_{\text{rot}}(R_f \times \text{Div}_{d})
\]

where \(f_{\text{rot}}(\cdot)\) represents the routing process within the subbasin of the returned outlet, \(R_f\) is the return flow factor, and the subscript \(d\) is the day.

We simulate five different diversion agent types in the YRB coupled models. The five coupled models are, from simple to complex, (a) static model, \(M_s\), (b) adaptive model with linear functions, \(M_{L,L}\), (c) adaptive model with quadratic functions, \(M_{L,Q}\), (d) learning adaptive model with linear functions, \(M_{L,L}\), and (e) learning adaptive model with quadratic functions, \(M_{L,Q}\). The complexities of the coupled models depend on how we simulate agent diversion behaviors. Agents in \(M_{L,L}\) and \(M_{L,Q}\) have all components, enabling them to learn to capture long-term trends and adapt to short-term shocks, with the difference in selected adaptive function mentioned above. The learning component is omitted in the adaptive models (i.e., \(M_{L,L}\) and \(M_{L,Q}\)), which enables agents to capture short-term variations without learning (constant \(\text{Div}_{\text{req,ref}}\)). \(M_s\) is a deterministic model that only has the emergency response component, which is designed to mimic a traditional method that considers the diversion demand as a constant/deterministic input. The actual diversion variation from an agent only comes from physical constraints (e.g., minimum flow requirements) and prorated water rights during a drought year, represented by the emergency response component. Table 2 summarizes the diversion agent setup for these five YRB coupled models.

Similar to the hydrological model calibration, we maximize a penalized KGE, where the penalty here is \(10 \times (1 - \bar{D})\) (Table S3 in Supporting Information S1). Note that we use the mean of 10 model simulations in
an evaluation of the GA algorithm to address the model stochasticity issue. The detailed calibration settings and calibration parameter bounds are provided in Table S3 in Supporting Information S1 and Table 1, respectively. The ODD + D description (Müller et al., 2013) for the ABM is shown in Table S4 in Supporting Information S1.

### 3.2.2. Reservoir Model

Reservoirs are another human component in the YRB that we consider as input data. To build the reservoir release simulation model for exploratory analysis, we empirically set up monthly operational rules based on the monthly simulated inflows forecast (S1, S2, and S3), storage status, and control periods (flood or storage). Then, the simulated monthly releases are uniformly disaggregated into daily values. This has no effect on our results, which are presented on an annual scale. We group the adjacent Keechelus, Kachess, and Cle Elum reservoirs into one representative for simplicity, as shown in Figure 1. Consequently, we have three reservoir models (R1, R2, and R3). The pseudo-code of reservoir models is provided in Figure S3 in Supporting Information S1.

### 3.3. Model Uncertainty Decomposition

Model uncertainty is attributed to various uncertainty sources. We adopt a variance-based uncertainty decomposition to isolate model uncertainty caused by different model configurations and input data. Figure 3 shows this concept. Using GA, or any other calibration methods (e.g., dynamically dimensioned search algorithm; Tolson & Shoemaker, 2007), to calibrate nonlinear models often result in multiple model configurations with similar outcomes (because most methods cannot guarantee the global optimum in a nonlinear solution space). We call
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**Figure 3.** Conceptual diagram of EMRs and model uncertainty decomposition. Blue lines indicate model uncertainty caused by different model configurations. Light blue zones represent model uncertainty introduced by uncertain input data (e.g., climate uncertainty).
such models as “equifinal models” (i.e., different model configurations) in this paper. An infinite number of equifinal models (gray area) could be found within a continuous (e.g., real number) or unbounded equifinal space. For example, infinite parameter combinations are within the given calibration bounds (Table 1). It is impossible to evaluate or identify this infinite number of equifinal models. Therefore, we define an EMRs identification step (orange box in Figure 3) to identify a finite number of EMRs (blue lines in Figure 3) to represent the range of model variability over the equifinal space for the uncertainty evaluation. This study separately analyzes the uncertainty of five coupled model structures with different diversion agent types.

In application, model uncertainty is composed of the different model configurations from EMRs (e.g., variation of blue lines in Figure 3) and the input data (e.g., blue zone in Figure 3). To decompose the model uncertainty, we apply the law of total variance. In the first step, we isolate the uncertainty of the different model configurations (e.g., different parameter sets producing similar outcomes) by:

\[ \text{Var}(I) = \mathbb{E}[\text{Var}(I|\text{EMR})] + \text{Var}(\mathbb{E}[I|\text{EMR}]) \]  

The total model uncertainty, \( \text{Var}(I) \), of an output indicator \( I \) (e.g., \( Q_{up} \) and \( D_{aq} \)) is decomposed into two parts: uncertainty caused by the input data, \( \mathbb{E}[\text{Var}(I|\text{EMR})] \) and uncertainty caused by the variation of EMRs, \( \text{Var}(\mathbb{E}[I|\text{EMR}]) \).

In an exploratory application, input data uncertainty is often related to climate uncertainty. In our study, the climate uncertainty could be further decomposed into climate change scenario uncertainty (e.g., different combinations of \( PF_{rain} \) and \( TF_{delt} \)) and internal climate variability (e.g., different realizations under a given climate scenario). We can apply the law of total variance again to \( \mathbb{E}[\text{Var}(I|\text{EMR})] \) to have

\[ \mathbb{E}[\text{Var}(I|\text{EMR})] = \mathbb{E}[\text{Var}(I|\text{EMR, ICR})] + \mathbb{E}[\text{Var}(\mathbb{E}[I|\text{EMR, ICR}])]|\text{EMR}]] \]  

where \( \mathbb{E}[\text{Var}(I|\text{EMR, ICR})] \) is the model uncertainty resulting from uncertain climate change scenarios. \( \mathbb{E}[\text{Var}(I|\text{EMR, ICR})]|\text{EMR}] \) represents the model uncertainty caused by internal climate variabilities, where ICR is a realization under a given climate change scenario. The derivations of Equations 15 and 16 are provided in Text S1 in Supporting Information S1.

To explain the impact of different model structures on the uncertainty in the co-evolving CNHS, we adopt the following variance formula:

\[ \text{Var}(Q_{down}) = \text{Var}(Q_{up} - \text{Div}) = \text{Var}(Q_{up}) + \text{Var}(\text{Div}) - 2 \times \text{Cov}(Q_{up}, \text{Div}) \]  

Equation 17 indicates that if the upstream flow \( Q_{up} \) and diversion \( \text{Div} \) are positively correlated, then the variance of downstream flow \( Q_{down} \) will be lower than the sum of \( \text{Var}(Q_{up}) \) and \( \text{Var}(\text{Div}) \). That is, even if uncertainty in both the human and natural systems increases, that is, \( \text{Var}(Q_{up}) \) and \( \text{Var}(\text{Div}) \) both increase, it is possible for uncertainty in outputs, \( \text{Var}(Q_{down}) \) to decrease if \( Q_{up} \) and \( \text{Div} \) are sufficiently positively correlated. This implies that learning and adaptive mechanisms, in which agents change \( \text{Div} \) in response to \( Q_{up} \), can potentially offset streamflow uncertainty over time. Namely, the agent’s action co-evolves with the changing environment after they learn from environmental feedback (Woodard et al., 2019).

The entire numerical experiment is visualized in Figure 4. It consists of (a) calibration and EMRs identification and (b) exploratory simulations and the model uncertainty analysis. In the first part, the calibration is separated for the hydrological model and ABM. We first calibrate the hydrological model using weather data, observed reservoir releases, and irrigation diversions. After reaching the GA termination criteria (e.g., maximum generation), we identify two HydroEMRs following the procedure shown in the orange box in Figure 4. The chosen maximum generation as termination criteria ensures consistency in the number of evaluations for EMRs identification. During the EMRs identification step, we collect all simulations from the GA calibration and then select the top 1% models, that is, those with better fits, as feasible models. Then, we normalize those calibrated parameters into \([0,1]\) according to their calibration bounds (Table 1) and input them into the K-means algorithm (Pedregosa et al., 2011). The number of clusters/EMRs is empirically determined from the explained variance elbow plot (e.g., two clusters for the hydrological model; Bholowalia & Kumar, 2014; Figure S4 in Supporting Information S1). After that, models with the best fit are selected within each cluster as EMRs.

Next, we use these two HydroEMRs to drive ABM calibration. Following the same procedure as calibrating HydroEMRs, four ABMEMRs (elbow plot in Figure S5 in Supporting Information S1) are found for each Hydro-
EMRs. Note that the information (e.g., streamflow and diversion requests) is exchanged annually between the hydrological and water diversion models during the evaluation. We refer readers to Hyun et al. (2019) for more details about this coupling technique. Then, we repeat this calibration process for five coupled models with the different diversion agent types introduced in Section 3.2. Therefore, at the end of the first part, eight EMRs (2 HydroEMRs × 4 ABMEMRs) are identified per coupled model and then applied to the second part, exploratory application. In the second part, we conduct exploratory simulations with 1,000 input realizations and then calculate indicators ($Q_M$ and $D_M$) for each EMRs of the five coupled models. Then, we repeat this exploratory Experiment 30 times to address the stochastic nature of our model. Consequently, we use 1,200,000 model evaluations (1,000 climate input realizations × 5 types of diversion agents × 8 EMRs × 30 iterations) for the model uncertainty analysis.

4. Results

4.1. Calibration and Validation of EMRs

This section describes the calibration and validation results of EMRs. Table 3 shows that both HydroEMR1 and HydroEMR2 have similar mean KGE values (0.672 and 0.675) in the calibration, and the differences are a result of different compromises in the subbasin KGE performance. For example, HydroEMR1 has a higher KGE at the Naches outlet, while the Umtanum and Parker outlets perform better in HydroEMR2. The monthly time series plot is provided in Figure S6 in Supporting Information S1, and calibration statistics are shown in (Table S6 and Figure S7 in Supporting Information S1).

We show the ABMEMR calibration (1960–1999) and validation (2000–2013) for annual diversion results (separated by vertical dotted lines) for five coupled models (rows), from simple to complex (top to down), in Figure 5. The red lines are the observed data, and the gray areas are 95% confidence intervals. Each EMR result is one of four ABMEMRs (line styles) that are driven by HydroEMR1 (blue lines) or HydroEMR2 (orange lines) and averaged over 10 simulations. For example, EMR2.1 is the result of the coupled model consisting of HydroEMR2 and ABMEMR1. We show the detailed calibration statistics in Table S6 and Figure S8 in Supporting Information S1. In general, the EMRs of $M_S$ show the lowest variations because it is the simplest two-parameter deterministic model type. Two adaptive models ($M_a$, $M_L$).

Table 3

| Period         | Model     | Mean KGE | Subbasin | KGE   |
|----------------|-----------|----------|----------|-------|
| Calibration    | HydroEMR1 | 0.672    | Umtanum  | 0.653 |
| (1960–1999)    |           |          | Naches   | 0.750 |
|                |           |          | Parker   | 0.611 |
|                | HydroEMR2 | 0.675    | Umtanum  | 0.686 |
|                |           |          | Naches   | 0.712 |
|                |           |          | Parker   | 0.628 |
| Validation     | HydroEMR1 | 0.591    | Umtanum  | 0.536 |
| (2000–2013)    |           |          | Naches   | 0.752 |
|                |           |          | Parker   | 0.487 |
|                | HydroEMR2 | 0.599    | Umtanum  | 0.569 |
|                |           |          | Naches   | 0.712 |
|                |           |          | Parker   | 0.517 |
and $M_{A,Q}$) recreate short-term variations (e.g., yearly fluctuations), while two learning adaptive models ($M_{LL}$ and $M_{L,Q}$) capture both the long-term decrease and short-term variations. Figure 5 also shows that coupled models with quadratic functions have greater variation than the linear function, which implies that coupled models with quadratic functions have larger equifinal space. In Figure 5, column 2, Tieton's diversion pattern is not well-captured, especially in $M_{A,Q}$ and $M_{L,Q}$; however, it has limited influence on the overall results due to the small diversion amount. The “spikes” in Tieton's pattern are the diversion output governed by the emergency response component and the prorated ratio during drought years instead of the adaptive component. Tieton's adaptive component output low diversions to achieve a better calibration objective value of the model. Although such diversion patterns are not realistic, we keep them in our uncertainty analysis because these EMRs satisfied our equifinal model definition (i.e., similar objective value in calibration).

### 4.2. Comparing Model Complexity and Uncertainty

#### 4.2.1. Uncertainty Decomposition of Natural System Output ($Q_M$)

We run the identified EMRs under 1,000 future climate realizations 30 times each to calculate the $Q_M$ uncertainty (i.e., $\text{Var}(Q_M)$). In Figure 6, we decompose $\text{Var}(Q_M)$ into three parts that are attributed to three uncertainty sources: climate change scenario (blue areas; combinations of $PF_{\text{ratio}}$ and $TF_{\text{delta}}$), internal climate variability (orange areas; bootstrapped realizations), and different model configurations (green areas; variation of EMRs) for five coupled models (columns), with mean values from 30 runs to address stochasticity in the ABM. The diversity of model configurations is contributed by variations of HydroEMRs (light green areas; $Config_{\text{HydroEMR}}$; $\text{Var}(E[I|EMR,HydroEMR])$) and
ABMEMRs (dark green areas; $\text{Config}_{\text{ABMEMR}}$; $\text{E} \{ \text{Var}(\text{RetEMR, HydroEMR}) \}$). Figure 6a shows the actual variance value of $Q_M$; Figure 6b indicates the fractional contribution percentage of three uncertainty sources; and Figure 6c is the $S_M$ boxplot time series representing the shortage frequency of 20 internal climate variability realizations over climate change scenarios and EMRs.

For $M_S$, the uncertainty caused by climate change scenarios increases over the simulation period, while the uncertainty driven by internal climate variability gradually decreases. The model configuration uncertainty is almost negligible (<0.3) in $M_S$. A similar pattern is observed in $M_{A,L}$, where the model configuration uncertainty (<1) is only slightly larger than $M_S$. For the more complex model $M_{A,O}$, we observe a significantly larger contribution from different model configurations. However, this trend is not present in models with the learning component, which we discuss later.

The increasing amount of blue areas in $M_S$, $M_{A,L}$, and $M_{A,O}$ indicates the limited ability of the agents in these coupled models to address long-term trends in climate change scenarios since the ABMs are not designed to “learn” from the long-term environmental changes. The adaptive component could absorb short-term shocks caused by internal climate variability, so $M_{A,L}$ and $M_{A,O}$ have smaller orange areas than $M_S$ ($M_{A,O} < M_{A,L} < M_S$). However, the shrinking magnitude of uncertainty from climate variability toward the end of the simulation is caused by increasing shortage frequency, $S_M$ (Figure 6c). Diversion shortage implies that streamflow is at the minimum flow requirement, as no more water can be diverted to meet the demand. Therefore, increasing $S_M$ across climate change scenarios and EMRs results in lower internal climate variability in $Q_M$. In addition, $M_{A,O}$ shows the smallest uncertainty caused by input data (i.e., blue and orange areas), but it has the largest model
configuration uncertainty. Therefore, ignoring possible model configurations could artificially reduce uncertainty (i.e., no green area), which may affect the interpretation of model results and bias the concluding information.

In Figure 6, coupled models with learning components (MLQ, ML, and MLQ) have much smaller QM uncertainty because agents in these models can learn to adjust their diversion requests for both long-term and short-term changes; this offsets the QM uncertainty contributed by input data (i.e., Pfuture and Tfuture). Furthermore, we observe that the model configuration differences of MLQ, ML, and MLQ, Q is primarily caused by ABMEMR variations (ConfigABMEMR), while the model configuration differences in MLAQ are contributed by both HydroEMRs and ABMEMR variations (Figure 6a). The negligible ConfigHydroEMR of the two learning adaptive models can again be attributed to learning abilities (i.e., achieving flow target by updating Divreq). When we use learning adaptive models to simulate irrigation requests, the driver of ABMEMR (i.e., HydroEMR1 or HydroEMR2) does not matter because agents could adjust their diversion behaviors according to feedback from different hydrological environments. Therefore, we observe smaller ConfigHydroEMR results in the exploratory simulations. Furthermore, the learning abilities of MLL and MLAQ result in a lower frequency of encountering shortages upon diversion (Figure 6c).

4.2.2. Uncertainty Decomposition of Human System Output (DM)

After analyzing the model uncertainty of the nature system indicator (QM), we next consider how flexible agent behaviors need to be to reach the level of QM uncertainty revealed in Figure 6. Therefore, we examine similar variance decomposition plots for DM (human-system indicator) in Figure 7, with the total model uncertainty of QM (Figure 7c).

Figure 7. (a) Model uncertainty decomposition of DM for five coupled models (columns). (b) Fractional contribution percentage of decomposed variances. (c) Total model uncertainty of QM. Three uncertainty sources are climate scenario uncertainty, internal climate variability, and different model configurations.
For $M_S$, the $D_M$ uncertainty gradually increases over time due to the climate change scenario uncertainty (Figure 7a). As we discussed earlier, diversion shortage dominates in $M_S$, where the quantity of available water under different input data (i.e., $P_{\text{future}}$ and $T_{\text{future}}$) determines the model uncertainty for diversion behavior. Namely, if there is no diversion shortage, the variance of $D_M$ will be a flat line, with only the contribution of different model configurations because the diversion request is a fixed value in $M_S$.

The greater internal climate variability fractional contribution (orange area in Figure 7b) in $M_{AL}$ and $M_{AL}'$ compared to $M_S$ is contributed by agent adaptability (e.g., different diversion requests based on water supply conditions). Furthermore, variations caused by HydroEMR1 and HydroEMR2 play an important role in driving $D_M$, model configuration variations in $M_S$, $M_{AL}$, and $M_{AL}'$, demonstrated by greater ConfigHydroEMR than ConfigARMEMR in Figure 7b. This is because $M_S$, $M_{AL}$, and $M_{AL}'$ cannot learn. Therefore, the identified EMRs driven by different HydroEMRs show distinct patterns in calibration (Figure 5), leading to larger contributions from different model configurations in $D_M$ uncertainty.

The two learning adaptive models, $M_{AL}$ and $M_{AL}'$, show distinct patterns from the other three models. The $D_M$ uncertainty caused by climate change scenarios increases significantly over time, which is the opposite behavior as the $Q_M$ shown in Figure 7c. This further indicates that agents can learn from environmental feedback (e.g., flow deviations) and then mitigate some environmental uncertainty through their flexibility in adjusting long-term diversion behaviors. These results visualize an opposing trend between $Q_M$ and $D_M$ uncertainties in CNHS. In the next section, we will mathematically explain this learning behavior.

### 4.3. Model Uncertainty and Co-Evolution in CNHS

In the previous analysis, we show the uncertainty decomposition for both natural ($Q_M$) and human ($D_M$) system outputs. We claim that the learning mechanism limits Var($Q_M$) with more complex model designs. Although the two learning models exhibit greater uncertainties in human system behavior, the increasing magnitude of $D_M$ uncertainty is less than the decreasing magnitude of $Q_M$ uncertainty. We hypothesize that co-evolution, particularly in the learning mechanism of CNHS, leads to such results. To test this hypothesis, we adopt Equation 17 and show the results at the Parker gauge in Figure 8.

Figure 8 shows the value of each term in Equation 17 using the Parker gauge as an example. $Q_{\text{down}}$, $Q_{\text{up}}$, and $\text{Div}$ are the streamflow before diversion, the streamflow after diversion, and the diversion at Parker gauge, respectively. The averaged (co)variances of five coupled models from 2030 to 2100 are shown in Figure 8a. Figure 8b shows differences between the averaged (co)variance from 2066 to 2100 and from 2030 to 2065.

Equation 17 shows that Var($Q_{\text{down}}$) can only be less than Var($Q_{\text{up}}$) only if Cov($Q_{\text{up}}, \text{Div}$) is not 0 and $2 \times \text{Cov}(Q_{\text{up}}, \text{Div})$ is greater than Var($\text{Div}$). Following this logic, Figure 8a mathematically demonstrates that our designed agents act (i.e., divert) differently (i.e., co-evolve; green bars) according to the environment and indicates a decreasing pattern in Var($Q_{\text{down}}$) as the model becomes more complex (red bars). For example, $M_S$ diverts different amounts of water based on the available water ($Q_{\text{up}}$). $M_{AL}$ and $M_{AL}'$ have larger covariance values because of their adaptability to short-term shocks. $M_{AL}'$ and $M_{AL}$ have the highest covariance value because they have both adaptive and learning capabilities. The Cov($Q_{\text{up}}, \text{Div}$) pattern of models with different complexities is highly correlated with the pattern in Var($\text{Div}$), verifying the design of our diversion agent given how closely an agent co-evolves with the environment.

The decreasing trend in $Q_M$ uncertainty (e.g., $M_{AL}'$ and $M_{AL}$ in Figure 6a) only occurs when the difference in the summation of Var($Q_{\text{up}}$) and Var($\text{Div}$) is lower than the difference in $2 \times \text{Cov}(Q_{\text{up}}, \text{Div})$ between the former and latter simulation periods (Figure 8b). The negative difference of $M_S$ and $M_{AL}$ in Var($Q_{\text{down}}$) is primarily contributed by the decrease in Var($Q_{\text{up}}$) and the shortage-induced Cov($Q_{\text{up}}, \text{Div}$). $M_{AL}'$ has a similar explanation: the difference in Var($\text{Div}$) is almost zero (i.e., the adaptability remains the same over the entire simulation). The most interesting results are in the two learning models, $M_{AL}'$ and $M_{AL}$, where increasing Var($\text{Div}$) results in a
significant increase in $\text{Cov}(Q_{\text{up}}, \text{Div})$ that leads to a larger magnitude of decreasing $\text{Var}(Q_{\text{down}})$. This demonstrates our explanation for $Q_M$ variance decomposition results in the previous section and supports our hypothesis: learning behaviors in a human system can potentially offset the impact of a natural system's variability on output uncertainty (i.e., $\text{Var}(Q_M)$). However, we do not extend these results to claim that the learning adaptive model is a better design. This study quantifies model uncertainty properties for different designs used to model CNHS. It is important to verify the existence of learning behavior or any other structural designs in a chosen case study; otherwise, uncertainty may be introduced from inappropriate structural assumptions. For this particular case study, we may argue that $M_{L-}$ is a more appropriate model design as it has higher objective values in calibration (Table S6 in Supporting Information S1).

5. Discussion

5.1. Other Sources of Uncertainty in CNHS

Our results, which show that learning adaptive models have less observed variance in the nature system (e.g., $Q_M$), align with the philosophy of “adaptive management” strategies in facing increasing climate change uncertainty (Giordano & Shah, 2014; Karthe et al., 2021). However, it is also important to consider the causes of decreasing nature system uncertainty. First, our results show that, if possible model configurations are ignored, $Q_M$ uncertainty is only driven by input data whose uncertainty appears to be smaller in the adaptive models than in the static model. This might lead to a false conclusion that the adaptive model is more reliable (i.e., less uncertain). Second, although utilizing learning adaptive models shows a decreasing trend in $Q_M$ uncertainty, they could be impacted by uncertainty from incomplete knowledge of proposed model structural assumptions, such as a learning structure (Karthe et al., 2021), which would not be directly revealed in the modeling results. Such introduced assumption-based uncertainty could be a barrier to interpreting modeling results and implementing adaptive management strategies (Allen & Gunderson, 2011; Lee, 2001). Therefore, continuously monitoring (i.e., acquiring data) and communicating uncertainty among modelers, policymakers, and other stakeholders is essential.

While this study decomposes specific uncertainties (e.g., input data and different model configurations), other uncertainty sources are not analyzed, such as indicator selection (Khatami et al., 2019), model resolution level (Saltelli et al., 2019), and coupling structure (e.g., data exchange frequency and exchanged information). Some benchmark study cases may help the CNHS modeling community eliminate indicator selection factors when evaluating model uncertainty across different model designs (Vallario et al., 2021). However, the indicator selection procedure requires its own systematic study. For example, we choose KGE in this study, but other widely used indicators, like Nash-Sutcliffe efficiency (Nash & Sutcliffe, 1970) or R-squared, might lead to different uncertainty analysis results. Investigations of the uncertainty caused by the model resolution level and coupling structures will benefit the use of CNHS models in cross-scale (temporal and spatial) studies (Aburto et al., 2012; Fleischmann et al., 2019), especially when coupling to models with various simulation timesteps and frequency of information exchange. However, this requires each coupled-model component to be run over the full spectrum of temporal and spatial resolutions to set up comparable numerical experiments. This is particularly challenging when coupling to large-scale models or standalone software, which are often restricted to coarse or limited temporal or spatial resolutions.

5.2. Limitations

We identify several limitations in our study that could be improved in future studies. First, the reservoir settings are highly simplified, where reservoir releases are considered as input data. Interactions between reservoirs and water demands are ignored. Namely, the CNHS of the YRB is only partially tested. Second, we assume that calibrated agent behaviors (e.g., $\gamma$ for learnability; $a_c$ and $b_c$ for linear adaptability; and $a_{q_c}$, $b_{q_c}$, and $c_{q_c}$ for quadratic adaptability) could be directly applied to exploratory analyses. In addition, agent learnability and adaptability might not remain the same in the future (Aburto et al., 2012) for more accessible and accurate forecast information or changing environmental regulations. Third, we subjectively bound $\text{Div}_{\text{req,q}}$ based on historical records. This might affect uncertainty analysis results since canal capacity is possible to increase over our assumption (e.g., 120% of the historical maximum). Fourth, our numerical experimental design ignores some uncertainty sources. For example, we only consider a subset of input data uncertainty (i.e., climate change scenarios and
internal climate variability), we ignore the downscaling uncertainty, and we follow the conventional calibration and validation procedure under the stationary assumption of the nature system, which a more comprehensive study can be done to evaluate the uncertainty brought by the stationary assumption. Also, based on the equifinal model definition, our identified EMRs could be approximations of a single local optimum rather than multiple local optima. We encourage the adoption of pre-calibration methods (Tarawneh et al., 2016), alternate calibration algorithms (Tolson & Shoemaker, 2007), and carefully selected feasibility model criteria (i.e., equifinal models) for model configuration uncertainty quantification in future projects focusing on case studies.

6. Conclusions

A deeper understanding of CNHS modeling enables us to better use modeling results to inform policymaking. This study explores modeling uncertainties. We quantify and then decompose the uncertainty of a coupled natural-human model (i.e., a semi-distributed hydrological model coupled with an agent-based water diversion model) into three sources by the law of total variance: (a) climate scenario uncertainty, (b) climate internal variability, and (c) model configuration uncertainty. The YRB in the Northwest US is adopted as our study area, where irrigation districts are defined as agents. We analyze how co-evolution influences the relationship between model output uncertainty and model complexity through five coupled models with different water diversion agent types: (a) a static model, (b) an adaptive model with linear functions, (c) an adaptive model with quadratic functions, (d) a learning adaptive model with linear functions, and (e) a learning adaptive model with quadratic functions.

Our hypotheses—(a) model uncertainty in an exploratory analysis will likely increase with model complexity, given uncertain input data (e.g., climate forcing), and different model configurations, and (b) the inclusion of a learning mechanism in a human system can potentially offset the impact of natural system's variability on output uncertainty—are accepted, according to our results. The two learning adaptive models show a decreasing trend in the natural system output because agents learn and adapt to environmental changes via co-evolution between the two subsystems. The learnability and adaptability are revealed by increased variability of the human system outputs. Although the learning adaptive models generate smaller nature system output uncertainty, the modeler should be aware of how assumptions of model structure (e.g., Is the learning assumption appropriate in the exploratory analysis of a given case study?) affect the results. Finally, additional uncertainty sources should be investigated in future work, such as indicator selection, model resolution level, and coupling structure with a more sophisticated agent setup and scale-up experiments.
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