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Abstract

This paper deals with the constrained discounted control of piecewise deterministic Markov process (PDMPs) in general Borel spaces. The control variable acts on the jump rate and transition measure, and the goal is to minimize the total expected discounted cost, composed of positive running and boundary costs, while satisfying some constraints also in this form. The basic idea is, by using the special features of the PDMPs, to re-write the problem via an embedded discrete-time Markov chain associated to the PDMP and reformulate the problem as an infinite dimensional linear programming (LP) problem, via the occupation measures associated to the discrete-time process. It is important to stress however that our new discrete-time problem is not in the same framework of a general constrained discrete-time Markov Decision Process and, due to that, some conditions are required to get the equivalence between the continuous-time problem and the LP formulation. We provide in the sequel sufficient conditions for the solvability of the associated LP problem, based on a generalization of Theorem 4.1 in [8]. In the Appendix we present the proof of this generalization which, we believe, is of interest on its own.

The paper is concluded with some examples to illustrate the obtained results.
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1 Introduction

Piecewise deterministic Markov processes (PDMPs) were introduced in [4] and [6] as a general family of continuous-time non-diffusion stochastic models, suitable for formulating many optimization problems in queuing and inventory systems, maintenance-replacement models, and many other areas of engineering and operations research. PDMPs are determined by three local characteristics: the flow $\phi$, the jump rate $\lambda$, and the transition measure $Q$. Starting from $x$, the motion of the process follows the flow $\phi(x, t)$ until the first jump time $T_1$, which occurs either spontaneously in a Poisson-like fashion with rate $\lambda$ or when the flow $\phi(x, t)$ hits the boundary of the state space. In either case the location of the process at the jump time $T_1$ is selected by the transition measure $Q(\phi(x, T_1), \cdot)$ and the motion restarts from this new point as before. As shown in [6], a suitable choice of the state space and the local characteristics $\phi$, $\lambda$, and $Q$ provides stochastic models covering a great number of problems of engineering and operations research (see, for instance, [6], [7]).

The objective of this work is to study the discounted continuous-time constrained optimal control problem of PDMPs by using the linear programming (LP) approach. Roughly speaking the formulation of the control problem is as follows. After each jump time, a control is chosen from a control set (which depends on the state variable) and will act on the jump rate $\lambda$ and transition measure $Q$ until the next jump time. The control variable will have two components, one that will parametrize a function that will regulate the jump rate and transition measure before the flow hits the boundary, and the other component that will act on the transition measure at the boundary (see Remark 2.2 below). The goal is to minimize the total expected discounted cost, which is composed of a running cost and a boundary cost (added to the total cost each time the PDMP touches the boundary). Both costs are assumed to be positive but not necessarily bounded. The constraints are also in the form of total expected discounted cost, again composed of positive running and boundary costs, not necessarily bounded. The state and control spaces are assumed to be general Borel spaces.

The linear programming technique has proved to be a very efficient method for solving continuous-time Markov Decision Processes (MDPs) with constraints. We do not attempt to present an exhaustive panorama on this topic, but instead we refer the interested reader to [1, 2, 13, 15, 16, 19] and the references therein for detailed expositions on this technique in the context of continuous-time controlled Markov processes.

Contrary to continuous-time constrained MDPs, it is important to emphasize that constrained optimal control problems of PDMPs have received less attention. An attempt in this direction is presented in [12] where the authors study a control problem for a special class of PDMPs (with no boundary) by using an LP technique.

In this paper we aim at tracing a parallel with the theory developed for discounted discrete-time constrained MDP in general Borel spaces in order to get our results. We follow a similar approach as the one used for studying continuous-time MDPs without constraints, which consists of reducing the original continuous-time control problem into a semi-Markov or discrete-time MDP. For more details about such equivalence results, the reader may consult the recent survey [11] and the manuscript [10], and references therein. It is important to underline that such results cannot be directly applied in our case. Indeed, PDMPs are not piecewise constant processes and moreover, and more importantly, PDMPs have deterministic jumps in the sense that, roughly speaking, the process necessarily jumps when it hits the boundary. As a consequence, the inter-arrival jumping times are not exponentially distributed and the compensator of the process is not absolutely continuous as for continuous-time MDPs. Regarding PDMPs, the idea of reducing the original continuous-time control problem into a semi-Markov or discrete-time MDP was developed in [5] by reformulating...
the optimal control problem of a PDMP for a discounted cost as an equivalent discrete-time MDP in which the stages are the jump times $T_n$ of the PDMP. In this paper we follow similar steps by re-writing the discounted continuous-time control constrained PDMP as a constrained discrete-time problem, in function of the post-jump location and control action, and with the stages being the jump times $T_n$ of the PDMP. By doing this we can trace a parallel with the general theory for discrete-time MDPs in Borel spaces. As usual in these problems, we define the space of occupation measures associated to the discrete-time problem and, from this, we re-formulate the original problem as an infinite dimensional linear programming problem. It is important to stress however that our new discrete-time problem is given in terms of an MDP with an expected total cost criterion, in particular there is no discount factor multiplying the stochastic kernel. Due to that an expected growth condition is introduced to derive the equivalence between the continuous-time problem and the LP formulation. Conditions for the solvability of the LP are also provided, based on Theorem 4.1 in [8]. Note however that in Theorem 4.1 in [8] it is supposed that the control space $A$ is fixed and doesn’t depend on the state variable, while in the present paper the control space is dependent on the state variable. Consequently, Theorem 4.1 in [8] is generalized in the appendix to an expected total cost discrete-time constrained MDP with the control space in the form $A(x)$, that is, depending on the state variable $x$. We believe that this result, presented in the appendix in the general context of discrete-time constrained MDPs, is interesting on its own and could also be applied in other discrete-time constrained MDPs problems.

The paper is organized as follows. In section 2 we introduce the notation, some definitions and the problem formulation, while in section 3 we present some important operators that will be needed to get our results, some of the main assumptions and some auxiliary results. In section 4 we present some auxiliary results establishing a connection between the continuous-time problem and the discrete-time formulation, as well as the occupation measures that will be considered for the LP formulation. In section 5 we introduce the LP formulation and the first main result of the paper, Theorem 5.9, which establishes the equivalence between the original problem and the LP problem. In section 6 we present the second main result of the paper, Theorem 6.4, which provides conditions for the solvability of the LP problem. The paper is concluded with section 7, where we present some auxiliary results establishing a connection between the continuous-time problem and the discrete-time formulation, as well as the occupation measures that will be considered for the LP formulation. In the Appendix it is presented a generalization of Theorem 4.1 in [8], as explained before.

2 Notation and Problem Formulation

2.1 Notation

In this section we present some standard notation, basic definitions and the main assumptions related to the motion of a PDMP $\{X(t)\}$, and the control problem we will consider throughout the paper. For further details and properties the reader is referred to [6]. The following notation will be used in this paper: $\mathbb{N}$ is the set of natural numbers, $\mathbb{N}^* = \mathbb{N} - \{0\}$, $\mathbb{N}_p = \{0, \ldots, p\}$ and $\mathbb{N}_p^* = \mathbb{N}_p - \{0\}$. $\mathbb{R}$ denotes the set of real numbers, $\mathbb{R}_+$ the set of positive real numbers, $\mathbb{R}_+ = \mathbb{R}_+ \cup \{+\infty\}$ and $\mathbb{R}^d$ the $d$-dimensional euclidian space. For $X$ a metric space, we denote by $\mathcal{B}(X)$ the $\sigma$-algebra generated by the open sets of $X$. $\mathcal{M}(X)$ (respectively, $\mathcal{M}(X)_+$, $\mathcal{P}(X)$) denotes the set of all finite signed (respectively, positive, probability) measures on $(X, \mathcal{B}(X))$. Let $X$ and $Y$ be metric spaces. The set of all Borel measurable (respectively, bounded) functions from $X$ into $Y$ is denoted by $\mathcal{M}(X; Y)$ (respectively, $\mathcal{B}(X; Y)$). Moreover, for notational simplicity $\mathcal{M}(X)_+$ (respectively, $\mathcal{B}(X)_+$, $\mathcal{B}(X)_+$) denotes $\mathcal{M}(X; \mathbb{R})$ (respectively, $\mathcal{B}(X; \mathbb{R})$, $\mathcal{M}(X; \mathbb{R}_+)$, $\mathcal{B}(X; \mathbb{R}_+)$). $\mathcal{C}_b(X)$ denotes the set of
continuous bounded functions from $X$ to $\mathbb{R}$. For $g \in \mathcal{M}(X)$ with $g(x) > 0$ for all $x \in X$, $\mathbb{E}_g(X)$ is the set of functions $v \in \mathcal{M}(X)$ such that $\|v\|_g = \sup_{x \in X} \frac{|v(x)|}{g(x)} < +\infty$, and $\mathcal{M}_g(X)$ the set of finite signed measures $\mu \in \mathcal{M}(X)$ such that $\|\mu\|_g = \int g d|\mu| < \infty$. As before we denote by $\mathbb{E}_g(X)_+ = \{v \in \mathcal{E}_g(X) : v \geq 0\}$ and $\mathcal{M}_g(X)_+ = \{\mu \in \mathcal{M}_g(X) : \mu \geq 0\}$, and $\mathcal{P}_g(X) = \mathcal{P}(X) \cap \mathcal{M}_g(X)_+$. The set of positive measures (not necessarily finite) on the metric space $X$ is denoted by $\mathcal{M}(X)_+$.

For the definition of the state space of the PDMP we will consider for notational simplicity that $X$ is a Borel subset of $\mathbb{R}^n$ with boundary $\partial E$ and closure $\overline{E}$. This definition could be easily generalized to include some boundary points and countable union of sets as in [3] section 24. In what follows the set $U$ of control actions is a Borel space. For each $x \in \overline{E}$, we define the subsets $U(x)$ of $U$ as the set of feasible control actions that can be taken when the state process is in $x \in \overline{E}$.

2.2 Problem Formulation

For the definition of the state space of the PDMP we will consider for notational simplicity that $E$ is an open subset of $\mathbb{R}^n$ with boundary $\partial E$ and closure $\overline{E}$. This definition could be easily generalized to include some boundary points and countable union of sets as in [3]. In what follows the set $U$ of control actions is a Borel space. Each $x \in \overline{E}$, we define the subsets $U(x)$ of $U$ as the set of feasible control actions that can be taken when the state process is in $x \in \overline{E}$.

Let $\overline{U}$ be another Borel space and consider a function $\ell \in \mathcal{M}(E \times U \times \mathbb{R}_+, \overline{U})$. We introduce next some data that will be used to define the controlled PDMP.

- The flow $\phi(x, t)$ is a function $\phi : \mathbb{R}^n \times \mathbb{R}_+ \to \mathbb{R}^n$ continuous in $(x, t)$ and such that $\phi(x, t+s) = \phi(\phi(x, t), s)$.

- For each $x \in E$, the time the flow takes to reach the boundary starting from $x$ is defined as

$$t_*(x) = \inf\{t > 0 : \phi(x, t) \in \partial E\}.$$ 

For $x \in E$ such that $t_*(x) = \infty$ (that is, the flow starting from $x$ never touches the boundary), we set $\phi(x, t_*(x)) = \Delta$, where $\Delta$ is a fixed point in $\partial E$.

- The jump rate $\lambda \in \mathcal{M}(\overline{E} \times \overline{U})_+$.

- The transition measure $Q$ which is a stochastic kernel $Q \in \mathcal{P}(E | (E \times \overline{U}) \cup (\partial E \times \overline{U}))$. To avoid jumps to the same point, we assume that $Q(x, \tilde{a}; \{x\}) = 0$ for any $x \in E$, $\tilde{a} \in \overline{U}$.

The following assumption, based on the standard theory of MDPs (see [17]), will be made throughout the paper.

**Assumption 2.1** The set

$$K = \{(x, (a, a_0)) : x \in E, a \in U(x), a_0 \in U(\phi(x, t_*(x)))\} \subset E \times U \times U$$

is a Borel subset of $E \times U \times U$.

**Remark 2.2** We will consider in this paper a simplified version of the controlled PDMP with respect to the one adopted in [3]. The idea is that after a jump from a point $x \in E$ two actions will be chosen, one from $a \in U(x)$ and another one from $a_0 \in U(\phi(x, t_*(x)))$. Action $a_0$ will regulate the transition measure at the frontier point $\phi(x, t_*(x))$, while action $a$ will parametrize a function
\( \ell(x,a,t) \), with \( 0 \leq t < t_a(x) \), which will regulate the jump rate and transition measure of the PDMP until the next jump time. In [3] it was supposed that the controller could freely choose a function to regulate the jump rate and transition measure of the PDMP between jump times, instead of being restricted to the function \( \ell(x,a,t) \). Therefore in the model considered in this paper the decision is taken only after a jump time, and the control that will be applied to \( \lambda \) and \( Q \) will be restricted to a pre-defined function \( \ell(x,a,t) \) for \( 0 \leq t < t_a(x) \).

We make the following definitions. For \( x \in E \), define

\[
\mathcal{S}(x) = \mathbb{U}(x) \times \mathbb{U}(\phi(x,t_a(x))), \quad \mathcal{S}^r(x) = \mathcal{P}(\mathcal{S}(x)),
\]

\[
\mathcal{S} = \mathbb{U} \times \mathbb{U}, \quad \mathcal{S}^r = \mathcal{P}(\mathcal{S}).
\]

**Definition 2.3** The following set of measurable selectors will be considered:

\[
\mathcal{S}_\mathcal{S}^r = \{ \mu \in \mathbb{M}(E; \mathcal{S}^r) : \text{for all } x \in E, \mu(x) \in \mathcal{S}^r(x) \}.
\]

**Definition 2.4** An admissible randomized control strategy \( U \) is defined as \( U = \{ \eta_k : k \in \mathbb{N} \} \) such that for each \( k \in \mathbb{N} \), \( \eta_k \in \mathcal{S}_\mathcal{S}^r \). The class of admissible randomized control strategies will be denoted by \( \mathcal{U} \).

**Definition 2.5** We say that \( U \) is an admissible randomized stationary control strategy if \( U = \{ \eta_k : k \in \mathbb{N} \} \) is such that for all \( k \in \mathbb{N} \), \( \eta_k = \phi \) for some \( \phi \in \mathcal{S}_\mathcal{S}^r \). We denote the set of admissible stationary control strategies by \( \mathcal{U}_s \), and write in this case \( U = U^{\phi} \).

Given an admissible randomized control strategy \( U = \{ \eta_k \} \) we present next the definition of the controlled piecewise deterministic Markov process. Consider the state space \( \hat{E} = E \times \mathcal{K} \times \mathbb{R}_+ \times \mathbb{N} \). Let us introduce the following parameters for \( \hat{x} = (x,z,a,a_0,s,n) \in \hat{E} \), where \((z,a,a_0) \in \mathcal{K} \):

- the flow \( \hat{\phi}(\hat{x},t) = (\phi(x,t),z,a,a_0,s+t,n) \),
- the jump rate \( \hat{\lambda}(\hat{x}) = \lambda(x,\ell(z,a,s)) \),
- the transition measure

\[
\hat{Q}^U(\hat{x}; A \times B \times C \times \{0\} \times \{n + 1\}) = \begin{cases} 
\int_{A \cap B} \eta_n(y;C)Q(x,\ell(z,a,s);dy) & \text{if } x \in E, \\
\int_{A \cap B} \eta_n(y;C)Q(x,a_0;dy) & \text{if } x \in \partial E,
\end{cases}
\]

for \( A,B \in \mathcal{B}(E) \), and \( C \in \mathcal{B}(\mathcal{S}) \).

From [6] section 25, it can be shown that for any admissible control strategy \( U = \{ \eta_k : k \in \mathbb{N} \} \) there exists a filtered probability space \((\Omega, \mathcal{F}, \{\mathcal{F}_t\}, \{P^U_{\hat{x}_0}\}_{\hat{x}_0} \in \hat{E})\) such that the PDMP \( \{\hat{X}^U(t)\} \) with local characteristics \((\hat{\phi}, \hat{\lambda}, \hat{Q}^U)\) may be constructed as follows. For notational simplicity the probability \( P^U_{\hat{x}_0} \) will be denoted by \( P^U_{(x,\hat{a},k)} \) for \( \hat{x}_0 = (x,\hat{a},0,k) \in \hat{E} \). Moreover, \( E^U_{\hat{x}_0} \) denotes the expectation under the probability \( P^U_{\hat{x}_0} \) and \( E^U_{(x,\hat{a},k)} \) will be denoted by \( E^U_{(x,\hat{a},k)} \) for \( \hat{x}_0 = (x,\hat{a},0,k) \in \hat{E} \). Take a random variable \( T_1 \) such that

\[
P^U_{(x,\hat{a},k)}(T_1 > t) = \begin{cases} 
e^{-\Lambda^U(x,a,k,t)} & \text{for } t < t_a(x), \\ 0 & \text{for } t \geq t_a(x), \end{cases}
\]

(1)
where for $x \in E$ and $t \in [0, t_*(x)]$, $A^U(x, a, k, t) \equiv \int_0^t \lambda(\phi(x, s), \ell(x, a, s))ds$. If $T_1$ is equal to infinity, then for $t \in \mathbb{R}_+$, $\tilde{X}^U(t) = (\phi(x, t), x, \hat{a}, t, k)$. Otherwise select independently an $\hat{E}$-valued random variable (labeled $\hat{X}^U_1$) having distribution

$$P^U_{(x, \hat{a}, k)}(\hat{X}^U_1 \in A \times B \times C \times \{0\} \times \{k+1\}|\sigma\{T_1\})$$

(where $\sigma\{T_1\}$ is the $\sigma$-field generated by $T_1$) defined by

$$\int_{A \cap B} \eta_{k+1}(y; C)Q(\phi(x, T_1), \ell(x, a, T_1); dy) \quad \text{if } \phi(x, T_1) \in E,$$

$$\int_{A \cap B} \eta_{k+1}(y; C)Q(\phi(x, T_1), a_0; dy) \quad \text{if } \phi(x, T_1) \in \partial E. \quad (2)$$

The trajectory of $\{\tilde{X}^U(t)\}$ starting from $(x, x, \hat{a}, 0, k)$, for $t \leq T_1$, is given by

$$\tilde{X}^U(t) = \begin{cases} 
(\phi(x, t), x, \hat{a}, t, k) & \text{for } t < T_1, \\
\hat{X}^U_1 & \text{for } t = T_1.
\end{cases}$$

Starting from $\tilde{X}^U(T_1) = \hat{X}^U_1$, we now select the next interjump time $T_2-T_1$ and post-jump location $\tilde{X}^U(T_2) = \hat{X}^U_2$ in a similar way. The sequence of jump times of the PDMP is denoted by $(T_n)_{n \in \mathbb{N}}$. Let us define the components of the PDMP $\{\tilde{X}^U(t)\}$ by

$$\tilde{X}^U(t) = (X(t), Z(t), A(t), \tau(t), N(t)). \quad (3)$$

From the previous construction of the PDMP $\{\tilde{X}^U(t)\}$, it is easy to see that $X(t)$ corresponds to the trajectory of the system, $Z(t)$ is the value of $X(t)$ at the last jump time before $t$, $A(t)$ the control action that will be applied from the last jump time before $t$ until the next jump time and at the boundary, $\tau(t)$ is time elapsed between the last jump and time $t$, and $N(t)$ is the number of jumps of the process $\{X(t)\}$ at time $t$. It will be convenient to define $T_0 = 0$, $Z_0 = X(0)$ and

a) $Z_t = X(T_t) \in E \rightarrow$ the post jump location after the $i^{th}$ jump,

b) $\Theta_i = (\theta_i, \theta_{i,0}) = A(T_i) \in S(Z_i) \rightarrow$ the control action that will be applied from the $i^{th}$ jump until the $(i+1)^{th}$ jump.

**Definition 2.6** For $\nu_0 \in \mathcal{P}(E)$, we define $P^U_{\nu_0}(D)$ for any $D \in \mathcal{B}(\hat{E})$ as

$$P^U_{\nu_0}(D) = \int_{K} P^U_{(x, \hat{a}, 0)}(D)\eta_0(x; d\hat{a})\nu_0(dx) = \int_E \int_{S(x)} P^U_{(x, \hat{a}, 0)}(D)\eta_0(x; d\hat{a})\nu_0(dx). \quad (4)$$

We denote by $E^U_{\nu_0}(\cdot)$ the expectation under the probability $P^U_{\nu_0}(\cdot)$. We just write $E^U_{x_0}(\cdot)$ and $P^U_{x_0}(\cdot)$ for the case in which $\nu_0$ is the dirac measure over $x_0 \in E$.

The cost and restrictions of our control problem will contain two terms, a running cost $f_i$ and a boundary cost $r_i$, $i = 0, 1, \ldots, n$, satisfying the following properties.

**Assumption 2.7** $f_i \in \mathcal{M}(E \times U)_+$ and $r_i \in \mathcal{M}(\partial E \times U)_+$, $i = 0, 1, \ldots, n$.

Define for $\alpha > 0$, $t \in \mathbb{R}_+$, and $U \in \mathcal{U}$, the finite-horizon $\alpha$-discounted cost functions:

$$J^\alpha_t(U, t) = \int_0^t e^{-\alpha s}f_i(X(s), \theta_{N(s)})ds + \int_{[0,t]} e^{-\alpha s}r_i(X(s-), \theta_{N(s-),0})dp^*(s),$$

where

$$\tilde{X}^U(t) = (\phi(x, t), x, \hat{a}, t, k) \quad \text{for } t < T_1,$$

$$\hat{X}^U_1 \quad \text{for } t = T_1.$$
where \( p^*(t) = \sum_{i=1}^{\infty} I_{\{T_i \leq t\}} I_{\{X(T_i) \in \partial E\}} \) counts the number of times the process hits the boundary up to time \( t \). The sequence \( \{T_k\}_{k \in \mathbb{N}} \) is increasing and let us denote by \( T_\infty = \lim_{k \to \infty} T_k \in \mathbb{R}_+ \).

For any \( \nu_0 \in \mathcal{P}(E) \) the infinite-horizon expected \( \alpha \)-discounted costs are given by

\[
D_\nu^\alpha(U, \nu_0) = E_{\nu_0}^U [J_i^\alpha(U, T_\infty)], \quad i \in \mathbb{N}_n
\]

and the constrained \( \alpha \)-discount value function is defined by

\[
J_\nu^\alpha(\nu_0) = \inf \{ D_\nu^\alpha(U, \nu_0); D_\nu^\alpha(U, \nu_0) \leq d_i, \quad i \in \mathbb{N}_n, U \in \mathcal{U} \},
\]

where \( (d_i)_{i \in \mathbb{N}_n} \) are the constraint limits. We need the following assumption to avoid infinite costs for the discounted case.

**Assumption 2.8** \( J_\nu^\alpha(\nu_0) < \infty \).

We conclude this section with the following definition and result that will be used in section 5.

**Definition 2.9** We define \( \mathcal{M}^{ac}(E) \) as the space of functions absolutely continuous along the flow with limit towards the boundary:

\[
\mathcal{M}^{ac}(E) = \left\{ g \in \mathcal{M}(E); g(\phi(x, t)) : [0, t_*(x)) \to \mathbb{R} \text{ is absolutely continuous for each } x \in E \text{ and when } t_*(x) < \infty \text{ the limit } \lim_{t \to t_*(x)} g(\phi(x, t)) \text{ exists in } \mathbb{R} \right\}.
\]

For \( g \in \mathcal{M}^{ac}(E) \) and \( z \in \partial E \) for which there exists \( x \in E \) such that \( z = \phi(x, t_*(x)) \), where \( t_*(x) < \infty \), we define \( g(z) = \lim_{t \to t_*(x)} g(\phi(x, t)) \) (note that the limit exists by assumption).

For any function \( g \in \mathcal{M}^{ac}(E) \) we introduce in the next lemma the function \( \mathcal{X}g \). \( \mathcal{X} \) can be seen as the vector field associated to the flow \( \phi \). The proof of this lemma can be found in [3].

**Lemma 2.10** Assume that \( w \in \mathcal{M}^{ac}(E) \). Then there exists a function \( \mathcal{X}w \) in \( \mathcal{M}(E) \) such that for all \( x \in E \), and \( t \in [0, t_*(x)) \)

\[
w(\phi(x, t)) - w(x) = \int_0^t \mathcal{X}w(\phi(x, s))ds.
\]

### 3 Main Operators

In this section we present some important operators associated to the constrained optimal control problem posed in (5). We will need the following assumption.

**Assumption 3.1** There exists \( \overline{\lambda} \in \mathcal{M}(E) \), \( \underline{\lambda} \in \mathcal{M}(E)_+ \) and \( K_\lambda \in \mathbb{R}_+ \) such that, for any \( (x, \tilde{a}) \in E \times \tilde{U} \),

(a) \( \lambda(x, \tilde{a}) \leq \overline{\lambda}(x) \), and for \( t \in [0, t_*(x)) \), \( \int_0^{t_*(x)} \overline{\lambda}(\phi(x, s))ds < \infty \), and if \( t_*(x) < \infty \), then

\[
\int_0^{t_*(x)} \overline{\lambda}(\phi(x, s))ds < \infty.
\]

(b) \( \lambda(x, \tilde{a}) \geq \underline{\lambda}(x) > 0 \) and \( \int_0^{t_*(x)} e^{-\int_0^s \underline{\lambda}(\phi(x, t))ds}dt \leq K_\lambda \).
Remark 3.2
From a) of Assumption 3.1 we have that (respectively, $L_h$ has a meaning. By a slight abuse of notation, we also write for $G_h$ and for $g$

Clearly we have that $0 < x < (respectively, $U_k$)

For any $v$ with $t, t \in \mathbb{R^+}$ with values in $\mathbb{R}$

Definition 3.3
We define for $x, t \in \mathbb{R^+}$ (respectively, $\Lambda^a(x, t) = \int_0^t e^{-\alpha s - \Lambda^a(x, s)} \lambda Q_I A(\phi(x, s), \ell(x, a, s)) ds$

Let us introduce the kernel $G$ on $E$ given $K$ as follows:

Clearly we have that $G(x, \hat{a}; A) \leq 1$ for any $(x, \hat{a}) \in K$ and $A \in B(E)$. Now introduce the operator $L$ (respectively, $H$) defined on $\mathbb{R}$ with values in $\mathbb{R}$

for $v \in \mathbb{R}$, $w \in \mathbb{R}$ For any $h \in \mathbb{R}$ (respectively, $v \in \mathbb{R}$), $G_h(x, \hat{a}) = G_h^+(x, \hat{a}) - G_h^-(x, \hat{a})$ (respectively, $L_v(x, \hat{a}) = L_v^+(x, \hat{a}) - L_v^-(x, \hat{a})$) provided the difference has a meaning. By a slight abuse of notation, we also write for $h \in \mathbb{R}$

and for $g \in \mathbb{R}$, $L_g(x, \hat{a}) = L_g^+(x, \hat{a}) - L_g^-(x, \hat{a})$ provided the difference has a meaning.

Remark 3.2 From a) of Assumption 3.1 we have that $e^{\Lambda^a(x, s)} > 0$ for any $x \in \mathbb{R}$, $a \in \mathbb{R}$, $0 \leq t < t_s(x)$ (0 \leq t \leq t_s(x) if $t_s(x) < \infty$). A consequence of item b) of Assumption 3.1 is that for any $x \in \mathbb{R}$ with $t_s(x) = \infty$, $\lim_{t \to \infty} e^{-\alpha t - \int_0^t \Lambda(\phi(x, s)) ds} = 0$. Therefore, for any $x \in \mathbb{R}$ with $t_s(x) = \infty$, $A \in B(E)$, $\hat{a} = (a, a_0) \in S(x)$, $w \in \mathbb{R}$, we have that $G(x, \hat{a}; A) = \int_0^{t_s(x)} e^{-\alpha s - \Lambda^a(x, s)} \lambda Q_I A(\phi(x, s), \ell(x, a, s)) ds$, and $H w(x, \hat{a}) = 0$.

Definition 3.3 For any $\mu \in S_E$, the kernel on $E$ given $E$ is defined by

For any $U = \{\eta_j; j \in \mathbb{N}\} \in \mathcal{U}$ and $k \in \mathbb{N}$, let us introduce the kernel $G_U^k$ on $E$ given $E$ by

and for notational convenience, we set $G_U^{-1}(x; dy) = I(x; dy)$.

Remark 3.4 Notice that for $U^{\infty} \in \mathcal{U}_k$, we have that for any $k \in \mathbb{N}$,

$G_{\infty}(x, dy) = G_{U^{\infty}}^{-1}(x, dy).$
4 Auxiliary Results

The following auxiliary results will be useful in the sequel, in order to re-write our continuous-time problem in a discrete-time framework, in which the stages are defined by the jump times $T_k$ of the PDMP. The first result gives an interpretation of (11), (12), in terms of the jump time $T_1$.

**Lemma 4.1** For $x \in E$, $\hat{a} = (a, a\theta) \in \mathbb{S}$, $k \in \mathbb{N}$ and $h \in \mathcal{M}(E \times U)_+$

$$
\begin{align*}
E_{(x,\hat{a},k)}^U \left[ \int_0^{T_k} e^{-\alpha s} h(\phi(x, s), a) ds \right] &= Lh(x, \hat{a}), \\
E_{(x,\hat{a},k)}^U \left[ e^{-\alpha T_k} I_{(T_k = t_*(x))} \right] &= e^{-\alpha t_*(x)} - \Lambda^a(x, t_*(x)), \\
E_{(x,\hat{a},k)}^U \left[ e^{-\alpha T_k} h(Z_t) \right] &= G h(x, \hat{a}).
\end{align*}
$$

**Proof:** It is an immediate application of (1) and (2).

The next result re-writes the cost $\mathcal{D}_i^a(U, \nu_0)$ in a discrete-time fashion, using the operators $L$ and $H$ defined in (11) and (12) respectively.

**Proposition 4.2** Consider Assumptions 2.1, 2.7, 3.1 For $U = \{ \eta_k; k \in \mathbb{N} \} \in \mathcal{U}$, we have that

$$
\mathcal{D}_i^a(U, \nu_0) = \sum_{k=0}^{\infty} E_{\nu_0}^U \left[ e^{-\alpha T_k} \left( L f_i(Z_k, \Theta_k) + H r_i(Z_k, \Theta_k) \right) \right]
$$

$$
= \sum_{k=0}^{\infty} E_{\nu_0}^U \left[ e^{-\alpha T_k} \left( L f_i(Z_k, \eta_k) + H r_i(Z_k, \eta_k) \right) \right].
$$

**Proof:** From the monotone convergence theorem we have that

$$
\mathcal{D}_i^a(U, \nu_0) = E_{\nu_0}^U \left[ \sum_{k=1}^{\infty} \int_0^{T_k} e^{-\alpha s} f_i(X(s), \theta_{N(s)}) ds \right.
$$

$$
+ \int_{[T_{k-1}, T_k]} e^{-\alpha s} r_i(X(s-), \theta_{N(s-), \theta}) dp^*(s) |\mathcal{F}_{T_{k-1}} \left] \right].
$$

Moreover, denoting $S_k = T_k - T_{k-1}$, we have that

$$
E_{\nu_0}^U \left[ \int_0^{T_k} e^{-\alpha s} f_i(X(s), \theta_{N(s)}) ds + \int_{[T_{k-1}, T_k]} e^{-\alpha s} r_i(X(s-), \theta_{N(s-), \theta}) dp^*(s) |\mathcal{F}_{T_{k-1}} \left] \right] = e^{-\alpha T_{k-1}} E_{\nu_0}^U \left[ \int_0^{S_{k-1}} e^{-\alpha s} f_i(\phi(Z_{k-1}, s), \theta_{k-1}) ds |\mathcal{F}_{T_{k-1}} \left] \right] + E_{\nu_0}^U \left[ e^{-\alpha T_k} r_i(\phi(Z_{k-1}, S_k), \theta_{k-1}, \theta) I_{(S_k = t_*(Z_{k-1}))} |\mathcal{F}_{T_{k-1}} \left] \right]
$$

$$
= e^{-\alpha T_{k-1}} E_{\nu_0}^U \left[ \int_0^{S_{k-1}} e^{-\alpha s} f_i(\phi(Z_{k-1}, s), \theta_{k-1}) ds |\mathcal{F}_{T_{k-1}} \left] \right] + e^{-\alpha T_{k-1}} E_{\nu_0}^U \left[ e^{-\alpha T_k} r_i(\phi(Z_{k-1}, S_k), \theta_{k-1}, \theta) I_{(S_k = t_*(Z_{k-1}))} |\mathcal{F}_{T_{k-1}} \left] \right]
$$

$$
= e^{-\alpha T_{k-1}} E_{\nu_0}^U \left[ \int_0^{S_{k-1}} e^{-\alpha s} f_i(\phi(Z_{k-1}, s), \theta_{k-1}) ds |\mathcal{F}_{T_{k-1}} \left] \right] + e^{-\alpha T_{k-1}} E_{\nu_0}^U \left[ e^{-\alpha T_k} r_i(\phi(Z_{k-1}, S_k), \theta_{k-1}, \theta) I_{(S_k = t_*(Z_{k-1}))} |\mathcal{F}_{T_{k-1}} \left] \right]
$$

$$
= e^{-\alpha T_{k-1}} E_{\nu_0}^U \left[ \int_0^{S_{k-1}} e^{-\alpha s} f_i(\phi(Z_{k-1}, s), \theta_{k-1}) ds |\mathcal{F}_{T_{k-1}} \left] \right] + e^{-\alpha T_{k-1}} E_{\nu_0}^U \left[ e^{-\alpha T_k} r_i(\phi(Z_{k-1}, S_k), \theta_{k-1}, \theta) I_{(S_k = t_*(Z_{k-1}))} |\mathcal{F}_{T_{k-1}} \left] \right]
$$

$$
= e^{-\alpha T_{k-1}} E_{\nu_0}^U \left[ \int_0^{S_{k-1}} e^{-\alpha s} f_i(\phi(Z_{k-1}, s), \theta_{k-1}) ds |\mathcal{F}_{T_{k-1}} \left] \right] + e^{-\alpha T_{k-1}} E_{\nu_0}^U \left[ e^{-\alpha T_k} r_i(\phi(Z_{k-1}, S_k), \theta_{k-1}, \theta) I_{(S_k = t_*(Z_{k-1}))} |\mathcal{F}_{T_{k-1}} \left] \right] + e^{-\alpha T_{k-1}} E_{\nu_0}^U \left[ e^{-\alpha S_k} I_{(S_k = t_*(Z_{k-1}))} |\mathcal{F}_{T_{k-1}} \left] \right] \right].
$$
Consider Assumptions 2.1, 2.7, 3.1. For any $\nu \in \mathcal{U}$, $h \in \mathbb{M}(E)_+$ and $k \in \mathbb{N}$

$$E_{\nu_0}^U[e^{-\alpha T_k} h(Z_k)] = \int_E G_{U}^{k-1} h(x) \nu_0(dx). \tag{17}$$

**Proof:** For $k = 0$, equation (17) follows after noticing from (11) that

$$E_{\nu_0}^U[e^{-\alpha T_0} h(Z_0)] = E_{\nu_0}^U[h(Z_0)] = \int_E h(x) \nu_0(dx) = \int_E G_{U}^{0} h(x) \nu_0(dx).$$

Suppose (17) holds for $k$. Then,

$$E_{\nu_0}^U[e^{-\alpha T_{k+1}} h(Z_{k+1})] = E_{\nu_0}^U[e^{-\alpha T_k} E_{\nu_0}^U[e^{-\alpha (T_{k+1} - T_k)} h(Z_{k+1}) | \mathcal{F}_{T_k}]] = E_{\nu_0}^U[e^{-\alpha T_k} G_{\nu_k} h(Z_k)].$$

Now from Lemma 4.1 and by using the Markov property of the process $\{\hat{X}^U(t)\}_{t \in \mathbb{R}_+}$, we obtain that

$$E_{\nu_0}^U[e^{-\alpha T_{k+1}} h(Z_{k+1})] = E_{\nu_0}^U[e^{-\alpha T_k} G h(Z_k, \Theta_k)] = E_{\nu_0}^U[e^{-\alpha T_k} G_{\nu_k} h(Z_k)]$$

$$= \int_E G_{U}^{k-1} G_{\nu_k} h(x) \nu_0(dx) = \int_E G_{U}^{k} h(x) \nu_0(dx)$$

showing (17) for $k + 1$. \qed

The next result combines the previous results for the stationary control case.

**Proposition 4.4** Consider Assumptions 2.1, 2.7, 3.1. For $\nu_0 \in \mathcal{U}_s$ we have that

$$\mathcal{D}_c^\nu(U^\varphi) = \sum_{k=0}^{\infty} \int_E \left[ G_{\varphi}^k \left( Lf_i(\cdot, \varphi) + Hr_i(\cdot, \varphi) \right) \right](x) \nu_0(dx). \tag{18}$$
Proof: From Proposition 4.3 we have that
\[ D_t^\varphi(U^\varphi, \nu_0) = \sum_{k=0}^\infty E_{\nu_0}^{U^\varphi} \left[ e^{-\alpha T_k} \left( L f_i(Z_k, \varphi) + H r_i(Z_k, \varphi) \right) \right]. \]

From Proposition 4.3 and Remark 3.4 for any \( k \in \mathbb{N} \)
\[ E_{\nu_0}^{U^\varphi} \left[ e^{-\alpha T_k} \left( L f_i(Z_k, \varphi) + H r_i(Z_k, \varphi) \right) \right] = \int_E \left[ G_{\varphi}^k \left( L f_i(., \varphi) + H r_i(., \varphi) \right) \right](x) \nu_0(dx) \]
completing the proof. \( \square \)

We define next the occupation measure for our problem. Consider \( \Gamma \in \mathcal{B}(\mathcal{K}) \). We define a measure \( \mu_{\nu_0}^U \in \mathcal{M}(\mathcal{K})_+ \) as follows:
\[ \mu_{\nu_0}^U(\Gamma) = \sum_{k=0}^\infty E_{\nu_0}^{U^\varphi} \left[ e^{-\alpha T_k} I_{\Gamma}(Z_k, \Theta_k) \right]. \tag{19} \]

For any \( \mu \in \mathcal{M}(\mathcal{K})_+ \) we denote, for notational convenience, \( \tilde{\mu} \) as the marginal of \( \mu \) on \( E \).

**Proposition 4.5** Consider Assumptions 2.1, 2.7, 3.1. For any \( B \in \mathcal{B}(E) \), we have that
\[ \tilde{\mu}_{\nu_0}^U(B) = \nu_0(B) + \int_{E \times \mathcal{S}} G(z, \tilde{\alpha}; B) d\mu_{\nu_0}^U(z, \tilde{\alpha}). \tag{20} \]

**Proof:** From (19) we get that
\[ \tilde{\mu}_{\nu_0}^U(B) = \mu_{\nu_0}^U(B \times \mathcal{S}) = \nu_0(B) + \sum_{k=1}^\infty E_{\nu_0}^{U^\varphi} \left[ e^{-\alpha T_k} I_{B \times \mathcal{S}}(Z_k, \Theta_k) \right] \]
\[ = \nu_0(B) + \sum_{k=1}^\infty E_{\nu_0}^{U^\varphi} \left[ e^{-\alpha T_{k-1}} E_{\nu_0}^{U^\varphi} \left[ e^{-\alpha (T_k - T_{k-1})} I_{B \times \mathcal{S}}(Z_k, \Theta_k)|\mathcal{F}_{T_{k-1}} \right] \right]. \tag{21} \]

Notice now that
\[ E_{\nu_0}^{U^\varphi} \left[ e^{-\alpha (T_k - T_{k-1})} I_{B \times \mathcal{S}}(Z_k, \Theta_k)|\mathcal{F}_{T_{k-1}} \right] = E_{\nu_0}^{U^\varphi} \left[ e^{-\alpha (T_k - T_{k-1})} I_{B}(Z_k)|\mathcal{F}_{T_{k-1}} \right] \]
\[ = G(Z_{k-1}, \Theta_{k-1}; B). \tag{22} \]

Combining (21) and (22) we get that
\[ \tilde{\mu}_{\nu_0}^U(B) = \nu_0(B) + \sum_{k=1}^\infty E_{\nu_0}^{U^\varphi} \left[ e^{-\alpha T_{k-1}} G(Z_{k-1}, \Theta_{k-1}; B) \right] \]
\[ = \nu_0(B) + \sum_{k=0}^\infty E_{\nu_0}^{U^\varphi} \left[ e^{-\alpha T_k} G(Z_k, \Theta_k; B) \right] \]
\[ = \nu_0(B) + \int_{E \times \mathcal{S}} G(z, \tilde{\alpha}; B) d\mu_{\nu_0}^U(z, \tilde{\alpha}), \]
completing the proof. \( \square \)
5 Equivalence Between the Constrained and the Linear Programming Problems

In this section we introduce the LP formulation, presented in (29)–(31), and the first main result of the paper, Theorem 5.9 which establishes the equivalence between the original problem and the LP problem. Define the functions \( w \) on \( \mathcal{K} \) and \( w_0 \) in \( E \) as follows: for \((x, \hat{a}) \in \mathcal{K}, \) and arbitrary \( c_0 > 0,\)

\[
\begin{align*}
    w(x, \hat{a}) & = c_0 + Lf_0(x, \hat{a}) + Hr_0(x, \hat{a}) > 0, \\
    w_0(x) & = \inf_{\hat{a} \in \mathcal{S}(x)} \{ Lf_0(x, \hat{a}) + Hr_0(x, \hat{a}) \} > 0.
\end{align*}
\]

(23) \hspace{1cm} (24)

We will need the following assumption, in which item b) is somehow related to the so-called expected growth condition (see, for instance, Assumption 3.1 in [14] for the discrete-time case, or Assumption A in [13] for the continuous-time case).

**Assumption 5.1**

a) The mappings \( w \) and \( w_0 \) satisfy \( w \in \mathcal{M}(\mathcal{K})_+ \) and \( w_0 \in \mathcal{M}(E)_+. \)

b) There exist \( b \in \mathcal{M}(E), \ c > -\alpha, \) and \( v \in \mathcal{M}_d(E) \cap \mathcal{B}_{\mathcal{W}_0}(E)_+, \) such that for any \((x, \hat{a}) \in \mathcal{K} \) with \( \hat{a} = (a, a_0), \) \( Lb(x, \hat{a}) \) is well defined with values in \( \mathbb{R}, \) and the following inequalities are satisfied:

\[
Xv(\phi(x,t)) + cv(\phi(x,t)) - \lambda(\phi(x,t), \ell(x,t,a))\left[ v(\phi(x,t)) - Qv(\phi(x,t), \ell(x,t,a)) \right] \leq b(\phi(x,t)),
\]

\[
\lambda(\phi(x,t), \ell(x,t,a)) + \frac{1}{c + \alpha}b(\phi(x,t)) \leq v(\phi(x,t)),
\]

for \( t \in [0, t_*(x)) \) and

\[
v(\phi(x, t_*(x))) \geq Qv(\phi(x, t_*(x)), a_0) + c + \alpha,
\]

for \( t_*(x) < \infty.\)

**Remark 5.2** From Proposition 4.3, we have that for any \( U \in \mathcal{U}, \)

\[
\int_E w_0(x)dv_0(x) \leq c_0 + \int_E \inf_{\hat{a} \in \mathcal{S}(x)} \{ Lf_0(x, \hat{a}) + Hr_0(x, \hat{a}) \} dv_0(x)
\]

\[
\leq c_0 + \mathcal{D}_0^U(U, \nu_0) \leq c_0 + J^U_0(\nu_0).
\]

(28)

From Assumption 2.8 and (28) we get \( \int_E w_0(x)dv_0(x) < \infty, \) that is, \( \nu_0 \in \mathcal{P}_{w_0}(E).\)

**Remark 5.3** Notice that for \( v \) as in item b) of Assumption 5.1 and any \( \nu \in \mathcal{P}_{w_0}(E), \) we have that \( \nu(v) = \int_E v(x)\nu(dx) \leq \|v\|_{w_0} \int_E w_0(x)\nu(dx) < \infty. \) In particular, from Remark 5.2 \( \nu_0(v) < \infty.\)

**Remark 5.4** If \( \mu \in \mathcal{M}_w(\mathcal{K})_+ \) then \( \tilde{\mu} \in \mathcal{M}_{w_0}(\mathcal{K})_+ \) since

\[
\int_E w_0(x)d\tilde{\mu}(x) \leq \int_{\mathcal{K}} [c_0 + w(x, \hat{a})]d\mu(x, \hat{a}) < \infty.
\]
We introduce now a linear programming formulation for the constrained problem posed in (6).

**Definition 5.5** The Problem $P$ is defined as follows:

$$
\inf_{\mu \in L} \int_{\mathcal{K}} \left( Lf_0(x, \hat{a}) + Hr_0(x, \hat{a}) \right) d\mu(x, \hat{a})
$$

(29)

where $L$ is defined as the set of measure $\mu \in \mathcal{M}_w(\mathcal{K})_+$ satisfying for any $B \in \mathcal{B}(E)$

$$
\tilde{\mu}(B) - \int_{\mathcal{K}} G(x, \hat{a}; B) d\mu(x, \hat{a}) = \nu_0(B),
$$

(30)

and

$$
\int_{\mathcal{K}} \left( Lf_i(x, \hat{a}) + Hr_i(x, \hat{a}) \right) d\mu(x, \hat{a}) \leq d_i, \quad i \in \mathbb{N}^*,
$$

(31)

In what follows we set $L(x, \hat{a}) = L_{IE \times \tilde{U}}(x, \hat{a})$ and $H(x, \hat{a}) = H_{IE \times \tilde{U}}(x, \hat{a})$ for all $(x, \hat{a}) \in \mathcal{K}$. From Assumption 3.1 (b) it follows that $L(x, \hat{a}) \leq K\lambda$. Notice that we have the following identities for any $\eta_0 \in S_{\tilde{B}'}$:

$$
I_{E}(x) = L(\lambda + \alpha)(x, \eta_0) + \mathcal{H}(x, \eta_0),
$$

(32)

$$
I_{E}(x) = G(x, \eta_0; E) + \alpha L(x, \eta_0),
$$

(33)

for any $x \in E$. The following result was proved in [3], using an hypothesis similar to Assumption 5.1.

**Proposition 5.6** Consider Assumptions 2.1, 2.7, 3.1, 5.1. For all $(x, \hat{a}) \in \mathcal{K}$,

$$
v(x) \geq L((c + \alpha)v - b)(x, \hat{a}) + (c + \alpha)\mathcal{H}(x, \hat{a}) + Gv(x, \hat{a}).
$$

(34)

**Proof:** See Proposition 4.26 in [3]. \qed

We have the following proposition:

**Proposition 5.7** Consider Assumptions 2.1, 2.7, 3.1, 5.1. For any $U = \{\eta_k; k \in \mathbb{N}\} \in \mathcal{U}$ and $x \in E$, we have that

$$
0 \leq \sum_{j=-1}^{\infty} G^j_U(x, E) \leq \frac{1}{c + \alpha} v(x) + 1,
$$

(35)

and, as a consequence, it follows that

$$
\sum_{k=0}^{\infty} E_{\nu_0}^U [e^{-\alpha T_k}] \leq \frac{1}{c + \alpha} \nu_0(v) + 1.
$$

(36)

**Proof:** For $U = \{\eta_k; k \in \mathbb{N}\} \in \mathcal{U}$ define the following sequence:

$$
q^U_k(x) = \sum_{j=-1}^{k-1} G^j_U(x, E),
$$

(37)
for $k \in \mathbb{N}$. Notice that from Definition 3.3 and 4.7 we have that for $k \in \mathbb{N}$

$$q_{k+1}^{U}(x) = G_{\eta_{0}}q_{k}^{U}(x) + I_{E}(x)$$

where $U' = \{\eta'_{k}; k \in \mathbb{N}\}$ with $\eta'_{k} = \eta_{k+1}$. Let us show by induction that

$$0 \leq q_{k}^{U}(x) \leq \frac{1}{c + \alpha} v(x) + 1.$$ (39)

For $k = 0$ we have from (37) that $q_{0}^{U}(x) = I_{E}(x) \leq \frac{1}{c + \alpha} v(x) + 1$ since by assumption $v$ is positive. Suppose (39) holds for $k$. From (26) and (34) we have that $0 \leq L((c + \alpha)v - b)(x, \tilde{H}) \leq v(x)$ and thus $0 \leq L((c + \alpha)v - b)(x, \eta_{0}) \leq v(x)$. Notice also that $0 \leq H(x, \eta_{0}) \leq 1$. From (34) we get that

$$G_{\eta_{0}}v(x) \leq v(x) + L(b - (c + \alpha)v)(x, \eta_{0}) - (c + \alpha)H(x, \eta_{0}).$$ (40)

From the induction hypothesis we have that $q_{k}^{U}(x) \leq \frac{1}{c + \alpha} v(x) + 1$. Combining equations (32), (38) and (39), we obtain that

$$q_{k+1}^{U}(x) \leq G_{\eta_{0}}\left(\frac{1}{c + \alpha} v + 1\right)(x) + L(\lambda + \alpha)(x, \eta_{0}) + H(x, \eta_{0}).$$

From equation (40), we get that

$$q_{k+1}^{U}(x) \leq \frac{1}{c + \alpha}\left[v(x) + L(b - (c + \alpha)v)(x, \eta_{0}) - (c + \alpha)H(x, \eta_{0})\right] + G_{\eta_{0}}(x, E) + L(\lambda + \alpha)(x, \eta_{0}) + H(x, \eta_{0})$$

$$= \frac{1}{c + \alpha} v(x) - L\left[v - \lambda - \frac{b}{c + \alpha}\right](x, \eta_{0}) + G_{\eta_{0}}(x, E) + \alpha L(x, \eta_{0}).$$

Now, observe that from (26) we obtain $L\left[v - \lambda - \frac{b}{c + \alpha}\right](x, \eta_{0}) \geq 0$ and that from (34), $G_{\eta_{0}}(x, E) + \alpha L(x, \eta_{0}) = 1$. Consequently, we have shown equation (39). Now, we get (35) since $0 \leq \lim_{k \to \infty} q_{k}^{U}(x) = \sum_{j=1}^{\infty} G_{j}^{U}(x, E) \leq \frac{1}{c + \alpha} v(x) + 1$. Moreover, by taking $h(x) = I_{E}(x)$ in Proposition 4.3 we get that for every $k \in \mathbb{N}$,

$$E_{v_{0}}^{U}[e^{-\alpha T_{k}}] = \int_{E} G_{U}^{k-1}(x, E)v_{0}(dx).$$ (41)

completing the proof. \(\square\)

**Remark 5.8** Notice that from Assumption 5.1 we have that there is no accumulation point of the jump times (which is considered to be an assumption in [2]) since

$$E_{v_{0}}^{U}[e^{-\alpha T_{k}}] = E_{v_{0}}^{U}[e^{-\alpha T_{k}I_{T_{k} \leq t}} + e^{-\alpha T_{k}I_{T_{k} > t}}] \geq e^{-\alpha t} E_{v_{0}}^{U}[I_{T_{k} \leq t}]$$

so that from (36) and the monotone convergence theorem we get that

$$e^{-\alpha t} E_{v_{0}}^{U}\left[\sum_{k=1}^{\infty} I_{T_{k} \leq t}\right] = e^{-\alpha t} \sum_{k=1}^{\infty} E_{v_{0}}^{U}\left[I_{T_{k} \leq t}\right] \leq \sum_{k=1}^{\infty} E_{v_{0}}^{U}[e^{-\alpha T_{k}}] < \infty$$

that is, $E_{v_{0}}^{U}\left[\sum_{k=1}^{\infty} I_{T_{k} \leq t}\right] < \infty$. In particular we have that $T_{k} \to \infty$ as $k \to \infty$, $P_{v_{0}}^{U}$-a.s. for all $U \in \mathcal{U}$.
Set \( \mathcal{U}_f \doteq \{ U \in \mathcal{U} : D_0^\mu(U, \nu_0) < \infty, \ D_0^\mu(U, \nu_0) \leq d_i, i \in \mathbb{N}_n^* \} \). The following theorem presents the equivalence between Problem \( P \) given by the linear programming formulation posed in [29]–[31], and the constrained discounted piecewise deterministic Markov process problem.

**Theorem 5.9** Consider Assumptions 2.1, 2.7, 2.8, 3.1, 5.1. We have that:

a) For any \( U \in \mathcal{U}_f \) the measure \( \mu^U_{\nu_0} \) defined as in (19) is in \( \mathcal{M}_w(K)_+ \) and is feasible for Problem \( P \). Moreover,

\[
D_0^\mu(U, \nu_0) = \int_K (Lf_0(x, \hat{a}) + Hr_0(x, \hat{a})) \mu^U_{\nu_0}(d(x, \hat{a})) \\
\geq \inf_{\mu \in L} \int_K (Lf_0(x, \hat{a}) + Hr_0(x, \hat{a})) d\mu(x, \hat{a}). \tag{42}
\]

b) For any measure \( \mu \in \mathcal{M}_w(K)_+ \) feasible for Problem \( P \) there exists an admissible randomized stationary control strategy \( U^\varphi \in \mathcal{U}_s \cap \mathcal{U} \) for some \( \varphi \in \mathcal{S}_\varphi \) such that

\[
\mathcal{J}_D^\mu(\nu_0) \leq D_0^\mu(U^\varphi, \nu_0) = \int_K (Lf_0(x, \hat{a}) + Hr_0(x, \hat{a})) \mu(d(x, \hat{a})) \\
= \int_E (Lf_0(x, \varphi) + Hr_0(x, \varphi)) \overline{\mu}(dx), \\
D_0^\mu(U^\varphi, \nu_0) \leq d_i, \ i \in \mathbb{N}_n^*.
\]

Moreover, the constrained discounted piecewise deterministic Markov process problem and Problem \( P \) are equivalent, that is

\[
\mathcal{J}_D^\mu(\nu_0) = \inf_{\mu \in L} \int_K (Lf_0(x, \hat{a}) + Hr_0(x, \hat{a})) d\mu(x, \hat{a}). \tag{43}
\]

**Proof:** Regarding item a), consider the measure \( \mu^U_{\nu_0} \) as defined in (19). From (13) we get that \( \mu^U_{\nu_0} \) satisfies (31) and that equation (42) holds. Moreover \( \mu^U_{\nu_0} \in \mathcal{M}_w(K)_+ \) is also satisfied since, recalling that \( U \in \mathcal{U}_f \) and from Proposition 5.7, we have that

\[
\int_K w(x, \hat{a}) d\mu^U_{\nu_0}(x, \hat{a}) = c_0 \mu^U(K) + \int_K (Lf_0(x, \hat{a}) + Hr_0(x, \hat{a})) d\mu^U_{\nu_0}(x, \hat{a}) \\
= c_0 \sum_{k=0}^{\infty} E_{\nu_0}^U(e^{-\alpha T_k}) + D_0^\mu(U, \nu_0) < \infty.
\]

For item b), consider \( \mu \in \mathcal{M}_w(K)_+ \) feasible for Problem \( P \). Since \( \mu \) is finite, there exists a constant \( d > 0 \) such that \( \mu(K) = d \), so that \( \frac{1}{d} \mu(.) \) is a probability measure concentrated on \( K \). From Proposition D.8(a) in [17], there exists a stochastic kernel \( \varphi \in \mathcal{S}_\varphi \) such that

\[
\mu(B \times C) = \int_B \varphi(x; C) d\overline{\mu}(x), \ \forall B \in \mathcal{B}(E), \ \forall C \in \mathcal{B}(\mathbb{S}). \tag{44}
\]

From (44) and using the notation as in (8) we have that for \( i \in \mathbb{N}_n \),

\[
\int_K (Lf_i(x, \hat{a}) + Hr_i(x, \hat{a})) d\mu(x, \hat{a}) = \int_E (Lf_i(x, \varphi) + Hr_i(x, \varphi)) d\overline{\mu}(x), \tag{45}
\]

\[
\overline{\mu}(B) = v_0(B) + \int_E G_\varphi(x, E) d\overline{\mu}(x), \ \forall B \in \mathcal{B}(E). \tag{46}
\]
Iterating (46) we get that
\[ \tilde{\mu}(B) = \sum_{j=0}^{m-1} \int_E G^j_{\varphi}(x, B) d\nu_0(x) + \int_E G^m_{\varphi}(x, B) d\tilde{\mu}(x). \] (47)

From Proposition 5.7 we have that
\[ \sum_{j=0}^{\infty} G^j_{\varphi}(x, E) = \sum_{j=-1}^{\infty} G^j_{U\varphi}(E)(x) \leq \frac{1}{c + \alpha} v(x) + 1 \] (48)
which implies that \( G^j_{\varphi}(x, E) \to 0 \) as \( j \to \infty \) for each \( x \in E \). Clearly, \( G^j_{\varphi}(x, E) \leq 1 \) for any \( j \in \mathbb{N} \).

From the dominated convergence theorem we have that
\[ 0 \leq \lim_{m \to \infty} \int_E G^m_{\varphi}(x, B) d\tilde{\mu}(x) \leq \lim_{m \to \infty} \int_E G^m_{\varphi}(x, E) d\tilde{\mu}(x) = 0, \]
and so from (47) we conclude that
\[ \tilde{\mu}(B) = \sum_{k=0}^{\infty} \int_E G^k_{\varphi}(x, B) d\nu_0(x), \] (49)
so that from Proposition 4.4
\[ \int_E \left( Lf_i(x, \varphi) + Hr_i(x, \varphi) \right) d\tilde{\mu}(x) = \sum_{k=0}^{\infty} \int_E G^k_{\varphi} \left( Lf_i(\cdot, \varphi) + Hr_i(\cdot, \varphi) \right)(x) d\nu_0(x) = \mathcal{D}_i^0(\nu^0, \nu_0). \]
Combining this with (15) we get that
\[ \int_{\mathcal{K}} \left( Lf_i(x, \hat{\alpha}) + Hr_i(x, \hat{\alpha}) \right) d\mu(x, \hat{\alpha}) = \mathcal{D}_i^0(\nu^0, \nu_0), \]
showing item b).

From a) and b) we have (43). \[ \square \]

6 Solvability of Problem P

In this section we present sufficient conditions for the solvability of Problem P posed in (29)-(31). These conditions are based on Theorem 4.1 in [8], where it was considered the constrained expected total cost MDP problem, supposing that the control space didn’t depend on the state variable. Notice that in the Appendix, Theorem 7.2 extends the results of Theorem 4.1 in [8] in order to consider the case in which the control space depends on the state variable, so that it can be applied to our problem. The main ideas of the proof of Theorem 6.4 below are as follows. The results in [8] considered the discrete-time constrained total cost MDP, therefore without any discount factor. In order to use this formulation in our problem we have to extend the state-space by setting the new state-space as \( X = E \cup \{ \Delta \} \), where \( \Delta \) is an auxiliary state. By doing this a new Markov kernel is defined by considering \( T(x, \alpha; \{ \Delta \}) = 1 - G(x, \alpha; E) \), and a new constraint is included to force that the occupation measure over \( \Delta \) is zero. With this extension we can use Theorem 7.2 to obtain the solvability of Problem P. We will consider the following assumptions, similar to the ones presented in [8] and [16] (but not assuming the inf-compact assumption for the cost function).
Assumption 6.1 The functions $Lf_i + Hr_i$ are lower semi-continuous on $K$, for $i \in \mathbb{N}_n$.

Assumption 6.2 The set $S(x)$ is compact for any $x \in E$ and the multifunction $\Upsilon : E \to S$ defined by $\Upsilon(x) = S(x)$ is upper semicontinuous.

Assumption 6.3 $G$ is weakly continuous, that is, $Gh \in C_b(K)$ for every $h \in C_b(E)$.

We have the following theorem.

**Theorem 6.4** Under the Assumptions 2.1, 2.7, 2.8, 3.1, 5.1, 6.1, 6.2, 6.3, Problem $\mathbf{P}$ posed in (29), (31) is solvable.

**Proof:** We will show that our problem can be written in the same set up as of an expected total cost Markov decision process with constraints, so that the results of Theorem 7.2 in the Appendix can be applied. Let us introduce the space $X = E \cup \{\Delta\}$, $A = S \cup \{\Delta\}$ and $A(x) = S(x)$ for $x \in E$, $A(\Delta) = \{\Delta\}$ and $K = \{(x, a) \in X \times A : a \in A(x)\}$. Let us denote by $d_1$ (respectively $d_2$) the distance on the space $E$ (respectively, $S$). Without loss of generality we consider that the distance $d_i$ is bounded by 1 for $i = 1, 2$. On the space $X$, we consider the distance $\tilde{d}_1$ defined by $\tilde{d}_1(x, y) = d_1(x, y)$, $\tilde{d}_1(x, \Delta) = 2$ for any $(x, y) \in X^2$ and $\tilde{d}_1(\Delta, \Delta) = 0$. Similarly, the distance $\tilde{d}_2$ on $A$ is defined by $\tilde{d}_2(x, y) = d_1(x, y)$, $\tilde{d}_2(x, \Delta) = 2$ for any $(x, y) \in S^2$ and $\tilde{d}_2(\Delta, \Delta) = 0$. Clearly, it is easy to show from the assumptions that $K$ is a measurable subset of $X \times A$. $A(x)$ is compact for any $x \in X$ and the multifunction $\Psi : X \to A$ defined by $\Psi(x) = A(x)$ is upper semicontinuous. Let us introduce the Markov kernel $T$ on $X$ given $K$ defined by $T(x, a; \Gamma) = G(x, a; \Gamma)$ and $T(x, a; \{\Delta\}) = 1 - G(x, a; E)$ for any $(x, a) \in K$ and $\Gamma \in B(E)$ and finally $T(\Delta, \{\Delta\}) = 1$. By using the hypothesis on $G$, it follows that the kernel $T$ is weakly continuous. Define the mapping $C_i$ on $K$ by $C_i(x, a) = Lf_i(x, a) + Hr_i(x, a)$ for any $x \in X$ and $a \in S(x)$ and $C_i(\Delta, \Delta) = 0$ for $i \in \mathbb{N}_n$ and $C_{n+1}$ on $K$ given by $C_{n+1} = I_{\{(\Delta, \Delta)\}}$. Finally, we introduce the constraints limit $R = (d_1, \ldots, d_n, 0)$. Clearly, the mappings $C_i$ are lower semicontinuous on $K$ for any $i \in \mathbb{N}_{n+1}$. The constrained MDP given by $\mathcal{M} = (X, A, (A(x))_{x \in X}, T, C, R)$ clearly satisfies the hypotheses of Theorem 7.2. Therefore, there exists a Markov kernel $\varphi^*$ on $X$ given $K$ such that

$$\inf_{\gamma \in \mathbb{L}} \gamma(r_0) = \mu_{\varphi^*}(r_0)$$

where

$$\mathbb{L} = \left\{ \gamma \in \mathfrak{M}(K)^{\ast} : \gamma((\Gamma \times A) \cap K) = \nu_0(\Gamma) + \gamma(T(\Gamma)) \text{ for any } \gamma \in B(X) \text{ and } \gamma(C) \leq R_j, \text{ for } j \in \mathbb{N}_{n+1} \right\}. $$

and $\mu_{\varphi^*}(\Gamma) = \sum_{t=0}^{\infty} \int_{\Gamma} \varphi^*(x; da)\nu_0T_{\varphi^*}^t(dx)$ for any $\Gamma \in B(K)$ with $T_{\varphi^*}$ the stochastic kernel on $X$ given $X$ defined by $T_{\varphi^*}(x, dy) = \int_{A(x)} T(x, a; dy)\varphi^*(x; da)$. However, since $\mu_{\varphi^*}(C_{n+1}) \leq 0$, we have that $\mu_{\varphi^*}((\Delta, \Delta)) = 0$ implying that $\mu_{\varphi^*}(\Gamma) = \sum_{t=0}^{\infty} \int_{\Gamma} \varphi^*(x; da)\nu G_{\varphi^*}^t(dx)$ for any $\Gamma \in B(K)$. Now, observe that $\sum_{t=0}^{\infty} \int_{\Gamma} \varphi^*(x; da)\nu G_{\varphi^*}^t(dx) = \mu_{\nu_0}^{\varphi^*}$ and applying item a) of Theorem 5.9 it follows
that $\mu^{u_{x}}_{\nu_{0}} \in M_{w}(K)$. Since $\mu^{x}({\{(\Delta, \Delta)\}}) = 0$, we obtain that $\mu^{u_{x}}_{\nu_{0}}$ is feasible for Problem $P$. Therefore,

$$\inf_{\gamma} \gamma(C_0) = \mu^{x}(C_0) = \mu^{u_{x}}_{\nu_{0}}(L f_0 + H r_0) \geq \inf_{\mu \in L} \int_{K} \left( L f_0(x, \hat{a}) + H r_0(x, \hat{a}) \right) d\mu(x, \hat{a}).$$

Moreover, it is easy to show that

$$\inf_{\gamma} \gamma(r_0) \leq \inf_{\mu \in L} \int_{K} \left( L f_0(x, \hat{a}) + H r_0(x, \hat{a}) \right) d\mu(x, \hat{a})$$

showing the result. 

\[\square\]

7 Examples

In this section we first present in subsection 7.1 the finite dimensional LP formulation of the problem for the case in which the control space and post-jump location set are finite. In subsection 7.2 we illustrate the application of our formulation and conditions for a capacity expansion problem.

7.1 The finite case for the control space and post-jump location

Suppose that there exists a finite number of points $\{z_1, \ldots, z_s\} \subset E$ such that after a jump the process can only move to one of these points. Moreover assume that $U$ is finite, with $U = \{u_1, \ldots, u_s\}$. Denote by $I_j$ and $I_{j, \partial}$ the indexes such that $U(z_j) = \{u_\kappa; \kappa \in I_j\}$ and $U(\phi(z_j, t_\tau(z_j))) = \{u_\kappa; \kappa \in I_{j, \partial}\}$. In this case Problem $P$ can be re-written as a finite LP over $\mu_{j, \kappa, \iota}$ as follows:

$$\text{(P)} \quad \min \sum_{j=1}^{s} \sum_{\kappa \in I_j} \sum_{\iota \in I_{j, \partial}} \left( L f_0(z_j, \kappa, \iota) + H r_0(z_j, \kappa, \iota) \right) \mu_{j, \kappa, \iota}$$

subject to

$$\sum_{\kappa \in I_j} \sum_{\iota \in I_{j, \partial}} \mu_{j, \kappa, \iota} - \sum_{p=1}^{s} \sum_{\kappa \in I_p} \sum_{\iota \in I_{p, \partial}} G(I(z_j))(z_p, \kappa, \iota) \mu_{p, \kappa, \iota} = \nu_{0,j}, \quad j = 1, \ldots, s$$

$$\sum_{j=1}^{s} \sum_{\kappa \in I_j} \sum_{\iota \in I_{j, \partial}} \left( L f_1(z_j, \kappa, \iota) + H r_1(z_j, \kappa, \iota) \right) \mu_{j, \kappa, \iota} \leq d_i, \quad i = 1, \ldots, n,$$

$$\mu_{j, \kappa, \iota} \geq 0, \quad j = 1, \ldots, s, \quad \kappa \in I_j, \quad \iota \in I_{j, \partial}.$$

7.2 The Capacity Expansion Problem

Capacity expansion consists of general processes of adding facilities to meet, by consecutive construction of expansion projects, a rising demand. The interested reader may consult the references \[\[\[\]\]\] for a survey on capacity expansion including theoretical results and applications. A point process models the arrivals of the demand with intensity $\lambda$ and at each arrival the demand increases in one unit. The construction of a project is done at one of the possible rates $\gamma_j$ per unit of time, $j = 1, \ldots, \kappa$, and it is completed after the cumulative investment in the current project reaches a value $\tau$. Under completion the present level of demand is reduced in $\chi$ units. We will consider that $\chi = 1, \tau$ does not depend on the present level of demand, and that $\lambda$ is constant. We set $\gamma_0 = 0$ meaning that no construction is taking place. We define the sets $N = \{0, \ldots, \kappa\}$ and $N_j = \{i \in N; i \neq j\}$ for $j \in N$ (that is, we exclude $j$ from $N$). The PDMP $\{X(t)\}$ takes place on $E = [0, \tau] \times N \times N$, with the vector $x = (x_1, x_2, x_3) \in E$ having the following interpretation:
Let \( x_1 \in [0, \tau) \) denote the amount of cumulative investment in the current project, \( x_2 \in \mathbb{N} \) represents the demand level and \( x_3 = j \) represents that construction is taking place at the rate \( \gamma_j \) (\( j = 0 \) means that no construction is taking place).

Following the notation as in sub-section 2.2, the parameters of the controlled PDMP are: for \( x = (s, m, j), m \in \mathbb{N}, j \in \mathcal{N}_0, 0 \leq s < \frac{\tau}{\gamma_j}, \) we have that
\[
\phi(x, t) = (s + \gamma_j t, m, j), \quad t_*(x) = \frac{\tau - s}{\gamma_j},
\]
and for \( x = (s, m, 0), \phi(x, t) = (s, m, 0), t_*(x) = \infty \) (no construction is taking place). We set \( \tilde{U} = \mathcal{N}, U = [0, \tau] \times \mathcal{N}, \) for \( x = (s, m, j), j \in \mathcal{N}_0 \) we set \( U(x) = [s, \tau] \times \mathcal{N}_j, \) for \( s = \tau \) (that is, \( x \in \partial E \) we set \( U(x) = \{0\} \times \mathcal{N} \) (for simplicity in the sequel we will omit the first argument 0 for the boundary control, since it will play no role in the next definitions), and for \( x = (s, m, 0) \) we set \( U(x) = \{s\} \times \mathcal{N}. \) The function \( \ell \in \mathbb{M}(E \times U \times \mathbb{R}_+, \tilde{U}) \) is defined as follows: for \( x = (s, m, j) \in E, a = (s_a, j_a) \in U \) and \( t \in \mathbb{R}_+, \)
\[
\ell(x, a, t) = \begin{cases} 
\gamma_j m & \text{if } s + \gamma_j t < s_a, \\
\gamma_j m + 1 & \text{if } s + \gamma_j t \geq s_a.
\end{cases}
\]

The reasoning behind these definitions is as follows. After a jump to a point \( x = (s, m, j) \) with \( j \in \mathcal{N}_0 \) (that is, \( 1 \leq j \leq \kappa \), meaning that a project is undergoing at a rate \( \gamma_j \) the controller will choose a time \( s_a \in [s, \tau] \) and a new rate \( j_a \) such that if the next jump time due to a new arrival occurs before \( s_a \) then the construction rate will be kept unchanged at \( \gamma_j \), otherwise it will be changed to \( \gamma_{j_a} \) (note that \( U(x) = [s, \tau] \times \mathcal{N}_j, \) thus \( j_a \neq j \)). The choice \( s_a = s \) means that the rate will be changed to \( \gamma_{j_a} \) after the next jump time due to a new arrival, which is the case for \( m = 0 \) (that is, \( \ell(x, a, t) = j_a \) for \( m = 0 \) since in this case \( s_a = s \) is the only possible choice). The choice \( s = \tau \) means that the construction rate will be kept unchanged at \( \gamma_j \) after the next jump time due to a new arrival. The next construction rate after completion of a project is given by \( \gamma_{a_5} \), with \( a_5 \in \mathcal{N}. \) From these definitions we have that the control variable \( \hat{a} = (a, a_5) \in S(x), \) \( a = (s_a, j_a) \) will act on the transition measure as follows. Set for simplicity \( \ell_t = \ell(x, a, t) \). For \( (s, m, j) \in E, \) with \( j \in \mathcal{N}_0, \)
\[
Q((s + \gamma_j t, m, j), \ell_t; A) = \delta_{(s+\gamma_j t, m+1, \ell_t)}(A) \text{ for } s \in [0, \tau), \ j \in \mathcal{N}_0, \\
Q((\tau, m, j), a; A) = \delta_{(a, m-1, a_5)}(A), \\
Q((s, m, 0), j_a; A) = \delta_{(s, m+1, j_a)}(A) \text{ for } s \in [0, \tau), \ j \neq 0.
\]
The above equations mean that the control variable \( \hat{a} = (a, a_5) \) will choose the next rate as being \( \gamma_{\ell_t} \) after a new demand arrives and the next rate \( \gamma_{a_5} \) after the completion of the present project. From this we have that for \( x = (s, m, j), \) \( \hat{a} = (a, a_5), \) \( a = (s_a, j_a), \)
\[
G_{\hat{a}}(x, \hat{a}) = \int_0^{\gamma_j} e^{-(\alpha+\lambda)\ell} h((s + \gamma_j t, m + 1, \ell_t))dt + e^{-(\alpha+\lambda)(\frac{\gamma_j}{\gamma_j})} h((0, m - 1, a_5)), \ 1 \leq j \leq \kappa,
\]
(50)
\[
G_{\hat{a}}(x, \hat{a}) = \frac{\lambda}{\alpha + \lambda} h((s, m + 1, j_a)), \ j = 0.
\]
(51)
The infinite-horizon expected \( \alpha \)-discounted costs and the constrained \( \alpha \)-discount value functions are as in (5) and (6) respectively, for positive running costs \( f_i \) and boundary costs \( r_i, \) for \( i = 0, 1, \ldots, n, \) and a discount factor \( \alpha > 0. \) In this case \( \alpha \) could be seen as an interest rate that brings future costs to the present value, \( D_0^\alpha(U, \nu_0) \) could represent the total discounted cost of the project that
it is desired to minimize, including penalties for having a demand not met, while the constraint
\( D_i^t(U, \nu_0) \leq d_i \) could mean budget restrictions that would have to be satisfied. For the initial
probability measure \( \nu_0 \), we could consider for instance that \( \nu_0(A) = \delta_{(0,0,0)}(A) \), meaning that
initially there is no demand and no project is under construction.

It is easy to see that Assumptions 2.1, 3.1 and 6.2 are satisfied (Assumptions 2.7, 2.8, 5.1 a)
and 6.1 will depend on \( f \) and \( r_i \). Let us show next that item b) of Assumption 5.1 is satisfied.
For this we consider the function \( v(s,m,j) = \lambda (1 - e^{a_1}) \), \( b(s,m,a) = 0 \) and \( c = -\rho \alpha \) for constants \( a_1 > 0 \)
and \( 0 < \rho < 1 \) to be defined in the sequel. From this definition we have that \( \alpha + c = (1 - \rho)\alpha > 0 \)
and that (26) is satisfied since \( v(s,m,j) \geq \lambda \). It is easy to see that (25) and (27)
are satisfied if we have that

\[-\rho \alpha - \lambda (1 - e^{a_1}) \leq 0, \quad \frac{(1-\rho)\alpha}{\lambda} \leq (1 - e^{-a_1}). \tag{52}\]

We set \( a_1 \) such that \( e^{a_1} = 1 + \frac{a}{\lambda} \rho \) so that, writing \( \alpha' = \frac{\rho}{\lambda} \), it follows that (52)
becomes

\[1 - \rho \leq \frac{\rho}{1 + \alpha' \rho}, \quad \text{with } 0 < \rho < 1. \tag{53}\]

Defining the function \( g(\rho) = \alpha' \rho^2 + (2 - \alpha') \rho - 1 \) it follows that (53) is satisfied if and only if \( g(\rho) \geq 0 \)
and \( 0 < \rho < 1 \). Since \( g(1) = 1, g(0) = -\frac{\rho}{\lambda} \), we can find \( \frac{1}{2} < \bar{\rho} < 1 \) such that \( g(\bar{\rho}) > 0 \), and therefore
(53) is satisfied, showing that Assumption 5.1 b) holds. Let us check now that Assumption 6.3
holds. From (50) and (51) it is easy to see that \( G_h \) is bounded and \( G_h(x_k, \hat{a}_k) \rightarrow G_h(x, \hat{a}) \) whenever
\( h \in C_b(E) \) and \( (x_k, \hat{a}_k) \rightarrow (x, a) \), showing that \( G \) is indeed weakly continuous.

Appendix

In Theorem 4.1 in [S] it was studied the constrained total expected cost of MDPs supposing that
the control space \( A \) is fixed, that is, it doesn’t depend on the state variable, while in the present
paper the control space is dependent on the state variable. The goal of this appendix is to extend
in Theorem 7.2 below the results of Theorem 4.1 in [S], in order to consider the case in which
the control set in the form \( A \) in Theorem 7.2 below the results of Theorem 4.1 in [S], to consider the case in which
the control space is dependent on the state variable. The basic idea will be to start with the control space dependent on the state-variable and, by using some extension results
on the Markov kernel and cost functions, recast the case of a fixed control space. Moreover an extra
restriction is imposed in order to obtain for the new problem occupation measures concentrated
on the original control space. The final result follows after using Theorem 4.1 in [S]. The result
in this appendix is independent of the main results in the paper and, we believe, it is interesting
on its own. We will consider in this appendix a constrained MDP defined as a six-tuple \( \mathcal{M} = (X, A, (A(x))_{x \in X}, T, C, R) \) consisting of

(a) a Borel space \( X \) which is the state space,

(b) a Borel space \( A \), representing the control or action set. A family \( \{A(x) : x \in X\} \) of nonempty
measurable subsets of \( A \), where \( A(x) \) is the set of feasible controls or actions when the system
is in state \( x \in X \). We suppose that \( \mathbb{K} = \{(x,a) \in X \times A : a \in A(x)\} \) is a measurable subset
of \( X \times A \).

(c) a stochastic kernel \( T \) on \( X \) given \( \mathbb{K} \) which stands for the transition law of the controlled
process,

(d) a measurable function \( C_0 : \mathbb{K} \rightarrow \mathbb{R} \) representing the running cost,
(f) measurable functions \( C_i : \mathbb{K} \to \mathbb{R} \) for \( i \in \mathbb{N}_q^* \) representing the constraints,

(g) constraint limits \( R = (R_1, \ldots, R_q) \in \mathbb{R}^q \)

Define \( H_0 = X \) and \( H_t = X \times H_{t-1} \) for \( t \geq 1 \). A control policy is a sequence \( \pi = (\pi_t)_{t \in \mathbb{N}} \) of stochastic kernels \( \pi_t \) on \( A \) given \( H_t \). Let \( \Pi \) be the class of all policies. Following standard arguments (see for example [17, Chapter 2]), for any policy of stochastic kernels \( \pi \) on \( X \) respect to \( P \) stochastic process \( P \), the occupation measure induced by \( \pi \) optimization problem we consider consists in minimizing the cost function over the set of feasible control policies, labeled \( \Pi_c \), defined by the set of policies \( \pi \in \Pi \) such that

\[
v_i(\nu, \pi) = E^\pi_\nu \left[ \sum_{t=0}^\infty C_i(x_t, a_t) \right] \leq R_i,
\]

for \( i \in \mathbb{N}_q^* \). For a policy \( \pi \in \Pi \), let us introduce the following expected state-action frequency or occupation measure induced by \( \pi \in \Pi \) \( \mu^\pi(\Gamma) = \sum_{t=0}^\infty P^\pi_v((x_t, a_t) \in \Gamma) \)

**Assumption 7.1** We assume that:

i) The control space \( A(x) \) is compact for any \( x \in X \) and the multifunction \( \Psi : X \to A \) defined by \( \Psi(x) = A(x) \) is upper semi-continuous.

ii) The mappings \( C_i \) for all \( i \in \mathbb{N}_q \) are non-negative and lower semi-continuous on \( \mathbb{K} \).

iii) The kernel \( T \) is weakly continuous, that is \( Tf \) is continuous on \( \mathbb{K} \) for any \( f \in C_b(X) \).

**Theorem 7.2** Suppose Assumptions [7.1] holds and that there exists a measure \( \beta \in \mathbb{L} \) such that \( \beta(r_0) < \infty \) where

\[
\mathbb{L} = \left\{ \gamma \in \mathcal{M}(\mathbb{K})_+ : \gamma((\Gamma \times A) \cap \mathbb{K}) = \nu(\Gamma) + \gamma T(\Gamma) \text{ for any } \gamma \in B(X) \text{ and } \gamma(C_k) \leq R_k, \text{ for } k \in \mathbb{N}_q^* \right\}.
\]

Then there exists a randomized stationary policy \( \varphi^* \in \Pi_c \) such that

\[
\inf_{\gamma \in \mathbb{L}} \gamma(C_0) = \mu^{\varphi^*}(C_0) = \inf_{\pi \in \Pi_c} v(\nu, \pi) = v(\nu, \varphi^*).
\]

**Proof:** Without loss of generality, the set \( A \) can be considered as a measurable subset of a compact Polish space \( \hat{A} \) (see for example Proposition 7 in [20]). Now by using Tietze’s Theorem, the mappings \( C_i \) for all \( i \in \mathbb{N}_q \) can be extended to non-negative, lower semi-continuous mappings defined on \( X \times \hat{A} \). The corresponding extensions will be denoted by \( \hat{C}_i \) for all \( i \in \mathbb{N}_q \). The space \( \mathcal{M}(X) \) is endowed with the weak topology. It is a locally convex topological vector space. From item iii) of Assumption [7.1] the Markov kernel \( T \) defines a continuous mapping from \( \mathbb{K} \) to the
convex set $\mathcal{P}(X) \subset \mathcal{M}(X)$. By using item $i$ of Assumption [4.1], the set $\mathcal{K}$ is closed. Consequently, from Dugundji’s Theorem (see Theorem 4.1 in [9]), the mapping $T$ can be extended to a continuous mapping defined on $X \times \hat{A}$ and denoted by $\hat{T}$. Now, consider an additional constraint $\hat{C}_{q+1}$ defined on $X \times \hat{A}$ by $\hat{C}_{q+1} = I_{K_{q+1}}$. It is a lower semi-continuous mapping. Let us define the vector of constraints by $\hat{C} = (\hat{C}_j)_{j \in \mathbb{N}_{q+1}}$ and the constraint limits by $\hat{R} = (R_1, \ldots, R_{q}, 0)$. Consider the constrained MDP defined by $\hat{M} = (X, \hat{A}, \hat{T}, \hat{C}, \hat{R})$. Define $\hat{H}_0 = X$ and $\hat{H}_t = X \times \hat{A} \times H_{t-1}$ for $t \geq 1$. A control policy is a sequence $\hat{\pi} = (\hat{\pi}_t)_{t \in \mathbb{N}}$ of stochastic kernels $\hat{\pi}_t$ on $\hat{A}$ given $\hat{H}_t$. Let $\hat{\Pi}$ be all policies for this model. By using the same arguments as before, for any policy $\hat{\pi} \in \hat{\Pi}$, it can be defined a probability on the canonical space $\Omega = (X \times \hat{A})^\infty$, labeled $\hat{P}^\pi$, and a stochastic process $((\hat{x}_t, a_t))_{t \in \mathbb{N}}$ satisfying for any $B \in \mathcal{B}(X)$, $\hat{C} \in \mathcal{B}(\hat{A})$ and $t \in \mathbb{N}$, $\hat{P}^\pi_t(\hat{x}_0 \in B) = \nu(B)$, $\hat{P}^\pi_t(a_t \in \hat{C}|\hat{h}_t) = \pi_t(\hat{h}_t; \hat{C})$, and $\hat{P}^\pi_t(\hat{x}_{t+1} \in B|\hat{h}_t, \hat{a}_t) = \hat{T}(\hat{x}_t, \hat{a}_t; B)$ where $\hat{h}_t = (\hat{x}_0, \hat{a}_0, \ldots, \hat{x}_{t-1}, \hat{a}_{t-1}, \hat{x}_t)$. The expectation with respect to $\hat{P}^\pi$ is denoted by $E^\pi$. The optimization problem we consider consists in minimizing the cost function

$$\hat{v}(\nu, \hat{\pi}) = E^\pi \left[ \sum_{t=0}^{\infty} \hat{C}_t(\hat{x}_t, \hat{a}_t) \right],$$

over the set of feasible control policies, labeled $\hat{\Pi}_c$, defined by the set of policies $\hat{\pi} \in \hat{\Pi}$ such that

$$\hat{v}_t(\nu, \hat{\pi}) = E^\pi \left[ \sum_{t=0}^{\infty} \hat{C}_t(\hat{x}_t, \hat{a}_t) \right] \leq R_t,$$

for $t \in \mathbb{N}_q$ and

$$\hat{v}_{q+1}(\nu, \hat{\pi}) = E^\pi \left[ \sum_{t=0}^{\infty} I_{K_{q+1}}(\hat{x}_t, \hat{a}_t) \right] \leq 0,$$

Any measure $\gamma$ on $\mathcal{K}$ can be naturally extended to a measure on $X \times \hat{A}$ that will be denoted by $\hat{\gamma}$. It can be easily shown that if $\gamma \in L$ then $\hat{\gamma} \in \hat{L}$ and $\gamma(C_0) = \hat{\gamma}(\hat{C}_0)$. Conversely, for any $\hat{\gamma} \in \hat{L}$ we have $\hat{\gamma}(\hat{C}_{q+1}) \leq 0$ and so $\hat{\gamma}(\mathcal{K}^c) = 0$. Therefore, any $\hat{\gamma} \in \hat{L}$ can be considered as a measure, labeled $\gamma$ defined on $\mathcal{K}$. It is easy to check that $\gamma \in \hat{L}$ and $\hat{\gamma}(\hat{C}_0) = \gamma(C_0)$. Consequently,

$$\inf_{\hat{\gamma} \in \hat{L}} \hat{\gamma}(\hat{C}_0) = \inf_{\gamma \in \hat{L}} \gamma(C_0).$$

(59)

From the previous discussion, the measure $\hat{\beta}$ belongs to $\hat{L}$ and $\hat{\beta}(\hat{C}_0) = \beta(C_0) < \infty$. Therefore, the model $\hat{M}$ clearly satisfies the hypotheses of Theorem 4.1 in [8] and so, there exists a randomized stationary policy in $\hat{\Pi}_c$ defined by a Markov kernel $\hat{\varphi}$ on $\hat{A}$ given $\hat{X}$ such that

$$\inf_{\hat{\gamma} \in \hat{L}} \hat{\gamma}(\hat{C}_0) = \hat{\mu}^\varphi(\hat{C}_0)$$

(60)

with $\hat{\mu}^\varphi(\hat{\Gamma}) = \sum_{t=0}^{\infty} \hat{P}^\pi_t((\hat{x}_t, \hat{a}_t) \in \hat{\Gamma})$, for any $\hat{\Gamma} \in \mathcal{B}(X \times \hat{A})$. Then $\hat{\varphi}(x; A(x)) = 1 - \hat{\mu}^\varphi - a.s.$ since $\hat{\mu}^\varphi(\mathcal{K}^c) = 0$ and so, there exists a Markov kernel $\varphi^*$ on $A$ given $X$ such that for any $x \in X$, $\varphi^*(x; A(x)) = 1$ and $\varphi^*(x; \cdot) = \hat{\varphi}(x; \cdot \cap A(x)) \hat{\mu}^\varphi - a.s.$ and $\hat{\mu}^\varphi(\Gamma) = \mu^\varphi(\Gamma)$ for any $\Gamma \in \mathcal{B}(\mathcal{K})$. Clearly, the randomized stationary policy generated by the Markov kernel $\varphi^*$ is in $\Pi_c$. Observe, now that

$$\inf_{\gamma \in \hat{L}} \gamma(C_0) \leq \inf_{\pi \in \Pi_c} v(\nu, \pi) \leq v(\nu, \varphi^*) = \mu^\varphi(C_0) = \hat{\mu}^\varphi(\hat{C}_0)$$

(61)

Combining equations (59)-(61), we obtain the result.

□
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