Abstract: The primary focus of this research study is in the development of an effective hybrid matrix method to solve a class of nonlinear systems of equations of fractional order arising in the modeling of autocatalytic chemical reaction problems. The fractional operator is considered in the sense of Liouville–Caputo. The proposed approach relies on the combination of the quasi-linearization technique and the spectral collocation strategy based on generalized clique bases. The main feature of the hybrid approach is that it converts the governing nonlinear fractional-order systems into a linear algebraic system of equations, which is solved in each iteration. In a weighted $L_2$ norm, we prove the error and convergence analysis of the proposed algorithm. By using various model parameters in the numerical examples, we show the computational efficacy as well as the accuracy of our approach. Comparisons with existing available schemes show the high accuracy and robustness of the designed hybrid matrix collocation technique.
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1. Introduction

The Brusselator is a theoretical model for a type of autocatalytic reaction. In fact, this model is a common nonlinear reaction in which a reactant species interacts with other species to increase its production rate. The Brusselator model was proposed by Prigogine and Lefever [1] in 1968. It is also known that the Belousov–Zhabotinsky model and the chemical reactions of the Brusselator are the same [2–4]. By $U, V, D, A, B,$ and $E,$ we denote the chemical components in the chemical reaction. Generally, the reaction process can be described by the following four steps:

- $A \rightarrow U,$
- $B + U \rightarrow V + D,$
- $2U + V \rightarrow 3U,$
- $U \rightarrow E.$

We now assume that the species $A$ and $B$ are sufficiently available and can thus be modeled at a constant concentration. Further, note that the final products $E$ and $D$ are
removed once they are produced from the reaction process. Under scaling the rate constant to unity, the rate equations become as follows

\[
\begin{align*}
\frac{d}{dt} \{U\} &= \{A\} + \{U\}^2 \{V\} - \{B\} \{U\} - \{U\}, \\
\frac{d}{dt} \{V\} &= \{B\} \{U\} - \{U\}^2 \{V\}.
\end{align*}
\]  

(1)

Fractional integrals and derivatives have attracted considerable attention over the last decades. Due to a wide range of applications from theory to practice, they have gained increasing popularity in the modeling of various natural phenomena in engineering, physics, chemistry, economics, etc. It is found that the non-integer derivatives and integrals are more appropriate for describing the properties of several real processes and materials, see cf. [5,6]. However, the solutions to most fractional differential equations do not exist in terms of elementary functions. Therefore, it is essential to develop computational and approximate procedures for the numerical evaluation of fractional differential equations.

Our main goal is to study the fractional counterpart of the Brusselator model (1). To be precise, this research paper presents a power series solution based upon the (fractional) version of clique functions implemented in matrix formulation for the following nonlinear fractional-order Brusselator system of two equations

\[
\begin{align*}
\text{LC}D_\tau^\lambda u(\tau) &= \theta - (\eta + 1) u(\tau) + u^2(\tau) v(\tau), \quad \tau \in [0, 1], \\
\text{LC}D_\tau^\lambda v(\tau) &= \eta u(\tau) - u^2(\tau) v(\tau),
\end{align*}
\]  

(2)

where \(\theta\) and \(\eta\) are two positive real numbers. Moreover, \(\text{LC}D_\tau^\lambda\) presents the Liouville–Caputo fractional derivative of order \(\lambda \in (0, 1]\). The following initial conditions will accompany the above system, given as

\[
u(0) = u_0, \quad v(0) = v_0.
\]  

(3)

If we set \(\lambda = 1\), the classical system of the Brusselator system (1) will be obtained. The integer-order model of the Brusselator has been solved by three numerical approaches, including the Implicit Runge–Kutta method, the Adams method, and the Backward differential formula in [7].

1.1. Literature Review and Related Works

The fractional-order system (2) has been considered in the literature by many research scholars from different points of dynamic systems and numerical behaviors. The stability of the fractional Brusselator system was addressed in [8–10]. In [11], the existence of a limit cycle was proven numerically by the Adams–Bashforth–Moulton approach. The authors of [12,13] developed some nonstandard finite difference (NSFD) methods to solve (2) numerically. As a semi-analytical approach, the variational iteration method is devised in [14]. The polynomial least square technique was investigated in [15]. The operational matrix methods based on Bernstein and Legendre wavelet functions were studied in [16,17], respectively. The authors of [18] further developed three explicit and implicit techniques based on product integration, NFSID, and multi-step procedures. In all mentioned works above, the underlying fractional operator was taken as the Liouville–Caputo fractional derivative. However, let us mention that the Brusselator model with fractional derivatives in the sense of Liouville–Caputo, Caputo–Fabrizio, and Atangana–Baleanu was considered in [19] recently. In this paper, the dynamic characteristics of the model under three fractional derivatives have been investigated, and a three-stage iterative approach was also developed for the model under consideration. In addition, in [20], the fractal-fractional differential operators related to the power law, exponential decay, and the generalized Mittag–Leffler kernels were investigated. In the latter research work, the proposed numerical procedure is based on the Lagrange interpolating polynomial together with the theory of fractional
calculus. Finally, let us mention that the PDE counterpart of the Brusselator model (2) has been investigated in the literature. Among others, we refer to the published papers [21–24].

1.2. Outline of This Paper

The primary purpose of the current research paper is to propose an effective hybrid technique. Our novel method is based on a combination of the quasi-linearization approach and matrix collocation method for an approximate treatment of the fractional Brusselator equations. The idea of a quasi-linearization method (QLM) is used to convert the nonlinear model into a family of linearized equations. Afterward, the spectral approach based on the (novel) generalized clique functions (GCFs) is employed to solve the quasi-linear equations in an iterative manner. Let us emphasize that the coefficients of all clique polynomials are all positive and integer—compared to the classical set of polynomials, such as Legendre, Chebyshev, Hermit, Laguerre, etc. Consequently, working with positive numbers yields more stable results during the computations. This would be the main motivation to employ the family of clique polynomials in the collocation matrix procedure over others. Another major advantage of the presented hybrid method, namely QLM-GCFs, is that it is not only effective in terms of required CPU time, but it provides high-order accuracy and better resolution characteristics compared to the existing numerical models in the literature. The accurateness and robustness of the spectral collocation strategies have been justified successfully by applying various model equations. Among others, let us mention the works [25–30].

The content of this research paper is organized as follows. Some basic facts on fractional calculus are reviewed in Section 2. Section 3 is devoted to the definition of clique basis functions. Moreover, a generalization of these functions is given. Then, the convergence analysis of this basis function is established in a weighted $L^2$ norm. A detailed description of the present QLM-GCFs technique is provided in Section 4. The results of the performed numerical simulations and experiments are given in Section 5. The concluding summary is given in Section 6.

2. Fractional Calculus: Basic Facts

Let us give some important facts about fractional calculus that will be used in the subsequent sections. For more detail, we refer the readers to the standard text [6] or some recent expository papers [31,32].

Let us first recall that the Riemann–Liouville fractional integral operator of order $\lambda > 0$ is given by

$$\mathcal{I}_t^\lambda k(\tau) = \frac{1}{\Gamma(\lambda)} \int_0^\tau \frac{k(r)}{(\tau - r)^{1-\lambda}} dr,$$

where $\Gamma(\cdot)$ is the Gamma function and we assumed $k(\tau) \in C_{\xi}$, $\xi > -1$. We note that a real function $k(\tau)$, $\tau > 0$ belongs to the space $C_{\xi}$, $\xi \in \mathbb{R}$ if there exists a number $\mu \in \mathbb{R}$ and a function $l(\tau) \in C^\infty([0,\infty)$ such that $k(\tau) = \tau^\mu l(\tau)$. We also call that $k(\tau) \in C^\infty_\xi$ if and only if $k^{(n)}(\tau) \in C_{\xi}$ for a $n \in \mathbb{N}$.

We are now ready to define the fractional Liouville–Caputo derivative next.

**Definition 1.** Assume that $k \in C^n_{\xi}$ and $n - 1 < \lambda < n$, $n \in \mathbb{N}$. The Liouville–Caputo fractional derivative of $k(\tau)$ of order $\lambda$ is defined by

$$\text{LC} D_t^\lambda k(\tau) = \mathcal{I}_t^{n-\lambda} [D^nk](\tau) = \frac{1}{\Gamma(n-\lambda)} \int_0^\tau (\tau - r)^{n-\lambda-1} k^{(n)}(r) dr, \quad \tau > 0,$$

where $D = \frac{d}{d\tau}$. 
One should emphasize that the fractional operator $\mathcal{L}C_D^\lambda$ is a linear operator. If $C$ is a constant number, we have

$$\mathcal{L}C_D^\lambda C = 0. \quad (4)$$

Our next goal is to compute the Liouville–Caputo fractional derivative of the function $k(\tau) = \tau^p$, where $p$ is a constant. This can be performed through the following relations

$$\mathcal{L}C_D^\lambda \tau^p = \begin{cases} 0, & \text{for } \kappa \in \mathbb{N}_0 \text{ and } p < \lceil \lambda \rceil, \\ \frac{\Gamma(p + 1)}{\Gamma(p + 1 - \lambda)} \tau^{p-\lambda}, & \text{for } p \in \mathbb{N}_0 \text{ and } p \geq \lceil \lambda \rceil \text{ or } p \notin \mathbb{N} \text{ and } p > \lceil \lambda \rceil. \end{cases} \quad (5)$$

Note that $\mathbb{N}_0 := \mathbb{N} \cup \{0\}$ and also we have utilized $\lceil \cdot \rceil$ and $\lfloor \cdot \rfloor$ as the ceil and floor functions respectively.

3. The Fractional-Order Clique Polynomial and Its Convergence Analysis

Here, we first consider the clique polynomials $C_r(t)$ related to the cliques in a complete graph. We then introduce the fractional version of these polynomials. Hence, we establish the convergence analysis of these polynomials.

3.1. The Clique Functions: The Generalized Form

The clique polynomials were first introduced in [33] and associated with graph theory. However, they have been recently considered for numerical approximations of ordinary and fractional differential equations, see cf. [34–37]. Below, we first describe the main aspects of them.

**Definition 2.** Over a bounded interval of the real line $[a, b]$ ($b > a \geq 0$), we define the clique functions (CFs) as follows:

$$C_r(t) := \sum_{k=0}^{r} \binom{r}{k} t^k. \quad (6)$$

For $r = 0, 1$ in (6), we get $C_0(t) = 1$ and $C_1(t) = 1 + t$. One can easily observe that the following recursive formulation holds for this set of polynomials

$$\begin{cases} C_{r+1}(t) = (1 + t) C_r(t), & r = 0, 1, \ldots, \\ C_0(t) = 1. \end{cases} \quad (7)$$

By using recursion (7), we derive a few terms of CFs as

$$C_2(t) = t^2 + 2t + 1,$$

$$C_3(t) = t^3 + 3t^2 + 3t + 1,$$

$$C_4(t) = t^4 + 4t^3 + 6t^2 + 4t + 1.$$ 

One can easily check that $C_r(0) = 1$ and $C_r(1) = 2^r$ for all values of $r \geq 0$. It is not a difficult task to check that these CFs satisfy a second-order differential equation in the form

$$\frac{d}{dt} \left[(t + 1)^2 \frac{d}{dt} C_r(t)\right] = r(r + 1) C_r(t), \quad r \in \mathbb{N}_0. \quad (8)$$

In what follows, we intend to use the CFs on an arbitrary interval $D_{a,b} := [a, b]$. We are also interested in using the generalized version of these polynomials of fractional order $0 < \alpha \leq 1$.

**Definition 3.** Generalized CFs (GCFs) of degree $r$ on $D_{a,b}$ are represented by $C_r^\alpha(t)$ and defined by

$$C_r^\alpha(t) = C_r(t), \quad t = \left(\frac{\tau}{L}\right)^\alpha, \quad (9)$$
where \( L = b - a \).

With the help of this transformation, the explicit form in (6) will be given as follows:

\[
C^a_r(\tau) = \sum_{k=0}^{r} \frac{1}{L^k} \binom{r}{k} \tau^k, \quad r \in \mathbb{N}.
\]

### 3.2. \( L_2 \)-Convergent of GCFs

Let us investigate the convergence analysis of the GCFs in a weighted \( L_2 \) norm. In other words, we will investigate the behavior of the expansion series of a given function with respect to GCFs, especially when we increase the number of bases. We associate the proof of the next theorem can be found in [38].

\[
E \vdash \text{derive an upper bound for the series up to } \tau \leq R.
\]

It follows that

\[
S_\kappa = \text{span}\{C^0_0(\tau), C^0_1(\tau), \ldots, C^0_R(\tau)\}.
\]

One observes that \( \dim(S_\kappa) = R + 1 \) and is also a closed subspace of \( L_{2,w}(D_{a,b}) \).

It follows that \( S_\kappa \) is a complete subspace of \( L_{2,w}(D_{a,b}) \). Thus, any given function \( \ell \in L_{2,w}(D_{a,b}) \) has a unique best (finest) approximation \( \ell^* \in S_\kappa \) in the following sense that

\[
||\ell(\tau) - \ell^*(\tau)||_w \leq ||\ell(\tau) - h(\tau)||_w, \quad \forall h \in S_\kappa.
\]

Generally, a given function \( \ell(\tau) \in L_{2,w}(D_{a,b}) \) can be expressed as a linear combination of GCFs. Thus, we have

\[
\ell(\tau) = \sum_{r=0}^{\infty} \kappa_r C^a_r(\tau), \quad \tau \in D_{a,b}.
\]

Here, the coefficients of \( \kappa_r \) are unknown for \( r = 0, 1, \ldots \). By truncating the former series up to \( (R + 1) \) terms, we may approximate \( \ell(\tau) \) in practice as

\[
\ell(\tau) \approx \ell_R(\tau) = \sum_{r=0}^{R} \kappa_r C^a_r(\tau) = C^a_R(\tau) K_R,
\]

where we have represented the involved finite series in a compact way by defining

\[
C^a_R(\tau) = [C^0_0(\tau) \quad C^1_0(\tau) \quad \ldots \quad C^0_R(\tau)], \quad K_R = [\kappa_0 \quad \kappa_1 \quad \ldots \quad \kappa_R]^T.
\]

Note that the first one is the vector of GCFs while \( K_R \) is the vector of unknowns. To derive an upper bound for the \( E_R(\tau) = \ell(\tau) - \ell_R(\tau) \), we need the following result. A proof of the next theorem can be found in [38].

**Theorem 1.** Let \( \ell \in C^R(D_{a,b}) \). If \( l_R(\tau) \) represents the interpolating function of \( \ell \) at \( R \) Chebyshev points on \( D_{a,b} \), then we have

\[
||\ell(\tau) - l_R(\tau)|| \leq \frac{2L^R ||\ell||_{R,\infty}}{4^R R!}, \quad ||\ell||_{R,\infty} := \max_{\tau \in D_{a,b}} |\ell(\tau)|.
\]

Following [39], we establish the following error bound for the GCFs expansion series.
Theorem 2. Suppose that \( \ell \in C^k(D_{a,b}) \cap L_{a,2}(D_{a,b}) \). If \( \ell_R(\tau) = C_R^k(\tau) K_R \) presents the best (finest) approximation of \( \ell(\tau) \) out of \( S_{R,a} \), then an error bound is given by

\[
\|E_R\|_w \leq \frac{2\|\ell\|_{R,\infty}}{4K R!}.
\]

Proof. Let us first define the new function \( z(t) := \ell(t^+) \) on \( D_{a,b} := [a^+, b^+] \) and for any \( \alpha > 0 \). Applying Theorem 1 to function \( z(t) \) with \( R \) Chebyshev nodes leads to the following error estimate

\[
|z(t) - l_R(t)| \leq \frac{2\|\ell\|_{R,\infty}}{4K R!}, \quad t \in D_{a,b}.
\]

We next substitute \( t = \tau^+ \) in the preceding inequality. It follows that

\[
|\ell(\tau) - l_R(\tau^+)| \leq \frac{2\|\ell\|_{R,\infty}}{4K R!}, \quad \tau \in D_{a,b}.
\] (15)

According to the theorem’s assumption, we know that the approximate solution \( \ell_R(\tau) \) is the finest approximation belonging to the space \( S_{R,a} \). Thus, it holds that

\[
\|\ell(\tau) - \ell_R(\tau)\|_w \leq \|\ell(\tau) - h(\tau)\|_w, \quad \forall h \in S_R.
\]

The former inequality is valid, particularly for \( h = l_R(\tau^+) \in S_{R,a} \). Employing this fact, as well as (15), we conclude that

\[
\|\ell(\tau) - \ell_R(\tau)\|_w^2 \leq \|\ell(\tau) - l_R(\tau^+)\|_w^2 = \int_a^b |\ell(\tau) - l_R(\tau^+)|^2 w(\tau)d\tau
\]

\[
\leq \int_a^b \frac{2\|\ell\|_{R,\infty}}{4K R!}^2 w(\tau)d\tau \leq \left[ \frac{2\|\ell\|_{R,\infty}}{4K R!} \right]^2 \int_a^b w(\tau)d\tau. \] (16)

Using the fact that \( \int_a^b w(\tau)d\tau = 1 \), we only require the application of the square roots to the foregoing inequality. \( \square \)

4. The Methodology of the QLM-GCFs Scheme

Instead of applying the direct collocation procedure to the underlying nonlinear model (2), our main aim is first to employ the quasi-linearization method (QLM) for (2) with initial conditions (3). Then, the generalized CFs (GCFs) collocation matrix technique is applied to the resultant family of linear subequations in an iterative manner.

4.1. The Basic Concept of QLM

By employing QLM, we can overcome the nonlinearity of a given model equation. The applicability of the QLM strategy has already been checked through tremendous research studies in the literature. For recent applications, we refer readers to [40–43].

By rewriting first the nonlinear coupled system (2) in a matrix representation form, we get

\[
Z^{(\lambda)}(\tau) = F(Z(\tau), \tau).
\] (17)

Here, we have utilized the following notations

\[
Z(\tau) := \begin{pmatrix} u(\tau) \\ v(\tau) \end{pmatrix}, \quad Z^{(\lambda)}(\tau) := L^C D^1_{\tau} \begin{pmatrix} u(\tau) \\ v(\tau) \end{pmatrix}, \quad F(Z(\tau), \tau) := \begin{pmatrix} \theta - (\eta + 1) u(\tau) + u^2(\tau) v(\tau) \\ \eta u(\tau) - u^2(\tau) v(\tau) \end{pmatrix}.
\]

Suppose that \( Z_0(\tau) \) is a rough first approximation of \( Z(\tau) \). Thus, the QLM for (17) is written for \( p = 0, 1, \ldots \) as

\[
Z_{p+1}(\tau) \approx F(Z_p(\tau), \tau) + F_Z(Z_p(\tau), \tau) \left( Z_{p+1}(\tau) - Z_p(\tau) \right).
\]
Here, by $F_z = \frac{∂}{∂ z} F$, we denote the corresponding Jacobian matrix. Let us note that the same initial conditions as (3) will be given to the last sequence of equations. After performing some straightforward calculations, we receive the following family of a linear system of equations as the result of QLM from model (17). Thus, we have

$$L_C D_τ^1 Z_{p+1}(τ) + ξ_p(τ) Z_{p+1}(τ) = s_p(τ), \quad p = 0, 1, \ldots, \tag{18}$$

where

$$Z_{p+1}(τ) = \begin{pmatrix} u_{p+1}(τ) \\ v_{p+1}(τ) \end{pmatrix}, \quad ξ_p(τ) = \begin{pmatrix} η + 1 - 2u_p(τ) v_p(τ) - u_p^2(τ) \\ -η + 2u_p(τ) v_p(τ) \end{pmatrix},$$

$$s_p(τ) = \begin{pmatrix} θ - 2υ_p^2(τ) v_p(τ) \\ 2υ_p^2(τ) v_p(τ) \end{pmatrix}.$$

Systemically, we can present the initial conditions (3) as

$$Z_{p+1}(0) = \begin{pmatrix} u_{p+1}(0) \\ v_{p+1}(0) \end{pmatrix} = \begin{pmatrix} u_0 \\ v_0 \end{pmatrix}. \tag{19}$$

To solve the quasi-linear systems (18)–(19) accurately, we will design a matrix collocation procedure based on the GCFs to receive an approximate solution.

### 4.2. The QLM-GCFs Technique

Supposedly, the unknown solutions of quasi-linear model (18) can be expanded as a combination of the cut series form (13) with $(R + 1)$-terms. Further, assume that for a fixed $α \in (0, 1]$ the approximate solutions $U_{R,α}^{(p)}(τ)$ and $V_{R,α}^{(p)}(τ)$ to $u_p(τ)$ and $v_p(τ)$ in the iteration $p$ for $p = 0, 1, \ldots$ are known. For $p = 0$, we utilize the initial guess $Z_0(τ)$ as the starting point. In the next iteration, $p + 1$, we seek the approximate solutions in the forms

$$u_{p+1}(τ) \approx U_{R,α}^{(p+1)}(τ) = \sum_{r=0}^R k_{r,1}^{(p)} C_r^α(τ), \quad v_{p+1}(τ) \approx V_{R,α}^{(p+1)}(τ) = \sum_{r=0}^R k_{r,2}^{(p)} C_r^α(τ), \tag{20}$$

for $τ \in D_{a,b}$. Below, our primary job is to find the unknown coefficients $\{k_{r,j}^{(p)}\}_{r=0}^R$ for $j = 1, 2$ and $p = 1, 2, \ldots$ by using a spectral matrix collocation approach relying on the GCFs. To this end, we first construct the matrix forms of the approximate solutions given in (20). Similar to (13), the finite series solutions in (20) for $j = 1, 2$ can be expressed as

$$\sum_{r=0}^R k_{r,j}^{(p)} C_r^α(τ) = C_R^α(τ) K_{R,j}^{(p)}, \tag{21}$$

where the unknown vectors $K_{R,j}^{(p)}$ and the vector of GCFs are given by

$$K_{R,j}^{(p)} = \begin{bmatrix} k_{0,j}^{(p)} & k_{1,j}^{(p)} & \cdots & k_{R,j}^{(p)} \end{bmatrix}^T, \quad C_R^α(τ) = \begin{bmatrix} C_0^α(τ) & C_1^α(τ) & \cdots & C_R^α(τ) \end{bmatrix}.$$

In the next Lemma, we further write the vector of basis functions in terms of monomials multiplied by a constant matrix.

**Lemma 1.** The representation of the vector of GCFs is given by

$$C_R^α(τ) = Π_R^α(τ) M_R, \tag{22}$$
where \( \Pi_R^\alpha(\tau) = \begin{bmatrix} 1 & \tau^\alpha & \tau^{2\alpha} & \ldots & \tau^{R\alpha} \end{bmatrix} \) and \( M_R \) of size \((R+1) \times (R+1)\) is an upper triangular matrix whose components are obtained via (10). It reads

\[
M_R = \begin{pmatrix}
0 & 1 & 0 & \cdots & 0 \\
0 & \mu_1(1) & \mu_1(2) & \cdots & \mu_1(R-1) \\
0 & 0 & \mu_2(2) & \cdots & \mu_2(R-1) \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
0 & \cdots & \mu_{R-1}(R-1) & \mu_{R-1}(R-1) \\
0 & \cdots & \mu_R(R) \\
\end{pmatrix}
\]

where \( \mu_j := L^{-ja}, j = 1, 2, \ldots, R. \)

**Proof.** By virtue of relation (10), it is sufficient to multiply matrix \( M_R \) by \( \Pi_R^\alpha(\tau) \) from the left.

Obviously, the diagonal elements of matrix \( M_R \) are all non-zero. Thus, this matrix is non-singular. In fact, we have \( \det(M_R) = L^{-Ra(R+1)/2} \).

If one combines two former relations (21) and (22), the approximate solutions are written as

\[
\begin{align*}
U_{R,a}^{(p+1)}(\tau) &= C_R^\alpha(\tau) K_{R,1}^{(p)} = \Pi_R^\alpha(\tau) M_R K_{R,1}^{(p)}, \\
V_{R,a}^{(p+1)}(\tau) &= C_R^\alpha(\tau) K_{R,2}^{(p)} = \Pi_R^\alpha(\tau) M_R K_{R,2}^{(p)},
\end{align*}
\tag{23}
\]

Next, we need the \( \lambda \)-derivative of the approximate solutions. To do so, we apply the operator \( LC D_\tau^\lambda \) to both sides of the relation (23). Thus, we get

\[
\begin{align*}
\left\{ LC D_\tau^\lambda U_{R,a}^{(p+1)}(\tau) = \left( LC D_\tau \Pi_R(\tau) \right) M_R K_{R,1}^{(p)}, \\
LC D_\tau^\lambda V_{R,a}^{(p+1)}(\tau) = \left( LC D_\tau \Pi_R(\tau) \right) M_R K_{R,2}^{(p)} \right. 
\end{align*}
\tag{24}
\]

Consequently, we must only compute the \( \lambda \)-derivatives of the vector \( \Pi_R^\alpha(\tau) \). In this respect, we consider two properties (4) and (5) to calculate the fractional derivatives of \( \Pi_R^\alpha(\tau) \). As an example, we set \( R = 3 \) and \( \lambda = \frac{3}{4} \). Now, using \( a = 1 \) and \( \alpha = \frac{1}{2} \) we get, respectively,

\[
LC D_\tau^{5/4} \Pi_3^\alpha(\tau) = \begin{bmatrix} 0 & \frac{1}{\Gamma(\frac{5}{4})} \tau^{\frac{3}{4}} & \frac{21}{\Gamma(\frac{3}{4})} \tau^{\frac{1}{4}} & \frac{36}{\Gamma(\frac{3}{4})} \tau^{\frac{3}{4}} \end{bmatrix}, \quad LC D_\tau^{5/4} \Pi_3^\alpha(\tau) = \begin{bmatrix} 0 & \frac{1}{\Gamma(\frac{5}{4})} \tau^{\frac{3}{4}} & \frac{21}{\Gamma(\frac{3}{4})} \tau^{\frac{1}{4}} & \frac{36}{\Gamma(\frac{3}{4})} \tau^{\frac{3}{4}} \end{bmatrix}.
\]

Practically, however, we can use the modified version of Algorithm 4.1 in [44] or [45] or Algorithm 3.1 in [46] with linear complexity \( O(R + 1) \) to compute the \( \lambda \)-derivative of \( \Pi_R^\alpha(\tau) \). To continue, let us define the fractional derivative of the vector as

\[
\Pi_R^{(\lambda, \alpha)}(\tau) := LC D_\tau^{\lambda} \Pi_R^\alpha(\tau).
\tag{25}
\]

We can now place this relation into (24) to arrive at

\[
\begin{align*}
LC D_\tau^{\lambda} U_{R,a}^{(p+1)}(\tau) &= \Pi_R^{(\lambda, \alpha)}(\tau) M_R K_{R,1}^{(p)}, \\
LC D_\tau^{\lambda} V_{R,a}^{(p+1)}(\tau) &= \Pi_R^{(\lambda, \alpha)}(\tau) M_R K_{R,2}^{(p)}.
\end{align*}
\tag{26}
\]
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We come back to the matrix differential equation (18). Vector $Z_{p+1}(\tau)$ and its derivative $L^C_D^1 Z_{p+1}(\tau)$ can be approximated as

$$Z_{p+1} \approx Z^{(p+1)}_R(\tau) := \left( U^{(p+1)}_{R,\alpha}(\tau), V^{(p+1)}_{R,\alpha}(\tau) \right),$$

$$L^C_D^1 Z_{p+1}(\tau) \approx L^C_D^1 Z^{(p+1)}_R(\tau) := \left( L^C_D^1 U^{(p+1)}_{R,\alpha}(\tau), L^C_D^1 V^{(p+1)}_{R,\alpha}(\tau) \right).$$

Lemma 2. In the matrix formats, the approximated solution $Z^{(p+1)}_R(\tau)$, and its $\lambda$-derivative $L^C_D^1 Z^{(p+1)}_R(\tau)$ in (27) can be stated as follows:

$$Z^{(p+1)}_R(\tau) = \hat{\Pi}(\tau) \hat{M} \hat{K}^{(p)}, \quad L^C_D^1 Z^{(p+1)}_R(\tau) = \hat{\Pi}_{\lambda}(\tau) \hat{M} \hat{K}^{(p)},$$

where the following notations are used: $\hat{K}^{(p)} = \left( k^{(p)}_{R,1}, k^{(p)}_{R,2} \right)^T$ and

$$\hat{\Pi}(\tau) = \left( \Pi_{R}^{(0)}(\tau), 0, \Pi_{R}^{(\alpha)}(\tau) \right), \quad \hat{M} = \left( M_{R}, 0, M_{R} \right), \quad \hat{\Pi}_{\lambda}(\tau) = \left( \Pi_{R}^{(\lambda,0)}(\tau), 0, \Pi_{R}^{(\lambda,\alpha)}(\tau) \right).$$

Proof. To conclude the results, we need to substitute two relations (23) and (26) into the corresponding vector forms in (27).

We are then looking for a partitioning $D_{a,b}$ that will be used as a set of collocation points. To do so, we utilize $(R + 1)$ equidistant points from interval $[a, b]$. Let us set

$$\tau_{\rho} := a + \frac{\rho}{R} \rho, \quad \rho = 0, 1, \ldots, R. \quad (29)$$

Now, adding the aforementioned set of collocation points into the sequence of linear matrix differential equations (18) to get

$$L^C_D^1 Z_{p+1}(\tau_{p}) + \xi_{p}(\tau_{p}) Z_{p+1}(\tau_{p}) = s_{p}(\tau_{p}), \quad p = 0, 1, \ldots, R, \quad (30)$$

for $p = 0, 1, \ldots$. We next introduce the following matrix and vector notations

$$\Sigma_{p} = \left( \begin{array}{c} L^C_D^1 Z_{p+1}(\tau_0) \\ L^C_D^1 Z_{p+1}(\tau_1) \\ \vdots \\ L^C_D^1 Z_{p+1}(\tau_R) \end{array} \right), \quad \Sigma_{\lambda} = \left( \begin{array}{c} Z_{p+1}(\tau_0) \\ Z_{p+1}(\tau_1) \\ \vdots \\ Z_{p+1}(\tau_R) \end{array} \right), \quad S_{p} = \left( \begin{array}{c} s_{p}(\tau_0) \\ s_{p}(\tau_1) \\ \vdots \\ s_{p}(\tau_R) \end{array} \right), \quad (31)$$

In the vector representation, we are able to show relation (30) in a compact formulation as

$$\Sigma_{p} + \Xi_{p} \Sigma_{p} = S_{p}, \quad p = 0, 1, \ldots. \quad (31)$$

Our next aim is to derive the matrix expressions of $\Sigma_{p}$ and $\Sigma_{\lambda}$. By collocating two relations (28) at the collocations points, we render
Lemma 3. The two relations (28) at the collocation point (29) can be written as follows:

\[ \Sigma_p = \tilde{\Pi} \tilde{M} \hat{K}^{(p)}, \quad \Sigma_\lambda^p = \tilde{\Pi}_\lambda \tilde{M} \hat{K}^{(p)}, \]  

(32)

where the two matrices \( \tilde{\Pi} \) and \( \tilde{\Pi}_\lambda \) are given by

\[ \tilde{\Pi} = [\tilde{\Pi}(\tau_0) \quad \tilde{\Pi}(\tau_1) \quad \ldots \quad \tilde{\Pi}(\tau_R)]^T, \]
\[ \tilde{\Pi}_\lambda = [\tilde{\Pi}_\lambda(\tau_0) \quad \tilde{\Pi}_\lambda(\tau_1) \quad \ldots \quad \tilde{\Pi}_\lambda(\tau_R)]^T. \]

Here, the three matrices \( \tilde{M}, \tilde{\Pi}, \) and \( \tilde{\Pi}_\lambda \), as well as the vector \( \hat{K}^{(p)} \), are defined in (28) previously.

Finally, we form the so-called fundamental matrix equation at each iteration \( p \) by placing the preceding relations (32) into (31). It follows that

\[ A_p \hat{K}^{(p)} = S_p, \quad \text{or} \quad [A_p; S_p], \quad p = 0, 1, \ldots, \]

(33)

where

\[ A_p := \left( \tilde{\Pi}_\lambda + \Sigma_p \tilde{\Pi} \right) \tilde{M}. \]

It should be noted that the last matrix equation (33) is a linear system with \( 2(R + 1) \) unknowns \( \kappa^{(p)} \) for \( r = 0, 1, \ldots, R \) and \( j = 1, 2 \) to be specified as the coefficients of GCFs in the series solutions (20). However, the supplemented initial conditions (3) are not yet implemented and entered into the system (33). First, we consider the matrix representation forms (28) for the approximate solution \( \tilde{Z}_R^{(p+1)}(\tau) \). We then let \( \tau \to 0 \) arrive at

\[ \tilde{A}_{0,p} \hat{K}^{(p)} = \hat{S}_0, \quad \tilde{A}_{0,p} := \tilde{\Pi}(0) \tilde{M}, \quad \hat{S}_0 = \begin{pmatrix} u_0 \\ v_0 \end{pmatrix}, \quad \text{or} \quad \left[ \tilde{A}_{0,p}; \hat{S}_0 \right]. \]

Here, the two constants \( u_0 \) and \( v_0 \), are available from (3). The replacement of two rows of the matrix \( [A_p; S_p] \) in (33) will be carried out next by the row matrix \( [\tilde{A}_{0,p}; \hat{S}_0] \). The modified fundamental matrix equation will be shown by

\[ \tilde{A}_p \hat{K}^{(p)} = \hat{S}_p, \quad \text{or} \quad [A_p; S_p]. \]

(34)

To get the unknown coefficients of GCFs, it is sufficient to solve the modified algebraic linear system (34) in each iteration. Now, one requires a linear solver to be used to receive the solution of this system. After finding vector \( \hat{K}^{(p)} \), all unknowns \( \kappa_r^{(p)} \) for \( j = 1, 2 \), and \( r = 0, 1, \ldots, R \) as the coefficients in the expansion series (20) will be found in iteration \( p \). Thus, we get an approximate solution of model (2).

Algorithmically, we summarize all of the steps of the proposed QLM-GCs technique in Algorithm 1. Here, by \( p_{\text{max}} \) we denote the maximum number of iterations required to achieve the desired accuracy in the QLM method. It should be remarked that we have utilized the MATLAB notation \( A[i : j, s : k] \) to denote the submatrix of \( A \) formed by all entries in the intersection of rows \( i, \ldots, j \) and columns \( s, \ldots, k \).
Algorithm 1: An algorithmic description of the QLM-GCFs.

1: procedure QLM_GCFs($R, \lambda, \alpha, \theta, \eta, \mathbf{M}_R, \mathbf{C}_R^f(\tau), u_0, v_0, p_{\text{max}}$)
2: $p := 0$; $m := R + 1$; $n := 2$;
3: $\Pi^R(\tau) := [1 \tau^a \ldots \tau^{Ra}]$;
4: $\Pi^{(\lambda, \alpha)}(\tau) := [\mathcal{D}_R^\lambda \Pi^R(\tau)]$; \[Via calling to Algorithm 4.1 from [44]\]
5: $\hat{\Pi}(\tau) := \begin{pmatrix} \Pi^R(\tau) & 0 \\ 0 & \Pi^R(\tau) \end{pmatrix}$; $\hat{\mathbf{M}} := \begin{pmatrix} \mathbf{M}_R & 0 \\ 0 & \mathbf{M}_R \end{pmatrix}$; $\hat{\Pi}_\lambda(\tau) := \begin{pmatrix} \Pi^{(\lambda, \alpha)}(\tau) \\ 0 \\ 0 \end{pmatrix}$;
6: $\mathbf{Z}_p(\tau) := \begin{pmatrix} \mathbf{Z}_p[1] \\ \mathbf{Z}_p[2] \end{pmatrix}$;
7: $\mathbf{v}_p(\tau) := \begin{pmatrix} \eta + 2u_p(\tau) \nu_p(\tau) - u_p^2(\tau) \\ -\eta + 2u_p(\tau) \nu_p(\tau) u_p^2(\tau) \end{pmatrix}$; $\mathbf{s}_p(\tau) := \begin{pmatrix} \theta - 2u_p^2(\tau) \nu_p(\tau) \\ 2u_p^2(\tau) \nu_p(\tau) \end{pmatrix}$;

[Using the collocation points (29)]
8: $\mathbf{E}_p := \mathbf{S}_p := 0$; \{In lines 11-12; $\mathbf{E}_p \in \mathbb{R}^{n+m \times n+m} \& \mathbf{S}_p \in \mathbb{R}^{n+m \times 1}$\}
9: $\hat{\Pi} := \mathbf{0}$; $\hat{\Pi}_\lambda := \mathbf{0}$; \{In lines 11-12; $\hat{\Pi} \hat{\Pi}_\lambda \in \mathbb{R}^{n+m \times n+m}$\}
10: for $j := 0, \ldots, R$
11: \[Using the I.C.\]
12: $\mathbf{S}_p[n \ast j + 1 : n \ast (j + 1), n \ast j + 1 : n \ast (j + 1)] := \mathbf{v}_p(\tau)$;
13: $\mathbf{S}_p[n \ast j + 1 : n \ast (j + 1), n \ast j + 1 : n \ast (j + 1), :] := \mathbf{s}_p(\tau)$;
14: $\hat{\Pi}[n \ast j + 1 : n \ast (j + 1), n \ast j + 1 : n \ast (j + 1), :] := \hat{\Pi}(\tau)$;
15: end for
16: for $p := 1, \ldots, p_{\text{max}}$
17: $\mathbf{Fa}_\text{Sys} := \langle \hat{\Pi}_\lambda + \mathbf{E}_p \hat{\Pi}_\lambda \rangle \hat{\mathbf{M}}$; $\mathbf{rhs}_\text{Sys} := \mathbf{S}_p$;
18: $\mathbf{Fa}_\text{Sys}[1:2, :] := \hat{\Pi}(0) \hat{\mathbf{M}}$; $\mathbf{rhs}_\text{Sys}[1:2] := [u_0, v_0]^T$;
19: $\hat{\mathbf{K}}^{(p)} := \text{LinSolve}(\mathbf{Fa}_\text{Sys}, \mathbf{rhs}_\text{Sys})$;
20: $\mathbf{U}^{(p)}(\tau) := \mathbf{C}_R^f(\tau) \hat{\mathbf{K}}^{(p)}$; $\nu^{(p)}(\tau) := \mathbf{C}_R^f(\tau) \hat{\mathbf{K}}^{(p)}$;
21: Update $\mathbf{v}_p(\tau)$ and $\mathbf{s}_p(\tau)$ in line 7 in terms of the former solutions;
22: Calculate two matrices $\mathbf{E}_p$ and $\mathbf{S}_p$ in lines 11-12;
23: end for
24: end;

5. Numerical Results and Graphical Representations

In this part, a set of computational examples is provided to describe and support the theoretical findings. In this respect, we apply the QLM-GCFs to the fractional-order Brusselator model of Equation (2) by solving the quasi-linear model Equation (17). For performing computational simulations, we use Matlab software version 2021a on a computer with 16 GB of RAM and a CPU with 2.2 GHz Intel® Core™ i7-10870H processor.

In the computational results, we utilize the QLM with parameter $p = 5$. Furthermore, in the QLM-GCFs, the initial approximation $\mathbf{Z}_0(\tau)$ is selected as the zero function, or we take it as the initial condition (3). As previously mentioned, the exact solutions of this system are not available, especially when the order of the derivative is described in the fractional order. Therefore, we define the residual error functions (REFs) associated with the Brusselator model to measure the accuracy of the proposed spectral QLM-GCFs collocation technique. That is, in iteration $p = 1, 2, \ldots$, we define the error terms as

$$
\begin{align*}
\text{Refs}_{u,R,a}(\tau) &= \left| \mathcal{D}_R^\lambda \mathbf{U}(\tau) - \eta \mathbf{U}(\tau) - \mathbf{U}(\tau)^2 \mathbf{V}(\tau) \right|, \\
\text{Refs}_{v,R,a}(\tau) &= \left| \mathcal{D}_R^\lambda \mathbf{V}(\tau) - \eta \mathbf{V}(\tau) + \mathbf{U}(\tau)^2 \mathbf{V}(\tau) \right|.
\end{align*}
$$

(35)
We also compute the $L_\infty$ error norms (for a fixed $p$) via the relations
\[ L_\infty^u \equiv L_\infty^u(R) := \max_{\tau \in D_{a,b}} \text{Res}_{u,R,a}^{(p)}(\tau), \quad L_\infty^v \equiv L_\infty^v(R) := \max_{\tau \in D_{a,b}} \text{Res}_{v,R,a}^{(p)}(\tau). \]

We further utilize the following relations to compute the obtained numerical order of convergence (Noc) related to the numerical technique applied to both solutions of the coupled system (2) given by
\[ \text{Noc}_d^u := \log_2 \left( \frac{L_\infty^u(R)}{L_\infty^u(2R)} \right), \quad \text{Noc}_d^v := \log_2 \left( \frac{L_\infty^v(R)}{L_\infty^v(2R)} \right). \tag{36} \]

Note that these formulae are utilized to check the order of accuracy of our proposed technique in the $L_\infty$ norm for both solutions.

**Example 1.** As the first test case, let us consider the fractional Brusselator system by taking two parameters $\theta = 0$ and $\eta = 1$ to get
\[ \begin{align*}
&\text{LC}D^\lambda_t u(\tau) = -2u(\tau) + u^2(\tau)v(\tau), \\
&\text{LC}D^\lambda_t v(\tau) = u(\tau) - u^2(\tau)v(\tau),
\end{align*} \quad \lambda \in (0, 1]. \]

The given initial conditions are $u(0) = 1, v(0) = 1$. This example was considered in [14,16,17] previously.

Let us first set $a = 0, b = 1$ and take $R = 5$. We also consider $\lambda = 1$. Using $a = 1$, the proposed QLM-GCFs with the collocation points $\{0, 2/10, 4/10, 6/10, 8/10, 1\}$, the following approximate solutions are obtained.

\[ u_{5,1}^{(5)}(\tau) = 0.044402695 \tau^5 - 0.23533824 \tau^4 + 0.4152989 \tau^3 + 0.02744560 \tau^2 - 1.0042497 \tau + 1.0, \]
\[ v_{5,1}^{(5)}(\tau) = -0.02397666 \tau^5 + 0.1692558 \tau^4 - 0.4510957 \tau^3 + 0.4843923 \tau^2 + 0.002544616 \tau + 1.0. \]

For $\lambda = 1$, let us compare our outcomes with those polynomial solutions obtained via the two (semi)analytical techniques. The first one is the polynomial least squares method (PLSM) [15] with the following approximations
\[ x_{\text{plsm}}(t) = 0.0750974 t^3 + 0.201028 t^2 - 1.02827 t + 1.0, \]
\[ y_{\text{plsm}}(t) = -0.180088 t^3 + 0.334087 t^2 + 0.0271107 t + 1.0. \]

The second method is the Legendre wavelet operational matrix method (LWOMM) [17], the solutions of which are reported as
\[ y_1(t) = 1.0 - 1.0120 t + 0.1211 t^2 + 0.1517 t^3, \]
\[ y_2(t) = 1.0 + 0.0096 t + 0.4069 t^2 - 0.2461 t^3. \]

In Figure 1, we show the above approximate solutions obtained by our method (black lines) and two other existing ones, i.e., the PLSM and LWOMM procedures. From this visualization, we conclude that the alignment between the results of QLM-GCFs and PLSM is more than the outcomes of our method and LWOMM. On the other hand, note that our solutions are obtained by using $R = 5$, which gives us the approximate polynomial solutions of five degrees compared to the three-degree polynomials reported by the LWOMM and PLSM. However, our proposed procedure can produce more accurate results just by increasing $R$. To be more precise, we plot the achieved REFs obtained via (35) when $R = 5, 10, \text{and } 15$. These experiments are shown in Figure 2.
Approximate solutions for $u(\tau)$ (left) and $v(\tau)$ (right) obtained via the QLM-GCFs technique in test case 1 with $R = 5$, $\alpha = 1$, and $p = 5$.
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Figure 2. Comparisons of achieved REFs obtained via QLM-GCFs in test case 1 with $\lambda, \alpha = 1$, $R = 5, 10, 15$, and $p = 5$.

Finally, for the integer order $\lambda = 1$, we report the numerical results evaluated at some points $\tau \in [0, 1]$. For this purpose, we use $R = 10$ and show the outcomes of the proposed QLM-GCFs for both solutions in Table 1. Table 2 presents the maximum REF values achieved by using $R = 2^i$, $i = 1, 2, 3, 4, 5$. The corresponding Noc are also reported in this table related to both solutions $u(\tau)$ and $v(\tau)$. Higher order accuracy of the proposed method is visible from the results presented in Table 2. The required CPU times to solve modified system $[\hat{A}_{fp}, \hat{S}_p]$ measured in seconds are shown in Table 2. The CPU’s spent time clearly behaves linearly as the number of basis functions becomes two-fold.

Let us turn next to the fractional cases and set $\lambda = 0.75$. By employing the QLM-GCFs with $R = 10$, we obtain two approximate solutions for $0 \leq \tau \leq 1$ as given below. The obtained results for $\alpha = 1$ are given by

\begin{align*}
U_{10,1}^{(5)}(\tau) &= 11.965651 \tau^{10} - 71.374363 \tau^9 + 187.82167 \tau^8 - 287.243 \tau^7 + 283.18426 \tau^6 \\
&- 188.87801 \tau^5 + 87.324068 \tau^4 - 28.680548 \tau^3 + 7.4595572 \tau^2 - 2.3034134 \tau + 1.0, \\
V_{10,1}^{(5)}(\tau) &= 2.2725108 \tau^{10} - 13.632576 \tau^9 + 36.11913 \tau^8 - 55.727909 \tau^7 + 55.641481 \tau^6 \\
&- 37.881744 \tau^5 + 18.156988 \tau^4 - 6.2694104 \tau^3 + 1.4527369 \tau^2 + 0.079421181 \tau + 1.0.
\end{align*}
Table 1. Numerical results and REFs for $u(\tau), v(\tau)$ obtained via the QLM-GCFs procedure using $R = 10$ and $p = 5$ in Example 1 with $\lambda, \alpha = 1$.

| $\tau$ | $U_{10,1}^{(5)}(\tau)$ | $R_{e_{u,10,1}}^{(5)}(\tau)$ | $V_{10,1}^{(5)}(\tau)$ | $R_{e_{v,10,1}}^{(5)}(\tau)$ |
|--------|-------------------------|-----------------------------|-------------------------|-----------------------------|
| 0.1    | 0.900464302493772       | 2.7735 × 10^{-15}           | 1.0045293404246        | 4.6810 × 10^{-15}           |
| 0.2    | 0.803448542998189       | 1.1723 × 10^{-15}           | 1.01637386362601       | 8.9920 × 10^{-15}           |
| 0.3    | 0.710824317219352       | 1.2023 × 10^{-14}           | 1.033327205646229      | 1.3351 × 10^{-15}           |
| 0.4    | 0.623892736413153       | 1.1641 × 10^{-14}           | 1.05357452976645       | 1.0168 × 10^{-14}           |
| 0.5    | 0.543504717634733       | 1.3233 × 10^{-16}           | 1.07564974069301       | 1.0648 × 10^{-14}           |
| 0.6    | 0.470149961736370       | 1.2558 × 10^{-14}           | 1.098381593278497      | 2.8102 × 10^{-14}           |
| 0.7    | 0.404024163774677       | 3.7396 × 10^{-14}           | 1.120859071635027      | 1.4690 × 10^{-14}           |
| 0.8    | 0.345083563213368       | 3.6526 × 10^{-14}           | 1.14240344055486       | 2.1380 × 10^{-14}           |
| 0.9    | 0.293093303881749       | 8.6498 × 10^{-14}           | 1.162541379315871      | 5.4074 × 10^{-14}           |
| 1.0    | 0.247672972516836       | 7.3249 × 10^{-14}           | 1.180976444182846      | 4.0555 × 10^{-14}           |

Table 2. The results of $L_\infty$ norms, the corresponding convergence rate, and CPU times in Example 1 with diverse $R, \lambda, \alpha = 1$, and $p = 5$.

| $R$     | $L_\infty^u$ | Noc$^\alpha_{\infty}$ | $L_\infty^v$ | Noc$^\alpha_{\infty}$ | CPU(s) |
|---------|--------------|------------------------|--------------|------------------------|--------|
| 2       | 8.8464 × 10^{-2} | –                      | 2.5585 × 10^{-1} | –                      | 0.55877 |
| 4       | 2.3798 × 10^{-2} | 1.8942                 | 1.4707 × 10^{-2} | 4.1207                 | 0.83877 |
| 8       | 9.2239 × 10^{-5} | 8.0113                 | 1.1027 × 10^{-4} | 7.0593                 | 1.64742 |
| 16      | 1.0027 × 10^{-8} | 13.167                 | 1.0748 × 10^{-8} | 13.325                 | 3.67361 |
| 32      | 3.1173 × 10^{-11}| 8.3294                 | 6.7817 × 10^{-11}| 7.3082                 | 9.55585 |

The numerical results using $\alpha = 0.75$ are as follows

$U_{10,0.75}^{(5)}(\tau) = 1.0412945 \tau^9 - 0.0042152951 \tau^7 - 0.17590936 \tau^6 - 1.087782 \tau^5 - 0.76166775 \tau^2$

$V_{10,0.75}^{(5)}(\tau) = 0.8351074 \tau^3 + 0.7563994 \tau^2 - 0.0843282784 \tau^6 - 0.00029275212 \tau^2 + 0.44680331 \tau^5$

The former approximations for each solution of $u(\tau)$ and $v(\tau)$ related to two different values of $\alpha = 1$ and $\alpha = 0.75$ are depicted in Figures 3 and 4. In addition to the approximate solutions, we also visualize the associated REFs for each solution on the left plots. By looking at these figures, we infer that the approximate solutions related to both $\alpha = 1, 0.75$ are very close together. However, the achieved REFs for $\alpha = 0.75$ equal to the fractional order $\lambda = 0.75$ are smaller in magnitude than those obtained using $\alpha = 1$. Therefore, in the next experiments, we only consider the results obtained related to $\alpha = \lambda$.

Next, we consider $\lambda = 0.5$ and $R = 10$. Using $\alpha = 0.5$, the approximate solutions evaluated at some point $\tau \in [0, 1]$ are reported in Table 3. The corresponding absolute errors defined via relations (35) are also tabulated in Table 3.
When $\lambda = 0.98$, different numerical methods, such as the variational iteration method (VIM) [14], the PLSM [15], the method based on an operational matrix of Bernstein polynomials [16], and LWOMM [17], reported the approximate solutions for this value. In all of these approaches, the solutions obtained are three-degree polynomials. However, here, we first consider the case $\alpha = 1$ and obtain the following approximate solutions

$$U_{5,1}^{(5)}(\tau) = 0.038196735 \tau^5 - 0.20054309 \tau^4 + 0.32635768 \tau^3 + 0.13961269 \tau^2 - 1.054247 \tau + 1.0,$$

$$V_{5,1}^{(5)}(\tau) = -0.03637521 \tau^5 + 0.2145241 \tau^4 - 0.5073211 \tau^3 + 0.5049069 \tau^2 + 0.00819928 \tau + 1.0.$$  

Additionally, the maximum absolute values of REFs using $\alpha = 0.98$ are shown in Table 4 for various values of $R$ as a power of 2. The related Nocs are also tabulated in this table. Moreover, we present the numerical results when $\lambda, \alpha = 0.75$ in Table 4. One can obviously observe a high order of accuracy for the proposed QLM-GCFs. Finally, for the first test case, we use various values of $\lambda = 0.25, 0.5, 0.75, 1$. Utilizing $R = 10$ and $\alpha = \lambda$, we plot the numerical solutions in Figure 5.
Table 3. Numerical results and REFs for $u(\tau), v(\tau)$ obtained via the QLM-GCFs procedure using $R = 10, p = 5$ in Example 1 with $\lambda, \alpha = 0.5$.

| $\tau$ | $U_{10,0.5}^{(5)}(\tau)$ | $Re_{u,10,0.5}^{(5)}(\tau)$ | $V_{10,0.5}^{(5)}(\tau)$ | $Re_{v,10,0.5}^{(5)}(\tau)$ |
|--------|-----------------|-----------------|-----------------|-----------------|
| 0.1    | 0.67659231003481 | $2.8530 \times 10^{-14}$ | 1.059227208815533 | 1.4962 $\times 10^{-15}$ |
| 0.2    | 0.57385742380271 | $1.1549 \times 10^{-13}$ | 1.096675293859277 | 1.0566 $\times 10^{-13}$ |
| 0.3    | 0.507770381824183 | $1.3181 \times 10^{-13}$ | 1.124827045650820 | 1.3320 $\times 10^{-13}$ |
| 0.4    | 0.459738270417381 | $6.8264 \times 10^{-13}$ | 1.147290159849651 | 2.6591 $\times 10^{-13}$ |
| 0.5    | 0.422579704301791 | $1.0439 \times 10^{-13}$ | 1.165852096057188 | 1.5040 $\times 10^{-13}$ |
| 0.6    | 0.392675915528585 | $4.1750 \times 10^{-13}$ | 1.181563743233997 | 4.5923 $\times 10^{-14}$ |
| 0.7    | 0.36793268722878  | $9.3469 \times 10^{-13}$ | 1.195103916664979 | 4.5888 $\times 10^{-14}$ |
| 0.8    | 0.347025860146580 | $7.5152 \times 10^{-13}$ | 1.206938751776391 | 1.2845 $\times 10^{-14}$ |
| 0.9    | 0.329068932537853 | $3.1123 \times 10^{-14}$ | 1.217402627420391 | 7.1534 $\times 10^{-14}$ |
| 1.0    | 0.31343831435603  | $1.2928 \times 10^{-12}$ | 1.226743490360364 | 1.1390 $\times 10^{-13}$ |

Table 4. The results of $L_{\infty}$ norms, the corresponding convergence rate in Example 1 with diverse $R$, $\lambda, \alpha = 0.75, 0.98$, and $p = 5$.

| $\lambda$ | $R$ | $L_{\infty}^{u}$ | Noc$^{u}_{\infty}$ | $L_{\infty}^{v}$ | Noc$^{v}_{\infty}$ |
|-----------|-----|-----------------|-----------------|-----------------|-----------------|
| $\lambda = 0.75$ | 2   | 2.9301–02       | –               | 2.6438–01       | –               |
|           | 4   | 6.7159–02       | –1.1966         | 5.1045–02       | 2.3727          | 2.6363–02       | 1.6775          | 1.6514–02       | 3.9617          |
|           | 8   | 5.9544–04       | 6.8175          | 3.7342–04       | 7.0948          | 9.6808–05       | 8.0892          | 1.2087–04       | 7.0941          |
|           | 16  | 8.0008–07       | 9.5396          | 5.8560–07       | 9.3167          | 1.5261–08       | 12.631          | 1.5225–08       | 12.955          |
|           | 32  | 2.3658–08       | 5.0797          | 1.2673–08       | 5.5301          | 4.7902–11       | 8.3155          | 2.3028–11       | 9.3689          |

| $\lambda = 0.98$ | $R$ | $L_{\infty}^{u}$ | Noc$^{u}_{\infty}$ | $L_{\infty}^{v}$ | Noc$^{v}_{\infty}$ |
|-----------------|-----|-----------------|-----------------|-----------------|-----------------|
| $\lambda = 0.25$ | 2   | 2.9301–02       | –               | 2.6438–01       | –               |
| $\lambda = 0.5$  | 4   | 6.7159–02       | –1.1966         | 5.1045–02       | 2.3727          | 2.6363–02       | 1.6775          | 1.6514–02       | 3.9617          |
| $\lambda = 0.75$ | 8   | 5.9544–04       | 6.8175          | 3.7342–04       | 7.0948          | 9.6808–05       | 8.0892          | 1.2087–04       | 7.0941          |
| $\lambda = 1.0$  | 16  | 8.0008–07       | 9.5396          | 5.8560–07       | 9.3167          | 1.5261–08       | 12.631          | 1.5225–08       | 12.955          |
| $\lambda = 0.25$ | 32  | 2.3658–08       | 5.0797          | 1.2673–08       | 5.5301          | 4.7902–11       | 8.3155          | 2.3028–11       | 9.3689          |

Figure 5. Comparisons of approximate solutions for $u(\tau)$ (left) and $v(\tau)$ (right) obtained via the QLM-GCFs technique in Example 1 with $R = 10, \lambda, \alpha = 0.25, 0.5, 0.75, 1$, and $p = 5$.

Example 2. In the second model problem, we take $\theta = 0.5$ and $\eta = 0.1$. In this case, we consider the nonlinear coupled system

$$\begin{align*}
\left\{ \begin{array}{l}
L^{C}\mathcal{D}_{\tau}^{\lambda} u(\tau) = 0.5 - 1.1 u(\tau) + u^{2}(\tau) v(\tau), \\
L^{C}\mathcal{D}_{\tau}^{\lambda} v(\tau) = 0.1 u(\tau) - u^{2}(\tau) v(\tau),
\end{array} \right. \\
\lambda \in (0, 1].
\end{align*}$$
Here, we use initial conditions \( u(0) = 0.4, v(0) = 1.5 \). This example was considered in [14,16,17] previously.

Let us first take \( \lambda, \alpha = 1 \). By using \( R = 5 \), the results of the approximations are as follows

\[
\begin{align*}
U_{5,1}^{(5)}(\tau) &= -0.002595532 \tau^5 - 0.01516870 \tau^4 + 0.02354928 \tau^3 - 0.002285779 \tau^2 + 0.30026 \tau + 0.4, \\
V_{5,1}^{(5)}(\tau) &= 0.007186591 \tau^5 + 0.007075174 \tau^4 - 0.02123004 \tau^3 - 0.1484152 \tau^2 - 0.2001643 \tau + 1.5.
\end{align*}
\]

The REFs related to the above approximate solutions are shown in Figure 6. To show that the achieved REFs are decreasing as a function of \( R \), we also plot the REFs related to \( R = 10, 15 \) in Figure 6. Clearly, the desired level of accuracy is achievable by increasing the number of basis functions.

We next tabulate the numerical results obtained by using \( R = 10 \) in Table 5. Here, we have used the midpoints 0.05, 0.15, \ldots, 0.95 on the interval \([0, 1]\). Note that these midpoints are different from the points used in Table 1, which are exactly the same as the collocation points (29) when \( R = 10 \). In fact, the smallest magnitude of errors is achieved at the collocation points. Finally, for this test case and for \( \lambda = 1 \), we display the maximum absolute REFs achieved by utilizing various \( R \) numbers in Table 6. The associated Nocs are also visible in this table. The results show the exponential behavior in terms of the accuracy of the presented QLM-GCFs.

We now consider the fractional-order \( 0 < \lambda < 1 \). By considering \( \lambda = 0.5, 0.75 \), we obtain the results of absolute values of REFs using various \( R = 2, 4, \ldots, 32 \), as shown in Table 7. The associated numerical order of convergence, i.e., Nocs, is also depicted in Table 7. Obviously, we can get a higher order accuracy by increasing \( R \). Finally, we present numerical results computed at some points \( \tau \in [0, 1] \) in Table 8. Here, we have used diverse values of \( \lambda, \alpha = 0.25, 0.5, 0.75 \).

### Table 5. Numerical results and REFs for \( u(\tau), v(\tau) \) obtained via the QLM-GCFs procedure using \( R = 10, p = 5 \) in Example 2 with \( \lambda, \alpha = 1 \).

| \( \tau \) | \( U_{10,1}^{(5)}(\tau) \) | \( Res_{\alpha,10,1}^{(5)}(\tau) \) | \( V_{10,1}^{(5)}(\tau) \) | \( Res_{\alpha,10,1}^{(5)}(\tau) \) |
|-----|-----------------|-----------------|-----------------|-----------------|
| 0.05 | 0.420364947163538 | 5.4281 × 10^{-08} | 1.464193736210683 | 6.9171 × 10^{-08} |
| 0.15 | 0.458172247718453 | 2.8803 × 10^{-09} | 1.39540797431014 | 3.6639 × 10^{-09} |
| 0.25 | 0.492300715744509 | 5.0979 × 10^{-10} | 1.330238068232444 | 6.4809 × 10^{-10} |
| 0.35 | 0.523000098574405 | 1.6945 × 10^{-10} | 1.268512980921797 | 2.1555 × 10^{-10} |
| 0.45 | 0.55056819287693 | 9.0387 × 10^{-11} | 1.210065493419779 | 1.1521 × 10^{-10} |
| 0.55 | 0.57504458278486 | 7.2710 × 10^{-11} | 1.154736326110934 | 9.3018 × 10^{-11} |
| 0.65 | 0.59684292738173 | 8.6618 × 10^{-11} | 1.102373006480542 | 1.1144 × 10^{-10} |
| 0.75 | 0.616047729841562 | 1.5522 × 10^{-10} | 1.052829621356641 | 2.0132 × 10^{-10} |
| 0.85 | 0.632901761975499 | 4.4405 × 10^{-10} | 1.005966576578516 | 5.8234 × 10^{-10} |
| 0.95 | 0.647565136639679 | 2.3660 × 10^{-09} | 0.961650363916099 | 3.1497 × 10^{-09} |

### Table 6. The results of \( L_\infty \) norms, the corresponding convergence rate, and CPU times in Example 2 with diverse \( R, \lambda, \alpha = 1 \), and \( p = 5 \).

| \( R \) | \( L_\infty^u \) | \( Noc_\infty^u \) | \( L_\infty^v \) | \( Noc_\infty^v \) |
|-----|--------|--------|--------|--------|
| 2   | 2.3453 × 10^{-2} | – | 3.1850 × 10^{-2} | – |
| 4   | 1.5211 × 10^{-3} | 3.9466 | 3.7107 × 10^{-3} | 3.1015 |
| 8   | 1.5652 × 10^{-6} | 9.9245 | 3.1978 × 10^{-7} | 13.502 |
| 16  | 3.8244 × 10^{-11} | 15.321 | 5.1169 × 10^{-11} | 12.610 |
| 32  | 4.0160 × 10^{-13} | 6.5733 | 5.1238 × 10^{-14} | 9.9638 |
6. Conclusions

Generalized (fractional-order) clique basis functions (GCFs) have been used to devise not only an effective but also an accurate spectral matrix collocation approach for finding approximate solutions of the nonlinear Brusselator system of equations of fractional...

Table 7. The results of $L_\infty$ norms and the corresponding convergence rate in Example 2 with diverse $R, \lambda, \alpha = 0.5, 0.75$, and $p = 5$.

| $\lambda$ | $L_\infty^u$ | Noct $^u$ | $L_\infty^v$ | Noct $^v$ |
|-----------|---------------|-----------|---------------|-----------|
| 0.5       |               |           |               |           |
| 0.75      |               |           |               |           |

Table 8. Numerical results and REFs for $u(\tau), v(\tau)$ obtained via the QLM-GCFs procedure using $R = 10, p = 5$ in Example 2 with $\lambda, \alpha = 0.25, 0.5, 0.75$.

| $\tau$ | $U^{(5)}_{10, \alpha} (\tau)$ | $V^{(5)}_{10, \alpha} (\tau)$ | $U^{(5)}_{10, \alpha} (\tau)$ | $V^{(5)}_{10, \alpha} (\tau)$ |
|--------|--------------------------------|--------------------------------|--------------------------------|--------------------------------|
| 0.05   | 0.53635357                    | 1.36264701                     | 0.54865158                     | 1.35823553                     |
| 0.15   | 0.59116199                    | 1.26326681                     | 0.62140849                     | 1.25629292                     |
| 0.25   | 0.61628002                    | 1.20991192                     | 0.65785082                     | 1.18993711                     |
| 0.35   | 0.63187140                    | 1.17308734                     | 0.68077488                     | 1.13917346                     |
| 0.45   | 0.64277275                    | 1.14501830                     | 0.69648157                     | 1.09776992                     |
| 0.55   | 0.65091723                    | 1.12240609                     | 0.707772186                    | 1.06280079                     |
| 0.65   | 0.65726824                    | 1.10352709                     | 0.71595859                     | 1.03259028                     |
| 0.75   | 0.66237220                    | 1.08756331                     | 0.72206423                     | 1.00606805                     |
| 0.85   | 0.66656700                    | 1.07326219                     | 0.72660021                     | 0.98249967                     |
| 0.95   | 0.67007499                    | 1.06078003                     | 0.72994787                     | 0.96135501                     |

6. Conclusions
order arising in chemical modeling. The fractional derivative is described in the Liouville–
Caputo sense. To overcome the underlying nonlinearity of the model, the method of
quasi-linearization (QLM) is first employed to receive a family of linearized equations. Af-
afterward, the spectral clique collocation procedure is used to solve this sequence of equations
iteratively. The convergence analysis of the proposed combined QLM-GCFs is established.
To support the theoretical findings and in order to show the applicability of the QLM-GCFs,
a set of numerical test examples is carried out. The results presented in the tables and
figures indicate the accuracy of the proposed approach over the existing numerical models
and the gain in computational efficiency in terms of CPU time. The presented technique is
straightforward, easy to implement, and computationally less demanding.
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