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Abstract

We propose a numerical method to solve an inverse source problem of computing the initial condition of hyperbolic equations from the measurements of Cauchy data. This problem arises in thermo-and photo-acoustic tomography in a bounded cavity, in which the reflection of the wave makes the widely-used approaches, such as the time reversal method, not applicable. In order to solve this inverse source problem, we approximate the solution to the hyperbolic equation by its Fourier series with respect to a special orthogonal basis of $L^2$. Then, we derive a coupled system of elliptic equations for the corresponding Fourier coefficients. We solve it by the quasi-reversibility method. The desired initial condition follows. We rigorously prove the convergence of the quasi-reversibility method as the noise level tends to 0. Some numerical examples are provided. In addition, we numerically prove that the use of the special basis above is significant.
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1 Introduction

We consider an inverse source problem arising from biomedical imaging based on the photo-acoustic and thermo-acoustic effects, which are named as photo-acoustic tomography (PAT) and thermo-acoustic tomography (TAT) respectively. In PAT, [1, 2], non-ionizing laser pulses are sent to a biological tissue under inspection (for instance, woman’s breast in mammography). A part of the energy will be absorbed and converted into heat, causing a thermal expansion and a subsequence ultrasonic wave propagating in space. The ultrasonic pressures on a surface around the tissue are measured. The experimental set up for TAT, [3], is similar to PAT except the use of microwave other than laser pulses. Finding some initial information of the pressures from these measurements yields structure inside this tissue.

Due to the important real-world applications, the inverse source problem PAT/TAT has been studied intensively. There are several methods to solve them available. In the case when the waves propagate in the free space, one can find explicit reconstruction formulas in [4, 5, 6, 7], the time reversal method [8, 9, 10, 11, 12], the quasi-reversibility method [13] and the iterative methods [14, 15, 16]. The publications above study PAT/TAT for simple models for non-damping and isotropic media. The reader can find publications about PAT/TAT for more complicated model involving a damping term or attenuation term [17, 18, 19, 20, 21, 22, 23, 24, 25]. The time reversibility requires an approximation of the wave at a “final
stage” in the whole medium. This “internal data” might be known assuming that the reflection of the wave on the measured surface is negligible. However, there are many circumstances where this assumption is no longer true. For example, when the biological tissue under consideration is located inside glass, the waves reflect as in a resonant cavity [29, 27, 28]. In this case, measuring or approximating final stage of the wave inside the tissue is impossible. We draw the reader’s attention to [29] for a method to solve PAT/TAT in a bounded cavity with wave reflection. Our contribution in this paper is to apply the quasi-reversibility method to solve the inverse source problem of PAT/TAT for damping and nonhomogeneous media. In this case, the model is a full hyperbolic equation in a bounded domain. By this, the reflection of the waves at the measurement sites is allowed.

The uniqueness and the stability for the inverse source problem for general hyperbolic equations in the damping and inhomogeneous media can be proved by using a Carleman estimate. These important results are the extensions of the uniqueness and stability for the inverse problem for a simple hyperbolic equation in [13] in the non-damping case. However, since the arguments are very similar to the ones in that paper using Carleman estimate for hyperbolic operators, for the brevity, we do not write the proof here.

Instead of using the direct optimal control method, to find the initial value of general hyperbolic equations, we derive a system of elliptic partial differential equations, which are considered as an approximation model for our method. Solution of this system is the vector consisting of Fourier coefficients of the wave with respect to a special basis. This system and the given Cauchy boundary data can be solved by the quasi-reversibility method. The quasi-reversibility method was first proposed by Lattès and Lions [30] in 1969. Since then it has been studied intensively [31, 32, 33, 34, 13, 35, 36, 37]. The application of Carleman estimates for proofs of convergence of those minimizers was first proposed in [38] for Laplace’s equation. In particular, [39] is the first publication where it was proposed to use Carleman estimates to obtain Lipschitz stability of solutions of hyperbolic equations with lateral Cauchy data. We draw the reader’s attention to the paper [40] that represents a survey of the quasi-reversibility method. Using a Carleman estimate, we prove Lipschitz-like convergence rate of regularized solutions generated by the quasi-reversibility method to the true solution of that Cauchy problem.

It seems, in theory, that our method of approximation works for any orthonormal basis of \( L^2 \). However, this observation is not true in the numerical sense. That means, the special basis we use to establish the approximation model is crucial. The basis we use in this paper was first introduced by Klibanov in [48], called \( \{ \Psi_n \}_{n \geq 1} \). It has a very important property that \( \Psi_n' \) is not identically 0 in an open interval while other popular basis does not. In this paper, we prove numerically that choosing this basis is optimal for our method.

As mentioned, we establish in this paper the Lipschitz convergence of the quasi-reversibility method. Our main contribution to this field is to relax a technical condition on the noise. In our previous works [41, 42, 43, 44, 45] and references therein, we assumed that the noise contained in the boundary data can be “smoothly extended” as a function defined on the domain \( \Omega \). This condition implies that the noise must be smooth. Motivated by the fact that this assumption is not always true, we employ a Carleman estimate involving the boundary integrals to obtain the new convergence without imposing this “extension” condition of the noise function.

The paper is organized as follows. In Section 2 we state the inverse problems under consideration and derive an approximation model whose solution directly yields their solutions. In Section 3 we introduce some auxiliary results and prove the Carleman estimate, which plays an important role in our analysis. In Section 4 we implement the quasi-reversibility method to solve the system of elliptic equations and prove the convergence of the solution as the noise level tends to 0. Section 5 is for the numerical studies. Section 6 is to provide some numerical results for 1D—problem and to show the significance of the used
orthogonal basis. Finally, section 7 is for the concluding remarks.

2 The Problem statements and a numerical approach

Let Ω be a smooth and bounded domain in \( \mathbb{R}^d \), where \( d \geq 1 \) is the spatial dimension, and \( T \) be a positive number. Let \( 1 \leq a \in C^1(\Omega) \), and \( a, c \in L^\infty(\Omega) \) be functions defined on \( \Omega \). Let \( b \) be a \( d \)-dimensional vector valued function in \( L^\infty(\Omega, \mathbb{R}^d) \). Define the elliptic operator

\[
L \phi := \Delta \phi + b \cdot \nabla \phi + c \phi
\]  

for all \( \phi \in C^2(\Omega) \). Let \( p \in H^0_0(\Omega) \) represent a source, we consider the problems of solving \( u(x, t) : \Omega \times [0, T] \to \mathbb{R} \) generated by the source \( p(x) \in C^2_0(\Omega) \) and subjected to either homogeneous Dirichlet or Neumann boundary condition, which are given by

\[
\begin{aligned}
& a(x)u_{tt}(x, t) + a(x)u_t(x) = Lu(x, t) \quad x \in \Omega, t \in (0, T) \\
& u_t(x, 0) = 0 \quad x \in \Omega, \\
& u(x, 0) = p(x) \quad x \in \Omega, \\
& u(x, t) = 0 \quad (x, t) \in \partial \Omega \times [0, T],
\end{aligned}
\]  

or

\[
\begin{aligned}
& a(x)u_{tt}(x, t) + a(x)u_t(x) = Lu(x, t) \quad x \in \Omega, t \in (0, T) \\
& u_t(x, 0) = 0 \quad x \in \Omega, \\
& u(x, 0) = p(x) \quad x \in \Omega, \\
& \partial_n u(x, t) = 0 \quad (x, t) \in \partial \Omega \times [0, T].
\end{aligned}
\]  

respectively. Our interest is to determine the source \( p(x), x \in \Omega \), from some boundary observation of the wave. More precisely, the inverse source problems are formulated as:

**Problem 2.1.** Determine the function \( p \) from the measurement of

\[
f_1(x, t) = \partial_n u(x, t) \quad (x, t) \in \partial \Omega \times [0, T]
\]  

where \( u \) is the solution of (2.2).

**Problem 2.2.** Determine the function \( p \) from the measurement of

\[
f_2(x, t) = u(x, t) \quad (x, t) \in \partial \Omega \times [0, T]
\]  

where \( u \) is the solution of (2.3).

The unique solvability of problems (2.2) and (2.3) can be obtained by Garlerkin approximations and energy estimates as in Chapter 7, Section 7.2 in [46]. We now focus on our approach for solving these two inverse problems.

Let \( \{\Psi_n\}_{n \geq 1} \) be an orthonormal basis of \( L^2(0, T) \). The function \( u(x, t) \) can be represented as:

\[
u(x, t) = \sum_{n=1}^{\infty} u_n(x) \Psi_n(t), \quad \text{for all } (x, t) \in \Omega \times [0, T]
\]  

where

\[
u_n(x) = \int_0^T u(x, t) \Psi_n(t) dt, \quad n \geq 1.
\]
Consider
\[ u^N(x, t) := \sum_{n=1}^{N} u_n(x) \Psi_n(t) \quad \text{for all } x \in \Omega, t \in [0, T], \] (2.8)
for some cut-off number \( N \). This number \( N \) is chosen numerically such that \( u^N \) well-approximates the function \( u \), see Section 5.1 for more details. We have,
\[ u^N_t(x, t) = \sum_{n=1}^{N} u_n(x) \Psi'_n(t), \quad \text{and} \quad u^N_{tt}(x, t) = \sum_{n=1}^{N} u_n(x) \Psi''_n(t), \quad \text{for all } x \in \Omega, t \in [0, T]. \] (2.9)

Plugging (2.8) and (2.9) into the first equation of problem (2.2), we get
\[ \sum_{n=1}^{N} a(x) u_n(x) \Psi''_n(t) + a(x) \sum_{n=1}^{N} u_n(x) \Psi'_n(t) = \sum_{n=1}^{N} Lu_n(x) \Psi_n(t) \] (2.10)
for all \( x \in \Omega \) and \( t \in [0, T] \).

**Remark 2.1.** Equation (2.10) is actually an approximation model. We only solve Problem 2.1 and Problem 2.2 in this approximation context. Studying the behavior of (2.10) as \( N \to \infty \) is extremely challenging and out of the scope of the paper. In case of interesting, the reader could follow the techniques in [47] to investigate the accuracy of (2.11) as \( N \) tends to \( \infty \).

Since \( \{\Psi_n\}_{n \geq 1} \) is an orthonormal basis of \( L^2 \), multiplying \( \Psi_m(t) \) to both sides of (2.10) and then integrating the resulting equation with respect to \( t \), for each \( m \in \{1, \ldots, N\} \), yields
\[ \sum_{n=1}^{N} s_{mn} u_n(x) = Lu_m(x), \quad \text{for all } x \in \Omega \] (2.11)
where
\[ s_{mn}(x) = \int_{0}^{T} \left[ a(x) \Psi''_n(t) + a(x) \Psi'_n(t) \right] \Psi_m(t) dt. \]
Furthermore, from (2.7) we have
\[ \partial_{\nu} u_n(x) = \int_{0}^{T} \partial_{\nu} u(x, t) \Psi_n(t) dt, \quad \forall x \in \partial \Omega. \]

Therefore, the Cauchy data of \( u_n \), for all \( n = 1, \ldots, N \) on the boundary \( \partial \Omega \) are determined by:

1. Regarding Problem 2.1
\[
\begin{align*}
\partial_{\nu} u_n(x) &= \int_{0}^{T} f_1(x, t) \Psi_n(t) dt, \\
u_n(x) &= 0.
\end{align*}
\] (2.12)

2. Regarding Problem 2.2
\[
\begin{align*}
u_n(x) &= \int_{0}^{T} f_2(x, t) \Psi_n(t) dt, \\
\partial_{\nu} u_n(x) &= 0.
\end{align*}
\] (2.13)
Algorithm 1  A numerical method to solve Problem 2.1

1: Choose the basis \{\Psi_n\}_{n \geq 1} and a cut-off number N.
2: Solve the system \eqref{eq:2.11} with Cauchy data \eqref{eq:2.12} for the vector valued function \[ u^{\text{comp}}(x) = (u_1^{\text{comp}}, \ldots, u_N^{\text{comp}}) \quad x \in \Omega. \]
3: The function \( p^{\text{comp}}(x) \) is given by \[ u^{\text{comp}}(x,0) = \sum_{n=1}^{N} u_n^{\text{comp}}(x) \Psi_n(0) \quad x \in \Omega. \]

Algorithm 2  A numerical method to solve Problem 2.2

1: Choose the basis \{\Psi_n\}_{n \geq 1} and a cut-off number N.
2: Solve the system \eqref{eq:2.11} with Cauchy data \eqref{eq:2.13} for the vector valued function \[ u^{\text{comp}}(x) = (u_1^{\text{comp}}, \ldots, u_N^{\text{comp}}) \quad x \in \Omega. \]
3: The function \( p^{\text{comp}}(x) \) is given by \[ u^{\text{comp}}(x,0) = \sum_{n=1}^{N} u_n^{\text{comp}}(x) \Psi_n(0) \quad x \in \Omega. \]

The system of elliptic partial differential equations \eqref{eq:2.11} together with Cauchy data either \eqref{eq:2.12} or \eqref{eq:2.13} is our approximation model, see Remark 2.1. It allows to determine coefficients \( u_n \), for all \( n = 1, \ldots, N \), and then the approximation \( u^N(x,t) \) of \( u(x,t) \). The source term will be given by \( u^N(x,0) \). In summary, the numerical method for solving Problem 2.1 and Problem 2.2 is described in Algorithm 1 and Algorithm 2 below respectively.

Remark 2.2. In Step 1 of Algorithm 1 and Algorithm 2, we choose the basis \{\Psi_n\}_{n \geq 1} taken from \cite{48}. The cut-off number N is chosen numerically. More details will be discussed in Section 5. In Step 2 of these algorithms, we apply the quasi-reversibility method to solve \eqref{eq:2.11} and \eqref{eq:2.12} and \eqref{eq:2.11} and \eqref{eq:2.13}. The analysis about about the quasi-reversibility method and its convergence as the noise in the given data tends to 0 are discussed in Section 4.

As mentioned in Remark 2.2 that solving \eqref{eq:2.11} and \eqref{eq:2.12} for Problem 2.1 and solving \eqref{eq:2.11} and \eqref{eq:2.13} for Problem 2.2 are interesting when the given data in \eqref{eq:2.4} and \eqref{eq:2.5} contain noise. We employ the quasi-reversibility method to do so. Let \( \epsilon \) be a small positive number playing the role of the regularization parameter. To solve \eqref{eq:2.11} and \eqref{eq:2.12} we minimize the following mismatch functional

\[
J_1(u_1, \ldots, u_N) = \sum_{m=1}^{N} \int_{\Omega} |L u_m - \sum_{n=1}^{N} s_{mn} u_n|^2 \, dx \\
+ \sum_{m=1}^{N} \int_{\partial\Omega} \left| \partial_n u_m - \int_{0}^{T} f_1(x,t) \Psi_n(t) \, dt \right|^2 \, d\sigma + \epsilon \|u\|_{H^2(\Omega)}^2 \quad \text{(2.14)}
\]
where \( u = (u_1, \ldots, u_N) \) is in \( H^2(\Omega)^N \) satisfying \( u(x) = 0 \) for all \( x \in \partial \Omega \). To solve \((2.11)\) and \((2.13)\), we minimize the following mismatch functional

\[
J_2(u_1, \ldots, u_N) = \sum_{m=1}^N \int_\Omega |Lu_m - \sum_{n=1}^N s_{mn} u_n|^2 \, dx \\
+ \sum_{m=1}^N \int_{\partial \Omega} |u_m - \int_0^T f_2(x, t) \Psi_n(t) \, dt|^2 \, d\sigma + \epsilon \|u\|_{H^2(\Omega)^N}^2
\]  

(2.15)

where \( u = (u_1, \ldots, u_N) \) is in \( H^2(\Omega)^N \) satisfying \( \partial_\nu u(x) = 0 \) for all \( x \in \partial \Omega \).

In the following sections, we prove that \( J_1 \) has a unique minimizer and that minimizer converges to the true solution of \((2.11)\) and \((2.12)\) as the noise level tends to 0. The results for \( J_2 \) can be obtained in the same manner. We introduce some auxiliary results in the next section.

3 A Carleman estimate

Let \( X \) be a number in \((0, 1)\). We denote

\[
\tilde{\Omega} := \{ \tilde{x} = (\tilde{x}_1, \ldots, \tilde{x}_d) : 0 < \tilde{x}_1 + X^{-2} \sum_{i=2}^d \tilde{x}_i^2 < 1 \}.
\]

Then, there exists \( \alpha \in (0, 1/2) \) such that the function

\[
\psi(\tilde{x}) := \tilde{x}_1 + \frac{1}{2X^2} \sum_{i=2}^d \tilde{x}_i^2 + \alpha < 1, \quad \forall \tilde{x} \in \tilde{\Omega}.
\]  

(3.1)

We have the following lemma.

**Lemma 3.1.** There are two positive constants \( \lambda_0 \) and \( \beta_0 \) depending only on \( \alpha \) such that for all \( \lambda > \lambda_0 \) and \( \beta > \beta_0 \), we have

\[
\frac{\lambda \beta}{X^2} e^{2\lambda \psi - \beta} |\nabla \phi|^2 + \lambda^3 \beta^4 \psi^{-2\beta - 2} e^{2\lambda \psi - \beta} |\phi|^2 \leq -\frac{C \lambda \beta}{X^2} e^{2\lambda \psi - \beta} \phi |\Delta \phi|^2 + C \psi^{\beta + 2} e^{2\lambda \psi - \beta} |\Delta \phi|^2 + \text{div} \Phi
\]  

(3.2)

for all function \( \phi \in C^2(\tilde{\Omega}) \) where the vector \( \Phi \) satisfies

\[
|\Phi| \leq C e^{2\lambda \psi - \beta} \left( \frac{\lambda \beta}{X} |\nabla \phi|^2 + \frac{\lambda^3 \beta^3}{X^3} \psi^{-2\beta - 2} |\phi|^2 \right).
\]  

(3.3)

Lemma 3.1 is a direct consequence of [49, Chapter 4, §1, Lemma 3] in which the function \( \phi \) is independent of the time variable. Let \( \bar{R} \) be a positive number such that \( \Omega \subset B(0, \bar{R}) \), where \( B(0, \bar{R}) \) denotes a ball of the center at 0 and the radius \( \bar{R} \). Let \( p \) and \( q \) be two positive numbers such that

\[
p B(0, \bar{R}) + q e_1 \subset \tilde{\Omega},
\]  

(3.4)

where \( e_1 \) is the unit direction vector of \( x_1 \) axis. For any \( x \in \Omega \), we define \( \tilde{x} := px + qe_1 \), then \((3.4)\) yields \( \tilde{x} \in \tilde{\Omega} \). By modifying constant \( C \) in Lemma 3.1 (using \( Cp^2 \) instead of \( C \)) we have that the Lemma 3.1 holds true in domain \( \Omega \). From now on, we apply Lemma 3.1 for all function in the space \( H^2(\Omega) \). The following result plays an important role in our analysis.
Proposition 3.1 (Carleman estimate). There exist \( \lambda_0 > 1 \), \( \beta_0 > 1 \), both of which only depend on \( a \) and \( \alpha \) such that for all \( \lambda > \lambda_0 \) and \( \beta > \beta_0 \), for all \( \phi \in H^2(\Omega) \), we have

\[
\int_\Omega \psi^{\beta + 2} e^{2\lambda \psi - \beta} |\Delta \phi|^2 \geq \int_\Omega Ce^{2\lambda \psi - \beta} \left[ \lambda \beta |\nabla \phi|^2 + \lambda^3 \beta^4 \psi^{-2\beta - 2} |\phi|^2 \right] dx
\]

\[
- C \int_{\partial \Omega} e^{2\lambda \psi - \beta} \left[ \lambda \beta |\nabla \phi|^2 + \lambda^3 \beta^4 \psi^{-2\beta - 2} |\phi|^2 \right] d\sigma
\]

where \( C \) is a generic constant depending only on \( a \), \( d \), \( \Omega \), \( X \) and \( \alpha \).

Proof. Let \( \lambda_0 \) and \( \beta_0 \) be as in Lemma 3.1. Fix \( \lambda > \lambda_0 \) and \( \beta > \beta_0 \). Using the inequality \( ab \leq \lambda \beta \psi^{\beta - 2} a^2 + \psi^{\beta + 2} b^2 / (2\lambda \beta) \), for all \( \phi \in C^2(\Omega) \), we have

\[
- \lambda \beta e^{2\lambda \psi - \beta} \phi \Delta \phi \leq \lambda^2 \beta^2 \psi^{-2\beta - 2} e^{2\lambda \psi - \beta} |\phi|^2 + \frac{1}{2} \psi^{\beta + 2} e^{2\lambda \psi - \beta} |\Delta \phi|^2 \quad \text{in } \Omega.
\]

Combining (3.2) and (3.6), since \( \psi \leq 1 \), we have

\[
\psi^{\beta + 2} e^{2\lambda \psi - \beta} |\Delta \phi|^2 \geq Ce^{2\lambda \psi - \beta} \left[ \lambda \beta |\nabla \phi|^2 + \lambda^3 \beta^4 \psi^{-2\beta - 2} |\phi|^2 - \text{div}(\Phi) \right] \quad \text{in } \Omega
\]

where \( \Phi \) is a vector satisfying (3.3). Integrate (3.7) over \( \Omega \) and apply the divergence theorem. Recalling (3.3), we obtain (3.5). \( \square \)

The Carleman estimate (3.5) plays a key role for us to estimate the error of the solution to the inverse problem assuming that the given data contains noise.

4 The quasi-reversibility method

As mentioned in section 2, we only prove the convergence of the quasi-reversibility method to solve (2.11) with Cauchy boundary data (2.12). In this case, the objective functional \( J_1 \), now named as \( J \), see (2.14), is written as

\[
J(u_1, \ldots, u_N) = \sum_{m=1}^N \int_\Omega |Lu_m - \sum_{n=1}^N s_{mn} u_n|^2 dx
\]

\[
+ \sum_{m=1}^N \int_{\partial \Omega} \left| \partial_\nu u_m - \int_0^T f_1(x, t) \Psi_m(t) dt \right|^2 d\sigma + \epsilon \sum_{m=1}^N \|u_m\|_{H^2(\Omega)}^2
\]

subject to the constraint \( u_1 = \ldots = u_N = 0 \) on \( \partial \Omega \). Let

\[
H_0 = \{ f \in H^2(\Omega)^N : f|_{\partial \Omega} = 0 \}
\]

be a closed subspace of \( H^2(\Omega)^N \). It is clear that \( J \) is strictly convex in \( H_0 \). We now prove that \( J \) is has a unique minimizer in \( H_0 \).

Proposition 4.1. The functional \( J \) has a unique minimizer in \( H_0 \).
Proof. Let
\[ e = \inf \{ J(u) : u = (u_1, \ldots, u_n) \in H_0 \} \geq 0 \]
and \( \{u_i\}_{i \geq 1} \) be a sequence satisfying
\[ \lim_{i \to \infty} J(u_i) = e. \]
Then \( \{u_i\}_{i \geq 1} \) is bounded in \( H_0 \). In fact, by contradiction, assume that \( \{u_i\}_{i \geq 1} \) is unbounded. Then, there exists a subsequence, still named as \( \{u_i\}_{i \geq 1} \), satisfying \( \lim_{i \to \infty} \|u_i\|_{H^2(\Omega)} = \infty \). Hence,
\[ e = \lim_{i \to \infty} J(u_i) \geq \lim_{i \to \infty} \epsilon \|u_i\|^2_{H^2(\Omega)} = \infty, \]
which is impossible. Due to the boundedness of \( \{u_i\}_{i \geq 1} \) in \( H_0 \), there exists a subsequence of \( \{u_i\}_{i \geq 1} \), still named as \( \{u_i\}_{i \geq 1} \), which weakly converges to a function \( u_0 \) in \( H_0 \). That implies \( \{\partial_x u_i\}_{i \geq 1} \) weakly converges to \( \partial_x u_0 \) in \( H^{1/2}(\partial \Omega)^N \), and therefore, \( \{\partial_x u_i\}_{i \geq 1} \) strongly converges to \( \partial_x u_0 \) in \( L^2(\partial \Omega) \) by the compact imbedding of \( H^{1/2}(\partial \Omega) \) into \( L^2(\partial \Omega) \). Furthermore, the fact that \( \{u_i\}_{i \geq 1} \) weakly converges \( u_0 \) in \( H_0 \) implies
\[ \left( L(u_i)_m - \sum_{n=1}^N s_{mn}(u_i)_n \right) \text{weakly converges to} \left( L(u_0)_m - \sum_{n=1}^N s_{mn}(u_0)_n \right) \in L^2(\Omega)^N. \]
As a result,
\[ \sum_{m=1}^N \int_\Omega \left| L(u_0)_m - \sum_{n=1}^N s_{mn}(u_0)_n \right|^2 d\mathbf{x} \leq \limsup_{i \to \infty} \sum_{m=1}^N \int_\Omega \left| L(u_i)_m - \sum_{n=1}^N s_{mn}(u_i)_n \right|^2 d\mathbf{x}. \]
Therefore
\[ J(u_0) \leq \limsup_{i \to \infty} J(u_i) = e. \]
Thus \( u_0 \) is a minimizer of \( J \). The uniqueness of \( u_0 \) is deduced from the strict convexity of \( J \).

Definition 4.1. The unique minimizer, denoted by \( u^{\min} = (u_1^{\min}, \ldots, u_N^{\min}) \), of functional \( J \) is said to be the regularized solution of the problem \( (2.11) - (2.12) \).

We now assume that the measured data contain noise, with a noise level \( \delta \). We next study the convergence of \( u^{\min} \) as noise level \( \delta \) tends to 0. Let denote \( f^\delta_i(x,t) \) the noisy data and \( f_i^* (x, t) \) the corresponding noiseless data, \( x \in \partial \Omega \) and \( t \in [0,T] \). By noise level \( \delta \), we mean
\[ \int_0^T \int_{\partial \Omega} |f^\delta_i(x,t) - f_i^*(x,t)|^2 d\sigma dt < \delta. \]
Since the truncation number \( N \) is a finite number, we can write
\[ \sum_{m=1}^N \int_{\partial \Omega} \left| \int_0^T f^\delta_i(x,t) \Psi_m(t) dt - \int_0^T f_i^*(x,t) \Psi_m(t) dt \right|^2 \leq C \delta, \quad (4.2) \]
where \( C \) is a generic constant depending only on \( N, a, b \) and \( c \). For each \( m \in \{1, \ldots, N\} \), define
\[ f_m^\delta(x) = \int_0^T f_i^*(x,t) \Psi_m(t) dt \quad \text{and} \quad f_m^\delta(x) = \int_0^T f_i^*(x,t) \Psi_m(t) dt, \quad (4.3) \]
for all \( x \in \partial \Omega \). The following theorem guarantees the Lipschitz stability of the reconstructed method with respect to noise.
Theorem 4.1. Let \( \mathbf{u}^\delta_{\text{min}} \in \mathbf{H}_0 \) be the minimizer of the functional
\[
J_\delta(u_1, \ldots, u_N) = \sum_{m=1}^{N} \left[ \int_\Omega |Lu_m - \sum_{n=1}^{N} s_{mn} u_n|^2 dx + \int_{\partial\Omega} |\partial_\nu u_m - \hat{f}_m^\delta|^2 d\sigma \right] + \epsilon \sum_{m=1}^{N} \|u_m\|_{H^2(\Omega)}^2. \tag{4.4}
\]
Assume that the system
\[
\begin{aligned}
Lu_m - \sum_{n=1}^{N} s_{mn} u_n &= 0 \quad \text{in } \Omega, \\
\partial_\nu u_m &= f_m^\delta \quad \text{on } \partial\Omega, \\
u_m &= 0 \quad \text{on } \partial\Omega
\end{aligned}
\tag{4.5}
\]
has the unique solution \( \mathbf{u}^\ast = (u_1^\ast, \ldots, u_N^\ast) \in \mathbf{H}_0 \). Then,
\[
\|\mathbf{u}^\delta_{\text{min}} - \mathbf{u}^\ast\|_{H^1(\Omega)^N}^2 \leq C(\delta^2 + \epsilon\|\mathbf{u}^\ast\|_{H^2(\Omega)^N}^2) \tag{4.6}
\]
where \( C \) is a generic constant depending only on \( N, a, b \) and \( c \). As a result, let \( \mathbf{u}^\text{comp} \) and \( \mathbf{u}^\ast \) be the functions obtained by (2.8) with \( (u_1, \ldots, u_N) \) replaced by \( \mathbf{u}^\delta_{\text{min}} \) and \( \mathbf{u}^\ast \) respectively and let \( p^\text{comp}(\mathbf{x}) \) and \( p^\ast(\mathbf{x}) \) be \( \mathbf{u}^\text{comp}(\mathbf{x}, 0) \) and \( \mathbf{u}^\ast(\mathbf{x}, 0) \) respectively, \( \mathbf{x} \in \Omega \). We have
\[
\|p^\text{comp} - p^\ast\|_{H^1(\Omega)}^2 \leq C(\delta^2 + \epsilon\|\mathbf{u}^\ast\|_{H^2(\Omega)^N}^2). \tag{4.7}
\]
Proof. Due to (2.8), we have
\[
p^\text{comp}(\mathbf{x}) = \sum_{n=1}^{N} u_n^\text{comp}(\mathbf{x})\Psi_n(0) \quad \text{and} \quad p^\ast(\mathbf{x}) = \sum_{n=1}^{N} u_n^\ast(\mathbf{x})\Psi_n(0).
\]
\( \mathbf{x} \in \Omega \). Hence, (4.6) implies (4.7). It is sufficient to prove (4.6). Since \( \mathbf{u}^\delta_{\text{min}} = (u_1, \ldots, u_N) \) is the minimizer of \( J_\delta \), for all \( \mathbf{h} = (h_1, \ldots, h_N) \in \mathbf{H}_0 \),
\[
\sum_{m=1}^{N} \left\langle Lu_m - \sum_{n=1}^{N} s_{mn} u_n, Lh_m - \sum_{n=1}^{N} s_{mn} h_n \right\rangle_{L^2(\Omega)} + \sum_{m=1}^{N} \left\langle \partial_\nu u_m - \hat{f}_m^\delta, \partial_\nu h_m \right\rangle_{L^2(\partial\Omega)} + \epsilon \sum_{m=1}^{N} \langle u_m, h_m \rangle_{H^2(\Omega)} = 0. \tag{4.8}
\]
Since \( \mathbf{u}^\ast = (u_1^\ast, \ldots, u_N^\ast) \) is the true solution to (4.5), for all \( \mathbf{h} = (h_1, \ldots, h_N) \in \mathbf{H}_0 \),
\[
\sum_{m=1}^{N} \left\langle Lu_m^\ast - \sum_{n=1}^{N} s_{mn} u_m^\ast, Lh_m - \sum_{n=1}^{N} s_{mn} h_m \right\rangle_{L^2(\Omega)} + \sum_{m=1}^{N} \left\langle \partial_\nu u_m^\ast - \hat{f}_m^\delta, \partial_\nu h_m \right\rangle_{L^2(\partial\Omega)} + \epsilon \sum_{m=1}^{N} \langle u_m^\ast, h_m \rangle_{H^2(\Omega)} = \epsilon \sum_{m=1}^{N} \langle u_m^\ast, h_m \rangle_{H^2(\Omega)}. \tag{4.9}
\]
Hence, by subtracting (4.8) from (4.9) and setting $h = (h_1, \ldots, h_N) = u^\delta_{\min} - u^*$, we have

$$
\sum_{m=1}^{N} \left\| Lh_m - \sum_{n=1}^{N} s_{mn}h_n \right\|^2_{L^2(\Omega)} + \sum_{m=1}^{N} \langle \partial_\nu h_m - (f^\delta_m - f^*_m), \partial_\nu h_m \rangle_{L^2(\partial\Omega)} + \epsilon \sum_{m=1}^{N} \| h_m \|^2_{H^2(\Omega)} = - \epsilon \sum_{m=1}^{N} \langle u^*_m, h_m \rangle_{H^2(\Omega)}.
$$

Equivalently,

$$
\sum_{m=1}^{N} \left\| \Delta h_m + b \cdot \nabla h_m + ch_m - \sum_{n=1}^{N} s_{mn}h_n \right\|^2_{L^2(\Omega)} + \frac{1}{2} \sum_{m=1}^{N} \left\| \partial_\nu h_m \right\|^2_{L^2(\partial\Omega)} + \epsilon \sum_{m=1}^{N} \| h_m \|^2_{H^2(\partial\Omega)} = \sum_{m=1}^{N} \langle f^\delta_m - f^*_m, \partial_\nu h_m \rangle_{L^2(\partial\Omega)} - \epsilon \sum_{m=1}^{N} \langle u^*_m, h_m \rangle_{H^2(\Omega)}.
$$

Using the inequality $|ab| \leq \frac{a^2}{2} + \frac{b^2}{2}$, we have

$$
\sum_{m=1}^{N} \left\| \Delta h_m + b \cdot \nabla h_m + ch_m - \sum_{n=1}^{N} s_{mn}h_n \right\|^2_{L^2(\Omega)} + \frac{1}{2} \sum_{m=1}^{N} \left\| \partial_\nu h_m \right\|^2_{L^2(\partial\Omega)} + \epsilon \sum_{m=1}^{N} \| h_m \|^2_{H^2(\partial\Omega)} \leq \sum_{m=1}^{N} \langle f^\delta_m - f^*_m, \partial_\nu h_m \rangle_{L^2(\partial\Omega)} + \epsilon \sum_{m=1}^{N} \left\| u^*_m \right\|^2_{H^2(\partial\Omega)}. \quad (4.10)
$$

It follows from (4.2), (4.3) and (4.10) that

$$
\sum_{m=1}^{N} \int_{\Omega} \left| \Delta h_m + b \cdot \nabla h_m + ch_m - \sum_{n=1}^{N} s_{mn}h_n \right|^2 \, dx + \sum_{m=1}^{N} \left\| \partial_\nu h_m \right\|^2_{L^2(\partial\Omega)} \leq C \left( \delta^2 + \epsilon \| u^* \|^2_{H^2(\Omega)} \right) \quad (4.11)
$$

for a constant $C > 0$. It follows from (4.11) that

$$
\sum_{m=1}^{N} \left\| \partial_\nu h_m \right\|^2_{L^2(\partial\Omega)} \leq C \left( \delta^2 + \epsilon \| u^* \|^2_{H^2(\Omega)} \right). \quad (4.12)
$$

Since $h_m = 0$ on $\partial\Omega$, $1 \leq m \leq N$, the tangent derivative of $h_m$ on $\partial\Omega$ is 0. Hence, by (4.12)

$$
\sum_{m=1}^{N} \left\| \nabla h_m \right\|^2_{L^2(\partial\Omega)} \leq C \left( \delta^2 + \epsilon \| u^* \|^2_{H^2(\Omega)} \right). \quad (4.13)
$$

Recall $\lambda_0, \beta_0$ as in Lemma 3.1 and the function $\psi$ as in (3.1). Fix $\beta = \beta_0$. Applying the inequality
\[(a - b)^2 \geq a^2/2 - b^2, \text{ we have for all } \lambda > \lambda_0\]

\[
\sum_{m=1}^{N} \int_{\Omega} \left| \Delta h_m + b \cdot \nabla h_m + ch_m - \sum_{n=1}^{N} s_{mn} h_n \right|^2 \, dx
\]

\[
\geq \min_{x \in \Omega} \left\{ e^{-2\lambda \psi - \beta - \beta^2} \right\} \sum_{m=1}^{N} \int_{\Omega} e^{2\lambda \psi - \beta \psi^2 + \beta - \beta^2} \left| \Delta h_m + b \cdot \nabla h_m + ch_m - \sum_{n=1}^{N} s_{mn} h_n \right|^2 \, dx
\]

\[
\geq \min_{x \in \Omega} \left\{ e^{-2\lambda \psi - \beta - \beta^2} \right\} \left[ \frac{1}{2} \sum_{m=1}^{N} \int_{\Omega} e^{2\lambda \psi - \beta \psi^2 + \beta - \beta^2} \left| \Delta h_m \right|^2 \, dx \right.
\]

\[
- \sum_{m=1}^{N} \int_{\Omega} e^{2\lambda \psi - \beta \psi^2 + \beta - \beta^2} \left| b \cdot \nabla h_m + ch_m - \sum_{n=1}^{N} s_{mn} h_n \right|^2 \, dx \right].
\]

Thus, by (4.11),

\[
\min_{x \in \Omega} \left\{ e^{-2\lambda \psi - \beta - \beta^2} \right\} \left[ \sum_{m=1}^{N} \int_{\Omega} e^{2\lambda \psi - \beta \psi^2 + \beta - \beta^2} \left| \Delta h_m \right|^2 \, dx \right.
\]

\[
- 2 \sum_{m=1}^{N} \int_{\Omega} e^{2\lambda \psi - \beta \psi^2 + \beta - \beta^2} \left| b \cdot \nabla h_m + ch_m - \sum_{n=1}^{N} s_{mn} h_n \right|^2 \, dx \right] \geq C(\delta^2 + \|u^*\|^2_{H^2(\Omega)}).
\]

Applying the Carleman estimate (3.5), we have

\[
\min_{x \in \Omega} \left\{ e^{-2\lambda \psi - \beta - \beta^2} \right\} \left[ C \sum_{m=1}^{N} \int_{\Omega} e^{2\lambda \psi - \beta \psi^2 + \beta - \beta^2} \left| \lambda \nabla h_m \right|^2 + \lambda^3 \beta^2 \left| \psi \right|^2 \left| h_m \right|^2 \, dx \right.
\]

\[
- C \int_{\partial \Omega} e^{2\lambda \psi - \beta \psi^2 + \beta - \beta^2} \left| \lambda \nabla h_m \right|^2 + \lambda^3 \beta^2 \left| \psi \right|^2 \left| h_m \right|^2 \, d\sigma \]

\[
- 2 \sum_{m=1}^{N} \int_{\Omega} e^{2\lambda \psi - \beta \psi^2 + \beta - \beta^2} \left| b \cdot \nabla h_m + ch_m - \sum_{n=1}^{N} s_{mn} h_n \right|^2 \, dx \right] \geq C(\delta^2 + \|u^*\|^2_{H^2(\Omega)}).
\]

Since \(\beta = \beta_0\) fixed, choosing \(\lambda\) sufficiently large, we have

\[
\sum_{m=1}^{N} \int_{\Omega} \left[ \lambda \left| \nabla h_m \right|^2 + \lambda^3 \left| h_m \right|^2 \right] \, dx \leq C \int_{\partial \Omega} \left| \lambda \nabla h_m \right|^2 + \lambda^3 \left| h_m \right|^2 \, d\sigma + C(\delta^2 + \|u^*\|^2_{H^2(\Omega)}) \quad (4.14)
\]

Since \(h = u^* - u^* \in H_0, h_m = 0\) on \(\partial \Omega\). Hence, we obtain (4.6) by using (4.13) and (4.14).

**Remark 4.1.** The conclusion of Theorem 4.1 is similar to some theorems about the quasi-reversibility method we have developed, see e.g. [41, Theorem 5.1] and [42, Theorem 4.1]. The main difference is that in Theorem 4.1, we relax a technical condition that there exists an error vector valued function \(E\), well-defined in the whole \(\Omega\), such that \(\partial \nu E = \nu^* - \nu^*\) and \(\|E\|^2_{H^2(\Omega)} = O(\delta)\).

The analysis for the quasi-reversibility method to solve (2.11) and (2.13) is similar to the arguments above. We do not repeat the proof here.
5 Numerical studies

In this section, we set the dimension \( d = 2 \) and \( \Omega = (-R, R)^2 \) with \( R = 1 \). Define a grid of points on \( \bar{\Omega} \) as
\[
\mathcal{G} = \{(x_i = -R + (i - 1)h_x, y_j = -R + (j - 1)h_y) : 1 \leq i, j \leq N_x\}
\]
where \( h_x = 2R/(N_x - 1) \) with \( N_x = 81 \). We set \( T = 2 \). On \([0, T]\), we also define the uniform partition
\[
\mathcal{T} = \{t_i = (i - 1)h_t : 1 \leq i \leq N_T\}
\]
where \( h_t = T/(N_T - 1) \). In our computation, \( N_T = 201 \). To generate the simulated data, we solve (2.2) with
\[
\begin{cases}
a(x, y) &= 1 + \sin^2(x^2 + y^2), \\
b(x, y) &= (2, 1), \\
c(x, y) &= \cos(x^2 + y^2), \\
e(x, y) &= 0.5[\cos(x^2 + y^2) + \sin(x^2 + y^2)]
\end{cases}
\]
by the finite difference method in the implicit scheme. Let \( u^*(x, t), x \in \mathcal{G} \) and \( t \in \mathcal{T} \), be the obtained numerical solution. We can extract the data \( Bu^*(x, t) \) and \( Fu^*(x, t) \) on \( (\partial\Omega \times [0, T]) \cap (\mathcal{G} \times \mathcal{T}) \). These functions serve as the data without noise. For \( \delta > 0 \), the noisy data are given by
\[
Bu(x, t) = Bu^*(x, t)(1 + \delta \text{rand}(x, t)) \quad \text{and} \quad Fu(x, t) = Fu^*(x, t)(1 + \delta \text{rand}(x, t))
\]
where \text{rand} is the function taking uniformly distributed random numbers in \([-1, 1]\).

5.1 Implementation

We present in details the implementation of Steps 1 and 2 of Algorithm 1 to solve Problem 2.1 while the other steps can be implemented directly. The implementation for Problem 2.2 can be done in the same manner.

Step 7 in Algorithm 1. In our numerical studies, we employ the basis \( \{\Psi_n\}_{n \geq 1} \) that was first introduced by Klibanov in [13]. For each \( n \geq 1 \), we define \( \Phi_n(t) := t^{n-1}e^{t/2} \). The set \( \{\Phi_n : n \geq 1\} \) is complete in \( L^2(0, T) \). We apply the Gram-Schmidt orthonormalization process on this set to obtain the orthonormal basis \( \{\Psi_n\}_{n \geq 1} \) of \( L^2(0, T) \).

Remark 5.1. The basis \( \{\Psi_n\}_{n \geq 1} \) was successfully used very often in our research group to solve a long list of inverse problems including the nonlinear coefficient inverse problems for elliptic equations [50] and parabolic equations [51, 43, 44, 52], and ill-posed inverse source problems for elliptic equations [41] and parabolic equations [42], transport equations [43] and full transfer equations [53]. Another reason for us to employ this basis rather than the well-known basis of the Fourier series is that the first elements of this basis is a constant. Hence, when we plug (2.9) into (2.2), the information of \( u_1(x)\Psi'_n(t) \) will be lost. As a result, the contribution of \( u_1(x) \) in (2.11) is less than the that of the corresponding \( u_1(x) \) obtained by the basis \( \{\Psi_n\}_{n \geq 1} \).

To choose \( N \), we numerically compare \( u^*(x, 0) \) and \( \sum_{n=1}^{N} u_n^*(x)\Psi_n(0) \) for \( x \in \Omega \) where \( u^* \) is the true solution to (2.2) and the source \( p(x) \) is given in Example 1 below. The number \( N \) is chosen such that the error
\[
\left| u^*(x, 0) - \sum_{n=1}^{N} u_n^*(x)\Psi_n(0) \right|
\]
is small enough. We perform this procedure and choose \(N = 35\), see Figure 1. This cut-off number is used for all numerical examples in the paper.

![Figure 1: The function \(|u^*(x, 0) - \sum_{n=1}^{N} u_n^*(x)\Psi_n(0)|, x \in \Omega\) where the function \(u^*\) is the solution to (2.2) and the source is given in Example 2. It is evident that the larger \(N\), the better approximation in (2.8) is.](image)

**Step 4 in Algorithm 4.** In this step, we apply the quasi-reversibility method to solve the system (2.11) with Cauchy data (2.12). That means, we minimize the functional \(J\) defined in (2.14). The finite difference version of \(J\), still called \(J\), is

\[
J(u_1, \ldots, u_N) = h^2 \sum_{m=1}^{N} \sum_{j=2}^{N_x-1} \left| \Delta u_m(x_i, y_j) + b(x_i, y_j) \cdot \nabla u_m(x_i, y_j) + c(x_i, y_j)u_m(x_i, y_j) \right|^2
\]

\[
- \sum_{n=1}^{N} s_{nm} u_n(x_i, y_j) \right|^2 + h^2 \sum_{m=1}^{N} \sum_{j=1}^{N_x} \left( | - \partial_x u_m(x_1, y_j) - f_m(x_1, y_j) |^2 + | \partial_x u_m(x_N, y_j) - f_m(x_N, y_j) |^2 \right)
\]

\[
+ h^2 \sum_{m=1}^{N_x} \sum_{i=2}^{N_x-1} ( | \partial_y u_m(x_i, y_1) - f_m(x_i, y_1) |^2 + | \partial_y u_m(x_i, y_N) - f_m(x_i, y_N) |^2 )
\]

\[
+ h^2 \sum_{m=1}^{N} \sum_{j=1}^{N} \left( | u_m(x_1, y_j) |^2 + | u_m(x_N, y_j) |^2 \right) + h^2 \sum_{m=1}^{N} \sum_{i=2}^{N_x-1} \left( | u_m(x_i, y_1) |^2 + | u_m(x_i, y_N) |^2 \right)
\]

\[
+ ch^2 \sum_{m=1}^{N} \sum_{i=2}^{N_x-1} | u_m(x_i, y_j) |^2 + | \nabla u_m(x_i, y_j) |^2 + | \Delta u_m(x_i, y_j) |^2. \tag{5.1}
\]

Here, instead of imposing the constraint \(u_m = 0\) on \(\partial \Omega\), we add additional term: \(h^2 \sum_{m=1}^{N} \sum_{j=1}^{N_x} ( | u_m(x_1, y_j) |^2 + | u_m(x_N, y_j) |^2 )\) to the right hand side of (5.1). This technique significantly reduces the efforts in the implementation. We now identify the vector value function \((u_1, \ldots, u_N)\) with it “line up” version

\[
u_i = u_m(x_i, y_j) \quad \text{where} \quad i = (i-1)NN_x + (j-1)N + m
\]

for \(1 \leq i, j \leq N_x\) and \(1 \leq m \leq N\). The data \(f\) is also line-up in the same manner.

\[
f_i = f_m(x_i, y_j) \quad \text{where} \quad i = (i-1)NN_x + (j-1)N + m
\]
for \( i \in \{1, N_x\}, 1 \leq j \leq N_x \) or \( 1 \leq i \leq N_x, j \in \{1, N_x\} \). It is not hard to rewrite \( J \) in term of \( u \) as

\[
J(u) = |L u|^2 + |N u - f|^2 + |D u|^2 + \epsilon (|u|^2 + |D_x u|^2 + |u|^2 + |L_1 u|^2)
\]

(5.2)

for some matrices \( L, N, D, D_x, D_y \) and \( L_1 \). The matrix \( L \) is such that

\[
(Lu)_i = h_x^2 \left( \Delta u_m(x_i, y_j) + b(x_i, y_j) \cdot \nabla u_m(x_i, y_j) + c(x_i, y_j) u_m(x_i, y_j) - \sum_{n=1}^{N} s_{mn} u_n(x_i, y_j) \right)
\]

with \( i = (i - 1)N N_x + (j - 1)N + m, 2 \leq i, j \leq N_x - 1 \) and \( 1 \leq m \leq N \). The matrix \( N \) and \( D \) are the matrices such that \( Nu \) and \( Du \) respectively correspond to the Neumann and Dirichlet values of \( u_m(x_i, y_j) \) where \((x_i, y_j)\) is on \( \partial \Omega, 1 \leq m \leq N \). The matrix \( D_x, D_y \) and \( L_1 u \) correspond to \( \partial_x u_m(x_i, y_j), \partial_y u_m(x_i, y_j) \) and \( \Delta u_m(x_i, y_j) \), \( 2 \leq i, j \leq N_x - 1, 1 \leq m \leq N \). The explicit forms of these matrices can be written similarly to [42, Section 5.1]. For the brevity, we do not repeat the details here.

Since \( u \) is the minimizer of \( J \) defined in (5.2), \( u \) satisfies

\[
(L^T L + N^T N + D^T D + \epsilon (Id + D_x^T D_x + D_y^T D_y + L_1^T L_1))u = N^T f
\]

where the superscript \( T \) indicates the transpose of matrices. This linear system can be solve by any linear algebra package. We employ the command “lsqlin” of MATLAB for this purpose. In all following examples, the regularization parameter \( \epsilon \) is chosen to be \( \epsilon = 10^{-12} \).

**Step 3 of Algorithm 4** These steps can be implemented directly since they involve only explicit formulas.

Again, the implementation for solving Problem 2.2 is similar to that for solving Problem 2.1. We do not repeat the full process for this case. For the brevity, we just provide some numerical results.

5.2 Numerical examples

We now perform four numerical examples for both Problem 2.1 and Problem 2.2.

**Example 1.** We consider the true source function given by

\[
p_1^*(x, y) = \begin{cases} 
1 & \text{if } (x - 0.5)^2 + y^2 < 0.3^2, \\
0 & \text{otherwise}.
\end{cases}
\]

The numerical solutions are displayed in Figure 2 which show the accurate reconstructions of the shape and location of the source. The computed values of the source functions for both Problem 2.1 and Problem 2.2 are quite accurate. Regarding to Problem 2.1 in the case \( \delta = 10\% \) the maximal computed value of the source is 0.96115 (relative error 3.9\%) while in the case \( \delta = 100\% \), the maximal computed value of the source is 1.01114 (relative error 1.1\%). Regarding to Problem 2.2 in the case \( \delta = 10\% \) the maximal computed value of the source is 0.99389 (relative error 0.6\%) while in the case \( \delta = 100\% \), the maximal computed value of the source is 0.98797 (relative error 1.2\%).

**Example 2.** We consider a more complicated source function

\[
p_2^*(x, y) = \begin{cases} 
1 & \text{if } (x - 0.5)^2 + y^2 < 0.3^2, \\
2 & \text{if } \max\{|x + 0.5|, |y - 0.5|\} < 0.3^2, \\
0 & \text{otherwise},
\end{cases}
\]

where the support of the source function consists of a disk and a square, see Figure 3(a).
The true source function and the reconstructions of source functions.

Figure 2: Example 1. The true source function and the reconstructions of source functions.

The reconstructions of source \( p_{2}^{*} \) are displayed in Figure 3, which show the accurate reconstructions of the square and the disk. The computed values of the source function are quite accurate. Regarding to Problem 2.1 in the case \( \delta = 10\% \) the maximal computed values of the source in the square and the disk are 1.97386 (relative error 1.3\%) and 0.9608 (relative error 3.9\%) respectively while in the case \( \delta = 100\% \), the corresponding maximal computed values of the source are 2.19941 (relative error 9.9\%) and 1.157 (relative error 15.7\%). Regarding to Problem 2.2 in the case \( \delta = 10\% \), the maximal computed values of the source in the square and the disk are 2.01843 (relative error 0.9\%) and 0.9994 (relative error 0.0\%) while in the case \( \delta = 100\% \), the corresponding maximal computed values of the source are 2.11776 (relative error 5.9\%) and 0.9733 (relative error 2.3\%). We observe that when the noise level is 100\%, the values of the source are well computed while and the reconstructed shapes of the inclusions start to break out.

Example 3. We next test the case where the support of the source has more complicated geometries than the one in Example 2, and the source has both positive and negative values.

\[
p_{3}^{*}(x,t) = \begin{cases} 
3 & \text{if } \max\{2|x-0.5|, |y|\} < 0.7 \text{ and } (x-0.5)^2 + y^2 \geq 0.2^2, \\
-2.5 & \text{if } 7(x+0.6)^2 + (y-0.4)^2 \leq 0.5^2, \\
0 & \text{otherwise.}
\end{cases}
\]

The support of the source involves a rectangle with a void and an ellipse, see Figure 4(a).

The numerical solutions of Example 3 are displayed in Figure 4, which show the accurate reconstructions of the rectangle with the void and the ellipse. The computed values of the source function are quite accurate. Regarding to Problem 2.1 in the case \( \delta = 10\% \) the maximal and minimal computed values of
Example 2. The true source function and the reconstructions.

the source is 3.22793 (relative error 7.6%) and −2.2951 (relative error 8.2%) respectively while in the case δ = 100%, the maximal and minimal computed values of the source are 3.21003 (relative error 7.0%) and −2.4654 (relative error 1.4%) respectively. Regarding to Problem 2.2, in the case δ = 10%, the maximal and minimal computed values of the source are 3.04546 (relative error 1.5%) and −2.5617 (relative error 3.1%) respectively while in the case δ = 100%, the maximal and minimal computed values of the source are 3.15653 (relative error 5.2%) and −2.5978 (relative error 3.9%) respectively. We observe that when the noise level is 100%, the reconstructed values of the source are almost exact and the shapes of the inclusions are still acceptable. However, some artifacts are present.

Example 4. In this example, the true source function \( p^* \) is the characteristic function of the letter \( T \). The numerical solutions of Example 4 are displayed in Figure 5, which show the accurate reconstructions of the letter \( T \). The computed values of the source function are quite accurate. Regarding to Problem 2.1 in the case \( \delta = 10\% \) the maximal computed value of the source are 0.97705 (relative error 2.3%) while in the case \( \delta = 100\% \), the maximal computed value of the source is 0.93572 (relative error 6.4%). Regarding to Problem 2.2 in the case \( \delta = 10\% \), the maximal computed value of the source is 1.00401 (relative error 0.4%) and in the case \( \delta = 100\% \), the maximal computed value of the source is 0.94551 (relative error 5.4%). We observe that when the noise level is 100%, the reconstructed values and the \( T \)-shape of the source meet the expectation.
6 Numerical examples in 1D and the efficiency of the basis \( \{ \Psi_n \}_{n \geq 1} \)

As mention in Remark 5.1, we choose the basis \( \{ \Psi_n \}_{n \geq 1} \) rather than the the “sin and cosine” basis of the well-known Fourier series. To numerically verifying that this choice is important, we compare some 1D numerical solutions to Problem 2.1 obtained by our method with respect to two bases: (1) the “sin and cosine” basis of the popular Fourier expansion and (2) the basis \( \{ \Psi_n \}_{n \geq 1} \). We will show that the numerical results in case (1) do not meet the expectation while the numerical results in case (2) do.

For the simplicity, we drop the damping term \( a u_t \) in the governing equation. The governing model is

\[
\begin{cases}
\mathbf{a}(x) u_{tt}(x, t) & = u_{xx}(x, t) + b(x) u_x(x, t) + c(x) u(x, t) & (x, t) \in (-1, 1) \times [0, T], \\
u_t(x, t) & = 0 & x \in (-1, 1), \\
u(x, 0) & = p(x) & x \in (-1, 1), \\
u(x, t) & = 0 & x \in \{-1, 1\}. 
\end{cases}
\] (6.1)

Here, we choose \( T = 4 \). The aim of Problem 2.1 is to compute the initial condition \( p(x) \) from the measurement of

\[
f_1(\pm 1, t) = u_x(\pm 1, t) & \quad t \in [0, T].
\] (6.2)

We now try the popular Fourier expansion to solve Problem 2.1. Fix a cut-off number \( N = 35 \) (see Section 5.1 for this choice). For each \( x \in (-1, 1) \), we approximate \( u(x, t) \) by the \( N \)-partial sum of its Fourier series

\[
u(x, t) = u_0(x) + \sum_{n=1}^{N} u_n(x) \cos \left( \frac{2\pi n t}{T} \right) + \sum_{n=1}^{N} v_n(x) \sin \left( \frac{2\pi n t}{T} \right)
\] (6.3)
where
\begin{align*}
\begin{cases}
    u_0(x) = \frac{1}{T} \int_0^T u(x,t) dt, \\
    u_n(x) = \frac{2}{T} \int_0^T u(x,t) \cos \left( \frac{2\pi nt}{T} \right) \quad n \geq 1, \\
    v_n(x) = \frac{2}{T} \int_0^T u(x,t) \sin \left( \frac{2\pi nt}{T} \right) \quad n \geq 1,
\end{cases}
\end{align*}

Differentiate (6.3) with respect to $t$, we have

\begin{equation}
    u_{tt}(x,t) = - \sum_{n=1}^{N} \left( \frac{2\pi n}{T} \right)^2 u_n(x) \cos \left( \frac{2\pi nt}{T} \right) - \sum_{n=1}^{N} \left( \frac{2\pi n}{T} \right)^2 v_n(x) \sin \left( \frac{2\pi nt}{T} \right)
\end{equation}

Figure 5: Example 4. The true source function and the reconstructions.
Plugging (6.3) and (6.4) into (6.1) gives

\[-a(x) \sum_{n=1}^{N} \left( \frac{2\pi n}{T} \right)^2 u_n(x) \cos \left( \frac{2\pi nt}{T} \right) + \sum_{n=1}^{N} \left( \frac{2\pi n}{T} \right)^2 v_n(x) \sin \left( \frac{2\pi nt}{T} \right) \]

\[= \left[ u_0''(x) + \sum_{n=1}^{N} u_n''(x) \cos \left( \frac{2\pi nt}{T} \right) \right] + \sum_{n=1}^{N} v_n''(x) \sin \left( \frac{2\pi nt}{T} \right) \]

\[+ b(x) \left[ u_0'(x) + \sum_{n=1}^{N} a_n'(x) \cos \left( \frac{2\pi nt}{T} \right) \right] + \sum_{n=1}^{N} v_n'(x) \sin \left( \frac{2\pi nt}{T} \right) \]

\[+ c(x) \left[ u_0(x) + \sum_{n=1}^{N} u_n(x) \cos \left( \frac{2\pi nt}{T} \right) \right] + \sum_{n=1}^{N} v_n(x) \sin \left( \frac{2\pi nt}{T} \right) \]  

(6.5)

for all \( x \in (-1, 1), t \in [0, T] \). Hence, we have

\[ u_0''(x) + b(x)u_0'(x) + c(x)u_0(x) = 0, \]

\[ u_n''(x) + b(x)u_n'(x) + \left[ \left( \frac{2\pi n}{T} \right)^2 a(x) + c(x) \right] u_n(x) = 0 \quad n \geq 1 \]

\[ v_n''(x) + b(x)v_n'(x) + \left[ \left( \frac{2\pi n}{T} \right)^2 a(x) + c(x) \right] v_n(x) = 0 \quad n \geq 1 \]

(6.6)

for \( x \in (-1, 1) \). The boundary constraints of \( u_0, \{u_n\}_{n \geq 1} \) and \( \{v_n\}_{n \geq 1} \) are

\[ u_0(\pm 1) = u_n(\pm 1) = v_n(\pm 1) = 0 \quad n \geq 1, \]

\[ (u_0)_x(\pm 1) = \frac{1}{T} \int_0^T f_1(\pm 1, t) dt, \]

\[ (u_n)_x(\pm 1) = \frac{2}{T} \int_0^T f_1(\pm 1, t) \cos \left( \frac{2\pi nt}{T} \right) dt \quad n \geq 1, \]

\[ (v_n)_x(\pm 1) = \frac{2}{T} \int_0^T f_1(\pm 1, t) \sin \left( \frac{2\pi nt}{T} \right) dt \quad n \geq 1 \]

(6.7)

We solve (6.6–6.7) for \( u_0, u_n, v_n \) for \( n \geq 1 \). Then, the function initial condition is given by \( u(x, 0) \) where \( u(x, t) \) is given by (6.3). We skip presenting the implementation for this method. The implementation is similar but simpler than the implementation for the 2D case.

In the numerical tests, we set \( a(x) = 1 + \sin^2(x^2), b(x) = \sin(\pi x) \) and \( c(x) = \cos(2\pi x) \) for \( x \in (-1, 1) \). In this section, we perform three (3) tests. The source functions \( p_1, p_2 \) and \( p_3 \) correspond to Test 1, Test 2 and Test 3 are given below:

\[ p_1 = \begin{cases} 
\exp(|x - 0.2|^2/(|x - 0.2|^2 - 0.3^2)) & |x - 0.2| < 0.3, \\
0 & \text{otherwise}.
\end{cases} \]

\[ p_2 = 1 - x^2, \]

\[ p_3 = \sin(\pi x^3) \]

We compute these source functions with noise level 5%. The numerical examples are displayed in Figure 6. It is evident that approximating \( u(x, t) \) with the basis \( \{\Psi_n\}_{n \geq 1} \) provides much better solutions to Problem 2.1 in comparison to approximating \( u(x, t) \) with the popular “sin and cosine” basis.
Figure 6: The true and computed source functions. Row 1 are the results obtained by solving (6.6)–(6.7) and row 2 are the results by the 1D version of Algorithm 1. It is evident that solving Problem 2.1 by using the “sin and cosine” basis is not successful. In contrast, the reconstructions using the basis $\{\Psi_n\}_{n \geq 1}$ are quite accurate.
7 Concluding remarks

In this paper, we introduced a new approach to numerically compute the source function for general hyperbolic equations from the Cauchy boundary data. In the first step, by truncating the Fourier series of the solution to this hyperbolic equation, we derive an approximation model, who solution directly provides the knowledge of the source. We then apply the quasi-reversibility method to solve this system. The convergence of the quasi-reversibility method is rigorously proved. Satisfactory numerical examples illustrates the efficiency of our method.
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