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Abstract

We obtain an upper bound for the Morse index of Willmore spheres $\Sigma \subset S^3$ coming from an immersion of $S^2$. The quantization of Willmore energy shows that there exists an integer $m$ such that $W(\Sigma) = 4\pi m$. Then we show that $\text{Ind}_W(\Sigma) \leq m$. The proof relies on an explicit computation relating the second derivative of $W$ for $\Sigma$ with the Jacobi operator of the minimal surface in $\mathbb{R}^3$ it is the image of by stereographic projection thanks of the fundamental classification of Robert Bryant.
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1 Introduction

1.1 Definitions and statement of main results

The problem of estimating the index of a minimal surface is a rich one, with strong connections with complex analysis and algebraic geometry. In this paper the goal is to study the index of Willmore spheres $S^2 \to S^3$. We first recall a few definitions. Let $(N^n, h)$ a smooth Riemannian manifold, and $\Sigma$ a (possibly non-closed) Riemann surface. For all smooth immersion $\vec{\Psi} : \Sigma \to N^n$, we define the Willmore functional by

$$W_{N^n}(\vec{\Psi}) = \int_{\Sigma} |\vec{H}_g|^2 \, dvol_g$$

if $g = \vec{\Psi}^* h$ is the induced metric on $\Sigma$, and $\vec{H}_g$ is the mean curvature tensor of $\vec{\Psi}(\Sigma)$. Then we can define a conformal Willmore functional by

$$W_{N^n}(\vec{\Psi}) = \int_{\Sigma} \left( |\vec{H}_g|^2 + K_h \right) \, dvol_g$$

if $K_h = K_{N^n}(\vec{\Psi}, T\Sigma)$ is the sectional curvature of the 2-plan $\vec{\Psi}, T\Sigma \subset T N^n$. It is conformal in the sense that if $\varphi : (N^n, h) \to (\tilde{N}^n, \tilde{h})$ is a conformal diffeomorphism, then for all immersion $\vec{\Psi} : \Sigma \to N^n$ of a closed surface $\Sigma$, we have:

$$W_{N^n}(\vec{\Psi}) = W_{\tilde{N}^n}(\varphi \circ \vec{\Psi}).$$

This is due in this general setting by Bang-Yen Chen (see [Che 74], [Che15]). In the case $N^n = S^n$, we have simply

$$W_{S^n}(\vec{\Psi}) = W_{\mathbb{R}^n}(\vec{\Psi}).$$

Furthermore if $p \in S^n$, and $\pi : S^n \setminus \{p\} \to \mathbb{R}^n$ is a stereographic projection such that $p \notin \vec{\Phi}(\Sigma) \subset S^n$, as $\pi$ is conformal, we have

$$W_{S^n}(\vec{\Psi}) = W_{\mathbb{R}^n}(\pi \circ \vec{\Psi}).$$

In $\mathbb{R}^n$, we have obviously

$$W_{\mathbb{R}^n}(\vec{\Psi}) = W_{\mathbb{R}^n}(\vec{\Psi}) = \int_{\Sigma} |\vec{H}_g|^2 \, dvol_g$$

However, if $\varphi : \mathbb{R}^n \cup \{\infty\} \to \mathbb{R}^n \cup \{\infty\}$ is a conformal transformation, we only have in general $W(\varphi \circ \vec{\Psi}) = W(\vec{\Psi})$ in the case where $\varphi^{-1}(\infty) \cap \vec{\Phi}(\Sigma) = \emptyset$. In the special case of $\mathbb{R}^n$, we define a new globally conformal invariant, denoted by $W_{\mathbb{R}^n}$ by abuse of notation, such that

$$W_{\mathbb{R}^n}(\vec{\Psi}) = \int_{\Sigma} (|\vec{H}_g|^2 - K_g) \, dvol_g$$

where $K_g$ is the Gauss curvature of the surface $\vec{\Phi}(\Sigma) \subset \mathbb{R}^n$. As the 2-form $(|\vec{H}_g|^2 - K_g) \, dvol_g$ is invariant by any conformal transformation in $\mathbb{R}^n$ (see [Bla29], [Wil82]), a fortiori $W_{\mathbb{R}^n}$ is conformal invariant. If $\Sigma$ is closed, then by the Gauss-Bonnet theorem, we have

$$\int_{\Sigma} K_g \, dvol_g = 2\pi \chi(\Sigma),$$

where $\chi(\Sigma)$ is the Euler characteristic of $\Sigma$. So $W_{\mathbb{R}^n}$ and $W_{\mathbb{R}^n}$ only differ by a constant in this case. We say that an immersion $\vec{\Psi} : \Sigma \to \mathbb{R}^3$ is a Willmore immersion if it is a critical point of $W$. We will always
assume that Willmore immersions do not have branching points when they are defined from a closed Riemann surface Σ. For a smooth immersion, this is equivalent to

\[ \Delta g H_g + 2H_g (H_g^2 - K_g) = 0. \]

if \( H_g \) is the scalar curvature of \( \tilde{\Phi}(\Sigma) \subset \mathbb{R}^3 \) (see [Riv08] for a weak formulation of this formula and its consequences). This equation goes back to the work of Blaschke ([Bla29]) and Thomsen ([Tho23]). In the special case \( \Sigma = S^2 \), we say that a Willmore immersion is a Willmore sphere. To define the (Morse) index, we first need a definition.

**Definition.** Let \((N^n, h)\) a Riemannian manifold that we suppose isometrically embedded in some euclidean space \( \mathbb{R}^q \). We define

\[ W^{2,2}(\Sigma, N^n) = W^{2,2}(\Sigma, \mathbb{R}^q) \cap \{ \tilde{\Phi} : \tilde{\Phi}(x) \in N^n \text{ and } d\tilde{\Phi}(x) \text{ is injective for a.e. } x \in \Sigma \}. \]

And for all \( \tilde{\Psi} \in W^{2,2}(\Sigma, N^n) \), we define

\[ W^{2,2}_\Psi(\Sigma, TN^n) = W^{2,2}(\Sigma, TN^n) \cap \{ \tilde{w} : \tilde{w}(x) \in T\tilde{\Psi}(x)N^n \text{ for a.e. } x \in \Sigma \}. \]

The index of a critical point \( \tilde{\Psi} \in W^{2,2}_\Psi(\Sigma, N^n) \cap W^{1,\infty}(\Sigma, N^n) \) of the Willmore functional \( W \), noted \( \text{Ind}_{W}(\tilde{\Psi}) \), is defined as the dimension of the subspace of \( W^{2,2}_\Psi(\Sigma, TN^n) \cap W^{1,\infty}(\Sigma, TN^n) \) where the second derivative \( D^2W(\tilde{\Psi}) \) is negative definite. Our main result is the following.

**Theorem 1.1.** Let \( \tilde{\Psi} : S^2 \rightarrow S^3 \) a Willmore sphere, and \( m \in \mathbb{N} \) the integer defined by

\[ m = \frac{1}{4\pi} \mathcal{W}(\tilde{\Psi}) = \frac{1}{4\pi} \int_{S^2} (1 + H_g^2) \, d\text{vol}_g. \]

Then we have

\[ \text{Ind}_{W}(\tilde{\Psi}) \leq m. \] (1.1)

These Willmore spheres are always assumed to be defined globally, i.e. they do not admit branching points. This implies that they are smooth (see [Riv13], [Riv14]). This hypothesis is made in order to apply Bryant’s theorem ([Bry84]).

We conjecture that this bound is linearly correct, thanks of the analogy with the minimal surfaces theory (see [FC85], [Tys87], [EK93], [CM14]). Furthermore, we think that it is possible to improve the bound \( \text{Ind}_{W}(\tilde{\Psi}) \leq m \) if \( \mathcal{W}(\tilde{\Psi}) = 4\pi m \) to the bound \( \text{Ind}_{W}(\tilde{\Psi}) \leq m - 3 \), because the first non-trivial Willmore sphere has energy 16π, so for \( m = 4 \) there should be only one direction to decrease the energy in the class of Willmore non-branched spheres. The non-existence of Willmore spheres with energy 8π and 12π is related to the non-existence of minimal surfaces with genus 0, embedded planar ends and total curvature \(-4\pi \) and \(-8\pi \) (see [Lóp92], [LM99]).

**Acknowledgement.** It is a pleasure to thank my advisor Tristan Rivière for useful discussions and motivation about this problem, which can be seen as a possible step towards the explicit computation of the sphere eversion (see open problems 4 and 7 in [Riv15]).

### 1.2 Organisation of the paper

We will first in section 2 derive the first and second variations of the Willmore functional in a general setting, and in section 3 the first and second variations of the Gauss curvature. We describe shortly the content of section 4, dedicated to the formulas for the index and the proof of main theorem 1.1.

By conformity of \( \mathcal{W} \), the index of a Willmore sphere \( \tilde{\Psi} : S^2 \rightarrow S^3 \) is equal to the index of \( \pi \circ \tilde{\Psi} : S^2 \rightarrow \mathbb{R}^3 \), where \( \pi \) is a stereographic projection whose domain includes the image of \( \tilde{\Psi} \).

Therefore, we fix some Willmore sphere \( \tilde{\Psi} : S^2 \rightarrow \mathbb{R}^3 \). Up to translation, by the theorem of Robert Bryant ([Bry84]), we have \( \tilde{\Phi} = i \circ \tilde{\Psi} \) is a branched minimal surface with finite total curvature and planar...
ends (we refer to section 4 for the definitions), where \( i : \mathbb{R}^3 \to \mathbb{R}^3 \) is the inversion at 0. Therefore, we deduce that if \( \bar{v} \) is a normal variation of \( \bar{\Psi} \), then

\[
D^2 W(\bar{\Psi})[\bar{v}, \bar{v}] = D^2 W(\bar{\Psi})[\bar{v}, \bar{v}] = D^2 W(\bar{\Psi})[\bar{w}, \bar{w}]
\]

where \( \bar{w} = |\bar{\Phi}|^2 \bar{v} \). So the index of \( \bar{\Psi} \) is equal to the index of \( \bar{\Phi} \) for variations of the form \( \bar{w} = |\bar{\Phi}|^2 \bar{v} \).

The latest can be explicitly computed, as for a minimal surface the index quadratic form simplifies significantly. Indeed, we have the following theorem, which is the purpose of section 3.

**Theorem 1.2.** Let \( \Sigma \) a Riemann surface, and \( \bar{\Phi} : \Sigma \to \mathbb{R}^3 \) a smooth minimal immersion. Then for all normal variation \( \bar{w} = \bar{v} \Phi \), we have

\[
D^2 W(\bar{\Psi})[\bar{v}, \bar{w}] = \int_{\Sigma} \left\{ \frac{1}{2} (\Delta g w - 2 K g w)^2 \, dvol_g - d \left( (\Delta g w + 2 K g w) \ast dw - \frac{1}{2} \ast d|dw|^2_g \right) \right\}
\]

So the index of \( \bar{\Psi} \) for \( W \) (or \( \bar{w} \)) is equal to the index of \( \bar{\Phi} \) for \( \bar{w} \) and the special class of variations \( \bar{w} = |\bar{\Phi}|^2 \bar{v} \bar{n} \). The residue term coming from the exact form will actually give all the negative directions, and it can be computed explicitly thanks of the Weierstrass-Enneper parametrisation and the planarity of the ends of the minimal surface \( \Phi(\Sigma) \subset \mathbb{R}^3 \). Indeed, we have the following result.

**Theorem 1.3.** Let \( \Sigma \) a closed Riemann surface and \( \bar{\Phi} : \Sigma \setminus \{p_1, \ldots, p_m\} \to \mathbb{R}^3 \) a minimal immersion with \( m \) embedded planar ends, such that \( \bar{\Psi} = i \circ \bar{\Phi} : \Sigma \to \mathbb{R}^3 \) is a non-branched Willmore immersion. Then for all normal variation \( \bar{v} = \bar{v} \Phi \), we have

\[
D^2 W(\bar{\Psi})[\bar{v}, \bar{v}] = \lim_{R \to 0} \frac{1}{2} \int_{\Sigma_R} (\Delta g w - 2 K g w)^2 \, dvol_g - \frac{1}{2} \sum_{j=1}^{m} \frac{\text{Res}_{p_j} \bar{\Phi}}{R^2} v^2(p_j)
\]

if \( w = |\bar{\Phi}|^2 \bar{v} \), and \( g = \bar{\Phi}^* g_{\mathbb{R}^3} \), and \( \Sigma_R = \Sigma \setminus \bigcup_{j=1}^{m} D_{\frac{R}{2}}(p_j, R) \).

The residue of the minimal immersion \( \bar{\Phi} \) is defined as follows. By the Weierstrass-Enneper parametrisation and the planarity of the ends of \( \Phi \), there exists a meromorphic immersion \( f : \Sigma \to \mathbb{C}^3 \) with at most simple poles at each end \( p_j \in \Sigma \) \((1 \leq j \leq m)\), such that \( \Phi = \text{Re} f \). Therefore we can define if \( f = (f_1, f_2, f_3) \), and \( 1 \leq j \leq m \), the residue vector of \( f \) as

\[
\text{Res}_{p_j} f(z)dz = (\text{Res}_{p_j} f_1(z)dz, \text{Res}_{p_j} f_2(z)dz, \text{Res}_{p_j} f_3(z)dz) \in \mathbb{C}^3 \setminus \{0\}
\]

And the quantity

\[
\text{Res}_{p_j} \bar{\Phi} = |\text{Res}_{p_j} f(z)dz|^2
\]

is a well-defined positive number. The quadratic form \( D^2 W(\bar{\Psi}) \) depends only on \( f \) and can be seen as a special case of a family of Schrödinger operators associated to meromorphic functions. This shows the strong analogy with the index theory for minimal surfaces (see section 4.5 for the general discussion, and the papers of Shiu-Yuen Cheng and Johan Tysk [CT94], Sebastián Montiel and Antonio Ros [MR06] for the links between Schrödinger operators and the index of minimal surfaces).

## 2 First and second variation of Willmore functional

### 2.1 Definitions and notations

Let \((N^n, h)\) a smooth Riemannian manifold, \( \nabla \) its Levi-Civita connection, \( R \) its Riemann tensor curvature, and \( M^m \subset N^n \) an isometrically embedded sub-manifold of \( N^n \). We can define the induced Levi-Civita of \( g \), denoted by \( \nabla = \iota^* \nabla \) (and \( \pi \) the curvature of \( \nabla \)) and characterised by

\[
\nabla X = (\nabla X)^\top = \pi_M(\nabla X)
\]
if $X \in \Gamma(TN)$, and $\pi_M : TN \to TM$ is the orthogonal projection. As a consequence, we have if $X, Y, Z \in TM$,

$$\langle \nabla_X Y, Z \rangle = \langle \nabla_X Y, Z \rangle .$$

Let $\bar{I}$ denote the second fundamental form of $M^m \subset N^n$, the symmetric two-tensor $\bar{I} \in \Gamma((T^*M)^\otimes 2 \otimes (TM)^\perp)$, defined for all $X, Y \in TM$, by

$$\bar{I}(X, Y) = (\nabla_X Y)^\perp = \pi_M^\perp(\nabla_X Y)$$

if $\nabla$ is the Levi-Civita connection on $N$, and $\pi_M^\perp : TN \to (TM)^\perp$ is the orthogonal projection. As $\nabla$ is torsion-free, we have

$$\bar{I}(X, Y) = (\nabla_X Y)^\perp = (\nabla_Y X - [X, Y])^\perp = (\nabla_Y X)^\perp = \bar{I}(Y, X)$$

The main symmetries of the second fundamental form are gathered in the following theorem (see [Pau14]), which we explicitly recall for the convenience of the reader and to fix notations.

**Theorem.**

(i) (Gauss formula) For all $X, Y \in \Gamma(TM)$,

$$\nabla_X Y = \nabla_X Y + \bar{I}(X, Y)$$

(ii) (Gauss equation) For all $X, Y, Z, W \in \Gamma(TM)$,

$$\overline{T}(X, Y, Z, W) = R(X, Y, Z, W) + \left( \bar{I}(Y, Z), \bar{I}(X, W) \right) - \left( \bar{I}(X, Z), \bar{I}(Y, W) \right).$$

(iii) Codazzi-Mainardi identity) For all $X, Y, Z \in \Gamma(TM)$, we have

$$(\nabla_X^\perp \bar{I})(Y, Z) = (\nabla_Y^\perp \bar{I})(X, Z) + (R(X, Y)Z)^\perp.$$ 

In the following, we assume $N$ to be 3-dimensional. Let $\Sigma$ a Riemann surface, and $\bar{\Phi} \in W^{2,2}(\Sigma, N^3)$ a smooth immersion. We restrict ourselves in the following computations to dimension 3 only to simplify the presentation, as we will deal with a local normal unit vector-field inducing locally the second fundamental form, whereas for a $n$-manifold, we need to deal with a $(n-2)$-vector field, adding sums only in computations, and not in final formulas. Let $g = \bar{\Phi}^*h$ the induced metric on $\Sigma$, $(g_{i,j})_{1 \leq i, j \leq 2}$ its local components and $(g^{i,j})_{1 \leq i, j \leq 2}$ the components of the inverse of $g$. We define the mean-curvature tensor field $\bar{H}_g$ of the immersion $\bar{\Phi} : \Sigma \to N^3$ by

$$\bar{H}_g = \frac{1}{2} \sum_{i,j=1}^2 g^{i,j} \bar{I}_{i,j}$$

where for $1 \leq i, j \leq 2$, we define $\bar{I}_{i,j} = \bar{I}(\bar{e}_i, \bar{e}_j) = (\nabla_{\bar{e}_i} \bar{e}_j)^\perp$ if $\nabla$ is the Levi-Civita connection on $(N^3, h)$, $\bar{e}_k = \partial_{\bar{\Phi}} \bar{\Phi}$ for $k = 1, 2$, and $1 : TN^3 \to \bar{\Phi}^*(T\Sigma)^\perp$ is the orthogonal projection.

### 2.2 First variation of $W$

We define for $i = 1, 2$, $\bar{e}_i = \partial_{\bar{\Phi}} \bar{\Phi}$, and we use a conformal local chart where

$$\langle \bar{e}_i, \bar{e}_j \rangle = e^{2\lambda} \delta_{i,j},$$

and we want to compute the first and second variation of $\bar{\Phi} \in W^{2,2}(\Sigma, N^3) \cap W^{1,\infty}(\Sigma, N^3)$. First suppose that $\bar{\Phi} : \Sigma \to N$ is smooth. A variation of $\bar{\Phi}$ if a $C^2$ function $\bar{\Phi}_t \in C^2(I, W^{2,2}(\Sigma, N^3) \cap C^\infty(\Sigma, N^3))$ from an open interval $I$ of $\mathbb{R}$ containing 0, such that $\bar{\Phi}_0 = \bar{\Phi}$. By abuse of notation the variation of $\bar{\Phi}$ is

$$\bar{w} = \left( \frac{d}{dt} \bar{\Phi}_t \right) \bigg|_{t=0}.$$
2.2.1 First variation of the metric

We first compute the variation of the metric, its inverse and the induced volume form.

**Lemma 2.1.** Under the preceding hypotheses, we have for $1 \leq i, j \leq 2$, for all $t \in I$,

\[
\frac{d}{dt} g_{i,j} = \langle \nabla_{\vec{e}_i} \vec{w}, \vec{e}_j \rangle + \langle \nabla_{\vec{e}_j} \vec{w}, \vec{e}_i \rangle, \tag{2.1}
\]

\[
\frac{d}{dt} g^{i,j} = -e^{-4\lambda} \left( \langle \nabla_{\vec{e}_i} \vec{w}, \vec{e}_j \rangle + \langle \nabla_{\vec{e}_j} \vec{w}, \vec{e}_i \rangle \right), \tag{2.2}
\]

\[
\frac{d}{dt} \text{dvol}_g = \left\langle \frac{\text{d} \Phi}{\text{d}t}, \text{d} \vec{w} \right\rangle_g \text{dvol}_g. \tag{2.3}
\]

**Proof.** Fix $1 \leq i, j \leq 2$. Locally, we have $g_{i,j} = \left\langle \partial_x \vec{\Phi}_t, \partial_x \vec{\Phi}_t \right\rangle$. Therefore, the compatibility with the metric gives

\[
\frac{d}{dt} \left\langle \partial_x \vec{\Phi}_t, \partial_x \vec{\Phi}_t \right\rangle = \left\langle \nabla_{\partial_x \vec{w}} \Phi, \partial_x \vec{\Phi}_t \right\rangle + \left\langle \nabla_{\partial_x \vec{w}} \Phi, \partial_x \vec{\Phi}_t \right\rangle = \langle \nabla_{\vec{e}_i} \vec{w}, \vec{e}_j \rangle + \langle \nabla_{\vec{e}_j} \vec{w}, \vec{e}_i \rangle
\]

Then,

\[
\frac{d}{dt} \det g_t = \frac{d}{dt} \left( g_{1,1} g_{2,2} - g_{1,2}^2 \right)
= 2 \left( \langle \nabla_{\vec{e}_1} \vec{w}, \vec{e}_1 \rangle g_{2,2} + \langle \nabla_{\vec{e}_2} \vec{w}, \vec{e}_2 \rangle g_{1,1} - \langle \nabla_{\vec{e}_1} \vec{w}, \vec{e}_2 \rangle \right) g_{1,2}
\]

which gives at $t = 0$

\[
\frac{d}{dt} \det g_t \vert_{t=0} = 2e^{2\lambda} \left( \langle \nabla_{\vec{e}_1} \vec{w}, \vec{e}_1 \rangle + \langle \nabla_{\vec{e}_2} \vec{w}, \vec{e}_2 \rangle \right) = 2e^{4\lambda} \left\langle \frac{\text{d} \Phi}{\text{d}t}, \text{d} \vec{w} \right\rangle_g
\]

and this implies as $\text{dvol}_g = \sqrt{\det g} \text{d}x_1 \wedge \text{d}x_2$ locally that

\[
\frac{d}{dt} \text{dvol}_g \vert_{t=0} = \left\langle \frac{\text{d} \Phi}{\text{d}t}, \text{d} \vec{w} \right\rangle_g \text{dvol}_g
\]

Now, the explicit formula

\[
g^{i,j} = (-1)^{i+j} \frac{g_{i+1,j+1}}{\det g}
\]

gives

\[
\frac{d}{dt} g^{i,j} = (-1)^{i+j} \left( e^{-4\lambda} \left( \langle \nabla_{\vec{e}_{i+1}} \vec{w}, \vec{e}_{j+1} \rangle + \langle \nabla_{\vec{e}_{j+1}} \vec{w}, \vec{e}_{i+1} \rangle \right) - \delta_{i,j} e^{2\lambda} \frac{2e^{2\lambda}(\langle \nabla_{\vec{e}_i} \vec{w}, \vec{e}_i \rangle + \langle \nabla_{\vec{e}_{i+1}} \vec{w}, \vec{e}_{i+1} \rangle)}{e^{8\lambda}} \right)
\]

so if $i = j$, we get

\[
\frac{d}{dt} g^{i,i} = -2e^{-4\lambda} \langle \nabla_{\vec{e}_i} \vec{w}, \vec{e}_i \rangle
\]

and

\[
\frac{d}{dt} g_{1,2} = -e^{-4\lambda} \left( \langle \nabla_{\vec{e}_1} \vec{w}, \vec{e}_2 \rangle + \langle \nabla_{\vec{e}_2} \vec{w}, \vec{e}_1 \rangle \right)
\]

so we deduce that

\[
\frac{d}{dt} g^{i,j} = -e^{-4\lambda} \left( \langle \nabla_{\vec{e}_i} \vec{w}, \vec{e}_j \rangle + \langle \nabla_{\vec{e}_j} \vec{w}, \vec{e}_i \rangle \right).
\]

which concludes the proof of the lemma.
2.2.2 First variation of the second fundamental form

We note that even if we have chosen a local chart where $\Phi$ is conformal, for $t \neq 0$, $\Phi_t$ is not conformal in general, and as we aim as computing second derivative, we must keep track of the exact quantities depending on $t$. Therefore, we introduce the following quantities.

**Definition 2.2.** For all $t \in I$, let

$$e^{2\lambda(t)} = |\partial_{x_1} \Phi_t \wedge \partial_{x_2} \Phi_t|, \quad e^{2\lambda_0(t)} = g_{1,1}(t), \quad \mu(t) = g_{1,2}(t) = \left(\partial_{x_1} \Phi_t, \partial_{x_2} \Phi_t\right)$$

**Lemma 2.3.** Let $\vec{v}_t \in \Gamma(TN^3)$ a time-dependant smooth vector field on $N^3$, and denote $\pi_{\Phi_t}$ the orthogonal projection on $TN^3 \rightarrow \Phi_t^\perp(T\Sigma)$. Then we have

$$\pi_{\Phi_t}(\vec{v}_t) = g_t^{-1} \left(\begin{array}{c} \vec{v}_t, \partial_{x_1} \Phi_t \\ \vec{v}_t, \partial_{x_2} \Phi_t \end{array}\right) (\partial_{x_1} \Phi_t, \partial_{x_2} \Phi_t)$$

where $g_t^{-1}$ is the inverse of the metric $g_t = \Phi_t^\ast h$, viewed as a squared 2-matrix.

**Lemma 2.4.** For all $1 \leq i, j \leq 2$,

$$\nabla_{\vec{v}_t} \frac{\partial}{\partial t} = \left(\nabla_{\vec{v}_t} \vec{v}_j - \nabla_{\Phi_t} (\nabla_{\vec{v}_t} \vec{v}_j) + R(\vec{v}_t, \vec{e}_i) \vec{e}_j\right) \vec{e}_i. \tag{2.4}$$

**Proof.** As $\vec{n}$ is a unit vector, we have $\nabla \frac{\partial}{\partial t} \vec{n} = 0$, as

$$\left(\nabla_{\vec{v}_t} \vec{n}, \vec{n}_t\right) = \left(\nabla_{\vec{v}_t} \vec{n}, \vec{n}_t\right) = 0,$$

and furthermore, by Lemma 2.3,

$$\nabla_{\vec{v}_t} \vec{n}_t = -e^{-4\lambda(t)} \left(\nabla_{\vec{v}_t} \left(\vec{n}, \nabla_{\Phi_t} \vec{n}_t\right) - \mu(t) \left(\vec{n}, \nabla_{\Phi_t} \vec{n}_t\right) \right) \partial_{x_1} \Phi_t$$

$$= -e^{-4\lambda(t)} \left(\mu(t) \left(\vec{n}, \nabla_{\Phi_t} \vec{n}_t\right) + e^{2\lambda_0(t)} \left(\vec{n}, \nabla_{\Phi_t} \vec{n}_t\right) \right) \partial_{x_2} \Phi_t$$

$$= -e^{-4\lambda} \left(e^{2\lambda_2} \langle \vec{n}, \nabla_{\vec{v}_j} \vec{n}_t \rangle - \mu \langle \vec{n}, \nabla_{\vec{v}_j} \vec{n}_t \rangle \right) \vec{e}_i - e^{-4\lambda} \left(-\mu \langle \vec{n}, \nabla_{\vec{v}_j} \vec{n}_t \rangle + e^{2\lambda_1} \langle \vec{n}, \nabla_{\vec{v}_j} \vec{n}_t \rangle \right) \vec{e}_2$$

where $\vec{v}_t = \nabla_{\vec{v}_t} \Phi_t$, dropping the $t$ index on the last line. And, if $\vec{v}_t$ is a smooth vector-field on $N^3$ depending on $t$, then we have

$$\langle \vec{v}_t, \nabla_{\vec{v}_t} \vec{n}_t \rangle = \langle \vec{v}_t, -e^{-4\lambda} \left(e^{2\lambda_2} \langle \vec{n}, \nabla_{\vec{v}_j} \vec{n}_t \rangle - \mu \langle \vec{n}, \nabla_{\vec{v}_j} \vec{n}_t \rangle \right) \vec{e}_i - e^{-4\lambda} \left(-\mu \langle \vec{n}, \nabla_{\vec{v}_j} \vec{n}_t \rangle + e^{2\lambda_1} \langle \vec{n}, \nabla_{\vec{v}_j} \vec{n}_t \rangle \right) \vec{e}_2 \rangle$$

$$= -e^{-4\lambda} \left(e^{2\lambda_2} \langle \vec{n}, \vec{e}_1 \rangle - \mu(t) \langle \vec{n}, \vec{e}_2 \rangle \right) \langle \vec{n}, \nabla_{\vec{v}_j} \vec{n}_t \rangle - e^{-4\lambda} \left(e^{2\lambda_1} \langle \vec{n}, \vec{e}_1 \rangle - \mu(t) \langle \vec{n}, \vec{e}_2 \rangle \right) \langle \vec{n}, \nabla_{\vec{v}_j} \vec{n}_t \rangle$$

so we get

$$\nabla_{\vec{v}_t} \frac{\partial}{\partial t} = \nabla_{\vec{v}_t} \vec{n}_t - \nabla_{\vec{v}_t} \vec{n}_t.$$

Therefore

$$\nabla_{\vec{v}_t} \frac{\partial}{\partial t} = \left(\nabla_{\vec{v}_t} \nabla_{\vec{v}_j} \vec{e}_j, \vec{n}\right) \vec{n} - \left(\vec{n}, \nabla_{\nabla_{\vec{v}_j} \vec{e}_j} \vec{n}\right) \vec{n}$$

and

$$\nabla_{\vec{v}_t} \nabla_{\vec{v}_j} \vec{e}_j = \nabla_{\vec{v}_j} \nabla_{\vec{v}_t} \vec{e}_j + R(\vec{v}_t, \vec{e}_i) \vec{e}_j$$

$$= \nabla_{\vec{v}_j} \nabla_{\vec{v}_t} \vec{e}_j + R(\vec{v}_t, \vec{e}_i) \vec{e}_j$$
implies that
\[
\nabla^\perp_{\bar{\Phi}} \llcorner_{i,j} = \left< \nabla_{\bar{\Phi}} \nabla_{\bar{\Phi}} \bar{w} + R(\bar{w}, \bar{e}_i) \bar{e}_j - \nabla_{(\nabla_{\bar{\Phi}} \bar{e}_j)^\perp} \bar{w}, \bar{n} \right> \bar{n}
\]
\[
= \left< (\nabla_{\bar{\Phi}} \nabla_{\bar{\Phi}} - \nabla_{(\nabla_{\bar{\Phi}} \bar{e}_j)^\perp}) \bar{w} + R(\bar{w}, \bar{e}_i) \bar{e}_j, \bar{n} \right> \bar{n}
\]
\[
= \left< (\nabla_{\bar{\Phi}} \nabla_{\bar{\Phi}} - \nabla_{(\nabla_{\bar{\Phi}} \bar{e}_j)^\perp}) \bar{w} + R(\bar{w}, \bar{e}_i) \bar{e}_j \right> \perp
\]
which concludes the proof of the lemma.

### 2.2.3 First variation of the mean curvature

We deduce from (2.1) and (2.4) that, making the shift of notation \( \bar{e}_i = e^{-\lambda} \partial_{\bar{\Phi}} \bar{\Phi} \) (therefore \((\bar{e}_1, \bar{e}_2)\) is an orthonormal frame for \(\bar{\Phi}\))

\[
\nabla^\perp_{\bar{\Phi}} H_{g_{\bar{\Phi}}} = \frac{1}{2} \sum_{i,j=1}^{2} \left( \frac{d}{dt} g_{i,j} \right) \llcorner_{i,j} + g_{i,j} \left( \nabla^\perp_{\bar{\Phi}} \llcorner_{i,j} \right)
\]
\[
= \frac{1}{2} \sum_{i,j=1}^{2} \left( -\left< \nabla_{\bar{\Phi}} \bar{w}, \bar{e}_j \right> + \left< \nabla_{\bar{\Phi}} \bar{w}, \bar{e}_i \right> \right) \llcorner_{i,j}
\]
\[
+ \frac{1}{2} e^{-2\lambda} \sum_{k=1}^{2} \left( \left< \nabla_{\bar{\Phi}} \bar{w}, \bar{e}_k \right> + \left< \nabla_{\bar{\Phi}} \bar{w}, \bar{e}_k \right> \right) \llcorner_{i,j}
\]
\[
= \frac{1}{2} \left( \Delta_{\bar{g}} \bar{w} + \mathcal{A}_{1}^{\perp}(\bar{w}) \right) - \sum_{i,j=1}^{2} \left( \left< \nabla_{\bar{\Phi}} \bar{w}, \bar{e}_j \right> + \left< \nabla_{\bar{\Phi}} \bar{w}, \bar{e}_i \right> \right) \llcorner_{i,j}
\]

If \(\Delta_{\bar{g}}\) is the normal Laplacian, defined by (see the book of Tobias Colding and William Minicozzi [CM11])

\[
\Delta_{\bar{g}} \bar{w} = \left( \sum_{k=1}^{2} \left< \nabla_{\bar{\Phi}} \bar{w}, \bar{e}_k \right> \right) \llcorner_{i,j}
\]

and

\[
\mathcal{A}_{1}^{\perp}(\bar{w}) = \left( \sum_{k=1}^{2} R(\bar{w}, \bar{e}_k) \bar{e}_k \right)
\]

Therefore, we deduce that

\[
\nabla^\perp_{\bar{\Phi}} H_{g_{\bar{\Phi}}} = \frac{1}{2} \left( \Delta_{\bar{g}} \bar{w} + \mathcal{A}_{1}^{\perp}(\bar{w}) \right)
\]

We note that this formula holds for the minimal regularity assumption i.e. for \(\bar{\Phi} \in W^{2,2}(\Sigma, N^n) \cap W^{1,\infty}(\Sigma, N^3)\). Furthermore, as mentioned in the introduction, it does not depend on the dimension of \(N\), and is actually valid in any dimension. Indeed, in a Riemannian manifold \((N^n, h)\) one simply needs to replace \(\bar{n}\) with a \((n-2)\)-vector inducing the second fundamental form, still denoted by \(\bar{n}\). Then locally, \(\bar{n} = \bar{n}_1 \wedge \cdots \wedge \bar{n}_{n-2}\) where \((\bar{n}_1, \cdots, \bar{n}_{n-2})\) is an orthonormal basis of the normal bundle of \(\bar{\Phi}\). Extending by parallel transport the \(\bar{n}_j\) (1 \(\leq j \leq n-2\)) such that \(\nabla^\perp_{\bar{\Phi}} \bar{n}_j = 0\), the formula (2.3) is still correct and we get immediately the result.

If \(\bar{\Phi}\) is smooth, and \(\bar{w}\) is a normal variation, \(\langle \nabla_{\bar{\Phi}} \bar{w}, \bar{e}_j \rangle = -\langle \bar{w}, \bar{e}_j \rangle \llcorner_{i,j} = -\langle \bar{w}, \bar{\llcorner}_{i,j} \rangle\), so we get

\[
\frac{d}{dt} \int_{\Sigma} H_{g_{\bar{\Phi}}}^{2} dvol = \int_{\Sigma} \left< \Delta_{\bar{g}} \bar{w} + \mathcal{A}_{1}^{\perp}(\bar{w}) + 2 \sum_{i,j=1}^{2} \langle \bar{w}, \bar{\llcorner}_{i,j} \rangle \bar{\llcorner}_{i,j}, \bar{g} \right> dvol_{g}
\]
\[-2 \int_\Sigma |\tilde{H}_g|^2 \langle \tilde{H}_g, \tilde{w} \rangle \, d\text{vol}_g \]
\[= \int_\Sigma \langle \Delta_g^\Sigma \tilde{H}_g - 2|\tilde{H}_g|^2 \tilde{H}_g + 2\mathcal{A}(\tilde{H}_g) + \mathcal{R}_1^\Sigma(\tilde{H}_g), \tilde{w} \rangle \, d\text{vol}_g \]

This gives the classical Willmore equation (see the paper of Joel Weiner [Wei78], and note the different conventions we use here)

\[\Delta_g^\Sigma \tilde{H}_g - 2|\tilde{H}_g|^2 \tilde{H}_g + 2\mathcal{A}(\tilde{H}_g) + \mathcal{R}_1^\Sigma(\tilde{H}_g) = 0. \tag{2.6}\]

which is valid in an arbitrary Riemannian manifold \((N^n, h)\) such that \(\Phi : \Sigma \to N^n\) is an immersion. Here \(\mathcal{A}\) is the Simons’ operation, defined by

\[\mathcal{A}(\tilde{H}_g) = \sum_{i,j=1}^2 \langle \tilde{H}_g, \tilde{\mathcal{I}}(\tilde{e}_i, \tilde{e}_j) \rangle \tilde{\mathcal{I}}(\tilde{e}_i, \tilde{e}_j) \]

if \((\tilde{e}_1, \tilde{e}_2)\) is an orthonormal frame on \(\Phi_*(T\Sigma)\) (we recall the shift of notation \(\tilde{e}_i = e^{-\lambda} \partial_{x_i} \tilde{\Phi}\)). In dimension 3, the equation can sometimes be written in a simpler way if \(\Phi(\Sigma)\) has a trivial normal bundle. Indeed, in this case, we can define up to the sign of a normal vector-field, the scalar mean curvature \(H_g\), defined by

\[\tilde{H}_g = H_g \tilde{n} \]

Then

\[\mathcal{A}(\tilde{H}_g) = |\tilde{I}_g|^2 H_g \tilde{n} \]

and finally,

\[\Delta_g^\Sigma \tilde{H}_g - 2|\tilde{H}_g|^2 \tilde{H}_g + 2\mathcal{A}(\tilde{H}_g) + \mathcal{R}_1^\Sigma(\tilde{H}_g) = \left(\Delta_g H_g - 2H_g^3 + |\tilde{I}_g|^2 H_g + \text{Ric}(\tilde{n}, \tilde{n}) H_g \right) \tilde{n} \]
\[= \left(\Delta_g H_g - 2H_g^3 + (4H_g^2 - 2K_g) H_g + \text{Ric}(\tilde{n}, \tilde{n}) H_g \right) \tilde{n} \]
\[= \left(\Delta_g H_g + 2H_g(H_g^2 - K_g) + \text{Ric}(\tilde{n}, \tilde{n}) H_g \right) \tilde{n} \]

which finally gives

\[\Delta_g H_g + 2H_g(H_g^2 - K_g) + \text{Ric}(\tilde{n}, \tilde{n}) H_g = 0 \tag{2.7}\]

if \(\text{Ric}\) is the Ricci curvature of \((N^3, h)\).

\subsection*{2.3 Second variation of \(W\)}

Let \(\tilde{\Phi} : \Sigma \to N^3\) a smooth critical point of \(W\). Then the second variation of \(W\) is well-defined, and does not depend on the variation \(\tilde{\Phi}_t\) such that

\[\tilde{w} = \frac{d}{dt} \tilde{\Phi}_t \bigg|_{t=0}. \]

Therefore we choose a variation \(\tilde{\Phi}_t\) such that

\[\nabla_{\tilde{\Phi}_t} \frac{d}{dt} \tilde{\Phi}_t = 0. \]

and we abbreviate this expression by abuse of notation as \(\nabla_{\tilde{w}} \tilde{w} = 0.\)
2.3.1 Second variation of the metric

We split the preliminary computation into two lemmas.

Lemma 2.5. Let $1 \leq i, j \leq 2$. We have

\[
\left(\frac{d^2}{dt^2}g_{i,j}\right)_{|t=0} = 2 \left( \nabla_{\bar{e}_i} \bar{w}, \nabla_{\bar{e}_j} \bar{w} \right) - 2 \left( R(\bar{e}_i, \bar{w}) \bar{w}, \bar{e}_j \right),
\]  

(2.8)

\[
\left(\frac{d^2}{dt^2}g^{i,j}\right)_{|t=0} = 2e^{-2\lambda} \left( - \langle \nabla_{\bar{e}_i} \bar{w}, \nabla_{\bar{e}_j} \bar{w} \rangle_g + \langle R(\bar{e}_i, \bar{w}) \bar{w}, \bar{e}_j \rangle_g \right)
\]  

\[
+ 4e^{-2\lambda} \left( \langle \nabla_{\bar{e}_i} \bar{w}, \bar{e}_j \rangle_g + \langle \nabla_{\bar{e}_i} \bar{w}, \bar{e}_j \rangle_g \right) \left( \langle \nabla_{\bar{e}_i} \bar{w}, \bar{e}_j \rangle_g + \langle \nabla_{\bar{e}_2} \bar{w}, \bar{e}_2 \rangle_g \right)
\]  

\[- 2\delta_{i,j}e^{-2\lambda} \left( 4e^{-2\lambda} \left( \langle \nabla_{\bar{e}_i} \bar{w}, \bar{e}_1 \rangle_g \langle \nabla_{\bar{e}_2} \bar{w}, \bar{e}_2 \rangle_g - \left( \langle \nabla_{\bar{e}_1} \bar{w}, \bar{e}_1 \rangle_g + \langle \nabla_{\bar{e}_2} \bar{w}, \bar{e}_2 \rangle_g \right)^2 \right) \right),
\]  

(2.9)

\[
\left(\frac{d^2}{dt^2}\text{dvol}_g\right)_{|t=0} = \left( |d\bar{w}|^2_g - \mathcal{R}_2(\bar{w}, \bar{w}) - 2 \langle \nabla_{\bar{e}_1} \bar{w}, \bar{e}_1 \rangle_g^2 - 2 \langle \nabla_{\bar{e}_2} \bar{w}, \bar{e}_2 \rangle_g^2
\]  

\[- \left( \langle \nabla_{\bar{e}_1} \bar{w}, \bar{e}_2 \rangle_g + \langle \nabla_{\bar{e}_2} \bar{w}, \bar{e}_1 \rangle_g \right)^2 \right) \text{dvol}_g.
\]  

(2.10)

where

\[
\mathcal{R}_2(\bar{w}, \bar{w}) = e^{-2\lambda} \sum_{i=1}^2 \left( R(\bar{e}_i, \bar{w}) \bar{w}, \bar{e}_i \right).
\]

Proof. As $\nabla_{\bar{w}} \bar{w} = 0$, we have

\[
\frac{d^2}{dt^2}g_{i,j} = \langle \nabla_{\bar{w}} \nabla_{\bar{e}_i} \bar{w}, \bar{e}_j \rangle + \langle \nabla_{\bar{e}_i} \nabla_{\bar{w}} \bar{w}, \bar{e}_j \rangle + \langle \nabla_{\bar{w}} \nabla_{\bar{e}_j} \bar{w}, \bar{e}_i \rangle + \langle \nabla_{\bar{e}_j} \nabla_{\bar{w}} \bar{w}, \bar{e}_i \rangle
\]

\[
= \langle R(\bar{w}, \bar{e}_i) \bar{w}, \bar{e}_j \rangle + \langle \nabla_{\bar{e}_i} \nabla_{\bar{w}} \bar{w}, \bar{e}_j \rangle + \langle R(\bar{w}, \bar{e}_j) \bar{w}, \bar{e}_i \rangle + \langle \nabla_{\bar{e}_j} \nabla_{\bar{w}} \bar{w}, \bar{e}_i \rangle
\]

\[
= 2 \langle \nabla_{\bar{e}_i} \bar{w}, \nabla_{\bar{e}_j} \bar{w} \rangle - 2 \langle R(\bar{e}_i, \bar{w}) \bar{w}, \bar{e}_j \rangle.
\]

Then, we compute

\[
\frac{d^2}{dt^2}\det g_t = g''_{1,1}g_{2,2} + 2g'_{1,1}g'_{2,2} + g_{1,1}g''_{2,2} - 2(g'_{1,2})^2
\]

\[
= 2e^{2\lambda} \left( |\nabla_{\bar{e}_1} \bar{w}|^2 + |\nabla_{\bar{e}_2} \bar{w}|^2 - \langle R(\bar{e}_1, \bar{w}) \bar{w}, \bar{e}_2 \rangle - \langle R(\bar{e}_2, \bar{w}) \bar{w}, \bar{e}_1 \rangle \right)
\]

\[
+ 2 \left( 4 \langle \nabla_{\bar{e}_1} \bar{w}, \bar{e}_1 \rangle \langle \nabla_{\bar{e}_2} \bar{w}, \bar{e}_2 \rangle - \langle \nabla_{\bar{e}_1} \bar{w}, \bar{e}_2 \rangle \langle \nabla_{\bar{e}_2} \bar{w}, \bar{e}_1 \rangle \right)^2.
\]

Now,

\[
(-1)^{i+j} \frac{d^2}{dt^2}g^{i,j}_t = e^{-4\lambda} \left( \frac{d^2}{dt^2}g_{i+1,j+1} \right) + 2 \left( \frac{d}{dt}g_{i+1,j+1} \right) \left( -\frac{d^2}{dt^2}g_t \right) + e^{2\lambda} \delta_{i,j} \left( \frac{d^2}{dt^2}g_t \right) + e^{-\lambda} \delta_{i,j} \left( \frac{d^2}{dt^2}g_t \right)
\]

\[
= e^{-4\lambda} \left( 2 \langle \nabla_{\bar{e}_{i+1}} \bar{w}, \nabla_{\bar{e}_{j+1}} \bar{w} \rangle - 2 \langle R(\bar{e}_{i+1}, \bar{w}) \bar{w}, \bar{e}_{j+1} \rangle \right)
\]

\[
+ 2 \left( \langle \nabla_{\bar{e}_{i+1}} \bar{w}, \bar{e}_{j+1} \rangle + \langle \nabla_{\bar{e}_{j+1}} \bar{w}, \bar{e}_{i+1} \rangle \right) \left( -e^{2\lambda} \langle \nabla_{\bar{e}_i} \bar{w}, \bar{e}_1 \rangle + \langle \nabla_{\bar{e}_2} \bar{w}, \bar{e}_2 \rangle \right)
\]

\[
+ e^{2\lambda} \delta_{i,j} \left\{ -e^{-\lambda} \left( 2 \langle \nabla_{\bar{e}_1} \bar{w}, \bar{e}_2 \rangle - \langle R(\bar{e}_1, \bar{w}) \bar{w}, \bar{e}_2 \rangle \right)
\]

\[
+ 2 \left( 4 \langle \nabla_{\bar{e}_1} \bar{w}, \bar{e}_1 \rangle \langle \nabla_{\bar{e}_2} \bar{w}, \bar{e}_2 \rangle - \langle \nabla_{\bar{e}_1} \bar{w}, \bar{e}_2 \rangle \langle \nabla_{\bar{e}_2} \bar{w}, \bar{e}_1 \rangle \right)^2 \right) + 2e^{-12\lambda} \left( 4e^{4\lambda} \langle \nabla_{\bar{e}_1} \bar{w}, \bar{e}_1 \rangle + \langle \nabla_{\bar{e}_2} \bar{w}, \bar{e}_2 \rangle \right)^2 \right) \right).
\]

so for $(i, j) = (1, 2)$, we have

\[
-\frac{d^2}{dt^2}g_{1,2} = 2e^{-4\lambda} \left( \langle \nabla_{\bar{e}_1} \bar{w}, \nabla_{\bar{e}_2} \bar{w} \rangle - \langle R(\bar{e}_1, \bar{w}) \bar{w}, \bar{e}_2 \rangle \right) - 4e^{-6\lambda} \left( \langle \nabla_{\bar{e}_1} \bar{w}, \bar{e}_2 \rangle + \langle \nabla_{\bar{e}_2} \bar{w}, \bar{e}_1 \rangle \right) \left( \langle \nabla_{\bar{e}_1} \bar{w}, \bar{e}_1 \rangle + \langle \nabla_{\bar{e}_2} \bar{w}, \bar{e}_2 \rangle \right)
\]
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and for $i = j$, writing $\nabla_i = e^{-\lambda_1} \nabla_{\varepsilon_i}$,

\[
\frac{d^2}{dt^2} g^{i,i} = 2e^{-4\lambda} \left( |(\nabla_{\varepsilon_{i+1}} \bar{w})|^2 - \langle R(\tilde{c}_{i+1}, \bar{w}) \bar{w}, \tilde{e}_{i+1} \rangle \right) - 8e^{-6\lambda} \left( \langle \nabla_{\varepsilon_{i+1}} \bar{w}, \tilde{e}_1 \rangle \langle \nabla_{\varepsilon_{i+2}} \bar{w}, \tilde{e}_2 \rangle \right) \\
- 2e^{-4\lambda} \left( |(\nabla_{\varepsilon_1} \bar{w})|^2 + |(\nabla_{\varepsilon_2} \bar{w})|^2 - \langle R(\tilde{c}_1, \bar{w}) \bar{w}, \tilde{e}_1 \rangle - \langle R(\tilde{c}_2, \bar{w}) \bar{w}, \tilde{e}_2 \rangle \right) \\
- e^{2\lambda} \left( 4 \langle \nabla_{\varepsilon_i} \bar{w}, \tilde{e}_1 \rangle \langle \nabla_{\varepsilon_{i+1}} \bar{w}, \tilde{e}_2 \rangle \right) - \left( \langle \nabla_{\varepsilon_i} \bar{w}, \tilde{e}_1 \rangle + \langle \nabla_{\varepsilon_{i+1}} \bar{w}, \tilde{e}_2 \rangle \right)^2 \right) + 8e^{-6\lambda} \left( \langle \nabla_{\varepsilon_i} \bar{w}, \tilde{e}_1 \rangle + \langle \nabla_{\varepsilon_{i+1}} \bar{w}, \tilde{e}_2 \rangle \right)^2 \\
- 2e^{-6\lambda} \left( 4 \langle \nabla_{\varepsilon_i} \bar{w}, \tilde{e}_1 \rangle \langle \nabla_{\varepsilon_{i+1}} \bar{w}, \tilde{e}_2 \rangle \right) - \left( \langle \nabla_{\varepsilon_i} \bar{w}, \tilde{e}_1 \rangle + \langle \nabla_{\varepsilon_{i+1}} \bar{w}, \tilde{e}_2 \rangle \right)^2 \right) 
\]

which gives the result by conformity, so

\[
\frac{d^2}{dt^2} g^{i,j} = 2e^{-2\lambda} \left( -\langle \nabla_{\varepsilon_i} \bar{w}, \nabla_{\varepsilon_j} \bar{w} \rangle + \langle R(\tilde{c}_i, \bar{w}) \bar{w}, \tilde{e}_j \rangle \right) + 4e^{-2\lambda} \langle \langle \nabla_{\varepsilon_i} \bar{w}, \tilde{e}_1 \rangle \langle \nabla_{\varepsilon_{i+1}} \bar{w}, \tilde{e}_2 \rangle \rangle \left( \langle \nabla_{\varepsilon_i} \bar{w}, \tilde{e}_1 \rangle + \langle \nabla_{\varepsilon_{i+1}} \bar{w}, \tilde{e}_2 \rangle \right) \\
- 2e^{-2\lambda} \left( 4 \langle \nabla_{\varepsilon_i} \bar{w}, \tilde{e}_1 \rangle \langle \nabla_{\varepsilon_{i+1}} \bar{w}, \tilde{e}_2 \rangle \right) - \left( \langle \nabla_{\varepsilon_i} \bar{w}, \tilde{e}_1 \rangle + \langle \nabla_{\varepsilon_{i+1}} \bar{w}, \tilde{e}_2 \rangle \right)^2 \right) 
\]

which ends the proof of the lemma.

**2.3.2 Second variation of the second fundamental form**

**Lemma 2.6.** We have for $1 \leq i, j \leq 2$

\[
\nabla_{\varepsilon_i}^{\frac{1}{2}} \nabla_{\varepsilon_j}^{\frac{1}{2}} \mathbf{g}_{i,j} = \left( R(\tilde{w}, \tilde{c}_i) \nabla_{\varepsilon_j} \bar{w} + \nabla_{\varepsilon_i} R(\tilde{w}, \tilde{c}_j) \bar{w} + R(\nabla_{\varepsilon_i} \bar{w}, \tilde{e}_j) \bar{w} + R(\tilde{w}, \nabla_{\varepsilon_j} \bar{w}) \bar{w} + R(\bar{w}, \tilde{c}_j) \nabla_{\varepsilon_i} \bar{w} \right) \\
+ \nabla_{\varepsilon_i} R(\tilde{w}, \tilde{c}_j) \bar{w} + R(\tilde{w}, \nabla_{\varepsilon_j} \bar{w}) \bar{w} + R(\tilde{w}, \tilde{c}_i) \nabla_{\varepsilon_i} \bar{w} - \sum_{k=1}^{2} \left( \langle \nabla_{\varepsilon_k} \nabla_{\varepsilon_j} - \nabla_{(\nabla_{\varepsilon_j})^T} \rangle \bar{w} + R(\tilde{w}, \tilde{c}_i) \bar{w} \rangle \nabla_{\varepsilon_k} \bar{w} \right) \right)^{\frac{1}{2}}. 
\]

**Proof.** We first recall that

\[
\nabla_{\varepsilon_i}^{\frac{1}{2}} \nabla_{\varepsilon_j}^{\frac{1}{2}} = \left( \langle \nabla_{\varepsilon_i} \nabla_{\varepsilon_j} - \nabla_{(\nabla_{\varepsilon_j})^T} \rangle \bar{w} + R(\tilde{w}, \tilde{c}_i) \bar{w} \rangle \nabla_{\varepsilon_k} \bar{w} \right)^{\frac{1}{2}}. 
\]

Remembering (2.5), we compute first

\[
\langle \nabla_{\varepsilon_i} \nabla_{\varepsilon_j} \rangle = R(\tilde{w}, \tilde{c}_i) \nabla_{\varepsilon_j} \bar{w} + \nabla_{\varepsilon_i} \left( \nabla_{\varepsilon_j} \bar{w} \right) \\
= R(\tilde{w}, \tilde{c}_i) \nabla_{\varepsilon_j} \bar{w} + \nabla_{\varepsilon_i} \left( R(\tilde{w}, \tilde{c}_j) \bar{w} \right) \\
= R(\tilde{w}, \tilde{c}_i) \nabla_{\varepsilon_j} \bar{w} + \nabla_{\varepsilon_i} \left( R(\tilde{w}, \tilde{c}_j) \bar{w} \right) \\
= R(\tilde{w}, \tilde{c}_i) \nabla_{\varepsilon_j} \bar{w} + \nabla_{\varepsilon_i} \left( R(\tilde{w}, \tilde{c}_j) \bar{w} \right) \\
= R(\tilde{w}, \tilde{c}_i) \nabla_{\varepsilon_j} \bar{w} + \nabla_{\varepsilon_i} \left( R(\tilde{w}, \tilde{c}_j) \bar{w} \right) \\
\]

Then,

\[
\nabla_{\varepsilon_i}^{\frac{1}{2}} \nabla_{(\nabla_{\varepsilon_j})^T} \bar{w} = R(\tilde{w}, (\nabla_{\varepsilon_j})^T) \bar{w} + \nabla_{(\nabla_{\varepsilon_j})^T} \bar{w} + \nabla_{(\nabla_{\varepsilon_j})^T} \bar{w} \\
= R(\tilde{w}, (\nabla_{\varepsilon_j})^T) \bar{w} 
\]

as at $t = 0$,

\[
\left[ (\nabla_{\varepsilon_j})^T, \bar{w} \right] = \langle \langle \nabla_{\varepsilon_j} \tilde{c}_1, \tilde{c}_2 \rangle \tilde{c}_1 + \langle \nabla_{\varepsilon_j} \tilde{c}_2, \tilde{c}_1 \rangle \tilde{c}_2, \bar{w} \rangle \\
= \langle \langle \nabla_{\varepsilon_j} \tilde{c}_1 \rangle \tilde{c}_1 + \langle \nabla_{\varepsilon_j} \tilde{c}_2 \rangle \tilde{c}_2, \bar{w} \rangle + \left( d(\langle \nabla_{\varepsilon_j} \rangle, e_1) \cdot \tilde{c}_1 + d(\langle \nabla_{\varepsilon_j} \rangle, e_2) \cdot \tilde{c}_2 \right) \bar{w} \\
= \left( d(\langle \nabla_{\varepsilon_j} \rangle, e_1) \cdot \tilde{c}_1 + d(\langle \nabla_{\varepsilon_j} \rangle, e_2) \cdot \tilde{c}_2 \right) \bar{w} \\
\]

so

\[
\nabla_{(\nabla_{\varepsilon_j})^T, \bar{w}} = \left( d(\langle \nabla_{\varepsilon_j} \rangle, e_1) \cdot \tilde{c}_1 + d(\langle \nabla_{\varepsilon_j} \rangle, e_2) \cdot \tilde{c}_2 \right) \bar{w} = 0. 
\]
and
\[
\left( \nabla_{\bar{w}} \left( (\nabla_{\bar{w}} \nabla_{\bar{e}_i} - \nabla_{(\nabla_{\bar{e}_i})^\top}) \bar{w} \right) \right) \cdot = \left( R(\bar{w}, \bar{e}_i) \nabla_{\bar{w}} \bar{w} + \nabla_{\bar{w}} R(\bar{w}, \bar{e}_i) \bar{w} + R(\nabla_{\bar{w}} \bar{w}, \bar{e}_i) \bar{w} \right) \bar{w}
\]
\[+ R(\bar{w}, \bar{w}) \nabla_{\bar{w}} \bar{w} + R(\bar{w}, \bar{e}_i) \nabla_{\bar{e}_i} \bar{w} \right) \cdot
d\]
while
\[
\nabla_{\bar{w}} R(\bar{w}, \bar{e}_i) \bar{e}_j = \nabla_{\bar{w}} R(\bar{w}, \bar{e}_i) \bar{e}_j + R(\bar{w}, \nabla_{\bar{e}_i} \bar{w} \nabla_{\bar{e}_j} \bar{w} + R(\bar{w}, \bar{e}_i) \nabla_{\bar{e}_j} \bar{w}
\]
so we get finally
\[
\nabla_{\bar{w}} R(\bar{w}, \bar{e}_i) \bar{e}_j + R(\bar{w}, \nabla_{\bar{e}_i} \bar{w} \nabla_{\bar{e}_j} \bar{w} - \sum_{k=1}^2 \left( (\nabla_{\bar{w}} \nabla_{\bar{e}_i} - \nabla_{(\nabla_{\bar{e}_i})^\top}) \bar{w} + R(\bar{w}, \bar{e}_i) \bar{e}_j, \bar{e}_k \right) \nabla_{\bar{e}_k} \bar{w} \right) \cdot
d\]
which concludes the proof.

2.3.3 Second variation of the mean curvature

Now, making as earlier the shift of notation \( \bar{e}_i = e^{-\lambda} \partial_{\bar{e}_i} \bar{\Phi} \),
\[
2 \nabla_{\bar{w}} \nabla_{\bar{w}} \tilde{H}_g = \sum_{i,j=1}^2 \left( \frac{d^2}{dt^2} g^{i,j} \right) \tilde{I}_{i,j} + 2 \left( \frac{d}{dt} \tilde{I}_{i,j} \right) \left( \nabla_{\bar{w}} \tilde{I}_{i,j} \right) + \delta_{i,j} e^{-2\lambda} \nabla_{\bar{w}} \tilde{I}_{i,j}
\]
\[
= \sum_{i,j=1}^2 \left\{ \left( 2 \left( \nabla_{\bar{w}} \nabla_{\bar{e}_i} \bar{w} + \nabla_{\bar{e}_i} R(\bar{w}, \bar{e}_j) \bar{w} + R(\nabla_{\bar{e}_i} \bar{w}, \bar{e}_j) \bar{w} + R(\bar{w}, \bar{w}) \nabla_{\bar{e}_j} \bar{w} \right) \right) \tilde{I}(\bar{e}_i, \bar{e}_j)
\right.
\]
\[+ 4 \left( \left( (\nabla_{\bar{w}} \nabla_{\bar{e}_i} \bar{w} + \nabla_{\bar{e}_i} R(\bar{w}, \bar{e}_j) \bar{w} + R(\nabla_{\bar{e}_i} \bar{w}, \bar{e}_j) \bar{w} + R(\bar{w}, \bar{w}) \nabla_{\bar{e}_j} \bar{w} \right) \right) \tilde{I}(\bar{e}_i, \bar{e}_j)
\left. - 2 \left( \left( (\nabla_{\bar{w}} \nabla_{\bar{e}_i} \bar{w} + \nabla_{\bar{e}_i} R(\bar{w}, \bar{e}_j) \bar{w} + R(\nabla_{\bar{e}_i} \bar{w}, \bar{e}_j) \bar{w} + R(\bar{w}, \bar{w}) \nabla_{\bar{e}_j} \bar{w} \right) \right) \cdot \right)
\]
\[\left. - \sum_{i=1}^2 \left( 2 \left( \nabla_{\bar{w}} \nabla_{\bar{e}_i} \bar{w} + \nabla_{\bar{e}_i} R(\bar{w}, \bar{e}_i) \bar{w} + R(\nabla_{\bar{e}_i} \bar{w}, \bar{e}_i) \bar{w} + R(\bar{w}, \bar{w}) \nabla_{\bar{e}_i} \bar{w} \right) \right) \tilde{I}(\bar{e}_i, \bar{e}_j)
\right.
\[+ \sum_{i=1}^2 \left( \left( (\nabla_{\bar{w}} \nabla_{\bar{e}_i} \bar{w} + \nabla_{\bar{e}_i} R(\bar{w}, \bar{e}_i) \bar{w} + R(\nabla_{\bar{e}_i} \bar{w}, \bar{e}_i) \bar{w} + R(\bar{w}, \bar{w}) \nabla_{\bar{e}_i} \bar{w} \right) \right) \tilde{I}(\bar{e}_i, \bar{e}_j)
\]
\[\left. + \right. \sum_{i=1}^2 \left( \left( (\nabla_{\bar{w}} \nabla_{\bar{e}_i} \bar{w} + \nabla_{\bar{e}_i} R(\bar{w}, \bar{e}_i) \bar{w} + R(\nabla_{\bar{e}_i} \bar{w}, \bar{e}_i) \bar{w} + R(\bar{w}, \bar{w}) \nabla_{\bar{e}_i} \bar{w} \right) \right) \cdot \right)
\]
Then
\[
\frac{d^2}{dt^2} |\tilde{H}_g|^2 = 2 \left( \nabla_{\bar{w}} \nabla_{\bar{w}} \tilde{H}_g, H_g \right) + 2 \left| \nabla_{\bar{w}} \tilde{H}_g \right|^2
\]
and
\[
\frac{d^2}{dt^2} \int \Sigma |H_{g_i}|^2 d\text{vol}_{g_i} = \int \Sigma \left( 2 \left( \nabla_{\bar{w}} \nabla_{\bar{w}} \tilde{H}_g, H_g \right) + 2 \left| \nabla_{\bar{w}} \tilde{H}_g \right|^2 \right) d\text{vol}_g
\]
\[+ 4 \int \Sigma \left( \nabla_{\bar{w}} \tilde{H}_g, \tilde{H}_g \right) \left( \frac{d}{dt} d\text{vol}_g \right) + \int \Sigma |\tilde{H}_g|^2 \left( \frac{d^2}{dt^2} d\text{vol}_g \right) .
\]
As
\[
\nabla_{\bar{w}} \tilde{H}_g = \frac{1}{2} \left( \Delta^\tilde{g} \bar{w} + \bar{\Delta}^\tilde{g} (\bar{w}) - \sum_{i,j=1}^2 \left( (\nabla_{\bar{e}_i} \bar{w}, \bar{e}_j) + (\nabla_{\bar{e}_i} \bar{w}, \bar{e}_i) \right) \tilde{I}_{i,j} \right)
\]
we get

\[ D^2W(\tilde{\Phi})[\bar{w}, \bar{w}] = \int_{\Sigma} \left\{ \sum_{i,j=1}^{2} \left( (\langle \nabla_{\vec{e}_i} \bar{w}, \nabla_{\vec{e}_j} \bar{w} \rangle + \langle R(\bar{e}_i, \bar{w}) \bar{w}, \bar{e}_j \rangle) \bar{I}(\bar{e}_i, \bar{e}_j) \right) \right\} \]

\[ + 4 \left( (\nabla_{\vec{e}_i} \bar{w}, \bar{e}_j) + \langle \nabla_{\vec{e}_j} \bar{w}, \bar{e}_i \rangle \right) \left( (\langle \nabla_{\vec{e}_i} \bar{w}, \bar{e}_j \rangle + \langle \nabla_{\vec{e}_j} \bar{w}, \bar{e}_i \rangle) \bar{I}(\bar{e}_i, \bar{e}_j) \right) \]

\[ - 2 \left( (\nabla_{\vec{e}_i} \bar{w}, \bar{e}_j) + \langle \nabla_{\vec{e}_j} \bar{w}, \bar{e}_i \rangle \right) \left( (\langle \nabla_{\vec{e}_i} \bar{w}, \bar{e}_j \rangle - \langle \nabla_{(\vec{e}_i, \vec{e}_j)} \bar{w}, \bar{R}(\bar{e}_i, \bar{w}) \bar{e}_j \rangle) \right) \bar{I}(\bar{e}_i, \bar{e}_j) \]

\[- \sum_{i=1}^{2} 2 \left( 4 (\nabla_{\vec{e}_i} \bar{w}, \bar{e}_1) (\nabla_{\vec{e}_2} \bar{w}, \bar{e}_2) - \langle \nabla_{\vec{e}_i} \bar{w}, \bar{e}_2 \rangle^2 \right) \bar{I}(\bar{e}_i, \bar{e}_j) \]

\[ + 2 \sum_{i=1}^{2} \left( R(\bar{w}, \bar{e}_i) \nabla_{\vec{e}_i} \bar{w} + \nabla_{\vec{e}_i} R(\bar{w}, \bar{e}_i) \bar{w} + R(\bar{w}, \bar{e}_i) \bar{w} + R(\bar{w}, \bar{e}_i) \nabla_{\vec{e}_i} \bar{w} \right) \]

\[ - \sum_{k=1}^{2} \left( \langle \nabla_{\vec{e}_i} \nabla_{\vec{e}_k} - \langle (\nabla_{\vec{e}_i} \bar{w}, \bar{e}_k) \rangle \bar{w} + \langle R(\bar{e}_i, \bar{w}) \bar{e}_k \rangle \nabla_{\vec{e}_k} \bar{w} \rangle \bar{I}(\bar{e}_i, \bar{e}_j) \right) \]

\[ + \frac{1}{2} \int_{\Sigma} \left| \Delta^{\parallel}_{\bar{w}} + \mathcal{A}_{\bar{w}}^{\parallel} (\bar{w}) - \sum_{i,j=1}^{2} \left( (\langle \nabla_{\vec{e}_i} \bar{w}, \bar{e}_j \rangle + \langle \nabla_{\vec{e}_j} \bar{w}, \bar{e}_i \rangle) \bar{I}(\bar{e}_i, \bar{e}_j) \right) \right|^2 d\text{vol}_g \]

\[ + 2 \int_{\Sigma} \left| \Delta^{\parallel}_{\bar{w}} + \mathcal{A}_{\bar{w}}^{\parallel} (\bar{w}) - \sum_{i,j=1}^{2} \left( \langle \nabla_{\vec{e}_i} \bar{w}, \bar{e}_j \rangle + \langle \nabla_{\vec{e}_j} \bar{w}, \bar{e}_i \rangle \right) \bar{I}(\bar{e}_i, \bar{e}_j) \right| \nabla_{\bar{w}} d\tilde{\Phi} d\text{vol}_g \]

\[ + \int_{\Sigma} |\bar{H}_g|^2 \left( \langle \nabla \bar{w} \rangle^2 - \mathcal{A}_2(\bar{w}, \bar{w}) - 2 \langle \nabla_{\vec{e}_i} \bar{w}, \bar{e}_1 \rangle^2 - 2 \langle \nabla_{\vec{e}_j} \bar{w}, \bar{e}_2 \rangle^2 - \langle (\nabla_{\vec{e}_i} \bar{w}, \bar{e}_2) + (\nabla_{\vec{e}_2} \bar{w}, \bar{e}_i) \rangle^2 \right) d\text{vol}_g \]

(2.11)

where

\[ \mathcal{A}_{\bar{w}}^{\parallel} = \left( \sum_{i=1}^{2} R(\bar{w}, \bar{e}_i) \bar{e}_i \right) \quad, \quad \mathcal{A}_2(\bar{w}, \bar{w}) = \sum_{i=1}^{2} \langle R(\bar{e}_i, \bar{w}) \bar{w}, \bar{e}_i \rangle \]

We remark that this formula makes sense for \( \bar{\Phi} \in W^{2,2}(\Sigma, N^3) \cap W^{1,\infty}(\Sigma, N^3) \), and \( \bar{w} \in W^{2,2}(\Sigma, TN^3) \cap W^{1,\infty}(\Sigma, TN^3) \). This formula does not use the fact the \( N \) is 3-dimensional, and as mentioned above, it remains valid in every \( C^4 \) Riemannian manifold \( (N^n, h) \) (this regularity is necessary, as \( \nabla R \) is only continuous in a \( C^0 \) manifold).

In particular, for a minimal surface the equation takes the form

\[ D^2W(\tilde{\Phi})[\bar{n}, \bar{n}] = \frac{1}{2} \int_{\Sigma} \left| \Delta^{\parallel}_{\bar{n}} + \mathcal{A}_{\bar{w}}^{\parallel} (\bar{n}) - \sum_{i,j=1}^{2} \left( (\langle \nabla_{\vec{e}_i} \bar{w}, \bar{e}_j \rangle + \langle \nabla_{\vec{e}_j} \bar{w}, \bar{e}_i \rangle) \bar{I}(\bar{e}_i, \bar{e}_j) \right) \right|^2 d\text{vol}_g \]

and this shows the obvious fact that a minimal surface, which is an absolute minimiser of the Willmore functional, is stable. For a normal variation, \( i.e. \) such that \( \bar{w} = \pi_{\bar{n}}(\bar{w}) \), we have

\[ \langle \nabla_{\vec{e}_i} \bar{w}, \bar{e}_j \rangle = - \langle \bar{w}, \nabla_{\vec{e}_j} \bar{e}_i \rangle = - \bar{w}(\bar{I}(\bar{e}_i, \bar{e}_j)) \]

so

\[ D^2W(\tilde{\Phi})[\bar{w}, \bar{w}] = \frac{1}{2} \int_{\Sigma} \left| \Delta^{\parallel}_{\bar{w}} + \mathcal{A}_{\bar{w}}^{\parallel} (\bar{w}) + 2 \mathcal{A}(\bar{w}) \right|^2 d\text{vol}_g \]

where \( \mathcal{A} \) is Simon’s operator, defined by

\[ \mathcal{A}(\bar{w}) = \sum_{i,j=1}^{2} \left( \bar{w}(\bar{I}(\bar{e}_i, \bar{e}_j)) \right) \bar{I}(\bar{e}_i, \bar{e}_j). \]
In the case of a surface with trivial normal bundle, this equation gets even simpler, as there exists \( w \in W^{2,2}(\Sigma, \mathbb{R}) \), such that \( \overline{w} = w\overline{n} \), and

\[
D^2W(\Phi)[\overline{w}, \overline{w}] = \frac{1}{2} \int_{\Sigma} \left( \Delta_g w + (|\overline{w}|^2 + \text{Ric}_{N^3}(\overline{n}, \overline{n}))w \right)^2 \text{dvol}_g.
\] (2.12)

Indeed, if \( \nabla = \Phi^*\nabla \) is the tangent connection defined on \( \Sigma \), then we define the second order operator \( \nabla^2_{i,j} \) (see [Fed69], 5.4.12 for example), acting on smooth function on \( \Sigma \), such that

\[
\nabla^2_{i,j} = \nabla_{\overline{\partial}_i} \nabla_{\overline{\partial}_j} - \nabla_{\overline{\partial}_i \overline{\partial}_j}.
\]

If \( f \in C^2(\Sigma) \), then we get the following expression for the laplacian \( \Delta_g \) on \( \Sigma \)

\[
\Delta_g f = \text{Tr} \nabla^2 f = \sum_{i=1}^2 \nabla^2_{i,i} f.
\]

We deduce that for a normal variation \( \overline{w} = w\overline{n} \), as \( \nabla_{\overline{e}_i} \overline{e}_j \) have as \( \overline{n} \) is a unit vector-field,

\[
\left( \left( \nabla_{\overline{e}_i} \overline{e}_j - \nabla_{(\nabla_{\overline{e}_i} \overline{e}_j)^T} \right) \overline{w} \right) = \left( \nabla^2_{i,j} \right) \overline{w} + w \langle \nabla_{\overline{e}_i} \overline{e}_j, \overline{n} \rangle \overline{n} = \left( \nabla^2_{i,j} \right) \overline{w} - w \langle \nabla_{\overline{e}_i} \overline{n}, \overline{e}_j \rangle \overline{n} = \left( \nabla^2_{i,j} \overline{w} - w e^{-4\lambda} \left( 3_{i,1} 3_{i,1} + 3_{i,2} 3_{i,2} \right) \overline{n} \right)
\]

so

\[
\Delta_g \overline{w} = (\Delta_g w + \overline{w}^2 |\overline{g}|^2) \overline{n}
\]

while

\[
\mathcal{R}_2(\overline{w}, \overline{w}) = w^2 \sum_{i=1}^2 \langle R(\overline{e}_i, \overline{n})\overline{n}, \overline{e}_i \rangle = w^2 \text{Ric}_{N^3}(\overline{n}, \overline{n})
\]

So we also have

\[
\frac{d^2}{dt^2} \text{dvol}_g = \left( |\overline{w}|^2 + \overline{w}^2 |\overline{g}|^2 - w^2 \text{Ric}_{N^3}(\overline{n}, \overline{n}) \right) \text{dvol}_g
\]  

\[
= \left( |\overline{w}|^2 - (|\overline{g}|^2 + \text{Ric}_{N^3}(\overline{n}, \overline{n})) \right) w^2 \right \} \text{dvol}_g.
\]  

(2.13)

If \( A \) the area functional. Then by (2.13), if \( \Phi \) is a minimal surface,

\[
D^2A(\Phi)[\overline{w}, \overline{w}] = \int_{\Sigma} \left( |\overline{w}|^2 - (|\overline{g}|^2 + \text{Ric}_{N^3}(\overline{n}, \overline{n})) \right) w^2 \right \} \text{dvol}_g
\]

\[
= - \int_{\Sigma} w \left( \Delta_g w + (|\overline{g}|^2 + \text{Ric}_{N^3}(\overline{n}, \overline{n})) \right) \text{dvol}_g = - \int_{\Sigma} w L_g w \text{dvol}_g
\]

so we have for a minimal surface \( \Phi \), if \( L_g \) is the Jacobi operator of \( \Phi \),

\[
D^2W(\Phi)[\overline{w}, \overline{w}] = \frac{1}{2} \int_{\Sigma} (L_g w)^2 \text{dvol}_g.
\]

An other interesting case is the second variation of the conformal Willmore \( \mathcal{W} = \mathcal{W}_{S^3} \) for a minimal surface in \( S^3 \), already present in the paper of Joel Weiner ([Wei78]) presenting first the Euler-Lagrange equation of Willmore functional in arbitrary Riemannian manifolds. If \( \Phi : \Sigma \to S^3 \) is a minimal surface, then

\[
D^2\mathcal{W}(\Phi)[\overline{w}, \overline{w}] = D^2A(\Phi)[\overline{w}, \overline{w}] + D^2W(\Phi)[\overline{w}, \overline{w}]
\]
\[ \int_{\Sigma} \left| dw \right|^2_g - \left( \mid \overrightarrow{I}_g \mid^2 + \text{Ric}_{S^3}(\overrightarrow{n}, \overrightarrow{n}) \right) w^2 d\text{vol}_g + \frac{1}{2} \left( \Delta_g w + \left( \mid \overrightarrow{I}_g \mid^2 + \text{Ric}_{S^3}(\overrightarrow{n}, \overrightarrow{n}) \right) w \right)^2 d\text{vol}_g \]

\[ = - \int_{\Sigma} w \left( \Delta_g w + \left( \mid \overrightarrow{I}_g \mid^2 + 2 \right) w \right) d\text{vol}_g + \frac{1}{2} \left( \Delta_g w + \left( \mid \overrightarrow{I}_g \mid^2 + 2 \right) w \right)^2 d\text{vol}_g \]

\[ = \frac{1}{2} \int_{\Sigma} \left( \Delta_g w + \left( \mid \overrightarrow{I}_g \mid^2 + 2 \right) w \right) \left( \Delta_g w + \mid \overrightarrow{I}_g \mid^2 w \right) d\text{vol}_g \]

\[ = \frac{1}{2} \int_{\Sigma} w \left( L_g \circ (L_g - 2) w \right) d\text{vol}_g \quad \text{(2.14)} \]

so the index of a minimal surface in $S^3$ is equal to the (finite) number of negative eigenvalues of the strongly elliptic operator $L_g \circ (L_g - 2)$. Therefore if $\lambda$ is a positive eigenvalue of $L_g$, $E_{\lambda}$ the eigenspace associated to $\lambda$ we define by

\[ \dim E_{\lambda} \]

the dimension of the eigenspace. Therefore, we deduce that

\[ \text{Ind}_W(\overline{\Phi}) = \sum_{0 < \lambda < 2} \dim E_{\lambda} \quad \text{(2.15)} \]

which was already contained in the paper of Joel Weiner [Wei78] (note the different sign convention which we use here).

### 3 First and second variation of Gauss curvature

In this section, we compute the first and second variation of the Gauss curvature. This may seem at first useless according to the Gauss-Bonnet theorem, as for every closed surface $\Sigma$, for all smooth metric $g$ on $\Sigma$ we have

\[ \int_{\Sigma} K_g d\text{vol}_g = 2\pi \chi(\Sigma). \]

However, this formula needs corrections for a non-closed surface. And when we perform variations, the total curvature will not be constant in general. The need to consider non-closed surfaces will be clarified in the next section, and the reader may first skip this technical part to get first some motivation for performing these computations. We fix an arbitrary Riemann surface $\Sigma$, which is not supposed to be closed.

#### 3.1 First variation of $K$

**Lemma 3.1.** For all smooth immersion $\overline{\Phi} : \Sigma \to \mathbb{R}^n$, for any admissible variation $\{\overline{\Phi}_t\}_{t \in I}$ of $\overline{\Phi}$, we have for all $t \in I$,

\[ \frac{d}{dt} (K_g d\text{vol}_g) = d \left( \overrightarrow{L}_g \ast d\overrightarrow{w} \right). \]

where in local coordinates $(x_1, x_2)$, we have

\[ \overrightarrow{L}_g \ast d\overrightarrow{w} = e^{-2\lambda} \sum_{i, j=1}^{2} (-1)^{i+j-1} \left< \mid \overrightarrow{I}_{i,j} \mid, \nabla \overrightarrow{e}_{i+1} \overrightarrow{w} \right> \ast dx_i \]

**Proof.** We have in conformal coordinates

\[ K_g d\text{vol}_g = e^{-4\lambda(t)} \left( \left< \mid \overrightarrow{I}_{1,1} \mid, \overrightarrow{I}_{2,2} \right> - \mid \overrightarrow{I}_{1,2} \mid^2 \right) e^{2\lambda(t)} dx_1 \wedge dx_2, \]
where we recall the notation $e^{4\lambda(t)} = \det g_t = |\partial_{x_1} \Phi_t \wedge \partial_{x_2} \Phi_t|^2$. Therefore we need to compute
\[
\frac{d}{dt} \left( (\det g_t)^{-\frac{1}{2}} \left( \langle \overline{I}_{1,1}, \overline{I}_{2,2} \rangle - |\overline{I}_{1,2}|^2 \right) \right) = \left( \frac{d}{dt} (\det g_t)^{-\frac{1}{2}} \right) \left( \langle \overline{I}_{1,1}, \overline{I}_{2,2} \rangle - |\overline{I}_{1,2}|^2 \right) \\
+ (\det g_t)^{-\frac{1}{2}} \frac{d}{dt} \left( \langle \overline{I}_{1,1}, \overline{I}_{2,2} \rangle - |\overline{I}_{1,2}|^2 \right) \\
= (I) + (II)
\]
(3.1)

We have by lemma 2.1,
\[
\frac{d}{dt} (\det g_t)^{-\frac{1}{2}} = -\frac{1}{2} e^{-6\lambda} \left( 2 e^{2\lambda_2} \langle \nabla_{\bar{e}_i} \bar{w}, \bar{e}_i \rangle + 2 e^{2\lambda_1} \langle \nabla_{\bar{e}_i} \bar{w}, \bar{e}_2 \rangle - 2 \mu \left( \langle \nabla_{\bar{e}_i} \bar{w}, \bar{e}_2 \rangle + \langle \nabla_{\bar{e}_i} \bar{w}, \bar{e}_1 \rangle \right) \right)
\]
\[
= -e^{-6\lambda} \left( 2 e^{2\lambda_2} \langle \nabla_{\bar{e}_i} \bar{w}, \bar{e}_i \rangle + e^{2\lambda_1} \langle \nabla_{\bar{e}_i} \bar{w}, \bar{e}_2 \rangle - \mu \left( \langle \nabla_{\bar{e}_i} \bar{w}, \bar{e}_2 \rangle + \langle \nabla_{\bar{e}_i} \bar{w}, \bar{e}_1 \rangle \right) \right)
\]
and
\[
(II) = \left( \frac{d}{dt} (\det g_t)^{-\frac{1}{2}} \right) K_{g_t} = -e^{-2\lambda} \left( 2 e^{2\lambda_2} \langle \nabla_{\bar{e}_i} \bar{w}, \bar{e}_i \rangle + e^{2\lambda_1} \langle \nabla_{\bar{e}_i} \bar{w}, \bar{e}_2 \rangle - \mu \left( \langle \nabla_{\bar{e}_i} \bar{w}, \bar{e}_2 \rangle + \langle \nabla_{\bar{e}_i} \bar{w}, \bar{e}_1 \rangle \right) \right) K_{g_t}
\]
Therefore
\[
\nabla^\perp \overline{I}_{i,j} = \left( \left( \nabla_{\bar{e}_i} \nabla_{\bar{e}_j} - \nabla_{(\nabla_{\bar{e}_i} \bar{e}_j)^t} \right) \bar{w} \right)^\perp
\]
Now, recall that $e^{2\lambda_k(t)} = |\partial_{x_k} \Phi_t|^2$, and we introduce
\[
\alpha^k_{i,j}(t) = \langle \nabla_{\bar{e}_k(t)} \bar{e}_j(t), \bar{e}_k(t) \rangle = \langle \partial^2_{x_k, x_j} \Phi_t, \partial_{x_k} \Phi_t \rangle
\]
and to simplify the writing, we drop the $t$ index in the following. We recall that
\[
(\nabla_{\bar{e}_i} \bar{e}_j)^t \bar{w} = e^{-4\lambda} \left( 2 e^{2\lambda_2} \langle \nabla_{\bar{e}_i} \bar{e}_j, \bar{e}_i \rangle - \mu \langle \nabla_{\bar{e}_i} \bar{e}_j, \bar{e}_2 \rangle \right) \bar{e}_1
\]
\[
+ e^{-4\lambda} (e^{2\lambda_1} \langle \nabla_{\bar{e}_i} \bar{e}_j, \bar{e}_2 \rangle - \mu \langle \nabla_{\bar{e}_i} \bar{e}_j, \bar{e}_1 \rangle) \bar{e}_2
\]
\[
= e^{-4\lambda} \left( 2 e^{2\lambda_2} \alpha^i_{i,j} - \mu \alpha^2_{i,j} \right) \bar{e}_1 + e^{-4\lambda} \left( e^{2\lambda_1} \alpha^2_{i,j} - \mu \alpha^1_{i,j} \right) \bar{e}_2
\]
\[
= e^{-4\lambda} \sum_{i=1}^{2} \left( e^{2\lambda_i+1} \alpha^i_{i,j} - \mu \alpha^{i+1}_{i,j} \right) \bar{e}_i
\]
(3.3)
\[
\frac{d}{dt} \left( \langle \overline{I}_{1,1}, \overline{I}_{2,2} \rangle \right) = \left( \nabla^2_{\bar{e}_i} \bar{w} - e^{-4\lambda} \sum_{i=1}^{2} \left( e^{2\lambda_i+1} \alpha^i_{i,1,1} - \mu \alpha^{i+1}_{i,1,1} \right) \nabla_{\bar{e}_i} \bar{w}, \overline{I}_{2,2} \right)
\]
\[
+ \left( \nabla^2_{\bar{e}_i} \bar{w} - e^{-4\lambda} \sum_{i=1}^{2} \left( e^{2\lambda_i+1} \alpha^i_{i,2,2} - \mu \alpha^{i+1}_{i,2,2} \right) \nabla_{\bar{e}_i} \bar{w}, \overline{I}_{1,1} \right)
\]
and
\[
\frac{d}{dt} |\overline{I}_{1,2}|^2 = 2 \left( \langle \nabla_{\bar{e}_1} \nabla_{\bar{e}_2} \bar{w} - e^{-4\lambda} \sum_{i=1}^{2} \left( e^{2\lambda_i+1} \alpha^i_{i,1,2} - \mu \alpha^{i+1}_{i,1,2} \right) \nabla_{\bar{e}_i} \bar{w}, \overline{I}_{1,2} \rangle \right)
\]
so
\[
(II) = e^{-2\lambda} \left( \langle \nabla^2_{\bar{e}_1} \bar{w}, \overline{I}_{2,2} \rangle + \langle \nabla_{\bar{e}_2} \bar{w}, \overline{I}_{1,1} \rangle - 2 \langle \nabla_{\bar{e}_1} \nabla_{\bar{e}_2} \bar{w}, \overline{I}_{1,2} \rangle \right)
\]
(3.4)
\[
= -e^{-6\lambda} \sum_{i=1}^{2} \left( e^{2\lambda_i+1} \alpha^i_{i,1,1} - \mu \alpha^{i+1}_{i,1,1} \right) \langle \nabla_{\bar{e}_i} \bar{w}, \overline{I}_{2,2} \rangle + \left( e^{2\lambda_i+1} \alpha^i_{i,1,2} - \mu \alpha^{i+1}_{i,1,2} \right) \langle \nabla_{\bar{e}_i} \bar{w}, \overline{I}_{1,1} \rangle)
\]
\[
+ 2e^{-6\lambda} \sum_{i=1}^{2} \left( e^{2\lambda_i+1} \alpha^i_{i,1,2} - \mu \alpha^{i+1}_{i,1,2} \right) \langle \nabla_{\bar{e}_i} \bar{w}, \overline{I}_{1,2} \rangle
\]
(3.5)
We first compute (3.4), and we make some remarks first on covariant derivative. We recall that the covariant derivative $\nabla$ is just the orthogonal projection on $T\mathbb{R}^3 \to \tilde{\Phi}_s(T\Sigma)$. By the definition of the covariant derivative $\nabla$, if $X, Y, Z$ are tangent vectors, then

$$\nabla_X^X \mathbb{I}(Y, Z) = \nabla_X^X(\mathbb{I}(Y, Z)) - \mathbb{I}\nabla_X Y, Z) - \mathbb{I}(Y, \nabla_X Z)$$

while Codazzi-Mainardi identity reads as $R = 0$

$$\nabla_X^Y \mathbb{I}(Y, Z) = \nabla_Y^Y \mathbb{I}(X, Z).$$

Therefore, by compatibility with the metric, we get for $i = 1, 2$

$$e^{-\lambda} \left< \nabla^2_{\vec{e}_i} \vec{w}, \vec{u}, \vec{u}_i, \vec{u}_{i,j} \right> = \nabla_{\vec{e}_i} \left( \left< \nabla_{\vec{e}_i} \vec{w}, e^{-2\lambda} \vec{I}_{i,j} \right> \right) = e^{-2\lambda} \left< \nabla_{\vec{e}_i} \vec{w}, \nabla_{\vec{e}_i} \left( \vec{u}_i, \vec{u}_{i,j} \right) \right> - \partial_{x_i} e^{-2\lambda} \left< \nabla_{\vec{e}_i} \vec{w}, \vec{u}_i, \vec{u}_{i,j} \right>$$

and invoking the two preceding identities, we get using orthogonality of $\vec{u}_{i,j}$ for the second line,

$$\nabla^T_{\vec{e}_i} \left( \vec{u}_{i,j} \right) = e^{-4\lambda} \left( e^{2\lambda} \left< \nabla_{\vec{e}_i} \left( \vec{u}_{i,j} \right), \vec{e}_1 \right> - \mu \left< \nabla_{\vec{e}_i} \left( \vec{u}_{i,j} \right), \vec{e}_2 \right> \right) \vec{e}_1 + e^{-4\lambda} \left( e^{2\lambda} \left< \nabla_{\vec{e}_i} \left( \vec{u}_{i,j} \right), \vec{e}_2 \right> - \mu \left< \nabla_{\vec{e}_i} \left( \vec{u}_{i,j} \right), \vec{e}_1 \right> \right) \vec{e}_2$$

$$= -e^{-4\lambda} \sum_{l=1}^2 \left( e^{2\lambda+1} \left< \vec{u}_{i,j}, \vec{u}_{k,l} \right> - \mu \left< \vec{u}_{i,j}, \vec{u}_{k,l+1} \right> \right) \vec{e}_l$$

The, by definition of $\nabla$, and Codazzi-Mainardi identity, we get

$$\nabla_{\vec{e}_i} \left( \vec{u}_{i,j} \right) = \nabla^Y_{\vec{e}_i} \left( \vec{u}_{i,j} \right) + \nabla^T_{\vec{e}_i} \left( \vec{u}_{i,j} \right)$$

$$= \nabla^Y_{\vec{e}_i} \left( \vec{u}_{i,j} \right) + \frac{1}{2} \nabla_{\vec{e}_i} \left( \vec{u}_{i,j} \right) + e^{-4\lambda} \sum_{l=1}^2 \left( e^{2\lambda+1} \left< \vec{u}_{i,j}, \vec{u}_{k,l} \right> - \mu \left< \vec{u}_{i,j}, \vec{u}_{k,l+1} \right> \right) \vec{e}_l$$

$$= \nabla^Y_{\vec{e}_i} \left( \vec{u}_{i,j} \right) + e^{-4\lambda} \sum_{l=1}^2 \left( e^{2\lambda+1} \vec{a}_{i,k} - \mu \vec{a}_{i,k} \right) \vec{u}_{i,j,l} + e^{-4\lambda} \sum_{l=1}^2 \left( e^{2\lambda+1} \vec{a}_{i,k} - \mu \vec{a}_{i,k} \right) \vec{u}_{i,j,l}$$

$$- e^{-4\lambda} \sum_{l=1}^2 \left( e^{2\lambda+1} \left< \vec{u}_{i,j}, \vec{u}_{k,l} \right> - \mu \left< \vec{u}_{i,j}, \vec{u}_{k,l+1} \right> \right) \vec{e}_l$$

and now

$$\nabla^Y_{\vec{e}_i} \left( \vec{u}_{i,j} \right) = \nabla_{\vec{e}_i} \left( \vec{u}_{i,j} \right) - \nabla^T_{\vec{e}_i} \left( \vec{u}_{i,j} \right) - \nabla_{\vec{e}_i} \left( \vec{u}_{i,j} \right)$$

$$= \nabla^Y_{\vec{e}_i} \left( \vec{u}_{i,j} \right) - e^{-4\lambda} \sum_{l=1}^2 \left( e^{2\lambda+1} \vec{a}_{i,k} - \mu \vec{a}_{i,k} \right) \vec{u}_{i,j,l} - e^{-4\lambda} \sum_{l=1}^2 \left( e^{2\lambda+1} \vec{a}_{i,k} - \mu \vec{a}_{i,k} \right) \vec{u}_{i,j,l}$$

$$+ e^{-4\lambda} \sum_{l=1}^2 \left( e^{2\lambda+1} \left< \vec{u}_{i,j}, \vec{u}_{k,l} \right> - \mu \left< \vec{u}_{i,j}, \vec{u}_{k,l+1} \right> \right) \vec{e}_l$$

so summing both expressions, two sums cancel, and we get

$$\nabla_{\vec{e}_i} \left( \vec{u}_{i,j} \right) = \nabla_{\vec{e}_i} \left( \vec{u}_{i,j} \right) + e^{-4\lambda} \sum_{l=1}^2 \left( e^{2\lambda+1} \vec{a}_{i,k} - \mu \vec{a}_{i,k} \right) \vec{u}_{i,j,l} + e^{-4\lambda} \sum_{l=1}^2 \left( e^{2\lambda+1} \vec{a}_{i,k} - \mu \vec{a}_{i,k} \right) \vec{u}_{i,j,l}$$

$$+ e^{-4\lambda} \sum_{l=1}^2 \left( e^{2\lambda+1} \left< \vec{u}_{i,j}, \vec{u}_{k,l} \right> - \mu \left< \vec{u}_{i,j}, \vec{u}_{k,l+1} \right> \right) \vec{e}_l$$

We deduce that

$$e^{-2\lambda} \left< \nabla^2_{\vec{e}_i} \vec{w}, \vec{u}_{2,2} \right> + e^{-2\lambda} \left< \nabla^2_{\vec{e}_i} \vec{w}, \vec{u}_{1,1} \right> - 2 \left< \nabla_{\vec{e}_i} \nabla_{\vec{e}_i} \vec{w}, \vec{u}_{1,2} \right>$$
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\[= \nabla_{e_i} \left( \left\langle \nabla_{e_i} \bar{w}, e^{-2\lambda} \bar{I}_{2,2} \right\rangle \right) + \nabla_{e_i} \left( \left\langle \nabla_{e_i} \bar{w}, e^{-2\lambda} \bar{I}_{1,1} \right\rangle \right) - \nabla_{e_i} \left( \left\langle \nabla_{e_i} \bar{w}, e^{-2\lambda} \bar{I}_{1,2} \right\rangle \right) - \nabla_{e_i} \left( \left\langle \nabla_{e_i} \bar{w}, e^{-2\lambda} \bar{I}_{1,2} \right\rangle \right) - e^{-2\lambda} \left\langle \nabla_{e_i} \bar{w}, \nabla_{e_i} \bar{I}_{2,2} \right\rangle - e^{-2\lambda} \left\langle \nabla_{e_i} \bar{w}, \nabla_{e_i} \bar{I}_{1,2} \right\rangle + e^{-2\lambda} \left\langle \nabla_{e_i} \bar{w}, \nabla_{e_i} \bar{I}_{1,2} \right\rangle + e^{-2\lambda} \left\langle \nabla_{e_i} \bar{w}, \nabla_{e_i} \bar{I}_{1,2} \right\rangle - \partial_{x_t} e^{-2\lambda} \left\langle \nabla_{e_i} \bar{w}, \bar{I}_{2,2} \right\rangle - \partial_{x_t} e^{-2\lambda} \left\langle \nabla_{e_i} \bar{w}, \bar{I}_{1,1} \right\rangle + \partial_{x_t} e^{-2\lambda} \left\langle \nabla_{e_i} \bar{w}, \bar{I}_{1,2} \right\rangle + \partial_{x_t} e^{-2\lambda} \left\langle \nabla_{e_i} \bar{w}, \bar{I}_{1,2} \right\rangle = (i) + (ii) + (iii) \]

where (i), (ii) and (iii) correspond to the first, second and third line respectively on the preceding equality. Now,

\[(i) dx_1 \land dx_2 = d \left( \bar{I}_L \ast d\bar{w} \right) . \]

Indeed, we have

\[\nabla_{e_i} \left( \left\langle \nabla_{e_i} \bar{w}, e^{-2\lambda} \bar{I}_{2,2} \right\rangle \right) + \nabla_{e_i} \left( \left\langle \nabla_{e_i} \bar{w}, e^{-2\lambda} \bar{I}_{1,1} \right\rangle \right) - \nabla_{e_i} \left( \left\langle \nabla_{e_i} \bar{w}, e^{-2\lambda} \bar{I}_{1,2} \right\rangle \right) - \nabla_{e_i} \left( \left\langle \nabla_{e_i} \bar{w}, e^{-2\lambda} \bar{I}_{1,2} \right\rangle \right) = d \left( e^{-2\lambda} \left( - \left\langle \bar{I}_{1,1}, \nabla_{e_i} \bar{w} \right\rangle + \left\langle \bar{I}_{1,2}, \nabla_{e_i} \bar{w} \right\rangle \right) dx_2 + e^{-2\lambda} \left( \left\langle \bar{I}_{2,2}, \nabla_{e_i} \bar{w} \right\rangle - \left\langle \bar{I}_{2,1}, \nabla_{e_i} \bar{w} \right\rangle \right) dx_1 \right) = d \left( \bar{I}_L \ast d\bar{w} = e^{-2\lambda} \sum_{i,j=1}^2 (-1)^{i+j-1} \left\langle \bar{I}_{i,j}, \nabla_{e_{i+j}} \bar{w} \right\rangle \ast dx_i \right) \]

Therefore, we simply need to verify that all remaining terms cancel. Using the Codazzi-Mainardi identity (3.6) for the first two terms of (ii) cancels the last two terms and we get

\[(ii) = -e^{-2\lambda} \left( \nabla_{e_i} \bar{w}, e^{-2\lambda} \sum_{l=1}^2 \left( e^{2\lambda i_1} \alpha_{1_2} - \mu \alpha_{1_2} \right) \right) \bar{I}_{2,l} - e^{-2\lambda} \sum_{l=1}^2 \left( e^{2\lambda i_1} \alpha_{2_2} - \mu \alpha_{2_2} \right) \bar{I}_{1,l} \]

The sum of the odd lines of this expression gives

\[\begin{align*}
&- e^{-2\lambda} \left( \nabla_{e_i} \bar{w}, e^{-2\lambda} \left( \left\langle \nabla_{e_i} \bar{w}, \bar{I}_{2,2} \right\rangle - \left\langle \nabla_{e_i} \bar{w}, \bar{I}_{1,1} \right\rangle \right) \right) \bar{e}_1 - \mu \left( \left\langle \nabla_{e_i} \bar{w}, \bar{I}_{2,2} \right\rangle - \left\langle \nabla_{e_i} \bar{w}, \bar{I}_{1,1} \right\rangle \right) \bar{e}_1
&- e^{-2\lambda} \left( \nabla_{e_i} \bar{w}, e^{-2\lambda} \left( \left\langle \nabla_{e_i} \bar{w}, \bar{I}_{2,2} \right\rangle - \left\langle \nabla_{e_i} \bar{w}, \bar{I}_{1,1} \right\rangle \right) \right) \bar{e}_2 - \mu \left( \left\langle \nabla_{e_i} \bar{w}, \bar{I}_{2,2} \right\rangle - \left\langle \nabla_{e_i} \bar{w}, \bar{I}_{1,1} \right\rangle \right) \bar{e}_2
&= e^{-2\lambda} \left( 2 \left\langle \nabla_{e_i} \bar{w}, \bar{e}_1 \right\rangle + 2 \left\langle \nabla_{e_i} \bar{w}, \bar{e}_2 \right\rangle \right) \bar{e}_1 + \mu \left( \left\langle \nabla_{e_i} \bar{w}, \bar{e}_1 \right\rangle + \left\langle \nabla_{e_i} \bar{w}, \bar{e}_2 \right\rangle \right) K_{gr}
&= - \left( \frac{d}{dt} (\det g_t)^{-\frac{1}{2}} \right) K_{gr}
\end{align*}\]

which cancels with (3.2). Now, we have

\[\partial_{x_t} e^{2\lambda} = 2 \left( \alpha_{1_1} e^{2\lambda_1} + \alpha_{2_2} e^{2\lambda_2} - \mu \left( \alpha_{1_1} + \alpha_{2_2} \right) \right) \]

so

\[\partial_{x_t} e^{-2\lambda} = -e^{-6\lambda} \left( \alpha_{1_1} e^{2\lambda_2} + \alpha_{2_2} e^{2\lambda_1} - \mu \left( \alpha_{1_1} + \alpha_{2_2} \right) \right). \]

The remaining terms is the sum of the even lines of the last expression of (ii), (iii) and (3.5):

\[-e^{-6\lambda} \sum_{l=1}^2 \left( e^{2\lambda i_1} \alpha_{1_2} - \mu \alpha_{1_2} \right) \left\langle \nabla_{e_i} \bar{w}, \bar{I}_{2,l} \right\rangle + e^{-6\lambda} \sum_{l=1}^2 \left( e^{2\lambda i_1} \alpha_{2_2} - \mu \alpha_{2_2} \right) \left\langle \nabla_{e_i} \bar{w}, \bar{I}_{1,l} \right\rangle \]
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which concludes the proof of the lemma.

3.2 Second variation of \( K \)

Lemma 3.2. For every minimal immersion \( \bar{\Phi} : \Sigma \to \mathbb{R}^3 \), and for all normal admissible variation \( \{ \bar{\Phi}_i \}_{i \in I} \) of \( \bar{\Phi} \) of variation vector \( \bar{w} = w \bar{c} \), we have

\[
\frac{d^2}{dt^2} (K, dvol_{g_1})|_{t=0} = d \left( (\Delta g_1 w + 2K w) \ast dw - \frac{1}{2} \ast d|dw|_g^2 \right).
\]  

(3.7)

Proof. Thanks of lemma, we have

\[
\frac{d}{dt}(K dvol_g) = d(\bar{I}L_g \ast d\bar{w})
\]

which reads in local coordinates

\[
\bar{I}L \ast d\bar{w} = e^{-2\lambda} \left( -\left\langle \bar{I}_{1,1}, \partial_{\bar{w}_2} \bar{w} \right\rangle + \left\langle \bar{I}_{2,2}, \partial_{\bar{w}_1} \bar{w} \right\rangle \right) dx_1 + e^{-2\lambda} \left( \left\langle \bar{I}_{2,2}, \partial_{\bar{w}_1} \bar{w} \right\rangle - \left\langle \bar{I}_{1,1}, \partial_{\bar{w}_2} \bar{w} \right\rangle \right) dx_2.
\]
where \( e^{4\lambda} = e^{4\lambda(t)} = \det g_t = |\partial_{x_i} \Phi_t \wedge \partial_{x_j} \Phi_t| \). We have as \( \bar{w} = \bar{w}, \)
\[
e^{-2\lambda} \left< \tilde{l}_{i,j}, \partial_{x_k} \bar{w} \right> = e^{-2\lambda} \left< \tilde{l}_{i,j}, \partial_{x_k} \bar{w} \right> = -2e^{2\lambda} wH_g = 0
\]

as \( M = \bar{\Phi}(\Sigma) \) is minimal. So we have
\[
dt \left( e^{-2\lambda} \left< l_{i,j}, \partial_{x_k} \bar{w} \right> \right) = e^{-2\lambda} \dt \left( \left< \partial_{x_i,x_j} \bar{\Phi}, \partial_{x_k} \bar{w} \right> \right)_{t=0}.
\]

And choosing conformal coordinates, we compute
\[
dt \left( \partial_{x_i,x_j} \bar{\Phi}, \partial_{x_k} \bar{w} \right)_{t=0} = \left( \partial_{x_i,x_j} \bar{w}, \bar{n} \right) + \left( \partial_{x_k} \bar{\Phi}, \partial_{x_k} \bar{w} \right) = \left( \partial_{x_i,x_j} \bar{w}, \bar{n} \right) + \left( \partial_{x_k} \bar{\Phi}, \partial_{x_k} \bar{w} \right) w + \left( \partial_{x_k} \bar{\Phi}, \partial_{x_k} \bar{w} \right) = -2e^{2\lambda} wH_g = 0
\]

So
\[
dt \left( \partial_{x_i,x_j} \bar{\Phi}, \partial_{x_k} \bar{w} \right)_{t=0} = \left( \partial_{x_i,x_j} \bar{w}, \bar{n} \right) + \left( \partial_{x_k} \bar{\Phi}, \partial_{x_k} \bar{w} \right) w \partial_{x_i} \bar{\Phi} = \sum_{l=1}^{2} \left( \partial_{x_k} \bar{n}, \partial_{x_k} \bar{w} \right) w \partial_{x_k} \bar{w} + \sum_{l=1}^{2} \bar{k}, l w \partial_{x_k} \bar{w}
\]

and finally,
\[
e^{-2\lambda} \dt \left( \tilde{l}_{i,j}, \partial_{x_k} \bar{w} \right)_{t=0} = e^{-2\lambda} \left( \partial_{x_i,x_j} \bar{w} \right)(\partial_{x_k} \bar{w}) - e^{-2\lambda} \left( \partial_{x_k} \bar{w}, \partial_{x_k} \bar{w} \right) \partial_{x_k} \bar{w}
\]

By minimality, we have
\[
|\nabla_{e_1} \bar{n}|^2 = |\nabla_{e_2} \bar{n}|^2 = \frac{1}{2} \bar{g}, \quad \left< \nabla_{e_1} \bar{n}, \nabla_{e_2} \bar{n} \right> = 0
\]

As a consequence, we get
\[
e^{-2\lambda} \dt \left( - \left< l_{1,1}, \partial_{x_k} \bar{w} \right> + \left< l_{1,2}, \partial_{x_k} \bar{w} \right> \right) = - \left( e^{-2\lambda} \partial_{x_k} \bar{w} - w e^{-2\lambda} |\partial_{x_k} \bar{n}|^2 \right) \partial_{x_k} \bar{w}
\]

+ \left( e^{-4\lambda} \left( \partial_{x_i,x_j} \bar{\Phi}, \partial_{x_k} \bar{w} \right) \partial_{x_k} \bar{w} \right) \partial_{x_k} \bar{w} - w \left( \bar{1}_{1,1} \partial_{x_k} \bar{w} + \bar{1}_{1,2} \partial_{x_k} \bar{w} \right)
\]
we deduce that

\[
\begin{align*}
&\langle \nabla_2^\alpha, \nabla_2^\beta \rangle = -2\delta_1^\alpha \delta_1^\beta, \quad \langle \nabla_2^\alpha, \nabla_2^\beta \rangle = \frac{1}{2} \delta_1^\alpha \delta_2^\beta, \quad 1 \leq i, j \leq 2.
\end{align*}
\]

We deduce that

\[
\begin{align*}
&\left( \partial_{x_1}^2 \phi, \partial_{x_2} \phi \right) \partial_{x_1} w + \left( \partial_{x_2}^2 \phi, \partial_{x_2} \phi \right) \partial_{x_2} w - \left( \partial_{x_1}^2 \phi, \partial_{x_1} \phi \right) \partial_{x_1} w - \left( \partial_{x_2}^2 \phi, \partial_{x_1} \phi \right) \partial_{x_2} w
\end{align*}
\]
\[= \left( \partial_{x_1}^2 \Phi, \partial_{x_1} \Phi \right) (\partial_{x_1} w)(\partial_{x_2} w) - \left( \partial_{x_2}^2 \Phi, \partial_{x_2} \Phi \right) (\partial_{x_2} w)^2 - \left( \partial_{x_1,x_2}^2 \Phi, \partial_{x_1} \Phi \right) (\partial_{x_2} w)^2 \]
\[= \left( \partial_{x_1,x_2}^2 \Phi, \partial_{x_2} \Phi \right) (\partial_{x_1} w)(\partial_{x_2} w)\]
\[= \frac{1}{2} \left( \partial_{x_1} e^{2\lambda}(\partial_{x_1} w)(\partial_{x_2} w) - \partial_{x_2} e^{2\lambda}(\partial_{x_2} w)^2 - \partial_{x_1} e^{2\lambda}(\partial_{x_1} w)^2 - \partial_{x_1} e^{2\lambda}(\partial_{x_1} w)(\partial_{x_2} w) \right)\]
\[= -\frac{1}{2} \partial_{x_2} e^{2\lambda} (\partial_{x_1} w)^2 + (\partial_{x_2} w)^2 \]

And likewise,
\[= \frac{1}{2} \partial_{x_1} e^{2\lambda} ((\partial_{x_1} w)^2 + (\partial_{x_2} w)^2)\]

so
\[e^{-4\lambda} \left\{ \left( \partial_{x_1}^2 \Phi, \partial_{x_1} \Phi \right) (\partial_{x_1} w) + \left( \partial_{x_2}^2 \Phi, \partial_{x_2} \Phi \right) (\partial_{x_2} w) \right\} dx_1 + e^{-4\lambda} \left\{ \left( \partial_{x_1,x_2}^2 \Phi, \partial_{x_1} \Phi \right) (\partial_{x_1} w) + \left( \partial_{x_2,x_1}^2 \Phi, \partial_{x_2} \Phi \right) (\partial_{x_2} w) \right\} dx_2\]
\[= \frac{1}{2} e^{-4\lambda} |dw|^2 \left[ (\partial_{x_1} e^{2\lambda} dx_1 - \partial_{x_2} e^{2\lambda} dx_1) \right]\]
\[= \frac{1}{2} e^{-4\lambda} |dw|^2 \cdot de^{2\lambda} = \frac{1}{2} (e^{-2\lambda} * de^{2\lambda})|dw|^2 \]

The remaining terms are
\[e^{-2\lambda} \left\{ -\partial_{x_3}^2 w \partial_{x_1} w + \partial_{x_1,x_2}^2 w \partial_{x_1} w \right\} dx_1 + \left( \partial_{x_2}^2 w \partial_{x_1,x_2} w \partial_{x_2} w \right) dx_2\]
\[= e^{-2\lambda} \left\{ \partial_{x_1} w(-\partial_{x_3} w dx_1) + \partial_{x_2}^2 w(\partial_{x_1} w dx_2) \right\} + \frac{1}{2} e^{-2\lambda} (\partial_{x_2} |\partial_{x_1} w|^2 dx_1 - \partial_{x_1} |\partial_{x_2} w|^2 dx_2)\]
\[= e^{-2\lambda} \left\{ \partial_{x_1} w (\star dw - \partial_{x_3} w dx_1) + \partial_{x_2}^2 w (\star dw + \partial_{x_2} w dx_1) \right\} + \frac{1}{2} e^{-2\lambda} (\partial_{x_2} |\partial_{x_1} w|^2 dx_1 - \partial_{x_1} |\partial_{x_2} w|^2 dx_2)\]
\[= \Delta_g w (\star dw) + \frac{1}{2} e^{-2\lambda} (\partial_{x_1} (|\partial_{x_1} w|^2 + |\partial_{x_2} w|^2) dx_1 - \partial_{x_1} (|\partial_{x_2} w|^2 + |\partial_{x_2} w|^2) dx_2)\]
\[= \Delta_g w \star dw - \frac{1}{2} e^{-2\lambda} \star d|dw|^2\]

and
\[2K w (-\partial_{x_3} w dx_1 + \partial_{x_1} w dx_2) = 2K w \star dw\]

And we have
\[e^{-2\lambda} \star d|dw|^2 = e^{-2\lambda} \star d(e^{2\lambda} |dw|^2_g) = (e^{-2\lambda} \star d e^{2\lambda})|dw|^2 + \star d|dw|^2\]

so we deduce that
\[\frac{d}{dt} \left( \| \star dw \| \right)_{|t=0} = \frac{1}{2} \left( e^{-2\lambda} \star d e^{2\lambda} \right) |dw|^2_g + \Delta_g w \star dw - \frac{1}{2} \left( (e^{-2\lambda} \star d e^{2\lambda}) |dw|^2 + \star d|dw|^2 \right) + 2K w \star dw\]
\[= (\Delta_g w + 2K w) \star dw - \frac{1}{2} \star d|dw|^2_g\]

This concludes the proof of the lemma.
4 Index estimate

4.1 Introduction and definitions

According to the classification established by Robert Bryant in [Bry84], we can relate the theory of Willmore surfaces with the theory of minimal surfaces. We will give first some precisions about the latest notion. Let \( \Phi : \Sigma \to \mathbb{R}^3 \) a minimal isometric immersion from an orientable Riemann surface \( \Sigma \). By minimal we mean that the mean curvature tensor \( \vec{H} \) has finite total curvature if

\[
C(M) = \int_{\Sigma} |K_g|d\text{vol}_g = \int_{\Sigma} -K_g d\text{vol}_g < \infty.
\]

We first recall the following theorem.

**Theorem 4.1.**

1) ([Hub57]) \( \Sigma \) is conformally diffeomorphic to a compact Riemann surface \( \Sigma \) with a finite number of points removed, called the ends of \( \Sigma \). We say that an end \( p \in \Sigma \) is embedded, if there exists a radius \( r > 0 \), such that \( \Phi|D^2(p, r) \setminus \{p\} \) is an embedding.

2) ([Sch83]) If \( p \in \Sigma \) is an embedded end, and \( r > 0 \) is such that \( \Phi|D^2(p, r) \setminus \{p\} \) is an embedding, then there exists \( a, b \in \mathbb{R} \) and \( c \in \mathbb{R}^2 \) such that, up to rotation and translation

\[
\Phi(D^2(p, r) \setminus \{p\}) = \left\{ (x, y) : y = a \log |x| + b + \frac{c \cdot x}{|x|^2} + O\left(\frac{1}{|x|^2}\right), \ x \in \mathbb{R}^2 \setminus D^2(0, 1) \right\}.
\]

We say that the end is planar (or has zero logarithmic growth) if \( a = 0 \).

3) ([Oss63]) \( C(M) \) is an integer multiple of \( 2\pi \), and furthermore, if all ends of \( \Sigma \) are embedded, and \( \Sigma \) has \( m \) ends, then

\[
C(M) = \int_{\Sigma} -K_g d\text{vol}_g = 4\pi (m + \gamma - 1).
\]

if the genus of \( \Sigma \) is \( \gamma \).

We at present able to state the fundamental theorem of Robert Bryant of interest here.

**Theorem 4.2.** [Bryant] Let \( \Psi : S^2 \to \mathbb{R}^3 \) a Willmore immersion, then either \( \Psi \) is totally umbilic, either \( \Psi \) is the inversion of a minimal surface with finite total curvature and planar ends.

4.2 Second variation of conformal Willmore functional

We first define the index for the Willmore functional.

**Definition 4.3.** Let \( \tilde{\Psi} \in W^2,2(\Sigma, N^n) \cap C^\infty(\Sigma, N^n) \) a Willmore surface. Then the second variation \( D^2W \) of \( W = W_{N^n} \) is well defined by

\[
D^2W(\tilde{\Psi})[\tilde{w}, \tilde{w}] = \frac{d^2}{dt^2} W(\tilde{\Psi}_t)|_{t=0}.
\]

for all \( \{\tilde{\Psi}_t\}_{t \in I} \subset C^2(I, W^2,2(\Sigma, N^n) \cap C^\infty(\Sigma, N^n)) \) is a \( C^2 \) family of immersions such that \( \tilde{\Psi}_0 = \tilde{\Psi} \), and \( \tilde{w} = \frac{d}{dt}(\tilde{\Psi}_t)|_{t=0} \). The index of a critical point \( \tilde{\Psi} \in W^2,2(\Sigma, N^n) \cap W^1,\infty(\Sigma, T\Sigma) \) of the Willmore functional \( W \), noted \( \text{Ind}_W(\tilde{\Psi}) \), is defined as the dimension of the subspace of \( W^2,2(\Sigma, T\Sigma) \cap W^1,\infty(\Sigma, T\Sigma) \) where the second derivative \( D^2W(\tilde{\Psi}) \) is negative definite. We define in analogous way the \( \mathcal{W} \) index, noted \( \text{Ind}_{\mathcal{W}}(\tilde{\Psi}) \).

Let \( \Sigma \) a closed Riemann surface and \( \tilde{\Psi} : \Sigma \to \mathbb{R}^3 \) a non-banched Willmore immersion which is the inversion of a minimal surface with planar ends. Then up to translation there exists an integer \( m \), \( \{p_1, \cdots, p_m\} \subset \Sigma \) a finite set of \( m \) distinct points, and a minimal isometric immersion \( \tilde{\Phi} : \Sigma \to \mathbb{R}^3 \), such
that \( M = \Phi(\Sigma) (\Sigma = \Sigma \setminus \{p_1, \ldots, p_m\}) \) is a complete minimal surface with finite total curvature, and planar ends, and if \( i : \mathbb{R}^3 \setminus \{0\} \rightarrow \mathbb{R}^3 \setminus \{0\} \) is the inversion at 0, given by
\[
i(x) = \frac{x}{|x|^2}, \quad \forall x \in \mathbb{R}^3 \setminus \{0\},
\]
then we have \( \tilde{\Psi} = i \circ \Phi \). By conformal invariance, noting \( W = W_{\mathbb{R}^3} \), we have
\[
W(\tilde{\Psi}) = W(\Phi).
\]
So by theorem (4.1), we have
\[
W(\tilde{\Psi}) = W(\Phi) + 2\pi \chi(\Sigma) = C(M) + 2\pi \chi(\Sigma) = 4\pi m,
\]
which shows that Willmore energy is quantized by \( 4\pi \). Another interpretation of this integer \( m \) is furnished by a theorem of Peter Li and Shing-Tung Yau [LY82]. They proved that if \( x \in \mathbb{R}^3 \), and \( \tilde{\Psi}^{-1}(\{x\}) = k \in \mathbb{N} \), then
\[
W(\tilde{\Psi}) \geq 4\pi k
\]
so \( m \) is the maximum number if preimages under \( \tilde{\Psi} \) of points in \( \mathbb{R}^3 \). Furthermore, thanks our normalization, we see that 0 has \( m \) preimages by \( \tilde{\Psi} \).

Now, as \( M \) is minimal, \( \Phi \) is a Willmore immersion. Now, we remark that for all admissible variation \( \{\tilde{\Psi}_t\}_{t \in I} \), we have
\[
W(\Phi) = \int_{\Sigma} \{ \frac{1}{2} (\Delta_g h - 2K) dw - d \left( \frac{1}{2} \Delta_g w + 2K w \right) \} dvol_g - d \left( \frac{1}{2} \Delta_g w + 2K w \right) = \int_{\Sigma} \{ \frac{1}{2} (\Delta_g h - 2K) dw - d \left( \frac{1}{2} \Delta_g w + 2K w \right) \} dvol_g - d \left( \frac{1}{2} \Delta_g w + 2K w \right).
\]
By (2.12) and lemma 3.2, we have the following formula.

**Theorem 4.4.** Let \( \Sigma \) a Riemann surface, an \( \Phi : \Sigma \rightarrow \mathbb{R}^3 \) a smooth minimal immersion. Then for all smooth normal variation \( \bar{w} = w\bar{n} \), we have
\[
D^2 W(\Phi)[\bar{w}, \bar{w}] = \int_{\Sigma} \left\{ \frac{1}{2} (\Delta_g w - 2K w) dw - d \left( \frac{1}{2} \Delta_g w + 2K w \right) \right\} dvol_g - d \left( \frac{1}{2} \Delta_g w + 2K w \right).
\]
By the previous discussion, \( \text{Ind}_W(\tilde{\Psi}) \) is equal to the index of \( \tilde{\Phi} \) for normal variations of the form \( \bar{w} = |\tilde{\Phi}|^2 \bar{n} \). A remarkable fact is that one can estimate the index by computing explicitly the integral involving the residue term.
4.3 Explicit formula for the second derivative of inversions of minimal surfaces

We can state the main result of this section, from which theorem 1.1 will be an easy consequence.

**Theorem 4.5.** Let $\Sigma$ a closed Riemann surface and $\Phi : \Sigma \setminus \{p_1, \ldots, p_m\} \to \mathbb{R}^3$ a minimal immersion with $m$ embedded planar ends, such that $\tilde{\Psi} = i \circ \Phi : \Sigma \to \mathbb{R}^3$ is a non-branched Willmore immersion. Then for all normal variation $\vec{v} = v\vec{n}$ of $\tilde{\Psi}$, we have

$$D^2 \tilde{\Psi}([\vec{v}, \vec{v}]) = \lim_{R \to 0} \frac{1}{2} \int_{\Sigma_R} (\Delta_g w - 2K_g w)^2 d\text{vol}_g - 4\pi \sum_{j=1}^m \frac{\text{Res}_p \Phi(z)}{R^2} v(p_j)^2$$

(4.3)

if $w = |\Phi|^2 v$, and $g = \Phi^* g_{\mathbb{R}^3}$, and $\Sigma_R = \Sigma \setminus \bigcup_{j=1}^m D_\varepsilon^2(p_j, R)$.

**Proof.** Let $p \in \Sigma$ an end of $M = \tilde{\Phi}(\Sigma)$. Thanks of a theorem of Richard Schoen ([Sch83] see also the paper of Robert Osserman [Oss63]) about the Weierstrass-Enneper parametrisation, as the end is embedded and planar by Bryant’s theorem, there exists a radius $R_0 > 0$, and a local chart $D_\varepsilon^2(0, 1) \to D_\varepsilon^2(p, R_0)$, which sends 0 to $p$ such that in this chart, we have

$$\tilde{\Phi}(u) = \text{Re} \int^u (\varphi_1, \varphi_2, \varphi_3) d\zeta$$

where $z = u_1 + iv_2 \in D^2 \setminus \{0\}$, and for $1 \leq j \leq 3$, $\varphi_j$ is an holomorphic function with a pole of order at most 2 at 0, and

$$\varphi_1^2 + \varphi_2^2 + \varphi_3^2 = 0$$

(4.4)

Assuming up to rotation that the asymptotic normal is $(0, 0, 1)$, this translates to

$$\varphi_1(z) = \frac{a_1}{z^2} + O(1), \quad \varphi_2(z) = \frac{a_2}{z^2} + O(1), \quad \varphi_3(z) = O(1)$$

where $a_1, a_2 \in \mathbb{C} \setminus \{0\}$, and condition (4.4) shows that $a_1^2 + a_2^2 = 0$. Therefore, if we define $f$ by

$$f(z) = \int^z (\varphi_1, \varphi_2, \varphi_3) d\zeta$$

we have

$$f(z) = \left(-\frac{a_1}{z} + O(1), -\frac{a_2}{z} + O(1), O(|z|)\right)$$

and

$$\text{Res}_0 f(z) = (-a_1, -a_2, 0)$$

and as $a_1^2 + a_2^2 = 0$, we have

$$|\text{Res}_0 f(z)dz|^2 = 2|a_1|^2 = 2|a_2|^2$$

so assuming up to a change of coordinate that $a_1 = -\alpha \in \mathbb{R} \setminus \{0\}$, $a_2 = -i\alpha$, and

$$\tilde{\Phi}(u) = \left(\alpha \frac{u}{|u|^2} + O(|u|), \beta \cdot u + O(|u|^2)\right), \quad \forall u \in D^2 \setminus \{0\},$$

where $\beta \in \mathbb{R}^2$. So the quantity

$$\text{Res}_p(\tilde{\Phi}) = 2\alpha^2 = |\text{Res}_0 f(z)dz|^2 = 2 \lim_{|u| \to 0} |u|^2|\tilde{\Phi}(u)|^2$$

(4.5)

is well-defined and we call it the residue of $\tilde{\Phi}$ at $p$. As $R$ goes to 0, for asymptotic formulas, we can assume that for all $0 < R \leq R_0$, the chart sends the circle $S^1(0, R) \subset \mathbb{R}^2$ to the circle $S^1(p, R)$. In the
rest of the proof, we assume that the residue is equal to 1, and we shall see that it will only appear as a
multiplicative factor. Now, making a change of variable, we get new coordinates writing
\[(x_1, x_2, x_3) = \Phi(u)\]
we get
\[u = \frac{1}{\alpha} \frac{x}{|x|^2} + O \left( \frac{1}{|x|^3} \right), \quad (4.6)\]
so in \((x_1, x_2)\) coordinates, we get
\[\Phi(x) = \left( x,a + \frac{b \cdot x}{|x|^2} + O \left( \frac{1}{|x|^3} \right) \right), \quad a \in \mathbb{R}, \ b \in \mathbb{R}^2\]
where \(x \in \mathbb{R}^2 \setminus K\), where \(K\) is a compact set containing 0. The components of the induced metric \(g\) in
these coordinates are
\[g_{i,j}(x) = \left\langle \partial_{x_i} \Phi(x), \partial_{x_j} \Phi(x) \right\rangle, \quad i, j = 1, 2.\]
and
\[\partial_{x_1} \Phi(x) = \left(1, 0, \frac{b_1}{|x|^2} - 2 \frac{(b \cdot x)x_1}{|x|^{4}} + O \left( \frac{1}{|x|^5} \right) \right)\]
\[\partial_{x_2} \Phi(x) = \left(0, 1, \frac{b_2}{|x|^2} - 2 \frac{(b \cdot x)x_2}{|x|^{4}} + O \left( \frac{1}{|x|^5} \right) \right).\]
We can differentiate under the \(O\) sign, as the Weierstrass-Enneper parametrization shows that \(\Phi\) is
locally the real part of a meromorphic function, therefore is it analytic outside of branch points, and
the rest can be differentiated as the rest of a convergent series of power of \(|x|^{-1}\). These expressions show
that we have conformity and a flat metric at infinity, as
\[g_{1,2}(x) = \frac{b_1 b_2}{|x|^4} - 2(b_1 x_2 + b_2 x_1) \frac{b \cdot x}{|x|^6} + 4x_1 x_2 \frac{(b \cdot x)^2}{|x|^8} + O \left( \frac{1}{|x|^{10}} \right) = O \left( \frac{1}{|x|^7} \right)\]
\[g_{i,1}(x) = 1 + \frac{(b_i |x|^2 - 2 x_i (b \cdot x))^2}{|x|^8} + O \left( \frac{1}{|x|^9} \right) = 1 + O \left( \frac{1}{|x|^4} \right), \quad i = 1, 2\]
and
\[\det g(x) = 1 + \sum_{i=1}^{2} \frac{(b_i |x|^2 - 2 x_i (b \cdot x))^2}{|x|^8} + \frac{1}{|x|^6} (b_1 |x|^2 - 2 x_1 (b \cdot x))^2 (b_2 |x|^2 - 2 x_2 (b \cdot x))^2 + O \left( \frac{1}{|x|^7} \right)\]
\[= 1 + \sum_{i=1}^{2} \frac{(b_i |x|^2 - 2 x_i (b \cdot x))^2}{|x|^8} + O \left( \frac{1}{|x|^9} \right) = 1 + O \left( \frac{1}{|x|^5} \right).\]
So we have
\[g_{i,j} = \delta_{i,j} + O \left( \frac{1}{|x|^4} \right)\]
\[d\text{vol}_g(x) = \sqrt{\det(g(x))} dx_1 \wedge dx_2 = \left(1 + O \left( \frac{1}{|x|^4} \right) \right) dx_1 \wedge dx_2 \quad (4.7)\]
which proves asymptotic flatness.
Now, we have by asymptotic Stokes theorem
\[\int_{\Sigma_R} \left( (\Delta_g w + 2Kw) \ast dw - \frac{1}{2} \ast d|dw|^2 \right) = - \sum_{j=1}^{m} \int_{\Sigma_R \left( \nu_j, R \right)} \left( (\Delta_g w + 2Kw) \ast dw - \frac{1}{2} \ast d|dw|^2 \right) \quad (4.8)\]
where the circles $S^1_r(p_i, R)$ are positively oriented (which explains the negative sign in front of the sum). Setting $r = o(R)^{-1}$, the change of variable (4.6) shows that

$$
\int_{S^1_r(p_i, R)} (\Delta_g w + 2K w) \cdot dw - \frac{1}{2} \ast d[|dw|^2] = \int_{S^1_r} (\Delta_g w + 2K w) \cdot dw - \frac{1}{2} \ast d[|dw|^2] + o(1)
$$

where $S^1_r$ is the circle in $\mathbb{R}^2$ of radius $r > 0$. Indeed, if we make the change of variable

$$
u = \frac{1}{\alpha} \frac{x}{|x|^2}
$$

then

$$
\tilde{\Phi}(x) = \left( x + O \left( \frac{1}{|x|} \right), \tilde{a} + \frac{\tilde{b} \cdot x}{|x|^2} + O \left( \frac{1}{|x|^2} \right) \right)
$$

for some $\tilde{a} \in \mathbb{R}, \tilde{b} \in \mathbb{R}^2$. As we will see in the following, the error term in these coordinates where $\tilde{\Phi}$ is almost a graph is irrelevant, so we discard it and use (4.6) instead. Now thanks of (4.6)

$$
w(x) = v(\frac{x}{|x|^2}) = v \left( \frac{x}{|x|^2} \right) |\tilde{\Phi}(x)|^2 = v \left( \frac{x}{|x|^2} \right) \left( |x|^2 + a^2 + O \left( \frac{1}{|x|^2} \right) \right)
$$

We now have

$$
\ast dw(x) = \partial_{x_1} \left( (|x|^2 + a^2 + O(|x|^{-2})) v \left( \frac{x}{|x|^2} \right) \right) dx_2 - \partial_{x_2} \left( (|x|^2 + a^2 + O(|x|^{-2})) v \left( \frac{x}{|x|^2} \right) \right) dx_1
$$

$$
= 2v(i(x))(x_1 dx_2 - x_2 dx_1) + O(|x|^{-3})v(i(x))(dx_2 - dx_1)
$$

$$+ (|x|^2 + a^2 + O(|x|^{-2})) \left\{ \left( \frac{1}{|x|^2} - \frac{2x_1^2}{|x|^4} \right) \partial_1 v(i(x)) - \frac{2x_1 x_2}{|x|^2} \partial_2 v(i(x)) \right\} dx_2
$$

$$= \left( \frac{1}{|x|^2} - \frac{2x_1^2}{|x|^4} \right) \partial_2 v(i(x)) - \frac{2x_1 x_2}{|x|^2} \partial_1 v(i(x)) \right\} dx_1
$$

$$= 2v(i(x))(x_1 dx_2 - x_2 dx_1) + \left( \frac{x_2^2 - x_1^2}{|x|^2} \partial_1 v - \frac{2x_1 x_2}{|x|^2} \partial_2 v \right) dx_2 - \left( \frac{x_2^2 - x_1^2}{|x|^2} \partial_2 - \frac{2x_1 x_2}{|x|^2} \partial_1 \right) dx_1 + O \left( \frac{1}{|x|^2} \right)
$$

Now, by (4.7),

$$
\Delta_g w(x) = \frac{1}{\sqrt{g(x)}} \sum_{i,j=1}^2 \partial_{x_i} \left( \sqrt{g(x)} g^{ij}(x) \partial_{x_j} \left( |\tilde{\Phi}(x)|^2 v(i(x)) \right) \right)
$$

$$= \frac{1}{\sqrt{g(x)}} \left( \partial_{x_1} \left( (1 + O(|x|^{-4}) \partial_{x_1} ((|x|^2 + a^2 + O(|x|^{-2})) v(i(x)))) \right)
$$

$$+ \partial_{x_2} \left( (1 + O(|x|^{-4}) \partial_{x_2} ((|x|^2 + a^2 + O(|x|^{-2})) v(i(x)))) \right)
$$

$$+ \partial_{x_1} \left( O(|x|^{-4}) \partial_{x_2} ((|x|^2 + a^2 + O(|x|^{-2})) v(i(x)))) \right)
$$

$$+ \partial_{x_2} \left( O(|x|^{-4}) \partial_{x_1} ((|x|^2 + a^2 + O(|x|^{-2})) v(i(x)))) \right)
$$

Now, as $\ast dw(x) = O(|x|)$, all terms in $\Delta_g w$ of lower order than $|x|^{-2}$ will vanish as $R \to \infty$, as

$$
\int_{S^1_r} \frac{1}{|x|^2} d\mathcal{H}^1(x) = \frac{2\pi}{r} \to 0.
$$

Now, we note that

$$
v(i(x)) = O(1), \quad dv(v(x)) = O(|x|^{-2})
$$
\[ \partial_x_i \left( O(|x|^{-4}) \partial_x_j \left( (|x|^2 + a^2 + O(|x|^{-2})v(i(x))) \right) \right) = \partial_x_i \left( O(|x|^{-4}) \left( 2x_j v(i(x)) + (|x|^2 + a^2 + |x|^{-2}) \partial_x_j v(i(x)) \right) \right) \]

so only the flat Laplacian will remain in the end. We have

\[ \Delta \left( (|x|^2 + a^2 + O(|x|^{-2})v(i(x))) \right) = (4 + O(|x|^{-4})) v(i(x)) + 4 \left( x + O(|x|^{-3}), \nabla v(i(x)) \right) + (|x|^2 + a^2 + O(|x|^{-2})) \Delta v(i(x)). \]

A simple computation will show that \( \Delta v(i(x)) = O(|x|^{-3}) \), so we can discard all error terms, and the constant term \( a^2 \). So it suffices to compute the flat laplacian of \( w \). We have

\[ \Delta w(i(x)) = 4 v(i(x)) + 2 (2x_i \partial_x_i v(i(x)) + 2x_2 \partial_x_2 v(i(x))) + |x|^2 \Delta v(i(x)) \]

and

\[ x_1 \partial_x_1 v(i(x)) + x_2 \partial_x_2 v(i(x)) = x_1 \left( \frac{x_2^2 - x_1^2}{|x|^4} \partial_1 v(i(x)) - \frac{2x_1 x_2}{|x|^4} \partial_2 v(i(x)) \right) + x_2 \left( \frac{x_2^2 - x_2^2}{|x|^4} \partial_2 v(i(x)) - \frac{2x_1 x_2}{|x|^4} \partial_1 v(i(x)) \right) \]

\[ = \frac{1}{|x|^4} \left( (x_1 (x_2^2 - x_1^2) - 2x_1 x_2^2) \partial_1 + \frac{1}{|x|^4} (2x_1 x_2 (x_2^2 - x_2^2)) \right) \]

\[ = - \frac{1}{|x|^2} \left( x_1 \partial_1 v + x_2 \partial_2 v \right) \]

\[ = - \langle dv(i(x), i(x)) \rangle \]

We now compute (omitting the argument \( i(x) \))

\[ \Delta v(i(x)) = \partial_{x_1} \left( \frac{x_2^2 - x_1^2}{|x|^4} \partial_1 v(i(x)) - \frac{2x_1 x_2}{|x|^4} \partial_2 v(i(x)) \right) + \partial_{x_2} \left( \frac{x_2^2 - x_2^2}{|x|^4} \partial_2 v(i(x)) - \frac{2x_1 x_2}{|x|^4} \partial_1 v(i(x)) \right) \]

\[ = \left( - \frac{2x_1}{|x|^4} - \frac{4x_1 (x_2^2 - x_1^2)}{|x|^6} \right) \partial_1 v + \left( - \frac{2x_2}{|x|^4} + \frac{8x_2 x_2}{|x|^6} \right) \partial_2 v + \left( \frac{x_2^2 - x_2^2}{|x|^4} \partial_1^2 v - \frac{2x_1 x_2}{|x|^4} \partial_1^2 v \right) \]

\[ = \frac{1}{|x|^4} \Delta v \]

Indeed, the terms with \( \partial_1 v \) (resp. \( \partial_2 v \)), is zero, as the sum of the coefficients is :

\[ \left( - \frac{2x_1}{|x|^4} - \frac{4x_1 (x_2^2 - x_1^2)}{|x|^6} \right) + \left( - \frac{2x_1}{|x|^4} + \frac{8x_2 x_2}{|x|^6} \right) = \frac{1}{|x|^6} \left( -4x_1 (x_2^2 + x_2^2) - 4x_1(x_2^2 - x_1^2) + 8x_1 x_2^2 \right) = 0 \]

The coefficient of \( \partial_1^2 v \) is

\[ \frac{1}{|x|^6} \left( (x_2^2 - x_1^2)(-2x_1 x_2) - 2x_1 x_2 (x_2^2 - x_1^2) + (x_2^2 - x_2^2)(-2x_1 x_2) - 2x_1 x_2 (x_1^2 - x_2^2) \right) = 0 \]

And the coefficient in front of \( \partial_1^2 v \) (for \( i = 1, 2 \)), is

\[ \frac{1}{|x|^6} \left( (x_2^2 - x_1^2)^2 + 4x_1^2 x_2^2 \right) = \frac{1}{|x|^4} \]

So we get

\[ \Delta_\sigma w(i(x)) = 4 v(i(x)) - 4 \langle dv(i(x), i(x)) \rangle + \frac{1}{|x|^2} \Delta v(i(x)) + O \left( \frac{1}{|x|^3} \right) \]

(4.9)
Furthermore, we have
\[ \star \partial_x \tilde{\Phi}(x) \wedge \partial_x \tilde{\Phi}(x) = \left( O \left( \frac{1}{|x|^2} \right), O \left( \frac{1}{|x|^2} \right), 1 \right) \]
so
\[ \tilde{n}(x) = \left( O \left( \frac{1}{|x|^2} \right), O \left( \frac{1}{|x|^2} \right), 1 \right) \]
and for \( 1 \leq i, j \leq 2 \),
\[ \partial_{x_i, x_j} \tilde{\Phi}(x) = \left( 0, 0, O \left( \frac{1}{|x|^3} \right) \right) \]
so
\[ I_{i,j} = \left( \partial^2_{x_1, x_2} \tilde{\Phi}, \tilde{n} \right) = O \left( \frac{1}{|x|^2} \right) \]
and
\[ K(x) = O \left( \frac{1}{|x|^6} \right) \]
so as \( \star dw(i(x)) = O(|x|^2) \)
\[ 2K(x)w(i(x)) \star dw(x) = 2K(x)|x|^2 v(i(x)) O(|x|^2) = O \left( \frac{1}{|x|^6} \right) |x|^2 v(i(x)) O(|x|^2) = O \left( \frac{1}{|x|^2} \right) \quad (4.10) \]
so
\[ \int_{S^1} 2K(x)w(i(x)) \star dw(i(x)) = O \left( \frac{1}{r} \right). \]

Now, the error terms of order less than \( O(|x|^{-2}) \) in \( |dw|^2 \) will vanish when \( r \to \infty \). By (4.7), as \( Dw(x) = O(|x|) \), for \( i \neq j \),
\[ g^{i,j} \partial_x w(x) \partial_{x_i} w(x) = O \left( \frac{1}{|x|^2} \right) O(|x|^2) = O \left( \frac{1}{|x|^2} \right) \]

Therefore, we will omit all these error terms, and we do not write the \( O(|x|^{-2}) \) in equalities
\[ |dw|^2 = |\partial_x w(x)|^2 + |\partial_{x_2} w(x)|^2 \]
\[ = \left\{ (2x_1 + O(|x|^{-3})) v(i(x)) + |x|^{-2} + a^2 |x|^{-4} + O(|x|^{-6}) \left( (x_2^2 - x_1^2) \partial_1 v(i(x)) - 2x_1 x_2 \partial_2 v(i(x)) \right) \right\}^2 \]
\[ + \left\{ (2x_2 + O(|x|^{-3})) v(i(x)) + |x|^{-2} + a^2 |x|^{-4} + O(|x|^{-6}) \left( (x_2^2 - x_1^2) \partial_2 v(i(x)) - 2x_1 x_2 \partial_1 v(i(x)) \right) \right\}^2 \]
\[ = (2x_1 v(i(x)) + |x|^{-2}((x_2^2 - x_1^2)) \partial_1 v(i(x)) - 2x_1 x_2 \partial_2 v(i(x)))^2 \]
\[ + (2x_2 v(i(x)) + |x|^{-2}((x_2^2 - x_1^2)) \partial_2 v(i(x)) - 2x_1 x_2 \partial_1 v(i(x)))^2 \]
\[ = 4|x|^2 v(i(x))^2 + (\partial_1 v(i(x)))^2 + (\partial_2 v(i(x)))^2 - 4v(i(x)) \langle x, Dv(i(x)) \rangle \quad (4.11) \]

Now, \( D^k v(i(x)) = O(r^{-2k}) \) for all \( k \geq 0 \), so
\[ \star d ((\partial_1 v(i(x)))^2 + (\partial_2 v(i(x)))^2) = O \left( \frac{1}{|x|^2} \right), \]
so we can drop these terms in the \( O(|x|^{-2}) \) error. So we have by (4.9), (4.10), (4.11)
\[ \Delta_g w(i(x)) - \frac{1}{2} \star dw|^2 \]
\[ = \left( 4v(i(x)) - 4 \langle dv(i(x)), i(x) \rangle + \frac{1}{|x|^2} \Delta v(i(x)) + O \left( \frac{1}{|x|^4} \right) \right) \star d (|x|^2 v(i(x))) \]
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Now, we have

\[- \frac{1}{2} \ast d \left( |x|^2 v(i(x))^2 - 4v(i(x)) \langle dv(i(x)), x \rangle \right) + O \left( \frac{1}{|x|^2} \right)\]

And we remark that

\[\ast d \left( |x|^2 v(i(x))^2 \right) = 2|x|^2 v(i(x)) \ast d(v(i(x))) + v(i(x))^2 \ast d(|x|^2)\]

so

\[4v(i(x)) \ast d \left( |x|^2 v(i(x)) \right) - \frac{1}{2} \ast d \left( 4|x|^2 v(i(x)) \right) = 2v(i(x))^2 \ast d(|x|^2).\]

Then, we have

\[\ast d \langle v(i(x)), dv(i(x)), x \rangle = \ast d \left( |x|^2 v(i(x)) \langle dv(i(x)), i(x) \rangle \right)\]

so

\[-4 \langle dv(i(x)), i(x) \rangle \ast d \left( |x|^2 v(i(x)) \right) + 2 \ast d \langle v(i(x)), dv(i(x)), x \rangle = 2|x|^2 v(i(x)) \ast d \left( \langle v(i(x)), i(x) \rangle \right) - 2 \langle dv(i(x)), i(x) \rangle \ast d \left( |x|^2 v(i(x)) \right)\]

Finally, we get

\[(\Delta_g w + 2K w) \ast dv - \frac{1}{2} \ast d[|w|^2] - 2v^2(i(x)) \ast d(|x|^2) + \frac{1}{|x|^2} \Delta v(i(x)) \ast d(|x|^2) v(i(x))\]

\[+ 2|x|^2 v(i(x)) \ast d \left( \langle dv(i(x)), i(x) \rangle \right) - 2 \langle dv(i(x)), i(x) \rangle \ast d \left( |x|^2 v(i(x)) \right) + O \left( \frac{1}{|x|^2} \right)\]

\[= (1) + (2) + (3) + (4) \quad (4.12)\]

We can develop \( v \) at 0 up to order two to get precise estimates of the boundary integral. We write for some real coefficients \( \{a_{i,j}\}_{i,j \geq 0} \subset \mathbb{R} \)

\[v(x) = \sum_{i,j=0}^{k} a_{i,j} x_1^i x_2^j + O(|x|^{k+1}).\]

Now, we have

\[\ast d(|x|^2 v(i(x))^2) = 2v(i(x))^2 (x_1 dx_2 - x_2 dx_1) + 2v(i(x))|x|^2 \ast dv(i(x)).\]

as

\[a_{i,j} = \frac{\partial^i \partial^j v(0)}{i! j!} \quad (4.13)\]

We recall the three following formulas, valid for \( x, y \in \mathbb{R} \):

\[2 \cos x \cos y = \cos(x + y) + \cos(x - y),\]

\[2 \sin x \sin y = \cos(x - y) - \cos(x + y),\]

\[2 \cos x \sin y = \sin(x + y) - \sin(x - y).\]

Now

\[\ast dv(i(x)) = \left( \frac{x_2^2 - x_1^2}{|x|^4} \partial_1 v(i(x)) - \frac{2x_1 x_2}{|x|^4} \partial_2 v(i(x)) \right) dx_2 - \left( \frac{x_2^2 - x_1^2}{|x|^4} \partial_1 v(i(x)) - \frac{2x_1 x_2}{|x|^4} \partial_1 v(i(x)) \right) dx_1\]

so using coordinates \( x_1 = r \cos(\theta), x_2 = r \sin(\theta) \), we get

\[\ast dv(i(x)) = \frac{1}{r} \left( -\cos(2\theta) \partial_1 v - \sin(2\theta) \partial_2 v \right) \cos(\theta) + \frac{1}{r} \left( \cos(2\theta) \partial_2 v - \sin(2\theta) \partial_1 v \right) \sin(\theta)\]
\[ \int_0^{2\pi} \cos(ax) \sin(bx) dx = \int_0^{2\pi} \cos(ax) \cos(bx) dx = \int_0^{2\pi} \sin(ax) \sin(bx) dx = 0 \]

So by (4.13), (4.15),

\[ \int_{S^1_1} 2v^2(i(x)) \ast (d|x|^2) = 4 \int_{S^1_1} v^2(i(x)) (x_1 dx_2 - x_2 dx_1) \]

\[ = 4 \int_0^{2\pi} r^2 \left( a_{0,0} + a_{1,0} \cos\left( \frac{\theta}{r} \right) + a_{0,1} \sin\left( \frac{\theta}{r} \right) + a_{2,0} \left( \cos\left( \frac{\theta}{r} \right) \right)^2 + a_{0,2} \left( \sin\left( \frac{\theta}{r} \right) \right)^2 + a_{1,1} \frac{\cos(\theta) \sin(\theta)}{r^2} + O(r^{-3}) \right)^2 d\theta \]

\[ = 4 \int_0^{2\pi} \left( a_{0,0}^2 r^2 + 2a_{0,0} (a_{2,0} \cos^2(\theta) + a_{0,2} \sin^2(\theta)) + a_{1,0}^2 \cos^2(\theta) + a_{0,1}^2 \sin^2(\theta) \right) d\theta \]

\[ = 8\pi a_{0,0}^2 + 8\pi a_{0,0} (a_{2,0} + a_{0,2}) + 4\pi (a_{1,0}^2 + a_{0,1}^2) \]

\[ = 8\pi v^2(p)^2 + 4\pi \left( v(p) \Delta v(p) + |dv(p)|^2 \right) \]

therefore

\[ \int_{S^1_1} (1) = 8\pi v^2(p)^2 + 4\pi \left( v(p) \Delta v(p) + |dv(p)|^2 \right). \]

Then,

\[ \int_{S^1_1} |x|^2 \Delta (v(i(x))) \ast d \left( \frac{|x|^2 v(i(x))}{|x|^2} \right) = \int_0^{2\pi} 2v(i(x)) \Delta v(i(x)) \frac{1}{|x|^2} (x_1 dx_2 - x_2 dx_1) \]

\[ + \int_0^{2\pi} 2v(i(x)) \Delta v(i(x)) \frac{1}{|x|^2} \left\{ |x|^2 \left( \frac{x_1}{|x|^2} \partial_2 v(i(x)) - \frac{x_2}{|x|^2} \partial_1 v(i(x)) \right) \right\} dx_2 \]

\[ - \left( \frac{x_1^2 - x_2^2}{|x|^4} \partial_2 v(i(x)) - \frac{x_2^2}{|x|^4} \partial_1 v(i(x)) \right) dx_1 \]

\[ = 4\pi v(p) \Delta v(p) + O(r^{-1}). \]

thus

\[ \int_{S^1_1} (2) = 4\pi v(p) \Delta v(p) + O(r^{-1}). \]

We now compute

\[ |x|^2 v(i(x)) \ast d \left( \partial v(i(x), i(x)) \right) = |x|^2 v(i(x)) \left\{ \partial_1 \left( \frac{x_1}{|x|^2} \partial_1 v + \frac{x_2}{|x|^2} \partial_2 v \right) dx_2 - \partial_2 \left( \frac{x_1}{|x|^2} \partial_1 v + \frac{x_2}{|x|^2} \partial_2 v \right) dx_1 \right\} \]

\[ = |x|^2 v(i(x)) \left\{ \left( \frac{x_1^3}{|x|^4} - \frac{x_2^3}{|x|^4} \right) \partial_1 v dx_2 - \left( \frac{x_3}{|x|^4} \right) \partial_2 v dx_2 \right\} \]

\[ + \frac{x_1}{|x|^2} \left( \frac{x_1^2}{|x|^4} \partial_1^2 v - \frac{x_2 x_1}{|x|^4} \partial_2^2 v \right) dx_2 + \frac{x_2}{|x|^2} \left( \frac{x_2^2}{|x|^4} \partial_1^2 v - \frac{x_2 x_1}{|x|^4} \partial_2^2 v \right) dx_2 \]

\[ - \frac{x_1}{|x|^2} \left( \frac{x_1^2}{|x|^4} \partial_1^2 v - \frac{x_2 x_1}{|x|^4} \partial_2^2 v \right) dx_1 - \frac{x_2}{|x|^2} \left( \frac{x_1^2}{|x|^4} \partial_1^2 v - \frac{x_2 x_1}{|x|^4} \partial_2^2 v \right) dx_1 \]

\[ = (i)+(ii) \]

And we see that

\[ (i) = |x|^2 v(i(x)) \left\{ \left( \frac{x_1^3}{|x|^4} - \frac{x_2^3}{|x|^4} \right) \partial_1 v dx_2 - \left( \frac{x_3}{|x|^4} \right) \partial_2 v dx_2 \right\} \]

\[ - \left( \frac{x_1^2}{|x|^4} \partial_1^2 v - \frac{x_2 x_1}{|x|^4} \partial_2^2 v \right) dx_2 + \left( \frac{x_2^2}{|x|^4} \partial_1^2 v - \frac{x_2 x_1}{|x|^4} \partial_2^2 v \right) dx_2 \]

\[ - \left( \frac{x_1^2}{|x|^4} \partial_1^2 v - \frac{x_2 x_1}{|x|^4} \partial_2^2 v \right) dx_1 + \left( \frac{x_2^2}{|x|^4} \partial_1^2 v - \frac{x_2 x_1}{|x|^4} \partial_2^2 v \right) dx_1 \]

\[ = (i)+(ii) \]
and we have already computed this integral, so
\[
\int_{S^1_r} (i) = -\pi \left( |dv(p)|^2 + v(p)\Delta v(p) \right).
\]

and
\[
\int_{S^1_r} (ii) = \int_{S^1_r} v(i(x)) \left\{ \frac{1}{|x|^2} v^2(x_1^2 - x_1^2) - 2v(x_1^2 x_2^2) \partial^2 v + (-2v^2 x_2^2 + x_2^2 v^2) \partial^2 v \right\} + O(r^{-1})
\]
\[
= -\int_{0}^{2\pi} v \left( \cos(\theta), \sin(\theta) \right) \left( \cos^2(\theta) \partial^2 v \left( \frac{\cos(\theta)}{r}, \frac{\sin(\theta)}{r} \right) + \sin^2(\theta) \partial^2 v \left( \frac{\cos(\theta)}{r}, \frac{\sin(\theta)}{r} \right) \right) d\theta + O(r^{-1})
\]
\[
= -\pi v(p)\Delta v(p)
\]

and finally
\[
\int_{S^1_r} (3) = 2 \int_{S^1_r} (i)+(ii) = -2\pi \left( |dv(p)|^2 + 2v(p)\Delta v(p) \right)
\]

We have only left (4):
\[
\int_{S^1_r} (4) = -2 \int_{S^1_r} \langle dv(i(x)), i(x) \rangle * d( |x|^2 v(i(x)))
\]
\[
= -2 \int_{S^1_r} \langle dv(i(x)), i(x) \rangle v(i(x))2(x_1 dx_2 - x_2 dx_1)
\]
\[
= -2 \int_{S^1_r} \langle dv(i(x)), x \rangle * dv(i(x))
\]
\[
= -2 \{ (iii)+(iv) \}
\]

Now, we easily compute
\[
(iii) = \int_{0}^{2\pi} \left( \partial_1 v \left( \frac{\cos(\theta)}{r} \right) + \partial_2 v \left( \frac{\sin(\theta)}{r} \right) \right) 2v^2 d\theta
\]
\[
= 2 \int_{0}^{2\pi} \left( r a_{0,0} \cos(\theta) + a_{1,0} \sin(\theta) \right) \left\{ \cos(\theta) \left( a_{1,0} + 2a_{2,0} \frac{\cos(\theta)}{r} + 2a_{1,1} \frac{\sin(\theta)}{r} \right) \right. + \left. \sin(\theta) \left( a_{0,1} + 2a_{0,2} \frac{\sin(\theta)}{r} + 2a_{1,1} \frac{\cos(\theta)}{r} \right) \right\} d\theta + O(r^{-1})
\]
\[
= 2 \int_{0}^{2\pi} \left( a_{1,0} \cos^2(\theta) + a_{0,1} \sin^2(\theta) + 2a_{0,0} \left( a_{2,0} \cos^2(\theta) + a_{0,2} \sin^2(\theta) \right) \right) d\theta + O(r^{-1})
\]
\[
= 2\pi \langle |dv(p)|^2 + v(p)\Delta v(p) \rangle
\]

while
\[
(iv) = -\int_{0}^{2\pi} \left( r \cos(\theta) \partial_1 v + r \sin(\theta) \partial_2 v \right) \left( -\frac{1}{r} \left( \partial_1 v \cos(\theta) + \partial_2 v \sin(\theta) \right) \right) + O(r^{-1})
\]
\[
= -\int_{0}^{2\pi} \left( \partial_1 v \cos(\theta) + \partial_2 v \sin(\theta) \right)^2 d\theta + O(r^{-1})
\]
\[
= -\pi |dv(p)|^2.
\]

Gathering estimates, we get
\[
\int_{S^1_r} (4) = -2\pi \left( |dv(p)|^2 + 2v(p)\Delta v(p) \right)
\]

and we finally obtain by (4.12), (4.16), (4.17), (4.19), (4.19), (4.20)
\[
\int_{S^1_r} \left( (\Delta_g w + 2K w) * dw - \frac{1}{2} * d|dw|^2 \right) = -8\pi r^2 v^2(p) + O \left( \frac{1}{r} \right)
\]
and by (4.5), we get the correct multiplicative factor of $\alpha^2$ in front of this expression, which gives the correct expression as

$$\text{Res}_p \Phi = 2\alpha^2.$$  

This concludes the proof of the theorem.

We shall verify that our is well-defined, as it seems at first glance singular. To do so, we need to estimate the integral

$$\frac{1}{2} \int_{D^2(p_j, R_j) \setminus D^2(p, R)} (\Delta g w - 2K_g w)^2 \, d\text{vol}_g, \quad 1 \leq j \leq m$$

when $R \to 0$, where $w = |\Phi|^2 w^2$. Using the change of variable (4.6), this is equivalent to estimate

$$\frac{1}{2} \int_{D^2(0, r) \setminus D^2(0,1)} (\Delta g w - 2K_g w)^2 \, d\text{vol}_g$$

when $r \to \infty$, and $r^2 = \frac{\alpha^2}{R^2}$. The asymptotic flatness coming from the proof of the theorem shows that

$$\frac{1}{2} \int_{D^2(0, r) \setminus D^2(0,1)} (\Delta g w - 2K_g w)^2 \, d\text{vol}_g = \frac{1}{2} \int_{D^2(0, r) \setminus D^2(0,1)} \left( |x|^2 v \left( \frac{x}{|x|^2} \right) - 2K_g(x) |x|^2 v \left( \frac{x}{|x|^2} \right) \right)^2 \, d\mathbb{S}^2(x) + O(1).$$

Furthermore,

$$\Delta \left( |x|^2 v \left( \frac{x}{|x|^2} \right) \right) = 4v \left( \frac{x}{|x|^2} \right) + \frac{4}{|x|^2} \left( x_1 \partial_1 v \left( \frac{x}{|x|^2} \right) + x_2 \partial_2 v \left( \frac{x}{|x|^2} \right) \right) + \frac{1}{|x|^2} \Delta v \left( \frac{x}{|x|^2} \right) = O(1)$$

and recall that

$$K_g(x) = O \left( \frac{1}{|x|^6} \right),$$

so the only singular terms will come from $(\Delta g w)^2$. Using polar coordinates $(x, y) = (\rho \cos(\theta), \rho \sin(\theta))$, $(\rho, \theta) \in [1, r] \times S^1$,

$$\Delta \left( |x|^2 v \left( \frac{x}{|x|^2} \right) \right) = 4 \left( a_{0,0} + a_{1,0} \frac{\cos(\theta)}{\rho} + a_{0,1} \frac{\sin(\theta)}{\rho} + a_{2,0} \frac{\cos^2(\theta)}{\rho^2} + a_{0,2} \frac{\sin^2(\theta)}{\rho^2} + a_{1,1} \frac{\sin(2\theta)}{\rho^2} \right)$$

$$+ \frac{2(a_{2,0} + a_{0,2})}{\rho^2} + O \left( \frac{1}{\rho^4} \right)$$

$$= 4 \left( a_{0,0} - 2a_{0,2} \frac{\cos^2(\theta)}{\rho^2} - a_{0,2} \frac{\sin^2(\theta)}{\rho^2} - a_{1,1} \frac{\sin(2\theta)}{2\rho^2} \right) + \frac{2(a_{2,0} + a_{0,2})}{\rho^2} + O \left( \frac{1}{\rho^4} \right)$$

so

$$\frac{1}{2} \int_{D^2(0, r) \setminus D^2(0,1)} (\Delta g w - 2K_g w)^2 \, d\text{vol}_g$$

$$= \frac{1}{2} \int_1^r \int_{S^1} \left( 16a_{0,0}^2 - 32a_{0,0} \left( a_{1,0} \frac{\cos(\theta)}{\rho^2} + a_{0,2} \frac{\sin^2(\theta)}{\rho^2} \right) + 16a_{0,0} \frac{(a_{2,0} + a_{0,2})}{\rho^2} \right) \rho \, d\rho \, d\theta + O(1)$$

$$= 16\pi a_{0,0} \int_1^r \rho^2 d\rho - 16a_{0,0} \left( a_{2,0} \left( \int_1^r \frac{d\rho}{\rho} \left( \int_{S^1} \cos(\theta) d\theta \right) \right) + a_{0,2} \left( \int_1^r \frac{d\rho}{\rho} \left( \int_{S^1} \sin^2(\theta) d\theta \right) \right) \right)$$

$$+ \frac{2(a_{2,0} + a_{0,2})}{\rho^2} + O \left( \frac{1}{\rho^4} \right).$$
In particular, if \( v \) is of index 1. Therefore, by (2.14) and (2.15) \( \Psi \) is stable i.e. \( \text{Ind}_\Psi (\tilde{\Psi}) = 0 \), and the bound is trivially verified.

### 4.4 Proof of main theorem 1.1

**Proof.** We are now in measure to prove the main theorem thanks of the preceding formula and Bryant’s theorem 4.2. Suppose first that \( \Psi : S^2 \to S^3 \) is a non-umbilic Willmore sphere such that

\[
m = \frac{1}{4\pi} \mathcal{W}(\Psi)
\]

then it is the inversion at 0 (after translation if necessary), after a stereographic projection in \( \mathbb{R}^3 \), of a minimal surface with \( m \) embedded ends with zero logarithmic growth and finite total curvature. Furthermore, for all normal variation \( \vec{v} = v\vec{n} \) of \( \Psi \) such that \( v \in W^{2,2}(S^2, \mathbb{R}) \), if \( \tilde{\Phi} = \psi \circ \Psi, w = |\tilde{\Phi}|^2 v \), we have by (4.3),

\[
D^2 \mathcal{W}(\tilde{\Phi})[\vec{v}, \vec{v}] = \lim_{R \to 0} \frac{1}{2} \int_{\Sigma_R} (\Delta_g w - 2K_g w)^2 d\text{vol}_g - 4\pi \sum_{j=1}^m \text{Res}_p(\tilde{\Phi}) \frac{R^2}{R^2} v^2(p_j)
\]

In particular, if \( v(p_j) = 0 \) for all \( 1 \leq j \leq m \), then

\[
D^2 \mathcal{W}(\tilde{\Phi})[\vec{v}, \vec{v}] \geq 0.
\]

If we introduce the map

\[
V : W^{2,2}(S^2, \mathbb{R}) \to \mathbb{R}^m
\]

\[
v \mapsto (v(p_1), \ldots, v(p_m))
\]

Then \( V^{-1}(0) \subset W^{2,2}(S^2, \mathbb{R}) \) is a closed sub-space of codimension \( m \). And the second variation of \( W \) is non-negative on the complement of \( V^{-1}(0) \), so the dimension of the subspace of \( W^{2,2}(S^2, \mathbb{R}) \) where \( D^2 \mathcal{W}(\tilde{\Phi}) \) is negative is bounded by \( m \). Therefore, \( \text{Ind}_\Psi (\tilde{\Psi}) \leq m \).

Now, we treat the umbilical case (where \( m = 1 \)). Thanks of the result of Bryant ([Bry84]), if there exists an umbilical point, then \( \tilde{\Psi} : S^2 \to S^3 \) is totally umbilical, and is a geodesic 2-sphere. In particular \( \tilde{\Psi} : S^2 \to S^3 \) is a minimal immersion. As the Gauss map of a minimal surface is holomorphic, it is *a fortiori* harmonic, so

\[
\Delta_g \vec{n} + |d\vec{n}|_g^2 \vec{n} = 0
\]

if \( g = \tilde{\Psi}^* g_{S^3} \), and \( \vec{n} : S^2 \to S^2 \) is the Gauss map of \( \tilde{\Psi} \). The Jacobi operator of the minimal surface \( \tilde{\Psi} : S^2 \to S^3 \) is simply

\[
L_g = \Delta_g + (|\vec{g}|^2 + 2) = \Delta_g + (|d\vec{n}|_g^2 + 2)
\]

so for all \( a \in \mathbb{R}^4 \), we have

\[
L_g(a \cdot \vec{n}) = a \cdot (\Delta_g \vec{n} + |d\vec{n}|_g^2 \vec{n}) + 2a \cdot \vec{n} = 2a \cdot \vec{n}
\]

so 2 is a positive eigenvalue of the Jacobi operator, and one can show that it is the only one. Furthermore, the associated eigenspace is 1-dimensional (see the paper of Frederick Almgren [Alm66]) so \( \tilde{\Psi} : S^2 \to S^3 \) is of index 1. Therefore, by (2.14) and (2.15) \( \tilde{\Psi} \) is stable i.e. \( \text{Ind}_\Psi (\tilde{\Psi}) = 0 \), and the bound is trivially verified.
Remark 4.6. This proof shows in particular that whenever in the classification of Bryant, we have an Willmore immersion $\Psi : \Sigma \to S^3$ from a closed Riemann surface $\Sigma$ which is not totally umbilic, with Bryant’s quadratic form $\mathcal{L}_g$ identically equal to 0 (Theorem E in [Bry84]), then for some stereographic projection $\pi : S^3 \to \mathbb{R}^3$, $\pi \circ \Psi : \Sigma \to \mathbb{R}^3$ is a branched minimal immersion with embedded planar ends. In particular $\mathcal{W}(\Psi)$ is quantized by $4\pi$ and

$$\text{Ind}_{\mathcal{W}(\Psi)} \leq \frac{1}{4\pi} \mathcal{W}_{S^3}(\Psi).$$

However, when the genus of $\Sigma$ is larger than 1, then there are Willmore immersions with non-zero quadratic form $\mathcal{L}_g$. One example is furnished by the Clifford torus in $S^3$ with energy $2\pi^2$, which cannot be the stereographic projection of a minimal surface in $\mathbb{R}^3$.

4.5 Index and Schrödinger operators

Let $\Sigma$ a closed Riemann surface and $\Sigma = \Sigma \setminus \{p_1, \cdots, p_m\}$ a Riemann surface with $m$ punctured points $\{p_1, \cdots, p_m\} \subset \Sigma$. If $\Phi : \Sigma \to \mathbb{R}^3$ is a minimal immersion, recall that for a normal variation $\vec{w} = w\vec{n}$, we have

$$D^2A(\Phi)[\vec{w}, \vec{w}] = \int_{\Sigma} (|dw|^2 + 2K_g w^2) \, dvol_g = -\int_{\Sigma} w (L_g w) \, dvol_g$$

if $L_g = \Delta_g - 2K_g = \Delta_g + |dN|_g^2$ if $N : \Sigma \to S^2$ is the Gauss map of $\Phi$. If $\Phi$ conformal, and if $dvol_\Sigma$ is a canonical volume form on $\Sigma$, we have,

$$dvol_g = \frac{|d\Phi|^2}{2} dvol_\Sigma$$

$$-2K_g = |dN|_g^2 = 2|d\Phi|^{-2}|dN|^2$$

so if $M = \Phi(\Sigma)$ is a finite curvature minimal surface with $m$ embedded planar ends, and $\Psi : \Sigma \to \mathbb{R}^3$ is the inversion at 0 of $\Phi$, we have if $\vec{v} = v\vec{n}$ is a normal variation, by (4.3)

$$D^2\mathcal{W}(\Psi)[\vec{v}, \vec{w}] = \lim_{R \to 0} \frac{1}{2} \int_{\Sigma_R} \left( L_g(\Phi^2 v) \right)^2 dvol_g - 4\pi \sum_{j=1}^{m} \frac{\text{Res}_{p_j} \Phi}{R^2} v^2(p_j)$$

$$= \lim_{R \to 0} \frac{1}{2} \int_{\Sigma_R} \left( 2|d\Phi|^{-2} \Delta_g(\Phi^2 v) + 2|d\Phi|^{-2} |dN|^2 |\Phi^2|^2 v^2 \right)^2 \frac{|d\Phi|^2}{2} dvol_\Sigma - 4\pi \sum_{j=1}^{m} \frac{\text{Res}_{p_j} \Phi}{R^2} v^2(p_j)$$

if $L_g = \Delta_g + |dN|^2$. Moreover, the Gauss map $N : \Sigma \to S^2$ is a holomorphic map, so it is in particular harmonic, i.e.

$$\Delta_g N + |dN|^2 N = 0.$$

Therefore (recalling (4.5) for the definition of the residue) we can study in general the problem of finding the index of the following quadratic form

$$Q_f(v, v) = \lim_{R \to 0} \int_{\Sigma_R} (L_f(|\text{Re } f|^2 v)) \frac{dvol_\Sigma}{|\text{Re } df|^2} - 4\pi \sum_{j=1}^{m} \frac{\text{Res}_{p_j} f(z) dz^2}{R^2} v^2(p_j)$$

where $f : \Sigma \to \mathbb{C}^3$ is a meromorphic immersion with at most simple poles at each end $p_j \in \Sigma$ $(1 \leq j \leq m)$, and $N : \Sigma \to S^2$ is the holomorphic Gauss map of $\text{Re } f : \Sigma \to \mathbb{R}^3$. 
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Remark 4.7. We remark that for all conformal transformation of $\varphi : \Sigma \to \Sigma$, we have

$$Q_{f \circ \varphi}(v \circ \varphi, v \circ \varphi) = Q_f(v, v)$$

This is easily seen by the conformal invariance of the Laplacian in two-dimensions (see the book of Frédéric Hélein [He96]).
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