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Abstract—This paper demonstrates a refined approach to solving dynamic optimization problems for underactuated marine surface vessels. To this end the differential flatness of a mathematical model assuming full actuation is exploited to derive an efficient representation of a finite dimensional nonlinear programming problem, which in turn is constrained to apply to the underactuated case. It is illustrated how the properties of the flat output can be employed for the generation of an initial guess to be used in the optimization algorithm in the presence of static and dynamic obstacles. As an example energy optimal point to point trajectory planning for a nonlinear 3 degrees of freedom dynamic model of an underactuated surface vessel is undertaken. Input constraints, both in rate and magnitude as well as state constraints due to convex and non-convex obstacles in the area of operation are considered and simulation results for a challenging scenario are reported. Furthermore, an extension to a trajectory tracking controller using model predictive control is made where the benefits of the flatness based direct method allow to introduce nonuniform sample times that help to realize long prediction horizons while maintaining short term accuracy and real time capability. This is also verified in simulation where additional disturbances in the form of environmental disturbances, dynamic obstacles and parameter mismatch are introduced.

I. INTRODUCTION

With the transportation sector becoming increasingly focused on energy efficiency and low environmental impact, the research interest in automated and autonomous marine crafts has been increasing steadily. This contribution presents a refined approach to solving the task of energy optimal point to point trajectory planning and trajectory tracking for underactuated ships taking into account static and dynamic obstacles as well as input amplitude and rate constraints. For this an optimal control problem (OCP) is set up and transformed into a finite dimensional nonlinear programming problem (NLP) by means of a flatness based direct method exploiting the differential flatness of the considered nonlinear 3 degrees of freedom (3DOF) dynamic vessel model.

Previous works in the context of nonlinear control of vessels include approaches using exact feedback linearization [1], Lyapunov-based strategies such as passivity or backstepping [2], [3], [4], [5] or for the case of path following using linear MPC is proposed by [9] in view of roll and rudder constraints. In contrast to path following, dynamic positioning is the task of keeping a vessel at a desired position and heading and is addressed, e.g., in [10].

The differential flatness property of the 3DOF vessel model considered in this work is also exploited in [11], where the flat outputs are directly parametrized using polynomial curve segments (B-splines) in order to attain a NLP for the task of vessel control in constrained areas. The flatness based direct method used in this work however is closely related to the concept presented in [12] with the application of time optimal trajectory generation for a gantry crane, which builds on the idea of parametrizing the highest derivative of the flat output as previously suggested by, e.g., [13], [14]. In those works an ansatz with basis functions for the highest derivative of the flat output is made, whereas [12] uses a piecewise constant function for this purpose. This is also used in the context of distributed parameter systems, e.g, by [15].

The present paper adapts and extends the flatness based direct method from [12] in using continuous, piecewise linear functions as ansatz for the highest derivative of the flat output, pointing out how the significance of the flat output in original coordinates can be used to generate an initial guess for the optimization problem and combines this to realize energy optimal trajectory planning and closed loop trajectory tracking by means of optimal control and MPC, respectively. It is organized as follows. In Sec. II the OCP for energy optimal point to point trajectory planning is set up, the 3DOF vessel model and the approach to obstacle modeling are presented. Section III presents the flatness based direct method used to be able to find a numerical solution to the OCP and introduces the strategy to get an initial guess. Simulation results for an exemplary scenario follow in Sec. IV. Building on this, in Sec. V the OCP is modified to allow for successive solution on a receding horizon to realize a closed loop trajectory tracking MPC. The paper concludes with some final remarks.

II. PROBLEM FORMULATION

The task of finding an energy optimal point to point trajectory from initial time $t_0$ to final time $t_e$ for a marine surface vessel can be expressed as an OCP

$$\min_{\mathbf{u}_c} J(\mathbf{u}_c) = \int_{t_0}^{t_e} l(t, x(t), \mathbf{u}_c(t))dt ,$$

s.t. $\dot{x} = f(x, \mathbf{u}_c), \quad t > t_0, \quad x(t_0) = x_0, \quad g(x) = 0, \quad \forall t \in [t_0, t_e], \quad h(x, \mathbf{u}_c, \dot{\mathbf{u}}_c) \leq 0, \quad \forall t \in [t_0, t_e].$ (1a)
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where the cost function (1a) defines the notion of optimality, (1b) denotes the vessel dynamics with states \( x(t) \in \mathbb{R}^n \) and inputs \( u_c(t) \in \mathbb{R}^m \) and (1c), (1d) allow to introduce equality and inequality state constraints as well as constraints on the magnitude and rate of change of the input.

### A. Vessel Dynamics and Cost Function

Considering near shore or harbor areas calm sea conditions can be presupposed. This assumption allows to use a 3DOF model, neglecting roll, pitch and heave to adequately describe the vessel dynamics. The remaining degrees of freedom given by the speeds in surge \( u \), sway \( v \) and the yaw rate \( r \) are considered in a body fixed reference frame, commonly condensed to \( \nu = [u, v, r]^T \). The vessel location and pose \( \eta = [x, y, \psi]^T \) are described in the inertial North-East-Down (NED) frame, where \( x \) corresponds to the north, \( y \) to the east position and \( \psi \) to the orientation. A commonly used nonlinear first principles model describing the equations of motion of a surface vessel is then given by

\[
\dot{\eta} = R(\psi)\nu \\
M \nu = -(C(\nu) + D(\nu)) \nu + \tau,
\]

(2a) (2b) see, e.g. [16]. Here \( R(\psi) \) is the rotation matrix that transforms the body fixed velocities into the NED frame. The matrices \( M, C(\nu) \) and \( D(\nu) \) specify the inertia, coriolis and damping effects and \( \tau = [\tau_u, \tau_v, \tau_r]^T \) denotes the vector with the forces \( \tau_u \) in surge, \( \tau_v \) in sway direction and the yaw moment \( \tau_r \) used to control the vessel. Note that \( \tau_r = 0 \) for the underactuated case. Nonlinear damping is taken into account, which yields

\[
M = \begin{bmatrix}
m_{11} & 0 & 0 \\
0 & m_{22} & m_{23} \\
0 & m_{32} & m_{33}
\end{bmatrix} \\
= \begin{bmatrix}
m - X_u & 0 & 0 \\
0 & m - Y_v & m x_g - Y_f \\
0 & m x_g - N_v & I_{zz} - N_f
\end{bmatrix},
\]

\[
C(\nu) = \begin{bmatrix}
0 & 0 & c_{13} \\
0 & 0 & m_{11}u \\
c_{31} & -m_{11}u & 0
\end{bmatrix},
\]

\[
D(\nu) = \begin{bmatrix}
x_u + [x_{u[u]} u] & 0 & 0 \\
0 & Y_v + [Y_{v[v]} v] & Y_f \\
0 & 0 & N_v + [N_{v[r]} r]
\end{bmatrix},
\]

where \( m \) is the mass of the vessel, \( I_{zz} \) describes its inertia about the \( z \) axis of the body fixed frame, \( X_u, Y_v, Y_f, N_v, N_f \) are the hydrodynamic derivatives in SNAME notation and \( [x_{u}, v, 0]^T \) is the center of gravity of the ship in the body fixed frame. Furthermore \( c_{13} = -m_{22}v - \frac{m_{23} + m_{32}}{m_{23} + m_{32}} r \) and \( c_{31} = m_{22}v + \frac{m_{23} + m_{32}}{m_{23} + m_{32}} r \). With \( x(t) = [\eta^T(t), \dot{\eta}^T(t)]^T \in \mathbb{R}^6 \) and \( u_c(t) = \tau(t) \) the model (2) can be written as a general nonlinear system

\[
\dot{x} = f(x, u_c), \quad t > t_0, \quad x(t_0) = x_0,
\]

(4) matching (1b). The cost function (1a) is designed to maintain energy efficiency with

\[
l(t, x(t), u_c(t)) = u_c^T(t) Q_1 u_c(t),
\]

(5) where \( Q_1 \in \mathbb{R}^{m \times m} \) is a weighting matrix, based on the assumption that the vessel energy consumption can be approximated by the time integral over the quadratic form of the actuator forces \( \tau = u_c \).

### B. Equality and Inequality Constraints

The equality constraints (1c) are used to enforce agreement with initial state \( x_0 \) and desired final state \( x_e \) via

\[
g(x) = [(x(0) - x_0)^T (x(t_e) - x_e)^T]^T.
\]

(6) The inequality constraints (1d) ensure conformity with the input constraints, as the elements of the control force and moment vector are limited both in magnitude and rate of change, i.e.,

\[
\tau_{\min} \leq \tau \leq \tau_{\max},
\]

\[
\Delta \tau_{\min} \leq \dot{\tau} \leq \Delta \tau_{\max}.
\]

Obstacle avoidance can also be addressed by the inequality constraints. To this end the constructive solid geometry (CSG) method with smooth approximation of the intersection and union operations [17] is adopted. It allows to efficiently include an arbitrary number of obstacles with convex or non-convex outlines. Central to the method is the scalar valued defining function \( f_o, \Sigma : x \mapsto \mathbb{R}^+, \) where \( f_o, \Sigma \leq 1 \) defines the area occupied by obstacles. It is constructed by applying the approximation of the union operation

\[
U_p (f_{o, 1}, \ldots, f_{o, n}) = (f_{o, 1}^{-p}, \ldots, f_{o, n}^{-p})^{-\frac{1}{p}}
\]

(8a) to basic geometric shapes described by the defining functions \( f_{o, i}, i = 1, \ldots, n \), where the quality of the approximation increases for larger values of \( p \in \mathbb{N} \). Thus (1d) arranges to

\[
h(x, u_c, \dot{u}_c) = \begin{bmatrix}
u_c - u_c_{\max} \\
u_c - u_c_{\min} \\
\Delta u_{c,\max} - u_c \\
\Delta u_{c,\min} - u_c \\
1 - f_o, \Sigma(x)
\end{bmatrix},
\]

(9) independent of the number of obstacles. Here \( u_{c,\max} = \tau_{\max}, \ u_{c,\min} = \tau_{\min} \) and \( \Delta u_{c,\max} = \Delta \tau_{\max}, \Delta u_{c,\min} = \Delta \tau_{\min} \) for the system at hand.

### III. Numerical Implementation

To be able to use state of the art NLP solvers to efficiently solve the infinite dimensional OCP (1) in the following a flatness based, direct method is proposed. Exploitation of differential flatness, as introduced by [18] allows for a drastic reduction of decision variables when applying a direct method to a dynamic optimization problem, compare also [19]. As already discussed in [11] the known flat parametrization of the dynamic model (2) for the underactuated case, i.e., \( \tau_v = 0 \), shows singularities [20] such that in the following the flat parametrization of the fully actuated dynamic model is used and \( \tau_v = 0 \) is imposed later by setting the corresponding bounds in (7a) or (9), respectively, to zero.
For the flat output \( z = \eta \) the system states \( x \) and inputs \( \tau \) can be expressed by means of the flat parametrizations
\[
\begin{align*}
\mathbf{x} &= \mathbf{\theta}_x \left( z, \dot{z}, \ldots, z^{(\beta-1)} \right), \\
\mathbf{\tau} &= \mathbf{\theta}_\tau \left( z, \ddot{z}, \ldots, z^{(\beta)} \right),
\end{align*}
\]
with \( \beta = 2 \). For the rather lengthy full expressions of the flat parametrizations for the system (2) the interested reader is referred to [11]. Besides the benefits regarding the number of decision variables of the resulting NLP, the fact that the flat output describes the vessel position and pose in the reference coordinate system allows the generation of an initial guess for the decision variables that, despite not being completely feasible for the underactuated case, is still vastly superior over initializing with zeros or similar simple choices.

### A. Flatness Based Direct Method

Generally the knowledge of a flat parametrization allows to remove the ODE constraint (1b) from the OCP (1) when the OCP is reformulated in terms of the flat output \( z \) and its derivatives \( \dot{z}, \ldots, z^{(\beta)} \), as in that case the ODE constraint is implicitly fulfilled by the flat parametrization. The flat parametrization also serves to reformulate the cost function (1a) as well as the linear (1c) and nonlinear constraints (9) in terms of the flat output and its derivatives up to order \( \beta \). Note that at this point the OCP is still infinite dimensional and only reformulated in the coordinates of the flat output. The step to a finite dimensional NLP is made by using an ansatz function defined by a finite number of parameters for the highest derivative of the flat output that is required by (10). The additionally needed lower derivatives can be determined by means of successive integration without requiring smoothness of the ansatz function and are also described by the same parameters and integration constants. These parameters and the integration constants are then used as decision variables to form a finite dimensional NLP.

To efficiently implement this concept the approach presented by [12] is build upon. In that work \( z^{(\beta)} \) is parametrized as a piecewise constant step function with the step length chosen to match the discrete controller sample time. For the case of point to point trajectory planning for marine vessels the planning horizon \((t_e - t_0)\) is magnitudes longer than the sample time of the underlying motion control system mapping \( \mathbf{\tau} \) to the actual actuators, which would result in an unworkable number of parameters. Simply increasing the step length for the parametrization of \( z^{(\beta)} = \ddot{z} \) as piecewise constant step function is clearly problematic when input rate constraints such as (7b) are taken into account: While in principle the corresponding inequality constraints in (9) limit the change of the input values between two sample points irrespective of the ansatz function for \( \ddot{z} \) and the discretization step size used, the system inputs will not be able to follow a step function and instead assume a piecewise linear course. This motivates the choice for \( \ddot{z} \) to be a piecewise linear function in this work, parametrized by the function values \( \ddot{z}(t_k) = \ddot{z}_k = [\ddot{z}_{1,k}, \ddot{z}_{2,k}, \ddot{z}_{3,k}]^\top \) at the points \( t_k \) for \( k = 0, \ldots, N \) at which the linear segments are connected.

In the same manner as used in [12], the integrator chain dynamics linking \( z_k, \dot{z}_k \) and \( \ddot{z}_k \) of the discretized problem can generally be described as discrete time systems
\[
\begin{align*}
\zeta_{i,k+1} &= A(T_{k+1})\zeta_i + B(T_{k+1})u_i \quad k = 0, \ldots, N - 1, \\
\zeta_{i,0} &= \left[ z_i(t_0), \dot{z}_i(t_0) \right]^\top,
\end{align*}
\]
for each dimension \( i = 1, 2, 3 \) of the flat output, where \( \zeta_{i,k} = [\bar{z}_{i,k}, \dot{\bar{z}}_{i,k}]^\top \), \( u_{i,k} = [\bar{z}_{i,k}, \dot{\bar{z}}_{i,k+1}]^\top \). As \( \dot{\bar{z}} \) is chosen to be piecewise linear, the dynamic matrix is given by
\[
A(T_k) = \begin{bmatrix} 1 & T_k & 0 \\ 0 & 1 & 0 \end{bmatrix},
\]
and the input matrix by
\[
B(T_k) = \begin{bmatrix} b_1(T_k) \\ b_2(T_k) \end{bmatrix} = \begin{bmatrix} T_k^3 & T_k^2 & T_k \\ T_k^2 & T_k & 0 \end{bmatrix}.
\]

Here the dependence of the matrices \( A(T_k) \) and \( B(T_k) \) on the discretization time is stated as multiple but constant sample times \( T_1, \ldots, T_N \) may be used. The general solution of the linear discrete time system (11) is given by
\[
\begin{align*}
\zeta_{i,N} &= A_N\zeta_{i,0} + H_N\ddot{z}_{i,[0,N]},
\end{align*}
\]
where
\[
A_N = A(T_N)A(T_{N-1})\ldots A(T_1),
\]
\[
h_{N-1} = A(T_{N})A(T_{N-1})\ldots A(T_2)b_2(T_1)
\]
\[
+ A(T_{N})A(T_{N-1})A(T_3)b_3(T_2),
\]
\[
\vdots
\]
\[
h_1 = A(T_{N})b_2(T_{N-1}) + b_1(T_1),
\]
\[
h_0 = b_2(T_0).
\]
Finally, with \( \ddot{z}_{i,[0,N]} = [\ddot{z}_{i,0}, \ldots, \ddot{z}_{i,N}]^\top \) the composite vector of decision variables \( \xi \in \mathbb{R}^{6(N-3)} \) for the finite dimensional NLP based on the infinite dimensional OCP (1) can be written as \( \xi = [z_{1,0}, z_{2,0}, \ddot{z}_{1,[0,N]}, \ldots, z_{3,0}, z_{2,0}, \ddot{z}_{3,[0,N]}]^\top \). With the algebraic equation (12) linking \( \dot{\ddot{z}} \) and \( z_{3,0}, \ddot{z}_{3,0} \) under the assumption that \( \dddot{z} \) is piecewise linear, the OCP (1) can now be written in the form of an NLP, i.e.,

\[
\begin{align*}
\min_c(c(\xi)) &= \sum_{k=0}^N l_d(\theta_{\pi_k}(\xi), \theta_{\tau_k}(\xi)) \\
\text{s.t.} \quad g_d(\theta_{\pi_k}(\xi), \theta_{\tau_k}(\xi)) &= 0, \quad k = 0, \ldots, N, \\
h_d(\theta_{\pi_k}(\xi), \theta_{\tau_k}(\xi)) &\leq 0, \quad k = 0, \ldots, N,
\end{align*}
\]
discretization time of the NLP is only limited by two aspects: First, feasibility w.r.t. constraints is only enforced at the discretization points, and secondly, the solution is only optimal under the restriction that $\dot{z}$ can be expressed by a piecewise linear, continuous function parametrized by the values at the sample points. A formal discussion of the preservation of optimality by the flatness based direct method is beyond the scope of this contribution. However, the underlying assumptions of a standard approach to solving the OCP (1) using full discretization and imposing piecewise constant control inputs are essentially comparable if not more limiting.

B. Generation of an Initial Guess

As the OCP (1) and thus also the NLP derived from it by means of the flatness based direct method outlined before are highly nonlinear and non-convex the importance of a good initial guess for a fast and meaningful solution can not be overrated. To this end it is exploited that the flat output $z$ for the system (2) is the vessel position and pose $\eta = [x, y, \psi]^T$ in the inertial frame. There are highly efficient algorithms to solve the point to point path finding problem on a grid in the presence of obstacles such as the $A^\star$-algorithm [21]. With $\beta = 2$ in (10) however, any initial guess for the flat output $z$ needs to be twice continuously differentiable. This can be accomplished by convoluting the non-smooth path provided by the $A^\star$-algorithm with a mollifying function, also called mollifier. A 1D function $\varphi(t)$ on $\mathbb{R}^1$ is a mollifier if it exhibits the properties: (i) it is compactly supported, (ii) $\int_{\mathbb{R}} \varphi(t) dt = 1$ and (iii) $\lim_{\epsilon \to 0} \varphi_{\epsilon}(t) = \lim_{\epsilon \to 0} \epsilon^{-1} \varphi(t/\epsilon) = \delta(t)$, where $\delta(t)$ is the Dirac delta function. The details of generating an initial guess in a multi-stage approach of path finding, simplifying the path, adding timing information, smoothing the resulting trajectory and mapping it to the decision variables will be outlined in the following. It has to be pointed out that the resulting initial guess is not necessarily fully feasible w.r.t. the input constraints (7a) and (7b), including $\tau_0 = 0$. However, the convergence times of the solver for the underactuated case are still greatly reduced when compared to a more trivial initial guess such as, e.g., initialization with zeros.

Figure 1 illustrates the steps undertaken to generate the initial guess. The $A^\star$-algorithm operates on a grid and requires the specification of a heuristic function that expresses the expected ideal path length from the current node to the end node. A rectangular grid is laid over the area of operation of the vessel and start and end node are chosen to be the nodes that are closest to the actual desired initial and end position and not within an obstacle. Allowed node transitions are such that each node is connected to its eight neighboring nodes in the rectangular grid and obstacle information is provided by means of the defining function $f_o, \Sigma$, compare (9). In a subsequent step the resulting path is refined by first removing all path nodes that are not directly adjacent to an obstacle. It is then transformed in the NED frame by remapping the path grid points to points in the NED frame. Lastly the start and end node position are replaced with the actual initial and desired final position. Timing information is added by calculating a theoretical average along-track speed based on the path length and the optimization time $t_e$. From the waypoints and the constant along track speed piecewise constant curves $\dot{x} = \dot{z}_1$ and $\dot{y} = \dot{z}_2$ can be determined. For the heading it is desired that the vessel is always oriented parallel to the path segment, leading to a sequence of impulses $\dot{\psi} = \dot{z}_3$, where the time integral of each impulse equals the change in path angle at that waypoint. As the decision variables of the NLP are the second derivatives of the flat output the differentiation property of the convolution $\frac{d}{dt} (f * g) = \frac{df}{dt} * g = f * \frac{dg}{dt}$ for functions $f(t), g(t)$ comes handy. Accordingly, the initial guess for the decision variables $\xi$ is generated by sampling the convolution $\dot{z}_i * \hat{\varphi}_i, i = 1, 2, 3$ at the discretization points of the NLP. Here $\hat{\varphi}_i(t)$ is the time derivative of the mollifier
\[
\varphi_i(t) = \begin{cases} \frac{15}{16\pi\epsilon_i^2} \left(1 - \frac{t^2}{\epsilon_i^2}\right)^2, & \text{for } -\epsilon_i \leq t \leq \epsilon_i, \\ 0, & \text{else,} \end{cases}
\]
where $\epsilon_i$ is a tuning parameter controlling the amount of smoothing with $\lim_{\epsilon_i \to 0} (\dot{z}_i * \hat{\varphi}_i) = \dot{z}_i, i = 1, 2, 3$. Initial and final speeds $\nu_0, \nu_e$ can be taken into account by transforming them into the NED frame with $\dot{z}_i^* = R(\psi_0)\dot{z}_i$, $\dot{z}_e^* = R(\psi_e)\nu_e$ and then extending the signals $\dot{z}_i$ defined on $t \in [\tau_0, \tau_e]$ by mirroring them at the points $(\tau_0, z_0^*)$ and $(\tau_e, z_e^*)$, $i = 1, 2, 3$. With this approach an initial guess is obtained that fulfills the ODE constraint (1b) via the flat parametrization. Ideally there is no violation of the equality constraints (6) and the inequality constraints (9) except those concerning the input. A possible slight violation can be caused by the $A^\star$-algorithm operating on a discrete grid, the smoothing process and the sampling of the smoothed signal. Generally, for larger values of $\epsilon_i$ and thus increased smoothing there is a larger distortion of the path compared to the output of $A^\star$ and thus a higher possibility of violating state constraints, but also the extrema of $\ddot{z}$ are smaller and thus better agreement with the input constraints is achieved.

IV. SIMULATION RESULTS

To allow for a future verification of the theoretical results of this paper in a laboratory scale setup, the parametrization of a model vessel from [22] is used as displayed in Table I. The inputs are constrained to $-5 N \leq \tau_x \leq 5 N$, $-0.2 Nm \leq \tau_r \leq 0.2 Nm$ and $0 \leq \tau_\psi \leq 0$ as the underactuated case is considered. Further the input rate limits are chosen to be $-0.5 N/s \leq \dot{\tau}_x \leq 0.5 N/s$ and $-0.1 Nm/s \leq \dot{\tau}_r \leq 0.1 Nm/s$.

The scenario is constructed such that the vessel has to navigate a narrow channel between two obstacles. The obstacle
TABLE I: Basic vessel parameters.

| m11   | m22   | m23   | m32   | m33   |
|-------|-------|-------|-------|-------|
| 25.8  | 33.8  | 6.2   | 6.2   | 2.76  |
| kg    | kg    | kg m  | kg m  | kg m² |

| length | width | mass |
|-------|-------|------|
| 1.2 m | 0.35 m| 17 kg|

The defining function is constructed by applying the approximate union (8a) with $p = 5$ to four basic shapes of the form

$$f_0(x) = \left[ \left( \frac{2(\cos \alpha(x - x_0) + \sin \alpha(y - y_0))}{\delta_x} \right)^{2\alpha} + \left( \frac{2(-\sin \alpha(x - x_0) + \cos \alpha(y - y_0))}{\delta_y} \right)^{2\alpha} \right]^\frac{1}{\alpha}.$$  

(14)

The parameters $x_0, y_0, \delta_x, \delta_y, \alpha$ describe the center position, length, width and orientation of the shape in the NED reference frame and the parameter $\alpha \in \mathbb{N}$ determines the rounding of the corners. For $\alpha = 1$ the shape is circular and for $\alpha \to \infty$ it becomes rectangular. The parameters of the basic shapes used are summarized in Table II. The initial state is $x_0 = [0, 0, \pi/2, 0, 0, 0]^\top$ with $\tau_0 = [0, 0, 0]^\top$ and the desired terminal state is $x_e = [1, 30, \pi/2, 0, 0, 0]^\top$ for $t_0 = 0$ and $t_e = 120$ s. The weight matrix $Q_1$ in the running cost (5) is set to $Q_1 = \text{diag}(1/\tau_u, \text{max}^2, 0, 1/\tau_r, \text{max}^2)$ and the cost function is integrated via trapezoidal quadrature. For the initial guess a $20 \times 40$ grid is put over the map area $(-1 \leq x \leq 9 \text{ m}, -1 \leq y \leq 31 \text{ m})$ to which the A*-algorithm is applied. The tuning parameters of the mollifiers are set to $\epsilon_1 = \epsilon_2 = 0.5$ for the smoothing of the initial guess of the position and $\epsilon_3 = 1.6$.

The NLP is programmed in MATLAB and solved using the MATLAB-interface of SNOPT [23] with a discretization time of $T = 2$ s equaling 61 discretization points or 189 decision variables. On a normal laptop computer with Intel Core i5-6200U CPU clocked at 2.30 GHz the optimization takes on average about 1.5 s, whereas for an initial guess of zeros for the exact same problem the solver fails to find the opening between the obstacles and does not converge within a time limit of 1000 s. The vessel equations are simulated in original coordinates (2) using MATLAB’s ode45() variable step ODE solver with the inputs calculated by the NLP solver. Figure 2a shows the resulting trajectory in the NED frame and Fig. 2b displays the corresponding speeds in the body fixed frame as well as the trajectories of the components of the force and moment vector $\tau$. The discerning reader may notice that in some intervals the trajectory is planned right on the border of the obstacles. This is a direct consequence of the energy optimality requirement, in much the same way as a race car clips the inside of a corner to preserve momentum.

To illustrate the effectiveness of the proposed approach in attaining an energy optimal trajectory, it is compared to the solution using a running cost penalizing path length and speed variations,

$$l(t, x(t), u_r(t)) = \sqrt{x(t)^2 + y(t)^2} + c_1(t)\tau_r^2(t).$$  

(15)

Here the penalty parameter is chosen such that the initial acceleration and final deceleration are not penalized, i.e., $c_1(t < 10 \text{ s} \vee t > 110 \text{ s}) = 0$ and $c_1(10 \text{ s} \leq t \leq 110 \text{ s}) = 10$. The results of a cross-evaluation of the energy and distance measure, given by the integral over (5) and (15) with $c_1(t) = 0$, $\forall t$, are given in Table III. While the path lengths differ only slightly, the difference in actuator energy cost is significant.

V. EXTENSION TO MPC

The availability of a good initial guess and the lack of discretization errors are especially useful in the design of a closed loop trajectory tracking controller based on MPC dealing with disturbances such as non-cooperative dynamic
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obstacles. Real time capability is crucial in this context, which limits the number of discretization points. Typically this results in a trade-off between high accuracy using short sample times and long prediction horizons that require longer sample times. As the flatness based direct method does not introduce discretization errors even though the system (2) is nonlinear it is possible to diminish this concession by using multiple sample times. Here three sample times \( T_1 < T_2 < T_3 \) for a total number of \( N = 1 + N_1 + N_2 + N_3 \) discretization points yield a horizon length of \( t_{\text{hor}} = N_1 T_1 + N_2 T_2 + N_3 T_3 \). This allows to choose \( T_1 \) small such that the control is updated at a high rate, \( T_2 \) such that near future prediction is sufficiently accurate and \( T_3 \) large to allow long prediction times maintaining a reasonable number of discretization points. Often in MPC the result of a previous iteration is used as the basis for the initial guess of the next iteration. The issue with this approach in the case of non-convex problems – as the one at hand – can be illustrated with the example of an adversarial dynamic obstacle. To this end the dynamic obstacle is stationary on the reference trajectory such that initially when it appears on the MPC prediction horizon the controller plans to avoid it by crossing ahead. However, then the obstacle starts to move, making it advantageous to cross behind. Even with the now changed situation the use of the previous result as an initial guess for the next MPC iteration typically leads to the controlled vessel attempting to cross ahead, as the optimization keeps converging to the same local minimum. The generation of an initial guess independently from the previous result of the MPC does not suffer from this memory effect as will be illustrated in the following.

The successful extension of the OCP to form a MPC by repeatedly solving the OCP on a receding time horizon requires some adaptations to (1). First, the inequality constraint in (1d) corresponding to the obstacle constraint is rewritten as a slack constraint \( h(x, u_c, u_c) - [0^T s]^T \leq 0 \), where \( s \in \mathbb{R}_0^- \) is the slack variable. This has the benefit that in the case of constraint violation due to external disturbances the problem does not become infeasible. The cost function (1a) is extended to

\[
J(u_c) = \int_{t_0}^{t_{\text{hor}}} u_c^T(t) Q_1 u_c(t) dt + q_2 s^2 + q_3 s + \Delta_x^T(t_{\text{hor}}) Q_4 \Delta_x(t_{\text{hor}}),
\]

with the weights \( q_2, q_3 \) and weighting matrices \( Q_1, Q_4 \) and \( \Delta_x(t) = x(t) - x^*(t) \), where \( x^*(t) \) denotes the reference trajectory. This cost function realizes a last-waypoint-match strategy (LWM), where the vessel can plan a locally energy optimal path, however a deviation of the predicted state at the end of the MPC horizon \( x(t_{\text{hor}}) \) from the corresponding desired state as specified by the reference trajectory \( x^*(t_{\text{hor}}) \) is penalized. The weights \( q_2, q_3 \in \mathbb{R}_0^+ \) allow to control the behavior w.r.t. the slack constraints, roughly speaking the former mainly controls how significantly and the latter for how long constraints may be violated.

The MPC is also implemented using the flatness based direct method reported above, with the simulation result from Sec. IV serving as a reference trajectory. The general scenario and parameters are maintained, however to introduce disturbance the vessel is simulated using MATLAB’s \texttt{ode45()} with a \(-10\%\) parameter mismatch w.r.t. all parameters of the MPC prediction model. Motivated by [24], a north-to-south ocean current with a magnitude of \( 0.04 \text{m/s} \), which is about \( 10\% \) of the vessels maximum speed, serves to demonstrate the effectiveness of the obstacle constraints with slack. As disturbance estimation is beyond the scope of this contribution no disturbance estimator is used, thus this constitutes a severe disturbance. Finally an adversarial dynamic obstacle with a time dependent position \((x_o, y_o, \text{dyn}) = (5 \cdot 20), t < 65, (x_o, y_o, \text{dyn}) = (5 \cdot 20) + (0.08 \cdot 0)(t - 65), t > 65, \) all in meters or seconds, respectively, is introduced. Further parameters that are not present in the OCP setting are chosen as: \( q_2 = 1 \cdot 10^3, q_3 = 1 \cdot 10^2, t_{\text{hor}} = 20 \text{~s}, T_1 = 0.5 \text{~s}, T_2 = 0.75 \text{~s}, T_3 = 1.78 \text{~s} \) with \( N_1 = 2, N_2 = 4 \) and \( N_3 = 9 \). The simulation results show that the controller can limit the effect of the disturbance and that the penetration of the obstacles remains minimal. Feasibility is not lost at any point, with average optimization times of 250 ms on the reported hardware. Figures 3a and 3c show how due to the \( A^t \) based initial guess the MPC reacts to the actions of the adversarial dynamic obstacle in the previously mentioned scenario within one loop iteration, Fig. 3b shows body fixed velocities and control inputs for the encounter. Applying the same performance measures as in the OCP case, when compared to an all-waypoint-match type running cost, i.e.,

\[
l(t, x(t), u_c(t)) = \Delta_x^T(t) Q \Delta_x(t)
\]

with \( Q = 100 \cdot \text{diag}(1, 1, 1) \), the energy minimal LWM strategy again shows lower energy costs, see Table IV. Note that the values for the performance measures of OCP and MPC can not be compared as for the latter the vessel is simulated with the parameter mismatch and the influence of the current.

### VI. Conclusion

The energy optimal point to point trajectory planning for underactuated autonomous marine surface vessels is addressed using nonlinear optimal control with an extension to trajectory tracking using model predictive control. For this the differential flatness of a 3DOF model of the vessel dynamics with input constraints, both in magnitude and rate, as imposed, e.g., by the propulsion and rudder subsystem

| TABLE III: OCP cost function performance comparison. | TABLE IV: MPC cost function performance comparison. |
|-----------------------------------------------|-----------------------------------------------|
| energy measure | distance | energy measure | distance |
| OCP | energy minimal running cost (5) | 85.3 | 36.3 m | 100.3 | 35.8 m |
| shortest distance running cost (15) | | | | | |
| MPC | energy minimal LWM (16) | 79.5 | 37.2 m | 85.6 | 36.9 m |
| all-waypoint-match (17) | | | | |
is exploited by means of a flatness based direct method in which the highest derivative of the flat output is specified to be a piecewise linear, continuous function. Furthermore the meaning of the flat output in original coordinates together with the properties of the flatness based direct method are used to develop a novel approach to generate an initial guess for the optimization algorithm. Here the smoothing properties of a mollifier are used to obtain sufficiently smooth functions based on an $A^*$ solution to the point to point constrained path finding problem on a discrete grid. Simulation results support the theoretical development in a scenario with multiple static obstacles for the open loop optimal control and an additional disturbance due to a non-cooperative dynamic obstacle, a parameter mismatch and the effect of ocean current for the closed loop model predictive control. As a next step the implementation of the presented schemes on a laboratory scale test vessel will be performed.
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