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Abstract—With the rapid information explosion on online social network sites (SNSs), it becomes difficult for users to seek new friends or broaden their social networks in an efficient way. Link prediction, which can effectively conquer this problem, has thus attracted wide attention. Previous methods on link prediction fail to comprehensively capture the factors leading to new link formation: 1) few models have considered the varied impacts of users’ short-term and long-term interests on link prediction. Besides, they fail to jointly model the influence from social influence and “weak links”; 2) considering that different factors should be derived from information sources of different modalities, there is a lack of effective multi-modal framework for link prediction. In this view, we propose a novel multi-modal framework for link prediction (referred as LP-UIT) which fuses a comprehensive set of features (i.e., user information and topological features) extracted from multi-modal information (i.e., textual information, graph information, and numerical information). Specifically, we adopt graph convolutional network to process the network information to capture topological features, employ natural language processing techniques (i.e., TF-IDF and word2Vec) to model users’ short-term and long-term interests, and identify social influence and “weak links” from numerical features. We further use an attention mechanism to model the relationship between textual and topological features. Finally, a multi-layer perceptron (MLP) is designed to combine the representations from three modalities for link prediction. Extensive experiments on two real-world datasets demonstrate the superiority of LP-UIT over the state-of-the-art methods.

Index Terms—link prediction, social network, multi-modal framework, social influence

I. INTRODUCTION

With the development of information technology, people can no longer live without the Internet and feel increasingly comfortable to interact on online social networks with varied activities, such as following other people, paying attention to people/things they are interested in, giving public opinions, and building their virtual social networks. All of these behaviors lead to a huge amount of data produced in every minute [1]. While it brings about enormous research opportunities, the massive amount of data also incurs lots of difficulties in analyzing and exploring social network sites (SNSs), among which the most challenging issue is the information overload problem, which is considered as a hot topic for both academic and business applications.

Link prediction, as one of the effective methods towards tackling the information overload problem on social network sites, aims to predict the likelihood of a possible directed link between two users in the future. For practical applications, on the one hand, link prediction in a social network can help a user to expand his/her social network and thus improve his/her loyalty on the corresponding social network site. On the other hand, it can also be used to target advertisements and bring more profits for the platform. Consequently, almost all of the existing social network sites nowadays have their own systems for better link prediction and social recommendation. For instance, QQ†, Facebook‡ and LinkedIn™ all have functions that can recommend “people you may know” to users.

There are different social networks in general. For example, Katz et al. [2] stated that users involve in social media with different attributes to satisfy needs of five general categories: information, emotion, connection, integrative, and escape. Mikyeung [3] also divided users’ basic motivations on using SNSs into six categories: seeking information, seeking entertainment, convenience, seeking socialization, seeking social support, and escapism. In this study, we mainly focus on the link prediction problem on social network sites which can satisfy users’ information seeking needs.

In information-seeking oriented social networks, there are two possible motivational factors (i.e., individual level and peer level) that drive each user to get connected with other users. That is, for a user, on the individual level, he/she may want to get information, learn knowledge, or improve him/herself with intrinsic motivation. For this purpose, he/she is mainly concerned about other users’ performance and competence (capability), which might be measured by ones’ activities in the social network such as public opinions on other items. We conclude this as user information. On the peer level, the user can judge other users from their linked peers (friends), including the common friends with other users, the shortest path, and so on. We conclude this factor as topological information in our study. Therefore, we consider that, in such kinds of social networks (for the purpose of information-seeking), link prediction problems should incorporate both
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user information and topological information.

Towards the specific link prediction problem, previous studies mainly suffer from the following limitations: 1) quite a few factors regarding user information and topological information have been ignored by previous methods. For example, few existing methods have taken users’ possibly changing interests into consideration. That is, they ignored that users’ preferences/interests on different topics are dynamic and might evolve over time. Besides, few of them have considered the impact of weak links (instead of direct links) between users in peer level; 2) there is a lack of effective methods to combine different features on the two perspectives (i.e., peer level and individual level), which are mainly derived from different source information of different modality. Although some recent deep learning methods (e.g., TADW [4] and graph neural network based methods [5, 9]) have been proposed for link prediction, they either focus on one modality of information (e.g., text information in TADW [4]), or cannot easily and effectively fuse user information [5, 9].

Therefore, in view of the aforementioned issues, we propose a novel end-to-end learning method called Link Prediction based on User Information and Topology (referred as LP-UIT). Specifically, we first learn short-term and long-term interests for each user from textual information. We then design an end-to-end multi-modal framework for link prediction, which considers all factors on individual level and peer level derived from different information sources of different modality, including users’ interests (textual information), topological features (graph information), social influence and weak links (numerical information). In particular, we adopt graph convolutional network (GCN) to represent the topological information, and Word2Vec to represent users’ interests from textual information. We further model the relationship between textual information and graph information using attention mechanism. Finally, we use a multi-layer perceptron (MLP) to fuse the three types of features for final link prediction.

The main contributions of this work are three-fold:

- To capture users’ dynamic interests, we take both the short-term and long-term interests into consideration and measure their different impacts on link prediction problem. Besides, we consider the impact of both social influence and weak links.
- We design a novel multi-modal model LP-UIT which fuses multiple factors extracted from different information sources of three modalities, including the short-term and long-term interests (textual information), users’ social influence and weak links (numerical information), and network structure information (graph information). We further design an end-to-end learning framework for link prediction.
- Extensive experiments on two real-world datasets show that our model outperforms state-of-the-art methods.

II. RELATED WORK

Previous studies on link prediction can be divided into four main categories: similarity-based methods, probabilistic methods, relational models, and learning-based methods [10]. Our study is mainly related to similarity-based methods and learning-based methods.

A. Similarity-based methods

Similarity-based methods (i.e., proximity-based methods) can be grouped into nodal proximity-based methods and structural proximity-based methods.

For nodal proximity-based methods, the basic assumption is that if users have more similar interests, they are more likely to form a link in the future. There are multiple ways to measure users’ interests, while several studies proposed to measure user similarity in terms of users’ long-term and short-term interests separately. For example, Li et al. [11] stated that users would have a relatively stable preference in long-term, whereas short-term preference would change over time. Yin et al. [12] observed that users’ behaviors are influenced by users’ intrinsic interests (identical to long-term) and public attention (short-term), since users’ intrinsic interests are relatively stable while the attention of the public changes. Other studies [13–15] also found out that users have long-term and short-term interests while the long-term interests are always related to users’ intrinsic attributes and the short-term interests are connected with the hot topics or events at the moment. Besides, Wellman [16] stated that lots of time and mutual investment can build strong social relationships. Thus, people are more likely to share information, reviews, and decisions with people who have strong relationships with them. That is, users are more likely to build links with those who have more interactions with them. Zhang et al. [17] designed various interaction attributes to recommend friends and proved that the accordingly proposed approach had an advantage over traditional similarity-based methods.

For structural proximity-based methods, they considered that users’ social influence in social networks has a huge impact on link prediction. For example, Kelman [18] identified social influence as compliance, identification and internalization. Marsden et al. [19] suggested that social influence can alter users’ responses, and the proximity of users can also be affected by interpersonal influence between users. Based on these theories, Huo et al. [20] advanced the link prediction method with social influence.

Although different factors have been considered by different studies as discussed, there are few studies that have simultaneously considered and distinguished both long-term and short-term interests, whilst jointly considered both strong relationship and “weak ties”. That is to say, some factors regarding user information and topology information have been dismissed in previous studies. On the other hand, other than the network (graph) information, most of the activities in information-seeking oriented social networks are presented in other modalities (e.g., textual information and numerical information), which are greatly ignored in previous studies. Therefore, towards a comprehensive framework on link prediction, we propose a multi-modal model to jointly consider factors extracted from different modalities.
B. Learning-based methods

Previous learning-based methods can be concluded into classification-based (e.g., SVM and decision tree), matrix factorization-based, random walk-based (DeepWalk [21], Node2Vec [22], LINE [23]), and graph neural network-based (GNN) methods. In particular, GNN-based methods have adopted graph convolutional networks [24], graph gated neural networks [25], hierarchical graph embedding methods [26] and graph attention networks [27], respectively.

As for the neural network-based methods (including GNN-based), they can be categorized into: methods based only on network structure and methods that combine multiple information. Earlier methods (MDS [28], LLE [29], and ISOMAP [30]) are shallow models which extract node representations from an affinity graph. For better node representation, DeepWalk uses local information obtained from truncated random walks to learn latent representations. Node2Vec (based on the DeepWalk) learns mappings of nodes as a low-dimensional space of features that maximizes the likelihood of preserving network neighborhoods of nodes by a random walk. LINE defines two kinds of similarities on the graph (i.e., first-order similarity and second-order similarity) to obtain node representations. Although these methods have made some progress, they are difficult to capture the non-linear structure of the network. Subsequently, many deep models [5], [31], [32] including GNNs have been proposed for network embedding. However, most GNN-based methods treat user information as an embedding vector in the input layer, but ignore the role of user information. They also fail to effectively consider textual information and numerical features, e.g., social influence and interactions between every corresponding user pair.

On the other side, some methods connect the text with the adjacent vector and then use a joint vector for classification. For example, TADW [4] proposes a framework that combines text information into matrix factorization. However, this method only suits text information rather than multi-modal data [33]. Furthermore, TADW cannot handle large network structure due to the high computational complexity. Recently, there are some multi-modal methods to combine information with information of other modality. For example, AMVAE [34] fuses the links and multi-modal contents for network embedding. However, this method aims to classify nodes (i.e., determine labels on pictures) instead of solving the link prediction problem. Similarly, deepMDBN [35] extracts topological features and word vectors, then proposes a three-layer neural network for link prediction. However, it ignores to incorporate the numerical features. To the best of our knowledge, there is no specific multi-modal framework (that simultaneously considers three modalities) for link prediction problem in social networks.

III. THE LP-UIT MODEL

In this section, we will first define our research problem and then present the LP-UIT model detailedly.

A. Problem Formulation

We treat a social network at the particular time \( t \) as a directed graph \( G_t = (V_t, E_t) \), where \( V_t = \{v_1, v_2, \ldots, v_N\} \) denotes the set of nodes (\( |V| = N \)), i.e. all users in this social network and \( E_t \) is the set of all edges, i.e. all directed links between users.

The link prediction aims to predict the probability of any new links between users in a future time \( t' \), where \( t' > t \). Then, we recommend a set of new links (i.e., \( K \)) with the highest probability values in terms of social network \( G_t \).

B. Our Model

Here, we describe our multi-modal framework in detail. As shown in Figure 1 we firstly use Word2Vec [35] to obtain word representation (long-term and short-term interests). We also process data to get user social influence and weak links between users. Secondly, we use the graph convolutional network (GCN) model to learn node embedding. Thirdly, we use an attention mechanism to fuse word embedding with node embedding, and identify the relationship between them. After obtaining the representation of each user, we use a multi-layer perceptron (MLP) to combine weak links and social influence with users’ embeddings for link prediction.

In the following subsections, we will introduce each component.

1) Word Representation: As we mentioned before, users have two types of interests: one is relatively stable, and the other changes from time to time depending on the attention of the public. We call these two interests long-term and short-term interests respectively. Specifically, the long-term interests of a user will be extracted from his/her all past activities happened during \([0, t]\), whilst the short-term interests are derived from his/her recent activities happened during \([t, t] \) (\( t - t_r \ll t \)).

For every user \( u \), we use TF-IDF [36] method to extract \( W \) textual words from the corresponding activities with the highest \( TF - IDF \) values as his/her long-term interests, and extract the same number of words to represent his/her short-term interests accordingly.

The idea of TF-IDF is presented as follows: assuming \( M \) is the number of all documents in corpus, \( m(i) \) is the number of documents that have word \( i \), and \( \text{frequency}(i,j) \) is the frequency for word \( i \) in documents \( j \); \( k \) refers to any of the words in document \( j \). Thus, \( TF, IDF \), and \( TF - IDF \) are calculated as Equations \([1, 2, 3] \) respectively.

\[
TF(i,j) = \frac{\text{frequency}(i,j)}{\sum_k \text{frequency}(k,j)}
\]

\[
IDF(i) = \log \frac{M}{m(i)}
\]

\[
TF - IDF(i,j) = TF(i,j) \times IDF(i)
\]

We then use Word2Vec to map these words into continuous vectors (each word representation \( \in \mathbb{R}^d \)) and concatenate these vectors to form two representations, which imply user
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of user u, respectively. Finally, we concatenate these two representations of user u to obtain his/her overall word representation, i.e., \( w_u \in \mathbb{R}^{d_w} = \text{concat}(w_u^l, w_u^s) \), where \( d_w = 2W \times d \).

2) **User Social Influence and Weak Links (Numeric Feature Representation):** As aforementioned, user u’s behaviors and attitudes could be influenced by other users. In other words, social influence \( s_u \in \mathbb{R}^{d_x} \) exerts an impact on new link formation. In an online social network, we consider social influence being identical to agreeing to content other people published, voting for other people, giving other people comments, concerning other people’s questions, etc.

On the other hand, user u also has “weak links” with another user q (denoted as \( l_{uq} \in \mathbb{R}^{d_l} \)) even there is no real link between the two users at time \( t \). That is to say, in the absence of directed links, they may still have interactions with each other such as user u may answer questions asked by user q. And we argue that such kind of weak links can also affect the formation of new real links [17]. We further classify weak links into two factors: the **quantity** of weak links and the **quality** of weak links. Specifically, the quantity of interactions is the number of such kind of interactions between two corresponding users, e.g., how many times user u answered user q’s questions. On the contrary, the quality of weak links indicates the competence of user q, e.g., how many likes user q got from all of these answers.

3) **Node Representation:** We use graph convolutional network (GCN) to obtain node representation. Specifically, we use a linear layer to train nodes’ one-hot vectors and get \( H^0 \in \mathbb{R}^{N \times d_0} \) as our initial embedding matrix of node set (initial node embedding \( h_u^0 = H_{u:}^0 \in \mathbb{R}^{d_0} \)).

Given graph \( G \), we can obtain adjacency matrix \( A \in \mathbb{R}^{N \times N} \) and degree matrix \( D \in \mathbb{R}^{N \times N} \) (a diagonal matrix whose elements are degrees for corresponding nodes). Then, the layer-wise propagation rule is as follows:

\[
H^{l+1} = \phi(D^{-\frac{1}{2}} \tilde{A} D^{-\frac{1}{2}} H^l W^l)
\]

where \( \tilde{A} = A + I \), i.e. \( \tilde{A} \) is \( A \) plus self-connections. \( D \in \mathbb{R}^{N \times N} \) is the degree matrix of \( A \), \( W^l \in \mathbb{R}^{d_{l+1} \times d_l} \) is a layer-specific trainable weight matrix. \( \phi \) denotes an activation function, such as ReLU function. \( H^l \in \mathbb{R}^{N \times d_l} \) is the matrix of node representation in the \( l \)-th layer. Then the final node embedding \( t_u = H_{u:} \) and \( t_u \in \mathbb{R}^{d_l} \).

4) **Attention Layer:** After Word2Vec and a two-layer GCN, for each user u, we can obtain the corresponding word representation \( w_u \in \mathbb{R}^{d_w} \), where \( w_u = \{w_1, ..., w_t, ..., w_{d_w}\} \) and node representation \( t_u \in \mathbb{R}^{d_l} \), where \( t_u = \{t_1, ..., t_j, ..., t_{d_l}\} \). Then, we design an attention layer to obtain his/her final representation, which aims to automatically find the correlation between user and topology information. After getting embeddings, the self-attention coefficient \( e_{ij} \) between each \( w_i \) and topology \( t_j \) is computed as:

\[
e_{ij} = \phi(w_i \beta_{ij} t_j)
\]

where \( \phi(.) \) is the ReLU function and \( \beta_{ij} \) is the parameter to be learned. The softmax function is further adopted to normalize \( e_{ij} \):

\[
\alpha_{ij} = \text{softmax}(e_{ij}) = \frac{\exp(e_{ij})}{\sum_k \exp(e_{kj})}
\]

The weight \( \alpha_{ij} \) measures the impact of the user feature \( w_i \) on topology feature \( t_j \). Then, the weighted node embedding \( t'_u \) can be represented as:

\[
t'_u = \{t'_1, ..., t'_j, ..., t'_{d_l}\}
\]
Finally, we concatenate word embedding and weighted node embedding to form the final user embedding $x_u$.

$$x_u = \text{concat}(w_u, t_u')$$  \hspace{1cm} (9)

5) Prediction: In the Attention Layer, we obtain the embedding $x$ for each user. Then, we adopt an MLP to get the link probability from user $u \rightarrow user q$, whose inputs are user $u$’s embedding $x_u$, user $q$’s embedding $x_q$, user $q$’s social influence $s_q$, and weak links between $u$ and $q$: $l_{uq}$:

$$\hat{y}_{uq} = \text{MLP}(x_u, x_q, s_q, l_{uq})$$  \hspace{1cm} (10)

We adopt cross-entropy loss to train the model:

$$L = - \sum y_{uq} \log(\hat{y}_{uq}) + (1 - y_{uq}) \log(1 - \hat{y}_{uq})$$  \hspace{1cm} (11)

where $y_{uq}$ is the ground-truth of $u \rightarrow q$.

IV. EXPERIMENTS

In this section, we conduct experiments on two datasets to validate the effectiveness of our model by answering the following research questions (RQs):

- **RQ1**: How does LP-UIT perform compared to other state-of-the-art methods?
- **RQ2**: How do different components of LP-UIT (e.g., short-term or long-term interests) contribute to the performance?
- **RQ3**: How do different hyper-parameters affect the performance of LP-UIT?

A. Experimental Setup

1) Datasets: We use two datasets in our experiment: Zhihu dataset and Epinions dataset\(^4\). The details of the two datasets are shown in Table I:

- **Zhihu**: Zhihu\(^4\) is a social network site where users can ask and answer questions of their interests. Users can also follow or be followed by other people in Zhihu. We totally crawl 11,983 unique users with corresponding personal information. After filtering out some inactive users, we finally get 11,114 unique users.
- **Epinions**: Epinions is a website where users can read other customers’ ratings and reviews. Users can also choose whether to trust other users or not.

| Datasets | Zhihu | Epinions |
|----------|-------|----------|
| # of Users | 11,114 | 12,772   |
| # of Links at time $t$ | 252,967 | 240,585 |
| # of Links at time $t'$ | 307,127 | 300,731 |

\(^4\) It was provided by Dr. Jiliang Tang and previously publicized on his website [www.cse.msu.edu/~tangjil](http://www.cse.msu.edu/~tangjil), [www.zhihu.com](http://www.zhihu.com).

For two datasets, we extract four types of features as model input: long-term and short-term interests, user social influence, weak links, and structure information. To classify users’ interests into long-term and short-term, we use each user’s most recent activities (the latest top 10% data) to represent his/her short-term interests $w^s$, and all of his/her activities to represent their long-term interests $w^l$. Furthermore, the number of words (i.e., $W$) varies across different datasets. Since Zhihu dataset has 5 topics (user answers, columns user followed, questions users asked, topics user followed, and questions user followed), we extract 10 words for every topic (i.e., $W = 50$). For Epinions dataset, we extract 20 words with the highest $TF-IDF$ ($W = 20$).

After extracting words, we found that, on Zhihu, the typical words on long-term interests are topics related to users’ personal preferences, such as 2-D world, Lumbar disc herniation, Financing, Gourmet food, and so on. In contrast, the typical words on short-term interests change over time and are more related to hot and public topics that happened recently, like *Donald Trump*, blind date, unemployed, freshman, and *Teacher’s Day*.

2) Baseline Methods: To demonstrate the effectiveness of our model, we compare it with the following state-of-art approaches:

- **CN (Common Neighbors)**\(^{[37]}\): it is a basic graph analysis algorithm, and obtains the common neighbors between two nodes to rank the possible new links.
- **PR (PageRank)**\(^{[38]}\): the basic idea of PageRank algorithm is to define a random walk model (the first-order Markov chain) on a directed graph, which describes the behavior of random walkers randomly visiting each node along with the directed graph. The value indicates the importance of the node.
- **Node2vec**\(^{[22]}\): it is a biased random walk algorithm based on DeepWalk\(^{[21]}\) for graph embedding, which applies two hyper-parameters $p$ and $q$ to control the random walk. Note that when $p$ and $q$ are set to 1, node2vec equals to DeepWalk.
- **TADW**\(^{[4]}\): it adopts matrix factorization to incorporate rich text information into the network embedding.
- **DeepMBN**\(^{[39]}\): it is a multi-modal framework and predicts link values by jointly considering textual information (e.g., user comments) and network structure (e.g., in-degree and out-degree).
- **ARGA**\(^{[6]}\): it builds a novel adversarial graph embedding framework in a graph by encoding the topological structure and node content to a compact representation, on which the decoder is trained to reconstruct the graph structure.

3) Evaluation Metrics: We compare the performance of different methods on link prediction in terms of the following four accuracy-related metrics. Noted that for the four metrics, larger values indicate better performance:

- **AUC (Area under the ROC Curve)**: AUC is to measure the prediction accuracy as a whole. The idea is to randomly select edges $n$ times from the set of non-existent
edges and test set respectively and compare the predicted scores that a model generates toward each corresponding edge pair. Let $n'\prime$ represents the number of times that edge score in the test set is larger than that in non-existent edge set and $n''\prime$ represents the number of times that the two edge scores are equal.

\[
AUC = \frac{n' + 0.5n''}{n}
\]  
(12)

- **KS**: The KS (Kolmogorov–Smirnov) value measures whether two independent distributions are similar or not. After generating cumulative probability, it searches for the maximum distance between two distributions. The smaller the distance, the more similar these two distributions are. In our case, the two distributions are predicted scores for $n$ links in the set of non-existent edges, and those for links in the test set, respectively.

\[
KS = \sup_u |F_m(u) - G_n(u)|
\]  
(13)

- **NDCG@k** (Normalized Discounted Cumulative Gain calculated by top K links): NDCG@K cares about whether a link in the test set is placed in the front position of the rank list.

\[
\text{DCG@K} = \sum_{i=1}^{K} \frac{2^{\text{rel}_i} - 1}{\log_2(i + 1)}
\]  
(14)

\[
\text{NDCG@K} = \frac{\text{DCG@K}}{\text{IDCG}}
\]  
(15)

where $\text{rel}_i$ means the relevance of the recommendation result of position i. IDCG represents a list of the best recommended results returned by a user of the recommendation system.

- **MAP@K** (Mean Average Precision by top-K links): MAP@K measures the mean of top-k items’ average precision.

\[
\text{Average Precision@k} = \frac{1}{K} \sum_{n=1}^{K} \min(n, |\mathcal{Y}_{test}|)
\]  
(16)

4) **Parameter Setup**: We empirically adopt the optimal hyper-parameter settings. For the proposed LP-UIT method, we apply two layers GCN in Node Representation. The hidden sizes of GCN are 64 and 16 on Zhihu, 64 and 4 on Epinions. We use Adam optimizer with the initial learning rate 0.01 on Zhihu and $5e - 3$ on Epinions, respectively. The $L_2$ penalty is set to $5e - 4$ on Zhihu and $5e - 6$ on Epinions. Moreover, the dropout probability is 0.5 on both Zhihu and Epinions datasets. For deepMDBN method, we apply a three-layer MLP with hidden sizes 64, 128, 32 on Zhihu and 256, 64, 32 on Epinions, respectively. The initial learning rate is set to 0.01 on Zhihu and 0.001 on Epinions, respectively. For ARGA method, the hidden sizes are 128, 64 on Zhihu, and 256, 128 on Epinions. The dropout is set to 0.0 on Zhihu and 0.2 on Epinions, respectively. Noted that for LP-UIT and the best baseline, we run each experiment five times and conduct pair-wise t-test to validate the significance of the performance difference.

**B. Experiment Results**

Here, we display the results of our evaluations to answer the aforementioned RQs, based on which we also provide corresponding explanations and discussions.

1) **Effectiveness of LP-UIT over Baseline Methods** (RQ1): To demonstrate the effectiveness of LP-UIT, we compare it with other state-of-the-art baseline methods in terms of AUC, KS, NDCG@500 and MAP@500. The comparative results on the two datasets are present in Table II. We have some interesting observations as below: (1) the performance of LP-UIT is better than other baselines, validating the effectiveness of our framework; (2) the deep learning-based methods (deepMDBN and ARGA) perform better than other classical methods, demonstrating the capability of deep learning techniques for link prediction; and (3) our model outperforms deepMDBN, validating the effectiveness of graph convolutional networks. Furthermore, our model outperforms ARGA, indicating that learning word embedding and node embedding separately are more effective than learning user embedding directly (i.e., treating word embedding as the input of graph model).

We also explore the performance of different approaches in terms of NDCG and MAP by varying $K \in \{1, 2, 4, 8, 16, 32, 64, 128, 256, 512\}$ for NDCG and $K \in \{1, 2, 4, 8, 16, 32, 64, 128, 256, 512\}$ for MAP. We can observe that the performance improvement of the proposed LP-UIT method is significant and consistent with our hypothesis that graph convolutional networks can improve the performance of link recommendation tasks.

**TABLE II**

**Performance of all methods on the two datasets. The best performance is boldfaced, and the runner-up is underlined. We compute the improvements that LP-UIT achieves relative to the best baseline. Statistical significance of pairwise differences of LP-UIT vs. the best baseline is determined by a paired t-test (*** for p-value $\leq 0.01$, ** for p-value $\leq 0.05$, * for p-value $\leq 1$).**

| Methods | Zhihu | Epinions |
|---------|-------|----------|
|         | AUC   | KS       | NDCG@500 | MAP@500 | AUC   | KS       | NDCG@500 | MAP@500 |
| CN      | 0.6870 | 0.3741   | 0.6798   | 0.6860  | 0.8119 | 0.6320   | 0.7203   | 0.7120   |
| PR      | 0.5974 | 0.1960   | 0.5538   | 0.5700  | 0.5863 | 0.1745   | 0.8640   | 0.8564   |
| node2vec | 0.6705 | 0.3624   | 0.1669   | 0.1659  | 0.5577 | 0.0857   | 0.1246   | 0.1221   |
| TADW    | 0.5289 | 0.1395   | 0.6232   | 0.7888  | 0.7764 | 0.4193   | 0.8390   | 0.8642   |
| deepMDBN| 0.9369 | 0.7755   | 0.8864   | 0.8597  | 0.8538 | 0.5564   | 0.9396   | 0.9486   |
| ARGA    | 0.8532 | 0.6217   | 0.9155   | 0.9130  | 0.8940 | 0.6474   | 0.8922   | 0.8629   |
| LP-UIT  | 0.9516 | 0.7815   | 0.9358   | 0.9212  | 0.9048 | 0.6594   | 0.9750   | 0.9772   |

**Improvement** | 1.57%*** | 0.77% | 2.22%** | 0.90% | 1.21%*** | 1.85%*** | 3.77%*** | 3.01%***
that only considering long-term interests is better than only considering short-term interests. This might be due to that people may prefer establishing links with similar long-term interests rather than with users who have similar short-term interests. Moreover, the comparison between LP-UIT and No-link indicates that user social influence and weak links affect the performance of link prediction. This is because that people will be more willing to form links with celebrities or other users they have interacted with before. We have also experimentally verified the rationality of the attention mechanism of our model.

3) Sensitivity of Hyper-parameters (RQ3): We investigate the impact of learning rate $lr$ and $L_2$ penalty on LP-UIT model, by deploying a grid search in the range of $\{0.0001, 0.001, 0.005, 0.01, 0.02\}$ and $\{5e^{-7}, 5e^{-6}, 5e^{-5}, 5e^{-4}\}$ for $lr$ and $L_2$ penalty, respectively. Figures 4 and 5 show the experiment results. Generally speaking, our method is comparatively insensitive to the two hyper-parameters.

V. CONCLUSIONS

In this paper, towards the link prediction problem in information-seeking oriented social networks, we summarized three types of features which are derived from three information sources of three modalities. That is, users’ long-term and short-term interests from textual information, users’ social influence and weak links regarding interactions between each user pair from numerical information, and topological features from graph (network) information. In this view, we proposed a novel multi-modal framework (called LP-UIT) which considered and fused a relative comprehensive set of features from different information sources. Comprehensive experiments on two real-world datasets showed that our model outperformed other state-of-the-art methods, and also validated the effectiveness of each component in LP-UIT.
For future study, we will consider to design more effective and advanced method to fuse different information sources for link prediction.
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