Machine Learning-Based Prediction of Chlorophyll-a Variations in Receiving Reservoir of World’s Largest Water Transfer Project—A Case Study in the Miyun Reservoir, North China

Zhenmei Liao 1,2, Nan Zang 3, Xuan Wang 1,2,*, Chunhui Li 2 and Qiang Liu 2

Abstract: Although water transfer projects can alleviate the water crisis, they may cause potential risks to water quality safety in receiving areas. The Miyun Reservoir in northern China, one of the receiving reservoirs of the world’s largest water transfer project (South-to-North Water Transfer Project, SNWTP), was selected as a case study. Considering its potential eutrophication trend, two machine learning models, i.e., the support vector machine (SVM) model and the random forest (RF) model, were built to investigate the trophic state by predicting the variations of chlorophyll-a (Chl-a) concentrations, the typical reflection of eutrophication, in the reservoir after the implementation of SNWTP. The results showed that compared with the SVM model, the RF model had higher prediction accuracy and more robust prediction ability with abnormal data, and was thus more suitable for predicting Chl-a concentration variations in the receiving reservoir. Additionally, short-term water transfer would not cause significant variations of Chl-a concentrations. After the project implementation, the impact of transferred water on the water quality of the receiving reservoir would have gradually increased. After a 10-year implementation, transferred water would cause a significant decline in the receiving reservoir’s water quality, and Chl-a concentrations would increase, especially from July to August. This led to a potential risk of trophic state change in the Miyun Reservoir and required further attention from managers. This study can provide prediction techniques and advice on water quality security management associated with eutrophication risks resulting from water transfer projects.
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1. Introduction

As a water conservancy project for mitigating water scarcity and improving water quality, water transfer projects are of great significance in alleviating the uneven distribution of water resources to relieve regional water crises and to promote regional socio-economic development and ecological environment improvement [1,2]. However, transferred water can change the hydrologic and hydrodynamic characteristics of receiving reservoirs and disturb the water environment system of receiving reservoirs, which causes variations in water environmental factors and the potential risk of eutrophication [3,4]. With increasing project implementation time, negative effects on the water quality of receiving reservoirs are likely to accumulate and may lead to unexpected water quality deterioration. As the main source of regional drinking and irrigation water, the water quality of receiving reservoirs is related to regional water security, food safety, human health, and socio-economic development [5,6]. Therefore, to ensure water quantity and quality safety for
people’s living and projects’ socio-economic and environmental benefits, it is crucial to study the impact of transferred water and predict the water quality variations of receiving reservoirs after the implementation of water transfer projects. This provides scientific advice on water transfer planning and offers water resource management suggestions for reservoir managers.

Generally speaking, there are three kinds of research methods used to provide scientific explanations for natural phenomenon: the deductive-nomological (D-N), the inductive-statistical (I-S) and the causal-mechanical methods [7,8]. The D-N method is usually used to explain general law and the I-S method is applicable to explaining statistical law with maximal specificity [9]. Because many natural phenomena cannot be explained by general laws, due to the limitations of current scientific and technological levels and human cognitions, the mechanical method is usually regarded as the compromise between D-N and I-S methods. Correspondingly, two kinds of models are most commonly used to predict water quality variations. One is the mechanical model based on interaction relationships between water environmental indicators and their impact factors (e.g., hydrodynamic and hydrologic factors) [1,10]. This can provide a reasonable explanation for water quality variations but requires vast measured data and specific interaction mechanisms to build a model, so the highly required modeling process limits its application and popularization. The other is the non-mechanistic model (i.e., I-S model) based on statistical theory to infer variation laws of water quality by identifying complex relationships among big data with no consideration of interactions. Owing to the simple and fast modeling process, the non-mechanistic model has been widely used in water quality prediction. Traditional non-mechanistic models (i.e., mathematical statistical models) for water quality prediction are based on simple mathematical and statistical data processing methods to analyze the relationship between water quality variations and their driving factors (e.g., hydrological factors, meteorological factors, landscape patterns) to predict and assess future water quality [11], such as regression analysis, cluster analysis, and discriminant analysis [12–15]. Although these methods are simple and fast, they require complete long-term data to build models, limiting their promotion in missing data areas.

However, due to extensive human activities and climate change, the water environmental problems have become more complicated and have wider impact ranges than before. Additionally, both environmental analytical tools and monitoring technologies have made rapid advancements recently. Therefore, the traditional mathematical statistical models can no longer meet the analytical requirement of big data and abnormal data in water environmental research [16]. In recent years, with the development of artificial intelligence, various machine learning models have also developed rapidly. With the advantages of high efficiency in calculating very large data collections, great ability to analyze complex nonlinear relationships and low data requirements, these models were expected to solve complex water environmental problems, such as predicting water resource availability [16], revealing hydrological phenomena of large basins [17,18], analyzing water quality variations [19,20], and so on. Some scholars used machine learning models and traditional statistical models to predict water quality variations and found that machine learning models had less data demand, higher prediction accuracy, and greater accuracy improvement with more driving factors introduced [21,22]. However, considering the variety of machine learning models, different models have their own advantages and disadvantages in different scenarios. El Bilali et al. [23] compared four common machine learning models’ prediction performances and found that Random Forest (RF) and Adaptive Boosting models had higher accuracy, and Artificial Neural Network and Support Vector Machine (SVM) models had better generalization ability and lower sensitivity.

However, most studies focused on the variations in hydrochemical factors (e.g., biochemical oxygen demand [21], nitrogen and phosphorus [22]), while few studies predicted the variations in trophic state (i.e., the eutrophication state caused by excessive nutrients). Generally, chlorophyll-a (Chl-a) is regarded as one of the proxies of algal biomass, and the combination of Chl-a, total nitrogen (TN) and total phosphorus (TP) concentrations
is used as the reflection of the health of an aquatic ecosystem. However, the levels of TP and TN that are used to indicate eutrophication depending on the assumption that nutrients (i.e., nitrogen and phosphorus) are limiting factors for algal growth. Therefore, as a direct reflection of the relationship between nutrient concentration and algal abundance, Chl-a concentration has been widely used as a representative indicator of waterbody eutrophication risk [24–27]. In addition, most existing water quality prediction studies based on machine learning models have focused on water quality variations under natural conditions. However, with the extensive implementation of water transfer projects, the precise simulation and prediction of water quality variations under the influence of human activities is widely needed for targeted water resource planning and management. Owing to the advantage of generalization ability, machine learning models are desired to be expanded to precisely predict Chl-a concentration variations caused by large water transfer projects.

Considering the Miyun Reservoir in northern China, one of the receiving reservoirs of the world’s largest water transfer project (South-to-North Water Transfer Project, SNWTP) with a potential eutrophication trend as a case study, this study aimed to address the following objectives: (1) to build Chl-a prediction models based on the SVM and RF algorithms, the most common machine learning algorithms, and compare two models’ prediction performances, thus providing model selection advice for predicting receiving reservoir trophic state variations caused by water transfer projects; and (2) to predict Chl-a concentration variations in the Miyun Reservoir with increasing SNWTP implementation time and to analyze the impact of transferred water on the Miyun Reservoir trophic state, thus providing advice on water resource management for reservoir managers. The highlight of this study was to focus on the impact of such a world-famous large-scale water transfer project on waterbody trophic state variations in receiving reservoirs and suggest a suitable machine learning model for predicting Chl-a variations in receiving reservoirs by comparing their prediction performances. It is an important attempt in practical applications of machine learning models to predict the impact of human activities such as water transfer on the receiving reservoir. This can offer realistic decision-making support for regional water resource plans and management related to water transfer with the aim of alleviating water shortage pressure.

2. Materials and Methods

2.1. Study Area and Data Source

Owing to the uneven water resource distribution between North China and South China, the water shortage in North China has become increasingly severe. To ensure the basic water demand for people’s living and regional production and to realize sustainable development of the regional ecological environment and social economy, China launched a national strategic project—SNWTP, the world’s largest cross-basin water transfer project—to alleviate the contradiction between water supply and water demand and the ecological and environmental problems resulting from water scarcity. The middle route of SNWTP originates from the Danjiangkou Reservoir, located mid-upstream in the largest tributary of the Yangtze River (i.e., the Hanjiang River), crosses Henan and Hebei Provinces, and finally enters Beijing and Tianjin City. After entering Beijing City, the transferred water flows into the Miyun Reservoir along the Jing-Mi water diversion canal, with a total channel length of 1277 km and total water supply area of $1.55 \times 10^5$ km$^2$. After the middle route of the SNWTP was put into operation in December 2014, there was $5.04 \times 10^8$ m$^3$ of water transferred into the Miyun Reservoir by 2020. The project has greatly improved the water scarcity situation in 14 cities along the route to ensure water safety for 60 million people, and has promoted the economic and social development of central and northern China.
As one of the most important receiving reservoirs of SNWTP, Miyun Reservoir (116°48′–117°04′ E, 40°24′–41°32′ N) is located northeast of Beijing City, the capital of China, and approximately 90 km away from the urban center. It has a total area of approximately 188 km² and total storage capacity of approximately $4.375 \times 10^{10}$ m³, making it currently the largest and most important drinking water source for Beijing city. The main water sources for the Miyun Reservoir are the Chao River and the Bai River (Figure 1). However, the runoff of the two rivers has declined because of climate changes and intensive human activities (increasing water extraction, land use/cover changes, etc.), so reservoir inflow can no longer meet the water storage needs in recent years [27,28].

In addition, with the development of agriculture, industry, and tourism in the upstream area of the Miyun Reservoir, more nitrogen and phosphorus pollutants were discharged into the Chao River and the Bai River [29,30]. The concentrations of TP, TN and Chl-a changed from 0.0131, 1.0033 and 0.002597 mg/L to 0.0108, 1.2127 and 0.002604 mg/L, respectively, from 2009 to 2014 (i.e., 6 years before the implementation of the SNWTP), indicating that the Miyun Reservoir suffered water quality degradation and had a eutrophication trend before water transfer.

The basic water environmental indicators in the three reservoirs along the project, i.e., Danjiangkou Reservoir (water source area), Miyun Reservoir (water receiving area) and Daning Surge Tank (first storage reservoir for transferred water entering Beijing), are shown in Table 1. Compared with the Miyun Reservoir, the water transparency, TP, TN, and chemical oxygen demand ($\text{COD}_{\text{Mn}}$) in the Danjiangkou Reservoir were slightly higher, and the pH and dissolved oxygen (DO) were slightly lower, but the deviations were negligible. The implementation of SNWTP has greatly alleviated the water quantity crisis in the Miyun Reservoir. However, whether it will aggravate the potential risk of water quality decline, and if so, how to take positive measures to reduce risk in advance are worthy of attention.

Figure 1. Location of Miyun Reservoir in north China.
Table 1. Water environmental indicators in three reservoirs.

| Water Quality Indicators | Miyun Reservoir Mean ± SD * | Danjiangkou Reservoir Mean References | Daning Surge Tank Mean References |
|--------------------------|-----------------------------|---------------------------------------|----------------------------------|
| Water temperature (°C)   | 19.75 ± 6.31                | 19.02 [31]                           | —                                |
| Water transparency (m)   | 2.93 ± 1.46                 | 4.32 [32]                            | —                                |
| pH                       | 8.35 ± 0.24                 | 8.00 [32]                            | 8.31 [33]                        |
| DO (mg/L)                | 8.99 ± 1.48                 | 7.97 [32]                            | 9.65 [34]                        |
| COD_{Mn} (mg/L)         | 2.51 ± 0.51                 | 2.58 [35]                            | 2.75 [34]                        |
| TP (mg/L)                | 0.02 ± 0.01                 | 0.036 [32]                           | 0.018 [33]                       |
| TN (mg/L)                | 1.05 ± 0.58                 | 1.27 [32]                            | 1.18 [33]                        |

* The indicator values in Miyun Reservoir were annual mean values from 2002 to 2014.

The water quality data used in the study were monthly measured data from 10 monitoring stations (S1 in the Bai River, S2 in the Chao River, and S3–S10 inside the Miyun Reservoir, Figure 1) from 2002 to 2014 and obtained from the Miyun Reservoir Management Office. The meteorological data were measured data from the Miyun Meteorological Station and downloaded from the China Meteorological Data Service Center [36]. All data processing and analysis of the study was performed in R 3.6.1 software.

2.2. Technical Roadmap for Predicting Chl-a Variations in the Receiving Reservoir of Water Transfer Project

The technical roadmap of our research was as follows (Figure 2). First, we collected the original data of Chl-a concentrations and their impact factors in the Miyun Reservoir, and then rejected abnormal data in original datasets to form two datasets: Chl-a concentrations and impact factors. Then, we conducted the Pearson correlation analysis between two datasets to determine the key impact factors. Taking the key impact factors as input variables and Chl-a concentrations as output variables, we built two prediction models of Chl-a concentration variations based on the RF and SVM algorithms. The model with higher prediction accuracy and more robust prediction performance in data abnormality scenarios was determined as the final prediction model of Chl-a concentrations. We thereby used the final model to predict the interannual and monthly variations of Chl-a concentrations after the implementation of SNWTP. According to the prediction results, we could provide some scientific suggestions for water resource management for Miyun Reservoir’s managers.

2.3. Model Construction

2.3.1. Model Principle

(1) Random Forest model

The RF model is a combination classifier based on statistical learning theory that combines bootstrap aggregation and the decision tree algorithm [37]. It resamples the original dataset randomly to form multiple trainsets to build decision trees and then integrates all decision trees’ results (majority vote or average) to determine the final prediction result [19]. Thus, the RF model can not only predict variables’ variations quickly, efficiently and accurately similar to the decision tree model, but can also compensate for the deficiency that a single decision tree is easy to overfit. Therefore, the RF model has the advantages of strong tolerance to abnormal and noisy data, stable and highly accurate prediction ability, strong generalization ability, and poor overfitting [37,38].
Figure 2. Technical roadmap for predicting Chl-a variations in the receiving reservoir of the water transfer project.
For a dataset containing $N$ samples and $M$ variables, there are three steps to build an RF model (Figure 3): (1) Forming trainsets: The original dataset is resampled randomly and repetitively to form $K$ trainsets, and each trainset contains $N$ samples. (2) Building decision trees: First, $F$ ($F \leq M$) characteristic variables are chosen from $M$ variables randomly in one trainset. Then, $F$ characteristic variables are ranked based on some splitting rules, and then the best characteristic variable is used to split the trees’ nodes to build a decision tree model. Based on $K$ trainsets, $K$ decision tree models are built. (3) Building the RF model to predict the final result: The RF model is integrated by $K$ decision trees, and the final output is calculated based on all trees’ results by voting or averaging. Thus, two parameters are important to the RF model: (1) the number of decision trees (i.e., $K$), which determines forest composition on the macroscopic scale; and (2) the number of characteristic variables (i.e., $F$), which determines the forest structure on the microscopic scale.

![Figure 3. Process of building a RF model.](image)

(2) Support Vector Machine Model

The SVM model is a machine learning model based on statistical theory with the learning goal of minimizing structural risk. It can solve a series of practical problems in traditional learning models with advantages such as small-size samples, high dimensionality, multiple nonlinearity, ease of overlearning, and ease of restriction to local minimums [39]. Thus, the SVM model has better generalization ability. For linear separable data, the SVM model can construct an optimal separating hyperplane with the goal of minimizing errors to classify data [40]. For linear inseparable data, the model can use the kernel mapping method to map the low-dimension data into a high-dimension feature space and then construct the optimal separating hyperplane in the high-dimension space so that the linear inseparable problem in low-dimension space can be transformed into a high-dimension linear separable question to realize the classification of nonlinear datasets [41]. Therefore, the type and modeling complexity of SVM are affected by the kernel function and corresponding parameter setting. Generally, the function meeting the Mercer condition can be used as the kernel function, so the common kernel functions are as follows:

1. Linear function
   \[ K(x_i, x_j) = (x_i \cdot x_j) \] (1)
   where $K(x_i, x_j)$ is the kernel function; and $x_i$ and $x_j$ are the $i$th and $j$th input vectors, respectively.
(2) Polynomial function
\[ K(x_i, x_j) = \left[ s(x_i \cdot x_j) + c \right]^q \]  \hspace{1cm} (2)
where \( s, c, \) and \( q \) are parameters. The linear function is a special case of the polynomial function.

(3) Radial basis function (RBF)
\[ K(x_i, x_j) = \exp\left(-\frac{\|x_i - x_j\|^2}{2\sigma^2}\right) = \exp\left(-\gamma\|x_i - x_j\|^2\right) \]  \hspace{1cm} (3)
where \( \sigma \) is the Gaussian noise level of the standard deviation, and \( \gamma \) is a parameter (\( \gamma > 0 \)).

(4) Sigmoid function
\[ K(x_i, x_j) = \tan\left(v(x_i \cdot x_j) + c\right) \]  \hspace{1cm} (4)
where \( v \) and \( c \) are parameters.

2.3.2. Chl-a Prediction Model Development
In this study, 16 impact indicators (including climate, hydrology, and water quality factors) were chosen to build Chl-a prediction models. The time scale of all factors was from 2002 to 2014, 14 years before the implementation of SNWTP. Because the water quality inside the reservoir was different from that outside and the surface water of the Miyun Reservoir freezes in winter, the water quality dataset consisted of water quality data from April/May to November each year from monitoring stations inside the reservoir. There were 691 records initially collected, and 637 records were used to compose the original dataset, excluding missing and abnormal records.

Considering that the Miyun Reservoir is a reservoir with potential algal pollution and that the concentration of Chl-a (i.e., the main indicator of algae) is widely regarded as a reflection of waterbody trophic state, the Chl-a concentration was used as a representative factor to reflect the impact of SNWTP on the water quality of the receiving reservoir and to assess the eutrophication level of the receiving reservoir in the study. Because Chl-a concentrations and dynamic distributions are affected by climate, hydrology, and water quality factors, 16 indicators of the 3 factors were chosen preliminarily and then used to analyze their correlativity with the Chl-a concentrations. The results of the Pearson correlation analysis are listed in Table 2.

| Factors          | Indicators               | Coefficients | Factors          | Indicators               | Coefficients |
|------------------|--------------------------|--------------|------------------|--------------------------|--------------|
| Climate          | Sunshine duration (h)    | 0.0795       | Water transparency (m) | 0.2813                  |
|                  | Percentage of sunshine (%) | 0.0094       | pH               | 0.0085                   |
|                  | Precipitation (mm)       | 0.0226       | DO (mg/L)        | 0.0702                   |
|                  | Average wind speed (m/s) | 0.0928       | CODMn (mg/L)     | 0.1076                   |
|                  | Average air temperature (°C) | 0.0193       | BOD5 (mg/L)      | 0.0001                   |
|                  | Water temperature (°C)   | 0.1355       | TP (mg/L)        | 0.0943                   |
| Hydrology        | Average water level (m)  | 0.0107       | TN (mg/L)        | 0.0531                   |
|                  | Upstream inflow (m³/s)   | 0.0745       |                 |                          |
|                  | Downstream outflow (m³/s)| 0.0948       |                 |                          |

As Table 2 shows, the Pearson correlation coefficient of five-day biochemical oxygen demand (BOD₅) was 0.0001, indicating that BOD₅ had negligible correlations with Chl-a concentrations. Except for BOD₅, the other 15 indicators had certain correlations with Chl-a concentrations because they could affect nutrient distribution in waterbodies and algae physiological activities. The RF model is insensitive to multicollinearity problems and has a robust ability to process outliers and missing data. The SVM model has unique advantages in determining small-size, high-dimensionality, and nonlinear problems. Thus, two models can both be used to predict Chl-a variations without further selecting input variables [42,43].
Therefore, in this study, two Chl-a prediction models were built based on the RF and SVM models, with 15 indicators except BOD\textsubscript{5} as input variables and Chl-a concentrations of Miyun Reservoir as the output variable. For the RF model, the number of decision trees (ntree) was 1000, and the number of characteristic variables (mtry) was 2 in the study. For the SVM model, there were 2 optional regressions (eps-regression and nu-regression) and 4 optional kernel functions (linear, polynomial, RBF, and sigmoid). Therefore, we used an If-loop consisting of 2 regressions and 4 kernel functions to compare the performances of all possible models. Taking the maximum Pearson correlation coefficient and minimum root mean square error as the optimization goals, nu-regression and RBF were used to build the SVM model.

2.3.3. Assessment Metrics of Model Prediction Performance

To assess the prediction performances of the RF model and SVM model, a 10-fold cross-validation method was applied in the study [44]. The original dataset was randomly divided into 10 portions. Then, 9 of them were used as the trainset to develop the model and the other was used as the testset to validate the model in turn, until each data of the 10 subsets was used as validation data once. This process was repeated 10 times, and the mean of the 10 validation results from each process was considered the model accuracy.

Three common statistical indicators were used to assess the accuracy of the two models:

1. Pearson correlation coefficient \( r \)

\[
\begin{align*}
\rho &= \frac{\sum_{i=1}^{n} (X_i - \bar{X})(Y_i - \bar{Y})}{\sqrt{\sum_{i=1}^{n} (X_i - \bar{X})^2 \sqrt{\sum_{i=1}^{n} (Y_i - \bar{Y})^2}} \\
\end{align*}
\]

2. Root Mean Squared Error (RMSE)

\[
RMSE = \sqrt{\frac{\sum_{i=1}^{n} (X_i - Y_i)^2}{n}}
\]

3. Mean Absolute Error (MAE)

\[
MAE = \frac{1}{n} \sum_{i=1}^{n} |X_i - Y_i|
\]

where \( i \) represents each sample; \( n \) is the total number of samples; \( X_i \) and \( Y_i \) are the observation value and prediction value of each sample, respectively; \( \bar{X} \) and \( \bar{Y} \) are the means of the observation value and prediction value, respectively; \( r \) represents the correlation between the simulation model and the realistic model, with \( r > 0.6 \) representing a strong correlation and \( r > 0.8 \) representing a stronger correlation; RMSE and MAE represent the difference between the observation value and prediction value, with lower RMSE and MAE representing higher accuracy.

3. Results
3.1. Prediction Performances of Two Machine Learning Models
3.1.1. Comparation of SVM and RF Models

According to the water transfer plan, \( 2 \times 10^8 \) m\textsuperscript{3} of water was transferred into the Miyun Reservoir through the middle route of the SNWTP every year since December 2014 [19]. Therefore, we took 2015 as the initial year and assumed that \( 0.25 \times 10^8 \) m\textsuperscript{3} of water was transferred monthly from April to November. The monthly outflow volume was taken as the corresponding historical mean of station S9 and station S10. To predict the water quality variations of the Miyun Reservoir after SNWTP implementation, four basic assumptions were proposed: (1) Future climate factors and upstream nutrient loads would remain the same as those before SNWTP implementation. (2) The future monthly capacity of the Miyun Reservoir would maintain its corresponding mean value from 2002 to 2014. (3) According to Table 1, the water quality of the Danjiangkou Reservoir and the
Daning Surge Tank was similar to that of the Miyun Reservoir, so we assumed that the water quality of transferred water was the same as that of the current Miyun Reservoir.

(4) Transferred water would uniformly mix with original water without considering the biochemical reactions between two kinds of water, and the reservoir outflow was the uniform mixture after SNWTP implementation. According to the above considerations and the mass balance principle, the concentrations of water quality indicators (i.e., the indicators shown in Table 2 except for $\text{BOD}_5$) were predicted, and then the variations of Chl-a concentrations within 15 years after SNWTP implementation (i.e., 2015–2030) could be predicted.

The measured Chl-a concentrations of the Miyun Reservoir from 2002 to 2014 were used as the original dataset and were randomly divided into the trainsets and the testsets at a 9:1 ratio. The trainset was used to develop models, and the testset was used to validate model accuracies. The performances of the RF and SVM models on the two subsets were assessed by the 10-fold cross-validation method, and the prediction accuracies were assessed by $r$, $\text{RMSE}$, and $\text{MAE}$. The prediction performances of the two models are shown in Table 3, and the differences between the observation values and prediction values of the two models in train and test stages are shown in Figures 4–7.

Table 3. Performances of two machine learning models on Chl-a concentration variations.

| Model | Program Package | Parameters | $r$ Train | $r$ Test | $\text{RMSE}$ Train | $\text{RMSE}$ Test | $\text{MAE}$ Train | $\text{MAE}$ Test |
|-------|-----------------|------------|----------|---------|---------------------|-------------------|-------------------|------------------|
| RF    | randomForest    | mtry = 2  |
|       |                 | ntree = 1000 |
|       | RBF             |            |
| SVM   | e1071           | nu-regression |
|       | C = 1.9         |
|       | Sigma = 0.14    |
|       | 0.6557          | 0.6488     |
|       | 0.0018          | 0.0017     |
|       | 0.0011          | 0.0011     |
|       | 0.8447          | 0.5875     |
|       | 0.0013          | 0.0018     |
|       | 0.0006          | 0.0012     |

Figure 4. Prediction results of RF model in train stage.
Since Chl-a concentrations in the Miyun Reservoir changed significantly in the natural environment, the model accuracy of $r > 0.6$ was considered to meet the prediction accuracy requirement. According to Table 3, the $r$ of the RF model in the trainset and testset were relatively close and both over 0.6, and the RMSE and MAE were basically the same in the two subsets, indicating that the RF model had a stable (owing to the similar prediction results in the two subsets) and accurate (owing to the high fitting degree with reality) prediction ability for Chl-a concentration variations in the Miyun Reservoir.

Although the SVM model had a higher correlation with reality than the RF model in the train stage ($r = 0.8447 > 0.8 > 0.6557$, RMSE = 0.0013 < 0.0018, MAE = 0.0006 < 0.0011), it had a worse prediction performance in the test stage because of its unsatisfactory prediction accuracy ($r = 0.5875 < 0.6$) and slightly larger error (RMSE = 0.0018 > 0.0017, MAE = 0.0012 > 0.0011). This indicated that the SVM had an unstable prediction ability and may even have overfitting problems. Therefore, the RF model was more suitable for predicting Chl-a concentration variations in the Miyun Reservoir.

### 3.1.2. Robustness Analysis of RF Model

To assess the robustness of the RF model prediction ability in missing data situations, we compared the model’s prediction performances in data abnormality scenarios and normal scenarios. The scenario settings were as follows: (1) Normal scenario (Normal): using the preprocessed data (i.e., the dataset obtained after Section 2.3.2) without any elimination, (2) Program eliminating scenario (Program): eliminating the variables in the preprocessed dataset with Pearson correlation coefficients (shown in Table 1) of less than 0.05, (3) Random eliminating scenario (Random): randomly eliminating 5% of the data in the preprocessed dataset, and (4) Missing data filling scenario (Filling): using the *rfimpute* function in the RF algorithm to fill all missing data in the preprocessed dataset. Except for the dataset used, the other model parameters in the four scenarios were the same. The RF model prediction performances in the four scenarios are shown in Table 4.

| Parameters | Scenarios          | $r$ | RMSE | MAE |
|------------|--------------------|-----|------|-----|
|            | Train | Test | Train | Test |
| mtry = 2   |       |      |      |      |
| ntree = 1000 |      |      |      |      |
| Normal     | 0.6532 | 0.6414 | 0.0018 | 0.0017 | 0.0011 | 0.0011 |
| Program    | 0.6146 | 0.6229 | 0.0018 | 0.0018 | 0.0011 | 0.0011 |
| Random     | 0.6527 | 0.6616 | 0.0017 | 0.0016 | 0.0011 | 0.0010 |
| Filling    | 0.6522 | 0.6654 | 0.0017 | 0.0016 | 0.0010 | 0.0010 |

Since Chl-a concentrations in the Miyun Reservoir changed significantly in the natural environment, the model accuracy of $r > 0.6$ was considered to meet the prediction accuracy requirement. According to Table 3, the $r$ of the RF model in the trainset and testset were relatively close and both over 0.6, and the RMSE and MAE were basically the same in the two subsets, indicating that the RF model had a stable (owing to the similar prediction results in the two subsets) and accurate (owing to the high fitting degree with reality) prediction ability for Chl-a concentration variations in the Miyun Reservoir.
reality of its results) prediction ability for Chl-a concentration variations in the Miyun Reservoir. Although the SVM model had a higher correlation with reality than the RF model in the train stage \(r = 0.8447 > 0.8 > 0.6557\), \(RMSE = 0.0013 < 0.0018\), \(MAE = 0.0006 < 0.0011\), it had a worse prediction performance in the test stage because of its unsatisfactory prediction accuracy \(r = 0.5875 < 0.6\) and slightly larger error \(RMSE = 0.0018 > 0.0017\), \(MAE = 0.0012 > 0.0011\). This indicated that the SVM had an unstable prediction ability and may even have overfitting problems. Therefore, the RF model was more suitable for predicting Chl-a concentration variations in the Miyun Reservoir.

3.1.2. Robustness Analysis of RF Model

To assess the robustness of the RF model prediction ability in missing data situations, we compared the model’s prediction performances in data abnormality scenarios and normal scenarios. The scenario settings were as follows: (1) Normal scenario (Normal): using the preprocessed data (i.e., the dataset obtained after Section 2.3.2) without any elimination, (2) Program eliminating scenario (Program): eliminating the variables in the preprocessed dataset with Pearson correlation coefficients (shown in Table 1) of less than 0.05, (3) Random eliminating scenario (Random): randomly eliminating 5% of the data in the preprocessed dataset, and (4) Missing data filling scenario (Filling): using the `rfimpute` function in the RF algorithm to fill all missing data in the preprocessed dataset. Except for the dataset used, the other model parameters in the four scenarios were the same. The RF model prediction performances in the four scenarios are shown in Table 4.

Table 4. RF model prediction performances in four scenarios.

| Parameters | Scenarios  | \(r\) | \(RMSE\) | \(MAE\) |
|------------|------------|------|--------|--------|
|            |            | Train | Test   | Train  | Test   | Train  | Test   |
| mtry = 2   | Normal     | 0.6532 | 0.6414 | 0.0018 | 0.0017 | 0.0011 | 0.0011 |
| ntree = 1000 | Program   | 0.6146 | 0.6229 | 0.0018 | 0.0018 | 0.0011 | 0.0011 |
|            | Random     | 0.6527 | 0.6616 | 0.0017 | 0.0016 | 0.0011 | 0.0010 |
|            | Filling    | 0.6522 | 0.6654 | 0.0017 | 0.0016 | 0.0010 | 0.0010 |

According to Table 4, the correlation of the prediction model built in the program scenario with the realistic model (i.e., \(r\)) was lowest in the three abnormal scenarios, but the prediction accuracy in the program scenario still met the basic accuracy requirements in both the train stage \(r = 0.6146 > 0.6\) and test stage \(r = 0.6229 > 0.6\). The \(r\) in the Random scenario and Filling scenario were proximate to those in the Normal scenario \(r\) in the Random and Filling scenarios were slightly lower than that in the Normal scenario in the trainset and higher than that in the Normal scenario in the testset). Even in the case of abnormal data, the RF model still had a strong correlation with the realistic model.

Regarding the difference between the prediction values and observation values, the \(RMSE\) and \(MAE\) in the three abnormal scenarios were all proximate to those in the normal scenario \(RMSE\) were approximately 0.0017 and \(MAE\) were approximately 0.0011), indicating that abnormal data did not increase the prediction error of the RF model. This was because the RF model kept randomness in forming trainsets and dividing tree nodes when building decision trees, and the RF model integrated all results of multiple decision trees to obtain the final output result so that the RF model had the ability to balance errors and maintain accuracy when facing imbalanced data or feature-losing data. Owing to the advantages of anti-interference and generalization capabilities, the RF model was suitable for predicting water quality variations in the Miyun Reservoir and had great application prospects in predicting water quality variations in other lakes and reservoirs, especially in areas lacking data, in different water transfer scenarios.

3.2. Prediction of Chl-a Concentration Variations

Owing to the good performance of the RF model, the variations in water chemical indicators after SNWTP implementation were substituted into the trained RF model in
Section 3.1.1, and then the corresponding variations in Chl-a concentrations could be predicted. We took 2015 as the initial year of SNWTP implementation and used the trained RF model to predict Chl-a concentration variations in the Miyun Reservoir after the project implementation. The interannual and monthly variations in Chl-a concentrations before (2009–2014) and after (2015–2030) SNWTP implementation are shown in Figures 8 and 9.

**Figure 8.** Interannual variations in mean, maximum and minimum Chl-a concentrations of Miyun Reservoir before and after SNWTP implementation (before are mean concentrations from 2009 to 2014).

**Figure 9.** Annual Chl-a concentration variations of Miyun Reservoir after SNWTP implementation (before are mean concentrations from 2009 to 2014).
As shown in Figure 8, annual mean concentrations, annual maximum concentrations, and annual minimum concentrations of Chl-a in the Miyun Reservoir would decrease by approximately 18.29–25.80%, 33.99–46.39%, and 16.42–19.88%, respectively, after SNWTP implementation. According to Chinese Technological Regulations for Surface Water Resource Quality Assessment [45], the maximum Chl-a concentrations would decrease from mesotrophic level III (0.004–0.01 mg/L Chl-a) to mesotrophic level II (0.002–0.004 mg/L Chl-a) after SNWTP implementation, indicating that SNWTP could significantly improve the trophic state of the Miyun Reservoir. In conclusion, the SNWTP would greatly alleviate the eutrophication trend and improve the water quality of the Miyun Reservoir.

According to Figure 9, the annual Chl-a variation trends at different implementation times were basically consistent but were slightly different from that before SNWTP implementation. The Chl-a concentrations would decrease from April to May and reach the minimum of the year in May (approximately 0.0015 mg/L). Then, it would increase significantly to a maximum from May to August/September. In addition, it would decrease from August/September to November. The Chl-a concentrations in November (0.0020–0.0023 mg/L) would approach the level in April (approximately 0.0018 mg/L) from 2015 to 2030, while it increased again from October to November from 2009 to 2014, indicating that the SNWTP could prevent the water quality of the Miyun Reservoir from deteriorating and becoming eutrophic in autumn and winter. The variation trend predicted by the RF model in the study was consistent with the measured research in the Miyun Reservoir [46].

Comparing the monthly Chl-a concentrations in different years, we found that the declining trends from April to May and from August/September to November were basically similar. However, the increasing trend and maximum concentrations from May to August/September grew more significantly with increasing implementation time. Before 2025 (10 years after SNWTP implementation), the maximum Chl-a concentrations could still be maintained at the level in 2015 (initial year of SNWTP implementation). After that, the water quality started to deteriorate. The maximum Chl-a concentrations would increase by approximately 18.47% from 2025 to 2030 compared with that from 2015 to 2025. The appearance time of the maximum Chl-a concentrations would advance from September (before 2025) to August (2025–2030).

4. Discussion

4.1. Analysis on the Variation Trend of Chl-a Concentrations in the Miyun Reservoir

Although the water quality of Danjiangkou Reservoir (i.e., the source of SNWTP) met the basic water quality requirements for drinking water sources in the Chinese Environmental Quality Standards for Surface Water (GB3838-2002), with little organic matter and low water turbidity and water hardness [47], the project was designed to transfer water by an open channel with shallow water depth and slow water flow, making water temperature significantly affected by air temperature. Therefore, the water temperature could reach higher than 30 °C in July and August. Coupled with the high nitrogen content in transferred water, the transferred water would become a suitable environment for algae to propagate. Therefore, with transferred water flowing into the Miyun Reservoir, the reservoir’s Chl-a concentrations would increase significantly in summer.

With the project’s implementation time passing, the impact of transferred water would gradually increase owing to its increasing proportion in the Miyun Reservoir [48], causing the maximum Chl-a concentrations to also increase and appear in advance. In 2030 (15 years after SNWTP implementation), the maximum concentrations would increase significantly to 0.0037 mg/L but stay at mesotrophic level II, indicating that the trophic state of the Miyun Reservoir would not change significantly. Zeng et al. [49] found that the transferred water would not cause a significant change in the trophic state of the Miyun Reservoir if the concentrations of nitrogen and phosphorus in the Danjiangkou Reservoir were maintained at current concentrations, which was consistent with our study.
According to the model prediction results and above analyses, we could also infer that as the implementation time of the SNWTP was over 15 years, the trophic state of the Miyun Reservoir was likely to further deteriorate, especially in July and August, requiring close attention and preventive measures from reservoir managers. Therefore, we suggested that managers should (1) strengthen water quality protection and pollution control in the Danjiangkou Reservoir, Miyun Reservoir and along the middle route of the SNWTP, and strictly control the discharges of nitrogen and phosphorus pollutants to cut off the material base of algae growth and reproduction; (2) improve water quality monitoring along the middle route of the SNWTP (especially the monitoring of transferred water before it flows into the Miyun Reservoir) and then figure out the dynamic laws of variations in water quality indicators (especially nitrogen and phosphorus pollutants) to improve the model prediction accuracy to establish an early warning and emergency response mechanism for eutrophication risk; (3) deploy shading devices along the middle route project to prevent water temperature increases affected by air temperature, especially in July and August; and (4) adjust the seasonal distribution plan of transferred water (i.e., increase water transfer in spring and autumn and decrease water transfer in summer) to reduce the eutrophication risk caused by transferred water in summer.

4.2. Performance Comparisons of Machine Learning Models and Other Models

There are two kinds of models widely used to predict water quality variations: non-mechanistic models (including mathematical statistical models and machine learning models) and mechanical models. Both mathematical statistical models and machine learning models predict the variation of Chl-a concentrations with consideration of the statistical relationships between Chl-a concentrations and impact factors, rather than the impact mechanism from impact factors to Chl-a concentrations, allowing them to be easily applied in different regions. Mathematical statistical models (e.g., simple linear regression model, multiple linear regression model, etc.) have the advantages of the simple model construction, fast calculation and simulation process and the low barrier of learning, but they still have some limitations. For example, most mathematical statistical models are linear models with high data requirements, that is, the data used to build the model must be balanced data and have no collinearity between different variates. Otherwise, if there were a key factor having missing data or collinearity with other factors, the factor would be very likely to be rejected during regression, which may have a negative impact on model accuracy. However, in practical water quality prediction, the relationships between Chl-a concentrations and impact factors are usually nonlinear and there are interactive effects among different factors. Therefore, the linear statistical models have relatively low simulation accuracy [20]. Compared with mathematical statistical models, machine learning models can identify complex nonlinear relationships to the greatest extent and have better processing capacity with imbalanced data and missing data, so they have lower data requirements, higher prediction accuracy and more robust prediction performance [20,50].

Based on the impact mechanism to build models, the mechanical models can reflect the impact processes and mechanisms from impact factors on the Chl-a concentrations in detail and give reasonable explanations for the reasons of Chl-a concentration variations, but they still have some shortcomings. Firstly, the construction of mechanical models requires a large amount of long-term measured water quality data, accurate definition of boundary conditions and the specific physical, chemical and biological mechanism of algae growth and eutrophication. These three conditions are directly related to the simulation accuracy of models. Secondly, the processes of model construction and calibration are time-consuming and complicated owing to the vast calculations required [19,51]. For the large cross-basin water transfer project like SNWTP, it would cost excessive time, labor and money to set up sampling points along the way to investigate water quality and analyze hydrodynamics and water quality variations, requiring the researchers to make a trade-off between model accuracy and research economy and efficiency. Compared with the mechanical model, the machine learning models have a simpler and faster modeling and simulation process,
and the ability to consider more impact factors, with lower construction requirements and
greater ability to analyze big data [13]. Comparing the machine learning models in our
study with Zeng et al.’s mechanical model [49], the results showed that the MAE of our
model was between 0.0006 to 0.0012 (Table 3), while the MAE of the mechanical model was
equal to 0.2177, indicating that our models had better prediction ability than mechanical
model for predicting Chl-a concentration variations. Moreover, the monthly variation
trend of Chl-a concentrations in our study was consistent with the measured research from
2017 to 2018 [46]. Comparing the predicted Chl-a concentration in the study with Wu
et al.’s measured data [52] in August, 2019, the relative error was about 31.67%, which was
acceptable in the study. Therefore, although the machine learning models are regarded
as black box models, they are still good alternatives in predicting Chl-a concentrations
for receiving reservoirs of the large-scale water transfer projects with no detailed data or
unknown dynamics processes of eutrophication.

In conclusion, owing to the advantages of a simple and fast modeling process, accept-
able prediction accuracy and robust prediction performance, machine learning models
developed in the study can conduct precise simulations of water quality variations in re-
ceiving reservoirs after the implementation of large cross-basin water transfer projects, and
have great application prospects in predicting the impact on receiving reservoirs caused
by multiscale and multi-scenario water transfer projects. The simulation and prediction
results are useful for making water resource management policies for receiving reservoirs,
especially for reservoirs in areas lacking data, to improve policy efficiency and pertinency.

5. Conclusions

In this study, we used two kinds of machine learning models to predict the Chl-a
concentration variations of the Miyun Reservoir after the implementation of the world’s
largest water transfer project—SNWTP, and the basic results were shown as follows:
1. Compared with the SVM model, the RF model had higher prediction accuracy, more
stable results, less overfitting, and more robust prediction ability when the data was
missing or abnormal. Thus, the RF model was more suitable for predicting Chl-a
variations in receiving reservoirs affected by the implementation of SNWTP.
2. The prediction results showed that short-term (within 3 years) implementation
of SNWTP would not cause significant variations in Chl-a concentrations in the
Miyun Reservoir.
3. The proportion of transferred water in the reservoir would have gradually increased
as the SNWTP implementation time increased, causing the impact of transferred water
to increase. Ten years after implementation, the Chl-a concentrations of the Miyun
Reservoir would significantly increase, especially from July to August/September,
indicating that the reservoir may suffer more severe eutrophication. Therefore, the
long-term implementation of SNWTP may have a potential negative impact on the
receiving reservoir, indicating that reservoir managers need to take more actions to
prevent changes in the waterbody’s trophic state, especially in July and August.

From the perspective of trophic state variations, we focused on the impact of a large
cross-basin water transfer project on the water quality variations of its receiving reservoir
and compared the prediction performances of two machine learning models. Our study can
provide scientific suggestions for making targeted water resource management policies and
offer research references for the selection and popularization of Chl-a prediction models
for receiving reservoirs, especially reservoirs in areas lacking data. However, owing to the
limitations of machine learning methods, this study does not consider pollutants’ physical
and chemical activities. Therefore, future studies should combine our results with actual
water quality data of transferred water and simulation results of mechanical models to
further confirm and explain water quality variations.
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