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Abstract. In this paper, we investigate specific least action principles for laws of stochastic processes within a framework which stands on filtrations preserving variations. The associated Euler-Lagrange conditions, which we obtain, exhibit a deterministic process in the dynamics aside the canonical martingale term. In particular, taking specific action functionals, extremal processes with respect to those variations encompass specific laws of continuous semi-martingales whose drift characteristic is integrable with independent increments. Then, we relate extremal processes of classical cost functions, in particular of specific entropy functions, to a class of forward-backward systems of McKean-Vlasov stochastic differential equations.
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1. Introduction

The activity around optimization of functionals over sets of laws of semi-martingales, in particular of relative entropy functionals, and around least action principles in stochastic frameworks, covers a wide range of various applications; among many see [4], [5], [18], [19], [20], [22], [23], [28], [48], [49], [57], [63], [64], [70], [72]. The present paper focusses on extremal conditions for functionals depending explicitly on local characteristics of laws of Itô’s semi-martingales, under a specific additional constraint. The corresponding least action principle investigated here yields Euler-Lagrange conditions which extend those unconstrained cases investigated in [48]. For suitable cost maps, it is shown here to yield applications to a specific class of forward-backward systems of coupled McKean-Vlasov stochastic differential equations; the drift terms involve explicit functions of the marginal laws of the underlying processes. Explicit examples of laws satisfying these conditions are also provided from past dependent stochastic differential equations, from a class of processes whose drifts involve some possibly discontinuous Lévy processes, and from partial differential equations. Within a technical viewpoint, the present paper applies a specific calculus of variations based on information flows preserving transports of measures (see [48], [49], [50]), notably the intrinsic stochastic derivative of [50]: handling the further constraint stated below within this framework requires an accurate control of the induced filtrations. Finally, to provide further insights on this work, we mention here that the
results of the present paper will be applied in [51] to provide extremal conditions to a class of constrained semi-martingale optimization problems (see [72]), which encompasses first moment constrained Schrödinger problems; within this specific perspective, as it is expected from the present paper, the extra deterministic process \( A_t^\nu \) appearing here below may be interpreted as a Lagrange multiplier, which is associated to a further constraint on marginal laws, whose first moment is fixed.

To be accurate, given \( d \in \mathbb{N}, d \geq 1 \), denote by \( W = C([0, 1], \mathbb{R}^d) \) the set of continuous \( \mathbb{R}^d \)-valued functions on \([0, 1] \), which is endowed with the norm of uniform convergence. Subsequently \( M^1(W) \) denotes the subset of laws of continuous Itô’s semi-martingales, such that the evaluation process \((W_t)_{t \in [0, 1]} \), which to a given \( \omega \in W \) and to a \( t \in [0, 1] \) associates the value \( W_t(\omega) = \omega(t) \) of the function \( \omega \) at \( t \), is a continuous \( \mathbb{R}^d \)-valued process with the specific form

\[
W_t = W_0 + M^\nu_t + \int_0^t v^\nu_s ds,
\]

for all \( t \in [0, 1], \nu - a.s., \) where \( b^\nu = \int_0^t v^\nu_s ds \) is assumed to be absolutely continuous and adapted to the \( \nu \)-usual augmentation \((F_t^\nu)\) of the filtration generated by the evaluation process on \((W, \mathcal{B}_W, \nu)\), and where \((M^\nu_t)\) is a \((F_t^\nu)\)-martingale on the complete probability space \((W, \mathcal{B}_W, \nu)\), whose covariation \((< M^\nu >_t)_{t \in [0, 1]} \) is a \( \mathbb{R}^d \otimes \mathbb{R}^d \)-valued \((F_t^\nu)\)-adapted process of the specific form

\[
< M^\nu > = \int_0^1 \alpha^\nu_s ds, \nu - a.s..
\]

Furthermore, it is assumed that

\[
\int_0^1 (\|v^\nu_t\|_{\mathbb{R}^d} + \|\alpha^\nu_t\|_{\mathbb{R}^d \otimes \mathbb{R}^d}) ds < +\infty, \nu - a.s..
\]

Subsequently, \((v^\nu_t)\) (respectively \((\alpha^\nu_t)\)) will be called the drift (respectively the dispersion) local characteristic of \( \nu \). We refer to [21], [25], [26], [29], [38], [66], [67], for an introduction on stochastic processes and on martingale theory. Depending on the context, we may choose a version of \((v^\nu_t)\) which is either predictable or optional (see [25]). At any rate, both local characteristics are assumed to be measurable processes (see [25], section IV). Moreover, \( M^1_1(W) \) is a subset of the set \( M_1(W) \) of Borel probability measures on \( W \). To provide an insight on the approach unrolled here, it seems to be worth to recall that, for any \( q \in C([0, 1], \mathbb{R}^d) \) which is \( C^1 \), we have \( \nu = \delta^\text{Dirac}_q \in M^1_1(W) \), the restriction to the Borel \( \sigma \)-field of the Dirac mass concentrated on \( q \); \( \delta^\text{Dirac}_q(A) = 1_A(q), \forall A \in \mathcal{B}_W \). Subsequently \( \lambda_{\mathbb{R}^d} \) (respectively \( \lambda_{|0,1]} \)) denotes the Lebesgue measure on \( \mathbb{R}^d, d \geq 1 \) (respectively the restriction of \( \lambda_\mathbb{R} \) to \([0, 1])\).

We consider here functionals \( \phi \) whose restriction to \( M^1_1(W) \) depends explicitly on the local characteristics of the laws of semi-martingales, typically of the form

\[
\phi(\nu) = \int_{C([0,1],\mathbb{R}^d) \times [0,1]} \mathcal{L}_t(\omega(t), v^\nu_t(\omega), \alpha^\nu_t(\omega)) \nu \otimes \lambda_\mathbb{R}(d\omega, dt), \tag{1.1}
\]
\( \nu \in M^S_1(W) \), where \( \mathcal{L} \) is measurable and satisfies further technical conditions. Investigations around such functionals are notably motivated by connections to the so-called SCHRODINGER problem (see [69]), whose entropic extensions have been related to optimal transport (see [54]). Recall that, within one of its classical dynamical forms, the SCHRODINGER problem can be seen as a minimization, among BOREL probability measures \( \nu \) on \( C([0,1], \mathbb{R}^d) \), whose initial (respectively final) marginal law \( W_0 \ast \nu \) (respectively \( W_1 \ast \nu \)) is fixed to be equal to a given BOREL probability measure \( \nu_0 \) (respectively \( \nu_1 \)) on \( \mathbb{R}^d \), of the relative entropy

\[
H(\nu|\mu_V) = \begin{cases} 
\int_{C([0,1], \mathbb{R}^d)} \ln \frac{d\nu}{d\mu_V}(\omega) \nu(d\omega) & \text{if } \nu << \mu_V \text{ (i.e. absolutely continuous)} \\
+\infty & \text{otherwise}
\end{cases}
\]

with respect to a reference measure \( \mu_V \); the latter denotes a specific probability measure on \( (W, \mathcal{B}_W) \), which is absolutely continuous with respect to the WIENER measure \( \mu_W \), and whose RADON-NIKODYM derivative \( \frac{d\nu}{d\mu_W} \) is determined by a non-negative differentiable function \( \mathcal{V} : \mathbb{R}^d \to \mathbb{R} \), which satisfies further integrability conditions. Moreover, within physical models, \( \mathcal{V} \) is usually identified with a potential energy term. Since at first sight, the relative entropy may seem to be quite distinct from functionals of the form (1.1), as a warm up we briefly recall how SCHRODINGER’s problem actually boils down to the optimization of such functionals. To start with recall that, following a celebrated sequence of papers of R.H. CAMERON and W.T. MARTIN (see [15], [16]), and notably after works of G. MARUYAMA on MARKOV processes ([60], [61]) and then of I.V. GIRSANOV ([35]), classical formulas which determine the representation of the RADON-NIKODYM derivatives of absolutely continuous BOREL probability measures with respect to the WIENER measure have been obtained, notably by T.E. DUNCAN and by T.KAILATH, where sharp Itô’s stochastic integrals appear as the natural tools to express those fundamental quantities ([31], [42], [43], see also [79]). Those formulas yield a representation of the relative entropy from M. ZAKAI et al. (see [11], formulas (75) and (76)) with respect to the WIENER measure; much recently [76] showed how such results can be used to obtain powerful criterions of isomorphisms for specific problems of transformations of the WIENER measure (see [78]). Together with the GIRSANOV theorem, recall that the latter yields representation formulas as in [34] of H. FÖLLMER which, together with the P. LÉVY criterion (see [38], [66]), show that SCHRODINGER’s problem can be equivalently interpreted as an action functional minimization (see [34]) of the form (1.1):

\[
\inf_{\nu \in M^S_1(W; \nu_0, \nu_1)} \int C([0,1], \mathbb{R}^d) \times [0,1] \left( \frac{\|v_t^\nu(\omega)\|_{\mathbb{R}^d}^2}{2} + \mathcal{V}(\omega(t)) \right) \nu \otimes \lambda_{\mathbb{R}}(d\omega, dt),
\]

\( M^S_1(W; \nu_0, \nu_1) \) denoting the set

\[
\left\{ \nu \in M^S_1(W) : W_0 \ast \nu = \nu_0, W_1 \ast \nu = \nu_1, \alpha_t^\nu(\omega) = I_{\mathbb{R}^d}, \nu \otimes \lambda|_{[0,1]} \text{ a.e.} \right\}.
\]
the latter functional appearing in (1.2) depends explicitly on local characteristics of specific laws of Itô’s semi-martingales.

Therefore, to extend the original Schrödinger problem, instead of using its entropic formulation, at the inverse one may use the properties of those processes stemming from (1.2), and optimize functionals of laws of semi-martingales which depend explicitly on their local characteristics; for instance see the semi-martingale optimal transportation problems of [72], and works of T. Mikami as [64]. Recall that a usual Schrödinger bridge \((X_t)\) (see [24], [34], [82]), which is a stochastic process defined on a complete stochastic basis \((\Omega, \mathcal{A}, (\mathcal{A}_t), \mathcal{P})\), is such that its law \(\nu = X_{*}\mathcal{P}\) attains the optimum of a problem of the form (1.2). Moreover, the marginal density of the absolutely continuous probability measure \(X_{t,*}\mathcal{P}\), with respect to the Lebesgue measure, is of the specific form

\[
\rho(t, x) = \theta(t, x)\theta^*(t, x), \quad \lambda_{\mathbb{R}^d} - a.e.,
\]

i.e.

\[
\mathcal{P}(X_t \in A) = \int_A \theta(t, x)\theta^*(t, x)\lambda_{\mathbb{R}^d}(dx),
\]

for any Borel set \(A \in \mathcal{B}_{\mathbb{R}^d}\), and \(t \in (0, 1)\). Furthermore, \(\theta\) satisfies a partial differential equation, which is usually interpreted as an Euclidean version of the Schrödinger equation (see [24]), since it is usually of the form

\[
\begin{align*}
-\frac{\partial \theta^*}{\partial t} &= \mathcal{H}\theta^* \\
\theta^*(0, x) &= f(x),
\end{align*}
\]

where

\[
\mathcal{H} = -\frac{\Delta}{2} + \mathcal{V},
\]

where \(\mathcal{V}\) is a nice function which satisfies further technical conditions (see [24]), and where \(f \in \text{Dom}(H)\). Similarly, \(\theta\) satisfies an adjoint equation (see [24], [82]). Using those properties, the specific value of the Radon-Nikodym derivatives of the law of those usual Schrödinger bridges \((X_t)\) with respect to the Wiener measure can be computed explicitly from the Clark-Bismut-Ocone formula of the Malliavin calculus (see [59]). From this explicit value, works in the line of [82] (in particular see [24]) have shown that the associated stochastic processes \((X_t)\) satisfied strong extremal conditions on the fixed stochastic basis of the Wiener space. This yields a critical variational property of those strong extremal points among a class of Bernstein’s (reciprocal) processes realized on a fixed complete stochastic basis, in this case the Wiener space (see [24]). Note that to be applied, the previous method requires to first obtain precise information on explicit properties of the law of the process which attains (1.2). However, consider now the case of more general optimization problems than (1.2), still with fixed initial and final marginals, but allowing various specific constraints on the dispersion local characteristic, and where many general cost functionals are now considered, typically of the form (1.1); it still depends explicitly on the local characteristics of laws of semi-martingales, and in some cases such
functionals may also be allowed to depend on further features of the law, as the density of intermediate marginals. In these latter cases, contrary to what happens in the case (1.2) under suitable hypothesis on \( \mathcal{V} \), the laws of the optima are not necessarily known explicitly from calculus, neither the explicit value of their drifts. Moreover, for certain values of the dispersion local characteristic, and notably in the singular case, not encompassed by (1.2), where the dispersion vanishes, the law of the optima are not necessarily absolutely continuous with respect to the Wiener measure, and may not allow to apply the sharp stochastic calculus of variations of P.Malliavin (see [59]) to perform computations; indeed the involved variations may not satisfy the required quasi-invariance properties. Due to the specificities of those problems, to obtain precise extremal conditions together with an efficient variational principle, which applies indistinctly to probability measures concentrated on paths which satisfy the classical Euler-Lagrange condition, and to extensions of the Schrödinger problem, it suggests to work in a framework (see [48]) which allows to perturbate the stochastic basis itself rather than the process, and to perform an extension of the mathematical version of the so-called Hamilton’s least action principle, originated from physics (see [1], [6], [17] p.293, [37], [46]); recall that, in the classical case, the latter doesn’t require to know the explicit value of the optima to deduce the extremal conditions. This lead [48] to consider extremal conditions of the form

\[
\partial_x \mathcal{L}_t(W_t, v^\nu_t, \alpha^\nu_t) - \int_0^t \partial_x \mathcal{L}_s(W_s, v^\nu_s, \alpha^\nu_s) ds = N^\nu_t, \tag{1.3}
\]

up to some negligible sets, where \((N^\nu_t)\) is a càdlàg \((\mathcal{F}^\nu_t)\)-martingale; using the conventional terminology of stochastic analysis (see [25], [26]), we call càdlàg the right-continuous functions with left limits and similarly for stochastic processes. Note that conditions as (1.3) require that a certain process which depends explicitly on the local characteristics of the law is a martingale. This explicit dependency allows to make a distinction between, on the one hand the not necessarily convex problem to determine laws which satisfy conditions as (1.3), and on the other hand usual martingale problems on a canonical space (see [40]). Relating (1.3) to critical conditions of functionals as (1.1), through a least action principle under general hypotheses, requires to extend to this specific framework the classical calculus of variations, and to perform specific variations of functionals on \( M_1(W) \); for an introduction to the basics of calculus of variations, we refer here to the classical lecture notes of H.Cartan ([17]). Since the functionals of interest depend explicitly on local characteristics of laws of semi-martingales, this emphasizes phenomena of filtration theory which are specific to the existence of a noise in stochastic frameworks. Those aspects are related to the variation of local characteristics along specific transports of measure (see [49]). This provides a certain geometric point of view on the innovation conjecture of filtering (see [3], [9], [41], [52], [62], [76], [77]) which is closely related to the mysterious B.Tsirelson’s counter-example (see [73]), and to the counter-example of [30]; among many insights on [30], see also [8] and the references therein, and recall that it stands on the A.Vershik theory.
of filtration (see also [32]). The same aspects of regularity of local characteristics due to those phenomena also occur for variations preserving initial and final marginals, which may be seen though localization arguments as those of [47], [52], [53]. The construction which is used in this paper actually stands on variations which satisfy a stronger constraint as the innovation conjecture, and is therefore justified by difficulties which occur from the fact that some semi-martingales can not be determined from their innovation process (see [62], [74]). From this, and since for reasons explained above, the Malliavin calculus is not sufficient to achieve this purpose, it seems necessary to complete those tools of stochastic analysis ([59]) by another calculus on the set of laws of stochastic processes, to incorporate those sharp specificities inherent to filtration theory, while keeping a compact notation. Such a construction, which relies on information flows preserving transports of measure has been proposed in [50], which will be applied throughout this paper. As it is developed on the canonical space endowed with a filtration, the corresponding derivative is not conditioned on the choice of a stochastic basis, where a specific model would be considered; we call it the intrinsic stochastic derivative. From those latter specific features, this must be distinguished from works in the line of [12]. Within this framework of [50], the present paper investigates Euler-Lagrange conditions which, outside some negligible sets, are of the form

\[
\partial_{\nu} L_t(W_t, v^\nu_t, \alpha^\nu_t) - \int_0^t \partial_x L_s(W_s, v^\nu_s, \alpha^\nu_s) \, ds = N^\nu_t + A^\nu_t, \tag{1.4}
\]

where \((N^\nu_t)_{t \in [0,1]}\) is a càdlàg \((F_t')\)-martingale, and where \((A^\nu_t)_{t \in [0,1]}\) is a deterministic process, together with the associated least action principle. Taking specific cost functions, this yields information on some laws of semi-martingales whose drift characteristic is an integrable process with independent increments. By taking \(A^\nu_t = 0\), for all \(t \in [0,1]\), note that (1.4) extends (1.3) of [50].

The structure of this paper is the following. In Section 2, we introduce the notation, used in the whole paper. In Section 3, we recall accurately the specific tools, notably those of [50], which are used subsequently to obtain a compact notation, taking into account the circumstances identified above, which we encounter within the specific context of those filtered probability spaces; several counter-examples are also recalled. In Section 4, we introduce average preserving variation processes (Definition 4.1), and investigate those of their properties which we use subsequently. It enables us to establish in Section 5 our main result Theorem 5.1, an average preserving least action principle, which characterizes those laws of semi-martingales which satisfy (1.4), as extremal points of functionals of the form (1.1), with respect to a set of average preserving variations. In Section 6, for classical cost functions, Proposition 6.1 relates critical points of the average preserving least action principle, to a specific class of forward-backwards systems (for instance see [58]) of McKean-Vlasov stochastic differential equations. Finally, three explicit examples are provided.
2. Notation

Given $d \in \mathbb{N}$, with $d \geq 1$, $W = C([0,1],\mathbb{R}^d)$ denotes the set of continuous $\mathbb{R}^d$—valued functions on $[0,1]$; $W$ stands for Wiener, whose probability space provides here our main paradigm. It is endowed with the norm $\|\cdot\|_W$ of uniform convergence, which turns it into a separable BANACH space, whose related BOREL sigma-field is denoted by $\mathcal{B}_W$. The set of BOREL probability measures on $W$ is denoted by $\mathcal{M}_1(W)$. Given $\eta \in \mathcal{M}_1(W)$, $\mathcal{B}^\eta_W$ denotes the $\eta$—completion of the BOREL sigma-field.

If $(\Omega, \mathcal{A}, \mathcal{P})$ is a probability space, and $X : \Omega \to \mathbb{R}$ is an $\mathcal{A}/\mathcal{B}_\mathbb{R}$—measurable function, we use the standard notation

$$\mathbb{E}_\mathcal{P}[X] = \int_\Omega X(\omega)\mathcal{P}(d\omega)$$

of the mathematical expectation, whenever $X \geq 0$, $\mathcal{P} - a.s.$ in which case $\mathbb{E}_\mathcal{P}[X] \in \mathbb{R}_+ \cup \{+\infty\}$, or when $\mathbb{E}_\mathcal{P}[|X|] < +\infty$, in which case $\mathbb{E}_\mathcal{P}[X] \in \mathbb{R}$ and $X$ is said to be $\mathcal{P}$—integrable; $\mathcal{B}_\mathbb{R}$ denotes the usual BOREL $\sigma$—field.

The classical CAMERON-MARTIN space $H^1$ is defined by

$$H^1 = \left\{ h : [0,1] \to \mathbb{R}^d : h = \int_0^1 \dot{h}_s ds, \int_0^1 \|\dot{h}_s\|^2_{\mathbb{R}^d} ds < +\infty \right\}.$$ 

Recall that it is turned into a HILBERT space with product

$$< h,k >_{H^1} = \int_0^1 < \dot{h}_s, \dot{k}_s >_{\mathbb{R}^d} ds,$$

for all $h,k \in H^1$; $\|h\|_{H^1} = \sqrt{< h,h >_{H^1}}$. This space plays a key role in stochastic analysis (see [15], [16], [59]). However in view of establishing least action principles, its vector subspace

$$H^1_{0,0} = \{ h \in H^1 : h_0 = h_1 = 0_{\mathbb{R}^d} \},$$

will play a major role.

3. Recall on the intrinsic stochastic derivative on $\mathcal{M}_1(W)$

3.1. Information flows preserving transports of measure. Let $\eta \in \mathcal{M}_1(W)$, we denote by $M_\eta((W,\mathcal{B}^\eta_W),(W,\mathcal{B}_W))$ the set which is obtained by identifying the $\mathcal{B}^\eta_W/\mathcal{B}_W$—measurable functions $f : W \to W$, which coincide outside an $\eta$—negligible set. Given $U \in M_\eta((W,\mathcal{B}^\eta_W),(W,\mathcal{B}_W))$, the filtration $(\mathcal{G}^U_t)$ generated by $U$ is the $\eta$—usual augmentation of the filtration $(\sigma(f_s, s \leq t))_{t \in [0,1]}$, for some (and then all) $\mathcal{B}^\eta_W/\mathcal{B}_W$—measurable $f : W \to W$ whose $\eta$—equivalence class is $U$, where $f_s = W_s \circ f$, $s \in [0,1]$; $(W_s)$ denotes the evaluation process, recall that $W_t(\omega) = \omega(t)$, for all $t \in [0,1], \omega \in W$. We denote by $(\mathcal{F}^U_t)$ the $\eta$—usual augmentation of the filtration generated by the evaluation process on $(W,\mathcal{B}^\eta_W,\eta)$. A $U \in M_\eta((W,\mathcal{B}^\eta_W),(W,\mathcal{B}_W))$ is said to be $(\mathcal{F}^U_t)$—adapted if

$$(\mathcal{G}^U_t) \subset (\mathcal{F}^U_t).$$
since \((\mathcal{F}_t^\eta)\) satisfies the usual conditions, it is equivalent to \(\mathbf{f}_s\) is \(\mathcal{F}_s^\eta\)-measurable, for all \(s \in [0,1]\), for some (and then all) \(\mathcal{B}_{W}^\eta/\mathcal{B}_W\) measurable \(\mathbf{f} : W \to W\), whose \(\eta\)-equivalence class is \(U\).

We say that \(U \in M_\eta((W,\mathcal{B}_{W}^\eta), (W, \mathcal{B}_{W}))\) is an isomorphism of filtered probability space, if it is \((\mathcal{F}_t^\eta)\)-adapted, and if there exists a \((\mathcal{F}_t^\eta)\)-adapted \(\tilde{U} \in M_\nu((W,\mathcal{B}_{W}^\nu), (W, \mathcal{B}_W))\), where \(\nu = U_*\eta\), which is such that

\[
\tilde{U} \circ U = I_W, \quad \eta - a.s.,
\]

and

\[
U \circ \tilde{U} = I_W, \quad \nu - a.s.,
\]

\(I_W : \omega \in W \to \omega \in W\) denoting the identity map on \(W\), and \(U_*\eta\) denoting the direct image (push-forward of measure) of \(\eta\) by \(U\); we call \(\tilde{U}\) the inverse of \(U\). Such isomorphisms are well known fundamental mathematical objects in stochastic analysis (see [59], [75]). Recall that isomorphisms of filtered probability spaces are exactly information flows preserving maps, in the acceptation that \(U \in M_\eta((W,\mathcal{B}_{W}^\eta), (W, \mathcal{B}_W))\) is an isomorphism of filtered probability space, if and only if,

\[
(G_t^U) = (\mathcal{F}_t^\eta);
\]

see [50]. Here we use the term information flows within the terminology of [21] p.39, which interprets a filtration as an information flow.

Subsequently, since \(\sigma(W_0)^\eta\) (the \(\eta\)-completion of the \(\sigma\)-field \(\sigma(W_0)\)) does not necessarily coincide with \(\mathcal{F}_0^\eta\), to obtain an efficient set of variation processes, it is useful to introduce the subset \(\mathcal{I}_j^0(\eta)\) of the \(U \in M_\eta((W,\mathcal{B}_{W}^\eta), (W, \mathcal{B}_W))\) which are isomorphisms of filtered spaces, and further satisfy

\[
\sigma(W_0)^\eta = \sigma(U_0)^\eta.
\]

It is enlightening to interpret \(\mathcal{I}_j^0(\eta)\) as the set of information flows preserving maps on \((W,\mathcal{B}_{W}^\eta, \eta)\) which also preserve the initial information.

Recall that transport plans (see [80]) notably enable relaxations of the MONGE problem [65] (see [44], [80]). Let \(E\) (respectively \(S\)) be Polish spaces endowed with filtrations \((\mathcal{B}_{E,t})_{t \in I}\) (respectively \((\mathcal{B}_{S,t})_{t \in I}\)) of their BOREL sigma-fields, labeled by a same totally ordered set \(I\). Given \(\eta \in \mathcal{M}_1(E), \nu \in \mathcal{M}_1(S)\), the set \(\Pi(\eta, \nu)\) of transport plans of \(\eta\) to \(\nu\), is the set of \(\gamma \in \mathcal{M}_1(E \times S)\) whose first (respectively second) marginal is \(\eta\) (respectively \(\nu\)). Denote by \(Q_\gamma\) the conditional probability kernel (see [25], [27]), such that \(\gamma = \int_E \eta(dx)\delta_{\text{Dirac}}^x \otimes Q_\gamma^x\). Within those hypothesis, recall that any such \(\gamma\) generates a filtration \((G_t(\gamma))\) on the measurable space \((E,\mathcal{B}_E^\gamma)\), such that for all \(t \in I\), \(G_t(\gamma)\) is the \(\eta\)-completion of the smallest sigma-field such that for all \(B \in \mathcal{B}_{E,t}\) of \(\nu\)-continuity (i.e. \(\nu(\partial B) = 0\)), the map \(\phi_B : x \in E \to Q_\gamma^x(B) \in [0,1]\) is measurable.
Definition 3.1. Let $\eta \in \mathcal{M}_1(E)$, $\nu \in \mathcal{M}_1(S)$. We say that $\gamma \in \Pi(\eta, \nu)$ is an information flows preserving transport plans from $\eta$ to $\nu$, if it further satisfies

$$\mathcal{G}_t(\gamma) = \mathcal{B}_{t,E}^\eta, \forall t \in I,$$

$(\mathcal{G}_t(\gamma))_{t \in I}$ denoting the filtration generated by $\gamma$ on $(E, \mathcal{B}_E^\eta)$.

Set $\mathcal{B}_{t,W}^0 = \sigma(W_s, s \leq t)$, take $E = S = W$, $I = [0,1]$, $\eta \in \mathcal{M}_1(W)$, and take $\mathcal{B}_{t,E} = \mathcal{B}_{t,W}^0$ and $\mathcal{B}_{t,S} = \mathcal{B}_{t,W}^0$, for any $t \in [0,1]$. Then, isomorphisms of filtered probability spaces $U$ on $(W, \mathcal{B}_E^\eta, \eta)$ such that $\nu = U_\ast \eta$ are identified with deterministic transport plans of this kind.

Remark: Although in several cases, for $t \in I$, $\mathcal{G}_t(\gamma)$ coincides with $\sigma(\phi_B : B \in \mathcal{B}_t(S))^\eta$, it is not necessarily always the case. For the reader’s convenience, we recall here a simple elementary counter-example based on not finite, but countable, spaces. Let $E$ and $S$ be the BOREL subset of $\mathbb{R}$ defined by

$$E = S = \{0,1\} \bigcup \left\{ \frac{1}{n+1} : n \in \mathbb{N} \right\},$$

and endow each of those spaces with the Polish topology induced by the restriction of the usual Euclidean norm to those subsets; take $I = \{0,1\}$ and set $\mathcal{B}_{0,E} = \mathcal{B}_{0,S} = \{\emptyset, S\}$, $\mathcal{B}_{1,E} = \mathcal{B}_{1,S} = \{\emptyset, \{0\}, S \setminus \{0\}, S\} \subset \mathcal{B}_S$. From a POISSON distribution on the set of natural numbers, we may obtain a BOREL probability measure $\eta \in \mathcal{M}_1(E)$ on the infinite countable space $E$, which further satisfies $\eta(\{x\}) > 0$, $\forall x \in E$. Let $(I_E, T) : x \in E \rightarrow (x, T(x)) \in E \times S$, where $T : E \rightarrow S$ is the BOREL measurable function defined by $T(x) = 1_{E \setminus \{0\}}(x) \in S$, $\forall x \in E$. Since $(I_E, T)$ is BOREL measurable, the pushforward $\gamma = (I_E, T)_\ast \eta$ of $\eta$ by $(I_E, T)$ is a well defined element of $\mathcal{M}_1(E \times S)$, which is the deterministic transport plan of $\eta$ induced by $T$. From the definitions, we have

$$\gamma(A \times B) = \mathbb{E}_\eta[1_A Q(B)],$$

$\forall A \in \mathcal{B}_E$, $\forall B \in \mathcal{B}_S$, where $Q : E \rightarrow \mathcal{M}_1(S)$ is given by

$$Q^x = \delta^\text{Dirac}_{T(x)}, \forall x \in E,$$

$\delta^\text{Dirac}_y$ denoting the DIRAC mass centered on $y$, $\forall y \in S$; we adopt the same conventional terminology as section 5.4.1 of [2]. On the other hand, from the hypothesis, the definitions yield $\gamma \in \Pi(\eta, \nu)$, where $\nu = T_\ast \eta \in \mathcal{M}_1(S)$ is necessarily of the form

$$\nu = p \delta_0^\text{Dirac} + (1 - p) \delta_1^\text{Dirac},$$

for some $p \in (0,1)$. Then, it is an easy task to check that $\mathcal{G}_1(\gamma)$ is strictly smaller than $\sigma(\phi_B : B \in \mathcal{B}_1(S))^\eta = \mathcal{B}_{1,E}$, for $\{0\} \in \mathcal{B}_{1,E}$ but $\{0\} \notin \mathcal{G}_1(\gamma)$. (End of Remark.)
3.2. Variation processes. Variation processes have been defined in [50]. Recall that given \( \eta \in \mathcal{M}_1(W) \), \( L^2_\eta(\eta, H^1) \) is the subset of the \( h \in \mathcal{M}_\eta((W, \mathcal{B}_W^\eta), (W, \mathcal{B}_W)) \), such that

\[
\mathbb{E}_\eta(||h||^2_{H^1}) < +\infty,
\]

which are further assumed to be \((\mathcal{F}_t^\eta)\)-adapted. It is an HILBERT space with product

\[
<h, k >_{L^2_\eta(\eta, H^1)} = \mathbb{E}_\eta[< h, k >_{H^1}] = \mathbb{E}_\eta \left[ \int_0^1 < \dot{h}_s, \dot{k}_s >_{\mathbb{R}^d} \, ds \right],
\]

for all \( h, k \in L^2_\eta(\eta, H^1) \). Given \( h \in L^2_\eta(\eta, H^1) \), we set \( \tau_h = I_W + h, I_W \) still denoting the identity map on \( W \).

Further recall that the set of variation processes \( V_\eta \) at \( \eta \), which may be interpreted as the set of perturbations preserving information flows, is the subset of the \( h \in L^2_\eta(\eta, H^1) \) which are ruled by the following absence of information loss principle:

\[
U \in \mathcal{I}_t^0(\eta) \implies U + h \in \mathcal{I}_t^0(\eta), \ \forall U \in \mathcal{M}_\eta((W, \mathcal{B}_W^\eta), (W, \mathcal{B}_W)).
\]

**Remark:** For \( \eta \in M_1(W) \), \( h \in L^2_\eta(\eta, H^1) \), and \( U \in \mathcal{I}_t^0(\eta) \), we have

\[
(\mathcal{G}_t^{U+h}) \subset (\mathcal{F}_t^\eta).
\]

However, the previous inclusions may be strict, in which case \( U + h \notin \mathcal{I}_t^0(\eta) \). For instance, with \( d = 1 \), let \( \eta \) be the law of weak solutions to the so-called TSIRELSON’s equations (see notably [67], Chapter IX, p. 392, or [38]), let \( U = I_W \) (identity map on \( W \)), and set \( h = -\int_0^t v_t(\omega)dt \in L^2_\eta(\eta, H^1) \), \( v \) denoting TSIRELSON’s drift. From the GIRSANOV theorem ([35]), it is known that \((U_t + h_t)_{t \in [0,1]}\) is an \((\mathcal{F}_t^\eta)\)-Brownian motion. However, the filtration generated by \( U + h \) is strictly smaller than \((\mathcal{F}_t^\eta)\), since TSIRELSON’s equation has no strong solutions ([73], [38]). As a consequence, \( U + h \notin \mathcal{I}_t^0(\eta) \). Stronger counter-examples may also be obtained from the so-called second TSIRELSON’s counter-example (see [30]), and with localization arguments. (End of Remark.)

It follows from the definition that \( V_\eta \) is a linear subspace of \( L^2_\eta(\eta, H^1) \) (see [50]). In view of applications to optimization, and to least action principles, the following sets are useful:

\[
V_\eta^\infty = \{ h \in V_\eta : \exists C > 0 : ||h||_W \leq C, \ \eta - a.s. \},
\]

\[
V_\eta^{0,\infty} = V_\eta^\infty \cap L^2_\eta(\eta, H^1_{0,0}),
\]

i.e. \( h \in V_\eta^\infty \) is an element of \( V_\eta^{0,\infty} \), if and only if, \( h_0 = h_1 = 0_{\mathbb{R}^d}, \ \eta - a.s. \); recall that from Proposition 2.4 (respectively from Lemma 2.1) of [50], although, depending on \( \eta \), \( V_\eta \) and \( V_\eta^\infty \) (respectively \( V_\eta^{0,\infty} \)) are not necessarily closed, they are however dense in \( L^2_\eta(\eta, H^1) \) (respectively in \( L^2_\eta(\eta, H^1_{0,0}) \)), \( \forall \eta \in \mathcal{M}_1(W) \).

**Remark:** For the reader’s convenience, recall that for \( \eta \in \mathcal{M}_1^\infty(W), h \in V_\eta, \) and \( \epsilon \in \mathbb{R} \), we have not only \( \eta^h = \tau_{\epsilon h} \cdot \eta \in \mathcal{M}_1^\infty(W) \), as it is expected from the so-called STRICKER’S theorem (see Theorem 4 of [66]) on filtrations shrinkage, but also \( b^{\eta^h} \circ \tau_{\epsilon h} = b^{\eta} + \epsilon h, \ \eta - a.s., \ \forall \epsilon \in \mathbb{R} \). This latter property justifies, in part, the definition of [50] recalled in the next subsection. (End of Remark.)
3.3. **The intrinsic stochastic derivative.** The *intrinsic stochastic derivative* has been defined in [50], in view of differentiating functionals with finite values on subsets of $M_1^2(W)$, which depend explicitly on *local characteristics*. It is motivated by the variation of *local characteristics* along adapted transports of measure on $M_1^2(W)$, and permits to obtain directly compact statements.

We recall part of its definition, which is necessary to state the least action principle with average preserving variations of Section 5. Given a function

$$
\phi : \eta \in M_1(W) \to \phi(\eta) \in \mathbb{R} \cup \{+\infty\},
$$

and $\eta \in M_1(W)$ such that $\phi(\eta) < +\infty$, $\phi$ is said to be $L^2_\alpha(\eta, H^1_0)\!-\!$differentiable at $\eta$ if for all $k \in V^0_\eta$, $\frac{d}{d\epsilon}\phi(\eta^\epsilon k)|_{\epsilon=0}$ exists, where

$$
\eta^\epsilon k = (I_W + \epsilon k)\ast \eta,
$$

for all $\epsilon \in \mathbb{R}$, and if there exists $\xi \in L^2_\alpha(\eta, H^1_0)$ such that

$$
\frac{d}{d\epsilon}\phi(\eta^\epsilon k)|_{\epsilon=0} = \int_W < \xi, k >_{H^1} d\eta,
$$

for all $k \in V^0_\eta$. In this case we define

$$
\delta \phi_\eta : k \in L^2_\alpha(\eta, H^1_0) \to \int_W < \xi, k >_{H^1} d\eta \in \mathbb{R}.
$$

Note that, by definition we have $\delta \phi_\eta[k] = \frac{d}{d\epsilon}\phi(\eta^\epsilon k)|_{\epsilon=0}$, for all $k \in V^0_\eta$, which motivates an efficient definition of *variation processes*.

**4. Average preserving variations processes.**

**Definition 4.1.** For all $\nu \in M_1(W)$, we define the set of average preserving variation processes to be the set

$$
A^0_\nu = \left\{ h \in V^0_\nu : \int_W h \, d\nu = 0_{H^1} \right\},
$$

where $\int_W h \, d\nu$ is a Bochner integral (see [13]).

**Remark:** Since $V^\infty_\nu \subset L^2(\nu, H^1)$, $\int_W h \, d\nu$ is a well defined element of the separable HILBERT space $H^1$. (End of Remark.)

**Proposition 4.1.** Let $\nu \in M_1(W)$, and

$$
j : h \in L^2_\alpha(\nu, H^1) \to h - \int_W h \, d\nu \in L^2_\alpha(\nu, H^1),
$$

then we have $A^0_\nu = j(V^0_\nu)$. In particular $A^0_\nu$ is a vector space.
**Proof:** The inclusion $A_{\nu}^{0,\infty} \subset j(V_{\nu}^{0,\infty})$ follows from the definitions. Conversely, let $k \in j(V_{\nu}^{0,\infty})$ and $h \in V_{\nu}^{0,\infty}$ be such that $k = h - \int_{W} h \, d\nu$. The average of $k$ vanishes, and since $h$ is essentially bounded, the same holds with $k$. Moreover since $h_0 = h_1 = 0_{R^{d}}$, $\nu - a.s.$, we obtain $k_0 = k_1 = 0_{R^{d}}$, $\nu - a.s.$, so that it is enough to prove that $k \in V_{\nu}$. Let $U \in I_{\nu}^{0}(\nu)$ be an isomorphism of filtered probability space on $(W,B_{\nu}^{\nu},\nu)$. We set $U^{k} = U + k$. First notice that since $k_0 = 0_{R^{d}}$, $\nu - a.s.$, we have

$$\sigma(U_{0}^{k})^{\nu} = \sigma(U_{0})^{\nu} = \sigma(W_{0})^{\nu}.$$ 

Henceforth, to avoid a heavy notation in this proof, we set

$$E_{\nu}[h] = \int_{W} h \, d\nu.$$ 

By definition we have $U^{k} = T + h$, where $T = \tau_{-E_{\nu}[h]} \circ U$, $\nu - a.s.$, and where

$$\tau_{-E_{\nu}[h]} : \omega \in W \to \omega - E_{\nu}[h] \in W.$$ 

Note that $T$ is well defined, that it is $(F_{\tau}^{\nu})$—adapted, and that it can be checked to satisfy $(G_{t}^{T}) = (g_{t}^{U})$. Therefore, we obtain that $T \in I_{\nu}^{0}(\nu)$. Since $h \in V_{\nu}$, $T \in I_{\nu}^{0}(\nu)$ implies $U^{k} \in I_{\nu}^{0}(\nu)$. Thus, for all $U \in I_{\nu}^{0}(\nu)$, $U^{k} = U + k \in I_{\nu}^{0}(\nu)$. This shows that $k \in V_{\nu}$, and thus, that $k \in V_{\nu}^{0,\infty}$ with $\int_{W} k \, d\nu = 0_{H^{1}}$. Whence $j(V_{\nu}^{0,\infty}) \subset A_{\nu}^{0,\infty}$. \hfill $\square$

**Proposition 4.2.** For any $\nu \in M_{1}(W)$, the closure $cl(A_{\nu}^{0,\infty})$ of $A_{\nu}^{0,\infty}$ in $L_{a}^{2}(\nu,H_{1,0}^{0})$ satisfies

$$cl(A_{\nu}^{0,\infty}) = \left\{ h \in L_{a}^{2}(\nu,H_{1,0}^{0}) : \int_{W} h \, d\nu = 0_{H^{1}} \right\}.$$ 

**Proof:** Let $g : h \in L_{a}^{2}(\nu,H_{1,0}^{0}) \to \int_{W} h \, d\nu \in H^{1}$. From the CAUCHY-SCHWARZ inequality, $g$ is continuous, so that $F = g^{-1}(\{0_{H^{1}}\})$ is closed. On the other hand, from the very definition of $A_{\nu}^{0,\infty}$, it satisfies $A_{\nu}^{0,\infty} \subset F$. Since the set $F$ is closed, we first obtain the inclusion $cl(A_{\nu}^{0,\infty}) \subset F$. Conversely, we invoke denseness and continuity taking averages. More accurately, assume that $h \in L_{a}^{2}(\nu,H_{1,0}^{0})$ is such that $\int_{W} h \, d\nu = 0_{H^{1}}$. From Lemma 2.1. of [50], there exists a sequence $(h_{n})_{n \in N} \subset V_{\nu}^{0,\infty}$ which converges strongly to $h$ in $L_{a}^{2}(\nu,H_{1,0}^{0})$. For all $n \in N$, set $k_{n} = j(h_{n})$, where $j$ is the map defined in the statement of Proposition 4.1, whose continuity follows from the CAUCHY-SCHWARZ inequality. From Proposition 4.1, we first obtain $k_{n} \in A_{\nu}^{0,\infty}$. Since $(h_{n})_{n \in N}$ converges to $h$ and $\int_{W} h \, d\nu = 0_{H^{1}}$, by continuity $(\int_{W} h_{n} \, d\nu)_{n \in N}$ converges to $0_{H^{1}}$ in $H^{1}$. Together with the triangular inequality, and with the convergence of $(h_{n})_{n \in N}$ to $h$, we get that $(k_{n})_{n \in N}$ converges to $h$. Thus, $h \in cl(A_{\nu}^{0,\infty})$. \hfill $\square$

5. **AVERAGE PRESERVING LEAST ACTION PRINCIPLE**

**Lemma 5.1.** Given $\nu \in M_{1}(W)$, assume that $\phi : \nu \in M_{1}(W) \to \phi(\nu) \in [0, +\infty]$ is $L_{a}^{2}(\nu,H_{1,0}^{0})$—differentiable at $\nu$, and let $\xi \in L_{a}^{2}(\nu,H^{1})$ be such that

$$\delta_{\phi_{\nu}}[h] = \int_{W} <\xi, h>_{H^{1}} \, d\nu,$$
for all $h \in V_\nu^{0,\infty}$. Then, we have
\[
\delta\phi_\nu[h] = 0, \forall h \in L^2_\nu(\nu, H^1) : h_0 = h_1 = 0_{\mathbb{R}^d}, \nu - a.s. \text{ and } \int_W h \, d\nu = 0_{H^1},
\]
if and only if, there exist a càdlàg $\mathbb{R}^d$-valued $(F_t^\nu)$-martingale $(N_t^\nu)_{t \in [0,1]}$, and a $\mathbb{R}^d$-valued deterministic measurable process $(A_t^\nu)_{t \in [0,1]}$, defined on the complete probability space $(W, \mathcal{B}_W, \nu)$, such that
\[
\xi = \int_0^1 A_s^\nu ds + \int_0^1 N_s^\nu ds, \nu - a.s.,
\]
and $\int_0^1 \|A_s^\nu\|^2_{\mathbb{R}^d} ds < +\infty$.

**Proof:** Let $h \in V_\nu^{0,\infty}$, and set $k = h - \int_W h \, d\nu, \nu - a.s.$ From Proposition 4.1, $k \in A_\nu^{0,\infty} \subset V_\nu^{0,\infty}$. Moreover, we have $k_0 = k_1 = 0_{\mathbb{R}^d}, \nu - a.s.$, and $\int_W k d\nu = 0_{H^1}$. Assuming that $\delta\phi_\nu[k] = 0$, we obtain
\[
0 = \delta\phi_\nu[k] = \mathbb{E}_\nu\left[< \xi, h - \int_W h \, d\nu >_{H^1}\right] = \mathbb{E}_\nu\left[< \xi - \int_W \xi \, d\nu, h >_{H^1}\right].
\]
Since this holds for all $h \in V_\nu^{0,\infty}$, from the variational characterization of martingales (see [33], or Proposition 1.1 of [50] for a summary of the proof) and from Lemma 2.1 of [50], we obtain the existence of a $(F_t^\nu)$-martingale $(N_t^\nu)_{t \in [0,1]}$ which meets the above condition, with $A_t^\nu = \mathbb{E}_\nu[\xi_t]$, for all $t \in [0,1]$ outside some $\lambda$-null set. Conversely, assume the existence of such a $(F_t^\nu)$-martingale $(N_t^\nu)_{t \in [0,1]}$, and of such a deterministic process $(A_t^\nu)_{t \in [0,1]}$. Since $\int_0^1 (N_t^\nu - \mathbb{E}_\nu[N_0^\nu]) dt$ is orthogonal to $L^2_\nu(\nu, H^1_{0,0})$ in $L^2_\nu(\nu, H^1)$ (see [33] or Proposition 1.1 of [50]), we obtain similarly that
\[
\delta\phi_\nu\left[h - \int_W h \, d\nu\right] = 0,
\]
for all $h \in V_\nu^{0,\infty}$. Thus, from Proposition 4.1, we obtain $\delta\phi_\nu[k] = 0$ for all $k \in A_\nu^{0,\infty}$. By Proposition 4.2, the continuity of $\delta\phi_\nu$ yields $\delta\phi_\nu[h] = 0$, for all $h \in L^2_\nu(\nu, H^1_{0,0})$ such that $\int_W h \, d\nu = 0_{H^1}$. \qed

We now provide a recall from Definition 5.2. of [50], which will be used to shorten the statement of Theorem 5.1 below. Given a BOREL measurable mapping
\[
\mathcal{L} : (t, x, v, a) \in [0,1] \times \mathbb{R}^d \times \mathbb{R}^d \times (\mathbb{R}^d \otimes \mathbb{R}^d) \rightarrow \mathbb{R}, (x, v, a) \in \mathbb{R} \cup \{+\infty\},
\]
and setting
\[
\text{Dom}(\mathcal{L}) = \{(t, x, v, a) : \mathcal{L} < +\infty\},
\]
$\mathcal{L}$ will be said to be a **regular Lagrangian** if it satisfies the following assumptions
\begin{itemize}
  \item[(i)] $\text{Dom}(\mathcal{L}) = [0,1] \times \mathbb{R}^d \times \mathbb{R}^d \times (\mathbb{R}^d \otimes \mathbb{R}^d)$.
  \item[(ii)] For all $(t, x, v, a) \in \text{Dom}(\mathcal{L})$,
    \[
    \tilde{\mathcal{L}}(t, x, v, a) : (\bar{x}, \bar{v}) \in \mathbb{R}^d \times \mathbb{R}^d \rightarrow \mathcal{L}(x + \bar{x}, v + \bar{v}, a) \in \mathbb{R}
    \]
    is FRÉCHET differentiable at $0_{\mathbb{R}^d \times \mathbb{R}^d}$.\end{itemize}
(iii) The mappings \((t, x, v, a) \in \text{Dom}(L) \rightarrow \partial_x L_t(x, v, a) \in \mathbb{R}^d\) and \((t, x, v, a) \in \text{Dom}(L) \rightarrow \partial_v L_t(x, v, a) \in \mathbb{R}^d\) are BOREL measurable.

When \(L\) is a regular Lagrangian, for any \((t, x, v, a) \in \text{Dom}(L)\), we define
\[
 DL_{t,x,v,a} : \mathbb{R}^d \times \mathbb{R}^d \rightarrow \mathbb{R}
\]
by
\[
 DL_{t,x,v,a}[\tilde{x}, \tilde{v}] = < (\partial_x L_t)(x, v, a), \tilde{x} >_{\mathbb{R}^d} + < (\partial_v L_t)(x, v, a), \tilde{v} >_{\mathbb{R}^d},
\]
the linear operator such that
\[
 DL_{t,x,v,a}[\tilde{x}, \tilde{v}] = \frac{d}{dt} L_t(x + \epsilon \tilde{x}, v + \epsilon \tilde{v}, a)|_{\epsilon = 0},
\]
for any \((\tilde{x}, \tilde{v}) \in \mathbb{R}^d \times \mathbb{R}^d\), from which the notation \(\partial_x L_t\) (respectively \(\partial_v L_t\)) is clear.

**Theorem 5.1.** Let \(L\) be a regular Lagrangian whose associated action functional on \(M_1(W)\) is defined by
\[
 \phi(\nu) = \begin{cases} 
 \mathbb{E}_\nu \left[ \int_0^1 L_t(W_t, v_t', \alpha_t')dt \right] & \text{if } \mathbb{E}_\nu \left[ \int_0^1 |L_t(W_t, v_t', \alpha_t')|dt \right] < +\infty, \\
 +\infty & \text{otherwise},
\end{cases}
\]
for all \(\nu \in M_1^G(W)\), and by \(\phi(\nu) = +\infty\) if \(\nu \in M_1(W) \setminus M_1^G(W)\). Further assume the existence of a strictly positive continuous function \(f : \mathbb{R}^d \rightarrow \mathbb{R}^+\) and of \(p_1, p_2 \geq 2\) such that
\[
 \limsup_{|\epsilon| \to 0} \sup_{(t, x, v, a, \tilde{x}, \tilde{v}) \in \text{Dom}(L) \times \mathbb{R}^d \times \mathbb{R}^d} F_\epsilon(t, x, v, a, \tilde{x}, \tilde{v}) = 0,
\]
where
\[
 F_\epsilon(t, x, v, a, \tilde{x}, \tilde{v}) = \frac{|L_t(x + \epsilon \tilde{x}, v + \epsilon \tilde{v}, a) - L_t(x, v, a) - \epsilon DL_{t,x,v,a}[\tilde{x}, \tilde{v}]|}{\epsilon f(\tilde{x}) (1 + |\tilde{v}|^2_{\mathbb{R}^d} + G(t, x, v, a))},
\]
for all \((\epsilon, t, x, v, a, \tilde{x}, \tilde{v}) \in \mathbb{R} \times \text{Dom}(L) \times \mathbb{R}^d \times \mathbb{R}^d\), and where
\[
 G(t, x, v, a) = |L_t(x, v, a)| + ||\partial_x L_t(x, v, a)||_{\mathbb{R}^d}^{p_1} + ||\partial_v L_t(x, v, a)||_{\mathbb{R}^d}^{p_2},
\]
for all \((t, x, v, a) \in \text{Dom}(L)\). Then, for any \(\nu \in M_1^G(W)\) which meets the integrability condition
\[
 \phi(\nu) + \mathbb{E}_\nu \left[ \int_0^1 \left( ||\partial_x L_s(W_s, v_s', \alpha_s')||_{\mathbb{R}^d}^{p_1} + ||\partial_v L_s(W_s, v_s', \alpha_s')||_{\mathbb{R}^d}^{p_2} \right) ds \right] < +\infty,
\]
we have that \(\phi\) is \(L_2^2(\nu, H_0^1)\)-differentiable at \(\nu\). Moreover, in this case, the following assertions are equivalent

(i) We have \(\delta \phi(\nu) [h] = 0\), \(\forall h \in L_2^2(\nu, H_1)\) such that \(h_0 = h_1 = 0_{\mathbb{R}^d}\), \(\nu - a.s.,\) and \(\int_W h \, d\nu = 0_{H^1}\).
(ii) \( \nu \) satisfies the following Euler-Lagrange condition: there exists a càdlàg \( \mathbb{R}^d \) - valued \( (F^t) \) - martingale \((N^\nu_t)_{t \in [0,1]}\), and a deterministic measurable process \((A^\nu_t)_{t \in [0,1]}\), defined on the complete probability space \((W, \mathcal{B}_W, \nu)\), such that

\[
\partial_\nu \mathcal{L}_t(\omega, v^\nu_t(\omega), \alpha^\nu_t(\omega)) - \int_0^t \partial_\nu \mathcal{L}_s(\omega(s), v^\nu_s(\omega), \alpha^\nu_s(\omega))\,ds = A^\nu_t + N^\nu_t(\omega),
\]

holds for all \((\omega, t) \in W \times [0,1]\), outside a \( \nu \otimes \lambda_{\mathbb{R}} \)-null set. Moreover, we have

\[
\int_0^1 \|A^\nu_t\|_{\mathbb{R}^d}^2 \,ds + \mathbb{E}_\nu \left[ \int_0^1 \|N^\nu_t\|_{\mathbb{R}^d}^2 \,ds \right] < +\infty.
\]

**Proof:** For \( t \in [0,1] \), define

\[
\xi_t = \partial_\nu \mathcal{L}_t(W_t, v^\nu_t, \alpha^\nu_t) - \int_0^t \partial_\nu \mathcal{L}_s(W_s, v^\nu_s, \alpha^\nu_s)\,ds,
\]

and notice that, from (5.6), the integrability condition ensures that, for \( \omega \in W \) outside a specific \( \nu \)-negligible set, we have \( \int_0^1 |\xi(s)|^2 \,ds < +\infty \), so that we also have \( \int_0^1 |\xi(s)| \,ds < +\infty \). Define \( \xi = \int_0^1 \xi_t \,dt \), \( \nu \)-a.s.. Under those conditions, the \( L^2(\nu, H^1) \)-differentiability of \( \phi \) follows from Theorem 5.1 of [50]. Moreover, the proof of the latter also yields

\[
\delta \phi_\nu[h] = \int_W \xi_h > H^1 \,d\nu,
\]

for all \( h \in L^2(\nu, H^1) \). Whence, by applying Lemma 5.1, together with classical methods (for instance see Lemme VIII.1 of [14]), the result follows. \( \square \)

6. **Forward-Backward systems of McKean-Vlasov stochastic equations with classical actions**

In this section we take a classical action, with the usual convention of Euclidean Quantum Mechanics (EQM) on Lagrangians (for more details on EQM, see [55], [56] and [83]); for the sake of clarity, the function \( \mathcal{V} : \mathbb{R}^d \rightarrow \mathbb{R} \) will be assumed to be smooth. This section involves systems of stochastic differential equations based on Itô’s stochastic integrals (see [38] and [39]), and the so-called driving process is a Brownian motion, whose law on \( W \), as a random path or function, is the so-called classical Wiener measure (see [81]). Subsequently, we use the usual notation

\[
\mathbb{E}_\mathcal{P}[X] = \int_{\mathbb{R}^d} x \,X_\mathcal{P}(dx) = \sum_{i=1}^d \mathbb{E}_\mathcal{P}[X, e_i > \mathbb{R}^d] \,e_i,
\]

\((e_i)_{i \in \{1, \ldots, d\}}\) denoting the canonical basis of \( \mathbb{R}^d \), where \( X : \Omega \rightarrow \mathbb{R}^d \) is a \( \mathcal{P} \)-integrable measurable function on a complete probability space \((\Omega, \mathcal{A}, \mathcal{P})\).

**Proposition 6.1.** Let \( d \in \mathbb{N}, \, d \geq 1 \). Given two Borel probability measures \( \nu_0, \nu_1 \in M_1(\mathbb{R}^d) \), let

\[
\mathcal{L}^\nu_t(x, v, a) = \frac{\|v\|_{\mathbb{R}^d}^2}{2} + \mathcal{V}(x),
\]
for all \((t, x, v, a) \in [0, 1] \times \mathbb{R}^d \times \mathbb{R}^d \times (\mathbb{R}^d \otimes \mathbb{R}^d)\), where \(V \in C^\infty(\mathbb{R}^d; \mathbb{R})\), and let \((\sigma_t)_{t \in [0, 1]}\) be a \(\mathbb{R}^d \otimes \mathbb{R}^d\)-valued predictable process (see [25]) on the canonical space \((W, \mathcal{B}_W)\); \(\sigma : (t, \omega) \in [0, 1] \times W \to \sigma_t(\omega) \in \mathbb{R}^d \otimes \mathbb{R}^d\). Then, the following assertions are equivalent:

(i) There exist a complete stochastic basis \((\Omega, \mathcal{A}, (\mathcal{A}_t), \mathcal{P})\), an \((\mathcal{A}_t)-\text{Brownian motion} (\mathcal{B}_t)_{t \in [0, 1]}\), a càdlàg \((\mathcal{A}_t)-\text{martingale} (\mathcal{Z}_t)_{t \in [0, 1]}\) on this space, and a pair of measurable \((\mathcal{A}_t)-\text{adapted processes} (\mathcal{X}_t), (\mathcal{Y}_t)\), where \((\mathcal{X}_t)_{t \in [0, 1]}\) is a continuous process, and where \((\mathcal{Y}_t)_{t \in [0, 1]}\) is a càdlàg process, which solve the following system:

\[
\begin{align*}
\mathcal{X}_t &= \mathcal{X}_0 + \int_0^t \sigma_s(\mathcal{X}) d\mathcal{B}_s + \int_0^t \mathcal{Y}_s ds \\
\mathcal{Y}_t &= \mathcal{Z}_t + \int_{\mathbb{R}^d} y \mathcal{Y}_t \mathcal{P}(dy) + \int_0^t \left(\int_{\mathbb{R}^d} (\nabla V(\mathcal{X}_s) - \nabla V(x)) \mathcal{X}_s \mathcal{P}(dx)\right) ds, \\
\mathcal{X}_0, \mathcal{P} &= \nu_0, \mathcal{X}_1, \mathcal{P} = \nu_1
\end{align*}
\]

together with the integrability conditions

\[
\mathbb{E}_\mathcal{P} \left[ \int_0^1 \|\mathcal{Y}_s\|_{\mathbb{R}^d}^2 ds \right] + \mathbb{E}_\mathcal{P} \left[ \int_0^1 \|\nabla V(\mathcal{X}_s)\|_{\mathbb{R}^d}^2 ds \right] < +\infty, \quad (6.7)
\]

and

\[
\sum_{i=1}^d \sum_{j=1}^d \int_0^1 |(\sigma_s^i, \sigma_s^j) (\mathcal{X})| ds < +\infty, \quad \mathcal{P} - \text{a.s.}
\]

(ii) There exists \(\nu \in \mathbf{M}_1^c(W)\), with \(\mathcal{W}_{0,*} \nu = \nu_0\), and \(\mathcal{W}_{1,*} \nu = \nu_1\), which is such that (5.5) holds with \(\mathcal{L}_V\), for some càdlàg \((\mathcal{F}_t^\nu)-\text{martingale} (\mathcal{N}_t^\nu)_{t \in [0, 1]}\), and for some càdlàg deterministic process \((\mathcal{A}_t^\nu)_{t \in [0, 1]}\), both defined on the complete probability space \((W, \mathcal{B}_W^\nu, \nu)\). Moreover, \(\nu\) further satisfies

\[
\mathbb{E}_\nu \left[ \int_0^1 (\|\nu_s^\nu\|_{\mathbb{R}^d}^2 + \|\nabla V(\mathcal{W}_s)\|_{\mathbb{R}^d}^2) ds \right] < +\infty,
\]

and

\[
\int_0^1 \alpha_t^\nu dt = \int_0^1 (\sigma_t \sigma_t^\dagger) dt, \quad \nu - \text{a.s.}
\]

Finally, in this case we can take \(\nu = \mathcal{X}_* \mathcal{P}\).

**Proof:** First assume the existence of a pair of measurable processes \((\mathcal{X}, \mathcal{Y})\), where \((\mathcal{X}_t)_{t \in [0, 1]}\) is continuous and \((\mathcal{Y}_t)_{t \in [0, 1]}\) is càdlàg, defined on a complete stochastic basis \((\Omega, \mathcal{A}, (\mathcal{A}_t), \mathcal{P})\), and \((\mathcal{A}_t)-\text{adapted, as in the statement (i)}\). Let \((\mathcal{Z}_t)_{t \in [0, 1]}\) be a \(\mathbb{R}^d\)-valued càdlàg \((\mathcal{A}_t)-\text{martingale which satisfies the second stochastic differential equation of the system in (i)}\). From standard results on transformations of laws of semi-martingales (for instance see [50]), we first obtain \(\nu = \mathcal{X}_* \mathcal{P} \in \mathbf{M}_1^c(W)\). We also obtain the conditions on local characteristics

\[
\int_0^1 \langle \nu_t^\nu, \mathcal{X}_t, e_i \rangle_{\mathbb{R}^d} dt = \int_0^1 \mathbb{E}_\mathcal{P} \left[ Y_t^i | G_t^\mathcal{X} \right] dt, \quad \mathcal{P} - \text{a.s.,} \quad (6.8)
\]

and

\[
\int_0^1 (\alpha_t^\nu)^{ij} \circ \mathcal{X} ds = \int_0^1 (\sigma_s^i, \sigma_s^j) (\mathcal{X}) ds, \quad \mathcal{P} - \text{a.s.,}
\]
for all \(i, j \in \{1, \ldots, d\}\), where \((\mathcal{G}_t^X)\) denotes the \(\mathcal{P}\)-usual augmentation of the filtration generated by \(X\). For \(t \in [0, 1]\), let \(Z_t^j(\omega) = Z_{s \wedge t}(\omega), \forall \omega \in \Omega, \) and \(s \in [0, 1]\); in particular, \((Z_t^s)_{s \in [0, 1]}\) is an \((\mathcal{A}_s)\)-martingale, so that \((\|Z_t^s\|^2_{\mathbb{R}^d})_{s \in [0, 1]}\) is an \((\mathcal{A}_s)\)-submartingale. Therefore, the function \(s \in [0, 1] \rightarrow \mathbb{E}_\mathcal{P}(\|Z_t^s\|^2_{\mathbb{R}^d}) \in \mathbb{R}_+\) is increasing. Together with (6.7) and with JENSEN’S inequality, it implies that

\[
\sup_{s \in [0, 1]} \mathbb{E}_\mathcal{P}(\|Z_t^s\|^2_{\mathbb{R}^d}) < +\infty. \tag{6.9}
\]

Hence, for \(i \in \{1, \ldots, d\}\), the LA VALLEÉ-POUSSIN criterion (see [25]) ensures that \((Z_t^i)_{s \in [0, 1]}\) is a uniformly integrable martingale, and in particular that it is a martingale of class \(D\) (see [26]). Therefore, according to [7] p.19, thanks to a classical theorem (see 47, p.119 of [26]), for \(i \in \{1, \ldots, d\}\), we are allowed to conclude that the optional projection \((\hat{Z}_t^i)\) of \((<Z_t^i, e_i>_{\mathbb{R}^d})_{s \in [0, 1]}\) on \((\mathcal{G}_t^X)\) is càdlàg. Then, it is enough to notice that, from the definitions and using the right-continuity, we have \(\hat{Z}_u^i = \hat{Z}_u^i, \forall u \in [0, 1]\), \(\mathcal{P}\)-a.s., whenever \(0 \leq t \leq i < 1\); hence, we may define \(\hat{Z}_u^i = \lim_{t \to i} \hat{Z}_u^i, \forall u \in [0, 1]\), \(\mathcal{P}\)-a.s.

From its construction, \((\hat{Z}_u^i)_{u \in [0, 1]}\) is a càdlàg modification of \((\mathbb{E}_\mathcal{P}(<Z_u^i, e_i>_{\mathbb{R}^d}|\mathcal{G}_t^X))_{u \in [0, 1]}\); henceforth and until the end of the proof, we denote by \((\mathbb{E}_\mathcal{P}(Z_u^i|\mathcal{G}_t^X))\) for \((\hat{Z}_u^i)\). Then, a càdlàg modification of \((\mathbb{E}_\mathcal{P}(Y_t^i|\mathcal{G}_t^X))\) is obtained by setting

\[
\mathbb{E}_\mathcal{P}(Y_t^i|\mathcal{G}_t^X) = \mathbb{E}_\mathcal{P}(Y_t^i) + \mathbb{E}_\mathcal{P}(Z_t^i|\mathcal{G}_t^X) + \int_0^t \left(\frac{\partial Y}{\partial x}(X_s) - \mathbb{E}_{\mathcal{P}}\left[\frac{\partial Y}{\partial x}\right]\right) ds, \tag{6.10}
\]

for all \(t \in [0, 1]\), and \(i \in \{1, \ldots, d\}\), \(\mathcal{P}\)-a.s.; notice that the hypothesis on \((Y_t)\) and \((Y_t)\), notably the equation satisfied by \((Y_t)\), yield that the function \(t \in [0, 1] \rightarrow \mathbb{E}_\mathcal{P}Y_t^i \in \mathbb{R}\) is càdlàg. Moreover, for all \(u \in [0, 1]\), from the process whose components are \((\mathbb{E}_\mathcal{P}(Y_t^i|\mathcal{G}_t^X))_{t \in [0, u]}\), \(i \in \{1, \ldots, d\}\), we can obtain an \(A/B_D_{[0,u]}\)-measurable function \(F^u: \Omega \rightarrow D([0, u])\), where \(D_u = D([0, u])\), the space of \(\mathbb{R}^d\)-valued càdlàg functions defined on the closed interval \([0, u]\), is endowed with the SKOROKHOD topology (see [10]), which turns it into a Polish space. Whence, since \((X_t)_{t \in [0, u]}\) can be seen as a \(W_u = C([0, u], \mathbb{R}^d)\)-valued measurable map \(X^u\), since the filtration \((\mathcal{A}_t)\) satisfies the usual conditions, and since \((F_t^u)\) is \((\mathcal{G}_t^X)\)-adapted, where \(F_t^u = W_t \circ F^u\) for all \(t \in [0, u]\) (see Proposition 1.3 of [50]), we can find a \(B_{W_u}^u/B_D_{[0,u]}\)-measurable function \(v^u: W_u \rightarrow D_u\) such that \(F^u = v^u \circ X^u, \mathcal{P}\)-a.s., and \((v^u_t)_{t \in [0, u]}\) is \((F_t^u)_{t \in [0, u]}\)-adapted, \((F_t^{\nu_u})_{t \in [0, u]}\) denoting the \(\nu_u\) usual augmentation of the filtration generated by the evaluation process on \((W_u, B_{W_u}^u)\); \(\nu_u\) denotes the law \(j^u\nu\), where \(j^u: W \rightarrow W_u\) denotes the continuous function which is defined by \(j^u(\omega)(t) = \omega(t), \forall t \in [0, u], \forall \omega \in W\), while we have \(X^u = j^u \circ X, \mathcal{P}\)-a.s.. From the construction, we obtain \(v^u_t \circ j^u = v^u_t \circ j^u, \nu \)-a.s., for all \(0 \leq t \leq u \leq \bar{u}\), and both are càdlàg on \([0, u]\). Therefore, we can define \(v_t(\omega) = \lim_{\bar{u}\rightarrow 1} v_t^u \circ j^u(\omega), \forall t \in [0, 1]\), and for any \(\omega \in W\) outside a \(\nu\)-negligible set. By construction, \((v_t)_{t \in [0, 1]}\) is a \((F_t^\nu)\)-adapted càdlàg process. Moreover, the definitions of \(F^u, \forall u \in [0, 1]\), and of \((v_t)_{t \in [0, 1]}\), yield

\[
< v_t \circ X, e_i >_{\mathbb{R}^d} = \mathbb{E}_\mathcal{P}(Y_t^i|\mathcal{G}_t^X),
\]
for all \( t \in [0,1) \), \( i \in \{1, \ldots, d\} \), \( \mathcal{P} - \text{a.s.} \). From the above condition (6.8) on local characteristics, we see that we can obtain a version of \( (\nu_t^*) \) from \( (\nu_t) \) (indeed \( \int_0^t \nu_s ds = \int_0^t \nu_s^* ds, \nu - \text{a.s.} \)). Thus, until the end of the proof we take \( \nu_t^*(\omega) = \nu_t(\omega) \), for all \( \omega \in W \), and \( t \in [0,1) \). From this, \( (\nu_t^*) \) can be taken to be càdlàg. Moreover, using the tower property, we obtain

\[
E_P[Y_t^i] = E_P \left[ E_P \left[ Y_t^i | G_t^X \right] \right] = E_{\nu^*} \left[ \langle \nu^*, e_i \rangle > \mathbb{R}^d \right],
\]

for all \( t \in [0,1) \), \( i \in \{1, \ldots, d\} \). Since \((\tilde{Z}_t)_{t \in [0,1)}\) is càdlàg, similarly as above, we obtain a càdlàg \((\mathcal{F}_t^\nu)\)-adapted process \((\tilde{Z}_t)_{t \in [0,1)}\) on \((W, \mathcal{B}_W, \nu)\) such that \( E_P \left[ Z_t^i | G_t^X \right] = \tilde{Z}_t \circ X \), for all \( t \in [0,1) \), \( i \in \{1, \ldots, d\} \), \( \mathcal{P} - \text{a.s.} \). Setting

\[
c = E_{\nu} \left[ (\tilde{Z}_t, e_i > \mathbb{R}^d) - (\tilde{Z}_s, e_i > \mathbb{R}^d) 1_A \right],
\]

we obtain

\[
c = E_P \left[ (E_P \left[ Z_t^i | G_t^X \right] - E_P \left[ Z_s^i | G_s^X \right] \right) 1_{X^{-1}(A)} \right],
\]

for any \( i \in \{1, \ldots, d\} \), \( 0 \leq s \leq t < 1 \) and \( A \in \mathcal{F}_t^\nu \). Since \((X_t)\) is continuous, \( X^{-1}(A) \in G_s^X \); recall that \( X : \Omega \to W \). Therefore, we get

\[
E_{\nu} \left[ (\tilde{Z}_t, e_i > \mathbb{R}^d) - (\tilde{Z}_s, e_i > \mathbb{R}^d) 1_A \right] = E_P \left[ (\tilde{Z}_t - \tilde{Z}_s) 1_{X^{-1}(A)} \right],
\]

for all \( i \in \{1, \ldots, d\} \). Together with \( E_P \left[ Z_t^i - Z_s^i | A_s \right] = 0 \), and \( G_s^X \subset A_s \), for all \( 0 \leq s \leq t < 1 \), the tower property yields

\[
E_{\nu} \left[ (\tilde{Z}_t, e_i > \mathbb{R}^d) - (\tilde{Z}_s, e_i > \mathbb{R}^d) 1_A \right] = 0,
\]

for all \( A \in \mathcal{F}_s^\nu \), \( i \in \{1, \ldots, d\} \). Since \((\tilde{Z}_t)_{t \in [0,1)}\) is also \((\mathcal{F}_t^\nu)\)-adapted, we obtain that it is a \((\mathcal{F}_t^\nu)\)-martingale. Whence, using both the above condition on local characteristics, and on the optional projections, for \( i \in \{1, \ldots, d\} \), from (6.10) we obtain

\[
\langle \nu_t^*, X, e_i \rangle > \mathbb{R}^d - E_{\nu} \left[ \langle \nu_t^*, e_i \rangle > \mathbb{R}^d \right] = \tilde{Z}_t \circ X + \int_0^t \left( \frac{\partial V}{\partial x^i}(X_s) - E_{X_s, \nu} \left[ \frac{\partial V}{\partial x^i} \right] \right) ds,
\]

\( \forall t \in [0,1) \), \( \mathcal{P} - \text{a.s.} \) for any \( i \in \{1, \ldots, d\} \), so that

\[
\nu_t^* - \int_0^t \nabla V(X_s) ds = \tilde{Z}_t + \tilde{A}_t, \quad \forall t \in [0,1), \ \nu - \text{a.s.},
\]

where

\[
\tilde{A}_t = E_{\nu} \left[ \langle \nu_t^*, e_i \rangle > \mathbb{R}^d \right] - \int_0^t E_{\nu_{s\nu}} \left[ \frac{\partial V}{\partial x^i} \right] ds,
\]

\( \forall t \in [0,1) \). From the definitions together with (6.7) and (6.9), for \( i \in \{1, \ldots, d\} \), we obtain

\[
\sup_{t \in [0,u]} E_{\nu} \left[ \left( \langle \nu_t^*, e_i \rangle > \mathbb{R}^d \right) ^2 \right] < +\infty,
\]

for all \( u \in [0,1) \). Therefore, still from the LA Vallée-Poussin criterion, we deduce that the family of random variables \( \left( \langle \nu_t^*, e_i \rangle > \mathbb{R}^d : t \in [0, u] \right) \) is uniformly integrable, for all \( u \in [0,1) \). Therefore, we are allowed to apply the Lebesgue convergence theorem of [25], to conclude that the function \( t \in [0,1) \to E_{\nu} \left[ \langle \nu_t^*, e_i \rangle > \mathbb{R}^d \right] \in \mathbb{R} \) is càdlàg, since the stochastic process
As a consequence, \((\tilde{A}_t)_{t \in [0,1]}\) is also càdlàg, \(\forall i \in \{1, ..., d\}\). Conversely, the result follows easily by taking a good extension of the canonical space if necessary, and by applying the martingale representation theorem of [38].

**Remark:** From the above proof, the martingale \((Z_t)_{t \in [0,1]}\) in (i) of the statement of Proposition 6.1 is a locally square integrable \((A_t)\) martingale (see [66]). (End of Remark.)

**Example 6.1.** Let \(f \in C([0,1], \mathbb{R}^d)\) and \(b \in C^{1,2}([0,1] \times \mathbb{R}^d, \mathbb{R}^d)\) be differentiable (respectively twice differentiable) in the first (respectively second) variable with continuous partial derivatives, which further satisfy

\[
\frac{\partial b}{\partial t} + (b, \nabla) b + \frac{\Delta b}{2} = f,
\]

and the Novikov condition (see [38], [66])

\[
\int_W \exp \left( \frac{1}{2} \int_0^1 \|b(t, \omega(t))\|_{\mathbb{R}^d}^2 dt \right) \mu_W(d\omega) < +\infty,
\]

\(\mu_W\) denoting the classical Wiener measure (see [81]) on the measurable space \((W, \mathcal{B}_W)\). As a consequence,

\[
\frac{d\nu}{d\mu_W} = \exp \left( \int_0^1 < b(t, W_t), dW_t > - \frac{1}{2} \int_0^1 \|b(t, W_t)\|_{\mathbb{R}^d}^2 dt \right), \mu_W - a.s.
\]

defines the Radon-Nikodym derivative of a Borel probability measure \(\nu\), which is absolutely continuous with respect to \(\mu_W\). Further assume that

\[
\int_{[0,1] \times W} \|b(t, \omega(t))\|_{\mathbb{R}^d}^2 \lambda \otimes \nu(dt, d\omega) < +\infty.
\]

(6.11)

Together’s with Lévy’s criterion (see [38], [66]), the Girsanov theorem (see [35], [66]) yields \(\nu \in M^2_\lambda(W)\), with \(\alpha^t(\omega) = I_{\mathbb{R}_d}\), and \(\nu^t(\omega) = b(t, \omega(t)), \nu \otimes \lambda_{[0,1]} - a.e.\). Since (6.11) holds, by applying Itô’s formula (see [38]), we obtain that \(\nu\) satisfies (5.5), with

\[
\mathcal{L}_t(x, v, a) = \frac{\|v\|_{\mathbb{R}^d}^2}{2},
\]

for any \((t, x, v, a) \in [0,1] \times \mathbb{R}^d \times \mathbb{R}^d \times (\mathbb{R}^d \otimes \mathbb{R}^d)\).

**Example 6.2.** (The Brownian motion with a Lévy drift.) For \(d \in \mathbb{N}\), \(d \geq 1\), let \((B_t)_{t \in [0,1]}\) be an \(\mathbb{R}^d\) valued \((A_t)\) Brownian motion defined on a complete stochastic basis \((\Omega, \mathcal{A}, (A_t)_{t \in [0,1]}, \mathbb{P})\), and let \((Y_t)_{t \in [0,1]}\) be a \(\mathbb{R}^d\) valued \((A_t)\) Lévy process (see [38], [45], [66], [68]), which is defined on the same stochastic basis, with characteristic Lévy triplet \((A, b, m)\), where \(A = \sigma \sigma^t\) for some \(d \times d\) matrix \(\sigma\) whose rank is \(\tilde{d} \leq d\), \(\sigma^t\) (see [38]), where \(b \in \mathbb{R}^d\), and where \(m\) denotes the so-called Lévy measure of \((Y_t)\), which is a \(\sigma\) finite measure on \(\mathbb{R}^d \setminus \{0_{\mathbb{R}^d}\}\), such that

\[
\int_{\mathbb{R}^d \setminus \{0_{\mathbb{R}^d}\}} \min \left( \|x\|_{\mathbb{R}^d}, 1 \right) m(dx) < +\infty.
\]
Recall that, according to the Lévy-Itô theorem (see [38], [45], [68], [71]), on a possibly enlarged probability space, \((Y_t)\) can be represented under the form

\[
< Y_t, e_i >_{\mathbb{R}^d} = < Y_0, e_i >_{\mathbb{R}^d} + \sum_{j=1}^{d} \sigma_{ij} \tilde{B}_{ij}^t + < b, e_i >_{\mathbb{R}^d} t + I_t^i + J_t^i,
\]

where

\[
I_t^i = \int_0^t \int_{\mathbb{R}^d \setminus B(0_{\mathbb{R}^d},1)} < x, e_i >_{\mathbb{R}^d} N(ds, dx),
\]

\(B(0_{\mathbb{R}^d},1)\) denoting the unit ball of \(\mathbb{R}^d\) endowed with its Euclidean norm, where

\[
J_t^i = \int_0^t \int_{B(0_{\mathbb{R}^d},1) \setminus \{0_{\mathbb{R}^d}\}} < x, e_i >_{\mathbb{R}^d} \tilde{N}(ds, dx),
\]

for all \(t \in [0,1]\), almost surely, \(\forall i \in \{1, ..., d\}\), and where \((\tilde{B}_t)\) is a \(\mathbb{R}^{d'}\) valued Brownian motion, while \(N\) denotes a Poisson random measure with intensity measure \(\lambda \otimes m\) on \([0,1) \times (\mathbb{R}^d \setminus \{0_{\mathbb{R}^d}\})\), which is independent of \((\tilde{B}_t)\), and whose compensated random measure \(\tilde{N}\) is given by \(\tilde{N} = N - \lambda \otimes m\); the term with integral of \(\tilde{N}\) can be constructed by a \(L^2\) convergence of steps functions (see [45]). Moreover, for \(t \in (0,1)\), the probability measure \((Y_t - Y_0)_t \in \mathcal{M}_1(\mathbb{R}^d)\) is infinitely divisible, with characteristic function provided by the so-called Lévy-Khintchine formula (see [38], [68]), while \((Y_t)_{t \in [0,1]}\) is continuous in probability, \((\mathcal{A}_t)_{t \in [0,1]}\) adapted, and the random variable \(Y_t - Y_s\) is \(\mathcal{P}\) independent of \(\mathcal{A}_s\) with law \((Y_t - s - Y_0)_s \in \mathcal{M}_1(\mathbb{R}^d)\), whenever \(0 \leq s < t < 1\). Further assume that the Lévy measure of \((Y_t)\) satisfies the integrability condition

\[
\int_{\mathbb{R}^d \setminus B(0_{\mathbb{R}^d},1)} \|x\|^2_{\mathbb{R}^d} m(dx) < +\infty;
\]

in particular, those processes encompass those among compound Poisson processes on time interval \([0,1]\), whose Lévy measure satisfy (6.12), notably the simple Poisson process. For \(x \in \mathbb{R}^d\), define

\[
X_t = x + B_t + \int_0^t Y_s ds, \ \forall t \in [0,1], \ \mathcal{P} - a.s.,
\]

and \(\eta = X_t, \mathcal{P} \in \mathcal{M}_1(W)\). Then, from example 25.12 p.163 of [68], we obtain

\[
\mathbb{E}_\mathcal{P} \left[ \int_0^1 \|Y_t\|^2_{\mathbb{R}^d} dt \right] < +\infty,
\]

and \(\mathbb{E}_\mathcal{P}[\|Y_t\|_{\mathbb{R}^d}] < +\infty, \ \forall t \in [0,1]\). Since the random variable \(Y_t - Y_s\) is \(\mathcal{P}\) independent to \(\mathcal{A}_s\), for any \(0 \leq s < t < 1\), we deduce that \((Z_t)_{t \in [0,1]}\) is an \((\mathcal{A}_t)_{t \in [0,1]}\) martingale, where \(Z_t(\omega) = Y_t(\omega) - \mathbb{E}_\mathcal{P}[Y_t], \ \forall \omega \in \Omega, \ \forall t \in [0,1]\) (see Proposition 3.17, p.97 of [21]), so that Proposition 6.1 applies. As a consequence, if we define

\[
\phi(\nu) = \begin{cases} 
\mathbb{E}_\nu \left[ \int_0^1 \|Y_s\|^2_{\mathbb{R}^d} ds \right] & \text{if } \nu \in \mathcal{M}_1^d(W) \\
+\infty & \text{if } \nu \in \mathcal{M}_1(W) \setminus \mathcal{M}_1^d(W)
\end{cases}
\]
then \( \eta = X, \mathcal{P} \in M_1(W) \) satisfies \( \delta \phi(h) = 0 \), for all \( h \in L^2(\eta, H^1) \) such that \( h_0 = h_1 = 0, \eta - \text{a.s.}, \) and \( \int_W h \, d\eta = 0_{H^1} \).

**Example 6.3.** In the one dimensional case \( d = 1 \), denote by \( \nu_0 = \delta_0^{\text{Dirac}} \in M_1(\mathbb{R}) \) the Dirac mass concentrated at \( 0 \in \mathbb{R} \), and denote by \( \nu_1 = \mathcal{N}(3 - \exp(1), \frac{2}{3}) \in M_1(\mathbb{R}) \) the Gauss probability distribution on \((\mathbb{R}, B_\mathbb{R})\) with density

\[
\rho_{\nu_1}(x) = \sqrt{\frac{3}{14\pi}} \exp\left(-\frac{3(x - 3 + \exp(1))^2}{14}\right), \quad \forall x \in \mathbb{R},
\]

with respect to the Lebesgue measure. Define \( v : [0, 1] \times W \to \mathbb{R} \) by

\[
v_t(\omega) = \omega(t) + \exp(-t) - \int_0^t \exp(s-t)(\omega(s) + \exp(s))ds,
\]

for all \((t, \omega) \in [0, 1] \times W\). Using Grönwall’s lemma (see [36]), it is an easy task to check that the stochastic differential equation

\[
dX_t = dB_t + v_t(X)dt; X_0 = 0
\]

has a unique strong solution (see [38]). Let \((\Omega, \mathcal{A}, (A_t)_{t \in [0,1]}, \mathcal{P})\) be a complete stochastic basis, where there exists an \((A_t)\)-Brownian motion \((B_t)_{t \in [0,1]}\), denote by \((X_t)_{t \in [0,1]}\) the strong solution of this stochastic differential equation with respect to this Brownian on this complete stochastic basis, and set \( Y_t = v_t(X), \forall t \in [0, 1], \mathcal{P} - \text{a.s.; } (X_t) \) depends explicitly on past values of \((B_t)\), since the Itô calculus ensures that \( X_t = B_t + \int_0^t (B_s + 2 - \exp(s))ds, \forall t \in [0, 1], \mathcal{P} - \text{a.s.} \). Then, there exists an \((A_t)\)-martingale \((Z_t)_{t \in [0,1]}\) on this complete stochastic basis, such that the \((A_t)\)-adapted processes \((X_t)\) and \((Y_t)\) satisfy the forward-backward system

\[
dX_t = dB_t + Y_tdt,
\]

and

\[
Y_t = Z_t + \int_\mathbb{R} y \, Y_t, \mathcal{P}(dy),
\]

with constraints

\[
X_0, \mathcal{P} = \nu_0, \text{ and } X_1, \mathcal{P} = \nu_1.
\]

Moreover, denote by \( \nu_{\text{crit}} = X, \mathcal{P} \in M_1(W) \) the unique law of solutions to this stochastic differential equation, whose entropy with respect to the Wiener measure is finite (see [34]). Setting \( \phi \) as in Example 6.2, we conclude similarly that \( \nu_{\text{crit}} \) is extremal for \( \phi \) with respect to those average preserving variations.
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