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Abstract

In this paper, following the Backus (1962) approach, we examine expressions for elasticity parameters of a homogeneous generally anisotropic medium that is long-wave-equivalent to a stack of thin generally anisotropic layers. These expressions reduce to the results of Backus (1962) for the case of isotropic and transversely isotropic layers.

In the over half-a-century since the publications of Backus (1962) there have been numerous publications applying and extending that formulation. However, neither George Backus nor the authors of the present paper are aware of further examinations of the mathematical underpinnings of the original formulation; hence this paper.

We prove that—within the long-wave approximation—if the thin layers obey stability conditions then so does the equivalent medium. We examine—within the Backus-average context—the approximation of the average of a product as the product of averages, which underlies the averaging process.

In the presented examination we use the expression of Hooke’s law as a tensor equation; in other words, we use Kelvin’s—as opposed to Voigt’s—notation. In general, the tensorial notation allows us to conveniently examine effects due to rotations of coordinate systems.

1 Introduction and historical background

The study of properties of materials as a function of scale has occupied researchers for decades. Notably, the discipline of continuum mechanics originates, at least partially, from such a consideration. Herein, we focus our attention on the effect of a series of thin and laterally homogeneous layers on a long-wavelength wave. These layers are composed of generally anisotropic Hookean solids.
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Such a mathematical formulation serves as a quantitative analogy for phenomena examined in seismology. The effect of seismic disturbances—whose wavelength is much greater than the size of encountered inhomogeneities—is tantamount to the smearing of the mechanical properties of such inhomogeneities. The mathematical analogy of this smearing is expressed as averaging. The result of this averaging is a homogeneous anisotropic medium to which we refer as an equivalent medium.

We refer to the process of averaging as Backus averaging, which is a common nomenclature in seismology. However, several other researchers have contributed to the development of this method.

Backus (1962) built on the work of Ruznichenko (1949), Thomson (1950), Haskell (1953), White and Angona (1955), Postma (1955), Rytov (1956), Helbig (1958) and Anderson (1961) to show that a homogeneous transversely isotropic medium with a vertical symmetry axis could be a long-wave equivalent to a stack of thin isotropic or transversely isotropic layers. In other words, the Backus average of thin layers appears—at the scale of a long wavelength—as a homogeneous transversely isotropic medium.

In this paper, we discuss the mathematical underpinnings of the Backus (1962) formulation. To do so, we consider a homogeneous generally anisotropic medium that is a long-wave equivalent to a stack of thin generally anisotropic layers. The cases discussed explicitly by Backus (1962) are special cases of this general formulation.

2 Averaging Method

2.1 Assumptions

We assume the lateral homogeneity of Hookean solids consisting of a series of layers that are parallel to the $x_1x_2$-plane and have an infinite lateral extent. We subject this series to the same traction above and below, independent of time or lateral position. It follows that the stress tensor components $\sigma_{ij}$, where $i, j \in \{1, 2, 3\}$, are constant throughout the strained medium, due to the requirement of equality of traction across interfaces (e.g., Slawinski (2015), pp. 430–432), and to the definition of the stress tensor,

$$T_i = \sum_{j=1}^{3} \sigma_{ij} n_j, \quad i \in \{1, 2, 3\},$$

where $T$ is traction and $n$ is the unit normal to the interface. No such equality is imposed on the other three components of this symmetric tensor; $\sigma_{11}$, $\sigma_{12}$ and $\sigma_{22}$ can vary wildly along the $x_3$-axis due to changes of elastic properties from layer to layer.

Furthermore, regarding the strain tensor, we invoke the kinematic boundary conditions that require no slippage or separation between layers; in other words, the corresponding components of the displacement vector, $u_1$, $u_2$ and $u_3$, must be equal to one another across the interface (e.g., Slawinski (2015), pp. 429–430).
These conditions are satisfied if \( u \) is continuous. Furthermore, for parallel layers, its derivatives with respect to \( x_1 \) and \( x_2 \), evaluated along the \( x_3 \)-axis, remain small. However, its derivatives with respect to \( x_3 \), evaluated along that axis, can vary wildly.

The reason for the differing behaviour of the derivatives resides within Hooke’s law,

\[
\sigma_{ij} = \sum_{k=1}^{3} \sum_{\ell=1}^{3} c_{ijkl} \varepsilon_{k\ell}, \quad i, j \in \{1, 2, 3\},
\]

where

\[
\varepsilon_{k\ell} := \frac{1}{2} \left( \frac{\partial u_k}{\partial x_\ell} + \frac{\partial u_\ell}{\partial x_k} \right), \quad k, \ell \in \{1, 2, 3\}.
\]

Within each layer, derivatives are linear functions of the stress tensor. The derivatives with respect to \( x_1 \) and \( x_2 \) remain within a given layer; hence, the linear relation remains constant. The derivatives with respect to \( x_3 \) exhibit changes due to different properties of the layers.

In view of definition (2), \( \varepsilon_{11}, \varepsilon_{12} \) and \( \varepsilon_{22} \) vary slowly along the \( x_3 \)-axis. On the other hand, \( \varepsilon_{13}, \varepsilon_{23} \) and \( \varepsilon_{33} \) can vary wildly along that axis.

Herein, we assume that the elasticity parameters are expressed with respect to the same coordinate system for all layers. However, this \textit{a priori} assumption can be readily removed by rotating, if necessary, the coordinate systems to express them in the same orientation.

### 2.2 Definitions

Following the definition proposed by Backus (1962), the average of the function \( f(x_3) \) of “width” \( \ell' \) is the moving average given by

\[
\overline{f}(x_3) := \int_{-\infty}^{\infty} w(\zeta - x_3) f(\zeta) \, d\zeta,
\]

where the weight function, \( w(x_3) \), is an \textit{approximate identity}, which is an approximate Dirac delta that acts like the delta centred at \( x_3 = 0 \), with the following properties:

\[
w(x_3) \geq 0, \quad w(\pm \infty) = 0, \quad \int_{-\infty}^{\infty} w(x_3) \, dx_3 = 1, \quad \int_{-\infty}^{\infty} x_3 w(x_3) \, dx_3 = 0, \quad \int_{-\infty}^{\infty} x_3^2 w(x_3) \, dx_3 = (\ell')^2.
\]

These properties define \( w(x_3) \) as a probability-density function with mean 0 and standard deviation \( \ell' \), explaining the use of the term “width” for \( \ell' \).

To understand the effect of such averaging, which is tantamount to smoothing by a wave, we may consider its effect on the pure frequency, \( f(x_3) = \exp(-i\omega x_3) \),

\[
\overline{f}(x_3) = \int_{-\infty}^{\infty} w(\zeta - x_3) f(\zeta) \, d\zeta = \int_{-\infty}^{\infty} w(\zeta - x_3) \exp(-i\omega \zeta) \, d\zeta = \int_{-\infty}^{\infty} w(u) \exp(-i\omega (u + x_3)) \, du,
\]
where \( u := \zeta - x_3 \) and \( \iota := \sqrt{-1} \); it follows that

\[
\overline{f}(x_3) = \exp(-i\omega x_3) \int_{-\infty}^{\infty} w(u) \exp(-i\omega u) \, du = \exp(-i\omega x_3) \hat{w}(\omega),
\]

where \( \hat{w}(\omega) \) is the Fourier transform of \( w(x_3) \).

If, in addition, \( w(x_3) \) is an even function, then \( \hat{w}(\omega) \) is real-valued and we may think of \( \overline{f}(x_3) \) as the pure frequency, \( \exp(-i\omega x_3) \), whose “amplitude” is \( \hat{w}(\omega) \). The classical Riemann-Lebesgue Lemma implies that this amplitude tends to zero as the frequency goes to infinity. To examine this decay of amplitude, we may consider a common choice for \( w(x_3) \), namely, the Gaussian density,

\[
w(x_3) = \frac{1}{\ell' \sqrt{2\pi}} \exp \left( -\frac{x_3^2}{2(\ell')^2} \right).
\]

As is well known, in this case,

\[
\hat{w}(\omega) = \exp \left( -\frac{(\omega \ell')^2}{2} \right),
\]

which is a multiple of the Gaussian density with standard deviation \( 1/\ell' \). In particular, one notes the fast decay, as the product \( \omega \ell' \) increases.

Perhaps it is useful to look at another example. Consider

\[
w(x_3) = \frac{1}{2\sqrt{3} \ell'} \mathbf{1}_{[-\sqrt{3} \ell', \sqrt{3} \ell']},
\]

which is the uniform density on the interval \( [-\sqrt{3} \ell', \sqrt{3} \ell'] \), and which satisfies the defining properties of \( w(x_3) \), as required. Its Fourier transform is

\[
\hat{w}(\omega) = \frac{\sin(\sqrt{3} \omega \ell')}{\sqrt{3} \omega \ell'},
\]

and, as expected, this amplitude tends to zero as \( \omega \to \pm\infty \), but at a much slower rate than in the Gaussian case; herein, the decay rate is order \( 1/(\omega \ell') \).

### 2.3 Properties

To perform the averaging, we use its linearity, according to which the average of a sum is the sum of the averages, \( \overline{f + g} = \overline{f} + \overline{g} \). Also, we use the following lemma

**Lemma 1.** The average of the derivative is the derivative of the average,

\[
\frac{\partial \overline{f}}{\partial x_i} = \frac{\partial}{\partial x_i} \overline{f}, \quad i \in \{1, 2, 3\}.
\]

This lemma is proved in Appendix A. In Appendix B, we prove the lemma that ensures that the average of Hookean solids results in a Hookean solid, which is

**Lemma 2.** If the individual layers satisfy the stability condition, so does their equivalent medium.

The proof of this lemma invokes Lemma 3 below.
2.4 Approximations

In Appendix C we state and prove a result that may be paraphrased as Lemma 3.

If \( f(x) \) is nearly constant along \( x_3 \) and \( g(x)\) does not vary excessively, then \( f \approx \bar{f}g \approx \overline{fg} \).

An approximation—within the physical realm—is our applying the static-case properties to examine wave propagation, which is a dynamic process. As stated in Section 2.1, in the case of static equilibrium, \( \sigma_{i3} \), where \( i \in \{1, 2, 3\} \), are constant. We consider that these stress-tensor components remain nearly constant along the \( x_3 \)-axis, for the farfield and long-wavelength phenomena.

As suggested by Backus (1962), the concept of a long wavelength can be quantified as \( \kappa \ell \ll 1 \), where \( \kappa \) is the wave number. Similarly, we consider that \( \varepsilon_{11}, \varepsilon_{12} \) and \( \varepsilon_{22} \) remain slowly varying along that axis.

Also, we assume that waves propagate perpendicularly, or nearly so, to the interfaces. Otherwise, due to inhomogeneity between layers, the proportion of distance travelled in each layer is a function of the source-receiver offset, which—in principle—entails that averaging requires different weights for each layer depending on the offset (Dalton and Slawinski, 2016).

3 Equivalent-medium elasticity parameters

Consider the constitutive equation for a generally anisotropic Hookean solid,

\[
\begin{bmatrix}
\sigma_{11} \\
\sigma_{22} \\
\sigma_{33} \\
\sqrt{2} \sigma_{23} \\
\sqrt{2} \sigma_{13} \\
\sqrt{2} \sigma_{12}
\end{bmatrix} =
\begin{bmatrix}
c_{1111} & c_{1122} & c_{1133} & \sqrt{2}c_{1123} & \sqrt{2}c_{1113} & \sqrt{2}c_{1112} \\
c_{1212} & c_{2222} & c_{2233} & \sqrt{2}c_{2223} & \sqrt{2}c_{2213} & \sqrt{2}c_{2212} \\
c_{1313} & c_{2323} & c_{3333} & \sqrt{2}c_{3323} & \sqrt{2}c_{3313} & \sqrt{2}c_{3312} \\
\sqrt{2}c_{1213} & \sqrt{2}c_{2213} & \sqrt{2}c_{3313} & 2c_{2323} & 2c_{2313} & 2c_{2312} \\
\sqrt{2}c_{1313} & \sqrt{2}c_{2313} & 2c_{3323} & 2c_{3133} & 2c_{3132} & 2c_{3132} \\
\sqrt{2}c_{1212} & \sqrt{2}c_{2312} & \sqrt{2}c_{3132} & 2c_{2312} & 2c_{1312} & 2c_{1312}
\end{bmatrix}
\begin{bmatrix}
\varepsilon_{11} \\
\varepsilon_{22} \\
\varepsilon_{33} \\
\sqrt{2} \varepsilon_{23} \\
\sqrt{2} \varepsilon_{13} \\
\sqrt{2} \varepsilon_{12}
\end{bmatrix},
\tag{4}
\]

where the elasticity tensor, whose components constitute the \( 6 \times 6 \) matrix, \( C \), is positive-definite. This expression is equivalent to the canonical form of Hooke’s law stated in expression (1). In expression (4), the elasticity tensor, \( c_{ijkt} \), which in its canonical form is a fourth-rank tensor in three dimensions, is expressed as a second-rank tensor in six dimensions, and equations (4) constitute tensor equations (e.g., Chapman (2004, Section 4.4.2) and Slawinski (2015, Section 5.2.5)). This formulation is referred to as Kelvin’s notation. A common notation, known as Voigt’s notation, does not constitute a tensor equation.

To apply the averaging process for a stack of generally anisotropic layers, we express equations (4) in such a manner that the left-hand sides of each equation consist of rapidly varying stresses or strains and the right-hand sides consist of algebraic combinations of rapidly varying layer-elasticity parameters multiplied by slowly varying stresses or strains.
First, consider the equations for $\sigma_{33}$, $\sigma_{23}$ and $\sigma_{13}$, which can be written as

$$
\sigma_{33} = c_{1133}\varepsilon_{11} + c_{2233}\varepsilon_{22} + c_{3333}\varepsilon_{33} + \sqrt{2}c_{3323}\sqrt{2}\varepsilon_{23} + \sqrt{2}c_{3313}\sqrt{2}\varepsilon_{13} + \sqrt{2}c_{3312}\sqrt{2}\varepsilon_{12}
$$

$$
\sqrt{2}\sigma_{23} = \sqrt{2}c_{1123}\varepsilon_{11} + \sqrt{2}c_{2223}\varepsilon_{22} + \sqrt{2}c_{3323}\varepsilon_{33} + 2c_{2323}\sqrt{2}\varepsilon_{23} + 2c_{2313}\sqrt{2}\varepsilon_{13} + 2c_{2312}\sqrt{2}\varepsilon_{12}
$$

$$
\sqrt{2}\sigma_{13} = \sqrt{2}c_{1113}\varepsilon_{11} + \sqrt{2}c_{2213}\varepsilon_{22} + \sqrt{2}c_{3313}\varepsilon_{33} + 2c_{2313}\sqrt{2}\varepsilon_{23} + 2c_{1313}\sqrt{2}\varepsilon_{13} + 2c_{1312}\sqrt{2}\varepsilon_{12},
$$

which then can be written as the matrix equation,

$$
\begin{bmatrix}
  c_{3333} & \sqrt{2}c_{3323} & \sqrt{2}c_{3313} \\
  \sqrt{2}c_{3323} & 2c_{2323} & 2c_{2313} \\
  \sqrt{2}c_{3313} & 2c_{2313} & 2c_{1313}
\end{bmatrix}
\begin{bmatrix}
  \varepsilon_{33} \\
  \sqrt{2}\varepsilon_{23} \\
  \sqrt{2}\varepsilon_{13}
\end{bmatrix}
= \begin{bmatrix}
  \sigma_{33} - c_{1133}\varepsilon_{11} - c_{2233}\varepsilon_{22} - \sqrt{2}c_{3312}\sqrt{2}\varepsilon_{12} \\
  \sqrt{2}\sigma_{23} - \sqrt{2}c_{1123}\varepsilon_{11} - \sqrt{2}c_{2223}\varepsilon_{22} - 2c_{2312}\sqrt{2}\varepsilon_{12} \\
  \sqrt{2}\sigma_{13} - \sqrt{2}c_{1113}\varepsilon_{11} - \sqrt{2}c_{2213}\varepsilon_{22} - 2c_{1312}\sqrt{2}\varepsilon_{12}
\end{bmatrix}
\begin{bmatrix}
M \\
E \\
F
\end{bmatrix}
$$

$$
= \begin{bmatrix}
  \sigma_{33} \\
  \sqrt{2}\sigma_{23} \\
  \sqrt{2}\sigma_{13}
\end{bmatrix}
= \begin{bmatrix}
  c_{1133} & c_{2233} & \sqrt{2}c_{3312} \\
  \sqrt{2}c_{1123} & \sqrt{2}c_{2223} & 2c_{2312} \\
  \sqrt{2}c_{1113} & \sqrt{2}c_{2213} & 2c_{1312}
\end{bmatrix}
\begin{bmatrix}
  \varepsilon_{11} \\
  \varepsilon_{22} \\
  \varepsilon_{12}
\end{bmatrix}.
$$

(5)

$M$ is invertible, since it is positive-definite and, hence, its determinant is strictly positive. This positive definiteness follows from the positive definiteness of $C$, given in expression (4), for $x \in \mathbb{R}^3 \setminus \{0\}$ and $y := [0, 0, x^t, 0]^t$, $x^t M x = y^t C y > 0$ as $y \neq 0$. This follows only if $C$ is in Kelvin notation, and allows us to conclude that—since the positive definiteness is the sole constraint on the values of elasticity parameters—the Backus average is allowed for any sequence of layers composed of Hookean solids.

Notably, determinants of $M$, in expression (5), differ by a factor of four between Voigt’s notation and Kelvin’s notation, used herein. The final expressions for the equivalent medium, however, appear to be the same for both notations.

Multiplying both sides of equation (5) by $M^{-1}$, we express the rapidly varying $E$ as

$$
E = M^{-1}A = M^{-1}(G - BF) = M^{-1}G - (M^{-1}B)F,
$$

which means that

$$
M^{-1}G = E + (M^{-1}B)F,
$$

and can be averaged to get

$$
\overline{M^{-1}G} \approx \overline{E} + (\overline{M^{-1}B})\overline{F},
$$

and, hence, effectively,

$$
\overline{G} = (M^{-1})^{-1}\left[\overline{E} + (M^{-1}B)\overline{F}\right] = (M^{-1})^{-1}\overline{E} + (M^{-1})^{-1}(M^{-1}B)\overline{F}.
$$

(7)
Comparing expression (7) with the pattern of the corresponding three lines of $C$ in expression (4), we obtain formulae for the equivalent-medium elasticity parameters.

To obtain the remaining formulae, let us examine the equations for the rapidly varying $\sigma_{11}$, $\sigma_{22}$ and $\sigma_{12}$, which, from equation (4), can be written as

\[
\begin{bmatrix}
\sigma_{11} \\
\sigma_{22} \\
\sqrt{2} \sigma_{12}
\end{bmatrix}
= 
\begin{bmatrix}
c_{1111} & c_{1122} & \sqrt{2}c_{1112} \\
c_{1122} & c_{2222} & \sqrt{2}c_{2212} \\
\sqrt{2}c_{1112} & \sqrt{2}c_{2212} & 2c_{1212}
\end{bmatrix}
\begin{bmatrix}
\varepsilon_{11} \\
\varepsilon_{22} \\
\sqrt{2}\varepsilon_{12}
\end{bmatrix}
+ 
\begin{bmatrix}
c_{1133} & \sqrt{2}c_{1123} & \sqrt{2}c_{1113} \\
c_{2233} & \sqrt{2}c_{2223} & \sqrt{2}c_{2213} \\
\sqrt{2}c_{3312} & 2c_{2312} & 2c_{1312}
\end{bmatrix}
\begin{bmatrix}
\varepsilon_{33}
\end{bmatrix}
\] .

Note that $K = B^t$. Substituting expression (6) for $E$, we get

\[
H = JF + KM^{-1}(G - BF) = JF + KM^{-1}G - KM^{-1}BF .
\]

Averaging, we get

\[
\overline{H} \approx J \overline{F} + KM^{-1} \overline{G} - KM^{-1}B \overline{F}
= (J - KM^{-1}B) \overline{F} + KM^{-1}\left\{(M^{-1})^{-1}\left[\overline{E} + (M^{-1}B) \overline{F}\right]\right\}
= \left[J - KM^{-1}B + KM^{-1}(M^{-1})^{-1}(M^{-1}B)\right] \overline{F} + KM^{-1}(M^{-1})^{-1}\overline{E}.
\]

Comparing equation (9) with the pattern of the corresponding three lines in equation (4), we obtain formulae for the remaining equivalent-medium parameters.

We do not list in detail the formulae for the twenty-one equivalent-medium elasticity parameters of a generally anisotropic solid, since just one such parameter takes about half-a-dozen pages. However, a symbolic-calculation software can be used to obtain those parameters. In Section 4, we use the monoclinic symmetry to exemplify the process and list in detail the resulting formulae, and we also summarize the results for orthotropic symmetry.

The results of this section are similar to the results of Schoenberg and Muir (1989), Helbig and Schoenberg (1987, Appendix), Helbig (1998), Carcione et al. (2012) and Kumar (2013), except that the tensorial form of equation (4) requires factors of $2$ and $\sqrt{2}$ in several entries of $M$, $B$, $J$ and $K$. This notation allows for a convenient study of rotations, which arise in the study of elasticity tensors expressed in coordinate systems of arbitrary orientations.

### 4 Reduction to higher symmetries

#### 4.1 Monoclinic symmetry

Let us reduce the expressions derived for general anisotropy to higher material symmetries. To do so, let us first consider the case of monoclinic layers.
The components of a monoclinic tensor can be written in a matrix form as

\[
C_{\text{mono}} = \begin{pmatrix}
    c_{1111} & c_{1122} & c_{1133} & 0 & 0 & \sqrt{2}c_{1112} \\
    c_{1122} & c_{2222} & c_{2233} & 0 & 0 & \sqrt{2}c_{2212} \\
    c_{1133} & c_{2233} & c_{3333} & 0 & 0 & \sqrt{2}c_{3312} \\
    0 & 0 & 0 & 2c_{2323} & 2c_{2313} & 0 \\
    0 & 0 & 0 & 2c_{2313} & 2c_{1313} & 0 \\
    \sqrt{2}c_{1112} & \sqrt{2}c_{2212} & \sqrt{2}c_{3312} & 0 & 0 & 2c_{1212}
\end{pmatrix}
\]

(10)

this expression corresponds to the coordinate system whose \(x_3\)-axis is normal to the symmetry plane. Inserting these components into expression (5), we write

\[
M = \begin{pmatrix}
    c_{3333} & 0 & 0 \\
    0 & 2c_{2323} & 2c_{2313} \\
    0 & 2c_{2313} & 2c_{1313}
\end{pmatrix}, \quad M^{-1} = \begin{pmatrix}
    1 & 0 & 0 \\
    0 & c_{1313}/D & -c_{2313}/D \\
    0 & -c_{2313}/D & c_{2323}/D
\end{pmatrix},
\]

where \(D \equiv 2(c_{2323}c_{1313} - c_{2313}^2)\). Then, we have

\[
(M^{-1})^{-1} = \begin{pmatrix}
    1/c_{3333} & 0 & 0 \\
    0 & (c_{2323}/D) & (c_{2313}/D) \\
    0 & (c_{2313}/D) & (c_{1313}/D)
\end{pmatrix},
\]

where \(D_2 \equiv (c_{1313}/D)(c_{2323}/D) - (c_{2313}/D)^2\). We also have

\[
B = \begin{pmatrix}
    c_{1133} & c_{2233} & \sqrt{2}c_{3312} \\
    0 & 0 & 0 \\
    0 & 0 & 0
\end{pmatrix},
\]

which leads to

\[
M^{-1}B = \begin{pmatrix}
    c_{1133} & c_{2233} & \sqrt{2}c_{3312} \\
    c_{3333} & c_{3333} & c_{3333} \\
    0 & 0 & 0
\end{pmatrix}, \quad (M^{-1}B)^{-1} = \begin{pmatrix}
    c_{1133} & c_{2233} & \sqrt{2}c_{3312} \\
    c_{3333} & c_{3333} & c_{3333} \\
    0 & 0 & 0
\end{pmatrix}.
\]
Furthermore,

\[
(M^{-1})^{-1} (M^{-1}B) = \begin{pmatrix}
    \frac{1}{c_{3333}}^{-1} & \frac{c_{1133}}{c_{3333}} & 0 & 0 \\
    \frac{1}{c_{3333}}^{-1} & \frac{c_{2233}}{c_{3333}} & 0 & 0 \\
    0 & 0 & 0 & 0 \\
    0 & 0 & 0 & 0
\end{pmatrix}.
\]

Then, if we write equation (7) as

\[
\begin{pmatrix}
    \sigma_{33} \\
    \sqrt{2}\sigma_{23} \\
    \sqrt{2}\sigma_{13}
\end{pmatrix} = (M^{-1})^{-1}\begin{pmatrix}
    \varepsilon_{33} \\
    \sqrt{2}\varepsilon_{23} \\
    \sqrt{2}\varepsilon_{13}
\end{pmatrix} = (M^{-1})^{-1}(M^{-1}B)\begin{pmatrix}
    \varepsilon_{11} \\
    \sqrt{2}\varepsilon_{22}
\end{pmatrix}
\]

and compare it to equation (4), we obtain

\[
\begin{align*}
    \langle c_{3333} \rangle &= \left(\frac{1}{c_{3333}}\right)^{-1}, \\
    \langle c_{2323} \rangle &= \left(\frac{c_{2323}}{D}\right)\frac{2}{D}, \\
    \langle c_{1313} \rangle &= \left(\frac{c_{1313}}{D}\right)\frac{2}{D}, \\
    \langle c_{1133} \rangle &= \left(\frac{1}{c_{3333}}\right)^{-1}\left(\frac{c_{1133}}{c_{3333}}\right), \\
    \langle c_{2233} \rangle &= \left(\frac{1}{c_{3333}}\right)^{-1}\left(\frac{c_{2233}}{c_{3333}}\right), \\
    \langle c_{3312} \rangle &= \left(\frac{1}{c_{3333}}\right)^{-1}\left(\frac{c_{3312}}{c_{3333}}\right),
\end{align*}
\]

where angle brackets denote the equivalent-medium elasticity parameters.

To calculate the remaining equivalent elasticity parameters from equation (9), we insert components (10) into expression (8) to write

\[
J = \begin{pmatrix}
    \sqrt{2}c_{1112} & c_{1122} & c_{1212} \\
    c_{1122} & c_{2222} & \sqrt{2}c_{2212} \\
    \sqrt{2}c_{1112} & \sqrt{2}c_{2212} & 2c_{1212}
\end{pmatrix}, \\
J = \begin{pmatrix}
    \sqrt{2}c_{1112} & c_{1122} & \sqrt{2}c_{1112} \\
    \sqrt{2}c_{1112} & c_{2222} & \sqrt{2}c_{2212} \\
    \sqrt{2}c_{1112} & \sqrt{2}c_{2212} & 2c_{1212}
\end{pmatrix},
\]

\[
K = \begin{pmatrix}
    0 & c_{1133} & c_{2233} & \sqrt{2}c_{3312} \\
    c_{1133} & 0 & 0 & 0 \\
    c_{2233} & 0 & 0 & 0 \\
    \sqrt{2}c_{3312} & 0 & 0 & 0
\end{pmatrix}, \\
KM^{-1} = \begin{pmatrix}
    \frac{c_{1133}}{c_{3333}} & 0 & 0 \\
    \frac{c_{2233}}{c_{3333}} & 0 & 0 \\
    \sqrt{2}\frac{c_{3312}}{c_{3333}} & 0 & 0 \\
    \sqrt{2}\frac{c_{3312}}{c_{3333}} & 0 & 0
\end{pmatrix}, \\
KM^{-1} = \begin{pmatrix}
    \frac{c_{1133}}{c_{3333}} & 0 & 0 \\
    \frac{c_{2233}}{c_{3333}} & 0 & 0 \\
    \sqrt{2}\frac{c_{3312}}{c_{3333}} & 0 & 0 \\
    \sqrt{2}\frac{c_{3312}}{c_{3333}} & 0 & 0
\end{pmatrix}.
\]
Then, if we write equation (9) as

\[
KM^{-1} B = \begin{pmatrix}
\frac{c_{1133}^2}{c_{3333}} & \frac{c_{1133} c_{2233}}{c_{3333}} & \sqrt{2} \frac{c_{3312} c_{1133}}{c_{3333}} \\
\frac{c_{1133} c_{2233}}{c_{3333}} & \frac{c_{2233}^2}{c_{3333}} & \sqrt{2} \frac{c_{3312} c_{2233}}{c_{3333}} \\
\sqrt{2} \frac{c_{3312} c_{1133}}{c_{3333}} & \sqrt{2} \frac{c_{3312} c_{2233}}{c_{3333}} & 2 \frac{c_{3312}^2}{c_{3333}}
\end{pmatrix},
\]

\[
KM^{-1} B = \begin{pmatrix}
\frac{c_{1133}}{c_{3333}} & \frac{c_{1133} c_{2233}}{c_{3333}} & \sqrt{2} \frac{c_{3312} c_{1133}}{c_{3333}} \\
\frac{c_{1133} c_{2233}}{c_{3333}} & \frac{c_{2233}^2}{c_{3333}} & \sqrt{2} \frac{c_{3312} c_{2233}}{c_{3333}} \\
\sqrt{2} \frac{c_{3312} c_{1133}}{c_{3333}} & \sqrt{2} \frac{c_{3312} c_{2233}}{c_{3333}} & 2 \frac{c_{3312}^2}{c_{3333}}
\end{pmatrix},
\]

\[
KM^{-1} (M^{-1})^{-1} = \begin{pmatrix}
\frac{c_{1133}}{c_{3333}} & \frac{1}{c_{3333}} & \frac{c_{2233}}{c_{3333}} & \frac{1}{c_{3333}} \\
\frac{c_{1133}}{c_{3333}} & \frac{1}{c_{3333}} & \frac{c_{2233}}{c_{3333}} & \frac{1}{c_{3333}} \\
\sqrt{2} \frac{c_{3312}}{c_{3333}} & \sqrt{2} \frac{c_{3312}}{c_{3333}} & \frac{c_{3312}}{c_{3333}} & \frac{c_{3312}}{c_{3333}}
\end{pmatrix}^{-1}
\]

\[
KM^{-1} (M^{-1})^{-1} M^{-1} B = \begin{pmatrix}
\left(\frac{1}{c_{3333}}\right)^{-1} & \frac{1}{c_{3333}} \\
\frac{1}{c_{3333}} & \left(\frac{1}{c_{3333}}\right)^{-1} \\
\sqrt{2} \frac{1}{c_{3333}} & \sqrt{2} \frac{1}{c_{3333}}
\end{pmatrix}^{-1} \begin{pmatrix}
\frac{c_{1133}}{c_{3333}} & \frac{c_{1133}^2}{c_{3333}} & \frac{c_{1133}}{c_{3333}} & \frac{c_{1133}^2}{c_{3333}} \\
\frac{c_{2233}}{c_{3333}} & \frac{c_{2233}}{c_{3333}} & \frac{c_{2233}}{c_{3333}} & \frac{c_{2233}}{c_{3333}} \\
\sqrt{2} \frac{c_{3312}}{c_{3333}} & \sqrt{2} \frac{c_{3312}}{c_{3333}} & \frac{c_{3312}}{c_{3333}} & \frac{c_{3312}}{c_{3333}}
\end{pmatrix}^{-1} \begin{pmatrix}
\frac{1}{c_{3333}} & \frac{1}{c_{3333}} & \frac{1}{c_{3333}} & \frac{1}{c_{3333}} \\
\frac{1}{c_{3333}} & \frac{1}{c_{3333}} & \frac{1}{c_{3333}} & \frac{1}{c_{3333}} \\
\sqrt{2} \frac{1}{c_{3333}} & \sqrt{2} \frac{1}{c_{3333}} & \sqrt{2} \frac{1}{c_{3333}} & \sqrt{2} \frac{1}{c_{3333}}
\end{pmatrix}^{-1} B
\]

Then, if we write equation (9) as

\[
\begin{pmatrix}
\sigma_{11} \\
\sigma_{22} \\
\sqrt{2} \sigma_{12}
\end{pmatrix} = \left[ \tilde{J} - KM^{-1} B + KM^{-1} (M^{-1})^{-1} (M^{-1} B) \right] \begin{pmatrix}
\frac{\varepsilon_{11}}{\varepsilon_{22}} \\
\frac{\varepsilon_{22}}{\varepsilon_{11}} \\
\sqrt{2} \frac{\varepsilon_{12}}{\varepsilon_{13}}
\end{pmatrix} + KM^{-1} (M^{-1})^{-1} \begin{pmatrix}
\frac{\varepsilon_{33}}{\varepsilon_{23}} \\
\frac{\varepsilon_{23}}{\varepsilon_{33}} \\
\sqrt{2} \frac{\varepsilon_{13}}{\varepsilon_{12}}
\end{pmatrix}
\]
and compare it to equation (4), we obtain

\[
\langle c_{1133} \rangle = \left( \frac{1}{c_{3333}} \right)^{-1} \frac{c_{1133}}{c_{3333}}, \quad \langle c_{2233} \rangle = \left( \frac{1}{c_{3333}} \right)^{-1} \frac{c_{2233}}{c_{3333}}, \quad \langle c_{3312} \rangle = \left( \frac{1}{c_{3333}} \right)^{-1} \frac{c_{3312}}{c_{3333}},
\]

as before, and

\[
\langle c_{1111} \rangle = c_{1111} - \left( \frac{c_{2233}}{c_{3333}} \right)^2 + \left( \frac{1}{c_{3333}} \right)^{-1} \left( \frac{c_{1133}}{c_{3333}} \right)^2,
\]

\[
\langle c_{1122} \rangle = c_{1122} - \left( \frac{c_{1133}}{c_{3333}} \right)^2 + \left( \frac{1}{c_{3333}} \right)^{-1} \left( \frac{c_{2233}}{c_{3333}} \right)^2,
\]

\[
\langle c_{2222} \rangle = c_{2222} - \left( \frac{c_{2233}}{c_{3333}} \right)^2 + \left( \frac{1}{c_{3333}} \right)^{-1} \left( \frac{c_{3312}}{c_{3333}} \right)^2,
\]

\[
\langle c_{1212} \rangle = c_{1212} - \left( \frac{c_{1313}}{c_{3333}} \right)^2 + \left( \frac{1}{c_{3333}} \right)^{-1} \left( \frac{c_{3312}}{c_{3333}} \right)^2,
\]

\[
\langle c_{1112} \rangle = c_{1112} - \left( \frac{c_{1313}}{c_{3333}} \right)^2 + \left( \frac{1}{c_{3333}} \right)^{-1} \left( \frac{c_{3312}}{c_{3333}} \right)^2,
\]

\[
\langle c_{2212} \rangle = c_{2212} - \left( \frac{c_{2323}}{c_{3333}} \right)^2 + \left( \frac{1}{c_{3333}} \right)^{-1} \left( \frac{c_{1313}}{c_{3333}} \right)^2.
\]

The other equivalent-medium elasticity parameters are zero. Thus, we have thirteen linearly independent parameters in the form of matrix (10). Hence, the equivalent medium exhibits the same symmetry as the individual layers. Also if we set \( c_{1112}, c_{2212}, c_{3312} \) and \( c_{2313} \) to zero the results of this section reduce to the results of the next section. The results of this section differ from the results of Kumar (2013, Appendix B) but that is because that paper uses a vertical \((x_1-x_3)\) symmetry plane whereas we use a horizontal \((x_1-x_2)\) symmetry plane, which—since it is parallel to the layering—produces simpler results.

### 4.2 Orthotropic symmetry

Continuing the reduction of expressions derived for general anisotropy to higher material symmetries, let us consider the case of orthotropic layers. The components of an orthotropic tensor can be written as

\[
C^{\text{ortho}} = \begin{pmatrix}
    c_{1111} & c_{1122} & c_{1133} & 0 & 0 & 0 \\
    c_{1122} & c_{2222} & c_{2233} & 0 & 0 & 0 \\
    c_{1133} & c_{2233} & c_{3333} & 0 & 0 & 0 \\
    0 & 0 & 0 & 2c_{2323} & 0 & 0 \\
    0 & 0 & 0 & 0 & 2c_{1313} & 0 \\
    0 & 0 & 0 & 0 & 0 & 2c_{1212}
\end{pmatrix}; \quad (11)
\]
this equation corresponds to the coordinate system whose axes are normal to the symmetry planes.

The equivalent medium elasticity parameters can be derived in a similar manner as in section 4.1 or by setting $c_{1112}$, $c_{2212}$, $c_{3312}$ and $c_{2313}$ to zero in the results of section 4.1. In either case we obtain

$$\langle c_{3333} \rangle = \left( \frac{1}{c_{3333}} \right)^{-1}, \quad \langle c_{2323} \rangle = \left( \frac{1}{c_{2323}} \right)^{-1}, \quad \langle c_{1313} \rangle = \left( \frac{1}{c_{1313}} \right)^{-1},$$

$$\langle c_{1133} \rangle = \left( \frac{1}{c_{3333}} \right)^{-1} \left( \frac{c_{1133}}{c_{3333}} \right), \quad \langle c_{2233} \rangle = \left( \frac{1}{c_{3333}} \right)^{-1} \left( \frac{c_{2233}}{c_{3333}} \right),$$

$$\langle c_{1111} \rangle = \frac{c_{1111}}{c_{3333}} - \left( \frac{c_{1133}}{c_{3333}} \right) + \left( \frac{1}{c_{3333}} \right)^{-2}, \quad \langle c_{2212} \rangle = \left( \frac{c_{2233}}{c_{3333}} \right) + \left( \frac{1}{c_{3333}} \right)^{-2},$$

$$\langle c_{2222} \rangle = \left( \frac{c_{2233}}{c_{3333}} \right) + \left( \frac{1}{c_{3333}} \right)^{-2}, \quad \langle c_{1212} \rangle = \frac{c_{1212}}{c_{3333}}.$$

The other equivalent-medium elasticity parameters are zero. Thus, we have nine linearly independent parameters in the form of matrix \(\begin{bmatrix} 11 \\ 11 \end{bmatrix}\). Hence, the equivalent medium exhibits the same symmetry as the individual layers. Subsequent reductions to transversely isotropic and isotropic layers result, respectively, in expressions (9) and (13) of Backus (1962).

Also, the results of this section agree with the results of Tiwary (2007, expression (5.1)) except for the fifth equation of that expression, which contains a typo: $C_{13}$ instead of a $C_{23}$. Tiwary (2007) references that expression to Shermergor (1977, expression (2.4)), a book in Russian; since we do not have access to that book, we cannot ascertain whether or not that typo originates with Shermergor (1977). The results of this section also agree with the results of Kumar (2013, Appendix B) and of Slawinski (2016, Exercise 4.6).

5 Conclusions

In this paper, using the case of the medium that is a long-wave equivalent of a stack of thin generally anisotropic layers, we examine the mathematical underpinnings of the approach of Backus (1962), whose underlying assumption remains lateral homogeneity.

Following explicit statements of assumptions and definitions, in Lemma 2 we prove—within the long-wave approximation—that if the thin layers obey stability conditions then so does the equivalent medium. Also, we show that the Backus average is allowed for any sequence of layers composed of Hookean solids. As a part of the discussion of approximations, in the proof of Lemma 3 we examine—within the Backus-average context—the approximation of the average of a product as the product of averages, and give upper bounds for their difference in Propositions 1 and 2.
6 Further work

The subject of Backus average was examined by several researchers, among them, Helbig and Schoenberg (1987), Schoenberg and Muir (1989), Berryman (1997), Helbig (1998, 2000), Carcione et al. (2012), Kumar (2013), Brisco (2014), and Danek and Slawinski (2016). However, further venues of investigation remain open.

A following step is the error-propagation analysis, which is the effect of errors in layer parameters on the errors of the equivalent medium. This step might be performed with perturbation techniques. Also, using such techniques, we could examine numerically the precise validity of $f g \approx \bar{f} \bar{g}$, which is the approximation of Lemma 3.

Another numerical study could examine whether the equivalent medium for a stack of strongly anisotropic layers, whose anisotropic properties are randomly different from each other, is weakly anisotropic. If so, we might seek—using the method proposed by Gazis et al. (1963) and elaborated by Danek et al. (2015)—an elasticity tensor of a higher symmetry that is nearest to that medium. For such a study, Kelvin’s notation—used in this paper—is preferable, even though one could accommodate rotations in Voigt’s notation by using the Bond (1943) transformation (e.g., Slawinski (2015), section 5.2).

A further possibility is an empirical examination of the obtained formulæ. This could be achieved with seismic data, where the layer properties are obtained from well-logging tools and the equivalent parameters from vertical seismic profiling.
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**Appendix A Average of derivatives**

*Proof.* We begin with the definition of averaging,

\[
\overline{f}(x_3) := \int_{-\infty}^{\infty} w(\xi - x_3) f(\xi) \, d\xi .
\]  

(12)

The derivatives with respect to \( x_1 \) and \( x_2 \) can be written as

\[
\frac{\partial \overline{f}}{\partial x_i} = \frac{\partial}{\partial x_i} \int_{-\infty}^{\infty} w(\xi - x_3) f(x_1, x_2, \xi) \, d\xi
\]

\[= \int_{-\infty}^{\infty} w(\xi - x_3) \frac{\partial f(x_1, x_2, \xi)}{\partial x_i} \, d\xi =: \frac{\partial f}{\partial x_i}, \quad i = 1, 2,
\]

where the last equality is the statement of definition (12), as required. For the derivatives with respect to \( x_3 \), we need to verify that

\[
\frac{\partial}{\partial x_3} \int_{-\infty}^{\infty} w(\xi - x_3) f(x_1, x_2, \xi) \, d\xi = \int_{-\infty}^{\infty} w(\xi - x_3) \frac{\partial f(x_1, x_2, \xi)}{\partial \xi} \, d\xi.
\]  

(13)

Applying integration by parts, we write the right-hand side as

\[
w(\xi - x_3) f(x_1, x_2, \xi) |_{-\infty}^{\infty} - \int_{-\infty}^{\infty} w(\xi - x_3) \frac{\partial f(x_1, x_2, \xi)}{\partial \xi} \, d\xi,
\]

where \( w \) is a function of a single variable. Since

\[\lim_{x_3 \to \pm \infty} w(x_3) = 0,\]

the product of \( w \) and \( f \) vanishes at \( \pm \infty \), and we are left with

\[- \int_{-\infty}^{\infty} w'(\xi - x_3) f(x_1, x_2, \xi) \, d\xi.
\]
Let us consider the left-hand side of expression (13). Since only $w$ is a function of $x_3$, we can interchange the operations of integration and differentiation to write
\[
- \int_{-\infty}^{\infty} w'(\xi - x_3) f(x_1, x_2, \xi) \, d\xi;
\]
the negative sign arises from the chain rule,
\[
\frac{\partial w(\xi - x_3)}{\partial x_3} = w'(\xi - x_3) \frac{\partial (\xi - x_3)}{\partial x_3} = -w'(\xi - x_3).
\]
Thus, both sides of expression (13) are equal to one another, as required. In other words,
\[
\frac{\partial \mathbf{T}}{\partial x_3} = \frac{\partial \mathbf{f}}{\partial x_3},
\]
which completes the proof.

**Appendix B  Stability of equivalent medium**

**Proof.** The stability of layers means that their deformation requires work. Mathematically, it means that, for each layer,
\[
W = \frac{1}{2} \sigma \cdot \varepsilon > 0,
\]
where $W$ stands for work, and $\sigma$ and $\varepsilon$ denote the stress and strain tensors, respectively, which are expressed as columns in equation (4): $\sigma = C \varepsilon$. As an aside, we can say that, herein, $W > 0$ is equivalent to the positive definiteness of $C$, for each layer.

Performing the average of $W$ over all layers and using—in the scalar product—the fact that the average of a sum is the sum of averages, we write
\[
\overline{W} = \frac{1}{2} \overline{\sigma} \cdot \overline{\varepsilon} > 0.
\]
Thus, $W > 0 \implies \overline{W} > 0$.

Let us proceed to show that this implication—in turn—entails the stability of the equivalent medium, which is tantamount to the positive definiteness of $\langle C \rangle$.

Following Lemma 3—if one of two functions is nearly constant—we can approximate the average of their product by the product of their averages,
\[
\overline{W} = \frac{1}{2} \overline{\sigma} \cdot \overline{\varepsilon} > 0. \tag{14}
\]
Herein, we use the property stated in Section 2.4 that $\sigma_{i3}$, where $i \in \{1, 2, 3\}$, are constant, and $\varepsilon_{11}, \varepsilon_{12}$ and $\varepsilon_{22}$ vary slowly, along the $x_3$-axis, together with Lemma 3 which can be invoked due
to the fact that each product in expression (14) is such that one function is nearly constant and the other possibly varies more rapidly.

By definition of Hooke’s law, \( \sigma := \langle C \rangle \varepsilon \), expression (14) can be written as

\[
\frac{1}{2} \left( \langle C \rangle \varepsilon \right) \cdot \varepsilon > 0, \quad \forall \varepsilon \neq 0,
\]

which means that \( \langle C \rangle \) is positive-definite, and which—in view of this derivation—proves that the equivalent medium inherits the stability of individual layers.

\[\square\]

**Appendix C  Approximation of product**

For a fixed \( x_3 \), we may set \( W(\zeta) := w(\zeta - x_3) \). Then, \( W \geq 0 \) and \( \int_{-\infty}^{\infty} W(\zeta) \, d\zeta = 1 \). With this notation, equation (3) becomes

\[
\mathcal{f} := \int_{-\infty}^{\infty} f(x) \, W(x) \, dx.
\]

Similarly,

\[
\mathcal{g} := \int_{-\infty}^{\infty} g(x) \, W(x) \, dx \quad \text{and} \quad \mathcal{f}g := \int_{-\infty}^{\infty} f(x) \, g(x) \, W(x) \, dx.
\]

**Proposition 1.** Suppose that the first derivatives of \( f \) and \( g \) are uniformly bounded; that is, both

\[
\|f'\|_{\infty} := \sup_{-\infty < x < \infty} |f'(x)| \quad \text{and} \quad \|g'\|_{\infty} := \sup_{-\infty < x < \infty} |g'(x)|
\]

are finite. Then, we have

\[
|\mathcal{f}g - \mathcal{f}\mathcal{g}| \leq 2 (\ell')^2 \|f'\|_{\infty} \|g'\|_{\infty}.
\]

**Proof.** We may calculate

\[
\int_{-\infty}^{\infty} (f(x) - \mathcal{f}) (g(x) - \mathcal{g}) \, W(x) \, dx
\]

\[
= \int_{-\infty}^{\infty} f(x) \, g(x) \, W(x) \, dx - \mathcal{f} \int_{-\infty}^{\infty} g(x) \, W(x) \, dx - \mathcal{g} \int_{-\infty}^{\infty} f(x) \, W(x) \, dx + \mathcal{f} \mathcal{g} \int_{-\infty}^{\infty} W(x) \, dx
\]

\[
= \mathcal{f}g - \mathcal{f} \int_{-\infty}^{\infty} g(x) \, W(x) \, dx - \mathcal{g} \int_{-\infty}^{\infty} f(x) \, W(x) \, dx + \mathcal{f} \mathcal{g}
\]

\[
= \mathcal{f}g - \mathcal{f} \mathcal{g} - \mathcal{g} \mathcal{f} + \mathcal{f} \mathcal{g} = \mathcal{f}g - \mathcal{f} \mathcal{g}.
\]
that is,
\[
\int_{-\infty}^{\infty} (f(x) - \tilde{f}) (g(x) - \tilde{g}) W(x) \, dx.
\]  
(15)

Now,
\[
f(x) - \tilde{f} = f(x) - \int_{-\infty}^{\infty} f(y) W(y) \, dy = \int_{-\infty}^{\infty} (f(x) - f(y)) W(y) \, dy,
\]
so that
\[
|f(x) - \tilde{f}| \leq \|f'\|_{\infty} \int_{-\infty}^{\infty} |x - y| W(y) \, dy,
\]  
(16)

and hence, by the Cauchy-Schwartz inequality,
\[
|f(x) - \tilde{f}|^2 \leq \|f'\|_{\infty}^2 \int_{-\infty}^{\infty} |x - y|^2 W(y) \, dy \int_{-\infty}^{\infty} 1^2 W(y) \, dy = \|f'\|_{\infty}^2 \int_{-\infty}^{\infty} |x - y|^2 W(y) \, dy.
\]

Thus,
\[
\int_{-\infty}^{\infty} |f(x) - \tilde{f}|^2 W(x) \, dx \leq \|f'\|_{\infty}^2 \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} |x - y|^2 W(x) W(y) \, dx \, dy
\]
\[
= \|f'\|_{\infty}^2 \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} (x^2 - 2xy + y^2) W(x) W(y) \, dx \, dy
\]
\[
= \|f'\|_{\infty}^2 \left( 2 \int_{-\infty}^{\infty} x^2 W(x) \, dx - 2 \left( \int_{-\infty}^{\infty} x W(x) \, dx \right)^2 \right).
\]

It follows, by the Cauchy-Schwartz inequality applied to equation (15), that
\[
|\int_{-\infty}^{\infty} |f(x) - \tilde{f}|^2 W(x) \, dx \int_{-\infty}^{\infty} |g(x) - \tilde{g}|^2 W(x) \, dx
\]
\[
\leq \|f'\|_{\infty}^2 \|g'\|_{\infty}^2 \left( 2 \int_{-\infty}^{\infty} x^2 W(x) \, dx - 2 \left( \int_{-\infty}^{\infty} x W(x) \, dx \right)^2 \right)^2.
\]
Note that
\[ \int_{-\infty}^{\infty} x W(x) \, dx = \int_{-\infty}^{\infty} x (x - x_3) \, dx = \int_{-\infty}^{\infty} (x + x_3) w(x) \, dx = x_3, \]
using the defining properties of \( w(\zeta) \). Similarly
\[ \int_{-\infty}^{\infty} x^2 W(x) \, dx = \int_{-\infty}^{\infty} x^2 (x - x_3) \, dx = \int_{-\infty}^{\infty} (x + x_3)^2 w(x) \, dx = (\ell')^2 + x_3^2. \]
Consequently,
\[ 2 \int_{-\infty}^{\infty} x^2 W(x) \, dx - 2 \left( \int_{-\infty}^{\infty} x W(x) \, dx \right)^2 = 2(\ell')^2 + x_3^2. \]
and we have
\[ \|fg - f \overline{g}\| \leq 2 (\ell')^2 \|f'\|\|g'\| \|f'\|\|g'\|. \]
as claimed.

Hence, if \( f \) and \( g \) are nearly constant, which means that \( \|f'\| \) and \( \|g'\| \) are small, then \( \overline{fg} \approx \overline{f} \overline{g} \).

**Corollary 1.** Since the error estimate involves the product of the norms of the derivatives, it follows that if one of them is small enough and the other is not excessively large, then their product can be small enough for the approximation, \( \overline{fg} \approx \overline{f} \overline{g} \), to hold.

The exact accuracy of this property will be examined further by numerical methods in a future publication.

If \( g(x) \geq 0 \), we can say more, even if \( g(x) \) is wildly varying. If \( f \) is continuous and \( g(x) \geq 0 \), then, by the Mean-value Theorem for Integrals,
\[ \overline{fg} = \int_{-\infty}^{\infty} f(x) g(x) W(x) \, dx = f(c) \int_{-\infty}^{\infty} g(x) W(x) \, dx = f(c) \overline{g}, \]
for some \( c \). Hence,
\[ \overline{fg} \overline{g} - \overline{f} \overline{g} = (f(c) - \overline{f}) \overline{g}. \]
This implies that
\[ \|\overline{fg} - \overline{f} \overline{g}\| \leq |f(c) - \overline{f}| \|\overline{g}\| \leq \|f'\| \left( \int_{-\infty}^{\infty} |x - y| W(y) \, dy \right) \|\overline{g}\|. \]

Hence, even for \( g \) wildly varying—as long as \( \overline{g} \) is not too big in relation to \( \|f'\| \)—it is still the case that the average of the product is close to the product of the averages. A bound on \( \int_{-\infty}^{\infty} |x - y| W(y) \, dy \) would depend on the weight function, \( w \), used.

An alternative estimate is provided by the following proposition.
Proposition 2. Suppose that \( m := \inf f(x) > -\infty \) and \( M := \sup_{-\infty < x < \infty} f(x) < \infty \) and \( \sup_{-\infty < x < \infty} |g(x)| < \infty \). Then,

\[
|f g - \bar{f} \bar{g}| \leq \left( \sup_{-\infty < x < \infty} |g(x)| \right) (M - m).
\]

Proof.

\[
\bar{f} \bar{g} = \int_{-\infty}^{\infty} f(x) g(x) W(x) \, dx = \int_{-\infty}^{\infty} (f(x) - m) g(x) W(x) \, dx + m \int_{-\infty}^{\infty} g(x) W(x) \, dx,
\]

which—by the definition of the average—is

\[
\bar{f} \bar{g} = \int_{-\infty}^{\infty} (f(x) - m) g(x) W(x) \, dx + m \bar{g}.
\]

Hence,

\[
|f g - \bar{f} \bar{g}| = \left| \int_{-\infty}^{\infty} (f(x) - m) g(x) W(x) \, dx + (m - \bar{f}) \bar{g} \right|
\]

\[
\leq \left( \sup_{-\infty < x < \infty} |g(x)| \right) \int_{-\infty}^{\infty} |f(x) - m| W(x) \, dx + |m - \bar{f}| |\bar{g}|
\]

\[
= \left( \sup_{-\infty < x < \infty} |g(x)| \right) (\bar{f} - m) + (\bar{f} - m) |\bar{g}|
\]

\[
\leq 2 \left( \sup_{-\infty < x < \infty} |g(x)| \right) (\bar{f} - m).
\]  \hspace{1cm} (17)

Similarly,

\[
|f g - \bar{f} \bar{g}| \leq 2 \left( \sup_{-\infty < x < \infty} |g(x)| \right) (M - \bar{f}).
\]  \hspace{1cm} (18)

Taking the average of expressions (17) and (18), we obtain

\[
|f g - \bar{f} \bar{g}| \leq 2 \left( \sup_{-\infty < x < \infty} |g(x)| \right) \frac{(\bar{f} - m) + (M - \bar{f})}{2}
\]

\[
= \left( \sup_{-\infty < x < \infty} |g(x)| \right) (M - m),
\]

as required. \hfill \Box

Consequently, if \( f(x) \) is almost constant, which means that \( m \approx M \), then \( \bar{f} \bar{g} \approx \bar{f} \bar{g} \).