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Abstract

In this paper, the regularization approach introduced recently for nonparametric estimation of linear systems is extended to the estimation of nonlinear systems modelled as Volterra series. The kernels of order higher than one, representing higher dimensional impulse responses in the series, are considered to be realizations of multidimensional Gaussian processes. Based on this, prior information about the structure of the Volterra kernel is introduced via an appropriate penalization term in the least squares cost function. It is shown that the proposed method is able to deliver accurate estimates of the Volterra kernels even in the case of a small amount of data points.
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1 Introduction

Modeling of nonlinear systems constitutes one of the most challenging topics in the field of system identification. In this work, nonparametric modeling is considered for a nonlinear system in the form of a time domain Volterra series [14]. The estimation of the Volterra series coefficients in an output error framework can be formulated as a Least Squares (LS) optimization problem. However, the number of coefficients to estimate is often too large for the LS problem to yield a solution of acceptable precision.

The problem of high variance has already been tackled successfully in [2],[4],[6],[9],[11] using regularization for the identification of a Finite Impulse Response (FIR) model for a Linear Time Invariant (LTI) system. In an output error framework, the linear-in-the-parameters FIR model can also be estimated by solving a linear LS problem. In order to reduce the variance of the estimated parameters, prior knowledge about the linear impulse response (exponential decay and smoothness) has been added to the parameter estimation problem. Moreover, Volterra kernel estimation using ridge regression as regularization method can be found in [5].

In this paper, the regularization method that has been proposed for estimating LTI FIR models is extended to the case of Nonlinear Time Invariant (NLTI) systems. The time domain truncated Volterra series is considered as the model for the underlying nonlinear process. Similarly to the linear case, it is assumed that the higher order kernels in the series are smooth and exponentially decaying. The main contribution of this work is to show that, by exploiting properties of the Volterra kernels in the higher dimensions, it is possible to construct a penalizing matrix into which the two aforementioned properties are encoded. A number of popular nonlinear model structures can be modeled with the proposed method, among which Wiener, Hammerstein and Wiener-Hammerstein.

In Section 2 the problem formulation is given. In Section 3, the regularized LS estimators for FIR modeling are ex-
tended for the estimation of Volterra kernels. In Section 4, the proposed approach is illustrated on a simulation example. Finally, conclusions are drawn in Section 5.

2 Problem formulation

The considered nonlinear systems are modelled with the following model structure:

**Definition 1 (Model Class)** The input-output behaviour of the model satisfies the finite discrete-time Volterra series:

\[
y(k) = h_0 + \sum_{m=1}^{M} H_m[u]k + e(k)
\]

\[
H_m[u]k = \sum_{\tau_1=0}^{n_m-1} \cdots \sum_{\tau_m=0}^{n_m-1} h_m(\tau_1, \ldots, \tau_m) \prod_{\tau=\tau_1}^{\tau_m} u(k-\tau)
\]

where \(y(k)\) is the measured output at time instant \(k\), \(u(k)\) is the input signal applied to the system and the measurement noise \(e(k)\) is a zero mean normally distributed i.i.d. signal, with variance \(\sigma^2\), i.e. \(e(k) \sim \mathcal{N}(0, \sigma^2)\). \(H_m[\cdot]\) is the \(m\)-th order Volterra operator and \(n_m - 1\) corresponds to the number of past input values (the memory of \(h_m\)) needed to compute the system output. The constant term \(h_0\) in (1) represents the zero-th order Volterra kernel.

**Remark 2** In order to ensure the uniqueness of the identified Volterra kernels of order higher than one, the symmetrized kernels are considered [14]. For the second order kernel it means that \(h_{2}^{(1)}(\tau_1, \tau_2) = h_{2}^{(1)}(\tau_2, \tau_1), \forall \tau_1, \tau_2\). It can be easily shown that the number of coefficients to be identified for a symmetric Volterra kernel of order \(m \geq 1\), truncated at lag \(n_m\), is given by \(n_{th} = (1/m!) \prod_{i=0}^{m-1} (n_m + i)\). This is a straightforward result after considering all the possible permutations among the lag coordinates in the different dimensions.

The problem is formulated as follows. Given \(N\) measurements of \(u(k)\) and \(y(k)\), obtain an estimate of the Volterra kernels \(h_m\). For convenience, (1) can be rewritten in vector notation as:

\[
Y_N = \Phi_N^T \theta + E
\]

where \(\Phi_N = [\Phi_{0N}^T, \Phi_{1N}^T, \theta]^T\), \(\theta = [\bar{\theta}_0^T, \theta_1^T, \theta_2^T]^T\)

\[
\bar{\theta}_0 = [h_0(0), h_1(1), \ldots, h_{(N-1)}^T], \quad \theta_0 = h_0
\]

\[
Y_N = [y(n-1), y(n), \ldots, y(N-1)]^T
\]

\[
\phi_1(k) = [u(k), u(k-1), \ldots, u(k-n+1)]^T
\]

\[
\Phi_{1N} = [\phi_1(n-1), \phi_1(n), \ldots, \phi_1(N-1)]
\]

\[
\Phi_{0N} = [1 1 1 \ldots 1]
\]

\[
E = [e(n-1), e(n), \ldots, e(N-1)]^T
\]

The total number of Volterra coefficients to be estimated is given by \(n_{th} = 1 + n_{\theta_1} + n_{\theta_2}\).

3 Regularized Volterra series estimation

Given (2), the regularized LS optimization problem with a quadratic penalty on the parameter vector \(\theta\) is defined as:

\[
\hat{\theta}_{\text{Reg}} = \arg \min_{\theta} \|Y_N - \Phi_N^T \theta\|^2 + \theta^T D \theta
\]

\[
= (\Phi_N \Phi_N^T + D)^{-1} \Phi_N Y_N
\]

with \(D \in \mathbb{R}^{n_{\theta} \times n_{\theta}}\). For \(D = 0\) the LS cost function is obtained which corresponds to the Maximum Likelihood (ML) estimation of the parameter vector \(\theta\) [7,12]. Typically, when the Volterra series is used to model nonlinear dynamics, either the number of coefficients to be estimated exceeds the number of available measurements \((n_{\theta} > N)\) or the amount of measured data \(N\) is not sufficient to obtain an estimated model of desired accuracy. In the first case when \(n_{\theta} > N\) the LS solution is not even unique and the ML approach cannot be used. In this work these problems are tackled with the use of regularization \((D \neq 0)\).

By a proper structuring of \(D\) in (4), one can impose prior knowledge about the true system. In the linear case the penalty \(D\) can be tuned using a Bayesian perspective and considering the impulse response as a realization of
a random Gaussian process [13],[9],[10]. Assuming $\theta \sim \mathcal{N}(0,P)$ and taking (2) into account, then $\theta$ and $Y_N$ are jointly distributed Gaussian variables and $\theta|Y_N \sim \mathcal{N}(\hat{\theta}_N^{apost},P^{apost})$ with:

$$\hat{\theta}_N^{apost} = (\Phi_N \Phi_N^T + \sigma^2 P^{-1})^{-1} \Phi_N Y_N$$

where $\hat{\theta}_N^{apost}$ denotes the Maximum A Posteriori (MAP) estimate of $\theta$. It can be observed that $\hat{\theta}_N^{apost} = \hat{\theta}_N^{Reg}$ in (4) if $D = \sigma^2 P^{-1}$. This perspective offers an alternative interpretation of the regularization matrix $D$ which can be constructed by tuning the prior covariance matrix $P$.

Throughout the paper, the prior covariance matrix for the Volterra kernel of order $m$ is denoted by $P_m$.

### 3.1 Regularization for the first order Volterra kernel

For the first order kernel, prior information about smoothness and exponential decay of the impulse response can be imposed by the so-called Diagonal/Correlated (DC) [2],[1],[11] structure of $P_1$:

$$P_1(i,j) = c \cdot e^{-\alpha|i-j|} \cdot e^{-\beta \frac{(i+j)}{2}} \quad (5)$$

where $P_1(i,j) = E[h_1(\tau_i) h_1(\tau_j)]$, $h_1(\tau_i)$ is the first order impulse response coefficient at lag $\tau_i$, $E[.]$ denotes the expected value and $0 \leq \alpha, \beta \leq \infty$. The parameters $c, \alpha$ and $\beta$ are called hyper-parameters and they are computed by maximizing the marginal likelihood of the observed output [11],[13],[8].

### 3.2 Extension to the second order Volterra kernel

**Assumption 4** The second order Volterra kernel is smooth and decaying. Moreover, no prior knowledge on the correlation between Volterra coefficients of different order is available.

In Fig. 1, an example of a decaying and smooth second order Volterra kernel has been constructed. It is the kernel of a nonlinear Wiener system where a stable linear system is cascaded by a quadratic static nonlinear system [14].

Given the cost function (4) and $\theta = [\theta_0^T \ \theta_1^T \ \theta_2^T]^T$, $D$ is a block-diagonal matrix with elements $D_0$, $D_1$ and $D_2$ on the diagonal. $D_0$ is a scalar defined by $D_0 = \sigma^2 P_0^{-1}$ where $P_0$ represents the variance of the Gaussian random variable $h_0$. The penalizing matrix for the first order kernel is $D_1 = \sigma^2 P_1^{-1}$ and $P_1 \in \mathbb{R}^{n_1 \times n_1}$ is defined as described in Section 3.1. Finally, the covariance matrix $P_2 \in \mathbb{R}^{n_2 \times n_2}$ such that $D_2 = \sigma^2 P_2^{-1}$ is developed in this paper.

Two directions in the $\tau_1 - \tau_2$ plane are chosen in order to build a proper covariance matrix for the second order kernel. The first direction, along which prior information about the kernel will be imposed, is chosen to be the $\mathcal{V}$ diagonal. It is depicted in Fig. 1 and Fig. 2 as the green diagonal direction. The second direction is the $\mathcal{W}$ anti-diagonal direction and it is represented by the red lines in Fig. 1 and Fig. 2. In this way, it is possible to construct a covariance matrix that will satisfy Property 5.

To this aim, a new rotated coordinate system is defined as depicted in Fig. 2. Using the new system $(\mathcal{V}, \mathcal{W})$ it becomes more clear how the properties of exponential decaying and smoothness can be described in these directions, and further how to extend the DC covariance matrix structure (5) to dimensions higher than one.

**Definition 8** Given the elements of a symmetric second order kernel $h_2(\tau_1, \tau_2)$, vectorized in $\vec{\theta}_2$, and the coordinate system $(\mathcal{V}, \mathcal{W})$ depicted in Fig. 2, the covariance

Fig. 1. An exponentially decaying and smooth second order kernel together with the two perpendicular regularizing directions (green and red).

Given a second order Volterra kernel, the covariance matrix $P_2$ should satisfy the following:

**Property 5** It should describe the fact that the Volterra kernel decays along any possible direction and, moreover, neighbouring coefficients of the Volterra kernel are correlated.

**Property 6** The considered second order Volterra kernel is symmetric which implies that $h_2(\tau_1, \tau_2) = h_2(\tau_2, \tau_1), \forall \tau_1, \tau_2$. Therefore $P_2$ should remain unaltered after interchanging the coordinates $\tau_1$ and $\tau_2$.

**Property 7** Finally, as for any covariance matrix, $P_2$ should be constructed to be a symmetric positive-semidefinite matrix.

These three properties reduce the freedom to construct an appropriate covariance matrix for the Volterra kernel.

### 3.2.1 The two directions and the covariance matrix

Two directions in the $\tau_1 - \tau_2$ plane are chosen in order to build a proper covariance matrix for the second order kernel. The first direction, along which prior information about the kernel will be imposed, is chosen to be the $\mathcal{V}$
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The hyper-parameters $\alpha$ and $\beta$ are connected to the smoothness and the decay of the kernel in the diagonal direction, respectively. Similarly, $\alpha_v$ and $\beta_v$ are linked to the correlation between the Volterra coefficients as well as the decay in the $\mathcal{V}$ direction. The hyper-parameter $c_2$ represents a scaling factor. The matrix $P_2$ is a valid covariance matrix according to the results of [3], section 3, on valid covariance matrices with Non-Euclidean norms.

The second order Volterra kernel of the underlying true system is assumed to be a realization of a Gaussian process with zero mean and covariance matrix given by $P_2$. The hyper-parameters used to construct the matrix $P$, and further $D = \sigma^2 P^{-1}$, are determined also in this case by maximizing the marginal likelihood for the observed output.

**Remark 9** The proposed covariance matrix $P_2$ satisfies Property 6. It can be easily seen that interchanging the coordinates $\tau_1$ and $\tau_2$ corresponds to a change in the sign of the coordinate $\mathcal{V}$ in $P_\mathcal{V}$. Given that the absolute values of the coordinates are considered, the covariance matrix remains in this case unaltered, as required. Moreover, $P_2(i,j) = P_2(j,i)$ therefore the proposed matrix satisfies also Property 7.

**4 Numerical example**

The method is illustrated on the system shown in Fig. 3 with:

$$G_0 = 2, \quad G_1(q) = \frac{0.7568 q^{-1}}{1 - 1.812 q^{-1} + 0.8578 q^{-2}}, \quad G_2(q) = \frac{1.063 q^{-1}}{1 - 1.706 q^{-1} + 0.7491 q^{-2}}, \quad G_3(q) = 1.5G_1(q)$$

where $q^{-1}$ is the delay operator $(q^{-1}u(k) = u(k - 1))$. The input-output behavior of this system can be modelled with a Volterra series of degree two (eq.(1) with $M = 2$). The systems $G_2(q)$ and $G_3(q)$ have been chosen such that the second order Volterra kernel, associated with the system in Fig. 3, has different properties of smoothness and decay in the directions $\mathcal{V}$ and $\mathcal{V}$ (Fig. 2). Even though the zero-th, first and second order Volterra kernels are identified simultaneously, we emphasize here on the identification of the second order Volterra kernel. The second order kernel corresponding to the considered system is depicted in Fig. 4 (on the left) and has been constructed using the measurement method described in [14], pages 44-47.

The input signal is a filtered random phase multisine of unit power, and the noise term $e$ is a zero mean normally distributed i.i.d. signal. The method is tested for a Signal-to-Noise Ratio (SNR) of 20 dB. The results are reported with respect to the ratio $n/\theta$. The estimated second order Volterra kernel for $N/n_\theta = 1.3$ and truncation at $n_1 = n_2 = 80$ lags is shown in Fig. 4.

The method is also illustrated for different values of the ratio $N/n_\theta$ (here $n_1 = n_2 = 80$ lags are fixed therefore $n_\theta$ is fixed and $N$ is increasing). For each value $N/n_\theta$, 100 Monte Carlo (MC) simulations are performed. In every MC simulation, a different excitation signal $u$ and noise realization $e$ are used. The ability of the estimated model to simulate the output of the system is measured with respect to a noiseless validation data set of $N_{\text{val}} = 50000$ data points, which also changes in every MC iteration. The portion of validation data

---

1 SNR is defined as $\frac{\text{var}(0)}{\text{var}(y)}$ where $y^0$ denotes the noiseless system output and var is the variance
5 Conclusions

The method presented in this paper constitutes a way to include prior information about the Volterra kernels (smoothness and decay) for the identification of nonlinear dynamics, by penalizing properly the higher dimensional impulse response coefficients. Even in the situation when a small amount of measurements is available (smaller than the number of parameters) and the LS approach cannot be used, modeling with the Volterra series is feasible. The regularization method presented in this paper renders the modeling of a big class of nonlinear systems with the Volterra series possible, which has not been the case before. However, several issues should be addressed in the future, such as efficient ways to optimize the hyperparameters of the regularization matrix in order to reduce the risk of resulting in a local minimum of the marginal likelihood.
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