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This paper investigates the feasibility of simulating Fuzzy Dark Matter (FDM) with a reduced number of spatial dimensions. Our aim is to set up a realistic, yet numerically inexpensive, toy model in (1 + 1)-dimensional space time, that — under well controlled system conditions — is capable of realizing important aspects of the full-fledged (3 + 1)-FDM phenomenology by means of one-dimensional analogues. Based on the coupled, nonlinear and nonlocal (3 + 1)-Schrödinger-Poisson equation under periodic boundary conditions, we derive two distinct one-dimensional models that differ in their transversal matter distribution and consequently in their nonlocal interaction along the single dimension of interest. We show that these discrepancies change the relaxation process of initial states as well as the asymptotic, i.e., thermalized and virialized, equilibrium state. Our investigation includes the dynamical evolution of artificial initial conditions for non-expanding space, as well as cosmological initial conditions in expanding space. The findings of this work are relevant for the interpretation of numerical simulation data modelling nonrelativistic fuzzy cold dark matter in reduced dimensions, in the quest for testing such models and for possible laboratory implementations of them.

I. INTRODUCTION

Nonlinear Schrödinger equations are ubiquitous in physics. Let us just think of interacting many-body problems in nonrelativistic condensed-matter theory that are reduced to a mean-field approximation that usually ends up in a nonlinear effective Schrödinger equation, see e.g. \cite{1–4}. A specific form of such a nonlinear equation is the Schrödinger-Poisson, also known as Schrödinger-Newton equation, describing a scalar massive quantum particle in its own gravitational field. It finds many applications, e.g., in nonlinear optics \cite{5–8}, decoherence theory \cite{9}, and, of course, in cosmology \cite{10}, whenever a nonrelativistic description of the particle suffices. Ref. \cite{11} presents a recent review on the subject.

Here, we are interested in the Schrödinger-Poisson (SP) equation as an alternative dark matter model to the established cold dark matter (CDM) paradigm. Hu \textit{et al.} \cite{12} dubbed the matter so described fuzzy cold dark matter, or simply fuzzy dark matter (FDM), a notion that we will follow throughout the paper.

The most compelling feature of FDM obeying SP in four dimensional (3+1) space-time is its distinct behavior on large and small spatial scales: Assuming a dark matter particle mass of \( m \approx 10^{-22} \text{ eV} \) — canonical for FDM — cosmic structure growth under FDM is in accordance with CDM on super-galactic scales, e.g., identical matter power evolution or halo densities \cite{13}, sub-galactic scales are influenced by quantum mechanical effects. In particular, one expects the existence of a solitonic state, with a flat, high-density core region, that is roughly speaking obtained from a balance of quantum pressure and gravity, \cite{12}. Structure smaller than the solitonic core is suppressed, or smoothed out, by the uncertainty principle. Thus, FDM may provide a natural solution to the small scale crisis of CDM \cite{14}, and in particular its cusp-core problem, \cite{15 17}, without the need of adding sophisticated baryonic feedback processes. From a fundamental physics point of view, SP simulations could predict the mass scales of the bosonic particles possibly constituting dark matter, of course in comparison with and constrained by experimental observation data \cite{18–21}. We note in passing that SP simulations may also be interpreted as an alternative sampling approach of the CDM phase space evolution that may be controlled by the phase space resolution \( \hbar/m \), see e.g. \cite{22 26}.

Numerical considerations of the (3+1)-SP equation, see e.g. \cite{13 17 27 29}, identify the soliton state as a dynamical attractor in the time evolution of FDM. More precisely, overdense regions collapse under their self-gravity and during this process radiate away excess matter. The result of this process, sometimes dubbed gravitational cooling, \cite{30}, is a relaxed quantum matter distribution in which a solitonic core is immersed in a ‘sea of fluctuations’. The latter follows a power-law decay, with a radial profile, known as NFW profile, predicted in corresponding many-body simulations of CDM \cite{31} to scale as \( \rho \propto r^{-3} \) at large radii.

This paper addresses the question whether the time-asymptotic behavior just described, or at least a similar scenario thereof, were recovered if only one spatial degree of freedom is available. In other words, can we derive
a one-dimensional, yet sufficiently realistic, toy model that realizes one-dimensional analogues of the (3 + 1)-FDM structure formation, and in particular the mentioned solitonic core and its role as dynamical dynamical attractors? This includes, both the evolution to and the possible reaching of the asymptotic state, hence the relaxation process itself as well as its final product. Are the relaxation mechanisms in one-dimensional FDM the same as for 3D FDM, i.e., is there a one-dimensional analogue of gravitational cooling? What are suitable astrophysical, quantum mechanical or statistical measures to judge if the asymptotic state has been reached? These questions have several motivations. Firstly, it is a priori not clear whether a model with reduced dimension will lead to the same evolution as the full-fledged three dimensional one, simply because assumptions on the matter configuration in the transversal dimensions must be made and, in higher dimensions, interdimensional coupling and redistribution of mass is, in principle, possible due to the non-separable nonlinearity [32]. Secondly, it is needless to say that models with reduced dimensions lend themselves to much more detailed investigations even on relatively long spatial and temporal scales. Reliable high-precision numerical simulations are simply more efficient in one than in higher dimensions. Consequently, larger patches of the system’s parameter space can be covered with manageable resources. The reduced numerical complexity also allows to generate large ensembles of simulations once a, in some sense optimal, parameter set was identified, thereby reducing statistical uncertainties without the need to invoke assumptions like ergodicity. Obviously, both aspects, i.e., parameter space coverage and statistical reliability, are vital for comparison with observational data.

The way of the reduction of dimensionality will certainly be important. Anticipating our results, we will see that the relaxation process in the evolution as well as in the finally reached states do depend strongly on how matter is organized in the transversal dimensions. The usual approach of assuming a uniform matter distribution in the transverse dimension, and hence in practice just forgetting about the other degrees of freedom, does not yield a correspondence with the (3 + 1)-FDM predictions. This motivated our second approach in which we confine the transverse degrees of freedom. Then, most of these predictions are actually seen in the reduced one-dimensional model as well. Our findings are based on a relative simple but highly flexible, efficient and precise numerical method to integrate both dimensionality-reduced SP equations. This allows us access to long temporal evolutions in a constant as well as in an expanding universe.

The paper is organized as follows: the next Sec. reviews the theory of FDM based on the SP equation. We discuss therein the importance of the reduction to (1 + 1) (space+time) dimensions, and we compare, in particular, the two ways of doing this: first, we assume a uniform extension in the transverse directions, then secondly a cigar-shaped transversal confinement. Sec. [III] gives details on our numerical methods and its properties and quality. Sec. [IV] reports our central results and compares the outcome of different numerical simulations of the two versions of reduction to (1 + 1). The last Sec. [V] concludes the paper with a short outlook on open questions and future work.

II. THEORETICAL BACKGROUND

Point of departure for our discussion is the dynamics of Fuzzy Dark Matter (FDM) in (3 + 1) dimensions. To this end, we introduce its governing equation, comment on its origin and mention different interpretations of the FDM model. After a quick review of the hydrodynamic formalism in the linear evolution regime, the remainder of this section is devoted to the problem of dimensional reduction. More precisely, two competing one dimensional FDM representations are derived and their physical discrepancies and similarities are highlighted. This includes an in-depth discussion on the preparation and properties of the (1+1)-FDM ground state. We close this theory section by commenting on possible relaxation mechanisms and introduce suitable metrics for (1 + 1)-FDM to quantify if an equilibrated system state is reached.

A. Fuzzy Dark Matter in (3 + 1) Dimensions

1. Governing Equations

For the sake of simplicity, envision a universe with negligible contribution of baryonic matter and radiation towards the cosmic energy budget. Furthermore, let dark energy be given by means of a time independent energy density $\rho_{\Lambda} c^2$. Under these assumptions only dark matter dynamics plays a nontrivial role.

Starting from a massive, minimally coupled, scalar field, one derives, e.g. 33, the (3 + 1)-Schrödinger-Poisson (SP) equation as governing equation of (3 + 1)-FDM applicable in the nonrelativistic limit $c \to \infty$:

$$i\hbar \partial_t \Psi = \left[ -\frac{\hbar^2}{2ma^2} \Delta + m\Phi \right] \Psi, \quad x \in \Omega, \quad (1)$$

$$\Delta \Phi = \frac{4\pi G}{a} (|\Psi|^2 - \rho_m),$$

with $\Omega = \Omega_1 \times \Omega_2 \times \Omega_3 \subset \mathbb{R}^3$ and $\Omega_1 = [0, L_1)$. Here, $\Psi$ denotes the nonrelativistic FDM field coupled to its own gravitational potential $\Phi$. Fields are evaluated at comoving position $x = (x_1, x_2, x_3)^T$ and cosmic time $t$. Densities are measured with respect to a comoving volume, so that $\rho_m$ coincides with the present day total matter density. $m$ denotes the FDM particle mass. In accordance with our initial assumptions on the composition of the cosmic energy budget, the scale factor $a(t)$ obeys the flat
space, radiation free Friedmann equation:
\[
\left( \frac{\dot{a}}{a} \right)^2 = \frac{8\pi G}{3} \left( \rho_m a^{-3} + \rho_A \right).
\]

\( G \) is Newton’s constant.

Analyzing the asymptotic behavior of the energy momentum tensor associated with \( \Psi \) suggests the identification:
\[
|\Psi(x, t)|^2 \overset{!}{=} \rho_m(x, t) \equiv \rho_m + \delta \rho(x, t), \quad (2)
\]
i.e. the scalar field encapsulated both the time-independent background density \( \rho_m \) and deviations from it, \( \delta \rho(x, t) \). Since density deviations vanish upon averaging over \( \Omega \), Eq. (2) translates directly into a normalization condition on \( \Psi \):
\[
\rho_m = \frac{1}{L_1 L_2 L_3} \int_{\Omega} d^3x |\Psi(x, t)|^2 = \text{const}. \quad (3)
\]

We emphasize Eq. (3) is a physically relevant constraint as Eq. (1) is nonlinear. Therefore changing the normalization of \( \Psi \) will lead to a different time evolution.

Eq. (1) still requires suitable boundary conditions on the natural choice for modeling an infinite system is to impose the following periodic boundary conditions:
\[
\begin{align*}
\partial_{x_i} \Psi(0, x_j) &= \partial_{x_i} \Psi(L_i, x_j), \quad m \in \{0, 1\}, \\
\partial_{x_i} \Phi(0, x_j) &= \partial_{x_i} \Phi(L_i, x_j), \quad i \in \{1, 2, 3\}, \\
\partial_{x_i} \Phi(L_i, x_j) &= \partial_{x_i} \Phi(0, x_j), \quad j \in \{1, 2, 3\} \setminus \{i\}.
\end{align*} \quad (4)
\]

2. Interpretations of \((3 + 1)\)-Schrödinger-Poisson

It is instructive to shed some light onto the physical character of the non-relativistic scalar \( \Psi \). Although Eq. (1) has the mathematical structure of Schrödinger’s equation, there is a priori nothing quantum mechanical about the problem. Hence, the least arcane way to interpret Eq. (1) is in a literal sense, i.e. as the Euler-Lagrange equation of a classical Lagrangian and \( \bar{h} \) as a constant with dimensions of an action but with a numerical value not constrained to Planck’s constant.

That said, there is significant value in finding (formal) correspondences between \((3 + 1)\)-SP and other, potentially non-cosmological, theories as it enlarges the number of available tools with which FDM can be analyzed.

a. Cosmic Bose-Einstein Condensate In fact, Eq. (1) can also be identified with the evolution equation of a self-gravitating Bose-Einstein condensate with negligible local self-interaction and \( \Psi \) as the condensate wave function. The authors of [34] substantiates this claim by comparing the critical temperature of an ultralight boson gas undergoing pair production with the cosmic microwave background temperature.

A quantum mechanical derivation for Eq. (1) could then depart from a second quantized many-body Hamiltonian which is subsequently reduced to an effective Hamiltonian for the order parameter, i.e. the condensate wave function \( \Psi \), [4]. The result would be again Eq. (1) with \( \bar{h} \) as Planck’s constant.

We return to this quantum mechanical interpretation in Sec. III when the time integration is formulated as approximation to time evolution operator or in Sec. IIIC1 when the quantum virial theorem is used to analyze the long term FDM dynamics.

b. Smoothed CDM Dynamics On the other hand, if we accept Eq. (1) as an abstract evolutionary problem and forget momentarily about its interpretation as alternative dark matter model, the dynamics of \( \Psi \) can be associated with a smoothed version of the Vlasov-Poisson equation (VP) — the phase space description of CDM, [22 24].

More precisely, if \( f_V(x, p) \) denotes the solution to VP and \( f_{W}(x, p) \) the Wigner phase space distribution, constructed from \( \Psi \) via:
\[
f_{W}(x, p) = \int d^3x' \Psi' \left( x - \frac{x'}{2} \right) \Psi^* \left( x + \frac{x'}{2} \right) e^{ipx'},
\]
then the evolution of the smoothed, or convolved, distributions,
\[
f_{W/V}(x, p) = \exp \left( -\frac{x^2}{2\sigma_x^2} - \frac{2\sigma_x^2}{\bar{h}^2} p^2 \right) \cdot f_{V/W}, \quad (5)
\]
obeys, [23]:
\[
\partial_t (f_{W} - f_{V}) = \frac{\bar{h}^2}{24} \partial_{x_j} \partial_{x_j} \nabla_x^2 \partial_p \partial_p \nabla_p \hat{f}_{W} + O(h^4, \bar{h}^2 \sigma_x^2).
\]

Here, \( \bar{h} \) is not Planck’s constant and \( \bar{h}/m \) acts as a model parameter that sets the maximum phase space resolution. Then, \( \sigma_x \) is an artificial smoothing scale in comoving position space.

In that sense, Eq. (1) can be understood as an alternative sampling of the CDM distribution compared to the \( N \)-body approach: Instead of following the evolution of \( N \) test particles sampling \( f_V \), we coarse grain the phase space distribution directly and use \( \Psi \) as a dynamical proxy for its evolution. See Sec. IIIC2 for an application of this interpretation.

3. Dynamics in the Linear Regime

The behavior of FDM in the linear growth regime is well-established in the literature, see e.g. [25 28]. We are therefore brief and only focus on aspects relevant for our interpretation of the numerical simulations later on in Sec. IV A.

In short, Madelung’s ansatz, [38], of decomposing the wave function into \( \Psi(x, t) = \sqrt{\rho(x, t)} \exp \left( i \frac{\phi(x, t)}{\hbar} \right) \), turns Eq. (1) into the Euler-Poisson (EP) equation in-
cluding an additional (quantum) pressure term:

\[ \partial_t \rho + \frac{1}{a} \nabla \cdot (\rho \mathbf{v}) = 0 , \]  

(6a)

\[ \Delta \Phi = \frac{4\pi G}{a} (\rho - \rho_m) , \]  

(6b)

\[ \partial_t \mathbf{v} + \frac{1}{a} (\mathbf{v} \cdot \nabla) \mathbf{v} + H \mathbf{v} = - \frac{1}{a} \nabla \Phi + \frac{\hbar^2}{2ma^2} \nabla \left( \frac{\Delta \sqrt{\rho}}{\sqrt{\rho}} \right) , \]  

(6c)

Note that in order to pass from SP to EP we assumed \( \psi \neq 0 \) and identified the phase function \( S(x, t) \) as potential of the peculiar velocity \( \mathbf{v} \):

\[ \mathbf{v} \equiv \frac{1}{ma} \nabla S = \frac{\hbar}{ma|\Psi|^2} \text{Im} (\Psi^* \nabla \Psi) . \]  

(7)

Adding this condition to EP makes all solutions to Eq. (6a)-(6c) irrotational, i.e., \( \nabla \times \mathbf{v} = 0 \), by construction. It is worth pointing out that SP and EP, if considered in isolation, support solutions with non-vanishing circulation. This physical constraint is missing a distinctive property of vortices governed by SP is their quantized circulation. This physical constraint is missing in the classical, hydrodynamical equations and needs to be added by hand to EP in order to establish a formal SP–EP equivalence, see Ref. [40].

Linearizing Eq. (6a)-(6c) up to first order in \( \mathbf{v} \) and \( \rho(x, t) = \rho_m (1 + \delta(x, t)) \) yields a damped oscillator equation for the density contrast \( \delta \) in the reciprocal domain:

\[ 0 = \partial^2 \delta + 2H(t) \partial_t \delta - \frac{4\pi G \rho_m}{a^3} \left[ 1 - \left( \frac{k}{k_J(a)} \right)^4 \right] \delta \]  

with \( k_J(a) = \left( \frac{16\pi G \rho_m m^2 a}{\hbar^2} \right)^{1/4} \),

(8)

and \( \delta = \delta(k, t) \). As for CDM, no mode coupling occurs and all perturbations evolve independently under FDM evolution. However, in contrast to CDM, large and small scale modes behave differently. Most notably, Eq. (9) defines a time-dependent critical length scale, \( \lambda_J(a) = 2\pi/k_J(a) \), — the Jeans scale— below which the quantum pressure counteracts gravity so that density perturbations do not collapse under their self-gravity.

The linear Jeans scale can also be understood as a consequence of Heisenberg’s uncertainty principle, [12], \( m\sigma_x \sigma_v \simeq \hbar \). In hydrodynamic terms \( \sigma_v \) may be interpreted as a velocity dispersion and a simple way to estimate it in the linear regime is to follow a particle trapped inside a gravitational well of a matter distribution with density \( \rho_m \):

\[ \sigma_v \approx \frac{r}{t_{\text{dyn}}} \approx ax \sqrt{G \rho_m a^{-3}} , \]  

with \( t_{\text{dyn}} \) as dynamical time scale estimate. Thus:

\[ \sigma_x \approx \frac{\hbar}{m x \sqrt{G \rho_m a}} . \]

Setting \( x = \sigma_x \) yields Eq. (9) up to a numerical constant of \( \mathcal{O}(1) \).

The interpretation then is that the source of the quantum pressure is Heisenberg’s uncertainty principle which induces an increasing velocity dispersion in the FDM condensate once particles are confined to a space region that is comparable to \( \sigma_x \).

Although, the Jeans length of Eq. (9) is a purely linear concept, the uncertainty principle is not. One should therefore expect a distinct signature in the matter power spectrum, even deeply in the nonlinear regime. We return to this in Sec. [IV A 3].

Once a perturbation mode \( \delta(k, t) \) leaves the linear regime, Eq. (8) is not applicable anymore. One then expects mode coupling to take place and thus a redistribution of power across all scales that participate in the nonlinear evolution. The implications of this effect will be analyzed in Sec. [IV A 4].

B. Fuzzy Dark Matter in \((1 + 1)\) Dimensions

Let us now turn the attention to one dimensional approximations to \((3 + 1)\)-SP and how such models may be deduced from Eq. (1). A convenient starting point for the dimension reduction procedure is to subsume Eq. (9)-(10) into a one dimensionless, nonlinear Schrödinger equation (NLSE). This simplifies the discussion and is achieved by (i) absorbing the solution of Poisson’s equation by means of a convolution integral and (ii) adopting dimensionless quantities. One arrives at:

\[ i\hbar \partial_t \Psi = \left[ -\frac{1}{2} \Delta + a(t) \left( G_{\Delta 3}^{\text{ppp}} * |\Psi|^2 \right) \right] \Psi , \quad x \in \Omega , \]  

(10)

where we defined:

\[ x' \equiv \left( \frac{m}{\hbar} \right)^{1/2} \left[ \left( \frac{3}{2} H_0^2 \Omega_m \right) \right]^{\frac{1}{4}} x , \quad dt' \equiv \frac{1}{a^2} \left[ \left( \frac{3}{2} H_0^2 \Omega_m \right) \right]^{-\frac{1}{4}} dt . \]

\[ \Psi(x', t') \equiv \Psi(x', t') \sqrt{\rho_m} \quad V(x', t') \equiv a \frac{m}{\hbar} \left( \frac{3}{2} H_0^2 \Omega_m \right)^{-\frac{1}{4}} \Phi \]

and dropped all primes subsequently. The nonlinear potential is then given by:

\[ G_{\Delta 3}^{\text{ppp}} * |\Psi|^2 = \int_{\Omega} \text{d}^3x' G_{\Delta 3}^{\text{ppp}}(x - x') |\Psi(x')|^2 , \]

and \( G_{\Delta 3}^{\text{ppp}} \) denotes the Green’s function of the \( d = 3 \) Poisson equation augmented with periodic boundary conditions in all three dimensions. Eq. (10) takes the form of a non-autonomous, i.e. explicitly time-dependent, NLSE with a long range (i.e. non-local) interaction kernel.

We stress \( G_{\Delta 3}^{\text{ppp}}(x, x') \) is not the canonical 1/r-potential as it lacks the required periodicity and only applies under free space boundary conditions, \( \lim_{|x| \to \infty} |x|/V(x) = -\frac{1}{4\pi} \), see [41]. Instead, we have:

\[ G_{\Delta 3}^{\text{ppp}}(x, x') = \frac{1}{L_1 L_2 L_3} \sum_{|n| > 0} -\frac{1}{k^n} e^{ik(x-x')} , \]  

(11)
with \( n \in \mathbb{Z}^3 \), \( k \in \mathbb{R}^3 \) and \( k_i = \frac{2\pi}{L_i} n_i \).

\[
G^{\text{app}}_{\Delta_3}(x, x') \xrightarrow{L_{1,2} \to \infty} G^{\text{dp}}_{\Delta_3}(x, x') = \frac{1}{2\pi L_3} \log |x_\perp - x'_\perp| - \frac{1}{\pi L_3} \sum_{m=1}^{\infty} \cos (k_m(x_3 - x'_3)) K_0\left(\frac{k_m |x_\perp - x'_\perp|}{\epsilon}\right), \tag{12}
\]

with \( K_0(x) \) denoting the 0\textsuperscript{th}-modified Bessel function of the second kind and \( x_\perp = (x_1, x_2)^T \). We return to this mixed boundary condition Green’s function in Sec. 11B21. Finally, take \( L_3 \to \infty \) so that the Riemann sum in Eq. (12) approaches an analytically solvable integral, 42:

\[
G^{\text{dp}}_{\Delta_3}(x, x') \xrightarrow{L_3 \to \infty} G^{\text{eff}}_{\Delta_3}(x, x') = -\frac{1}{4\pi|x - x'|},
\]

yielding the expected result.

The naive way of carrying out the dimension reduction of Eq. (10) is to simply drop all partial derivatives in \( x_1, x_2 \)-direction. This appears to be the common approach in low-dimensional studies on FDM 22, 24, 34, 44–46 and turns out to be true assuming we demand a uniform matter distribution along the neglected dimensions. The approach is equally applicable for \( d = 1, 2 \) and leads to the \((d + 1)\)-SP equation.

Maintaining Poisson’s equation as field equation has implications on how gravity acts in lower dimensions since the periodic Green’s function in Eq. (11) depends on the dimensionality of the Laplace operator. We stress even if the aforementioned violation of the periodic boundary conditions would not exist for the Newtonian potential, it would still be impossible to simply enforce a 1/r-interaction kernel in one dimension. Its singularity at the origin remains too strong and consequently yields an ill-defined convolution kernel. Hence, we ask whether a reduction exists that approximately preserves the three dimensional interaction with only one spatial degree of freedom. This is realized by strongly confining matter orthogonal to the dimension in which the evolution is observed.

1. General Reduction Procedure

We adapt the discussion under free-space conditions outlined in 47 to the periodic situation at hand. To this end, the NLSE in Eq. (11) is augmented by an artificial, external potential \( V_{\text{ext}}(x_\perp; \epsilon) = \frac{1}{\epsilon^2} V_{\text{ext}}(\frac{x_\perp}{\epsilon}) \) in the orthogonal \( x_\perp \)-plane that is controlled by a confinement parameter \( \epsilon \). The extended Hamiltonian \( \hat{H} = H_{x_3} + H_1^\perp \)

The Newtonian 1/r-potential may be recovered as free-space limit in two stages. By first taking \( L_{1,2} \to \infty \) 42 recasts Eq. (11) into:

\[
H_{x_3} = -\frac{1}{2} \partial^2_{x_3} + a(t) \left( G^{\text{dp}}_{\Delta_3} + |\Psi|^2 \right),
\]

\[
H_1^\perp = \frac{1}{\epsilon^2} \left[ -\frac{1}{2} \nabla_\perp^2 + V_{\text{ext}}(x_\perp) \right] = \frac{1}{\epsilon^2} H_1^\perp,
\]

with \( x_\perp = x_\perp/\epsilon \). Notice how we keep the boundary conditions of the interaction kernel \( G^{\text{app}}_{\Delta_3} \) deliberately unspecified in the \( x_\perp \)-plane. These will be set in accordance with the external potential, i.e. if \( V_{\text{ext}}(x_\perp) \) is periodic on \( \Omega_1 \times \Omega_2 \), the long range interaction is \( G^{\text{app}}_{\Delta_3} \), as in Eq. (11).

If, however, the external potential assumes free-space conditions, the reduction departs from the mixed condition Green’s function \( G^{\text{dp}}_{\Delta_3} \) in Eq. (12).

Next, find the eigensystem \( \{ \chi_k, \lambda_k \} \) to the linear eigenvalue problem \( H_1^\perp \chi_k(x_\perp) = \lambda_k \chi_k(x_\perp) \) and enforce a factorization of the full fledged wave function \( \Psi(x, t) \) according to \( \Psi(x_\perp, t) = \psi(x_\perp, t) \chi_k(x_\perp) e^{-i \lambda_k t} \). Insert this ansatz into the NLSE with the extended Hamiltonian, multiply by \( (\chi_k)^* \) and integrate over the \( x_\perp \)-plane. The result is a one dimensional NLSE for \( \psi(x_3, t) \):

\[
\frac{2\partial_t}{\partial t} \hat{H}_\psi = \left[ -\frac{1}{2} \partial^2_{x_3} + a(t) \left( U^p * |\psi|^2 \right) \right] \psi \quad x_3 \in \Omega_3, \tag{13}
\]

alongside a one dimensional, long range interaction, \( U^p \):

\[
U^p(x_3, x'_3) = \frac{1}{\|\chi_k\|^2} \int_{\Omega_1 \times \Omega_2} d^2x_\perp |\chi_k(x_\perp)|^2 |\chi_k(x'_\perp)|^2 \times G^{\text{dp}}_{\Delta_3}(x_\perp, x_3, x'_\perp, x'_3) \tag{14}
\]

Since the spectrum of Eq. (11) is spherical symmetric around \( k = 0 \) it is clear that, irrespective of the confining potential in the transversal plane, the one dimensional interaction kernel remains even and depends only on the relative distance: \( U^p(x_3, x'_3) = U^p(|x_3 - x'_3|) \).

2. Uniform vs. Confined Transversal Density

Let us restrict the discussion to two distinct external potentials that either induce a complete delocalization of matter in the orthogonal plane or constrain all matter around the \( x_3 \)-direction. In what follows, both of these models will be coined \((1 + 1)\)-FDM collectively. If a distinction has to be made, a more precise denotation will be used.
a. Uniform Matter
Set $V_{\text{ext}} = 0$. The corresponding eigenstates are plane waves and matter is therefore assumed to be organized in homogeneous matter sheets parallel to the $x_3$-plane. Moreover, the external potential is trivially $L_3$-periodic so that $G_{\Omega}^{p_{\perp}} = G_{\Delta_3}^{pp}$. Eq. (14) then evaluates to,

$$G_{\Delta_3}^{p}(x_3, x_3') = \frac{1}{2}|x_3 - x_3'| - \frac{1}{2} \left[ \frac{(x_3 - x_3')^2}{L_3} + \frac{L_3}{6} \right] , \quad (15)$$
i.e. the Green’s function of the d=1 Poisson equation under periodic boundary conditions.

Eq. (15) together with the interaction of Eq. (16) is denoted (1+1)-SP.

b. Confined Matter
We enforce an integrable harmonic confining potential $V_{\text{ext}}(x_\perp) = \frac{1}{2} x_\perp^2$ and consider only the ground state $\chi_0(x_\perp) \propto \exp(-x_\perp^2/2)$ for the dynamics in the orthogonal plane. Our choice is motivated by cigar-shaped confinements often used for trapping Bose-Einstein condensates, see e.g. [3, 48–52]. Neither the external potential nor its ground state are periodic. Hence, we set $G_{\Delta_3}^{p} = G_{\Delta_3}^{pp}$ in eq. (14) and find:

$$U^{p}_{\text{conf}}(x_3, x_3') = -\frac{1}{4\pi L_3} \sum_{m} U \left( 1, 1, \frac{1}{2} k_m^2, 0 \right) e^{ik_m(x_3 - x_3')}, \quad (16)$$

with $m \in \mathbb{Z} \setminus 0$ and $U(a, b, x)$ denoting the confluent hypergeometric function of the second kind, $\mathbf{53}$.

Consider Fig. 1 for a graphical comparison of the long range interaction induced by a test particle at $x'_3 = 0$ with and without confinement. All potentials are shown for a periodic box of $L_3 = 100$. Apart from the required finiteness of both kernels at the origin, the behavior of $U^{p}_{\text{conf}}$ and $G_{\Delta_3}^{p}$ is quite disparate in the far-field region. A key difference lies in the effective interaction range $R$ which may be defined as:

$$\partial_{\epsilon} U^p(R) \equiv \max |\partial_{\epsilon} U^p| \quad \text{with} \quad 0 < \epsilon \ll 1 . \quad (17)$$

While the gravitational potential under confinement is rather localized with $R \sim \epsilon$ and quickly approaches the desired Newtonian potential (black, dashed line) at large distances $|x_3 - x'_3|$, the effective interaction range for $G_{\Delta_3}^{p}$ evaluates to $R = \frac{1}{\epsilon} (1 - \delta) L_3$ and is therefore comparable to the box size. As discussed in Sec. [IV.B.3], this has implications on which asymptotic states are accessible in the (1+1)-SP case.

3. Symmetries and Conserved Quantities

Naturally, one is interested in conserved quantities of Eq. (13) for even kernels but irrespective of its exact form. By analyzing the action:

$$S = \int dt \int_{\Omega_3} dx_3 (i\dot{\psi}^* \partial_t \psi - \mathcal{H}[\psi, \psi^*, \partial_{x_3} \psi, \partial_{x_3} \psi^*, t]) , \quad (18)$$

FIG. 1. (Color online) Comparison of the one dimensional, long range interactions of Sec. [IV.B.2a] and Sec. [IV.B.2b] induced by a source particle located at $x_3 = 0$ in a periodic box of $L_3 = 100$. The negative x-space illustrates the situation for a uniform matter distribution in the transversal plane with $G_{\Delta_3}^{p}$, Eq. (15), as gravitational potential (blue line). The positive x-space depicts the gravitational potential $U^{p}_{\text{conf}}$, Eq. (16), obtained under harmonic confinement for various confinement strengths $\epsilon$ (red lines). While both $G_{\Delta_3}^{p}$ and $U^{p}_{\text{conf}}$ are finite at the origin only $U_{\text{conf}}^{p}$ approaches the Newtonian gravitational potential (black, dashed line) in the far field. Note the different limits of the negative and positive $x_3$-axis: The negative half space covers the interval $[-L_3/2, 0]$, the positive half space is truncated at $x_3 = 0.15$ to make the asymptotic behavior of $U^{p}_{\text{conf}}$ better observable.

with the Hamiltonian density:

$$\mathcal{H} = \frac{1}{2} (|\partial_{x_3} \psi|^2 + a(t)(U^{p} * |\psi|^2)|\psi|^2)$$

generating Eq. (13) upon variation, it is straightforward to show that such a system obeys mass and momentum conservation. Moreover, Eq. (13) is invariant under galilean boosts of the form:

$$\psi(x, t) \rightarrow e^{i(vx_3 - \frac{1}{2}vx^2)t}\psi(x_3 - vt, t) . \quad (19)$$

If we consider a static space-time, i.e. $a(t) = \text{const.}$, Eq. (18) is also time translation invariant and the total energy,

$$E[\psi] = \int_{\Omega_3} dx_3 \mathcal{H}[\psi, \psi^*, \partial_{x_3} \psi, \partial_{x_3} \psi^*, t] = \langle T \rangle + \frac{\alpha}{2} \langle V \rangle , \quad (20)$$

is conserved as well. This is of course not true once space-time is allowed to expand.

A symmetry unique to (1+1)-SP is the following scaling transformation: If $\tilde{\psi}(x_3, t)$ solves Eq. (13) with $U^p = G_{\Delta_3}^{p}$, then so does:

$$\tilde{\psi}(x_3, t) = \lambda^2 \psi(\lambda x_3, \lambda^2 t) , \quad (21)$$

Equivalent scaling symmetries exist for $d = 2, 3$ spatial dimensions $[28]$.
4. Properties of the (1 + 1)-FDM Ground State

We already alluded in our introductory remarks to the importance of stationary states of (3 + 1)-SP, especially the role of its stable ground state that acts as dynamical attractor and realizes a flat-density core inside relaxed dark matter structures. Let us extend this discussion to the previously derived one dimensional FDM models by analyzing properties of the ground state to Eq. (13) that influence the asymptotic (1 + 1)-FDM dynamics.

For practical purposes, ground states of mass \( N[\psi] = \int dx_3 |\psi|^2 = M \) may be prepared by choosing an interaction kernel and minimizing the grand canonical energy \( E_{\text{grand}}[\psi] = E[\psi] + \mu(\tau)N[\psi] \) by means of a gradient descent with \( \mu(\tau) \) as chemical potential at descent parameter \( \tau \). The reader is referred to [51, 52] for numerical details and [53] for a rigorous analysis on the existence and uniqueness of a minimizer to Eq. (20) for (1+1)-SP under free-space conditions. We note in passing that the chosen numerical implementation of the gradient descent makes the energy minimization approach equivalent to the well-known imaginary time propagation method [52, 57].

An exemplary gradient descent under transversal, harmonic confinement is depicted in Fig. 2. As time progresses the initial gaussian distribution focuses more and more in position space until the descent converges to a spatially localized structure at \( \tau = 1 \).

Irrespective whether \( U^p = U_{\text{conf}}^p \) or \( U^p = \delta_{\alpha}^p \), the (1 + 1)-FDM ground state shows the following properties:

\( \text{a. Solitary Wave} \) It is easy to see that the equation governing the gradient descent, namely \( \partial_\tau \psi = -\frac{1}{2} \partial_x^2 E_{\text{grand}} \), reduces to a stationary form of Eq. (13),

\[
\mu(\tau^*)\psi_{\text{GS}} = \left[ -\frac{1}{2} \partial_x^2 + a(U^p * |\psi_{\text{GS}}|^2) \right] \psi_{\text{GS}}, \tag{22}
\]

once the energetic minimum at \( \tau = \tau^* \) is reached.

Therefore, the ground state may be written in its canonical, linear quantum mechanics form, \( \psi_{\text{GS}}(x_3, t) = \psi_{\text{GS}}(x_3)e^{-i\Gamma_0(t)} \), and we conclude \( \psi_{\text{GS}} \) is a solitonic wave, i.e. a localized solution to a nonlinear equation with time independent envelope \( |\psi|^2 \). Obviously, its persistent form is also preserved for uniformly travelling configurations obtained via Eq. (19).

Two remarks are in order: Firstly, the above discussion derives \( \psi_{\text{GS}} \) by minimizing the total energy functional. An alternative approach, e.g. [27], is to interpret the nonlinear eigenvalue problem of Eq. (22) as boundary value problem and solve it via a shooting method. Secondly, recall the scaling symmetry of Eq. (21) unique to \((d + 1)\)-SP. Applying it to a single ground state gives access to an entire family of ground states parameterized by their total mass \( M \). Thus, for \((1 + 1)\)-SP, it is sufficient to conduct the energy minimization only once for an arbitrary reference mass \( M_{\text{ref}} \). All other energy minimizers then follow from rescaling with Eq. (21). Lacking an equivalent symmetry, this is of course not true for the confinement model.

\( \text{b. Inelastic Collisions} \) So far, we demonstrated the solitary character of the (1+1)-FDM ground state. Naturally, we are interested whether \( \psi_{\text{GS}} \) can also be identified as a solitonic solution.

Strictly speaking, the concept of a soliton calls for a rigorous mathematical definition. To keep technical details to a minimum, we instead follow [58] and characterize a soliton as a solitary wave that is invariant under interactions with other solitons. Put differently, despite the nonlinear evolution, solitons obey a superposition principle and neither mass nor energy should be exchanged during the interaction.

Figure 3 investigates the behavior of an asymmetric configuration of two confined ground states with initial masses \( M_1 = 50 \) and \( M_2 = 100 \) and \( \epsilon = 10^{-2} \), boosted onto a collision course with:

\[
\psi_0(x_3) = \psi_{\text{GS},1}(x_3 + x_0) e^{i\alpha x_3} + \psi_{\text{GS},2}(x_3 - x_0) e^{-i\alpha x_3}. \tag{23}
\]

Figure 3A) depicts the matter density in a pre-collision time window, an instance during the ground
state interaction \(t \approx 17.4\) as well as a post-collision time window around \(t = 32\). It is evident that the superposition principle is not satisfied. After the interaction took place both ground states propagate in a quasi-solitary fashion in which linear dispersive and nonlinear focusing effects are not exactly balanced anymore. Instead one finds a periodic expansion and re-contraction of the matter distribution once the dispersion or non-local, nonlinearity dominates. Similar oscillatory behavior was found for the \((3 + 1)\)-SP ground state, \(27\), once the density is perturbed. Nevertheless, on average the post-interaction configuration is still comprised of two solitary, or stationary, states.

To investigate whether these post-interaction, solitary waves are different from their initial composition, we analyze the deviation in mass (Fig. 3(B)) and total energy (Fig. 3(C)) from their initial values. For instance, the mass difference for the \(M_1\)-ground is inferred as:

\[
\Delta M(t) = \int dx_3 |\psi(x_3, t)|^2 - M_1 ,
\]

with \(t_{\text{coll}}\) as collision time naively inferred from the uniform velocity \(v\) at \(t = 0\).

One finds, a symmetric mass and energy gap after the interaction: Both mass and energy were transferred from
the low to high mass solitary wave. Clearly, such a matter and energy transfer should not exist if the confined ground state were a true soliton. We note although the reported energy and mass differences are small they are robust under variation of $\Delta t$, see Sec. IV B 3 for more information. Qualitatively similar results were found for $(1+1)$-SP. Therefore, $(1+1)$-FDM ground states — at least the ones considered here — are not solitons in the strict sense of the word, but interact inelastically by exchanging mass and energy during encounters, typically reshuffling them from the low-mass to the high-mass solitary wave.

Of particular interest is the case of multiple successive interactions which, thanks to the periodicity of the box, is easily observed by increasing the integration time. The reader is referred to Sec. IV B 2 for more details.

c. Mass-Size Relation As we will see, understanding the discrepancies between the attained asymptotic states of $(1+1)$-SP and the confinement model, Sec. IV B 3 hinges on the ratio $R(L_3)/\sigma(M)$, i.e. the interaction range $R$ given a periodic box of size $L_3$ compared to the spatial extent $\sigma$ of a mass $M$ ground state.

Deriving $\sigma(M)$ is particularly simple in case of the unconfined FDM model as Madelung’s ansatz relates $(1+1)$-SP to a one dimensional version of the hydrodynamic description of Eq. (27)-(6c). In the ground state’s rest frame these reduce to the condition of hydrostatic equilibrium. Dimensional analysis then yields $\sigma \propto M^{-\frac{1}{4}}$.

The situation is more involved under harmonic confinement due to the missing PDE for the gravitational potential. Thus, the spatial extent is deduced numerically by defining:

$$0.99M = \int_{-\sigma}^{\sigma} dx_3 |\psi_{\text{GS}}|^2,$$

and extracting $\sigma$ for various, spatially centered ground states of mass $M$. Figure 4 depicts the result for a static space-time with $a = 1$ for both $(1+1)$-FDM models. While $(1+1)$-SP shows satisfactory agreement with the dimensional analysis, $\sigma(M) = 2.8 \cdot M^{-0.34}$, a strongly confined matter density at $\epsilon = 10^{-2}$ results in a narrower ground state distribution at equal mass $M$. In this case $\sigma(M) = 4.9 \cdot M^{-0.72}$.

C. Relaxation Mechanisms and Equilibrium Properties

It is a priori not clear what dynamical mechanisms drive $(1+1)$-FDM into its asymptotic equilibrium configuration let alone whether both reduction models obey the same relaxation processes — recall the discrepancies in the interactions of $(1+1)$-SP and the confinement scenario.

Given the approximative CDM interpretation of FDM in Sec. IV A 25 classical, non-collisional relaxation mechanism may be a viable option, in particular a combination of phase mixing and violent relaxation, see 52 [60].

These processes induce a filamentation of the phase space dynamics alongside a redistribution of energy inside the self-gravitating structure due to its fluctuating gravitational potential.

On the other hand, $(3+1)$-FDM-typical mechanisms like gravitational cooling, 30, may be recovered even in one dimension, allowing collapsing matter structures to relax into an equilibrated state by radiating away excess energy in form of small scale matter waves.

Which relaxation channels are realized is discussed in Sec. IV B 2. Here, we ask what properties the equilibrated system configuration should have and how they may be measured such that the progress on the overall system evolution can be quantified.

1. Virial Equilibrium

Application of Ehrenfest’s Theorem for the virial operator $G = \hat{p}\hat{x}$ gives rise to a quantum analogue of the scalar virial theorem. For bounded dynamics, i.e. $\langle \hat{G} \rangle(t) < \infty$, and periodic boundary conditions it reads:

$$0 = 2\langle \hat{T} \rangle_{\infty} - \langle a(x_3 \partial_{x_3} V) \rangle_{\infty} + \frac{L}{2} \langle (\psi^*(0,t) \partial_{x_3}^2 \psi(0,t) - |\partial_{x_3} \psi(0,t)|^2) \rangle_{\infty}$$

with $\langle A \rangle_{\infty} = \lim_{t \to \infty} \int_0^t dt' A(t')$. Relaxation into virial equilibrium, i.e. the regime where Eq. (26) is (approximately) satisfied, is then to be understood as a consequence of the evolution under Schrödinger’s equation. That said, any finite quantum system would virialize in the limit $t \to \infty$.
A couple of remarks are in order. Firstly, note Eq. (26) only holds in the limit \( t \to \infty \). A notable exception are stationary states, like the \((1+1)\)-FDM ground states of Sec. [11.3] which obey Eq. (26) without time averaging cf. [61]. If in addition fluctuations are present, we may assess virialization of the total system by assuming Eq. (26) were approximately achieved after a finite thermalization time.

Secondly, we draw special attention to the boundary term,

\[
B(t) = \psi^*(0,t) \partial_{x_3}^2 \psi(0,t) - |\partial_{x_3} \psi(0,t)|^2 ,
\]

in Eq. (26). It emerges from the necessity to extend the domain of the Hamiltonian onto states like \( x \psi \) which are not periodic but appear once Ehrenfest’s theorem is applied to \( G \), see [62]. Obviously, the boundary term is negligible, if \( \psi \) decays rapidly towards the box boundaries, like in Fig. 24 or when artificial absorbing potentials are used to limit the physically relevant domain size, see e.g. [17, 29].

2. Maximum Entropy

From a statistical physics viewpoint, one generally expects the system to maximize its entropy. In fact, the idea of entropy maximization is close to the original approach of [50], showing that mixing processes under Vlasov-Poisson imply a quasi-stationary phase-space distribution that maximizes the system’s entropy on a macroscopic, i.e. coarse-grained level.

To adopt this idea for FDM, we use Husimi’s distribution, i.e. \( \hat{f}_W \) in Eq. (5) and define a FDM entropy functional resembling Boltzmann’s entropy, [63]:

\[
S[\hat{f}_W] = -\frac{1}{2\pi} \int dx_3 dk_3 \hat{f}_W \log \hat{f}_W .
\]

(28)

Thus, an equilibrated, thermalized system state is reached, once \( \Delta S = S(t) - S(0) \) saturates. We note this approach was also proposed by [24].

III. NUMERICAL METHOD

We briefly explain a simple, yet accurate spatial discretization of Eq. (13) and sketch an approximation to its time evolution operator. The main properties of the presented method are summarized. For more information, especially on the method’s behavior under expanding space-time conditions, the reader is referred to Appendix [A]. Additional information on general NLSE numerics can be found in [64]. A recent survey of existing numerical techniques on our subject is given by [65].

A. Spatial Discretization

Since Eq. (13) is defined on a periodic domain and involves only second derivatives in space, expansion of \( \psi \) in a truncated momentum eigenstate basis is a natural way to discretize Eq. (13) in momentum space and diagonalize the kinetic part of the Hamiltonian. Discreteness in real space is then achieved by evaluating the momentum eigenstate basis \( \psi \equiv \psi(x_j, t) \), which obey Eq. (29), with uniform spacing \( \Delta x = L/N \). This translates Eq. (13) into the finite dimensional, ordinary differential equation:

\[
\frac{i\partial \psi(t)}{\partial t} = \left[ F^{\dagger} \frac{k_3 k_3^T}{2} F + a(t) V(\psi(t)^2) \right] \psi(t),
\]

(29)

with \( \psi_j = \psi(x_j, t) \), \( (k_3)_n = \frac{2\pi}{L} n \) and \( F \) denoting the change of basis matrix from the real space to the momentum basis. In practice the action of \( F \) and its inverse \( F^{\dagger} \) on \( \psi \) are implemented as discrete fast Fourier transform.

The nonlinear, non-local potential is absorbed into the diagonal matrix \( V(\psi^2) \) and follows directly from the convolution theorem,

\[
\text{Diag} \left[ V(\psi^2) \right] = F^{\dagger} \hat{U} \pi F \psi(t)^2 ,
\]

with the, in momentum space diagonal, kernel coefficient matrix \( \hat{U} \pi \):

\[
\text{Diag} \left[ \hat{U} \pi \right] = \begin{cases} 0 & n = 0 \\ \frac{-i(k_3)_n^2}{4\pi} & n \neq 0 \quad (1+1) \text{ SP} \\ \frac{-i}{4\pi} U(1, 1, \frac{1}{2}(k_3)_n^2) & n \neq 0 \quad \text{ confined} \end{cases}.
\]

B. Time Evolution Operator

Starting from Eq. (29) it remains to find an approximation to the time evolution operator \( \psi(t + t_0) = \hat{U}_{K+V}(t_0, t_0 + \Delta t) \psi(t_0) \). For this, the idea of operator splitting is employed — a common choice for integrating NLSEs. Thus, we first find (approximate) evolution operators for the kinetic, \( \hat{H}_K \), and potential Hamiltonian, \( \hat{H}_V \), individually and combine them into an approximation for \( \hat{U}_{K+V} \) afterwards.

The solution to the kinetic problem is trivial and reads:

\[
\hat{U}_K(\Delta t) \equiv \hat{U}_K(t_0, t_0 + \Delta t) = F^{\dagger} \exp \left[ -i \frac{k_3 k_3^T}{2} \Delta t \right] F .
\]

For the potential sub-problem we recall \( \hat{H}_V \) is diagonal in real space, implying \( [\hat{H}_V(t), \hat{H}_V(t')] = 0 \). Thus, its time evolution operator can be written as \( \hat{U}_V(\Delta t) = \exp \left[ -i \int_{t_0}^{t_0 + \Delta t} dt \hat{H}_V(t, \psi(t)^2) \right] \) and it remains to approximate the time integral over \( \hat{H}_V \). Fortunately, it is easily verified that evolution under the nonlinear Hamiltonian \( \hat{H}_V \) satisfies \( \frac{d}{dt}|\psi|^2 = 0 \). It is therefore sufficient to substitute
illustrates the evolution of the matter
operator, which (i) reduces the task of approximating the time integral over $\dot{H}_V$ to approximating the integral over the scale factor $a(t)$ and (ii) allows for an explicit treatment of the nonlinearity, i.e. without the need to solve a nonlinear system of equations.

Application of the midpoint rule yields the following unitary approximation to $\hat{U}_V(\Delta t)$:

$$\hat{U}_V(\Delta t) = \hat{U}_t(\Delta t, t_0) + O(\Delta t^3)$$

$$= \exp\left[-i a(t_0 + \frac{\Delta t}{2}) V(|\psi(t_0)|^2)\Delta t\right] + O(\Delta t^3).$$

Finally, after composing both evolution operators in a second order Strang scheme, we arrive at the approximation to $\hat{U}_V(\Delta t)$:

$$\hat{U}_V(\Delta t) = \hat{U}_t(\Delta t, t_0) \circ \hat{U}_t(\Delta t, t_0) + O(\Delta t^3).$$

C. Summary of Properties

The presented method is a simple extension to the kick-drift-kick scheme of Ref. [17]. In fact, for static space-times both methods are equivalent. Aside from its implementational simplicity and resemblance of the symplectic Leapfrog method, it is unitary by design, explicit, second-order accurate in time, spectrally accurate in space (assuming $\psi$ is smooth) and provides a convenient unified approach for both dimension-reduction models. The computational complexity per integration step is $O(N \log N)$ due to the fast Fourier transformations, requiring $O(N)$ memory.

Furthermore, for time-independent, nonlinear coupling constants, the approximate evolution operator is time-symmetric, shows unconditionally stable numerical behavior and conserves energy, Eq. (30), approximately with a bounded error, $\Delta H$.

For non-static background cosmologies, time-symmetry and energy conservation are broken by the continuous problem. Concerning stability, our tests indicate an exponentially growing error at high redshifts. We expect this result to be intrinsic to constant time step integration methods under space-time expansion. Further informations on the convergence properties of our numerical method are given in Appendix A.

IV. RESULTS OF NUMERICAL SIMULATIONS

A. Structure Growth under (1 + 1)-SP

We investigate the mean cosmic structure growth in an ensemble of FDM-only universes obeying (1 + 1)-SP. The purpose of this study is to explain characteristic properties of the nonlinear FDM matter power spectrum $P(k)$.

1. Simulation Setup

To this end, we follow the evolution of $N = 100$ realisations of a gaussian random field $\delta(x, a_0)$ in a flat, radiation free FLRW background cosmology with $\Omega_m = \Omega_{\text{DM}} + \Omega_{\text{baryon}} = 0.3$, $H_0 = 68 \, \text{km s}^{-1} \text{Mpc}^{-1}$ and power spectrum:

$$P(k, a_0) = \mathcal{D}_0^2(a_0) T_{\text{dim}}^2(k) T_{\text{FDM}}^2(k) P_{\text{CDM}}(k),$$

with $k = |k|$. Here, $\mathcal{D}_0^2(a_0)$ denotes the linear growth factor, see Ref. [62], normalized to unity at $z = 0$, $P_{\text{CDM}}(k)$ the linear CDM power spectrum produced by CAMB, see Ref. [68], at redshift $z = 0$, $T_{\text{dim}}^2(k)$ the CDM to FDM transfer function of Ref. [12] and $T_{\text{dim}}^2(k) = \frac{k^2}{2\pi}$ a transfer function reducing the spectrum’s dimensionality to one spatial degree of freedom. The latter follows from demanding a dimension independent real space variance.

The initial phase function, $S(x, a_0)$, is obtained from Eq. (6a) by solving:

$$\partial_x^2 S(x, a_0) = -ma_x^2 H(a_0) \delta(x, a_0).$$

Once $\{\delta(x, a_0), S(x, a_0)\}$ are known, the initial wave function follows from Madelung’s ansatz, see Ref. [11, A3].

Each realisation starts from $z_0 = 100$ and is integrated until $z = 0$. For the FDM mass two fiducial values, namely $m_1 = 10^{-23} \, \text{eV}$ and $m_3 = 10^{-22} \, \text{eV}$ are analyzed. To guarantee sufficient resolution of $P(k)$ at $z = 0$, the number of uniform spatial grid points is set to $N = 2^{22}$, implying for $L = 100 \, \text{Mpc}$ a step size of $\Delta x = 23.8 \, \text{pc}$.

2. Overall Evolution of the Matter Power Spectrum

Figure 5 illustrates the evolution of the matter power spectrum for $m_1 = 10^{-23} \, \text{eV}$, Fig. 5(A), and $m_3 = 10^{-22} \, \text{eV}$, Fig. 5(B), at various redshifts $z$. In both panels, the solid black line represents the linearly rescaled and dimensionally reduced reference spectrum of Eq. (60) from which the initial conditions of each realisation are drawn. It is characterized by a flat, large scale regime quickly transitioning into a steep power law suppression around $k_f(a)$. Its exact functional behavior is encapsulated in the FDM transfer function $T_{\text{FDM}}(k)$.

For both mass parameters the evolution of $P(k)$ may be summarized as follows: Early on, all modes behave linearly, i.e. evolve according to Eq. (5). Recall that complex modes $\delta_k$ with $k > k_f(a)$ are stabilized by quantum pressure and are therefore confined to a damped, oscillatory motion with no increase magnitude $|\delta_k|$. Consequently, as long as all modes evolve linearly, one expects the power spectrum to stay close to its initial shape for $k \gtrsim k_f(a)$. The situation at $z = 40$ recovers this behavior for both mass parameters but is best seen in Fig. 5(B) in which $P(k)$ slowly detaches itself from the power law suppression regime for $k < k_f$. Recall linear FDM modes evolve independent but differently. It is therefore no surprise that the initial shape of $P(k)$ is lost.
3. The Suppression Scale

We recall from Sec. II A.3 that the Jeans length only applies in the linear regime and can therefore not explain the observed transition from matter coupling to suppression. On the other hand, the uncertainty principle remains applicable even under nonlinear evolution. Thus, we adapt the heuristic argument of Sec. II A.3 and again identify the hydrodynamic velocity dispersion as a measure for the velocity uncertainty $\sigma_v$, but this time infer the dispersion directly from the simulation. The suppression scale $k_s$ then follows from:

$$k_s(a) = \frac{2\pi}{\sigma_v} \approx 2\pi a \frac{m}{\hbar} \sqrt{\langle v^2 \rangle - \langle v \rangle^2}$$

(31) cf. Eq. (7). Figure 5 illustrates its ensemble average $\langle \delta v \rangle(a)$ as vertical dashed lines for $z < 5$. The correspondence between $\langle \delta v \rangle(a)$ and the true suppression scale is convincing. We conclude that the small scale evolution remains well explained by the uncertainty principle even in the nonlinear evolution regime.

4. The Coupling Regime

For scales $k < k_s(a)$ one expects FDM to quickly recover the evolution of cold dark matter (CDM). The observed power-law behavior of $P(k)$ at scales $k_{\text{box}} \ll k < k_s$ should therefore be an intrinsic property of CDM and a consequence of it being collisionless. In fact, by analyzing the CDM evolution in a Lagrangian frame, [69] found recently that the small scale limit of the nonlinear CDM power spectrum in $(1+1)$ dimensions admits the asymptotic expansion:

$$P(k) \sim \frac{C_0}{k} + \frac{C_1}{k^2} + \frac{C_2}{k^3} + \cdots + \frac{C_n}{k^{n+1}} \quad (k \to \infty),$$

with numerical constants $C_n$ set by the statistical averages of odd derivatives of the Lagrangian displacement field. We refer to [69] for more details. Since higher order terms die out quickly for large enough $k$, the leading term is sufficient to describe the small scale behavior of $P(k)$ and our low redshift power spectra in Fig. 5 recover the expected $1/k$ scaling. Obviously, the asymptotic behavior is violated once we approach FDM-modified scales, i.e. past $k_s(a)$.

As time progresses, $k_J$ proceeds to propagate outward until all modes of interest are destabilized and collapse under their own gravity. It is then that the linearized description of Eq. (5) breaks down and nonlinear mode coupling is expected to set in — the independence of each $\delta_k$ is lost. Driven by the focusing, nonlinear interaction, the result is a redistribution of matter power across all nonlinearly evolving perturbation modes. This manifests itself in two observable effects in Fig. 5 A)/(B) for all redshifts $z \leq 10$: Firstly, an intermediate coupling regime emerges that is well described by $P(k) \propto k^{-1}$. Secondly, the power suppression regime steepens even further and continues to travel outward, leaving a distinct cutoff in $P(k)$ at high $k$. Changing the mass parameter influences the transition scale between both regimes.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure5.png}
\caption{(Color online) Evolution of the matter power spectrum $P(k) = \langle |\delta_k|^2 \rangle$ inferred from the simulation ensemble specified in Sec. II A.1 with $m_1 = 10^{-23}$ eV in (A) and $m_2 = 10^{-22}$ eV in (B). The black solid lines show the initial power spectrum, Eq. (30). After small scales pass the time dependent Jeans scale $k_J(a)$, their associated perturbation modes $\delta_k$ quickly grow in magnitude and couple to other nonlinearly evolving modes. At late times, this leads to a distinct shape of $P(k)$ with two characteristic regimes: At high $k$ the comoving uncertainty principle induces a sharp power suppression past $k_s(a)$, see Eq. (31) and dashed, vertical lines. By contrast, modes with intermediate values of $k$, induce a scale free power spectrum with $P(k) \propto 1/k$ cf. Sec. II A.3.}
\end{figure}
as the gaussian random fields of Sec. [iv A] usually come with multiple overdense regions that collapse into multiple, high mass clusters which then undergo a subsequent merger and collision phase. It is these violent, late time events that complicate the dynamics unnecessarily since they drive already relaxed clusters again out of equilibrium, therefore increasing the required integration time to re-relax into the asymptotic state. Moreover, starting from a localized configuration reduces the time to first collapse.

Secondly, to assure swift relaxation times the scale factor, which acts as a coupling constant to the nonlinear interaction, is fixed to $a = 1$. Extensions of our static space time results to the expanding FLRW scenario are deferred to section [iv b.3].

1. Simulation Setup

More precisely, all simulations reported in this section depart from a gaussian initial density with zero initial velocity:

$$|\psi(x_3,0)|^2 \propto e^{-\frac{x_3^2}{2\sigma^2}}, \quad \text{Arg}(\psi(x_3,0)) = 0.$$  

The standard deviation is chosen as $\sigma = 6k_f^{-1}(1)$ cf. Eq. [26] assuring instability of the entire spectrum of $\psi$ right from the beginning of the evolution. In order to comply with the periodic boundary conditions up to floating point precision, the box size is chosen as $L_3 = 30\sigma \approx 127$ and the numerical study is conducted for both (1 + 1)-SP and the harmonically confined reduction model. In both cases the number of grid points was chosen such that the entire wave function spectrum $|\psi_k|^2$ stays resolved throughout the integration. The integration is stopped some time after Eq. (26) and/or Eq. (28) indicate the completion of the virialization and/or thermalization process.

All data is reported in dimensionless quantities. To get some sense of scale, choosing the canonical FDM mass $m = 10^{-22}$ eV and adopting identical cosmological parameters as in Sec. [iv A] implies a box size of $L_3 \approx 2.6$ Mpc.

Both reduction models undergo two distinct evolutionary phases — a relaxation period followed by an equilibrated epoch. Their individual phenomenology, however, depends strongly on the non-local interaction underlying each (1 + 1)-FDM representation. Below we summarize key aspects of both phases for each reduction model.

2. Relaxation

a. (1 + 1) Schrödinger-Poisson Figure [a] illustrates the relaxation process under (1 + 1)-SP in multiple observables.

For $t \lesssim 5$ relaxation takes place and is characterized by recurring cycles of (i) infalling matter sheets crossing at the origin, (ii) overshooting the crossing site at $x_3 = L_3/2$, (iii) decelerating until a turn-around radius is hit and finally (iv) recollapsing towards the origin. These cycles do not occur in a strictly sequential manner but are increasingly superposed and thus induce a characteristic spiralization of the phase space distribution in Fig. [b.1]. Notice that space regions exist in which multiple inward and outward propagating matter streams coexists simultaneously.

The structure of the early phase space distributions, Fig. [b.1](A)/(B) is qualitatively in good accordance with the evolution of one dimensional collisionless N-body systems, e.g. [60], and furthermore show the natural signature of phase mixing and (less pronounced) violent relaxation. While phase mixing manifests itself in ever tighter spiralization of Husimi’s distribution, violent relaxation induces a small yet observable increase in the occupied phase space volume. The expansion in $k_3$-direction is best seen by comparing Fig. [b.1](A)/(B) whereas the white dotted lines in Fig. [b.1](D) show the spatial expansion. As for collisionless N-body systems, reason for this expansion is the time-dependency of the gravitational potential which dies out quickly after only 1 – 2 crossing cycles.

Each cycle stage is also observable in the energy components in Fig. [b.1](E), where an increase in the kinetic energy follows from the steep gradient of $\psi$ when matter streams intersect and are therefore maximally localized in space. Once matter flows outward the system is less bound thus increasing the expectation value of the potential energy.

Only 3 – 4 cycles are required to (i) minimize the absolute deviation from the quantum virial theorem in Fig. [b.1](F) and (ii) saturate the value of the entropy functional in Fig. [b.1](G) around $t \lesssim 5$. Thus, the thermalization and virialization time scale are essentially identical and both metrics capture the convergence into the asymptotic state equally well in this example. Furthermore, the boundary term $B$, Eq. (27), is negligible in this setting as the long interaction range of $G^0_{\alpha\beta}$ does not allow ejected matter clumps to propagate till the domain boundaries. Hence $\psi$ and its derivatives persist to be small at $x_3 = 0$.

b. Strong Harmonic Confinement Figure [b] depicts the situation under strong, harmonic confinement with $\epsilon = 0.01$. Again, a relaxation and quasi-stationary phase may be identified. Their respective duration, however, is opposite to (1 + 1)-SP.

During relaxation, i.e. when $t \lesssim 950$, the system exhibits a short phase of matter emission in response to the violent collapse of the initial conditions, best seen in spatio-temporal evolution of $|\psi|^2$ in Fig. [b.1](D), around $t \approx 2$. There, multiple, stable density excitations of various masses depart from the position of first collapse, propagate outward, overcome the central gravitational potential at $x_3 = L_3/2$ and proceed to travel towards the domain boundaries as unbound excitations. Closer inspection reveals the non-diffusive, form invariant nature of these excitations — solitary waves.

The remaining part of the relaxation phase may then
FIG. 6. (Color online) Relaxation process of an unstable gaussian density profile under $(1 + 1)$-SP visualized in multiple observables. Panel (A)-(C): Husimi phase space distribution, Eq. (5), at characteristic stages of the evolution. For all panels a constant smoothing scale of $\sigma_x = 1/\sqrt{2}$ was used assuring equal resolution in the spatial and reciprocal domain. Panel (A): Moment close to shell crossing, i.e. the instance in time when the initially flat phase space sheet is perpendicular to the spatial axis and both inflowing matter streams cross for the first time. Panel (B): After first collapse, a recurring process of partial matter outflow from the crossing site accompanied by a subsequent matter re-collapse takes place. The result is a phase space spiral, characteristic for a one-dimensional, collisionless N-body systems, see [60, 70]. Panel (C): The coarse-grained Husimi distribution, however, attains a quasi-stationary form which we associate with the asymptotic, equilibrated system state. Panel (D): Spatio-temporal evolution of the matter density $|\psi|^2$. No qualitatively new features appear in the density past $t \approx 5$ and matter stays organized in a central, high-density core embedded in a halo of fluctuations. White dotted lines visualize the (slight) density expansion in $x$-space due to violent relaxation (see main text). Panel (E) Energy evolution. The conservation of Eq. (20) is apparent. Panel (F): Assessment of the relaxation process in terms of the quantum virial theorem, Eq. (26). The absolute deviation from Eq. (25) decays quickly until $t \approx 5$ when a lower limit is reached. Panel (G): Assessment of the relaxation process in terms of the proposed maximization of the entropy functional defined in Eq. (28). The entropy evolves in a not strictly monotonically increasing fashion until it saturates at $t \approx 5$. Comparing (F) and (G) reveals that virialization and thermalization occur on the same time scale. All energies were normalized to a $M = L_3$ $(1 + 1)$-SP ground state.
FIG. 7. (Color online) Relaxation process of an unstable gaussian density profile under strong confinement, i.e. $\epsilon = 0.01$, in multiple observables. Panel (D): Spatio-temporal evolution of $|\psi|^2$. One finds a stark contrast in the evolution of the strongly confined reduction model compared to the unconfined scenario in Fig. 6. In particular, non-diffusive, stable excitations are ejected from the collapse sight. Their bulk velocity is sufficient to leave the small interaction range of $U_{\text{conf}}$ and thus propagate freely through the entire domain without re-collapsing to the domain center. The subsequent evolution may then be summarized as series of inelastic solitary wave interactions involving different mass ratios and during which high mass excitations slowly consume small mass excitations until a final solitary wave persists at $t = 1000$. As a byproduct a completely delocalized fluctuation background emerges that increases in magnitude up to $O(1)$. Panel (A)-(C): Spatially re-centered Husimi distributions, see Eq. (5). $\sigma_x$ chosen as in Fig. 6. Panel (A): Contrary to $(1+1)$-SP no phase space spiral develops. Instead circular, solitary excitations manage to leave the central gravitational potential. Panel (B): Example of a excitation merger taking place in a spatially delocalized, fluctuating background. Panel (C): Quasi-stationary, final state after all solitary waves merged into a single high mass stationary configuration. Panel (E): Energy evolution. Again total energy conservation is apparent. Variations in the potential and kinetic energy originate from solitary interactions and the associate expel of excess energy during their mergers. Panel (F): Deviation from the virial theorem in Eq. (26). Note without the boundary term the system would depart from virial equilibrium. All energies in (E)/(F) are normalized to the ground state shown in Fig. 9. Panel (G): Entropy evolution cf. Eq. (28). Thermalization takes significantly longer compared to $(1+1)$-SP and is only completed at $t \approx 900$ when all solitary excitations have been consumed. The thermalization time is again comparable to the virialization time.
be summarized as a series of inelastic solitary wave encounters, akin to Sec. II B 4. Recall during these encounters matter and energy is transferred from the low to high mass solitary wave.

Once the kinetic energy of a low mass stationary excitation is insufficient to escape the gravitational well of a high mass solitary wave, a merger takes place, Fig. 7(B). The matter of both waves then reorganizes into a single gravitationally bound structure while expelling excess energy in form of small scale background fluctuations — the signature of gravitational cooling, 34. These become visible as completely delocalized background in which all solitary waves are embedded.

As the gas of solitary excitations continues to rarefy, the background grows in magnitude up to $O(1)$ until all stationary states have been consumed by a single high mass solitary wave, see Fig. 7(C). At this point the asymptotic, relaxed system configuration is reached.

Inspection of the virialization theorem, Fig. 4(F), and the entropy evolution, Fig. 4(G), reveal that both observables capture the relaxation process equally well and report virialization or thermalization around $t \approx 950$ respectively. Importantly, since the dynamics spans over the entire domain, the boundary term in Eq. (27) cannot be neglected. In fact, a naive application of the quantum virial theorem omitting the boundary term would suggest a departure from the equilibrium state.

Let us close this section by mentioning two imperfections of the reported data. Firstly, $|\psi|^2$ experiences an unphysical symmetry breaking around $x_3 = L_3/2$ in its evolution past $t = 100$ being induced by small numerical errors. The same symmetry breaking is also apparent in Fig. 6 for (1 + 1)-SP. Assessing the situation in more detail reveals an absolute momentum drift of $\langle p \rangle = 10^{-3}$. Given the long integration time and the high degree of mobility seen in $|\psi|^2$ this momentum conservation violation still is acceptable.

Secondly, the evolution of the virial theorem experiences unphysical jumps when significant amounts of matter travels across the domain boundary, e.g. at $t \approx 250$. These upticks originate from sudden changes in the boundary term, Eq. (27), being insufficiently resolved in the continuous time averaging of Eq. (26). Clearly, increasing the sampling rate of $\psi$ around these events mediates this problem. However, one cannot anticipate a priori when matter flows past the boundary, making the non-stationary virial theorem cumbersome to work with in practice.

3. Final States

a. (1 + 1) Schrödinger-Poisson Past $t \approx 5$, one finds the system in a quasi-stationary configuration. We coin the attained state quasi-stationary since the entire matter density still undergoes significant time-dependent variation yet does not produce qualitatively new features in the spatio-temporal evolution of $|\psi|^2$ cf. Fig. 4(D).

What remains is a circular phase space distribution comprised of a high density core and halo of fluctuations surrounding it, see Fig. 8(B). One may think of this phase space distribution as the result of smoothing out the fine-grained filament structure of an ever tighter spiraled distribution on the scale of Heisenberg’s uncertainty principle $\sigma_x \sigma_k = \frac{1}{2}$.

To answer whether the core coincides with a (1 + 1)-SP ground state, we consider the mean spectral composition of $|\psi_{k_3}|^2$ obtained by averaging 100 quasi-stationary wave functions past $t > 990$, i.e. well inside the relaxed epoch. Fig. 8(A) compares the result with the spectrum of a (1 + 1)-SP ground state of maximum mass $M = L_3$. The ground states were generated independently, as discussed in Sec. II B 4. Evidently, no convincing agreement is achieved and the time asymptotic spectrum appears generally too broad for any viable ground state with $M < L_3$. Changing the width and location of the averaging time interval does not yield any improvements.
We conclude although $(1+1)$-SP realizes a cored density profile, this core is not a ground state configuration of its Hamiltonian — a qualitative difference to $(3+1)$-SP. Nevertheless, there is still something to be learned about the obtained long term density distribution. The complementary, classical view point of Sec. 11.A2 suggests to compare the results of $(1+1)$-SP with predictions for one-dimensional, collisionless $N$-body systems, in particular density profiles for dark matter haloes.

For the situation at hand [60] observed how phase mixing and violent relaxation drives such system towards power-law densities $\rho(x_3) \propto |x_3|^{-\gamma}$ with $\gamma \simeq 0.5$. Inspired by Einasto’s profile [71], the authors of [72] extended this halo model by an exponential suppression factor dominant past a cut-off radius $r_0$. Following this argumentation, one expects:

$$\rho(x_3) \propto |x_3|^{-\gamma} \exp \left(- \left( \frac{|x_3|}{r_0} \right)^{2-\gamma} \right)$$  \hspace{1cm} (32)

for a $d=1$ dimensional CDM halo located at $x_3 = 0$.

In accordance with [44], we consider the integrated and normalized halo mass $M(|x_3|)/L = \frac{1}{L} \int_{0}^{|x_3|} dx_3 \rho(x_3)$ instead of $\rho(x_3)$, thus sparing us to choose a particular value of the smoothing scale $\sigma_\|$, — recall the necessity of smoothing to obtain a satisfactory Vlasov-Schrödinger correspondence. Figure 8(B) depicts how this halo model compares to the simulated $(1+1)$-SP density at $t = 1000$. We observe a satisfactory correspondence with the fit model of Eq. (32) at $\gamma \approx 0.62$. Better results are achievable in the limit $h \to 0$, see [44].

b. $(1+1)$ Strong Harmonic Confinement

Repeating the spectral analysis in Fig. 6(A) yields convincing accordance between the mean wave function spectrum and a strongly confined ground state of mass $M = 48$. The remaining spectral disturbances which were not completely suppressed by the time-averaging are confined to $|k_3| < 10$. Comparison with the quasi-stationary phase space distribution in Fig. 7(C) shows they originate from the delocalized background oscillations.

We conclude that the inelastic excitation dynamics experienced during relaxation does in fact drive the system towards a single high mass ground state. One may regard the minimal energy solution as the fixed point in the long term evolution under strong confinement — a result in stark contrast the our observations for $(1+1)$-SP but qualitatively close to the $(3+1)$-FDM phenomenology.

The halo matter undergoes spatial variation which diminish after averaging multiple radial density profiles in the same time window used for Fig. 6(A). The resulting mean density of Fig. 6(B) then indicates a power law halo profile outside the core consistent with the decay behavior of the numerically obtained $(1+1)$-SP halo. This is to be expected, since there is no reason to assume a strongly confined, one dimensional halo organizes into a canonical $1/|x_3|^3$-NFW profile [31]. Intuitively, the behavior of a dark matter halo should be influenced by (i) the interaction in the far field and (ii) dimension dependent effects such as geometrical dilution.

To substantiate this claim, we impose spherical symmetry to the full-fledged problem in Eq. (10) and adopt the regularization approach of [23]. The choice of spherical symmetry presents yet another reduction of dimensionality to $(1+1)$. Doing so allows us to implement the same $1/r$-far field behavior as in our confinement model while making the density dilution in radial direction manifest. Excess matter radiated away during the relaxation process is suppressed with a complex absorbing potential situated at the domain boundary, e.g. [24, 29]. We refer to Fig. 11 for the relaxed, mean density profile obtained from a ensemble of $N = 20$ gaussian initial conditions of various masses. Application of the scaling symmetry, Eq. (21), allows us to rescale each realization to a common peak density. Evidently, matter not included in the ground state core now organizes into a NFW profile.
the remaining matter organizes into a core. The integration was performed under the assumption of spherical symmetry. Notice that in addition to the ground state (‘solitonic’) core, the remaining matter organizes into a power law halo, \( \rho \sim r^{-3} \), at larger radii. A fit yields \( \gamma \approx -3.1 \). Within the limits of accuracy of our data, we deem this to be consistent with the asymptotic behavior of the NFW halo density, i.e., \( \rho \sim r^{-3} \), shown as gray solid line.

4. Control of Self-Organization Processes

The foregoing discussion highlighted the superiority of the transversal confinement model in mapping the (3+1)-FDM phenomenology to one dimensional analogues — while both models indicate reasonable accordance with classical predictions for the outer halo density, it is only under confinement that the equilibrated state evolves towards a ground state core.

In fact, the observed self-organization principle of (1+1)-FDM under strong confinement is not new. The author of \[74\] showed how for a class of focusing, local nonlinearities of the NLSE perturbed uniform initial conditions have a single soliton as dynamical attractor. More precisely, the perturbed initial conditions develop a number of small mass solitons which subsequently merge into a single high-mass soliton at late times. This phenomenon was coined soliton turbulence and it was argued it is "thermodynamically favorable" for the system to develop in this particular way. The authors of \[75\] later put these findings on more theoretical grounds by developing a statistical theory around a mean-field approximation of the nonlinear Hamiltonian obeying a maximum entropy principle.

The problem of non-local interactions was considered in the context of nonlinear optics by \[81\]. Numerical and analytical arguments showed that the dynamics is mainly driven by the ratio between the interaction range \( R \) and the soliton size \( \sigma \). If the interaction range is too large, matter far away from a potential soliton, but still within interaction range, contributes significantly to the convolution integral. Consequently, the delicate potential required to form a soliton gets averaged out by the surrounding fluctuations. Hence, one expect soliton-turbulence-like behavior for \( R < \sigma \). In case of \( R \geq \sigma \), the system organized into a "spatially localized incoherent structure" coined incoherent soliton. Their results resemble our findings for the quasi-stationary state of (1+1)-SP.

A limit not yet discussed, is the weak confinement regime, i.e. \( \epsilon \to \infty \). It is intuitively clear that in this case the interaction kernel \( U_{\text{conf}}(x_3, x'_3) \) should approach \( G_{\Delta_1}^{p} \).

A more careful analysis shows

\[
U_{\text{conf}}(x_3, x'_3) \sim \frac{1}{2\pi\epsilon^2} G_{\Delta_1}^{p}(x_3, x'_3) \quad (\epsilon \to \infty).
\]

Increasing \( \epsilon \) should therefore allow us to observe a transition from the soliton to incoherent soliton turbulence regime. To keep relaxation times comparable we also substitute \( a \to 2\pi\epsilon^2a \) so that the effective nonlinear coupling stays unity.

Figure \[11\] compares the asymptotic state obtained under strong, weak, and no confinement alongside the respective interaction range \( R(L) \), Eq. (17), and soliton extent \( \sigma(M) \), Eq. (25).

We find confinement parameters larger than unity to quickly approach quasi-stationary states comprised of many density maxima beating against each other around the origin. These configurations are qualitatively identical to the (1+1)-SP case. Comparing the maximal, boundary condition compatible soliton size \( \sigma_{\text{max}} \) with the interaction range \( R(L) \) at the chosen domain size \( L_3 \approx 127 \) shows \( \sigma/R < 0.1 \), which according to \[8\] implies "incoherent soliton" dynamics, and in particular no solitonic attractor. On the other hand comparing both length scales for \( \epsilon = 0.01 \), where a \( M = 48 \) soliton is formed, we have \( \sigma/R > 1 \), consistent with the soliton turbulence regime.

5. Space-time Expansion

The foregoing results of Sec. \[11,13\] allow us to extend the discussion to non-static background cosmologies. We first note that the interaction range, as defined in Eq. (17), is independent of the nonlinear coupling constant. The soliton size \( \sigma(M) \), on the other hand, is.

This is intuitively clear: Decreasing the nonlinear coupling increases the importance of the diffusive character of kinetic term in the Hamiltonian — we approach a free Schrödinger equation. Hence, the radius at which the focusing nature of the non-linearity balances the kinetic term is expected to increase as well.

Under strong confinement cf. Fig. \[11\]B) an expanding background cosmology would therefore drive the system even further into the soliton turbulence regime \( \sigma \gg R(L) \).

Without confinement cf. Fig. \[11\]F) the typical increase of \( \sigma(M) \) experienced by starting from reasonable initial redshifts, say \( z = 100 \), is insufficient to realize \( \sigma_{\text{max}} \approx R(L) \), around which a transition to the soliton turbulence regime should occur. Note that here
...illustrates (E)-(F) evaluating the uniform reduction scenario in the limit of maximal size could form, one still finds σ regime. R density maxima beating against each other in real space. As argued in [5], this regime is entered once the interaction range from turbulent soliton dynamics toward a "incoherent soliton" configuration, i.e. a highly fluctuating state comprised of many quasi-stationary states. Lower panels: Comparison of the interaction range $R(L_3)$, Eq. (17), and the soliton size $\sigma(M)$, Eq. (20). Crosses denote soliton sizes directly inferred from the gradient descent of various mass solitons cf. Fig. 3. Solitons with sizes inside the gray shaded area do not exist as they violate periodic boundary conditions. For $\epsilon > 1$, we find a transition away from turbulent soliton dynamics toward a "incoherent soliton" configuration, i.e. a highly fluctuating state comprised of many density maxima beating against each other in real space. As argued in [5], this regime is entered once the interaction range $R(L_3)$ is significantly larger than the soliton size $\sigma(M)$. Even in the best case scenario for (D) and (F), i.e. when a soliton of maximal size could form, one still finds $\sigma_{\text{max}}/R(L_3 \approx 127) < 0.1$ — far outside the soliton regime. By contrast, the strong confinement scenario of Fig. 3, or equivalently (A), realizes $\sigma(M = 48)/R(L_3 \approx 127) > 1$ and is therefore well inside the soliton regime.

$\sigma_{\text{max}} > R(L)$ is never achievable as it would violate the periodic boundary conditions. That said, allowing for a time dependent coupling constant has, aside from numerical implications, also influence on the relaxation time. Preliminary analysis shows that although the strong confinement scenario including a FLRW background does trend towards a ground state (‘solitonic’) spectrum, relaxation is not completed at $z = 0$. Figure 12 illustrates this result. A full-fledged analysis of the expanding model is left to future work.

V. CONCLUSION

Purpose of this work was to conduct an extensive numerical study on the applicability of the Fuzzy Dark matter (FDM) model in one spatial dimension. Particular emphasis was put on (i) properties of system’s long term evolution, (ii) the structure of the relaxed, asymptotic system state and how it compares to the core-halo structure of $(3+1)$-FDM, as well as (iii) which model parameters may be used to control its phenomenology. To this end, we derived two distinct one-dimensional FDM models by either allowing for a complete delocalization of matter in the transversal plane, $(1+1)$-SP, or by confining all matter along one spatial direction. While both models realize long range interactions free of singularities, it is only under strong confinement that the nonlocal interaction recovers the desired $-1/r$ interaction at large distances.

We proceeded to investigate the mean cosmic structure growth in an ensemble of FDM-only, flat FLRW-universes obeying $(1+1)$-SP and starting from cosmological initial conditions. By following the evolution of the matter power spectrum until present time, two distinct spectral ranges were identified: Firstly, a suppression range, in which the power spectrum is smoothed out by the uncertainty principle. Secondly, a coupling regime, where the redistribution of matter across nonlinearly evolving modes leads to a scale-free spectrum consistent with considerations for $(1+1)$-CDM. The transition scale from coupling to suppression followed by a self-consistent application of the uncertainty principle.

The analysis of the asymptotic system state was conducted under simplifying assumptions, i.e., a static background cosmology and spatially localized initial condi-
Our study suggests that (1+1)-SP relies on violent relaxation and phase mixing to approach its equilibrated, i.e. thermalized and virialized, system state. Although the realized asymptotic configuration does form a core-halo structure, the central core cannot be identified with the ground state solution of the (1+1)-SP Hamiltonian — a stark contrast to (3+1)-FDM for which the minimum energy solution acts as dynamical attractor in the long term evolution. The halo density, on the other hand, was found to be consistent with structure of one dimensional CDM halos.

By contrast, the evolution under strong confinement favours the (3+1)-FDM typical relaxation mechanism of gravitational cooling. Ultimately, the evolution then converges into a virialized and thermalized system state comprised of a single high-mass ground state solution embedded in a delocalized fluctuation background that emerges from a series of inelastic ground state interactions. The analysis of the halo density suggested identical CDM-like behavior as for (1+1)-SP. We conclude that under the chosen simulation conditions the strongly confined reduction model is superior in mapping the three-dimensional phenomenology to one spatial dimension.

To understand the reason for the qualitative difference between the asymptotic behavior of (1+1)-SP and the confinement model, we investigated the weak confinement limit of our reduction. In accordance with arguments from nonlinear optics, see e.g. [8], we found the system to converge towards a high-mass ground state if the effective interaction range is (considerably) smaller than the spatial extent of the ground state. For (1+1)-SP and arbitrary but fixed coupling constant, no ground state exists that satisfies this condition. It is for this reason, that we conjectured our static space-time analysis remains valid even for nontrivial background cosmologies. Although our work focused on an interaction kernel that resembles Newtonian gravity, results from nonlinear optics suggest that the dependence of the asymptotic state on the interaction range is a property also applicable for other long range potentials. For instance, the authors of [5] implemented a gaussian interaction kernel in Eq. (13), while [6] employed a screened Poisson equation as field equation. The latter approach implies an exponentially decaying Green’s function.

Our work may be extended in multiple regards. From a physical perspective, a full-fledged investigation of cosmological initial conditions in various cosmological expansion models is still pending and the phenomenology under strong confinement is presumably not exhausted by our discussion. In this context, we mention the properties of the delocalized fluctuation background as it may be possible to understand it as an ensemble of small scale plane waves obeying a dispersion relation akin to Bogoliubov’s excitation spectrum for Bose-Einstein condensates [4, 70].

Moreover, additional conceptional optimizations of our confinement approach are worth exploring. For instance, our work only focused on a global, statically set confinement parameter. However, incorporating the confinement ansatz directly into SP’s generating action is expected to yield additional information on the spatio-temporal evolution of the confinement strength itself, thereby allowing it to be set self-consistently and dependent on the wavefunction evolution [50].

We also remark on our ongoing effort to optimize our numerical approach by means of a more efficient basis function method or splitting schemes with intrinsic error estimates. With this we hope to (i) achieve a fully adaptive spatio-temporal grid that is sensitive to nonlinear evolution and (ii) pave the way for a higher dimensional analysis. The latter should allow the investigation of additional relaxation channels unique to FDM, especially the emission of quantized vortices that may play an important role for the asymptotic evolution on top of gravitational cooling.

Altogether, we hope that our investigation will lead to a better cross-fertilisation, see also [11], between cosmology, statistical mechanics, nonlinear dynamics [29, 83], nonlinear wave optics [6, 8], and the quantum evolution of, e.g., Bose-Einstein condensates [29, 83], with the scope to obtain further insight into the complex dynamics of the SP model and to search for possible laboratory experiments for the implementation and analogue simulation of FDM models.
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Appendix A: Convergence and Stability

Let us now give a numerical justification for the accuracy and stability claims mentioned in Sec. III C. To this end, we conduct a convergence and stability study for the simulation scenarios of Sec. IV A (delocalized random field including space-time expansion) and IV B 1 (unstable gaussian initial conditions in a static background cosmology).

The authors are not aware of a general analytical result in any of these cases. Thus, we compute a reference solution \( \psi_{\text{ref}} \) on a fine spatio-temporal grid \( \{N_{\text{ref}}, \Delta t_{\text{ref}}\} \) and measure the error \( \epsilon \) relative to \( \psi_{\text{ref}} \) via \( \Delta \epsilon = \| \psi_{\text{ref}} - \psi \|_2 / \| \psi_{\text{ref}} \|_2 \). Note the error \( \Delta \epsilon \) is a function of \( N, \Delta t \) and integration time \( t \). Since the results are qualitatively identical for (1+1)-SP and the confinement model we only report data for the former.

We begin with the cosmological simulation scenario of Sec. IV A i.e. a random field evolving in a dynamic FLRW background. Figure IV A depicts the dependence of the numerical error as a function of the spatio-temporal grid parameters \( \{N, \Delta t\} \) relative to the reference grid \( \Delta t_{\text{ref}} = 10^{-5} \) and \( N_{\text{ref}} = 2^{22} \) (the white cells). The grid parameters of Sec. IV A are marked with a black cross.

To assure comparability, all 56 \( \{N, \Delta t\} \) combinations are initialized with every \( N/N_{\text{ref}} \) point of the same reference gaussian random field \( \delta(x) \).

In the \( m = m_1 \) case, we find a high degree of uniformity in \( N \) at fixed \( \Delta t \) throughout the integration. This is the result of the spectral accuracy of the employed spatial discretization. Variations of the relative error \( \Delta \epsilon \) in \( N \) at \( \Delta t = 1 - 2 \times 10^{-5} \) are common once we reach the convergence plateau but may also be induced by a lack of fidelity close to the reference solution. More pronounced is the loss of accuracy in \( \Delta t \) direction (at any considered \( N \)) and we conclude the overall inaccuracy is dominated by the temporal error. Solutions \( \Delta t \leq 8 \times 10^{-5} \) can be considered as converged.

The situation for the \( m = m_2 \) scenario is qualitatively identical with an additional caveat at low red shifts. Here, spatial grids with \( N < 2^{20} \) proof to be insufficient to resolve the entire spectrum of \( |\psi_k| \). In this case spatio-temporal grids with \( N > 2^{20} \) and \( \Delta t \leq 8 \times 10^{-5} \) are deemed sufficient to achieve convergence.

Concerning temporal accuracy and overall stability, we refer to Fig. IV A which evaluates the time dependence of the numerical error for various time increments \( \Delta t \) at fixed \( N = N_{\text{ref}} = 2^{22} \). The reference solution is identical to the one used in Fig. III B and the spatio-temporal grid of Sec. IV A is depicted as red, dashed line.

Evidently, allowing for a dynamic cosmological background yields a numerical error that evolves roughly exponentially. Nevertheless, errors are still of acceptable size at present time which is why we deem our numerical treatment of the non-autonomous Hamiltonian as acceptable for the purposes of this work. Decreasing the time step beyond \( \Delta t < 10^{-4} \) results in no significant gain in accuracy. Note that the non-converged time steps, i.e. \( \Delta t = 10^{-2}, 10^{-3} \) approach the convergence plateau with roughly quadratic speed. This can be inferred from their relative offset which evaluates to about 2 orders of magnitude and is expected given that Strang splitting cf. Sec. III B is second order accurate in time.

Let us contrast the error evolution of the fully cosmological case with the static simulation conditions of Sec. IV B cf. Fig. IV B. Here, the smaller dimension-less box size allows us to reduce the number of spatial grid points required to fully resolve the spectrum of \( \psi \). This in turn makes a smaller reference time increase possible. Figure IV B therefore uses a reference grid with \( \Delta t_{\text{ref}} = 10^{-6} \) and \( N_{\text{ref}} = 2^{13} \). Again, the grid parameters used in Sec. IV B correspond to the red, dashed line.

As for the cosmological evolution, quadratic accuracy is achieved for non-converged time steps approaching the plateau. A notable difference, however, is the growth behavior of \( \Delta \epsilon(t) \) which only evolves linearly in time if the scale factor remains static. It is for this reason that we can extend the integration time up to \( t = 1000 \) cf. Sec. III C without losing reliability of our data.
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