The Knight field and the nuclear dipole-dipole field in an InGaAs/GaAs quantum dot ensemble
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We present a comprehensive investigation of the electron-nuclear system of negatively charged InGaAs/GaAs self-assembled quantum dots under the influence of weak external magnetic fields (up to 2 mT). We demonstrate that, in contrast to conventional semiconductor systems, these small fields have a profound influence on the electron spin dynamics, via the hyperfine interaction. Quantum dots, with their comparatively limited number of nuclei, present electron-nuclear behavior that is unique to low-dimensional systems. We show that the conventional Hanle effect used to measure electron spin relaxation times, for example, cannot be used in these systems when the spin lifetimes are long. An individual nucleus in the QD is subject to milli-Tesla effective fields, arising from the interaction with its nearest-neighbors and with the electronic Knight field. The alignment of each nucleus is influenced by application of external fields of the same magnitude. A polarized nuclear system, which may have an effective field strength of several Tesla, may easily be influenced by these milli-Tesla fields. This in turn has a dramatic effect on the electron spin dynamics, and we use this technique to gain a measure of both the dipole-dipole field and the maximum Knight field in our system, thus allowing us to estimate the maximum Overhauser field that may be generated at zero external magnetic field. We also show that one may fine-tune the angle which the Overhauser field makes with the optical axis.

PACS numbers: 42.25.Kb, 78.55.Cr, 78.67.Hc

I. INTRODUCTION

The expectation that the electron spin in semiconductor quantum dots (QDs) could serve as a building block for quantum computing applications has drawn renewed attention to the role of the quantum dot nuclei. In the seventies it was shown that for bulk semiconductors, the interplay between an electron spin (at that time, of a donor trapped electron) and the nuclear spins in its vicinity leads to a wide variety of effects and often exhibits unexpected behavior [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11]. In QDs the hyperfine coupling between electron and nuclear spins is further enhanced by the strong localization of the electron in the dot, giving rise to complex dynamics [9].

Nuclear spins can be polarized by transfer of angular momentum from optically oriented electrons, in a process known as the Overhauser effect [1, 2, 12]. It was shown that nuclear polarization obtained in this way leads to an effective magnetic field of the order Tesla for the QD electron [13, 14, 15, 16, 17, 18, 19, 20, 21, 22]. Most of these experiments exploited the Overhauser energy shift [2, 13] of the electron Zeeman levels split in an external field where the nuclear field was of the same order of magnitude as the external field.

In this paper we report experimental studies of InGaAs/GaAs quantum dots. We monitor the polarization of the QD ground state photoluminescence (PL) in the presence of weak external magnetic fields. The magnitude of these fields (a few mT or less) are shown to be too small to have any direct effect on the dynamics of the electron in the QD itself. Milli-Tesla fields exerted onto electron spins only affect the spin precession dynamics over timescales greater than tens of nanoseconds. It is only recently that electron spin coherence times longer than this (several microseconds) have been observed in QDs [23]. One might imagine that milli-Tesla magnetic fields may be used in this long coherence time regime to probe and manipulate spin dynamics, and in fact this has been reported [24, 25]. However, as we will demonstrate, considerable caution needs to be exercised in the interpretation of such data, as interactions are usually present which screen the direct effect of this external field on the electron.

For the above reasons, the influence of milli-Tesla fields onto the electron is usually negligible in semiconductors. It may come as a surprise, therefore, that we observe very dramatic effects on the electron polarization when applying these fields. This occurs in our system due to the fact that the electron dynamics are governed by the magnitude and direction of an effective nuclear, or Overhauser field that is exerted onto the electron from ~10⁵ nuclei in the QD. By polarizing a significant fraction of these ~10⁵ nuclear spins in the same direction, one may generate Tesla-strength Overhauser fields that completely
dominate the electron spin dynamics in the system. The Tesla strength of these Overhauser fields is however deceptive: the interaction is not a real magnetic field, but an effective field that acts on the electron only.

While the sum of the interaction from all of the nuclear spins onto the electron is large, each nucleus itself is subject only to very small effective fields. Considered from the point of view of a single nucleus in the QD, the nucleus experiences three effective fields (i) from its nearest neighbors (the dipole-dipole field), of the order of magnitude of $\sim 0.1$ mT; (ii) from the electron, the Knight field, of the order of magnitude $0.1 – \text{few mT}$; and (iii) any external fields applied. Thus in the regime of milli-Tesla applied fields, it is easy to see that we begin to explore the competition between the nearest neighbor field, the Knight field and the external field. We will demonstrate that by changing the magnitude and direction of external milli-Tesla magnetic fields, one may change the orientation of the Overhauser field. By first optically orienting the nuclear spins along the $z$-axis, and then applying a milli-Tesla magnetic field, one may induce a change in orientation of the entire Tesla-strength Overhauser field due to the precession of each nuclear spin about the external magnetic field.

The manuscript is divided into five sections. In Section II the samples and experimental technique are outlined. In Section III we describe how angular momentum is transferred from circularly polarized light to the electron-nuclear spin system in the QDs. In Section IV we consider theoretically the interaction between the electron and the nuclei in this system. Then in Section V the experimental results are discussed.

Section V.A explores what happens when a magnetic field is applied perpendicular to the optical axis. It is found that in this geometry, the applied field continuously reorients the nuclear spins away from the optical orientation direction, and thus build-up of a nuclear field is suppressed. This only occurs, however, when the applied field is larger than the nearest-neighbor interactions between the nuclei, and we use this technique therefore to measure the magnitude of the nearest-neighbor (dipole-dipole) interactions in our system.

In Section V.B we apply a field that is equal and opposite to the Knight field from the electrons, allowing us to obtain a value for this field. We refine the method used in previous work by using a combination of fields perpendicular (transverse, $x$-direction) and parallel (longitudinal, $z$-direction) to the optical axis, allowing the Knight field feature to become more visible. In Section V.C we estimate theoretically the maximum degree of nuclear polarization we are able to obtain in our sample. Here we use the two important values we have measured, the Knight and dipole-dipole fields, the two quantities which govern spin diffusion in the system after the nuclear spins have been polarized. The Knight field acts to hold the polarization, whereas the dipole-dipole field allows spin diffusion. The ratio of these effective fields governs the nuclear polarization theoretically obtainable in our sample. We demonstrate that in principle, a nuclear polarization of up to $> 98\%$ may be generated.

II. SAMPLES AND EXPERIMENT

The sample studied is a 20 layer InGaAs/GaAs self-assembled QD ensemble with a sheet dot density of $10^{10}$ cm$^{-2}$. 20 nm below each QD layer a Silicon $\delta$-doping layer is located with a doping density about equal the dot density. Thus each QD is permanently occupied with on average one “resident electron”, as confirmed by pump-probe Faraday rotation measurements. The InAs/GaAs QD heterostructure was grown by molecular beam epitaxy on a (100) GaAs substrate. After growth it was thermally annealed for 30 seconds at 900°C. This leads to interdiffusion of Ga ions into the QDs, which shifts the ground state emission to 1.34 eV.$^{22}$

The measurements were performed at a temperature of $T = 2$ K with the sample installed in an optical bath cryostat which was placed between three orthogonal pairs of Helmholz coils allowing application of external magnetic fields of a few mT in all directions. The coils were used to compensate parasitic magnetic fields, of e. g. geomagnetic origin as well as to apply fields up to 3 mT parallel or perpendicular to the optical axis (longitudinal, $z$ direction or transverse, $x$ direction, respectively).

The optical excitation was performed using a mode locked Ti:Sapphire laser with a pulse duration of 1.5 ps and a repetition rate of 7.56 MHz (pulses separated by 13.2 ns). The excitation energy was 1.459 eV which corresponds to the low energy flank of the wetting layer. The helicity of the exciting light could be modulated by means of an electro-optical modulator and a $\lambda/4$ wave plate. With this setup pulse trains with duration between 20 $\mu$s and 500 ms of $\sigma^+$ or $\sigma^-$ polarization were formed.

The beam was focused on the sample with a 10 cm focal length lens which was simultaneously used to collect the PL. The photoluminescence was dispersed with a 0.5 m monochromator and detected circular polarization resolved with a silicon avalanche photo-diode which was read out using a gated two-channel photon counter. In order to ensure a homogeneous excitation of the QDs the PL was collected from the center of the laser spot.

III. OPTICAL ORIENTATION OF ELECTRONS AND NEGATIVE CIRCULAR POLARIZATION

The QDs studied contain on average one “resident” electron. After excitation of an electron-hole pair into the wetting layer and subsequent capture of the carriers into the QD, a trion is formed in these singly charged QDs. The trion ground state consists of two electrons in the conduction band s-shell with antiparallel spins and a single hole in the valence band s-shell. The helicity of the light emitted after the trion decays is therefore governed
by the spin orientation of the hole. As a consequence, the helicity of the photon emitted directly determines the spin orientation of the resident electron left in the QD after radiative recombination.

It is an established phenomenon for singly n-doped QDs under non-resonant excitation and at zero magnetic field that the circular polarization degree \( \rho_c \) of the emission has the opposite helicity to the excitation (known as negative circular polarization effect, NCP). Here we use the standard definition:

\[
\rho_c = \frac{(I^{++} - I^{+-})}{(I^{++} + I^{+-})},
\]

with \( I^{++} \) denoting the intensity of PL having the same helicity as the excitation (\( \sigma^+ \)) and \( I^{+-} \) the intensity of PL polarized oppositely to the excitation.

Figure 1 (a) depicts PL spectra of the QD ensemble studied under \( \sigma^+ \) excitation in the wetting layer, with detection either co-polarized (\( \sigma^+ \)) or cross-polarized (\( \sigma^- \)) to the excitation. Both PL spectra show two peaks corresponding to the inhomogeneously broadened ground state emission at \( \sim 1.34 \) eV (s-shell), and to the first excited state emission at \( \sim 1.37 \) eV (p-shell). The polarization of the PL is negative throughout the emission from the s-shell (Fig. 1 (a), upper panel).

Different mechanisms explaining the NCP effect have been suggested. In Ref. \[29\], a mechanism was proposed whereby the anisotropic exchange between an excited state electron and the hole induces a spin exchange or “flip-flop” process, in order to overcome Pauli blocking of the ground state electrons with parallel spins. In Ref. \[31\], it was suggested that dark excitons are preferentially captured from the wetting layer by the QDs. We note, however, that all of these mechanisms imply that the electron remaining after trion recombination accumulates spin polarization. This is the important feature we exploit in our experiments. The mechanism leading to this accumulation of electron spin polarization may still be subject to discussions, but is not decisive for our studies.

As in our previous work \[22\], we make use of this fact. We excite the system with 75.6 MHz pulsed circularly polarized excitation, allowing pumping of the electron spin population to occur. The electron spin polarization level reached in the sample is governed by the competition between the optical pumping rate and the decay dynamics of the electron spins. During our measurements, we always choose an excitation intensity well into the saturation regime. This ensures that when measuring the change in electron spin polarization, the effects we observe are due to changes in the decay rate of the electron spins, and not the optical pumping rate.

Figure 1 (b) shows the PL polarization as a function of excitation density. As expected, \( \rho_c \) is strongly excitation power dependent. This dependence reflects the efficiency of the optical excitation of the dots, i.e. the average time between two excitation events. As the excitation power is increased, the electron spins become more polarized and \( \rho_c \) increases until it reaches the saturation value of \(-27\) to \(-30\%\). The negative circular polarization is limited by the fraction of loaded QDs in the ensemble and the spin memory of the photoexcited electrons upon relaxation. Neutral excitons and biexcitons may also be created in the ensemble and spin preservation during relaxation from the wetting layer may not be perfect. Both these facts will reduce the \( \rho_c \) value. Therefore, even with full resident electron spin polarization, the value of \( \rho_c \) will not reach \(-100\%\). In the NCP effect, both the photoexcited electrons that retain their polarization, and the polarized resident electron contribute to the negative polarization. One may estimate the circular polarization \( \rho_c \) in a simple model: \( \rho_c = F x [P + S_z(I)] \), where \( P \) is the average polarization of the photojected electron spins, independent of excitation intensity and \( S_z(I) \) is the average polarization of the resident electron spin along the \( z\)-axis, and is dependent on excitation power. \( F \) is the fraction of QDs in the sample that are singly charged and \( x \) is the fraction of negatively circularly polarized photons emitted when either the photoexcited or the resident electron is polarized. Depending on the position on the sample, \( F \) may be as large as 0.5 so that the electron spin polarization in the singly charged dots may actually be considerably larger, as the NCP measured. Thus we see that there is a linear dependence between NCP and resident electron spin polarization where the polarization of the photogenerated electron spins merely adds an offset. This is not crucial in our case as we solely discuss changes in NCP and thus electron spin polarization, respectively.
IV. ORIENTATION OF NUCLEAR SPINS AND THE ELECTRON-NUCLEAR SPIN SYSTEM

A. Electron spin precession in the Overhauser field

In this section, we discuss in general terms the interaction between an electron in a QD and its constituent nuclei at $B_{ext} = 0$. Recent theoretical [33, 36, 37, 38, 39] and experimental [16, 21, 40, 41, 42] work has demonstrated that this is the key spin electron relaxation mechanism in QDs. In addition, strong Overhauser fields in QDs have been directly measured [13, 19] and inferred [22]. We consider first of all the hyperfine interaction in QDs, and consider the effect of an Overhauser field onto the electron spin system under different optical orientation regimes. We then discuss the factors which influence the magnitude of the Overhauser field, before discussing the experimental results in milli-Tesla fields.

As an electron inside a QD is strongly localized, the interaction between electron spin and a nuclear spin is enhanced in comparison to bulk semiconductors. A single electron populating the conduction band of a QD has a Bloch wavefunction with s-symmetry, leading to a high electron density at the nuclear site. The envelope wavefunction has an overlap with about $10^5$ QD nuclei. This can be estimated by considering an approximately disk shaped QD 20 nm in diameter and 5 nm in height. Their spins interact with the electron spin via the hyperfine interaction, described by the Fermi contact Hamiltonian [43]

$$\hat{H}_{hf} = \sum_i A_i |\psi(R_i)|^2 \hat{S} \cdot \hat{I}_i. \quad (2)$$

Here $|\psi(R_i)|^2$ is the probability density of the electron at the location $R_i$ of the $i^{th}$ nucleus, $A_i$ is the hyperfine interaction constant and $\hat{S}$, $\hat{I}_i$ the operators of the electron spin and the nuclear spin, respectively.

As we see from Eq. (2), the total interaction energy is dependent on the electron spin $S$, and the orientation of each of the nuclear spins, $I_i$. The interaction energy therefore crucially depends on the alignment of the nuclear spins in the QD. One may consider that the nuclei exert an effective magnetic field $B_N$ onto the electron as given by

$$\left( \sum_i A_i |\psi(R_i)|^2 I_i \right) \cdot S = g_e \mu_B B_N \cdot S. \quad (3)$$

where $g_e$ is the electron g-factor, $\mu_B$ the Bohr magneton.

In light of the assumption that it is the hyperfine interaction that causes electron spin decay, we neglect other spin dephasing mechanisms (such as phonon interactions) at low temperatures and consider what happens to an electron spin in this nuclear magnetic field. The excitation pulse induces formation of a trion, which radiatively recombines to leave behind an electron spin polarized along the $\pm z$ direction (the optical axis). The electron spin dynamics are then governed by the effective field $B_N$. In general, the motion of a spin $S(t)$ in a fixed magnetic field $B$ is described by

$$S(t) = (S_0 \cdot b + |S_0 - (S_0 \cdot b) b| \cos \omega t + [S_0 - (S_0 \cdot b) b] \times b \sin \omega t, \quad (4)$$

where $S_0$ is the initial electron spin, $b = B/B$ is the unit vector in direction of the magnetic field acting on the electron and $\omega$ is the Larmor precession frequency given by $\omega = |g_e| \mu_B B / \hbar$. The dynamics of the electron spin at $B_{ext} = 0$ is clearly dependant, therefore, on the direction of the Overhauser field, which may have any orientation in space. If the Overhauser field is aligned along the optical (z) axis, the electron spin will be static, and no polarization will be lost. For any $B_N$ field not aligned along $z$, however, the electron spin evolves in time. In the classical analogue, the electron spin precesses about the $B_N$ field.

In the measurements presented here, the electron spin precession period in $B \approx 25$ mT (the order of magnitude of the frozen nuclear spin fluctuation field, discussed below) is $\approx 5.7$ ns, compared to the 13 ns repetition period of the laser. The electron spin precesses more than twice before it is reinitialized. Here, we assume that the QD in which the electron is confined is excited by every pulse due to the high excitation intensity. By the time it is sampled by the next excitation pulse in PL, we measure a time average of this electron spin in the ensemble. If we average the $z$ component of $S(t)$ over time we obtain

$$S_z(B) = S_0 \frac{B^2}{B_x^2} = S_0 \cos^2(\theta(B)). \quad (5)$$

The expression for $S_z$ is obviously analogous to the $z$ component of the projection of the initial electron spin $S_0$ on the precession axis defined by the magnetic field where $\theta$ is the angle between the precession axis and the $z$-axis (see Fig. 2).

Let us now consider what occurs in our system. Figure 2 shows the precession dynamics of the electron spin. The circularly polarized excitation results in spin population, giving an average initial electron spin $S(t = 0) =$
$S_0$. The electron precesses in the Overhauser field several times and the ensemble reaches a steady state of polarization $S_0 \cos^2 \theta$ before the next pulse arrives 13.2 ns later. This next pulse reads out the average projection of the electron onto the z-axis, as discussed in Section III. Thus the PL polarization is dependent on the initial electron spin $S_0$ and $\theta(B)$. $S_0$ is governed by the electron spin retained during energy relaxation from the wetting layer to the QD ground state. This is constant in our experiments, as the excitation conditions are kept the same. The angle of the Overhauser field to the z-axis, $\theta(B)$, is the factor that changes dramatically in these measurements, and we consider now what governs the magnitude and orientation of the Overhauser field.

B. The nuclear magnetic field in the absence of optical orientation

In this Section we discuss the electron spin dynamics for the case where the nuclear spins are given no particular orientation. One might expect that in a system of randomly oriented nuclear spins, the magnetic field would be zero, and the electrons thus would be unaffected by the presence of the nuclei. Generally, however, the magnetic field generated by the sum of the nuclear spins is never exactly zero. The QD contains a large but nevertheless finite number of nuclei ($N = 10^5$), which means that statistically, the number of spins parallel and antiparallel in any given direction will not be equal, but differ by a value $\sqrt{N/3}$ at a particular “snapshot” in time. The result is an effective magnetic field $B_f$, oriented in a random direction in 3D space, about which the electrons precess. The magnitude of $B_f$ can be estimated by $B_f = b_N/\sqrt{N}$ with $b_N$ being the maximum nuclear magnetic field for 100% nuclear polarization. We estimate below a value of $b_N = 8.3$ T for our QDs. For $N \approx 10^5$ one thus obtains $B_f \approx 26$ mT with an in-plane component of $B_{f,xy} \approx 20$ mT. Experimental values of 10 to 30 mT for $B_f$ agree well with this estimate [11].

How this $B_f$ field affects electron spin dephasing depends crucially on the timescale of reorientation of the nuclear spins compared to the precession period of the electron in $B_f$ ($5 - 6$ ns for $B_f \approx 25$ mT). Nuclear spin dynamics tend to be much slower than electron spin dynamics: the nuclear spin fluctuation field changes on a timescale of $10^{-6}$ s [11, 52] due to the precession of the nuclear spins in the milli-Tesla magnetic field generated by the electron spin [39] (see Table I for an overview about the relevant timescales). This means that over timescales less than 1 $\mu$s, the electron is exposed to a "snapshot" of $B_f$, where the nuclear spin configuration remains "frozen". In the absence of an external magnetic field, only the internal field $\mathbf{B} = B_f$ acts on the electron.

The direction and the magnitude of this frozen nuclear spin fluctuation will vary from dot to dot which leads to a rapid decay of the average electron spin orientation in the ensemble (note that this is also true for single dots when the electron polarization is measured as an average over many excitation cycles exceeding the nuclear fluctuation time). Despite the fact that the $B_f$ field is randomly oriented at any given time, the average electron spin measured over the ensemble does not decay to zero. Assuming that the nuclear spins are randomly distributed, $B_{f,x} = B_{f,y} = B_{f,z}$ and thus from Eq. (5):

$$\theta = \arccos \frac{1}{\sqrt{3}} \approx 54.7^\circ,$$

$$S_z = \frac{S_0}{3}. \quad (6)$$

For a randomly oriented nuclear spin system, the average angle of $B_f$ is $\theta = 54.7^\circ$, and the electron spin polarization hence quickly decays to about 1/3 of its initial value due to the frozen nuclear field. Total decay then follows on a microsecond timescale due to continuous change in direction of this nuclear field [39, 41]. The value of 1/3 obviously arises from the fact that the projection onto all directions in 3D space is equal. The initial orientation of the electron is nevertheless important. In this system the electron starts with orientation along the z-axis but with no preferential direction in the $x$-$y$ plane, so that, when ensemble averaging, a residual projection onto the $z$-axis is retained, but no preferential direction exists in the $x$-$y$ plane.

C. Optical orientation of the nuclear spins

Strong optical pumping of the system with circularly polarized light leads to a continuous transfer of angular momentum from the photons to the electron spins. It is well-known that via spin flip-flops with polarized electrons, orientation of the nuclear spins along the axis of excitation may occur (Overhauser effect). For this process the respective orientation of the $B_f$ field in a QD at the point of time of the trion decay may be important. For QDs containing a $B_f$ field predominantly oriented along $z$ the electron spin’s $z$ projection stays large and thus enough time is given to flip a nuclear spin. However, in QDs where the $B_f$ field is by chance predominantly transverse, the electron spin precesses and is not able to polarize nuclear spins. While some $B_f$ configurations may inhibit electron spin preservation, the nuclear spin system changes on a microsecond timescale, so eventually most QDs will experience some nuclear polarization. Continuous optical pumping realigns the electron polarization.
after angular momentum transfer to a nucleus, such that many nuclear spins become oriented. Without optical orientation, the nuclear fluctuation fields in every QD of the ensemble are evenly distributed in all three dimensions. With optical orientation, an additional field, the Overhauser field $B_N$, is generated along the $z$ axis, that may be much larger than the in-plane component $B_{f,xy}$:

$$B_N > B_{f,xy}. \quad (7)$$

The electrons now precess about a nuclear field whose $z$ component dominates, resulting in an increase of average electron spin polarization $S_z$ in comparison to the case of a totally randomly oriented nuclear system. The angle $\theta$ in Eq. (5) decreases and $S_z$ increases.

A significant nuclear polarization obtained by strong pumping and sufficiently long illumination of the sample leads to a nuclear field $B_N \gg B_{f,xy}$ parallel to the $z$ axis and a marked reduction of the influence of the nuclear fluctuation field, maximally restoring electron spin alignment in $z$ direction [44]. Note that at the very edges of the QDs nuclear spin diffusion out of the dot may occur, depending on the nuclear species. In the core of the QDs, however, where the Knight field is strong, spin diffusion is suppressed, and it is here that the nuclear spins may become polarized in our case.

Figure 3(a) illustrates the effect of either an externally applied field or an internal field generated by nuclear polarization. Two curves are shown displaying the dependence of the PL polarization on an external field in $z$ direction. One of them was obtained for excitation helicity modulation between $\sigma^+$ and $\sigma^-$ with period $T_m = 18 \mu s$ which is about two orders of magnitude faster than the nuclear spins need to be polarized (with measurements performed during the $\sigma^+$ cycle only). The other one was recorded with unmodulated excitation, i.e., constant $\sigma^+$ excitation. Let us first consider the modulated excitation case. Here, the net angular momentum flux into the system averaged over time is zero and no significant nuclear polarization $B_N$ builds up (we will demonstrate in Sec. VA that significant nuclear polarization requires tens of milliseconds pumping time). In this case, the $B_f$ field reduces the electron polarization at external field $B_z = 0$ to about $-21 \%$. When $B_z$ is increased, the resultant field $B = B_z + B_f$ is at an angle closer to the $z$ axis ($\theta' < \theta$). The projection of the electron polarization, given by Eq. (5), increases, and $\rho_c$ goes from $\approx -21 \%$ to $\approx -30 \%$. For values $B_z \gg B_f$, $\theta' \approx 0$ and the PL polarization saturates at $\approx -31 \%$.

We now compare this to the case where a nuclear field is allowed to accumulate. Unmodulated excitation causes optical orientation of the nuclear spins even at $B_z = 0$ and a nuclear field $B_N$ in $z$ direction builds up. This nuclear field plays exactly the same role as an external field in increasing the projection of the electron spin onto the $z$ axis. The resultant field onto the electron, given by $B_f + B_N$, is, again, closer to the $z$ axis. In this case, $B_N$ dominates over $B_f$. The polarization reaches $\approx -29 \%$ already at $B_z = 0$, demonstrating that for almost all QDs, a significant nuclear polarization must occur. Note that the small dip which is still apparent for unmodulated excitation in Fig. 5 is caused by the ensemble distribution and the distribution of the $B_f$ field. While a large fraction of the QDs contains a polarized nuclear spin system there may still be some with less nuclear polarization. For higher external magnetic field, almost all of the QDs house a strongly polarized nuclear spin system.

Note that in this work, the relative strength of the underlying fluctuation field, $B_f$, and the optically generated Overhauser field, $B_N$, hold the key to the electron spin dynamics. In fact, it is the presence of the significant fluctuation field as well as an optically generated Overhauser field that are unique to QDs in semiconductor systems.

Figure 4 summarizes all the different influences between the resident electron spin, a single nuclear spin and the nuclear spin ensemble.

**D. The influence of Knight field and dipole-dipole interaction on nuclear spin polarization**

We have discussed the effect of the nuclei on the electron spin until this point by considering them en masse. This approach is sufficient for explaining the optical orientation of the nuclear system as a whole, and the sub-
sequent effect on the electron spin. The electron-nuclear system is, however, a highly interdependent coupled system, and to understand the electron spin dynamics one must also gain a detailed understanding of the nuclear spin dynamics. In this section, therefore, we consider what happens to a single nuclear spin as it interacts with its nearest neighbors, the electron and an external field.

The nuclear spin system is relatively isolated, such that in the absence of external magnetic fields, only two interactions dominate. First is the nearest-neighbor interaction. In an unpolarized nuclear ensemble, each nucleus experiences an effective magnetic field from the neighboring nuclear spins. This field (also known as the dipole-dipole field), denoted as $B_L$, is of the order of 0.1 mT (as we experimentally confirm later) and fluctuates on the timescale of $10^{-4}$ seconds [8]. As we will see in the experimental results in Section V.A., the timescale for dynamic nuclear polarization is $10^{-2}$ seconds, two orders of magnitude slower than the dipole-dipole interaction. It has nevertheless been observed that even in zero applied external field conditions, significant nuclear polarization may occur in QDs [26, 43]. The dipole-dipole interaction is not spin conserving, which leads to the question of why nuclear polarization may occur at all, and brings us onto the second interaction.

The second important interaction that a nuclear spin has with its environment is that with the electron (the hyperfine interaction). Equation 10 may be expanded to be expressed as:

$$\hat{H}_{hf} = \sum_i A_i |\psi(R_i)|^2 \left[ S_z \cdot \hat{I}_z + (S_+ \cdot \hat{I}_+ + S_- \cdot \hat{I}_-) / 2 \right].$$  

The second term expresses the electron-nuclear spin flip-flop interaction responsible for the optical orientation of the nuclear spins, as described before. The first term, on the other hand, may be re-expressed as an effective magnetic field from the electron, $B^i_e$, acting onto the $i^{th}$ nuclear spin:

$$\hat{H}_{hf} = -\mu_i \sum_i B^i_e \hat{I}_z + \sum_i A_i |\psi(R_i)|^2 (S_+ \cdot \hat{I}_+ + S_- \cdot \hat{I}_-) / 2,$$

where

$$B^i_e = A_i |\psi(R_i)|^2 \hat{S}_z.$$  

This effective field, the “Knight field”, was first identified in nuclear magnetic resonance (NMR) experiments [46] as a shift in frequency of the characteristic NMR resonance for particular metals. This shift occurs due to a paramagnetic effect from the presence of conduction band electrons, with the magnitude of this shift in energy being equal to the hyperfine splitting of the ground state of the atom. In our experiments, we cannot measure the Knight shift directly without NMR techniques, and so, as we will see in Section V, we apply a magnetic field equal and opposite to this Knight field and investigate the back-action effect on the Overhauser field.

From Eq. 10 we see that each nuclear spin experiences a Knight field that depends on (i) the location of the nucleus in the QD (the Knight field will be strongest for a nucleus in the centre of the QD, where $|\psi(R_i)|^2$ is largest) and (ii) $S_z$, the projection of the electron spin onto the $z$-axis. We have already discussed in Section IV.A that the electron precesses on a timescale of less than 10 ns, whereas the interaction of each nucleus is much slower than this. We may therefore use the time-averaged electron spin projection $S_z = S_0 \cos^2 \theta$, as given in Eq. [8].

In the absence of an external field, the value of the Knight field is an important quantity in determining whether nuclear polarization occurs. The effective field generated by the electron acts to screen the dipole-dipole interaction, and inhibits nuclear spin diffusion [8, 26]. If one makes the assumption that the maximum nuclear polarization may be achieved as long as dipole-dipole diffusion is completely suppressed, one may express the competition between the Knight field and the dipole-dipole field as [8, 47]:

$$\frac{B_N}{b_N} \approx \frac{B^2}{B^2_e + B^2_L}.$$  

where $b_N$ is the maximum achievable nuclear field for a given alloy system. Thus, the value $B_e$ is an important one: a Knight field value significantly larger than the dipole-dipole field will allow nuclear polarization to occur. Due to Knight field variation, nuclear polarization will obviously vary across the QD.

Going back to Eq. 10 we see that the Knight field is also dependent on the electron spin polarization, $S_z$. We will see later that the experimentally determined value of the Knight field is dependent on the electron spin polarization, but it is also useful to define the maximum Knight field, $b^i_e$, for a given nucleus, such that:

$$B^i_e = -b^i_e \frac{S_z}{S},$$

where $b^i_e$ is the maximum Knight field at a particular nuclear site [8, 10]. The maximum Knight field is, in
fact, the more important quantity to be determined in a particular QD system. As long as a strong nuclear field is generated ($B_N \gg B_L$) an electron will remain aligned along the $z$-axis, and the Knight field at all the nuclei will be the maximum possible in that system. As we will see later, in our experiments the only technique we have to probe the Knight field is to apply a field equal and opposite to it in order to depolarize the nuclei. At this point the average electron spin decreases significantly, and this must be taken into account when determining the experimental value of the Knight field value that we measure. However, although we measure $B_e$, we may extrapolate $b_e$ because we also have a value for $S_z$.

Finally, it is also important to note that in our experiment we determine a "weighted average" value of the Knight field. The Knight field value will vary between each nucleus, going from a maximum value in the centre of the QD and $r$ is the distance from the QD centre, one may estimate that the average value is equal to half the maximum Knight field $b_{e,\text{max}}/2$ [48]. In Section V we will show that we measure a value of the Knight field, $\tilde{B}_{1/2}$, that is an average of the entire nuclear spin ensemble in the QD, and is also dependent on $S_z$.

V. RESULTS AND DISCUSSION

A. Hanle measurements and the dipole-dipole field

In this Section we discuss the application of a purely transverse magnetic field. We discuss the often-used interpretation of this type of experiment for determining the electron spin relaxation time, and demonstrate experimentally that for a QD system, this interpretation does not hold, and that in general it cannot be used for Hanle curve widths $< 10^3$ mT. We instead demonstrate that we may use this technique to determine the strength of nuclear dipole-dipole interactions in the system.

The Hanle effect [49] is a technique often used in semiconductor physics to determine spin relaxation times by initializing spin in the system in a particular direction (e. g. along the $z$-axis) at time $t = 0$ and monitoring the decrease of PL polarization as a transverse (known as Voigt geometry) magnetic field is applied [5]. An electron spin will precess in the $z$-$y$ plane, such that, according to Eq. (4), the dynamics will be given by $S_z(t) = S_0 \cos(\omega_t t)$. When integrating over many cycles, the projection of the spin onto the $z$-axis is clearly zero for integration times considerably smaller than the spin lifetime. For a finite electron spin lifetime, $T_S$, however, the dynamics is given by $S_z(t) = S_0 \exp(-t/T_S) \cos(\omega_t t)$.

The Hanle effect [49] may be used in a quantitative manner to determine the spin lifetime. The PL polarization is monitored as a Voigt geometry magnetic field is increased. Monitoring $S_z$ via the PL polarization whilst sweeping the transverse field yields a Lorentzian curve, the width of which is inversely proportional to the $T_S$ time of the electron:

$$T_S = \frac{\hbar}{|g_{e,x}| \mu_0 B_{1/2}}$$

with the electron g factor $g_{e,x}$ along $x$, and the measured half width at half maximum $B_{1/2}$ of the Lorentz curve obtained.

Figure 5 shows a graph obtained from a Hanle measurement under unmodulated excitation, with pulses of 75.6 MHz repetition rate on our QD sample. A transverse magnetic field $B_x$ was swept and the PL polarization for each field value was recorded. The PL polarization drops sharply from its maximum value at $B_x = 0$ the half-width of the peak being $\sim 0.22$ mT. From the usual interpretation of the Hanle effect, Eq. (13), this would correspond to $T_S \sim 57$ ns assuming $g_{e,x} = 0.5$ [22].

Let us now consider what happens if the excitation helicity is flipped between $\sigma^+$ and $\sigma^-$ with period $T_m$ that we are able to vary over a range of milliseconds. Fig. 6 shows Hanle curves under excitation modulated in such way (note that because the signal could only be measured during the $\sigma^+$ pulse, the measurement is inherently more noisy). The narrow peak appearing with unmodulated excitation at $B_x = 0$ gradually disappears when the modulation frequency is increased. It almost completely vanishes for a modulation period of $T_m = 1$ ms. This value is in complete disagreement with the value obtained from Eq. (13): if the electron spin relaxation time is of the order of $T_S \sim 57$ ns, the slower 1 ms mod-
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ulation should not inhibit it. In general, as the dynamics of the electron spin takes place on a nanosecond (preces-
sion) to microsecond (coherence) timescale (see Table I), this millisecond effect is far too long to be of electronic origin. Although transverse fields also lead to the depolarization of polarized electron spins in the QDs under study, the situation obviously fundamentally differs from the one underlying the original Hanle effect.

When considering the discussion in Section IV.B, it becomes immediately clear that the Hanle effect as discussed above should never be observed in this low field regime. In fact, it appears at first surprising that a dramatic change in the PL polarization is observed at all. As discussed in Section IV.B, the fluctuation field from the nuclei, $B_f \sim 10^3$ mT, is always present and should screen completely the effect of any milli-Tesla applied field. Polarization of the nuclear spins may occur, but this will always result in an increase in the magnitude of the total nuclear magnetic field, $|B_f + B_N|$, which will always screen any mT applied field. Thus, care has to be taken when the width of the Hanle peak is used to determine the spin lifetime of the electron in QDs as has been suggested in the literature [24, 25]. This works only for nuclear fluctuation fields $B_f \ll 10$ mT. At fields lower than several tens of milli-Tesla the Overhauser field or the frozen fluctuation field will always dominate the spin dynamics in QDs.

The fact that an effect is only observed when tens of milliseconds excitation is used implies that the effect arises from dynamic nuclear polarization which is known to occur on these timescales [14, 21]. In the following we will explain the mechanisms leading to the specific shape of the curve in Fig. 6.

For modulated excitation with $T_m < 1$ ms, almost no nuclear polarization is allowed to build up, and the electron feels the fluctuation field only. The electron spin decays to give $\rho_c \sim -21\%$ irrespective of the applied field. For unmodulated excitation on the other hand, a nuclear magnetic field builds up along the $z$ axis when $B_z = 0$. The nuclear field adds to the frozen fluctuation field $B_{f,z}$ and reduces the angle $\theta$ between the $z$ axis and the total nuclear magnetic field $B_{N,tot} = B_N + B_f$ as discussed in Sec. [IV]. The PL polarization, $\rho_c \propto S_z$, increases from $\sim -21\%$ to $\sim -26\%$ [53], similar to the behavior shown in Fig. 6.

Now let us consider what happens when a transverse field $B_x$ of a few mT is switched on. The electron is not sensitive to this field as it is screened by the much stronger nuclear fields (the fluctuation field or the Overhauser field), and so at first, it will continue to polarize the nuclear spins in the $z$-direction. The nuclear spins, however, are sensitive to this transverse field. As discussed in Section IV.D, the nuclei feel three fields: the external field $B_x$, the Knight field $B_K$ and the dipole-dipole field $B_L$, all of which are of the same order of magnitude. If the external field dominates over the other two, then over the timescale of $\mu$s, the nuclear spins begin to precess about this field.

This situation has been investigated in detail in Ref. [10] for donors in bulk GaAs. In this work, it was discussed that application of a magnetic field in an oblique direction results in the optically oriented nuclear spins precessing about this external field effectively aligning the Overhauser field along it. The electron still experiences this Overhauser field which is, however, now oriented along the external field: the Overhauser field effectively magnifies the external field by several orders of magnitude. This was described in reference [10] as:

$$B_N = \kappa(S,B_{ext})B_{ext},$$

where $\kappa$ is known as the multiplication factor. Note that the polarization of the nuclear spins only occurs due to optical orientation via the spin polarized resident electron, whereas the external field solely directs the optically generated Overhauser field. If an Overhauser field of several Tesla is generated and realigned to the external milli-Tesla magnetic field, $\kappa$ can reach values of $10^3$ or more. This extraordinary effect is the reason why such small external fields can have such a dramatic effect on the electron spin system.

For a purely transverse field, the polarized nuclear spins will precess about the $x$-direction in a few $\mu$s. This has the subsequent effect of destroying the electron spin polarization: it will precess about the $x$-axis and all projection onto the $z$-axis is lost. At this point, no further nuclear polarization via the electron spin can occur. The nuclear polarization already present will diffuse. Thus we see that dynamic nuclear polarization cannot occur in the steady state when a $B_x$ field is applied.

We observe though that a finite applied field is required to reduce the $\rho_c$. In Fig. 6 the PL value drops from $\sim -29\%$ to $\sim -24\%$ steadily over the range of $\sim 0.6$ mT and then does not decrease further. This fact may be explained by the presence of the dipole-dipole field $B_L$. 

![Figure 6](color online) (a) Hanle curves for excitation modulated between $\sigma^+$ and $\sigma^−$ with period $T_m$ (smoothed). The narrow peak gradually vanishes for faster modulation and is almost absent for $T_m = 1$ ms.
For external magnetic fields $B_x < \tilde{B}_L$, the external field is screened by $\tilde{B}_L$. In order to realign the nuclear spins, $B_z$ has to dominate over the dipole-dipole field.

For measurements in a purely transverse magnetic field the $x$ component of the Knight field is zero, thus the only transverse field experienced by the nuclear spins is the external field. The width of the Hanle peak is hence solely determined by the competition between $\tilde{B}_L$ and $B_{\text{ext}}$. This is discussed further in \[10\]. In this regime the width of the depolarization peak is a measure for the dipole-dipole field $\tilde{B}_L$ as discussed above. The average peak half width from several measurements corresponds to a dipole-dipole field of

$$\tilde{B}_L = 0.22 \pm 0.02 \text{ mT}. \quad (15)$$

We shall now examine what happens when $B_x$ is increased above the magnitude of $\tilde{B}_L$ and why the polarization remains at a constant level for $B_x \gtrsim 0.6 \text{ mT}$, and does not drop to zero, as may be expected if the field the electrons experience is purely transverse. To understand this behavior, one must consider the magnitude of the nuclear polarization field $B_N$ relative to the fluctuation field $B_f$. The field $B_N$ will decrease as $B_x$ increases: this is due to the fact that $B_N$ is dependent on $S_z$ and decreases with decreasing electron spin because then the ability of the electron spin to polarize the nuclear spins is reduced. Thus, at a sufficiently large $B_x$, the Overhauser field is close to zero, and only the fluctuation field $B_f$ remains. The fluctuation field then dominates the electron spin dynamics, and in Fig. 5 the $\rho_c$ value reaches $-23\%$, the value found at $0 \text{ T}$ in Fig. 3 (a) for modulated excitation (i.e. with no nuclear polarization).

B. The Knight field

We have seen from Sec. V.A that the nuclei are sensitive to extremely small fields. In Section IV we also discussed the importance of the Knight field in allowing nuclear polarization. The Knight field $\tilde{B}_N$ is the effective magnetic field felt by each nucleus from the resident electron. $\tilde{B}_N$ is antiparallel to the electron spin, and in our scheme, is thus parallel to the $z$-axis. At $B_{\text{ext}} = 0$ the Knight field screens the effect of the dipole-dipole field and allows dynamic nuclear polarization to occur; however, $B_z$ must be stronger than $\tilde{B}_N$ \[10, 26\].

The magnitude of the Knight field is a quantity which varies not only between different QDs, but also between individual nuclei in a single QD, as its magnitude is proportional to the density of the electron wavefunction at a particular nuclear site. For QDs, the Knight field may be an order of magnitude stronger than in bulk, due to the increased electron density over fewer nuclei in the QD. This is why dynamic polarization in QDs at $B_{\text{ext}} = 0$ can be much stronger than in bulk material. It is therefore of great interest to gain a measure of the strength of this effective field.

An approximate measure of the Knight field in QDs was determined for the first time by Lai et al. \[26\]. In this measurement, the PL polarization of a single QD exciton state was measured as a milli-Tesla field was swept along the $z$ direction. It was found that a dip in the polarization was visible at $\sim 0.6 \text{ mT}$, whose position changed sign as the helicity of the excitation was changed. This decrease in polarization is due to the fact that the external field applied is exactly equal in magnitude and opposite in direction to the Knight field in that point, i. e. $B_z = -\tilde{B}_N$.

A nucleus in the QD then experiences an approximate cancelation of the Knight field with the external field. Without the Knight field, dipole-dipole depolarization of the nuclear spins occurs quickly, and dynamic nuclear polarization does not build up.

An identical measurement is performed in our system in the strong pumping regime, with the results shown in Fig. 7. Here, the $B_z$ dependence of the polarization ($\rho_c$) for $B_x = 0$ and fixed excitation polarization (full circles: measured data, solid line: smoothed). The dip at $B_{\text{eff}} = 0$ is shifted from $B_x = 0$ by the value of the Knight field $\tilde{B}_c$. Note that the sign of $\rho_c$ is opposite to the circular polarization of the excitation, see Eq. 1.

FIG. 7: (color online) $B_z$ dependence of the PL polarization ($\rho_c$) for $B_x = 0$ and fixed excitation polarization (full circles: measured data, solid line: smoothed). The dip at $B_{\text{eff}} = 0$ is shifted from $B_x = 0$ by the value of the Knight field $\tilde{B}_c$. Note that the sign of $\rho_c$ is opposite to the circular polarization of the excitation, see Eq. 1.
Additionally apply a constant transverse magnetic field for investigating the Knight field in QDs.

On donors [8, 10], and present this method as ideal one for some QDs) in our system. If this strong field is aligned along the z-axis, its axial contribution to this field must be depolarized simultaneously. We therefore use a method to measure the Knight field that was first reported in 1977 for electrons on donors [8, 10], and present this method as ideal one for investigating the Knight field in QDs.

In order to make the Knight field more visible, we additionally apply a constant transverse magnetic field $B_x$, and again step the $B_z$ field. This technique, used extensively in [10], allows one to access nuclear polarization regimes where $B_N$ is smaller, without significantly changing the electron spin polarization generated (as would be the case, for example, when decreasing the excitation power). In this technique, a transverse field is applied of magnitude 1.13 to 2.27 mT. The z-field is then swept, and the polarization is measured. By keeping the $B_x$ field constant and sweeping $B_z$, one effectively sweeps the angle, $\theta_{ext}$ that the total field $B_{tot} = B_x + B_z$ makes with the z-axis, given by $\theta_{ext} = \arctan(B_z/B_x)$. In fact, we will demonstrate that by using this technique, the angle that the $B_N$ field makes with the z-axis may be finely tuned, and even become closer to the z-axis than $\theta = 54^\circ$, the angle at which the ensemble averaged frozen fluctuation field is generally tilted from the z axis.

Let us consider what should be expected as the $B_z$ field is swept in the presence of a $B_x$ field. By sweeping the $B_z$ field, the angle of the total applied field is swept from $90^\circ$ for $B_z = 0$ to close to $0^\circ$ when $B_z \gg B_x$. As in the rest of the work presented here, the applied field has no direct effect on the electron, but each of the nuclei will respond to this field, and in the absence of other effects, precess about the axis at an angle $\theta$.

Now let us assume that strong dynamic nuclear polarization is generated, where $B_N \gg B_f$. As we have discussed previously, the electron spin polarization is governed by this field: $S = S_0 \cos^2(\theta_{ext})$. Thus sweeping the field should reveal a change in circular polarization from 0 to $-100\%$ if a strong $B_N$ field is created. In Fig. 8 $B_z$ dependencies for various applied transverse fields are shown for both $\sigma^+$ and $\sigma^-$ excitation. We do not observe the change from 0 to $-100\%$, despite the fact that clear changes in PL polarization occur on sweeping the field. A clear asymmetry is present, however, that is reversed upon reversal of the excitation polarization.

It is not surprising that the PL polarization does not drop to zero for low $B_z$ values. As in Fig. 5 for $S_0 \cdot B$, no nuclear polarization can occur. The electron spin, however, is still exposed to the nuclear fluctuation field which does not fully depolarize the electron spin. The value $\rho_c \sim -23\%$, is the same value as for $B_z \gg 0.22$ mT in Fig. 5 as we expect.

The solid line in Fig. 8 (b) shows the polarization behavior expected when the Knight field and the fluctuation field are neglected. The PL polarization exhibits a pronounced asymmetric W-shaped behavior on sweeping the longitudinal field, that is inverted on changing the excitation helicity. Let us consider first the points indicated by arrows in Fig. 8 corresponding to local turning points in the curve. These

![FIG. 8: (color online) $B_x$ dependence of the PL polarization for different values of $B_z$: 1.13 mT, 1.7 mT and 2.27 mT. Excitation $\sigma^-$ (a) and $\sigma^+$ (b). The constant shift of the peak in the middle of the W-shaped structure (indicated by arrows) corresponds to the magnitude of the Knight field. Solid line in (b): Polarization behavior expected when the Knight field and the fluctuation field are neglected.](image-url)
occur at \(\sim \pm 0.5\) mT. We note that at these points, \(\rho_c\) reaches a value of \(\approx -23\%\) for all the curves, and moreover, that these points, approximately correspond in magnitude and sign to the Knight field values observed in Fig. 8. At this point, the \(B_z\) field approximately compensates the Knight field for many of the QD nuclei. Due to the cancelation of the Knight field the nuclear spins experience a purely transverse magnetic field. In this geometry nuclear polarization is not allowed to built up as \(B_{ext} \cdot S_0\). Thus the \(\rho_c\) value measured corresponds to the fluctuation field value of \(\approx -23\%\).

The marked asymmetry in the curves that are inverted when changing helicity allow easy determination of the compensation point, and this is indicated by the arrows in each figure. As soon as the \(B_z\) field is swept away from the compensation point, nuclear polarization may begin to occur. Moving away from the compensation point, the magnitude of generated nuclear field \(B_N\) increases. However, the magnitude of the \(B_N\) field with respect to the fluctuation field \(B_f\) and the orientation of \(B_N\) has a complex effect on the resultant electron spin orientation, which we attempt to clarify in the next section.

C. Tuning the angle of the Overhauser field with milli-Tesla external fields

The experiment shown in Fig. 8 involves choosing an external \(B_x\) field, which is kept constant, and sweeping another \(B_z\) field, from negative to positive values, through zero. We therefore effectively sweep the angle of the external field from along the \(x\)-axis to along the \(z\)-axis, as explained previously. To further elucidate our data we have taken the same data shown in Fig. 8 (b) and replotted it, not as a function of \(B_z\), but as a function of the angle of the total external field, as shown in Fig. 9 This angle is given by \(\theta_{ext} = \arctan(B_z/B_x)\). Note that \(\theta_{ext} = 90^\circ\) and \(0^\circ\) corresponds to the external field along the \(x\) and \(z\) axes, respectively. Upon reploting the data, it is evident that \(\rho_c\) is dependent on \(\theta_{ext}\) and on the absolute magnitudes of \(B_z\) or \(B_x\). The curves for \(B_x\) = 1.13, 1.70 and 2.27 mT obviously coincide, and show the same asymmetry as well as the W-shaped feature. The value of \(\rho_c\) at the Knight field compensation point is \(\sim -23\%\) (indicated by the arrows). Moving away from this point a reduction in \(\rho_c\) is observed, until a turning point is reached, and \(\rho_c\) then increases sharply. We now explain this behavior qualitatively.

In this experiment, the magnitude of the Overhauser field \(B_N\) generated, is small, unless the applied \(B_z\) field is very large. Therefore we are always in the regime where the Overhauser field generated is of the same order of magnitude as the fluctuation field \((B_N \sim B_f)\), and the two are in direct competition. At the Knight field compensation point, the magnitude of \(B_N\) is at its lowest, and the electron sees a pure \(B_f\) field. The electron precesses around this fluctuation field, at \(\theta_f = 54.7^\circ\) (first panel from bottom in Fig 9(b)).

Now let us consider what happens as we move away from \(\theta_{ext} = 90^\circ\) towards the value \(54.7^\circ\). We see that the polarization decreases, indicating that electron spin projection onto \(z\) decreases. This appears counterintuitive. If the Overhauser field angle \(\theta(B_N)\) of the polarized nuclear field is becoming closer to the \(z\)-axis, the electron polarization should increase. The second panel reveals why \(S_z\) decreases in this region. The nuclear field generated for \(\theta_{ext} > 54.7^\circ\) is much smaller in magnitude than \(B_f\), but as \(\theta_{ext}\) is decreased, the magnitude of \(B_N\) increases (due to the fact that \(S_z\) is larger) and begins to compete more strongly with \(B_f\). It is clear from the second panel in Fig. 9(b) that for \(\theta_{ext} > 54.7^\circ\), the total field \(B_{tot} = B_f + B_N\) is at a larger angle than \(B_f\). This means that the stronger the Overhauser field \(B_N\) generated, the more the electron depolarizes.

At \(\theta = 54.7^\circ\) a turning point is reached. At this point, \(B_f\) and \(B_N\) are at the same angle (see the third panel of Fig. 9(b)), and increasing \(B_N\) is no longer detrimental. Upon increasing \(\theta_{ext}\) further, any increase in \(B_N\) leads to a total field \(B_{tot}\) which is always at an angle smaller than \(54.7^\circ\). This has a positive feedback effect: the electron spin is preserved, and therefore may polarize more nuclei. As \(\theta_{ext}\) is decreased further, \(B_N\), and hence \(S_z\) increase quickly, as depicted in the final panel at the top.

We have described the behavior shown in Fig. 8 in a qualitative way only. A qualitative description would require detailed knowledge of \(B_N\) as a function of angle, a value which is likely to be non-linear, and is beyond the scope of this paper. However, it shows clear evidence that
these small external fields may be used to accurately fine-
tune the angle of the Overhauser field generated. With
improvements in nuclear pumping rate one may be able
to control this angle over even wider ranges. The Over-
hauser field may therefore replace a strong external field
used to manipulate electron spins, ranging from the Voigt
to the Faraday geometry.

D. Evaluation of Knight field and nuclear field

Finally, in order to evaluate the Knight field we de-
determine in Fig. 8 the magnetic field at which the Knight
field was compensated. This compensation point has a position of

$$|\tilde{B}_e| = 0.5 \pm 0.1 \text{ mT}. \quad (16)$$

This agrees well with the value of 0.6 mT which was measured in single QD experiments [20].

From Eq. (12) in Section IV.D, it was discussed that each $i^{th}$ nucleus in the QD has an unique Knight field, $B_{NI}$. In this experiment, a weighted average Knight field is measured: as discussed in Section IV.D, one may approximate this weighted average to be $B_e \sim B_{e,max}/2$ [18]. The weighted average will clearly depend on the details of the electron confinement within the QD, which goes beyond the scope of this paper, but is not thought to deviate much from this approximation. We recall also that the measured Knight field will be reduced compared to the maximum obtainable Knight field, due to the fact that the electron spin projection $S_z$ is reduced. Similarly to Eq. (12)

$$\tilde{B}_e = -\tilde{b}_e \frac{S_z}{S}. \quad (17)$$

Let us now consider the compensation points $\tilde{B}_e = -B_z$ carefully again (arrows in Fig 8). At this point, the external field and internal Knight fields cancel, and generation of nuclear polarization is suppressed. The only field from the nuclei is now the fluctuation field $B_f$. As discussed before, the electron precesses about this field at $\theta = 54.7^\circ$, and thus, from Eq. (9), $S_z = S_0/3$. From Eq. (17), $\tilde{B}_e = \tilde{b}_e S_z/S_0$, it follows that:

$$\tilde{b}_e \sim 1.5 \pm 0.3 \text{ mT}. \quad (18)$$

The value $\tilde{b}_e$ gives the maximum Knight field onto the system if no depolarization of the electron spin occurs.

The information we have gained about the magnitude of the Knight field and the dipole-dipole field now enable us to estimate the magnitude of the maximum achievable nuclear magnetic field using Eq. (11). In the calculations a leakage factor $f$ accounting for phenomenological losses of nuclear spin polarization not explicitly discussed here, was set to one so that the results should be understood as the maximum polarization which may be generated with the measured values $\tilde{B}_e = 0.5 \text{ mT}$ and $\tilde{B}_L = 0.22 \text{ mT}$. Simply taking these values, one obtains a value for the estimated maximum field of:

$$\frac{B_N}{b_N} \approx \frac{\tilde{B}_e^2}{B_f^2 + B_L^2} = 0.84. \quad (19)$$

Thus we observe that even a moderate Knight field effectively dominates over the dipole-dipole field, and up to 84% nuclear polarization may be obtained in the absence of any other leakage.

One may calculate $b_N$ in the case that 100% of the nuclear spins are polarized. For In$_{0.5}$Ga$_{0.5}$As QDs with electron g-factor $g_e = 0.5$ [23] it was estimated that [10, 22, 51]

$$b_{N,In_{0.5}} \approx -4.3 \text{ T},$$
$$b_{N,Ga_{0.5}} \approx -1.26 \text{ T},$$
$$b_{N,As} \approx -2.76 \text{ T}. \quad (20)$$

With these values we obtain a maximum nuclear field of $b_{N,max} = \sum_i b_{N,i} = -8.3 \text{ T}$. This value is, in fact, exact for the alloy composition given and is independent of electron localization. From Eq. (19) therefore, we might expect to see an Overhauser field of $B_N = 6.9 \text{ T}$.

However, one should consider more carefully the value taken for the Knight field. In a system where little nuclear polarization has yet built up, the electron precesses around the $B_f$ field and, as we have shown, the residual electron spin polarization along $z$ gives rise to a Knight field of $\sim 0.5 \text{ mT}$. It was in this regime that the Knight field was directly measured here. However, should a moderate Overhauser field build up in the $z$-direction that dominates over the fluctuating field, the electron does not precess about an oblique field, and both the electron
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FIG. 10: (B_z + \tilde{B}_e)^2/((B_z + \tilde{B}_e)^2 + \tilde{B}_L^2) which is a measure for the competition between $B_L$ and $B_e$ concerning the ability of an Overhauser field to be generated. Values $\tilde{B}_e = 0, 0.5$ and $1.5 \text{ mT}$ are shown. The most important point to consider is the value at exactly $\tilde{B}_e = 0$ (vertical dashed line), where no external field supports nuclear polarization.
spin projection and the Knight field reach their maximum values. We have already shown this maximum value to be \( \tilde{b}_e \sim 1.5 \, \text{mT} \) in this system. If we make the assumption that at \( B_{\text{ext}} = 0 \) at least a moderate Overhauser field builds up in many of our QDs, we may use the maximum value of the Knight field \( B_e = \tilde{b}_e \) calculated from Eq. (13) to be

\[
\frac{B_N}{b_N} \approx \frac{\tilde{b}_e^2}{b_e^2 + B_L^2} = 0.98. \tag{21}
\]

Thus, we observe that as soon as a significant Overhauser field builds up in the QDs, the Knight field magnitude is at a maximum, and one should theoretically be able to obtain almost 100 % nuclear alignment (and an Overhauser field of \( B_N = 8.1 \, \text{T} \)).

Note that the maximum projection of the Knight field onto the nuclei is not necessarily reflected in the measured \( \rho_e \) value. The \( \rho_e \) value is also governed by the probability of electron spin-flip from the wetting layer to the ground state during relaxation. Thus, the nuclear spins in a particular QD may be prepared with a strong alignment in the \( z \) direction. An electron in the ground state therefore will not precess and lose its spin projection onto the \( z \)-axis. This is regardless of whether it has spin up or down. Thus while the sign of the Knight field will change if the electron is spin-flipped, the magnitude stays the same.

By way of illustration, Fig. 10 demonstrates the effect that different values of the Knight field have on the maximum obtainable nuclear polarization. In this figure, the function

\[
\frac{B_N}{b_N} \approx \frac{(B_e + \tilde{B}_e)^2}{(B_e + \tilde{B}_e)^2 + B_L^2}. \tag{22}
\]

is plotted as a function of \( B_e \) for Knight field values of \( B_e = 0, 0.5, 1.5 \, \text{mT} \), where \( \tilde{B}_e \) is taken to be \( 0.22 \, \text{mT} \) from Fig. 5. The vertical dashed line indicates the value \( B_e = 0 \). It is clear here that for no Knight field, no nuclear polarization will occur according to this simple model, but for values of \( B_e \) determined in this work, the nuclear polarization should reach large values.

In our previous work on the same sample, strong evidence was found for high Overhauser fields, that allow the formation of a nuclear spin polaron state. The measurements here demonstrate that almost 100 % alignment should indeed be possible in these QDs. Note that we make the assumption that without dipole-dipole depolarization, 100 % alignment would be achieved. Clearly, the maximum nuclear polarization achievable is dependent on several factors, of which the Knight field magnitude is just one.

VI. SUMMARY AND CONCLUSIONS

We have demonstrated that the effect of negative circular polarization may be used both to polarize the spins of the resident electrons in n-doped QDs and to optically orient the nuclear spins in the QDs via spin transfer from the spin oriented electrons. Furthermore, the spin polarization of the resident electrons may be read out by measuring the circular polarization of the photoluminescence upon circularly polarized non-resonant excitation of the QDs.

The electron spin polarization at the same time serves as a sensitive detector for the state of the nuclear spin system. Milli-Tesla external magnetic fields may be used to manipulate the nuclear spins which in turn amplify the external field by orders of magnitude making it possible to detect their action via the electron polarization. Exploiting this co-dependence of electron and nuclear spins, we studied Hanle curves for excitation modulated between \( \sigma^+ \) and \( \sigma^- \) helicity with different modulation periods. We were able to show that it takes tens of milliseconds to maximally polarize the nuclear spin system in the QDs using our polarization method. It became obvious that one has to examine thoroughly whether Hanle measurements in a specific case may be used to determine spin dephasing times of the electron. Even when nuclear polarization is suppressed by modulated excitation, the random frozen fluctuation nuclear field is still present, dominating the dynamics of the electron spins. Thus one may conclude that determining the electron spin lifetime using the Hanle effect for magnetic fields less than a few tens of milli-Tesla is incorrect due to screening either from the fluctuation field or the dynamic polarization: an alternative method must be used in QDs.

The Hanle measurements, however, allowed us to determine the dipole-dipole field \( \tilde{B}_L \approx 0.22 \, \text{mT} \). Furthermore, the magnetic field dependence of the PL polarization in a combination of Faraday and Voigt geometries could be used to obtain an accurate determination of the magnitude of the Knight field \( \tilde{b}_e \approx 1.5 \, \text{mT} \). It was also demonstrated that one may fine-tune the angle of \( B_N \) to the \( z \)-axis.

After having determined the values of the dipole-dipole and Knight fields for this one system, the maximum nuclear field achievable may be calculated. It was found that, neglecting losses, the nuclear field at zero externally applied field may be as high as \( \approx 6.9 \, \text{T} \), which is achievable due to the stabilizing influence of the Knight field. It was also calculated that the nuclear polarization could reach \( > 98 \% \) for a fully polarized electron spin, as the maximum Knight field value of \( \approx 1.5 \, \text{mT} \) dominates over the dipole-dipole field. This nuclear field, reaching up to \( 8.1 \, \text{T} \) provides an explanation for the observation of polaron formation at \( T = 2 \, \text{K} \), as theoretically predicted and for which some experimental evidence already has been provided.

The fact that we use a QD ensemble for our studies may be considered a disadvantage because of the ensemble inhomogeneities. However, the variation of the parameters of the electron-nuclear spin system we measure is not necessarily primarily due to the distribution in the ensemble but vary for a single QD due to the inhom-
gernity over the dot volume. For a single QD, the nuclear configuration may be very different each time it is probed, and because the nuclear spins may remain frozen for microseconds to seconds, one must integrate over very long times to ensure true averaging effects. The fact that we do see collective effects in our sample is a proof that the ensemble broadening is relatively small concerning the parameters of the electron-nuclear spin system. On the contrary, it is a remarkable finding that the ensemble reacts collectively yielding the pronounced features we have observed.

To summarize, it is clear that the electron-nuclear system may be manipulated with just a few milli-Tesla, in stark contrast to conventional semiconductor systems. The dynamics of this complex system is only beginning to be understood, but clearly holds the key to achieving long electron spin qubit coherence times for use in applications such as quantum information processing, whilst the Knight field plays a crucial role in novel schemes for the use of QD nuclear spins as a quantum memory.[54].
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