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ABSTRACT

Assuming a known degradation model, the performance of a learned image super-resolution (SR) model depends on how well the variety of image characteristics within the training set matches those in the test set. As a result, the performance of an SR model varies noticeably from image to image over a test set depending on whether characteristics of specific images are similar to those in the training set or not. Hence, in general, a single SR model cannot generalize well enough for all types of image content. In this work, we show that training multiple SR models for different classes of images (e.g., for text, texture, etc.) to exploit class-specific image priors and employing a post-processing network that learns how to best fuse the outputs produced by these multiple SR models surpasses the performance of state-of-the-art generic SR models. Experimental results clearly demonstrate that the proposed multiple-model SR (MMSR) approach significantly outperforms a single pre-trained state-of-the-art SR model both quantitatively and visually. It even exceeds the performance of the best single class-specific SR model trained on similar text or texture images.

Index Terms— image super-resolution, multiple learned models, class-specific image prior, zero-shot learning

1. INTRODUCTION

Image super-resolution (SR) aims to generate the latent high-resolution (HR) images from low-resolution (LR) ones by generating information that does not exist in the LR images [1, 2]. Single-image SR (SISR) by learning from examples dates back to the seminal works of Freeman [3, 4], which implicitly learned features from a database of HR and LR image patch pairs. These example natural image patch pairs were employed as data-driven priors to extrapolate high frequency image details. Example-based SISR has later been applied to target specific classes of images, e.g., face images [5, 6]. These class-based SISR algorithms have yielded superior results, because they were able to better capture class-specific image priors.

Existing learned SISR methods [8, 2, 9, 10, 11] have achieved remarkable results by training a generic SR model using a set of HR and LR image pairs. However, intensity patterns in different types of images vary significantly. For instance, a text image contains sharp edges against a uniform background, while an outdoor image contains fine textures, such as trees, grass, etc. As a result, capturing image priors by means of a single generic SR model does not yield the best results for a variety of classes of images. To summarize, drawbacks of training a generic SR model for all types of images are: (i) different images have different characteristics, (ii) even in a single image, different regions (patches) usually have distinct features, such as text and texture within the same image. Hence, a generic SR model is not adequate to learn different types of image priors and the one-model-for-all approach is sub-optimal, leading to a large performance

Fig. 1. This example demonstrates that ×4 SR by class-specific training for text images, not only yields higher PSNR, but also better visual quality. (a) HR image ImagePairs [7] test set, (b) cropped HR patch, (c) bicubic interpolation of ↓4 image, (d) ZSSR - 23.74 dB, (e) generic EDSR model - 31.86 dB, (f) text-class EDSR model - 32.574 dB
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variance over the test dataset.

**Contributions:** Main contributions of this work are: i) We propose class-specific SR models trained for specific classes of images, which have similar characteristics, to better capture image priors and decrease performance variance across the test dataset. ii) To address the variation of image characteristics within a single image, we propose a multiple model SR (MMSR) framework with a post-SR fusion network that learns how to combine SR images obtained by multiple SR models, each tuned to a specific class of image priors.

## 2. RELATED WORK

Many researchers, starting with early work on SRCNN [8] up to more recent advanced architectures such as EDSR [11], RCAN [12] and others [2, 9, 13], have demonstrated superior performance of supervised deep learning for the SISR task. A limitation of these approaches is that they all rely on a single generic SR model for all images in the test set. However, a model trained on a particular training set cannot generalize well for images with different characteristics even in the case of a known degradation model. Accordingly, it was observed in [14] that the mean PSNR or SSIM values reported over a test set using a single SR model display a large variance, where the PSNR values may vary up to 5 dB for different images in the test set. This observation and the success of early class-based image hallucination methods [5, 6] motivate us to explore SR models that exploit class-specific image priors.

There are also unsupervised deep learning methods, such as KernelGAN [15] and Zero-Shot Super-Resolution Using Deep Internal Learning (ZSSR) [10], which provide successful results for single image SR. In the extreme, one can consider designing a different inference model for each individual image as in the case of unsupervised deep learning methods. Specifically, ZSSR generates an image-specific model taking advantage of self-similarity and internal statistics of images and does not rely on an external training set. However, zero-shot models need to be trained for each test image individually and their performance is in general lower compared to those obtained by supervised learning.

## 3. MMSR: MULTIPLE-MODEL SR NETWORK

The standard paradigm for training an SR network is to learn a single generic model to capture both the degradation and the image prior. Assuming the degradation model is the same for all images in the training and test sets, we investigate whether a single model can satisfactorily capture image priors for a diverse set of images. The 2D t-SNE [16] plot for patches from our training data, depicted in Fig. 2, shows at least two well-separated clusters, suggesting that a single generic model may be suboptimal for accurately capturing image priors for all images in this training set. Hence, we propose multiple SR models each tuned to class-specific image priors. To better exploit this concept, in this paper, we propose a multi-model SR network architecture including a post-processing network that learns how to fuse the output SR images produced by each model. Interestingly, our results indicate that even in the case of homogeneous input images fusing the results produced by these multiple class-specific models by a post-processing network outperforms the performance of the best class-specific model trained for the particular class of images.

The proposed MMSR architecture, depicted in Figure 3, consists of a bank of $N$ SR models, where $N - 1$ of them are class-specific SR models, each tuned to image priors from a specific class of images, and the last one is a generic SR model (representing the class “other”), as well as a post-SR network that learns how to best fuse the outputs of these multiple SR models. Our results show that the proposed MMSR framework is not only effective in super-resolving images with mixed content, e.g., text and texture in the same image, but also yields results better than a generic or class-specific model on a single class image, such as a text-only image.

### 3.1. Class-Specific and Generic SR Models

We employ standard SR architectures, such as EDSR [11] and RCAN [12], for both class-specific and generic SR models. In our experiments, due to its simplicity, each class-specific SR model and the generic SR model (representing the class “other”) has been an instance of the EDSR baseline network with 16 residual blocks and feature size 64 channels. For the ×4 SR task, we employ 2 successive ×2 pixel-shuffler layers [17]. The number $N$ of class-specific SR models can be determined according to the application.

![Fig. 3. The proposed multiple-model SR (MMSR) network.](image.png)
3.2. Class-Specific Fusion

When the target test set contains a specific class of homogeneous images, e.g., text only or texture only, then the fusion model can be trained by using patch pairs representing only that class. More specifically, first each SR model is trained on a class-specific training set to benefit from class-specific image priors and then a fusion model is trained on a particular class-specific training set, e.g., text-only, using output images from both class-specific SR models with text images as input. We refer to this case as class-specific fusion training. Our results show that the proposed MMSR with class-specific fusion yields images superior to that can be obtained by the best single model trained on a class-specific training set. This reveals even homogeneous images can benefit from MMSR.

3.3. Generic Fusion with Pre-Trained SR Networks

When the target test set contains non-homogeneous images, which contains multiple classes e.g., text and texture patches within the same image, we propose training the fusion module using a mixture of HR and LR patch pairs from multiple class-specific training sets. More specifically, we again have $N$ class-specific SR models trained on respective class-specific training sets. But this time, different from class-specific fusion, the fusion model is trained by using a mixture of patch pairs coming from multiple class-specific training sets. We refer to this case as generic fusion training. The results of generic fusion demonstrate that the proposed MMSR yields superior results to those that can be obtained by any class-specific or generic SR model on non-homogeneous test sets. Moreover, this result generalizes to arbitrary test datasets such that MMSR with pre-trained SR models (that never saw the training set for a particular test set) outperforms the best single SR model that is trained on the particular training set for the given test set.

4. EXPERIMENTS

In this section, the performance of class-specific SR models and the proposed MMSR framework are evaluated and compared with those of a generic EDSR model [11] and image-specific zero-shot SR models [10].

In our experiments, we used ImagePairs [7], DIV2K [18] and RealSR-v3 [19] datasets. ImagePairs is a real SR dataset obtained by using a beam-splitter to capture the same scene by a LR camera and a HR camera. RealSR contains real-world scenes with sharper edges and finer textures. DIV2K is a commonly used benchmark SR dataset consisting of high-texture images and corresponding simulated LR images. We created three subsets of HR images from these three datasets, namely homogeneous text-class set, homogeneous texture-class set, and a non-homogeneous image set containing both text and texture within the same image. Corresponding LR images are obtained by ↓4 bicubic downscaling and 40 dB white Gaussian noise is added to downsampled images.

During the training of all models used in this study, we selected minibatch size as 8 and each minibatch consists of randomly cropped $96 \times 96$ patches from randomly selected images. We use the Adam optimizer with default parameters. The learning rate is initialized as 0.0001 and it is halved every 50k iterations. It takes almost 2-days on a Tesla V100 to train the models for 130k iterations.

Our generic EDSR model is trained on the union of all images from all three datasets. In order to demonstrate limitations of generic SR models, we run tests for $\times 2$ SR, $\times 3$ SR, and $\times 4$ SR tasks on 5 benchmark test datasets. Table 1 shows average PSNR and variance of PSNR for a generic EDSR model [11] obtained over these test sets. It shows that the variance of PSNR values are quite large, and hence, the mean PSNR values are not very informative on the performance of the model for individual images.

| Dataset   | $x^2$ | $x^3$ | $x^4$ |
|-----------|-------|-------|-------|
| Set5      | 37.99 (8.4) | 34.37 (5.94) | 32.09 (5.53) |
| Set14     | 33.57 (15.62) | 30.28 (15.15) | 28.58 (14.11) |
| B100      | 32.15 (17.86) | 29.08 (15.95) | 27.56 (14.31) |
| Urban100  | 31.98 (22.66) | 28.15 (19.36) | 26.03 (16.72) |
| DIV2K     | 34.61 (5.94) | 30.92 (23.19) | 28.95 (22.19) |

4.1. Results for Text-Class SR

To train and test our text-class SR model, we used 80 images for training and 20 images for testing from the recently released ImagePairs [7] dataset. Since all images are a snapshot from a journal, intra-class variation is small. Compared to the generic SR model, the text-specific model improves both PSNR and SSIM values as shown in Table 2, while also decreasing the intra-class PSNR variance. We observe that ZSSR [10] has lower PSNR and SSIM values compared to the generic and text-class models, but it gives the best results in terms of the LPIPS perceptual metric [20]. Even though ZSSR achieves better LPIPS scores, Fig. 1 shows that the output of ZSSR has significant ringing and deviates from the HR image in the vicinity of the edges of the letters. On the other hand, the text-class model, depicted in Fig. 1(f), is able to better match edge transitions and provides superior performance.

4.2. Results for Texture-Class SR

We used 140 images selected from a combination of RealSR [21] and DIV2K [18] for training the texture-class model, and 35 images for testing it. We note that the texture class is less homogeneous compared to the text class, since textures can have a wide variety, including fine, medium and coarse grain textures. The results for the texture-class SR model is given
Table 2. Performance of generic and specific models on class-specific test datasets. Variance of PSNR is shown in parenthesis.

| Measure          | Class-Specific | Texture Class |
|------------------|----------------|--------------|
| Class            | PSNR | SSIM | LPIPS-Alex | LPIPS-VGG | PSNR | SSIM | LPIPS-Alex | LPIPS-VGG |
| Generic-EDSR     | 32.903 (3.205) | 0.927 | 0.1171 | 0.1821 | 29.822 (19.266) | 0.8491 | 0.2604 | 0.2879 |
| Class-Specific   | **33.328 (3.067)** | **0.929** | 0.112 | 0.1803 | **29.829 (16.302)** | **0.8493** | 0.2603 | 0.2860 |
| ZSSR [10]        | 24.639 (1.653) | 0.796 | **0.0829** | **0.153** | 29.011 (17.828) | 0.832 | **0.118** | 0.1629 |

Table 3. Performance of the MMSR model with class-specific fusion on 20-text images from the ImagePairs [7].

| Measure          | Class-Specific | Texture Class |
|------------------|----------------|--------------|
| PSNR             | SSIM | LPIPS-Alex | LPIPS-VGG |
| Text-Specific SR | 33.328 (3.229) | 0.929 | 0.1120 | 0.1803 |
| Texture-Specific SR | 25.598 (2.273) | 0.838 | 0.1818 | 0.2889 |
| Generic SR       | 32.903 (3.373) | 0.927 | 0.1171 | 0.1821 |
| Multiple-Model SR | **33.668 (3.211)** | **0.932** | **0.1100** | **0.1772** |

4.3. Results for Multiple-Model SR

We analyze the performance of the MMSR with $N = 2$ and $N = 3$ models and class-specific fusion on the text-class image set selected from ImagePairs [7]. We use the text-class, texture-class and generic models explained in Sec. 3.1 as pre-trained models and train the class-specific fusion model on 80 training images from ImagePairs. Although texture-class and generic models perform poorly on text images, they collaboratively boost the performance of the MMSR network after fusion. Table 3 validates the performance improvement of utilizing the multiple-model SR approach, which shows that MMSR benefits from various image priors, thus, surprisingly even outperforms the text-class model, which is trained exclusively on text images.

Table 4. Performance of MMSR model with generic fusion on 36 non-homogeneous images from the RealSR-V3 training set [21]. (EDSR and MMSR models trained on RealSR-V3 training set)

| Measure          | Class-Specific | Texture Class |
|------------------|----------------|--------------|
| PSNR             | SSIM | LPIPS-Alex | LPIPS-VGG |
| Text-Specific SR | 24.415 (7.297) | 0.798 | 0.1793 | 0.2759 |
| Texture-Specific SR | 23.598 (8.212) | 0.775 | 0.2008 | 0.3187 |
| Generic SR       | 23.482 (6.784) | 0.803 | 0.1799 | 0.2744 |
| Multiple-Model SR | **30.279 (7.822)** | **0.909** | **0.1032** | **0.1923** |

Fig. 4. This example demonstrates that $\times 4$ SR by texture-class model not only yields higher PSNR, but also have better visual quality. (a) HR image 0746 - DIV2K [18] test set, (b) cropped HR patch, (c) bicubic interpolation of $\downarrow 4$ image, (d) ZSSR - 33.194 dB, (e) generic EDSR model - 33.371 dB, (f) texture-class EDSR model - 33.580 dB

5. CONCLUSION

Many different supervised deep-learning architectures have been proposed for SISR. However, they all employ a single model to super-resolve a wide variety of images. The capability of a single model to capture image priors for different types of content is limited. This results in high PSNR variance over the test set, preventing the mean PSNR from being an informative metric on the SR performance on individual test images. In this work, we first employ class-specific models to improve SR performance and reduce intra-class PSNR variance. We then propose a multiple model SR (MMSR) framework, where a post-processing network learns how to fuse the output images produced by multiple SR models each tuned to a specific class of image priors. Both qualitative and quantitative results show that the proposed MMSR framework yields not only quantitatively and qualitatively better results but also decreases PSNR variance of SR performance over test sets containing a diverse variety of image content.
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