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Abstract. The wide adoption of the Service Oriented Architecture (SOA) paradigm has provided a means for heterogeneous systems to seamlessly interact and exchange data. Thus, enterprises and end-users have widely utilized Web Services (WS), either as stand-alone applications or as part of more complex service compositions, in order to fulfill their business needs. But, while WS offer a plethora of benefits, a significant challenge rises due to the abundance of available services that can be retrieved online. In this work, we propose a framework for the selection and dynamic composition of WS, by utilizing Linked open Data (LoD). In addition, we propose a hybrid algorithm that uses as input the user’s personalized weights for non-functional characteristics and the results produced by appropriate SPARQL queries that are filtered results using a top-k approach. It then handles the ranking of alternatives based on their population. Finally, using two case studies and a dataset that describes real-world WS, we argue on the feasibility and performance of the proposed method.
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This work provides a much more detailed review of the current literature relevant to our research. It also provides a detailed presentation and analysis of the architecture of the proposed methodology and a thorough insight of the proposed algorithm. The results of the cases considered are discussed and evaluated in detail and further conclusions are drawn.
1 Introduction

In recent years, businesses and end-users have widely utilized the Service Oriented Architecture (SOA) paradigm, in order to enable heterogeneous systems to seamlessly exchange data and messages. Enterprises, especially, have reaped the benefits of adopting this approach for the fulfillment of their business needs, as the communication with various partners, such as suppliers and external affiliates, as well as with customers have been significantly simplified. An important aspect of the integration of Web Services (WS) into their business workflows is the fact that WS can be utilized as standalone components or as parts of more complex service compositions [10]. This enables the reuse of services that are internal or external to the enterprise, thus lowering the cost for research and development. In addition, service compositions provide the means for flexible and dynamic reallocation of individual services, in order for the value-added service to constantly comply with the business needs that arise due to the rapidly changing external environment of modern enterprises. These capabilities are of immense importance in scenarios that involve online transactions, such as in the context of e-commerce [29].

For the purpose of discovering services that comply to specific functional requirements, as well as for the selection and composition of WS, some researchers have focused on the application of semantic rules. This approach is based on the development of appropriate ontologies describing a service’s operations and properties in a machine processable format. Furthermore it allows a composition engine to automatically process orchestration and choreography rules and construct compositions based on requested properties [26]. In this work we focus on an alternative approach, which is the use of Linked Open Data (LoD) for the identification of services that adhere to both functional and non-functional requirements and ease the discovery of similar services, an operation of high importance in dynamically reconfigurable service compositions [9].

LoD, which pertain to machine understandable structured data, have been widely adopted in an abundance of scientific fields, such as economics and business management [21]. The structured format used to describe data is the Resource Description Framework (RDF) format, which is based on the representation of data as machine-understandable structured triples, which enable the automated discovery of information and exchange of data [11]. This is possible, as in LoD scenarios data are interconnected through the application of semantic rules. Through the connections they share, data form RDF graphs, where nodes represent the individual data and arrows comprise the relations between them. Such a graph, depicting the functional and non-functional
characteristics of three WS (named WS1, WS2 and WS3) and their interconnections, is given in figure 1. Utilizing this structured approach, data can be easily identified and retrieved through appropriate SPARQL queries. SPARQL is a graph-matching query language for RDF formatted data [24]. It enables the identification of data through matching a query pattern to one or multiple data sources.

Fig. 1. RDF graph describing the interconnections of WS with similar functionality

As semantic descriptions can aid the automated selection and composition of WS and the interlinked nature of data in LoD can simplify the identification
of WS with similar functionality, significant opportunities can rise from the utilization of LoD in the domain of automated WS composition. Such opportunities include the development of value-added services, without the need for human intervention as well as the dynamic reconfiguration of existing compositions, in cases where an involved service ceases to fulfill certain requested properties and must be replaced [5].

In this work, we describe a proposed framework for the selection and composition of WS as well as a hybrid algorithm that combines notions from a meta-heuristic and a multi-criteria decision analysis approach.

The main contribution of our approach lies within the architecture of the theoretical framework that utilizes RDF-based repositories, combined with a novel representation of WS related data as RDF graphs. In addition, we demonstrate a methodology for integrating a hybrid algorithm, as a step towards the automation of WS compositions. We focus on WS that can be utilized in order to support e-commerce transactions, as in this domain any differentiation in the Quality of Service (QoS) characteristics of involved services in a WS composition can play a pivotal role for the completion or abnormal termination of a business transaction, thus highlighting the importance of selecting the optimal services according to predefined business needs. A preliminary version of this work has been reported in [30].

The remaining of this work is organized as follows: section 2 pertains to the related works description, which sheds light on the benefits related to the utilization of LoD for the identification of WS and to the application of ranking algorithms for the selection and composition process. In section 3, we present the proposed framework and hybrid algorithm. In the following section, we provide two case studies that demonstrate both the feasibility and the performance of our approach for the composition of services in the context e-commerce transactions. Finally, in section 4 we discuss the results of the utilization of the proposed method and point towards future research and areas of interest.

2 Related Work

A) Application of LoD in WS identification and selection

During the past few years, a number of researchers have examined the applicability of LoD for the identification, selection and composition of WS. Nonetheless, in contrast to previous semantic approaches, there has been a lack of specific standards that would lead to the optimal utilization of this approach.
In [25], the author describes the opportunities that could benefit enterprises and end-users through the application of an LoD-based composition framework, which is theoretically described and mainly focuses on the inclusion of RESTful WS. This work highlights the similarities between LoD and RESTful services, such as the fact that they both rely on the utilization of URIs for the identification of resources. As a result, a composition approach based on shared and interlinked resources is examined, though an implementation of such a framework is lacking.

The composition of services that are interlinked and adhere to the RESTful architecture constraints is examined in [18]. The researchers propose a methodology based on LoD and graph patterns for the identification of services that fulfill certain functional and non-functional requirements. These patterns aid the construction of appropriate RDF messages for the interoperation and information exchange between the involved WS of the value-added service. While the notions presented can enable the automated composition of services, there is limited discussion regarding the handling of the selection process between WS that provide similar operations and are only differentiated in QoS characteristics. This is a focal point in our proposed methodology, as the abundance of available WS can constitute the identification of the optimal alternative service a challenging task.

Authors in [22] introduce the notion of Linked Open Services, in which linked data, RDF structured information and SPARQL queries hold a pivotal role. They propose a mechanism for the identification of interlinked services based on the combination of the aforementioned technologies. In addition, in [23], SPARQL graph patterns are analyzed, that can provide a graphical representation of descriptive data for linked services. In addition, they elaborate on the architecture and behavior of LoD-based service repositories that can handle requests for RESTful services. An implementation of this approach in Hadoop is also being demonstrated. Nonetheless a discussion of the applicability of compositional approaches is lacking, as the focus of their approach is on the discovery services.

Researchers in [17] describe the application of a LoD-as-a-service architecture. They highlight the challenges of applying domain specific datasets in a LoD format and developing appropriate architectures for the retrieval of these data. A dataset regarding WS descriptions can be added into such an implementation, thus providing WS discovery capabilities. We build on this notion, as we intend to provide enterprises with a methodology for the selection and composition of WS based on RDF descriptions. Our approach is differentiated, as we also include a methodology for the selection of optimal
service compositions between a set of alternatives, utilizing those descriptions.

In the work presented by [7], a technique for the identification of services that can be included in value-added compositions is proposed. The methodology enables the discovery of API’s that correspond to the user’s needs, through the application of LoD and semantic rules. Authors describe the application of such an approach and demonstrate the affectability on two popular API repositories. While not tackling the problem of automated WS composition, it provides a cross-platform WS searching methodology.

Finally, in [2], Linked-OWL a modification to the OWL-S language is proposed which can describe both ontologies and LoD data. The proposed language takes advantage of REST-based services and is a promising approach towards the composition and dynamic reallocation of WS utilizing LoD. The approach, however, lacks a concrete selection mechanism. We believe that the integration of a ranking algorithm, as presented below, is an important step in the overall procedure, providing a performance-oriented solution.

B) Utilization of MCDA methods and metaheuristic algorithms for WS selection and composition

As the vast number of alternative solutions in WS composition scenarios can often turn the selection of the optimal one into a challenging task, researchers have focused on the utilization of ranking algorithms in order to solve this complex issue. As different users may have different requirements in terms of QoS properties and place more weight on specific characteristics (e.g. in guaranteed secure transactions or high availability), these preferences must be taken into consideration when ranking the alternative solutions. This need can be fulfilled by MCDA methodologies, thus resulting into their high adoption in WS composition scenarios. In more detail, these methods enable the ranking of services or compositions, through the detailed evaluation of how alternatives cope in multiple criteria set by the end-user. As users can also set specific weights that correspond to the importance they place on certain criteria, those methodologies can provide solutions that are characterized by a high degree of personalization [28].

The benefits of applying such a methodology are highlighted in [16], where authors apply a hybrid methodology, based on the Analytical Hierarchy Process (AHP), in order to optimize the solution returned to an end-user, after a composition request, based on a number of predefined QoS requirements. They focus on service compositions in the domain of network architectures,
even though their proposed algorithm can be applied in multiple domains, such as for e-commerce transactions. In addition, authors in [8] demonstrate the applicability of the methodology even in scenarios where there are uncertainties regarding the QoS values of certain alternatives, using a variant of AHP, named Fuzzy AHP.

In [27] authors demonstrate a set of ontologies that describe QoS characteristics of SOAP-based WS and a technique to handle and evaluate those ontologies through the application of AHP. As a result, they provide a methodology for the ranking of alternative services, through the utilization of semantic descriptions. In doing so, they provide the means for discovering the optimal service to be included into a composition. Nevertheless, the applicability of the methodology for the evaluation of RESTful services is not being discussed and RESTful-specific descriptions are not included into the ontology. An alternative approach is demonstrated in [14], where authors apply the PROMETHEE methodology for the development of value-added services, based on QoS criteria. PROMETHEE enables the ranking of alternative solution and is less effort demanding than AHP, as the necessary input required by the end-user is significantly lower.

While MCDA algorithms, have the notion of personalization as a focal point, meta-heuristic algorithms are more performance oriented, as they are utilized in order to solve optimization problems. Since the identification of the optimal alternative composition can be regarded as such a problem, meta-heuristic algorithms have been widely used by researchers in WS composition scenarios. In more detail, swarm intelligence algorithms, such as the Ant Colony Optimization (ACO) and the Particle Swarm Optimization (PSO) algorithms have been applied in this specific domain [12], [13]. In [19], a variation of the PSO algorithm is proposed, which is based on the identification of local best values and the utilization of a number sub-swarms instead of a single swarm. The authors apply the algorithm in a service selection problem with promising results. In a similar manner, in the work presented in [34], the PSO algorithm is combined with a Local Best First strategy, and thus gives higher priorities to solutions found in a local level, that is to solutions that have a better local fitness value. In doing so, authors manage to significantly shorten the execution time of the PSO algorithm when applied in a service composition scenario.

Finally, metaheuristic algorithms are often combined with MCDA methods. In these approaches MCDA methods are used in order to minimize the available services that are provided as input to the metaheuristic algorithm, thus reducing the time required to solve the optimization problem. Such an approach have been demonstrated in [31], where a skyline operator is also
included, that is based on the SAW method. Our approach instead, provides a hybrid algorithm, that utilizes the notions applied in the SAW method in scenarios where a limited number of available services exist, while shifting to the application of PSO in cases more alternatives are present. In addition, it relies on a top-k approach [20] for filtering out individual services that are not considered attractive, according to the user’s needs, thus reducing the composition candidates.

3 Proposed Methodology

In this section, we propose a novel hybrid algorithm that combines a meta-heuristic approach with an MCDA methodology, as well as a conceptual framework for the discovery of business oriented services, provided by a number of enterprises through an appropriate repository, based on descriptions stored in RDF format. Those descriptions provide details pertaining to both functional and non-functional characteristics and can be accessed through the corresponding SPARQL requests. Through the application of the proposed algorithm, which is utilized by the framework, the selection and composition process of these services can be aided.

In such an approach, information regarding the available WS must be converted in an RDF-based format, such as the following tuple structure:

{WS_Name : Property1 : Value}

{WS_Name : Property2 : Value}

…

{WS_Name : PropertyN : Value}

By converting the aforementioned information into an RDF format, an RDF graph can be created, modeling all the available WS, their functional and non-functional characteristics and their interconnections. Such a graph enables the monitoring of the overall data and the identification of requested information, through appropriate queries. As the graph connects services with identical functionality, it provides the means to a composition engine to dynamically reconfigure a composition, by removing a previously selected WS and replacing it with an alternative that is at the time more suited to fulfill a number of requirements set by the end-user, such as requirements in QoS characteristics.

A) Proposed framework
In order for businesses and end-users to reap the benefits provided by the utilization of LoD in WS composition scenarios, we propose a framework which includes repositories that contain descriptions of available services in structured RDF format. As the functional and non-functional characteristics of services are provided as RDF tuples, end-users or composition engines can identify and retrieve information regarding services that can fulfill certain operations and comply with requested QoS properties, using simple SPARQL queries. For this reason, the proposed framework also includes a SPARQL endpoint, responsible for the handling of such queries.

Fig. 2. The proposed framework architecture

In addition, as responses from a repository can be in a number of predefined formats (such as XML, JSON, CSV and TSV), a response parser, that handles the transformation of the response to a format suitable for the compo-
sition engine is also necessary. Finally, a composition engine is responsible for the selection of the optimal service composition, through the application of a ranking algorithm and for the implementation of composition based on the provided business logic. The framework’s overall architecture is depicted in figure 2.

B) The proposed hybrid algorithm

As already mentioned, the wide adoption of the SOA architecture, by users and enterprises, have led to an abundance of existing WS available on the Web. The problem escalates greatly through the introduction of “physical” services, which are services that originate from the adoption of the Internet of Things (IoT) notions. In more detail, “physical” services pertain to services that are provided by “smart” objects that can remotely allow access to their functionality in the form of a WS, through online HTTP requests. As more and more objects of the physical world, equipped with sensors and embedded systems, can access the Web, the number of alternative services available for consumption grows even larger thus making the problem of service selection and composition even more challenging. As a result, any request for a value added service may return a vast number of alternative compositions. Thus, algorithms that can rank alternative compositions and identify the one that is better suited for the end-user based on his preferences, is required.

In order to address this issue we propose a novel algorithm that differentiates its operation according to the number of returned alternative compositions, thus is able to handle both small-scale and large-scale composition problems. When a limited number of alternatives are returned, those are ranked using the principles behind the Simple Additive Weighting (SAW) method. SAW is one of the most commonly used MCDA methods and has been applied in a large variety of fields [1]. The method can provide results in reasonable time frames and is not effort demanding. As a result it is ideal for the automated service composition scenarios that are performance oriented, especially when there is a limited number of composition candidates. SAW is based on the following formula:

\[ A_i = \sum w_j x_{ij} \]  

(1)

where \( A_i \) is the overall score of alternative \( i \), \( w_j \) is the weight of criteria \( j \) and \( x_{ij} \) is the score of alternative \( i \) regarding criterion \( j \).

When a larger number of alternative compositions exist, those can be ranked using the PSO algorithm. PSO was introduced in [15] and is described
by authors as an algorithm simulating a social model, and in particular the behavior of bird flocking and fish schooling.

Two important values in the algorithm are the personal best and the neighborhood best, \( p_{\text{best}} \) and \( p_{\text{gbest}} \) accordingly. Each simulated particle (corresponding to a member of the swarm and to a potential candidate solution), is attracted to these two values, as it tries to identify a position better than its present. This attraction influences the particle’s position and current velocity.

By a random alteration of the \( p_{\text{best}} \) and \( p_{\text{gbest}} \) values, all particles are in constant movement trying to converge to the point of the optimal values. Each repetition of this procedure represents in iteration \( i \). For each iteration, the updated velocity \( v \) and current position \( x \) of a particle is being calculated according to the following formulas:

\[
v(t+1)_i = wv(t)_i + c_1r_1(p(t)_{\text{best}} - x(t)_i) + c_2r_2(p(t)_{\text{gbest}} - x(t)_i) \quad (2)
\]

\[
(t + 1)_i = (t)_i + v(t - 1)_i \quad (3)
\]

where \( w \) is the inertia weight, a variable changing value from a maximum of 0.9 to a minimum of 0.4, thus controlling the influence of a particle’s current velocity to the one it will gain in the following iteration. In addition, \( c_1 \) and \( c_2 \) pertain to the cognition and social weights, allocated to the \( p_{\text{best}} \) and \( p_{\text{gbest}} \) values accordingly while \( r_1 \) and \( r_2 \) refer to random values in the [0,1] scale. After a number of iteration all particles are drawn near to the optimal values [33].

In both cases, an effective way to reduce the number of required calculations is the application of a top-k approach. Using this approach, unattractive alternatives are being filtered out and thus the number of alternative solutions is significantly lowered. SPARQL has an embedded method to help calculate the top-k returned results, using the ORDER BY command. We opt to utilize this technique when executing a query and before constructing the list of available compositions. We are then able to determine if it is more effective to rank the alternative compositions using function 1, or functions 2 and 3. In order to calculate the top-k alternatives, the two higher weighted QoS characteristics are taken into consideration.

The hybrid algorithm that is implemented in the proposed framework and enables the ranking of alternatives that are returned in structured format by SPARQL requests is presented below:
Algorithm 1. A hybrid algorithm for the selection of optimal compositions

Input: FC[n] /* Requested functional characteristics as string values*/
       NC[m] /* Requested QoS characteristics*/
       W[m] /*The corresponding weights for the QoS requirements*/
       k /*number of top accepted results*/
       thres /*threshold for the selection of appropriate method*/

Output: The optimal WS composition

        max1 = max_element (W[m]) /* identifies highest weighted criterion*/
        max2 = max_element (W[m-1]) /* identifies second best criterion*/

Load SPARQL request and return top-k results /*based on max1 & max2*/

If (length(results)==0)
    Return void;
Else if (length(results)==1)
    Return results[0];
Else if (length(results)<=thres)
    Load function defined in Eq. (1)
Else
    Load function defined in Eq. (2)
    Load function defined in Eq. (3)
End if

The above algorithm defines a number of execution steps. Firstly, the user is prompted to insert his requested functional and non-functional requirements as well as weights for the latter, signifying the importance of each criterion. In addition the user inputs a value for variable k that will later be used in order to define the number of top rated alternatives that the SPARQL request will return. The user is also prompted to define a threshold value. Whether the number of returned alternative solutions are higher or lower than this threshold the methodology that will handle the ranking process will differ. The SPARQL request is then issued and returns the top-k alternative compositions based on the two highest weighted QoS characteristics. In case the returned results are more than one, the ranking algorithm is then determined based on the aforementioned comparison.

4 Case Studies

A) Case study 1
In order to demonstrate the feasibility of the proposed algorithm and the applicability of the framework we present their application in a small-scale case study. For the needs of this case study, we have used the dataset described in [3], [4] which includes a number of real world WS and a value for their QoS attributes. We selected a subset of those services which can be used in the context of e-commerce transactions and converted their description and QoS values into appropriate RDF tuples. In real-life applications, the values of QoS parameters can be applied by the RDF-based repository. They can be attained by closely monitoring the behavior along with the invocation and response times of a WS (for parameters such as availability or response time), or can be assigned manually according to the corresponding attributes (for properties such as best practices and documentation). The structure of an e-commerce service in the converted RDF dataset is as follows:

- {WS1: Functionality: OrderProductService}
- {WS1: Reliability: 0.58} (value is in a scale of 0-1)
- {WS1: Resp_time: 0.24275} (value in seconds)
- {WS1: Best Practices: 0.84} (value is in a scale of 0-1)
- {WS1: Documentation: 0.38} (value is in a scale of 0-1)

The sum of all involved services comprises the RDF graph. Using the appropriate SPARQL queries a number of services can be retrieved by the end-user, that fulfill his given functional requirements. Utilizing the algorithm provided in the previous section, a test case is presented below, as proof of concept of the proposed framework. Suppose that an end-user request a composition for an e-commerce application. The user requires services for product ordering, credit card validation and payment, as well as a sms service in order to be informed of any alterations in his order’s state. After issuing the request, and based on the modeled RDF dataset, a list of 96 potential compositions is returned. The user is then prompted to select his requested values in the following QoS characteristics: Reliability, Response Time, Best Practices, and Documentation.

Suggesting that all services follow a serial execution path, the overall Response time, based on [32], [33], is:

$$ RT_o = \sum_{i=1}^{n} RT_i $$

(4)

The corresponding best practices value is:

$$ Bpr_s = \prod_{i=1}^{n} Bpr_i $$

(5)

The score pertaining to documentation is calculated based on:
While the overall reliability, based on [6] is:

\[ \text{Rel}_o = \prod_{i=1}^{n} \text{Rel}_i \quad (7) \]

Regarding the value of reliability, a multiplication aggregation type is applied, as in complex compositions a malfunction in one of the involved services can greatly affect and compromise the whole value-added service. Thus, the overall reliability should be the product of the corresponding values of each involved service, instead of a simple mean. We opted to use a multiplication aggregation for the calculation of the overall documentation and best practices value as well, following the logic above, as those properties could play a pivotal role in the selection of services for some users.

By modeling the requested problem the optimal service composition can be returned. As a starting point, after the parsing of the response, the objective function must be constructed. As a serial execution flow is presumed this function receives the following form:

\[ \text{Of} = \min \left( \frac{1}{\text{Bpr}_o} + \frac{1}{\text{Doc}_o} + \frac{1}{\text{Rel}_o} + \text{RT}_o \right) \quad (8) \]

In more detail, by inverting the values of the best practices, documentation and reliability attributes (where the higher the scores the better) and maintaining the state of the response time parameter, a minimum function is created. The optimal service composition, among the alternatives, is the one that produces the minimum value.

For the needs of this simplified case study, the values of the first three parameters were added and stored into a matrix (representing their summed value in all possible compositions), while a similar matrix was used for the response time parameter. The result of executing the, now less complex, objective function is shown in figure 3. As demonstrated in the figure, the velocity and position of each particle is altered between iterations, as particles gradually converge towards the solution.
Using the returned values, a composition engine can easily determine which WS best fulfills the user’s business needs. The number of required iterations and the overall execution time is based on the complexity of the objective function. In this case study, most particles point towards the optimal composition after 30 iterations, proving both the feasibility of utilizing the PSO algorithm in the context of WS compositions, as well as its ability to provide results in reasonable time frames. Furthermore, the algorithm does not require as much human input.

This case study demonstrates a scenario involving a few possible alternatives, while in certain business environments, a large number of WS can be involved and the size of required calculations could rise exponentially. In order to provide scalability to the overall composition, the PSO algorithm can be used to enhance the performance of a composition engine, especially when there is a need for dynamic alteration of involved services (often a necessity in the rapidly changing business environments). In addition, the PSO algorithm provides users with the much desired flexibility to differentiate the composition, even in real-time, by using personalized user weights. Combining such an algorithm with service repositories that utilize the, machine understandable, RDF format is a step towards the automation of WS compositions and the minimization of required human intervention.

B) Case study 2

After the evaluation of the feasibility of the proposed framework and hybrid algorithm and in order to demonstrate the effectiveness of our work, we present a case study that compares the proposed algorithm with similar approaches in a variety of composition scenarios, which differ in the number
available alternatives. For the needs of this case study we utilize the dataset described in [3], [4] which includes a number of real world WS and a value for their QoS attributes.

As in the previous case study, we selected a subset of those services which can be used in the context of e-commerce transactions and converted their description and QoS values into appropriate RDF tuples. We argue that in real-life applications, the values of QoS parameters can be applied by the RDF-based repository, either through extensive monitoring or by manual assignment. In this case study we suppose that the end-user is interested in more QoS characteristics than in the one presented in the previous sub-section. The structure of an e-commerce service in this converted RDF dataset is as follows:

- {WS1: Functionality: IssueInvoiceService}
- {WS1: Reliability: 0.49} (value is in a scale of 0-1)
- {WS1: Availability: 0.60} (value is in a scale of 0-1)
- {WS1: Successability: 0.87} (value is in a scale of 0-1)
- {WS1: Compliance: 0.68} (value is in a scale of 0-1)
- {WS1: Latency: 0.34} (value in seconds)
- {WS1: Resp_time: 0.223} (value in seconds)
- {WS1: Best Practices: 0.90} (value is in a scale of 0-1)
- {WS1: Documentation: 0.46} (value is in a scale of 0-1)

For this case study, we suppose that the end-user requires a composition of an e-commerce application, pertaining to the online ordering of an excursion in three different scenarios, while taking into consideration more QoS characteristics. In the first scenario the user requires a product ordering and a sms service. In the second scenario he also requests a credit card validation and payment service. Finally, in the third scenario he also requests a weather forecast service. In the first scenario returns a limited number of available solutions and in more detail 12 compositions, the second scenario returns 96 compositions and the third scenario returns 672 compositions. The user is then prompted to select his requested values in the QoS characteristics described in the previous case study along with Availability, Successability, Compliance and Latency.

Suggesting that all services follow a serial execution path, the overall Latency is:

\[ L_o = \sum_{i=1}^{n} L_i \]  

(9)

The corresponding availability value is:
The overall Successability value is calculated based on:

\[ \text{Succ}_o = \prod_{i=1}^{n} \text{Succ}_i \]  

(11)

And finally, the overall Compliance is:

\[ \text{Compl}_o = \prod_{i=1}^{n} \text{Compl}_i \]  

(12)

As in the case of the reliability, best practices and documentation criteria, the availability, successability and compliance values are calculated based on a multiplication aggregation type, since in value added services, a malfunction in one of the involved WS can compromise the whole composition. When a large number of alternative solutions are returned, as is the case in the second and third scenario, and in order for the PSO algorithm to be executed the objective function must be calculated. As more QoS criteria are selected by the end-user, the resulting function is more complex that in the previous case study.

As a serial execution flow is presumed this function receives the following form:

\[ \text{Of} = \text{Min} \left( \frac{1}{\text{Av}_o} + \frac{1}{\text{Succ}_o} + \frac{1}{\text{Compl}_o} + \frac{1}{\text{Bpr}_o} + \frac{1}{\text{Doc}_o} + \frac{1}{\text{Rel}_o} + \text{RT}_o + L_o \right) \]  

(13)

By inverting the values of the availability, successability, compliance, best practices, documentation and reliability attributes (where the higher the scores the better) and maintaining the state of the response time and latency parameters, a minimum function is created. The optimal service composition, among the alternatives, is the one that produces the minimum overall score. The values of the first six parameters were added and stored into a matrix (representing their summed value in all possible compositions), while a similar matrix was used for the response time and latency parameter.

Figures 4, 5 and 6 demonstrate the performance of our algorithm, compared to a simple PSO approach and to that of a combination of PSO with a skyline operator [31]. Experiments were conducted on an Intel Core 2 Duo processor clocked at 2.8 GHz with 4GB RAM running Windows 7 SP3.
Fig. 4. Composition time in seconds, using 12 alternatives

Fig. 5. Composition time in seconds, using 96 alternatives
As seen in the figures above our approach outperforms the application of a simple PSO algorithm in all three scenarios. In addition it outperforms the combination of PSO with the skyline operator in scenarios where a limited number of alternative services exist, while its results are comparable when a larger number of alternative compositions are returned. As a result, it can be considered a reliable approach, in business scenarios with a high degree of uncertainty regarding the expected number of alternative composition solutions.

5 Conclusion & Future Work

In this work, we have proposed a framework and a hybrid multi-level algorithm for the optimal selection and composition of WS, that are in the form of Linked Open Data and which can be identified through SPARQL queries. The selection process is based on functional and QoS criteria that are formatted in a structured RDF format, thus enabling the automated processing of semantic descriptions which is a step towards compositions that require limited human intervention. Through the application of two case studies using a dataset that describes real world services, we examined the feasibility and performance of the proposed methodology with promising results.

As future work we aim at the implementation of the framework using the Apache Jena framework and the Fuseki server for the development of SPARQL endpoints that are accessible through HTTP calls. Furthermore, we
plan to develop a modified algorithm that would take into consideration the possible parallel execution of involved services and thus modifying the estimated QoS criteria of the resulting compositions. In order to accomplish this task, we aim to examine the behavior of such an approach in large-scale business scenarios that involve a significant number of alternative services and required QoS criteria. Finally, we plan to implement a privacy-aware recommender engine for available WS, based on the properties of the RDF graph, the end-user’s preferences and the anonymous evaluation of previous SPARQL queries from users with similar requirements.
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