Electron spin relaxation in graphene: the role of the substrate
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Theory of the electron spin relaxation in graphene on the SiO$_2$ substrate is developed. Charged impurities and polar optical surface phonons in the substrate induce an effective random Bychkov-Rashba-like spin-orbit coupling field which leads to spin relaxation by the D’yakonov-Perel’ mechanism. Analytical estimates and Monte Carlo simulations show that the corresponding spin relaxation times are between micro- to milliseconds, being only weakly temperature dependent. It is also argued that the presence of adatoms on graphene can lead to spin lifetimes shorter than nanoseconds.

PACS numbers: 72.25.Rb, 73.61.Wp, 73.50.Bk

Since the experimental realization of graphene, a single stable 2D-monolayer of carbon atoms arranged in a honeycomb lattice, considerable research has been done to enlighten its peculiar electronic transport properties originating from the Dirac-like band structure at the $K$ and $K'$ points in the momentum space. Long spin relaxation times and phase coherence lengths in graphene are expected based on the weak atomic spin-orbit coupling in carbon ($Z = 6$). However, recent spin injection measurements based on a non-local spin valve geometry revealed surprisingly short spin relaxation times of only about 100-200 ps, being only weakly dependent on the charge density and temperature. These results appear puzzling, although the low mobilities of the samples (about 2000 cm$^2$/Vs) suggest that the measured spin relaxation times are likely due to extrinsic effects.

Very recent experiments on the charge transport in graphene affirmed the importance of the underlying substrate. At low temperatures the transport properties have been shown to be dominated by scattering from the charged impurities residing in the substrate. The conductivity of graphene placed on a SiO$_2$ substrate starts to decrease above 200 K. The observed temperature and density dependence of the resistivity are most likely explained by remote phonon scattering due to occurrence of polar optical surface modes in the substrate.

These findings naturally raise the question if (i) charged impurities and (ii) remote surface phonons are also relevant for the spin relaxation in graphene. As argued here both mechanisms provide a temperature-dependent, random spin-orbit coupling field, which limits the spin relaxation via the D’yakonov-Perel’ mechanism. The calculated spin relaxation times are micro- to milliseconds. In addition, we give estimates for the spin relaxation times due to the possible presence of adatoms on graphene. For reasonable adatom densities the spin lifetimes can be lower than nanoseconds.

Several other mechanisms have already been investigated theoretically, such as the spin relaxation due to the corrugations (ripples) of graphene and due to exchange interaction with local magnetic moments, or spin-orbit coupling mediated relaxation based on boundary scattering, heavy impurities, and effective gauge fields due to topological disorder.

Near the $K$ and $K'$ points the carrier dynamics can be described by an effective low energy Hamiltonian of the form $H_0 = \hbar v_f (\tau_\sigma k_x + \sigma_y k_y)$. Here, $v_f = 10^6$ m/s denotes the Fermi velocity, $\mathbf{k}$ is the wave vector with respect to $K(K')$, and $\tau$ and $\sigma$ are the Pauli matrices with $\tau_z = \pm 1$ describing the states at the $K$ and $K'$-points, respectively, and $\sigma_z = \pm 1$ describing the states on the A and B sublattice of the honeycomb lattice. The inclusion of the microscopic spin-orbit (SO) interaction results in an additional term in the effective low-energy Hamiltonian, $H_I = -\lambda_f + \lambda_1 \tau_z \sigma_z$ as shown either by group the-

![FIG. 1: (Color online) (a) The Dirac cones when spin-orbit coupling is included. The arrows indicate the spin vectors as defined in the text. (b) Effective magnetic field directions (Bychkov-Rashba field) along the Fermi circle of electrons at the $K$-point (the field is the same at the $K'$-point). (c) Graphene layer on the top of a SiO$_2$ substrate with charged impurities which induce an electric field component $E_z$ perpendicular to the plane breaking the inversion symmetry of graphene. (d) Illustration of the spin relaxation in a spatially random potential due to the charged carriers. In the Monte-Carlo simulations the spin dynamics is sampled over random trajectories with different initial momenta.](Image)
here, the real spin is represented by the $s_z$ Pauli matrix and $\lambda_I$ denotes the intrinsic SO-constant. The intrinsic SOC opens a gap $\Delta_I = 2\lambda_I$ at the Dirac point, making graphene theoretically a spin Hall insulator. Recent first-principles calculations give $\Delta_I = 0.024$ meV [22], large enough to influence electronics of intrinsic or weakly charged graphene only somewhat below 1 K.

If an electric field is applied perpendicular to the graphene plane, the inversion symmetry is lifted and group theory allows for an additional Bychkov-Rashba (BR) term of the form $H_{BR} = \lambda_{BR}(\tau_z \sigma_x s_y - \sigma_y s_x)$ [18, 19, 21, 22]. From first-principles calculations [22] a linear relationship between the BR-constant and the elastic field, $\lambda_{BR}(r) = \zeta_{BR} E_z(r)$, is found, with $\zeta_{BR} = 0.005$ meV/V/\text{nm}. The proper knowledge of $\lambda_{BR}$ is of great importance for our quantitative results below, since in the DP-mechanism the spin relaxation rate depends quadratically on $\lambda_{BR}$.

The resulting effective $8 \times 8$ Hamiltonian $H_{\text{eff}} = H_0 + H_I + H_{BR}$ is easily diagonalized yielding the same eigenvalues at the $K$ and $K'$ points,

$$\varepsilon_{m\nu} = \nu(\lambda_{BR} - \nu \lambda_I) + m\sqrt{\varepsilon^2 + (\lambda_{BR} - \nu \lambda_I)^2}$$

with $\varepsilon = \hbar v_f |k|$, $\nu = \pm 1$, and the band index $m = 1$ for electrons ($e$) and $m = -1$ for holes ($h$), respectively. We define spin vectors $n_{m\nu} = s_{m\nu}/|s_{m\nu}|$ as normalized expectation values of the spin operator $\hat{s}_{m\nu} = \langle \psi | \hat{S} | \psi \rangle$ with respect to the eigenstates $|\psi\rangle = |\tau, k, m, \nu\rangle$ ($\tau = K, K'$) of the total Hamiltonian $H_{\text{eff}}$. The vectors are in-plane and result in $n_{\tau\pm} = n_{\tau\pm} = (\sin \varphi, \cos \varphi, 0)$ and $n_{\tau\pm} = n_{\tau\pm} = (\sin \varphi, \cos \varphi, 0)$ with $\varphi$ denoting the polar angle of the wave vector $k$. In the case of $\varepsilon \gg \lambda_I + \lambda_I$, i.e., if the Fermi energy is much greater than about 0.03 meV (a condition usually fulfilled in gated or doped graphene) the electron and hole motion can be decoupled. By successive unitary rotation of $H_{\text{eff}}$ first into the eigenbasis of $H_0$ and then into the spin basis with respect to the direction $n = (-\sin \varphi, \cos \varphi, 0)$ an effective BR-type $2 \times 2$ Hamiltonian can be obtained for both holes and electrons,

$$\hat{H}_{\text{eff}} = m(\varepsilon - \lambda_I) + m \lambda_{BR} n(k) \cdot s$$

with $s$ denoting the Pauli spin matrices. $\hat{H}_{\text{eff}}$ is the same for $K$ and $K'$, as guaranteed by time reversal symmetry.

Comparison with the original BR-Hamiltonian in semiconductor heterostructures of the form $H_k = h\Omega(k) \cdot s/2$ shows that SOC coupling in graphene effectively acts on the electrons spin as an in-plane magnetic field of constant amplitude but $k$-dependent direction, as illustrated in Fig. (1a) and (b). In this effective field the spin precesses with a frequency of $\Omega = 2\lambda_{BR}/\hbar$. As shown by D’yakonov and Perel’ [12, 13] random scattering induces motional narrowing of this spin precession causing spin relaxation. The spin relaxation rates for the DP-mechanism for the $\alpha$-th spin component generally result in $1/\tau_{s\alpha} = \tau^*(\langle \Omega_{BR}^2 \rangle - \langle \Omega_{BR}^2 \rangle)$ with $\tau^*$ denoting the correlation time of the random spin-orbit field and $\langle \cdot \rangle$ indicates averaging over the Fermi surface. Due to the polar angle dependence, in graphene the correlation time exactly coincides with the momentum relaxation time $\tau^* = \tau_p$ [13, 14]. Hence, for graphene the spin relaxation time results in $1/\tau_{s,z} = \tau_p(2\lambda_{BR}/h)^2$ and $\tau_{s,(x,y)} = 2\tau_{s,z}$.

First, we investigate spin relaxation due to charged impurities residing in the substrate as schematically illustrated in Fig. (1c). Impurity scattering is a dominant scattering mechanism governing the transport properties of graphene [3, 4, 8]. Due to the fluctuations of the impurity concentration a random unscreened electric field perpendicular to the graphene plane, and hence a spatially random BR-field $\lambda_{BR}(r) = \zeta_{BR} E_z(r)$ arises. As shown by Sherman [24] in the case of semiconductor quantum wells, the randomness of the BR-field in the real space already causes spin relaxation even without any scattering in the $k$-space. The correlation length of the random BR-field is on the scale of the distance $d$ of the impurity layer from the graphene sheet [24]. Therefore, the spin relaxation time for a ballistically moving electron can be estimated as follows: if the electron passes through a domain of the lateral size of the correlation length of the BR-field, the spin precesses by $\delta \varphi = \Omega_{BR} d/v_f$. At some time $t$ the electron has passed through $t/(d/v_f)$ different domains and in the picture of a random walk it follows that $\langle \Delta \varphi \rangle^2 = \delta \varphi^2 / t/(d/v_f)$. The spin is relaxed if $\langle \Delta \varphi \rangle^2 \approx 1$ yielding the condition $1/\tau_s \approx 4\hbar^2 (\lambda_{BR}^2 d/v_f)$. Hence, in a semiclassical picture for the orbital motion $r(t)$ of the electron, the spin experiences a random BR-field both in

\[\Delta n_{\text{imp}} = 4 \times 10^{11} \text{ cm}^{-2}\]

\[\Delta n_{\text{imp}} = 4 \times 10^{12} \text{ cm}^{-2}\]
the real space (Sherman mechanism) and in the reciprocal space due to momentum scattering (DP-mechanism).

We numerically calculate the spin relaxation time by performing Monte Carlo (MC)-simulations for the spin dynamics. For this purpose we use a random but quenched impurity distribution of a given density and sample over the random particles trajectories starting with different initial momenta, as illustrated in Fig. 1(d). The trajectories are generated according to the scattering probability of the screened impurity potentials in the graphene sheet calculated in the random phase approximation following Ref. 24.

Along any given semiclassical trajectory $[r(t), \mathbf{k}(t)]$ the spin dynamics can be described by the Bloch equation

$$\frac{ds}{dt} = \Omega_{\text{BR}}[r(t)](\mathbf{n}[\mathbf{k}(t)] \times s). \quad (3)$$

The spin relaxation time is then calculated by averaging over the asymptotics of all trajectories, since for times much greater than the mean free time $t \gg \tau_{\text{imp}}$ the spin components relax as $s_n(t) = s_n(0) \exp(-t/\tau_{n,a})$ 24.

Figure 2 shows the calculated spin relaxation time as a function of the Fermi energy $E_f$ for a dirty SiO$_2$ substrate, $n_{\text{imp}} = 4 \times 10^{12}$ cm$^{-2}$, and for a cleaner sample, $n_{\text{imp}} = 4 \times 10^{11}$ cm$^{-2}$, taking into account only impurity scattering. For all simulations we use the ab-initio BR-parameter $\Omega_{\text{BR}} = 0.005$ meV/(V/nm) and an effective impurity distance of $d = 0.4$ nm from the graphene layer 6, 8. The symbols refer to the MC-simulation results and the solid lines indicate analytic fits of the form $1/\tau = \tau_{\text{imp}}/(E_f)^2$ with $\tau_{\text{imp}}$ denoting the momentum relaxation time due to impurities. Since the cross section of the screened long-ranged Coulomb potential is proportional to the Fermi wavelength $\lambda_f \sim k_f^{-1}$ 12, the momentum relaxation time increases with increasing Fermi energy yielding a decreasing spin relaxation time, as illustrated in Fig. 2.

The second important spin relaxation mechanism induced by the SiO$_2$ substrate is due to polar optical surface phonons. In the case of SiO$_2$ there are two dominant surface phonons with energies of $h\omega_s(1) = 59$ meV and $h\omega_s(2) = 155$ meV, respectively, which provide a temperature dependent electric field variance given by 25

$$\langle E_s^2(T) \rangle = \beta_s \frac{h\omega_{s(i)}(1 + 2n_{s(i)}(T))}{4\pi\varepsilon_0 4d^4}, \quad (4)$$

with $\varepsilon_0$ denoting the dielectric constant and $n_{s(i)}(T)$ standing for the Bose-Einstein occupation factors of the phonon mode $i$. The individual strengths of these remote phonon scattering modes are given by the parameters $\beta_s = 0.025$ and $\beta_2 = 0.062$, which fulfill the relation $\beta = \sum_i \beta_i = (\varepsilon_s - \varepsilon_\infty)/(\varepsilon_s + 1)(\varepsilon_\infty + 1)$ with $\beta$ giving a measure of the total polarizability of the dielectric interface 8 and $\varepsilon_s$ and $\varepsilon_\infty$ denoting the static and high-frequency dielectric constant, respectively. Due to the randomness of the electrons’ motion the spin experiences an effective electric field and, hence, a random BR-field.

The effective spectral correlation function of the phonon field $\langle E_s^2(T) \rangle$ will include an exponential decay with the momentum relaxation time $\tau_m$ yielding a Lorentz renormalization factor $E_{\text{eff}}^2 = \langle E_s^2(T) \rangle/\langle 1 + (\omega_s^2/T_m)^2 \rangle$. If $\omega_s \tau_m \gg 1$ (as for graphene on SiO$_2$), the effective electric field can be found by qualitative arguments: for long-wave phonons the spin precesses by $\delta \varphi = \Omega_{\text{BR}} \tau_{\text{ph}}$ in the characteristic time $\tau_{\text{ph}} = 1/\omega_s$. The momentum scattering leads to a random walk with typical step times of $\tau_m$. The spin is relaxed if the variance $\langle \delta \varphi \rangle^2 = (t/\tau_m) \delta \varphi$ reaches one, yielding for the spin relaxation time $1/\tau_s = \Omega_{\text{BR}}^2 \tau_m/\langle \omega_{\text{ph}} \tau_m \rangle^2 = \Omega_{\text{eff}}^2 \tau_m$ giving an effective field of $E_{\text{eff}}^2 = E^2/(\omega_{\text{ph}} \tau_m)^2$.

For the MC-simulations we took into account momentum scattering due to charged impurities in SiO$_2$, optical surface phonons 8, and acoustic phonons of the graphene sheet 11. The resulting total momentum relaxation rate $1/\tau_{\text{tot}} = 1/\tau_{\text{imp}} + 1/\tau_{\text{ph}}(T) + 1/\tau_{\text{ac}}(T)$ is illustrated in Fig. 3 showing that the impurity scattering remains dominant up to room temperature but with an exponentially increasing contribution coming from the surface phonons and a linearly growing contribution due to acoustic phonon scattering. The random BR-field is calculated from the electric field originating from the impurities and the polar surface phonons. The temperature dependence of the spin relaxation time for a fixed Fermi energy of $E_f = 100$ meV for different impurity densities is shown in Figure 4 where the solid lines indicate again fits of the form $1/\tau_s = \tau_{\text{tot}}(T)[2\Omega_{\text{BR}} E_{\text{eff}}/\hbar]^2$. The MC-simulations reveal that the spin relaxation time is almost temperature-independent. This is caused by the nearly perfect counterbalancing of the increasing electric field and the decreasing momentum relaxation time with temperature. As for the relaxation of the momentum,
impurities dominate the spin relaxation compared to the mechanism of optical surface phonons, which causes a decrease of $\tau_s$ by about 10–20%.

Can we relate our results to the experimental findings of $\tau_s$ of 100-200 ps [2]? Even considering the uncertainties in $d$ or in the charge density in the substrate, such small values for $\tau_s$ can hardly be explained by the substrate effects. Indeed, the measured samples have short mean free times of about $\tau_{mfp} \approx 50$ fs [2], which suggest a high impurity density of about $\sigma_{imp} = 2 - 4 \times 10^{12}$ cm$^{-2}$ [3]. However, the times $\tau_s \approx 100$ ps would require SO constants orders of magnitude higher than the ones obtained by first-principles calculations [22] used here. In the experimental samples graphene was additionally coated by an Al$_2$O$_3$ layer to realize working tunnel barrier contacts. This likely brings metallic adatoms, which induce a stronger spin-orbit coupling strength, as has been reported for a full layer of Au atoms in contact with graphene, in which a several orders of magnitude larger BR-constant of about 13 meV was found [23]; similar large SO constants were predicted for impurities on graphene [27]. Suppose an adatom induces a local spin-orbit splitting of magnitude $\approx 10$ meV. The splitting spreads a distance $s$ of perhaps a few bond lengths. Let the average distance between the randomly positioned adatoms be $r$. Then the DP spin relaxation rate is $1/\tau_s \approx \Omega^2 (s/r)^2$. The rate is reduced from that for a homogeneous splitting by $(s/r)^2$, which renormalizes $\Omega^2$ due to the finite effective adatoms area. As a generic example we take $s$ to be two bond lengths, $s \approx 3$ Å, and a reasonable distance $r \approx 10$ nm, we get the spin relaxation time $\tau_s \approx 50$ ps (using $\tau \approx 100$ fs), being of the same order of magnitude as the measured value [2]. The adatom mechanism depends strongly on the adatom type and density, making it experimentally testable.

In summary, we showed that charged impurities and polar optical surface phonons of the substrate generate a random Bychkov-Rashba SO-field which leads to an almost temperature-independent spin relaxation in graphene. The calculated spin relaxation times give the upper bounds of what one can expect experimentally for a clean graphene on a substrate. The above calculation also shows that spin injection and spin transport should be severely limited if metallic electrodes are deposited directly on graphene.
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