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Abstract. Motivated by work of Thurston on defining a version of Teichmüller
time based on best Lipschitz maps between surfaces, we study infinity-harmonic
maps from a hyperbolic manifold to the circle. The best Lipschitz constant is taken
on a geodesic lamination. Moreover, in the surface case the dual problem leads to a
function of least gradient which defines a transverse measure on the lamination. We
also discuss the construction of least gradient functions from transverse measures
via primitives to Ruelle-Sullivan currents.

1. Introduction

Bill Thurston in a 1986 preprint which was later revised in 1998 (cf. [Thu1]) intro-
duced best Lipschitz maps as a tool of studying an $L^\infty$-version of Teichmüller theory.
His motivation was to replace the Teichmüller distance between two conformal struc-
tures $\rho$ and $\sigma$ defined as the dilatation of the Teichmüller map by the best Lipchitz
constant of a map in the homotopy class of the identity between the corresponding hy-
perbolic surfaces. This is what is now known as Thurston’s asymmetric metric. This
theory has been further developed by the Thurston school, see for example [Pa-Th]
or [Gu-K] and the references therein. We were drawn to the subject of this paper in
part after discussions with Athanase Papadopoulos by the possibility of developing
some analytic understanding of this theory. However, even the most basic tools in
partial differential equations for approaching this subject are lacking.

As a starting point, we looked at the subject of this paper: Best Lipschitz maps $u : M^2 \to S^1$ (or more generally functions $\tilde{u} : \tilde{M}^2 \to \mathbb{R}$ equivariant under a cohomology
class $\rho : \pi_1(M) \to \mathbb{R}$). This problem does not seem to have been treated in the
topological literature (however see Problem 9.7 in the last section on how it fits with
Thurston), but our results fit in nicely with existing concepts. In analysis, the subject
of $\infty$-harmonic maps, albeit for maps $u : \Omega \to \mathbb{R}$ for $\Omega$ a domain in $\mathbb{R}^2$ (or even $\mathbb{R}^n$),
are in place. See for example: [C], [E-Sv] and [E-Sm].

On the opposite side of $\infty$-harmonic maps lies the theory of 1-harmonic maps, which
are also known as maps of least gradient. Here, the flavor of the analysis is completely
different, see for example [S-W-Z], [S-Z] and [M-R-L] among other references. See also
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[Ju] for a variational construction of least gradient functions for Euclidean domains obtained as limits of $q$-harmonic functions where $q \to 1$.

Thurston conjectured that the duality between best Lipschitz maps and measures should fit well in his theory of geodesic laminations, as stated in the introduction of his paper [Thu1]:

I currently think that a characterization of minimal stretch maps should be possible in a considerably more general context (in particular, to include some version for all Riemannian surfaces), and it should be feasible with a simpler proof based more on general principles—in particular, the max flow min cut principle, convexity, and $L^0 \leftrightarrow L^\infty$ duality.

The goal of this paper is to exhibit the duality proposed by Thurston between best Lipschitz maps ($L^\infty$) and Radon measures ($L^0$) explicitly in the simpler case of functions and how it fits with the theory of measured laminations and transverse cocycles developed by Thurston and Bonahon. See for example [Thu2], [Bo1] and [Bo2]. In fact, we will exhibit the duality explicitly between the $\infty$-harmonic map $u$ and its dual least gradient map $v \in BV$ inducing the Radon measure $dv$: The map $u$ defines the geodesic lamination, whereas $dv$ the transverse measure on the geodesic lamination defined by $u$. The duality is more or less given by Hodge duality, namely $*du = dv$ as it will be made precise in this paper.

Following other authors, we first study the limits of the critical points $u_p$ of the functional

$$u \mapsto \int_M |du|^p * 1.$$ 

The $L^\infty$ norms of $du_p$ are uniformly bounded, and we obtain a set of weak limits $u$ of the $\infty$-harmonic equation. The function $u$ is Lipschitz and, as proven by Evans, Savin and Smart in [E-Sv] and [E-Sm], for Euclidean metrics $u$ is differentiable. However, if $n > 2$ it is not known that $du$ is continuous, and even in the case $n = 2$, $du$ is only Hölder continuous. Since the above results are not available for non-flat metrics we bypass this problem by developing the bare minimum of the theory of comparison with cones for the hyperbolic metric. In particular, we show that, as in the case of Euclidean domains, there exists a notion of gradient flow in this setting without assuming any differentiability.

Following Thurston, in order to connect with topology, in (5.1) we introduce the invariant

$$K = \sup \frac{|< du, \gamma >|}{\text{length}(\gamma)}$$

where the sup is over the set of free homotopy classes of simple closed curves $\gamma$ in $M$. Then, we are able to show:

**Theorem 1.1.** For $M$ compact, hyperbolic in any dimension, and $u$ an $\infty$-harmonic map constructed as a limit of $u_p$, the local Lipschitz constant $L_u$ of $u$ (see Section 2.2)
takes on its maximum $L$ on a geodesic lamination $\lambda_u$. Moreover, $K$ is equal $L$, the Lipschitz constant of $u$.

This is a combination of Theorems 5.2 and 5.8. We then turn to the dual problem in dimension 2. A duality of this form has been noticed before by Aronson and Lindqvist as far back as 1988 (cf. [Ar-L]), but it may go even further back to Werner Fenchel in 1949 (cf. [Ek-Te, p.81-82] and [Fe]). From the Euler-Lagrange equations for $u_p$, we know $|du_p|^{p-2} \ast du_p$ is closed, and we normalize it and set it equal to $dv_q$, where $v_q$ lifts to a function with factors of automorphy varying with $q$. Here $1/p + 1/q = 1$. The function $v_q$ is a critical point of $\int_M |dv|^q \ast 1$ where now $q \to 1$. This leads to one of our main theorems:

**Theorem 1.2.** The set of weak limits $v_q \to v$ as $q \to 1$ is nonempty. A limit $v$ is of least gradient among maps defining the same homology class. The support of $dv$ is on the lamination $\lambda_u$ on which $L_u = L$, obtained from any dual $\infty$-harmonic map $u$.

This is a combination of Theorem 4.3, Theorem 6.1 and Theorem 6.10.

Note that so far we have restricted ourselves to the case of maps to $S^1$. This was done for the sake of simplicity only and everything can be generalized to arbitrary real cohomology classes $\rho \in H^1(M, \mathbb{R})$. In other words, we can replace best Lipschitz maps $u : M \to S^1$ by functions $\tilde{u}$ defined on the universal cover that are equivariant under a homomorphism $\rho : \pi_1(M) \to \mathbb{R}$. In Section 6.4 we describe this extension of our results to the equivariant case.

Finally, we turn to the concepts in the Thurston literature. We assume $M = M^2$ is a hyperbolic surface and define transverse measures in Section 7. The next is one of the main results of the paper:

**Theorem 1.3.** A least gradient map $v$ as in Theorem 1.2 induces a transverse measure on the naturally oriented geodesic lamination on which $L_u$ takes on the best Lipschitz constant $L$.

This is Theorem 7.15. We show that $v$ is constant on the connected components of the complement of the lamination $\lambda_u$ from which we can construct a transverse cocycle in the sense of [Bo2]. We use the approximation by $v_q$ to show that it is non-negative and thus defines a transverse measure. In addition, we discuss the connection between measured laminations and functions of bounded variation.

More precisely, we construct a measure $\nu$ on admissible transversals $f : [c, d] \to M$. In the universal cover, we have a function of bounded variation $v$. We show that for an admissible transversal $f$, $g = f^*v$ is a function of bounded variation and we define the transverse measure $\nu(f)$ as the norm of $g = f^*v$ on the interval. Every function of bounded variation $g$ on an interval can be written as the sum of a non-increasing function $g^+$ and non-decreasing function $g^-$, and the norm is simply $|g^+(d) - g^+(c)| + |g^-(d) - g^-(c)|$. This norm is invariant under homotopy through admissible transversals. The difficulty is to match the topological definition of transversal and transverse measure with the analytical definition of bounded variation.
Theorem 1.4. A function \( \tilde{v} \) on the universal cover of a hyperbolic surface that is equivariant, locally bounded and constant on the plaques of an oriented lamination defines a transverse cocycle \( \nu \). Moreover, if \( \nu \) is a transverse measure, then \( \tilde{v} \) is locally of bounded variation.

This is proved in Theorem 7.13 and Theorem 7.18. We then prove a partial converse to Theorem 1.4. In a 1975 paper, Ruelle and Sullivan constructed in a very general setting closed currents from transverse measures. We show that we have enough regularity to make this rigorous in the setting of transverse measures on geodesic laminations of surfaces. More precisely:

Theorem 1.5. The Ruelle-Sullivan current associated to an oriented geodesic lamination in a hyperbolic surface is well defined and closed. A primitive \( v \) of the Ruelle-Sullivan current exists and is locally of bounded variation.

This is a combination of Theorem 8.2 and Theorem 8.3. We expect to show that for an appropriate choice of orientation \( v \) is always a least gradient in a future paper.

We also point out that the decomposition of measured laminations into minimal components corresponds to the decomposition of functions of bounded variation

\[ v = v_{\text{jump}} + v_{\text{cantor}}, \]

where \( dv_{\text{jump}} \) has support on closed geodesics in the lamination and \( dv_{\text{cantor}} \) has support on the minimal components with leaves infinite geodesics. We end the paper by giving a long list of open problems.

A brief outline of the paper is as follows:

- **Section 2**: \( p \)-harmonic maps (and their limits). This is a review of the properties of the \( p \)-harmonic equation and its limits as \( p \to \infty \). We also prove a useful maximum estimate needed in Section 6.
- **Section 3**: The conjugate equation for finite \( q \). We define the dual harmonic map for \( 1/p + 1/q = 1 \) and introduce the adapted coordinate system. We also discuss the flat structure induced by the coordinate \((u_p, v_q)\).
- **Section 4**: The limit \( q \to 1 \). The limiting map of bounded variation is constructed.
- **Section 5**: Geodesic laminations associated to the \( \infty \)-harmonic map. In this section, \( M \) is hyperbolic of any dimension. We study comparison with cones and provide a proof of Theorem 1.1.
- **Section 6**: The concentration of the measure. A straightforward but surprising application of the Euler-Lagrange equations for \( u_p \) and \( u \). The statement is roughly that small \( L^1 \)-norm implies that the dual measure \( dv \) has support on the lamination and is in a weak sense orthogonal to \( du \). We are able to apply this to properties of \( v \), for example to show that \( v \) is of least gradient.
- **Section 7**: Construction of the transverse measure from the least gradient map. This is a tricky section, as it necessitates forming a bridge between the
concepts in analysis and the concepts in topology. To evaluate a measure $dv$ on a curve $\gamma$, analysis usually requires the derivative of $\gamma$ to exist, whereas it is important in topology to define the measure on continuous transversals.

- **Section 8: From transverse measures to functions of bounded variation.** We construct the Ruelle-Sullivan current and show that we have enough regularity to make this rigorous in the setting of transverse measures on laminations. We also construct a primitive to the Ruelle-Sullivan current and discuss the role of BV functions on transverse measures.

- **Section 9: Conjectures and open problems.** We give a list of some problems we think we can solve given enough time. The last few problems are enticing.

Where there is some analysis, there is little topology, and vice versa.

**Acknowledgements.** Many thanks to those who helped us untangle both the analysis and the topology. Special thanks goes to Craig Evans, Camillo de Lellis, Athanase Papadopoulos, Rafael Poire and Ovidiu Savin for useful conversations. We have enjoyed working on this project and hope others will appreciate it as well.

### 2. $p$-Harmonic Maps

In this section we collect basic facts about different types of harmonic functions. We review the notion of $p$-harmonic functions both for finite $p$ and $p = \infty$. Solutions for finite $p$ obey the theory of elliptic differential equations (cf. [U]), whereas solutions to the $\infty$-Laplacian are constructed as limits of harmonic functions for finite $p$. For the Euclidean domain metric, the local theory of the $\infty$-Laplacian is well-known to analysts. See for example, [Ar-C-J], [C], [Je], [E-Sv], [E-Sm] and [L] and all the references therein. The complication in our situation comes from the fact that the maps we are considering take values in $S^1$ instead of $\mathbb{R}$ and also that the domain metric is non-Euclidean.

#### 2.1. $p$-Harmonic maps to the circle.

Let $(M,g)$ be a closed smooth Riemannian manifold of dimension $n \geq 2$ and let $\tilde{M}$ denote its universal cover with the induced Riemannian metric. By a **fibration of $M$ over the circle** we mean a non trivial homotopy class of maps

$$f : M \to S^1.$$ 

Note that we are not assuming apriori that $f$ is a submersion. Equivalently, and for

$$\rho = f_* : \pi_1(M) \to \mathbb{Z} = \pi_1(S^1)$$

we can consider instead the class of $\rho$-equivariant maps

$$\tilde{f} : \tilde{M} \to \mathbb{R},$$

i.e maps satisfying

$$\tilde{f}(\gamma \tilde{x}) = \tilde{f}(\tilde{x}) + \rho(\gamma), \ \forall \gamma \in \pi_1(M) \text{ and } \forall \tilde{x} \in \tilde{M}. $$
On the space $W^{1,p}(M,S^1)$, $n < p < \infty$ of maps in a fixed homotopy class we consider the functional

$$J_p(f) = \int_M |df|^p * 1.$$  

A unique minimizer $u_p$ of the functional $J_p$ exists in the homotopy class and is called a \textit{$p$-harmonic map}. It satisfies the equation

$$\text{div}(|\nabla u_p|^{p-2}\nabla u_p) = d^*(|du_p|^{p-2}du_p) = 0.$$  

The existence of $u_p$ is standard. Consider a minimizing sequence $u_j$ of $J_p$ in a homotopy class. This makes sense since $p > n$ and hence the maps are continuous. By weak compactness and lower semicontinuity $u_j$ converge weakly in $W^{1,p}$ to a minimizer $u_p$ which is in the same homotopy class. The argument above can be modified also in the general case $p > 1$ by minimizing $J_p$ on the space of Lipschitz maps in the given homotopy class. Since we are only interested in large values of $p$ we omit the details.

There is an abundance of literature on regularity of $p$-harmonic functions and $p$-harmonic maps.

\textbf{Theorem 2.1.} Let $u_p : (M,g) \to S^1$ denote the $p$-harmonic map in the homotopy class of $f : M \to S^1$. Then, $u_p \in C^{1,\alpha}$ and if $\Omega \subset \subset \{|du_p| \neq 0\}$, then $u \in C^\infty(\Omega)$ (cf. [U]). If $n = 2$, then the number of singular points $|du_p| = 0$ is finite and bounded by the Euler characteristic of $M$ (cf. [Man] and [Al-S]).

\textbf{2.2. Best Lipschitz maps and $\infty$-harmonic maps.} For $K$ a subset of a Riemannian manifold $(M,g)$, and $f : K \to S^1$, its \textit{Lipschitz constant} in $K$ is defined by

$$L_f(K) := \inf\{L \in \mathbb{R} : d_{S^1}(f(x), f(y)) \leq Ld_g(x,y) \ \forall x,y \in K\}.$$  

In the above, $\inf\emptyset = +\infty$. We say $f$ is Lipschitz in $K$, if $L_f(K) < +\infty$. We write $L_f = L_f(M)$ for the \textit{global Lipschitz constant}. For $U$ be an open subset of $M$ and $x \in U$, we define the \textit{local Lipschitz constant}

$$L_f(x) := \lim_{r \to 0} L_f(B_r(x)).$$  

Clearly, if $f$ has Lipschitz constant $L$ in $U$, then $L_f(x) \leq L$.

\textbf{Proposition 2.2.} [C], Lemma 4.3] For any function $f : U \to \mathbb{R}$,

- (i) the map $x \mapsto L_f(x)$ is upper semicontinuous.
- (ii) $df \in L^\infty(U)$ holds in the sense of distributions if and only if $L_f(x)$ is bounded on $U$; then

$$\sup_{x \in U} L_f(x) = |df|_{L^\infty(U)} \text{ and } L_f(x) = \lim_{r \to 0} |df|_{L^\infty(B_r(x))}.$$  


• (iii) If $U$ is convex, then
  
  $$L_f(U) = |df|_{L^\infty(U)}.$$

**Definition 2.3.** The infimum of the global Lipschitz constant $L_f$ for all $f : M \to S^1$ in a fixed homotopy class is called the best Lipschitz constant. A Lipschitz map $u : M \to S^1$ is called a best Lipschitz map, if for any Lipschitz map $f : M \to S^1$ homotopic to $u$
  
  $$L_u \leq L_f.$$

**Theorem 2.4.** Let $(M,g)$ be a closed smooth Riemannian manifold of dimension $n \geq 2$. For each $p > n$, let $u_p$ be the $p$-harmonic map homotopic to a Lipschitz map $f : M \to S^1$. Given a sequence $p \to \infty$, there exists a subsequence (denoted again by $p$) and a Lipschitz map $u : M \to S^1$ such that:

- (i) $u_p \to u$ uniformly.
- (ii) $u$ is best Lipschitz with Lipschitz constant equal to the best Lipschitz constant. Furthermore, $u$ also minimizes the Lipschitz constant for the local Dirichlet problem subject to its own boundary conditions.
- (iii) $du_p \to du$ and $\ast du_p \to \ast du$ weakly in $L^s \ \forall s > n$.
- (iv) $du$ is closed.

**Proof.** We follow directly the proof of the existence of $\infty$-harmonic functions for the Dirichlet problem (cf. [L], Chapter 3). We only give a sketch: Take a sequence $p \to \infty$ and $\epsilon > 0$. By Hölder, and the fact that $u_p$ is a minimizer of $J_p$, we have for $n < s < p$ large,

  $$\frac{1}{\text{vol}(M)^{1/s}} J_s(u_p)^{1/s} \leq \frac{1}{\text{vol}(M)^{1/p}} J_p(u_p)^{1/p} \leq \frac{1}{\text{vol}(M)^{1/p}} J_p(f)^{1/p} \leq |df|_{L^\infty}.$$

Hence, $|du_p|_{L^s}$ is uniformly bounded and thus, after passing to a subsequence (denoted again by $p$),

$$du_p \to du \text{ weakly in } L^s.$$

By semicontinuity,

$$|du|_{L^s} \leq \lim \inf |du_p|_{L^s} \leq |df|_{L^\infty}.$$

By a diagonalization argument, we can choose a single subsequence $p$ such that

$$du_p \to du \text{ weakly in } L^s, \ \forall s$$

and by taking $s \to \infty$,

$$|du|_{L^\infty} \leq |df|_{L^\infty}.$$
By going to the universal cover, the same inequality holds for $\tilde{u}$ and any $\tilde{f}$. Thus, by the convexity of $\tilde{M}$ and the mean value theorem (cf. Proposition 2.2, (iii)), it follows that $u$ is a best Lipschitz map with best Lipschitz constant $L_u = L$.

Moreover, as in [L], Theorem 3.2, $u$ is also a local minimizer for the Dirichlet problem subject to its own boundary conditions. Properties (iii)-(iv) follow immediately from the argument sketched above.

**Definition 2.5.** We call $u$ as in the previous theorem $\infty$-harmonic. Notice that in this paper we are only concerned with solutions that are limits of $p$-harmonic maps to $S^1$. Sometimes these are called variational solutions of the $\infty$-Laplace equation. If the domain is Euclidean then variational solutions are also viscosity solutions of the $\infty$-Laplace equation. We will not attempt to develop such a notion for non-Euclidean metrics in the present paper. For more details on the notion of viscosity solutions in Euclidean space we refer to [C] or [L]. For open problems we ask the reader to go to the last section.

**Remark 2.6.** If the domain metric is Euclidean it has been shown that $u$ has the additional properties

- If $n = 2$, then $du$ and $*du$ are in $C^\alpha$ (cf. [E-Sv]).
- If $n > 2$, then $du$ exists everywhere but is not known to be continuous (cf. [E-Sm]).

It is very likely that these results also hold for the hyperbolic metric but since they only have been written down carefully for the Euclidean metric we will not use them in this paper.

**Lemma 2.7.**

$$\lim_{p \to \infty} \left( \int_M |du_p|^p * 1 \right)^{1/p} = L.$$ 

**Proof.** If $f$ denotes a best Lipschitz map in the homotopy class, the fact that $u_p$ is a minimizer for $J_p$ implies

$$\left( \int_M |du_p|^p * 1 \right)^{1/p} \leq \left( \int_M |df|^p * 1 \right)^{1/p} \leq (\text{vol}M)^{1/p} L.$$ 

Hence the lim sup is less than equal to $L$. On the other hand, if lim inf = $a < L$, then proceeding as in the proof of the previous theorem, there exists a Lipschitz map $u$ such that

$$|du|_{L^\infty} \leq a < L$$

which contradicts the best Lipschitz constant.  \[\square\]
2.3. **The Maximum estimate.** We know that the $p$-harmonic maps $u_p$ are smooth away from their critical points. However, in Section 6 we will need the following result:

**Proposition 2.8.** $\lim_{p \to \infty} \max |du_p| = L$.

Since $L$ is the best Lipschitz constant $\max |du_p| \geq L$, so we need prove an upper bound. Let $s = u_p/L$. This simplifies the normalizations. The size of $S^1$ does not enter into the calculations.

**Lemma 2.9.** Let $w = |ds|^p = (|du_p|/L)^p$. Let $W^{1,2}(M) \subset L^{2a}(M)$, where $a$ is arbitrary for $\dim M = 2$ and $n/(n-2)$ when $\dim M > 2$. Then

$$\max w = \lim_{l \to \infty} |w|^L \leq C p^{a/a-1}.$$

The constant $C$ depends only on the norm of the embedding and the Ricci curvature of $M$ and not on $p$.

**Proof.** The Proposition follows easily from the lemma, as

$$\max |du_p| = \max w^{1/p} L \leq (C p^{a/a-1})^{1/p} L \to L.$$

The proof of the lemma is standard, using the Bochner formula and Moser iteration and only needs to be included to keep track of $p$. So we will be brief.

In the usual way, we integrate the Euler-Lagrange equations $d^* |ds|^{p-2} du = 0$ against a term $d^* \phi ds$ where $\phi$ is a non-negative function on $M$. We integrate by parts and complete the Laplacian to obtain

$$\int_M \triangle(|ds|^{p-2} ds), \phi ds > 1 = \int_M <d|ds|^{p-2} \wedge ds, d\phi \wedge ds> * 1$$

$$= \int_M <d|ds|^{p-2}, d\phi > |ds|^2 - <d|ds|^{p-2}, ds> <d\phi, ds> * 1.$$

Next use the Bochner formula for 1-forms and integrate by parts to obtain

$$\int_M <\nabla(|ds|^{p-2} ds), \nabla(\phi ds)> * 1 = -\int_M \text{Ricc}(ds, ds)\phi |ds|^{p-2} * 1$$

$$+ \int_M <d|ds|^{p-2}, d\phi > |ds|^2 - <d|ds|^{p-2}, ds> <d\phi, ds> * 1.$$

After expanding the left hand side and bringing the second term to the left hand side, we obtain an expression

$$(2.3) \quad \int_M A * 1 = -\int_M \text{Ricc}(ds, ds)\phi |ds|^{p-2} * 1.$$
The integrand on the left-hand side has four terms when worked out.

\[ A = \phi|ds|^{p-2}(|D ds|^2 + (p-2)|d|ds|^2) + |ds|^{p-1} < d|ds|, d\phi > + < d|ds|^{p-2}, ds > < d\phi, ds >. \]

Recall \(w = |ds|^p\). We insert \(\phi = w^{2l-1}, l \geq 1/2\) in the expression. Note

\[ dw = p|ds|^{p-1}d|ds|, d\phi = p(2l-1)|ds|^{2pl-p-1}d|ds|. \]

and that all four terms in \(A\) are non-negative. We ignore the last term. Using the inequality \(|d|ds|| \leq |D ds|\) we obtain,

\[ A \geq |ds|^{p(2l-1)}|ds|^{p-2}(|D ds|^2 + (p-2)|d|ds|^2) + |ds|^{p-1} < d|ds|, p(2l-1)|ds|^{2pl-p-1}d|ds| > \]

\[ \geq (p-1 + p(2l-1))|ds|^{2pl-2}|d|ds|^2. \]

Note

\[ 1/pl|dw|^2 = 1/pl|w^{l-1}dw|^2 = 1/pl(l)|ds|^{p(l-1)}p|ds|^{p-1}d|ds| \]

\[ = pl|ds|^{2pl-2}|d|ds|^2. \]

Using (2.4) and (2.5)

\[ \frac{1}{pl}|dw|^2 \leq \frac{(p-1) + (2l-1)p}{(pl)^2}|dw|^2 \leq A. \]

Also the right-hand side of (2.3) is bounded by

\[ -\int_M \text{Ricc}(ds, ds)\phi|ds|^{p-2} * 1 \leq R|w|^2_{L^2} \]

and \(R\) is the maximum of the negative Ricci curvature. Combining (2.3), (2.4), (2.6) and (2.7) with the Sobolev embedding theorem we get

\[ |w|_{L^{2a}}^{2a} \leq \gamma(|dw|^2_{L^2} + |w|^2_{L^2}) \leq \gamma(plR + 1)|w|^2_{L^2}. \]

Here \(\gamma\) refers comes from norm of the Sobolev embedding. We next simple take 1/2l-root of this inequality to get

\[ |w|_{L^{2a}} \leq (Cpl)^{1/2}|w|_{L^2}. \]

Now let \(l_0 = 1/2\) and \(l_{i+1} = al_0\), and iterate the inequality. It is an easy exercise to see that

\[ |w|_{L^{2a}}^{2a} \leq (Cp)^{\sum_{i=0}^{a} \frac{1}{a}} |w|_{L^1}. \]

The result follows from this. \(\square\)
3. The conjugate equation for finite $q$

In this section $\dim(M) = n = 2$. Let $1 < q \leq p < \infty$ such that $1/p + 1/q = 1$. For each $p$-harmonic map $u_p$, we construct dual harmonic functions $\tilde{v}_q$ defined on the universal cover of $M$ and equivariant with respect to representations $\alpha_q : \pi_1(M) \to \mathbb{R}$. For functions on the plane, this duality has already appeared in [Ar-L]. Our main result is to show that the functions $\tilde{v}_q$ are locally uniformly bounded and the representations $\alpha_q$ are uniformly bounded. Together, away from the zeroes of $\tilde{u}_p$, the two functions $\tilde{u}_p$ and $\tilde{v}_q$ define a convenient coordinate system on the universal cover, called the adapted coordinate system.

3.1. The conjugate harmonic equation. Fix $2 \leq p < \infty$ and define $0 < q \leq 2$ by

$$\frac{1}{p} + \frac{1}{q} = 1.$$  

Let $u_p$ be a minimizer of the functional $J_p$ in the homotopy class of a Lipschitz map $f : M \to S^1$. Let

$$\tilde{u}_p : \tilde{M} \to \mathbb{R}$$

be the lift of $u_p$ to the universal cover, equivariant under $\rho : \pi_1(M) \to \mathbb{Z}$. We define the dual 1-form $\tilde{\Psi}_q$

$$(3.2) \quad \tilde{\Psi}_q = |d\tilde{u}_p|^{p-2} * d\tilde{u}_p.$$  

Lemma 3.1. $\tilde{\Psi}_q$ is a closed, invariant form under the action of $\pi_1(M)$, hence there exists a unique primitive $w_q : \tilde{M} \to \mathbb{R}$, $dw_q = \tilde{\Psi}_q$ equivariant under the period homomorphism

$$\beta_q : \pi_1(M) \to \mathbb{R}; \quad \beta_q(\gamma) = \int_{\gamma} \tilde{\Psi}_q$$

and normalized as

$$\int_{\Gamma} \tilde{w}_q * 1 = 0$$

where $\Gamma$ is a fixed fundamental domain in $\tilde{M}$.

Proof. The condition $d\tilde{\Psi}_q = 0$ is just the $p$-harmonic equation (2.2). The invariance of $\tilde{\Psi}_q$ follows from the fact that $\tilde{u}_p$ is the pullback of $u_p$ to the universal cover. For the equivariance under the period homomorphism, see for example [Fo], Section 10. □

Lemma 3.2. The map $\tilde{w}_q$ satisfies the $q$-harmonic map equation (2.2), for $q$ as in (3.1).

Proof. Notice that equation (3.1) implies

$$(p - 1)(q - 2) + p - 2 = 0,$$
hence
\[ |d\tilde{w}_q|^{q-2} * d\tilde{w}_q = \left| |d\tilde{u}_p|^{p-2} * d\tilde{u}_p \right|^{q-2} |d\tilde{u}_p|^{p-2} * 2 d\tilde{u}_p \]
\[ = |d\tilde{u}_p|^{(p-1)(q-2)+p-2} * 2 d\tilde{u}_p \]
\[ = -d\tilde{u}_p. \]

Thus
\[ d^* (|d\tilde{w}_q|^{q-2} d\tilde{w}_q) = 0. \]

\[ \square \]

**Remark 3.3.** Note the duality
\[ d\tilde{w}_q = |d\tilde{u}_p|^{p-2} * d\tilde{u}_p, \quad -d\tilde{u}_p = |d\tilde{w}_q|^{q-2} * d\tilde{w}_q. \]

This can also be explained by means of Fenchel’s duality for convex variational integrals. See [Fe], [Ek-Te] and [Ar-L] for more details on this kind of analysis. Motivated by the case \( p = 2 \), we call \( \tilde{w}_q \) the *conjugate harmonic* to \( \tilde{u}_p \).

### 3.2. The normalization.
For the rest of the paper we will make the following normalizations:

Choose a factor \( k_p \) so that
\[ \int_M |k_p du_p|^p * 1 = k_p. \]

Let
\[ U_p = k_p du_p \quad \text{and} \quad V_q = |U_p|^{p-2} * U_p. \]

Let \( \tilde{U}_p \) and \( \tilde{V}_q \) denote the lifts to the universal cover and let \( \tilde{v}_q : \tilde{M} \to \mathbb{R} \) such that
\[ d\tilde{u}_p = \tilde{V}_q; \quad \int_{\tilde{f}} \tilde{v}_q * 1 = 0. \]

Notice that \( \tilde{v}_q \) is a rescaling of the conjugate harmonic function \( \tilde{w}_q \) defined in the previous section, \( \tilde{v}_q = k_p^{p-1} \tilde{w}_q \). Under the normalizations above, in a fundamental domain \( F \subset \tilde{M} \),
\[ \int_F d\tilde{u}_p \wedge d\tilde{v}_q = \int_F k_p^{-1} \tilde{U}_p \wedge |\tilde{U}_p|^{p-2} * \tilde{U}_p \]
\[ = \int_F k_p^{-1} |\tilde{U}_p|^p * 1 \]
\[ = 1. \]

**Lemma 3.4.** Under the normalizations above, \( \lim_{p \to \infty} k_p = L^{-1} \).

**Proof.** By (3.3) and Lemma 2.7
\[ \lim_{p \to \infty} k_p^{(1/p)-1} = \lim_{p \to \infty} \left( \int_M |du_p|^p * 1 \right)^{1/p} = L. \]
By taking logarithms, \( \lim_{p \to \infty} \ln k_p = -\ln L \), which implies the Lemma. □

Also,

\[
\int_f |d\tilde{\nu}_q| \ast 1 = \int_f |\tilde{U}_p|^{p-1} \ast 1 \\
(3.7) \leq (vol M)^{1/p} \left( \int_M |\tilde{U}_p|^{p} \ast 1 \right)^{\frac{p-1}{p}} \quad \text{(by Hölder)} \\
= (vol M)^{1/p} k_p^{\frac{p-1}{p}} \\
\leq (vol M)^{1/p} (L^{-1} + \epsilon_p) \quad \text{(where } \epsilon_p \to 0, \text{ by Lemma 3.4).} \\
\approx L^{-1} \quad \text{(for } p \text{ large)}.
\]

We denote by

\[
\alpha_q : \pi_1(M) \to \mathbb{R}; \quad \alpha_q(\gamma) = \int_{\gamma z} \tilde{V}_q
\]

the period homomorphism of the rescaled form \( \tilde{V}_q = d\tilde{\nu}_q \). Notice that by definition, \( \tilde{\nu}_q \) is equivariant under \( \alpha \), i.e

\[
\tilde{\nu}_q(\gamma z) = \tilde{\nu}_q(z) + \alpha_q(\gamma).
\]

It follows that the closed 1-form \( \tilde{V}_q = d\tilde{\nu}_q \) is invariant under the action of \( \pi_1(M) \) and descends to a closed 1-form \( V_q \) on \( M \). The representation \( \alpha_q : \pi_1(M) \to \mathbb{R} \) acting on \( \mathbb{R} \) via affine isometries, defines a flat fiber bundle \( \tilde{M} \times_{\alpha_q} \mathbb{R} \to M \) (specifically a flat affine bundle) and \( \tilde{\nu}_q \) defines a section \( v_q : M \to \tilde{M} \times_{\alpha_q} \mathbb{R} \). Sometimes it is common to call \( v_q \) a twisted map. Under this notation, \( V_q = dv_q \).

Note that (3.6) and (3.7) imply,

\[
(3.8) \quad \int_M du_p \wedge dv_q = 1
\]

and

\[
(3.9) \quad |dv_q|_{L^1(M)} \approx L^{-1}
\]

for \( q \) close to 1. Furthermore,

\[
(3.10) \quad \alpha_q(\gamma) = \int_\gamma dv_q = \int_M \omega_\gamma \wedge dv_q
\]

where \( \omega_\gamma \in \Omega^1(M) \) denotes the closed form Poincare dual to the homology class defined by \( \gamma \). Notice that for any \( \gamma \in \pi_1(M) \) and \( 0 < c_\gamma := |\omega_\gamma|_{L^\infty(M)} \), we have from (3.9) for \( q \) close to 1

\[
(3.11) \quad |\alpha_q(\gamma)| \leq c_\gamma \int_M |dv_q| \ast 1 \approx c_\gamma L^{-1}.
\]
3.3. The adapted coordinate system. The pair of functions \((\tilde{u}_p, \tilde{v}_q)\) can be used to define a convenient coordinate system on \(\tilde{M} \setminus \{|d\tilde{u}_p| = 0\}\) which we call the adapted coordinate system. More precisely, in the coordinate system \((\tilde{u}_p, \tilde{v}_q)\), the metric \(g\) is given by

\[
(3.12) \quad g = \begin{pmatrix} \tau_1^2 & 0 \\ 0 & \tau_2^2 \end{pmatrix}
\]

with

\[
(3.13) \quad |d\tilde{u}_p| = \tau_1^{-1}; \quad \tau_2 = (\tau_1/k_p)^{p-1}.
\]

To prove the statement above, it is better to think in terms of the co-metric. Set \(\tau_1^{-1} = |d\tilde{u}_p|\) and note that \(\tau_2^{-1} = |d\tilde{v}_q| = |\tilde{U}_p|^{p-1} = (\tau_1/k_p)^{1-p}\) and

\[
d\tilde{u}_p \wedge *d\tilde{v}_q = k_p^{p-1}d\tilde{u}_p \wedge |d\tilde{u}_p|^{p-2}d\tilde{u}_p = 0.
\]

We have thus proven (3.12) and (3.13). For future reference we also choose an orientation on \(M\) consistent with the orientation of \(d\tilde{u}_p \wedge d\tilde{v}_q\). With this orientation \(u_p\) is an orientation preserving map to \(S^1\) with its standard (counterclockwise) orientation.

3.4. The normalized flow of \(u\). Let \(\frac{\partial}{\partial u_p}\) denote the vector field dual to the 1-form \(du_p\). By Theorem 2.1, this vector field is globally \(C^\alpha\) and smooth away from its zeroes. The normalized gradient flow is the flow \(\psi_t\) of the vector field \(\frac{\partial}{\partial u_p}\). The flow \(\psi_t\) lifts to the universal cover and is given in the local adapted coordinates \((\tilde{u}_p, \tilde{v}_q)\), by

\[
(\tilde{u}_p, \tilde{v}_q) \mapsto \tilde{\psi}_t(\tilde{u}_p, \tilde{v}_q) = (\tilde{u}_p + t, \tilde{v}_q).
\]

Notice that the 1-forms \(d\tilde{u}_p\) and \(d\tilde{v}_q\) are invariant under the normalized gradient flow.

The flow \(\psi_t\) on \(M\) has interesting dynamics. Choose a regular fiber \(\Xi\) and for example assume that \(\Xi\) is connected. The normalized gradient flow \(\psi_t\) of \(u_p\) at time 1 maps \(\Xi \setminus \) (points which flow into critical points) to \(\Xi \setminus \) (points which flow out of critical points). The map \(\psi_1\) gives an interval exchange map of \(\Xi\) to itself which is of interest in itself, though we will exploit it more in this article. See Problem 9.8. We next prove:

**Proposition 3.5.** The \(\tilde{v}_q\) are locally uniformly bounded in \(L^\infty\) for all \(q\).

**Proof.** Choose a regular fiber \(\Xi\) of \(u_p\) and let \([\Xi] \in H_1(M, \mathbb{Z})\) denote its homology class. Let \(\omega_\Xi\) be a closed 1-form representing the Poincare dual of \([\Xi]\) and let \(F\) denote a fundamental domain in \(\tilde{M}\). Then,

\[
\int_{\tilde{\Xi} \cap F} |d\tilde{v}_q| = \left| \int_{\tilde{\Xi} \cap F} d\tilde{v}_q \right| \quad \text{(because } d\tilde{v}_q \text{ is nonzero on } \tilde{\Xi})
\]
\[ = \left| \int_{\Xi} dv_q \right| \text{ (because } d\tilde{v}_q \text{ descents to } dv_q \text{ in } M) \]

\[ = \left| \int_{M} \omega_{\Xi} \wedge dv_q \right| \text{ (because } \omega_{\Xi} \text{ is Poincare dual of } \Xi) \]

\[ \leq c_\Xi (L^{-1} + 1) \text{ (by (3.9))}, \]

where, since all \( u_p \) are homotopic, \( c_\Xi \) is a topological constant. This implies that \( d\tilde{v}_q \) are uniformly bounded in \( L^1(\Xi \cap F) \) and hence \( \tilde{v}_q \) are uniformly bounded in \( L^\infty(\Xi \cap F) \). Since \( \tilde{v}_q \) is invariant under the normalized gradient flow, it follows that \( \tilde{v}_q \) is uniformly bounded on the open dense set of the fundamental domain \( F \) consisting of all non-critical trajectories. Hence, by continuity, \( \tilde{v}_q \) is uniformly bounded on the closure of \( F \). Since the representation \( \alpha_q \) is also uniformly bounded by (3.11), the local boundedness of \( \tilde{v}_q \) in \( \tilde{M} \) follows. \( \Box \)

4. The limit \( q \to 1 \)

In this section we construct a DeRham 1-current \( V = dv \) obtained as a limit as \( q \to 1 \) of the closed forms \( dv_q \) associated to the normalized conjugate harmonic functions to \( u_p \). We show that there exists a limiting representation \( \alpha : \pi_1(M) \to \mathbb{R} \) and an \( \alpha \)-equivariant function \( \tilde{v} \) whose derivative induces the current \( V \). We further show that the function \( \tilde{v} \) is locally in \( L^\infty \) and locally of bounded variation. In Section 6 we will show that \( \tilde{v} \) is of least gradient (1-harmonic).

**Proposition 4.1.** Given a sequence \( q \to 1 \), there exists a subsequence (denoted again by \( q \)) such that:

- (i) There exists a closed 1-current \( V \in \mathcal{D}_1(M) \) such that \( dv_q \to V \).

- (ii) There exists a closed 1-current \( \tilde{V} \in \mathcal{D}_1(\tilde{M}) \) such that \( d\tilde{v}_q \to \tilde{V} \). Furthermore, if \( \sigma : \tilde{M} \to M \) denotes the universal covering map, then \( \sigma^*(V) = \tilde{V} \).

- (iii) There exists a representation \( \alpha : \pi_1(M) \to \mathbb{R} \) such that for any \( \gamma \in \pi_1(M), \alpha(\gamma) = \lim_{q \to 1} \alpha_q(\gamma) \). Furthermore, \( \alpha(\gamma) = V(\omega_\gamma) \) where \( \omega_\gamma \) is the Poincare dual to the homology class defined by \( \gamma \).

- (iv) The homology class \( [V] \in H_1(M, \mathbb{R}) \) is dual to \( \alpha \).

**Proof.** For \( \phi \in \Omega^1(M) \) a test function and \( |\phi|_{L^\infty} \leq 1 \), we have by (3.9) that

\[ \left| \int_M \phi \wedge dv_q \right| \leq C. \]

By weak compactness (cf. [Si, Lemma 2.15]), there exists \( V \in \mathcal{D}_1(M) \) such that (after passing to a subsequence)

\[ dv_q \rightharpoonup V \]

and \( V \) is closed, being the distributional limit of closed forms.
For (ii), the proof of the convergence is exactly the same as the proof of (i). In order to prove the statement about the pullback, consider an open cover of \( M \) given by basic sets and let \( \{ V_i \} \) be the cover of \( \tilde{M} \) obtained by the preimage of the sets in \( M \). Let \( \zeta_i \) be a partition of unity subordinate to \( \{ V_i \} \). By definition, after identifying \( V_i \cong \sigma(V_i) \) and \( dv_q = d\tilde{v}_q \),

\[
\sigma^*(V)(\phi) = \sum_i V(\zeta_i\phi) = \lim_{q \to 1} \int_M \sum_i \zeta_i\phi \wedge dv_q = \lim_{q \to 1} \int_M \phi \wedge d\tilde{v}_q = \tilde{V}(\phi).
\]

To prove (iii), note that by the weak convergence of \( dv_q \),

\[
\alpha_q(\gamma) = \int_{\gamma} dv_q = \int_{M} \omega_\gamma \wedge dv_q \to V(\omega_\gamma) = \alpha(\gamma).
\]

For (iv) notice that \( \alpha \) factors through the abelianization of \( \pi_1(M) \) to define an element in \( H_1(M,\mathbb{R})^* = H^1(M,\mathbb{R}) \) which is dual to \([V]\) by (iii). □

**Definition 4.2.** Let \( U \subset M \) an open set and \( f \in L^1(U) \). We define

\[
||df||_U = \sup \left\{ \int_M d\phi \wedge f : \phi \in \mathcal{D}^1(U), \max |\phi| \leq 1 \right\}
\]

and set

\[
|f|_{BV(U)} = |f|_{L^1(U)} + ||df||_U.
\]

We say that \( f \) is of bounded variation in \( U \) if \( |f|_{BV(U)} < \infty \).

**Theorem 4.3.** There exists a sequence \( q \to 1 \) and \( \tilde{v} : \tilde{M} \to \mathbb{R} \) such that \( \tilde{v}_q \) converges to \( \tilde{v} \) weakly in \( BV_{loc}(\tilde{M}) \) and strongly in \( L^s_{loc}(\tilde{M}) \) for all \( s \geq 1 \). Furthermore, \( \tilde{v} \) has the following properties:

- \( (i) \) \( \tilde{v} \) is locally in \( L^\infty \) and locally of bounded variation
- \( (ii) \) \( \tilde{v} \) is equivariant under \( \alpha \), i.e for every \( \gamma \in \pi_1(\tilde{M}) \) and a.e. \( z \in \tilde{M} \)

\[
\tilde{v}(\gamma z) = \tilde{v}(z) + \alpha(\gamma)
\]

**Proof.** Fix \( W \subset \subset \tilde{M} \), and choose a finite number \( \gamma_1,...,\gamma_N \in \pi_1(M) \) such that

\[
W \subset \subset \bigcup_{i=1}^N \gamma_i(F).
\]

Since, by Proposition 4.1(ii), \( |\alpha_q(\gamma_i)| \leq C \) for \( i = 1,...,N \) and \( j = 1,2,... \), we obtain by the equivariance of \( \tilde{v}_q \), (3.5) and the fact that \( \gamma_i \) act as isometries on \( \tilde{M} \) that

\[
(4.1) \quad \left| \frac{1}{vol(W)} \int_W \tilde{v}_q(z)dz \right| \leq \frac{NC|F|}{vol(W)} \leq C'.
\]
Now set,
\[ w_q(x) = \tilde{v}_q(x) - \frac{1}{vol(W)} \int_W \tilde{v}_q(z) dz; \quad dw_q = d\tilde{v}_q. \]

Similarly, by the Poincaré inequality and (3.7)
\[ |w_q|_{L^1(W)} \leq c|dw_q|_{L^1(W)} = c|d\tilde{v}_q|_{L^1} \leq C, \]
which combined with (4.1), implies
\[ |\tilde{v}_q|_{W^{1,1}(W)} \leq C. \]

Hence, there exists a subsequence (denoted again by \( \tilde{v}_q \)) and \( \tilde{v}^W \in BV(W) \) such that
\[ \tilde{v}_q \rightharpoonup_{BV(W)} \tilde{v}^W. \]

By a diagonalization argument we can define \( \tilde{v} \in BV_{loc} (\tilde{M}) \) such that
\[ \tilde{v}_q \rightharpoonup_{BV_{loc} (\tilde{M})} \tilde{v}. \]

By the Rellich Lemma and the fact that \( \tilde{v}_q \) are locally uniformly bounded by Proposition 3.5,
\[ \tilde{v}_q \rightarrow \tilde{v} \in L^s_{loc} \forall s \geq 1. \]

To show that \( \tilde{v} \) is locally bounded, fix \( W \subset \tilde{M} \) compact. Again, since \( |\tilde{v}_q|_{L^\infty} \leq C \) by Proposition 3.5, and \( \tilde{v}_q \rightarrow \tilde{v} \) in \( L^s(W) \) for all \( s \), it follows that \( |\tilde{v}|_{L^s(W)} \leq C \) uniformly in \( s \) and thus \( \tilde{v} \in L^\infty(W) \).

Statement \((ii)\) follows from the equivariance \( \tilde{v}_q(\gamma z) = \tilde{v}_q(z) + \alpha_q(\gamma) \) and the fact that \( L^s_{loc} \) convergence implies a.e convergence. Since we have already shown that the functions \( \tilde{v}_q \) converge strongly to \( \tilde{v} \) in \( L^s_{loc} \) for \( s > 1 \).

\[ \blacksquare \]

**Remark 4.4.** We will see in Section 6 that \( \tilde{v} \) is a locally a function of least gradient. For Euclidean domains this follows also from [Ju], Proposition 4.5. We will give a proof of this fact in Theorem 6.10.

**Definition 4.5.** Let \( L = \tilde{M} \times \alpha \mathbb{R} \) be the flat affine bundle associated to the representation \( \alpha \) and \( \nu \) the section of \( \nu \) induced from \( \tilde{v} \). For an \( L^1 \)-section \( \xi : M \rightarrow L \), set \( ||d\xi|| = ||d\xi||_M \) and \( |\xi|_{BV} = |\xi|_{BV(M)} \) as in Definition 4.2. With this definition, \( \nu \) becomes a section (twisted map) of bounded variation. In view of Theorem 4.3,
\[ d\tilde{v} = \tilde{V} \] and we will denote
\[ V = dv. \]

**Remark 4.6.** For the rest of the paper we fix sequential limits \( u = \lim_{p \rightarrow \infty} u_p \) and \( v = \lim_{q \rightarrow 1} v_q \) in the appropriate function spaces described above. We conjecture that \( u \) and \( v \) are essentially unique, though we are unable to prove this. See Conjectures 9.2 and 9.3.
Remark 4.7. Recall that, by the Riesz representation theorem [Si, Chapter 6, (2.14)], given a $p$-current $S \in D_p(U)$ of finite mass, we can write

$$S(\phi) = \int_U \phi \wedge \vec{S} \, |dS|; \quad \phi \in D^{n-p}(U)$$

for a Radon measure $|dS|$ and a measurable section $\vec{S}$ of $\Lambda^p(\tilde{M})$ where $|\vec{S}| = 1$ $|dS|$-a.e. It is customary to write the $p$-form valued Radon measure $\vec{S} |dS|$ by $S$ and use the notation

$$S(\phi) = \int_U \phi \wedge S.$$

We will use this notation throughout the rest of the paper.

5. The geodesic lamination associated to the $\infty$-harmonic map

For this section we allow $(M, g)$ to be a closed hyperbolic manifold of any dimension $n \geq 2$. We show that the gradient lines of the $\infty$-harmonic map $u$ at the points of maximum stretch define a geodesic lamination. The major difficulty lies in defining the gradient lines of $u$, because $\text{grad}(u)$ is not even known to be continuous. We overcome this issue by adapting to the hyperbolic metric an argument due to Crandall for Euclidean space. This is a hyperbolic version of what is known as comparison with cones and which for Euclidean metrics is equivalent to the notion of viscosity solutions of the $\infty$-Laplace equation. ( [C] or [L]). We will not attempt to develop such a theory in this paper and we only prove the bare minimum that we need for our topological applications. For more details on open problems see Section 9.

5.1. Statement of the theorem. We start by recalling the notion of a geodesic lamination.

Definition 5.1. A geodesic lamination $\lambda$ is a closed subset of $(M, g)$ which is a disjoint union of simple, complete geodesics.

The next theorem is the main result of the section. Recall from Section 2.2 that $L_u(x)$ denotes the local Lipschitz constant at $x$.

Theorem 5.2. Let $(M, g)$ be a closed hyperbolic manifold of dimension $n \geq 2$ and let $u : M \to S^1$ be $\infty$-harmonic (i.e a limit of $p$ harmonic maps for $p \to \infty$) with Lipschitz constant $L := |du|_{L^\infty(M)}$. Then,

$$\lambda_u = \{ x \in M : L_u(x) = L \}$$

is a geodesic lamination in $M$.

First, note the following straightforward:

Lemma 5.3. Let $(M, g)$ be a closed Riemannian manifold and $f : M \to S^1$ a Lipschitz map with global Lipschitz constant $L = L_f(M)$. Then, the set

$$\lambda_f = \{ x \in M : L_f(x) = L \}$$

is a geodesic lamination in $M$. 
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is non-empty and closed.

**Proof.** It follows from Proposition 2.2 (i), on the upper semicontinuity of the local Lipschitz constant. Here are the details: By Proposition 2.2, take a sequence $x_i$ such that $L_f(x_i) \nearrow L$. By compactness, we may assume $x_i \to x$ and by upper semicontinuity $L_f(x) \geq \lim_i L_f(x_i) = L$. Thus, $x \in \lambda_f$ and hence $\lambda_f \neq \emptyset$. By upper semicontinuity

$$\lambda_f = \{x \in M : L_f(x) = L\} = \{x \in M : L_f(x) \geq L\}$$

is closed. \hfill \Box

### 5.2. Comparison with cones.

In this section we prove that our minimizers satisfy comparison with cones. For Euclidean metrics this is known to be equivalent to the notion of viscosity solution of the $\infty$-Laplace equation (cf. [C]). In the present article we deal primarily with hyperbolic metrics and we expect every local result known for the Euclidean metric to also hold for our case as well. Below we will only prove the bare minimum necessary to prove our theorem on geodesic laminations, leaving most analytic aspects for a future project.

We first note that the map $d(x, x_0)$ can be approximated by cone $p$-harmonic functions $c_p(x) = f_p(d(x_0, x))$. In Euclidean space $\mathbb{R}^n$,

$$f_p(t) = t^{\frac{n}{p-1}} = t^{1-\frac{n}{p-1}}$$

and in hyperbolic space $H^n$, by a function $f_p(t)$ satisfying

$$\frac{df_p(t)}{dt} = \left(\frac{1}{\sinh(t)}\right)^{\frac{n}{p-1}}.$$  

**Lemma 5.4.** The function $f_p(t)$ is $p$-harmonic and $f_p(t) \to t$ uniformly on compact sets of $H^n$.

**Proof.** The metric on $H^n$ can be written in polar coordinates as

$$g = dt^2 + \sinh^2 t d\theta^2$$

where $dt$ is hyperbolic length and $d\theta$ is the metric on $S^{n-1}$. From this, it follows immediately that $f_p(t)$ is $p$-harmonic. To show the second statement, write

$$f_p'(t) = h_p'(t)(t/\sinh(t))^{(n-1)/(p-1)}(1 - (n - 1)/(p - 1))^{-1}$$

where $h_p(t) = t^{1-(n-1)/(p-1)}$ from which we obtain

$$a_p h_p'(t) \leq f_p'(t) \leq h_p'(t) b_p$$

where $a_p$ and $b_p$ are constants converging to 1 as $p \to \infty$. Thus

$$a_p t^{1-(n-1)/(p-1)} \leq \int_0^t f_p'(s) ds \leq b_p t^{1-(n-1)/(p-1)}$$

hence, by normalizing $f_p$ so that $f_p(0) = 0$,

$$a_p t^{1-(n-1)/(p-1)} \leq f_p(t) \leq b_p t^{1-(n-1)/(p-1)}$$
from which the convergence follows. □

Since we can approximate both the ∞-harmonic function and the cone by p-harmonic maps, we get the proof of the following

**Proposition 5.5.** If
\[ u(x) \leq A + Bd(x, x_0) = c(x) \]
for \( x \in \partial B_r(x_0) \) and at \( x = x_0 \), then
\[ u(x) \leq c(x) \quad \forall x \in B_r(x_0). \]

**Proof.** Both the function \( u \) and the cone \( c \) are uniform limits in \( C^0 \) of \( p \)-harmonic functions \( u_p \) and \( c_p \) respectively. Hence, for \( x \in \partial B_r(x_0) \) and also for \( x = x_0 \).
\[
\begin{aligned}
 u_p(x) &< \epsilon + u(x) \\
 &\leq \epsilon + A + Bd(x, x_0) \\
 &< \epsilon(1 + Br) + A + Bf_p(d(x_0, x)) \\
 &\leq \epsilon(1 + Br) + c_p(x)
\end{aligned}
\]

Here \( \epsilon = \epsilon(p) \to 0 \) as \( p \to \infty \). However, both \( u_p \) and the cone \( c_p \) are \( p \)-harmonic functions. By the strong maximum principle for \( p \)-harmonic functions applied to the punctured disc \( B^*_r(x_0) \), we obtain
\[
\begin{aligned}
 u(x) &\leq u_p(x) + \epsilon \\
 &\leq c_p(x) + \epsilon(2 + Br) \\
 &\leq c(x) + 2\epsilon(1 + Br).
\end{aligned}
\]

Since \( \epsilon = \epsilon(p) \to 0 \) as \( p \to \infty \), this finishes the proof. □

**Corollary 5.6.** The ratio
\[
\max_{d(x, x_0) = r} \frac{u(x) - u(x_0)}{r}
\]
is increasing in \( r \). The same holds with \( u \) replaced by \( -u \).

**Proposition 5.7.** Let \( x_0 \in \lambda_u \) be arbitrary and \( B_r(x_0) \subset M \) (we can lift to the covering space if we choose). Assume that as \( x_i \to x_0 \), \( \frac{u(x_i) - u(x_0)}{d(x_i, x_0)} \to +L \) (resp. \(-L\)). Then
\[ u(x) = u(x_0) + Lr \quad \text{resp. } -Lr \]
for some point \( x \in \partial B_r(x_0) \), and the geodesic between \( x_0 \) and \( x \) lies in \( \lambda_u \).

**Proof.** Let \( B = \max_{x \in \partial B_r} \frac{u(x) - u(x_0)}{r} \). Let \( x \in \partial B_r(x_0) \) on which \( B \) is taken on. Since \( L \) is the Lipschitz constant \( B \leq L \). Suppose \( B < L \), then by Corollary 5.7 \( u(x) \leq u(x_0) + Bd(x, x_0) \). But
\[
\lim_i \frac{u(x_i) - u(x_0)}{d(x_i, x_0)} = L > B,
\]

and for some \( x_i \),
\[ u(x_i) - u(x_0) > Bd(x_i, x_0). \]
This gives a contradiction to the statement that \( u \) lies under the cone \( c \). So \( B = L \).

Let \( \lambda_0 \) be the geodesic parameterized by arc length between \( x_0 \) and \( x \). Then, since \( L \) is the best Lipschitz constant, for \( 0 \leq s < t \leq r \)
\[ u(\lambda_0(t)) - u(\lambda_0(s)) \leq L(t - s). \]

But
\[ u(x) - u(x_0) = u(\lambda_0(r)) - u(\lambda_0(0)) = Lr. \]
This gives estimates above and below on \( u(\lambda_0(t)) \) that shows \( u(\lambda_0(t)) = u(x_0) + Lt \). For the case of \(-L\), apply the same procedure to \(-u\). \( \square \)

**Proof of Theorem 5.2.** We have shown that every point \( x \in \lambda_u \) lies in a geodesic in \( \lambda_u \). We need only show that a) the entire geodesic lies in \( \lambda_u \) and b) if the geodesics intersect, they form an angle of 0 or \( \pi \). We show b) first, as it is part of a).
Suppose two geodesics \( \lambda_1 \) and \( \lambda_2 \in \lambda_u \) meet at \( x_0 \), and that \( x_0 = \lambda_1(0) \) is an interior point of \( \lambda_1 \). Assume also that \( \lambda_2(0) = x_0 \) and that the geodesics are parameterized by arc length. Then
\[ u(\lambda_1(t)) = u(x_0) + Lt \]
for \( t \) of both signs and
\[ u(\lambda_2(s)) = u(x_0) + Ls \]
for either \( s > 0 \) or \( s < 0 \). Using the fact that \( L \) is the best Lipschitz constant,
\[ Ld(\lambda_1(t), \lambda_2(s)) \geq |u(\lambda_1(t)) - u(\lambda_2(s))| = |L(t - s)|. \]
It follows that \( |t - s| \) is the distance from \( \lambda_1(t) \) to \( \lambda_2(s) \) along the geodesics and must be greater than or equal to the actual distance. But we already know from the inequality that it is less than or equal to the distance between them on \( M \). Equality follows; hence the geodesics meet at angle 0 if we parameterize them both in the direction of increasing \( u \).

To show that the entire geodesic \( \lambda_0 \) lies in \( \lambda_u \), we suppose not. Then, choose \( x_0 \) near but not at the end the part of of geodesic \( \lambda_0 \) which lies in \( \lambda_u \). The Lipschitz constant at \( x_0 \) is taken on in both directions. More precisely, there are sequences \( x_i^\pm \to x_0 \),
\[ \frac{u(x_i^\pm) - u(x_0)}{d(x_i^\pm, x_0)} \to \pm L. \]
This follows by a straightforward argument using comparison with cones (cf. [C, Lemma 4.6]). Hence by Proposition 5.7, there are two geodesic rays emanating from \( x_0 \) on which take on the best Lipschitz constant from above and below, both of which are in \( \lambda_u \) until they reach the boundary of \( B_r(x_0) \).
By the previous argument, these rays must make an angle of either 0 or \( \pi \) with \( \lambda_0 \). Hence \( \lambda_0 \) intersect \( B_r(x_0) \) in \( \lambda_u \). Q.E.D.
5.3. Another interpretation of the best Lipschitz constant. In this section we fix \((M, g)\) a closed hyperbolic manifold. Let \(u : M \to S^1\) be an \(\infty\)-harmonic map in a given homotopy class with best Lipchitz constant \(L = L_u\). Let \(\tilde{u} : \tilde{M} \to \mathbb{R}\) denote the lift to the universal cover, equivariant under the homomorphism \(\rho : \pi_1(M) \to \mathbb{Z}\). Let \(S\) denote the set of free homotopy classes of simple closed curves in \(M\). Given \(\gamma \in S\), let \(l_g(\gamma)\) denote the length of the geodesic representative of \(\gamma\) and define the functional

\[
K : S \to \mathbb{R}_{\geq 0}, \quad K(\gamma) = \frac{|\rho(\gamma)|}{l_g(\gamma)}.
\]

In the above, by a slight abuse of notation, we denote by \(\gamma\) also the element in \(\pi_1(M)\) corresponding to the free homotopy class \(\gamma\). Let

\[
K = \sup_{\gamma \in S} K(\gamma)
\]

and note that

\[
K \leq L.
\]

Indeed, given \(\gamma \in S\) denote by \(\tilde{\gamma} : [0, T] \to \tilde{M}\) the lift of any loop in \(\gamma\) parametrized by arc length. Note that,

\[
|\rho(\gamma)| = |\tilde{u}(\tilde{\gamma}(0)) - \tilde{u}(\tilde{\gamma}(T))| = \left| \int_0^T \frac{d(\tilde{u} \circ \tilde{\gamma})}{dt} dt \right|.
\]

By taking \(\tilde{\gamma}\) a lift of the geodesic representative in the free homotopy class \(\gamma\), and noting \(T = l_g(\gamma)\),

\[
|\rho(\gamma)| \leq \int_0^T |d\tilde{u}_{\tilde{\gamma}(t)}| dt \leq LT.
\]

Hence

\[
\frac{|\rho(\gamma)|}{l_g(\gamma)} \leq L,
\]

which implies (5.2).

The following theorem is a version of [Thu1, Theorem 8.5].

**Theorem 5.8.** \(K = L\).

**Proof.** Let \(\beta\) be a leaf of the maximum stretch lamination \(\lambda_u\) parameterized according to arc length. Because \(M\) is compact, for any \(n\), we can find \(t_1 < t_2 - 1\) such that \(d_g(\beta(t_2), \beta(t_1)) < 1/n\). (If \(\beta\) is closed this holds trivially for any \(n\) by taking \(\beta(t_2) = \beta(t_1)\)). Choose the closed geodesic \(\gamma_n\) to be the geodesic homotopic to the broken geodesic \(\beta_n\) made up by following \(\beta\) from \(t_1\) to \(t_2\) and then connecting \(\beta(t_2)\) to \(\beta(t_1)\) by a short geodesic of length less than \(1/n\). Note that \(l_g(\gamma_n) \leq l_g(\beta_n) < t_2 - t_1 + 1/n\). By (5.3) and noting that \(\beta\) is a curve of stretch \(L\) for \(u\),

\[
|\rho(\gamma_n)| = |\rho(\beta_n)| \geq L(t_2 - t_1 - 1/n).
\]


Hence,
\[ K \geq K(\gamma_n) > \frac{L(t_2 - t_1 - 1/n)}{t_2 - t_1 + 1/n} \to L \]
as \( n \to \infty. \)

6. The concentration of the Measure

In this section, we will use the Euler-Lagrange equations to determine properties of the limiting measures on the maps which take on the best Lipschitz constants. The statements are actually statements about \( L^1 \) norms being small, which implies that the limiting measures are zero away from the set of maximum stretch \( \{ L_u = L \} = \lambda_u \). They make sense in the limit applications only when a continuous function is inserted in the integrals. However, the limits are still zero, since the sup norm of a test function is bounded by the modulus of continuity. Note that in this section we will not make use of the results of Section 5 that \( \lambda_u \) is a geodesic lamination. Also the results about the concentration of the measure work in any dimensions and any Riemannian metric.

In Section 6.3 we will specialize to the case \( n = 2 \) and show that the map \( v \) obtained as a limit of the maps \( v_q \) as \( q \to 1 \) is a map of least gradient. We will not explore this property further in this paper, however in Section 9 we will indicate how this property can be used together with results about minimizing currents to give another proof that \( \lambda_u \) is a geodesic lamination on the support of the measure \( dv \).

Finally in Section 6.4 we will show how the results of the previous sections can be generalized to cover the equivariant problem for a general real valued homomorphism \( \rho \). There are no real changes. Our paper could have been written to include this more general situation from the start. We did not do this, as many in our target audience would have found it a source of added confusion in a paper that already contains unfamiliar topics.

6.1. The support of \( V = dv \). Let \( (M,g) \) be a Riemannian manifold of dimension \( n \geq 2 \) and let \( u : M \to S^1 \) be an \( \infty \)-harmonic map obtained as a sequential limit \( u = \lim_{p \to \infty} u_p \) as in Theorem 2.1. In order to simplify the notation, for this section only, we renormalize the measure on \( M \) so that the best Lipschitz constant \( L = L_u = 1 \). Carrying factors of this constant around makes everything more difficult to write and read.

As with the case of dimension 2, we continue with the normalization \( k_p \) as in (3.3) and by Lemma 3.4,

\[
\lim_{p \to \infty} k_p = 1.
\]

We define the 1-form \( U_p = k_p du_p \) and the closed \( n-1 \) form \( V_q = |U_p|^{p-2} * U_p \). As in (3.7) and (3.8),

\[
\int_M |V_q| * 1 = \int_M |U_p|^{p-1} * 1 \approx 1 \quad (\text{for } p \text{ large})
\]
and

\[\int_M du_p \wedge V_q = 1.\]

As in Proposition 4.1, for \(\phi \in \Omega^1(M)\) a test function and \(|\phi|_{L^\infty} \leq 1\), (6.2) implies, \(\left|\int_M \phi \wedge V_q\right|\) is uniformly bounded, hence

\[V_q \rightharpoonup V,\]

where \(V\) is a closed, \(n-1\) current. In our previous notation, for \(n = 2\), \(V = dv\).

The main result of this section is the following theorem:

**Theorem 6.1.** The support of the current \(V\) is contained in the locus of maximum stretch \(\lambda_u\) of \(u\).

**Lemma 6.2.** Suppose \(0 \leq e_p \leq e \leq 1\). Then

\[e_p^{p-2}(e^2 - e_p^2) < 2/(p-2).\]

**Proof.** Let \(s_p = \frac{e_p}{e}\). Then the expression we are trying to bound can be written as

\[e^p s_p^{p-2}(1 - s_p^2).\]

But by calculus, the maximum of \(s_p^{p-2}(1 - s_p^2)\) is less than \(2/(p-2)\). Since \(e \leq 1\), we are done. \(\square\)

**Lemma 6.3.** Let \(U_p = k_p du_p\), \(U = du\) and

\[G(p) = 2 < U_p, U_p - U >= |U_p|^2 + |U_p - U|^2 - |U|^2.\]

Define \(Y_p\) as the set on which \(G(p) \geq 0\). Then

\[\lim_{p \to \infty} \int_{Y_p} |U_p|^{p-2} G(p) * 1 = 0.\]

**Proof.** The difference \(u_p - u\) is a function on \(M\). Hence, from the Euler-Lagrange equations for \(u_p\) we have

\[\int_M |du_p|^{p-2} < du_p, du_p - du > * 1 = 0.\]

Multiply by \(k_p^p\) and substitute the expressions for \(U_p\) and \(U\) to get

\[\int_M |U_p|^{p-2} < U_p, U_p - k_p U > * 1 = 0.\]

By (6.1) and (6.2),

\[\lim_{p \to \infty} \int_M |U_p|^{p-2} (< U_p, U_p - k_p U > -1/2G(p)) * 1 = \lim_{p \to \infty} \int_M |U_p|^{p-2} < U_p, (U - k_p U) > * 1\]
\[
\leq \lim_{p \to \infty} (1 - k_p) \int_M |U_p|^{p-1}|U| * 1
= 0.
\]

Combining with (6.4),
\[
(6.5) \lim_{p \to \infty} \int_M |U_p|^{p-2}G(p) * 1 = 0
\]
and our proposition is proved if we can show that
\[
\lim_{p \to \infty} \int_M |U_p|^{p-2}G(p) * 1 = 0.
\]
Therefore, we need to bound the integral of
\[
|U_p|^{p-2}(|U| - |U_p|^2 - |U_p - U|^2)
\]
over the set where it is positive. But this expression is bounded by
\[
|U_p|^{p-2}(|U|^2 - |U_p|^2) < 2/p - 2
\]
on the larger set where \(|U| \geq |U_p|\) by applying Lemma 6.2 (for \(e_p = |U_p|\) and \(e = |U|\)). This gives the desired bound.

**Proposition 6.4.**
\[
\lim_{p \to \infty} \int_M |U_p|^{p-2}|U_p - U|^2 * 1 = 0.
\]

**Proof.** We have from Lemma 6.3 that
\[
\lim_{p \to \infty} \int_{Y_p} |U_p|^{p-2}(|U_p|^2 + |U_p - U|^2 - |U|^2) * 1 = 0.
\]

On the set \(|U|^2 \leq |U_p|^2 + |U_p - U|^2\), this gives the desired estimate of the integral over that set. On the compliment \(|U|^2 > |U_p|^2 + |U_p - U|^2\) from Lemma 6.2 (for \(e_p = |U_p|, e = |U|\)) we have that point-wise
\[
|U_p|^{p-2}|U_p - U|^2 < |U_p|^{p-2}(|U|^2 - |U_p|^2) < 2/(p - 2).
\]
This bounds the integral on the entire manifold. \(\square\)

**Proposition 6.5.** If \(\phi\) has support on the set where \(|U| \leq \lambda < 1\), then
\[
\lim_{p \to \infty} \int_M |U_p|^p|\phi| * 1 = 0.
\]

**Proof.** We go again to the estimate from Lemma 6.3
\[
\int_{Y_p} |U_p|^{p-2} ((1 - \lambda)|U_p|^2 + (\lambda|U_p|^2 + |U_p - U|^2 - |U|^2)) * 1 \to 0.
\]
This provides a bound for the integral of \((1 - \lambda)|U_p|^p\) over the set \(|U|^2 \leq \lambda|U_p|^2 + |U - U_p|^2\). In general, over the complimentary set, we do not have a bound. However,
if we are integrating over a set where $|U| \leq \lambda$, just using the inequality that on that set

$$|U_p| \leq \lambda^{-1/2}|U|$$

we have the pointwise bound

$$|U_p|^p \leq |U|^p \lambda^{-p/2} \leq \lambda^{p/2}.$$ 

Since $\lambda < 1$, the point-wise limit is 0. This bounds the integral over the entire manifold.

**Proof of Theorem 6.1.** As in Remark 4.7, let $|V|$ denote the Radon measure associated to the distribution $V$. By [Si, Chapter 6, (2.14)], the weak convergence $V_q \rightharpoonup V$ implies that for any open set $W \subset M \setminus \lambda_u$

$$|V|(W) \leq \liminf_{q \to 1} |V_q|(W) = \liminf_{p \to \infty} \int_W |U_p|^{p-1} * 1$$

$$\leq \liminf_{p \to \infty} \left( \int_W |U_p|^p * 1 \right)^{p-1}$$

$$= 0$$

The last equality is from Proposition 6.5. Q.E.D.

**Corollary 6.6.** There is a sequence $p \to \infty$ (or equivalently $q \to 1$) such that

$$\lim_{q \to 1} \int_M |* du \wedge dv_q| * 1 = 0.$$

**Proof.** We have

$$\lim_{q \to 1} \int_M |* du \wedge dv_q| * 1$$

$$= \lim_{p \to \infty} \int_M |U_p|^{p-2}|du \wedge U_p| * 1$$

$$\leq \lim_{p \to \infty} \int_M |U_p|^{p-2}|U_p \wedge U_p| + \lim_{p \to \infty} \int_M |U_p|^{p-2} < du - U_p, U_p > | * 1$$

$$= \lim_{p \to \infty} \int_M |U_p|^{p-2}|du - U_p, U_p > | * 1$$

$$\leq \lim_{p \to \infty} \int_M |U_p|^{p-1}|du - U_p| * 1$$

$$\leq \lim_{p \to \infty} \int_M |U_p|^{(p-2)/2}|du - U_p||U_p|^{p/2} * 1$$
\[
\leq \lim_{p \to \infty} \left( \int_M |U_p|^{p-2}|du - U_p|^2 \right)^{1/2} \left( \int_M |U_p|^p \right)^{1/2} \\
= 0 \quad \text{(by Proposition 6.4, (6.1) and (3.3))}. 
\]

6.2. **Stronger version of the support argument.** In this section we show that Proposition 6.4 and Proposition 6.5 can be modified to cover the case where we replace \( U = du \) by the derivative of any Lipschitz map \( u' \) in the same homotopy class of \( u \). More precisely, let

\[ u' : \tilde{M} \to \mathbb{R} \]

be a \( \rho \)-equivariant Lipschitz map and let

\[ c' = \max |du'|, \quad U' = \frac{1}{c'} du'. \]

We continue with the normalization of the best Lipschitz constant \( L = 1 \) and since \( u' \) is in the same homotopy class of \( u \) we have \( c' \geq 1 \).

**Proposition 6.7.**

\[ \lim_{p \to \infty} \int_M |U_p|^{p-2}|U_p - U'|^2 \ast 1 \leq C(c' - 1). \]

**Proof.** We have to adapt the proof of Lemma 6.3 and Proposition 6.4. First, we set

\[ G(p) = 2 < U_p, U_p - U' > = |U_p|^2 + |U_p - U'|^2 - |U'|^2. \]

Equation (6.4) has to be modified to

\[ \int_M |U_p|^{p-2} < U_p, U_p - k_p c' U' > \ast 1 = 0, \]

hence

\[ \int_M |U_p|^{p-2} < U_p, U_p - k_p U' > \ast 1 \leq \int_M |U_p|^{p-1} |k_p U' - k_p c' U'| \ast 1 \leq Ck_p (c' - 1) \]

and equation (6.5) to

\[ \lim_{p \to \infty} \int_M |U_p|^{p-2} G(p) \ast 1 \leq C(c' - 1). \]

This error persists through the rest of the proof without any additional changes, from which the result follows. \( \square \)

A consequence is the following generalization of Theorem 6.1 about the stretch locus of any best Lipschitz map:

**Corollary 6.8.** The support of the current \( V \) is contained in the locus of maximum stretch \( \lambda_{u'} \) for any best Lipschitz map \( u' \).
Proof. With the normalization $L = 1$ the best Lipschitz map $u'$ has $c' = 1$. We continue the proof of Theorem 6.1 by using Proposition 6.7 instead of Proposition 6.4. Since $c' = 1$ both Propositions yield the same answer, so there is no difference in the argument. \hfill \Box

We can rephrase the corollary above as follows: Following [Gu-K, Definition 1.2], let $\mathcal{F}$ denote the collection of $\rho$-equivariant best Lipschitz functions $u' : \tilde{M} \to \mathbb{R}$ and define

$$\lambda = \cap_{u' \in \mathcal{F}} \lambda_{u'}.$$ 

By [Gu-K, Lemma 5.2], $\lambda$ is a geodesic lamination which plays the role of Thurston’s chain recurrent lamination (cf. [Thu1, Theorem 8.2]). Corollary 6.8 can be restated by saying that the support of the current $V$ is contained in $\lambda$.

6.3. Maps of least gradient. In this section we assume $n = 2$ and write $V = dv$ where $v : M \to L$ is the section corresponding to $\tilde{v} : \tilde{M} \to \mathbb{R}$ equivariant under $\alpha$. Least gradient is usually defined with respect to the Dirichlet problem in a domain. When we have a section $v$ we can, of course, define it with respect to the Dirichlet problem on domains in $M$, but we will give a more global definition. We will first prove the following consequences of Proposition 6.4.

**Corollary 6.9.** If $n = 2$ then,

$$\lim_{q \to 1} \int_M du \wedge dv_q = 1 \text{ and } \lim_{p \to \infty} \int_M du_p \wedge dv = 1.$$ 

**Proof.** The proof of the first equality is similar to Corollary 6.6:

$$\lim_{q \to 1} \int_M du \wedge dv_q$$

$$= \lim_{p \to \infty} \left( \int_M (du - du_p) \wedge dv_q + \int_M du_p \wedge dv_q \right)$$

$$= \lim_{p \to \infty} \int_M (du - du_p) \wedge dv_q + 1 \text{ (by (6.3))}$$

$$= 1 \text{ (as in the proof of Corollary 6.6).}$$

For the second, continue the normalization of $L = 1$. We use Proposition 2.8

$$c_l := \max |du| \to L = 1 \text{ as } l \to \infty.$$ 

Let

$$U_l' = \frac{1}{c_l} du_l.$$ 

By Proposition 6.7,

$$\lim_{p \to \infty} \int_M |U_p|^{p-2} |U_p - U_l'|^2 \leq C(c_l - 1).$$
Note,
\[
\left| \int_M (U_p - U'_l) \wedge dv_q \right|
\]
\[
= \left| \int_M |U_p|^{p-2} < U_p - U'_l, U_p > *1 \right|
\]
\[
\leq \int_M |U_p|^{p-1}|U_p - U'| * 1
\]
\[
\leq \left( \int_M |U_p|^p * 1 \right)^{1/2} \left( \int_M |U_p|^{p-2}|U_p - U'|^2 * 1 \right)^{1/2}
\]
\[
\leq k_p^{1/2}C(c_l - 1)^{1/2} \text{ (by (6.8) and (3.3)).}
\]

Thus, (3.4) implies
\[
\lim_{p \to \infty} \left| \int_M (du_p - U'_l) \wedge dv_q \right| \leq C(c_l - 1)^{1/2}.
\]

By (3.9),
\[
\int_M (U'_l - du_l) \wedge dv_q \leq \max |U'_l - du_l| \leq c_l - 1.
\]

By combining (6.10) and (6.11)
\[
\int_M (du_p - du_l) \wedge dv_q \leq c_l - 1 + C(c_l - 1)^{1/2}.
\]

Take now \( p \to \infty (q \to 1) \) and use \( dv_q \to dv \), and (3.8) to obtain
\[
\int_M (du_l \wedge dv) \leq c_l - 1 + C(c_l - 1)^{1/2}.
\]

By (6.7) \( c_l \to 1 \), hence the result follows. \( \Box \)

**Theorem 6.10.** The section \( v \) is a section of least gradient in the sense that for all functions \( \phi \) on \( M \) of bounded variation
\[
||dv|| \leq ||d(v + \phi)||.
\]

**Proof.** First of all, we show that \( ||d(u + \phi)|| \geq 1/L \). We pick a sequence \( p \) such that \( v_q \to v \). Let \( U'_p = \frac{1}{c_p}du_p \), where \( c_p \) as in (6.7) is a normalizing factor which sets \( \max |U'_p| = 1 \). Then
\[
\lim_{p \to \infty} \int_M U'_p \wedge (dv + d\phi) = \lim_{p \to \infty} \int_M U'_p \wedge dv
\]
\[
= \lim_{p \to \infty} 1/c_p \int_M du_p \wedge dv
\]
\[
= 1/L \text{ (by Corollary 6.9 and (6.7)).}
\]
We are going to complete the proof by showing that $||dv|| = 1/L$. Indeed, for any $\Phi \in \Omega^1(M)$ with $\max |\Phi| \leq 1$,

$$\int_M \Phi \wedge dv = \lim_{p \to \infty} \int_M \Phi \wedge dv_q \leq \lim_{p \to \infty} \int_M |dv_q| \ast 1 \leq 1/L \text{(by (3.7))}. \quad \square$$

6.4. **The equivariant problem.** The results of the previous sections generalize in a straightforward way if we replace the map $f : M \to S^1$ by a $\rho$-equivariant map. More precisely, let $\rho \in H^1(M, \mathbb{R})$. We can view $\rho$ as a homomorphism $\rho : \pi_1(M) \to \mathbb{R}$ and consider maps $\tilde{f} : \tilde{M} \to \mathbb{R}$ satisfying the equivariance relation

$$\tilde{f}(\gamma \tilde{x}) = \tilde{f}(\tilde{x}) + \rho(\gamma), \quad \forall \gamma \in \pi_1(M) \text{ and } \forall \tilde{x} \in \tilde{M}. \quad (6.14)$$

In the case when $\rho$ is integer valued the map $\tilde{f}$ descends to a map $f : M \to S^1$ with induced homomorphism $f_* = \rho$ on the fundamental groups as studied in the previous sections. We will denote by $f$ the induced section of the flat affine bundle $\tilde{M} \times_{\rho} \mathbb{R}$.

Next note that because of (6.14), the 1-form $d\tilde{f}$ is invariant under $\rho$. Hence it descends to a closed 1-form on $M$ which we denote by $df$. We can proceed as before with minimizing integral (2.1) to obtain a $\rho$-equivariant map $\tilde{u}_p : \tilde{M} \to \mathbb{R}$ satisfying the $p$-harmonic map equation (2.2). Furthermore, by taking $p \to \infty$ we obtain an infinity harmonic $\rho$-equivariant map $\tilde{u} : \tilde{M} \to \mathbb{R}$. The map $\tilde{u}$ is a best Lipschitz map in the sense that it minimizes the Lipschitz constant among all $\rho$-equivariant maps. Theorem 2.4 generalizes to this case.

The definition of the dual harmonic function $\tilde{v}_q$ in Section 3 goes unchanged since its definition is purely in terms of $du_p$. The same goes with the convergence results as $q \to 1$ in Section 4.

The definition of the maximum stretch set $\lambda_u$ and proof of Lemma 5.2 only involves $L = |du|_{L^\infty}$ and thus makes sense for any equivariant map $\tilde{u}$. The theory on comparison with cones is local and thus it is not affected by going to equivariant maps. The proof of Theorem 5.3 remains unchanged. Finally, the results of this section on the support of the measure $V = dv$ and the least gradient property only involve the equivariant map $v$ and are not dependent on where $du$ came from. Thus there are no changes here as well. We state this in the form of the following theorem:

**Theorem 6.11.** Fix a homomorphism $\rho : \pi_1(M) \to \mathbb{R}$. There exists a $\rho$-equivariant infinity harmonic function $\tilde{u} : \tilde{M} \to \mathbb{R}$ and a least gradient function $\tilde{v} : \tilde{M} \to \mathbb{R}$
equivariant under a representation $\alpha : \pi_1(M) \to \mathbb{R}$. Furthermore, the support of the measure $dv$ is in the maximum stretch lamination defined by $\bar{u}$.

7. Construction of the transverse measure from the least gradient map

In this section we assume $M$ is a closed hyperbolic surface, i.e $\bar{M} = H^2$. We first review the concepts we need from topology to get the result about transverse measures. These include Definition 7.2 flow boxes, Definition 7.5 orientation, Definition 7.6 transversals and Definition 7.12 transverse cocycle. Following Bonahon, we connect the notion of functions $\tilde{v}$ which are $\pi_1(M)$-equivariant and locally constant on $\tilde{M} \setminus \tilde{\lambda}$ with transverse cocycles. In Theorem 7.15, we use his theorem that a transverse cycle is a transverse measure if and only if it is non-negative to show that the least gradient map $v$ constructed in Theorem 4.3 defines a transverse measure on the maximum stretch lamination $\lambda_u$ associated with the $\infty$-harmonic map $u$. The definition of a transverse measure is equivalent to a function on the universal cover with the right properties fits in well with our function of bounded variation $v$ (or $\bar{v}$) which is constant on the components of $M \setminus \lambda$. See Theorem 7.18.

7.1. Flow boxes. We start with the following elementary lemma from hyperbolic geometry

Lemma 7.1. Let $\lambda$ be a lamination, and $f$ a geodesic orthogonal to a leaf $\lambda_0$. For $k \in \lambda \cap \text{Im}(f)$ and $\lambda_k$ be the leaf of $\lambda$ through $k$, let $n(k) = e^{i\kappa(k)}$ be the unit normal direction of $\lambda_k$ when it intersects the geodesic $f$ at $k$ and the same for $k'$. Then, there is a constant $c > 0$ such that $|\kappa(k) - \kappa(k')| \leq c d_{H^2}(k, k')$.

Proof. We use the unit disk model of hyperbolic space, and place the geodesic formed by $f$ on the $x$ axis, and the point $k$ at the origin. In other words, write

$$f : (-1, 1) \to H^2 \simeq D^2; \quad f(t) = t, \ k = 0$$

and the geodesic $\lambda_k$ is the straight line

$$\lambda_k = \{n(k)t : -1 < t < 1\}.$$ 

Similarly, the geodesic $\lambda_{k'}$ through $k' = f(k') > 0$ (if $k' < 0$ reverse the role of $k$ and $k'$) is the geodesic

$$\lambda_{k'} = \{n(k')_s + w \frac{s + w}{1 + \bar{w}s} : -1 < s < 1\},$$

where $w = \bar{n(k')k'}$. The geodesics $n(k)t$ and $n(k')s$ intersect, and $\lambda_k$ and $\lambda_{k'}$ do not, so for some $w'' = \bar{n(k')k''}$, $0 < k'' \leq k'$, the geodesics $n(k)t$ and $n(k')s + w''$ intersect at the endpoints on the unit circle $t = s = 1$ or $t = s = -1$. Then

$$\pm n(k) = \pm n(k') \frac{1 \mp w''}{1 \pm \bar{w}''}.$$
or equivalently,
\[ \frac{n(k)}{n(k')} = 1 \mp \frac{\omega''}{1 \pm \bar{\omega}''}. \]
Then \[ |1-e^{i(s(k) - s(k'))}| \leq 2 \frac{\omega''}{1 - \omega''}. \] Since \( d_{H^2}(k, k') = \tanh^{-1}(k') \), this inequality converts to the inequality in the Lemma provided \( d_{H^2}(k, k') \) is not too large. \( \square \)

**Definition 7.2.** By a flow box or a chart for a geodesic lamination \( \lambda \) we mean a bi-Lipschitz homeomorphism

\[ F : R^2 = [a, b] \times [c, d] \to F(R^2) = R \subset M; \quad F = F(t, s) \]

such that there exists a closed set \( K \subset (c, d) \) of Hausdorff dimension 0 such that

\[ F^{-1}(\lambda) = [a, b] \times K. \]

**Proposition 7.3.** Any geodesic lamination on a closed hyperbolic surface \( (M, g) \) has an open neighborhood covered by a finite number of flow boxes (7.1). Furthermore, \( F \) can be chosen so that \( \frac{\partial F}{\partial t} \) is a Lipschitz vector field along \( F \).

**Proof.** Let \( f : [c, d] \to M \) be a Lipschitz transversal. We can assume as in Lemma 7.1 that \( f \) is a geodesic and let

\[ n : [c, d] \to \mathbb{R} \]

denote the Lipschitz function defined as follows. Let \( K = \{ k \in [c, d] : f(k) \in \lambda \} \) and \( n(k) \in T_{f(k)}(M) \) be the unit tangent vector to the leaf of \( \lambda \) through \( k, k' \). Extend \( n \) to a Lipschitz function on the interval. Define

\[ F(s, t) = \exp_{f(s)}(tn(s)). \]

Then

\[ \frac{\partial F}{\partial t} = d\exp_{f(s)}(tn(s))n(s), \]

is Lipschitz, and hence \( \frac{\partial F}{\partial t} \) is Lipschitz. \( \square \)

**Remark 7.4.** Note that \( \frac{\partial F}{\partial s} \) is in \( L^\infty \) but not necessarily continuous unless \( \frac{dn}{ds} \) is. At the moment we are unable to obtain such regularity for \( \frac{dn}{ds} \).

Note that by construction,

\[ \left| \frac{\partial F}{\partial t}(s, t) \right| = 1 \quad \text{for} \quad s \in K. \]

**Definition 7.5.** A geodesic lamination \( \lambda \) is called orientable, if there exists a Lipschitz unit vector field \( n \) defined in a neighborhood of \( \lambda \) and transverse to the leaves.
Note that by Lemma 7.1 a normal vector field exists locally, so the issue is existence of a global vector field. Also note that together with a choice of an ambient orientation for $M$, a choice of $n$ determines an orientation of the leaves. More precisely, the direction of the leaves followed $n$ must coincide with the orientation of $M$.

Definition 7.5 is clearly equivalent to any of the following conditions:

(i) There is a cover of a neighborhood of $\lambda$ with flow boxes $F$ as in Definition 7.2 such that $F$ are orientation preserving with respect to the ambient orientation of the manifold $M$ and the product orientation on $R^d$.

(ii) Given $x \in \lambda$ and $\beta : (-\infty, \infty) \to M$ an orientation preserving parametrization of the leaf through $x$ with $\beta(0) = x$, there exists $\epsilon > 0$ such that the map

$$p_1 \circ F^{-1} \circ \beta : [-\epsilon, \epsilon] \to [a, b] \tag{7.4}$$

is orientation preserving, where $p_1$ denotes projection onto $[a, b]$. A cover of a neighborhood of $\lambda$ by flowboxes as above is called an oriented atlas of the lamination. An oriented atlas determines completely the orientation of $\lambda$.

Throughout the section we fix an oriented atlas for $\lambda$ consisting of flow boxes $\{F\}$.

**Definition 7.6.** For a continuous path $f : [l, m] \to M$, we let

$$K = f^{-1}(f([l, m]) \cap \lambda) \tag{7.5}$$

and call $f$ transverse to the lamination $\lambda$ if for every $k \in K$ there exists a flow box $F : R^d = [a, b] \times [c, d] \to F(R^d) = R \subset M$ at $f(k)$ and $\eta = \eta(k) > 0$ such that

$$p_2 \circ F^{-1} \circ f : [k - \eta, k + \eta] \to [c, d] \tag{7.6}$$

is a homeomorphism onto its image, where $p_2$ denotes projection onto $[c, d]$. We call $f$ an admissible transversal, if in addition $f(l), f(m) \in M_0 = M \setminus \lambda$.

**Definition 7.7.** Let $f : [l, m] \to M$ be an admissible transversal. We say that $f$ is positively (resp. negatively) transverse to $\lambda$ if for every $k \in K$ and every oriented flow box $F$ at $f(k)$ the map (7.4) is increasing (resp. decreasing) function of $s$.

Note that all our definitions are clearly seen to be independent of the parameterization.

**Definition 7.8.** Let $f : [l, m] \to M$ be an admissible transversal. If $l = l_0 < l_1 < ... < l_n = m$ is a division of $[l, m]$ into intervals on which $f(l_i) \in M_0$ and $f_i(s) = f(s) \mid l_{i-1} \leq s \leq l_i$ is alternatively positively and negatively transverse to $\lambda$, we say $[l, m] = \bigcup_i[l_{i-1}, l_i]$ is a good subdivision for $f$.

**Lemma 7.9.** Let $f : [l, m] \to M$ be an admissible transversal to an oriented lamination $\lambda$. Then $[l, m]$ has a good subdivision for $f$.

**Proof.** Since there are finitely many flow boxes we may assume without loss of generality that the image of $f$ is contained in $R$ for some oriented flow box $F : R^d = [a, b] \times [c, d] \to F(R^d) = R \subset M$. Consider the continuous map

$$g = p_2 \circ F^{-1} \circ f : [l, m] \to [c, d].$$
Given a point $k \in K$, consider open interval $[k - \epsilon(k), k + \epsilon(k)]$ around $k$ such that $g$ is strictly monotone. By compactness, we can cover $K$ with finitely many such intervals and let $\epsilon = \min \epsilon(k)$.

We now construct the good subdivision $l = l_0 < l_1 < \ldots < l_n = m$. For each $k \in K$ assign $+ = sign(k)$ to the interval $[k - \epsilon(k), k + \epsilon(k)]$ if $f$ defines a positive transversal and $- = sign(k)$ if it defines a negative transversal. If $K = \emptyset$, $n = 1$. Let $k_1 = \min_{k \in K} k$ and assign the sign of $sign(k_1)$ to the first interval. Let $k_2 = \min_{k \in K} k$ such that $sign(k_2)$ has the opposite sign. If there is no such $k_2$, $n = 1$. If there is such a $k_2$, choose $l_1 < k_2$ as the largest sign. If there is a lower bound $\epsilon$ on the size of the intervals.

\section{Transverse cocycles.}

7.2. Transverse cocycles. Let $\lambda$ be an oriented geodesic lamination and let $M_0 = M \setminus \lambda$. We write $M_0 = \bigcup S$ for finitely many connected components $S$ called the principal regions or open plaques (cf. [Ca-Bl, Lemma 4.3]). Lifting to the universal cover we denote $\tilde{M}_0 = \tilde{M} \setminus \tilde{\lambda} = \bigcup \tilde{S}$ where $\tilde{S}$ is the preimage of $S$. Each component $\tilde{S}_j$ of $\tilde{S}$ is also called an open plaque and the projection map $\tilde{S}_j \to S$ is the universal cover of $S$. Furthermore, the closure of $\tilde{S}_j$ in $H^2$ is a contractible surface with geodesic boundary (cf. [Ca-Bl, Lemma 4.1]) and its boundary is contained in the preimage of the boundary leaves of $\lambda$ (cf. [Ca-Bl, definition and remark on p.61]). In this section we start with a map

$$\tilde{v} : \tilde{M} \to \mathbb{R}$$

with the following properties:

- (i) $\tilde{v}$ is equivariant under a representation $\alpha : \pi_1(M) \to \mathbb{R}$
- (ii) $\tilde{v} \equiv a_j$ is constant on each plaque $\tilde{S}_j \subset \tilde{M} \setminus \tilde{\lambda}$
- (iii) $\tilde{v}$ is locally bounded.

For $S$ and $S'$ open plaques, we set

$$\beta(S, S') = \tilde{v}(S) - \tilde{v}(S').$$

Note that since $\tilde{v}$ is equivariant under $\alpha$, it follows that $\beta$ is invariant under the action of $\pi_1$. The goal of this section is to define a transverse cocycle $\nu$ induced by $\beta$.

\textbf{Definition 7.10.}

For $f : [l, m] \to M$ an admissible transversal positively oriented, define $\nu(f) = \beta(S_m, S_l)$ where $\tilde{f}(l) \in S_l$, $\tilde{f}(m) \in S_m$ are the open plaques containing the endpoints of a lift $\tilde{f}$. For $f$ an admissible transversal negatively oriented, define $\nu(f) = -\beta(S_m, S_l)$. Since $\beta$ is invariant under $\pi_1$, this is independent of the lift. Finally for an admissible transversal $f$ and a good subdivision, we define

$$\nu(f) = \sum_i \nu(f_i).$$

\textbf{Lemma 7.11.} $\nu(f)$ does not depend on the choice of $l_i$ in a good subdivision. If $f$ is split into two sub-arcs $f(s) = f_1(s)$, $l \leq s \leq p$ and $f(s) = f_2(s)$, $p \leq s \leq m$ with
If \( f(p) \in M_0 \), then \( \nu(f) = \nu(f_1) + \nu(f_2) \). Moreover, \( \nu \) is invariant under homotopies of \( f \) which preserve the lamination and are transverse to the lamination. Finally, \( \nu(f) = \nu(f^-) \) where \( f^- \) denotes \( f \) with the reverse parametrization.

**Proof.** We notice that if we choose a second set of \( l_i' \), there is an arc between \( l_i \) and \( l_i' \) which lies in \( M_0 \). By the properties of \( \nu \), we may move the endpoints of a transversal in \( M_0 \) without changing \( \nu \). Also, the definitions of \( \nu \) do not depend on the choice of parameter. Hence the two definitions of \( \nu \) agree. The additive property under subdivision of transversals and invariance under change of orientation are immediate from the definition.

To see the invariance under homotopies, consider a homotopy \( F: R^t = [a, b] \times [c, d] \to F(R^t) = R \subset M; F = F(t, s) \) and set \( f_t = F(t, \cdot) \). Now consider a good subdivision \( l = l_0 < l_1 < ... < l_n = m \) of \( [l, m] \) and note that because the homotopy preserves the lamination, the end points \( f_t(l_i) \) all lie in the same plaque for \( t \in [a, b] \). Therefore,

\[
\nu(f_t|_{[l, l_{i+1}]}) = \nu(f_b|_{[l, l_{i+1}]})
\]

The rest follows from the additive property of \( \nu \) with respect to subdivisions. \( \square \)

**Definition 7.12.** A transverse cocycle \( c \) for an oriented lamination \( \lambda \) is a map

\[
c: \{ \text{admissible transversals} \} \to \mathbb{R}
\]

which satisfies the following properties:

- \( (i) \) \( c(f) = c(f_1) + c(f_2) \) when \( f \) is decomposed into two subarcs as in Lemma 7.11.
- \( (ii) \) \( c(f) = c(f') \) when \( f \) is carried into \( f' \) by a homotopy which preserves \( \lambda \) and is transverse to the foliation.
- \( (iii) \) \( c(f) = c(f^-) \) where \( f^- \) denotes \( f \) with the reverse parametrization.

Lemma 7.11 now implies immediately:

**Theorem 7.13.** A function \( \tilde{\nu} \) satisfying properties \( (i)-(iii) \) defines a transverse cocycle \( \nu \).

The following is Thurston’s definition of transverse measure, more or less in Thurston’s own words. (See [Thu2, Section 8.6].)

**Definition 7.14.** A transverse measure \( \nu \) for a geodesic lamination \( \lambda \) means a measure defined on each local leaf space \( [c, d] \) of every flow box, in such a way that the coordinate changes are measure preserving. Alternatively one may think of \( \nu \) as a measure defined on every admissible (unoriented) transversal to \( \lambda \), supported on the intersection of the transversal with the lamination and invariant under local projections along leaves of \( \lambda \).
In this paper we use this definition except we allow the support of the measure to possibly be strictly contained in the intersection of the transversal with the lamination. It is straightforward that a transverse cocycle \( c \) is a transverse measure iff \( c(f) \geq 0 \) for every \( f \) positively transverse to \( \lambda \) (cf. [Bo2, Proposition 18]).

7.3. **The transverse measure on** \( \lambda_u \). We now go back to the sequence \( v_q \) of \( q \)-harmonic sections converging as in Theorem 4.3 and Theorem 6.10 to a fixed least gradient section \( v \) along a sequence \( q \to 1 \). Also, \( \lambda_u \) is the geodesic lamination of maximum stretch of the \( \infty \)-harmonic map \( u \) constructed in Section 5. The main theorem of the section is:

**Theorem 7.15.** The least gradient map \( v \) induces a transverse measure \( \nu \) on the geodesic lamination \( \lambda_u \).

Let \( \sigma : \tilde{M} \to M \) denote the universal cover, and denote the lift of \( v_q \) by \( \tilde{v}_q \), the lift of \( v \) by \( \tilde{v} \) and so forth. Let \( M \setminus \lambda_u = M_0 \) and \( \tilde{M}_0 = \sigma^{-1}(M_0) \). By Theorem 5.2,

\[
M_0 = |du|^{-1}([0, L]) \quad \text{and} \quad \tilde{M}_0 = |\tilde{d}u|^{-1}([0, L]).
\]

The lamination \( \lambda_u \) has in our context a natural orientation given by \( \grad u \). Let \( \tilde{M}_0 = \bigcup S_j \) where \( S_j \) are the open connected components of \( \tilde{M}_0 \).

**Lemma 7.16.** \( \tilde{v}(x) = a_j \) is constant for \( x \) in the open plaque \( S_j \) and the constants \( a_j \) are locally bounded in \( \tilde{M} \). Moreover, the sequence \( \tilde{v}_q \) converges to the constant \( a_j \) in \( W^{1,1}_{\text{loc}}(S_j) \).

**Proof.** Let \( \tilde{B} \) in \( S_j \) be a closed ball in \( S_j \) and let \( \chi_{\tilde{B}} \) denote its characteristic function. From Proposition 6.5, by (3.3), (3.4) and Lemma 3.4,

\[
\lim_{q \to 1} \int_{\tilde{B}} |d\tilde{v}_q|^q \ast 1 = L^{-1} \lim_{q \to 1} \int |U_p|^p \chi_{\tilde{B}} \ast 1 = 0.
\]

By combining with Theorem 4.3, the \( \tilde{v}_q \) converge to \( \tilde{v} \) in \( W^{1,1}_{\text{loc}}(\tilde{B}) \) and also in \( L^s_{\text{loc}}(\tilde{B}) \) for all \( s \) where \( d\tilde{v} = 0 \). Thus, \( \tilde{v} = a_j \) in \( S_j \). \( \square \)

**Proof of Theorem 7.15.** It suffices to show \( \nu \) is non-negative on positive transversals. Let \( F : \mathbb{R}^2 = [a, b] \times [0, 1] \to M \) a smooth map such that \( f_t(s) = F(t, s) \) are positively transverse to to \( \lambda_u \) and \( f = f_b \). Notice that we don’t require \( F \) to be a flow box as we cannot simultaneously assume that \( F \) is smooth. See Remark 7.4. We will use the fact that \( v_q \to v \) as \( q \to 1 \) in \( L^1_{\text{loc}} \). Also, the image of \( F \) is simply connected and we may choose real valued representatives of \( v_q, u_p, v \) and \( u \) rather than working in the cover.

Choose \( R_0^2 = [a, b] \times [0, c] \), \( R_1^2 = [a, b] \times [1 - c, 1] \) so that \( F(R_1^2) \subset M_0 \) and \( v \) is constant equal to \( a_0 \) on \( R_0 = F(R_0^2) \). We have to show \( a_0 - a_1 \geq 0 \). It will be convenient in the computations to write \( v_q \circ F = v_q^\circ \) and similarly for any other function defined.
on a subset of $R$. Choose a non negative cut-off function $\xi^\sharp \in C_0^\infty(R^\sharp)$ such that $\xi^\sharp(t, s) = \xi^\sharp(t, 1 - s)$ and

$$\mu := \int_{R^\sharp_1} \xi^\sharp(t, s)dtds > 0.$$  

By the chain rule,

$$\frac{dv^\sharp_q}{ds} = (dv_q) \circ F \frac{dF}{ds},$$

hence by integrating in $s$, we get

$$v^\sharp_q(t, 1 - \tau) - v^\sharp_q(t, \tau) = \int_\tau^{1-\tau} (dv_q) \circ F \left( \frac{dF}{ds} \right) ds.$$

Now multiply by $\xi^\sharp$ and integrate in $t$ from $a$ to $b$ and in $\tau$ from 0 to $c$ to obtain

$$\int_{R^\sharp_1} \xi^\sharp(t, s)v^\sharp_q(t, s)dtds - \int_{R^\sharp_0} \xi^\sharp(t, s)v^\sharp_q(t, s)dtds$$

$$= \int_a^b \int_0^c \int_\tau^{1-\tau} (dv_q)_F(t,s) \left( \frac{dF(t,s)}{ds} \right) ds \xi^\sharp(t, \tau)d\tau dt$$

$$= \int_{R^\sharp} (dv_q)_F(t,s) \left( \frac{dF(t,s)}{ds} \right) \Xi^\sharp(t,s)dtds.$$

Here the positive function $\Xi^\sharp(t,s)$ can be explicitly computed from interchanging integration in $s$ and $\tau$. For $s < 1/2$

$$\Xi^\sharp(t,s) = \int_0^{\min(s,c)} \xi^\sharp(t,\tau)d\tau = \Xi^\sharp(t,1-s).$$

We will not use the explicit formula, however note that $\Xi^\sharp$ has compact support in the interior of $R^\sharp$ and hence $\Xi = \Xi^\sharp \circ F^{-1}$ has compact support in the interior of $R$. By using (3.4), (7.10) implies

$$\int_{R^\sharp_1} \xi^\sharp(t, s)v^\sharp_q(t, s)dtds - \int_{R^\sharp_0} \xi^\sharp(t, s)v^\sharp_q(t, s)dtds$$

$$= \int_{R} dv_q \left( \frac{dF}{ds} \circ F^{-1} \right) \Xi J(F^{-1}) * 1$$

$$= \int_{R} |U_p|^{p-2} * U_p \left( \frac{dF}{ds} \circ F^{-1} \right) \Xi J(F^{-1}) * 1.$$
\[
= L^{-1} \lim_{p \to \infty} \int_R |U_p|^{p-2} * d\mu_p \left( \frac{dF}{ds} \right) (\Xi \circ F^{-1}) J(F) * 1.
\]

However, in the definition of positively transverse \( * d\mu_p \left( \frac{dF}{ds} \right) > 0 \), the Jacobian \( J(F) > 0 \) and \( \Xi \geq 0 \) with \( \Xi > 0 \) on a set of positive measure. So the right hand side is the limit of positive numbers; hence the limit must be non-negative. By comparing with the left hand side, we obtain that \( a_1 - a_0 \geq 0 \). Q.E.D.

Remark 7.17. We do not claim that the limit is positive. There can be leaves of \( \lambda_u \) on which the transverse measure vanishes.

We end the section by proving a general theorem relating the notion of transverse cocycles with functions of bounded variation in the case when the cocycle is non-negative. More precisely, we show:

**Theorem 7.18.** Assume \( \lambda \) is an oriented geodesic lamination and \( \tilde{v} : \tilde{M} \to \mathbb{R} \) satisfies properties (i)-(iii) as in Section 7.2. If the transverse cocycle \( \nu \) associated to \( \tilde{v} \) via Theorem 7.13 is a transverse measure, then \( \tilde{v} \) is locally of bounded variation.

**Proof.** Since the problem is local we will work locally in \( M \) instead of \( \tilde{M} \) and consider \( v \) instead of \( \tilde{v} \). Let \( F = F(t, s) : R^2 = [a, b] \times [c, d] \to R \subset M \) be a flow box as in (7.1), set \( f_t(s) = F(t, s) \) and consider the fixed transversal \( f = f_b \). By definition, \( f_b \) is positively oriented with respect to the oriented lamination \( \lambda \) and since \( \nu \) is non-negative by assumption, the function

\[
g^\sharp(s) := \int_c^s f^*(d\nu) = \int_{\{b\} \times [c, s]} d\nu
\]

(7.11)

is non-decreasing. Furthermore,

(7.12) \[ v^\sharp(t, s) = v^\sharp(t, c) + g^\sharp(s). \]

In order to show (7.12), assume that \( F(t, c) \) is in the plaque \( S_0 \) and \( v^\sharp(t, c) = v^\sharp(b, c) = a_0 \) and \( F(t, s) \) is in the plaque \( S \) and \( v^\sharp(t, s) = v^\sharp(b, s) = a \). Since the transversal \( f = f_b \) is positively oriented with respect to the lamination, we have by Definition 7.10 that \( g^\sharp(s) = \beta(S, S_0) = a - a_0 \). Hence (7.12) follows.

Since the measure \( \nu \) is positive, the function \( g^\sharp \) is monotone and hence of bounded variation. Formula (7.12) then implies that \( v^\sharp \) is of bounded variation. Since \( \tilde{v} = v^\sharp \circ F^{-1} \), [A-F-P, Theorem 3.16] implies that \( \tilde{v} \) is locally of bounded variation with

\[ |d\tilde{v}| \leq F_*|dv^\sharp| \] locally. \( \square \)
8. FROM TRANSVERSE MEASURES TO FUNCTIONS OF BOUNDED VARIATION

In the previous sections we showed that, given an oriented geodesic lamination $\lambda$ in a hyperbolic surface $M$ and a locally bounded function $v$, which is constant on the plaques of $M_0 = M \setminus \lambda$, we can construct a transverse cocycle $\nu$. Moreover, if $\nu$ is non-negative, then $\nu$ is a transverse measure and this forces $v$ to be of bounded variation. In this section we will start with a transverse measure $\nu$ on $\lambda$ and we will construct $v$ as a primitive of BV to the Ruelle-Sullivan current. We continue to assume throughout the section that $M$ is a closed hyperbolic surface.

8.1. The Ruelle-Sullivan current. In 1975 Ruelle-Sullivan [Ru-S] constructed a current for a transverse measure on a partial foliation. The next construction follows theirs (with less regularity for $F$), but we repeat it for completeness.

**Definition 8.1.** Let $\Lambda = (\lambda, \nu)$ be an oriented measured geodesic lamination and $F_i : R_i^2 = [a_i, b_i] \times [c_i, d_i] \to R_i = F_i(R_i^2) \subset M$ be flow boxes as in Definition 7.2 covering a neighborhood $U$ of $\lambda$. Define an 1-current $T_\Lambda$ by setting

$$T_\Lambda(\phi) = \sum_i \int_{[a_i, b_i] \times \{s\}} F_i^*(\phi_i) \, d\nu(s); \quad \phi = \sum_i \phi_i$$

where $\phi \in D^1(U)$ and $\phi_i \in D^1(R_i)$.

**Theorem 8.2.** $T_\Lambda$ is a well defined 1-current. Furthermore, $T_\Lambda$ is closed and thus defines an element $[T_\Lambda] \in H_1(M, \mathbb{R})$.

**Proof.** First, note that because $\frac{\partial F_i}{\partial t}$ is continuous,

$$s \mapsto \int_{[a_i, b_i] \times \{s\}} F_i^*(\phi) = \int_{a_i}^{b_i} (F_i^s)^* \phi$$

is a continuous function in $s$, so we can integrate against a Radon measure. To show it is independent of the choice of flow box, first consider the case where $\phi$ is compactly supported in the intersection of two flow boxes $F$ and $F'$. Then,

$$\int_c^d \int_a^b F_i^s(\phi) \, d\nu(s) = \int_c^d \int_a^b (F^{-1} F')_s^* F_i^s(\phi) \, d\nu(s)$$

$$= \int_{a'}^{b'} \int_{c'}^d F_i^s(\phi)(F^{-1} F')_s^* (d\nu(s))$$

$$= \int_{a'}^{b'} \int_{c'}^d F_i^s(\phi) \, d\nu(s),$$

the last equality because the transverse measure is invariant under the transition functions $F^{-1} F'$. We can reduce the general case to this case, as follows: Consider
two atlases consisting of flow boxes \( \{ F_i \} \) and \( \{ F_i' \} \) and let \( \{ \xi_i \} \) and \( \{ \xi_i' \} \) be partitions of unity subordinate to the above covers. We can write
\[
\phi = \sum_{i,i'} \xi_i \xi_i' \phi.
\]
By the previous case,
\[
\int_c^d \int_a^b F_i^{*}(\xi_i \xi_i' \phi) d\nu(s) = \int_{c'}^{d'} \int_{a'}^{b'} F_i'^{*}(\xi_i \xi_i' \phi) d\nu(s),
\]
thus by summing over \( i, i' \) we obtain the desired equality. To show it is closed note that if \( f \in \mathcal{D}^0(R_i) \) is supported in one flow box,
\[
\int_{[a_i, b_i] \times \{ s \}} F_i^{*}(df) = \int_{a_i}^{b_i} \frac{\partial}{\partial t} (f \circ F_i)(t, s) dt = 0
\]
hence
\[
T_\Lambda(df) = 0.
\]

8.2. **Constructing a primitive of the Ruelle-Sullivan current.** In Theorem 7.18, we showed that a cocycle which defines a transverse measure is associated to a function of bounded variation. For example, if the cocycle is non-negative, then by a theorem of Bonahon it is a transverse measure. We now show directly that the cocycle of Bonahon and the corresponding function of bounded variation can be constructed directly from the Ruelle-Sullivan current.

**Theorem 8.3.** Given an oriented measured geodesic lamination \( \Lambda = (\lambda, \nu) \), there exists a flat real affine rank 1 bundle \( L \) and a section \( v : M \to L \) of bounded variation such that
\[
(8.1) \quad T_\Lambda = dv.
\]

**Proof.** Let \( F = F(t, s) : R^3 = [a, b] \times [c, d] \to R \subset M \) be a flow-box as in (7.1). First we are going to consider the local problem and construct \( v = v_F \) on the image of \( F \). Let \( f_i(s) = F(t, s) \) and consider the fixed transversal \( f = f_b \). Consider the non-decreasing function \( g^s(s) \) defined as in (7.11) by \( g^s(s) = \int_c^s f^*(d\nu) = \int_c^s d\nu \) and let
\[
(8.2) \quad v^s(t, s) = g^s(s).
\]
We define \( v_F := v_b^* \circ F^{-1} \) in the image of the flow box \( F \) in terms of \( g^s \) as above. Note that by the invariance of \( \nu \) under homotopies, \( v_F \) is constant on the plaques in the image of \( F \). Also \( v_F \) is bounded. Furthermore, \( v^s \) is of bounded variation, because \( g^s \) is monotone and as in the proof of Theorem 7.18, we can conclude that \( v_F \) is of bounded variation.
Note that for compactly supported $\phi^\ast = \phi_1 dt + \phi_2 ds \in D^1(R)$,

$$\int_{(c,d)} \left( \int_{[a,b] \times \{s\}} \phi^\ast \right) d\nu(s)$$

$$= - \int_{(c,d)} \frac{d}{ds} \left( \int_{[a,b] \times \{s\}} \phi^\ast \right) g^\ast ds \quad \text{(by definition of } g^\ast \text{)}$$

$$= - \int_c^d \left( \int_a^b \frac{\partial}{\partial s} \phi_1(t,s) dt \right) g^\ast(s) ds$$

$$= - \int_c^d \left( \int_a^b \frac{\partial}{\partial s} \phi_1(t,s) dt + \frac{\partial}{\partial t} \phi_2(t,s) dt \right) g^\ast(s) ds \quad (\phi_2 \text{ compactly supported})$$

$$= - \int_c^d \left( \int_a^b \frac{\partial}{\partial s} \phi_1(t,s) dt + \frac{\partial}{\partial t} \phi_2(t,s) dt \right) v^\ast(t,s) dt ds$$

$$= \int_c^d \int_a^b v^\ast d\phi^\ast dt ds$$

$$= dv^\ast(\phi^\ast).$$

By Definition 8.1, this implies that in the interior of a flow box $F$ (8.1) holds. If $F : R^2 \to M$ and $F' : R^2 \to M$ are two flow boxes which intersect in a non-empty connected set which contains a ball, then on the overlap

(8.3) \hspace{1cm} dv_F = dv'_F = T_{\Lambda}$

hence $v_F = v'_F + c$.

We now proceed with constructing a flat affine line bundle $L$ over the surface $M$ and a global section $v : M \to L$ formed by piecing together the local primitives of the Ruelle-Sullivan current $T = T_{\Lambda}$.

Choose a smoothing $T^\epsilon$ of $T$, $dT^\epsilon = (dT)^\epsilon = 0$ and let $\tilde{T}^\epsilon = \sigma^\ast(T^\epsilon)$ be the pullback to the universal cover. Let $\tilde{v}^\epsilon$ be a primitive of $\tilde{T}^\epsilon$ equivariant under representations $\alpha^\epsilon : \pi_1(M) \to \mathbb{R}$. By the Poincare Lemma, we can write $\tilde{T}^\epsilon = d\tilde{v}^\epsilon$, where $v^\epsilon$ is a smooth real valued function equivariant under the representation $\alpha^\epsilon$. As is Section 4, $\alpha^\epsilon \to \alpha$ and the convergence as distributions $d\tilde{v}^\epsilon = \tilde{T}^\epsilon \to T$ and weak compactness in the space BV, implies that up to a constant $\tilde{v}^\epsilon \to \tilde{v}$ in $BV_{loc}(\tilde{M})$ where $\tilde{v}$ is equivariant under $\alpha$. If $L$ denotes the flat affine line bundle associated to $\alpha$, then $v$ is a section of $L$ of bounded variation. \hfill $\square$

Corollary 8.4. Let $\nu$ denote the measure on the lamination $\lambda_u$ constructed in Theorem 7.15 associated to the least gradient map $v$. If $\Lambda_u = (\lambda_u, \nu)$, then the Ruelle-Sullivan current $T_{\Lambda_u} = dv$.

Proof. The measure $\nu$ is related with the least gradient map $v$ by formulas (7.11) and (7.12). The Ruelle-Sullivan current associated to $\nu$ is given by the derivative of
a new function \( v \) given by (8.2) which only differs from (7.12) by a constant. Thus \( T_{\Lambda_u} = dv \).

\[ \square \]

8.3. The decomposition in terms of functions of bounded variation. In the previous sections we showed how transverse measures correspond to functions of bounded variation. In this section we will explore how different types of leaves of the lamination correspond to different types of functions of bounded variation.

First recall that a leaf \( \lambda_0 \) of \( \lambda \) is called isolated if for each \( x \in \lambda_0 \) there exists a neighborhood \( U \) of \( x \) such that \( (U, U \cap \lambda_0) \) is homeomorphic to \((\text{disc, diameter})\) [Ca-Bl, Definition p.46]. A geodesic lamination \( \lambda \) is called minimal, if it is minimal with respect to inclusion.

**Theorem 8.5.** [Ca-Bl, Theorem 4.7 and Corollary 4.7.2] A geodesic lamination is minimal iff each leaf is dense. Any geodesic lamination is the union of finitely many minimal sub-laminations and of finitely many infinite isolated leaves, whose ends spiral along the minimal sub-laminations.

In the presence of a transverse measure \( \nu \) one can easily characterize isolated leaves by using the homotopy invariance of the measure. If a leaf is closed, then \( \nu \) is an atomic measure i.e a delta function supported at the point of intersection of the transversal and the corresponding function of bounded variation \( v \) is a jump function. On the other hand, a spiraling isolated leaf \( \lambda_0 \) cannot support a non-zero measure because a transversal crossing \( \lambda_0 \) at a limit point would have infinite measure, as it crosses \( \lambda_0 \) an infinite number of times.

In view of the above, from now on we will assume that the oriented lamination \( \lambda \) is a disjoint union of finitely many minimal sub-laminations, and we will explore the dichotomy between closed leaves and infinite non-isolated leaves in terms of functions of bounded variation.

Recall that there are three types of functions of bounded variation defined on a ball in a Riemannian manifold:

(i) Functions in the Sobolev class \( W^{1,1} \).

(ii) Jump functions across a (countably) rectifiable set of codimension 1.

(iii) Cantor functions, which are continuous functions with derivative zero on a dense open set. A nice description of Cantor functions can be found in [D-M-R-V].

In fact, the derivative of any function of bounded variation can be decomposed into these three types, according to the following theorem (cf. [A-F-P, Theorem 3.78 and Proposition 3.92]).

**Theorem 8.6.** Let \( v : B \to \mathbb{R} \) be a function of bounded variation defined in a ball \( B \). Then, there is a canonical decomposition

\[
dv = (dv)_0 + (dv)_{\text{jump}} + (dv)_{\text{cantor}}
\]

where:
• (i) The measure \((dv)_0\) is absolutely continuous with respect the Lebesgue measure and the measure \((dv)_{\text{jump}} + (dv)_{\text{cantor}}\) is singular with respect to Lebesgue measure.

• (ii) \((dv)_{\text{cantor}}\) vanishes on every Borel set with \(\sigma\)-finite \(n-1\) Hausdorff measure.

• (iii) \((dv)_{\text{jump}}\) is computed as a measure of a jump discontinuity on a countably \(n-1\) dimensional rectifiable set.

Corollary 8.7. Let \(v\) be the primitive of the Ruelle-Sullivan current associated to an oriented measured geodesic lamination \(\Lambda = (\lambda, \nu)\). In the decomposition of the measure \(dv\),

• (i) \((dv)_0 = 0\).

• (ii) \((dv)_{\text{jump}}\) is supported on closed isolated leaves.

• (iii) \((dv)_{\text{cantor}}\) is supported on minimal laminations which are not closed isolated leaves.

Proof. The support of \(dv\) lies on the lamination, which is of measure 0, so \((dv)_0 = 0\). By the decomposition Theorem 8.5, we can write \(\lambda\) as a disjoint union of minimal sublaminations \(\lambda_1\) which is the disjoint union of closed leaves and \(\lambda_2\) which is the disjoint union of all sublaminations consisting of minimal non-isolated leaves. Given a flow box \(F\), there is a finite number of points in \(K = \{k_1, ..., k_n\}\) corresponding to closed isolated leaves and write \(c = k_0 < k_1 < ... < k_{n+1} = d\). These coincide with the atoms of the measure \(\nu\), hence by [A-F-P, Corollary 3.33] the discontinuity set of \(dg^\sharp = dv\) must be equal to the set \(\{k_1, ..., k_n\}\). Since \(v^\sharp(s, t) = g^\sharp(s)\), it follows that the discontinuity set of \(dv\) is equal to \(\lambda_1\). By [A-F-P, Definition 3.91], \((dv)_{\text{jump}}\) is supported on \(\lambda_1\) and \((dv)_{\text{cantor}} = dv - (dv)_{\text{jump}}\) on \(\lambda_2\). □

Actually we can prove a stronger statement

Proposition 8.8. If \(v\) is the primitive for the Ruelle-Sullivan current associated to an oriented measured geodesic lamination \(\Lambda\), then

\[ v = v_1 + v_2 \]

and \(dv_1 = (dv)_{\text{jump}}, \ dv_2 = (dv)_{\text{cantor}}\). Here \(v_1\) is a jump function and \(v_2\) is a Cantor function.

Proof. Let \(\Lambda_i = (\lambda_i, \nu)\) where \(\lambda_i\) as in the previous Corollary and \(T_{\Lambda_i}\) the Ruelle-Sullivan currents corresponding to \(\Lambda_i\). Then, \(T_{\Lambda_i}\) is closed and let \(v_i\) be their primitives, \(dv_i = T_{\Lambda_i}\) as in Theorem 8.3. Since \(T_{\Lambda} = T_{\Lambda_1} + T_{\Lambda_2}\) and since the primitives are unique (up to an additive constant), \(v = v_1 + v_2\). By construction, \(dv_i\) is supported on \(\lambda_i\) and thus \(dv_1 = (dv)_{\text{jump}}\) and \(dv_2 = (dv)_{\text{cantor}}\). □

This also applies to the transverse least gradient measures obtained from best Lipschitz maps. Note that the cohomology classes associated with the transverse measures and laminations add.
Corollary 8.9. Let $\Lambda = (\lambda, \nu)$ be an oriented lamination without isolated leaves. Then the primitive $v$ of the Ruelle-Sullivan current $T_{\Lambda}$ defines a continuous but not absolutely continuous section $v : M \to L$ whose derivative is zero almost everywhere.

9. Conjectures and Open Problems

As mentioned already the authors’ motivation for this paper is understanding Thurston’s work of best Lipschitz maps between surfaces. As such, the results of this paper only serve as a toy problem in understanding the more difficult problem of best Lipschitz maps between surfaces. This paper is by no means complete and is only meant to be the preliminary part of a more thorough study. This section contains some suggestions for new directions for research.

The main topic of study in this paper is $\infty$-harmonic maps from hyperbolic manifolds to $S^1$ and their maximum stretch laminations. The theory of $\infty$-harmonic functions has been thoroughly worked out for Euclidean metrics but so far no work has been done for variable metrics. For example, there is no reference of viscosity solutions for other than flat metrics and there is no reference for the equivalence with the notion of comparison with cones. In Section 5 (cf. Proposition 5.5), we worked out the bare minimum of what we needed from the theory of comparison with cones in order to obtain our results on geodesic laminations. However, the theory is far from complete. In particular, for the sake of simplicity, we only considered the hyperbolic metric, thus leaving the theory for general metrics as a conjecture:

Conjecture 9.1. Develop the theory of $\infty$-harmonic functions for general Riemannian metrics. Most of the known results about $\infty$-harmonic functions (including the theorems of Crandall on gradients [C] and the regularity results of Evans-Savin [E-Sv] and Evans-Smart [E-Sm]) should carry over to this case. In particular, show that Theorem 5.2 holds for any Riemannian manifold $(M, g)$.

There are two uniqueness theorems which we believe to be true, but cannot prove.

Conjecture 9.2. The $\infty$-harmonic map $u : M \to S^1$ in a homotopy class is unique up to rotation in $S^1$.

The uniqueness proofs do not carry over for maps into $S^1$. They are based on constructions which involve taking the maximum of $u$. This has nothing to do with the hyperbolic metric. One would meet the same problems in the following problem in Euclidean space. Let $\Omega$ be an annular region in $\mathbb{R}^2$, choose a map $u_0 : \Omega \to S^1$, let $b = u_0|_{\partial \Omega}$. Find the $\infty$-harmonic map $u$ with $u|_{\partial \Omega} = b$. Existence and regularity are straightforward. Is $u$ unique?

Conjecture 9.3. The $BV$ section $v : M \to L$ in Theorem 7.15 is unique and the limit $v$ is equally distributed.

This is two problems. The first part is to show the cohomology class of $L$ is unique, and the second is the analogous of Conjecture 9.2 for $v$ instead of $u$. Recall from
Theorem 6.11 that given a cohomology class $\rho \in H^1(M, \mathbb{R})$ there is an associated cohomology class $\alpha \in H^1(M, \mathbb{R})$ representing the cohomology class of $L$. It can be seen that $\alpha$ is unique and the map $\rho \mapsto \alpha$ is a well defined map $H^1(M, \mathbb{R}) \to H^1(M, \mathbb{R})$ (cf. [DU2]).

The second part is that, given $\alpha$ (or equivalently $L$), the least gradient map $v : M \to L$ is unique. This is a serious deficiency, since $v$ determines a transverse measure, and a lamination which is not connected has many transverse measures. We are conjecturing that we obtain the measure which gives equal weight to the components. The best way to think of this is the case where the maximum stretch lamination consists of a finite number of closed geodesics $\gamma_j$ all of which are parameterized locally with $\tilde{u}(\gamma_j(t)) = Lt$ where $0 \leq t \leq n(j)/L$. We then conjecture these geodesics have jumps $\delta/n(j)$. This means that, as you pass around the fiber, the jumps on each geodesic of $v$ are equally distributed. As we saw, the non-closed isolated leaves of the lamination have no jumps, but the idea can be extended to the Cantor components which have no isolated leaves.

**Problem 9.4.** We know by Theorem 6.10 that any weak limit $v$ of the $q$-harmonic functions $v_q$ is of least gradient. Use the map $v$ to prove directly that the support of $dv$ is a geodesic lamination, bypassing the need to use any properties of $\infty$-harmonic functions and our proof that the best Lipschitz constant is achieved on a geodesic lamination.

A partial converse to the statement of Problem 9.4 should also hold:

**Conjecture 9.5.** Suppose that $\lambda$ is an arbitrary oriented lamination on $M$ with a transverse measure. Let $\tilde{v} : \tilde{M} \to \mathbb{R}$ be a primitive for the Ruelle Sullivan current associated with the transverse measure. For any ball $B \subset \tilde{M}$, $\tilde{v}|_B$ is of least gradient.

The main point in the above statement is that the boundary of the sets $\tilde{v} \geq t$ in $B$ are geodesics. From this, one should be able to deduce like in the Euclidean case that $\tilde{v}$ is a locally a map of least gradient.

**Theorem-Conjecture 9.6.** The results of this paper extend to surfaces with punctures.

Throughout the paper we restricted ourselves to the case of closed manifolds. However, Thurston’s theory works also for laminations on surfaces with punctures. Most of the results in this paper are local and carry through also for punctured surfaces without significant change.

The next problem is the analogue of Thurston’s construction [Thu1] adapted to our situation. Before we state the problem we need some notation. Given a cohomology class $\rho \in H^1(M, \mathbb{R})$ and a hyperbolic metric $g$ on $M$ we can consider $K$ as in (5.1) defined on the space of measured laminations $\mathcal{ML}$. Equivalently, let $\mathcal{ML}_\rho$ denote the space of measured geodesic laminations whose homology class is dual to $\rho$, i.e measured laminations $\lambda$ subject to the topological constraint $\rho(\lambda) = 1$. On this space
we consider the length functional
\[ l_g : \mathcal{ML}_\rho \rightarrow \mathbb{R} \]
associating to a measured lamination \( \lambda \) its length \( l_g(\lambda) \) with respect to \( g \).

**Problem 9.7.** Compute critical points of the function \( l_g \) and study the connection with \( \rho \)-equivariant best Lipschitz functions and their maximum stretch laminations. Carry through Thurston’s construction for this case.

This should be a very doable problem.

**Problem 9.8.** The gradient field for a \( p \) harmonic function \( u_p \) determines an interval exchange map on a regular fiber \( u_p^{-1}(t) \). Study the invariants of these as \( p \rightarrow \infty \).

We refer the reader to the very readable paper of Masur [Mas].

**Problem 9.9.** Investigate the theory of \( p \)-harmonic maps, \( \infty \)-harmonic maps and least gradient maps into trees and their duality.

For a combinatorial approach to best Lipschitz maps to trees, see [N-S].

**Problem 9.10.** Develop a theory of \( \infty \)-harmonic maps \( u : M^3 \rightarrow S^1 \) where \( M^3 \) is a hyperbolic 3-manifold.

From Section 5 we have shown that the set of maximum stretch \( L_u = L \) is a geodesic lamination. However, the geometry of the dual problems or the two form \( dv_q = [du_p]^{p^-2} \ast du_p \) and the limit \( q \rightarrow 1 \) is unexplored territory. The dual 2-form \( \ast du \) is a transverse area measurement which is far less rigid than length. Purely geometric descriptions of hyperbolic 3-manifolds which fiber over a circle are sorely lacking, so it is worth exploring any possibility.

**Problem 9.11.** Let \( M = M^3 \) be a hyperbolic manifold which fibers over a circle. Study least gradient maps \( v : M \rightarrow S^1 \), or more generally equivariant least gradient maps to \( \mathbb{R} \) or trees.

This is a promising problem, since a lot is known about least gradient maps in three dimensions. For the Dirichlet problem for domains in \( \mathbb{R}^3 \), the level sets of a least gradient function are minimal surfaces; hence we expect this least gradient map to tie into the theory of minimal surfaces in \( M \).

As mentioned already the motivation for this paper was in understanding Thurston’s work of best Lipschitz maps between surfaces. As such, the results of this paper only serve as a toy problem. We conclude by stating the motivating problem and a quick preview of our approach in the forthcoming papers [DU1] and [DU2]:

**Problem 9.12.** Is there an analogous analytical theory of \( \infty \)-harmonic maps \( u : M \rightarrow N \) between hyperbolic surfaces which ties into Thurston’s results on the asymmetric metric on Teichmüller space using best Lipschitz maps?
The analysis is entirely lacking for this problem, although there is a topological theory due to Thurston and his school (cf. [Thu1], [Pa-Th] and [Gu-K]). The main problem in the analysis is the lack of a good notion of viscosity solutions for systems and this seems out of reach at this point. In a series of follow-up articles we will bypass this issue and develop a theory analogous to this paper that ties in with Thurston.

Like in this paper, the first step is to define a good notion of $p$-approximations of best Lipschitz maps. In the case when the target has dimension greater than 1, $p$-harmonic maps is not the right notion since they do not converge to best Lipschitz maps. We consider maps minimizing the $p$-Schatten-von Neumann norm of the gradient instead of the $L^p$-norm. This version of $p$-harmonic maps have even weaker regularity properties and don’t satisfy maximum principle. This makes it hard to prove comparison with cones. We have to rely on the result of Gueritaud-Kassel [Gu-K] in order to show that the maximum stretch set of the infinity harmonic map contains Thurston’s canonical lamination.

Another difference with the scalar case is the construction of the dual functions and the limiting measures. When the target is a hyperbolic surface, $v$ has values in the Lie algebra of $SO(2,1)$ instead of $\mathbb{R}$. We construct these measures by analyzing the conservation laws coming from the symmetries of the target and extend the support argument to show that $dv$ has support on the canonical lamination.

There are two points that we entirely missed in this paper which we will explore in [DU1] and [DU2]. The first is the role of symmetries of the domain manifold. Much like $dv$, there exist Radon measures associated to best Lipschitz maps corresponding to the symmetries of the domain. Again the support of this measure is on the canonical lamination. The second point is the interpretation of the cohomology class of $dv$ as well as its counterpart coming from the symmetries of the domain in terms of the first variation of the Lipschitz constant.
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