Global dynamics of a general vector-borne disease model with two transmission routes
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Abstract

In this paper, we study the dynamics of a vector-borne disease model with two transmission paths: direct transmission through contact and indirect transmission through vector. The direct transmission is considered to be a non-monotone incidence function to describe the psychological effect of some severe diseases among the population when the number of infected hosts is large and/or the disease possesses high case fatality rate. The system has a disease-free equilibrium which is locally asymptotically stable when the basic reproduction number ($R_0$) is less than unity and may have up to four endemic equilibria.

Analytical expression representing the epidemic growth rate is obtained for the system. Sensitivity of the two transmission pathways were compared with respect to the epidemic growth rate. We numerically find that the direct transmission coefficient is more sensitive than the indirect transmission coefficient with respect to $R_0$ and the epidemic growth rate. Local stability of endemic equilibria is studied. Further, the global asymptotic stability of the endemic equilibrium is proved using Li and Muldowney geometric approach. The explicit condition for which the system undergoes backward bifurcation is obtained.

The basic model also exhibits the hysteresis phenomenon which implies diseases will persist even when $R_0 < 1$ although the system undergoes a forward bifurcation and this phenomenon is rarely observed in disease models. Consequently, our analysis suggests that the diseases with multiple transmission routes exhibit bi-stable dynamics. However, efficient application of temporary control in bi-stable regions will curb the disease to lower endemicity. In addition, increase in transmission heterogeneity will increase the chance of disease eradication.
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1. Introduction

The mode of transmission of some infectious diseases may be through both direct and indirect contact. In direct transmission, a pathogen can infect a susceptible host through infected host, and in indirect transmission, a pathogen can infect a susceptible host through an infected vector. For instance, Middle East respiratory syndrome coronavirus (MERS-CoV) (1) and Zika virus (2) may be spread both directly by person-to-person contact and indirectly through a vector. Understanding the transmission dynamics of such diseases is of utmost interest. Mathematical models of epidemic diseases have been very insightful in uncovering epidemiology and transmission patterns of the diseases. It is very important to understand such epidemic patterns for better public health interventions and control of outbreaks. Another important objective of these models is to inform public health organizations about the effect of control policies on a certain population. However, hosts behaviour and psychological factors are sometimes the main drivers of further transmission of the disease. For example, the epidemic outbreak of severe acute respiratory syndrome (SARS) (3; 4) had such psychological effects and individual protection...
policies have been found very effective (5; 6) in decreasing the rate of infection at the late stage of SARS outbreak, even when the number of infective individuals were getting larger relatively. Additionally, the influenza pandemic of 2009 has triggered a psychological effect that caused adoption of preventive measures by a significant portion of the population (4). Recent MERS-CoV outbreak in Arabian peninsula also imposed a significant behaviour change in the local people (1). Thus, psychological effects are necessary in modelling infectious disease transmission. The general incidence rate in this context was proposed by Lui et al (7) of the form \( g(I)S = \frac{\beta I P S}{1 + \alpha I} \), where \( \beta I P \) represent the force of infection of the diseases. \( \frac{1}{1+\alpha I} \) represent the psychological effect from the behavioral changes of susceptible population when the number of infected populations increases, \( p,q \) and \( \beta \) are positive constant and \( \alpha \) is a nonnegative constant. Ruan and Wang (8) studied an SIRS epidemic model with a specific nonlinear incidence rate \( g(I)S = \frac{\beta I P S}{1+\alpha I} \). Afterwards, Xiao and Ruan (9) studied the dynamical behaviour of an SIR epidemic model with the incidence function \( g(I)S = \frac{\beta I S}{1+\alpha I} \).

However, the dynamics of an epidemic model with two transmission routes where the direct transmission incorporates psychological effect has not been studied so far. The ongoing MERS-CoV epidemic and zika virus epidemic are examples of diseases with two routes of transmission having psychological effects. The psychosocial implication on the disease outbreak is more dangerous than any other physical effect. West Nile Virus outbreak in the US is a good example for the onset of psychogenic illness (10) and may generate mistrust towards national or health authorities. For example, the mild effects of Zika virus, there is a correlation between psychosis with fetus microcephaly where pregnant women and their relatives are highly sensitive group. Therefore, there is a negative correlation between the psychological effect and disease prevalence and hence we consider non-monotone incidence function i.e \( p < q \) to describe the direct transmission between hosts in our study. This type of function can be used to interpret the "psychological effects" (11). We use the incidence rate \( g(I)S = \frac{\beta I S}{1+\alpha I} \) where \( \beta I \) represent the force of infection of the diseases. \( \frac{1}{1+\alpha I} \) represent the psychological effect from the behavioral changes of susceptible population when the number of infected populations increases. Our goal is to develop a simple mathematical model that capture a range of disease dynamics with multiple mode of transmissions. Moreover, we would like to perform a detailed stability and bifurcation analysis of the proposed model. By using analytical methods we intend to uncover the dynamical properties of the diseases with two routes of transmission.

The rest of the paper is organized as follows: Section 2 consist of the model formulation and the basic assumptions. In Section 3, preliminary mathematical analysis of the proposed model is carried out. Section 4 is devoted to the global stability of the endemic equilibrium using geometric approach while in Section 5 backward bifurcation and forward bifurcation with hysteresis effect is presented. In Section 6 we investigate some numerical scenarios such as effect of temporary control on bistable dynamics, effect of the strength of psychological fear and impact of heterogeneity in indirect transmission. Finally, discussion and conclusion is presented in Section 7.

2. Model formulation

We consider two population groups as host and vector population. Time-dependent state variables are taken to describe the compartments of the two populations. Let at time \( t \), \( N_h(t) \) represents total host population and \( N_v(t) \) represents total vector population. We consider a 'SIR' type model for the host population and a 'SI' type model for the vectors. The host population is subdivided into three mutually disjoint classes: susceptible, \( S_h \); infected, \( I_h \); recovered, \( R_h \). Thus, at any time \( t \), the size of the host population is given by \( N_h = S_h + I_h + R_h \). The vector population consist of two classes namely, susceptible vectors, \( S_v \); and infected vectors, \( I_v \). With this division, the size of the vector population
at time \( t \) is given by \( N_v(t) = S_v(t) + I_v(t) \). We assume all newborn hosts are fully susceptible. The susceptible host population increases at a constant rate \( \Pi_h \). The susceptible population decreases due to getting infection from infected vectors and infected hosts and natural mortality at a rate \( \mu_h \). Therefore the average life time of host population is \( \frac{1}{\mu_h} \). The model incorporates a non-monotone incidence function for the direct transmission. The force of infection in this regard is considered as \( \frac{\beta d I_h}{1 + \alpha I_h} \), where \( \beta_d \) and \( \alpha \) are defined in Table 1. The infected host population \( I_h \) decreases as a result of death and recovery. It is assumed that the recovered hosts get a life-long immunity. \( \gamma \) is the recovery rate of the infected hosts. Recovered host are decreased at a rate \( \mu_h \). The susceptible vector population increases at a constant rate \( \Pi_v \) and decreases by getting infection from infected host and by natural mortality of vectors. Standard forces of infection is taken between host and vector populations, respectively, \( \beta_i S_h I_v N_h \) and \( \beta_v I_h S_v N_h \). The parameter \( \beta_i \) is the effective transmission coefficient between susceptible host population and infected vector population, and the parameter \( \beta_v \) is the effective transmission coefficient of the infected host population and susceptible vector population. Taking the above considerations into account, the governing equations of the disease dynamics is given by:

\[
\begin{align*}
\frac{dS_h}{dt} &= \Pi_h - \frac{\beta_d S_h I_h}{1 + \alpha I_h^2} - \frac{\beta_i S_h I_v}{N_h} - \mu_h S_h, \\
\frac{dI_h}{dt} &= \frac{\beta_d S_h I_h}{1 + \alpha I_h^2} + \frac{\beta_i S_h I_v}{N_h} - \gamma I_h - \mu_h I_h - \delta I_h, \\
\frac{dR_h}{dt} &= \gamma I_h - \mu_h R_h, \\
\frac{dS_v}{dt} &= \Pi_v - \frac{\beta_v I_h S_v}{N_h} - \mu_v S_v, \\
\frac{dI_v}{dt} &= \frac{\beta_v I_h S_v}{N_h} - \mu_v I_v.
\end{align*}
\]

Interpretations of all the model parameters and their biological meanings are given in the Table 1.

| Parameters | Interpretation |
|------------|---------------|
| \( \Pi_h \) | Recruitment rate of hosts |
| \( \Pi_v \) | Recruitment rate of vectors |
| \( \mu_h \) | Natural host death rate |
| \( \mu_v \) | Natural vector death rate |
| \( \beta_d \) | Transmission coefficient from infected host to susceptible host |
| \( \beta_i \) | Transmission coefficient from infected vector to susceptible host |
| \( \beta_v \) | Transmission coefficient from infected host to susceptible vector |
| \( \alpha \) | Strength of psychological effect |
| \( \gamma \) | Recovery rate of infected host |
| \( \delta \) | Disease induced mortality rate |

3. Mathematical analysis

3.1. Basic properties of the model

We assume that the vector and host state variables are non-negative for all \( t \geq 0 \). Let

\[
\Omega = \{(S_h, I_h, R_h, S_v, I_v) \in \mathbb{R}_+^5 \mid 0 \leq N_h \leq \frac{\Pi_h}{\mu_h}, 0 \leq N_v \leq \frac{\Pi_v}{\mu_v} \}.
\]
We claim the following result.

**Theorem 3.1.** Whenever the initial conditions are non-negative, model (2.1) has non-negative solutions and the region $\Omega \in \mathbb{R}_+^5$ is positively invariant and globally attracting for the above system.

**Proof.** We can rewrite the system (2.1) in the following form

$$\frac{dy}{dt} = g(y) \quad (3.1)$$

with $y = (y_1, y_2, y_3, y_4, y_5) = (S_h, I_h, R_h, S_v, I_v)$ and $g(y) = (g_1(y), g_2(y), g_3(y), g_4(y), g_5(y))$ denote the right hand side of the functions as in the following

$$\frac{dy_1}{dt} = g_1 = \Pi_h - \frac{\beta_d y_1 y_2}{1 + \alpha y_2^2} - \frac{\beta_1 y_1 y_5}{y_1 + y_2 + y_3} - \mu_h y_1,$$

$$\frac{dy_2}{dt} = g_2 = \frac{\beta_d y_1 y_2}{1 + \alpha y_2^2} + \frac{\beta_1 y_1 y_5}{y_1 + y_2 + y_3} - \gamma y_2 - \mu_h y_2 - \delta y_2,$$

$$\frac{dy_3}{dt} = g_3 = \gamma y_2 - \mu_h y_3,$$

$$\frac{dy_4}{dt} = g_4 = \Pi_v - \frac{\beta_v y_4 y_1}{y_1 + y_2 + y_3} - \mu_v y_4,$$

$$\frac{dy_5}{dt} = g_5 = \frac{\beta_v y_4 y_1}{y_1 + y_2 + y_3} - \mu_v y_5,$$  

(3.2)

Clearly, for every $j = 1, ..., 5$, $g_j(x) \geq 0$ if $y \in \mathbb{R}_+^5$ and $y_j = 0$. Since the host and vector populations are non-negative, thus the right hand side of the system (3.1) is locally Lipschitz in $\Omega$. Following (12) and (13), we see that the system (2.1) has a unique solution. The following equations are satisfied by the total host and vector populations,

$$\frac{dN_h}{dt} = \Pi_h - \mu_h N_h - \delta I_h,$$

$$\frac{dN_v}{dt} = \Pi_v - \mu_v N_v.$$  

(3.3)

Since $\frac{dN_h}{dt} \leq \Pi_h - \mu_h N_h$, it implies that $\frac{dN_h}{dt} \leq 0$ if $N_h(t) \geq \frac{\Pi_h}{\mu_h}$ and $\frac{dN_v}{dt} \leq 0$ if $N_v(t) \geq \frac{\Pi_v}{\mu_v}$. Consequently, it can be shown that $N_h(t) \leq N_h(0) \exp^{-\mu_h t} + \frac{\Pi_h}{\mu_h}(1 - \exp^{-\mu_h t})$ and $N_v(t) \leq N_v(0) \exp^{-\mu_v t} + \frac{\Pi_v}{\mu_v}(1 - \exp^{-\mu_v t})$. In particular, $N_h(t) \leq \frac{\Pi_h}{\mu_h}$ if $N_h(0) \leq \frac{\Pi_h}{\mu_h}$ and $N_v(t) \leq \frac{\Pi_v}{\mu_v}$ if $N_v(0) \leq \frac{\Pi_v}{\mu_v}$. Thus the region $\Omega$ is positively invariant. Further, if $N_h(0) > \frac{\Pi_h}{\mu_h}$ and $N_v(0) > \frac{\Pi_v}{\mu_v}$, then the solutions of the system (2.1) either enter $\Omega$ in finite time or $N_h(t)$ approaches $\frac{\Pi_h}{\mu_h}$ and $N_v(t)$ approaches $\frac{\Pi_v}{\mu_v}$ asymptotically. Hence, all solutions in $\mathbb{R}_+^5$ will eventually enter $\Omega$.  

3.2. Basic reproduction number and disease free equilibrium

The basic reproduction number, $R_0$, is the number of secondary infections which one infected individual would produce in a entirely susceptible population. The disease free equilibrium (DFE) of the system is given by $Y_0 = (\frac{\Pi_h}{\mu_h}, 0, 0, \frac{\Pi_v}{\mu_v}, 0)$. There are two infected compartments in the model (2.1), $I_h$ and $I_v$. $R_0$ can be derived from the jacobian matrix of the system (2.1) calculated at $Y_0$ together with the assumption of local asymptotic stability of $Y_0$ and is given by

$$R_0 = \frac{\beta_d \Pi_h}{\mu_h(\gamma + \mu_h + \delta)} + \frac{\beta_v \Pi_v}{\mu_v(\gamma + \mu_v + \delta)}.$$  

(3.4)
\textbf{Theorem 3.2.} The DFE $Y_0$ of the system (2.1) is locally asymptotically stable, if $R_0 < 1$, and unstable if $R_0 > 1$.

\textit{Proof.} The Jacobian of the system (2.1) at DFE $Y_0$ is given as follows

\[ J(Y_0) = \begin{bmatrix} -\mu_h & -\frac{\beta_v \Pi_h}{\mu_h} & 0 & 0 & -\beta_i \\ 0 & \frac{\beta_v \Pi_h}{\mu_h} - (\gamma + \mu_h + \delta) & 0 & 0 & \beta_i \\ 0 & \gamma & -\mu_h & 0 & 0 \\ 0 & -\frac{\beta_v \Pi_h}{\mu_h} & 0 & -\mu_v & 0 \\ 0 & -\frac{\beta_v \Pi_h}{\mu_v} & 0 & 0 & -\mu_v \end{bmatrix}. \quad (3.5) \]

Then the characteristic equation of (3.5) is given by

\[(\lambda + \mu_v)^2(\lambda + \mu_h)(\lambda^2 + \lambda(\gamma + \mu_h + \delta - \frac{\beta_v \Pi_h}{\mu_h} + \mu_v) + \mu_v(\gamma + \mu_h + \delta - \frac{\beta_v \Pi_h}{\mu_h}) - \frac{\beta_v \beta_i \Pi_v \Pi_h}{\mu_v \Pi_h}) = 0. \]

The eigenvalues of this Jacobian matrix is

\[\lambda = -\mu_v < 0 \]
\[\lambda = -\mu_h < 0 \]
\[\lambda = -\mu_h < 0 \]
\[\lambda = -(\gamma + \mu_h + \delta - \frac{\beta_v \Pi_h}{\mu_h} + \mu_v) - \sqrt{(\gamma + \mu_h + \delta - \frac{\beta_v \Pi_h}{\mu_h} + \mu_v)^2 - 4\mu_v(\gamma + \mu_h + \delta)(1 - R_0)} \]
\[\lambda = -(\gamma + \mu_h + \delta - \frac{\beta_v \Pi_h}{\mu_h} + \mu_v) + \sqrt{(\gamma + \mu_h + \delta - \frac{\beta_v \Pi_h}{\mu_h} + \mu_v)^2 - 4\mu_v(\gamma + \mu_h + \delta)(1 - R_0)} \]

for $R_0 < 1$. Hence the theorem is proved. \hfill \blacksquare

It is well established that the threshold $R_0$ governs the local stability of DFE. For $R_0 < 1$ DFE is locally asymptotically stable and it is unstable when $R_0 > 1$ (14; 15). Further, when $R_0 > 1$, the disease is persistent. The epidemic growth rate (EGR) remains a useful quantity for estimating the transmission potential at the population level. The initial EGR is defined as the dominant eigenvalue of the Jacobian at DFE. In the following subsection we calculate the EGR for the system 2.1. This will let us infer about the contribution of different transmission pathways on the epidemic growth rate, and will give useful results for calculating $R_0$ from an observed epidemic growth rate.

\subsection*{3.3. Epidemic growth rate}

Following Tien and Earn (14), we calculate the initial EGR for the system (2.1). From this we can infer about the contribution of the two transmission routes with respect to the EGR.

Let $\lambda$ be the initial EGR for the model (2.1). When $R_0 > 1$, the dominant eigenvalue of the Jacobian at DFE for model (2.1) is given by

\[\lambda = \frac{\beta_v \Pi_h - \gamma - \mu_h - \delta - \mu_v + \sqrt{(\frac{\beta_v \Pi_h}{\mu_h} - \gamma - \mu_h - \delta - \mu_v)^2 + 4\mu_v(\frac{\beta_v \Pi_h}{\mu_h} - \gamma - \mu_h - \delta) + \frac{\beta_v \beta_i \Pi_v \Pi_h}{\mu_v \Pi_h}}}{2} \]

\[= \frac{\lambda - \mu_v + \sqrt{(\lambda + \mu_v)^2 + \frac{4\beta_v \beta_i \Pi_v \Pi_h}{\mu_v \Pi_h}}}{2} \quad (3.6)\]
where
\[ \lambda = \frac{\beta_d \Pi_h}{\mu_h} - \gamma - \mu_h - \delta \] (3.7)

Note that \( \lambda \) is the EGR for the ‘SIR’ sub-model of the system (2.1) and is given by
\[ \frac{dS_h}{dt} = \Pi_h - \frac{\beta_d S_h I_h}{1+\alpha I_h} - \mu_h S_h, \]
\[ \frac{dI_h}{dt} = \frac{\beta_d S_h I_h}{1+\alpha I_h} - \gamma I_h - \mu_h I_h - \delta I_h, \] (3.8)
\[ \frac{dR_h}{dt} = \gamma I_h - \mu_h R_h, \]

If there is no indirect transmission through vector(\( \beta_i \to 0 \)), then the system (2.1) becomes the sub-model (3.8) and \( \lambda \to \lambda \). Additionally, from (3.6), it can be noted that
\[ \lambda \geq \lambda \] (3.9)

The mean time spent in the infected host class is dependent on the host lifetime, the mean infectious period and the disease induced death rate. Similarly, the mean vector lifetime is is the mean time spent in the infected vector class. Therefore, let \( T_{bh} = \frac{1}{\gamma + \mu_h + \delta} \) denotes the mean time spent in the infected class, and let \( T_{Ih} = \frac{1}{\mu_h} \) denotes the mean vector lifetime. Rearranging the equation (3.6), we get the following expression interlinking \( R_0 \) and \( \lambda \):
\[ R_0^{SIRSI} = 1 + T_{bh} \lambda (T_{Ih} (\lambda - \lambda) + 1) \] (3.10)

We observe that equation (3.10) involves both \( T_{bh} \) and \( T_{Ih} \). If there is no vector transmission, this equation converges to the relationship between \( R_0 \) and EGR for the SIR model (3.8):
\[ R_0^{SIR} = 1 + T_{bh} \lambda_{SIR} \] (3.11)

where \( \lambda_{SIR} = \frac{\beta_d \Pi_h}{\mu_h} - \gamma - \mu_h - \delta \)

Empirical estimate of \( R_0 \) from a given disease outbreak data is of considerable interest in quantitative epidemiology (16). Assume that the observed EGR (\( \lambda_{obs} \)) is available, and let the parameters be chosen for the ‘SIR’ and ‘SIRSI’ systems such that the EGR calculated from the model and the observed EGR \( \lambda_{obs} \) is same for these two models. Let us denote the value for \( R_0 \) in ‘SIRSI’ system by \( R_0^{SIRSI} \) and let \( R_0^{SIR} \) denotes the value for \( R_0 \) in ‘SIR’ system. Then we claim the following result which describes that when the parameters \( \gamma, \mu_h \) and \( \delta \) are known, \( R_0^{SIR} \) value is less than or equal to \( R_0^{SIRSI} \).

**Proposition 1.** Let \( \lambda_{obs} > 0 \) is known. Now we consider the suitable parameters for the ‘SIR’ and ‘SIRSI’ systems, such that the EGRs are equal to \( \lambda_{obs} \) for both models. Let \( T_{bh} = \frac{1}{\gamma + \mu_h + \delta} \) be the equal for both the models. Then \( R_0^{SIR} \leq R_0^{SIRSI} \).

**Proof.** From (3.10), we have \( R_0^{SIRSI} = 1 + T_{bh} \lambda (T_{Ih} (\lambda - \lambda) + 1) \). From (3.11), we have \( R_0^{SIR} = 1 + T_{bh} \lambda_{SIR} \).

Subtracting these two expressions gives:
$$\dot{R}_{0}^{SIRSI} - \dot{R}_{0}^{SIR} = T_{h} T_{I_v} \lambda_{obs}(\lambda - \overline{\lambda}) = T_{h} T_{I_v} \lambda(\lambda - \overline{\lambda}).$$

(3.12)

Provided, the observed growth rate $\lambda_{obs}$ is equal to the EGR $\lambda$ for the 'SIRSI' model (2.1). Since $\lambda - \overline{\lambda} \geq 0$ (3.9), then $R_{0}^{SIR} \leq R_{0}^{SIRSI}$ as claimed.

3.4. Comparing the two transmission routes

We are now interested in finding the relative contributions of the person-person and vector-person transmission pathways on disease dynamics. To investigate this, we can vary $\beta_d$ and $\beta_i$ keeping $R_0$ fixed (14). For $R_0 > 1$, the following result shows that the rate of change of EGR with respect to $\beta_i$ is negative.

Proposition 2. Let $R_0 > 1$ and $R_0$ is fixed for system (2.1). Let \( \frac{d\lambda}{d\beta_i} \) denote the total derivative of $\lambda$ with respect to $\beta_i$. Then \( \frac{d\lambda}{d\beta_i} < 0 \).

Proof. The EGR $\lambda$ is explicitly dependent on both $\beta_i$ and $\beta_d$. From the analytical expression of $R_0$, $\beta_d$ can be determined in terms of $\beta_i$ as,

$$\beta_d = \frac{R_0 \mu_h (\gamma + \mu_u + \delta)}{\Pi_h} - \frac{\beta_i \Pi_h \mu_h^2}{\mu_h^2 \Pi_h^2}.$$  

(3.7)

The term $\lambda = \frac{\beta_d \Pi_h \mu_h}{\mu_h^2 \Pi_h} - \gamma - \mu_h - \delta$ (3.7) is involved in the expression of $R_{0}^{SIRSI}$ given by (3.10). We will calculate the total derivative of $\overline{\lambda}$:

$$\frac{d\overline{\lambda}}{d\beta_i} = \frac{\partial \overline{\lambda}}{\partial \beta_i} + \frac{\partial \overline{\lambda}}{\partial \beta_d} \frac{d\beta_d}{d\beta_i} = \frac{\Pi_h \mu_h \beta_v}{\mu_h^2 \Pi_h}$$

(3.13)

Since $R_0$ is fixed and using (3.13), the total derivative of (3.10) gives

$$0 = T_{h} T_{I_v} \left[ \frac{d\lambda}{d\beta_i}(\lambda - \overline{\lambda} + \mu_v) + \lambda \left\{ \frac{d\lambda}{d\beta_i} + \frac{\Pi_h \mu_h \beta_v}{\mu_h^2 \Pi_h} \right\} \right]$$

$$\Rightarrow \frac{d\lambda}{d\beta_i} = \frac{\lambda \Pi_h \mu_h \beta_v}{\mu_h^2 \Pi_h [(\lambda - \overline{\lambda}) - (\mu_v + \lambda)]}$$

(3.14)

(3.15)

We have $R_0 > 1$, $\lambda \geq \overline{\lambda}$ and $\lambda > 0$. Finally, $\mu_v > 0$. Thus, the numerator become positive and the denominator is negative in (3.15), giving that $\frac{d\lambda}{d\beta_i} < 0$.

Now we calculate the relationship of $\frac{d\lambda}{d\beta_i}$ with $\frac{\partial \lambda}{\partial \beta_i}$ and $\frac{\partial \lambda}{\partial \beta_d}$ as follows:

$$\frac{d\lambda}{d\beta_i} = \frac{\partial \lambda}{\partial \beta_i} + \frac{\partial \lambda}{\partial \beta_d} \frac{d\beta_d}{d\beta_i} \Rightarrow \frac{d\lambda}{d\beta_i} = - \frac{\beta_i \Pi_h \mu_h^2}{\mu_h^2 \Pi_h} \frac{\partial \lambda}{\partial \beta_d} + \frac{\partial \lambda}{\partial \beta_i}$$

(3.16)

Corollary 3.1. Let $R_0 > 1$ and the initial EGR $\lambda$ be given by (3.6). If $\beta_d \leq \frac{\mu_h^2 \Pi_h}{\mu_h^2 \Pi_h}$, then $\frac{\partial \lambda}{\partial \beta_d} > \frac{\partial \lambda}{\partial \beta_i}$.
To verify this result numerically, sensitivity index of $\lambda$ with respect to the parameters $\beta_d$ and $\beta_i$ are computed. The normalized forward sensitivity index of a quantity with respect to a parameter is defined as the ratio of the relative change in the variable to the relative change in the parameter. Mathematically, the normalized forward sensitivity index of a variable $m$ that depends explicitly on a parameter $\tau$ is defined as:

$$X_{m}^{\tau} = \frac{\partial m}{\partial \tau} \times \frac{\tau}{m}.$$  

The normalized forward sensitivity indices of $\lambda$ with respect to the parameters $\beta_d$ and $\beta_i$ are found to be $X_{\lambda}^{\beta_d} = 1.6631$, $X_{\lambda}^{\beta_i} = 0.0011$. for the parameters value $\Pi_h = 5$, $\beta_d = 0.1$, $\beta_v = 0.1$, $\mu_h = 0.1$, $\mu_v = 0.5$, $\Pi_v = 30$, $\delta = 1$, $\gamma = 0.9$, $\alpha = 1$, $\beta_i = 0.1$.

The fact that $X_{\lambda}^{\beta_d} = 1.6631$ means that 1% increase in $\beta_d$, keeping other parameters fixed, will produce 1.6631% increase in $\lambda$. On the other hand, increasing the parameter $\beta_i$ by 1%, keeping the other parameters constant, the value of $\lambda$ increases by 0.0011%. Additionally, we computed the normalized sensitivity indices of $R_0$ with respect to the parameters $\beta_d$ and $\beta_i$. In this case, increasing the parameters $\beta_d$ and $\beta_i$ by 1%, the value of $R_0$ increases by 0.9952% and 0.0048%; respectively. These results suggest that the direct transmission pathway is more sensitive to EGR and $R_0$ than the indirect one, which indicates that the direct transmission control will be more effective in halting the early phase of the epidemic.

4. Endemic equilibria and its stability

In this section we discuss the existence of endemic equilibria and its stability conditions. Let $Y^* = (S_h^*, I_h^*, R_h^*, S_v^*, I_v^*)$ be an arbitrary endemic equilibrium of the system (2.1). Therefore, equating the right hand sides of the equations of system (2.1) to zero, we have

$$S_h^* = \frac{1}{\mu_h} [\Pi_h - (\gamma + \mu_h + \delta) I_h^*]$$

$$R_h^* = \frac{\gamma I_h^*}{\mu_h}$$

$$S_v^* = \frac{\Pi_v (\Pi_h - \delta I_h^*)}{\mu_v (\Pi_h - \delta I_h^*)}$$

$$I_v^* = \frac{\mu_h (\mu_h \delta I_h^* + \mu_v (\Pi_h - \delta I_h^*))}{\mu_v (\mu_h \delta I_h^* + \mu_v (\Pi_h - \delta I_h^*))}$$

$$N_h^* = \frac{\Pi_h - \delta * I_h^*}{\mu_h}$$

and $I_h^*$ comes from the equation

$$f(I_h^*) = Q_4 I_h^4 + Q_3 I_h^3 + Q_2 I_h^2 + Q_1 I_h^1 + Q_0 = 0$$

where,

$$f(I_h^*) = Q_4 I_h^4 + Q_3 I_h^3 + Q_2 I_h^2 + Q_1 I_h^1 + Q_0 = 0$$

(4.1)
\[ Q_1 = k_1 \mu h \mu v \alpha \delta (\delta \mu_v - \mu_h \beta_v) \]
\[ Q_2 = \mu_v \beta v \delta k_1 (\delta \mu_v - \mu_h \beta_v) + \beta_i \beta_v \Pi_h \mu_h^2 \alpha k_1 + k_1 k_2 \mu h \mu v \alpha \Pi h (\mu_h \beta_v - 2 \delta \mu_v) \]
\[ Q_3 = \mu_v \beta v \Pi_h (\mu h \beta_v - \delta \mu_v) k_1 + \delta (\mu h \beta_v - \delta \mu_v) - \mu_v \delta k_1} - \beta_i \beta_v \Pi_h \mu_h^2 \alpha \Pi h + k_1 k_2 \mu h \mu v \delta (\mu_v \delta - \mu_h \beta_v) + \alpha \Pi_h^2 \mu_v} \]
\[ Q_4 = \mu_v \beta v \Pi_h^2 (2 \delta \mu_v - \mu_h \beta_v) + \mu v k_1} + \beta_i \beta_v \Pi_h \mu_h^2 \alpha k_1 + k_1 k_2 \mu h \Pi h (\mu h \beta_v - 2 \delta \mu_v) \]
\[ Q_5 = \mu h \mu v^2 \alpha k_1 \Pi_h^2 (1 - R_0) \]

Here

\[ k_1 = \gamma + \mu h + \delta \]

Since all parameters are positive and if \( R_0 < 1 \), then \( Q_5 > 0 \). Hence, depending on the signs of \( Q_1, Q_2, Q_3 \) and \( Q_4 \), the polynomial (4.1) can have at most four positive real roots. We use Descartes rule of signs to enlist the possible number of positive real roots of the equation \( f(I_0) = 0 \); Table 2 and Table 3.

Table 2: Various possibilities for positive real roots of \( f(I_0) = 0 \) for \( R_0 > 1 \)

| Case | \( Q_1 \) | \( Q_2 \) | \( Q_3 \) | \( Q_4 \) | \( Q_5 \) | # sign changes | # possible positive roots |
|------|---------|---------|---------|---------|---------|----------------|--------------------------|
| 1    | +       | +       | +       | +       | -       | 1              | 1                        |
| 2    | +       | +       | +       | +       | -       | 1              | 1                        |
| 3    | +       | +       | -       | +       | -       | 3              | 1,3                      |
| 4    | +       | -       | +       | +       | -       | 3              | 1,3                      |
| 5    | -       | -       | +       | +       | -       | 2              | 0.2                      |
| 6    | +       | -       | -       | +       | -       | 1              | 1                        |
| 7    | +       | -       | -       | -       | +       | 3              | 1,3                      |
| 8    | +       | -       | +       | -       | +       | 3              | 1,3                      |
| 9    | -       | -       | +       | -       | -       | 2              | 0.2                      |
| 10   | +       | -       | -       | -       | -       | 1              | 1                        |
| 11   | -       | +       | -       | -       | +       | 2              | 0.2                      |
| 12   | -       | -       | -       | +       | -       | 2              | 0.2                      |
| 13   | -       | -       | -       | +       | -       | 2              | 0.2                      |
| 14   | -       | -       | -       | -       | -       | 0              | 0                        |
| 15   | -       | +       | -       | +       | -       | 4              | 0.2,4                    |
| 16   | -       | +       | +       | -       | -       | 2              | 0.2                      |

**Theorem 4.1.** The system (2.1) has unique endemic equilibrium \( Y^* \) if \( R_0 > 1 \) and cases 1, 2, 6 and 10 in Table 2 are satisfied, and has unique endemic equilibrium \( Y^* \) if \( R_0 < 1 \) and cases 3, 4, 5 and 14 in Table 3 are satisfied. The system (2.1) could have more than one endemic equilibrium if \( R_0 > 1 \) and cases 3, 5, 7, 9, 11, 13, 15 and 16 in Table 2 are satisfied, and could have more than one endemic equilibrium if \( R_0 < 1 \) and cases 2, 6, 13, 15 and 16 in Table 3 are satisfied.

4.1. **Local stability of endemic equilibrium**

The Jacobian matrix of the system (2.1) evaluated at endemic equilibrium \( Y^* \) can be written as

\[
J(Y^*) = \begin{bmatrix}
J_{11} & J_{12} & 0 & 0 & J_{15} \\
J_{21} & J_{22} & 0 & 0 & J_{25} \\
0 & J_{52} & J_{53} & 0 & 0 \\
0 & J_{42} & J_{44} & 0 & J_{54} \\
0 & J_{52} & 0 & J_{54} & J_{55}
\end{bmatrix}
\]
Table 3: Various possibilities for positive real roots of $f(I^*_n) = 0$ for $R_0 < 1$

| Case | $Q_1$ | $Q_2$ | $Q_3$ | $Q_4$ | $Q_5$ | # sign changes | # possible positive real roots |
|------|-------|-------|-------|-------|-------|----------------|-------------------------------|
| 1    | +     | +     | +     | +     | 0     | 0              | 0                             |
| 2    | +     | +     | +     | -     | +     | 2              | 0,2                           |
| 3    | -     | -     | -     | +     | +     | 1              | 1                             |
| 4    | -     | -     | -     | -     | +     | 1              | 1                             |
| 5    | -     | +     | +     | +     | +     | 1              | 1                             |
| 6    | +     | -     | -     | -     | +     | 2              | 0,2                           |
| 7    | +     | +     | -     | -     | +     | 3              | 1,3                           |
| 8    | -     | -     | -     | +     | +     | 3              | 1,3                           |
| 9    | -     | +     | -     | +     | +     | 3              | 1,3                           |
| 10   | +     | +     | -     | -     | +     | 2              | 0,2                           |
| 11   | +     | -     | -     | +     | +     | 2              | 0,2                           |
| 12   | +     | +     | -     | +     | +     | 3              | 0,2                           |
| 13   | -     | +     | -     | +     | +     | 3              | 1,3                           |
| 14   | -     | +     | +     | +     | +     | 1              | 1                             |
| 15   | -     | -     | +     | +     | +     | 3              | 1,3                           |
| 16   | +     | -     | -     | +     | +     | 2              | 0,2                           |

where

\[
J_{11} = -\frac{\beta_4 I_n}{1+\alpha I_n} - \frac{\beta_1 I_n}{N_h} + \frac{\beta_3 S_n I_n}{N_h^2} - \mu_h, \quad J_{12} = -\frac{\beta_4 S_n}{1+\alpha I_n} + \frac{2\alpha \beta_3 S_n I_n^2}{(1+\alpha I_n)^2}, \quad J_{15} = -\frac{\beta_3 S_n}{N_h}, \quad J_{21} = -\frac{\beta_1 S_n}{1+\alpha I_n} + \frac{\beta_3 S_n I_n}{N_h^2},
\]

Clearly, $-\mu_h$ is one root of $J(Y^*)$, which is negative. The remaining roots can be determined from the following characteristic equation which is given by

\[
Ch(\lambda) = \lambda^4 + M_1 \lambda^3 + M_2 \lambda^2 + M_3 \lambda + M_4 \tag{4.2}
\]

where

\[
M_1 = -(J_{11} + J_{22} + J_{44} + J_{55}), \\
M_2 = J_{11}(J_{22} + J_{44} + J_{55}) + J_{44} J_{55} J_{22} (J_{22} + J_{44}) + J_{22} J_{44} J_{55} - J_{25} J_{52} - J_{12} J_{21}, \\
M_3 = -J_{11}[J_{22} J_{44} + J_{55}(J_{22} + J_{44}) + J_{22} J_{44} J_{55}] - J_{25} J_{42} J_{54} + J_{25} J_{52} J_{44} + J_{11} J_{25} J_{52} - J_{15} J_{52} + J_{12} J_{21}(J_{44} + J_{55}), \\
M_4 = J_{11}(J_{25} J_{42} J_{54} - J_{25} J_{52} J_{44} - J_{12} J_{21} J_{44} J_{55} - J_{15} J_{42} J_{54} + J_{15} J_{52} J_{44})
\]

Using the Routh-Hurwitz criterion, the roots of equation (4.2) are either negative or have negative real parts if and only if following conditions are satisfied

\[
M_1 > 0, M_2 > 0, M_3 > 0, M_4 > 0, M_1 M_2 > M_3, M_3 (M_1 M_2 - M_3) > M_1^2 M_4, \tag{4.3}
\]

Thus, the endemic equilibrium $Y^*$ is locally asymptotically stable if and only if conditions in (4.3) are satisfied.

4.2. Global stability of endemic equilibrium

In Theorem 4.1, there exist conditions for which the system (2.1) possesses unique endemic equilibrium. We will use the geometric approach proposed by Li and Muldowney to study the global stability.
of the endemic equilibrium \((17; 18; 19)\). For this it is necessary to reduce the dimension of the system \((2.1)\) by at least one as this method is applicable to systems whose order is at most four. Since \(N_h \to \frac{\Pi_h}{\mu_h}\) as \(t \to \infty\) \((20)\), the system \((2.1)\) reduces to the limit system

\[
\begin{align*}
\frac{dI_h}{dt} &= \frac{\beta_h I_h}{1 + \alpha I_h^2} (\frac{\Pi_h}{\mu_h} - I_h - R_h) - \gamma I_h - \mu_h I_h - \delta I_h, \\
\frac{dR_h}{dt} &= \gamma I_h - \mu_h R_h, \\
\frac{dS_v}{dt} &= \frac{P_v}{\Pi_h} - \frac{\beta_v I_h S_v \mu_h}{\Pi_h} - \mu_v S_v, \\
\frac{dI_v}{dt} &= \frac{\beta_v I_h S_v \mu_h}{\Pi_h} - \mu_v I_v.
\end{align*}
\]

Clearly, the solutions of the limit system \((4.4)\) with non-negative initial conditions remain non-negative. Therefore, we can study the model in the following region

\[
\Theta = \{(I_h, R_h, S_v, I_v) \in \mathbb{R}_+^4 \mid 0 \leq I_h + R_h \leq \frac{\Pi_h}{\mu_h}, 0 \leq N_v \leq \frac{\Pi_h}{\mu_v}\}
\]

However, before going to the main result, let us discuss some preliminary results and definitions. Consider the autonomous dynamical system:

\[
\dot{x} = f(x)
\]

where \(f : D \to \mathbb{R}^n, D \subset \mathbb{R}^n\) open set and simply connected and \(f \in C^1(D)\). Let \(x^*\) be the solution of \((4.5)\) such that \(x(0, x_0) = x_0, i.e., f(x^*) = 0\). We recall that \(x^*\) is said to be globally stable in \(D\) if it is locally stable and all trajectories in \(D\) converges to \(x^*\).

**Definition:** The set \(K\) is absorbing subset in \(D\) for the system \((4.5)\), if for every compact \(K_1 \subset D, x(t, K_1) \subset K\) for sufficiently large \(t\), where

\[
x(t, K_1) = \{x(t, x_0) : x_0 \in K_1\}
\]

Let \(Q(x)\) be a matrix of size \(\binom{n}{2} \times \binom{n}{2}\) and \(Q \in C^1(D)\). Suppose that \(Q^{-1}\) exists and it is continuous in \(K\). Where \(K\) is a compact absorbing set in \(D\).

We define

\[
A = Q_f Q^{-1} + QBQ^{-1}
\]

where \(Q_f\) is obtained replacing every entry \(q_{ij}\) of \(Q\) by its directional derivatives with respect the vectorial field \(f\).

The Lozinskii measure \(\mu(A)\) with respect to the norm \(\|\cdot\|\) in \(R^N, N = \binom{n}{2}\), is defined as \((18)\),

\[
\mu(A) = \lim_{h \to 0^+} \frac{\|I + hA\| - 1}{h}
\]

We will apply the following \((18)\)

**Theorem 4.2.** If \(K\) is a compact absorbing subset in the interior of \(D\), and there exist \(\nu > 0\) such that the Lozinskii measure \(\mu(A) \leq -\nu\) for all \(x \in K\), Then every omega limit point of system \((4.4)\) in the interior of \(D\) is an equilibrium in \(K\).
The system (2.1) admits exactly one endemic equilibrium \(Y^*\) when \(R_0 > 1\) for the cases 1, 2, 6, 10 in Table 2. Further, we know that the DFE \(Y_0\) is unstable when \(R_0 > 1\). The instability of \(P_0\), together with \(P_0 \in \partial \Theta\), which implies the uniform persistence of the state variable (21). Thus there exists a constant \(c > 0\) such that any solution \((I_h(t), R_h(t), S_v(t), I_v(t))\) with \((I_h(0), R_h(0), S_v(0), I_v(0))\) in the orbit of system (4.4) satisfies
\[
\min \{ \liminf_{t \to \infty} I_h(t), \liminf_{t \to \infty} R_h(t), \liminf_{t \to \infty} S_v(t), \liminf_{t \to \infty} I_v(t) \} \geq c.
\]

The uniform persistence of the system (4.4), incorporating the boundedness of \(\Theta\), suggests that the compact absorbing set in the interior of \(\Theta\); see (22). Hence the above Theorem 4.2 may be applied with \(D = \Theta\).

**Theorem 4.3.** Let \(R_0 > 1\), the conditions 1,2,6,10 in Table 2 are satisfied and
\[
\frac{2 \alpha d I^2}{(1 + \alpha I^2)} (\frac{\Pi_h}{\mu_h} - I_h - R_h) + (\frac{\beta h}{1 + \alpha I^2} + \frac{\beta I_h}{\Pi_h}) + \mu_h + \frac{\beta h}{\Pi_h} \mu_h + \mu_v > \frac{\beta v S_v}{\Pi_v} + \max \{ \theta_1, \theta_2 \}
\]
where,
\[
\theta_1 = -(\frac{\beta h}{\Pi h} I_h + \frac{\beta d}{1 + \alpha I^2}) (\frac{\Pi_h}{\mu_h} - I_h - R_h) + \gamma + \delta,
\]
\[
\theta_2 = \frac{\beta v I h}{\Pi h} \frac{I_h}{I_v} + \frac{\beta v S_v}{\Pi_v} \frac{I_v}{I_v} + \frac{\beta d}{1 + \alpha I^2} (\frac{\Pi h}{\mu h} - I_h - R_h) - \delta - \gamma - \mu_v.
\]
Then, the unique endemic equilibrium \(Y^*\) of the system (2.1) is globally asymptotically stable in region \(\Theta\).

**Proof.** We show the global stability of \(Y^*\) using the Muldowney’s Theorem 4.2. We have to prove the following to apply the theorem:

1. There exists a compact absorbing set \(K\) in the interior of \(\Theta\).
2. There is a number \(\nu > 0\) such that the Lozinskii measure satisfies \(\mu(A) < -\nu\).

The uniform persistence together with the boundedness of \(\Theta\) is equivalent to the existence of an absorbing compact set in the interior of \(\Theta(22)\). Now we have to prove that the Lozinskii measure satisfies \(\mu(A) < -\nu\) for \(\nu > 0\).

The jacobian matrix \(J\) of the system
\[
J = \begin{bmatrix}
J_{11} & J_{12} & J_{13} & J_{14} \\
J_{21} & J_{22} & J_{23} & J_{24} \\
J_{31} & J_{32} & J_{33} & J_{34} \\
J_{41} & J_{42} & J_{43} & J_{44}
\end{bmatrix}
\]

The definition of the second additive compound matrix is given by
\[
J^{[2]} = \begin{bmatrix}
J_{11} + J_{22} & J_{23} & J_{24} & -J_{13} & -J_{14} & 0 \\
J_{32} & J_{11} + J_{33} & J_{34} & J_{12} & 0 & -J_{14} \\
J_{42} & J_{43} & J_{11} + J_{44} & 0 & J_{12} & J_{13} \\
-J_{31} & J_{21} & 0 & J_{22} + J_{33} & J_{34} & -J_{24} \\
-J_{41} & 0 & J_{21} & J_{43} & J_{22} + J_{44} & J_{23} \\
0 & -J_{41} & J_{31} & -J_{42} & J_{32} & J_{33} + J_{44}
\end{bmatrix}
\]

Therefore, the second additive compound matrix of \(J\) of our system is given by
where

\[
B_{11} = J_{11} + J_{22} = -\left( \frac{3\beta J_0}{1+\alpha I_f^2} + \frac{3\beta J_0}{\mu_h} \right) + \left( \frac{2\alpha \beta J_0}{1+\alpha I_f^2} + \frac{2\alpha \beta J_0}{\mu_h} \right) \left( \frac{\Pi_0}{\mu_h} - I_h - R_h \right) - (\gamma + \mu_h + \delta) - \mu_v ,
\]

\[
B_{15} = -J_{14} = -\frac{3\mu_h}{\Pi_h} \left( \frac{\Pi_0}{\mu_h} - I_h - R_h \right) ,
\]

\[
B_{22} = J_{11} + J_{33} = -\left( \frac{3\beta J_0}{1+\alpha I_f^2} + \frac{3\beta J_0}{\mu_h} \right) + \left( \frac{2\alpha \beta J_0}{1+\alpha I_f^2} + \frac{2\alpha \beta J_0}{\mu_h} \right) \left( \frac{\Pi_0}{\mu_h} - I_h - R_h \right) - (\gamma + \mu_h + \delta) - \frac{2\beta J_0}{\mu_h} - \mu_v ,
\]

\[
B_{24} = J_{12} = \frac{\beta J_0}{\Pi_h} \left( \frac{\Pi_0}{\mu_h} - I_h - R_h \right) ,
\]

\[
B_{26} = -\frac{3\mu_h}{\Pi_h} \left( \frac{\Pi_0}{\mu_h} - I_h - R_h \right) ,
\]

\[
B_{32} = J_{43} = \frac{\beta J_0}{\Pi_h} ,
\]

\[
B_{33} = J_{11} + J_{44} = -\left( \frac{3\beta J_0}{1+\alpha I_f^2} + \frac{3\beta J_0}{\mu_h} \right) + \left( \frac{2\alpha \beta J_0}{1+\alpha I_f^2} + \frac{2\alpha \beta J_0}{\mu_h} \right) \left( \frac{\Pi_0}{\mu_h} - I_h - R_h \right) - (\gamma + \mu_h + \delta) - \mu_v ,
\]

\[
B_{35} = J_{12} = -\left( \frac{3\beta J_0}{1+\alpha I_f^2} + \frac{3\beta J_0}{\mu_h} \right) ,
\]

\[
B_{41} = J_{31} = \frac{\beta J_0}{\Pi_h} ,
\]

\[
B_{44} = J_{22} + J_{33} = -\mu_v - \frac{\beta J_0}{\Pi_h} - \mu_v ,
\]

\[
B_{51} = -J_{41} = -\frac{\beta J_0}{\Pi_h} ,
\]

\[
B_{53} = J_{21} = \gamma ,
\]

\[
B_{54} = J_{43} = \frac{\beta J_0}{\Pi_h} ,
\]

\[
B_{55} = J_{22} + J_{44} = -\mu_h - \mu_v ,
\]

\[
B_{62} = -J_{41} = -\frac{\beta J_0}{\Pi_h} ,
\]

\[
B_{66} = J_{33} + J_{44} = -\frac{\beta J_0}{\Pi_h} - 2\mu_v .
\]

Let \( Q(t) \) be the following matrix of \( 6 \times 6 \) which is invertible and \( C^1 \)

\[
Q = \begin{bmatrix}
\frac{1}{T_h} & 0 & 0 & 0 & 0 & 0 \\
0 & \frac{1}{T_h} & 0 & 0 & 0 & 0 \\
0 & 0 & \frac{1}{T_h} & 0 & 0 & 0 \\
0 & 0 & 0 & \frac{1}{T_v} & 0 & 0 \\
0 & 0 & 0 & 0 & \frac{1}{T_v} & 0 \\
0 & 0 & 0 & 0 & 0 & \frac{1}{T_v}
\end{bmatrix}
\]

We have

\[
Q_f Q^{-1} = -\text{diag}\left( \frac{\dot{I}_h}{T_h}, \frac{\dot{I}_h}{T_h}, \frac{\dot{I}_v}{T_v}, \frac{\dot{I}_v}{T_v}, \frac{\dot{I}_v}{T_v} \right)
\]

where \( Q_f \) is obtained by replacing each entry \( Q_{ij} \) of \( Q \) with the derivative of \( Q_{ij} \) in the direction of the vector field given by the system (2.1).

\[
QBQ^{-1} = \begin{bmatrix}
B_{11} & 0 & 0 & 0 & B_{15} & \frac{L_\lambda}{T_h} \\
0 & B_{22} & B_{24} & 0 & 0 & B_{26} \frac{L_\lambda}{T_h} \\
B_{41} & B_{42} & B_{44} & 0 & 0 & 0 \\
0 & B_{32} & B_{34} & B_{33} & B_{35} & 0 \\
B_{51} & \frac{L_\lambda}{T_v} & 0 & B_{54} & \frac{L_\lambda}{T_v} & B_{55} \\
0 & B_{62} & \frac{L_\lambda}{T_v} & 0 & B_{63} & 0 \\
0 & 0 & 0 & 0 & 0 & B_{66}
\end{bmatrix}
\]
From the system, we have

\[ \frac{I_h}{I_h} = (\beta_d \frac{I_h}{1 + \alpha R_h}) (\frac{\Pi_h}{\mu_h} - I_h - R_h) - (\gamma + \mu_h + \delta) \]

\[ \frac{I_v}{I_v} = \beta_v I_h S_v \mu_h \]

Then we obtain the matrix \( A = Q_f Q^{-1} + QBQ^{-1} \)

\[
A = \begin{bmatrix}
A_{11} & 0 & 0 & 0 & A_{15} & 0 \\
0 & A_{22} & A_{23} & 0 & 0 & A_{26} \\
A_{31} & A_{32} & A_{33} & 0 & 0 & 0 \\
0 & A_{42} & 0 & A_{44} & A_{45} & 0 \\
A_{51} & A_{53} & A_{54} & A_{55} & 0 & 0 \\
0 & A_{62} & 0 & A_{64} & A_{66} & 0
\end{bmatrix}
\]

where,

\[ A_{11} = -\left( \frac{\beta_d I_h \mu_h}{\Pi_h} + \frac{2 \alpha \beta_d I_h^2}{(1 + \alpha R_h)} \right) (\frac{\Pi_h}{\mu_h} - I_h - R_h) - (\beta_d I_h + \frac{\beta_d I_h}{1 + \alpha R_h}) - \mu_h, \]

\[ A_{15} = -\frac{\beta_d I_h \frac{\Pi_h}{\mu_h} - I_h - R_h}, \]

\[ A_{22} = -\left( \frac{\beta_d I_h \mu_h}{\Pi_h} + \frac{2 \alpha \beta_d I_h^2}{(1 + \alpha R_h)} \right) (\frac{\Pi_h}{\mu_h} - I_h - R_h) - (\beta_d I_h + \frac{\beta_d I_h}{1 + \alpha R_h}) - \beta_v I_h \mu_h - \mu_v, \]

\[ A_{23} = -\left( \frac{\beta_d I_h \mu_h}{\Pi_h} + \frac{2 \alpha \beta_d I_h^2}{(1 + \alpha R_h)} \right), \]

\[ A_{26} = -\frac{\beta_d I_h \frac{\Pi_h}{\mu_h} - I_h - R_h}, \]

\[ A_{31} = \beta_v S \mu_h, \]

\[ A_{32} = \gamma, \]

\[ A_{33} = -\left( \frac{\beta_d I_h \mu_h}{\Pi_h} + \frac{2 \alpha \beta_d I_h^2}{(1 + \alpha R_h)} \right) (\frac{\Pi_h}{\mu_h} - I_h - R_h) - (\gamma + \mu_h + \delta) - \mu_h - \beta_v I_h \mu_h - \mu_v, \]

\[ A_{42} = \beta_v S \mu_h, \]

\[ A_{45} = -\left( \frac{\beta_d I_h \mu_h}{\Pi_h} + \frac{2 \alpha \beta_d I_h^2}{(1 + \alpha R_h)} \right), \]

\[ A_{44} = -\beta_v S \mu_h \frac{I_h}{I_v} - \left( \frac{\beta_d I_h \mu_h}{\Pi_h} + \frac{2 \alpha \beta_d I_h^2}{(1 + \alpha R_h)} \right) (\frac{\Pi_h}{\mu_h} - I_h - R_h) - (\gamma + \mu_h + \delta), \]

\[ A_{51} = -\beta_v S \mu_h, \]

\[ A_{52} = \gamma, \]

\[ A_{53} = \beta_v S \mu_h, \]

\[ A_{54} = \gamma, \]

\[ A_{55} = -\beta_v S \mu_h \frac{I_h}{I_v} - \mu_h, \]

\[ A_{62} = \beta_v S \mu_h, \]

\[ A_{64} = \beta_v S \mu_h, \]

\[ A_{66} = -\beta_v S \mu_h \frac{I_h}{I_v} - \beta_v I_h \mu_h - \mu_v. \]

The second compound system of model (4.4) can be demonstrated by the following system

\[ \dot{z} = Az \] (4.10)

Let us define the norm on \( R^6 \)

\[ \|z\| = max\{U_1, U_2\}, \] (4.11)

as in (23; 24) where \( z = (z_1, z_2, z_3, z_4, z_5, z_6) \in R^6 \) and \( U_1(z_1, z_2, z_3) \) and \( U_2(z_4, z_5, z_6) \) are
\[ U_1 = \begin{cases} 
\max\{|z_1|, |z_2| + |z_3|\} & \text{if } sgn(z_1) = sgn(z_2) = sgn(z_3), \\
\max\{|z_2|, |z_1| + |z_3|\} & \text{if } sgn(z_1) = sgn(z_2) = -sgn(z_3), \\
\max\{|z_2|, |z_1|, |z_3|\} & \text{if } sgn(z_1) = -sgn(z_2) = sgn(z_3), \\
\max\{|z_1| + |z_3|, |z_2| + |z_3|\} & \text{if } -sgn(z_1) = sgn(z_2) = sgn(z_3), 
\end{cases} \]

\[ U_2 = \begin{cases} 
|z_4| + |z_5| + |z_6| & \text{if } sgn(z_4) = sgn(z_5) = sgn(z_6), \\
\max\{|z_4| + |z_5|, |z_4| + |z_6|\} & \text{if } sgn(z_4) = sgn(z_5) = -sgn(z_6), \\
\max\{|z_5|, |z_4| + |z_6|\} & \text{if } sgn(z_4) = -sgn(z_5) = sgn(z_6), \\
\max\{|z_4| + |z_5|, |z_5| + |z_6|\} & \text{if } -sgn(z_4) = sgn(z_5) = sgn(z_6), 
\end{cases} \]

where the function \( sgn(x) \) is given by

\[
sgn(x) = \begin{cases} 
-1 & \text{if } x < 0, \\
0 & \text{if } x = 0, \\
1 & \text{if } x > 0. 
\end{cases}
\]

By definition of the norm, the following inequalities are obtained

\[
|z_1|, |z_2|, |z_3|, |z_2 + z_3| < U_1, \\
|z_1|, |z_1 + z_j|, |z_4 + z_5 + z_6| < U_2; i = 4, 5, 6; i \neq j.
\]

Following (25; 19), the Lozinskii measure for all solutions of \( \dot{z} = Az \) can be evaluated as

\[
\mu(A) = \inf \{c : D_+\|z\| \leq c\|z\|\}
\]

where \( D_+ \) is the right hand derivative.

Now we have to evaluate \( D_+\|z\| \). To evaluate this quantity, sixteen different cases will arise according to the different octant and the definition of the norm (4.11) in each octant.

If \( U_1 > U_2 \), then nine cases will arise. In order to illustrate the evaluation procedures, we will provide detailed calculation of the first two cases.

**Case 1:** \( z_1, z_2, z_3 > 0 \) and \( |z_1| > |z_2| + |z_3| \) then

\[
\|z\| = |z_1| = z_1
\]

We have

\[
D_+\|z\| = \dot{z}_1 = -\left( \frac{\beta_1 I_v}{\Pi_h I_h} + \frac{2\alpha_1 I_v^2}{(1 + \alpha I_h^2)^2} \right) \left( \frac{\Pi_h}{\mu_h} - I_h - R_h \right) z_1 - \left( \frac{\beta_1 I_v}{\mu_h} - I_h - R_h \right) z_1 - \frac{\beta_1 I_v}{\mu_h} - I_h - R_h \right) z_1 - \frac{\beta_1 I_v}{\mu_h} - I_h - R_h \right) z_1
\]

\[
\leq -\left( \frac{\beta_1 I_v}{\Pi_h I_h} + \frac{2\alpha_1 I_v^2}{(1 + \alpha I_h^2)^2} \right) \left( \frac{\Pi_h}{\mu_h} - I_h - R_h \right) |z_1| - \left( \frac{\beta_1 I_v}{\mu_h} - I_h - R_h \right) |z_1| - \frac{\beta_1 I_v}{\mu_h} - I_h - R_h \right) |z_1| - \frac{\beta_1 I_v}{\mu_h} - I_h - R_h \right) |z_1|
\]

\[
\leq \left( -\frac{\beta_1 I_v}{\Pi_h I_h} + \frac{2\alpha_1 I_v^2}{(1 + \alpha I_h^2)^2} \right) \left( \frac{\Pi_h}{\mu_h} - I_h - R_h \right) - \left( \frac{\beta_1 I_v}{\mu_h} + \frac{\beta_1 I_v}{\Pi_h} \right) |z_1| - \frac{\beta_1 I_v}{\mu_h} - I_h - R_h \right) |z_1| - \frac{\beta_1 I_v}{\mu_h} - I_h - R_h \right) |z_1|
\]

using that \( |z_6| < U_2 < |z_1| \).
Cases 2: $z_1, z_2, z_3 > 0$ and $|z_1| < |z_2| + |z_3|$ then

$$\|z\| = |z_2| + |z_3| = z_2 + z_3$$

We have

$$D_+ \|z\| = z_2 + z_3 = -\left(\frac{\beta_i \mu_h I_v}{\Pi_h I_h} + \frac{2\alpha\beta_d I_h^2}{\mu_h} + \frac{\beta_d I_h}{1 + \alpha I_h^2}\right)\left(\frac{\Pi_h - I_h - R_h}{\mu_h}\right)z_2 - \frac{\beta_i I_h \mu_h}{\Pi_h} z_2 - \mu_v z_2 - \left(\frac{\beta_i \mu_h I_v}{\Pi_h I_h} + \frac{\beta_d I_h}{1 + \alpha I_h^2}\right)\left(\frac{\Pi_h - I_h - R_h}{\mu_h}\right)z_3 + \beta_o S_v \mu_h \frac{z_1 + |z_2|}{\Pi_h} - \beta_i I_h \mu_h \frac{z_3 - \mu_v z_3}{\Pi_h} - \left(\frac{\beta_i \mu_h I_v}{\Pi_h I_h} + \frac{2\alpha\beta_d I_h^2}{\mu_h} + \frac{\beta_d I_h}{1 + \alpha I_h^2}\right)\left(\frac{\Pi_h - I_h - R_h}{\mu_h}\right)z_3 + (\gamma + \mu_h + \delta)|z_3| - \mu_h z_3

\leq -\left(\frac{\beta_i \mu_h I_v}{\Pi_h I_h} + \frac{2\alpha\beta_d I_h^2}{\mu_h} + \frac{\beta_d I_h}{1 + \alpha I_h^2}\right)\left(\frac{\Pi_h - I_h - R_h}{\mu_h}\right)(|z_2| + |z_3|)

\leq -\left(\frac{\beta_i \mu_h I_v}{\Pi_h I_h} + \frac{2\alpha\beta_d I_h^2}{\mu_h} + \frac{\beta_d I_h}{1 + \alpha I_h^2}\right)\left(\frac{\Pi_h - I_h - R_h}{\mu_h}\right) = \left(\frac{\beta_i \mu_h I_v}{\Pi_h I_h} + \frac{2\alpha\beta_d I_h^2}{\mu_h} + \frac{\beta_d I_h}{1 + \alpha I_h^2}\right)\left(\frac{\Pi_h - I_h - R_h}{\mu_h}\right) + (\gamma + \mu_h + \delta)|z_3| - \mu_h z_3

using that $|z_6| < U_2 < |z_2| + |z_3|$ and $|z_1| < |z_2| + |z_3|$.

Cases 3: $z_1 < 0, z_2, z_3 > 0$ and $|z_1| > |z_2| + |z_3|$ then

$$\|z\| = |z_1| + |z_3| = -z_1 + z_3$$

We have

$$D_+ \|z\| \leq -\left(\frac{\beta_i \mu_h I_v}{\Pi_h I_h} + \frac{2\alpha\beta_d I_h^2}{\mu_h} + \frac{\beta_d I_h}{1 + \alpha I_h^2}\right)\left(\frac{\Pi_h - I_h - R_h}{\mu_h}\right) - \beta_i I_h \mu_h \frac{\mu_v + \gamma + \delta + \beta_o S_v \mu_h}{\Pi_h} \|z\|,$$

using that $|z_5| < U_2 < |z_1| + |z_3|$

Cases 4: $z_1 < 0, z_2, z_3 > 0$ and $|z_1| > |z_2| + |z_3|$ then

$$\|z\| = |z_2| + |z_3| = z_2 + z_3$$

We have

$$D_+ \|z\| \leq -\left(\frac{\beta_i \mu_h I_v}{\Pi_h I_h} + \frac{2\alpha\beta_d I_h^2}{\mu_h} + \frac{\beta_d I_h}{1 + \alpha I_h^2}\right)\left(\frac{\Pi_h - I_h - R_h}{\mu_h}\right) - \beta_i I_h \mu_h \frac{\mu_v + \gamma + \delta + \beta_o S_v \mu_h}{\Pi_h} \|z\|,$$

using that $|z_5| < U_2 < |z_1| + |z_3|$.
using that $|z_6| < U_2 < |z_2| + |z_3|

Cases 5: $z_1, z_2 > 0, z_3 < 0$ and $|z_2| > |z_1| + |z_3|$ then

$$\|z\| = |z_2| = z_2$$

We have

$$D_+ \|z\| \leq \left[\frac{-\beta_d I_h I_v}{\Pi_h I_h} + \frac{2\alpha \beta_d I_h^2}{(1 + \alpha I_h^2)^2}(\frac{\Pi_h}{\mu_h} - I_h - R_h) - \mu_v - \frac{\beta_c I_h \mu_h}{\Pi_h}\right] \|z\|,$$

using that $|z_6| < U_2 < |z_2|

Cases 6: $z_1, z_2 > 0, z_3 < 0$ and $|z_2| < |z_1| + |z_3|$ then

$$\|z\| = |z_1| + |z_3| = z_1 - z_3$$

We have

$$D_+ \|z\| \leq \left[\frac{-\beta_d I_h I_v}{\Pi_h I_h} + \frac{2\alpha \beta_d I_h^2}{(1 + \alpha I_h^2)^2}(\frac{\Pi_h}{\mu_h} - I_h - R_h) - \mu_v - \frac{\beta_c I_h \mu_h}{\Pi_h}\right] \|z\|,$$

using that $|z_5| < U_2 < |z_1| + |z_3|

Cases 7: $z_1, z_3 > 0, z_2 < 0$ and $|z_1| > \text{max}\{|z_2|, |z_3|\}$ then

$$\|z\| = |z_1| = z_1$$

We have

$$D_+ \|z\| \leq \left[\frac{-\beta_d I_h I_v}{\Pi_h I_h} + \frac{2\alpha \beta_d I_h^2}{(1 + \alpha I_h^2)^2}(\frac{\Pi_h}{\mu_h} - I_h - R_h) - \mu_v - \frac{\beta_c I_h \mu_h}{\Pi_h}\right] \|z\|,$$

using that $|z_5| < U_2 < |z_1|

Cases 8: $z_1, z_3 > 0, z_2 < 0$ and $|z_2| > \text{max}\{|z_1|, |z_3|\}$ then

$$\|z\| = |z_2| = -z_2$$

We have

$$D_+ \|z\| \leq \left[\frac{-2\alpha \beta_d I_h^2}{(1 + \alpha I_h^2)^2}(\frac{\Pi_h}{\mu_h} - I_h - R_h) - \frac{\beta_c I_h \mu_h}{\Pi_h}\right] \|z\|,$$

using that $|z_6| < U_2 < |z_2|

Cases 9: $z_1, z_3 > 0, z_2 < 0$ and $|z_3| > \text{max}\{|z_1|, |z_2|\}$ then

$$\|z\| = |z_3| = z_3$$

We have
\[ D_+\|z\| \leq \left( \frac{\beta_v s_v \mu_h}{\Pi_h} + \left( \frac{\beta_d \mu_h I_h}{\Pi_h I_v} + \frac{\beta_d}{1 + \alpha I_h^2} \right) (\Pi_h \mu_h - I_h - R_h) + \delta - \frac{\beta_v I_h \mu_h}{\Pi_h} - \mu_v \right) \|z\|, \]

When \( U_1 < U_2 \), we have seven cases. We will do first two in detail.

**Cases 10:** \( z_4, z_5, z_6 > 0 \) then

\[ \|z\| = |z_4| + |z_5| + |z_6| = z_4 + z_5 + z_6 \]

We have

\[ D_+\|z\| = z_4 + z_5 + z_6 = \frac{\beta_v I_h \mu_h I_h}{\Pi_h I_v} z_4 + \frac{\beta_v s_v \mu_h I_h}{\Pi_h I_v} z_4 + \left( \frac{\beta_d}{1 + \alpha I_h^2} \right) (\Pi_h \mu_h - I_h - R_h)z_4 \]

\[ - \left( \frac{\beta_d I_h}{1 + \alpha I_h^2} + \frac{\beta_v I_v \mu_h}{\Pi_h} \right) z_4 - (\gamma + \mu_h + \delta)z_4 - \left( \frac{\beta_d I_h}{1 + \alpha I_h^2} + \frac{\beta_v S_v \mu_h}{\Pi_h} \right) z_5 - \frac{\beta_v S_v \mu_h}{\Pi_h} z_6 \]

\[ = \frac{\beta_v S_v \mu_h}{\Pi_h} - \frac{\beta_v I_h \mu_h I_h}{\Pi_h I_v} z_4 \]

\[ \leq \frac{\beta_v I_h \mu_h I_h}{\Pi_h I_v} (|z_4| + |z_5|) + \frac{\beta_v S_v \mu_h}{\Pi_h} (|z_4| + |z_5| + |z_6|) \]

\[ + \left( \frac{\beta_d}{1 + \alpha I_h^2} \right) (\Pi_h \mu_h - I_h - R_h) |z_4| - \left( \frac{\beta_d I_h}{1 + \alpha I_h^2} + \frac{\beta_v I_v \mu_h}{\Pi_h} \right) (|z_4| + |z_5|) \]

\[ - \frac{\beta_v S_v \mu_h}{\Pi_h} (|z_4| + |z_5|) - \frac{\beta_v S_v \mu_h}{\Pi_h} |z_4| - \frac{\beta_v I_h \mu_h}{\Pi_h} |z_6| \]

\[ - \mu_v \|z_6\| - \delta |z_4| \]

\[ \leq \left( \frac{\beta_v I_h \mu_h I_h}{\Pi_h I_v} - \frac{\beta_v S_v \mu_h}{\Pi_h I_v} \right) + \left( \frac{\beta_d}{1 + \alpha I_h^2} \right) (\Pi_h \mu_h - I_h - R_h) - \left( \frac{\beta_d I_h}{1 + \alpha I_h^2} + \frac{\beta_v I_v \mu_h}{\Pi_h} \right) \]

\[ + \frac{\beta_v S_v \mu_h}{\Pi_h} - \mu_h - \delta - \frac{\beta_v I_h \mu_h}{\Pi_h} - \mu_v \|z\|, \]

Using that \( |z_1| < U_1 < |z_4| + |z_5| + |z_6|, |z_2| + |z_3| < U_1 < |z_4| + |z_5| + |z_6| \) and \( |z_2| < U_1 < |z_4| + |z_5| + |z_6| \).

**Cases 11:** \( z_4, z_5 > 0, z_6 < 0 \) and \( |z_5| < |z_6| \) then

\[ \|z\| = |z_4| + |z_6| = z_4 - z_6 \]

We have
\[
D_+\|z\| = \frac{\beta_v I_h \mu_h}{\Pi_h} I_v z_2 - \frac{\beta_v S_v \mu_h}{I_v} I_h z_4 + \left(\frac{\beta_d}{1 + \alpha T_h^2} - \frac{2\alpha \beta_d I_h^2}{(1 + \alpha I_h^2)^2}\right)\left(\frac{\Pi_h}{\mu_h} - I_h - R_h\right)z_4 - \left(\frac{\beta_d I_h}{1 + \alpha I_h^2}\right)z_4 \\
- (\gamma + \mu_h + \delta)z_4 - \left(\frac{\beta_d I_h}{1 + \alpha I_h^2}\right)z_5 + \frac{\beta_v S_v \mu_h}{\Pi_h} I_v z_2 + \frac{\beta_v S_v \mu_h}{\Pi_h} z_4 + \frac{\beta_v S_v \mu_h}{I_v} z_6 + \frac{\beta_v I_h \mu_h}{\Pi_h} z_6 + \mu_v z_6 \\
\leq \frac{\beta_v I_h \mu_h}{\Pi_h} I_v\|z_2\| - \left(\frac{\beta_d I_h}{1 + \alpha I_h^2}\right)(|z_4| + |z_5|) + \left(\frac{\beta_d}{1 + \alpha I_h^2} - \frac{2\alpha \beta_d I_h^2}{(1 + \alpha I_h^2)^2}\right)\left(\frac{\Pi_h}{\mu_h} - I_h - R_h\right)z_4 \\
+ \frac{\beta_v S_v \mu_h}{\Pi_h} |z_4| - (\gamma + \mu_h + \delta)|z_4| - \frac{\beta_v S_v \mu_h}{\Pi_h} I_v z_6 - \frac{\beta_v I_h \mu_h}{\Pi_h} |z_6| - \mu_v |z_6| \\
\leq \frac{\beta_v I_h \mu_h}{\Pi_h} I_v - \frac{\beta_v S_v \mu_h}{\Pi_h} I_v + \left(\frac{\beta_d}{1 + \alpha I_h^2} - \frac{2\alpha \beta_d I_h^2}{(1 + \alpha I_h^2)^2}\right)\left(\frac{\Pi_h}{\mu_h} - I_h - R_h\right) - \left(\frac{\beta_d I_h}{1 + \alpha I_h^2}\right) + \beta_v \frac{I_h \mu_h}{\Pi_h} \\
+ \frac{\beta_v S_v \mu_h}{\Pi_h} - \gamma - \mu_h - \delta - \frac{\beta_v I_h \mu_h}{\Pi_h} \|z\|,
\]

Using that \(|z_2| < U_1 < |z_4| + |z_5|, |z_4|, |z_6| < |z_4| + |z_5|, |z_4| + z_5 < |z_4| + |z_5|\).

**Cases 12**: \(z_4, z_5 > 0, z_6 < 0\) and \(|z_5| > |z_6|\) then

\[\|z\| = |z_4| + |z_5| = z_4 + z_5\]

We have

\[D_+\|z\| \leq \left(\frac{\beta_v I_h \mu_h}{\Pi_h} I_v - \gamma - \mu_h\right)\|z\|,\]

\[|z_2 + z_3| < U_1 < |z_4| + |z_5|\) and \(|z_4| < U_1 < |z_4| + |z_5|\).

**Cases 13**: \(z_4, z_6 > 0, z_5 < 0\) and \(|z_5| > |z_4| + |z_6|\) then

\[\|z\| = |z_5| = -z_5\]

We have

\[D_+\|z\| \leq \left(\frac{\beta_v I_h \mu_h}{\Pi_h} I_v - \gamma - \mu_h\right)\|z\|,\]

\[|z_1| < U_1 < |z_5|\) and \(|z_3| < U_1 < |z_5|\).

**Cases 14**: \(z_4, z_6 > 0, z_5 < 0\) and \(|z_5| < |z_4| + |z_6|\) then

\[\|z\| = |z_4| + |z_6| = z_4 + z_6\]

We have

\[D_+\|z\| \leq \left(\frac{\beta_v I_h \mu_h}{\Pi_h} I_v - \gamma - \mu_h\right)\|z\|,\]

\[|z_2| < U_1 < |z_4| + |z_6|\]
Cases 15: $z_5, z_0 > 0, z_4 < 0$ and $|z_5| < |z_4|$ then

$$\|z\| = |z_4| + |z_6| = -z_4 + z_6$$

We have

$$D_+ \|z\| \leq \left| \frac{\beta_v I_h \mu_h I_h}{\Pi_h} + \frac{\beta_v S_v \mu_h I_h}{\Pi_h} I_v + \frac{\beta_v S_v \mu_h}{\Pi_h} \right| - \gamma - \mu_h - \beta_v I_h \mu_h - \mu_v \|z\|,$$

$$|z_2| < U_1 < |z_4| + |z_6|$$

Cases 16: $z_5, z_0 > 0, z_4 < 0$ and $|z_5| > |z_4|$ then

$$\|z\| = |z_5| + |z_6| = z_5 + z_6$$

We have

$$D_+ \|z\| \leq \left| \frac{\beta_v I_h \mu_h I_h}{\Pi_h} + \frac{\beta_v S_v \mu_h I_h}{\Pi_h} I_v + \frac{\beta_v S_v \mu_h}{\Pi_h} \right| - \gamma - \mu_h - \beta_v I_h \mu_h - \mu_v \|z\|,$$

$$|z_1| < U_1 < |z_5| + |z_6| \text{ and } |z_2| < U_1 < |z_5| + |z_6| .$$

From all cases, we obtain the following estimate

$$D_+ \|z\| \leq \left| \frac{2\alpha \beta d I_h^2}{(1 + \alpha I_h^2)^2} \frac{\Pi_h}{\Pi_h} - I_h - R_h \right| - \frac{\beta d}{(1 + \alpha I_h^2)} I_h \mu_h + \beta d I_h \mu_h - \beta_v S_v \mu_h - \mu_v + \max \{\theta_1, \theta_2\} \|z\|, \quad (4.12)$$

where,

$$\theta_1 = - \frac{\beta d}{(1 + \alpha I_h^2)} I_h \mu_h + \beta d \frac{\Pi_h}{\mu_h} - I_h - R_h + \gamma + \delta,$$

$$\theta_2 = \frac{\beta_v S_v \mu_h I_h}{\Pi_h} I_v + \frac{\beta_v S_v \mu_h I_h}{\Pi_h} I_v + \frac{\beta_v S_v \mu_h}{\Pi_h} - I_h - R_h - \delta - \gamma - \mu_v.$$
Therefore the Lozinskii measure satisfies

\[ D_+ \| z \| \leq -\nu \| z \|. \]

377  Therefore the Lozinskii measure satisfies

\[ \mu(A) \leq -\nu \]

378  for all \( x = (I_h, R_h, S_v, I_v) \in K \). This completes the proof.

5. Bifurcation analysis

5.1. Backward bifurcation

There have been major implications of backward bifurcation in epidemiology. It has been well accepted that \( R_0 < 1 \) is an essential requirement for eliminating the disease. But this opinion is recently challenged by some recent literature (26; 27; 28). The occurrence of backward bifurcation phenomenon indicates that the disease may persist even if this condition is satisfied. Alternatively, this phenomenon shows that if \( R_0 < 1 \), although the DFE is stable, another stable endemic equilibrium may coexist simultaneously. When the multiple stable equilibrium coexist then the population will reach the final equilibrium depending on the initial conditions. Backward bifurcation phenomenon for the system (2.1) is shown in Fig. 1. Here, a stable DFE and a stable endemic equilibrium point coexist when \( 0 < R_c < R_0 < 1 \), where \( R_c \) is the critical value, which is shown in Fig. 1 and \( R_c = 0.274 \) for the given parameters values. In Fig. 1, the green line represents the unstable equilibrium, while the blue line represents the stable equilibrium. The disease free equilibrium is stable when \( R_0 < R_c \). This phenomenon is very interesting when \( R_0 \) changes slowly. For instance, when the infected host population is very close to extinction \( I_h^* = 0 \) i.e for DFE, then \( R_0 \) increases slowly. But when \( R_0 \) crosses the threshold quantity \( R_0 = 1 \), the number of infected host population will jump to large endemic equilibrium. Again when the infected population is very close to the endemic equilibrium, \( R_0 \) decreases slowly through the threshold point \( R_0 = 1 \), rather than switching to the diseases free equilibrium, the infective population remain close and converge to the stable endemic equilibrium. As soon as \( R_0 \) decreases below the threshold \( R_c \), the number of infected population immediately jumps towards zero to diseases free equilibrium, while the endemic equilibrium disappear.

Following Castillo-Chavez and Song (27), the phenomenon of backward bifurcation of the system (2.1) is established analytically. The Jacobian of the system (3.2) at diseases free equilibrium \( Y_0 \) is given as

\[
J(Y_0) = \begin{bmatrix}
-\mu_h & \frac{\beta_h \Pi_h}{\mu_h} & 0 & 0 & -\beta_i \\
0 & \frac{\beta_d \Pi_h}{\mu_h} - (\gamma + \mu_h + \delta) & 0 & 0 & \beta_i \\
0 & \gamma & -\mu_h & 0 & 0 \\
0 & \frac{\beta_v \pi_v \mu_v}{\mu_v \Pi_v} & 0 & -\mu_v & 0 \\
0 & \frac{\beta_v \pi_v \mu_v}{\mu_v \Pi_v} & 0 & 0 & -\mu_v \\
\end{bmatrix}
\]

(5.1)

Let \( \beta_i \) be the bifurcation parameter and using \( R_0 = 1 \), we have

\[
\beta_i = \beta_i^* = \frac{\mu_h \Pi_h \{ (\gamma + \mu_h + \delta) \mu_h - \beta_d \Pi_h \}}{\mu_h \beta_d \Pi_h \mu_h}.
\]

(5.2)

Here 0 is the simple eigen value and the Jacobian \( J(Y_0) \) at \( \beta_i = \beta_i^* \) has a right eigen vector corresponding to zero eigen value is given by \( w = (w_1, w_2, w_3, w_4, w_5) \) and has a left eigen vector corresponding to zero
The eigen vector is given by \( v = (v_1, v_2, v_3, v_4, v_5) \), where

\[
\begin{align*}
    w_1 &= -\beta \frac{\Pi}{\gamma} w_2 + \alpha \mu w_3 - \beta \frac{\Pi}{\gamma} w_2 - \mu w_5, \\
    w_2 &= \gamma \alpha w_1 - \beta \frac{\Pi}{\mu} w_2, \\
    w_3 &= -\frac{\beta}{\alpha + \mu} w_2, \\
    w_4 &= -\frac{\beta}{\alpha + \mu} w_3, \\
    w_5 &= w_5 > 0.
\end{align*}
\tag{5.3}
\]

and

\[
    v_1 = 0, v_2 = \frac{\alpha \mu \Pi}{\beta} w_3, v_3 = 0, v_4 = 0, v_5 = v_5 > 0.
\tag{5.4}
\]

The following second order partial derivatives of \( g_i \) at DFE \( Y_0 \) are calculated as follows:

\[
\begin{align*}
    \frac{\partial^2 g_1}{\partial x_2 \partial x_1} &= \frac{\partial^2 g_2}{\partial x_2 \partial x_3} = \beta_d, \\
    \frac{\partial^2 g_2}{\partial x_3 \partial x_2} &= -\frac{\beta}{\mu} \frac{\Pi}{\gamma}, \\
    \frac{\partial^2 g_3}{\partial x_2 \partial x_3} &= -\frac{\beta}{\alpha + \mu}, \\
    \frac{\partial^2 g_2}{\partial x_2 \partial x_4} &= -2 \frac{\Pi \rho^2 \beta}{\mu \Pi^2} \frac{\alpha}{\mu}, \\
    \frac{\partial^2 g_4}{\partial x_2 \partial x_5} &= -2 \frac{\Pi \rho^2 \beta}{\mu \Pi^2} \frac{\alpha}{\mu}.
\end{align*}
\tag{5.5}
\]

Now the coefficients \( a \) and \( b \) defined in the theorem of Castillo-chavez and Song are calculated as follows

\[
a = 2v_2w_1w_2\beta_d - 2v_2w_5(w_2 + w_3)\frac{\beta \mu \Pi}{\mu} - 2v_5w_2(w_1 + w_3)\frac{\Pi \rho^2 \beta}{\mu \Pi^2} - 2v_5w_2^2\frac{\Pi \rho^2 \beta}{\mu \Pi^2} + 2v_5w_2w_4\frac{\mu \rho \beta}{\mu} \tag{5.6}
\]

\[
b = v_2w_3\frac{\mu \rho \beta}{\mu} > 0
\tag{5.7}
\]

We see that the coefficient \( b \) is always positive, hence the system \( (2.1) \) undergoes backward bifurcation at \( R_0 = 1 \), if \( a > 0 \).

The backward bifurcation phenomenon would occur for those values of \( R_0 \) such that \( R_c < R_0 < 1 \). This is illustrated by numerical simulation with the following set of hypothetical parameter values:

\[
\Pi_0 = 6, \alpha = 0.66, \beta_d = 0.01, \beta_v = 0.00072, \beta_h = 0.5, \mu_h = 0.02, \Pi_v = 50, \delta = 7, \gamma = 0.0004.
\]

With the set of this parameters, \( R_c = 0.274 \) and \( R_0 = 0.5160 < 1 \) (so that \( R_c < R_0 < 1 \)). Corresponding bifurcation diagram is plotted in the Fig 1(a). A time series of \( I_h^* \) is also plotted in the Fig 1(b), showing the DFE (corresponding to \( I_h^* = 0 \)) and two endemic equilibria. Further, the Fig 1(a) shows that one of the endemic equilibrium \( (I_h^* = 0.7898) \) is locally asymptotically stable, and the other is unstable, and the DFE is also locally asymptotically stable. This phenomenon clearly shows that the co-existence of two locally asymptotically stable equilibrium when \( R_0 < 1 \). This confirm that the model \( (2.1) \) undergoes the backward bifurcation phenomenon.

Figure 1: Backward bifurcation diagram for infected host at \( R_0 = 1 \) where the parameter values are given by: \( \Pi_0 = 6, \alpha = 0.66, \beta_d = 0.01, \beta_v = 0.00072, \mu_h = 0.5, \mu_v = 0.02, \Pi_v = 50, \delta = 7, \gamma = 0.0004 \). Time series plot using different initial conditions of the model. Parameter values are same as backward bifurcation diagram except \( \beta_h = 0.5 \).
5.2. Hysteresis

For forward transcritical bifurcation usually a model has two locally stable branches, one is DFE when \( R_0 < 1 \), which is locally asymptotically stable and another is endemic equilibrium when \( R_0 > 1 \), which is stable. But there may be more than one stable endemic equilibrium for the model when \( R_0 > 1 \). It is possible that more than one endemic equilibrium coexist in epidemic models even when \( R_0 > 1 \). This leads to an unusual phenomenon of forward bifurcation with hysteresis effect, which is shown numerically for our model (2.1). We find that our model exhibits a hysteresis effect where multiple endemic equilibrium coexist for \( R_0 > 1 \) (see Fig. 2). The blue line represents two outer equilibrium, which is stable while the green line represent the interior equilibrium, which is unstable.

Figure 2: Hysteresis diagram of the model. Parameters are given by: \( \Pi_h = 6, \alpha = 0.66, \beta_d = 0.5, \beta_v = 0.00072, \mu_h = 0.5, \mu_v = 0.02, \Pi_v = 50, \delta = 7, \gamma = 0.0004 \). Time series plot using different initial conditions of the model. Parameters are same as hysteresis except \( \beta_i = 0.3 \).

Further investigation reveals that the endemic equilibrium may also be stable in a region where \( R_0 < 1 \) (see Fig. 3). This indicates that the disease may persist for \( R_0 < 1 \), even if the type of transcritical bifurcation at \( R_0 = 1 \) is forward.

Figure 3: Hysteresis diagram of the model. Parameter values are given by: \( \Pi_h = 6, \alpha = 0.66, \beta_v = 0.00072, \mu_h = 0.5, \mu_v = 0.02, \Pi_v = 50, \delta = 7, \gamma = 0.0004, \beta_1 = 0.3, \beta_d = 0.48 (for(a)), \beta_d = 0.47 (for(b)) \).

6. Numerical scenarios

6.1. Impact of temporary control on bistable dynamics

The model (2.1) undergoes forward bifurcation with hysteresis as shown in Fig. 2. This phenomenon is rarely observed in disease models and therefore this finding will definitely help getting more insight.
into the transmission patterns. From Fig. 2, it is observed that the system approaches two different levels of endemicity depending on the initial conditions. Thus, the lower and upper equilibria have disjoint basin of attractions. In this situation, temporary control measures may be implemented to keep the equilibrium level of infected population to low endemicity. For backward bifurcation case, we can employ temporary control interventions to push the solution into the basin of attraction of the DFE. Similarly, in case of hysteresis, these control measures will compel the solutions to the basin of attraction of the lower endemic equilibrium. Here, we control the indirect transmission rate ($\beta_i$) for a certain period of time, to force the solutions of the system to lower endemic value. We use the following to model this

$$\beta_i(t) = \begin{cases} \beta_i & \text{if } 0 \leq t \leq t_1 \text{ and } t \geq t_2; \\ \beta_i^T & \text{if } t_1 \leq t \leq t_2. \end{cases}$$

For backward bifurcation case, we observe that a solution of the system approaches the upper equilibrium whenever no control interventions are applied. Further, the solution experience a sudden jump to the upper equilibrium after initial decline for relatively short-term control measures. However, with the same initial conditions the equilibrium shifts down to the lower equilibrium, if the duration and/or strength of the control measure is large enough (see Fig. 4(a)). Similarly for the hysteresis case suitable strength of control measure can push the higher endemic level of infectives to lower equilibrium (see Fig. 4(b)). These results suggest that, suitable application of control will thus push the solution to the basin of attraction of lower equilibrium or DFE. Therefore, temporary control strategies will be beneficial in the bistable region of the solution space. Furthermore, delay in applying temporary control will have crucial effect on the behavior of the system. Early temporary control will drive the solution to the lower equilibrium whereas delayed temporary control with same strength and duration will keep the solution in the basin of attraction of the upper equilibrium.

![Figure 4: Impact of temporary control on bi-stable dynamics.](a) ![Figure 4: Impact of temporary control on bi-stable dynamics.](b)

### 6.2. Impact of varying the strength of psychological effect ($\alpha$)

We investigate the effect of the parameter $\alpha$ which describes the behavioral change of the susceptible hosts towards the infected hosts. It is observed that the basic reproduction number does not depend explicitly on $\alpha$. But, numerical simulations reveal that when the disease is endemic, the steady state value of the infected hosts decrease as $\alpha$ increases (as shown in Fig. 5).

Further, In Fig. 6, we show the variation in the concentration of infected host with respect to $\alpha$ (psychological parameters) and $\beta_d$ (direct transmission rate). It is apparent from this figure that with an increase in the values of $\beta_d$, the concentration of infected host increases. On the other hand, with an increase of the values of $\alpha$, the concentration of infected host decreases.
These results suggest that \( \alpha \) has a significant effect on decreasing the endemic equilibrium state of the infected host population.

6.3. Effect of heterogeneous indirect transmission

The vector-host interaction is assumed to be well-mixed in the proposed model 2.1, but this assumption is violated when we consider a sufficiently large spatial scales. It is evident that in a large area, a given vector may only have the opportunity to contact a small subset of hosts (29). To incorporate heterogeneity in our model, we adopt the method followed by Kong et. al (30). Thus, the transmission term from infectious vector to susceptible hosts is given by:

\[
k_1 \ln \left(1 + \frac{\beta_v I_v}{k_1 N_h} \right) S_h.
\]  

(6.1)

Similarly, the transmission term from infectious hosts to susceptible vectors is given by:

\[
k_2 \ln \left(1 + \frac{\beta_i I_h}{k_2 N_h} \right) S_v.
\]  

(6.2)

Here \( k_1 \) and \( k_2 \) are the levels of heterogeneity of vector-host and host-vector transmissions respectively. Since \( k_1 \) and \( k_2 \) both are the levels of heterogeneity, we assumed that \( k_1 = k_2 = k \) for simplicity. Therefore, replacing these heterogeneity terms into our model 2.1, we obtain the following system of ordinary differential equations:
Using numerical simulations, the impact of the heterogeneity parameter $k$ have been studied. We computed the time-series of infected hosts for different values of $k$: 0.01, 0.06, 0.11, 0.16. Keeping the initial conditions fixed, simulations are shown in Fig. 7. The corresponding homogeneous mixing model solution is also plotted to compare it with different levels of heterogeneity.
Table 4: Variation in the equilibrium susceptible host level and equilibrium infected host level due to changes in the parameters $k$, $\beta_i$, and $\beta_v$.

| $k$ | $\beta_i$ | $\beta_v$ | Equilibrium susceptible host level | Equilibrium infected host level |
|-----|-----------|-----------|-----------------------------------|-------------------------------|
| 0.01 | 0.9       | 0.0       | 8.8339                            | 1.5767                        |
|      | 0.0       | 0.82      | 8.8348                            | 1.5763                        |
|      | 0.9       | 0.82      | 8.1183                            | 1.9331                        |
| 0.05 | 0.9       | 0.0       | 8.8339                            | 1.5767                        |
|      | 0.0       | 0.82      | 8.8348                            | 1.5763                        |
|      | 0.9       | 0.82      | 6.4094                            | 2.7842                        |
| 0.1  | 0.9       | 0.0       | 8.8339                            | 1.5767                        |
|      | 0.0       | 0.82      | 8.8348                            | 1.5763                        |
|      | 0.9       | 0.82      | 5.1622                            | 3.4053                        |
| 100  | 0.9       | 0.0       | 8.8339                            | 1.5767                        |
|      | 0.0       | 0.82      | 8.8348                            | 1.5763                        |
|      | 0.9       | 0.82      | 0.1922                            | 5.8804                        |

From Fig. 7, it is observed that the peak infected host levels are decreased with increase in the heterogeneity levels. Epidemiologically, lower values of $k$ indicates that a relatively low proportion of susceptibles has the chance to contact vectors. For this the peak infected hosts decreases with lower values of $k$. Thus, high level of heterogeneity increases the extinction probability of the disease.

Further, we investigated the sensitivity of the parameters $k$, $\beta_i$ and $\beta_v$ with respect to the equilibrium susceptible and infected host levels, Table 4. It is observed that the equilibrium infected host level increases with increase in the parameter $k$. 

Figure 7: Time series of infected hosts for different values of $k$. 
7. Discussion

In this study, by combining stability and bifurcation analysis we have examined the dynamical properties of an epidemic model with two routes of transmission. The basic reproduction number is derived for the proposed model. It is shown that the local dynamics of the system is governed by the threshold quantity $R_0$. Local and global stability conditions of the endemic equilibrium are derived. Following a standard theorem of Castillo-Chavez and Song (27), we established the occurrence of backward bifurcation for the proposed model. Further, we verified the phenomena of backward bifurcation and forward bifurcation with hysteresis numerically. Furthermore, under some certain conditions it is found that the epidemic growth rate is more sensitive to direct transmission ($\beta_d$) than to indirect transmission. This result is then verified using normalized sensitivity index. Finally, we investigate the impact of temporary control on the bistable behaviour of the system. Numerical experiments reveal that it is indeed possible to switch the stability of equilibria. In case of backward bifurcation, temporary control can curb the disease endemic equilibrium to disease free state. On the other hand, the system can be brought to lower endemic levels by the employment of temporary control. We found that the strength of psychological effect will have significant contribution in lowering the endemic infection level of the host population. Further investigation reveals that increase in transmission heterogeneity will ensure fast eradication of the disease.

In summary, global stability of the unique endemic equilibrium indicate that the disease will persist under certain parametrization of the system. Additionally, the diseases with two transmission routes can exhibit bi-stable dynamics. These bi-stable feature of the diseases may impose significant difficulties on disease control strategies. Moreover, efficient application of temporary control will be helpful in bi-stable regions. While investigating the effect of heterogeneity, we observe that high levels of heterogeneities will result in slower disease spread.
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