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Abstract. We show that the probability of the exceptional set decays exponentially for a broad class of randomized algorithms approximating solutions of ODEs, admitting a certain error decomposition. This class includes randomized explicit and implicit Euler schemes, and the randomized two-stage Runge-Kutta scheme (under inexact information). We design a confidence interval for the exact solution of an IVP and perform numerical experiments to illustrate the theoretical results.
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In this paper we consider randomized versions of the following algorithms approximating solutions of ordinary differential equations (ODEs): explicit Euler scheme, implicit Euler scheme, and two-stage Runge-Kutta scheme. Error bounds for these and other randomized algorithms have been broadly studied in the literature, see [4–6,8–11,14]. In [2,3], the $L^p(\Omega)$-norm of worst-case errors of the three aforementioned schemes has been analysed in the setting of inexact information.

The main concept investigated in this paper is the exceptional set, i.e. the set where the random worst-case error of a given randomized algorithm does not achieve the rate of convergence given by the mean-square error bound. As a well-known example we may recall the Monte Carlo integration. If the integrand is Borel-measurable and bounded, Hoeffding’s inequality can be employed to show that the probability of the exceptional set of the crude MC method has an exponential decay, see [12,13].

Similar approach, based on Azuma’s inequality (see [1]), has been applied by S. Heinrich and B. Milla to the family of randomized Taylor schemes for ODEs. For these algorithms, the probability of the exponential set also proved to decay exponentially, see Proposition 2 in [6]. In this paper, we aim to extend this result in two directions. Firstly, we will cover the algorithms investigated in [2,3], under very mild assumptions considered in these papers. Secondly, our analysis will be performed in the setting of inexact information.
The structure of this paper is as follows. In section 1 we introduce notation, the class of initial value problems, and the model of computation. We also recall definitions of randomized Euler and Runge-Kutta schemes under inexact information. In section 2 we provide an upper bound for the probability of the exceptional set for each algorithm admitting a certain error decomposition. The general setting considered in this paper covers all algorithms analysed in [2,3,6]. In section 3 we construct a confidence region for the exact solution of the IVP, based on the inequality established in the previous section. We also carry out numerical experiments which illustrate theoretical findings. Summary of this paper is provided in section 4, as well as directions for further research.

1. Preliminaries

1.1. Notation and the class of IVPs. Let \( \| \cdot \| \) be the one norm in \( \mathbb{R}^d \), i.e. \( \| x \| = \sum_{k=1}^{d} |x_k| \) for \( x \in \mathbb{R}^d \). For \( x \in \mathbb{R}^d \) and \( r \in [0, \infty) \), we denote by \( B(x, r) = \{ y \in \mathbb{R}^d : \| y - x \| \leq r \} \) the closed ball in \( \mathbb{R}^d \) with center \( x \) and radius \( r \). Moreover, \( B(x, \infty) = \mathbb{R}^d \) for all \( x \in \mathbb{R}^d \).

We consider IVPs of the following form:

\[
\begin{cases}
  z'(t) = f(t, z(t)), & t \in [a, b], \\
  z(a) = \eta,
\end{cases}
\]

where \(-\infty < a < b < \infty, \eta \in \mathbb{R}^d, f : [a, b] \times \mathbb{R}^d \rightarrow \mathbb{R}^d, \) \( d \in \mathbb{Z}_+ \).

As in [2,3], by \( F_R^\eta = F_R^\eta(a, b, d, \varrho, K, L) \) we denote the class of pairs \((\eta, f)\) satisfying the following conditions:

- \((A0)\) \( \| \eta \| \leq K \),
- \((A1)\) \( f \in C ([a, b] \times \mathbb{R}^d) \),
- \((A2)\) \( \| f(t, x) \| \leq K (1 + \| x \|) \) for all \((t, x) \in [a, b] \times \mathbb{R}^d \),
- \((A3)\) \( \| f(t, x) - f(s, x) \| \leq L |t - s| \) for all \( t, s \in [a, b], x \in B(\eta, R) \),
- \((A4)\) \( \| f(t, x) - f(t, y) \| \leq L \| x - y \| \) for all \( t \in [a, b], x, y \in B(\eta, R) \).

Under the above assumptions, the solution of \((1)\) exists and is unique, cf. [2].

1.2. Model of computation – general description. Let \((\Omega, \Sigma, \mathbb{P})\) be a complete probability space and let \( \mathcal{N} = \{ A \in \Sigma : \mathbb{P}(A) = 0 \} \). By \( F \) we denote a certain class of IVPs of the form \((1)\) or equivalently pairs \((\eta, f)\). For example, we can choose \( F = F_R^\eta \) with specified parameters \( a, b, d, \varrho, K, L, R \).

We investigate randomized algorithms approximating solutions of \((1)\) based on inexact information about \( f \). To this end, we consider the following model of computation, cf. [2,3]. We introduce a parameter \( \delta \), which will be called a precision parameter (or a noise parameter). By \( \mathcal{K}(\delta) \) we denote a class of noise functions

\[ \tilde{\delta} : [a, b] \times \mathbb{R}^d \rightarrow \mathbb{R}^d \]

such that \( \tilde{\delta} \) is Borel measurable and may satisfy some additional assumptions (where \( \delta \) can be a parameter, e.g. a Lipschitz constant). Let

\[ V_f(\delta) = \{ \tilde{f} : \exists \delta_f \in \mathcal{K}(\delta) \ \tilde{f} = f + \delta_f \} \]

and

\[ V_{(\eta,f)}(\delta) = B(\eta, \delta) \times V_f(\delta) \]

for \((\eta, f) \in F\) and \( \delta \in [0, 1] \).
Let \((\eta, f) \in F\) and \((\tilde{\eta}, \tilde{f}) \in V_{(\eta,f)}(\delta)\). Any vector of the following form:

\[
N(\tilde{\eta}, \tilde{f}) = [\tilde{\eta}, \tilde{f}(t_1, y_1), \ldots, \tilde{f}(t_i, y_i), \tilde{f}(\theta_1, z_1), \ldots, \tilde{f}(\theta_i, z_i)],
\]

where \(i \in \mathbb{N}, t_1, \ldots, t_i \in [a, b]\) are deterministic values and \((\theta_1, \ldots, \theta_i)\) is a random vector on \((\Omega, \Sigma, \mathbb{P})\), will be called a vector of noisy information about \((\eta, f)\) based on \(2i\) noisy evaluations of \(f\). Moreover, we assume that

\[
(y_1, z_1) = \psi_1(\tilde{\eta})
\]

and

\[
(y_j, z_j) = \psi_j \left( \tilde{f}(t_1, y_1), \ldots, \tilde{f}(t_{j-1}, y_{j-1}), \tilde{f}(\theta_1, z_1), \ldots, \tilde{f}(\theta_{j-1}, z_{j-1}), \tilde{\eta} \right)
\]

for Borel measurable mappings \(\psi_j : \mathbb{R}^{(2j+1)d} \to \mathbb{R}^d \times \mathbb{R}^d\), \(j \in \{2, \ldots, i\}\). We define the following filtration: \(\mathcal{F}_0 = \sigma(\mathcal{N})\) and \(\mathcal{F}_j = \sigma(\sigma(\theta_1, \ldots, \theta_j) \cup \mathcal{N})\) for \(j \in \{1, \ldots, i\}\).

For a given \(n \in \mathbb{N}\), we consider the class \(\Phi_n\) of algorithms \(A\) which aim to compute the approximate solution \(z\) of (1), using \(N(\tilde{\eta}, \tilde{f})\) based on at most \(n\) noisy evaluations of \(f\). That is, the class \(\Phi_n\) contain algorithms of the following form:

\[
A(\tilde{\eta}, \tilde{f}, \delta) = \varphi(N(\tilde{\eta}, \tilde{f})),
\]

where

\[
\varphi : \mathbb{R}^{(2i+1)d} \to D([a, b]; \mathbb{R}^d)
\]

is a Borel measurable function. In the Skorokhod space \(D([a, b]; \mathbb{R}^d)\), endowed with the Skorokhod topology, we consider the Borel \(\sigma\)-field \(\mathcal{B}(D([a, b]; \mathbb{R}^d))\).

### 1.3. The algorithms

We recall the algorithms which will be investigated in this paper. For each of them, we specify the class of IVPs and the class of noise functions, for which error bounds have been established in [2,3]. Notation introduced in this subsection is generally consistent with those articles, however some changes have been introduced in order to facilitate reading of this paper.

Let \(n \in \mathbb{Z}_+, h = \frac{b-a}{n}, t_j = a + jh\) for \(j \in \{0, 1, \ldots, n\}\), \(\theta_j = t_{j-1} + \tau_j h\), \(\tau_j \sim U(0, 1)\) for \(j \in \{1, \ldots, n\}\). We assume that the family of random variables \(\{\tau_1, \ldots, \tau_n\}\) is independent.

The randomized explicit Euler method under inexact information is defined as follows:

\[
\bar{W}^0 = \tilde{\eta}, \quad \bar{W}^j = \bar{W}^{j-1} + h \cdot \tilde{f} \left( \bar{\theta}_j, \bar{W}_j \right), \quad j \in \{1, \ldots, n\}. \tag{4}
\]

The approximate solution of (1) on \([a, b]\) is the function \(\bar{l}_{EE} : [a, b] \to \mathbb{R}^d\) given by \(\bar{l}_{EE}(t) = \bar{l}_{EE}^j(t)\) for \(t \in [t_{j-1}, t_j]\), where

\[
\bar{l}_{EE}^j(t) = \frac{\bar{W}^j - \bar{W}^{j-1}}{h} (t - t_{j-1}) + \bar{W}^{j-1}, \quad j \in \{1, \ldots, n\}. \tag{5}
\]

The randomized explicit Euler scheme has been analyzed in [3] assuming that \((\eta, f) \in F_{R_{EE}^g}\) and \((\tilde{\eta}, \tilde{f}) \in V_{(\eta,f)}^E(\delta)\), where

\[
R_{EE} = \max \{ (K + 2)e^{(K+1)(b-a)} + K - 1, K(1 + b - a)e^{K(b-a)} + K \}, \tag{6}
\]

the class of noise functions is defined as

\[
\mathcal{K}_{EE}(\delta) = \left\{ \tilde{\delta} : [a, b] \times \mathbb{R}^d \to \mathbb{R}^d : \tilde{\delta} \text{ is Borel measurable}, \right. \\
\left. \left\| \tilde{\delta}(t, y) \right\| \leq \delta (1 + \|y\|) \text{ for all } t \in [a, b], y \in \mathbb{R}^d \right\}, \tag{7}
\]

and similarly as in [2]-[3], we define

\[
V_{f}^{EE}(\delta) = \left\{ \tilde{f} : \exists \tilde{f} \in \mathcal{K}_{EE}(\delta) \quad \tilde{f} = f + \tilde{\delta}_f \right\}
\]
and

\[ V_{\eta,f}^{EE}(\delta) = B(\eta, \delta) \times V_{f}^{EE}(\delta) \]

for \((\eta, f) \in F^0_{R,EE}\) and \(\delta \in [0, 1]\).

The randomized implicit Euler scheme under inexact information is given by the following relation:

\[ \bar{U}^0 = \bar{\eta}, \quad \bar{U}^j = \bar{U}^{j-1} + h \cdot \bar{f}(\theta_j, \bar{U}^j), \quad j \in \{1, \ldots, n\}. \]  \(8\)

Function \(\bar{f} : [a, b] \to \mathbb{R}^d\) is defined in the same fashion as \(\bar{f}^{IE}\) (i.e. through the linear interpolation) but this time we use knots \((t_j, \bar{U}_j)\) instead of \((t_j, \bar{W}_j)\) for \(j \in \{0, 1, \ldots, n\}\).

The error bound for this scheme in \([3]\) has been obtained assuming that \((\eta, f) \in F^g\) and \((\bar{\eta}, \bar{f}) \in V^{IE}_{\eta,f}(\delta)\), where

\[ \mathcal{K}_{IE}(\delta) = \{ \hat{\delta} \in \mathcal{K}_{EE}(\delta) : \|\hat{\delta}(t,x) - \hat{\delta}(t,y)\| \leq \delta\|x-y\| \text{ for all } t \in [a,b], x, y \in \mathbb{R}^d \} \]  \(9\)

and definitions of \(V_{f}^{IE}(\delta)\) and \(V_{\eta,f}^{IE}(\delta)\) are analogous as definitions formulated above for the explicit scheme.

The randomized two-stage Runge Kutta scheme under inexact information is given by

\[ \begin{cases} \quad V^0 := \bar{\eta}, \\ \bar{V}_j^i := \bar{V}_{j-1}^i + h \tau_j \bar{f}(t_{j-1}, \bar{V}_{j-1}^i), \\ \bar{V}_{j}^i := \bar{V}_{j-1}^i + h \bar{f}(\theta_j, \bar{V}_{j}^i), \end{cases} \]  \(10\)

where \(j \in \{1, \ldots, n\}\). In \([2]\) it was assumed that \((\eta, f) \in F^g_{R,RK}\) and \((\bar{\eta}, \bar{f}) \in V^{RK}_{\eta,f}(\delta)\), where

\[ R_{RK} = \max \left\{ K(1 + b - a) \left( 1 + e^{K(b-a)}(1 + K(b-a)) \right), \right. \]

\[ K + (b-a)(1 + K) + \left( \frac{1}{K} + 1 \right)(1 + K(b-a)) \left( e^{K(b-a)(1+K(b-a))}(1 + K) - 1 \right) \} \]  \(11\)

and

\[ \mathcal{K}^{RK}_{\delta} = \{ \hat{\delta} : [a, b] \times \mathbb{R}^d \to \mathbb{R}^d : \hat{\delta} \text{ Borel measurable, } \|\hat{\delta}(t,y)\| \leq \delta \text{ for all } t \in [a,b], y \in \mathbb{R}^d \}. \]  \(12\)

Definitions of \(\bar{f}^{RK}, V_{f}^{RK}(\delta)\) and \(V_{\eta,f}^{RK}(\delta)\) are analogous as for Euler schemes.

2. Main Result

The following theorem is the generalization of Proposition 2 in \([6]\). As we will see, it can be applied to any randomized algorithm admitting a certain error decomposition.

Theorem 1. Let \((\mathcal{A}_n)_{n=1}^{\infty}\) be a sequence of algorithms approximating the solution of the IVP \([1]\) such that \(\mathcal{A}_n \in \mathcal{F}_n\) and for each \((\eta, f)\) in certain class \(\mathcal{F}\) and \((\bar{\eta}, \bar{f}) \in V_{\eta,f}(\delta)\), the following bound for an approximation error holds with probability 1 for each \(n \in \mathbb{N}, n \geq n_0:\)

\[ \sup_{a \leq t \leq b} \|z(t) - \mathcal{A}_n(t)\| \leq C_1 \max_{1 \leq k \leq n} \left\| \sum_{j=1}^{k} E_j(h) \right\| + C_2 h^\gamma + C_3 \delta, \]  \(13\)

where

- \((E_j(h))_{j=1}^{n}\) is an \((\mathcal{F}_j)_{j=1}^{n}\)-adapted process;
- \(\mathbb{E}(E_j(h)|\mathcal{F}_{j-1}) = 0\) and \(\|E_j(h)\| \leq C_0 h^{\gamma+1/2}\) with probability 1 for all \(j \in \{1, \ldots, n\}\);
- \(C_0, C_1, C_2, C_3 > 0\) are constants which do not depend on \(n\).
Then there exist constants \(c_1, c_2 > 0\) not dependent on \(n\), such that for all \((\eta, f) \in F, (\tilde{\eta}, \tilde{f}) \in V(n, f)(\delta)\), \(n \in \mathbb{N}, n \geq n_0\), and for all \(\xi \geq c_1\), the algorithm \(A_n\) satisfies
\[
\mathbb{P}
\left(
\sup_{a \leq t \leq b} \|z(t) - A_n(t)\| > \xi \max\{h^\gamma, \delta \}
\right) \leq \exp(-c_2 \xi^2).
\tag{14}
\]

**Proof.** Let us define
\[
E(h) = \max_{1 \leq k \leq n} \left\| \sum_{j=1}^k E_j(h) \right\|,
\]
and
\[
K_j(h) = \operatorname{ess sup}_{\omega \in \Omega} \|E_j(h)\| \leq C_0 h^{\gamma+1/2}
\]
and
\[
v^2(h) = \sum_{j=1}^n (K_j(h))^2.
\]

It is easy to see that
\[
v^2(h) \leq n \cdot C_0^2 h^{2\gamma+1} = C_0^2 (b - a) h^{2\gamma}.
\tag{15}\]

Let us consider any \(i \in \{1, \ldots, d\}\) and let \(E_j^i(h)\) denotes the \(i\)-th coordinate of \(E_j(h)\). By Remark 1 in [1], the sequence \((E_j^i(h)/K_j(h))_{i=1}^n\) satisfies the assumptions of Lemma 2 in [1]. Hence, for any sequence \((b_j)_{j=1}^n\) of real numbers and for any real number \(t\), the following inequality holds:
\[
\mathbb{E}
\left[
\exp\left(t \cdot \max_{1 \leq k \leq n} \left| \sum_{j=1}^k b_j E_j^i(h) \right| K_j(h) \right) \right] \leq \exp\left(t^2 \sum_{j=1}^n b_j^2 K_j(h) \right).
\tag{16}\]

Let us consider an arbitrary \(\beta > 0\). Then by exponential Chebyshev’s inequality (cf. [7], p. 96) and [16] with \(b_j = K_j(h)\) for \(j \in \{1, \ldots, n\}\) and \(t = \frac{\beta h^\gamma}{v^2(h)}\), we obtain
\[
\mathbb{P}
\left(
\max_{1 \leq k \leq n} \left| \sum_{j=1}^k E_j^i(h) \right| > \beta h^\gamma
\right) \leq \frac{1}{\mathbb{E}} \exp\left(t \cdot \max_{1 \leq k \leq n} \left| \sum_{j=1}^k E_j^i(h) \right| K_j(h) \right) \leq \exp\left(-\frac{\beta^2 h^{2\gamma}}{2v^2(h)}\right).
\tag{17}\]

By (15) we get
\[
\mathbb{P}
\left(
\max_{1 \leq k \leq n} \left| \sum_{j=1}^k E_j^i(h) \right| > \beta h^\gamma
\right) \leq 8 \exp\left(-\frac{\beta^2}{2C_0^2 (b - a)}\right)
\tag{17}\]
for any \(\beta > 0\) and for any \(i \in \{1, \ldots, d\}\). Let us note that
\[
E(h) = \max_{1 \leq k \leq n} \sum_{i=1}^d \left| \sum_{j=1}^k E_j^i(h) \right| \leq d \cdot \max_{1 \leq i \leq d} \max_{1 \leq k \leq n} \left| \sum_{j=1}^k E_j^i(h) \right|
\]
with probability 1. Hence, by (17),
\[
\mathbb{P}(E(h) > \beta h^\gamma) \leq \mathbb{P}
\left(
\max_{1 \leq i \leq d} \max_{1 \leq k \leq n} \left| \sum_{j=1}^k E_j^i(h) \right| > \frac{\beta}{d} h^\gamma
\right) = \mathbb{P}
\left(
\bigcup_{i=1}^d \left\{ \max_{1 \leq k \leq n} \left| \sum_{j=1}^k E_j^i(h) \right| > \frac{\beta}{d} h^\gamma \right\}\right)
\]
\[
\leq \sum_{i=1}^d \mathbb{P}
\left(
\max_{1 \leq k \leq n} \left| \sum_{j=1}^k E_j^i(h) \right| > \frac{\beta}{d} h^\gamma
\right) \leq 8 \exp\left(-\frac{\beta^2}{2C_0^2 d^2 (b - a)}\right).
\tag{18}\]
By (13) and (18), the following inequality holds for $\xi > C_2 + C_3$:

$$
P\left( \sup_{a \leq t \leq b} \| z(t) - A_n(t) \| > \xi \max \{ h^\gamma, \delta \} \right) \leq P\left( E(h) > \frac{\xi - C_2 - C_3}{C_1} \max \{ h^\gamma, \delta \} \right)
$$

$$\leq P\left( E(h) > \frac{\xi - C_2 - C_3 h^\gamma}{C_1} \right)
$$

$$\leq 8d \exp\left( -\frac{\xi^2}{2C_0^2C_1^2d^2(b-a)} \cdot \frac{(\xi - C_2 - C_3)^2}{\xi} \right).
$$

For sufficiently large $\xi$ we have

$$\left( \frac{\xi - C_2 - C_3}{\xi} \right)^2 \geq \frac{1}{2} \quad \text{and} \quad 8d \leq \exp\left( -\frac{1}{8C_0^2C_1^2d^2(b-a)} \xi^2 \right).
$$

As a result,

$$P\left( \sup_{a \leq t \leq b} \| z(t) - A_n(t) \| > \xi \max \{ h^\gamma, \delta \} \right) \leq \exp\left( -\frac{1}{8C_0^2C_1^2d^2(b-a)} \xi^2 \right)
$$

for sufficiently big $\xi$, which completes the proof. \qed

**Remark 1.** If the assumptions of Theorem 1 are satisfied with $\gamma > \frac{1}{2}$, then $A_n(t) \to z(t)$ with probability 1, uniformly on $[a, b]$, as $n \to \infty$ and $\delta \to 0$. In fact,

$$\max_{1 \leq k \leq n} \left\| \sum_{j=1}^{k} E_j(h) \right\| \leq \sum_{j=1}^{n} \| E_j(h) \| \leq C_0(b-a)h^{\gamma - 1/2}
$$

and by (13) we obtain

$$\sup_{a \leq t \leq b} \| z(t) - A_n(t) \| \leq C_0C_1(b-a)h^{\gamma - 1/2} + C_2h^\gamma + C_3\delta \to 0
$$

with probability 1 when $n \to \infty$ and $\delta \to 0$.

The property pointed out in this remark implies that $A_n(t)$ is a strongly consistent estimator of $z(t)$ for each $t \in [a, b]$.

In the next three corollaries we apply Theorem 1 to randomized explicit and implicit Euler schemes, and to the randomized two-stage Runge-Kutta scheme.

**Corollary 1.** There exist constants $c_1, c_2 > 0$ dependent only on $a, b, d, K, L$, such that for all $(\eta, f) \in F_{\tilde{R}_{EE}}(\tilde{\eta}, \tilde{f}) \in V(E_{\eta, f}(\delta))$, $n \in \mathbb{N}$, $n \geq [b-a] + 1$, and for all $\xi \geq c_1$, the randomized explicit Euler scheme satisfies

$$P\left( \sup_{a \leq t \leq b} \| \tilde{z}(t) - \tilde{I}_{EE}(t) \| > \xi \max \{ h^{\min(\eta+1/2, 1)}, \delta \} \right) \leq \exp(-c_2\xi^2).
$$

**Proof.** Let

$$E_j(h) = \int_{t_{j-1}}^{t_j} z'(s) \, ds - h z'(\theta_j) \quad \text{for} \quad j \in \{1, \ldots, n\}.
$$

Let us note that $E\left( E_j(h) | F_{j-1} \right) = E\left( E_j(h) \right) = 0$ and $\| E_j(h) \| \leq C_0 h^{\min(\eta+1/2, 1)+1/2}$ with probability 1 for all $j \in \{1, \ldots, n\}$, where $C_0 = C_0(a, b, K, L) > 0$. To prove the last inequality, we use Lemma 2(ii) from [3]. Specifically, for each $j \in \{1, \ldots, n\}$ we have

$$\| E_j(h) \| \leq \int_{t_{j-1}}^{t_j} \| z'(s) - z'(\theta_j) \| \, ds \leq C_0 \int_{t_{j-1}}^{t_j} \| s - \theta_j \| \, ds \leq C_0 \int_{t_{j-1}}^{t_j} h^\eta \, ds = C_0 h^{\eta+1}.
$$

(19)
From (14), (15) and arguments between (15) and (16) in 1 we obtain
\[ \sup_{a \leq t \leq b} \| z(t) - \tilde{l}^{EE}(t) \| \leq \alpha_1 h^{p+1} + \max_{1 \leq j \leq n} \| z(t_j) - W_j \| + \max_{0 \leq j \leq n} \| W_j - W_j \| \] (20)
with probability 1 for some \( \alpha_1 = \alpha_1(a, b, d, K, L) > 0 \). By (20) we denote approximations produced by the explicit Euler scheme under exact information (i.e. when \( \delta = 0 \)). Moreover,
\[ \max_{1 \leq j \leq n} \| z(t_j) - W_j \| \leq e^{L(b-a)} \cdot \left( \max_{1 \leq k \leq n} \left\| \sum_{j=1}^{k} E_j(h) \right\| + \max_{1 \leq k \leq n} \| S_k^h \| \right) \] (21)
with probability 1, which can be shown in the same fashion as inequality (18) in 1. Furthermore, by (20) in 3, we have
\[ \max_{1 \leq k \leq n} \| S_k^h \| \leq \alpha_2 h \] (22)
with probability 1 for some \( \alpha_2 = \alpha_2(a, b, K, L) > 0 \). Fact 2 in 3 implies that there exists \( \alpha_3 = \alpha_3(a, b, K, L) > 0 \) such that
\[ \max_{0 \leq j \leq n} \| \tilde{W}_j - W_j \| \leq \alpha_3 \delta \] (23)
with probability 1. By (20), (21), (22) and (23) we obtain
\[ \sup_{a \leq t \leq b} \| z(t) - \tilde{l}^{EE}(t) \| \leq e^{L(b-a)} \cdot \left( \max_{1 \leq k \leq n} \left\| \sum_{j=1}^{n} E_j(h) \right\| + \alpha_2 h \right) + \alpha_3 \delta \]
with probability 1. The desired claim follows from Theorem 1. □

**Corollary 2.** There exist constants \( c_1, c_2 > 0 \) dependent only on \( a, b, d, K, L \), such that for all \( (\eta, f) \in \mathcal{F}_\infty^0 \), \( (\hat{\eta}, \hat{f}) \in \mathcal{V}^{1E}_n(\delta) \), n \( N \), \( n \geq |b - a| + 1 \) such that \( h(K+1) \leq \frac{1}{2} \), \( hL \leq \frac{1}{2} \), and for all \( \xi \geq c_1 \), the randomized implicit Euler scheme satisfies
\[ \mathbb{P} \left( \sup_{a \leq t \leq b} \| z(t) - \tilde{l}^{IE}(t) \| > \xi \max \{ h^{\min\{p+1/2,1\}}, \delta \} \right) \leq \exp(-c_2 \xi^2). \]

**Proof.** Let \( E_j(h) \) for \( j \in \{1, \ldots, n\} \) be defined as in the proof of Corollary 1. Of course \( \mathbb{E}(E_j(h) | F_{j-1}) = \mathbb{E}(E_j(h)) = 0 \) and \( \| E_j(h) \| \leq C_0 h^{\min\{p+1/2,1\}} + 1/2 \) with probability 1 for all \( j \in \{1, \ldots, n\} \), where \( C_0 = C_0(a, b, K, L) > 0 \). From the proof of Theorem 2 in 3 we conclude that
\[ \sup_{a \leq t \leq b} \| z(t) - \tilde{l}^{IE}(t) \| \leq e^{L(b-a)} \cdot \max_{1 \leq k \leq n} \left\| \sum_{j=1}^{k} E_j(h) \right\| + \alpha_1 h^{\min\{p+1/2,1\}} + \alpha_2 \delta \]
with probability 1 for some \( \alpha_1 = \alpha_1(a, b, d, K, L) > 0 \) and \( \alpha_2 = \alpha_2(a, b, K, L) > 0 \). The first passage above follows from the first two lines of the proof of Theorem 2 in 3 – compare also with (20) in this paper. The second passage can be justified using two lines before (28), (28), inequality after (28) and before (29), and Fact 3 in 3. It remains to use Theorem 1 to conclude the proof. □
Corollary 3. There exist constants $c_1, c_2 > 0$ dependent only on $a, b, d, K, L$, such that for all $(\eta, f) \in \mathcal{F}_R^\delta$, $(\tilde{\eta}, \tilde{f}) \in V_{(a,f)}(\delta)$, $n \in \mathbb{N}$, $n \geq [b-a] + 1$, and for all $\xi \geq c_1$, the randomized two-stage Runge-Kutta scheme satisfies

$$\mathbb{P}\left( \sup_{a \leq t \leq b} \|z(t) - \tilde{I}^{\text{RK}}(t)\| > \xi \max\{h^{\epsilon+1/2}, \delta\} \right) \leq \exp(-c_2 \xi^2).$$

Proof. Let $E_j(h)$ for $j \in \{1, \ldots, n\}$ be defined as in the proof of Corollary 1. We have $\mathbb{E}(E_j(h)|\mathcal{F}_{j-1}) = \mathbb{E}(E_j(h)) = 0$ and $\|E_j(h)\| \leq C_0h^{\epsilon+1}$ with probability 1 for all $j \in \{1, \ldots, n\}$, where $C_0 = C_0(a, b, K, L) > 0$, cf. (19) in this paper and (22) in [2]. We have

$$\sup_{a \leq t \leq b} \|z(t) - \tilde{I}^{\text{RK}}(t)\| \leq \alpha_1 h^{\epsilon+1} + 3 \max_{0 \leq j \leq n} \|z(t_j) - V_j\| + 3 \max_{0 \leq j \leq n} \|V_j - \tilde{V}_j\|$$

$$\leq \alpha_1 h^{\epsilon+1/2} + \alpha_2 \left( \max_{1 \leq k \leq n} \left\| \frac{1}{n} \sum_{j=1}^{n} E_j(h) \right\| + h^{\epsilon+1/2} \right) + \alpha_3 \delta$$

with probability 1, where constants $\alpha_1, \alpha_2, \alpha_3 > 0$ depend on $a, b, d, K, L$. For justification see (37), (38), (56) in [2] for the first passage, and (45), (47) in [2] combined with discrete Gronwall’s lemma for the second passage. The desired claim follows from Theorem 1.

Remark 2. We note that the randomized two-stage Runge-Kutta scheme considered in [2] is the special case of randomized Taylor schemes considered in [6]. However, in [2] and in Corollary 3 we assume only local Lipschitz and Hölder conditions, see Assumptions (A3) and (A4), and we allow noisy evaluations of $f$. Thus, Corollary 3 is not a special case of Proposition 2 in [6], where global Lipschitz and Hölder conditions as well as exact information were assumed.

3. Confidence regions and numerical experiments

3.1. Construction of the confidence region. The following corollary is an immediate consequence of Theorem 1. By a suitable choice of $\xi$ in (14) one may construct the confidence region for the exact solution of (1).

Corollary 4. Let $c_1, c_2$ be the constants which have appeared in Theorem 1 and let

$$\xi(\epsilon) = \left( \frac{-\ln \epsilon}{c_2} \right)^{1/2}$$

for $\epsilon \in (0, 1)$. Under the assumptions of Theorem 1 it holds that

$$\mathbb{P}\left( \sup_{a \leq t \leq b} \|z(t) - A_n(t)\| \leq \xi(\epsilon) \max\{h^{\gamma}, \delta\} \right) \geq 1 - \epsilon,$$

for all $(\eta, f) \in F$, $(\tilde{\eta}, \tilde{f}) \in V_{(\eta,f)}(\delta)$, $n \in \mathbb{N}$, $n \geq n_0$ and $0 < \epsilon \leq \exp(-c_2^2 c_2)$.

Remark 3. With $\max\{h, \delta\}$ approaching 0, the confidence region for $z$ constructed in Corollary 4 tightens, whereas the confidence level $1 - \epsilon$ remains unchanged. Hence, this confidence region is uniform with respect to $\max\{h, \delta\}$.

3.2. Numerical experiments. Let us consider the following test problems:

$$\begin{cases}
  z'(t) = 2tz(t), & t \in [0, 1], \\
  z(0) = 1
\end{cases} \quad (A)$$

and

$$\begin{cases}
  z'(t) = \cos(z^2(t)), & t \in [0, 1], \\
  z(0) = 1.
\end{cases} \quad (B)$$
The exact solution of \( \text{(A)} \) is \( z_A(t) = \exp(t^2) \) for \( t \in [0, 1] \). By \( z_B \) we denote the exact solution of \( \text{(B)} \). Let \( \bar{l}_{n}^{S,X} \) be the approximate solutions of test problem \( X \in \{A, B\} \), generated by scheme \( S \in \{EE, RK\} \) (the randomized explicit Euler scheme or the randomized two-stage Runge-Kutta scheme) with \( n \) steps. We note that \( q = \frac{3}{2} \) for both test problems, cf. assumption (A3). Thus, \( \gamma^{RK} = \frac{3}{2} \) and \( \gamma^{EE} = 1 \), cf. (14), Corollary 3 and Corollary 3.

We consider the setting where the class of IVPs is restricted to the test problem \( \text{(A)} \) or \( \text{(B)} \), and the class of algorithms is restricted to the randomized explicit Euler scheme or the randomized two-stage Runge-Kutta scheme. By Corollary 4

\[
\mathbb{P} \left( \sup_{a \leq t \leq b} \| z_X(t) - \bar{l}_{n}^{S,X}(t) \| \leq \xi_{\epsilon,n,\delta}^{S,X} \cdot \max \{ n^{-\gamma^{S}}, \delta \} \right) \geq 1 - \epsilon \tag{24}
\]

for \( 0 < \epsilon \leq \exp(-c_1^2 c_2) \), where \( X \in \{A, B\} \), \( S \in \{EE, RK\} \), \( \xi_{\epsilon,n,\delta}^{S,X} = \left( \frac{-\ln \epsilon}{c_2} \right)^{\frac{1}{2}} \) and \( c_1, c_2 \) are some positive constants, dependent on \( S \) and \( X \).

Since the constants \( c_1, c_2 \) are not known, we propose the following approach to illustrate the property (24). Let \( \xi_{\epsilon,n,\delta}^{S,X} \) be given by the following equation:

\[
\mathbb{P} \left( \sup_{a \leq t \leq b} \| z_X(t) - \bar{l}_{n}^{S,X}(t) \| \leq \xi_{\epsilon,n,\delta}^{S,X} \cdot \max \{ n^{-\gamma^{S}}, \delta \} \right) = 1 - \epsilon. \tag{25}
\]

In practice, we perform \( N \) Monte Carlo simulations of \( \sup_{a \leq t \leq b} \| z_X(t) - \bar{l}_{n}^{S,X}(t) \| \), sort the obtained values in the increasing order: \( r_{1:N} \leq \ldots \leq r_{N:N} \), and consider the following estimator:

\[
\hat{\xi}_{\epsilon,n,\delta}^{S,X} = r_{\lfloor (1-\epsilon)N \rfloor : N} \cdot \left( \max \{ n^{-\gamma^{S}}, \delta \} \right)^{-1}.
\]

In general, \( \hat{\xi}_{\epsilon,n,\delta}^{S,X} \) is only a lower bound for \( \xi_{\epsilon,n,\delta}^{S,X} \). However, as we will see, some patterns can be noticed in the behaviour of \( \hat{\xi}_{\epsilon,n,\delta}^{S,X} \) for different choices of \( n \) and \( \delta \) (at least for the considered test problems). Thus, with a certain degree of caution, we may provide estimates of \( \xi_{\epsilon,n,\delta}^{S,X} \) for \( S \in \{EE, RK\} \) and \( X \in \{A, B\} \).

| \( n \) | \( \delta = 0 \) | \( \delta(n) = n^{-1.1} \) | \( \delta(n) = n^{-1} \) | \( \delta(n) = n^{-0.9} \) | \( \delta = 2 \cdot 10^{-3} \) | \( \delta = 10^{-4} \) |
|---|---|---|---|---|---|---|
| 10 | 2.29 | 2.82 | 3.04 | 2.64 | 2.30 | 2.29 |
| 20 | 2.23 | 2.58 | 2.79 | 2.29 | 2.24 | 2.23 |
| 50 | 2.12 | 2.31 | 2.48 | 1.86 | 2.12 | 2.12 |
| 100 | 2.04 | 2.17 | 2.30 | 1.60 | 2.06 | 2.04 |
| 200 | 1.98 | 2.06 | 2.17 | 1.39 | 2.02 | 1.98 |
| 500 | 1.92 | 1.97 | 2.04 | 1.18 | 2.04 | 1.92 |
| 1000 | 1.89 | 1.92 | 1.97 | 1.06 | 1.05 | 1.89 |
| 2000 | 1.87 | 1.89 | 1.93 | 0.95 | 0.56 | 1.87 |
| 5000 | 1.85 | 1.86 | 1.89 | 0.84 | 0.25 | 1.86 |

Table 1. \( \hat{\xi}_{\epsilon,n,\delta}^{EE,A} \) for \( \epsilon = 0.05 \) and different choices of \( n \) and \( \delta \); \( N = 10^5 \).
\[
S = -\delta, \delta
\]

\begin{table}[h]
\centering
\begin{tabular}{|c|cccccc|}
\hline
\(n\) & \(\delta = 0\) & \(\delta(n) = n^{-1.1}\) & \(\delta(n) = n^{-1}\) & \(\delta(n) = n^{-0.9}\) & \(\delta = 2 \cdot 10^{-3}\) & \(\delta = 10^{-4}\) \\
\hline
10 & 0.166 & 0.546 & 0.659 & 0.636 & 0.173 & 0.166 \\
20 & 0.159 & 0.411 & 0.512 & 0.482 & 0.170 & 0.160 \\
50 & 0.157 & 0.299 & 0.376 & 0.336 & 0.175 & 0.157 \\
100 & 0.156 & 0.248 & 0.308 & 0.258 & 0.183 & 0.157 \\
200 & 0.155 & 0.216 & 0.261 & 0.203 & 0.195 & 0.157 \\
500 & 0.155 & 0.189 & 0.221 & 0.152 & 0.221 & 0.158 \\
1000 & 0.155 & 0.177 & 0.201 & 0.126 & 0.125 & 0.159 \\
2000 & 0.155 & 0.169 & 0.187 & 0.106 & 0.074 & 0.161 \\
5000 & 0.155 & 0.163 & 0.175 & 0.087 & 0.039 & 0.164 \\
\hline
\end{tabular}
\caption{\(\xi_{\varepsilon, n, \delta}^{EE, B}\) for \(\varepsilon = 0.05\) and different choices of \(n\) and \(\delta\); \(N = 10^5\).}
\end{table}

\begin{table}[h]
\centering
\begin{tabular}{|c|cccccc|}
\hline
\(n\) & \(\delta = 0\) & \(\delta(n) = n^{-1.6}\) & \(\delta(n) = n^{-1.5}\) & \(\delta(n) = n^{-1.4}\) & \(\delta = 2 \cdot 10^{-3}\) & \(\delta = 10^{-4}\) \\
\hline
10 & 4.78 & 4.82 & 4.86 & 3.87 & 4.79 & 4.78 \\
20 & 5.17 & 5.17 & 5.22 & 3.87 & 5.20 & 5.18 \\
50 & 5.46 & 5.47 & 5.46 & 3.71 & 5.48 & 5.48 \\
100 & 5.60 & 5.63 & 5.59 & 3.55 & 2.79 & 5.59 \\
200 & 5.70 & 5.67 & 5.70 & 3.36 & 1.02 & 5.71 \\
500 & 5.74 & 5.78 & 5.76 & 3.10 & 0.28 & 5.18 \\
1000 & 5.81 & 5.79 & 5.79 & 2.89 & 0.12 & 1.83 \\
2000 & 5.83 & 5.83 & 5.82 & 2.73 & 0.06 & 0.65 \\
5000 & 5.85 & 5.86 & 5.85 & 2.49 & 0.04 & 0.17 \\
\hline
\end{tabular}
\caption{\(\xi_{\varepsilon, n, \delta}^{RK, A}\) for \(\varepsilon = 0.05\) and different choices of \(n\) and \(\delta\); \(N = 10^5\).}
\end{table}

\begin{table}[h]
\centering
\begin{tabular}{|c|cccccc|}
\hline
\(n\) & \(\delta = 0\) & \(\delta(n) = n^{-1.6}\) & \(\delta(n) = n^{-1.5}\) & \(\delta(n) = n^{-1.4}\) & \(\delta = 2 \cdot 10^{-3}\) & \(\delta = 10^{-4}\) \\
\hline
10 & 0.485 & 0.527 & 0.550 & 0.461 & 0.486 & 0.485 \\
20 & 0.459 & 0.480 & 0.494 & 0.386 & 0.462 & 0.461 \\
50 & 0.455 & 0.464 & 0.471 & 0.330 & 0.465 & 0.458 \\
100 & 0.460 & 0.463 & 0.466 & 0.301 & 0.244 & 0.459 \\
200 & 0.463 & 0.464 & 0.467 & 0.279 & 0.102 & 0.464 \\
500 & 0.467 & 0.466 & 0.469 & 0.254 & 0.045 & 0.419 \\
1000 & 0.469 & 0.469 & 0.469 & 0.237 & 0.030 & 0.150 \\
2000 & 0.471 & 0.471 & 0.470 & 0.221 & 0.021 & 0.056 \\
5000 & 0.471 & 0.470 & 0.472 & 0.202 & 0.013 & 0.018 \\
\hline
\end{tabular}
\caption{\(\xi_{\varepsilon, n, \delta}^{RK, B}\) for \(\varepsilon = 0.05\) and different choices of \(n\) and \(\delta\); \(N = 10^5\).}
\end{table}

In the performed tests, each evaluation of \(f\) has been disrupted by a random noise (in cases other than \(\delta = 0\)). Specifically, \(\tilde{f}(t, x)\) has been simulated as \(f(t, x) + (1 + |x|) \cdot e\) (for \(S = EE\)) or \(f(t, x) + e\) (for \(S = RK\)), where \(e\) is taken from the uniform distribution on \([-\delta, \delta]\), independently for all noisy evaluations of \(f\). Thus, in numerical experiments we have further restricted the class of noise functions specified by [7] and [12].
Moreover, we have assumed that the exact solution $z_B$ of (B) can be replaced by $l_{10^8}^{RK,B}$ (under exact information). We note that some deviation in estimates of $\xi_{S,X}^{\varepsilon,n,\delta}$ may be attributed to errors inherited from MC simulations.

Based on the results displayed in Tables 1–4, we make the following observations.

- Typically, $\xi_{S,X}^{\varepsilon,n,\delta}$ is close to $\xi_{S,X}^{\varepsilon,n,0}$ if $\delta \leq n^{-\gamma_S}$. However, the case $\delta = 2 \cdot 10^{-3}$ in Table 2 does not follow this behaviour. Other exceptions are observed in cases $\delta(n) = n^{-\gamma_S}$ and $\delta(n) = n^{-\gamma_S-0.1}$ for small values of $n$.
- In case $0 \leq \delta \leq n^{-\gamma_S}$, estimates $\xi_{S,X}^{\varepsilon,n,\delta}$ appear to stabilise when $n$ increases. This means that the probability of hitting the confidence region (24) is stable for sufficiently big values of $n$, provided that $\delta$ is bounded by $n^{-\gamma_S}$.
- Generally, $\xi_{S,X}^{\varepsilon,n,\delta} < \xi_{S,X}^{\varepsilon,n,0}$ when $\delta > n^{-\gamma_S}$, which indicates that assumptions imposed on the noise functions, cf. (7) and (12), can be relaxed. Some exceptions are observed in Tables 1 and 2 for small values of $n$ in the case $\delta(n) = n^{-0.9}$. When $\delta > n^{-\gamma_S}$, the expression $\xi_{S,X}^{\varepsilon,n,\delta}$ appears to underestimate $\xi_{S,X}^{\varepsilon}(\varepsilon)$.
- When $n$ is fixed, $\xi_{S,X}^{\varepsilon,n,\delta}$ seems to achieve its maximum for $\delta = n^{-\gamma_S}$. This is in line with the intuition as $\delta = n^{-\gamma_S}$ is the maximal value of $\delta$ with no impact on $\max\{n^{-\gamma_S}, \delta\}$, cf. (25).
- Based on the above, we suppose that $\xi_{EE,A}^{EE,A} \approx 3$, $\xi_{EE,B}^{EE,B} \approx 0.7$, $\xi_{RK,A}^{RK,A} \approx 5.9$, and $\xi_{RK,B}^{RK,B} \approx 0.6$. However, since it is impossible to test numerically all possible choices of $n$ and $\delta$, these approximations may be valid only under additional conditions on $n$ and $\delta$.

In Figures 1 and 2, we plotted sample confidence regions for test problems (A) and (B), respectively, based on randomized explicit Euler and two-stage Runge-Kutta schemes. We used $n = 25$ steps with noise level $\delta = n^{-\gamma_S}$, $S \in \{EE, RK\}$. We took $\xi_{EE,A}^{EE,A} = 3$, $\xi_{EE,B}^{EE,B} = 0.7$, $\xi_{RK,A}^{RK,A} = 5.9$, and $\xi_{RK,B}^{RK,B} = 0.6$ in order to achieve the confidence level of $1 - \varepsilon = 0.95$ (cf. the last bullet above). Confidence regions are shaded in navy blue. In Figure 1, the white curve represents the exact solution $z_A$ of (A), whereas in Figure 2 – the approximated solution $l_{10^8}^{RK,B}$ of (B) obtained through the randomized RK scheme with the large number of steps.

![Figure 1](image-url)

**Figure 1.** Confidence regions for the solution of the test problem (A) with confidence level $1 - \varepsilon = 0.95$. 
Figure 2. Confidence regions for the solution of the test problem \((B)\) with confidence level \(1 - \varepsilon = 0.95\).

As we can see, for both test problems the randomized two-stage Runge-Kutta scheme generates more accurate confidence regions in comparison to the randomized explicit Euler scheme. This is due to the fact that \(\gamma^{EE} = 1 < \frac{3}{2} = \gamma^{RK} \).

4. Conclusions and future work

In this paper we have shown that the probability of the exceptional set for a class of randomized algorithms admitting a particular error decomposition has an exponential decay (see Theorem 1). A uniform almost sure convergence of such algorithms to the exact solution has been established when the step size and the noise parameter tend to 0 (see Remark 1). Furthermore, we have used Theorem 1 to design a confidence region for the exact solution of the IVP, uniform with respect to \(\max\{h, \delta\} \) (see Corollary 1 and Remark 3).

The general setting which has been considered comprises randomized explicit and implicit Euler schemes, and the randomized two-stage Runge-Kutta scheme under inexact information (see Corollaries 1–3). Theorem 1 covers also the family of Taylor schemes under exact information, which has been investigated in [6].

Our future plans include further research related to the probabilistic distribution of the error of randomized algorithms for ODEs, e.g. investigation of its asymptotic behaviour.
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