Two-photon-interaction effects in the bad-cavity limit
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Various experimental platforms have proven to be valid testbeds for the implementation of nondipolar light-matter interactions, where atomic systems and confined modes interact via two-photon couplings. Here, we study a damped quantum harmonic oscillator interacting with \( N \) two-level systems via a two-photon coupling in the so-called bad-cavity limit, in the presence of finite-temperature baths and coherent and incoherent drivings. We have succeeded in applying a recently developed adiabatic elimination technique to derive an effective master equation for the two-level systems, presenting two fundamental differences compared to the case of a dipolar interaction: an enhancement of the two-level systems spontaneous-like emission rate, including a thermal contribution and a quadratic term in the coherent driving, and an increment of the effective temperature perceived by the two-level systems. These differences give rise to striking effects in the two-level systems dynamics, including a faster generation of steady-state coherence and a richer dependence on temperature of the collective effects, which can be made stronger at higher temperature.

I. INTRODUCTION

Atomic systems interacting with confined photonic or phononic modes represent one of the most studied classes of quantum-optical systems. On the one hand, the confinement may induce modifications of single atom absorption and emission rates such as the well-known Purcell effect [1]. On the other hand, the collective nature of such interactions gives rise to a rich quantum phenomenology characterized, for example, by the emergence of quantum phase transitions [2] and by the qualitative modifications of optical properties [3]. Concerning the latter, a sub and a superradiant regime have been identified, respectively characterized by the dampening or the amplification of atomic absorption and emission rates with respect to the independent-emitter case [4]. These regimes have been extensively studied also in the presence of coherent or incoherent optical drivings [5–12]. Much attention has been devoted to the so-called bad-cavity limit in which the confined mode is strongly dampened with respect to the interaction with the atoms [5–8, 10, 11]. In this context, the effective dynamics of the atoms can be obtained by adiabatically eliminating the confined mode [13–16].

Besides the fundamental interest, collective quantum phenomena induced by light-matter interactions can be exploited in a variety of applications. In particular, the sub and superradiant regimes may be associated to the generation of collective states of the emitters, which are of great interest for quantum sensing [17, 18], generation of nonclassical states [19], photon storage [20], and excitation transfer [21]. This phenomenology is of high experimental relevance, as collective light-matter interactions can be controllably implemented in a broad range of atomic and solid-state quantum systems, such as cold atoms [22], trapped ions [23], metamaterials [24], plasmonic cavities [25], color centres in diamonds [26], quantum dots [27], and superconducting circuits [28].

To the best of our knowledge, collective radiative phenomena have not so far been analyzed for two-photon (2ph) interactions. However, it has been recently predicted that using atomic or solid-state systems it is possible to implement nondipolar light-matter couplings, where the linear interaction is inhibited and where quantum emitters and localized bosonic modes interact via the exchange of two excitation quanta. In particular, such two-photon couplings can be observed by engineering superconducting atom-resonator systems [29, 30] or by applying analog quantum simulation schemes in trapped-ions [31–33] or ultracold atoms [34, 35]. Notice that nondipolar transitions have already been observed using superconducting artificial atoms [36], and that quantum-simulation techniques have already been experimentally applied to observe the physics of fundamental dipolar light-matter interaction models in extreme regimes of parameters [35, 37]. On the dissipative side, two-photon relaxation [38, 39] and pumping [38] have also been theoretically analyzed and experimentally implemented [40]. The fast-growing interest in two-photon couplings is motivated by a rich phenomenology, characterized by counter-intuitive spectral features [41–46], high-order quantum optical nonlinearities [29, 30, 47], and quantum phase transitions [48–52]. In turn, this phenomenology can be exploited in different quantum-information applications [53–55]. We finally stress that the two-photon coupling analyzed here differs from other physical situations for which the term “two-photon” is used. Some examples are: two-photon excitations (see chapter 6.7 of Ref. [56]), two-photon absorption [57], two-plasmon emission [58], and two-photon emission coming
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from strong light-matter coupling \[59\].

In this Letter, we study the dynamics of a damped harmonic oscillator (HO) interacting with an ensemble of two-level systems (TLSs) in the bad-cavity limit in the case of a two-photon coupling. By applying a recently developed approach to perform adiabatic elimination in open quantum systems \[15, 16\], we derive an effective master equation for the TLSs that takes into account the coupling with finite-temperature baths as well as coherent and incoherent optical drivings. Our analytical and numerical analysis of the time evolution and steady-state behavior unveils an unexpected collective phenomenology induced by nondipolar light-matter interactions. Compared to the dipolar case, the two-photon coupling introduces the possibility to enhance the absorption and emission processes, and leads to a higher resilience of sub- and superradiance with respect to the baths temperature.

II. PHYSICAL MODELS

We study a system composed of a damped HO interacting via a resonant Jaynes-Cummings Hamiltonian with \(N\) TLSs in the bad-cavity limit \[13, 14, 16\], comparing the one-photon (1ph) and 2ph interaction cases. The two models are described by the Hamiltonians

\[
H_l = \hbar \omega a^\dagger a + \frac{\hbar \omega}{2} J_z + h g \left[ a^\dagger J_+ + (a^\dagger)^\dagger J_- \right],
\]

where \(l = 1\) for the 1ph case and \(l = 2\) for the 2ph one, \(\omega\) is the frequency of the HO and \(\omega\) the one of the TLSs (i.e., we consider a resonant interaction in both cases), \(g\) is the coupling parameter between the HO and the TLSs, \(a\) and \(a^\dagger\) are the usual annihilation and creation operators of a HO, while \(J_z = \sum_{i=1}^{N} \sigma_z^{(i)}\) and \(J_+ = \sum_{i=1}^{N} \sigma_+^{(i)}\), where \(\sigma_z, \sigma_–,\) and \(\sigma_+\) are, respectively, the \(z\)-Pauli, the lowering, and the raising operators of a TLS. The ground and the excited energy levels of each TLS are indicated, respectively, by \(|g\rangle\) and \(|e\rangle\). In Appendix A we provide an example of a possible implementation with the superconducting circuits \[60\] of the above Hamiltonian for the case \(l = 2\), by generalizing the study done in Ref. \[30\] to the case of more than one TLS.

We suppose that the HO and each TLS are each in contact with an independent thermal bath at temperature \(T\) (equal for all baths) and that a resonant coherent pumping on the HO and an incoherent local pumping on the TLSs are available. In the interaction picture, using a phenomenological approach \[61–63\], the master equation for the global density matrix \(\rho_G\) is

\[
\dot{\rho}_G = -i \left[ \sigma^g(\alpha^g)^\dagger \rho_G \right] + \mathcal{L}_{\text{HO}}(\rho_G) + \mathcal{L}_Q(\rho_G),
\]

where \(\mathcal{L}_{\text{HO}}(\bullet)\) and \(\mathcal{L}_Q(\bullet)\) are dissipators acting, respectively, on the HO and on the TLSs, given by

\[
\mathcal{L}_{\text{HO}}(\bullet) = -i \left[ (\beta^g \alpha^g + \beta^g \alpha^g)^\dagger \bullet \right] + k \left[ (1 + \bar{n}_{\omega,T}) \mathcal{D}_a (\bullet) + \bar{n}_{\omega,T} \mathcal{D}_a^\dagger (\bullet) \right],
\]

\[
\mathcal{L}_Q(\bullet) = \sum_{i=1}^{N} \left[ \gamma_{\text{loc}} (1 + \bar{n}_{\omega,T}) \mathcal{D}_{\sigma_i^g} (\bullet) + (\gamma_{\text{loc}} \bar{n}_{\omega,T} + P) \mathcal{D}_{\sigma_i^g} (\bullet) \right],
\]

III. ADIABATIC ELIMINATION

By applying a recently introduced adiabatic elimination technique \[15, 16\] we have been able to derive an effective master equation for the reduced density matrix of the TLSs, \(\rho = \text{Tr}_H(\rho_G)\) (see Appendices B and C for a review of this technique, the detailed derivation, and some comments on the validity range of the adiabatic elimination):

\[
\dot{\rho} = -i g \left[ \sigma^g(\alpha^g)^\dagger \rho \right] + \mathcal{L}_Q(\rho) + \gamma_1 \left[ n_1 \mathcal{D}_{J_+}(\rho) + (1 + n_1) \mathcal{D}_{J_-}(\rho) \right],
\]

where we recall that \(l = 1\) for the 1ph case and \(l = 2\) for the 2ph one, and

\[
\alpha = -\frac{2i \beta}{k}, \quad \gamma_1 = \frac{4g^2}{k}, \quad n_1 = \bar{n}_{\omega,T}, \quad \gamma_2 = \gamma_1 \left( 1 + 2n_1 + 4|\alpha|^2 \right), \quad n_2 = n_1 \frac{n_1 + 4|\alpha|^2}{1 + 2n_1 + 4|\alpha|^2}.
\]

As expected, even in the 2ph case the adiabatic elimination gives rise to collective dissipative terms [second line of Eq. (4)]. We observe that differently from the case of collective radiative phenomena induced by the interaction of different atoms with a common vacuum field \[4\], here the collective phenomena result from the coupling with a common damped HO. Notice that, although Eq. (4) retains its formal structure when changing \(l\) (see Appendix D for details), the effective parameters \(\alpha^g, \gamma_1,\) and \(n_1\) coming from the adiabatic elimination depend differently in the two models on the physical parameters \(g, \beta, k, \omega,\) and \(T\) [see Eq. (5)]. This results
in profound physical differences between the 1ph case and the 2ph one, leading to unexpected effects specific to the 2ph case. In particular, we can identify three main modifications. A first evident difference regards the dependence of the unitary driving term on \( \alpha \), which is linear in the 1ph case and quadratic in the 2ph one. An even more striking difference concerns the collective relaxation rate \( \gamma_l \) which, only in the 2ph case, depends on the parameters characterizing the state of the HO at order zero, \( n_1 \) and \( \alpha \) (see Appendix C). Finally, the coherent pumping increases the temperature of the effective collective bath seen by the TLSs, generated by the adiabatic elimination of the HO. In particular, setting

\[
\eta_{2\omega,T^*} = \left[ e^{2\omega/(k_B T^*)} - 1 \right]^{-1},
\]

the temperature of this collective bath is

\[
T^* = \frac{2\hbar \omega}{k_B} \left[ \ln \left( \frac{e^{2\omega/(k_B T^*)} - 2}{1 + 4|\alpha|^2 (e^{\omega/(k_B T^*)} - 1)} + 2 \right) \right]^{-1}.
\]

Notice that when \( \alpha = 0 \) the temperature of this collective bath would be the same as that of the original bath of the HO (\( T^* = T \)). The peculiar form of \( \gamma_2 \) and \( n_2 \), especially their quadratic dependence on \( |\alpha| \), can be useful to manipulate the dynamics of the TLSs, possibly enhancing their absorption and emission processes.

In the following, we discuss the physical consequences of these differences. In order to check the validity of the adiabatic elimination, we will show in several figures numerical simulations of the full model of Eq. (2).

**IV. COHERENT DRIVING EFFECTS: FASTER DYNAMICS AND ROBUST STEADY-STATE COHERENCE**

In order to focus on the effects due to the coherent pumping on the HO, let us consider the case of zero temperature and no local incoherent pumping on the TLSs. For \( T = 0 \) and \( P = 0 \), Eq. (4) simplifies to

\[
\gamma_2 = \gamma_1 (1 + 4|\alpha|^2).
\]

The quadratic dependence of \( \gamma_2 \) on \( |\alpha| \) can be exploited to make the system reach much faster its steady state in the 2ph case. This is shown in Fig. 1, comparing the dynamics of one TLS (henceforth we use the notation \( \langle x \rangle |y \rangle = |xy \rangle \) for the two models.

Focusing on the reachable steady states \( \rho^{st} \) in the one TLS case, Fig. 2 shows that nondiagonal ones in the bare basis, that is, those presenting coherences, can be obtained. The analytical expression of these coherences in the general case (\( T \neq 0 \) and \( P \neq 0 \)) can be found in Appendix E1. In particular, non negligible coherences are obtained when \( g \) is sufficiently high (but inside the validity range of the adiabatic elimination). By comparing the two models, one can see that great differences arise for \( |\alpha| \gtrsim 1 \). In this regime, indeed, the 2ph interaction allows one to generate steady states in much shorter time (as one can evince from Fig. 1) and with higher coherences. Moreover, the steady state does not change much for little variations of \( |\alpha| \) when \( |\alpha| \) is high enough. This is due to the fact that when \( \gamma_{loc} \) is negligible, the steady state depends only on the ratio \( \gamma_l/(g|\alpha|^4) \), which in the 2ph case does not tend to zero but to \( 16g/k \). For example, when \( \gamma_{loc} = 0 \) and \( g = 0.01k \), the steady-state
The quantity $P$ is the generation of sub and superradiant steady states as a function of the particular setting has been used \[7, 8\] to study the emergence of sub and superradiant steady states as a function of the incoherent pumping and the baths temperature in the case of two TLSs, for $g = 0.01k$, and $\alpha = 0$. The horizontal lines correspond to the values $P = P^* \equiv \gamma_{\text{loc}} + \gamma_1 = 5 \times 10^{-4}k$, where both models give exactly $J_{\text{corr}} = 0$ at zero temperature. The 2ph model exhibits a richer dependence on temperature including stronger subradiance and superradiance at higher temperatures. Note that the extremal values that $J_{\text{corr}}$ may assume in the two-TLS case are $-1$ and $1$.

coherences for $2 \leq |n| \leq 2.5$ are very close, as shown in the inset of Fig. 2. Therefore, it is possible to rapidly generate nondiagonal steady states resilient to intensity fluctuations of the coherent driving. We stress that the generation of steady-state coherence is relevant since, in general, it is considered as a resource for quantum technologies [64]. In particular, it has been recently shown that nondiagonal steady states can find applications in quantum metrology protocols [65, 66], which could be then enhanced by generating these states faster.

V. TEMPERATURE RESILIENCE OF COLLECTIVE PHENOMENA

Let us now consider the case of no coherent pumping, in order to focus on the emergence of correlations due to the collective dissipative terms. For $\alpha = 0$, in Eq. (4) the unitary term disappears, $\gamma_2 = \gamma_1(1 + 2n_1)$, and $\eta_2 = n_2^2/(1 + 2n_1) = 1/[e^{2\hbar\omega/(k_B T)} - 1]$. This particular setting has been used [7, 8] to study the emergence of sub and superradiant steady states as a function of the incoherent pumping parameter $P$ when $T = 0$. The quantity $J_{\text{corr}} = (J_+ J_-) - \sum_{i=1}^{s} (\sigma_{-}^{(i)} \sigma_{+}^{(i)})$ is used to characterize these collective phenomena. In particular, $J_{\text{corr}} > 0$ indicates the occurrence of superradiance while $J_{\text{corr}} < 0$ indicates that of subradiance.

When $T = 0$, there is no difference between the 1ph and the 2ph models because $\gamma_2 = \gamma_1$. In contrast, the two models behave very differently for $T \neq 0$, as shown in Fig. 3 where we plot the steady value of $J_{\text{corr}}$ in the two models as functions of the incoherent pumping and the baths temperature in the case of two TLSs, for $g = 0.01k$ and $\gamma_{\text{loc}} = 10^{-4}k$. A more varied dependence of the collective phenomena on temperature in the 2ph case is observed due to the increase of the collective dissipation rate $\gamma_2$ with the temperature. In particular, remarkable differences are observed when $P$ is close to $P^* \equiv \gamma_1 + \gamma_{\text{loc}}$, since for this value of $P$, in the 1ph case, $J_{\text{corr}} = 0$ for any $T$, while this is not the case in the 2ph case. This can also be evinced by the analytical expression we have obtained for $J_{\text{corr}}$ in the two-TLS case (see Appendix E2) which shows that subradiance and superradiance are obtained when $P$ is, respectively, lower or higher than $\gamma_1 + \gamma_{\text{loc}}$. This behavior of the sign of $J_{\text{corr}}$ has been confirmed in all the other simulations that we have done (up to six TLSs). This means that for $P = P^*$, since $\gamma_2$ increases with temperature, subradiance is observed for any temperature different from zero in the 2ph case. One could wonder if part of these differences arises just because the TLSs in the 2ph model have frequency $2\omega$ so that, for the same temperature, they interact with local baths by means of a lower average excitation number. To check the extent of this effect we have also looked at the same plot using the frequency $2\omega$ for the TLSs and the HO for the 1ph case finding only a partial reduction of the differences between the two models. An example of this issue is treated for a specific example in Fig. 4.

A different behavior of collective phenomena is still present in the case of a larger number of TLSs, as exhibited in Fig. 4(a), where the plot of $J_{\text{corr}}$ in the steady state as a function of the incoherent pumping for four TLSs at a fixed temperature ($\bar{\hbar} = 1$) clearly shows relevant differences in the two models, especially for the subradiance. In particular, in the 2ph model, a higher peak of both super and subradiance can be reached, even when the frequency of the TLSs and of the HO in the 1ph case is set equal to $2\omega$. A more striking different behavior of the two models can be obtained by studying the dependence of the steady value of $J_{\text{corr}}$ on $T$ for specific values of the pump, as shown in Fig. 4(b). For $P = P^*$ no subradiance nor superradiance is visible in the 1ph case, while in the 2ph case a strong subradiance may be observed. An even more interesting case is obtained for $P > P^*$. In this case, the system displays superradiance at $T = 0$ in both models while it follows very different paths, depending on the model, when the temperature increases. In the 1ph model, $J_{\text{corr}}$ is always positive and tends to zero for increasing temperature whereas, in the 2ph model, there is a temperature $T'$ such that $P < \gamma_2 + \gamma_{\text{loc}}$ for $T > T'$. Therefore, in the 2ph model, the system can go into a superradiant zone inaccessible through the 1ph interaction at fixed pumping.

VI. CONCLUSIONS

In summary, we have studied the case of a damped HO interacting with $N$ TLSs via a two-photon coupling in the bad-cavity limit in the presence of finite temperature baths, a coherent pumping on the HO, and an incoherent pumping on the TLSs, comparing it to the one-photon-coupling case. We have succeeded in applying a recent adiabatic elimination technique in the two-photon model
FIG. 4. (a) $J_{\text{corr}}$ of the steady state of four TLSs as a function of $P$, for $g = 0.01k$, $\gamma_{\text{loc}} = 10^{-4}k$, $T$ such that $\tilde{n}_{\omega,T} = 1$, and $\alpha = 0$. Here, $J_{\text{corr}}$ is plotted for the 1ph (for both $\omega$ and $2\omega$) and 2ph cases. (b) Steady $J_{\text{corr}}$ of four TLSs as a function of $T$ ($\tilde{n}_{\omega,T}$ in the plot), for $g = 0.01k$, $\gamma_{\text{loc}} = 10^{-4}k$, and $\alpha = 0$, for $P = P^* \equiv \gamma_{\text{loc}} + \gamma_1 = 5 \times 10^{-4}k$ and $P = 1.5P^*$ (see legend). The 1ph ($\omega$ and $2\omega$) and 2ph cases are compared. In both plots, $J_{\text{corr}}$ is always zero for $P = P^*$ in the 1ph case and the various empty markers indicate discrete points computed with the full model of Eq. (2), i.e., without performing the adiabatic elimination in panel (b), because of computational difficulties only points with $\tilde{n}_{\omega,T}$ up to 10 are considered. Note that the extremal values that $J_{\text{corr}}$ may assume in the four-TLS case are $-2$ and $4$.
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Appendix A: Circuit model

In this section, we provide a detailed description of a superconducting quantum circuit scheme that can implement the two-photon (2ph) Jaynes-Cumming Hamiltonian used in Eq. (1) of the main text for $l = 2$. Indeed, in the framework of circuit QED [60] it is possible to engineer artificial atoms that are nonlinearly coupled with a single-mode quantum resonator [29, 30]. We follow the derivation proposed in Ref. [30] for the case of one qubit, generalizing it to the multiqubit case. Our scheme is depicted in Fig. 5 and it consists of an arbitrary number of flux qubits [67, 68] coupled to a single superconducting quantum interference device (SQUID) resonator. For each qubit the coupling is realized via an inductance and the values of the coupling inductances are assumed to be the same for all the qubits. The SQUID is used in the linear regime so that, for the considered energy scales, it supports a quantum harmonic resonator mode. However, as shown in the following, the intrinsic nonlinearity of the device can lead to a dynamics governed by a two-photon coupling between the artificial atoms and the resonator. We will first derive an effective Lagrangian model of the circuit, and we will then quantize the corresponding Hamiltonian.

1. Lagrangian

Our starting point is the Lagrangian of the system [60],

$$L_{\text{TOT}} = L_{\text{SQUID}} + \sum_i \left[ L_{\text{FQ}}^i + L_L^i \right], \quad (A1)$$

where the index $i$ runs over the flux qubits and where the different contributions of the SQUID, the flux qubits (FQ), and the coupling inductances (L) are given by

$$L_{\text{SQUID}} = C \frac{\phi_a^2}{2} + C \frac{\phi_b^2}{2} + E_J \left[ \cos \left( \frac{\phi_a}{\phi_0} \right) + \cos \left( \frac{\phi_b}{\phi_0} \right) \right], \quad (A2)$$
variables as $\phi$ and we have defined the reduced magnetic flux quantum $\phi_0$. Finally, all the variables denoted with a $\eta$ corresponding values to rewrite the SQUID Lagrangian as,

\begin{align}
L_{\text{FQ}} &= \frac{\tilde{C}}{2} \left[ (\dot{\phi}_1)^2 + (\dot{\phi}_3)^2 \right] + \frac{\eta \tilde{C}}{2} (\dot{\phi}_2)^2 \\
&+ \tilde{E}_J \left[ \cos \left( \frac{\phi_1}{\phi_0} \right) + \cos \left( \frac{\phi_3}{\phi_0} \right) + \eta \cos \left( \frac{\phi_2}{\phi_0} \right) \right], \\
L_{L} &= -\frac{(\dot{\phi}_L)^2}{2L}.
\end{align}

Here, $E_J$ denotes the Josephson energy and $C$ the capacitance of the Josephson junctions (JJ) $a$ and $b$ composing the SQUID, which are assumed to be identical. As for the flux qubits, $\tilde{E}_J$ and $\tilde{C}$ are the Josephson energy and capacitance of the JJs labeled by 1 and 3, while $\eta$ is a parameter, smaller than one, used to quantify the corresponding values $\eta \tilde{E}_J$ and $\eta \tilde{C}$ for the second JJ. The coupling inductances between each flux qubit and the SQUID are also assumed to be identical with value $L$. Finally, all the variables denoted with a $\phi$ are the generalization of fluxes associated to each element of the circuit [60], and we have defined the reduced magnetic flux quantum as $\phi_0 = \Phi_0/(2\pi) = h/(2e)$, where $e$ is the electron charge.

We now define symmetric and anti-symmetric SQUID variables as $\phi_+ = \frac{\phi_1 + \phi_3}{2}$ and $\phi_- = \frac{\phi_1 - \phi_3}{2}$ and apply the flux-quantization rule [60, 69] to the SQUID loop, obtaining $\phi_+ - \phi_- = \sum_{i} \phi_i^L + \phi_i^{\text{ext}}$, where $\phi_i^{\text{ext}}$ is the external magnetic flux flowing through the SQUID loop. We can then rewrite the anti-symmetric variable in terms of the fluxes $\phi_i^L$ of the coupling inductances obtaining $\phi_- = \frac{\sum_i \phi_i^L}{2} + \frac{\phi_i^{\text{ext}}}{2}$. We consider a constant external flux implying $\phi_i^{\text{ext}} = 0$. Straightforward calculations allow us to rewrite the SQUID Lagrangian as,

\begin{align}
L_{\text{SQUID}} &= C \phi_+^2 + \frac{C}{4} (\dot{\phi}_L^{\text{tot}})^2 \\
&+ 2E_J \cos \left( \frac{\phi_L^{\text{tot}} + \phi_0^{\text{ext}}}{2\phi_0} \right) \cos \left( \frac{\phi_+}{\phi_0} \right),
\end{align}

where we have defined $\phi_L^{\text{tot}} = \sum_i \phi_i^L$. Now, we turn our focus on the circuit elements composing the flux qubits, and we define $\phi_i^L = \frac{\phi_i^L + \phi_i^0}{2}$ and $\phi_i^m = \frac{\phi_i^L - \phi_i^0}{2}$. We denote with $\phi_i^{\text{ext}}$ the external flux on each qubit, which is taken to be the same for all flux qubits, and which is defined in the opposite direction with respect to $\phi_i^{\text{ext}}$. The flux-quantization rule for the qubit loop, $\phi_1^m - \phi_2^m - \phi_3^m = -\phi_0^m - \phi_q^{\text{ext}}$, allows us to eliminate the phase variable of the second junction of each qubit: $\phi_2^m = 2\phi_0^m + \phi_1^m + \phi_q^{\text{ext}}$. We take also the external flux biasing the flux qubit to be constant implying $\phi_q^{\text{ext}} = 0$, so we can write

\begin{align}
L_{\text{FQ}} &= \tilde{C}(\dot{\phi}_1)^2 + \tilde{C}(\dot{\phi}_3)^2 + \frac{\eta \tilde{C}}{2} (2\dot{\phi}_0^m + \dot{\phi}_L^m)^2 \\
&+ \tilde{E}_J \left[ 2 \cos \left( \frac{\phi_1^L}{\phi_0} \right) \cos \left( \frac{\phi_1^m}{\phi_0} \right) + \eta \cos \left( \frac{2\phi_0^m + \phi_1^m + \phi_q^{\text{ext}}}{\phi_0} \right) \right].
\end{align}

We now take a perturbative approach based on the assumption that the coupling inductances are chosen to be so small that the following approximations are justified. In particular, we perform two main approximations: (1) we linearize the Lagrangian with respect to the coupling-inductance phase variables divided by $\phi_0$, that is we expand to first order in $\phi_1^L/\phi_0$, and then (2) we perform an adiabatic elimination of the corresponding degrees of freedom. Notice that this adiabatic elimination concerns only the detail of the circuit design and it is not related with the adiabatic elimination performed on the quantum model considered in the main text. To simplify the notation, let us define the gauge-invariant phase variables $\varphi_j = \phi_j/\phi_0$, where $\phi_j$ denotes generically the flux variable of any circuit element. We also define the frustration parameters $f_s = \phi_s^{\text{ext}}/\phi_0$ and $f_q = \phi_q^{\text{ext}}/\phi_0$.

(1) First, we assume that the flux variables $\phi_i^L$ are small with respect to the reduced magnetic flux quantum, so that Eq.(A5) and Eq.(A6) can be linearized with respect to the variables $\varphi_i^L$. Thus, from Eq. (A5) we obtain

\begin{align}
L_{\text{SQUID}} &= C \phi_+^2 + \frac{C}{4} (\dot{\phi}_L^{\text{tot}})^2 \\
&+ 2E_J \left[ \cos \left( \frac{f_s}{2} \right) - \sin \left( \frac{f_s}{2} \right) \frac{\phi_L^{\text{tot}}}{\phi_0} \cos \left( \varphi_+ \right) \right].
\end{align}
The first line corresponds to it is easy to find the normal frequencies [70], which are oscillators. Given the high symmetry of the coefficients, we obtain the dependence of $\phi$ on the remaining dynamic variables,

$$
\varphi_L^i = \frac{\phi_L^i}{\phi_0} = -\frac{1}{2E_L} \left[ S \cos(\varphi_+) + \Omega_m^i \right],
$$

where $E_L = \phi_0^2/(2L)$. Therefore,

$$
\varphi_L^{tot} = \frac{1}{\phi_0} \sum_i \varphi_L^i = -\frac{1}{2E_L} \left[ SN \cos(\varphi_+) + \sum_i \Omega_m^i \right],
$$

where $N$ is the total number of flux qubits.

Before replacing the variables, in order to simplify the expressions, we also define

$$
K = 2E_J \cos \left( \frac{f_s}{2} \right) .
$$

Within the above approximations, the total Lagrangian is then obtained adding Eqs. (A7), (A8) and (A4), and it can be written as,

$$
\mathcal{L}_{TOT} = C\dot{\varphi}_L^2 + \left[ K - S\varphi_L^{tot} \right] \cos(\varphi_+) + \sum_i \left[ \mathcal{L}_{qubit}^i - \Omega_m^i \varphi_L^i - E_L(\varphi_L^i)^2 \right].
$$

Finally, by replacing $\varphi_L^i$ and $\varphi_L^{tot}$ by means of, respectively, Eqs. (A14) and (A15) we obtain,

$$
\mathcal{L}_{TOT} = C\dot{\varphi}_L^2 + K \cos(\varphi_+) + \frac{NS^2}{4E_L} \cos^2(\varphi_+) + \frac{S \cos(\varphi_+)}{2E_L} \sum_i \Omega_m^i + \frac{1}{4E_L} \sum_i (\Omega_m^i)^2 + \sum_i \mathcal{L}_{qubit}^i .
$$

### 2. Hamiltonian

The system Hamiltonian $\mathcal{H}_{TOT}$ can be derived implementing the Legendre transformation, i.e.,

$$
\mathcal{H}_{TOT} = \dot{\varphi} + \sum_j \dot{\phi}_{p}^j + \sum_j \dot{\phi}_{m}^j - \mathcal{L}_{TOT},
$$

where we use the standard definition of conjugate variables

$$
p_+ = \partial \mathcal{L}_{TOT}/\partial \dot{\varphi}_+ = 2C\dot{\varphi}_L^2 \dot{\varphi}_+, \\
p_p^j = \partial \mathcal{L}_{TOT}/\partial \dot{\phi}_{p}^j = 2\dot{C} \phi_0^2 \dot{\phi}_{p}^j, \\
p_m^j = \partial \mathcal{L}_{TOT}/\partial \dot{\phi}_{m}^j = 2(1 + 2\eta) \ddot{C} \phi_0^2 \dot{\phi}_{p}^j .
$$

We replace now the classical variables with quantum operators and we start using the hat formalism to avoid confusion. The total Hamiltonian can be written as

$$
\hat{H}_{TOT} = \hat{H}_{SQUID} + \sum_i \hat{H}_{FQ}^i + \hat{H}_I .
$$

The SQUID Hamiltonian is given by

$$
\hat{H}_{SQUID} = \frac{\hat{p}_+^2}{4C\phi_0^2} - K \cos(\hat{\varphi}_+) - \frac{NS^2}{4E_L} \cos^2(\hat{\varphi}_+).\n$$
The Hamiltonian $\hat{H}_{\text{FQ}}$ is given by the standard flux-qubit Hamiltonian $\hat{H}_{\text{FQ}}^{\text{st}}$, plus a correction proportional to the small parameter $L$ [since $E_L = \phi_0^2/(2L)$]:

$$\hat{H}_{\text{FQ}} = \hat{H}_{\text{FQ}}^{\text{st}} - \frac{(\hat{\Omega}_m)^2}{4E_L},$$

(A23)

where

$$\hat{H}_{\text{FQ}}^{\text{st}} = \frac{(\hat{p}_p^2)}{4C\phi_0^2} + \frac{(\hat{p}_m^2)}{4C\phi_0^2(1+2\eta)} - \tilde{E}_J \left[2 \cos (\hat{\phi}_p^2) \cos (\hat{\phi}_m^2) + \eta \cos (2\hat{\phi}_m^2 + f_q) \right].$$

(A24)

It is well known that the standard flux-qubit Hamiltonian has a strongly nonlinear eigenspectrum [67, 68]. As a result, for the relevant energy scale, the system dynamics is constrained in the lowest two-level subspace [67, 68]. In the next subsection we discuss the role of the additional term $-(\hat{\Omega}_m)^2/(4E_L)$, and we show that it does not induce state leakage outside the low-energy subspace so that each flux qubit can indeed be considered as a two-level system (TLS). In the following, the two states of the low-energy subspace for the $i$-th TLS are denoted as $|0\rangle_i$ and $|1\rangle_i$, and the Hamiltonian of each TLS is $\hbar\omega_i \hat{\sigma}_z^i/2$, where $\omega_i$ is the common transition frequency of the TLSs and $\hat{\sigma}_z^i$ is the usual $z$-Pauli operator.

The last term in Eq. (A21) corresponds to the nondipolar coupling Hamiltonian

$$\hat{H}_I = -\frac{S}{2E_L} \cos (\hat{\phi}_+^2) \sum_i \hat{\Omega}_m^i.$$  

(A25)

We show in the following that, in a broad regime of parameters, such nondipolar coupling can be reduced to a two-photon interaction plus an additional correction to the flux-qubit Hamiltonian.

3. Effective model

We now assume that the phase of the SQUID junctions $\varphi_+ = \phi_+/\phi_0 \ll 1$. This is a standard approximation [60] which is valid when the SQUID operates in the linear regime, that is in the limit of large Josephson energy for the two Josephson junctions, $a$ and $b$, of the SQUID. Expanding up to second order the cosines and discarding constant terms in Eq. (A22) we obtain,

$$\hat{H}_{\text{SQUID}} = \frac{\hat{\varphi}_+^2}{4\phi_0^2C} + \left(K + \frac{NS^2}{2E_L} \right) \frac{\hat{\varphi}_+^2}{2}. $$

(A26)

Similarly, we obtain from Eq. (A25)

$$\hat{H}_I = -\frac{S}{2E_L} \sum_i \hat{\Omega}_m^i + \frac{S}{2E_L} \frac{\hat{\varphi}_+^2}{2} \sum_i \hat{\Omega}_m^i,$$

(A27)

where the first term is a free energy term of the qubit, while the second term is the origin of the nondipolar coupling.

We now introduce the standard ladder operators $\hat{a}$ and $\hat{a}^\dagger$ of the quantum harmonic oscillator corresponding to the SQUID Hamiltonian of Eq. (A26) in

$$\varphi_+ = \sqrt{\frac{\hbar\omega_c L_{\text{eff}}}{2\phi_0}} (\hat{a}^\dagger + \hat{a}), \quad \hat{p}_+ = \sqrt{\frac{\hbar\phi_0^2}{2\omega_c L_{\text{eff}}}} (\hat{a}^\dagger - \hat{a}),$$

(A28)

where we have defined

$$L_{\text{eff}} = \frac{\phi_0^2}{(K + \frac{NS^2}{2E_L})},$$

(A29)

and we have introduced the charging energy $E_C = \epsilon^2/(2C)$ [we recall that $\phi_0 = \hbar/(2e)$]. Equation (A26) can be then rewritten as

$$\hat{H}_{\text{SQUID}} = \hbar\omega_c \hat{a}^\dagger \hat{a},$$

(A30)

where we have used $[\hat{a}, \hat{a}^\dagger] = 1$ and we have again disregarded constant terms.

Now, we redefine the total free Hamiltonian of a flux qubit as the sum of Eq. (A23) and of the $i$-th element of the first term in Eq. (A27),

$$\hat{H}_{\text{FQ}} = \hat{H}_{\text{FQ}}^{\text{st}} - \left[\frac{1}{4E_L} (\hat{\Omega}_m^i)^2 + \frac{S}{2E_L} \hat{\Omega}_m^i \right],$$

(A31)

which corresponds to the standard Hamiltonian of a flux qubit plus two corrections. In the first two energy levels subspace we can write [67, 68] $\hat{\Omega}_m^i = -\eta \tilde{E}_J (|0\rangle_i \sin (2\hat{\phi}_m^i + f_q) |1\rangle_i \hat{\sigma}_x^i = -\eta \tilde{E}_J T(f_q) \hat{\sigma}_x^i$ where $\hat{\sigma}_x^i$ is the usual $x$-Pauli operator and the transition amplitude $T(f_q)$ is the same for all the qubits because we have set a homogeneous $f_q$ and the operator $\hat{\sigma}_x^i$ has the same form for all qubits. Notice that the first correction, proportional to $(\hat{\Omega}_m^i)^2$, corresponds to a constant energy offset, since $(\hat{\Omega}_m^i)^2 \propto I$ in the two-level subspace, being $I$ the identity operator in a two-dimensional Hilbert space, and can be then disregarded. The second one, proportional to $\hat{\Omega}_m^i$, can be compensated by a small adjustment of the frustration parameter $f_q$ leading to a renormalization of the qubit-cavity coupling [67, 68]. Therefore, these additional terms do not modify the behavior of the flux qubit, and so the latter can be faithfully modeled as a TLS. In this limit, the Hamiltonian of a flux qubit is then redefined as

$$\hat{H}_{\text{FQ}} = \frac{\hbar\omega_c}{2} \hat{\sigma}_x^i.$$ 

(A32)

Finally, we redefine the interaction Hamiltonian as given by only the second term in Eq. (A27), which corresponds to the nondipolar interaction Hamiltonian between the TLSs and the resonator mode,

$$\hat{H}_I = \hbar g_2 (\hat{a}^\dagger \hat{a}) \sum_i \hat{\sigma}_x^i.$$

(A33)
where we have defined the two-photon coupling strength $g_2$ as

$$g_2 = \frac{S}{4\hbar E_L} \left( \frac{E_C}{K + \frac{N^2}{2E_C}} \right) \tilde{E}_f T(f_q). \tag{A34}$$

Now, we consider the resonant case by setting $\omega = \omega_c/2$ and we redefine for this case the total system Hamiltonian $\hat{H}_{TOT}$ up to second order in $\hat{\varphi}_+$ as the sum of Eqs. (A30), (A32), and (A33), obtaining

$$\hat{H}_{TOT} = \hbar \omega \hat{a}^\dagger \hat{a} + \hbar \omega \hat{J}_z + \hbar g (\hat{a} + \hat{a}^\dagger)^2 \left( \hat{J}_+ + \hat{J}_- \right), \tag{A35}$$

where $g \equiv g_2$, $\hat{J}_z = \sum_i \hat{\sigma}_z^{(i)}$, and $\hat{J}_\pm = \sum_i \hat{\sigma}_\pm^{(i)}$, as in the main text, being $\hat{\sigma}_+^{(i)}$ and $\hat{\sigma}_-^{(i)}$ the usual raising and lowering operators for a TLS. Notice that, as shown in Ref. [30], the fourth-order corrections here neglected have a negligible impact on the system dynamics and spectral features.

Going to the interaction picture through the unitary operator $\hat{U}_0 = \exp \left(-i\hat{H}_0 t/\hbar\right)$, where $\hat{H}_0 = \hbar \omega \hat{a}^\dagger \hat{a} + \hbar \omega \hat{J}_z$, the interaction Hamiltonian becomes $\hat{H}_{I,\text{int}} = \hat{U}_0 \hat{H}_{I,\text{tot}} \hat{U}_0^\dagger$, with

$$\begin{align*}
\hat{H}_{I,\text{int}} (\hbar g) &= (\hat{a}^\dagger)^2 \hat{J}_- + a^2 \hat{J}_+ \\
+ e^{2i\omega t} \left[ (2\hat{a}^\dagger + 1) \hat{J}_+ \right] + e^{-2i\omega t} \left[ (2\hat{a} + 1) \hat{J}_- \right] \\
+ e^{4i\omega t} (\hat{a}^\dagger)^2 \hat{J}_+ + e^{-4i\omega t} a^2 \hat{J}_-. \tag{A36}
\end{align*}$$

For the regime of the parameters we explore in the main text (where $g \ll \omega$), the ubiquitous rotating-wave approximation (RWA) can be applied to Eq. (A35) and (A36), neglecting all the terms oscillating in the interaction picture. We can thus redefine the total Hamiltonian as the two-photon Jaynes-Cumming Hamiltonian used in Eq. (1) of the main text for $l = 2$ (we remark that in the main text and in the following sections of the supplemental material the operators are not anymore marked by the “hat”):

$$\hat{H}_{TOT} = \hbar \omega \hat{a}^\dagger \hat{a} + \hbar \omega \hat{J}_z + \hbar g \hat{a}^\dagger \hat{J}_+ + (\hat{a}^\dagger)^2 \hat{J}_-. \tag{A37}$$

An analysis of the RWA in an analogous context can be found in [31].

To conclude this section, let us provide an example of a set of physical parameters that matches the required regime. We consider a system composed of 4 TLSs, as in case of Fig. 4 of the main text. Notice that all model parameters can be analytically derived, except for the flux-qubit frequency which has been taken by an example of Ref. [67], where the same values for the flux-qubit circuit parameters have been used. The values of the various parameters are summarized in Table I, which has been constructed as follows. First, we have taken the flux-qubit circuit parameters from Ref. [67], where the resulting frequency of the flux qubit is also given: $\omega_q/(2\pi) \approx 20$ GHz. Then, we have searched for a configuration of the resonator and inductances parameters $(E_J, E_C, E_L, \text{ and } f_s)$ leading to $\omega_c/(2\pi) \approx 10$ GHz for the harmonic oscillator, well within the working range of circuit QED devices [60]. For the number $T(f_q)$ appearing in the expression for $g_2$ of Eq. (A34), we have used the value $T(f_q) = 0.8$. This value has been calculated for similar circuit parameters in the code used for Ref. [30]. We remark that, to implement our model, only the order of magnitude of $g_2$ is important, not its exact value.

| Qubit parameters |
|------------------|
| $E_J/h = 200$ GHz |
| $E_C/h = E_J/1008 = 2.5$ GHz |
| $\eta = 0.8$ |
| $j_s/(2\pi) = 0.485$ |

| Resonator and inductances parameters |
|-------------------------------------|
| $E_J/h = 13$ GHz |
| $E_C/h = 1$ GHz |
| $E_L/h = 2.5 \times 10^4$ GHz |
| $j_s/(2\pi) = 0.1$ |

| Resulting parameters |
|-----------------------|
| $\omega_c/(2\pi) \approx 20$ GHz |
| $\omega_q/(2\pi) \approx 20$ GHz |
| $g_2 \approx 10^{-4}\omega_c$ |
| $\omega_L/(2\pi) \approx 415$ GHz |

Table I. This table reports an example of circuit parameters able to implement the model of the main text in the case of four TLSs, i.e., for $N = 4$ [we have defined $E_C = c^2/(2C)]$. The resulting parameters are also reported. Notice the use of the non-reduced Planck’s constant $h$ for quantifying energies. The parameters chosen for the flux qubit have been taken from an example of Ref. [67] on the basis of the standard flux qubit Hamiltonian $\hat{H}_{\text{eq}}$. Notice that, because of the two additional terms in Eq. (A31) with respect to $\hat{H}_{\text{eq}}$, the parameter values should be slightly calibrated in a real experimental realization in order to obtain the resonance $\omega_q = 2\omega_c$. Regarding the number $T(f_q)$, which appears in the formula for $g_2$ of Eq. (A34), we have used $T(f_q) = 0.8$. This value has been calculated for similar circuit parameters in the code used for Ref. [30].

Concerning the flux qubits, the parameters are taken from Ref. [67] on the basis of the standard flux qubit Hamiltonian $\hat{H}_{\text{eq}}$, i.e., the Hamiltonian of Eq. (A31) without the two additional terms. It follows that the parameter values should be slightly calibrated in a real experimental realization in order to obtain the resonance $\omega_q = 2\omega_c$. However, the engineering of flux qubit is a

### Table I

| Circuit Parameters | Value |
|--------------------|-------|
| $E_J/h$            | 200   |
| $E_C/h$            | $E_J/1008 = 2.5$ GHz |
| $\eta$             | 0.8   |
| $j_s/(2\pi)$       | 0.485 |
| $E_J/h$            | 13    |
| $E_C/h$            | 1     |
| $E_L/h$            | $2.5 \times 10^4$ GHz |
| $j_s/(2\pi)$       | 0.1   |
| $\omega_c/(2\pi)$ | $\approx 20$ GHz |
| $\omega_q/(2\pi)$ | $\approx 20$ GHz |
| $g_2$              | $\approx 10^{-4}\omega_c$ |
| $\omega_L/(2\pi)$ | $\approx 415$ GHz |
well-developed area of research and their effective frequency can be finely tuned in various ways, also adding additional elements to the circuit [60]. Even if the values of Table I do not exactly match those that would be used for our circuit, they are then a good indicator of the experimental values that would be in fact necessary.

We stress out that the values used in Table I are commonly implemented in nowadays experiments [60] and that the proposed circuit design does not require any further improvement over standard circuit-QED technology.

Appendix B: Adiabatic elimination technique

Here, we briefly resume the recently developed adiabatic elimination technique [15, 16] that we have exploited in our analysis. To apply this technique we have to divide the system under study into two subsystems, one governed by a fast dynamics and the other one by a slow one. We call ‘system $A$’ the fast system and ‘system $B$’ the slow one. Moreover, the two subsystems have to interact weakly. As final requirement, system $A$ has to converge to a unique steady state, which we call $\rho_A^{\text{st}}$, when it is influenced uniquely by its own Lindbladian. For a far more detailed discussion see Ref. [16].

Following the prescription of Ref. [16], the Lindbladian describing the evolution of the density matrix of the global system, $\rho_G$, is given by

$$\dot{\rho}_G = \mathcal{L}_A(\rho_G) + \epsilon \mathcal{L}_B(\rho_G) - \frac{i}{\hbar}[H_{\text{int}}, \rho_G],$$

where $\epsilon$ is the quantity which will play the role of perturbative parameter in the expansion of system $B$ dynamics and each Lindbladian is of the form

$$\mathcal{L}_r(\bullet) = \frac{i}{\hbar}[H_r, \bullet] + \sum_m \mathcal{D}_r^{(m)}(\bullet),$$

where $r = A, B$, and

$$\mathcal{D}_r^{(m)}(\bullet) = X_r^{(n)} \cdot X_r^{(n)} \cdot X_r^{(n)} - \frac{1}{2} \left\{ X_r^{(n)} X_r^{(n)} \cdot \bullet \right\}.$$  

The interaction Hamiltonian can be written in the general form $H_{\text{int}} = \hbar c \sum_{k=1}^M A_k \otimes B_k^\dagger$, where $A_k$ and $B_k$ are not necessarily hermitian and $c$ is a constant with the dimension of a frequency.

The goal of the adiabatic elimination procedure is to find the superoperator describing the dynamics of the reduced density matrix of system $B$, $\dot{\rho}_B = \mathcal{L}_B(\rho_B)$, as

$$\dot{\rho}_B = \mathcal{L}_S(\rho_B) = \sum_{m \geq 0} \epsilon^m \mathcal{L}_{S,m}(\rho_B),$$

and to be able to return back to the global dynamics through

$$\rho_G = \mathcal{K}(\rho_B) = \sum_{m \geq 0} \epsilon^m \mathcal{K}_m(\rho_B),$$

where, at any order in $\epsilon$, $\mathcal{L}_S$ is a Lindbladian and $\mathcal{K}$ is a Kraus map. In our case, we want to obtain a second order equation for the dynamics of system $B$ since, at first order, the adiabatic elimination does not give rise to dissipative terms.

Due to the peculiarities of the method employed, the zero-order terms can be chosen with a certain arbitrariness. Following Ref. [16], the simplest choice is $\mathcal{L}_{S,0}(\rho_B) = 0$ and $\mathcal{K}_0(\rho_B) = \rho_A^{\text{st}} \otimes \rho_B$. Then, the first order reduced dynamics is given by [16]

$$\dot{\rho}_B = \epsilon \mathcal{L}_{S,1}(\rho_B),$$  

where

$$\mathcal{L}_{S,1}(\rho_B) = -ic \sum_{k=1}^M \left[ \text{Tr}_A \left\{ A_k \rho_A^{\text{st}} B_k^\dagger, \rho_B \right\} + \mathcal{L}_B(\rho_B) \right].$$

The superoperator $\mathcal{K}_1$ can be obtained as follows [16]:

$$\mathcal{K}_1(\rho_B) = -ic \sum_{k=1}^M F_k(\rho_A^{\text{st}}) \otimes \left( B_k^\dagger \rho_B \right) + \text{h.c.},$$

where $F_k(\rho_A^{\text{st}}) = \tau \left[ J_A(A_k \rho_A^{\text{st}}) - \text{Tr}_A \left\{ A_k \rho_A^{\text{st}} \rho_A^{\text{st}} \right\} \right]$, h.c. indicates the hermitian conjugate, and $J_A$ and $\tau$ are defined in the following. In general, the $J_A$ superoperator has the form

$$J_A(Z) = \frac{1}{\tau} \int_0^\infty e^{t \mathcal{L}_A} \left[ Z - R(Z) \right] dt + R(Z),$$

where $\tau > 0$ such that $-\mathcal{L}_A(\tau J_A(Z)) = Z - R(Z)$ and $R(Z) = \lim_{s \to +\infty} e^{s \mathcal{L}_A}(Z) = \text{Tr}_A \{ Z \rho_A^{\text{st}} \}$. Notice that even if it could seem that the results of the procedure depend on the choice of the parameter $\tau$, for the case we are going to examine the value of this parameter will be irrelevant.

In order to find the second order dynamics of system $B$, it is useful to define two matrices whose elements are given by

$$X_{k,j} = c^2 \left[ \text{Tr} \left\{ F_j(\rho_A^{\text{st}}) A_k^\dagger \right\} + \text{h.c.} \right],$$

$$Y_{k,j} = \frac{c^2}{2i} \left[ \text{Tr} \left\{ F_j(\rho_A^{\text{st}}) A_k^\dagger \right\} - \text{h.c.} \right].$$

The matrix $X$ is Hermitian and positive semi-definite. Then, there exists a non-unique $M \times M$ matrix $\Lambda$ such that $X = \Lambda \Lambda^\dagger$.

The second order dynamics is given by [16]

$$\dot{\rho}_B = c^2 \mathcal{L}_{S,2}(\rho_B),$$

where

$$\mathcal{L}_{S,2}(\rho_B) = -ic^2 \sum_{k=1}^M \left[ \text{Tr}_A \left\{ A_k \rho_A^{\text{st}} B_k^\dagger, \rho_B \right\} + \mathcal{L}_B(\rho_B) \right].$$
where
\[ \mathcal{L}_{S,1}(\rho_B) = -i \sum_{k=1}^{M} \left[ \text{Tr}_A \left\{ A_k \rho_A^{st} \right\} B_k^\dagger \rho_B \right] + \mathcal{L}_B(\rho_B), \]
\[ \mathcal{L}_{S,2}(\rho_B) = -i \sum_{k,j=1}^{M} Y_{k,j} B_k B_j^\dagger + \sum_{p=1}^{M} \mathcal{D}_{L_p}(\rho_B), \]
\[ L_p = \sum_{j=1}^{M} \Lambda_{j,p} B_j^\dagger. \] (B12)

**Appendix C: Adiabatic elimination of the harmonic oscillator**

Here, we apply the general method described in the previous section to the one-photon (1ph) and 2ph models considered in the main text. There, system \( A \) consists of an harmonic oscillator (HO) while system \( B \) is an ensemble of TLSs. In particular, the starting point for this application is the Eq. (2) of the main text which describes the global dynamics of the two models and is given in the interaction picture. In the Schrödinger picture, the two models are described by the equation
\[ \rho_{G,S} = -i \hbar^{-1} [H_I, \rho_{G,S}] + \mathcal{L}_{HO,S}(\rho_{G,S}) + \mathcal{L}_{Q,S}(\rho_{G,S}), \] (C1)
where \( \rho_{G,S} \) is the global density matrix in the Schrödinger picture, \( l = 1 \) for the 1ph case and \( l = 2 \) for the 2ph one, \( H_I \) is given in Eq. (1) of the main text, and
\[ \mathcal{L}_{HO,S}(\bullet) = -i \left[ (\beta^* a e^{i\omega t} + \beta a^* e^{-i\omega t}) , \bullet \right] \]
\[ + k \left[ (1 + \bar{\eta}_{\omega,T}) D_a^\dagger (\bullet) + \bar{\eta}_{\omega,T} D_a (\bullet) \right] , \]
\[ \mathcal{L}_{Q,S}(\bullet) = \sum_{i=1}^{N} \left[ \gamma_{loc} (1 + \bar{\eta}_{\omega,T}) D_{a_i^\dagger} (\bullet) \right] \]
\[ + \left( \gamma_{loc} \bar{\eta}_{\omega,T} + P \right) D_{a_i} (\bullet) \right] . \] (C2)

The passage from the Schrödinger picture to the interaction one is, indeed, necessary to apply the adiabatic elimination method since the bare dynamics of both the TLSs and the harmonic oscillator is much faster than all other dynamics so that to separate the system into a fast and a slow part is not possible. Moreover, neglecting the interaction between the two subsystems, a steady state of the HO does not exist because of the time dependent part in the Hamiltonian describing the action of the coherent driving. The unitary operator used to move from the Schrödinger picture to the interaction one [i.e., from Eq. (C1) to Eq. (2) of the main text, being \( \rho_G = U_l^\dagger(t) \rho_{G,S} U_l(t) \)] is
\[ U_l(t) = e^{-\frac{i}{\hbar} H_{0,l} t}, \] (C3)
where
\[ H_{0,l} = \hbar \omega a^\dagger a + \frac{\hbar \omega}{2} J_z. \] (C4)

In this section, we denote the reduced density matrix of the HO with \( \rho_A \) in order to maintain the notation of the preceding section, while we call the reduced density matrix of the TLSs \( \rho \), without suffixes, in order to have the same notation of the main text.

As explained in the preceding section, we first need to obtain the steady state of the HO when it does not interact with the TLSs. This steady state is equal to \([16]\)
\[ \rho_A^{st} = D(\alpha) \rho_A^{th} D(-\alpha), \] (C5)
where \( D(\alpha) = e^{\alpha a^\dagger - \alpha^* a} \), \( \alpha = -2\beta \frac{\omega}{\hbar} \), and
\[ \rho_A^{th} = \frac{1}{1 + \bar{\eta}_{\omega,T}} \sum_{n=0}^{\infty} \left( \frac{\bar{\eta}_{\omega,T}}{1 + \bar{\eta}_{\omega,T}} \right)^n |n\rangle \langle n| . \] (C6)

In other words, \( \rho_A^{th} \) is a thermal coherent state obtained by applying to the thermal state with average energy \( \hbar \omega \bar{\eta}_{\omega,T} \) the displacement operator corresponding to the coherent state in which the HO would be at zero temperature.

We choose to use as perturbative parameter \( \epsilon \) the quantity \( g/k \) so that \( \epsilon = g/k \). With this choice, we can write
\[ H_{int} = \hbar k \left[ a^n J_+ + (a^\dagger)_n J_- \right] , \] (C7)
where \( c = k \). Moreover, \( \mathcal{L}_Q = \epsilon \mathcal{L}_B \). Therefore, at first order in \( g/k \) we get [see Eq. (B7) with \( A_1 = a^n \), \( A_2 = (a^\dagger)_n \), \( B_1 = J_+ \), and \( B_2 = J_- \) ]
\[ \epsilon \mathcal{L}_{S,1}(\rho) = -ig \left[ a^\dagger J_+ + (a^\dagger)_n J_- , \rho \right] + \mathcal{L}_Q(\rho), \] (C8)
since [using \( aD(\alpha) = \alpha D(\alpha) + D(\alpha)a \)]
\[ \text{Tr} \left\{ a^n \rho_A^{st} \right\} = \text{Tr} \left\{ (a^n - \alpha a^\dagger \alpha^\dagger) \rho_A^{th} D(-\alpha) \right\} \]
\[ = \text{Tr} \left\{ (a^n - \alpha^\dagger \alpha - \alpha^\dagger \alpha) \rho_A^{th} \right\} \]
\[ = \text{Tr} \left\{ \alpha^2 a^\dagger (a^\dagger - \alpha^\dagger \alpha) \rho_A^{th} \right\} \]
\[ = \alpha^2, \]
\[ \text{Tr} \left\{ (a^\dagger)_n \rho_A^{st} \right\} = \left( \text{Tr} \left\{ a^n \rho_A^{st} \right\} \right)^* = (\alpha^\dagger)^n . \] (C9)

To obtain the second order dynamics we need the superoperators \( F_k \). In this case, there are only two of them:
\[ F_1 (\rho_A^{st}) = \int_0^\infty e^{t\mathcal{L}_A} \left[ (a^n - \alpha^\dagger \alpha^\dagger) \rho_A^{st} \right] dt , \]
\[ F_2 (\rho_A^{st}) = \int_0^\infty e^{t\mathcal{L}_A} \left[ (a^\dagger)^n - (a^\dagger)_n \right] \rho_A^{st} ] dt . \] (C10)

In order to calculate the matrix elements \( X_{i,j} \) and \( Y_{i,j} \) of Eq. (B10) we just need to compute terms like \( \text{Tr} \left\{ F_1 (\rho_A^{st}) (a^\dagger)^n \right\} \) so that finding the explicit form of the operators \( F_k \) is not necessary. Since \( \text{Tr} \left\{ F_1 (\rho_A^{st}) \right\} = 0, \)
one can, for example, write
\[
\text{Tr} \left\{ F_1 \rho_A^{st} (a^\dagger)^n \right\} = \text{Tr} \left\{ (a^\dagger)^n \int_0^\infty e^{tL_A} \left[ (a^n - (\alpha^\ast)^n) \rho_A^\ast \right] dt \right\} = \text{Tr} \left\{ \left[ (a^n - (\alpha^\ast)^n) \rho_A^\ast \right] \int_0^\infty e^{tL_A} \left[ (a^\dagger)^n - (\alpha) \right] dt \right\},
\]
\[\text{(C11)}\]

where \( L_A^\dagger \) is the adjoint Lindblad operator [16, 61]. In the same way, one obtains the following quantities
\[
\text{Tr} \left\{ F_1 \rho_A^{st} (a^\dagger)^n \right\} = \text{Tr} \left\{ (a^\dagger)^n \int_0^\infty e^{tL_A^\dagger} \left[ (a^\dagger)^n - (\alpha^\ast)^n \right] dt \right\},
\]
\[\text{Tr} \left\{ F_1 \rho_A^{st} a^n \right\} = \text{Tr} \left\{ (a^\dagger)^n \rho_A^\ast \int_0^\infty e^{tL_A^\dagger} (a^n - (\alpha^\ast)) dt \right\},
\]
\[\text{Tr} \left\{ F_2 \rho_A^{st} (a^\dagger)^n \right\} = \text{Tr} \left\{ \left[ (a^n - (\alpha^\ast)^n) \rho_A^\ast \right] \int_0^\infty e^{tL_A^\dagger} \left[ (a^\dagger)^n - (\alpha^\ast)^n \right] dt \right\},
\]
\[\text{Tr} \left\{ F_2 \rho_A^{st} a^n \right\} = \text{Tr} \left\{ \left[ (a^\dagger)^n - (\alpha^\ast)^n \right] \rho_A^\ast \int_0^\infty e^{tL_A^\dagger} (a^n - (\alpha^\ast)) dt \right\}. \]
\[\text{(C12)}\]

The above formulas (and the resulting master equation) are valid for any \( l \) but, from now on, we will deal explicitly with the \( l = 1, 2 \) cases because otherwise calculations become needlessly cumbersome. The result obtained in the case \( l = 1 \) is already known in literature [16]. Nevertheless, we think that reporting here its derivation with this method can be helpful.

1. The 1ph case

For \( l = 1 \) it is possible to write \( e^{tL_A^\dagger} a = f_0(t) + f_1(t) a \), with \( f_0(0) = 0 \) and \( f_1(0) = 1 \). The adjoint master equation for the operator \( e^{tL_A^\dagger} a \) reads [16, 61]
\[
\frac{d}{dt} f_0(t) + \frac{d}{dt} f_1(t) a = -\frac{k}{2} f_1(t) a + \alpha \frac{k}{2} f_1(t), \quad \text{(C13)}
\]
whose solution, \( f_0(t) = \alpha (1 - e^{-\frac{k}{2} t}) \) and \( f_1(t) = e^{-\frac{k}{2} t} \), implies
\[
e^{tL_A^\dagger} (a - \alpha) = e^{-\frac{k}{2} t} (a - \alpha). \quad \text{(C14)}
\]
We recall that \( e^{tL_A^\dagger} r = r \), where \( r \) is a constant. Analogously, we can write \( e^{tL_A^\dagger} a^\dagger = \tilde{f}_0(t) + \tilde{f}_1(t) a^\dagger \) and solve the associated differential equations. The solutions are equal to the ones for \( f_0(t) \) and \( f_1(t) \) with the substitution \( \alpha \to \alpha^\ast \). It follows that
\[
e^{tL_A^\dagger} (a^\dagger - \alpha^\ast) = e^{-\frac{k}{2} t} (a^\dagger - \alpha^\ast). \quad \text{(C15)}
\]

Now, we can calculate the elements of the \( X \) and \( Y \) matrices. Using Eqs. (C14) and (C15) in Eq. (C12), we obtain for \( l = 1 \) (hereafter \( n_1 = n_{\omega,T} = [e^{\hbar \omega/(kBT)} - 1]^{-1} \))
\[
\text{Tr} \left\{ F_1 \rho_A^{st} a^\dagger \right\} = \frac{2}{k} n_1, \quad \text{Tr} \left\{ F_1 \rho_A^{st} a \right\} = 0, \quad \text{Tr} \left\{ F_2 \rho_A^{st} a^\dagger \right\} = 0, \quad \text{Tr} \left\{ F_2 \rho_A^{st} a \right\} = \frac{2}{k} (1 + n_1). \quad \text{(C16)}
\]

By inserting Eq. (C16) in Eq. (B10), we then have
\[
X = 4k \begin{pmatrix} n_1 & 0 \\ 0 & 1 + n_1 \end{pmatrix}, \quad Y = \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix}. \quad \text{(C17)}
\]

We can set \( \Lambda = \sqrt{X} \) thus obtaining in Eq. (B12):
\[
\Lambda_1 = \Lambda_{1,1} J_+ + \Lambda_{2,1} J_-, \quad \text{and} \quad \Lambda_2 = \Lambda_{1,2} J_+ + \Lambda_{2,2} J_- = \sqrt{4k(1 + n_1)} J_-. \quad \text{(C18)}
\]

Eventually, using Eqs. (B11) and (C8), we obtain as equation for the second order dynamics of the TLSs
\[
\dot{\rho} = -i g [\alpha J_+ + \alpha^* J_-, \rho] + L_Q(\rho) + \gamma_1 [n_1 D_{J_+}(\rho) + (1 + n_1) D_{J_-}(\rho)], \quad \text{(C19)}
\]
where \( \gamma_1 = 4g^2/k \).
2. The 2ph case

The derivation of the reduced dynamics for \( l = 2 \) proceeds analogously to the \( l = 1 \) case, but it is more involved. We can write \( e^{t\mathcal{L}_A^l a^2} = \hat{h}_0(t) + \hat{h}_1(t)a + \hat{h}_2(t)a^2 \), with \( \hat{h}_0(0) = h_1(0) = 0 \) and \( h_2(0) = 1 \). The adjoint master equation for the operator \( e^{t\mathcal{L}_A^l a^2} \) reads

\[
\frac{d}{dt}h_0(t) + \frac{d}{dt}h_1(t)a + \frac{d}{dt}h_2(t)a^2 = \frac{ak}{2}h_1(t) + \left[ \alpha kh_2(t) - \frac{k}{2}h_1(t) \right]a - kh_2(t)a^2, \tag{C20}
\]

whose solution, \( h_0(t) = \alpha^2 e^{-kt} \left( e^{\frac{kt}{2}} - 1 \right)^2 \), \( h_1(t) = 2\alpha e^{-kt} \left( e^{\frac{kt}{2}} - 1 \right) \), and \( h_2(t) = e^{-kt} \), implies

\[
e^{t\mathcal{L}_A^l} (a^2 - \alpha^2) = e^{-kt} (a^2 - \alpha^2) + e^{-\frac{kt}{2}} [2\alpha (a - \alpha)]. \tag{C21}
\]

Analogously, we can write \( e^{t\mathcal{L}_A^l (a^l)}^2 = \hat{h}_0(t) + \hat{h}_1(t)a + \hat{h}_2(t)(a^l)^2 \) and solve the associated differential equations. The solutions are equal to the ones for \( h_0(t) \), \( h_1(t) \), and \( h_2(t) \) with the substitution \( \alpha \to \alpha^* \):

\[
e^{t\mathcal{L}_A^l} \left[ a^l - (\alpha^*)^2 \right] = e^{-kt} \left( a^l - \alpha^* \right)^2 + e^{-\frac{kt}{2}} [2\alpha^* (a^l - \alpha^*)]. \tag{C22}
\]

Now, we can calculate the elements of the \( X \) and \( Y \) matrices. After straightforward but lengthy calculations, using Eqs. (C21) and (C22) in Eq. (C12) and the following equalities

\[
D(\alpha)(a - \alpha) = aD(-\alpha),
\]
\[
D(\alpha)(a^\dagger - \alpha^*) = a^\dagger D(-\alpha),
\]
\[
(a^2 - \alpha^2)D(\alpha) = D(a)(a + 2\alpha)a,
\]
\[
\left[ a^{l2} - (\alpha^*)^{l2} \right]D(\alpha) = D(a) \left( a^{l2} + 2\alpha^* \right) a^{l2},
\]
\[
\text{Tr} \{ a^{l2} a_{\text{th}}F_A \} = 2(n_1)^2,
\]
\[
\text{Tr} \{ a_{\text{th}} a^{l2}F_A \} = 2(1 + n_1)^2, \tag{C23}
\]

we obtain, for \( l = 2 \),

\[
\text{Tr} \{ F_1 \rho_A^{\text{th}} a^{l2} \} = \frac{2}{k} \left[ (n_1)^2 + 4|\alpha|^2 n_1 \right],
\]
\[
\text{Tr} \{ F_2 \rho_A^{\text{th}} a^{l2} \} = \frac{2}{k} \left[ (1 + n_1)^2 + 4|\alpha|^2 (1 + n_1) \right],
\]
\[
\text{Tr} \{ F_3 \rho_A^{\text{th}} a^{l2} \} = \text{Tr} \{ F_2 \rho_A^{\text{th}} a^{l2} \} = 0. \tag{C24}
\]

Then, the \( X \) and \( Y \) matrices are easily obtained by inserting Eq. (C24) in Eq. (B10):

\[
X = 4k \begin{pmatrix} 2(n_1)^2 + 4|\alpha|^2 n_1 & 0 \\ 0 & (1 + n_1)^2 + 4|\alpha|^2 (1 + n_1) \end{pmatrix},
\]
\[
Y = \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix}. \tag{C25}
\]

Eventually, using Eq. (B11) and setting \( \Lambda = \sqrt{X} \) as in the 1ph case, the second order dynamics of the TLSs reads

\[
\dot{\rho} = -ig \left[ \alpha^2 J_+ + (\alpha^*)^2 J_- , \rho \right] + \mathcal{L}_Q(\rho) + \gamma_1 \left[ 4|\alpha|^2 n_1 + (n_1)^2 \right] D_{J_+}(\rho) + \left[ 4|\alpha|^2 (1 + n_1) + (1 + n_1)^2 \right] D_{J_-}(\rho). \tag{C26}
\]

The above equation can be rewritten by operating the following substitutions

\[
\gamma_1 \left[ 4|\alpha|^2 n_1 + (n_1)^2 \right] \to \gamma_2 n_2
\]
\[
\gamma_1 \left[ 4|\alpha|^2 (1 + n_1) + (1 + n_1)^2 \right] \to \gamma_2 (1 + n_2), \tag{C27}
\]

where

\[
n_2 = \frac{n_1 n_2 + 4|\alpha|^2}{1 + 2n_1 + 4|\alpha|^2}, \tag{C28}
\]

In this way, the 2ph model reduced master equation becomes

\[
\dot{\rho} = -ig \left[ \alpha^2 J_+ + (\alpha^*)^2 J_- , \rho \right] + \mathcal{L}_Q(\rho) + \gamma_2 \left[ n_2 D_{J_+} + (1 + n_2) D_{J_-} \right] \rho. \tag{C29}
\]

Notice that the quantity \( n_2 \) can also be written as

\[
n_2 = \tilde{n}_{2\omega,T} + \frac{4n_1|\alpha|^2}{1 + 2n_1 + 4|\alpha|^2} \frac{1 + n_1}{1 + 2n_1}, \tag{C30}
\]

which is another way to display what is shown in Eq. (6) of the main text, i.e., the fact that the effective temperature of the collective bath as seen by the TLSs is higher than the actual temperature \( T \) due to the action of the external coherent field on the harmonic oscillator.

3. Validity of the adiabatic elimination

We finally comment on the validity of the adiabatic elimination approximation which, in our setting, relies on the much higher rate of losses of the HO compared to its exchanges with the TLSs and requires stronger conditions than just \( g \ll k \). For example, for the 1ph coupling with one TLS, if the HO is in a Fock state with \( \tilde{n} \) excitations and the TLS is in the ground state, the “Rabi oscillations” have angular frequency \( g\sqrt{\tilde{n}} \), leading to the condition \( g\sqrt{\tilde{n}} \ll k \). In the 2ph case, the same reasoning leads to \( g\sqrt{\tilde{n}(\tilde{n} - 1)} \ll k \). In our dynamics, at order zero [see Eqs. (C5) and (C6)] the HO is in a thermal coherent state with an average number of excitations \( \bar{n} = |\alpha|^2 + \tilde{n}_{\omega,T} \). Then, we can roughly estimate the validity of the adiabatic elimination by using this value for
\[ n \] in the above conditions. In general, we expect the approximation to not work properly also when \( P \leq k \) since in this case the TLSs emission would compete with the HO losses.

**Appendix D: Mathematical mapping of the two models**

The comparison of Eq. (C19) and Eq. (C29) shows that the master equation describing the dynamics of the TLSs can be cast in the same form for both models. For this reason, a mathematical mapping between the two models is obtainable. In particular, given the physical parameters in the 2ph model

\[ g, \beta, k, \omega, T, P, \gamma_{\text{loc}}, \quad (D1) \]

contained in the effective parameters \( \alpha, n_1, n_2, \bar{n}_{2\omega,T} \), the dynamics to which they give rise can be obtained in the 1ph model by different proper choices of the physical parameters. Denoting with an apex the effective quantities for this “simulation” in the 1ph model we get

\[
\begin{align*}
g' &= g' \sqrt{1 + 2n_1 + 4|\alpha|^2}, \\
\alpha' &= \alpha' \sqrt{1 + 2n_1 + 4|\alpha|^2}, \\
n_1' &= n_1, \\
P' &= P - (n_2 - \bar{n}_{2\omega,T}) \frac{\gamma_{\text{loc}}}{1 + n_2}, \\
\gamma_{\text{loc}}' &= \gamma_{\text{loc}}(1 + \bar{n}_{2\omega,T}) + \gamma n_1 + P.
\end{align*}
\]

We remark, however, that this mapping between the two models is a mathematical mapping and that there are situations in which the dynamics obtained in one model is not obtainable in the other one. For example, when the incoherent pumping is absent in the 2ph model, since \( n_2 > \bar{n}_{2\omega,T} \) [see Eq. (C30)], in the 1ph model we could need \( P' < 0 \) to simulate the 2ph model, and this does not correspond to the case of an incoherent pumping term. Indeed, the physical reason for this incompatibility is the temperature-modifying effect of the coherent driving taking place only in the 2ph model [see Eq. (6) of the main text].

**Appendix E: Steady states**

In this section, we report some details regarding the steady states of the TLS dynamics in the one- and two-TLS cases.

1. **One-TLS case**

In the case when system \( B \) consists of just one TLS, it is described by the master equation

\[
\dot{\rho} = -ig' [\alpha' \sigma_+ + \alpha' \sigma_- \rho] + \left[ \Gamma^{(-)} D \sigma_- (\rho) + \Gamma^{(+)} D \sigma_+ (\rho) \right],
\]

where \( \Gamma^{(-)} = \gamma_{\text{loc}}(1 + \bar{n}_{2\omega,T}) + \gamma n_1 + P \) and \( \Gamma^{(+)} = \gamma_{\text{loc}} \bar{n}_{2\omega,T} + \gamma n_1 + P \). The density matrix elements of the steady state \( \rho_{\text{st}} \) are found to be

\[
\begin{align*}
\rho_{\text{st}}^{ee} &= \frac{4g'^2|\alpha'|^2 + \Gamma^{(+)} (\Gamma^{(-)} + \Gamma^{(+))})}{8g'^2|\alpha'|^2 + (\Gamma^{(-)} + \Gamma^{(+))})^2}, \\
\rho_{\text{st}}^{eg} &= \frac{2iga' \left( \Gamma^{(+)} - \Gamma^{(-)} \right)}{8g'^2|\alpha'|^2 + (\Gamma^{(-)} + \Gamma^{(+))})^2},
\end{align*}
\]

being for any \( \rho \), \( \rho_{gg} = 1 - \rho_{ee} \) and \( \rho_{ge} = \rho_{eg} \).

An interesting limit case is obtained when \( |\alpha| \) is high enough that every term not containing it can be safely neglected. In the 1ph case, the result of this operation is

\[
\rho_{\text{st}}^{ee} = \frac{1}{2}, \quad \rho_{\text{st}}^{eg} = 0.
\]

In the 2ph case, in this limit we have \( \Gamma^{(-)} \sim 16(1 + n_1)|\alpha|^2 g^2 / k \) and \( \Gamma^{(+)} \sim 16n_1 |\alpha|^2 g^2 / k \) so that

\[
\begin{align*}
\rho_{\text{st}}^{ee} &= \frac{1 + 64n_1 (1 + 2n_1)}{2 + 64 (1 + 2n_1)^2} (g/k)^2, \\
\rho_{\text{st}}^{eg} &= e^{i(\phi - \phi')} \frac{4g/k}{1 + 32 (1 + 2n_1)^2} (g/k)^2,
\end{align*}
\]

where we have used the notation \( \alpha = |\alpha| e^{i\phi} \). The case represented in Fig. 2 of the main text is the zero-temperature one, for which the above formulas become

\[
\begin{align*}
\rho_{\text{st}}^{ee} &= \frac{1}{2 + 64(g/k)^2}, \quad \rho_{\text{st}}^{eg} = e^{i(\phi - \phi')} \frac{4g/k}{1 + 32 (g/k)^2}.
\end{align*}
\]

In this case, the maximum of \( |\rho_{\text{st}}^{eg}| \) is obtained for \( g/k = 1/(4\sqrt{2}) \approx 0.177 \). However, for this value of \( g/k \) we are anymore in the bad-cavity limit.

2. **Two-TLS case**

The steady state of two TLSs can be found analytically (we have done it using MATHEMATICA) but its form is very cumbersome and, therefore, we do not report it here. Here, we report the analytical form of \( J_{\text{corr}} \) in the case \( \alpha = 0 \), analyzed in the main text.
where $R_l = 1 + 2n_l$. The sign of $J_{\text{corr}}$ in Eq. (E6) depends only on $P - \gamma - \gamma_{\text{loc}}$, which is temperature dependent only in the 2ph case. Our numerical simulations of the effective model indicate that this is true for any number of TLSs. We have checked this up to six of them.

\[ J_{\text{corr}} = \frac{P\gamma_l(1+R_l)(P - \gamma - \gamma_{\text{loc}})}{(P + \gamma_{\text{loc}}R_l)^3 + 3\gamma_lR_l(P + \gamma_{\text{loc}}R_l)^2 + \gamma_l^2[2\gamma_{\text{loc}}R_l^2 + P(1 + R_l + 2R_l^2)]}. \]
For convenience of the reader, we report in this note the formulas for the inductances normal frequencies in terms of the energetic circuit parameters:

$$\omega_\pm = \frac{4\sqrt{2}}{h} \sqrt{\frac{E_C \dot{E}_C E_L}{N \dot{E}_C + 2\eta E_C}}, \quad \omega_\pm = \frac{4}{h} \sqrt{\frac{\dot{E}_C E_L}{\eta}}.$$

These formulas are equivalent to those of Eq. (A11).