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Abstract

Deep reinforcement learning with domain randomization learns a control policy in various simulations with randomized physical and sensor model parameters to become transferable to the real world in a zero-shot setting. However, a huge number of samples are often required to learn an effective policy when the range of randomized parameters is extensive due to the instability of policy updates. To alleviate this problem, we propose a sample-efficient method named cyclic policy distillation (CPD). CPD divides the range of randomized parameters into several small sub-domains and assigns a local policy to each one. Then local policies are learned while cyclically transitioning to sub-domains. CPD accelerates learning through knowledge transfer based on expected performance improvements. Finally, all of the learned local policies are distilled into a global policy for sim-to-real transfers. CPD's effectiveness and sample efficiency are demonstrated through simulations with four tasks (Pendulum from OpenAIGym and Pusher, Swimmer, and HalfCheetah from Mujoco), and a real-robot, ball-dispersal task. We published code and videos from our experiments at \url{https://github.com/yuki-kadokawa/cyclic-policy-distillation}.
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1. Introduction

Deep reinforcement learning (DRL) is one of the most promising methods for robots to automatically acquire autonomous control policies through interaction with a real-world environment [1, 2, 3]. Recent studies utilize DRL to learn control policies in simulations and thus make these policies transferable to the real world, an approach called sim-to-real.

In sim-to-real by DRL, zero-shot learning [4, 5, 6], in which policies are learned in a simulation environment and utilized in real-world environments, has been the focus of attention. However, in zero-shot learning, policies must be learned with domain randomization (DR) in which the simulation parameters are widely randomized to reduce the reality gap between the real-world and simulation environments. As required tasks have become increasingly complex in recent years, the randomization range and the number of parameters to be addressed by DR have also increased. The learning policies in such large domains have been difficult due to gradient instability and the increased number of learning samples that are required [7].

Therefore, few-shot learning [8, 9, 10], such as differentiable simulators and real-to-sim-to-real, have been proposed where the simulation parameters are adjusted to reduce the use of simulators by utilizing a certain amount of real-world samples. These approaches can learn policies with fewer samples than DRL with DR, assuming that the learning setup can be constructed in a real-world environment. On the other hand, since these approaches require interaction with real-world environments, they eventually become human-in-the-loop settings, or applying them to such tasks as sand and chemical powder tasks will be complicated because real environments are difficult to set up or initialize.

The above background suggests the significance of re-focusing and further developing DRL with DR to improve its sample efficiency and learning stability and achieving zero-shot learning that is applicable to more complex tasks. Establishing such development is challenging in real environments.

This study addresses this zero-shot approach. In particular, such use of RL
with DR is classified into visual randomization \cite{4,11} and dynamics randomization. We tackled the latter \cite{7,12}.

Sample efficiency, evaluated by the number of samples required to reach a certain performance threshold, is one of the biggest DRL subjects. In the category of DRL with DR, where full-domain denotes a complete range of randomized parameters and sub-domain denotes part of a full-domain, the existing methods for improving sample efficiency fall into three categories: limiting the range of randomized parameters \cite{12,13,14}; making a curriculum that extends the domain range to a full-range \cite{15}; dividing the full-domain into several sub-domains and learning local policies restricted to each sub-domain \cite{12,7,17}. These categories suffer from such issues as a lack of real-world samples for a posterior that adjusts the ranges, makes a curriculum based on domain difficulty, or creates inefficiency resulting from independence among sub-domains.

Consequently, if there were a mechanism that shared samples or learned values and policies among sub-domains, it might be possible to improve sample efficiency. Nevertheless, naively sharing may even degrade the performance due to domain gaps among sub-domains. Therefore, we are motivated to develop a new scheme that appropriately shares learned values and policies among sub-domains to improve both sample efficiency and learning performance. If sub-domains share similar parameters, the resulting Markov decision processes (MDPs) might also resemble. Under this assumption, the values and policies in similar sub-domains probably share similar characteristics. Therefore, we hypothesize that learning can be accelerated by transferring among neighboring partitioned sub-domain’s values and policies. This assumption will be validated empirically through our experiments.

This paper proposes cyclic policy distillation (CPD) as a sample-efficient RL method for sim-to-real in a zero-shot setting. CPD divides the range of randomized parameters into several small sub-domains and assigns a local policy to each one. Then the learning of local policies is performed while cyclically transitioning the target sub-domain to neighboring sub-domains, and the learned values and policies of the neighboring sub-domains are exploited with a mono-
Figure 1: Experimental scenes of robotic ball-dispersal task with domain randomization: Upper three rows are simulation environments; bottom row is real-world environment. Simulation parameters are randomized, including ball-size (radius) and ball-position (center position of all balls). Sub-domains are made from a simulation environment formed by dividing the range of randomized parameters. Learned policies in all sub-domains are distilled into a global policy transferred to a real domain for sim-to-real transfer.
Figure 2: Overview of cyclic policy distillation: Unlike typical methods that conduct DR in simulations with a full range of randomized parameters, CPD divides the range of randomizing parameters into several small sub-domains and assigns local policy $\pi^{(n)}$ and local value $Q^{(n)}$ to each sub-domain $n$. Next the learning of local policies is performed while cyclically transitioning the target sub-domain to neighboring sub-domains and exploiting the learned values and policies of neighboring sub-domains with a monotonic policy-improvement scheme. Finally, all learned local policies are distilled into one global policy $\pi^{(g)}$ for sim-to-real transfer.

tonic policy-improvement scheme. Finally, all of the learned local policies are distilled into a global policy for a sim-to-real transfer. To validate CPD’s effectiveness and sample efficiency, we evaluated it on simulation problems, i.e., with four tasks (Pendulum from OpenAIGym [18] and Pusher, Swimmer, and HalfCheetah from Mujoco [19]), and a real-robot ball-dispersal task (Fig. 1). Ball-dispersal tasks are designed as a simplified environment for operations that handle multiple particulate objects, such as powder manipulation [20, 21, 22] and soil excavation [23, 24, 25]. Simplification is achieved using increased ball-size with a small number of balls; however, difficulties remain, including applying DRL due to the hardness of the automatic initialization and the enormous patterns of observation samples with their irregular shapes and deformations. Therefore, it is a suitable task to be tackled by a sim-to-real approach.

The rest of this paper is organized as follows. Section 2 describes related works. In Section 3 we offer preliminary considerations before discussing our proposed CPD method, which Section 4 describes. Section 5 presents simulation experiments, and Section 6 presents real-robot experiments. In Section 7 we discuss the limitations of the CPD method. Finally, Section 8 concludes this paper.
2. Related Works

Reinforcement learning (RL) in sim-to-real can be divided into two categories, depending on whether the real-world environment is utilized for learning policies: few-shot learning and zero-shot learning.

2.1. Few-shot sim-to-real

In the few-shot settings of RL, recent studies have proposed these two approaches.

**Differentiable simulator (DS):** In this method, the simulator behavior is directly updated by back propagation by real-world samples using differentiable simulators [8, 26]. Since the methods reproduce the simulator’s behavior using differentiable physical equations, non-differentiable physics has to be approximated with other models, such as NNs, or learned with robust policies.

**System identification (SI):** This approach performs test behaviors in a real-world environment using the policies obtained in simulations [15, 9, 10]. The range of randomized parameters is shifted and limited by a probabilistic distribution to cover the plausible parameters based on the errors between state-action sequences in simulations and in the real world. Since executing actions in the real-world is necessary, such a scope is beyond the scope of this paper, which aims for a zero-shot setup.

2.2. Zero-shot sim-to-real

In zero-shot settings of RL with DR, some studies have attempted to stabilize the learning process. When DR frequently switches the randomized parameters, there is considerable variation in the samples, and the updating direction of the policies can also frequently change. Thus, the learning of the policies becomes unstable, resulting in low sample efficiency and poor performance [7]. Previous works have stabilized the updating policies by dividing the range of randomized parameters into smaller ranges to avoid frequent changes in the policies. The following four major approaches have been pursued for this purpose.
Table 1: Characteristics of proposed method and related works: Using real samples denotes methods using samples from real-world environments. Parameter tuning denotes methods that tune simulation environment’s parameters. Design curriculum denotes methods that update the range of DR with a designed curriculum. Dist./Partition denotes methods using policy distillation and partitioning parameters, Know.-trans. denotes methods learning local policies/values with transferring knowledge between local policies/values, Range-adjust denotes methods optimizing parameter distribution, Scheduling denotes methods learning local policies/values with scheduled transitions of sub-domains.

Distilled domain randomization (DiDoR) [12]: In this approach, the learning of local policies and their generalization to global policy are performed separately. First, each local policy is learned independently. After the learning of all local policies has converged, the policies are distilled into a single global policy.

Peer-to-peer distillation reinforcement learning (P2PDRL) [7]: In this approach, local policies are learned and generalized simultaneously to a single global policy. After a certain number of learning iterations are completed with a generalization that distills each local policy, all the local policies change their learning range of randomized parameters. By repeating this process, the local policies gradually become a global policy that works in every range of the randomized parameters.

Divide-and-conquer (DnC) [17]: This approach alternates between learning local policies and generalizing them into a single global policy. After all of the local policies have been learned for a certain number of samples, they are distilled into a global policy for generalization. These procedures are repeated until the learning converges.

Active domain randomization (ADR) [16]: In this approach, the domain range’s breadth can be classified as a curriculum, and the domain range
is expanded adaptively as the performance of the policy improves. A reward threshold must be defined in advance to evaluate whether the policy has achieved satisfactory performance for the domain’s current size. Once the reward threshold is reached, the domain ranges are expanded, eventually extending the scope to the full range of domains. In general, curriculum design requires deep knowledge of the task, which is expensive to implement [27, 28].

A common feature of the above previous methods (except CL) is that the sub-domains to be learned are selected randomly. Therefore, the gap of the sub-domains in distillation can be large, making the learning results unstable and failing to improve the sample efficiency. In contrast to these methods, our proposed method cyclically transitions to neighboring sub-domains with similar ranges of randomized parameters and exploits the neighboring sub-domains’ learned values and policies with a monotonic policy-improvement scheme. Consequently, values and policies are shared within small-gap domains to ensure improved learning stability and sample efficiency. The characteristics of our proposed method and related works are summarized in Table 1.

Since a feature between CPD and ADR on behalf of CL (the reward threshold in ADR) is changed by both the task and domain characteristics, designing it is difficult to uniquely determine the threshold. Thus the method cannot guarantee that its policies will learn in the full-domain. On the other hand, our proposed CPD requires some knowledge to determine the target of the domain segmentation, as we will discuss below, although it is guaranteed that the policy will learn the full-domain because sub-domains completely learn it.

3. Preliminaries

3.1. Reinforcement Learning with Domain Randomization

Reinforcement learning (RL) problems are typically formulated by Markov decision processes (MDP) expressed by components \((S, A, \mu, P, r, \gamma)\). \(S\) is the set of observations that can be obtained from the environment, and \(A\) is the set of selectable actions. \(\mu\) is the initial state distribution. \(P^{a}_{ss'}\) denotes the
probability of transitioning to observation $s' \in S$ when action $a \in A$ is chosen, given observation $s \in S$. The reward for making the transition is represented by $r_{a s s'}$, and $\gamma \in [0, 1)$ is the discount factor. Policy $\pi(a|s)$ is the probability of choosing action $a$ given $s$. We define the stationary distribution induced by $\pi$ as $d_{\pi, \mu}(s) = (1 - \gamma) \sum_{t=0}^{\infty} \gamma^t \mathcal{P}(s_t = s|\mu, \pi)$.

For each observation $s$, evaluation criterion $V^\pi$ under policy $\pi$ can be defined:

$$V^\pi(s) = \mathbb{E}_{\pi, \mathcal{P}} \left[ \sum_{t=0}^{\infty} \gamma^t r_s \mid s_0 = s \right], \tag{1}$$

where $r_s = \sum_{a \in A} \pi(a|s) \mathcal{P}_{a s s'} (r_{a s s'} + \gamma V^\pi(s'))$. The goal of RL is to find optimal policy $\pi^*$ that maximizes the discounted total reward starting from arbitrary initial observation $s_0$ drawn from $\mu$: $J_\mu^\pi = \sum_{s_0} d_{\pi^*, \mu}(s_0)V^\pi(s_0)$. It is a well-known result that such an optimal policy satisfies the Bellman equation:

$$V^* (s) = \max_{\pi} \sum_{a \in A, s' \in S} \pi(a|s) \mathcal{P}_{a s s'} \left( r_{a s s'} + \gamma V^*(s') \right), \tag{2}$$

where $V^*(s)$ is the optimal value function. To evaluate policies based not only on observation $s$ but also action $a$, the optimal value function is defined:

$$Q^*(s, a) = \max_{\pi} \sum_{s' \in S} \mathcal{P}_{a s s'} \left( r_{a s s'} + \gamma \sum_{a' \in A} \pi(a'|s')Q^*(s', a') \right). \tag{3}$$

Given $Q$, we can extract its greedy policy by greedy operator $\mathcal{G}(Q^*):= \arg\max_{\pi} Q^*(s, a)$. The relationships of Eqs. (2) and (3) also hold for arbitrary stationary policy $\pi$ by removing the max operator. We also define advantage function $A^\pi(s, a) = Q^\pi(s, a) - V^\pi(s)$ as the evaluation of how well an action performs compared to the average. The expected advantage can be defined as the expectation of $A^\pi(s, a)$ w.r.t. another policy $\pi'$: $A^\pi_{\pi'}(s) = \sum_a \pi'(a|s)A^\pi(s, a)$.

As for RL with DR, the transition probability depends on a domain-specific parameter. Then assume $N$ randomly sampled domains, each of which has its own specific transition probability, as $\mathcal{P}_{a s s'}^n$ where $n \in N$. The goal of RL with DR is to find optimal policy $\pi^*$ that commonly maximizes the following
equation for all N domains:

\[ Q^\pi_{s,a} = \max_\pi \sum_{s'} P_{ss'}(r_{ss'} + \gamma \sum_{a' \in A} \pi(a'|s')Q^\pi_{s',a'}) \],

(4)

where all the domains share the same reward function. Each domain possesses its own policy and value function.

3.2. Monotonic Policy Improvement in RL

In the presence of various errors and noises, such as approximation error and observation noise, there is no guarantee that the updated RL policy can improve performance. Degraded performance threatens such physical systems as robots.

Drawing inspiration from the classic but popular monotonic improvement (MI) literature [29, 30, 31], the problem of performance degradation can be solved if one can ensure that updated policy \( \pi_{k+1} \) attains non-negative improvement \( \Delta_{k+1} \) against \( \pi_k \), i.e., \( J^\pi_{\mu_{k+1}} - J^\pi_{\mu_k} \geq \Delta_{k+1} \geq 0 \). Conservative policy iteration (CPI) [29] is one such method that guarantees lower-bounded improvement \( \Delta_{k+1} \geq 0 \) by linearly interpolating both the current and greedy policies:

\[ \pi_{k+1} \leftarrow (1 - m_{k+1})\pi_k + m_{k+1}G(Q^\pi) \],

(5)

where \( m_{k+1} \in [0,1] \) is the policy mixture rate. Since policy-improvement lower bound \( \Delta_{k+1} \) is a negative quadratic function in \( m_{k+1} \) [29], we can solve for maximizer \( m^*_k \):

\[ m^*_k = \frac{1 - \gamma}{4R} \sum_{s \in S} d_{\pi_k,\mu}(s) \sum_{a \in A} \pi_{k+1}(a|s)A^\pi_k(s,a) \],

(6)

where \( R \) is the maximum possible reward.

3.3. Policy Distillation

Policy distillation (PD) [32] for integrating multiple policies into a single policy is used in the proposed CPD method and in previous works described
in Section 2.2. Modern deep learning features large-scale models that contain millions of parameters. The network size with the parameters can be compressed in significant portions without performance degradation by PD [32].

Hence, it is advantageous to compress large-scale models into smaller ones to save computational resources without degrading performance. Motivated by the need for compression, the core function of PD is to express the knowledge of a large policy network by a much smaller one [32, 33]. Besides a compressive purpose, PD has natural applications in multi-task RLs, where the policies learned in each sub-task are merged into a single policy to achieve comparable performance on all the sub-tasks [34, 35, 36]. In this paper, our proposed method performs these two distillation tasks to transfer learned knowledge between local policies in divided sub-domains, followed by the final integration of all the local policies into a single global policy.

4. Cyclic Policy Distillation

To alleviate the sample inefficiency of RL with DR, we propose a sample-efficient method named cyclic policy distillation (CPD) whose overview is shown in Fig. 2. CPD consists of the following three steps:

1. Dividing the randomized domain into sub-domains.
2. Cyclic learning of all the local policies.
3. Distilling local policies into a single global policy.

Details of these steps are described below, and the pseudo-code is provided in Algorithm 1. The CPD parameters are shown in Table 2.

4.1. Dividing a Randomized Domain into Sub-domains

As shown in Fig. 3, CPD divides a full-domain with all the randomized parameters into sub-domains with a part of the randomized parameters based on the target domain parameter and assigns a local policy to each sub-domain. To this end, we set target parameters and their randomization ranges and divide them into $N$ parts, each of which is utilized as the randomization range of each
Figure 3: Splitting domain parameters into sub-domains: In this figure, all parameters are 4 (Parameters A to D). Target split parameter is Parameter D. Sub-domains are defined as a split range of Parameter D with others randomized in all-ranges. As a supplement, number of splitting parameters and splitting methods are arbitrary. Experiment investigates the splitting effect.

Sub-domain. The sub-domains with adjacent index numbers \( n \in \{1, \ldots, N\} \) should be set up so that their randomization ranges are similar; this is a key arrangement for subsequent steps of CPD, as explained below.

Although the number of divisions \( N \) can be arbitrarily defined, there may be a trade-off between sample efficiency and stability since a small \( N \) increases the range of each sub-domain, causing unstable learning, and vice versa.

4.2. Cyclic Learning of All Local Policies

For each sub-domain, we define its sub-agent, including local policy \( \pi^{(n)} \) and local value function \( Q^{(n)} \), where \( n \) is an index of the sub-domain. Next the learning of local policies is performed while cyclically transitioning the target sub-domain to neighboring sub-domains, and the learned values and policies of the neighboring sub-domains are exploited with a monotonic policy-improvement scheme [29, 30, 31]. The details of the learning process’s flow are described below.

4.2.1. Execution Flow

In the first step, the previous sub-domain’s local value function \( Q^{(n-1)} \) is copied to current sub-domain \( Q^{(n)} \). At each time step \( t \), local value function \( Q^{(n)} \) and local policy \( \pi^{(n)} \) are updated by RL through interaction with the current sub-domain. To accelerate the local policy learning, we apply the monotonic policy-improvement scheme [29, 30, 31] based on the similarity between the
Algorithm 1: Cyclic Policy Distillation

```plaintext
# Set parameters described in Table 2
# Separate the domain into sub-domains into N
# Set networks of policies and value functions
# Set replay buffers D of sub-domains

while until converge do
    for n = 1, 2, ..., N, N, N - 1, ..., 1 do
        for e = 1, 2, ..., E do
            for t = 1, 2, ..., T do
                # Get observation s(n)
                # Take action a(n) with policy π(n)
                # Push (s(n), a(n), r(n)) to D(n)
                # Update value function Q(n) by RL
                # Update policy π(n) by Eq. (8)
                # Copy network parameters of Q(n) to next sub-domain’s Q
            end for
        end for
    end for
end while

while until converge do
    for n = 1, 2, ..., N do
        for t = 1, 2, ..., T do
            # Get observation s(n)
            # Take action a(n) with policy π(n)
            # Push (s(n), a(n)) to D(n)
            # Distill policy π(n) with π(n) by Eq. (9)
        end for
    end for
end while
```

neighboring sub-domains, as assumed in the domain division step. The linear
mixture composition of neighboring local policy π(n−1) and updating current
local policy π(n) is addressed (details are given in the following subsection).

After learning in the current sub-domain for a certain number of episodes, the
learning sub-domain proceeds to the next one, n + 1. The above explanation
regards the forward transition starting from n = 0 to n = N and then switches
to a backward transition starting from n = N to 0. These are iterated repeatedly
until the learning is converged.

4.2.2. Policy Mixing

CPD approximately utilizes the MI scheme in Eq. (5) for accelerating the
learning of local policy π(n) by appropriately exploiting neighboring sub-domain
local policy π(n'). This “approximation” will be accurate if the range of ran-
Domination parameters of the neighboring sub-domains are similar; otherwise, it will be coarse due to the domain gap. The original coefficient computation scheme in Eq. (6) requires knowledge of the maximum reward and stationary distribution $d_{\pi,\mu}$, which is seldom possible in practice. Therefore, we implement it by utilizing recent studies [37, 38] that have experimentally worked well. As a result, we extended Eqs. (5) and (6):

$$\begin{align*}
    m_{k+1} &= m_0 E_{s \sim D^{(n)}} \left[ E_{a' \sim \pi^{(n')}}[Q_{k+1}^{(n)}(s, a')] \right] \\
    & \quad \quad \quad - E_{a \sim \pi_k^{(n)}}[Q_{k+1}^{(n)}(s, a)], \\
    \pi_{k+1}^{(n)} &\leftarrow (1 - m_{k+1})\pi_k^{(n)} + m_{k+1}\pi_{k+1}^{(n')}, \\
\end{align*}$$

(7)

where $m_0$ is a constant coefficient, $D^{(n)}$ is the replay buffer of the current sub-domain, and $k$ is an update number. Thus, the overall loss function of updating local policies $\mathcal{L}$ for learning local policy $\pi_k^{(n)}$ is defined:

$$\begin{align*}
    \mathcal{L}_{\pi_k^{(n)}}^{\text{MI}}(\theta^{(n)}) &= \text{KL}(\pi_k^{(n)} || (1 - m)\pi_{\theta^{(n)}} + m\pi_{\theta^{(n')}}), \\
    \mathcal{L}_{\pi_k^{(n)}}^{\text{RL}}(\theta^{(n)}) &= \mathcal{L}_{\pi_k^{(n)}}^{\text{RL}}(\theta^{(n)}) + \mathcal{L}_{\pi_k^{(n)}}^{\text{MI}}(\theta^{(n)}), \\
\end{align*}$$

(8)

where $\theta^{(n)}$ is the network parameters of the local policies, $\mathcal{L}^{\text{RL}}$ is an RL loss function, and $\mathcal{L}^{\text{MI}}$ is a loss function estimated from Eq. (7).
Table 3: Range of randomized parameters of (Left) Pendulum and (Right) Mujoco environments

| Pendulum  | Rate          | Mujoco    | Rate          |
|-----------|---------------|-----------|---------------|
| Gravity   | [0.7, 1.5]    | Gravity   | [0.5, 2]     |
| Timestep  | [0.8, 1.2]    | Timestep  | [0.5, 2]     |
| Bar-mass  | [0.8, 1.2]    | Friction  | [0.5, 2]     |
| Bar-length| [0.8, 1.2]    | Mass      | [0.5, 2]     |
| Actuator-gain | [0.7, 1.5] | Actuator-gain | [0.5, 2] |
| Actuator-bias | [-0.5, 0.5] | Actuator-damping | [0.5, 2] |

4.3. Global Distillation

At the end of the sub-domain learning, local policies $\pi^{(n)}$ are distilled into single global policy $\pi^{(g)}$, which stands in contrast to prior work that simultaneously learns both the local policies and the global one [17]. These works distill incomplete local policies in the learning process, and updating global policies repeatedly with local policy actions that offer low reward increases learning times. Thus, in CPD, learning a global policy is explicitly done only in this process after completing the learning of individual local policies.

The flow of this process is given below, where the aim is to learn global policy $\pi^{(g)}$ whose performance resembles those of local policies $\pi^{(n)}$ for their respective domains. We loop over the following three steps until reaching convergence or the maximum number of iterations: (1) Obtain rollout $(s_{g,t}^{(n)}, a_{g,t}^{(n)}, r_{g,t}^{(n)}, s_{g,t+1}^{(n)}, a_{g,t+1}^{(n)})$ in each sub-domain $n$ using $\pi^{(g)}$, since it is more sample-efficient than rollout by local policies $\pi^{(n)}$ (reason described in [39]). (2) Evaluate the learned local policy action probability from observation $s_g^{(n)}$. (3) Distill global policy $\pi^{(g)}$ with local policy action $a^{(n)}$. The above flow can be executed by optimizing the following loss function:

$$
\mathcal{L}_{\pi^{(g)}}(\theta) = \sum_n \mathbb{E}_{s_g^{(n)}, a_g^{(n)} \sim D^{(s)}} \left[ \text{KL}(\pi^{(g)}(s_g^{(n)}, a_g^{(n)})||\pi^{(n)}(s_g^{(n)}, a_g^{(n)})) \right].
$$

(9)
5. Simulation Experiment

In this section, we validate the performance of the proposed CPD method in a simulation and investigate the following:

1. Effect of the exploitation of neighboring local policies and copying the local value functions for faster learning in CPD (Section 5.2);
2. Effect of the number and method of divisions of domain decomposition in CPD on learning stability and convergence (Section 5.3);
3. Comparison of proposed CPD method with previous works and ablation methods (Section 5.4)

5.1. Common Settings

We leverage soft actor-critic (SAC) as the base algorithm for implementing CPD and select four tasks: OpenAI Gym Pendulum, Pusher, Swimmer, and HalfCheetah from Mujoco. The randomization settings of the domain parameters are shown in Table 3. CPD has LSTM layers in both the actor and critic.
networks because it is virtually impossible to distinguish dynamical parameters without a recurrent network architecture or more generally a history of states and actions [41]. The network architecture of CPD is shown in Fig. 4.

The actor network outputs mean $\mu$ and standard deviation $\sigma$ for a Gaussian distribution from which action $a_t$ is sampled.

5.2. Effect of Updating Local Policies by Mixing

5.2.1. Settings

CPD accelerates local policy learning by exploiting neighboring local policies to mix the current local policies by policy mixture rate $m$ of Eq. (5). To evaluate the effectiveness of the mixing rate, we compared its performance with other baselines with constant $m = 0$ or $1$ for OpenAIGym Pendulum. $m = 0$ denotes that the neighboring local policies are not exploited for learning, and $m = 1$ denotes the neighboring local policies are copied. $m = \text{opt.}$ denotes optimizing...
by local value functions for stable acceleration of the local policy learning.

5.2.2. Results

The results are shown in Fig. 5. From the total reward of Fig. 5, \( m = \text{opt.} \) has the best sample efficiency and a 10% higher final performance than the others. The performance of \( m = 0 \), with no acceleration by exploiting neighboring local policies, is better than \( m = 1 \), where the neighboring local policies are exploited without optimization. These results show that naively exploiting neighboring local policies, i.e., \( m = 1 \), is not always practical, perhaps due to the domain gaps. In fact, performance can be worse than without this exploitation.

From the transition of policy mixture rate \( m \) in CPD in Fig. 5, \( m \) tends to be low in the early learning stages. This indicates that exploiting neighboring local policies in the initial stage is ineffective because they are nearly random policies. As learning progresses, the local policies become more informative, and the mixing rate gains a larger quantity. Several instances where \( m \) rises sharply at a certain period correspond to the sub-domain transitions’ timing. As long as the learning sub-domain is fixed, \( m \) decays almost monotonically, indicating that it is beneficial to smoothly shift toward using samples from the current sub-domain for better policy improvement.

5.3. Evaluation of Number and Method of Divided Ranges

5.3.1. Settings

Since CPD divides the range of the randomized parameters into \( N \) sub-domains for learning local policies, \( N \) and the partitioning method may influence the final performance and sample efficiency. Thus, we investigated the CPD performance with various \( N \) and partitioning methods on Pendulum.

5.3.2. Results

As shown in Fig. 6(a) shows that CPD partitioning the parameters in \( N \geq 4 \) reached comparable performance without a significant difference at (ii) 108,000 samples. On the other hand, at (i) 54,000 samples, meaning half samples of (ii),
Figure 6: Performance comparison: (a) different numbers of partitions of randomized parameter range, (b) different patterns of partitioning methods. Partitioning methods are evaluated in three types, plane, edge, and grid, as shown in (b). These outer lines indicate the entire range of parameters. Each vertical and horizontal range indicates the value of one parameter. Dashed lines indicate how to divide parameters. All results of the partitioning method are evaluated after splitting four. Each curve of (a) and (b) plots the mean and variance per sample over five experiments. The bottom boxplots are evaluated in (i) 54,000 samples and (ii) 108,000 samples of each curves (* and ** mean $p < 0.05$ and $p < 0.005$).
Figure 7: Learning curves of (a) Pendulum, (b) Pusher, (c) Swimmer, and (d) HalfCheetah for different methods: SAC-DR is SAC using single-policy learning with DR, and P2PDRL, DnC, and DiDoR are multiple-policy learning methods with range of randomized parameters divided, as described in Section 2.2. CPD, CPD \((m = 0)\), and CPD (rand) respectively indicate CPD with full components, CPD without exploiting neighboring local policies, and CPD with random transitioning of sub-domains. Each curve plots mean and variance over five experiments.
the performances of \( N \leq 4 \) are higher than \( N > 4 \) with a significant difference. The results indicate a trade-off in \( N \) between final performance and sample efficiency. The optimal balance is found at \( N = 4 \), and increasing \( N \) above that value gradually decreases sample efficiency. Based on this result, all subsequent experiments were evaluated by \( N = 4 \) due to the best sample efficiency and performance.

Although a partitioning method of CPD can be freely designed, performances might differ. In Fig. 6(b) we evaluated the performance differences in three types of partitioning methods: plane, splitting so that there is one adjacent region for each axis; grid, splitting into blocks for each axis; and edge, splitting at right angles to each axis. As shown in Fig. 6(b) the proposed method is robust to partitioning patterns in terms of total reward and sample efficiency with no significant difference at (i) and (ii). Based on this result, all subsequent experiments were evaluated by the plane method.

5.4. Comparison with other Methods

5.4.1. Settings

As a common setting of CPD and other baselines, SAC was used as a base-RL method. The difference between CPD and the baselines is in the distillation process of the local and global policies, details of which are shown as follows and summarized in Table 4:

- CPD updates the current local policies by the distillation of one neighboring policy per step. It finally mixes local policies into a global policy.
- CPD, CPD \((m = 0)\), and CPD (rand) respectively indicate CPD with full components, CPD without exploiting neighboring local policies, and CPD with random transitioning of sub-domains. CPD \((m = 0)\) and CPD (rand) are the same update count as the original CPD.
- SAC-DR updates the current policy only by RL per step. SAC-DR never mixes a policy and finally uses the current policy as a global policy.

- P2PDRL updates the current local policies by mutual distillation between all the local policies in total $N_P$ update per step. P2PDRL never mixes a policy and finally uses one of the local policies as a global policy.

- DnC updates the current local policies only by RL per step. At each end of the iterations, DnC mixes the local policies into a global policy.

- DiDoR updates current local policies only by RL per step. DiDoR finally mixes local policies into a global policy.

We conducted experiments with four environments: Pendulum, Pusher, Swimmer, and HalfCheetah. In this section, we evaluate the learning performance by the rewards and the cost by the learning schedule and learning time.

5.4.2. Results of Learning Performance

As shown in Fig. 7(a), CPD shows the highest performance by achieving six- and three-times better sample efficiencies than the methods that outperformed all the others. SAC, P2PDRL, and DiDoR only achieved a low total reward that was under 70% of CPD’s. As shown in Fig. 7(d), none of the methods (except CPD) learned effective policies with a practical number of samples. SAC-DR, which does not partition the range of randomization parameters, learns quickly; however, its highest total reward is only about 40% of CPD. For the other environments shown in Fig. 7(b) and Fig. 7(c), CPD achieved the highest total reward and sample efficiency.

We also applied CPD ($m = 0$) and CPD (rand) as an ablation study. For Pendulum, CPD (rand) achieved about a three times better sample efficiency than CPD ($m = 0$), reaching a maximum total reward of CPD ($m = 0$). However, CPD ($m = 0$) suffered a significant performance degradation after learning.
Table 4: Learning cost for each algorithm: Dist./Step denotes policy updates by distillation per step. Mix/Iteration and Mix/End denote policy mixing from local policies to a global policy per iteration and end of learning. Time denotes learning time of 1000 episodes in Pendulum task, evaluated in mean per 5 experiments. Time is measured by Intel Core i9-9900X and Nvidia RTX-3080Ti. N denotes number of local policies.

| Method  | Dist./Step | Mix/Iteration | Mix/End | Time [min.] |
|---------|------------|---------------|---------|-------------|
| CPD     | 1          | ✓             |         | 107         |
| SAC-DR  | 0          | -             | -       | 86          |
| P2PDRL  | N_P2      | -             | -       | 139         |
| DnC     | 0          | ✓             | ✓       | 120         |
| DiDoR   | 0          | -             | ✓       | 92          |

In summary, our comparisons to previous works show the higher sample efficiency of the proposed method, and ablation studies show the effectiveness of the proposed architecture with a monotonic policy-improvement scheme and neighboring transitions of the sub-domain.

5.4.3. Results of Learning Cost

As shown in Table 4, the fastest algorithm is SAC-DR because it has no distillation. CPD has a moderate learning time due to some policy mixing steps: 24% lower than SAC-DR and 30% faster than P2PDRL.

Table 5: Range of randomized parameters in ball-dispersal task: Ball-place denotes center position of piled balls. When true ball-position is \((x, y, z)\), randomized positions are \((x + X_{\text{bias}}, y + Y_{\text{bias}}, z \times Z_{\text{weight}} + Z_{\text{bias}})\).

| Physical           | min | max | Observation  | min | max |
|--------------------|-----|-----|--------------|-----|-----|
| Gravity \([\text{m/s}^2]\) | 9   | 11  | \(X_{\text{bias}}\) [\text{mm}] | -10 | 10  |
| Friction-coeff.    | 0.6 | 1   | \(Y_{\text{bias}}\) [\text{mm}] | -10 | 10  |
| Ball-mass \([\text{g}]\) | 5   | 20  | \(Z_{\text{bias}}\) [\text{mm}] | 0   | 10  |
| Ball-place \([\text{mm}]\) | -125 | 125 | \(Z_{\text{weight}}\) \([\cdot]\) | 0.7 | 1.3 |
| Ball-radius \([\text{mm}]\) | 25  | 30  |              |     |     |
6. Real-Robot Experiment

In this section, we verify the effectiveness of the proposed method (CPD) on a ball-dispersal task as a real-world task (Fig. 1). As shown in Fig. 1, the upper three rows show the randomized simulation environment, and the bottom row shows the real-world environment. This task is characterized by the countless ball-placement patterns that are possible in the process of knocking down a pile of many balls. Thus, the agent must efficiently learn an effective policy that can manage such innumerable ball patterns. This task is appropriate for a sim-to-real approach because it requires that the balls are restacked each time and that many initializations are made in the real-robot environment.
6.1. Settings

The settings of the real-robot experiment are shown in Fig. 8. Given depth image $s^{\text{depth}}$ obtained from the depth camera mounted above the robot and 3D coordinates $s^{\text{position}}$ of the robot’s hand, the observation is defined as $s = \text{[Conv(Conv}(s^{\text{depth}})), s^{\text{position}}\text{]}$. The robot initializes its position for each action $a$ to obtain the balls’ depth image without occlusion. The robot hand’s rotation is fixed so that it always faces the floor. Conv is a convolution operation with a kernel size of 3. $s^{\text{depth}}$ compresses the number of pixels from $[480, 640]$ to $[5, 9]$. $s^{\text{depth}}$ is visualized in the second and fourth lines of Fig. 10. Action $a$ specifies the robot’s fingertip in 3D relative coordinates and moves it from the coordinates of the previous action. The distance that can be moved in one action is limited to 30 mm for each coordinate axis. Reward $r$ is determined from the balls’ height to evaluate their collapse. The number of balls is $B = 30$; the reward is $r = \sum_{b=1}^{B} -h_i$, where $h_i$ is the height of the $i$-th ball. The goal of this task is to make all the balls lay flat on the table. In other words, create a state in which no balls are on top of any other balls.

Only the robot’s fingertip is simulated in the simulation environment because, in a real-world environment, the robot’s kinematics do not affect the task achievement. Observations $s$ are formatted identically as in the real-robot because depth information can be accurately obtained in the simulation, and $s^{\text{depth}}$ is directly assigned as the simulation ball-height to each pixel without initializing the robot position. The definitions of actions $a$ and rewards $r$ are identical as in the real-world environment. The domain parameters used for DR and their ranges are shown in Table 5. This task randomizes the physical and sensor model’s parameters. Since balls in the real world are deformed by the robot’s physical interaction, making them move in strange directions, parameters including ball-radius and friction-coefficient are randomized to express this phenomenon. Furthermore, the depth sensor is so noisy that observations of depth images between simulations and the real world have huge gaps, and thus observations of the ball positions and sizes are randomized by injecting noise. SAC updates the local policies and local value functions as a base-RL.
method with the same networks and setting as in Section 5.1. Due to the greater
task difficulty compared to the simulation experiments, all the node numbers of
networks were increased to 128.

6.2. Results

CPD and other baselines are compared in Fig. 9. SAC-DR converges faster
than CPD in the initial stage of learning, although its performance soon becomes
unstable. The top total reward of SAC-DR can be achieved by one touch of the
balls, which then transitions to an enormous number of patterns, and so SAC-
DR cannot identify good actions under such conditions. On the other hand,
CPD shows stable performance improvement and achieves around 40% better
total reward than the other baselines.

To evaluate the effectiveness of the learned policies for a sim-to-real transfer,
we prepared two test environments with different types of balls: juggling and
bead. Table 6 shows the results of evaluating how well the balls are knocked
down using the learned policies from the experiments shown in Fig. 9. We also
evaluated SAC learned without DR as a comparison. Just as SAC-DR failed to
| Method       | SAC  | SAC–DR | CPD  |
|--------------|------|--------|------|
| **Final view** (juggling) | ![Image] | ![Image] | ![Image] |
| Achievement  | 0 / 14 | 6 / 14 | 13 / 14 |
| **Final view** (beads)      | ![Image] | ![Image] | ![Image] |
| Achievement  | 0 / 14 | 1 / 14 | 11 / 14 |

Table 6: Task achievement of learned policies of ball-dispersal task: Final-view denotes final result of evaluating policy actions in one episode. Achieve represents task achievement, assessed by number of balls knocked to floor. This experiment uses two types of balls: (1) juggling balls that are hard and easy to move and (2) bead balls that are easily deformed and difficult to move. This experiment used 30 balls: 16 first placed on the floor and other 14 balls on top of the first 16 balls. Second set of 14 balls is used to evaluate task achievement. Each value of task achievement is a mean of over five experiments per learned policy.

achieve good performance in simulations, the method only knocked down about half of the balls in the real-world environment of juggling balls. Furthermore, SAC–DR failed to knock the bead balls down, an action that is more difficult than for the juggling balls. In fact, SAC could not even reach the balls. In contrast, CPD knocked down almost all of both types of balls.

Fig. 10 shows snapshots of the simulation and real-world environments with the learned CPD policy experimentally obtained shown in Fig. 9. From the observation, the scale and noise of the balls’ position and depth information are different between the simulation and the real world. However, since the scale and noise of the balls’ position and depth information are widely randomized, the task is achieved by transferring the simulation policies to the real world in a zero-shot setting.

7. Discussions

In the current CPD framework, dividing number $N$ of the range of randomized parameters needs to be set manually. As described in Section 5.3
Figure 10: Snapshots of robot’s state and observation in ball-dispersal task executed by CPD’s learned policy: Upper two rows are environments and observations of simulation. Lower two rows are environments and observations of real world. These observations are depth images compressed to \((5, 9)\). Simulation observations are randomized by DR as given in Table 5.

The dividing number \(N\) controls the tradeoff between the learning performance and the sample efficiency. We addressed three different partitioning patterns for the proposed method and confirmed their robustness to these patterns. In common, they gave equal importance to all the sub-domains, although they may not all contribute equally to policy distillation. Future work will develop a mechanism to identify sub-domains that do not contribute to learning and exclude them from periodic transitions.

In the current implementation, the decision regarding which parameters to split is determined by the designer’s knowledge. Parameters that significantly change the reward scale or the behavior of the actor depending on the parameter should be selected and split. Exploring its automatic approach is also future work.

Since CPD learns by cyclically transitioning through each sub-domain, it does not seem straightforward to extend it to a parallelized RL [42, 43, 44]. However, CPD can indeed be extended to a parallelized RL by grouping a certain number of sub-domains into one cluster. Such a method could be applied to
larger domains.

Since our proposed method has an actor-critic structure for RL, it requires policies and action value functions. Applicable learning algorithms include the latest DRL algorithms, such as SAC, TD3 \[45\], and DDPG \[46\]. This paper utilizes SAC, which shows the best performance of the actor-critic method \[40\].

The experimental results indicated that our CPD empirically achieved better sample efficiency than the previous methods for multiple tasks. However, its theoretical justification remains open since the theoretical guarantees of the original MI method were obtained assuming a single domain \[29\] and might not hold in a randomized environment.

8. Conclusion

The following are this paper’s main contributions: 1) it proposed CPD, a new DRL method that is sample-efficient with DR in a zero-shot setting; 2) it utilized a monotonic policy-improvement scheme proposed in single-domain RL setting to a multi-domain RL setting and successfully sped-up the policy performance increase; 3) it made a numerous ball environment in both simulations and the real world as preliminary tasks of sand and powder operations and achieved its task in the zero-shot setting.
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