Pain Facial Expression Recognition from Video Sequences Using Spatio-temporal Local Binary Patterns and Tracking Fiducial Points
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ABSTRACT

Monitoring the facial expressions of patients in clinical environments is a necessity in addition to vital sign monitoring. Pain monitoring of patients by facial expressions from video sequences eliminates the need for another person to accompany patients. In this paper, a novel approach is presented to monitor the expression of face and notify in case of pain using tracking fiducial points of face in video sequences and spatio-temporal Local Binary Patterns (LBPs) for eyes and eyebrows. The motion of eight fiducial points on facial features such as mouth, eyes, eyebrows are tracked by Lucas-Kanade algorithm and the movement angles are recorded in a feature vector which along with the spatio-temporal histogram of LBPs creates a concatenated feature vector. Spatio-temporal LBPs boost the proposed algorithm to capture minor deformations on eyes and eyebrows. The feature vectors are then compared and classified using the Chi-square similarity measure. Experimental results show that leveraging spatio-temporal LBPs improves the accuracy by 12% on STOIC database.
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1. INTRODUCTION

Facial expression recognition is an active research area that covers different subjects such as Human Computer Interaction (HCI), Smart Environments and medical applications. Recognition of facial expressions is a hard task due to several limitations such as lighting conditions, facial deformations, facial occlusions or facial hair. Since lots of efforts have been done on prototypic facial expressions, the focus of this paper is mainly on pain facial expression. Applications of pain facial expression is primarily related to medical applications. It is of considerable value in certain circumstances where patients are not able to communicate pain verbally (e.g. newborns, individuals with severe cognitive impairments like autism).

The task of facial expression recognition can be divided into three main steps of face detection, facial feature extraction, facial feature classification. Face detection is a process of locating a face in an image for further processing. Facial feature extraction is a method applied to represent the facial expressions in terms of feature vectors. Facial feature classification which is the step in which extracted features are classified into expression classes.

Related works in the field of pain facial expression is currently limited to Zakia Hammal et al. [1], Littlewort et al. [2], Monwar et al. [3]. Therefore, we make a quick review of the methods in facial expression recognition area as a whole, not just pain facial expression.

Lots of methods have been presented in literature for facial expression recognition such as Neural Network [4, 5], Support Vector Machine (SVM) [6], Bayesian Network (BN) [7], and rule-based classifiers [8-10]. In addition to these methods, some descriptors have also been proposed to discriminate a face from others. Gabor wavelet, Local Binary Pattern (LBP), Haar-like descriptors, shape descriptors [11-15]. These techniques,
methods and descriptors regardless of their accuracy are time-consuming and they are not recommended for real-time applications. Hence, a simple, yet powerful real-time approach is required for pain facial expression.

The proposed method, extracts facial features and places fiducial points on the face according to the result of facial feature extraction process. Displacements of fiducial points across different frames carry the information about which facial expression is taking place. A vector of displacement directions is created for each fiducial point.

Since the selection of fiducial points in the facial features of eyes and eyebrows is fairly difficult, and the range of motions of fiducial points for the two facial features is also not significant, the associated feature vectors do not carry enough information to distinguish facial expression from each other [16]. To resolve the issue, a feature vector of spatio-temporal LBP histograms is applied on eyes and eyebrows, and is added to the feature vector of fiducial point displacements.

The feature vectors of displacement directions are classified using the Chi-square similarity measure. One advantage of our proposed method is that the whole facial expression information turns into a few sequences that are easily comparable by similarity measures.

The rest of the paper is organized as follows. Section 2 briefly reviews existing facial expression methods, techniques and descriptors. In Section 3, our proposed algorithm is fully explained. Section 4 presents the results and finally this paper is concluded in Section 5.

2. RELATED WORKS

There are some descriptors in literature for facial expression recognition. Gabor wavelet is the most frequently used descriptor (e.g. Gwen et al. [15]), which its time complexity is considerable. Some texture descriptors have also been tested in facial expression recognition domain. The LBP on arbitrarily gridded sub-regions (e.g. Shan et al. [14]) and Haar-like descriptors extended to variant rectangles from Kim et al. [12] are of texture descriptor samples. Some authors proposed to use shape descriptors such as Irene et al. [13] who considered shape information from facial grids based on a set of landmarks, or Zhu et al. [11] who computed moment invariants on several manually annotated faces areas. However, most of these descriptors support static images and do not consider the temporal information of facial action units.

To exploit the temporal information of facial action units, different techniques were presented for facial expression recognition from image sequences. There have been several attempts to track and recognize facial expressions over time [17, 18]. Monwar et al. [3] proposed a video based technique for facial expression recognition of acted pain sequences in a 2-alternative forced choice classification (pain vs. painless). Black and Yacoob [19] used a local parameterized model of image motion obtained from optical flow analysis. They utilized a planar model for rigid facial motion and an affine plus-curvature model for non-rigid motion. Tian et al. [4] presented a Neural Network based approach to recognize facial action units in image sequences. Essa and Pentland [20] first locate the nose, eyes and mouth. Then, from two consecutive normalized frames, a 2D spatio-temporal motion energy representation of facial motion is used as a dynamic face model. Hidden Markov Models (HMMs) have been widely used to model the temporal behaviors of facial expressions from image sequences [7, 21]. Ira et al. [7] proposed a multi-level HMM classifier which automatically segments a long video sequence to different expressions segments without resorting to heuristic methods of segmentation. But HMMs can’t deal with dependencies in observation. Dynamic Bayesian Networks (DBNs) recently were exploited for sequence-based expression recognition [22-24]. Tian et al. [4] proposed a feature-based method, which uses geometric and motion facial features and detects transient facial features. The extracted features (mouth, eyes, brows and cheeks) are represented with geometric and motion parameters. The furrows are also detected using a Canny edge detector to measure orientation and quantify their intensity. The parameters of the lower and upper face are then fed into separate neural networks trained to recognize Action Units (AUs). Kaliouby et al. [23] proposed a system for inferring complex mental states from videos of facial expressions and head gestures, where a multi-level DBN classifier was used to model complex mental states as a number of interacting facial and head displays. Firouzian et al. [25] introduced a feature extraction method for real-time responses and the method is employed in this paper. Zhang and Ji [24] explored the use of multisensory information fusion technique with DBNs for modeling and understanding the temporal behaviors of facial expressions in image sequences. Chang et al. proposed a probabilistic video-based facial expression recognition method based on manifolds [26]. Shan et al. introduced a Bayesian temporal model to combine this information, based on static information (LBP histogram on gridded small regions) from each frame in the sequence, so as to compute the posterior probability. Inspired by this probabilistic blending method, José et al. [27] built a real-time system based on deformation space and maximum posterior probability but the recognition rate is not competitive. In order to represent both static and dynamic information, Guoying et al. [28] connected the LBP features on three orthogonal planes to represent the video, taking the same approach for motion than the one.
used for appearance, regardless of their obvious different texture pattern. Note that the authors annotated manually the eye’s position in the sequences. Some other authors explored expression recognition on non-frontal face images by using SIFT features [29], hybrid features of LBP and Gabor [30] or variable-intensity template. Bartlett et al. [6] performed systematic comparison of different techniques including AdaBoost, SVM and LDA for facial expression recognition, and best results were obtained by selecting a subset of Gabor filters using the AdaBoost and then training SVM on the outputs of the selected filters. Pantic and Rothkrantz adopted rule-based reasoning to recognize action units and their combination [9]. Other methods that use head pose information for classification in addition to facial expression was proposed in [31], Werner et al. [32], Hashemi et al. [33] also evaluated various face identification methods. They proposed a method for a fast and real-time face detection and recognition on live cameras. Lucey et al. used 3D parameters derived from Active Appearance Model (AAM) along with facial expressions to detect pain and assess the level of pain based on the PSPI scale [31]. Werner et al. proposed a method for fully automatic detection of pain based on facial expressions and head pose information [32]. In this method, depth and color features are extracted at the frame level and a time window descriptor is calculated from them. Despite repeated claims of a breakthrough in mass media, the suitability of these automated computer vision systems for clinical use is still not given. Some of the available systems have developed impressive solutions for mapping the face [1, 31]. A large body of methods has been proposed to automatically assess pain using behavioral (e.g., facial expression [25, 34-38] and crying [33, 34]) or physiological (e.g., changes in vital signs [35, 36] and cerebral hemodynamic changes [37, 38]).

O’Neill et al. [39] videotaped one hundred infants during their routine vaccination appointment and facial configurations were graphed in 5-second epochs for 1-min post-vaccination and subsequently analyzed for facial expression by time effects using Repeated Measures ANOVAs at each age. Virrey et al. evaluated the facial expression datasets as a basis for building and evaluating the largely unmapped facial patterns of pain expressions [40]. Their study provides the summary of different characteristic expressions that are relevant and justifiable indicators of pain. They also tested a preliminary platform with accuracy rate of 85.66% using the collected FER datasets as testing inputs. Zamzmi et al. [41] presented an end-to-end N-CNN for automatic recognition of neonatal pain for an unconstrained condition. They proposed CNN designed and trained from the scratch to detect neonatal pain for the first time. The proposed N-CNN method achieved 91% average accuracy and 0.93 AUC.

3. PROPOSED METHOD

The proposed method of pain facial expression recognition is performed on video sequences of clinical context. The method classifies the video sequences into one of the eight facial expression classes: happiness, surprise, disgust, anger, fear, sadness, neutral and pain.

The proposed method tracks fiducial points on face along the time. Since the tracking approach significantly depends on appropriate fiducial point selection, the approach fails to capture regional smooth movements. Facial expression variations of eyes and eyebrows in different facial expressions have regional smooth movements which tracking fiducial points does not singly suffice. To resolve the issue, spatio-temporal LBP s are employed to capture regional smooth variations. The proposed method includes followings steps:

1. Facial feature extraction from the first frame.
2. Localization of fiducial points on the first frame.
3. Tracking fiducial points on the remaining video frames.
4. Theta angle computation according to displacements of fiducial points.
5. Spatio-temporal LBP histogram extraction from “eyes” and “eyebrows” facial features.
6. Classification of concatenated feature vectors including feature vector of theta angles associated to fiducial points and feature vector of LBP histograms of eyes and eyebrows into one of eight facial expressions using the Chi-square similarity measure.

In this next subsection, the facial feature extraction method is proposed. Note that facial feature extraction methods are usually time-consuming. The facial feature extraction method is not the main contribution but yet provides a simple way to achieve a desirable result within lesser time.

3.1. Facial Feature Extraction

A preprocessing procedure is initially applied on video frames. The contrast of frames are first normalized and a Gaussian filter is then applied to reduce the probable noises. The applied Gaussian filter is a low-pass filter with window size of 3×3 pixels and standard deviation of 2. Then, vertical and horizontal edges are detected. Edge is actually a sudden change in image intensity values. A face image has vertical and horizontal edges because of its concavities and convexities; the biological features help in localization of eyes, eyebrows and mouth. There are lots of methods and algorithms in the literature which are designed to detect edges; one of which is Sobel operator which is a fast operator with low complexity in edge detection. Sobel operator leverages a mask for edge detection; if input image is not considerably rotated, the Sobel operator leverages two masks (drawn in Figure 1) to detect vertical and horizontal edges. The resultant
image from the edge detection process is a binary image which pixels of edges are valued by one. Figure 2 shows results of the edge detection process. The input image was taken from the STOIC database [42].

3.2. Histogram Analysis Once edges are detected in vertical and horizontal axis, two vertical and horizontal histograms are computed. The obtained vertical and horizontal histograms are as shown in Figure 3.

3.2.1. Candidate Locations for Facial Features In this subsection, candidate locations for eyes, eyebrows, mouth are localized using the horizontal and vertical histograms. An algorithm is designed by which the horizontal histograms are analyzed and regions of the image with continuous horizontal histograms are specified. Once regions of the image with continuous horizontal histograms are localized, vertical histogram from each of the regions is computed. Sub-regions with continuous vertical histograms are also extracted. Having computed and merged the information of vertical and horizontal histograms, candidate locations for the two eyes, two eyebrows and mouth are obtained. Since a set of small regions might also be introduced as candidate regions, it is recommended to ignore the regions by a specific size condition. By ignoring candidate region by the width or length less than 5 pixels, the candidate regions of a sample image would look like as in Figure 4.

Once candidate locations are localized for facial features, some undesirable incorrect locations are also detected. In order to refine the candidate locations and to obtain the exact locations for eyes, eyebrows and mouth, geometrical relationships among facial features is used as presented in [4]. Since locations and sizes of facial features, like eyes and mouth is not considerably variant across different human faces, the geometrical relationship is employed. In [4], the probable locations for facial features is determined as depicted in Figure 5.

In Figure 5, the two rectangles in the upper part of face designate probable geometrical locations for eyes and eyebrows and the rectangle at the lower part designates the probable geometrical location for mouth and nose. Since the probable location of nose is not necessary in this paper, we remove the associated rectangle. Therefore, the geometrical relationships operate like a refinement mask for candidate locations in Figure 4 to obtain the exact locations. If the mask is applied directly on a test image, the obtained image is shown in Figure 6.

Two results are achieved by this stage:
- Candidate locations for two eyes, two eyebrows and mouth as drawn in Figure 4.
- Geometrical relationships for facial features regarding the face size.

Figure 1. Two masks of Sobel operator

Figure 2. Sample output of edge detection process. The input image is taken from STOIC database.

Figure 3. From left to right: horizontal and vertical histograms obtained from the detected edge image in Figure 2

Figure 4. Candidate locations for facial features obtained from horizontal and vertical histograms

Figure 5. Geometrical relationships among facial features [4]
Having merged the two results, the exact locations of facial features are obtained. The result of merging is shown in Figure 7.

3. 3. Fiducial Points Localization And Tracking

Subsequent to localization of facial features, fiducial points must be placed according to the obtained regions. Fiducial points are the points which should be tracked by Lucas-Kanade algorithm in the next frames of the movie. The eight fiducial points are shown in Figure 8. Four fiducial points from the mouth are placed in center sides of the rectangle designating mouth candidate location. Two fiducial points from the eyes are placed in inner corners of the rectangles designating eye candidate locations. The two fiducial points from the eyebrows are also placed in inner vertices of the rectangles designating eyebrows candidate locations.

Since determination of locations of fiducial points in every frame of the video is necessary and applying the facial feature extraction algorithms (even the least time consuming ones) on every frame of the video is not reasonable, the facial feature extraction algorithm is employed merely on the first frame and the fiducial points are tracked using the Lucas-Kanade algorithm [43]. In the following Lucas-Kanade algorithm, w is the warping function, I is the image and P is the parameter of warping function:

Iterate:
1. Warp I with W([x, y]; P) → I(W([x, y]; P))
2. Compute error image T(x, y) = I(W([x, y]; P)) – I(W([x, y]; P))
3. Compute Hessian matrix
\[ \sum (\nabla \frac{\partial w}{\partial P})^T (\nabla \frac{\partial w}{\partial P}) \]
4. Update w(x;p) ← w(x;p) o w(x;Δp)

Until Δp is negligible.

When the points are tracked in the next frames of the movie, the positions of fiducial points in all frames are obtained as shown in Figure 9. Two vectors including a vector of absolute displacement values and a vector of displacement directions are obtained using the positions of fiducial points. Hammal et al. [1] used distances between fiducial points but the distance between points would lose a set of spatial information. Therefore, in this paper, a vector of absolute displacement values along with a vector of displacement directions is considered.

3. 4. Spatio-temporal LBP

Since the selection of fiducial points in the facial features from eyes and eyebrows is fairly difficult and the range of motions of fiducial points for the two facial features is also not significant, the associated feature vectors does not carry enough information to distinguish various facial expressions. To resolve the issue, a feature vector of spatio-temporal LBP histograms applied on eyes and eyebrows is added to the feature vector of fiducial point displacements.

The basic LBP is defined to process spatial data. An extension to basic LBP leverages spatio-temporal data to analyze the dynamic texture over time. To this end, the 3D-LBP was presented by Zhao et al. [44] to handle the dynamic nature of facial expressions.
As shown in Figure 10, the main idea of the 3D-LBP lies in computation of texture volume in \((X, Y, T)\) space, wherein \(X\) and \(Y\) are spatial components and \(T\) is a temporal component representing the index of the frame. First of all, adjacency of each pixel in the 3D space is defined. Then, volume textures are defined similar to the LBP in spatial domain and then associated histograms are extracted. Therefore, the 3D-LBP merges the appearance and the appearance changes in dynamic textures. To simplify the 3D-LBP computations, an operator based on common occurrence of local binary patterns is defined on three orthogonal surfaces known as LBP-TOP.

In LBP-TOP, LBP's associated to three orthogonal surfaces \(XY, XT, YT\) are combined such that only the common occurrence of the three surfaces are considered. A video file is usually considered as a stack of \(XY\) surfaces along the \(T\) axis. \(XT\) and \(YT\) surfaces also contain information about spatio-temporal changes. In LBP-TOP method, the number of histogram bins is only equal to \(3\times2P\), where \(P\) is the number of facial features. This approach reduces the complexity and makes the progress of adjacent cells simpler. LBP-TOP uses three orthogonal surfaces which have the central pixel in common. LBP-TOP reduces the size of feature vector because of the combination of the three surfaces. Since, the change direction of the texture is unknown, not only the direction along the time axis is investigated, but also all circular adjacent points are investigated. Sample images of the three surfaces \(XY, XT\) and \(YT\) are shown in Figure 11.

The LBP codes obtained from \(XY, XT\) and \(YT\) are shown as \(XY-LBP, XT-LBP\) and \(YT-LBP\) respectively. The final histogram is obtained from the concatenation of the three. The process is shown is Figure 12. In this approach, the face expression changes are coded by \(XY-LBP, XT-LBP, YT-LBP\). In face expression recognition, the radius along the time axis is preferably different from the radius in the spatial domain. The radius size along the time axis significantly depends on the frame rate. For example, for a video file with \(300\times300\) resolution and 12 frames per second, an eight pixel radius may suffice, but for larger resolutions or lower frame rates, different radiuses for temporal and spatial domain is required. The difference in radius sizes makes the sampling shape change from circular to ellipsoidal.

In general, radiuses in \(X, Y\) and \(T\) axes as well as the number of adjacent points in \(XY, XT\) and \(YT\) surfaces may not be of the same size, and they are represented by \(R_X, R_Y, R_T, P_{XY}, P_{XT}, P_{YT}\). Suppose components of the central pixel \(g_{t,c}\) would be \((x_c, y_c, t_c)\), components of \(g_{XY,P}\) are computed by \((x_c - R_X \sin(2\pi P_{XY}), y_c + R_Y \cos(2\pi P_{XY}), t_c)\), components of \(g_{XT,P}\) are computed by \((x_c - R_X \sin(2\pi P_{XT}), y_c \cos(2\pi P_{XT}), t_c - R_T \sin(2\pi P_{YT}))\), and components of \(g_{YT,P}\) computed by \((x_c, y_c - R_Y \cos(2\pi P_{YT}), t_c - R_T \sin(2\pi P_{YT}))\).

Consider a facial feature expression as \(\times Y \times T\) \((x_c \in \{0, ..., X - 1\}, y_c \in \{0, ..., Y - 1\}, t_c \in \{0, ..., T - 1\})\).

In calculating \(LBP - TOP_{XY;XT;YT;RE;RT}\) distribution for facial feature expression, the central part is only considered because a sufficiently large neighborhood cannot be used on the borders in this 3D space. A histogram of the facial feature expression can be defined as:

\[
H_{i,j} = \sum_{l=0,...,n_j-1} j \left\{ f_j(x, y, t) = i \right\},
\]

where \(n_j\) is the number of different labels produced by the LBP operator in the \(j\)th plane \((j = 0 : XY, 1 : XT and 2 : YT), f_j(x, y, t)\) expresses the LBP code of central pixel \((x, y, t)\) in the \(j\)th plane and...
when the facial features to be compared are of different spatial and temporal sizes, the histograms must be normalized to get a coherent description:

\[
N_{i,j} = \frac{H_{i,j}}{\sum_{k=0}^{n_k} H_{k,j}}
\]

In this histogram, a description of facial feature is effectively obtained based on LBP from three different planes. The labels from the XY plane contain information about the appearance, and, in the labels from the XT and YT planes, co-occurrence statistics of motion in horizontal and vertical directions are included. These three histograms are concatenated to build a global description of facial feature with the spatial and temporal features.

3. 5. Vectors of Displacement Directions As shown in Figure 13, vectors of displacement directions are the key to distinguish among different kinds of facial expressions. Vectors of absolute displacement values just carry the velocity information and the information just represents how fast a facial expression is changed and would not help classifying facial expressions.

Since each facial expression has minor differences across different faces, fiducial points displacements are approximately equal across different subjects. Therefore, a vector of theta angles is created that would look like \((\Theta_1, \Theta_2, \ldots, \Theta_n)\). Each vector of displacement directions (theta angles) of each facial expression is unique and follows a specific pattern. Therefore, facial expression recognition is performed through classifying vectors of displacement directions. In the classification phase, training set is prepared as pivotal data. Pivotal data consists of 8 sequences of theta angles for each of the facial expressions (pain, neutral, happiness, surprise, disgust, anger, fear and sadness). Each of the sequences is associated to a fiducial point. Each sequence of pivotal data is obtained by taking the average of corresponding theta angle vectors of all training set subjects for each facial expression.

When a test facial expression video is prepared, vectors of displacement directions associated to each fiducial point are computed. The numbers of the vectors are equal to the numbers of fiducial points. To classify the test facial expression, the test vectors are compared with pivotal trained vectors. The comparison can is performed using Chi-square similarity measure.

As shown in Figure 14, vectors of theta angles from one of the mouth feature points across all frames of video for two distinct subjects are drawn. The two drawn sequences are related to happy facial expression. As it is shown in Figure 14, the values of two sequences are both ascending and follow a pattern. This property convey a discriminant feature for vector of thetas.

\[
x^2(S, M) = \sum_{i} \frac{(S_i - M_i)^2}{S_i + M_i}
\]

Since the variation speed of facial expressions is different even in a same person, time-scale translation is applied to the vector of displacement directions (theta angles). Therefore, the similarity measure is expected to support time-scale translation. In the next subsection, an appropriate similarity measure is introduced which satisfies the criteria.

3. 6. Desirable Similarity Measure A similarity measure is a type of scoring function that assigns a numerical score to a pair of sequences based on proximity between them. A higher score implies a greater similarity. Quantifying similarity by developing a suitable similarity measure is often a difficult task. Currently, there are many measures that can be used for quantifying the similarity \([1, 3, 4]\). These measures are classified into three different groups in this paper: distance measures, proximity measures, and binary measures. There are translations like amplitude-scale, amplitude-shift, time-shift, time-scale and phase delay. Chi-square similarity measure supports the translations needed to compare the feature vectors of the proposed algorithm.
in which S and M are two feature vectors. Note that some local regions of face is more informative than others in facial expression classification. For example, the focus of feature vector for facial expression is mainly on eyes and mouth. Therefore, all subregions are weighted, due to the associated significance. The weighted $X^2$ is defined as follows:

$$x^2(S, M) = \sum_{i,j} w_j (S_{ij} - M_{ij})^2 / S_{ij} + M_{ij}$$

where $S$ and $M$ are two feature vectors and $W_j$ is the associated weight to region $j$.

4. RESULTS

Since the focus of the paper is on pain facial expression, there is only one database in the literature that satisfies criteria and that is STOIC database. The STOIC database was developed and validated by Roy et al. from the Université de Montréal [4]. The STOIC database is a dynamic facial expression database validated by human observers.

Lots of efforts have been done in generating databases containing six basic facial expressions (happiness, surprise, disgust, anger, fear and sadness) but still lack of databases in pain facial expression. In this paper, performance of proposed method on STOIC database is evaluated.

STOIC database includes 80 video files from 5 men and 5 women in 8 different facial expressions including pain, happiness, surprise, disgust, anger, fear, sadness and neutral. Facial expressions in the database are acted facial expressions. Size of frames of the video is $256 \times 256$ pixels. Each video file starts with neutral facial expression and face gradually changes to the asked facial expression. Some sample frames of the database are shown in Figure 15.

As explained in Section 3.3, vectors of displacement directions should be compared with some pivotal data to represent how much the vectors are deviated from pivotal data. Pivotal data consists of 8 sequences of thetas for each of the facial expressions (pain, neutral, happiness, surprise, disgust, anger, fear and sadness); each of the sequences is related to a specific point.

Each sequence of pivotal data is obtained by taking the average of corresponding theta vectors of three male subjects and three female subjects for each certain facial expression. Therefore, six subjects formed our training set. Results of applying the proposed method on test set is brought to you in a table format (see Tables 1 and 2).

Results show that only one subject (DF5pa) is mistakenly reported as "Happy", while it is actually expressing the pain facial expression. It should be noted that this database is complicated and hard to recognize because of its generality in facial expressions. Although,

![Figure 15. Extracted sample frames from video files of STOIC database](image)

**TABLE 1. Results of neutral facial expression**

| Video Filename | Expression | Gender | Validation |
|----------------|------------|--------|------------|
| DM1ne          | Neutral    | Male   | True       |
| DM2ne          | Neutral    | Male   | True       |
| DM3ne          | Neutral    | Male   | True       |
| DM4ne          | Neutral    | Male   | True       |
| DM5ne          | Pain       | Male   | False      |
| DF1ne          | Neutral    | Female | True       |
| DF2ne          | Neutral    | Female | True       |
| DF3ne          | Neutral    | Female | True       |
| DF4ne          | Neutral    | Female | True       |
| DF5ne          | Neutral    | Female | True       |

**TABLE 2. Results of pain facial expression**

| Video Filename | Expression | Gender | Validation |
|----------------|------------|--------|------------|
| DM1pa          | Pain       | Male   | True       |
| DM2pa          | Pain       | Male   | True       |
| DM3pa          | Pain       | Male   | True       |
| DM4pa          | Pain       | Male   | True       |
| DM5pa          | Pain       | Male   | True       |
| DF1pa          | Pain       | Female | True       |
| DF2pa          | Pain       | Female | True       |
| DF3pa          | Pain       | Female | True       |
| DF4pa          | Pain       | Female | True       |
| DF5pa          | Happy      | Female | False      |
the accuracy is achieved 90% in both neutral and pain facial expressions.

A comparative study with the proposed method is the study of Hammal et al. [1] which is based on a dynamic fusion process of facial and context information for the automatic classification of facial expressions. They evaluated their proposed model on STOIC database and achieved 84.5% accuracy on the database. There are two reasons which explains the difference in comparative results. The first reason is that using spatio-temporal LBPs captures the swarm modifications of pixels in a region. The technique does not depend on tracking a set of limited points, but it senses the modification of pixels in a region. The other reason is that we set the threshold radius of pain facial expression to 23 and set the threshold radius of other seven facial expression to 19.

5. CONCLUSION

In this paper, a novel method is presented with a low time complexity but yet a powerful method for capturing a face in real-time mode and analyze the facial expression in a clinical context application. The focus of the paper is mainly on pain facial expression. In the proposed method, facial features are first extracted and consequently fiducial points out of facial feature regions are extracted. Fiducial points are tracked using the Lucas-Kanade algorithm in different frames points. The displacement directions of fiducial points creates a feature vector. Displacement directions are then compared with pivotal data. The pivotal data is obtained using Chi-square similarity measure on training set data and test data. To boost the proposed method, spatio-temporal Local Binary Patterns is applied to eyes and eyebrows. The proposed method is tested on STOIC database. STOIC is the only database that meets the requirements. Experimental results showed that leveraging spatio-temporal LBPs improves the obtained accuracy by 12% on STOIC database. Due to lack of database for pain facial expression, it is recommended to work on creating a database containing pain facial expression from different views and from more subjects.
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