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Abstract

The paper is focused on the tradeoff between performance and decoding complexity per iteration for LDPC codes in terms of their gap (in rate) to capacity. The study of this tradeoff is done via information-theoretic bounds which enable to get an indication on the sub-optimality of message-passing iterative decoding algorithms (as compared to optimal ML decoding). The bounds are generalized for parallel channels, and are applied to ensembles of punctured LDPC codes where both intentional and random puncturing are addressed. This work suggests an improvement in the tightness of some information-theoretic bounds which were previously derived by Burshtein et al. and by Sason and Urbanke.

1 Introduction

Error-correcting codes which employ iterative decoding algorithms are widely considered state of the art in channel coding. Their outstanding performance and feasible encoding and decoding complexities motivate a theoretical study of the tradeoff between their performance and complexity. While it would be very interesting to explore this tradeoff for finite block lengths, this central issue is still beyond the scope of rigorous analysis. Via information-theoretic bounds, we study this tradeoff in the asymptotic case where the block length tends to infinity. This study is focused on low-density parity-check (LDPC) codes, but we also address other constructions of codes on graphs which closely approach channel capacity with moderate complexity.

LDPC codes are efficiently encoded and decoded due to the sparseness of their parity-check matrices ([18], [19], [20]). An ensemble of LDPC codes is defined by a pair of degree distributions \( \lambda(x) = \sum_{i \geq 2} \lambda_i x^{i-1} \) and \( \rho(x) = \sum_{i \geq 2} \rho_i x^{i-1} \) where \( \lambda_i \) (\( \rho_i \)) is the fraction of edges in the bipartite graph adjacent to variable (parity-check) nodes of degree \( i \). Consider the number of ones in a parity-check matrix which represents a binary linear block code, and normalize it per information bit (i.e., with respect to the dimension of the code). This quantity (defined as the parity-check density [21]) is linearly proportional to the number of messages produced in each iteration of the message-passing iterative (MPI) decoder, normalized per information bit. Therefore, the density of the parity-check matrix can be regarded as a measure for the decoding complexity per iteration of LDPC codes normalized per information bit. Our study of the tradeoff between performance and complexity per iteration is initiated by two questions which were addressed by Burshtein et al. [2] and Sason and Urbanke [21]:

**Question 1:** How sparse can parity-check matrices of binary linear codes be, as a function of the gap between the code rate for which reliable communication can be achieved and the channel capacity?

**Question 2:** How good can LDPC codes be (even under maximum-likelihood (ML) decoding), as a function of their degree distributions?

The answer to the first question was given in [21] in the form of lower bounds on the parity-check density (which serve as lower bounds on the decoding complexity per iteration); these lower bounds were later improved by the authors [26], and the improved bounds will be introduced in this paper. Since the density of a parity-check matrix is related to the number of fundamental cycles in the corresponding bipartite graph (see [21]), this also gives a quantitative measure to the statement that bipartite graphs representing good error-correcting codes should have cycles [3]. Referring to the second question, the answer is given in the form of upper bounds on the achievable rates whose derivation is based on performance bounds under ML decoding. Comparing these upper bounds with exact thresholds under iterative decoding, calculated using density evolution (DE) [19], leads to a quantitative measure of the inherent loss in performance due to the sub-optimality of MPI decoding. The derivation of these bounds also allows to derive lower bounds on the bit/block-error probability under ML decoding (see [21], [26]).

In his thesis [4, Theorem 3.3], Gallager provided an upper bound on the rate of right-regular LDPC codes (i.e., LDPC codes with a constant degree (\( aR \)) of the parity-check nodes) which is a necessary condition for achieving reliable communications over a binary symmetric channel (BSC), even under optimal ML decoding. This bound shows that right-regular LDPC codes with fixed right degree cannot achieve
the channel capacity on a BSC, even under optimal ML decoding. The inherent gap between the achievable rates and the channel capacity is well approximated by an expression which decreases to zero exponentially fast in $\alpha_R$. Burshtein et al. have generalized Gallager’s bound for general ensembles of LDPC codes transmitted over memoryless binary-input output-symmetric (MBIOS) channels [2]; to this end, they applied a two-level quantization to the log-likelihood ratio (LLR) of these channels which essentially turns them into a BSC.

In [8], Khandekar and McEliece have suggested to study the encoding and decoding complexities of ensembles of iteratively decoded codes on graphs as a function of their gap to capacity. They conjectured that if the achievable rate under MPI decoding is a fraction $1 - \varepsilon$ of the channel capacity, then for a wide class of channels, the number of iterations required for decoding with vanishing bit error probability scales like $\frac{1}{\varepsilon}$ and the density of the parity-check matrix scales like $\ln \frac{1}{\varepsilon}$. We note that recent findings on the matching condition for GEXIT curves of capacity-approaching codes seem to suggest an analytical tool for proving the conjecture that the average number of iterations scales like the inverse of the multiplicative gap $(\varepsilon)$ to capacity [12]. Based on this conjecture, it follows that for irregular repeat-accumulate codes, the encoding complexity scales like $\ln \frac{1}{\varepsilon}$ and the decoding complexity scales like $\frac{1}{\varepsilon} \ln \frac{1}{\varepsilon}$. The only exception is the binary erasure channel (BEC) where the decoding complexity behaves like $\ln \frac{1}{\varepsilon}$ (same as encoding complexity) because of the absolute reliability of the messages passed through the edges of the graph (hence, every edge can be used only once during the iterative decoding process).

Based on the work in [2], Sason and Urbanke derived an information-theoretic lower bound on the asymptotic density of parity-check matrices [21, Theorem 2.1] where this bound applies to every MBIOS channel and every sequence of binary linear block codes achieving a fraction $1 - \varepsilon$ of the channel capacity with vanishing bit error probability. It holds for an arbitrary representation of full-rank parity-check matrices for these codes, and error probability. It holds for an arbitrary representation of full-rank parity-check matrices for these codes, and it fulfills the area theorem. This preservation of the area theorem for general MBIOS channels enables to get upper bounds on the thresholds of turbo-like ensembles under MAP decoding. Under some conditions, the bound in [10] was shown to be tight for the BEC.

A new method for analyzing LDPC codes and low-density generator-matrix (LDGM) codes under bit-MAP decoding is introduced by Montanari in [11]. The method is based on a rigorous approach to spin glasses, and allows a derivation of an upper bound on the achievable rates of these codes under bit-MAP decoding. The computational complexity of this bound grows exponentially with the maximal right and left degrees (see [11, Eqs. (6.2) and (6.3)]). Since the bounds in [10], [11] are derived for ensembles of codes, they are probabilistic in their nature; based on concentration arguments, they hold asymptotically in probability 1 as the block length goes to infinity. It was conjectured that the bounds in [11], which hold for general LDPC and LDGM ensembles over MBIOS channels, are tight.

In [1] and [25], Ardakani et al. suggest an approximated one-dimensional analysis which enables to optimize (numerically) the degree distributions for achieving a good tradeoff between performance and complexity.

The derivation of the results presented in this paper was motivated by the fact that the information-theoretic bounds in [2] and [21] rely on a two-level quantization of the LLR and do not take into consideration the entire statistics of the communications channel. In this paper, we present a new information-theoretic upper bound on the achievable rates of LDPC codes transmitted over MBIOS channels. This bound holds for optimal ML decoding and is therefore valid under any sub-optimal decoding algorithm. We also discuss an improvement of the information-theoretic lower bound on the parity-check density. These bounds hold for every sequence of codes and do not rely on probabilistic arguments. The bounds are generalized for the case where the codes are transmitted over a set of independent parallel MBIOS channels, where each code bit is a-priory assigned to one of the parallel channels. This setup can be used to model different scenarios which include non-uniform error protection [16], punctured LDPC codes [5], [17] and LDPC-coded modulation schemes. The bounds for parallel channels are used to bound the performance and the decoding complexity per iteration of punctured
LDPC codes transmitted over a single MBIOS channel.

Due to space limitations, the proofs of the statements in this paper are relegated to the full paper versions (see [23] and [26]); further discussion on the relations between these theorems and some previously reported results from [2], [14], [16], [21] are presented there.

2 Results for an MBIOS Channel

In this section we present new upper bounds on the achievable rates of LDPC codes, and new lower bounds on their bit-error probability. The transmission of the codes is assumed to take place over an MBIOS channel and the bounds refer to ML decoding. We also consider an improved lower bound on the parity-check density of a sequence of LDPC codes which achieve a fraction $1 - \varepsilon$ of the capacity of an MBIOS channel with vanishing bit error probability. These bounds tighten the results in [2], [21]. The upper bound on the achievable rates and the lower bound on the parity-check density in [2], [21] are both derived from a lower bound of the conditional entropy of the transmitted codeword given the received sequence at the output of the communication channel. For the derivation of this bound Burshtein et al. considered the entropy of the syndrome of the received sequence, this requires that the received sequence be binary. Hence, a two level quantization which essentially turns the MBIOS channel into the BSC was applied to the LLR at the output of the communication channel. This quantization causes an inherent loss in the tightness of the bounds in [2], [21].

We introduce two approaches to circumvent the two-level quantization of the LLR. The first approach forms a generalization of the approach introduced by Burshtein et al. and allows a finer quantization of the LLR to a number of levels which is an arbitrary integer power of 2. Each quantization level is mapped to a member of the Galois field $GF(2^d)$ (where the number of quantization levels is $2^d$ and $d \in \mathbb{N}$), and the concept of syndrome is generalized for members of $GF(2^d)$. These bounds are subject to optimization of the quantization levels, as to achieve the tightest bounds within their form. For optimally chosen quantization levels it can be shown that the bounds become tighter as the number of levels grows. A second approach is to consider the soft value of the LLR which forms a sufficient statistics of ML decoding. In this approach the LLR is split into its sign and its absolute value, due to the symmetry of the channel it is possible to define the syndrome w.r.t the sign of the LLR and use its absolute value as side information. This second approach leads to bounds which are uniformly tighter than the first approach and require no optimization. However, comparing the results of both approaches gives insight on the effect of quantization of the LLR at the decoder due to implementation restrictions. Due to space limitations we only present bounds which are based on the second approach. Some numerical results, presented at the end of this section, demonstrate the results given by both approaches.

As noted above, the bounds on the achievable rates, the bit error probability and the parity-check density are derived from a lower bound on the entropy of the transmitted codeword conditioned on the received sequence. We present an improved lower bound on this entropy, as compared to the one derived in [2].

**Theorem 2.1:** Let $C$ be a binary linear code of length $n$ and rate $R$ transmitted over an MBIOS channel. Let $x = (x_1, x_2, \ldots, x_n)$ and $y = (y_1, y_2, \ldots, y_n)$ be the transmitted codeword and the received sequence, respectively. For an arbitrary representation of the code $C$ by a full-rank parity-check matrix, let $\Gamma_k$ be the fraction of the parity-check equations of degree $k$, and $\Gamma(x) \triangleq \sum_k \Gamma_k x^k$ designate the corresponding right degree distribution of $C$. Then the conditional entropy of the transmitted codeword given the received sequence satisfies

$$H(X|Y) \leq R h(P_b)$$

where

$$h(x) = -x \log_2(x) - (1 - x) \log_2(1 - x)$$

and $a$ is the conditional pdf of the LLR given the channel input is 1 (where the possible inputs to the channel are $\{+1, -1\}$).

From Fano’s inequality and since the code is binary, the conditional entropy of the transmitted codeword given the received sequence satisfies

$$H(X|Y) \leq R h(P_b)$$

where $R$ is the rate of the code, $P_b$ is the bit-error probability of the ML decoder, and $h(x) = -x \log_2(x) - (1 - x) \log_2(1 - x)$ is the binary entropy function to base two. By combining Theorem 2.1 and Eq. 2, it is possible to derive an upper bound on the achievable rates of sequences of binary linear block codes and a lower bound on their bit-error probability, these bounds are presented in the next corollaries.

**Corollary 2.1:** Let $\{C_m\}$ be a sequence of binary linear block codes whose codewords are transmitted with equal probability over an MBIOS channel, and assume that the block lengths of these codes tend to infinity as $m \to \infty$. Let $\Gamma_{k,m}$ be the fraction of the parity-check nodes of degree $k$ for an arbitrary representation of the code $C_m$ by a bipartite graph which corresponds to a full-rank parity-check matrix, and assume the limit $\Gamma_k = \lim_{m \to \infty} \Gamma_{k,m}$ exits. Then in the limit where $m \to \infty$, a necessary condition on the asymptotic achievable rate ($R$) for obtaining
vanishing bit error probability is
\[ R \leq 1 - \frac{1 - C}{1 - \frac{1}{2 \ln(2)} \sum_{p=1}^{\infty} \frac{\Gamma(p)}{p(2p - 1)}}. \]

**Corollary 2.2:** Let \( C \) be a binary linear block code of rate \( R \) whose transmission takes place over an MBIOS channel with capacity \( C \). For an arbitrary full-rank parity-check matrix \( H \) of the code \( C \), let \( \Gamma_k \) designate the fraction of parity-check equations that involve \( k \) variables, and \( \Gamma(x) \triangleq \sum_{k=1}^{\infty} \Gamma_k x^k \) be the right degree distribution from the node perspective which refers to the corresponding bipartite graph of \( C \). Then, under ML decoding (or any other decoding algorithm), the bit error probability \( (P_b) \) of the code satisfies
\[ h_2(P_b) \geq 1 - \frac{C}{R} + \frac{1 - R}{2R \ln(2)} \sum_{p=1}^{\infty} \frac{\Gamma(p)}{p(2p - 1)}. \]

By combining Theorem 2.1 and Eq. 4, one can also derive a lower bound on the asymptotic parity-check density of a sequence of LDPC codes which achieve a fraction \( 1 - \varepsilon \) with vanishing bit-error probability. Similarly to the bound of Sason and Urbanke this bound is also of the form \( \frac{K_1 + K_2 \ln \varepsilon}{1 - \varepsilon} \), but the new bound is tighter than the one given in [21]. Particularly, the coefficient of the logarithmic growth rate \( K_2 \) is strictly greater than the coefficient \( K_2 \) in the previous bound for all channels except the BSC (where the two-level quantization does not change the channel). It is also interesting to note that for the BEC the new bound merges with the improved bound of Sason and Urbanke which was shown to be tight even under MPI decoding.

The requirement of full-rank parity-check matrices is not natural when dealing with ensembles of codes; from [2], it can be removed by replacing the rate by the design rate of the ensemble.

**Numerical Results:** Table II provides bounds on the thresholds under ML decoding of several irregular rate 1/2 ensembles taken from [20], where the transmission takes place over the binary input AWGN channel. The upper bounds on the achievable rates provide lower bounds on the \( \frac{\sum}{\sum} \) thresholds under ML decoding. The bounds shown are the two-level quantization bound of Burshtein *et al.* [2], the four and eight-level quantization bounds based on the first approach discussed here, which are derived in [26, Corollaries 3.1, 3.2], and the un-quantized bound of Theorem 2.1. Comparing these bounds with the exact thresholds under MPI decoding calculated using density evolution (DE) shown in the rightmost column, gives an indication of the loss in performance due to the sub-optimality of the iterative decoder. As mentioned above, comparing the results of the quantized bounds with the un-quantized bound gives an indication of the effect of quantization at the decoder. Table II shows that the numerical values of the bounds which correspond to the optimized eight quantization levels are very close to the bounds where there is no quantization of the LLR.

### 3 Parallel Channels

In this section we consider LDPC codes transmitted over a set of independent parallel MBIOS channels, where each code bit is a-priori assigned to one of the channels. This setup is useful for modelling a wide range of scenarios which include non-uniform error protection [16], punctured LDPC codes (see e.g., [5], [17]) and LDPC-coded modulation schemes. Non-uniform error protection is modelled by assigning the bits which require a higher level of protection to a channel which is physically degraded w.r.t. the actual communication channel. Puncturing is modelled by assigning a code bit which is punctured in probability \( p \) to the channel composed of a BEC with erasure probability \( p \) cascaded with the actual communication channel. In [23] the authors generalized the lower bound in Theorem 2.1 for the case of parallel channels. It can also be verified that (2) holds for this case. Hence, the bounds on the achievable rates, the bit-error probability and the parity-check density discussed in the previous section are also generalized for the case of parallel channels. This allows us to study the performance of punctured LDPC codes transmitted over MBIOS channels.

### 4 Punctured LDPC codes

As discussed in the previous section, punctured codes transmitted over a single MBIOS channel can be modelled as codes transmitted over a set of parallel channels (see also [16]). The iterative decoder of the punctured code utilizes the graph of the original code, where the nodes corresponding to the punctured code bits receive no channel input and are considered state nodes. This allows to use puncturing in order to transmit at variable rates using one encoder and one decoder. Some fundamental properties of punctured LDPC codes were studied in [17]. These results show the high potential of puncturing in designing rate-compatible codes which operate closely to the channel capacity.

#### 4.1 Intentionally Punctured LDPC codes

In [5], Ha and McLaughlin show that good codes can be constructed by puncturing good ensembles of LDPC codes using a technique called “intentional puncturing”. In this approach, the code bits are partitioned into disjoint sets so that each set contains all the code bits whose corresponding variable nodes have the same degree. The code bits in each one of these sets are randomly punctured at a fixed puncturing rate. The puncturing pattern is described by a polynomial \( \pi_0(x) = \sum_{i=2}^{\infty} \pi_i x^{i-1} \) where \( \pi_i \) designates the puncturing rate of code bits of degree \( i \). This forms a particular case of transmission over a set of parallel channels, where each code bit is assigned to a channel according to the number of parity-check equations it is involved in. The bound on the achievable rates of ML decoded
LDPC codes transmitted over parallel channels, can be used to find lower bounds on the thresholds which intentionally punctured LDPC codes achieve under ML decoding. Comparing these bounds with exact thresholds calculated in [5] using DE, gives an indication as to the inherent loss caused by the sub-optimality of the iterative decoder for various puncturing patterns and rates. The bound also gives an indication of the loss of punctured codes even under ML decoding due to the structure of the codes (as compared to random coding). Table III presents the lower bound on the threshold under ML decoding of a sequence of ensembles of LDPC codes with various puncturing rates, where the transmission takes place over the binary input AWGN channel. It can be seen that for all the puncturing rates shown in Table III more than \( \frac{1}{2} \) of the gap to capacity is attributed to the structure of the codes, while the rest is due to the sub-optimality of the iterative decoder.

4.2 Randomly punctured LDPC codes

A second approach to the construction of ensembles of punctured LDPC codes is to a-priori select a subset of the code bits and randomly puncture these bits at a given rate. This method can also be modelled as a specific case of transmission over a set of two parallel channels. By observing the lower bound on the parity-check density for parallel channels, one is able to derive a lower bound on the decoding complexity per iteration of randomly punctured LDPC codes.

In [14], Pfister et al. provided explicit constructions of ensembles of irregular repeat-accumulate (IRA) codes which asymptotically (as the block length tends to infinity) achieve the capacity of the BEC under MP decoding with bounded encoding and decoding complexities per information bit. This result came as a surprise in light of parallel results which show that for ensembles of LDPC codes without puncturing
and systematic IRA codes, their decoding complexity per information bit should become unbounded as the gap to capacity vanishes (see [21] and [22]). Since the convergence rate (in terms of the block length) of the codes in [14] was rather slow, these codes were not record breaking for short to moderate block lengths. Several constructions of ensembles of systematic accumulate-repeat-accumulate (ARA) codes were recently introduced by Pfister and Sason [15]. These ensembles achieve capacity of the BEC under MAC decoding with bounded complexity per information bit, and outperform other capacity-achieving ensembles of codes on graphs, even for moderate block lengths. In [7], Hsu and Anastasopoulos introduced ensembles of codes which achieve the capacity of general MBIOS channels under ML decoding with bounded number of edges in the Tanner graph per information bit, and for the BEC, they also achieve bounded complexity per information bit under MPI decoding. All of the capacity-achieving ensembles on the BEC with bounded complexity rely on puncturing, as could be expected from the information-theoretic bounds for codes on graphs in [13], [14, Theorems 3 and 4] and [23].

Acknowledgment: The work was supported by the EU 6th International Framework Programme via the NEWCOM Network of Excellence.

References

[1] M. Ardakani, B. Smith, W. Yu and F. Kschischang, “Complexity-optimized low-density parity-check codes,” presented in the 43rd Allerton Conference on Communication, Control and Computing, Monticello, Illinois, USA, 28-30 September 2005.

[2] D. Burshtein, M. Krivelevich, S. Litsyn and G. Miller, “Upper bounds on the rate of LDPC codes,” IEEE Trans. on Information Theory, vol. 48, no. 9, pp. 2347–2449, September 2002.

[3] T. Etzion, A. Trachtenberg and A. Vardy, “Which codes have cycle-free Tanner graphs?” IEEE Trans. on Information Theory, vol. 45, no. 6, pp. 2173 - 2181, September 1999.

[4] R. G. Gallager, Low-density parity-check codes, Cambridge, MA, USA, MIT Press, 1963.

[5] J. Ha and S. W. McLaughlin, “Rate-compatible puncturing of low-density parity-check codes,” IEEE Trans. on Information Theory, vol. 50, no. 11, pp. 2824–2836, November 2004.

[6] C. H. Hsu and A. Anastasopoulos, “Capacity-achieving LDPC codes through puncturing,” Proceedings 2005 IEEE International Conference on Wireless Networks, Communications and Mobile Computing (WirelessCom 2005), Maui, Hawaii, USA, June 13–16, 2005.

[7] C. H. Hsu and A. Anastasopoulos, “Capacity-achieving codes with bounded graphical complexity on noisy channels,” presented in the 43rd Allerton Conference on Communication, Control and Computing, Monticello, Illinois, USA, 28-30 September 2005. [Online]. Available: http://www.arxiv.org/abs/cs.IT/0509062

[8] A. Khandekar and R. J. McEliece, “On the complexity of reliable communications on the erasure channel,” Proceedings 2001 International Symposium on Information Theory, p. 1, Washington, DC, USA, June 24–29, 2001.

[9] C. Measson, A. Montanari, T. Richardson and R. Urbanke, “Life above threshold: From list decoding to area theorem and MSE,” 2004 IEEE Information Theory Workshop, San Antonio, TX, USA, October 24–29, 2004. [Online]. Available: http://www.arxiv.org/abs/cs.IT/0410028

[10] C. Measson, A. Montanari and R. Urbanke, “Maxwell construction: the hidden bridge between iterative and maximum a posteriori decoding,” submitted to IEEE Trans. on Information Theory, June 2005. [Online]. Available: http://www.arxiv.org/abs/cs.IT/0505053

[11] A. Montanari, “ Tight bounds for LDPC codes and LDCM codes under MAP decoding,” IEEE Trans. on Information Theory, vol. 51, no. 9, pp. 3221–3246, September 2005.

[12] C. Measson, A. Montanari and R. Urbanke, “Why we can not surpass capacity: the matching condition,” presented in the 43rd Allerton Conference on Communication, Control and Computing, Monticello, Illinois, USA, 28-30 September 2005.

[13] H. Pfister, I. Sason and R. Urbanke, “Bounds on the decoding complexity of punctured codes on graphs,” Proceedings of the Forty-Second Annual Allerton Conference on Communication, Control and Computing (invited paper), pp. 481–491, Urbana-Champaign, IL, USA, September 29–October 1, 2004. [Online]. Available: http://www.arxiv.org/abs/cs.IT/0409027

[14] H. D. Pfister, I. Sason, and R. Urbanke, “Capacity-achieving ensembles for the binary erasure channel with bounded complexity,” IEEE Trans. on Information Theory, vol. 51, no. 7, pp. 2352–2379, July 2005.

[15] H. D. Pfister and I. Sason, “Accumulate-repeat-accumulate codes: systematic codes achieving the binary erasure channel capacity with bounded complexity,” presented in the 43rd Allerton Conference on Communication, Control and Computing, Monticello, Illinois, USA, 28-30 September 2005. [Online]. Available: http://www.arxiv.org/abs/cs.IT/0509044

[16] H. Pishro-Nik, N. Rahnavaard and F. Fekri, “Nonuniform error correction using low-density parity-check codes,” IEEE Trans. on Information Theory, vol. 51, pp. 2702–2714, July 2005.

[17] H. Pishro-Nik and F. Fekri, “Results on punctured LDPC codes,” Proceedings 2004 IEEE Information Theory Workshop (ITW 2004), pp. 215–219, San Antonio, Texas, USA, October 24–29, 2004.

[18] T. Richardson and R. Urbanke, “Efficient encoding of low-density parity-check codes,” IEEE Trans. on Information Theory, vol. 47, no. 2, pp. 599–618, February 2001.

[19] T. Richardson and R. Urbanke, “The capacity of low-density parity-check codes under message-passing decoding,” IEEE Trans. on Information Theory, vol. 47, no. 2, pp. 599–618, February 2001.

[20] T. Richardson, A. Shokrollahi and R. Urbanke, “Design of capacity-approaching irregular low-density parity-check codes,” IEEE Trans. on Information Theory, vol. 47, no. 2, pp. 619–637, February 2001.

[21] I. Sason and R. Urbanke, “Parity-check density versus performance of binary linear block codes over memoryless symmetric channels,” IEEE Trans. on Information Theory, vol. 49, no. 7, pp. 1611–1635, July 2003.

[22] I. Sason and R. Urbanke, “Complexity versus performance of capacity-achieving irregular repeat-accumulate codes on the binary erasure channel,” IEEE Trans. on Information Theory, vol. 50, pp. 1247–1256, June 2004.

[23] I. Sason and G. Wiechman, “On achievable rates and complexity of LDPC codes for parallel channels with application to puncturing,” submitted to IEEE Trans. on Information Theory, August 2005. [Online]. Available: http://arxiv.org/abs/cs.IT/0506072

[24] A. Shokrollahi, “New sequences of time erasure codes approaching channel capacity,” in Proceedings of the 13th International Symposium on Applied Algebra, Algebraic Algorithms and Error-Correcting Codes, Lectures Notes in Computer Science 1719, Springer Verlag, pp. 65–76, 1999.

[25] W. Yu, M. Ardakani, B. Smith and F. Kschischang, “Complexity-optimized low-density parity-check codes for Gallager decoding algorithm B”, Proceedings IEEE International Symposium on Information Theory (ISIT 2005), pp. 1488–1492, Adelaide, Australia, 4–9 September 2005.

[26] G. Wiechman and I. Sason, “Improved bounds on the parity-check density and achievable rates of binary linear block codes with puncturing,” submitted to IEEE Trans. on Information Theory, May 2005. See http://arxiv.org/abs/cs.IT/0505057.