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Abstract

We study the probabilistic evolution of a birth and death continuous time measure-valued process with mutations and ecological interactions. The individuals are characterized by (phenotypic) traits that take values in a compact metric space. Each individual can die or generate a new individual. The birth and death rates may depend on the environment through the action of the whole population. The offspring can have the same trait or can mutate to a randomly distributed trait. We assume that the population will be extinct almost surely. Our goal is the study, in this infinite dimensional framework, of quasi-stationary distributions when the process is conditioned on non-extinction. We firstly show in this general setting, the existence of quasi-stationary distributions. This result is based on an abstract theorem proving the existence of finite eigenmeasures for some positive operators. We then consider a population with constant birth and death rates per individual and prove that there exists a unique quasi-stationary distribution with maximal exponential decay rate. The proof of uniqueness is based on an absolute continuity property with respect to a reference measure.
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1 Introduction and main results

1.1 Introduction

We consider a general discrete model describing a structured population with a microscopic individual-based and stochastic point of view. The dynamics takes into account all reproduction and death events. Each individual is characterized by an heritable quantitative parameter, usually called trait, which can for example be the expression of its genotype or phenotype. During the reproduction process, mutations of the trait can occur, implying some variability in the trait space. Moreover, the individuals can die. In the general model, the individual reproduction and death rates, as well as the mutation distribution, depend on the trait of the individual and on the whole population. In particular, cooperation or competition between individuals in this population are taken into account.

In our model the set of traits $T$ is a compact metric space with metric $d$. For convenience we assume $\text{diameter}(T) = 1$. Let $\mathcal{B}(T)$ be the class of Borel sets in $T$. The structured population is described by a finite point measure on $T$. Thus, the state space, denoted by $\mathcal{A}$, is the set of all finite point measures which is contained in $\mathcal{M}(T)$, the set of positive measures on $T$.

A configuration $\eta \in \mathcal{A}$ is described by $(\eta_y : y \in T)$ with $\eta_y \in \mathbb{Z}_+ = \{0, 1, \ldots\}$, where only a finite subset of elements $y \in T$ satisfy $\eta_y > 0$. The finite set of present traits (i.e. traits of alive individuals) is denoted by

$$\{\eta\} := \{y \in T : \eta_y > 0\}$$

and called the support of $\eta$. For a function $f$ defined on the trait space $T$, we will denote the integral of $f$ with respect to $\eta$ by

$$\langle \eta, f \rangle = \sum_{y \in \{\eta\}} f(y)\eta_y.$$ 

Let $|\cdot|$ be the cardinal number of a set. We denote by $\#\eta = |\{\eta\}|$ the number of active traits and by $\|\eta\| = \sum_{y \in \{\eta\}} \eta_y$ the total number of individuals in $\eta$.

The void configuration is denoted by $\eta = 0$, so $\#0 = \|0\| = 0$ and we define $\mathcal{A}^0 := \mathcal{A} \setminus \{0\}$ the set of nonempty configurations.

The structured population dynamics is given by an individual-based model, taking into account each (clonal or mutation) birth and death events.

The clonal birth rate, the mutation birth rate and the death rate of an individual with trait $y$ and a population $\eta \in \mathcal{A}$, are denoted respectively by $b_y(\eta)$,
my(η) and λy(η). The total reproduction rate for an individual with trait 
y ∈ {η} is equal to by(0) + my(0) for all y ∈ T, which is natural for population dynamics. In what follows we
assume that the functions

λy(η), by(η), my(η) : T × A−0 → R+ are continuous and strictly positive. (1)

Let σ be a fixed non-atomic probability measure on (T, B(T)). The density
location function of the mutations is g : T × T :→ R+, (y, z) → gy(z), where

gy(·) is the probability density of the trait of the new mutated individual
born from y. It satisfies

\int_T gy(z) dσ(z) = 1 for all y ∈ T. (2)

We assume that the function g(·) is jointly continuous. To simplify notations
we express the mutation part using location kernel G(η, z) : A × B(T) → R+
given by

∀ η ∈ A ∀ z ∈ T , G(η, z) = ∑ y∈{η} ηymy(η)gy(z) = ⟨η, m.(η)g.(z)⟩. (3)

Note that the ratio G(η, z)dσ(z)/∫ T G(η, z)dσ(z) is the probability that, given
there is a mutation from η, the new trait is located at z. Hypothesis (1) and
Lemma 1.4 stated below imply that the function G is continuous on A × T.

We define a continuous time pure jump Markov process Y = (Yt) taking
values on A. We denote by Q : A × B(A) → R+, (η, B) → Q(η, B), the
kernel of measure jump rates given by

Q(η, B) = ∑ y∈{η},η+δy∈B ηyb(y) + ∑ y∈{η},η−δy∈B ηyλy(η) + ∫ η+δy∈B G(η, z)dσ(z). (4)

The total mass Q(η) of the kernel at η is always finite and given by

Q(η) = ∑ y∈{η} (Q(η, η+δy) + Q(η, η−δy)) + ∫ T \{η\} Q(η, η+δz)dσ(z). (5)

Observe that because of (1)

∀ k ≥ 1 , Q+(k) = \sup\{Q(η) : \|η\| \leq k\} < ∞. (6)
The construction of a process \( Y \) with càdlàg trajectories associated with the kernel \( Q \), is the canonical one. Assume that the process starts from \( Y_0 = \eta \). Then, after an exponential time of parameter \( Q(\eta) \), the process jumps to \( \eta + \delta_y \) for \( y \in \{\eta\} \) with probability \( Q(\eta, \eta + \delta_y)/Q(\eta) \), or to \( \eta - \delta_y \) for \( y \in \{\eta\} \) with probability \( Q(\eta, \eta - \delta_y)/Q(\eta) \), or to a point \( \eta + \delta_z \) for \( z \in \mathbb{T} \setminus \{\eta\} \) with probability density \( Q(\eta, \eta + \delta_z)/Q(\eta) \) with respect to \( \sigma \). The process restarts independently at the new configuration.

The process \( Y \) can have explosions. To avoid this phenomenon and other reasons, throughout the paper we shall assume that

\[
B^* = \sup_{\eta \in A} \sup_{y \in \{\eta\}} \left( b_y(\eta) + m_y(\eta) \right) < \infty. \tag{7}
\]

This condition also guarantees the existence of the process \((Y_t : t \geq 0)\) as the unique solution of a stochastic differential equation driven by Poisson point measures. This is done in Section 2 following [11], [5].

Since \( Q(0) = 0 \), the void configuration is an absorbing state for the process \( Y \). We denote by

\[
T_0 = \inf\{t \geq 0 : Y_t = 0\}
\]

the extinction time. In what follows, we will assume that the process a.s. extincts when starting from any initial configuration:

\[
\forall \eta \in A : \quad \mathbb{P}_\eta(T_0 < \infty) = 1. \tag{8}
\]

So, in our setting we assume that competition between individuals, often due to the sharing of limited amount of resources, yields the discrete population to extinction with probability 1. Nevertheless, the extinction time \( T_0 \) can be very large compared to the typical life time of individuals, and for some species one can observe fluctuations of the population size for large amounts of time before extinction (17). To capture this phenomenon, we work with the notion of quasi-stationary measure, that is the class of probability measures that are invariant under the conditioning to non-extinction. This notion has been extensively studied since the pioneering work of Yaglom for the branching process in [22] and the classification of killed processes introduced by Vere-Jones in [21]. The description of quasi stationary distributions (q.s.d. for short) for finite state Markov chains was done in [3]. For countable Markov chains the infinitesimal description of q.s.d. on countable spaces was studied in [16] and [24] among others, and the more general existence result in the countable case was shown in [10]. For one-dimensional diffusions there is the pioneering work of Mandl [13] further developed in [4], [14], [18] and
Let us recall the definition of a quasi-stationary distribution (q.s.d.).

**Definition 1.1.** A probability measure $\nu$ supported by the set of nonempty configurations $A^{-0}$ is said to be a q.s.d. if

$$\forall B \in \mathcal{B}(A^{-0}) : \mathbb{P}_\nu(Y_t \in B \mid T_0 > t) = \nu(B),$$

where $\mathcal{B}(A^{-0})$ is the class of Borel sets of $A^{-0}$ and where as usual we put $\mathbb{P}_\nu = \int \mathbb{P}_\eta d\nu(\eta)$.

When starting from a q.s.d. $\nu$, the absorption at the state 0 is exponentially distributed (for instance see [10]). Indeed, by the Markov property, the q.s.d. equality $\mathbb{P}_\nu(Y_t \in d\eta, T_0 > t) = \nu(d\eta)\mathbb{P}_\nu(T_0 > t)$ gives

$$\mathbb{P}_\nu(T_0 > t+s) = \int_{A^{-0}} \mathbb{P}_\nu(Y_t \in d\eta, T_0 > t+s) = \mathbb{P}_\nu(T_0 > t) \int_{A^{-0}} \nu(d\eta)\mathbb{P}_\eta(T_0 > s)$$

$$= \mathbb{P}_\nu(T_0 > t)\mathbb{P}_\nu(T_0 > s).$$

Hence there exists $\theta(\nu) \geq 0$, the exponential decay rate (of absorption), such that

$$\forall t \geq 0 : \mathbb{P}_\nu(T_0 > t) = e^{-\theta(\nu)t}.$$

In nontrivial situations as ours, $0 < \mathbb{P}_\nu(T_0 > t) < 1$ (for $t > 0$), then $0 < \theta(\nu) < \infty$.

### 1.2 The main results

Let us introduce the global quantity

$$\lambda_* = \inf_{\eta \in A^{-0}} \inf_{y \in \{\eta\}} \lambda_y(\eta).$$

**Theorem 1.2.** Under the assumption

$$B^* < \lambda_*$$

there exists a q.s.d $\nu$, with exponential decay rate

$$\theta(\nu) = -\log \beta \quad \text{with} \quad \beta = \frac{\int \mathbb{E}_\eta(\|Y_1\|) d\nu(\eta)}{\int \|\eta\| d\nu(\eta)} > 0.$$
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This result is shown in Section 3. It is based on an intermediate abstract theorem proving the existence of finite eigenmeasures for some positive operators (Theorem 4.2).

In Section 5, we will introduce a natural $\sigma$-finite measure $\mu$ and show that absolute continuity with respect to $\mu$ is preserved by the process. We study the Lebesgue decomposition of a q.s.d. with respect to $\mu$.

In Section 6 we will study the uniform case, which is given by

$$\lambda_y(\eta) = \lambda, \ b_y(\eta) = b(1 - \rho), \ m_y(\eta) = b \rho,$$

where $\lambda$, $b$ and $\rho$ are positive numbers with $\rho < 1$. The property (12) reads $\lambda > b$. In this case it can be shown that $\beta = e^{-\lambda - b}$, so Theorem 1.2 ensures the existence of a q.s.d. with exponential decay rate $\lambda - b$. We will prove that this q.s.d. is the unique one with this decay rate, under the (recurrence) condition

$$\sigma \otimes \sigma\{(y, z) \in T^2 : g_y(z) = 0\} = 0,$$

and that given the weights of the configuration, the locations of the traits under this q.s.d. are absolutely continuous with respect to $\sigma$.

**Theorem 1.3.** In the uniform case assume that $\lambda > b$ and (14). Then there is a unique q.s.d. $\nu$ on $A^{-0}$, associated with the exponential decay rate $\theta = \lambda - b$. Moreover $\nu$ satisfies the absolutely continuous property,

$$\nu (\vec{\eta} \in \bullet | \vec{\eta}) << \sigma^{\otimes \#\eta(\bullet)}.$$

In this statement, $\vec{\eta}$ denotes the ordered sequence of the elements of the support $\{\eta\}$, (the compact metric space $(T, d)$ being ordered in a measurable way, see Subsection 2.1), and

$$\vec{\eta} = (\eta_y : y \in \{\eta\})$$

is the associated sequence of strictly positive weights ordered accordingly.

In all what follows, the set $A$ will be endowed with the Prohorov metric which makes it a Polish space (complete separable metric space). This metric induces the weak convergence topology for which $A$ is closed in the finite positive measure set. (See for example [4] Chapter 7 and Appendix).

Let us give a general smoothness result which will be used several times later on.
Lemma 1.4. Let $F : \mathcal{A} \times \mathbb{T} \to \mathbb{R}$ be a continuous function on $\mathbb{T}$. Then the function $\hat{F}$ defined on $\mathcal{A} \times \mathbb{T}$ by

$$\hat{F}(\eta, z) = \int_{\mathbb{T}} F(y, \eta, z)\eta(dy),$$

is continuous.

Proof. Let $\eta, \tilde{\eta} \in \mathcal{A}$ and $z, z' \in \mathbb{T}$. Thus

$$|\hat{F}(\eta, z) - \hat{F}(\tilde{\eta}, z')| \leq \langle \eta, |F(., \eta, z) - F(., \eta, z')| \rangle + \langle \eta, |F(., \eta, z') - F(., \tilde{\eta}, z')| \rangle + \langle \eta - \tilde{\eta}, F(., \tilde{\eta}, z') \rangle |.$$

Since $\mathbb{T}$ is a compact set, it is immediate that the two first terms are small if $z$ is close to $z'$ and $\eta$ close to $\tilde{\eta}$. If $\tilde{\eta}$ is in a small enough neighborhood of $\eta$, these two atomic measures have the same weights, and the corresponding traits are close. In particular, $\tilde{\eta}$ belongs to a compact set, and the smallness of the last term follows by the equicontinuity of $F$ on compact sets.

2 Poisson construction, martingale and Feller properties

Recall that (1) and (7) are assumed. We now give a pathwise construction of the process $Y$. As a preliminary result, we introduce an equivalent representation of the finite point measures as a finite sequence of ordered elements.

2.1 Representation of the finite point measures

Since $(\mathbb{T}, d)$ is a compact metric space there exists a countable basis of open sets $(\mathcal{U}_i : i \in \mathbb{N} = \{1, 2, \ldots\})$, that we fix once for all. The representation

$$\mathcal{R} : \mathbb{T} \to \{0, 1\}^\mathbb{N}, \ z \to \mathcal{R}(z) = (c_i : i \in \mathbb{N}) \text{ with } c_i = 1(z \in \mathcal{U}_i)$$

is an injective measurable mapping, where the set $\{0, 1\}^\mathbb{N}$ is endowed with the product $\sigma$-field. On $\{0, 1\}^\mathbb{N}$ we consider the lexicographical order $\leq_l$ which induces the following order on $\mathbb{T}$: $z \preceq z' \iff \mathcal{R}(z) \leq_l \mathcal{R}(z')$. This order relation is measurable.

The support $\{\eta\}$ of a configuration can be ordered by $\preceq$ and represented by the tuple $\vec{\eta} = (y_1, \ldots, y_{\#\eta})$ and its discrete structure is $\overline{\eta} = (\overline{\eta}(k) := \eta_{y_k} : k \in \{1, \ldots, \#\eta\})$. Let us define $S_0(\eta) = 0$ and $S_k(\eta) = \sum_{l=1}^{k} \eta_{y_l}$ for $k \in \{1, \ldots, \#\eta\}$. 7
Remark that $S_{\#\eta}(\eta) = \|\eta\|$. It is convenient to add an extra topologically isolated point $\partial$ to $T$. Now we can introduce the functions $H^i : A \mapsto T \cup \{\partial\}$ by $H^0(\eta) = 0$ for all $\eta \in A$ and for $i \geq 1$

$$H^i(\eta) = \begin{cases} y_k & \text{if } i \in (S_{k-1}(\eta), S_k(\eta)] \text{ for } k \leq \#\eta \\ \partial & \text{otherwise} \end{cases}.$$ 

The functions $H^i$ are measurable. We extend the functions $b$, $\lambda$ and $m$ to $\partial$ by putting $b(\partial(\eta)) = \lambda(\partial(\eta)) = m(\partial(\eta)) = 0$ for all $\eta \in A$.

### 2.2 Pathwise Poisson construction

Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a probability space in which there are defined two independent Poisson point measures:

- (ii) $M_1(ds, di, dz, d\theta)$ is a Poisson point measure on $[0, \infty) \times \mathbb{N} \times T \times \mathbb{R}^+$, with intensity measure $ds \left( \sum_{k \geq 1} \delta_k(di) \right) d\sigma(z) d\theta$ (the birth Poisson measure).

- (i) $M_2(ds, di, d\theta)$ is a Poisson point measure on $[0, \infty) \times \mathbb{N} \times \mathbb{R}^+$, with the same intensity measure $ds \left( \sum_{k \geq 1} \delta_k(di) \right) d\theta$ (the death Poisson measure).

We denote $(\mathcal{F}_t : t \geq 0)$ the canonical filtration generated by these processes.

We define the process $(Y_t : t \geq 0)$ as a $(\mathcal{F}_t : t \geq 0)$-adapted stochastic process such that a.s. and for all $t \geq 0$,

$$Y_t = Y_0 + \int_{[0,t] \times \mathbb{N} \times T \times \mathbb{R}^+} \mathbf{1}_{\{i \leq \|Y_s-\|\}} \left\{ \delta_{H^i(Y_s-)} \right\} \mathbf{1}_{\{\theta \leq \lambda_{H^i(Y_s-)}(Y_s-)(z)\}} \mathbf{1}_{\{b_{H^i(Y_s-)}(Y_s-)(z) \leq \theta \leq b_{H^i(Y_s-)}(Y_s-)(z) + m_{H^i(Y_s-)}(Y_s-)(z)\}} M_1(ds, di, dz, d\theta)$$

$$- \int_{[0,t] \times \mathbb{N} \times \mathbb{R}^+} \delta_{H^i(Y_s-)} \mathbf{1}_{\{i \leq \|Y_s-\|\}} \mathbf{1}_{\{\theta \leq \lambda_{H^i(Y_s-)}(Y_s-)\}} M_2(ds, di, d\theta). \tag{16}$$

The existence of such process is proved in [14], as well as its uniqueness in law. Its jump rates are those given by (3) so this process has the same law as the process introduced in Subsection 1.1. In particular, the law of $Y$ does not depend on the choice of the functions $H^i$ neither on the order defined in Subsection 2.1.
Proposition 2.1. For any $\eta \in \mathcal{A}$, any $p \geq 1$ and $t_0 > 0$, there exists two positive constants $c_p$ and $b_p$ such that

$$\mathbb{E}_\eta (\sup_{t \in [0,t_0]} \|Y_t\|^p) \leq c_p e^{b_p t_0} < \infty. \quad (17)$$

Proof. Let us introduce the following hitting times,

$$\forall K \in \mathbb{N} : T_K = \inf \{ t \geq 0 : \|Y_t\| \geq K \}. \quad (18)$$

From (16) and neglecting the non-positive term, we easily obtain that for any $K$,

$$\|Y_{t \wedge T_K}\|^p \leq \|Y_0\|^p + \int_{D_0} (\|Y_s\| + 1)^p - \|Y_s - \|M_1(ds,di,dz,d\theta),$$

where $D_0$ is the subset of $[0,t \wedge T_K] \times \mathbb{N} \times \mathbb{T} \times \mathbb{R}^+$ which satisfies $i \leq \|Y_s\|$ and $\theta \leq b_{H^i(Y_s)} g_{H^i(Y_s)}(z) + m_{H^i(Y_s)} g_{H^i(Y_s)}(z)$.

Then, by taking expectations, from (7) and convexity inequality, we obtain

$$\mathbb{E}_\eta (\sup_{t \leq t_0} \|Y_{t \wedge T_K}\|^p) \leq \|\eta\|^p + B^* p 2^{p-2} \int_0^{t_0} (1 + \mathbb{E}_\eta (\sup_{u \leq s \wedge T_K} \|Y_u\|^p)) ds.$$

Standard arguments (Gronwall's lemma) allow us to control the growth of the r.h.s. with respect to $t_0$. In particular, we have

$$\mathbb{E}_\eta (\sup_{t \wedge T_K} \|Y_t\|^p) \leq (\|\eta\|^p + p 2^{p-2} B^*) e^{p 2^{p-2} B^* t_0}.$$  

With $p = 1$, (17) implies

$$K \mathbb{P}_\eta (T_K < t_0) \leq \|\eta\| e^{B^* t_0}, \quad (19)$$

and thus $T_K \to +\infty$ a.s. as $K \to +\infty$ and the process is well defined on $\mathbb{R}^+$. Letting $K$ go to infinity leads to the conclusion of the proof. \qed

Observe that the process $\|Y\|$ is dominated everywhere by the integer-valued process $Z$ solution of

$$Z_t = \|Y_0\| + \int_{[0,t] \times \mathbb{N} \times \mathbb{T} \times \mathbb{R}^+} \mathbf{1}_{\{i \leq \|Z_{s-}\|\}} \mathbf{1}_{\{\theta \leq B^* g_{H^i(Z_{s-})}(z)\}} M_1(ds,di,dz,d\theta), \quad (20)$$

which is a birth process with rate $B^*$. This means that a.s. $\|Y_t\| \leq Z_t$. We can establish the following stronger result.
Lemma 2.2. The process $\|Y\|$ is dominated by a birth and death process with birth rate $B^*$ and death rate $\lambda_s$. Then if we assume that $\lambda_s > B^*$, the process $Y$ is absorbed exponentially fast.

Proof. We introduce a coupling on the subset $\mathcal{J}$ of $A \times \mathbb{N}$ defined by
\[
\mathcal{J} = \{(\eta, m) \in A \times \mathbb{N} : \|\eta\| \leq m\}.
\]
The coupled process is defined by its infinitesimal generator $J$, given by the rates
\[
J(\eta, m; \eta + \delta_y, m + 1) = \eta_y b_y(\eta), \quad y \in \{\eta\},
\]
\[
J(\eta, m; \eta + \delta_z, m + 1) = G(\eta, z), \quad z \not\in \{\eta\},
\]
\[
J(\eta, m; \eta, m + 1) = mB^* - \sum_{y \in \{\eta\}} \eta_y (b_y(\eta) + m_y(\eta)),
\]
\[
J(\eta, m; \eta - \delta_y, m - 1) = \lambda_s \eta_y, \quad y \in \{\eta\},
\]
\[
J(\eta, m; \eta - \delta_z, m) = \eta_y (\lambda_y(\eta) - \lambda_s), \quad y \in \{\eta\},
\]
\[
J(\eta, m; \eta, m - 1) = \lambda_s (m - \sum_{y \in \{\eta\}} \eta_y).
\]

It is immediate to check that the coordinates of this process have respectively the law of $Y$ and the law of a birth and death process with birth rate $B^*$ and death rate $\lambda_s$. On the other hand when the coupled process starts from $\mathcal{J}$ it remains in $\mathcal{J}$ forever, so the domination follows.

In [20] it is shown that the condition $\lambda_s > B^*$ implies that the birth and death chain is exponentially absorbed. The above domination implies that so does $\|Y\|$.

\[\square\]

It is useful to prove at this stage the following result on hitting times that only requires the property $B^* < \infty$.

Lemma 2.3. For any $t \geq 0$ and any $\eta \in A^0$, there is a number $c = c(t, \|\eta\|) \in (0, 1)$ such that,
\[
\forall K > 0 : \quad P_\eta(T_K \leq t) \leq c^{-1}e^{-cK}.
\]

Proof. The proof follows immediately from the domination of $\|Y\|$ by the birth process $Z$ introduced in (20). Indeed, assume $\|Y_0\| < K$ and denote by $T_K^Z$ the smallest time such that $Z_t \geq M$. Then $T_K \leq T_K^Z$ a.s.. Therefore, for any $t \geq 0$, and any $\eta \in A^0$
\[
P_\eta(T_K \leq t) \leq P_{\|\eta\|}(T_K^Z \leq t).
\]
For a pure birth process (see for example [9]) we have
\[ P_{|\eta|}(T_K^Z \leq t) \leq P_{|\eta|}(Z_t \geq K) = \sum_{m=K}^{\infty} \left( m-1 \right) e^{-B^* \|\eta\| t} \left( 1 - e^{-B^* t} \right)^{m-\|\eta\|}. \]

The result follows at once from this estimate.

\[ \square \]

2.3 Martingale properties

The process \( Y \) is Markovian and we describe its infinitesimal generator, in a weak form, using related martingales. The main hypotheses here are the boundedness of the total birth rate per individual (see (7)) and the following bound for the death individual rate: there exist \( p \geq 1 \) and \( c > 0 \) such that
\[ \sup_{y \in T} \lambda_y(\eta) \leq c \|\eta\|^p. \]  
(22)

We define the weak generator of \( Y \). Given \( f : A \to \mathbb{R} \), a measurable and locally bounded function with \( f(0) = 0 \), we define \( Lf \) as
\[ Lf(\eta) = \sum_{y \in \{\eta\}} \eta_y b_y(\eta) (f(\eta + \delta_y) - f(\eta)) \]
\[ + \sum_{y \in \{\eta\}} \eta_y m_y(\eta) \int_T (f(\eta + \delta_z) - f(\eta)) g_y(z) d\sigma(z) \]
\[ + \sum_{y \in \{\eta\}} \eta_y \lambda_y(\eta) (f(\eta - \delta_y) - f(\eta)). \]  
(23)

**Proposition 2.4.** Let \( f : \mathbb{R}_+ \times A \to \mathbb{R} \) be a measurable function such that for any \( \rho \in A \) the marginal function \( f(\cdot, \rho) \) is \( C^1 \). We assume \( f(\cdot, 0) = 0 \) and we take \( Y_0 = \eta \).

(i) If \( f \) and \( \partial_s f \) are bounded on \([0, t_0] \times A\), for any \( t_0 \geq 0 \), then
\[ \mathcal{M}_t^f := f(t, Y_t) - f(0, \eta) - \int_0^t (\partial_s f(s, Y_s) + Lf(Y_s)) ds \]  
(24)

is a càdlàg \( (\mathcal{F}_t : t \geq 0) \)-martingale.

(ii) Moreover, if there exists a finite \( p \) such that for any \( t_0 \geq 0 \) we have
\[ \sup_{0 \leq t \leq t_0} |f(t, \eta)| + |\partial_s f(t, \eta)| \leq C(t_0)(1 + \|\eta\|^p), \]
for some finite \( C(t_0) \), then \( \mathcal{M}_t^f \) is a martingale.
(iii) If the functions \( f, \partial_s f \) are assumed to be continuous, or more generally locally bounded, then \( M_f \) is a local martingale and for any \( T_N = \inf \{ t > 0 : \|Y_t\| \geq N \} \) the process \( (M_{f1A}^T : t \geq 0) \) is a martingale.

Proof. Let us prove the first part of the Proposition. For all \( t \geq 0 \)

\[
f(t, Y_t) - f(0, \eta) - \int_0^t \partial_s f(s, Y_s)ds = \sum_{s \leq t} (f(s, Y_{s-} + (Y_s - Y_{s-})) - f(s, Y_{s-}))
\]

holds \( \mathbb{P}_\eta \) almost surely. A simple computation shows that

\[
f(t, Y_t) - f(0, \eta) - \int_0^t \partial_s f(s, Y_s)ds = \int \{ f(s, Y_{s-} + \delta^H(Y_{s-})) - f(s, Y_{s-}) \right\} M_1(ds, di, dz, d\theta)
\]

where both integrals belong to \( L^1(\mathbb{P}_\eta) \). Compensating each Poisson measure, using Fubini’s Theorem, and the fact that \( \int_T g_T(z)d\sigma(z) = 1 \), we obtain

\[
f(t, Y_t) - f(0, \eta) - \int_0^t (\partial_s f(s, Y_s) + Lf(Y_s))ds
\]

is a martingale. The rest of the Proposition is proved by localization arguments, justified by the result and the proof of Proposition 2.1.

\[ \square \]

2.4 Feller property of the semi-group

Let \( N = (N_t : t \geq 0) \) be the number of jumps for the process \( Y \). We shall prove by induction the following result.

Lemma 2.5. Assume that \( f : \mathbb{R}_+ \times \mathcal{A} \to \mathbb{R} \) is a bounded continuous function. Then for all \( m \geq 0 \)

\[
(t, \eta) \to \mathbb{E}_\eta(f(t, Y_t), N_t = m)
\]

is a continuous function.
Proof. We notice that continuity and uniform continuity on every \( A_k, k \geq 1 \) are equivalent because these sets are compact. Also we have that \(|f|\) is bounded on \([0, t_0] \times (\bigcup_{k=1}^n A_k)\) for any \( t_0, n \) and we denote by \( \|f\|_{t_0,n} \) its supremum on this set. Denote by \( \ell = \|\eta\| \) and \( n = m + \ell + 1 \).

We first prove the continuity on time. For this purpose, we assume that \( 0 \leq u \leq t \leq t_0 \) where we assume that \( t, u \) are close and \( t_0 \) is fixed. From \( f(t, Y_t) = f(t, Y_u)1_{N_t=N_u} + f(t, Y_t)1_{N_t\neq N_u} \) we find (recall the notation (6)),

\[
|E_{\eta}(f(t, Y_t), N_t=m) - E_{\eta}(f(u, Y_u), N_u=m)| \leq \sup_{\|\xi\| \leq \ell + m} |f(t, \xi) - f(u, \xi)| + \|f\|_{t_0,n} Q_+(m + \ell) ((t - u) + o(t - u)).
\]

Since the set \( \{ \xi \mid \|\xi\| \leq \ell + m \} \) is compact, it follows from the uniform continuity of \( f \) on compact sets that the first term on the r.h.s. is small if \( |t - u| \) is small. Hence the result follows.

So in what follows we consider that \( t = u \) and we prove continuity on \( \eta \). We will do it by induction on \( m \). In the case \( m = 0 \) we have \( E_{\eta}(f(t, Y_t), N_t=0) = f(t, \eta)e^{-Q(\eta)t} \) which is clearly continuous on \( \eta \). Now we prove the induction step, so we assume that the statement holds for \( m \) and all continuous functions \( f \). We have

\[
E_{\eta}(f(t, Y_t), N_t=m+1) = \int_0^t (A_1(\eta, m, t-s) + A_2(\eta, m, t-s) + A_3(\eta, m, t-s)) e^{-Q(\eta)z} ds,
\]

where

\[
A_1(\eta, m, t-s) = \sum_{y \in N} \eta_y b_y(\eta) E_{\eta+\delta_y}(f(t-s, Y_{t-s}), N_{t-s}=m)
\]

\[
A_2(\eta, m, t-s) = \sum_{y \in N} \eta_y \lambda_y(\eta) E_{\eta-\delta_y}(f(t-s, Y_{t-s}), N_{t-s}=m)
\]

\[
A_3(\eta, m, t-s) = \int_T E_{\eta+\delta_z}(f(t-s, Y_{t-s}), N_{t-s}=m) G(\eta, z) \sigma(dz).
\]

Using Lemma 2.5, condition (1) and Lemma 1.4, it is immediate that the functions \( A_1, A_2 \) and \( A_3 \) are continuous in \((t, \eta)\). We conclude by the Dominated Convergence Theorem since \( f \) is bounded. □
Proposition 2.6. Let \( f : \mathbb{R}_+ \times \mathcal{A} \to \mathbb{R} \) be a bounded continuous function. Then
\[
(t, \eta) \to \mathbb{E}_\eta(f(t, Y_t))
\]
is a continuous bounded function.

Proof. Using Lemma 2.2 (1) and the proof of Lemma 2.3, we obtain that for each \( \eta \in \mathcal{A}, t > 0 \), there exists \( a = a(t, \|\eta\|) > 0 \) such that for any positive integer \( K \),
\[
\mathbb{P}_\eta(T^N_K \leq t) = \mathbb{P}_\eta(\mathcal{N} \geq M) \leq \mathbb{P}_\eta(Z \geq K + \|\eta\|) = \mathbb{P}_{\|\eta\|}(T^Z_K \leq t) \leq a^{-1}e^{-aK}.
\]
(25)
Assume that \( \eta' \) is closed to \( \eta \), and consider \( u, t \) close and smaller than \( t_0 \) fixed. Then
\[
|\mathbb{E}_\eta(f(t, Y_t)) - \mathbb{E}_{\eta'}(f(u, Y_u))| \leq 2\|f\|\mathbb{P}_{\|\eta\|}(Z_{t_0} \geq M + \|\eta\|) + \sum_{m=0}^{K} |\mathbb{E}_\eta(f(t, Y_t), \mathcal{N}_t = m) - \mathbb{E}_{\eta'}(f(u, Y_u), \mathcal{N}_u = m)|.
\]
The result follows by taking a large \( K \), and by applying the bound (25) and Lemma 2.5.

3 Quasi-stationary distributions

3.1 The process killed at 0.

Let us recall that the state 0 is absorbing for the population process \( Y \). We have moreover assumed in (8) that the population goes almost surely to extinction, that is \( \mathbb{P}(T_0 < \infty) = 1 \). This is in particular true if \( \lambda_* > B^* \). Our aim is the study of existence and possibly uniqueness of a q.s.d. \( \nu \), which is a probability measure on \( \mathcal{A}^{-0} \) satisfying \( \mathbb{P}_\nu(Y_t \in B \mid T_0 > t) = \nu(B) \). Let us now give some preliminary results for quasi-stationary distributions (q.s.d.).

Since by condition (12), the process \( Y \) is almost surely but not immediately absorbed, and since starting from a q.s.d. \( \nu \), the absorption time is exponentially distributed (see (11)), then its exponential decay rate satisfies \( 0 < \theta(\nu) < \infty \). Since 0 is absorbing it holds \( \mathbb{P}_\nu(Y_t \in B) = \mathbb{P}_\nu(Y_t \in B, T_0 > t) \) for \( B \in \mathcal{B}(\mathcal{A}^{-0}) \). So, the q.s.d. equation can be written as,
\[
\forall B \in \mathcal{B}(\mathcal{A}^{-0}), \quad \nu(B) = e^{\theta(\nu)t}\mathbb{P}_\nu(Y_t \in B).
\]
(26)
From the above relations we deduce that for all \( \theta < \theta(\nu) \), \( \mathbb{E}_\nu(e^{\theta T_0}) < \infty \). So, for all \( \theta < \theta(\nu) \), \( \nu \)-a.e. in \( \eta \) it holds: \( \mathbb{E}_\eta(e^{\theta T_0}) < \infty \). Then, a necessary condition for the existence of a q.s.d. is exponential absorption at 0, that is

\[
\exists \eta \in \mathcal{A}^{-0}, \ \exists \theta > 0, \ \mathbb{E}_\eta(e^{\theta T_0}) < \infty. \tag{27}
\]

Let \((P_t : t \geq 0)\) be the semigroup of the process before killing at 0, acting on the set \(C_b(\mathcal{A}^{-0})\) of real continuous bounded functions defined on \(\mathcal{A}^{-0}\):

\[
\forall \eta \in \mathcal{A}^{-0}, \ \forall f \in C_b(\mathcal{A}^{-0}) : \ (P_t f)(\eta) = \mathbb{E}_\eta(f(Y_t), T_0 > t). \tag{28}
\]

Let us observe that for any continuous and bounded function \(h : \mathcal{A} \rightarrow \mathbb{R}\) and for any \(\eta \in \mathcal{A}^{-0}\), we have

\[
\mathbb{E}_\eta(h(Y_t)) = \mathbb{E}_\eta(h(Y_t), T_0 > t) + h(0) \mathbb{P}_\eta(T_0 \leq t). \tag{29}
\]

In particular, if \(h(0) = 0\), we get \(\mathbb{E}_\eta(h(Y_t)) = \mathbb{E}_\eta(h(Y_t), T_0 > t)\).

We denote by \(P_t^\dagger\) the action of the semigroup on \(\mathcal{M}(\mathcal{A}^{-0})\), defined for any positive measurable function \(f\) and any \(v \in \mathcal{M}(\mathcal{A}^{-0})\) by

\[
P_t^\dagger v(f) = v(P_t f). \tag{30}
\]

From relation (26) we get that a probability measure \(\nu\) is a q.s.d. if and only if there exists \(\theta > 0\) such that for all \(t \geq 0\)

\[
\nu(P_t f) = e^{-\theta t} \nu(f),
\]

holds for all positive measurable function \(f\), or equivalently for all \(f \in C_b(\mathcal{A}^{-0})\). Then \(\nu\) is a q.s.d. with exponential decay rate \(\theta\) if and only if it verifies

\[
\forall t \geq 0 : \ P_t^\dagger \nu = e^{-\theta t} \nu. \tag{29}
\]

3.2 Some properties of q.s.d.

Let us show that the existence of a q.s.d. will be proved if for a fixed strictly positive time, the eigenmeasure equation (29) is satisfied. In what follows we denote by \(\mathcal{P}(\mathcal{A}^{-0})\) the set of probability measures on \(\mathcal{A}^{-0}\).

Lemma 3.1. Let \(\tilde{\nu} \in \mathcal{P}(\mathcal{A}^{-0})\) and \(\beta > 0\) such that \(P_t^\dagger \tilde{\nu} = \beta \tilde{\nu}\). Then \(\beta < 1\) and there exists \(\nu\) a q.s.d. with exponential decay rate \(\theta := -\log \beta > 0\).
Proof. From $\beta = \tilde{\nu}P_1(A^{-0}) = \mathbb{P}\nu(T_0 > 1) < 1$, we get $\beta < 1$, so $\theta := -\log \beta > 0$. We must show that there exists $\nu \in \mathcal{P}(A^{-0})$ such that $P_t\nu = e^{-\theta t} \nu$ for all $t \geq 0$. Consider,

$$\nu = \int_0^1 e^{\theta s} P_t \tilde{\nu} \, ds.$$  

For $t \in (0, 1)$ we have

$$P_t\nu = \int_0^1 e^{\theta s} P_{t+s} \tilde{\nu} \, ds = \int_0^{1-t} e^{\theta s} P_{t+s} \tilde{\nu} \, ds + \int_{1-t}^1 e^{\theta s} P_{t+s} \tilde{\nu} \, ds = \int_t^1 e^{\theta (u-t)} P_u \tilde{\nu} \, du + \int_0^{1-t} e^{\theta s} P_{t+s} \tilde{\nu} \, ds = e^{-\theta t} \int_t^1 e^{\theta s} P_u \tilde{\nu} \, du + e^{-\theta t} \int_0^{1-t} e^{\theta s} P_{t+s} \tilde{\nu} \, ds = e^{-\theta t} \nu.$$  

For $t \geq 1$ we write $t = n + r$ with $0 \leq r < 1$ and $n \in \mathbb{N}$. We have

$$P_{t}\nu = P_{r}P_{n}\nu = \beta^n P_{r}\nu = e^{-n\theta} e^{-r\theta} \nu = e^{-\theta t} \nu.$$  

Note that

$$\theta(\nu) = \lim_{t \to 0^+} \frac{1}{t} \left(1 - \mathbb{P}\nu(T_0 > t)\right) = \lim_{t \to 0^+} \frac{\mathbb{P}\nu(T_0 \leq t)}{t}. \quad (30)$$

In the next result we give an explicit expression for the exponential decay rate associated to a q.s.d. We will use the identification between $y \in \mathbb{T}$ and the singleton configuration that gives unit weight to the trait $y$.

**Lemma 3.2.** If $\nu \in \mathcal{P}(A^{-0})$ is a q.s.d. then its exponential decay rate $\theta(\nu)$ satisfies

$$\theta(\nu) = \int_{\eta \in A_1} Q(\eta, 0) \nu(d\eta) = \int_{\mathbb{T}} Q(y, 0) d\nu(y) = \int_{\mathbb{T}} \lambda_y(y) d\nu(y). \quad (31)$$

**Proof.** Since $0$ is absorbing we get that for all fixed $\eta \in A^{-0}$ the absorption probability $\mathbb{P}\eta(T_0 \leq t)$ is increasing in time $t$. Let us denote

$$a_2(t) = \sup\{\mathbb{P}\eta(T_0 \leq t) : \|\eta\| = 2\}.$$  

Obviously we have $a_2(s) \leq a_2(t)$ when $0 \leq s \leq t$. We claim that

$$\sup\{\mathbb{P}\eta(T_0 \leq t) : \|\eta\| \geq 2\} \leq a_2(t). \quad (32)$$
Indeed let \( \hat{T}_2 = \inf\{ t \geq 0 : \| Y_t \| = 2 \} \). Since the process will be a.s. extinct for all \( \eta \in A \) with \( \| \eta \| > 2 \), we have \( \mathbb{P}_\eta(\hat{T}_2 < \infty) = 1 \). From the Markov property and the monotonicity in time of \( a_2(t) \) we get that for all \( \eta \in A \) with \( \| \eta \| > 2 \),

\[
\mathbb{P}_\eta(T_0 \leq t) = \sum_{\xi : \| \xi \|=2} \int_0^t \mathbb{P}_\eta(\hat{T}_2 = ds, Y_{\hat{T}_2} = \xi) \mathbb{P}_\xi(T_0 \leq t - s) \leq a_2(t) \sum_{\xi : \| \xi \|=2} \int_0^t \mathbb{P}_\eta(\hat{T}_2 = ds, Y_{\hat{T}_2} = \xi) = a_2(t).
\]

Now let us show that \( a_2(t) = o(t) \), that is \( \lim\limits_{t \to 0^+} a_2(t)/t = 0 \).

Let \( \eta \in A_2 \) be a fixed initial configuration, thus \( \| \eta \| = 2 \). We denote by \( A_1 \) the subset of trajectories such that the function \( (\| Y_t \| : t \leq T_0) \) is decreasing, that is at all the jumps of the trajectory, an individual dies. Remark that, in the complement set \( A_1^c \) of \( A_1 \), either at the first or at the second jump of the trajectory, the number of individuals increases. Therefore, from (12), the Markov property and the monotonicity in time of \( \mathbb{P}_\eta(T_0 \leq t, A_1) \), we get that

\[
\sup\{\mathbb{P}_\eta(T_0 \leq t, A_1^c) : \| \eta \| = 2\} \leq \sup\{\mathbb{P}_\eta(T_0 \leq t, A_1) : \| \eta \| = 2\}.
\]

Let us now denote by \( \tau \) the time of the first jump of the process \( Y \), and \( y_1, y_2 \) are the locations of the points in \( \eta \) (they can be equal). We have

\[
\mathbb{P}_\eta(T_0 \leq t, A_1) \leq \mathbb{P}_\eta(T_0 \leq t, A_1, Y_\tau = y_1) + \mathbb{P}_\eta(T_0 \leq t, A_1, Y_\tau = y_2),
\]

and

\[
\mathbb{P}_\eta(T_0 \leq t, A_1, Y_\tau = y_1) = \mathbb{P}(e_y + e_{y_1} \leq t, \text{both events are deaths}) = \int_0^t f_1(s)ds,
\]

where \( e_y \) and \( e_{y_1} \) are two independent random variables exponentially distributed with parameters \( Q(y) \) and \( Q(y_1) \) respectively. Moreover, conditionally to the fact that the two jump events occur before time \( t \), the probability to obtain two death events is \( \lambda_{y_2}(y) / Q(y) \times \lambda_{y_1}(y_1) / Q(y_1) \). We have for \( i = 1 \) (a similar computation holds for \( i = 2 \)),

\[
f_1(s) = \int_0^s \lambda_{y_2}(y)e^{-Q(y)u} \lambda_{y_1}(y_1)e^{-Q(y_1)(s-u)}du \leq Q(y_1)(1 - e^{-Q(y)s}).
\]

By using the bounds in (3) we find,

\[
\sup\{\mathbb{P}_\eta(T_0 \leq t, A_1) : \| \eta \| = 2\} \leq Q + (1) \int_0^t (1 - e^{-Q(2)s})ds = Q + (1) o(t).
\]
So \( a_2(t) = o(t) \) holds and from \((\text{II})\) we obtain,

\[
\theta(\nu) = \lim_{t \to 0^+} \frac{1}{t} \int_T P_y(T_0 \leq t) d\nu(y).
\]

Similar arguments as those just developed allow to get 
\( P_y(T_0 \leq t) = \lambda_y(y)(1-e^{-Q(y)t}) + k a_2(t) \), where \( k \) is a positive constant. Then the result follows. \( \square \)

4 Proof of the existence of q.s.d.

In this section we give a proof of Theorem 1.2. The proof is based upon a more general result, Theorem 1.2, which shows that for a class of positive linear operators defined in some Banach spaces, whose elements are real functions with domain in a Polish space, there exist finite eigenmeasures. We show Theorem 1.2 in Subsection 4.2. For this purpose we construct the appropriate Banach spaces and the operator, in order that the eigenmeasure given by Theorem 1.2 is a q.s.d. of the original problem.

4.1 An abstract result

In this paragraph, \((\mathcal{X}, d)\) is a Polish metric space. We will denote by \( C_b(\mathcal{X}) \) the set of bounded continuous functions on \( \mathcal{X} \). This set becomes Banach space when equipped with the supremum norm.

Let \( S \) be a bounded positive linear operator on \( C_b(\mathcal{X}) \). We will also make the following hypothesis.

**Hypothesis** \( \mathcal{H} \): There exists a continuous function \( \varphi_2 \) on \((\mathcal{X}, d)\) such that

\( \mathcal{H}_1 \) \( \varphi_2 \geq 1. \)

\( \mathcal{H}_2 \) For any \( u \geq 0 \), the set \( \varphi_2^{-1}([0, u]) \) is compact.

It follows from \( \mathcal{H}_2 \) that if \((\mathcal{X}, d)\) is not compact, there is a sequence \((x_j : j \in \mathbb{N})\) in \( \mathcal{X} \) such that \( \lim_{j \to \infty} \varphi_2(x_j) = \infty. \)

Before stating the main result of this section we state and prove a lemma which will be useful later on.

**Lemma 4.1.** Let \( v \) be a continuous nonnegative linear form on \( C_b(\mathcal{X}) \). Assume there is a positive number \( K \) such that for any function \( \psi \in C_b(\mathcal{X}) \) satisfying \( 0 \leq \psi \leq \varphi_2 \), we have

\[
v(\psi) \leq K.
\]
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Then there exists a positive measure \( \nu \) on \( X \) such that for any function \( f \in C_b(X) \)
\[
v(f) = \int f \, d\nu .
\]

Proof. Let \( C_0(X) \) be the set of continuous functions vanishing at infinity. Let \( \varpi \) be a real continuous non-increasing nonnegative function on \( \mathbb{R}^+ \). Assume that \( \varpi = 1 \) on the interval \([0, 1]\) and \( \varpi(2) = 0 \) (hence \( \varpi = 0 \) on \([2, \infty)\)).

For any integer \( m \), let \( v_m \) be the continuous positive linear form defined on \( C_0(X) \) by
\[
v_m(f) = v\left( \varpi\left( \varphi_2 \frac{m}{f} \right) f \right) .
\]

This linear form has support in the set \( \varphi_2^{-1}([0, 2m]) \) in the sense that it vanishes on those functions which vanish on this set. Note also that \( \varphi_2^{-1}([0, 2m]) \) is compact by hypothesis \( \mathcal{H}_2 \). Therefore it can be identified with a nonnegative measure \( \nu_m \) on \( X \), namely for any \( f \in C_b(X) \) we have
\[
v_m(f) = \int f \, d\nu_m .
\]

We now prove that this sequence of measures is tight. Let \( u > 0 \) and define the set
\[
K_u = \varphi_2^{-1}([0, u]).
\]
Again, by hypothesis \( \mathcal{H}_2 \), for any \( u > 0 \) this is a compact set. We now observe that \( 1_{K_u^c} \leq 1 - \varpi(2 \varphi_2/u) \). Therefore,
\[
\nu_m(K_u^c) \leq \nu_m\left( 1 - \varpi(2 \varphi_2/u) \right) = \nu_m\left( 1 - \varpi(2 \varphi_2/u) \right)
= v\left( \varpi(\varphi_2/m) \left( 1 - \varpi(2 \varphi_2/u) \right) \right) ,
\]

We now use the fact that the function \( \varphi_2 \varpi(\varphi_2/m) \left( 1 - \varpi(2 \varphi_2/u) \right) \) is in \( C_b(X) \) and satisfies
\[
\frac{u}{2} \varpi(\varphi_2/m) \left( 1 - \varpi(2 \varphi_2/u) \right) \leq \varpi(\varphi_2/m) \left( 1 - \varpi(2 \varphi_2/u) \right) \varphi_2 \leq \varphi_2
\]
to obtain from the hypothesis of the lemma that
\[
v(\varpi(\varphi_2/m) \left( 1 - \varpi(2 \varphi_2/u) \right)) \leq \frac{2}{u} v(\varpi(\varphi_2/m) \left( 1 - \varpi(2 \varphi_2/u) \right)) \varphi_2 \leq \frac{2K}{u} .
\]

In other words, for any \( u > 0 \) we have for any integer \( m \)
\[
\nu_m(K_u^c) \leq \frac{2K}{u} .
\]
The sequence of measures $\nu_m$ is therefore tight, and we denote by $\nu$ an accumulation point which is a nonnegative measure on $\mathcal{X}$. We now prove that for any $f \in C_b(\mathcal{X})$ we have $\nu(f) = v(f)$. For this purpose, we write

$$v(f) = v(\varphi_2/m \ f) + v((1 - \varphi_2/m) \ f).$$

We now use the inequality

$$\varphi_2 \geq (1 - \varphi_2/m) \varphi_2 \geq m(1 - \varphi_2/m),$$

to conclude using the hypothesis of the lemma (since $(1 - \varphi_2/m) \varphi_2 \in C_b(\mathcal{X})$) that

$$|v((1 - \varphi_2/m) \ f)| \leq v((1 - \varphi_2/m) |f|) \leq \|f\| v(1 - \varphi_2/m) \leq \frac{K}{m}.$$

In other words, we have for any $f \in C_b(\mathcal{X})$

$$|v(f) - \nu_m(f)| \leq \frac{K}{m}.$$

From the tightness bound, we have for any $f \in C_b(\mathcal{X})$

$$\lim_{m \to \infty} \nu_m(f) = \nu(f),$$

see for example [1], and therefore $\nu(f) = v(f)$ which completes the proof of the lemma.

We now state the general result.

**Theorem 4.2.** Assume hypotheses $\mathcal{H}_1$ and $\mathcal{H}_2$, and assume also that there exist three constants $c_1 > \gamma > 0$ and $D > 0$ such that

$$S(1) \geq c_1$$

and for any $\psi \in C_b(\mathcal{X})$ with $0 \leq \psi \leq \varphi_2$

$$S\psi \leq \gamma \varphi_2 + D.$$

Then there is a probability measure $\nu$ on $\mathcal{X}$ such that $\nu \circ S = \beta \nu$, with $\beta = \nu(S(1)) > 0$.

**Proof.** In the dual space $C_b(\mathcal{X})^*$, we define for any real $K > 0$ the convex set $\mathcal{H}_K$ given by

$$\mathcal{H}_K = \left\{ v \in C_b(\mathcal{X})^* : v \geq 0, v(1) = 1, \sup_{\psi \in C_b(\mathcal{X}), 0 \leq \psi \leq \varphi_2} v(\psi) \leq K \right\},$$
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Note that by Lemma 4.1, the elements of $\mathcal{K}$ are positive measures. We observe that for any $K$ large enough the set $\mathcal{K}$ is non empty. It suffices to consider a Dirac measure $\delta_x$ on a point $x \in X$ and to take $K \geq \varphi_2(x)$. Since for any $K \geq 0$, $\mathcal{K}$ is an intersection of weak* closed subsets, it is closed in the weak* topology.

We now introduce the non-linear operator $T$ having domain $\mathcal{K}$ and defined by

$$T(v) = \frac{v \circ S}{v(S(1))}.$$ 

Note that since $S(1) > c_1 > 0$, we have $v(S(1)) \geq c_1 v(1)$ and this operator $T$ is well defined on $\mathcal{K}$. We have obviously $T(v)(1) = 1$. We now prove that $T$ maps $\mathcal{K}$ into itself. Let $\psi \in C_b(X)$ with $0 \leq \psi \leq \varphi_2$. Since

$$S\psi \leq \gamma \varphi_2 + D$$

and obviously

$$0 \leq S\psi \leq \frac{\|S\psi\|}{\gamma}$$

we get

$$0 \leq S\psi \leq \gamma (\varphi_2 \wedge (\|S\psi\|/\gamma)) + D.$$

Therefore since the function $\psi' = \varphi_2 \wedge (\|S\psi\|/\gamma)$ satisfies $\psi' \in C_b(X)$ and $0 \leq \psi' \leq \varphi_2$. We conclude that for $v \in \mathcal{K}$

$$T(v)(\psi) \leq \gamma v(\psi') + \frac{D}{c_1}.$$ 

From the bound $v(\psi') \leq K$ we get

$$T(v)(\psi) \leq \frac{\gamma v(\psi') + D}{c_1} \leq \frac{\gamma}{c_1} K + \frac{D}{c_1} \leq K$$

if $K > D/(c_1 - \gamma)$. Therefore, for any $K$ large enough, the set $\mathcal{K}$ is non empty and mapped into itself by $T$.

It is easy to show that $T$ is continuous on $\mathcal{K}$ in the weak* topology. This follows at once from the continuity of the operator $S$. We can now apply Tychonov’s fixed point theorem (see [19] or [8]) to deduce that $T$ has a fixed point. This implies that there is a point $\nu \in \mathcal{K}$ such that $\nu \circ S = \nu(S(1))\nu$. This concludes the proof of the Theorem.
4.2 Construction of the function \( \varphi_2 \) and the proof of Theorem 1.2.

We assume that the hypotheses of Theorem 1.2 hold. In our application we have a semi-group \( P_t \) acting on \( C_b(A^{-0}) \). We will use Lemma 3.1 to construct a q.s.d. This lemma is proved using Theorem 4.2 applied to \( S = P_1 \):

\[
Sf(\eta) = P_1f(\eta) = \mathbb{E}_\eta(f(Y_t), T_0 > 1), \quad \eta \in A^{-0}.
\]

Here the Polish metric space \((X,d)\) of the previous paragraph will be \((A^{-0},d_P)\), and so the function \( \varphi_2 \) will have domain in the set of nonempty configurations.

We recall the elementary formula valid for any continuous and bounded function \( f \) on \( A \) and any \( t \geq 0 \)

\[
\mathbb{E}_\eta(f(Y_t)) = \mathbb{E}_\eta(f(Y_t), T_0 > t) + f(0)\mathbb{P}_\eta(T_0 \leq t).
\]

We start with the following bounds.

**Lemma 4.3.** Let \( \overline{\lambda}_1 = \sup_{\eta: \|\eta\|=1} \sup_{y \in \eta} \lambda_y(\eta) < \infty \), then

\[
-\overline{\lambda}_1 \leq L1 \leq 0.
\]

And for all \( t \geq 0 \),

\[
e^{-\overline{\lambda}_1 t} \leq P_1 \leq 1.
\]

**Proof.** The proof follows at once from Lemma 2.4 and a computation of \( L1_{A^{-0}} \) (see formula \((23)\)).

**Lemma 4.4.** Consider for any \( a > 0 \) the function \( \varphi_2^a(\eta) = e^{a\|\eta\|}1_{A^{-0}}(\eta) \). Then

\[
L\varphi_2^a(\eta) \leq \left(B^* \left(e^a - 1\right) + \lambda_* \left(e^{-a} - 1\right)\right) \|\eta\| \varphi_2^a(\eta).
\]

**Proof.** We compute \( L\varphi_2^a(\eta) \) using \((23)\). For \( \eta \in A^{-0} \) we have

\[
L\varphi_2^a(\eta) = \sum_{y \in \{\eta\}} \eta_y \left(b_y(\eta) + m_y(\eta)\right) (e^a - 1) e^{a\|\eta\|}
+ \sum_{y \in \{\eta\}} \eta_y \lambda_y(\eta) (e^{-a} - 1) e^{a\|\eta\|} - \lambda_y(\eta) 1_{\|\eta\|=1} \leq B^* \|\eta\| \varphi_2^a(\eta) (e^a - 1) + \lambda_* \|\eta\| \varphi_2^a(\eta) (e^{-a} - 1).
\]

To define the function \( \varphi_2 \), we will need the two following results.
Lemma 4.5. The differential equation

\[ \frac{da}{dt} = \lambda_s (1 - e^{-a}) + B^* (1 - e^a) \]  

(34)

has two fixed points \( a = 0 \) and \( a = \log(\lambda_s/B^*) \). The trajectory of any initial condition \( a_0 \in (0, \log(\lambda_s/B^*)) \) is increasing in time and converges to \( \log(\lambda_s/B^*) \).

Proof. Left to the reader. \( \square \)

Lemma 4.6. Assume (12). Let \( a(t) \) be the solution of (34) with initial condition \( a_0 \in (0, \log(\lambda_s/B^*)) \). Then

\[ \sup_{t \in \mathbb{R}_+} \mathbb{E}_\eta(e^{-\lambda_s t}e^{a(t)}\|Y_t\|, T_0 > t) \leq e^{a_0\|\eta\|}. \]

Proof. We introduce the function

\[ f(t, \eta) = e^{-\lambda_s t}e^{a(t)}\|\eta\|1_{A^{-a}}(\eta), \]

and for any integer \( N \) we denote by \( f^N \) the function

\[ f^N(t, \eta) = f(t, \eta)1_{\|\eta\| \leq N}. \]

Note that \( f^N(t, \eta) \) is continuous with compact support \( \{ \eta : \|\eta\| \leq N \} \).

Using Proposition 2.4 (iii) we get

\[ f^N(t, Y_{t \land T_M}) = f^N(0, Y_0) + \int_0^{t \land T_M} (\partial_s f^N(s, Y_s) + Lf^N(s, Y_s)) ds + \mathcal{M}_f^N_{t \land T_M}, \]

where \( \mathcal{M}_f^N \) is a martingale. Then we obtain

\[ \mathbb{E}_\eta(f^N(t, Y_{t \land T_M})) = f^N(0, Y_0) + \mathbb{E}_\eta(\int_0^{t \land T_M} (\partial_s f^N(s, Y_s) + Lf^N(s, Y_s)) ds). \]

Observe that if \( N > M \) and \( s \leq T_M \) we have \( f^N(s, Y_s) = f(s, Y_s) \). Let \( N \) tend to infinity to get

\[ \mathbb{E}_\eta(f(t, Y_{t \land T_M})) = f(0, Y_0) + \mathbb{E}_\eta(\int_0^{t \land T_M} (\partial_s f(s, Y_s) + Lf(s, Y_s)) ds). \]

Using Lemma 1.4 we have

\[ \partial_s f(s, Y_s) + Lf(s, Y_s) = e^{-\lambda_s s} ((\lambda_s (1-e^{-a(s)}) + B^* (1-e^{a(s)})) \|Y_s\| - \lambda_s) \varphi_2^{0(s)}(Y_s) + L\varphi_2^{a(s)}(Y_s) \leq 0. \]
Therefore
\[ \mathbb{E}_\eta \left( f\left(t, Y_{\alpha T_M}\right) \right) \leq f\left(0, Y_0\right). \]
Letting \( M \) tend to infinity and by using the Monotone Convergence Theorem we obtain,
\[ \mathbb{E}_\eta \left( f\left(t, Y_t\right) \right) \leq f\left(0, Y_0\right). \]
The result follows from the definition of \( f \).

We take as function \( \varphi_2 \) the function
\[ \varphi_2 = \varphi_2^{(1)}, \]
for a solution of \( [34] \) with initial condition \( a_0 \in (0, \log(\lambda^*/B^*)) \). The operator \( S \) is given by \( S = P_1 \), and hence is positive and maps continuously \( C_b(A^{-0}) \) into itself.

We must now show that \( S = P_1 \), and \( \varphi_2 \) satisfy the hypothesis of Theorem \ref{thm:4.2}.

**Lemma 4.7.**

(i) The hypotheses \( \mathcal{H}_1 \) and \( \mathcal{H}_2 \) are satisfied.

(ii) \( S(1) > c_1 > 0 \), with \( c_1 = e^{-\lambda^*}. \)

(iii) For any \( \gamma > 0 \), there is a constant \( D = D(\gamma) > 0 \) such that for any \( \psi \in C_b(X) \) with \( 0 \leq \psi \leq \varphi_2 \)
\[ S\psi \leq \gamma \varphi_2 + D. \]

**Proof.** The hypotheses \( \mathcal{H}_1 \) and \( \mathcal{H}_2 \) are easy to check using the Feller property of \( P_1 \) (see Proposition \ref{prop:2.7}). \( (ii) \) follows at once from Lemma \ref{lem:4.3}. We now prove \( (iii) \).

Let \( \psi \in C_b(X) \) with \( 0 \leq \psi \leq \varphi_2 \). We have from Lemma \ref{lem:4.6}
\[ P_1\psi(\eta) = \mathbb{E}_\eta(\psi(Y_1), T_0 > 1) \leq \mathbb{E}_\eta(\varphi_2(Y_1), T_0 > 1) \leq e^{\lambda^*} \varphi_2 \leq \gamma e^{a_0 \|\eta\|} + e^{\lambda^*} e^{a_0 m_\gamma} . \]

Since \( a(1) > a_0 \) by Lemma \ref{lem:4.3} for any \( \gamma > 0 \) there is an integer \( m_\gamma \) such that for any \( m \geq m_\gamma \) we have
\[ e^{\lambda^*} e^{a_0 m} \leq \gamma e^{a(1)m} . \]

Therefore, for any \( \eta \) we have
\[ P_1\psi(\eta) \leq e^{\lambda^*} e^{a_0 \|\eta\|} \leq \gamma e^{a(1) \|\eta\|} + e^{\lambda^*} e^{a_0 m_\gamma} . \]
In other words, we have proved \( (iii) \) with the constant \( D = e^{\lambda^*} e^{a_0 m_\gamma} . \)

**Theorem 1.2** follows immediately from the previous Lemma and Theorem \ref{thm:4.2}.
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5 The process and absolute continuity

In this section we introduce a natural \(\sigma\)-finite measure \(\mu\). We will show that the process \(Y\) preserves the absolutely continuity with respect to \(\mu\) and that when the process starts from any point measure after any positive time the absolutely continuous part of the marginal distribution does not vanish.

5.1 The measures

We will denote by \(\hat{T}^k\) the set of all \(k\)-tuples in \(T\) ordered by \(\preceq\) defined in Subsection 2.1. So, for \(\eta \in \mathcal{A}\), its ordered support \(\vec{\eta} = (y_1, \ldots, y_{\#\eta})\) belongs to \(\hat{T}^\#\eta\). The discrete structure \(\eta\) is an element in \(\mathbb{N}^\#\eta\) and the set of all discrete structures is denoted by

\[
\Sigma(\mathbb{N}) = \bigcup_{n \in \mathbb{Z}^+} \mathbb{N}^n.
\]

Here \(\mathbb{N}^0\) contains a unique element denoted by 0 and it is the discrete structure of the void configuration \(\eta = 0\). A generic element of \(\Sigma(\mathbb{N})\) will be denoted by \(\vec{q}\). Moreover for each \(\vec{q} \in \Sigma(\mathbb{N})\) we put \(\#\vec{q} = k\) if \(\vec{q} \in \mathbb{N}^k\). We put

\[
\mathcal{A}_{\vec{q}} = \{\eta \in \mathcal{A} : \vec{\eta} = \vec{q}\} \quad \text{for} \quad \vec{q} \in \Sigma(\mathbb{N}),
\]

and for \(B \subseteq \mathcal{A}\),

\[
B_{\vec{q}} = \{\eta \in B : \vec{\eta} = \vec{q}\} \quad \text{for} \quad \vec{q} \in \Sigma(\mathbb{N}).
\]

In the sequel for \(\vec{q} \in \mathbb{N}^k\) and \(C \subseteq \hat{T}^k\) we denote

\[
\{\vec{q}\} \times C = \{\eta \in \mathcal{A} : \vec{\eta} = \vec{q}, \vec{\eta} \in C\}.
\]

We denote by \(\mathcal{M}_f(\mathcal{A})\) the set of measures on \((\mathcal{A}, \mathcal{B}(\mathcal{A}))\) that give finite weight to all sets \(\mathcal{A}_k\). By \(\mathcal{M}_f(\Sigma(\mathbb{N}))\) we mean the set of measures on \(\Sigma(\mathbb{N})\) giving finite weight to all the subsets \(\mathbb{N}^k\), and \(\mathcal{M}_f(\mathbb{N})\) denotes the measures on \(\mathbb{N}\) giving finite weight to all its points. Every measure \(v \in \mathcal{M}_f(\mathcal{A})\) defines a measure \(\pi \in \mathcal{M}_f(\Sigma(\mathbb{N}))\) by

\[
\pi(\vec{q}) = v(\mathcal{A}_{\vec{q}}).
\]

Also \(v\) defines a set of conditional measures \(v_{\vec{q}} \in \mathcal{M}(\hat{T}^\#\vec{q})\) by

\[
v_{\vec{q}}(\bullet) = \begin{cases} 0 & \text{if } \pi(\vec{q}) = 0, \\ v(\eta \in \mathcal{A} : \vec{\eta} = \vec{q}, \vec{\eta} \in \bullet)/\pi(\vec{q}) & \text{otherwise.} \end{cases}
\]
Then \( v_\vec{q} \in \mathcal{P}(\mathbb{T}^\#\vec{q}) \) is a probability measure if \( \tau(\vec{q}) > 0 \). In the case that \( v \in \mathcal{P}(A) \) we have

\[
v_\vec{q}(\bullet) = v(\vec{\eta} \in \bullet | \vec{\eta} = \vec{q}).
\]

(37)

Conversely a probability measure \( v \in \mathcal{P}(A) \) is given by a probability measure \( v \in \mathcal{P}(\Sigma(N)) \) and the family of conditional measures \( (v_\vec{q} \in \mathcal{P}(A_\vec{q})) \) so that

\[
v(B) = \sum_{\vec{q} \in \Sigma(N)} \tau(\vec{q}) \cdot v_\vec{q}(B_\vec{q}), \ B \in B(A^0).
\]

In this sense

\[
dv(\eta) = \tau(\vec{\eta})d\tau(\eta).
\]

(38)

Let \( \varphi : A \to \mathbb{R} \) be a function. Observe that its restriction to \( A_\vec{q} \) can be identified with a function \( \varphi|_{A_\vec{q}} \) with domain in \( \mathbb{T}^\#\vec{q} \) by the formula \( \varphi|_{A_\vec{q}}(\vec{\eta}) = \varphi(\eta) \). Let \( \varphi : A \to \mathbb{R} \) be a \( v \)-integrable function, we have

\[
\int_A \varphi(\eta)dv(\eta) = \sum_{\vec{q} \in \Sigma(N)} \tau(\vec{q}) \int_{\mathbb{T}^\#\vec{q}} \varphi|_{A_\vec{q}}(\vec{y})dv_\vec{q}(\vec{y}).
\]

Now we define the measure \( \mu \) by,

\[
\mu(\mathbb{N}^0 \times \mathbb{T}^0) = \mu(\{0\}) = 1 \text{ and }\mu|_{\mathbb{N}^k \times \mathbb{T}^k} = \ell^k \times \sigma^k \text{ for } k \geq 1 ; \tag{39}
\]

where \( \ell^k \) is the point measure on \( \mathbb{N}^k \) that gives a unit mass to every point, and \( \sigma^k \) is the restriction to \( \mathbb{T}^k \) of product measure \( \sigma \otimes^k \). Note that \( v \in \mathcal{M}_f(A) \) satisfies

\[
v << \mu \iff \left( \forall \vec{q} \in \Sigma(N) : v_\vec{q} << \sigma^\#\vec{q} \right).
\]

Hence, if \( v \in \mathcal{P}(A) \) is such that \( v << \mu \), then \( v \) is of the form

\[
v(\eta \in A : \vec{\eta} = \vec{q}, \vec{\eta} \in d\vec{y}) = \tau(\vec{q}) \varphi_\vec{q}(\vec{y})d\sigma^\#\vec{q}(\vec{y}). \tag{40}
\]

where \( \tau \in \mathcal{P}(\Sigma(N)) \) and for each fixed \( \vec{q} \in \Sigma(N) \), \( \varphi_\vec{q}(\bullet) \) is a density function in \( \mathbb{T}^\#\vec{q} \) with respect to \( \sigma^\#\vec{q} \).

### 5.2 Absolutely continuity is preserved

**Proposition 5.1.** The process \( Y \) preserves the absolutely continuity with respect to \( \mu \), that is

\[
\forall v \in \mathcal{P}(A), \ v << \mu \Rightarrow \forall t > 0 \ P_v(Y_t \in \bullet) << \mu(\bullet). \tag{41}
\]
Proof. Let us define the jump time sequence,
\[ \tau_0 = 0 \text{ and } \tau_n = \inf\{t > \tau_{n-1} : Y_t \neq Y_{\tau_{n-1}}\} \text{ for } n \geq 1. \]
In particular \( \tau = \tau_1 \) is the time of the first jump. Remark that the sequence \( \tau_n \) tends a.s. to infinity, as it can be deduced from (19). When we need to emphasize the dependence on the initial condition \( Y_0 = \eta \) we will denote \( \tau_n^\eta \) and \( \tau_{n-1}^\eta \) instead of \( \tau_n \) and \( \tau \), respectively. We have
\[
\mathbb{P}_v(Y_t \in \bullet) = \sum_{n \geq 0} \mathbb{P}_v(Y_t \in \bullet, \tau_n \leq t < \tau_{n+1}).
\]
Since the sum of absolutely continuous measures is also absolutely continuous it suffices to prove that
\[
\mathbb{P}_v(Y_t \in \bullet, \tau_n \leq t < \tau_{n+1}) << \mu \text{ for all } n \geq 0.
\]
(42)
First, let us show the case \( n = 0 \). For \( B \in \mathcal{B}(\mathcal{A}) \) we have that the expression
\[
\mathbb{P}_v(Y_t \in B, t < \tau) = \mathbb{P}_v(Y_0 \in B, t < \tau) = \int_B v(d\eta)\mathbb{P}_\eta(t < \tau)
\]
vanishes if \( v(B) = 0 \), so also when \( \mu(B) = 0 \).
Before considering the case \( n \geq 1 \) in (42) let us prove the relation
\[
v << \mu \Rightarrow \mathbb{P}_v(Y_t \in \bullet) << \mu.
\]
(44)
It suffices to fix \( \tilde{q} \in \Sigma(\mathbb{N}) \) and to show that the measure \( \mathbb{P}_v(Y_t \in \bullet) \) restricted to the class of sets \( \{\tilde{q}\} \times C : C \in \mathcal{B}(\hat{T}^{\tilde{q} \eta}) \) is absolutely continuous with respect to \( \sigma^{\tilde{q} \eta} \) (see 35). Let \( k = \#\tilde{q} \). For \( k = 0 \) the claim holds because \( \mu(\{0\}) = 1 \). Let \( k \geq 1 \). Recall that the probability measure \( v \) has the form stated in (12), so \( \varphi_\pi = dv_\pi/d\sigma^{\tilde{q} \eta} \) is the density function on the space \( \hat{T}^{\tilde{q} \eta} \).
Below, for \( \eta \in \mathcal{A} \) we denote
\[
\eta^\gamma = \eta + \delta \gamma, \; y \in \{0\}; \quad \eta^\gamma = \eta + \delta \gamma, \; \forall z \in \mathcal{T}.
\]
\[
\bar{\eta}^\gamma = \bar{\eta}^\gamma; \quad \bar{\bar{\eta}}^\gamma := \bar{\bar{\bar{\eta}}}^\gamma; \quad \bar{\bar{\bar{\eta}}}^\gamma := \bar{\bar{\bar{\bar{\eta}}}}^\gamma.
\]
(45)
We denote \( v_k = \hat{\sigma}^k(\hat{T}^k) \) (for \( k = 0 \) we set \( v_0 = 1 \)). Let \( k \in \mathbb{N}, \tilde{q} \in \mathbb{N}^k \) and
$C \in \mathcal{B}(\mathbb{T}^k)$ be fixed. We have

$$P_v(Y_\tau \in \{\vec{q}\} \times C) = \int_A dv(\eta') \int_{\{\vec{q}\} \times C} \frac{1}{Q(\eta')} Q(\eta', d\eta)$$

$$= \int_C 1(\eta = \vec{q}) \left( \sum_{y \in \{\eta\} : \eta_y > 1} \frac{(\eta_y - 1)b_y(\eta^{-y})}{Q(\eta^{-y})} \varphi_{\eta^{-y}}(\vec{q}^{-y}) \right) d\sigma^k(\eta)$$

$$+ \int_C 1(\eta = \vec{q}) \left( \sum_{y \in \{\eta\}} \frac{(\eta_y - 1)\lambda_y(\eta^{+y})}{Q(\eta^{+y})} \varphi_{\eta^{+y}}(\vec{q}^{+y}) \right) d\sigma^k(\eta)$$

$$+ \frac{v_{k+1}}{v_k} \int_C 1(\eta = \vec{q}) \left( \sum_{y \in \{\eta\}} \frac{\lambda_z(\eta^{+y})}{Q(\eta^{+y})} \varphi_{\eta^{+y}}(\vec{q}^{+y}) \right) d\sigma^k(\eta)$$

$$+ \frac{v_{k-1}}{v_k} \int_C 1(\eta = \vec{q}) \left( \sum_{y \in \{\eta\} : \eta_y > 1} \frac{\eta_y m_y(\eta^{-y}) g_y'(y)}{Q(\eta^{-y})} \right) d\sigma^k(\eta),$$

where in the last two terms we have used the following relations

$$d\sigma(z)d\sigma^k(\vec{q}) = \frac{v_k}{v_{k+1}} d\sigma^{k+1}(\vec{q}^{+z}), \ z \not\in \{\eta\}$$

and

$$d\sigma^k(\vec{q}) = \frac{v_k}{v_{k-1}} d\sigma(y')d\sigma^{k-1}(\vec{q}^{-y}), \ y \in \{\eta\}.$$

Hence, the relation (44) is proved. An inductive argument gives

$$P_v(Y_{\tau_n} \in \bullet) \ll \mu \quad \text{for every } n \geq 1. \quad (46)$$

Now, let us show that (42) holds for $n \geq 1$. Denote by $F_n$ the distribution of $\tau_n$. By the strong Markov property and Fubini theorem we get

$$P_v(Y_t | (\tau \leq t < \tau_{n+1}) = \int_0^t E_v\left[P_{Y_{\tau_n}}(Y_t \in \bullet, \tau \geq t - s)\right] dF_n(s).$$

which, by using relations (13) and (16), is absolutely continuous with respect to $\mu$.

5.3 Evolution after the first mutation

We want to study the absolute continuity with respect to $\mu$ of the law of $Y_t$ initially distributed according to a general measure $v$. To this aim we
will introduce the first mutation time. Note that a mutant individual has a different trait from those of its parent, so the time of first mutation is

\[ \chi = \inf\{ t \geq 0 : \{ Y_t \} \not\subseteq \{ Y_0 \} \}. \]  

(47)

When \( \chi \) is finite we have \( \{ Y_\chi \} \neq \emptyset \), so \( (\chi < \infty) \Rightarrow (\chi < T_0) \).

Now, let us consider the first time where the traits of the initial configuration disappear,

\[ \kappa = \inf\{ t \geq 0 : \{ Y_t \} \cap \{ Y_0 \} = \emptyset \}, \]

and for a fixed \( \eta \), the first time where the traits of \( \eta \) disappear, \( \kappa^\eta = \inf\{ t \geq 0 : \{ Y_t \} \cap \{ \eta \} = \emptyset \} \). When \( \{ \eta \} \cap \{ Y_0 \} = \emptyset \), then \( \kappa^\eta = 0 \).

We have \( \kappa \neq \chi \) except when \( \kappa = \chi = \infty \). Obviously \( \kappa \leq T_0 \). Moreover

\[ (\chi > \kappa) \Leftrightarrow (\infty = \chi > \kappa) \Leftrightarrow (\chi > \kappa = T_0) \quad \text{and} \quad (\kappa < T_0) \Leftrightarrow (\chi < \kappa < T_0). \]  

(48)

Also note that \( (\kappa < \chi) \cap (\kappa \leq t) \subseteq (\kappa = T_0 \leq t) \). Since \( \mathbb{P}_\eta(Y_t \in \bullet, T_0 \leq t) = \delta_0(\bullet) \) is concentrated at \( \eta = 0 \), then

\[ \mathbb{P}_\eta(Y_t \in \bullet, \kappa < \chi, \kappa \leq t) = \delta_0(\bullet). \]

The unique nontrivial cases are the following two ones.

**Proposition 5.2.** Let \( \eta \in \mathcal{A}^{-0} \) and \( t \geq 0 \), we have:

(i) \( \mathbb{P}_\eta(Y_t \in \bullet, \chi < \kappa \leq t < T_0) \) is absolutely continuous with respect to \( \mu \) and it is concentrated in \( \mathcal{A}^{-0} \);

(ii) \( \mathbb{P}_\eta(Y_t \in \bullet, t < \kappa) \) is singular with respect to \( \mu \).

**Proof.** Let us show (i). From the Markov property we have,

\[
\mathbb{P}_\eta(Y_t \in \bullet, \chi < \kappa \leq t) = \sum_{\xi \neq \{\xi\} \subseteq \{\eta\}} \mathbb{P}_\eta(\chi < \kappa \leq t, Y_\chi^- = \xi, Y_t \in \bullet) \]

(49)

\[
= \sum_{\xi \neq \{\xi\} \subseteq \{\eta\}} \sum_{y \in \{\xi\}} \xi_y m_y(\xi) \int_0^t \mathbb{P}_\eta(\chi \in ds, Y_s^- = \xi) \times
\int_{T\setminus\{\xi\}} g_y(z) \mathbb{P}_{\xi^+, Y_t-s \in \bullet, \kappa \leq t-s) d\sigma(z). \]

Hence, it is sufficient to show that for every \( u > 0, \eta \in \mathcal{A}^{-0} \) and \( y \in \{\eta\} \), it holds

\[
\int_{T\setminus\{\eta\}} \mathbb{P}_{\eta^+, Y_u \in \bullet, \kappa^y \leq u) g_y(z) d\sigma(z) \ll \mu(\bullet). \]
By using \[
\int_{\mathbb{T}\setminus\{\eta\}} \mathbb{P}_{\eta}^{u+}(\{Y_u\} \cap \{\eta\} \neq \emptyset, \kappa^n \leq u) g(y)(z) d\sigma(z) = 0,
\]
and since the measure \(\sigma\) is non-atomic, a similar proof to the one showing Proposition 5.1 works and proves the result. Indeed, for each \(t > 0\), the singular part with respect to \(\mu\) of \(\mathbb{P}_\eta(Y_t \in \cdot)\) is a measure on the set of atomic measures with support contained in \(\{\eta\}\) (corresponding to death or clonal events from individuals initially alive).

Let us show (ii). Let \(\{\eta\} \subset \mathbb{T}\) be the finite set of initial traits and put \(k = \#\eta\). Consider the Borel set \(B = \{\xi \in \mathbb{A}^{-0} : \#\xi = n, |\{\xi\} \cap \{\eta\}| = l\}\) for \(n \in \mathbb{N}\), \(l = 1, \ldots, n \wedge k\). We have \(B = \bigcup_{n \in \mathbb{N}, l \in \{1, \ldots, n \wedge k\}} B_{l,n}\). Since \(\sigma\) is non-atomic we have \(\mu(B_{l,n}) = 0\) for all \(l \in \{1, \ldots, n \wedge k\}\). On the other hand, from the definition of \(\kappa\) we have \(\mathbb{P}_\eta(Y_t \in B, t < \kappa) = 1\), and the result follows.

Let \(v \in \mathcal{P}(\mathbb{A})\). We denote by \(v^t\) the distribution of \(Y_t\) when the distribution of \(Y_0\) is \(v\), that is \(v^t(B) = \mathbb{P}_v(Y_t \in B), B \in \mathcal{B}(\mathbb{A}), t \geq 0\).

We denote by \(v = v^{ac} + v^{si}\) the Lebesgue decomposition of \(v\) into its absolutely continuous part \(v^{ac} \ll \mu\) and its singular part \(v^{si}\) with respect to \(\mu\). For \(v^t\) this decomposition is written as \(v^t = v^{t,ac} + v^{t,si}\). As usual, \(\delta_\eta\) is the Dirac measure at \(\eta \in \mathbb{A}\), so \(\delta_\eta\) denotes the measure \(\delta_\eta(\bullet) = \mathbb{P}_\eta(Y_t \in \bullet)\). We will denote by \(\text{supp}(v)\) the closed support of a measure \(v\).

**Proposition 5.3.** The process \(Y\) verifies:

(i) For all \(t > 0\) and all \(\eta \in \mathbb{A}^{-0}\) we have \(\delta^{t,ac}_\eta(\mathbb{A}^{-0}) > 0\);

(ii) For all \(t > 0\) and all \(v \in \mathcal{P}(\mathbb{A}^{-0})\) it holds \(v^{t,ac} \geq \int_{\mathbb{A}^{-0}} \delta^{t,ac}_\eta(v(d\eta)) > 0\);

(iii) Assume condition (14). Then for all \(\eta \in \mathbb{A}^{-0}\) with \(\{\eta\} \subseteq \text{Supp}(\sigma)\) and for all \(\epsilon > 0\), the following relation holds,

\[\forall t > 0, \quad \delta^{t,ac}_\eta(B(\eta, \epsilon)) > 0,\]

where \(B(\eta, \epsilon) = \{\eta' \in \mathbb{A} : \|\eta' - \eta\| < \epsilon\}\).

**Proof.** It suffices to show (i) and (iii). Let us show the first part. Fix \(t \geq 0\) and \(\eta \in \mathbb{A}^{-0}\). We claim that \(\mathbb{P}_\eta(\chi < \kappa \leq t < T_0) > 0\). In fact, it suffices to consider the event where a mutation occurs at the first jump and after it
all the initial traits disappear before $t$ and these changes are the unique ones before $t$. This event has strictly positive probability, so the claim is proved. Proposition 5.2 (i) gives $P(\eta(Y_t \in \bullet, \chi < \kappa \leq t < T_0) << \mu$ and we deduce, 
\[ \delta^{t, \text{ac}}(\mathcal{A}^0) \geq P(\chi < \kappa \leq t < T_0) > 0. \]
Then (i) holds.

The proof of (iii) is entirely similar to the proof of (i) but we need some previous remarks. For every $y \in T$ we have $\int_T g_y(z) d\sigma(z) = 1$, and so, 
$\sigma(\{z \in \text{Supp}(\sigma) : g_y(z) > 0\}) > 0$. On the other hand from condition (14) the set 
\[ D = \{y \in \text{Supp}(\sigma) : \sigma(\{z \in \text{Supp}(\sigma) : g_y(z) > 0\}) = 1\} \]
verifies $\sigma(D) = 1$. In particular $\sigma(z \in D : g_y(z) > 0) > 0$ is satisfied for all $y \in T$. Now, let $\{\eta\} = \{y_i : i = 1, ..., k\}$ and consider the following event: a mutation occurs at the first jump to a trait $y' \in D$, afterwards successive mutations to the traits in $B(y_i, \epsilon) \cap D$ take place, then for each trait $y_i$ there are $q_i - 1$ clonal births, and finally all the initial traits and $y'$ disappear. This history occurs before $t$ and assume that these changes are the unique ones that happen before $t$.

From condition (14) and the definition of $D$ this event has strictly positive probability and the claim is proved. 

5.4 Decomposition of q.s.d.

Let us study the Lebesgue decomposition of a q.s.d. with respect to $\mu$.

**Proposition 5.4.** Let $\nu$ be a q.s.d. on $\mathcal{A}^{-0}$. Then,

(i) $\nu^{\text{ac}} \neq 0$;

(ii) Assume Condition (L). Then $\{\eta \in \mathcal{A}^{-0} : \{\eta\} \subseteq \text{Supp}(\sigma)\} \subseteq \text{Supp}(\nu^{\text{ac}})$;

(iii) If $\nu^{\text{si}} \neq 0$, the probability measure $\nu^{*\text{si}} := \nu^{\text{si}}/\nu^{\text{si}}(\mathcal{A}^{-0})$ satisfies

\[ P_{\nu^{*\text{si}}}(Y_t \in B) = e^{-\theta(\nu)t\nu^{*\text{si}}(B)} \forall B \in \mathcal{B}(\mathcal{B}^{\text{si}}), t \geq 0, \tag{51} \]

where $B^{\text{si}} \in \mathcal{B}(\mathcal{A}^{-0})$ is a measurable set such that $\mu(B^{\text{si}}) = 0$ and $\nu^{\text{si}}(B^{\text{si}}) = \nu^{\text{si}}(\mathcal{A}^{-0})$. 
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Proof. We first note that the existence of the set $B_{si}$ is ensured by the Radon-Nikodym decomposition theorem. Set $H := A^{-0} \setminus B_{si}$. Let us show that
\[ \forall t > 0, \forall \eta \in A^{-0} : \delta^t_{\eta}(H) > 0. \tag{52} \]
Since $\mu(B_{si}) = 0$ and $\delta^t_{\eta,ac} << \mu$ we have $\delta^t_{\eta,ac}(B_{si}) = 0$. Then $\delta^t_{\eta,ac}(H) = \delta^t_{\eta,ac}(A^{-0}) > 0$ for all $t > 0$ and all $\eta \in A^{-0}$. So
\[ \delta^t_{\eta}(H) \geq \delta^t_{\eta,ac}(H) = \delta^t_{\eta,ac}(A^{-0}) > 0, \]
and the assertion (52) holds.

Now we prove part (i). We can assume $\nu^si \neq 0$, if not the result is trivial. From (52) we get,
\[ \nu^t(H) = \int_{A^{-0}} \delta^t_{\eta}(H) \nu(d\eta) > 0. \]
On the other hand, from relation (26) we obtain $\nu(H) = e^{\theta(t)} \nu^t(H) > 0$. Since $\nu^{si}(H) = 0$, we necessarily have $\nu^{ac}(H) = \nu(H) > 0$, so (i) holds. Now, from Proposition 5.3 (iii) a similar proof as above shows (ii).

Let us show (iii). Let $\nu^{*ac} := \nu^{ac}/\nu^{ac}(A^{-0})$. For every $B \subseteq B_{si}$, $B \in \mathcal{B}(A^{-0})$, we have
\[ \nu(B) = e^{\theta(t)} \left( \nu^{ac}(A^{-0}) \mathbb{P}_{\nu^{*ac}}(Y_i \in B) + \nu^{si}(A^{-0}) \mathbb{P}_{\nu^{*si}}(Y_i \in B) \right). \tag{53} \]
By Proposition 5.1, $Y$ preserves $\mu$, so $\mathbb{P}_{\nu^{*ac}}(Y_i \in \bullet) << \mu$. Since $\mu(B_{si}) = 0$ we get $\mathbb{P}_{\nu^{*ac}}(Y_i \in B_{si}) = 0$. By evaluating (53) at $t = 0$ and since $B \in \mathcal{B}(B_{si})$ we find $\nu^{*si}(B) = \nu(B)/\nu(B_{si})$. By putting all these elements together we obtain relation (53).

6 The uniform case

6.1 The model

In this section, we assume that the individual jump rates satisfy,
\[ \lambda_y(\eta) = \lambda, \ b_y(\eta) = b(1 - \rho), \ m_y(\eta) = b \rho, \ \forall y \in \{\eta\}, \tag{54} \]
$\lambda$, $b$ and $\rho$ are positive numbers with $\rho < 1$. Recall that $g : \mathbb{T} \times \mathbb{T} \to \mathbb{R}_+$ is a jointly continuous nonnegative function satisfying $\int_{\mathbb{T}} g_y(c) d\sigma(c) = 1$ for all $y \in \mathbb{T}$ and the condition (14).
We observe that in this case the process of the total number of individuals 
\[ \|Y\| = (\|Y\| : t \geq 0) \] is a Markov process and that \( Y_t = 0 \iff \|Y\| = 0 \), which 
means that the time of absorption at 0 of the processes \( Y \) and \( \|Y\| \) is the 
same (note that even if the 0’s have a different meaning, they are identified).

Now, in [24] it is shown that there exists a q.s.d. for the process \( \|Y\| \) killed 
at 0 if and only if \( \lambda > b \). In addition, the extremal exponential decay rate 
of \( \|Y\| \), defined by \( \text{sup}\{\theta(\nu); \nu \text{ q.s.d.}\} \), is equal to \( \lambda - b \) 
and there exists a unique (extremal) q.s.d. \( \zeta^e \) for \( \|Y\| \) with this exponential decay rate \( \lambda - b \), 
given by
\[
\zeta^e(k) = \left( \frac{b}{\lambda} \right)^{k-1} \left( 1 - \frac{b}{\lambda} \right), \quad k \geq 1. \quad (55)
\]

When \( \nu \) is a q.s.d. for \( Y \) with exponential decay rate \( \theta(\nu) \) then the probability 
vector \( \zeta = (\zeta(k) : k \in \mathbb{N}) \) given by
\[
\zeta(k) = \nu(A_k), \quad k \in \mathbb{N}, \quad (56)
\]
is a q.s.d. with exponential decay rate \( \theta = \theta(\nu) \), associated with the linear 
birth and death process \( \|Y\| \). Hence a necessary condition for the existence 
of q.s.d. for the process \( Y \) is \( \lambda > b \). We also deduce that all quasi-stationary 
probability measures \( \tilde{\nu} \) of \( Y \) with exponential decay rate \( \lambda - b \) are such that 
\( \tilde{\nu}(A_k) = \zeta^e(k) \), so by (55) we get
\[
\tilde{\nu}(\varphi_1) < \infty, \quad \text{where } \varphi_1(\eta) = \|\eta\|.
\]

Now, we know from Theorem 1.2 that there exists a q.s.d. \( \nu \) with exponential 
decay rate \( \theta(\nu) = \nu(P_1(1)) \). Moreover, it is immediate to show that \( \varphi_1 \) satisfies 
\( L\varphi_1 = -(\lambda - b)\varphi_1 \). Then, from Proposition 2.1 we get \( P_1\varphi_1 = e^{-(\lambda - b)}\varphi_1 \). Hence, if \( \nu \) is a q.s.d. provided by Theorem 1.2 its exponential 
decay rate should be
\[
\theta = \lambda - b.
\]

Let us now consider the semi-group \( R_t \) given by,
\[
R_t(\varphi)(\eta) = e^{\theta t}P_t(\varphi)(\eta) = e^{\theta t}E_\eta(\varphi(Y_t)1_{T_0>1}), \quad t \geq 0.
\]
The function \( \varphi_1 \) satisfies \( R_t\varphi_1 = \varphi_1 \nu-a.e. \) for all q.s.d. \( \nu \) with the exponential 
decay rate \( \theta \).

**Proposition 6.1.** Every q.s.d. \( \nu \) with exponential decay rate \( \theta = \lambda - b \) is 
absolutely continuous with respect to \( \mu \).
Proof. Let $\nu$ be a q.s.d. which is not absolutely continuous. Then we can write the Lebesgue decomposition

$$\nu = f\mu + \xi$$

that is $\nu(B) = \int_B f\,d\mu + \xi(B), \ B \in \mathcal{B}(E)$,

where $f$ is a nonnegative $\mu$–integrable function and $\xi$ is a singular measure with respect to $\mu$.

From now on we denote by $R_t^\dagger$ the dual action of $R_t$ on the set of measures defined by ($R_t^\dagger v)(\varphi) = v(R_t\varphi)$ for every measure $v \in \mathcal{M}_f(A)$ and any positive measurable function $\varphi$. Since $\nu$ is a q.s.d. it is invariant by the adjoint semigroup $R_t^\dagger$, that is $R_t^\dagger \nu = \nu$, then

$$f\mu + \xi = \nu = R_t^\dagger \nu = R_t^\dagger (f\mu) + R_t^\dagger (\xi).$$

On the other hand, it follows from Proposition 5.1 that $R_t^\dagger (f\mu) \ll \mu$. Therefore

$$R_t^\dagger (f\mu) \leq f\mu.$$

Since $\varphi_1$ is $\nu$ integrable it must also be $f\,d\mu$ integrable. From the relation $R_t(\varphi_1) = \varphi_1$ we get,

$$\int \varphi_1 \, d\mu = \int \varphi_1 \, dR_t^\dagger (f\mu),$$

and since $\varphi_1$ is strictly positive, we conclude $R_t^\dagger (f\mu) = f\mu$. This implies $R_t^\dagger (\xi) = \xi$. However by Proposition 5.3 (ii) (with $v = \xi$), $R_t^\dagger (\xi)$ cannot be completely singular with respect to $\mu$ unless $\xi$ vanishes. This concludes the proof of the proposition.

Let us now turn to the study of uniqueness.

Lemma 6.2. Assume condition (14): $\sigma \otimes \sigma(\{g = 0\}) = 0$. Then the Borel set $A_{(1,1)} = \{\eta \in A : \vec{q} = (1, 1)\}$ satisfies $\mu(A_{(1,1)}) > 0$. Moreover, for any q.s.d. $\nu$ with exponential decay rate $\theta = \lambda - b$ and for any Borel set $B$ with $\mu(A_{(1,1)} \cap B) > 0$, we have $\nu(A_{(1,1)} \cap B) > 0$.

Proof. Let us consider a q.s.d. $\nu$ with exponential decay rate $\theta = \lambda - b$. Lemma 3.2 implies that the restriction $\nu_{(1)}$ of $\nu$ to $A_{(1)} = \{\eta \in A : ||\eta|| = 1\}$, does not vanish. On the other hand by the previous result, it is absolutely continuous with respect to $\sigma$. Then,

$$d\nu_{(1)} = f_1 d\sigma$$
for some nonnegative function $f_1$ that does not vanish on a set of $\sigma$ positive measure.

For any function $f$ in $C_b(\mathcal{A})$ such that $f(0) = 0$ and such that is supported in a compact set, that is $f(\eta) = 0$ for all $\|\eta\|$ large enough, it follows from $
u(P_t f) = \exp(-\theta t) \nu(f)$ that

$$\nu(\mathcal{L} f \mathbf{1}_{\mathcal{A}^{-0}}) = -\theta \nu(f).$$

Since this is true for any such function, we get (with $\vec{\eta} = (\eta_y : y \in \{\eta\}$) as defined in (15), and notation (36) and (45)),

$$-\theta d\nu_{\vec{\eta}}(\vec{\eta}) = b(1-\rho) \sum_{y: \eta_y > 1} (\eta_y - 1) \nu_{\vec{\eta} - y} d\nu_{\vec{\eta} - y}(\vec{\eta})$$

$$+ \lambda \sum_{y \in \{\eta\}} (\eta_y + 1) \nu_{\vec{\eta} + y} d\nu_{\vec{\eta} + y}(\vec{\eta}) + \lambda \nu_{\vec{\eta}^+} \int_{z \in \mathbb{T} \setminus \{y\}} d\nu_{\vec{\eta}^+}(\vec{\eta}^+)$$

$$+ b \rho \sum_{y: \eta_y = 1} \nu_{\vec{\eta}^+} \sum_{y' \in \{\eta\} \setminus \{y\}} \eta_{y'} \nu_{\vec{\eta} - y} d\nu_{\vec{\eta} - y} d\sigma(y)$$

$$- (\lambda + b) \sum_{y \in \{\eta\}} \nu_{\vec{\eta}^+} d\nu_{\vec{\eta}^+}(\vec{\eta}) . \quad (57)$$

It follows from equation (57) applied to the measure $\nu$ and solving for $\nu_i$ that for some constant $C > 0$ we have

$$d\nu_{(1,1)}(y_1, y_2) \geq C \left( f_1(y_1) g_{y_1}(y_2) + f_1(y_2) g_{y_2}(y_1) \right) d\sigma(y_1) d\sigma(y_2).$$

Using this lower bound in the equation for $\nu_{(1)}$, we get for some constant $C'' > 0$

$$f_1(y) \geq C' \int f_1(u) g_u(y) d\sigma(u).$$

Therefore for some constant $C''' > 0$ we have the estimate

$$d\nu_{(1,1)}(y_1, y_2) \geq C''' d\sigma(y_1) d\sigma(y_2) \times \left( g_{y_1}(y_2) \int f_1(u) g_u(y_1) d\sigma(u) + g_{y_2}(y_1) \int f_1(u) g_u(y_2) d\sigma(u) \right).$$

Let $B$ be a Borel set with $\mu(A_{(1,1)} \cap B) > 0$. By the identification between $A_{(1,1)}$ and $(1,1) \times \mathbb{T}^2$ it can be assumed that $B \subseteq \mathbb{T}^2$. We get from Fubini’s Theorem

$$\nu(A_{(1,1)} \cap B) \geq C''' \int_{\mathbb{T}^2} 1_B(y_1, y_2) g_{y_1}(y_2) f_1(u) g_u(y_1) d\sigma(u) d\sigma(y_1) d\sigma(y_2).$$
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Therefore, if $\nu(A(1) \cap B) = 0$, we must have

$$1_B(y_1, y_2) g_{y_1}(y_2) f_1(u) g_n(y_1) = 0 \quad \sigma \times \sigma \times \sigma - \text{a.e.},$$

which implies from the hypothesis (14) on $g$

$$1_B(y_1, y_2) f_1(u) = 0 \quad \sigma \times \sigma \times \sigma - \text{a.e.}.$$

However this implies $f_1 = 0 \quad \sigma - \text{a.e.}$, which is a contradiction.

\[ \square \]

**Proposition 6.3.** There is a unique q.s.d. associated with the exponential decay rate $\theta = \lambda - b$.

**Proof.** Let $\nu$ and $\nu'$ be two different q.s.d. with the exponential decay rate $\theta$. We can write the Lebesgue decomposition

$$\nu' = f\nu + \xi$$

with $f$ a nonnegative measurable function and $\xi$ a singular measure with respect to $\nu$. Assume $\xi \neq 0$. Applying $R^*_t$ we get

$$\nu' = f\nu + \xi = R^*_t(f\nu) + R^*_t(\xi).$$

If $f$ is bounded, since $\nu$ is a q.s.d., we have $R^*_t(f\nu) \ll \nu$. In the general case, the same result holds by approximating $f$ by an increasing sequence of nonnegative functions. Therefore, we must have

$$R^*_t(f\nu) \leq f\nu.$$

Integrating the function $\varphi_1$ as before, we conclude that $R^*_t(f\nu) = f\nu$, and therefore $R^*_t(\xi) = \xi$.

Then, we have two q.s.d. $\nu$ and $\xi$ with exponential decay rate $\theta = \lambda - b$, which are mutually singular. We claim that this is excluded by Lemma 6.2. Indeed let $B$ be a measurable subset such that $\xi(B) = \nu(B^c) = 0$. Then $\nu(B \cap A_{(11)}) = \nu(A_{(11)}) = \nu(\varphi_1) = 0$. Since $\nu \ll \mu$ we get $\mu(B) \geq \mu(B \cap A_{(11)}) > 0$. From Proposition 6.2 we deduce $\xi(B \cap A_{(11)}) = 0$ which is a contradiction. Namely $\xi = 0$ and we conclude that $\nu' = f\nu$. Let us now show that $f \equiv 1$, which will yield $\nu' = \nu$ and so will conclude the uniqueness result.

Recall the following notation on the ordered lattice of measures $\mathcal{M}_f(\mathcal{A}^{-0})$: $|v| = v^+ + (-v)^+$ with $v^+ = \max(v, 0)$. Since the linear operator $R^*_t$ is positive it holds $|R^*_t(v)| \leq R^*_t|v|$, that is for all positive and measurable functions $\varphi$,
it holds \( \int \varphi \, d|R_t^1(v)| \leq \int \varphi \, dR_t^1 |v| \). Moreover, when there exists a couple of sets \( A_1, A_2 \) such that \( R_t^1(v)(A_1) > 0 > R_t^1(v)(A_2) \) and \( R_t^1 |v|(A_1) > 0, R_t^1 |v|(A_2) > 0 \), this inequality becomes strict and we put \( |R_t^1(v)| < R_t^1 |v| \).

This means that

\[
\forall \, \varphi > 0, \quad \int \varphi \, dR_t^1 |v| < \infty \quad \text{where} \quad \int \varphi \, d|R_t^1(v)| < \int \varphi \, dR_t^1 |v|.
\]

Assume that \( \nu(f \neq 1) > 0 \), which implies \( \mu(f \neq 1) > 0 \). Thus, the sets \( A_1 = \{ f < 1 \} \) and \( A_2 = \{ f > 1 \} \) fulfill the requirements for the signed measure \( v = \nu - \nu' \). Then, by using that \( \nu \) and \( \nu' \) are \( R_t^1 \) invariant, we find

\[
|\nu - \nu'| = |R_t^1(\nu) - R_t^1(\nu')| < R_t^1(|\nu - \nu'|).
\]

Since \( \varphi_1 \) is \( R_t \) invariant and \( \int \varphi_1 \, d|\nu - \nu'| < \infty \), we find

\[
\int \varphi_1 \, d|\nu - \nu'| < \int \varphi_1 \, dR_t^1(|\nu - \nu'|) = \int \varphi_1 \, d|\nu - \nu'|,
\]

which is a contradiction since \( \varphi_1 \geq 1 \). The result is shown. \( \square \)

The proof of Theorem 1.3 is now complete, it follows from Propositions 1.1 and 5.3.
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