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Abstract—The second-order Volterra (SOV) filter is a powerful tool for modeling the nonlinear system. The Geman-McClure estimator, whose loss function is non-convex and has been proven to be a robust and efficient optimization criterion for learning system. In this paper, we present a SOV filter, named SOV recursive Geman-McClure, which is an adaptive recursive Volterra algorithm based on the Geman-McClure estimator. The mean stability and mean-square stability (steady-state excess mean square error (EMSE)) of the proposed algorithm is analyzed in detail. Simulation results support the analytical findings and show the improved performance of the proposed new SOV filter as compared with existing algorithms in both Gaussian and impulsive noise environments.

Index Terms—Adaptive algorithm, Recursive version, Geman-McClure estimator, $\alpha$-stable noise.

I. INTRODUCTION

ADAPTIVE Volterra filters have been thoroughly studied in diverse applications [1–4]. However, such filters become computationally expensive when a large number of multidimensional coefficients are required. To overcome this problem, many methods were developed [5–8]. Among these, the second-order Volterra (SOV) filter was widely applied to identify nonlinear system with acceptable error level [9].

The impulsive noise is a great challenge for nonlinear system identification. It has been shown that the impulsive noise could be better modeled by $\alpha$-stable distribution [10]. A symmetric $\alpha$-stable distribution probability density function (PDF) is defined by means of its characteristic function [10]

$$
\psi(\omega) = \exp\{-\gamma|\omega|^{\alpha}\},
$$

where $0 < \alpha \leq 2$ is the characteristic exponent, controlling the heaviness of the PDF tails, and $\gamma > 0$ is the dispersion, which plays an analogous role to the variance. Such $\alpha$-stable noise tends to produce “outliers”. The recursive least square (RLS), based on the second-order moment, is not robust against outliers [11]. To address stability problem in impulsive noise environments, several RLS-based algorithms were proposed [12–14]. In [13], a recursive least $p$-norm (RLPN) algorithm was proposed. However, this algorithm only achieves improved performance when $p$ closes to $\alpha$, where $p$ is the order of moments [13]. Another strategy is named as recursive least M-estimate (RLM) algorithm which exploits the M-estimate function to suppress the outliers [14]. Although it is superior to several existing outlier-resistant methods, it suffers from performance degradation in highly impulsive noise environments.

Motivated by these considerations, we employ another M-estimator, named Geman-McClure estimate [15], for nonlinear system identification. Like the $L_p$ estimator, the Geman-McClure estimator is a non-convex M-estimator, which is more efficient for learning system [16]. To the best of our knowledge, no adaptive algorithms can achieve improved performance in both Gaussian and $\alpha$-stable noise environments. By integrating the Geman-McClure estimator in the SOV filter structure, the proposed SOV recursive Geman-McClure algorithm achieves smaller steady-state kernel error as compared with the state-of-art algorithms. Note that a significant reduction is in fact vital from an engineering application perspective. Such a gain would likely justify the increase in computational complexity required to run the proposed algorithm. The fact that a considerable amount of mathematics is needed to derive the algorithms is of no consequence for practical applications, where the cost of hardware principally matters. In this paper, by proper application of mathematical concepts (even if at times cumbersome), we showed that key information about the signal environment could be extracted can be from their observation. Particularly, our main contributions are listed as follows:

(i) The Geman-McClure estimator is first applied in SOV filter for the improved performance in the presence of $\alpha$-stable and Gaussian noises.

(ii) The steady-state behaviour of the proposed algorithm is analyzed.

(iii) We validate the theoretical findings and effectiveness of the proposed algorithm through simulations.

II. PROBLEM FORMULATION

![Diagram of nonlinear system identification using SOV filter.](image)

Fig. 1 shows the nonlinear system identification model based on the SOV filter, where $x(n)$ and $y(n)$ denote the input and output data, $e(n) = d(n) - y(n)$ denotes the error signal,
\( d(n) \) is the desired signal, and \( \xi(n) \) is the noise signal. Given desired signal \( d(n) \) that satisfies a model of the form

\[
d(n) = h^T_n x(n) + \xi(n)
\]

(1)

we want to estimate an \( L \times 1 \) unknown vector \( h_o \), where \( L \) denotes the length of the SOV filter. The expanded input vector \( x(n) \) and the corresponding expanded coefficient vector \( \hat{h}(n) \) of the SOV system at time \( n \) are expressed as

\[
x(n) = [x(n), x(n-1), \ldots, x(n-M+1),
\]

\[
x^2(n), x(n)x(n-1), \ldots, x^2(n-M+1)]^T
\]

(2)

\[
\hat{h}(n) = [h_1(0), h_1(M-1), h_2(0,0), \ldots, h_2(M-1, M-1)]^T
\]

(3)

where \( M \) denotes the length of the linear kernel, and \( h_r \) stands for the \( r \)-th order Volterra kernel. Thus, the output of the SOV filter is expressed as

\[
y(n) = \hat{h}^T(n)x(n) = \sum_{m_1=0}^{M-1} h_1(m_1)x(n-m_1) + \sum_{m_1=0}^{M-1} \sum_{m_2=0}^{M-1} h_2(m_1,m_2)x(n-m_2)x(n-m_1).
\]

(4)

In this case, \( L = M(M + 3)/2 \). In practice, the noise signal \( \xi(n) \) may be either Gaussian or non-Gaussian. Hence, it is very clear that efforts make sense in pursuing a more effective SOV-algorithm that satisfies faster convergence and smaller misalignment.

III. PROPOSED ALGORITHM

The conventional Geman-McClure estimator has the following form [15]:

\[
\Theta(e) = \frac{e^2}{\sigma^2 + e^2}
\]

(5)

where \( \sigma \) is a constant that modulates the shape of the loss function. Fig. 2 shows the score functions \( \phi(e) \) of the M-estimator and the Geman-McClure estimator, where \( \phi(e) = \partial \Theta(e)/\partial e \). It can be observed that for larger values of \( e \), the weight updation is small and thus the algorithm is stable in the presence of impulsive noise. For performance improvement, the type of recursive algorithms is usually preferred. Inspired by these merits, the cost function of the proposed algorithm is defined as follows:

\[
J(n) \triangleq \sum_{k=1}^{n} \lambda^{n-k} \frac{x^2(k,n)}{\sigma^2 + e^2(k,n)}
\]

(6)

where \( 0 \ll \lambda < 1 \) is the forgetting factor. The error signal \( e(k,n) \) can be expressed as

\[
e(k,n) = d(k) - x^T(k)\hat{h}(n).
\]

(7)

Taking the gradient of \( J(n) \) with respect to the weight vector \( \hat{h}(n) \), and letting the equation be zero, we have

\[
\sum_{k=1}^{n} \lambda^{n-k} \rho(k,n)x(k)x^T(k)\hat{h}(n) = \sum_{k=1}^{n} \lambda^{n-k} \rho(k,n)x(k)d(k)
\]

(8)

where \( \rho(k,n) = \frac{\sigma^2}{(\sigma^2 + e^2(k,n))^2} \) is the weighting factor. Then, the expression of \( \hat{h}(n) \) can be rewritten as:

\[
\hat{h}(n) = P(n)\theta(n) = \Phi^{-1}(n)\theta(n)
\]

(9)

\[
\Phi(n) = \sum_{k=1}^{n} \lambda^{n-k} \rho(k,n)x(k)x^T(k)
\]

\[
\theta(n) = \sum_{k=1}^{n} \lambda^{n-k} \rho(k,n)d(k)
\]

where \( P(n) = \Phi^{-1}(n) \).

IV. PERFORMANCE ANALYSIS

In this section, given the Assumptions, we theoretically study the performance of the proposed SOV algorithm. Because the output of the Volterra-based algorithms linearly depend on the coefficients of the filter itself, we can follow the approach in [17, 18] for analyzing the mean performance.
and steady-state excess mean square error (EMSE) of SOV recursive Gemen-McClure algorithm.

To begin with, we define the weight deviation vector as \( \tilde{h}(n) \triangleq h_a - \hat{h}(n) \). In steady-state, the a priori error \( e_a(n) \) and the a posterior error \( e_p(n) \) are defined as \( e_a(n) \triangleq x^T(n)\hat{h}(n-1) \) and \( e_p(n) \triangleq x^T(n)\tilde{h}(n) \). The mathematical analysis needs the following assumptions.

- **Assumptions**
  
  a) The input signal \( x(n) \) is independent and identically distributed (i.i.d.) with zero-mean, and \( \|x(n)\|_2^2 \) is approximately independent of the a priori error \( e_a(n) \) at steady-state, where \( \|x\|_2^2 = x^T\Omega x \) stands for the squared-weighted Euclidean norm of a vector.
  
  b) The noise signal \( \xi(n) \) is i.i.d. with zero-mean and variance \( \sigma^2_e \).
  
  c) \( \xi(n) \) and \( x(n) \) are mutually independent.

\( \text{A. Mean stability} \)

We can use \( \tilde{h}(n) \) to rewrite the adaptation equation \((14)\) as

\[
\tilde{h}(n) = \tilde{h}(n-1) - \mu(n)P(n-1)x^T(n)e(n)
\]

where \( \mu(n) = \frac{\phi(n)\mu(n)P(n-1)x(n)}{\lambda^+P(n-1)x^T(n)\lambda(n)} \) and \( e(n) = x^T(n)\tilde{h}(n-1) + \xi(n) \). Taking expectations of both sides of \((16)\) and using \( e(n) \approx x^T(n)\tilde{h}(n-1) \) during the transient state, yields

\[
\mathbb{E}\{\tilde{h}(n)\} = \mathbb{E}\{\tilde{h}(n-1)\} - \mathbb{E}\{\mu(n)P(n-1)x^T(n)e(n)\}
\]

Evaluating both sides by \((16)\) and \((19)\) and substituting \( e(n) \approx x^T(n)\tilde{h}(n-1) \) into \((21)\) yields

\[
\mathbb{E}\{\tilde{h}(n)\} = \mathbb{E}\{\tilde{h}(n-1)\} - \mathbb{E}\{\mu(n)P(n-1)x^T(n)x(n)\}E\{\tilde{h}(n-1)\}
\]

where \( \mathbb{E}\{\cdot\} \) denotes the statistical expectation operator. Therefore, the proposed algorithm can converge in the sense of mean if and only if

\[
0 < \lambda_{\text{max}} \left( \mathbb{E}\{\mu(n)P(n-1)x^T(n)x(n)\} \right) < 2
\]

where \( \lambda_{\text{max}}(\cdot) \) is the largest eigenvalue of a matrix. Based on the fact that \( \lambda_{\text{max}}(AB) < \text{Tr}(AB) \) in \((17)\)

\[
\lambda_{\text{max}} \left( \mathbb{E}\left\{ \frac{P(n-1)x^T(n)x(n)}{\mu(n)x^T(n)x(n)+P(n-1)x^T(n)x(n)} \right\} \right) <\]

\[
\mathbb{E}\left\{ \frac{P(n-1)x^T(n)x(n)}{\mu(n)x^T(n)x(n)+P(n-1)x^T(n)x(n)} \right\} < 1.
\]

Consequently, the mean error weight vector of the proposed algorithm is convergent if the input signal is persistently exciting \((17)\).

\( \text{B. Mean-square stability} \)

Multiplying both sides of \((16)\) by \( x(n) \), we have the relationship between the a priori and the a posteriori errors, as below

\[
e_p(n) = e_a(n) - \|x(n)\|_P^2(\mu(n-1)\xi(n-1) )e(n).
\]

Using the established energy conservation argument, the proposed algorithm can be expressed as

\[
\tilde{h}(n) + \frac{\mu(n)P(n-1)x^T(n)}{\|x(n)\|_P^2(\mu(n-1)\mu(n-1)} e_a(n) = \hat{h}(n-1) + \frac{\mu(n)P(n-1)x^T(n)}{\|x(n)\|_P^2(\mu(n-1)\mu(n-1)} e_p(n).
\]

Combining \((16)\) and \((19)\) and employing \( \mu^{-1}(n)P^{-1}(n-1) \) as a weighting matrix for the squared-weighted Euclidean norm of a vector, we can get

\[
\|\tilde{h}(n)\|^2_{\mu^{-1}(n)P^{-1}(n-1)} + \|\xi(n)\|^2_{\mu^{-1}(n)P^{-1}(n-1)}
\]

\[
\|\tilde{h}(n-1)\|^2_{\mu^{-1}(n)P^{-1}(n-1)}.
\]

In the SOV filter with the recursive Gemen-McClure algorithm, the adaptive filter will converge to the optimum (minimum) EMSE at steady-state. Therefore, we have

\[
\mathbb{E}\{\|\tilde{h}(n)\|^2_{\mu^{-1}(n)P^{-1}(n-1)}\} \approx \mathbb{E}\{\|\tilde{h}(n-1)\|^2_{\mu^{-1}(n)P^{-1}(n-1)}\}
\]

Taking expectations of both sides of \((21)\), and substituting \((24)\) yields

\[
\mathbb{E}\left\{ \frac{e_a(n)}{\|x(n)\|^2_{\mu^{-1}(n)P^{-1}(n-1)}} \right\} \approx \mathbb{E}\left\{ \frac{e_p(n)}{\|x(n)\|^2_{\mu^{-1}(n)P^{-1}(n-1)}} \right\}
\]

Substituting \((19)\) into \((23)\) results in

\[
\mathbb{E}\left\{ \frac{e_a(n)}{\|x(n)\|^2_{\mu^{-1}(n)P^{-1}(n-1)}} \right\} = \mathbb{E}\left\{ \frac{e_p(n)}{\|x(n)\|^2_{\mu^{-1}(n)P^{-1}(n-1)}} \right\}
\]

Therefore, in the steady-state \((n \to \infty)\), \((25)\) can be reduced to

\[
\mathbb{E}\{\|x(n)\|^2_{\mu(\infty)P(\infty)} \xi^2(\infty)\} = 2\mathbb{E}\{e_a(\infty)\xi(\infty)\}.
\]

Considering Assumption c) and using \( e(n) = e_a(n) + \xi(n) \), the left side of \((25)\) can be expressed as

\[
\mathbb{E}\{\|x(n)\|^2_{\mu(\infty)P(\infty)} (e_a(\infty) + \xi(\infty))^2\}
\]

\[
= \mathbb{E}\{\|x(n)\|^2_{\mu(\infty)P(\infty)} e_a^2(\infty)\} + \mathbb{E}\{\|x(n)\|^2_{\mu(\infty)P(\infty)} \xi^2(\infty)\}
\]

\[
+ 2\mathbb{E}\{\|x(n)\|^2_{\mu(\infty)P(\infty)} e_a(\infty)\xi(\infty)\}.
\]

According to Assumption a), \((26)\) is reduced to

\[
\sigma^2_a \mathbb{E}\{\|x(n)\|^2_{\mu(\infty)P(\infty)} \} + \mathbb{E}\{\|x(n)\|^2_{\mu(\infty)P(\infty)} \} \mathbb{E}\{e_a^2(\infty)\}
\]

Reusing \( e(n) = e_a(n) + \xi(n) \) and considering Assumption b), the right side of \((28)\) can be expressed as

\[
2\mathbb{E}\{e_a(\infty)e(\infty)\} \approx 2\mathbb{E}\{e^2_a(\infty)\}.
\]
TABLE I
SUMMARY OF THE COMPUTATIONAL COMPLEXITY IN EACH ITERATION.

| Algorithms     | Multiplications | Additions | Other operations |
|----------------|-----------------|-----------|-----------------|
| SOVRLS         | $2L^2 + 4L$     | $2L^2 + 2L$ | 1 division and $O(N_w \log N_w)$ |
| SOVRLM         | $2L^2 + 4L$     | $2L^2 + 2L$ | 1 division and $O(N_w \log N_w)$ |
| SOVRLP N       | $2L^2 + 5L + 2$ | $2L^2 + 2L + 1$ | 2 divisions and $p$-power operation |
| Proposed       | $2L^2 + 5L + 3$ | $2L^2 + 2L + 1$ | 2 divisions |

Using (27) and (28), it can be shown that
\[
\sigma^2 \mathbb{E} \left\{ \| x(n) \|_{P(\infty)}^2 \right\} = \mathbb{E} \left\{ \| x(n) \|_{P(\infty)}^2 \right\} + E \left\{ \| x(n) \|_{P(\infty)}^2 \right\}
\]
\[
\cdot E \{ e_\alpha^2(\infty) \} = 2 \mathbb{E} \{ e_\alpha^2(\infty) \} .
\]
Eq. (29) can be rewritten as
\[
\tau = \frac{\vartheta \sigma^2}{2 - \vartheta}
\]
where $\tau = E \{ e_\alpha^2(\infty) \}$ and $\vartheta = E \{ \| x(n) \|_{P(\infty)}^2 \} = \mathbb{E} \{ \| x(n) \|_{P(\infty)}^2 \}$.

where $\mathbb{E} \{ e_\alpha^2(\infty) \} = 2 \mathbb{E} \{ e_\alpha^2(\infty) \}$. When the algorithm is close to the optimal EMSE. In this case, $E \{ P(\infty) \}$ can be approximated as
\[
E \{ P(\infty) \} \approx \left( E \{ P^{-1}(\infty) \} \right)^{-1} = P = \frac{(1 - \lambda) \Xi^{-1}(\infty)}{\mathbb{E} \left\{ (\sigma^2 + \xi^2(\infty))^2 \right\}}
\]
\[
\approx \frac{\mathbb{E} \left\{ (\sigma^2 + \xi^2(\infty))^2 \right\}}{\lambda (\sigma^2 + \xi^2(\infty))^2} \Xi^{-1}(\infty).
\]

For $0 < \lambda < 1$, we have $|e_\alpha(n)| \ll |\xi(n)|$ at steady-state. Finally, substituting (31) and into (30), we arrive at
\[
\epsilon = \frac{\sigma^2 (1 - \lambda) L \varphi}{2 - (1 - \lambda) L \varphi}
\]
where $\varphi = E \left[ \frac{\sigma^2 + \xi^2(n)^2}{\lambda (\sigma^2 + \xi^2(n)^2)^2} \right]$. Note that it is very hard to further simplify (32). The theoretical result contains a random variable $\xi(n)$, but after the expect operation, we can obtain an exact value. Furthermore, (32) is also applicable to the analysis of linear recursive Geman-McClure algorithm.

Finally, we compare the computational complexities of the algorithms, as shown in Table I where $N_w$ denotes the length of sliding-window in the SOVRLM algorithm. The arithmetic complexity of the proposed algorithm is comparable to that of the SOVRLS algorithm, except for the $L + 3$ more multiplications, 1 addition and 1 division in (13).

V. SIMULATION RESULTS

To verify the theoretical findings and to illustrate the effectiveness of the proposed algorithm, we present simulations when implemented in Matlab R2013a running on a 2.1GHz AMD processor with 4GB of RAM. The EMSE and normalized mean square deviation (NMSD) = $20 \log_{10} \mathbb{E} \{ ||h(n) - h_\alpha||_2^2 / ||h_\alpha||_2^2 \}$ are employed to evaluate the performance. The results are averaged over 300 independent simulations.

A. Gaussian scenarios

In this example, we provide simulation verification for the analysis. The Gaussian distribution with zero-mean and unit variance is adopted to generate $x(n)$ and $\xi(n)$. Fig. 3 plots the simulation and theoretical results of the EMSEs for different signal-to-noise ratio (SNR) and parameter settings. The unknown plant is a 14-tap nonlinear system, which is presented by (11). It is observed that the simulations agree well with the analysis results in all scenarios. Next, we compare the theoretical and the simulation results of the steady-state EMSEs for different unknown systems. The input and noise signals used have similar characteristics as in Fig. 3. The unknown parameter vector $h_\alpha$ has $L = 14$ or 20 entries and is defined by (18). Table I provides the simulation and theoretical EMSE values with different Volterra systems. This shows agreements in the SOV filter in spite of different SNRs, parameter settings and unknown systems. The difference between simulation results and theory arises from some approximations and assumptions used for deriving (32).
TABLE III
Steady-state NMSDs of the proposed algorithms for different \( \sigma \) with similar convergence rate (\( \alpha = 1.25, \gamma = 1/15 \)).

| \( \sigma \) | 0.05 | 0.2 | 0.3 | 0.4 | 1 | 1.5 |
|-------------|-----|-----|-----|-----|---|-----|
| Steady-state NMSD (dB) | -44.24 | -43.00 | -45.53 | -41.19 | -38.76 | -37.57 |

VI. CONCLUSION

In this paper, we proposed a recursive Geman-McClure algorithm based on SOV filter, which was derived by minimizing the Geman-McClure estimator of the error signal. Detailed steady-state analysis was presented. One of the advantages of the proposed algorithm is that it has only two parameters, the constant \( \sigma \) and the forgetting factor \( \lambda \), which have quite wide ranges for choice to achieve excellent performance. We carried out computer simulations that support the analytical findings and confirm the effectiveness of the proposed algorithm. Note that the variance of \( \alpha \)-stable noise is infinite, so it is very difficult, if not impossible, to conduct a steady-state performance analysis of the proposed algorithm. Similarly, theoretical analysis of global stability and convergence is also very hard and rare for the Volterra filters in the presence of \( \alpha \)-stable noise. Rigorous mathematical analysis is lacking in a long period. We leave these investigations for future work.
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