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Abstract
In this study a new internal clustering validation index is proposed. It is based on a measure of the uniformity of the data in clusters. It uses the local density of each cluster, in particular, the normalized variability of the density within the clusters to find the ideal partition. The new validity measure allows it to capture the spatial pattern of the data and obtain the right number of clusters in an automatic way. This new approach, unlike the traditional one that usually identifies well-separated compact clouds, works with arbitrary-shape clusters that may be contiguous or even overlapped. The proposed clustering measure has been evaluated on nine artificial data sets, with different cluster distributions and an increasing number of classes, on three highly nonlinear data sets, and on 17 real data sets. It has been compared with nine well-known clustering validation indices with very satisfactory results. This proves that including density in the definition of clustering validation indices may be useful to identify the right partition of arbitrary-shape and different-size clusters.
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1 | INTRODUCTION

The process of clustering consists of classifying in an unsupervised manner a set of data in groups. Clustering algorithms group objects that are similar to each other in clusters. Different clustering algorithms have been developed and applied to different data sets of very varied fields (medical databases, images, etc.).

Although the different clustering algorithms have been proved very efficient in grouping data, one of the most important issues in clustering analysis is the evaluation of the performance of the algorithm. This involves not only finding the right number of clusters but also the group partition that best fits the underlying structure of the data. This is the main objective of clustering validation.

Clustering validity indices (CVIs) are defined to do so. Among them, internal validation measures have the advantage of not requiring extra information about the data, nor do they require repetition of the clustering process. They only depend on some properties of the resulting clusters, such as the level of compactness, the separation between clusters, and the degree of roundness.

Most of the internal indices are based on these two concepts, separation among clusters and the cluster compactness, although they differ in the way they measure them. Moreover, these indices usually assume that clusters form compact data clouds with a certain degree of separation. Nevertheless, for clusters not necessarily spherical these relative validity indices may fail. Indeed, the existing CVIs are sensitive to clusters with arbitrary shapes, especially for high-dimensional data. The traditional validation measures are considerably dependent on the number of data objects in clusters, on cluster centers, and on average values and thus, do not work well for clusters with different densities and/or sizes. Comparative studies of such indices show that there is no optimal CVI able to cope successfully with all the contexts.

In this study, the clustering evaluation of data sets that may be not composed of spherical clusters is addressed. A new internal validation measure is proposed that is applied to contiguous clusters, that is, adjacent clusters with different shapes and sizes that form a single data cloud. This new index is based on a characteristic of the clusters called uniformity. It combines the spatial pattern of the data and the local density. That is, the Contiguous Density Region (CDR) index detects clusters that follow a uniform spatial pattern, and differentiates them based on their densities. The minimization of the CDR index estimates the optimal partition of the data among all the partitions generated by the clustering algorithm based on the structural characteristics of the data; therefore, it is a criterion to automatically select the number of clusters.

The performance of this new internal index has been compared with other traditional validation measures on different artificial and real data sets. Results prove that the spatial texture-based index performs better than the traditional approach that assumes well-separated compact clouds of points. It is able to deal with contiguous clusters of arbitrary shapes that can even be overlap.

The main goal of this study is to extend the internal evaluation of data clustering to cluster configurations in which the main discriminant is the spatial structure of the data. The utility of the proposal of new internal indices is that these CVIs can be applied to nonspherical clusters and it is motivated by the fact that real-world data sets have usually arbitrary shapes. According to the authors’ experience, in many supervised classification problems the structure of the data is much closer to such a configuration than the traditional one that considers well-separated compact clouds. Moreover, it is shown how including the concept of data density
within a cluster in the definition of the internal clustering validation indices helps handle different shape, density, and/or size contiguous clusters. This way we think we contribute to enriching the range of tools available to analyze the data.

The rest of the paper is organized as follows. Section 2 describes the state-of-the-art regarding the use of density in clustering. Section 3 presents the new contiguous region paradigm. The definition of the new index is proposed in Section 4. In Section 5, experimental results of the CVI for artificial and real data sets are shown and discussed. Finally, Section 6 summarizes the main conclusions and future works.

2 | RELATED WORK

The new proposed CVI uses the local density to generate partitions. Data density measure has been widely used in the definition of clustering algorithms but not in the validation measures definition.

The algorithms based on this data characteristic are classified into two categories: density-based and grid-based clustering algorithms. While the first ones calculate the density in the local neighborhood of the data, the latter uses the whole gridding space to estimate the density of each cell, which is then used to obtain the clusters. Clusters are defined as dense regions separated by low-density regions. Both use the data density to detect well-separated data clouds, following the traditional approach, although the calculation of the density of the clusters allows these methods to detect clusters of nonspherical geometries.

A density-based algorithm needs to scan only once the original data set and can handle noise. The number of clusters is not required in advance. These methods commonly define density in terms of a number of neighbors located in a restricted hypervolume centered on data. A baseline algorithm of this category is DBSCAN, which uses as density the number of data contained within a hypersphere of radius fixed a priori. A new version of this algorithm, DBCLASD, that uses reverse nearest-neighbor counts as an estimate of observation density has been recently developed. Other density-based approaches are presented in References [18,19]. In the latter, the DENCLUE algorithm identifies clusters by determining density-attractors and clusters of arbitrary shape and noise can easily be described by a simple density function.

On the other hand, the grid-based clustering algorithms use dense grid cells to form clusters. A typical example is the GRIDCLUS algorithm, which calculates the cell density by dividing the number of data contained in each block by its hypervolume. One of the problems of grid-based clustering algorithms is how to choose the grid size or density thresholds. Another difficulty is the exponential growth in the number of cells as the number of dimensions in the feature space increases. As a consequence, many of these algorithms are only efficient in spaces of low-dimensional characteristics or work with optimized partitions for each dimension of the space. In Reference [23] a new clustering validity index (BCVI) is designed to better evaluate the quality of clustering results generated by the grid-k-means algorithm.

In spite of the extensive literature on density-based clustering algorithms, and on relative internal validation criteria, not much attention has been given to density-based clustering validation measures. In fact, it is very difficult to find studies about clustering validation for dense, sparse, and arbitrary-shaped clusters. Some works have developed internal indices for different-size or density arbitrary-shape clusters, but they are not based on the density neither is this concept included in the index definition. For example, Żalik and Żalik propose two validation indices for clusters that differ
in sizes and densities. They do not use the density to define the index. Instead, they use the compactness to define the first index, and the overlap measure of the clusters for the second index. Similarly, the index proposed in Reference [25] applies cluster compactness, defined as the average of all its diameters, and the intercluster distance. The paper by Rodríguez et al.\textsuperscript{26} proposes an ensemble of different supervised classifiers to obtain the quality of partitions not having a hypersphere underlying structure. Lee et al.\textsuperscript{11} propose a Support Vector Data Description (SVDD)-based CVI, in which the compactness of a cluster is measured in the kernel space, in an attempt to overcome the sensitivity of this measure for arbitrary shapes, subclusters, and noise in data. In a related paper, a relative validation index for density-based, arbitrarily shaped clusters, is proposed.\textsuperscript{9} The index assesses clustering quality based on the relative density connection between pairs of objects. It uses a new distance measure to build a minimum spanning tree for each cluster, similarly to Reference [27], where two different versions of a new internal index for clustering validation based on graphs were proposed.

Other works take into account the spatial distribution of the data, such as in Reference [28], where authors propose a new internal cluster validity index based on the cluster center; the nearest-neighbor cluster is designed according to the geometric distribution of objects. The work presented in Reference [29] evaluates the performance of a set of internal clustering indices regarding a specific structural characteristic. Particularly, it deals with data sets whose clusters present asymmetry in their geometries. The work by Nerurkar et al.\textsuperscript{30} focuses on the use of internal validation criteria, in particular the BetaCV and Dunn internal indices, as cost functions of swarm optimizers. In a similar way, Reséndiz, Castro, and Leal\textsuperscript{31} propose the use of clustering validation indices and maximum entropy as cost functions to quantify the quality of automatic image segmentation. A recent paper by Xu et al.\textsuperscript{18} proposes a unified validity index framework for complex data structure using hierarchical clustering.

Finally, we have studied in depth the closest recent papers that deal with internal CVIs that use the concept of density and analyzed the main differences with our proposal. Hu and Zhong\textsuperscript{32} design a new robust density-involved distance measure. They then define an internal validity index based on this separation measure using minimum spanning trees. The index does not measure the separation of the clusters by their global densities but the similarity between two particular objects, which is the main difference with our approach. In fact, the artificial data sets used to test the index performance present very small adjacency between clusters, mostly defined by spherical and elliptical geometries. A new Local Cores-Based Cluster Validity (LCCV) index is proposed by Cheng et al.\textsuperscript{33} Local cores, with local maximum density, are selected as representative points. A neighbor-based local density is defined and then the graph-based distance is used to evaluate the dissimilarity between local cores. The index has been shown to be effective for data sets that contain clusters with arbitrary shapes, but it does not apply to contiguous or overlapping clusters. In a more recent paper by the same authors,\textsuperscript{34} they use local density peaks to represent the whole data set and define a shared neighbors-based distance between local density peaks to better measure the dissimilarity between objects on varied data. Similarly, Xie et al.\textsuperscript{35} propose a density-core-based clustering validation index with a minimum spanning tree to solve the problem of noisy and arbitrary-shape clusters. In Reference [36], a new version of the Davies–Bouldin index uses a cylindrical distance to estimate the degree of separation between clusters. This distance definition captures the data density in a limited region of the space around straight line segments that connect the clusters centroids.

Therefore, to the best of our knowledge, density has been hardly included in the definition of internal clustering validation indices. That is why we propose to use this measure to define a new clustering validation measure to deal with different density and/or size contiguous clusters.
3 | NEW DENSITY-BASED APPROACH AND CDR DENSITY-BASED INTERNAL INDEX

Traditional clustering considers clusters as compact, well-separated clouds of data, with more or less complex geometries. For this reason, internal validation indices are mainly defined in terms of compactness and separability, and classified according to the way these two criteria are combined. However, Zahn\textsuperscript{37} proposed the so-called density gradient problem. He worked with a family of graph–theory algorithms based on the minimal spanning tree that is capable of detecting different types of cluster structures in arbitrary data sets. This framework is shown in Figure 1 (left), where the clusters are represented as two adjacent homogeneous regions; the main difference between them lies in density rather than in distance. Zhong et al.\textsuperscript{38} continued with this approach using an algorithm that generated the minimal spanning tree in two steps: first to detect separated clusters and then adjacent clusters.

Inspired by this density gradient problem, we have extended it and proposed a new clustering paradigm that allows us to define internal validation indices that are able to deal with noisy and arbitrary-shape clusters.

This new approach is called Contiguous Region Paradigm. It considers any $n$ number of adjacent clusters. Moreover, it does not impose any restriction on the geometry of the whole data set, allowing the exploration of different spatial data configurations, including non-spherical ones. Besides, it is possible to consider different degrees of overlapping between neighboring clusters.

The clusters are considered as relatively homogeneous data clouds regarding their own density (local density), and they are adjacent to each other (Figure 1, right, three adjacent homogeneous clusters with different densities). The distance of the data to the nearest neighbors is usually used to calculate the density of the cluster. But in homogeneous clusters the distance is similar for all the data. That is why our proposal does not only try to identify the clusters based on the estimated local densities of the data, but also it mainly focuses on capturing the degree of homogeneity of these clouds, that is, the degree of uniformity of the distribution of the data in the feature space, understanding uniformity as a measure of the variability of the local density.

This property, uniformity, is the key factor to identify the clusters and to define the new validation index.

\textbf{FIGURE 1} Density gradient problem (left) (Zahn, 1971)\textsuperscript{37}; contiguous region paradigm with three adjacent clusters (right) [Color figure can be viewed at wileyonlinelibrary.com]
3.1 New internal clustering validation index definition

The new clustering validation measure, called CDR index, identifies the partition that presents the largest difference between the clusters regarding their respective densities, while maintaining the degree of density variation within each cluster the lowest possible.

To measure it, once different partitions (with different number of clusters) have been obtaining by any clustering algorithm, we first obtain the absolute value of the variability of the local densities for each cluster. Then, these variability measures are normalized. Normalization is carried out by calculating the relative variability of the local densities with respect to the average value of each cluster local density. This feature of each cluster is the uniformity.

These normalized density variation values are sorted in increasing order in relation to the number of clusters of their respective partitions. Finally, the partition that shows the greatest relative improvement is selected.

The mathematical formulation of the index definition uses the following nomenclature: $S$ is the input data set, with $n_{\text{tot}}$ objects or points, $x_i$; $g$ is the center of whole data set $S$; $s$ is the number of dimensions of $S$; $k$ is the number of clusters; $C_i$ is the $i$th cluster, $n_i$ is the number of data points in $C_i$, $c_i$ is the center of cluster $C_i$, and $d(x, y) = ||x - y||^2$ is the distance between any two points $x$ and $y$.

**Definition 1.** Local density.

The clusters to be analyzed form a single continuous cloud of data, so to establish a density threshold to distinguish dense from empty regions is no longer useful. It is necessary to calculate the density of each region.

The local density of an object, $x_i$, in the feature space $S$ is defined as the distance to the nearest neighbor, $x_j$, that belongs to the same cluster, expressed as

$$local\_den(x_i)_{x_i \in C_k} = \min \{d(x_i, x_j)\}, \quad \forall \ x_j \in C_k, \ i \neq j,$$

where $d()$ can represent any distance measure, and $C_k$ is the $k$th cluster.

We have selected the Euclidean distance due to its extensive and proven use in the literature on clustering validation measures. In addition, all the internal indices with which the proposal has been compared to use this distance measure as well. When the Euclidean distance is used, it is denoted as $d_e()$. Hence,

$$local\_den_e(x_i)_{x_i \in C_k} = \min \{d_e(x_i, x_j)\}, \quad \forall \ x_j \in C_k, \ i \neq j.$$

**Definition 2.** Density of a cluster.

The average density of a cluster $C_k$ is calculated as the average of all the local densities of the cluster, that is,

$$\text{avg\_den}(C_k) = \frac{\sum_{i=1}^{n_k} local\_den(x_i)}{n_k}, \quad \forall \ x_i \in C_k,$$

where $n_k$ is the total number of data in cluster $C_k$. 
Definition 3. Uniformity.

It measures the degree of local density variation within a cluster. Given a cluster $C_k$, its uniformity is given by

$$unif(C_k) = \begin{cases} \frac{\sum_{i=1}^{n_k} |local\_den(x_i) - \text{avg}\_den(C_k)|}{\text{avg}\_den(C_k)}, & x_i \in C_k, n_k > 1, \\ 0, & n_k = 1. \end{cases}$$

(4)

Thus, the uniformity of each cluster is calculated as the difference between the local density of the cluster and the average of all the local densities of the cluster.

The goal is to find the cluster that presents the smallest variability, that is, the most uniform spatial data distribution. Thus, the lower the value of (4), the greater the uniformity.

Definition 4. Contiguous Density Region (CDR) index.

Given a partition $P^k = \{C_1, ..., C_k\}$ of a data set $S$, with $k$ clusters, the value of the CDR index is defined as

$$CDR(P^k) = \frac{\sum_{i=1}^{k} n_i \ast unif(C_i)}{n_{tot}},$$

(5)

where $n_i$ is the number of data in cluster $C_i$, and $n_{tot}$ corresponds to the total number of data of data set $S$.

Equation (5) represents a weighted sum of the degree of uniformity of each individual cluster. The relative weight of each cluster depends on the percentage of data that belong to the cluster, out of the total number of data of the set. This way, it is guaranteed that the index favors partitions with significant clusters, and discards little relevant clusters, such as those formed by very few data or even a single data.

The goal of this index is to identify the cluster with the highest degree of uniformity regarding the density, so this index must be minimized (as it is usually the case for internal validation measures).

3.2 CDR index calculation

Once these key terms have been defined, the minimum of the CDR index is calculated as follows.

1. Let $R = \{P^1, ..., P^m\}$ be the set of the different partitions generated by any clustering algorithm applied to the $S$ data set. They are sorted according to the number of clusters each one has (from 1 to $m$ clusters). The CDR index is calculated for each of these partitions.

$$CDR(R) = \{CDR(P^1), CDR(P^2), ..., CDR(P^m)\}.$$  

(6)

Figure 2 shows an example of the values of the CDR index for 10 different partitions of a given data set. The horizontal axis represents the number of clusters of each partition, and the vertical axis represents the values of the CDR index. The searching of the local minimum is represented by the red arrow.
The process of finding the minimum index value starts with $CDR(P^2)$ (the smallest solution is the one with at least two clusters), and continues as long as $CDR(P^i) > CDR(P^{i+1})$, where $i$ is the number of clusters of the partition, $1 < i \leq m$. When this condition is no longer met, that is, $CDR(P^i) \leq CDR(P^{i+1})$, the process stops and the first $i$th partitions are selected for later analysis (vertical red line in Figure 2, partitions with up to four clusters).

2. The next step is to measure the relative improvement between two consecutive partitions, $k$ and $k-1$, through the following factor, $CDR_f$, defined as

$$CDR_f^k = \frac{CDR(P^k)}{CDR(P^{k-1})}, \quad k = 2, ..., m. \quad (7)$$

3. Finally, the $j$th partition that has the greatest improvement, that is, the lowest $CDR_f^j$ value (3), is chosen.

$$j : CDR_f^j = \min_m \{CDR_f^2, ..., CDR_f^m\}. \quad (8)$$

As it is possible to see in Figure 2, the partition with the smallest CDR value is not necessarily the one with the best CDR improvement factor. In this case, $P^4$ has the minimum CDR but $P^3$ is the one with the lowest $CDR_f$, that is, the best relative improvement of the index. So, $P^3$ would be selected as the best partition according to the CDR index.

4 | MATERIALS: ARTIFICIAL AND REAL DATA SETS

To test the internal validation measures, initially nine artificial data sets were generated. These synthetic data are used for the validation and design of experiments.\textsuperscript{40} The artificial data sets consist of a single continuous cloud of data in a two-dimensional space which presents regions with different densities. This description allows a wide range of different spatial distributions of the data.

The method of generation of artificial data sets is as follows (Figure 3). Data of the clusters are uniformly distributed in a rectangular grid. The data are placed at the intersections of the lines of the grid. This way a cluster of data linearly spaced with certain density and rectangular shape is obtained. To generate clusters with nonsquare geometries, such as ring-shaped clusters, taking as a starting point the rectangular cluster, two parameters, the outer radius (larger) and the inner radius (smaller) are defined. A mask is applied to remove all the data that are not
within the ring. To build clusters with arc geometry, a linear filter is applied to a ring cluster in such a way as to eliminate the data that are over or under a straight line parallel to any of the axes. The same procedure can be applied to obtain clusters with any desired shape. The density of each cluster may vary.

Figure 3 shows an example of how the artificial data sets are generated.

4.1 Artificial data sets

For the generation of the different configurations of the data, according to the methodology described above, the following two criteria were adopted, where the term class refers to the correct number of clusters, that is, the target partition.

1. Spatial distribution: According to the geometrical distribution of the clusters, the next subcategories are defined:
   i. Linear: Sets of clusters whose spatial distribution follows a straight line.
   ii. Nonlinear: Sets of clusters whose spatial distribution is:
      a. A perpendicular arch: A continuous region of clusters whose shape follows two perpendicular lines.
      b. A matrix: A continuous region of clusters distributed along and across the space, resembling a matrix of clusters.

2. Superposition:
   i. Clusters that are not overlapped: Adjacent clusters with well-separated edges.
   ii. Overlapped clusters: Adjacent clusters with regions partially overlapped.

Combining these two criteria, nine different test sets have been built (Figure 4). In Figure 4, the points with the same color represent a cluster. As it is possible to see, the density of each cluster is different. The description of each data set of Figure 4, from top to bottom, left to right, is given below, where the number followed by \( C \) means the number of clusters.

(a) Linear 2C: two classes, horizontal linear configuration, same area, without overlapping, with 16 and 49 data points, respectively (Figure 4A).
(b) Linear 3C: three classes, horizontal linear configuration, same area, without overlapping, with 16, 49, and 100 data, respectively (Figure 4B).
FIGURE 4 From top to bottom, left to right, artificial cluster configurations: (A) Linear 2C, (B) Linear 3C, (C) Linear 4C, (D) Linear 5C, (E) Matrix 4C, (F) Arc 5C, (G) Overlap 2C, (H) Overlap 3C, and (I) Overlap 4C [Color figure can be viewed at wileyonlinelibrary.com]
(c) Linear 4C: four classes, horizontal linear configuration, same area, without overlapping, with 16, 49, 100, and 169 data, respectively (Figure 4C).

(d) Linear 5C: five classes, horizontal linear configuration, same area, without overlapping, with 16, 49, 100, 169, and 256 data, respectively (Figure 4D).

(e) Matrix 4C: four classes, matrix configuration, same area, without overlapping, with 16, 49, 100, and 169 data, respectively (Figure 4E).

(f) Arc 5C: five classes with a perpendicular arch configuration, same quadrangular area, without overlapping, with 16, 49, 100, 169, and 256 data, respectively (Figure 4F).

(g) Overlap 2C: two classes with a horizontal linear configuration, same quadrangular area, overlapped, with 16 and 49 data, respectively (Figure 4G).

(h) Overlap 3C: three classes with a horizontal linear configuration, same quadrangular area, overlapped, with 16, 49, and 100 data, respectively (Figure 4H).

(i) Overlap 4C: four classes with a horizontal linear configuration, same quadrangular area, overlapped, with 16, 49, 100, and 169 data, respectively (Figure 4H).

### 4.2 Artificial nonlinear data sets

Three different artificial data sets, taken from or inspired by the paper published by Cheng et al., have been also considered. They are highly nonlinear data sets, with different geometries and different data densities. Moreover, as it will be shown, these sets have been evaluated using two different clustering methods: k-means and hierarchical algorithms.

The description of these generated artificial data sets is the following.

(a) **Concentric rings**: One spherical cluster and two concentric ring-shaped clusters with 81, 112, and 180 data, respectively (Figure 5A).

(b) **Simple arches**: Three simple arc-shaped clusters with 90, 182, and 331 data points, respectively (Figure 5B).

(c) **Double arches**: Five alternating double-arch-shaped clusters, with 48, 84, 239, 466, and 572 data, respectively (Figure 5C).

![Figure 5](https://wileyonlinelibrary.com)  
**Figure 5** From left to right, artificial nonlinear cluster configurations: (A) concentric rings, (B) simple arches, and (C) double arches [Color figure can be viewed at wileyonlinelibrary.com]
4.3 | Real data sets

We have also worked with 17 real data sets extracted from the UCI Machine Learning Repository, with different number of dimensions. These 17 widely used real data sets are: *Iris* (3 classes, 4 features, and 150 objects), *Breast Cancer Wisconsin* (Diagnostic) (2 classes, 30 features, and 569 objects), *Wine* (3 classes, 13 features, and 178 objects), *Vertebral Column* (3 classes, 6 features, and 310 objects), *Ecoli* (8 classes, 7 features, and 336 objects), *Haberman’s Survival* (2 classes, 3 features, and 306 objects), *Breast Tissue* (6 classes, 9 features, and 106 objects), *Glass* (6 classes, 9 features, and 214 objects), *Seeds* (3 classes, 7 features, and 210 objects), *Spectf Heart* (2 classes, 44 features, and 80 objects), *Banknote Authentication* (2 classes, 4 features, and 1372 objects), *Connections Bench Sonar* (classes, 60 features, and 208 objects), *Fertility* (2 classes, 9 features, and 100 objects), *Parkinson* (2 classes, 22 features, and 195 objects), *Statlog Vehicle* (4 classes, 18 features, and 846 objects), *Yeast* (10 classes, 8 features, and 1484 objects) and finally, *Steel Plates* (7 classes, 27 features, and 1941 objects).

These sets are frequently used with supervised classification algorithms as they are labeled and the target number of clusters of each real data set is available.

5 | APPLICATION OF THE NEW CDR VALIDATION INDEX TO ARTIFICIAL AND REAL DATA SETS

In this study, the set of partitions $R = \{P^1, \ldots, P^m\}$ has been obtained with the $k$-means clustering algorithm, although any other clustering algorithm can be applied. Indeed, the hierarchical clustering algorithm with “single-linkage” has been also applied to the nonlinear data sets shown in Figure 5. The pseudocode of both algorithms can be found in Appendix A.

The $k$-means algorithm was selected due to its simplicity, its low computational cost in comparison to other clustering algorithms, and because it is the widest used in the internal index literature, and particularly, with the measures we are comparing the results.

The initialization technique of the $k$-means algorithm is $k$-means++, described in Reference [42]. Its goal is to guarantee that the initial seeds of the algorithm are as distant as possible, in such a way as to avoid dividing as much as possible genuine clusters. This procedure begins with a randomly chosen seed. For the remaining data the probability of being chosen as the next seed is calculated using the inverse of the distance to the original seed. This process is repeated until all the seeds have been selected.

For each data set that is going to be tested, up to 14 partitions are generated, starting with a minimum of two clusters up to a maximum of 15 clusters. The target partition is directly aggregated to the set of partitions to be evaluated by the indices replacing the one generated with the correct number of clusters. This makes the evaluation of the index capacity to detect adjacent clusters independent of the clustering algorithm. Previously, each data feature was scaled to the range of 0–100.

The new proposed index is going to be compared with other well-known validation measures. Particularly, the internal indices used in this study are: the Dunn index (Dunn), the Calinski–Harabasz index (CH), the Davies–Bouldin index (DB), the I index, the Xie and Beni index (XB), the Silhouette index (Sil), the SD index, the C index, and the CS index. Their definitions are presented in Appendix B; the detailed development of the expressions of the indices can be found in Reference [2].
All these indices are going to be compared on the same data sets. For each data set, the number of clusters selected by each internal index is registered, considering the 14 partitions previously generated.

The performance of the indices is compared by two criteria:

1. **Hits**: The number of times an index finds the correct number of clusters of the data sets.
2. **Average error**: The average of the absolute value of the difference between the number of clusters found by the index (prediction) and the target number of clusters of each data set (target). It is defined by

   \[
   \text{avg}_{\text{error}} = \frac{\sum_{i=1}^{n}|\text{target} - \text{prediction}|}{n},
   \]

   where \(n\) is the total number of data sets analyzed.

### 5.1 Experimental results with artificial data sets

The results of the experiments on the nine artificial data sets of Figure 4 are shown in Table 1. Each column represents the results of a specific internal index. The first one, CDR, is the one here proposed. The rest of the indices, as defined in,\(^2\) are: Dunn (D), Calinski–Harabasz (CH), Davies–Bouldin (DB), the I index (I), Xie and Beni (XB), Silhouette (Sil), SD index, C index, and CS index.

The bolded values show the hits, that is, when the number of clusters predicted for the index matches the target number of clusters. The values underlined represent that the index has predicted a number of clusters that only differ in one from the correct one. The last two rows show the total number of hits (\(H\)) and the average error (\(E\)) of each index. As it can be

| Set | Target | CDR | SD | XB | Sil | I | Dunn | CH | DB | C | CS |
|-----|--------|-----|----|----|-----|---|------|----|----|---|----|
| 1   | 2      | 2   | 6  | 2  | 2   | 4 | 14   | 6  | 5  | 15  | 14 |
| 2   | 3      | 3   | 3  | 2  | 2   | 4 | 14   | 2  | 2  | 14  | 11 |
| 3   | 4      | 4   | 3  | 2  | 2   | 4 | 11   | 3  | 2  | 14  | 14 |
| 4   | 5      | 5   | 3  | 2  | 2   | 3 | 12   | 4  | 2  | 14  | 3  |
| 5   | 4      | 4   | 4  | 3  | 3   | 14| 13   | 10 | 14 | 12  |
| 6   | 5      | 5   | 5  | 3  | 2   | 3 | 5    | 4  | 2  | 15  | 5  |
| 7   | 2      | 2   | 5  | 6  | 7   | 13| 7    | 7  | 15 | 7   |
| 8   | 3      | 3   | 2  | 2  | 2   | 6 | 14   | 2  | 7  | 14  | 15 |
| 9   | 4      | 4   | 2  | 2  | 2   | 5 | 15   | 2  | 2  | 15  | 15 |
| \(E\) | 0.00  | 1.44 | 1.67 | 1.89 | 1.89 | 8.89 | 2.78 | 3.22 | 10.89 | 7.56 |
| \(H\) | 9     | 3   | 2  | 1  | 1   | 1 | 0    | 0  | 0  | 1   |

Abbreviations: C, C index; CDR, Contiguous Density Region; CH, Calinski–Harabasz; CS, CS index; Dunn, Dunn index; DB, Davies–Bouldin; I, the I index, SD, SD index; Sil, Silhouette; XB, Xie and Beni.
seen, the new proposed CDR index shows a much better performance than the other indices regarding both criteria. Indeed, whenever traditional indices perform well, the same happens with the new internal CDR index, as shown in Figure 6. However, the opposite is not always the case, which proves the greater capacity of generalization of the new approach. In this sense, this internal measure is able to capture the structure of the data even when they form clouds of data with a certain level of overlap.

5.2 Comparison of different clustering algorithms with artificial nonlinear data sets

The three nonlinear data sets shown in Figure 5 were used to evaluate the internal indices applying both clustering algorithms, k-means and hierarchical. The procedure was the same described before. Partitions from 2 to 15 clusters were generated. Results are presented in Table 2, for the k-means algorithm, and Table 3 for the hierarchical clustering algorithm.

Figure 7 shows the average error obtained for each of the tested indices and the matches with the target number of clusters when the k-means algorithm is applied.

In Figure 8 the average error obtained for each of the tested indices and hits with the hierarchical clustering algorithm are presented.

As it is possible to see in Figures 7 and 8 and Tables 2 and 3, the new index finds the right partition, whatever the clustering algorithm applied, and results surpass the other measures.
The results of the experiments on the 17 real data sets are shown in Table 4. Again, the values are bolded when the result matches the target number of clusters, and underlined when the difference is only by one. The last two rows show the number of hits ($H$) and the average error ($E$). As it can be seen, the new proposed CDR index shows better performance than the other indices regarding both criteria.

| Set       | Target | CDR | SD | XB | Sil | I   | Dunn | CH  | DB | C  | CS |
|-----------|--------|-----|----|----|-----|-----|------|-----|----|----|----|
| Rings     | 3      | 3   | 4  | 2  | 2   | 5   | 2    | 15  | 2  | 2  | 15 |
| Arcs      | 3      | 3   | 3  | 2  | 2   | 2   | 2    | 3   | 3  | 2  | 3  |
| Double arcs | 5   | 5   | 4  | 3  | 3   | 3   | 2    | 4   | 3  | 6  | 3  |

$E$ = 0.00 0.67 1.33 1.33 1.67 1.33 4.33 1.33 0.67 5.00

$H$ = 3 1 0 0 0 1 1 0 1 0

Abbreviations: C, C index; CDR, Contiguous Density Region; CH, Calinski–Harabasz; CS, CS index; Dunn, Dunn index; DB, Davies–Bouldin; I, the I index, SD, SD index; Sil, Silhouette; XB, Xie and Beni.

Figures 7 and 8 illustrate the performance of the internal indices with the $k$-means and hierarchical clustering algorithms, respectively.

5.3 Experimental results with real data sets

The results of the experiments on the 17 real data sets are shown in Table 4. Again, the values are bolded when the result matches the target number of clusters, and underlined when the difference is only by one. The last two rows show the number of hits ($H$) and the average error ($E$). As it can be seen, the new proposed CDR index shows better performance than the other indices regarding both criteria.
Real data sets are more complex, data configurations are more varied, and also clusters are more different in shape and size. That is why in this case, as expected, the error is not zero in any case, neither with the CDR index (Figure 9). However, the number of hits of the proposed index is 6 out of 17, although in five of the wrong cases it was very close to the ideal value (±1).

TABLE 4  Experimental results with real data sets

| Set     | Target | CDR | SD | XB | Sil | I  | D  | CH | DB | C  | CS |
|---------|--------|-----|----|----|-----|----|----|----|----|----|----|
| B. N.   | 2      | 2   | 5  | 4  | 15  | 3  | 2  | 5  | 15 | 15 | 15 |
| Br. C.  | 2      | 2   | 3  | 2  | 2   | 2  | 3  | 2  | 2  | 15 | 11 |
| Br. T.  | 6      | 2   | 3  | 2  | 2   | 2  | 2  | 2  | 11 | 11 | 11 |
| V. Co.  | 3      | 2   | 5  | 2  | 10  | 15 | 2  | 13 | 15 | 13 | 13 |
| C.B.S.  | 2      | 3   | 4  | 3  | 9   | 3  | 3  | 15 | 15 | 15 | 15 |
| Ecoli   | 8      | 3   | 4  | 3  | 3   | 6  | 3  | 12 | 3  |    |    |
| Fert.   | 2      | 2   | 12 | 12 | 4   | 4  | 4  | 12 | 15 | 12 | 12 |
| Glass   | 6      | 2   | 7  | 2  | 2   | 2  | 8  | 2  | 15 | 14 | 15 |
| H. S.   | 2      | 2   | 6  | 11 | 11  | 3  | 3  | 4  | 11 | 15 | 11 |
| Iris    | 3      | 2   | 2  | 2  | 2   | 2  | 2  | 2  | 2  | 15 | 11 |
| Park.   | 2      | 3   | 9  | 3  | 4   | 14 | 3  | 14 | 12 |    |    |
| Seeds   | 3      | 4   | 2  | 2  | 2   | 11 | 2  | 12 | 2  |    |    |
| Heart   | 2      | 2   | 15 | 15 | 4   | 12 | 4  | 13 | 14 | 12 | 12 |
| Vehicle | 4      | 2   | 2  | 2  | 2   | 10 | 2  | 2  | 15 | 10 |    |
| Plates  | 7      | 5   | 10 | 2  | 2   | 2  | 2  | 10 | 12 | 13 |    |
| Wine    | 3      | 3   | 2  | 2  | 2   | 12 | 2  | 3  | 12 | 3  |    |
| Yeast   | 10     | 2   | 3  | 3  | 2   | 6  | 11 | 2  | 14 | 11 |    |

**E**  1.77  3.77  3.94  4.71  2.53  5.06  2.35  5.47  9.24  6.94

**H**  6  1  1  1  1  1  1  1  1  0  1

Abbreviations: C, C index; CDR, Contiguous Density Region; CH, Calinski–Harabasz; CS, CS index; D, Dunn; DB, Davies–Bouldin; I, the I index, SD, SD index; Sil, Silhouette; XB, Xie and Beni.

**FIGURE 9**  Average error rate (right); success rate (left) of the internal indices [Color figure can be viewed at wileyonlinelibrary.com]
This leads to the conclusion that in 11 out of 17 data sets (65% of the tests) the CDR index had a correct performance or very close to it, which is also confirmed by its low average error in comparison to the rest of the internal indices.

Analyzing the overall performance of the indices some conclusions can be drawn from Figures 6 to 9, where the results of the different indices are sorted according to the performance on artificial and real data sets.

The C index gave the worst results, no hits and large average error, both on artificial and real data sets. This may be due to the fact that this index is based on the sum of the Euclidean distances between all the pairs of data of the respective clusters. The total number of data pairs tends to decrease as the number of clusters increases. Since this index must be minimized, it always tends to favor partitions with a high number of clusters.

The CS index also gave bad results on both series of tests. This index calculates the diameter of the clusters as the average of the furthest neighbor. Therefore, the most distant data from the cluster centroid will have a strong influence on the final value. As this value appears in the numerator of the index to be minimized, again it tends to favor partitions with a high number of clusters.

The Dunn index occupies the last ranking positions as well. It calculates the cluster diameter (compactness) as the largest distance between all the data pairs of the cluster, and the distance between clusters (separation) as the smallest distance between a pair of data from both clusters. The diameter decreases faster than the intercluster distance while more clusters are added to the partition. Therefore, the ratio between those measures tends to find a higher number of clusters.

To summarize, the new proposed CDR index performs better than the other traditional internal validation measures it has been compared with. It is able to capture the local density of the data sets, showing a generalization capability when dealing with arbitrary-shape clusters.

In addition, these results also show that density could be used as a key element to differentiate clusters. Indeed, when this characteristic is included in an internal clustering validation index it helps measure the quality of the obtained partitions.

5.4 Computational cost analysis

In this subsection, a comparative analysis of the performance in terms of computational time of the proposed index in relation to the other internal measures has been carried out. The CPU time used by each index in completing a series of experiments was obtained.

It has been evaluated on the artificial data set Linear 5C (Figure 4D), using the k-means clustering algorithm that is mostly used by the other indices. Partitions from 2 to 15 clusters were generated and used. For each index, the time required to select a partition as the optimal one was recorded. The results are presented in Table 5 and Figure 10. The values are ordered from lowest to highest CPU time (seconds).

It is possible to see that the proposed index requires more time than some of the other internal measures, but still not too high. It takes around 4 s with a PC Intel Core i5-3210M 2.50 GHz Processor with 8 GB RAM.

This may be due to the fact the computation of the distance among all points in a cluster is required. However, there are some proposals that address this problem to reduce the computational load, both from the algorithm optimization point of view and from its implementation. Besides, the computational time is not critical in this application.
CONCLUSIONS AND FUTURE WORKS

A new clustering validation measure that captures the spatial pattern of a data set has been defined. The CDR index is based on the uniformity, that has been defined by combining the local density of the cluster and the variation of this density.

The new internal validation CDR measure has been proved to work well with arbitrary-shape clusters that can be adjacent, and even overlapped. It has been applied to artificial and real data sets, with different sizes and shapes, and compared with the results obtained by other traditional validation indices.

In all the cases a better performance has been obtained, in terms of higher matches with the right number of classes of the target partition and smaller average error.

| Index   | Time  |
|---------|-------|
| CH      | 0.2031|
| XB      | 0.3281|
| SD      | 0.3906|
| I       | 0.5625|
| DB      | 0.5781|
| Sil     | 1.2031|
| CS      | 2.2969|
| CDR     | 4.1719|
| C       | 4.5156|
| Dunn    | 7.1719|

Abbreviations: C, C index; CDR, Contiguous Density Region; CH, Calinski–Harabasz; CS, CS index; Dunn, Dunn index; DB, Davies–Bouldin; I, the I index; SD, SD index; Sil, Silhouette; XB, Xie and Beni.

FIGURE 10  CPU time for each index, from the lowest (left) to the highest (right) [Color figure can be viewed at wileyonlinelibrary.com]
This proposal also proves that including the concept of density in the definition of the internal validation index helps measure the quality of a partition more accurately.

As future works, it would be interesting to define new internal evaluation indices that take into account other features of the real data. At least two new challenges can be addressed: first, the definition of new indices based on the proposed paradigm to recognize nonadjacent clusters that present similar density variability; second, to apply this paradigm to define new clustering algorithms. Moreover, it might be worthy to extend the index to sets with different data types or even to work with fuzzy clustering.
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**APPENDIX A**

**A.1 | K-means clustering algorithm pseudocode**

```python
## K-Means clustering
1. Choose the number of clusters (K) and obtain the data points
2. Place the centroids c_1, c_2, ..., c_k randomly
3. Repeat Steps 4 and 5 until convergence or until the end of a fixed number of iterations
4. For each data point x_j:
   - find the nearest centroid (c_1, c_2, ..., c_k)
   - assign the point to that cluster
5. For each cluster j = 1, ..., k
   - new centroid = mean of all points assigned to that cluster
6. End
```

If the number of clusters is not known, the elbow method (based on the within-cluster distance to the centroid) can be applied to obtain it.

**A.2 | Hierarchical clustering algorithm pseudocode**

```python
## Hierarchical clustering
1. Begin with n clusters, each containing one object, number the clusters 1, ..., n.
```

(Continues)
2. Between-cluster distance $D(r, s) = \text{between-object distance of the two objects in } r \text{ and } s$, respectively, $r, s = 1, 2, ..., n$.

3. Let the square matrix $D = (D(r, s))$. If the objects are represented by quantitative vectors we can use Euclidean distance.

4. Find the most similar pair of clusters $r$ and $s$, such that the distance, $D(r, s)$, is minimum among all the pairwise distances.

5. Merge $r$ and $s$ to a new cluster $t$ and compute the between-cluster distance $D(t, k)$ for any existing cluster $k \neq r, s$.

6. Once the distances are obtained, delete the rows and columns corresponding to the old cluster $r$ and $s$ in the $D$ matrix, because $r$ and $s$ do not exist anymore.

7. Add a new row and column in $D$ corresponding to cluster $t$.

8. Repeat Step 4 a total of $n - 1$ times until there is only one cluster left.

9. End

APPENDIX B

B.1 | Internal indices definitions
In the table below the nine internal indices used for comparison purposes are defined. The definition is based on compactness and separation. The notation used in the formula of these measures is as follows. $D$ is the input data set, $n$ is the number of points in $D$, $g$ is the center of whole data set $D$, $P$ is the number of dimensions of $D$, $k$ is the number of clusters, $C_i$ is the $i$th cluster, $n_i$ is the number of data points in $C_i$, $c_i$ is the center of cluster $C_i$, $(C_i)$ is the variance vector of $C_i$, and $d(x,y)$ is the distance between points $x$ and $y$. The next equation defines the total pairs of data within the clusters:

$$n_W = \sum_{C_i \in C} \binom{n_i}{2} = \sum_{i=1}^{k} \frac{n_i(n_i - 1)}{2}.$$
| Index | Compactness | Separation | Definition |
|-------|-------------|------------|------------|
| CH    | \( SSW = \sum_{i=1}^{M} \sum_{j=1}^{n_i} \| x_j - c_i \|^2 \) | \( SSB = \sum_{i=1}^{M} \| c_i - g \|^2 \) | \( CH = \frac{SSB / (k-1)}{SSW / (N-k)} \) |
| I     | \( E_i = \sum_{i=1}^{N} \sum_{j=1}^{N} \| x_i - c_j \|^2, \) \( D_i = \max_{i,j} \| c_i - c_j \| \) | \( I(k) = \left( \frac{1}{k} \times \frac{E_i}{E_j} \times D_i \right)^p \) |
| Dunn  | \( \text{diam}(C_i) = \max_{x,y \in C_i} d(x, y) \) | \( \text{dist}(C_i, C_j) = \min_{x \in C_i, y \in C_j} d(x, y) \) | \( D = \frac{\min \{ \text{dist}(C_i, C_j) \}}{\max \{ \text{diam}(C_i) \}} \) |
| DB    | \( \text{disp}(C_i) = \frac{1}{n_i} \sum_{x \in C_i} d(x, c_i) \) | \( \text{dist}(C_i, C_j) = d(c_i, c_j) \) | \( DB = \frac{1}{k} \sum_{i=1}^{k} \max_{j \neq i} \frac{\text{disp}(C_i) + \text{disp}(C_j)}{\text{dist}(C_i, C_j)} \) |
| SD    | \( \text{Scat}(k) = \frac{1}{k} \sum_{i=1}^{k} \frac{||c_i||}{\text{dist}(C, C)} \) | \( \text{Dis}(k) = \frac{\max_{i,j} \{ \text{Dis}(C_i, C_j) \}}{\min \{ \text{diam}(C_i, C_j) \}} \) | \( SD(k) = \text{Dis}(k, \max) \cdot \text{Scat}(k) + \text{Dis}(k) \) |
| XB    | \( \text{Comp}(C_i) = \sum_{x \in C_i} d^2(x, c_i) \) | \( \text{dist}(C_i, C_j) = d^2(c_i, c_j) \) | \( XB = \sum_{i=1}^{k} \frac{\text{Comp}(C_i)}{n \cdot \min_{i,j} \{ \text{dist}(C_i, C_j) \}} \) |
| Sil   | \( a(x) = \frac{\sum_{x \in C_i, y \in C_j} d(x, y)}{n - 1} \) \( b(x) = \min_{x \neq y} \frac{1}{n} \sum_{x \in C} d(x, y) \) | \( S = \frac{1}{n} \left( \sum_{x \in C} \left( \sum_{y \in C} \frac{b(x) - a(x)}{\max \{ b(x), a(x) \}} \right) \right) \) | (Continues) |
| Index | Compactness | Separation | Definition |
|-------|-------------|------------|------------|
| C     | $S(C) = \sum_{Q_i \in C} \sum_{x_i, x_j \in C_i} d_e(x_i, x_j)$ | $S_{\text{min}}(C) = \sum \min(n_w)_{x_i, x_j \in D}[d_e(x_i, x_j)]$ | $CI(C) = \frac{s(C) - S_{\text{min}}(C)}{S_{\text{max}}(C) - S_{\text{min}}(C)}$ |
| CS    | $diam(C_k) = \frac{1}{|C_k|} \sum_{x_i \in C_k} \max_{x_j \in C_k} [d_e(x_i, x_j)]$ | $\text{separation}(C_k) = \min_{Q_i \in C, i \neq k} \{d(C_k, C_i)\}$ | $CS(C) = \frac{\sum_{C_k \in C} \text{diam}(C_k)}{\sum_{C_k \in C} \text{separation}(C_k)}$ |

Abbreviations: C, C index; CDR, Contiguous Density Region; CH, Calinski-Harabasz; CS, CS index; Dunn, Dunn index; DB, Davies-Bouldin; I, the I index, SD, SD index; Sil, Silhouette; XB, Xie and Beni.