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**Abstract:**  
Nowadays, the mobile communication networks have become a consistent part of our everyday life by transforming huge amount of data through communicating devices, that leads to new challenges. According to the Cisco Networking Index, more than 29.3 billion networked devices will be connected to the network during the year 2023. It is obvious that the existing infrastructures in current networks will not be able to support all the generated data due to the bandwidth limits, processing and transmission overhead. To cope with these issues, future mobile communication networks must achieve high requirements to reduce the amount of transferred data, decrease latency and computation costs. One of the essential challenging tasks in this subject area is the optimal self-organized service placement. In this paper a heuristic-based algorithm for service placement in future networks was presented. This algorithm achieves the ideal placement of services replicas by monitoring the load within the server and its neighborhood, choosing the node that contributes with the highest received load, and finally replicating or migrating the service to it based on specific criteria, so that the distance of requests coming from clients becomes as small as possible because of placing services within nearby locations. It was proved that our proposed algorithm achieves an improved performance by meeting the services within a shorter time, a smaller bandwidth, and thus a lower communication cost. It was compared with the traditional client-server approach and the random placement algorithm. Experimental results showed that the heuristic algorithm outperforms other approaches and meets the optimal performance with different network sizes and varying load scenarios.
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**Introduction:**

Nowadays, the world is experiencing a rapid growth in the size and complexity of communication networks, so the optimization and effectiveness of these networks have become an urgent requirement for network providers in recent times.

In the first decade of the twenty-first century, high-performance data networks such as 3GPP HSPA and 3GPP2HRPD were employed, with increased use of smartphones contributing significantly to the growth of data traffic within large-scale wireless networks.

Fig. 1 shows The Cisco Visual Network Index (VNI) which indicates that global data traffic of future networks will increase threefold in 2022 compared to 2017.

**Figure 1. Cisco Visual Networking Index: Forecast and Trends, 2017-2022**

The techniques used for distributing and replicating contents in traditional Content Distribution Networks (CDN) in terms of copying
content to sites close to clients are insufficient in recent wireless communication networks, especially in case of the large bandwidth required for these networks due to increasing demands of services by clients such as multimedia and video services\(^3\).

The expansion of innovative mobile phone services requires access technologies to enable using of available resources within a very small response time, that cannot be achieved through the current centralized systems, and this trend is expected to continue unabated and to play an important role in the 5G networks for the sake of support for both mathematically complex and time-sensitive services\(^4\).

Note that data traffic continued to increase significantly with the entry of the fifth generation (5G) telecommunications networks into service\(^5\). It is worth noting that the fifth generation is the advanced generation of communication networks capable of providing Internet of Things (IoT) requirements\(^6\).

In order to adapt to the growth of traffic within future networks, more complex infrastructure requirements must be implemented while meeting the quality of provided services.

With the diversity and increasing demand for services in future networks, accessing these services directly from data centers via the Internet may require a large response time due to the long transmission and reception periods (Round Trip Time (RTT)) and congestion over the WAN\(^7\), which gives a negative indication in the case of Time-sensitive applications such as High Quality Video Streaming, Mobile Gaming, Augmented Reality and others.

In order to reduce response time, many researchers have suggested to replicate services close to end users to the edge of the network or the cloud which adds a new hierarchical layer called (Cloudlets) or (Foglets) located between the end user and the central cloud within Mobile Edge Computing (MEC) or Fog Computing research field\(^8\).

Achieving these important and crucial goals requires continuous self-organization and adaptation actions in order to keep pace with ongoing changes while maintaining performance optimized. Self-organizing Networks (SON) is achieved through a range of auto-self-organization functions, and reduction of human intervention in planning, deployment, and maintenance\(^1\).

One of the main important actions in this context is the self-organized service placement. Service placement refers to the problem of selecting the adequate nodes in the network for hosting a service. An ideal placement of service instances (replicas) in a network minimizes the cost of serving clients by decreasing the overall network traffic, the response times and thus the communication cost.

Service can be defined as stated by Service Oriented Architectures (SOA) as a mechanism enables access to a set of capabilities by a specific pre-described interface that forces polices and permissions rules related to this service\(^9\). It is implemented as a software component hosted by one or multiple nodes without any prior knowledge about the requesters of this service. In communication networks, service could be considered as an abstraction of applications hosted by the BS node and requested by mobile users. Those services vary between video streaming, social gaming, navigation, augmented reality and more. So they require a large bandwidth and smaller response times which could be met by caching the associated data, such as required libraries and databases, within locations close to the end users\(^10\).

In this paper, a distributed heuristic-based algorithm for replicating and migrating of service instances within future networks depending on statistical information related to constantly changing network load and topology was presented. Our algorithm introduces a solution to a problem under Ant Colony Optimization (ACO) problems with the aim of finding the optimal location of services by means of ants carrying information about distance and load. Ants lift pheromone values within visited nodes during crossing of requests from one node to another. An agent working on a server node and monitoring the load variations within it triggers a suitable service placement decision coping with the changing conditions, taking into account the stability of the system and the overhead cost resulting from adapting the network to a new configuration with new server nodes or deactivated old ones. Experimental study and results showed that the proposed algorithm achieved an improved performance in terms of meeting the required services within a shorter time, a smaller bandwidth, and thus a lower cost compared to the traditional client-server approach and the random placement algorithm.

The rest of this paper is organized as follows: The theoretical background of service placement problem and its similarity to facility location theory were presented in section two. Section three has introduced a brief review of some prior works related to this issue. The problem statement and the proposed solution have been detailed in section four. Finally, the last two sections concluded the paper and presented future works.
Theoretical Background:
Mathematically, there are lots of problems in common between the service placement issue and facility location theory, which belongs to the field of operations research. This theory tries to solve problems of finding the optimal placement of facilities depending on mathematical models.
Several issues have been studied in this research area, and two of them are related to service placement problem, they are (p-media) and un-capacitated facility location theory.

P-median Problem:
Summarizing the foundation introduced by Reese, the p-median problem can be stated as follows: Given a network represented by a graph \( G = (V, E) \), finding a set of vertices \( V_p \subseteq V \) that \( |V_p| = p \), where \( p \) may be either variable or fixed, and the sum of the shortest distances from vertices in \( V/V_p \) to their nearest vertex in \( V_p \) is minimized.
The p-median for a graph G, is identified as a subset of vertices \( V_p \) that satisfies the relation included in Eq.1:

\[
\forall v_r \in V, \sum_{i=1}^{n} w_r.d(v_i, v_p) \leq \sum_{i=1}^{n} w_i.d(v_i, v_p)
\]

Where:
- \( v_i \in V \) represents the vertices of the graph.
- \( w_i \) is the weight of vertex \( v_i \).
- \( d(v_i, v_j) \) indicates the weight of edge between \( v_i \) and \( v_j \).
- \( d(v_i, v_p) \) represents the shortest path between \( v_i \) and the closest vertex within \( V_p \).
The p-median problem can be formulated as an Integer Program with an objective function as it is shown in Eq.2:

\[
\min w = \sum_{ij} w_{ij}x_{ij}
\]
Subject to:
\( x_{ij} \) is the allocation variable equivalents to 0 or 1
\[
\sum_{j=1}^{|V|} x_{ij} = 1 ; j = 2, \ldots, |V|
\]
\[
\sum_{i=1}^{n} x_{ij} = 1 ; i = 1, 2, \ldots, |V|
\]
\[
\forall i,j = 1, \ldots, n x_{ij} \leq x_{ii}
\]

The Un-Capacitated Facility Location Problem (UFLP):
The Un-Capacitated Facility Location Problem (UFLP) was introduced by Cornuejols, Nemhauser, and Wolsey. This problem tends to decrease the cost or increase the profit resulting from satisfying the demands on a particular commodity by customers. There is, in fact, a fixed cost for deploying the services, and a transportation cost resulting from fulfilling the requested commodities by customers.
If a group of customers \( I \) requires a particular commodity from a range of services distributed among locations \( J \). Placing the service within a location \( j \in J \) entails a fixed cost \( f_j \), while serving the customer \( i \in I \) indicates a cost \( d_{ij} \). The way to solve the UFLP, requires establishing of facilities on a subset of existing locations \( J \subseteq J \) in order to minimize the total cost, while satisfying all requests. Every Client \( i \in I \) fulfills his demands from the facility \( j \) at a low cost, therefore, the whole cost of an optimal provisioning of facilities is given in Eq.3:

\[
\sum_{i=1}^{n} \min_{j\in J} d_{ij} + \sum_{j\in J} f_j
\]
A UFLP problem can be formulated mathematically as follows:
Suppose the allocation variables \( \phi_{ij} \), \( \psi_{ij} \) are declared as follows:

\[
\phi_{ij} = \begin{cases} 
1 & \text{if the service is available} \\
0 & \text{otherwise}
\end{cases}
\]

\[
\psi_{ij} = \begin{cases} 
1 & \text{if the request of service is met} \\
0 & \text{otherwise}
\end{cases}
\]
The Integer Program for this issue is specified in Eq.4:

\[
\min w = \sum_{i=1}^{n} \sum_{j\in J} d_{ij} \phi_{ij} + \sum_{j\in J} f_j \psi_{ij}
\]
Subject to:
\[
\forall i \in I, \sum_{j\in J} \phi_{ij} = 1
\]
\[
\forall i \in I, j \in J \rightarrow \phi_{ij} \leq \psi_{ij}
\]
\[
\forall i \in I, j \in J \rightarrow \phi_{ij}, \psi_{ij} \in \{0,1\}
\]
The solution to this problem is given in Eq.5:

\[
\{ j \in J \mid \phi_{ij} = 1 \} \quad \ldots \quad 5
\]
If the condition $\sum_{j \in J} \phi_j = P$ is added to the UFLP problem, then with a constant cost $f_i = 0$, for every facility $j \in J$, the UFLP problem corresponds to p-median one. The complexity of these problems is NP-hard, and several solutions were proposed to solve them. Depending on the definitions of the k-median and un-capacitated facility location problems, it is obvious that there are excessive matches to the service placement problem. More specifically, service placement problem can be considered as an application of facility location theory to service provisioning in communication networks 14.

Service placement techniques can be categorized into centralized, distributed and hybrid approaches including a wide range of algorithms 15. Centralized approaches depend on central controlling entity contains information about the whole system. It is easy to manage and apply these techniques, but they suffer from single point of failure. Distributed service placement techniques are more reliable and flexible. They depend on local neighborhood information in tacking placement decisions, so they are scalable and applicable to future networks. Hybrid approaches use both centralized and distributed techniques. There are a wide range of algorithms fall under the former techniques.

Relevant Prior Work:

In 2008 Gramoli, Kermarrec and Atlantique, proposed SONDE (Self-Organizing Network Density) algorithm to find the optimal number and locations of servers among the network, by periodically verifying server existence within a node vicinity (h-local neighborhood) and turning the node state from client to server if the last is not found in its neighborhood, while turning the server node into a client if it finds oldest one within its vicinity 16. The number of providers increased (or decreased) if the server node is overloaded (or under loaded). The authors approved that the number of servers stabilizes after a short period of time, and the service requests are met with a low latency and an optimized throughput.

In 2016, Poularakis and Tassiulas stated that traditional methods applied to expand network bandwidth to meet the continuously growing demands for mobile data are expensive, and the alternative approach to overcome this challenge is to replicate objects to edges close to users, so that the response time will be minimized and the throughput will be increased. They showed that this problem is NP-hard and related to knapsack and facility location problems 17.

In 2016, Sahoo, Salahuddin, et al. have studied

the server placement problem in both traditional content distribution networks and emerging cloud-based CDN as well as virtual network function (VNF) based CDN. Researchers have pointed to the proposed multi-objectives algorithms taking into account multiple criteria such as (response time RTT (Round Trip Time), latency, hop-count, link quality, cost, number of servers, number of reconfigurations and network traffic).

They demonstrated that the most appropriate model for solving this problem was the Integer Programming one, and most algorithms relied at 42% on the greedy algorithm, and others based on the heuristic methods at percentage of 6%. The paper summarized the possible guidelines for future visions in the research area of service placement 18.

In 2017, Skarlat, Nardelli, Schulte, et al. introduced a framework for conceptual fog computing. They modeled the service placement problem for IoT applications as an optimization problem, and presented a heuristic solution by genetic algorithm. Their results proved that the communication delays were minimized and resources usage was improved. The optimization problem was solved by different approaches, namely the exact optimization method and its approximation through a greedy first fit heuristic and a genetic algorithm 19.

Albu-Salih and Hosseini Seno in 2018, proposed a new scheme for energy efficient data collection with a deadline time for the Internet of things (IoT) using the Unmanned Aerial Vehicles (UAV). They provided a mixed integer linear programming model (MILP) in order to find an optimal solution to this problem, and then they used a heuristic to solve the time complexity problem. Simulation was performed to compare the performance of the MILP optimization method and the greedy method in different scenarios. The results obtained in the simulation results indicated the optimal performance of the proposed scheme in terms of energy consumption and the number of used UAVs 20.

In 2019, Selimi, Cerdà-Alabern, Freitag, et al. proposed a fast heuristic algorithm called BASP (Bandwidth and Availability-aware Service Placement) in community networks (CNs) that react quickly to changing conditions based on leverage state information in tacking placement decision. They compared their algorithm with random placement one in the biggest CN world- wide (Guifi.net) and showed that their algorithm outperforms the random placement by 2x gain in bandwidth 21.

In 2019, Mueller-Bady, Kappes, Medina-Bulo et al. developed a heuristic technique based on
effective hybrid search using the high arithmetic capability of the greedy local search method to find the optimal locations and numbers of the monitoring nodes among communication networks, thus achieving an optimized performance while adapting to changes in the network topology 22. They stated that this method works well when reacting to network changing conditions and when deploying millions of nodes compared to various evolutionary algorithms (EA).

Donassolo, Fajjari, Legrand, et al. in 2019, have introduced micro services placement problem in IoT as an optimization problem. They proposed an Optimized Fog Service Provisioning strategy (O-FSP) and proved the acceptance of this solution with respect to the cost and consumed resources compared with some traditional aspects such as Best-fit algorithm 23.

Problem Statement and Proposed Solution:
For a representative graph of the network 

\[ G = (V, E) \]

where vertices \( V \) corresponds to nodes in future networks, while the edges \( E \) between them represent the links, so that \( E \subseteq V \times V \) 24.

1. For \( x_{ij} \) denotes a decision variable that indicates the allocation of vertex \( V_j \) to vertex \( V_i \):

\[ x_{ij} = \begin{cases} 1 & \text{If } v_i \text{ was assigned to } v_j \\ 0 & \text{Otherwise} \end{cases} \]

2. Each service type \( S_i \) has number of replicas due to changing conditions of load and topology. When a client issues requests for a service \( S_i \), the look up or service discovery process returns the nearest server node as indicated in Eq.6:

\[ \eta(s,c) = \arg \min_{h \in H} d_{h,c} \]

Where \( d_{h,c} \) is the distance between client \( c \) and server host \( h \).

3. The cost function with respect to the client demand bandwidth and the distance is represented in Eq.7:

\[ C_{clients}(s,h) = \sum_{c \in C_{i,s}} d_{\eta(s,c)} \delta(s,c) \]

Where:
- \( d_{\eta(s,c)} \) is the shortest virtual distance between client and server in terms of hop count.
- \( \delta(s,c) \) is the bandwidth of client demand.

It is obvious that reducing the virtual distance between clients and servers plays vital role in minimizing the overall communication cost.

4. No global knowledge of the network topology is available.

5. Finding the optimal placement of services in the network is NP-hard problem.

To solve this problem, a heuristic-based distributed algorithm has been proposed tackling into account statistical information relevant to the load and network topology in order to find the optimal number and locations of service replicas, and thus minimizing the communication cost and retaining quality of service.

Cost Model:
Given a set of network nodes \( N \). Each one is capable of hosting a set of services \( M \) with a maximum capacity \( S_i \) byte. Every client \( n_j \) requests the service of size \( b_m \) bytes at a probability \( P_m \) and rate \( \lambda_i \), where \( m \in \{1,2,......M\} \). The allocation variable is stated as follows:

\[ x_{im} = \begin{cases} 1 & \text{if service is available in } n_j \\ 0 & \text{otherwise} \end{cases} \]

Within a constraint:

\[ \sum_{m=1}^{M} b_m x_{im} \leq S_i \]

The object of this integer problem is to serve a client from the closest server i.e. the number of hops crossed by the request is as small as possible. Suppose that each service is available on origin server \( O_m \). \( X_m \) refers to the availability of origin copy of a service within the server node. The average number of hop counts the request traversers from a client to a server is given Eq.8:

\[ C_i(X) = \sum_{m=1}^{M} P_m d_{im}(X) \]

Where:

\( d_{im}(X) \) is the smallest distance crossed to get the service \( m \) from a node \( n_i \) when the placement configuration \( X \) takes a place.

The service is available either within the origin node or within another node hosting a replica of a service, but the client request is always forwarded to the closest server node, then with a total request rate \( \mu = \sum_{i} \lambda_i \), the average number of hops for all nodes is given in the following:

\[ C(X) = \frac{1}{\mu} \sum_{i=1}^{N} \lambda_i C_i(X) \]

\[ = \frac{1}{\mu} \sum_{i=1}^{N} \sum_{m=1}^{M} \lambda_i P_m d_{im}(X) \]
\[ \sum_{i=1}^{N} \sum_{m=1}^{M} S_{im} d_{im}(X) \]

Where: \( S_{im} = \frac{\lambda_i P_m}{\mu} \)

And the placement \( X \) is taken under the constraint:

\[ \sum_{m=1}^{M} b_{m} x_{im} \leq S_{i}, \quad i = 1, \ldots, I \]

For a large number of server nodes and services, it is difficult to find the optimal solution to this problem, and it is NP-complete.

NP-completeness can be proved by formulating this problem as an optimal integer program, and then proving that the knapsack problem is reduced to it. Since a service placement problem is NP-hard, finding the optimal solution is infeasible, and could be achieved by heuristic methods.

**Heuristic Algorithm:**

In this paper, a proposed algorithm based on ant behavior was presented. Ant Colony Optimization (ACO) is popular meta-heuristic evolving algorithms that are used to generate solutions near to optimal one for a large diversity of optimization problems.

Similar to Ant-Colony Optimization problems, communications between nodes are achieved by lifting cues in the environment as an alternative to messages exchange.

The overall process is divided into two phases:

- **Initialization phase:** In this phase, the server nodes notify others about their existence. When the client node receives these messages, it stores the service information (service ID, location, service priority, data rate, packet size, number of packets) within its own memory in order to look it up during service discovery phase before issuing requests. It is possible to implement the service discovery component within specific nodes spread among multiple network partitions, then the demand for services starts with issuing service discovery request to a neighbor node responsible for sending a reply with the id of suitable server hosting the requested service.

- **Operation phase:** The clients start issuing requests of services after selecting the closest server node in the service discovery phase. When the autonomous server node starts, it employs an agent responsible for monitoring the load within it, and then when the server is overloaded, it selects the appropriate node to which the service will be replicated or migrated.

The following section details how the algorithm works:

Our proposal indicates a bio-inspired ant based algorithm that depends on load statistical information saved in pheromone tables within the nodes. The pheromone value in this case refers to the traffic size (in terms of bytes) generated by the clients and crossing the node i.e. ants travel from one node to another depositing the amount of load within it. It can be said as an imitation of ant algorithm, that the service denotes a source of food while the requests generated by clients represent the ants. Whenever a new packet crosses the node, a pheromone value of its size is left within it. The pheromone value is updated due to Eq.9:

\[ P_{s}(t + 1) = \frac{P_{s}(t) + \delta \dot{P}(h)}{1 + \delta \dot{P}(h)} \]

Where \( \delta \dot{P}(h) \) is the change in pheromone value, and \( P_{s}(t) \) is the size of traffic at time \( t \).

When the server node is overloaded for a period of time, i.e. the number of requests (and consequently the traffic byte size) bypass a specific threshold, it automatically decides to replicate or migrate a service to a new node in case of sufficient resources to host the service are available within it. The selected node is the last hop that contributes the maximum amount of load within a server neighborhood.

The decision of migrating the service or replicating it, is subject to the following rules:

- **Migration Rule:** The migration rule says: migrate the service to a node \( n \), if the number of requests (load) coming from this node is greater than the sum of all requests coming from all other nodes belonging to server neighborhood.

- **Replication Rule:** Given a replication radius \( \eta \), the replication rule says: replicate a service to a neighbor node \( n \) if this node averages a request path length of at least \( \eta \) and contributes the highest request flow.

The function used to calculate the communication cost between clients and servers depends on the load (in terms of bytes) and the crossed distance (in terms of hop count) (Table 1). The Pseudo Code of the proposed algorithm is presented in the next section (Table 2).
Table 1. Communication Cost between Clients and Servers

| Function 1. Calculate Communication Cost |
|------------------------------------------|
| Calculate_Cost (C, node_{cur})          |
| **Require**: C(List of clients nodes requesting the service), node_{cur} (Current node hosting service) |
| cost ← 0                                |
| for u ∈ C do                            |
|   π(u) ← get-client_load(u)             |
|   h(u) ← get-hop-count (u)              |
|   cost ← cost +π(u) * h(u)              |
| end for                                  |
| return cost                              |

Table 2. The Pseudo-Code of the proposed Algorithm

**Algorithm 1. Heuristic Algorithm**

**Require**: The network nodes N, the neighbor list of each node, the clients demands for each service s by node n, the size and the synchronization ratio of the service, hop counts(distances) between nodes.

**Output**: Optimal service configuration(placement) for u ∈ N do

if (provider (u)) do
  if(IsOverld(u) and period > μ)
    Cost_{current} ← Calculate_Cost (C, u)
    R ← Get_Replica-Node()
    If(R ≠ _eof)
      Cost_{new} ← Calculate_Cost (C_R, R) + RepCost +
    SyncCost
    If(Cost_{new} < Cost_{current})
      Replicate (u,R)
      End if
  Else
    G ← Get_Migration-Node()
    If(G ≠ _eof)
      Cost_{new} ← Calculate_Cost (C_G, G) +
    MigCost
    If(Cost_{new} < Cost_{current})
      Migrate (u,G)
      Deactivate(u)
      End if
  End if
End if
Else
  G ← Get_Migration-Node()
  If(G ≠ _eof)
    Cost_{new} ← Calculate_Cost (C_G, G) +
  MigCost
  If(Cost_{new} < Cost_{current})
    Migrate (u,G)
    Deactivate(u)
    End if
End if
end for

The proposed algorithm requires the following information as input. First, the neighbor list of each node which is calculated periodically during the simulation and stored in a vector within a node. Second, the clients demand for each service and hop counts (distances) between nodes are updated by the server node as a new request is received. Finally, the synchronization ratio of the service is supposed to be as a percentage of the total traffic.

Each packet comes from the client brings the virtual distance value (hop counts) between the client and the server nodes, so the communication overhead caused by one packet is given by multiplying the packet size value with this distance value (hop count). As a result, the overall cost is given by the sum of all cost values related to packets in the request. The decision to replicate or migrate is made automatically by the node based on the observed statistical information related to clients’ loads and network topology. This information is given in the following:

- Request count.
- Distance (Hop count).
- Address of last hop.
- Data rate(kb/s).
- Packet size(byte)

Additional amount of information is taken into account based on statistics related to a subset of last-hop nodes forwarding requests to servers. One of these nodes is elected to host a service replica. The last-hop nodes statistics are listed in the following:

- Packet count: refers to total number of packets traversing the node.
- Total bytes: stands for the total size of traffic traversing the node in bytes.

When the server node is overloaded for a period of time, it tries to find a replication target node. If the last is found depending on the rule described above, the agent in the server calculates the new cost resulting from deploying the service within the new node in addition to replication and synchronization costs. The placement decision is taken into account if the new cost is less than the old one. If the replication process is not accomplished, the origin node tries to migrate the service to another node if the new resulting cost with that node in addition to migration cost is less than the old cost.

When the decision of replicating or migrating is made by the server node, the clients are notified about the new location of the service.

If the server node is under loaded for a specific period of time, it is shut down and removed from the clients’ memories.

**Materials and Methods:**

The proposed algorithm was implemented in Ns-3 Network Simulator. Ns3 is a simulator for discrete-event network and Internet systems written in multiple languages (C++/OTcl) 27. Ns3 is:

- Open source licensing (GNU GPLv2) and development model.
- Python scripts or C++ programs.
- Satisfies configuration with real systems (device driver interfaces, sockets) and also
In our evaluation, the advantages of our heuristic service placement algorithm over the traditional client-server approach and the random placement algorithm was quantified. The network was simulated of different sizes (in terms of number of nodes) and under different load scenarios.

Table 3 shows a set of simulation parameters used in the experiments:

| Parameter                               | Value                                      |
|-----------------------------------------|--------------------------------------------|
| Area                                    | $1000 \times 1000$ m$^2$                  |
| Network Topology                        | Nodes are Randomly placed within a grid    |
| Mobility Model                          | Random Way Point                           |
| Position of nodes                       | Randomly placed                            |
| Number of Nodes                         | $(25,40,50,80)$                            |
| Number of Servers                       | 10% of total initially                     |
| Clients locations and demands           | Random                                     |
| Number of Services types with different loads (requests) | 5                                           |
| Message Length                          | 1040 bytes                                 |
| Default Data Rate                       | 1Kbps                                      |
| Simulation Time                         | 30 min.                                    |

Results and Discussion:

The network was simulated for different sizes of nodes $(25,40,50,80)$ that are randomly placed within a grid and for different load scenarios. Each node has a radio link to each of its direct neighbor nodes. It was supposed that the network offer 5 different types of services distributed initially within 10% of total nodes. A single service instance of each service type is started on randomly selected nodes. The network was simulated for 30 minutes, and obtained the results from aggregated 15 runs. After a configuration time all clients nodes issue requests with specific data rates at 1Kbps and maximum number of packets. This number of packets is not unified for all clients. It was supposed that for each client node the number of requests equals to the remainder of dividing the node ID by 10. The placement algorithm is triggered on a node once it starts playing its role as a server. When a migration or a replication decision is made, a specific amount of bytes is transferred from source to destination. The size of transferred service state was assumed to be 50KB, and in case of replication there is a synchronization traffic of 20% of total traffic. So that the cost of synchronization was calculated by multiplying this percentage by the cost of communication between replicas which in turn stated as the product of distances between replicas with the demands traffic.

In our experimental study, the advantages of our placement algorithm over the traditional client-server approach and the random placement algorithm was measured. The results showed that the average distance of service requests between client nodes and server ones decreases with the proposed algorithm due to creating of a proper number of service replicas. Fig. 2 represents graphically the average hop count travelled by client requests in case of applying our heuristic placement algorithm, random placement algorithm, and traditional client-server model with different network sizes (different number of nodes).

![Figure 2. Average travelled hop count against network size.](image)

As it is shown in Fig. 2, it is obvious that our placement algorithm outperforms the two other approaches as it reduces the distances travelled (hop count) by clients requests to reach server nodes.

Fig. 3 and Fig. 4 show that our service placement algorithm also minimizes the round-trip time compared to other approaches for different network sizes and loads.

![Figure 3. Average Round Trip Time against different network sizes.](image)
The communication cost was also evaluated between clients and servers in terms of consumed bandwidth and hop count, and then represented graphically in Fig. 5 for different network sizes and in Fig. 6 for different network loads.

![Figure 4. Average Round Trip Time against different network loads.](image)

In the following, Fig. 7, represents the Packet Delivery Rate between clients and servers for different network sizes. The heuristic algorithm achieves delivery of packets between sources and destinations at rates higher than the two other approaches. Hence, the result can then be summarized as our proposed algorithm fulfills a quality of service requirements and reliability over the whole network, so services are constantly available and an optimized performance was successfully achieved with minimized cost.

![Figure 5. Communication Cost against different network sizes.](image)

![Figure 6. Communication Cost against different network loads.](image)

![Figure 7. Packet Delivery Ratio against different network sizes.](image)

Finally, the efficiency of the pervious approaches was estimated taking into account the time cost. It was shown that the client-server model approach has constant time complexity $O(1)$, while the random algorithm takes linear time $O(N)$ to be executed. The proposed heuristic algorithm takes time complexity of $O(N*M)$ which is multi-linear.

Finally, the obtained results conclude that the proposed service placement algorithm decreases the overall communication cost and improves the service quality (via minimizing RTT).

**Conclusion:**

In this paper, a bio-inspired algorithm for placement of services in future networks was developed. This algorithm is based on ant behavior depending on statistical information of load and continuing changing topology of the network. When the server node is overloaded a decision of replicating or migrating services to neighbor nodes is taken into account minimizing the hop counts travelled by clients requests, round trip time, overall network traffic and hence the cost of communication between clients and servers. The performance of our algorithm was evaluated in Ns-3 network simulator and compared with the random placement algorithm and the traditional client-server approach. Experimental results showed that the new algorithm outperforms other approaches and satisfies packet delivery at higher rates, with
minimized communication cost, so that the quality of service is met and the network became more reliable and safe against failures due to replicating or migrating of services to other server nodes.

The simulation results proved that our algorithm satisfies service provisioning in future networks with an optimized performance and acceptable level of communication cost.
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الخلاصة:

تتماشى شبكات الاتصالات المحمولة في الوقت الحاضر جزءًا من الامتياز في حياة اليومية من خلال الكميات الهائلة من البيانات التي يتم تدفقها عبر أجهزة الوصول من مختلف الحواسيب، ويتعلق بشكل كبير مع متطلبات المحمولة من أجل معالجة وتخزين وملاحة البيانات. ومن أجل التعامل مع هذه المعالجات، يجب أن تقوم شبكات الاتصالات المستقبلية بإدارة البيانات وتقسيم موارد الاتصالات في الشبكات المحمولة باعتبارها مناسبة فيVision وتقنية الأداء الأمثل. يتم ذلك من خلال محاولات النقل إلى محاكاة التفاعلات، وتعزيز الأداء المحترف، وزيادة كفاءة الحساب، وتحسين النواحي المادية للشبكة في التحسينات ذاتية التأقلم في الشبكات المستقبلية.

مع خوارزمية استدلالية موزّعة لتهجير ونسخ الخدمات ذاتية التأقلم في الشبكات المستقبلية، يتم تبادل الخدمات المحمولة بشكل متنامي مع أولويات الفصل، وتحقيق التوازن في الشبكات المحمولة باستخدام تقنيات التأقلم ذاتية التأقلم في الشبكات المستقبلية.
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