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Abstract

Despite the long history of spectroscopic studies of the C$_2$ molecule, fundamental questions about its chemical bonding are still being hotly debated. The complex electronic structure of C$_2$ is a consequence of its dense manifold of near-degenerate, low-lying electronic states. A global multi-state diabatic model is proposed here to disentangle the numerous configuration interactions within four symmetry manifolds of C$_2$ ($^1\Pi_g$, $^3\Pi_g$, $^1\Sigma_u^+$, and $^3\Sigma_u^+$). The key concept of our model is the existence of two “valence-hole” configurations, $2\sigma^2_g2\sigma^1_u1\pi^3_u3\sigma^2_g$ for $^1,^3\Pi_g$ states and $2\sigma^2_g2\sigma^1_u1\pi^4_u3\sigma^1_g$ for $^1,^3\Sigma_u^+$ states that derive from $3\sigma_g \leftarrow 2\sigma_u$ electron promotion. The lowest-energy state from each of the four C$_2$ symmetry species is dominated by this type of valence-hole configuration at its equilibrium internuclear separation. As a result of their large binding energy (nominal bond order of 3) and correlation with the $2s^22p^2+2s2p^3$ separated-atom configurations, the presence of these valence-hole configurations has a profound impact on the global electronic structure and unimolecular dynamics of C$_2$. 
1 Introduction

The $\text{C}_2$ molecule is often treated as a classic example in introductory quantum mechanics courses to illustrate the principles of molecular orbital (MO) theory in the linear combination of atomic orbitals (LCAO) approach. Despite the simple chemical composition of $\text{C}_2$, its electronic structure is surprisingly complicated. As a result of the near-degeneracy among multiple electron configurations, the majority of the low-lying $\text{C}_2$ electronic states are poorly described by a single dominant electron configuration. Even its electronic ground state ($X^1\Sigma^+g$), which is the subject of ongoing debates about the chemical bonding nature of $\text{C}_2$, is described by two dominant configurations, at its equilibrium internuclear separation ($R_e$). In comparison, the electronic ground states of most of the other C/N/O diatomic molecules as well as larger “relatives” of $\text{C}_2$ (e.g. acetylene) are dominated by a single configuration. The multi-reference character of $\text{C}_2$ undercuts the utility of MO-theory concepts, such as bond order and dissociation correlation diagrams.

In this paper, we present a diabatic interaction model for the low-lying $1\Pi_g$ states of $\text{C}_2$. This model can be extended to three other symmetry species ($^1\Sigma_u^+$ and $^3\Pi_g$). We hope that our work will create a new framework for discussions of the electronic structure of $\text{C}_2$. Our model for the $1\Pi_g$ states is motivated by observations of unusual energy level patterns in the $C^1\Pi_g$ state, which is the upper state of the Deslandres-d’Azambujia band system ($C^1\Pi_g - A^1\Pi_u$). A diabatic fit model for the $C$ state allows us to account for these strange level patterns, as well as to conclusively invalidate the existence of the Messerle-Krauss band system ($C'^1\Pi_g - A^1\Pi_u$). By treating the configuration mixing as a result of diabatic interactions, the usefulness of simple concepts of bond order and correlation diagrams is restored. Most importantly, the use of the diabatic picture allows us to uncover the specialness of the “valence-hole” configuration in $\text{C}_2$, e.g., $2\sigma_g^22\sigma_u^21\pi_u^41\pi_u^33\sigma_g^2$, which has a triply-occupied valence-core (i.e. $2\sigma_g^22\sigma_u^1$) and no electron in either the $1\pi_g$ or $3\sigma_u$ antibonding orbitals (Fig. 1). This type of valence-hole configuration that derives from $3\sigma_g \leftarrow...$
$2\sigma_u$ electron promotion exists in four symmetry manifolds of $C_2$ ($^{1,3}\Pi_g$ and $^{1,3}\Sigma^+_u$). In all four cases, the valence-hole configuration is the dominant configuration (>70% of the total character) at $R_e$ (∼1.25 Å) of the lowest energy state of each specified symmetry ($C^1\Pi_g$, $d^3\Pi_g$, $D^1\Sigma^+_u$, and $c^3\Sigma^+_u$).²⁻⁴

Valence-hole configuration:

Figure 1: The MO diagram for a valence-hole electron configuration. The long-range correlations between the atomic and molecular orbitals are given by the dotted lines.

The valence-hole configuration is a hitherto neglected feature in the global electronic structure of $C_2$. As a result of the intrinsically large binding energy of the valence-hole states (nominal bond order of 3) and correlation with an atomic fragment channel with a single $2p\leftarrow 2s$ electron promotion (“hole” in the valence-core), the presence of these valence-hole configurations leads to large and systematic disruptions of the global electronic structure of $C_2$.

2 Motivations

In our implementation of H-atom fluorescence action spectroscopy detection of predissociated $S_1$ levels of acetylene,¹⁶ we discovered that one-color, resonance-enhanced ($S_1\leftarrow S_0$), multiphoton dissociation of acetylene leads to efficient production of the $C_2 C^1\Pi_g$ state.¹⁷,¹⁸ In our analysis of the dispersed fluorescence spectra of the photofragments, we were struck by the highly unusual $C$-state vibration-rotation structure. In Figs. 2a-2c, the vibrational energy
spacings ($\Delta G_{v+1/2}$), rotational constants ($B_v$), and centrifugal distortion constants ($D_v$), are shown, respectively, as a function of the $C$-state vibrational quantum number, $v$. The large curvature in the $v$-dependence of these vibration-rotation constants is a clear indication of the presence of strong, systematic perturbations. The early onset of these large curvatures, at $v \sim 3$, which is $>1$ eV below the dissociation limit, implies a strong deviation of the $C$-state potential energy curve (PEC) from a Morse-like potential.

Figure 2: The vibration-rotation constants of the $C_2$ $C^1\Pi_g$ state. (a) Vibrational energy spacings, $\Delta G_{v+1/2}$ (b) Rotational constants, $B_v$ (c) Centrifugal distortion constants, $D_v$ (d) Fit residuals for the vibrational level origins from the B-R model (green dots, Table 1) and valence-hole two-state model (orange crosses, Table S1 of the supplementary text). The error bars in (c) are $2\sigma$ uncertainties of the experimental values.

Ballik and Ramsay\textsuperscript{19} made the insightful comment that, based on the trend of $\Delta G_{v+1/2}$ at low $v$ (the dashed line in Fig. 2a), the zeroth-order $C$ state “wants to dissociate” into the $C(^1D) + C(^1D)$ limit, which is the second lowest possible dissociation channel for a $^1\Pi_g$ state.\textsuperscript{19,20} As $R$ increases, the zeroth-order $C$-state PEC inevitably crosses another $^1\Pi_g$-state
PEC that dissociates into the lowest C(3P)+C(3P) channel. Due to the non-crossing rule, the adiabatic C-state PEC is forced to bend downward toward C(3P)+C(3P). This diabatic two-state interaction model for the C₂ C state is illustrated in Fig. 3a. At a given R, the two adiabatic states (a₁ and a₂) are related to the diabatic states (d₁ and d₂) by the following representation,

\[
\begin{pmatrix}
E_{1}^{d}(R) & H_{12}^{el}(R) \\
H_{12}^{el}(R) & E_{2}^{d}(R)
\end{pmatrix},
\]

where \(E_{1}^{d}(R)\) and \(E_{2}^{d}(R)\) are the diabatic potential energies, and \(H_{12}^{el}(R)\) expresses the electrostatic (\(e^2/r_{ij}\)) interaction between the two diabats. The two adiabatic PECs are obtained by diagonalizing Eq. 1 as a function of R. Unlike an adiabatic state, the electronic character of a diabatic state is not a strong function of R.²¹

The diabatic interaction picture provides a simple, physically intuitive explanation for all of the strangenesses in the C-state vibration-rotation structure. The two-state model, as illustrated in Fig. 3a, is the Ballik-Ramsay (B-R) model. In our implementation of a
Figure 4: The PECs for the lowest-energy $^1\Pi_g$ states from the *ab initio* calculation and our global five-state diabatic interaction model (see Section 3 for details). The *ab initio* potentials are calculated by the density matrix renormalization group (DMRG) method. The diabatic state labeled as $d_2$ in (a) corresponds to the same $d_2$ state in Fig. 3a. Note that the DMRG calculation provides only four roots at each $R$ value. Our global diabatization scheme for the $^1\Pi_g$ states requires a five-state interaction. The qualitatively correct shape for the fifth adiabatic curve in our global interacting diabats model is confirmed by the results from a complete active space self-consistence field (CASSCF) level calculation, which includes this missing fifth root (see Fig. S4a of the supplementary text).

B-R model (see Sections 3.1 for details), the $d_1$ and $d_2$ PECs are both modeled as Morse potentials. The magnitude of the electrostatic interaction matrix element, $H_{12}^{el}$, is assumed to be $R$-independent. The large curvatures in the $v$-dependence of the $C$-state vibration-rotation constants are directly related to the sudden change of slope of its PEC, indicated by the arrow in Fig. 3a. The flattening of the $C$-state PEC is caused by a low-energy curve-crossing between two strongly-interacting diabats. This flattening of the PEC briefly mimics bond dissociation, and leads to the rapidly decreasing $\Delta G_{v+1/2}$ above $v = 3$.

While the B-R model successfully reproduces most of the key spectroscopic anomalies of the $C^1\Pi_g$ state (Figs. 2a-2c), the fit residuals of the model ($\sim2$ cm$^{-1}$ on average) are much larger than the experimental uncertainties ($\sim0.2$ cm$^{-1}$). Upon inspection of the *ab initio* potentials for the lowest four $^1\Pi_g$ states (Fig. 4), we note that a crucial error was
made in the assumption about the dissociation limit of the d₁ state in the B-R model. As indicated by the three dashed circles in Fig. 4, there are three additional avoided-crossings, one on each of the 2nd, 3rd, and 4th PECs. These curve-crossings are all related. Based on the shapes and locations of these avoided crossings, it appears that the d₁ state dissociates into a fragment channel at an energy above C(1D)+C(1S), which is the highest-energy dissociation channel for states of 1Π_g symmetry in which both carbon atoms are in the 2s²2p² configuration.¹⁹,²⁰ The four ab initio PECs in Fig. 4 are well reproduced using a multi-state diabatization scheme that assumes curve-crossings of a single, deeply-bound, diabatic state (d₁, dashed brown) with four other diabats (dashed light-blue). In this model, the d₁ state dissociates into a high-energy, 2s²2p²(3P)+2s2p³(3D) channel, with one 2p←2s electron promotion on one of the carbon atoms. An effective two-state (d₁ and d₂) fit model, which assumes this higher-energy dissociation limit for the d₁ state, significantly improves the numerical accuracy of the model (∼0.4 cm⁻¹ average residual, see Fig. 2d). We will interpret the exceptional stability of the d₁ diabat relative to its dissociation products using the concept of the “valence-hole” configuration. This is the key to our global deperturbation of the diabatic interactions among the lowest five 1Π_g states. This global diabatization scheme, based on the valence-hole concept, is extended to model the electronic structure of the 3Π_g, 1Σ_u⁺, and 3Σ_u⁺ states of C₂.

3 Methods

3.1 Two-state fit model for the C¹Π_g state

The Hamiltonian for the two-state model is constructed in the diabatic basis. The diagonal matrix elements are the zeroth-order electronic-vibration-rotation energies of the two diabats (d₁ and d₂ in Fig. 3a) at a specified J. The off-diagonal, electrostatic interaction matrix
elements between ro-vibronic levels \((v, J)\) of the two diabats are given by

\[
H_{1,v_1,J;2,v_2,J} = \langle \Phi_{1v_1J}^{d} | \hat{H}_{el}^{d} | \Phi_{2v_2J}^{d} \rangle ,
\]

where the diabatic ro-vibronic basis state, \(|\Phi_{iv_1J}^{d}\rangle\), is expressed explicitly as a direct product of the electronic \((\Phi_{i}^{d})\), vibrational \((\xi_{v_i}^{d})\), and rotational \((J)\) wavefunctions.

In the B-R two-state model, the two diabatic PECs are both modeled by a Morse potential,

\[
T_e + D[1 - e^{-\beta(R - R_e)}]^2 ,
\]

where \(T_e, D, \beta, \text{ and } R_e\) are the usual Morse potential parameters. The electronic part of the off-diagonal electrostatic interaction matrix elements (Eq. 2) is assumed to be independent of \(R\),

\[
\langle \Phi_{1}^{d} | \hat{H}_{el}^{d} | \Phi_{2}^{d} \rangle = H_{12}^{el}(R) = H_e .
\]

Under this assumption (which is discussed later in this section), the off-diagonal matrix elements can be simplified to

\[
H_{1,v_1,J;2,v_2,J} = H_e \langle \xi_{v_1J}^{d} | \xi_{v_2J}^{d} \rangle_R ,
\]

where \(\langle \xi_{v_1J}^{d} | \xi_{v_2J}^{d} \rangle_R\) is the vibrational overlap integral between two diabatic ro-vibronic basis states.

With the addition of the term, \(\frac{\hbar^2}{2\mu R^2} [J(J + 1) - \Omega^2]\), to the two diabatic PECs, where \(\Omega = 1\) for the \(^1\Pi\) state, the energies and the vibrational wavefunctions of the two diabats are obtained using the Discrete Variable Representation (DVR) method,\(^{23}\) with an evenly-spaced grid of \(R\) values \((\Delta R = 0.01 \text{ Å})\) for \(0.8 \text{ Å} \leq R \leq R_{\text{max}} = 7 \text{ Å}\). The off-diagonal matrix elements, Eq. 5, are obtained by numerical integration over \(R\) of the product of the DVR vibrational wavefunctions. The eigenvalues of the Hamiltonian are found to converge well, with respect to \(R_{\text{max}}, \Delta R, \text{ and the number of basis states for the two diabats (100 basis elements between ro-vibronic levels \((v, J)\) of the two diabats are given by\(^{21}\) }

\[
H_{1,v_1,J;2,v_2,J} = \langle \Phi_{1v_1J}^{d} | \hat{H}_{el}^{d} | \Phi_{2v_2J}^{d} \rangle ,
\]

where the diabatic ro-vibronic basis state, \(|\Phi_{iv_1J}^{d}\rangle\), is expressed explicitly as a direct product of the electronic \((\Phi_{i}^{d})\), vibrational \((\xi_{v_i}^{d})\), and rotational \((J)\) wavefunctions.

In the B-R two-state model, the two diabatic PECs are both modeled by a Morse potential,

\[
T_e + D[1 - e^{-\beta(R - R_e)}]^2 ,
\]

where \(T_e, D, \beta, \text{ and } R_e\) are the usual Morse potential parameters. The electronic part of the off-diagonal electrostatic interaction matrix elements (Eq. 2) is assumed to be independent of \(R\),

\[
\langle \Phi_{1}^{d} | \hat{H}_{el}^{d} | \Phi_{2}^{d} \rangle = H_{12}^{el}(R) = H_e .
\]

Under this assumption (which is discussed later in this section), the off-diagonal matrix elements can be simplified to

\[
H_{1,v_1,J;2,v_2,J} = H_e \langle \xi_{v_1J}^{d} | \xi_{v_2J}^{d} \rangle_R ,
\]

where \(\langle \xi_{v_1J}^{d} | \xi_{v_2J}^{d} \rangle_R\) is the vibrational overlap integral between two diabatic ro-vibronic basis states.

With the addition of the term, \(\frac{\hbar^2}{2\mu R^2} [J(J + 1) - \Omega^2]\), to the two diabatic PECs, where \(\Omega = 1\) for the \(^1\Pi\) state, the energies and the vibrational wavefunctions of the two diabats are obtained using the Discrete Variable Representation (DVR) method,\(^{23}\) with an evenly-spaced grid of \(R\) values \((\Delta R = 0.01 \text{ Å})\) for \(0.8 \text{ Å} \leq R \leq R_{\text{max}} = 7 \text{ Å}\). The off-diagonal matrix elements, Eq. 5, are obtained by numerical integration over \(R\) of the product of the DVR vibrational wavefunctions. The eigenvalues of the Hamiltonian are found to converge well, with respect to \(R_{\text{max}}, \Delta R, \text{ and the number of basis states for the two diabats (100 basis
states for $d_1$ and 500 basis states for $d_2$).

The assumption of an $R$-independent electronic matrix element (i.e. $H_{12}^{el}(R) = H_e$) does not significantly reduce the numerical accuracy of the two-state fit model. The $H_{1,v_1,J;2,v_2,J}$ matrix elements (Eq. 2) accumulate most of their amplitudes near the $R$-value of the intersection of the two diabats.\textsuperscript{21} Given that the $R$-dependence of $H_{12}^{el}$ is typically weak, these electrostatic interaction matrix elements are more sensitive to the magnitude of $H_{12}^{el}$ at the diabatic curve-crossing region than the exact $R$-dependent form of $H_{12}^{el}$. As discussed in Section S2 of the supplementary text, use of qualitatively different $R$-dependent forms of the $H_{12}^{el}$ matrix element (constant, linearly-increasing, linearly-decreasing, and exponential-decay) leads to only modest changes in the numerical accuracy of the valence-hole two-state model. The average fit residuals range from 0.3 cm$^{-1}$ to 0.5 cm$^{-1}$ for different choices of $H_{12}^{el}(R)$. In addition, all of the derived $H_{12}^{el}$ matrix elements have approximately the same magnitude at the curve-crossing $R$-value of the two diabats, independent of the exact functional form of $H_{12}^{el}(R)$.

Our two-state fit model for the $C^1\Pi_g$ state neglects the effects from both $\Lambda$-type doubling and nuclear-spin statistics. The $C$-state term values that are used as inputs to the fit model are obtained from rotational fits to the experimental observations, with the following expression for the effective term values,

$$F_v(J) = T_v + B_v[J(J+1) - 1] - D_v[J(J+1) - 1]^2.$$\hfill (6)

The two-state fit model is obtained by fitting the eigenvalues of the two-state Hamiltonian to the effective $C$-state term values at $J = 1, 5, 10, 15$, and 20 of the $v = 0 - 8$ levels. The deviations of these effective term values from the observed $C$-state level energies (which are affected by $\Lambda$-doubling) are typically $<0.5$ cm$^{-1}$ for $J \leq 20$. The use of five selected $J$-levels in the two-state fit, instead of the full $J = 1 - 20$ range, does not affect the validity of the fit model, reflecting the weak $J$-dependence for the electrostatic interaction matrix
elements (Eq. 2).\textsuperscript{21} In addition, the use of only five selected $J$-levels significantly increases the computational efficiency during the non-linear fit.

### 3.2 Quantum chemical calculation

The \textit{ab initio} potentials for the $^1\Pi_g$ states in Fig. 4 are obtained using the density matrix renormalization group (DMRG) method with the cc-pVTZ basis. The calculation is implemented in the BLOCK code\textsuperscript{24–28} and the PySCF software package.\textsuperscript{29} The DMRG potential curves for the lowest two $^1\Pi_g$ states agree well with the \textit{ab initio} results reported in Ref. 30, which are obtained using the multi-reference configuration interaction (MRCI) method.

The \textit{ab initio} potentials for the $^3\Pi_g$ states in Fig. 5a are obtained using the MRCI method with the aug-cc-pCVQZ basis. The reference space is computed with a full-valence complete active space self-consistence field (CASSCF) calculation of the lowest $^3\Pi_g$ state. The MRCI wavefunctions contain all single and double excitations from the CASSCF reference wavefunction, including excitations from the 1s core. The calculation is implemented using the MOLPRO program.\textsuperscript{31} Details for the derivation of the non-adiabatic interaction matrix elements from the MRCI calculation have been described in Ref. 32. In Fig. 5b, with proper choices for the signs of the MRCI wavefunctions, all six non-adiabatic interaction matrix elements have positive values at their maximum magnitudes. Similar phase adjustments are implemented for the derived non-adiabatic interaction matrix elements from the valence-hole model (Fig. 5c).

The \textit{ab initio} calculations for the $^1\Sigma_u^+$ and $^3\Sigma_u^+$ states in Fig. 6 are obtained using the CASSCF method. The CASSCF calculation is implemented with the ORCA quantum chemistry package.\textsuperscript{33} The full valence active space includes all of the MOs that arise from the 2s and 2p orbitals of the C atoms (cc-pVTZ basis).
3.3 Global diabatization scheme

In the global diabatization schemes for the $^{1,3}\Pi_g$ and $^{1,3}\Sigma^+_u$ states obtained from the \textit{ab initio} calculations, the valence-hole state interacts with each of the other diabats via the electrostatic interaction. In the $^1\Pi_g$ (Fig. 4) and $^{1,3}\Sigma^+_u$ (Fig. 6) manifolds, interactions among these other diabats are neglected, all of which are associated with electron configurations with four electrons in the valence-core. To model the $^3\Pi_g$ states (Fig. 5), we include an additional interaction between the second and third diabats, which cross in the dashed boxed region of Fig. 5a. This additional curve-crossing leads to the well-studied avoided-crossing between the $d^3\Pi_g$ and $e^3\Pi_g$ states.\textsuperscript{19,34} For a specified symmetry manifold, the valence-hole state is assumed to dissociate into the lowest possible \textit{2s}\textit{2p}+\textit{2s}\textit{2p} \textit{separated-atom limit allowed for that electronic-state symmetry.}

A four-parameter, Morse-like potential\textsuperscript{35} is used to model each of the bound diabatic potentials in Figs. 4-6,

$$T_e + D \left( 1 - \frac{e^{\beta R_e + h}}{e^{\beta R + h}} \right), \quad (7)$$

where $D = E_{\text{diss}} - T_e$ is the dissociation energy for that potential curve relative to the minimum of the potential at $T_e$. The energies of various \textit{2s}\textit{2p}+\textit{2s}\textit{2p} fragment channels, $E_{\text{diss}}$, are fixed at the calculated values. The energies of the \textit{2s}\textit{2p}(\textit{3P})+\textit{2s}\textit{2p}(\textit{3D}) (Fig. 4) and \textit{2s}\textit{2p}(\textit{3P})+\textit{2s}\textit{2p}(\textit{5S}) (Fig. 5a) channels are not provided by the \textit{ab initio} calculations. These two excited-C channel energies are fixed at their respective experimental values in our global diabatic model. The empirical four-parameter function given by Eq. 7 is equivalent to both the Wei\textsuperscript{36} and Tietz\textsuperscript{37} potentials. It has the same functional form as the Morse potential when $h = 0$. The use of these four-parameter potentials results in better agreement with the \textit{ab initio} curves than the use of the three-parameter Morse potentials. The repulsive states are modeled by an exponential decay function, $A_r e^{-k_r R}$.

To model the \textit{ab initio} potentials for the entire calculated \textit{R}-range with our diabatization scheme, the electronic part of the electrostatic interactions, $H_{ij}^{\text{el}}(R)$, between two specified
diabatic states, $i$ and $j$, must vanish as $R \to \infty$. This ensures that the diabatic and adiabatic states converge to the same energy for each dissociation channel. For simplicity, we assume that all of the $H_{ij}^{el}(R)$ interaction terms decay exponentially with $R$ in the fits to the ab initio results, i.e., $H_{ij}^{el}(R) = \mathcal{H}_{ij} e^{-s_{ij}R}$. Within a specified symmetry manifold, the exponential decay rates, $s_{ij}$, for all pairs of electrostatic interactions, are assumed to be the same. Only the amplitudes, $\mathcal{H}_{ij}$, of these exponential-decay functions are individually determined from the fit. As with the diabatic fit model to the experimental level energies, to reproduce the ab initio calculations, the specific choice of $R$-dependent form of $H_{ij}^{el}$ is of importance secondary to the use of the correct curve-crossing patterns for the diabatization scheme. Even though the proposed exponential decay form of $H_{ij}^{el}(R)$ leads to unphysically large values of $H_{ij}^{el}$ at the short-$R$ region ($R \ll 1\ \text{Å}$), this unphysical behavior in the electrostatic interaction terms does not significantly degrade the validity of our diabatization schemes. The avoided-crossing patterns are most strongly influenced by the shapes of the diabatic potentials and the magnitudes of $H_{ij}^{el}$ at the $R$-values of their intersections, all of which are in the $1.5\ \text{Å} \lesssim R \lesssim 2\ \text{Å}$ range for the four symmetry species of $C_2$ in the energy region of interest (see Figs. 4-6). Numerical details of various global valence-hole models are given in Section S4 of the supplementary text.

4 Diabatic two-state model for the $C^1\Pi_g$ state

The Morse potential parameters from the B-R model are listed in Table 1. Despite its poorer numerical accuracy than the “valence-hole” two-state model (see Section S2 of the supplementary text for details), the B-R model captures the strongest diabatic interaction relevant to the $C^1\Pi_g$ state. According to our implementation of a B-R model, the curve-crossing between the two diabats occurs in the $v = 6$ energy region of the $d_1$ state. The interaction matrix element between the two diabats, $H_e$ (Table 1), is enormous. The magnitude of this interaction ($>3000\ \text{cm}^{-1}$) is much larger than the vibrational energy spacings. The entire
manifold of vibrational levels of both $d_1$ and $d_2$ diabats is strongly perturbed as a result of this interaction. This accounts for the significant deviation of the $C$-state energy level structure from that of a Morse-like potential at low $v$.

Table 1: Molecular parameters derived for the B-R model of the $C_2\ C$ state. Based on the newly-measured $C_2$ bond dissociation energy\(^{38}\) and the $X$-state molecular constants,\(^{39}\) the $C(^3P)+C(^3P)$ limit is taken to be 51315 cm\(^{-1}\) above the minimum of the $X$-state potential. All of the specified carbon atomic states belong to the $2s^22p^2$ electron configuration. Numbers in parentheses are $1\sigma$ uncertainties of the last digits.

| Diabatic state | $T_e$/ cm\(^{-1}\) | $\beta$/ Å\(^{-1}\) | $R_e$/ Å | Dissociation Limit |
|----------------|----------------|----------------|--------|-----------------|
| $d_1$          | 34580.6(31)    | 2.9269(21)     | 1.2442(4)| $C(^1D)+C(^1D)$ |
| $d_2$          | 45371.6(714)   | 3.2822(338)    | 1.5738(40)| $C(^3P)+C(^3P)$ |
| $H_e$/ cm\(^{-1}\) | 3322.30(642)    |                    |        |                  |

An alternative explanation of the unusual $C$-state level structure was proposed by Messerle and Krauss.\(^{14}\) They proposed that the $C^1\Pi_g$ state is perturbed by a $C'^1\Pi_g$ state, which has its minimum near the energy of the $C$-state $v = 3$ level (Fig. 3b). In that assignment scheme, the $C$-state $v = n$ level ($n \geq 3$) is locally (within an energy difference of $\sim$10 cm\(^{-1}\)) perturbed by the $C'$-state $v = n - 3$ level. We claim that the Messerle and Krauss interpretations of the observed $^1\Pi_g$ energy level structure are incorrect, because they are based on unphysical potential curves and transition dipole moments (see discussions in Section S1 of the supplementary text). As is evident in Fig. 3b, instead of the expected repulsive, avoided-crossing pattern, the $C$- and $C'$-state PECs are treated as closely parallel with each other in the 42000–46000 cm\(^{-1}\) region. Our \textit{ab initio} calculation (Fig. 4) demonstrates that the second \textit{adiabatic} $^1\Pi_g$ state lies much higher in energy than this incorrectly-proposed $C'^1\Pi_g$ state, in good agreement with the B-R model (the $a_2$ state in Fig. 3a) and the \textit{ab initio} results from Ref. 30. The Messerle-Krauss band system ($C'^1\Pi_g - A^1\Pi_u$) has frequently been included as one of the electronic band systems of $C_2$, for example, in Ref. 40 by Huber and Herzberg, as well as in more recent $C_2$ line-lists (Ref. 41). Based on the results of the B-R model and the \textit{ab initio} calculation, we conclude that the $C'$ state proposed by Messerle and Krauss does
5 Valence-hole diabatic states

The equilibrium energy of the \( d_1 \) state is the lowest among the five diabats in our global diabatization scheme for the \(^1\Pi_g\) states, and yet, the \( d_1 \) state dissociates into a qualitatively different fragment channel which lies at a much higher energy than the other diabats (Fig. 4). The binding energy of this \( d_1 \) state is \( \sim 80000 \text{ cm}^{-1} \). This exceptional stability of the \( d_1 \) state relative to its dissociation products can be explained by the electron configuration associated with the \( d_1 \) state. In our diabatic model, the \( d_1 \) state accounts for \( >90\% \) of the \( C \)-state character at the minimum of its potential. The dominant electron configuration at the \( C \)-state equilibrium is \( 2\sigma^2_2\sigma^1_u1\pi^3_u3\sigma^2_g \). This “valence-hole” configuration has a nominal bond order (BO) of three, consistent with the large binding energy of the \( d_1 \) state. In addition, the valence-hole configuration correlates with one 2p←2s promoted fragment channel.

The “valence-hole” concept has been previously invoked by Lewis et al. in their analysis of the \( b^1\Pi_u \) and \( C^3\Pi_u \) states of \( N_2 \).\(^{42,43}\) Lewis et al. specify that the “unusually shaped” PECs for these two states arise from the diabatic interaction between a valence-hole configuration, \( 2\sigma^2_g2\sigma^1_u1\pi^1_g1\pi^1_g \) (BO of 3), and \( 2\sigma^2_g2\sigma^2_u3\sigma^1_g1\pi^3_u2\pi^2_g \) (BO of 1). The authors deperturb the effect of the valence-hole induced curve-crossing on the lowest-energy \(^1\Pi_u\) states, but do not implement a global diabatic deperturbation of the \(^1\Pi_u\) electronic structure.

Compared to the other five C/N/O diatomic molecules, the valence-hole states in \( C_2 \), and their curve-crossings with other valence states occur at a much lower energy region. Rydberg-valence interactions, which affect the valence-hole state in these other C/N/O diatomics (such as \( N_2 \)),\(^{42,43}\) do not directly affect the valence-hole-induced curve-crossings in \( C_2 \), due to the uniquely low-lying nature of the valence-hole states of \( C_2 \). The effects of the valence-hole configurations on the global electronic structure are thus gloriously and uniquely sampled by the molecular constants of \( C_2 \).
In our diabatic picture for the global electronic structure of the C$_2$ $^1\Pi_g$ states, the association of the d$_1$ state with the valence-hole configuration provides a chemically-intuitive explanation for all of the assumed curve-crossings shown in Fig. 4. Based on the electron configuration analysis, the other four diabats in our model are composed of the normal valence configurations with a quadruply-occupied valence-core. One electron in these configurations occupies one of the anti-bonding orbitals (1$\pi_g$ or 3$\sigma_u$). As a result, these normal valence states are either weakly bound or repulsive and dissociate into the lower-energy fragment channels that do not involve an 2p←2s promotion. As $R$ increases, the deeply-bound, valence-hole state crosses all four of these other normal valence states.

As demonstrated in the following two sections, the valence-hole curve-crossing pattern for the $^1\Pi_g$ states (Fig. 4) can also be applied as a model for the electronic structure of the low-lying $^3\Pi_g$ and $^1,^3\Sigma^+_u$ states of C$_2$.

5.1 Global diabatization scheme for the $^3\Pi_g$ states

The ab initio potentials of the lowest four $^3\Pi_g$ states (Fig. 5a) are well reproduced by a similar diabatization scheme in which the deeply-bound valence-hole state crosses multiple weakly-bound/repulsive states before reaching a high-energy 2s$^2$2p$^2$(3P)+2s2p$^3$(5S) fragment limit. As a result of the proximity of curve-crossings in both energy- and $R$-values, the multiple-curve-crossing pattern is less obvious in the $^3\Pi_g$ manifold than in the $^1\Pi_g$ manifold. The $^3\Pi_g$ valence-hole state crosses each of the 2$^{\text{nd}}$, 3$^{\text{rd}}$, and 4$^{\text{th}}$ normal valence states (indicated by the three green arrows in Fig. 5a) in about one half as large an energy- and $R$-region as its singlet counterpart (Fig. 4). To demonstrate the validity of our valence-hole diabatization scheme for the $^3\Pi_g$ states, we show, in Figs. 5b and 5c, the pairwise non-adiabatic interaction matrix elements, $\langle \alpha | \frac{d}{dR} | \beta \rangle$, for the four adiabatic $^3\Pi_g$ states derived from the MRCI calculation and our valence-hole model.

As is evident from Figs. 5b and 5c, our diabatic model reproduces the strong $R$-dependence of all six non-adiabatic matrix elements from the MRCI calculation, including their maxi-
The manifold of $^3\Pi_g$ electronic states includes the well-characterized $d^3\Pi_g$ and $e^3\Pi_g$ states. The presence of the valence-hole state causes prolific, strongly $R$-dependent, non-adiabatic interactions among the low-lying $^3\Pi_g$ states.

The manifold of $^3\Pi_g$ electronic states includes the well-characterized $d^3\Pi_g$ and $e^3\Pi_g$ states,
and the recently observed $3^3\Pi_g$ and $4^3\Pi_g$ states. With the large amount of spectroscopic data across four different electronic states, we are able to construct a complete global spectroscopic fit model for the $3^3\Pi_g$ states. This model reproduces all of the observed level energies with an average fit residual of $<0.5\ cm^{-1}$. This fit model for the vibration-rotation levels of the four $3^3\Pi_g$ states will be reported in a future paper.

5.2 Global diabatization scheme for the $1^1\Sigma^+_u$ and $3^1\Sigma^+_u$ states

The global diabatization schemes for the low-lying $1^1,3^1\Sigma^+_u$ potentials are shown in the two upper panels of Fig. 6. At $R_e$, the $D^1\Sigma^+_u$ and $c^3\Sigma^+_u$ states are both dominated by the $2\sigma^2_g2\sigma^1_u1\pi^4_u3\sigma^1_g$ valence-hole configuration. Our diabatic model predicts that the valence-hole character is transferred between neighboring adiabatic states at each successive diabatic curve-crossing. The point of transfer of the valence-hole character between the lowest two $1^1\Sigma^+_u$ states is indicated on Fig. 6a by a double-headed arrow. The curve-crossing pattern and the resulting diabatic interactions are more complicated among the $3^1\Sigma^+_u$ states. As a result of the proximity in both energy- and $R$-values of the first two valence-hole curve-crossings (indicated by $x_1$ and $x_2$ in Fig. 6b1), the second adiabatic $3^1\Sigma^+_u$ state loses its valence-hole character to the third state (as shown by the double-headed arrow in Fig. 6b) even before the first curve-crossing ($x_1$).

This pattern of transfer of valence-hole character across adiabatic states implied by our valence-hole model is confirmed by the electron configuration analysis based on the CASSCF calculation. In Figs. 6a3 and 6b3, the contribution (i.e. amplitude squared) of the valence-hole configuration ($2\sigma^2_g2\sigma^1_u1\pi^4_u3\sigma^1_g$) in the total CASSCF wavefunction is shown as a function of $R$ for the low-lying $1^1,3^1\Sigma^+_u$ states. As is evident from the electron configuration analysis, the valence-hole configuration jumps between neighboring adiabatic states at the same internuclear distance regions predicted by the valence-hole model. Note that the contribution from the $2\sigma^2_g2\sigma^1_u1\pi^4_u3\sigma^1_g$ configuration in the total CASSCF wavefunction decreases as $R$ increases. This dilution of the contribution from the $2\sigma^2_g2\sigma^1_u1\pi^4_u3\sigma^1_g$ configuration at large $R$ is due to the
Figure 6: The \textit{ab initio} results, calculated with the CASSCF method, for the low-lying $^{1}\Sigma_{u}^{+}$ and $^{3}\Sigma_{u}^{+}$ states (see Section 3 for details). Our global diabatization schemes, based on the valence-hole concept, for the electronic structure of the two symmetry species are shown in panels (a1) and (b1). The valence-hole character from the valence-hole model and the electron configuration analysis based on the CASSCF calculation are shown, respectively, in the lower two panels of each column, column (a) for the $^{1}\Sigma_{u}^{+}$ states and column (b) for the $^{3}\Sigma_{u}^{+}$ states.
increasing number of near-degenerate valence-hole states (i.e. with either $2\sigma_g^22\sigma_u^1$ or $2\sigma_g^12\sigma_u^2$ valence-core). For example, as $R \to \infty$, electron configurations such as $2\sigma_g^12\sigma_u^21\pi_u^33\sigma_g^11\pi_g^1$ and $2\sigma_g^22\sigma_u^11\pi_u^23\sigma_g^11\pi_g^2$ are energetically indistinguishable from $2\sigma_g^22\sigma_u^11\pi_u^43\sigma_g^1$. Despite the crudeness of the LCAO-MO theory in describing the wavefunction at large $R$, the electron configuration analysis from the CASSCF calculation supports the valence-hole-induced curve-crossing patterns in our diabatic interaction model of the low-lying $1,3\Sigma_u^+$ states.

Figure 7: The observed vibrational energy spacings, $\Delta G_{v+1/2}$, as a function of the vibrational energy levels, $E(v)$, for the $c^3\Sigma_u^+$ and $D^1\Sigma_u^+$ states.

Due to the relatively high energy of the lowest-energy curve-crossing ($\sim 25000$ cm$^{-1}$ above the minimum of the valence-hole diabatic potential) in the $1,3\Sigma_u^+$ symmetry manifolds, the effects that result from the curve crossings by the valence-hole potential curves are not obvious in the observed molecular constants of the $C_2$, $D^1\Sigma_u^+$ and $c^3\Sigma_u^+$ states.$^{45-50}$ The trends in the observed vibrational energy spacings for these two electronic states, $\Delta G_{v+1/2}$, suggest that, in the diabatic picture, both the $D$ and $c$ states “want” to dissociate into a high-energy separated-atom limit. The $\Delta G_{v+1/2}$ values for the two states are shown as a function of the energy of the vibrational level energies, $E(v)$, in Fig. 7. The blue curves in the two panels of Fig. 7 are obtained by fitting the available experimental values to a Morse potential form. While a Morse-type extrapolation from the $\Delta G_{v+1/2}$ values at low $v$ is not
expected to yield a quantitatively accurate dissociation energy, it appears that the $\Delta G_{v+1/2}$ values of both $D$ and $c$ states do not decrease rapidly enough for either state to converge to one of the $2s^22p^2+2s^22p^2$ separated-atom configurations, in agreement with our assumption about the high dissociation energy for the diabatic $1^3\Sigma_u^+$ valence-hole states.

6 Valence-hole vs. quadruple-bonding in C$_2$

The quadruple bond for the C$_2$ $X^1\Sigma_g^+$ state, proposed by Shaik et al.,$^{5,6,51}$ has been rationalized by assuming a high “intrinsic bonding energy” (106000 cm$^{-1}$) for the $X$ state at $R_e$.$^{5,6}$ This quadruply-bonded $X$ state correlates with the doubly-promoted, $2s2p^3(5S)+2s2p^3(5S)$ limit. While it may appear that the quadruply-bonded $X$ state shares bonding properties similar to those of our valence-hole states, the presence of the valence-hole states has a more profound global impact on the electronic structure of C$_2$ than the proposed quadruple-bonding, even though the quadruply-bonded artifact is mostly manifest in the electronic ground state. Instead of providing clarifications to the electronic structure of C$_2$, the quadruple-bonding model creates additional obstacles to our intuitive understanding of the electronic structure theory. For example, this valence-bond-theory model fails to provide a simple picture that aids intuitive rationalization of the differences between the molecular constants of the C$_2$ $X^1\Sigma_g^+$ state and those of the C$_2$ $c^3\Sigma_u^+$ state and the acetylene $X^1\Sigma_g^+$ state. These differences in the values of the molecular constants can be qualitatively understood using simple MO-theory concepts, such as the valence-hole configuration.

6.1 Global vs. localized effect

In contrast with the valence-hole states that create systematic havoc in the global electronic structure of C$_2$, the quadruply-bonded character of the $X$ state is the “victim” rather than the “instigator” of the “chaos”, which is rampant in C$_2$. The dominant electron configuration of the $X$ state at $R_e$, $2\sigma_g^22\sigma_u^21\pi_u^4$, correlates with a triply-bonded structure, due to the
weakly anti-bonding nature of the $2\sigma_u$ MO, the weakness of which is the result of significant sp-hybridization in C$_2$ at short internuclear distances.\textsuperscript{5,6,51,52} In MO theory,\textsuperscript{5,6} the proposed fourth bond for the C$_2$ X state, which has a bond strength similar to that of a hydrogen bond, results from a weak interaction of the triple-bond structure with a “double-hole” configuration, $2\sigma_g^21\pi_u^4$. This double-hole configuration correlates with a true quadruply-bonded structure. No diabatic curve-crossing occurs for this configuration interaction, because this double-hole state lies much higher in energy than $2\sigma_g^22\sigma_u^21\pi_u^4$.

The proposed quadruply-bonded structure of the X state at $R_e$ (i.e. a strong triple-bond + a weak fourth bond) has minimal impact on the global electronic structure of C$_2$, because the quadruple-bonding effect is localized near $R_e$. As is evident from the valence-bond theory calculation for the X state,\textsuperscript{52} the diabatic curve for the valence-bond structure with the triple-bond character at $R_e$ has a well-depth of only 50000 cm$^{-1}$. The triple-bond component of the quadruply-bonded structure morphs into a double-bond at larger $R$, because the sp-hybridization demanded by the valence-bond picture decays as $R$ increases.

The quadruply-bonded structure does not dissociate into a 2s2p$^3$+2s2p$^3$ double-valence-hole limit, because the quadruply-bonded character disappears long before the molecule reaches even the lowest-energy 2s$^2$2p$^2$(3P)+2s$^2$2p$^2$(3P) fragment limit.

Note that, in Fig. 1 of Ref. 51 by Shaik et al., it is shown that the dominant valence-bond character of the C$_2$ X state changes from a quadruply-bonded structure at $R_e$ to a linear combination of various doubly-bonded structures at larger $R$ ($\gtrsim$ 1.85 Å). This single crossover of dominant bonding character is taken as a “clear justification” for the exceptionally high dissociation energy (106000 cm$^{-1}$) of the quadruply-bonded structure at $R_e$.\textsuperscript{51} We disagree with this argument. As discussed earlier, the assumed high dissociation energy for the proposed quadruply-bonded structure of the C$_2$ X state is in clear contradiction with the considerably lower binding-energy (50000 cm$^{-1}$) of its triple-bond component at $R_e$, as derived in Ref. 52. In addition, the diabatic dissociation limit of the quadruply-bonded structure cannot be reliably inferred from the $R$-dependent quadruple-bonding character.
on a single adiabatic state, which lies >100000 cm\(^{-1}\) lower in energy than the assumed 2s2p\(^3(5S)\)+2s2p\(^3(5S)\) fragment limit for such a quadruply-bonded structure.

The cross-over of bonding character at \(R \sim 1.85\,\text{Å}\) for the \(X\) state is an expected result, given the presence of the well-documented avoided-crossing between the \(X^1\Sigma_g^+\) and \(B'^1\Sigma_g^+\) states at that \(R\)-region.\(^{53,54}\) As discussed below, the diabatic curve-crossing that leads to this exchange of dominant bonding character can be qualitatively explained by simple MO-theory arguments, without invoking a quadruple-bonding proposal for the \(X\) state.

The lowest-energy, 2s\(^2\)2p\(^2(3P)\)+2s\(^2\)2p\(^2(3P)\) fragment limit of \(\text{C}_2\) correlates with two \(^1\Sigma_g^+\) states.\(^{19,20}\) The higher-energy \(B'\) state (\(T_e = 12082\,\text{cm}^{-1}\)) has a larger \(R_e\) (1.377 Å) and smaller vibrational frequency (1407 cm\(^{-1}\)) than the \(X\) state (1.243 Å, 1855 cm\(^{-1}\)).\(^{39,55}\) This ensures that the diabatic \(X\)- and \(B'\)-state PECs cross at some large \(R\) value (\(\sim 1.6\,\text{Å}\)), according to a two-state diabatic model for the \textit{ab initio} PECs of the two lowest \(^1\Sigma_g^+\) states, calculated with the MRCI method.\(^{54}\) This curve-crossing occurs because of the initial shapes and relative energies of the two diabatic potentials, in combination with the electronic-state symmetry requirement at bond dissociation. The dominant electron configuration of the \(B'\) state at \(R_e\) (\(2\sigma_g^22\sigma_u^21\pi_u^23\sigma_g^2\)) derives from a double \(3\sigma_g \leftarrow 1\pi_u\) electron promotion from the dominant configuration of the \(X\) state at \(R_e\).\(^4\) The difference in the shapes and energies between the \(X\)- and \(B'\)-state PECs can be qualitatively understood, because the \(1\pi_u\) MO is more strongly-bonded than the \(3\sigma_g\) MO.

### 6.2 The quadruple-bonding picture and chemical intuitions

The quadruple-bonding model of the \(\text{C}_2\) \(X\) state is proposed at the expense of chemical intuition, which, ironically, is one of the potential gains from using the valence-bond theory over the traditional LCAO-MO approach. Despite its proposed quadruply-bonded character, the \(R_e\) of the \(\text{C}_2\) \(X\) state is longer than that of the CC \textit{triple}-bond of the electronic ground state of acetylene (\(X^1\Sigma_g^+\)). In addition, the force constant of the \(\text{C}_2\) \(X\) state is smaller than that of the CC triple-bond of acetylene. In order to reconcile these two discordant
experimental facts with their quadruple-bonding model, Shaik et al.\textsuperscript{51} argue that the $\sigma$-bond components of the quadruply-bonded C$_2$ X state “prefer” a larger $R$ value than the CC $\sigma$-bond in acetylene, as a result of Pauli repulsion between the two $\sigma$-bonds in the C$_2$ X state. Using a similar argument, Shaik et al. rationalize the difference in the $R_e$ and force constant between the C$_2$ $X^1\Sigma^+_g$ and $c^3\Sigma^+_u$ states.\textsuperscript{5,6,51} According to their valence-bond theory argument, the two $\sigma$-bonds in the quadruply-bonded X state evolve into a combination of a single $\sigma$-bond and a non-interacting triplet electron pair at the $R_e$ of the c state. Shaik et al. claim that, due to reduced spatial congestion for this $\sigma$-bond + triplet-pair configuration compared with a double $\sigma$-bond, the $R_e$ and force constant of the triply-bonded c state should be expected to be shorter and larger, respectively, than the corresponding values for the proposed quadruply-bonded X state.

We suggest that these counter-intuitive valence-bond theory arguments of Refs. 5,6,51 are unnecessary and fail the Occam’s razor test, in particular those that rationalize the difference in the $R_e$ and force constant between the C$_2$ X and c states. This difference can be satisfactorily accounted for using simple MO-theory concepts, such as the valence-hole configuration. As discussed in Section 5.2, the c state is dominated by a valence-hole configuration at $R_e$, $2\sigma^2_g 2\sigma^1_u 1\pi^4_u 3\sigma^1_g$. The presence of this strongly-bound valence-hole configuration has a profound impact on the global electronic structure landscape of the $^3\Sigma^+_u$ states, as demonstrated in Fig. 6b by our multi-state diabatic model. The specialness of this valence-hole configuration, which derives from an bonding←anti-bonding, $3\sigma_g \leftarrow 2\sigma_u$ promotion from the dominant configuration of the X state at $R_e$ ($2\sigma^2_g 2\sigma^2_u 1\pi^4_u$), is the simple qualitative reason for the difference between the $R_e$ and force constant of the X and c states, as well as their relative energies.

In marked contrast to the diabatic valence-hole states, the quadruply-bonded character for the X state at the $R_e$ region does not lead to spectroscopically-observable features in the electronic spectra of C$_2$, with the possible exception of the low-energy curve-crossing between the diabatic X and $B'$ states, which is expected given the multi-configurational nature of
Without any spectroscopic signatures, the quadruple-bonding model of the C\textsubscript{2} X state has no physical relevance, and muddies the already complicated chemical-bonding picture of the molecule.

7 Implications and outlook

As the result of our effort to improve the numerical accuracy of the two-state model for the C\textsubscript{2} C\textsuperscript{1}\textPi\textsubscript{g} state, the special role of the “valence-hole” configuration in the global electronic structure of C\textsubscript{2} is revealed. The diabatic valence-hole curve-crossings in the 1,3\textPi\textsubscript{g} and 1,3\Sigma\textsuperscript{+_u} symmetry manifolds of C\textsubscript{2} are analogous to the well-studied ionic (A\textsuperscript{+}B\textsuperscript{-})/covalent (AB) crossings in strongly ionic species.\textsuperscript{20,56} In both cases, the *global* electronic structure is systematically disrupted by a single diabatic electronic state (ionic or valence-hole), which not only has an intrinsically larger binding energy than the other valence states in the same energy region, but also dissociates into a distinctly different, higher-energy channel (A\textsuperscript{+}+B\textsuperscript{-} or 2s\textsuperscript{2}2p\textsuperscript{2}+2s2p\textsuperscript{3}).

The valence-hole concept is a new arrow in the quiver of intuitive electronic structure models. Just as with the ion-pair states, the diabatic picture is the key to uncovering the disruptive impact of the valence-hole state on the global electronic structure landscape of C\textsubscript{2}. The diabatic model, combined with the traditional MO concepts of bond order and correlation diagrams, disentangles the complex multi-configurational interactions in C\textsubscript{2}.

Our model, which explicitly treats the bound-continuum interaction, provides a compact and physical representation of unimolecular processes (e.g. predissociation) of the highly-excited states of C\textsubscript{2}, as well as for the mechanisms of elementary C+C reactions and radiative association. The electronic- and vibrational-state-dependent predissociation rates of \textsuperscript{3}\Pi\textsubscript{g} vibration-rotation levels derived from our valence-hole model are consistent with the experimental observations.\textsuperscript{32,57} These calculated rates have been used in the modeling of the lifetimes for cometary C\textsubscript{2},\textsuperscript{38} which explains the astronomical observations. The valence-
hole-induced vibronic mixing will also have significant impact on the state-specific collisional
dynamics of the C₂ molecule. Based on our demonstration of the importance of valence-
hole configurations in C₂, we propose recognition and re-analysis of diabatic interactions in
the other five C/N/O diatomic molecules, for which the valence-hole configurations will have
a similar global impact on their electronic structure, albeit in higher energy regions.
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S1 Non-existence of the Messerle and Krauss $C''^1\Pi_g$ state

The assignment of the $C''^1\Pi_g$ states by Messerle and Krauss\(^1\) is based on the observed small anomalies in the $C$-state rotational combination differences, \(\Delta_2 F(J) = F(J+1) - F(J-1)\).

For a non-rigid rotor described by Eq. 6,

\[
\Delta_2 F(J)/(J + 1/2) = (4B_v + 2D_v) - 8D_v(J + 1/2)^2. \tag{S1}
\]

By plotting \(\Delta_2 F(J)/(J + 1/2)\) vs. \((J + 1/2)^2\) (referred to as “the \(\Delta_2 F(J)\) plot”), one obtains a straight line with a negative slope of \(-8D_v\), and a vertical-intercept at \(4B_v + 2D_v\). Higher-order centrifugal distortion corrections to Eq. 6 (e.g. \(H_v[J(J+1)]^3\)) are not expected to significantly alter the \(\Delta_2 F(J)\) plot, given that these higher-order terms are expected to be several orders of magnitude smaller than \(D_v[J(J+1) - 1]^2\). Significant deviations from a straight line in the \(\Delta_2 F(J)\) plot are therefore indications of perturbations.

According to Messerle and Krauss,\(^1\) perturbation signatures are observed in the \(\Delta_2 F(J)\) plots for the $C$-state \(v = 3-8\) levels, but not in similar plots for \(v = 0-2\). The \(\Delta_2 F(J)\) plot for the \(v = 5\) level is shown in Fig. S1a. As is shown by the two color-coded straight lines, the slope of the experimental \(\Delta_2 F(J)\) plot is \(J\)-dependent. The \(\Delta_2 F(J)\) plot at high-\(J\) appears to have a slightly steeper negative slope than at low-\(J\). The two color-coded lines in Fig. S1a intersect at \(J \sim 36\). Messerle and Krauss assigned the low-\(J\) levels in the \(\Delta_2 F(J)\) plot (i.e. \(J \lesssim 36\)) to the $C^1\Pi_g v = 5$ level, and the higher \(J\) levels to \(v = 2\) of their proposed $C''^1\Pi_g$ perturber state. Using a similar assignment scheme, Messerle and Krauss concluded that the $C$-state \(v = n\) level (with \(n \geq 3\)) is locally perturbed by the $C''$-state \(v = n - 3\) level (see Fig. 3b of the main text). Given the experimental line position uncertainties of 0.2 cm\(^{-1}\), these small anomalies in the \(\Delta_2 F(J)\) plots only become noticeable after the inclusion of high-\(J\) term values (\(J \sim 50\)). These high-\(J\) levels were observed only in the work of Messerle and...
Figure S1: The $\Delta_2 F(J)$ plots. (a) The experimental plot for the $v = 5$ level of the $C^1\Pi_g$ state, based on the line-list for the $C^1\Pi_g(v = 5) - A^1\Pi_u(v = 4)$ band transitions in Ref. 2. (b)-(d) The calculated plots (orange dots) for the $C$-state $v = 0$, 3, and 5 levels from the B-R two-state model. The first and last data points in panels (b)-(d) are connected by a straight dashed line to assist visualization of the curvatures in $\Delta_2 F(J)$.

We disagree with this assignment scheme of Messerle and Krauss, which leads to unphysical consequences. For example, based on their assignments for levels relevant to the $\Delta_2 F(J)$ plot in Fig. S1a, at low $J$ (i.e. prior to the assumed $C/C'$ level-crossing), the $C$ state is the only spectroscopically bright state, since the low-$J$ experimental observations fall exclusively on the blue line, which represents the zeroth-order $C$-state values. The $C' - A$ oscillator strength appears to be negligible at low $J$ values. However, the brightness of the $C - A$ transition appears to abruptly disappear at $J \sim 37$. At higher $J$, the $C'$ state becomes the only bright state. There is no physical mechanism that could cause this sudden switch of the spectroscopic transition brightness from $C - A$ to $C' - A$. 

Krauss,$^{1,2}$ which included only an experimental line-list for the $C^1\Pi_g(v = 5) - A^1\Pi_u(v = 4)$ band transitions.$^2$
The perturbation analysis of Messerle and Krauss was based on incorrect interpretations of the observed $\Delta_2 F(J)$ plots. Based on our two-state model, both the low- and high-$J$ levels in a given $\Delta_2 F(J)$ plot are firmly assigned to one specific vibrational level of the $C^1\Pi_g$ state. As is evident in Figs. S1b-S1d, the observed patterns in the $\Delta_2 F(J)$ plots reported by Messerle and Krauss are reproduced by our fit model. For example, the calculated $\Delta_2 F(J)$ plot for the $v = 0$ level (Fig. S1b) is close to a straight line, consistent with experimental observations. In higher-energy vibrational levels, for which apparent changes of slopes were observed in the experimental $\Delta_2 F(J)$ plots, curvatures in the calculated $\Delta_2 F(J)$ plots are also obvious (e.g. the $v = 3$ and 5 levels in Figs. S1c and S1d). An arbitrary separation of the $\Delta_2 F(J)$ plot into two distinct sections leads to the incorrect conclusion from Messerle and Krauss about the existence of the local $C'^1\Pi_g$ perturber for each of the $C$-state vibrational levels with $v \geq 3$.

We conclude that the assignment of this local $C'$-state perturber by Messerle and Krauss is based on unphysical conclusions. Foremost among these is an abrupt transfer of the spectroscopic transition brightness from the $C$ state to its assumed $C'$-state perturber that occurs in a narrow $J$-window, as well as a physically impossible avoided-crossing pattern between the $C$- and $C'$-state PECs (see Fig. 3b and the discussion in the main text). The so-called Messerle-Krauss band system ($C'^1\Pi_g - A^1\Pi_u$) has been incorrectly assigned. The Messerle and Krauss $C'^1\Pi_g$ state does not exist.

S2  Valence-hole two-state fit model of the C\textsubscript{2} C\textsuperscript{1}\Pi\textsubscript{g} state

The derived fit parameters for the valence-hole two-state model are listed in Table S1. The average fit residual for this fit model is $0.4 \text{ cm}^{-1}$, which is significantly smaller than that of the B-R model ($2 \text{ cm}^{-1}$, see the main text). Unlike the B-R model, the four-parameter potential function of Eq. 7 is used for both the $d_1$ and $d_2$ diabats. Other aspects of the valence-hole two-state fit model (e.g. use of an $R$-independent electronic matrix element,
Table S1: Molecular parameters derived for the valence-hole two-state fit model for the C$_2$ C$^1$Π$_g$ state. Numbers in parentheses are 1σ uncertainties of the last digits. The asterisks indicate parameters with fixed values. The listed $T_e$ values are the energies at the minima of the two diabatic potentials relative to the minimum of the C$_2$ X-state potential. The $T_e$ values relative to the energy of the 2s$^2$2p$^2$(3P)+2s$^2$2p$^2$(3P) limit (51315 cm$^{-1}$) are given in the last column, $T_e$ (Diss). The 2s$^2$2p$^2$ electron configuration label is omitted for the $^3P$ term in the next to last column that specifies the dissociation limits for the two diabats.

| diabats | $T_e$ / cm$^{-1}$ | $\beta$ / Å$^{-1}$ | $R_e$ / Å | $h^*$ | Diss. Limit | $T_e$ (Diss) / cm$^{-1}$ |
|---------|-----------------|-----------------|----------|------|-------------|-------------------|
| d$_1$  | 35651.9(198)    | 2.1604(28)      | 1.2461(4) | 0.73 | $(^3P)+2s2p(^3D)$ | -15663.1(198) |
| d$_2$  | 47352.4(1747)   | 4.3895(398)     | 1.6519(60) | 225  | $(^3P)+(^3P)$      | -3962.6(1747) |
| d$_1$-d$_2$ | 7256.1(2258)  |                 |          |      |              |                   |

$H_{12}^{1\Pi}$ are identical to those of the B-R fit model described in the Methods Section of the main text.

The PECs from our valence-hole fit model are shown in Fig. S2, along with the ab initio results from the DMRG calculation. The B-R model (see Fig. 3 of the main text) predicts that the minimum of the second adiabatic $^1\Pi_g$ potential lies slightly below the energy of the 2s$^2$2p$^2$(3P)+2s$^2$2p$^2$(3P) threshold. However, this minimum energy is predicted to be $\sim$5000 cm$^{-1}$ above that threshold by the DMRG calculation. As is evident from Fig. S2, the result from the valence-hole two-state fit model is in excellent agreement with the ab initio calculation regarding the equilibrium energy of this second $^1\Pi_g$ state relative to the energy of the 2s$^2$2p$^2$(3P)+2s$^2$2p$^2$(3P) separated-atom limit.

Note that a global multi-state spectroscopic fit model for the $^1\Pi_g$ states is not currently possible, because the available experimental data$^{1,3-5}$ only sample the energy region up to the lowest-energy curve-crossing between the d$_1$ and d$_2$ states. Even for the effective two-state model, some of the fit parameters, in particular the $h$ parameter for the d$_2$ diabat, are not well determined, due to lack of experimental observations of vibrational levels that belong to the second $^1\Pi_g$ electronic state. We find that use of a larger $h$ value for the shallow d$_2$ potential leads to a better fit to the observed C-state level energies. However, when this $h$
Figure S2: The $^1\Pi_g$ PECs from the valence-hole two-state ($d_1$ and $d_2$) fit model and the ab initio calculation, obtained with the DMRG method. The green dotted lines indicate higher-energy diabats that are not included in the effective two-state fit.

value is too large (>250), the inner well of the second $^1\Pi_g$ adiabatic potential from the fit model (orange curve in Fig. S2) bends down significantly relative to the DMRG result. In our fit model, the $h$ parameter for the $d_2$ diabat is fixed at 225 to maintain a qualitative agreement between our fit model and the ab initio results at the inner well of the second adiabat. The $h$ parameter for the $d_1$ valence-hole diabat is fixed to the same value as derived from the global diabatic deperturbation of the $^1\Pi_g$ potentials from the DMRG calculation (Table S2).

The effect of the choice of the functional form of the electronic matrix element, $H_{12}^{el}(R)$, on the results of the two-state fit model is investigated with four different types of $R$-dependent $H_{12}^{el}$ terms: constant, linearly-increasing, linearly-decreasing, and exponential-decay. Despite the qualitatively different functional forms of $H_{12}^{el}(R)$ that are tested with the valence-hole two-state model, only modest changes are observed in the numerical accuracy of the four resulting fits. Compared to the average fit residual (0.4 cm$^{-1}$) of the two-state model with a constant $H_{12}^{el}$ term (discussed earlier in this section), the average fit residuals are both
Figure S3: The derived electronic matrix element, $H_{12}^{el}$, as a function of $R$, for the four tested functional forms of $H_{12}^{el}(R)$ used in the valence-hole two-state fit model. The error bar on the figure indicates the standard deviation of the $R$-independent electronic matrix element derived from a fit that assumes a constant $H_{12}^{el}$ value (Table S1).

about 0.1 cm$^{-1}$ smaller for the two models for which the $H_{12}^{el}$ term decreases as $R$ increases (i.e. linearly-decreasing and exponential-decay). The fit is slightly worse for the model that assumes a linearly-increasing $H_{12}^{el}(R)$ matrix element (0.5 cm$^{-1}$ average fit residual).

The derived electronic matrix elements as a function of $R$ for all four tested functional forms of $H_{12}^{el}$ are shown in Fig. S3. As is evident from Fig. S3, all four $H_{12}^{el}$ matrix elements converge to the same value at the curve-crossing region of the two diabats ($R \sim 1.49 \text{Å}$). This result, as well as the observed modest impact on the fit accuracy from the functional form of $H_{12}^{el}(R)$, both reflect the fact that the electrostatic interaction matrix elements, $H_{1,v_1,J;2,v_2,J}$ (Eq. 2), are sampled most strongly at the $R$-value of the intersection between the two diabats.

S3 CASSCF calculation for the $^{1,3}\Pi_g$ states

The \textit{ab initio} potentials for the $^{1,3}\Pi_g$ states, calculated by the CASSCF method (see Section IIIB of the main text for details), are shown in Fig. S4. We have obtained more roots at each $R$-value using the CASSCF method than with the high-level DMRG (for the $^{1}\Pi_g$ states) and MRCI (for the $^{3}\Pi_g$ states) approach. The CASSCF calculation is used to confirm the validity of our global diabatic model of the $^{1,3}\Pi_g$ states, in particular, regarding the highest-energy
Figure S4: The *ab initio* results, calculated with the CASSCF method, for the low-lying $^1\Pi_g$ and $^3\Pi_g$ states. Our global diabatization schemes, based on the valence-hole concept, for the electronic structure of the two symmetry species are shown in panels (a1) and (b1). The valence-hole character from the valence-hole model and the electron configuration analysis based on the CASSCF calculation are shown, respectively, in the lower two panels of each column, column (a) for the $^1\Pi_g$ states and column (b) for the $^3\Pi_g$ states.

$^1,^3\Pi_g$ states which are not calculated by these high-level methods.

The results from the CASSCF calculation for the $^1\Pi_g$ states (top panel of Fig. S4a) confirms the qualitatively correct shape for the fifth $^1\Pi_g$ adiabatic potential in our global diabatic interaction model of the $^1\Pi_g$ electronic structure (see Fig. 4 of the main text). The pattern of transfer of valence-hole character across consecutive $^1\Pi_g$ states predicted by our valence-hole model (Fig. S4a2) is consistent with the CASSCF electron configuration analysis in Fig. S4a3, which shows the contribution from the valence-hole configuration ($2\sigma_g^2\sigma_u^1\pi_3^3\sigma_g^2$) as a function of $R$ in the lowest five $^1\Pi_g$ states.
The CASSCF calculation for the $^3\Pi_g$ states (top panel of Fig. S4b) indicates that the diabatic state that converges to the $2s^22p^2(3P)+2s^22p^2(1S)$ limit is repulsive, and interacts weakly with the $^3\Pi_g$ valence-hole state (dashed brown). This interaction is neglected in our global diabatic model for the $^3\Pi_g$ states (see Fig. 5 of the main text). Note that the calculated energy of the $2s^22p^2(3P)+2s2p^3(5S)$ fragment channel relative to the ground-state, $2s^22p^2(3P)+2s^22p^2(3P)$ fragment channel is lower by $\sim 1.25$ eV than the experimental value. The calculated energy of $2s^22p^2(3P)+2s2p^3(5S)$ is only slightly higher than the energy of an avoided-crossing between the fourth and fifth $^3\Pi_g$ potentials (indicated by the dashed circle in Fig. S4b1). As a result, the fifth $^3\Pi_g$ potential from the CASSCF calculation has a relatively flat trajectory as it follows this avoided-crossing.

S4 Numerical details of various global diabatic models

S4.1 Global deperturbation of the $^1,^3\Pi_g$ states

The molecular parameters for the diabatic states used in the global diabatic deperturbation of the low-lying $^1\Pi_g$ (Fig. 4 of the main text) and $^3\Pi_g$ (Fig. 5 of the main text) states are listed, respectively, in Tables S2 and S3. The diabatic state parameters for the $^1\Pi_g$ states are determined from a fit to the ab initio potentials calculated by the high-level DMRG method. The construction of the global fit model for the $^3\Pi_g$ states requires additional inputs from the MRCI calculation, as explained below.

Due to the close proximity in both the energies and $R$-values of the lowest three valence-hole-induced curve-crossings (indicated by the three arrows in Fig. 5a of the main text), the diabatic interactions among the low-lying $^3\Pi_g$ states are more complex in the energy region close to the $2s^22p^2(3P)+2s^22p^2(3P)$ dissociation threshold than those in the $^1\Pi_g$ manifold. The diabatic interactions in the $^3\Pi_g$ manifold are further complicated by an additional curve-crossing between the lowest two normal valence states in the dashed boxed region of Fig. 5a. In our construction of the global diabatic interaction model for the $^3\Pi_g$ potentials from the
MRCI calculation, we find it necessary to include the non-adiabatic interactions from the MRCI calculation as inputs to the fit model, in order to more accurately reproduce both the maximum values and the strong $R$-dependence of these non-adiabatic interactions. The non-adiabatic interactions between three pairs of neighboring $^3\Pi_g$ states from the MRCI calculation ($d$-$e$, $e$-$3$, and $3$-$4$) are included in the fit.

In Tables S2 and S3, the energy of the $2s^22p^2(^3P)+2s^22p^2(^3P)$ limit is taken to be zero. The “$T_e$(Diss)” column gives the energies of the minima of various diabatic potential curves relative to the energy of that dissociation limit. In the last column of Tables S2 and S3, the $2s^22p^2$ label is omitted for all the atomic LS states with that electron configuration.

Table S2: Molecular parameters used in the global diabatization scheme for the $^1\Pi_g$ states calculated by the DMRG method. The exponential decay rates ($s_{ij}$) for all four pairs of electrostatic interactions ($H_{ij}e^{-s_{ij}R}$) are assumed to be the same ($s_{ij} = s = 1 \text{Å}^{-1}$).

| diabats | $T_e$(Diss) / cm$^{-1}$ | $\beta$ / Å$^{-1}$ | $R_e$ / Å | $h$ | Diss. Limit             |
|---------|-------------------------|---------------------|----------|-----|-------------------------|
| d$_1$   | -10871                  | 2.2380              | 1.2502   | 0.726 | $^3P$+2s2p$^3(^3D)$     |
| d$_2$   | -3245                   | 3.8895              | 1.6139   | 40.5 | $^3P$+($^3P$)           |
| d$_3$   | 9245                    | 2.3185              | 1.6306   | 2.23 | $(^1D)$+$(^1D)$         |
| d$_5$   | 29745                   | 2.3221              | 2.3146   | 0 (fixed) | $(^1D)$+$(^1S)$ |
| d$_4$   | 3188300                 | 3.7596              |          |      | $(^1D)$+$(^1D)$         |

| interaction | $H_{ij}$ / cm$^{-1}$ | interaction $H_{ij}$ / cm$^{-1}$ |
|-------------|----------------------|----------------------------------|
| d$_1$-d$_2$ | 29764                | d$_1$-d$_4$ 30727                |
| d$_1$-d$_3$ | 7040                 | d$_1$-d$_5$ 27830                |
Table S3: Molecular parameters used in the global diabatization scheme for the $^3\Pi_g$ states calculated by the MRCI method. The exponential decay rates ($s_{ij}$) for all five pairs of electrostatic interactions ($\mathcal{H}_{ij} e^{-s_{ij}R}$) are assumed to be the same. These decay rates are determined to be $s_{ij} = s = 0.587 \text{Å}^{-1}$ from the fit to the MRCI results.

| diabats | $T_e$ (Diss) / cm$^{-1}$ | $\beta$ / Å$^{-1}$ | $R_e$ / Å | $h$ | Diss. Limit |
|---------|-------------------------|-------------------|-----------|-----|-------------|
| $d_1$   | -28619                  | 2.6916            | 1.2563    | 4.11| $(^3P)+2s2p^3(^3S)$ |
| $d_2$   | -10188                  | 2.4015            | 1.5710    | 4.14| $(^3P)+(^1D)$    |
| $d_3$   | -7747                   | 3.2301            | 1.5997    | 18.1| $(^3P)+(^3P)$    |
| $d_4$   | 1188                    | 3.3329            | 1.6039    | 32.2| $(^3P)+(^1D)$    |

A$_r$ / cm$^{-1}$ | $k_r$ / Å$^{-1}$
|------------------|------------------|
| $d_5$            | 5576900          | 3.1907            |

$\mathcal{H}_{ij}$ / cm$^{-1}$

| interaction | $\mathcal{H}_{ij}$ / cm$^{-1}$ |
|-------------|---------------------------------|
| $d_1$-$d_2$ | 19694                           |
| $d_1$-$d_3$ | 2695                            |
| $d_2$-$d_3$ | 6924                            |
| $d_2$-$d_5$ | 14411                           |

S4.2 Global deperturbation for the $^1\Sigma^+_u$ states

The molecular parameters for the diabatic states used in the global diabatic deperturbation of the low-lying $^1\Sigma^+_u$ (Fig. 6a) and $^3\Sigma^+_u$ states (Fig. 6b) are listed, respectively, in Tables S4 and S5. These parameters are determined from a fit to the CASSCF ab initio potentials.

Table S4: Molecular parameters used in the global diabatization scheme for the $^1\Sigma^+_u$ states calculated by the CASSCF method. The energy of the $2s^22p^2(^1D)+2s^22p^2(^1S)$ limit is taken to be zero. The exponential decay rate ($s_{12}$) of the electrostatic interaction ($\mathcal{H}_{12} e^{-s_{12}R}$) is fixed to $s_{12} = 1 \text{Å}^{-1}$. In the last column, the $2s^22p^2$ label is omitted for all the atomic LS states with that electron configuration.

| diabats | $T_e$ (Diss) / cm$^{-1}$ | $\beta$ / Å$^{-1}$ | $R_e$ / Å | $h$ | Diss. Limit |
|---------|-------------------------|-------------------|-----------|-----|-------------|
| $d_1$   | -29360                  | 2.0977            | 1.2738    | 0.370| $(^4P)+2s2p^3(^3D)$ |
| $d_2$   | -3611                   | 1.8814            | 2.0823    | 1.62| $(^1D)+(^1S)$    |

$\mathcal{H}_{12}$ / cm$^{-1}$ | $s_{12}$ / Å$^{-1}$
|--------------------------------|-----------------|
| $d_1$-$d_2$                   | 10256           | 1$^*$            |
Table S5: Molecular parameters used in the global diabatization scheme for the $^3\Sigma_u^+$ states calculated by the CASSCF method. The energy of the $2s^22p^2(3P)+2s^22p^2(3P)$ limit is taken to be zero. The exponential decay rates ($s_{ij}$) for all three pairs of electrostatic interactions ($\mathcal{H}_{ij}e^{-s_{ij}R}$) are assumed to be the same. These decay rates are determined to be $s_{ij} = s = 0.882 \text{Å}^{-1}$ from the fit to the CASSCF potentials. In the last column, the $2s^22p^2$ label is omitted for all the atomic LS states with that electron configuration.

| diabats | $T_e$ (Diss) / cm$^{-1}$ | $\beta$ / Å$^{-1}$ | $R_e$ / Å | $h$ | Diss. Limit |
|---------|-----------------|------------------|---------|-----|-------------|
| $d_1$   | -33379          | 3.6848           | 1.2400  | 37.5| $(^3P)+2s2p^2(^5S)$ |
| $d_2$   | -10188          | 4.6108           | 1.4365  | 154 | $(^3P)+(^3P)$   |
| $d_3$   | -2917           | 4.3827           | 1.7297  | 295 | $(^3P)+(^3P)$   |

| $A_r$ / cm$^{-1}$ | $k_r$ / Å$^{-1}$ |
|-------------------|------------------|
| $d_4$             | 6363500          | 3.0599          |

| interaction | $\mathcal{H}_{ij}$ / cm$^{-1}$ | interaction | $\mathcal{H}_{ij}$ / cm$^{-1}$ | interaction | $\mathcal{H}_{ij}$ / cm$^{-1}$ |
|-------------|-------------------------------|-------------|-------------------------------|-------------|-------------------------------|
| $d_1$-$d_2$ | 39979                         | $d_1$-$d_3$ | 5736                          | $d_1$-$d_4$ | 12873                         |
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