Sources of Variability in Metabolite Measurements from Urinary Samples
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Abstract

Background: The application of metabolomics in epidemiological studies would potentially allow researchers to identify biomarkers associated with exposures and diseases. However, within-individual variability of metabolite levels caused by temporal variation of metabolites, together with technical variability introduced by laboratory procedures, may reduce the study power to detect such associations. We assessed the sources of variability of metabolites from urine samples and the implications for designing epidemiologic studies.

Methods: We measured 539 metabolites in urine samples from the Navy Colon Adenoma Study using liquid chromatography-mass spectrometry (LC-MS) and gas chromatography-mass spectroscopy (GC-MS). The study collected 2–3 samples per person from 17 male subjects (age 38–70) over 2–10 days. We estimated between-individual, within-individual, and technical variability and calculated expected study power with a specific focus on large case-control and nested case-control studies.

Results: Overall technical reliability was high (median intraclass correlation = 0.92), and for 72% of the metabolites, the majority of total variance can be attributed to between-individual variability. Age, gender and body mass index explained only a small proportion of the total metabolite variability. For a relative risk (comparing upper and lower quartiles of “usual” levels) of 1.5, we estimated that a study with 500, 1,000, and 5,000 individuals could detect 1.0%, 4.5% and 75% of the metabolite associations.

Conclusions: The use of metabolomics in urine samples from epidemiological studies would require large sample sizes to detect associations with moderate effect sizes.

Introduction

A metabolome refers to the collection of low-molecular-weight compounds that form the intricate biochemical network in an organism [1]. Over the past decade, metabolomics, the profiling of a metabolome within a given a biological specimen [2], has become a growing means to identify biomarkers that can measure environmental exposures [3], assess disease risk [4,5], and diagnose diseases at an early stage [6,7]. While these initial studies have demonstrated the potential of metabolomics, several important issues need to be resolved before considering metabolomics as a tool for population-based research.

In a large epidemiological study, the aim is to identify metabolites that are associated with disease risk or exposure status. Researchers are primarily interested in the “usual” metabolite level, which can be loosely translated as the average level over a period of time. The presumption is that the average metabolite levels are most likely to be indicative of disease risk or exposure. However, the human metabolome is highly dynamic. Some metabolites may fluctuate with internal rhythms, such as circadian or lunar rhythms [8–10]. Others may vary in response to external stimuli such as foods, drugs, and other environmental exposures [11,12], and others might change with long-term secular trends. A single measure, which may be all that is available in some epidemiological studies, may not capture the usual level and associations may be more difficult to detect [13,14]; therefore, it is important to evaluate the contribution of within-person variability, in addition to technical variability or measurement error, to the total variation of metabolites in a study population. Such information would allow researchers to determine whether an epidemiological study will have the power to detect associations, and if so, to help optimize the study design.
The two biospecimens commonly collected for studies are blood and urine. Recently several studies have examined the reliability of metabolites in serum and plasma [14–16]. The studies by Floegel et al. [15], Kosopoulous et al. [16] and by Townsend et al. [17] reported, on average, moderate stability over time in serum and plasma metabolites, as judged by an intraclass-correlation coefficient (ICC, median value 0.4–0.5) covering several months to a year. In a third study, we used a non-targeted approach using serum samples and calculated 1-year ICC, a measure that estimates the proportion of total variance attributable to between-individual variance and is similar to ICCs reported in previous studies. Our findings were largely similar with a median ICC of 0.43[14]. Unfortunately, similar studies on urinary metabolites have been limited, and they have focused on a relatively limited number of compounds or classes of compounds, such as phytoestrogens [16] and phthalates [18], or on specific exposures such as estrogen usage [19], nicotine [20] and polycyclic aromatic hydrocarbons [21].

We extend our previous investigation of sources of variability in serum metabolites by studying a large set of 539 metabolites measured in urine. Our overall goal is to provide the information needed to design the metabolic component of large-scale epidemiological studies. Our first objective is to estimate the technical, within-individual, and between-individual variability of urine metabolites. Our second objective is to translate these estimates of variability into estimates of the study power that can be expected for epidemiological studies, with a specific focus on large case-control and nested case-control studies. Although statistical considerations for case-control and nested case-control studies are identical, nested case-control studies, where biospecimens are collected prior to diagnosis, have the practical benefit of avoiding reverse causation or the detection of disease effects. We consider power as a function of the number of samples collected, sample size, and number of metabolites tested. Because metabolomics measures are relatively expensive, our power calculation also considered the alternative design of pooling multiple samples collected at different time points from an individual and running a single measurement on the pooled sample.

Methods

Study Population and Urinary Sample Collection

Our study of metabolite variability was performed on samples collected as part of the Navy Colon Adenoma Study, a case-control study of colorectal adenoma conducted at the National Naval Medical Center; details of this study have been previously reported [22]. Cases were patients diagnosed with colorectal adenomas by sigmoidoscopy or colonoscopy between March 1993 and September 1996. Controls were selected among patients free of colorectal adenoma at sigmoidoscopy during the same time period and were frequency matched to cases on age, race and gender. The participants provided written informed consent and the study was approved by the Institutional Review Boards of both the National Cancer Institute and the National Naval Medical Center.

Cases and controls were eligible for the study if they lived within 60 miles of Washington D.C., were 18–74 years of age and had no history of Crohn’s disease, ulcerative colitis, or cancer except non-melanoma skin cancer. From the 244 cases, we selected 131 cases with no previous history of rectal bleeding or adenoma, complete questionnaire data and serum and urine samples available. An equal number of controls were selected to match the cases on age (5-year age groups), sex, and smoking status (ever or never). Participants provided information on demographics, lifestyle, family history of cancer, occupation history and medical history.

Interviewers collected non-fasting overnight urine samples at home visits approximately 60–90 days after the screening exam. All 262 cases and controls had one urine sample collected at this first “baseline” visit, and subsequent urine samples were collected from 17 male controls. Of these 17 individuals, 12 had samples collected from a total of three home visits and 5 had samples collected from two home visits. The median time between consecutive home visits was 2 days, while the median time between the two most distant visits was 10 days. Furthermore, technical replicates were measured from one sample from each individual, with 15 samples having 2 technical replicates and 2 having 3 replicates. Urine samples were aliquoted and stored frozen.

Metabolite Measurement

Urinary metabolites were measured by Metabolon Inc. (North Carolina, U.S.) and the platform and process have been previously described [23]. A non-targeted extraction was used, followed by protein precipitation to recover a diverse set of metabolites. Samples were then analyzed using ultra high performance liquid-phase chromatography with tandem mass spectrometry (LC-MS) and gas chromatography coupled with mass spectrometry (GC-MS). The mass spectra peaks were linked to a chemical reference library generated to identify individual metabolites and determine their relative quantities. Identified metabolites were grouped into 8 chemical classes (amino acids, carbohydrates, cofactors and vitamins, energy metabolites, lipids, nucleotide metabolites, peptides, and xenobiotics). To account for variability by run day, metabolites were individually normalized by run day and expressed in relative concentrations.

Values below the detection threshold were set to the minimum observed value of the metabolite. Metabolites that were observed in ≤90% of the samples were excluded from the analysis. We log-transformed the metabolite levels, following common practice in metabolomic studies. In sensitivity analyses, we evaluated potential confounding by sample concentration by dividing metabolite levels by sample osmolality, a measure of solute concentration, prior to log transformation.

Statistical Analysis

As previously described [14], we decomposed the total variance of each metabolite, \( \sigma^2_M \), into three different components: the between subject variance, \( \sigma^2_B \), which represents the variance of the “usual” level for subjects in a population; the within subject variance, \( \sigma^2_W \), which reflects the variability over time around the “usual” level within an individual; the technical variance, \( \sigma^2_T \), which is the variance introduced by measurement error in the laboratory procedures.

From these three variance components, we defined the following additional quantities:

1. Biological variance: the combination of between- and within-person variances, \( \sigma^2_B + \sigma^2_W \).
2. Technical ICC: the proportion of the total variance that is attributed to biological variance, as opposed to random laboratory variation. High technical ICC indicates high laboratory reproducibility.
3. $\pi_{BW}^B$, the proportion of the population’s biological variance that is attributed to between-individual variance.

$$\pi_{BW}^B = \frac{\sigma_B^2}{\sigma_B^2 + \sigma_W^2}$$

4. $\pi_T^B$, the proportion of the total variance that is attributed to between-individual variance. Higher $\pi_T^B$ will likely indicate higher power to detect associations.

$$\pi_T^B = \frac{\sigma_T^2}{\sigma_B^2 + \sigma_W^2 + \sigma_T^2}$$

To estimate $\sigma_B^2$, $\sigma_T^2$, and $\sigma_W^2$, and relevant quantities, we assumed that the log-transformed metabolite level, $Y_{ij}$, for subject $i$ on day $j$ could be described by the following linear mixed model [24]

$$Y_{ij} = \beta_0 + S_i + T_{ij} + e_{ij}$$

where $S_i$ is a subject-specific random effect with $S_i \sim N(0, \sigma_S^2)$, $T_{ij}$ is a time-specific random effect $T_{ij} \sim N(0, \sigma_T^2)$, and $e_{ij}$ is measurement error $e_{ij} \sim N(0, \sigma_e^2)$. Here, “$\sim$” indicates that a variable follows a normal distribution and $\rho$ represents the correlation between levels one day apart. We further assumed that $S_i$, $T_{ij}$, and $e_{ij}$ are independent. Therefore, letting 1 denote a matrix with every entry equal to one and letting 1 denote the identity matrix, we let

$$\bar{Y} \sim N(\beta_0, \sigma_B^2 + \sigma_T^2 I + \sigma_W^2 \Sigma + \sigma_e^2 I)$$

For each metabolite, we fit one model assuming the covariance matrix, $\Sigma$, has an autocorrelation structure and one model assuming that $\Sigma$ has an independence structure. We compared the two models and tested for the existence of correlation over time (e.g. $\rho \neq 0$) by the Lagrange multiplier test [17] performed by the plm package in R [25]. Because of the small number of replicate samples, our primary analyses will use the estimates of $\Theta = \{\beta, \sigma_S^2, \sigma_T^2, \sigma_W^2, \sigma_e^2\}$ from the smaller model assuming $\Sigma$ is the identity matrix.

**Evaluating Age, Gender and BMI**

Age, gender and body mass index (BMI) are among the commonly adjusted characteristics in epidemiologic studies, and these factors may be related to metabolite levels [26,27]. As previously described [14], we examined the variance of each metabolite attributable to these factors by expanding equation (1) to include fixed effects for age (quartiles), gender (male and female) and BMI (<25, 25–29.9, and ≥30 kg/m²).

$$Y_{ij} = \beta_0 + z_{ai} + \gamma_i + \phi_i + S_i + T_{ij} + e_{ij}$$

Where $\{z_{ai}, \gamma_i, \phi_i\}$ are the age, gender, and BMI effects for individual $i$, and $S_i \sim N(0, \sigma_S^2)$, $T_{ij} \sim N(0, \sigma_T^2 I)$, and $e_{ij} \sim N(0, \sigma_e^2)$. The total variance is now defined by

$$\sigma^2_{(tot)} = \sigma_S^2 + \sigma_T^2 + \sigma^2(\text{age}) + \sigma^2(\text{gender}) + \sigma^2(BMI)$$

The adjusted $\pi_T^B$ or $\pi_T^B B$, is defined as $\frac{\sigma_T^2}{\sigma_T^2 + \sigma_{other}^2}$

We further denoted the proportion of the total variance attributable to age, gender and BMI as $\pi(\text{age})$, $\pi(\text{gender})$ and $\pi(BMI)$.

$$\pi(\text{age}) = \frac{\sigma^2(\text{age})}{\sigma^2_{(tot)}}$$

$$\pi(\text{gender}) = \frac{\sigma^2(\text{gender})}{\sigma^2_{(tot)}}$$

$$\pi(BMI) = \frac{\sigma^2(BMI)}{\sigma^2_{(tot)}}$$

We also assessed whether the covariates were significantly associated with metabolite levels and obtained p-values by performing an analysis of variance on these mixed models.

**Power**

We estimated the expected power for a case-control study focused on a single outcome using previously described methods [14]. Specifically, we assume that a study will collect $n$ individuals with an 1:1 ratio of cases:controls. We consider other ratios, 2:1 and 3:1, in the supporting information. We further assume that the study will use a t test to compare the metabolite levels between cases and controls to detect associations between metabolites and disease, using a Bonferroni-corrected significance threshold. We defined the effect size as the relative risk (RR) of disease comparing cases and controls to detect associations between metabolites and disease. A given effect size, we calculated, across metabolites, the mean probability of detecting a statistically significant association, accounting for the 3 sources of variability. This average probability, or the average power, indicates the proportion of true metabolite-disease associations that we expect to discover in a given study. We calculated power for studies that have different number of participants and different $\pi$-levels. We also considered the scenario where multiple samples were taken from each individual at different times, but pooled together so that only a single (and potentially expensive) laboratory measurement would be needed for the mixed solution. In this scenario, the power calculation is based on 1/x of the within-individual variability ($x =$ number of samples per person). Finally, we estimated the expected power when a more liberal cutoff, based on the False Discover Rate (FDR), replaced the Bonferroni-
corrected threshold. A significance threshold based on FDR depends on the number and effect sizes of the metabolites truly associated with the outcome. For our example, we considered an outcome similar to BMI, and calculated the p-value thresholds that corresponded to FDRs of 0.05, 0.1, and 0.2 using the distribution of p-values from testing associations with BMI.

**Results**

**Laboratory/Technical Variability**

We detected a total of 846 metabolites in urine, with 539 being present in more than 90% of the samples. Of these 539 metabolites which were included in our analysis, 239 had a confirmed identity. Overall, laboratory reproducibility was high (figure 1A) with the technical ICCs for 99%, 97% and 87% of the metabolites exceeding 0.2, 0.5 and 0.8, respectively (table 1). The distribution of ICCs was similar across different categories of metabolites (table S1 in File S1). In sensitivity analyses in which we adjusted for osmolarity to control for urine sample concentration, ICCs were generally similar, with no net improvement. Our primary analyses are therefore based on models without adjustment for osmolarity.

**Within and between-individual Variability**

Two sources of variability—within and between-individual variance—constitute the total biological variability. For most of the metabolites, between-individual variability explains the majority of the total variance: 72% of the metabolites had a $\pi^B_T$ exceeding 0.5 (table 1). However, only 12% of the metabolites had a $\pi^B_T$ higher than 0.8. A list of identified metabolites with the highest $\pi^B_T$ is presented in table 2. Among different metabolite categories, amino acid, lipid and xenobiotics had the highest proportion of metabolites with $\pi^B_T$ exceeding 0.8 (20%, 18% and 13%, respectively, table S2 in File S1). The metabolites with the lowest $\pi^B_T$ formed a heterogeneous group and were involved in various biochemical pathways (table S3 in File S1). A full list of $\pi^B_T$ as well as ICCs of all identified metabolites is presented in table S4 in File S1.

We also evaluated $\pi^B_{BW}$, the proportion of biological variability attributed to between-individual variance. The majority of metabolites had a relatively high $\pi^B_{BW}$, with 97%, 81% and 31% having a $\pi^B_{BW}$ exceeding 0.2, 0.5 and 0.8, respectively (table 1). Of the 41 pairs of samples taken at different time points from the same individual, we had 3, 14, 8, 5, 5, 2, 1, 1, and 2 pairs separated by 1, 2, 3, 4, 5, 6, 7, 8 and 10 day intervals, respectively. To evaluate whether pairs separated by shorter intervals were more highly correlated, we estimated $p$ from the linear mixed models described by equation (1) with $\gamma$ assumed to have an autocorrelation structure, and obtained a p-value evaluating whether the autocorrelation structure was a significant improvement over independence. The distribution of $p$ (figure 2) and $p$

| Table 1. Percentage of metabolites exceeding parameter thresholds$^a$ in the Navy Colon Adenoma Study. |
|-----------------------------------------------|
| Parameter threshold | 0.2 | 0.5 | 0.8 |
| $\text{ICC}^b$ | 99% | 97% | 87% |
| $\pi^B_{BW}^c$ | 97% | 81% | 31% |
| $\pi^B_T^d$ | 95% | 72% | 12% |

$^a$Each row list the percentage of metabolites with an estimated parameter (ICC, $\pi^B_{BW}$ and $\pi^B_T$) exceeding the threshold of 0.2, 0.5 and 0.8.

$^b$ICC represents the proportion of total variation attributable to biological variance.

$^c$ $\pi^B_{BW}$ represents the proportion of biological variability attributable to between-individual variance.

$^d$ $\pi^B_T$ represents the proportion of total variation attributable to between-individual variance.

doi:10.1371/journal.pone.0095749.t001
values (figure S1 in File S1) suggested that the correlation between measurements within an individual decreased slightly with the time even over this 1 week. However, our study did not have sufficient power to precisely estimate this correlation, and using a Bonferroni corrected threshold of 0.05/539, could only find 7 metabolites (orotidine, andro steroid monosulfate and five unidentified metabolites) with a statistically significantly larger than 0.

Age, Gender and BMI

Age, gender and BMI explained only a small proportion of the total variation (figure 3). Moreover, we found that these covariates were only significantly associated with small percentages of metabolites. Using the Bonferroni-adjusted α-level of 0.05/539, we found 1.3%, 12.4%, and 0.7% of the metabolites were significantly associated with age, gender and BMI, respectively.

Epidemiologic studies often adjust for potential confounders. In this case, the study power is reflected in \( r^2_{B} \), or the adjusted \( r^2_{B} \), which represents the proportion of total variability attributed to between-individual variance after adjusting for age, gender and BMI. Overall we found only small differences between \( r^2_{B} \) and \( r^2_{T-B} \). The percentages of metabolites with \( r^2_{B} > 0.2, 0.5, \) and 0.8 were 94%, 70% and 9.7%, respectively. Among metabolites with the highest ratio of between-individual to total variance (\( r^2_{B} > 0.8 \)), including age, gender and BMI in the regression model had little impact on the estimation of \( r^2_{B} \) (table 2).

| Metabolite                              | \( r^2_{B} \) | Category               | \( r^2_{B} \), adjusted* | P value age | P value BMI |
|-----------------------------------------|---------------|------------------------|---------------------------|-------------|-------------|
| androsterone sulfate                    | 0.90993       | Lipid                  | 0.89726                   | <.0001      | 0.3118      |
| pregnen-diol disulfate                  | 0.8928        | Lipid                  | 0.87069                   | <.0001      | 0.1976      |
| 3-aminoisobutyrate                      | 0.88697       | Nucleotide             | 0.88400                   | 0.00840     | 0.5058      |
| 1,7-dimethylurate                       | 0.88349       | Xenobiotics            | 0.88348                   | 0.00250     | 0.73660     |
| tryptophan betaine                      | 0.87904       | Amino acid             | 0.87510                   | 0.00270     | 0.47490     |
| N-acetyl-beta-alanine                   | 0.87158       | Amino acid             | 0.86605                   | 0.08970     | 0.26440     |
| N-acetylasparagine                      | 0.86819       | Amino acid             | 0.86979                   | 0.25490     | 0.73320     |
| pantothenate                            | 0.86148       | Cofactors and vitamins | 0.85960                   | 0.00840     | 0.15100     |
| glucose                                 | 0.85992       | Carbohydrate           | 0.85168                   | 0.18910     | 0.17480     |
| fucose                                  | 0.85541       | Carbohydrate           | 0.85024                   | 0.12220     | 0.00460     |
| paraxanthine                            | 0.85354       | Xenobiotics            | 0.85197                   | 0.05710     | 0.17840     |
| glutaryl carnitine                      | 0.85349       | Amino acid             | 0.83457                   | <.0001      | <.0001      |
| 4-androstren-3beta,17-beta-diol disulfate | 0.85143      | Lipid                  | 0.79376                   | <.0001      | <.0001      |
| 5-acetylamo-6-amo-3-methyluracl         | 0.84867       | Xenobiotics            | 0.84641                   | 0.02400     | 0.39010     |
| N-acetyltyrosine                        | 0.84795       | Amino acid             | 0.84868                   | 0.88960     |
| glycolylproline                         | 0.84599       | Peptide                | 0.83253                   | 0.03260     |
| phenylalanine                           | 0.84218       | Amino acid             | 0.82608                   | 0.00890     |
| stachydrine                             | 0.83748       | Xenobiotics            | 0.84008                   | 0.69140     |
| citrate                                 | 0.83653       | Energy                 | 0.83598                   | 0.28410     |
| 3-indoxyl sulfate                       | 0.83496       | Amino acid             | 0.83718                   | 0.31590     |
| serine                                  | 0.83040       | Amino acid             | 0.81117                   | 0.00030     |
| creatinine                              | 0.82840       | Amino acid             | 0.79386                   | <.0001      |
| methylglutaroylcarnitine                | 0.82539       | Amino acid             | 0.82424                   | 0.06120     |
| tyrosine                                | 0.81789       | Amino acid             | 0.79326                   | 0.00100     |
| tryptophan                              | 0.81691       | Amino acid             | 0.79820                   | 0.00340     |
| N-acetylglutamine                       | 0.81477       | Amino acid             | 0.81638                   | 0.93390     |
| indolelactate                           | 0.81370       | Amino acid             | 0.81769                   | 0.78720     |
| glycocholenate sulfate                  | 0.81102       | Lipid                  | 0.80034                   | 0.01020     |
| lysine                                  | 0.80945       | Amino acid             | 0.79957                   | 0.46750     |
| N-acetylcystidine                       | 0.80942       | Nucleotide             | 0.79722                   | 0.00110     |
| 3,4-dihydroxyphenylacetate              | 0.80810       | Amino acid             | 0.80567                   | 0.50410     |
| kynurenine                              | 0.80704       | Amino acid             | 0.79518                   | 0.39490     |
| glutamine                               | 0.80483       | Amino acid             | 0.78034                   | 0.02310     |
| dimethylglycine                         | 0.80274       | Amino acid             | 0.78929                   | 0.00910     |

*adjusted for age (quartiles), gender (male, female) and BMI (<25, 25–<30 and 30+kg/m²).

doi:10.1371/journal.pone.0095749.t002
Power

With the observed technical, within-individual and between-individual variances, we estimated study power to detect an RR of 1.5, 3.0 and 5.0 in a case-control design using a Bonferroni adjusted \( \alpha \)-level of 0.05/539. We found that a study with 500 individuals is expected to detect 1%, 54% and 89% of the metabolites with a true RR of 1.5, 3.0 and 5.0, respectively. In a study of 1,000 individuals, we expect the proportions of metabolites detected at these RR to increase to 4.5%, 88% and 96%. With a sample size of 5,000, we expect to detect 73% of the metabolites even at a RR of 1.5 (table 3, figure 4A) and approximately 100% of metabolites with a RR of 3.0 and 5.0. The impact of \( \pi^T \) on study power is highlighted in figure S2 in File S1, where we show, for example, that the power to detect a metabolite with a RR of 2.0 would decrease from 0.8 to 0.3 as \( \pi^T \) decreases from 1 to 0.5. Without correcting for measurement error, the observed RR reported in an epidemiologic study would be attenuated. Therefore we defined the naïve RRs as the RR that would be estimated based on the observed metabolite measurements. We have estimated that, given the within-individual variance observed in our study, when true RRs are 1.5, 3.0 and 5.0, the uncorrected, naïve RRs are expected to be 1.4, 2.3 and 3.4, respectively.

In metabolomics studies with a targeted approach, researchers can restrict the analysis to a predetermined list of metabolites based on \textit{a priori} knowledge. In this scenario, the number of metabolites being evaluated may be substantially smaller, resulting in a higher \( \alpha \)-level, due to a smaller penalty from the Bonferroni correction. We examined power curves with different \( \alpha \)-levels (figure 4B). When we raise the \( \alpha \)-level from 0.05/539 to 0.001, a case-control study with 1,000 individuals is expected to detect of 13.5%, 93% and 98% of the metabolites with a true RR of 1.5, 3.0 and 5.0, respectively. We considered more liberal \( \alpha \)-levels (0.0096, 0.0226 and 0.0660, corresponding to FDRs of 0.05, 0.1, and 0.2 (figure S3A in File S1)). In the most liberal scenario, with an FDR = 0.2, a case-control study with 1,000 individuals is expected to detect of 59%, 97%, and 98% of the metabolites with a true RR of 1.5, 3.0 and 5.0.

We evaluated how collecting multiple samples would help to improve study power. We assume that a study will collect up to 10 urinary samples from each individual and mix these samples to perform one measurement of metabolite levels on the pooled sample. This approach will reduce within-individual variance and better capture an individual’s usual metabolite level. As shown in figure 4C, collecting multiple samples would only slightly improve study power. By collecting 3 samples per person on a case-control study of 1,000 individuals, we expect to increase the study power by 1.44x, 1.11x and 1.02x with a true RR of 1.5, 3.0 and 5.0, respectively, which would mean an average probability of detecting 6.7%, 93% and 98% of the metabolites. We also estimated that even when each one of the multiple samples is individually measured, the improvement in statistical power would be limited with increasing numbers of samples (data not shown), which is what would be expected when technical error is low. Finally, we examined the influence of case:control ratio, at a given study sample size, on study power. We found that comparing to a 1:1 ratio, increasing the control-to-case ratio to 3:1 would only improve study power slightly (figure S3B in File S1).

Discussion

We investigated the source of variability of 539 metabolites measured by LC-MS and GS-MS in urine samples from the Navy Colon Adenoma Study. We found that overall technical reliability was high, and for most of the metabolites, the majority of total variance can be attributed to between-individual variability. However, despite relatively high \( \pi^T \), we estimated that large sample sizes (hundreds to thousands of participants) would be

---

**Figure 2.** The plot illustrates the distribution of \( \hat{p} \), an estimate of a measure of autocorrelation over time, for all metabolites. The curve illustrates that the majority of \( p \) are likely above 0 and that measurements collected on consecutive days are likely more similar than those collected one week apart. The x-axis indicates the quantile ranking and y-axis indicates \( \hat{p} \) for a metabolite at that ranking. For example, the median level, that of the metabolite ranked 284, is 0.49. doi:10.1371/journal.pone.0095749.g002

**Figure 3.** The distribution of \( \pi^T \text{(age)} \) (A), \( \pi^T \text{(gender)} \) (B), and \( \pi^T \text{(BMI)} \) (C). The x-axis represents the metabolite quantile ranking, and the y-axis represents \( \pi^T \). The black areas under the curve illustrate the for the specified metabolite quantile ranking, which shows the variance explained by these three covariates. doi:10.1371/journal.pone.0095749.g003
needed for case-control and nested case-control studies to detect metabolite associations with moderate effect sizes (RR of 1.5–3.0).

In an epidemiological study, the degree to which one or a few measures can accurately assess an individual’s “usual” level is a key determinant of statistical power. With the same effect size for usual level, it is easier to detect associations for metabolites that have low variability over time and minimal measurement error. Consistent with our findings, a previous study that examined the metabolic profile of over 700 unique metabolite peaks from serum and urine samples using GC-MS reported much smaller variance among technical replicates, compared with variance among different individuals [28]. Similarly high reproducibility has also been observed in studies examining LC-MS methods for global metabolic profiling in urine [29]. Although technical improvements will lead to more accurate measures of metabolites, the high reproducibility of current laboratory methods suggests that in order to enhance the power to detect metabolite associations, other approaches, such as increasing sample size or making multiple measurements, must also be considered when metabolomic studies are planned.

The levels and patterns of temporal variability differ by metabolites. Some metabolites, such as cortisol and melatonin, fluctuate by the hour in a given day [9,28]; while other metabolites, such as female hormones and vitamin D, may fluctuate by month or season. To examine associations with these metabolites, studies should either try to collect specimens at similar times for all subjects or record the time so that downstream analyses can perform appropriate adjustments. Another source of variability is time since exposure. For example, markers of diet, smoking, alcohol consumption and use of medication may be heavily influenced by the most recent exposure. In this case, researchers may consider making repeated measures, as this sampling practice can enhance the power of detection and benefit epidemiological studies that involve exposure assessment using biosamples [11]. When resources are limited and do not permit making repeated measures on the entire study population, it may still be beneficial to obtain multiple measurements on a subsample to allow estimation of within-individual variation. On the other hand, as suggested by our power calculation, when within-individual variance is relatively low, the most effective way to increase detection power may be expanding the study population.

In previous studies of serum metabolites, blood samples were collected over a few months to several years [14–16]. In contrast, in this study, the time intervals between sample collections were relatively short, spanning from 1 to 10 days. This distinction may partially explain why we observed a higher \( p \) of urinary metabolites when compared with the serum findings in our previous study [14][mean: 0.60 for urine vs. 0.43 for serum]. For many metabolites, the correlation between samples would be expected to be higher when time intervals between sample collections are short. As a result, measures over a few days may not

Table 3. Average study power to detect associations between metabolites and disease in a case-control study according to different relative risks and sample sizes.

| Sample size (1:1 case:control ratio) | True relative risk* |
|-------------------------------------|---------------------|
|                                     | 1.5                 | 3.0     | 5.0     |
| 500                                 | 1.0%                | 54%     | 89%     |
| 1,000                               | 4.5%                | 88%     | 96%     |
| 5,000                               | 75%                 | 98%     | 98%     |

*The naıve estimates of true relative risks of 1.5, 3.0 and 5.0 would be 1.4, 2.3 and 3.4, respectively.

doi:10.1371/journal.pone.0095749.t003
capture the true temporal variability around the “usual” level of these metabolites.

Of the total variance in urinary metabolite levels, only a small proportion overall was explained by age, BMI, and gender. For gender, there were a substantial number of associations—over 10%—between metabolites associated with gender; however, many of them were metabolites of sex hormones that are usually examined separately for males and females in epidemiological studies regardless. Factors besides age, BMI, and gender likely explain the remaining variance, and thus there is high potential for discovery of new exposures of interest for disease in epidemiologic studies.

There are several limitations of our study. First, we calculated technical and within-individual variance based on only 37 and 46 samples, respectively. This may lead to imprecise estimation of technical and within-individual variance based on only 37 and 46 samples. Another limitation is that the relatively short time interval separating sample collections may lead to underestimation of within-individual variability over the long term. Finally, our power calculation considered only the detection of individual metabolite and disease associations, but did not assess the power for identifying metabolomic profiles associated with disease.

In summary, we evaluated the variability of urinary metabolites from three sources and estimated the power of case-control studies based on our findings. We showed that our previously developed framework is useful in determining sample sizes when metabolomic studies are planned.

### Supporting Information

File S1 Supporting figures and tables. (DOCX)

### Author Contributions

Conceived and designed the experiments: JNS. Analyzed the data: QX SCM JNS. Wrote the paper: QX JNS. Acquisition of data: RS AJC. Critical review of the manuscript for important intellectual content: SCM SMB CEM NR RZSS RS AJC.

### References

1. Oliver SG, Winnon MK, Kell DB, Baganz F (1998) Systematic functional analysis of the yeast genome. Trends Biotechnol 16: 573–578.
2. Nicholson JK, Linden JC, Holmes E (1999) Metabonomics: understanding the metabolic responses of living systems to pathophysiological stimuli via multivariate statistical analysis of biological NMR spectroscopic data. Xenobiota 29: 1181–1199.
3. Ellis JK, Altmarch T, Thomas LD, Teichert P, Perez-Trujillo M, et al. (2012) Metabolic profiling detects early effects of environmental and lifestyle exposure to cadmium in a human population. BMC Med 10: 61.
4. Shah SH, Sun JL, Stevens KD, Bain JR, Moehlhauser MJ, et al. (2012) Baseline metabolomic profiles predict cardiovascular events in patients at risk for coronary artery disease. Am Heart J 163: 844–850 e841.
5. Wang TJ, Larson MG, Vasan RS, Cheng S, Rhee EP, et al. (2011) Metabolite profiles and the risk of developing diabetes. Nat Med 17: 448–453.
6. Sprattin JF, Sevko J, Eckhardt SG (2009) Clinical applications of metabolomics in oncology: a review. Clin Cancer Res 15: 431–440.
7. Xu XH, Huang Y, Wang G, Chen SD (2012) Metabolomics: a novel approach to identify potential diagnostic biomarkers and pathogenesis in Alzheimer’s disease. Neurosci Bull 28: 641–648.
8. Fenske M (2006) Comment on “diurnal excretion of urinary cortisol, cortisone, and cortisol metabolites in chronic fatigue syndrome” J Psychosom Res 60: 607–620, author reply 629.
9. Jerjes WK, Peters TJ, Taylor NF, Wood JJ, Wessely S, et al. (2006) Diurnal excretion of urinary cortisol, cortisone, and cortisol metabolites in chronic fatigue syndrome. J Psychosom Res 60: 145–153.
10. Gika HG, Michelle E, Theodoridis GA, Wilson ID (2008) Evaluation of the repeatability of ultra-performance liquid chromatography-TOF-MS for global metabolomic profiling of human urine samples. J Chromatogr B Analyt Technol Biomed Life Sci 871: 299–305.
11. Rothman N (2011) Molecular Epidemiology: Principles and Practices. Lyon, France: International Agency for Research on Cancer, World Health Organization.
12. Neri LM, Cani A, Martelli AM, Simion C, Junghanss C, et al. (2013) Targeting the PFK1/Akt/mTOR signaling pathway in type 2 diabetes. J Exp Med 210: 1083–1096.
13. Rosner B, Spiegelman DB, Willett WC (1992) Correction of logistic regression relative risk estimates and confidence intervals for random within-person measurement error. Am J Epidemiol 136: 1400–1413.
14. Sampson JT, Bocca SM, Shu XO, Stolzenberg-Solomon RZ, Matthews CE, et al. (2013) Metabolomics in epidemiology: sources of variability in metabolite measurements and implications. Cancer Epidemiol Biomarkers Prev 22: 631–640.
15. Flogel A, Drogan D, Wang-Sattler R, Prein C, Illig T, et al. (2011) Reliability of serum metabolite concentrations over a 4-month period using a targeted metabolomic approach. PLoS One 6: e21109.
16. Koutoupetos J, Twogerou SS, Campos H, Chuang FL, Clevenger CV, et al. (2011) Reproducibility of plasma and urine biomarkers among premenopausal and postmenopausal women from the Nurses’ Health Studies. Cancer Epidemiol Biomarkers Prev 19: 939–946.
17. Townsend MK, Clinch GR, Kraft P, Wu C, Souza AL, et al. (2013) Reproducibility of metabolomic profiles among men and women in 2 large cohort studies. Clin Chem 59: 1657–1667.
18. Frederiksen H, Kranich SK, Jorgensen N, Talhoureau O, Petersen JH, et al. (2013) Temporal variability in urinary phthalate metabolite excretion based on spot, morning, and 24-h urine samples: considerations for epidemiological studies. Environ Sci Technol 47: 958–967.
19. Elshans AH, Ziegler RG, Rosner B, Veenstra TD, Roman JM, et al. (2009) Reproducibility of fifteen urinary estrogen and estrogen metabolites over a 2-to 3-year period in premenopausal women. Cancer Epidemiol Biomarkers Prev 18: 2960–2968.
20. St Helen G, Novalen M, Heijman DF, Dempsey D, Jacob P 3rd, et al. (2012) Reproducibility of the nicotine metabolite ratio in cigarette smokers. Cancer Epidemiol Biomarkers Prev 21: 1103–1114.
21. Li Z, Romanoff LC, Lewin MD, Porter EN, Trinidad DA, et al. (2010) Variability of urinary concentrations of polycyclic aromatic hydrocarbon metabolite in general population and comparison of spot, first-morning, and 24-h void sampling. J Expo Sci Environ Epidemiol 20: 526–535.
22. Sinha R, Chow WH, Kullofford M, Denohe J, Butler J, et al. (1999) Well-done, grilled red meat increases the risk of colorectal adenomas. Cancer Res 59: 4320–4324.
23. Evans AM, DeHaven CD, Barrett T, Mitchell M, Miligram E, et al. (2009) Integrated, nontargeted ultrahigh performance liquid chromatography/electrospray ionization tandem mass spectrometry platform for the identification and relative quantification of the small-molecule complement of biological systems. Anal Chem 81: 6656–6667.
24. Laird NM, Ware JH (1982) Random-effects models for longitudinal data. Biometrics 38: 963–974.
25. Wallace M, Hashim YZ, Wingfield M, Culliton M, McAuliffe F, et al. (2010) Effects of menstrual cycle phase on metabolic profiles in premenopausal women. Hum Reprod 25: 949–956.
26. Menii C, Kastenmüller G, Petersen AK, Bell L, Puhas M, et al. (2013) Metabolomic markers reveal novel pathways of ageing and early development in human populations. Int J Epidemiol 42: 1111–1119.
27. Mouquet SC, Matthews CE, Sampson JT, Stolzenberg-Solomon RZ, Zheng W, et al. (2014) Human metabolic correlates of body mass index. Metabolomics 10: 259–269.
28. Wust S, Wolf J, Hellhammer DH, Freudenrik I, Schomeren N, et al. (2006) The cortisol awakening response - normal values and confounds. Noise Health 25: 79–88.
29. Cappucci A, Elliott JA, Yen SS (1992) Melatonin: a major regulator of the circadian rhythm of core temperature in humans. J Clin Endocrinol Metab 75: 447–452.

PLOS ONE | www.plosone.org 8 May 2014 | Volume 9 | Issue 5 | e95749

Sources of Variability in Urinary Metabolites