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Abstract—In this paper, we introduce a skill-balancing mechanism for adversarial non-player characters (NPCs), called Skilled Experience Catalogue (SEC). The objective of this mechanism is to approximately match the skill level of an NPC to an opponent in real-time. We test the technique in the context of a First-Person Shooter (FPS) game. Specifically, the technique adjusts a reinforcement learning NPC’s proficiency with a weapon based on its current performance against an opponent. Firstly, a catalogue of experience, in the form of stored learning policies, is built up by playing a series of training games. Once the NPC has been sufficiently trained, the catalogue acts as a timeline of experience with incremental knowledge milestones in the form of stored learning policies. If the NPC is performing poorly, it can jump to a later stage in the learning timeline to be equipped with more informed decision-making. Likewise, if it is performing significantly better than the opponent, it will jump to an earlier stage. The NPC continues to learn in real-time using reinforcement learning but its policy is adjusted, as required, by loading the most suitable milestones for the current circumstances.

I. INTRODUCTION

This paper presents a new mechanism for Dynamic Difficulty Adjustment in the context of reinforcement learning called Skilled Experience Catalogue (SEC). Specifically, we store the current policy of the non-player character (NPC) at various intervals during an initial training phase. Once the training phase is complete, the base policy of the NPC can be adjusted in real-time, influenced by a threshold value, to approximately match the skill level of the current opponent.

To test our SEC mechanism, we apply it to the weapon proficiency of an NPC bot in a First-Person Shooter (FPS) Deathmatch game. Specifically, the mechanism applies only to the learned task of aiming/firing a weapon at an enemy. The NPC has fixed strategies for the other in-game tasks such as item collection, opponent evasion and travelling around the map. The NPC bot is initially trained against a single opponent and builds up a catalogue of reinforcement learning policies as it gains experience from using the weapon over time. These stored policies, that loosely represent skill level, can then be loaded in subsequent games to balance the gameplay against the current opponent. We demonstrate this SEC mechanism against five different levels of fixed-strategy opponents and show that a single catalogue of experience can be used to closely match the performance of each. The NPC that we have developed is an adversarial one which contrasts with supportive companion NPCs found in some game genres.

The approach that we present is novel in that it is using a by-product of the bot’s learning process to create milestones which represent the knowledge acquired at the different stages of learning. The policies of the bot are stored, at different stages, to keep a sequential catalogue of experience. The bot can then jump to the most appropriate policy to coincide with the skill level of the current opponent while continuing to adapt based on its in-game experience. Our approach does not require manually optimising parameters to represent different skill levels. Conversely, we are sampling from the natural learning progress of the agent over time.

II. BACKGROUND INFORMATION

A. Dynamic Difficulty Adjustment

Traditionally, human computer game players select a difficulty setting from a menu before beginning the game. This can be as simple as selecting easy / medium / hard or can include more detailed options for the player to choose from. These settings have a direct, and usually static, effect on the skill level of the NPCs. Such fixed-difficulty settings can often be too broad. For instance, a setting that is intended to be easy may nonetheless be too difficult for some players. Players may also improve their performance at different rates. The traditional approach does not make use of the player’s current performance measures to direct the gameplay. While this approach has the benefit of simplicity, from a game development point of view, it can lead to predictable gameplay when static rule-based opponents are deployed which can adversely affect the entertainment value of the game. Dynamic Difficulty Adjustment (DDA), which can also be referred to as Dynamic Game Balancing (DGB), involves identifying the player’s performance and skill level, and then dynamically adjusting the difficulty level accordingly. The goal of this is to ensure that the game remains challenging and can cater for many different players of varying skill levels.
B. Reinforcement Learning

Reinforcement learning (RL) is a branch of artificial intelligence in which a learner, often called an agent, interacts with an environment to achieve an explicit goal or goals [5]. The environment consists of a set of states, called the state space, and the agent must choose an available action from the action space when in a given state at each time step. The agent learns from its interactions with the environment, receiving feedback for its actions in the form of numerical rewards, and aims to maximise the reward values that it receives over time. Two common approaches to storing/representing a policy in reinforcement learning are generalisation and tabular. With generalisation, a function approximator is used to generalise a mapping of states to actions. The tabular approach, which is used in our research, stores numerical representations of all state-action pairs in a lookup table. The agent’s decision-making involves choosing between exploring the effects of taking novel actions and exploiting the knowledge that it has acquired from earlier exploration. Reinforcement learning is inspired by the process by which humans interact with the world and learn from experience.

C. Game Environment and Development Tools

For this research, we use the game Unreal Tournament 2004 (UT2004) which is a commercial FPS game [6]. The agents are developed using a toolkit called Pogamut 3 [7] which is an open-source development platform for creating virtual agents in the 3D game environment of UT2004. The main objective of Pogamut 3 is to simplify the coding of actions taken in the environment, such as path finding, by providing a modular development platform. Making use of these primitives, the focus of our development is on producing intelligent NPC behaviour.

III. Motivation

When computer-controlled opposition is too strong, human players can become frustrated with the gameplay. Conversely, opponents that are too weak result in predictable games in which human players do not feel challenged [8]. The challenge of a game is widely considered to play a crucial role in the player’s overall enjoyment [9]. We believe that successful game AI requires techniques to be developed in which the NPCs can learn good tactics independently as well as being both unpredictable and adaptive to their surroundings. Keeping a player’s win and loss rate close and unpredictable in a game can increase the player’s overall suspense and the game’s outcome uncertainty. Abuhamdeh et al. [10] carried out a study on the relevance of outcome uncertainty and suspense for intrinsic motivation and concluded that games with higher outcome uncertainty were more enjoyable to play.

We observe that modern computer games can often lack flexibility with regards to difficulty settings and this can lead to mismatches between the player’s ability and the overall difficulty of the game. DDA can be used to ease the learning process for beginners. Difficulty settings are balanced in real-time in contrast to traditional approaches that involve extensive user testing and redesign in order to identify suitable levels. This can be a costly and time-consuming process [11].

IV. Related Research

Hunicke and Chapman [3] presented an interactive DDA system called Hamlet which is an integrated set of libraries within the Half-Life SDK. The Hamlet system has an evaluation function, which maps the current state of the game world to an evaluation of the player’s performance and an adjustment policy, for mapping the evaluation to adjustments in the game world. Hamlet monitors incoming game data and estimates the player’s future state from the data. If an undesirable state is predicted, the system will intervene and adjusts the game settings as required. Hunicke [12] used Hamlet to examine the requirements for incorporating effective dynamic difficulty adjustment into an FPS game. The aim of the study was to identify if DDA could be performed effectively, without degrading the core gameplay experience for the user. The authors reported that their preliminary results show an improvement in player performance, while retaining the player’s sense of agency and accomplishment.

Sprockn et al. [13] showed the extent to which their technique of dynamic scripting [14] could be used to adapt game AI to balance the gameplay in a simulation closely related to the Role-Playing Game (RPG) Baldur’s Gate. The authors focussed on enhancing the difficulty-scaling properties of the dynamic scripting technique. These were high-fitness penalising, weight clipping, and top culling. The reward peak value in dynamic scripting determines how effective the opponent behaviour will be. With high-fitness penalising, this value is adjusted after every fight depending on the outcome. If the computer-controlled opponent wins, it is reduced; otherwise it is increased. There is also a maximum and minimum value that this reward peak value can be. The maximum weight value determines the maximum level of optimisation a learned tactic can achieve. With weight clipping, this value is automatically changed to balance the overall gameplay. Top culling is similar to weight clipping, however, rules with a weight greater than the maximum weight value are allowed. Those that exceed the maximum weight value will not be selected for a generated script which will force the computer-controlled opponent to use weaker tactics. The authors reported that, of the three different difficulty-scaling enhancements, the top-culling enhancement was the best choice. It was reported that it produced results with low variance, was easily implemented, and was the only one of the three enhancements that managed to force a balanced game when inferior tactics were used.

Tan et al. [15] presented two adaptive algorithms, based on ideas from reinforcement learning and evolutionary computation, to scale the difficulty of the game AI to improve player satisfaction. They introduced two controllers, namely, the adaptive uni-chromosome controller (AUC) and the adaptive duo-chromosome controller (ADC). The authors examined the effects of varying the learning and mutation rates and proposed general rules for setting these parameters. The authors carried
out experimentation using a modified version of the car simulator used in the Simulated Car Racing Competition held during the 2007 IEEE Congress on Evolutionary Computation (CEC 2007). It was demonstrated that the proposed algorithms can match their opponents in terms of mean scores and winning percentages. The authors also reported that both algorithms were able to generalize well to a variety of opponents.

Vicencio-Moriera et al. [16] carried out three separate studies on the performance of different aim assist techniques in an FPS game developed by the authors using the Unreal Development Kit (UDK). Aim assistance in FPS games is used to make it easier for players to select on-screen targets. This enables players with less skill to perform at a more competitive level increasing the competition and, in turn, the enjoyment of the player, which essentially balances the gameplay. The authors compared the following aim assist techniques: target lock (moves the crosshairs of the player’s weapon to the closest target’s head), bullet magnetism (bullets towards the closest target if within the activation range), area cursor (physical size of the crosshair changes), sticky targets (changes control-to-display ratio when the crosshairs are over a target) and gravity (targets have an attractive force dragging crosshairs towards them). The authors reported that the assists worked well in a target-range scenario, but their performance was reduced when real-game elements were introduced. They reported that bullet magnetism and area cursor worked well in a wide variety of situations but techniques such as target lock, while working well, were too perceptible to be successful for balancing. Vicencio-Moriera extended this work, in [17], by refining the bullet magnetism and area cursor techniques. They also developed a new technique to maintain the effect of the aim assist for a longer duration. They also included a map for novice players that shows them the location of expert players and incorporates different rates of damage for stronger and weaker players. The authors report that the new balancing schemes were extremely effective with the ability to balance the gameplay amongst players with large skill differences.

Our approach, which is outlined in the following section, differs from the aforementioned methods in that it uses real-time learning during the game coupled with a mechanism for loading policies that closely match the current opponent.

V. Skilled Experience Catalogue

We designed SEC based on the premise that there is a progressive timeline which begins with poor performances and ends with good performances as the agent learns how to perform a task over time. In general, SEC involves storing the policy of an RL agent at periodic intervals during an initial training phase. The agent will begin the training phase with no knowledge of the environment or intuition on what the best actions are to take given the circumstances. Well-designed learning agents will depict a clear upward trend in performance over time as the agent gains more experience. This time-based increase in performance is crucial to the success of using SEC. Milestones of the timeline of experience are stored by recording the RL policy at set intervals during the training phase. Once the experience catalogue has been populated with these learning milestones they can then be loaded to either increase or decrease the current underlying ability of the agent by effectively adding or removing experience (see Figure 1). Our application of SEC is concerned with balancing the Assault Rifle skill of a Deathmatch NPC playing against a single opponent. The NPC is initially trained using the shooter bot implementation from Glavin and Madden [18][19].

The main features of this implementation are as follows.

The state space is made up of a series of discretised features including the relative speed, relative moving direction, relative rotation, and distance to the opponent. The velocity and direction values of the opponent are translated into the NPC’s point of view so that the NPC’s actions can include discretized variations of shooting in a forward direction. The opponent’s direction and speed are recorded relative to the NPC’s own speed and from the perspective of the NPC looking directly ahead. Full details on the state space can be found in Glavin and Madden [19].

Figure 1 shows the actions that are available to the NPC, the percentage of those chosen after 150 lives and the percentage of those chosen after 1500 lives respectively to show the improved decision making.
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The heat maps represent the percentage of time that a specific action was chosen up to that point. This is illustrated for those chosen up to 150 lives and up to 1500 lives respectively to show the improved decision making.

The actions are expressed as different target directions in which the NPC can shoot, and which are skewed from the opponent’s absolute location on the map. The amount of skew along the X-axis (left and right) and Z-axis (up and down) varies by different fixed amounts as shown in the upper segment of Figure 1. These actions were designed specifically...
for the Assault Rifle weapon. The logic of this shooter NPC is based on the SARSA(\(\lambda\)) algorithm which uses eligibility traces to speed up learning by allowing past actions to benefit from the current reward. The NPC receives a reward of 250 every time the system records that it has caused damage to the opponent with the shooting action. If the NPC shoots the weapon and does not hit the opponent, it receives a penalty of -1. We use a tabular approach to represent the policy of the learner by storing numerical representations (Q-values) of all state-action pairs in a lookup table (Q-table). These are periodically stored and used to represent base learning levels (policies) as milestones. Full details of this algorithm and NPC implementation can be found in Glavin [22]. The following sections include details on the training experimentation and milestone switching mechanism for SEC.

A. Training Experience

The NPC must play a series of games against an opponent to populate the catalogue of experience. Each time the NPC dies it will write out its Q-table to a file. Once this training period has been completed, milestone Q-tables (from set intervals of the learning timeline) must be selected and placed into the SEC. We have chosen 100 deaths to represent a milestone in our implementation. That is to say that a milestone Q-table is added to the SEC after 100 deaths, 200 deaths, 300 deaths and so on. Since continuous reinforcement learning is being used, we believe that the resulting performance will be more natural and will make the adjustments of the skill level harder to detect.

B. Skill Adjustments

Once the SEC has been populated with the desired number of milestones, the mechanism for changing milestones must be set. Our implementation uses a simple positive/negative threshold for kill-death differences (KDDs) to drive the switching between milestones. Specifically, if the KDD between the NPC and the opponent exceeds a value of 5 (meaning the bot is performing significantly better), the policy will revert back to the previous milestone from the SEC. It will continue to step back through the milestones, after every opponent death, while the KDD remains above 5 or until it has reached the first milestone (empty Q-table; no knowledge). If the KDD falls below -5, the next milestone will be chosen from the SEC after every death until either the KDD returns to the match range \((-5 \geq KDD \leq 5\)) or the highest milestone has been reached. The current milestone will remain unchanged while the KDD value is within the match range. The value of 5 was chosen after a series of preliminary runs. This value could be increased to make the skill adjustments less prominent or reduced to enable faster skill adjustments.

The learning algorithm that is controlling the bot is as described in Glavin and Madden [19]. Both Periodic Cluster Weighted Rewarding (PCWR) and Persistent Action Selection (PAS) are both enabled, and all of the algorithm settings are as described in that research work.

VI. EXPERIMENTATION

In this section, we outline how we first trained the NPC by playing against a single opponent for 100 individual thirty-minute games. The purpose of this training phase is to populate the catalogue of experience as the NPC acquires knowledge through trial and error over time. After this, we discuss the experiments in which the NPC used the SEC mechanism, while playing against opponents with differing skill levels, to balance the game play. We then discuss re-running these experiments with the technique disabled to carry out a comparative analysis.

A. Training Experiments

There are eight different pre-programmed native bot skill levels in UT2004 that are designed to increase the challenge for human players as the skill level is increased. High-level descriptions of the attributes associated with the first five of these skill levels, as reported in [23], are listed in Table I. The first step of our experimentation involved training the NPC by playing it against a Level 5 (Adept) opponent. We ran one hundred 1-vs-1 Deathmatch (30 minute) games on the Training Day map. This is a small map which encourages almost constant combat. The resulting data showed that the learner NPC performed poorly during the early games in which it died much more often than killing the opponent. This would be expected as the NPC needs time to experience all the game states and experiment with the different actions. The NPC

| Skill   | Attributes                                                                 |
|---------|-----------------------------------------------------------------------------|
| Novice  | 60% of regular running speed, will not move during combat unless very weak, limited perception with 30° field of view, shooting aim can range 30° off target, slow to turn. |
| Average | 70% of regular running speed, slightly higher shooting accuracy, turns slightly faster than novice. |
| Experienced | 80% of regular running speed, will move and fire simultaneously, 40° field of view, can turn by more than 1/2 per second. |
| Skilled | 90% of regular running speed, can double jump, 60° field of view, turns more than 5/6 per second. |
| Adept   | Run at full speed, will dodge enemy fire, will close in on enemy, aim “leads” the target, 80° field of view, turn almost 3/4 per second. |

TABLE I

UT2004 NATIVE BOT SKILL ATTRIBUTES. (SOURCE: [23])
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Fig. 2. Games won and lost during the one hundred 30 minute training games. The number of games won increases in the latter stages of the training phase.
began to outperform the opponent at the half way point of the 100 games. Figure 2 shows the number of wins and losses that the NPC recorded against the Level 5 opponent during the 100 training games. The NPC must play 15 games before it manages to defeat the Level 5 opponent. The NPC manages to beat the opponent much more frequently when it passes the half way point of the 100 games. This verifies that the NPC is in fact learning how to play more proficiently as it gathers experience. The NPC wins 39 out of the 100 games with 28 of these wins occurring in the second half of the games played. During the 100 games, the NPC died almost 9000 times. As a result of this we stored 90 milestone Q-tables. These were from no experience (empty Q-table) up to having died 8900 times in increments of 100.

Table II compares the average kills, deaths and kill-death (KD) ratio from the first 25 games (First Quarter - Q1) to the last 25 games (Fourth Quarter - Q4) in order to test if the enabled learning is leading to a statistically significant improvement in the average performance in the latter stages of learning. The ** in the table entries signifies that there are statistical differences with significance level $\alpha$ equal to 0.05 using an unpaired two-tailed t-test. It is important to note that in each successive game the bot begins with the knowledge that it has built up from all of the previous games. Therefore, the examples are not strictly independent as memory from each game is persisting over time. The settings of the individual 30-minute games and the opponents remain consistent throughout the 100 games. Both sample sets comprise individual games that take place in a period of 12.5 hours of learning.

The purpose of this comparison is to check for a statistically significant difference in the average performance between these two learning periods (early and later learning) in order to verify that the bot continues to improve its performance over time. For instance, if there was no significant difference between the bot’s average performance during the period of 0 to 12.5 hours and the bot’s average performance during the period of 37.5 to 50 hours then we could conclude that the effect of learning on the bot’s performance had already plateaued during the earlier stages of learning. Table II shows that this is not the case and that the average number of kills achieved, and the average kill-death ratio has improved, at a 95% confidence level, in the latter learning period. We have also confirmed from the bot logs that the bot continues to encounter new states throughout all of the training games and therefore may have an opportunity to learn a better policy in the latter stages of the training phase.

**B. SEC-Bot versus Fixed Strategy Opponents**

From here on, we will refer to the NPC that uses the SEC as SEC-Bot. The SEC-Bot begins each new game that it plays with no experience and then increases or decreases its knowledge as required, based on the threshold, by using the Q-table milestones. These experiments were also carried out on the Training Day map.

Table III shows the number of times that the SEC-Bot won, lost and drew against the first 5 levels of the native fixed-strategy bots. The SEC-Bot won 39, lost 30 and drew 6 of the 75 games that were played (15 individual games per level of native opponent) which shows that there is a large amount of outcome uncertainty when playing against five different levels of opponent. For instance, the SEC-Bot does not constantly beat the Level 1 opponent all the time nor does it struggle to play at the same standard as the Level 5 opponent. We can see from the table that the win and loss rate for the SEC-Bot are closely matched and that it is managing to successfully balance the gameplay against the different levels of opponent using just a single catalogue of experience. As we will see later, the difference between a win and a loss is often only a small number of kills. The following figures, from Figure 4 to Figure 8 show the results of the SEC-Bot playing a total of 15 thirty-minute games against five different levels of opponent. The purpose of this is to observe how well it can match the opponent’s skill level, with respect to killing and being killed, by using the SEC mechanism. From the results, we can see that the SEC-Bot manages to closely match the kill rate of the opponent over each of the different levels. During these experiments, we noted the changes to the milestones that were occurring during the game-play. These include any time the bot moved up or down a milestone from the SEC and are listed as milestone adjustments on the figures. A policy clearance occurs when the SEC-Bot is currently using Policy 0 and still out-performing the opponent. It involves clearing all of the Q-values that were built up during gameplay and essentially re-starting learning. For Level 1, the SEC-Bot never increased to a higher milestone than Policy 0. At the beginning of each game, it started with no knowledge and then only required the in-game learning experience to remain balanced with this

| Opponent Skill Level | Win | Lose | Draw |
|----------------------|-----|------|------|
| Level 1              | 8   | 6    | 1    |
| Level 2              | 9   | 6    | 0    |
| Level 3              | 8   | 4    | 3    |
| Level 4              | 7   | 6    | 2    |
| Level 5              | 7   | 8    | 0    |
opponent. It did, however, have to carry out a policy clearance over 1900 times throughout the games as it was out-performing the Level 1 opponent at the early stages of learning. The SEC-Bot, once again, had no milestone increases during the Level 2 games whereas the changes were much more prevalent against the more difficult opponents (Level 3, Level 4, and Level 5). The SEC-Bot had to almost immediately rise up through the milestones (once it fell below the threshold), before stopping at the highest point, while playing against the Level 5 opponent. This explains the larger variance that is seen in Figure 8 compared to the other results. It is important to recall that the SEC-Bot was initially trained using this level of opponent and it took almost 50 games before it had enough knowledge and managed to start convincingly defeating the opponent. Even at this point, it was still losing some games.

C. RL-Bot versus Fixed Strategy Opponents

We also ran all the above experimentation with the SEC mechanism disabled to perform a comparative analysis. The results, recorded over the 15 thirty-minute games for each skill level, are shown in Table IV. The RL Only entries represent the reinforcement learning bot with the SEC mechanism disabled. It therefore continues to learn as it gains experience and does not attempt to match the level of the opponent. For each level of opponent, we report the final KD ratio and the number of accumulated kills and deaths over the 15 thirty-minute games for the NPC. From the results, we can see that the performance of the RL Only bot depends on the skill of the opposition whereas the SEC-Bot can adjust its performance to retain a KD ratio of approximately 1.0 in each case. Figure 9 shows a comparative visualisation of the KD ratio for the
SEC-Bot versus the RL Only bot. The ratio is plotted for each game incident (an incident occurs when the NPC has killed an opponent or died itself) against the Level 3 opponent. This clearly shows that SEC achieves successful game balancing with an approximate 1:1 KD ratio over time.

### Table IV

| Level | RL Only KD Ratio | SEC-Bot KD Ratio | RL Only Kills/Deaths | SEC-Bot Kills/Deaths |
|-------|-----------------|------------------|---------------------|---------------------|
| 1     | 3.90            | 1.01             | 1955 | 501 | 988 | 974 |
| 2     | 3.73            | 1.03             | 1915 | 514 | 976 | 944 |
| 3     | 2.46            | 1.00             | 1561 | 635 | 1014 | 1011 |
| 4     | 1.33            | 1.00             | 1214 | 915 | 1004 | 1005 |
| 5     | 0.70            | 0.99             | 1032 | 1476 | 1302 | 1311 |

VII. DISCUSSION

The success of our approach relies on the implicit assumption that, during the training phase, the skill-level grows monotonically as the learning time increases. For this reason, the choice of task to be learned is an important one. We have chosen the task of shooting as the NPC becomes naturally more proficient with aiming, through the use of RL, as it encounters more states (movement and orientation of the opponent) over time. The approach is limited by the upper bound of the performance that can be achieved by the NPC and therefore the learning component has to be well defined to avoid potential local minima stagnations during the learning phase. For instance, the SEC-Bot has to adjust to the most knowledgeable policy all of the time in order to compete at the same as a Level 5 fixed-strategy opponent.

Another point to note is that our skill balancing technique is only concerned with a single task at the moment, that of weapon proficiency. In this case, tasks such as item collection, enemy avoidance and movement around the map have fixed strategy implementations. We used a small map for both the training and testing phases so that we could focus our evaluation on the shooting performance of the NPC. This is, of course, the key task in an FPS game but there is plenty of scope for learning other secondary tasks in the game and combining them to form the balancing mechanism.

There is no guarantee that the underlying RL agent for SEC
will exhibit a skillset that will suit all human players, given the different player personas and playing styles that exist. In this research, we decided to focus on the aiming efficiency of the NPC with a single weapon. We ran tests against scripted fixed-strategy opponents so that we could closely monitor the effect of the skill adjustments. We were successful in what we set out to achieve and we believe that it would be straightforward to develop tailor-made behaviours to suit each of the different types of weapon available. Having weapon-specific decision making for multiple weapons could take us a step closer to more generalised behaviour that would suit a wider variety of playing styles.

The results for SEC are very promising and show that, using a threshold mechanism and milestones from the learning timeline, we can closely match the level of five different fixed-strategy opponents (with varying degrees of proficiency) using a single instance of the SEC mechanism. We believe that this mechanism could be useful for a wide variety of game genres that produce explicit performance metrics and, in this paper, we have shown how successful it can be in the context of weapon proficiency in an FPS game.

VIII. FUTURE WORK

The following are some possible refinements that could be applied to the SEC-Bot in order to improve its skill-balancing capability.

The criteria for selecting appropriate milestones is an interesting task. Careful performance analysis could aid in the process of milestone creation to determine definitive points of performance improvement which may not follow systematic increments. For instance, we may wish to select a larger number of milestones during the earlier stages of learning and select fewer milestones as the learning begins to plateau.

A milestone/player caching system could be introduced for using the SEC against multiple opponents. Each opponent would have an ID and an associated milestone so that the SEC-Bot could switch to an appropriate milestone based on the current opponent. We designed the initial system to balance play with just a single opponent.

Finally, the SEC-Bot could be trained against different levels of human players as opposed to fixed-strategy bots. Another approach could be to deploy the SEC-Bot on a server, over the Internet, to train it against both the human and computer-controlled players that it encounters.

REFERENCES

[1] Treanor, Mike and Zook, Alexander and Eladhari, Mirjam P and Togelius, Julian and Smith, Gillian and Cook, Michael and Thompson, Tommy and Magerko, Brian and Levine, John and Smith, Adam.: AI-based game design patterns. Society for the Advancement of Digital Games. (2015)

[2] Guckelsberger, Christian and Salge, Christoph and Colton, Simon.: Intrinsically motivated general companion nps via coupled empowerment maximisation. Computational Intelligence and Games (CIG), 2016 IEEE Conference on, pp.1–8. (2016)

[3] Hunicke, Robin and Chapman, Vernell.: AI for Dynamic Difficulty Adjustment in Games. In: Challenges in Game Artificial Intelligence AAAI Workshop, vol. 2, pp. 91–96 (2004)

[4] Andrade, Gustavo and Ramalho, Geber and Santana, Hugo and Corruble, Vincent.: Extending reinforcement learning to provide dynamic game balancing. In: proceedings of the Workshop on Reasoning, Representation, and Learning in Computer Games, 19th International Joint Conference on Artificial Intelligence (IJCAI), pp. 7–12. (2005).

[5] Sutton, R. S and Barto, A. G.: Reinforcement Learning: An Introduction. Adaptive Computation and Machine Learning. MIT Press. (1998)

[6] Liandri.: Unreal Tournament 2004. http://liandri.beyondunreal.com/Unreal_Tournament_2004 [Accessed: 5-Mar-18] (2014)

[7] Guckelsberger, Christian and Salge, Christoph and Colton, Simon.: In: proceedings of the Workshop on Reasoning, Representation, and Learning in Computer Games, 19th International Joint Conference on Artificial Intelligence (IJCAI), pp. 7–12. (2005).

[8] Sutton, R. S and Barto, A. G.: Reinforcement Learning: An Introduction. Adaptive Computation and Machine Learning. MIT Press. (1998)

[9] V orderer, Peter and Hartmann, Tilo and Klimmt, Christoph.: Explaining the enjoyment of playing video games: the role of competition. Proceedings of the second international conference on Entertainment computing, pp. 1–9. Carnegie Mellon University. (2003).

[10] Abuhamdeh, Sami and Csiszentmihalyi, Mihaly and Jalal, Baland.: Enjoying the possibility of defeat: Outcome uncertainty, suspense, and intrinsic motivation. Motivation and Emotion, vol. 39(1), pp. 1–10. (2015).

[11] Rollings, Andrew and Ernest, Adams.: On Game Design. New Riders. (2003).

[12] Hunicke, Robin.: The case for dynamic difficulty adjustment in games. In: proceedings of the 2005 ACM SIGCHI International Conference on Advances in Computer Entertainment Technology, pp. 429–433. ACM, (2005).

[13] Sprock, Pieter and Sprinkhuizen-Kuyper, Ida and Postma, Eric.: Difficulty Scaling of Game AI. In: proceedings of the 5th International Conference on Intelligent Games and Simulation (GAME-ON 2004), (2004).

[14] Sprock, Pieter and Sprinkhuizen-Kuyper, Ida and Postma, Eric.: Online Adaptation of Game Opponent AI with Dynamic Scripting. International Journal of Intelligent Games and Simulation, pp. 45–53. (2004).

[15] Tan, Chin Hong and Chen Tan, Kay and Tay, Arthur.: Dynamic Game Difficulty Scaling using Adaptive Behavior-based AI. In: IEEE Transactions on Computational Intelligence and AI in Games, pp. 289–301. (2011).

[16] Vicencio-Moreira, Rodrigo and Mandryk, Regan L. and Gutwin, Carl and Bateman, Scott.: The Effectiveness (or lack thereof) of Aim-assist Techniques in First-person Shooter Games. In: proceedings of the 32nd annual ACM conference on Human factors in Computing Systems, pp. 937–946. (2014).

[17] Vicencio-Moreira, Rodrigo and Mandryk, Regan L. and Gutwin, Carl.: Now you can compete with anyone: Balancing players of different skill levels in a First-person shooter game. In: proceedings of the 33rd Annual ACM Conference on Human Factors in Computing Systems, pp. 2255–2264. ACM. (2015).

[18] Glavin, F. G. and Madden, M. G.: Adaptive Shooting for Bots in First-Person Shooter Games Using Reinforcement Learning. In: IEEE Transactions on Computational Intelligence and AI in Games, vol. 7, pp. 180–192. (2015).

[19] Glavin, F. G. and Madden, M. G.: Learning to Shoot in First-Person Shooter Games by Stabilizing Actions and Clustering Rewards for Reinforcement Learning. In: IEEE Conference on Computational Intelligence and Games and Simulations. Lecture Notes in Computer Science, Springer. (2015).

[20] Rummery, G. and Niranjan, M.: On-line Q-learning using Connectionist Systems. Technical Report, University of Cambridge, Engineering Department. (1994)

[21] Klopf, A Harry.: Brain Function and Adaptive Systems: A Heterostatic Theory. Technical Report. Air Force Cambridge Research Labs Hanscom Air Force Base. (1972)

[22] Glavin, F. G.: Towards Inherently Adaptive First Person Shooter Agents using Reinforcement Learning. Doctoral Dissertation. (2015)

[23] Wiki Unreal.: Unreal Wiki. http://wiki.beyondunreal.com/Legacy:Bot_Mind [Accessed: 5-Mar-18] (2007)