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Abstract—Residual networks (ResNets) have been utilized for various computer vision and image processing applications. The residual connection improves the training of the network with better gradient flow. A residual block consists of few convolutional layers having trainable parameters, which leads to overfitting. Moreover, the present residual networks are not able to utilize the high and low frequency information suitably, which also challenges the generalization capability of the network. In this paper, a frequency disentangled residual network (FDResNet) is proposed to tackle these issues. Specifically, FDResNet includes separate connections in the residual block for low and high frequency components, respectively. Basically, the proposed model disentangles the low and high frequency components to increase the generalization ability. Moreover, the computation of low and high frequency components using fixed filters further avoids the overfitting. The proposed model is tested on benchmark CIFAR10/100, Caltech and TinyImageNet datasets for image classification. The performance of the proposed model is also tested in image retrieval framework. It is noticed that the proposed model outperforms its counterpart residual model. The effect of kernel size and standard deviation is also evaluated. The impact of the frequency disentangling is also analyzed using saliency map.

Index Terms—Frequency; Deep Learning; Convolutional Neural Networks; Robustness.

I. INTRODUCTION

The advent of Convolution Neural Networks (CNN) has revolutionized the field of Computer Vision and Image Processing. The CNN models are a special kind of deep neural networks designed to deal with image data by utilizing the power of deep learning. The success of the CNN models is accompanied due to the availability of large scale datasets and the prodigious improvement in computing power over the years. Another important reason for the success of these models is that amount of pre-processing required to analyse images is much minimal compared to the traditional machine learning algorithms. The CNN models take images as the input and learns the important features automatically with better gradient flow. The ResNet primarily addresses the issue of vanishing gradients in CNN network as the identity connection provides a highway for gradient to flow during back-propagation. Though there exists several CNN architectures studied over the years, the ability of the model to generalize over unseen data and be more robust is still a concern. Thus, it is an urgent need to explore and design sophisticated CNN models to improve the accuracy on unseen data. Some researchers have tried to improve the performance of the CNN models over unseen data. Most of the attempts made were around tweaking the network architecture, the way the data is processed by the network or adding different loss functions in order to achieve better accuracy. Major attempts include adding regularisation layers like batch normalisation, different data augmentation techniques, dropout layers, ensemble generalization loss, etc. have been tried out to improve the performance. The effect of different aspects of CNN have been also analyzed by different researchers in the recent past, such as kernel size and number of filters of...
convolution layer [35], fully connected layers [11], activation functions [36], loss functions [18], etc.

While these works opened new doors toward the generalization of the CNN models, their generalization capability is limited. In a preliminary work in [37], the performance of the CNN models is tested on the high and low frequency components of the image which served as a motivation for us to include the frequency disentangling as part of the CNN architecture to improve the generalization capability and robustness of the CNN model. Another motivation to utilize the frequency disentangling is to upgrade the CNN model with human perception which works differently for high and low frequency information [38], [39]. The disentangling of different characteristics has also improved performance for different applications such as scale-disentangling for representation learning and image synthesis using a branch generative adversarial network [40], continuous low-shot detection using disentangling-imprinting-distilling [41], disentangled cross-modal fusion for object detection [42], and disentangling perceptual and noisy features for blind quality estimation [43]. Hence, motivated by the success of disentangling to separate the different characteristics in the features, we propose the frequency disentangling. In this paper, we incorporate the frequency disentangling in the residual block of ResNet model and observe a significant improvement in the performance. Based on the success of the proposed frequency disentangling idea, a new family of frequency disentangled CNN architectures may spark in future.

### B. Related Works

In recent years numerous CNN networks have been investigated. The networks have got deeper and deeper and evolved over time owing to the improved hardware, ImageNet competitions, and innovative ideas [44]. The AlexNet [11] was a revolutionary state-of-the-art CNN model winning the ImageNet Large-Scale Object Recognition Challenge in 2012 [44] achieving outstanding performance in contrast to the hand-designed methods. The AlexNet model utilized the ReLU activation function for better training. Inspired by the success of the AlexNet, many new networks were built and studied. The VGGNet [45] is a popular family of CNN networks with more number of layers. The success of VGGNet model came from stacking uniform convolutions and building the deeper network. The GoogleNet [4] could solve this problem with its inception module. It does feature detection at different scales with different filters which reduced computation cost and improved accuracy. Though, the models like AlexNet, VGGNet and GoogleNet were promising, but suffering from the training instability with deeper networks.

In a revolutionary work, the ResNet [5] model tackles the training instability with the help of residual connections. Thus, the ResNet model has become the most successful CNN architecture in recent past. Specifically, the residual connection serves as skip connection which resolves the vanishing gradients issue as the gradient can flow back through the identity mapping. This innovative use of skip connections has led to the successful training of the deeper networks. The ResNet model has also served as the pioneers of using batch normalisation layers in the network for generalization. The idea of skip connections has also been used in many other CNN architectures. The DenseNet [46] is one such popular network. But unlike the ResNet where information is passed from one residual block to the next, in DenseNet, each layer gets input from all its preceding layers and provides its output to all the subsequent layers. All the inputs at each layer are concatenated, the intuition being each layer has a collective knowledge of all preceding ones. the ResNeXt [47] is another popular variant of the ResNet model. It has a number of bottleneck layers stacked in parallel fashion. The number of paths inside the ResNeXt block is termed as cardinality, usually set to 32. It showed that increasing the cardinality instead of depth and width is more favorable for reduced error. The ResNet with stochastic depth [48] comes with another novel idea. It tackles the long training time of the deep ResNet models and any possible overfitting with stochastic depth. In another attempt, the Squeeze and Excitation Network (SENet) [49] based ResNet re-configures the channels of the intermediate activation maps with the help of an excitation score. Most of the ResNet variants led to some improvement in the performance. Though the ResNet model has been extended by different means, the frequency disentangling is not much explored.

### C. Our Contributions

In this paper, we harness the capability of frequency disentangling with ResNet model to improve the generalization ability. The major contributions of this paper are summarized as follows:

- We propose a frequency disentangled residual block by involving the additional high and low pass filtering modules.
- We propose the frequency disentangled residual network (FDRResNet) by stacking the frequency disentangled residual blocks.
- The proposed FDRResNet model is able to process the low and high frequency information separately, mimicking the human perception.
- The proposed frequency disentangling concept leads to the better generalization capability of the model.
- In order to show the importance of the proposed idea, we perform a rigorous experimental analysis for image classification and image retrieval on benchmark datasets. We also visualize the effect of FDRResNet using saliency map.

### II. PROPOSED FREQUENCY DISENTANGLED RESIDUAL NETWORK (FDRResNet)

In this section, first we provide an overview of ResNet then we present the proposed Frequency Disentangled Residual Network (FDRResNet) model.

#### A. ResNet Overview

The Residual blocks are arguably one of the great advancements in the deep learning field in the last few years. ResNets
have become a powerful architecture for training models for different applications over the last few years like Image classification, Object detection, Image retrieval, etc. The residual connection has become a major breakthrough and facilitated training deep networks possible with an improvement in the performance. A common practice in the development of CNN models is to employ a sequence of convolution layers along with other layers like batch normalization, activation function, pooling, etc. for building a deep CNN model. However, the plain models such AlexNet and VGGNet suffer due to the diminishing gradient during backpropagation of gradients in a deep network. The diminishing gradient kills the learning process and impacts the model’s performance.

The ResNet cleverly tackles this problem by introducing the residual blocks as shown in left subfigure of Fig. 1. The residual blocks have shortcut connections which help to alleviate the problem of vanishing gradients. In a residual block the goal of the layers is not to directly fit the desired mapping of the data, but to fit a residual mapping. This in a sense allows for the actual data to be accessible in the deeper layers too. To make better sense of the residual, consider a neural network is being trained to map an input \(x\) to an output, which is a function of \(x\) as \(H(x)\). A residual is the difference between the input and output. In the residual block, the model tries to learn the residual from given \(x\) instead of directly calculating the \(H(x)\). The residual can be denoted as \(R(x)\). Thus residual of \(x\) can be represented as \(R(x) = H(x) - x\). As per observations, it is easier to learn this residual than the actual output. Moreover, the identity function in this setup can simply be got by setting residual to 0, making \(H(x) = x\). In this paper, we refer to the generalized ResNet which includes a Convolution layer and Batch Normalization layer along with the skip connection as shown in the left subfigure of Fig. 1. Thus, the residual can be given as,

\[
R(x) = H(x) - S(x)
\]

for generalized residual block where \(S(x)\) refers to the output of skip connection operated by convolution and batch normalization layers. The residual block does not consider the information in a different frequency band, which is regarded as the major limitation and incorporated in the proposed model as detailed in the next subsection.

**B. Proposed FDRResNet**

The Residual blocks have been quite successful at tackling the problem of vanishing gradients and improving the performance of the CNN model. However, the ResNet model is not able to disentangle the high and low frequency information which leads to the final features with ambiguity resulting in poor generalization. In order to tackle this problem, we propose a frequency disentangled residual network (FDRResNet). The proposed FDRResNet uses the frequency disentangled residual block which consists of low and high frequency disentangling as shown in right subfigure of Fig. 1. The proposed FDRResNet has shown very promising performance for image classification and image retrieval on benchmark datasets like CIFAR, TinyImageNet, and Caltech-256.

As stated before the residual block consists of a skip connection, which carries the output of the previous block directly to the output of the current block. However, the
frequency disentangled residual block in FDResNet contains two such skip connections or residual connections. Moreover, these connections have an additional block that filters the image using a Gaussian kernel. One of the skip connections contain a high pass filter and the other contains a low pass filter. So in this setup, the output of the previous layer is initially filtered in both of these skip connections where one acts as a high pass filter and the other as a low pass filter. Consider \( F_L \) and \( F_H \) as the low pass and high pass filtering with Gaussian kernel having standard deviation \( \sigma_L \) and \( \sigma_H \), respectively. The residual in the proposed model can be given as,

\[
R(x) = H(x) - S(F_L(x, \sigma_L)) - S(F_H(x, \sigma_H)). 
\]

Note that the kernels for high pass and low pass are considered independently. In the end, the output of the stacked layers, the high pass layer, and the low pass layers are added and operated through the non-linear activation function. Fig. 1 provides a side-by-side comparison between the residual block used in ResNet and the proposed frequency disentangled residual block used in FDResNet. The frequency disentangled residual blocks are stacked to form a deep FDResNet as depicted in Fig. 2.

The high pass and low pass images are the results of image filtering with the corresponding kernel. The high pass and low pass functions have specific kinds of kernel functions, which let only the high frequency or low frequency information in an image to appear in the output, respectively. The high frequency in an image usually contains the detail information such as edge, corner, etc. Thus, the high pass activation consists of prominent edge like information. Similarly, when only low frequency information is passed, the edges will be removed making the image smoother giving a blurred effect. In the proposed model, we add the high pass and low pass image filtering into the residual block which helps the model to process the low and high frequency of the input separately. It leads the proposed model to be more aligned with the human perception of dealing with the low and high frequency components separately and finally combine both the information. Thus, the proposed frequency disentangling based model learns data specific low and high frequency information as required and poses better generalization and robustness.

C. Justification

The residual block has a single skip connection which takes the entire input to the output of the stacked layers. The gradients in turn will also contain the information of the entire image as a whole. On the other hand in the proposed residual blocks of the FDResNet, the input is processed using low pass and high pass filtering before being fed to the output. Furthermore, the image’s high frequency and low frequency information are added separately.

We hypothesize that having these separate highways in the residual block allows the model to disentangle the frequency information. The model processes the low frequency and high frequency information separately. This helps the model to learn the data specific low and high frequency components. For example, there can be images with dominant low frequency information such as homogeneous regions and dominant high frequency information such as textured regions. Thus, in case of homogeneous regions the low pass skip connection will play the major role while in the case of textured regions the high pass skip connection will play the major role.

Furthermore, since the outputs of the two skip connections are added back, there is no much loss of information. It can be understood that the model is simply able to draw out the coarser and finer details in an image at each layer before passing it to its subsequent layers. Also, each group of stacked layers may have different representations of the image as the input moves deeper. Thus, at all these layers, the model is able to look for fine distinctions by checking its low frequency and high frequency information, without much loss of information.
The gradients during backpropagation will be also impacted with the high and low frequency operation, thus helping the model to improve the training for better generalization. Having the separate skip connections for low frequency and high frequency helps the model to look at corresponding information in the image leading to more distinctive and robust feature learning.

III. EXPERIMENTAL SETUP

In this section, we summarize the different datasets used, different networks utilized and training settings. We utilized different computational resources for the experiments including a system with 12 GB NVIDIA Titan XP GPU, a system with 24 GB NVIDIA RTX GPU and cloud based GPU service provided by Google Colab free tier. The experiments are carried out using the PyTorch deep learning library.

A. Datasets Used

In order to justify our findings that the proposed FDRResNet is superior to the ResNet, we test the models on four widely used image classification datasets, including CIFAR-10 [50], CIFAR-100 [50], Caltech-256 [51], and TinyImageNet [52]. The CIFAR-10 dataset contains 50,000 training images and 10,000 testing images which are equally distributed in 10 classes. Thus, each class contains 5,000 images for training and 1,000 images for testing, making a total of 60,000 images in the dataset. The CIFAR-100 dataset contains similar images as CIFAR-10 dataset. However, it contains 100 classes with each having 500 training images and 100 testing images. The CIFAR-100 is more fine-grained as compared to the CIFAR-10. The dimension of the images in CIFAR-10 and CIFAR-100 datasets is $32 \times 32 \times 3$. The Caltech-256 dataset contains 30,607 images distributed unequally in 257 diverse categories. One class is a clutter class containing random images not belonging to any of the other 256 classes and ignored for training. Thus, the total number of images from 256 category is 29,780. Around 15% of images from each class are taken randomly for the testing set having total 4,841 images and remaining 24,939 images for the training set. Note that the dimension of images varies in Caltech-256 dataset. The TinyImageNet dataset contains 1,000,000 images for training and 10,000 images for testing, equally divided in 200 classes. Thus, each class contains 500 images for training and 50 images for testing. The dimension of the images in TinyImagenet dataset is $64 \times 64 \times 3$.

B. Networks Used

Since the proposed FDRResNet model is primarily based on the ResNet architecture, we compare the results of FDRResNet with ResNet model of different depths. We use the FDRResNet50 with different combinations of sigma (i.e., the standard deviation of Gaussian kernel) and kernel size for the filtering blocks in both low-pass and high-pass skip connections. We also test the proposed model with only either low-pass or high-pass skip connection. We use ResNet50 and FDRResNet50 on CIFAR10 and CIFAR100 datasets and ResNet101 and FDRResNet101 on Caltech-256 and TinyImageNet datasets.

C. Experimental Settings

The training setting varies for different experiments. Firstly for data augmentation, the images of CIFAR10, CIFAR100 and TinyImageNet datasets are used in the same sizes, i.e., $32 \times 32$, $32 \times 32$ and $64 \times 64$, respectively. However, the images of Caltech-256 dataset are resized to $128 \times 128$. We also use random flip and normalization on these images. We use Cross Entropy Loss and Stochastic Gradient Descent optimization with 0.9 momentum and $5e^{-4}$ weight decay for image classification experiments. The ResNet50 and FDRResNet50 are trained for 200 epochs on CIFAR-10 and CIFAR-100 datasets. While, the ResNet101 and FDRResNet101 are trained for 80 epochs on Caltech and TinyImageNet datasets. The multi-step learning rate scheduler is also utilized in all the experiments. In the case of ResNet50 and FDRResNet50, the learning rate initially starts at 0.1 and drops by a factor of 0.1 at 120th and 170th epoch. For Caltech-256 and TinyImageNet, the learning rate starts at 0.1 and drops by a factor of 0.1 at every 20th epoch. We calculate the classification accuracy by the proposed FDRResNet with different settings for each dataset and compare it with the accuracy by ResNet. It is to be noted that all the models are trained three times with independent initialization in each experiment to ensure the consistency of the results. The average over three trails along with standard deviation is reported. We experiment with 0.5, 1, and 1.5 values of sigma (i.e., standard deviation) of Gaussian filtering. We also test the trainable sigma for the low-pass and high-pass filtering. The kernel size is considered as 3, 5 and 7.

In most of the experiments, we use the sigma value as 1 in the filtering blocks of the proposed FDRResNet. With sigma value as 1, we perform 9 experiments on each dataset with the different combination of kernel sizes of the filtering block. The kernel sizes for high-pass skip connection and low-pass skip connection are considered as (L3, H3), (L5, H5), (L7, H7), (L3, H5), (L5, H3), (L3, Nil), (Nil, H3), (L5, Nil), and (Nil, H5). Note that Nil refers to the scenario where only one skip connection (i.e., either low-pass or high-pass) is used and the skip connection corresponding to Nil is missing. We also test the suitability of the proposed model with 0.5, 1.5 and trainable sigma of Gaussian filtering with (L3, H3), (L5, H5), and (L7, H7) kernel sizes for high-pass and low-pass filtering. The results and analysis for each of these experiments are presented in the next section.

IV. EXPERIMENTAL RESULTS FOR IMAGE CLASSIFICATION

In this section we present the experimental results on four benchmark datasets for image classification. We perform the rigorous experiments for classification and compare the results of the proposed FDRResNet model with ResNet model. We also

1https://www.cs.toronto.edu/~kriz/cifar.html
2http://www.vision.caltech.edu/Image Datasets/Caltech256/
3https://www.kaggle.com/c/tiny-imagenet
TABLE I: The classification accuracy using the ResNet model and the proposed FDResNet model on CIFAR-10, CIFAR-100, Caltech-256 and TinyImageNet datasets. In this experiment the sigma value is set as 1. Note that ResNet50 and FDResNet50 are used on CIFAR-10 and CIFAR-100 datasets. While ResNet101 and FDResNet101 are used on Caltech-256 and TinyImageNet datasets. The average accuracy over three trials is reported along with standard deviation. The best results on a dataset is highlighted in bold.

| Dataset         | ResNet-101 Accuracy | FDResNet-101 Accuracy using kernel with sigma 1 |
|-----------------|----------------------|-----------------------------------------------|
|                 | (L3, H3)  | (L5, H3)  | (L7, H7)  | (L3, H5)  | (L5, H5)  |
| CIFAR-10        | 95.16 ± 0.12 | 95.32 ± 0.16 | 95.20 ± 0.20 | 95.13 ± 0.25 | 94.95 ± 0.44 | 95.29 ± 0.24 |
| CIFAR-100       | 78.42 ± 0.60 | 80.45 ± 0.04 | 79.91 ± 0.14 | 79.70 ± 0.25 | 79.45 ± 0.42 | 79.84 ± 0.18 |
| Caltech-256     | 58.17 ± 0.73 | 60.74 ± 0.32 | 61.51 ± 2.13 | 62.82 ± 2.22 | 55.55 ± 0.48 | 62.37 ± 2.65 |
| TinyImageNet    | 57.18 ± 0.35 | 61.97 ± 0.27 | 62.47 ± 0.26 | 62.08 ± 0.08 | 57.42 ± 0.72 | 60.76 ± 0.62 |

(a) The prediction results using ResNet101 and FDResNet101 with a sigma value of 1 and kernel size of 3 for low pass skip connection and 5 for high pass skip connection on sample Caltech-256 images.

(b) The prediction results using ResNet101 and FDResNet101 with a sigma value of 1 and kernel size of 5 for both low pass and high pass skip connections. The results on CIFAR-10 and CIFAR-100 datasets are computed using ResNet101 and FDResNet101 models. Following are the observations from the image classification results:

- The proposed FDResNet model outperforms the ResNet model in most of the kernel settings of FDResNet.
- It is observed that the proposed FDResNet model with kernel size 5 for both low pass and high pass skip connections (L3, H3) leads to the best performance on CIFAR-10 and CIFAR-100 datasets. However, the kernel size (L5, H5) and (L7, H7) of FDResNet are the best performing on TinyImageNet and Caltech-256 datasets, respectively.
- The accuracy of the FDResNet50 with kernel size (L3, H3) are improved by 0.17% and 2.59% as compared to the ResNet50 on CIFAR-10 and CIFAR-100 datasets, respectively.
- The accuracy of the FDResNet101 model with kernel size (L7, H7) on Caltech-256 dataset and kernel size (L5,
H5) on TinyImageNet dataset are improved by 7.99% and 9.25%, respectively, as compared to the ResNet101 model.

- The results of kernel size (L3, H5) are poor than other settings, possibly due to the loss of information with higher kernel size for high pass filtering as compared to low pass filtering.

### B. Qualitative Results

In order to justify the improved performance using the proposed model, the qualitative results on sample images of Caltech-256 and TinyImageNet datasets are depicted in Fig. 3a and Fig. 3b, respectively. The prediction scores using ResNet101 and FDRResNet101 for the correct class are reported in Red and Green colors, respectively. The FDRResNet is used with a sigma value of 1 and kernel size of 3 on Caltech-256 dataset in Fig. 3a and with sigma value of 1 and kernel size of 5 on TinyImageNet dataset in Fig. 3b. It can be noted that ResNet101 fails in all of these cases as the class scores for the correct class (i.e., ResNet101 Accuracy) are very low and the class scores for the wrong predicted class (i.e., ResNet101 Predicted Class Accuracy for ResNet101 Predicted Class) are more. However, the FDRResNet101 is able to classify these images to the correct class with high class scores. It shows the importance of the frequency disentangling in ResNet as different images have different perception of low and high frequency components.

In order to further observe the effect of frequency disentangling, we compute the saliency maps using the GradCAM [53] as illustrated in Fig. 4 using the ResNet101 and FDRResNet101 models on some sample images of TinyImageNet dataset. The GradCAM helps to identify the prominent regions by using the gradients flowing through the network. The FDRResNet model in this experiment uses the filtering with unit sigma and 5 kernel size for both low pass and high pass skip connections. The 1\textsuperscript{st} convolution layer is used to visualize these saliency maps. The Red color represents higher importance while the Blue color represents lower importance. In these images we can see that the FDRResNet model focuses on the representative regions in most of the cases even in the early layer of the network due to the better encoding of the low and high frequency information.

### C. Convergence Analysis

The loss and accuracy curves for each epoch are plotted to depict the convergence property in Fig. 5 on CIFAR-100 dataset and Fig. 6 on TinyImageNet dataset. The training and testing plots are shown using ResNet50 and FDRResNet50 models on CIFAR-100 dataset and using ResNet101 and FDRResNet101 models on TinyImageNet dataset. The sigma value is set to 1 for both FDRResNet50 and FDRResNet101 models. Whereas, the kernel size is 3 for FDRResNet50 and 5 for FDRResNet101. It is asserted that the convergence using the proposed FDRResNet models is better than the ResNet models. Moreover, the overfitting using the proposed models is also lower which indicates the better generalization capability of the FDRResNet models.

### D. Impact of Low and High Pass Skip Connection

The proposed FDRResNet model considers two skip connections, namely low pass and high pass. In this experiment, we analyze the impact of individual skip connections, i.e., low pass and high pass skip connections. The classification accuracy using individual skip connection is detailed in Table II using FDRResNet with (L3, Nil), (L5, Nil), (Nil, H3), and (Nil, H5) skip connection settings, where Nil means corresponding skip connection is missing. The sigma value for filtering is set to 1. It is observed that the performance of FDRResNet model with only one skip connection is not improved than the ResNet model. Moreover, the performance of the low pass skip connection is better than the high pass skip connection as high pass filtering incurs more information loss. However, when both low pass and high pass skip connections are used together then the performance of the proposed model is superior as shown in Table II. It confirms that the utilization of different frequency information using frequency disentangling leads to better performance.

### E. Impact of Sigma of Filtering

In the results shown in Table II we use the standard deviation (i.e., sigma) of the filter as 1 for both low pass and high pass in FDRResNet. In order to observe the impact of the sigma value, we report the classification results by using the sigma value as 0.5 and 1.5 for both low pass and high pass filtering in

| Dataset      | ResNet Accuracy | FDRResNet Accuracy using kernel with sigma 1 |
|--------------|-----------------|---------------------------------------------|
| CIFAR-10     | 95.16 ± 0.12    | 94.23 ± 0.19                                |
| CIFAR-100    | 78.42 ± 0.60    | 78.12 ± 0.43                                |
| Caltech-256  | 58.17 ± 0.74    | 56.84 ± 1.27                                |
| TinyImageNet | 57.18 ± 0.37    | 59.89 ± 0.58                                |

| Dataset      | ResNet Accuracy | FDRResNet Accuracy using kernel with sigma 0.5 |
|--------------|-----------------|-----------------------------------------------|
| CIFAR-10     | 95.16 ± 0.12    | 95.33 ± 0.24                                 |
| CIFAR-100    | 78.42 ± 0.60    | 80.08 ± 0.32                                 |
| Caltech-256  | 58.17 ± 0.74    | 59.02 ± 0.17                                 |
| TinyImageNet | 57.18 ± 0.35    | 60.39 ± 0.74                                 |

| Dataset      | ResNet Accuracy | FDRResNet Accuracy using kernel with sigma 1.5 |
|--------------|-----------------|-----------------------------------------------|
| CIFAR-10     | 95.16 ± 0.12    | 95.41 ± 0.13                                 |
| CIFAR-100    | 78.42 ± 0.60    | 80.18 ± 0.50                                 |
| Caltech-256  | 58.17 ± 0.73    | 60.67 ± 1.63                                 |
| TinyImageNet | 57.18 ± 0.35    | 61.84 ± 0.54                                 |

| Dataset      | ResNet Accuracy | FDRResNet Accuracy using kernel with sigma 0.5 |
|--------------|-----------------|-----------------------------------------------|
| CIFAR-10     | 95.16 ± 0.12    | 95.41 ± 0.13                                 |
| CIFAR-100    | 78.42 ± 0.60    | 80.18 ± 0.50                                 |
| Caltech-256  | 58.17 ± 0.73    | 60.67 ± 1.63                                 |
| TinyImageNet | 57.18 ± 0.35    | 61.84 ± 0.54                                 |

| Dataset      | ResNet Accuracy | FDRResNet Accuracy using kernel with sigma 1.5 |
|--------------|-----------------|-----------------------------------------------|
| CIFAR-10     | 95.16 ± 0.12    | 95.41 ± 0.13                                 |
| CIFAR-100    | 78.42 ± 0.60    | 80.18 ± 0.50                                 |
| Caltech-256  | 58.17 ± 0.73    | 60.67 ± 1.63                                 |
| TinyImageNet | 57.18 ± 0.35    | 61.84 ± 0.54                                 |

| Dataset      | ResNet Accuracy | FDRResNet Accuracy using kernel with sigma 0.5 |
|--------------|-----------------|-----------------------------------------------|
| CIFAR-10     | 95.16 ± 0.12    | 95.41 ± 0.13                                 |
| CIFAR-100    | 78.42 ± 0.60    | 80.18 ± 0.50                                 |
| Caltech-256  | 58.17 ± 0.73    | 60.67 ± 1.63                                 |
| TinyImageNet | 57.18 ± 0.35    | 61.84 ± 0.54                                 |

| Dataset      | ResNet Accuracy | FDRResNet Accuracy using kernel with sigma 1.5 |
|--------------|-----------------|-----------------------------------------------|
| CIFAR-10     | 95.16 ± 0.12    | 95.41 ± 0.13                                 |
| CIFAR-100    | 78.42 ± 0.60    | 80.18 ± 0.50                                 |
| Caltech-256  | 58.17 ± 0.73    | 60.67 ± 1.63                                 |
| TinyImageNet | 57.18 ± 0.35    | 61.84 ± 0.54                                 |
Fig. 4: The saliency maps depicting the regions where the ResNet101 and FDResNet101 models focus on some sample images from TinyImageNet dataset. We use sigma value of 1 and kernel size of 5 for both low pass and high pass skip connections in FDResNet. These maps are produced at the very first convolution layer of the model.

Fig. 5: The convergence plots in terms of the loss (left) and accuracy (right) curves of training and testing of the ResNet50 and FDResNet50 on CIFAR-100 dataset. The FDResNet50 is used with settings of sigma value 1 and a kernel size 3 for both low pass and high pass skip connections.

Fig. 6: The convergence plots in terms of the loss (left) and accuracy (right) curves of training and testing of the ResNet101 and FDResNet101 on TinyImageNet dataset. The FDResNet101 is used with settings of sigma value 1 and kernel size 5 for both low pass and high pass skip connections.

Table V: The results using trainable sigma by varying the kernel size for both skip connections of FDResNet on CIFAR-10, CIFAR-100, Caltech-256, and TinyImageNet datasets. The sigma parameter is initialized to 1. The best result for a dataset is highlighted in bold.

| Dataset    | ResNet Accuracy | FDResNet Accuracy using kernel with trainable sigma |
|------------|-----------------|---------------------------------------------------|
|            | (L3, H3)        | (L5, H5)                                          |
| CIFAR-10   | 95.16 ± 0.12    | 94.02 ± 1.03                                      |
| CIFAR-100  | 78.42 ± 0.60    | 73.94 ± 0.80                                      |
| Caltech-256| 58.17 ± 0.73    | 61.46 ± 1.07                                      |
| TinyImageNet| 57.18 ± 0.35   | 61.89 ± 0.37                                      |

Majority of the cases, possibly due to the overfitting caused by the trainable sigma. Thus, it validates our hypothesis that a fixed size filtering can improve the generalization. It is also noticed that the trainable sigma leads to very high sigma values near to 10 at the end of training, which is not the ideal case in filtering. On an average considering all four datasets, we observe a superior performance by the proposed FDResNet model using the sigma value as 1 as compared to 0.5, 1.5 and trainable sigma.

F. Filtering Robustness Analysis

In order to depict the robustness property, we create multiple filtered test sets from the original test set and compute the accuracy on these filtered test sets. Six test sets are created for each dataset including three sets of high pass filtered images and three sets of low pass filtered images. The kernel sizes are 3, 5, and 7 with unit standard deviation. Low pass test images become blurred and high pass test images become noisy with prominent edge information. In this experiment, we do not perform the training, rather test the trained models on the filtered test sets. We use the FDResNet model with the settings which gave the best results for that particular dataset. The results using trained ResNet and FDResNet models on the filtered test sets of CIFAR-10 and TinyImageNet datasets are summarized in Table VI. On both the CIFAR-10 and TinyImageNet datasets, we spot that the proposed FDResNet model outperforms the ResNet counterparts by a large margin on low pass filtered test sets. However, both the models suffer on high pass filtered test sets as the input images lack the
TABLE VI: The performance comparison between the ResNet and the proposed FDResNet models on the filtered test images to depict the filtering robustness in CIFAR-10 and TinyImageNet datasets. Six test sets are created for each dataset including three sets of the high pass filtered images and three sets of low pass filtered images. The kernel sizes are 3, 5, and 7 with unit standard deviation. Low pass test images become blurred and high pass test images become noisy with prominent edge information.

| Dataset          | Filter    | Kernel width for filtering of test images |
|------------------|-----------|------------------------------------------|
|                  | 3         | 5                                        | 7                                        |
|                  | ResNet    | FDResNet                                | ResNet                                  | FDResNet                               | ResNet                                    | FDResNet                                |
| CIFAR-10         | Highpass  | 27.56                                   | 11.41                                   | 27.38                                   | 11.42                                    | 27.32                                   | 11.42                                    |
|                  | Lowpass   | 49.96                                   | 72.22                                   | 36.52                                   | 53.54                                    | 35.59                                   | 54.19                                    |
| TinyImageNet     | Highpass  | 1.99                                    | 1.29                                    | 2.01                                    | 1.32                                    | 2.01                                    | 1.32                                    |
|                  | Lowpass   | 24.86                                   | 28.07                                   | 18.95                                   | 22.28                                   | 18.54                                   | 22.13                                    |

TABLE VII: The image retrieval results in terms of the mean average precision (mAP) using the ResNet101 and FDResNet101 models on CIFAR-10, CIFAR-100 and TinyImageNet datasets. The FDResNet101 uses sigma value as 1 and kernel size as 3 for both filtering blocks. The superior result on a dataset is highlighted in bold.

| Model            | mAP for Image Retrieval |
|------------------|--------------------------|
|                 | CIFAR-10 | CIFAR-100 | TinyImageNet |
| ResNet101        | 0.863    | 0.608     | 0.422        |
| FDResNet101      | **0.889** | **0.664** | **0.493**    |

sufficient information. As the FDResNet model disentangles the frequency information, the low pass disentangling on the high pass filtered input images leads to zero information, resulting in poor performance. Thus, the robustness of the proposed model is better on low pass filtered input images, but sensitive on high pass filtered input images.

V. EXPERIMENTAL RESULTS FOR IMAGE RETRIEVAL

In order to show the generalization ability of the proposed FDResNet model across different tasks, the image retrieval experiments are also performed. Image retrieval attempts to find the alike images from a large image dataset for a given query image. The mean average precision (mAP) is the predominantly used criterion in the literature to judge the performance of the image retrieval methods. The precision is defined as the ratio of the number of correctly retrieved images with the total number retrieved images.

We consider the feature vector of last layer for image retrieval. Table VII illustrated the image retrieval mAPs using the ResNet101 and the proposed FDResNet101 models. We compute the results using FDResNet using sigma value as 1 and kernel size as 3 for both low pass and high pass skip connections. In this experiment, we attain the improvement in mAPs using the proposed frequency disentangling idea. The mAP using the FDResNet101 is improved by 3.01%, 9.21% and 16.82% as compared to the ResNet101 on CIFAR-10, CIFAR-100 and TinyImageNet datasets, respectively.

VI. CONCLUSION

In this paper, a novel frequency disentangling based residual network (FDResNet) is proposed. The low pass and high pass filtering is exploited in order to incorporate the frequency disentangling property. The residual block in the proposed model consists of low pass and high pass skip connections. Thus, the proposed model better encodes the frequency information in the abstract feature and generalizes on unseen data. The image classification results in terms of the accuracy using the proposed FDResNet model are better than the ResNet model on CIFAR-10, CIFAR-100, Caltech-256 and TinyImageNet datasets. It is observed that the proposed model better focuses on the salient high and low frequency regions in the image. The convergence analysis confirms the generalization capability of the proposed model. The robustness of the proposed model is observed against the low pass filtering on the input images. The performance of the proposed model is noticed as superior across different standard deviations of filtering. We also notice the improved performance for image retrieval task using the features learnt by the proposed FDResNet model as compared to the ResNet model in terms of the mAPs. Thus, the proposed frequency disentangling idea leads to a better learning of robust features of low and high frequency information, leading to better generalization across different tasks. The future works can include the extension of the proposed frequency disentangling idea with other type of networks on different computer vision applications.
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