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Abstract

This thesis is concerned with dynamics of conservative nonlinear waves on bounded domains. In general, there are two scenarios of evolution. Either the solution behaves in an oscillatory, quasiperiodic manner or the nonlinear effects cause the energy to concentrate on smaller scales leading to a turbulent behaviour. Which of these two possibilities occurs depends on a model and the initial conditions.

In the quasiperiodic scenario there exist very special time-periodic solutions. They result for a delicate balance between dispersion and nonlinear interaction. The main body of this dissertation is concerned with construction (by means of perturbative and numerical methods) of time-periodic solutions for various nonlinear wave equations on bounded domains.

While turbulence is mainly associated with hydrodynamics, recent research in General Relativity has also revealed turbulent phenomena. Numerical studies of a self-gravitating massless scalar field in spherical symmetry gave evidence that anti-de Sitter space is unstable against black hole formation. On the other hand there appeared many examples of asymptotically anti-de Sitter solutions which evade turbulent behaviour and appear almost periodic for long times. We discuss here these two contrasting scenarios putting special attention to the construction and properties of strictly time-periodic solutions. We analyze different models where solutions of this type exist. Moreover, we describe similarities and differences among these models concerning properties of time-periodic solutions and methods used for their construction.
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Preface

This thesis is concerned with dynamics of conservative nonlinear waves on bounded domains. In general, there are two scenarios of evolution. Either the solution behaves in an oscillatory, quasiperiodic manner or the nonlinear effects cause the energy to concentrate on smaller scales leading to a turbulent behaviour. Which of these two possibilities occurs depends on a model and the initial conditions.

In the quasiperiodic scenario there exist very special time-periodic solutions. They result for a delicate balance between dispersion and nonlinear interaction. The main body of this dissertation is concerned with construction of time-periodic solutions for various nonlinear wave equations on bounded domains.

While turbulence is mainly associated with hydrodynamics, recent research in General Relativity has also revealed turbulent phenomena. Numerical studies of a self-gravitating massless scalar field in spherical symmetry gave evidence that anti-de Sitter (AdS) space is unstable against black hole formation. It was demonstrated that there exists a large class of small perturbations of AdS which grow in time and eventually lead to collapse—it is in stark contrast to the behaviour of small perturbations of Minkowski space which disperse to infinity. This mechanism attributed to resonant energy transfer which is seen in weakly nonlinear perturbative calculations.

On the other hand there appeared many examples of asymptotically AdS solutions which evade turbulent behaviour and appear almost periodic for long times. We discuss here these two contrasting scenarios putting special attention to the construction (by means of perturbative and numerical methods) and properties of strictly time-periodic solutions. We analyze different models where solutions of this type exist. We describe similarities and differences among these models concerning properties of time-periodic solutions and methods used for their construction.

Although studies in this thesis are directly connected to the problem of stability of AdS space, of course we did not expect to answer to this difficult question. We give details of numerical algorithms and explain steps of perturbative calculations pointing out strengths and weaknesses of chosen approaches. We hope this text will serve as a reference for further studies in this rapidly growing area of research.

This text is organized as follows. In Part I, composed of three chapters, we introduce the subject of our studies. In Chapter 1 we give a motivation and introduce some basic concepts. Next, in Chapter 2 we give an abstract description of techniques (both perturbative and numerical) used to construct time-periodic solutions. Variants of described methods are used to study concrete systems in the following chapters. In Chapter 3 we introduce the models that we aim to study. We motivate their consideration, derive equations of motion and formulate initial or initial-boundary value problems. We also analyze the spectra of linear operators arising in the study of linear stability.

These models are studied in detail in Part II, which is composed of two chapters. In Chapter 4 we study turbulent phenomena in nonlinear evolution systems and the
(in)stability problem for generic perturbations. We focus on the question of how the dispersive and nondispersive spectrum of linear perturbations affects the nonlinear dynamics. We investigate this issue by studying self-gravitating massless scalar field in a perfectly reflecting cavity (Section 4.1) and the Yang-Mills (YM) field propagating on the Einstein Universe (Section 4.2). In these models we have a freedom of changing the character of the eigenfrequencies by imposing different boundary conditions (the scalar field case) or by considering perturbations in different topological sectors (the YM field model). In addition, we give the details of numerical methods used to solve the evolution equations. For the YM model we present the results of perturbative methods used to describe a single linear mode initial data, which also serve as a starting point in the construction of time-periodic solutions. We point out that the nondispersive spectrum does not forbid the resonances to occur.

In Chapter 5 we study in detail time-periodic solutions for the systems of equations derived in Chapter 3. In Section 5.1 we discuss the methods of constructing time-periodic solutions for the real self-gravitating massless scalar field in spherical symmetry (in any number of spatial dimensions). We point out the differences between even and odd spatial dimensions and propose alternative methods for both cases. These techniques are then adapted (in Section 5.2) to the construction of standing waves for the complex scalar field. For both real and complex field cases we find both stable and unstable solutions.

In analogy to the scalar field case we analyze the Bianchi IX cohomogeneity-two biaxial ansatz which allows for pure gravitational dynamical degrees of freedom in the 1 + 1 setting, and possesses time-periodic solutions (Section 5.3). The construction of these solutions is much more demanding and their stability analysis is not conclusive.

In Sections 5.4 and 5.5 we continue the studies initiated in Chapter 4 on the spherical cavity and the YM models, respectively. We construct time-periodic solutions in both cases for dispersive and nondispersive linear spectrum and discuss how the character of the spectrum affects the structure of solutions and also the methods to construct them.

We conclude and discuss some directions for future work in Chapter 6.

In appendices we give additional details of numerical and analytical techniques. In Appendix A we state the most important properties of orthogonal polynomials and give a list of useful identities used in this thesis. Appendix B contains a detailed description of pseudospectral spatial discretization based on Chebyshev polynomials, in particular their adaptation to spherically symmetric problems. Additionally in Appendix C we present the Runge-Kutta time integration methods and state their most important properties. These include symplectic methods mainly used in this work. Finally, in Appendix D we explain the method we use to calculate integrals appearing in perturbative calculations which are crucial for efficient symbolic manipulation.
Part I

Preliminaries
Chapter 1

Introduction

In this chapter we introduce the subject of our studies. After giving the motivation (Section 1.1), we review the anti-de Sitter space (Section 1.2). In Section 1.3 we shortly review mathematical studies of time-periodic solutions and weak-turbulence phenomena.

1.1 Motivation—(in)stability of AdS space

Asymptotically anti-de Sitter (aAdS) spacetimes have come to play a central role in theoretical physics, prominently due to the AdS/CFT correspondence which conjectures a duality between gravity in the AdS bulk and a quantum conformal field theory with a large number of strongly interacting degrees of freedom living in the spacetime corresponding to the AdS conformal boundary [110, 159]. Despite on important role of AdS space plays in these theories, the question of its stability remains unanswered till now, see [23] for a review. In contrast, the questions of stability of Minkowski and de Sitter spacetimes have been answered in affirmative in [47] and [68] respectively.

Recent numerical and analytical studies of spherically symmetric self-gravitating massless scalar field system with negative cosmological constant indicated that AdS space may be unstable against the formation of a black hole under arbitrarily small perturbations [28, 98, 36] (under reflecting boundary conditions). Although gravitational collapse seems to be a generic fate of small perturbations of AdS, it was suggested in [28] that there may also exist a set of initial data for which the evolutions remains globally regular in time. This conjecture was substantiated in [112], where the evidence for the existence of globally regular, nonlinearly stable, time-periodic solutions within the same model was given. A similar class of aAdS solutions was studied in [37]. A similar behaviour is expected for the pure vacuum case with simplifying symmetry assumptions (cohomogenity-two biaxial Bianchi IX ansatz) and with no symmetry assumptions [57, 58, 92]. These studies indicate that the structure of phase space for AdS gravity is complex and poorly understood. Most recent analytical studies concentrate on the analysis of wave equations on the fixed AdS [96] or the AdS-Schwarzschild backgrounds [144]. Therefore the numerical simulations will play a key role in further investigations of these problems with major emphasis on assistance of analytic attempts.

The existence of (nontrivial) time-periodic solutions of ordinary and partial differential equations is a fundamental problem. The existence proofs of time-periodic solutions to simple semi-linear PDEs require advanced mathematical techniques (we give some references in the following section). Thus finding time-periodic solutions to
complicated elliptic-hyperbolic systems of PDEs is challenging and thus particularly interesting on its own regardless of the stability problem of AdS. On the other hand it is well known that, in asymptotically flat spacetimes, there are no nontrivial time-periodic solutions to Einstein equations [19, 20]. This nonexistence proof points the difference between the bounded and unbounded domains—the mechanism that allows for a nontrivial time-periodic solutions in aAdS cases is the lack of dissipation of energy. In this thesis we give numerical and analytical studies of numerous systems of PDEs on bounded domains which may guide and stimulate any further more rigorous efforts.

Additionally, these studies where intended to develop numerical methods for efficient integration of the Einstein equations with negative cosmological constant in spherical symmetry. Applied space discretization methods are the core of our numerical algorithm used to find time-periodic solutions, they are also used in the time evolution. We intend to develop methods which are robust and general, in particular we apply two different methods for the Einstein-massless scalar field system depending on a parity of space dimension. Our studies demonstrate the efficiency of using spectral methods in space discretization for the aAdS spaces. Initially developed for studies of turbulence phenomena, spectral methods increased their wide applicability in numerical solutions to the Einstein equations, see e.g. [124, 123] for an application of the Galerkin approach in the studies of gravitational collapse of self-gravitating scalar field with spherical symmetry assumption in asymptotically flat case. For review on spectral methods in numerical relativity we refer to [78]. Besides spatial discretization we also emphasize particular properties of symplectic integration methods [82]. Time stepping methods are usually selected to achieve some prescribed accuracy at the least cost, that is to minimize the product of the cost per time step and the number of time steps needed. For general systems of ODEs the symplectic method is necessarily implicit (which is more costly than the explicit one) but their long time near conservation of the systems invariants and large stability domains (compared to explicit methods) make them especially advantageous in the studies of Hamiltonian systems. In practice, the ODE methods that we use are either explicit or implicit depending on a structure of the system under study.

Moreover, efficient implementation of these techniques may be regarded as a good exercise for those willing to master their programming skills in Mathematica [94]. Writing codes for numerical solution of evolutionary PDEs in Mathematica when using semi-discrete method of lines approach (MOL), is reduced to implementation of the spatial discretization due to modular structure of the NDSolve function [116] and plenty of ODE integration algorithms already implemented [118, 117]. Functional and pattern matching programming facilities of Mathematica were particularly advantageous in concise and readable implementation of our perturbative construction of time-periodic solutions.

While most of the numerical methods where implemented in Mathematica, some were coded from scratch in FORTRAN. Besides Mathematica we also acknowledge other plotting software, Pysplot [64] and CustomTicks package [41], used to produce figures placed in this thesis. We further acknowledge GRQUICK package [142] used to derive necessary field equations.

* Simple problems can be handled entirely by Mathematica, these more advanced need to be written by the user.
1.2 An overview of AdS space

Anti-de Sitter (AdS) spacetime is the maximally symmetric solution of the vacuum Einstein equations

\[ R_{\alpha\beta} - \frac{1}{2} R g_{\alpha\beta} + \Lambda g_{\alpha\beta} = 0, \]  \hspace{1cm} (1.1)

with negative cosmological constant \( \Lambda < 0 \). This solution appeared for the first time in the paper [66] as cosmological solution regarded as a four-dimensional spacetime model of the Universe, though the name AdS appeared much later [40]. Here we generalize AdS solution to arbitrary dimensions. Geometrically, AdS\(_{d+1}\) can be thought of as hyperboloid of radius \( l > 0 \) (which is related to the cosmological constant by \( \Lambda = -d(d-1)/(2l^2) \))

\[-X_0^2 + \sum_{k=1}^{d} X_k^2 - X_{d+1}^2 = -\ell^2,\]  \hspace{1cm} (1.2)

embedded in \((d + 2)\)-dimensional flat, \( O(d,2) \) invariant space, with a line element

\[ ds^2 = -dX_0^2 + \sum_{k=1}^{d} dX_k^2 - dX_{d+1}^2, \]  \hspace{1cm} (1.3)

see Fig. 1.1. One of many possible parametrizations of (1.2) is

\[ X_0 = \ell \cosh \rho \cos \tau, \]  \hspace{1cm} (1.4a)
\[ X_{d+1} = \ell \cosh \rho \sin \tau, \]  \hspace{1cm} (1.4b)
\[ X_k = \ell \sinh \rho n_k, \hspace{1cm} k = 1, \ldots, d, \]  \hspace{1cm} (1.4c)

with \(-\pi \leq \tau < \pi\), \(0 \leq \rho < \infty\), and \( n_k \)'s such that the condition (1.2) holds, i.e. \( \sum_{k=1}^{d} n_k^2 = 1 \). In fact, \( n_k \) parametrize \( S^{d-1} \), so in spherical coordinates \((\theta_1, \ldots, \theta_{d-2}, \phi)\)

\[ n_1 = \sin \theta_1 \sin \theta_2 \cdots \sin \theta_{d-2} \sin \phi, \]  \hspace{1cm} (1.5a)
\[ n_2 = \sin \theta_1 \sin \theta_2 \cdots \sin \theta_{d-2} \cos \phi, \]  \hspace{1cm} (1.5b)
\[ \vdots \]  \hspace{1cm} \vdots
\[ n_{d-1} = \sin \theta_1 \cos \theta_2 \cdots \cos \theta_{d-2}, \]  \hspace{1cm} (1.5c)
\[ n_d = \cos \theta_1, \]  \hspace{1cm} (1.5d)

with the angle ranges \( \phi \in [0, 2\pi) \) and \( \theta_k \in [0, \pi] \) for \( k = 1, \ldots, d-2 \). Using (1.4) and (1.5) the induced metric on the hyperboloid (1.2) is

\[ ds^2 = \ell^2 \left( -\cosh^2 \rho \ d\tau^2 + d\rho^2 + \sinh^2 \rho \ d\Omega_{d-1}^2 \right), \]  \hspace{1cm} (1.6)

with \( d\Omega_{d-1}^2 \) denoting the round metric on unit \( S^{d-1} \). In fact, this is one of many possible parametrizations of AdS\(_{d+1}\) space, see [79]. For convenience we introduce a new radial coordinate, \( x \), by setting

\[ \tan x = \sinh \rho, \]  \hspace{1cm} (1.7)

with \( x \in [0, \pi/2] \); then the metric (1.6) takes the following form

\[ ds^2 = \frac{\ell^2}{\cos^2 x} \left( -d\tau^2 + dx^2 + \sin^2 x \ d\Omega_{d-1}^2 \right). \]  \hspace{1cm} (1.8)
1.2. An overview of AdS space

Figure 1.1: The AdS space (the hyperboloid $X_0^2 - X_d^2 + X_{d+1}^2 = \ell^2$, $X_i = 0$, $i = 1, \ldots, d-1$) cut by the hyperplane $X_0 = X_d$, separating two patches of Poincaré coordinates $z > 0$ and $z < 0$. The intersection of hyperboloid with the cutting plane corresponds to the boundary $z \to \pm\infty$ in this coordinate system (solid black lines). The black dotted lines are the $z = \text{const}$, while gray dashed lines denote $t = \text{const}$. 
We compactify the AdS space by extending the range of the radial coordinate to \( x \in [0, \pi/2] \).

The AdS\(_{d+1}\) has the topology \( S^d \times \mathbb{R} \) so there are closed timelike curves, parametrized by, e.g. \( X_0 = \ell \cos \tau, X_{d+1} = \ell \sin \tau \) and \( X_i = 0, i = 1, \ldots, d \). This feature is lost if we unwrap the hyperboloid by considering the covering space of AdS (abbreviated as CAdS). We denote the unwrapped timelike coordinate by \( t \in \mathbb{R} \). The CAdS\(_{d+1}\) has the topology \( \mathbb{R}^d \times \mathbb{S}^{d-1} \) and contains no closed timelike curves. Hereafter we consider only CAdS\(_{d+1}\), i.e. we identify the AdS\(_{d+1}\) with its covering space.

The metrics given in (1.6) and (1.8) are indeed solutions to the vacuum Einstein equations (1.1) with \( \Lambda = -d(d - 1)/(2l^2) \). In coordinates (1.8) we see that the conformal boundary of AdS, corresponding to spatial and null infinity, is the hypersurface \( x = \pi/2 \). It is the timelike cylinder \( \mathcal{I} = \mathbb{R} \times S^{d-1} \) with the boundary metric

\[
\left. ds^2 \right|_{\mathcal{I}} = -dt^2 + \sin^2 x \, d\Omega^2_{S^{d-1}}.
\]

(1.9)

Since the spatial and null infinity is a timelike hypersurface the information may be lost to or gained from this surface in finite coordinate time \( t \). The consequence of this is that there exists no complete Cauchy surface—the AdS space is not globally hyperbolic. This means that given initial data on a constant \( t \) hypersurface, it is not possible to prescribe evolution in the region beyond the Cauchy development of this surface. This is seen on Fig. 1.2 showing the Penrose diagram of AdS in global coordinates (1.8). The unique determination of evolution is possible only if the data on \( \mathcal{I} \) is also prescribed [67, 86].

Important property of AdS space is its conformal structure. From (1.8) we see that the AdS metric \( \hat{g} \) is conformally related to the Einstein Universe\(^*\) (its generalizations to higher dimensions) metric via \( g = \Omega^2 \hat{g} \), with conformal factor \( \Omega = \cos x/\ell \), see also Fig. 1.2.

Another commonly used parametrization of (1.2) is given below

\[
X_0 = \frac{1}{2z} \left( z^2 + \ell^2 + \bar{x}^2 - t^2 \right), \tag{1.10a}
\]

\[
X_i = \frac{x_i}{z} \ell, \quad i = 1, \ldots, d - 1, \tag{1.10b}
\]

\[
X_d = \frac{1}{2z} \left( z^2 - \ell^2 + \bar{x}^2 - t^2 \right), \tag{1.10c}
\]

\[
X_{d+1} = \frac{t}{z} \ell, \tag{1.10d}
\]

where we use the shorthand notation for \( \bar{x}^2 \equiv \sum_{i=1}^{d-1} x_i^2 \). The coordinates \( z, x_i, t \) are known as Poincaré coordinates, and for them the metric of AdS\(_{d+1}\) takes the form

\[
d\tau^2 = \frac{\ell^2}{z^2} \left( -dt^2 + dz^2 + d\bar{x}^2 \right),
\]

(1.11)

which apparently is conformally flat. In fact these coordinates give us two different charts \((z > 0 \text{ or } z < 0)\) separated by the hypersurface \( X_0 = X_d \) which corresponds to taking the limits \( z \to \pm \infty \) (see Fig. 1.1). On the other hand the limit \( z \to 0 \) corresponds to the Minkowski space-time.

---

* Known also as the Einstein cylinder, because of its topology \( \mathbb{R} \times S^3 \), is one of the solutions to the Friedman equations with dust matter content and positive cosmological constant.

† Which should not be confused with \( d\Omega^2 \).
1.2. An overview of AdS space

Figure 1.2: Left panel. Penrose diagram for AdS space with top ($\tau = \pi$) and bottom ($\tau = -\pi$) surfaces identified. Each point on this diagram represents $S^{d-1}$. Timelike geodesics $\gamma$ and $\gamma'$ are indicated, plotted with gray solid lines, manifest time-periodicity. The null geodesics (diagonal black lines) reach the conformal boundary with finite coordinate time. The shaded region corresponds to the part of AdS space covered by the Poincaré charts. Right panel. The diagram showing the Einstein Universe and the AdS space as its portion; with $(d - 2)$ dimensions suppressed these represent concentric cylinders with diameters $x = \pi$ and $x = \pi/2$ respectively.

The detailed analysis of both global and Poincaré coordinates shows that the Poincaré AdS boundary contains both the points of the AdS boundary ($x = \pi/2$) and the points of the AdS bulk in global coordinates (see Fig. 1.2). For the details of mapping of Poincaré AdS boundary to the global AdS we refer to [13]. In contrast to the global coordinates both of the Poincaré charts $z < 0$ and $z > 0$ do not cover the whole AdS space. In fact, these coordinate patches cover only the shaded part of the Penrose diagram depicted on Fig. 1.2. Though widely used in the AdS/CFT (because of the flatness of the boundary metric), the Poincare coordinates are not suitable for studies of global properties of the AdS space. Therefore we use the global coordinates and consider $\text{AdS}_{d+1}$ with metric given in Eq. (1.8).

It is also useful to derive geometric quantities of AdS as these serve as singularity formation indicators in the dynamical aAdS spaces. The $\text{AdS}_{d+1}$, as being maximally symmetric space, has a constant scalar curvature

$$R = -\frac{d(d + 1)}{\ell^2},$$

(1.12)
while the Riemann tensor takes the form
\[ R_{\mu\nu\rho\sigma} = -\frac{1}{\ell^2} (\mathbf{g}_{\mu\rho}\mathbf{g}_{\nu\sigma} - \mathbf{g}_{\nu\rho}\mathbf{g}_{\mu\sigma}), \tag{1.13} \]
and so the Kretschmann invariant reads
\[ K = R^{\mu\nu\rho\sigma} R_{\mu\nu\rho\sigma} = 2 \frac{d(d + 1)}{\ell^4}. \tag{1.14} \]

1.3 Waves on bounded domains—time-periodic solutions and weak turbulence

Model problems in the studies of evolutionary Hamiltonian PDEs on bounded domains\footnote{Here by bounded (compact) domain we mean finite interval or finite cube with appropriate boundary conditions imposed, e.g. with periodic boundary conditions for problems on a d-dimensional torus \( T^d \).} are the semi-linear wave equation (NLW)
\[ u_{tt} - \Delta u + f(u) = 0, \tag{1.15} \]
(with \( \Delta \) denoting the \( d \)-dimensional flat Laplacian) and the nonlinear Schrödinger equation (NLS)
\[ iu_t - \Delta u + f(|u|^2) u = 0. \tag{1.16} \]

Studies on the NLS are also motivated by its importance in modeling various physical systems: the Bose-Einstein condensates, nonlinear optics or plasma physics. These problems are usually posed on a \( d \)-dimensional cube \( x \in D = (0, \pi)^d \), \( t \in \mathbb{R} \) and typically with Dirichlet boundary conditions \( u(t, x)|_{x \in \partial D} = 0 \). Techniques developed for these toy models (especially for \( d = 1 \)) are further applied to more complex systems.

Over decades mathematicians considered various modifications of (1.15) and (1.16) including other boundary conditions (like periodic boundary conditions then the domain is \( T^d \)), generalization of the nonlinear term, and also the extension to higher dimensions; also same results are often derived or refined using different techniques. We give here only few results of vast mathematical literature on the existence of time-periodic and quasi-periodic solutions to the nonlinear wave and Schrödinger equations.

First studies of the one-dimensional problem (1.15) reach back to the seminal work [128] where using variational method it was shown that (under some restrictions on \( f \)) there exists (not necessarily small) time-periodic solutions. Moreover, these form very special class of solutions with period being rational multiple of \( \pi \). Further proofs of the existence of time-periodic solutions of NLW based on a Kolmogorov-Arnold-Moser (KAM) type techniques were developed independently in [30] and in [145]. First of all, these give solutions when \( f'(0) \neq 0 \) (a problem with the mass term—the nonresonant case) and complement the result of [128] in a sense that here solutions period is non-rational multiple of \( \pi \). Using other techniques (method based on the Nash-Moser generalized implicit function theorem and on the Lyapunov-Schmidt decomposition) these results were extended to include generic class of nonlinearities [55]. A very special result, the proof of existence of small amplitude time-periodic solutions to the one-dimensional NLW with cubic defocusing term, i.e. for \( f(u) = -u^3 \), was given in [108]. Generalizations of former proofs to higher dimensional problems were given in [31] (for massive case on \( T^d \)).
1.3. Waves on bounded domains—time-periodic solutions and weak turbulence

Not always theorems guarantee existence of continuous family of time-periodic solutions (the case studied in this thesis), rather the existence of Cantor-like sets (of measure zero) of such solutions were proved, see e.g. [55]; while these results are constantly refined to include more solutions [75]. For more recent results, including generalizations to higher dimensions and other types of evolution equations see [18, 76] and references therein.

The complicated proofs of existence of time-periodic solutions give little information about their form and properties (including their stability). An exception is [143, 101] where the analytical construction of time-periodic solutions (based on the Poincaré-Lindstedt perturbative approach) for the massless one-dimensional NLW with cubic nonlinearity and periodic boundary conditions is explicitly demonstrated. The authors of [143, 101] construct solutions bifurcating from a fundamental frequency of linear mode and in particular they resolve the leading-order expansion term which is a nontrivial infinite superposition of linear modes rather than just a single mode (feature present in one of the models considered below).

Very little is known about the behaviour of generic initial conditions. The results on the existence of small amplitude solutions (starting from finite number of linear modes) which stay almost periodic for exponentially long times are given in [10, 11]. Such behaviour was confirmed recently in the numerical studies of a one-dimensional NLW with positive mass term (the nonresonant case) and quadratic nonlinearity with periodic boundary conditions, see [51, 74]. Authors consider small amplitude initial data concentrated in one Fourier mode whose evolution demonstrates that the energy remains essentially localized in the initial Fourier mode over time scales that are much longer than predicted by standard perturbation theory. These results are then accompanied with proofs relying on a modulated Fourier expansions in time [82].

The theorem stating the existence of solutions with growing in time higher Sobolev norms† for the NLS on \( \mathbb{T}^d \) with cubic defocusing nonlinearity was proved in [52]. These particular solutions exhibit energy transfer from low to high modes which in turn induce a growth in time of higher Sobolev norms (the conservation of energy associated with (1.16) implies that \( H^1 \) norm of solution stays bounded). This statement was further refined in [80] where the existence of solutions with polynomial time estimates was proved.

Numerical studies in [53] of a toy model (the one proposed in [52] to approximate dynamics of the original problem) have shown that indeed a simplified finite dimensional dynamical system approximates the original problem, and more importantly that the energy cascade is a generic phenomenon (a conclusion supported by statistical studies).

Studies of the energy cascade of cubic NLS on multidimensional torus where reported in [42] where authors study a special small amplitude \( \epsilon \) initial conditions and give precise description of growth of higher modes. This construction is valid only up to time of order \( 1/\epsilon^2 \) and does not depend on the focusing or defocusing character of nonlinearity. Authors provide numerical illustration of that phenomena and observe stabilization in higher Sobolev norms (despite the fact they consider resonant case); after a sufficiently long time all modes are present but the energy flow is less active (defocusing case).

In contrast to the instability results (the one showing that starting with initial data

---

†Sobolev norm \( \| \cdot \|_{s,p} \) is a natural norm of the Sobolev space \( W^{s,p} \)—space of functions such that their weak derivatives of order up to \( s \) have finite \( L^p \) norm. In one dimensional case such norm is defined as:

\[
\| f \|_{s,p} := \left( \sum_{i=0}^{s} \| f^{(i)} \|_p^p \right)^{1/p}. 
\]

For special case \( p = 2 \) the space \( W^{s,2} \) is denoted by \( H^s \) [135].
with small $H^s$ norms these grow arbitrarily in time) there are results showing the long-time (orbital) stability of plane waves (a single mode initial conditions), see e.g. [61, 155].

All these studies concern relatively simple cases namely the equations (1.15) and (1.16) have a very simple linear modes (especially for problems posed on $T^d$, these are exponents) for which any product (the nonlinearity) can be expressed as finite sums easily. This stays in contrast to the equations considered in this thesis, where the explicit form of eigenfunctions is complicated so this makes the analysis particularly involved. Moreover, in most of the considered cases we deal with coupled elliptic-hyperbolic systems which makes the problem still more challenging.

1.4 Notation and conventions

Below we list applied conventions:

i) Einstein summation convention only applies when used with Greek indices. Sums involving latin indices are always given with summation $\sum$ sign.

ii) The letter $d$ is reserved to denote the number of spatial dimensions hence the number of spacetime dimensions is $d + 1$.

iii) By $\mathbb{N}_0$ we denote the set of non-negative integer numbers $\mathbb{N}_0 = \mathbb{N} \cup \{0\} = \{0, 1, 2, \ldots\}$.

iv) For later convenience it is useful to introduce the following notation: let $\left[\varepsilon^d\right] f$ denote the coefficient at $\varepsilon^d$ in the (formal) power series expansion of $f = \sum f_\lambda \varepsilon^\lambda$. The operator $\left[\varepsilon^d\right]$ is known as the coefficient extraction operator [102].

v) The letter $\delta$ is used both as Kronecker delta and as metric function. We state explicitly when $\delta$ symbol refers to the former.

vi) We use overdots and primes to denote differentiation with respect to temporal and spatial variables respectively for functions of two arguments; for derivatives of functions of single argument we use primes regardless of character of its argument. Additionally we use the subscript notation where it does not lead to confusion.

vii) The $S^n$ stands for $n$-dimensional sphere.

viii) The letter $L$ is reserved to denote the linear differential operator; by $L^2$ we denote the Hilbert space of square integrable functions.

ix) For a smooth real function $f(x)$ the Padé approximant of order $[L/M]_f (x)$ is defined as

$$[L/M]_f (x) := P_L(x)/Q_M(x) \text{ where } P_L \text{ and } Q_M \text{ are real polynomials of orders } L \text{ and } M \text{ accordingly such that } f(x) - P_L(x)/Q_M(x) = \mathcal{O}(x^{L+M+1}).$$

x) $\Re$ stands for real while $\Im$ stands for imaginary parts of complex quantity.

xi) When two small quantities are involved we use two typographical variants of lower-case Greek "epsilon", namely $\varepsilon$ and its lunate form $\epsilon$.

xii) We use the Landau notation [149] and write $f(x) = \mathcal{O}(g(x))$ when $x \to x_0$ for any such function $f$ that $f(x) \in \mathcal{O}(g(x))$ (for functions of discrete argument we use the symbol $O$ instead of $\mathcal{O}$ and we assume the discrete variable tending to infinity).
We also give a list of frequently used abbreviations:

| Abbreviation | Description |
|--------------|-------------|
| aAds         | asymptotically anti-de Sitter |
| AdS          | anti-de Sitter |
| AdS\(_{d+1}\) | is identified with a \((d + 1)\) dimensional anti-de Sitter space and is used when the space dimension \(d\) is explicitly mentioned |
| CAdS         | covering space of anti-de Sitter. In the text after the discussion of AdS solution we implicitly assume while referring to AdS space its covering |
| CAS          | computer algebra system |
| EKG          | Einstein-Klein-Gordon |
| FD           | finite difference |
| FDA          | finite difference approximation |
| MOL          | method of lines |
| NLS          | nonlinear Schrödinger equation |
| NLW          | nonlinear wave equation |
| ODE          | ordinary differential equation |
| PDE          | partial differential equation |
| RHS          | right-hand side |
| RK           | Runge-Kutta method |
| YM           | Yang-Mills |
Chapter 2

Constructing time-periodic solutions

In this chapter we review methods we use to find time-periodic solutions for studied PDEs in more abstract setting. A more exhaustive discussion, regarding necessary modifications and details of the construction, is postponed until concrete models are analyzed. After introducing the problem (Section 2.1) we describe in Section 2.2 both of used methods: the analytical approach, which is based on Poincaré-Lindstedt perturbative expansion, and the numerical root-finding approach with pseudospectral discretization. We also comment on other applicable techniques, in particular we briefly review the minimization approach (Section 2.3). This chapter is also intended to set necessary notation and conventions used throughout this thesis.

2.1 Formulation of the problem

Let us consider an initial-boundary value problem

\[ u_{tt} = F(u), \quad (t,x) \in [0, \infty) \times [a,b], \]

(2.1)

where \( F \) is a smooth function of \( u \) and its spatial derivatives only, in particular it is assumed to be explicitly independent of time so that (2.1) is an autonomous NLW. For simplicity we take the homogeneous Dirichlet boundary conditions \( u(t, a) = u(t, b) = 0 \) (other combination of non-dissipative conditions are permitted). When Eq. (2.1) is considered as an initial boundary value problem, the initial conditions \( u(0, x) \) and \( u_t(0, x) \) are assumed to be smooth, in particular to avoid corner singularities they have to fulfill boundary conditions accompanied to (2.1).

We are looking for nontrivial solutions to Eq. (2.1) satisfying

\[ u(t + T, x) = u(t, x), \quad \forall t \in \mathbb{R}, \]

(2.2)

with some finite period \( T > 0 \). First, we consider the linear perturbation of the static solutions to this equation. For any static solution \( u(t, x) = S(x) \) satisfying

\[ F(S) = 0, \]

(2.3)

*We restrict this consideration to the simplest case of a second order in time one dimensional wave equation which appears in all of the considered problems here. Generalization to other types of equations, e.g. to NLS, or to higher dimensions is straightforward.*
we consider a small perturbations, i.e. we set
\[ u = S + v, \]  
(2.4)
with \( ||v|| \ll 1 \) (in some suitable norm). When we perform the Taylor expansion of the RHS of (2.1)
\[ F(S + v) = F(S) + F'(S)v + \ldots, \]  
(2.5)
and neglect higher order terms, we obtain the linear, homogeneous wave equation for the perturbation \( v \), namely
\[ v_{tt} + Lv = 0, \]  
(2.6)
where by \( L = -F'(S) \) we denote the linear differential operator. We use the standard approach to solve Eq. (2.6) and separate variables, by taking the ansatz \( v(t,x) = e^{-i\omega t} \tilde{v}(x) \), which transforms Eq. (2.6) to the eigenvalue problem for \( \tilde{v} \). Then, the solution to the eigenequation
\[ Le_j(x) = \omega_j^2 e_j(x), \quad j = 0, 1, \ldots, \]  
(2.7)
yields a complete set of eigenvectors \( \{ e_j(x) \mid j \in \mathbb{N}_0 \} \) (the eigenbasis) and real eigenvalues \( \omega_j^2 \) of the self-adjoint Sturm-Liouville operator. For linearly stable static solution \( S \) the linear operator \( L \) is positive definite and each \( \omega_j^2 \geq 0 \) (which we assume here). Using \( e_j(x) \) any solution to Eq. (2.6) can be written as
\[ v(t,x) = \sum_{j \geq 0} \hat{v}_j \cos(\omega_j t + \varphi_j) e_j(x), \]  
(2.8)
which is parametrized by real constants: the amplitudes \( \hat{v}_j \) and the phases \( \varphi_j \), which are uniquely determined by the initial conditions \( v(0,x) \) and \( v_t(0,x) \).

The spectrum of an operator \( L \) gives the eigenfrequencies\(^\dagger\) which are nondispersive when \( d\omega_j / dj = \text{const.} \) and dispersive in the opposite. These are also referred as being resonant (as these producing resonances) and nonresonant (the case when no resonances are expected) respectively. There is also a term completely resonant (or fully resonant) which refers to the cases when all the eigenfrequencies are rational multiples of one another (this the most common for the considered case). We will show that this distinction (between resonant and noresonant spectrum) is sometimes misleading since resonances are equally common also in nondispersive cases. We argue that the presence of resonances or their lack should be attributed to the structure of equations rather than to the character of the linear spectrum.

2.2 Techniques

2.2.1 Perturbative approach

The analysis of the linearized equation (2.6) and the eigenvalue problem (2.7) is the first step toward the construction of time-periodic solutions to the nonlinear equation (2.1). Clearly, for unstable static solutions no time-periodic perturbations are expected to exist, though time-periodic solutions may be unstable on their own.

\(^\dagger\)We commonly use the term ‘spectrum of \( L \)’ when referring to the square roots of its eigenvalues—the eigenfrequencies of \( L \).
The linear equation (2.6) has (infinitely) many nontrivial time-periodic solutions. In particular, the very special time-periodic solution is just a single eigenmode

$$v(t, x) = \hat{v}_\gamma \cos (\omega_\gamma t + \varphi_\gamma) e_j(x),$$  \hspace{1cm} (2.9)

for any \( \gamma \in \mathbb{N}_0 \). One can add more eigenmodes to (2.9) in such a way that the solution still be periodic with fundamental period \( T_\gamma = \frac{2\pi}{\omega_\gamma} \) or one can modify formula (2.9) so that it will no longer be periodic with that period. In particular, for any fixed frequency \( \omega_\gamma (\gamma \in \mathbb{N}_0) \) the solutions to Eq. (2.6) in the following form

$$v(t, x) = \sum_{j \in O_\gamma} \hat{v}_j \cos (\omega_j t + \varphi_j) e_j(x),$$  \hspace{1cm} (2.10)

where

$$O_\gamma = \{ k \in \mathbb{N}_0 | m \omega_\gamma = \omega_k, m \in \mathbb{N} \},$$  \hspace{1cm} (2.11)

is the set of resonant indices associated with \( \gamma \), are periodic with period \( T_\gamma \) for any \( \hat{v}_j \in \mathbb{R}, j \in O_\gamma \). If \( v(t, x) \) contains other eigenfrequencies absent in \( O_\gamma \) then it is no longer periodic with period \( T_\gamma \). There is a distinction between finite number of such additional frequencies present in \( v \), we have then a quasi-periodic solution, while solutions with infinite number of additional frequencies present we call an almost-periodic.

The observation that the linear equation possesses time-periodic solutions (in fact many of them) is the starting point of our construction of time-periodic solutions around the equilibrium \( S \) to the corresponding nonlinear equation. It is natural to expect that a small amplitude solutions to the nonlinear problem smoothly converge to the solutions of the linear equation. Therefore for each eigenfrequency \( \omega_\gamma (\gamma \in \mathbb{N}_0) \) there should be a bifurcation branch of a family of time-periodic solutions for the nonlinear system. Of course with this approach one can construct the bifurcating solutions only; the question about the existence of other types of solutions like the non-bifurcating time-periodic solutions found in [128] stays open.

The perturbative procedure proposed in this thesis relies on the Poincaré-Lindstedt method [15, 100] in which both the solution profile function and its oscillation frequency are expanded in powers of a small parameter \( \varepsilon \) which measures the size of the solution (or equivalently the magnitude of nonlinearity). Since the equation (2.1) is autonomous the oscillation frequency of time-periodic solution is a priori unknown. For convenience we change variables

$$\tau = \Omega t,$$  \hspace{1cm} (2.12)

and rewrite Eq. (2.1) for \( v = S - u \) as

$$\Omega^2 v_{\tau\tau} + Lv + f(v) = 0,$$  \hspace{1cm} (2.13)

where \( f \) is the nonlinear part of \( F \) such that \( f(0) = 0 \). Then, we define perturbative series expansion in \( \varepsilon \) for both the solution \( v \) and the frequency \( \Omega \)

$$v(t, x; \varepsilon) = \sum_{j \geq 1} \varepsilon^j v_j(\tau, x),$$  \hspace{1cm} (2.14)

$$\Omega(\varepsilon) = \sum_{j \geq 0} \varepsilon^j \xi_j.$$  \hspace{1cm} (2.15)

We plug (2.14) and (2.15) into (2.13), collect terms with the same powers of \( \varepsilon \) and require the resulting equations to be satisfied order by order. In addition we demand
the solution to be uniformly bounded and at the same periodic with the frequency \( \Omega \).

Any continuous family of solutions bifurcating from the eigenfrequency \( \omega_\gamma \) \((\gamma \in \mathbb{N}_0)\) is constructed as follows. At the lowest order the equation for \( v_1 \) has the form

\[
\xi_0^2 \frac{\partial^2 v_1}{\partial \tau^2} + L v_1 = 0,
\]

which is solved by setting \( \xi_0 = \omega_\gamma \), and by taking the following superposition

\[
v_1(\tau, x) = \sum_{j \in \mathcal{O}_\gamma} \hat{v}_{1,j} \cos \left( \frac{\omega_j}{\omega_\gamma} \tau + \varphi_{1,j} \right) e_j(x),
\]

as a time-periodic function with a fundamental period \( 2\pi \) in \( \tau \), with a set of free parameters: \( \hat{v}_{1,j} \) and \( \varphi_{1,j} \). If we neglect the higher order terms in the perturbative expansion (2.14) and (2.15) we would get only the linear approximation to the time-periodic solution, cf. (2.10), which would be a good approximation only for \( |\epsilon| \ll 1 \). Therefore, we solve also higher order perturbative equations, enforcing time periodicity, order by order, to get better and better approximations to the time-periodic solution of Eq. (2.13).

At higher orders, in particular for \( \lambda = 2 \) (or first nontrivial order), the perturbative equation takes the form of an inhomogeneous wave equation

\[
\omega_\gamma^2 \frac{\partial^2 v_2}{\partial \tau^2} + L v_2 = S_2,
\]

with the source term depending on all lower order terms, here \( S_2 \equiv S_2(v_1, \xi_1) \). For generic choice of free parameters in (2.17) there will be no chance to obtain bounded solution to (2.18). This is because the source term, in general, would contain resonant terms, i.e. terms like \( \cos(p\tau) e_n(x) \) with \( p = \omega_n / \omega_\gamma \), \( n \in \mathbb{N}_0 \), \( p \in \mathbb{N} \); these will be present even for dispersive (nonresonant) spectrum of linear perturbations. When not removed, they produce secular terms in \( v_2 \), terms proportional to \( \tau \), which would spoil the periodicity and result in unbounded solution. Therefore, we use a freedom we have in setting the parameters \( \xi_1 \) and \( \hat{v}_{1,j} \) in (2.17) to remove all of the resonant terms present in \( S_2 \). It may happen (and is common in considered cases) that only one resonance appears at the lowest nontrivial order, here at \( \lambda = 2 \), which is then removed by the frequency shift \( \xi_1 \), so instead of (2.17) it suffices to take a single mode in \( v_1 \), i.e.

\[
v_1(\tau, x) = \hat{v}_{1,T} \cos \left( \tau + \varphi_{1,T} \right) e_T(x),
\]

(the amplitude \( \hat{v}_{1,T} \) will be fixed by the normalization condition which will define expansion parameter \( \epsilon \)). When more (typically infinite number) resonances are present at second order then using (2.17) is necessary and the amplitudes \( \hat{v}_{1,j} \) are used to produce a uniformly bounded solution to (2.18). This then takes the general form

\[
v_2(\tau, x) = \sum_{j \geq 0} \hat{v}_{2,j}(\tau) e_j(x),
\]

with \( \hat{v}_{2,j}(\tau) \) being \( 2\pi \)-periodic trigonometric polynomials with initial values unspecified at this order. Whether the sum in (2.20) is finite or not depends on the compatibility

\[\star\text{The time translation symmetry of (2.13) allows us to fix the phase of solutions such that their time derivative vanishes at } \tau = 0, \text{ which in particular implies } \varphi_{1,j} = 0.\]

\[\dagger\text{There is always possibility for one resonance to appear—that for the fundamental mode frequency.}\]
of boundary expansion of eigenbasis with that of smooth solutions to the nonlinear equation (2.13). Higher order terms are derived in similar way using the integration constants and frequency expansion coefficient we have from the previous order.

This method is a variant of the Poincaré-Lindstedt perturbative approach, since we also relax the initial conditions to remove all of the resonant terms appearing at successive perturbative orders \( \lambda \). This may also be regarded as a shooting method since our aim is to find periodic and bounded solution by suitably tuning the initial values such that no secular terms appear and \( v(2\pi, x) = v(0, x) \).

When only single eigenmode is present in (2.17) and higher order terms in (2.14) can be written as a finite linear combination of eigenfunctions we can reduce the problem of solving PDEs to a much simpler task of integrating ODEs. Then, taking the advantages of CAS in manipulating lengthy expressions, the perturbative calculation can be carried up to very high order. Additionally, if the structure of the problem allows for some sort of algorithmization, then the whole procedure of constructing of time-periodic solutions can be efficiently implemented yielding ’a black box’ procedure (for example this is the case for the EKG system in even spatial dimensions).

Analysis of concrete examples shows that the above method requires some modifications. Details of perturbative construction of time-periodic solutions will be given on the case by case manner, however the idea behind many technical issues remain the same, with some minor modifications coming from special forms of analyzed equations. In particular, for the Einstein equations, in addition to the wave equation for the dynamical degrees of freedom, one needs to solve also the constraints, which are relatively easy to work out. Also, special form of governing equations may force some specific form of perturbative expansions, for example, with only odd coefficients present. These and other details are addressed in the subsequent chapters.

### 2.2.2 Numerical approach

For the numerical construction of time-periodic solutions we also rewrite (2.1) as (2.13) with the change of variables \( \tau = \Omega t \). This is crucial since in the original time coordinate the size of the domain is not known \textit{a priori} since the period (equivalently the frequency \( \Omega \)) is one of the unknowns. This transformation fixes the size of temporal domain, in effect the problem (2.13) with \( 2\pi \)-periodicity condition

\[
v(\tau + 2\pi, x) = v(\tau, x), \quad \tau \in \mathbb{R},
\]

is posed on the rectangular domain \((\tau, x) \in [0, 2\pi] \times [a, b]\). Any smooth periodic (in \( \tau \)) function satisfying boundary conditions associated with (2.1), e.g. \( v(\tau, a) = v(\tau, b) = 0 \), can be written in a following way

\[
v(\tau, x) = \sum_{k \geq 0} \sum_{j \geq 0} (\hat{v}_{k,j} \cos(k\tau) + \hat{w}_{k,j} \sin(k\tau)) \phi_j(x),
\]

with arbitrary real parameters \( \hat{v}_{k,j} \) and \( \hat{w}_{k,j} \). We can fix the phase of the time-periodic solution and eliminate half of the coefficients present in (2.22) thanks to the time reflection symmetry \( \tau \rightarrow -\tau \) of Eq. (2.13). Without loss of generality we set \( \partial_\tau v|_{\tau=0} = 0 \), which implies \( \hat{w}_{k,j} = 0 \) for \( k, j \in \mathbb{N}_0 \).

\footnote{The expansion in terms of eigenbasis functions is advantageous when the boundary expansion of smooth solution conforms with that of \( e_j(x) \) otherwise the eigenbasis functions should be replaced by other complete set of functions, e.g. by Chebyshev polynomials which are \textit{the standard} polynomials for generic boundary conditions [34].}
Following the numerical spectral approach we consider finite dimensional truncation of \((2.22)\). Let \(B_{K,N}\) be a finite dimensional subspace of \(L^2([0, 2\pi] \times [a, b])\)

\[
B_{K,N} = \text{span} \left\{ \cos(kr) e_j(x) \mid k = 0, 1, \ldots, K, j = 0, 1, \ldots, N \right\},
\]

of dimension \(\text{dim } B_{K,N} = (K + 1)(N + 1)\). Next, we approximate a smooth function \(v(\tau, x)\) by considering its finite expansion in terms of \((N + 1)\) eigenbasis functions and \((K + 1)\) trigonometric polynomials

\[
I_{K,N}v(\tau, x) = \sum_{k=0}^{K} \sum_{j=0}^{N} \hat{v}_{k,j} \cos(kr) e_j(x),
\]

where \(I_{K,N}\) is the orthogonal projection from \(L^2([0, 2\pi] \times [a, b])\) onto \(B_{K,N}\) (to simplify the notation in the following chapters we omit the explicit projection operator and simply identify approximated function with its interpolant remembering that we always consider its finite-dimensional approximation). If the expansion coefficients \(\hat{v}_{k,j}\) decay exponentially fast with growing mode index,\(^8\) then the truncated sum \((2.24)\) should serve as good approximation to the continuous solution. Using finite dimensional representation \((2.24)\) it is easy to compute its time derivative

\[
\frac{\partial^2}{\partial \tau^2} I_{K,N}v(\tau, x) = \sum_{k=0}^{K} \sum_{j=0}^{N} (-k^2) \hat{v}_{k,j} \cos(kr) e_j(x),
\]

and the action of linear operator \(L\)

\[
L(I_{K,N}v(\tau, x)) = \sum_{k=0}^{K} \sum_{j=0}^{N} \omega_j^2 \hat{v}_{k,j} \cos(kr) e_j(x),
\]

To determine the expansion coefficients \(\hat{v}_{k,j}\) of time-periodic solution we plug \((2.24)\) into \((2.13)\) and using relations \((2.25)\) and \((2.26)\) we get

\[
\sum_{k=0}^{K} \sum_{j=0}^{N} (-\Omega^2 k^2 + \omega_j^2) \hat{v}_{k,j} \cos(kr) e_j(x)
\]

\[
+ f \left( \sum_{k=0}^{K} \sum_{j=0}^{N} \hat{v}_{k,j} \cos(kr) e_j(x) \right) = 0.
\]

Then using the collocation approach\([34, 88, 134, 141]\) we require for \((2.27)\) to be identically satisfied\(^9\) on a discrete set of points—suitably chosen collocation points for the eigenbasis in space and trigonometric polynomials in time

\[
\left\{ (\tau_k, x_j) \mid k = 0, \ldots, K, j = 0, \ldots, N \right\},
\]

(thus the action of \(f\) is computed in physical space). In this way we get a system of \((K + 1) \times (N + 1)\) nonlinear algebraic equations for \((K + 1) \times (N + 1) + 1\) unknowns.

\(^8\)We use the numerical jargon phrase and say about the 'spectral convergence' when the generalized Fourier coefficients \(\hat{f}_j\) of smooth function \(f(x)\) decay faster than any negative integer power of \(j\).

\(^9\)In fact we require the residuals to vanish identically at the collocation points.
To close the system we add the condition fixing the amplitude of the solution, e.g. by setting

\[ g \left( I_{K,N} v(0, \cdot, t) \right) = \varepsilon, \quad (2.29) \]

to some prescribed value \( \varepsilon \in \mathbb{R} \) (not necessarily small) which identifies a particular solution. The choice of \( g \) depends on a used parametrization of time-periodic solutions, one of the possible choices is to control the amplitude of dominant mode (we comment on the issue of taking proper parametrization throughout the subsequent parts of the text). This gives another constraint on the expansion coefficients \( \hat{v}_{k,j} \) and allows to uniquely determine the approximate time-periodic solution to Eq. \( (2.13) \).

The resulting set of equations is solved with the Newton-Raphson algorithm using an approximate Jacobian matrix of \( (2.27) \) and \( (2.29) \) computed numerically using first order forward FDA. It is not only the most straightforward approach, but for dense systems that we encounter this is also the most effective method, since even with an analytic formula computing numerical value of the Jacobian would be very expensive.

The above method is a modified version of numerical method (without explicit derivation of iterative scheme) introduced in [32] intended to derive spatially periodic breathers of classical \( \phi^4 \) field theory. Alternative approach was proposed in [63] to study self-interacting scalar field on a fixed AdS background where the spatial discretization was realized by using Chebyshev polynomial approximation on divided radial domain.

### 2.3 Alternative methods

In this section we review the variational method for computation of time-periodic solutions which was used by the author at the very initial stage of his studies. Most of the methods developed to find-time periodic solutions of PDEs are generalizations of shooting method for ODEs. The method of [4] is also an extension of multi-shooting method, it was originally used for computation of time-periodic solution to the Benjamin-Ono equation (a dispersive PDE modelling the evolution of waves on deep water, with periodic boundary conditions); see also [3, 5] and references therein.

Such minimization procedure can be applied to a wide variety of PDEs, for simplicity we illustrate it and consider \( (2.1) \), which we rewrite as a system of two first order equations using vector notation

\[
U(t, x) = \begin{pmatrix} 0 & 1 \\ F & 0 \end{pmatrix} U(t, x),
\]

\[ (2.30) \]

where

\[
U(t, x) := \begin{pmatrix} u(t, x) \\ v(t, x) \end{pmatrix}, \quad \text{and} \quad v(t, x) := u_t(t, x).
\]

\[ (2.31) \]

For such two component vectors \( U_1(x), U_2(x) \in L^2 \times L^2 \), we define the scalar product

\[
\langle U_1, U_2 \rangle := \int_a^b (u_1(x)u_2(x) + v_1(x)v_2(x)) \, dx.
\]

\[ (2.32) \]

To find nontrivial time periodic solutions we define the functional

\[
\Gamma(U_0, T) := G(U_0, T) + \Phi(U_0),
\]

\[ (2.33) \]

This is default option for the \texttt{FindRoot} function when no Jacobian option is passed [115].
of a vector of initial conditions $\mathbf{U}(0, x) := \mathbf{U}_0$ and a period $T$, with

$$G(\mathbf{U}_0, T) := \frac{1}{2} \| \mathbf{U}(T, \cdot) - \mathbf{U}_0 \|^2 = \frac{1}{2} \int_a^b \left( (u(T, x) - u_0(x))^2 + (v(T, x) - v_0(x))^2 \right) dx, \quad (2.34)$$

and look for minimizers of $\Gamma$ hoping that such minimum exist and the minimum value of $G$ is zero. The $\Phi$ part in (2.33), called the penalty function, is arbitrary and can be defined to fix the phase of time-periodic solution or its size (the amplitude). The inclusion of penalty functional is very important since it fixes the values of the free parameters that describe the manifold of nontrivial time-periodic solutions (without this part in $G$ only trivial solutions are found, like constant or traveling waves).

The minimization is performed by the Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm [120], which requires not only the value of the functional $\Gamma$ at specified point but also its gradients $\frac{\partial G}{\partial \mathbf{U}_0}$ and $\frac{\partial G}{\partial T}$ evaluated at each of its internal step. Computing $\frac{\partial G}{\partial \mathbf{U}_0}$ can be very costly numerically, e.g. by straightforward use of finite differencing. The advantage of the method of [4] is that it allows to compute gradient of (2.34) with respect to the initial data vector $\mathbf{U}_0$ in as little computational time as it takesto get value of $\Gamma$ itself (typically variational derivatives of penalty functional $\Phi$ are easy to obtain and are computationally inexpensive). We shortly review this approach below.

The derivative of $G$ with respect to $T$ is easy to obtain, indeed from Eq. (2.34) we have

$$\frac{\partial}{\partial T} G(\mathbf{U}_0, T) = \langle \mathbf{U}(T, \cdot) - \mathbf{U}_0, \mathbf{U}_t(T, \cdot) \rangle. \quad (2.35)$$

The variational derivative of $G$ with respect to initial conditions is

$$\dot{G} = \left. \frac{d}{de} G(\mathbf{U}_0 + e \tilde{\mathbf{U}}, T) \right|_{e=0} = \left. \langle \mathbf{U}(T, \cdot) - \mathbf{U}_0, \tilde{\mathbf{U}}(T, \cdot) - \tilde{\mathbf{U}}_0 \rangle \right|_{e=0}. \quad (2.36)$$

with $\tilde{\mathbf{U}}(T, x) := \left. \frac{d}{de} \mathbf{U}(T, x) \right|_{e=0}$. To eliminate the unknown function $\tilde{\mathbf{U}}(T, x)$ from Eq. (2.36) we would like to rewrite $\dot{G}$ as

$$\dot{G} = \left. \left( \frac{\delta G}{\delta \mathbf{U}_0} \right) _0 \tilde{\mathbf{U}}_0 \right|. \quad (2.37)$$

Therefore for $s = T - t$ we define an auxiliary quantity $\mathbf{Q}(s, x)$ such that the following condition holds

$$\langle \mathbf{Q}(s, \cdot), \tilde{\mathbf{U}}(T - s, \cdot) \rangle = \text{const}, \quad (2.38)$$

and at $s = 0$

$$\mathbf{Q}(0, x) = \mathbf{U}(T, x) - \mathbf{U}_0(x), \quad (2.39)$$

is satisfied (so $\mathbf{Q}$ measures the deviation from periodicity). Linearizing (2.1) around any solution $\mathbf{U}(t, x)$ we get the linear evolution equation for the perturbation of initial conditions $\tilde{\mathbf{U}}$

$$\tilde{\mathbf{U}}_t = F_0(\mathbf{U}) \tilde{\mathbf{U}}. \quad (2.40)$$

Then, differentiating (2.38) with respect to $s$ and using (2.40) we get

$$\left\langle \frac{\partial}{\partial s} \mathbf{Q}(s, \cdot), \tilde{\mathbf{U}}(T - s, \cdot) \right\rangle - \mathbf{Q}(s, \cdot), F_0(\mathbf{U}(T - s, \cdot)) \tilde{\mathbf{U}}(T - s, \cdot) \right\rangle = 0. \quad (2.41)$$
and whence we derive the linear evolution PDE for \( Q(s, x) \)

\[
\frac{\partial}{\partial s} Q = F^*_0 \left( U(T - s, \cdot) \right) Q,
\]

(2.42)

where \( F^*_0 \) is adjoint of \( F_0 \) with respect to the inner product (2.32). The initial conditions for the above adjoint PDE are these given in Eq. (2.39). In this way we get the gradient of \( G \) with respect to the vector of initial conditions \( U_0 \), i.e.

\[
\frac{\delta G}{\delta U_0} = Q(T, x) - Q(0, x),
\]

(2.43)

which can be obtained at the cost of solving Eq. (2.42), which is comparable to the cost of solving Eq. (2.30) itself.

Unfortunately, this approach (at least in the form used by the author) has a serious drawback, namely slow convergence. Solving both evolution equations (2.30) and (2.42) using the MOL approach with spectral discretization in space together with Runge-Kutta (RK) time-integration algorithm will lead to the overall polynomial convergence. For very precise calculations and for very complex PDEs, like the Einstein equations, this would be very inefficient. For this reason we prefer the method presented in the previous section. The spectral decomposition method, for the problems at hand, gives the overall fast spectral convergence, and as a consequence more efficient algorithm.
2.3. Alternative methods
Chapter 3

Models

In this chapter we introduce and motivate models studied in this thesis. We derive equations of motion and analyze their linearization and the associated solution to the eigenvalue problems. We emphasize the regularity and boundary conditions for the fields as well as particular coordinate and gauge choices.

3.1 Einstein-Klein-Gordon system

The Einstein-Klein-Gordon (EKG) system is described by an action

\[ S = \int d^{d+1}x \sqrt{-g} \left( \mathcal{L}_g + \mathcal{L}_\phi \right), \]  

(3.1)

where

\[ \mathcal{L}_g = \frac{1}{16\pi G} (R - 2\Lambda), \]  

(3.2)

is the Lagrangian of the Hilbert-Einstein action with the cosmological constant term, while

\[ \mathcal{L}_\phi = -\frac{1}{2} \left( \nabla^\mu \phi \nabla_\mu \phi^* + V \left( |\phi|^2 \right) \right), \]  

(3.3)

is the general Lagrangian of a scalar field \( \phi \) minimally coupled to gravity, \( ^* \) stands for complex conjugation, \( V \) is a self-interaction term. Variation of the action with respect to the metric \( g_{\mu\nu} \) yields the Einstein equations

\[ R_{\mu\nu} - \frac{1}{2} g_{\mu\nu} R + \Lambda g_{\mu\nu} = 8\pi G T_{\mu\nu}, \]  

(3.4)

with the stress-energy tensor

\[ T_{\mu\nu} = \frac{1}{2} \left( \nabla_\mu \phi \nabla_\nu \phi^* + \nabla_\nu \phi \nabla_\mu \phi^* - g_{\mu\nu} \nabla^\alpha \phi \nabla_\alpha \phi^* \right) - V \left( |\phi|^2 \right) g_{\mu\nu}. \]  

(3.5)

Variation with respect to the scalar field gives the Klein-Gordon equation

\[ \Box \phi + V' \left( |\phi|^2 \right) \phi = 0. \]  

(3.6)

The system of equations (3.4), (3.6) is the EKG system, one of the PDE systems studied in this thesis.
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In the asymptotically flat situation the above system (with $V \equiv 0$) has been extensively studied in the past leading to important insights about the dynamics of gravitational collapse. In particular, Christodoulou showed that for small initial data the fields disperse to infinity [49], while for large initial data black holes are formed [48]. A borderline between these two generic outcomes of evolution was explored numerically by Choptuik leading to the discovery of critical phenomena at the threshold of black hole formation [44]. Following studies explored other matter models which resulted in deeper understanding of critical behaviour in gravitational collapse, see e.g. [81] and references therein.

The numerical studies of critical phenomena in the presence of negative cosmological constant were initiated in [127] studying self-gravitating EKG system in (2+1) dimensions under the assumption of axial symmetry. These studies concentrated on the threshold phenomena and asymptotic behaviour after the black hole formation. Later studies were concentrating on identification and understanding of the critical solution [70, 71]. For a long time the evolution of small amplitude perturbations of AdS within the EKG system stayed unexplored (see [23] for a comment) until the works [28, 98], which were later independently confirmed and further extended to the complex scalar field case [36, 37]. These studies were accompanied with analytical considerations [57, 58] and most recently [90, 89, 91] including the proofs of stability of the Schwarzschild-AdS solution and the global well-posedness of the EKG system with $\Lambda < 0$ (these studies were restricted to spherical symmetry). Finally, recent numerical studies [9] of the system (3.4)-(3.6) support connection of AdS dynamics with the famous Fermi-Pasta-Ulam (FPU) problem, see e.g. [16].

Regarding the complexity of the dynamics of Einstein equations with negative cosmological constant recent numerical studies are mainly restricted to spherical symmetry (therefore the scalar field models are considered—as being the simplest matter models—in order to evade Birkhoff theorem [59] and generate dynamics). A notable exception is [12] which in 2 + 1 setting ($SO(3)$ symmetry imposed in five spacetime dimensions) demonstrate prompt black hole formation from large amplitude scalar perturbations and its relaxation through quasinormal ringing.

Complex scalar field studies include both the construction and properties of stationary configurations (standing waves/boson stars) and their dynamics. Different variants of the EKG system, with relaxed symmetry assumptions as well as with numerous forms of self-interaction term, were studied in the past both with and without cosmological constant. Among the results [36, 37] directly connected to the subject of this thesis the most recent analysis of the EKG with $\Lambda < 0$ include configurations (boson stars and boson shells) with V-shaped ($V(|\phi|^2) = |\phi|$) potential studied in [85] and solutions with helical symmetry [137, 138].

Here, to reduce the complexity of the EKG system, we impose spherical symmetry and consider self-gravitating scalar field only by putting the potential term $V$ to zero (so in particular we exclude massive fields). We regard the space dimension $d$ appearing in the EKG system as a discrete parameter so in particular we do not prefer any of $d = 3$, $d = 28$ or $d = 2014$ cases.
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3.1.1 Equations of motion

We parametrize the \((d+1)\)-dimensional asymptotically AdS metric (compare with (1.8)) by the spherically symmetric ansatz

\[
d s^2 = \frac{\ell^2}{\cos^2 x} \left( -A e^{-2\delta} \, dt^2 + A^{-1} \, dx^2 + \sin^2 x \, d\Omega_{d-1}^2 \right),
\]

(3.7)

where \(\ell^2 = -d(d - 1)/(2\Lambda)\), \(d\Omega_{d-1}^2\) is the round metric on \(S^{d-1}\), \(-\infty < t < \infty\), \(0 \leq x < \pi/2\), and \(A, \delta\) are functions of \((t, x)\). For this ansatz, the evolution of a self-gravitating massless scalar field \(\phi(t, x)\) is governed by the following system (using units where \(8\pi G = d - 1\))

\[
\dot{\Phi} = \frac{A e^{-\delta} \Pi}{\tan^{d-1} x \, (\tan^{d-1} x A e^{-\delta} \Phi)^{\prime}}, \quad \dot{\Pi} = \frac{1}{\tan^{d-1} x} \left( \tan^{d-1} x A e^{-\delta} \Phi \right)^{\prime},
\]

(3.8)

\[
\delta' = -\sin x \cos x \left( \Phi^2 + \Pi^2 \right), \quad A' = \frac{d - 2 + 2 \sin^2 x}{\sin x \cos x} (1 - A) + A \delta',
\]

(3.9)

\[
A = -2 \sin x \cos x A^2 e^{-\delta} \Re (\Phi \Pi^*)^\prime,
\]

(3.10)

where \(\cdot' = \partial_t\), \(\cdot'^\prime = \partial_x\), and

\[
\Phi = \Phi', \quad \Pi = A^{-1} e^{\delta} \phi.
\]

(3.12)

The set of equations (3.8)-(3.10) has the same form for both real and complex valued scalar field \(\phi\), compare [98, 112] with the equivalent set of equations given in [36] which differ by the absence of the scaling factor \(\cos^{d-1} x\). Note that the length scale \(\ell\) drops out from the equations. For the vacuum case \(\phi \equiv 0\), this system has a one-parameter family of static solutions

\[
\delta = \text{const}, \quad A = 1 - M \frac{\cos^2 x}{\tan^{d-1} x},
\]

(3.13)

which are the Schwarzschild-AdS black holes when \(M > 0\) (a \(d + 1\) dimensional Kottler metric [103], derived also independently in [153]) and the pure AdS for \(M = 0\). In analogy to (3.13) we define the mass function for the system (3.8)-(3.10) with dynamical matter content

\[
m(t, x) = \left( 1 - A(t, x) \right) \frac{\tan^{d-2} x}{\cos^2 x},
\]

(3.14)

and from the Hamiltonian constraint (3.10) we get the expression for the mass density

\[
m'(t, x) = -\frac{\sin^{d-2} x}{\cos^2 x} \frac{\tan^{d-2} x}{\cos^2 x} A \delta'.
\]

(3.15)

Integrating this equation and using the slicing constraint (3.9) we obtain the total mass

\[
M = \lim_{x \to \pi/2} m(t, x) = \int_0^{\pi/2} A \left( \Phi^2 + \Pi^2 \right) \tan^{d-1} x \, dx,
\]

(3.16)
which, if finite (we assume this here), is also constant of motion. Within the adapted polar-areal coordinate system the Hamiltonian constraint can be transformed as follow. Using the identity
\[
\frac{d - 2 + 2 \sin^2 x}{\sin x \cos x} = \frac{\cos^d x}{\sin^{d-2} x} \left( \frac{\sin^{d-2} x}{\cos^d x} \right),
\]
the Eq. (3.10) can be rewritten as
\[
\left( \frac{\sin^{d-2} x}{\cos^d x} A \right)' = \left( \frac{\sin^{d-2} x}{\cos^d x} \right) \delta' = \left( \frac{\sin^{d-2} x}{\cos^d x} \right)',
\]
which multiplied by \(\exp(-\delta)\) and further integrated by parts yields
\[
1 - A = e^\delta \frac{\cos^d x}{\sin^{d-2} x} \int_0^x e^{-\delta(t,y)} \left( |\Phi(t,y)|^2 + |\Pi(t,y)|^2 \right) \tan^{d-1} y \, dy.
\]
In the case of the complex scalar field Lagrangian is manifestly \(U(1)\) invariant and the associated conserved current is
\[
J^\mu = \frac{i}{2} \left( \psi^\dagger \nabla^\mu \psi - \psi \nabla^\mu \psi^\dagger \right),
\]
while the conserved charge \(Q\) is given by the integral
\[
Q = -\mathfrak{F} \int_0^{\pi/2} \phi \Pi^* \tan^{d-1} x \, dx,
\]
which is finite whenever \(M < \infty\). For the real scalar field the charge vanishes identically while for complex scalar field it is the second constant of motion.

The Ricci scalar computed directly from the definition for the metric expressed in terms of \(A(t,x)\) and \(\delta(t,x)\) is fairly complicated, while using the Einstein equations it can be reduced to the following form
\[
R = -\frac{d(d+1)}{\ell^2} + \frac{d-1}{\ell^2} A \cos^2 x \left( |\Phi|^2 + |\Pi|^2 \right).
\]
Similarly the Kretschmann scalar takes a particularly simple form
\[
K = \frac{(d-1)(d+1)}{\ell^4} \left( |\Phi|^2 - |\Pi|^2 \right)^2 A^2 \cos^4 x
+ 2 \frac{d-1}{\ell^4} A \cot^2 x \left( d(d-3) - (d-1)(d-2) A + 2 \cos^2 x \right) \left( |\Phi|^2 - |\Pi|^2 \right)
+ 2 \frac{d(d+1)}{\ell^4} + \frac{d(d-1)^2(d-2)(1-A)^2}{\ell^4 \sin^4 x},
\]
\(\star\) This is easy to see by imposing the mildest assumption on the falloff at \(x = \pi/2\) for the scalar field, i.e. with \(\phi \sim (\pi/2 - x)^a\) the integral (3.16) is finite when \(a \geq d/2\) (for smooth solutions there is \(A(t, \pi/2) = 1\) and \(\delta(t, \pi/2) = \text{const}\), see discussion in the following section). Then from the definition (3.14) and the momentum constraint (3.11) we get \(\lim_{x \to \pi/2} m(t, x) = 0\).
3.1.2 Regularity and boundary conditions

Smoothness at the origin $x = 0$ implies

$$\phi(t, x) = \dot{\phi}_0(t) + \sum_{i \geq 1} \dot{\phi}_i(t)x^{2i}, \tag{3.24a}$$
$$\delta(t, x) = \sum_{i \geq 1} \dot{\delta}_i(t)x^{2i}, \tag{3.24b}$$
$$A(t, x) = 1 + \sum_{i \geq 1} \dot{A}_i(t)x^{2i}, \tag{3.24c}$$

so that only even powers of $x$ appear in these power series, and the higher order terms in (3.24) are uniquely determined by $\dot{\phi}_0(t)$, e.g.

$$\ddot{\phi}_0(t) = \frac{\dddot{\phi}_0(t)}{2d}, \quad \ddot{\delta}_0(t) = -\frac{\dddot{\delta}_0(t)}{2}, \quad \ddot{A}_0(t) = -\frac{\dddot{A}_0(t)}{d}. \tag{3.25}$$

To fix the remaining gauge freedom in this system we set $\delta(t, 0) = 0$, making the coordinate time $t$ to be the proper time of the central observer. It is easy to check\footnote{For example using the Mathematica notebook boundary.nb available at the NR/HEP 2 Spring School website http://goo.gl/sb4qj2} that smoothness at spatial infinity and the finiteness of the total mass (3.16) imply power series expansion near $x = \pi/2$ (using $z = \pi/2 - x$) depending on parity of space dimension $d$; explicitly for even $d \geq 2$

$$\phi(t, x) = \dot{\phi}_0 + \dot{\phi}_d(t)z^d + \sum_{i \geq 1} \dot{\phi}_{d+2i}(t)z^{d+2i}, \tag{3.26a}$$
$$\delta(t, x) = \dot{\delta}_0(t) + \sum_{i \geq 0} \dot{\delta}_{d+2i}(t)z^{d+2i}, \tag{3.26b}$$
$$A(t, x) = 1 - Mz^d + \sum_{i \geq 1} \dot{A}_{d+2i}(t)z^{d+2i}, \tag{3.26c}$$

while for odd $d \geq 3$

$$\phi(t, x) = \dot{\phi}_0 + \dot{\phi}_d(t)z^d + \sum_{i \geq 1} \dot{\phi}_{d+2i}(t)z^{d+2i} + M \sum_{i \geq 0} \dot{\phi}_{2d+2i}(t)z^{2d+2i}, \tag{3.27a}$$
$$\delta(t, x) = \dot{\delta}_0(t) + \sum_{i \geq 0} \dot{\delta}_{2d+2i}(t)z^{2d+2i} + M \sum_{i \geq 0} \dot{\delta}_{3d+2i}(t)z^{3d+2i}, \tag{3.27b}$$
$$A(t, x) = 1 - Mz^d + \sum_{i \geq 1} \dot{A}_{d+2i}(t)z^{d+2i} + M \sum_{i \geq 0} \dot{A}_{2d+2i}(t)z^{2d+2i}. \tag{3.27c}$$

The subsequent terms are expressed by the constants $\dot{\phi}_0$ and $M$ specified by the initial data and functions $\phi_d(t)$ and $\delta_d(t)$ which are determined by the evolution. In particular for compactly supported initial perturbations localized at the origin we have $\phi(0, \pi/2) = \dot{\phi}_0 \equiv 0$ which implies homogeneous Dirichlet conditions. From the momentum constraint it follows that the mass $M$ of the system is conserved. For even $d$ the series expansion (3.26) is always even regardless of the total mass $M$ which nevertheless is present (implicitly) in higher order terms. However, for odd $d$ the expansion (3.27) is neither even nor odd for $M \neq 0$ (only when $M \equiv 0$ this expansion is odd
3.1. Einstein-Klein-Gordon system

in z). This has an important consequence—as we refer to this point few times in this thesis—which causes us to use different variants of methods depending on parity of \(d\).

Local well-posedness, the first step toward a solution of a global Cauchy problem, was proved in [67, 89].

Using the Taylor series expansion at \(x = 0\), Eqs. (3.24) and (3.25), we find that Ricci (3.22) and Kretschmann (3.23) scalars evaluated at the origin are polynomials in \(\Pi(t, 0)\) only, i.e.

\[
R\bigg|_{x=0} = -\frac{d(d+1)}{\epsilon^2} - \frac{d-1}{\epsilon^2} |\Pi(t, 0)|^2, \tag{3.28}
\]

\[
K\bigg|_{x=0} = 2\frac{d(d+1)}{\epsilon^4} + 4\frac{d-1}{\epsilon^4} |\Pi(t, 0)|^2 + 2\frac{(d-1)(2d-1)}{d \epsilon^4} |\Pi(t, 0)|^4. \tag{3.29}
\]

It follows from here that whenever \(|\Pi(t, 0)|\) stays bounded, so are Ricci and Kretschmann scalars at \(x = 0\).

3.1.3 Linear perturbations—the eigenvalue problem

The extended studies of linear perturbations of AdS space with scalar, electromagnetic and gravitational fields were presented in [96], where linear stability of AdS with respect to scalar, electromagnetic and gravitational perturbations was demonstrated. Here we consider in detail only the scalar case for the problem at hand. The spectrum of the linear essentially self-adjoint operator, which governs linearized perturbations of AdS\(_{d+1}\)

\[
\ddot{\phi} + L\phi = 0, \tag{3.30}
\]

\[ L = -(\tan x)^{1-d} \partial_x \left((\tan x)^{d-1} \partial_x\right), \]

given by \(\alpha_j^2 = (d+2j)^2, j \in \mathbb{N}_0\). The eigenfunctions read

\[
e_j(x) = 2\frac{\sqrt{j!} (j + d - 1)!}{\Gamma\left(j + \frac{d}{2}\right)} \cos^d x P_j^{(d/2-1,d/2)}(\cos 2x), \tag{3.31}
\]

where \(P_j^{(a,b)}(x)\) are the Jacobi polynomials (see Appendix A.1). These eigenfunctions form an orthonormal basis in the Hilbert space of functions \(L^2([0, \pi/2], \tan^{d-1} x \, dx)\). Below we denote the inner product on this Hilbert space by

\[
(f \mid g) := \int_0^{\pi/2} f(x)g(x)\tan^{d-1} x \, dx. \tag{3.32}
\]

Note that with the choice of normalization constant in (3.31) we have \(\langle e_i \mid e_j \rangle = \delta_{ij}\) and \(\langle e_i' \mid e_j' \rangle = \alpha_j^2 \delta_{ij}\) for \(i,j \in \mathbb{N}_0\) (here \(\delta_{ij}\) stands for Kronecker delta). These eigenfunctions are regular at the origin, having an even Taylor expansion at \(x = 0\)

\[
e_j(x) = \frac{1}{\Gamma(d/2)} \sqrt{\Gamma(d+j)/j!} \left(2 - \frac{\alpha_j^2}{d} x^2 + \frac{\alpha_j^2 \left(4(d-1) + 3\alpha_j^2\right)}{12d(d+2)} x^4 \right. \]

\[+ O(x^6) \Bigg). \tag{3.33}
\]
While parity of (3.33) is independent of \( d \) near \( x = \pi/2 \) we have (using \( z = \pi/2 - x \))

\[
\begin{align*}
  e_j(x) &= (-1)^j z^d \sqrt{\frac{\Gamma(d + j)}{j!}} \left( \frac{\omega_j}{\Gamma(d/2 + 1)} - \frac{3\omega_j^3 - 2(d - 1)d \omega_j}{12 \Gamma(d/2 + 2)} z^2 
  + \frac{\omega_j \left(-60 (d^2 - 1) \omega_j^3 + 4(d - 1)d(d + 2)(5d + 2) + 45 \omega_j^4\right)}{1440 \Gamma(d/2 + 3)} z^4 
  + \mathcal{O}(z^6) \right),
\end{align*}
\]

(3.34)

which is even or odd depending on the space dimension \( d \) only (independently on the eigenmode index \( j \in \mathbb{N}_0 \)). This is in contrast to the series expansion (3.27) of the scalar field \( \phi(t, x) \) for odd \( d \) and \( M \neq 0 \), where the scalar field has no definite symmetry. Therefore prescribing initial data such as a superposition of finite number of eigenmodes (in particular a single eigenmode) for odd \( d \) will lead to a corner singularity (incompatibility of initial and boundary data) and consequently to non-smooth evolution. This incompatibility has a direct consequence in the design of numerical method for time-evolution and construction of time-periodic solutions (both perturbatively and numerically); this issue will be addressed and discussed in the subsequent chapters of this work.

### 3.2 Cohomogeneity-two biaxial Bianchi IX ansatz

Due to the Birkhoff theorem [59], Einstein’s equations in spherical symmetry have no dynamical degrees of freedom. Thus, in order to generate dynamics in spherical symmetry one needs to include matter. In the previous section we have considered a very simple matter model—a minimally coupled self-gravitating scalar field. One can evade the Birkhoff theorem at the expense of going to higher (odd spacetime) dimensions. Such model which admits radially symmetric gravitational waves was introduced in [25] (see also [29]). It was numerically studied in the context of critical behaviour in vacuum gravitational collapse [25, 24]. Later, the nine-dimensional version was used for the numerical studies of stability of the Schwarzschild-Tangherlini black hole [22].

Here we adapt cohomogeneity-two biaxial Bianchi IX ansatz to the studies of aAdS spaces. It appears that this provides the simplest \( 1 + 1 \) dimensional system with pure gravitational degrees of freedom where the turbulent dynamics was also observed [27] supporting the AdS instability conjecture [28]. However in this thesis we apply this model to study purely gravitational time-periodic solutions to the vacuum Einstein equations. These solutions which are held exclusively by the gravitational field, appear to be nonlinearly stable (against perturbations within this ansatz) thus may be considered as a realization of the Wheeler geon [154, 35].

Another motivation for these studies is the special role that AdS\(_5\) plays in AdS/CFT correspondence, which states that Type IIB string theory on the product space AdS\(_5\)\(\times\)S\(_5\) is equivalent to \( N = 4 \) super Yang-Mills theory on the four-dimensional conformal boundary [110, 159].
3.2.1 Equations of motion

Following [29] we take the metric ansatz for aAdS space in \((4+1)\) dimensions and replace the round metric on \(S^3\) with the homogeneously squashed metric, thereby breaking the \(SO(4)\) isometry to \(SO(3) \times U(1)\)

\[
ds^2 = \frac{e^2}{\cos^2 x} \left[ -A e^{-2\delta} dt^2 + A^{-1} dx^2 + \frac{\sin^2 x}{4} \left( e^{2B} \left( \sigma_1^2 + \sigma_2^2 \right) + e^{-4B} \sigma_3^2 \right) \right]. \tag{3.35}
\]

The \(A, \delta\) and \(B\) are functions of \((t, x) \in (-\infty, \infty) \times [0, \pi/2)\) and \(\sigma_i\) are left invariant one-forms on \(SU(2)\), which in terms of the Euler angles \((0 \leq \theta \leq \pi, 0 \leq \phi, \psi \leq 2\pi)\) take the form

\[
\sigma_1 + i\sigma_2 = e^{i\theta} (\cos \theta \, d\phi + i \, d\theta), \quad \sigma_3 = d\psi - \sin \theta \, d\phi. \tag{3.36}
\]

In this way the squashing parameter \(B\) becomes a dynamical degree of freedom and the Birkhoff theorem is evaded. Substituting the ansatz (3.35) into the vacuum Einstein equations in \((4+1)\) dimensions

\[
R_{\alpha\beta} = \frac{2}{3} \Lambda g_{\alpha\beta}, \tag{3.37}
\]

with \(e^2 = -6/\Lambda\), one gets the following system of PDEs (in the following we use overdots and primes to denote \(\dot{\cdot}\) and \(\dot{\cdot}\) respectively)

\[
B = Ae^{-\delta} \Pi, \quad \Pi = \frac{1}{\tan^3 x} \left( \tan^3 x A e^{-\delta} \right)' - \frac{4}{3} \frac{e^{-\delta}}{\sin^2 x} \left( e^{-2B} - e^{-8B} \right), \tag{3.38}
\]

\[
\delta' = -2 \sin x \cos x \left( \beta^2 + \Pi^2 \right), \tag{3.39}
\]

\[
A' = 3 - \cos 2x \sin^2 x \left( 1 - \beta^2 \right) + \delta' A + \frac{2}{3} \frac{4e^{-2B} - e^{-8B} - 3}{\tan x}, \tag{3.40}
\]

\[
\dot{A} = -4 \sin x \cos x A^2 e^{-\delta} \beta, \tag{3.41}
\]

where for convenience we introduce the fields

\[
\beta = B', \quad \Pi = A^{-1} e^\delta \dot{B}. \tag{3.42}
\]

This system has a very similar structure to the EKG system of Section 3.1.1 cf. Eqs. (3.13)-(3.14) with \(d = 4\). However here the Einstein equations are explicitly nonlinear (in terms of the \(B\) field), and due to the exponential nonlinearity, the system (3.38)-(3.42) does not have the reflection symmetry \(B \to -B\) which is present for the self-gravitating minimally coupled scalar field.

The mass function (defined in analogy to the mass in Schwarzschild-AdS solution) for this system reads

\[
m(t, x) = (1 - A(t, x)) \frac{\sin^2 x}{\cos^4 x}, \tag{3.43}
\]

(which is the Eq. (3.14) with \(d = 4\)). From the Hamiltonian constraint (3.40) it follows that

\[
m'(t, x) = 2 \tan^3 x \left( (\beta^2 + \Pi^2) A + \frac{3 + e^{-8B} - 4e^{-2B}}{3 \sin^2 x} \right). \tag{3.44}
\]
thus the conserved mass of the system reads

\[ M = \lim_{x \to \pi/2} m(t, x) = \frac{2}{\pi} \int_{0}^{\pi/2} \left[ (\beta^2 + \Pi^2) A + \frac{3 + e^{-8B} - 4e^{-2B}}{3 \sin^2 x} \right] \tan^3 x \, dx. \]  

(3.45)

We intend to solve the system (3.38)-(3.40) for smooth initial data, prescribed on a \( t = 0 \) slice, with finite total mass (3.45). Smooth solutions have the following Taylor series expansion at the origin (\( x = 0 \))

\[ B(t, x) = \tilde{B}_0(t) x^2 + \mathcal{O}(x^4), \]  

(3.46a)

\[ \delta(t, x) = \mathcal{O}(x^4), \]  

(3.46b)

\[ A(t, x) = 1 + \mathcal{O}(x^4). \]  

(3.46c)

We fix the gauge freedom by setting \( \bar{\delta}(t, 0) = 0 \), so that \( \bar{t} \) be the proper time at origin. The power series expansions in (3.46) are given in terms of \( \tilde{B}_0(t) \) and its higher derivatives. Smoothness at spatial infinity \( x = \pi/2 \) and finiteness of the total mass \( M \) imply (using \( z = x - \pi/2 \))

\[ B(t, x) = \tilde{B}_4(t) x^4 + \mathcal{O}(x^6), \]  

(3.47a)

\[ \delta(t, x) = \tilde{B}_0(t) + \mathcal{O}(x^8), \]  

(3.47b)

\[ A(t, x) = 1 - M x^4 + \mathcal{O}(x^6). \]  

(3.47c)

where the functions \( \tilde{B}_{4}(t), \tilde{B}_{0}(t) \) and a constant \( M \) uniquely determine the power series expansions. It follows from (3.47) that the behaviour of fields at the conformal boundary of AdS\(_5\) (at \( x = \pi/2 \)) is completely fixed by the smoothness assumption so there is no freedom in imposing the boundary data. Thus, the Cauchy problem for smooth initial data is well defined without the need of specifying boundary data at \( x = \pi/2 \), here again they are reflecting boundary conditions. For zero initial data \( B = 0, \bar{B} = 0 \) (no squashing) there is no dynamics (due to the Birkhoff theorem) and the only solution is the AdS\(_5\) space (\( A = 1, \delta = \text{const} \)) or the Schwarzschild-AdS (\( A = 1 + M \cos^4 x / \sin^2 x, \) \( M = \text{const} \delta = \text{const} \)). As for the scalar field case (Section 3.1.1) we rewrite the constraint equations in the form suitable for numerical integration. For given functions \( \beta \) and \( \Pi \) (treated as independent dynamical variables) the remaining metric functions, namely \( \delta \) and \( A \), are expressed by the integrals; the metric function \( \delta \) is given by

\[ \delta(t, x) = -2 \int_{0}^{x} \sin y \cos y \left( \beta(t, y)^2 + \Pi(t, y)^2 \right) dy, \]  

(3.48)

while (3.40) can be rewritten as

\[ \left( \frac{\sin^2 x}{\cos^4 x} A \right)' - \frac{\sin^2 x}{\cos^4 x} A \delta' = \left( \frac{\sin^2 x}{\cos^4 x} \right)' + 2 \frac{\sin^2 x}{3 \cos^4 x} \left( \frac{4e^{-2B} - e^{-8B} - 3}{\tan x} \right). \]  

(3.49)

which multiplied by \( e^{-\delta} \) and integrated by parts, taking into account (3.46), yields

\[ 1 - A(t, x) = \frac{2 \cos^4 x}{\sin^2 x} \beta' \int_{0}^{x} e^{-\delta} \left( \beta^2 + \Pi^2 - \frac{1}{3} \frac{4e^{-2B} - e^{-8B} - 3}{\sin^2 y} \right) \tan^3 y \, dy. \]  

(3.50)

*Which is constant of motion by analogous argument as for the EKG system.
The Ricci scalar for pure vacuum case is constant \( R = -20/l^2 \), cf. (3.37), while the Kretschmann scalar is a complicated function when expressed in terms of the metric functions \( \delta, A, \) and \( B \). For the diagnostics we monitor a value of the Kretschmann scalar evaluated at the origin which, using boundary expansion (3.46) reduces to

\[
K\bigg|_{x=0} = \frac{40}{l^4} \left( 1 + \frac{108}{5} B''(t,0)^2 \right). \tag{3.51}
\]

### 3.2.2 Linear perturbations—the eigenvalue problem

The linear perturbations of AdS solution within the ansatz (3.35) are governed by the equation

\[
\ddot{B} + LB = 0, \quad L = -\frac{1}{\tan^3 x} \frac{\partial_x^2}{(\tan^3 x \partial_x)} + \frac{8}{\sin^2 x}, \tag{3.52}
\]

which is a particular case of the master equation describing the evolution of linear perturbations of AdS space [96]. The operator \( L \) is essentially self-adjoint on the Hilbert space \( L^2([0, \pi/2], \tan^3 x dx) \) equipped with the inner product denoted as

\[
(f | g) := \int_0^{\pi/2} f(x) g(x) \tan^3 x dx. \tag{3.53}
\]

The eigenvalues of \( L \) are \( \omega_j^2 = (6+2j)^2 \) and the eigenfunctions read

\[
e_j(x) = 2 \sqrt{\frac{(j+3)(j+4)(j+5)}{(j+1)(j+2)}} \frac{3\omega_j^2 + 4}{\sin^2 x \cos^4 x} P_j^{(3,2)}(\cos 2x), \tag{3.54}
\]

\( j \in \mathbb{N}_0 \) and \( P_n^{(a,b)}(x) \) are the Jacobi polynomials (see Appendix A.1). The constant factor in (3.54) is fixed by the normalization condition \( (e_i | e_j) = \delta_{ij} \) for \( i, j \in \mathbb{N}_0 \) (where \( \delta_{ij} \) stands for Kronecker delta). Here again as for the scalar field case the spectrum of linear operator \( L \) is nondispersive. The important property of the basis functions (3.54) is that their behaviour near the origin \( x = 0 \)

\[
e_j(x) = \frac{1}{3} \sqrt{(j+1)(j+2)(j+3)(j+4)(j+5)} \left( 3\omega_j^2 + 4 \right) \frac{x^4}{48} + \frac{9\omega_j^2 + 60\omega_j^2 - 128}{5760} x^6 + \mathcal{O}(x^8), \tag{3.55}
\]

and near the outer boundary \( x = \pi/2 \)

\[
e_j(x) = (-1)^j \sqrt{(j+1)(j+2)(j+3)(j+4)(j+5)} \left( z^4 - \frac{1}{12} \left( \omega_j^2 - 16 \right) z^6 \right.
\]

\[
+ \left( \frac{1}{384} \left( \omega_j^2 - 36 \right) \omega_j^2 + \frac{6}{5} \right) z^8 + \mathcal{O}(z^{10}) \bigg), \tag{3.56}
\]

where \( z = x - \pi/2 \), is compatible with the regularity conditions of the full problem with \( M \neq 0 \) (cf. (3.55) and (3.56) with the corresponding conditions (3.46) and (3.47)). For that reason the basis functions (3.54) are natural candidates for the expansion of the metric functions \( B \) and \( A \), which can be used in both numerical and perturbative calculations.

\footnote{In fact for \( 1-A \) because \( e_j(0) = e_j(\pi/2) = 0 \).}
3.3 **Spherical cavity model**

We consider small perturbations of a portion of (3+1) dimensional Minkowski space-time enclosed inside a timelike worldtube $\mathbb{R} \times S^3$. Admittedly, this problem is somewhat artificial geometrically, yet we think that it sheds some new light on the results of [28, 98]. The aim of the work [111] was to see how these findings are affected by placing a reflecting mirror at some finite radius $r = R$. In other words, instead of asymptotically flat boundary conditions, we consider the interior problem inside a ball of radius $R$ with either Dirichlet $\phi(t, R) = 0$ or Neumann $\phi'(t, R) = 0$ boundary condition.

The idea of putting the scalar field in a box is not completely new. The similarity of quantization of scalar field theory in AdS and in the box with reflecting boundary conditions was pointed out in [7]. The first attempt toward simulations of black holes (a binary system) in AdS space was carried out in [158, 157] with a reflecting boundary conditions imposed on a spherical box (though the cosmological constant was set to zero). The simulations showed stability of the numerical scheme confirmed by the convergence tests for times up to two reflections of gravitational signal produced in the merger off the boundary.

Following the work [28] there appeared papers [72, 73] where the instability of AdS was studied. Because the radial coordinate was not compactified the authors prescribed the reflecting boundary conditions at some fixed radial distance from the origin to mimic the reflective property of AdS space. Since they studied the system with both cosmological constant and perfectly reflecting mirror their results were not conclusive as far as the role of the $\Lambda$ term is concerned. Despite the use of the nonuniform spatial grid to track the steep gradients of the scalar field profiles, the results where not conclusive for small perturbations—finally the sharp scalar peak travels over whole spatial domain (see comments in [98]). A similar setup, restricting the radial domain of AdS (so also with $\Lambda < 0$) and putting the reflecting boundary conditions for the complex scalar field, was studied [36, 37].

Here we set the cosmological constant to zero and study the self-gravitating EKG system with reflecting boundary conditions imposed at the spherical cavity. We present extended studies of this system, by supplementing [111, 114]. In particular we perform more detailed analysis of the Neumann boundary problem since it substantially differs from the Dirichlet case as pointed out in [114] (see [121] with opposite conclusions). Furthermore we construct and describe small amplitude time-periodic solutions in this system, both for Dirichlet and Neumann boundary conditions, mainly to point out on the differences among other systems we consider.

The well-posedness of this is system is not proved, however we demonstrate this showing convergence tests (supporting the consistency and stability) of our numerical methods. On a well-posedness proof of certain initial boundary value problems for the vacuum Einstein equations see [69] and also [156].

### 3.3.1 Equations of motion

We restrict ourselves to spherical symmetry and to $d = 3$ and consider a minimally coupled self-gravitating real massless scalar field $\phi(t, r)$ as a matter source with stress-energy tensor (3.5) (again we study the simplest case and set potential $V \equiv 0$). It is convenient to parametrize the general spherically symmetric metric of (3+1)-dimensional spacetime in the following way

$$\begin{align*}
ds^2 &= -Ae^{-2\phi} \, dt^2 + A^{-1} \, dr^2 + r^2 \, d\Omega_2^2,
\end{align*}$$

(3.57)
where \( r \) is the areal radial coordinate, \( d\Omega_2^2 \) is the round metric on \( S^2 \), and both metric functions \( A \) and \( \delta \) depend on \( t \) and \( r \). We introduce auxiliary variables

\[
\Phi = \dot{\phi}', \quad \Pi = A^{-1} e^{\dot{\phi}},
\]

(3.58)
(hereafter primes and dots denote \( \partial_r \) and \( \partial_t \), respectively) and write the wave equation (3.6) in first order (in time) form

\[
\dot{\Phi} = (A e^{-\delta} \Pi)' \quad \Pi = \frac{1}{r^2} (r^2 A e^{-\delta} \Phi)',
\]

(3.59)

The Einstein equations (3.4) take a form (in units where \( 4\pi G = 1 \))

\[
\ddot{\rho} = -r \left( \Phi^2 + \Pi^2 \right),
\]

(3.60)
\[
A' = \frac{1-A}{r} - Ar \left( \Phi^2 + \Pi^2 \right),
\]

(3.61)
\[
\dot{A} = -2re^{-\delta} A^2 \Phi \Pi,
\]

(3.62)

(in fact, this system can be derived from the set of equations (3.8)-(3.11) with \( d = 3 \) by change of variables \( r/\ell = \tan x \) in the the limit \( \ell \to \infty \), which corresponds to \( \Lambda = 0 \). Both the slicing condition (3.60) and the Hamiltonian constraint (3.61) for given boundary conditions (which we discuss below) determine the geometry of spacetime for given matter content prescribed by the \( \Phi(t, r) \) and \( \Pi(t, r) \) scalar fields. The momentum constraint (3.62) can be used to monitor the accuracy of numerical solution.

The mass function, \( m(t, r) \), defined as

\[
m(t, r) = \frac{1}{2} r (1 - A(t, r)),
\]

(3.63)
gives a measure of mass contained within the 2-sphere of radius \( r \) at time \( t \). Using this the total mass (the energy) of the system can be expressed as the volume integral

\[
M = \frac{1}{2} \int_0^R A \left( \Phi^2 + \Pi^2 \right) r^2 dr,
\]

(3.64)

which is constant of motion when reflecting boundary conditions are imposed at \( r = R \) (see discussion below). Additionally the quantity (3.63) is useful to monitor the formation of apparent horizon. In the adapted coordinates if an apparent horizon forms at point \( (t, r) \) in spacetime then \( 2m(t, r)/r = 1 \) (equivalently then the metric function \( A(t, r) \) drops to zero). The drawback of the coordinate system (3.57) is that whenever a black-hole forms the evolution freezes while a finite precision in numerical calculations causes the code to break.

### 3.3.2 Regularity and boundary conditions

To ensure regularity at the origin \( r = 0 \) we require that

\[
\phi(t, r) = \hat{\phi}_0(t) + \mathcal{O} \left( r^2 \right),
\]

(3.65a)
\[
A(t, r) = 1 + \mathcal{O} \left( r^2 \right),
\]

(3.65b)
\[
\delta(t, r) = \mathcal{O} \left( r^2 \right),
\]

(3.65c)

with expansion coefficients uniquely given in terms of \( \hat{\phi}_0(t) \). In fact all the odd powers of \( r \) are absent in this Taylor expansion, which implies that both the metric functions
and the scalar field are even functions of $r$. We set $\delta(t,0) = 0$ so that $t$ is the proper time at the center of adopted coordinate system.

The boundary condition and the requirement of smoothness imply that the coefficients of the power series expansions at $r = R$ (here $z = 1 - r/R$)

\[ \begin{align*}
\tilde{A}(t,r) &= \sum_{k \geq 0} \tilde{A}_k(t) z^k, \\
\tilde{\delta}(t,r) &= \sum_{k \geq 0} \tilde{\delta}_k(t) z^k, \\
\tilde{\phi}(t,r) &= \sum_{k \geq 0} \tilde{\phi}_k(t) z^k,
\end{align*} \tag{3.66a} \tag{3.66b} \tag{3.66c} \]

are determined recursively by the leading order terms. For example, at the lowest order for Dirichlet condition ($\tilde{\phi}_0(t) \equiv 0$) we get

\[ \begin{align*}
\tilde{\phi}_2(t) &= \frac{1 + \tilde{A}_0(t)}{2 \tilde{A}_0(t)} \tilde{\phi}_1(t), \\
\tilde{A}_1(t) &= \tilde{A}_0(t) \left( 1 + \tilde{\phi}_1(t)^2 \right) - 1, \\
\tilde{\delta}_1(t) &= \tilde{\phi}_1(t)^2, \tag{3.67a} \tag{3.67b} \tag{3.67c}
\end{align*} \]

and for Neumann condition ($\tilde{\phi}_1(t) \equiv 0$)

\[ \begin{align*}
\tilde{\phi}_2(t) &= \frac{e^{2\tilde{\phi}_0(t)} R^2}{2 \tilde{A}_0(t)^2} \left( \tilde{\phi}_0'(t)^2 + \tilde{\phi}_0''(t) \right), \\
\tilde{A}_1(t) &= \tilde{A}_0(t) - 1 + \frac{e^{2\tilde{\phi}_0(t)} R^2}{\tilde{A}_0(t)} \tilde{\phi}_0'(t)^2, \\
\tilde{\delta}_1(t) &= \frac{e^{2\tilde{\phi}_0(t)} R^2}{\tilde{A}_0(t)^2} \tilde{\phi}_0'(t)^2. \tag{3.68a} \tag{3.68b} \tag{3.68c}
\end{align*} \]

Taken at $t = 0$, the expansion (3.66) express the compatibility conditions between initial and boundary values. It follows immediately from equation (3.62) and the definition (3.63) that for both boundary conditions, Dirichlet and Neumann, we have

\[ \tilde{\phi}_0'(0) = 0, \tag{3.69} \]

which implies that the total energy (3.64) is constant of motion. We solve the initial-boundary value problem for the system (3.59) with boundary conditions compatible smooth initial data, i.e. fulfilling the conditions either (3.67) or (3.68), for both of the boundary conditions imposed at the cavity located at $R = 1$ (we can fix its position without loosing generality).

### 3.3.3 Linear perturbations—the eigenvalue problem

The evolution of linearized perturbations (propagating on the fixed Minkowski background) is governed by the linear radial wave equation

\[ \ddot{\phi} + L\phi = 0, \quad L = -\frac{1}{r^2} \partial_r \left( r^2 \partial_r \right). \tag{3.70} \]
Table 3.1: The numerical values of first few eigenfrequencies of the linear operator (3.70) governing the linear scalar perturbations in a cavity with Neumann boundary condition $\phi'(t, 1) = 0$.

| $j$ | $\omega_j$ |
|-----|------------|
| 0   | 4.493409   |
| 1   | 7.725252   |
| 2   | 10.90412   |
| 3   | 14.06619   |
| 4   | 17.22076   |

After separation of variables one obtains the eigenvalue problem—the spherical Bessel equation [152]. Solving the eigenvalue problem $Le_j(r) = \omega_j^2 e_j(r)$ for the operator $L$ we find its eigenfunctions

$$e_j(r) = \sqrt{2} \left(1 - \frac{\sin 2\omega_j}{2\omega_j}\right)^{-1/2} \sin \omega_j r, \quad j \in \mathbb{N}_0,$$

which form an orthogonal basis on a Hilbert space $L^2([0, 1], r^2 dr)$ with respect to the inner product

$$(f | g) := \int_0^1 f(r)g(r)r^2 dr.$$ (3.72)

The eigenvalues of $L$ for the Dirichlet boundary condition, $\phi(t, 1) = 0$, are given explicitly

$$\omega_j^2 = (j + 1)^2 \pi^2, \quad j \in \mathbb{N}_0,$$ (3.73)

while for the Neumann boundary condition $\phi'(t, 1) = 0$, the eigenvalues $\omega_j^2$ are determined from the transcendental equation

$$\omega_j = \tan \omega_j, \quad \omega_j > 0, \quad j \in \mathbb{N}_0,$$ (3.74)

The first few roots of this equation are listed in Table 3.1. It is worth noting that the first derivatives of the eigenfunctions (3.71) are also orthogonal with respect to (3.72)

$$\left(e_i' | e_j'\right) = \omega_i^2 \delta_{ij}, \quad i, j \in \mathbb{N}_0,$$ (3.75)

for each of the boundary condition individually (here $\delta_{ij}$ stands for the Kronecker delta).

Clearly, in the Dirichlet case the spectrum is nondispersive (frequencies $\omega_j$ are equidistant), as for AdS within considered models. For the Neumann boundary condition the eigenfrequencies are only asymptotically nondispersive (equidistant)

$$\omega_j = \pi \left(j + \frac{1}{2}\right) - \frac{1}{\pi j} + \frac{1}{2\pi j^2} + O\left(j^{-1}\right), \quad j \to \infty, \quad j \in \mathbb{N}.$$ (3.76)

The question of how the character of the spectrum of the linear operator (3.70) (whether it is resonant or only asymptotically resonant) affects the dynamics is addressed in Chapter 4.

3.4 Yang-Mills on Einstein Universe

A disadvantage of previous models is their complexity—the Einstein equations, even when restricted to spherical symmetry, form a set of coupled elliptic-hyperbolic PDEs. Thus their analytical analysis is quite involved, but not completely impossible as we
demonstrate in this thesis. Therefore we intent to study the system describing evolution of nonlinear waves on a curved background—the spherically symmetric YM field propagating on the Einstein Universe. This not only reduces the problem to a single NLW equation but also under some restrictions stays in direct connection with the studies of AdS as we demonstrate below.

We consider the YM field with SU(2) gauge group on a \((d + 1)\) dimensional space-time \((\mathcal{M}, g)\). Given the YM potential \(A_\mu = \sum_{a=1}^{3} A^a_\mu T^a\) (where \(T^a\) the are usual generators of the \(su(2)\) algebra) the field-strength two-form is

\[
F_{\mu\nu} = \partial_\mu A_\nu - \partial_\nu A_\mu + [A_\mu, A_\nu].
\] (3.77)

The YM action written in terms of \(F\) is

\[
S = \int \text{Tr} \left( F_{\mu\nu} F^{\mu\nu} \right) \sqrt{-g} \, d^{d+1}x,
\] (3.78)

where trace is computed over the gauge group indices. The Euler-Lagrange equation for the action is

\[
\nabla_\mu F^{\mu\nu} + [A_\mu, F^{\mu\nu}] = 0.
\] (3.79)

We note that if we consider a manifold \((\hat{\mathcal{M}}, \hat{g})\) with the conformally related metric \(g = \Omega^2 \hat{g}\), (3.80) and the YM potential \(\hat{A}_\mu = A_\mu\) on \((\hat{\mathcal{M}}, \hat{g})\) then the integrand (3.78) transforms as

\[
F_{\mu\nu} F^{\mu\nu} \sqrt{-g} = \Omega^{d-3} \hat{F}_{\mu\nu} \hat{F}^{\mu\nu} \sqrt{-\hat{g}}.
\] (3.81)

This shows that the YM theory is conformally invariant only for \(d = 3\), and then the field equations (3.79) have the same form when expressed in terms of \(\hat{F}\) and \(F\). Therefore taking into account conformal structure of AdS instead of studying the YM field propagating on AdS\(_4\) we study this problem posed in four dimensional Einstein Universe which technically translates to extending the domain from upper hemisphere to the whole 3-sphere. In this way we overcome the ambiguity of boundary conditions at the conformal boundary of AdS which is regular for the YM field in \(d = 3\) space dimensions.

Global existence for the YM field equation on AdS\(_4\) was proved in [46] (with the ’no flux’ boundary conditions at timelike infinity), while extension to general globally hyperbolic Lorentzian manifolds was carried in [50].

### 3.4.1 Equations of motion

We consider the YM field propagating on the Einstein Universe

\[
d\hat{s}^2 = -dt^2 + d\Omega^2_3,
\] (3.82)

where the metric on a round \(S^3\) is

\[
d\Omega^2_3 = dx^2 + \sin^2 x (d\theta^2 + \sin^2 \theta \, d\varphi^2),
\] (3.83)

with coordinate ranges \(x, \theta \in [0, \pi]\) and \(\varphi \in [0, 2\pi]\).
The most general, spherically symmetric SU(2) connection in \((3+1)\) dimensions can be written as \([160]\)

\[
A = W_1 \tau_3 \, dt + W_2 \tau_3 \, dx + (W_3 \tau_1 + W_4 \tau_2) \, d\theta + (\cot \theta \tau_3 + W_3 \tau_2 - W_4 \tau_1) \sin \theta \, d\varphi, 
\]

(3.84)

where \(W_1, W_2, W_3\) and \(W_4\) are real functions depending on \(t, x\) and \((\tau_1, \tau_2, \tau_3)\) is the standard basis of \(\text{su}(2)\) Lie algebra. To simplify (3.84) further we take purely magnetic ansatz \([45, 130]\). Then making the suitable gauge choices we can set all \(W_i\) but \(W_3\) to zero. The reduced YM connection with \(W_3 \equiv W\) is

\[
A = W \tau_1 \, dt + (\cot \theta \tau_3 + W \tau_2) \sin \theta \, d\varphi.
\]

(3.85)

For this particular ansatz the YM curvature (3.77) is

\[
F = (W \tau_1 \, dt + W' \tau_1 \, dx) \wedge d\theta + (W \tau_2 \, dt + W' \tau_2 \, dx - (1 - W^2) \tau_3 \, d\theta) \wedge \sin \theta \, d\varphi,
\]

(3.86)

where we use the notation \(\cdot \equiv \partial_t\) and \(\cdot' \equiv \partial_x\). The action functional (3.78) reduces to

\[
\mathcal{S} = 4\pi \int (W^2 + W'^2 + \frac{(1 - W^2)^2}{2\sin^2 x}) \, dx \, dt. 
\]

(3.87)

The Euler-Lagrange equation for this action gives the YM equation for the potential \(W\)

\[-W + W'' + \frac{W(1 - W^2)}{\sin^2 x} = 0.\]

(3.88)

For this equation the conserved energy is given by the integral

\[
E = \frac{1}{2} \int_0^\infty \left( \dot{W}^2 + W'^2 + \frac{(1 - W^2)^2}{2\sin^2 x} \right) \, dx. 
\]

(3.89)

The equation (3.88) has a reflection symmetry which means that if \(W\) is a solution of (3.88) then also \((-W)\) is a solution.

### 3.4.2 Static solutions

Let us discuss the static solutions \(W(t, x) = S(x)\) of equation (3.88). Regular solutions of

\[
S'' + \frac{S(1 - S^2)}{\sin^2 x} = 0,
\]

(3.90)

behave near \(x = 0\) as follows

\[
S(x) = \pm \left[ 1 - \frac{\tilde{S}_2}{30} (9\tilde{S}_2 - 2)x^4 + \mathcal{O}(x^6) \right],
\]

(3.91)

where \(\tilde{S}_2\) is a free parameter. Regular solutions near the opposite pole \(x = \pi\) behave as

\[
S(x) = \pm \left[ 1 - \frac{\tilde{S}_2}{30} (9\tilde{S}_2 - 2)(x - \pi)^2(x + \pi)^6 + \mathcal{O}((x - \pi)^8) \right],
\]

(3.92)
with $S_2$ being a free parameter. All higher order terms in the expansions (3.91) and (3.92) are uniquely determined by the leading order expansion coefficients $S_2$ and $\tilde{S}_2$ respectively. Using shooting method we have found only two smooth static solutions to (3.90) (up to the reflection symmetry $S \to -S$): the trivial solution $S(x) = 1$ (vacuum) with vanishing YM curvature (3.86) and zero total energy $E = 0$ and the non-trivial configuration $S(x) = \cos x$ (kink) with the total energy $E = \frac{3\pi}{8}$ (the solution found in [93] for the Einstein-Yang-Mills system). In the following, without loose of generality, we assume $W(t, 0) = 1$. These static solutions separate the phase space of solutions of the equation (3.88) into two topologically distinct sectors: solutions with $W(t, 0) = W(t, 0)$ and solutions with $W(t, 0) = -W(t, 0)$ = 1. This means, that any solution to equation (3.88) starting in one of the topological sectors must stay in that sector during smooth time evolution. We begin the analysis of solutions for each of the topological sectors by solving the equation governing linear perturbations around static solutions.

3.4.3 Linear perturbations—the eigenvalue problem

We consider smooth solutions of (3.88) of the form

$$W(t, x) = S(x) + u(t, x),$$

(3.93)

where $S(x)$ is one of the static solutions of (3.90) and $u(t, x)$ is a perturbation fulfilling regularity conditions at both poles of $S^3$, i.e. the $u(t, x)$ is even function of $x$ at $x = 0$ and $x = \pi$. Substituting (3.93) into (3.88) we obtain the evolution equation for the perturbation $u(t, x)$ of the static solution $S(x)$

$$u'' - u'' + \frac{3S^2 - 1}{\sin^2 x} u + \frac{3S + u}{\sin^2 x} u^2 = 0,$$

(3.94)

which can be written in a following canonical form

$$u'' + Lu + f(u) = 0,$$

(3.95)

and $L$ is a linear operator

$$L = -\partial_x^2 + \frac{3S^2 - 1}{\sin^2 x},$$

(3.96)

and $f(u)$ denotes the nonlinear part of (3.94)

$$f(u) = \frac{3S + u}{\sin^2 x} u^2.$$

(3.97)

The total energy (3.89) of (3.93) can be written as a sum of two components

$$E[S + u] = E[S] + E[u, S],$$

(3.98)

the energy of static solution ($E[S = 1] = 0$ or $E[S = \cos x] = \frac{3\pi}{8}$) and the energy associated with perturbation $u$. The former one is given by the integral

$$E[u, S] = \int_0^\pi \left( \frac{1}{2} u'' + \frac{1}{2} u'' + \frac{3S^2 - 1}{2\sin^2 x} u^2 + u' \left( \frac{4S + u}{4\sin^2 x} \right) \right) dx.$$

(3.99)

*These should not be confused with the YM connection ansatz sectors.*
Next, we consider linear perturbations of $S$. Dropping the nonlinear term $f(u)$ in (3.95) and performing separation of variables we get the eigenvalue problem for essentially self-adjoint operator $L$ on Hilbert space $L^2([0,\pi), dx)$ equipped with the inner product

$$
(f | g) := \int_0^\pi f(x)g(x) \ dx.
$$

The eigenfunctions of $L$ are given by

$$
e_j(x) = \frac{(j+1)\sqrt{j(j+2)}\Gamma(j)}{2\sqrt{2}\Gamma(j+\frac{3}{2})}\sin^2 x L^{3/2,\frac{3}{2}}_{j-1}(\cos x), \quad j \in \mathbb{N},
$$

(both for $S = 1$ and $S = \cos x$). Alternatively (3.101) can be written in a more compact form

$$
e_j(x) = \csc x \left(\sqrt{j + \frac{2}{j}} \sin(jx) - \sqrt{j + \frac{2}{j}} \sin((j + 2)x)\right), \quad j \in \mathbb{N},
$$

(3.102)

which is particularly useful when implementing numerical routines. The corresponding eigenvalues are

$$
\omega_j^2 = \begin{cases} 
(j+1)^2, & \text{for } S = 1, \\
(j+1)^2 - 3, & \text{for } S = \cos x,
\end{cases} \quad j \in \mathbb{N},
$$

(3.103)

(Note as opposed to other models we start the numbering of the eigenfunctions and eigenvalues with $j = 1$.) Since for both cases the eigenvalues $\omega_j^2$ are positive the corresponding static solutions are linearly stable.

The eigenfunctions (3.102) for vacuum and kink static solutions are identical, which is a direct consequence of the fact that the linear operators (3.96) for both of the static solutions commute. The normalization constant in (3.101) and so in (3.102) was chosen such that $\langle e_i | e_j \rangle = \delta_{ij}$. The eigenfunctions (3.102) have exactly $(j-1)$ zeroes, they are alternately even and odd, with respect to the equator of the three-sphere, for $j = 1, 3, \ldots$ they are even functions of argument $x$, whereas for $j = 2, 4, \ldots$ they are odd functions, i.e. we have $e_j(x) = (-1)^j e_j(\pi - x)$. Their Taylor series expansions at the poles are, for $x = 0$

$$
e_j(x) = (j+1)\sqrt{\frac{j(j+2)}{2\pi}} \left(\frac{2}{3} x^2 - \frac{1}{45} \left(3j(j+2) + 1\right)x^4 + \mathcal{O}(x^6)\right),
$$

and similarly for $x = \pi$ using the symmetry of $e_j(x)$. Therefore the expansions of $e_j(x)$ conform with the regularity conditions for the nonlinear problem (3.94) and whence can be used as an expansion functions of smooth solutions in both the numerical and perturbative calculations.

Another important feature concerns the derived spectrum of linear perturbations. The eigenvalues for vacuum and kink static solutions correspond to nondispersive and dispersive cases respectively. In the former case, frequencies of the linear problem are equally spaced integer numbers $\omega_j = j + 1$ (starting with $\omega_1 = 2$). For the kink static solution, frequencies are only asymptotically equidistant, i.e. for $j \to \infty$ we have $\omega_j = j + 1 - 3/(2j) + \mathcal{O}(j^{-2})$. This difference has a direct consequence on the nonlinear dynamics, which will be a subject for the subsequent sections of this thesis.

†Still the former can be applied by using, e.g. FORTRAN subroutines available at http://goo.gl/WB703.
Part II

Studies
Chapter 4

Turbulence, resonances and (in)stability

In this chapter we consider generic behaviour of nonlinear waves propagating on bounded domains. We focus on the problem how the dispersive and nondispersive spectrum of linear perturbations affects the nonlinear dynamics. We investigate this issue by studying models of Sections 3.3 and 3.4, which give us a possibility to change the character of the eigenvalues by considering different boundary conditions (the scalar field case) or by considering perturbations in different topological sectors (the YM field model).

In addition we give the details of numerical methods used to solve the evolution equations. For the YM model we present the results of perturbative methods which serve as a starting point in the construction of time-periodic solutions. We point out that the nondispersive spectrum does not forbid the resonances to occur.

The first part of this chapter is based mainly on the paper [111] and in part on more recent work presented in [114].

4.1 Spherical cavity model

Defining a new metric function \( B(t, r) \) by the relation

\[ B := A e^{-\delta}, \]  

(4.1)

the field equations (3.59)-(3.61) can be rewritten as

\[ \delta' = -r \left( \Phi^2 + \Pi^2 \right), \]  

(4.2)

\[ (r B)' = e^{-\delta}, \]  

(4.3)

\[ \Phi = (B \Pi)', \]  

(4.4)

\[ \Pi = r^{-2} \left( r^2 B \Phi \right)', \]  

(4.5)

(we skip here the momentum constraint (3.62) since we are using the constrained evolution scheme). It was emphasized in [111] that this form of equations greatly reduces the complexity of a numerical algorithm and is particularly useful for the numerical integration of the Hamiltonian constraint (3.61).

*This should not be confused with the squashing field of Section 3.2.
In the following we present two approaches used to solve the initial-boundary value problem for the system (4.2)-(4.5). The first one, based on the finite difference approximation (FDA), is used to investigate the behaviour of solutions starting from generic initial conditions—for which the solutions develop huge gradients and an apparent horizon forms—as was discussed in [111] (to be precise, this is a slightly modified and improved version of the code that was used in [111]). The second one, using pseudospectral discretization, has an advantage of spectral convergence when the solution stays smooth during time evolution. This approach was used to solve the initial-boundary value problem for the system (4.2)-(4.5) for the first time by the author in [114]; it is also a core of the numerical algorithm applied to construct time-periodic solutions, which is described in Section 5.4.2.

4.1.1 Numerical evolution scheme

Finite difference method

We take a numerical grid for the radial coordinate \( r \in [0, 1] \) with \( N \) equally spaced points (grid nodes)

\[
    r_i = (i - 1)h, \quad i = 1, 2, \ldots, N, \tag{4.6}
\]

where \( h = 1/(N - 1) \) is the grid spacing constant. We discretize the equations (4.2)-(4.5) with finite difference method of fourth order in grid spacing \( h \) [107]. In this way we obtain a system of \( 2N \) coupled ODEs for the \( \phi_i(t) \equiv \phi(t, r_i) \), \( \Pi_i(t) \equiv \Pi(t, r_i) \), \( i = 1, \ldots, N \) dependent variables (the discretized version of equations (4.4), (4.5)), with \( t \) being a continuous independent variable, subject to a discrete version of elliptic constraint equations (discussed below). Resulting system is solved by using 'standard' numerical algorithms for the integration of ODEs; This is commonly known the MOL approach (or semi-discretization [95]). Concerning the Einstein equations, the problem we are facing, we use the constrained evolution scheme [2]. Instead of using the momentum constraint to update the metric function \( A(t, r) \), we solve the Hamiltonian constraint, which is particularly advantageous in spherical symmetry when using polar-areal coordinates. This, together with a need to solve the slicing condition, implies that for any numerical method used to advance solution in time the constraint equations have to be solved very often, precisely at each intermediate step of the time integration algorithm. This is the reason why the Einstein equations, viewed as a coupled system of hyperbolic and elliptic PDEs, are very expensive to solve and with no symmetry assumptions a free evolution scheme is commonly used (though application of advanced techniques like multi-grid methods\( ^1 \) may substantially reduce the complexity of solving the constraint equations [43], these require much more effort to be adopted and implemented to the problems at hand than the use of free evolution). Therefore any feasible enhancement of the algorithm solving the constraints will result in a significant gain of performance of the overall algorithm used to solve the time dependent Einstein equations. This is the reason why we prefer to solve the system (4.2)-(4.5) instead of (3.59)-(3.62).

\[ ^1 \text{Which should not be confused with adaptive mesh refinement techniques so successful in numerical relativity see, e.g. [126].} \]
tion $\delta(t,0) = 0$ \textcolor{red}{(3.65)} reads

$$\delta_1 = 0,$$

$$\sum_{j=1}^{N} D_{ij}^{(1)} \delta_j = -r_i \left( \Phi_i^2 + \Pi_i^2 \right), \quad i = 2, \ldots, N,$$

(to simplify the notation in the following we drop an explicit time dependence of the scalar field and metric functions). The $D_{ij}^{(1)}$ is the first order FDA derivative operator (whose explicit form is given below). For a given matter content, represented by the two vectors of length $N$ in the FDA representation ($\Phi_i$ and $\Pi_i$, $i = 1, \ldots, N$), the vector representing metric function $\delta(t,r)$ ($\delta_i$, $i = 1, \ldots, N$) is then given as a solution to the linear algebraic equation with the banded main matrix

$$\begin{pmatrix}
12h & 1 & 8 & -1 \\
-8 & 1 & -8 & 0 & 8 & -1 \\
1 & -8 & 0 & 8 & -1 \\
& & \ddots & \ddots & \ddots & \ddots \\
& & & 1 & -8 & 0 & 8 & -1 \\
& & & & -1 & 6 & -18 & 10 & 3 \\
& & & & 3 & -16 & 36 & -48 & 25 \\
\end{pmatrix}.$$  \hfill (4.9)

This system is solved using banded version of the LU factorization algorithm \cite{95}. Since the matrix (4.9) is constant (time-independent), the factorization is performed only once, during the initialization, and the cost of solving the system (4.7), (4.8) is $O(20N)$ (not including computing the RHS), while the factorization cost is between $O(24N)$ and $O(56N)$.\footnote{The factorization and then the solution procedure are carried by referencing to the \textit{LAPACK} routines \texttt{gbtrf} and \texttt{gbtrs} respectively \cite{6}.}

In a very similar way we solve the Hamiltonian constraint (4.3) where $\delta$ plays the role of a source (whence the slicing condition has to be solved first). The discrete version of this equation take the form of the algebraic system (after performing differentiation on the LHS, which saves an additional $N$ floating-point division operations)

$$B_1 = 1,$$

$$\sum_{j=1}^{N} \left( 1_{ij} + r_i D_{ij}^{(1)} \right) B_j = e^{-\delta_i}, \quad i = 2, \ldots, N,$$

where $1_{ij}$ is the $(i,j)$-th element of the identity matrix. The main matrix of this system is

$$\begin{pmatrix}
1 & -\frac{2}{3} & \frac{1}{12} + 1 & \frac{2}{3} & \frac{1}{12} \\
\frac{1}{6} & -\frac{4}{3} & 1 & \frac{4}{3} & \frac{1}{6} \\
\frac{1}{4} & -2 & 1 & 2 & \frac{1}{4} \\
& & \ddots & \ddots & \ddots \\
& & & \frac{N-3}{12} & -\frac{2(N-3)}{3} & 1 & \frac{2(N-3)}{3} & \frac{N-3}{12} \\
& & & -\frac{N-2}{12} & \frac{1}{2} \frac{(N-2)5}{6} + 1 & \frac{N-3}{12} & \frac{N-3}{12} \\
& & & \frac{N-1}{4} & -\frac{4(N-1)}{3} & 3(N-1) & -4(N-1) & \frac{25(N-1)}{12} + 1 \\
\end{pmatrix}.$$  \hfill (4.12)
This again is solved with the use of the LU factorization, so the complexity of the algorithm to compute a solution to the Hamiltonian constraint is of the same order as for solving the slicing condition. This should be compared with the cost of solving (3.61) directly where the resulting main matrix (after performing the FDA discretization), being time-dependent through its dependence on the scalar field, would have to be factorized at each time which would at least double an overall complexity.

The RHS of the FDA discretized evolution equations (4.4) and (4.5) are written in terms of the $\phi$ field instead of its spatial derivative, the $\Phi$ field introduced in (3.58). After performing dozens of numerical experiments, using different schemes imposing the boundary conditions at the cavity, we found that the problem of solving (4.2)-(4.5) or equivalently (3.59)-(3.61) is unstable when $\Phi$ is used instead of $\phi$ (this is also the case for a free wave equation written in terms of corresponding quantities to $\Phi$ and $\Pi$). For that reason, in the FDA approach we are forced to evolve in time the scalar field $\phi$ instead of its gradient.

At the interior of the grid, i.e. for the grid points $i = 2, \ldots, N - 1$ the discrete version of (4.4) and (4.5) reads

\begin{align*}
\dot{\phi}_i &= B_i \Pi_i, \\
\dot{\Pi}_i &= B_i \left( D^{(2)} \phi \right)_i + \left( B_i + e^{-\delta_i} \right) \frac{\left( D^{(1)} \phi \right)_i}{r_i}.
\end{align*}

For the node $i = 1$ located at the origin $r = 0$, where equation (4.5) is singular, we calculate the RHS using l’Hopital’s rule which together with regularity conditions (3.65) gives

\begin{align*}
\phi_1 &= \Pi_1, \\
\Pi_1 &= 3 \left( D^{(2)} \phi \right)_1.
\end{align*}

At the outer boundary $r = 1$ the Dirichlet condition $\phi(t, 1) = 0$ is straightforward to impose by setting

\begin{align*}
\phi_N &= 0, \\
\Pi_N &= 0.
\end{align*}

A stable scheme for the Neumann boundary condition $\phi'(t, 1) = 0$, which does not produce any spurious oscillations, is

\begin{align*}
\phi_N &= \frac{1}{25} \left( -3 \phi_{N-4} + 16 \phi_{N-3} - 36 \phi_{N-2} + 48 \phi_{N-1} \right), \\
\Pi_N &= B_N \left( D^{(2)} \phi \right)_N,
\end{align*}

which we derive from the condition $\left( D^{(1)} \phi \right)_N = 0$, by taking its time derivative and then solving for $\phi_N$.

To filter out high frequencies, inevitably present in the FDA discretization approach, the Kreiss-Oliger type artificial dissipation [104] (see also [2, 131] for more details) is added to the RHS of the dynamical equations

\begin{align*}
\dot{\phi}_i &\rightarrow \dot{\phi}_i - \epsilon_d \left( Q_d \phi \right)_i, \\
\dot{\Pi}_i &\rightarrow \dot{\Pi}_i - \epsilon_d \left( Q_d \Pi \right)_i,
\end{align*}
at the \(i = 1, \ldots, N - 3\) grid points. We deliberately do not modify the time derivatives at the last three grid points \((i = N - 2, N - 1, N)\) in order not to affect imposed boundary conditions. The correct choice of the order of the dissipation operator \(Q_d\) and its strength, the free parameter \(\epsilon_d\), which from linear stability analysis has to be \(0 \leq \epsilon_d < 1\), ensures that the order of accuracy of the FDA scheme is not affected. In practice, it was sufficient to set \(\epsilon_d = 0.01\) or \(\epsilon_d = 0.1\) in this problem.\(^8\) Due to the used scheme (especially (4.10) and (4.11)) and the sparsity of discrete FDA operators the overall cost of computing RHS of evolution equations (4.4) and (4.5) is \(O(N)\). Since for large and moderate amplitudes of initial perturbations high gradients appear and finally the black hole forms we take very large number of grid points, usually \(N\) is of order \(2^{14} - 2^{16}\), to resolve fine structures of the solution. Therefore the use of an energy conserving time-integration method, the Gauss-Runge-Kutta method (discussed in Appendix C.3), would greatly affect the overall performance. Such method requires a solution to the nonlinear algebraic system of equations of size \(O(N^2)\), which for such large grids would be a significant additional cost. Hence, we prefer to use an explicit method and the time-integration of evolution equations is done using an adaptive—self adjusting time step size, explicit Runge-Kutta-Dormand-Prince algorithm [60] (see also the Appendix C.2). For stability reasons time step is of order \(1/N\), thus an overall complexity of the evolution scheme (cost of integrating the equations per unit time interval) is \(O(N^2)\). In the following sections we present results of energy conservation tests confirming our choice and robustness of this approach.

The fourth order finite difference operators used in (4.8), (4.9), (4.11), (4.12), (4.16), (4.14), (4.19) and (4.20) are constructed to utilize symmetry of differentiated function at the origin \(r = 0\)

\[
\begin{align*}
(f(-r)) &= (f(r)), \\
\end{align*}
\]

i.e. whenever the symmetric stencils applied at the grid points near the origin involve the function values with negative indices, these are replaced with corresponding values with positive indices

\[
\begin{align*}
(f(-jh)) &= (f(jh)) \Rightarrow f_{-j+1} = f_{j+1}, \quad j = 1, 2, \ldots.
\end{align*}
\]

These FD operators are listed below: the first order derivative

\[
\begin{align*}
(D^{(1)}f)_1 &= 0, \\
(D^{(1)}f)_2 &= \frac{1}{12h}\left(-8f_1 + f_2 + 8f_3 - f_4\right), \\
(D^{(1)}f)_i &= \frac{1}{12h}\left(f_{i-2} - 8f_{i-1} + 8f_{i+1} - f_{i+2}\right), \\
(D^{(1)}f)_{N-1} &= \frac{1}{12h}\left(-f_{N-4} + 6f_{N-3} - 18f_{N-2} + 10f_{N-1} + 3f_N\right), \\
(D^{(1)}f)_N &= \frac{1}{12h}\left(3f_{N-4} - 16f_{N-3} + 36f_{N-2} - 48f_{N-1} + 25f_N\right).
\end{align*}
\]

\(^8\)In general whenever larger values of \(\epsilon_d\) are needed to stabilize the evolution this signals that the discretization scheme is unstable. In that case the resolution is to change the scheme rather than to increase the strength of dissipation.
and the second order derivative

\[
\begin{align*}
(D^{(2)} f)_1 &= \frac{1}{12h^2} \left( -30f_1 + 32f_2 - 2f_3 \right), \\
(D^{(2)} f)_2 &= \frac{1}{12h^2} \left( 16f_1 - 31f_2 + 16f_3 - f_4 \right), \\
(D^{(2)} f)_i &= \frac{1}{12h^2} \left( -f_{i-2} + 16f_{i-1} - 30f_i + 16f_{i+1} - f_{i+2} \right), \\
(D^{(2)} f)_{N-1} &= \frac{1}{12h^2} \left( f_{N-5} - 6f_{N-4} + 14f_{N-3} - 4f_{N-2} - 15f_{N-1} + 10f_N \right), \\
(D^{(2)} f)_N &= \frac{1}{12h^2} \left( -10f_{N-5} + 61f_{N-4} - 156f_{N-3} + 214f_{N-2} - 154f_{N-1} + 45f_N \right),
\end{align*}
\]

where \(i = 3, \ldots, N-2\). At the outer boundary \(r = 1\) we use nonsymmetric stencils, taking into account more grid points than for the symmetric stencils, to retain an overall fourth order of convergence. The sixth order dissipation operator \(Q_d\) (see e.g. [2]), also derived for use with symmetric function (4.23)-(4.24) reads

\[
\begin{align*}
(Q_d f)_1 &= \frac{1}{h} \left( 30f_1 - 30f_2 + 12f_3 - 2f_4 \right), \\
(Q_d f)_2 &= \frac{1}{h} \left( -15f_1 + 26f_2 - 16f_3 + 6f_4 - f_5 \right), \\
(Q_d f)_3 &= \frac{1}{h} \left( 6f_1 - 16f_2 + 20f_3 - 15f_4 + 6f_5 - f_6 \right), \\
(Q_d f)_i &= \frac{1}{h} \left( -f_{i-3} + 6f_{i-2} - 15f_{i-1} + 20f_i - 15f_{i+1} + 6f_{i+2} - f_{i+3} \right), \\
(Q_d f)_{N-2} &= \frac{1}{h} \left( f_{N-7} - 8f_{N-6} + 27f_{N-5} - 50f_{N-4} + 55f_{N-3} - 36f_{N-2} + 13f_{N-1} - 2f_N \right), \\
(Q_d f)_{N-1} &= \frac{1}{h} \left( 2f_{N-7} - 15f_{N-6} + 48f_{N-5} - 85f_{N-4} + 90f_{N-3} - 57f_{N-2} + 20f_{N-1} - 3f_N \right), \\
(Q_d f)_N &= \frac{1}{h} \left( 3f_{N-7} - 22f_{N-6} + 69f_{N-5} - 120f_{N-4} + 125f_{N-3} - 78f_{N-2} + 27f_{N-1} - 4f_N \right),
\end{align*}
\]

where \(i = 4, \ldots, N-3\) (even though we do not use them, we list the \(N-2, N-1, N\) schemes for completeness).
Pseudospectral method

To discretize the system of equations (4.2)-(4.5) we use the Chebyshev pseudospectral method adapted to spherical symmetry, which is described in detail in Appendix B. We take \( N + 1 \) radial Chebyshev points, given in Eq. (B.13) and evolve in time the values of the dynamical fields at the grid nodes; we use the following notation \( \Phi_i(t) \equiv \Phi(t, r = x_i) \) and \( \Pi_i(t) \equiv \Pi(t, r = x_i) \) for \( i = 0, 1, \ldots, N \) (where we drop the time dependence for convenience). As in the FDA approach, the constraint equations, after performing discretization in space, become algebraic equations for the function values at the grid points. The discrete version of the slicing condition (4.2) is then

\[
\sum_{j=0}^{N} D_{ij}^{(1,+)} \delta_j = -x_i \left( \Phi_i^2 + \Pi_i^2 \right), \quad i = 1, \ldots, N, \tag{4.42}
\]

while the remaining equation \( (i = 0) \) is the gauge condition \( \delta(t, 0) = 0 \) which with use of (B.19) simply is

\[
\sum_{i=0}^{N} w_i \delta_i = 0, \tag{4.43}
\]

where \( w_i \) are associated weights to \( x_i \) in the barycentric representation of interpolating polynomial (see [17] and the discussion in the Appendix B). Similarly, a discrete version of the Hamiltonian constraint equation (4.3) is

\[
\sum_{j=0}^{N} \left( 1_{ij} + x_i D_{ij}^{(1,+)} \right) B_j = e^{-\delta_i}, \quad i = 1, \ldots, N, \tag{4.44}
\]

together with the discrete boundary condition \( B(t, 0) = 1 \) given as

\[
\sum_{i=0}^{N} \frac{w_i}{x_i} B_i = 1. \tag{4.45}
\]

For both, the slicing condition and the Hamiltonian constraints, the resulting algebraic equations are solved using the LU factorization as for the FDA case\(^3\). The pseudospectral approximation to the dynamical equations (4.4) and (4.5) is

\[
\Phi_i = \sum_{j=0}^{N} D_{ij}^{(1,+)} B_j \Pi_j, \tag{4.46}
\]

\[
\Pi_i = B_i \sum_{j=0}^{N} D_{ij}^{(1,-)} \Phi_j + \left( B_i + e^{-\delta_i} \right) \frac{\Phi_i}{x_i}, \tag{4.47}
\]

for \( i = 0, \ldots, N \). Thus the overall cost of computing the RHSs of dynamical equations is \( O(N^2) \). The boundary condition at \( r = 1 \) is imposed by replacing the \( i = 0 \) equation

\(^3\)Here the appearing differentiation matrices are dense so the proper LAPACK routines, \texttt{getrf} and \texttt{getrs}, used for factorization and for solving the resulting system perform \( O(2N^3) \) and \( O(2N^2) \) floating-point operations respectively.
for one of the dynamical variables by setting either \( \Pi_0 = 0 \) for Dirichlet boundary condition or by \( \Phi_0 = 0 \) for Neumann boundary condition respectively.

Because of the stiffness of the resulting ODE system (the property of Chebyshev pseudospectral method) we are forced to use an implicit time-integration algorithm here [88, 84]. The implicit methods are more costly per time step than the explicit ones, but their stability properties put less stringent restrictions of the magnitude of integration step [84] (thus it suffices to take time step size of order \( O(1/N) \) with implicit RK methods, while explicit RK restricts integration step to \( O(1/N^2) \)). Also due to the spectral convergence of the spatial discretization, usually we do not need to take \( N \) to be large (in practice not greater than \( 2^8 \)) in order to provide an accurate approximation to the solution for this problem, at least for smooth solutions. For ODEs of moderate sizes the use of an implicit time integrator does not cause significant increase of computational cost compared to the cost of computing the RHS of the equations. In addition, using the implicit method we can benefit from applying the symplectic, energy conserving algorithm, such as the Gauss-RK method discussed in Appendix C.3 for the time integration.

### 4.1.2 Dirichlet boundary condition

Numerical results presented below were generated from Gaussian-type initial data of the form\(^8\)

\[
\Phi(0, r) = 0, \quad \Pi(0, r) = \varepsilon \exp \left( -64 \tan^2 \frac{\pi}{2} r \right).
\]  

(4.48)

These initial data vanish exponentially as \( r \to 1 \) so compatibility conditions (3.67) or (3.68) are not an issue. The convergence test for the FDA method where performed together with the total mass (3.64) conservation test. The results for the initial data (4.48) are presented in Fig. 4.1 where we plot the convergence factor which for a quantity \( f \) is defined as

\[
Q_h[f] := \left| \frac{f^{(4h)} - f^{(2h)}}{f^{(2h)} - f^{(h)}} \right|,
\]  

(4.49)

where by \( f^{(h)} \) we mean the function \( f \) approximated on a FDA grid with the spacing \( h \). For convergent FD symmetric scheme of order \( p \) the Richardson approximation states that \( Q_h[f] = 2^p \) in the limit \( h \to 0 \).

The results are very similar to those of [28], as can be seen by comparing Figs. 4.3 and 4.4 with the analogues figures in [28]. For large amplitudes the evolution is not affected by the mirror; the wave packet rapidly collapses, forming an apparent horizon at a point where the metric function \( A(t, r) \) goes to zero. However, a wave packet which is marginally too weak to form a horizon on the first implosion, does so on the second implosion after being reflected back by the mirror. As in the AdS case, this leads to a sequence of critical amplitudes \( \varepsilon_n \) for which the solutions, after making \( n \) bounces, asymptote locally Choptuik’s critical solution (see Fig. 4.3). The snapshots of the time-evolution showing continuous narrowing of scalar field profiles with increasing time is shown on Fig. 4.2 (for \( \varepsilon = 8 \) in (4.48) the black hole is formed after 36 reflections). To track the steepening of the wave packet for very small amplitudes, we follow [28] and monitor the Ricci scalar at the origin, i.e. we plot \( R(t, 0) = -2\Pi(t, 0)^2 \). This function oscillates with approximate period 2 (for the cavity of unit radius). Initially, the

\(^8\)The same as the one used in [111]. There is a typo in the width of the Gaussian, 32 should be replaced with 64, in the Eq. (13) in [111] to reproduce results of that paper.
amplitude stays almost constant but after some time it begins to grow exponentially and eventually a horizon forms (see Fig. 4.4(a)). As shown in Fig. 4.4(b), the time of onset of exponential growth $T$ scales with the amplitude of initial data as $T \sim \epsilon^{-2}$, which indicates that arbitrarily small perturbations (for which it is impossible numerically to track the formation of a horizon) eventually start growing.

In [28] the numerical results were corroborated by a nonlinear perturbation analysis which demonstrated that the instability of AdS is caused by the resonant transfer of energy from low to high frequencies. For the problem at hand, as in AdS, the spectrum is fully resonant (that is, the frequencies $\omega_j$ are rational multiples of one another), so the entire perturbation analysis of [28] can be formally repeated in our case. We say ‘formally’ because, in contrast to the AdS case, the eigenmodes (3.71) violate the com-
Figure 4.2: The snapshots from time-evolution of initial data (4.48) with $\varepsilon = 8$ (gray dashed line) for which the collapse occurs at $t_{AH} \approx 73.9503$ (the last frame). To suppress the varying amplitude of the scalar fields we normalize $\phi(t, r)$ (red lines) and $\Pi(t, r)$ (blue lines) by dividing them by their values at the origin (the magnitude $\Pi(t, r = 0)$ ranges from 8 at $t = 0$ up to $\sim 4212$ at $t = t_{AH}$). Note the logarithmic scale on the horizontal axis, and the successive narrowing of the scalar field pulse with increasing time.
patibility conditions at \( r = 1 \) (see Eqs. (3.67), the same holds for Neumann boundary conditions where also Eqs. (3.68) are not satisfied by the eigenmodes) and therefore they cannot be taken as smooth initial data.

The transfer of energy to higher modes (which is equivalent to the concentration of energy on smaller scales) can be quantified by monitoring the energy contained in the linear modes

\[
E_j = \Pi_j^2 + \omega_j^{-2} \Phi_j^2, \tag{4.50}
\]

where \( \Phi_j := \left( \sqrt{A} \Phi | e_j \right) \) and \( \Pi_j := \left( \sqrt{A} \Pi | e_j \right) \), with the inner product defined in (3.72). Then, the total energy (3.64) can be expressed as the Parseval sum \( M = \sum_{j \geq 0} E_j(t) \). The evidence for the energy transfer is shown in Fig. 4.5 which depicts a Sobolev-type weighted energy norm

\[
\tilde{E}(t) \equiv \| \phi(t, \cdot) \|_1^2 = \sum_{j \geq 0} (1 + j)^2 E_j(t). \tag{4.51}
\]

The growth of \( \tilde{E}(t) \) in time means that the distribution of energy shifts from low to high frequencies. The characteristic staircase shape of \( \tilde{E}(t) \) indicates that the energy transfer occurs mainly during the subsequent implosions through the center. This observation leads to the conclusion that the only role of the mirror is to reflect the pulse so that it can be focused during the next implosion.

Another aspect of the turbulent cascade is shown in Fig. 4.6 which depicts the spectrum of energy (that is, the distribution of the total energy over the linear modes) for the solution with initial data (4.48) and \( \epsilon = 6 \). Initially, the energy is concentrated in low modes; the exponential decay of the spectrum expresses the smoothness of initial
4.1. Spherical cavity model

Figure 4.4: Top panel. The function $\Pi^2(t, 0)$ for solutions with initial data (4.48) for several moderately small amplitudes. For clarity of the plot only the envelopes of rapid oscillations are depicted. Bottom panel. The curves from the plot top panel scaled according to $\epsilon^{-2}\Pi^2(\epsilon^2 t, 0)$. Plotted curves are labelled by the value of initial data amplitude $\epsilon$.

data. During the evolution the range of excited modes increases and the spectrum becomes broader. Just before horizon formation an intermediate range of the spectrum exhibits the power-law scaling $E_j \sim j^{-\alpha}$ with exponent $\alpha = (1.2 \pm 0.1)$

Energy spectra in evolutions of different families of small initial data exhibit the same slope (up to a numerical error) which indicates that the exponent $\alpha$ is universal. We note that the power-law spectrum with a similar exponent was also observed in the AdS case. As pointed out in [28], the black hole formation provides a cut-off for the turbulent energy cascade for solutions of Einstein’s equations (in analogy to viscosity in the case of the Navier-Stokes equation). It is natural to conjecture that the power-law decay is a consequence of the loss of smoothness of the solution during collapse

\[\star\star\] however we have not been able to compute the exponent $\alpha$ analytically.

\[\star\star\] Approximately the same value was observed for a perturbed AdS$_4$ space [113].

\[\star\star\] This is in not the case in $d = 2$ space dimensions where for small perturbations the apparent horizon cannot form and solution stays smooth for arbitrary times to the future [26, 97].
Figure 4.5: Plot of the weighted energy norm $\tilde{E}(t) (4.48)$ for the solution with initial amplitude $\epsilon = 8$. The steep bursts of growth occur when the pulse implodes through the center.

Figure 4.6: Energy spectra (4.50) at three moments of time (initial, intermediate, and just before collapse) for the solution with initial amplitude $\epsilon = 6$. The fit of the power law $E_j \sim j^{-\alpha}$ performed on the interval $j \in [16, 128]$ gives the slope $\alpha \approx 1.2$.

Close parallels between the results presented here (published in [111]) and [28, 98] indicate that the turbulent behaviour is not an exclusive domain of asymptotically AdS spacetimes but a typical feature of 'confined' Einstein’s gravity with reflecting boundary conditions. This answers the question about the role of the negative cosmological constant $\Lambda$ posed at the end of [28]: the only role of $\Lambda$ is to generate the timelike boundary at spatial and null infinity.

4.1.3 Neumann boundary condition

The resonant case, being a close analogue of the AdS case, showed a perfect scaling with the amplitude of the initial perturbation (compare the Fig. 4.4 with the key numerical evidence for AdS instability, the Fig. 2 in [28]) and the similar behaviour of energy spectra to the AdS case (compare the Fig. 4.6 with the Fig. 2 in [113]) and strengthened the evidence for a robust mechanism of instability sketched in [28]. Despite the fact
4.1. Spherical cavity model

Figure 4.7: The analogue of Fig. 4.4 for the Neumann boundary condition (for the same initial data (4.48)). For considered values of amplitudes $\epsilon$ of initial perturbation the time of apparent horizon formation exhibits the same type of scaling $t_{AH} \sim \epsilon^{-2}$.

that the analogous scaling in the Neumann boundary case, depicted on Fig. 4.7, did not seem compelling enough, it was concluded by the author in [111] in quest of further robustness that (...) the spectrum of linearized perturbations need not be fully resonant for triggering the instability.

On the other hand the authors of [58] came to the opposite conclusion based on the nonlinear perturbation analysis. The clash between those two statements became even more prominent with the discovery of concrete examples of (nonlinearly) stable aAdS solutions [112], previously advocated in [58] and the question which makes them immune to the instability discovered in [28]. Thus we developed Chebyshev pseudospectral spatial discretization for the system (4.2)-(4.5) and used symplectic time-integrator with the aim of performing high precision, long-time, stable, energy conserving evolution with an even smaller amplitudes than considered before. The solutions for the same family of initial data (4.48) are depicted in Fig. 4.8. For the Neumann boundary condition we found that the scaling (shown at Fig. 4.7) does not improve as we decrease the amplitude, while for $\epsilon \lesssim 1$ (for this concrete family of initial perturbations, given in (4.48) the instability is not triggered at all. However, the scalar field $\Pi(t,r)$ exhibits direct scaling with an amplitude $\epsilon$ of initial perturbation, as is shown on Fig. 4.9 and
Figure 4.8: Top panel. The function $\Pi(t, 0)$ for solutions with Neumann boundary condition at the cavity with initial data (4.48) for small amplitude shows very different behaviour as opposed to moderate and large perturbations, compare with Fig. 4.7. Bottom panel. The spectral code (described in Section 4.1.1) together with symplectic Gauss-RK integration method (see Appendix C.3) with small enough time step is able to conserve the total mass (3.64) up to $\sim 2.5 \times 10^{-15}$ (the absolute error) over long integration times. The 256 radial Chebyshev points were used to produce these results.

The quantitative difference in the long-time behaviour for different boundary conditions imposed at the cavity is shown on Fig. 4.10, where the Dirichlet and Neumann evolutions starting from the same initial configuration are shown together. For the Dirichlet boundary condition the pulse stays approximately compact and gets more compressed after each implosion through the center (as was illustrated in the previous section). In contrast, for Neumann boundary condition the evolution is totally different (the difference is seen immediately after the first reflection). Not only the signal gets shifted in phase (with respect to Dirichlet case, as shown on $t = 2$ panel) after each reflection of

no growth of the Ricci scalar occurs over relatively long times—in fact the magnitude of oscillations slightly decreases. There is no indication of scaling previously observed for the Dirichlet case (see Fig. 4.4), after the rescaling by the initial amplitude the signal registered by the central observer almost converges for early times, while for late times we observe phase shift between the signals of different amplitudes (bottom panels on Fig. 4.9).
Figure 4.9: The closeup of Fig. 4.8 showing scaling of $\Pi(t, 0)$ function with an amplitude of the perturbation $\varepsilon$ (with the same color coding). Due to the dispersive spectra for the Neumann boundary condition the initially localized preturbation spreads over the entire spatial domain which prevents the collapse. For late time there is also phase shift between the signals of different amplitudes.

the cavity, it also spreads over the entire spatial domain very fast (this is clearly visible on the $t = 200$ panel; compare red (Dirichlet) and blue (Neumann) profiles). This feature is also apparent on a signal registered at the center, shown on Figs. 4.8 and 4.9. Because waves with different lengths are reaching the center at different times (lack of coherence) the signal is no longer a sharp peak, it gets more wavy at late time. Moreover the energy conservation implies that the signal has to have smaller amplitude. The results of performed simulations illustrate the main differences between the evolutions
with different reflecting boundary conditions imposed on the cavity.

The spreading (or its lack) is caused by the dispersive (or nondispersive) character of the spectrum of linear perturbation operator (which was derived in Section 3.3.3). On the other hand, there is a gravitational focusing present (the nonlinear effect) acting over very long time (many successive implosions). The fate of initial perturbation depends on whether the focusing effect dominates the dispersion—the signal gets compressed and finally the black hole forms—or focusing by gravity cannot overcome the spreading and the evolution stays smooth. This can be controlled by the size of initial perturbation (the amplitude $\epsilon$ of gaussian perturbation in our case). This explains the behaviour we observe for large and moderate amplitudes, see Fig. 4.7, when the gravitational focusing dominates the dispersion (which is inevitably present when the Neumann boundary condition is imposed on cavity), while for small perturbations, Fig. 4.8 the evolution is dominated by the dispersion. In contrast, for the Dirichlet boundary condition, where the dispersion is absent, all generic perturbations are expected to collapse regardless of their size. This conclusion is based on an extrapolation of the observed scaling shown on Fig. 4.4 which improves when we decrease amplitude. There exists also non-generic perturbations which do not trigger black hole formation, as for the AdS case [112], these are time-periodic solutions and will be the subject of Section 5.4.

The competition of dispersion and focusing is also visible on Fig. 4.11 showing Chebyshev decomposition of the function profiles, $\Phi$ and $\Pi$, plotted on accompanying Fig. 4.10. The broadening range of excited Chebyshev coefficients in the resonant case signals the need to use larger number of polynomials to represent fine structures of approximated functions; the focusing effect of gravity causes the energy to concentrate on smaller scales. This continuous transfer of energy to progressively smaller scales is the main difficulty in numerical simulations.

Clearly the attractive property of spectral methods, the infinite-order convergence (also called spectral accuracy), is lost when the approximated functions are not smooth (lose derivatives, become discontinuous or form shocks). Such a loss of regularity seriously degrades the rate of convergence of spectral approximations and makes the method ineffective. Sometimes the postprocessing methods like filtering or the Gibbs complementary basis technique can be used to deal with Gibbs phenomena [88] and recover high-order accuracy, however the applicability of these methods to the problem at hand is questionable. Since the FD methods are computationally less costly (the linear versus quadratic complexity in our problem) the number of degrees of freedom can be greatly increased to achieve accurate results by resolving fine features of the solution. This ‘brute force’ approach has a natural limitation due to finite computational resources. However for solutions staying smooth, which is the case for the Neumann boundary conditions, the spectral methods greatly outperform FD discretization.

Since in the nonresonant case the dispersion dominates over the focusing effects, the late time spectra of Chebyshev coefficients oscillate around some equilibrium state for arbitrarily long times and higher order polynomials are not excited above the threshold determined by finite numerical precision (here the double floating-point precision). Therefore, there is a finite range of Chebyshev polynomials needed to accurately represent solution, and thanks to the spectral convergence this number is not very large (in practice we have used at most 256 Chebyshev modes). This makes the method presented in Section 4.1.1 a very robust tool (justified by the total mass conservation test and its result shown on Fig. 4.8) for solving the Cauchy problem with Neumann boundary condition and small initial amplitudes. Additionally, this approach for the spatial discretization of the field equations constitutes the main component of the numerical methods used to find time-periodic solutions in Section 5.4.
Figure 4.10: The comparison of time-evolution for both Dirichlet (red) and Neumann (blue) boundary conditions. The initial conditions were given by \( (4.48) \) with amplitude below the collapse threshold for nonresonant case, namely \( \varepsilon = 1 \) (gray dashed line), for which the collapse for Dirichlet case is expected to occur at time \( t \approx 4736 \). The scalar field \( \Phi(t, r) \) plotted with dotted line and the \( \Pi(t, r) \) with solid line. (For better visibility the scalar field \( \Pi \) is divided by the factor of 2.) The difference in evolution is clearly visible.
Figure 4.11: The time-evolution of Chebyshev coefficients corresponding to the profiles of $\Phi(t, r)$ and $\Pi(t, r)$ (dashed and solid lines respectively) shown on Fig. 4.10. While for the Neumann boundary condition (blue lines) the spectra equilibrate at an almost constant slope, for the Dirichlet boundary condition (red lines) higher modes are being excited (energy concentrates on smaller spatial scales). This is also visible on function profiles, the scalar field spreads out over entire domain for Neumann case, while for Dirichlet case it gets constantly steeper after each implosion through the center.
The differences of evolutions for the problems with dispersive and nondispersive character of the linear spectrum are also discussed in the following section for the YM model, as well as in Section 5.2, where we study the stability problem of standing waves in AdS.

4.2 Yang-Mills on Einstein Universe

Here we deal with the Cauchy problem for the YM model introduced in Section 3.4. We show the qualitative difference in dynamics of solutions when the model admits the dispersive or nondispersive spectra of linear perturbations.

4.2.1 Numerical evolution scheme

To solve the Cauchy problem for the perturbations of a static solution $S$ ($S = 1$ or $S = \cos x$) we rewrite equation (3.94) as a first order system

\[
\dot{u} = v, \quad (4.52)
\]
\[
\dot{v} = u'' - \csc^2 x (3S^2 - 1) u - \csc^2 x (3S + u) u^2. \quad (4.53)
\]

We solve this system numerically using the MOL approach with a pseudospectral spatial discretization which goes as follows. We assume the truncated approximation

\[
\begin{aligned}
&u(t, x) = \sum_{i=1}^{N} \hat{u}_i(t) e_i(x), \\
v(t, x) = \sum_{i=1}^{N} \hat{v}_i(t) e_i(x),
\end{aligned} \quad (4.54)
\]

where $e_i(x)$ are the eigenfunctions (3.102) of the linear operator (3.96). The time derivatives of $\hat{u}_i$ and $\hat{v}_i$ are computed by plugging (4.54) to (4.52) and (4.53) and then projecting onto the eigenmodes $e_i(x)$. This yields the system of $2N$ coupled ODEs

\[
\begin{aligned}
&\frac{d}{dt} \hat{u}_k = \hat{v}_k, \\
&\frac{d}{dt} \hat{v}_k = -\omega_k^2 \hat{u}_k + \left( e_k^T \csc^2 x (3S + u) u^2 \right),
\end{aligned} \quad (4.55, 4.56)
\]

$k = 1, \ldots, N$, with the inner product defined in (3.100). The nonlinear term in (4.56) is complicated when expressed in terms of $\hat{u}_i$, therefore it is calculated numerically. Since both sides of (4.53) have an even Taylor expansion at both poles of the three-sphere, we approximate the nonlinear term by

\[
\csc^2 x (3S + u) u^2 = \sum_{i=1}^{N} \tilde{a}_i e_i(x). \quad (4.57)
\]

Equating both sides of (4.57) at the set of $N$ collocation points

\[
x_i = \frac{2l - 1}{2N}, \quad i = 1, \ldots, N,
\]

suited for the eigenbasis (3.102) (chosen as the best analytic approximation for the zeros of $e_{N+1}(x)$, [33]) we get a system of $N$ linear equations for $N$ unknown coefficients $\tilde{a}_i$, $i = 1, \ldots, N$. Therefore, the used approach is the so-called Galerkin method with
numerical integration \[O(2N^2)\]. The algebraic equations (4.57) are solved using LU factorization of the eigenbasis matrix which appears on the RHS. Thus, the overall theoretical cost of computing the RHS is of order \(O(2N^2)\). The advantage of using the eigenbasis \(e_i(x)\) as expansion functions in (4.54) is threefold. First, the boundary conditions at the poles of three-sphere are automatically satisfied (see also discussion in Appendix B); second, the linear part of the equation (4.56) can be computed exactly; and finally, this allows for a direct comparison with perturbative calculations.

The total energy of a perturbation \(u\), expressed by the integral (3.99), can be computed in the following convenient way. Given a function decomposition into the \(N\) eigenbasis functions, as in (4.54), the last term in the integrand (3.99) can be written as
\[
\csc^2 x \left( S + \frac{u}{4} \right) u^3 = \sum_{j=0}^{4N+2} b_j \cos(jx). \tag{4.59}
\]

Since
\[
\int_0^\pi \cos(jx) \, dx = \begin{cases} \pi, & j = 0, \\ 0, & j \neq 0, \end{cases}
\tag{4.60}
\]
and because the energy associated with the linear part of governing equation can be easily calculated for \(u\) given as the expansion (4.54), we get a numerically convenient representation for the energy
\[
E[u; S] = \frac{1}{2} \sum_{i=1}^{N} E_i + \pi \bar{b}_0, \tag{4.61}
\]
where
\[
E_i := \dot{u}_i^2 + \omega_i^2 u_i^2, \tag{4.62}
\]
are eigenmode energies and
\[
\bar{b}_0 = \frac{1}{\pi} \int_0^\pi \csc^2 x \left( S + \frac{u}{4} \right) u^3 \, dx. \tag{4.63}
\]

The Fourier coefficient \(\bar{b}_0\) can be easily computed by solving the linear system of equations from (4.59)
\[
\csc^2 x \left( S + \frac{u}{4} \right) u^3 \bigg|_{x=x_k} = \sum_{j=0}^{4N+2} b_j \cos(jx_k), \quad x_k = \frac{2k - 1}{2K + 1}. \tag{4.64}
\]

\(k = 1, \ldots, K = 4N+3\). We integrate the system of equations (4.55) and (4.56) using the partitioned Runge-Kutta method (PRK) (see Appendix C.4). The symplectic methods for general Hamiltonian systems are necessarily implicit. Nevertheless, for systems with separable Hamiltonians, which is the case for the problem at hand, there exist a class of explicit PRK. Therefore, here we can have benefits of using the symplectic integrator with little computational cost (or with no cost at all since stable evolution it suffices to take integration step of order \(O(1/N)\) for the problem at hand) to have an energy conservation over very long time-integration intervals. The superiority of symplectic time-integration algorithms is advocated in the following sections.

\*This is easy to show noting the form of eigenbasis expressed in terms of Jacobi polynomials (3.101). The \(P_j^\alpha(x)\) is a polynomial of order \(j\) in \(x\) so \(e_j(x) \sim \sin^2(x) \cos((j-1)x)\), and the highest Fourier mode present in \(j\)-th eigenmode is \(e_j(x) \sim \cos((j+1)x)\). Thus for \(u\) with the eigenmode decomposition (4.54) the highest Fourier mode of the nonlinear term in (4.59) would be \(u^4 / \sin^2 x \sim \cos(3(N+1)x) \cos((N-1)x) \sim \cos((4N+2)x)\).
4.2. Weakly nonlinear perturbations

In this section we concentrate on analytic methods which we use to describe solutions to (3.94) with small initial data \(0 < |\epsilon| \ll 1\)

\[
u(0, x) = \epsilon f(x), \quad \dot{\nu}(0, x) = \epsilon g(x),
\]

where \(f, g : [0, \pi] \rightarrow \mathbb{R}\) are smooth functions, fulfilling the regularity conditions—being even functions of \(x\) at both poles of \(S^3\). We consider initial conditions with single eigenmode only. For such restricted initial conditions the derivation of perturbative solutions is straightforward and the systematic analysis is relatively easy—for more generic data this would be hardly possible. The results of such analysis gives insight into the dynamics because they reveal the structure of interactions between the eigenmodes coupled through nonlinearity. In particular it shows that for the dispersive case resonances are equally common as for the nondispersive case. Moreover, these perturbative calculations will serve as a starting point in the construction of time-periodic solutions. Motivated by this we impose the following initial data

\[
u(0, x) = \epsilon e_\gamma(x), \quad \dot{\nu}(0, x) = 0,
\]

where \(\gamma \in \mathbb{N}\) is a fixed eigenmode index and the amplitude \(\epsilon\) will serve as an expansion parameter.

Poincaré-Lindstedt method

Due to the nonlinearity of the Eq. (3.94), it is natural to expect that the coefficient of the eigenmode \(e_\gamma(x)\) will no longer be a harmonic function oscillating with the eigenmode natural frequency \(\omega_\gamma\). We assume that its oscillation frequency \(\Omega(\epsilon)\) will depend on the magnitude of initial data and will reduce to \(\omega_\gamma\) in the limit \(\epsilon \rightarrow 0\). To simplify the perturbative calculation we introduce the new time variable by the simple rescaling

\[
t = \Omega(\epsilon) t.
\]

Eq. (3.94) written in terms of \(t\) is

\[
\Omega^2 \frac{\partial^2 u}{\partial t^2} + Lu + \csc^2 x (3S + u) u^2 = 0,
\]

(we use notation set in (3.96) for the linear differential operator \(L\)). Then, we expand both, the solution \(u\) and the frequency \(\Omega\), in power series in \(\epsilon\)

\[
u(t, x; \epsilon) = \sum_{j \geq 1} \epsilon^j u_j(t, x),
\]

\[
\Omega(\epsilon) = \omega_\gamma + \sum_{j \geq 1} \epsilon^j \xi_j.
\]

The \(\xi_j\) are unknown constants to be determined by the requirement that all \(u_j\) are uniformly bounded for \(t \rightarrow \infty\). Plugging (4.69) and (4.70) into (4.67) and performing Taylor expansion in \(\epsilon\) we get a series of initial value problems for the \(u_j\); we give here
the lowest order equations which are essential in these considerations

\[ \omega_\gamma \frac{\partial^2 u_1}{\partial \tau^2} + Lu_1 = 0, \quad (4.71) \]

\[ \omega_\gamma \frac{\partial^2 u_2}{\partial \tau^2} + Lu_2 = -3 \csc^2 x S u_1^2 - 2 \xi_1 \omega_\gamma \frac{\partial^2 u_1}{\partial \tau^2}, \quad (4.72) \]

\[ \omega_\gamma \frac{\partial^2 u_3}{\partial \tau^2} + Lu_3 = -\csc^2 x u_1 \left( u_1^2 + 6S u_2 \right) - \left( \xi_1^2 + 2 \xi_2 \omega_\gamma \right) \frac{\partial^2 u_1}{\partial \tau^2} - 2 \xi_1 \omega_\gamma \frac{\partial^2 u_2}{\partial \tau^2}, \quad (4.73) \]

\[ \omega_\gamma \frac{\partial^2 u_4}{\partial \tau^2} + Lu_4 = -3 \csc^2 x \left( u_1^2 u_2 + S u_2^3 + 2S u_1 u_3 \right) - 2 \left( \xi_1 \xi_2 + \xi_3 \omega_\gamma \right) \frac{\partial^2 u_2}{\partial \tau^2} - \left( \xi_1^2 + 2 \xi_2 \omega_\gamma \right) \frac{\partial^2 u_3}{\partial \tau^2}, \quad (4.74) \]

The solution of (4.71) with initial conditions (4.66) is

\[ u_1(\tau, x) = \cos \tau e_1(x). \quad (4.75) \]

The higher order equations, in particular (4.72)-(4.74), are solved as follows. We assume that at the order \( \lambda \geq 2 \) the solution is given as a linear combination of the eigenbasis functions

\[ u_j(\tau, x) = \sum_{j \geq 1} \hat{u}_{j,k} \tau e_j(x). \quad (4.76) \]

Then, projecting a particular perturbative equation onto the successive eigenmodes we find that the evolution of the expansion coefficients \( \hat{u}_{j,k} \) in (4.76) is governed by the system of second order inhomogeneous ODEs

\[ \omega_\gamma^2 \frac{d^2 \hat{u}_{j,k}(\tau)}{d\tau^2} + \omega_k^2 \hat{u}_{j,k}(\tau) = \left( e_k \left| s_j(\tau, \cdot) \right. \right), \quad k \in \mathbb{N}, \quad (4.77) \]

where \( s_j(\tau, x) \) denote the source terms of the perturbative equations (the first three of them are the RHSs of Eqs. (4.72)-(4.74)). Solving these with the zero initial conditions

\[ \hat{u}_{j,k}(0) = \frac{d\hat{u}_{j,k}(0)}{d\tau} = 0, \quad (4.78) \]

coming from our choice (4.66) we determine the unique solution. It turns out that at each perturbative order \( \lambda \geq 2 \) the system (4.77) is finite, since the RHS vanishes for \( k > k_0(\tau, \lambda) \), this implies that the solution (4.76) is a finite combination of the eigenmodes.

It may happen that the projection on a given mode \( k \) contains the frequency \( \omega_k/\omega_\gamma \). Such terms give rise the secular terms in solution \( \hat{u}_{j,k} \), i.e. terms which grow linearly with time \( \tau \) (the ratio \( \omega_k/\omega_\gamma \) does not have to be an integer number). The idea behind the transformation (4.67) and the associated perturbative expansion (4.70) is to use the free parameters \( \xi_1 \) to systematically remove secular terms appearing in successive orders of perturbative calculation. Since, there is only one such parameter available at each order,
whenever there appear more then one secular terms, due to the resonant interactions between consecutive orders of perturbative expansion, the scheme breaks down.

We show in the following that the Poincaré-Lindstedt method applied to the considered problem yields the $\mathcal{O}(\epsilon^3)$ accurate, uniformly bounded result for both the resonant and nonresonant cases but it breaks down at the 4th order due to an unremovable resonance. There is one special case for the perturbations of the kink solution with the fundamental mode, $\gamma = 1$ case, where the perturbative procedure can be continued indefinitely with no secular terms appearing at all. Below we present the results of the perturbative calculations and point out their drawbacks by comparing them with the numerical solution. Since the resonant and nonresonant cases are distinct we consider them separately. In the following section we show how using a multiple-scale approach one can perturbative formulae which provide better approximations of solutions.

**Vacuum sector perturbations** A careful analysis of generated perturbative series solutions, for several choices of $\gamma$ in the first order approximation (4.75), gives the following eigenmode decomposition of the lowest terms in perturbative approximation (4.69)

$$u_2(\tau, x) = \sum_{j=1}^{\gamma} \hat{u}_{2j-1}(\tau) e_{2j-1}(x), \quad (4.79)$$

$$u_3(\tau, x) = \begin{cases} 
\sum_{j=1}^{(3\gamma+1)/2} \hat{u}_{3j-1}(\tau) e_{2j-1}(x), & \text{for } \gamma \text{ odd,} \\
\sum_{j=1}^{3\gamma/2} \hat{u}_{3j}(\tau) e_{2j}(x), & \text{for } \gamma \text{ even,}
\end{cases} \quad (4.80)$$

$$u_4(\tau, x) = \sum_{j=1}^{2\gamma} \hat{u}_{4j-1}(\tau) e_{2j-1}(x). \quad (4.81)$$

For odd $\gamma$ there are only odd eigenmodes present in the solution, whereas the even modes are excited only for even $\gamma$ at odd perturbative orders. The expansion of $\Omega$ also depends on the parity of $\gamma$, namely for even $\gamma$ there are only even powers of $\epsilon$ in (4.70) present, while for $\gamma$ odd this perturbative series has no fixed parity.

It turns out that at the fourth order there are always more than one resonances present for any choice of $\gamma$. By inspection we find that the secular terms in (4.81) appear for the eigenmodes

$$\{e_{2j-1}(x) \mid j = 1, \ldots, \gamma + 1 \} \cup \{e_\gamma(x)\}, \quad (4.82)$$

The resonance for $e_\gamma(x)$ can always be removed by a suitable choice of the frequency shift parameter $\xi_3$. Thus the number of resonances at the fourth perturbative order is equal $(\gamma + 1)$ or $\gamma$, depending of the parity of $\gamma$.

Here we give the fourth order accurate result of calculations for $\gamma = 1$ (the simplest case), which includes the frequency expansion

$$\Omega(\epsilon) = 2 - \frac{5}{6\pi} \epsilon^2 - \frac{5}{3\sqrt{6\pi}3/2} \epsilon^3 + \mathcal{O}(\epsilon^4), \quad (4.83)$$
Figure 4.12: Comparison of perturbative solution given in (4.83) and (4.84) derived using the Poincaré-Lindstedt method (blue line) with full numerical evolution (green line). The single mode $\gamma = 1$ initial conditions (4.66) were imposed with the amplitude $\epsilon = 1/10$. Top panel. The perturbative solution gives uniformly bounded and relatively good approximation for the coefficient $\hat{u}_1(t)$, however it does not describe its small amplitude modulation. Bottom panel. Due to an unremovable resonance the perturbative solution for $\hat{u}_3(t)$ contains the secular term (see Eq. (4.84)). The perturbative solution is thus expected to break down at time $t \sim 1/(2 \epsilon^2)$. This is indeed visible on the bottom graph, while for early times ($t \lesssim 500$) the amplitude of the mode grows linearly in time, it then decreases—the long-time evolution of $\hat{u}_3(t)$ exhibits beating oscillations. This indicates some kind of recurrence in this system, the energy initially deposed in fundamental mode moves to higher modes and then returns almost periodically. The regular perturbation expansion fails to predict this effect.

and the solution profile

\[
\begin{align*}
  u(\tau, x; \epsilon) &= \epsilon \cos \tau e_1(x) + \epsilon^2 \frac{1}{2\sqrt{6\pi}} (-3 + 2 \cos \tau - \cos 2\tau)e_1(x) \\
  &\quad + \epsilon^3 \left[ \frac{1}{144\pi} (-72 + 41 \cos \tau + 24 \cos 2\tau + 7 \cos 3\tau)e_1(x) \\
  &\quad + \frac{1}{72\sqrt{5\pi}} (5 \cos \tau - 4 \cos 2\tau - \cos 3\tau)e_3(x) \right]
\end{align*}
\]
+ $\epsilon^4 \left[ \frac{\sqrt{6}}{864 \pi^{3/2}} (-180 + 91 \cos \tau + 64 \cos 2 \tau + 21 \cos 3 \tau + 4 \cos 4 \tau) e_1(x) + \frac{1}{2880 \sqrt{30 \pi^{3/2}}} (-525 + 760 \cos \tau + 16 \cos 2 \tau - 216 \cos 3 \tau - 35 \cos 4 \tau - 420 \sin 2 \tau) e_5(x) \right] + \mathcal{O} (\epsilon^5) , \quad (4.84)$

which up to the fifth order is approximated with only two eigenmodes $e_1(x)$ and $e_5(x)$. Note the presence of the secular term in the coefficient of the $e_3(x)$ mode, as given by (4.82). Fig. 4.12 shows the comparison of (4.83) and (4.84) with the numerical solution. Whereas the perturbative solution provides good approximation to the true solution for moderate values of $\epsilon$ and early times, it fails to predict the long-time behaviour of the solution. The secular term in (4.84) destroys the approximation to $\hat{u}_3(t)$, where we observe beating oscillations in numerical solution. The similar structure, the amplitude modulation of $\hat{u}_1(t)$, as read off from Eqs. (4.83) and (4.84), is also not recovered by Poincaré-Lindstedt method\[†\]. To summarize, the derived expansion explains characteristic staircase energy spectra for a single mode initial conditions, see Fig 4.13 and provides reasonable approximation for times of order $t \lesssim (\omega_0\epsilon^4)^{-1}$. Due to large number of unremovable resonances the Poincaré-Lindstedt method does not give a uniformly bounded approximation; it also fails to reproduce observed amplitude modulations of the eigenmodes.

In order to obtain a better approximation we will use a multiple-scale approach and show here the results for this particular case ($\gamma = 1$), but first we apply the Poincaré-Lindstedt method to the dispersive case.

**Kink sector perturbations** The analogous analysis for the perturbations of the kink solution $S = \cos x$ leads to very similar result for the eigenmode decomposition

\[ u_2(\tau, x) = \sum_{j=1}^{\gamma} \hat{u}_{2,2j} (\tau) e_{2j}(x), \quad (4.85) \]

\[ u_3(\tau, x) = \begin{cases} 
(3\gamma+1)/2 
\sum_{j=1}^{(3\gamma+1)/2} \hat{u}_{3,2j-1} (\tau) e_{2j-1}(x), & \text{for } \gamma \text{ odd}, \\
3\gamma/2 
\sum_{j=1}^{3\gamma/2} \hat{u}_{3,2j} (\tau) e_{2j}(x), & \text{for } \gamma \text{ even},
\end{cases} \quad (4.86) \]

\[ u_4(\tau, x) = \sum_{j=1}^{2\gamma} \hat{u}_{4,2j} (\tau) e_{2j}(x). \quad (4.87) \]

Here in contrast to the previous case, for even $\gamma$ the solution consist of even eigenmodes only (the frequency expansion has both even and odd terms), while for odd $\gamma$ th solution contains also the odd modes present at odd perturbative orders (the frequency is an even function in $\epsilon$).

\[†\] Even if we continue the perturbative calculation in order to obtain better approximation to the true solution, allowing in the same time for secular terms, we would get only the secular term $\epsilon^6 \tau$ in $\hat{u}_1(t)$ and no terms which recover the fine structure of time evolution of $\hat{u}_1(t)$.
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Figure 4.13: The energy spectra (with energy of eigenmode $j$ defined in Eq. (4.62)) for a single eigenmode initial data (4.66) exhibits characteristic staircase form. Due to the nonlinear interactions, the eigenmodes are excited in groups of comparable amplitudes. This structure is correctly predicted by the perturbative calculation. To emphasize the separation between the eigenmode clusters we have taken small initial amplitude $\epsilon = 10^{-6}$. This forced us to use the extended precision arithmetic calculations, with up to 200 significant digits, carried by the Mathematica. Here we plot the snapshot at $t = 2\pi$, at later times the character of the spectra stays unaltered. Top panel. The vacuum perturbation by eigenmode $\gamma = 10$. At the leading order, excluding $e_1(x)$ which dominates the evolution, there are $e_1(x), e_3(x), \ldots, e_{19}(x)$ present, a lower order contribution is due to eigenmodes $e_2(x), e_4(x), \ldots, e_{30}(x)$, and $e_1(x), e_3(x), \ldots, e_{39}(x)$ are excited at fourth order, as stated in (4.79)-(4.81). Bottom panel. The kink perturbation with eigenmode $\gamma = 18$. Due to the symmetry, only even modes are excited for that case. Here again the perturbative result (4.85)-(4.87) predicts observed spectra; the highest index of excited eigenmode is 36 in second, 54 in third and 72 in fourth order.

The secular terms at fourth order are produced for the eigenmodes (for $\gamma \neq 1$)

$$\{e_{2j}(x) \mid j = 1, \ldots, \gamma\} \cup \{e_\gamma(x)\},$$  \hspace{1cm} (4.88)

and the secular term for the eigenmode $e_\gamma$ can always be eliminated by correctly setting the value of the parameter $\xi$. So there are $\gamma$ or $(\gamma - 1)$ resonant terms (depending of the parity of $\gamma$) at fourth order. The case $\gamma = 1$ is special in the sense that there appears only one resonance (for the eigenmode $e_1(x)$) at any order $\lambda \geq 2$. This resonant term can be removed by setting $\xi_{1-1} = 0$. Therefore, for the fundamental eigenmode perturbation of the kink solution the nonlinearity does not affect the oscillation frequency.

Secondly, because of lack of additional resonances, since we can remove resonances at each perturbative order, the Poincaré-Lindstedt method gives a uniformly bounded approximation up to an arbitrarily high order.

Here, as an example, we give the fourth order accurate solution for $\gamma = 1$ (for $\gamma > 1$...
the formulae are much more complex

\[ \Omega(\epsilon) = 1 + \mathcal{O}(\epsilon^5), \]  

(4.89)

\[ u(\tau, x; \epsilon) = \epsilon \cos \pi \epsilon_1(x) + \epsilon^2 \frac{1}{6\sqrt{\pi}} \left( -1 - 3 \cos(2\tau) + 4 \cos\left(\sqrt{6}\tau\right) \right) e_2(x) \]

\[ + \epsilon^3 \left[ \frac{1}{18\pi} \left( 23 \cos(\tau) + \cos(3\tau) + \left( -12 - 4\sqrt{6} \right) \cos\left(\tau - \sqrt{6}\tau\right) \right) \right. \]

\[ + \left. \left( 4\sqrt{6} - 12 \right) \cos\left(\sqrt{6}\tau + \tau\right) e_1(x) \right] \]

\[ + \frac{\sqrt{5}}{36\pi} \left( 3 \cos(\tau) + 5 \cos(3\tau) + 16 \cos\left(\sqrt{13}\tau\right) \right) e_3(x) \]

\[ + \left( 4\sqrt{6} - 12 \right) \cos\left(\tau - \sqrt{6}\tau\right) + \left( -12 - 4\sqrt{6} \right) \cos\left(\sqrt{6}\tau + \tau\right) \]  

\[ e_2(x) \]

\[ + \epsilon^4 \left[ \frac{1}{864\pi^{3/2}} \left( 215 + 1068 \cos(2\tau) + 45 \cos(4\tau) - 3504 \cos\left(\sqrt{6}\tau\right) + 48 \cos\left(2\sqrt{6}\tau\right) \right) \right. \]

\[ - 216 \cos\left(2\tau - \sqrt{6}\tau\right) - 216 \cos\left(\sqrt{6}\tau + 2\tau\right) + \left( 1280 + 320\sqrt{3} \right) \cos\left(\tau - \sqrt{13}\tau\right) \]

\[ + \left( 1280 - 320\sqrt{13} \right) \cos\left(\sqrt{13}\tau + \tau\right) e_2(x) \]

\[ - \frac{1}{3168\pi^{3/2}} \left( 147\sqrt{3} + 220\sqrt{3} \cos(2\tau) + 385\sqrt{3} \cos(4\tau) - 528\sqrt{3} \cos\left(\sqrt{6}\tau\right) \right) \]

\[ - 528\sqrt{3} \cos\left(2\sqrt{6}\tau\right) - 1632\sqrt{3} \cos\left(\sqrt{22}\tau\right) \]

\[ + \left( 2112\sqrt{2} - 1848\sqrt{3} \right) \cos\left(2\tau - \sqrt{6}\tau\right) \]

\[ + \left( -2112\sqrt{2} - 1848\sqrt{3} \right) \cos\left(\sqrt{6}\tau + 2\tau\right) \]

\[ + \left( 2816\sqrt{3} - 704\sqrt{39} \right) \cos\left(\tau - \sqrt{13}\tau\right) \]

\[ + \left( 2816\sqrt{3} + 704\sqrt{39} \right) \cos\left(\sqrt{13}\tau + \tau\right) e_2(x) \]

\[ + \mathcal{O}(\epsilon^5). \]  

(4.90)

Note the presence of both rational and irrational frequencies in the above formula. In this special case (lack of secular terms) the perturbative result (which is uniformly bounded) provides satisfactory approximation to the numerical data, see Fig. 4.14. A very slow growth of difference between the numerical and analytical solutions is due to the systematic change in phase of the signals (both numerical and analytical solutions stay bounded). This error is reduced with order of perturbative approximation. We have noted that phase error increases with \( \gamma \). We show the \( \gamma = 2 \) case on Fig. 4.15 which is qualitatively similar to \( \gamma = 1 \) except that we get one secular term in the \( \hat{u}_4(t) \) coefficient, see Eq. (4.88). The fourth order accurate approximation contains only even modes, up to \( e_8(x) \), as given in (4.85)-(4.87). For the coefficient \( \hat{u}_2(t) \) the perturbative result is sufficient, while for higher modes, the \( \hat{u}_n(t) \) shown here, we observe a significant phase shift with respect to numerical solution. In that case, the Poincaré-Lindstedt method is capable to capture the slow modulation of fast oscillations, especially for early times.
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Figure 4.14: The plot showing the comparison of the perturbative solution derived using Poincaré-Lindstedt method (blue line) with numerical solution (green line) and the difference of both (purple line). The single mode $\gamma = 1$ initial conditions (4.66) were imposed with the amplitude $\varepsilon = 1/10$. **Top panel.** The fourth order accurate series expansion (4.90) provides good approximation for the coefficient $\hat{u}_1(t)$. **Middle panel.** The divergence of perturbative approximation for $\hat{u}_2(t)$ slowly grows with time. This variance is caused by systematic phase change between the numerical and analytical solutions. **Bottom panel.** The beating oscillations of eigenmode coefficients are predicted by the low order perturbative calculation.

**Multiple-scale approach**

We employ an alternative to the Poincaré-Lindstedt method namely the multiple-scale approach [15, 100] to derive perturbative approximation to the numerical solution shown in Section 4.2.2 on Fig. 4.12. In order to simplify the analysis and shorten the
Figure 4.15: The plot showing the comparison of the perturbative solution derived using Poincaré-Lindstedt method (blue line) with numerical solution (green line). The single mode $\gamma = 2$ initial conditions (4.66) were imposed with the amplitude $\epsilon = 1/10$. Top panel. The fourth order accurate series expansion provides good approximation for the coefficient $\hat{u}_2(t)$. Middle panel. The presence of the resonance at fourth perturbative order causes the eigenmode coefficient $\hat{u}_4(t)$ to grow unboundedly when $t \to \infty$. The break down of perturbative expansion at time $t \sim 1/\sqrt{6} \, \epsilon^3$ is clearly visible. Bottom panel. Despite the fact that for early times the perturbative result conforms with numerical solution, for late times there is significant phase shift between the signals of $\hat{u}_6(t)$. Similar behaviour is observed for the coefficient $\hat{u}_8(t)$ which is excited at fourth order (not shown here).

presentation we proceed as follows. As we have seen in the previous section, for the case of $S = 1$ and $\gamma = 1$ the solution (4.84) is approximated (up to the fourth perturbative expansion) with only two eigenmodes $e_1(x)$ and $e_2(x)$. Therefore assuming
\( \Phi(t,x) = \hat{u}_i(t) \Phi_i(x) + \hat{u}_j(t) \Phi_j(x) \), and evaluating the eigenmode projections as in (4.56) we derived the evolution equations for the expansion coefficients

\[
\frac{d^2\hat{u}_1}{dt^2} + 4\hat{u}_1 = -\frac{20}{9\pi} \hat{u}_1^3 - \frac{2}{3\pi} \left( 3\sqrt{6\pi} - \sqrt{5\pi} \right) \hat{u}_1^2
\]

\[
- \frac{68}{15\pi} \hat{u}_3^2 \hat{u}_1 - \frac{2}{225\pi} \left( 46\sqrt{5\pi} + 225\sqrt{6\pi} \right) \hat{u}_1^2,
\]

\[
\frac{d^2\hat{u}_3}{dt^2} + 16\hat{u}_3 = -\frac{872}{225\pi} \hat{u}_3^2 - \frac{4}{15\sqrt{5\pi}} (23\hat{u}_1 + 24\sqrt{6\pi}) \hat{u}_3^2
\]

\[
- \frac{4}{15\pi} \left( 17\hat{u}_1 + 15\sqrt{6\pi} \right) \hat{u}_3 + \frac{2\sqrt{5}}{9\pi} \hat{u}_3^3.
\]

(4.91a)

(4.91b)

This system of coupled ODEs is supplied with the following initial conditions

\[
\hat{u}_1(0) = \epsilon, \quad \frac{d\hat{u}_1}{dt}(0) = 0,
\]

\[
\hat{u}_3(0) = 0, \quad \frac{d\hat{u}_3}{dt}(0) = 0, \quad (4.92)
\]

to match the condition (4.66) with \( \gamma = 1 \). Of course the solution of (4.91) will not be a solution to the original problem (3.94), however as we have seen in perturbative calculation these problems are equivalent up to and including fourth order. Thus the approximate solution to (4.91) will be a good approximation to (3.94) (for this specific initial conditions) and at the same time the analysis of the system (4.91) is much easier.

Following the multiple-scale approach we introduce two times: the fast time \( T_0 = t \) and the slow time \( T_2 = \epsilon^2 t \), and treat them as independent variables. We assume

\[
\hat{u}_1(t) = \sum_{\ell \geq 1} \epsilon^\ell \hat{u}_{1,\ell}(T_0, T_2),
\]

\[
\hat{u}_3(t) = \sum_{\ell \geq 1} \epsilon^\ell \hat{u}_{3,\ell}(T_0, T_2),
\]

(4.93)

(4.94)

where the expansion coefficients are functions of both slow and fast times. The second derivative in (4.91) is then replaced by

\[
\frac{d^2}{dt^2} = \frac{\partial^2}{\partial T_0^2} + 2\epsilon^2 \frac{\partial^2}{\partial T_0 \partial T_2} + \epsilon^4 \frac{\partial^2}{\partial T_2^2}.
\]

(4.95)

The general solution to the linear order approximation of (4.91) is

\[
\hat{u}_{1,1}(T_0, T_2) = a_{1,1}(T_2) \cos 2T_0 + b_{1,1}(T_2) \sin 2T_0,
\]

\[
\hat{u}_{3,1}(T_0, T_2) = a_{3,1}(T_2) \cos 4T_0 + b_{3,1}(T_2) \sin 4T_0.
\]

(4.96)

where the integration constants are now functions of \( T_2 \). Next, we solve the second order perturbative equations imposing generic initial conditions

\[
\hat{u}_{1,2}(0, T_2) = a_{1,2}(T_2), \quad \frac{\partial\hat{u}_{1,2}}{\partial T_0}(0, T_2) = b_{1,2}(T_2),
\]

\[
\hat{u}_{3,2}(0, T_2) = a_{3,2}(T_2), \quad \frac{\partial\hat{u}_{3,2}}{\partial T_0}(0, T_2) = b_{3,2}(T_2).
\]

(4.97)
with free functions $a_{1,2}(T_2)$, $b_{1,2}(T_2)$, $a_{3,2}(T_2)$ and $b_{3,2}(T_2)$ to be determined later. Since no resonances occur at second order the solution, $\hat{u}_{1,2}$ and $\hat{u}_{3,2}$, stay bounded. The secular terms appear at the third order. The condition that their coefficients vanish is given by the following system of first order ODEs

\begin{align}
    b'_{1,1} &= a_{1,1} \left[ \frac{5}{6\pi} \left( b_{1,1}^2 + a_{1,1}^2 \right) + \frac{17}{15\pi} \left( b_{3,1}^2 + a_{3,1}^2 \right) \right], \\
    a'_{1,1} &= -b_{1,1} \left[ \frac{5}{6\pi} \left( a_{1,1}^2 + b_{1,1}^2 \right) + \frac{17}{15\pi} \left( a_{3,1}^2 + b_{3,1}^2 \right) \right], \\
    b'_{3,1} &= a_{3,1} \left[ \frac{17}{30\pi} \left( b_{1,1}^2 + a_{1,1}^2 \right) + \frac{409}{600\pi} \left( b_{3,1}^2 + a_{3,1}^2 \right) \right], \\
    a'_{3,1} &= -b_{3,1} \left[ \frac{17}{30\pi} \left( a_{1,1}^2 + b_{1,1}^2 \right) + \frac{409}{600\pi} \left( a_{3,1}^2 + b_{3,1}^2 \right) \right],
\end{align}

whose solution determines $\hat{u}_{1,1}$ and $\hat{u}_{3,1}$ uniquely. The structure of (4.98) admits solutions of the form\footnote{This is easy to show that $a_{1,1}^2 + b_{1,1}^2$ and $a_{3,1}^2 + b_{3,1}^2$ are constant. From this we get (4.99a)-(4.99d).}

\begin{align}
    a_{1,1}(T_2) &= a_1 \cos(\beta_1 T_2 + \theta_1), \\
    b_{1,1}(T_2) &= a_1 \sin(\beta_1 T_2 + \theta_1), \\
    a_{3,1}(T_2) &= a_3 \cos(\beta_3 T_2 + \theta_3), \\
    b_{3,1}(T_2) &= a_3 \sin(\beta_3 T_2 + \theta_3).
\end{align}

The parameters $\alpha_i$ and $\beta_i$ are not independent, plugging (4.99) into (4.98) gives

\begin{align}
    \beta_1 &= \frac{1}{30\pi} \left( 25a_1^2 + 34a_3^2 \right), \\
    \beta_3 &= \frac{1}{600\pi} \left( 340a_1^2 + 409a_3^2 \right).
\end{align}

We take the amplitudes $a_1 = 1$, $a_3 = 0$ and the phases $\theta_1 = \theta_3 = 0$ in order to match the initial conditions (4.92). From this we see that the first order approximation (4.96) reduces to

\begin{align}
    \hat{u}_{1,1}(T_0, T_2) &= \cos \left( 2T_0 - \frac{5}{6\pi} T_2 \right), \\
    \hat{u}_{3,1}(T_0, T_2) &= 0,
\end{align}

which is exactly the same what we get using the Poincaré-Lindstedt approach, cf. Eqs. (4.33) and (4.34). Going to the fourth perturbative order we find the conditions for the absence of secular terms, which are two pairs of linear ODEs, namely

\begin{align}
    b'_{1,2} - \frac{5}{6\pi} \sin \left( \frac{5}{3\pi} T_2 \right) b_{1,2} &= \frac{5}{3\pi} \left[ 2 + \cos \left( \frac{5}{3\pi} T_2 \right) \right] a_{1,2} + \frac{5}{4\pi^{3/2}} \sqrt{\frac{3}{2}} \\
    &+ \frac{5}{6\sqrt{6\pi^{3/2}}} \left[ 5 \cos \left( \frac{5}{3\pi} T_2 \right) + \frac{1}{2} \cos \left( \frac{10}{3\pi} T_2 \right) \right], \\
    a'_{1,2} + \frac{5}{6\pi} \sin \left( \frac{5}{3\pi} T_2 \right) a_{1,2} &= \frac{5}{6\pi} \left[ -1 + \frac{1}{2} \cos \left( \frac{5}{3\pi} T_2 \right) \right] b_{1,2} \\
    &- \frac{5}{12\sqrt{6\pi^{3/2}}} \left[ \sin \left( \frac{5}{3\pi} T_2 \right) + \frac{1}{2} \sin \left( \frac{10}{3\pi} T_2 \right) \right],
\end{align}

\footnote{}
Figure 4.16: The comparison of the multiple-scale perturbative calculations with numerical solution of (4.91)-(4.92) with $\varepsilon = 1/10$. The perturbative solution (blue line) recovers qualitatively subtle features of numerical solution (green line) as opposed to Poincaré-Lindstedt approach, cf. Fig. 4.12. Top and middle panels. The approximation (4.101) contains only phase change, and does not predict amplitude modulation to $\hat{u}_1(t)$, whereas the third order accurate (4.105) formula gives qualitatively satisfactory result for the beating oscillations of $\hat{u}_3(t)$. Bottom panel. Despite the fact that the perturbative solution does not contain the term reproducing the $\hat{u}_1(t)$ modulation the approximation to $u''(t, 0)$ (see discussion in text) resembles numerical result quite well.
4.2. Yang-Mills on Einstein Universe

and

\[ b'_{3,2} - \frac{34}{15\pi} a_{3,2} = \frac{7}{6\sqrt{30}\pi^{3/2}} \cos \left( \frac{5}{3\pi} T_2 \right), \]

\[ a'_{3,2} + \frac{17}{120} b_{3,2} = \frac{7}{24\sqrt{30}\pi^{3/2}} \sin \left( \frac{5}{3\pi} T_2 \right), \]

(4.103)

The solution to (4.103) with the initial conditions \( a_{3,2}(0) = b_{3,2}(0) = 0 \) is

\[ a_{3,2}(T_2) = \frac{7}{132} \sqrt{\frac{5}{6\pi}} \left( \cos \left( \frac{17}{30\pi} T_2 \right) - \cos \left( \frac{5}{3\pi} T_2 \right) \right), \]

\[ b_{3,2}(T_2) = \frac{7}{33} \sqrt{\frac{5}{6\pi}} \left( \sin \left( \frac{17}{30\pi} T_2 \right) - \sin \left( \frac{5}{3\pi} T_2 \right) \right). \]

(4.104)

This gives an unique second order accurate approximation to \( \hat{u}_3 \), which has the following form

\[ \hat{u}_{3,2}(T_0, T_2) = -\frac{7}{66} \sqrt{\frac{5}{6\pi}} \sin \left( \frac{11}{20\pi} T_2 \right) \sin \left( 4T_0 - \frac{67}{60\pi} T_2 \right). \]

(4.105)

Unfortunately this approach also gives \( \hat{u}_{1,2}(T_0, T_2) \sim T_2 \) (the solution to (4.102) with the initial conditions \( a_{1,2}(0) = b_{1,2}(0) = 0 \) contains secular term \( T_2 \)). This inconsistency should be removed when even slower time scales (like \( \epsilon^4 t \)) were included. Nonetheless, using multiple-scale approach we were able to provide the approximation to the system (4.91), which reproduces beating oscillations of the amplitude \( \hat{u}_3(x) \). This is seen on Fig. 4.16 where we compare the perturbative result, including only the leading order terms, i.e. first order for \( \hat{u}_1(t) \) as given in Eq. (4.101), and the second order approximation to \( \hat{u}_3(t) \), the formula (4.105). The beating oscillation of the former is quite well recovered, as opposed to the Poincaré-Lindstedt method, while the conformity of fast oscillations is modest. Neglecting second order approximation to \( \hat{u}_1(t) \), because of presence of the secular term, we have been able to provide only the phase frequency shift, as in previous section. However, if we look back at the starting problem of finding approximate solution to (3.94) (with \( S = 1 \)) and for initial conditions (4.66) with \( \gamma = 1 \) and regard the time evolution of solution profile \( u(t, x) \), not its eigenmode decomposition coefficients, we find this perturbative result quite satisfactory. If we look e.g. at the time evolution of the second spatial derivative at \( x = 0 \), i.e. if we compare the following linear combination

\[ u''(t, 0) \approx 4 \sqrt{\frac{2}{3\pi}} \left( \hat{u}_1(t) + 2\sqrt{5} \hat{u}_3(t) \right). \]

(4.106)

(from (3.104) \( e''(0) = \frac{2}{3\pi} (j + 1) \sqrt{2j(j + 2)}/\pi \)), then we see that the multiple-scale method provides good enough approximation. (As we have seen in perturbative calculations the two mode approximation to \( u(t, x) \) is adequate for fundamental mode initial conditions.) This agreement is easy to understand because the long-time modulation of \( \hat{u}_1(t) \) is subdominant with respect to the modulation of \( \hat{u}_3(t) \) (an effect two orders of magnitude smaller in this case, see Fig. 4.16), additionally the numerical factor \( 2\sqrt{5} \) in this combination amplifies this difference.
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Figure 4.17: The long-time evolution for the gaussian type perturbation \((4.107)\) with \(\varepsilon = 2\) in vacuum topological sector (nondispersive case). Top panel. Higher Sobolev type norms \((4.108)\) with \(s = 1, \ldots, 6\), plotted with different line colors, from bottom to top. These norms tend to grow monotonically for early times, however at long time scales they seem to saturate—no further growth is observed. Bottom panel. The absolute error of conserved energy \(\Delta E \equiv E(t) - E(0)\) shows reliability of spectral discretization and symplectic PRK. Here we have taken \(N = 128\) eigenmodes, PRK method of order 6 and the time-step \(\Delta t = \pi/(4N)\).

4.2.3 Generic initial perturbations

In the previous section we have compared the dynamics for nondispersive and dispersive cases (for perturbations of the static solutions \(S = 1\) and \(S = \cos x\) respectively) for very simple initial conditions, namely a single mode perturbations. In both cases dynamics looks very similar, the remaining eigenmodes are excited—the energy flows from the mode excited initially to other modes. They cluster in groups with similar amount of energy as predicted by the perturbative calculations—a finite range of modes is excited at each perturbative order, see Eqs. \((4.79)-(4.81)\) and \((4.85)-(4.87)\). A characteristic feature of the evolution seen in the eigenmode coefficients is their nontrivial modulated oscillation. In perturbative calculation there appear a number of resonances, for both nondispersive and dispersive cases. Due to the resulting secular term, perturbative expansion method fails to produce a uniformly bounded approximation to the solution. With multiple-scale approach we were able to predict the observed amplitude modulation, at least for special case shown previously, a fundamental mode initial conditions. Due to the nonlinear coupling between the modes dynamics is fairly complicated and hard to describe analytically. Clearly, full understanding of mode interactions is beyond our reach, nevertheless some more general statements concerning the dynamics can be made.
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4.2. Yang-Mills on Einstein Universe

In order to examine this problem further we analyze the dynamics for a generic initial conditions. We choose the Gaussian like localized distribution as the initial condition

\[ u(0, x) = 0, \quad \psi(0, x) = \epsilon \frac{\sin^2 x}{2} \exp\left(-4 \sin^2 \left(\frac{x}{2}\right)\right), \quad (4.107) \]

with the amplitude, \( \epsilon \) playing the role of the control parameter. Smoothness of chosen function profile implies that the generalized Fourier coefficients of \( \psi(0, x) \) fall off exponentially. Due to the global existence results for the Cauchy problem in this model, such solution stays smooth for all times, so its generalized Fourier coefficients will always exhibit exponential fall off with no polynomial tail, in contrast to the model of previous section. The nonlinearity would cause this spectrum to evolve in time. In this case a perturbative calculation, similar to the previous sections, would be hardly possible, thus here we rely only on a numerical approach. To analyze the energy transfer, similarly to the model of previous section, we define the Sobolev type energy norms

\[ \|u(t, \cdot)\|_s := \left( \sum_{j \geq 1} (1 + j)^{2s} E_j(t) \right)^{1/2}, \quad s \in \mathbb{N}_0, \quad (4.108) \]

with the eigenmode energies defined in Eq. \( (4.62) \) for the solution represented as in \( (4.54) \). The outcomes of the long-time numerical integration, carried out with the method presented in Section 4.2.1 for the initial conditions \( (4.107) \), with \( \epsilon = 2 \), for both nondispersive and dispersive cases are shown on Fig. 4.17 and Fig. 4.18 respectively.

Figure 4.18: An analogue of Fig. (4.17) for dispersive case (a kink topological sector). Top panel. Higher Sobolev type norms \( (4.108) \) with \( s = 1, \ldots, 6 \), plotted with different line colors, from bottom to top, clearly stay bounded for relatively long times. Bottom panel. Similarly to the previous case the energy is conserved up to the rounding errors.
Figure 4.19: The time evolution of energy spectra of solution with the gaussian like initial conditions (4.107), with the amplitude $\varepsilon = 2$. The snapshots at successive times are labelled by different point types. Top panel. The $S = 1$ case. Note the equilibration of energy spectra. Bottom panel. In the $S = \cos x$ case the slope of energy spectra is greater than for the vacuum case. Also the equilibrium distribution is attained much faster.

Clearly the dynamics in these two cases are completely different. At first glance, a noisy character of plotted quantities for the dispersive case is clearly visible, whereas in the nondispersive case the curves are smooth. This is the sampling effect which causes the time dependence of norms for the dispersive case look irregular. It is an artifact of probing with constant intervals the functions with irrational and rational frequencies which is precisely the case here. A fundamental difference between these two cases concerns the growth and oscillatory behaviour of corresponding norms.

For the nondispersive case the norms grow monotonically for early times, however at later times they saturate and no further growth is observed. Nevertheless a variation of norms is evident. This suggests the energy flow from low to high frequencies and back (see discussion below). Such behaviour is absent in the dispersive case. For perturbations around kink the norms saturate very fast and stay bounded. After the initial phase of energy transfer the energy flow is limited, this is also visible on a energy spectrum given in Fig. 4.19 where we plot the energy distribution among the modes for few
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Figure 4.20: Top panel. The almost recurrence of the solution for nondispersive case (vacuum perturbations). The absolute values of expansion coefficients of $u(t, x)$ and $v(t, x)$ for initial conditions (4.107) with $\epsilon = 2$ (gray; at $t = 0 \hat{u}_j \equiv 0$) and at time $t = 15800\pi$ (red and blue respectively). Not exact recurrence is observed, the higher modes are still excited. Bottom panel. The lowest $j = 1, \ldots, 5$ eigenmode coefficients of $v(t, x)$ at $t = 15800\pi$ almost coincide with the initial configuration decomposition (the difference of the fundamental mode coefficient is of order $10^{-8}$). Since these dominate the solution profiles almost coincide while $u(15800\pi, x)$ stays close to zero. We do not observe such a recurrence in the dispersive (kink perturbations).

instants of time for solutions in both topological sectors.

Moreover, for the nondispersive case we observe the almost recurrence to the initial configuration. If we plot the solution profile at times corresponding to the local minimum of higher norms (4.108), shown on Fig. 4.17 e.g. at time $t = 15800\pi \approx 5 \times 10^4$, the solution profiles almost coincide with the initial data (4.107). We say almost, because not all energy deposited in higher modes returns to the lower modes, as the slope of the energy spectra is almost constant for large times (see Fig. 4.19) and the higher norms do not drop to their initial values, but they decrease sufficiently Fig. 4.17. This recurrence is shown on Fig. 4.20, where we plot the eigenbasis expansion coefficients (4.54) at $t = 0$ and $t = 15800\pi$ (for solution with $\epsilon = 2$). The amplitudes of first five eigenmodes are close to their initial values (with relative difference not larger than $10^{-2}$, while the fundamental mode, which dominates in the $v(t = 15800\pi, x)$ expansion, is approximately equal its initial value with difference of order $10^{-8}$), so the $L^2$ norm of difference is $\|v(t = 15800\pi, \cdot) - v(t = 0, \cdot)\|_{L^2} \approx 10^{-3}$. Additionally, since the expansion coefficients of $u(t = 15800\pi, x)$ are not greater in magnitude than $10^{-3}$ this function is close to 0 (with $\|u(t = 15800\pi, \cdot)\|_{L^2} \approx 10^{-3}$). We observe a similar behaviour when looking at the solution for different times (even with very sparse probing in time) corresponding to successive local minimum of higher norms (Fig. 4.17).
Figure 4.21: The scaling of Sobolev norms \( \|u\|_s / \epsilon \) for nondispersive case (vacuum perturbations) with the amplitude \( \epsilon \) of initial perturbation \( \|u\|_s \) (the line color codes the amplitude). This scaling indicates the convergence to the universal curve, distinct for each family of initial data, as \( \epsilon \to 0 \). We observe such convergence for all norms \( s \geq 1 \) and for other families of initial conditions. No such scaling appear for dispersive case (kink perturbations).

While looking at solutions for the kink case we could not find any such recurrence.

Most remarkably, for the solutions in the vacuum topological sector, with nondispersive spectrum of linear perturbations the norms shown on Fig. 4.17 indicate the scaling property with the amplitude of initial data as shown on Fig. 4.21. The norms defined in (4.108) for any \( s \) almost overlap after rescaling \( \epsilon^{-1} \|u\|_s \) to universal curves for each family of initial conditions. This scaling improves as \( \epsilon \to 0 \). We do not observe this type of scaling for the dispersive case.

Finally, we stress out that using symplectic integration algorithm, the partitioned RK method, gives an enormous advantage of having a numerical solution with constant (up to the double-precision floating-point rounding errors) total energy.

4.3 Conclusions

In this chapter we have considered two models, namely the EKG system confined in a spherical perfectly reflecting cavity and the YM field propagating on the Einstein Universe, to study generic turbulent dynamics of nonlinear waves on bounded domains. These studies concerned mainly the effect the spectrum of linear perturbations (nondispersive and dispersive character) has on the global dynamics (we continue these studies in the next chapter). The spectrum was controlled either by changing boundary conditions (the EKG system) or by considering perturbations of various static solutions (the...
YM equation).

Studying the EKG system in spherical cavity with Dirichlet boundary condition we observed the growth of Ricci scalar (monitored at the origin) with time for arbitrarily small amplitudes \( \epsilon \) of initial perturbations. The characteristic growth of this quantity scales with \( \epsilon \) in the same ways as in the aAdS case. This scaling and its extrapolation for \( \epsilon \to 0 \) supports the conjecture for the instability of AdS space. We draw the same conclusion in the case of the minimally coupled scalar field confined in spherical cavity without cosmological term. We stress that most of the energy is transferred during the implosion of the scalar field packet through the origin. We observe different behaviour when the Neumann boundary condition is imposed at cavity. For large and moderate amplitudes of perturbation we note the similar scaling. However this does not improve when we further decrease \( \epsilon \) (in contrary to Dirichlet case). This suggests the existence of a threshold in initial data amplitude below which black hole formation is not triggered—further energy transfer from large to small scales is stopped.

For the YM field propagating on the Einstein Universe the singularities cannot occur (due to the global existence; this is no longer true for higher dimensional spheres as in higher dimensional flat spaces [21]), however the difference in the dynamics for dispersive and nondispersive cases (considering solutions in different topological sectors) is also observed. The analysis of generic initial perturbations for the YM system shows another difference in the dynamics for the problems with different character of the spectrum. The energy spectra slope in both cases equilibrates, but for dispersive spectra this happens much faster than for the nondispersive case. This suggests the difference in the process of energy transfer among the modes. Indeed this was observed while looking at the time evolution of higher Sobolev type norms of these solutions. While for the perturbations of kink norms stay bounded for long time evolution and does not show any particular structure the perturbations around vacuum reveals some kind of recurrent patterns. Further investigation showed that the almost recurrence is actually taking place. This indicates that the energy transfer is not unidirectional since this flows from high to low frequency modes also. Moreover, each of the norms scale with the size of initial perturbation which suggests some universal behaviour and supports the conjecture on nonlinear stability of the vacuum static solution.

In order to gain more insight into the mechanism of the energy transfer among the modes of linearized problem we have performed series of perturbative calculations by considering simple—single mode—initial conditions. Using naive perturbative approach we have shown that, in contrast to the expectation, the resonances are equally present for both dispersive and nondispersive cases. Further with these simple techniques we where able to explain the characteristic staircase energy spectrum. However the Poincaré-Lindstedt approach failed to predict the longtime mode amplitude modulation (which is caused by the energy recurrence effect). Due to the presence of unremovable resonances secular terms arise and we get an unbounded approximation valid only on short time intervals covering only early phases of slow modulation. Evident exception is the fundamental mode perturbation of the kink solution, which is the nonresonant case in the sense that there are no resonances present in the naive perturbative calculation thus we can produce a bounded approximation of arbitrary order. We have analyzed the simple two dimensional system of ODEs approximating the fundamental mode perturbation of vacuum static solution. With multiple-scale approach we were able to predict beating oscillations for that ODEs. Further studies of this simple system may give us more informations about the full problem. In particular a time-periodic solutions may be constructed for that system and these, in a small amplitude limit, give an approximate time-periodic solutions of the considered PDE. This issue requires further
studies both analytical and numerical.
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Chapter 5

Time-periodic and stationary solutions

In this chapter, complementary to the studies in the previous chapter, we focus on time-periodic solutions to the equations derived in Chapter 3.

We start with an analysis of the EKG model (in Section 5.1) for which the perturbative construction of time-periodic solutions seems to be the simplest one (conceptually) among the models considered in this thesis. We develop methods applicable both to even and odd space dimensions \( d \) (these cases differ in the asymptotic behaviour of the fields near the conformal boundary of \( \text{AdS}_{d+1} \) and need to be studied separately). Next, in Section 5.2 we study standing waves—complex analogues of time-periodic solutions of the EKG system. We construct them by the same of methods as time-periodic solutions. Further, we analyze in detail the stability of standing waves, in particular we derive the spectrum of their linear perturbations. In Section 5.3 we investigate pure gravitational time-periodic solutions within cohomogeneity-two biaxial Bianchi IX ansatz. The exponential nonlinearity of field equations requires number of modifications in perturbative approach in comparison with the EKG system. Sections 5.4 and 5.5 are devoted to studies of systems allowing for both resonant and nonresonant spectrum. We examine a self-interacting scalar field in a cavity with Dirichlet and Neumann boundary conditions imposed and emphasize a very different structure of the time-periodic solutions in both cases. A very special structure of resonances for the YM system makes the perturbative construction particularly involved especially for the solutions in the kink topological sector. Each of the considered models illustrates different aspects of time-periodic solutions which gives us a broader perspective.

Each section ends with the presentation of derived solutions, analysis of methods and their detailed discussion. Additionally we give a general summary of this chapter in the closing Section 5.6.

The Sections 5.1 and 5.2 are based on [112] and [114] respectively.

5.1 Einstein-Klein-Gordon system—time-periodic solutions

In this section we construct and analyze the time-periodic solutions to the EKG system with real scalar field in \( d + 1 \) spacetime dimensions (we treat \( d \) solely as a parame-
ter in governing PDE system). We describe in detail the perturbative (Section 5.1.1) and numerical (Section 5.1.3) methods for their construction. We stress the differences between even and odd \(d\) cases—we develop separate methods for even and odd space dimensions. In perturbative calculations we stress the appearance of the exceptional cancellation of resonant terms, which greatly simplifies the construction. Additionally, in Section 5.1.2 we give details of spatial discretization method used in numerical evolution scheme. Results are presented and discussed in Section 5.1.4.

5.1.1 Perturbative construction

We seek for time-periodic solutions of the system (3.8)-(3.12) for the real scalar field in the following form (0 < \(\varepsilon\) \(\ll\) 1)

\[
\phi(\tau, x; \varepsilon) = \varepsilon \cos \tau e_\gamma(x) + \sum_{\text{odd } \lambda \geq 3} \varepsilon^\lambda \phi_\lambda(\tau, x), \tag{5.1}
\]

\[
\delta(\tau, x; \varepsilon) = \sum_{\text{even } \lambda \geq 2} \varepsilon^\lambda \delta_\lambda(\tau, x), \tag{5.2}
\]

\[
A(\tau, x; \varepsilon) = 1 - \sum_{\text{even } \lambda \geq 2} \varepsilon^\lambda A_\lambda(\tau, x), \tag{5.3}
\]

where \(e_\gamma(x)\) is a dominant mode in the solution (5.1) in the limit \(\varepsilon \to 0\), and \(\tau = \Omega t\) is the rescaled time variable with

\[
\Omega(\varepsilon) = \omega_\gamma + \sum_{\text{even } \lambda \geq 2} \varepsilon^\lambda \xi_\lambda. \tag{5.4}
\]

We define the perturbative parameter \(\varepsilon\) to be the amplitude of the mode \(\gamma\) present at time \(t = 0\), which means we enforce

\[
( e_\gamma \left|\phi \right)_{|t=0} = \varepsilon, \quad ( e_\gamma \left|\delta_\lambda \phi \right)_{|t=0} = 0, \tag{5.5}
\]

the normalization and phase fixing conditions (the same condition as adapted in [112]; another also convenient choice would be to fix the value of the scalar field at the origin by setting \(\phi(0, t) = \varepsilon \) at \(t = 0\), or the one used in [63]).

Due to the incompatibility of Taylor expansions at \(x = \pi/2\) of the scalar field and the eigenbasis functions (3.31) for odd \(d\) (as stressed in Section 3.1.3), the use of this basis would not be practical both for perturbative (because it produces infinite sums) and for numerical calculations (since it degrades the convergence rate). For this reason the methods for even \(d\) presented in [112] (whose extended description we provide in the next section) cannot be applied for odd \(d\), in particular for \(d = 3\). This of course does not imply that there are no time-periodic solutions to the system (3.8)-(3.11) for odd space dimensions, there do exist time-periodic solutions for odd \(d\) and, as for even \(d\), they are also bifurcating from a single eigenmode. We first discuss a general approach applicable for any \(d \geq 2\), which is the only way, so far, to obtain the perturbatively time-periodic solutions for this model when \(d\) is odd.

\*Such perturbative approach was applied for the first time to the 3+1 dimensional EKG system by J.E. Santos (private communication).
General approach for any space dimension

We take a single mode \( e_j(x) \), the solution to the linear wave equation on a fixed AdS\(_{d+1} \) background, as the first order solution to the coupled system (3.8)-(3.10)

\[
\phi_1(r, x) = \cos \tau e_j(x),
\]  

(5.6)
as is already set in (5.1). At each even order \( \lambda \) the constraint equations are solved by use of equations (3.9) and (3.19), and their perturbative expansions, namely

\[
\delta_2 = - \int_0^x \sin y \cos y \left[ \epsilon^2 \right] (\Phi^2 + \Pi^2) \, dy,
\]

(5.7)

and

\[
A_2 = - \frac{\cos d \cdot x}{\sin d^2 \cdot x} \left[ \epsilon^2 \right] e^\delta \int_0^x e^{-\delta} \delta' \sin \frac{d^2 - 2}{2} y \, dy.
\]

(5.8)

where we fix the gauge condition by taking \( \delta(t, 0) = 0 \) which implies \( \delta_j(t, 0) = 0 \) for any \( \lambda \). The perturbative version of Hamiltonian constraint equation can be further simplified integrating (5.8) by parts, which then yields

\[
A_2 = - \frac{\cos d \cdot x}{\sin d^2 \cdot x} \left[ \epsilon^2 \right] e^\delta \int_0^x e^{-\delta} \left( \frac{\sin \frac{d^2 - 2}{2} y}{\cos^2 y} \right)' \, dy.
\]

(5.9)

The evolution equations (5.8), at each odd order \( \lambda \geq 3 \), reduce to a linear inhomogeneous wave equation on the AdS\(_{d+1} \) background

\[
a_1^2 \ddot{\phi} + L \phi = S \lambda.
\]

(5.10)

with \( L \) as given after equation (3.30) and a source term, \( S \lambda \), depending on all lower than \( \lambda \) order terms of the perturbative expansion (5.1)-(5.4), which is hard to write in a concise form for general \( \lambda \) as we did for the constraints. In particular, for \( \lambda = 2 \) we have the backreaction formulae

\[
\delta_2 = - \int_0^x \sin y \cos y \left( \phi_1^2 \right) + \alpha^2 \phi_1^2 \, dy
\]

(5.11)

\[
A_2 = - \delta_2 + \frac{\cos d \cdot x}{\sin d^2 \cdot x} \int_0^x \delta_2 \left( \frac{\sin \frac{d^2 - 2}{2} y}{\cos^2 y} \right)' \, dy.
\]

(5.12)

A third order wave equation has the following form

\[
-a_1^2 \ddot{\phi}_3 - L \phi_3 = S_3 = \frac{-d + 1 + \cos \frac{2x}{\sin x} \cos \frac{x}{\cos x} - A_2 \phi_1' + \alpha^2 (A_2 + \delta_2) \phi_1}{2 \alpha \left( \frac{\xi_2 + \alpha \left( A_2 + \delta_2 \right)}{A_2 + \delta_2 \right)} \phi_1.
\]

(5.13)

(compare with formula (16) in [28] for \( d = 3 \), noting also that from (5.12), we have \( (A_2 + \delta_2)' = A_2 (\frac{-d + 1 + \cos \frac{2x}{\sin x})}{\sin x} \cos x) \). Integrating (5.11) and (5.12) for \( \phi_1 \) given in (5.6) and plugging the results into the RHS of equation (5.13), we compute the source function \( S_3 \). After some elementary trigonometric manipulations this can be rearranged to the following form

\[
S_3(t, x) = \cos \tau S_{3,1}(x) + \cos 3\tau S_{3,3}(x),
\]

(5.14)
which is independent on the choice of $d$ and $\gamma$. Therefore as a solution to (5.13) we assume
\[ \phi_3(t, x) = \cos 5\tau \phi_{3,1}(x) + \cos 3\tau \phi_{3,3}(x), \quad (5.15) \]
which (by linear independence of cosines) reduces the PDE (5.13) to a system of two decoupled second order ODEs for the Fourier modes $\phi_{3,1}(x)$ and $\phi_{3,3}(x)$. We solve them with Dirichlet boundary conditions $\phi_{3,1}(\pi/2) = \phi_{3,3}(\pi/2) = 0$, and since these are second order equations we are left with two integration constants, denoted as $c_{3,1}$ and $c_{3,3}$, one for each of the two equations (we adopt the convention where $c_{3,j}$ stands for the integration constant appearing at order $\lambda$ for the $j$-th Fourier mode).

The appearing resonances could break our construction. Since by the ansatz (5.15) we have forced the solution to be uniformly bounded when $t \to \infty$ the secular terms could not occur. However these affect the spatial profile and generically cause the solution to be unbounded at $x = 0$ which violates the assumption on regularity of the solution. The idea behind this perturbative construction (as stated in Section 2.2.1) is to use available integration constants $c_{3,j}$ and frequency $\epsilon$-expansion parameters $\xi_{2,j}$ to remove all of the resonant terms. Here we can require \( \left( e_{x} \bigg| S_{3,1} \right) = 0 \) (or equivalently \( \lim_{x \to 0} [\phi_{3,1}(x)] < \infty \)) by fixing $\xi_2$, thus $c_{3,1}$ stays undetermined. Further examination shows that, first of all, the possible resonant term is absent in $S_{3,3}$, i.e. the projection \( \left( e_{k_s} \bigg| S_{3,3} \right) \) is zero for $k_s = d + 3\gamma$ (the $k_s$ is derived from the condition $3\omega_\gamma = \omega_{k_s}$; see [56] for rigorous proof of this statement). Cancellation of this resonance implies that $\phi_{3,3}(x)$ is regular at the origin, therefore $c_{3,3}$ is also an undetermined parameter at this perturbative order. Secondly, for any odd $d$ the function $S_{3,3}(x)$, in contrast to $S_{3,1}(x)$, can be written as a finite linear combination eigenmodes, alike the $\phi_{3,3}(x)$. To sum up, we solve (5.13) by assuming (5.15) and integrating the resulting ODEs in $x$ with Dirichlet boundary conditions at $x = \pi/2$. To remove a resonance (or equivalently to ensure regularity at the origin) we fix the frequency correction while, the two remaining integration constants stay undetermined (as we will see one of them remains a free parameter, which we fix by the normalization condition (5.2), while the other one will be used to remove a resonance appearing at the higher perturbative order).

The solution to the constraint equations at fourth and at any higher even order $\lambda$, is in principle straightforward to get with integral formulae (5.7) and (5.9). Nevertheless, for odd $d$ this turns out to be very time and resource consuming task for Mathematica especially when we take $d$ and $\gamma$ to be large (in practice for $d \geq 5$ and $\gamma \geq 3$). At fifth order, the structure of the source function in (5.10) is very similar to that from lower order (5.15), so are the steps we take in solving for $\phi_5(t, x)$. Explicitly, the RHS of (5.10) at $\lambda = 5$ has the following form
\[ S_5(t, x) = \cos \tau S_{5,1}(x) + \cos 3\tau S_{5,3}(x) + \cos 5\tau S_{5,5}(x), \quad (5.16) \]
whence we assume
\[ \phi_5(t, x) = \cos \tau \phi_{5,1}(x) + \cos 3\tau \phi_{5,3}(x) + \cos 5\tau \phi_{5,5}(x). \quad (5.17) \]
As in lower $\lambda = 3$ order, the Fourier mode being the highest multiple of the fundamental frequency $\omega_\gamma$, i.e. here the function $\phi_{5,5}(x)$ stays regular at the origin. The regularity conditions for the remaining coefficients in (5.17) can be satisfied by setting properly the frequency correction $\xi_4$ and the integration constant $c_{3,3}$. The free parameters would be therefore $c_{3,1}$, $c_{3,3}$ and $c_{5,5}$ (with $c_{3,1}$ fixed by the normalization condition). The $c_{5,3}$, $c_{5,5}$ and $\xi_0$ will be used to remove three resonances present at the next order $\lambda = 7$. 

5.1. Einstein-Klein-Gordon system—time-periodic solutions
In general, for any odd $\lambda \geq 3$, the source function to the wave equation (5.10) has a form of finite sum of $(\lambda + 1)/2$ terms

$$S_j(\tau, x) = \cos \tau S_{1,j}(x) + \cos 3\tau S_{1,3}(x) + \cdots + \cos \lambda \tau S_{1,\lambda}(x),$$

where the highest Fourier mode $S_{1,\lambda}(x)$ is always a finite combination of eigenmodes (3.31) (this would not be the case for the lower modes $S_{1,1}, \ldots, S_{1,\lambda-2}$ in odd $d$; for $d$ even all Fourier modes of $S_j$ are finite combinations of eigenmodes—we use this fact in the following section). Also, the exceptional cancellation

$$\left( e_{k*} \mid S_{\lambda, \lambda} \right) \equiv 0,$$

occurs at each order $\lambda$ for the eigenmode $k_*$ whose frequency $\omega_{k_*}$ is a $\lambda$-th multiple of the fundamental frequency $\omega_0$ of a given time-periodic solution we are constructing, i.e.

$$\lambda \omega_0 = \omega_{k_*} \Rightarrow k_* = \frac{\lambda - 1}{2} + \lambda \gamma.$$

This regular structure implies the following. The form of the source (5.18) suggests

$$\phi_j(\tau, x) = \sum_{i=1}^{(\lambda+1)/2} \cos((2i - 1)\tau) \phi_{j,2i-1}(x),$$

where there are $(\lambda + 1)/2$ integration constants present in $\phi_j(\tau, x)$ one for each of $(\lambda + 1)/2$ Fourier modes (when we force the boundary condition $\phi_j(t, \pi/2) = 0$). Additionally forcing the normalization condition (5.5) fixes one of them and we are left with $(\lambda + 1)/2 - 1$ integration constants after solving the order $\lambda$. In the next odd perturbative order $\lambda + 2$ there will be $(\lambda + 1)/2 + 1$ terms in (5.21) present, therefore we should expect the same number of resonances to appear (one resonance for each Fourier component). At first glance it appears that we have not enough parameters to remove all the resonances, but it turns out not to be the case. At each order we have also the frequency expansion parameter (5.4), and moreover, as pointed earlier, the resonance to the highest Fourier mode is always absent so the number of available parameters matches exactly the number of resonances and is equal $(\lambda + 1)/2$ in any perturbative order $\lambda + 2$. The freedom we have to set the integration constants gives us the possibility to cancel all appearing resonances order by order.

We note that this scheme applies at the lowest nontrivial perturbative order $\lambda = 3$, where we have only one free parameter, namely $\varepsilon_2$, while there are two possible resonances to occur, for frequencies $\omega_0$ and $3\omega_0$. Because of the exceptional resonance cancellation (5.19) for (5.20) actually there is only one resonance present and we can continue the construction procedure by solving the higher order equations. Without such a cancellation we would have to introduce additional parameters, for example by modifying the linear order approximation (5.6) (which is the case for the model with cavity discussed in Section 5.4.1 with some variants present also in other considered models) in some nontrivial way. The exceptional cancellation greatly simplifies the whole construction procedure and moreover it actually makes the even $d$ case particularly simple to be carried up to a very high order of $\varepsilon$, which we discuss in detail below.

**The algorithmic approach for even number of space dimensions**

Due to the boundary expansion of the solutions of the system (3.3)-(3.12), as was discussed in Section 3.1.3, the even $d$ case admits a special form of the solution, since the
are finite at each order \( \lambda \) of the perturbative expansions \( (5.1)-(5.3) \) (with expansion coefficients \( \hat{\phi}_{\lambda,j}(\tau), \hat{\delta}_{\lambda,j}(\tau), \hat{A}_{\lambda,j}(\tau) \) being periodic in \( \tau \)). This allows for a straightforward algorithmization of building up the successive terms in \( (5.1)-(5.3) \). The gauge condition \( \delta(t,0) = 0 \) is fixed by the form of expansion in \( (5.23) \).

For any even \( \lambda \geq 2 \) we solve the constraint equations \( (3.9) \) and \( (3.10) \) in the following way. Inserting the series \( (5.2) \) and \( (5.23) \) into \( (3.9) \) and projecting onto \( e_k'(x) \), we get

\[
\hat{\delta}_{\lambda,k} = -\frac{1}{2\alpha_k^2} \left( e_k' \left[ \epsilon^4 \right] \sin(2x) \left( \Phi^2 + \Pi^2 \right) \right), \quad k \in \mathbb{N}_0, \tag{5.25}
\]

an explicit formula for the expansion coefficients of the \( \hat{\delta}_{\lambda} \) function. Solving Hamiltonian constraint is not as straightforward since it involves a solution of a linear algebraic system. Inserting the series \( (5.3) \) and \( (5.24) \) into \( (3.10) \) and projecting onto \( e_k(x) \), we get a linear system of equations for the coefficients \( \hat{A}_{\lambda,j}(\tau) \)

\[
\sum_{j \geq 0} \left[ (d-1)\delta_{k,j} + \left( e_k \left[ \frac{1}{2} \sin 2x e_j - \cos 2x e_j \right] \right) \right] \hat{A}_{\lambda,j} = \frac{1}{4} \left( e_k \left[ \epsilon^4 \right] (\sin 2x)^2 A \left( \Phi^2 + \Pi^2 \right) \right), \quad k \in \mathbb{N}_0, \tag{5.26}
\]

(here \( \delta_{ij} \) stands for the Kronecker delta). It is useful to note that the principal matrix of this system is tridiagonal. This system, supplied with the boundary condition coming from \( (3.24) \)

\[
\left[ \epsilon^4 \right] (1-A) \big|_{x=0} = \sum_{j \geq 0} \hat{A}_{\lambda,j} e_j(0) = 0, \tag{5.27}
\]

allows for a unique solution for the coefficients \( \hat{A}_{\lambda,j}(\tau) \).

Then, for odd \( \lambda \geq 3 \), \( \phi_1 \) fulfills an inhomogeneous wave equation on the pure AdS\(_{d+1}\) background \( (5.10) \). Projecting this equation onto \( e_k(x) \) one finds that the coefficients \( \hat{\phi}_{\lambda,k} \) in \( (5.22) \) behave as forced harmonic oscillators

\[
\left( \omega_r^2 \partial_r^2 + \omega_k^2 \right) \hat{\phi}_{\lambda,k} = \left( e_k \left| S_k \right. \right), \quad k \in \mathbb{N}_0. \tag{5.28}
\]

Solving these, we get two integration constants for each of the equations

\[
\hat{\phi}_{\lambda,k}(0) = c_{\lambda,k}, \quad \partial_r \hat{\phi}_{\lambda,k}(0) = \bar{c}_{\lambda,k}, \quad k \in \mathbb{N}_0. \tag{5.29}
\]

Because of the form of the lowest order perturbative expansion \( (5.1) \) and because of the freedom we have to define the perturbative parameter \( \epsilon \), to meet \( (5.5) \) we set

\[
\hat{\phi}_{\lambda,0}(0) = 0, \quad \partial_r \hat{\phi}_{\lambda,0}(0) = 0, \tag{5.30}
\]
which fixes two integration constants in (5.29), namely
\[ c_{\lambda,\gamma} = \hat{c}_{\lambda,\gamma} = 0. \] (5.31)

In this way the dominant mode \( e_{\lambda}(x) \) is present only at the linear order approximation (5.1). It turns out that at each perturbative order all \( \hat{c}_{\lambda,k} \) tune in phase to the dominant mode, i.e. the following holds
\[ \partial_{\tau} \hat{\phi}_{\lambda,k} \bigg|_{r=0} \sim \partial_{\tau} \hat{\phi}_{\lambda,\gamma} \bigg|_{r=0}, \quad k \in \mathbb{N}_0, \quad k \neq \gamma, \] (5.32)
so the choice (5.31) reduces by the factor of two the number of integration constants by setting all of \( \hat{c}_{\lambda,k} \) in (5.29) to zero.

Now, if (\( e_{k} \mid S_{\lambda} \)) in (5.28) contains the resonant terms \( \cos(\tau \omega_{\gamma}/\omega_{\lambda}) \) (there are no terms like \( \sin(\tau \omega_{\gamma}/\omega_{\lambda}) \) present in (\( e_{k} \mid S_{\lambda} \)), because we have set all \( \hat{c}_{\lambda,k} \) to zero already) this gives rise to secular terms \( \tau \sin(\tau \omega_{\gamma}/\omega_{\lambda}) \) in \( \hat{\phi}_{\lambda,k}(\tau) \). Such terms would spoil the periodicity and lead to the unbounded solution; thus, they have to be removed. This fixes the correction to the frequency \( \omega_{\gamma,\lambda-1} \), and the integration constants \( c_{\lambda,k} \) in (5.29). Namely, it turns out that in order not to produce spurious resonant terms in higher perturbative orders, all but odd (in \( \lambda \)) frequencies in the solutions for \( \hat{\phi}_{\lambda,k} \) have to be removed. Therefore the coefficients in front of \( \cos(2 \tau \omega_{k}/\omega_{\lambda}) \), \( i \in \mathbb{N} \), and \( \cos(i/j \tau) \) with \( i, j \in \mathbb{N}, (i \mod j) \neq 0 \), have to be set to zero. These conditions fix uniquely most of the integration constants \( c_{\lambda,k} \) in (5.29).

The number of the essential integration constants in (5.29) remaining after removal of all spurious resonances is easy to determine. Since at any order \( \lambda \geq 3 \) the source function \( S_{\lambda} \) in (5.10) is a linear combination of finite number of eigenmodes which means that we have
\[ (e_{k} \mid S_{\lambda}) \equiv 0, \quad k > k_{\lambda}, \] (5.33)
with \( k_{\lambda} = (\lambda - 1)(d + 1)/2 + \lambda \gamma \), the number of possible resonances is also finite. The resonant frequencies are those which are odd multiples of the fundamental frequency \( \omega_{\gamma} \), i.e. frequencies
\[ (2k + 1)\omega_{\gamma} \mid k = 0, 1, \ldots, K, \] (5.34)
where \( K \) is determined from the condition for the largest possible frequency present in \( S_{\lambda} \)
\[ (2K + 1)\omega_{\gamma} \leq \omega_{k_{\lambda}}, \] (5.35)
(finite number of eigenmodes implies a finite number of frequencies present in \( S_{\lambda} \)). Therefore the expected number of resonances is \( K \) with (from the condition (5.33))
\[ K = \left\lfloor \frac{\omega_{k_{\lambda}}}{2\omega_{\gamma}} - \frac{1}{2} \right\rfloor = \left\lfloor \frac{\lambda - 1}{2} \left( \frac{1}{\omega_{\gamma}} + 1 \right) \right\rfloor. \] (5.36)

Actually the number of integration constants is \( K \) since always for the \( k = 0 \) case in (5.34) the corresponding integration constant is fixed by the normalization condition, in our case by the requirement (5.5). At the same time there is an exceptional cancellation present in \( S_{\lambda} \) at any \( \lambda \) (as pointed out in Section 5.1.1) and thus the number of available constants is exactly equal to the number of resonant frequencies appearing at order \( \lambda + 2 \). These undetermined integration constants will be fixed together with \( \omega_{\gamma,\lambda+1} \) to remove \((\lambda+1)/2 + [\lambda(\lambda-1)/(2\omega_{\gamma})]\) secular terms present in \( \hat{\phi}_{\lambda+2} \). Therefore we can continue this procedure to follow the same steps in higher order of perturbative expansion, removing all of appearing resonances by fixing all of the available parameters leading to a unique time-periodic solution.
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Integrals

The advantage of using the decomposition \([5.22]-[5.24]\) is clearly visible when performing actual calculations. In fact, all the projections onto \(e_k\) (or \(e'_k\)) appearing at any order of the perturbative procedure described above, can be reduced to just a few inner products:

\[
\begin{align*}
\langle e_k \mid e_i e_j \rangle, \quad \langle e_k \mid \cos 2x e_i \rangle, \quad \langle e_k \mid \sin 2x e'_i \rangle, \\
\langle e_k \mid \csc x \sec x \cos 2x e_i e'_j \rangle, \\
\langle e_k \mid \csc x \sec x e_i e'_j \rangle.
\end{align*}
\]

Thus, the whole procedure of building up such a perturbative solution is relatively easy to implement.

The products appearing in \([5.25]\), \([5.26]\) and \([5.28]\) can be expressed in terms of finite sums (for even \(d\))

\[
e_j(x)e'_j(x) = \sum_{k=\max(0,|i-j|)-d/2}^{i+j+d/2} \left( \langle e'_k \mid e_i e'_j \rangle \langle e'_k(x) \right) \frac{e'_k(x)}{\omega_k^2}, \tag{5.37}
\]

\[
\sin 2x e_i(x)e_j(x) = \sum_{k=\max(0,|i-j|)-d/2-1}^{i+j+d/2} \left( \langle e'_k \mid \sin 2x e_i e_j \rangle \frac{e'_k(x)}{\omega_k^2}, \tag{5.38}
\]

\[
\sin 2x e'_i(x)e'_j(x) = \sum_{k=\max(0,|i-j|)-d/2-1}^{i+j+d/2} \left( \langle e'_k \mid \sin 2x e'_i e'_j \rangle \frac{e'_k(x)}{\omega_k^2}, \tag{5.39}
\]

\[
\cos 2x \csc x \sec x e_i(x)e'_j(x) = \sum_{k=\max(0,|i-j|)-d/2}^{i+j+d/2} \left( \langle e_k \mid \cos 2x \csc x \sec x e_i e'_j \rangle \right) e_k(x), \tag{5.40}
\]

\[
\csc x \sec x e_i(x)e'_j(x) = \sum_{k=\max(0,|i-j|)-d/2+1}^{i+j+d/2-1} \left( \langle e_k \mid \csc x \sec x e_i e'_j \rangle \right) e_k(x) \tag{5.41}
\]

and

\[
e_j(x)e_j(x) = \sum_{k=\max(0,|i-j|)-d/2}^{i+j+d/2} \left( \langle e_k \mid e_i e_j \rangle \right) e_k(x), \tag{5.42}
\]

with the expansion coefficients calculated in a way presented in Appendix D. Explicitly, the projections in \([5.37]-[5.40]\) and these present in \([5.26]\) are computed with respect to the inner product \([5.32]\) and

\[
\langle e_k \mid e'_i e'_j \rangle = \frac{1}{2} \left( \omega_i^2 + \omega_j^2 - \omega_k^2 \right) \langle e_k \mid e_i e_j \rangle, \tag{5.44}
\]

\(^\dagger\)The integral \([5.44]\) is an exception here, since instead of using the method of Appendix D directly (which would give a very complicated sum) it can be reduced to \(\langle e_k \mid e_i e_j \rangle\) by integration by parts and using the orthogonality property of \(e'_i(x)\) and symmetry with respect to indices.
\( (e_k | e_j, e_j) = \mathcal{N}_i^{x} \mathcal{N}_j^{x} \mathcal{N}_k \sum_{s=0}^{i} \sum_{r=0}^{j} \sum_{q=0}^{k} \left( -1 \right)^{s+j+k-(q+r+q)} \left( i + \alpha \right) \left( j + \alpha \right) \left( k + \alpha \right) \left( i - s \right) \left( j - r \right) \left( k - q \right) \times \frac{\Gamma(d + q + r + s + 1) \Gamma \left( \frac{d}{2} + i + j + k - q - r - s \right)}{2 \Gamma \left( \frac{3d}{2} + i + j + k + 1 \right)} \right) \) \( (5.45) \)

\( (e'_k | \sin 2x e_j e_j) = \sum_{l=\max(0, k-1)}^{k+1} \left( \sin 2x e'_k \right) (e_l | e_j, e_j) \) \( (5.46) \)

\( (e_j | \sin 2x e'_j) = \mathcal{N}_i^{x} \mathcal{N}_j^{x} \left\{ -d \sum_{s=0}^{i} \sum_{r=0}^{j} \sum_{q=0}^{k} \left( -1 \right)^{s+j-l(s+r)} \left( i + \alpha \right) \left( j + \alpha \right) \left( k + \alpha \right) \left( i - s \right) \left( j - r \right) \left( k - q \right) \times \frac{\Gamma \left( \frac{d}{2} + r + s + 1 \right) \Gamma \left( \frac{d}{2} + i + j - r - s + 1 \right)}{\Gamma(d + i + j + 2)} \right) \) \( (5.47) \)

\( (e'_j | \sin 2x e'_j e'_j) = \sum_{l=\max(0, i-1)}^{i+1} \left( \sin 2x e'_i \right) (e_j | e_j, e'_j) \) \( (5.48) \)

\( (e_k | \cos 2x \csc x \sec x e_j) = \mathcal{N}_i^{x} \mathcal{N}_j^{x} \mathcal{N}_k^{x} \left\{ -d \sum_{s=0}^{i} \sum_{r=0}^{j} \sum_{q=0}^{k} \left( -1 \right)^{s+j+k-(s+r+q)} \left( i + \alpha \right) \left( j + \alpha \right) \left( k + \alpha \right) \left( i - s \right) \left( j - r \right) \left( k - q \right) \times \frac{\Gamma \left( \frac{d}{2} + r + s + 2 \right) \Gamma \left( \frac{d}{2} + i + j - r - s \right)}{\Gamma(d + i + j + 2)} \right) \) \( (5.49) \)
+ 2(\alpha + \beta + j + 1) \sum_{s=0}^{i} \sum_{r=0}^{j} \sum_{q=0}^{k} (-1)^{j+i+k-(s+r+q)}
\times \left[ \begin{array}{c}
(i+\alpha)
\frac{(i+\beta)}{s}
(j+\alpha+1-1)
\frac{(j+\beta+1-1)}{r}
(k+\alpha)
\frac{(k+\beta)}{q}
\end{array} \right]
\times \left[ \begin{array}{c}
(d-2(i+j+k-2(q+r+s+1))
\Gamma(d+q+r+s+1)\Gamma\left(\frac{d}{2}+i+j+k-q-r-s-1\right)
\end{array} \right]
\times \frac{1}{4\Gamma\left(\frac{3d}{2}+i+j+k+1\right)}
\right] \left[ \begin{array}{c}
L(i+\alpha)
\frac{(i+\beta)}{s}
(j+\alpha+1-1)
\frac{(j+\beta+1-1)}{r}
(k+\alpha)
\frac{(k+\beta)}{q}
\end{array} \right]
\times \frac{1}{4\Gamma\left(\frac{3d}{2}+i+j+k+1\right)}
\right] \right].
(5.49)

\left( \begin{array}{c}
e_{j}
\cos 2x e_{j}
\end{array} \right) = \mathcal{N}_{i, j, k} \sum_{s=0}^{i} \sum_{r=0}^{j} \sum_{q=0}^{k} (-1)^{j+i+k-(s+r+q+1)}
\times \left[ \begin{array}{c}
(i+\alpha)
\frac{(i+\beta)}{s}
(j+\alpha+1-1)
\frac{(j+\beta+1-1)}{r}
(k+\alpha)
\frac{(k+\beta)}{q}
\end{array} \right]
\times \frac{\Gamma(d+q+r+s+1)\Gamma\left(\frac{d}{2}+i+j+k-q-r-s-1\right)}{2\Gamma\left(\frac{3d}{2}+i+j+k\right)}
\right] \left[ \begin{array}{c}
L(i+\alpha)
\frac{(i+\beta)}{s}
(j+\alpha+1-1)
\frac{(j+\beta+1-1)}{r}
(k+\alpha)
\frac{(k+\beta)}{q}
\end{array} \right]
\times \frac{\Gamma(d+q+r+s+1)\Gamma\left(\frac{d}{2}+i+j+k-q-r-s-1\right)}{2\Gamma\left(\frac{3d}{2}+i+j+k\right)}
\right] \right].
(5.50)

\left( \begin{array}{c}
e_{j}
\cos 2x e_{j}
\end{array} \right) = \mathcal{N}_{i, j, k} \sum_{s=0}^{i} \sum_{r=0}^{j} \sum_{q=0}^{k} (-1)^{j+i+k-(r+s+1)}
\times \left[ \begin{array}{c}
(i+\alpha)
\frac{(i+\beta)}{s}
(j+\alpha+1-1)
\frac{(j+\beta+1-1)}{r}
(k+\alpha)
\frac{(k+\beta)}{q}
\end{array} \right]
\times \frac{\Gamma(r+s+\beta+1)\Gamma(i+j-(r+s)+\beta+1)}{2\Gamma(d+i+j+2)}
\right] \left[ \begin{array}{c}
L(i+\alpha)
\frac{(i+\beta)}{s}
(j+\alpha+1-1)
\frac{(j+\beta+1-1)}{r}
(k+\alpha)
\frac{(k+\beta)}{q}
\end{array} \right]
\times \frac{\Gamma(r+s+\beta+1)\Gamma(i+j-(r+s)+\beta+1)}{2\Gamma(d+i+j+2)}
\right] \right].
(5.51)

whereby \mathcal{N}_{j} we denote the normalization factor coming from the eigenbasis functions (3.31)
\mathcal{N}_{j} = 2 \frac{\sqrt{j!(j+d-1)!}}{\Gamma\left(\frac{j+d}{2}\right)}.
(5.52)

and we also use \alpha = d/2 - 1, \beta = d/2 to shorten the notation.
The important properties of the integrals (5.44)-(5.51) are their symmetries like e.g.
\[
\left( e_k^i e_j^i e_i^i \right) = \left( e_k^i e_j^i e_i^i \right) \forall i, j, k \in \mathbb{N}_0,
\] (5.53)
which are worth noting when performing calculations.

## 5.1.2 Numerical evolution scheme

The evolution code presented in this section can be also used for the complex field case, therefore to retain generality throughout this section we keep the absolute values of complex quantities where they are necessary, and we treat the scalar field and its momenta as complex valued functions.

The substantial parts of methods presented here are used not only to solve the Cauchy problem but also for finding the time-periodic and standing wave solutions to the system (3.8)-(3.11) with real and complex scalar field respectively.

For the clarity of presentation we discuss first the method relying on the use of eigenbasis functions (3.31), since it is simpler than the second method which is based on the Chebyshev polynomials. The drawback of using the eigenfunctions is that this approach is applicable only in even number of space dimensions. This is due to the incompatibility of boundary expansion as we stressed in Section 3.1.3. Only for even \( d \) the boundary expansion of eigenfunctions and dynamical fields are compatible and only then the use of such expansion is justified. For this reason we also develop a pseudospectral method, which is not limited in use by the boundary behaviour of the approximated functions.

We use the MOL approach with the pseudospectral discretization in space to solve the initial-value problem of the system (3.8)-(3.10) by using constrained evolution scheme, i.e., we do not use explicitly the momentum constraint equation (3.11) to advance metric function \( A \). Therefore, the substantial part of the description of our methods is devoted to the discussion of how to solve the constraint equations effectively.

### Eigenbasis expansion

We expand both scalar fields \( \phi(t, x) \) and \( \Pi(t, x) \) into \( N \) eigenmodes of the linear problem (3.31)
\[
\phi(t, x) = \sum_{j=0}^{N-1} \hat{\phi}_j(t) e_j(x), \quad \Pi(t, x) = \sum_{j=0}^{N-1} \hat{\Pi}_j(t) e_j(x), \quad (5.54)
\]
(this scheme is identical for both complex and real field, in the former case the expansion coefficients are complex valued functions, in effect the size of resulting ODE system is two times larger compared to the real case, since we need to evolve in time both real and imaginary parts of the dynamical fields). We require for the equations (3.8) to be identically satisfied at the set of \( N \) collocation points chosen to be
\[
\left\{ x_i \in (0, \pi/2) \left| e_N(x_i) = 0, \ i = 0, 1, \ldots, N - 1 \right. \right\}. \quad (5.55)
\]
For convenience, instead of evolving in time the values of the dynamical fields at the discrete set of spatial grid points, we evolve their eigenbasis expansion coefficients. To calculate time derivatives of \( \hat{\phi}_j(t) \) and \( \hat{\Pi}_j(t) \) instead of using (3.8) we take the following
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equivalent pair of dynamical equations
\[ \dot{\phi} = e^{-\delta} A \Pi, \]  
\[ \dot{\Pi} = e^{-\delta} \left( A \Phi' + \frac{d-1-(1-A) \cos 2x}{\sin x \cos x} \Phi \right), \]

where we have eliminated spatial derivatives of the metric functions \( \delta \) and \( A \) by using the constraint equations (it is essential since we know how to differentiate quantities which can be decomposed in a chosen set of basis functions, to retain spectral convergence these have to be in the same class of functions having the same boundary behaviour). We know, \( a \ posteriori \), that the metric function \( \delta \) and the integrand in (3.19) can be efficiently approximated\(^\dagger\) as follows
\[ \delta(t, x) = \sum_{j=0}^{N-1} \delta_j(t) \cos(2jx), \]  
\[ e^{-\delta} (|\Phi|^2 + |\Pi|^2) = \sum_{j=0}^{N-1} \tilde{A}_j(t) e_j(x). \]

Substituting (5.58) into (3.9) we get
\[ \sum_{j=1}^{N-1} (-2j) \sin(2jx) \delta_j(t) = -\sin x \cos x \left( |\Phi|^2 + |\Pi|^2 \right). \]  

Then, equation (5.60) evaluated at the set of collocation points (5.55) together with one extra condition for the remaining unknown \( \delta_0(t) \) (as it is absent in this system, reflecting the gauge freedom) which is \( \delta(t, 0) = \sum_{j=0}^{N-1} \delta_j(t) = 0 \), forms a closed linear system for the Fourier coefficients of the \( \delta \) function. Similarly, evaluating the sides of (5.59) at the same set of collocation points we get the linear system of equations to be solved for the expansion coefficients \( \tilde{A}_j(t) \). This allows us to solve for the metric function \( A \), which using (3.19) is approximated as
\[ A(t, x) = 1 - e^{\delta} \frac{\cos^d x}{\sin^{d-2} x} \sum_{j=0}^{N-1} \tilde{A}_j(t) e_j(x), \]  

where the weight functions \( u_j^{(d)}(x) \) read\(^\ddagger\)
\[ u_j^{(d)}(x) = \int_0^x e_j(y) \tan^{d-1} y \, dy = \frac{\sqrt{j! (d+j-1)!}}{(d/2+j)!} \frac{\sin^d x \, P_j^{(d/2,d/2-1)}(\cos 2x)}{\sin^d x \sin^{d-2} x}. \]  

Finally, substituting the expansions (5.54) into the wave equation (5.56), (5.57) and evaluating both sides at the collocation points we get the linear system of equations to be solved for the time derivatives of \( \dot{\phi}_j(t) \) and \( \dot{\Pi}_j(t) \).

\( \dagger \)By efficiency we mean that for smooth function expanded in a basis with compatible boundary behaviour the the expansion coefficients decay rapidly (exponentially) with wave number.

\( \ddagger \)This integral can be calculated by the change of variables \( z = \cos 2y \) and use of the integral of Jacobi polynomials (A.11). By the relation (A.10) the result can be expressed in terms of Jacobi polynomials again.
This scheme differs slightly from the one presented in [112] by the choice of collocation points and the form of expansion in (5.59). The first modification is motivated by the universality of our method. Previously used collocation points were simple to obtain (given by an analytic formula) and good enough for only moderate values of space dimension \( d \) (note the explicit dependence of basis functions (3.31) on this parameter), while for large \( d \) the matrices which appear in this pseudospectral approach are ill-conditioned since have a large spectral condition number ([54], see also [129, p. 431]). The desire to increase of numerical stability and accuracy for large \( d \) induced us to use the formula (5.55) (which does not affect the small \( d \) cases, it slightly lowers the condition number though). The second change, the expansion of the integrand (5.59), is very convenient here, since then the weights (5.62) are easy to get (using the integral relation for the Jacobi functions, see Section A.1 in Appendix), as opposed to the cosines used in [112], where the integrals have to be computed for each \( d \) separately and in fact are rather hard to get. Together, these modifications lead to a more universal (in terms of \( d \)) and more stable numerical scheme.

The time integration of the system (5.56)-(5.57) together with the above method for solving the constraints (5.58)-(5.62) is carried by use of the implicit Gauss-Runge-Kutta method. The choice between explicit and implicit RK time integration method is dictated by the intended application of presented pseudospectral discretization method. For the long time-evolution of initial conditions which do not develop singularities (whence such for which we do not expect black hole formation) moderate number of eigenmodes in (5.54) is needed to ensure precise approximation in such cases. Therefore, the cost of solving implicit equations for the internal stages of RK process is moderate compared to the overall cost of determining the RHS of dynamical equations (5.56) and (5.57). Moreover, this cost is compensated by the properties of the symplectic Gauss-Legendre-RK methods as stressed in the Appendix C.3. The conservation of integrals of motions (conserved mass and charge in the case of the complex scalar field) makes these integrators especially applicable for the problems being considered.

The total conserved mass, given by the integral (3.16), can be expressed as the Parseval sum, i.e.

\[
M = \sum_{j=0}^{N-1} E_j, \tag{5.63}
\]

where the \( E_j \) is defined as

\[
E_j = \left| \vec{\Pi}_j \right|^2 + \omega_j^{-2} \left| \vec{\Phi}_j \right|^2. \tag{5.64}
\]

with

\[
\vec{\Phi}_j := \left( e_j \left| \sqrt{A} \Phi \right) \right), \quad \vec{\Pi}_j := \left( e_j \left| \sqrt{A} \Pi \right) \right). \tag{5.65}
\]

The quantity \( E_j \) can be interpreted as the energy of the mode \( e_j(x) \). The projections (5.65) can be easily computed numerically since the matrices which need to be inverted are constant and can be factorized in advance (using LU algorithm). For the complex scalar field case the conserved charge defined in (3.21) can be calculated in the following way. Noting that the integrand (the \( \phi \Pi^* \) term) has the same structure of Taylor expansion at \( x = \pi / 2 \) as the eigenbasis functions in the case of even \( d \), it can be written as

\[
-3 \phi \Pi^* = \sum_{j=0}^{N-1} \hat{q}_j e_j(x). \tag{5.66}
\]

\[\footnote{This is possible due to the linearity (in terms of dynamical variables) of the field equations.} \]
Then, plugging (5.66) into (3.21) we obtain
\[ Q = \int_0^\pi \sum_{j=0}^{N-1} \tilde{q}_j e_j(x) \tan^{d-1} x \, dx = \sum_{j=0}^{N-1} \tilde{q}_j \int_0^\pi e_j(x) \tan^{d-1} x \, dx, \] (5.67)
where the weighted integral of the eigenfunctions can be easily calculated using the integral of the Jacobi polynomials (5.62), and yields
\[ \int_0^\pi e_j(x) \tan^{d-1} x \, dx = \frac{2(-1)^j}{(d+2j)\Gamma(d/2)} \sqrt{(d+j-1)! / j!}. \] (5.68)
The conservation of the discrete versions of the total mass and charge by the proposed method is demonstrated in subsequent sections.

### Polynomial expansion

Due to incompatibility of eigenbasis functions with regularity conditions at \( x = \pi/2 \) for odd \( d \), as stressed in Section 3.1.3, the method of the previous section is not applicable. In principle, it can be applied to the odd \( d \) cases but then it results in slow (only polynomial) convergence and thus is highly inefficient. Therefore we use a polynomial pseudospectral method where instead of the eigenfunctions we take Chebyshev polynomials rescaled to the interval \([-\pi/2, \pi/2]\) as basis functions for the expansion of the scalar field (we are using double covering method which is described in detail in the Appendix [3]). The property of having no specified symmetry at the boundary makes Chebyshev polynomials specially useful for problems with generic boundary conditions [34]. Therefore, the proposed discretization method in space for the system (3.8)–(3.10) is applicable for both even and odd number of space dimensions.

The straightforward replacement of expansion functions in the method of previous section, although possible and at the first sight obvious step, leads to an unstable numerical scheme. The first problem we encounter is solving the Hamiltonian constraint. Using the analogues of (5.59), (5.61) and (5.62) with \( e_j(x) \) replaced by even or odd Chebyshev polynomials \( T_j(2x/\pi) \) (taking care of the symmetry of the integrand in (5.59)) generates spurious oscillations near the origin, especially for large values of \( d \) (\( d > 4 \)); even if it does not give easily seen effects for smaller values of \( d \) this does not mean that there are no serious problems with this approach. Therefore we use the formula (3.18) and write
\[ \left( \frac{\sin^{d-2} x}{\cos^d x} Ae^{-\delta} \right)' = \left( \frac{\sin^{d-2} x}{\cos^d x} \right)' e^{-\delta}. \] (5.69)
Then, introducing the following combination of metric functions (noted previously to be useful in Section 4.1.1)
\[ B := Ae^{-\delta}, \] (5.70)
instead of the function \( A \) itself, we rewrite (5.69) as equivalent of Hamiltonian constraint (3.10)
\[ B + \frac{\sin x \cos x}{d - 2 + 2 \sin^2 x} B' = e^{-\delta}. \] (5.71)
The use of metric variable \( B \) not only reduce complexity of the overall algorithm, since this is the only way the metric functions enter the evolution equations (3.8), it also removes the numerical instability otherwise occurring near the origin.
Chapter 5. Time-periodic and stationary solutions

The second and more serious problem concerns the instability appearing near the outer boundary \((x = \pi/2)\) which is especially manifest for large values of \(d\) and which gets greatly amplified with the increasing number of grid points (an effect indicating a numerical instability). This can be understood by looking at the equations we are solving and knowing the properties of methods we are using. Due to the regularity conditions the scalar field falls as \(x\) goes to \(\pi/2\) more rapidly with increasing \(d\), with the falloff rate given in (3.26) and (3.27). Then the appearing divisions of small numbers when \(x \to \pi/2\) and the clustering of Chebyshev grid points near the boundary is the reason for observed spurious oscillations with rapidly growing amplitude. To overcome this we rescale dependent variables—both of the scalar fields \(\Phi\) and \(\Pi\)—by taking into account their fall off behaviour near \(x = \pi/2\) (as in [36]) and we define

\[
\Psi := \frac{\Phi}{\cos^{d-1} x}, \quad \Xi := \frac{\Pi}{\cos^{d-1} x}. \tag{5.72}
\]

In terms of these new variables the evolution equations (3.8) read

\[
\dot{\Psi} = \frac{1}{\cos^{d-1} x} \left( \cos^{d-1} x B \Xi \right)', \tag{5.73}
\]

\[
\ddot{\Xi} = \frac{1}{\sin^{d-1} x} \left( \sin^{d-1} x B \Psi \right)', \tag{5.74}
\]

while the slicing condition (3.9) takes the form

\[
\delta' = -\sin x \cos^{2d-3} x \left( |\Psi|^2 + \cos^2 x |\Xi|^2 \right). \tag{5.75}
\]

The Dirichlet boundary condition at \(x = \pi/2\)

\[
\Phi(t, \pi/2) = 0, \quad \Pi(t, \pi/2) = 0, \tag{5.76}
\]

(following from regularity conditions (3.26) and (3.27)) translates to the same conditions for new fields

\[
\Psi(t, \pi/2) = 0, \quad \Xi(t, \pi/2) = 0. \tag{5.77}
\]

The rescaling (5.72) does not affect regularity conditions at the origin (3.24), i.e. \(\Psi\) and \(\Xi\) are odd and even functions at \(x = 0\) respectively. This redefinition of the dynamical fields is crucial for stable numerical scheme with Chebyshev pseudospectral discretization, and together with use of (5.71) as Hamiltonian constraint equation leads to a stable (for long evolution times) numerical scheme.

In the case of local methods, such as FDA, the numerical instabilities discussed above can be eliminated without using the rescaling (5.72). Instead, the l’Hôpital rule is used on a portion of computational grid where the equations are most singular. This approach was used in the previous works [28, 98] and it is described in detail in [113]. For the global interpolation methods, the overhead of computing the additional quantities is large compared to local approach, therefore such rescaling is preferred.

We discretize equations (5.73)-(5.75) and (5.71) using Chebyshev pseudospectral method in spherical symmetry together with the barycentric interpolation formula (as is described in Appendix B) using the notation for the Chebyshev weights \(w_i\) and differentiation matrices \(D^{(n,\nu)}\) as follows. The constraint equations are given as a solution to the algebraic systems, which are derived similarly as for the cavity model derived in Section 4.1.1 Using \(N + 1\) radial Chebyshev points (B.13) scaled to the range of global radial coordinate of AdS

\[
x_i = \frac{\pi}{2} \cos \left( \frac{i \pi}{2N + 1} \right), \quad i = 0, 1, \ldots, N, \tag{5.78}
\]
and introducing the shorthand notation \( \delta_i \) for function value at \( i \)-th grid point \( \delta(t, x_i) \), similarly for \( B \), we have

\[
\sum_{j=0}^{N} D_{ij}^{(1,+)} \delta_j = -\sin x_i \cos 2d-3 x_i \left( |\Psi_i|^2 + \cos^2 x_i |\Xi_i|^2 \right), \quad (5.79)
\]

\[
\sum_{j=0}^{N} \left( e_{ij} + \frac{\sin x_j \cos x_j}{d - 2 + 2 \sin^2 x_j} D_{ij}^{(1,+)} \right) B_j = e^{-\delta_i}, \quad (5.80)
\]

\((i = 1, \ldots, N)\) accompanied with a discrete versions of boundary conditions \( \delta(t, 0) = 0 \)

\[
\sum_{i=0}^{N} \frac{u_i}{x_i} \delta_i = 0, \quad (5.81)
\]

and \( B(t, 0) = 1 \)

\[
\sum_{i=0}^{N} \frac{u_i}{x_i} B_i = 1. \quad (5.82)
\]

The time derivatives of the scalar fields \( \Psi \) and \( \Xi \) are coded using the expanded forms of (5.73) and (5.74)

\[
\dot{\Psi}_i = \cos x_i \left( \sum_{j=0}^{N} D_{ij}^{(1,+)} B_j \Xi_j \right) - (d - 1) \sin x_i B_i \Xi_i, \quad (5.83)
\]

\[
\dot{\Xi}_i = \frac{1}{\cos x_i} \left( \sum_{j=0}^{N} D_{ij}^{(1,-)} B_j \Psi_j \right) + \left( \frac{\tan x_i}{\cos x_i} + \frac{d - 1}{\sin x_i} \right) B_i \Psi_i, \quad (5.84)
\]

for \( i = 1, \ldots, N \), with boundary conditions (5.77) forced by setting

\[
\Psi_0 = 0, \quad \Xi_0 = 0, \quad (5.85)
\]

(note the inverse ordering of Chebyshev grid points when using formula (5.78)). The resulting equations are then integrated in time using the Gauss-Legendre RK method (see Appendix C.3). The sample results obtained by using (5.79)–(5.85), in particular construction of time-periodic solutions are presented in the following sections.

The total conserved mass of the system given by the integral (3.16) with use of this approach is computed as follows

\[
M = \int_{0}^{\pi/2} \cos 2(d-2) x A \left( |\Psi|^2 + \cos^2 x |\Xi|^2 \right) \tan^{d-1} x \, dx
\]

\[
= \int_{0}^{\pi/2} \sum_{j} T_j \left( \frac{2}{\pi} x \right) m_j \, dx
\]

\[
= \sum_{j} m_j \int_{0}^{\pi/2} T_j \left( \frac{2}{\pi} x \right) \, dx, \quad (5.86)
\]
where we use decomposition of the integrand in Chebyshev polynomials

$$\sin^{d-1} x \cos^{d-3} x A (|\Psi|^2 + \cos^2 x |\Xi|^2) = \sum_j m_j T_j \left( \frac{2}{\pi} x \right), \quad (5.87)$$

and the integrals of Chebyshev polynomials are given in Appendix A.1. It should be noted that the integrand \((5.86)\) has a fixed parity near the center depending on \(d\) (it is even function of \(x\) variable if \(d\) is odd, while it is even when \(d\) is odd). For that reason the expansion in \((5.87)\) is carried in terms of even or odd Chebyshev polynomials only, depending on the space dimension \(d\).

Similarly we calculate the conserved charge for the complex case. Since in the definition there is the \(\Phi\) function present and not its spatial derivative \(\Phi\), which is the evaluated quantity, it introduces minor complication here. From the definition \((5.72)\) we can obtain Chebyshev expansion of the \(\Phi\) field

$$\cos^{d-2} x \Psi(t, x) = \Phi(t, x) = \sum_{j \geq 0} \hat{\Phi}_{2j}(t) T_{2j+1} \left( \frac{2}{\pi} x \right), \quad (5.88)$$

which then we integrate in radial direction using relations \((A.22)-(A.24)\) and get

$$\phi(t, x) = \sum_{j \geq 0} \hat{\phi}_{2j}(t) \left( T_{2j} \left( \frac{2}{\pi} x \right) - 1 \right), \quad (5.89)$$

where the integration constant is set to match the boundary condition \(\phi(t, \pi/2) = 0\).

Knowing that, the charge \(Q\) can be computed, in analogy to \((5.86)\), as follows

$$Q = -\Im \int_0^{\pi/2} \hat{\Xi}^* \sin^{d-1} x \, dx$$

$$= -\Im \int_0^{\pi/2} \sum_j T_j \left( \frac{2}{\pi} x \right) \hat{q}_j \, dx$$

$$= -\sum_j \Im \hat{q}_j \int_0^{\pi/2} T_j \left( \frac{2}{\pi} x \right) \, dx, \quad (5.90)$$

with the expansion coefficients \(\hat{q}_j\) determined from

$$\phi \Xi^* \sin^{d-1} x = \sum_j T_j \left( \frac{2}{\pi} x \right) \hat{q}_j, \quad (5.91)$$

equated at the set of collocation points \((5.78)\).

### 5.1.3 Numerical construction

Numerical construction of time-periodic solutions relies heavily on the time evolution code mainly because both use the same spatial discretization method. For the same reasons as Section 5.1.2 here we also apply two approaches to the spatial discretization of the field equations, depending on a parity of space dimension \(d\). Before giving details of numerical algorithms we first discuss their common aspects.

Seeking for time-periodic solutions numerically it is convenient to use the rescaled time coordinate \(\tau = \Omega t\) where, as in the perturbative construction, \(\Omega\) denotes the frequency of the solution we are looking for. In this way the numerical grid in temporal
direction has fixed size and we are looking for $2\pi$-periodic functions. We construct numerically an algebraic system for the expansion coefficients (or equivalently for their values at numerical grid, depending on applied method) of the dynamical fields. As an output we get the time-periodic configuration of these variables. The corresponding metric functions $\delta$ and $A$ (the space-time geometry) can be determined, at each instant of time, by solving the constraint equations for the time-periodic sources.

The resulting system of algebraic equations is solved with the Newton-Raphson algorithm. To initialize this iterative procedure we take the data corresponding to a single mode configuration of dynamical fields (as a first order approximation to the time-periodic solution), i.e.

$$\phi(\tau, x) \sim \cos \tau \, e_{\gamma}(x), \quad \Omega = \omega_{\gamma}, \quad \gamma \in \mathbb{N}_0, \quad (5.92)$$

while looking for solution bifurcating from the eigenmode $e_{\gamma}(x)$. These provide a good guess for small and moderate amplitudes only. For larger absolute values of $\varepsilon$, in the nonlinear regime, the convergence may be restricted and very slow when we start Newton’s iteration far from the true solution. So, instead of taking a single mode approximation (5.92) we use the local polynomial extrapolation of previously derived solutions of smaller amplitudes. This slightly speeds up the convergence of Newton’s algorithm, and makes possible to find large amplitude time-periodic solutions.

The proportionality constant in (5.92) is fixed by a particular normalization condition. As in [112] we can define a parameter $e_0$ to be an amplitude of dominant mode

$$\left( \frac{e_{\gamma}}{\phi} \right)_{x=0} = \varepsilon, \quad (5.93)$$

as we set in perturbative approach, cf. Eq. (5.5). The phase of time-periodic solution is already fixed by (5.92). This choice is particularly straightforward to implement in the numerical code and also easy to force in perturbative calculation but it may not be the best choice in determining large amplitude solution (as we will see below). Another equally simple parametrization of the solutions we get by controlling a central value of the scalar field at some instant of time, set for convenience to $t = 0$, i.e.

$$\phi(0, 0) = \varepsilon. \quad (5.94)$$

This being easy to set in the code using the eigenbasis expansion is not convenient for rescaled variables (5.72) since there we operate on a gradient of $\phi$ which for smooth solutions vanishes at $x = 0$. Thus in order to have an universal parametrization (suitable for both numerical approaches) alternatively we choose to control the magnitude of the $\Pi$ field, or $\Xi$ respectively (since $\Xi(t, 0) = \Pi(t, 0)$), at $\tau = \pi/2$

$$\Pi(\pi/2, 0) = \varepsilon, \quad (5.95)$$

while leaving the same phase of solutions, i.e. setting $\Pi(0, x) = 0$, in both cases.

Since these parametrizations may vary among the formulae and figures presented in this work, in order to avoid a confusion we stress explicitly to which parametrization particular results are referring to.
Eigenbasis expansion

We expand both dynamical fields $\phi$ and $\Pi$ into eigenmodes of the linearized problem in space and Fourier modes in time as follows

$$
\phi(\tau, x) = \sum_{k=0}^{K-1} \sum_{j=0}^{N-1} \hat{\phi}_{k,j} \cos \left((2k + 1) \tau\right) e_j(x),
$$

(5.96)

$$
\Pi(\tau, x) = \sum_{k=0}^{K-1} \sum_{j=0}^{N-1} \hat{\Pi}_{k,j} \sin \left((2k + 1) \tau\right) e_j(x).
$$

(5.97)

Then to solve necessary equations by means of pseudospectral method we choose a compatible grid points, i.e. $K$ collocation points in time $\tau_i = \pi(i - 1/2)/(2K + 1)$, $i = 1, \ldots, K$ and $N$ collocation points in space (5.55). Next, at each instant of time $\tau_i$ we calculate the coefficients

$$
\hat{\phi}_j(\tau_i) = \sum_{k=0}^{K-1} \hat{\phi}_{k,j} \cos \left((2k + 1) \tau_i\right),
$$

(5.98)

$$
\hat{\Pi}_j(\tau_i) = \sum_{k=0}^{K-1} \hat{\Pi}_{k,j} \sin \left((2k + 1) \tau_i\right),
$$

(5.99)

and put them as an input for our spectral procedure (see Section 5.1.2), getting as the output their time derivatives. Equating those to the time derivatives of (5.96) and (5.97) (remembering that $\phi = \Omega(t)$) at the set of $K \times N$ grid points $(\tau_k, x_j)$, $k = 1, \ldots, K$, $j = 1, \ldots, N$ (so we require for the residuals to vanish identically at the collocation points), together with the additional equation, either setting the amplitude of the dominant mode $\gamma$ in the initial data to $\epsilon$

$$
\sum_{k=0}^{K-1} \hat{\phi}_{k,j} = \epsilon,
$$

(5.100)

or the one corresponding to (5.94)

$$
\sum_{k=0}^{K-1} \sum_{j=0}^{N-1} \hat{\phi}_{k,j} e_j(0) = \epsilon,
$$

(5.101)

we get a nonlinear system of $2 \times K \times N + 1$ equations for $2 \times K \times N + 1$ unknowns: $\hat{\phi}_{k,j}$, $\hat{\Pi}_{k,j}$ and $\Omega$ ($k = 0, 1, \ldots, K - 1$, $j = 0, 1, \ldots, N - 1$).

As a single mode approximation for the starting values of the Newton algorithm we take

$$
\hat{\phi}_{0,T} = \epsilon,
$$

(5.102)

$$
\hat{\Pi}_{0,T} = -\epsilon \omega_T,
$$

(5.103)

$$
\Omega = \omega_T,
$$

(5.104)

while using (5.100) or

$$
\hat{\phi}_{0,T} = \epsilon \frac{1}{e_j(0)},
$$

(5.105)

$$
\hat{\Pi}_{0,T} = -\epsilon \omega_T \frac{1}{e_j(0)},
$$

(5.106)

$$
\Omega = \omega_T,
$$

(5.107)
for the parametrization defined by \(5.94\).

### Chebyshev polynomials expansion

Using the Chebyshev polynomials in pseudospectral discretization in space we are able to construct time-periodic solutions in any space dimension \(d \geq 2\). With this approach we expand the scalar fields \(\Psi(\tau, x)\) and \(\Xi(\tau, x)\), introduced in Section 5.1.2, in the Fourier basis in time

\[
\Psi(\tau, x) = \sum_{k=0}^{K-1} \cos((2k + 1)\tau) \hat{\Psi}_k(x),
\]

\[
\Xi(\tau, x) = \sum_{k=0}^{K-1} \sin((2k + 1)\tau) \hat{\Xi}_k(x).
\]

For spatial discretization we use the nodal representation, i.e. we operate on the function values at the grid points \(\hat{\Psi}_{ki} \equiv \hat{\Psi}_k(x_i)\) and \(\hat{\Xi}_{ki} \equiv \hat{\Xi}_k(x_i)\).

With \(N\) radial Chebyshev collocation points in space \(5.78\), and \(K\) collocation points in time \(\tau_k = \pi(k - 1/2)/(2K + 1), k = 1, \ldots, K\), at each instant of time \(\tau_k\) we calculate values of the fields \(\Psi(\tau_k, x_i)\) and \(\Xi(\tau_k, x_i)\) at grid points \(x_i\). Similarly as in the eigenbasis code we use the time evolution procedure to get as the output their time derivatives. Equating those to the time derivatives of \(5.108\) and \(5.109\) (by the chain rule \(\partial_t = \Omega \partial_x\)) at the set of \(K \times N\) tensor product grid \((\tau_k, x_i)\), together with the additional equation

\[
\Xi(\pi/2, 0) = \sum_{k=0}^{K-1} (-1)^k \hat{\Xi}_k(0) = \epsilon,
\]

(a discrete version of Eq. \(5.95\)) we close the system of \(2 \times K \times N + 1\) nonlinear equations for \(2 \times K \times N + 1\) unknowns: \(\hat{\Psi}_{ki}, \hat{\Xi}_{ki}\) and \(\Omega (k = 0, 1, \ldots, K - 1, i = 0, 1, \ldots, N - 1)\).

As a starting configuration for the numerical root-finding algorithm for a solution bifurcating from eigenmode \(\gamma \in \mathbb{N}_0\) and fulfilling the normalization condition \(5.110\) we take

\[
\hat{\Psi}_0(x) = -\frac{\epsilon}{\alpha_{\gamma}} \frac{e_{\gamma}(x)}{e_{\gamma}(0)} \cos^{2-d} x,
\]

\[
\hat{\Xi}_0(x) = \frac{\epsilon}{\alpha_{\gamma}} \frac{e_{\gamma}(x)}{e_{\gamma}(0)} \cos^{1-d} x,
\]

\[
\Omega = \alpha_{\gamma},
\]

with higher Fourier harmonics in \(5.108\) and \(5.109\) set to zero.

#### 5.1.4 Results

We present and analyze results obtained by using the methods developed in the preceding sections, concentrating on solutions bifurcating from fundamental mode \(\gamma = 0\) in \(d = 3\) and \(d = 4\) space dimensions in order to present all of the techniques we have derived together with their outcomes.\(^{[1]}\) Properties of excited \((\gamma > 0)\) time-periodic solutions correspond to these of the fundamental family \((\gamma = 0)\); also solutions of different

\(^{[1]}\)We deliberately exclude the \(d = 2\) case from these considerations and study \(d = 4\) instead because of peculiar properties of three-dimensional gravity \([97]\).
space dimensions share similar features. For completeness we comment on other \( \gamma \) and \( d \) cases when necessary.

Using the perturbative approach we have derived approximation to the solutions with different \( d \) and \( \gamma \) of high orders (in even \( d \)). Because of length and complexity of generated formulae we restrict their presentation and give fourth order accurate results only. The most compact expressions among the odd \( d \) are these for \( d = 3 \) and \( \gamma = 0 \) which we give below

\[
\phi_1(x) = \cos \frac{\tau}{2} e_0(x) = \sqrt{\frac{2}{\pi}} \cos \tau (3 \cos x + \cos 3x),
\]

\[
\delta_2(x) = \frac{3}{4\pi} \left( 15 \cos 2x + 6 \cos 4x + \cos 6x - 22 \right) - \frac{3}{32\pi} \cos 2\tau \left( 48 \cos 2x + 36 \cos 4x + 16 \cos 6x + 3 \cos 8x - 103 \right),
\]

\[
A_2(x) = \frac{9}{2\pi} x \csc x \left( 3 \cos x + \cos 3x \right) - \frac{9}{16\pi} \left( \csc x (3 \sin 3x + 3 \sin 5x + \sin 7x) + 1 \right) - \frac{3}{8\pi} \cos 2\tau \left( 4 \cos 2x - 4 \cos 4x - 4 \cos 6x - \cos 8x + 5 \right),
\]

\[
\phi_3(x) = \cos \frac{\tau}{2} \sqrt{\frac{2x^2}{\pi}} \left( 3 \cos x + \cos 3x \right) + \frac{3x}{4\sqrt{2\pi}} \csc x (17 \cos 2x + 2 \cos 4x - \cos 6x + 14) + \frac{3}{896\sqrt{2\pi}} \left( 18 (2207 + 224\pi^2) \cos x + 6 (2071 + 224\pi^2) \cos 3x - 657 \cos 5x - 195 \cos 7x - 55 \cos 9x + 3 \cos 11x \right) - \frac{3}{12928\sqrt{2\pi}} \cos 3\tau \left( 12774 \cos x - 21566 \cos 3x - 23283 \cos 5x - 4497 \cos 7x + 459 \cos 9x - 303 \cos 11x \right),
\]

\[
\delta_4(x) = -\frac{81x^2}{2\pi} \left( 15 \cos 2x + 6 \cos 4x + \cos 6x - 25 \right) + \frac{27x}{8\pi} \left( 588 \sin 2x + 84 \sin 4x - 4 \sin 6x - 3 \sin 8x \right) + \frac{9}{40140\pi} \left( 2257920\pi^2 + 68231520 \right) \cos 2x + (903168 \pi^2 + 12972456) \cos 4x + (150528\pi^2 + 1720096) \cos 6x + 29820 \cos 8x + 6048 \cos 10x - 4200 \cos 12x - 1056 \cos 14x - 231 \cos 16x - 3311616\pi^2 - 82954453 \right).
\]
\[ \cos 2\tau \left[ \frac{81x^2}{16\pi^2} (48 \cos 2x + 36 \cos 4x + 16 \cos 6x + 3 \cos 8x - 10) \\
- \frac{27x}{64\pi^2} (840 \sin 2x + 264 \sin 4x - 4 \sin 6x - 45 \sin 8x - 12 \sin 10x) \\
- \frac{9}{506776\pi^2} \left( (11402496\pi^2 + 47866728) \cos 2x + (8551872\pi^2 + 19485144) \cos 4x \\
+ (3800832\pi^2 + 15722392) \cos 6x + (712656\pi^2 + 3532137) \cos 8x \\
- 482664 \cos 10x - 317604 \cos 12x - 89688 \cos 14x - 24467856\pi^2 - 85716445 \right) \right] \\
+ \frac{9}{827392\pi^2} \cos 4\tau \left( 1948896 \cos 2x + 661752 \cos 4x - 552160 \cos 6x \\
- 731724 \cos 8x - 290976 \cos 10x - 33720 \cos 12x \\
- 3936 \cos 14x - 3333 \cos 16x - 994799 \right). \tag{5.118} \]

\[ A_4(\tau, x) = -\frac{81x^3}{\pi^2} (3 \cos x + \cos 3x) \csc x \\
\quad + \frac{243x^2}{4\pi^2} (7 \cos 2x + 4 \cos 4x + \cos 6x + 4) \\
\quad + \frac{27x}{64\pi^2} \left( (144\pi^2 + 3261) \cos x + (48\pi^2 + 2023) \cos 3x \\
\quad + 684 \cos 5x + 72 \cos 7x - 12 \cos 9x \right) \csc x \\
- \frac{9}{250880\pi^2} \left( (987840\pi^2 + 32843296) \cos 2x + (564480\pi^2 + 13266816) \cos 4x \\
+ (141120\pi^2 + 2509356) \cos 6x + 256644 \cos 8x + 89008 \cos 10x \\
+ 16912 \cos 12x + 2980 \cos 14x + 255 \cos 16x + 564480\pi^2 + 21904013 \right) \\
\cos 2\tau \left[ \frac{81x^2}{4\pi^2} (4 \cos 2x - 4 \cos 4x - 4 \cos 6x - \cos 8x + 5) \right] \\
- \frac{9}{180992\pi^2} \left( (135744\pi^2 + 5377082) \cos 2x - (135744\pi^2 - 628730) \cos 4x \\
- (135744\pi^2 + 930322) \cos 6x - (33936\pi^2 + 458887) \cos 8x \\
- 103154 \cos 10x - 20486 \cos 12x + 202 \cos 14x + 169680\pi^2 + 4194451 \right) \\
\quad + \frac{27x}{32\pi^2} (462 \cos x + 150 \cos 3x - 57 \cos 5x - 45 \cos 7x \\
\quad - \cos 9x + 3 \cos 11x) \csc x \right] \\
- \frac{9}{103424\pi^2} \cos 4\tau \left( 50372 \cos 2x + 83904 \cos 4x - 19068 \cos 6x \\
- 74676 \cos 8x - 32548 \cos 10x + 128 \cos 12x + 1244 \cos 14x \\
\quad - 303 \cos 16x - 9053 \right). \tag{5.119} \]
together with frequency expansion coefficients

\[ \xi_2 = \frac{153}{4\pi}, \quad \xi_4 = 324 - \frac{9843147}{6272\pi^2}. \]  \hspace{1cm} (5.120)

A spatio-temporal plots of the expressions (5.114)-(5.119) are given on Fig. 5.1. Note the presence of terms like \( x^n \) and \( x^n \csc x \) \((n \in \mathbb{N})\) in the expressions given above, which would lead to an infinite decomposition in terms of eigenbasis \( (3.31) \). These appear due to incompatibility of Taylor series expansion of \( e^{i(x)} \) at \( x = \pi/2 \) with \( (3.27) \) for odd \( d \). This is not an issue of the even \( d \) case when both the scalar field and the metric functions at each perturbative order can be expressed in terms of finite sum of the eigenmodes. Below we list the fourth order accurate result for the \( d = 4 \) and \( \gamma = 0 \) case

\[ \phi_1(\tau, x) = \cos \tau e_0(x), \]  \hspace{1cm} (5.121)

\[ \delta_2(\tau, x) = \frac{24}{5}(-5 + 3 \cos 2\tau) - \frac{4}{35}\sqrt{6}(-7 + \cos 2\tau)e_0(x) - \frac{8}{35}\sqrt{6}(-2 + \cos 2\tau)e_1(x) - \frac{2}{7\sqrt{15}}(-3 + 5 \cos 2\tau)e_2(x) \]

\[ - \frac{8}{35}\sqrt{\frac{2}{15}} \cos 2\tau e_3(x). \]  \hspace{1cm} (5.122)

\[ A_2(\tau, x) = -\frac{16}{35}\sqrt{\frac{7}{3}}(-7 + 3 \cos 2\tau)e_0(x) - \frac{2}{35}\sqrt{6}(6 + \cos 2\tau)e_1(x) + \frac{8(-1 + \cos 2\tau)}{7\sqrt{15}}e_2(x) + \frac{2}{7}\sqrt{\frac{2}{15}} \cos 2\tau e_3(x), \]  \hspace{1cm} (5.123)

\[ \phi_3(\tau, x) = \frac{20}{7} \cos \tau - \cos 3\tau) e_0(x) + \frac{8}{105}(125 \cos \tau + 11 \cos 3\tau)e_1(x) + \frac{4}{231}\sqrt{\frac{7}{5}}(101 \cos \tau + 51 \cos 3\tau)e_2(x) - \frac{8}{1617\sqrt{5}}(13 \cos \tau - 105 \cos 3\tau)e_3(x) \]

\[ - \frac{1}{4063917\sqrt{35}}(27471 \cos \tau - 207172 \cos 3\tau)e_4(x) \]

\[ + \frac{8}{6435}\sqrt{\frac{2}{7}}(\cos \tau + 9 \cos 3\tau)e_5(x). \]  \hspace{1cm} (5.124)

\[ \delta_4(\tau, x) = \frac{32}{104439825}(-3479309751 + 1982598091 \cos 2\tau - 45954594 \cos 4\tau) \]

\[ + \frac{32\sqrt{6}}{94325}(20923 + 3904 \cos 2\tau + 3969 \cos 4\tau)e_0(x) \]

\[ - \frac{16}{7}\sqrt{\frac{7}{2}}(-94251367202 + 12586063269 \cos 2\tau - 12234477766 \cos 4\tau) \]

\[ - \frac{34848088275}{4}(-536248711287 + 285801253865 \cos 2\tau - 37360161720 \cos 4\tau) \]

\[ - \frac{30908852965}{15}\sqrt{d} e_1(x) \]

\[ - \frac{30908852965}{15}\sqrt{d} e_2(x) \]
Figure 5.1: The perturbative result of the fundamental \( \gamma = 0 \) time-periodic solution in \( d = 3 \) space dimensions derived up to the fourth order Eqs. (5.114)--(5.119). Top panels. Profiles of the scalar field in the first (left) and the third (right) perturbative order. Middle and bottom panels. Note that the metric functions have frequency two times larger than the scalar field since the source is quadratic in \( \phi \), cf. Eqs. (3.9) and (3.10).
\[
- 16 \sqrt{\frac{2}{15}} \left(-154937773452 + 203668775089 \cos 2\tau + 15741275382 \cos 4\tau\right) e_3(x)
- 8 \sqrt{\frac{2}{105}} \left(-4063917 + 12979559 \cos 2\tau + 4220796 \cos 4\tau\right) e_4(x)
- 32 \left(-849235504 + 2934075730 \cos 2\tau + 5845218939 \cos 4\tau\right) e_5(x)
+ 2 \sqrt{\frac{2}{7}} \left(31611401 + 396965205 \cos 2\tau - 1161665316 \cos 4\tau\right) e_6(x)
+ 32 \left(-795732 + 6839506 \cos 2\tau - 10011303 \cos 4\tau\right) e_7(x)
- \frac{448}{314925} \sqrt{\frac{7}{55}} \left(1 + 9 \cos 4\tau\right) e_8(x). \tag{5.125}
\]

\[
A_d(\tau, x) = -\frac{64}{282975} \sqrt{\frac{2}{3}} \left(-339325 + 68748 \cos 2\tau - 25137 \cos 4\tau\right) e_0(x)
- 4 \sqrt{\frac{2}{3}} \left(-61190369850 + 72040451743 \cos 2\tau + 6709214358 \cos 4\tau\right) e_1(x)
- \frac{16}{20908852965} \sqrt{\frac{7}{15}} \left(-125671015736 + 109046406409 \cos 2\tau - 1102779594 \cos 4\tau\right) e_2(x)
+ \frac{32}{20908852965} \left(-368281821 + 949123105 \cos 2\tau + 193006296 \cos 4\tau\right) e_3(x)
+ 4 \left(-11375093143 + 27542568360 \cos 2\tau + 16550711478 \cos 4\tau\right) e_4(x)
+ \frac{4}{36270459225} \sqrt{\frac{7}{21}} \left(-4799751221 + 6131264895 \cos 2\tau + 6368712966 \cos 4\tau\right) e_5(x)
+ \frac{761679643725}{6563225955} \left(31 + 81 \cos 4\tau\right) e_6(x)
+ \frac{4}{566865} \sqrt{\frac{2}{55}} \left(-31 + 81 \cos 4\tau\right) e_7(x)
+ \frac{64}{566865} \left(-31 + 81 \cos 4\tau\right) e_8(x). \tag{5.126}
\]

and
\[
\xi_2 = \frac{464}{7}, \quad \xi_4 = \frac{45614896}{11319}. \tag{5.127}
\]

Analysis of gathered perturbative formulae lead us to the following observation. For any even \(d \geq 2\) and any choice of \(\tau\) the solution at a given perturbative order \(\lambda \geq 2\),
with series expansion (5.22)-(5.24), has the following structure

\[
\phi_{j}(\tau, x) = \sum_{j=0}^{(\lambda-1)(d+1)/2+\lambda \gamma} \hat{\phi}_{\lambda,j}(\tau) e_{j}(x),
\]

\[
\hat{\phi}_{\lambda,j}(\tau) = \sum_{k=0}^{(\lambda-1)/2} \hat{\phi}_{\lambda,j,2k+1} \cos(2k+1)\tau.
\]

for \( \lambda \) odd, and for \( \lambda \) even

\[
\delta_{j}(\tau, x) = \sum_{j \geq 0} \hat{\delta}_{\lambda,j}(\tau)(e_{j}(x) - e_{j}(0)),
\]

\[
\hat{\delta}_{\lambda,j}(\tau) = \sum_{k=0}^{\lambda/2} \hat{\delta}_{\lambda,j,2k} \cos 2k\tau,
\]

analogously

\[
A_{j}(\tau, x) = \sum_{j \geq 0} \hat{A}_{\lambda,j}(\tau) e_{j}(x),
\]

\[
\hat{A}_{\lambda,j}(\tau) = \sum_{k=0}^{\lambda/2} \hat{A}_{\lambda,j,2k} \cos 2k\tau,
\]

while the frequency expansion contains only even powers of \( \epsilon \), as in Eq. (5.4). Additionally, independently of parity of \( d \), the perturbative solutions share the following symmetries

\[
\phi(\tau, x; \epsilon) = -\phi(\tau, x; -\epsilon),
\]

\[
\delta(\tau, x; \epsilon) = \delta(\tau, x; -\epsilon),
\]

\[
A(\tau, x; \epsilon) = A(\tau, x; -\epsilon),
\]

\[
\Omega(\epsilon) = \Omega(-\epsilon),
\]

and

\[
\phi(\tau, x; \epsilon) = -\phi(\tau + \pi, x; \epsilon),
\]

\[
\delta(\tau, x; \epsilon) = \delta(\tau + \pi, x; \epsilon),
\]

\[
A(\tau, x; \epsilon) = A(\tau + \pi, x; \epsilon),
\]

with \( \tau \in [0, 2\pi] \), \( x \in [0, \pi/2] \).

Using numerical techniques of Section 5.1.3, we have derived hundreds of solutions in various combinations of \( d \) and \( \gamma \). A sample of results of extensive convergence tests, we have performed to analyze and verify used numerical methods, are presented on Figs. 5.2 and 5.3 for the eigenbasis expansion and Fig. 5.4 of the Chebyshev polynomial spatial discretization approach. First of all they show fast exponential (spectral) convergence; secondly they indicate that in order to accurately resolve solutions with large \( \epsilon \) we need to increase the number of expansion coefficients (grid points) both in space and time. The same holds when we increase either \( \gamma \) or \( d \) with \( \epsilon \) fixed.

When using the parameter \( \epsilon = \left\{ e_{\gamma} \mid \phi \right\}_{\gamma=0} \) in the numerical procedure (for even \( d \)), the same as in [112], we where able to find time-periodic solutions within a finite range of \( \epsilon \) only, for any \( \gamma \). Additionally the range of allowed amplitudes shrinks with increasing \( \gamma \), e.g. \( |\epsilon| \lesssim 0.087\,342 \) for \( \gamma = 0 \), \( |\epsilon| \lesssim 0.040\,182 \) for \( \gamma = 1 \) and
Figure 5.2: The results of convergence tests of the eigenbasis expansion numerical method used to find time-periodic solutions. In these tests we varied $K$ in the truncated expansion (5.96) and (5.97) with $N = 2K$. The reference solution is the one with large $K = \tilde{K}$ (which ranges from 16 to 30 on presented plots). All tests were performed with machine double precision arithmetics. 

Top panel. The absolute frequency error $\Delta \Omega_K := \left| \Omega_K - \Omega_{\tilde{K}} \right|$ for $d = 4$ and $\gamma = 0$ case for different amplitude solutions with $\epsilon = \phi(0,0)$. Middle panel. The $\phi(\tau, x)$ function absolute error $\Delta \phi_K := \left\| \phi_K - \tilde{\phi}_K \right\|_2$ for $d = 4$ and $\epsilon = 3/10$ with different $\gamma$. Bottom panel. The absolute error of the $\Pi(\tau, x)$ function $\Delta \Pi_K := \left\| \Pi_K - \Pi_{\tilde{K}} \right\|_2$ of the fundamental ($\gamma = 0$) solution with $\epsilon = 3/10$ in different $d$. The discrete $l^2$-norm was calculated on a set of equally spaced grid points $x_i = i \pi / 128, i = 1, \ldots, 63$ and $\tau_j = j \pi / 128, j = 1, \ldots, 127$.

$|\epsilon| \lesssim 0.024052$ for $\gamma = 2$ (in $d = 4$). At these limiting values both the frequency $\Omega$ and mass $M$ of the solutions stay finite, see Fig. 5.5 and solution profiles do not indicate any signs of that limitation. However, with the condition $\epsilon = \phi(0,0)$ implemented, our numerical procedure is able to converge for arbitrarily large values of $\epsilon$ (of course with the limitation on large enough $N$ and $K$ used and with good initial guess for the Newton method provided). This feature of analyzed solutions can be understood when we recover from $\epsilon = \phi(0,0)$ parametrized data the value of dominant eigenmode amplitudes $\left( e_{j} \left| \phi \right|_{r=0} \right)$. Such results for considered cases are shown on Fig. 5.6 which explains this difference by showing that the dominant mode amplitude stays bounded and no solutions of given family exist with amplitudes above certain limit. We observe a similar effect in other considered models admitting time-periodic solutions.

From the data shown on Fig. 5.5 it is clear that the frequency of large amplitude solutions grows monotonically with $\epsilon = \phi(0,0)$, while the total mass of these solutions stays bounded, $M \leq M_{\epsilon} \equiv M(\epsilon)$, where $\epsilon = \epsilon_\ast$ are stationary points of $M(\epsilon)$ (with currently available data we report on one such point on each bifurcation curve of time-
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Figure 5.3: The analogue of Fig. 5.2 (middle panel) comparing results with machine precision and with extended fixed 80 digits precision—the absolute error of $\phi(\tau, x)$ function in $d = 4$ with $\gamma = 0$ and $\varepsilon = 1/10$. For machine precision calculations the absolute error saturates at the level $\sim 10^{-15}$ already for $K = 8$ the results with extended precision arithmetics demonstrate that the error tends exponentially to zero with $K \to \infty$ (same rate of convergence is seen for both $\Delta \Omega_K$ and $\Delta \Pi_K$).

Figure 5.4: The results of convergence tests of the Chebyshev polynomials expansion numerical method used to find time-periodic solutions. (analogue of Fig 5.2). Here we show the absolute frequency error $\Delta \Omega_N := |\Omega_N - \Omega_{N=48}|$ as a function of number of Chebyshev grid points with the number of Fourier modes in (5.108) and (5.108) fixed (typically with $K = 8$ for $\gamma = 0$ up to $K = 12$ for $\gamma = 2$). Top panel. The $d = 3$, $\gamma = 0$ case for different amplitude $\varepsilon = \Pi(\pi/2, 0)$. Middle panel. The $d = 3$, $\varepsilon = 0.5$ case with varying $\gamma = 0, 1$ and 2. Bottom panel. The convergence rate for $\gamma = 0$ and $\varepsilon = 0.5$ and $d = 3, 4$ and 5.

periodic solutions). This is analogous to boson star solutions in asymptotically flat case, see e.g. [105]. For configurations considered here, in $d = 4$, these limiting values are:
Figure 5.5: Bifurcation diagrams for the fundamental ($\gamma = 0$) and first excited ($\gamma = 1, 2$) time-periodic solutions in $d = 4$ with different parametrizations used (with $\gamma$ color coded). Top panel. For $\epsilon = (e_{\gamma} \mid \phi)|_{\epsilon=0}$ we were unable to find solutions beyond a finite range of $\epsilon$. For these limiting values, the frequency $\Omega$ grows rapidly but stays finite (so does the mass $M$ of the solutions). Bottom panel. When expressed in terms of $\epsilon = \phi(0, 0)$, the frequency increases monotonically (unboundedly) for solutions in highly nonlinear regime while the mass of solutions stays bounded with local maxima decreasing and moving toward $\epsilon = 0$ with increasing $\gamma$. 
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\[ M_\gamma \approx 0.129 \, 566 \text{ at } \varepsilon_\gamma \approx 0.835 \, 152 \text{ for } \gamma = 0, \quad M_\gamma \approx 0.063 \, 512 \text{ at } \varepsilon_\gamma \approx 0.778 \, 368 \text{ for } \gamma = 1 \text{ and } M_\gamma \approx 0.041 \, 587 \text{ at } \varepsilon_\gamma \approx 0.748 \, 553 \text{ for } \gamma = 3. \]

In the boson star models closest to origin stationary point on a \( M(\varepsilon) \) graph plays a fundamental role in the linear stability analysis of these solutions, separating stable and unstable configurations. Also, discussed here, time-periodic solutions share similar properties, namely solutions with amplitudes \( \varepsilon < \varepsilon_\gamma \) are stable while such with amplitudes \( \varepsilon > \varepsilon_\gamma \) are not (we look into their stability by a direct time evolution, and give more details on that later in this section). We also note that \( \varepsilon_\gamma \) and \( M_\gamma \) are both decreasing functions of \( \gamma \) and \( d \) (with an exception in \( d = 2 \) where \( M_\gamma \) increases with \( \gamma \) and \( M_\gamma \) > 1).

Even though the dominant mode amplitude retains its maximal value this does not imply that time-periodic solutions of even larger values of scalar field at the origin \( \phi(0, 0) \) are no longer solutions bifurcating from that mode (suggesting that it is no longer dominant mode). Although with \( \phi(0, 0) \) increasing, other modes also increase their amplitudes and dominant mode amplitude decreases that mode still dominates over remaining Fourier components. Therefore all of the solutions on a given curve shown on Fig. 5.5 are bifurcating from single (linear) mode. Also, because the critical points of the mass function are located to the right of the extremum points of dominant mode amplitudes, all of the solutions derived in [112] are stable (see discussion above).

On Fig. 5.7 we plot profiles of time-periodic solutions bifurcating from the fundamental mode in \( d = 4 \) with increasing amplitudes \( \varepsilon = \phi(0, 0) = 0.6, 0.9 \text{ and } 1.2. \) These change smoothly with \( \varepsilon \) from an almost harmonic oscillation dominated by \( e_0(x) \) mode to a \( \gamma \)-shape and square like oscillation for \( \phi \) and \( \Pi \) fields in the nonlinear regime. Qualitatively similar profiles we get when looking at different space dimensions \( d \geq 2 \) with tendency for the solutions to become more and more compact near the origin as \( d \) increases (which is a typical feature of higher dimensional gravity).

While for odd \( d \) the expansion of dynamical variables in terms of eigenmodes makes less sense and since we were using \( \Pi(\pi/2, 0) \) as a parameter in our Chebyshev pseudospectral code (Section 5.1.3), we observe a similar frequency and mass behaviour as for even \( d \) when using the \( \phi(0, 0) \) parametrization. For completeness we give the results for \( d = 3 \) case on Fig. 5.8. While the presence of extremum points of mass function is
Figure 5.7: The spatio-temporal plots of fundamental $\gamma = 0$ time-periodic solutions in $d = 4$ of increasing amplitudes $\phi(0, 0) = 0.6, 0.9$ and $1.2$ (from top to bottom). The solution changes its profile from almost harmonic oscillation to a v-shape and square oscillation for $\phi$ and $\Pi$ respectively. Solutions presented here were obtained on a grid of $28 \times 96$ points.
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Figure 5.8: Top panel. The frequency of time-periodic solutions in \( d = 3 \) bifurcating from the lowest eigenmodes \( \gamma = 0, 1 \) and 2 (with \( \gamma \) color coded) parametrized by \( \varepsilon = \Pi(\pi/2, 0) \). Bottom panel. The corresponding total mass of the solutions derived using the Chebyshev polynomials in space discretization.

clear, their position for different families \( \gamma \) appears to be different from what we have stated before (here \( \varepsilon \) increases with \( \gamma \)). Again, this is an effect of parametrization being used, when expressed in terms of the same parameter, e.g. with \( \Omega^{-1} \Pi(\pi/2, 0) \), the bifurcation diagrams do not differ qualitatively among the even and odd \( d \).

Consistency of perturbative and numerical results

With two independent methods, aimed to construct time-periodic solutions, we have performed series of comparisons to verify our results\(^\#\) beside the convergence tests of the numerical approach, shown above.

Using the perturbative method, for small values of \( \varepsilon \), independently of its definition, we get fast convergence to the numerical solution. In [112] we compared the numerical and perturbative results by looking at the frequency of time-periodic solutions bifurcating from \( \gamma = 0 \) mode, whose explicit perturbative series expansion reads

\[
\Omega_{\gamma=0}(\varepsilon) = 4 + \frac{464}{7} \varepsilon^2 + \frac{45614896}{11319} \varepsilon^4 + \frac{173158711507904383595696}{533797475350414275} \varepsilon^6 + \frac{1962701863145312646665156076805265104}{662148921092395909349993941125} \varepsilon^8
\]

\(^\#\)These were also very useful at the early stages of implementation of numerical routines.
Figure 5.9: The comparison of oscillation frequency of time-periodic solution bifurcating from eigenmode \( e_0(x) \) obtained from numerical procedure and perturbative calculation (parametrized be the \( e_0(x) \) amplitude). Top panel. The numerical data (circles) align on a smooth curve which is well approximated by perturbative expansion (dashed gray line) only for small \( \varepsilon \). The Padé resumation accelerates the convergence (solid red line). Bottom panel. The absolute difference between numerical data and \([8/8]_\Omega \) Padé resumation of \( \Omega \) series (5.133).

\[
\begin{align*}
\Omega & = 11.072 \times 10^{-8} + O(\varepsilon^1), \\
\frac{\varepsilon}{\Omega} & = 0.87342.
\end{align*}
\]

(5.133)

Because of difficulties that Mathematica encounters in manipulating complex expressions, appearing in odd \( d \), perturbative expansions in odd \( d \) are of lower order than those for even \( d \). Therefore, instead of so detailed comparison as above we have
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The comparison of frequency of small amplitude ($\epsilon = \Pi(\pi/2, 0)$) time-periodic solutions in $d = 3$ space dimensions. The numerically derived (extracted from even polynomial fit) expansion coefficients agree, within the numerical and fitting errors (the quality of fit was intentionally reduced to show difference in numbers; the fit was performed on interval $\epsilon \in [0.01, 1.5]$ using sample of 7 points). The numerical solutions were derived using Chebyshev polynomials code with $N = 12$ and $K = 24$ grid points.

Table 5.1: The comparison of frequency of small amplitude ($\epsilon = \Pi(\pi/2, 0)$) time-periodic solutions in $d = 3$ space dimensions. The numerically derived (extracted from even polynomial fit) expansion coefficients agree, within the numerical and fitting errors (the quality of fit was intentionally reduced to show difference in numbers; the fit was performed on interval $\epsilon \in [0.01, 1.5]$ using sample of 7 points). The numerical solutions were derived using Chebyshev polynomials code with $N = 12$ and $K = 24$ grid points.

| $\gamma$ | perturbative $[\epsilon^2] \Omega$ | numeric | perturbative $[\epsilon^4] \Omega$ | numeric |
|----------|-----------------------------------|---------|-----------------------------------|---------|
| 0        | 0.132 812 5                      | 0.132 812 496 | −0.004 565 82                    | −0.004 565 41 |
| 1        | 0.122 395 8(3)                   | 0.122 395 833 41 | −0.003 129 431 0                 | −0.003 129 432 2 |

Table 5.2: The analogue of Tab. 5.1 in $d = 5$ space dimensions.

| $\gamma$ | perturbative $[\epsilon^2] \Omega$ | numeric | perturbative $[\epsilon^4] \Omega$ | numeric |
|----------|-----------------------------------|---------|-----------------------------------|---------|
| 0        | 0.199 218 75                      | 0.199 218 749 948 | −0.007 024 971                   | −0.007 024 966 |
| 1        | 0.158 953 125                     | 0.158 953 124 93 | −0.003 931 61                    | −0.003 931 596 |

checked that the frequency $\Omega$ of numerically constructed solutions has the same form, as a function of $\epsilon$, as given by the perturbative expansion. Since we are using different parametrizations in numerical code and in perturbative calculations, the expansion (5.120) cannot be compared directly but has to be transformed accordingly. The frequency expansion (5.120) expressed in terms of $\epsilon = \Pi(\pi/2, 0)$ reads

$$\Omega_{\gamma=0}(\epsilon) = 3 + \frac{17}{128} \epsilon^2 + \left( \frac{15}{8192} \epsilon^2 - \frac{7342227}{324337664} \right) \epsilon^4 + \mathcal{O}(\epsilon^6).$$

(5.134)

Then the expansion coefficients, like these in (5.134), can be directly compared with a least-square fit of even polynomial to a series of numerically derived solutions. In that way we have compared the frequencies of the ground state $\gamma = 0$ and first excited state $\gamma = 1$ in $d = 3, 5$; the results, which are presented in Tab. 5.1 and 5.2, show an excellent agreement of perturbative approach and numerical scheme with spatial discretization based Chebyshev pseudospectral method. Furthermore we observe the expected convergence, i.e. the difference of the two decreases when refining discretization (which extends beyond machine precision).

Lastly, we have verified that for even $d$ cases, where both of presented numerical approaches (the eigenbasis and Chebyshev spatial expansion) are applicable these produce consistent results (within discretization errors).

Stability of time-periodic solutions

To study the stability of constructed time-periodic solutions we read off the coefficients of the expansion, either (5.96) and (5.97) or (5.108) and (5.109), depending on the method we use, at the time $t = 0$ and put them as the initial data into spectral evolution code. For small amplitude solutions, those with $\epsilon < \epsilon_\text{c}$, time evolution is periodic in time despite of the presence of truncation errors and some amount of numerical noise in prepared initial data. This is depicted by closed loops in Figs. 5.10 and 5.11, representing
Figure 5.10: The plots of projections of a phase space of perturbed, by a Gaussian pulse (5.135) with $\epsilon = 1/2$, fundamental ($\gamma = 0$) time-periodic solution in $d = 4$ of central amplitude $\epsilon = 1/2$ ($\Omega \approx 4.742050$) plotted with gray lines together with unperturbed trajectories overlaid (blue lines). The 'spaghetti lines' show the explored trajectories in a phase space for $\tau \in [0, 500\pi]$ and they do not expand any further during long time evolution. The evolution was performed using $N = 128$ eigenmodes with fourth order Gauss-RK with time step $\Delta t = 2^{-11}\pi$. 
Figure 5.11: The analogue of Fig. 5.10 with the same parameters used except that here we show first excited time-periodic solution ($\gamma = 1$) of central amplitude $\epsilon = 3/10$ ($\Omega \approx 6.470658$).
Figure 5.12: The results of time evolution of stable fundamental time-periodic solution ($\gamma = 0$, $\epsilon = 0.5$) in $d = 4$ space dimensions. **Top panel.** The evolution of perturbed time-periodic solution with Gaussian initial perturbation (5.135) of small amplitudes (color coded). While for large amplitudes ($\epsilon \gtrsim 8$) we observe growth of $\Pi(t,0)$, for smaller perturbation the solutions stay bounded over long times. **Bottom panel.** The absolute error of total mass $\Delta M := M(t) - M(0)$ of the dynamical solution. The time evolution was performed with Gauss-RK of order 4 with time step $\Delta t = 2^{-8} \pi / N$, with $N = 160$. Growth of $\Delta M$ for $\epsilon = 4$ indicates that the number of modes $N$ is too small (we verified that this not affect our conclusions).

different sections of the phase space, spanned by the set of coefficients \{$\hat{\phi}(t)$, $\hat{\Pi}(t)$\}. This provides strong evidence not only for the existence of the time-periodic solutions but also for their (nonlinear) stability. This argument for the stability is strengthen by the fact that if we perturb these solutions slightly, e.g. by setting the nonzero initial momenta

$$\Pi(0, x) = \epsilon \frac{2}{\pi} \exp \left(-\frac{4}{\pi^2} \frac{\tan^2 x}{\sigma^2} \right),$$  \hfill (5.135)

(with $\sigma = 1/16$) then its evolution is no longer periodic, but stays close to the periodic orbit, cf. Figs. 5.10 and 5.11. The Ricci scalar (3.22) evaluated at the origin stays

**The phase of time-periodic solutions was set such that $\Pi(t,0,x) \equiv 0$.**
Figure 5.13: The results of time evolution of unstable fundamental time-periodic solution \((\gamma = 0, \epsilon = 1)\) in \(d = 4\) space dimensions. The time-periodic solution was derived on grid with \(28 \times 96\) points. The scalar field \(\Pi\) of time-periodic solution evaluated at the origin is shown with gray dashed line. *Top panel.* The evolution of perturbed time-periodic solution with Gaussian initial perturbation \((5.135)\) of amplitude \(\epsilon = \pm 10^{-5}\). *Bottom panel.* The absolute error of total mass \(\Delta M := M(t) - M(0)\) of the dynamical solution. The time evolution was performed with Gauss-RK of order 4 with time step \(\Delta t = 2^{-8}/N\), with \(N = 160\), which prior to the black hole formation conserves the total mass up to the machine precision.

bounded over integrated time intervals, and in contrary to pure AdS case [28, 98] we do not observe any such scaling with initial data amplitude. While for larger amplitudes we note that after several reflections initial perturbation starts to grow, the energy begins to flow rapidly from high to low modes (for \(\epsilon = 8\) this starts at \(t \approx 75\)) which causes the mass to leak out of the system (due to the fact that we are evolving in time fixed number of modes, which are sufficient to represent large amplitude solutions only at a very early phase of the evolution) but this is not triggered for smaller initial perturbations, see Fig. 5.12. Actually what we observe here is analogous to what we have seen in the spherical cavity model with Neumann boundary condition (Section 4.1.3), and this appear to be a common feature of the models we studied.

It turns out, as already mentioned at the beginning of this section, that not all of the solutions on a bifurcation branch are stable. Evolution of initial conditions corresponding to time-periodic solutions with \(\epsilon > \epsilon_*\) shows that these are indeed unstable with respect to small perturbations. The results of one of such evolutions in \(d = 4\) is shown on Fig. 5.13. We have taken a solution with amplitude \(\epsilon = 1\) bifurcating from the fundamental mode \(\gamma = 0\) \((\epsilon_* \approx 0.835152)\). We plot the time evolution of \(\Pi\) evaluated at the origin for both positive and negative initial perturbations \((5.135)\) with
Figure 5.14: Comparison of explicit and implicit RK methods used to integrate system of equations (3.8)-(3.11). For this test we use the eigenbasis expansion code with $N = 112$ in $d = 4$ with initial data $\phi(0, x) = 0$ and (5.135) with $\epsilon = 1$. In both cases the fixed step method was chosen with $\Delta t = \pi/448$. Top panel. The mass conservation error increases linearly with time in the case of explicit RK method (we take default fourth order integrator of Mathematica, i.e. the one derived in [136]). In contrast, with fourth order Gauss-RK method and exactly the same parameters the mass is almost conserved. Bottom panel. The constraint violation norm $\|\Delta A\|_2 := \|A_{\text{free}}(t, \cdot) - A_{\text{cnst}}(t, \cdot)\|_2$ shows qualitatively similar behaviour (we use the constrained evolution and get $A_{\text{cnst}}$, the $A_{\text{free}}$ was derived by solving independently (3.11)).

Figure 5.15: The convergence of total mass error during time-evolution with the time step size (for evolutions with the same parameters as on Fig. 5.14). Top panel. The fourth order explicit RK method. Bottom panel. For used step sizes the error of the fourth order implicit Gauss-RK is at the level of machine precision. Small drift of error is inevitably caused by the accumulation of rounding errors.

amplitudes $\epsilon = \pm 10^{-5}$ along with the periodic oscillation. While one of the solutions (here the one with positive initial momenta) collapses after performing just few oscil-
5.1. Einstein-Klein-Gordon system—time-periodic solutions

Figure 5.16: The analogue of Fig. 5.13 in $d = 3$ space dimensions. The time-periodic solution ($\gamma = 0, \epsilon = 6$) was derived with Chebyshev space discretization method on grid with $24 \times 192$ points. The scalar field $\Pi$ of time-periodic solution evaluated at the origin is shown in gray dashed line (note that $\Pi(t, 0) = \Xi(t, 0)$). \textit{Top panel.} The evolution of perturbed time-periodic solution with Gaussian initial perturbation (5.136) of amplitude $\epsilon = \pm 1/20$. \textit{Bottom panel.} The absolute error of total mass $\Delta M := M(t) - M(0)$ of the dynamical solution. The time evolution was performed with Gauss-RK of order 4 with time step $\Delta t = \pi/N^2$, which prior to the black hole formation conserves the total mass up to the machine precision.

The later solution, showing a delayed collapse, follows a slower oscillation interfering with its natural frequency ($7.5 < t < 9$). This behaviour, which we do not understand so far, together with full linear stability analysis of constructed solutions clearly deserve further extended studies.

Additionally, on Fig. 5.13 we show an absolute error in the conservation of the total mass to verify that the observed behaviour is not caused by the lack of resolution and to point out the robustness of our numerical methods (the loss of conservation of mass is caused by the fact that when the solution approaches collapse, a scalar field profile develops a steep gradient and the number of modes used in the truncation does not suffice to represent the solution accurately). Moreover, on Figs. 5.14 and 5.15 we compare evolutions of Gaussian perturbations (5.135) of AdS with explicit and implicit (symplectic) time integrators. These, and also other tests we performed which are not included here, indicate the superiority of Gauss-RK in long time energy conservation.

\[\Delta t = \frac{\pi}{N^2}\]

Because of numerical errors present in time-periodic data we where not able to extend the evolution much further by decreasing the Gaussian amplitude.
We note that the use of symplectic integrators does not necessarily guarantee preservation of the constraints for a free evolution scheme‡‡ see [65].

In order to test the numerical methods based on Chebyshev pseudospectral approach and also to verify that such behaviour is not an exclusive feature of even $d$, we have performed a series of tests in $d = 3$ case. We observed qualitatively the same behaviour. While time-periodic solutions to the left of the mass local maximum (Fig. 5.8) appear to be stable (not shown here, we observe qualitatively similar to the results shown on Fig. 5.12), those on the unstable part of bifurcation branch collapse to a black hole. On Fig. 5.16 we plot the time-evolution of $\gamma = 0, \epsilon = 6$ solution perturbed by

$$\Pi(0, x) = \epsilon \exp (-16 \tan^2 x),$$

with amplitudes $\epsilon = \pm 1/20$. Here again with symplectic Gauss-RK method with sufficiently many grid points and sufficiently small time integration step taken, the method we are using allows for stable total mass conserving evolution.

5.2 Einstein-Klein-Gordon system—standing waves

The system (3.8)-(3.10) for a complex scalar field $\phi$ admits a particular class of solutions called standing waves. These are configurations with harmonic scalar field dependence and time-independent metric

$$\phi(t, x) = e^{i \Omega f(x)}, \quad \delta(t, x) = d(x), \quad A(t, x) = A(x),$$

where we assume the frequency of scalar oscillation to be positive $\Omega > 0$. We refer to solutions of (3.8)-(3.10) with this particular structure (5.137) as standing waves rather than boson stars. For a review of different models of boson star solutions, their dynamics and possible astrophysical and cosmological relevance see [99, 132, 109] and references therein.

With a stationarity ansatz (5.137) the system (3.8)-(3.12) is reduced to the following set of ODEs The mass (3.16) and the charge (3.21) of the standing wave solution take the following form

$$M = \int_0^{\pi/2} A \left[ f'^2 + \left( \frac{\Omega e^d}{A f} \right)^2 \right] \tan^{d-1} x \, dx,$$

and

$$Q = \int_0^{\pi/2} \frac{\Omega e^d}{A f} f'^{2} \tan^{d-1} x \, dx,$$

respectively.

In the subsequent section we construct the solutions of the system (5.13)-(5.15) both perturbatively (Section 5.2.1) and numerically (Section 5.2.2) applying methods developed for studies of the time-periodic solutions with self-gravitating real scalar field (see Sections 5.1.1 and 5.1.3). Next, in Section 5.2.3 we study linear stability of small amplitude solutions—these studies extend recent works [36, 37]. The results are analyzed in Section 5.2.4.

‡‡ Not shown here; all of the results given in this thesis were obtained by solving constrained system.

* The later being used to name models of star-like configurations, which are expected to be localized in space (represented as functions of compact support), while the former one, as we will see below, are not localized solutions instead these fill out a whole space.
Since the issue of incompatibility of eigenbasis functions, given in Eq. \((3.31)\), with the regularity conditions for odd space dimension \(d\) also manifests here we restrict the following analysis to even \(d\) only. For the odd \(d\) the adaptation of techniques of previous section is strightforward, while properties of the solutions are analogous to these of even \(d\).

### 5.2.1 Perturbative construction

The method of solving the standing wave equations \((?)-(?)\) for small amplitude solutions follows the same steps as for the time-periodic solution in Section 5.1.1. Using perturbative approach we seek for solution in a form

\[
\begin{align*}
 f(x; \epsilon) &= \sum_{\text{odd } \lambda \geq 1} \epsilon^\lambda f_\lambda(x), \\
 f_1(x) &= \frac{e_j(x)}{e_j(0)}, \\
 d(x; \epsilon) &= \sum_{\text{even } \lambda \geq 2} \epsilon^\lambda d_\lambda(x), \\
 \mathcal{A}(x; \epsilon) &= 1 - \sum_{\text{even } \lambda \geq 2} \epsilon^\lambda \mathcal{A}_\lambda(x), \\
 \Omega(\epsilon) &= \omega_\gamma + \sum_{\text{even } \lambda \geq 2} \epsilon^\lambda \xi_\lambda.
\end{align*}
\]

where \(e_j(x)\) is a dominant mode in the solution in the limit \(\epsilon \to 0\) as before denotes the eigenfunction see Section 3.1.3.

Since the \(e_j(x)\) function has exactly \(\gamma\) nodes we refer to the solution with dominant mode \(\gamma = 0\) as a ground state solution while for solutions with \(\gamma > 0\) as excited states (as in the boson star nomenclature). This particular choice of \(f_1(x)\) in \((5.140)\) together

with a requirement \(f_1(0) = 0\) for \(\lambda \geq 3\) fixes a value of scalar field at the origin to \(f(0) = \epsilon\). We refer to that value as a central density of the standing wave solution which parametrize given family of solutions (solutions with fixed number of nodes).

At each perturbative order \(\lambda \geq 2\) we decompose scalar field and metric functions in the eigenbasis \(e_j(x)\) in a following way

\[
\begin{align*}
 f_\lambda(x) &= \sum_j \bar{f}_{\lambda j} e_j(x), \\
 d_\lambda(x) &= \sum_j \bar{d}_{\lambda j} (e_j(x) - e_j(0)), \\
 \mathcal{A}_\lambda(x) &= \sum_j \bar{\mathcal{A}}_{\lambda j} e_j(x).
\end{align*}
\]

(With this form of expansion we fixed the gauge choice by setting \(d(0) = 0\).) It is important to note that, for any even space dimension \(d\), the sums in \((5.144)-(5.146)\) are finite at each order \(\lambda\) of the perturbative expansions \((5.140)-(5.143)\). We plug the expansion \((5.140)-(5.143)\) into \((?)-(?)\), perform the Taylor series expansion around \(\epsilon = 0\) and require for the coefficients of the resulting polynomial in \(\epsilon\) to vanish identically. A relative simplicity of the solution procedure in this case is a consequence of the form of the ansatz \((5.137)\) which reduces a PDE system to an ODE system. This, with use of \((5.144)-(5.146)\), allow us to obtain the solution by solving the linear algebraic system for Fourier coefficients instead of solving a coupled ODEs (such idea is also explored in the numerical construction). The perturbative procedure starts at \(\lambda = 2\) (the first order
equation is already satisfied by \( f_1(x) \) defined in (5.140). Inserting (5.141) and (5.145) into (5.141) and projecting onto \( e_k(x) \), we get a solution

\[
\hat{d}_{k,k} = -\frac{1}{2\omega_k^2} \left( e_{k} \right| \left[ \xi^4 \right] \sin 2x \left[ f'^2 + \left( \frac{\Omega e^f}{A} \right)^2 \right] \right).
\quad (5.147)
\]

Similarly, inserting the series (5.142) and (5.146) into (5.141) and projecting onto \( e_k(x) \) (after multiplication by a trigonometric factor \( \sin x \cos x \)), we get a linear system of equations for the coefficients \( \hat{A}_{j,j} \)

\[
\sum_j \left( (d - 1) \delta_{kj} + \left( e_k \left| \frac{1}{2} \sin 2x e'_j - \cos 2x e_j \right. \right) \right) \hat{A}_{j,j} = \frac{1}{4} \left( e_k \right| \left[ \xi^4 \right] (\sin 2x)^2 A \left[ f'^2 + \left( \frac{\Omega e^f}{A} \right)^2 \right] \right).
\quad (5.148)
\]

It is useful to note that the principal matrix of this system is tridiagonal. This system supplied with the \( A_k(0) = \sum \hat{A}_{k,j} e_j(0) = 0 \) condition allows for the unique solution for the coefficients \( \hat{A}_{k,j} \). In this way we solve constraint equations in each even perturbative order \( \lambda \geq 2 \).

For odd \( \lambda \geq 3 \) the series expansion of (5.149) has a form of linear inhomogeneous second order ODE

\[
\omega_x^2 f_x - L f_x = S_x,
\quad (5.149)
\]

with a source function \( S_x \) depending on all lower order expansion coefficients: \( f_1(x), f_2(x), A_2(x), \ldots, A_{\lambda-2}(x), \xi_2, \ldots, \xi_{\lambda-1} \). Using the orthogonality property of basis functions we get

\[
\hat{f}_{j,j} = \frac{(e_j \left| S_X \right)}{\omega_x^2 - \omega_j^2}, \quad j \in \mathbb{N}_0, j \neq \gamma.
\quad (5.150)
\]

For \( j = \gamma \) we use frequency correction \( \xi_{\lambda-1} \) to satisfy an integrability condition

\[
(e_j \left| S_X \right) = 0,
\quad (5.151)
\]

then the free coefficient of \( f_\gamma(x) \) namely \( \hat{f}_{\lambda,\gamma} \) is determined from normalization condition

\[
f_\gamma(0) = 0.
\quad (5.152)
\]

In this way we get a unique solution for any perturbative order \( \lambda \) with \( d \) and \( \gamma \) serving as the only parameters.

### 5.2.2 Numerical construction

As for the time-periodic solutions we also construct standing wave solution by solving the system (5.149)-(5.152) numerically. Here we represent the solution by a set of \( 3N \) Fourier coefficients We expand the scalar field \( f(x) \) and metric functions \( d(x), A(x) \) into \( N \)
eigenmodes of linearized problem (3.31) in a following way

\[
f(x) = \sum_{j=0}^{N-1} \hat{f}_j e_j(x),
\]

\[
d(x) = \sum_{j=0}^{N-1} \hat{d}_j (e_j(x) - e_j(0)),
\]

\[
A(x) = 1 - \sum_{j=0}^{N-1} \hat{A}_j (e_j(x) - e_j(0)),
\]

With this form of expansion both the boundary conditions at \(x = \pi/2\) (for even \(d\)) and regularity conditions at the origin are satisfied. The gauge condition \(d(0) = 0\) is satisfied identically by this expansion. Then we require (5.153)-(5.155) to be satisfied at the set of \(N\) collocation points (5.55). We supply this system with an additional equation fixing the central value of scalar field \(f(0) = \epsilon\). In this way we get a nonlinear system of \(3N + 1\) equations for \(3N + 1\) unknowns the expansion coefficients \(\{\hat{f}_j, \hat{A}_j, \hat{d}_j\}_{0 \leq j \leq N-1}\) and the frequency \(\Omega\). Solving this system for a fixed \(\epsilon\) with Newton-Raphson root-finding algorithm yields the standing wave solution. To find a standing wave solution with \(\gamma\) nodes in \(f(x)\) profile we start Newton’s method with the following initial data

\[
\hat{f}_\gamma = \frac{\epsilon}{e_j(0)}, \quad \Omega = \omega_\gamma,
\]

and with all other Fourier coefficients in (5.153)-(5.155) set to zero.

**Remark on alternative numerical methods**

To construct standing wave solutions we could use an alternative approach, e.g., the shooting method or the FD discretization of Eqs. (5.153)-(5.155) (see [105] for application of FDA to an analogous problem in asymptotically flat spacetime). The use of such local methods is particularly advantageous when looking for solutions with large central density. This is related to the character of the solution; when we increase \(\epsilon\) the solution profile \(f(x)\) gets steeper and steeper, while the metric function \(A(x)\) develops a narrow local minimum. These features are hard to resolve with relatively small values of \(N\). Additionally, local methods do not suffer from the boundary behaviour issue thus work equally well in odd and even dimensions.

Using a shooting approach we integrate Eqs. (5.153)-(5.155) outward starting at \(x = 0\) with the boundary conditions

\[
f(0) = \epsilon, \quad f'(0) = 0, \quad d'(0) = 0, \quad A(0) = 0,
\]

which follow from regularity conditions. The condition for the eigenvalue \(\Omega\) is the regularity at the conformal boundary of AdS

\[
f(\pi/2) = 0.
\]

Alternatively, we can fix the value of \(\Omega\) and shoot for \(\epsilon\) (it turns out that \(\Omega(\epsilon)\) is monotonic function). For general value of \(\epsilon\) (with fixed value of \(\Omega > d\) in \(d\) space dimensions) the solution will not satisfy the condition (5.158). Only for specific values of \(\epsilon\)
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this condition can be fulfilled. Moreover, being positive function at the origin with negative slope near the center \( f(x) \) may cross the real axis many times or may have no zero at all. So, if we fix \( \Omega > \omega_p \) then there will be an infinite number of solutions regular at \( x = \pi/2 \) each with at least \( \gamma \) nodes. In a very similar way one can solve numerically equations governing linear perturbations which are discussed below.

5.2.3 Linear stability

To study the linear stability we make the perturbative ansatz \((0 < |\mu| \ll 1)\)

\[
\phi(t, x) = e^{i\Omega t} \left( f(x) + \mu \psi(t, x) + O\left(\mu^2\right) \right),
\]

\[
\delta(t, x) = a(t, x) + \mu \left( a(t, x) - \beta(t, x) \right) + O\left(\mu^2\right),
\]

\[
A(t, x) = A(x) \left( 1 + \mu a(t, x) + O\left(\mu^2\right) \right),
\]

and we neglect higher order terms in \( \mu \). Next, we assume harmonic time dependence of the perturbation

\[
\psi(t, x) = \psi_+(x)e^{-i\Omega t} + \psi_-(x)e^{i\Omega t},
\]

\[
\alpha(t, x) = \alpha(x) \cos \Omega t,
\]

\[
\beta(t, x) = \beta(x) \cos \Omega t,
\]

where \( \psi_+(x) \) and \( \psi_-(x) \) are both real functions. This is the most general ansatz allowing for separation of \( t \) and \( x \) dependence, making at the same time the resulting system of equations relatively simple (cf. [37]). Plugging the (5.159)-(5.162) into (3.8)-(3.12) and linearizing about \( \mu = 0 \) we obtain a set of differential-algebraic equations

\[
\alpha = -\sin 2x \left\{ \frac{\Omega}{A} f \left( \psi' - \psi'_- \right) + f' \left( 1 - \frac{\Omega}{A} \right) \psi_+ + \left( 1 + \frac{\Omega}{A} \right) \psi_- \right\},
\]

\[
\beta' = \frac{d - 1 - \cos 2x}{\sin x \cos x} \frac{\alpha}{A},
\]

\[
\psi''_\pm = -\frac{d - 1 - \cos 2x}{A \sin x \cos x} \psi'_\pm - \left( 1 \mp \frac{\lambda}{\Omega} \right)^2 \left( \frac{\Omega e^\delta}{A} \right)^2 \psi_\pm - \frac{1}{2} \beta' f' + \left( 1 \mp \frac{\lambda}{\Omega} \right) \left( \frac{\Omega e^\delta}{A} \right)^2 \beta f.
\]

This system supplied with the boundary conditions (inherited from (3.26))

\[
\psi_\pm(\pi/2) = 0, \quad \alpha(\pi/2) = 0, \quad \beta'(\pi/2) = 0,
\]

and the regularity conditions at \( x = 0 \)

\[
\psi'_\pm(0) = 0, \quad \alpha(0) = \beta(0) = 0,
\]

\footnote{Note the change of signs in the exponents with respect to [114], which is a typo in that paper. The easiest way to correct that misprint is to use (5.162) instead of (22) in [114] with \( \psi_+ \) and \( \psi_- \) interchanged in the equations and the following discussion.}
is a linear eigenvalue problem with $\mathcal{X}$ as an eigenvalue. In principle, knowing standing wave solution $f(x), \mathcal{A}(x), d(x)$, we could integrate \((5.163)-(5.165)\) to obtain a solution in a closed form. Since this is not the case here, we again resort on perturbative method (in principle we could solve the equations numerically, using either a pseudospectral or shooting method, these can be solved simultaneously with the equations determining a standing wave but from a perturbative approach we expect to gain more insight).

Relaying on perturbative approach we expand the unknown functions $a(x), b(x), \psi_{\pm}(x)$ and frequency $\mathcal{X}$ in small parameter $\epsilon$ (the same as in \((5.140)-(5.143)\) for the standing wave solution)

$$\mathcal{X}(\epsilon) = \sum_{\text{even } j \geq 0} \epsilon^j \mathcal{X}_j, \quad (5.168)$$

$$\psi_{\pm}(x; \epsilon) = \sum_{\text{even } j \geq 0} \epsilon^j \psi_{\pm,j}(x), \quad (5.169)$$

$$a(x; \epsilon) = \sum_{\text{odd } j \geq 1} \epsilon^j a_j(x), \quad (5.170)$$

$$b(x; \epsilon) = \sum_{\text{odd } j \geq 1} \epsilon^j b_j(x). \quad (5.171)$$

Plugging \((5.140)-(5.143)\) and \((5.168)-(5.171)\) into \((5.163)-(5.165)\) we demand that the equations are satisfied at each order of $\epsilon$. Moreover, as for the standing wave solution we expand the unknown functions in eigenbasis $e_j(x)$

$$\psi_{\pm,j}(x) = \sum_{j \geq 0} \left( e_j \right| \psi_{\pm,j} \right) e_j(x), \quad (5.172a)$$

$$a_j(x) = \sum_{j \geq 0} \hat{a}_{j,j} \left( e_j(x) - e_j(0) \right), \quad (5.172b)$$

$$b_j(x) = \sum_{j \geq 0} \hat{b}_{j,j} \left( e_j(x) - e_j(0) \right). \quad (5.172c)$$

At the lowest order $O(\epsilon^0)$ the constraints \((5.163)\) and \((5.164)\) are identically satisfied, while from \((5.165)\) we get two linear second order equations

$$L \psi_{\pm,0} - \left( \mathcal{X}_0 \mp \omega_j \right)^2 \psi_{\pm,0} = 0, \quad (5.173)$$

Using decomposition of $\psi_{\pm,0}(x)$ and orthogonality of the basis functions \((3.31)\) we get the condition for the frequency $\mathcal{X}_0$

$$\begin{cases} 
\omega_j^2 - \left( \mathcal{X}_0 - \omega_j \right)^2 = 0, \\
\omega_k^2 - \left( \mathcal{X}_0 + \omega_j \right)^2 = 0.
\end{cases} \quad (5.174)$$

This system is satisfied when: $\psi_{-0} \equiv 0, \psi_{+0} = e_j(x), \text{ and } \mathcal{X}_0 = \omega_j \pm \omega_k$ (there is also the case when neither of $\psi_{\pm,0}(x)$ is zero, i.e. $\psi_{+0}(x) = e_j(x), \psi_{-0}(x) = e_k(x)$ with $k, j$ such that $d + 2\gamma = |k - j|$ holds, but construction of solutions for this choice breaks down at higher orders, thus we exclude this case). Taking into account the form of the ansatz \((5.162)\), due to its symmetry: $\psi_{\pm} \to \psi_{\mp}$ and $\mathcal{X} \to -\mathcal{X}$, these two seemingly different cases are in fact equivalent. Therefore, it suffices to consider the former case, so as a solution of the linear system \((5.173)\) we take

$$\psi_{+0}(x) = e_j(x), \quad \psi_{-0}(x) = 0, \quad \mathcal{X}_{0} = \omega_j \pm \omega_k. \quad (5.175)$$
Thus, at the lowest order in $\epsilon$, solution (5.175) specifies a standing wave with $\gamma$ nodes perturbed by a single eigenmode with $\xi$ nodes. Next, at each odd order $\lambda$ the constraints are solved as follows. The coefficients $\bar{a}_{\lambda,i}$ are simply given in terms of the decomposition of the order $\lambda$ of the right hand side of the equation (5.163). Next, we rearrange Eq. (5.164) at the order $\lambda$ to obtain the linear system for the expansion coefficients of the $\beta_{\lambda}(x)$ function

$$
\sum_i \bar{a}_{\lambda,i} (e_k | \sin x \cos x e_i') = -\left[ (e^\pm) (d - 1 - \cos 2x) \frac{a}{A} \right].
$$

(5.176)

For any even $\lambda$ the system (5.163)-(5.165) reduces to two inhomogeneous equations

$$
L \psi_{\pm,e} - (\chi_0 \mp \omega_e)^2 \psi_{\pm,e} = S_{\pm,e},
$$

(5.177)

with source terms $S_{\pm,e}$ depending on the lower order expansion coefficients in (5.140)-(5.143) and (5.168)-(5.171). Using the $\psi_{\pm,e}(x)$ expansion formula (5.172) and projecting the first equation in (5.177) onto the $\psi_{\pm,e}(x)$ mode we have

$$
(e_i | \psi_{\pm,e}) = \frac{\left( e_i | S_{\pm,e} \right)}{\omega_i^2 - \omega_e^2}, \quad i \in \mathbb{N}_0, \ i \neq \xi.
$$

(5.178)

where we have used the definition of $\chi^\pm_0$ given in (5.175). For $i = \xi$ the necessary condition

$$
(e_{\xi} | S_{\pm,e}) = 0.
$$

(5.179)

is satisfied by an appropriate choice of the parameter $\chi_0$, while the free coefficient $(e_i | \psi_{\pm,e})$ is fixed as follows. We set the value of $\psi_{\pm,e}(x)$ at the origin to unity (we use the fact that governing equations are linear and we set $\psi_{\pm,e}(0) = e_i(0)/e_i(0)$), then since $\psi_{\pm,e}(0) = 1$ we require that $\psi_{\pm,e}(0) = 0$ for $\lambda \geq 2$ which corresponds to taking

$$
(e_{\xi} | \psi_{\pm,e}) = -\sum_{i \neq \xi} (e_i | \psi_{\pm,e}) e_i(0).
$$

(5.180)

For a second equation in (5.177) after projection on $e_k(x)$ mode, we get

$$
(e_k | \psi_{\pm,e}) = \frac{\left( e_k | S_{\pm,e} \right)}{\omega_k^2 - (2\omega_\pm \pm \omega_e)^2}, \quad k \neq k_e,
$$

(5.181)

where $\omega_{k_e} = |2\omega_\pm \pm \omega_e|$ and the sign depends on the particular choice of $\chi_0 = \chi^\pm_0$. For $\chi_0 = \chi^+_0 = \omega_\gamma + \omega_\xi$, the $k_e = d + 2\gamma + \xi > 0$ and the condition

$$
(e_{k_e} | S_{\pm,e}) = 0.
$$

(5.182)

can always be satisfied by an appropriate choice of a constant $(e_{k_e} | \psi_{\pm,i-2})$ (it is remarkable that at the lowest nontrivial order $\lambda = 2$ the coefficient $(e_{k_e} | S_{\pm,i=2})$ is always zero for any combination of $\gamma$ and $\xi$, so we can continue our construction to arbitrary high order $\lambda$, having exactly one undetermined parameter after solving order $\lambda$, which will be fixed at higher order $\lambda + 2$). On the other hand, for $\chi_0 = \chi^-_0 = \omega_\gamma - \omega_\xi$, we have $k_e = \frac{1}{2}([d + 2(2\gamma + \xi)] - d)$ which can be either positive or negative. For
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$k_\ast < 0$ there are always solutions to (5.181) since the denominator, on right hand side, is always different from zero for any $k \geq 0$, and the coefficient $e_k \mid \psi_{-\lambda \pm 2}$ will be determined by the formula (5.181). The $k_\ast \geq 0$ case is more involved since there are two possibilities: either $d + 2(2\gamma - \zeta) \geq 0$ which gives $k_\ast = 2\gamma - \zeta \geq 0$ and there are no solutions to (5.181) since it turns out that the coefficient $e_{k_\ast} \mid S_{2,\lambda=2}$ is nonzero, which leads to contradiction, either $d + 2(2\gamma - \zeta) < 0$ and for $k_\ast = \zeta - 2\gamma - d \geq 0$ the coefficient $e_{k_\ast} \mid S_{-\lambda=2}$ is zero and the unknown $e_{k_\ast} \mid \psi_{-\lambda=2}$ will be fixed at higher order $\lambda = 4$ and we proceed just like for the $\chi_0 = \chi_0^+$ case. To sum up, for $\chi_0 = \chi_0^+$ there are solutions for any choice of $\gamma$ and $\zeta$, while for the $\chi_0 = \chi_0^-$ there exists solutions only for $\zeta > 2\gamma$.

In this way we construct a solution describing a standing wave with dominant eigenmode $e_\ast(x)$ perturbed (at the linear level) by a dominant eigenmode $e_\ast(x)$. Note the (general) ansatz (5.159)-(5.162) allows us to perturb a fixed standing wave with any eigenmode, as opposed to the analysis presented in [37]. The ansatz proposed in [37] restricts the form of perturbations, such that it allows for a $\gamma$-node standing wave to be perturbed by a solution with $\gamma$-nodes only. For that reason it is not suitable to find the full spectrum of linear perturbations.

5.2.4 Results

In analysis of the results obtained by the methods presented in previous sections, we restrict ourselves to $d = 4$ case and present the fundamental ($\gamma = 0$) standing wave solution; properties of excited solutions ($\gamma > 0$) are qualitatively very similar.

Fig. 5.17 shows both the convergence rate of our numerical pseudospectral method and a comparison with a perturbatively constructed solution. A high order perturbative series gives an accurate result which for small values of $\varepsilon \lesssim 0.2$ is equivalent to the numerical solution up to the roundoff errors. On Fig. 5.18 we show a scalar field and metric function profiles for few values of central density $\varepsilon$. With increasing value of central density the scalar field profile $f(x)$ concentrates at the origin but still has a polynomial tail. Also the metric functions $A(x)$ and $d(x)$ exhibit a steep gradient near the origin. Since these compact configurations are difficult to accurately resolve numerically with relatively small number of modes, the use of other than spectral methods are preferred, as pointed out in the remark. The results shown on Fig. 5.18 where obtained by shooting method.

With increasing $\varepsilon$ the standing wave solution becomes more compact and more massive (and at the same time more charged) while we note from Fig. 5.19 that there exists a maximum mass for the family of solutions. Thus, in analogy to the asymptotically flat solutions, this model also exhibits an analog of the Chandrasekhar mass limit. No stationary configurations exists with masses greater than $M_\ast \equiv M(\varepsilon_\ast)$. Moreover, the evolution of configurations that lie to the left of the mass maximum $\varepsilon < \varepsilon_\ast$ shows that they are stable with respect to small perturbations while those to the right ($\varepsilon > \varepsilon_\ast$) are unstable. In asymptotically flat boson star models this type of behaviour was verified by direct numerical evolution of unstable configurations [133, 8, 87], for self-interacting case see [14]. The stability analysis of standing wave solutions is discussed in more detail below.

The structure of solutions with different number of nodes $\gamma$ in different number of space dimension $d$ is as follows. For fixed space dimension $d$ the location of first extremum of $M(\varepsilon)$ decreases with increasing $\gamma$; similarly for fixed $\gamma$ (for given family of
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Figure 5.17: Top panel. The convergence test of numerical code for ground state standing wave solution with \( f(0) = 3/10 \) (\( \Omega \approx 4.56690 \)). The frequency error \( \Delta \Omega_N := |\Omega_N - \Omega_{N=32}| \), scalar field profile error \( \Delta f_N := \| f_N - f_{N=32} \|_2 \), and total mass error \( \Delta M_N := |M_N - M_{N=32}| \) computed for increasing number of Fourier coefficients \( N \) in (5.153)-(5.155) compared with reference solution with \( N = 32 \). Bottom panel. The comparison of numerical and analytical ground state standing wave solutions for varying value of \( f(0) = \varepsilon \). The scalar field absolute error \( \Delta f := \| f_{\text{num}} - f_{\text{pert}} \|_2 \) is computed for numerical solution with \( N = 48 \) eigenmodes, the perturbative series was found up to \( \mathcal{O}(\varepsilon^{23}) \) order. For small values of \( \varepsilon < 0.2 \) the rounding errors dominate. The discrete \( l^2 \)-norm \( \| \cdot \|_2 \) was computed on as set of equally spaced grid points \( x_i = i \pi / 800, i = 1, \ldots, 400 \). solutions) the location of stability point, \( \varepsilon_* \), decreases with increasing \( d \). For \( d = 4 \) the maximum value of mass of a ground state standing wave solution is \( M_* \approx 0.138065 \) and the first few consecutive stationary points of mass are: \( \varepsilon_* \approx 0.563, 1.018, 1.377 \) and 1.682. Further, each such extremum point corresponds to the appearance of a zero mode, i.e. \( X(\varepsilon) \) tends to zero as \( \varepsilon \to \varepsilon_* \) (this issue is emphasized below). Moreover each extremum point of \( M(\varepsilon) \) corresponds to the extremum of \( Q(\varepsilon) \), i.e. \( M'(\varepsilon_*) = Q'(\varepsilon_*) = 0 \). These properties of standing wave solutions in AdS are similar to the boson star models in asymptotically flat case [77, 105, 106, 87].

To study the stability of small amplitude \((0 < |\varepsilon| \ll 1)\) standing wave solutions we have solved the higher orders of perturbative equations (in terms of the \( \varepsilon \) expansion) to get successive approximation to the solution of the system (5.163)-(5.165) and in particular for the eigenfrequencies \( \chi^\pm(\varepsilon) \). Repeating this procedure for successive values of \( \zeta \) (the wave number) we can compute the spectrum of linear perturbations around the standing wave (by deducing a general expression for frequency corrections \( \chi_\zeta \) in perturbative series expansion (5.168)). A systematic analysis of our results lead us to
the observation that all of these corrections are given in terms of the recurrence relation which is easy to solve. Here we present just a sample of our calculations for the ground state solution $\gamma = 0$ and first excited solution $\gamma = 1$. For $\lambda_{0}\chi_{\lambda=0} = \omega_{\chi_{0}} + \omega_{\chi}$ the second

\[ a_n \chi_{\lambda=0} + b_n \chi_{\lambda} + c_n = 0, \ n \in \mathbb{N}, \]

with coefficients $a_n$, $b_n$, and $c_n$ being polynomials in $n$ of orders depending on and increasing with $\lambda$, $\gamma$ and $d$; these are solved case by case.

---

**Figure 5.18**: Dependence of standing wave solution scalar field profile and metric functions on the central density $\epsilon$ (color coded). Note the use of logarithmic scale on rescaled horizontal axis.
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Figure 5.19: Top panel. The frequency $\Omega$ as a function of central density $\varepsilon$ for fundamental standing wave solutions in $d = 4$ space dimensions. While for small values of $\varepsilon$ the frequency has polynomial dependence on $\varepsilon$ (in agreement with perturbative expansion) for large central densities it grows exponentially. Middle and bottom panels. Dependence of mass $M$ and charge $Q$ (defined in (5.138) and (5.139) respectively) of standing wave solutions on the central density $\varepsilon$. The extremum points of $M(\varepsilon)$ correspond to the extrema of $Q(\varepsilon)$. For presentation we multiply derivatives by $\varepsilon^3$.

and fourth order coefficients in (5.168) read

$$\chi_2 = \left( 1134 \zeta^6 + 19003 \zeta^5 + 124820 \zeta^4 + 407705 \zeta^3 + 688426 \zeta^2 + 548112 \zeta + 146160 \right) \left( 448 \zeta^5 + 5600 \zeta^4 + 25760 \zeta^3 + 53200 \zeta^2 + 47292 \zeta + 13230 \right)^{-1},$$ (5.183)
5.2. Einstein-Klein-Gordon system—standing waves

\[ \chi_4 = \left( 780065499136 \zeta^{21} + 4116336682624 \zeta^{20} + 1006051101954048 \zeta^{19} + 1510214046866400 \zeta^{18} + 15561729514301696 \zeta^{17} + 1164464261736384 \zeta^{16} + 6520784612437551808 \zeta^{15} + 27691944373998004960 \zeta^{14} + 89026702549966310496 \zeta^{13} + 21180262606072920504 \zeta^{12} + 347405017468617340788 \zeta^{11} + 295005895048265576070 \zeta^{10} - 219816086483048577849 \zeta^9 - 1183082173497216325931 \zeta^8 - 2011100419520146792317 \zeta^7 + 19812357198494124912 \zeta^6 - 1102026285670662519354 \zeta^5 - 16676941982648034066 \zeta^4 + 21399188004140931548 \zeta^3 + 16163644355841319440 \zeta^2 + 4749260516968020481 \zeta^1 \right) \times (2 \zeta + 1)^3 (2 \zeta + 3)^3 (2 \zeta + 5)^3 (2 \zeta + 7)^3 (2 \zeta + 9)^3 (2 \zeta + 11)^{-1}, \]

for \( \zeta \in \mathbb{N} \). From this we can read off the asymptotic expansion of the linear spectrum of perturbed standing wave (5.168). Up to fourth order in \( \epsilon \), for large wave numbers \( \zeta \),
the spectrum (of ground state standing wave solution $\gamma = 0$) reads

$$\lambda^+_{\xi}(\epsilon) = \left(2 + \frac{81}{32} \epsilon^2 + \frac{706663}{322560} \epsilon^4 + \ldots\right) \xi + \left(8 + \frac{1207}{112} \epsilon^2 + \frac{90825701}{86929920} \epsilon^4 + \ldots\right) \xi^{-1} + \left(-\frac{105}{64} \epsilon^2 + \frac{29319}{28672} \epsilon^4 + \ldots\right) \xi^{-2} + \mathcal{O}(\xi^{-3}),$$

(5.187)

while for first excited solution $\gamma = 1$ we get

$$\lambda^-_{\xi}(\epsilon) = -\left(2 + \frac{81}{32} \epsilon^2 + \frac{706663}{322560} \epsilon^4 + \ldots\right) \xi + \left(\frac{73}{112} \epsilon^2 + \frac{488249}{28976640} \epsilon^4 + \ldots\right) \xi^{-1} + \left(-\frac{105}{64} \epsilon^2 + \frac{29319}{28672} \epsilon^4 + \ldots\right) \xi^{-2} + \mathcal{O}(\xi^{-3}),$$

(5.188)

for $\xi \to \infty$. Thus the spectrum is manifestly dispersive (the group velocity $d\lambda_{\xi}/d\xi$ depends on $\xi$) and is only asymptotically resonant for $\epsilon \neq 0$ (the $\epsilon = 0$ corresponds to linear perturbations of AdS space and we recover the resonant spectrum). Additionally we note the following limit $\lim_{\epsilon \to \infty} d\lambda^+_{\xi}/d\xi = -\lim_{\epsilon \to \infty} d\lambda^-_{\xi}/d\xi$. The dispersive character of linear spectrum has a direct consequence on the dynamics of perturbed standing wave solution, which we investigate below.

In Tab. 5.3 the perturbatively derived eigenvalues are compared with the numerical solution of the system (5.163)-(5.165). The fourth order accurate perturbative series, with coefficients (5.183)-(5.184) and (5.185)-(5.186), was evaluated for $\epsilon = 1/10$ giving result with precision of 6 to 7 significant digits. To verify these results further—the form of the ansatz and derived solutions—we have solved the system (3.8)-(3.10) subject to reflecting boundary conditions, using methods of Section 5.1.2 with initial
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Table 5.3: The comparison of perturbatively and numerically derived the lowest eigenfrequencies (the linear spectrum) of fundamental (γ = 0) standing wave solution with amplitude ε = 1/10 in d = 4 space dimensions. The numerical solutions where determined with N = 32 modes (points).

| ζ   | numeric      | perturbative | numeric      | perturbative |
|-----|--------------|--------------|--------------|--------------|
| 0   | 8.111 661 210 840 | 8.111 652    | —            | —            |
| 1   | 10.134 321 659 884 | 10.134 312   | −1.999 578 064 801 | −1.999 556   |
| 2   | 12.159 077 420 529 | 12.159 067   | −4.033 347 392 183 | −4.033 348 8 |
| 3   | 14.184 352 284 616 | 14.184 340   | −6.062 592 316 375 | −6.062 591 6 |
| 4   | 16.209 810 121 153 | 16.209 79    | −8.090 070 643 161 | −8.090 068  |
| 5   | 18.235 341 639 390 | 18.235 328   | −10.116 773 090 642 | −10.116 769 |
| 6   | 20.260 904 312 594 | 20.260 89    | −12.143 076 829 705 | −12.143 071 4 |
| 7   | 22.286 479 760 545 | 22.286 463   | −14.169 151 834 984 | −14.169 145 |
| 8   | 24.312 059 525 533 | 24.312 041   | −16.195 084 717 138 | −16.195 076 |
| 9   | 26.337 639 597 242 | 26.337 620   | −18.220 923 808 978  | −18.220 914 |

Figure 5.20: The linear perturbation spectrum \( \chi^\pm_\zeta(\varepsilon) \) of family of the fundamental standing wave solutions. The first few eigenfrequencies are plotted with color coded wave number \( \zeta \). The consecutive negative oscillation frequencies tend to zero at stationary points of mass \( M \) of the solutions parametrized by their central density \( \varepsilon \).

conditions derived from (5.159)-(5.162) for small values of \( \mu \) and compared numerical solution with analytical prediction (as given by the perturbative ansatz) for different choices of \( \gamma \) and \( \zeta \). The results, of which a nontrivial example we present on Fig. 5.21 show both the consistency and convergence with \( \mu \to 0 \). The solution exhibits harmonic oscillation around stable standing wave solution, i.e. a pure harmonic dependence of the scalar field at the origin is modulated

\[
\phi(t, 0) = \varepsilon e^{i\Omega t} + \mu \left( e^{i(\Omega - \chi_\gamma) t} + \psi_-(0) e^{i(\Omega + \chi_\gamma) t} \right) + O(\mu^2),
\]

(5.191)

which is depicted on Fig. 5.21 with dashed blue line for unperturbed solution (\( \mu = 0 \)).

*For our normalization condition \( \psi_+(0) = 1 \).
and with dotted green line the real part of the formula (5.191); the $d = 4$, $\gamma = 2$, $\zeta = 3$ case with $\epsilon = 1/10$, $\mu = 1/100$, $\Omega \approx 8.155\,377$, $\lambda \approx 18.342\,540$ and $\psi(0) \approx 0.002\,804$.

The part of the linear oscillation perturbation spectrum $\mathcal{X}_\zeta^\epsilon(\epsilon)$ and the change of its character with $\epsilon$, for a family of fundamental solutions, is shown on Fig. 5.20. While frequencies $\mathcal{X}_\zeta^\epsilon(\epsilon)$ increase monotonically with $\epsilon$ the $\mathcal{X}_\zeta^\epsilon(\epsilon)$ tend to zero when $\epsilon$ tends to consecutive critical points $\epsilon_+$ of mass $M(\epsilon)$. At these points a standing wave solution loses stability, the zero mode appears (a feature observed in asymptotically flat boson stars [77]); moreover for solutions with central densities close to $\epsilon_+$ and for $\epsilon > \epsilon_+$ our numerical procedure ceases to find solution for Eqs. (5.163)-(5.165). The location of these points can be approximated with perturbative series for $\mathcal{X}_\zeta$. Indeed, the fourth order formula (5.185) and (5.186) for $\zeta = 1$ gives a single positive real root $\epsilon_+ \approx 0.819\,208$ which with inclusion of higher order approximation to $\mathcal{X}_\zeta^{\epsilon=1}$ is expected to converge to the numerical value.

Next, we solved the system (3.8)-(3.10) subject to generic initial conditions. For purely real initial data as in [28] we reproduce the scaling $\Pi(t, 0)^2 \to \epsilon^2 \Pi(\epsilon^2 t, 0)^2$
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Figure 5.22: Top panel. The time evolution of the squared module of a scalar field $\Pi(t, x)$ at the origin ($x = 0$) for a perturbed ground state standing wave solution with evaluated at the origin for perturbed standing wave with $f(0) = 0.16$ ($\Omega \approx 4.15034$) by a narrow Gaussian pulse (5.192) of decreasing amplitude (labeled with different line colors). Bottom panel. A close-up showing scaling with an amplitude of the perturbation $\epsilon$, which improves when $\epsilon \to 0$. Because of the nonlinearity of governing field equations, we cannot exactly separate contributions coming from a standing wave solution (a constant value) and a perturbation.

(cf. Fig. 2 in [28]), which improves with decreasing amplitude of the perturbation $\epsilon$, supporting the conjectured AdS instability for reflecting boundary conditions. On the other hand, for a perturbed standing wave solution, i.e. for the initial data \( \phi(t, 0) = f(x) \),

\[
\Pi(t, 0) = i \Omega f(x) e^{\epsilon \tau(x)} + \epsilon \frac{2}{\pi} \exp \left( -\frac{4}{\pi^2} \frac{\tan^2 x}{\sigma^2} \right), \tag{5.192}
\]

(with $\sigma = 1/16$), evolution is different (see Fig.5.22 for a perturbed ground state solution; we observe the same behaviour also for small amplitude excited states). While for large amplitudes of the Gaussian perturbation, after several dozens of reflections, the modulus squared of the scalar field $\Pi(t, 0)$ starts to grow, indicating the formation of the apparent horizon, the situation changes when the perturbation becomes small. For slightly perturbed standing wave solution and for simulated time intervals, the evolution

\[\text{Note use of different symbols for Greek epsilon to distinguish central density$\epsilon$ and the amplitude of initial perturbation$\epsilon$.}\]
Figure 5.23: Plot of the energy spectrum defined as in Eqs. (5.64) and (5.65) at initial and late times (labeled by different line types) for the solution of perturbed standing wave (5.192) with \( f(0) = 0.16 \) (\( \Omega \approx 4.15034 \)) and amplitude of the Gaussian perturbation with \( \epsilon = 1/2 \). For late times the spectrum falls off exponentially with an almost constant slope (compare Fig. 2 in [113] for perturbed AdS solution).

This does not show any sign of instability staying close to the stationary state at all times. Moreover, similarly to the cavity model with Neumann boundary condition discussed in Section 4.1.3, the scalar field \( \Pi(t,x) \) evaluated at the origin exhibits linear scaling with \( \epsilon \) (so does, in the leading order, the squared modulus). Here to see this scaling we subtract the constant contribution of the standing wave solution, namely the constant factor \((\Omega f(0))^2\). The energy spectra of a noncollapsing solution seems to equilibrate around some stationary distribution, with a small fluctuation of energy between eigen-modes (see Fig. 5.23). Moreover, in contrast to perturbations of the pure AdS space, we do not observe any scaling with the coordinate time \( t \) in this case. This picture holds for standing wave solutions on a stable branch, i.e. solutions with \( \epsilon < \epsilon_* \) and for both initial perturbations conserving total charge (e.g. such as given in (5.192)) and these that modify charge of a standing wave solution.

This picture changes dramatically when we perturb an unstable standing wave solution, such with \( \epsilon > \epsilon_* \). Starting with the same initial conditions as in (5.192) with small positive values of \( \epsilon \) the solution inevitably collapses to a black hole. For negative \( \epsilon \) the apparent horizon does not form and solution stays regular all the future times but diverges away from a stationary state in a sense that it exhibits large amplitude oscillations around stationary state (this is in contrast with what we observe for the unstable time-periodic solutions which undergo prompt or delayed collapse independently on the sign of initial perturbation). This is illustrated on Fig. 5.24 where the unstable solution with central density \( \epsilon = 0.65 \) (\( \Omega \approx 7.894722 \)) was perturbed with Gaussian profile (5.192) of small amplitude \( \epsilon = 10^{-4} \). The solution undergoes high amplitude oscillations; a very similar phenomena was observed for a long time evolution of unstable boson stars for \( \Lambda = 0 \) case [105]. A use of sufficient number of eigenmodes in numerical evolution together with symplectic integration method guarantees the high accuracy which is confirmed by the mass and charge conservation (see bottom panel of Fig. 5.24). In contrast to the asymptotically flat case, here the excess of mass and charge cannot leave the system and no convergence to a stable solution is expected. Since the oscillations are of large amplitude it makes it difficult to precisely identify an effective background state.
Figure 5.24: Time evolution of slightly perturbed (with Gaussian amplitude \( \epsilon = 10^{-4} \) set in (5.192)) unstable fundamental standing wave solution \( \epsilon = 0.65 \) (\( \Omega \approx 7.894722 \)).

Top panel. The real part of scalar field evaluated at the origin (red solid line) compared with harmonic oscillation of unperturbed standing wave solution (dashed gray line).

Middle panel. The squared module of scalar field at the origin.

Bottom panel. The charge and total mass absolute errors during the evolution.

A natural candidate would be one of the standing solutions on stable branch. But as for the time-periodic solutions, we were unsuccessful to provide satisfactory description for such evolutions.
5.3 Cohomogeneity-two biaxial Bianchi IX ansatz

In this section we deal with time-periodic solutions of the pure vacuum Einstein's equations—the system of equations introduced in Section 3.2. The construction and the methods follow similar steps as for the EKG system. The differences among these two systems of PDEs lead to crucial modifications of perturbative construction which we emphasize here. We start with perturbative construction in Section 5.3.1. Then we describe the spatial discretization method (Section 5.3.2) and finally we show the numerical construction of time-periodic solutions (Section 5.3.3). We verify our approaches in Section 5.3.4 where the properties of time-periodic solutions are also discussed.

5.3.1 Perturbative construction

We follow the steps of Section 5.1.1 when constructing time-periodic solutions to the model introduced in Section 3.2. We assume the following small amplitude $\epsilon$ expansion for time-periodic solution bifurcating from a single eigenmode $e_\gamma(x)$ ($\gamma \in \mathbb{N}_0$)

\begin{align*}
B(t, x; \epsilon) &= \epsilon \cos \tau e_\gamma(x) + \sum_{\lambda \geq 2} \epsilon^\lambda B_{\lambda}(\tau, x), \quad (5.193) \\
A(t, x; \epsilon) &= 1 - \sum_{\lambda \geq 2} \epsilon^\lambda A_{\lambda}(\tau, x), \quad (5.194) \\
\delta(t, x; \epsilon) &= \sum_{\lambda \geq 2} \epsilon^\lambda \delta_{\lambda}(\tau, x), \quad (5.195)
\end{align*}

where $\tau = \Omega t$ is a rescaled time variable with

\[ \Omega(\epsilon) = \omega_0 + \sum_{\lambda \geq 1} \epsilon^\lambda \omega_\lambda. \quad (5.196) \]

This form of perturbative ansatz reduces for $\epsilon \to 0$ to a single eigenmode $e_\gamma(x)$ oscillating with frequency $\omega_0$, the solution of linearized Einstein's equations (3.32). At the linear level this is a time-periodic solution (referred by other authors as oscillon), and with perturbative construction of time-periodic solutions we retain periodicity of the higher orders of functional series (5.193)-(5.195) term by term.

The strategy is a minor modification of methods given in Section 5.1.1 and restricted to the problem at hand. One of the differences is the form of perturbative expansion, given in Eqs. (5.193)-(5.195), where both even and odd powers of $\epsilon$ are present, which is a direct consequence of the dependence of Eqs. (3.38)-(3.41) on sign of the squashing field $B$. For completeness we present all the steps in this construction, and point out the necessary modifications we have to make in adapting the techniques developed for the scalar field model.

We plug the expansion (5.193)-(5.196) into the field equations (3.38)-(3.40), perform the expansion around $\epsilon = 0$ and require the resulting perturbative equations to be satisfied at each perturbative order $\lambda$. To reduce the complexity of the solution proce-
5.3. Cohomogeneity-two biaxial Bianchi IX ansatz

dure we decompose each of the metric functions, at each order \( \lambda \), as follow

\[
B_\lambda(\tau, x) = \sum_{j \geq 0} \hat{B}_{\lambda,j}(\tau) e_j(x),
\]

\[
A_\lambda(\tau, x) = \sum_{j \geq 0} \hat{A}_{\lambda,j}(\tau) \cos(2jx),
\]

\[
\delta_\lambda(\tau, x) = \sum_{j \geq 1} \hat{\delta}_{\lambda,j}(\tau) (\cos(2jx) - 1),
\]

where the upper limits of the sums are finite and depend on the particular choice of \( \gamma \) and the order of the \( \varepsilon \) expansion. The choice of the basis functions decomposition is dictated by the boundary conditions (3.46) and (3.47) and the simplicity. Such decomposition also reduces the perturbative differential equations to algebraic systems for expansion coefficients of \( A_\lambda \) and \( \delta_\lambda \) function and the PDE for \( B_\lambda \) to a system of second order ODEs.

The exponential nonlinearity and structure of the field equations causes that at each perturbative order we need to solve three equations, as opposed to the scalar field case, the constraints and the wave equation. Therefore at each order \( \lambda \geq 2 \) we solve first (3.39) and (3.40) for \( \delta_\lambda \) and \( A_\lambda \) respectively, then from Eq. (3.38) we derive \( B_\lambda \). We do this in this particular order since the former functions serve as source terms for the latter. Starting with \( \delta \) function we plug (5.195) and (5.199) into (3.39) and get the following

\[
- \sum_{j \geq 1} \hat{\delta}_{\lambda,j}(\tau) 2j \sin(2jx) = \left[ e^\lambda \right] \left( -2 \sin x \cos x \left( \beta(t, x)^2 + \Pi(t, x)^2 \right) \right).
\]

(5.200)

The right hand side of this equation is a finite combination of the \( \sin(2jx) \) terms, so using orthogonality property of the \( \sin(2jx) \) functions we can read off directly the \( \hat{\delta}_{\lambda,j}(\tau) \) coefficients, which completely determine the solution \( \delta_\lambda(\tau, x) \). The gauge condition \( \delta_\lambda(\tau, 0) = 0 \) is already enforced by the form of decomposition (5.199). Next, inserting the perturbative series (5.194) into (3.40) and multiplying both sides by \( \sin x \cos x \) we obtain

\[
- \sin x \cos x A_\lambda'(\tau, x) - (3 - \cos 2x) A_\lambda(\tau, x) = e^\lambda \sin x \cos x \left( \sin x \cos x \left( \frac{2}{3} \cos x (4e^{-2B(t,x)} - e^{-8B(t,x)} - 3) \right) \right).
\]

(5.201)

The resulting right hand side is a finite combination of \( \cos(2jx) \) with the time dependent coefficients. Then we insert (5.198) into (5.201) and use the orthogonality of \( \cos(2jx) \) functions to obtain an algebraic system (of finite size; when expressed in matrix form this system has a banded main matrix) for the coefficients \( \hat{A}_{\lambda,j}(\tau) \). The boundary conditions \( A_\lambda(\tau, 0) = A_\lambda(\tau, \pi/2) = 0 \) are then automatically satisfied. Finally, for \( B_\lambda \) we have the following wave equation to be solved at each order \( \lambda \geq 2 \)

\[
\left( \omega_\lambda^2 \partial_\tau^2 + L \right) B_\lambda = S_\lambda,
\]

(5.202)

(where by \( S_\lambda \) we denote the source function at order \( \lambda \) resulting from the Taylor expansion of Eq. (3.38) with (5.193)-(5.196) substituted). When we plug (5.197) into

*In spite the fact the boundary expansion for \( A \) and eigenbasis functions are consistent we decided to expand \( A \) in cosine basis to reduce the number of integrals needed to be computed, see below. For \( \delta \) function we have no alternative for the cosine basis.
Eq. (5.202) and project onto $e_k(x)$ mode we get the system of second order ODEs which have the following form

$$\left(\omega^2_\gamma \frac{d^2}{d\tau^2} + \omega_k^2\right) \hat{B}_{\lambda,k} = \langle e_k \mid S_\lambda \rangle.$$  \hspace{1cm} (5.203)

These have to be solved with general initial conditions

$$\hat{B}_{\lambda,k}(0) = c_{\lambda,k}, \quad \partial_\tau \hat{B}_{\lambda,k}(0) = \hat{c}_{\lambda,k}.$$  \hspace{1cm} (5.204)

At each order we set two of them, $c_{\lambda,y} = \hat{c}_{\lambda,y} = 0$, to impose the amplitude of dominant eigenmode $e_\lambda(x)$ to $\varepsilon$ and its velocity to zero at time $\tau = 0$ ($t = 0$)

$$\langle e_\gamma \mid B \rangle\bigg|_{\tau=0} = \varepsilon, \quad \langle e_\gamma \mid \partial_\tau B \rangle\bigg|_{\tau=0} = 0.$$  \hspace{1cm} (5.205)

(this freedom is related to the fact that we may pick one particular solution from the whole family of time-periodic solutions build on a given eigenmode $e_\lambda(x)$, while the second condition corresponds to a freedom we have to fix the phase of periodic solution). It turns out that the choice $\hat{c}_{\lambda,y} = 0$ implies that all other modes tune in phase with the dominant one, i.e. $\hat{c}_{\lambda,k} = 0$ for all $k \geq 0$ and $\lambda \geq 2$. Next, following the idea given in Section 2.2.1 we use the freedom we have in specifying initial data $c_{\lambda,k\neq y}$ (the remaining integration constants) and the expansion parameter $\xi_\lambda$ to remove the resonant terms $\cos(\omega_\lambda / \omega_\gamma \tau)$, naturally present in $\langle e_k \mid S_\lambda \rangle$ in the case of fully resonant system, which give rise to secular terms $\tau \sin(\omega_\lambda / \omega_\gamma \tau)$, which neither are periodic nor bounded when $\tau \to \infty$. Thus all of the resonances have to be removed by fixing the remaining integration constants and the frequency corrections $\xi_\lambda$. However, it turns out that this is possible at any order $\lambda$ only if one solve the system (5.203) in a proper way, starting at the lowest nontrivial order $\lambda = 2$. The source function in (5.202) has the following property

$$\langle e_k \mid S_{\lambda=2} \rangle \neq 0, \quad \text{for } k = 0, 1, \ldots, 2\gamma + 2,$$  \hspace{1cm} (5.206)

and for $\lambda \geq 3$

$$\langle e_k \mid S_\lambda \rangle \neq 0, \quad \text{for } k = 0, 1, \ldots, \frac{1}{2} \left(7(\lambda - 1) - \frac{1 + (-1)^{\lambda}}{2}\right) + \gamma \lambda,$$  \hspace{1cm} (5.207)

so in particular the projection $\langle e_k \mid S_{\lambda=2} \rangle$ vanishes for $k = k_\gamma = 2\gamma + 3$. But the eigenmode $e_{k_\gamma}(x)$ is in resonance with $e_\gamma(x)$, that is its frequency satisfies the following condition

$$\frac{\omega_{k_\gamma}}{\omega_\gamma} = 2,$$  \hspace{1cm} (5.208)

so $k_\gamma \in O_\gamma$ (it is the lowest resonant mode with $e_\gamma(x)$, cf. (2.11) for definition of the resonant set). We include this eigenmode in the solution $\tilde{B}_{5,\gamma}(\tau, x)$ resulting from inhomogenous system (5.203) by adding the term

$$\tilde{B}_{2,2\gamma+3} \cos(2\tau) e_{2\gamma+3}(x),$$  \hspace{1cm} (5.209)

being itself a solution of homogeneous wave equation (5.203). The additional parameter, namely the amplitude $\tilde{B}_{2,2\gamma+3}$, will be used to remove one resonant term at higher order (specifically at order $\lambda = 4$). The inclusion of (5.209) at order $\lambda = 2$ allow us to continue our construction up to arbitrary high order without need to explicitly include further homogeneous solutions to (5.203) at any higher order. Furthermore, the number of integration constants $c_{\lambda,k}$ together with the expansion parameter $\xi_\lambda$ is sufficient
to remove all of the resonances (with an exception for \( \lambda = 4 \) where we also need the explicitly included parameter \( B_{2,2} \) at order \( \lambda = 2 \)), and all of these parameters are fixed at higher order of perturbative calculation leading to a unique solution.

In fact, the projections of the source to the inhomogeneous wave equation (5.202) onto \( e_k(x) \) mode, appearing at any order of the perturbative procedure described above, can be reduced to just a few inner products; the source functions \( S_j \) consists mostly of the terms like: \( \csc^2 x \ e_i(x) e_j(x) \), \( \cos(2ix)e_j(x) \), \( \sin(2ix)e_j(x) \), \( e_i(x)e_j(x) \) and \( \sin^2 x e_j(x) \), where each term individually can be written as a finite combination of the eigenmodes. This property does not hold for the \( \csc^2 x \cos(2ix)e_j(x) \) terms which come from the products like \( \csc^2 x \delta_{ij} \) (where \( i + j = \lambda, i, j \geq 1 \), at order \( \lambda \)), since each of them separately do not have finite decomposition onto the eigenmodes \( e_i(x) \). For that reason the straightforward procedure to decompose the source term by term does not work here (as it does for a scalar field system in odd spacetime dimensions, as analyzed in Section 5.1.1). To overcome this we proceed as follow. Multiplication of the source \( S\) by the factor \( \sin^2 x \) removes troublesome terms and allow us to write (to simplify notation we drop subscript of \( S \) and write \( S \) instead here; this trick applies to any \( \lambda \geq 2 \))

\[ S \sin^2 x = \sum_{j\geq 0} \hat{S}_j e_j(x), \quad (5.210) \]

(as a finite sum) with known coefficients \( \hat{S}_j \). Since we know that the source can be written as the finite sum of eigenmodes \( S = \sum_{i\geq 0} \hat{S}_i e_i(x) \) we can plug this expression into the former one and use the orthogonality property of the \( e_j(x) \) basis functions to get

\[ \sum_{i\geq 0} (e_k | \sin^2 x e_i) \hat{S}_i = \hat{S}_k, \quad (5.211) \]

the linear equation for the \( \hat{S}_i \) coefficients. The matrix with elements \( (e_k | \sin^2 x e_i) \) has a tri-diagonal form and is non-degenerate whence can be inverted to find the necessary coefficients \( \hat{S}_i \) easily.

The number of terms in the source function in (5.201) and in (5.202) rapidly grows with the order \( \lambda \), because of the exponential nonlinearity of the field equations, so the construction of solution to a given order is much more involved then for a scalar field system discussed in Section 5.1.1 (where the wave equation for the scalar field is linear). Therefore, in practice, with the same computational resources available we can obtain approximation to a time-periodic solution to (3.38)-(3.40) of lower order compared to the scalar field case (at least for the current implementation). The reason of that is also the lack of symmetry of the perturbative expansion (5.193)-(5.196) where all powers of the \( \epsilon \) are present, whereby at each order the constraints and the dynamical equation have to be solved.

**Integrals**

In contrast to the scalar field case here we decompose the metric functions in cosine basis (5.198) and (5.199), therefore for convenience the source functions in the corresponding equations (5.200) and (5.201) are simply decomposed by expanding the eigenbasis functions and all of appearing products at a given perturbative order in the cosine series. This simplifies the implementation of the algorithm but this step is both

\[ \text{This step is carried automatically by the Mathematica itself, by simply using the built-in function TrigReduce.} \]
time and memory consuming operation so possibly further improvements are needed, like using eigenbasis expansion in (5.194).

The decomposition of the source function $S(x)$ of Eq. (5.202) into the eigenbasis $e_i(x)$ can be computed by applying the following formulae

\[
\csc^2 x e_i(x)e_j(x) = \sum_{k=\max(0,|i-j|-2)}^{i+j+2} (e_k \csc^2 x e_i e_j) e_k(x),
\]

(5.212)

\[
\cos(2ix)e_i(x) = \sum_{k=\max(0,|j|-i)}^{i+j} (e_k \cos(2ix)e_j) e_k(x),
\]

(5.213)

\[
\sin(2ix)e_i'(x) = \sum_{k=\max(0,|j|-i)}^{i+j} (e_k \sin(2ix)e_j') e_k(x),
\]

(5.214)

\[
e_i(x)e_j(x) = \sum_{k=\max(0,|j|-i)}^{i+j+3} (e_k e_i e_j) e_k(x),
\]

(5.215)

\[
\sin^2 x e_i(x) = \sum_{k=\max(0,|i-1|-1)}^{i+1} (e_k \sin^2 x e_j) e_k(x),
\]

(5.216)

where the expansion coefficients in each of the sum are calculated as described in Appendix D. Denoting by $\mathcal{N}_j$ the normalization constant in (3.54)

\[
\mathcal{N}_j = 2 \sqrt{\frac{(j+3)(j+4)(j+5)}{(j+1)(j+2)}}, \quad j \in \mathbb{N}_0,
\]

(5.217)

we have (with the inner product defined in Eq. (3.53))

\[
(e_k \csc^2 x e_i e_j) = \mathcal{N}_i \mathcal{N}_j \mathcal{N}_k \sum_{q=0}^{k} \sum_{r=0}^{j} \sum_{s=0}^{i} [(-1)^{i+j+k+q-r-s} \times \binom{i+2}{i-s} \binom{i}{s} \binom{j+2}{j-r} \binom{j+3}{r} \binom{k+2}{k-q} \binom{k+3}{q} \times \frac{\Gamma(q+r+s+5)\Gamma(i+j+k-q-r-s+4)}{2\Gamma(i+j+k+9)}],
\]

(5.218)

\[
(e_k \cos(2ix)e_j) = \mathcal{N}_i \mathcal{N}_j \mathcal{N}_k \sum_{q=0}^{k} \sum_{r=0}^{j} \sum_{s=0}^{i} [(-1)^{i+j+k+q-r-s} \times \binom{2i}{2s} \binom{j+2}{j-r} \binom{j+3}{r} \binom{k+2}{k-q} \binom{k+3}{q} \times \frac{\Gamma(q+r+s+3)\Gamma(i+j+k-q-r-s+4)}{2\Gamma(i+j+k+7)}],
\]

(5.219)
\( \langle e_k | \sin(2ix) e_j \rangle = \mathcal{N}_j \mathcal{N}_k \sum_{q=0}^{k} \sum_{r=0}^{j} \sum_{s=1}^{i} \left(-1\right)^{i+j+k-q-r-s} \times \left( \frac{2l}{2s-1} \right) \left( j+2 \right) \left( j+3 \right) \left( k+2 \right) \left( k+3 \right) \Gamma(q+r+s+3) \Gamma(i+j+k-q-r-s+4) \right) \Gamma(i+j+k+7) \right) \right) \right) \right) \left( -1 \right)^{i+j+k-q-r-s} \times \left( \frac{2l}{2s-1} \right) \left( j+2 \right) \left( j+3 \right) \left( k+2 \right) \left( k+3 \right) \Gamma(q+r+s+3) \Gamma(i+j+k-q-r-s+4) \right) \Gamma(i+j+k+7) \right) \right) \right) \left( -1 \right)^{i+j+k-q-r-s} \times \left( \frac{2l}{2s-1} \right) \left( j+2 \right) \left( j+3 \right) \left( k+2 \right) \left( k+3 \right) \Gamma(q+r+s+6) \Gamma(i+j+k-q-r-s+5) \right) \frac{2 \Gamma(i+j+k+10)}{2 \Gamma(i+j+k+10)} \right) \right) \right) \). 

\( \langle e_j | e_i \rangle = \mathcal{N}_i \mathcal{N}_j \sum_{r=0}^{j} \sum_{s=0}^{i} \left(-1\right)^{i+j+k-q-r-s} \times \left( \frac{i+2}{i-s} \right) \left( i+3 \right) \left( j+2 \right) \left( j+3 \right) \left( k+2 \right) \left( k+3 \right) \Gamma(q+r+s+5) \Gamma(i+j+k-q-r-s+5) \frac{2 \Gamma(i+j+k+10)}{2 \Gamma(i+j+k+10)} \right) \right) \right) \). 

\( \langle e_j | \sin^2 x e_i \rangle = \mathcal{N}_i \mathcal{N}_j \sum_{r=0}^{j} \sum_{s=0}^{i} \left(-1\right)^{i+j+k-q-r-s} \times \left( \frac{i+2}{i-s} \right) \left( i+3 \right) \left( j+2 \right) \left( j+3 \right) \Gamma(r+s+3) \Gamma(i+j-r-s+5) \frac{2 \Gamma(i+j+8)}{2 \Gamma(i+j+8)} \right) \right) \). 

Similarly to the EKG system (Section 5.1.1) we stress the importance of symmetries of the integrals (5.218)-(5.222) which are worth noting when performing calculations.

**5.3.2 Pseudospectral code for the time evolution**

We apply the MOL approach with pseudospectral discretization in space to solve the initial value problem of the system (3.38)-(3.40) using constrained evolution scheme.
We expand dynamical fields \( B(t, x) \) and \( \Pi(t, x) \) into \( N \) eigenmodes of the linear problem

\[
B(t, x) = \sum_{j=0}^{N-1} \hat{B}_j(t) e_j(x), \quad \Pi(t, x) = \sum_{j=0}^{N-1} \hat{\Pi}_j(t) e_j(x). \tag{5.223}
\]

With the pseudospectral approach we choose a spatial grid of \( N \) points

\[
x_j = \frac{\pi}{2} \frac{j}{N+1}, \quad j = 1, \ldots, N, \tag{5.224}
\]

(here we prefer to use the analytical approximation to the zeros of \( e_{N+1}(x) \), as discussed in [33]) and require necessary equations to be identically satisfied at these collocation points. For convenience, instead of evolving in time the values of the dynamical fields at discrete spatial grid, we evolve their Fourier coefficients. To calculate time derivatives of the coefficients \( \hat{B}_j(t) \) and \( \hat{\Pi}_j(t) \), instead of Eq. (3.38), we use

\[
\dot{B} = A e^{-\delta} \Pi, \tag{5.225}
\]

\[
\dot{\Pi} = e^{-\delta} \left[ A \left( \beta' + 2 \cot 2x \beta \right) + \beta \left( 4 \tan x + \frac{2}{3} \cot x \left( 4e^{-2B} - e^{-8B} \right) \right) - \frac{4 e^{-2B} - e^{-8B}}{3 \sin^2 x} \right], \tag{5.226}
\]

(where we have used the constraint equations to eliminate spatial derivatives of \( A \) and \( \delta \) functions). Since we perform constrained time evolution we solve for the constraints at each intermediate integration time step as follows. We know that the metric function \( \delta \) and the integrand in (3.50) can be approximated as

\[
\delta(t, x) = \sum_{j=0}^{N-1} \hat{\delta}_j(t) \cos(2jx), \tag{5.227}
\]

\[
e^{-\delta} \left( \beta^2 + \Pi^2 - \frac{1}{3} \frac{4e^{-2B} - e^{-8B} - 3}{\sin^2 x} \right) = \sum_{j=0}^{N-1} \hat{A}_j(t) \cos(2jx), \tag{5.228}
\]

(they have compatible boundary behaviour to the expansion functions, so for smooth dynamical fields \( B \) and \( \Pi \) the coefficients fall off exponentially). Plugging (5.227) into (3.39) we get (after cancellation of common terms and multiplication by constant trigonometric factor)

\[
\sum_{j=1}^{N-1} j \frac{\sin(2jx)}{\sin x \cos x} \hat{\delta}_j(t) = \beta^2 + \Pi^2, \tag{5.229}
\]

which evaluated at the set of collocation points and supplied with one extra condition, for the remaining coefficient \( \hat{\delta}_0(t) \), fixing the gauge freedom \( \delta(t, 0) = \sum_{j=0}^{N-1} \hat{\delta}_j(t) \) forms a linear system for the Fourier coefficients of the \( \delta(t, x) \) function. Similarly we evaluate (5.228) at the collocation points and solve the resulting system for the \( \hat{A}_j(t) \) coefficients. Thus the metric function \( A \) can be expressed as

\[
A(t, x) = 1 - 2e^{\delta} \frac{\cos^2 x}{\sin^2 x} \sum_{j=0}^{N-1} \hat{A}_j(t) w_j(x), \tag{5.230}
\]

(they have compatible boundary behaviour to the expansion functions, so for smooth dynamical fields \( B \) and \( \Pi \) the coefficients fall off exponentially).
where the weight functions $w_j(x)$ read\footnote{These are easy to obtain using trigonometric identities $\cos(2jy) = 4\cos^2 y \cos(2j - 2)y - \cos(2j - 2)y - 2\cos(2j - 1)y$ and $\cos(2y) = 2\cos y \cos(2j - 1)y - \cos(2j - 1)y$ to derive recurrence equations $w_j(x) = 4b_{j-1}(x) - w_{j-2}(x) - w_{j-1}(x)$ and $b_j(x) = 2c_j(x) - b_{j-1}(x)$, with $b_j(x) = \int_0^x \frac{\cos(2y)dy}{\sin^2 y}$, and $c_j(x)$ defined in (5.232). The solution to such recurrence yields the presented result.}

\[
w_j(x) = \int_0^x \cos(2jy)\tan^3 y \, dy = (-1)^j \left[ \frac{\sec^2 x}{2} + (2j^2 + 1) \log(\cos x) \right. \\
+ \frac{1}{8} \left. \left( -4j(2j - 1) \cos(2x) + (j - 1)j \cos(4x) + (j - 1)(7j + 4) \right) \\
- 4 \sum_{k=2}^{j-1} (-1)^k (j - k)(j - k + 1)c_k(x) \right],
\]

with

\[
c_j(x) = \int_0^x \sin^3 y \cos((2j - 1)y) \, dy = \frac{1}{8} \left( \frac{\cos(2(j - 2)x)}{2(j - 2)} + \frac{3 \cos(2(j - 1)x)}{2(j - 1)} - \frac{3 \cos(2jx)}{2j} + \frac{\cos(2(j + 1)x)}{2(j + 1)} + \frac{3}{(j - 2)(j - 1)(j + 1)} \right) \\
- \frac{3 \cos(2jx)}{2j} + \frac{3 \cos(2(j + 1)x)}{2(j + 1)} + \frac{3}{(j - 2)(j - 1)(j + 1)} \\
(5.232)
\]

Now, substituting the expansions (5.223), (5.227) and (5.230) into Eqs. (5.225) and (5.226) and evaluating both sides at the collocation points, we get the linear system of equations to be solved for the time derivatives of $\dot{B}_j(t)$ and $\dot{\Pi}_j(t)$ expansion coefficients.

The total mass of the system, given by the integral (3.45), we compute as follows. The integral in (3.45) can be approximated by truncated expansion

\[
2 \left[ \beta^2 + \Pi^2 \right] A + \frac{3 + e^{-8B} - 4e^{-2B}}{3 \sin^2 x} = \sum_{j=0}^{N-1} m_j e_j(x).
\]

With this we have

\[
M = \int_0^\pi \sum_{j=0}^{N-1} m_j e_j(x) \tan^3 x \, dx = \sum_{j=0}^{N-1} m_j \int_0^\pi e_j(x) \tan^3 x \, dx,
\]

where the weighted integral of the eigenfunctions can be calculated, similarly as for the scalar field model, using the integral identity of the Jacobi polynomials (A.11), which gives

\[
\int_0^\pi e_j(x) \tan^3 x \, dx = \frac{2 + (-1)^j(j + 3)(j + 6) + 6}{\sqrt{(j + 1)(j + 2)(j + 3)(j + 4)(j + 5)}}.
\]

As in the EKG model, to advance the solution in time we use the Gauss-Legendre implicit Runge-Kutta method, see Section C.3 with fixed time step, to preserve symplectic structure of equations and at the same time have a total mass conserving scheme. Use of implicit time integrator does not change the order of complexity of our algorithm (solving for time derivatives of $\dot{B}_j$ and $\dot{\Pi}_j$ requires $O(N^2)$ floating points operations) thus the complexity of time evolution scheme is $O(N^3)$ (for stability reasons time step size must be of order $N^{-1}$). The robustness of this approach is reported in subsequent section.
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5.3.3 Numerical construction

Seeking for time-periodic solutions numerically it is convenient to use rescaled time coordinate \( \tau = \Omega t \) where, as in the perturbative construction, \( \Omega \) denotes the frequency of the solution we are looking for. Assuming that time-periodic solution does exist, we decompose both \( B(t, x) \) and \( \Pi(t, x) \) functions into eigenmodes of the linearized problem in space and Fourier coefficients in time. Choosing a grid with \( N \) collocation points in space (5.224) and \( K \) collocation points in time \( \tau_k = \pi(k - 1/2)/K, \ k = 1, \ldots, K \) (suited for trigonometric expansion) we truncate these expansions as follows

\[
B(\tau, x) = \sum_{k=0}^{K-1} \sum_{j=0}^{N-1} \hat{B}_{k,j} \cos(k\tau) e_j(x),
\]

(5.236)

\[
\Pi(\tau, x) = \sum_{k=1}^{K} \sum_{j=0}^{N-1} \hat{\Pi}_{k,j} \sin(k\tau) e_j(x).
\]

(5.237)

Next, at each instant of time \( \tau_i \) we calculate the coefficients

\[
\hat{B}_j(\tau_i) = \sum_{k=0}^{K-1} \hat{B}_{k,j} \cos(k\tau_i),
\]

(5.238)

\[
\hat{\Pi}_j(\tau_i) = \sum_{k=1}^{K} \hat{\Pi}_{k,j} \sin(k\tau_i),
\]

(5.239)

and use them as an input for our time evolution procedure, getting as the output their time derivatives, which we equate to the time derivatives of (5.236) and (5.237) (remembering that \( \partial_t = \Omega \partial_t \)) evaluated at the set of \( K \times N \) tensor product grid points \( (\tau_k, x_j) \). We supply this system with one additional equation, the condition to pick one solution from a continuous family of time-periodic solutions. Either we set the amplitude of the dominant mode \( \gamma \) in the initial data to \( \epsilon \)

\[
( \epsilon_\gamma \left| B \right|_{\tau=0} = \sum_{k=0}^{K-1} \hat{B}_{k,\gamma} = \epsilon,
\]

(5.240)

as we did in perturbative construction or we choose the condition setting second spatial derivative at the origin at initial time to \( \epsilon \)

\[
B''(0, 0) = \sum_{k=0}^{K-1} \sum_{j=0}^{N-1} \hat{B}_{k,j} e''_j(0) = \epsilon,
\]

(5.241)

which corresponds to controlling the dynamical part of the Kretschmann scalar evaluated at \( x = 0 \), cf. Eq. (5.51). In this way we get a closed nonlinear system of \( 2 \times K \times N + 1 \) equations for \( 2 \times K \times N + 1 \) unknowns: \( \hat{B}_{k,j}, \hat{\Pi}_{k,j} \) and \( \Omega \) \( (k = 0, 1, \ldots, K - 1, \ j = 0, 1, \ldots, N - 1) \). This system is solved with the Newton-Raphson algorithm yielding the time-periodic solution of the system (5.38)–(5.40). To initialize the numerical root-finding algorithm we take (when using the normalization condition (5.240))

\[
\hat{B}_{1,\gamma} = \epsilon,
\]

(5.242)

\[
\hat{\Pi}_{1,\gamma} = -\epsilon \omega_\gamma,
\]

(5.243)

\[
\Omega = \omega_\gamma,
\]

(5.244)
or (when taking (5.241))

\[
\tilde{B}_{1,\tau} = \frac{\epsilon}{e_j''(0)},
\]

(5.245)

\[
\tilde{\Pi}_{1,\tau} = -\frac{\epsilon \omega_y}{e_j''(0)},
\]

(5.246)

\[
\Omega = \omega_y,
\]

(5.247)

and the remaining expansion coefficients in (5.236) and (5.237) we set to zero. This provides a good guess for small values of \(\epsilon\) only, as is for the EKG system, for larger absolute values of \(\epsilon\) amplitudes Newton’s algorithm converges slowly or ceases to converge starting from such initial conditions. Thus, we apply the same method as for the scalar matter model and use the local polynomial extrapolation from the data corresponding to time-periodic solutions of smaller amplitudes used to generate initial values for Newton’s iteration.

In fact, at the output of this procedure we get a finite dimensional representation of the \(B(t, x)\) and \(\Pi(t, x)\) fields only, given as truncated expansions (5.236) and (5.237), the remaining metric functions \(\delta(t, x)\) and \(A(t, x)\) can be also determined, at any instant of time, by solving the constraint equations (3.39) and (3.40), as described in previous section, with time-periodic sources \(B(t, x)\) and \(\Pi(t, x)\).

5.3.4 Results

The analysis of the outcomes of perturbative calculations shows that the time-periodic solutions of the system (3.38)-(3.40) have the following regular structure. The perturbative expansion of the metric function \(B\) is

\[
B_{\lambda}(\tau, x) = \sum_{j=0}^{j_{\text{max}}} \tilde{B}_{\lambda,j}(\tau) e_j(x),
\]

(5.248)

where the upper limit of the sum is finite (as was pointed out before) and depends on both the dominant mode index \(\gamma\) and the perturbative order \(\lambda\), that is

\[
j_{\text{max}} = \frac{1}{2} \left( 7(\lambda - 1) - \frac{1 + (-1)^{\lambda}}{2} \right) + \gamma \lambda,
\]

(5.249)

cf. (5.207). Each coefficient \(\tilde{B}_{\lambda,j}(\tau)\) is a finite linear combination of cosines

\[
\tilde{B}_{\lambda,j}(\tau) = \sum_{k=0}^{j_{\text{max}}} \hat{B}_{\lambda,j,k} \cos k \tau.
\]

(5.250)

The remaining metric functions have very similar form, namely

\[
\delta_{\lambda}(\tau, x) = \sum_{j=0}^{j_{\text{max}}} \hat{\delta}_{\lambda,j}(\tau) \cos 2jx,
\]

(5.251)

\[
A_{\lambda}(\tau, x) = \sum_{j=0}^{j_{\text{max}}} \hat{A}_{\lambda,j}(\tau) \cos 2jx,
\]

(5.252)
here $j_{\max} = \frac{1}{2} \left( 7 \lambda - \frac{1 - (-1)^\lambda}{2} \right) + \gamma \lambda$, and

$$\hat{\delta}_{\lambda,2j}(\tau) = \sum_{k=0}^{j} \hat{\delta}_{\lambda,2j,k} \cos k \tau,$$  \hfill (5.253)

$$\hat{\Lambda}_{\lambda,2j}(\tau) = \sum_{k=0}^{j} \hat{\Lambda}_{\lambda,2j,k} \cos k \tau.$$  \hfill (5.254)

The frequency expansion $\Omega(\epsilon)$ contains both even and odd powers of $\epsilon$. Due to the exponential nonlinearity of the field equations and the complexity of perturbative equations, with the current version of the Mathematica script we were not able to construct a very high order perturbative solutions.

As an example of perturbative results we give an explicit form of the frequency of time-periodic solutions bifurcating from the fundamental mode ($\gamma = 0$), expressed in terms of $\epsilon = \left( e_{\gamma} \right) B(t = 0, \cdots)$

$$\Omega(\epsilon) = 6 + \frac{255 520}{3003} \epsilon^2 - \frac{5 110 400}{63 063} \sqrt{\frac{10}{3}} \epsilon^3$$

$$+ \frac{107 529 019 665 139 827 384 118 120}{14 784 728 151 271 728 210 561} \epsilon^4$$

$$- \frac{5 194 671 967 013 678 873 387 121 856}{310 479 291 176 706 292 421 781} \sqrt{\frac{10}{3}} \epsilon^5$$

$$+ \frac{28 149 677 329 055 089 889 710 832 559 064 201 144 225 325 993 495 128 637 004 404 725 757 284}{170 154 675 164 202 498 606 589 132 250 657 436 442 900 405 647 579 718 433 434 835} \epsilon^6$$

$$- \frac{1 079 115 145 758 710 768 178 654 503 075 957 626 222 755 946 970 978 533 253 250 354 698 196 227}{65 871 402 556 124 222 460 738 365 577 484 149 726 121 911 786 823 181 572 610 522 643} \epsilon^7$$

$$\cdots + \mathcal{O}(\epsilon^{11}) \ , \hfill (5.255)$$

(note that $\xi_0 \equiv 0$ in this expansion) and for solution bifurcating from the first excited mode ($\gamma = 1$)

$$\Omega(\epsilon) = 8 + \frac{8 126 280}{17 \ 017} \epsilon^2 - \frac{5 59 810 400}{3 \ 100 309} \sqrt{5} \epsilon^3$$

$$+ \frac{24 660 035 615 444 868 661 715 203 182 184 698}{170 539 264 538 251 206 633 687 202 551} \epsilon^4$$

$$- \frac{7 65 219 490 326 897 319 946 768 148 832 418 981 072}{2 245 490 496 175 153 637 745 759 395 989 017} \sqrt{5} \epsilon^5$$

$$\cdots + \mathcal{O}(\epsilon^{9}) \ . \hfill (5.256)$$

---

The time limitation is one thing but the memory consumption of a running program is enormous, even for the least complicated case, $\gamma = 0$, the memory usage exceeds 128GB RAM at order $\lambda = 11$ (which is our main limitation now). This is a strong motivation for further improvements of proposed algorithm.
5.3. Cohomogeneity-two biaxial Bianchi IX ansatz

The perturbative profiles of the metric functions for the \( \gamma = 0 \) case at \( t = 0 \) are shown on Fig. 5.25. Derived solutions share similar features as those of the scalar field model. Higher order perturbative expansions slightly modify the profile of dominant mode. A self-consistency test, of the perturbative construction, includes computation of the total conserved mass of the solution, either by using the integral (3.45) or by using expansion (3.47). This gives, as expected, the time independent \( \epsilon \)-series which we list below, for \( \gamma = 0 \)

\[
M(\epsilon) = 72 \epsilon^2 - \frac{160\sqrt{30}}{7} \epsilon^3 + \frac{2323060416265662648}{11476268992291103} \epsilon^4
\]
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Figure 5.26: The results of convergence tests of the numerical procedure of Section 5.3.3 used to find time-periodic solutions. The number of Fourier modes $K$ of truncated expansion (5.236) and (5.237) was set to $N/2$. For reference solution we have taken $N = 44$. Top panel. The absolute frequency error $\Delta \Omega_N := |\Omega_N - \Omega_{N=44}|$ for a fundamental mode solution $\gamma = 0$. The points color code different values of $\varepsilon = (e_j | B_j)_{j=0}$.

Bottom panel. The $B(\tau, x)$ function absolute error $\Delta B_N := ||B_N - B_{N=44}||_2$ for solutions with $\varepsilon = 1/100$ and with varying $\gamma$. The discrete $l^2$-norm was calculated on a set of equally spaced grid points $x_i = i \pi / 128$, $i = 1, \ldots, 63$ and $\tau_j = j \pi / 128$, $j = 1, \ldots, 127$.

$$\Delta \Omega_N = \frac{377 668 750 201 628 764 128}{80 333 882 946 037 721} \sqrt{\frac{6}{5}} \varepsilon^5 + \frac{7 740 494 966 083 963 132 039 188 636 114 025 264 732 281 546 032 352 499 301 802}{6} \varepsilon^6 - \frac{9 242 137 406 702 097 715 922 975 635 191 492 132 734 310 131 885 906 674 257 270 010 552}{4 964 356 937 277 818 402 132 135 103 959 374 914 851 186 346 807 238 668 191 071 809 685} \sqrt{\frac{\varepsilon^2}{11}} + O(\varepsilon^{10}), \quad (5.257)$$

and for $\gamma = 1$:

$$M(\varepsilon) = 128 \varepsilon^2 - \frac{79360 \sqrt{5}}{693} \varepsilon^3 - \frac{49 021 708 911 471 544 946 735 104}{88 722 504 124 676 105 028 345} \varepsilon^4$$

$$= \frac{24 535 320 799 809 131 378 995 801 223 168}{233 641 842 361 922 054 981 643 723} \sqrt{\frac{\varepsilon^2}{5}} + O(\varepsilon^{10}), \quad (5.257)$$
The convergence of a numerical method used to find time-periodic solutions numerically is presented in Fig. 5.26. The spectral convergence is observed whenever number of eigenmodes \( N \) and number of trigonometric polynomials \( K \) is increased; the optimal results we get for \( K \approx N/2 \) for considered amplitudes. Using pseudospectral method of Sections 5.3.2 and 5.3.3 we achieve exponential convergence for \( \Omega \) and both dynamical fields \( B \) and \( \Pi \) (as a consequence the spectral accuracy is achieved also
for the remaining metric functions $\delta$ and $A$). It is evident from these tests that in order to obtain an accurate approximation of the time-periodic solution we need to increase number of grid points (equivalently the number of basis functions in truncated expansions (5.236) and (5.237)) both in space and time when either $|\epsilon|$ or $\gamma$ is increased. This is due to the fact that higher modes become significant when $|\epsilon|$ and $\gamma$ are increasing, which stays in agreement with the form of perturbative expansion (5.248)-(5.253).

On Fig. 5.27 we plot the bifurcation curves for time-periodic solutions with $\gamma = 0, 1$ and 2, showing both the frequency $\Omega$ and the total mass $M$ as a function of $\epsilon$ =
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Figure 5.29: The comparison of oscillation frequency of time-periodic solution bifurcating from eigenmode $e_0(x)$ from numerical and from perturbative calculation. Top panel. The numerical data (points) align on a smooth curve which is well approximated by perturbative expansion (dashed gray line) only for small $\varepsilon$. The Padé resummation accelerates the convergence (solid red line). Bottom panel. The absolute difference between numerical data and $[4/4]_\Omega$ Padé resummation of $\Omega$ series (5.255).

$(e_\gamma | B)_{\varepsilon=0}$. These numerical solutions were found by taking $24 \times 64$ modes for $\gamma = 0, 1$ and $32 \times 72$ modes for $\gamma = 2$. Because of lack of symmetry $B \rightarrow -B$ in the system (3.38)-(3.41), there are both negative and positive $\varepsilon$ branches of solutions for each family $\gamma$. These are not symmetric with respect to $\varepsilon = 0$, neither $\Omega$ nor $M$, so is the range of amplitudes for which the time-periodic solutions do exist. Similarly to the EKG model (see Section 5.1.4) this is related to the fact that $(e_\gamma | B)_{\varepsilon=0}$ is bounded and no time-periodic solutions exist with larger absolute values of dominant mode amplitude than some maximal value. This interval rapidly shrinks—magnitude of maximal allowed amplitudes decrease—with increasing $\gamma$. Using the extrapolated initial guess for the Newton method we were able to find time-periodic solutions staying very close to the boundary of their existence. The estimated ranges of $\varepsilon$ for which solutions exists are: $-0.06322 \lesssim \varepsilon \lesssim 0.076175$ for $\gamma = 0$, $-0.032786 \lesssim \varepsilon \lesssim 0.037023$ for $\gamma = 1$ and $-0.0207 \lesssim \varepsilon \lesssim 0.02269$ for $\gamma = 2$. Near these limiting values $\Omega$ rapidly increases while $M$ stays finite (so is the Kretschmann scalar evaluated at the origin (3.51)). For still larger absolute values of $\varepsilon$ the Newton method ceases to converge to a true solution.

These limiting values can be estimated using perturbative series expansion with Padé resummation. Since the frequency expansion contains the most terms we analyze this series. Computing a diagonal $[n/n]_\Omega$ Padé approximation we have found that for even $n$ it contains simple poles on the real line only. These being closest to zero can be taken as the upper bound of the convergence radius of constructed perturbative series. The approximate locations of these poles are given in Tab. 5.3 and these agree with
numerical results given above. Additionally, the Padé resumation can be used to accelerate convergence of perturbative series. In Fig. 5.29 we show such comparison for a solution bifurcating from fundamental eigenmode ($\omega_0 = 6$); we get similar results for solutions bifurcating from higher eigenmodes.

The limiting values of the parameter $\varepsilon$ are absent when we use an alternative definition of $\varepsilon$, given in Eq. (5.241), see Fig. 5.28 where we plot frequency and mass of large amplitude solutions as a function of $B''(0, 0)$. As for the scalar field system (Sections 5.1 and 5.2), the mass function retains its maximal value, both for branches $\varepsilon > 0$ and $\varepsilon < 0$. The curves shown on Fig. 5.28 are expected to be smoothly continued for greater values of $|\varepsilon|$ when taking larger number of modes in the truncated approximation for $B$ and $\Pi$.

Similarly, we can use the Padé resumation to improve perturbative series when using $B''(0, 0)$ as the expansion parameter. We illustrate this on Fig. 5.30 where we plot results for the $M(\varepsilon)$ function. (A similar we get while looking at $\Omega(\varepsilon)$; this time though the Padé approximation does not have the poles on the real axis and their structure rapidly changes with $n$.) This illustrates the agreement of our two independent methods used to find time-periodic solutions (demonstrating their correctness) also shows the superiority of Padé resumation.

Looking at derived solutions we have found a notable change of their profiles when moving along the branch of time-periodic family (with fixed $\gamma$). While all solutions
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Figure 5.31: The spatio-temporal plots of the time-periodic solutions bifurcating from fundamental eigenmode of different amplitude $\epsilon = B''(0,0)$. Left. The $\epsilon = 4$ case ($\Omega \approx 6.929985$, $M \approx 0.354816$). Both dynamical fields $B$ and $\Pi$ exhibit an almost harmonics oscillations with no significant nonlinear effects. The numerical solution was derived on a grid with $16 \times 96$ points. Right. Large amplitude solution $\epsilon = 10$ right to the mass stationary point ($\Omega \approx 7.198278$, $M \approx 0.375623$). A clearly visible nonlinear oscillations required definitely more points to resolve the fast oscillations; here we present the results for the grid of $48 \times 80$ points.

with amplitudes $\epsilon^- < \epsilon < \epsilon^+$ are dominated by the harmonic oscillation with profile of bifurcating mode, those beyond the mass extremum have much reacher structure and are of only slightly larger amplitude. For positive $\epsilon$ branch of $\gamma = 0$ family this is visualized on Fig. 5.31 similar we observe for negative values of $\epsilon$ and for other families $\gamma > 0$.

Having numerically derived time-periodic solutions we have put them into evolution code, as initial conditions, configuration read off from (5.236) and (5.237) at $t = 0$, and monitor their periodicity. On Fig. 5.32 we show the results of such test performed for a time-periodic solution bifurcating from fundamental mode with amplitude $\epsilon = (e_\gamma B)_{t=0} = 0.05$ which was constructed on a numerical grid with $24 \times 64$ points. Fixing the order of time-integration algorithm (the $s = 2$ stage Gauss-RK method of

---

$^3$By $\epsilon^\pm_\gamma$ we denote the smallest in absolute value critical points of the mass, $M'(\epsilon^\pm_\gamma) \equiv 0$, $\epsilon^+_\gamma > 0$ and $\epsilon^-_\gamma < 0$. 
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Figure 5.32: The numerical evolution scheme and stability test of time-periodic solution with \( \gamma = 0 \) and mode amplitude \( \epsilon = 0.05 \) \( (B'(0,0) \approx 1.356402, \Omega \approx 6.245130) \).

**Top panel.** The plot shows a parametric plot of \( \hat{B}_7(t) \) and \( \hat{\Pi}_8(t) \) for \( t \in [0, 200T] \) \( (T \approx 1.006094) \). On this scale of the phase space section a numerically evolved solution appears as a closed curve.

**Middle panel.** A zoom of a small region of the phase space. Solutions were obtained by integrating in time (with decreasing step size) initial conditions corresponding to the time-periodic solution. The Gauss-RK method of order 4 was used and we set \( \Delta t = 2^{-13} \pi \approx 3.8 \cdot 10^{-4} \) (in all runs \( N = 64 \)).

**Bottom panel.** The total mass conservation test showing the absolute error \( \Delta M := M(t) - M(0) \). Due to the large rounding error a further decrease of \( \Delta t \) does not reduce \( \Delta M \) below \( 10^{-13} \).
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Figure 5.33: The plots of projections of a phase space of perturbed, by a Gaussian pulse (5.259) with \( \epsilon = 70 \), time-periodic solution of central amplitude \( \epsilon = 4 \) (gray lines) with unperturbed trajectories overlaid (blue lines). The shaded regions—the explored volume of a phase space—does not expand further during long time evolution; here \( t \in [0, 1700\pi] \). The evolution was performed using \( N = 128 \) eigenmodes with sixth order Gauss-RK with time step \( \Delta t = 2^{-10}\pi \). The larger the index is the larger the perturbation which is related to the fact that the initial data we have chosen (5.259) are wide in a Fourier space so these introduce relatively large perturbation into the higher modes.
order 4) we varied the magnitude of integration step size (to control the error of the time integration). Since the initial conditions contain some amount of error and the time-integration itself gives only an approximate result and we do not observe any signs of instability—still this may happen on a much larger scales. The projections of a phase space, spanned by $\hat{B}_i(t)$ and $\hat{\Pi}_i(t)$, show Lissajous curves. These can be monitored whether they close or not over one or more revolutions. Decreasing an error in the time-integration (by decreasing time step size) we observe a solution to get closer to the periodic orbit. Even for relatively large step sizes, when the time-integration introduces significant amount of numerical noise, the distance to the periodic orbit stays bounded over considered time intervals. The same is observed on a total mass conservation plot. But due to large rounding errors we were not able to decrease the absolute error in total energy below $10^{-13}$ by refining the time-integration method.

In order to investigate the issue of stability of constructed time-periodic solutions we

---

8A possible source of such error sits in a way of computing the total energy.

Figure 5.34: The long time evolution of a perturbed time-periodic solution ($\gamma = 0$ case with $\epsilon = 10$, right to the mass extremum, cf. bottom panel of Fig. 5.28). Curves are labelled by amplitude of initial momentum perturbation (5.259). Top panel. The Kretschmann scalar evaluated at the origin stays bounded for integrated intervals. Bottom panel. The mass conservation error signals the onset of the instability roughly at the same time independently of the initial perturbation amplitude (see discussion in the text).
have considered the Cauchy problem with initial conditions corresponding to perturbed
time-periodic solution, with perturbation in initial momenta given by

\[ \Pi(0, x) = \frac{\sigma}{\pi} \sin^{2} x \exp \left( -\frac{4\tan^{2} x}{\pi^{2} \sigma^{2}} \right), \]  

(5.259)

with \( \sigma = 2/25 \). We have chosen two representatives of the fundamental family \( \gamma = 0 \), namely those shown on Fig. 5.31 (with very similar behaviour for the negative \( \epsilon \) branch). For perturbed solution with \( \epsilon < \epsilon^* \) the evolution is qualitatively the same as we have seen in preceding sections. For relatively small amplitudes of initial perturbation solution stays within a bounded distance from a periodic orbit. This is illustrated for the \( \epsilon = 4 \) and \( \epsilon = 70 \) case on a series of parametric plots showing time evolution of eigenbasis Fourier coefficients (5.223). While unperturbed trajectories (blue lines) stay periodic (up to numerical errors which are under control—used numerical procedures are consistent), the perturbed solution (gray lines) does not exhibit any recurrences and stays in a bounded and finite distance (over simulated times).

Remarkably this picture does not change as dramatically for solutions with \( \epsilon > \epsilon^* \) as it does for the EKG system, i.e. no instant or delayed collapse of solutions \( \epsilon > \epsilon^* \) is observed. On Fig. 5.34 we plot the time evolution of \( B^\prime(t, 0) \) for time-periodic solution \( \epsilon = 10 \) perturbed with Gaussian profiles of increasing amplitudes \( \epsilon = 95, 100, \) and 105. While for perturbations of larger amplitudes \( \epsilon \geq 115 \) the focusing effect of gravity is strong enough to focus the energy on sufficiently small scales and trigger black hole formation in much shorten times than those shown on Fig. 5.34 (In fact since we are unable to perform evolution up to the black hole formation we identify this process by noting continuous growth of the Kretschmann scalar at the origin, by monitoring \( B^\prime(t, 0) \)). For considered amplitudes the evolutions stays smooth. An observed modest growth of a Kretschmann scalar for \( t \geq 1700 \) in each of the runs, and connected with that the increase of the mass conservation error, suggests an onset of instability, of the unknown origin (whether this is a numerical artifact, which we have not excluded at the time of writing, or just a long time modulation being a real effect)\(^2\). Clearly, we observe different behaviour than for unstable solutions of the EKG system. Therefore, if these solutions are unstable then their unstable modes have small Lyapunov exponents.

\(^2\)One possible explanation would be that, regardless of the size of the controlled perturbation, already the initial data corresponding to the time-periodic solution contains enough and significant error to trigger such growth. In fact the \( \epsilon = 10 \) solution was hardly derived using ‘only’ 48 × 80 grid points, which noticeably is too small to accurately resolve its rough profile.

5.4 Spherical cavity model

In this section we present and analyze procedures used to construct time-periodic solutions of the system (3.58)-(3.58). The numerical procedure (Section 5.4.2) is an adaptation of Chebyshev pseudospectral spatial discretization, the perturbative construction (Section 5.4.1) shows a different structure of the solutions (compared to AdS case). The analysis of results, presented in Section 5.4.3, is restricted to the small amplitude regime only and concentrates on verification and comparison of these two approaches.
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5.4.1 Perturbative construction

We start the perturbative construction of time-periodic solutions to the system (3.59)-(3.62) by taking the following ansatz

\[
\phi(\tau, r; \varepsilon) = \sum_{\ell \geq 1} \varepsilon^{\ell} \phi_{\ell}(\tau, r),
\]

(5.260)

\[
\delta(\tau, r; \varepsilon) = \sum_{\ell \geq 2} \varepsilon^{\ell} \delta_{\ell}(\tau, r),
\]

(5.261)

\[
A(\tau, r; \varepsilon) = 1 - \sum_{\ell \geq 2} \varepsilon^{\ell} A_{\ell}(\tau, r),
\]

(5.262)

together with a time coordinate rescaling \( \tau = \Omega t \), and the perturbative \( \varepsilon \)-expansion of the frequency

\[
\Omega(\varepsilon) = \omega_{\gamma} + \sum_{\ell \geq 2} \varepsilon^{\ell} \xi_{\ell}.
\]

(5.263)

We use the freedom we have in defining the perturbative parameter \( \varepsilon \) and set it to the value of the second spatial derivative of a scalar field at the origin at time \( t = 0 \)

\[
\phi''(0, 0) = \varepsilon.
\]

(5.264)

This choice is dictated by the ease of comparing the perturbative results with the spectral code and its implementation used in numerical construction. As is discussed in Section 4.1.1 in the spectral code we use the \( \Phi \) field instead of \( \phi \) itself and since \( \Phi \) vanishes at the origin (being the spatial derivative of an even function) the natural choice is to control the second derivative of \( \phi \). In this way, fixing \( \gamma \in \mathbb{N}_0 \) and specifying a real number \( \varepsilon \) we choose a single solution of the one-parameter family of time-periodic solutions bifurcating from the frequency \( \omega_{\gamma} \). The phase of solutions is fixed by the requirement

\[
( \varepsilon, \partial_{\phi} ) |_{t=0} = 0
\]

as in previously considered models).

At the lowest (linear) order \( \phi_1(\tau, r) \) has to be a solution to the homogeneous wave equation (with \( L \) defined in (3.70))

\[
-\alpha_{\gamma}^2 \phi_1 - L \phi_1 = 0.
\]

(5.265)

The second order solution (the back-reaction on the metric) can be easily written as the integrals

\[
\delta_2(\tau, r) = -\int_0^\tau s \left( \phi_1'(r, s)^2 + \omega_{\gamma}^2 \phi_1(r, s)^2 \right) ds,
\]

\[
A_2(\tau, r) = \delta_2(\tau, r) + \frac{1}{r} \int_0^\tau \delta_2(r, s) ds.
\]

(5.266)

At the third order one gets the inhomogeneous wave equation

\[
-\alpha_{\gamma}^2 \phi_3 - L \phi_3 = S_3 = (A_2' + \delta_2') \phi_1' + \omega_{\gamma}^2 (A_2 + \delta_2) \phi_1
\]

\[
+ 2 \omega_{\gamma} (\xi_2 + \omega_{\gamma} (A_2 + \delta_2)) \phi_1.
\]

(5.267)

Due to the incompatibility of eigenbasis functions (3.71) with the regularity conditions, for both reflecting boundary conditions (3.67) and (3.68), the source function
in (5.267) cannot be written as a finite combination of the eigenfunctions. This makes the calculations much more involved and these have to be done case by case for each $\gamma$ (half-full automatization is still possible). For that case we carry out only the necessary calculations up to the third order to demonstrate main idea. Despite the fact that the perturbative equations (5.265)-(5.267) are independent of a particular choice of the boundary condition, the construction procedure is very different in each case, for that reason it is considered separately.

**Dirichlet boundary condition**

A posteriori, we know that for this choice of boundary conditions the calculation are $\gamma$ dependent; in the presentation we further restrict ourselves to the $\gamma = 0$ case. At the end of this paragraph we comment on generalization to $\gamma \in \mathbb{N}$.

As for the solution to the linear wave equation (5.265) we take the single eigenmode (3.71) $(\omega_0 = \tau \pi^2)$

\begin{equation}
\phi_1(\tau, r) = -\frac{3}{\omega_0^2} \cos \tau \text{sinc} (\omega_0 r), \tag{5.268}
\end{equation}

whose amplitude was set such that $\phi_0''(0, 0) = 1$ holds. Then, it is easy to get the back-reaction (the second order solution) by integrating (5.266). At the third order, equation (5.267) has the following separable form

\begin{equation}
- \omega_0^2 \phi_3 - L \phi_3 = S_{3,1}(r) \cos \tau + S_{3,3}(r) \cos 3 \tau. \tag{5.269}
\end{equation}

Using the orthogonality of cosine basis \{cos$(i \tau)$ | $i \in \mathbb{N}_0$\} and setting \[ \phi_3(\tau, r) = \phi_{3,1}(r) \cos \tau + \phi_{3,3}(r) \cos 3 \tau, \tag{5.270} \]

we reduce this PDE to a system of two independent second order ODEs for $\phi_{3,1}(r)$ and $\phi_{3,3}(r)$. These have to be solved with the Dirichlet boundary condition at $r = 1$ and regularity requirement at $r = 0$ (5.264). The condition to meet the proper boundary behaviour for the first of these ODEs fixes the second order frequency correction parameter $\xi_2$

\begin{equation}
\xi_2 = \frac{9}{8 \pi^4} \left[ 2 \pi \left( -2 \text{Ci}(2 \pi) - 5 + 2 \gamma + \log \left( 4 \pi^2 \right) \right) + 10 \text{Si}(2 \pi) - 5 \text{Si}(4 \pi) \right] \approx 0.06857053973, \tag{5.271}
\end{equation}

where $\gamma \approx 0.577216$ is the Euler-Mascheroni constant [148], $\text{Ci}(z)$, $\text{Si}(z)$ are the cosine [147] and sine [151] integral functions respectively, together with one of the integration constants. The boundary condition for $\phi_{3,1}(\tau, r)$ cannot be satisfied since only one of the integration constants is fixed by imposing the Dirichlet condition at $r = 1$, while the regularity condition at $r = 0$ is violated, even if the second constant is still unspecified. This is a direct consequence of the presence of the resonance to the eigenmode $e_2(r)$, i.e. the projection $\langle e_2 | S_{3,1} \rangle$ does not vanish. This is in contrast to the AdS case, where such cancellations are present. To overcome this difficulty we modify the ansatz for the first order solution (5.268), and instead of just single mode we take, in advance, an infinite combination of all of the eigenmodes whose frequencies $\omega_k$ satisfy the condition

\begin{equation}
\frac{\omega_k}{\omega_0} = 2i + 1, \quad i, k \in \mathbb{N}, \tag{5.272}
\end{equation}

*Note the use of the sinc function sinc$x = \frac{\sin x}{x}$.
explicitly
\[ \phi_1(\tau, r) = \sum_{i \geq 0} \hat{\phi}_{1,i} \cos ((2i + 1)\tau) \text{sinc} (\omega_{2,1} r), \quad (5.273) \]

(we still assume that at the lowest order the frequency is \( \Omega = \omega_0 + \mathcal{O}(\varepsilon^2) \)). Note
that \( k \)'s fulfilling \( (5.272) \) is the subset of \( O_{r=0} \) (cf. \( (2.14) \)). In this way we introduce
additional parameters, the eigenmode amplitudes \( \{\hat{\phi}_{1,i}\}_{i \geq 0} \), into our procedure. These
will be used, together with \( \xi_2 \), to remove all appearing resonances (or equivalently, to
satisfy regularity and boundary conditions) present at the third order. By including
subsequent eigenmodes in \( (5.273) \) we generate more resonances at the third order, so in
fact the number of terms in \( (5.273) \) needs to be infinite. Such modification of the first
order solution will lead to the inhomogeneous PDE with the source term composed of
an infinite number of Fourier modes (an analogous of \( (5.269) \))
\[- \omega_1^2 \hat{\phi}_1 - L \phi_3 = \sum_{i \geq 0} S_{1,2i+1}(r) \cos((2i + 1)\tau). \quad (5.274) \]

Then, the absence of resonances enforces an infinite system of algebraic equations
\[
\left( e_{2i+1} \mid S_{3,2i+1} \right) = 0, \quad i \in \mathbb{N}_0, \quad (5.275)
\]
for \( \{\hat{\phi}_{1,i}\}_{i \geq 0} \) and \( \xi_2 \), with an additional normalization condition \( (5.264) \)
\[ \phi''_0(0,0) = -\frac{1}{3} \sum_{i \geq 0} \omega_i^2 \hat{\phi}_{1,i} = 1. \quad (5.276) \]

In practice, since we do not have tools (as for the AdS case in even space dimensions)
to produce and manipulate effectively the higher order equations, and in particular to
determine the conditions \( (5.275) \), we truncate the sum in \( (5.273) \) at some \( i = i_{\text{max}} \).
To demonstrate that this is the proper way to solve this problem we show the steps for
\( i_{\text{max}} = 1 \). Approximating \( \phi_1(\tau, r) \) by taking
\[ \phi_1(\tau, r) = \hat{\phi}_{1,0} \cos \tau \text{sinc} (\pi r) + \hat{\phi}_{1,1} \cos 3\tau \text{sinc} (3\pi r), \quad (5.277) \]
we find the \( \delta_2(\tau, r) \), \( A_2(\tau, r) \) and compute the source in the wave equation \( (5.267) \). Then
we solve the algebraic equations
\[
\begin{align*}
\left( e_0 \mid S_{3,1} \right) &= 0, \\
\left( e_2 \mid S_{3,3} \right) &= 0,
\end{align*}
\quad (5.278)
\]
(which are linear in \( \xi_2 \) and cubic in \( \hat{\phi}_{1,0} \)) and get a nontrivial, real and unique solution
\[ \hat{\phi}_{1,0} \approx -0.2146299761, \quad \xi_2 \approx 0.03440105174, \quad (5.279) \]
(which is given by a lengthy formula in terms of \( \text{Si}(\tau) \) function, so we do not present it
here). In addition to the \( e_0(\tau) \) and \( e_2(\tau) \) eigenmode resonances (which are removed by
imposing the condition \( (5.278) \)) there are higher source projections which cannot be set
to zero, since we do not have a sufficient number of free parameters as was mentioned
earlier. But, as was seen already, the coefficients in \( (5.277) \) are rapidly decreasing with
their mode index, so truncating the series \( (5.273) \) with moderate number of terms would
produce partial but sufficient approximation to a time-periodic solution see Fig. \( 5.35 \)
(accurate up to the \( \varepsilon^2 \) order term with an approximate \( \phi_1 \) and back-reaction \( \delta_2 \) and \( A_2 \)).
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Figure 5.35: The perturbative profiles of the ground state ($\gamma = 0$) time-periodic solution for Dirichlet boundary condition. With different line types we plot the solution obtained by taking more terms in the first order solution $\phi_1(t, x)$ at $t = 0$; solid line is just a single mode, with dashed line solution with two eigenmodes, dotted line denotes three mode approximation. The convergence with the number of modes taken into account is clearly visible. Top panel. The scalar field profile. Bottom panel. The corresponding profiles of the metric functions.

To sum up, taking more terms in the initial sum (5.273), one gets successively better approximation to the first order solution $\phi_1(t, r)$ which is determined by the lack of resonances at third order, at the same time removes more and more resonances (among infinite number of them) present in $S_3$.

Therefore, cancellation of all of the resonances is possible only if $\phi_1(t, r)$ is a very special linear combination of an infinite number of the eigenmodes, among which the $e_j(r)$ mode has the highest absolute value of the amplitude relative to amplitudes of the other eigenmodes and the frequency of time-periodic solution is $\Omega(\epsilon = 0) = \omega_\gamma$. For a general $\gamma \in \mathbb{N}_0$ the ansatz for the lowest order solution $\phi_1(t, x)$ generalizing (5.273) would be

$$
\phi_1(t, r) = \sum_{i \geq 0} \hat{\phi}_{1,i} \cos((2i + 1)\tau) \sin\left(\omega(2i+1)(\gamma+1)\tau - 1\right),
$$

(5.280)

with parameters $\{\hat{\phi}_{1,i}\}_{i \geq 0}$ determined at the third order in a similar way as for the fundamental mode $\gamma = 0$.

†This is also the case for the cubic NLW on a circle [101, 143].
Neumann boundary condition

For the Neumann boundary condition, the dispersive case \( (3.74) \), there is only one resonance present at each odd perturbative order \( \lambda \geq 3 \). This is due to the fact that \( O_\gamma = \{ \gamma \} \), i.e. the equation

\[
\frac{\alpha_j}{\alpha_\gamma} = m, \quad \gamma, j \in \mathbb{N}_0, \quad m \in \mathbb{N}, \tag{5.281}
\]

for eigenfrequencies \( (3.74) \) has only trivial solution \( j = \gamma \) and \( m = 1 \) for any \( \gamma \). Therefore this single resonance can be removed by setting the value of a free parameter \( \xi_{\lambda - 1} \).

All of the integration constants are fixed by the boundary condition \( \phi_j(\tau, 1) = 0 \) and the normalization condition \( (5.264) \). Moreover, since the form of the basis functions \( (3.71) \) is independent on \( \gamma \), the construction can be performed without specifying \( \gamma \).

For time-periodic solution with frequency bifurcating from \( \omega_\gamma \) as first order approximation we take an analogous of \( (5.268) \)

\[
\phi_1(\tau, r) = -\frac{3}{\omega_\gamma^2} \cos \tau \sin(\omega_\gamma r), \tag{5.282}
\]

(with \( \omega_\gamma \) given in Tab. 3.1) and calculate the integrals \( (5.266) \). Next, since the wave equation at order \( \lambda = 3 \) \( (5.267) \), has exactly the same structure as for the resonant case, i.e. \( (5.269) \), we follow the same steps as in the previous paragraph. Both of the solutions \( \phi_{3,1}(\tau, r) \) and \( \phi_{3,3}(\tau, r) \), will contain two integration constants. An additional parameter will be the frequency correction \( \xi_2 \). These constants we fix in a following way. The regularity conditions at the origin and the Neumann condition at the cavity will uniquely determine the function \( \phi_{3,3}(\tau, r) \). Imposing the same conditions on the \( \phi_{3,1}(\tau, r) \) function will fix one integration constant and the \( \xi_2 \) parameter

\[
\xi_2 = -\frac{9}{64\omega_\gamma^2} \left( \cos(2\omega_\gamma) - 5 \right) + \frac{9}{64\omega_\gamma^2} \left( 9 \cos(2\omega_\gamma) - 4 \csc^2 \omega_\gamma - 13 \right) + \frac{9}{32\omega_\gamma^2} \left( 16 \log(2\omega_\gamma) - 11 \cos(2\omega_\gamma) + 3 \csc^2 \omega_\gamma - 16 \text{Ci}(2\omega_\gamma) + 16\gamma - 54 \right) + \frac{45}{8\omega_\gamma^2} \csc^2 \omega_\gamma \left( 2\text{Si}(2\omega_\gamma) - \text{Si}(4\omega_\gamma) \right). \tag{5.283}
\]

(see Tab. 5.5 for numerical values of \( \xi_2 \)). The remaining integration constant (multiplying the \( (\epsilon_\gamma | \phi_{3,1}) \) term) is a free parameter related to the freedom to define the expansion parameter \( \epsilon \), which we fix by imposing the condition \( \phi''_{3,1}(0, 0) = 0 \). In this way we obtain the \( \mathcal{O}(\epsilon^1) \) accurate approximation to the time-periodic solution with \( \gamma \) being the only parameter, in the nonresonant case, see Fig. 5.36. It is straightforward to continue this construction with the higher order approximation in \( \epsilon \), with the only (but very serious) limitation that the computations are much more involved and the resulting lengthy formulas one gets are fairly complicated (at least as generated and simplified by the Mathematica). The analysis and manipulation of these is cumbersome (they are not as easy to analyze as in the AdS\(_{d+1}\) case with \( d \) even), which makes it hard to give some general statements about the obtained time-periodic solutions. For this reason we stop.

\[\text{This is easy to show by the contradiction. If we assume that} \ (5.281) \ \text{holds then from the definition} \ (3.74) \ \text{we get} \tan(m\omega_\gamma) = m\tan\omega_\gamma. \ \text{This condition can be reduced, using a trigonometric identity} \ 
\tan(n+1)x = (\tan nx + \tan x)/(1 - \tan nx \tan x) \ \text{for} \ n \in \mathbb{Z}, \ \text{to an algebraic equation whose root} \ \omega_\gamma \ \text{for} \ m \geq 2 \ \text{is an algebraic number. This contradicts the assumption that} \ \omega_\gamma \ \text{is a transcendental number.} \]
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| $\gamma$ | 0 | 1 | 2 | 3 | ... |
|----------|---|---|---|---|-----|
| $\xi_2$  | 0.0319852 | 0.0101963 | 0.00460518 | 0.00249952 | ... |

Table 5.5: The numerical values of the frequency corrections \(5.283\) of time-periodic solutions for the Neumann boundary condition \(\phi'(t, 1) = 0\) case bifurcating from the eigenmode \(e_r(r)\).

Figure 5.36: The perturbative profiles of the ground state \((\gamma = 0)\) time-periodic solution for Neumann boundary condition at \(t = 0\). Top panel. The scalar field profiles. Bottom panel. The corresponding metric functions.

This procedure at order \(\epsilon^3\) and limit the analysis to the comparison with numerically constructed solutions.

5.4.2 Numerical construction

We construct the time-periodic solutions of the system \((3.59)-(3.62)\) as follows. We expand both functions \(\Phi(t, r)\) and \(\Pi(t, r)\) in Fourier series in time and use the following truncated approximation

\[
\Phi(\tau, r) = \sum_{k=0}^{K-1} \cos((2k + 1)\tau) \hat{\Phi}_k(r),
\]

\(5.284\)
\[ \Pi(\tau, r) = \sum_{k=0}^{K-1} \sin((2k + 1)\tau) \hat{\Pi}_k(r), \]  
(5.285)

where we use the rescaled time coordinate \( \tau = \Omega t \), with \( \Omega \) the frequency of the solution we are looking for. Instead of expanding the Fourier coefficients \( \hat{\Phi}_k(r), \hat{\Pi}_k(r) \) in Chebyshev basis (we do not expand them in the eigenbasis of the linear problem (3.70) since these eigenfunctions do not have correct boundary expansion, see Section 3.3.3, which would cause inefficient polynomial decay of the expansion coefficients in that case) we use the nodal representation, i.e. we operate on the function values on the grid points \( \hat{\Phi}_{ki} \equiv \hat{\Phi}_k(r_i) \) and \( \hat{\Pi}_{ki} \equiv \hat{\Pi}_k(r_i) \) as described in Section 4.1.1 and Section 5.1.2.

With \( N \) radial Chebyshev collocation points (B.13) in space, and \( K \) collocation points in time \( \tau_k = (k - 1/2)/K, k = 1, \ldots, K \), at each instant of time \( \tau_k \) we calculate values of the fields \( \Phi(\tau_k, r_i) \) and \( \Pi(\tau_k, r_i) \) at grid points \( r_i \) and use them as an input in our time evolution procedure, getting as the output their time derivatives. Equating those to the time derivatives of (5.284) and (5.285) (remembering that \( \partial_t = \Omega \partial_{\tau} \)) at the set of \( K \times N \) Cartesian product grid points \( (\tau_k, r_i) \), together with the additional equation

\[ \Phi'(0, 0) = \epsilon, \]  
(5.286)

setting the center value of the dominant mode \( \gamma \) in the initial data to \( \epsilon \), we get a nonlinear system of \( 2 \times K \times N + 1 \) equations for \( 2 \times K \times N + 1 \) unknowns: \( \Phi_{ki}, \hat{\Pi}_{ki}, \) and \( \Omega \). This system is solved with the Newton-Raphson algorithm yielding the time-periodic solution of the system (3.59)-(3.61) (the corresponding geometry of space-time given by metric functions \( \gamma(t, r) \) and \( \Lambda(t, r) \) can be determined, at each instant of time, by solving the constraint equations (3.60) and (3.61) for the time-periodic data (5.284) and (5.285) at each constant time slice).

As a starting point for the numerical root-finding algorithm we choose the single eigenmode approximation, fulfilling the condition (5.286), i.e. we set

\[ \Phi(\tau, r) = \epsilon \cos \tau \left( -\frac{3}{\omega_\gamma} \sin (\omega_\gamma r) \right), \]  
(5.287)

\[ \Pi(\tau, r) = \epsilon \sin \tau \left( \frac{3}{\omega_\gamma} \sin (\omega_\gamma r) \right), \]  
(5.288)

\[ \Omega = \omega_\gamma, \]  
(5.289)

while looking for solution bifurcating from eigenmode \( \gamma \). Such initial conditions, provide a good enough approximation so that the Newton algorithm converges relatively fast even for moderate values of amplitudes \( \epsilon \).

We use exactly the same methods (with the same solution representation and initial conditions) for both boundary conditions, Dirichlet and Neumann, with only minor modification within the code, in the part calculating the RHS of the wave equation (3.59) (in this case the time derivatives of (5.284) and (5.285)) as is described in Section 4.1.1.

### 5.4.3 Results

We restrict the presentation of results to a comparison of our perturbative construction with the numerical approach for small amplitude solutions only. Further studies should be devoted to large amplitude solutions and their stability properties (as for in AdS).

To verify results of our methods we look at the profile of the scalar field at \( t = 0 \) (in fact we can make the comparison for any instant of time, but taking \( t = 0 \) is natural,
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Table 5.6: The convergence of perturbative approximation of $\phi_1(\tau, r)$ evaluated at $\tau = 0$ and frequency expansion parameter $\xi_2$ to the numerical data with increasing $l_{\text{max}}$ in (5.273).

| $l_{\text{max}}$ | 0   | 1   | 2   | fit |
|------------------|-----|-----|-----|-----|
| $(e'_0 | \phi'_1)$    | -0.214935 | -0.158182 | -0.151766 | -0.150903 |
| $(e'_2 | \phi'_1)$    | 0   | -0.00630589 | -0.00605718 | -0.00602276 |
| $(e'_4 | \phi'_1)$    | 0   | 0   | -0.000346149 | -0.000344889 |
| $\xi_2$          | 0.0685705 | 0.0373695 | 0.0344011 | 0.0340109 |

Figure 5.37: The numerical results showing time-periodic solutions bifurcating from fundamental ($\gamma = 0$) eigenmode for Dirichlet boundary condition at cavity. Top panel. The log-log plot showing the polynomial scaling of initial data $\Phi(0, x)$ projections onto $e'_j(r)$ with $\epsilon$. The data shows $(e'_{2j} | \Phi(0, \cdot)) \sim \epsilon$ (squares) and $(e'_{2j+1} | \Phi(0, \cdot)) \sim \epsilon^3$ (triangles) as predicted by perturbative calculation ($j \in \mathbb{N}_0$). Bottom panel. The frequency of the time-periodic solution as a function of $\epsilon$ with a polynomial fit (see Tab. 5.6).

since at that moment all eigenmodes have equal phase since $\Pi(0, r) \equiv 0$ and this is also
computationally straightforward. Instead of performing comparison in the physical space, it is convenient to do this in a Fourier space. Therefore we read off the initial data for the $\Phi(t,r)$ field resulting from (5.284). Then we project this function onto the $e_j^j(r)$ modes (the necessary integrals were computed numerically using the Gauss-Legendre quadrature, see the Appendix A.3), and using the relation (3.75) we get the decomposition of initial data for the $\Phi(0,r)$ function. Repeating this procedure for the time-periodic solutions with different values of the $\epsilon$ parameter (5.286), we can perform a fit to the numerical data to get the coefficients of polynomial dependence of the expansion coefficients $\left( e_j^j \mid \Phi(0, \cdot) \right)$ on the amplitude $\epsilon$.

For the Dirichlet boundary condition and the fundamental solution ($\gamma = 0$) the results are summarized in the Tab. 5.6 These results are in excellent agreement, bearing in mind that for the first order solution (5.273) we have taken only first few terms (up to $i_{\max} = 2$). Moreover, from the numerical data we get that the coefficients $\left( e_{2j}^j \mid \Phi(0, \cdot) \right), j \in \mathbb{N}_0$ scale (in the leading order) as $\epsilon$, while the remaining modes
Table 5.7: The comparison of perturbatively and numerically obtained time-periodic fundamental solution $\gamma = 0$ for the Neumann boundary condition. The Fourier coefficients of the third order term of perturbative series (5.260) at $t = 0$ are compared with the fitting to the numerical data. The numerical solutions were determined with $N = 16, K = 24$ modes (points).

| $j$ | $\left( e_j' \phi_j' \right)$ | fit |
|-----|-------------------------------|-----|
| 1   | $-7.99298 \times 10^{-4}$     | $-7.992982 \times 10^{-4}$ |
| 2   | $-8.87371 \times 10^{-5}$     | $-8.873713 \times 10^{-5}$ |
| 3   | $1.77219 \times 10^{-5}$      | $1.772189 \times 10^{-5}$ |
| 4   | $6.34559 \times 10^{-6}$      | $6.345592 \times 10^{-6}$ |
| 5   | $-3.87437 \times 10^{-6}$     | $-3.87437 \times 10^{-6}$ |
| 6   | $2.46376 \times 10^{-6}$      | $2.463799 \times 10^{-6}$ |
| 7   | $-1.65876 \times 10^{-6}$     | $-1.656686 \times 10^{-6}$ |
| 8   | $1.17002 \times 10^{-6}$      | $1.223907 \times 10^{-6}$ |
| 9   | $-8.56511 \times 10^{-7}$     | $-1.01226 \times 10^{-7}$ |

These results validate our perturbative procedure for this model, in particular the form of the first order term in the perturbative expansion, given by the infinite sum (5.273), together with the scheme which gives the unique values of the coefficients $\phi_{1,j \geq 0}$ and the frequency expansion coefficient $\xi_2$.

For the Neumann case, we can perform similar comparison as for the Dirichlet boundary condition. However, having an exact form of $\phi_1(r, \tau)$ and a third order solution $\phi_3(r, \tau)$ determined, we can perform more detailed comparison of perturbative and numerical results (we limit the presentation to the $\gamma = 0$ case). First of all, we get the following scaling of the Fourier coefficients ($e_0' \phi'(0, \cdot) \sim \epsilon$ and ($e_j' \phi'(0, \cdot) \sim \epsilon^3$, for $j \in \mathbb{N}$) (see Fig. 5.36). That is, the first order term (5.260) consist of only one eigenmode, the one with index $r = 0$, while $\phi_3(r, \tau)$ is a linear combination of all eigenmodes. Secondly, we get good agreement of the numerical values of the Fourier coefficients which are shown in Tab. 5.7. For perturbative solution the projections are exact numbers, while for the numerical solution we have performed the least square fitting procedure. Additionally, fitting a polynomial function to the $\Omega(\epsilon)$ numerical data we get

$$\Omega(\epsilon) \approx a_0 + 0.031985 \times \epsilon^2,$$

which agrees with an exact perturbative frequency correction (5.283) listed in Tab. 5.5 (the absolute value of relative error is $4 \times 10^{-11}$). The same quality of agreement we
obtain when we analyze results for excited solutions $\gamma > 0$.

5.5 Yang-Mills on Einstein Universe

In this section we continue studies of the YM system, initiated in Section 4.2. After discussing perturbative construction of time-periodic solutions (Section 5.5.1) we review the numerical method (Section 5.5.2). Since the perturbative analysis, in contrary to numerical procedure, differs when we consider perturbations around different static solutions (in different topological sectors) both construction and results analysis is considered separately. In Section 5.5.3 we present the results and verify them by comparing numerical and perturbative construction.

5.5.1 Perturbative construction

The perturbative construction of time-periodic solutions is less involved for the YM model when compared to previously analyzed systems, since here we deal with a single PDE. As in previous cases this construction is based on the Poincaré-Lindstedt method, therefore the initial steps we follow here are the same as taken in Section 4.2.2, where the perturbative construction of single mode initial conditions were presented. We introduce new time coordinate through (4.67) and assume series expansion in small parameter $\varepsilon \left(0 < |\varepsilon| \ll 1\right)$ for solution profile $u$ and corresponding frequency $\Omega$, as in (4.69) and (4.70) respectively. The Taylor series expansion in $\varepsilon$ of the Eq. (4.68) with (4.69) and (4.70) substituted gives the perturbative second order linear PDEs for $u(\tau, x)$. The first four of them are given explicitly in (4.71)-(4.74); the higher order equations contain much more complicated source terms. As in proceeding sections $\gamma$ refers to an index of dominant mode in the solution, and since we are looking for bifurcating solutions we assume for the leading order solution

$$\lim_{\varepsilon \to 0} \frac{1}{\varepsilon} u(\tau, x; \varepsilon) = u_1(\Omega(0) \tau, x) = \cos(\omega_\gamma \tau) e_\gamma(x), \quad \Omega(0) = \omega_\gamma, \quad (5.291)$$

(because of used convention here $\gamma \in \mathbb{N}$). We define the perturbative parameter to be the amplitude of the $e_\gamma(x)$ eigenmode at the initial time, i.e. we set

$$\left\{ \begin{array}{l} (e_\gamma \left| u \right. \right|_{t=0} = \varepsilon, \quad (e_\gamma \left| i\dot{u} \right. \right|_{t=0} = 0, \quad (5.292) \end{array} \right.$$  

which fixes also the phase of time-periodic solution. Then all the higher order equations are solved by assuming decomposition in eigenbasis of $u_\gamma(\tau, x)$ as in (4.76), so the time evolution of $\hat{u}_{\gamma,j}(\tau)$ is governed by (4.77).

Here, when solving the perturbative equations for time-periodic solutions, instead of enforcing (4.78), we relax the initial conditions and for modes other than $\gamma$ we set

$$\hat{u}_{\gamma,k}(0) = c_{\gamma,k}, \quad \frac{d\hat{u}_{\gamma,k}}{d\tau}(0) = 0, \quad k \in \mathbb{N}, \quad k \neq \gamma, \quad (5.293)$$

while for $k = \gamma$

$$\hat{u}_{\gamma,\gamma}(0) = 0, \quad \frac{d\hat{u}_{\gamma,\gamma}}{d\tau}(0) = 0. \quad (5.294)$$

Then, free parameters $c_{\gamma,k}$ and $\xi_{\gamma}$ are used to remove all of the appearing resonant terms and to force the $2\pi$-periodicity of $\hat{u}_{\gamma,j}(\tau)$ (some of $c_{\gamma,k}$ will be used to remove
terms with rational frequencies in \( \tau \), which produce spurious secular terms appearing at higher orders). As it turns out, at some orders of the perturbative calculation there may not be enough free parameters available to remove all of the resonances. Then, as for the model of Section 3.2, we modify the solution by adding the homogeneous solution whose amplitude would serve as a missing parameter. Since the construction and the structure of governing equations depends on whether we construct time-periodic solutions around the vacuum static solution or around the kink we discuss these cases separately.

**Vacuum sector**

The construction of time-periodic solutions in the vacuum topological sector, with \( S = 1 \), is analogous for the previously considered cases because of the character of the linear spectrum. As before, we need to ensure that at each perturbative order there will be enough parameters available to remove all resonances. It turns out that for any \( \lambda \) the projection \( (e_k \mid s_j) \) in (4.77) vanishes when \( k > k^* = \lambda(\gamma + 1) - 3 \). The resonant frequencies to \( \omega_\gamma \), present in the source to the wave equation are

\[
\{ k\omega_\gamma \mid k = 1, 2, \ldots, K \},
\]

where \( K \) is the largest positive integer such that

\[
K\omega_\gamma \leq \omega_{k^*},
\]

holds, so \( K\omega_\gamma \) is the largest resonant frequency present in \( s_j \). From this we get \( K = \lambda - 1 \). Thus, at order \( \lambda \geq 2 \) we will have \( K - 1 = \lambda - 2 \) free integration constants \( c_{\lambda,k} \) (since one of them is used to satisfy the normalization condition \( 5.292 \)). With these and with frequency expansion parameter \( \xi_{\lambda+1} \) we can remove at most \( \lambda - 1 \) resonances at order \( \lambda + 2 \) (the resonances at order \( \lambda + 1 \) are removed by using the integration constants left at order \( \lambda - 1 \) and parameters \( \xi_j \)). However, for \( \lambda \geq 2 \) there are exactly \( \lambda \) resonances present at order \( \lambda + 2 \) (at order \( \lambda = 2 \) there is only one resonance which is removed by setting \( \xi_1 \equiv 0 \)). Therefore this scheme would break down already at the fourth order where there are two resonances present and we have only one parameter available, namely \( \xi_3 \). Consequently, at each perturbative order \( \lambda \geq 2 \) we modify the solution to the wave equation by adding the term with the frequency being the \( (K+1) \)-th multiple of \( \omega_\gamma \), i.e, the term

\[
\tilde{u}_{k,k+2,K+1} \cos((K+1)\tau) \ e_{k+2}(x),
\]

which is itself a solution to the homogeneous equation with \( k = k^* + 2 = \lambda(\gamma + 1) - 1 \) in (4.77). Thus, an arbitrary amplitude of \( 5.297 \) serve as a remaining parameter to remove all of the resonances appearing at order \( \lambda + 2 \). Repeating this reasoning with \( \lambda \) replaced by \( \lambda + 1 \) we see that in this way we get a unique solution, which be constructed up to arbitrary high order.

**Kink sector**

As we pointed out already the solution to Eq. (4.77) will contain terms \( \cos(\omega_k / \omega_\gamma \tau) \) which in general are not\( 2\pi \)-periodic functions (especially for frequencies \( \omega_\gamma = \sqrt{(\gamma + 1)^2 - 3} \), with obvious exception for \( k = \gamma \). Therefore we can choose the integration constants \( c_{\lambda,k} \) appearing at order \( \lambda \) to eliminate all such terms (for \( k = \gamma \) we have
parameter $\xi_{j-1}$ which is used to cancel resonant term—the $\omega_j$ is resonant to itself—then the constant $c_{j,k}$ is fixed by the normalization condition. If we have left such terms at order $\lambda$, they would generate secular terms in the solution at order $\lambda + 2$, through spurious resonances (this is the reason why the Poincaré-Lindstedt method failed to give a uniformly bounded solution for a single mode initial data, as was emphasized in Section 4.2.2) and the condition for their absence would fix the parameters $c_{j,k}$. This is equivalent, but the former way of fixing integration constants is the optimal approach. In this way we can proceed to higher order up to appearance of another proper resonance. Even though the eigenfrequencies are irrational numbers (with an exception of the fundamental mode) there is an infinite number of resonances, but they are irregular (as opposed to previous cases, where the eigenfrequencies are equidistant). In fact the resonant set $O_\gamma$, defined in (2.11), is of measure greater than one for any $\gamma \geq 2$, since

$$ (k + 1)^2 - 3 = m^2, \quad k, \gamma, m \in \mathbb{N}, \quad k \geq \gamma. $$

(5.298)

has infinitely many solutions; for $\gamma = 1$ there is only a trivial solution and $O_{\gamma=1} = \{1\}$ is a singleton, and this makes the $\gamma = 1$ case special. As an example we give below an explicit form of solution to (5.298) for $\gamma = 2$

$$ O_{\gamma=2} = \left\{ \frac{1}{2} \left[ (3 + \sqrt{6}) (5 - 2\sqrt{6})^i + (3 - \sqrt{6}) (5 + 2\sqrt{6})^i \right] \right\}_{i \in \mathbb{N}} = \{ 2, 26, 266, 2642, 26162, 258986, 2563706, 25378082, \ldots \}. $$

(5.299)

We see that the resonant frequencies are irregularly distributed, hence the construction of time-periodic solutions is not so systematic and has to be carried case by case. Besides that, the strategy of resonance removing is identical to the previous cases. If the resonance to the eigenmode $k \in O_\gamma$ appears at order $\lambda_{\text{res}}$ then we move back to the order $\lambda_{\text{res}} - 2$ and modify the solution $u_{\lambda_{\text{res}}-2}(\tau, x)$ by adding to it the term

$$ \tilde{u}_{\lambda_{\text{res}}-2,k,m} \cos(m \tau) e_k(x), $$

(5.300)

with $m = \omega_k/\omega_j$, whose amplitude will be used at remove this resonance at order $\lambda_{\text{res}}$. Since then, at any order $\lambda \geq \lambda_{\text{res}} + 1$, there will be two resonances present (up to the appearance of the next resonance for the eigenmode with next index from the set $O_\gamma$). These will be removed by utilizing frequency expansion parameter $\xi_{j-1}$ and free integration constant for resonant mode $k$ the $c_{j-1,k}$. In this way the whole procedure can be continued indefinitely with growing number of proper resonances and number of available parameters to ensure absence of secular terms. In general the appearance of a given proper resonance would be hard to predict, nevertheless the order at which the first nontrivial resonance occurs can be precisely predicted. It turns out that before that happens the solution at orders $2 \leq \lambda \leq \lambda_{\text{res}}$ is composed of eigenmodes among which the highest one has index $\gamma$. Whence the first resonance will occur at order $\lambda_{\text{res}} = \lceil k/\gamma \rceil$ since then the resonant mode $e_k(x)$ will be present in $s_{\lambda_{\text{res}}}(\tau, x)$, and at the same time $s_{\lambda_{\text{res}}}(\tau, x)$ would contain Fourier mode $\cos(m \tau)$ (because $\lambda_{\text{res}} > m$). The first resonant eigenmodes and their order of occurrence in perturbative calculation for first few dominant modes $\gamma$ are listed in Table 5.8. It is evident that the first proper resonance appears at relatively high perturbative order, especially for $\gamma = 7$ it would
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| $\gamma$ | $k$ | $m = \omega_k/\omega_j$ | $\lambda_{\text{res}}$ |
|----------|-----|------------------------|---------------------|
| 2        | 26  | 11                     | 13                  |
| 3        | 255 | 71                     | 85                  |
| 4        | 60  | 13                     | 15                  |
| 5        | 269 | 47                     | 54                  |
| 6        | 5296| 781                    | 883                 |
| 7        | 335159611 | 42912791 | 47879945 |
| 8        | 944 | 107                    | 118                 |

Table 5.8: The lowest resonant frequency indices $k$ for the frequency $\omega_j$ of bifurcating time-periodic solution constructed on a kink static solution for $\gamma = 2, \ldots, 8$. The order $\lambda_{\text{res}}$ at which given resonance occurs is listed in the last column.

be impossible to go to $\lambda_{\text{res}}$ in perturbative construction, in order to check that indeed the terms like (5.300) are necessary. However one cannot neglect the resonances, even if they appear at relatively high perturbative order, since they modify the solution in a significant manner. The two lowest order cases, namely those with $\gamma = 2$ and $\gamma = 4$, which are possible to obtain are discussed in the following section when also the properties of constructed solutions are discussed.

**Integrals**

The products appearing in the perturbative equations are expressed in terms of the following finite sums

$$\csc^2 x e_i(x)e_j(x) = \sum_{k=\max(|i-j|,1)}^{i+j} \left( e_k \right) \csc^2 x e_i e_j e_k(x), \quad (5.301)$$

$$\cos x \csc^2 x e_i(x)e_j(x) = \sum_{k=\max(|i-j|,1)}^{i+j} \left( e_k \right) \cos x \csc^2 x e_i e_j e_k(x), \quad (5.302)$$

$$e_i(x)e_j(x) = \sum_{k=\max(|i-j|,1)}^{i+j+1} \left( e_k \right) e_i e_j e_k(x), \quad (5.303)$$

$$\csc^2 x e_i(x)e_j(x)e_k(x) = \csc^2 x e_i(x) \sum_{l=\max(|i-k|,1)}^{j+k+1} \left( e_l \right) e_j e_k e_l(x), \quad (5.304)$$
where the expansion coefficients were derived using the approach given in Appendix D. Those are

\[
( e_k | \csc^2 x e_j, e_j ) = \frac{1}{4} \mathcal{N}'_i \mathcal{N}'_j \mathcal{N}_k \sum_{i=0}^{j-1} \sum_{r=0}^{j-1} \sum_{q=0}^{j-1} (-1)^{i+j+k-q-r-s+1} \\
\times \left( \frac{\Gamma \left( q + r + s + \frac{5}{2} \right)}{\Gamma \left( i + j + k + 2 \right)} \right) \left( \frac{\Gamma \left( i + j + k - q - r - s - \frac{1}{2} \right)}{\Gamma \left( i + j + k + 2 \right)} \right) \right], \tag{5.305}
\]

\[
( e_k | \cos x \csc^2 x e_j, e_j ) = \frac{1}{4} \mathcal{N}'_i \mathcal{N}'_j \mathcal{N}_k \sum_{i=0}^{j-1} \sum_{r=0}^{j-1} \sum_{q=0}^{j-1} (-1)^{i+j+k-q-r-s+1} \\
\times \left( \frac{\Gamma \left( q + r + s + \frac{7}{2} \right)}{\Gamma \left( i + j + k + 3 \right)} \right) \left( \frac{\Gamma \left( i + j + k - q - r - s - \frac{1}{2} \right)}{\Gamma \left( i + j + k + 3 \right)} \right) \right], \tag{5.306}
\]

\[
( e_k | e_j, e_j ) = \mathcal{N}'_i \mathcal{N}'_j \mathcal{N}_k \sum_{i=0}^{j-1} \sum_{r=0}^{j-1} \sum_{q=0}^{j-1} (-1)^{i+j+k-q-r-s+1} \\
\times \left( \frac{\Gamma \left( q + r + s + \frac{5}{2} \right)}{\Gamma \left( i + j + k + 4 \right)} \right) \left( \frac{\Gamma \left( i + j + k - q - r - s + \frac{1}{2} \right)}{\Gamma \left( i + j + k + 4 \right)} \right) \right], \tag{5.307}
\]

where we use the shorthand notation for the normalization constant of eigenfunctions

\[
\mathcal{N}_j = \frac{(j+1)\sqrt{2}\Gamma(j+1)}{\Gamma(j+\frac{3}{2})}.
\tag{5.308}
\]

The Mathematica assisted guess gives a closed form for the expressions (5.305) and (5.307) in a following form

\[
( e_k | \csc^2 x e_j, e_j ) = \begin{cases} \\
\frac{1}{4\sqrt{2\pi}} \tilde{t}_{ij \kappa} & \text{for } (i+j+k) \text{ odd number and } \\
\frac{1}{2} \frac{(i+j+k)}{(i-j+k)} & \text{for } (i+j+k) \text{ even number and } \\
0 & \text{otherwise,}
\end{cases} \tag{5.309}
\]
where the nonzero elements are
\[
\tilde{t}_{ijk} = \frac{(i + j + k + 1)(i + j - k + 1)(i - j + k + 1)(i + j + k + 3)}{\sqrt{i(i + 2)j(j + 2)k(k + 2)}}. \tag{5.310}
\]

Similarly we get
\[
\left( e_k \mid e_i, e_j \right) = \frac{1}{\sqrt{2\pi i(i + 2)j(j + 2)k(k + 2)}} \left( -(i + 2)jk_\delta_{i,j+k+1} - i(j + 2)k_\delta_{i,j+k+1} + \bar{s}_{ijk} \right), \tag{5.311}
\]
with
\[
\bar{s}_{ijk} = \begin{cases} 
  i(i + 2) + j(j + 2) + k(k + 2) + 1 & \text{for } (i + j + k) \text{ odd number and} \\
  0 & \text{otherwise,}
\end{cases} \tag{5.312}
\]
and \( \delta_{ij} \) denoting the Kronecker delta. The use of (5.309) and (5.311) in place of (5.305) and (5.307) respectively greatly reduces time that \texttt{Mathematica} spends on computation of the expansions and thus allows us to derive a very high order approximation to the time-periodic solutions.

### 5.5.2 Numerical construction

To find a time-periodic solution of (3.94) we follow the steps given in Section 2.2.2 of introductory chapter. In this case, where we have a single second order wave equation to solve, the complexity of the overall algorithm greatly simplifies, compared to the case of Einstein’s equations, since the lack of constraints and in addition the number of dynamical variables is reduced here by the factor of two since the velocity and the field are no longer independent (see (4.52) and (4.53)).

As in the previous cases, we use the rescaled time coordinate \( \tau = \Omega t \), with \( \Omega \) standing for the frequency of time-periodic solution. We assume the following truncated double expansion in the trigonometric series and in the eigenbasis of the linear operator (3.96) of the time-periodic solution
\[
u(t, x) = \sum_{k=0}^{K-1} \sum_{j=1}^{N} \hat{u}_{k,j} \cos(k\tau)e_j(x), \tag{5.313}
\]
(note that this already fixes the phase \( \partial_t u \mid_{t=0} = 0 \)). The unknown \( K \times N \) expansion coefficients \( \hat{u}_{k,j} \) are then determined, similarly to the previous cases, by constructing suitable number of algebraic equations. These are taken to be the requirement for the governing equation, namely (3.94), to be identically satisfied at the discrete grid points. Thus, we take a cartesian product grid with \( K \) collocation points of time coordinate \( \tau_k = \pi(k - 1/2)/K, k = 1, \ldots, K \) and \( N \) collocation points in radial direction \( x_n = \pi(n - 1/2)/N, n = 1, \ldots, N \), exactly the same set used in the spatial discretization procedure discussed in Section 4.2.1 suited to the expansion (5.313). Next, at each instant of time \( \tau_i \) we calculate the coefficients
\[
\hat{u}_j(\tau_i) = \sum_{k=0}^{K-1} \hat{u}_{k,j} \cos(k\tau_i), \quad j = 1, \ldots, N, \tag{5.314}
\]
and use them as an input in our spectral procedure, which produces as an output their second time derivatives $\ddot{u}_j(t)$. These values are equated to the second time derivatives calculated directly from (5.313) (taking into account the change of independent variables and the transformation $\tau_\delta = \Omega \tau_\varepsilon$) again at the set of $K \times N$ grid points $(\tau_k, x_n)$.

We choose the convenient normalization condition as for the time-periodic solutions in AdS, i.e. we control the amplitude of the dominant mode $\gamma$ by setting

$$\sum_{k=0}^{K-1} \hat{u}_{k,\gamma} = \varepsilon,$$

(5.315)

for the solution bifurcating from the eigenmode $e_\gamma(x)$ (of eigenvalue $\omega_\gamma$). This closes the system of $K \times N + 1$ nonlinear equations for the expansion coefficients and the frequency of the time-periodic solution which are found by applying the Newton-Raphson algorithm. As in previous models, we initialize this iterative procedure by setting a single mode conditions, i.e, we take

$$u(\tau, x) = \varepsilon \cos \tau e_\gamma(x), \quad \Omega = \omega_\gamma.$$

(5.316)

### 5.5.3 Results

#### Vacuum sector

The time-periodic solutions for $S = 1$ case admit a regular structure. For $\gamma$ odd and for any $\lambda \geq 2$ the solutions have the following Fourier decomposition

$$u_\lambda(\tau, x) = \sum_{j=1}^{(\gamma+1)\lambda/2} \hat{u}_{\lambda,2j-1}(\tau)e_{2j-1}(x),$$

(5.317)

$$\hat{u}_{\lambda,2j-1}(\tau) = \sum_{k=0}^{\lambda} \hat{u}_{\lambda,2j-1,k} \cos k\tau,$$

(5.318)

together with the frequency expansion $\Omega(\varepsilon)$ containing terms with even and odd powers of $\varepsilon$. Since the time-periodic solution is composed of odd eigenmodes only, the following symmetry holds

$$u(\tau, x; \varepsilon) = u(\tau, \pi - x; \varepsilon), \quad \tau \in [0, 2\pi], \ x \in [0, \pi],$$

(5.319)

because of the identity $e_j(\pi - x) = (-1)^{j+1}e_j(x), \ j \in \mathbb{N}$, for the eigenbasis functions (3.102).

The structure of solutions with $\gamma$ even is different, and these solutions have more symmetries. There are both even and odd eigenmodes present in the solution and the Fourier decomposition of time-periodic solution depends on the parity of $\lambda$; for $\lambda$ even

$$u_\lambda(\tau, x) = \sum_{j=1}^{(\gamma+1)\lambda/2} \hat{u}_{\lambda,2j-1}(\tau)e_{2j-1}(x),$$

(5.320)

and

$$\hat{u}_{\lambda,2j-1}(\tau) = \sum_{k=0}^{\lambda/2} \hat{u}_{\lambda,2j-1,2k} \cos (2k\tau),$$

(5.321)
Figure 5.39: The density plots of perturbative profiles $u_j(\tau, x)$ of time-periodic solution for $S = 1$. The plots show consecutive perturbative approximations from $\lambda = 1$ (top left) up to $\lambda = 10$ (bottom right). At each plot the range of $u_j(\tau, x)$ was normalized to $[-1, 1]$ for better presentation. As $\gamma$ (the index of dominant mode) increases the solution has finer structure, both in space and time, as the number of modes contributing to solution grow both with $\gamma$ and $\lambda$ as given in (5.317)-(5.318) and (5.320)-(5.323). The gray contours are zeros of $u_j(\tau, x)$. **Left panel.** The $\gamma = 1$ ($\omega_1 = \frac{2}{\pi}$) case. **Right panel.** The $\gamma = 4$ ($\omega_4 = 5$) case.

whereas for $\lambda$ odd

$$u_j(\tau, x) = \sum_{j=1}^{[(\gamma + 1)\lambda - 1]/2} \hat{u}_{j,2j}(\tau)e^{2j\pi}(x),$$  \hspace{1cm} (5.322)
Figure 5.40: The frequency and energy of numerically computed time-periodic solutions as a function of $\epsilon$ (the $S = 1$ case). Plot shows solutions bifurcating from first six eigenmodes (with $\gamma$ increasing from bottom to top). The numerical calculations were performed on a grid with $32 \times 64$ points. Beyond the plotted ranges of $\epsilon$ the numerical procedure ceases to converge indicating finite range of $\epsilon$ for which time-periodic solutions exist.

and

$$\hat{u}_{\lambda,2j}(\tau) = \sum_{k=0}^{(j+1)/2} \hat{u}_{\lambda,2j,2k-1} \cos((2k-1)\tau). \quad (5.323)$$

The frequency expansion for $\gamma$ even contains only even powers of $\epsilon$, so $\Omega(\epsilon) = \Omega(-\epsilon)$. From (5.320)-(5.323) we see that the solution profile exhibits the following symmetries

$$u(\tau + \pi, x; -\epsilon) = u(\tau, x; \epsilon), \quad u(\tau, x - \lambda; -\epsilon) = u(\tau, x; \epsilon), \quad (5.324)$$

for $\tau \in [0, 2\pi]$ and $x \in [0, \pi]$.

To visualize results of perturbative construction we plot on Fig. 5.39 density maps of successive terms of the $\epsilon$ expansion, namely the $u_j(\tau, x)$ functions. Clearly, when both the index of dominant mode $\gamma$ and the order of perturbative expansion $\lambda$ increase the solution oscillates on smaller scales, both in space and time. Note also that the symmetry of solution with respect to the equator of the three sphere, $x = \pi/2$, for $\gamma = 1$ is retained at any perturbative order, while for $\gamma = 4$ only even order terms (right column) remain symmetric, the odd order terms are antisymmetric (left column).

The change of energy and frequency of time-periodic solutions with the amplitude $\epsilon$ of dominant mode is presented on Fig. 5.40. The nonlinearity causes the decrease
of frequency (the period of oscillation increases) and increase of energy (with $|\epsilon|$). Though continuous, this dependence on amplitude is not monotonic—for any $\gamma$ there exist different solutions having the same period and energy.

We derived numerically solutions on a mesh of $24 \times 48$ points, which produces accurate results for small values of $\epsilon$, but gives only rough approximation to true solutions for larger amplitudes. The Newton procedure used to find the time-periodic solutions converges rapidly for small and moderate values of $\epsilon$. For larger values its convergence is degraded, while for still larger values the algorithm ceases to converge even when we provide better initial conditions than a single mode approximation (5.316), e.g. by using extrapolation from solutions with smaller values of $\epsilon$ for which the algorithm converged. The borderline of existence of time-periodic solutions, the limiting values of $\epsilon$ are computationally difficult to determine. The high amplitude time-periodic solutions have spectra which fall off exponentially but with very small slope, hence to accurately approximate a solution we would need very large number of eigenmodes present in truncated series approximation (5.313). Even using finer grids and taking better initial guess for the Newton root-finding algorithm it would not be possible to greatly extend the bifurcating curves shown on Fig. 5.40.

However, for any $\gamma$ there seems to be a finite range of $\epsilon$ for which time-periodic solutions exist. Constructing solutions for a few lowest dominant modes we observe

---

$\star$ As we have seen earlier, when discussing time-periodic solutions of other systems, this may be related with the bad definition of parametrization variable. Since the dominant mode amplitude $\left[\epsilon_x \left| v \right| \right]_{\gamma=0}$ may be bounded there still may exist time-periodic solutions of greater amplitude, e.g. defined by $u''(0,0)$. We left this issue for further studies, and continue discussion using the parametrization (5.292).
Figure 5.42: The snapshots of the time-periodic solution in vacuum topological sector ($S = 1$) bifurcating from mode $e_1(x)$. The large amplitude (with marginal values, near the existence border) was chosen to emphasize the nonlinear effects. The numerical calculations were performed on grid with $32 \times 64$ (5.313). The profile at initial time $t = 0$ is plotted with thick black line, the dashed line is the profile at $t = T/2$, while gray lines show profile at intervals $T/32$. Top panel. Positive amplitude solution with $\epsilon = 1.45$ and $\Omega \approx 1.714833$. Bottom panel. Negative amplitude solution with $\epsilon = -2.62$ and $\Omega \approx 1.563661$.

that the length of this interval slowly decreases with increasing $\gamma$ (separately for $\gamma$ even and $\gamma$ odd). Using the Padé resummation, as in previous Sections, we were unable to find a reasonable approximation to the limiting values of $\gamma$. In this case the structure of poles of $[m/n]_n$ either with $m = n$ or $m \neq n$ rapidly changes when we change order parameters $m$ and $n$. Different also is the character of a frequency bifurcation curve. Nevertheless, the resumation greatly improves the convergence of perturbative series. The result showing the comparison of numerical data (points) with perturbative expansion of $\Omega$ and its resummation is shown on Fig. 5.41 (the $\gamma = 1$ case). The off-diagonal $[18/14]_{10}$ Padé approximation, chosen as the best qualitative approximation, greatly extends the range of applicability of perturbative result (especially for $\epsilon < 0$). This shows also the agreement of the results of two independent methods used to construct time-periodic solutions (for relatively small $|\epsilon|$ the difference of these two
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Figure 5.43: An analogue of Fig. 5.42 for solution bifurcating from eigenmode $e_4(x)$ with amplitude $\epsilon = 2.42$ and frequency $\Omega \approx 4.750961$. The solution with negative value of $\epsilon$ is not shown these can be obtained from $\epsilon > 0$ solution using symmetry (5.324), as for other $\gamma$ even.

methods is dominated by the numerical precision).

Since for small values of the expansion parameter $\epsilon$ the solutions do not significantly differ from the single mode approximation (as the name suggests the dominant mode is a main component of the solution) we present the results for relatively large values of $\epsilon$ to make the nonlinear effect clearly visible. On Figs. 5.42 and 5.43 we present the results of numerical calculations for $\gamma = 1$ and $\gamma = 4$ respectively. For $\gamma$ odd the solutions for positive and negative values of $\epsilon$ are distinct, which is clearly visible on Fig. 5.42 where we present the fundamental solutions. The initial profiles of time-periodic solutions preserve the number of zeros of dominant modes, even when other modes have significant amplitudes (especially for large values of $\epsilon$). This is no longer true for other times, during the evolution the number of zeros changes, in contrast to the linear solutions. This characteristic change of shape in time of function profile, visible also on Fig. 5.43 alongside with frequency change, is the nonlinear effect. It is worth to mention that symmetries, given in Eqs. (5.319) and (5.324), which are apparent on Figs. 5.42 and 5.43 are not forced in numerical code, for given $\gamma$ and initial guess for Newton’s algorithm, the parity is preserved through successive iterations.

Kink sector

Up to the occurrence of the first proper resonance, i.e. for $\lambda \leq \lambda_{\text{res}}$, the time-periodic solutions have the following structure. For $\gamma$ even the solution is composed of even eigenmodes only

$$
\hat{u}_{\lambda,2j}(x) = \sum_{j=1}^{\gamma/2} \hat{u}_{\lambda,2j} e_{2j}(x),
$$

$$
\hat{u}_{\lambda,2j}(\tau) = \sum_{k=0}^{\lambda} \hat{u}_{\lambda,2j,k} \cos(k\tau),
$$

$$
\hat{u}_j(x) = \sum_{j=1}^{\gamma/2} \hat{u}_{\lambda,2j} e_{2j}(x),
$$

$$
\hat{u}_j(\tau) = \sum_{k=0}^{\lambda} \hat{u}_{\lambda,2j,k} \cos(k\tau),
$$
so it exhibits the following symmetry
\[ u(\tau, x - \epsilon; \pi) = -u(\tau, x; \epsilon). \] (5.327)

The frequency \( \Omega(\epsilon) \) contains both even and odd powers of \( \epsilon \) in its Taylor expansion. For odd \( \gamma \) the eigenmode decomposition depends on parity of \( \lambda \), i.e. there is for even \( \lambda \)
\[ u_j(\tau, x) = \sum_{j=1}^{\gamma \lambda/2} \hat{u}_{j,2j}(\tau) e^{2j(\lambda)}(x), \] (5.328)
\[ \hat{u}_{j,2j}(\tau) = \sum_{k=0}^{\lambda/2} \hat{u}_{j,2j,2k} \cos(2k\tau), \] (5.329)
while for odd \( \lambda \)
\[ u_j(\tau, x) = \sum_{j=1}^{(\gamma+1)/2} \hat{u}_{j,2j-1}(\tau) e^{2j-1(\lambda)}(x), \] (5.330)
\[ \hat{u}_{j,2j-1}(\tau) = \sum_{k=0}^{(\lambda+1)/2} \hat{u}_{j,2j-1,2k-1} \cos((2k - 1)\tau), \] (5.331)
and the frequency expansion contains only even powers of \( \epsilon \).

Since by adding the term (5.300) we modify the solution at order \( \lambda_{\text{res}} - 2 \) these decomposition formulae hold only for \( \lambda \leq \lambda_{\text{res}} - 3 \) (but in practice the order at which
first proper resonance appears $\lambda_{\text{res}}$ is very large). Then the eigenmode decomposition at higher perturbative orders greatly depends on $\gamma$, since the resonant frequencies do not seem to have any regular structure (cf. 5.299). (The exception is the $\gamma = 1$, which is the fully nonresonant (contrary to fully resonant) case and the formulae (5.328), (5.331) holds for arbitrary high order $\lambda$.) However, the resonances for $\gamma > 1$ do not affect the symmetry of the solution, so the following holds

$$u(\tau + \pi, x; -\epsilon) = u(\tau, x; \epsilon), \quad u(\tau, \pi - x; -\epsilon) = -u(\tau, x; \epsilon),$$  \hspace{1cm} (5.332)

for $\tau \in [0, 2\pi]$ and $x \in [0, \pi]$, in analogy to (5.324).

As was mentioned already, there are two things which distinguish the time-periodic solutions in the kink and vacuum topological sectors. The first characteristic concerns the frequency of time-periodic solutions. For the family of solutions bifurcating from fundamental mode ($\gamma = 1$) the frequency does not depend on $\epsilon$. In other words, all time-periodic solutions which as a dominant mode have the $e_1(x)$ eigenmode oscillate with the same frequency $\Omega(\epsilon) = 1$ even if they are far from the linear regime. This independence on amplitude is shown on Fig. 5.44, where we show results from numerical calculations, this is also confirmed by high order perturbative expansion.

The frequency of solutions based on higher modes depends on amplitude. As for the vacuum topological sector this is not a monotonic function, which is illustrated on Fig. 5.44. But most importantly, the numerical procedure is able to find the solutions with frequencies both smaller and larger than the corresponding frequency of bifurcation point. Also the range of existence is increasing with the index of dominant mode, in contrast to the vacuum case, demonstrated on Fig. 5.40 where the range of existence shrinks with increasing $\gamma$. This makes the kink topological sector different from the vacuum case.

Profiles of solutions for $\gamma = 1$ and $\gamma = 2$ are shown on Figs. 5.45 and 5.46 respectively. Again, note that the symmetries (5.327) and (5.332) are respected by the numerical code.
Another feature which distinguishes these two topological sectors is the resonant structure. To deal with the proper resonances appearing in perturbative construction we modify the solution by adding some extra terms, which are homogeneous solutions to the governing equations, with amplitude which subsequently serves as a parameter to cancel otherwise occurring secular terms. This was emphasized over current chapter. While for $S = 1$ these resonances have regular structure, in the kink topological sector $S = \cos x$ resonances are irregular. Additionally they appear at relatively high perturbative orders. Therefore it is interesting to validate perturbatively constructed solutions with numerical calculations.

The two lowest order and tractable cases are the $\gamma = 2$ and $\gamma = 4$, see Tab. 5.8. For $\gamma = 2$ the resonance for the eigenmode $e_2(x)$ appears at order $\lambda = 13$ and we claim that inclusion of the term (5.300) at order $\lambda = 11$ removes the resonance, for $\gamma = 4$ the resonance appears at order $\lambda = 15$ and the solution modification is done at order $\lambda = 13$. Solving higher order perturbative equations we supported this procedure, since the first proper resonance can be successfully removed and the construction can be continued.
Figure 5.47: The leading order scaling with \( \epsilon \) of eigenmode decomposition of initial data \( u(0, x; \epsilon) = \sum_{j \geq 1} \hat{u}_j(0; \epsilon) e_j(x) \) corresponding to time-periodic solution (results obtained by fitting to numerical data). Top panel. The \( \gamma = 2 \) case. To remove proper resonance at order \( \lambda = 13 \) the eigenmode \( e_{26}(x) \) was added at order \( \lambda = 11 \). Thus the expected leading order behaviour \( \hat{u}_{26}(0; \epsilon) \sim \epsilon^{11} \). Bottom panel. The \( \gamma = 4 \) case. Here the resonance to \( e_{60}(x) \) was removed by adding this mode at order \( \lambda = 13 \), and \( \hat{u}_{60}(0; \epsilon) \sim \epsilon^{13} \).

Further analysis of perturbative series and comparison with numerically obtained solutions validates our approach. In order to perform quantitative comparison of both approaches it is convenient to rearrange the perturbative series given in Eqs. (4.69) and (4.76) as

\[
u(\tau, x; \epsilon) = \sum_{j \geq 1} \tilde{u}_j(\tau; \epsilon) e_j(x),\] (5.335)

with the eigenmode expansion coefficients being \( \epsilon \) dependent. Computing numerical solutions for few values of \( \epsilon \) we can determine the dependence on \( \epsilon \) by fitting polynomial in \( \epsilon \) to the numerical data. In particular we can check a leading order scaling with

\[	ilde{u}_{11,26,11} = -\frac{118242196219}{280553932619513856} \sqrt{\frac{7}{13}} \approx -1.010611200842075 \times 10^{-9}. \] (5.333)

and for \( \gamma = 4 \)

\[	ilde{u}_{13,60,13} = \frac{12400038574092552652935204864000000}{12339744967221655273249352048640000000} \sqrt{\frac{31}{5}} \approx 2.602636168242766 \times 10^{-17}. \] (5.334)
Table 5.9: The comparison of numerically and perturbatively constructed time-periodic solutions on a branch bifurcating from $\gamma = 2$ eigenmode. The coefficients of polynomial dependence of \( \hat{u}_{26}(0; \epsilon) \) on \( \epsilon \) where read off from perturbative series, while with numerical method these were obtained by the least square fitting to a discrete series of solutions with small amplitudes \( \epsilon \) (ranging from \( 10^{-4} \) to \( 2 \times 10^{-4} \)) on a mesh with 16 x 32 points.

| $\lambda$ | numerical data $[\epsilon^2] \hat{u}_{26}(0; \epsilon)$ | perturbative data $[\epsilon^2] \hat{u}_{26}(0; \epsilon)$ |
|-----------|-----------------------------------------------|-----------------------------------------------|
| 11        | $-1.010611200842076 \times 10^{-9}$            | $-1.010611200842075 \times 10^{-9}$            |
| 12        | $-1.565630367147342 \times 10^{-9}$            | $-1.565630367147342 \times 10^{-9}$            |
| 13        | $1.138758143 \times 10^{-8}$                   | $1.138758153956382 \times 10^{-8}$            |
| 14        | $2.41603 \times 10^{-8}$                       | $2.415999875082757 \times 10^{-8}$            |
| 15        | $-2.342 \times 10^{-8}$                        | $-2.313753657153318 \times 10^{-8}$           |

Table 5.10: Same as Tab. 5.9 for $\gamma = 4$. The numerical solutions were calculated on mesh 18 x 68 with $\epsilon$ ranging from \( 10^{-5} \) to \( 2 \times 10^{-4} \).

| $\lambda$ | numerical data $[\epsilon^2] \hat{u}_{50}(0; \epsilon)$ | perturbative data $[\epsilon^2] \hat{u}_{50}(0; \epsilon)$ |
|-----------|-----------------------------------------------|-----------------------------------------------|
| 13        | $2.6026361682427657 \times 10^{-17}$            | $2.602636168242766 \times 10^{-17}$            |
| 14        | $2.2522448521489787 \times 10^{-17}$            | $2.252244852148980 \times 10^{-17}$            |
| 15        | $1.481102 \times 10^{-16}$                     | $1.481130035912182 \times 10^{-16}$           |
| 16        | $8.337571 \times 10^{-16}$                     | $8.337598936082316 \times 10^{-16}$           |
| 17        | $2.60569 \times 10^{-15}$                      | $2.60591751650592 \times 10^{-15}$            |
| 18        | $6.9 \times 10^{-16}$                          | $7.110705447625604 \times 10^{-16}$           |

\( \epsilon \) of decomposition coefficients \( \hat{u}_j(\tau; \epsilon) \) at some instant of time, for convenience we take \( \tau = 0 \). These results, with the resonant modes marked, are presented on Fig. 5.47. This is in agreement with perturbative series given in Eq. (5.325) up to \( \lambda = \lambda_{\text{res}} - 1 \). Moreover the analysis can be even more detailed. Performing the polynomial fit to the resonant mode \( e_{26}(x) \) coefficient \( \hat{u}_{26}(0; \epsilon) \) (in \( \gamma = 2 \) case) we can compare this with the perturbative calculation. The straightforward approach would fail because of limited numerical precision. This is because for small amplitudes of dominant mode \( \epsilon \) the amplitudes of resonant modes are hidden below the level set by double-floating point precision (which is of order \( 10^{-16} \)). In order to be above this threshold we need to take \( \epsilon \gtrsim 0.23 \) and \( \epsilon \gtrsim 1.1 \) for \( \gamma = 2 \) and \( \gamma = 4 \) respectively. This if far beyond the linear regime, where the nonlinearities are expected to dominate, and the perturbative approximation does not work. The resolution to this remedy is to use the extended precision arithmetic excellent facilities of Mathematica. Setting the arithmetic precision to 80 significant digits we were able to determine solutions for very small \( \epsilon \) (with residuals not exceeding \( 10^{-80} \) in absolute value). The results of the fitting procedure and the coefficients extracted from perturbative series are compared in Tab. 5.9. The agreement for lower order coefficients of a polynomial fit is astonishing, while the higher
modes are moderately accurate. This would converge both with increasing the number of eigenmodes taken in truncated series expansion (5.313) and with denser probing in $\epsilon$ (especially for relatively small amplitudes where the perturbative series converge). The same quality of the result we obtain in the $\gamma = 4$ case by performing the same analysis, see Tab. 5.10.

5.6 Conclusions

In this chapter we presented the perturbative and numerical methods used to find time-periodic solutions to specific mixed elliptic-hyperbolic systems of PDEs on bounded domains especially to the Einstein equations with negative cosmological constant.

The construction follows a general scheme given in Chapter 2 but the structure of considered equations enforces various modifications. This mainly concerns the perturbative construction where certain additional resonant terms may appear when building successive approximation, and their removal is nontrivial (apart from proper choice of basis functions and the efficient solution to the perturbative equations). As a part of the numerical construction of time-periodic solutions, which itself is rather universal, we have described spatial discretization and in particular we demonstrated how to effectively solve the constraint equations. Finally, we have shown that our approach leads to a stable and convergent numerical scheme. For time evolution problems we have demonstrated superior properties (near preservation of constants of motion) of symplectic time-integration algorithms in long-time simulations.

Extending the results of [112], we have shown the steps of perturbative construction of time-periodic solutions to the EKG system in any space dimension $d \geq 2$, especially for the physically most interesting case $d = 3$. While for odd $d$ the construction procedure (general approach) is challenging (it requires manipulation of long formulae of a very complex structure) it can be greatly simplified in even $d$ by using the eigenbasis expansion (algorithmic approach). For even $d$ we can reduce the problem of solving coupled PDEs to algebraic equations and a system of second order ODEs. Thus the equations are much easier to solve and the whole procedure is much more efficient.

We presented a way to express the products of eigenfunctions in terms of their (finite in even $d$) linear combinations, which proved to be a necessary element of the efficient algorithm. In both odd and even $d$ cases we give an argument by counting the number of appearing resonant terms, that at each perturbative order we are able to cancel all of the resonances and that produced expressions give a unique solution up to the definition of the expansion parameter. The difference between even and odd $d$ also manifests in the numerical construction. For studies of even dimensional cases we have used improved numerical scheme of [112, 114] based on the eigenbasis expansion. For odd dimensional cases, where the former code cannot be used, we employed Chebyshev pseudospectral spatial discretization, which additionally is universal in terms of the space dimension $d$.

Using two independent approaches to the construction of time-periodic solutions we verified our results directly comparing the perturbative and numerical data, performing convergence tests, and finally by the time evolution of the time-periodic solutions (supporting their periodicity). We stressed the importance of appropriate choice of the continuous parameter identifying solutions of a given family (solutions bifurcating from given linear mode). While this choice is not particularly important in the case of small amplitude solutions, the use of proper parametrization is crucial in studies of
large amplitude solutions (we noted this in all of the considered problems). Using a center value of the scalar field as an expansion parameter we found that there are no solutions with arbitrarily large mass—the mass function attains its maximum for large amplitude time-periodic solutions. The critical amplitude separates stable branch and unstable branch of solutions. Time evolution of perturbed configurations on the stable branch gives evidence on their nonlinear stability (solutions stays all the time in finite distance to the periodic orbit). In contrast, solutions on the unstable branch unstable branch when perturbed collapse to a black hole almost immediately.

These techniques were applied also to a complex scalar field in the studies of standing waves (counterparts of time-periodic solutions). Simple form of standing wave solutions (static metric and purely harmonic oscillation of matter field) allowed us to study their linear stability problem. In particular, using analytical techniques we were able to solve the eigenvalue problem, proving their linear stability. Using numerical methods we verified our analytical results, in particular consistency of the ansatz we used in the perturbation analysis. Moreover, we determined explicit perturbative (in size of the standing wave solution) expression for the frequency of the oscillatory modes. This linear spectrum turned out, not surprisingly, to be dispersive which explains the nonlinear evolution of perturbed standing waves. These behave in a similar fashion to perturbed (stable) time-periodic solutions and scalar perturbations in spherical perfectly reflecting cavity model with the Neumann boundary condition.

Next we examined, by means of the same methods, time-periodic solutions for vacuum Einstein’s equations using the cohomogeneity-two biaxial Bianchi IX ansatz. Explicit exponential nonlinearity of the field equations, in terms of the squashing field makes the perturbative construction rather involved. The perturbative expansion contains both odd and even terms and all of the equations need to be solved at each perturbative order. Among that one additional resonance—unremovable by the straightforward approach—appears at the fifth perturbative order. This induces a modification of lower order solution by inclusion of a homogeneous term. After demonstrating the convergence of the numerical method and the conformity of numerical and perturbative results, we studied the stability problem of time-periodic solutions (here also the mass of the solutions is bounded from above). We confirmed the stability of small amplitude time-periodic solutions. However, large amplitude solutions, exhibits more complex structure than less massive solutions, also behave differently than their scalar ‘counterparts’. They do not collapse rapidly when perturbed slightly, and the Kretschmann scalar monitored at the origin does not give any evidence for the instability during long time evolution, but due to numerical difficulties, stability of such configurations remains an open problem requiring further investigation.

In a similar manner we analyzed two remaining models, the perfectly reflecting spherical cavity model and the YM system, aimed mainly to exploit various structures of small amplitude time-periodic solutions. (The issue of reparametrization and detailed stability analysis of constructed solutions are left for further studies.) The linearized spectra of these models can have different character—this affects the form of the solutions (again, this concerns the perturbative expansion, the numerical approach stays unaltered). The analytical construction relies heavily on the fact that resonances appear and their successive removal fixes free parameters (either those in homogeneous terms or the ones appearing as integration constants) in successive perturbative orders. One may naively think that for dispersive linear spectrum resonances are absent and therefore no time-periodic solutions exist then—we show that this is not the case.

For the YM equation the resonant structure require homogeneous terms to be in-
cluded in solution at more than only one perturbative order (for the kink topological sector with irregular structure of the resonant set) or even at each perturbative order (for the vacuum topological sector with regular structure of the resonant set) during the construction. Without such modifications the number of available parameters will be insufficient to remove all of the appearing resonances and so the procedure will break. (We have used this modification already for time-periodic solutions of the vacuum Einstein equations.) A notable exception is a family of solutions bifurcating from the fundamental mode in the kink topological sector (in this case the bifurcation frequency is an integer, while higher mode frequencies are irrational numbers). For that case the resonant set is a singleton and so there is only one resonance present at each perturbative order. Surprisingly, the oscillation frequency for this family of time-periodic solutions does not depend on the amplitude. This is due to the fact that the structure of perturbative equations, in that particular case, enforces the frequency corrections to vanish. This special case and the presence, in other families of time-periodic solutions, of homogeneous terms (especially their amplitudes) are confirmed, with great accuracy, in the numerically constructed solutions with extended precision arithmetics (in some cases it was necessary to use higher than machine precision in order to verify perturbative prediction).

In all of the above systems the first order approximation to the time-periodic solution is a single eigenmode only. This is also the case for the cavity model with Neumann boundary condition. However, with Dirichlet boundary condition there are more resonances present already at the third (first nontrivial) perturbative order and a single free parameter (the frequency correction) does not suffice to construct a bounded solution with just one mode at the linear level. For that reason the first order solution has to be very specific superposition of eigenmodes such that all of the resonances are absent. We verified this by truncating this infinite series and comparing results (in principle convergence with the truncation order) with the numerics.

To summarize, in this chapter we have presented details of construction of time-periodic solutions to nonlinear systems of PDEs, in particular to the Einstein equations with negative cosmological constant (in the $1+1$ dimensional settings). For each of the considered models we used two independent methods which give consistent results which demonstrated their correctness and give credence to the existence of time-periodic solutions. Additionally, we analyzed constructed solutions and described their properties (including in few cases the stability analysis). These lead us to the conclusion that the existence of time-periodic solution to the nonlinear nondissipative evolution equations on bounded domains seems to be a rule rather than exception. In such class of PDEs systems the time-periodic solutions are dynamical counterparts of the static solutions, thus their derivation (we demonstrated that this is not very difficult) should be the first step in studies of nonlinear wave equations on bounded domains.

In considered models the time-periodic solutions bifurcating from linear modes can be found by means of general methods, both numerical and perturbative. Proposed techniques proved to be extremely efficient; spectral methods in numerical calculations give accurate results with moderate effort; the perturbative expansion procedure (preferably with use of eigenbasis functions of associated linear operator), assisted with CAS, produces high order approximation. In addition, we have shown how to discretize equations with the spectral decomposition, and in particular how to solve the constraint equations effectively. The numerical code was used not only to find time-periodic solutions but

---

*Proved by explicit construction.
†When the spectral convergence rate is observed.
was also central part of the time-evolution code. Presented methods with use of symplectic integrators lead to stable near energy preserving numerical scheme allowing for long time evolutions.
Chapter 6

Summary and Outlook

In this closing chapter we provide summary of the thesis and give several remarks on future work in the field.

6.1 Summary

In this thesis we studied dynamics of nonlinear waves on bounded domains. Because of our primary motivation, (in)stability problem of AdS, we have devoted most space to the analysis of equations describing perturbations of aAdS spaces. We have demonstrated the existence of (strictly) time-periodic solutions within each of analyzed systems thus showing that time-periodic solutions are common to the nondissipative nonlinear PDEs on bounded domains. In particular, we constructed time-periodic solutions to the vacuum Einstein equations with negative cosmological constant under cohomogeneity-two biaxial Bianchi IX ansatz. Even though the analyzed systems differ in details, time-periodic solutions can be constructed by means of general procedures: the perturbative Poincaré-Lindstedt method and Newton’s root-finding numerical algorithm based on pseudospectral discretization, as described in Chapter 2.

We made extensive tests and detailed comparisons of our two independent constructions and direct numerical evolution of initial data corresponding to time-periodic solution. All of them corroborate the correctness of our approaches. We analyzed the properties constructed solutions, in particular we demonstrated their stability. For the complex scalar field case of the EKG system we investigated in more detail the linear stability of standing wave solutions. We showed the dispersive character of the spectrum of their linear perturbations from which we also infer the change of stability at the turning point for any family of solutions.

Studying perfectly reflecting spherical cavity model we gave evidence that turbulent dynamics is not an exclusive domain of aAdS spaces but can be also observed in confined geometries with zero $\Lambda$ (see also [121]). Concerning the question how the character of the linear spectrum affect the nonlinear dynamics, we analyzed by weakly nonlinear perturbative expansion small amplitude initial data and highly nonlinear regime by means of numerical solution of initial or initial-boundary value problems. In all considered cases with dispersive spectra we observed spreading of the initial perturbation which for small amplitude was preventing solution to collapse (for self-gravitating models). Moreover, we observed studying the YM system (in perturbative calculations) that the resonances are equally common in dispersive and nondispersive cases and that
in both cases in the long time evolution the energy cascade eventually stops. 

Above that we have developed numerical methods intended for long and stable time evolution of Einstein equations with negative cosmological constant and related problems. These methods are based on MOL approach with pseudospectral discretization in space and RK time integration. We verified their robustness and in particular we demonstrated superiority of symplectic ODE integrators.

Although our results are not rigorous (neither we provide proof of existence of time-periodic solutions nor we prove the convergence of derived perturbative series) we hope that the presented evidence leave little doubt.

6.2 Future work

This thesis focuses on only a few particular aspects of a very interesting and broad area lying on the interface of General Relativity and turbulence. There are many further directions to pursue or questions to answer, let alone attempts to prove the existence of time-periodic solutions we have constructed. Below we enumerate some of them:

i) Do all time-periodic solutions of the EKG model on the unstable branch collapse to a black hole? (We have confirmed this only for several points on the unstable branch.) Why do we not observe a similar behaviour (large amplitude oscillations) as in the complex scalar field case?

ii) The results of stability studies of time-periodic solutions within the cohomogeneity-two biaxial Bianchi IX ansatz are not conclusive; it would be particularly valuable to refine these results.

iii) What is the long-time dynamics of perturbed unstable standing wave solutions?

iv) Concerning the problem of stability of the time-periodic solutions, it would be interesting to see whether these solutions are stable with respect to perturbations outside the ansatz, e.g. by considering generalizations of the YM field to the sphaleron sector [130, 45], or by considering coupled Einstein-Yang-Mills system, or by relaxing the cohomogeneity-two biaxial Bianchi IX ansatz to include triaxial case [24].

v) Full understanding of the nonlinear evolution of solutions to the YM equation is certainly beyond the reach of our currently developed mathematical technology. Therefore, it would be valuable to study the system (4.91) as a particular low dimensional approximation of the original equation.

vi) Recently, there has been considerable interest in studies of the EKG system with a massive scalar field [90, 91]. In the context of AdS instability this seems to be the next step towards answering the question how the boundary conditions, imposed on the conformal boundary of the AdS space, affect global dynamics. Under particular conditions, for massive scalar field, there is a freedom to consider more general boundary data [23], which require an extensive exploration.

vii) Exploring the perfectly reflecting spherical cavity model one can study more systematically the effect of dispersive character of the linear spectrum on nonlinear dynamics either by considering system with angular momentum [122] (which by a centrifugal barrier term introduces the discrete parameter controlling dispersion relation) or by going to higher dimensions (strikingly the $d = 3$ case is special in
a sense that with Dirichlet boundary condition the linear spectrum is equidistant (nondispersive), which is not the case for $d \neq 3$ both for Dirichlet and Neumann boundary conditions).

Since the analysis of the Einstein equations is particularly involved (both analytically and numerically) it seems useful to analyze simpler models. The YM system considered here turned out to not to be the best model of the AdS dynamics (the energy transfer eventually stops, even though the spectrum is nondispersive). Alternative toy model would be semi-linear wave equation derived from the cohomogeneity-two biaxial Bianchi IX ansatz by ‘ignoring’ the metric functions $A$ and $\delta$ (Section 3.2). The resulting PDE for the squashing field has a nondispersive spectrum and the nonlinearity of geometric nature. Preliminary studies have shown the existence of time-periodic solutions and a blow-up phenomena for relatively small initial data.

Finally, with methods presented in this thesis one can effectively analyze (in particular perform the time evolution) cases when the turbulence is 'not active'. For field configurations developing steep gradients, for which black hole formation or blow-up is expected, current methods are fairly inefficient. Still more involved techniques like moving mesh methods [38] may be required.
6.2. Future work
Appendix A

Orthogonal polynomials

In this chapter we collect the most important facts about orthogonal polynomials which appear in this thesis. We refer to general resources [1, 125, 119, 139] for more details; in connection with spectral methods we especially recommend references [34, 134].

A.1 The Jacobi polynomials

The Jacobi polynomials $P_n^{(\alpha,\beta)}(x)$ of degree $n \in \mathbb{N}_0$, where both parameters $\alpha, \beta > -1$, are defined as regular solutions to the second order differential equation

$$(1 - x^2)P''_n(x) + [(\beta - \alpha) - (\alpha + \beta + 2)x] P'_n(x) + n(n + \alpha + \beta + 1) P_n(x) = 0. \quad (A.1)$$

They form an important class of orthogonal polynomials in numerical analysis.

i) Weight function

$$w(x) = (1 - x)^\alpha(1 + x)^\beta. \quad (A.2)$$

ii) The orthogonality relation

$$\int_{-1}^{1} P_n^{(\alpha,\beta)}(1 - x)^\alpha(1 + x)^\beta \, dx = \frac{2^{2\alpha+\beta+1} \Gamma(n + \alpha + 1)\Gamma(n + \beta + 1)}{n!\Gamma(n + \alpha + \beta + 1)} \delta_{nm}. \quad (A.3)$$

$$n, m \in \mathbb{N}_0.$$  

iii) Customary normalization

$$P_n^{(\alpha,\beta)}(1) = \binom{n + \alpha}{n}. \quad (A.4)$$

203
iv) First few polynomials
\[ P^0_0(x) = 1, \quad P^1_0(x) = \frac{1}{2}(2 + \alpha + \beta)x + \frac{1}{2}(\alpha - \beta), \]
\[ P^2_0(x) = \frac{1}{8}x^2(\alpha + \beta + 3)(\alpha + \beta + 4) + \frac{1}{4}x(\alpha^2 + 3\alpha - \beta(\beta + 3)) + \frac{1}{8}(\alpha^2 - \alpha(2\beta + 1) + \beta^2 - \beta - 4). \]

General formula
\[ P_n^{\alpha,\beta}(x) = 2^{-n} \sum_{k=0}^{n} \binom{n + \alpha}{n - k} \binom{n + \beta}{n - k} (x - 1)^{n-k}(x + 1)^k. \]

v) Three-term recursion formula
\[ P_n^{\alpha,\beta}(x) = c_1^{-1} \left( (c_2x + c_3) P_{n-1}^{\alpha,\beta}(x) - c_4 P_{n-2}^{\alpha,\beta}(x) \right), \]
for \( n \geq 2 \), with \( n = 0, 1 \) given by (A.5), where
\[ c_1 = 2n(n + \alpha + \beta)(2n + \alpha + \beta - 2), \]
\[ c_2 = (2n + \alpha + \beta - 1)(2n + \alpha + \beta - 2)(2n + \alpha + \beta), \]
\[ c_3 = (2n + \alpha + \beta - 1)(\alpha^2 - \beta^2), \]
\[ c_4 = 2(n + \alpha - 1)(2n + \alpha + \beta)(n + \beta - 1). \]

vi) Derivative
\[ \frac{d}{dx} P_n^{\alpha,\beta}(x) = \frac{1}{2}(n + \alpha + \beta + 1)P_{n-1}^{\alpha+1,\beta+1}(x). \]

vii) Relation with hypergeometric functions
\[ _2F_1(a, b; c; z) = \frac{\Gamma(c)\Gamma(b - c + 1)}{\Gamma(b)} (1 - z)^{c-a-b} P_{c-a-b}^{b-c}(1 - 2z). \]

viii) Integral
\[ \int (z - 1)^c P_n^{a,b}(z) \, dz = (z - 1)^{c+1} \frac{\Gamma(c + 1)\Gamma(a + n + 1)}{\Gamma(n + 1)} \times \]
\[ _3F_2 \left( -n, a + b + n + 1, c + 1; a + 1, c + 2; \frac{1-z}{2} \right). \]

where \(_3F_2(a_1, a_2, a_3; b_1, b_2; z)\) is regularized hypergeometric function.

ix) Zeros of \( P_N^{\alpha,\beta}(x) \) are the eigenvalues of the symmetric tridiagonal matrix (see [134, p. 55, 84])
\[ \begin{pmatrix} a_0 & b_1 & & & \\ b_1 & a_1 & b_2 & & \\ & \ddots & \ddots & \ddots & \\ & & b_{N-2} & a_{N-1} & b_N \\ & & & b_N & a_N \end{pmatrix}. \]
where
\[ a_n = \frac{\beta^2 - \alpha^2}{(\alpha + \beta + 2n)(\alpha + \beta + 2n + 2)}, \quad (A.13) \]
\[ b_n = \frac{2}{(\alpha + \beta + 2n)} \sqrt{\frac{n(\alpha + n)(\beta + n)(\alpha + \beta + n)}{(\alpha + (\beta - 1) + 2n)(\alpha + \beta + 2n + 1)}}, \quad (A.14) \]
are related to the three-term recursion coefficients \( (A.7) \).

### A.2 The Chebyshev polynomials

Chebyshev polynomials \( T_n(x) \) are orthogonal polynomials with respect to the weight function \( w(x) = (1 - x^2)^{-1/2} \) solving the following differential equation
\[ \left(1 - x^2 \right) T''_n(x) - xT'_n(x) + n^2 T_n(x) = 0. \quad (A.15) \]
i) Orthogonality property
\[ \int_{-1}^{1} T_n(x)T_m(x) \frac{1}{\sqrt{1-x^2}} \, dx = \begin{cases} \frac{\pi}{2} \delta_{nm} & \text{for } n, m \neq 0, \\ \pi & \text{for } n = m = 0. \end{cases} \quad (A.16) \]

ii) Trigonometric definition
\[ T_n(x) = \cos(n \arccos x). \quad (A.17) \]

iii) First few polynomials
\[ T_0(x) = 1, \quad (A.18a) \]
\[ T_1(x) = x, \quad (A.18b) \]
\[ T_2(x) = 2x^2 - 1. \quad (A.18c) \]

iv) Special values of \( T_n(x) \)
\[ T_n(1) = 1, \quad (A.19) \]
\[ T_{2n}(0) = (-1)^n, \quad T_{2n+1}(0) = 0, \quad (A.20) \]
\[ T_n(-1) = (-1)^n. \quad (A.21) \]

v) Integration of Chebyshev polynomials
\[ \int T_0(x) \, dx = T_1(x), \quad (A.22) \]
\[ \int T_1(x) \, dx = \frac{T_2(x)}{4}, \quad (A.23) \]
\[ \int T_n(x) \, dx = \frac{1}{2} \left( \frac{T_{n+1}(x)}{n+1} - \frac{T_{n-1}(x)}{n-1} \right), \quad n \geq 2, \quad (A.24) \]
\[ \int_{0}^{1} T_{2n}(x) \, dx = \frac{1}{1 - 4n^2}. \quad (A.25) \]
vi) For an even function \( f : [-1, 1] \mapsto \mathbb{R} \) which has the expansion in terms of even Chebyshev polynomials only

\[
f(x) = \sum_{\nu \geq 0} \hat{f}_\nu T_{2\nu}(x),
\]

(A.26)
a value of \( f(x) \) at \( x = 0 \) can be computed referring to the expansion coefficients \( \hat{f}_\nu \) only, from (A.20) we have

\[
f(0) = \sum_{\nu \geq 0} \hat{f}_{2\nu} - \sum_{\nu \geq 0} \hat{f}_{2\nu+1}.
\]

(A.27)

vii) Zeros \( \{ x_j | T_{N+1}(x_j) = 0, \ j = 0, 1, \ldots, N \} \)

\[
x_k = \cos \left( \frac{k + 1/2}{N + 1} \pi \right), \ k = 0, 1, \ldots, N,
\]

(A.28)

(known as Chebyshev points of the first kind or Chebyshev Gauss points).

viii) Extrema \( \{ x_j \cup \{-1, 1\} | T'_N(x_j) = 0, \ j = 1, \ldots, N - 1 \} \)

\[
x_k = \cos \left( \frac{k}{N} \pi \right), \ k = 0, 1, \ldots, N,
\]

(A.29)

(these are known as Chebyshev points of the second kind or Chebyshev-Gauss-Lobatto points).

ix) Relation with Jacobi polynomials

\[
P_n^{(-1/2,-1/2)}(x) = \frac{1}{4^n} \binom{2n}{n} T_n(x).
\]

(A.30)

A.3 The Legendre polynomials

Legendre polynomials \( P_n(x) \) are regular solutions to the Legendre’s differential equation

\[
(1 - x^2)P''_n(x) - 2x P'_n(x) + n(n + 1)P_n(x) = 0.
\]

(A.31)

They are a special case of the Jacobi polynomials with \( \alpha = \beta = 0 \) (subclass of the ultraspherical polynomials).

i) Orthogonality property

\[
\int_{-1}^{1} P_n(x) P_m(x) \, dx = \frac{2}{2n + 1} \delta_{nm}, \quad n, m \in \mathbb{N}_0.
\]

(A.32)

ii) Rodrigues representation

\[
P_n(x) = \frac{1}{2^n n!} \frac{d^n}{dx^n} \left( (x^2 - 1)^n \right).
\]

(A.33)
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#### iii) First few polynomials

\[ P_0(x) = 1, \quad (A.34a) \]
\[ P_1(x) = x, \quad (A.34b) \]
\[ P_2(x) = \frac{1}{2} \left( 3x^2 - 1 \right). \quad (A.34c) \]

**General formula**

\[ P_n(x) = \frac{1}{2^n} \sum_{k=0}^{\lfloor n/2 \rfloor} (-1)^k \binom{n}{k} \binom{2n-2k}{n} x^{n-2k}. \quad (A.35) \]

#### iv) Gauss-Legendre quadrature approximates the integral

\[ I(f) = \int_{-1}^{1} f(x) \, dx, \quad (A.36) \]

for smooth function \( f : [-1, 1] \mapsto \mathbb{R} \), by the finite sum

\[ S_{N+1}(f) = \sum_{k=0}^{N} w_k f(x_k), \quad (A.37) \]

where the weights \( w_k \) are

\[ w_k = -\frac{2}{(N+2)P_{N+2}(x_k)P'_{N+1}(x_k)}, \quad (A.38) \]

and the abscissas (quadrature points) are the zeros of \( P_{N+1}(x) \). The error of Gauss-Legendre quadrature is

\[ I(f) - S_{N+1}(f) = \frac{2^{2N+3} \left[ (N+1)! \right]^4}{(2N+3) [2(2N+2)!]^3} f^{(2N+3)}(\xi), \quad -1 < \xi < 1. \quad (A.39) \]

From this it follows that the Gauss-Legendre quadrature is exact for polynomials of order \( 2N + 1 \).
Appendix B

Polynomial pseudospectral methods in spherical symmetry

In this chapter we point out difficulties of using spectral algorithms with spherical coordinates and give the standard solution using Chebyshev polynomials which avoids singularity at the origin.

B.1 Chebyshev method

The Chebyshev polynomials (see Section A.2) are one of the most used class of orthogonal polynomials in spectral methods. They are not only distinguished by the analytic form of the quadrature nodes and weights but also by their simple form and the connection with the Fourier series makes them particularly important in the context of spectral methods.

We assume that \( u(x) \) is a smooth function (defined on interval \( x \in [-1, 1] \)), which is well approximated in the finite \( (N + 1) \) dimensional subspace of \( B_N = \text{span} \{ x^j \mid j = 0, 1, \ldots, N \} \), that satisfy prescribed boundary conditions. Taking Chebyshev polynomials as basis functions of \( B_N \), any function can be approximated as

\[
I_N u(x) = \sum_{j=0}^{N} \hat{u}_j T_j(x). \tag{B.1}
\]

The expansion coefficients \( \hat{u}_j \) can be effectively computed using the trigonometric relation (A.17) with Fast Fourier Transform (FFT) algorithm, see e.g. [34]. Alternatively these can be computed using either quadrature formulae or by solving the linear algebraic system

\[
u_i = \sum_{j=0}^{N} \hat{u}_j T_j(x_i), \quad i = 0, 1, \ldots, N, \tag{B.2}
\]

where \( u_i = u(x_i) \) and \( x_i \) are \( N + 1 \) suitably chosen grid points.

The expansion (B.1) can be written using the Lagrange interpolation polynomial

\[
I_N u(x) = \sum_{j=0}^{N} u_j \ell_j(x), \tag{B.3}
\]
which is mathematically equivalent to (B.1) when the grid points are chosen appropriately [88]. This polynomial interpolation representation is particularly convenient while working with (anti)symmetric functions (as is the case in spherical symmetry, see discussion in the following section). For any choice of \((N + 1)\) nodes \(x_i\), the Lagrange interpolating polynomials are

\[
\ell_j(x) = \frac{\prod_{k=0}^{N} (x - x_k)}{\prod_{j=0}^{N} (x_j - x_k)}, \tag{B.4}
\]

with the property

\[
\ell_j(x_k) = \delta_{jk}, \quad j, k = 0, 1, \ldots, N. \tag{B.5}
\]

The formulae (B.3) and (B.4) (referred to as the Lagrange form) are usually mentioned in numerical analysis literature, but (B.4) is neither computationally efficient nor numerically stable [17]. Therefore, following [17] we prefer the more optimal form of interpolating polynomial. Introducing weights

\[
w_j = \frac{1}{\prod_{j=0}^{N} (x_j - x_k)}, \tag{B.6}
\]

we rearrange (B.3) and (B.4) to the following symmetric form

\[
I_N u(x) = \frac{\sum_{j=0}^{N} w_j u_j}{\sum_{j=0}^{N} w_j}, \tag{B.7}
\]

which is referred as barycentric formula.

The weights (B.6) can be calculated analytically on few sets of grid points. Specifically for Chebyshev points of the second kind (A.29), used in our numerical codes, these are given explicitly

\[
w_0 = \frac{c}{2}, \quad w_N = (-1)^N \frac{c}{2}, \quad w_k = (-1)^k c, \quad k = 1, 2, \ldots, N - 1, \tag{B.8}
\]

(note that these are not unique, but due to the special form of (B.7) the common factor \(c\) cancels out). We refer to (B.8) as Chebyshev (barycentric) weights.

Further, using the interpolating representation (B.7), derivatives of the interpolant at the grid points can be computed using the differentiation matrices (as in the standard pseudospectral method), so

\[
\frac{d^n}{dx^n} I_N u(x_j) = \sum_{k=0}^{N} D_{jk}^{(n)} u_k. \tag{B.9}
\]
The element \((j, k)\)-th of \(n\)-th order differentiation matrix \(D^{(n)}\) \((n \geq 1)\) can be expressed by the following recurrence relation (the hybrid formula)

\[
D^{(n)}_{jk} = \begin{cases} 
\frac{n}{x_j - x_k} \left( \frac{w_k}{w_j} D^{(n-1)}_{jj} - D^{(n-1)}_{jk} \right) & \text{if } j \neq k, \\
- \sum_{l=0}^{N} D^{(n)}_{jl} & \text{if } j = k,
\end{cases}
\] (B.10)

for \(j, k = 0, 1, \ldots, N\), where \(D^{(0)}_{jk} = 1_{jk}\) is the identity matrix.

### B.2 Spherical symmetry

Each of the problems encountered in this thesis suffer for the singularity of the spherical coordinate system. In most cases we use the basis functions (the eigenbasis associated with the linear operator) for the expansion of approximated functions. These functions are regular at the origin and also convenient to use. But not always they are compatible with the boundary expansion at the outer boundary for the nonlinear problem. Therefore other set of functions should be used and these typically are Chebyshev polynomials [34].

The difficulty in using polynomial spectral methods in spherical coordinate systems is twofold. First, the equations written in spherical coordinate system are typically singular at the origin (especially those containing Laplacian operator). Second, for polynomial interpolation methods the grid points are clustering near the domain boundaries which for the time-dependent problems severely restricts time steps taken (because of stability restrictions). These issues can be easily resolved by noting that the singularity of the Laplace operator written in spherical coordinates is just an apparent singularity. The solution to a differential equation is usually smooth at the origin \(r = 0\) and it should be taken into account in numerical calculations. Additionally, more grid points in the region where the approximated function is smooth is usually unnecessary.

While many resolutions for the spectral methods in spherical (and related) coordinate systems have been proposed for various problems (see, e.g. [34, Chapter 18]) we prefer to use the ’double covering’ method [141]. We demonstrate this approach by approximating and computing derivatives of smooth function defined on the unit radial interval \(r \in [0, 1]\). To weaken the coordinate singularity at the origin \(r = 0\) we extend the radial coordinate to \(r \in [-1, 1]\) (without rescaling) and use the (anti)symmetry (with respect to \(r = 0\)) of approximated functions to reduce actual calculations to within \([0, 1]\). We assume \(u : [-1, 1] \mapsto \mathbb{R}\) be a smooth function such that

\[
u(-r) = (-1)^p u(r), \quad (B.11)
\]

holds, with \(p = 0\) or \(p = 1\) for even or odd cases respectively. Then we take \((2N + 1)\) Chebyshev grid points \((A.29)\)

\[
x_k = \cos \left( \frac{k \pi}{2N + 1} \right), \quad k = 0, 1, \ldots, 2N + 1, \quad (B.12)
\]

covering the interval \([-1, 1]\) and composing the computational grid such that, there are exactly \(N + 1\) points of the ’physical’ part of the grid \((r \geq 0)\), i.e.

\[
x_k = \hat{x}_k = \cos \left( \frac{k \pi}{2N + 1} \right), \quad k = 0, 1, \ldots, N. \quad (B.13)
\]
and the function values for $r < 0$ at the grid nodes given by the (anti)symmetry. Then the barycentric formula reads

$$u(r) = \frac{\sum_{k=0}^{2N+1} \frac{\tilde{u}_k}{r - \tilde{x}_k}}{\sum_{k=0}^{2N+1} \frac{\tilde{u}_k}{r - \tilde{x}_k}}.$$  

(B.18)
For example, the value of the symmetric function at the origin $r = 0$ is

$$u(0) = \frac{\sum_{k=0}^{2N+1} \hat{w}_k \hat{u}_k}{\sum_{k=0}^{2N+1} \hat{x}_k \hat{x}_k} = \frac{\sum_{k=0}^{N} w_k u_k}{\sum_{k=0}^{N} x_k x_k},$$

(B.19)

since $w_k = \hat{w}_k = -\hat{w}_{2N+1-k}$ and $x_k = \hat{x}_k = -\hat{x}_{2N+1-k}$ holds for $k = 0, 1, \ldots, N$ and from symmetry of $u(r)$ we have $u_k = \hat{u}_k = \hat{u}_{2N+1-k}$ for $k = 0, 1, \ldots, N$.

Note that this approach is equivalent to (A.27) where the coefficients of even Chebyshev polynomials expansion are used. In the computations presented in this thesis we prefer to use the barycentric formulation with the differentiation matrices approach because this is convenient in solving the constraints (elliptic PDEs), moreover for relatively small grids we can reduce the complexity of the algorithm computing derivatives by the factor $4 \log 4$ compared to commonly used FFT based differentiation.
B.2. Spherical symmetry
Appendix C

Runge-Kutta methods

In this chapter we consider one-step methods for the systems of ODEs. In particular we discuss the Runge-Kutta methods. Here we give only necessary definitions and state key theorems characterizing the methods. We motivate the use of specialized methods for the problems considered in this thesis.

For proofs and more details concerning methods for ODE systems we refer to specialized series of books [83, 84, 82] and references therein to research papers.

C.1 Definition

Definition 1 (The Runge-Kutta methods). Let \( b_i, a_{ij} (i, j = 1, \ldots, s) \) be real numbers and let \( c_i \) be defined by

\[
c_i = \sum_{j=1}^{s} a_{ij}.
\]

(C.1)

The method

\[
k_i = f \left(x_0 + c_i h, y_0 + h \sum_{j=1}^{s} a_{ij} k_j\right), \quad i = 1, \ldots, s,
\]

(C.2)

\[
y_1 = y_0 + h \sum_{i=1}^{s} b_i k_i,
\]

is called an \( s \)-stage Runge-Kutta method for ODE system

\[
y' = f(x, y), \quad y(x_0) = y_0,
\]

(C.3)

with sufficiently well behaved \( f : [x_0, \infty) \times \mathbb{R}^n \mapsto \mathbb{R}^n \) (\( ' \equiv d/dx \)). When \( a_{ij} = 0 \) for \( i \leq j \) we have an explicit (ERK) method. If \( a_{ij} = 0 \) for \( i < j \) and at least one \( a_{ii} \neq 0 \), we have an diagonal implicit Runge-Kutta method (DIRK). If in addition all diagonal elements are identical (\( a_{ii} = \gamma \) for \( i = 1, \ldots, s \)), we speak of a singly diagonal implicit (SDIRK) method. In all other cases we speak of an implicit Runge-Kutta method (IRK).

The coefficients \( b_i, a_{ij} \) and \( c_i \) of RK methods are commonly listed in a table (the
Definition 2. A Runge-Kutta method (C.2) has order $p$ if for sufficiently smooth problems (C.3), the Taylor series for the exact solution $y(x_0 + h)$ and for $y_1$ coincide up to (and including) the term $h^p$, i.e.

$$
\|y(x_0 + h) - y_1\| \leq C h^{p+1},
$$

holds with some $C \in \mathbb{R}$.

## C.2 Explicit methods

The ease of use of explicit methods makes them particularly popular (this does not mean this is always the optimal choice). One of the best known ERK method is the classical fourth order $p = 4$

$$
\begin{array}{c|cccc}
0 & 1 & 0 & 0 & 1 \\
\frac{1}{2} & 0 & 1 & 0 & 1 \\
\frac{1}{2} & 0 & 1 & 0 & 1 \\
\frac{1}{6} & 1 & \frac{1}{3} & \frac{1}{3} & \frac{1}{6} \\
\end{array}
$$

known from its balance between the cost and accuracy. Many higher order methods where constructed over the years of research, but they are necessary much more computationally costly, since the number of stages ($s$ in formulas (C.1) and (C.2)) rapidly increases with $p$ (in fact for $p \geq 5$ no ERK method exists of order $p$ with $s = p$ stages).

It is often advantageous to continue integration with dynamically changing step size $h$. This is either done by using Richardson extrapolation or by using RK formulae which contain two numerical approximations for $y(x_0 + h)$ where their difference yields an estimate of the local error which is then used for step size control. The embedded ERK methods are characterized by the Butcher tableau

$$
\begin{array}{c|cccc}
0 & a_{21} & a_{31} & \cdots & a_{s,1} \\
\frac{1}{2} & a_{31} & a_{32} & & \\
\frac{1}{2} & \cdots & \cdots & \cdots & \\
\frac{1}{6} & b_1 & b_2 & \cdots & b_{s-1} & b_s \\
\hline
\hat{b}_1 & \hat{b}_2 & \cdots & \hat{b}_{s-1} & \hat{b}_s \\
\end{array}
$$

such that

$$
y_1 = y_0 + h \sum_{i=1}^{s} b_i k_i,
$$

where

$$
c_1 \begin{array}{cccc}
a_{11} & a_{12} & \cdots & a_{1s} \\
a_{21} & a_{22} & \cdots & a_{2s} \\
\vdots & \vdots & \ddots & \vdots \\
a_{s1} & a_{s2} & \cdots & a_{ss} \\
\end{array}
$$
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is of order \( p \), and

\[
\tilde{y}_1 = y_0 + h \sum_{i=1}^{s} \tilde{b}_i k_i,
\]

(C.9)
is of order \( \tilde{p} \) (usually \( \tilde{p} = p - 1 \) or \( \tilde{p} = p + 1 \)).

The ERK method used in this thesis is the Dormand-Prince \( s = 7 \) method with \( p = 5, \tilde{p} = 4 \) (known as DOPRI5), which has the following coefficients

\[
\begin{array}{c|cccccc}
1 & 1 & 5 & 3 & 3 & 10 & 8 \\
5 & 3 & 40 & 4 & 44 & 32 & 5 \\
10 & 40 & 40 & 56 & 45 & 9 & 8 \\
4 & 9 & 19372 & 6561 & 212 & 5103 & 9 \\
5 & 500 & 125 & 2182 & 11 & 84 & 1 \\
8 & 1113 & 192 & 6784 & 33 & 393 & 35 \\
9 & 33 & 5247 & 176 & 18856 & 11 & 5179 \\
1 & 0 & 1113 & 192 & 6784 & 33 & 393 & 35 \\
3 & 7571 & 393 & 92097 & 187 & 1 & 0 \\
4 & 16695 & 640 & 339200 & 2100 & 35 \\
6 & 1 & 1164 & 2187 & 6784 & 33 & 393 & 35 \\
7 & 0 & 1113 & 192 & 6784 & 33 & 393 & 35 \\
8 & 0 & 1113 & 192 & 6784 & 33 & 393 & 35 \\
9 & 0 & 1113 & 192 & 6784 & 33 & 393 & 35 \\
10 & 0 & 1113 & 192 & 6784 & 33 & 393 & 35 \\
\end{array}
\]

The characteristic feature of the Dormand-Price methods [61] is that they have a minimal error coefficients of the higher order result (\( p = 5 \) here) which is then used as numerical solution (as opposed to Fehlberg methods [62] which use the lower order approximation as an initial value for the next step).

The part of the computations in this thesis using (C.10) where obtained by adapting the DOPRI5 routine of the FORTRAN code \( \star \) implementing the adaptive step method (C.10).

C.3 Implicit methods

For implicit methods, the \( k_1, \ldots , k_s \) in (C.2) are not given explicitly (as is for ERK). The fully implicit method of \( s \) stages constitute of \( s \times n \) equations to be solved at each step (for ODE system of size \( n \)). This makes the IRK more complicated to implement and simultaneously more expensive to use than the ERK methods. Nevertheless, the properties like larger domains of stability make IRK especially useful for stiff equations, where the possibility to make larger step sizes compensates the cost of solving nonlinear system for \( k_i \)’s. Moreover, the importance of some IRK for Hamiltonian systems, where quality is more important than accuracy, is discussed later.

One of the class of IRK are the collocation methods, and in particular Gauss methods (known also as Gauss-Legendre RK methods), which are collocation methods based on the Gaussian quadrature formulae, i.e. the \( \epsilon_1, \ldots , \epsilon_s \) in (C.20) are the zeros of the shifted Legendre polynomial (see Section A.3) of degree \( s \)

\[
P_s(2x - 1) \sim \frac{d^s}{dx^s} (x^s (x - 1)^s).
\]

(C.11)

\( \star \) The source codes including also few usage examples are available at the webpage http://goo.gl/0DPoN9.
The simplest and probably the best known implicit method is the implicit midpoint rule
\[
\begin{array}{c|cc}
\frac{1}{2} & \frac{1}{2} & 1 \\
\hline
\frac{1}{2} & \frac{1}{2} & 1
\end{array}
\] (C.12)
which is the lowest order $p = 2$ Gauss method. The higher order implicit Gauss RK schemes are for orders $p = 4$ (the Hammer-Hollingsworth method)
\[
\begin{array}{c|ccc}
\frac{1}{2} & -\frac{\sqrt{3}}{6} & \frac{1}{4} & \frac{1}{4} - \frac{\sqrt{3}}{6} \\
\frac{1}{2} + \frac{\sqrt{3}}{6} & \frac{1}{4} + \frac{\sqrt{3}}{6} & \frac{1}{4} \\
\hline
\frac{1}{2} & \frac{1}{2}
\end{array}
\] (C.13)
and $p = 6$ (the Kuntzmann-Butcher method)
\[
\begin{array}{c|cccccc}
\frac{1}{2} - \frac{\sqrt{15}}{10} & \frac{5}{36} & \frac{5}{2} - \frac{\sqrt{15}}{15} & \frac{5}{36} - \frac{\sqrt{15}}{30} \\
\frac{1}{2} + \frac{\sqrt{15}}{10} & \frac{5}{36} + \frac{\sqrt{15}}{24} & \frac{5}{36} - \frac{\sqrt{15}}{24} & \frac{5}{36} & \frac{5}{36} \\
\hline
\frac{5}{18} & \frac{4}{9} & \frac{5}{18}
\end{array}
\] (C.14)
Schemes of order $p = 2s$ can be constructed for any $s \geq 1$ (see [39] where also methods of orders $p = 8$ and $p = 10$ are explicitly given). Their stability domains are precisely the left half-plane (these methods are A-stable). However, our main interest of these methods is due to their properties when applied to the Hamiltonian systems.

Hamiltonian systems is given by
\[
\dot{p}_i = -\frac{\partial H}{\partial q_i}, \quad \dot{q}_i = \frac{\partial H}{\partial p_i}, \quad i = 1, \ldots, n.
\] (C.15)
(\(\dot{\equiv} \frac{d}{dt}\)), where the Hamiltonian function $H(q, p) = H(q_1, \ldots, q_n, p_1, \ldots, p_n)$ is the first integral. Moreover, the flow corresponding to (C.15) is symplectic, it preserves the differential 2-form
\[
\omega^2 = \sum_{i=1}^{n} dp_i \wedge dq_i.
\] (C.16)
Special properties of Hamiltonian systems motivated studies of numerical methods suitable for the ODEs of this special form (C.15).

**Definition 3.** A one-step method is called symplectic if for every smooth Hamiltonian $H$ and for every step size $h$ the mapping $\psi_h$ (the transformation defined by the method)
\[
\psi_h : \mathbb{R}^{2n} \ni (p_0, q_0) \mapsto (p_1, q_1) \in \mathbb{R}^{2n},
\] (C.17)
is symplectic, i.e. preserves the differential 2-form (C.16).

An important property of the Gauss methods is stated in the following theorem

**Theorem 1** ([83, p. 315, Theorem II.16.5]). The implicit $s$-stage Gauss methods of order $2s$ are symplectic for all $s$. 
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The characteristic feature of all of symplectic RK methods is summarized in the following theorem

**Theorem 2** ([83, p. 316, Theorem II.16.6]). If the \( s \times s \) matrix \( M \) with elements \( m_{ij} = b_i a_{ji} + b_j a_{ij} - b_j b_i, \) \( (i, j = 1, \ldots, s) \) satisfies \( M = 0 \), then the Runge-Kutta (C.2) method is symplectic.

An important implication of this theorem is that the ERK methods are never symplectic. Moreover, the most familiar classes of IRK (Radau IA and IIA, or Lobatto IIA, IIB and IIC methods) are also not symplectic. Although, the Lobatto IIIA-IIIB pair, composed into partitioned Runge-Kutta method (see below) play important role as it generalizes the Störmer-Verlet scheme [82].

The important property of symplectic methods is preservation of the Hamiltonian and other first integrals.

**Theorem 3** ([83, p. 319, Theorem II.16.7]). Denote \( y = (p, q) \) and let \( G \) be a symmetric \( 2n \times 2n \) matrix. A symplectic Runge-Kutta method leaves all quadratic first integrals

\[
\langle y, y \rangle_G := y^T G y,
\]  
(C.18)
of the system (C.15) invariant.

### C.4 Partitioned methods

Let us consider differential equations in the partitioned form \( (t' \equiv d/dx) \)

\[
y' = f(y, z), \quad z' = g(y, z),
\]  
(C.19)

\( f : \mathbb{R}^n \times \mathbb{R}^m \mapsto \mathbb{R}^n, \quad g : \mathbb{R}^n \times \mathbb{R}^m \mapsto \mathbb{R}^m \) (with \( n, m \in \mathbb{N} \), not necessarily equal) with special case including (C.15).

**Definition 4** (Partitioned Runge-Kutta method). Let \( b_i, a_{ij} \) and \( \hat{b}_i, \hat{a}_{ij} \) be the coefficient of two Runge-Kutta methods. A partitioned Runge-Kutta method (PRK) for the solution of (C.19) is given by

\[
k_i = f \left( y_0 + h \sum_{j=1}^{s} a_{ij} k_j, z_0 + h \sum_{j=1}^{s} \hat{a}_{ij} \ell_j \right),
\]

\[
\ell_i = g \left( y_0 + h \sum_{j=1}^{s} a_{ij} k_j, z_0 + h \sum_{j=1}^{s} \hat{a}_{ij} \ell_j \right),
\]  
(C.20)

\[
y_1 = y_0 + h \sum_{i=1}^{s} b_i k_i,
\]

\[
z_1 = z_0 + h \sum_{i=1}^{s} \hat{b}_i \ell_i.
\]

The idea behind (C.20) is to take two RK methods, and to treat the \( y \)-variables with the first method (with coefficients \( a_{ij}, b_i \)), and the \( z \)-variables with the second method (coefficients \( \hat{a}_{ij}, \hat{b}_i \)). The following theorem gives the condition for symplecticity of (C.20).
Theorem 4 ([83, p. 326, Theorem II.16.10]). (a) If the coefficients of (C.20) satisfy

\begin{align*}
    b_i &= \hat{b}_i, \\
    b_i \hat{a}_{ij} + \hat{b}_j a_{ji} - b_i \hat{b}_j &= 0,
\end{align*}

\((i,j=1,\ldots,s)\) then the method (C.20) is symplectic.

(b) If the Hamiltonian is separable then the condition (C.22) alone implies symplecticity of the method.

In particular, for separable Hamiltonian systems

\[ H(p, q) = T(p) + V(q), \]

it is possible to obtain explicit symplectic methods. If the PRK method (C.20) consist of diagonally implicit and explicit methods

\begin{align*}
    a_{ij} &= 0, \quad \text{for } i < j, \\
    \hat{a}_{ij} &= 0, \quad \text{for } i \leq j,
\end{align*}

respectively, then the resulting scheme is explicit. Moreover, assuming \( b_1 \neq 0 \) and \( \hat{b}_i \neq 0 \) \((i = 1,\ldots,s)\) without loss of generality, then the symplecticity condition (C.22) becomes

\begin{align*}
    a_{ij} &= b_j, \quad \text{for } i \geq j, \\
    \hat{a}_{ij} &= \hat{b}_j, \quad \text{for } i \geq j,
\end{align*}

so that the method (C.20) is characterized by

\[ b_1 \begin{array}{l} \vdots \ \vdots \ \vdots \ \vdots \\ b_1 \ b_2 \ \vdots \ \vdots \\ \vdots \ \vdots \ \vdots \ \vdots \\ b_1 \ b_2 \ \vdots \ b_s \end{array} \begin{array}{l} b_1 \ b_2 \ \vdots \ \vdots \\ \vdots \ \vdots \ \vdots \ \vdots \\ b_1 \ b_2 \ \vdots \ b_s \end{array} \begin{array}{l} b_1 \ b_2 \ \vdots \ \vdots \\ \vdots \ \vdots \ \vdots \ \vdots \\ b_1 \ b_2 \ \vdots \ b_s \end{array} \begin{array}{l} b_1 \ b_2 \ \vdots \ \vdots \\ \vdots \ \vdots \ \vdots \ \vdots \\ b_1 \ b_2 \ \vdots \ b_s \end{array} \]

\( (C.26) \)

For example, the fourth order \( s = 4 \) method given in [161] has the following set of coefficients, of the first Butcher tableau

\[ b_1 = \frac{1}{6} \left( 2 + \frac{1}{\sqrt{2}} + \sqrt{2} \right), \]

\[ b_2 = \frac{1}{12} \left( 2 - 2 \sqrt{2} - 2^{2/3} \right), \]

\[ b_3 = b_2, \]

\[ b_4 = b_1, \]

and of the second one

\[ \hat{b}_1 = \frac{1}{3} \left( 2 + \frac{1}{\sqrt{2}} + \sqrt{2} \right), \]

\[ \hat{b}_2 = -\frac{1}{3} \left( 1 + \sqrt{2} \right)^2, \]

\[ \hat{b}_3 = \hat{b}_1, \]

\[ \hat{b}_4 = 0. \]
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Interaction coefficients

In this chapter we briefly review methods we use to calculate integrals (interaction coefficients) appearing in perturbative calculations.

D.1 General formula

In perturbative calculations we need to expand different quantities into a linear combination of eigenfunctions themselves (the interaction coefficients). This requires computation of integrals of products of eigenfunctions. Let assume (for generality) that there is a given set of orthogonal functions \( e_j(x) \) on a interval \([a, b] \subseteq \mathbb{R}\) with a weight function \( w(x) > 0 \)

\[
\int_a^b e_i(x)e_j(x)w(x)\,dx = \delta_{ij}, \quad i, j \in \mathbb{N}_0, \tag{D.1}
\]

(\( \delta_{ij} \) is the Kronecker delta). We want to calculate an integral of the form

\[
\int_a^b e_k(x)f(x)e_{i_1}(x) \cdots e_{i_n}(x)e_{j_1}(x) \cdots e_{j_m}(x)\,dx, \tag{D.2}
\]

for \( i_1, \ldots, i_n, j_1, \ldots, j_m \in \mathbb{N}_0 \), where \( f : [a, b] \mapsto \mathbb{R} \) is some well behaved function. Because the eigenbasis functions \( e_i(x) \) which we encounter here are polynomials in \( \cos x \) we reduce the integrand (D.2) to the sum of the cosine and sine products. Then if this integral is convergent (which we assume is true) we make use of the Euler beta function \( B(a, b) \) [146], i.e.

\[
\int_0^\pi \cos^a \left( \frac{x}{2} \right) \sin^b \left( \frac{x}{2} \right) \,dx = B \left( \frac{a+1}{2}, \frac{b+1}{2} \right) = \frac{\Gamma \left( \frac{a+1}{2} \right) \Gamma \left( \frac{b+1}{2} \right)}{\Gamma \left( \frac{1}{2} (a + b + 2) \right)}, \tag{D.3}
\]

which is valid for integer powers \( a, b > -1 \). Reducing of each the products in (D.2) to the sum (allowing for use of (D.3)), and changing variables (by rescaling the interval
[\alpha, \beta] to [0, \pi]) the integral (D.2) can be written as

\[
\left( e^k \right| f(\cdot)e_{i_1} \ldots e_{i_n}e'_{j_1} \ldots e'_{j_m}) = \int_a^b \sum J C_{k_1 \ldots i_1 j_1 \ldots j_m} (J) \cos^{a(J)} \left( \frac{\pi x - \alpha}{2 \beta - \alpha} \right) \sin^{b(J)} \left( \frac{\pi x - \alpha}{2 \beta - \alpha} \right) dx =
\]

\[
\frac{\beta - \alpha}{\pi} \sum J C_{k_1 \ldots i_1 j_1 \ldots j_m} (J) B \left( \frac{a(J) + 1}{2}, \frac{b(J) + 1}{2} \right),
\]

(D.4)

where we use the sum rule, assuming that this integral is convergent whence both \(a(J)\) and \(b(J) > -1\), for any \(J \in \mathbb{N}_0^M\). The dimension \(M\) of summation multi-index \(J\) and real coefficients \(C_{k_1 \ldots i_1 j_1 \ldots j_m} (J)\) depend on a specific form of the integral (D.2). In exactly the same way we can obtain the value of the integrals \(e^k \left| f(\cdot)e_{i_1} \ldots e_{i_n}e'_{j_1} \ldots e'_{j_m} \right)\).

### D.2 Example

Let us consider the YM model (see Section 3.4) to illustrate the above. For this model we have \(w(x) = 1, [\alpha, \beta] = [0, \pi]\) and the eigenfunctions (3.102) are

\[
e_j(x) = \frac{(j + 1) \sqrt{j(j + 2)\Gamma(j)}}{2 \sqrt{2\Gamma \left( j + \frac{3}{2} \right)}} \sin^2 x \cos^{\frac{3}{2}} (\frac{j}{2}) (\cos x), \quad j \in \mathbb{N},
\]

(D.5)

(we rewrite (3.101) for convenience). In order to use the formula (D.4) we express the eigenfunctions using the series representation of the Jacobi functions (A.6) to get

\[
e_j(x) = \frac{(j + 1) \sqrt{j(j + 2)\Gamma(j)}}{2 \sqrt{2\Gamma \left( j + \frac{3}{2} \right)}} \sin^2 x \cos^{\frac{3}{2}} (\frac{x}{2}) \sum_{k=0}^{j-1} \left[ (-1)^{j-k+1} \left( j + \frac{1}{2} \right) (j + \frac{1}{2}) \right]
\]

\[
\times \cos^{2k+2} \left( \frac{x}{2} \right) \sin^{2(j-k)} \left( \frac{x}{2} \right). \quad \text{(D.6)}
\]

As an example let us calculate the projection \(e^k \left| \csc^2 x e_i e_j \right)\). Denoting by \(N_j^r\) the normalization constant in (D.6)

\[
N_j^r = \frac{(j + 1) \sqrt{2j(j + 2)\Gamma(j)}}{\Gamma \left( j + \frac{3}{2} \right)}, \quad \text{(D.7)}
\]

we have

\[
\left( e^k \left| \csc^2 x e_i e_j \right) \right) = \int_0^\pi e_k(x) e_i(x)e_j(x) \frac{\sin^2 \left( \frac{x}{2} \right) \cos^2 \left( \frac{x}{2} \right)}{4 \sin^2 \left( \frac{x}{2} \right) \cos^2 \left( \frac{x}{2} \right)} dx =
\]

\[
\frac{1}{4} N_i^r N_j^r \int_0^\pi \left\{ \sin^{-2} \left( \frac{x}{2} \right) \cos^{-2} \left( \frac{x}{2} \right) \right\}
\]
since for any values of indices we have, e.g.
\[
\csc^2 x e_j(x)^2 = 2 \sqrt{\frac{2}{3\pi}} e_j(x),
\]
\[
csc^2 x e_1(x)e_2(x) = 2 \sqrt{\frac{2}{3\pi}} e_1(x),
\]
\[
csc^2 x e_2(x) = 2 \sqrt{\frac{2}{3\pi}} e_1(x) + \sqrt{\frac{10}{3\pi}} e_3(x),
\]
\[
csc^2 x e_3(x) = 2 \sqrt{\frac{2}{5\pi}} e_2(x) + 7 \sqrt{\frac{2}{15\pi}} e_4(x) + \frac{8}{\sqrt{15\pi}} e_6(x),
\]
\[
csc^2 x e_5(x) = 1 \frac{\sqrt{1798}}{15\pi} e_8(x) + \frac{413}{155} \sqrt{\frac{6}{5\pi}} e_{60}(x) + \frac{48}{31} \sqrt{\frac{7}{\pi}} e_{62}(x).
\]
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