Guiding Next-Step Hint Generation Using Automated Tests
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Abstract

Learning basic programming with Scratch can be hard for novices and tutors alike: Students may not know how to advance when solving a task, teachers may face classrooms with many raised hands at a time, and the problem is exacerbated when novices are on their own in online or virtual lessons. It is therefore desirable to generate next-step hints automatically to provide individual feedback for students who are stuck, but current approaches rely on the availability of multiple hand-crafted or hand-selected sample solutions from which to draw valid hints, and have not been adapted for Scratch. Automated testing provides an opportunity to automatically select suitable candidate solutions for hint generation, even from a pool of student solutions using different solution approaches and varying in quality. In this paper we present Catnip, the first next-step hint generation approach for Scratch, which extends existing data-driven hint generation approaches with automated testing. Evaluation of Catnip on a dataset of student Scratch programs demonstrates that the generated hints point towards functional improvements, and the use of automated tests allows the hints to be better individualized for the chosen solution path.
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1 Introduction

Learning to program can be challenging and frustrating [8], therefore block-based programming languages like Scratch [13] aim to remove some common obstacles, such as the need to memorize programming commands and to produce complex but syntactically valid textual structures [14]. Nevertheless acquiring confidence and skills in programming requires plenty of exercise and time. In a classical learning environment novices have a tutor they may ask for help if they are stuck solving an exercise. However, in large classes this task can be challenging for the tutor if multiple children have questions at the same time. Furthermore the emergence of, and recent need for, online courses and virtual, asynchronous learning leads to a need for alternatives. Consequently, it is desirable to automatically create feedback and individualized hints. A common approach for generating next-step hints is to use data on possible solutions for the task at hand, trying to identify the best candidate solution matching the current location the student is working on, and then generating a suggestion that moves the student solution closer to the chosen candidate solution. Thus, these data-driven hint generation approaches have two requirements: First, a suitable set of candidate solutions selected or created by a tutor, and second an implementation of a differencing algorithm that can extract concrete edit suggestions for a problem at hand using these candidate solutions. The former is usually solved with manual labour. There are tools solving the latter challenge, but to the best of our knowledge there are none yet for Scratch. In this paper we introduce Catnip, a new individual hint generation tool for Scratch. Catnip adapts ideas for data-driven hint generation [18, 28] for usage in the Scratch context. In order to increase automation further and to allow better individualization of hints, Catnip uses automated tests [24] to select candidate solutions from pools of student programs. An automated test sends events to a program and observes its reactions, thereby determining whether it implements desired behavior. The more such tests a program passes, the more likely it is suited as a candidate solution for hint suggestions. Evaluation on a set of student solutions to a non-trivial Scratch game demonstrates that Catnip is able to provide high-quality suggestions to student programs which lead to an improvement in functionality and code quality. Our evaluation further demonstrates the importance of functional correctness and diversity of candidate programs: If sufficient functionality and diversity of the candidate programs are not enforced, then the generated hints may be counterproductive. Consequently, Catnip’s use of automated tests represents a fundamental aspect of an automated, high quality solution for next-step hint generation.

2 Background

Scratch [13] is a widely used visual block-based programming language that aims to make programming more accessible for novices. Scratch emphasizes exploration over recall and visually distinguishes different categories of blocks. It also features intuitive interactivity via an event driven paradigm and offers simple media integration [2]. Blocks are divided into different shapes, stackable
blocks (also called statements) and reporter blocks that can fit inside stackable blocks (also called expressions). The blocks prevent syntactical errors so novices can focus very intuitively on what the program should do, but it can nevertheless be challenging to produce combinations of blocks that achieve the intended behavior.

Unsuitable challenges can frustrate learners, leading to a lack of interest and consequently to disengagement concerning learning tasks [20]. To level challenges so that students are more likely to persevere, hints as part of a scaffolding process can be used [19]. Producing hints automatically helps students and teachers alike. The former receive instant advice, and no face-to-face help-seeking on how to overcome these problems. Point out problems in programs, they do not provide suggestions that writing the necessary specifications even for school exercises is automatic grading [24]. In general, a fundamental challenge is the expected behavior. A common application of these approaches is that the program should be, or they have to formalize a specification of what the program should do, but it can nevertheless be challenging to produce combinations of blocks that achieve the intended behavior.

In order to avoid the effort of having to explicitly model the possible errors, Zimmerman and Rupakheti [28] proposed to use multiple sample solutions to determine the solution that is closest to the one a novice is seeking help for, and then to use this for hint generation. The “closeness” between programs is measured using pq-gram distance [1] as an approximation of tree edit distances on the abstract syntax trees (ASTs) of the programs.

Instead of sample solutions, the Contextual Tree Decomposition (CTD) algorithm [17] uses log data of students trying to solve a specific task. It generates an interaction graph that represents students’ actions, program states and transitions between them. Probabilities are annotated and may guide individual hint production for every node in the AST of a student solution until an acceptable program state is reached. The CTD algorithm was implemented in iSnap [18], a next step hint generation tool for the Snap! [7] block based programming language. Since acquiring the required log data is challenging, the algorithm used in iSnap has since changed to SourceCheck [16], which is similar to the approach of Zimmerman and Rupakheti [28]. First the student’s current code is matched to solutions, but in this case previous correct student solutions are used instead of samples created by a tutor. Second, the edits that bring the current snapshot closer to a solution are calculated by mapping the two ASTs and identifying deletions, insertions, moves and reorderings.

Despite this prior work on next-step hint generation, to the best of our knowledge no next-step hint generation approaches have been implemented for Scratch. While in principle all of the above approaches could be adapted to Scratch, they all have challenging prerequisites: Preparing error models or sample solutions is challenging since multiple different task solutions are required in order to generate sensible feedback. Without multiple solutions, hints would lead every student to a similar solution and thus ignore students differing in preferences, performance, skills and acquired concepts, contradicting the principle of individual feedback [21]. The CTD algorithm requires log data which is not easy to acquire, would require adaptation of the Scratch virtual machine, and would also require that students use such a modified version of Scratch rather than the official Scratch website. The SourceCheck [16] algorithm tries to deal with this problem by using student solutions from prior courses, but the correctness and suitability of these solutions has to be checked by hand to guarantee that the generated hints really lead to the desired behavior.

3 CATNIP: Next-Step Hints for Scratch

CATNIP is a next-step hint generation tool for Scratch. It takes one source project (i.e., the current program of the student using the tool) and generates hints to guide the project to become closer to a selected target project. It is built on Zimmerman’s and Rupakheti’s hint generation algorithm [28], but makes several adaptations for
the application to Scratch. Furthermore, Catnip does not require the user to provide hand-tailored sample solutions or error models, but instead selects suitable candidate solutions from a pool of solutions using an automated Whisker [24] test suite. The overall process of hint generation consists of four steps, which will be explained in more detail in the remainder of this section:

1. Identifying suitable candidate solutions for hint extraction
2. Selecting the best matching candidate solution as target solution
3. Determining AST differences
4. Synthesizing hints

### 3.1 Identifying Suitable Candidate Solutions

A prerequisite for data-driven hints is a selection of suitable candidate projects from which to extract possible edits. Traditionally, hints are generated using candidate solutions manually created or selected by an instructor. To reduce the effort of this selection, Catnip can automatically select suitable candidates from a pool of prior solutions to the same task. Since incorrect solutions would lead to counterproductive hints, Catnip relies on automated tests in order to decide which solutions from the pool to use as candidates for hint generation. The user has to specify the pool of solutions, a Whisker test suite, as well as a threshold on the percentage of tests that need to pass in order for a solution to qualify as candidate for hint generation; the default value for this threshold is 90%, such that only very good solutions are included.

### 3.2 Selecting the Best Matching Candidate as Target

Given a selection of suitable candidate programs based on the correctness criterion, one of these programs has to be chosen as target solution, the one best suited for generating hints for the source program. This selection is done by calculating the distance between the source and all possible candidate programs, and then choosing the one with the smallest distance. Intuitively, the program with the smallest distance is most likely to represent a similar context: It does not necessarily mean that the trees are equal but only that they consist of the same subtrees. Higher $p$ values make the pq-gram distance more sensitive to structural differences, whereas higher $q$ values result in higher sensitivity for local changes in the leaves.

Catnip parses programs to their ASTs, calculates their pq-gram profiles, and then calculates the pq-gram distances using these pq-gram profiles. Finally, the Scratch project with the lowest pq-gram distance to the source is selected as target. Catnip uses 2-3-grams by default, because having more children and thus block sequences in common seems most reasonable for the context [1, 28].

### 3.3 Determining AST Differences

Given a pair of pq-profiles for the source program and a chosen target program, the next step is to identify the set $D_p$ of AST-nodes that exist only in the source program (which represent candidates for deletions) and the set of AST-nodes $A_p$ that exist only in the target program (which represent candidates for additions).

This first requires matching the individual scripts of the two programs. Unlike prior work [28], Catnip exploits the program structure of Scratch programs: Every AST for a Scratch project has the same basic structure of a program that defines multiple actors (stage and any number of sprites), each of which contains a set of scripts (a set of connected blocks, which may be loose blocks, connected with a hat-block to denote an event, or custom block definitions). In a first step, Catnip tries to match each actor in the source project to an actor with the identical name in the target program. If no exact match is found, then the pq-gram distance of the actor subtrees is used to decide on the closest actor. If two actors have the same distance one is selected randomly. Each actor can only be selected as target once to prevent that two similar actors in the source are matched with the same target actor, thus resulting in hints that makes them functional clones.

Once actors have been matched, for each actor the pq-gram distance is used in order to determine, for each script in the source actor, the closest matching script in the target actor. If the source actor has more scripts than the target actor, then Catnip iterates over the scripts of the target to find pairs; if the target actor has more scripts than the source actor, then Catnip iterates over the scripts of the source actor. During this iteration, each script is matched with the closest script of the other actor, and once matched a script is not considered for matching again. If there are unmatched scripts in the source actor, all nodes of these scripts are candidates for deletion and added to $D_p$; if there are unmatched scripts in the target actor, these are candidates for addition and their event handler added to $A_p$. For each pair of matched scripts Catnip determines the intersection of AST-nodes; any nodes that occur only in the target are added as possible additions to $A_p$, and any nodes that exist only in the source are added to $D_p$ to denote possible deletions.
3.4 Synthesizing Hints

In order to produce understandable suggestions, a hint consists of the node to be added or deleted as well as its context. Since scripts in Scratch can be long, identifying where to add or delete a specific node may not be obvious. While prior work [28] only considered the parent node in the AST, this information may not be sufficient in the light of the often lengthy scripts in Scratch. Therefore, a hint in Catnip consists of the node to be added/deleted, its parent node, its $q-1$ sibling nodes (to both sides), as well as the relevant actor and script. Catnip produces one deletion hint for each node in $D_p$ and one addition hint for each node in $A_p$. The selection of which of these hints to present to the user is deferred to the user interface from which Catnip is invoked.

4 Evaluation

To evaluate Catnip’s ability to provide reasonable hints, we investigate the following research questions:

RQ1: Can Catnip hints improve the correctness of student solutions?

RQ2: How does the automated quality check of Catnip influence the hints?

4.1 Experimental Setup

Dataset: As a dataset for our evaluation we use the Fruit Catching game produced as part of two Scratch workshops with a sixth and a seventh grade class, respectively [24]. The game consists of three sprites, a bowl that the player can move left or right with the cursor keys, and apples and bananas that drop from random positions at the top of the screen to the bottom. The aim of the game is to catch as much fruit as possible within a given time, without dropping any. There are 36 student implementations and 1 model solution. We furthermore use the Whisker test suite provided as part of the Whisker study [24], which contains 28 individual test cases checking different grading aspects of the solutions.

Procedure: We applied Catnip on each of the 36 student solutions in turn, using the remaining 35 student solutions and the model solution as a pool for hint generation. In actual use the student seeking help could specify which block they require a hint for. In order to evaluate whether the hints generally point in the right direction without an actual user study, we consider all hints produced by Catnip, and generate a version of the student program that applies all of them. Note that we only query Catnip once, i.e., we do not repeatedly request hints for code modified by hints. Since Catnip only gives recommendations at the level of blocks, specific values for numbers and strings were taken from the task specification.

To evaluate whether the hints have improved a solution, we run Whisker [24] on the student solution before and after applying the hints, and compare the number of passed tests. We expect the number of passing tests to increase if the hints improve the program. We further use LitterBox [6] to extract metrics on the size and quality of the programs before and after applying hints. To answer RQ1, we set the threshold for programs acceptable as hint source to 90%, such that only very good programs are used to generate hints (in this dataset, two programs satisfy this criterion). This resembles the use of hand-crafted or hand-selected solutions used in prior work. To answer RQ2, we compare the quality of the hints produced by Catnip using other quality thresholds. In particular, we look at the results produced when using only the model solution, all student solutions (i.e., a 0% threshold) and 70%, which will include more variations and results in 10 candidate programs.

Threats to Validity: While our measurement of correctness tells us whether Catnip provides hints that help move towards the right solution, the question whether these hints can help students who are stuck is an orthogonal question not answered by our experiments. We only used one task and student solutions from two classes as well as one test suite, so the results may not generalize to other classes or test suites. Nonetheless the used test suite was deemed suitable for automated grading in previous work [24].

4.2 RQ1: Can Catnip hints improve the correctness of student solutions?

Figure 1 summarizes how many tests the solutions passed before and after hints were applied. To answer RQ1, we only consider the categories ‘Original’ and ‘Hints/90%’, which represents Catnip’s default configuration. Integrating the hints produced by Catnip increases the number of tests passed from an average of 12.36 to 16.64; this difference is statistically significant according to a Mann-Whitney U test ($p = .013$, Vargha-Delaney effect size $\hat{A}_{12} = .33^1$).

---

$^1$A value less than 0.5 signify that the original program passes fewer tests, values greater than 0.5 signify the version with hints applied passes fewer tests.
This clearly demonstrates that CATNI P is able to provide hints that lead to an improvement of the correctness of the student solutions.

The number of passing tests represents a substantial increase in the correctness of the student programs, and of course this cannot be achieved by a single hint, but only by the combination of all generated hints as used in our experiment. In general, the number of generated hints strongly depends on the number of blocks that are already in the projects as shown in Figure 2 (Pearson’s correlation coefficient .45, $p = .006$), whereas there is no correlation between the number of tests a program passes and the number of hints that are generated for it (indicated with color shading in Figure 2; correlation coefficient .05, $p = .773$). In practice, a learner would not apply all hints, but would, for example, request hints at specific locations. Note that invoking CATNI P iteratively more than once would likely further increase the number of passing tests.

As an example, Figure 6b shows a student implementation of the apple sprite, which erroneously does not stop when touching the red line. It is matched to the best student solution (shown in Figure 6a), which itself is not perfect as 'Hello' is said instead of 'Game over!', but still retains most of the necessary features for the sprite. This match results in a hint suggesting to add a stop all block. Applying this hint to 6b improves the script with the functionality to stop at the red line, thus making a further grading test pass.

Figure 3 shows that the hints also lead to an improvement of the general code quality, as the occurrence of “dead code” (i.e., partial scripts or individual blocks lying around without being connected to hat-blocks), is reduced on average from 2.19 to .03 ($p < .001$). On the other hand, Figure 4 shows that CATNI P often suggests to add new scripts, which initially contain nothing but the event handler (increasing from an average of .22 in to 1.25, $p < .001$). This is by design, as we believe learners should not be provided with a model solution for an entire new script, and CATNI P’s hints therefore just suggest what type of script should be added. On balance, Figure 5 suggests that hints tend to suggest to add blocks.

Although the hints improve most solutions, there are some exceptions where hints negatively affect the functionality. This usually happens when the source program is matched with a target program that uses a different solution approach. For example, Figure 7b shows an apple implementation that was matched to the model solution shown in Figure 7a. The model solution handles the score variable on the stage rather than the apple sprite, and CATNI P suggests to remove the block resetting the score. However, since the student solution has no code on the stage, the score functionality is broken after applying this hint. This problem could have been avoided if the student solution had been matched to a target program using a more similar solution approach. Interestingly, this problem particularly affects the only pupil solution surpassing the 90% criterion, as this only has the model solution to derive hints from; the model solution, however, is structurally different, and the hints attempt to remodel it closer to the model solution, after which only 12 tests (43%) pass.

4.3 RQ2: How does the automated quality check of CATNI P influence the hints?

The results in RQ1 are based on using only solutions that pass 90% of the tests as candidates for hint generation. In our dataset, only the model solution and one student solution matched this criterion. The aim of RQ2 is to investigate the influence of using student solutions and a quality criterion using automated tests.

When using only the model solution for hint generation, Figure 1 shows that the hints (Hints/Model) overall reduce the number of passing tests ($p = .17$, $\hat{A}_{12} = .59$). That is, while there are hints that lead to an improvement, overall using just one model solution as candidate for hint generation is not recommendable, reinforcing the underlying idea of CATNI P to use student solutions as well.
Data-driven hint generation systems use candidate solutions for programming tasks in order to generate suggestions how learners could continue solving their task. Creating or selecting suitable candidate solutions is challenging, but crucially important for generating truly helpful hints: If a student attempts a valid solution path for which no model solution exists, a data-driven hint generation system may provide counterproductive hints, leading to unnecessary U-turns in students’ learning paths. Students might wrongly attribute this to missing capabilities, a situation that is unfair, undesirable and may be harmful. On the other hand, if programs that use the appropriate solution path, but are otherwise incorrect, are used for hint generation, the resulting hints may be arbitrary or nonsensical and thus lead to even more confusion. In this paper we introduce Catnip, which is, to the best of our knowledge, the first data-driven hint generation system for Scratch. Catnip uses automated tests in order to select suitable solutions for hint generation, which makes it easy to consider more candidate solutions, while ensuring that they are sufficiently correct.

Our experiments with Catnip demonstrate how the use of student solutions improves hints over the use of a single model solution, but also how the quality of the student solutions is important in determining the validity of the hints generated. Using Catnip with an appropriate correctness threshold on an example dataset, the hints are of high quality and guide towards improved functionality. An important next step will be to integrate and evaluate the effects of using Catnip in a real learning environment, to see whether students can use the generated hints when they face problems. This also provides further opportunities to improve Catnip, for example by combining deletion and addition hints to replacement hints, by integrating Parsons problems [27] in hints, or by exploiting the automated tests within the hint generation algorithm itself. Catnip is available at: https://github.com/se2p/catnip.
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