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\textbf{Abstract}

We propose an algorithm for the generation of referring expressions (REs) that adapts the approach of Areces et al. (2008, 2011) to include overspecification and probabilities learned from corpora. After introducing the algorithm, we discuss how probabilities required as input can be computed for any given domain for which a suitable corpus of REs is available, and how the probabilities can be adjusted for new scenes in the domain using a machine learning approach. We exemplify how to compute probabilities over the GRE3D7 corpus of Viethen (2011). The resulting algorithm is able to generate different referring expressions for the same target with a frequency similar to that observed in corpora. We empirically evaluate the new algorithm over the GRE3D7 corpus, and show that the probability distribution of the generated referring expressions matches the one found in the corpus with high accuracy.
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1 Generation of referring expressions

In linguistics, a referring expression (RE) is an expression that unequivocally identifies the intended target to the interlocutor, from a set of possible distractors. The generation of referring expressions (GRE) is a key task of most natural language generation (NLG) systems (Reiter and Dale, 2000, Section 5.4). Depending on the information available to the NLG system, certain objects might not be associated with an identifier which can be easily recognized by the user. In those cases, the system will have to generate a, possibly complex, description that contains enough information so that the interlocutor will be able to identify the intended referent.

The generation of referring expressions is a well developed field in automated natural language generation. Building upon GRE foundational work (Winograd, 1972; Dale, 1989; Dale and Reiter, 1995), various proposals have investigated the generation of different kinds of referring expressions such as relational expressions (“the blue ball next to the cube” (Dale and Haddock, 1991)), reference to sets (“the two small cubes” (Stone, 2000)), or more expressive logical connectives (“the blue ball not on top of the cube” (van Deemter, 2002)). REs involving relations, in particular, have received increasing attention recently. However, the classical algorithm by Dale and Haddock (1991) was shown to be unable to generate satisfying REs in practice (see the analysis over the cabinet corpus in (Viethen and Dale, 2006)). Furthermore, the Dale and Haddock algorithm and many of its successors (such as (Kelleher and Kruijff, 2006)) are vulnerable to the problem of infinite regress, where the algorithm enters an infinite loop, jumping back and forth between descriptions for two related individuals, as in “the book on the table which supports a book on the table . . .”

Areces et al. (2008, 2011) have proposed low complexity algorithms for the generation of relational REs that eliminate the risk of infinite regression. These algorithms are based on variations of the partition refinement algorithms of Paige and Tarjan (1987). The information provided by a given scene is interpreted as a relational model whose objects are classified into sets that fit the same description. This classification is successively refined till the target is the only element fitting the description of its class. The existence of an RE depends on the information available in the input scene, and on the expressive power of the formal language used to describe elements of the different classes in the refinement. Refinement algorithms effectively compute REs for all individuals in the domain, at the same time. The algorithms always terminate returning a formula of the formal language chosen that uniquely describes the target (if the formal language is expressive enough to identify the target in the input model). Refinement algorithms require an ordered list of properties that can be used to described the objects in the scene, and the naturalness of the generated REs strongly depends on this ordering. The goal of this paper is twofold. First we show how we can add non-determinism and overspecification to the refinement algorithms, by replacing the fixed ordering over properties of the input scene by a probability of use for each property, and modifying the algorithm accordingly. In this way, each call to the algorithm can produce different REs for the same input scene and target. We will then show that given suitable corpora of REs (like the GRE3D7 corpora discussed in (Viethen, 2011)) we can estimate these probabilities of use so that REs are generated with a probability distribution that matches the one found in corpora.

2 Adding non-determinism and overspecification

Refinement algorithms for GRE are based on the following basic idea: given a scene S, the objects appearing in S are successively classified according to their properties into finer and finer classes. A description (in some formal language \(\mathcal{L}'\)) of each class is computed every time a
class is refined. The procedure always stops when the set of classes stabilizes, i.e., no further refinement is possible with the information available in the scene\(^1\). If the target element is in a singleton class, then the formal description of that class is a referring expression; otherwise the target cannot be unequivocally described (in \(\mathcal{L}\)).

We present a modification of the algorithm in (Areces et al., 2008) where the fixed order of properties in the input scene is replaced by a finite probability distribution. The resulting algorithm (see Figure 3) is now non-deterministic: two runs of the algorithm with the same input might result in different REs for objects in the scene. The input to the algorithm will be a relational model \(\mathcal{M} = \langle \Delta, \parallel \cdot \parallel \rangle\), where \(\Delta\) is the non-empty domain of objects in the scene, and \(\parallel \cdot \parallel\) is an interpretation function that assigns to all properties in the scene its intended extension. For example, the scene shown in Figure 1 could be represented by the model \(\mathcal{M} = \langle \Delta, \parallel \cdot \parallel \rangle\) shown in Figure 2; where \(\Delta = \{e_1, \ldots, e_7\}\), and \(\parallel \text{green} \parallel\), for example, is \(\{e_3, e_4, e_6\}\).

![Figure 1: Input scene](image1.png)

![Figure 2: Scene as a relational model](image2.png)

On termination, the algorithm computes what are called the \(\mathcal{L}\)-similarity classes of the input model \(\mathcal{M}\). Intuitively, if two elements in the model belong to the same \(\mathcal{L}\)-similarity class, then \(\mathcal{L}\) is not expressive enough to tell them apart (i.e., no formula in \(\mathcal{L}\) can distinguish them).

The algorithm we discuss uses formulas of the \(\mathcal{EL}\) description logic language (Baader et al., 2003) to describe refinement classes\(^2\). The interpretation of the \(\mathcal{EL}\) formula \(\psi \sqcap \exists R. \varphi\) is the set of all elements that satisfy \(\psi\) and that are related by relation \(R\) to some element that satisfy \(\varphi\).

Algorithm 1 takes as input a model and a list \(Rs\) of pairs \((R, R.puse)\) that links each relation \(R \in \text{REL}\), the set of all relation symbols in the model, to some probability of use \(R.puse\). The set \(RE\) will contain the formal description of the refinement classes and it is initialized by the most general description \(\top\). For each \(R\), we first compute \(R.rnduse\), a random number in \([0,1]\). If \(R.rnduse \leq R.puse\) then we will use \(R\) to refine the set of classes. The value of \(R.puse\) will be incremented by \(R.incuse\) in each main loop, to ensure that all relations are, at some point, considered by the algorithm. This ensures that a referring expression will be found if it exists; but gives higher probability to expressions using relations with a high \(R.puse\). While \(RE\) contains descriptions that can be refined (i.e., classes with at least two elements) we will call the refinement function \(\text{add}_\mathcal{L}(R, \varphi, RE)\) successively with each relation in \(Rs\). A change in one of the classes, can trigger changes in others. For that reason, if \(RE\) changes, we exit the \(\textbf{for}\) loop to start again with the relations of higher \(R.puse\). If after trying to refine the set with all relations in \(Rs\), the set \(RE\) has not changed, then we have reached a stable state (i.e., the classes described in \(RE\) cannot be further refined with the current \(R.puse\) values). We will then increment all

\(^1\)Of course, if we are only interested in a referring expression for a given target we can stop the procedure as soon as the target is the only element of some of the classes.

\(^2\)Notice, though, that the particular formal language used is independent of the main algorithm, and different \(\text{add}_\mathcal{L}(R, \varphi, RE)\) functions can be used depending on the language involved.
The algorithm presented in the previous section assumes that each relation $R$ used in a referring expression has a known probability of use $p_{use}$. We use the GRE3D7 corpus to illustrate our learning setup.

Algorithm 1: Computing $\mathcal{L}'$-similarity classes

**Input:** A model $\mathcal{M}$ and a list $Rs \in (\text{REL} \times [0, 1])^*$ of relation symbols with their $p_{use}$ values, ordered by $p_{use}$

**Output:** A set of formulas $\text{RE}$ such that $\{\|\varphi\| \mid \varphi \in \text{RE}\}$ is the set of $\mathcal{L}'$-similarity classes of $\mathcal{M}$

$\text{RE} \leftarrow \{\top\}$ // the most general description $\top$ applies to all elements in the scene

For $(R, R_{p_{use}}) \in Rs$ do

$R_{\text{nd}_{use}} = \text{Random}(0, 1)$ // $R_{\text{nd}_{use}}$ is the probability of using $R$

$R_{\text{inc}_{use}} = (1 - R_{p_{use}}) / \text{MaxIterations}$ // $R_{p_{use}}$ are incremented by $R_{\text{inc}_{use}}$ in each loop

Repeat until $\exists (\varphi \in \text{RE}).(\#\|\varphi\| > 1)$ do // while some class has at least two elements

$\text{RE} \leftarrow \text{RE}$ // make a copy for future comparison

For $(R, R_{p_{use}}) \in Rs$ do

If $R_{\text{nd}_{use}} \leq R_{p_{use}}$ then // $R$ will be used in the expression

If $\varphi \in \text{RE}$ do $\text{add}_{\mathcal{L}'}(R, \varphi, \text{RE})$ // refine all classes using $R$

If $\text{RE} \neq \text{RE}'$ then // the classification has changed

Exit for-loop to try again highest $R_{p_{use}}$

If $\text{RE} = \text{RE}'$ then // the classification has stabilized

Exit while-loop to increase $R_{p_{use}}$

For $(R, R_{p_{use}}) \in Rs$ do $R_{p_{use}} \leftarrow R_{p_{use}} + R_{\text{inc}_{use}}$ // increase $R_{p_{use}}$

Until $\forall ((R, R_{p_{use}}) \in Rs). (R_{p_{use}} \geq 1)$ // $R_{p_{use}}$ are incremented until they reach 1

Algorithm 2: add$_{\mathcal{L}'}(R, \varphi, \text{RE})$

If FirstLoop then // are we in the first loop?

Informative $\leftarrow$ TRUE // allow overspecification

Else Informative $\leftarrow \|\psi \sqcap \exists R. \varphi\| \neq \|\psi\|$; // informative: smaller than the original?

For $\psi \in \text{RE}$ with $\#\|\psi\| > 1$ do // non-redundant: can’t be obtained from RE?

If $\psi \sqcap \exists R. \varphi$ is not subsumed in $\text{RE}$ and // non-trivial: has elements?

If $\psi \sqcap \exists R. \varphi \neq \emptyset$ then // add the new class to the classification

Informative then

Add $\psi \sqcap \exists R. \varphi$ to RE

Remove subsumed formulas from $\text{RE}$ // remove redundant classes

Figure 3: Refinement algorithm with probabilities and overspecification for the $\mathcal{L}'$-language

The $p_{use}$ values and start the procedure again. Algorithm 2 almost coincides with the one in (Areces et al., 2008). The for loop will refine each description in RE using the relation $R$ and the other descriptions already in RE, under certain conditions. The new description should be non-redundant (it cannot be obtained from classes already in RE), non-trivial (it is not empty), and informative (it does not coincide with the original class). If these conditions are met, the new description is added to RE, and redundant descriptions created by the new description are eliminated. The if statement at the beginning of Algorithm 2 disregards the informativity test during the first loop of the algorithm allowing overspecification.

3 Learning to describe new objects from corpora

The algorithm presented in the previous section assumes that each relation $R$ used in a referring expression has a known probability of use $p_{use}$. In this section, we describe how to learn these probabilities from corpora. We use the GRE3D7 corpus to illustrate our learning set up.
The REs in the corpus were produced by 294 participants, each producing 16 referring expressions for 16 scenes. In this way, 140 descriptions for 32 different scenes were obtained, resulting in a corpus of 4480 REs describing a target in a 3D scene containing seven objects. Each description was elicited in the absence of a preceding discourse. A sample scene is shown in Figure 1 (the target is marked with an arrow). For more details on the corpus see (Viethen, 2011, Chapter 5). Importantly for our purposes, the corpus not only contains propositional REs (as other benchmark corpora in the area, e.g., (Gatt et al., 2008)) but also relational REs naturally produced by people. For example, the RE “small ball on top of cube” is used to describe the target in Figure 1. As our algorithm is one of the few that can generate relational REs in an efficient and reliable way, a corpus of relational REs is needed to test its full potential. It is worth mentioning that, although people only used 16 propositional properties and 4 relational properties in their REs, and converged to between 10 and 30 different descriptions of the same target, the possible different correct relational REs for a generation algorithm are in the order of several hundred. Hence, reproducing the corpus distribution is a complex task.

We calculate \( R.p_{\text{use}} \) values for each training scene in the corpus in the following way. First, we use the REs in the corpus \( C \) to define the relational model \( \mathcal{M} \) used by the algorithm. Then we calculate the value of \( p_{\text{use}} \) for each relation \( R \) in the model as the percentage of REs in which the relation appears. I.e., \( R.p_{\text{use}} = (\# \text{ of REs in } C \text{ in which } R \text{ appears})/(\# \text{ of REs in } C) \). The values \( R.p_{\text{use}} \) obtained in this way should be interpreted as the probability of using \( R \) to describe the target in model \( \mathcal{M} \), and we could argue that they are correlated to the saliency of \( R \) in the scene. For that reason, for example, in the scene in Figure 1 the value of \( \text{ball}.p_{\text{use}} \) is 1, while the value of \( \text{cube}.p_{\text{use}} \) is 0.178. These probabilities will not be useful to describe different targets in different scenes. We will now see how we can use them to obtain values for new targets and scenes using a machine learning approach.

We selected eight different scenes for testing from the GRE3D7 corpus, and for each, we used the rest of the corpus for training. We used linear regression (Hall et al., 2009) to learn a function estimating the value of \( p_{\text{use}} \) for each relation in the domain. We used simple, domain independent features that can be extracted automatically from the relational model:

- \( \text{target-has}(R) := \text{true if the target is in } R \)
- \( \#\text{relations} := \text{number of relations the target is in} \)
- \( \#\text{bin-relations} := \text{number of the binary relations the target is in} \)
- \( \text{landmark-has}(R) := \text{true if a landmark (i.e., an object directly related to the target) is in } R \)
- \( \text{discrimination}(R) := 1 \text{ divided the number of objects in the model that are in } R \)

Despite its simplicity, the functions obtained by linear regression are able to learn interesting characteristics of the domain. E.g., they correctly model that the saliency of a color depends strongly on whether the target object is of that color, and it does not depend on its discrimination power in the model. They also correctly predict that the \( \text{ontop} \) relation is used more frequently than the horizontal relations \( \text{leftof} \) and \( \text{rightof} \), as reported in (Viethen, 2011). Interestingly, they also indicate a characteristic of the GRE3D7 corpus not mentioned in previous work: size is more frequently used for overspecification when the target and landmark have the same size (it is used in overspecified REs in 49% of the descriptions for scenes where target and landmark have the same size, and only 25% of the time when target and landmark have different size).

### 4 Evaluation

We present a quantitative evaluation of the algorithm proposed. In particular, we show that the probabilistic refinement algorithm with overspecification is able to generate a distribution of REs similar to that observed in corpora. We discuss in detail the experiments we run for the
scene shown in Figure 1 (Scene 3 in the GRE3D7 corpus), then summarize the results for the other seven scenes we used for testing.

Using $p_{use}$ learned as described in Section 3 and running our algorithm 10000 times, we obtain 14 different referring expressions for Figure 1. It is already interesting to see that with the $p_{use}$ values learned from the corpus the algorithm generates only a small set of RE with a high probability. Of these 14 different REs, 5 are the most frequent REs found in the corpus of 140 REs associated to the Scene; indeed, 98% of the utterances generated by the algorithm for this scene appear in the corpus. The remaining 9 REs generated by the algorithm, not present in the corpora, are very natural as can be observed in Table 1. The table lists the REs in the corpus and the REs generated by the algorithm using the learned $p_{use}$. For each RE, we indicate the number of times it appears in the corpus (#Cor), the proportion it represents (%Cor), the number of times it is generated by our algorithm (#Alg) and the proportion it represents (%Alg). Finally, the accuracy (%Acc) column compares the REs in the corpus with the REs generated by the algorithm. The accuracy is the proportion of perfect matches between the algorithm output and the human REs from the corpus. The accuracy metric has been used in previous work for comparing the output of an RE generation algorithm with the REs found in corpora (van der Sluis et al., 2007; Viethen, 2011) and it is considered a strict comparison metric for this task.

To put our results in perspective we compare in Table 2 our algorithm with a number of possible variations. All numbers shown in the table represent accuracy with the corresponding corpus. The first column shows the values obtained when we run the algorithm over the scene with the values of $p_{use}$ obtained from the scene itself. As we could expect, this column has the highest average accuracy. The second column shows the results of the algorithm runs with $p_{use}$ learned

| Referring Expressions                      | Corpus | Algorithm | Accuracy |
|-------------------------------------------|--------|-----------|----------|
|                                           | #Cor   | %Cor      | #Alg     | %Alg   | %Acc   |
| ball, green                               | 91     | 65.00     | 6376     | 63.76  | 63.76  |
| ball, green, small                        | 23     | 16.43     | 3440     | 34.40  | 16.43  |
| ball, green, small, on-top (blue, cube, large) | 8     | 5.71      | 0        | 0.00   | 0.00   |
| ball, green, on-top (blue, cube)          | 5      | 3.57      | 0        | 0.00   | 0.00   |
| ball, green, on-top (blue, cube, large)   | 5      | 3.57      | 0        | 0.00   | 0.00   |
| ball, on-top (cube)                       | 2      | 1.43      | 0        | 0.00   | 0.00   |
| ball, green, small, on-top (blue, cube, large, left) | 1     | 0.71      | 27       | 0.27   | 0.27   |
| ball, small, on-top (cube, large)         | 1      | 0.71      | 2        | 0.02   | 0.02   |
| ball, green, top                          | 1      | 0.71      | 0        | 0.00   | 0.00   |
| ball, small, on-top (cube)                | 1      | 0.71      | 3        | 0.03   | 0.03   |
| ball, green, on-top (cube)                | 1      | 0.71      | 0        | 0.00   | 0.00   |
| ball, front, green                        | 0      | 0.00      | 97       | 0.97   | 0.97   |
| ball, front, green, small                 | 0      | 0.00      | 13       | 0.13   | 0.13   |
| ball, front, top                          | 0      | 0.00      | 12       | 0.12   | 0.12   |
| ball, green, left                         | 0      | 0.00      | 11       | 0.11   | 0.11   |
| ball, top                                 | 0      | 0.00      | 10       | 0.10   | 0.10   |
| ball, green, left, small                  | 0      | 0.00      | 5        | 0.05   | 0.05   |
| ball, left, top                           | 0      | 0.00      | 2        | 0.02   | 0.02   |
| ball, small, top                          | 0      | 0.00      | 1        | 0.01   | 0.01   |
| ball, front, on-top (cube, left)          | 0      | 0.00      | 1        | 0.01   | 0.01   |
| **Total**                                 | 140    | 100.00    | 10000    | 100    | 80.51  |

Table 1: REs in the corpus and those produced by our algorithm for Figure 1
Table 2: Accuracy between the REs in the corpus and those generated using $p_{use}$ values computed from the scene, machine learned, random and uniform.

| Scene | Scene $p_{use}$ | Learned $p_{use}$ | Random $p_{use}$ | Uniform $p_{use}$ |
|-------|-----------------|-------------------|------------------|-------------------|
| Scene 1 | 85.75% | 84.49% | 17.95% | 5.37% |
| Scene 3 | 82.81% | 80.51% | 9.89% | 4.40% |
| Scene 6 | 90.11% | 83.30% | 4.13% | 4.16% |
| Scene 8 | 86.52% | 64.06% | 16.32% | 9.75% |
| Scene 10 | 89.49% | 75.80% | 7.56% | 3.70% |
| Scene 12 | 80.21% | 81.29% | 57.09% | 6.68% |
| Scene 13 | 89.98% | 50.79% | 9.30% | 3.59% |
| Scene 21 | 92.13% | 80.01% | 8.45% | 6.77% |
| Average | 87.13% | 75.03% | 16.34% | 5.55% |

from corpora as explained in Section 3. In most cases the accuracy is rather high and the average accuracy is still high. The relatively low accuracy obtained in Scene 13 is explained mostly by the poor estimation of the $p_{use}$ value for the large relation. In the corpus, relations small and large are used much more when the target cannot be uniquely identified using taxonomical (ball and cube) and absolute (green and blue) properties, but the features we used for machine learning do not capture such dependencies. In spite of this limitation, the average of the second column is 75%, indicating that $p_{use}$ values learned from the corpus are good enough to be used to generate REs for new scenes from the domain. The last two columns can be considered as baselines. In the first one we generate random values for $p_{use}$. The accuracy obtained is in most cases poor, but with a noticeable variation due to chance. In addition to poor accuracy, when random $p_{use}$ values were used many of the generated REs were unnaturally sounding like “small on the top of a blue cube that is below of something that is small.” In the last column we present the accuracy for an artificial run, where all the REs generated in any of the previous columns were assigned the same probability.

We also computed the entropy of the probability distribution of REs found in the corpus, and the cross-entropy between the corpus distribution of REs and the execution of each algorithm we just described (see (Jurafsky and Martin, 2008) for details on cross-entropy evaluation). Figure 4 shows the results for the eight scenes we are considering. The cross-entropies from the first two runs (scene and learned) are, in general, much closer to the corpus entropy than random’s and uniform’s cross-entropies, and to each other. Only in Scene 12 random approaches, by chance, the other two.

Figure 4: Cross-entropy between the corpus distribution and different runs of the algorithm

5 Discussion and Conclusions

We extend Areces et al. (2008) algorithm to generate REs similar to those produced by humans. The modifications we proposed are based on two observations. First, it has been argued that no fixed ordering of properties is able to generate all REs produced by humans and, second,
humans frequently overspecify their REs (Engelhardt et al., 2006; Arts et al., 2011; Viethen, 2011). We tested the proposed algorithm on the GRE3D7 corpus and found that it is able to generate a large proportion of the overspecified REs found in the corpus without generating trivially redundant referring expressions. Viethen (2011) trains decision trees that achieve 65% average accuracy on the GRE3D7 corpus. This approach is able to generate overspecified relational descriptions, but they might fail to be referring expressions. Indeed, because the method does not verify the extension of the generated expression over a model of the scene, the generated descriptions might not uniquely identify the target. As we have already discussed, our algorithm ensures termination and it always finds a referring expression if one exists. Moreover, it achieves an average of 75% of accuracy over the 8 scenes used in our tests.

Different algorithms for the generation of overspecified referring expressions have been recently proposed (de Lucena and Paraboni, 2008; Ruud et al., 2012). To our knowledge, they have not been evaluated on the GRE3D7 corpus and, hence, comparison is difficult. de Lucena and Paraboni (2008) and Ruud et al. (2012) algorithms have been evaluated on the TUNA-AR corpus (Gatt et al., 2008) where they have achieved a 33% and 40% accuracy respectively. As the TUNA-AR corpus includes only propositional REs, it would be interesting future work to evaluate how these algorithms perform in corpora with relational REs such as GRE3D7.

The way we introduce overspecification is inspired by the work of Keysar et al. (1998) on egocentrism and natural language production. Keysar et al. argue that when producing language, considering hearers point of view is not done from the outset but it is rather an afterthought; adult speakers produce REs egocentrically, just like children do, but then adjust REs so that the addressee is able to identify the target unequivocally. The first, egocentric, step is a heuristic process based in a model of saliency of the scene that contains the target. Our definition of \( p_{\text{use}} \) is intended to capture the saliences of the properties for different scenes and targets. The \( p_{\text{use}} \) of a relation changes according to the scene. This is in contrast with previous work where the saliency of a property is constant in a domain. Keysar et al. argue that the reason for this generate-and-adjust procedure may have to do with information processing limitations of the mind: if the heuristic that guides the egocentric phase is well tuned, it succeeds with a suitable RE in most cases and seldom requires adjustments. Interestingly, we observe a similar behavior with our algorithm: when \( p_{\text{use}} \) values learned from the domain are used, the algorithm is not only more accurate but also much faster than when using random \( p_{\text{use}} \) values.

Besides testing our algorithm over the rest of the scenes in the GRE3D7 corpus, as future work we plan to evaluate our algorithm on more complex domains like those provided by Open Domain Folksonomies (Pacheco et al., 2012). We will also explore corpora obtained through interaction such as the GIVE Corpus (Gargett et al., 2010) where it is common to observe multi shot REs. Under time pressure, subjects will first produce an underspecified expression that includes salient properties of the target (e.g., “the red button”). And then, in a following utterance, they add additional properties (e.g., “to the left of the lamp”) to make the expression a proper RE identifying the target uniquely. The source code and the documentation for the algorithm are distributed under the GNU Lesser GPL and can be obtained at http://code.google.com/p/bisimulation-gre.
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