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Abstract

In this paper, we propose a coordinate descent approach to low-rank structured semidefinite programming. The approach, which we call the Mixing method, is extremely simple to implement, has no free parameters, and typically attains an order of magnitude or better improvement in optimization performance over the current state of the art. We show that for certain problems, the method is strictly decreasing and guaranteed to converge to a critical point. We then apply the algorithm to three separate domains: solving the maximum cut semidefinite relaxation, solving a (novel) maximum satisfiability relaxation, and solving the GloVe word embedding optimization problem. In all settings, we demonstrate improvement over the existing state of the art along various dimensions. In total, this work substantially expands the scope and scale of problems that can be solved using semidefinite programming methods.

1 Introduction

This paper considers the solution of large-scale, structured semidefinite programming problems (SDPs). A generic semidefinite program can be written as the optimization problem

\[
\begin{align*}
\text{minimize} \quad & \langle C, X \rangle \\
\text{subject to} \quad & \langle A_i, X \rangle = b_i, \quad i = 1, \ldots, m \\
& X \succeq 0.
\end{align*}
\]

(1)

Semidefinite programs can encode a huge range of practical problems, including relaxations of many combinatorial optimization tasks [Boyd and Vandenberghe, 2004], approximate probabilistic inference [Jordan and Wainwright, 2004], metric learning [Yang, 2006], matrix completion [Candes and Recht, 2012], and many others. Unfortunately, generic semidefinite programs involve optimizing a matrix-valued variable \( X \in \mathbb{R}^{n \times n} \), which quickly increases the number of variables in the optimization problem to a size that is not solvable by solvers employing exact methods such as primal-dual interior point algorithms.

Fortunately, a property of these problems, which has been recognized for some time now, is that the solution to such problems is often low-rank; specifically, the problem always admits an optimal solution with at most rank \( \lfloor \sqrt{2m} \rfloor \) [Barvinok, 1995, Pataki, 1998], and many SDPs are set up to often have even lower rank solutions in practice. This has motivated the development of non-convex low-rank solvers for these systems: that is, we can attempt to solve the equivalent (but now non-convex) formulation of the problem

\[
\begin{align*}
\text{minimize} \quad & \langle C, V^TV \rangle \\
\text{subject to} \quad & \langle A_i, V^TV \rangle = b_i, \quad i = 1, \ldots, m.
\end{align*}
\]

(2)

Please find our code at https://github.com/locuslab/mixing
Here we are explicitly representing $X$ by the matrix $V$ of rank $k$ (typically with $k \ll n$), $X = V^TV$. Note that because we are representing $X$ in this way, we no longer need to explicitly enforce semidefiniteness, as it is implied by the change of variables. In a long series of works dating back several years, it has been shown that, somewhat surprisingly, this change to a non-convex problem does not cause as many difficulties as might be thought: in practice, local solutions to the problem tend to recover the optimal solution [Burer and Monteiro, 2003]; under some reasonable assumption all second order local optima of the problem are also global optima [Boumal et al., 2016b] (assuming sufficient rank $k$); and it even holds that some approximated local optima also sometimes have good approximation properties [Mei et al., 2017] for convex relaxations of some combinatorial problems. Despite this, even solving the problem above over $V$ often presents challenges in practice. This problem involves non-linear equality constraints, and is traditionally solved either through augmented Lagrangian methods, or via Riemannian manifold methods. While both these approaches look promising in many situations, they often suffer from slow convergence, difficulty in selecting step size, or other usual problems.

In this paper, we present an alternative approach to solving such problems: coordinate descent over columns of $V$. While this approach is difficult to apply to the fully generic semidefinite programming problem (since we cannot easily derive closed form expressions for the coordinate updates) for many special cases of structured semidefinite problems. Specifically, we focus primarily in this paper on the case of an SDP with unit diagonal constraints; that is, the semidefinite program

$$\minimize_{X \in \mathbb{R}^{n \times n}} \langle C, X \rangle \quad \text{subject to} \quad X \succeq 0, \ X_{ii} = 1. \quad (3)$$

This is clearly a very special case of the full semidefinite program, but it also captures some very important problems, such as the famous semidefinite relaxation of the maximum cut (MAXCUT) combinatorial optimization problem; indeed, the MAXCUT relaxation will be one of the primary applications in this paper. For this setting, we show that we can derive the coordinate descent updates in a very simple closed form, resulting in an algorithm several times faster than the existing state of the art. We call our approach the Mixing method, as for the MAXCUT SDP problem, the updates have a natural interpretation in terms of giving each $v_i$ as a mixture of the remaining $v_j$ terms. We will also show, however, that the method can be applied to other problems as well, such as a (novel, to the best of our knowledge) relaxation of the MAXSAT problem, as well as an unconstrained quadratic SDP very similar to the GloVe word embedding algorithm [Pennington et al., 2014]. From a theoretical standpoint, we show that (in the case of linear SDP objective with unit diagonal constraints) the method recovers most of the same guarantees as gradient methods for the non-convex SDP formulation: specifically, we show the Mixing method will converge to a stationary point of the non-convex problem. As a whole, our approach enables solving a number of large semidefinite programs substantially faster than the all existing approaches in this space, thereby significantly improving upon the state of the art in optimization on the applied problems.

## 2 Background and related work

**Low-rank method for SDP problem** Given a SDP problem with $m$ constraints, it was proven by [Barvinok, 1995, Pataki, 1998] that, if the problem is solvable, it admits solutions of rank $k = \lfloor \sqrt{2m} \rfloor$. That is, we have solutions satisfying $X = V^TV$, such that $V \in \mathbb{R}^{k \times n}$. Thus, if we can solve the problem in the space of $V$, we can ignore the semidefinite constraint and have much fewer variables. The idea of using this low-rank structure during optimization method was first proposed by [Burer and Monteiro, 2003] in their solver SDPLR, in which they solve the low-rank problem with L-BFGS on the extended Lagrangian problem. Since then, many low-rank optimization algorithms have been developed. One of the most notable branch is the Riemannian trust region method introduced by [Absil et al., 2009]. They considered the Riemannian manifold of low-rank structures, and extended the non-linear conjugate gradient method to work on the manifold. Later, [Boumal and Absil, 2015] improved the method by including the preconditioned CG; these methods are implemented in the popular Manopt package [Boumal et al., 2014].

Somewhat surprisingly, all the above low-rank method are observed to converge to globally optimal solution in practice [Burer and Monteiro, 2003, Absil et al., 2009, Boumal et al., 2014]. However, to the best of the authors’ knowledge, though there is not yet a general proof on convergence to the globally optimal solution without strong assumptions. Absil et al. [2009, Theorem 7.4.2] proved that their method converges to the critical point under a sufficient decrease condition, and super-linear convergence near isolated local minimizer when the Riemannian Hessian is positive definite.
However, the result do not apply to the linear objective in our problem. Sato and Iwai [2015] proved the convergence to critical point without assumptions for a modified Riemannian conjugate gradient method, and [Boumal et al., 2016a] proved that the Riemannian trust region method converges to a solution with Hessian larger than $-\epsilon I$ in $O(1/\epsilon^2)$. Further, [Boumal et al., 2016b, Theorem 2] proved that, for sufficiently large $k$, all second-order optimal solution is globally optimal for almost all cost matrix $C$. However, it is still not yet proven that the Riemannian trust region method converges to a second-order optimal solution. Note that, the term “global convergence” in the Riemannian optimization literature usually means converging to critical regardless of initialization rather than convergence to global optima; this point is emphasized specifically in [Boumal et al., 2016a].

Other results on global convergence to the optimal on low-rank do not apply to our problem setting. For example, Bhoyalpanelli et al. [2016] proved that under a certain spectral initialization, the gradient descent method converges to the global optima for unconstrained low-rank SDP. Park et al. [2016] further proved that the method works for norm-constrained low-rank SDP problem when the feasible space of $X$ are convex. Lee et al. proved that, under random initialization, the gradient descent method converges to a local minimizer for unconstrained problems. However, these methods do not apply to the unit diagonal constraint because it is constrained and the feasible space is not convex.

**Approachm algorithm for MAXCUT and MAXSAT** Semidefinite programming has many applications in approximation algorithm for NP-complete problems. In particular, [Goemans and Williamson, 1995] proposed a classical SDP relaxation on the MAXCUT and MAX-2SAT problems, which has 0.878 approximation guarantee. Experiments on max-2-sat [Gomes et al., 2006] shows that the SDP upper bound and lower bound are much tighter than the classical linear programming relaxation for MAXSAT [Goemans and Williamson, 1994]. However, traditionally the SDP is also more expensive to solve than linear programming, though we will show here that with our approach, SDP relaxations can achieve substantially better results than linear programming in less time.

**The word embedding problem** The word embedding is a feature learning technique used to embed the meaning of words as low-dimension vectors. One of the most popular embedding is Word2vec [Mikolov et al., 2013b,a], in which the authors trained a shallow neural network to obtain the embeddings, and show that the embedding can success model similarities and analogies between words. Another popular model, GloVe [Pennington et al., 2014], uses factorization-based formulation instead and is shown to have better accuracy in analogies tasks compared with Word2vec. The theoretical justification of these two models are discussed in RANDWALK [Arora et al., 2015]. Here we will show that our coordinate descent approach can also be applied to learning word embedding with the GloVe objective, highlighting the fact that convex methods can be applied to problems typically considered the domain solely of non-convex optimization.

### 3 The mixing method

As mentioned above, the goal of the basic mixing method is to solve a semidefinite program in (3) with a unit diagonal constraint. As discussed, we can replace the $X$ although this the problem is nonconvex, it is known [Barvinok, 1995, Pataki, 1998] that for the case of the rank of $V$ larger than $\sqrt{2n}$, the optimal solution for $V$ can recover the optimal solution of $X$.

Now let us consider how we can solve the problem (4) via a coordinate descent method. The resulting algorithm is extremely simple to implement, and as we will show, it performs substantially better than existing approaches for the semidefinite problems of interest. Specifically, the objective terms that depend on $v_i$ are given by $v_i^T (\sum_{j=1}^n C_{ij} v_j)$. However, because $\|v_i\| = 1$ we can assume that $C_{ii} = 0$ without affecting the solution of the optimization problem. Thus, the problem is equivalent to simply minimizing the inner product $v_i^T g$ (where $g$ is given by the above sum), subject to the constraint that $\|v_i\| = 1$; this problem has a closed form solution, simply given by $v_i = -g/\|g\|$. Put in terms of the original $v_j$ variable, this is simply the update

$$v_i^{\text{next}} := \text{normalize} \left( -\sum_{j=1}^n C_{ij} v_j \right).$$
The mixing method is strictly decreasing and always converges to a critical point.

**Theorem 1.** The mixing method is strictly decreasing and always converges to a critical point.

Before starting the proof, we formulate the Mixing method in a slightly different manner. Let \( L \) be the strictly lower triangular part of \( C \) so that \( C = L + L^T \) (because we can assume \( C_{ii} = 0 \)). Then the update of the Mixing method can be written as

\[
- V^r L = V^{r+1} \left( L^T + \text{diag}(y^{r+1}) \right),
\]

in which \( V^r \) is the solution at the \( r \)-th iteration and

\[
y_i^{r+1} = \| \sum_{j<i} C_{ij} v_j^{r+1} + \sum_{j>i} C_{ij} v_j^r \|.
\]

This formulation is similar to the analysis of block coordinate descent in [Sun and Hong, 2015]. Specifically, note that \( y^{r+1} \) is not a constant and thus the evolution is not linear. Further, we show that our method admits sufficient decrease for every cycle.

**Lemma 2.** The function difference for each cycle of the Mixing method is

\[
\langle C, X^r \rangle - \langle C, X^{r+1} \rangle = \sum_{i=1}^n y_i^{r+1} \| v_i^r - v_i^{r+1} \|^2.
\]

**Proof.** Left-multiplying (6) by \( V^r V^T \) and \( V^{r+1} V^T \) and taking the difference between these two equations (using the fact that \( X^r = V^r V^T \)), we have

\[
X^r L - X^{r+1} L = V^{r+1} V^T L - V^r V^T L + (X^{r+1} - V^r V^T) \text{diag}(y^{r+1}).
\]

Because

\[
\text{tr}(XL) = \frac{1}{2} \text{tr}(XC) \quad \text{and} \quad \text{tr}(V^{r+1} V^T L) = \text{tr}(V^r V^T V^{r+1} L^T),
\]

taking trace on (9) gives

\[
\frac{1}{2} (\text{tr}(CX^r) - \text{tr}(CX^{r+1})) = 0 + \sum_{i} y_i^{r+1} (1 - v_i^r v_i^{r+1}).
\]

The result follows from the fact that \( 1 - v_i^r v_i^{r+1} = \frac{1}{2} \| v_i^r - v_i^{r+1} \|^2 \).

**Proof.** (of Theorem 1) Lemma 2 means that the Mixing method admits a unique limit point. Let the limit be \( \bar{V} \) and the corresponding limit of \( y^r \) be \( \bar{y} \). Then \( \bar{V} \) being a fix point of (6) implies

\[
\bar{V} (C + \text{diag}(\bar{y})) = 0,
\]

which also means

\[
\bar{X} (C + \text{diag}(\bar{y})) = 0
\]
if we let $\bar{X} = \bar{V}^T \bar{V}$. Remember that the KKT condition of (3) is

\[
\begin{align*}
X^* &\succeq 0, \quad X^*_{ii} = 1 & \text{primal feasibility} \quad (13) \\
X^*(C + \text{diag}(y^*)) = 0 & \text{complementary slackness} \quad (14) \\
C + \text{diag}(y^*) &\succeq 0 & \text{dual feasibility}. \quad (15)
\end{align*}
\]

Thus, together with the feasibility of the Mixing method, the limit $\bar{V}$ satisfies (13) and (14).

Finally, we note that although it is not yet proven, for cases where we can compute the globally optimal solution of the SDP, we observe that 1) the Mixing method always converges to this solution, provided the rank $k \geq \sqrt{2n}$; and 2) it converges to this global optimum at a linear rate. Proving either of these properties for any low-rank semidefinite programming approach remains an open problem (though this behavior has been observed repeatedly), so it is not surprising that a formal proof of this fact remains elusive. Thus, the method in practice seems to give the exact solutions of the semidefinite programming problem, while being many orders of magnitude faster.

## 4 Application: Maximum cut problem

The SDP MAXCUT relaxation is indeed the motivating example of the Mixing method, so we consider it first. In this section, we demonstrate how to apply our method to this problem, which originated from [Goemans and Williamson, 1995].

**Problem description.** The maximum cut problem is an NP-hard binary optimization problem, which seek a partition over a set of vertex $i = 1, \ldots, n$, so that the sum of edge weight $C_{ij}$ across the partition is maximized. If we denote the two partition as $\pm 1$, we can formulate the assignment $v_i$ of vertex $i$ as the following binary optimization problem

\[
\begin{align*}
\text{maximize} \quad & \frac{1}{2} \sum_{ij} C_{ij} \left( \frac{1 - v_i v_j}{2} \right). \quad (16)
\end{align*}
\]

Goemans and Williamson [1995] proposed that we can approximate the above solution by “lifting” the assignment to a unit sphere in $R^k$ for sufficient large $k$

\[
\begin{align*}
\text{maximize} \quad & \frac{1}{2} \sum_{ij} C_{ij} \left( \frac{1 - v_i^T v_j}{2} \right). \quad (17)
\end{align*}
\]

To recover the binary assignment, we can do a randomized rounding by picking a random vector $r \in R^k$ on the unit sphere, and let the binary assignment of vertex $i$ be $\text{sign}(r^T v_i)$. The analysis shows that the approximation ratio for the NP-hard problem is 0.878, which means that the expected objective from the randomized rounding scheme is at least 0.878 times the optimal binary objective.

Because the problem can be solved by the unit diagonal SDP (3), we can apply the Mixing method directly, as presented in Algorithm 1. Further, for sparse adjacency matrix $C$, the coefficient $\sum_j C_{ij} v_j$ can be constructed in time proportional to the nonzeros in column $i$ of $C$. Thus, the time complexity of running a round of update for all $v_i$ is $O(k \cdot \#\text{edges})$, in which $k$ is at most $\sqrt{2n}$.

**Results** Figure 1 shows the results of running the Mixing method on several instances of benchmark MAXCUT problems. These range in size from approximately 1000 nodes and 20000 edges to approximately 2 million nodes and 3 million edges. For this application, we are largely concerned with evaluating the runtime of our Mixing method versus another approaches for solving this same semidefinite program. Specifically, we compare to DSDP [Benson and Ye, 2005], an interior point methods; SDPLR [Burer and Monteiro, 2003], one of the first approaches to exploit low-rank structure; and Manopt [Boumal et al., 2014], a recent toolkit for optimization on Riemannian manifolds, with special solvers dedicated specifically to the MAXCUT problem. As the results show, in all cases the Mixing method is substantially faster than other approaches: for reaching modest accuracy (defined as 10−4 times the difference between the initial and optimal value), we are typically 10-100x faster than all competing approach; only the Manopt algorithm ever surpasses our approach, and this happens only once both methods have achieved very high accuracy. Crucially, on the largest problems, we remain about 10x (or more) faster than Manopt over the entire run. This allows the Mixing method to scale to substantially larger problems in less time. While only 3 illustrative cases are shown in the figure, additional results (which all look similar) are included in the appendix.
5 Application: Maximum satisfiability problem

Using similar ideas as in the previous section, [Goemans and Williamson, 1995] proposed that we can use SDP to solve the maximum 2-satisfiability problem. In this section, we propose a novel formulation that generalizes this idea to general maximum satisfiability problem. The relaxation we propose here is novel, to the best of our knowledge, and, as we will show, achieves substantially better approximation results than existing relaxations.

Problem description. The MAXSAT problem is an extension of the well-known satisfiability problem, where the goal is to find an assignment that maximizes the number of satisfied clauses. Letting $v_i \in \{\pm 1\}$ be a binary variable and $s_{ij} \in \{-1, 0, 1\}$ be the sign of variable $i$ in clause $j$. The goal of MAXSAT can then be written as the optimization problem

$$\maximize_{v \in \{-1, 1\}^n} \sum_{j=1}^{m} \sum_{i=1}^{n} 1\{s_{ij}v_i > 0\}$$

Note that most clauses will contain relatively few variables, so the $s_j$ vectors will be sparse. To avoid the need for an additional bias term, we introduce an auxiliary “truth” variable $v_0$, and define define $z_j = \sum_{i=1}^{n} s_{ij}v_i - 1 = \sum_{i=0}^{n} s_{ij}v_i = V s_j$. Then the MAXSAT problem can be approximated as:

$$\maximize_{v \in \{-1, 1\}^n} \sum_{j=1}^{m} 1 - \frac{\|V s_j\|^2 - (|s_j| - 1)}{(|s_j| + 1)^2 - (|s_j| - 1)}$$

Although we will not derive it formally, for any $v_i$, this term represents an upper bound on the exact MAXSAT solution. We can now perform a similar trick to the MAXCUT SDP, and relax the $v_i$s to be vectors in $\mathbb{R}^k$ with $\|v_i\| = 1$. This leads to the full MAXSAT semidefinite programming relaxation

$$\minimize_{X \succeq 0} \langle C, X \rangle, \quad \text{subject to } C = \sum_{j=1}^{m} w_j s_j s_j^T, \ X_{ii} = 1, \ i = 0, \ldots, n.$$

where $w_j = 1/((|s_j| + 1)^2 - (|s_j| - 1))$.

Application of the Mixing method To apply the mixing method, need a slightly more involved approach that for MAXCUT, but the algorithm is still extremely simple. Specifically, we maintain $z_j = V s_j$ for all clause $j$. Because in each subproblem only one variable $v_i$ is changed, the $z_j$ can be maintained in $O(k|s_i|)$ (where $|s_i|$ denotes the number of clauses that contain variable $i$). To sum up, we have time complexity $O(k|S_1|)$ for updating over all the variables in $V$ once. Also, because applying arbitrary rotation $R \in \mathbb{R}^{k \times k}$ to $V$ doesn’t change the objective value of our problem, we can avoid updating $v_0$. See Algorithm 2 for complete algorithm. To recover the binary assignment, we consider the following classic rounding scheme: sample a random vector $r$ from a unit sphere, then assign binary variable $i$ as true if $\text{sign}(r^T v_i) = \text{sign}(r^T v_0)$ and false otherwise.

Unlike in the previous section (where the focus was solely on optimization performance), in this section we highlight the fact that with the Mixing method we are able to obtain MAXSAT results with high approximation ratio on challenging domains (as the problems are similar, relative optimization performance is similar to that of the MAXCUT evaluations). Specifically, we evaluate solving MAXSAT examples from the 2016 MaxSAT competition [Argelich et al., 2016].
Algorithm 2: The Mixing method for MAXSAT problem

1. Initialize all $v_i$ randomly on a unit sphere;
2. Let $z_j = \sum_{i=0}^{n} s_{ij} v_i$ for $j = 1, \ldots, m$;
3. while not yet converged do
   4. for $i = 1, \ldots, n$ do
      5. foreach $s_{ij} \neq 0$ do $z_j := z_j - s_{ij} v_i$;
      6. $v_i := \text{normalize} \left( -\sum_{j=1}^{m} \frac{s_{ij}}{|s_j|+1} z_j \right)$;
   7. foreach $s_{ij} \neq 0$ do $z_j := z_j + s_{ij} v_i$;
   8. end
4. end

Out of 525 problems (every problem solved exactly by some solver within 30 minutes during the competition), our method achieved as average approximation ratio of 0.978, and usually found such solution within seconds or less. Figure 2 shows the progress of our approximate method versus the time for the exact solution as well as the well-known linear programming approximation (solved via the Gurobi solver). In all cases we are able to converge to a reasonable solution after just a few passes over the variables.

6 Application: Word embedding problem

Finally, we end this paper with an application of the Mixing method to a different type of problem: an SDP with a quadratic objective and no constraint. Specifically, in this section we will discuss an application to a word embedding problem. Notably, we emphasize that these results demonstrate the potential for convex methods to apply to domains typically considered the realm of purely local non-convex optimization.

Problem description. A word embedding problem seek to represent the meaning of a word as a real-valued vector. It is ubiquitous in NLP and information retrieval. Specifically, let $C_{ij}$ be the number of times word $i$ and $j$ co-occur within the same window in the corpus. We consider solving a slightly modified version of the GloVe objective function [Pennington et al., 2014]

\[
\min_{V \in \mathbb{R}^{k \times n}} \frac{1}{2} \sum_{i \neq j} w_{ij} \left( v_i^T v_j + b_i + b_j - \log C_{ij} \right)^2,
\]

where $n$ is number of vocabulary, $k$ is number of latent factor and $w_{ij} = \min\{C_{ij}^{3/4}, 100\}$ is a tuning factor to suppress the high-frequency words. The only difference with GloVe is that we do not include the self-loop, i.e., $i = j$ terms, in the formulation.

Application of Mixing method If we focus on one $v_i$ at a time, we can see that the subproblem

\[
\min_{d \in \mathbb{R}^k} f(v_i + d) = \frac{1}{2} \sum_{j} w_{ij} \left( (v_i + d)^T v_j + b_i + b_j - \log C_{ij} \right)^2
\]

is a unconstrained quadratic program for direction $d \in \mathbb{R}^k$. After expansion, the above subproblem is equivalent to

\[
\min_{d \in \mathbb{R}^k} \frac{1}{2} d^T \left( \sum_{j} \frac{H_{ij}}{w_{ij}} v_j v_j^T \right) d + \left( \sum_{j} e_{ij} w_{ij} v_j \right)^T d,
\]
Algorithm 3: The Mixing method for Word embedding problem

1. Initialize $v_i$ randomly on a unit sphere;
2. Initialize $b_i := 0$ for each $i = 1, \ldots, m$;
3. while not yet converged do
   4. for $i = 1, \ldots, n$ do
      5. Solve $Hd + g = 0$ approximately by conjugate gradient method using $Hd := \sum_j w_{ij} (v_j^T d) v_j$ and $g := \sum_j w_{ij} e_{ij} v_j$,
         where $e_{ij} = v_i^T v_j + b_i + b_j - \log(C_{ij})$;
      6. Let $v_i := v_i + d$;
      7. Update bias term $b_i := b_i - (\sum_j w_{ij} e_j) / (\sum_j w_{ij}^2)$;
   8. end
9. end

Figure 3: $(f - f_{\text{min}})$ v.s. training time, where $f_{\text{min}}$ is minimum objective value we have.

where $e_{ij} = v_i^T v_j + b_i + b_j - \log C_{ij}$. Although a closed-form solution exact method in $O(n^3)$, in practice, we apply the conjugate gradient method with stopping condition on $\|\nabla_d f(v + d)\|$ to get a good enough solution for each of the subproblem and cyclically update all the $v_i$. Each round of update through all the variables take $O(k \cdot \#\text{nnz} \cdot \# \text{CG iteration})$, in which ($\# \text{CG iteration}$) is typically below 10 in our settings. Algorithm 3 contains a complete description.

Results. Figure 3a shows the result of comparing the proposed mixing method with the stochastic gradient method, which is the default solver for GloVe. We consider the wiki8 and enwiki datasets, well-known benchmarks for word embedding. The corpus is pre-processed by standard approach [Pennington et al., 2014] (removing non-textual elements, sentence splitting, and tokenization), and words that appeared less than 1000 times in the corpus are ignored. Figure 3a shows the results of the Mixing method versus SGD on our two corpora. For both datasets, Mixing converges substantially faster to a lower function objective value than the SGD method.

7 Conclusion

In this paper we have presented the Mixing method, a low-rank coordinate descent approach for solving certain classes of structured semidefinite programming problems. The algorithm is extremely simple to implement, and involves no free parameters such as learning rates. We have proved that the algorithm converges everywhere to a critical point of the low-rank optimization problem. And we have demonstrated the method on three different application domains: the MAXCUT SDP, a (novel) MAXSAT relaxation, and a word embedding problem. In all cases we show positive results, that the method performs much faster than existing approaches from an optimization standpoint (for MAXCUT and word embeddings), and that the resulting solution have high quality from a application perspective (for MAXSAT). In total, this substantially raises the bar as to what applications can be feasibly addressed using semidefinite programming, and also advances the state of the art in structured low-rank optimization.
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A Full experiment result for MAXCUT problem

For completeness, we here include timing results for all MAXCUT optimization problems. These problems are taken from GSET [Helmberg and Rendl, 2000], which is a suite of standard benchmark problems for the MAXCUT problem. The horizontal line in the figures marks the stopping threshold for the Mixing method, which equals $10^{-4}$ times the initial difference to the optimal objective value. In the smaller GSET dataset, the Mixing method is 7.53x faster than Manopt, 43.62x faster than SDPLR, and 361x faster than DSDP on the time to reach the horizontal line. In the large dataset (email-Enron [Leskovec et al., 2005], ca-HepPh [Leskovec et al., 2007], and roadNet-CA [Leskovec et al., 2009]), the Mixing method is 40.01x faster than Manopt on all three data, and 114.83x faster than SDPLR when it is runnable. Some solvers are not presented in the experiments of large dataset because they crashed or didn’t produce any iteration after an hour.
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Figure 5: Function difference vs time
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B Partial experiment result for MAXSAT problem

For completeness, we here include the approximation results for part of the 2016 MAXSAT competition [Argelich et al., 2016] from the 525 solved instances. The vertical lines denote the stopping time of Gurobi (LP approx), the best incomplete solver (inexact), and the best complete solver (exact) in the competition. The horizontal lines denote the approximate rate of the optimal solution (the red line), the rounded solution from Gurobi solver (LP approx), and the random solution (random). Our method (mixing) achieves as average approximation ratio of 0.978, and usually found such solution within seconds or less.

Figure 8: Approximation ratio vs time