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Abstract: Enhancers are short motifs that contain high position variability and free scattering. Identifying these non-coding DNA fragments and their strength is vital because they play an important role in the control of gene regulation. Enhancer identification is more complicated than other genetic factors due to free scattering and their very high amount of locational variation. To classify this biological difficulty, several computational tools in bioinformatics have been created over the last few years as current learning models are still lacking. To overcome these limitations, we introduce iEnhancer-Deep, a deep learning-based framework that uses One-Hot Encoding and a convolutional neural network for model construction, primarily for the identification of enhancers and secondarily for the classification of their strength. Parallels between the iEnhancer-Deep and existing state-of-the-art methodologies were drawn to evaluate the performance of the proposed model. Furthermore, a cross-species test was carried out to assess the generalizability of the proposed model. In general, the results show that the proposed model produced comparable results with the state-of-the-art models.
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1. Introduction

In the field of transcriptomics, enhancers [1] are unique non-coding DNA fragments that target the control of gene expression for the generation of proteins (activators) and RNA [2]. The proteins are conventionally referred to as transcription factors, which are proteins involved in transcribing DNA into RNA, and they can be located and mapped up to 1 Mbp from the gene or sometimes even to divergent chromosomes [3]. Due to their vigorous nature, the occurrence of enhancers in perceptible genomic sections makes them difficult to identify. Despite some of these challenges in pinning down enhancers at a genomic scale, some useful methods have been initiated over the last few years. The presence of enhancers has been revealed in different species of mammals and vertebrates [4]. For instance, inflammatory bowel disease (IBD)-upregulated promoters and enhancers are highly enriched with IBD-associated SNPs and are bound by the same transcription factors [5]. Much remains to be completed to identify enhancers and connect them to human biology and disease. The human genome consists of a large number of enhancers. Furthermore, enhancers are found in both prokaryotes and eukaryotes. A promoter, a slightly different fragment of DNA, is a sequence where gene transcription initiates [3]. Unlike promoters, enhancers are typically found 20 kb upstream/downstream of genes, or even of chromosomes that may not be carrying genes. Due to the nature of this location...
disparity, it is very challenging to identify new enhancers. Certain contemporary studies of alterations suggest that enhancers are a large class of functional elements that may have many subgroups, whose targets experience different types of biological activities and regulatory effects [6]. Moreover, genetic variety in enhancers has been demonstrated to be associated with human diseases such as different types of cancer and inflammatory bowel disease [5]. Some computational work has recently been carried out to identify regulatory enhancers because experimental methods are time-consuming and costly. In contrast to the past, computational researchers are now well-appointed with high-profile computing assets and sophisticated strategies to master the outgrowth of biological data. With the improvement of machine learning, numerous computational prediction models that can rapidly recognize enhancers in genes have been developed. These approaches include CSI-ANN [7], RFECs [8], EnhancerFinder [9], ChromeGenSVM [10], GKM-SVM [11], DEEP [12], EnhancerDBN [13], and BiRen [14]. However, these methods merely classify identified enhancers. Meanwhile, enhancers are wide-ranging and comprise many diverse subgroups such as strong/weak enhancers, inactive enhancers, and pent-up enhancers. iEnhancer-2L [3] is the primary predictive model that solely relies on sequence data to assist predictors in differentiating enhancers and their quality. Recently, two efficient predictors, iEnhancer-2L [3] and iEnhancer-EL [15], have been proposed; these do not only identify enhancers but also identify their strength and classify them as strong and weak enhancers. In 2016, iEnhancer-2L by Liu et al. [3] presented an operational methodology using a support vector machine (SVM) learning algorithm. Pseudo k-tuple nucleotide composition (PseKNC) was used for the sequence-encoding scheme in iEnhancer-2L [3]. In 2018, iEnhancer-EL [15] was presented as an improved description of iEnhancer-2L [3]. This model is complex as it requires an ensemble of six classifiers for the first stage and ten classifiers for the second stage. The crucial classifiers were assembled from many SVM-based elementary classifiers [15], which are composed of three diverse feature categories: the PseKNC, k-mers, and subsequence profiles. Although the aforementioned machine learning-based methods can deliver good results, deep learning models perform better without the need for manual feature extraction [16,17]. Moreover, the machine learning models still require hand-designed input features from specific sequences; however, convolutional neural networks (CNNs) can readily learn substantial features from numerous stages. Even though iEnhancer-EL [15] is currently classified as a leading method for classifying enhancers and their strength, it is likely to inspire far better models that will utilize novel learning algorithms and encoding strategies. In this study, we propose a two-stage deep learning prediction framework for the classification of enhancers in the first stage and their strength in the second stage; this framework is called iEnhancer-Deep. For sequence encoding, this model offers a combination of One-Hot Encoding and the use of CNNs. During the test time, if the input sequence from the proposed model was classified as an enhancer in the primary stage, it was then sent off to the latter stage to determine its quality or strength. If not, the proposed sequence was termed a non-enhancer sequence. We followed Chou’s 5-step rules that had been widely used in recent publications [18–26]. The regulations state: (i) implement a considerable benchmark dataset to prepare and then test the indicator, (ii) emphasize extraction or determination, (iii) employ a robust classification computation, (iv) perform cross-validation, and finally, (v) assemble a web server.

2. Materials and methods

The benchmark dataset, the suggested model, and the performance evaluation are described in this section.

2.1. Benchmark Dataset

The dataset utilized in our study was collected from the study by Liu et al. [3]. This dataset was also used in the progression of iEnhancer-2L [3], iEnhancer-EL [15], and EnhancerPred [27]. The enhancers in this dataset were extracted from nine diverse cell lines
where they were withdrawn as DNA groupings out of short 200 bp clips of the same length. The nine different cell lines were HUVEC, K562, HepG2, H1ES, HSMM, NHLF, GM12878, NHEK, and HMEC. The CD-HIT software program [28] was utilized to prohibit pairwise sequences with more than 20% of characteristics in common. The benchmark dataset encompassed 1484 enhancers, of which 742 were strong enhancers, while the remaining 742 were weak enhancers. Furthermore, 1484 were non-enhancer specimens. Hence, the benchmark dataset can be defined as follows:

\[ E = E^+ \cup E^- \]  
\[ E^+ = E^+_{\text{strong}} \cup E^+_{\text{weak}} \]  

where \( E \) represents the overall number of positive and negative sequences. Union in the set theory is shown by the symbol \( \cup \). The \( E^+ \) subset contained 1484 enhancer sequences, whereas \( E^- \) contained 1484 non-enhancer sequences. The first 1484 enhancers were divided into two portions: \( E^+_{\text{strong}} \) comprised 742 strong enhancers, and \( E^+_{\text{weak}} \) comprised 742 weak enhancers. \( E^-_{\text{strong}} \) (strong enhancers) and \( E^- \) (non-enhancers) were identified in all nine tissues emphasized above; nevertheless, \( E^-_{\text{weak}} \) (weak enhancers) substantially vary within diverse tissues. To account for this, weak enhancers were based on human embryonic stem cells. Similar to other studies, we used the training set to build two different models for two different problems: identification of enhancers in stage 1 and classification of enhancers in stage 2. We started by randomly dividing the training set into five folds, utilizing stratified sampling for both layers. Each fold was utilized as the validation set, whereas the remaining four folds were employed as the training set for the preparation of the CNN model.

2.2. Methods

In this study, we aimed to enhance the classification accuracy compared with the previous method. Therefore, we proposed the addition of Gaussian noise to make the model more robust, more generalizable, and more accurate, especially when the available training data are limited and the models are prone to overfitting. Gaussian noise addition helps to avoid overfitting and produces a more generalizable model. This study proposes a combination of deep learning with One-Hot Encoding for classifying the enhancers’ quality and strength. The strategy suggested in this study is composed of two steps. The first step is the feature representation phase, in which One-Hot Encoding is used to encode each encoding sequence to feed our CNN model for classification. The secondary step involves the prediction of enhancers through the use of a CNN-based model by supplying the already identified enhancers from the first step. A detailed illustration of the proposed model is shown in Figure 1. Each enhancer is 200 nt long and is formed by four nucleic acids, including adenine (A), guanine (G), cytosine (C), and thymine (T). The first two of the aforementioned nucleic acids (adenine and guanine) are purines, while the latter two (cytosine and thymine) are pyrimidines. A new matrix from a set of four binary numbers representing the four types of nucleic acids was assembled for One-Hot Encoding, where A was encoded by [1 0 0 0], C was encoded by [0 1 0 0], G was encoded by [0 0 1 0], and T was encoded as [0 0 0 1]. The input for the network was a 200 × 4 encoding matrix sequence, which had a length of 200. We deployed the use of Gaussian noise in our input layer. Additional input signals can be considered in the model design, such as H3K27ac signals; however, for simplicity, the design relied only on One-Hot Encoding. We used Gaussian noise with a standard deviation of 0.2. The network consisted of three 1-D CNN blocks comprising Conv1D, a regularizer layer, group normalization, max pooling, and a dropout layer. The regularization layer L2, also known as weight decay, forced the weights to be very close to zero, but not entirely zero. This helped to polish the model implementation for new data. The regularization layer was also useful for the slight tailoring of the algorithm for better functioning. Group normalization functioned as a layer that normalized the features within each group. A max pooling layer was used because of
its ability to reduce overfitting by putting forward an epitomized form of the representation and trimming the computational cost by depleting some parameters. A flattened layer was used between the convolutional layer and the fully connected layer. A flattened layer was used to modify the feature matrix into a vector that could later be used in the fully connected neural network classifier via a rectified linear unit (ReLU), which was used for all except the last layer that would employ the sigmoid activation function. A similar architecture was used to classify strong and weak enhancers. The models were trained within 200 epochs, the use of early stopping with a patience level of 10, binary cross entropy, and an Adagrad optimizer with a learning rate of 0.0001. The work in [26] required the training of a language model for encoding the input sequence; however, the encoding of the proposed model was simpler because it did not require the use of a language model as it relied solely on One-Hot Encoding. Table 1 lists the detailed configurations of the proposed model for both stages.

![Figure 1. Illustration of the proposed model architecture.](image-url)
Table 1. Detailed architecture of the proposed model for both stages.

| Layer                      | Parameters                  |
|----------------------------|-----------------------------|
| Input                      | -                           |
| Gaussian Noise             | Standard deviation = 0.2    |
| Conv1D                     | Kernels = 128               |
|                            | Kernel size = 7             |
| Group Normalization        | Groups = 2                  |
| Max pooling                | Window size = 2             |
| Dropout                    | Dropout rate = 0.2          |
| Conv1D                     | Kernels = 256               |
|                            | Kernel size = 6             |
| Group Normalization        | Groups = 2                  |
| Max pooling                | Window size = 2             |
| Dropout                    | Dropout rate = 0.15         |
| Conv1D                     | Kernels = 256               |
|                            | Kernel size = 5             |
| Group Normalization        | Groups = 2                  |
| Max pooling                | Window size = 2             |
| Dropout                    | Dropout rate = 0.04         |
| Flatten                    | -                           |
| Dense                      | Nodes = 16                  |
| Output                     | Nodes = 1                   |

To demonstrate our model’s performance, we used another highly regarded encoding technique denoted ‘nucleotide chemical properties (NCP) and nucleotide density (ND)’. This encoding technique accounts for the fact that the four nucleic acids, adenine (A), cytosine (C), guanine (G), and thymine (T), have diverse chemical properties [29]. In addition, the technique allows adenine and cytosine to be sorted as amino groups, while guanine and thymine are classified as keto groups based on their chemical functionality. Cytosine and guanine form strong hydrogen bonds, whereas adenine and thymine can form weak hydrogen bonds. Adenine and guanine are purines, whereas cytosine and thymine are pyrimidines. Consequently, nucleic acids can be divided into three different classes, as shown in Table 2.

Table 2. Representation of nucleotides based on their chemical properties.

| Chemical Properties | Class  | Nucleotides |
|---------------------|--------|-------------|
| Ring Structure      | Purine | [A, G]      |
|                     | Pyrimidine | [C, T]      |
| Hydrogen Bond       | Strong | [C, G]      |
|                     | Weak   | [A, T]      |
| Functional Group    | Amino  | [A, C]      |
|                     | Keto   | [G, T]      |

To define these properties, we used the trinity of the ring structures, hydrogen bond strength, and functional group classifications. In addition, the values of 0 and 1 were assigned to the trinity for classification purposes. For the first element ring, a structure with a value of 1 indicates a purine, and a value of 0 indicates a pyrimidine. For the second element of the trinity, the values 0 and 1 indicate the strength of the hydrogen bonds; 1 classifies a strong hydrogen bond, and 0 classifies a weak hydrogen bond. The third and last element of our trinity indicates whether the nucleotide is an amino or keto, where 1 signifies an amino, and 0 characterizes a keto. To incorporate these properties, three
coordinates \((x, y, z)\) were utilized to illustrate the chemical properties of the four nucleotides. If the ring structure, hydrogen bond, and chemical functionality are represented by the coordinates \(x, y, \) and \(z\), then a particular nucleotide can be encoded by \((x, y, z)\) [30]:

\[
x_i = \begin{cases} 
1 & \text{if } s_i \in \{A, G\} \\
0 & \text{if } s_i \in \{C, T\}
\end{cases}
\]

\[(3)\]

\[
y_i = \begin{cases} 
1 & \text{if } s_i \in \{A, T\} \\
0 & \text{if } s_i \in \{C, G\}
\end{cases}
\]

\[(4)\]

\[
z_i = \begin{cases} 
1 & \text{if } s_i \in \{A, C\} \\
0 & \text{if } s_i \in \{G, T\}
\end{cases}
\]

\[(5)\]

where nucleotide density (ND) provides information about the nucleotide's frequency as well as the nucleotide's location. The nucleotide density \(d_i\) of a specific nucleotide \(n_i\) at a certain position in a given sequence \(i\) can be defined as follows:

\[
d_i = \frac{1}{|N_i|} \sum_{j=1}^{i} f(n_j), f(n_j) = \begin{cases} 
1 & \text{if } n_j = q \\
0 & \text{otherwise}
\end{cases}
\]

\[(6)\]

where \(d_i\) indicates the nucleotide density of each position \(i\) in a given DNA sequence. \(|N_i|\) characterizes the length of the subsequence from the very first position to position \(i\) of the sequence. The \(n_i\) states the base in position \(j\) of a given DNA sequence and \(q \in \{A, C, G, T\}\). The combination of the nucleotide density and nucleotide chemical properties yields a matrix with 41 rows and 4 columns, which are used to epitomize each DNA sequence. The first three elements represent the nucleotide chemical properties, and the last element represents the nucleotide density for each column. A grid search algorithm was used to search for the best possible parameters.

2.3. Gaussian Noise

Small datasets can cause problems while training expansive neural networks; to begin with, the model may effectively memorize the training dataset rather than learning a common mapping from inputs to outputs, and the model may learn the particular input cases and their related outputs and overfits. This will generate a certain model that will provide good performance on the training dataset but comparatively poor performance on a test dataset. The downside of using small datasets is that they provide less opportunity to learn the structure of the input and its interaction with the output. The larger the training dataset, the better the description of the problem that the model needs to comprehend. A smaller dataset implies that there is a relatively smooth input space, causing a very complex mapping function that may be difficult for the model to learn. The introduction of noise in the course of the training of a neural network model has a kind of regularization effect, which improves the strength of the model [31]. Moreover, the impact of random noise has a similar effect on the loss function. The incorporation of random noise implies that there is very little possibility that our model will memorize the training data because they are constantly changing. This results in small network weights and a network that is more vigorous, along with a lower generalization error. Gaussian noise adds random small values to our input with a specific shape and gives us an output of the same shape with a slight change in the noise added to the values. The addition of random noise makes the data different each time it is introduced to the model, since the noise constantly changes the network weights and strengthens the network [31].
2.4. Evaluation Parameters

By inspecting other similar studies in the recent past [16,18–20,22,23], we concluded that the following parameters should be used to evaluate the standard of the proposed predictor model. The following four metrics were chosen: (i) sensitivity (SP), (ii) specificity (SN), (iii) accuracy (ACC), and (iv) the Mathews correlation coefficient (MCC), which are described below:

\[
\text{Sensitivity} = \frac{TP}{TP + FN} \tag{7}
\]

\[
\text{Specificity} = \frac{TN}{TN + FP} \tag{8}
\]

\[
\text{Accuracy} = \frac{TP + TN}{TP + FN + TN + FP} \tag{9}
\]

\[
\text{MCC} = \frac{TP \times TN - FP \times FN}{\sqrt{(TP + FP)(TP + FN)(TN + FP)(TN + FN)}} \tag{10}
\]

TN, TP, FN, and FP represent true negative, true positive, false negative, and false positive values, respectively. The connotations of SN, SP, ACC, and MCC are more natural and simpler to apprehend, and they have been discussed and utilized in a number of studies in numerous biological fields in the recent past. Metric specificity can also be represented as the true negative rate (TNR). It calculates the ratio of negative samples to the model. Authentic predictions of the test data are called accuracy. The Matthews correlation coefficient (MCC) shows the model’s output as a binary classifier [32]. MCC values exist within a range of [−1, 1], where 1 signifies a 100% true prediction, −1 signifies that the prediction does not entirely correlate with the observation, and 0 implies any random predicted value.

3. Results and Discussion

3.1. Effect of Different Encoding Techniques

The results show that One-Hot Encoding outperforms the NCP+ND encoding technique. Table 3 shows the comparison between nucleotide chemical properties and the proposed model using different encoding schemes for both stages. Figure 2 demonstrates a comparison in the first stage, and Figure 3 demonstrates a comparison in the second stage.

| Stage  | Model          | Sensitivity | Specificity | Accuracy | MCC  |
|--------|----------------|-------------|-------------|----------|------|
| Stage 1| NCP+ND         | 72.7        | 72.7        | 74.59    | 0.49 |
|        | iEnhancer-Deep | 86.99       | 88.54       | 87.77    | 0.75 |
| Stage 2| NCP+ND         | 72.6        | 75.9        | 75.9     | 0.48 |
|        | iEnhancer-Deep | 83.57       | 78.16       | 80.86    | 0.62 |
3.2. Cross-Validation Test

While using a cross-validation test, the complete dataset should be broken down into k subsets. In our study, one of the k-folds was applied in training and hyper-parameter selection; however, the remaining fold was utilized for testing the model. The reported results are the average of all five folds. The benchmark dataset shown in Equation (1) was used to train the first-stage classifier; similarly, the predictor was trained on the benchmark dataset, which is stated in (2) for the second-stage classifier. Table 4 and Figure 4 show the results obtained using the five-fold cross-validation on the benchmark dataset for both the first and second layers. Results from the cross validation show that the proposed model acquired a sensitivity of 86.99%, specificity of 88.54%, accuracy of 87.77%, MCC of 75.96%, and AUC of 94.01% for the first phase of the classification. For the second phase, the proposed predictor attained a sensitivity of 83.57%, specificity of 78.16%, accuracy of 76.7%, MCC of 62.05%, and AUC of 83.28%.
This study used state-of-the-art classification models such as iEnhancer-EL [15], iEnhancer-2L [3], EnhancerPred [27], iEnhancer-XG [33], iEnhancer-5Step [34], iEnhancer-DSNet [35], tan2019ensemble [36], and iEnhancer-CNN [26]. These prediction methodologies were compared to that of this study for better evaluation. These studies employed a similar dataset for the functional evaluation and analysis of the benchmark dataset. The comparison of the accuracy of our model to other models demonstrated a significant increase for both layers. However, a detailed comparison using cross-validation tests of performance on the state-of-the-art predictors and our predictor in the first stage is shown in Table 5, and a similar comparison with state-of-the-art predictors for the second stage is shown in Table 6. The most noteworthy values for each class of metrics are highlighted. Furthermore, the performance of enhancer identification in the first stage was amended by 8.9%, 7.14%, and 0.06% for Sn, ACC, and MCC, respectively, as illustrated in Figure 5. Similarly, there was a significant improvement in the second stage by 3.92%, 1.36%, 4.43%, and 0.17 for Sn, Sp, ACC, and MCC, as shown in Figure 6. A detailed comparative analysis of the performance of the proposed model illustrates that our study achieved a significant improvement in model execution based on the performance assessment metrics. In both stages 1 and 2, the suggested predictor resulted in a significant enhancement of the perceived parameters. The considerable increase in MCC values demonstrates that our study increases the stability of the predictor and the overall performance of the model in comparison with the state-of-the-art methodologies that generally have smaller MCC values. This advancement is key to verifying the consistency of binary classification problems. MCC values are considered comparatively more instructive than ACC values because it considers the extent of all four parameters (TN, TP, FP, and FN) of the confusion matrix to show a balanced assessment during model appraisal [37]. In general, iEnhancer-Deep produced comparable performance with other previously proposed strategies.
**Table 5.** Performance comparison between the state-of-the-art predictors and the proposed model in the first stage.

| Model            | Sensitivity | Specificity | Accuracy | MCC  |
|------------------|-------------|-------------|----------|------|
| iEnhancer-EL     | 75.67       | 80.39       | 78.03    | 0.56 |
| iEnhancer-2L     | 78.09       | 75.88       | 76.89    | 0.54 |
| EnhancerPred     | 72.57       | 73.79       | 73.18    | 0.43 |
| iEnhancer-XG     | 75.70       | 86.50       | 58.55    | 0.62 |
| iEnhancer-5Step  | 81.10       | 83.50       | 82.30    | 0.65 |
| iEnhancer-DSNet  | 76.00       | 76.00       | 76.00    | 0.52 |
| tan2019ensemble  | 73.25       | 76.42       | 74.83    | 0.49 |
| iEnhancer-CNN    | 75.88       | 88.88       | 80.63    | 0.69 |
| iEnhancer-Deep   | 86.99       | 88.5        | 87.77    | 0.75 |

**Table 6.** Performance comparison between the state-of-the-art predictors and the proposed model in the second stage.

| Model            | Sensitivity | Specificity | Accuracy | MCC  |
|------------------|-------------|-------------|----------|------|
| iEnhancer-EL     | 69.00       | 61.05       | 65.03    | 0.31 |
| iEnhancer-2L     | 62.21       | 61.82       | 61.93    | 0.24 |
| EnhancerPred     | 62.67       | 61.46       | 62.06    | 0.24 |
| iEnhancer-XG     | 74.94       | 58.55       | 66.74    | 0.33 |
| iEnhancer-5Step  | 75.53       | 60.80       | 68.10    | 0.37 |
| iEnhancer-DSNet  | 63.00       | 67.00       | 63.00    | 0.26 |
| tan2019ensemble  | 79.65       | 38.28       | 58.96    | 0.19 |
| iEnhancer-CNN    | 73.64       | 76.8        | 76.43    | 0.45 |
| iEnhancer-Deep   | 83.57       | 78.16       | 80.86    | 0.62 |

**Figure 5.** Graphical representation of the comparison in the first stage.
3.4. Independent Dataset

We further tested the proposed model using the independent dataset proposed in [15]. This dataset contained 100 strong enhancers, 100 weak enhancers, and 200 non-enhancers. Table 7 shows the results of the comparison of the proposed model with other state-of-the-art models in the first stage, whereas Table 8 shows results of the comparison of the proposed model with other state-of-the-art models in the second stage. The achieved results show that the proposed model in both stages performed better in terms of sensitivity. This illustrates the robustness of the model by correctly predicting the true enhancer sites and their strength. In general, the combination of the results of the proposed model and iEnhancer-CNN provides more confidence at prediction time.

Table 7. Performance comparison in the first stage between the state-of-the-art predictors and the proposed model in the independent test.

| Model       | Sensitivity | Specificity | Accuracy | MCC     |
|-------------|-------------|-------------|----------|---------|
| iEnhancer-EL| 71.00       | 78.50       | 74.75    | 0.4969  |
| iEnhancer-2L| 71.00       | 75.00       | 73.00    | 0.4604  |
| EnhancerPred| 73.50       | 74.50       | 74.00    | 0.4800  |
| iEnhancer-CNN| 78.25     | 79.00       | 77.50    | 0.5850  |
| iEnhancer-Deep| 81.5      | 67.00       | 74.02    | 0.4902  |

Table 8. Performance comparison in the second stage between the state-of-the-art predictors and the proposed model in the independent test.

| Model       | Sensitivity | Specificity | Accuracy | MCC     |
|-------------|-------------|-------------|----------|---------|
| iEnhancer-EL| 54.00       | 68.00       | 61.00    | 0.2222  |
| iEnhancer-2L| 47.00       | 74.00       | 60.50    | 0.2181  |
| EnhancerPred| 45.00       | 65.00       | 55.00    | 0.1021  |
| iEnhancer-CNN| 65.25     | 76.10       | 75.00    | 0.3232  |
| iEnhancer-Deep| 73.00     | 49.00       | 61.00    | 0.2266  |

3.5. Cross-Species Test

We further tested the generalizability of the proposed model to detect enhancer sites in additional species. We tested our model on *M. musculus, D. melanogaster, C. elegans*, and *A. thaliana*. The data on *M. musculus, D. melanogaster*, and *C. elegans* were obtained from [http://www.enhanceratlas.org/, accessed on 17 November 2021] [38], whereas the
data on *A. thaliana* were obtained from Zhu et al. [39]. The results were compared with our previous tool iEnhancer-CNN. The *M. musculus* test set contained 34,696 enhancer sites. iEnhancer-Deep detected 22,184 enhancer sites, whereas iEnhancer-CNN detected 19,500 enhancer sites. The *D. melanogaster* test set contained 8060 enhancer sites. iEnhancer-Deep identified 4511 enhancer sites, and iEnhancer-CNN identified 4748 enhancer sites. In the case of the *C. elegans* test set, iEnhancer-Deep detected 4381 enhancer sites, and iEnhancer-CNN detected 4076 enhancer sites out of 11,870 enhancer sites in this test set. Finally, the obtained results of iEnhancer-CNN and iEnhancer-Deep were 855 and 462 enhancer sites out of 5871 enhancer sites in this test set, respectively. These results are summarized in Table 9. The detailed results can be downloaded from the tool webserver site (http://nsclbio.jbnu.ac.kr/tools/iEnhancer-Deep, accessed on 17 November 2021). The obtained results show that the performance of the proposed tool is generally better than that of iEnhancer-CNN. *M. musculus* is phylogenetically closer to *H. sapiens* (training dataset) compared with the other species we tested [40], therefore the detection rate in *M. musculus* is higher than the detection rates of other species.

Table 9. The performance comparison of the proposed model on the cross-species test.

| Model              | Species         | Total Enhancers | TP   | FN  |
|--------------------|-----------------|-----------------|------|-----|
| iEnhancer-CNN      | *M. musculus*   | 34,696          | 19,500 | 15,196 |
| iEnhancer-Deep     |                 | 22,184          | 12,512 |
| iEnhancer-CNN      | *D. melanogaster* | 8060          | 4748  | 3312 |
| iEnhancer-Deep     |                 | 4511           | 3549  |
| iEnhancer-CNN      | *C. elegans*    | 11,870          | 4076  | 7794 |
| iEnhancer-Deep     |                 | 4381           | 7489  |
| iEnhancer-CNN      | *A. thaliana*   | 5871           | 462   | 5409 |
| iEnhancer-Deep     |                 | 855            | 5016  |

4. Web Server

The design of a web server is extremely beneficial for the development of computational tools for scientists despite the need for a vast knowledge in mathematics and of several algorithms. We find it very important to construct a user-friendly web server that can be publicly accessible. A web server was constructed using the Flask library and Python software. We also provide genome-wide enhancers and enhancer strength predictions on the human genome uploaded to our web server under the dataset section. A snippet of the web server is shown in Figure 7. To utilize the web server, you may follow the following instructions:

- Click on the following link to access the web server http://nsclbio.jbnu.ac.kr/tools/iEnhancer-Deep/ (accessed on 17 November 2021);
- Options to copy/paste, upload, or simply write the DNA sequence in the input box in FASTS format are available;
- For results, press the ‘submit sequence’ option;
- One thousand is the largest number of sequences that our server can instantaneously sort.
5. Conclusions

Our fundamental issue is how to distinguish between enhancers and non-enhancers. In the early stages, this classification was performed with the help of biological experiments; however, classifying enhancers in this way requires a great deal of time, money, and work. Thus, we utilized a computational approach to quickly distinguish enhancers using deep learning. In this study, we proposed a computational method called iEnhancer-Deep. This predictor performs two tasks: the identification of enhancers and their strength. The proposed study produced comparable performance with other previously proposed methodologies. We further performed cross-species tests on *M. musculus*, *D. melanogaster*, *C. elegans*, and *A. thaliana*. Although the performance of iEnhancer-Deep is slightly better than the previous tool, comprehensive studies should be carried out in the future. In closing, an easy-to-access web server was initiated at http://nscbio.jbnu.ac.kr/tools/iEnhancer-Deep/ (accessed on 17 November 2021).
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