On the two separate decay time scales of a detonation wave modelled by the Burgers equation and their relation to its chaotic dynamics
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This study uses a simplified detonation model to investigate the behaviour of detonations with galloping-like pulsations. The reactive Burgers equation is used for the hydrodynamic equation, coupled to a pulsed source whereby all the shocked reactants are simultaneously consumed at fixed time intervals. The model mimics the short periodic amplifications of the shock front followed by relatively lengthy decays seen in galloping detonations. Numerical simulations reveal a saw tooth evolution of the front velocity with a period-averaged detonation speed equal to the Chapman-Jouguet velocity. The detonation velocity exhibits two distinct groups of decay time scales, punctuated by reaction pulses. At each pulse, a rarefaction wave is created at the reaction front’s last position. A characteristic investigation reveals that characteristics originating from the head of this rarefaction take 1.57 periods to reach and attenuate the detonation front, while characteristics at the tail take an additional period. The leading characteristics are amplified twice, by passing through the reaction fronts of subsequent pulses, before arriving at the shock front, whilst the trailing characteristics are amplified three times. This leads to the two distinct groups of time scales seen in the detonation front speed.

I. INTRODUCTION

Recently, Radulescu and Tang [1] and Kasimov et al. [2] have found that the reactive Burgers equation describing one-dimensional detonation waves in reactive media admits chaotic pulsating dynamics, and follows the classical period-doubling route to chaos seen in many other non-linear systems. The reactive Burgers equation recovers the more general observations of chaotic dynamics from detonations modeled with the Euler [3,4] or Navier-Stokes equations [5]. Their discovery of chaotic dynamics relied on numerical integration of the partial differential equations but did not explain why the system follows that universal route.

The periodic solution of pulsating detonations can be characterized in two parts, one associated with the very rapid re-amplification of the detonation by energy release behind the front, and the second by a long inert-like decay of the lead shock. This has been observed experimentally in so-called “galloping” detonations in thin tubes [6,7], and numerically in low-velocity detonations [8].

Nevertheless, the chaotic dynamics shown in the limit cycle of figure 1a are characterized by three time scales. There are two distinct groups of decay of the lead shock, highlighted in red and blue, punctuated by rapid re-amplification periods. Each decay rate appears as a straight line with constant slope $\frac{D}{\dot{D}}$ in figure 1a and represents a characteristic time scale ($D$ is the detonation velocity and $\dot{D}$ is its time derivative). These two distinct groups of decay time scales seem to be intrinsically related to the period-doubling bifurcations, are inherited by subsequent period-doubling bifurcations, and persist into chaos. The two decay groups are observed in the Euler equations (figure 1a) and Burgers-based models (figures 1b and 1c).

The present study seeks to explore why there are two distinct periods of decay in chaotic detonations. In order to focus on the decay time scales only, a pulsating model is assumed in which the re-amplification stage is infinitely fast and occurs periodically. This is based on a model introduced by Radulescu and Shepherd [10] for the reactive Euler equations. In their model, inert hydrodynamics of shock decay were periodically interrupted by the instantaneous release of all chemical energy stored in the unreacted gas accumulated behind the lead shock. The sudden pressure gain caused by reactions was followed by the inert decay of the shock front and the shock wave traveling into the products of the previous pulse.

A similar model was studied by Mi and Higgins using the Euler equations [11] and the Burgers equation [12]. In their model, a shock wave traveled through an inert medium interleaved with thin, regularly spaced sources of energy. After a prescribed time delay, a shocked source would release all of its energy into the flow, causing a local blast wave behind the shock front, initiating the re-amplification phase. This phase terminated when the forward-traveling portion of the blast reached and amplified the front. The decay phase then began once again.

Motivated by the period-doubling bifurcation route to chaos, this paper introduces a similarly simple model to study the two distinct groups of decay rates. The Euler equations are simplified to the Burgers equation, and the fast dynamics of re-amplification are replaced by simple pulsations in order to focus on decay time scales. This combination of simplifications was presented by Lau-Chapdelaine and Radulescu [13]. In contrast to
FIG. 1: Phase diagrams of period-two detonations (three left subfigures) and a chaotic detonation (right) in three models: (a) the Euler equations [4], (b) an asymptotic model of the Euler equations [2], and (c) an evolution equation derived from Fickett’s detonation analogue [9]; two groups of decay rates are highlighted in red and blue.

Mi and Higgins’ work [11, 12], the entire medium is reactive and reactions are periodically forced in time, not at discrete points in space. At every pulse time, all shocked yet unburnt gas in the detonation is instantaneously reacted. This effectively makes the re-amplification phase infinitely fast, leaving only the dynamics of decay. The decay dynamics are studied numerically and analytically to find the source of the two distinct groups of decay timescales seen in chaotic detonations.

The model is described in further detail in section II and the numerical method is explained in section III. Simulation results are presented in section IV and an analytical model is developed and tested against the simulations in section V. The conclusion can be found in section VI.

II. MODEL

The Burgers equation with a source term

\[ \frac{\partial u}{\partial t} + \frac{1}{2} \frac{\partial}{\partial x} \left( u^2 + \lambda q \right) = 0 \]  

is used for the hydrodynamic equation. The variable \( u \) is the local information speed, \( t \) is time, and \( x \) is location. The hydrodynamics are coupled to a source term \( q \lambda \) to account for reactions. The constant \( q = 1 \) is the heat released by combustion and the reaction progress variable \( \lambda = 0 \) when unburnt, or \( \lambda = 1 \) when burnt.

The reactive Burgers equation arises naturally in transonic flows with weak energy release. This occurs, for example, in detonations where most of the energy is released quickly, followed by a slower release of the remainder near a sonic plane [14]. The equation can also be asymptotically derived from the Navier-Stokes equations in the Newtonian limit with weak heat release.

Burgers-based detonation analogues were first introduced by Fickett [18] and Majda [19] as qualitative models for reactive gas dynamics problems. They have since been used to understand a range of dynamic detonations phenomena including direct initiation [20], the eigenvalue structure and limits in the presence of losses [21, 22], their stability [1, 2, 16, 23], glancing detonation reflections [13], detonations in heterogeneous systems [12, 24], and rotating detonation engines [25]. The reactive Burgers equation (1) was used to model the hydrodynamics in these studies with reaction models that differed between applications.

A simple reaction model that captures the slow decay of the detonation velocity below the steady Chapman-Jouguet (CJ) velocity followed by a rapid re-amplification is sought by taking the limit of an infinitely fast reamplification compared to the decay phase. This is accomplished by forcing reactions at fixed time intervals \( t_p = 1 \), independent of the hydrodynamics. At each pulse, all shocked reactants are consumed completely, instantly, and simultaneously. No reactions occur between pulses and the “reaction front”, the interface between burnt and unburnt gasses, remains stationary in the model’s frame of reference (referred to as the “laboratory” frame of reference herein). In other words, whenever the simulation time \( t \) reaches a multiple \( n \) of the pulse time \( t_p \), \( \lambda \) is set to one to the left of the shock, and \( \lambda \) remains zero to the right of the shock; i.e., \( \lambda = 1 \) \( x \leq x_s \) when \( t = nt_p \), for \( n \in \mathbb{N} \); \( x_s \) is the shock position. The resulting step-like reaction profile is equivalent to having a reaction zone that is very thin compared to the detonation structure.

The pulsed reaction greatly simplifies the complicated dynamics of reamplification of unsteady detonations. Using the Burgers equation also simplifies the characteristics, leaving only forward-traveling characteristics which move at the speed \( u \) to be considered.

The problem is scaled by parameters \( q \) and \( t_p \), so values of 1 are used for both. The Rankine-Hugoniot jump conditions for this system (shown later in equation 4), give a Chapman-Jouguet detonation velocity of \( D_{\text{CJ}} = \sqrt{q} = 1 \) and a shock speed that is the average of the pre- and post-shock states \( D = \frac{u}{2} \) (for \( u = 0 \) in the unshocked gas; the subscript “s” denotes the shocked state).
III. NUMERICAL METHOD

The flow field was initiated by an under-driven piston where \( u = 0.5 \) behind the shock, \( u = 0 \) elsewhere, and \( \lambda = 0 \) everywhere. The simulations were run for 100 pulse times, but reached their regular oscillatory behaviour much sooner.

A uniform grid of 4000 points per \( D_{\text{CJ}} t_p \) was used to discretize the domain. The effect of resolution is shown in figure 2. Increasing the resolution increased the sharpness of discontinuities, but had no qualitative effect on the phenomena. The \( L^2 \) relative error norm \( \sqrt{\sum (u - u_{\text{ref}})^2 / \sum (u_{\text{ref}})^2} \) in figure 2b shows convergence of the solution towards the most-resolved case \( (u_{\text{ref}}, \text{with} \frac{1}{\Delta x} = 4000) \) at the expected rate.

The Riemann problem was solved at every cell interface using a first-order Godunov method [26] with a first-order Euler method in time. The time step size was the minimum between the time step dictated by the Courant-Friedrich-Lewy (CFL) condition and the time to the next scheduled pulse,

\[
\Delta t = \min \left( \frac{\Delta x}{u_{\text{max}}}, t_p - t \mod t_p \right)
\]

with CFL = 0.5. A source \( \frac{\Delta x}{t_p} = \frac{(1-\lambda)}{\Delta t} \) was activated everywhere in the domain when a pulse occurred.

Simulations were performed in the shock-attached frame of reference. The post-shock state was used as the right boundary condition, and a zero-gradient condition was used on the left side of a domain with a length of \( 2D_{\text{CJ}} t_p \). The domain size did not impact the travelling wave solution because a sonic point was formed a distance \( D_{\text{CJ}} t_p \) behind the shock, isolating the detonation from the left boundary condition.

Simulations were also performed in the laboratory frame of reference, where the reaction front is stationary and the shock moves relative to the mesh. The laboratory-frame results were qualitatively similar to the shock-fit simulations that will be presented.

Numerical shock splitting problems [27] did not appear because the reaction and shock fronts only coincide for a short period of time, and the shock-fit boundary does not permit numerical diffusion ahead of the shock wave.

IV. RESULTS

The time evolution of the shock front speed is plotted in figure 3. The initial shock speed is maintained until the first pulse at \( t = 1 \). The instantaneous reaction of all shocked material when the pulse occurs causes the sudden acceleration of the shock front. This is repeated at every pulse. A cyclical saw tooth profile is developed.

The phase diagrams of figure 4a show ten superimposed cycles once the oscillatory behaviour is reached. The front speed is plotted against its position in the cycle in figure 4a. It has a cycle-averaged detonation velocity \( D_{\text{avg}} = 1 = D_{\text{CJ}} \) equal to the CJ detonation velocity. Mi and Higgins [12] found the same averaged velocity in their model based on the Burgers equations, however, Radulescu and Shepherd [10] and Mi et al. [11] observed average detonation speeds above the CJ speed in their models using the Euler equations (footnote 1). Mi et al. [11] hypothesized the discrepancy was due to the lack of backwards-traveling characteristics in the Burgers system, but to date, this finding remains unexplained.

The saw tooth velocity profile shown in figure 4a has a kink that separates a segment of slow decay from a segment of fast decay. The unsteadiness of detonation waves has previously been modeled [28] after Taylor-Sedov blast

---

1 Mi et al. [11] found that the averaged detonation velocity increasingly exceeded the CJ velocity as the ratio of specific heats was decreased.
decay. In similar fashion, the shock speed is fit to a power law

$$D \propto (x_s - x_b)^\theta,$$

where the fitting parameters are the decay exponent $\theta$ and the blast origin $x_b$. The decay exponents, fit before and after the kink (dashed lines in figure 4a), are found to be different from each other despite the system only oscillating at period-one.

Plotted in $\dot{D}$-$D$ phase space, the two segments have similar slopes (dashed lines in figure 4b). However, two distinct groups of time scales are formed, expressed as $\dot{D}/D$ in figure 4c, ranging continuously from $\dot{D}/D = -0.11$ to $-0.074$ at the start of the cycle, and from $\dot{D}/D = -0.18$ to $-0.14$ at its end. This simple model, forced at a single period, recovers two decay exponents and two clearly distinct groups of time scales.

There have been numerous investigations of the one-dimensional dynamics of detonations using more complex systems such as the Euler equations with single-step reactions [3, 1] and losses [29], the Navier-Stokes equations with one-step [5] and full chemistry [30, 31]. In all cases, two distinct groups of decay rates can be found in period-one oscillations [29], higher periods [1, 29, 30], and in the chaotic behaviour [30]. The phase diagram of figure 4b shows a slow decay when the shock is strong and rapid decay when the shock is weak. In the complex models, the fastest decay is observed when the shock is strong. This phase shift might be explained by the lack of re-amplification phase in the simplified model, but further study of the complex systems is required.

The initial transient is plotted in figure 5 in the laboratory frame of reference through snapshots of $u$ and the reaction front position. The uniform initial conditions (figure 5a) of $u = 0.5$ behind the shock initially maintain the constant shock speed (figure 5b). When the first pulse occurs at $t = 1$ (figure 5c), the reaction front is moved to the shock front, strengthening it. The shock travels faster than before the pulse, leaving the motionless reaction front behind (figure 5d). There is a jump in $u$ across the reaction front, with a higher value of $u$ in the reactants than in the products. The same events are repeated for the second pulse (figure 5e). Additionally, an expansion wave is created at the reaction front’s pre-pulse location because the discontinuity in $u$ is no longer supported by the reaction front (figure 5f). The head of this expansion fan (the fastest portion of the rarefaction) travels towards the shock front and is amplified as it crosses through the reaction discontinuity (figure 5i). The head of the rarefaction reaches the shock just before the third pulse and begins to attenuate the shock (figure 5j). The same events are repeated at the third pulse (figure 5k), however, the shock now immediately decays because it is attenuated by the previous pulse’s rarefaction. A regular oscillating cycle is soon formed.

The regular cycle is shown in figure 6 plotted in the frame of reference moving at $D_{CJ}$ with the origin located at the shock at the beginning of the $n$th cycle. The shock front is located on the right side and the reaction front moves to the left at a speed $D_{CJ}$ in this frame of reference.

The $n$th cycle starts at a pulse, with the reaction front at the shock (figure 6a). A rarefaction wave forms at $(x - x_{s,n}) - D_{CJ}(t - t_n) = -1$, where the reaction front was located prior to the pulse. The head of the rarefaction (solid circle) travels to the right faster than its tail (square) and the shock speed. The speed disparity between the head and tail forms the expansion fan, i.e. the sloped segment seen between the square and circle in figure 6a. The fan originates when the jump in $u$ that was supported by the reaction front is abandoned at the pulse because the reaction front moves to the shock after a pulse.

As time passes (figures 6b, 6c, 6d), the spread between the head and tail of the rarefaction grows, the reaction front falls further to the left of the shock, and the shock strength $u_s$ diminishes. The rarefaction head is amplified as it crosses the reaction front (figure 6c). The
cycle terminates (figure 6f) with the reaction front at the rear, supporting the discontinuity in $u$ that will become the next cycle’s expansion wave. In the next cycle (returning to figure 6a), the head of the previous expansion (dotted circle) continues to propagate to the right and is amplified once more (figure 6c) before reaching the shock. The head brings a change in the slope of $u$, causing the shock to decay at a new rate.

The periodic creation of a rarefaction when the reaction front moves to the shock drives the dynamics of the system. The shock strength is amplified every pulse, then attenuated by the arrival of the expansion wave at the front.

V. ANALYSIS

The flow can also be visualized by looking at a characteristic diagram, shown in figure 4 once the regular oscillatory behaviour is reached. The characteristics are plotted (thin black lines) in the frame of reference moving at $D_{CJ}$. The characteristics have slopes of $dt/dx = 1/(u - D_{CJ})$. Characteristics to the left of the limiting characteristic travel slower than the average detonation speed and will never reach the detonation front, whereas characteristics to the right of the limiting characteristic eventually reach the front. The reaction fronts (dotted red line segments) are angled to the left with slope $-1/D_{CJ}$ in the frame of reference. Characteristics ahead of the detonation are omitted for clarity, but would form lines parallel to the reaction fronts.

The expansion fan created at the beginning of each pulse lies between the limiting characteristic and the characteristic highlighted in green, centered at $t = n$ and $(x - x_{s,n}) - D_{CJ}(t - n) = -D_{CJ}t_n$, where $x_{s,n}$ is the shock location at the $n$th pulse. The green characteristic represents the head of the rarefaction, the fastest characteristic in the expansion fan. The characteristics in the fan have constant slope (i.e. constant $u$) until they cross the reaction front, where they are amplified and accelerate, seen by their change in slope. The characteristics are amplified a second time as they pass through the reaction front from the next pulse. The head characteristic reaches the shock front around $t = n + 1.6$. However, not all of the characteristics from this fan reach the front before the next pulse. The last characteristic to reach the front before the $n + 2$ pulse is highlighted in blue. All characteristics above the blue characteristic are amplified once more before reaching the shock, more than two periods after they were released.

Characteristics that are only amplified twice cause faster decay than those amplified three times, leading to the two distinct decay exponents of the shock speed. This time scale separation of forward-facing pressure waves may be responsible for the period-doubling behaviour of detonations.

The strength of the characteristics, times, and locations of their amplifications can be found analytically thanks to the simplicity of the model. An expansion fan
is created at every pulse at distance \( D_{\text{CJ}} t_p \) behind the detonation front. From here, each characteristic travels at a constant speed towards the detonation front until it is amplified across the reaction front. The amount of amplification across the reaction front is given by the Rankine-Hugoniot jump condition

\[
S = \frac{\left( \frac{1}{2} u_i^2 + \frac{1}{2} q \lambda_i \right)}{|u|} = \frac{\left( \frac{1}{2} u_i^2 + \frac{1}{2} q \lambda_i \right) - \left( \frac{1}{2} u_f^2 + \frac{1}{2} q \lambda_f \right)}{(u_f - u_i)} \quad (4)
\]

for a discontinuity with speed \( S \) (footnote 3). Subscripts \( l \) and \( r \) denote the states to the left and right of the discontinuity. Since the reaction front is immobile in the laboratory frame of reference \( (S = 0) \), fully reacted to its left \( (\lambda_l = 1) \) and unreacted to its right \( (\lambda_r = 0) \), the equation simplifies to

\[
u_r = \sqrt{u^2 + q}.
\]

(5)

Given the strength \( u_l \) of a characteristic that enters the reaction front from the left side, its amplified strength \( u_r \) on the right is known. This means the expansion fan created at each pulse ranges from \( u = D_{\text{CJ}} \) at the tail of the fan, where the limiting characteristic is unamplified, to \( u = \sqrt{D_{\text{CJ}}^2 + q} \) at the head where it is the strongest. The strength of intermediate characteristics in the expansion fan, before their amplification at \( x = x_{n,n} \), is given by

\[
u = \frac{x - x_{n,n}}{t - t_n}
\]

where \( (x_t, t_t) \) is the center of the fan.

At the \( n \)th pulse, a characteristic of strength \( u_0 \) travels towards the shock from its birth place \( (x_0 = x_{n,n} - D_{\text{CJ}} t_p, \quad t_0 = n) \). Along this characteristic, \( t = \frac{1}{u_0} (x - x_0) + t_0 \) until it reaches the reaction front at \( x = x_1 = x_{n,n} \) and the characteristic is amplified to \( u_1 = \sqrt{u_0^2 + q} \). The procedure is repeated until the characteristic reaches the shock front. Generally, the \( k \)th intersection between a characteristic and a reaction front occurs at the point \( (x_k, t_k) \)

\[
x_k = x_{n,n} + (k-1)D_{\text{CJ}} t_p, \quad t_k = t_0 + \sum_{i=0}^{k-1} \frac{D_{\text{CJ}} t_p}{\sqrt{u_i^2 + q}}
\]

(7)

and amplifies the characteristic from \( u_0 \) to

\[
u_k = \sqrt{u_0^2 + kq}.
\]

(8)

Between the \( k \)th and \( k+1 \) intersections, the characteristic follows

\[
t = \frac{1}{u_k} (x - x_k) + t_k \quad \text{for} \quad x_k \leq x \leq x_{k+1}.
\]

(9)

This procedure can be used to find the minimum and maximum shock speed, for example. Consider the blue characteristic which arrives at the shock exactly at a pulse. It is the characteristic’s third intersection with the pulse \( (k = 3) \) and the intersection occurs two pulses after its formation \( (t_k - t_0 = 2t_p) \). Substituting \( u_0 \) from equation 8 into the time equation of 7 gives

\[
2t_p = \frac{D_{\text{CJ}} t_p}{\sqrt{u_0^2 - 3q}} + \frac{D_{\text{CJ}} t_p}{\sqrt{u_0^2 - 2q}} + \frac{D_{\text{CJ}} t_p}{\sqrt{u_0^2 - q}}
\]

(10)

and solving numerically for \( u_0 \) yields the characteristic strength \( u_0 = 2.113 \) at the shock immediately after the pulse. Equation 5 is used to find its strength immediately before the pulse, \( u_2 = 1.862 \). The shock speed calculated from the Rankine-Hugoniot relation (equation 4) yields \( D_{\text{min}} = \frac{u_2}{2} = 0.931 \) and \( D_{\text{max}} = \frac{u_0}{2} = 1.057 \). This agrees with the values obtained from simulations.

Now consider the time at which the green characteristic (the head of the rarefaction) reaches the shock front. The head characteristic initially has the strength of the limiting characteristic amplified once, \( u_0 = \sqrt{D_{\text{CJ}} + q} = \sqrt{2} \), and travels along the path given by equation 9 until it reaches the shock, after being amplified twice \( (k = 2) \).
Unfortunately there is no analytical expression for the shock position. It can be integrated numerically but, for simplicity, assume the shock travels at a steady velocity $D_{CJ}$ because the detonation deviates little from the CJ velocity, as evidenced in figures 4a and 7. With this assumption, the shock path follows $t \approx t_0 + D_{CJ} t_p \left( \frac{1}{\sqrt{u_0^2}} + \frac{1}{\sqrt{u_0^2+q}} - \frac{1}{\sqrt{u_0^2+2q}} \right) \left( 1 - \frac{D_{CJ}}{\sqrt{u_0^2+2q}} \right) = 1.57 \ (11)$
pulses after the head characteristic is born, which agrees with simulations. The analytic description accurately represents the simplified detonation model.

VI. CONCLUSION

A simplified pulsating detonation model was studied using the Fickett-Majda asymptotic model for detonations in the limit of small heat release and the Newtonian limit; a periodic reaction that instantaneously consumed all shocked gases was implemented. The simple system was used to study the decay behaviour of pulsating detonations. The detonation was found to travel at a pulse-averaged speed equal to the Chapman-Jouguet velocity. The shock speed decay between pulses was fit to a power law. Two decay exponents were found for each oscillation due to a kink in shock speed. This is accompanied by the presence of two distinct groups of time scales every cycle, a feature present in period-two detonations.

After each pulse, a strong expansion wave is created at the last location of reaction front. A characteristic investigation revealed that characteristics originating from the head of this expansion take approximately 1.6 periods to reach and attenuate the detonation front, while characteristics from the tail take an additional period. The leading characteristics are amplified twice by passing through subsequent reaction fronts, before arriving at the shock, while the initially weaker trailing characteristics are amplified three times. These dynamics produce a kinked velocity profile with two groups of time scales. The two sets of time scales intrinsic to pulsating detonations may be the source of period-doubling bifurcations which lead to chaos in more complicated systems. Further study is required to see how the dynamics described in this study may contribute to the two distinct decay rates also seen in more complex systems.

VII. ACKNOWLEDGEMENTS

The authors thank Drs. Henrick, Aslam and Powers for the permission to use figure 1a and Drs. Kasimov, Faria and Rosales for the permission to use figure 1b.

[1] M. I. Radulescu and J. Tang, Nonlinear dynamics of self-sustained supersonic reaction waves: Fickett’s detonation analogue, Phys. Rev. Lett. 107, 164503 (2011)
[2] A. R. Kasimov, L. M. Faria, and R. R. Rosales, Model for shock wave chaos, Phys. Rev. Lett. 110, 104104 (2013)
[3] H. Ng, A. Higgins, C. Kiyanda, M. Radulescu, J. Lee, K. Bates, and N. Nikiforakis, Nonlinear dynamics and
chaos analysis of one-dimensional pulsating detonations, Combust. Theory Model. 9, 159 (2005).

[4] A. K. Henrick, T. D. Aslam, and J. M. Powers, Simulations of pulsating one-dimensional detonations with true fifth order accuracy, J. Comput. Phys. 213, 311 (2006).

[5] C. Romick, T. Aslam, and J. Powers, The effect of diffusion on the dynamics of unsteady detonations, J. Fluid Mech. 699, 453 (2012).

[6] L. He and J. H. Lee, The dynamical limit of one-dimensional detonations, Phys. Fluids 7, 1151 (1995).

[7] S. Jackson, B. J. Lee, and J. E. Shepherd, Detonation mode and frequency analysis under high loss conditions for stoichiometric propane-oxygen, Combust. Flame 167, 24 (2016).

[8] A. Sow, R. E. Semenko, and A. R. Kasimov, On a stabilization mechanism for low-velocity detonations, J. Fluid Mech. 816, 539 (2017).

[9] A. Bellerive and M. I. Radulescu, Chaos in a Third Order Nonlinear Evolution Equation for Pulsating Detonations using Fickett’s Model, in Proceedings of the 25th ICDERS (Leeds UK, 2015).

[10] M. I. Radulescu and J. E. Shepherd, Dynamics of galloping detonations: Inert hydrodynamics with pulsed energy release, in Bulletin of the American Physical Society, 68th Annual Meeting of the APS Division of Fluid Dynamics (Boston, MA, 2015).

[11] X. Mi, E. V. Timofeev, and A. J. Higgins, Effect of spatial discretization of energy on detonation wave propagation, J. Fluid Mech. 817, 306 (2017).

[12] X. Mi and A. J. Higgins, Influence of discrete sources on detonation propagation in a Burgers equation analog system, Phys. Rev. E 91, 053014 (2015).

[13] S. S. Lau-Chapdelaine and M. I. Radulescu, Detonation model using Burgers equation and a pulsed reaction, in Proceedings of 27th ICDERS, Vol. 27 (Beijing, China, 2019).

[14] J. B. Bdzil and M. Short, Theory of Mach reflection of detonation at glancing incidence, J. Fluid Mech. 811, 269 (2017).

[15] R. R. Rosales and A. Majda, Weakly nonlinear detonation waves, SIAM J. Appl. Math. 43, 1086 (1983).

[16] P. Clavin and P. A. Williams, Dynamics of planar gaseous detonations near Chapman-Jouguet conditions for small heat release, Combust. Theory Model. 6, 127 (2002).

[17] L. M. Faria, A. R. Kasimov, and R. R. Rosales, Theory of weakly nonlinear self-sustained detonations, J. Fluid Mech. 784, 163 (2015).

[18] W. Fickett, Detonation in miniature, Am. J. Phys 47, 1050 (1979).

[19] A. Majda, A qualitative model for dynamic combustion, SIAM J. Appl. Math. 41, 70 (1981).

[20] S. S. Lau-Chapdelaine, L. M. Faria, R. R. Rosales, and M. I. Radulescu, Planar Blast Initiation of Detonations Using a Simplified Model, in Proceedings of the 26th ICDERS (Boston, USA, 2017).

[21] W. Fickett, Introduction to Detonation Theory Vol. 5 (Univ of California Press, 1985).

[22] L. M. Faria and A. R. Kasimov, Qualitative modeling of the dynamics of detonations with losses, Proc. Combust. Inst. 35, 10.1016/j.proci.2014.07.006 (2015).

[23] D. I. Kabanov and A. R. Kasimov, Linear stability analysis of detonations via numerical computation and dynamic mode decomposition, Phys. Fluids 30, 036103 (2018).

[24] S. S. Lau-Chapdelaine, F. Zhang, and M. I. Radulescu, Multiplicity of detonation regimes in systems with a multi-peaked thermicity, Combustion Theory and Modelling 24, 460 (2020).

[25] J. Koch, M. Kurosaka, C. Knowlen, and J. N. Kutz, Mode-locked rotating detonation waves: Experiments and a model equation, Phys. Rev. E 101, 013106 (2020).

[26] J. Clarke, P. Roe, L. Simmonds, and E. Toro, Numerical studies of a detonation analogue, J. Energetic Mater. 7, 265 (1989).

[27] P. Colella, A. Majda, and V. Roytburd, Theoretical and numerical structure for reacting shock waves, SIAM J. Sci. Stat. Comput. 7, 1059 (1986).

[28] E. Lundstrom and A. Oppenheim, On the influence of non-steadiness on the thickness of the detonation wave, Proc. R. Soc. London. A. Math. Phys. Sci. 310, 463 (1969).

[29] A. Sow, A. Chinmayyaa, and A. Hadiadj, Mean structure of one-dimensional unstable detonations with friction, J. Fluid Mech. 743, 503 (2014).

[30] C. Romick, T. Aslam, and J. M. Powers, Verified and validated calculation of unsteady dynamics of viscous hydrogen-air detonations, J. Fluid Mech. 769, 154 (2015).

[31] W. Han, C. Wang, and C. K. Law, Pulsation in one-dimensional H2–O2 detonation with detailed reaction mechanism, Combust. Flame 200, 242 (2019).