Abstract

Deep machine learning models are increasingly deployed in the wild for providing services to users. Adversaries may steal the knowledge of these valuable models by training substitute models according to the inference results of the targeted deployed models. Recent data-free model stealing methods are shown effective to extract the knowledge of the target model without using real query examples, but they assume rich inference information, e.g., class probabilities and logits. However, they are all based on competing generator-substitute networks and hence encounter training instability. In this paper we propose a data-free model stealing framework, MEGA, which is based on collaborative generator-substitute networks and only requires the target model to provide label prediction for synthetic query examples. The core of our method is a model stealing optimization consisting of two collaborative models (i) the substitute model which imitates the target model through the synthetic query examples and their inferred labels and (ii) the generator which synthesizes images such that the confidence of the substitute model over each query example is maximized. We propose a novel coordinate descent training procedure and analyze its convergence. We also empirically evaluate the trained substitute model on three datasets and its application on black-box adversarial attacks. Our results show that the accuracy of our trained substitute model and the adversarial attack success rate over it can be up to 33% and 40% higher than state-of-the-art data-free black-box attacks.

1. Introduction

Machine learning has been applied in multiple fields like computer vision and natural language processing to establish various services. Emerging intelligent services, such as Google translate and optical character recognition [12], are increasingly powered by trained deep models. Users can access these services by sending queries through APIs to get outputs, for instance, the class labels of the queried images. While such open access to deployed models greatly eases users’ experience, it may also open up various vulnerability issues related to model stealing [18, 34, 37]. Adversaries may make use of such an access to steal the knowledge of the model and create a copy of it, named a substitute model. Malicious parties can then monetize such substitute models through hosting inference services [19]. In addition, they can be applied to further launch attackers such as crafting adversarial examples to fool the deployed models [7, 8, 34] and conducting membership attacks [36].

In model stealing attacks, an adversary tries to train a substitute model that mimics the inference results of the target model\(^1\). Using APIs, the adversary can get the corresponding inference result of any given query input, e.g., image and their classification label. Such query-result pairs are used as an input to train the substitute model which is an imitation of the target model. To launch a model stealing attack, the adversary needs examples from a surrogate dataset which is semantically similar to the original training dataset to query the target model [28]. However, in most real-world scenarios, curating such a surrogate dataset can be difficult because the data from privacy- and business-sensitive domains, e.g., banks and medical institutions, may not be accessible by attackers. Furthermore, it is time-consuming and expensive to collect sufficient real data examples to query the target model so as to train the substitute model.

Recognizing the limited availability of surrogate data for adversarial queries, recent studies [18, 34] propose data-free model stealing methods. In these methods, a generator is designed to synthesize query examples as the input to the target model. To train their generators, the corresponding inference probabilities [18, 34] or logits [34] of the input examples from the target model are required to do gradient approximation [31], because adversaries have no access to

\(^1\)We interchangeably use the terms of target and deployed models.
the actual gradient of the target model. However, the need of inference probabilities and logits limits their applicability to real-world problems where often only the label inference of query data is provided by the target model. Moreover, aforementioned approaches train the generator and substitute model in competition, similar to the principle of Generative Adversarial Networks (GANs). Specifically, the substitute model imitates the prediction of the target but the generator maximizes the disagreement between the predictions of the target and the substitute model. The inherent training instability from GANs not only persists but also aggravates in existing data-free model stealing methods.

In this paper, we aim to steal a model in a challenging adversarial scenario in which there is a black-box target model that only provides label prediction without any additional information on class probabilities or logits. At the same time, adversaries don’t have any real data for querying the target model. We propose a novel data-free model stealing framework, MEGA, which only needs the label inferences of synthetically generated query data to learn the substitute model. We design the generator of MEGA from a novel prospective which is different from min-max GANs to avoid unstable training. In MEGA, We design an architecture with collaborative generator-substitute networks to steal the target model using synthetically generated images and predicted labels from the target model. To collaboratively steal the target model, the substitute model minimizes the cross entropy loss between its and the target model’s predictions while the generator indirectly minimizes the loss of substitute model by maximizing the inference confidence of the substitute model on synthetic data. For ensuring that the algorithm converges steadily and efficiently, we propose to train the generator and the substitute model in a coordinate descent way and exploit the synthetic datasets using a given set of noise seeds in multiple training rounds.

The contributions of this paper are shown in the following:

- In section 3, we propose a first kind of collaborative generator-substitute networks for data-free model stealing framework, MEGA, which is based on a novel collaborative training principle and a coordinate descent training procedure. We provide the theoretical analysis on the convergence of MEGA.

- In section 4, we extensively compare MEGA with state-of-the-art data-free model stealing approaches and their applications on black-box adversarial attacks. Our empirical results show that MEGA can effectively steal models and further fool the target model using significantly fewer synthetic queries.

2. Related work

In this section, we first provide an overview on model stealing methods with detailed comparison of methods that are closely related to data free stealing. We then discuss the adversarial attack that can leverage the stolen models.

Model stealing. The goal of model stealing is to distill the knowledge from a deployed model (target model). Specifically, it is to train a highly similar substitute model [4, 15, 17, 20, 28, 34, 37]. A successful substitute model is able to obtain the implicit mapping function (or knowledge, in high level) of the target model by different network structures [18, 29]. There are two types of model stealing methods depending on whether the attackers are able to access the real training data (or part of it). In the case when real data is available, knowledge distilling [13] extracts the knowledge of the target model. The key idea is that the substitute model is trained by class probabilities of the target using part of the dataset. The class probabilities (so called “soft targets”) are produced by inferring the target model. By this means, the knowledge of the complex target model can be transferred to a lightweight substitute model in order to reduce inference cost. When real data is not available (black-box) for inference, attackers can only imitate the target model through querying synthetic examples [18, 20, 27, 37]. For example, [20] uses randomly generated sentences for querying NLP models, but lacks generalization beyond NLP tasks.

Table 1. Existing data-free model stealing methods.

| Method   | Competitive training | 1) \(\|T(x) - S(x)\|_1\) | 2) \(\|T(x) - S(x)\|_1\) | label-only | probability-only |
|----------|----------------------|--------------------------|--------------------------|-------------|------------------|
| DFME [34]| ✓                    | ✓                        | ✓                        | ✓           | ✓                |
| DaST [37]| ✓                    | ✓                        | ✓                        | ✓           | ✓                |

In the existing black-box model stealing methods [18, 34, 37], the core is a competing generator-substitute networks. The model parameters and architecture of the target model are unknown to adversaries. A generator produces synthetic examples to query the target model, whereas the substitute model tries to imitate/steal the target model through the synthetic queries. Specifically, MAZE [18] and DFME [34] rely on a gradient approximation method to estimate the gradient of the target model. The estimated gradient is applied to train their generator. DaST [37] regards the output of the target model as a constant vector and doesn’t need gradient approximation to train the generator.

Let’s further zoom into the details of DaST and DFME, summarized in Table 1. The substitute model tries to mimic the prediction of the target model while the generator maximizes the disagreement between the predictions of the target and the substitute model. Two models are trained competitively. Specifically, DFME relies on L1 norm loss between the prediction of image \(x\), by the target model \(T(x)\), and substitute model \(S(x)\), whereas DaST uses the cross entropy loss between the target and substitute models, i.e.,
CE(\(T(x), S(x)\)). Since the gradient approximation requires the target model to provide the inference probabilities or logits for query examples, DFME can not be applied on scenario where only inference labels are provided by the target model. Such a competitive training scheme makes the loss and the accuracy of the substitute model oscillate a lot during the training [9]. Especially, when there is no real data to train the generator in data-free model stealing, the random seeds input to the generator further aggravates the oscillation.

**Adversarial attacks.** Adversarial attacks aim to generate visual indistinguishable adversarial examples to fool target models. Attacks can be under white-box setting [2, 6, 11, 23, 30, 32], or black-box attack settings [14]. As the crucial difference among them is that white-box attackers can access the target model, most white-box attack methods can be applied for black-box setting using a substitute model. Thus, in the following, we assume that substitute models are available in black-box setting so that no separate discussion on white-box or black-box attacks is needed. The gradient-based approaches [6, 11, 23, 30] are extensively explored. FGSM [11] is a one-step attack that generates the noise according to the gradient signs of the examples and adds the noise back to the normal examples to obtain the corresponding adversarial examples. BIM [23] is an enhanced iterative version of FGSM while MI-FGSM [6] elaborates the momentum on BIM for higher transferability. PGD [5, 26], the state-of-the-art iterative version of FGSM, initializes the example at a random point and randomly restarts in each iteration. The substitute model obtained from MEGA is compatible and applicable with these gradient-based adversarial methods.

### 3. Methodology

In this section, we first define the adversarial model and then introduce our data-free model stealing framework, MEGA. We focus on black-box setting where we have neither knowledge on the model parameters of the target model nor possession of any real data to query it.

#### 3.1. Adversarial Models

In this paper, a target model \(T\) that conducts classification tasks is deployed. The target model \(T\) has a black-box setting that the parameters and the architecture are unknown to adversaries. The goal of adversaries is to steal the knowledge of \(T\) by training a substitute model \(S\) which can be regarded as a cloned model of \(T\). We assume that adversaries do not have any surrogate dataset which is semantically similar to the original training dataset of \(T\) and they do model stealing without real data. Although attackers can’t access the target model, they can query it to get the inference results. We consider a hard adversarial scenario that \(T\) only provides a label prediction for each query without any additional information on its class probabilities or logits. We call this scenario as *label-only* scenario.

![Figure 1. MEGA framework: data-free model stealing process.](image)

#### 3.2. MEGA

In the following, we propose our algorithm MEGA which can steadily steal the knowledge from \(T\) and train an accurate substitute model \(S\) even in the label-only scenario. Here, we assume \(T\) to be a model of classification task, with \(N\) classes.

**Notation:** In this data-free approach, a generator \(G\) is required to produce synthetic examples to query \(T\). A set of noise vectors \(Z = \{z_1, ..., z_M\}\) where \(M\) is the number of noise vectors, is generated as the input seeds of \(G\). The corresponding synthetic examples \(X = \{x_i | x_i = G(z_i), i = 1, ..., M\}\) are generated by the generator. \(X\) is used to query the target model so that we can obtain the query results \(T(X) = \{T(x_i) | i = 1, ..., M\}\). We use \(P(x)\) and \(S(x)\) to respectively denote the output probability vector of the target model \(T\) and the substitute model \(S\) over an input example \(x\). Specifically, \(T(x)\) is the one-hot vector of the predicted label of an input \(x\), where \(T_j(x)\) denotes the \(j\)-th \((j = 1, ..., N)\) element of the output. The model parameters of \(S\) and \(G\) are respectively represented as \(\theta_s\) and \(\theta_g\).

**Architecture** The architecture of proposed model stealing framework, MEGA, is shown in Figure 1. In the stealing process, the generator \(G\) first generates synthetic examples \(X = G(Z)\) from noise vectors \(Z\) to query \(T\) and get the output \(T(X)\). Next, \(X\) associated with \(T(X)\) is fed into \(S\) for training. The output of the substitute model \(S(G(Z))\) is then used to update \(G\) so as to generate better synthetic examples. In the framework, \(S\) and \(G\) are two networks that work collaboratively rather than competitively. Their optimization objectives are shown in the following.

**The optimization objective of the substitute model:** Since \(S\) is a substitute of \(T\), their outputs are expected to be as similar as possible. Inspired by knowledge distillation [13], \(S\) imitates the outputs of \(T\) through cross entropy loss. The loss function of \(S\) over a query example \(x\) can be defined
We then use the synthetic examples to query \( S \) where we can’t straightforwardly make use of maximizing the confidence (see Appendix B for empirical evidence). We explicitly exploit the input noise set \( Z \) for multiple rounds till the convergence to the local optima. It is important to note that MEGA proceeds in a coordinate descent way because training \( S \) (line 7-11) minimizes \( L_S \) while training \( G \) (line 12-15) also indirectly decreases \( L_S \) (see Appendix A.1 for proof). The algorithm continuously reduces the loss of substitute model in each round. This coordinate descent training way ensures that MEGA converges steadily and efficiently.

### The optimization objective of the generator

The generator \( G \) is responsible for generating synthetic examples to query the target model. Here, we explain how \( G \) steers its synthesizing direction. If we use a real-world example \( x \) to query \( T \) and assume that \( T \) is well trained, the confidence of model \( T \)'s output probability vector \( P(x) \), i.e., the biggest element of \( P(x) \), is expected to be high. In our attack setting, we need to synthesize query that resembles the query of real world data. Given a synthetic example \( x = G(z) \), where \( z \) is a noise vector, if the confidence of \( T(x) \) is high, \( x \) is regarded as a high-quality query example [25, 38]. Consequently, the objective of \( G \) is to generate a synthetic example \( x \) that maximizes its confidence over model \( T \). However, we can’t straightforwardly make use of maximizing the confidence over \( T \) to be the optimization goal for training \( G \). The reason is that the backpropagation of this optimization requires the gradient information of \( T \), but the model parameters of the target model are not accessible in our setting. Besides, in label-only scenario, we can’t estimate the gradient of \( T \) using gradient approximation methods, e.g., the method of forward differences [18, 31, 34]. Since \( S \) mimics the outputs of \( T \) in the training process, the outputs of \( S \) gradually draw closer to the outputs of \( T \) given the same inputs [37]. Thus, we use \( S(x) \) to approximate \( P(x) \) and define the loss function of \( G \) as:

\[
L_G = -\left\{ \log S_k(G(z)) \mid \forall j : S_j(G(z)) \leq S_k(G(z)) \right\},
\]

where \( S_j(G(z)) \) represents the \( j \)-th element of the output probability vector \( S(G(z)) \). With this loss, for an input example \( x = G(z) \), we maximize the value of the \( k \)-th element of \( S(x) \) where \( k \) is the index of the biggest element. According to Eq. (2), we can see that in our approach, updating \( G \) only requires the gradient of the substitute model. It’s applicable in the label-only scenario. Actually, training \( G \) using \( L_G \) also indirectly decreases the loss of \( S \) shown in Eq. (1). We demonstrate this in Appendix A.1. \( S \) and \( G \) are trained collaboratively to steal the target model rather than a min-max game which is applied in existing methods [18, 34, 37].

### Stealing algorithm

In Algorithm 1, given a set of noise seeds \( Z \), we show how MEGA exploits synthetic data examples and trains the substitute model. In the training function, we have multiple rounds to iteratively train \( S \) and \( G \). Specifically, the noise vectors are fed into \( G \) for generating a set of synthetic examples \( X \) at the beginning of each round. We then use the synthetic examples to query \( T \) and obtain the query-result pairs \((X, T(X))\). We apply mini-batch training in the algorithm. For the loss \( L_G \), we use \( S(x) \) to be the approximation of \( P(x) \). Thus, in each round, \( S \) is firstly updated to imitate \( T \). To ensure that after training the substitute model (line 7-11), \( S \) is as close as to \( T \). Each query-result pair is not just used to update one first order stochastic optimization step (e.g., one SGD step [10]) of \( S \). Instead, the algorithm traverses \((X, T(X))\) multiple times to train \( S \) within a round until the loss doesn’t significantly decrease anymore. The local optima of \( S \) for \((X, T(X))\) thus can be found after training in this way (empirically validated in Appendix B). In each round, the algorithm also traverses \( Z \) to train \( G \) (line 12-15). The updated \( G \) is then applied to produce new synthetic examples in the next round and the new synthetic examples thus have higher inference confidence (see Appendix B for empirical evidence). We explicitly exploit the input noise set \( Z \) for multiple rounds till the convergence to the local optima.

#### Algorithm 1: MEGA

1. Generate a set of noise vectors \( Z = \{z\} \)
2. \( S = \text{Train}(Z) \)
3. \textbf{Function} \( \text{Train}(Z) \):
   - for number of rounds do
     - Generate examples \( X = G(Z) \) using the generator
     - Get the query results \( T(X) \) from the target model
     - // train the substitute model
       - for number of iterations do
         - Sample a batch \( \tilde{X} \) from \( X \)
         - Get the corresponding \( T(\tilde{X}) \)
         - Get the output of the substitute model \( S(\tilde{X}) \)
         - Update \( \theta_S \) by minimizing \( L_S \) using first order stochastic optimization
       - // train the generator
       - for number of iterations do
         - Sample a batch \( \tilde{Z} \) from \( Z \)
         - Get the output of the substitute model \( S(G(\tilde{Z})) \)
         - Update \( \theta_G \) by minimizing \( L_G \) using first order stochastic optimization
   - return the trained substitute model \( S \)
3.3. Analysis

Convergence: In Algorithm 1, $S$ and $G$ are updated iteratively in each round $t$. Let $\theta_s^{(t)}$ and $\theta_g^{(t)}$ be the model parameters of $S$ and $G$ after the training of round $t$. To analyze the convergence of Algorithm 1, we make the following assumptions according to the stealing algorithm of MEGA and the optimization objectives of $S$ and $T$. In round $t$, given a noise vector $z \in Z$, we assume that after the training of $S$ (line 7-11), $\arg \max_i S_i(\mathcal{G}(z; \theta_g^{(t-1)}); \theta_s^{(t)}) = \arg \max_i T_i(\mathcal{G}(z; \theta_g^{(t-1)}))$ and after the training of $G$ (line 12-15), the inference confidence of the new synthetic examples $\mathcal{G}(Z)$ is higher on $S$ and $T$. We empirically justify these assumptions in Appendix B. Based on the assumptions above, we have Theorem 1 that shows $\mathcal{L}_S$ can converge in our proposed algorithm. We also verify the convergence performance of our algorithm in the experiments.

**Theorem 1.** Given a noise vector $z \in Z$, let $f(\theta_g^{(t)}) = \text{CE}(T(\mathcal{G}(z; \theta_g^{(t)})), S(\mathcal{G}(z; \theta_g^{(t)}; \theta_s^{(t)})))$, where $t$ indexes the round in Algorithm 1, then $f(\theta_s^{(t)})$ can converge to a positive minimum. *(Proof in Appendix A)*

The cross entropy loss: In order to imitate the target model, the output of the substitute model needs to be as similar to the output of the target model as possible. The two models can be regarded as two distributions. The most straightforward way to enforce their similarity is to minimize the Kullback-Leibler divergence [22] between them. Here, we make use of cross entropy to transfer the generalization ability of the target model to the substitute model [13]. In our black-box setting, the KL-divergence loss and the cross entropy loss can be regarded as equivalent loss functions for stochastic optimization (see the appendix for more details).

3.4. Black-box adversarial attacks

Here, we illustrate how to launch adversarial attacks based on stolen substitute models. We start with the notations of adversarial attacks, their types, and their algorithms. Given an input $x \in X$, $T(x) = y$, where $y$ is the inferred label of model $T$. There are two types of data to $T$: benign examples and adversarial examples, denoted by $\bar{x}$ and $\hat{x}$, respectively. Let $\bar{y}$ be the inference label of $T$ for $\bar{x}$. Adversarial attacks aims to generate a visually indistinguishable example $\hat{x} = \bar{x} + \epsilon$ to fool the target model, where $\epsilon$ is the perturbation of the normal example $\bar{x}$, and $\hat{x}$ is called an adversarial example. There are two types of adversarial scenarios: untargeted and targeted, where the former misleads the target model to misclassify the adversarial examples, and the later leads the target model to a particular type of misclassification. In an untargeted attack, attackers try to shift the output of the target model over the adversarial example by minimizing $\|\epsilon\|$ such that $T(\hat{x}) \neq \bar{y}$. In targeted attacks, adversarial attacks try to make the target model to classify the adversarial example to a particular label, i.e., $y_t$, $T(\hat{x}) = y_t$. Attacker take a benign example and then add perturbation according to the gradient of $\bar{x}$ in the target model by the function $\epsilon = P(\nabla_{\bar{x}} T(\bar{x}))$, e.g., FGSM [11], where $P$ is the perturbation function over the gradient. Thus, for both targeted and untargeted attacks, generating $\epsilon$ for $\bar{x}$ requires knowledge of target model which can be either known or unknown to attackers, corresponding to white or black-box attacks, respectively. In white-box settings, attackers can directly access $T$ to generate adversarial examples by adding $\epsilon$. However, in black-box attacks, as the attackers can’t access the target model, a substitute model $S$ that imitates the target model is required to generate adversarial examples. Thus, our model stealing process to obtain $S$ is essential for black-box adversarial attacks.

4. Evaluation

In this section, we comprehensively evaluate the model stealing performance (the accuracy of the substitute model) on the challenging label-only scenario. In order to compare MEGA with DaST [37] and DFME [34], the state of the art data-free model stealing approaches, the evaluation is also extended to probability-only scenario. We also demonstrate that only a small number of queries are needed for MEGA to learn substitute models and craft adversarial examples. Furthermore, we apply the learned substitute model as inputs to adversarial attacks that aim to fool the target models. To show the adversarial attacking performance, we evaluate the attack success rate under both targeted and untargeted scenarios, i.e., flipping the (un)targeted labels.

4.1. Experimental setup

**Dataset and Model Structure:** We evaluate our proposed method on three datasets: MNIST [24], Fashion-MNIST [35] and CIFAR-10 [21]. Note that for each dataset we use different network structures for the target and substitute models as the attackers lack of prior knowledge of the target structure. For MNIST, we utilize a lightweight CNN of four and three convolutional layers for the target and substitute models, respectively. Both $S$ and $T$ structures of Fashion-MNIST are the same with MNIST. As for Cifar-10, the commonly adopted ResNet34 is used for $T$ and we select a CNN of four convolutional layers for $S$ (as DaST and DFME) in the experiments.

**Attacking Scenarios and Methods:** In this paper, we focus on the label-only scenario, where the attackers can access the output label only. In order to compare with baseline methods, probability-only scenario is also evaluated, where the accessible output is class probabilities. Here we

2For the evaluation of DFME, we have applied the original code from this paper with the recommended hyper-parameters. Our diligent attempts to optimize the hyper-parameters in our setting also do not have apparent improvement.

3In the probability-only scenario, $T(x)$ is probability vector as output.
also assume that the attacks in both scenarios are free to query \( T \) for unlimited times. To generate adversarial examples to fool the target model, we apply three popular attacking methods including FGSM [11], BIM [23], and projected gradient descent (PGD) [26].

**Evaluation Criteria:** The goal of our data-free model stealing is to achieve high classification accuracy on substitute model. The application of adversarial attack aims at misleading \( T \) by both untargeted and targeted attacks. We denote them as MEGA-U and MEGA-T respectively. In the experiments, we use the second class as target for all three datasets for targeted attacks. The criteria to evaluate both types of attacks is the attack success rate (ASR), defined by \( n_{\text{suc}} / n_{\text{all}} \), where \( n_{\text{all}} \) is the number of generated adversarial examples to fool \( T \), and \( n_{\text{suc}} \) is the number of successful attempts. For evaluating the attacking efficiency, we use the number of queries to reach the maximum accuracy of the substitute model as the criteria.

### 4.2. Model Stealing Performance

Model Stealing Accuracy: Here we evaluate the accuracy of model stealing results compared to baseline model of DaST and DFME on both label-only and probability-only scenarios in Table 2. Table 2 first shows the accuracy of the target model, which is essentially the accuracy upper bound of the substitute model. It should be noted that DFME is only compared on probability-only scenario since DFME algorithm requires necessary additional information than inference labels. As DaST, DFME and MEGA apply different updating strategies and batch sizes, it is hard to uniform them by training iterations or rounds. For a fair comparison, we use the number of queries as the horizontal axis. We further note that DaST and DFME generate synthetic data per training iteration for generator or substitute model, whereas MEGA updates the entire model via multiple training iterations per set of synthetic data.

From Table 2, it is clear that the substitute model accuracy of MEGA is higher than DaST and DFME with a significant gap. For label-only scenarios, the accuracy of substitute of MEGA on MNIST dataset even approaches 90%. It strongly demonstrates the effectiveness of MEGA in stealing the target model in a data-free manner. On the other hand, the performance on model stealing on Fashion-MNIST shows a drop owing to the increasing difficulty of classification task. Even without high stealing accuracy on Fashion-MNIST, it is interesting that it can still bring high adversarial attack success rate (see results later). For probability-only scenarios, DaST outperforms DFME slightly but we cannot see very clear differences over rounds. Moreover, from Figure (4a) to (4d), MEGA can quickly reach high accuracy with a much smaller number of queries than DaST and DFME. Another observation worth mentioning is that MEGA converges to the maximum accuracy steadily in both label-only and probability-only scenarios, whereas DaST apparently oscillates in both. We also provide the long run training process of DaST and DFME in the appendix to

### Table 2. Comparison of the accuracy of the substitute models.

| Dataset     | Target Accuracy | Label-only | Probability-only |
|-------------|-----------------|------------|------------------|
| MNIST       | 99.12           | 68.69      | 89.43            |
| Fashion-MNIST| 91.15           | 33.07      | 52.04            |
|             | DaST MEGA       | DFME DaST  | MEGA             |

Figure 3. Convergence of MEGA over training rounds: loss of the substitute model
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Figure 2. The accuracy of the substitute models.
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verify our statement on their model stealing performance.

Convergence Process: For DaST, we can see from Figure (2) that the accuracy fluctuates and doesn’t stop at a good local optima along the entire training procedure of 350,000 queries for (4b)(4a) (450,000, 500,000 for (4d)(4c) respectively). The accuracy of substitute model does not show an increasing trend in Figure (4b)(4d). Nevertheless, DaST saves the substitute model each iteration, and choose the one of highest accuracy to be the final result. We argue the it is infeasible to select the best model for DaST because attackers do not have real data to evaluate their saved models. Another issue is that what stopping criteria shall be used for terminating the training especially when the accuracy does not converge stably, e.g., shown in Figure. (4d). Further, once the model stealing process ends, it requires additional resources and efforts to store and to select the best substitute model. This further leads to the unstable training process of DaST. For DFME, the accuracy also oscillate a lot because it also applies competitive training. Comparatively, the convergence process of MEGA is almost monotonic. The accuracy increases smoothly during the whole training phrase, and converges to local optima at around 200,000 queries for MNIST and 400,000 for Fashion-MNIST, respectively. The loss of substitute models shown in Figure 3 stays consistent with our theoretical analysis on convergence guarantee in Section 3.3.

There are multiple reasons behind such differences in convergence between DaST, DFME and MEGA. First, MEGA generates a set of synthetic data to update the generator and the substitute model via multiple training iterations, aiming to find the local optima for each set. On the contrary, DaST and DFME generates a new set of examples in each iteration to update the substitute model and the generator. As a result, each set is used to guide only one training iteration. However, such one-iteration update provides limited guidance to the training, even worse, the knowledge learned by one update can be dominated by random factors of a new set of synthetic data. Second, the training process in DaST and DFME are similar to GANs [3, 16] and inherit the limitations of GANs. Under GANs, real examples are applied to guide the training. However, real examples are limited in a small region of feature space, but for synthetic noisy images, each new set generated from different seeds can be totally different from the others, which brings extra instability especially in the case of synthetic examples from a large random generating space. Thus, in MEGA, we only use a fixed set of random seeds and fully exploit them in multiple rounds. Thirdly, the objective function of the generator of DaST and DFME are trained in a competition game with $S$, but for our confidence-based objective, the training procedure is a collaborative game among them. The optimization objectives of $S$ and $G$ are complimentary rather than contradictory, and thus enhances stability.

| Dataset       | Label-only | Probability-only |
|---------------|------------|------------------|
|               | DaST       | MEGA             | DFME | DaST | MEGA |
| MNIST         | 2150       | 34               | 72   | 590  | 35   |
| Fashion-MNIST | 75         | 48               | 116  | 90   | 45   |
| Cifar-10      | 30         | 20               | 269  | 100  | 17   |

4.3. Model Stealing Efficiency

Another performance superiority of MEGA is model stealing efficiency, compared to other data-free model stealing. We zoom into the metrics to show efficiency of the proposed model stealing process: the number of queries needed to achieve the maximum accuracy of a substitute model. The results of number of queries for training are summarized in Table 3. One can see that MEGA requires 37%–95% fewer queries to train the substitute models than DaST and DFME. As MEGA has light-weight networks, a smaller number of query-label pairs is needed and the required training time is thus lower. Another reason lies on the convergence speed. As the training of substitute model for both DFME and DaST fluctuates a lot, it is hard to find the terminating point of training process so that more iterations are needed to obtain better $S$. In a nutshell, MEGA not only requires a lower number of synthetic query examples but also lower training time than DaST and DFME.

4.4. Adversarial Attacks based on Stolen Models

Here we evaluate the attack success rate in both targeted and untargeted adversarial under label-only and probability-only scenarios on three datasets. The experimental results by ASR are summarized in Table 4. Cifar-10 dataset is chosen here to show the results of the data-free attack among more complex network and task. Prior to discussing the ASR of MEGA, we first show the ASR achieved by real data to steal the target model for MNIST dataset in Table 5. Here we use real data to query the target model so as to train the substitute model. Then we apply the same attack methods for generating adversarial examples. It can be regarded as the upper-bound of ASR for our data-free settings. Overall, the attack success rate of MEGA reaches around 85% of the real data case for untargeted attacks and worse results for targeted attacks depending on the attack methods. From Table 4, it is clear to see that ASR of MEGA significantly outperforms DaST and DFME from two to fifteen times high, but DaST shares the similar performance as DFME in general. Comparing untargeted and targeted attacks, all of DaST, DFME and MEGA show higher ASR for untargeted attack. This can be explained by that a untargeted attack only need classification to shift out of the correct label while the a
Table 4. The attack success rate on three datasets for MEGA and DaST under untargeted and targeted attacks of probability-only and label-only scenarios.

| Dataset     | Attack | Label-only | Probability-only |
|-------------|--------|------------|------------------|
|             |        | DaST-U     | MEGA-U | DaST-T | MEGA-T | DFME-U | DaST-U | MEGA-U | DFME-T | DaST-T | MEGA-T |
| MNIST       | FGSM   | 20.22      | 53.72   | 6.32    | 16.47  | 30.08  | 24.65  | 52.00  | 8.01   | 6.33   | 16.04  |
|             | BIM    | 27.83      | 65.26   | 2.07    | 18.94  | 39.05  | 27.93  | 61.76  | 12.35  | 2.49   | 15.42  |
|             | PGD    | 27.73      | 65.19   | 2.13    | 18.97  | 38.38  | 28.42  | 60.92  | 12.12  | 2.78   | 15.33  |
| Fashion-MNIST | FGSM | 88.77      | 86.55   | 9.81    | 17.61  | 49.33  | 87.76  | 89.08  | 0.54   | 2.10   | 30.74  |
|             | BIM    | 85.10      | 87.10   | 23.46   | 28.46  | 49.22  | 88.50  | 90.42  | 0.31   | 6.18   | 37.28  |
|             | PGD    | 85.60      | 88.69   | 23.55   | 28.63  | 51.21  | 89.93  | 92.07  | 0.27   | 5.71   | 37.75  |
| Cifar-10    | FGSM   | 54.62      | 57.99   | 0.16    | 0.22   | 53.69  | 56.06  | 58.60  | 0.17   | 0.20   | 0.22   |
|             | BIM    | 56.25      | 60.02   | 0.17    | 0.20   | 47.37  | 58.54  | 60.18  | 0.23   | 0.27   | 0.27   |
|             | PGD    | 56.15      | 59.50   | 0.12    | 0.19   | 47.19  | 58.52  | 59.95  | 0.22   | 0.29   | 0.25   |

Table 5. The attack success rate on MNIST using unlabeled real data to steal the target model.

| Attack | Label-only | Probability-only |
|--------|------------|------------------|
|        | Real-U     | Real-T           | Real-U | Real-T |
| FGSM   | 61.80      | 15.68            | 63.95  | 16.38  |
| BIM    | 80.24      | 30.06            | 79.02  | 29.95  |
| PGD    | 80.46      | 30.20            | 78.77  | 29.48  |

targeted attack requires an elaborate $\epsilon$ to lead to the specific misclassification outcome. As a result, more significant ASR improvement resulted from MEGA can be observed for the challenge targeted cases than the untargeted ones. Also, the result that MEGA achieves about 55% high of real data scenario is as expected, because more elaborate $\epsilon$ is required but too demanding for synthetic data.

When it comes to differences between label-only and probability-only, higher attack success rates are achieved under the probability-only scenarios. This can be explained by that in label-only scenarios, attackers train the substitute model by pairs of synthetic data $X$ and querying output labels. Specifically, the learning of the substitute model is to imitate the output label of $T$ by cross entropy loss. Thus, when outputting the same label (class element of maximum probability), it does not provide information for training. On the contrary, the feedback the probability vector of all classes provides much more supervision to the substitute model. When $S$ and $T$ output the same label of maximum probability, $S$ continues to learn until all of the probabilities become similar. It is in line with our previous statement that probability-only scenarios are more informative, and achieve stronger attacks.

Let us zoom into the differences among datasets. In general, MEGA greatly outperforms DaST and DFME in all three datasets. Compared to MNIST, the attack success rate of Fashion-MNIST is higher although the accuracy of $S$ in Figure 2 is lower. It is because that the classification task of MNIST is very easy, adding perturbation helps more for attacking when the task is not that easy. However, despite the fact that Cifar-10 task is more challenging than Fashion-MNIST, the attack success rate on Cifar-10 appears to be lower. The reason of such results lies on the fact of low accuracy of the substitute model. Training on Cifar-10 even with real data and deep networks can be difficult [1, 33]. Without surprise, shallow substitute models trained by synthetic data thus reach even lower accuracy. This observation unfortunately implies the limitation of data-free adversarial attacks in complex learning tasks that need deeper network structures with massive training data.

5. Conclusion

It’s challenging to design adversarial attacks without knowing the target model parameters nor access to real-world data. In this paper, we propose a novel and effective data-free model stealing framework, MEGA, a collaborative generator-substitute networks, which aims to steal the knowledge of the target model using synthetically generated queries. To collaboratively steal the target model, on the one hand, the generator synthesizes data such that the inference confidence of the substitute model on synthetic data is maximized. On the other hand, the substitute model minimizes the cross entropy loss between its predictions and the target model on synthetic data. To ensure that the algorithm converges steadily and efficiently, we train the generator and the substitute model in a coordinate descent fashion by repetitively exploiting every set of synthetic images and theoretically prove its convergence. We empirically demonstrate that MEGA effectively steals the target model using a small number of queries for three datasets. Under various adversarial scenarios, we show that the substitute model achieves $19\%$–$33\%$ higher accuracy and up to $40\%$ higher adversarial attack success rate than state-of-the-art
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A. Proof of Theorem 1

In this section, we prove Theorem 1 which shows that the loss of the substitute model $S$ can converge during the training. In order to simplify the proof of Theorem 1, we firstly derive Lemma 1 according to the assumptions in Section 3.3.

A.1. Notations and lemmas

For simplicity, we use $T(z; \theta_g^{(t)})$ to denote $T(G(z; \theta_g^{(t)}))$ and $S(z; \theta_g^{(t)}, \theta_s^{(t)})$ to denote $S(G(z; \theta_g^{(t)}); \theta_s^{(t)})$. Then we can derive the following lemma. The lemma shows that training $G$ using $L_G$ also indirectly decreases the loss of $S$.

**Lemma 1.** After the training of $G$ (line 11-14, Algorithm 1) in round $t$, given $z \in Z$, we have $CE(T(z; \theta_g^{(t)}), S(z; \theta_g^{(t)}, \theta_s^{(t)})) \leq CE(T(z; \theta_g^{(t-1)}), S(z; \theta_g^{(t-1)}, \theta_s^{(t)}))$.

**Proof.** After training $G$ we have

\[
S_t^r(z; \theta_g^{(t)}, \theta_s^{(t)}) \geq S_t^r(z; \theta_g^{(t-1)}, \theta_s^{(t)}),
\]

\[
T_t^r(z; \theta_g^{(t)}, \theta_s^{(t)}) \geq T_t^r(z; \theta_g^{(t-1)}, \theta_s^{(t)}),
\]

where $i^* = \arg \max_i S_t(G(z; \theta_g^{(t-1)}); \theta_s^{(t)}) = \arg \max_i T_t(G(z; \theta_g^{(t-1)}))$. Then we have

\[
CE(T(z; \theta_g^{(t)}), S(z; \theta_g^{(t)}, \theta_s^{(t)})) = -\sum_{i=1}^N T_t(z; \theta_g^{(t)}) \log S_t(z; \theta_g^{(t)}, \theta_s^{(t)})
\]

\[
\leq -\sum_{i=1}^N T_t(z; \theta_g^{(t-1)}) \log S_t(z; \theta_g^{(t)}, \theta_s^{(t)})
\]

\[
\leq -\sum_{i=1}^N T_t(z; \theta_g^{(t-1)}) \log S_t(z; \theta_g^{(t-1)}, \theta_s^{(t)})
\]

\[
= CE(T(z; \theta_g^{(t-1)}), S(z; \theta_g^{(t-1)}, \theta_s^{(t)}))
\]

A.2. Completing the proof

**Theorem 1.** Given $z \in Z$. Let $f(\theta_s^{(t)}) = CE(T(G(z; \theta_g^{(t)})), S(G(z; \theta_g^{(t)}); \theta_s^{(t)}))$. Training the substitute model by Algorithm 1, we have $\lim_{t \to \infty} f(\theta_s^{(t)}) = \epsilon^*$, where $\epsilon^* \geq 0$.

**Proof.** We can simplify $f(\theta_s^{(t)})$ as

\[
f(\theta_s^{(t)}) = CE(T(z; \theta^{(t)}), S(z; \theta_g^{(t)}, \theta_s^{(t)})),
\]

where $t$ is used to index the training rounds. Using Lemma 1, We have

\[
f(\theta_s^{(t+1)}) \leq CE(T(z; \theta_g^{(t)}), S(z; \theta_g^{(t)}, \theta_s^{(t+1)}))
\]

Since the cross entropy loss is the loss function of $S$, we have

\[
f(\theta_s^{(t+1)}) \leq CE(T(z; \theta_g^{(t)}), S(z; \theta_g^{(t)}, \theta_s^{(t+1)})) \leq CE(T(z; \theta_g^{(t)}), S(z; \theta_g^{(t)}, \theta_s^{(t)})) = f(\theta_s^{(t)})
\]

Therefore, we know that $f(\theta_s)$ is monotone decreasing during the training. $f(\theta_s) = 0$ if and only if $T(z; \theta_g^{(t)}) = S(z; \theta_g^{(t)}, \theta_s^{(t)})$. Otherwise $f(\theta_s) > 0$. Since $f(\theta_s) \geq 0$, it will converge. However the outputs of $S$ and $T$ usually won’t be exactly the same. Then the convergence can be formally represented as $\lim_{t \to \infty} f(\theta_s^{(t)}) = \epsilon^*$, where $\epsilon^*$ is a constant and $\epsilon^* \geq 0$.

In this section, the convergence of MEGA is analyzed based on the two assumptions shown in Section 3.3. The two assumptions are empirically justified in Appendix B. It does not seem possible to rigorously derive Theorem 1 without these two assumptions.

B. Justifying assumptions

Here, we empirically justify the assumptions proposed in the methodology part. These assumptions are made for convergence analysis.

B.1. Inference confidence

In Section 3.3, we assume that after the training of $G$ (algorithm line 12-15), the inference confidence of the new synthetic examples $G(Z)$ is higher on $S$ and $T$. To justify this assumption, we show the inference confidence in different round in Figure 4. The confidence of four noise seeds are illustrated and the seeds are applied in both label-only and probability-only scenarios. In probability-only scenario, the inference confidence of $S$ and $T$ are similar because $S$ can get the inference probability information from $T$.

B.2. Prediction similarity

In Section 3.3, we also assume that given a noise vector $z \in Z$, we assume that after the training of $S$ (algorithm line 7-11), $\arg \max_i S_t(G(z; \theta_g^{(t-1)}); \theta_s^{(t)}) = \arg \max_i T_t(G(z; \theta_g^{(t-1)}))$.

In each round $t$, MEGA traverses $(X, T(X))$ multiple times to train $S$ until the loss doesn’t significantly decrease anymore. Then the local optima of $S$ for $(X, T(X))$ can be found and $S$ can mimic the prediction of $T$ on the current
C. Cross entropy and KL-divergence

In this section, we demonstrate that cross entropy is equivalent to KL-divergence in the black-box setting. And we also show that cross entropy can avoid gradient vanishing in white box cases where the target model $T$ is derivable.

Let $S(x)$ and $T(x)$ to be the softmax outputs of the substitute model and the target model. The expressions of the KL-divergence loss and the cross entropy loss are shown in the following.

$$L_{KL}(x) = \sum_{i=1}^{N} T_i(x) \log \left( \frac{T_i(x)}{S_i(x)} \right)$$

$$L_{CE}(x) = -\sum_{i=1}^{N} T_i(x) \log S_i(x)$$

In the black-box setting of this paper, $T$’s model parameters are unavailable. Therefore, in MEGA, $T(x)$ is regarded as a constant vector which is non-differentiable. In this case, we have

$$\nabla_x L_{KL}(x) = \nabla_x L_{CE}(x) = -\sum_{i=1}^{N} T_i(x) \nabla_x [\log S_i(x)]$$

But an interesting observation is that in white-box settings ($T$ is derivable) cross entropy won’t suffer from vanishing gradients but KL-divergence can suffer from vanishing gradients. The justification is in the following. Taking the gradient over $L_{KL}(x)$, we have

$$\nabla_x L_{KL}(x) = \sum_{i=1}^{N} \frac{\partial T_i}{\partial x} \log \frac{T_i}{S_i} + \frac{\partial T_i}{\partial x} - \frac{\partial S_i}{\partial x} \frac{T_i}{S_i}$$

$$= \sum_{i=1}^{N} \frac{\partial T_i}{\partial x} \log \frac{T_i}{S_i} - \frac{\partial S_i}{\partial x} \frac{T_i}{S_i},$$

where $\sum_{i=1}^{N} \frac{\partial T_i}{\partial x} = 0$ because $\sum_{i=1}^{N} T_i = 1$. When $S$ converges to $T$ we have $T_i(x) = S_i(x) (1 + \epsilon_i(x))$ where $\epsilon_i(x)$ tends to 0 during the convergence process. When $\epsilon_i(x)$ tends to 0, $\log (1 + \epsilon_i(x)) \approx \epsilon_i(x)$. Then we have

$$\nabla_x L_{KL}(x) \approx \sum_{i=1}^{N} \frac{\partial T_i}{\partial x} \epsilon_i - \frac{\partial S_i}{\partial x} (1 + \epsilon_i)$$

$$\approx \sum_{i=1}^{N} \epsilon_i \left( \frac{\partial T_i}{\partial x} - \frac{\partial S_i}{\partial x} \right),$$

where we have applied $\sum_{i=1}^{N} \frac{\partial S_i}{\partial x} = 0$ because $\sum_{i=1}^{N} S_i = 1$. According to Equation (3), the gradient of $L_{KL}(x)$ will gradually vanish after many iterations. Then taking the gradient over $L_{CE}(x)$, we have

$$\nabla_x L_{CE}(x) = -\sum_{i=1}^{N} \frac{\partial T_i}{\partial x} \sum_{i=1}^{N} \frac{\partial S_i}{\partial x}$$

$$= \sum_{i=1}^{N} \frac{\partial T_i}{\partial x} \sum_{i=1}^{N} \frac{\partial S_i}{\partial x}$$

$$= -\sum_{i=1}^{N} \frac{\partial T_i}{\partial x} \sum_{i=1}^{N} \frac{\partial S_i}{\partial x}$$

$$= -\sum_{i=1}^{N} \frac{\partial T_i}{\partial x} \sum_{i=1}^{N} \frac{\partial S_i}{\partial x}$$
where the first term won’t vanish during the iterations. Therefore the cross entropy loss won’t suffer from vanishing gradients. Note that we have applied \( \sum_{i=1}^{N} \frac{\partial S_i}{\partial x} = 0 \).

D. Applying the baseline DFME

D.1. The white-box optimization goal

We use DFME [34] as a baseline in our black-box setting. Here, we briefly introduce the method using the notations of this paper.

DFME makes use of the \( \ell_1 \) norm between the outputs of the target model and the substitute model as the loss function.

\[
\mathcal{L}(x) = \sum_{i=1}^{N} |T_i(x) - S_i(x)|,
\]

where \( x = G(z) \) is a synthetic example and \( N \) is the number of classes.

There is also one generator \( G \) in the method for generating synthetic examples to query the target model. The method follows the principle of generative adversarial networks (GANs). The optimization objectives of \( G \) and \( S \) are competitive. The objectives are show in the following:

\[
\min_{S} \max_{G} \mathbb{E}_{z \sim \mathcal{N}(0,1)}[\mathcal{L}(T(G(z)), S(G(z)))]
\]

The optimization objectives can be applied in white-box settings where the model parameters of \( T \) are accessible.

D.2. Gradient approximation

The challenge of applying the method in black box settings: In our black-box setting, the target model \( T \) only provides black-box access which means the model parameters of \( T \) are unavailable. If we want to train the generator \( G \), \( \nabla_{\theta_g} \mathcal{L} \) is required. But \( T \) is not derivable in our black-box setting. Therefore we can’t calculate the term \( \nabla_{\theta_g} T_i(G(z)) \) where \( i = 1, ..., N \) and the term is necessary to calculate \( \nabla_{\theta_g} \mathcal{L} \).

The solution: In order to address the aforementioned problem, DFME finds a method to approximate \( \nabla_{\theta_g} \mathcal{L} \). We know that

\[
\nabla_{\theta_g} \mathcal{L} = \frac{\partial \mathcal{L}}{\partial \theta_g} = \frac{\partial \mathcal{L}}{\partial x} \times \frac{\partial x}{\partial \theta_g},
\]

where the second term can be computed because \( G \) is derivable and we know its parameters. Thus, we only need to approximate \( \frac{\partial \mathcal{L}}{\partial x} \). This can be done by the forward differences method (Polyak, 1987). The method approximates the gradient of a function at a point by computing directional derivatives along some random directions which can be formulated as the following equation. For a synthetic example \( x \in \mathbb{R}^d \), we have the approximate gradient:

\[
\hat{\nabla}_x \mathcal{L}(x) = \frac{1}{M} \sum_{i=1}^{M} \frac{d \cdot (\mathcal{L}(x + \epsilon u_i) - \mathcal{L}(x))}{\epsilon} u_i
\]
where \( u_i \) is a random direction (a \( d \) dimensional unit vector) and \( M \) is the number of directions used for the approximation. The approximate value will be more precise as \( M \) increases. Using the solution, DFME can do model stealing in our black-box setting.

**Weakness:** There are two points of weakness for the baseline. (i) This baseline can only be applied in the probability-only scenario because we need the output probability vector of \( \mathcal{T} \) to approximate \( \nabla \theta \mathcal{L} \). (ii) For each synthetic example \( x \), this baseline needs additional \( M \) queries to approximate the corresponding gradient \(^5\).

\(^5\)According to the DFME paper, \( M = 1 \) in the experiments.

---

**E. Additional experimental results**

In this section, we show the model stealing accuracy of DFME and DaST during their training process in Figure 10. The accuracy of DFME and DaST fluctuates and stays below our approach.

**F. Visualization**

In this part, we visualize the outputs of the generator of our proposed MEGA for MNIST, Fashion-MNIST and Cifar-10 datasets in Figure. 6. It can be visualized as 3-channel chromatic images for Cifar-10 with 1-channel grayscale im-

---
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ages for the others. Adversarial examples generated by our trained substitute model in both label-only and probability-only scenarios are also provided in Figure. 7, 8 and 9.

In Figure. 7, 8 and 9, small perturbations have been added to the original data examples by the state-of-the-art adversarial attack models FGSM, BIM and PGD. We apply small perturbations to generate the adversarial examples.