Quantum phases of a two-dimensional polarized degenerate Fermi gas in an optical cavity
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In this paper we analytically investigate the ground-state properties of a two-dimensional polarized degenerate Fermi gas in a high-finesse optical cavity, which is governed by a generalized Fermi-Dicke model with tunable parameters. By solving the photon-number dependent Bogoliubov–de–Gennes equation, we find rich quantum phases and phase diagrams, which depend crucially on the fermion-photon coupling strength, the fermion-fermion interaction strength, and the atomic resonant frequency (effective Zeeman field). In particular, without the fermion-fermion interaction and with a weak atomic resonant frequency, we find a mixed phase that the normal phase with two Fermi surfaces and the superradiant phase coexist, and reveal a first-order phase transition from this normal phase to the superradiant phase. With the intermediate fermion-fermion interaction and fermion-photon coupling strengths, we predict another mixed phase that the superfluid and superradiant phases coexist. Finally, we address briefly how to detect these predicted quantum phases and phase diagrams in experiments.
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I. INTRODUCTION

The experimental combination of a Bose-Einstein condensate with a high-finesse optical cavity [1, 2] opens a conceptually new regime of both cavity quantum electrodynamics and ultracold atoms. In this combination, all ultracold bosons, occupying the same quantum state, interact identically with a single-mode quantized field, and thus, a strong collective matter-field interaction can be achieved. Moreover, cavities can generate unconventional dynamical optical potentials, which induce rich nonequilibrium and strongly-corrected many-body phenomena [3]. For example, when pumped transversely, the spinless ultracold bosons in the cavity-induced dynamical optical potentials undergo self-organization [4–6], which has been observed experimentally [7, 8] and has been regarded as an equivalence to the well-known superradiant (SR) phase transition in an effective Dicke model [9].

Motivated by near-term experimental prospects, another fundamental interaction between ultracold fermions and a high-finesse optical cavity has been investigated theoretically. Since at lower temperature fermions exhibit quite different behavior than bosons, exotic physics is expected to arise in this new platform [10–23]. In particular, followed by the experimental scheme in Ref. [7, 8], three groups have considered simultaneously spinless fermions in the cavity-induced dynamical optical potential [15–17]. They have found that the Fermi statistics plays a dominate role in the SR phase transition at moderate and high densities. At the moderate density, the Fermi surface displays a nesting structure and strongly enhances superradiance, which is, however, suppressed largely at high density, due to the Pauli blocking effect. In addition, by introducing a cavity-assisted spin-orbit coupling [24, 25], a topological SR phase has been predicted [18]. Recently, the cavity-induced artificial magnetic field [20], chiral phases [21], and non-trivial topological states [22] have been created. Moreover, when fermions are gauge coupled to a cavity mode, a SR phase with an infinitesimal pumping threshold, which induces a directed particle flow, has been found for an infinite lattice [23].

In this paper, followed by the experimental scheme in Ref. [26, 27], we consider a two-dimensional (2D) polarized degenerate Fermi gas in a high-finesse optical cavity. When introducing two Raman transitions induced by the quantized cavity field and two transverse pumping lasers, we first realize a generalized Fermi-Dicke model, in which all parameters, including the fermion-photon coupling strength, the fermion-fermion interaction strength, and the atomic resonant frequency (effective Zeeman field), can be controlled independently. Then, based on a photon-number dependent Bogoliubov–de–Gennes (BdG) equation, we reveal rich quantum phases and phase diagrams, which depend crucially on these tunable parameters. In particular, without the fermion-fermion interaction and with a weak atomic resonant frequency, we find a mixed phase that the normal phase with two Fermi surfaces and the SR phase coexist, and reveal a first-order phase transition from this normal phase to the SR phase. With the intermediate fermion-fermion interaction and fermion-photon coupling strengths, we predict another mixed phase that the superfluid (SF) and SR phases coexist. Finally, we address briefly how to detect the predicted quantum phases and phase diagrams.
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This paper is organized as follows. In Sec. II, we present an experimentally-feasible scheme to realize a generalized Fermi-Dicke model with tunable parameters. In Sec. III, we derive a photon-number dependent BdG equation, and then obtain the ground-state energy and the mean-field gap, particle number, and SR equations. In Secs. IV and V, we reveal rich quantum phases and phase diagrams without or with the fermion-fermion two-body interaction, respectively. The parameter estimation and possible experimental observation are addressed in Sec. VI, and the brief discussion and conclusion are given in Sec. VII.

II. MODEL AND HAMILTONIAN

Figure 1 shows our proposed scheme that all ultracold fermions are coupled with a high-finesse optical cavity supporting a single-mode photon. As illustrated in Fig. 1(a), the fermions in the optical cavity are confined in a far-of-resonance optical trap (yz plane) by a tightly-radial confinement along the x direction. The cavity mode is driven by a linearly-polarized laser and the fermions are pumped by two transverse lasers, which are left- and right-handed circular polarized in the yz plane. In addition, each fermion has four levels, including two ground states (|↑⟩ and |↓⟩) and two excited states (|1⟩ and |2⟩), as shown in Fig. 1(b). The quantized cavity field and the two transverse pumping lasers induce two Raman processes; see more details in the caption.

Formally, the total time-dependent 2D Hamiltonian is written as

\[ \hat{H}_T(t) = \hat{H}_F + \hat{H}_P + \hat{H}_D(t) + \hat{H}_{AR}(t) + \hat{H}_{AP} + \hat{H}_{INT}. \]  

(1)

Here, the Hamiltonian of the free four-level fermions is given by

\[ \hat{H}_F = \sum_{i=1,2,\uparrow,\downarrow} \int d^2r \hat{\psi}_i^\dagger (r) \left( \frac{\hat{p}^2}{2M} - \mu + \omega_i \right) \hat{\psi}_i (r), \]

(2)

where \( \hat{\psi}_i^\dagger (r) \) and \( \hat{\psi}_i (r) \) (\( i = 1, 2, \uparrow, \downarrow \)) are the creation and annihilation operators of the fermionic fields, \( M \) is the atom mass, \( \mu \) is the chemical potential, and \( \omega_i \) are the eigenfrequencies of all quantum states. The Hamiltonian of the quantized cavity field, together with the driving laser, is written as

\[ \hat{H}_P + \hat{H}_D(t) = \omega_c \hat{a}^\dagger \hat{a} + \varepsilon (\hat{a} e^{i\omega_c t} + \hat{a}^\dagger e^{-i\omega_c t}), \]

(3)

where \( \hat{a}^\dagger \) and \( \hat{a} \) are the creation and annihilation operators of the quantized cavity field with frequency \( \omega_c \), and \( \varepsilon (\omega_c) \) is the magnitude (frequency) of the driving laser. Under the rotating-wave approximation, the Hamiltonian, which describes the interaction between the fermionic fields and the two transverse pumping lasers, reads

\[ \hat{H}_{AR}(t) = \frac{1}{2} \int d^2r \left[ \Omega_1 \hat{\psi}_1^\dagger (r) \hat{\psi}_1 (r) e^{-i\omega_A t} + \Omega_2 \hat{\psi}_2^\dagger (r) \hat{\psi}_2 (r) e^{-i\omega_B t} + \text{H.c.} \right], \]

(4)

where \( \Omega_1 \) and \( \Omega_2 \) (\( \omega_A \) and \( \omega_B \)) are the Rabi frequencies (frequencies) of the transverse pumping lasers and H.c. denotes the Hermitian conjugate, whereas the Hamilto-
nian for governing the interaction between the fermionic and quantized cavity fields is given by
\[ \hat{H}_{AP} = \int d^2r \left\{ \left[ g_1 \hat{\psi}_1^\dagger (r) \hat{\psi}_1 (r) + g_2 \hat{\psi}_2^\dagger (r) \hat{\psi}_1 (r) \right] \hat{a} + \text{H.c.} \right\}, \]  

(5)

where \( g_1 \) and \( g_2 \) are both the fermion-photon coupling strengths. In addition, here we only consider the attractive contact interaction between the ground states \(|\uparrow\rangle\) and \(|\downarrow\rangle\) since the excited states are eliminated adiabatically, as will be shown below. Therefore, the two-body interacting Hamiltonian is given by
\[ \hat{H}_{\text{INT}} = \lambda \int d^2r \hat{\psi}_1^\dagger (r) \hat{\phi}_1^\dagger (r) \hat{\psi}_1 (r) \hat{\phi}_1 (r), \]  

(6)

where \( \hat{\omega} = \omega_c - \omega_l \) is the effective frequency, \( \Delta_1 = \omega_1 - \omega_A/2 \) (\( \Delta_2 = \omega_2 - \omega_B/2 \)) is the detuning from the excited state \(|1\rangle\) \((|2\rangle\)), and \( \hat{\omega}_1 = \omega_1 + \omega_A/2 \) is the effective eigenfrequency of the ground state \(|\uparrow\rangle\) \(|\downarrow\rangle\).

In experiments [7, 8, 27], a weak driving \((\varepsilon \to 0)\) and large detunings \(|\Delta_{1,2} | \gg \Omega_{1,2}, g_{1,2}, \omega_c, \omega_0 \) are usually taken into account. In such case, the term \( \varepsilon (a + a^\dagger) \) in the Hamiltonian (1) can be neglected and both the excited states \(|1\rangle\) and \(|2\rangle\) can be eliminated adiabatically [28, 29], Therefore, we obtain

\[ \hat{H} = \hat{\omega} \hat{a}^\dagger \hat{a} + \sum_{\sigma = \uparrow, \downarrow} \int d^2r \hat{\psi}_\sigma^\dagger (r) \left( \frac{\hat{p}_r^2}{2M} - \mu \right) \hat{\psi}_\sigma (r) + \int d^2r \left[ \hat{\omega}_1 \hat{\psi}_1^\dagger (r) \hat{\psi}_1 (r) + \hat{\omega}_1 \hat{\phi}_1^\dagger (r) \hat{\phi}_1 (r) \right] \hat{a}^\dagger \hat{a} + \lambda \int d^2r \left\{ \left[ \frac{|g_1|^2}{\Delta_1} \hat{\psi}_1^\dagger (r) \hat{\psi}_1 (r) + \frac{|g_1|^2}{\Delta_1} \hat{\phi}_1^\dagger (r) \hat{\phi}_1 (r) \right] \hat{a}^\dagger \hat{a} + \text{H.c.} \right\}. \]  

(8)

When the parameters are chosen as
\[ \frac{|g_1|^2}{\Delta_1} = \frac{|g_2|^2}{\Delta_2}, \quad \frac{g_1 \Omega_1^2}{\Delta_1} = \frac{g_2 \Omega_2^2}{\Delta_2}, \]  

(10)

the Hamiltonian (9) becomes
\[ \hat{H} = \omega_l \hat{a}^\dagger \hat{a} + \sum_{\sigma = \uparrow, \downarrow} \int d^2r \hat{\psi}_\sigma^\dagger (r) \left( \frac{\hat{p}_r^2}{2M} - \mu \right) \hat{\psi}_\sigma (r) \]
\[ - \omega_0 \int d^2r \left[ \hat{\psi}_1^\dagger (r) \hat{\psi}_1 (r) - \hat{\phi}_1^\dagger (r) \hat{\phi}_1 (r) \right] \hat{a} \hat{a}^\dagger + \frac{\lambda}{\sqrt{N}} \int d^2r \left[ \hat{\psi}_1^\dagger (r) \hat{\psi}_1 (r) + \hat{\phi}_1^\dagger (r) \hat{\phi}_1 (r) \right] \hat{a} \hat{a}^\dagger \]
\[ + \lambda \int d^2r \hat{\psi}_1^\dagger (r) \hat{\phi}_1^\dagger (r) \hat{\psi}_1 (r) \hat{\phi}_1 (r), \]  

(11)
where the factor $1/\sqrt{N}$, with $N$ being the total atom number, is introduced to ensure that the free energy per fermion is finite in the thermodynamic limit [30, 31]. In the Hamiltonian (11), $\omega_0 = (\hat{\omega}_1 - \hat{\omega}_2)/2$ is the effective resonant frequency between the ground states $|\uparrow\rangle$ and $|\downarrow\rangle$ and can be usually regarded as an effective Zeeman field. For simplicity, we take $\omega_0 > 0$ in the following discussions. $\eta = \sqrt{N}g_1\Omega_1^2/(2\Delta_1) = \sqrt{N}g_2\Omega_2^2/(2\Delta_2)$ is the effective fermion-photon coupling strength. $\omega = N\zeta + \hat{\omega}$ is the atom-number dependent cavity frequency, where $\zeta = |g_1|^2/\Delta_1 = |g_2|^2/\Delta_2$. It should be emphasized that the choice of parameters in Eq. (10) has been used experimentally [7, 8, 27].

The Hamiltonian (11) is our required Hamiltonian that governs two fundamental interactions, including the fermion-photon and fermion-fermion two-body interactions, and thus, is called a generalized Fermi-Dicke model. This Hamiltonian has a distinct advantage that all parameters can be controlled independently. For example, $\omega_0$ and $\omega$ can be tuned by controlling the frequencies of the driving and transverse pumping lasers, and $\eta$ can be determined by the Rabi frequencies of the transverse pumping lasers. Besides, $\lambda$ can be tuned by varying the $s$-wave scattering length $a_s$ through the Feshbach resonant technique [32]. See more detailed discussions in Sec. VI.

### III. GROUND-STATE PROPERTIES

In order to investigate the ground-state properties of the Hamiltonian (11), we first expand operators of the fermionic fields in terms of the plane waves, i.e.,

$$\hat{\psi}_\sigma(r) = \frac{1}{\sqrt{S}} \sum_{k,\sigma = \uparrow, \downarrow} \hat{C}_{k,\sigma} e^{i k r},$$

where $\hat{C}_{k,\sigma}$ are the annihilation operators of fermions in the momentum space and $S$ is the gas area (hereafter $S = 1$). After a straightforward calculation, we obtain

$$\hat{H} = \omega \hat{a}^\dagger \hat{a} + \sum_k \xi_k \hat{C}_{k,\sigma}^\dagger \hat{C}_{k,\sigma} + \omega_0 \sum_k \left( \hat{C}_{k,\uparrow}^\dagger \hat{C}_{k,\uparrow} - \hat{C}_{k,\downarrow}^\dagger \hat{C}_{k,\downarrow} \right) + \lambda \sum_k \hat{C}_{k,\uparrow}^\dagger \hat{C}_{k,\downarrow}^\dagger \hat{C}_{-k,\downarrow} \hat{C}_{-k,\uparrow} + \frac{\eta}{\sqrt{n}} \sum_k \left( \hat{C}_{k,\uparrow}^\dagger \hat{C}_{k,\downarrow} + \hat{C}_{k,\downarrow}^\dagger \hat{C}_{k,\uparrow} \right) (\hat{a} + \hat{a}^\dagger), \quad (13)$$

where $\xi_k = \epsilon_k - \mu$, $\epsilon_k = k^2/2M$ is the kinetic energy, $n = K_F^2/(2\pi) = E_F M/\pi$ is the density of fermions in 2D, and $E_F = K_F^2/(2M)$ is the Fermi energy. The Hamiltonian (13) describes the interaction between two-component ultracold fermions and a high-finesse optical cavity in the momentum space. For the attractive fermion-fermion two-body interaction, the Cooper pairing with the opposite momentum and different spin is formed near to the Fermi surface [33]. In the mean-field approximation, the corresponding SF order parameter called the gap is assumed as [34, 35]

$$\Delta = \lambda \sum_k \left< \hat{C}_{-k,\downarrow} \hat{C}_{k,\uparrow} \right>. \quad (14)$$

In such case, the two-body interacting Hamiltonian becomes

$$\hat{H}_{\text{INT}} = \Delta \sum_k \left( \hat{C}_{-k,\downarrow} \hat{C}_{k,\uparrow} + \hat{C}_{k,\uparrow}^\dagger \hat{C}_{-k,\downarrow}^\dagger \right) - \frac{\Delta^2}{\lambda}. \quad (15)$$

For simplicity, the mean-field gap is here assumed to be real, i.e., $\Delta = \Delta^*$. In addition, our considered system usually exists the cavity decay with rate $\kappa$, and thus, we should introduce the Heisenberg-Langevin equation for the cavity field operator $\hat{a}$ [36, 37],

$$i \frac{\partial \hat{a}}{\partial t} = \left[ \hat{a}, \hat{H} \right] - i\kappa \hat{a} + \hat{\gamma}_{\text{in}}(t), \quad (16)$$

where $\hat{\gamma}_{\text{in}}(t)$ is the quantum noise operator and satisfies the following conditions: $\left< \hat{\gamma}_{\text{in}}(t) \hat{\gamma}_{\text{in}}(t') \right> = 2\kappa \delta(t-t')$ and $\left< \hat{\gamma}_{\text{in}}(t) \hat{\gamma}_{\text{in}}(t') \right> = 0$. In general, the fluctuation of quantum noise varies faster than $1/\kappa$ on the time scale [38]. When the time scale of the atom dynamics in the motional degree of freedom is larger than $1/\kappa$, the cavity field can reach a steady state [6, 7], which is responsible for obtaining the ground-state phase diagrams. In terms of Eqs. (13) and (16), the steady-state solution of $\hat{a}$ is given by

$$\alpha = \langle \hat{a} \rangle = \frac{\eta \sum_k \left< \hat{C}_{k,\uparrow}^\dagger \hat{C}_{k,\downarrow} + \hat{C}_{k,\downarrow}^\dagger \hat{C}_{k,\uparrow} \right>}{\sqrt{n} (\omega + i\kappa)}. \quad (17)$$

Notice that when considering $\langle \hat{a}^\dagger \hat{a} \rangle$, the noise term can be neglected. In experiments [7, 8], the mean-photon number $\langle \hat{a}^\dagger \hat{a} \rangle = |\alpha|^2$ governs the SR properties and is thus called the SR order parameter.

Based on above discussions and in the basis of Nambu spinor $\hat{\Psi}_k = \left( \hat{C}_{k,\uparrow}, \hat{C}_{k,\downarrow}, \hat{C}_{-k,\downarrow}^\dagger, -\hat{C}_{-k,\uparrow}^\dagger \right)^T$, where $T$
stands for the transposition of a matrix, the Hamiltonian (13) turns into
\[ \hat{H} = \frac{1}{2} \sum_k \hat{\Psi}_k^\dagger M_k \hat{\Psi}_k + \sum_k \xi_k - \frac{\Delta^2}{\lambda} + \omega |\alpha|^2, \]
(18)
where the photon-number dependent BdG matrix is given by
\[ M_k = \begin{pmatrix} \xi_k - \omega_0 & \bar{\eta} \\ \bar{\eta} & \xi_k + \omega_0 \end{pmatrix} + \begin{pmatrix} \Delta & 0 \\ 0 & -\Delta \end{pmatrix}, \]
with \( \bar{\eta} = \eta (\alpha + \alpha^*) / \sqrt{n} \). The BdG matrix (19) is also written as
\[ M_k = \begin{pmatrix} H_0 & \Delta \mathbb{I} \\ \Delta \mathbb{I} & -\sigma_y H_0 \sigma_y \end{pmatrix}, \]
(20)
where \( H_0 = \xi_k + \omega_0 \sigma_z + \bar{\eta} \sigma_x \), \( \sigma_x \) and \( \sigma_y \) are the Pauli matrices, and \( \mathbb{I} \) is the 2 \( \times \) 2 unit matrix. The property of the BdG matrix (20) implies that the Hamiltonian (18) has the particle-hole symmetry.

By diagonalizing the BdG matrix \( M_k \), we obtain the following dispersion relations of the Bogoliubov quasiparticles:
\[ E_{k,\pm}^\nu = \nu \left( \sqrt{\xi_k^2 + \Delta^2} \pm \sqrt{\bar{\eta}^2 + \omega_0^2} \right), \]
(21)
where \( \nu = \pm 1 \) correspond to the particle and hole branches of the excitation spectra, and \( \bar{\eta}^2 = 4 \omega^2 \eta^2 |\alpha|^2 / \left[ n (\omega^2 + \kappa^2) \right] \). For each branch, there are two different excitations, due to the coexistence of the fermion-photon and fermion-fermion two-body interactions. In terms of Eq. (21), the Hamiltonian (18) is rewritten as
\[ \hat{H} = \sum_k \left( E_{k,\pm} + \hat{\alpha}_{k,\pm}^\dagger \hat{\alpha}_{k,\pm} + E_{k,\pm} - \hat{\alpha}_{k,\mp}^\dagger \hat{\alpha}_{k,\mp} \right) \]
\[ + \sum_k \left( \xi_k - \sqrt{\xi_k^2 + \Delta^2} \right) - \frac{\Delta^2}{\lambda} + \omega |\alpha|^2, \]
(22)
where \( \hat{\alpha}_{k,\pm} \) are the operators of the Bogoliubov quasiparticles and satisfy the anticommutation relations \( \{ \hat{\alpha}_{k,\pm}^\dagger, \hat{\alpha}_{k',\pm} \} = \delta_{ll'} (l = l' = \pm) \).

If \( E_{k,+,+} \) and \( E_{k,-,-} \) in Eq. (21) are both positive, the first two terms in the Hamiltonian (22) reflect the excitation energies and its rest term is called the ground-state energy. In fact, \( E_{k,\pm} \) are positive definite only when \( \sqrt{\xi_k^2 + \Delta^2} > \sqrt{\bar{\eta}^2 + \omega_0^2} \). In order to correctly write down the Hamiltonian (22) as a sum of the excitation energies and the ground-state energy, we should introduce the Heaviside step function, which is defined as \( \Theta (x) = 1 \) for \( x \geq 0 \) and \( \Theta (x) = 0 \) for \( x < 0 \). This Heaviside step function can help us separate the sum over momenta in the different regions [39]: \( E_{k,\pm} > 0 \) and \( E_{k,\pm} < 0 \). By means of \( \Theta (x) \), the Hamiltonian (22) becomes
\[ \hat{H} = \sum_k \left( E_{k,\pm} \Theta (E_{k,\pm}) \hat{\alpha}_{k,\pm}^\dagger \hat{\alpha}_{k,\pm} \right) + \sum_k \left( E_{k,\pm} - \Theta (-E_{k,\pm}) \hat{\alpha}_{k,\pm}^\dagger \hat{\alpha}_{k,\pm} \right) + E_G, \]
(23)
with
\[ E_G = \sum_k \left| E_{k,+} \right| \Theta (-E_{k,+}) + E_{k,-} \Theta (-E_{k,-}) \]
\[ + \sum_k \left( \xi_k - \sqrt{\xi_k^2 + \Delta^2} \right) - \frac{\Delta^2}{\lambda} + \omega |\alpha|^2. \]
(24)
In terms of Eq. (21), it is easy to see that \( E_{k,+} \) is always positive, i.e., \( \Theta (E_{k,+}) = 1 \). Therefore, the ground-state energy in Eq. (24) is simplified as a simple form
\[ E_G = \sum_k E_{k,-} \Theta (-E_{k,-}) \]
\[ + \sum_k \left( \xi_k - \sqrt{\xi_k^2 + \Delta^2} \right) - \frac{\Delta^2}{\lambda} + \omega |\alpha|^2. \]
(25)
According to the ground-state energy in Eq. (25), three parameters \( \Delta, \mu, \) and \( |\alpha| \) can be derived from the mean-field gap equation \( \partial E_G / \partial \mu = 0 \), the particle number equation \( \partial E_G / \partial |\alpha| = 0 \), and the SR equation \( \partial E_G / \partial (|\alpha|) = 0 \). If using the relation \( \Theta (x) = \delta (x) \), where \( \delta (x) \) is the Dirac delta function, the above three equations are given respectively by
\[ \Delta \left[ \sum_k \frac{f (-E_{k,-})}{\sqrt{\xi_k^2 + \Delta^2}} - \sum_k \frac{1}{\sqrt{\xi_k^2 + \Delta^2}} - \frac{2}{\lambda} \right] = 0, \]
(26)
\[ \sum_k \frac{\xi_k f (-E_{k,-})}{\sqrt{\xi_k^2 + \Delta^2}} + \sum_k \left( 1 - \frac{\xi_k}{\sqrt{\xi_k^2 + \Delta^2}} \right) = n, \]
(27)
\[ |\alpha| \left[ \sum_k -2 \omega \eta^2 f (-E_{k,-}) + n \bar{\chi} (\omega^2 + \kappa^2) \right] = 0, \]
(28)
where \( f (-E_{k,-}) = \Theta (-E_{k,-}) - E_{k,-} - \delta (-E_{k,-}) \) and \( \bar{\chi} = \sqrt{\bar{\eta}^2 + \omega_0^2} \). Notice that when \( k \to \infty \), Eq. (26) diverges. In order to eliminate this ultraviolet divergence, \( \lambda \) should be renormalized as [34, 35]
\[ \frac{1}{\lambda} = - \sum_k \frac{1}{2 \xi_k^2 + E_b}, \]
(29)
where \( E_b > 0 \) is the two-body binding energy in 2D. In the following discussions, we self-consistently solve the coupled equations (26)-(28) at a fixed atom density \( n \) to obtain three parameters \( \Delta, \mu, \) and \( |\alpha| \). Equations (26) and (28) show that there always exists different solutions about \( \Delta \) and \( |\alpha| \). In fact, we must consider the stability of the system to find the proper solutions, and then predict rich quantum phase and phase diagrams. For simplicity, we take \( E_F \) as the unit of energy.
IV. PHASE DIAGRAMS FOR $E_0 = 0$

When $E_0 = 0$, the system has no fermion-fermion two-body interaction. To better understand the relevant behavior, we first consider the case of $\eta = 0$, i.e., the free Fermi gas. In this case, the scaled ground-state energy defined as $\tilde{E}_G = E_G/n$ (i.e., the ground-state energy per fermion) is given by

$$\tilde{E}_G = -\frac{1}{4E_F} \left[ (\mu + \omega_0)^2 \Theta (\mu + \omega_0) + (\mu - \omega_0)^2 \Theta (\mu - \omega_0) \right].$$  \hspace{1cm} (30)

We always assume $\Theta (\mu + \omega_0) \neq 0$, which implies $\mu + \omega_0 > 0$. If $\mu + \omega_0 < 0$, $\tilde{E}_G = 0$, in which the system has no definite physical meaning since under such condition no real fermions can be found [40]. When $\omega_0 > \mu$, $\Theta (\mu - \omega_0) = 0$ and the scaled ground-state energy in Eq. (30) becomes

$$\tilde{E}_G = -\frac{(\omega_0 + \mu)^2}{4E_F}. \hspace{1cm} (31)$$

In order to describe the effects induced by the effective Zeeman field, we should introduce the scaled polarization [41]

$$\bar{m} = \frac{n_\uparrow - n_\downarrow}{n} = - \frac{\partial \tilde{E}_G}{\partial \omega_0}. \hspace{1cm} (32)$$

Based on Eqs. (27), (31), and (32), we obtain

$$\mu = 2E_F - \omega_0, \hspace{0.5cm} \bar{m} = 1. \hspace{1cm} (33)$$

Equation (33) shows that the Fermi gas is fully polarized and the system only has a Fermi surface with $\mu = 2E_F$. The corresponding normal phase is called the N-I phase. When $\omega_0 < \mu$, $\Theta (\mu - \omega_0) = 1$ and the scaled ground-state energy in Eq. (30) becomes

$$\tilde{E}_G = -\frac{(\mu^2 + \omega_0^2)}{2E_F}. \hspace{1cm} (34)$$

We further obtain

$$\mu = E_F, \hspace{0.5cm} \bar{m} = \frac{\omega_0}{E_F}. \hspace{1cm} (35)$$

It is quite different from the N-I phase that in this case the Fermi gas is partially polarized and the system has two Fermi surfaces defined respectively as $\mu_\uparrow = E_F + \omega_0$ and $\mu_\downarrow = E_F - \omega_0$. The corresponding phase is called the N-II phase. From above discussions, it can be seen that when varying $\omega_0$, the system undergoes a first-order phase transition from the N-I phase to the N-II phase at the critical point $\omega_0^c = E_F$ [39].

For a weak $\eta$, the noninteracting terms in the Hamiltonian (13), $\omega \hat{\alpha}^\dagger \hat{\alpha} + \sum_k \xi_k \hat{C}_k^\dagger \hat{C}_k + \omega_0 \sum_k \left( \hat{C}_{k,\uparrow}^\dagger \hat{C}_{k,\uparrow} - \hat{C}_{k,\downarrow}^\dagger \hat{C}_{k,\downarrow} \right)$, play a dominate role in the systematic dynamics. In this case, no fermion-photon interaction occurs and $|\alpha|_0^2 = 0$ for the ground state, i.e., the system still remains the fundamental properties of the N-I or N-II phases.

If $\eta$ becomes stronger, the fermion-photon interacting term, $(\eta/\sqrt{n}) \sum_k \left( \hat{C}_k^\dagger \hat{C}_k + \hat{C}_k^\dagger \hat{C}_k^\dagger \right) (\hat{a} + \hat{a}^\dagger)$, dominates and the system acquires the macroscopic collective excitation with $|\alpha|^2 \neq 0$. This implies that when increasing $\eta$, the SR transition can be expected to occur. In terms of Eq. (25), the corresponding scaled ground-state energy is obtained by

$$\tilde{E}_G = -\frac{1}{4E_F} \left[ \mu_+^2 + \mu_-^2 \Theta (\mu_-) \right] + \omega |\alpha|^2, \hspace{1cm} (36)$$

where $\mu_\pm = \mu \pm \chi$ and $|\alpha|^2 = |\alpha|^2/n$ is the scaled mean-photon number. Since the Heaviside step function in Eq. (36) depends crucially on $\mu_-$, the following discussion of the ground-state properties should be divided into two specific cases: $\mu_- < 0$ and $\mu_- \geq 0$.

A. $\mu_- < 0$

When

$$\mu_- = \mu - \chi < 0, \hspace{1cm} (37)$$

$\Theta (\mu_-) = 0$ and the scaled ground-state energy in Eq. (36) becomes

$$\tilde{E}_G = -\frac{1}{4E_F} \mu_+^2 + \omega |\alpha|^2. \hspace{1cm} (38)$$

In addition, Eqs. (27), (28), and (32) turn into

$$\left| \alpha \right| \frac{2\omega - \frac{2\omega^2 - \omega_0^2}{E_F (\omega^2 + \kappa^2)} \sqrt{\eta^2 + \omega_0^2}}{2E_F \sqrt{\eta^2 + \omega_0^2}} = 0, \hspace{1cm} (40)$$

By further solving Eqs. (39)-(41), we obtain

$$\mu = E_F - \omega_0, \hspace{0.5cm} |\alpha| = 0, \hspace{0.5cm} \bar{m} = 1, \hspace{1cm} (42)$$

or

$$\left\{ \begin{array}{l}
\mu = 2 \left( E_F - \frac{\omega^2}{\kappa^2 + \omega_0^2} \right), \\
|\alpha| = \sqrt{\frac{\omega_0^2 (\omega^2 + \kappa^2)}{4\omega_0^2 \eta}}, \\
\bar{m} = \frac{\omega_0 (\omega^2 + \kappa^2)}{2\omega_0}. 
\end{array} \right. \hspace{1cm} (43)$$

In order to find the stable ground state, we should introduce the condition governed by $\partial^2 \tilde{E}_G/\partial (|\alpha|)^2 > 0$. In terms of this stable condition, we find immediately that $|\alpha| = 0$ for $\eta < \eta_c^{(1)}$, where

$$\eta_c^{(1)} = \sqrt{\frac{\omega_0 (\omega^2 + \kappa^2)}{2\omega_0}}, \hspace{1cm} (44)$$
which also induces a critical point \( \mu > 0 \) for \( \omega \eta = E_F \). When \( \omega > E_F, \eta > \eta_c \) for \( \eta > \eta_c \) and \( \mu > 0 \), and \( \mu < 0 \) for \( \eta > \eta_c \) and \( \mu > 0 \) for \( 0 < \eta < \eta_c \).

The analytical results in Eqs. (46)-(49) show two typical properties. The first is that the first-order derivative of \( \bar{E}_G \) with respect to \( \eta \) is continuous but its second order is discontinuous, which means that a second-order phase transition from the N-I phase to the SR phase occurs at the critical point \( \eta_c \). This property is similar to the case of ultracold Bose atoms [30, 31]. The other is that in the N-I phase no fermion-photon interaction occurs, whereas in the SR phase both the fermions and photons acquire the macroscopic collective excitations. Besides, \( \bar{m} \) is inversely proportional to \( \eta^2 \) and \( \mu \) is increased with respect to \( \eta^2 \). In Figs. 3(a)-(d), we plot \( \bar{E}_G, \mu, |\tilde{\alpha}|^2 \), and \( \bar{m} \) as functions of \( \eta \). These figures show that our analytical results agree well with direct numerical simulations. Moreover, the above two typical properties are recovered naturally.
The energy in Eq. (53) shows that the phase transition from the SR phase is of the first order, due to the coexistence of the N-II and SR phases at the critical line. In addition, this phase diagram has a tricritical point (the red dot), at which the phase transition changes from the first order to the second order.

V. PHASE DIAGRAMS FOR \( E_k \neq 0 \) AND \( \eta \neq 0 \)

When both \( \eta \) and \( E_k \) exist, the properties of the Bogoliubov quasiparticle states are determined by both \( \bar{\chi} \) and \( \Delta \), as shown in the Hamiltonian (22). If \( \bar{\chi} > \Delta \), the quasiparticle states are occupied for \( \max\{0, \mu - \sqrt{\chi^2 - \Delta^2}\} < \epsilon_k < \mu + \sqrt{\chi^2 - \Delta^2} \).
\[ E_G = E_{\text{GS}} + \omega |\bar{\alpha}|^2 - \frac{1}{4E_F} \left[ 2\bar{\chi}\sqrt{\bar{\chi}^2 - \Delta^2} - \Delta^2 \ln \left( \frac{\bar{\chi} + \sqrt{\bar{\chi}^2 - \Delta^2}}{\bar{\chi} - \sqrt{\bar{\chi}^2 - \Delta^2}} \right) \right] \Theta (\mu_-) \Theta (\chi^2 - \Delta^2) \]
\[ - \frac{1}{4E_F} \left[ \bar{\chi}\sqrt{\bar{\chi}^2 - \Delta^2} + \mu \left( 2\bar{\chi} - \sqrt{\mu^2 + \Delta^2} \right) - \Delta^2 \ln \left( \frac{-\bar{\chi} + \sqrt{\bar{\chi}^2 - \Delta^2}}{-\mu - \sqrt{\mu^2 + \Delta^2}} \right) \right] \Theta (-\mu_-) \Theta (\chi^2 - \Delta^2), \] (58)

where \( \mu_- = \mu - \sqrt{\chi^2 - \Delta^2} \) and

\[ E_{\text{GS}}^S = \frac{\Delta^2}{4E_F} \ln \left( \frac{\sqrt{\mu^2 + \Delta^2} - \mu}{E_b} \right) \]
\[ - \frac{\mu}{4E_F} \left( \sqrt{\mu^2 + \Delta^2} + \mu \right) - \frac{\Delta^2}{8E_F} \] (59)

is the fully-paired (\( \bar{m} = 0 \)) SF energy. If \( \bar{\chi} < \Delta \), \( E_G = E_{\text{GS}}^S \). It can be seen clearly from Eq. (58) that the ground-state properties, including \( \Delta, \mu \), and \( |\bar{\alpha}|^2 \), are governed by both \( \eta \) and \( E_b \). When \( E_b = 0 \), \( \mu_- = \mu - \bar{\chi} \) and the corresponding scaled ground-state energy is the same as Eq. (36). When \( \eta = 0 \), \( \chi = \omega_0 \) and Eq. (58) reduces to Eq. (14) in Ref. [42] and Eq. (8) in Ref. [43]. When \( E_b \neq 0 \) and \( \eta \neq 0 \), a strong competition between the SF and SR properties occurs. Consequently, rich quantum phases can be predicted. Similarly, the Heaviside step function in Eq. (58) depends crucially on \( \mu_- \) and \( \chi^2 - \Delta^2 \), and thus, the following discussion of the ground-state properties should also be divided into four specific cases: \( \mu_- < 0 \) and \( \chi^2 - \Delta^2 \geq 0 \), \( \mu_- < 0 \) and \( \chi^2 - \Delta^2 < 0 \), \( \mu_- \geq 0 \) and \( \chi^2 - \Delta^2 \geq 0 \), and \( \mu_- \geq 0 \) and \( \chi^2 - \Delta^2 < 0 \). Moreover, we will draw two conclusions for \( \omega_0 < E_F \) and \( \omega_0 \geq E_F \).

\[ \Delta \ln \left( \frac{\sqrt{\Delta^2 + \mu^2} - \mu}{E_b} \right) + \Delta \ln \left[ \frac{\left( \bar{\chi} + \sqrt{\bar{\chi}^2 - \Delta^2} \right) \left( \sqrt{\Delta^2 + \mu^2} + \mu \right)}{\Delta^2} \right] = 0, \] (63)
\[ \mu + \bar{\chi} = 2E_F, \] (64)
\[ \left[ -\frac{\omega^2 \eta^2}{E_F (\omega^2 + \kappa^2)} \frac{\mu + \sqrt{\bar{\chi}^2 - \Delta^2}}{\bar{\chi}} + \omega \right] |\bar{\alpha}| = 0, \] (65)
\[ \frac{\left( \sqrt{\bar{\chi}^2 - \Delta^2} + \mu \right)}{\bar{\chi}} = \frac{2E_F \bar{m}}{\omega_0}. \] (66)

By further solving Eqs. (63)-(66), we obtain

\[ \Delta = 0, \quad \mu = 2E_F - \omega_0, \quad |\bar{\alpha}| = 0, \quad \bar{m} = 1, \] (67)

\[ \left\{ \begin{array}{l}
\Delta = 0, \\
\mu = 2 \left( E_F - \frac{\omega^2 \eta^2}{\omega^2 + \kappa^2} \right), \\
|\bar{\alpha}| = \frac{\sqrt{\eta^2}}{\omega_0 (\omega^2 + \kappa^2)} - \frac{\omega^2 (\omega^2 + \kappa^2)}{2\omega_0 \eta^2}, \\
\bar{m} = \frac{\omega_0 (\omega^2 + \kappa^2)}{2\omega_0 \eta^2},
\end{array} \right. \] (68)
or

\[
\begin{align*}
\Delta &= \sqrt{E_b (2\omega_0 - E_b)}, \\
\mu &= 2E_F - \omega_0, \\
\bar{\alpha} &= 0, \\
\bar{m} &= \frac{E_b - 2\omega_0 + 2E_F}{2E_F},
\end{align*}
\]

or

\[
\begin{align*}
\Delta &= \sqrt{E_b \left[ \frac{2\omega_0^2 (2E_F + E_b)}{2\omega_0^2 + (\omega^2 + \kappa^2) E_F} - E_b \right]}, \\
\mu &= 2E_F - \frac{\omega_0^2 (2E_F + E_b)}{2\omega_0^2 + (\omega^2 + \kappa^2) E_F}, \\
\bar{\alpha} &= \sqrt{\frac{(\omega^2 + \kappa^2)}{2}} \sqrt{\left[ \frac{\eta (2E_F + E_b)}{2\omega_0^2 + (\omega^2 + \kappa^2) E_F} \right]^2 - \frac{\omega_0^2 \kappa^2}{\omega_0^2 \eta^2}}, \\
\bar{m} &= \frac{\omega_0 (\omega^2 + \kappa^2)}{2\omega_0^2}.
\end{align*}
\]

Since here the system has two dependent order parameters \(\Delta\) and \(\bar{\alpha}\), the ground-state stability should be determined by a \(2 \times 2\) Hessian matrix [44], which is defined as

\[
M = \begin{bmatrix}
\frac{\partial^2 E_G}{\partial \Delta^2} & \frac{\partial^2 E_G}{\partial \bar{\alpha} \partial \Delta} \\
\frac{\partial^2 E_G}{\partial \bar{\alpha} \partial \Delta} & \frac{\partial^2 E_G}{\partial (\bar{\alpha})^2}
\end{bmatrix}.
\]

If \(M\) is positive definite (i.e., two eigenvalues of \(M\) are positive), \(E_G\) has local minima and the system is located at the stable phase. If \(M\) is indefinite (i.e., one eigenvalue is positive, while the other is negative), \(E_G\) has saddle points and the system is dynamically unstable. If \(M\) is negative definite (i.e., two eigenvalues of \(M\) are negative), \(E_G\) has a local maximum and the system is extremely unstable.

In terms of the stability condition given by the Hessian matrix (71), the ground states corresponding to the solutions (69) or (70) are unstable, whereas for the solutions (67) or (68) they become stable. Since \(\Delta \equiv 0\) in both Eqs. (67) and (68), we can use the similar discussions in the subsection A of Sec. IV. For example, using the stable condition governed by \(\partial^2 E_G / \partial (|\bar{\alpha}|)^2 > 0\), we obtain the superradiant critical point \(\eta_c^{(1)}\), which separates the solutions (67) and (68). In addition, the restrictive conditions in Eqs. (60) and (61) lead to another critical point \(\eta_c^{(2)}\). Comparing \(\eta_c^{(1)}\) with \(\eta_c^{(2)}\), we find that when \(\omega_0 \geq E_F\), i.e., \(\eta_c^{(1)} > \eta_c^{(2)}\), \(\bar{\mu}_- < 0\) and \(\bar{\chi}^2 - \Delta^2 \geq 0\), and thus, \(\Delta, \mu, |\bar{\alpha}|, \) and \(\bar{m}\) are governed by Eq. (67) for \(0 < \eta < \eta_c^{(1)}\), and for \(\eta > \eta_c^{(1)}\), they are governed by Eq. (68). When \(\omega_0 < E_F\), i.e., \(\eta_c^{(1)} < \eta_c^{(2)}\), \(\bar{\mu}_- \geq 0\) and \(\bar{\chi}^2 - \Delta^2 \geq 0\), and thus, for \(0 < \eta < \eta_c^{(2)}\), the scaled ground-state energy changes and we will discuss the relevant results in the subsection D of this section. However, for \(\eta > \eta_c^{(2)}\), \(\bar{\mu}_- < 0\) and \(\bar{\chi}^2 - \Delta^2 \geq 0\), and thus, \(\Delta, \mu, |\bar{\alpha}|, \) and \(\bar{m}\) are still governed by Eq. (68).

B. \(\bar{\mu}_- < 0\) and \(\bar{\chi}^2 - \Delta^2 < 0\)

When

\[
\bar{\mu}_- = \mu - \sqrt{\bar{\chi}^2 - \Delta^2} < 0
\]

and

\[
\bar{\chi}^2 - \Delta^2 < 0,
\]

\[
\Theta (\bar{\mu}_-) = 0 \text{ and } \Theta (\bar{\chi}^2 - \Delta^2) = 0.
\]

Thus, the scaled ground-state energy in Eq. (58) becomes

\[
\bar{E}_G = E_G^{SF} + \omega |\bar{\alpha}|^2.
\]

From Eqs. (26)-(28) and (32), we obtain

\[
\Delta \ln \left( \frac{\sqrt{\Delta^2 + \mu^2} - \mu}{E_b} \right) = 0,
\]

\[
\sqrt{\Delta^2 + \mu^2} + \mu = 2E_F,
\]

\[
2\omega |\bar{\alpha}| = 0,
\]

\[
\bar{m} = 0.
\]

By further solving Eqs. (75)-(78), we obtain

\[
\Delta = 0, \quad \mu = E_F, \quad |\bar{\alpha}| = 0, \quad \bar{m} = 0,
\]

or

\[
\Delta = \sqrt{2EFb}, \quad \mu = E_F - \frac{E_b}{2}, \quad |\bar{\alpha}| = 0, \quad \bar{m} = 0.
\]

Since \(|\bar{\alpha}| = 0\) in Eqs. (79) and (80), we should introduce the stable condition governed by \(\partial^2 E_G / \partial \Delta^2 > 0\) to find the stable ground state. According to this stable condition and the restrictive condition in Eqs. (72) and (73), we find that the ground state, with the solution (80), is stable for all \(E_b\) and \(\eta\).
C. The stable ground states for $\omega_0 \geq E_F$

In terms of the above discussions in the subsections A and B of this section, we can obtain the stable ground-state properties for $\omega_0 \geq E_F$. In this case, there exist two kinds of competition governed by the solutions (67), (68), and (80). When $0 < \eta < \eta_c^{(1)}$, the solutions (67) and (80) dominates, whereas when $\eta > \eta_c^{(1)}$, the solutions (68) and (80) dominates. These solutions show two typical properties of the scaled ground-state energy. The first is that the scaled ground-state energy has a global minimum, i.e., the system is located at the N-I, SF, or SR phases. The other is that the scaled ground-state energy has two degenerate minima, which implies that two of these phases can coexist. Thus, for $\omega_0 \geq E_F$, the results for the stable ground state are summarized as the following two situations: $0 < \eta < \eta_c^{(1)}$ and $\eta > \eta_c^{(1)}$.

1. $0 < \eta < \eta_c^{(1)}$

When $0 < \eta < \eta_c^{(1)}$, it can be seen from Eqs. (67), (68), and (80) that the weak fermion-photon interaction has no effect on the systematic properties. In this case, only the N-I and SF phases can be found. More interestingly, when varying $E_b$, the ground-state energies for these two phases are equal, i.e., these two phases coexist and the corresponding phase is called the N-I-SF mixed phase.

From the phase equilibrium condition [39, 45], we find that for $E_b < 2\left[\omega_0 - (\sqrt{2} - 1)E_F\right]$, $\Delta = 0$, and $\bar{E}_G, \mu$, and $\bar{m}$ are governed by Eqs. (31) and (33). This implies that the system is located at the N-I phase. For $2\left[\omega_0 - (\sqrt{2} - 1)E_F\right] < E_b < 2\left[\omega_0 - (2 - \sqrt{2})E_F\right]$, we find $\bar{E}_G(\mu, \Delta = 0) = \bar{E}_G(\mu, \Delta = 0)$, which implies that the system is located at the N-I-SF mixed phase. In order to fully describe the fundamental properties of this mixed phase, we should introduce the fractions of the N-I and SF phases, $x_1$ and $1 - x_1$. Moreover, we further obtain

$$\bar{E}_G = \frac{x_1}{4E_F} \left(\frac{2\omega_0 - E_b}{2 - \sqrt{2}}\right)^2 - \frac{1 - x_1}{4E_F} \left(\frac{2\omega_0 - E_b}{2 - \sqrt{2}}\right)^2, \quad (81)$$

$$\Delta = \sqrt{\frac{2\omega_0 E_b - E_b^2}{\sqrt{2} - 1}}, \quad (82)$$

$$\mu = \frac{\sqrt{2}\omega_0 - E_b}{2 - \sqrt{2}}, \quad (83)$$

$$\bar{m} = 1 - x_1, \quad (84)$$

where $x_1 = 2\sqrt{2}E_F / (2\omega_0 - E_b) - \sqrt{2} - 1$. The detailed derivation of the above results is given by the Ap-
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pendix B. For $E_b > 2\left[\omega_0 - (2 - \sqrt{2})E_F\right]$, we find

$$\bar{E}_G = -\frac{E_F}{2}, \quad \Delta = \sqrt{2E_F E_b}, \quad \mu = E_F - \frac{E_b}{2}, \quad \bar{m} = 0, \quad (85)$$

which indicates that the system is located at the SF phase. The analytical results in Eqs. (31), (33), and (81)-(85) are the same as those in Refs. [45, 46], as expected. They show that when increasing $E_b$, two first-order phase transitions from the N-I phase to the N-I-SF mixed phase or from the N-I-SF mixed phase to the SF phase emerge [41, 43, 45–50]. Moreover, the ratio of the scaled polarization to the dimensionless mean-field gap in the N-II-SF mixed phase, $\bar{m} / (\Delta/E_F)$, is decreased.

2. $\eta > \eta_c^{(1)}$

When $\eta > \eta_c^{(1)}$, it can be seen from Eq. (68) that a non-zero $|\bar{\alpha}|$ emerges, which means that the fermion-photon interaction has a significant effect on the systematic properties. In this case, only the SF and SR phases can be found. More interestingly, when varying $E_b$ and $\eta$, the ground-state energies for these two phases are equal, i.e., these two phases coexist and the corresponding phase is called the SF-SR mixed phase.

From the phase equilibrium condition [39, 45], we find four stable regions as follows.
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we further obtain properties of this mixed phase, we should introduce the fractional SF-SR mixed phase. In order to fully describe the fundamental properties of this mixed phase, we need to consider the fraction of the SF and SR phases, $x_2$ and $1-x_2$. Moreover, we further obtain 

$E_G = \mu - x_2 \left[ \frac{1}{2} \left( \frac{\mu + E_b}{2} \right)^2 \right. \left. - (1-x_2) \frac{\mu^2}{4E_F A} + \frac{\omega_0^2 (\omega^2 + \kappa^2)}{4\omega^2} \right]$ \hspace{1cm} (86) 

$\Delta = \sqrt{E_b(E_b+2\mu)} \hspace{1cm} (87)$ 

$\mu = \frac{-E_b A + \sqrt{A^2 E_b^2 - 2A (2A-1) B}}{2A-1} \hspace{1cm} (88)$ 

$|\bar{a}| = \frac{1}{2} \sqrt{\frac{\mu^2 \eta^2}{(\omega^2 + \kappa^2)^2 E_F^2 A^2} - \frac{\omega_0^2 (\omega^2 + \kappa^2)}{\omega^2 \eta^2}} \hspace{1cm} (89)$ 

$\bar{m} = (1-x_2) \frac{\omega_0 (\omega^2 + \kappa^2)}{2\omega^2} \hspace{1cm} (90)$ 

where $A = 1 - \frac{\omega \eta^2}{E_F (\omega^2 + \kappa^2)}$, $B = E_b^2 / 4 - E_F \omega_0^2 (\omega^2 + \kappa^2) / (2\omega^2)$, and $x_2$ is given as 

(i) When $E_b < E_b^{(1)}$, $\Delta = 0$, and $E_G$, $\mu$, $|\bar{a}|$, and $\bar{m}$ are governed by Eqs. (46)-(49). These mean that the system is located at the SR phase.

(ii) When $E_b^{(1)} < E_b < E_b^{(2)} \Theta \left( \eta - \eta_c^{(3)} \right)$, we find $E_G(\mu, \Delta \neq 0, |\bar{a}| = 0) = E_G(\mu, \Delta = 0, |\bar{a}| = 0)$, which means that the N-I and SF phases coexist. In this case, the effective atom-photon coupling strength $\bar{m} = \tilde{m}$, which is different from that of the N-I-SF phase. We further obtain $E_G$, $\Delta$, $\mu$, and $\bar{m}$, which are given by Eqs. (81)-(84).

(iii) When $E_b^{(1)} < E_b < E_b^{(2)} \Theta \left( \eta - \eta_c^{(3)} \right)$, we find $E_G(\mu, \Delta \neq 0, |\bar{a}| = 0) = E_G(\mu, \Delta = 0, |\bar{a}| = 0)$, which means that the system is located at the SF-SR mixed phase. In order to fully describe the fundamental properties of this mixed phase, we need to consider the fraction of the SF and SR phases, $x_2$ and $1-x_2$. Moreover, we further obtain 

$E_G = \mu - x_2 \left[ \frac{1}{2} \left( \frac{\mu + E_b}{2} \right)^2 \right. \left. - (1-x_2) \frac{\mu^2}{4E_F A} + \frac{\omega_0^2 (\omega^2 + \kappa^2)}{4\omega^2} \right]$ \hspace{1cm} (86) 

$\Delta = \sqrt{E_b(E_b+2\mu)} \hspace{1cm} (87)$ 

$\mu = \frac{-E_b A + \sqrt{A^2 E_b^2 - 2A (2A-1) B}}{2A-1} \hspace{1cm} (88)$ 

$|\bar{a}| = \frac{1}{2} \sqrt{\frac{\mu^2 \eta^2}{(\omega^2 + \kappa^2)^2 E_F^2 A^2} - \frac{\omega_0^2 (\omega^2 + \kappa^2)}{\omega^2 \eta^2}} \hspace{1cm} (89)$ 

$\bar{m} = (1-x_2) \frac{\omega_0 (\omega^2 + \kappa^2)}{2\omega^2} \hspace{1cm} (90)$ 

where $A = 1 - \frac{\omega \eta^2}{E_F (\omega^2 + \kappa^2)}$, $B = E_b^2 / 4 - E_F \omega_0^2 (\omega^2 + \kappa^2) / (2\omega^2)$, and $x_2$ is given as 

The analytical results in Eqs. (87)-(90) show that the predicted SF-SR mixed phase has the following typical properties:

- When $x_2 = 0$, the system is located at the SR phase with $\bar{m} = \tilde{m} = \omega_0 (\omega^2 + \kappa^2) / (2\omega^2)$, whereas when $x_2 = 1$, the system enters into the SF phase with $\bar{m} = 0$. The above explicit expressions show that the nonzero $\bar{m}$ in the SF-SR mixed phase is only caused by the macroscopic collective excitation of both the fermions and photons, which is different from that of the N-I-SF phase.

- For a relative small $E_b$ or larger $\eta$, $x_2 \rightarrow 0$, as shown in Fig. 5. This means that the systematic properties are mainly governed by the SR properties. Whenever increasing $\eta$ or $E_b$, $\bar{m}$ is decreased, and $\Delta$ and $|\bar{a}|$ are increased, as also shown in Figs. 6(a) and 6(b). For a relative small $E_b$ or larger $\bar{m}$, $x_2 \rightarrow 1$, as also shown in Fig. 5. This means that the systematic properties are mainly governed by the SR properties. Whenever increasing $E_b$, $\bar{m}$ is decreased, and thus, both $\Delta$ and $|\bar{a}|$ are increased, as also shown in Figs. 6(a) and 6(c). For the intermediate $\eta$ and $E_b$, both $x_2$ and $1-x_2$ are the finite values ranging from 0 to 1, as also shown in Fig. 5. These mean that the SF and SR properties have a strong competition. When increasing $E_b$, $\bar{m}$ is decreased, and thus, both $\Delta$ and $|\bar{a}|$ are increased, as also shown in Figs. 6(a) and 6(c). However, when increasing $\eta$, $\bar{m}$ is increased, due to the rapid increasing of $1-x_2$, i.e., the fraction of the SR phase, and thus, both $\Delta$ and $|\bar{a}|$ are increased.
decreased, as also shown in Figs. 6(a)-6(c). This is quite different from that in the SR phase, in which when increasing \( \eta \), \( \tilde{m} \) is decreased [see Fig. 3(d)]. In order to see clearly the evolution of \( \tilde{m} \) and \( \Delta \), we plot \( \tilde{m}/(\Delta/E_F) \) as a function of \( \eta \) and \( E_b \) in Fig. 7. For a fixed \( E_b \), when increasing \( \eta \), \( \tilde{m}/(\Delta/E_F) \) is increased, as shown in Figs. 7(a) and 7(b). Based on this conclusion, we expect that in real experiments we can tune \( \eta \) and \( E_b \) to find a relative large regime that the magnetic and SF properties coexist. This is also different from the situation in the N-II-SF mixed phase, in which when increasing \( E_b \) the coexisted regime becomes smaller and smaller. In addition, \( \tilde{m}/|\bar{\alpha}| \) has a similar behavior, and thus, is not addressed here.

(iv) When \( E_b > 2[\omega_0 - (2 - \sqrt{2})E_F]\Theta(\eta_{c}^{(3)} - \eta) \) or \( E_b > E_b^{(2)}\Theta(\eta - \eta_{c}^{(3)}) \), \( |\bar{\alpha}| = 0 \), and \( \tilde{E}_G, \Delta, \mu \), and \( \tilde{m} \) are governed by Eq. (85). These mean that the system is located at the SF phase.

3. Phase diagram

In Fig. 8, we plot the whole phase diagram, including the N-I phase, the N-I-SR mixed phase, the SF-SR mixed phase, the SF phase, and the SR phase, for \( 0 < \eta < \eta_{c}^{(1)} \) and \( \eta > \eta_{c}^{(1)} \). The phase transitions, from the N-I-SF mixed phase to the N-I phase or the SF phase or the SR phase or the SF-SR mixed phase, are of the second order, due to the existence of the N-I-SF and SF-SR mixed phases. However, the phase transition from the N-I phase to the SR phase is of the second order. In addition, this phase diagram has a tricritical point (the green dot), at which the phase transition changes from the first order to the second order.

D. \( \bar{\mu}_- \geq 0 \) and \( \bar{\chi}^2 - \Delta^2 \geq 0 \)

When

\[
\bar{\mu}_- = \mu - \sqrt{\bar{\chi}^2 - \Delta^2} \geq 0 \tag{91}
\]

and

\[
\bar{\chi}^2 - \Delta^2 \geq 0, \tag{92}
\]

\( \Theta(\bar{\mu}_-) = 1 \) and \( \Theta(\bar{\chi}^2 - \Delta^2) = 1 \). Thus, the scaled ground-state energy in Eq. (58) becomes

\[
\tilde{E}_G = \tilde{E}_G^{SF} + \omega |\bar{\alpha}|^2 - \frac{1}{4E_F} \left[ 2\bar{\chi}\sqrt{\bar{\chi}^2 - \Delta^2} - \Delta^2 \right] - \Delta^2 \ln \left( \frac{\bar{\chi} + \sqrt{\bar{\chi}^2 - \Delta^2}}{\bar{\chi} - \sqrt{\bar{\chi}^2 - \Delta^2}} \right). \tag{93}
\]

From Eqs. (26)-(28) and (32), we obtain

\[
\Delta \ln \left( \frac{\sqrt{\Delta^2 + \mu^2} - \mu}{E_b} \right) + \Delta \ln \left[ \frac{2\bar{\chi} \left( \bar{\chi} + \sqrt{\bar{\chi}^2 - \Delta^2} \right) - \Delta^2}{\Delta^2} \right] = 0, \tag{94}
\]

\[
\sqrt{\Delta^2 + \mu^2} + \mu = 2E_F, \tag{95}
\]

\[
\left[ - \frac{2\omega^2\eta^2}{E_F (\omega^2 + \kappa^2)} \sqrt{\chi^2 - \Delta^2} \bar{\chi} + \omega \right] |\bar{\alpha}| = 0, \tag{96}
\]

\[
\frac{2\sqrt{\chi^2 - \Delta^2}}{\bar{\chi}} = \frac{2E_F\tilde{m}}{\omega_0}. \tag{97}
\]

By further solving Eqs. (94)-(97), we obtain the following solutions:

\[
\Delta = 0, \quad \mu = E_F, \quad |\bar{\alpha}| = 0, \quad \tilde{m} = \frac{\omega_0}{E_F}, \tag{98}
\]

or

\[
\left\{ \begin{array}{l}
\Delta = \sqrt{2E_FE_b} \left( 2\omega_0 - \sqrt{2E_FE_b} \right), \\
\mu = E_F + \frac{E_b}{2} - \frac{\omega_0\sqrt{2E_FE_b}}{2E_F}, \\
|\bar{\alpha}| = 0, \\
\tilde{m} = \frac{\sqrt{\omega_0^2 - \sqrt{2E_FE_b}(2\omega_0 - \sqrt{2E_FE_b})}}{E_F},
\end{array} \right. \tag{99}
\]

\[
\left\{ \begin{array}{l}
\Delta = \sqrt{2E_FE_b} \sqrt{\frac{2\omega_0^2 - 2E_F(\omega^2 + \kappa^2)}{2E_F + 2\omega_0^2 + 2E_F(\omega^2 + \kappa^2)}}, \\
\mu = E_F + \frac{E_b}{2} - \frac{2\omega_0^2 E_b}{2E_F + 2\omega_0^2 + 2E_F(\omega^2 + \kappa^2)}, \\
|\bar{\alpha}| = \sqrt{\frac{2\omega_0^2 E_b(\omega^2 + \kappa^2)}{(2\omega_0^2 + 2E_F(\omega_2 + \kappa^2))^2} - \frac{\omega_0^2 \omega_0^2 (\omega^2 + \kappa^2)}{4\omega_0^2 + 2\omega_0^2 + 2E_F(\omega^2 + \kappa^2)}}, \\
\tilde{m} = \frac{\omega_0}{2E_F}. \tag{100}
\end{array} \right.
\]

In terms of the stability condition given by the Hessian matrix (71), the ground states corresponding to the solutions (99) and (100) are unstable, whereas for the solution (98) it becomes stable. Since \( \Delta \equiv 0 \) in Eq. (98),
we can use the similar discussions in the subsection B of Sec. IV. For instance, using the stable condition governed by \( \partial^2 E_G/\partial (|\tilde{\alpha}|)^2 > 0 \) and the restrictive conditions in Eqs. (91) and (92), we find that when \( \omega_0 < E_F, \bar{\mu}_- \geq 0 \) and \( \tilde{x}^2 - \Delta^2 \geq 0 \), and thus, for \( 0 < \eta < \eta_c^{(2)}, \Delta, \mu, |\tilde{\alpha}|, \) and \( \bar{m} \) are governed by Eq. (98), whereas for \( \eta > \eta_c^{(2)}, \bar{\mu}_- < 0 \) and \( \tilde{x}^2 - \Delta^2 \geq 0 \), we should combine with the previous discussions in the subsection A of this section, and thus, \( \Delta, \mu, |\tilde{\alpha}|, \) and \( \bar{m} \) are governed by Eq. (68).

E. \( \bar{\mu}_- \geq 0 \) and \( \tilde{x}^2 - \Delta^2 < 0 \)

When

\[
\bar{\mu}_- = \mu - \sqrt{\tilde{x}^2 - \Delta^2} \geq 0
\]

and

\[
\tilde{x}^2 - \Delta^2 < 0,
\]

\( \Theta (\bar{\mu}_-) = 1 \) and \( \Theta (\tilde{x}^2 - \Delta^2) = 0 \). The scaled ground-state energy in Eq. (58) becomes

\[
\bar{E}_G = \bar{E}^{SF}_G + \omega |\tilde{\alpha}|^2,
\]

which is the same as Eq. (74). Thus, the stable ground-state properties are the same with those in the subsection B of this section.

F. The stable ground states for \( \omega_0 < E_F \)

In terms of the above discussions in the subsections A, D, and E of this section, we can obtain the stable ground-state properties for \( \omega_0 < E_F \). In this case, there also exist two kinds of competition governed by the solutions (68), (80), and (98). When \( 0 < \eta < \eta_{c}^{(2)} \), the solutions (80) and (98) dominates, whereas when \( \eta > \eta_{c}^{(2)} \), the solutions (68) and (80) dominates. These solutions also show two typical properties of the scaled ground-state energy. The first is that the scaled ground-state energy has a global minimum, i.e., the system is located at the N-II, SF, and SR phases. The other is that the scaled ground-state energy has two degenerate minima, which implies that two of these phases can coexist. Thus, for \( \omega_0 < E_F \), the results for the stable ground state are summarized as the following two situations: \( 0 < \eta < \eta_{c}^{(2)} \) and \( \eta > \eta_{c}^{(2)} \).

1. \( 0 < \eta < \eta_{c}^{(2)} \)

When \( 0 < \eta < \eta_{c}^{(2)} \), it can be seen from Eqs. (68), (80), and (98) that the weak fermion-photon interaction has no effect on the systematic properties. In this case, only the N-II and SF phases can be found. More interestingly, when varying \( E_b \), the ground-state energies for these two phases are equal, i.e., these two phases coexist and the corresponding phase is called the N-II-SF mixed phase.

From the phase equilibrium condition [39, 45], we find that for \( E_b < 2 \left( \sqrt{E_F^2 + \omega_0^2} - E_F \right), \Delta = 0 \), and \( \bar{E}_G, \mu, \) and \( \bar{m} \) are governed by Eqs. (34) and (35). This implies that the system is located at the N-II phase. For \( 2 \left( \sqrt{E_F^2 + \omega_0^2} - E_F \right) < E_b < 2 \left( \sqrt{E_F^2 + \omega_0^2} - \omega_0^2 \right) \Theta (\omega_0 - \omega_{01}) \), where \( \omega_{01} = E_b (1 + \sqrt{2}) / 2 \) is determined by \( \mu_{c1} = \omega_0 \), we find \( \bar{E}_G (\mu, \Delta = 0) = \bar{E}_G (\mu, \Delta \neq 0) \). This implies that the system is located at the N-II-SF mixed phase. In order to fully describe the fundamental properties of this mixed phase, we should introduce the fractions of the N-II and SF phases, \( x_3 \) and \( 1 - x_3 \). Moreover, we further obtain

\[
\bar{E}_G = \mu - \frac{x_3}{2E_F} \left( \frac{\omega_0^2}{E_b} + \frac{E_b}{4} \right)^2 - \frac{(1 - x_3) \left( 4\omega_0^2 + E_0^2 \right)^2}{32E_F^2 E_b^2},
\]

\[
\Delta = \sqrt{\frac{E_F^2 + 4\omega_0^2}{2}} \Theta (\omega_0 - \omega_{01}),
\]

\[
\mu = \frac{\omega_0}{E_b} - \frac{E_b}{4},
\]

\[
\bar{m} = (1 - x_3) \frac{\omega_0}{E_F}. 
\]
In Fig. 10, we plot the whole phase diagram, including the N-II phase, the N-II-SR mixed phase, the SF-SR mixed phase, and the SR phase, for $0 < \eta < \eta_c^{(2)}$ and $\eta > \eta_c^{(2)}$. All the phase transitions are of the first order, due to the existence of the N-II-SR and SF-SR mixed phases.

### VI. Parameter Estimation and Possible Experimental Observation

We now take $^{40}$K atom as an example to estimate the related parameters. For the fermionic $^{40}$K atoms with the Fermi energy $E_F \sim 0.73$ MHz, the ground states with $^2S_{1/2}$ are given by $|\uparrow\rangle = |F = 9/2, m_F = 9/2\rangle$ and $|\downarrow\rangle = |F = 9/2, m_F = 7/2\rangle$, and the excited states with $^2P_{1/2}$ are chosen as $|1\rangle = |F = 9/2, m_F = 7/2\rangle$ and $|2\rangle = |F = 9/2, m_F = 9/2\rangle$, where $F$ and $m_F$ denote the total angular momentum and magnetic quantum numbers, respectively.

Due to the optical properties of the $^{40}$K D1-line, the cavity length and the wavelengths of the transverse pumping lasers are chosen as 178 $\mu$m and 770 nm, respectively. In this case, both the fermion-photon coupling strengths $g_1$ and $g_2$ have the order of MHz, which is responsible for the rotating-wave approximation for deriving the Hamiltonians (4) and (5). When the waist radius of the cavity mode is given by 27 $\mu$m and the cavity has a finesse with the order of $10^6$, the cavity decay rate $\kappa$ has the order of MHz. Since the effective fermion-photon coupling strength $\eta = \sqrt{NG}\Omega_1^2/(2\Delta_1) = \sqrt{NG}\Omega_2\Omega_1^2/(2\Delta_2)$ is enhanced by a factor $\sqrt{N}$, it can reach the order of MHz by varying the Rabi frequencies of the transverse pumping lasers, even if the large detunings for ensuring the adiabatical approximation in deriving the Hamiltonians (9) is taken into account. The effective resonant frequency $\omega_0 = (\tilde{\omega}_l - \tilde{\omega}_l)/2$ and the atom-number dependent cavity frequency $\omega = N\zeta + \tilde{\omega}$ are controlled easily by varying the frequencies of the driving and transverse pumping lasers. In experiments [7], $\omega_0$ and $\omega$ can be tuned from $-\text{GHz}$ to $\text{GHz}$, and even goes beyond this regime.

In addition, the 2D degenerate Fermi gas has been realized experimentally by a 1D deep optical lattice along the third dimension, where the tunneling between different layers is suppressed completely [51–55]. The 1D optical lattice potential $V_0 \sin^2(2\pi x/\lambda_w)$ can be generated using two counter-propagating laser beams (parallel to the $x$ axis with wavelength $\lambda_w$). In such a case, $E_b \simeq 0.9155\hbar\omega_L\exp(\sqrt{2\pi l_L}/a_s)/\pi$, where $\omega_L =$
\(\sqrt{8\pi^2}V_0/(m\lambda^2)\) is the effective trapping frequency along the \(x\) axis, \(l_L = \sqrt{\hbar/(m\omega_L^2)}\), and \(\alpha_s\) is the 3D s-wave scattering length \([56]\). Therefore, \(E_0\) can be tuned by varying the 3D s-wave scattering length \(\alpha_s\) via the Feshbash resonance and reach the order of MHz \([32]\). Based on the above estimation, all parameters used to plot Figs. 3-10 could be realized in experiments.

Finally, we address briefly how to detect the predicted quantum phases and phase diagrams, which are mainly governed by the mean-field gap \(\Delta\), the scaled mean-photons number \(|\bar{\alpha}|^2\), and the scaled polarization \(\bar{m}\). In experiments, the mean-field gap can be measured by the radio-frequency excitation spectra, i.e., the fractional loss of the fermions in one of the lowest substrates through varying the radio-frequency frequency \([57]\), the polarization and the properties of the mixed phase can be measured by observing the different density distributions between the two-component Fermi gas \([49, 50]\), and the mean-photon number can be detected using calibrated single-photon counting modules, which allow us to monitor the intracavity light intensity \textit{in situ} \([7]\). Based on these developed experimental techniques, we believe that our predicted quantum phases and phase diagrams could be detected in future experiments.

VII. DISCUSSION AND CONCLUSION

Before ending up this paper, we make one remark. In real experiments, the harmonic trap usually exists. For simplicity, here we have only considered a weak harmonic trap that can be neglected. For more rigorous calculations, we should apply the local density approximation \([58]\), in which the chemical potential becomes \(\mu + V(r)\).

In summary, we have analytically investigated the ground-state properties of a 2D polarized degenerate Fermi gas in a high-finesse optical cavity. By solving the photon-number dependent BdG equation, we have found rich quantum phases and phase diagrams, which depend crucially on the fermion-phonon coupling strength, the fermion-fermion interaction strength, and the atomic resonant frequency (effective Zeeman field). In particular, without the fermion-fermion interaction and with a weak atomic resonant frequency, we have found a mixed phase that the N-II and SR phases coexist, and revealed a first-order phase transition from the N-II phase to the SR phase. With the intermediate fermion-fermion interaction and fermion-phonon coupling strengths, we have predicted another mixed phase that the SF and SR phases coexist. Finally, we have presented a parameter estimation and have addressed briefly how to detect these predicted quantum phases and phase diagrams in experiments.

Appendix A: Derivation of Eqs. (54)-(57)

When the scaled ground-state energies of the N-II and SR phases are equal, these two phases coexist and the corresponding phase is called the N-II-SR mixed phase. In order to fully describe the fundamental properties of this mixed phase, we should introduce the fractions of the N-II and SR phases, \(x_0\) and \(1 - x_0\), which are determined by \([45]\)

\[
\begin{align*}
x &= x_0 n_{N-II} (\mu_{N-II-SR}, \omega_0) \\
&\quad + (1 - x_0) n_{SR} (\mu_{N-II-SR}, \omega_0, \eta),
\end{align*}
\]

(A1)

where \(x_0 \in [0, 1]\), \(\mu_{N-II-SR}\) is the chemical potential in the N-II-SR mixed phase, and \(n_{N-II}\) and \(n_{SR}\) are the atom density and the chemical potential in the N-II (SR) phase. Notice that in contrast to the main text, in order to better analyze the properties of the mixed phase, hereafter we make some marks of the different quantum phases. When \(x_0 = 0\), \(E_G^{SR}(\mu_{SR}, \omega_0, \eta, \mu_{SR}, |\bar{\alpha}|_{SR}, n_{SR}, \bar{m}_{SR})\) and \(n_{SR}\) are governed by Eqs. (34) and (35), \(n_{N-II} = n_{N-II}/E_F\). When \(x_0 = 0\), \(E_G^{SR}(\mu_{SR}, \omega_0, \eta, \mu_{SR}, |\bar{\alpha}|_{SR}, n_{SR}, \bar{m}_{SR})\) are given by

\[
\begin{align*}
E_G^{SR} &= -\frac{\mu_{SR}^2}{4E_F A} - \frac{\omega_0^2}{4\omega_\eta^2} (\omega^2 + \kappa^2), \\
\mu_{SR} &= 2 \left( E_F - \frac{\omega_0^2}{\omega_\eta^2} + \kappa^2 \right), \\
|\bar{\alpha}|_{SR} &= \frac{\sqrt{\mu_{SR}^2 \eta^2}}{2} \frac{\omega_0^2 + \kappa^2}{\omega_\eta^2 - \omega_\eta^2} - \frac{\omega_0^2 (\omega^2 + \kappa^2)}{\omega_\eta^2}, \\
n_{SR} &= \frac{\eta_{SR}}{2E_F A^2}, \\
\bar{m}_{SR} &= \frac{\omega_0}{4\omega_\eta^2} (\omega^2 + \kappa^2).
\end{align*}
\]

(A2) (A3) (A4) (A5) (A6)

From the phase equilibrium condition \(E_G^{N-II}(\mu_{N-II-SR}, \omega_0) = E_G^{SR}(\mu_{N-II-SR}, \omega_0, \eta)\) \([39, 45]\) and Eqs. (34) and (A2), \(\mu_{N-II-SR} = \mu_{N-II} = E_F\), i.e., \(x_0 = 1\), the phase boundary between the N-II phase and the N-II-SR mixed phase is given by \(\eta = \eta^{(2)}\). When \(\mu_{N-II-SR} = \mu_{SR} = 2E_F - 2\omega_\eta^2 / (\omega_\eta^2 + \kappa^2)\), i.e., \(x_0 = 0\), the phase boundary between the N-II-SR mixed phase and the SR phase is also given by \(\eta = \eta^{(2)}\). In addition, in the N-II-SR mixed phase, \(\mu_{N-II-SR}\) is also derived from \(E_G^{N-II}(\mu_{N-II-SR}, \omega_0) = E_G^{SR}(\mu_{N-II-SR}, \omega_0, \eta)\). The result is given by

\[
\mu_{N-II-SR} = E_F,
\]

(A7)
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which is the same as Eq. (55). Substituting Eq. (A7), 
\( n_{N-I} \), and \( n_{SR} \) into Eq. (A1), we find \( x_0 \) and \( 1 - x_0 \) are arbitrary values ranging from 0 to 1.

Finally, we prove that the ground state of the N-II-SR mixed phase is stable. Due to existence of the fractions of the N-II and SR phases, the scaled ground-state energy in this mixed phase is defined as \([39, 45]\)

\[
\bar{E}_G^{\text{N-II-SR}}(\omega_0, \eta) = \mu_{N-II-SR} + x_0 \bar{E}_G^{\text{N-II}}(\mu_{N-II-SR}, \omega_0) + (1 - x_0) \bar{E}_G^{\text{SR}}(\mu_{N-II-SR}, \omega_0, \eta) \quad \text{(A8)}
\]

The differences between \( \bar{E}_G^{\text{N-II-SR}}(\omega_0, \eta) \) and \( \bar{E}_G^{\text{SR}}(\omega_0) \) or between \( \bar{E}_G^{\text{N-II-SR}}(\omega_0, \eta) \) and \( \bar{E}_G^{\text{N-II}}(\omega_0) \) are expressed as

\[
\bar{E}_G^{\text{N-II-SR}}(\omega_0, \eta) - \bar{E}_G^{\text{SR}}(\omega_0) = 0, \quad \text{(A9)}
\]

\[
\bar{E}_G^{\text{N-II-SR}}(\omega_0, \eta) - \bar{E}_G^{\text{N-II}}(\omega_0) = -\frac{E_F^2 - \omega_0^2}{2E_F} \quad \text{(A10)}
\]

It can be seen clearly from Eqs. (A9) and (A10) that these energy differences are less than or equal to zero, i.e., the ground state of the N-II-SR mixed phase is stable at \( \eta = \eta_c^{(2)} \).

Substituting Eqs. (34), (A2), and (A7) into Eqs. (A4) and (A8), we derive Eqs. (54)-(56). In addition, according to Eq. (A1), we obtain Eq. (57).

**Appendix B: Derivation of Eqs. (81)-(84) and (104)-(107)**

\( a. \omega_0 \geq E_F \)

In the case of \( \omega_0 \geq E_F \), when the scaled ground-state energies of the N-I and SF phases are equal, these two phases coexist and the corresponding phase is called the N-I-SF mixed phase. In order to fully describe the fundamental properties of this mixed phase, we introduce the fractions of the N-I and SR phases, \( x_1 \) and \( 1 - x_1 \), which are determined by \([45]\)

\[
n = x_1 n_{SF}(\mu_{N-I-SF}, E_b) + (1 - x_1) n_{N-I}(\mu_{N-I-SF}, \omega_0), \quad (B1)
\]

where \( x_1 \in [0, 1], \mu_{N-I-SF} \in [\mu_{SF}, \mu_{N-I}] \) is the chemical potential in the N-I-SF mixed phase, and \( n_{N-I}(n_{SF}) \) and \( \mu_{N-I}(\mu_{SF}) \) are the atom density and the chemical potential in the N-I (SF) phase. When \( x_1 = 1 \), we obtain

\[
\bar{E}_G^{SF} = -\frac{1}{2E_F} \left( \mu_{SF} + \frac{E_b}{2} \right)^2, \quad (B2)
\]

\[
\Delta_{SF} = \sqrt{E_b} \left( E_b + 2\mu_{SF} \right), \quad (B3)
\]

\[
\mu_{SF} = E_F - \frac{E_b}{2}, \quad (B4)
\]

\[
n_{SF} = \frac{n}{E_F} \left( \mu_{SF} + \frac{E_b}{2} \right), \quad (B5)
\]

\[
m_{SF} = 0. \quad (B6)
\]

When \( x_1 = 0 \), the corresponding \( \bar{E}_G^{N-I}(\mu_{N-I}, \omega_0), \mu_{N-I} \), and \( n_{N-I} \) are governed by Eq. (31) and (33) and \( n_{N-I} = (\omega_0 + \mu_{N-I})/2E_F \).

From the phase equilibrium condition \( \bar{E}_G^{N-I}(\mu_{N-I-SF}, \omega_0) = \bar{E}_G^{SF}(\mu_{N-I-SF}, E_b) \) \([39, 45]\) and Eqs. (31) and (B2), when \( \mu_{N-I-SF} = \mu_{SF} = E_F - E_b/2 \), i.e., \( x_1 = 1 \), the phase boundary between the SF phase and the N-I-SF mixed phase is given by \( E_b = \frac{2}{\omega_0} \left( \sqrt{\omega_0} - (\sqrt{2} - 1)E_F \right) \). When \( \mu_{N-I-SF} = \mu_{N-I} = \frac{2E_F}{\omega_0} - \omega_0 \), i.e., \( x_1 = 0 \), the phase boundary between the N-I-SF mixed phase and the N-I phase is given by \( E_b = \frac{2}{\omega_0} \left( \omega_0 - (2 - \sqrt{2})E_F \right) \). In addition, in the N-I-SF mixed phase, \( \mu_{N-I-SF} \) is also derived from \( \bar{E}_G^{N-I}(\mu_{N-I-SF}, \omega_0) = \bar{E}_G^{SF}(\mu_{N-I-SF}, E_b) \). The result is given by

\[
\mu_{N-I-SF} = \sqrt{\omega_0} - \frac{E_b}{2 - \sqrt{2}}, \quad (B7)
\]

which is the same as Eq. (83). Substituting Eqs. (B5), (B7), and \( n_{N-I} \) into Eq. (B1), we find

\[
x_1 = \frac{2\sqrt{2}E_F}{2\omega_0 - E_b} - \sqrt{2} - 1. \quad (B8)
\]

Finally, we prove that the N-I-SF mixed phase has a lowest ground-state energy. Using Eqs. (B2)-(B6) and (B7)-(B8), the scaled ground-state energy in the N-I-SF mixed phase is defined as \([39, 45]\)

\[
\bar{E}_G^{N-I-SF}(\omega_0, E_b) = \mu_{N-I-SF} + x_1 \bar{E}_G^{SF}(\mu_{N-I-SF}, E_b) + (1 - x_1) \bar{E}_G^{N-I}(\mu_{N-I-SF}, \omega_0). \quad (B9)
\]

The differences between \( \bar{E}_G^{N-I-SF}(\omega_0, E_b) \) and \( \bar{E}_G^{SF}(\omega_0, E_b) \) or between \( \bar{E}_G^{N-I-SF}(\omega_0, E_b) \) and \( \bar{E}_G^{N-I}(\omega_0, E_b) \) are expressed as

\[
\bar{E}_G^{N-I-SF}(\omega_0, E_b) - \bar{E}_G^{SF}(\omega_0, E_b) = -\left( \frac{\sqrt{2} + 1}{2E_F} \right)^2 \left( \omega_0^2 - E_bE_F^2 + \frac{E_b^2}{4} \right), \quad (B10)
\]

\[
\bar{E}_G^{N-I-SF}(\omega_0, E_b) - \bar{E}_G^{N-I}(\omega_0, E_b) = -\left( \frac{\sqrt{2} + 1}{2E_F} \right)^2 \left( \omega_0^2 - E_bE_F^2 - \frac{E_b^2}{4} \right). \quad (B11)
\]

It can be seen clearly from Eqs. (B10) and (B11) that these energy differences are negative, i.e., the N-I-SF mixed phase has a lowest scaled ground-state energy for \( 2\omega_0 - (\sqrt{2} - 1)E_F < E_b < 2\omega_0 - (2 - \sqrt{2})E_F \).

Substituting Eqs. (31), (B2), (B7), and (B8) into Eqs. (B3) and (B9), we derive Eqs. (81)-(83). In addition, according to Eqs. (B1) and (B8), we derive Eq. (84).

\( b. \omega_0 < E_F \)

In the case of \( \omega_0 < E_F \), when the scaled ground-state energies of the N-II and SF phases are equal, these two
phases coexist and the corresponding phase is called the N-II-SF mixed phase. In order to fully describe the fundamental properties of this mixed phase, we should introduce the fractions of the N-II and SR phases, \( x_3 \) and \( 1 - x_3 \), which are determined by \[ n = x_3 n_{\text{SF}} (\mu_{\text{N-II-SF}}, E_b) + (1-x_3)n_{\text{II}} (\mu_{\text{N-II-SF}}, \omega_0), \] (B12)

where \( x_3 \in [0, 1] \) and \( \mu_{\text{N-II-SF}} \in [\mu_{\text{SF}}, \mu_{\text{N-II}}] \) is the chemical potential in the N-II-SF mixed phase. When \( x_3 = 1 \), \( E_{\text{SF}}^\text{SF} (\mu_{\text{SF}}, \omega_0) \), \( \Delta_{\text{SF}}, \mu_{\text{SF}}, n_{\text{SF}} \), and \( m_{\text{SF}} \) are governed by Eqs. (B2)-(B6). When \( x_3 = 0 \), \( E_{\text{N-II}}^\text{N-II} (\mu_{\text{N-II}}, \omega_0), \mu_{\text{N-II}}, \) and \( \bar{m}_{\text{N-II}} \) are governed by Eqs. (34) and (35), and \( n_{\text{II}} = n_{\mu_{\text{N-II}}} / E_F \).

From the phase equilibrium condition \( E_{\text{N-II}}^\text{N-II} (\mu_{\text{N-II-SF}}, \omega_0) = E_{\text{SF}}^\text{SF} (\mu_{\text{N-II-SF}}, E_b) \) [39, 45] and Eqs. (35) and (B2), when \( \mu_{\text{N-II-SF}} = \mu_{\text{N-II}} = E_F, i.e., x_3 = 0 \), the phase boundary between the N-II-SF mixed phase and the N-II phase is given by \( E_b = 2 \sqrt{E_F^2 + \omega_0^2} - E_F \). When \( \mu_{\text{N-II-SF}} = \mu_{\text{N-II}} = E_F \), i.e., \( x_3 = 0 \), the phase boundary between the N-II-SF mixed phase and the N-II phase is given by \( E_b = 2 \left( E_F - \sqrt{E_F^2 + \omega_0^2} \right) \Theta (\omega_0 - \omega_{01}) \). In addition, in the N-II-SF mixed phase, \( \mu_{\text{N-II-SF}} \) is also determined from \( E_{\text{N-II}}^\text{N-II} (\mu_{\text{N-II-SF}}, \omega_0) = E_{\text{SF}}^\text{SF} (\mu_{\text{N-II-SF}}, E_b) \). The result is given by

\[
\mu_{\text{N-II-SF}} = \frac{\omega_0^2}{E_b} - \frac{E_b}{4}.
\]

(B13)

which is the same as Eq. (106). Substituting Eqs. (B5), (B13), and \( n_{\text{II}} \) into Eq. (B12), we find

\[
x_3 = \frac{1}{2} + \frac{2E_F}{E_b} - \frac{2\omega_0^2}{E_b^2}.
\]

(B14)

Finally, we prove that the N-II-SF mixed phase has a lowest scaled ground-state energy. Using Eqs. (B2)-(B14), the scaled ground-state energy in this mixed phase is defined as \[ E_{\text{G}}^{\text{N-II-SF}} (\omega_0, E_b) \]

\[
= \mu_{\text{N-II-SF}} + x_3 E_{\text{SF}}^{\text{SF}} (\mu_{\text{N-II-SF}}, E_b) + (1-x_3) E_{\text{N-II}}^{\text{N-II}} (\mu_{\text{N-II-SF}}, \omega_0).
\]

(B15)

The differences between \( E_{\text{G}}^{\text{N-II-SF}} (\omega_0, E_b) \) and \( E_{\text{G}}^{\text{SF}} (\omega_0, E_b) \) or between \( E_{\text{G}}^{\text{N-II}} (\omega_0, E_b) \) and \( E_{\text{G}}^{\text{SF}} (\omega_0, E_b) \) are expressed as

\[
E_{\text{G}}^{\text{N-II-SF}} (\omega_0, E_b) - E_{\text{G}}^{\text{SF}} (\omega_0, E_b) = -\frac{1}{2E_F E_b^2} \left( \omega_0^2 - E_b E_b^2 + \frac{E_b^2}{4} \right)^2,
\]

(B16)

\[
E_{\text{G}}^{\text{N-II}} (\omega_0, E_b) - E_{\text{G}}^{\text{SF}} (\omega_0, E_b) = -\frac{1}{2E_F E_b^2} \left( \omega_0^2 - E_b E_b^2 + \frac{E_b^2}{4} \right)^2.
\]

(B17)

It can be seen clearly from Eqs. (B16) and (B17) that these energy differences are negative, i.e., the N-II-SF mixed phase has a lowest scaled ground-state energy for \( 2 \left( \sqrt{E_F^2 + \omega_0^2} - E_F \right) < E_b < 2 \left( E_F - \sqrt{E_F^2 + \omega_0^2} \right) \Theta (\omega_0 - \omega_{01}) \).

Substituting Eqs. (34), (B2), (B13), and (B14) into Eqs. (B3) and (B15), we derive Eqs. (104)-(106). In addition, according to (B12) and (B14), we obtain Eq. (107).

**Appendix C: Derivation of Eqs. (86)-(90)**

When the scaled ground-state energies of the SF and SR phases are equal, these two phases coexist and the corresponding phase is called the SF-SR mixed phase. In order to fully describe the fundamental properties of this mixed phase, we introduce the fractions of the SF and SR phases, \( x_2 \) and \( 1 - x_2 \), which are determined by \[ n = x_2 n_{\text{SF}} (\mu_{\text{SF-SR}}, E_b) + (1-x_2) n_{\text{SR}} (\mu_{\text{SF-SR}}, \omega_0, \eta), \]

(C1)

where \( x_2 \in [0, 1] \) and \( \mu_{\text{SF-SR}} \in [\mu_{\text{SF}}, \mu_{\text{SR}}] \) is the chemical potential in the SF-SR mixed phase. When \( x_2 = 1 \), \( E_{\text{SF}}^{\text{SF}} (\mu_{\text{SF}}, E_b), \Delta_{\text{SF}}, \mu_{\text{SF}}, n_{\text{SF}} \), and \( m_{\text{SF}} \) are the same as the Eqs. (B2)-(B5). When \( x_2 = 0 \), \( E_{\text{SR}}^{\text{SR}} (\mu_{\text{SR}}, \eta), |a|_{\text{SR}}, \mu_{\text{SR}}, n_{\text{SR}} \), and \( m_{\text{SR}} \) are governed by Eqs. (A2)-(A6).

From the phase equilibrium condition \( E_{\text{SF}}^{\text{SF}} (\mu_{\text{SF-SR}}, E_b) = E_{\text{SR}}^{\text{SR}} (\mu_{\text{SF-SR}}, \eta) \) [39, 45] and Eqs. (A2) and (B2), when \( \mu_{\text{SF-SR}} = \mu_{\text{SF}} = E_F - E_b/2 \), i.e., \( x_2 = 1 \), the phase boundary between the SF phase and the SF-SR mixed phase is given by \( E_b = E_b^{(2)} (\eta - \eta_{\text{SF}}^{(3)}) \). When \( \mu_{\text{SF-SR}} = \mu_{\text{SR}} = 2E_F - 2\omega_0^2 / (\omega_0^2 + \kappa^2) \), i.e., \( x_2 = 0 \), the phase boundary between the SF-SR mixed phase and the SR phase is given by \( E_b = E_b^{(1)} \). In addition, in the SF-SR mixed phase, \( \mu_{\text{SF-SR}} \) is also derived from \( E_{\text{G}}^{\text{SF}} (\mu_{\text{SF-SR}}, E_b) = E_{\text{G}}^{\text{SR}} (\mu_{\text{SF-SR}}, \eta) \). The result is given by

\[
\mu_{\text{SF-SR}} = -E_b A \pm \sqrt{A^2 E_b^2 - 2A(2A - 1)B},
\]

(C2)

which is the same as Eq. (88). Using Eqs. (C1), (B5), (A5), and (C2), \( x_2 \) is determined by

\[
x_2 = \frac{2E_F A - \mu_{\text{SF-SR}}}{2\mu_{\text{SF-SR}} A - \mu_{\text{SF-SR}} + E_b A}.
\]

(C3)

Finally, we prove that the SF-SR mixed phase has a lowest scaled ground-state energy. Using Eqs. (A2)-(A6), (B2)-(B6), and (C2)-(C3), the scaled ground-state energy in the SF-SR mixed phase is defined as \[ E_{\text{G}}^{\text{SF-SR}} (\omega_0, E_b, \eta) = \mu_{\text{SF-SR}} + x_2 E_{\text{SF}}^{\text{SF}} (\mu_{\text{SF-SR}}, E_b) + (1-x_2) E_{\text{SR}}^{\text{SR}} (\mu_{\text{SF-SR}}, \eta). \]

(C4)
The differences between $E_{\text{SF-SR}}^{\text{SF-SR}}(\omega_0, E_b, \eta)$ and $E_{\text{SF}}^{\text{SF}}(\omega_0, E_b, \eta)$ or between $E_{\text{SF-SR}}^{\text{SF-SR}}(\omega_0, E_b, \eta)$ and $E_{\text{SR}}^{\text{SR}}(\omega_0, E_b, \eta)$ are given by

\[
E_{\text{SF-SR}}^{\text{SF-SR}}(\omega_0, E_b, \eta) - E_{\text{SF}}^{\text{SF}}(\omega_0, E_b, \eta) = -\frac{1}{2E_F} \left( \frac{\mu^2}{2A} + E_b^2 - E_FE_b \right)
\]

\[+ \mu M - \frac{\omega^2}{4E\eta^2}, \quad \text{(C5)}\]

\[
E_{\text{SF-SR}}^{\text{SF-SR}}(\omega_0, E_b, \eta) - E_{\text{SR}}^{\text{SR}}(\omega_0, E_b, \eta) = \mu M - E_F - \frac{\mu^2}{4E_F A} + \frac{\omega^2}{\omega^2 + \kappa^2}, \quad \text{(C6)}
\]

It can be seen clearly from Eqs. (C5) and (C6) that these energy differences are negative, i.e., the N-II-SF mixed phase has a lowest scaled ground-state energy for $E_b < E_b^{(1)}$ or $E_b < E_b^{(2)} \left( \eta - \eta^{(3)} \right)$.

Substituting Eqs. (A2), (B2), (C2), and (C3) into Eqs. (A4) and (C4), we derive Eqs. (86)-(89). In addition, according to Eqs. (C1) and (C3), we obtain Eq. (90).
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