Redundant multi-path service of a flow heterogeneous in delay criticality with defined node passage paths
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Abstract. An analytical model is proposed for estimating the probability of timely redundant servicing of a heterogeneous flow, which implies the creation of replicas of requests with a multiplicity depending on the total allowable waiting time in the sequence of nodes involved in servicing the request. It is shown that the reservation of queries critical to the admissible waiting time allows increasing the probability of timely execution of queries and the intensity of the profit received from servicing a non-uniform flow.

Introduction
High reliability, fault tolerance, and availability of structurally redundant information systems and networks [1-4] can be supported on the basis of multipath routing [5,6], in which the primary and backup routes (paths) are pre-assigned, which allows reconfiguring rather quickly after failures of the primary nodes system with activation of the redundant path. For info-communication systems operating in real-time, including those being a part of cyber-physical systems [7-9], in some cases, to maintain functional reliability, it is required to ensure the continuity of the computing process and the timeliness of servicing requests in case of random failures and malicious influences [10-12].

The criterion for multipath service effectiveness in real-time is the probability of timely execution of requests, taking into account the passage through all nodes sequentially involved in the computational process.

The probability of timely and error-free servicing in cluster systems and multipath transmission systems under certain conditions can be increased as a result of redundant servicing, in which replicas of requests are created where for each of them the path of nodes sequentially involved in the computational process (data transfer) is specified.

In the systems under research, the condition for the timeliness of multi-path redundant service is the passage of at least one replica of all nodes that make up the service path in a time less than a specified maximum permissible value.

For a heterogeneous flow in terms of criticality to the waiting time of requests, the efficiency criterion is the probability of timely execution of all types of requests [7-9].
If the flow of requests is not homogeneous in terms of the maximum allowable waiting time, this article explores the potential for increasing the probability of timely execution of requests of all types as a result of managing the reservation rate depending on their criticality to queue delays.

The complexity of assessing the probability of the timeliness of multipath redundant service is due to the need to consider the accumulation of waiting time in the nodes that make up the paths of the sequential passage of the query replicas.

The peculiarity of the proposed estimate of the desired probability is the calculation of the probability of not exceeding the residual admissible waiting time while the replica passes the next node included in its service route, taking into account the average delays in the queues of the previously passed nodes. The proposed article is devoted to the construction of an analytical model of the probability of the timeliness of redundant servicing of a heterogeneous flow of requests and is aimed at justifying the multiplicity of reservation of requests of various criticality to service delays in order to ensure the timely servicing of all requests of a heterogeneous flow.

1. A redundant service model for a heterogeneous redundant flow

Systems with inhomogeneous input flow in terms of criticality to waiting for requests when they pass sequentially through \( m \) functional nodes will be considered. We will assume that the \( i \)-th node is reserved with multiplicity \( n_i \). The number of replicas to be created (redundancy rate) of queries will be set depending on the maximum allowable waiting time. For each replica, a route (path) of sequential passage of \( m \) nodes involved in its maintenance is specified.

When one of the \( k_j \) replicas of the \( j \)-stream passes through the \( i \)-th node, the probability of not exceeding the maximum permissible time \( t_j \), taking into account the average delays in the queues of the previously passed nodes, can be calculated as:

\[
P_j = 1 - v_i \Lambda_i e^{-\left(\Lambda_i - \frac{1}{N} \sum_{g \neq j} k_g \alpha_g \Lambda g \right) t_j - \sum_{g \neq j} w_g},
\]

where:

\[
\Lambda_i = \sum_{j=1}^{N} \frac{\alpha_j \Lambda k_j}{n_i},
\]

\[
w_g = \frac{\left(1 - \Lambda g v_g \right)}{1 - \Lambda g v_g},
\]

\[
\Lambda g = \sum_{j=1}^{N} \frac{\alpha_j \Lambda k_j}{n_g},
\]

\( v_i \) is the average query execution time by the \( i \)-th node, taking into account all \( N \) types of queries, \( \Lambda \) is the intensity of the total flow of queries (without replication), \( \alpha_j \) is the share of \( j \)-th queries, \( t_j \) is the maximum allowable waiting time for \( j \)-th queries; \( w_g \) is the average waiting time at the \( g \)-th node included in the execution path [13] of the request.

The probability of not exceeding the total allowable time \( t_j \) when traversing the path of one specific replica of a query of the \( j \)-th type and at least one of the \( k_j \) replicas of this type, is defined, respectively, as:

\[
P_j = \prod_{i=1}^{m} P_{j_i},
\]

\[
R_j = 1 - (1 - P_j)^{k_j}.
\]

Compliance with the requirement of timely service for each type of requests of a heterogeneous total flow reflects the criterion:

\[
R = \prod_{j=1}^{N} R_j.
\]
However, the presented criterion does not consider the influence of the shares (intensity) of individual flows on the final probability of timely servicing of the total flow. This influence is taken into account by the metric

\[ A = \sum_{j=1}^{N} \alpha j R_j, \]

corresponding to the mathematical expectation that any non-uniform flow request will be completed in a timely manner.

Combining performance indicators of various types of requests in a single criterion allows taking into account their impact on the overall efficiency of servicing the entire total flow, including the risks associated with the delay in servicing different types of requests. The metric of the total flow efficiency should be determined based on the features of the applied problems solved by the system.

The profit from the provision of information services can be chosen as a generalized indicator of the efficiency of the system functioning. So, if the profit from the timely servicing of the request of the \( j \)-th flow is \( c_j \), and the penalties for the delay in servicing are \( s_j \), then the mathematical expectation of the profit from fulfilling one request of the total flow will be

\[ C = \sum_{j=1}^{N} \alpha j \left( R c_j - (1 - R_j) s_j \right). \]

Profit per unit of time from the provision of information services (profit intensity) can be defined as

\[ D = \Lambda \sum_{j=1}^{N} \alpha j \left( R c_j - (1 - R_j) s_j \right). \]

2. Results of calculating the probability of timely service and the intensity of profit from servicing requests of a heterogeneous flow.

We need to determine the effectiveness of the considered design solutions for the organization of redundant multipath transmissions.

In the calculations, we will assume that there is a heterogeneous flow that includes two types of requests \((N = 2)\), for the first of which the maximum allowable total waiting time in all \( m \) nodes involved in the service process is \( t_1 = 0.1 \) s, and for the second - \( t_2 = 0.5 \) s. The average service time of requests of different types at all nodes will be assumed to be the same and equal to \( v = 0.1 \) s. Reservation of requests of the second type is not assumed.

The dependences of the probabilities \( R \) of timely servicing of requests of the first and second types on the intensity of their arrival \( \Lambda \) is shown in Fig. 1, and on the multiplicity of reservation of requests of the first type \( a \) - Fig. 2. In Fig. 1, the probabilities of timely execution of requests of the first and second types \( R \) correspond to curves 1–3 with the multiplicity of reservation of requests of the first type \( k = 1, 2, 5 \) and their share \( \alpha = 0.1 \). In Fig. 2, for the intensity of the total flow \( \Lambda = 5 \) 1/s, curves 1-4 correspond to the probabilities \( R \) of timely servicing of requests of two types with \( a = 0.2, 0.3, 0.4, 0.5 \). The calculation was carried out with sequential passage of all query replicas through \( m = 5 \) nodes, with \( n = n_i = 10 \).

From the presented dependencies, we can conclude that the reservation of the most critical queries to the allowable waiting time increases the probability of timely execution of all types of queries. At the same time, there is an optimal multiplicity of reservation of requests, depending on their criticality to the permissible waiting time, which provides the maximum probability \( R \) of timely execution of all types of requests of a heterogeneous flow. Moreover, the effect of reserving latency-critical requests is most clearly manifested in the case of ensuring a high probability of timely execution of requests of a heterogeneous flow, which is important for practice.

The dependence of the profit \( D \) obtained by servicing the total flow of requests per unit of time on the intensity of the total input flow of requests \( \Lambda \) is shown in Fig. 3, and on the multiplicity of reservation of requests of the first stream in Fig. 4. The calculations are performed when the requests of the second stream are not reserved, and \( t_1 = 0.1 \) s, and \( t_2 = 0.5 \) s.
In Fig. 3, curves 1-3 correspond to the multiplicity of reservation of requests of the first stream $k = 1, 2, 5$. The calculation is performed at $\alpha = 0.1$, when the requests of the first stream are duplicated ($k = 2$).

In Fig. 4, curves 1 - 4 correspond to the proportions of the first flow $\alpha = 0.2, 0.3, 0.4, 0.5$. The calculation results presented in Fig. 4a and 4b are performed, respectively, at the intensity of the total flow $\Lambda = 5 \, \text{1/s}$ and $\Lambda = 12 \, \text{1/s}$. The given dependences confirm the efficiency of reservation of the most critical requests of a heterogeneous flow.

Fig. 1. Dependence of the probability of timely servicing of requests of different types on the intensity of the input flow of requests.

Fig. 2. Dependence of the probability of timely servicing of requests of different types on the multiplicity of reservation of requests of the first type.
Fig. 3. Dependence of the profit $D$ obtained when servicing the total flow of requests per unit of time on the intensity of the total input flow of requests.

Fig. 4. Dependence of the profit $D$ obtained when servicing the total flow of requests per unit of time on the multiplicity of reservation of requests of the first type.
The proposed models can be used for the optimal design of real-time computer systems, including control and communication systems operating [14-16] as part of cyber-physical systems [17-19], developed within the framework of the concept of building highly reliable systems with low transmission delays (Ultrareliable and Low-Latency Wireless Communication) [20-23].

Conclusion
An analytical model is proposed for assessing the probability of timely redundant servicing of a non-uniform flow by a sequence of redundant system nodes, which assumes replication of requests with a frequency depending on their criticality to the allowable request waiting time.

It is shown that the reservation of the most critical queries to the admissible waiting time allows increasing the probability of timely execution of queries and the intensity of the profit received from servicing a non-uniform flow.

The expediency of optimization is shown for the multiplicity of reservation requests depending on their criticality to the permissible waiting time.
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