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Abstract
New models of random forests jointly using the attention and self-attention mechanisms are proposed for solving the regression problem. The models can be regarded as extensions of the attention-based random forest whose idea stems from applying a combination of the Nadaraya–Watson kernel regression and the Huber’s contamination model to random forests. The self-attention aims to capture dependencies of the tree predictions and to remove noise or anomalous predictions in the random forest. The self-attention module is trained jointly with the attention module for computing weights. It is shown that the training process of attention weights is reduced to solving a single quadratic or linear optimization problem. Three modifications of the self-attention are proposed and compared. A specific multi-head self-attention for the random forest is also considered. Heads of the self-attention are obtained by changing its tuning parameters including the kernel parameters and the contamination parameter of models. The proposed modifications of the attention and self-attention combinations are verified and compared with other random forest models by using several datasets. The code implementing the corresponding algorithms is publicly available.
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1 Introduction

The attention mechanism is an effective method for improving the performance of neural networks. It was proposed to enhance the natural language processing models, and later becomes one of the most effective methods for various machine learning tasks. A neural network with attention-based components can automatically distinguish the relative importance of features or examples by means of assigning the corresponding weights to them to get a higher classification or regression accuracy. The main idea behind the attention mechanism stems from the human perception property to concentrate on an important part of information and to ignore other information [40]. Due to the ability of the attention to significantly improve the neural network performance, a huge amount of attention-based models have been developed to be used in various applications and tasks [7, 12, 13, 33, 40].

In spite of success of many neural attention models in solving various application tasks, attention is a component of neural architectures [7]. This implies that the attention weights are learned by incorporating an additional feed-forward neural network within the architectures. The corresponding models meet difficulties of neural networks, including, overfitting, many tuning parameters, requirements of a large amount of data, the black-box nature, expensive computations. Moreover, tabular learning data may be also an important problem encountered with neural networks. There are several deep learning models [1, 27, 51] illustrating efficiency on some tabular datasets. However, other experimental studies [4, 50] give opportunity to conclude that ensemble-based models using decision trees as weak learners mainly outperform deep neural networks when they deal with heterogeneous tabular data.

Taking the above into account, Utkin and Konstantinov [30, 55] proposed a new model called the attention-based random forest (ABRF) by incorporating the attention mecha-
anism into ensemble-based models such as random forests (RF) [6] and the gradient boosting machine [20, 21]. The original RF is a powerful model which consists of a large number of randomly built individual decision trees such that their predictions are combined, for example, by means of the simple averaging. Decision trees are built by the random selection of different subsamples of examples from training data and different subsamples of the feature space. The main idea behind the proposed ABRF models stems from the Nadaraya–Watson kernel regression model [39, 65], but attention weights used in the Nadaraya–Watson regression are assigned to decision trees in a specific way. The weights can be regarded as the attention weights because they are defined by using queries, keys and values concepts in terms of the attention mechanism. In contrast to weights of trees defined in [57, 59], weights in ABRF have trainable parameters and depend on how far an example, which falls into a leaf of a tree, is from examples which fall into the same leaf. The resulting prediction of ABRF is computed as a weighted sum of the tree predictions.

Three modifications of ABRF were studied in [30, 55]. The first modification called $\epsilon$-ABRF uses the Huber’s $\epsilon$-contamination model [26] for defining the attention weights. Each weight consists of two parts: the softmax operation with the tuning coefficient $1 - \epsilon$ and the trainable bias of the softmax weight with coefficient $\epsilon$. An important advantage of $\epsilon$-ABRF is that attention weights of trees linearly depend on trainable parameters. This property leads to solving the standard quadratic optimization problem which is simply solved. $\epsilon$-ABRF avoids using the gradient-based algorithm to compute optimal trainable parameters. Other two ABRF modifications differ from $\epsilon$-ABRF by the additional trainable attention parameters incorporated into the softmax operation. These modifications require to apply the gradient-based algorithms to compute optimal attention parameters.

$\epsilon$-ABRF has demonstrated outperforming results for many real datasets. However, an “unfortunate” selection of a subset of training examples for building a tree can lead to anomalous or incorrect predictions which bias the RF prediction. In order to overcome this disadvantage and following the idea behind $\epsilon$-ABRF, we propose to supplement this model by the self-attention mechanism [60] which aims to capture dependencies of the tree predictions and to remove noise or anomalous predictions in $\epsilon$-ABRF. The proposed model is called SAT-RF (self-attention-attention-based RF). The main peculiarity of the supplemented self-attention is that it is trained jointly with the attention mechanism, but not sequentially, i.e., we solve a single optimization problem for simultaneous computing trainable parameters of $\epsilon$-ABRF and the supplemented self-attention. As a result, both the mechanisms impact each other and can be regarded as a joint attention-based modification. The use of the Huber’s $\epsilon$-contamination model with parameter $\epsilon$ different from $\epsilon$-ABRF for defining the self-attention leads to the quadratic or linear optimization problem with trainable parameters of $\epsilon$-ABRF and the supplemented self-attention as optimization variables. This is an important property of the proposed model. Moreover, we proposed a specific variant of the multi-head self-attention which allows us to combine knowledge of the self-attention via different representation of its tuning parameters. It is shown that the multi-head self-attention also leads to the quadratic or linear optimization problem for computing trainable parameters of all heads.

Our contributions can be summarized as follows:

1. A new attention-based RF model is proposed. According to the model, the trainable self-attention mechanism is incorporated into the attention-based RF as an additional component to capture dependencies of the tree predictions and to remove noise or anomalous predictions in $\epsilon$-ABRF. It is important that the self-attention and attention components are jointly trained such that trainable parameters of the attention impact on parameters of the self-attention and vice versa.

2. Three modifications of the self-attention are studied. The first one (SAT-RF-y) is based on comparison of predictions provided by pairs of trees. The second modification (SAT-RF-x) takes into account only distances between mean feature vectors which are determined from all feature vectors which fall into the same leaves with the tested example in pairs of trees. The third modification (SAT-RF-yx) can be regarded as a combination of the first and the second modifications.

3. A specific multi-head self-attention for the RF is proposed. Heads are obtained by changing the tuning parameters of the self-attention. They are trained by solving a single quadratic optimization problem for computing the optimal attention and self-attention weights. It can be said that the whole model is trained “end-to-end” to some extent.

4. Various numerical experiments with real tabular datasets are provided to justify SAT-RF, to study its peculiarities and to compare it with original RFs. Moreover, we investigate two types of RFs: original RFs and extremely randomized trees (ERT). At each node, the ERT algorithm chooses a split point randomly for each feature and then selects the best split among these [22]. The corresponding code implementing SAT-RF is publicly available.

The paper is organized as follows. Related work can be found in Sect. 2. A brief introduction to the attention and self-attention mechanisms is given in Sect. 3. A general approach to incorporating the attention and the self-attention into the RF is provided in Sect. 4. Analysis of the attention and
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1 https://github.com/andruekonst/forest-self-attention.
self-attention representations by means of the Huber’s \( \epsilon \)-contamination model is given in Sect. 5. Some questions of applying the multi-head self-attention in the framework of the general approach is considered in Sect. 6. Numerical experiments with real data illustrating the efficiency of the proposed models for solving the regression problems are provided in Sect. 7. Concluding remarks can be found in Sect. 8.

2 Related work

2.1 Attention mechanism and approaches for its simplification

Many variants of the attention mechanism have been developed and studied since its first proposals [2, 37, 60]. Their comprehensive description and analysis can be found in many survey papers [7, 12, 13, 33, 35, 40].

It is difficult to overestimate the contribution of the attention mechanism into many deep learning models. At the same time, one of the obstacles of the attention as well as self-attention mechanisms is the quadratic time of training due to the softmax function which is used for computing the attention score function. This computational problem was solved by several approaches. One of the approaches is to utilize the sparse attention [3, 36, 42]. Another important approach is the kernel linearization. In the framework of this approach, a specific transformer architecture called Performer was introduced by Choromanski et al. [11]. Due to the linearization, performer estimates softmax attention using only linear time complexity. Another approximation of the softmax attention called Luna (a linear unified nested attention mechanism) was proposed by Ma et al. [38]. Luna approximates softmax attention with two nested linear attention functions. Choromanski et al. [10] introduced a new class of random feature maps techniques called hybrid random features which provide more accurate worst-case softmax kernel estimation than previous algorithms and lead to computational gains. Peng et al. [43] solved the same problem and proposed the random feature attention method which also approximates the softmax function and can be used as a drop-in replacement for the conventional softmax attention. Schlag et al. [47] first listed desirable properties of a kernel function, which is the central component of softmax linearization, reviewed the existing functions and proposed a new function having these properties. In order to linearize the exponential kernel and to approximate the softmax attention in linear time and space complexity, Zheng et al. [75] proposed a method based on recasting random feature attentions as self-normalized importance samplers. Detailed reviews on approaches related to problems of the efficient attention mechanism implementation can be found in [19, 33, 35, 53].

2.2 Self-attention

The self-attention was proposed by Vaswani et al. [60] as an important component of a new neural network architecture known as transformer. It is inspired by the previous works presented by Cheng et al. [9], where self-attention is called intra-attention, by Parikh et al. [41]. The self-attention aims to capture token dependencies and to relate distinct positions in the input sequence. It has been used in many tasks, for example, sentence embedding [34], in machine translation and natural language processing [15, 17, 67], in speech recognition [44, 49, 62], in image recognition [8, 24, 28, 45, 48, 63, 64, 74].

Many survey papers are devoted to various aspects and applications of attention and self-attention mechanisms, for example, [5, 7, 23, 25, 28, 33, 52, 68].

We use self-attention to remove anomalies in the tree predictions. Similar approaches to image denoising were considered in [32, 54, 61, 70, 77].

It should be noted that the above methods are implemented as a part of a neural network, and they are not studied for application to other machine learning models, for example, to RFs.

2.3 Weighted RFs

An idea of assigning or incorporating weights to trees in RFs can be regarded as one of the approaches to improve the classification and regression performance of the RF models. As a result, several models were proposed to incorporate weights of trees into RFs and to combine decision trees taking into account the weights. We can conditionally divide the proposed weighted RF models into two classes. The first class considers weights as tuning parameters. In fact, weights in models from the first class are assigned by using some prior information about training data, for example, the data class imbalance, or posterior information obtained in the model validation stage. Many models from the first class can be found in [14, 29, 31, 46, 66, 69, 73].

In contrast to the models with weights as hyperparameters, the second class considers weights of trees as training parameters. In the models, weights are computed by solving optimization problems in accordance with certain loss functions which aim to minimize the RF classification and regression error [56, 58] and to robustify whole models for constructing cautious RFs [57, 59, 72]. Another approach, which can be regarded as an attempt to incorporate the attention mechanism into RFs and the gradient boosting machine, was proposed in [30, 55]. It is a basis for developing new models using the attention mechanism and its extensions.
3 Preliminaries

3.1 Attention mechanism and the Nadaraya–Watson regression

There are many views on attention mechanisms. Most of them consider attention mechanisms as components of a neural network, which help to focus on relevant regions of input data to improve the network classification performance. However, one of the views [7, 71] is to understand the attention by considering the well-known Nadaraya–Watson kernel regression model [39, 65]. The Nadaraya–Watson kernel regression allows us to understand the statistical nature of attention and to apply this representation for RFs.

First, we formulate the standard regression task. Let us consider a dataset $S = \{(x_1, y_1), \ldots, (x_n, y_n)\}$ consisting of $n$ examples such that $x_i = (x_{i1}, \ldots, x_{im}) \in \mathbb{R}^m$ is a vector of $m$ features and $y_i \in \mathbb{R}$ represents the regression output. The regression task is to construct a function $f : \mathbb{R}^m \rightarrow \mathbb{R}$ which accurately predicts the output value $y$ of a new example $x$ based on dataset $S$. The classification task can be formulated in the same way under condition that $y_i$ takes values from a finite set.

According to the Nadaraya–Watson regression model [39, 65], the output value or prediction $\hat{y}$ can be computed by means of the weighted average as follows:

$$\hat{y} = \sum_{i=1}^{n} \alpha(x, x_i) y_i. \tag{1}$$

Here weight $\alpha(x, x_i)$ is nothing but the attention weight which conforms with relevance of the $i$-th example to the vector $x$. In other words, weight $\alpha(x, x_i)$ is assigned to every $y_i$ from the dataset depending on location of vector $x_i$ relative to the predicted vector $x$. The closer $x_i$ to $x$, the greater the weight assigned to $y_i$ corresponding to $x_i$. The last property of weights motivates to represent them through a kernel $K(x, x_i)$, i.e., we can write the following definition for weights:

$$\alpha(x, x_i) = \frac{K(x, x_i)}{\sum_{j=1}^{n} K(x, x_j)}. \tag{2}$$

Vectors $x, x_i$ and outputs $y_i$ are called the query, keys and values, respectively [2].

It is important to point out that if we use the Gaussian kernel, then weights are expressed through the softmax operator with a hyperparameter $\tau$ as:

$$\alpha(x, x_i) = \text{softmax} \left(-\frac{\|x - x_i\|^2}{2\tau} \right). \tag{3}$$

3.2 Self-attention mechanism as the non-local means denoising

One of the interesting interpretations of the self-attention mechanism is the non-local means denoising [61], which aims to remove noise in an image by computing average intensity of each pixel from a set of neighboring pixels. This idea again stems from the Nadaraya–Watson regression under condition that the query is a key, and each key coincides with the corresponding value.

According to [61], intensity of a pixel with coordinates $x$ by using the non-local means denoising is determined as follows:

$$f(x) = y^s = \sum_{j=1}^{n} \beta(y, y_j) y_j, \tag{4}$$

where weight $\beta(y, y_j)$ is determined as

$$\beta(y, y_j) = \frac{K(y, y_j)}{\sum_{j=1}^{n} K(y, y_j)}. \tag{5}$$

If to use the Gaussian kernel, then weights are of the form:

$$\beta(y, y_j) = \text{softmax} \left(-\frac{(y - y_j)^2}{2\kappa} \right), \tag{6}$$

where $\kappa$ is the tuning or training parameter.

SAT-RF with the above definition of the softmax operation is called SAT-RF-y. Generally, the query $f(x)$ and values $y_j$ can be vectors. Moreover, the values can be taken in another form. Variants of the forms are considered below.

4 Self-attention-based random forest

One of the powerful machine learning models handling with tabular data is the RF which can be regarded as an ensemble of $T$ decision trees such that each tree is trained on a subset of examples randomly selected from the training set. In the original RF, the final RF prediction $\hat{y}$ for a testing example $x$ is determined by averaging predictions $\hat{y}_1, \ldots, \hat{y}_T$ obtained for all trees.

Denote an index set of examples which fall into the $i$-th leaf in the $k$-th tree as $\mathcal{J}_i^{(k)}$ such that $\mathcal{J}_i^{(k)} \cap \mathcal{J}_j^{(k)} = \emptyset$ because the same example cannot fall into different leaves of the same tree. Let us consider an example $x$ which falls into $i$-th leaf in the $k$-th tree. Then we can introduce the mean vector $A_k(x)$ defined as the mean of training vectors $x_j$ which fall into the $i$-th leaf of the $k$-th tree, i.e., into the leaf where vector $x$ fell into. In the same way, we introduce the mean target value $B_k(x)$ defined as the mean of $y_j$ such that $j \in \mathcal{J}_i^{(k)}$. In fact,
value $B_k(x)$ in regression coincides with the prediction of the $k$-th tree. Formally, we write

$$A_k(x) = \frac{1}{|J_k(x)|} \sum_{j \in J_k(x)} x_j,$$

$$B_k(x) = \frac{1}{|J_k(x)|} \sum_{j \in J_k(x)} y_j.$$  \hfill (7)  

By returning to the Nadaraya–Watson regression and notation of the attention mechanism framework, the set of $A_k(x)$, $k = 1, ..., T$, can be regarded as a set of keys for every $x$, the set of $B_k(x)$ can be regarded as a set of values. This implies that the final prediction $\tilde{y}$ of the RF can be computed by using the Nadaraya–Watson regression, namely,

$$\tilde{y} = f(x, w) = \sum_{k=1}^{T} \alpha(x, A_k(x), w_k) \cdot B_k(x).$$  \hfill (9)  

Here $\alpha(x, A_k(x), w_k)$ is the attention weight with vector $w = (w_1, ..., w_T)$ of trainable parameters assigned to the $k$-th tree. One can see that the set of parameters $\theta$ is replaced with $w$. If $\alpha$ is the normalized kernel, then it is defined through the distance between $x$ and $A_k(x)$, which is defined, for instance, by means of $L_2$-norm $\|x - A_k(x)\|^2$. It is assumed that

$$\sum_{k=1}^{T} \alpha(x, A_k(x), w_k) = 1,$$  \hfill (10)  

$$\sum_{k=1}^{T} w_k = 1.$$  \hfill (11)  

Condition (10) is due to properties of the attention weights in the Nadaraya–Watson regression. Condition (11) is explained below when the Huber’s $\epsilon$-contamination model will be considered for representing the attention weights.

The above approach to incorporating the attention mechanism into the RF has been proposed in [30, 55]. Our aim now is to supplement it with the self-attention.

We suppose that there may be anomalies among values $B_k(x)$ or $\tilde{y}_k$. In order to cope with the anomalies, we apply the self-attention mechanism which corrects every $\tilde{y}_k$. According to the self-attention, each $\tilde{y}_k$ can be recalculated as follows:

$$y^*_j = \sum_{i=1}^{T} \beta(\tilde{y}_i, \tilde{y}_j, v_i) \cdot \tilde{y}_i.$$  \hfill (12)  

Here $\beta(\tilde{y}_i, \tilde{y}_j, v_k)$ is the self-attention weight with vector $v = (v_1, ..., v_T)$ of trainable parameters assigned to the $k$-th tree such that $\sum_{k=1}^{T} v_k = 1$.

The main idea behind the approach is to use the attention and self-attention simultaneously. Let us substitute (12) into (9) under condition $B_k(x) = \tilde{y}_k$ as

$$\tilde{y} = f(x, w, v) = \sum_{i=1}^{T} \sum_{k=1}^{T} \alpha(x, A_i(x), w_i) \times \beta(\tilde{y}_i, \tilde{y}_k, v_k) \cdot \tilde{y}_k.$$  \hfill (13)  

We get the trainable attention-based RF with parameters $w$ and $v$, which are defined by minimizing the expected loss function over set $\mathcal{W}$ and set $\mathcal{V}$ of parameters, respectively, as follows:

$$(w_{opt}, v_{opt}) = \arg \min_{w \in \mathcal{W}, v \in \mathcal{V}} \sum_{s=1}^{n} L(\tilde{y}_s, y_s, w, v).$$  \hfill (14)  

The loss function can be rewritten as

$$\sum_{s=1}^{n} L(\tilde{y}_s, y_s, w, v) = \sum_{s=1}^{n} \left( y_s - \sum_{i=1}^{T} \alpha_i \cdot \beta_k \cdot \tilde{y}_k \right)^2.$$  \hfill (15)  

where

$$\alpha_i = \alpha(x, A_i(x), w_i), \beta_k = \beta(\tilde{y}_i, \tilde{y}_k, v_k).$$

Optimal trainable parameters $w, v$ are computed depending on forms of attention weights $\alpha$ and self-attention weights $\beta$. Moreover, the computation time for solving the optimization problem (15) also significantly depends on the weights. Therefore, we propose the form which leads to convex quadratic optimization problem.

It can be seen from the above that every value $y$ is transformed to $y^*$ in accordance with the difference between $y$ and other values $y_i$. However, the above non-local means denoising does not take into account the distance between the vectors $A_i(x)$ and $A_j(x)$. In other words, it is interesting to take into account how the mean feature vector of all feature vectors which fall into the same leaves with $x$ of the $i$-th and the $j$-th trees, respectively. Hence, we can write the self-attention weight as

$$\beta(A_i, A_j) = \text{softmax} \left( -\frac{\|A_i(x) - A_j(x)\|^2}{2\kappa} \right).$$  \hfill (16)  

SAT-RF with the above definition of the softmax operation is called SAT-RF-x.
By intuition, if \( A_i(x) \) and \( A_j(x) \) are close to each other, then we can expect that the difference between values \( y_i \) and \( y_j \) is small. If it is large, then the weight of \( y_i \) should be larger than in the case when the difference between values \( y_i \) and \( y_j \) is small. On the contrary, if \( A_i(x) \) and \( A_j(x) \) are far from each other, then the impact of value \( y_j \) is reduced and the corresponding weight should be decreased even if the difference between values \( y_i \) and \( y_j \) is small. The above reasoning leads to applying the following self-attention weights:

\[
\beta(y_i, y_j) = \text{softmax} \left( -\frac{(y_i - y_j)^2}{2\kappa \| A_i(x) - A_j(x) \|^2} \right),
\]

(17)

SAT-RF with the above definition of the softmax operation is called SAT-RF-yx.

It should be pointed out that the modifications of SAT-RF do not impact on the general approach, and they define only the softmax operations. Therefore, all expressions will be given using the first modifications, but results of numerical experiments will be considered for every modification.

5 Self-attention and the Huber’s contamination model

To simplify computations and to get a unique solution for \( w \), we propose to use the well-known Huber’s \( \epsilon \)-contamination model [26] which can be represented as follows:

\[
(1 - \epsilon) \cdot P + \epsilon \cdot Q,
\]

where the probability distribution \( P \) is contaminated by some arbitrary distribution \( Q \); the rate \( \epsilon \in [0, 1] \) is a model parameter which control the size of the solution set.

The use of the \( \epsilon \)-contamination model stems from several reasons. First of all, the softmax function can be interpreted as the probability distribution \( P \) in (18) because its sum is 1. It can be represented as a point in the probabilistic unit simplex having \( T \) vertices. Second, weights \( \alpha(x, A_i(x), w_i) \) also can be interpreted as a probability distribution or another point in the same unit simplex. This point is biased by means of the probability distribution \( Q \) in (18) which is trained in order to achieve the best prediction results. The contamination parameter \( \epsilon \) can be regarded as a tuning parameter of the model. It should be noted that \( \epsilon \) can be viewed as the trainable parameter. However, this case leads to a more complex optimization problem. After substituting elements of \( \alpha(x, A_i(x), w_i) \) into (18), we get

\[
\alpha(x, A_i(x), w_i) = (1 - \epsilon) \cdot \text{softmax} \left( \frac{\| x_i - A_i(x_i) \|^2}{\tau} \right) + \epsilon \cdot w_i.
\]

(19)

Let us define the self-attention weights \( \beta(\tilde{y}_i, \tilde{y}_k, v_k) \) in the same way using the Huber’s \( \gamma \)-contamination model. In this case, we can write the similar expression:

\[
\beta(\tilde{y}_i, \tilde{y}_k, v_k) = (1 - \gamma) \cdot \text{softmax} \left( \frac{(\tilde{y}_i - \tilde{y}_k)^2}{\kappa} \right) + \gamma \cdot v_k.
\]

(20)

Here \( \gamma \) is the same parameter of the contamination model as \( \epsilon \).

After substituting (19) and (20) into (13), we get

\[
\sum_{i=1}^{T} \sum_{k=1}^{T} (D_{si} + \epsilon w_i) \cdot (C_{ik} + \gamma v_k) \cdot \tilde{y}_k,
\]

(21)

where

\[
D_{si} = (1 - \epsilon) \cdot \text{softmax} \left( \frac{\| x_s - A_i(x_s) \|^2}{\tau} \right),
\]

(22)

\[
C_{ik} = (1 - \gamma) \cdot \text{softmax} \left( \frac{(\tilde{y}_i - \tilde{y}_k)^2}{\kappa} \right).
\]

(23)

Expression (21) can be rewritten as

\[
\sum_{i=1}^{T} \sum_{k=1}^{T} \tilde{y}_k(D_{si}C_{ik} + C_{ik}\epsilon w_i + D_{si}\gamma v_k + \epsilon \gamma w_i v_k)
\]

\[
= \sum_{i=1}^{T} \sum_{k=1}^{T} \tilde{y}_k D_{si} C_{ik} + \epsilon \sum_{i=1}^{T} \sum_{k=1}^{T} \tilde{y}_k C_{ik} w_i
\]

\[
+ \gamma \sum_{i=1}^{T} D_{si} \sum_{k=1}^{T} \tilde{y}_k v_k + \epsilon \gamma \sum_{k=1}^{T} \tilde{y}_k v_k
\]

\[
= R_s + \sum_{i=1}^{T} H_i w_i + \sum_{k=1}^{T} G_{sk} v_k.
\]

(24)

where

\[
R_s = \sum_{i=1}^{T} \sum_{k=1}^{T} \tilde{y}_k D_{si} C_{ik},
\]

\[
G_{sk} = \gamma \left( \sum_{i=1}^{T} D_{si} + \epsilon \right) \tilde{y}_k,
\]

\[
H_i = \epsilon \sum_{k=1}^{T} \tilde{y}_k C_{ik}.
\]

(25)

Notations \( D_{sk}, C_{ik}, R_s, G_{sk}, H_i \) do not depend on \( w \) and \( v \) and are introduced for short.
It follows from (24) that the optimization problem (15) is represented as

\[
\min_{w, v} \sum_{s=1}^{n} L(\tilde{y}_s, y_s, w, v) = \sum_{s=1}^{n} \left( y_s - R_s - \sum_{i=1}^{T} H_i w_i - \sum_{k=1}^{T} G_{sk} v_k \right)^2,
\]

subject to \( w_k \geq 0, v_k \geq 0, k = 1, \ldots, T, \) and \( \sum_{k=1}^{T} w_k = 1, \sum_{k=1}^{T} v_k = 1. \)

One of the advantages of the proposed SAT-RF is that it is simple from the computational point of view because problem (26) is the standard quadratic programming problem which can be simply solved. Moreover, it has a unique solution.

The optimal trainable parameters \( w \) and \( v \) can be also computed by solving the linear optimization problem if to use the \( L_1 \)-norm for defining the loss function \( L(\tilde{y}_s, y_s, w) \). In this case, we replace (26) with the following objective function:

\[
\min_{w, v} \sum_{s=1}^{n} L(\tilde{y}_s, y_s, w, v) = \sum_{s=1}^{n} \left| y_s - R_s - \sum_{i=1}^{T} H_i w_i - \sum_{k=1}^{T} G_{sk} v_k \right|.
\]

Denote

\[
Q_s = y_s - R_s - \sum_{i=1}^{T} H_i w_i - \sum_{k=1}^{T} G_{sk} v_k.
\]

Then we can write the following linear optimization problem with variables \( Q_1, \ldots, Q_T, w \) and \( v \):

\[
\min_{w, v} \sum_{s=1}^{n} Q_s,
\]

subject to \( w_k \geq 0, v_k \geq 0, k = 1, \ldots, T, \) and \( \sum_{k=1}^{T} w_k = 1, \sum_{k=1}^{T} v_k = 1, \) and for all \( s = 1, \ldots, n, \)

\[
Q_s + \sum_{i=1}^{T} H_i w_i + \sum_{k=1}^{T} G_{sk} v_k \geq y_s - R_s,
\]

\[
Q_s - \sum_{i=1}^{T} H_i w_i - \sum_{k=1}^{T} G_{sk} v_k \geq -y_s + R_s.
\]

The above linear optimization problem has \( 3T \) variables and \( 2T + 3n + 2 \) constraints.

6 Multi-head self-attention

One of the possible extensions of the self-attention mechanism is the multi-head self-attention which is widely used to combine knowledge of the self-attention via different representation of its tuning parameters. It turns out that the multi-head self-attention can be incorporated into the attention-based RF such that its trainable parameters are computed jointly with parameters of the attention-based RF by solving a single quadratic optimization problem.

Let us return to (13) and rewrite the expression for estimating \( \tilde{y} \) as follows:

\[
\tilde{y} = \sum_{i=1}^{T} \sum_{k(1)=1}^{T} \alpha(x, A_i(x), w_i) \beta_1(\tilde{y}_t, \tilde{y}_{k(1)}, v_{k(1)}^{(1)}) \cdot \tilde{y}_{k(1)}, \quad (32)
\]

where \( v^{(1)}(1) = (v_{1}^{(1)}, \ldots, v_{T}^{(1)}) \) is the vector of trainable variable of the first self-attention; \( k(1) \) is the index corresponding to the first self-attention.

Note that \( \tilde{y}_{k(1)} \) as the value in terms of the attention mechanism can be represented by means of the self-attention (12). Hence, (32) can be rewritten as

\[
\tilde{y} = \sum_{i=1}^{T} \sum_{k(1)=1}^{T} \sum_{k(2)=1}^{T} \alpha(x, A_i(x), w_i) \beta_1(\tilde{y}_t, \tilde{y}_{k(1)}, v_{k(1)}^{(1)}) \beta_2(\tilde{y}_t, \tilde{y}_{k(2)}, v_{k(2)}^{(2)}) \cdot \tilde{y}_{k(2)}, \quad (33)
\]

where \( v^{(2)}(2) = (v_{1}^{(2)}, \ldots, v_{T}^{(2)}) \) is the vector of trainable variable of the second self-attention.

In the same way, we can continue writing self-attention operations and get

\[
\tilde{y} = \sum_{i=1}^{T} \sum_{k(1)=1}^{T} \sum_{k(2)=1}^{T} \cdots \sum_{k(t)=1}^{T} \alpha(x, A_i(x), w_i) \beta_1(\tilde{y}_t, \tilde{y}_{k(1)}, v_{k(1)}^{(1)}) \beta_2(\tilde{y}_t, \tilde{y}_{k(2)}, v_{k(2)}^{(2)}) \cdots \beta_t(\tilde{y}_{k(t-1)}, \tilde{y}_{k(t)}, v_{k(t)}^{(t)}) \cdot \tilde{y}_{k(t)}, \quad (34)
\]

In sum, we get a regression with \( t \) self-attention operations having \( t \) self-attention weights \( \beta_1, \ldots, \beta_t \) with \( t \) vectors of trainable parameters \( v^{(1)}, \ldots, v^{(t)} \) and the parameters \( w \) of the attention.

Let us consider the case when the \( j \)-th self-attention weight \( \beta_j(\tilde{y}_{k(j-1)}, \tilde{y}_{k(j)}, v_{k(j)}^{(j)}) \) is represented by the Huber’s
\( \gamma_j \)-contamination model as

\[
\beta_j \left( \tilde{y}_k(j-1), \tilde{y}_k(j), \gamma^j_{k(j)} \right) \\
= (1 - \gamma_j) \times \text{softmax} \left( \frac{(\tilde{y}_k(j-1) - \tilde{y}_k(j))^2}{\kappa_j} \right) \\
+ \gamma_j \cdot \gamma^j_{k(j)}. \tag{35}
\]

Here \( \gamma_j \) and \( \kappa_j \) are tuning parameters of the \( j \)-th contamination model. If parameters \( \gamma_j \) and \( \kappa_j \) are differently defined for different \( j = 1, \ldots, t \), then the obtained scheme can be regarded as an analogue of the original multi-head self-attention. The random choice of values of \( \gamma_j \) and \( \kappa_j \) is similar to the random choice of initial weights in the neural network implementation of the multi-head self-attention.

**Proposition 1** If the self-attention weights \( \alpha(x, A_s(x), w_t) \) and \( \beta_j \left( \tilde{y}_k(j-1), \tilde{y}_k(j), \gamma^j_{k(j)} \right) \) for all \( j = 1, \ldots, t \), are defined by (19) and (35), then \( \tilde{y} \) in (34) is a linear function of parameters \( w, v^{(1)}, \ldots, v^{(t)} \).

**Proof** Introduce the following notations for short:

\[
C_{k(t)} = (1 - \gamma_j) \cdot \text{softmax} \left( \frac{(\tilde{y}_k(j-1) - \tilde{y}_k(j))^2}{\kappa_j} \right). \tag{36}
\]

Then we write

\[
\tilde{y} = \sum_{i=1}^{T} (D_{si} + \epsilon w_t) \sum_{k(1)=1}^{T} \left( C_{k(1)} + \gamma_1 v^{(1)}_{k(1)} \right) \\
\cdots \sum_{k(t-1)=1}^{T} \left( C_{k(t-1)} + \gamma_{t-1} v^{(t-1)}_{k(t-1)} \right) \\
\times \sum_{k(t)=1}^{T} \left( C_{k(t)} + \gamma_t v^{(t)}_{k(t)} \right) \tilde{y}_k(t). \tag{37}
\]

Let us consider \( \beta_{t-1} \) and \( \beta_t \)

\[
\sum_{k(t-1)=1}^{T} \left( C_{k(t-1)} + \gamma_{t-1} v^{(t-1)}_{k(t-1)} \right) \\
\times \sum_{k(t)=1}^{T} \left( C_{k(t)} + \gamma_t v^{(t)}_{k(t)} \right) \tilde{y}_k(t) \\
= \sum_{k(t-1)=1}^{T} \sum_{k(t)=1}^{T} \left( C_{k(t-1)} + \gamma_{t-1} v^{(t-1)}_{k(t-1)} \right) \\
\times \left( C_{k(t)} + \gamma_t v^{(t)}_{k(t)} \right) \tilde{y}_k(t) \\
= \sum_{k(t)=1}^{T} \sum_{k(t-1)=1}^{T} C_{k(t-1)} C_{k(t)} \\
+ \gamma_{t-1} \sum_{k(t-1)=1}^{T} C_{k(t-1)} v^{(t-1)}_{k(t-1)} \\
+ \gamma_t \sum_{k(t-1)=1}^{T} v^{(t)}_{k(t-1)} C_{k(t)} \\
+ \gamma_{t-1} \gamma_t \sum_{k(t-1)=1}^{T} v^{(t-1)}_{k(t-1)} C_{k(t)} \\
+ \gamma_{t-1} \gamma_t \sum_{k(t-1)=1}^{T} v^{(t)}_{k(t-1)} C_{k(t)} \tag{38}
\]

It should be noted that \( \sum_{k(t-1)=1}^{T} v^{(t-1)}_{k(t-1)} = 1 \). This implies that the product of \( \beta_{t-1} \) and \( \beta_t \) linearly depends on \( v^{(t-1)}_{k(t-1)} \) and \( v^{(t)}_{k(t-1)} \). Let us rewrite the obtained product as follows:

\[
\sum_{k(t-1)=1}^{T} \sum_{k(t)=1}^{T} \tilde{y}_k(t) C_{k(t-1)} C_{k(t)} \\
+ \gamma_{t-1} \sum_{k(t-1)=1}^{T} \tilde{y}_k(t) v^{(t-1)}_{k(t-1)} C_{k(t)} \\
+ \gamma_t \sum_{k(t-1)=1}^{T} \tilde{y}_k(t) v^{(t)}_{k(t-1)} C_{k(t)} \\
+ \gamma_{t-1} \gamma_t \sum_{k(t-1)=1}^{T} \tilde{y}_k(t) v^{(t-1)}_{k(t-1)} v^{(t)}_{k(t-1)} \tag{39}
\]

where

\[
G_{k(t)} = \sum_{k(t)=1}^{T} \tilde{y}_k(t) C_{k(t-1)} C_{k(t)}. \tag{40}
\]

is a constant, and

\[
r^{(t)}_{k(t-1)} = v^{(t-1)}_{k(t-1)} \gamma_{t-1} \sum_{k(t-1)=1}^{T} \tilde{y}_k(t) C_{k(t)} \\
+ \gamma_t \sum_{k(t-1)=1}^{T} \tilde{y}_k(t) v^{(t)}_{k(t-1)} C_{k(t)} \\
+ \gamma_{t-1} \gamma_t \sum_{k(t-1)=1}^{T} \tilde{y}_k(t) v^{(t-1)}_{k(t-1)} v^{(t)}_{k(t-1)} \tag{41}
\]

is a new variable instead of \( v^{(t-1)}_{k(t-1)} \) and \( v^{(t)}_{k(t-1)} \). In the same way, we can consider all other multipliers in (37) starting from pair \( \beta_{t-2} \) and \( \beta_{t-1} \), as was to be proved. \( \Box \)

The linearity of \( \tilde{y} \) as the function of variables \( w, v^{(1)}, \ldots, v^{(t)} \) implies that the optimization problem for train-
ing these variables can be reduced to the quadratic or linear optimization problems like (26) or (29). However, writing the optimization problem by \( t > 2 \) is a hard problem. Therefore, the multi-head self-attention was given to show the fundamental possibility of generalizing the self-attention-based RF. An approach for efficient representation of the multi-head attention can be regarded as a separate problem whose solution is a direction for further research.

### 7 Numerical experiments

In order to study the proposed approach for solving regression problems, we apply datasets which are taken from open sources: the dataset Diabetes is available in the corresponding R Packages; datasets Friedman 1, 2 3 can be found at the site\(^2\); Regression and Sparse datasets are available in package “Scikit-Learn”. The proposed algorithm is evaluated and investigated also by the following publicly available datasets from the UCI Machine Learning Repository [18]: Wine Red, Boston Housing, Concrete, Yacht Hydrodynamics, Airfoil. A brief introduction about these data sets are given in Table 1 where \( m \) and \( n \) are numbers of features and examples, respectively. A more detailed information can be found from the aforementioned data resources.

| Dataset                | Abbreviation | \( m \) | \( n \) |
|------------------------|--------------|---------|---------|
| Diabetes               | Diabetes     | 10      | 442     |
| Friedman 1             | Friedman 1   | 10      | 100     |
| Friedman 2             | Friedman 2   | 4       | 100     |
| Friedman 3             | Friedman 3   | 4       | 100     |
| Scikit-learn regression| regression   | 100     | 100     |
| Scikit-learn sparse uncorrelated| sparse | 10      | 100     |
| UCI wine red           | wine         | 11      | 1599    |
| UCI Boston housing     | Boston       | 13      | 506     |
| UCI concrete           | concrete     | 8       | 1030    |
| UCI Yacht hydrodynamics| Yacht        | 6       | 308     |
| UCI airfoil            | airfoil      | 5       | 1503    |

1. **RF, ERT** the original RF or the ERT without the softmax and without attention model;

2. **Softmax model** the RF or the ERT with softmax operations without trainable parameters, i.e., weights of trees are determined under conditions \( \epsilon = 0 \) and \( \gamma = 0 \).

3. **SAT-RF-y, SAT-RF-x, SAT-RF-yx** the corresponding modifications of the SAT-RF models.

Identical best results are shown in bold twice. Moreover, the optimal values of the contamination parameters \( \epsilon_{\text{opt}} \) and \( \gamma_{\text{opt}} \) are provided. The case \( \epsilon_{\text{opt}} = 1 \) means that weights of trees are totally determined by the tree results and do not depend on each example. This case coincides with the weighted RF proposed in [58]. The case \( \gamma_{\text{opt}} = 0 \) means that weights of trees are determined only by the softmax function (with or without trainable parameters). Cases \( \gamma_{\text{opt}} = 1 \) and \( \gamma_{\text{opt}} = 0 \) have the same sense.

Decision trees in numerical experiments are trained such that at least 10 examples fall into every leaf of trees. This condition is used to get desirable estimates of vectors \( A_\mathcal{X}_i (X_i) \).

Every RF or ERT consists of 100 decision trees. In order to optimize the model parameters \( \epsilon \) and \( \tau \) in numerical experiments, we perform a threefold cross-validation on the training set which consists of \( n_{tr} = 4n/5 \) instances. The cross-validation is performed with 100 repetitions. This procedure is realized by considering all possible values of \( \epsilon \) and \( \tau \) in a predefined grid. The testing set consisting of \( n_{\text{test}} = n/5 \) instances is used for computing the accuracy measures of the whole model.

First, we consider SAT-RF-y. It has four tuning parameters \( \epsilon, \gamma, \kappa \) and \( \tau \), which may significantly impact on predictions. Therefore, the best predictions are calculated at a predefined grid of the parameters \( \epsilon, \gamma \), and a cross-validation procedure is subsequently used to select an appropriate values of \( \epsilon \) and \( \gamma \). Moreover, parameters \( \kappa \) and \( \tau \) are taken equal to 1. If SAT-RF-y provides outperforming results with fixed \( \kappa \) and \( \tau \), then optimal choice of these parameters will improve the model.

Measures \( R^2 \) and MAE for three models (RF, Softmax and SAT-RF-y) are shown in Table 2. The results are obtained by training the RF and the parameter vectors \( w \) and \( v \) on the regression datasets. It can be seen from Table 2 that SAT-RF-y outperforms the RF and the Softmax models almost for all datasets. The same results are shown in Table 3 under condition that the RF in experiments is replaced with the ERT. One can again see from Table 3 that SAT-RF-y outperforms the ERT and the Softmax models for most datasets. Optimal values of tuning parameters \( \epsilon \) and \( \gamma \) are also shown in Tables 2 and 3. It is also interesting to point out that SAT-RF-y and Softmax using the RF provides the same measures \( R^2 \) or MAE for datasets Diabetes and Sparse. Indeed, it can be seen from Table 2 that \( \epsilon_{\text{opt}} = \gamma_{\text{opt}} = 0 \). This implies that only softmax operations without trainable parameters define the attention weights. It can be seen from Table 3 that this case does not take place for SAT-RF-y using ERT.

---

\(^2\)https://www.stat.berkeley.edu/$\sim$breiman/bagging.pdf.
The next modification for studying is SAT-RF-x. The corresponding results of numerical experiments under the same condition as experiments with SAT-RF-y are shown in Tables 4 and 5. However, if to compare these results with results given in Tables 2 and 3, then they are mainly inferior to SAT-RF-y and comparable to this modification when the RF is used. The same can be seen from Table 8 where SAT-RF-x is compared with SAT-RF-y and SAT-RF-yx. The results can be explained as follows. A large distance between $A_{i}(x)$ and $A_{j}(x)$ mainly says about a large difference between subsets of examples used for training the $i$-th and the $j$-th trees. However, this distance does not say about predictions of trees which are transformed by using the self-attention.

Results of numerical experiments with SAT-RF-yx are presented in Tables 6 and 7. One can see from the tables that SAT-RF-yx outperforms other models. In particular, it is shown in Table 6 that SAT-RF-yx provides better results for all datasets except for the Wine dataset. The same can be said about models constructed by using ERTs. The corresponding results are shown in Table 7. If we compare results from Table 6 with results from Table 7, then it is interesting to point out that the use of ERTs significantly improves the models.

Figure 1 illustrates how measure $R^2$ depends on the attention parameters $\tau$, $\epsilon$ (the left picture) and on the self-attention parameters $\kappa$, $\gamma$ (the right picture) for the Sparse dataset. It is interesting to see from Fig. 1 that $R^2$ achieves its maximum by $\tau = 1$ and $\epsilon = 0$ or $\epsilon = 0.25$. At the same time, $R^2$ achieves its maximum by $\kappa < 1$ and $\gamma = 0.25$. The optimal values $\epsilon$ and $\gamma$ coincide with the corresponding optimal values shown in Table 7. Figures 2, 3 and 4 illustrate the same dependencies for the Friedman 1, Boston, Wine datasets, respectively.

The best results for all modifications are illustrated in Table 8 which aims to compare different modifications of SAT-RF. We can see that SAT-RF-yx outperforms other models for most dataset when RFs are used. The same cannot be concluded when ERTs are used. Indeed, we can see from Table 8 that SAT-RF-yx based on ERTs is inferior other model in half of cases.

---

### Table 2
Measures $R^2$ and MAE for comparison of models (the RF, the Softmax model, SAT-RF-y) trained on regression datasets

| Dataset     | $\epsilon_{opt}$ | $\gamma_{opt}$ | $R^2$       | MAE       |
|-------------|------------------|----------------|-------------|-----------|
|             |                  |                | RF | Softmax | SAT-RF-y | RF | Softmax | SAT-RF-y |
| Diabetes    | 0                | 0              | 0.416 | 0.424 | 0.424 | 44.92 | 44.66 | 44.66 |
| Friedman 1  | 0.5              | 0              | 0.841 | 0.849 | 0.878 | 111.7 | 109.5 | 100.9 |
| Friedman 2  | 0.5              | 0              | 0.625 | 0.625 | 0.682 | 0.155 | 0.156 | 0.133 |
| Friedman 3  | 0.5              | 0.25           | 0.380 | 0.367 | 0.454 | 109.1 | 110.2 | 100.5 |
| Regression  | 0.5              | 0              | 0.814 | 0.818 | 0.823 | 2.539 | 2.508 | 2.494 |
| Sparse      | 0                | 0              | 0.470 | 0.522 | 0.522 | 1.908 | 1.802 | 1.802 |
| Airfoil     | 1                | 0.75           | 0.823 | 0.820 | 0.843 | 2.203 | 2.231 | 2.069 |
| Boston      | 0                | 0.5            | 0.845 | 0.841 | 0.857 | 4.855 | 4.948 | 4.694 |
| Concrete    | 0                | 1              | 0.981 | 0.981 | 0.989 | 1.004 | 1.006 | 0.787 |
| Wine        | 0.25             | 0.25           | 0.433 | 0.423 | 0.424 | 0.451 | 0.460 | 0.459 |
| Yacht       | 1                | 0.5            | 0.981 | 0.981 | 0.989 | 1.004 | 1.006 | 0.787 |

### Table 3
Measures $R^2$ and MAE for comparison of models (the ERT, the Softmax model, SAT-RF-y) trained on regression datasets

| Dataset     | $\epsilon_{opt}$ | $\gamma_{opt}$ | $R^2$       | MAE       |
|-------------|------------------|----------------|-------------|-----------|
|             |                  |                | ERT | Softmax | SAT-RF-y | ERT | Softmax | SAT-RF-y |
| Diabetes    | 0.75             | 0              | 0.456 | 0.458 | 0.453 | 44.50 | 44.38 | 44.51 |
| Friedman 1  | 1                | 0.75           | 0.471 | 0.471 | 0.521 | 2.502 | 2.502 | 2.414 |
| Friedman 2  | 1                | 0.25           | 0.813 | 0.813 | 0.939 | 123.03 | 122.66 | 73.77 |
| Friedman 3  | 0                | 1              | 0.570 | 0.570 | 0.739 | 0.179 | 0.179 | 0.138 |
| Regression  | 1                | 0              | 0.402 | 0.403 | 0.455 | 106.3 | 106.2 | 101.8 |
| Sparse      | 0                | 0.25           | 0.452 | 0.514 | 0.531 | 1.994 | 1.870 | 1.830 |
| Airfoil     | 1                | 0.75           | 0.802 | 0.802 | 0.837 | 2.370 | 2.370 | 2.127 |
| Boston      | 0.5              | 0.75           | 0.831 | 0.833 | 0.837 | 2.481 | 2.467 | 2.453 |
| Concrete    | 0                | 1              | 0.851 | 0.851 | 0.869 | 4.892 | 4.892 | 4.650 |
| Wine        | 0                | 0.25           | 0.418 | 0.418 | 0.419 | 0.464 | 0.463 | 0.463 |
| Yacht       | 0                | 1              | 0.988 | 0.988 | 0.988 | 0.824 | 0.824 | 0.818 |
Table 4 Measures $R^2$ and MAE for comparison of models (the RF, the Softmax model, SAT-RF-x) trained on regression datasets

| Dataset    | $\epsilon_{opt}$ | $\gamma_{opt}$ | $R^2$ RF | Softmax | SAT-RF-x | MAE RF | Softmax | SAT-RF-x |
|------------|-----------------|----------------|---------|---------|---------|--------|---------|---------|
| Diabetes   | 0               | 0              | 0.405   | 0.416   | 0.416  | 44.92  | 44.87   | 44.87   |
| Friedman 1 | 0               | 1              | 0.459   | 0.438   | 0.470  | 2.540  | 2.589   | 2.540   |
| Friedman 2 | 1               | 1              | 0.841   | 0.834   | 0.872  | 111.7  | 114.5   | 103.7   |
| Friedman 3 | 0.5             | 0.5            | 0.625   | 0.623   | 0.684  | 0.154  | 0.156   | 0.134   |
| Regression | 0.75            | 0              | 0.380   | 0.374   | 0.451  | 109.1  | 110.0   | 100.4   |
| Sparse     | 0               | 0              | 0.470   | 0.488   | 0.488  | 1.908  | 1.860   | 1.860   |
| Airfoil    | 0.25            | 1              | 0.823   | 0.820   | 0.843  | 2.203  | 2.231   | 2.070   |
| Boston     | 0.25            | 0.5            | 0.814   | 0.814   | 0.821  | 2.539  | 2.539   | 2.518   |
| Concrete   | 0               | 1              | 0.845   | 0.841   | 0.857  | 4.855  | 4.948   | 4.694   |
| Wine       | 0               | 0.75           | 0.433   | 0.421   | 0.422  | 0.451  | 0.461   | 0.459   |
| Yacht      | 0               | 1              | 0.981   | 0.981   | 0.989  | 1.004  | 1.004   | 0.787   |

Table 5 Measures $R^2$ and MAE for comparison of models (the ERT, the Softmax model, SAT-RF-x) trained on regression datasets

| Dataset    | $\epsilon_{opt}$ | $\gamma_{opt}$ | $R^2$ ERT | Softmax | SAT-RF-x | MAE ERT | Softmax | SAT-RF-x |
|------------|-----------------|----------------|---------|---------|---------|--------|---------|---------|
| Diabetes   | 0               | 0.75           | 0.449   | 0.449   | 0.442  | 44.41  | 44.37   | 44.57   |
| Friedman 1 | 0               | 1              | 0.471   | 0.471   | 0.513  | 2.502  | 2.50    | 2.426   |
| Friedman 2 | 0               | 1              | 0.813   | 0.813   | 0.930  | 123.0  | 123.0   | 74.50   |
| Friedman 3 | 0               | 1              | 0.570   | 0.570   | 0.739  | 0.179  | 0.179   | 0.138   |
| Regression | 1               | 0              | 0.402   | 0.443   | 0.493  | 106.3  | 102.5   | 95.95   |
| Sparse     | 0               | 0.25           | 0.452   | 0.501   | 0.518  | 1.994  | 1.887   | 1.851   |
| Airfoil    | 0.5             | 1              | 0.802   | 0.802   | 0.837  | 2.370  | 2.370   | 2.128   |
| Boston     | 1               | 0.25           | 0.831   | 0.835   | 0.843  | 2.481  | 2.447   | 2.402   |
| Concrete   | 0               | 1              | 0.851   | 0.851   | 0.863  | 4.892  | 4.892   | 4.650   |
| Wine       | 1               | 0              | 0.418   | 0.417   | 0.418  | 0.462  | 0.463   | 0.462   |
| Yacht      | 0               | 1              | 0.988   | 0.988   | 0.988  | 0.824  | 0.824   | 0.818   |

Table 6 Measures $R^2$ and MAE for comparison of models (the RF, the Softmax model, SAT-RF-xy) trained on regression datasets

| Dataset    | $\epsilon_{opt}$ | $\gamma_{opt}$ | $R^2$ RF | Softmax | SAT-RF-xy | MAE RF | Softmax | SAT-RF-xy |
|------------|-----------------|----------------|---------|---------|-----------|--------|---------|-----------|
| Diabetes   | 0               | 0              | 0.416   | 0.422   | 0.422    | 44.92  | 45.01   | 45.01     |
| Friedman 1 | 1               | 0.75           | 0.459   | 0.440   | 0.489    | 2.540  | 2.574   | 2.509     |
| Friedman 2 | 1               | 0.5            | 0.841   | 0.788   | 0.882    | 111.7  | 125.0   | 95.84     |
| Friedman 3 | 0.5             | 0.5            | 0.625   | 0.628   | 0.685    | 0.154  | 0.155   | 0.133     |
| Regression | 1               | 0.25           | 0.380   | 0.363   | 0.488    | 109.1  | 111.4   | 96.50     |
| Sparse     | 0               | 0              | 0.470   | 0.531   | 0.540    | 1.908  | 1.783   | 1.775     |
| Airfoil    | 0.25            | 1              | 0.823   | 0.820   | 0.849    | 2.203  | 2.231   | 2.070     |
| Boston     | 0.25            | 0.75           | 0.814   | 0.814   | 0.824    | 2.539  | 2.546   | 2.501     |
| Concrete   | 1               | 0.75           | 0.845   | 0.841   | 0.866    | 4.834  | 4.921   | 4.651     |
| Wine       | 0.25            | 0.5            | 0.433   | 0.422   | 0.429    | 0.451  | 0.461   | 0.458     |
| Yacht      | 1               | 0.5            | 0.981   | 0.971   | 0.989    | 1.004  | 1.237   | 0.790     |
### Table 7

Measures $R^2$ and MAE for comparison of models (the ERT, the Softmax model, SAT-RF-yx) trained on regression datasets

| Dataset   | $\epsilon_{opt}$ | $\gamma_{opt}$ | ERT | Softmax | SAT-RF-yx | ERT | Softmax | SAT-RF-yx |
|-----------|------------------|----------------|-----|---------|-----------|-----|---------|-----------|
| Diabetes  | 0                | 0              | 0.438 | 0.439 | 0.439    | 44.55 | 44.26   | 44.26     |
| Friedman 1| 0                | 1              | 0.471 | 0.471 | 0.513    | 2.502 | 2.502   | 2.426     |
| Friedman 2| 1                | 0              | 0.813 | 0.813 | 0.930    | 123.0 | 123.0   | 74.49     |
| Friedman 3| 1                | 0.5            | 0.570 | 0.570 | 0.751    | 0.179 | 0.179   | 0.137     |
| Regression| 0                | 0.75           | 0.402 | 0.411 | 0.449    | 106.3 | 105.4   | 101.1     |
| Sparse    | 0                | 0.25           | 0.452 | 0.518 | 0.542    | 1.994 | 1.863   | 1.822     |
| Airfoil   | 0.5              | 1              | 0.802 | 0.802 | 0.841    | 2.370 | 2.370   | 2.128     |
| Boston    | 0.75             | 0              | 0.831 | 0.836 | 0.844    | 2.481 | 2.452   | 2.427     |
| Concrete  | 1                | 0.5            | 0.839 | 0.839 | 0.860    | 5.119 | 5.128   | 4.689     |
| Wine      | 0                | 0.75           | 0.418 | 0.417 | 0.447    | 0.464 | 0.463   | 0.462     |
| Yacht     | 0                | 1              |        | 0.988 | 0.988    | 0.824 | 0.824   | 0.818     |

### Table 8

Measure $R^2$ for comparison of models (SAT-RF-y, SAT-RF-x, SAT-RF-yx) trained on regression datasets

| Dataset   | RF    | SAT-RF-y | SAT-RF-x | SAT-RF-yx | ERT    | SAT-RF-y | SAT-RF-x | SAT-RF-yx |
|-----------|-------|----------|----------|-----------|--------|----------|----------|-----------|
| Diabetes  | 0.424 | 0.416    | 0.422    | 0.453     | 0.442  | 0.439    |          |           |
| Friedman  1| 0.470 | 0.470    | 0.489    | 0.521     | 0.513  | 0.513    |          |           |
| Friedman  2| 0.878 | 0.872    | 0.882    | 0.939     | 0.930  | 0.930    |          |           |
| Friedman  3| 0.682 | 0.684    | 0.685    | 0.739     | 0.739  | 0.751    |          |           |
| Regression| 0.454 | 0.483    | 0.488    | 0.455     | 0.493  | 0.449    |          |           |
| Sparse    | 0.522 | 0.488    | 0.540    | 0.531     | 0.518  | 0.542    |          |           |
| Airfoil   | 0.823 | 0.820    | 0.849    | 0.802     | 0.802  | 0.841    |          |           |
| Boston    | 0.823 | 0.821    | 0.824    | 0.837     | 0.843  | 0.844    |          |           |
| Concrete  | 0.857 | 0.857    | 0.866    | 0.869     | 0.863  | 0.860    |          |           |
| Wine      | 0.424 | 0.422    | 0.429    | 0.419     | 0.416  | 0.447    |          |           |
| Yacht     | 0.989 | 0.989    | 0.989    | 0.988     | 0.988  | 0.988    |          |           |

### Fig. 1

Measure $R^2$ as a function of the attention parameters $\tau$, $\epsilon$ (left) and the self-attention parameters $\kappa$, $\gamma$ (right) for the Sparse dataset and SAT-RF-yx using the ERT.
It should be noted that SAT-RF is an extension of ABRF under condition that the self-attention is supplemented. Therefore, we compare results of ABRF and SAT-RF for two cases when RFs and ERTs are used. Moreover, we compare SAT-RF with ϵ-ABRF because SAT-RF is based on this modification of ABRF and the attention-based models ϵ-ABRF and Softmax because these models are studied in [55] in detail. Moreover, it is illustrated in [55] that ϵ-ABRF outperforms RF as well as ERT for all considered datasets. Therefore, it is interesting to find out whether modifications of SAT-RF provide better results in comparison with ϵ-ABRF. It is also important to point out that we did not consider a more complex attention-based model proposed in [55] called ϵ-σ-ABRF, which uses the gradient-based algorithm to learn the attention parameters. However, if we compare results provided by this model and demonstrated in [55], then we can see that results of SAT-RF are again better in comparison with ϵ-σ-ABRF. The outperformance of SAT-RF can be explained by its robustness to possible perturbations of vectors $x$ and values $y$ or to outliers of in data and predictions provided by each decision tree. The robustness is achieved by applying the self-attention mechanism which aims to remove the noise or outliers in data and the tree predictions.

The best results of both models (SAT-RF and ϵ-ABRF) are shown in Table 9. It can be seen from Table 9 that adding the self-attention module to ABRF improves the results. To formally test whether the average difference in the performance of two models, SAT-RF and ϵ-ABRF, is significantly differ-
Measure $R^2$ as a function of the attention parameters $\tau$, $\epsilon$ (left) and the self-attention parameters $\kappa$, $\gamma$ (right) for the Wine dataset and SAT-RF-yy using the ERT

Table 9: Measure $R^2$ for comparison of models SAT-RF and $\epsilon$-ABRF trained on regression datasets

| Dataset     | RF   | $\epsilon$-ABRF | SAT-RF | ERT   | $\epsilon$-ABRF | SAT-RF |
|-------------|------|------------------|--------|-------|------------------|--------|
| Diabetes    | 0.424| 0.424            | 0.441  | 0.453 |
| Friedman 1  | 0.470| 0.489            | 0.513  | 0.521 |
| Friedman 2  | 0.877| 0.882            | 0.930  | 0.939 |
| Friedman 3  | 0.686| 0.685            | 0.739  | 0.751 |
| Regression  | 0.450| 0.488            | 0.447  | 0.493 |
| Sparse      | 0.529| 0.540            | 0.536  | 0.542 |
| Airfoil     | 0.843| 0.849            | 0.837  | 0.841 |
| Boston      | 0.823| 0.824            | 0.838  | 0.844 |
| Concrete    | 0.857| 0.866            | 0.863  | 0.869 |
| Wine        | 0.423| 0.429            | 0.416  | 0.447 |
| Yacht       | 0.989| 0.989            | 0.988  | 0.988 |

8 Concluding remarks

Extensions of the attention-based RF based on joint use of the attention and self-attention mechanisms have been proposed. The attention part plays role of assigning weights to decision trees in the RF, and the self-attention part tries to capture dependencies of the tree predictions and to remove noise or anomalous predictions. They can be regarded as an alternative tool for handling tabular data. The proposed models allow us to avoid using neural networks and gradient-based algorithms. One of the important peculiarities of the models is that the attention and the self-attention are learned jointly by solving the quadratic problem with the attention and self-attention weights as optimization variables.

Advantages of the proposed models are the following. First, the models are simply learned. Second, in contrast to neural networks, the models have a few hyperparameters: parameters of the Gaussian kernels (softmax operations) and the contamination parameters of the Huber’s $\epsilon$-contamination model. Third, the attention part allows us to improve predictions and the self-attention part allows to take into account “bad” trees and anomalous predictions. Results of numerical experiments clearly illustrate the above. The proposed models can be extended by adding new self-attention modules which form the multi-head self-attention. However, this extension is rather complex from the implementation point of view.

We have to point out also disadvantages. First, the proposed models are mainly restricted by dealing with tabular data due to the RF basis of the models. Second, in contrast to the attention-based RF, the model has a larger number of training parameters (weights of the attention and the self-
attention). If the number of trees in the RF is rather large, then the number of training parameters significantly increases. This may lead to overfitting. Third, the advantage of the models to handle tabular data can be viewed as its disadvantage because other types of data, for instance, images, graphs, text data may result worse predictions.

Many numerical experiments have demonstrated the outperformance of the proposed models. Moreover, the results have demonstrated that SAT-RFs outperform the attention-based RFs which are the basis for the proposed models. At the same time, we have considered only datasets with rather small numbers of features. A reason for studying these datasets is that the attention and self-attention mechanisms are applied to RFs which aim to deal mainly with small tabular data. Nevertheless, we have to point out that the proposed ideas can be inherently extended to the so-called deep forest [76] which is an ensemble of RFs and can be successfully used for dealing with high-dimensional data, for example, with images. The incorporation of the attention and self-attention mechanisms into the deep forest is an interesting direction for further research.

Due to flexibility of SAT-RFs, many modifications can be proposed and studied, for example, various kernel functions, models of weights different from the Huber’s $\epsilon$-contamination model. Attention weights as well as self-attention weights can be assigned to subsets of trees. This approach allows us to partially reduce the number of training parameters. It is interesting to develop algorithms for implementing the multi-head self-attention. All the above ideas can be also regarded as directions for further research.
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