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Abstract—Modeling and characterization of electromagnetic wave interactions with microelectronic devices to derive network parameters has been a widely used practice in the electronic industry. However, as these devices become increasingly miniaturized with finer-scale geometric features, computational tools must make use of manycore/GPU architectures to efficiently resolve length and time scales of interest. This has been the focus of our open-source solver, ARTEMIS (Adaptive mesh Refinement Time-domain Electrodynamics Micron Solver), which is performant on modern GPU-based supercomputing architectures while being amenable to additional physics coupling. This work demonstrates its use for characterizing network parameters of transmission lines using established techniques. A rigorous verification and validation of the workflow is carried out, followed by its application for analyzing a transmission line on a CMOS chip designed for a photon-detector application. Simulations are performed for millions of timesteps on state-of-the-art GPU resources to resolve nanoscale features at gigahertz frequencies. The network parameters are used to obtain phase delay and characteristic impedance that serve as inputs to SPICE models. The code is demonstrated to exhibit ideal weak scaling efficiency up to 1024 GPUs and 84% efficiency for 2048 GPUs, which underscores its use for network analysis of larger, more complex circuit devices in the future.

Index Terms—S-parameter, Finite Difference Time Domain, GPU simulations, Microelectronics, Electromagnetics.

I. INTRODUCTION

C HARACTERIZATION of transmission lines in terms of network parameters is a widely used practice in the high frequency industry for quantifying the performance of circuit components under the interaction of microwaves [1]. The scattering matrix or \( S \)-parameter matrix is typically used as a performance metric that connect full-wave field analysis with circuit designs [2], [3], [4]. Existing computational tools to obtain \( S \)-parameters use spectral methods [5], [6] or the finite difference time domain (FDTD) method [7], [8] for solving the time-dependent Maxwell’s equations. In the present work we use the latter to characterize performance of part of a microscale transmission line, shown in Fig. 3, that will connect carbon nanotubes to integrated circuit (IC) inputs on a complementary metal-oxide-semiconductor (CMOS) chip that is being designed for a novel photodetector application [9]. In principle, carbon nanotubes will be functionalized with quantum dots that absorb photons of different wavelengths depending on their size and produce pulses that traverse through the transmission line. In this work, we will not model carbon nanotubes or study the process of pulse generation, but focus only on the characterization of scattering matrix of this line. The scattering matrix will in turn be used to obtain characteristic impedance and phase delay, which will inform higher-level SPICE circuit simulators [10]. The electromagnetic pulses flowing through the circuit will have frequencies ranging from megahertz to hundreds of gigahertz; however, in this work, we will limit our attention only to the upper end of the frequency range.

The conventional FDTD method typically requires computational cell resolution that is an order of magnitude less than the finest geometrical feature in the device; in the present case we consider a resolution as small as \(~2-5\) nm, limiting the computational timestep to the order of 10 attoseconds. With such a small timestep, resolving frequencies down to tens of gigahertz requires millions of timesteps. Naturally, we need a computational solver that efficiently uses the next-generation multicore/GPU exascale architectures. Existing commercial applications such as ANSYS HFSS [5], [11] offer limited scalability while requiring license fees. For example, the HFSS solver has demonstrated only 2x speed up with GPUs compared to CPUs [12]. Also, the lack of user access to the source code means these applications are not adaptable for today’s beyond-CMOS research needs, which are increasingly geared toward investigations of coupled physics phenomena involving novel materials such as superconductors. In this work, we employ our open-source FDTD solver, known as ARTEMIS (Adaptive mesh Refinement Time-domain Electrodynamics Micron Solver) [13], which has been recently demonstrated to exhibit 59x speedup on the NVIDIA A100 GPU nodes with near perfect scaling on modern supercomputing architectures such as the Perlmutter system at the National Energy Research Scientific Computing Center (NERSC) [14] and shown to be portable across platforms ranging from laptops to manycore/GPU exascale architectures. We
note that comparing ARTEMIS to the commercial XFtdt software, the run times are nearly identical on an AMD Ryzen™ 9 3900X processor, yet, as we will show in this work, the true strength of ARTEMIS is in its capability to run and scale well on modern GPU architectures.

Many researchers have proposed modifications to the conventional FDTD method for the applications of modeling large-scale interconnects to circumvent the limitations imposed by Courant-Friedrichs-Lewy (CFL) stability condition, e.g. alternating-direction implicit FDTD [16], [17], split-step FDTD [18], [19], Crank-Nicolson FDTD [20], [21], and others [22], [22], [23]. Recently, Kumar et al. [24] have proposed an unconditionally stable FDTD method, which they used to model crosstalk effects of the very large scale integration (VLSI) interconnects and through silicon vias (TSVs) [25], [26], [27]. In this work, we have not explored the applicability of these advanced FDTD methods for solving Maxwell’s equations and have focused on demonstrating the use of GPU-enabled ARTEMIS for S-matrix calculations, setting the framework for future analysis.

The paper is organized as follows: Section II-A describes the methodology employed to compute the scattering matrix. In Section II-B, the workflow is verified by comparing the scattering matrix, inductance, and capacitance of a simple microstrip circuit obtained from ARTEMIS with the theory and validated by comparing the return and insertion losses for a low pass filter. Section III is devoted to computations of the overall characteristic impedance and phase delay. Section IV demonstrates the weak scaling of ARTEMIS on NVIDIA A100 GPUs on the Perlmutter supercomputer [14]. A brief summary of the work is provided in Section V along with comments on future work.

II. CHARACTERIZATION OF TRANSMISSION LINES USING ARTEMIS

A. Methodology to Compute Scattering Parameter

One of the typical computational approaches to obtain the S-parameters includes excitation of time-varying pulses of broadband frequencies at various ports one by one, collection of diagnostics such as temporal histories of voltages and currents at these ports, evaluation of discrete Fourier transforms (DFTs) of these signals, and then taking their ratios in Fourier space to evaluate frequency-dependent parameter components [1]. The scattering matrix obtained in this way is for matched loading conditions, denoted here by S*, which is then transformed to the S matrix normalized to 50 Ω reference port impedances. S* can also be transformed to other network parameters, which can, in turn, be used to extract the characteristic impedance of the overall circuit and lumped circuit elements. These steps are briefly described next.

We follow the procedure of Sheen et al. [8] to compute components of the power-mode scattering matrix [28] as

$$S_{ij}(f, y_i, y_j) = \begin{cases} 
\mathcal{F}[V_{inc}(y_j, t)]/\mathcal{F}[V_{inc}(y_j, t)] & \text{if } i = j \\
\mathcal{F}[V_{inc}(y_i, t)]/\mathcal{F}[V_{inc}(y_i, t)] & \sqrt{Z_r(y_j, f)/Z_r(y_i, f)} & \text{if } i \neq j 
\end{cases}$$

(1)

where

$$\mathcal{F}[V_{ref}(y_j, t)] = \mathcal{F}[V_{tot}(y_j, t)] - \mathcal{F}[V_{inc}(y_j, t)]$$

Here \( \mathcal{F} \) indicates the discrete Fourier transform of the voltage pulse varying with time \( t \), \( Z_r \) is the reference impedance of a port calculated as

$$Z_r(y_j, f) = \frac{\mathcal{F}[V_{inc}(y_j, t)]}{\mathcal{F}[V_{inc}(y_j, t)]}$$

(2)

and \( V_{inc} \), \( V_{tot} \), \( V_{ref} \), and \( V_{inc} \) are the incident, total, reflected, and transmitted voltages, which will be defined shortly. In this approach, two separate simulations are carried out for each port \( j \), designated as a driving port. In the first simulation, a voltage wave incident at port \( j \), referred to by the subscript ‘inc,’ is modeled without any internal or boundary reflections. This is done by making the portion of the circuit in the vicinity of the port uniform in the propagation direction and imposing perfectly matched layer (PML) boundary condition [29], [30] on all boundaries other than the ground. The ground is modeled as a perfect electric conductor (PEC) by imposing transverse electric fields on the boundary to be zero. In the second simulation, the same pulse is introduced at port \( j \) and the entire circuit with all internal discontinuities is modeled while imposing the same boundary conditions as before. Since the incident pulse at port \( j \) may coexist with the reflected pulse, the pulse measured at port \( j \) is denoted as the total pulse, referred to by the subscript ‘tot’. From the total and incident portions of the pulse, the reflected portion of the pulse is computed and denoted by the subscript ‘ref’.

The pulses registered at all other ports \( i \) are denoted as transmitted pulses, denoted by the subscript ‘tra’.

A transverse electromagnetic (TEM) wave is excited by introducing a differential Gaussian pulse of the z-component of the electric field, \( E_z \), given as

$$E_z(y_j, t) = -\frac{2(t-t_0)}{\sigma} \exp\left(-\frac{(t-t_0)^2}{\sigma^2}\right)$$

(3)

where \( \sigma \) is the standard deviation of the pulse, which is related to the frequency at which the pulse has the highest magnitude, \( f_p = (\sqrt{2\pi} \sigma)^{-1} \), and \( t_0 \) is the time at which the pulse peaks, which is set equal to 3\( \sigma \) to start the pulse smoothly. The pulse is applied uniformly on the \( xy \) edge-centered points of the Yee-grid [31] located on the \( y = 0 \) plane bounded by two metal conductors, as indicated by surface ‘e’ in Fig. 1(a) for the microstrip line. A soft source is used to avoid undesirable retroreflections from internal parts of the circuit from disrupting the incident signal [1].

Time-dependent voltage and current, \( V \) and \( I \), respectively, at location \( y_i \) along the propagation direction are obtained as

$$V(y_i, t) = \frac{1}{w} \int E \cdot dA = \frac{\int_a E_z(y_i, t)dx dz}{w}$$

$$I(y_i, t) = \int H \cdot dl = -\int_a H_x(y_i, t)dx + \int_b H_z(y_i, t)dz + \int_c H_x(y_i, t)dx - \int_d H_z(y_i, t)dz$$

(4)

For computing voltage accurately, the surface integral of \( E_z \) is evaluated over a surface bounded by the two metals, such
Fig. 1. (a) Three dimensional sketch of a microstrip is shown where the metal line is modeled as a PEC. The insert shows surfaces on the Yee-grid around the metal one cell distance away that are used to compute current. ‘O’ indicates the origin whose exact location is indicated by a dashed line, port locations are labeled as (1) and (2), and the excitation plane ‘e’ is overlaid with electric field lines. (b) and (c) show comparisons of the components of $S$-matrix and per unit length capacitance, $C$, and inductance, $L$, for a microstrip with the theory.

as surface e, and the integral is divided by the width of the internal conductor, $w$. Current, $I$, is evaluated by taking four line-integrals of the $H$-field in the clockwise direction around the internal metal, as shown in the insert of Fig. 1(a) with arrows passing through face-centered Yee-grid cells that are a part of surfaces ‘a,’ ‘b,’ ‘c,’ and ‘d’ around the metal one cell distance away.

The $S^*$-matrix is transformed to the $S$-matrix normalized to reference impedances of 50 Ω using the procedure of Reveyrand [32] as

$$ S = A^{-1} \cdot (S^* - \bar{B}) \cdot (I - B \cdot S^*)^{-1} \cdot \bar{A} $$

(5)

In (5), all matrices are of order $N$ corresponding to an $N$-port network, an overbar indicates complex conjugation, $I$ is an identity matrix, and $G^*$, $Z^*$, $G$, and $Z$ are diagonal matrices with elements

$$ G_{ij} = \sqrt{\text{Re}[Z_r(y_i)]}^{-1} $$

$$ Z^*_{r,ij} = Z_r(y_i) $$

$$ G_{ij} = \sqrt{50^{-1}} $$

$$ Z_{r,ij} = 50 $$

if $i = j$

(6)

This $S$-matrix is the conventional scattering parameter obtained from measurements using Vector Network Analyzer (VNA).

The $S^*$-parameter can also be converted to an $ABCD$-matrix and used to compute the overall characteristic impedance and lumped RLCG circuit elements using the simplest Telegrapher’s model, as described in Refs. [28], [33].
B. Verification and Validation of the Workflow for S-Parameter Computation

First, we verify the workflow described in Section II-A by applying it to the simplest two-port microstrip circuit, shown in Fig. 1(a). The microstrip is designed such that its characteristic impedance is \( Z_0 = 25 \Omega \), the relative dielectric permittivity is \( \epsilon_r = 3.8 \) for silicon dioxide (SiO\(_2\)), the ratio of the strip width to dielectric thickness is 5.7, dielectric thickness is 1 mm, and the length of the microstrip is 100 times the dielectric thickness. The simulation domain is discretized on a Yee-grid composed of 200, 1000, and 50 uniform cells in the \( x \), \( y \), and \( z \) directions, respectively. The Courant–Friedrichs–Lewy (CFL) number of 0.9 is used, with corresponding timestep of 0.173 ps. The differential Gaussian pulse used for excitation has a pulse width of \( \sigma = 11.254 \) ps and \( t_0 = 3\sigma \), such that the highest magnitude of the pulse is at a frequency of \( f_p = 20 \) GHz. The simulation was carried out for 60,000 timesteps, so that the lowest resolved frequency is approximately 0.1 GHz.

Fig. 1(b) and (c) show excellent comparisons of components of the \( S \) matrix and per unit length inductance and capacitance obtained from ARTEMIS with corresponding theoretical estimates for a lossless transmission line [3], [34] given as

\[
S_{11,\text{th}} = \frac{(1 - \kappa^2)\Gamma}{1 - \kappa^2\Gamma^2} \\
S_{21,\text{th}} = \frac{(1 - \kappa^2)\kappa}{(1 - \kappa^2\Gamma^2)} \\
C_{\text{th}} = \frac{1}{Z_{0,\text{th}}v_{\text{th}}} \\
L_{\text{th}} = \frac{Z_{0,\text{th}}}{v_{\text{th}}} 
\]  

(7)

where \( \kappa = \exp(j\beta_{\text{th}}l) \), \( j \) is the imaginary unit, \( \beta_{\text{th}} \) is the theoretical propagation constant, \( l \) is the distance between two ports, and \( \Gamma = -0.333 \) is the reflection coefficient at port 2 due to mismatch between 25 and 50 \( \Omega \) impedances, \( v_{\text{th}} \) is the theoretical phase velocity, \( c \) is the speed of light, and \( \epsilon_e \) is the effective dielectric constant.

Next, the \( S \)-parameter computation using ARTEMIS is validated for a two-port low-pass filter studied computationally and
boundaries as described in Section II-A. Each simulation is run for 1.4 million time steps such that the lowest resolved frequency for the scattering matrix is 50 GHz.

Fig. 4(a) shows the $S^*$-matrix obtained from (1), which describes the performance of the circuit under matched load conditions. This circuit exhibits losses due to metal, dielectric and sharp corners, which become significant as the frequency increases. For example, at 50 GHz, the fractions of power reflected and transmitted are $|S_{11}|^2 = 54.5\%$ and $|S_{21}|^2 = 43.6\%$, respectively, while the rest of $\sim 1.9\%$ of the power is attributed to losses. On the other hand, at 10 THz, as high as 56.9% of the power is lost, while the amount reflected and transmitted are 34.7% and 8.4%, respectively. Next, Fig. 4(b) shows the $S$-matrix obtained from $S^*$ by renormalizing it to 50 $\Omega$ reference impedances. In this case, almost 99.99% of the power is reflected at all frequencies when the excitation is applied at $y = 0$. This significant reflection is caused primarily by the mismatch between the 50 $\Omega$ reference impedance and the high local impedance of the circuit in the vicinity of the excitation plane ($\Omega(k\Omega)$).

The output obtained from the transmission line analysis serves as the input to SPICE circuit models [4], either directly or after some simplification depending on the complexity of the model. For example, the FBLOCK SPICE model directly uses the $S^*$-parameter, shown in Fig. 4(a), at specific discrete frequencies [35]. In contrast, some simpler SPICE models use the overall characteristic impedance of the circuit assuming Telegrapher’s model and the phase delay in transmission from one port to another. Here, we provide both of these parameters. Note that Telegrapher’s model can be used only as a crude approximation for the overall characteristic impedance because our transmission line is aperiodic in the propagation direction. Fig. 4(c) shows the magnitude and phase of the overall characteristic impedance, where the former increases rapidly for frequencies below 1 THz. At 50 GHz, the characteristic impedance is almost 12 k$\Omega$. Next, the phase delay is obtained as [4]

$$\tau(S^*)_{ij} = \frac{\theta(S^*)_{ij}}{360f} \quad \text{when } i \neq j$$

where $\theta$ is the phase of the scattering component $S^*_{ij}$ unwrapped with a period of $2\pi$. Fig. 4(d) shows the unwrapped phase and the phase delay corresponding to $S^*_{21}$, while the corresponding quantities for $S^*_{12}$ are the same (not shown). It is seen that at frequencies below $\sim 2$ THz, the phase delay is linear, which implies that in this range of frequencies, there will be no dispersion of the signal during the transmission.

We close this section with a brief discussion of the computational efforts required to carry out the simulations discussed above. We used GPU resources available on NERSC’s Perlmutter [14], where one node consists of four NVIDIA A100 GPUs. Each simulation of 1.4 million time steps on one node (i.e., 4 GPUs) takes 41 hours. By increasing the number of nodes by four times (i.e., 16 GPUs) we found that the computational time decreased by a factor of 3.5, i.e., the strong scaling speed up is 3.5 (87.5% efficiency). Note that each case was run by decomposing the domain into a number of grids equal to the number of GPUs to optimize the load balancing. While strong scaling suggests that our simulations will run faster, to highlight the performance experimentally by Sheen et al. [8]. The details concerning the simulation setup can be found in Ref. [8]. The good agreements for the return and insertion losses obtained from ARTEMIS are shown in Fig. 2(b) and (c), respectively.

III. CHARACTERISTICS OF THE NEWLY PROPOSED TRANSMISSION LINE

We now turn to the analysis of the transmission line shown in Fig. 3. The simulation domain is 4, 6, and 4 $\mu$m in the $x$, $y$, and $z$ directions, and consists of a 2 $\mu$m wide and 30 nm thick palladium (Pd) metal stripline at its center spanning the entire length in $y$, while the strip contains a small vertical step discontinuity of 20 nm halfway along the length to make way for the oxide. In this work, we assume the oxide to be composed of SiO$_2$, although in the final design, it may change. The line supports a TEM mode which impinges on a 4 $\mu$m block of aluminum (Al) located 4.5 $\mu$m down the line. The rest of the line is filled with SiO$_2$ (not shown in the figure).

The transmission line is defined on a Yee-grid composed of 200, 120, and 800 uniform cells in the $x$, $y$, and $z$ directions ($\Delta x = 20$ nm, $\Delta y = 50$ nm, $\Delta z = 5$ nm). The resolution is highest in the $z$-direction to accommodate four cells in the 20 nm oxide region between the Pd and Al. Appendix A shows a convergence test that justifies this choice of the grid resolution. The CFL number of 0.9 is used, which imposes a timestep of 0.0145 fs. The differential Gaussian pulse has a pulse width of $\sigma = 10.146$ fs and $t_0 = 3\sigma$, such that it exhibits the highest magnitude at a frequency of $f_p \approx 22.2$ THz, while the magnitude drops by three orders of magnitude to frequencies of 15 GHz and 95 THz. In total, four simulations are executed to completely obtain the $2 \times 2$ scattering matrix using (1): two each corresponding to the excitations applied on the $y = 0$ and $y = L_y$ boundaries as described in Section II-A. Each simulation is run for 1.4 million time steps such that the lowest resolved frequency for the scattering matrix is 50 GHz.

Fig. 4(a) shows the $S^*$-matrix obtained from (1), which describes the performance of the circuit under matched load conditions. This circuit exhibits losses due to metal, dielectric and sharp corners, which become significant as the frequency increases. For example, at 50 GHz, the fractions of power reflected and transmitted are $|S_{11}|^2 = 54.5\%$ and $|S_{21}|^2 = 43.6\%$, respectively, while the rest of $\sim 1.9\%$ of the power is attributed to losses. On the other hand, at 10 THz, as high as 56.9% of the power is lost, while the amount reflected and transmitted are 34.7% and 8.4%, respectively. Next, Fig. 4(b) shows the $S$-matrix obtained from $S^*$ by renormalizing it to 50 $\Omega$ reference impedances. In this case, almost 99.99% of the power is reflected at all frequencies when the excitation is applied at $y = 0$. This significant reflection is caused primarily by the mismatch between the 50 $\Omega$ reference impedance and the high local impedance of the circuit in the vicinity of the excitation plane ($\Omega(k\Omega)$).

The output obtained from the transmission line analysis serves as the input to SPICE circuit models [4], either directly or after some simplification depending on the complexity of the model. For example, the FBLOCK SPICE model directly uses the $S^*$-parameter, shown in Fig. 4(a), at specific discrete frequencies [35]. In contrast, some simpler SPICE models use the overall characteristic impedance of the circuit assuming Telegrapher’s model and the phase delay in transmission from one port to another. Here, we provide both of these parameters. Note that Telegrapher’s model can be used only as a crude approximation for the overall characteristic impedance because our transmission line is aperiodic in the propagation direction. Fig. 4(c) shows the magnitude and phase of the overall characteristic impedance, where the former increases rapidly for frequencies below 1 THz. At 50 GHz, the characteristic impedance is almost 12 k$\Omega$. Next, the phase delay is obtained as [4]

$$\tau(S^*)_{ij} = \frac{\theta(S^*)_{ij}}{360f} \quad \text{when } i \neq j$$

where $\theta$ is the phase of the scattering component $S^*_{ij}$ unwrapped with a period of $2\pi$. Fig. 4(d) shows the unwrapped phase and the phase delay corresponding to $S^*_{21}$, while the corresponding quantities for $S^*_{12}$ are the same (not shown). It is seen that at frequencies below $\sim 2$ THz, the phase delay is linear, which implies that in this range of frequencies, there will be no dispersion of the signal during the transmission.

We close this section with a brief discussion of the computational efforts required to carry out the simulations discussed above. We used GPU resources available on NERSC’s Perlmutter [14], where one node consists of four NVIDIA A100 GPUs. Each simulation of 1.4 million time steps on one node (i.e., 4 GPUs) takes 41 hours. By increasing the number of nodes by four times (i.e., 16 GPUs) we found that the computational time decreased by a factor of 3.5, i.e., the strong scaling speed up is 3.5 (87.5% efficiency). Note that each case was run by decomposing the domain into a number of grids equal to the number of GPUs to optimize the load balancing. While strong scaling suggests that our simulations will run faster, to highlight the performance
Fig. 4. For the new transmission line, the components of $S^*$ and $S$ matrices are shown in (a) and (b), respectively. The magnitude and phase of the overall characteristic impedance computed from the $ABCD$-matrix are shown in (c), and the unwrapped phase and phase delay of $S_{21}^*$ are shown in (d).

of the code for more complicated transmission line simulations that we plan to perform in the future, we perform weak scaling studies discussed in the next section.

IV. WEAK SCALING PERFORMANCE STUDY OF ARTEMIS

In this section, we present the weak scaling study of the FDTD algorithm in ARTEMIS using the NVIDIA A100 GPUs on NERSC’s Perlmutter supercomputer. In the weak scaling study, the number of GPUs used for a simulation are increased in equal proportion to the increase in overall computational load, i.e., the total number of computational cells, such that the computational load per GPU remains the same. We quantify the weak scaling efficiency (WSE) as

$$E(N) = \frac{t(8)}{t(N)}$$

where $E(N)$ is the WSE for $N$ GPUs, and $t(8)$ and $t(N)$ are the time per timestep averaged over 100 timesteps when 8 and $N$ GPUs are used, respectively. Table I lists the number of GPUs and the corresponding computational cells used in five different

| Number of GPUs | Number of cells in the domain $(X \times Y \times Z)$ |
|----------------|-----------------------------------------------|
| 8              | $1200 \times 1200 \times 1200$               |
| 64             | $2400 \times 2400 \times 2400$             |
| 512            | $4800 \times 4800 \times 4800$             |
| 1024           | $4800 \times 4800 \times 9600$             |
| 2048           | $4800 \times 9600 \times 9600$             |

$^a$ Number of cells per GPU were $600 \times 600 \times 600$ across all runs.
SAWANT et al.: CHARACTERIZATION OF TRANSMISSION LINES IN MICROELECTRONIC CIRCUITS USING THE ARTEMIS SOLVER

V. SUMMARY AND FUTURE WORK

A general workflow is established using the opensource ARTEMIS solver to obtain the scattering matrix of circuits predominantly supporting a TEM mode. The workflow is demonstrated by reproducing the theoretical solutions for a simple microstrip and solutions provided by Sheen et al. [8] for a low-pass filter. It is then applied to the newly proposed transmission line to extract the power-mode scattering matrix, the characteristic impedance of the overall circuit and the pulse delay that may be used as inputs to the SPICE models. Finally, the weak scaling study of ARTEMIS is performed using NVIDIA A100 GPUs on NERSC’s Perlmutter supercomputer [14], which revealed 100% efficiency up to 1024 GPUs and 84% efficiency for 2048 GPUs, underscoring its capability for performing computationally intensive simulations of intricate transmission lines.

In the future, we will explore more accurate ways to compute overall characteristic impedance of the circuit from the scattering matrix. We will also extend the applicability of our solver to quantify the crosstalk between multiple transmission line structures. To investigate $O(100 \text{ nm})$ long carbon nanotubes and their interaction with quantum dots used in the photon detector CMOS chip, we are also developing a solver for time-dependent nonequilibrium Green’s function method, potentially coupled with electrostatic solvers.

Other researchers have used the FDTD method to obtain voltages and currents by solving coupled Telegrapher’s equations for millimeter-scale multiple transmission lines in VLSI interconnects [24], [36], [37], [38], multi-wall carbon nanotube interconnects [25], [26], [39], and through silicon vias [27]. The underlying FDTD framework of ARTEMIS can be extended for such applications. In these large scale interconnects, process variations play a major role as they can affect the crosstalk and delay [40] and the models to study these can be explored once such framework is built.
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APPENDIX

CONVERGENCE TEST

The convergence of the FDTD solution with respect to the chosen grid resolution in Section III was tested by comparing the magnitude of $S_{11}$, first shown in Fig. 6. However, to reduce the overall computational cost, a shorter simulation was run by modeling a much narrower pulse having the pulse width of $\sigma = 1.45 \text{ fs}$ for an overall duration of only 60 k timesteps. Note that the timestep did not change by the change in the pulse width.

Fig. 5. Weak scaling of ARTEMIS using the NVIDIA A100 GPUs on Perlmutter supercomputer.

Fig. 6. Convergence is demonstrated by comparing the solution of $|S_{11}|$ obtained on the original grid resolution using the wide pulse with that on the original and finer grids using the narrow pulse.
because all other parameters, as well as the grid resolution, were unchanged, i.e., 200, 120, 800 Yee-cells in $x$, $y$, and $z$-directions. This narrow pulse exhibits its highest magnitude at a frequency of $\sim 155.3$ THz, while the magnitude drops to three orders at frequencies of 100 GHz and 700 THz. The total time duration imposes a limit on the lowest accurately resolved frequency, which is 200 GHz for the present simulation. Fig. 6 shows that for frequencies within 200 GHz to 95 THz, the solutions of $S_{\parallel}$ computed for both pulses are indistinguishable from each other. Next, the simulation for the narrow pulse was repeated with double the number of computational cells in each direction, i.e., 400, 240, 1600 cells in $x$, $y$, and $z$-directions. Fig. 6 shows that the solution of $S_{\parallel}$ obtained on the finer grid agrees well with that on the original grid.
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