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Abstract—Deep Convolutional Neural Networks (CNN) have exhibited superior performance in many visual recognition tasks including image classification, object detection, and scene labeling, due to their large learning capacity and resistance to overfit. For the image classification task, most of the current deep CNN-based approaches take the whole size-normalized image as input and have achieved quite promising results. Compared with the previously dominating approaches based on feature extraction, pooling, and classification, the deep CNN-based approaches mainly rely on the learning capability of deep CNN to achieve superior results: the burden of minimizing intra-class variation while maximizing inter-class difference is entirely dependent on the implicit feature learning component of deep CNN; we rely upon the implicitly learned filters and pooling component to select the discriminative regions, which correspond to the activated neurons. However, if the irrelevant regions constitute a large portion of the image of interest, the classification performance of the deep CNN, which takes the whole image as input, can be heavily affected. To solve this issue, we propose a novel latent CNN framework, which treats the most discriminate region as a latent variable. We can jointly learn the global CNN with the latent CNN to avoid the aforementioned big irrelevant region issue, and our experimental results show the evident advantage of the proposed latent CNN over traditional deep CNN: latent CNN outperforms the state-of-the-art performance of deep CNN on standard benchmark datasets including the CIFAR-10, CIFAR-100, MNIST and PASCAL VOC 2007 Classification dataset.

I. INTRODUCTION

The last decade of progress on various visual recognition tasks has for the most part been based on the use of SIFT [1] and HOG [2]. The recent success of CNNs is attributed to their ability to learn rich mid-level image representations as opposed to hand-designed low-level features used in other image classification methods. [3] has demonstrated that deep CNN features are substantially different from and complementary to those traditional features used in object detection. Searching the parameter space of deep architectures is a difficult task because the training criterion is non-convex and involves many local minima. Nevertheless, deep architecture is capable of automatically learning and fusing rich hierarchical features in a integrated framework. Many techniques, such as Relu [4], Dropout [5], Dropconnect [6], pre-training [7] and data augmentation [8], have been proposed to enhance the performance of deep architectures. Though learning CNN will get into local minima or in a plateau (where due to low curvature the gradients become extremely small), deep convolutional neural networks recently achieved remarkable success in many visual recognition tasks, such as image classification and object detection, fine-grained recognition, and visual instance retrieval [9]. For the image classification task, most of the current deep CNN-based approaches take the whole size-normalized image as input. However, it is very likely that the region of interest in the image may just take a small portion of the image of interest, especially for the object classification task of PASCAL VOC dataset. Figure 1 shows some images from the PASCAL VOC 2007 classification dataset [10]. Figure 1(a) is a perfect example for whole image input data, which is centered and occupies large a portion of the image. However, Figure 1(b), which is labeled “potted plant”, would make the learning more complicated for CNN’s use of the whole image as input. The most challenge is that Figure 1(c) has multiple labels. Currently supervised learning CNN takes (data, label) pairs as input; Hence, multiple labeled images would tend to confuse the CNN model.

In order to reduce the effect of irrelated regions, we propose a novel framework called latent CNN, which would select the most discriminate region as input for deep CNNs. In this view, latent CNN could also be seen as region-level CNN instead of traditional image-level CNN, which takes the whole size-normalized image as input.

One straightforward way to reduce the effect of local minima is to make full use of multiple CNNs with different random initialization [4]. Given multiple CNNs, people simply use majority voting or average the confidence scores from different CNNs. The second contribution in our paper is that we propose a new combination scheme called Latent Model Ensemble, which outperforms the state-of-the-art performance on CIFAR-10 [11], CIFAR-100 [11], MNIST [12], and PASCAL VOC 2007 Classification dataset [10].

In summary, this paper introduces the following contributions: (i) a latent CNN framework, which automatically

---

**Fig. 1.** Some PASCAL VOC 2007 images. Irrelated regions increase the complexity of CNN learning, which is especially evident in Fig. 1(b) and (c). Figure (a) (b) are labeled as dog and potted plant respectively. Figure (c) has two labels: boat and person.
selects the most discriminate region to reduce the effect of irrelevant regions, (ii) a new combination scheme for multiple CNNs via Latent Model Ensemble, and (iii) state-of-the-art performance on CIFAR-10 [11], CIFAR-100 [11], MNIST [12] and PASCAL VOC 2007 Classification dataset [10].

II. LATENT CNN FRAMEWORK

Latent CNN contains two key components: deep CNN structures and latent SVM, which we will present in detail in Sections II-A and II-B, respectively. Then we will discuss the overall latent CNN framework in II-C.

A. Deep CNNs

AlexNet [4] is a stack of convolutional layers, which are optionally followed by contrast normalization layers and max-pooling layers, and locally-connected layers or fully-connected layers. Transfer learning is adopted when the AlexNet is used for other smaller dataset. For example, the PASCAL VOC 2007 classification dataset [10] has only 5,011 training images, which makes it almost impossible to learn a satisfied deep CNN model.

Our CNN structure trained on ImageNet is similar to [4], which has five convolutional layers, two fully connected layers, and one output layer. The max-pooling layers are added to conv1, conv2, and conv5 layer, respectively. The difference is that [4] normalized all the images into 256 x 256 squares and take 224 x 224 patches as the input for the CNN structure. Our CNN structure, however, does not need to normalize the original images and it takes 128x128 patches. Compared to the AlexNet image translation method, our method may not be label-preserving transformations [8], [13], [14], considering that a much smaller region probably does not satisfy the 50% overlap rule. But it is not a problem when it is applied to the latent CNN framework, which would select the most discriminative region as the input for CNN learning procedure.

Transfer learning is used for training the CNN structure for the PASCAL VOC datasets. Compared to the CNN model trained from ImageNet, it remove the last 1000-node output layer and add two more fully connected layers. During the training for the PASCAL VOC 2007 classification dataset, all the transferred parameters are fixed first and only the parameters in the last two fully connected layers are updated. Finally, a fine tuning of the whole CNN structure is applied.

B. Multi-class Latent SVM

Before formulating the multi-class latent SVM, let’s first see the classical SVM [15]:

Assume we are given (label, feature-vector) pairs of training data $(y_i, x_i), i = 1, \ldots, n$. Linear classification involves the following optimization problem

$$
\min_{w} f(w), \text{ where } f(w) = \frac{1}{2} w^T w + C \sum_{i=1}^{n} \xi(w; x_i, y_i),
$$

(1)

where $\xi(w; x_i, y_i)$ is the loss function, and $C$ is a penalty parameter. Common loss functions include

$$
\xi(w; x_i, y_i) = \max(0, 1 - y_i w^T x_i),
$$

(2)

and

$$
\xi(w; x_i, y_i) = \max(0, 1 - y_i w^T x_i)^2.
$$

(3)

In analogy to classical SVMs, the latent SVM can be formulated as

$$
\min_{w} f(w), \text{ where } f(w) = \frac{1}{2} tr(w^T w) + C \sum_{i=1}^{n} \min_{z \in Z(x_i)} (\xi(w; x_i, y_i, z)),
$$

(4)

We propose a Stochastic Gradient Descent version of latent SVM with L2 loss function, which is summarized in Algorithm 1. Notice that Algorithm 1 is a multi-class latent SVM. Model parameter matrix $w$ is $FL \times NC$ Matrix, $FL$ is the feature length for $\Phi(x_i, z)$, and $NC$ is the number of categories. Label $y(x_i)$ is written into a $NC$ dimensional vector format in order for matrix multiplication.

Algorithm 1 SGD version of Multi-class Latent SVM

Input: Feature vector $\Phi(x_i, Z), i = 1 \ldots n$, $Z$ is the latent variable space, label vector $y(x_i)$, epoch numbers $EN$, penalty parameter $C$, learning rate $lr$

Input: Model parameter matrix $w$

$t = 1$, $t$ is the gradient update times

for $j = 1$ to $EN$

for $i = 1$ to $n$ do

The L2 Loss is $\xi(w; x_i, y_i, z)$.

Find the $z_{max}$ which will maximize $\xi$ and the corresponding L2 loss is $\xi_{max}$.

The Objective function Loss is $\frac{1}{2} w^T w + C \xi_{max}$.

The model parameter update gradient is $G = w - 2C \Phi(x_i, z_{max}) \xi_{max} y(x_i, z_{max})$.

Then we update the model vector $w = w - G / (t + T) * lr$, where $T$ is a very large fixed number $T = t + 1$.

end for

end for

C. Latent CNN Framework

In Figure 2 the latent CNN framework consists of a deep CNN representation stage and latent SVM selecting region stage. Given one image, the deep CNN representation stage treats all the random selected regions as input. Then the latent SVM takes those deep CNN features and selects the most discriminate region. And the selected region is used to update the parameters in the deep CNN structure.

Felzenszwalb et al. [16] generalized SVMs for handling latent variables such as part positions, which is called Latent SVM (LSVM). They also proved that a latent SVM, like a hidden CRF [17], leads to a non-convex training problem. However, unlike a hidden CRF, a latent SVM is semi-convex and the training problem becomes convex once latent information is specified for the positive training examples.
For a detector with a single component in [16], the model is defined by a coarse root filter, several higher resolution part filters and a spatial model for the location of each part relative to the root. The latent SVM is developed to train the filters and the relationship between them.

Inspired by [16], the deep CNN features extracted from the whole image are considered as the features for the 'root' models and those features from part of the image are considered as the features for 'part' models. In this view, our algorithm can be summarized in Algorithm 2 and the framework is illustrated in Figure 3.

D. Latent Model Ensemble

One straightforward way to reduce the effect of local minima is to make full use of multiple CNNs with different random initializations [4]. Given multiple CNNs, people simply use majority voting or average the confidence scores from different CNNs. Latent Model Ensemble is developed based on Latent SVM [16]. Below is the detailed Algorithm description for Latent Model Ensemble:

III. Experiments

We evaluate our framework based on four benchmark datasets: CIFAR-10 [11], CIFAR-100 [11], MNIST [12], and PASCAL VOC 2007 Classification dataset [10]. For the first three datasets, we use NIN [18] to extract deep features and AlexNet [4] to extract deep features for the PASCAL dataset. For all the datasets we use 10 part locations, designated as top left, top right, center, down left, down right, and the flip.

PASCAL VOC2007 datasets have 20 categories and contain 9,963 images. This dataset is divided into train, val, and test subsets, which contains 2,501, 2,510 and 4,952 images, respectively. The datasets are extremely challenging since the objects vary significantly in size, view angle, illumination, appearance and pose. Some example images in the PASCAL classification task can be seen in Figure 1. The object in most images are not well-centered, and one image may even contain more than one label. The naive thought for image classification is using the whole image for both training and testing procedure. However, due to the specification of the PASCAL images, people are allowed to use additional information for the training procedure, that is, bounding boxes which are axis-aligned rectangles specifying the extent of the object visible in the images. When the bounding boxes are used in the training procedure, people often crop the patches from test images for evaluation in order to keep consistent. In order to train a satisfied deep CNN, we pretrain the CNN on an ILSVRC2012 train dataset with 1,000 categories and 1.2 million images. The structure for pretrained CNN is similar to AlexNet, except that only one GPU is used. The preprocessing of the dataset simply entails resizing the images into 256 x 256 x 3 without keeping the aspect ratio and random crop 224 x 224 x 3 for data augmentation. The network is composed of five successive convolutional layers C1, C2, C3, C4, C5 followed by three fully connected layers FC6, FC7, and FC8. The trained CNN achieves an error rate of 19.7% for top5, which reproduces Alex’s [4] performance. To achieve the transfer learning from 1000 category ILSVRC dataset to 20 category PASCAL dataset, we remove the output layer FC8 and add additional two fully connected layers with 2,048 and 21, separately. Notice that we add one additional category called background, so the number of outputs was set as 21; if we use the whole image as training examples, of course,
the category number was 20, which is also called image-level classification in Table II.

For the remaining datasets, another popular convolutional network, called NIN [18], was adopted, and the network structure was the same as the structure [18].

A. Effect of Data Input

Given a fixed neural network structure, the training data would be the major factor for better optimization solutions. In order to make the training task easier, one common scheme is to apply preprocessing to the training data and the test data, such as demean in [4]. For image classification, especially for PASCAL format dataset where each image has a bounding box corresponding to the image label, we were able to take advantage of the bounding boxes to produce additional training data via the sliding-window cropping method or segmentation method.

In Table I, the patch-slide methods are cropping images with sliding window strategy and extracting around 500 square patches from each image using the same method in [19]. In this paper, we propose a new data input format, that is, we make use of image segmentation [20] to create image patches. During the segmentation, we automatically remove patches that are too small or too big aspect ratio. After each image had roughly 1,000 patches related to it, then we label those patches into 21 category with following rules: (1) 70% of the object pixels should be in the patches, (2) the patch can overlap with no more than one object. In fact, there were too many negative boxes, so we roughly kept 10% negative boxes. So the total patches for the new CNN were 1,398,722 images, that is, each image has about 282 patches. For the testing procedure, we also use the image segmentation; then the final confidence score was the average of all the scores from all the patches from the corresponding image.

In Table II image-level input format performs much worse than patch-level format, and the patch-seg format performs best. The last row segTrainSlideTest means we train the CNN model using the segmented patches and use the sliding-window patches for testing, so the last two rows share the same CNN model and the difference is just the input of testing procedure. We believe that the segmented patches are best because it provides well-centered object images for training and testing.

B. Latent CNN

Based on the segmentation bounding boxes, we apply our Latent CNN framework, and we have the state-of-the-art performance: mean AP 81.4% in Table II.

C. CIFAR-10

The CIFAR-10 dataset consists of 60,000 32x32 color images in 10 classes, with 6,000 images per class. There are 50,000 training images and 10,000 test images. The dataset is divided into five training batches and one test batch, each with 10,000 images. The test batch contains exactly 1,000 randomly-selected images from each class. The training batches contain the remaining images in random order, but some training batches may contain more images from one class than another. Between them, the training batches contain exactly 5,000 images from each class.

| Method | Test Error |
|--------|------------|
| STOCHASTIC POOLING [25] | 15.13% |
| CNN + SPEARMINT [26] | 14.98% |
| CONV. MAXOUT + DROPOUT [27] | 11.68% |
| NIN + DROPOUT [18] | 10.41% |
| CNN + SPEARMINT + DATA AUGMENTATION [20] | 9.50% |
| CONV. MAXOUT + DROPOUT + DATA AUGMENTATION [27] | 9.38% |
| DROPCONNECT + 12 NETWORKS + DATA AUGMENTATION [28] | 9.32% |
| NIN + DROPOUT + DATA AUGMENTATION [18] | 8.81% |
| GLOBAL CNN | 11.3% |
| PART CNN | 10.7% |
| 2CNN-AVERAGE | 9.4% |
| 2CNN-LATENT | 8.13% |

The deep features are extracted by NIN [18], which is stacked by three mlpconv layers, followed by a pooling layer and a dropout layer, and then the final global average pooling layer. The parameters in first mlpconv layer are (3x5x5)x192, 192x160x96. 3x5x5 is the receptive field for the input image, which is also the filter size for classical convolutional layers, while 192 is the number of such filters. 192x160x96 is the size for the mlp layer. The pooling layer is 3x3 max pooling with stride 2. Then a dropout layer is added to the mlpconv, because a three-layer tends to overfit. The parameters in second mlpconv layer are (96x5x5)x192, 192x192x192. Also, it is followed by 3x3 max pooling with stride 2 and dropout layer. The parameters in the third mlpconv layer are (192x3x3)x192, 192x192x192, which is also followed by 3x3 max pooling with stride 2 and dropout layer. The average global pooling and softmax layer are added to form the structure of the NIN network.

Two CNNs are trained separately with whole image(32x32x3) and image patches(24x24x3), but those two CNNs share the same structure setup as above. For the latent SVM fusion part, 10 locations are extracted for the part CNN and the response from the best location is combined with the response of the whole image, as shown in Algorithm 2.

From the Table III we achieve 8.13% and outperforms the NIN by 0.68 percent.

D. CIFAR-100

This dataset is just like CIFAR-10, except it has 100 classes containing 600 images each. There are 500 training images and 100 testing images per class. The 100 classes in the CIFAR-100 are grouped into 20 superclasses. Each image comes with a “fine” label (the class to which it belongs) and a “coarse”
| TABLE I  
| CNN CLASSIFICATION ON PASCAL VOC 2007 WITH DIFFERENT INPUT DATA(average precision %) |
|-----------------------------------------------|
| PLAN | BIKE | BIRD | BOAT | BOTTLE | BUS | CAR | CAT | CHAIR | COW |
| IMAGE-LEVEL | 83.3 | 69.7 | 80.0 | 73.5 | 34.9 | 61.5 | 80.8 | 76.2 | 53.0 | 68.6 |
| PATCH-SLIDE(1 SCALE) | 77.9 | 75.0 | 79.4 | 71.8 | 27.7 | 75.2 | 78.6 | 81.0 | 39.0 | 65.5 |
| PATCH-SLIDE(2 SCALE) | 82.2 | 78.8 | 81.8 | 78.6 | 53.3 | 77.2 | 87.6 | 80.2 | 63.8 | 79.9 |
| PATCH-SEG | 86.9 | 85.3 | 87.7 | 82.9 | 60.4 | 79.3 | 89.8 | 86.1 | 63.7 | 75.8 |
| TABLE | DOG | HORSE | MOTOR | PERSON | PLANT | SHEEP | SOFA | TRAIN | TV | MAP |
| IMAGE-LEVEL | 62.4 | 73.9 | 83.1 | 67.5 | 83.0 | 48.9 | 73.5 | 60.4 | 82.5 | 60.0 | 68.8 |
| PATCH-SLIDE(1 SCALE) | 74.3 | 79.0 | 86.8 | 77.6 | 85.0 | 48.2 | 72.9 | 72.2 | 88.0 | 55.2 | 70.5 |
| PATCH-SLIDE(2 SCALE) | 67.7 | 80.2 | 84.4 | 78.4 | 92.6 | 62.8 | 80.9 | 73.2 | 85.6 | 78.2 | 77.4 |
| PATCH-SEG | 73.4 | 85.6 | 83.6 | 84.6 | 94.1 | 68.8 | 80.1 | 74.1 | 89.6 | 79.8 | 80.6 |

| TABLE II  
| PASCAL VOC 2007 IMAGE CLASSIFICATION RESULTS(average precision %) |
|-----------------------------------------------|
| PLAN | BIKE | BIRD | BOAT | BOTTLE | BUS | CAR | CAT | CHAIR | COW |
| SUPERVEC [21] | 79.4 | 72.5 | 55.6 | 73.8 | 34.0 | 72.4 | 83.4 | 63.6 | 56.6 | 52.8 |
| GHM [22] | 76.7 | 74.7 | 53.8 | 72.1 | 40.4 | 71.7 | 83.6 | 66.5 | 52.5 | 57.5 |
| NUS [23] | 82.5 | 79.6 | 64.8 | 73.4 | 54.2 | 75.0 | 87.5 | 65.6 | 62.9 | 56.4 |
| AGS [24] | 82.2 | 83.0 | 58.4 | 76.1 | 56.4 | 75.7 | 88.8 | 69.1 | 62.2 | 61.8 |
| CNNSVM [9] | 88.5 | 81.0 | 83.5 | 82.0 | 42.0 | 72.5 | 85.3 | 81.6 | 59.9 | 58.5 |
| PATCH-SEG | 90.1 | 84.4 | 86.3 | 84.1 | 48.4 | 73.4 | 86.7 | 85.4 | 61.3 | 67.6 |
| LCNN-SEG | 88.9 | 84.2 | 88.1 | 84.4 | 62.6 | 80.0 | 90.2 | 87.0 | 65.7 | 76.7 |
| TABLE | DOG | HORSE | MOTOR | PERSON | PLANT | SHEEP | SOFA | TRAIN | TV | MAP |
| SUPERVEC [21] | 63.2 | 49.5 | 80.9 | 71.9 | 85.1 | 36.4 | 46.5 | 59.8 | 83.3 | 58.9 | 64.0 |
| GHM [22] | 62.8 | 51.1 | 81.4 | 71.5 | 86.5 | 36.4 | 55.3 | 60.6 | 80.6 | 57.8 | 64.7 |
| NUS [23] | 66.0 | 33.5 | 85.0 | 76.8 | 91.1 | 33.9 | 61.0 | 67.5 | 83.6 | 70.6 | 70.5 |
| AGS [24] | 64.2 | 31.3 | 85.4 | 80.2 | 91.1 | 48.1 | 61.7 | 67.7 | 86.3 | 70.9 | 71.1 |
| CNNAUGSVM [9] | 66.5 | 77.8 | 81.8 | 78.8 | 90.2 | 54.8 | 71.1 | 62.6 | 87.2 | 71.8 | 73.9 |
| PATCH-SEG | 69.6 | 84.0 | 85.4 | 80.0 | 92.0 | 56.9 | 76.7 | 67.3 | 89.1 | 74.9 | 77.2 |
| LCNN-SEG | 73.4 | 85.6 | 83.6 | 84.6 | 94.1 | 68.8 | 80.1 | 74.1 | 89.6 | 79.8 | 80.6 |

TABLE IV  
| TEST ERROR RATES FOR CIFAR-100 OF VARIOUS METHODS |
|-----------------------------------------------|
| METHOD | TEST ERROR |
| LEARNED POOLING [29] | 43.71% |
| STOCHASTIC POOLING [25] | 42.51% |
| CONV. MAXOUT + DROPOUT [27] | 38.57% |
| TREE BASED PRIORS [30] | 36.85% |
| NIN + DROPOUT [18] | 35.68% |
| GLOBAL CNN | 36.44% |
| PART CNN | 34.72% |
| 2CNN-AVERAGE | 33.34% |
| 2CNN-LATENT | 32.31% |

E. MNIST

The MNIST database of handwritten digits, available from this page, has a training set of 60,000 examples and a test set of 10,000 examples. It is a subset of a larger set available from NIST. The digits have been size-normalized and centered in a fixed-size.

The deep features are extracted by NIN [18], which is stacked by three mlpconv layers, followed by a pooling layer and adropout layer, and the final global average pooling layer. The parameters in first mlpconv layer are (1x5x5)x96 and 96x64x48. 1x5x5 is the receptive field for the input image; 1 means that it is gray images, while 96 is the number of such filters. 96x64x48 is the size for the mlp layer. The pooling layer is 3x3 max pooling with stride 2. Then a dropout layer is added to the mlpconv, because a three-layer tends to overfitting. The parameters in second mlpconv layer are (48x5x5)x128, 128x96x48. Also, it is followed by 3x3 max pooling with stride 2 and dropout layer. The parameters in third mlpconv layer is (48x3x3)x128, 128x96x10, which is also followed by 3x3 max pooling with stride 2 and dropout layer. The average global pooling and softmax layer are added.
to form the structure of the NIN network.

Two CNNs are trained separately with whole image (28x28x1) and image patches(24x24x1), but those two CNNs share same structure setup as above. For the latent SVM fusion part, 10 locations are extracted for the part CNN and the response from the best location is combined with the response of the whole image, as it is Algorithm 2.

From the Table I, we achieve 0.42% and outperform the NIN by 0.05 percent.

### Table V

| METHOD | TEST ERROR |
|--------|------------|
| 2-LAYER CNN + 2-LAYER NN | 0.53% |
| STOCHASTIC POOLING | 0.47% |
| NIN + DROPOUT | 0.47% |
| CONV. maxout + DROPOUT | 0.45% |
| GLOBAL CNN | 0.50% |
| PART CNN | 0.81% |
| 2CNN-AVERAGE | 0.48% |
| 2CNN-LATENT | 0.42% |

### IV. Conclusion

We introduced a novel multiple CNN combination method by latent SVM. We also developed the stochastic gradient descent version of multi-class latent SVM. The experiments show that this technique works well with both AlexNet and the Network In Network (NIN) for classification tasks.
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