Fully digital wind farm monitoring and inspection system based on AR augmented reality technology
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Abstract. The wind power is a vigorously developed clean energy in China recent years. It’s installed capacity of our country is increasing year by year. Since 2012, the new wind power installed capacity in China has became the first place all around the world. By the end of 2016, our wind power installed capacity has added a total of 87 million 580 thousand kilowatts. Besides the rapid growth of wind power, there are still many problems in China's wind power business. In order to solve the following problems: the inspection environment of the wind farm equipment is quite complex, the efficiency is not high enough, and the statistical data of the inspection is not good enough, this paper puts forward the "full digital monitoring and inspection platform of wind farm based on AR augmented reality" as the solution of the problems. The project implements fan positioning, model-assisted inspection, process recording, and expert remote assistant APP functions. It promotes the development of wind farm detection and inspection, which can greatly improve the inspection efficiency of wind farms and reduce the workload of inspectors.

1. Introduction
In recent years, China's wind power industry has developed rapidly. In China's power generation, wind power accounts for an increasing proportion. In order to ensure the operation efficiency of the wind turbine and the distribution of the wind power equipment are very scattered, the daily operation and maintenance work is relatively large [1]. In view of the above problems, this paper proposes a construction scheme for the full digital monitoring and inspection platform of wind farm based on AR augmented reality technology.

AR Augmented Reality (Augmented Reality, hereinafter referred to as AR) was first proposed in the 1970s. Augmented reality technology is a technology for real-time calculation of the camera position angle, and then combined with the image, audio, video and 3D models related to the captured image. Literature [2] introduces three main characteristics of augmented reality technology: 1) AR is the integration of real and virtual world information; 2) AR technology can interact in real time; 3) AR is to add positioning in 3D scale space Virtual object. There are a large number of AR devices on the market. The more mature AR glasses are as follows: Vuzix, Sony's mirror SmartEyeglass, Microsoft's HoloLens MR head display. These AR glasses have been used to varying degrees in different environments. HoloLens is highly developed in conjunction with Unity 3D and Visual Studio, using C# scripts, so this project was developed using HoloLens [3-6].
human science and technology after the industrial revolution, mankind is increasingly dependent on electricity, and the demand for electricity has continued to rise. Literature [7] shows us the future of energy and power development in the world. Clean energy power generation will increasingly become the focus of attention and the key points of development. According to incomplete statistics in [9], in 2014, the global installed capacity of new wind power was 52.52GW, a year-on-year increase of 44%. The total installed capacity of wind power in the world has reached 371.34GW, an increase of 16.6%, and wind power accounted for 3.4% of the total. According to the literature [10], China has surpassed the United States to become the world's largest power producer by the end of 2012. The total installed capacity of electric power in the country has reached 1.14 billion KW. According to the literature [8], in the 13th Five-Year Period and the following period, China's power demand still has a relatively large development space. It is estimated that by 2020, the national electricity demand will reach 7.6 trillion to 8.4 trillion KW. By 2030, this figure will reach 10 trillion to 11.8 trillion KW.

This project is a problem for the labor increase of the inspection personnel. Combined with the existing AR augmented reality technology, the multi-communication technology builds a fully digital wind farm monitoring and inspection platform based on AR augmented reality technology to reduce the labor of the inspection personnel improves the efficiency of the inspection work. The project finally realized wind turbine positioning, model auxiliary inspection, process recording, and expert remote assistant APP function. The development of wind farm detection and inspection has been promoted, which can greatly improve the efficiency of inspection of wind farms and reduce the workload of inspection staff.

2. Related technology introduction

2.1. Fan positioning

Since the inspector needs to select a specific fan to be processed, a fan positioning technology is needed to locate the fan and distinguish the different fans. There are a variety of positioning technologies, and this paper analyzes the suitability of different positioning technologies and the project.
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Two-dimensional code scanning method, the different two-dimensional codes pasted on the fan are scanned by the device to obtain the ID of the swept fan, and then the data of the detected fan is obtained from the database according to the fan ID. This method is recommended as a small-scale, low-cost application principle, but not suitable for long-term or large-scale applications[11-12].

Signal recognition method, the fan continuously sends the RF signal of its own fan ID to 360 degrees, the inspector equipment acquires and recognizes the signal, and locates the fan by identifying the signal direction and the signal strength, but the prior art small device locates the signal. It is difficult and the signal strength is extremely susceptible to weather, not a stable solution[13].

Map latitude and longitude identification method, the latitude and longitude of the fan is determined at the time of installation, and the latitude and longitude coordinate dot matrix of the wind farm fan is pre-stored in the system database, and the system performs GPS positioning of the inspector through the inspector wearing equipment to obtain the patrol inspector. The latitude and longitude address. However, in the current technology, there is a certain error in the acquisition of the latitude and longitude data of the inspector, which will affect the accuracy of the identification. However, based on the special case where the distance between the wind turbines is large, the small amplitude error can be tolerated.[14]

Combined with the actual situation of the project and the current technical feasibility analysis, the map latitude and longitude identification method is more feasible. This project develops the fan positioning function through the latitude and longitude identification method combined with the Baidu map API.
2.2. Model assistance

In order to quickly find a solution to the problem, 3D modeling of the fan is required. The inspector improves the efficiency of fault resolution by observing the model and combining the fan model data displayed in real time. Document [15] introduced 3Ds MAX (3D studio MAX). The software focuses on the production of textures and does not meet all the requirements of this project. Reference [16] introduced Unity 3D, a fully integrated modeling tool and game engine that supports DirectX 11 and Mecanim animation tools. Unity 3D supports C# language and JavaScript scripts, and developers can use both languages for rapid development. Because of its support for the C# language, Unity 3D has a high degree of development fit for Microsoft HoloLens.

Because Unity 3D is modeled using C# as the scripting language and has a higher degree of fit with the HoloLens development used in this project, this project uses Unity 3D as the model engine for the entire program.
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2.3. Process Record

The State Grid Corporation has strict assessment systems for the employees of the grid companies and the power plants under their jurisdiction, as well as the regulatory requirements for behavioral operations. In order to meet the requirements of the grid company and the wind farm for the inspection procedures of the inspection personnel, the project adds the inspection function record function. The inspection APP calls the head-mounted camera to shoot, and the priority is stored locally. After the inspection is completed, the video of the complete inspection record will be uploaded to the data service system database for registration through HTTP or UDP protocol.

2.4. Expert system

The possibility of failure during the inspection process can be said to be endless, and it is almost impossible for the inspection staff in the field to fully understand all the causes of the failure. Moreover, the wind farm site is generally located in the suburbs, and there is a long distance from the wind farm control center, and telephone communication may not be able to fully describe the situation in the language. Therefore, the system provides an expert system to assist the inspectors to solve problems that cannot be solved on site.

2.5. Data processing service system

This system runs different functional modules on different platforms. For example, the fan is positioned on the MicroSoft HoloLens platform. The patrol end of the special machine system runs on the Android platform. The expert system expert side, the process record view runs on the web page. In order to ensure the uniformity and authenticity of the functional modules of different platforms, the system requires a common data processing service system.

3. Software design
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3.1. Database design
The platform database is developed using the SqlServer2008 database for storing user data of the entire platform, fan position lattice, fan parameter data, fan operation data, fan abnormal code and data. The database is named DB_Fan.

3.2. Model scene design
The model scene was developed using Unity 3D for display on the HoloLens heads, and the auxiliary inspectors learned more about the internal structure of the fan and the operational status of the detailed components. Quickly discover the details of the faulty components of the abnormal fan. This can improve the inspection efficiency.

The model scene is divided into two parts: fan positioning and selection scene and fan internal construction scene. 1) The fan positioning scene constructs the wind motor pole model, then obtains the position information of the inspector, matches the latitude and longitude lattice data of the wind turbine of the corresponding power plant, and queries the wind turbine latitude and longitude information within 100 meters from the inspection personnel, and then the scene world The coordinates of the match are matched, and the model is displayed at the corresponding position, which basically coincides with the position of the corresponding fan, and the allowable distance error is less than 5 meters. When the gaze light spot contacts the fan model, the corresponding fan ID is displayed to help the patrol personnel identify the fan. 2) Fan internal structure The scene model displays the internal structural model image of the selected fan and the overall operating data of the fan. When the gaze light contacts a detailed component, the display interface displays the name of the gaze component. The head display recognizes the click gesture, and when the component is clicked, the display interface displays the model image enlarged by the component and displays the real-time data information of the component.

3.3. Functional design
Fan positioning: the fan positioning process first acquires the latitude and longitude data of the patrol personnel, and builds the AR model world according to the latitude and longitude values of the patrol personnel. Then, the wind turbine latitude and longitude lattice data of the wind farm is read and matched to the AR model world according to the latitude and longitude of the inspection personnel. Calculate the wind turbine that is 100 meters away from the inspection personnel and display the fan model. Then, according to the latitude and longitude information of the inspector's movement, the displayed fan model is updated in real time. The fan model and the corresponding fan unit have an error of 5 meters within the tolerance limit.

Model assistance: the fan model drawn by Unity3D is displayed at the corresponding position after obtaining the fan information of the position according to the positioning. When the gaze light spot contacts the fan model in the AR world, the ID of the selected fan is displayed on the display interface. HoloLens identifies the inspector's click gesture and performs a click event. When the inspector selects a certain fan and recognizes the click event, the AR world enters the internal structure of the fan.

Process Record: when the inspector opens the AR inspection software, the software calls the HoloLens head-mounted camera to record and record the real-time operation of the inspector, and save the video to the HoloLens local memory. After the patrol is completed, the video recorded during the patrol process is uploaded to the background and saved for use in the background.

Expert System: when the inspector encounters an unsolvable problem at the scene, he uploads the current problem and the problem fan ID to the expert system. The expert display page can obtain the fan model and the real-time display data of the fan through the problem fan ID. The transfer can be observed
and solved according to the model of the problem fan. The expert system adopts the Android+web hybrid development method to facilitate the use of different terminals.

Reporting System: when the reporting system is used to process server-side background data statistics, it needs to process the selected data content and generate an Excel spreadsheet.

4. Conclusion
I want to focus on the current power industry, especially the rapid development of the wind power industry, and the relatively backward and inefficient wind farm detection and inspection system. Combined with the current more innovative AR augmented reality technology, the basic functions of the all-digital wind farm detection and inspection platform based on AR augmented reality technology are realized. The project realized wind turbine positioning, model auxiliary inspection, process recording, and expert remote assistant APP function. The development of wind farm detection and inspection has been promoted, which can greatly improve the efficiency of inspection of wind farms and reduce the workload of inspection staff.
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