TAFIM: Targeted Adversarial Attacks against Facial Image Manipulations

Shivangi Aneja\textsuperscript{1}  Lev Markhasin\textsuperscript{2}  Matthias Nießner\textsuperscript{1}

\textsuperscript{1}Technical University of Munich  \textsuperscript{2}Sony Europe RDC Stuttgart

Figure 1. \textbf{Left}: We propose a novel approach to protect facial images from several image manipulation models simultaneously. Our method works by generating quasi-imperceptible perturbations using a learned neural network. These perturbations when added to real images force the face manipulation models to produce a predefined manipulation target as output (white/blue image in this case). Compared to existing methods that require an image-specific optimization, we propose to leverage a neural network to encode the generation of image specific perturbations, which is several orders of magnitude faster and can be used for real-time applications. \textbf{Right}: Without any protection applied, face image manipulation models can be misused to generate realistic fake images for malicious purposes.

Abstract

Face image manipulation methods, despite having many beneficial applications in computer graphics, can also raise concerns by affecting an individual’s privacy or spreading disinformation. In this work, we propose a proactive defense to prevent face manipulation from happening in the first place. To this end, we introduce a novel data-driven approach that produces image-specific perturbations which are embedded in the original images. The key idea is that these protected images prevent face manipulation by causing the manipulation model to produce a predefined manipulation target (uniformly colored output image in our case) instead of the actual manipulation. Compared to traditional adversarial attacks that optimize noise patterns for each image individually, our generalized model only needs a single forward pass, thus running orders of magnitude faster and allowing for easy integration in image processing stacks, even on resource-constrained devices like smartphones. In addition, we propose to leverage a differentiable compression approximation, hence making generated perturbations robust to common image compression. We further show that a generated perturbation can simultaneously prevent against multiple manipulation methods.

1. Introduction

The spread of disinformation on social media has raised significant public attention in the recent few years, due to its implications on democratic processes and society in general. The emergence and constant improvement of generative models, and in particular face image manipulation methods, has signaled a new possible escalation of this problem. For instance, face-swapping methods [10, 39]—often referred to as deepfakes—whose models are publicly accessible can be misused to generate non-consensual synthetic imagery with the potential to cause severe distress to the persons impacted. Other examples include face attribute manipulation methods [11, 12, 42] which change the appearance of real photos, thus generating fake images that might then be used for criminal activities [2].

As such powerful face image manipulation tools became easier to use and more widely available, many efforts to detect image manipulations were initiated by the research community [15]. This has led to the task of automatically detecting manipulations as a classification task where predictions indicate whether a given image is real or synthetically generated. Several learning-based approaches [4, 6, 8, 13, 14, 28, 29, 38, 45, 57, 62] have shown promising results in identifying manipulated images. Despite the success and high classification accuracies of these
2. Related Work

Image Manipulation Recent advances in image synthesis models have made it possible to generate detailed and expressive human faces [9, 21–24, 41, 52]. These images may be used for unethical activities or even fraud. Even more problematic can be the misuse of real face images to synthesize new ones. For instance, face-attribute modification techniques [11, 12, 42] and face-swapping models [10, 39] facilitate the manipulation of existing face images. Similarly, facial re-enactment tools [19, 25, 48, 53, 61] also use real images/videos to synthesize fake videos.

Facial Manipulation Detection The increasing availability of these image manipulation models calls for the need to reliably detect synthetic images in an automated fashion. Traditional facial manipulation detection leverages hand-crafted features such as gradients or compression artifacts, in order to find inconsistencies in an image [5, 17, 33]. While such self-consistency can produce good results, these methods are less accurate than more recent learning-based techniques [7, 8, 13, 14, 45], which are able to detect fake imagery with a high degree of confidence. In contrast to detecting forgeries, we aim to prevent manipulations from happening in the first place by rendering the respective manipulation models ineffective by introducing targeted adversarial attacks.

Adversarial Attacks Adversarial attacks were initially introduced in the context of classification tasks [16, 20, 37, 50] and eventually expanded to semantic segmentation and detection models [18, 56]. The key idea behind these methods is to make imperceptible changes to an image in order to disrupt the feature extraction of the underlying neural networks. To this end, adversarial attacks generate an individual noise pattern that is superimposed to a given input image. While these methods have achieved great success in fooling state-of-the-art vision models, one significant drawback is that optimizing a pattern for every image individually makes the optimization process quite slow. In order to address this challenge, generic universal image-agnostic noise patterns were introduced [35, 36]. This has shown to be effective for misclassification tasks but gives suboptimal results for generative models as we show in Sec. 4.

Manipulation Prevention Deep steganography and watermarking techniques [32, 51, 55, 63] can be used to embed an image-specific watermark to secure an image. For instance, FaceGuard [58] embeds a binary vector to the original image representative of a person’s identity and classifies whether the image is fake by checking if the watermark is intact after being used for face manipulation tasks. These methods, however, cannot prevent the manipulation of face images which is the key focus of our work.
At the same time, recent works aim to prevent image manipulations by exploiting adversarial attack techniques to break image manipulation models. Ruiz et al. [46] disrupt the output of deepfake generation models. Yeh et al. [59, 60] aim to nullify the effect of image manipulation models. Other approaches [30, 49] aim to disturb the output of face detection and landmark extraction steps, which are usually used as pre-processing by deepfake extraction methods. One commonality of these methods is that they optimize a pattern for each image separately which is computationally very expensive, thus having limited applicability for real-world applications like mobile phones or other resource-constrained devices. To this end, we propose a data-driven method that generates image-specific perturbations with conditional generative models, thus requiring orders of magnitude less computational effort than existing adversarial attacks works.

3. Proposed Method

Our goal is to prevent face image manipulations and simultaneously identify which model was used for the manipulation. That is, for a given face image, we aim to find an imperceptible perturbation that disrupts the generative neural network of a manipulation method such that a solid color image is produced as output instead of originally-intended manipulation. Algorithmically, this is a targeted adversarial attack where the predefined manipulation targets make it computationally very expensive, thus having limited applicability for real-world applications like mobile phones or other resource-constrained devices. To this end, we propose a data-driven method that generates image-specific perturbations with conditional generative models, thus requiring orders of magnitude less computational effort than existing adversarial attacks works.

3.1. Method Overview

We consider a setting where we are given $K$ manipulation models $\mathcal{M} = \{f^k_\Theta\}_{k=0}^{K-1}$ pretrained on $K$ face datasets $\{D_k\}_{k=0}^{K-1}$ with $N_k$ images each, i.e., $D_k = \{X_i\}_{i=0}^{N_k-1}$ corresponds to the manipulation model $f^k_\Theta$. Note that each method requires a separate dataset since the input for each manipulation model is also different. For a given RGB image $X_i \in \mathbb{R}^{H \times W \times 3}$ of height $H$ and width $W$, the goal is to find the optimal perturbation $\delta_i \in \mathbb{R}^{H \times W \times 3}$ that is embedded in the original image $X_i$ to produce a valid protected image $X^p_i \in \mathbb{R}^{H \times W \times 3}$. The manipulation model $f^k_\Theta$, which is parametrized by its neural network weights $\Theta$, is also given as input to the method. Note that we use $f^k_\Theta$ only to drive the perturbation optimization and do not alter its weights. For the given image $X_i$, the output synthesized by the manipulation model $f^k_\Theta$ is denoted as $\hat{Y}_{ik} \in \mathbb{R}^{H \times W \times 3}$. We define the uniformly-colored predefined manipulation targets for the $K$ manipulation models as $\mathcal{Y} = \{Y_{ik}^{\text{target}}\}_{k=0}^{K-1}$.

In order to protect face images and obtain image perturbations, we propose two main ideas: First, we optimize for a global perturbation pattern $\delta_i \in \mathbb{R}^{H \times W \times 3}$, which is generalized across the entire data distribution. That is, this global perturbation is the same for each input image.

Second, we propose a generative neural network $g_{\Phi}$ parameterized by its weights $\Phi$ that produces image-specific perturbations $\delta_i$. This generative model is conditioned on the previously optimized global perturbation $\delta_i$, as well as the real image $X_i$. Our intuition is that the global perturbation provides a strong prior for the global noise structure, thus enabling the conditional model to produce more effective perturbations. Finally, we propose to incorporate a differentiable JPEG module to ensure the robustness of the perturbations towards compression. An overview of our method is shown in Fig. 2.
Hence, we formulate the overall loss as
\[
L^{\text{Total}} = \sum_{k=0}^{K-1} \left[ \sum_{i=0}^{N_k-1} L_i^{\text{recon}} + \lambda L_i^{\text{perturb}} \right],
\]
where the parameter \( \lambda \) regularizes the strength of perturbation added to the real image, \( N_k \) denotes the number of images in the dataset for the \( k \)-th manipulation model, and \( K \) denotes the number of manipulation methods. \( i \) denotes the image indexing and \( k \) denotes the manipulation model. \( L_i^{\text{recon}} \) and \( L_i^{\text{perturb}} \) represent reconstruction and perturbation losses for \( i \)-th image.

### 3.2.1 Global Perturbation Optimization

The global perturbation is a fixed, image-agnostic perturbation that is added to all the images in the dataset to apply protection. We optimize for this global perturbation \( \delta_G \in \mathbb{R}^{H \times W \times 3} \) for the entire dataset by minimizing Eq. 1. The perturbation \( \delta_G \) protects all images in the dataset against the \( K \) manipulation models
\[
\delta^*_G = \arg\min_{\delta_G} L^{\text{Total}},
\]
where \( L^{\text{Total}} \) refers to total loss (Eq. 1). The protected image \( X_i^p \) is generated as:
\[
X_i^p = \text{Clamp}_\varepsilon(X_i + \delta_G).
\]
The Clamp\( _\varepsilon(\xi) \) function projects higher/lower values of \( \xi \) into the valid interval \([-\varepsilon, \varepsilon]\). The global perturbation \( \delta_G \) is initialized with a random vector sampled from a multivariate uniform distribution, i.e., \( \delta^0_G \sim U(0, 1) \) and optimized iteratively. For the generated protected image \( X_i^p \) and the given manipulation model \( \Phi \), the reconstruction loss \( L_i^{\text{recon}} \) is formulated as
\[
L_i^{\text{recon}} = \| \Phi(X_i^p) - Y_k \|_2^2.
\]
The perturbation loss \( L_i^{\text{perturb}} \) for a real image \( X_i \) is given as
\[
L_i^{\text{perturb}} = \| X_i - X_i^p \|_2^2.
\]
Finally, the overall loss for the global perturbation optimization can then be written as
\[
L^{\text{Total}} = \sum_{k=0}^{K-1} \left[ \sum_{i=0}^{N_k-1} \| \Phi(X_i^p) - Y_k \|_2^2 + \lambda \| X_i - X_i^p \|_2^2 \right].
\]

### 3.2.2 Conditional Generative Perturbation Model

In addition to the global perturbation noise, we propose a conditional generative neural network model that outputs image-specific perturbations. For this task, we use an encoder-decoder architecture based on a U-Net [43]. We learn the parameters \( \Phi \) of this conditional model \( g_\Phi \) in order to generate image-specific perturbations as
\[
\Phi^* = \arg\min_{\Phi} L^{\text{Total}}.
\]
The model \( g_\Phi \) is conditioned on the globally-optimized perturbation \( \delta_G \) as well as the original input image \( X_i \). Conditioning the model \( g_\Phi \) on \( \delta_G \) facilitates the transfer of global structure from the facial imagery to produce highly-efficient perturbations, i.e., these perturbations are more successful in disturbing manipulation models to produce results close to the manipulation targets. The real image \( X_i \) and global perturbation \( \delta_G \) are first concatenated channel-wise. \( X_i' = [X_i, \delta_G] \), to generate a six-channel input \( X_i' \in \mathbb{R}^{H \times W \times 6} \).

\( X_i' \) is then passed through the conditional model \( g_\Phi \) to generate image-specific perturbation \( \delta_i \), \( g_\Phi(X_i') \). These image-specific perturbations \( \delta_i \) are then added to the respective input images \( X_i \) with same clamping operation \( \text{Clamp}_\varepsilon \) to generate the protected image as
\[
X_i^p = \text{Clamp}_\varepsilon(X_i + \delta_i).
\]

For network architecture and further training details, we refer to the supplemental material.

### 3.2.3 Differentiable JPEG Compression

In many practical scenarios, images shared on social media platforms get compressed over the course of transmission. Our initial experiments suggest that protected images \( X_i^p \) generated from the previous steps can easily become ineffective by applying image compression. In order to make our perturbations robust, we therefore, propose to incorporate a differentiable JPEG compression into our generative model; i.e., we aim to generate perturbations that still disrupt the manipulation models even if the input is compressed. The actual JPEG compression technique [54] is non-differentiable due to the lossy quantization step (details in supplemental) where information loss happens with the round operation as, \( x := \text{round}(x) \). Therefore, we cannot train our protected images against the original JPEG technique. Instead, we leverage continuous and differentiable approximations [26,47] to the rounding operator. For our experiments, we use the sin approximation by Korus et al. [26]
\[
x := x - \frac{\sin(2\pi x)}{2\pi}.
\]
This differentiable round approximation coupled with other transformations from the actual JPEG technique can
be formalized into differentiable JPEG operation. We denote the full differentiable JPEG compression as $\Psi^q$, where $q$ denotes the compression quality.

For training, we first map the protected image $X^p_i$ to RGB colorspace $[0, 255]$ before applying image compression, obtaining $\tilde{X}^p_i$. Next, the image $\tilde{X}^p_i$ is passed through differential JPEG layers $\Psi^q$ to generate a compressed image $X^p_{ic}$, which is then normalized again as $X^p_i$ before passing it to the manipulation model $f_\Theta$.

Training with a fixed compression quality ensures robustness to that specific quality but shows limited performance when evaluated with different compression qualities. We therefore, generalize across compression levels by training our model with different compression qualities. Specifically, at each iteration, we randomly sample quality $q$ from a discrete uniform distribution $U_D(1, 99)$, i.e. $q \sim U_D(1, 99)$ and compress the protected image $X^p_i$ at quality level $q$.

This modifies the reconstruction loss $L_{\text{recon}}$ as follows

$$L_{\text{recon}} = \left\| f_\Theta(\Psi^q(X^p_i)) - Y^\text{target}_k \right\|_2,$$

and the overall loss is formulated as

$$L_{\text{Total}} = \sum_{k=0}^{K-1} \left( \sum_{i=0}^{N_k-1} \left\| f_\Theta(\Psi^q(X^p_{ic})) - Y^\text{target}_k \right\|_2 + \lambda \left\| X^p_i - X_{ic} \right\|_2 \right),$$

where $X^p_{ic} = \Psi^q(X^p_i)$ denotes the compressed protected image. Backpropagating the gradients through $\Psi^q$ during training ensures that the added perturbations survive different compression qualities. At test time, we evaluate results with actual JPEG compression technique instead of approximated/differential used during training to report the results.

4. Results

We compare our method against well-studied adversarial attack baselines I-FGSM [27] and I-PGD [34]. To demonstrate our results, we perform experiments with two different models: (1) pSp Encoder [42] which can be used for self-reconstruction and style-mixing (protected with solid white image as manipulation target), and (2) Sim-Swap [10] for face-swapping (protected with solid blue as manipulation target). For both these models, we use the publicly available pre-trained models. For pSp encoder, we use a model that is trained for a self-reconstruction task. The same model can also be used for style-mixing to synthesize new images by mixing the latent style features of two images. For style-mixing and face-swapping, protection is applied to the target image. We introduce a custom split on FFHQ [23] and CelebA-HQ [31] datasets for our experiments; see Tab. 1. All results are reported on the corresponding test sets for each task respectively.

### Experimental Setup

All images are first resized to $256 \times 256$ pixels. The global perturbation is optimized with a step size of 0.001 using the Adam optimizer for 75k iterations. For the face protection model $g_\Phi$, we use a UNet-64 encoder-decoder architecture, optimized for 100k iterations with a learning rate of 0.0001 and Adam optimizer. We use a batch size of 1 for all our experiments. For I-PGD, we use a step size of 0.01. Both I-FGSM and I-PGD are optimized for 100 steps for every image in the test split.

### Metrics

To evaluate the output quality, we compute relative performance at different perturbation levels, i.e., we plot a graph with the x-axis showing different perturbation levels for the image and the y-axis showing how close is the output of the face manipulation model to the predefined manipulation target. We plot the graph for two metrics: MSE (Mean Squared Error) and PSNR (Peak Signal To Noise Ratio). In the optimal setting, for a low perturbation in the image, the output should look identical to the manipulation target; i.e., a lower graph is better for MSE, and higher for PSNR. For qualitative results, we show the images from the corresponding line charts with minimum perturbation in the image, i.e., the leftmost points from the MSE graph.

### Baseline Comparisons

To compare our method against other adversarial attack baselines, we first evaluate the results of our proposed method on a single manipulation model without compression; i.e., neither training nor evaluating for JPEG compression. Visual results for self-reconstruction and style mixing are shown in Figs. 3 and 4. The performance for different perturbation levels is shown in Fig. 5. We observe that the model conditioned on the global perturbation as well as real images outperforms the model trained only with real images, indicating that the global perturbation provides a strong prior in generating more powerful perturbations.

### Robustness to JPEG Compression

Next, we investigate the sensitivity of perturbations to different compression

| Task       | Mode | # Images | Dataset                  |
|------------|------|----------|--------------------------|
| Self-Recon | Train| 5000     | FFHQ [23]                |
| Self-Recon | Val  | 1000     | CelebHQ [31]             |
| Face-Swap  | Train| $2 \times 5000$ | FFHQ [23] |
| Face-Swap  | Val  | $2 \times 1000$ | CelebHQ [31] |

Table 1. Dataset split for different tasks used in our experiments. For the self-reconstruction task, the manipulation model takes one image as input. For style-mixing and face-swapping, two images are fed as input to the manipulation model.
qualities. We apply the actual JPEG compression technique to report results. We observe that without training the model against different compression leads to degraded results when evaluated on compressed images, Fig. 7 and 8. Training the model with fixed compression quality makes the perturbation robust to that specific compression quality; however, it fails for other compression levels; see Fig. 6. We therefore train across different compression levels varied during training iterations.

Multiple Manipulation Models We can use the same model to simultaneously protect against multiple manipulation models by color-coding the manipulation targets for different models. This protection technique has an advantage over simple disruption since it gives more information about which technique was used to manipulate the image. For the sake of simplicity, we conduct experiments with two methods: self-reconstruction with solid white image as the manipulation target and face-swapping with solid blue image as target. Visual results for style-mixing and face-swapping are shown in Fig. 10, and the performance graph
Figure 5. Comparison with different optimization techniques evaluated on self-reconstruction (white target). We plot the output image quality (y-axis) corresponding to different levels of perturbations added to the image (x-axis). Orig and Protected refer to the original and protected image. Output refers to the output of the manipulation model and Target indicates the predefined manipulation target. Note that our method outperforms other baselines at all the different perturbation levels.

Figure 6. Comparison for our method trained without compression, fixed compression, and random compression for self-reconstruction task (white target). The fixed compression model was trained with compression quality C-80. All methods evaluated on compression quality C-30. The randomly compressed model outperforms fixed and no compression models.

is visualized in Fig. 9. Our combined model performs well without significant degradation when handling multiple manipulation methods.

**Runtime Comparison** We compare run-time performance against state-of-the-art in Tab. 2. I-FGSM [27] and I-PGD [34] optimize for perturbation patterns for each image individually at run time; hence they are orders of magnitude slower than our method. I-FGSM and I-PGD suffer from long run-times for each image; however, our model achieves similar performance in real-time.

Figure 7. Qualitative comparison in the presence of JPEG compression (white target). Methods trained without compression struggle; in contrast, our model trained with compression is able to produce perturbations that are robust to compression. Ours w/ Compression refers to the model trained with random compression. Ours w/o Compression refers to model trained without compression. Compression is applied on the protected images. All methods are evaluated at compression quality C-80.

Figure 8. Performance comparison in the presence of JPEG compression. Our method without differentiable JPEG training manages to disrupt the model; however, training with random compression levels significantly outperforms the uncompressed baselines. All methods are evaluated at compression quality C-80.
Figure 9. Comparison of individual models with the combined model. Ours (Self-Recon) refers to the model trained only with the self-reconstruction task. Ours (Face-Swap) refers to the model trained only for face-swapping. Ours (Both) refers to the single model trained for two tasks: self-reconstruction and face-swapping. Results are evaluated on face-swapping (left) and style-mixing (right).

| Method       | Time       | ±       |
|--------------|------------|---------|
| I-FGSM [27]  | 17517.71 ms| ±124.08 ms |
| I-PGD [34]   | 17523.01 ms| ±204.15 ms |
| Ours         | 10.66 ms   | ±0.21 ms |

Table 2. Run-time performance (averaged over 10 runs) to generate perturbation for a single image on the self-reconstruction task. Our method runs an order of magnitude faster than existing works that require per-image optimization. All timings are measured on an Nvidia Titan RTX 2080 GPU.

**Limitations** Even though our work is much faster than existing methods and can protect against multiple manipulation models simultaneously, we believe that there are still many ways to improve. In this work, we examined our method and other baselines in the white-box setting; i.e., we assume that we have detailed knowledge of the manipulation models and their parameters. However, in real-life scenarios the manipulation model might not be known, thus making it difficult to train the protection model directly. In these scenarios, black-box techniques could be leveraged, for instance, by learning the substitute model [40].

5. Conclusion

In this work, we proposed a data-driven approach to protect face images from being manipulated. Our method can prevent and simultaneously identify the manipulation technique by generating the predefined manipulation target as output. In comparison to existing works, our method is not only orders of magnitude faster but also achieves superior performance; i.e., with smaller perturbations of a given input image, we can achieve larger disruptions in the respective manipulation methods. In addition, we proposed an end-to-end compression formulation to make the perturbation robust to compression. In summary, we believe our generalized, data-driven method is an important stepping stone towards addressing the potential misuse of face image manipulation techniques.
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Supplemental Material

In this supplemental document, we provide additional details: the terminology used in the paper is further explained in Section A. The jpeg compression technique is explained in Section B. In Section C, we elaborate the implementation of the baseline methods. We then provide details about the network architecture in Section D. Finally, in Section E, we perform ablations and additional experiments.

A. Definitions

A.1. Targeted Adversarial Attack

Adversarial attacks [3] are typically used in the context of classification tasks as a technique to fool the classifier model by maximizing the probability of outputting an incorrect target class label other than its actual class. In a similar spirit, we formalize targeted attacks for face image manipulation as a technique to trick these generative models; however, in contrast to misleading a classifier, our goal is to produce a predefined target image (uniformly colored solid white/blue images in our experiments).

Recently, Ruiz et al. [46] proposed the term targeted disruption. Their key aspect is to use a specific target image to drive the optimization such that it destroys the output of the generative model. We on the other side propose to learn a perturbation that forces the manipulation model to produce a specific target image instead of a random output image; we refer to this as a targeted adversarial attack.

B. JPEG Compression

JPEG – Joint Photographic Experts Group – is a widely used lossy compression technique, standard in most digital cameras. JPEG is a lossy compression technique i.e. once an image is compressed, the original image cannot be reconstructed. However, the minute details removed from images are not visually noticeable with the naked eye, see Fig. 11. The general steps for the JPEG compression technique are shown in Fig. 12 and explained as follows.

The image is first transformed from RGB color space to YCbCr color space. YCbCr color space represents the image as its luminance (Y) and chrominance (Cb and Cr) components. The luminance channel encodes the brightness of the image. Cb represents the blueness and Cr represents the redness of the image. The YCbCr color space holds exactly the same amount of information as the original RGB image. Since the changes in the chrominance channels are not noticeable to the human eye, we can easily downsample the information in the Cb and Cr color channels in the subsampling step without any perceptible changes to the human eye, see Fig. 13. For experiments in the main paper, we downsample the chrominance channels by a factor of two.

Next, the image is split into the set of non-overlapping 8 × 8 pixel groups (Fig. 14). Thereafter, we perform Discrete Cosine Transform (DCT) on each of these 8 × 8 blocks independently. The two-dimensional DCT is given as

\[
C(u, v) = \alpha(u)\alpha(v) \sum_{x=0}^{N-1} \sum_{y=0}^{N-1} A_{x,y}(u, v),
\]

where

\[
A_{x,y}(u, v) = f(x, y) \cos \left(\frac{\pi(2x+1)u}{2N}\right) \cos \left(\frac{\pi(2y+1)v}{2N}\right)
\]

for \( u, v = 0, 1, 2, \ldots, N - 1 \) and

\[
\alpha(u) = \begin{cases} 
\sqrt{\frac{1}{N}} & \text{for } u = 0, \\
\frac{\sqrt{2}}{N} & \text{for } u \neq 0.
\end{cases}
\]
Using 2-D DCT, each $8 \times 8$ pixel group is encoded separately with its own 64 Discrete Cosine Transform (DCT) coefficients for the corresponding 64 basis functions shown in Fig. 15. The DCT coefficients represent the weight for each of the 64 DCT basis functions. An image usually contains a lot more low frequency information compared to high frequency details, therefore the low-frequency DCT coefficients have significantly higher values than the high-frequency coefficients.

These DCT coefficients are quantized using pre-computed quantization tables. Since JPEG compression works on the assumption that the more important details in the images lie in the low-frequency regime, it discards information from high frequency DCT coefficients. The amount of discarded coefficients depends on the compression quality, i.e. for a higher compression more coefficients are discarded. Note that information loss happens during the quantization step. More specifically, quantization is performed on the frequency-domain Cb and Cr channels with their respective quantization tables. JPEG quantizes the information using the round operation $x := \text{round}(x)$, which makes the full JPEG pipeline non-differentiable. Therefore, in the main paper we use the differentiable rounding approximation during training.

Finally, the image then gets decompressed. For decompressing, the inverse operations to those from the compression step are performed. First, the DCT coefficients are de-quantized, then inverse DCT is applied to convert from frequency domain to spatial domain. The inverse DCT transform is defined as

$$f(x, y) = \sum_{u=0}^{N-1} \sum_{v=0}^{N-1} \alpha(u) \alpha(v) C(u, v) \cos \left( \frac{\pi(2x + 1)u}{2N} \right) \cos \left( \frac{\pi(2y + 1)v}{2N} \right)$$

for $x, y = 0, 1, 2, \ldots, N - 1$. Next, block merging is done and finally image is converted from the YCbCr color space.
to the RGB color space, which gives the final compressed image.

Alternate Methods for JPEG Approximation  Shin et al. [47] also use JPEG approximation to make adversarial attacks on images robust to compression. The key idea behind their approach is to first train multiple image classification models with images compressed at different compression qualities. Thereafter, they use an ensemble of these models to drive the generation of image-specific noise robust to compression. We however propose to add differentiable JPEG to our optimization pipeline, which is much faster and does not require training auxiliary models.

C. Baseline Implementations

We compare our method against adversarial attack baselines I-FGSM [27] and I-PGD [34]. These methods target classification tasks, where attack patterns are optimized for each image individually. To this end, we adapt their method for our targeted adversarial attack task on generative models. Similar to their original implementations, we define a loss that only consists of the reconstruction term; i.e.,

$$L^\text{Total} = L^\text{recon} = \| f_\Theta (X^p) - Y^\text{target} \|_2^2,$$

where $X^p$ refers to the protected image and $Y^\text{target}$ refers to the predefined manipulation target (solid color white/blue in our case). The amount of perturbation in the image can be controlled with the magnitude of the update step.

I-FGSM [27] (Iterative Fast Gradient Sign Method): The protected image is first initialized with the original image as:

$$X^p_0 := X,$$

and then updated iteratively as

$$X^p_{n+1} = \text{Clamp}_\zeta \{ X^p_n - \alpha \text{sign} (\nabla_X L^\text{recon} (X^p_n, Y^\text{target})) \} ,$$

where $\alpha$ is the perturbation strength, $\text{Clamp}_\zeta (\xi)$ clips the higher and lower values in the valid range $[-\epsilon, \epsilon]$ and $\text{sign}(\zeta)$ returns the sign vector of $\zeta$. We report results with 100 iterations.

I-PGD [34] Iterative Projected Gradient Descent): The protected image is obtained by the following update steps:

$$X^p_0 := X,$$

$$X^p_{n+1} = \Pi_S \{ X^p_n - \alpha \text{sign} (\nabla_X L^\text{recon} (X^p_n, Y^\text{target})) \}$$

where $\alpha$ is the step size and $\Pi_S(.)$ refers to the projection operator that projects onto the feasible set $S$. We report results with 100 iterations and a step size of 0.01.

D. Architecture Details

To train our model, we use a convolutional neural network based on U-Net [44] architecture. More specifically, we use UNet-64 architecture with 29.24M parameters, as shown in Fig. 16. The weights of the network are normal initialized with scaling factor of 0.02. The network takes a 6 channel input, channel-wise concatenated original image $X$, and the globally optimized perturbation $\delta_G$ to predict the image-specific perturbation $\delta_i$.

E. Additional Experiments

In this section, we report results for some additional experiments. We first analyze the distribution of different baselines in Subsection E.1. Then, we report the performance of our method for different norms in Subsection E.2. In Subsection E.3, we evaluate the robustness of our method when compression is applied multiple times to the image. We show visual results for high perturbation levels in Subsection E.4. Finally, in Subsection E.5, we compare different rounding approximations for quantization step for the differentiable JPEG compression implementation. For brevity, we show results on self-reconstruction task with white image as manipulation target.

E.1. Analysis of different baselines

We analyze the output distribution of the manipulation model for different methods in Fig. 17. We notice that per-image optimization techniques, like I-PGD [34] show a number of outliers with high mean squared error in the generated output images, whereas our proposed method shows much less variance. One such outlier is visualized in Fig. 18.

E.2. Ablations with different Norms: $L_1$, $L_2$, $L_\infty$

Our loss function/minimization objective is formulated in terms of the $L_2$ norm. In this section, we compare results of our method with $L_1$ and $L_\infty$ norm respectively. Visual results are shown in Fig. 20 and performance comparison in Fig. 19. We notice that $L_2$ norm significantly outperforms the other norms evenly distributing perturbation throughout the image making the changes in the image much less perceptually visible. In addition, it is more effective in erasing the image traces from the output of manipulation model.

E.3. Multi-level Compression

In a practical use case, an image might be compressed multiple times when shared on social media platforms. Therefore, the protection applied to images should be robust to consecutively applied compression. For simplicity, we show results for bi-level compression, i.e. the compression is applied twice to the image. We first apply a high
Figure 16. Architecture Overview: Network architecture used for experiments. Conv(.) and ConvTranspose(.) refer to the 2D convolution and 2D transposed convolution operation. For both Conv and ConvTranspose, we use a kernel size of $4 \times 4$. For conv layers, values in bracket refers to the input and output channels; e.g., Conv(6, 64) denotes a 6 channel input and 64 channel output. LReLU(0.2) denotes the LeakyReLU activation with a negative slope 0.2. Concat denotes the concatenation operation.

Figure 17. Results for the self-reconstruction task [42] with white image as manipulation target. We show violin plots for different methods visualizing the mean squared error of the manipulation model output with the predefined manipulation target image. Our method, denoted as Ours, outperforms alternate methods showing a lot less variance in the output distribution. In contrast, per-image optimization techniques such as I-PGD have long tail distribution indicating that the method is not equally effective for all the samples in the dataset.

Figure 18. Outlier case for the self-reconstruction task [42] with white image as manipulation target. In some cases, I-FGSM [27] and I-PGD [34] produce outliers with high mean squared error; cf. the high variance compared to our method in Figure 17.

E.4. Manipulation for higher perturbation levels

We show visual comparisons for lower perturbation levels since these are most useful for practical purposes. To this end, in the graphs shown in the main paper, we have compression (C-30) and thereafter a low compression (C-80) for evaluation. The second compression is applied to the first compressed image. Results are shown in Fig. 21. We show that our method is robust to multi-level compression as well.
analyzed our method at several different perturbation levels. In this section, we visualize our results for higher perturbation levels, which show more disturbance in the original images, but illustrated more significant disruptions for manipulation model predictions. Fig. 23 shows the visual results for the self-reconstruction task.

E.5. Ablations with different JPEG approximations

There are three different approaches to approximate the round operation used in the quantization step of the original JPEG compression technique. These are formalized as:

1. Cubic Approximation [47]
   \[ x := \lfloor x \rfloor + (x - \lfloor x \rfloor)^3. \]

2. Soft Approximation [26]
   \[ \hat{x} = x - \frac{\sin(2\pi x)}{2\pi}, \]
   \[ x := \left( \text{round}(x) - \hat{x} \right)_{\text{detach}} + \hat{x}, \]
   where "detach" indicates that no gradients will be propagated during backpropagation.

3. Sin Approximation [26]
   \[ x := x - \frac{\sin(2\pi x)}{2\pi} \]

   We also compare against the identity operation \( x := x \) as the baseline. The performance comparison for these methods is visualized in Fig. 22. We notice that Sin approximation is better in performance compared to other approximations, therefore we use it for experiments in the main paper.
Figure 21. Results for the self-reconstruction task with white image as manipulation target and for multi-level compression. First Compression denotes the first applied high compression C-30, Second Compression denotes the second compression (C-80) applied to the first compressed image. We apply different compression to evaluate robustness. Compression Difference denotes the difference between first and second compressed images amplified by 20X for visibility. Our method can efficiently handle multiple compression levels of different qualities.

Figure 22. PSNR performance for training our method with different approximations to round operation for JPEG compression for the self-reconstruction task [42] with white image as manipulation target. Sin approximation outperforms other approximations with comparable results for Soft approximation.

Figure 23. Visual results for higher perturbation levels for the self-reconstruction task [42] with white image as manipulation target. Even for a higher perturbation level, our proposed approach outperforms alternate methods.
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