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Abstract

While deep learning (DL) is data-hungry and usually relies on extensive labeled data to deliver good performance, Active Learning (AL) reduces labeling costs by selecting a small proportion of samples from unlabeled data for labeling and training. Therefore, Deep Active Learning (DAL) has risen as a feasible solution for maximizing model performance under a limited labeling cost/budget in recent years. Although abundant methods of DAL have been developed and various literature reviews conducted, the performance evaluation of DAL methods under fair comparison settings is not yet available. Our work intends to fill this gap. In this work, We construct a DAL toolkit, DeepAL+, by re-implementing 19 highly-cited DAL methods. We survey and categorize DAL-related works and construct comparative experiments across frequently used datasets and DAL algorithms. Additionally, we explore some factors (e.g., batch size, number of epochs in the training process) that influence the efficacy of DAL, which provides better references for researchers to design their DAL experiments or carry out DAL-related applications.

1 Introduction

Blessed by the capacity of representation learning in an over-parameterized architecture, Deep Neural Networks (DNNs) have been used as significant workhorses in various machine learning (ML) tasks. While DNNs can work with extensive training datasets and deliver decent performance, collecting and annotating data to feed DNNs training becomes extremely expensive and time-consuming. On the other hand, given a large pool of unlabeled data, AL improves learning efficiency by selecting small subsets of samples for annotating and training [76]. In this way, a sweet spot appears at the intersection of DNNs and AL, where representation learning can be achieved with reduced labeling costs. Deep Active Learning (DAL) has been employed in various tasks, e.g., named entity recognition [9, 62], semantic parsing [16], object detection [23, 53], image segmentation [6, 55], counting [81], etc. Besides these applications, multiple unified DAL frameworks have been designed and perform well on various tasks [2, 50, 57, 63].

DAL originated from AL for classical ML tasks, which has been well studied in past years. The application of AL to classical ML tasks appear in a wealth of literature surveys [1, 17, 19, 39, 59, 71, 74] and comparative studies [7, 36, 44, 49, 51, 56, 60, 65, 68, 80]. Some traditional AL methods for classical ML have been generalized to DL tasks [3, 20, 69]. Adapting AL methods to work well on classical ML tasks has several issues to overcome [52]: 1) different from traditional AL methods that use fixed pre-processed features to calculate uncertainty/representativeness, in DL tasks, feature
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representations are jointly learned with DNNs. Therefore, feature representations are dynamically changing during DAL processes, and thus pairwise distances/similarities used by representativeness-based measures need to be re-computed in every stage, whereas for AL with classical ML tasks, these pairwise terms can be pre-computed. 2) DNNs are typically over-confident with their predictions and thus evaluating the uncertainty of unlabeled data might be unreliable. Ren et al. [52] conducted a comprehensive review of DAL, which systematically summarizes and categorizes 189 existing works. Indeed it is a comprehensive study of DAL and guides new and experienced researchers who want to use it. However, due to the lack of experimental comparisons among various branches of DAL algorithms across different datasets/tasks, it is difficult for researchers to distinguish which DAL algorithms are suitable for which task. Our work aims to fill this gap.

In this work, we construct a DAL toolkit, called DeepAL+, by re-implementing 19 DAL methods surveyed in this paper. DeepAL+ is sequel to our previous work DeepAL [27]. Compared to DeepAL, which includes 11 highly-cited DAL approaches prior to 2018, in DeepAL+, 1) we upgraded and optimized some algorithms that already were implemented in DeepAL; 2) we re-implemented more highly-cited DAL algorithms, most of which are proposed after 2018; 3) besides well-studied datasets adopted in DeepAL like MNIST [14], CIFAR [38] and SVHN [45], we integrated more complicated tasks in DeepAL+ like medical image analysis [31, 65] and object recognition with correlated backgrounds (containing spurious correlations) [54]. We conduct comparative experiments between a variety of DAL approaches based on DeepAL+ on multiple tasks and also explore factors of interest to researchers, such as the influence of batch size and the number of training epochs in each AL iteration, and timing-cost comparison. More descriptions of DeepAL+ are in Section B in Appendix.

We hope that our comparative study/benchmarking test brings authentic comparative evaluation for DAL, provides a quick look at which DAL models are more effective and what are the challenges and possible research directions in DAL, as well as offering guidelines for conducting fair comparative experiments for future DAL methods. More importantly, we expect that our DeepAL+ will contribute to the development of DAL since DeepAL+ is extensible, allowing easy incorporation of new basic tasks/datasets, new DAL algorithms, and new basic learned models. This makes the application of DAL to downstream tasks, and designing new DAL algorithms becomes easier. DeepAL+ is an ongoing process. We will keep expanding it by incorporating more basic tasks, models, and DAL algorithms. Our DeepAL+ is available on [https://github.com/SineZHAN/deepALplus](https://github.com/SineZHAN/deepALplus).

2 DAL Approaches

This section provides an overview of highly-cited DAL methods in recent years, including the perspectives of querying strategies and techniques for enhancing DAL methods.

**Problem Definition.** We only discuss pool-based AL, since most DAL approaches belong to this category. Pool-based AL selects most informative data iteratively from a large pool of unlabeled i.i.d. data samples until either the basic learner(s) reaches a certain level of performance or a fixed budget is exhausted [11]. We consider a general process of DAL, taking classification tasks as example, where other tasks (e.g., image segmentation) follow the common definition of their tasks domain. We have an initial labeled set \( D_l = \{(x_j, y_j)\}_{j=1}^M \) and a large unlabeled data pool \( D_u = \{x_i\}_{i=1}^N \), where \( M \ll N, y_i \in \{0, 1\} \) is the class label of \( x_i \) for binary classification, or \( y_i \in \{1, ..., k\} \) for multi-class classification. In each iteration, we select batch of samples \( D_q \) with batch size \( b \) from \( D_u \) based on basic learned model \( M \) and an acquisition function \( \alpha(x, M) \), and query their labels from the oracle. Data samples are selected by \( D_q^b = \arg \max_{x \in D_u} \alpha(x, M) \), where the superscript \( b \) indicates selection of the top \( b \) points. \( D_l \) and \( D_u \) are then updated, and \( M \) is retrained on \( D_l \). DAL terminates when the budget \( Q \) is exhausted or a desired model performance is reached.

2.1 Querying Strategies

DAL can be categorized into 3 branches from the perspective of querying strategy: uncertainty-based, representativeness/diversity-based and combined strategies, as shown in Figure 1.
Uncertainty-based DAL selects data samples with high aleatoric uncertainty or epistemic uncertainty, where aleatoric uncertainty refers to the natural uncertainty in data due to influences on data generation processes that are inherently random. Epistemic uncertainty comes from the modeling/learning process and is caused by a lack of knowledge \cite{30, 46, 58, 59}. Many uncertainty-based DAL measures are adapted from pool-based AL techniques for classical ML tasks. Typical methods include:

1. **Maximum Entropy (Entropy)** \cite{61} selects data \( x \) that maximize the predictive entropy \( H_M[y|x] = -\sum_k p_M(y=k|x) \log p_M(y=k|x) \), where \( p_M(y|x) \) is the posterior label probability from the classifier \( M \).

2. **Margin** \cite{45} selects data \( x \) whose two most likely labels \( (\hat{y}_1, \hat{y}_2) \) have smallest difference in posterior probabilities: \( \alpha_{\text{margin}}(x, M) = -[p_M(\hat{y}_1|x) - p_M(\hat{y}_2|x)] \).

3. **Least Confidence (LeastConf)** \cite{69} selects data \( x \) whose most likely label \( \hat{y} \) has lowest posterior probability: \( \alpha_{\text{LeastConf}}(x, M) = -p_M(\hat{y}|x) \). A similar method is Variation Ratios (VarRatio) \cite{18}, which measures the lack of confidence like LeastConf: \( \alpha_{\text{VarRatio}}(x, M) = 1 - p_M(\hat{y}|x) \).

4. **Bayesian Active Learning by Disagreements (BALD)** \cite{20, 26} chooses data points that are expected to maximize the information gained from the model parameters \( \omega \), i.e. the mutual information between predictions and model posterior: \( \alpha_{\text{BALD}}(x, M) = H_M[y|x] - \mathbb{E}_p(\omega|D_I)[H_M[y|x, \omega]] \).

5. **Mean Standard Deviation (MeanSTD)** \cite{29} maximizes the mean standard deviation of the predicted probabilities over all \( k \) classes: \( \alpha_{\text{MeanSTD}}(x, M) = \frac{1}{k} \sum_k \sqrt{\text{Var}_{\omega}[p(y=k|x, \omega)]} \).

Inspired by recent advances in generating adversarial examples, some DAL methods utilize adversarial attacks to rank the uncertainty/informativeness of each unlabeled data sample. The DeepFool Active Learning method (AdvDeepFool) \cite{15} queries the unlabeled samples that are closest to their adversarial attacks (DeepFool). Specifically, \( \alpha_{\text{AdvDeepFool}}(x, M) = r_x \), where \( r_x \) is the minimal perturbation that causes the changing of labels, e.g., for binary classification, \( r_x = \arg\min_{r, M(x) \neq M(x+r)} \frac{\lambda_{M(x+r)}}{||r||^2} \nabla M(x+r) \). DeepFool attack can be replaced by other attack methods, e.g., Basic Interactive Method (BIM) \cite{40}, called AdvBIM.

Generative Adversarial Active Learning (GAAL) \cite{83} synthesizes queries via Generative Adversarial Networks (GANs). In contrast to regular AL that selects points from the unlabeled data pool, GAAL generates images from GAN for querying human annotators. However, the generated data very close to the classifier decision boundary may be meaningless, and even human annotators could not distinguish its category. An improved approach called Bayesian Generative Active Deep Learning (BGADL) \cite{67} combines active learning with data augmentation. BGADL utilizes typical Bayesian
DAL approaches for its acquisition function (e.g., $\alpha_{\text{BALD}}$) and then trains a VAE-ACGAN to generate synthetic data samples to enlarge the training set. Other practical uncertainty-based measures include i) utilizing gradient: Wang et al. [72] found that gradient norm can effectively guide unlabeled data selection; that is, selecting unlabeled data of higher gradient norm can reduce the upper bound of the test loss. Another work that utilizes gradient is Batch Active learning by Diverse Gradient Embeddings (BADGE) [2] measures uncertainty as the gradient magnitude with respect to parameters in the output layer since DNNs are optimized using gradient-based methods like SGD. ii) Loss Prediction Loss (LPL) [28] uses a loss prediction strategy by attaching a small parametric module that is trained to predict the loss of unlabeled inputs with respect to the target model, by minimizing the loss prediction loss between predicted loss and target loss. LPL picks the top $b$ data samples with the highest predicted loss.

### 2.1.2 Representative/Diversity-based Querying Strategies

Representative/diversity-based strategies select batches of samples representative of the unlabeled set and are based on the intuition that the selected representative examples, once labeled, can act as a surrogate for the entire dataset [2]. Clustering methods are widely used in representative-based strategies. A typical method is KMeans, which selects centroids by iteratively sampling points in proportion to their squared distances from the nearest previously selected centroid. Another widely adopted approach [21, 57] selects a batch of representative points based on a core set, which is a subsample of a dataset that can be used as a proxy for the full set. CoreSet is measured in the penultimate layer space $h(x)$ of the current model. Firstly, given $\mathcal{D}_l$, an example $x_u$ is selected with the greatest distance to its nearest neighbor in the hidden space $u = \arg \max_x \min_{x_i \in \mathcal{D}_u} \min_{x_j \in \mathcal{D}_l} \Delta(h(x_i, x_j))$. Sampling is then repeated until batch size $b$ is reached. In another method, Cluster-Margin [12] selects a diverse set of examples on which the model is least confident. It first runs hierarchical agglomerate clustering with average-linkage as pre-processing, and then selects an unlabeled subset with lowest margin scores (Margin), which is then filtered down to a diverse set with $b$ samples. In contrast to CoreSet, Cluster-Margin only runs clustering once as pre-processing.

Point Processes are also adopted in representative-based DAL, e.g., Active-DPP [4]. A determinantal point process (DPP) captures diversity by constructing a pair-wise (dis)similarity matrix and calculating its determinant. BADGE also utilizes DPPs as a representative measure. Discriminative AL (DiscAL) [22] is a representative measure that, reminiscent of GANs, attempts to fool a discriminator that tries to distinguish between data coming from two different distributions (unlabeled/labeled). Variational Adversarial AL (VAAL) [64] learns a distribution of labeled data in latent space using a VAE and an adversarial network trained to discriminate between unlabeled and labeled data. The network is optimized using both reconstruction and adversarial losses. $\alpha_{\text{VAAL}}$ is formed with the discriminator that estimates the probability that the data comes from the unlabeled data. Wasserstein Adversarial AL (WAAL) [65] searches the diverse unlabeled batch that also has larger diversity than the labeled samples through adversarial training by $\mathcal{H}$-divergence.

### 2.1.3 Combined Querying Strategies

Due to the demand for larger batch size (representative/diversity) and more precise decision boundaries for higher model performance (uncertainty) in DAL, combined strategies have become the dominant approaches to DAL. It aims to achieve a trade-off between uncertainty and representativeness/diversity in query selection. We mainly discuss the optimization methods with respect to multiple objectives (uncertainty, diversity, etc.) in this paper, including weighted-sum and two-stage optimization.

Weighted-sum optimization is both simple and flexible, where the objective functions are summed up with weight $\beta$: $\alpha_{\text{weighted-sum}} = \alpha_{\text{uncertainty}} + \beta \alpha_{\text{representative}}$. However, two factors limit its usage in Combined DAL: 1) it introduces extra hyper-parameter $\beta$ for tuning; 2) unlike uncertainty-based measure that provide a single score per sample, representativeness is usually expressed in matrix form, which is not straightforward to convert into a single per-sample score. A example of weighted-sum optimization is $\text{Exploitation-Exploration} [77]$ selects samples that are most uncertain and least redundant (exploitation), as well as most diverse (exploration). Specifically, in the exploitation step, $\alpha_{\text{exploitation}} = \alpha_{\text{entropy}}(\mathcal{D}_q, \mathcal{M}) - \frac{1}{|\mathcal{D}_q|} \alpha_{\text{similarity}}(\mathcal{D}_q)$. Using DPPs is a natural way to balance uncertainty score and pairwise diversity well without introducing additional hyper-parameters [2]
However, sampling from DPPs in DAL is not trivial since DPPs have a time complexity of \(O(N^3)\).

Two-stage (multi-stage) optimization is a popular combined strategy. Each stage refines the previous stage's selections using different criteria. E.g., stage 1 selects an informative subset with a size larger than \(b\), and then stage 2 selects \(b\) samples with maximum diversity. WAAL uses two-stage optimization for implementing discriminative learning via training a DNN for discriminative features in stage 1, and making batch selections in stage 2 \[63\]. BADGE computes gradient embeddings for each unlabeled data sample in stage 1, then clusters by KMeans++ in stage 2 \[3\]. Diverse mini-Batch Active Learning (DBAL) \[82\] first pre-filters unlabeled data pool to the top \(\rho b\) most informative/uncertain examples (\(\rho\) is pre-filter factor), then clusters these samples to \(b\) clusters with (weighted) KMeans and selects \(b\) samples closest to the cluster centers.

### 2.2 Enhancing of DAL Methods

In Section 2.1, many highly-cited DAL methods have designed acquisition functions, e.g., Entropy, CoreSet and BADGE. These methods are easily adapted to various tasks since they only involve the data selection process, not the training process of the backbone. However, how well these DAL methods can perform is limited, e.g., one might not exceed the performance of training on full data. Some DAL models are proposed for enhancing DAL methods that can break the limitation, which can be categorized into two branches: data and model aspect. The data aspect includes data augmentation and pseudo labeling, while the model aspect includes attaching extra networks, modifying loss functions, and ensemble. Due to limited space, we exclude related joint tasks that modify DAL methods like semi-/ self-/un-/supervised, transfer, or reinforcement learning.

**Data aspect.** Pseudo-labeling utilizes large-scale unlabeled data for training. Cost-Effective AL (CEAL) \[70\] assigns high-confident (low entropy \(H_M[y|x]\)) pseudo labels predicted by \(M\) for training in the next iteration. However, this introduces new hyperparameters to threshold the prediction confidence, which, if badly tuned, can corrupt the training set with wrong labels \[15\]. Data augmentation uses labeled samples for enlarging the training set. However, data augmentation might waste computational resources because it indiscriminately generates samples that are not guaranteed to be informative. AdvDeepFool adds adversarial samples to the training set \[15\], while BGADL employs ACGAN and Bayesian Data Augmentation for producing new artificial samples that are as informative as the selected samples \[67\].

**Model aspect.** Some researchers utilize extra modules to improve target model performance and make selections in DAL. For instance, LPL jointly learns the target backbone model and loss prediction model, which can predict when the target model is likely to produce a wrong prediction. Choi et al. \[10\] constructs mixture density networks to estimate a probability distribution for each localization and classification head’s output for the object detection task. Revising the loss function of the target model is also promising. WAAL adopts min-max loss by leveraging the unlabeled data for better distinguishing labeled and unlabeled samples \[63\]. Another approach is ensemble learning. DNNs use a softmax layer to obtain the label’s posterior probability and tend to be overconfident when calculating the uncertainty. To increase uncertainty, Gal et al. \[20\] leverages Monte-Carlo (MC) Dropout, where uncertainty in the weights \(\omega\) induces prediction uncertainty by marginalizing over the approximate posterior using MC integration. It can be viewed as an ensemble of models sampled with dropouts. Beluch et al. \[3\] found that ensembles of multiple classifiers perform better than MC Dropout for calculating uncertainty scores.

### 3 Comparative Experiments of DAL

We conduct comparisons on 19 methods across 10 public available datasets, in which these datasets are selected with reference of \[52\] (see Table 2 in \[52\]) and highly-cited DAL papers.

#### 3.1 Experimental Settings

**Datasets.** Considering some DAL approaches currently only support computer vision tasks like VAAL, for consistency and fairness of our experiments, we adopt the image classification tasks, similar to most DAL papers. We use: MNIST \[14\], FashionMNIST \[75\], EMNIST \[13\], SVHN \[45\],
CIFAR10, CIFAR100 [38] and TinyImageNet [41]. We construct an imbalanced dataset based on CIFAR10, called CIFAR10-imb, which sub-samples the training set with ratios of 1:2:···:10 for classes 0 through 9. We also consider medical imaging analysis tasks, including Breast Cancer Histopathological Image Classification (BreakHis) [66] and Chest X-Ray Pneumonia classification (Pneumonia-MNIST) [31]. Additionally, we adopted an object recognition dataset with correlated backgrounds (Waterbird) [45, 54]. This dataset contains waterbird and landbird classes, which are manually mixed to water and land backgrounds. It is challenging since DNNs might spuriously rely on the background instead of learning to recognize the object semantics.

DAL methods. We test Random Sampling (Random), Entropy, Margin, LeastConf and their MC Dropout versions [3] (denoted as EntropyD, MarginD, LeastConfD, respectively), BALD, MeanSTD, VarRatio, CEAL(Entropy), KMeans, the greedy version of CoreSet (denoted as KCenter), BADGE, AdversarialBIM, WAAL, VAAL, and LPL. For KMeans, considering that we need to cluster large amounts of data, the original KMeans implementation based on the scikit-learn library [48] will be too time-consuming on large-scale unlabeled data pools. Thus, to save the time cost and let our DeepAL + be more adaptable to DL tasks, we implemented KMeans with GPU (KMeans (GPU)) based on the faiss library [28]. For all AL methods, we employed ResNet18 (w/o pre-training) [24] as the basic learner. For a fair comparison, consistent experimental settings of the basic classifier are used across all DAL methods. We run these experiments using DeepAL + toolkit.

Experimental protocol. We repeat each experiment for 3 trials with random splits of the initial labeled and unlabeled pool (using the same random seed) and report average testing performance. For evaluation metrics, for brevity, we report overall performance using area under the budget curve (AUBC) [79, 80], where the performance-budget curve is generated by evaluating the DAL method for varying budgets (e.g., accuracy vs. budget). Higher AUBC values indicate better overall performance. We also report the final accuracy (F-acc), which is the accuracy after the budget is exhausted. More details of experimental settings (i.e., datasets, implementations) are in Section D in Appendix.

3.2 Analysis of Comparative Experiments

For analyzing the experiment results, we roughly divided our tasks into three groups: 1) standard image classification, including MNIST, FashionMNIST, EMNIST, SVHN, CIFAR10, CIFAR10-imb, CIFAR100 and TinyImageNet; 2) medical image analysis, including BreakHis and PneumoniaMNIST; 3) comparative studies, including MNIST and Waterbird, which would be introduced in Section 3.4. We report AUBC (acc) and F-acc performance in Table 1. We provided overall accuracy-budget curves and summarizing tables, as shown in Figure 5 and Tables 4 to 9 in Appendix.

The typical uncertainty-based strategies on group 1, standard image classification tasks (in Table 1 from LeastConf to CEAL) are generally 1% ~ 3% higher than Random on average performance across the whole AL process (AUBC). Among these uncertainty-based methods, we have conducted paired t-tests of each method with the other methods comparing AUBCs across group 1, standard image classification tasks, and no method performs significantly better than the others (all p-value are larger than 0.05). Considering dropout, there are only negligible effects (or even counter-intuitive) compared with the original versions (e.g., EntropyD vs. Entropy) on the normal image classification task, which is consistent with the observations in [3], except for TinyImageNet. On TinyImageNet, dropout versions are generally 1% ~ 3% higher than the original versions. One possible explanation is that it is not accurate to use the feature representations provided by a single backbone model for calculating uncertainty score, while the dropout technique could help increase the uncertainty, and the differences among the uncertainty scores of unlabeled data samples will be increased. Therefore, dropout versions provide better acquisition functions on TinyImageNet. Another comparison group is CEAL(Entropy) and Entropy. CEAL improved Entropy by an average of 0.5% on 8 datasets with threshold of confidence/entropy 1e-5. This idea seems effective, but the threshold must be carefully tuned to get better performance. On medical image analysis tasks (e.g., PneumoniaMNIST), performances are slightly different; VarRatio is even 4.5% lower than Random. Additionally, we observed the F-acc of many DAL algorithms are higher than full performance (e.g., F-acc is 0.9189 on KCenter and 0.9039 on full data), and the performances of dropout versions are worse than normal methods, e.g., 0.857 on Entropy and 0.8177 on EntropyD. These abnormal phenomena could be
caused by the distribution shift between training/test sets and data redundancy in AL processes. The detailed explanations are in Section E.1 in Appendix.

Compared with uncertainty-based measures, the performances of representativeness/diversity-based methods (KMeans, KCenter and VAAL) do not show much advantage. Furthermore, they have relatively high time and memory costs since the pairwise distance matrix used by KMeans and KCenter need to be re-computed in each iteration with current feature representations, while VAAL requires re-training a VAE. Also, a high memory load is needed for storing the pairwise distance matrix for large unlabeled data pools like EMNIST.

Compared with the performance of representativeness-based AL strategies on classical ML tasks [80], we believe that good representativeness-based DAL performance is based on good feature representations. Our analysis is consistent with the implicit analyses in [43]. Compared with the CPU-version KMeans, KMeans (GPU) is more time-efficient (see Section E.1 in Appendix) and performs better (see Table 1).

Combined strategy BADGE shows its advantage on multiple datasets, where it consistently has relatively better performance. BADGE has 1% ~ 3% higher AUBC performance compared with single KMeans and achieves comparable performance with uncertainty-based strategies and higher AUBC on CIFAR100 dataset.

Table 1: Overall results of DAL comparative experiments. We bold F-acc values that are higher than full performance. We rank F-acc and AUBC of each task with top 1st, 2nd and 3rd with red, teal and blue respectively. "−" refers to the experiment needed too much memory, e.g., KCenter on EMNIST. "#" refers to the experiment that has not been completed yet. Completed tables of all tasks are shown in Tables 4, 5, 6, 7, and 8 in Appendix.
For enhanced DAL methods like LPL, WAAL, AdvBIM and CEAL, we are delighted to see their potential over typical DAL methods. For instance, LPL improves F-acc over full training on SVHN (0.9452 vs. 0.8793), CIFAR10 (0.9028 vs. 0.8793), CIFAR100 (0.6369 vs. 0.6062), and CIFAR10-imb (0.8478 vs. 0.8036). However, LPL is sensitive to hyper-parameters in the LossNet used to predict the target loss, e.g., the feature size determined by FC layer in LossNet. The LPL results on EMNIST and TinyImageNet indicate that it does not work on all datasets (we have tried many hyper-parameter settings on LossNet but did not work). A similar phenomenon occurs with WAAL. A potential explanation is that both EMNIST and TinyImageNet contain too many categories, which brings difficulty to the loss prediction in LPL and extracting diversified features in WAAL. This explanation is further verified in Section 3.2 – we adopt a pre-trained ResNet18 as the basic classifier, which obtains better feature representations for loss prediction, yielding better performance of LPL compared to the non-pre-trained version (0.9923 vs. 0.8913). The performance comparison on CIFAR100 also supported this explanation. AdvBIM, which adds adversarial samples for training, does not achieve ground-breaking performances like LPL. These adversarial samples are learned by the current backbone model, thus the improvement provided by AdvBIM is marginal. Moreover, AdvBIM is extremely time-consuming since it requires calculating adversarial distance r for every unlabeled data sample in every iteration. AdvBIM on EMNIST and TinyImageNet could not be completed due to the prohibitive computing requirements.

3.3 Ablation Study – numbers of training epochs and batch size

Compared to classical ML tasks [50] that are typically convex optimization problems and have globally optimal solutions, DL typically involves non-convex optimization problems with local minima. Different hyper-parameters like learning rate, optimizer, number of training epochs, and AL batch size lead to other solutions with various performances. Here we conduct ablation studies on the effect of the number of training epochs in each AL iteration and batch size b. Figure 2 presents the results (see Figure 6 in the Appendix for more figures). Compared with Random, Entropy achieves better performance when the model is trained using more epochs, e.g., Entropy boosts AUBC by around 1.5 when the model is trained 30 epochs. We also see that using more training epochs results in better performance, e.g., AUBC gradually increases from around 0.66 to 0.80 for Random. It is worth noting that the improvement of AUBC brought by increasing the number of epochs has diminishing returns. Some researchers prefer to use a vast number of epochs during DAL training processes, e.g., Yoo and Kweon [78] used 200 epochs. However, others like [32] suggest that increasing the number of training epochs will not effectively improve testing performance due to generalization problems. Therefore, selecting an optimal number of training epochs is vital for reducing computation costs while maintaining good model performance. Interestingly, AL batch size has less impact on the performance, e.g., Entropy achieves similar performance using different AL batch sizes of 500, 1000, and 2000, which is important for DAL since we can use a relatively large batch size to reduce the number of training cycles.

WAAL performs consistently better than Entropy and BADGE and the number of training epochs has less impact on its performance, e.g., training with 5 epochs, WAAL achieves AUBC 0.825 when training with 5 epochs and the AUBC remains consistent when increasing to 30 epochs. The possible reason is that WAAL considers diversity among samples and constructs a good representation through leveraging the unlabeled data information, thus reducing data bias. Moreover, we present the accuracy-budget curves using different batch sizes and training epochs in Figure A3. We also conclude that training epochs have less impact on WAAL, which is important for active learning approaches since fewer training epochs will save training time. In addition, WAAL outperforms its counterparts (i.e., Badge and Entropy).

3.4 How pre-training influence DAL performance?

Pre-training has become a central technique in research and applications of DNNs in recent years [25]. In our work, we selected Waterbird and MNIST datasets to conduct comparative experiments, with non pre-trained ResNet18 and pre-trained ResNet18 (pre-trained on ImageNet-1K data, ResNet18P for short). Waterbird and MNIST have completely different natures. Waterbird dataset contains spurious correlations, and non pre-trained model will focus more on backgrounds, e.g., the classifier will wrongly classify a landbird as a waterbird when the background is water. Pre-trained models provide better feature representations and allow better object semantics (see Figure 5). Waterbird is separated to four groups based on object and background:
we also report mismatch and worst group accuracy \cite{42, 54}, which refers to the accuracy of groups \{(\text{waterbird}, \text{water}), (\text{waterbird}, \text{land}), (\text{landbird}, \text{land}), (\text{landbird}, \text{land})\}. Besides overall accuracy, we also report mismatch and worst group accuracy \cite{42, 54}, which refers to the accuracy of groups \{(\text{waterbird}, \text{land}), (\text{landbird}, \text{water})\} and the lowest accuracy among four groups respectively. On \textit{MNIST}, there is no valid background information. Therefore both models w/ and w/o pre-training would focus on semantic itself. The goal of this experiment is to observe how the pre-training technique influences DAL on hard tasks (i.e., \textit{Waterbird}) and easy/well-studied tasks (i.e., \textit{MNIST}) and how feature representations generated by basic learners influence DAL methods.

Figure 4 presents overall (mismatch and worst group) accuracy vs. budget curves on \textit{MNIST} and \textit{Waterbird} datasets. On \textit{MNIST}, pre-training does enhance overall DAL performance, but the ranking across these methods is not change (except for LPL), e.g., \textbf{Entropy} > \textbf{EntropyD} > \textbf{KMeans} in both \textit{MNIST} with ResNet18 and ResNet18P. LPL performs far better based on ResNet18P, since loss prediction is more accurate with better feature representations. In \textit{Waterbird}, considering ResNet18 w/o pre-training, normal DAL methods like \textbf{Entropy}, \textbf{EntropyD}, \textbf{CEAL} and \textbf{KMeans} are affected by the quality of backbone, which influences the DAL selections. Moreover, selecting more data even induces more biases (\textit{Waterbird} is imbalanced among four groups) and cause performance reduction. These DAL methods return to normal when using the pre-trained ResNet18P, since it helps generate predictions with accurate directions (i.e., focus on the object itself, as shown in Figure 3). On \textit{Waterbird}, LPL and WAAL w/o pre-training has better performance, possibly because they acquire more information with help of enhancing techniques (i.e., loss prediction and collecting unlabeled data information). However, LPL and WAAL could not well learn worst group under both w/ and w/o pre-training situations. A possible explanation is that they are affected by the imbalance problems of these groups, which induces bias problems in loss prediction and collecting unlabeled data information, and results in poor performance of the worst group.
4 Challenges and Future Directions of DAL

Since there is little room for improving DAL by only designing acquisition functions as shown in Sections 2.2 and 3.2, researchers focus on proposing effective ways to enhance DAL methods like LPL and enlarging batch size in each round to reduce the time and computation cost. However, enhancing methods might not work well on all tasks (as shown in Table 1). Better and more universal enhancement methods are needed in DAL. Cluster-Margin have scaled to batch sizes (100K-1M) several orders of magnitude larger than previous studies [12], it is hard to be transcended.

Another notable situation is the research trend shifting towards developing new methodologies to utilize better unlabeled data like semi- and self-supervised learning (S4L). Chan et al. [8] integrated S4L and DAL and conducted extensive experiments with contemporary methods, demonstrating that much of the benefit of DAL is subsumed by S4L techniques. A clear direction is to better leverage the unlabeled data during training in the DAL process under the very few label regimes.

Recently, some researchers employed DAL on more complex tasks like Visual Question Answering (VQA) [30] and observed that DAL methods might not perform well.

Many potential reasons limit DAL performance: i) task-specific DAL may be needed for those specific tasks; ii) better feature representations are needed; and iii) various dataset properties need to be considered, like collective outliers in VQA tasks [30]. These are possible research directions that demand prompt solutions. Therefore, with the increasing demand for dealing with larger and more complex data in realistic scenarios, e.g., out-of-distribution (OOD), rare classes, imbalanced data, and larger unlabeled data pool [12][37], DAL under different data types are becoming more popular. E.g., Kothawade et al. [37] let DAL work on rare classes, redundancy, imbalanced, and OOD data scenarios.

Another possible research direction is to apply DAL techniques with new data-insufficient tasks like automatic driving, medical image analysis, etc. Haussmann et al. [23] have applied AL in an autonomous driving setting of nighttime detection of pedestrians and bicycles to improve nighttime detection of pedestrians and bicycles. It has shown improved detection accuracy of self-driving DNNs over manual curation – data selected with AL yields relative improvements in mean average precision of $3 \times$ on pedestrian detection and $4.4 \times$ on detection of bicycles over manually-selected data. Budd et al. [5] presents a survey on AL adoption in the medical domain. Different tasks have different concerns when integrating DAL techniques. For instance, In medical imaging, there are many rare yet important diseases (e.g., various forms of cancers), while non-cancerous images are much more than compared to the cancerous ones [37]. Therefore, rare classes must be considered when designing AL strategies in medical image analysis. More importantly, labeling medical images require expertise, and annotation costs and effort remain significant. Task-specific DAL is also worthy of research in recent years.
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A Related Work: comparison with other existing DAL toolkits

The existing major DAL toolkits/libraries include:

- Our previous work DeepAL[27].
- Pytorch Active Learning (PAL) Library[3] Accompanied with the book Human-in-the-Loop Machine Learning.
- DISTIL library[4]

Compared with our previous work DeepAL, we 1) add more built-in support datasets/tasks, where DeepAL only support CIFAR10, MNIST, FashionMNIST and SVHN, while in DeepAL+, we add EMNIST, TinyImageNet, PneumoniaMNIST, BreakHis and wilds-series tasks [35] like waterbirds. 2) We then optimize part of existing algorithms to make it better to be adopted on Deep Active Learning tasks like KMeans, we re-implemented it by using faiss-gpu library [4], it is much faster and perform better than scikit-learn library [48] based KMeans implementation. We conduct Principal Component Analysis (PCA) to reduce dimension on representativeness-based approach, i.e., KCenter since it costs too much memory for storing pair-wise similarity matrix on DAL tasks. Note that both DeepAL and DeepAL+ remove CoreSet approach [57] since Coreset uses the greedy 2-OPT solution for the k-Center problem as an initialization and checks the feasibility of a mixed integer program (MIP). They adopted Gourbi optimizer[5] to solve MIP and it is not a free optimizer. The users can use KCenter, a greedy optimization of CoreSet. 3) We Add more independent DAL methods implementations like MeanSTD, VarRatio, BADGE, LPL, VAA, WAAL and CEAL.

PAL library is a fundamental human-in-loop framework. Users need to interact with computers by inputting the ground truth labels of the instance asked by the computer. Besides typical uncertainty-/representativeness-/diversity-/adaptive-based AL approaches like Least Confidence, PAL also includes AL with transfer learning (ALTL). PAL is more likely to provide a template and tell people how to apply AL to different human-in-loop tasks. If someone is new to the AL research field and he could try to use this library to understand how AL works.

DISTIL library majorly serves for the submodular functions proposed by the authors group [37], besides the implementations that are already implemented in DeepAL and DeepAL+, they have own implementations like FASS [73], BatchBALD [34] (we have also implemented this method, it is based on BALD, but it is really memory consuming so we finally deleted it.), Glister [33] (fro robust learning) and Submodular (Conditional) Mutual Information (S(C)MI) [37] for AL. It is a easy-to-use library especially if someone want to use their submodular functions. They have no implementations of AL with enhanced techniques like LPL and WAAL.

We made a brief comparison between our DeepAL+ and existing DAL libraries, see Table 2.

| Toolkit   | # of implementations | Comparison with DeepAL+ |
|-----------|----------------------|-------------------------|
| DeepAL    | 19                   | —                       |
| PAL       | 11                   | Our previous work, we updated it. |
| DISTIL    | 20                   | Mostly for submodular related functions implementations, no AL with enhanced techniques implementa-
|           |                      | tions. |
| Table 2: Comparison between our DeepAL+ and existing DAL libraries. We excluded Random since strictly speaking, it does not belong to AL approaches. |

---

https://github.com/ej0cl6/deep-active-learning
https://github.com/rmunro/pytorch_active_learning
https://github.com/decile-team/distil
https://www.gurobi.com
B  More introduction of DeepAL+ toolkit

We listed some introductions of our DeepAL+ in previous Section A. DeepAL+ is user-friendly, using a single command can run experiments, we construct the framework/benchmark by easy-to-separate mode, we split the basic networks, querying strategies, dataset/task design, and parameters add-in (e.g., set numbers of training epochs, optimizer parameters). It is simple to add new AL sampling strategies, new basic backbones, and new datasets/tasks in these benchmarks. It makes the users propose new AL sampling strategies easier, test new methods on multiple basic tasks, and compare them with most SOTA DAL methods. We sincerely hope our DeepAL+ would help researchers in the DAL research field reduce unnecessary workload and focus on designing new DAL approaches more. This work is ongoing; we would continually add the latest and well-perform DAL approaches and incorporate more datasets/tasks. Moreover, if newly proposed DAL methods are designed based on DeepAL or DeepAL+, it would be easier to be further incorporated into our toolkit like BADGE and WAAL.

C Licences

Datasets. We listed the licence of datasets we used in our experiments, all datasets employed in our comparative experiments are public datasets:

- CIFAR10 and CIFAR100 [38]: MIT Licence.
- MNIST [14], EMNIST [13]: Creative Commons Attribution-Share Alike 3.0 license.
- FashionMNIST [75]: MIT Licence.
- PneumoniaMNIST [31]: CC BY 4.0 License.
- BreakHis [66]: Creative Commons Attribution 4.0 International License.
- Waterbird [35, 54]: MIT License.

Methods. We listed all related license of the original implementations of DAL methods that we re-implemented and basic backbone models in our DeepAL+ toolkit:

- PyTorch [47]: Modified BSD.
- Scikit-Learn [48]: BSD License.
- BADGE [2]: Not listed.
- LPL [78]: Not listed.
- VAAL [64]: BSD 2-Clause “Simplified” License.
- WAAL [63]: Not listed.
- CEAL [70]: Not listed.
- Methods originated from DeepAL [27] library implementation: MIT Licence.
- KMeans (faiss library [28] implementation): MIT Licence.
- ResNet18 [24]: MIT License.

D Experimental Settings

D.1 Datasets

Considering some DAL approaches currently only support computer vision tasks like VAAL, for consistency and fairness of our experiments, we adopt 1) the image classification tasks, similar to most DAL papers. We use the following datasets (details in Table 3): MNIST [14], FashionMNIST [75], EMNIST [13], SVHN [45], CIFAR10 and CIFAR100 [38] and Tiny ImageNet [41]. Additionally, to explore DAL performance on imbalanced data, we construct an imbalanced dataset based on CIFAR10, called CIFAR10-imb, which sub-samples the training set with ratios of 1:2:⋯:10 for classes 0 through 9. 2) The medical image analysis tasks, including Breast Cancer Histopathological Image Classification (BreakHis) [66] and Pneumonia-MNIST (pediatric chest X-ray) (PneumoniaMNIST)
We employed ResNet18 as the basic learner. On MNIST, EMNIST, FashionMNIST, TinyImageNet, CIFAR10 and CIFAR100, we adopted Adam optimizer (learning rate: $1e^{-3}$). On PneumoniaMNIST, BreakHis and Waterbird, since Adam would cause overfitting, we use SGD optimizer with learning rate: 1e-2 on BreakHis and PneumoniaMNIST, learning rate: 0.0005, weight decay: 1e-5, momentum: 0.9 on Waterbird.

For a fair comparison, consistent experimental settings of the basic classifier are used across all DAL methods. The dataset-specific implementation details are discussed as follows.

- **MNIST, FashionMNIST and EMNIST**: number of training epochs is 20, the kernel size of the first convolutional layer in ResNet18 is $7 \times 7$ (consistent with the original PyTorch implementation), input pre-processing step include normalization.

- **CIFAR10, CIFAR100**: number of training epochs is 30, the kernel size of the first convolutional layer in ResNet18 is $3 \times 3$ (consistent with PyTorch-CIFAR implementation), input pre-processing steps include random crop (pad=4), random horizontal flip ($p = 0.5$) and normalization.

- **TinyImageNet**: number of training epochs is 40, the same implementation of ResNet18 as CIFAR, input pre-processing steps include random rotation (degree=20), random horizontal flip ($p = 0.5$) and normalization.

- **SVHN**: number of training epochs is 20, the same implementation of ResNet18 as MNIST, input pre-processing steps include normalization.

- **BreakHis**: number of training epochs is 10, the same implementation of ResNet10 as CIFAR, input pre-processing steps include random rotation (degree=90), random horizontal flip ($p = 0.8$), random resize crop (scale=224), randomly change the brightness, contrast, saturation and hue of image – ColorJitter (brightness=0.4, contrast=0.4, saturation=0.4, hue=0.1) and normalization.

- **PneumoniaMNIST**: number of training epochs is 10, the same implementation of ResNet18 as CIFAR, input pre-processing steps include resize (shape=255), center crop (shape = 224), random horizontal flip ($p = 0.5$), random rotation (degree=10), random gray scale, random affine (translate=(0.05, 0.05), degree=0).

![https://pytorch.org/vision/stable/models.html#id10](https://pytorch.org/vision/stable/models.html#id10)

![https://github.com/kuangliu/pytorch-cifar/blob/master/models/resnet.py](https://github.com/kuangliu/pytorch-cifar/blob/master/models/resnet.py)

Additionally, we adopted an object recognition with correlated backgrounds dataset (Waterbird) [54], it considers two classes: waterbird and landbird. These objected were manually mixed to water and land background, and waterbirds (landbirds) more frequently appearing against a water (land) background. It is a challenging task since DNNs might spuriously rely on background instead of learning to recognize semantic/object.

### D.2 Implementation details

| Dataset          | #i  | #u  | #t  | b   | Q   | #k  | #e  |
|------------------|-----|-----|-----|-----|-----|-----|-----|
| MNIST            | 500 | 59,500 | 10,000 | 250 | 10,000 | 10 | 20 |
| FashionMNIST     | 500 | 59,500 | 10,000 | 250 | 10,000 | 10 | 20 |
| EMNIST           | 1,000 | 696,932 | 116,323 | 500 | 50,000 | 62 | 20 |
| SVHN             | 500 | 72,757 | 26,032 | 250 | 20,000 | 10 | 20 |
| CIFAR10          | 1,000 | 49,000 | 10,000 | 500 | 40,000 | 10 | 30 |
| CIFAR100         | 1,000 | 49,000 | 10,000 | 500 | 40,000 | 100 | 40 |
| Tiny ImageNet    | 1,000 | 99,000 | 10,000 | 500 | 40,000 | 200 | 40 |
| CIFAR10-imb      | 1,000 | 26,499 | 10,000 | 500 | 20,000 | 10 | 30 |
| BreakHis         | 100 | 5,436 | 2,373 | 100 | 5,000 | 2 | 10 |
| PneumoniaMNIST   | 100 | 5,132 | 5,232 | 100 | 5,000 | 2 | 10 |
| Waterbird        | 100 | 4,695 | 5,794 | 100 | 4,000 | 2 | 10 |

Table 3: Datasets used in comparative experiments. #i is the size of initial labeled pool, #u is the size of unlabeled data pool, #t is the size of testing set, #k is number of categories and #e is number of epochs used to train the basic classifier in each AL round.
• Waterbirds: number of training epochs is 30, the same implementation of ResNet18 as MNIST, input pre-processing steps include random horizontal flip ($p = 0.5$).

The model-specific implementation details are discussed as follows. For MC Dropout implementation, we employed 10 forward passes. For CEAL(Entropy), we set threshold of confidence/entropy score for assigning pseudo labels as $1e - 5$. For KCenter, since using the full feature vector would take too much memory in pair-wise distance calculation, we employ Principal components analysis (PCA) to reduce feature dimension to 32 according to [30]. For VAE in VAAL, we followed the same architecture in [64] and train VAE with 30 epochs with Adam optimizer (learning rate: $1e - 3$). For LPL, we train LossNet with Adam optimizer (learning rate: $1e - 2$); since LossNet is co-trained with basic classifier, we firstly co-trained LossNet and basic classifier followed by normal training processes, then we detached feature updating (the same as stop training basic classifier) and assign 20 extra epochs for training LossNet.

D.3 Experimental environments in our comparative experiments

We conduct experiments on a single Tesla V100-SXM2 GPU with 16GB memory except for running experiments on PneumoniaMNIST and BreakHis, since running them need $> 16GB$ and $< 32GB$ memories. We run experiments of PneumoniaMNIST and BreakHis on another single Tesla V100-SXM2 GPU with 32GB memory. We only use a single GPU for each experiment.

E Completed Experimental Results

E.1 Overall experiments

E.1.1 Performance of Standard Image Classification tasks.

Tables 4, 5, 6 record the overall performances of standard image classification tasks group, including MNIST, FashionMNIST, EMNIST, SVHN, CIFAR10, CIFAR10-imb, CIFAR100 and TinyImageNet datasets. Including AUBC (acc) performance with mean and standard deviation over 3 trials, the average running time that takes the running time of Random as unit and the F-acc score. Note that KMeans(GPU) performs better than KMeans on major tasks, i.e., Table 5. However, from the average running time, KMeans(GPU) seems to have more time than KMeans, it does not mean KMeans(GPU) run slower than KMeans, since the running time calculation does not count the waiting time, e.g., wait for memory allocation, the time for data load from GPU to CPU or from CPU to GPU. In KMeans, in every AL iteration, we need to load data (feature embedding) from GPU to CPU and use scikit-learn library to calculate. At this step, the program must waste time waiting for the operating system to allocate memory for calculation. Nevertheless, these waiting times could be saved in KMeans(GPU). So actually KMeans(GPU) run faster than KMeans on DAL tasks that use GPU for calculation.

E.1.2 Performance of Medical Image Analysis tasks.

Table 7 records the overall performances of medical image analysis group, including PneumoniaMNIST and BreakHis datasets. Both LPL, WAAL and BADGE perform well on these medical image analysis tasks. Another thing that worth to pay attention is: all MC dropout based versions (i.e., LeastConfD, MarginD, EntropyD, as well as BALD), perform worse than original versions (i.e., LeastConf, Margin and Entropy), especially on PneumoniaMNIST. For example, on PneumoniaMNIST, the AUBC value of LeastConf is 0.852, while LeastConfD only have 0.8243 AUBC value. A potential reason is in PneumoniaMNIST, to justify whether an image – a chest X-ray report pneumonia, one needs to check the local lesions and observe the lung’s overall condition. The basic learner needs both local and global features to make an accurate prediction. While MC dropout reduces the model capacity and might ignore some feature information, making less convincing predictions [3] and hurt DAL performance. Another phenomenon is, considering F-acc, we noticed that many DAL approaches’ F-acc are higher than the accuracy trained on full dataset (0.9039), e.g., 0.9149 on MarginD, 0.9204 on BALD, 0.9179 on CEAL, 0.9197 on AdvBIM. These results can be summarized as one phenomenon: the subset selected from the full subset would contribute to better performance. This is because PneumoniaMNIST contains distribution/dataset shift between training and testing set. Also, this dataset might contain redundant data samples and confusing
information. That is, these medical images are not one-to-one. They are many-to-one. One patient would correspond to several chest X-ray images, which causes redundancy. Additionally, some patients may have more than one disease e.g., we can see on some X-ray images that there is a posterior spinal fixator that the patient used to fix his spine. These features also might influence the predictions.

Compared with standard tasks (i.e., standard image classification tasks in our comparative survey), real-life applications would encounter more unexpected problems like we discussed aforementioned PneumoniaMNIST dataset. That is why we are working on adding more different kinds of tasks for testing DAL approaches. We also encourage DAL researchers to try DAL approaches on various data scenarios and tasks.

Table 5: Results of DAL comparative experiments, including MNIST w/ and w/o pre-train and Waterbird w/ and w/o pre-train. We report the AUBC for overall accuracy, final accuracy (F-acc) after quota Q is exhausted, and the average running time of the whole AL processes (including training and querying processes) relative to Random. We rank F-acc and AUBC of each task with top 1st, 2nd, and 3rd with red, teal and blue respectively. "#" indicates that the experiment has not been completed yet.

E.2 DAL method ranking and summarizing

We next consider the overall performance of DAL methods on the eight standard image classification datasets and two medical image analysis datasets using win-tie-loss counts, respectively, as shown in Table 9. We use a margin of 0.5%, e.g., a “win” is counted for method A if it outperforms method B by 0.5% in pairwise comparison. Table 9 shows the advantage of uncertainty-based DAL methods like LeastConfD (3rd), and pseudo labeling for enhancing uncertainty-based DAL methods, i.e., CEAL (2nd). WAAL performs the best. Additionally, Dropout method also can improve DAL methods, e.g., LeastConfD ranks 3rd while LeastConf only ranks 9th. LPL only 13th. Although
they achieve the best performances on some datasets (e.g., SVHN, CIFAR10) and have high win counts, they also perform extremely poorly on other datasets (e.g., Tiny ImageNet), which contributes to their low ranking. **VAAL** and **KMeans** perform even worse than **Random.** **AdvBIM** ranks far behind due to many incomplete tasks. This is a drawback of **AdvBIM** (also of **AdvDeepFool**), that is, these methods spend too much for re-calculating adversarial distance \( r \) for each unlabeled data sample per AL round.
To observe the performance differences on various DAL methods in varying AL stages, we provide overall accuracy-budget curves on multiple datasets, as shown in Figure 5. From this figure, it could be observed that LPL is weak in the early stage of AL processes due to the inaccurate loss prediction trained on insufficient labeled data. In later stages, by co-training LossNet and the basic classifier on more labeled data, LossNet has demonstrated its ability to enhance the basic classifier. In contrast, WAAL performs better in the early stage of AL processes due to the design of the loss function that is more suitable for AL. It helps distinguish labeled and unlabeled samples and select more representative data samples in the early stage. Therefore, WAAL brings more benefits when limiting the budget for labeling costs.
Figure 5: Overall accuracy-budget curve of MNIST, FashionMNIST, CIFAR10, CIFAR10 (imb) and CIFAR100 datasets. The mean and standard deviation of the AUBC (acc) performance over 3 trials is shown in parentheses in the legend.

E.3 Ablation study: numbers of training epochs and batch size

We present the accuracy-budget curves using different batch sizes and training epochs, as shown in Figure 6. A detailed analysis of this ablation study is in the main paper.

E.4 Ablation study: w/ and w/o pre-training techniques

The detailed results of MNIST, Waterbird w/ and w/o pre-training techniques are shown in Tables 4 and 8, including the overall accuracy, mismatch group accuracy and worst group accuracy. We report AUBC (acc) with mean and standard deviation over 3 trials, F-acc and average running time. We have detailed analysed this experiment in main paper. From Tables 4 and 8, we could observe that on Waterbird w/o pre-train, most typical DAL sampling methods like LeastConf, Margin, Entropy, KCenter, etc., perform even worse than Random.
Figure 6: The accuracy-budget curve of different DAL methods on CIFAR10 dataset with different batch sizes and numbers of training epochs in each active learning round. From left to right, the value of $b$ equals to 1,000, 2,000, 4,000 and 10,000. From top to bottom, the value of training epoch equals to 5, 10, 15, 20, 25 and 30.