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Abstract

Particle detectors are an ubiquitous tool for probing quantum fields in the context of relativistic quantum information (RQI). We formulate the Unruh-DeWitt (UDW) particle detector model in terms of the path integral formalism. The formulation is able to recover the results of the model in general globally hyperbolic spacetimes and for arbitrary detector trajectories. Integrating out the detector’s degrees of freedom yields a line defect that allows one to express the transition probability in terms of Feynman diagrams. Inspired by the light-matter interaction, we propose a gauge invariant detector model whose associated line defect is related to the derivative of a Wilson line. This is another instance where nonlocal operators in gauge theories can be interpreted as physical probes for quantum fields.
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I. INTRODUCTION

One of the most basic questions that can be posed about the formulation of a physical theory is how it allows one to obtain information about a given physical system—in other words, roughly speaking, how one extracts measurable quantities from the mathematical objects employed in the description of the theory. In classical mechanics, this discussion is often overlooked due to the natural association between two perspectives of position and momentum: as abstract coordinates on phase space or as physical quantities intrinsically associated with the mechanical system. While the former are mathematical tools used in the description of the system, the latter are in principle accessible through measurements with arbitrarily high precision. In quantum theory, however, the situation is much more subtle: states are no longer associated with well-defined values for all physical observables, and there is a fundamental limitation that forbids—even in principle—the extraction of arbitrarily precise values for all observables simultaneously. This places new challenges to
the way measurements should be understood in a quantum theory at a very fundamental level. Elementary introductions to nonrelativistic quantum mechanics usually get away with this problem by postulating the idealized notion of projective measurements. However, this notion becomes untenable in quantum field theory (QFT) due to the extra requirements of relativistic locality and causality, which are in general violated by projective measurements acting on field states [1–4].

One efficient way to tackle the conceptualization of measurements in QFT is achieved with the aid of particle detector models. In a few words, particle detectors are localized probes that couple to a quantum field in a local region of spacetime in a controllable fashion. They are usually thought of as effectively described by nonrelativistic quantum systems, so that one can avoid (at least on a practical level) the most fundamental obstructions to the implementation of measurements to the probe itself. Particle detectors are naturally appealing from a pragmatic point of view—after all, for all practical purposes, measurements of fields are always performed by coupling some probe to it. From a more theoretical perspective, they have also recently become the bread-and-butter of the field of RQI, where they are extensively used as the main tool to investigate a wide array of phenomena associated with the interplay between quantum information theory and relativity. This reinforces the importance of particle detectors as a useful theoretical tool to understand fundamental aspects in QFT.

In the context of RQI, the formulation of particle detector models in QFT is most commonly phrased in the framework of standard canonical quantization, with the interaction between detector and field usually prescribed at the level of a Hamiltonian. From such Hamiltonian, the time-evolution operator—and eventually all observables derived from the interaction—are then obtained. In QFT, however, path integral quantization provides a useful complementary point of view to the canonical methods. Being formulated directly in terms of the Lagrangian, the path integral approach is better adapted at keeping the symmetries of the theory manifest, while also providing a natural formulation in curved spacetimes. The path integral also yields a more direct route to the construction of correlation functions, especially in perturbative treatments of interacting field theories, and is extremely powerful for understanding the systematics of renormalization, as made explicit in the Wilsonian approach to the renormalization group.

The ubiquity of the path integral as a fundamental tool in quantum field theory, together
with the importance of particle detector models for the investigation of foundational aspects of quantum fields, motivates an approach to particle detectors via path integrals, which is what we address in this paper. Section II reviews the most widely used particle detector model in RQI (the Unruh-DeWitt model), and describes how one can compute the most basic detector observable—namely, a vacuum excitation probability—via the usual canonical quantization framework. Section III then proceeds to introduce the description of the UDW model in terms of a path integral formulation; in particular, we show how the previous vacuum excitation probability is recovered from the path integral method. In Section IV, we show how one can integrate out the detector degrees of freedom introduced in the previous section in order to generate an effective non-local field observable—a line defect—supported along the detector’s worldline. With this, excitation amplitudes can be systematically computed in a perturbative expansion in terms of Feynman diagrams. In Section V, we discuss how the case of a degenerate detector (when the energy gap between the two basis states vanishes) reduces the line defect to an expression similar to that of a Wilson line. This is in close analogy to the generally well-known fact that Wilson lines in non-Abelian gauge theories can be represented in the path integral as the effect of integrating out the spin degrees of freedom of external quarks. We further sharpen this connection by considering an effective model for the light-matter interaction where a nonrelativistic two-level atom interacts with the electromagnetic field via a dipole coupling. In that case, the line defect can be given a simple expression directly in terms of the derivative of the Wilson line in the direction of the atom’s dipole moment. In section VI we comment on the extension of this relation to detectors with an energy gap. We find that in perturbation theory the energy gap can be treated as a junction between the gapless defects previously found. Overall, the connection between Wilson lines—and, more generally, line defects—with the effect of local probes coupled to quantum fields opens up the possibility of new venues for particle detector models. Indeed, while these models are most commonly restricted to real scalar fields, one can also explore them in the context of gauge theories, with potential applications to high energy and condensed matter physics.
II. THE UDW MODEL

Particle detector models are an elegant and simple way to probe quantum field theories. These can be used not only to probe fundamental aspects of QFT, such as the Unruh effect and Hawking radiation [6–12], but also to probe the entanglement structure of the states associated with a quantum field [13–17]. On top of that, numerous physical systems can be well modelled by particle detectors, such as atoms interacting with light [15, 18, 19] or gravity [20], and nucleons that decay via the weak force [21].

The simplest and most famous model of a particle detector is the UDW model [9, 22]. It consists of a two-level quantum system that interacts linearly with a quantum scalar field, and can potentially be used in curved spacetimes [23–27]. Although the smeared version of the UDW detector can be appealing for physical reasons [23, 28, 29], it has recently been shown that these are only covariant to lowest order in perturbation theory, and therefore cannot be used in fundamental descriptions [28]. On the other hand, the pointlike version of the UDW model has been shown to be fully covariant and consistent with causality. For this reason, we will work with the pointlike detector in this manuscript.

Let us begin by describing in detail the UDW model in its usual setting. Let us assume that the detector undergoes a timelike trajectory $z(\tau)$ parametrized by proper time $\tau$ in a given $D = n + 1$ dimensional Lorentzian spacetime $M$. We further assume $\hat{\phi}(x)$ to be a free real scalar quantum field that can be written as a mode expansion

$$\hat{\phi}(x) = \int \! d^n \! k \left( u_k(x) \hat{a}_k + u_k^*(x) \hat{a}_k^\dagger \right),$$

where $\{ u_k(x) \}$ is assumed to be a normalized basis of solutions to the Klein-Gordon equation and $(\hat{a}_k, \hat{a}_k^\dagger)$ are the annihilation and creation operators satisfying the usual bosonic commutation relations. These operators allow one to build a Hilbert space representation for the quantum field, defined in terms of the vacuum state $|0\rangle$.

The detector is prescribed as a two-level quantum system defined along $z(\tau)$. We assume its free Hamiltonian to be

$$\hat{H}_D = \frac{\Omega}{2} \left( \hat{\sigma}^+ \hat{\sigma}^- - \hat{\sigma}^- \hat{\sigma}^+ \right),$$

where $\hat{\sigma}^+$ and $\hat{\sigma}^-$ are the $SU(2)$ ladder operators and $\Omega$ is the energy gap of the detector. From this formulation we define the ground and excited states of the detector, $|g\rangle$ and $|e\rangle$, by $|e\rangle = \hat{\sigma}^+ |g\rangle$ and $\hat{\sigma}^- |g\rangle = 0$. It is important to remark that the free Hamiltonian $\hat{H}_D$
of the detector, given in the expression above, generates time translations with respect to
the detector’s proper time $\tau$. Indeed, if one were to compare the time evolution generated
by $\hat{H}_D$ with the one generated by another notion of time translation $t$, one would obtain a
redshift factor
$$\hat{H}^{(t)}_D = i\frac{d}{dt} = i\frac{d\tau}{d\tau} = \frac{d\tau}{dt} \hat{H}_D = \frac{d\tau}{dt} \frac{2}{2} (\hat{\sigma}^+\hat{\sigma}^- - \hat{\sigma}^-\hat{\sigma}^+) .$$  (3)
It is then arguable that the energy gap of the detector should transform as
$$\Omega \rightarrow \Omega \frac{d\tau}{dt}$$  (4)
under time reparametrizations. Therefore, one could then see $\Omega$ as a 1-form defined along the
detector’s worldline $z(\tau)$. This viewpoint will be important once we discuss the geometrical
perspective on particle detector models in Section V.

The interaction of the detector with the quantum field is assumed to be linear on the
field and can be prescribed by the following interaction Hamiltonian,
$$\hat{H}_I(\tau) = \lambda \chi(\tau)(\hat{\sigma}^-(\tau) + \hat{\sigma}^+(\tau))\hat{\phi}(z(\tau)) ,$$  (5)
where $\chi(\tau)$ is a switching function. We also assume the expression above to be written
in the interaction picture, such that the operators involved evolve according to the free
Hamiltonian.

To obtain the transition probabilities associated with the detector, one usually approaches
the model with a perturbative analysis, where the time evolution operator is given by the
Dyson expansion
$$\hat{U}_I = \mathcal{T} \exp \left( -i \int d\tau \hat{H}_I(\tau) \right) = \sum_{n=0}^{\infty} \frac{(-i)^n}{n!} \int d\tau_1 \cdots d\tau_n \mathcal{T} \left( \hat{H}_I(\tau_1) \cdots \hat{H}_I(\tau_n) \right) \hat{U}^{(n)}_I .$$  (6)

With the aid of the expansion above, it is possible to calculate the transition amplitudes
associated with the excitation of the detector. There are multiple equivalent ways of per-
forming this calculation. The simplest one is by considering the probability amplitude
associated with the transition from the initial state $|g, 0\rangle$ to a state $|e, \varphi\rangle$, where $|\varphi\rangle$ denotes
an arbitrary final state of the field. We thus obtain
$$A_{g\rightarrow e}(\varphi) = \langle e, \varphi | \hat{U}_I | g, 0 \rangle = \sum_{n=0}^{\infty} \langle e, \varphi | \hat{U}^{(n)}_I | g, 0 \rangle$$
$$= \sum_{n \text{ odd}} \lambda^n \frac{(-i)^n}{n!} \int d\tau_1 \cdots d\tau_n \chi(\tau_1) \cdots \chi(\tau_n) \langle \varphi | \mathcal{T} \left( \hat{\phi}(\tau_1) \cdots \hat{\phi}(\tau_n) \right) |0\rangle e^{i\Omega(\tau_1 - \tau_2 + \cdots + \tau_n)} ,$$  (7)
where we have abbreviated $\hat{\phi}(z(\tau)) = \hat{\phi}(\tau)$. Notice that only the odd terms remain due to the fact that the transition probability is associated with the states $|e\rangle$ and $|g\rangle$ and the interaction is linear in $\hat{\sigma}^+$ and $\hat{\sigma}^-$. With this, it is possible to calculate the transition probability to arbitrary order by tracing over the field final states $|\varphi\rangle$, that is

$$ p_{g\to e} = \int \mathcal{D}\varphi |A_{g\to e}(\varphi)|^2 $$

$$ = \sum_{n,m \text{ odd}} \lambda^{n+m} \frac{(-i)^{n-m}}{n!m!} \int d\tau_1 \cdots d\tau_n \chi(\tau_1) \cdots \chi(\tau_n) \chi(\tau_1') \cdots \chi(\tau_n') $$

$$ \times \langle 0 | T\left(\hat{\phi}(\tau_1') \cdots \hat{\phi}(\tau_n')\right) \dagger T\left(\hat{\phi}(\tau_1) \cdots \hat{\phi}(\tau_n)\right) |0\rangle e^{-i\Omega(\tau_1' - \cdots + \tau_n')} e^{i\Omega(\tau_1 - \cdots + \tau_n')}, $$

where we have used the resolution of the identity in terms of field states $|\varphi\rangle$. In particular, the lowest order term is of second order in the coupling constant $\lambda$ and is given by

$$ p_{g\to e}^{(2)} = \lambda^2 \int d\tau d\tau' \chi(\tau) \chi(\tau') \langle 0 | \hat{\phi}(\tau) \hat{\phi}(\tau') |0\rangle e^{i\Omega(\tau - \tau')}.$$

This is the most elementary detector observable usually considered in RQI that can be used to study phenomena such as the Unruh effect and Hawking radiation.

### III. PATH INTEGRAL FORMULATION

The goal of this section is to present a path integral formulation for the UDW model discussed in Section II. In order to do so we must associate classical actions to both the quantum field and the detector, so that the expectation values of observables can be computed using the standard techniques of the formalism. While the classical version of the quantum field is clear, when handling quantum systems with anti-commuting creation and annihilation operators through a path integral approach, one must introduce Grassmann variables and associate these to the states of the theory. In the UDW model presented in the previous section we had a two-level system. This can be modelled within the path integral formalism by introducing two Grassmann valued fields $\theta$ and $\bar{\theta}$ on the worldline of the detector [see 30, Chapter 7]. However, in order to write the Hamiltonian (2), we must also ensure that our fields constitute a representation of $SU(2)$ after quantization. This is however impossible with only two Grassmann variables, which lead to the Clifford operator algebra $\text{Cl}_2$

$$ \left\{ \hat{\theta}, \hat{\bar{\theta}} \right\} = 1 \quad \text{and} \quad \left\{ \hat{\bar{\theta}}, \hat{\bar{\theta}} \right\} = \left\{ \hat{\theta}, \hat{\theta} \right\} = 0. $$

\[ 10 \]
Instead, we must look for a set of Grassmann variables whose quantization yields an operator algebra $\text{Cl}_3$, which contains $\text{Spin}(3) \cong SU(2)$. Recalling that $\text{Cl}_3$ coincides with the even part of $\text{Cl}_4$ [see 31, Theorem 3.7], we can do this by considering the operators constructed with an even number of fields coming from two tuplets $(\theta, \bar{\theta})$ and $(\eta, \bar{\eta})$, whose quantizations form two anticommuting copies of $\text{Cl}_0$. The model obtained has been used in [32–35] to study the behaviour of spin $1/2$ particles in a magnetic field.

One way of proceeding is to write the ground and excited states of the UDW model as fermionic creation operators acting in a spurious vacuum state $|0_D\rangle$. That is, the goal is to write

$$|g\rangle = \hat{a}_g^\dagger |0_D\rangle,$$
$$|e\rangle = \hat{a}_e^\dagger |0_D\rangle,$$

where the creation and annihilation operators $\hat{a}_i$ and $\hat{a}_i^\dagger$ satisfy the anti-commutation relations

$$\{\hat{a}_i, \hat{a}_j\} = 0, \quad \{\hat{a}_i^\dagger, \hat{a}_j\} = \delta_{ij}, \quad \{\hat{a}_i^\dagger, \hat{a}_j^\dagger\} = 0,$$

for $i, j = g, e$. This assigns the interpretation of the state $|0_D\rangle$ as a quantum state that represents the absence of the detector, while $\hat{a}_g^\dagger$ and $\hat{a}_e^\dagger$ can be seen as the operators that create the ground and excited states, respectively. One possible idea the reader may keep in mind is that the UDW detector is an atom, where the ground and excited states are associated with electrons in different shells. In this case, $|0_D\rangle$ would be associated with the vacuum of the electron field, while the $\hat{a}_g^\dagger$ and $\hat{a}_j$ operators would be the creation and annihilation operators in each of the shells. A similar reasoning has also been realized in [21], where proton and neutron were interpreted as the ground and excited states of a detector that coupled to neutrinos via the weak force, and the “true” vacuum corresponded to the absence of nucleons.

In terms of this description, the $\hat{\sigma}^+$ and $\hat{\sigma}^-$ operators that communicate between the ground and excited states can then be written as

$$\hat{\sigma}^+ = \hat{a}_g^\dagger \hat{a}_e,$$
$$\hat{\sigma}^- = \hat{a}_e^\dagger \hat{a}_g,$$
so that the free and interaction Hamiltonians of the system can be recast as

\[ \hat{H}_D = \frac{\Omega}{2} (\hat{a}_e^\dagger \hat{a}_e - \hat{a}_g^\dagger \hat{a}_g), \]

\[ \hat{H}_I = \lambda \chi(\tau) \hat{\phi}(z(\tau)) \left( \hat{a}_e^\dagger(\tau) \hat{a}_g(\tau) + \hat{a}_g^\dagger(\tau) \hat{a}_e(\tau) \right). \]

This description then allows one to associate the operators \( \hat{a}_e^\dagger, \hat{a}_g^\dagger, \hat{a}_e, \hat{a}_g \) with the Grassmann variables \( \bar{\theta}, \bar{\eta}, \theta, \eta \), respectively. Notice how the adjoint in the Hilbert space representation gets mapped into the Grassmann conjugation.

With this rewriting of the UDW model in terms of the ground and excited states one can associate the following classical action for the full system consisting of the UDW detector, field and interaction

\[ S = S_\phi + S_D + S_I, \]

where \( S_\phi \) is the action for the minimally coupled real scalar field \( \phi \), \( S_D \) is the action for the Grassmann variables \( \bar{\theta}, \bar{\eta}, \theta, \eta \) that describe the detector, and \( S_I \) is the action associated with the interaction between them. These can be explicitly written as

\[ S_\phi = \int dV \left( -\frac{1}{2} \nabla^\mu \phi \nabla_\mu \phi - \frac{m^2}{2} \phi^2 \right), \]

\[ S_D = \int d\tau \left( \frac{i}{2} (\bar{\eta} \dot{\eta} - \dot{\bar{\eta}} \eta) + \frac{i}{2} (\bar{\theta} \dot{\theta} - \dot{\bar{\theta}} \theta) - \frac{\Omega}{2} (\hat{\theta} \hat{\eta} - \hat{\bar{\theta}} \hat{\bar{\eta}}) \right), \]

\[ S_I = -\lambda \int d\tau \chi(\tau) \hat{\phi}(z(\tau)) (\theta \bar{\eta} + \eta \bar{\theta}). \]

In summary, we assume the detector to be described on a classical level by Grassmann fields \( \theta(\tau), \eta(\tau), \bar{\theta}(\tau) \) and \( \bar{\eta}(\tau) \) defined on top of its predetermined trajectory \( z(\tau) \). The equations of motion for these can be obtained by extremizing the action in Eq. (19), and read

\[ i \frac{d}{d\tau} \theta = \frac{\Omega}{2} \bar{\theta}, \]

\[ i \frac{d}{d\tau} \eta = -\frac{\Omega}{2} \bar{\eta}. \]

Notice how the equations above are precisely the equations of motion satisfied by the quantum operators \( \hat{a}_e \) and \( \hat{a}_g \), respectively. This shows that the action in Eq. (19) is indeed appropriate for the description of the detector.

Having this classical formulation for both the field and the detector, it is possible to apply the standard techniques of path integration to compute expectation values of observables. In
order to calculate these and ensure that the integrals that arise are well defined, we perform a Wick rotation,

$$\tau \mapsto -i\tau.$$  \hspace{1cm} (23)

We can then rewrite the action for the detector and the interaction with the quantum field as

$$S_D = \int d\tau \left( \bar{\theta} \dot{\theta} + \bar{\eta} \dot{\eta} + \frac{\Omega}{2} (\bar{\theta} \theta - \bar{\eta} \eta) \right),$$  \hspace{1cm} (24)

$$S_I = \lambda \int d\tau \chi(\tau) \phi(z(\tau)) (\bar{\theta} \eta + \bar{\eta} \theta),$$  \hspace{1cm} (25)

where we have also integrated the first two terms in (19) by parts. We will further assume that the support of the switching function \( \chi(\tau) \) is compact and contained in an interval \([\tau_i, \tau_f]\) so that the boundary conditions in the integrals can be handled in a simple fashion.

Let \( \Sigma_i \) and \( \Sigma_f \) be Cauchy hypersurfaces such that \( z(\tau_i) \in \Sigma_i \) and \( z(\tau_f) \in \Sigma_f \), and let \( M \) be the region of spacetime bounded by these. In order to perform the path integration, let us choose classical field configurations \( \phi_i \in C^\infty(\Sigma_i) \) and \( \phi_f \in C^\infty(\Sigma_f) \). These can be associated with states \( |\phi_i\rangle \) and \( |\phi_f\rangle \) in the surfaces \( \Sigma_i \) and \( \Sigma_f \) so that \( \hat{\phi}(x) |\phi_i\rangle = \phi_i(x) |\phi_i\rangle \) for \( x \in \Sigma_i \), and \( \hat{\phi}(x) |\phi_f\rangle = \phi_f(x) |\phi_f\rangle \) for \( x \in \Sigma_f \). The path integral in this context will then be taken with respect to the boundary conditions \( \theta(\tau_i) = \eta(\tau_i) = \bar{\theta}(\tau_f) = \bar{\eta}(\tau_f) = 0 \), \( \phi|_{\Sigma_i} = \phi_i \) and \( \phi|_{\Sigma_f} = \phi_f \). This will ensure that we will obtain the probability amplitudes of the form \( \langle 0_D, \phi_f | \hat{O} |0_D, \phi_i\rangle \) whenever we integrate the classical observable associated with the operator \( \hat{O} \). These boundary conditions also explain why we have omitted the boundary term obtained when going from (19) to (24).

With this formalism at hand it is then possible to rewrite the transition probability amplitude for the field to start in the state \( |\phi_i\rangle \) and end in \( |\phi_f\rangle \) as

$$A_{g\rightarrow e}(\varphi_i, \varphi_f) = \langle e, \varphi_f | g, \varphi_i \rangle = \langle 0_D, \varphi_f | \hat{a}_e(\tau_f) \hat{a}^\dagger_g(\tau_i) |0_D, \varphi_i \rangle.$$  \hspace{1cm} (26)

Recall that the classical insertions that play the role of the operators \( \hat{a}_e(\tau_f) \) and \( \hat{a}^\dagger_g(\tau_i) \) that show up in Eq. (26) are \( \theta(\tau_f) \) and \( \bar{\eta}(\tau_i) \), respectively. With these we can then write the path integral that allows one, for instance, to calculate this transition amplitude

$$\langle e, \varphi_f | \tilde{U}_I | g, \varphi_i \rangle = \int \mathcal{D}\phi \mathcal{D}\bar{\theta} \mathcal{D}\theta \mathcal{D}\eta \mathcal{D}\bar{\eta} e^{-S_D} e^{-S_I} e^{-S_i} \theta(\tau_f) \bar{\eta}(\tau_i).$$  \hspace{1cm} (27)
\[ \phi|_{\Sigma_f} = \varphi_f, \bar{\theta}(\tau_i) = \bar{\eta}(\tau_i) = 0 \]

\[ \theta(\tau_f) \]

\[ \Sigma_f \]

\[ M \]

\[ \bar{\eta}(\tau_i) \]

\[ \Sigma_i \]

\[ \phi|_{\Sigma_i} = \varphi_i, \theta(\tau_i) = \eta(\tau_i) = 0 \]

Figure 1: Path integral for the excitation amplitude of the detector between two arbitrary field configurations at different Cauchy hypersurfaces. The region enclosed by these is denoted by \( M \). Such a region defines a time evolution operator \( U(M) \) between the Cauchy hypersurfaces.

In order to simplify upcoming computations, we define

\[ \xi = \begin{pmatrix} \eta \\ \theta \end{pmatrix}, \quad \bar{\xi} = \begin{pmatrix} \bar{\eta} \\ \bar{\theta} \end{pmatrix}, \quad \text{and} \quad \mathcal{D}\bar{\xi}\mathcal{D}\xi = \mathcal{D}\bar{\theta}\mathcal{D}\theta\mathcal{D}\bar{\eta}\mathcal{D}\eta. \] (28)

Let us show how to use this formalism to recover the results from Section II. In a perturbative analysis, it is possible to expand the interaction action \( S_I \) in powers of \( \lambda \) so that one obtains

\[
\langle e, \varphi_f | g, \varphi_i \rangle = \sum_{n=0}^{\infty} \frac{(-1)^n}{n!} \int \mathcal{D} \phi \mathcal{D} \bar{\xi} \mathcal{D} \xi \ e^{-S_{\phi}} e^{-S_D} (S_I)^n \theta(\tau_f) \bar{\eta}(\tau_i) \\
= \sum_{n=0}^{\infty} \frac{(-1)^n}{n!} \int \mathcal{D} \phi \mathcal{D} \bar{\xi} \mathcal{D} \xi \ e^{-S_{\phi}} e^{-S_D} \theta(\tau_f) \left( \lambda \int d\tau \chi(\tau) \phi(\tau)(\bar{\theta}(\tau)\eta(\tau) + \bar{\eta}(\tau)\theta(\tau)) \right)^n \bar{\eta}(\tau_i). \] (29)

Before analyzing the general expansion, notice that the zeroth order term yields zero (as expected) because \( S_D \) does not couple \( \theta \) and \( \bar{\eta} \). The first order transition amplitude can then be written as

\[
\mathcal{A}_{g\rightarrow e}^{(1)}(\varphi_i, \varphi_f) = -\lambda \int \mathcal{D} \phi \mathcal{D} \bar{\xi} \mathcal{D} \xi \ e^{-S_{\phi}} e^{-S_D} \theta(\tau_f) \int d\tau \chi(\tau) \phi(\tau)(\bar{\theta}(\tau)\eta(\tau) + \bar{\eta}(\tau)\theta(\tau)) \bar{\eta}(\tau_i) \\
= -\lambda \int d\tau \chi(\tau) \langle \varphi_f | \hat{\phi}(\tau) | \varphi_i \rangle \langle 0_D | \hat{a}_e(\tau_f) \hat{a}_e^\dagger(\tau_i) \hat{a}_g(\tau) \hat{a}_g^\dagger(\tau_i) | 0_D \rangle \\
= -\lambda e^{-\frac{\Omega}{\Omega_{\tau_f}}} \int d\tau \chi(\tau) \langle \varphi_f | \hat{\phi}(\tau) | \varphi_i \rangle e^{\Omega \tau_f},
\] (30)
where we have used the fact that the boundary conditions on the $\phi$ integral imply that the integral above yields the matrix element $\langle \varphi_f | \hat{\phi}(x) | \varphi_i \rangle$. This means that we obtain the exact analogue of the first order term of Eq. (7), except for a Wick rotated global phase $e^{-\frac{\Omega^2}{4} (\tau_f - \tau_i)}$. Of course this preliminary result can then be used to recover the vacuum transition probability by integrating over the field final states and decomposing the vacuum in terms of the $|\varphi\rangle$ states. But instead of performing the calculations using this line of thought, it is easier to deduce the Feynman rules associated with this interacting theory. We will do so in the next section, where we will interpret the detector as a line defect.

IV. THE DETECTOR AS A LINE DEFECT

The path integral formulation presented in the previous section yields a convenient formalism which allows us to integrate out the degrees of freedom of the detector. Indeed, in Eq. (27), we can extract the detector’s dependence as an insertion $D_z(\phi)$ in the field path integral. It is given by

$$D_z(\phi) = \int D\bar{\theta} D\theta D\bar{\eta} D\eta e^{-S_D - S_I} \bar{\theta}(\tau_f) \bar{\eta}(\tau_i).$$

This leaves us with an effective operator supported along the worldline $z$ such that the excitation amplitudes will be given completely in terms of our quantum field

$$\langle e, \varphi_f | g, \varphi_i \rangle = \int D\phi e^{-S_\phi} D_z(\phi) = \langle \varphi_f | T D_z(\hat{\phi}) | \varphi_i \rangle.$$  

(32)

Operators of this form—non-local operators supported along a line on spacetime—are generically known as line defects [36].

At this point it is interesting to remark that this is an implementation of the ideas featured in [2–4]. Indeed, with (31) we have found the field observable corresponding to the presence of the detector.

The line defect (31) can be computed in terms of Feynman diagrams. The free action $S_D$ yields the propagators

$$\tau_1 \quad \tau_2 = \langle \bar{\theta}(\tau_2) \bar{\theta}(\tau_1) \rangle = e^{-\frac{\Omega^2}{4} (\tau_2 - \tau_1)} \Theta(\tau_2 - \tau_1),$$

$$\tau_1 \quad \tau_2 = \langle \bar{\eta}(\tau_2) \bar{\eta}(\tau_1) \rangle = e^{\frac{\Omega^2}{4} (\tau_2 - \tau_1)} \Theta(\tau_2 - \tau_1),$$

(33)

where $\langle \cdot \rangle$ denotes the path integral over the fermionic variables in $[\tau_i, \tau_f]$ with the boundary conditions prescribed above. Indeed, one can easily check that the boundary conditions
are satisfied so that we have a Green’s function
\[ \left( \frac{d}{d\tau_2} + \frac{\Omega}{2} \right) \langle \bar{\theta}(\tau_2) \bar{\theta}(\tau_1) \rangle = \delta(\tau_2 - \tau_1), \tag{34} \]
and the analogous expression holds for \( \eta(\tau) \) and \( \bar{\eta}(\tau) \). The cubic term \( S_I \) in the action yields the interaction vertices
\[ -\lambda \chi(\tau) \phi(\tau) = \quad \tau_i \rightarrow \quad \uparrow \rightarrow \Downarrow \rightarrow \tau_f. \tag{35} \]
With these we now have that \( D_z(\phi) \) corresponds to diagrams of the form
\[ \tau_i \rightarrow \quad \uparrow \rightarrow \Downarrow \rightarrow \tau_f, \tag{36} \]
where the external legs come from the operator insertions at the boundaries in (31). Notice that time ordering prevents the appearance of vacuum diagrams. This corresponds to the fact that the path integral without insertions is 1, or equivalently the vacuum state \(|0_D\rangle\) of our fermionic system is normalized. One might be worried that this prevents us from having loops but it is important to remember that these Feynman diagrams are in the worldline, not spacetime. In particular, nothing prevents \( z(\tau_f) = z(\tau_i) \). Then, the order \( \mathcal{O}(\lambda^n) \) term of \( D_z(\phi) \) is
\[ (-\lambda)^n \int_{\tau_i}^{\tau_f} d\tau_1 \int_{\tau_1}^{\tau_f} d\tau_2 \cdots \int_{\tau_{n-1}}^{\tau_f} d\tau_n \chi(\tau_n) \phi(\tau_n) \cdots \chi(\tau_1) \phi(\tau_1) \]
\[ \times e^{\frac{\Omega}{2} (\tau_1 - \tau_2 - \tau_2 + \tau_3 - \cdots + \tau_n)} \]
\[ = (-\lambda)^n e^{-\frac{\Omega}{2} (\tau_i + \tau_f)} \int_{\tau_i}^{\tau_f} d\tau_1 \cdots \int_{\tau_{n-1}}^{\tau_f} d\tau_n \chi(\tau_n) \phi(\tau_n) \cdots \chi(\tau_1) \phi(\tau_1) e^{\Omega(\tau_1 - \tau_2 + \tau_3 - \cdots - \tau_{n-1} + \tau_n)}. \tag{37} \]
The contributions for even \( n \) vanish since these diagrams are only possible for \( n \) odd, agreeing with the results from Section [1].

As a first application of this line defect, let us recover the excitation probability (8). The excitation amplitude from the uncoupled field-detector vacuum state into an arbitrary state \(|\varphi_f\rangle\) of the field can be written as
\[ \langle e, \varphi_f | g, 0 \rangle = \int D\varphi \langle e, \varphi_f | g, \varphi \rangle \langle \varphi | 0 \rangle = \int D\varphi \langle \varphi_f | T D_z(\hat{\varphi}) | \varphi \rangle \langle \varphi | 0 \rangle \]
\[ = \langle \varphi_f | T D_z(\hat{\varphi}) | 0 \rangle \tag{38} \]
by introducing the identity $\mathbb{1} = \int D\varphi \langle \varphi |\varphi \rangle$ on the Hilbert space of the field at $\Sigma_i$. On the other hand, its conjugate is obtained within the path integral formalism by considering the manifold $M^-$, which coincides with $M$ but has incoming boundary $\Sigma_f$ and outgoing boundary $\Sigma_i$. We then extend the detector’s trajectory and the switching function to $M^-$ in a natural way. Repeating the argument above one can see it is explicitly given by

$$
\langle g, 0| e, \varphi_f \rangle = \langle 0| T\mathcal{D}_{z^{-}} (\hat{\phi}) |\varphi_f \rangle ,
$$

(39)

where $z^{-}$ is the mirror trajectory in $M^-$ of the detector and $D_{z^{-}} (\hat{\phi})$ uses the mirrored switching function $\chi^{-}(\tau)$. For gluing purposes, we will assume this is parametrized on $[\tau_f, 2\tau_f - \tau_i]$ so that $z^{-}(\tau) = z(2\tau_f - \tau)$ and $\chi^{-}(\tau) = \chi(2\tau_f - \tau)$. The full transition probability is then given by multiplying these two amplitudes together. The excitation probability of the detector, regardless of the final state of the field, is obtained by integrating over $\varphi_f$

$$
p_{g\rightarrow e} = \int D\varphi_f \langle 0| T\mathcal{D}_{z^{-}} (\hat{\phi}) |\varphi_f \rangle \langle \varphi_f | T\mathcal{D}_{z} (\hat{\phi}) |0 \rangle = \langle 0| T\mathcal{D}_{z^{-}} (\hat{\phi}) T\mathcal{D}_{z} (\hat{\phi}) |0 \rangle .
$$

(40)

This corresponds to gluing $M$ and $M^-$ as shown in Figure 2. Our probability can then be written in terms of the composite trajectory $z^{-} z$ as

$$
p_{g\rightarrow e} = \langle 0| T\mathcal{D}_{z^{-} z} (\hat{\phi}) |0 \rangle .
$$

(41)

From the expression of the line defect in terms of the path integral given in (31), we see that this constitutes a nonperturbative expression for the excitation probability, suitable for computations within the path integral.

Finally, let us comment on how one can see the connection between (8) and (41) directly. We defined the extension $z^{-}$ of our trajectory so that $\hat{\phi}(z^{-}(\tau)) = \hat{\phi}(z(2\tau_f - \tau))$. Therefore, within the operator formalism we can reduce this probability by expressing the line defect on $z^{-}$ in terms of a new line defect on $z$. In doing this however, we must be careful with the interpretation of the time ordered product. For example, from figure 2, we can see that for $\tau_2 > \tau_1$ the time ordered product is $\hat{\phi}(z^{-}(\tau_2))\hat{\phi}(z^{-}(\tau_1)) = \hat{\phi}(z(2\tau_f - \tau_2))\hat{\phi}(z(2\tau_f - \tau_1))$. From the point of view of $z$ this would have the opposite ordering. With this in mind, after a change in the integration variables and taking into account the fact that the orientation in $M^-$ is reversed, the line defect $T\mathcal{D}_{z^{-}} (\hat{\phi})$ at $\mathcal{O}(\lambda^n)$ can be written as (suppressing the
switching function)

$$\frac{(\lambda)^n}{\tau_f} \int_{\tau_f}^{2\tau_f - \tau_i} \ldots \int_{\tau_n}^{2\tau_f - \tau_i} (-d\tau_1) \ldots (-d\tau_n) \hat{\phi}(z(2\tau_f - \tau_n)) \ldots \hat{\phi}(z(2\tau_f - \tau_1))$$

and

$$e^{\Omega \cdot (\tau_f - \tau_1)} e^{-\Omega \cdot (\tau_1 - \tau_2)} e^{\Omega \cdot (\tau_2 - \tau_3)} \ldots e^{-\Omega \cdot (\tau_n - \tau_i)}$$

which coincides with $\langle \mathbf{T} D_z(\hat{\phi}) \rangle$ as can be seen by comparison with (37) after relabelling $\tau_j \rightarrow \tau_{n+1-j}$ and reorganizing the integration limits. We conclude that $p_{g\rightarrow e} = \langle 0 | (\mathbf{T} D_z(\hat{\phi})) | 0 \rangle$, which corresponds to (8).

V. GAUGE PARTICLE DETECTOR MODELS

Line defects play a major role in the study of gauge theories, where they are commonly known as Wilson lines. These defects have been shown to completely determine the gauge connection [37] and thus are commonly considered to be the fundamental observables of these theories. In this section we establish a relationship between particle detectors and Wilson lines. As expected [see 38, Section 2.1.3], in the case $\Omega = 0$, where the Hamiltonian of the
detector vanishes and the detector itself is an instance of topological quantum mechanics, the line defect takes the form

\[ D_z(\phi) = \sinh \left( -\lambda \int \! d\tau \chi(\tau)\phi(z(\tau)) \right), \tag{43} \]

which is analogous to the Wilson lines one might expect from a gauge theory. The appearance of \( \sinh \) instead of \( \exp \) is due to the vanishing of the even orders in perturbation theory. These can be recovered, for example, by adding another line defect obtained by replacing the insertion \( \theta(\tau_f)\tilde{\eta}(\tau_i) \) in (31) by \( \theta(\tau_f)\bar{\theta}(\tau_i) \). In particular, the path ordered exponential could be obtained as the line defect corresponding to the sum of the amplitudes associated with remaining in the ground state and transitioning to the excited state. Its square then measures the interference between these two possibilities.

Usually, when one refers to the UDW model, the model presented in Section II is implied, where the detector interacts with a scalar field. However, the model can be motivated by the interaction of nonrelativistic systems with the electromagnetic field \([19, 39]\). The form of (43) then suggests a connection between the UDW defect and the Wilson lines of the underlying electromagnetic theory. To see this, let us begin by revisiting the origin of the UDW detector from the interaction of a hydrogen-like atom with light. The interaction Hamiltonian between an electron in an atom with the electromagnetic field due to its electric dipole is given by

\[ \hat{H}_I = -e \int \! d^3x \, \hat{d}(x) \cdot \hat{E}(x), \tag{44} \]

where \( e \) stands for the electron’s charge, which plays the role of the coupling constant \( \lambda \) in this case, and \( \hat{d}(x) = \chi(\tau)(V(x)\hat{\sigma}^+(\tau) + V^*(x)\hat{\sigma}^-(\tau)) \) is the dipole operator of the atom restricted to two energy levels. Notice that we have also incorporated the switching function \( \chi(\tau) \) in the definition of \( \hat{d}(x) \). Roughly speaking, the UDW model \([5]\) can be motivated by replacing the dipole coupling \( \hat{d}(x) \cdot \hat{E}(x) \) by a smeared scalar field \( \Lambda(x)\hat{\phi}(x) \), where \( \Lambda(x) \) is the spacetime smearing function \([23, 28]\).

However, it is possible to recast (44) in a covariant way that preserves the coupling with a vector field in the pointlike limit. Assume that the dipole can be written as \( \hat{d}(x) = f(x)(\hat{\sigma}^+(\tau) + \hat{\sigma}^-(\tau))X(x) \) for a real smearing function \( f(x) \) and a vector field \( X \) that contains the time dependence of the interaction. We take a pointlike limit by assuming \( f(x) \) to be a Dirac delta function and extend all the vectors to spacetime by considering an orthonormal frame such that the timelike vector is given by \( \dot{z}^\mu(\tau) \). In this case, we can
write $\mathbf{E}(\tau, x) \rightarrow \mathbf{E}(z(\tau))$ as $\dot{z}^\mu F_{\mu\nu}(z)$ so that

$$\int d^3x \mathbf{d}(\tau, x) \cdot \mathbf{E}(\tau, x) \rightarrow (\sigma^+(\tau) + \sigma^-(\tau)) \dot{z}^\mu F_{\mu\nu}(z) X^\nu. \quad (45)$$

This, together with the resemblance between the UDW line defect and Wilson loops suggests an alternative to the interaction action \(25\),

$$S_I = \lambda \int d\tau \dot{z}^\mu F_{\mu\nu}(z) X^\nu (\bar{\theta} \eta + \bar{\eta} \theta), \quad (46)$$

where the pullback of the scalar field has been replaced by the pullback of the 1-form $F_{\mu\nu} X^\nu$. This is a very natural choice, because the resulting action is gauge invariant, provided that the detector degrees of freedom do not transform under the action of the electromagnetic potential $A_\mu$. Moreover, the resulting action is now reparametrization invariant and covariant in general spacetimes. This detector model is then a geometrical model, for it can be expressed in terms of the geometry of the trajectory in spacetime without reference to a particular parametrization. In fact, the dependence of the model in the spacetime metric is now completely contained within the dynamics of the gauge field.

There is an important remark regarding the gauge invariance of the model. Notice that in an atom one would have that the electron wavefunctions transforms under gauge transformations. However, to reach the dipole coupling \(44\), one must gauge fix and perform the dipole approximation. These end up resulting in an emergent gauge symmetry for the model, where the internal degrees of freedom of the detector do not transform under gauge transformations.

The associated line defect of the model—which coincides with the excitation amplitude—can be obtained immediately via the replacement $\phi(z) \mapsto \dot{z}^\mu F_{\mu\nu}(z) X^\nu$ in \(37\). In particular, in the limit $\Omega = 0$, it can be written as

$$D_z(A) = \sinh \left(-\lambda \int d\tau \dot{z}^\mu F_{\mu\nu}(z) X^\nu \right). \quad (47)$$

In this case, the line defect bears a very interesting relationship with the Wilson lines $W_z(A)$, defined by

$$W_z(A) = \exp \left( \int_z A \right), \quad (48)$$

where $z$ represents a trajectory in spacetime. Indeed, it is possible to express the action \(46\) in terms of the derivative of the Wilson line $W_z(A)$ when one shifts the trajectory by
the flow of the vector field $X(\tau)$ defined along the worldline. More precisely, let $\Phi_{\epsilon}$ denote a flow by a parameter $\epsilon$ agreeing with $X$ along the worldline. Then we have

$$X \log W_z(A) = \lim_{\epsilon \to 0} \frac{1}{\epsilon} \left( \int_{\Phi_{\epsilon}(z)} A - \int_z A \right) = \lim_{\epsilon \to 0} \frac{1}{\epsilon} \oint_{\partial \Sigma_\epsilon} A = \lim_{\epsilon \to 0} \frac{1}{\epsilon} \int_{\Sigma_\epsilon} F = \int d\tau X^\mu \dot{z}^\nu F_{\mu\nu},$$

where $\Sigma_\epsilon$ is the ribbon defined by $\Phi_{\epsilon}(z)$ for $s \in [0, \epsilon]$ (Fig. 3). The details of this computation can be found in Appendix A. In particular, in this case, the line defect $D_z(A)$ can be written in terms of the Wilson line according to

$$D_z(A) = \sinh (\lambda X \log W_z(A)), \quad (50)$$

making explicit its gauge independence and the relationship of the response of a gauge UDW detector with Wilson lines.

There are natural generalizations of this model to the non-Abelian case whose corresponding defects exhibit an analogue of the relation (50) in the $\Omega = 0$ limit. They are described by an action $S = S_{\text{gauge}} + S_D + S_I$, where $S_{\text{gauge}}$ is a gauge-invariant action for a gauge field $A$, $S_D$ is the detector action (24), and

$$S_I = \lambda \int d\tau \dot{z}^\mu \text{Tr}_R(F_{\mu\nu})X^{\nu}(\bar{\theta}\eta + \bar{\eta}\theta), \quad (51)$$

for some representation $R$ of the gauge group and a vector field $X$ along $z$ vanishing at the endpoints. In particular, the gauge invariance of $S_{\text{gauge}}$ extends to the full model by declaring the transformation behaviour of the fermions to be trivial.

Much like in the Abelian case, the calculations of section IV remain valid under the identification $\phi \mapsto \dot{z}^\mu \text{Tr}_R(F_{\mu\nu})X^{\nu}$. In particular, at $\Omega = 0$ the defect corresponding to excitation amplitudes is of the form

$$D_z(A) = \sinh \left(-\lambda \int d\tau \dot{z}^\mu \text{Tr}_R(F_{\mu\nu})X^{\nu}\right).$$

The extension of equation (50) can be obtained by computing the derivative of the corresponding Wilson line

$$W_z(A) = \mathcal{P} \exp \left( \int_z A \right), \quad (53)$$

which in the non-Abelian case requires the path ordering denoted by $\mathcal{P}$. In the case that $z$ is a loop, this derivative has been computed to be [see 40, equation (4.78)]

$$XW_z(A) = W_z(A) \int d\tau W_{z\tau}(A)X^\mu F_{\mu\nu}(z)\dot{z}^\nu W_{z\tau}(A)^{-1}, \quad (54)$$
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Figure 3: Variation of the path \( z \) along a flow \( \Phi_s \) whose tangent vector field on \( z \) at \( s = 0 \) coincides with \( X \). The trajectories \( \Phi_s(z) \) sweep the ribbon \( \Sigma_ε \) as \( s \) varies.

where \( z^\tau \) is the restriction to \([\tau_l, \tau]\) of \( z \). This result remains valid in our case since \( X \) vanishes at the endpoints. Indeed, we can complete the trajectory \( z \) to a loop by adding to it another trajectory \( \tilde{z} \). Simultaneously, we will extend \( X \) to the loop by setting it to 0 along \( \tilde{z} \), so that \( XW_{\tilde{z}z}(A) = X(W_{\tilde{z}}(A)W_z(A)) = W_{\tilde{z}}(A)XW_z(A) \). On the other hand, we have

\[
XW_{\tilde{z}z}(A) = W_{\tilde{z}z}(A) \int d\tau W_{(\tilde{z}z)^\tau}(A)X^\mu F_{\mu\nu}(z)\dot{z}^\nu W_{(\tilde{z}z)^\tau}(A)^{-1}
 = W_{\tilde{z}}(A)W_z(A) \int d\tau W_{z^\tau}(A)X^\mu F_{\mu\nu}(z)\dot{z}^\nu W_{z^\tau}(A)^{-1},
\]

(55)

where, given that \( X \) vanishes on \( \tilde{z} \), we have restricted the integral to \( z \) and used the fact that on this restriction \((\tilde{z}z)^\tau = z^\tau \). Thus, cancelling the factors of \( W_{\tilde{z}}(A) \) we recover \( (54) \) for our possibly open path \( z \). Taking traces of the logarithmic derivative then cancels the Wilson factors inside the integral so that we obtain the analogue of \( (50) \)

\[
D_z(A) = \sinh(\lambda \text{Tr}_R(X \log W_z(A))).
\]

(56)

At first sight, the scenario where the detector gap vanishes may look trivial from the point of view of the standard UDW detector. Indeed, in this case, the quantum Hamiltonian for the detector would simply be given by the interaction with the quantum field

\[
H = \lambda \chi(\tau)\hat{\phi}(z(\tau))\sigma_x.
\]

(57)
The detector would be trivial in the sense that there would be no transition probability between the eigenstates of $\sigma_x$ for they would only evolve with a global phase. However, this interaction still evolves the eigenstates of $\sigma_z$, $|g\rangle$ and $|e\rangle$, in a non-trivial way. Measuring in this basis then allows one to observe the interference between the eigenstates of $\sigma_x$. Nevertheless, in order to talk about $|g\rangle$ and $|e\rangle$ for the detector one must be able to switch the energy gap on and off. One way of assigning meaning to the measurement of the $\sigma_z$ states in this model is to have a detector that starts with a non-zero energy gap $\Omega$ before interacting with the quantum field. This gap could be generated by an external field, for example. The detector could then be initialized in the ground state through a measurement. After that the gap is switched off during the interaction with the quantum field. Finally, the gap should be switched back on so that the transition from ground to excited state could be observed.

VI. ENERGY GAP VIA A “TWIST”

We have established a relationship between the gauge UDW detector and the Wilson lines of the field in terms of the defect (56) obtained at $\Omega = 0$. To finish with our analysis, we would like to make this relationship explicit in the case of $\Omega \neq 0$. For this, we must revisit the analysis in section IV. Now we will restrain from including the energy gap

$$\int d\tau \frac{\Omega}{2} (\bar{\theta} \theta - \bar{\eta} \eta)$$

into the propagator and instead treat it as an interaction term. In this scheme we can retain the gapless propagator at the cost of adding new interaction vertices

$$\tau \quad = \quad -\frac{\Omega(\tau)}{2},$$

$$\tau \quad = \quad \frac{\Omega(\tau)}{2}.$$ (59)

In order to retain the reparametrization invariance of the model we must take $\Omega d\tau$ to be a 1-form, as we have discussed in Section III. Notice that there is a natural class of parametrizations where $\Omega$ is constant. For example, in the case where the energy gap of the detector in its own reference frame is a constant, one expects proper time to be one of these parametrizations. In particular, this argument can be generalized to define an analogous notion of proper time in theories without a spacetime metric.
A generic diagram can be constructed from building blocks of the form (36), where we now lift the restrictions on the external legs. We then obtain four types of building blocks corresponding to all possible combinations of these

\begin{align}
  a & \rightarrow \bullet \rightarrow b, & a & \rightarrow \bullet \rightarrow \bullet \rightarrow b, \\
  a & \rightarrow \bullet \rightarrow \bullet \rightarrow \bullet \rightarrow b, & a & \rightarrow \bullet \rightarrow \bullet \rightarrow \bullet \rightarrow \bullet \rightarrow b. 
\end{align}

Within these building blocks we will restrict the interactions to those of the detector with the field. These building blocks can then be attached to each other using the energy gap vertices found in (59) in such a way that the overall diagram takes the form (36), where now we do demand that the incoming leg is dashed while the outgoing leg is solid. Summing over all the possible diagrams constructed in this fashion will then yield the line defect for the gapped theory.

Although we already know that the total result has the form (37) under the replacement \( \phi(z) \mapsto \hat{z}^\mu \text{Tr}_R(F_{\mu \nu}(z))X^\nu \), there is an alternative way of performing the sum of the diagrams described above. While this method only works in perturbation theory, it makes the connection with the Wilson lines of the theory explicit. First, we build one such diagram by choosing a list of building blocks out of the four available and joining them using our energy gap vertices. In this way, each building block will be bounded by either the initial point \( \tau_i \), the end point \( \tau_f \), or an energy gap vertex with some label \( \lambda \). Due to the Heaviside functions in the propagators (33), the integrals in the interactions within a building block can be taken to be within the interval bounding it. As an example, consider the diagram

\begin{align}
  \tau_i \rightarrow \frac{\xi}{\tau_1^1} \rightarrow \frac{\xi}{\tau_2^1} \rightarrow \frac{\xi}{\tau_2^2} \rightarrow \frac{\xi}{\tau_1^2} \rightarrow \frac{\xi}{\tau_4^2} \rightarrow \frac{\xi}{\tau_2^3} \rightarrow \frac{\xi}{\tau_2^3} \rightarrow \frac{\xi}{\tau_3^3} \rightarrow \tau_f. \quad (62)
\end{align}

This diagram consists of three blocks joined by two energy gap vertices. The integrals appearing in the evaluation of the diagram

\begin{align}
  \int d\tau_1^1 \int d\tau_1^2 \int d\lambda_1 \int d\tau_2^2 \int d\tau_3^2 \int d\tau_4^2 \int d\lambda_2 \int d\tau_1^3 \int d\tau_2^3 \int d\tau_3^3,
\end{align}

can be reordered into the form

\begin{align}
  \int d\lambda_1 \int d\lambda_2 \left( \int d\tau_1^1 \int d\tau_2^2 \right) \left( \int d\tau_1^2 \int d\tau_2^2 \int d\tau_3^2 \int d\tau_4^2 \right) \left( \int d\tau_1^3 \int d\tau_2^3 \int d\tau_3^3 \right). \quad (64)
\end{align}
Now that we have ordered the integrals in this fashion, we can sum over all possible interactions within each elementary block before performing the integrations over the energy gap vertex labels. In this way, each elementary block will take the form of a line defect. If the external legs of the block differ (61), this line defect will take the form (56), where the path $z$ has to be restricted to $[a, b]$, where $a$ and $b$ are the end points of the block in consideration. We will denote this defect $D^{s}_{a \rightarrow b}(A)$. On the other hand, if the external legs of the block coincide (60), the sinh in (56) is replaced by a cosh. We will denote this defect by $D^{c}_{a \rightarrow b}(A)$. In our current example (62) this summation will lead to the diagram

\[
\begin{align*}
\tau_{i} & \rightarrow \lambda_{1} & \rightarrow \lambda_{2} & \rightarrow \tau_{f} \\
& = \int_{\tau_{i}}^{\tau_{f}} d\lambda_{1} \frac{\Omega(\lambda_{1})}{2} \int_{\lambda_{1}}^{\tau_{f}} d\lambda_{2} \frac{\Omega(\lambda_{2})}{2} D^{s}_{\lambda_{2} \rightarrow \tau_{f}}(A)D^{c}_{\lambda_{1} \rightarrow \lambda_{2}}(A)D^{c}_{\tau_{i} \rightarrow \lambda_{1}}(A).
\end{align*}
\]

In this way, we have obtained a method for computing the defect of the gapped gauge UDW detector in terms of (56) and its even analogue. It is obtained by sewing together the gapless defects using energy gap vertices.

VII. CONCLUSION

We have presented a path integral formulation for the pointlike UDW model. The two-level system is described on the classical level by two Grassmann variables $\eta$ and $\theta$ and their respective conjugates. This ensures that the anti-commutation relations of the quantum system are preserved. With our formulation one can compute the transition probabilities according to sums over Feynman diagrams. This formulation is also fully covariant and naturally adapted to curved spacetimes, reinforcing the results of [23] that the pointlike version of the UDW model is fully covariant.

We have shown that the probability amplitude associated with UDW detectors can be related to a line defect. That is, we have provided a non-local effective observable of the quantum field supported along the detector’s worldline which gives the excitation probability due to the interaction of the detector with the field. In the case of gauge theories this relationship is deeper, allowing the detector’s transition probability to be associated with Wilson lines. In particular, we have explored a light-matter interaction inspired model and a non-abelian extension thereof, where we have shown that the line defect is given by the derivative of a Wilson line.
Our work provides an extra toolbox for the study of particle detector models. Future applications of this could be related to the non-perturbative understanding of the associated defect that (31) yields. Moreover, this formulation opens the doors for particle detectors to be related to a variety of observables of quantum field theories in different scenarios. This is in tune with various recent proposals for physical setups exploring quantum-mechanical systems as probes for quantum fields. Examples include localized lasers which couple to Bose-Einstein condensates [41] and superconducting circuits coupled to a transmission line [42], both of which turn out to be effectively described by the UDW model. The connection with line defects and Wilson loops also motivates further interest in probing gauge theories via particle detector models. One interesting question to pursue would be whether the confinement-deconfinement phase transition in Yang-Mills theories, for which Wilson loops provide an important order parameter [43, 44], can be reinterpreted in terms of statements about local probes playing the role of detectors.
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Appendix A: Alternative derivation of the derivative of a Wilson line

One can also derive the result in Eq. (49) as follows. In index-free notation, one can write

\[ \int_{\tau_1}^{\tau_f} d\tau \, \hat{z}^\mu F_{\mu\nu} X^\nu = - \int_X i_X F, \] (A1)

where the interior product \( i_{V,\omega} \) between a vector field \( V \) and a \( p \)-form \( \omega \) is defined in components as
\[(i_V \omega)_{\nu_1 \cdots \nu_{p-1}} = V^\mu \omega_{\mu \nu_1 \cdots \nu_{p-1}}.\]  

(A2)

We proceed by using Cartan’s magic formula \(\mathcal{L}_V \omega = d(i_V \omega) + i_V d\omega\) where \(\mathcal{L}_V \omega\) corresponds to the Lie derivative of the \(p\)-form \(\omega\), and is defined as the variation of \(\omega\) along the flow generated by the vector field \(V\). We then write \(F = dA\) so that equation (A1) can then be recast as

\[
\int_{\tau_i}^{\tau_f} \tau \frac{d}{d\tau} F_{\mu \nu} X^\nu = \int_{\tau} d(i_X A) - \int_{\tau} \mathcal{L}_X A. \tag{A3}
\]

Notice that, in principle, the vector field \(X(\tau)\) is only defined along the curve \(z(\tau)\) and not throughout spacetime. However, we can make sense of the manipulations above by considering a local extension of \(X\). The first integral on the right-hand side of (A3) reduces to a boundary term evaluated at the endpoints of the line. This can be set to zero by assuming that the coupling of the detector to \(F_{\mu \nu}\) vanishes in those endpoints—for instance, if \(X^\mu\) is taken to vanish before and after the interaction is turned on. From the definition of the Lie derivative, the remaining term can then be written as

\[
- \int_{\tau} \mathcal{L}_X A = - \int_{\tau} \frac{d}{ds} \bigg|_{s=0} \Phi_s^* A = - \frac{d}{ds} \bigg|_{s=0} \int_{\Phi_s(z)} A, \tag{A4}
\]

where \(s\) is the parameter along the flow \(\Phi_s\) generated by the vector field \(X\). Thus, even though the Lie derivative of \(A\) with respect to \(X\) in principle depends on the values of \(X\) in a neighbourhood of the curve, the assumption that the vector field vanishes at the boundary allows us to conclude that (A4) is independent of the chosen extension. The expression of the line defect can then be recast as

\[
D_z(A) = \sinh \left( - \frac{d}{ds} \bigg|_{s=0} \log W_{\Phi_s(z)}(A) \right) = \sinh (-X \log W_z(A)), \tag{A5}
\]

as had been stated in Eq. (50).

It is worth pointing out that an analogous calculation can also be performed in the case of non-Abelian gauge fields. We will schematically review the main steps below; the reader who is interested in following the calculation in more detail can refer to [40, 45]. In the non-Abelian case, the Wilson line is given by

\[
W_z(A) = \mathcal{P} \exp \left( \int_z A \right), \tag{A6}
\]
where $\mathcal{P}$ corresponds to the path-ordered exponential. Its explicit expression can be put in the form

$$W_z(A) = \sum_{n=0}^{\infty} \int_{\tau_1}^{\tau_f} d\tau_1 \cdots \int_{\tau_{n-2}}^{\tau_{n-1}} d\tau_n \left[ \dot{z}^\mu(\tau_1)A_\mu(\tau_1) \right] \cdots \left[ \dot{z}^\nu(\tau_n)A_\nu(\tau_n) \right]. \quad (A7)$$

Computing $\frac{d}{ds}|_{s=0}$ term by term in the series, we obtain via the Leibniz rule

$$\frac{d}{ds}|_{s=0} W_{\Phi_s}(z) = \sum_{n=0}^{\infty} \sum_{j=1}^{n} \int_{\tau_1}^{\tau_f} d\tau_1 \cdots \int_{\tau_{n-2}}^{\tau_{n-1}} d\tau_n \ z^* A(\tau_1) \cdots z^* (\mathcal{L}_X A)(\tau_j) \cdots z^* A(\tau_n) \quad (A8)$$

where we abbreviated $\dot{z}^\mu(\tau_i)V_\mu(\tau_i) = z^* V(\tau_i)$ for both the vector fields $A$ (for $i \neq j$) and $\mathcal{L}_X A$ (for $i = j$) in the expansion. By using Cartan’s magic formula and rearranging the terms in the series, this can be put in the form

$$\frac{d}{ds}|_{s=0} W_{\Phi_s}(A) = - \sum_{n=0}^{\infty} \sum_{j=1}^{n} \int_{\tau_1}^{\tau_f} d\tau_1 \cdots \int_{\tau_{n-2}}^{\tau_{n-1}} d\tau_n \ z^* A(\tau_1) \cdots z^* A(\tau_{j-1})$$

$$\times \dot{z}^\mu(\tau_j) F_{\mu\nu}(\tau_j) X^\nu$$

$$\times z^* A(\tau_{j+1}) \cdots z^* A(\tau_n), \quad (A9)$$

where now $F_{\mu\nu} \equiv \partial_\mu A_\nu - \partial_\nu A_\mu - [A_\mu, A_\nu]$ is the non-Abelian field strength. The factors before and after the time when the field strength is being evaluated can then be further reorganized to give (54), as stated in the main text.
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