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Abstract

This paper explores certain kinds of empirical process with respect to the components of multivariate Gaussian. We put forward some finite sample bounds which hold for multivariate Gaussian under general dependence. We give necessary and sufficient condition for the convergence in probability of the random variable sequence \( \{ \sup_t |\hat{F}_n(t) - E\hat{F}_n(t)| \} \), where \( \hat{F}_n(t) \) is the empirical distribution. Also, we find a similar sufficient condition for almost surely convergence.

1 Introduction

Empirical process is a fundamental topic in probability theory. Application of empirical process theory arises in many related fields, such as non-parametric statistics and statistical learning theory [1, 2, 3, 4, 5]. While vigorous development of empirical process based on independent and identically distributed (i.i.d) random variables has been achieved by a large number of previous work [2, 3], few theoretical result has been provided when the independent condition is relaxed. Several work [6, 7, 8] studied the property of empirical process under weak dependence.

Different from i.i.d case, general dependence structure can be very complicated. Therefore, several studies [9, 10, 11, 12, 13, 14] turned to some specific but common joint probability distribution structures, for example, multivariate Gaussian. In most of these studies, Hermite polynomials were adopted to deal with Gaussian random variables. We denote by \( \phi(x) \) the density function of a standard Gaussian variable and by \( \mu \) the standard Gaussian measure, then the Hermite polynomials \( H_k(x) \) can be defined as

\[
\phi^{(k)}(x) = (-1)^k H_k(x) \phi(x).
\]

It is known that the normalized Hermite polynomials \( \{ \frac{H_k(x)}{\sqrt{k!}} \}, k \geq 0 \) form a Hilbert basis of the space \( L^2(\mathbb{R}, \mu) \), which is the space of square-integrable functions with respect to Gaussian measure. We let \( h_k(x) = \frac{H_k(x)}{\sqrt{k!}} \). What’s more, Hermite polynomials have another good property when it comes to bivariate Gaussian distribution. We denote by \((U, V)\) a centered bivariate Gaussian vector which obeys

\[
(U, V) \sim \mathcal{N} \left( 0, \begin{pmatrix} 1 & \rho \\ \rho & 1 \end{pmatrix} \right),
\]

then we have [9, 11]

\[
E h_k(U) h_{k'}(V) = \sigma^k \delta_{k,k'},
\]

where \( \delta \) is the Kronecker delta. This property offers us an opportunity to accurately interpret the dependence of multivariate Gaussian.
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In this paper, we adopt the chaining method \[2, 3, 4, 5\] to build finite sample bounds for the empirical process of multivariate Gaussian. Since the index set of empirical distribution \( C = \{(-\infty, t] : t \in \mathbb{R} \} \) is parameterized by a one-dimensional parameter \( t \), the chaining method with \( L^2 \) norm is sufficient to yield a meaningful bound. Compared to metric space equipped with sub-Gaussian norm \( \| \cdot \|_{\psi_2} \), metric space with \( L^2 \) norm \( \| \cdot \|_2 \) has more delicate algebra structure. We decompose the empirical process into the Hilbert basis \( \{ h_k(x), k \geq 0 \} \), then the whole chaining method applied to the empirical process can be viewed as the chaining method applied to each subspace, which are orthogonal to each other. For the next step, the metric sum in the chaining method can be bounded by the quadratic variation of the projection on each subspace in some sense. Finally, we utilize the isometrically isomorph property of the Hilbert space \( L^2(\mathbb{R}, \mu) \) to calculate the aggregation of the quadratic variation on each subspace.

This paper is organized as follows. In Section 3 we present the meta result Lemma 2 which details the technique described above. For some technical reason, Lemma 2 deals with an empirical process \( \hat{Q}_n(t) \), which can be viewed as a smooth modification of the empirical distribution \( \hat{F}_n(t) \). Next in Theorem 3 we introduce a novel technique to build finite sample bound for the empirical distribution \( \hat{F}_n(t) \) by the result of \( \hat{Q}_n(t) \). Based on the results in Section 3 we present the main theorems in Section 2 in advance. Theorem 1 and Corollary 2 about convergence in probability are direct corollaries of Theorem 3. Combine Theorem 1 with [15, Theorem 1], we have Corollary 1 which states the condition given by Theorem 1 is necessary and sufficient. After a more detailed discussion of the empirical distribution function, we also build Lemma 4 and Theorems 2 about almost surely convergence.

Notation: We let \( \phi(x), \Phi(x), \mu \) be the density function of standard Gaussian, the cumulative function of standard Gaussian, and the standard Gaussian measure respectively. Given a measure \( \nu \) on space \( \mathbb{X} \), we denote \( L^2(\mathbb{X}, \nu) \) the space of square-integrable functions with respect to measure \( \nu \). We let \( \lfloor \cdot \rfloor \) be the equality holds in the sense of certain \( L^2 \) space, and the specific \( L^2 \) space is clear in the context. \( \lfloor \cdot \rfloor \) denotes the floor function. \( 1(A) \) denotes the indicator function with respect to event \( A \).

\section{Main Results}

In some realistic settings, we would like to ask how the elements in a stochastic process rather than an i.i.d sequence distribute in the long run. Some work has developed theories with the help of properties of certain dependence structures, including Markov property \[16\] and conditions regarding martingale difference \[17, 18\].

In this section, we present our main results which show that jointly Gaussian is also a fundamental property. If the stochastic process is a Gaussian process, even under very general dependence structures, the empirical distribution regarding the elements of the process will converge. To define the empirical distribution concisely, we introduce the notion of standardized Gaussian process first.

**Definition 1.** A stochastic process \( \{X_k, k \in \mathbb{N}\} \) is called a Gaussian process if and only if for every finite set of indices \( \{k_1, k_2, \ldots, k_l\}, l \geq 1 \), the joint distribution of \( (X_{k_1}, X_{k_2}, \ldots, X_{k_l}) \) is multivariate Gaussian. Furthermore, if \( X_k \sim \mathcal{N}(0, 1) \) holds for every \( k \in \mathbb{N} \), the process is called a standardized Gaussian process.

This paper focuses on the following empirical process which is defined by the components of a standardized Gaussian process

\[
\hat{F}_n(t) = \frac{1}{n} \sum_{i=1}^{n} 1(\Phi(X_i) \leq t),
\]

where \( \Phi(\cdot) \) is the cumulative distribution function of standard Gaussian. And, we define \( \Delta(n) = 2 \sum_{i<j \leq n} |\text{Cov}(X_i, X_j)| \) a dependence measure for the Gaussian process. Now we are ready to present the main theorem.
Theorem 1. Consider a standardized Gaussian process \( \{X_k, k \in \mathbb{N}\} \). Assume that the dependence measure satisfies
\[
\lim_{n \to \infty} \frac{\Delta(n)}{n^2} = 0.
\]
Then we have
\[
\sup_t |\hat{F}_n(t) - \mathbb{E}\hat{F}_n(t)| \overset{P}{\to} 0.
\]

Standard Gaussian random variables (assumed joint normality) which satisfy \( \Delta(n) = o(n^2) \) are also called weakly dependent normal variables [17]. Combine Theorem [15] with [15, Theorem 1], we have the following corollary which implies that uniformly pointwise convergence in probability is equivalent to uniformly convergence in probability for the empirical distribution of standardized Gaussian process.

Corollary 1. The following statements are equivalent.
- \( \{X_k, k \in \mathbb{N}\} \) are weakly dependent normal variables;
- \( \lim_{n \to \infty} \sup_t P(|\hat{F}_n(t) - \mathbb{E}\hat{F}_n(t)| > \epsilon) = 0, \ \forall \epsilon > 0; \)
- \( \lim_{n \to \infty} P(\sup_t |\hat{F}_n(t) - \mathbb{E}\hat{F}_n(t)| > \epsilon) = 0, \ \forall \epsilon > 0. \)

Note that for a sequence of completely identical standard Gaussian random variables, \( \Delta(n) = O(n^2) \). Theorem [15] implies that as long as the strong correlation condition is slightly relaxed, say, \( \Delta(n) = o(n^2) \), the empirical distribution of the Gaussian random variable sequence will converge. This condition is met for a wide range of Gaussian process in realistic settings. For example, the Gaussian process whose covariance vanishes with the time shift. We summarize this result below.

Corollary 2. Consider a standardized Gaussian process \( \{X_k, k \in \mathbb{N}\} \). Suppose the covariance vanish with the time shift, that is to say, there exists a vanishing function \( r(\cdot) \) with \( \lim_{x \to \infty} r(x) = 0 \) and satisfying
\[
|\mathbb{E}X_i X_j| \leq r(|i - j|).
\]
Then we have
\[
\sup_t |\hat{F}_n(t) - \mathbb{E}\hat{F}_n(t)| \overset{a.s.}{\to} 0.
\]

In addition to the results of convergence in probability, we are also able to consider almost surely convergence. We have the lemma below.

Lemma 1. Consider a standardized Gaussian process \( \{X_k, k \in \mathbb{N}\} \). Assume that the dependence measure satisfies
\[
\sum_{i=1}^{\infty} \sqrt{\frac{\Delta(|\gamma|)}{|\gamma|^2}} < +\infty, \ \forall \gamma > 1.
\]
Then we have
\[
\sup_t |\hat{F}_n(t) - \mathbb{E}\hat{F}_n(t)| \overset{a.s.}{\to} 0.
\]

Note that Corollary [15] actually implies the condition for convergence in probability in Theorem [15] is necessary and sufficient, Lemma [15] only offers a sufficient condition for almost surely convergence. However, Lemma [15] gives the following theorem which states \( \Delta(n) = O(n^2(\ln n)^{-3-\delta}) \), which only has a small gap with \( \Delta(n) = o(n^2) \) in Theorem [15] is sufficient to ensure almost surely convergence.
Theorem 2. Consider a standardized Gaussian process \( \{X_k, k \in \mathbb{N}\} \). Assume that the dependence measure satisfies

\[
\Delta(n) = O\left(n^2(\ln n)^{−3−\delta}\right)
\]

for some \( \delta > 0 \). Then we have

\[
\sup_t |\hat{F}_n(t) - \mathbb{E}\hat{F}_n(t)| \xrightarrow{a.s.} 0.
\]

Here we provide some examples where Theorem 1, Corollary 2 and Theorem 2 can be applied.

**Long-range dependence process** A standardized Gaussian process \( \{X_k, k \in \mathbb{N}\} \) is called long-range dependence process \cite{9} if

\[
\mathbb{E}X_iX_j = r(|i − j|),
\]

where \( r(0) = 1, r(k) = k^{-D}L(k), \) \( 0 < D < 1 \) and \( L(\cdot) \) slowly varying at infinity. Then we have

\[
\Delta(n) = o(n^{2-D}).
\]

**Ornstein-Uhlenbeck process** We consider an Ornstein-Uhlenbeck process \cite{18} defined by the following stochastic differential equation

\[
dY_t = -\alpha Y_t dt + \sqrt{2}\alpha dW_t, \quad Y_0 \sim \mathcal{N}(0, 1),
\]

where \( \alpha > 0 \) is a parameter and \( W_t \) denotes the Wiener process. If we take \( X_k = Y_k \) for \( k \in \mathbb{N} \), then \( \{X_k, k \in \mathbb{N}\} \) is a standardized Gaussian process. The covariance function of \( \{X_k, k \in \mathbb{N}\} \) can be written as

\[
\mathbb{E}X_iX_j = e^{-\alpha|i−j|}.
\]

In this case, we have

\[
\Delta(n) = O(n).
\]

3 Finite Sample Bounds for Multivariate Gaussian

In this section, we explain and illustrate in details the technique described in the introduction section. In Lemma 2 we turn to consider an empirical process \( \hat{Q}_n(t) \), which can be viewed as a smooth version of empirical distribution \( \hat{F}_n(t) \). The smooth modification works in two aspects. First and foremost, the smoothness can ensure the sum of quadratic variation in different subspaces of the Hilbert basis to be finite. Secondly, continuity of the path saves us unnecessary trouble to consider limitation.

Lemma 2. Consider \( X = (X_1, X_2, \ldots, X_n) \sim \mathcal{N}(0, C) \) is a multivariate Gaussian random vector with covariance matrix \( C \). Every element of \( X \) has unit variance, that is to say, \( C_{ii} = 1 \). Suppose \( \ell \) is a continuously differentiable function with first order derivative supported on \([−\frac{1}{2}, \frac{1}{2}]\). We define the following empirical process

\[
\hat{Q}_n(t) = \frac{1}{n} \sum_{i=1}^{n} \ell(t - \Phi(X_i)),
\]

where \( \Phi(\cdot) \) is the cumulative distribution function of standard Gaussian. Then we have

\[
\mathbb{E}\sup_t |\hat{Q}_n(t) - \mathbb{E}\hat{Q}_n(t)| \leq (\sqrt{6} + \sqrt{3})D(\ell)\sqrt{\frac{n + \Delta}{n^2}},
\]
where $\Delta = \sum_{i \neq j} |C_{ij}|$ and

$$D(\ell) = \sqrt{\int_{-1}^{1} \left[ \int_{0}^{1} (\ell'(t-y))^2 dy - \left( \int_{0}^{1} \ell'(t-y) dy \right)^2 \right] dt}$$

is a functional which only depends on $\ell$.

**Proof.** We write the expansion of $\ell(t - \Phi(x))$ in $L^2(\mathbb{R}, \mu)$ as

$$\ell(t - \Phi(x)) = \sum_{k \geq 0} c_k(t) h_k(x),$$

where

$$c_k(t) = \int_{\mathbb{R}} \ell(t - \Phi(x)) h_k(x) d\mu.$$  \hfill (3)

We denote a mean zero process

$$G(t) \triangleq \hat{Q}_n(t) - \mathbb{E}\hat{Q}_n(t) = \frac{1}{n} \sum_{i=1}^{n} \ell(t - \Phi(X_i)) - \mathbb{E} \left( \frac{1}{n} \sum_{i=1}^{n} \ell(t - \Phi(X_i)) \right).$$

We denote by $\mu_C$ the Gaussian measure in $\mathbb{R}^n$ defined by $\mathcal{N}(0, C)$. Then we can write the expansion of $G(t)$ in $L^2(\mathbb{R}^n, \mu_C)$ by

$$G(t) \overset{L^2}{=} \frac{1}{n} \sum_{i=1}^{n} \sum_{k \geq 0} c_k(t) h_k(X_i) - \mathbb{E} \frac{1}{n} \sum_{i=1}^{n} \sum_{k \geq 0} c_k(t) h_k(X_i), \quad \forall t. \hfill (4)$$

By considering $k' = 0$ and $k > 0$ in Eq. (1), we get $\mathbb{E} h_k(X_i) = 0$ for $k > 0$. What’s more, by the definition of $h_0(x)$, we have $h_0(X_i) = \mathbb{E} h_0(X_i) = 1$. Plug these results into Eq. (4), we get

$$G(t) \overset{L^2}{=} \frac{1}{n} \sum_{i=1}^{n} \sum_{k \geq 1} c_k(t) h_k(X_i), \quad \forall t. \hfill (5)$$

For simplicity, we let $c_k(s, t) = c_k(t) - c_k(s)$. Then by the expansion Eq. (5), the second order increments of $G(t)$ can be bounded as

$$\|G(t) - G(s)\|_2^2 = \mathbb{E} (G(t) - G(s))^2$$

$$= \mathbb{E} \left( \frac{1}{n} \sum_{i=1}^{n} \sum_{k \geq 1} c_k(t) h_k(X_i) - \frac{1}{n} \sum_{i=1}^{n} \sum_{k \geq 1} c_k(s) h_k(X_i) \right)^2$$

$$= \frac{1}{n^2} \sum_{i, j=1}^{n} \mathbb{E} \left( \sum_{k \geq 1} c_k(s, t) h_k(X_i) \right) \left( \sum_{k \geq 1} c_k(s, t) h_k(X_j) \right)$$

$$= \frac{1}{n^2} \sum_{i, j=1}^{n} \sum_{k \geq 1} c_k(s, t)^2 \text{Cov}(X_i, X_j)^k$$

$$\leq \frac{1}{n^2} \sum_{i, j=1}^{n} \sum_{k \geq 1} c_k(s, t)^2 \text{Cov}(X_i, X_j) \leq \frac{1}{n^2} (n + \Delta) \sum_{k \geq 1} c_k(s, t)^2. \hfill (6)$$
We consider equidistant \( \frac{3}{2m} \)-nets \( T_m \) of \([-1, 2]\) for \( m \in \mathbb{N} \). Then \( \forall t \in [-1, 2] \), there exists a sequence of points \( \pi_m(t) \in T_m \) satisfying

\[
\pi_1(t) = -1, \\
|\pi_m(t) - \pi_{m+1}(t)| = \frac{3}{2m}, \\
\lim_{m \to \infty} \pi_m(t) = t.
\]

Since the path of \( G(t) \) is continuous, we have

\[
G(t) - G(-1) = \sum_{m \geq 1} G(\pi_{m+1}(t)) - G(\pi_m(t)).
\]

Keep in mind that \( G(-1) = 0 \), then we have

\[
\mathbb{E} \sup_t |G(t)| = \mathbb{E} \sup_t |\sum_{m \geq 1} G(\pi_{m+1}(t)) - G(\pi_m(t))| \\
\leq \mathbb{E} \sup_t \sum_{m \geq 1} |G(\pi_{m+1}(t)) - G(\pi_m(t))| \\
\leq \mathbb{E} \sum_{m \geq 1} \sup_t |G(\pi_{m+1}(t)) - G(\pi_m(t))| \\
= \sum_{m \geq 1} \mathbb{E} \sup_t |G(\pi_{m+1}(t)) - G(\pi_m(t))|. \tag{7}
\]

Since \( \pi_m(t) \in T_m, \pi_{m+1}(t) \in T_{m+1} \) and \( |\pi_m(t) - \pi_{m+1}(t)| = \frac{3}{2m} \), the expectation of supremum can be bounded as

\[
(\mathbb{E} \sup_t |G(\pi_{m+1}(t)) - G(\pi_m(t))|)^2 \leq \mathbb{E}(\sup_t |G(\pi_{m+1}(t)) - G(\pi_m(t))|)^2 \\
\leq \mathbb{E} \sum_{a=1}^{2^m} (G(\frac{3a}{2^m} - 1) - G(\frac{3(a-1)}{2^m} - 1))^2 \\
\leq \sum_{a=1}^{2^m} \frac{1}{n^2}(n + \Delta) \sum_{k \geq 1} c_k (\frac{3(a-1)}{2^m} - 1, \frac{3a}{2^m} - 1)^2
\]

On the other hand, by Cauchy-Schwarz inequality, we have

\[
c_k (\frac{3(a-1)}{2^m} - 1, \frac{3a}{2^m} - 1)^2 = \left( \int_{\frac{3(a-1)}{2^m} - 1}^{\frac{3a}{2^m} - 1} c'_k(t)dt \right)^2 \leq \left( \int_{\frac{3(a-1)}{2^m} - 1}^{\frac{3(\Delta+n)}{2^m} - 1} 1dt \right) \left( \int_{\frac{3(a-1)}{2^m} - 1}^{\frac{3(\Delta+n)}{2^m} - 1} (c'_k(t))^2dt \right).
\]

Thus,

\[
(\mathbb{E} \sup_t |G(\pi_{m+1}(t)) - G(\pi_m(t))|)^2 \leq \sum_{a=1}^{2^m} \frac{1}{n^2}(n + \Delta) \sum_{k \geq 1} c_k (\frac{3(a-1)}{2^m} - 1, \frac{3a}{2^m} - 1)^2 \\
= \frac{n + \Delta}{n^2} \sum_{k \geq 1} \sum_{a=1}^{2^m} c_k (\frac{3(a-1)}{2^m} - 1, \frac{3a}{2^m} - 1)^2 \\
\leq \frac{n + \Delta}{n^2} \sum_{k \geq 1} \sum_{a=1}^{2^m} \frac{3}{2m} \left( \int_{\frac{3(a-1)}{2^m} - 1}^{\frac{3(\Delta+n)}{2^m} - 1} (c'_k(t))^2dt \right) \\
= \frac{3}{2m} \frac{n + \Delta}{n^2} \sum_{k \geq 1} \int_{-1}^{-\frac{3(a-1)}{2^m}} (c'_k(t))^2dt. \tag{8}
\]
Combine Eq. (7) and Eq. (8), we have

\[
E \sup_t |G(t)| \leq \sum_{m \geq 1} \sqrt{\frac{3}{2m^2}} \frac{n + \Delta}{n} \int_{-1}^{2} (c'_k(t))^2 dt
\]

\[
= (\sqrt{6} + \sqrt{3}) \sqrt{\frac{n + \Delta}{n}} \sum_{k \geq 1} \int_{-1}^{2} (c'_k(t))^2 dt.
\] (9)

Finally, let’s take a close look at \( \sum_{k \geq 1} \int_{-1}^{2} (c'_k(t))^2 dt \). Since \( \ell' \) is continuous and supported on a compact set, we have

\[
\ell'(t - \Phi(x)) = \sum_{k \geq 0} c'_k(t)h_k(x).
\]

Therefore,

\[
\sum_{k \geq 0} (c'_k(t))^2 = \int_R \left( \sum_{k \geq 0} c'_k(t)h_k(x) \right) \left( \sum_{k \geq 0} c'_k(t)h_k(x) \right) d\mu
\]

\[
= \int_R (\ell'(t - \Phi(x)))^2 d\mu
\]

\[
= \int_0^1 (\ell'(t - y))^2 dy.
\]

On the other hand, by Eq. (6) we have

\[
c'_0(t) = \left( \int_R \ell(t - \Phi(x))d\mu \right)' = \int_R \ell'(t - \Phi(x))d\mu = \int_0^1 \ell'(t - y)dy.
\]

Thus,

\[
\sum_{k \geq 1} (c'_k(t))^2 = \int_0^1 (\ell'(t - y))^2 dy - \left( \int_0^1 \ell'(t - y)dy \right)^2.
\] (10)

Combine Eq. (9) and Eq. (10), we have

\[
E \sup_t |G(t)| \leq (\sqrt{6} + \sqrt{3})D(\ell) \sqrt{\frac{n + \Delta}{n^2}}.
\]

where \( D(\ell) \) is a functional of \( \ell(\cdot) \):

\[
D(\ell)^2 = \int_{-1}^{2} \left[ \int_0^1 (\ell'(t - y))^2 dy - \left( \int_0^1 \ell'(t - y)dy \right)^2 \right] dt.
\]

\( \square \)

**Remark 1.** We would like to point out that the rate regarding \( \Delta \) in Lemma 3 is optimal. For \( \Delta = \Omega(n) \), we choose the covariance matrix \( C \) by

\[
C_{ij} = \begin{cases} 
1 & i, j \leq \left\lfloor \frac{1 + \sqrt{1 + 4\Delta}}{2} \right\rfloor \\
1 & i = j \\
\xi & \text{otherwise},
\end{cases}
\]

where \( \xi \) ensures the equality \( \Delta = \sum_{i \neq j} |C_{ij}| \) holds. That is to say, there are \( \left\lfloor \frac{1 + \sqrt{1 + 4\Delta}}{2} \right\rfloor \) elements of the multivariate Gaussian \( X \sim \mathcal{N}(0, C) \) take the same value. Thus, with high probability we have
\[
\sup_t |\hat{Q}_n(t) - \text{E}\hat{Q}_n(t)| = \Omega \left( \frac{1}{n}\sqrt{\Delta} \right).
\]

Now we are going to deduce the finite sample bound for empirical distribution \(\hat{F}_n(t)\). Instead of bounding the difference \(\sup_t |\hat{Q}_n(t) - \hat{F}_n(t)|\) directly, we translate the process \(\hat{Q}_n(t)\) on the index set and squeeze \(\hat{F}_n(t)\) by \(\hat{Q}_n(t - \epsilon)\) and \(\hat{Q}_n(t + \epsilon)\).

**Theorem 3.** Consider \(X = (X_1, X_2, \ldots, X_n) \sim \mathcal{N}(0, C)\) is a multivariate Gaussian random vector with covariance matrix \(C\). Every element of \(X\) has unit variance, that is to say, \(C_{ii} = 1\). We consider the empirical distribution

\[
\hat{F}_n(t) = \frac{1}{n}\sum_{i=1}^{n} 1(\Phi(X_i) \leq t),
\]

where \(\Phi(\cdot)\) is the cumulative distribution function of standard Gaussian. Then we have

\[
\text{E}\sup_t |\hat{F}_n(t) - \text{E}\hat{F}_n(t)| \leq 16\sqrt{\frac{n + \Delta}{n^2}} + \frac{1}{2}\epsilon \Delta.
\]

**Proof.** We choose a \(\ell\) in Lemma 2 in the following way:

\[
\ell^\prime(x) = \frac{1}{e^2}(\epsilon - |x|)^+, \\
\ell(-\frac{1}{2}) = 0.
\]

Where \(\epsilon\) is a parameter less than \(\frac{1}{2}\). It is easy to calculate that

\[
D(\ell) \leq \sqrt{\frac{2\epsilon^3}{3e^2}} = \sqrt{\frac{2}{\epsilon}}.
\]

And, since \(|\ell(\cdot) - 1(\cdot \geq 0)|\) is only supported on \([-\epsilon, \epsilon]\) and is bounded by \(\frac{1}{2}\), we have

\[
|\text{E}\hat{Q}_n(t) - \text{E}\hat{F}_n(t)| = |\int_0^1 \ell(t - y)dy - 1(t - y \geq 0)dy| \leq \frac{1}{2}\epsilon = \epsilon.
\]

Thus by Lemma 2 Eq. (11), and Eq. (12) we have

\[
\text{E}\sup_t |\hat{Q}_n(t) - \text{E}\hat{Q}_n(t)| \leq \text{E}\sup_t |\hat{Q}_n(t) - \text{E}\hat{Q}_n(t)| + \text{sup}_t |\text{E}\hat{Q}_n(t) - \text{E}\hat{F}_n(t)| \leq 6\sqrt{\frac{n + \Delta}{en^2}} + \epsilon.
\]

One simple variation of Eq. (13) is

\[
\text{E}\sup_t (\hat{Q}_n(t) - \text{E}\hat{Q}_n(t))^+ \leq 6\sqrt{\frac{n + \Delta}{en^2}} + \epsilon, \\
\text{E}\sup_t (\hat{Q}_n(t) - \text{E}\hat{Q}_n(t))^- \leq 6\sqrt{\frac{n + \Delta}{en^2}} + \epsilon.
\]

By the definition of \(\ell\), we have

\[
\ell(x - \epsilon) \leq 1(x \geq 0) \leq \ell(x + \epsilon).
\]
Thus,

\[ \hat{Q}_n(t - \epsilon) \leq \hat{F}_n(t) \leq \hat{Q}_n(t + \epsilon). \]

By plugging \( t + \epsilon \) and \( t - \epsilon \) into Eq. (14) and Eq. (15) respectively, we have

\[
\begin{align*}
\mathbb{E} \sup_t (\hat{F}_n(t) - \mathbb{E} \hat{F}_n(t))^+ &\leq \mathbb{E} \sup_t (\hat{Q}_n(t + \epsilon) - \mathbb{E} \hat{F}_n(t + \epsilon))^+ \leq 6 \sqrt{\frac{n + \Delta}{en^2}} + \epsilon, \\
\mathbb{E} \sup_t (\hat{F}_n(t) - \mathbb{E} \hat{F}_n(t))^- &\leq \mathbb{E} \sup_t (\hat{Q}_n(t - \epsilon) - \mathbb{E} \hat{F}_n(t - \epsilon))^- \leq 6 \sqrt{\frac{n + \Delta}{en^2}} + \epsilon.
\end{align*}
\]

What’s more, by the definition of \( \hat{F}_n(t) \) we have

\[
\begin{align*}
\mathbb{E} \hat{F}_n(t + \epsilon) &\leq \mathbb{E} \hat{F}_n(t) + \epsilon, \\
\mathbb{E} \hat{F}_n(t - \epsilon) &\geq \mathbb{E} \hat{F}_n(t) - \epsilon.
\end{align*}
\]

As a result, we have

\[
\begin{align*}
\mathbb{E} \sup_t (\hat{F}_n(t) - \mathbb{E} \hat{F}_n(t))^+ &\leq \mathbb{E} \sup_t (\hat{F}_n(t) - \mathbb{E} \hat{F}_n(t + \epsilon) + \epsilon)^+ \\
&\leq \mathbb{E} \sup_t (\hat{F}_n(t) - \mathbb{E} \hat{F}_n(t + \epsilon))^+ + \epsilon \leq 6 \sqrt{\frac{n + \Delta}{en^2}} + 2\epsilon, \\
\mathbb{E} \sup_t (\hat{F}_n(t) - \mathbb{E} \hat{F}_n(t))^− &\leq \mathbb{E} \sup_t (\hat{F}_n(t) - \mathbb{E} \hat{F}_n(t - \epsilon) - \epsilon)^− \\
&\leq \mathbb{E} \sup_t (\hat{F}_n(t) - \mathbb{E} \hat{F}_n(t + \epsilon))^− + \epsilon \leq 6 \sqrt{\frac{n + \Delta}{en^2}} + 2\epsilon.
\end{align*}
\]

Combine the two inequalities above, we get

\[
\mathbb{E} \sup_t |\hat{F}_n(t) - \mathbb{E} \hat{F}_n(t)| \leq \mathbb{E} \sup_t (\hat{F}_n(t) - \mathbb{E} \hat{F}_n(t))^+ + \mathbb{E} \sup_t (\hat{F}_n(t) - \mathbb{E} \hat{F}_n(t))^− \\
= \mathbb{E} \sup_t (\hat{F}_n(t) - \mathbb{E} \hat{F}_n(t))^+ + \mathbb{E} \sup_t (\hat{F}_n(t) - \mathbb{E} \hat{F}_n(t))^− \\
\leq 12 \sqrt{\frac{n + \Delta}{en^2}} + 4\epsilon. \tag{16}
\]

When \( \frac{n + \Delta}{n^2} \leq \frac{1}{18} \), by taking \( \epsilon = \sqrt{\frac{2(n + \Delta)}{4n^2}} \) in Eq. (16), we get

\[
\mathbb{E} \sup_t |\hat{F}_n(t) - \mathbb{E} \hat{F}_n(t)| \leq 16 \sqrt{\frac{n + \Delta}{n^2}}.
\]

Otherwise, if \( \frac{n + \Delta}{n^2} > \frac{1}{18} \), we simply have

\[
\mathbb{E} \sup_t |\hat{F}_n(t) - \mathbb{E} \hat{F}_n(t)| \leq 16 \sqrt{\frac{n + \Delta}{n^2}}.
\]

To sum up, we finally have

\[
\mathbb{E} \sup_t |\hat{F}_n(t) - \mathbb{E} \hat{F}_n(t)| \leq 16 \sqrt{\frac{n + \Delta}{n^2}}.
\]
4 Proof of Main Results

Theorem 1. Consider a standardized Gaussian process \( \{X_k, k \in \mathbb{N}\} \). Assume that the dependence measure satisfies
\[
\lim_{n \to \infty} \frac{\Delta(n)}{n^2} = 0.
\]
Then we have
\[
\sup_t |\hat{F}_n(t) - \mathbb{E}\hat{F}_n(t)| \xrightarrow{P} 0.
\]

Proof. Since \( \lim_{n \to \infty} \frac{\Delta(n)}{n^2} = 0 \), by Theorem 3 we have
\[
\lim_{n \to \infty} \mathbb{E}\sup_t |\hat{F}_n(t) - \mathbb{E}\hat{F}_n(t)| = 0.
\]
Then for all \( \epsilon > 0 \), by Markov inequality, we have
\[
\lim_{n \to \infty} \mathbb{P}\left(\sup_t |\hat{F}_n(t) - \mathbb{E}\hat{F}_n(t)| \geq \epsilon\right) \leq \lim_{n \to \infty} \mathbb{E}\sup_t |\hat{F}_n(t) - \mathbb{E}\hat{F}_n(t)| \leq \frac{\epsilon}{\epsilon^2}.
\]
That is to say,
\[
\sup_t |\hat{F}_n(t) - \mathbb{E}\hat{F}_n(t)| \xrightarrow{P} 0.
\]

Corollary 1. The following statements are equivalent.

- \( \{X_k, k \in \mathbb{N}\} \) are weakly dependent normal variables;
- \( \lim_{n \to \infty} \sup_t P(|\hat{F}_n(t) - \mathbb{E}\hat{F}_n(t)| > \epsilon) = 0, \ \forall \epsilon > 0; \)
- \( \lim_{n \to \infty} P(\sup_t |\hat{F}_n(t) - \mathbb{E}\hat{F}_n(t)| > \epsilon) = 0, \ \forall \epsilon > 0. \)

Proof. [15] Theorem 1] states that
\[
\lim_{n \to \infty} \frac{\Delta(n)}{n^2} = 0 \iff \lim_{n \to \infty} \mathbb{E}|\hat{F}_n(t) - \mathbb{E}\hat{F}_n(t)|^2 = 0. \tag{17}
\]
As the first step, we have
\[
\lim_{n \to \infty} \sup_t P(|\hat{F}_n(t) - \mathbb{E}\hat{F}_n(t)| > \epsilon) \leq \lim_{n \to \infty} \sup_t \frac{1}{\epsilon^2} \mathbb{E}|\hat{F}_n(t) - \mathbb{E}\hat{F}_n(t)|^2.
\]
Thus \( \lim_{n \to \infty} \mathbb{E}|\hat{F}_n(t) - \mathbb{E}\hat{F}_n(t)|^2 = 0 \iff \lim_{n \to \infty} \sup_t P(|\hat{F}_n(t) - \mathbb{E}\hat{F}_n(t)| > \epsilon) = 0, \ \forall \epsilon > 0. \) On the other hand, if we assume the later statement holds, since \( |\hat{F}_n(t) - \mathbb{E}\hat{F}_n(t)| \leq 1 \), then for any given \( \epsilon \) we have
\[
\lim_{n \to \infty} \sup_t \mathbb{E}|\hat{F}_n(t) - \mathbb{E}\hat{F}_n(t)|^2 \leq \lim_{n \to \infty} \sup_t \left(\epsilon^2 + P(|\hat{F}_n(t) - \mathbb{E}\hat{F}_n(t)| > \epsilon)\right) = \epsilon^2.
\]
By the arbitrariness of \( \epsilon \), we have \( \lim_{n \to \infty} \sup_t \mathbb{E}|\hat{F}_n(t) - \mathbb{E}\hat{F}_n(t)|^2 = 0. \) That is to say,
Proof.

We consider the dependence measure $\Delta(\hat{F}_n(t) - E\hat{F}_n(t)) \geq 0 \iff \limsup_{n \to \infty} P(|\hat{F}_n(t) - E\hat{F}_n(t)| > \epsilon) = 0, \ \forall \epsilon > 0. \ \ (18)$

Combine Eq. (17) and Eq. (18), we get

$$\lim_{n \to \infty} \sup_t \frac{\Delta(n)}{n^2} = 0 \iff \limsup_{n \to \infty} P(\hat{F}_n(t) - E\hat{F}_n(t) > \epsilon) = 0, \ \forall \epsilon > 0. \ \ (19)$$

Theorem 1 states that $\lim_{n \to \infty} \sup_{t} \frac{\Delta(n)}{n^2} = 0 \Rightarrow \lim_{n \to \infty} P(\hat{F}_n(t) - E\hat{F}_n(t) > \epsilon) = 0, \ \forall \epsilon > 0. \ \ (20)$

And it is obvious that

$$\lim_{n \to \infty} \sup_{t} P(\hat{F}_n(t) - E\hat{F}_n(t) > \epsilon) \leq \lim_{n \to \infty} P(\sup_{t} \hat{F}_n(t) - E\hat{F}_n(t) > \epsilon), \ \forall \epsilon > 0. \ \ (21)$$

Combine Eq. (19), Eq. (20) and Eq. (21), we can conclude that the statements in Corollary 1 are equivalent.

**Corollary 2.** Consider a standardized Gaussian process $\{X_k, k \in \mathbb{N}\}$. Suppose the covariance vanish with the time shift, that is to say, there exists a vanishing function $r(\cdot)$ with $\lim_{x \to \infty} r(x) = 0$ and satisfying

$$|EX_iX_j| \leq r(|i - j|).$$

Then we have

$$\sup_{t} |\hat{F}_n(t) - E\hat{F}_n(t)| \overset{P}{\to} 0.$$

**Proof.** We consider the dependence measure $\Delta(n)$ in Theorem 1. By the definition of limitation, $\forall \delta > 0$, there exists $N(\delta) \in \mathbb{N}$, s.t., for all $n \geq N(\delta)$, we have $r(n) \leq \frac{\delta}{2}$. Then for all $n > \left(1 - \sqrt{1 - \frac{\delta}{2}} \right)^{-1} N(\delta)$, we have

$$\frac{\Delta(n)}{n^2} \leq \frac{\delta (n - N(\delta))(n - N(\delta) + 1)}{2n^2} + \frac{n^2 - (n - N(\delta))^2}{n^2} \leq \delta.$$

Again by the definition of limitation, we have $\lim_{n \to \infty} \Delta(n) = 0$. By Theorem 1, we have

$$\sup_{t} |\hat{F}_n(t) - E\hat{F}_n(t)| \overset{P}{\to} 0.$$

In order to achieve almost surely convergence, it is equivalent to prove that

$$\lim_{m \to \infty} P\left(\bigcup_{n=m}^{\infty} \left\{\sup_{t} |\hat{F}_n(t) - E\hat{F}_n(t)| > \epsilon\right\}\right) = 0, \ \forall \epsilon > 0. \ \ (22)$$

Unfortunately, the finite sample bound in Theorem 3 is not sufficient to derive Eq. (22) directly, since the summation $\sum_{i=1}^{\infty} \sqrt{\frac{n + \Delta(n)}{n^2}}$ always diverges. However, one may notice that the fluctuation in the sequence $\left\{\sup_{t} |\hat{F}_n(t) - E\hat{F}_n(t)|\right\}_{n \in \mathbb{N}}$ is very small. Denote $D_n = \sup_{t} |\hat{F}_n(t) - E\hat{F}_n(t)|$, we have

$$\lim_{n \to \infty} P\left(\bigcup_{n=m}^{\infty} \left\{D_n > \epsilon\right\}\right) = 0, \ \forall \epsilon > 0. \ \ (23)$$
Consider a standardized Gaussian process \( \{X_k, k \in \mathbb{N}\} \). Assume that the dependence measure satisfies

\[
\sum_{i=1}^{\infty} \sqrt{\frac{\Delta([\gamma^i])}{[\gamma^i]^2}} < +\infty, \quad \forall \gamma > 1.
\]

Then we have

\[
\sup_{t} |\hat{F}_n(t) - \mathbb{E}\hat{F}_n(t)| \xrightarrow{\text{a.s.}} 0.
\]

Proof. We consider a sequence of indexes \( j(i) = [\gamma^i] \) for a given \( \gamma \). Then \( \forall j(i) < k < j(i + 1) \), we have

\[
|D_k - D_{j(i)}| \leq \sum_{p=j(i)}^{k-1} \frac{1}{p+1} \leq \frac{[\gamma^{i+1}] - 1 - [\gamma^i]}{[\gamma^i] + 1} < \frac{\gamma^{i+1} - \gamma^i}{\gamma^i} = \gamma - 1.
\]
One should notice that \( j(i) < k < j(i + 1) \) implies \( j(i + 1) - j(i) \geq 2 \) here. By taking \( \gamma = 1 + \frac{\epsilon}{2} \), we have

\[
\frac{\infty}{m} \{D_n > \epsilon\} \subset \bigcup_{i=\tilde{i}(m)} \{D_{j(i)} > \frac{\epsilon}{2}\},
\]

where \( \tilde{i}(m) = \max\{i : j(i) \leq m\} \). Therefore, the probability in Eq. (22) can be bounded as

\[
P\left(\frac{\infty}{m} \{D_n > \epsilon\}\right) \leq P\left(\bigcup_{i=\tilde{i}(m)} \{D_{j(i)} > \frac{\epsilon}{2}\}\right) \leq \sum_{i=\tilde{i}(m)} P\left(D_{j(i)} > \frac{\epsilon}{2}\right).
\]

Since \( \lim_{m \to \infty} \tilde{i}(m) = \infty \), we only need \( \sum_{i=1}^{\infty} P\left(D_{j(i)} > \frac{\epsilon}{2}\right) < +\infty \). Thus we get a sufficient condition

\[
\sum_{i=1}^{\infty} P\left(D_{j(i)} > \frac{\epsilon}{2}\right) < +\infty, \quad \forall \epsilon > 0.
\]

Combine Eq. (23) with Theorem 3 and Markov inequality, we have

\[
\sum_{i=1}^{\infty} P\left(D_{j(i)} > \frac{\epsilon}{2}\right) \leq \frac{32}{\epsilon} \sum_{i=1}^{\infty} \sqrt{\frac{\Delta(\lceil \gamma i \rceil)}{[\gamma i]^2}},
\]

Notice that

\[
\sum_{i=1}^{\infty} \sqrt{\frac{\Delta(\lceil \gamma i \rceil)}{[\gamma i]^2}} < \sum_{i=1}^{\infty} \sqrt{\frac{\Delta(\lceil \gamma i \rceil)}{[\gamma i]^2}} \sum_{i=1}^{\infty} \left( \frac{1}{[\gamma i]^2} + \frac{\Delta([\gamma i])}{[\gamma i]^2} \right) \leq \frac{\sqrt{2}}{\sqrt{\gamma} - 1} + \sum_{i=1}^{\infty} \sqrt{\frac{\Delta([\gamma i])}{[\gamma i]^2}},
\]

we have

\[
\sum_{i=1}^{\infty} \sqrt{\frac{\Delta([\gamma i])}{[\gamma i]^2}} < +\infty \iff \sum_{i=1}^{\infty} \sqrt{\frac{\Delta([\gamma i])}{[\gamma i]^2}} < +\infty, \quad \forall \gamma > 1.
\]

To sum up, we finally get the sufficient condition

\[
\sum_{i=1}^{\infty} \sqrt{\frac{\Delta([\gamma i])}{[\gamma i]^2}} < +\infty, \quad \forall \gamma > 1.
\]

**Theorem 2.** Consider a standardized Gaussian process \( \{X_k, k \in \mathbb{N}\} \). Assume that the dependence measure satisfies

\[
\Delta(n) = O\left(n^2(\ln n)^{-3-\delta}\right)
\]

for some \( \delta > 0 \). Then we have

\[
\sup_t |\hat{F}_n(t) - \mathbb{E}\hat{F}_n(t)| \overset{\text{a.s.}}{\to} 0.
\]

**Proof.** We only need to check that the condition in Lemma 1 is satisfied. \( \forall \gamma > 1 \), we have
\[
\sum_{i=1}^{\infty} \frac{\Delta(\lceil \gamma_i \rceil)}{[\gamma_i]^2} = O \left( \log \gamma + \sum_{i=\lfloor \log_2 \gamma \rfloor + 1}^{\infty} \frac{1}{i \left( \ln \gamma \right)^{1+\delta}} \right) \\
\leq O \left( \log \gamma + \frac{1}{(\ln \gamma)^{1+\delta}} \right) = O \left( \log \gamma + \frac{1}{(\ln \gamma)^{1+\delta}} \right) < +\infty.
\]

5 Discussion

In this paper, we proved the convergence of empirical distribution defined by a Gaussian process by building finite sample bounds for multivariate Gaussian under general dependence. Loosely speaking, we can conclude that if randomness of the stochastic process originates from a Gaussian process whose correlation is not strong enough, the elements from the process will enjoy large number property. We think this conclusion will shed light on related fields regarding sequential randomness.

In addition, this paper demonstrated the framework to deal with empirical process under dependence structure. While previous work studied the dependence structure based on Markov property and martingale difference, it has been pointed out the multivariate Gaussian structure is sufficient to guarantee the convergence of empirical distribution. More broadly, while the property of multivariate Gaussian is interpreted by Hermite polynomials, we can deal with certain dependence for other distributions if there exists an appropriate Hilbert basis with respect to the bivariate dependence structure. What’s more, if we adopt the framework of \(L^2\) chaining and smoothing, we only have to study the bivariate dependence structure in each pair of random variables.
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