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ABSTRACT
Recently, the enactment of privacy regulations has promoted the rise of the machine unlearning paradigm. Existing studies of machine unlearning mainly focus on sample-wise unlearning, such that a learnt model will not expose user’s privacy at the sample level. Yet we argue that such ability of selective removal should also be presented at the attribute level, especially for the attributes irrelevant to the main task, e.g., whether a person recognized in a face recognition system wears glasses or the age range of that person. Through a comprehensive literature review, it is found that existing studies on attribute-related problems like fairness and de-biasing learning cannot address the above concerns properly. To bridge this gap, we propose a paradigm of selectively removing input attributes from feature representations which we name ‘attribute unlearning’. In this paradigm, certain attributes will be accurately captured and detached from the learned feature representations at the stage of training, according to their mutual information. The particular attributes will be progressively eliminated along with the training procedure towards convergence, while the rest of attributes related to the main task are preserved for achieving competitive model performance. Considering the computational complexity during the training process, we not only give a theoretically approximate training method, but also propose an acceleration scheme to speed up the training process. We validate our method by spanning several datasets and models and demonstrate that our design can preserve model fidelity and reach prevailing unlearning efficacy with high efficiency. The proposed unlearning paradigm builds a foundation for future machine unlearning system and will become an essential component of the latest privacy-related legislation.
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• Security and privacy → Social aspects of security and privacy: Privacy protections; Usability in security and privacy.
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1 INTRODUCTION
The progressive utilization of personal data has contributed to a wide spectrum of applications, e.g., intelligent healthcare, smart finance and secure access, etc. To prevent potential leakage and illegal use of private data, collaborative machine learning paradigms are proposed to train models without sharing users’ data, e.g., federated learning [48], split learning [43]. However, the models trained from isolated data may still have memories of them, leading to growing concerns of exposing sensitive information from existing trained models, such as diagnosis records, bank statement, facial images, etc.

Recently, laws and regulations are enforced for companies and organizations on the ‘reasonable use of personal data’, e.g., the European Union’s General Data Protection Regulation (GDPR) [29] and the California Consumer Privacy Act (CCPA) [33], which allows people to get more control over their own data, and deliberately emphasize on selective removal of any personal information from learned feature representations [2]. To proactively defend the privilege of data holders, machine unlearning paradigm has been brought up and sparked a boom both in academia and industry [3, 13, 16, 38].

The most straightforward way of machine unlearning is to remove the data samples that are requested to be forgotten (referred to as target samples) from the original datasets, and retrain the ML model from scratch. Such way is easy to configure however can lead to prohibitive re-training costs, especially when the datasets are of large scale. To reduce the overhead, several alternative solutions have been proposed [2, 12, 18, 31, 37, 47]. Nevertheless, status quo machine unlearning studies mainly focus on selectively removing input samples from feature representations such that a learnt model is able to remove user’s private information only at the sample-level. We argue that such ability of selective removal should also be presented at the attribute-level, especially for the attributes irrelevant to the main task, e.g., whether a person recognized in a face recognition system wears glasses or the age range of that person. Although existing machine unlearning may remove all input samples which contain the certain attributes, the drawback is obvious: in addition to those attributes that are requested to be removed, some key attributes that contribute to the model performance may also be removed from learned feature representations (shown in figure 1).

Existing studies on attribute problems, e.g. fairness and de-biasing learning [30, 34, 41, 46], are shown unable to address the above-mentioned issue. That’s because, the inherent objective of those studies is to learn fair and unbiased feature representations for the main task. Therefore, those studies can help the trained model achieve better performance on the main task, but cannot ensure that particular attributes are eventually eliminated from the learned feature representations. In other words, status quo studies cannot offer the desired ability of selective removal at the attribute-level.

Our Contributions. In this paper, we bridge this gap by proposing a paradigm of selectively removing input attributes from feature representations which we name attribute unlearning. In this paradigm, certain attributes will be accurately captured and detached from the learned feature representations at the stage of training, according to their mutual information. The particular attributes will be progressively eliminated along with the training procedure towards convergence, while the rest of attributes related to the main task are preserved for achieving competitive model performance. We focus on machine learning classification of images, and assume the attributes of the images have been well labeled in advance.
We first define the problem of efficient attribute unlearning and show the challenges, formalization and goals. Specifically, we identify two unique challenges in the context of attribute unlearning from the perspectives of embeddedness and interactivity of the attributes. Identifying these challenges helps us better understand the problem and clarifies the motivation of the paper. We formalize the problem of attribute unlearning as a collaboration between two entities: 1) a trustful service provider with control over training process, data collection and management of whole model, 2) data holders, who provide individual data to service provider for training and validating. Based on that formal definition and for purpose to better comply with efficient attribute unlearning, we dedicate the goals of the problem with four principles: 1) efficacy guarantee, 2) fidelity guarantee, 3) unlearning speedup, and 4) model agnostic.

Then, to achieve the above goals, we design an architecture of attribute unlearning with a proposed representation detachment approach. We split the neural network into two parts, the bottom one is a representation detachment extractor, the top one is the classifier (see figure 2). We leverage the intermediate representations extracted by the representation detachment extractor and use their mutual information to measure the correlation between the attributes from the latent feature space. Mutual information serves as an evaluation criteria here to quantify the mutual dependence and the expected ‘amount of information’. To accurately capture and detach certain attributes from feature representations without demolishing the remaining key attributes, we dedicate a representation detachment loss, with that the information of certain attributes will be progressively removed from the learnt model at the stage of training, while the rest of attributes related to the main task are preserved for achieving competitive model.

In addition, considering that the aforementioned proposed loss function is difficult to optimize directly, and given that certain information is intractable in practice, we propose an upper bound approximation method to estimate the loss. To ensure the accuracy of the approximation, we show that the gap between the two is negligible via rigorous theoretical analysis. To apply the approximate loss in practice, we use small auxiliary network to estimate required mutual information. Moreover, considering the computational costs during the training process, we apply the local parallelism into our training architecture to reduce the severe time delay caused by the sequential order of backward propagation behaviors. Given the intrinsic design of our architecture, auxiliary network for loss estimation can be used as module-wise propagation instead of global backward propagation. Such that, the representation detachment extractor as well as the classifier can work together in parallel with a lower memory footprint and efficient speedup.

Finally, we conduct evaluation experiments based on an attribute unlearning task that trains on a deep neural network, where one or more certain attributes need to be removed or not use as required by custom. We experiment our method with three commonly used datasets, Fairface, CelebA, Cifar10, and nowadays most prevailing representative architecture, ResNet models. The experimental results show that our method well performs in both aspect of unlearning efficacy, fidelity, and efficiency, as compared to two baseline methods.

To the best of our knowledge, we are the first to study machine unlearning at the attribute-level. We also envision the proposed unlearning paradigm builds a foundation for future machine unlearning system and will become an essential component of the latest privacy-related legislation. To summarize, the main contributions of this paper are four-fold:

- We take the first step to investigate the machine unlearning at the attribute-level through defining the problem of efficient attribute unlearning including its challenges, formalization and goals.
- We design an architecture of attribute unlearning with a proposed representation detachment approach. The particular attributes will be progressively eliminated along with the training procedure towards convergence, while the rest of attributes related to the main task are preserved for achieving competitive model performance.
• Considering the computational complexity during the training process, we not only give a theoretically approximate training method, but also propose an acceleration scheme to speed up the training process.
• We validate our method by spanning several datasets and models and demonstrate that our design can preserve model fidelity and reach prevailing unlearning efficacy with high efficiency.

Roadmap. In section 2, we introduce the preliminaries of machine unlearning, and present the definition of our proposed attribute unlearning paradigm. We propose our representation detachment architecture including its approximate training and speedup in section 3. We conduct extensive experiments to illustrate the effectiveness of the proposed method in section 4. We discuss the related work in section 5 and conclude the paper in section 6.

2 ATTRIBUTE UNLEARNING DEFINITION

For sake of completeness, we start the definition of attribute unlearning by briefly reviewing current emerging machine unlearning paradigm. Then we identify two challenges which is unique in the context of attribute unlearning, followed by presenting the formalization of attribute unlearning problem by revisiting challenges during the process. Towards overcoming these challenges, we also clarify the objectives that need to obtain in the end.

2.1 Preliminaries of Machine Unlearning

Data Privacy Legislation. The rapid development of big data boosts the advancement of deep learning by utilizing a massive amount of data generated from different sources across a wide range of sectors, such as healthcare and finance. However, the risk of privacy violation increases while we are savoring the benefits of ‘free’ data. Recently, numbers of privacy-preserving mechanisms [25, 32] emerge for privacy protection at different stages from data generation to data processing. Furthermore, privacy regulation [7, 9, 29, 33] has been introduced to legitimize and protect sensitive information against hackers and leaks to make our digital environment safer and more secure. However, more and more emerging legislation emphasizes customers’ rights other than merely keeping data safe from unauthorized access. Customers have rights to control the usage permission and know the purpose of using their information.

Studies on Machine Unlearning. To cope with the requirements in recently brought up legislation, e.g. the European Union’s General Data Protection Regulation (GDPR) [29], a novel branch of privacy-preserving machine learning paradigm arises, dubbed machine unlearning [2, 4]. Machine Unlearning is brought to address the challenges of unlearning required input samples from a learnt model. As the development of this field goes on, several research variants emerged. Some consider the enormous computational overhead during the process and focus on promoting unlearning efficiency [3, 13, 16, 38], another direction aiming at pushing this technique into extensive scenarios, e.g., recommendation system, federated learning, lifelong learning [5, 40, 44]. Although achieving much progress, none of these works innovating from source, i.e., the objects of unlearning.

2.2 Challenges in Attribute Unlearning

To better understand the problem, we identify two unique challenges in the context of attribute unlearning from the perspectives of embeddedness and interactivity of the attributes.

Attributes are Embedded. Unlike the existing sample-wise machine unlearning paradigm where the target samples required to be removed are separable with each other in the input space, Unlearning at the attribute-level does not have such advantage. In the context of attribute unlearning, the targets that need to be removed, i.e., certain attributes, are tightly embedded in the input space, which makes it difficult to separate them, especially for the unstructured data types, e.g., images and videos. Thus, it is challenging to find a general solution to this problem like existing machine unlearning which can directly retrain the models by deleting the target samples. The key reason is that those attributes will be entangled with each other from the view of input space.

Attributes are Interactive. In addition to the embeddedness of the attributes, the interactivity of the attributes also poses the challenges. During the training process, different attributes in the latent space will interact with each other, while those attributes will contribute to the final model performance in a complex manner. It is difficult to open the black-box and to understand that complex interactivity mode. Accordingly, it is hard to conduct selective removal of certain attributes from the latent space and retain the other attributes intact. In other words, the key challenge here in attribute unlearning is how to remove the influence of certain attributes to the large extent with the minimized collateral damage to the other attributes and model performance.

2.3 Formalization of Attribute Unlearning

In this section, we formalize the problem of attribute unlearning as a collaboration between two entities: 1) a trustful service provider S with control over training process, data collection and management of whole model, 2) data holders, who provide individual data to service provider S for training and validating.

Suppose there are n data holders C = {c1, c2, ..., cn}, with k attributes. Let D = {d1, d2, ..., dn} be input space that model trains on, and F = {f1, f2, ..., fk} be the latent feature space that input space can map to by D → F. φ be the model in hypothesis space after training. Within a finite time period, service provider S is required to return a model after unlearning of attributes {fk}.

Definition 2.1 (Attribute Unlearning). We define the algorithm L : F → φ be a learning process which maps latent feature space F into the hypothesis space of model φ. {fk} be the attributes that data holders require to remove. We define a unlearning process U : L(F) ⊗ F ⊗ {fk} → φ, whose input includes latent feature space F = {f1, f2, ..., fk}, a learnt model L(F) and the attributes {fk} that required to be removed. Thus the objective of attribute unlearning problem can be described as

\[ P[L(F \setminus \{fk\})] = P[L(F, F, \{fk\})] \]  

where F\({\setminus}\{fk\}\) defines the latent feature space without certain attributes \{fk\}. P(·) denotes the distribution of feature representations in the model output.
The overall architecture of our attribute unlearning process with representation detachment approach is described in figure 2.

2.4 Principles in Attribute Unlearning

To better illustrate the goals of proposed problem, we dedicate several principles that efficient attribute unlearning needs to meet:

**P1 Efficacy Guarantee.** First, the optimal strategy to implement the attribute unlearning paradigm should eliminate as much as possible the model’s memory of the target attributes. To measure the strategy’s performance under this principle, we will also introduce a general metrics for that in section 4.2.

**P2 Fidelity Guarantee.** Secondly, since attributes interact with each other during training, there is a trade-off between how well the model unlearns and the fidelity it retains. The best strategy to implement the attribute learning paradigm should maintain a competitive model performance as much as possible while eliminating the model’s memory of the target attributes.

**P3 Unlearning Speedup.** Thirdly, attribute learning should consider unlearning efficiency. In addition to getting decent performance, the optimal strategy should also have as little time to unlearn as possible. In line with this principle, we propose an acceleration strategy to speed up the unlearning process (as referred to section 3.3).

**P4 Model Agnostic.** Fourthly, the ideal strategy to implement the attribute unlearning should be general across different model architectures, which means that the aforementioned goals ought to be satisfied by any model when performing that unlearning strategy.

3 EFFICIENT ATTRIBUTE UNLEARNING

Kept those challenges and goals in mind, we design an architecture of attribute unlearning with a proposed representation detachment approach. In this section, we start from introducing the design and workflow of proposed representation detachment.

3.1 Representation Detachment Overview

The overall architecture of our attribute unlearning process with representation detachment approach is described in figure 2.

Model Agnostic Design. In the proposed architecture, the neural network is split into two parts, the bottom one is a representation detachment extractor, the top one is the classifier. We adopt the design idea of bypass, which is widely used in many popular neural network architectures like ResNet. Without changing the original model architecture, we place a small auxiliary network between the feature extractor and classifier, so that the original model and the newly added auxiliary network can work together to complete the task of attribute unlearning. It is noted that the proposed architecture meets the model agnostic design, which has been emphasized in section 2.4.

Overall Workflow. The representation detachment approach is realized through the forward propagation and backward propagation with collaboration between the original model and the auxiliary network. We focus on machine learning classification of images, and assume the attributes of the images have been well labeled. First, the input data goes into the feature extractor, and through the forward propagation, the intermediate representations are extracted by the extractor and then are used by the auxiliary network to estimate the required mutual information and calculate a representation detachment loss function. That loss function will accurately capture the correlation between attributes from the latent feature space. During the backward propagation of that loss, the bottom-part network structure, i.e. the representation detachment extractor will be updated. The loss backward propagation of the original model will only update the top-part network structure, i.e. the classifier. After iterative loss backward propagation and model update towards convergence, the information of certain attributes will be progressively removed from the learnt model, while the rest of attributes related to the main task are preserved for achieving competitive model performance.
where the additional computation and storage overhead is limited. The input of the auxiliary network include (1) the extracted intermediate representations, a.k.a. feature map, and (2) the labeled attributes. The output of the auxiliary network is a loss score which is computed by a representation detachment loss function. During the backward propagation of that loss, the bottom-part network structure will be updated. Target attributes will also be selectively removed from the feature representations during that process.

3.2.1 Representation Detachment Loss. Given feature map \( h \) corresponding to the input data \( x \), we use the mutual information \( I(h, x) \) and \( I(h, y) \) to measure the amount of all retained information from \( x \) and task-relevant information in \( h \). We use \( y \) to represent the labels related to the main task identification. We denote by \( s \) as the selected attribute related information. We dedicate a representation detachment loss function for the auxiliary network, whose optimization objective is to eliminate the learned information in \( I(h, s) \) while in the meantime preserving other information in \( I(h, x) \). The formal definition of that loss function is given below,

\[
L = \alpha \cdot \left[ -I(h, x) + y \cdot I(h, s) \right],
\]

s.t. \( \hat{s} = \arg\max_{s} \max_{I(x, s) > 0, I(s, y) = 0} I(h, s), \)

(2)

where \( \alpha, \gamma > 0 \) are hyperparameters. We will further investigate their impacts in section 4. \( I(a, b) \) represents the mutual information between variable \( a \) and \( b \). Specially, the term \( I(h, x) \) is to capture the mutual information between feature map and input image. The term \( I(h, \hat{s}) \) aims to extract the mutual information between feature map with selected attributes, for the purpose of eliminating attribute influence.

3.2.2 Loss Approximation. It is noted that the desirable mutual information \( I(h, \hat{s}) \) is hard to obtain in practice. According to lemma 3.1, we suggest to use the upper bound of that for an effective approximation. We also show that the gap between the two is theoretically small with our lemma 3.2.

**Lemma 3.1.** Suppose the Markov chain \((y, s) \rightarrow x \rightarrow h\) holds. Then the upper bound of \( L \) is as follows

\[
L \leq -\lambda_{1} I(h, x) - \lambda_{2} I(h, y) - \lambda_{3} I(h, z) = \overline{L},
\]

(3)

where \( \lambda_{1} = \alpha (1 - \beta), \lambda_{2} = \alpha \beta, \lambda_{3} = \alpha (1 - \beta), \beta \geq \gamma, \) and \( z \) represents the labels related to the target attribute identification.

**Lemma 3.2.** Assume there exists a deterministic function map \( x \rightarrow y \), the gap \( \epsilon = \overline{L} - L \) is bounded by

\[
\epsilon \leq \alpha \beta \cdot \left[ I(x, y) - I(h, y) - I(h, z) \right],
\]

(4)

As for the multi-attribute case, it can be extended as \( \epsilon \leq \alpha \beta \cdot I(x, y) - I(h, y) - \sum I(h, z_{i}) \). The detailed proof for lemma 3.1 and 3.2 is included in the appendix.

3.2.3 Mutual Information Estimation. To apply the above loss in practice, we use the auxiliary network to estimate them. Assuming \( R(x|h) \) denotes the expected error for reconstructing \( x \) from \( h \). According to the widely known conclusion of mutual information estimation [15, 28, 45], we can estimate \( I(h, x) \) by training a decoder parameterized by \( \omega \) to obtain the minimal reconstruction loss. In our implementation we use binary cross-entropy loss for \( R_{\omega}(x|h) \).

As for \( I(h, y) \) and \( I(h, z) \), given that definition of mutual information, we have \( I(h, y) = H(y) - H(y|h) = H(y) - E_{(h, y)} [ - \log P(y|h) ] \), where \( H(\cdot) \) represents the marginal entropy, and \( E \) represents the expectation. Then, we can implement and train two auxiliary classifiers to approximate \( I(h, y) \) and \( I(h, z) \), respectively. When training those classifiers, we use a contrastive loss by pulling the same class together and different class apart for better performance, which has been widely exploited in recent arisen contrastive learning approaches [6, 21, 42]. We will also prove with comprehensive experiments that our proposed method meets the principles of efficacy guarantee and fidelity guarantee as referred in section 2.4.

3.3 Parallelism Acceleration

To better accord with the unlearning speedup principle which has been emphasized in section 2.4, we apply the local parallelism into our training architecture to reduce the severe time delay caused by the sequential order of backward propagation behaviors.

**Where to Split the Network.** Before investigating the acceleration, we need to recall that our architecture leverages the intrinsic advantage by splitting the original model into two parts, one is a representation detachment extractor \( \Phi \) on the bottom, the other is a classifier \( \Omega \) on the top, as illustrated in figure 2. According to some recent findings [24, 35], feature map of lower complexity orders represents more general information, while that of higher complexity orders give more noise. According to this inspiring discovery, we are motivated to use the feature map of the middling complexity as the input of our auxiliary network. In other words, we will split the original model from a middle range layer. This split separates the computational load during training into two parts, which creates the possibility for parallel acceleration.

**Backwards Locking Problem.** Although the network is explicitly divided into two parts, their parallel acceleration still presents other challenges. According to the studies in [17, 19, 23], abide by the rule of end-to-end method will result in backwards locking when conducting loss backward propagation and model update. This means that no modules can be updated before their predecessor modules have executed both forward and backward propagation. Due to those sequential order of backward propagation behaviors, there is a serious delay during the training process. We manage to address the problem by bringing local parallelism into our architecture.

**Local Parallelism.** In our implementation, both the representation detachment extractor and the classifier conduct their own backward propagation and model update in their own part. Such that, the auxiliary network for mutual information estimation is used as module-wise propagation instead of global backward propagation. The representation detachment extractor and the classifier can work together in parallel with a lower memory footprint and efficient speedup. In section 4, we will provide an efficiency analysis of our approach against end-to-end method.

4 EVALUATION

To evaluate the effectiveness of our method in the attribute unlearning scenario, we propose some general evaluation metrics and evaluate them across several datasets and models.

4.1 Experiments Setting

**Datasets.** We experiment our method with three widely used datasets, Fairface [20], CelebA [27], Cifar10 [22], and for each datasets we
select corresponding task and attribute to unlearn. Fairface contains 108,501 balanced images with race as the unlearn attribute and gender as the task attribute. Cifar10 consists of 202,599 celebrity faces with 40 attribute annotation. In our experiment we select Male as the unlearn attribute and smiling as task. Cifar10 contains 50,000 training data and 10,000 validation data, the attribute unlearn here is living/non-living. Experiments are implemented using Pytorch with Nvidia 3080 GPU. The backbone network is nowadays most prevailing representative architecture, ResNet models, e.g., ResNet18, ResNet34, ResNet50 [14].

Baseline. We choose two baselines for comparison of our approach and use them as the upper bound and lower bound for unlearning efficacy and fidelity retained separately. Baseline 1 is the learnt model before unlearning, so in this case, the fidelity of baseline 1 should be optimal and the efficacy should be the worst, since none of the information has been removed from the model. For baseline 2, apparently, deleting selected attribute directly from input samples and using the remaining for retraining is the most straightforward way for unlearning such attribute. However, it is difficult to execute since attributes are embedded and mixed together inside the input images. Thus we use GradCam [39] to locate the attention area of the attribute and remove the key area, as shown in figure 3.

4.2 Evaluation Metrics

In unlearning problem setting, the goal is to cleanly remove the selected attributes and preserve the model performance as possible. Thus we set up a series of evaluation metrics to assess the contribution of our method to attribute unlearning from four key aspects.

Unlearning Efficacy. We consider an attack setting with parities of two, a model provider and a malicious attacker. Suppose \((h, z)\) pairs represent the feature map and attributes. The attacker leverages \((h, z)\) pairs to train a decoder with ResNet18 as its backbone, and in attempting to infer the unlearnt attribute from the feature map. So we focus on the prevention of sensitive attribute leakage and use the prediction accuracy of sensitive attribute as the indicator for the efficacy of attribute unlearning. The lower the value, the better the unlearning works. We also visualize the efficacy by recovering the input images, as shown in figure 4.

Fidelity Retained. In spite of obtaining high unlearning efficacy, we also need to retain the performance of the main task of the trained model as much as possible, which we called fidelity retained. We use top-1 validation accuracy on the main task as our measurement for this factor. Take Fairface dataset as an example, top-1 accuracy for prediction of gender signify the fidelity capability of the model. Higher accuracy means better utility retained after experiencing that unlearning process.

Unlearning Efficiency. The efficiency of unlearning serves as a novel indicator which aims at introducing as less additional overhead as possible when performing the unlearning process. Here we use unlearning latency as the metrics to evaluate efficiency.

Attribute Unlearning Measure. Other than the above metrics, we introduce a new evaluation metric Attribute Unlearning Measure (AUM). AUM is calculated as the harmonic mean of the aforementioned efficacy and fidelity, as following

\[
AUM = \frac{2 \times \text{Efficiency Score} \times \text{Fidelity Score}}{\text{Efficiency Score} + \text{Fidelity Score}}. \tag{5}
\]

Figure 3: Attention results with Gradcam [39]. The first row shows the original input and the second row shows raw input data and with Gradcam’s attention on it by given certain attribute. With the attention being captured, we will remove the key area and generate a new dataset without the selected attributes for baseline retraining.

Figure 4: Attribute reconstruction results. The first row shows raw input data. The second row and the third row show the reconstructed input images from the learnt model before and after unlearning, respectively. We can see that before unlearning, attributes can be recovered to a large extent. While after unlearning, certain area is hard to recognized with bare-eyes.

Here we use this metric to unify a single indicator to combine efficacy and fidelity, the higher the better.

4.3 Comparative Results

Efficacy and Fidelity Table 1 and figure 5 show comparative results of our method. We can see that our method is the best across all datasets and models in AUM against both baselines. It can also be observed that our method approaching optimal fidelity and optimal efficacy at the same time against to column 3 and column 10, which means that our method can eliminate the selected attributes and preserve the model performance simultaneously. Our method can perfectly satisfy the goal of attribute unlearning.

Unlearning Speedup. Other than presenting superior performance on unlearning efficacy and fidelity retained after unlearning, our method also expect to achieve good performance with high efficiency and low memory footprint. Table 2 shows the speedup ratio and the unlearning latency per epoch before and after local parallelism acceleration. We can see that our method can speed up 1.42 times meanwhile maintain prevailing performance after applying local parallelism. Further, we compare memory consumption for end-to-end and local propagation mode during the unlearning process. One can observe that local parallelism outperforms the end-to-end manner
Table 1: Unlearning efficacy vs. fidelity retained. Baseline 1 and baseline 2 represents ‘before unlearning’ and ‘retraining after key attributes area removal’ respectively. The third and tenth columns represent optimal efficacy and fidelity, one can observe that our methods approach both optimal results. Results of AUM outperform both baselines.

Table 2: Unlearning efficiency and memory footprint results. Attribute unlearning after acceleration express efficiency and low memory footprint. Latency speed up by 1.42× and memory consumption lower by 21.3% with comparative efficacy and fidelity.

Table 3: Ablation results on attribute type. Without loss of generality, we select different sensitive attributes for the purpose of considering the potential bias for certain attributes. We can see that they all reach similar high utility with sensitive attributes unlearned.

4.4 Ablation Study

To investigate the influence of attribute selection during unlearning process, we conduct ablation experiments to unlearn different attributes. Table 3 shows the efficacy and fidelity result across different unlearnt attributes on ResNet18. One can see that despite unlearnt attributes are different, fidelity of main tasks remain stable and prevailing. Take the CelebA dataset as an example, we select mustache, male and big nose as the sensitive attributes from the smiling prediction model. We can tell that model performance remains comparative regardless of attribute type, or even competitive to the baseline in table 1. We also consider the scenario...
of multi-attributes, where several attributes are unlearnt together in the process as the extension of our work.

**Hyper-parameter Sensitivity.** To study how the hyper-parameter $\lambda_1$, $\lambda_2$, $\lambda_3$ of section 3.2 affect the performance, we change the value of hyper-parameters and calculate AUM for each combination. The results shown in figure 3 imply that $\lambda_1$ plays an important role in the fidelity preservation. When $\lambda_1$ is too small, higher moderate $\lambda_2$ will contribute to achieving higher AMU. One can observe that optimal AMU can be obtained with relative larger $\lambda_1$ and adequate $\lambda_2$ and $\lambda_3$, which accords with our theorem and design.

5 RELATED WORK

The proposed method is related to two specific research works, the first one is current machine unlearning, and the second one is existing attribute-oriented task, i.e. fairness and de-biasing learning. Below we provide a brief review and discuss the main differences from those closest related researches.

5.1 Machine Unlearning

**Sample-Level Unlearning.** Machine unlearning [3, 13, 16, 38] was first brought up to solve the appeal of *the right to be forgotten* raised in GDPR. The initial research focuses on the scenarios that data holders are entitled to revoke the data samples they no longer willing to share. Thus, it is conceivable that primary unlearning task is sample-level unlearning and concentrates on forgetting selected data samples and the contribution model memorized in the model. Although the concept has been early proposed by [4], the first systematic work came up by [2], which strictly defines the problem of machine unlearning and introduces expedition strategy of retraining by ensemble learning, which establish a general method and a new baseline for further research. Later studies either focus on the different acceleration strategy with exact unlearning methods [3, 10, 37], or achieve higher efficiency with some appropriate unlearning methods by approximating the gradients or with historical data [18, 31, 47].

**Other Unlearning.** Other than focusing on efficiency problem of sample-level unlearning, recent studies set sights on the scenarios or object of machine unlearning [5, 12, 26, 44]. One of the recent arisen research tendency is class-level unlearning [44], which targets on forgetting categories instead of random subset of data samples with channel pruning. Furthermore, client-level unlearning has been found needed in federated learning appropriately given the intrinsic architecture of FL and each client is entitled to revoke their data intentionally [26]. Other unlearning tasks are tailor-made for each specific circumstance and requirement such as recommendation unlearning [5], which aims at erasing the impacts of their sensitive data from the trained recommendation system.

5.2 Fairness and De-biasing Learning

Unlike traditional unlearning task, we orientate our works as a attribute-level unlearning, so we need to compare our work with existing researches related to attribute problems. With the development of artificial intelligent, neural network models have largely engaged in human daily lives. AI systems are employed in critical decision making tasks, e.g., criminal sentencing, face recognition, and risk assessments, where fairness is of great importance. However, bias and discrimination in decision making system lie in several ways [41], especially in the historical training data. For example, [30] states that attributes that ‘easier’ to learn than the desired knowledge is likely to become bias, e.g., texture, color. Instead of learning the decision rule based on the object in the images, neural networks often learn to make predictions with unintended rule when dealing with datasets with bias. Another problem happens in criminal sentencing or risk assessments systems where race and gender are usually become bias and discrimination causing by the historical training trace. The key aim is to make fair decisions and obtain both group and individual fairness.

Some researches deal with these issue by oversampling techniques [1, 8], duplicating minority samples in imbalanced data and give them higher weight during the training process. Some works attempt to learn separate classifiers for each bias attribute [36, 46]. Other researches improve fairness through a form of fairness regularization to achieve statistical parity [30]. Recently, with the widespread application of Generative Adversarial Network [11], several works use GAN to augment biased real-world datasets with multiple target labels and protected attributes [34].

6 CONCLUSION

In this paper, we have proposed a novel machine unlearning mechanism that can selectively remove sensitive attributes from latent feature space. We deem the proposed attribute unlearning paradigm a new initiative for responding to the emergent privacy protection legislation. We have defined the concept of attribute unlearning and elaborated the objectives to protect sensitive attribute information from trained models. A representation detachment method has been developed to progressively separate sensitive attributes from feature representations that are kept for the classification tasks by dedicating a representation detachment training. To expedite such loss calculation, we have introduced an approximation method for the loss value with rigorous theoretical analysis. Extensive experiments have been conducted to verify our theory and performance. The proposed method has shown a new direction of protecting personal information and made an important step forward to the research and development of machine unlearning mechanisms.
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