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Abstract

In this work we introduce Lifting Autoencoders, a generative 3D surface-based model of object categories. We bring together ideas from non-rigid structure from motion, image formation, and morphable models to learn a controllable, geometric model of 3D categories in an entirely unsupervised manner from an unstructured set of images. We exploit the 3D geometric nature of our model and use normal information to disentangle appearance into illumination, shading and albedo. We further use weak supervision to disentangle the non-rigid shape variability of human faces into identity and expression. We combine the 3D representation with a differentiable renderer to generate RGB images and append an adversarially trained refinement network to obtain sharp, photorealistic image reconstruction results. The learned generative model can be controlled in terms of interpretable geometry and appearance factors, allowing us to perform photorealistic image manipulation of identity, expression, 3D pose, and illumination properties.

1. Introduction

Computer vision can be understood as the task of inverse graphics, namely the recovery of the scene that underlies an observed image. The scene factors that govern image formation primarily include surface geometry, camera position, material properties and illumination. These are independent of each other, but jointly determine the observed image intensities.

In this work we incorporate these factors as disentangled variables in a deep generative model of an object category and tackle the problem of recovering all of them in an entirely unsupervised manner. We integrate in our net-
work design ideas from classical computer vision, including structure-from-motion, spherical harmonic models of illumination and deformable models, and recover the three-dimensional geometry of a deformable object category in an entirely unsupervised manner from an unstructured collection of RGB images. We focus in particular on human faces and show that we can learn a three-dimensional morphable model of face geometry and appearance without access to any 3D training data, or manual labels. We further show that by using weak supervision we can further disentangle identity and expression, leading to even more controllable 3D generative models.

The resulting model allows us to generate photorealistic images of persons in a fully-controllable manner: we can manipulate 3D camera pose, expression, texture and illumination in terms of disentangled and interpretable low-dimensional variables.

Our starting point is the Deforming AutoEncoder (DAE) model introduced in [58] to learn an unsupervised deformable template model for an object category. DAEs incorporate deformations in the generative process of a deep autoencoder by associating pixels with the UV coordinates of a learned deformable template. As such, they disentangle appearance and shape variability and learn dense template-image correspondences in an unsupervised manner.

We first introduce Lifting AutoEncoders (LAEs) to recover, and then exploit the underlying 3D geometry of an object category by interpreting the outputs of a DAE in terms of a 3D representation. For this we train a network task so as minimize a Non-Rigid SFM minimization objective, which results is a low-dimensional morphable model of 3D shape, coupled with an estimate of the camera parameters. The resulting 3D reconstruction is coupled with a differentiable renderer [34] that propagates information from a 3D mesh to a 2D image, yielding a generative model for images that can be used for both image reconstruction and manipulation.

Our second contribution consists in exploiting the 3D nature of our novel generative model to further disentangle the image formation process. This is done in two complementary ways. For illumination modeling we use the 3D model to render normal maps and then shading images, which are combined with albedo maps to synthesize appearance. The resulting generative model incorporates our spherical-harmonics-based [83, 74, 75] modeling of image formation, while still being end-to-end differentiable and controllable. For shape modeling we use sources of weak supervision to factor the shape variability into 3D pose, and non-rigid identity and expression, allowing us to control the expression or identity of a face by working with the appropriate latent variable code.

Finally, we combine our reconstruction-driven architecture with an adversarially trained refinement network which allows us to generate photo-realistic images as its output.

As a result of these advances we have a deep generative model that uses 3D geometry to model shape variability and provides us with a clearly disentangled representation of 3D shape in terms of identity, expression and camera pose and appearance in terms of albedo and illumination/shading. We report quantitative results on a 3D landmark localization task and show multiple qualitative results of controllable photorealistic image generation.

2. Previous work

The task of disentangling deep models can be understood as splitting the latent space of a network into independent sources of variation. In the case of learning generative models for computer vision, this amounts to uncovering the independent factors that contribute to image formation. This can both simplify learning, by injecting inductive biases about the data generation process, and can also lead to interpretable models that can controlled by humans in terms of a limited number of degrees of freedom. This would for instance allow computer graphics to benefit from the advances in the learning of generative models.

Over the past few years rapid progress has been made in the direction of disentangling the latent space of deep models into dimensions that account for generic factors of variation, such as identity and low-dimensional transformations [14, 79, 46, 78, 61], or even non-rigid, dense deformations from appearance [86, 19, 64, 58, 76]. Several of these techniques have made it into some of the most compelling photorealistic, controllable generative models of object categories [52, 33].

Moving closer to graphics, recent works have aimed at exploiting our knowledge about image formation in generative modeling by replicating the inner workings of graphics engines in deep networks. On the synthesis side, geometry-driven generative models using intrinsic images [59, 5, 57] or the 2.5D image sketch [87] as inputs to image synthesis networks have been shown to deliver sharper, more controllable image and video [38] synthesis results. On the analysis side, several works have aimed at intrinsic image decomposition [7] using energy minimization, e.g [20, 42]. The disentanglement of image formation into all of its constituent sources (surface normals, illumination and albedo) was first pursued in [6], where priors over the constituent variables were learned from generic scenes and then served as regularisers to complement the image reconstruction loss. More recently, deep learning-based works have aimed at learning the intrinsic image decomposition from synthetic supervision [47], self supervision [29] or multi-view supervision [82].

These works can be understood in D. Marr’s terms as getting 2.5D proxies to 3D geometry, which could eventually lead to 3D reconstruction [80]: texture is determined
Figure 2: Lifting AutoEncoders bring Non-Rigid Structure from Motion (NRSfM) into the problem of learning disentangled generative models for object categories. We start from a Deforming-AutoEncoder (DAE) that interprets images in terms of non-rigid, 2D warps between a template and an image. We train a Lifting AutoEncoder network by minimizing a NRSfM-based reprojection error between the learned, 3D Morphable Model-based vertices and their respective DAE-based positions. Combined with a differentiable renderer providing 3D-to-2D information, and an adversarially trained refinement network this provides us with an end-to-end trainable architecture for photorealistic image synthesis.

by shading, shading is obtained from normals and illumination, and normals are obtained from the 3D geometry. This leads to the task of 3D geometry estimation as being the key to a thorough disentanglement of image formation.

Despite these advances, the disentanglement of the three-dimensional world geometry from the remaining aspects of image formation still remains very recent in deep learning. Effectively all works addressing aspects related to 3D geometry rely on paired data for training, e.g. multiple views of the same object [71], videos [48] or some pre-existing 3D mesh representation that is the starting point for further disentanglement [21, 56, 81, 62] or self-supervision [85]. This however leaves open the question of how one can learn about the three-dimensional world simply by observing a set of unstructured images.

Very recently, a few works have started tackling the problem of recovering the three-dimensional geometry of objects from more limited information. In [31] the authors used segmentation masks and keypoints to learn a CNN-driven 3D morphable model of birds, trained in tandem with a differentiable renderer module [34]. Apart from the combination with an end-to-end learnable framework, this requires however the same level of manual annotation (keypoints and masks) that earlier works had used to lift object categories to 3D [13]. A similar approach has been proposed in [70] to learn morphable models from keypoint annotations.

The LiftNet architecture proposed more recently by [77] uses a 3D geometry-based reprojection loss to train a depth regression FCN by using correspondences of object instances during training. This however is missing the surface-based representation of a given category, and is using geometry only implicitly, in its loss function - the network itself is a standard FCN.

The unsupervised training of volumetric CNNs was originally proposed in [30] using toy examples and mostly binary masks. Most recently, a GAN-based volumetric model of object categories was introduced in [25], showing that one can recover 3D geometry from an unstructured photo collection using adversarial training. Still, this is far from a rendering pipeline, in the sense that the effects of illumination and texture are coupled together, and the volumetric representation implies limitations in resolution.

Even though these works present exciting progress in the direction of deep 3D reconstruction, they fall short of providing us with a model that operates like a full-blown rendering pipeline. By contrast in our work we propose for the first time a deep learning-based method that recovers a three-dimensional, surface-based, deformable template of an object category from an unorganized set of images, leading to controllable photorealistic image synthesis.

We do so by relying on Non-Rigid Structure from Motion (NRSfM). Rigid SFM is a mature technology, with efficient algorithms existing for multiple decades years [68, 24], systems for large-scale, city-level 3D reconstruction were introduced a decade ago [3], while high-performing systems are now publicly available [55]. Rigid SFM has very recently been revisited from the deep learning view-
point, leading to exciting new results [72, 85].

In contrast, NRSfM is still a largely unsolved problem. Developed originally to establish a 3D model of a deformable object by observing its motion [10] it was developed to solve increasingly accurately the underlying mathematical optimization problems [69, 49, 4, 15], extending to dense reconstruction [18], lifting object categories from keypoints and masks [13, 31], incorporating spatiotemporal priors [60] and illumination models [45], while leading to impressively high-resolution 3D reconstruction results [22, 45, 26]. In [41] it has recently been proposed to represent non-rigid variability in terms of a deep architecture - but still the work relies on given point correspondences between instances of the same category. By contrast, our proposed method has a simple, linear model for the shape variability, as classical morphable models, but establishes the correspondences automatically.

Earlier NRSfM-based work has shown that 3D morphable model learning is possible in particular for human faces [35, 37, 36] by using a carefully designed, flow-based algorithm to uncover the organization of the image collection - effectively weaving a network of connections between pixels of images, and feeding this into NRSfM. As we now show this is no longer necessary - we delegate the task of establishing correspondences across image pixels of multiple images to a Deforming Auto-Encoder [58] and proceed to lifting images through an end-to-end trainable deep network as we now describe. Several other works have shown that combining a prior template about the object category shape with video allows for an improved 3D reconstruction of the underlying geometry, both for faces [67, 63, 43] and quadrupeds [8]. However, these methods still require multiple videos and a template, while our method does not. We intend to explore the use of video-based supervision in future work.

3. Lifting AutoEncoders

We start by briefly describing Deforming AutoEncoders, as these are the starting point of our work. We then turn to our novel contributions of 3D lifting in Sec. 3.2 and shape disentanglement in Sec. 4.2.

3.1. DAES: from image collections to deformations

Deforming Autoencoders, introduced in [58], and shown in Fig. 3, follow the deformable template paradigm and model image generation through a combination of appearance synthesis in a canonical coordinate system and a spatial deformation that warps the appearance (or, ‘texture’) to the observed image coordinates. The resulting model disentangles shape and appearance in an entirely unsupervised manner, while using solely an image reconstruction loss for training. Training a DAE is in principle an ill-posed problem, since the model could learn to model shape variability in terms of appearance and recover a constant, identity deformation, resulting in a standard AutoEncoder. This is handled in practice by forcing the network to model shape variability through the deformation branch by reducing the dimensionality of the latent vector for textures. Further details for training DAES are provided in [58].

3.2. LAEs: 3D structure-from-deformations

We now turn to the problem of recovering the 3D geometry of an object category from an unstructured set of images. For this we rely on DAES to identify corresponding points across this image set, and address our problem by training a network to minimize an objective function that is inspired from Non-Rigid Structure from Motion (NRSfM). Our central observation is that DAES provide us with an image representation on which NRSfM optimization objectives can be easily applied. In particular, disentangling appearance and deformation labels all image positions that correspond to a single template point with a common, discovered UV value. LAEs take this a step further, and interpret the DAE’s UV decoding outputs as indicating the positions where an underlying 3D object surface position projects to the image plane. The task of an LAE is to then infer a 3D structure that can successfully project to all of the observed 2D points.

Given that we want to handle a deformable, non-rigid object category, we introduce a loss function that is inspired from Non-Rigid Structure from Motion, and optimize with respect to it. The variables involved in the optimization include (a) the statistical 3D shape representation, represented in terms of a linear basis (b) the per-instance expansion coefficients on this basis and (c) the per-instance 3D camera parameters. We note that in standard NRSfM all of the observations come from a common instance that is observed in time - by contrast in our case every training sample stems from a different instance of the same category, and it is only thanks to the DAE-based preprocessing that these distinct instances become commensurate.

3.3. 3D Lifting Objective

Our 3D structure inference task amounts to the recovery of a surface model that maps an intrinsic coordinate space \((u, v)\) to 3D coordinates: \(S(u, v) \rightarrow \mathbb{R}^3\). Even though the underlying model is continuous, our implementation is discrete: we consider a set of 3D points sampled uniformly on a cartesian grid in intrinsic coordinates,

\[
S_i = S(u_i, v_i), \quad (u_i, v_i) \in D \times D, \quad i = 1, \ldots, N = (n + 1)^2,
\]

with \(D = \left\{ 0, \frac{1}{n}, \frac{2}{n}, \ldots, 1 \right\}\), \(i = 1, \ldots, N = (n + 1)^2\),

where \(n\) determines the spatial resolution at which we discretize the surface. We parameterize the three-dimensional
position of these vertices in terms of a low-dimensional linear model, that captures the dominant modes of variation around a mean shape $\mathbb{B}^0$,

$$S_i = \mathbb{B}^0 + \sum_s s_i \mathbb{B}^s_i.$$  

In morphable models [73, 9] the mean shape and deformation basis elements are learned by PCA on a set of aligned 3D shapes, but in our case we discover them from 2D by solving an NRSfM minimization problem that involves the 3D shapes, but in our case we discover them from 2D by solving an NRSfM minimization problem that involves the 3D shapes, but in our case we discover them from 2D by solving an NRSfM minimization problem that involves the 3D shapes, but in our case we discover them from 2D by solving an NRSfM minimization problem that involves the 3D shapes, but in our case we discover them from 2D by solving an NRSfM minimization problem that involves the 3D shapes, but in our case we discover them from 2D by solving an NRSfM minimization problem that involves the 3D shapes, but in our case we discover them from 2D by solving an NRSfM minimization problem that involves the 3D shapes, but in our case we discover them from 2D by solving an NRSfM minimization problem that involves the 3D shapes, but in our case we discover them from 2D by solving an NRSfM minimization problem that involves the 3D shapes, but in our case we discover them from 2D by solving an NRSfM minimization problem that involves the 3D shapes, but in our case we discover them from 2D by solving an NRSfM minimization problem that involves the 3D shapes, but in our case we discover them from 2D by solving an NRSfM minimization problem that involves the 3D shapes, but in our case we discover them from 2D by solving an NRSfM minimization problem that involves the 3D shapes, but in our case we discover them from 2D by solving an NRSfM minimization problem that involves the 3D shapes, but in our case we discover them from 2D by solving an NRSfM minimization problem that involves the 3D shapes, but in our case we discover them from 2D by solving an NRSfM minimization problem that involves the 3D shapes, but in our case we discover them from 2D by solving an NRSfM minimization problem that involves the 3D shapes, but in our case we discover them from 2D by solving an NRSfM minimization problem that involves the 3D shapes, but in our case we discover them from 2D by solving an NRSfM minimization problem that involves the

In particular we consider scaled orthographic projection $\Pi$ through a camera described by a rotation matrix $R$ and translation vector $t$. Under this assumption, the 3D surface points project to the points $x_i$, given by

$$x_i = \Pi [RS_i] + t, \quad \Pi = \begin{bmatrix} \sigma & 0 & 0 \\ 0 & \sigma & 0 \end{bmatrix},$$  

where $\sigma$ defines a global scaling.

We measure the quality of a 3D reconstruction in terms of the Euclidean distance of the predicted projection of a 3D point and its actual position in the image. In our case a 3D point $S_i$ is associated with surface coordinate $(u_i, v_i)$, we therefore penalize its distance from the image position $\hat{x}_i$ that the DAE’s deformation decoder labels as $u_i, v_i$:

$$\hat{x}_i = \hat{x} : \arg\min_x ||DAE(x) - (u_i, v_i)||_2$$  

In practice we return the image point $x$ where the DAE’s prediction is closest to $(u_i, v_i)$; if no point is sufficiently close we declare that point $i$ is missing, setting a visibility variable $\nu_i$ to zero. We treat $\hat{x}$ and $\nu$ as data terms, which specify the constraints that our learned 3D model must meet: the 3D points $S_i$ must project to points $x_i$ that lie close to their visible 2D counterparts, $\hat{x}_i$. We express this **reprojection objective** in terms of the remaining variables:

$$L(R, t, \sigma, s, \mathbb{B}) = \sum_{i=1}^N \nu_i ||x_i - x_i(R, t, \sigma, S, s)||_2$$  

where we have expressed $x_i$ as a differentiable function of $R, t, S, s$ through Eq. 4 and Eq. 3.

For a set of $K$ images we have different camera and shape parameters $(R_k, t_k), s_k, k = 1, \ldots, K$ since we consider a non-rigid object seen from different viewpoints. The basis elements $\mathbb{B}$ are however considered to be common across all images, since they describe the inherent shape variability of the whole category. Our 3D non-rigid reconstruction problem thus becomes:

$$\mathcal{L}_{3D} = \sum_{k=1}^K L(R_k, t_k, \sigma_k, s_k, \mathbb{B})$$  

### 3.4. LAE learning via Deep NRSfM

Minimizing the objective of Eq. 7 amounts to the common Non-Rigid Structure-from-Motion objective [10, 69, 49, 4, 15]. Even though highly efficient and scalable algorithms have been proposed for its minimization, we would only consider them for initialization, since we want 3D Lifting to be a component of a larger deep generative model of images. We do not use any such technique, in order to simplify our model’s training, implementing it as a single deep network training process.

The approach we take is to handle the shape basis $\mathbb{B}$ as the parameters of a linear ‘morphable’ layer, tasked with learning the shape model for our object category. We train this layer in tandem with complementary, multi-layer network branches that regress from the image to (a) the expansion coefficients $s^k$, (b) the Euler angles/rotation matrix $R^k$, and (c) the displacement vector $t^k$ describing the camera position. In the limit of very large hidden vectors the related angle/displacement/coefficients heads could simply memorize the optimal values per image, as dictated by the optimization of Eq. 7. With a smaller number of hidden units these heads learn to successfully regress camera and shape vectors and can generalize to unseen images. As such, they are components of a larger deep network that can learn to reconstruct an image in 3D - a task we refer to as Deep NRSfM.
If we only train a network to optimize this objective we obtain a network that can interpret a given image in terms of its 3D geometry, as expressed by the 3D camera position (rigid pose) and the instance-specific expansion coefficients (non-rigid shape). Having established this, we can conclude the task of image synthesis by projecting the 3D surface back to 2D. For this we combine the 3D lifting network with a differentiable renderer [34], and bring the synthesized texture image in correspondence with the image coordinates. The resulting network is an end-to-end trainable pipeline for image generation that passes through a full-blown, 3D reconstruction process.

Having established a controllable, 3D-based rendering pipeline, we turn to photorealistic synthesis. For this we further refine the rendered image by a U-Net [53] architecture that takes as input the reconstructed image and augments the visual plausibility. This refinement module is trained using a differentiable renderer [34], and bring the synthesized texture image in correspondence with the image coordinates. The results of this module are demonstrated in Figure 7 - we see that while keeping intact the image generation process, we achieve a substantially more realistic synthesis.

4. Geometry-Based Disentanglement

A Lifting AutoEncoder provides us with a disentangled representation of images in terms of 3D rotation, non-rigid deformation, and texture, leading to controllable image synthesis.

In this section we show that having access to the underlying 3D scene behind an image allows to further decompose the image generation into distinct, controllable sub-models, in the same way that one would do within a graphics engine. These contributions rely on certain assumptions and data that are reasonable for human faces, but could also apply to several other categories.

We first describe in Sec. 4.1 how surface-based normal estimation allows us to disentangle appearance into albedo and shading using a physics-based model of illumination. In Sec. 4.2 we then turn to learning a more fine-grained model of 3D shape and use weak supervision to disentangle per-instance non-rigid shape into expression and identity.

4.1. LAE-lux: Disentangling Shading and Albedo

Given the 3D reconstruction of a face we can use certain assumptions about image formation that lead to physically-plausible illumination modeling. For this we extend LAE with albedo-shading disentangling, giving rise to LAE-lux where we explicitly model illumination.

As in several recent works [59, 57] we consider a Lambertian reflectance model for human faces and adopt the Spherical Harmonic model to model the effects of illumination on appearance [83, 74, 75]. We pursue the intrinsic decomposition of the canonical texture \( T \) into albedo, a differentiable renderer [34], and bring the synthesized texture image in correspondence with the image coordinates. The results of this module are demonstrated in Figure 7 - we see that while keeping intact the image generation process, we achieve a substantially more realistic synthesis.

In practice, the normal field we estimate is not as detailed as would be needed, e.g. to capture sharp corners, while the illumination coefficients can be inaccurate. To compensate for this, we first render an estimate of the shading \( S(x) \) and then use a U-Net to refine it, obtaining \( S_{\text{adapted}} \).

In our experiments we have initialized LAE-lux with a converged LAE, discarded the last layer of the LAE’s texture prediction and replaced it with the intrinsic predictor outlined above. The albedo image is obtained through an albedo decoder that has an identical architecture to the texture decoder in DAE. The latent code for albedo \( Z_A \) and the spherical harmonics parameters \( L \) are obtained as separate linear layers that process the penultimate layer of the texture encoder.

In training, only the texture decoders are updated while other encoding and decoding networks are fixed. When instead training everything jointly from scratch we observed

\[
A \text{ and shading, } S:\quad T = S \odot A \tag{8}
\]

where \( \odot \) denotes Hadamard product, by constraining the shading image to be connected to the normals delivered by the LAE surface.

In particular, denoting by \( L \) the representation of the scene-specific spherical harmonic illumination vector, and by \( H(N(x)) \) the representation of the local normal field \( N(x) \) on the first 9 spherical harmonic coefficients, we consider that the local shading, \( S(x) \) is expressed as an inner product:

\[
S(x) = \langle L, H(N(x)) \rangle. \tag{9}
\]

As such the shading field can be obtained by a linear layer that is driven by regressed illumination coefficients \( L \) and the surface-based harmonic field, \( H(N(x)) \). Given \( S(x) \), the texture can then be obtained from albedo and shading images according to Eq. 8.

Figure 4: Texture decoder for LAE-lux: disentangling albedo and illumination with 3D shape and Spherical Harmonics representation for illumination.
implausible disentanglement results, presumably due to the ill-posed nature of the decomposition problem.

Given that the shading-albedo decomposition is an ill-posed problem, we further use a combination of losses that capture increasingly detailed prior knowledge about the desired solution. First, as in [59] we employ intrinsic image-based smoothness losses on albedo and shading:

\[
L_{\text{smooth}}^{\text{shading}} = \lambda_{\text{shade}} \left\| \nabla S^{\text{adapted}} \right\|_2^2, \quad L_{\text{albedo}} = \lambda_{\text{albedo}} \left\| \nabla A \right\|_1,
\]

where \( \nabla \) represents the spatial gradient, which means that we allow the albedo to have sharp discontinuities, while the shading image should have mostly smooth variations [54]. In our experiment, we set \( \lambda_{\text{shade}} = 1 \times 10^{-4} \) and \( \lambda_{\text{albedo}} = 2 \times 10^{-6} \).

Second, we compute a deterministic estimate \( \hat{L} \) of the illumination parameters and penalize its distance to the regressed illumination values:

\[
L_k = \left\| L - \hat{L} \right\|_2. \tag{11}
\]

More specifically, \( \hat{L} \) is based on the crude assumption that the face’s albedo is constant, \( \hat{A}(x) = 0.5 \), where we treat albedo as a grayscale. Even though clearly very rough, this assumption captures the fact that a face is largely uniform, and allows us to compute a proxy to the shading in terms of \( \hat{S} = T \odot A \) where \( \odot \) denotes Hadamard division. We subsequently compute the approximation \( \hat{L} \) from \( \hat{S} \) and the harmonic field \( H(N) \) using least squares. For face images, similar to [59], \( \hat{L} \) serves as a reasonably rough approximation of the illumination coefficient and is used for weak supervision in Eq. 11.

Finally, the shading consistency loss regularizes the U-Net, and is designed to encourage the U-Net based adapted shading \( S^{\text{adapted}} \) to be consistent with the shading rendered from the spherical harmonics representation \( S^{\text{rendered}} \):

\[
L_{\text{consistency}}^{\text{shading}} = \text{Huber}(S^{\text{adapted}}, S^{\text{rendered}}), \tag{12}
\]

where we use Huber loss for a robust regression since \( S^{\text{rendered}} \) can contain some outlier pixels due to an imperfect 3D shape.

4.2. Disentangling Expression, Identity and Pose

Having outlined our geometry-driven model for disentangling appearance variability into shading and albedo, we now turn to the task of disentangling the sources of shape variability.

In particular, we consider that face shape, as observed in an image is the composite effect of camera pose, identity and expression. Without some guidance the parameters controlling shape can be mixed - for instance accounting for the effects of camera rotation through non-rigid deformations of the face.

We start by allowing our representation to separately model identity and expression, and then turn to forcing it to disentangle pose, identity and expression.

For a given identity we can understand expression-based shape variability in terms of deviation from a neutral pose. We can consider that a reasonable approximation to this consists in using a separate linear basis \( \mathbb{B}^I \) for identity and another for expression \( \mathbb{B}^E \), which amounts to following model:

\[
\delta_i (s^I, s^E) = \delta_i^0 + \sum_{s=1}^{I} s^I_i \delta_i^I_s + \sum_{s=1}^{E} s^E_i \delta_i^E_s. \tag{13}
\]

Even though the model is still linear and is at first sight equivalent, clearly separating the two subspaces means that we can control them through side information. For instance when watching a video of a single person, or a single person from multiple viewpoints one can enforce the identity expansion coefficients \( s^I \) to remain constant through a siamese loss [40]. This would force the training to model all of the person-specific variability through the remaining subspace, by changing the respective coefficients \( s^E \) per image.

Here we use the MultiPIE[23] dataset to help disentangle the latent representation of person identity, facial expression, and pose (camera). MultiPIE is captured under a controlled environment and contains image pairs acquired under identical conditions with differences only in (1) facial expression, (2) camera position, and (3) illumination conditions. We use this dataset to disentangle the latent representation for shape into distinct components.

We denote by \( \delta_i \) the concatenation of all shape parameters: \( \delta = [\delta^C, \delta^I, \delta^E] \) and turn to the task of forcing the different components of \( \delta \) to behave as expected. We use facial expression disentangling as an example, and follow a similar procedure for pose and camera disentangling. Given an image \( I_{\text{exp}} \) with known expression exp, we sample two more images. The first, \( I^+_{\text{exp}} \) has the same facial expression but different identity, pose, and illumination conditions. The second, \( I^-_{\text{exp}} \) has a different facial expression but the same identity, pose and illumination condition as \( I_{\text{exp}} \). We use siamese training to encourage \( I_{\text{exp}} \) and \( I^+_{\text{exp}} \) to have similar latent representations for facial expression, and a triplet loss to ensure that \( I_{\text{exp}} \) and \( I^+_{\text{exp}} \) are closer in expression space than \( I_{\text{exp}} \) and \( I^-_{\text{exp}} \):

\[
\mathcal{L}_{\text{expression}}^+ = \mathcal{L}_{\text{similarit}}^+ + \mathcal{L}_{\text{triplet}}^+ \quad \text{where} \quad \mathcal{L}_{\text{triplet}}^+ = \| f_{\text{exp}}(I_{\text{exp}}) - f_{\text{exp}}(I^+_{\text{exp}}) \|_2^2. \tag{14}
\]

\[
\mathcal{L}_{\text{triplet}}^- = \| f_{\text{exp}}(I_{\text{exp}}) - f_{\text{exp}}(I^-_{\text{exp}}) \|_2^2. \tag{15}
\]

Following a similar collection of triplets for the remaining sources of variability, we disentangle the latent code
for shape in terms of camera pose, identity, and expression. With MultiPIE, the overall disentanglement objective for shape is hence

$$L_{\text{disentangle}} = L_{\text{expression}} + L_{\text{identity}} + L_{\text{pose}},$$

(17)

where $L_{\text{identity}}$ and $L_{\text{pose}}$ are defined similarly to $L_{\text{expression}}$. In our experiments, we used the scaling parameter for this loss, $\lambda_{\text{disentangle}} = 1$.

4.3. Complete Objective

Having introduced the losses that we use for disentangling, we now turn to forming our complete training objective.

We control the model learning with a regularization loss defined as follows:

$$L_{\text{reg}} = \lambda_{\text{scale}} \sum_{k=1}^{K} \| \sigma_k \|_2 + \lambda_{\text{shape}} \sum_{k=1}^{K} \left\| \sum_{s=1}^{S} s^k \mathbb{E}^s \right\|_2,$$

(18)

where $\sigma$ is the scaling parameter in Eq. 4 and $\sum_{s=1}^{S} s^k \mathbb{E}^s$ is the non-rigid deviation from the mean shape, $\mathbb{E}^0$. We use $\lambda_{\text{scale}} = 0.01$, and $\lambda_{\text{shape}} = 0.1$ in all our experiments.

Combining this with the reprojection loss, $L_{\text{3D}}$, defined in Eq. 7, we can write the complete objective function, which is trained end-to-end:

$$L_{\text{total}} = \lambda_{\text{3D}} \cdot L_{\text{3D}} +$$

$$\lambda_{\text{disentangle}} \cdot L_{\text{disentangle}} +$$

$$\lambda_{\text{scale}} \cdot L_{\text{scale}} +$$

$$\lambda_{\text{shape}} \cdot L_{\text{shape}}.$$  

(19)

In our experiments, we used the scaling factor for the 3D reprojection loss, $\lambda_{\text{3D}} = 50$. This relatively high scaling factor was chosen so that the reprojection loss is not overpowered by other losses at later training iterations.

For training the LAE-Lux, we also add the albedo-shading disentanglement losses, summarised by

$$L_{\text{lux}} = L_{\text{smooth}} + L_{\text{consistency}} + L_{\text{albedo}} + L_{\text{L}}.$$  

(20)

5. Experiments

5.1. Architectural Choices

Our encoder and decoder architectures are similar to the ones employed in [58], but working on images of size $128 \times 128$ pixels instead of $64 \times 64$. We use convolutional neural networks with five stridedConv-batchNorm-leakyReLU layers in image encoders, which regress the expansion coefficients $ss$. Image decoders consist similarly of five stridedDeconv-batchNorm-ReLU layers.

In all of these experiments the training process was started with a base learning rate of $0.0001$, which was reduced by a factor of $0.5$ every fifty epochs of training. We used the Adam optimizer [39] and a batch size of 64. All training images were cropped and resized to a shape of $128 \times 128$ pixels, while a mesh of size $64 \times 64$ was used in training. This allowed us to sample one keypoint for every
5.2. Datasets

We now note the face datasets that we used for our experiments. Certain among them contain side information, for instance multiple views of the same person, or videos of the same person. This side information was used for expression-identity disentanglement experiments, but not for the 3D lifting part. For the reconstruction results our algorithms were only provided with unstructured datasets, unless otherwise noted.

1. CelebA [44]: This dataset contains about 200,000 in-the-wild images, and is one of the datasets we use to train our DAE. A subset of this dataset, MAFL [84], was also released which contains annotations for five facial landmarks. We use the training set of MAFL in our evaluation experiments, and report results on the test set. Further, as MAFL is a subset of CelebA, we removed the images in the MAFL test set from the CelebA training set before training the DAE.

2. Multi-PIE [23]: Multi-PIE contains images of 337 subjects of 7 facial expressions, each of which is captured under 15 viewpoints and 19 illumination conditions simultaneously.

3. AFLW2000-3D [88]: This dataset consists of 3D fitted faces for the first 2000 images of the AFLW dataset. In this paper, we employ it for evaluation of our learned shapes using 3D landmark localization errors.

5.3. Qualitative Results

In this section, we show examples of the learned 3D shapes. Figure 5 shows visualizations of reconstructed faces from various yaw angles using a model that was trained only on CelebA images. We see that the model learns a shape that expresses the input well. However, when using no pose information from Multi-PIE, and the completely unsupervised nature of our alignment, it is not able to properly decode side poses. This drawback is quickly overcome when we add weak pose supervision from the Multi-PIE dataset, as seen in Figure 7.

6. Face manipulation results

In this section, we show some results of manipulating the expression and pose latent spaces. In Figure 9 (b), we visualize the decoded 3D shape from input images in 9 (a) from various camera angles. Furthermore, in Figure 9 (d), we show results after passing the visualizations in Figure 9 (b) through the refinement network.

Similarly, in Figures 10 and 11 (a)-(e), we interpolate over the expression latent space from each of the images in (a) to the image in (b), and visualize the shape at each intermediate step in Figure (c), the output in (d), and the refined output in (e).

Finally, in Figure 6, we interpolate over all three latent spaces—texture, pose, and shape.

6.1. Landmark Localization

Our system allows us to roughly estimate landmarks, by annotating them only once in the aligned, canonical space, as also shown by [58]. Here we further visualize detected landmarks using the learned 3D shape in Figure 8 on some images from the AFLW2000-3D dataset.

6.2. Albedo-shading disentanglement

In Fig. 12 we show that with the disentangled physical representation for illumination, we can hallucinate illumination manipulation with LAE-lux.
6.3. Quantitative Analysis: Landmark Localization

We evaluate our approach quantitatively in terms of landmark localization. Specifically, we evaluate on two datasets—the MAFL test set for 2D landmarks, and the AFLW2000-3D for 3D shape. In both cases, as we do not train with ground-truth landmarks, we manually annotate, only once, the necessary landmarks on the base shape as linear combinations of one or more mesh vertices. That is to say, each landmark location corresponds to a linear combination of the locations of several vertices.

We use five landmarks for the MAFL test set, namely the two eyes, the tip of the nose, and the ends of the mouth. Similarly to [66, 65, 58], we evaluate the extent to which landmarks are captured by our 3D shape model by training a linear regressor to predict them given the locations of the mesh vertices in 3D.

We observe from Table 1 that our system is able to perform at-par with the DAE, which is our starting model - and as such serves as the upper bound on the performance that we can attain. This shows that while being able to successfully perform the lifting operation, we do not sacrifice localization accuracy. The small increase in error can be attributed to the fact that perfect reconstruction of a system is nearly impossible with a low-dimensional shape model. Furthermore we use a feedforward, single-shot camera and shape regression network, while in principle this is a problem that could require iterative model fitting techniques to align a 3D deformable model to 2D landmarks [51].

We report localization results in 3D on 21 landmarks that feature in the AFLW2000-3D dataset. As our unsupervised
Figure 10: Changing Expression with LAE. With LAE we can perform facial expression interpolation and extrapolation. Given the input faces (a), we can simply transfer the facial expression from another image (b) onto (a) with varying intensities by manipulating the learned expression representations. From (c,d,e) we observe continuous facial expression transformation from the input (a) to the target (b) (column 1 to 6), as well as realistic expression enhancements (column 7 to 10) via latent representation extrapolation (note the mouth and the eyes region).

system is often unable to locate human ears, the learned face model does not account for them in the UV space. This makes it impossible to evaluate landmark localization for points that lie on or near the ears, which is the case for two of these landmarks. Hence, for the AFLW2000-3D dataset, we report localization accuracies only for 19 landmarks. Furthermore, as an evaluation of the discovered shape, we also show landmark localization results after rigid alignment (without reflection) of the predicted landmarks with the ground truth. We perform Procrustes analysis, with and
Figure 11: Changing Expression with LAE. With LAE we can perform facial expression interpolation and extrapolation. Given the input faces (a), we can simply transfer the facial expression from another image (b) onto (a) with varying intensities by manipulating the learned expression representations. From (c,d,e) we observe continuous facial expression transformation from the input (a) to the target (b) (column 1 to 6), as well as realistic expression enhancements (column 7 to 10) via latent representation extrapolation (note the mouth and the eyes region).

without adding rotation to the alignment, the latter giving us an evaluation of the accuracy of pose estimation as well.

Table 2 also demonstrates the gain achieved by adding weak supervision via the Multi-PIE dataset. We see that the mean NMEs for LAEs trained with and without the Multi-PIE dataset increase as the yaw angle increases. This is also visible in our qualitative results shown in Fig. 7, where we visualize the discovered shapes for both of these cases.
7. Conclusion

In this work we have introduced an unsupervised method for lifting an object category into a 3D representation, allowing us to learn a 3D morphable model of faces from an unorganized photo collection. We have shown that we can use the resulting model for controllable manipulation and editing of observed images.

Deep image-based generative models have shown the ability to deliver photorealistic synthesis results with substantially more diverse categories than faces [11, 32] - we anticipate that their combination with 3D representations
like LAEs will further unleash their potential for controllable image synthesis.

**A. Additional Details**

In this section, we note some additional implementation details.

**A.1. Data Processing**

In our experiments, we used images of size $128 \times 128 \times 3$ pixels, which were cropped from the CelebA and MultiPIE datasets using ground-truth bounding boxes.

For CelebA images, the cropping was performed by extracting a square patch around the face with side-length equal to the length of the longer side of the bounding box. It was then adjusted so that it lies entirely inside the image (by translating it horizontally or vertically, or even scaling it down if necessary). Finally, we tightened the resulting box by 12 pixels from each side as the bounding boxes are quite loose crops, and resized the resulting square image to $128 \times 128$. We use all images from CelebA for training (about 200,000 images) except the MAFL test set which is contained entirely in CelebA (1000 images).

For MultiPIE dataset, we crop the face images according to landmarks positions on the eyes, the corner of mouth, and the width of the frontal face. Specifically, we use the mean coordinates of the 4 landmarks as the center of the crop, and use $1.4 \times$ the width of the face as the width of the images. We use the method proposed in [12] to detect the landmarks. For each person, the crop is identical across all illumination condition for the same camera.

**A.2. Architecture Details**

We used convolutional encoders and decoders similar to the ones described in [58]. We detail the architectures here again for completeness. The convolutional encoder architecture is—

| Method | NME |
|--------|-----|
| Thewlis et al. (2017) [66] | 6.67 |
| Thewlis et al. (2018) [66] | 5.83 |
| Jakub et al. (2018) [28] | 2.54 |
| Shu et al. (2018), DAE, no regressor [58] | 7.54 |
| Shu et al. (2018), DAE, with regressor [58] | 5.45 |
| LAE, CelebA (no regressor) | 7.96 |
| LAE, CelebA (with regressor) | 6.01 |

Table 1: 2D landmark localization results for the proposed LAEs compared with other state-of-the-art approaches. All numbers signify the average error per landmark normalized by the inter-ocular distance, over the entire dataset.

Conv(32) - LeakyReLU - Conv(64) -
-> BN - LeakyReLU - Conv(128) -
-> BN - LeakyReLU - Conv(256) -
-> BN - LeakyReLU - Conv(Nz) -
-> Sigmoid;

while the convolutional decoder architecture is—

ConvT(512) - BN - ReLU - ConvT(256) -
-> BN - ReLU - ConvT(128) -
-> BN - ReLU - ConvT(64) -
-> BN - ReLU - ConvT(32) -
-> BN - ReLU - ConvT(32) -
-> BN - ReLU - ConvT(Nc) -
-> Threshold(0, 1).

**A.3. Refinement Networks**

The refinement set-up consists of a generator network, and a discriminator network. The generator is a standard UNet[53] for $128 \times 128$ images that are downsampled to $1 \times 1$ in the innermost latent layer.

The discriminator is a PatchGAN discriminator[27] with the following architecture—

Conv(64) - LeakyReLU - Conv(128) - BN -
-> LeakyReLU - Conv(256) - BN -
-> LeakyReLU - Conv(512) - BN -
-> LeakyReLU - Conv(1)

In all these descriptions, Conv(x) signifies a 2D convolution layer with x channels, a kernel size of 4 x 4, a stride of 2, and a padding of 1. Similarly for ConvT(x), except that it signifies a deconv layer.

**A.4. Implementation Details**

We implemented our system in Python 3.6 using the PyTorch library. We use convolutional, activation, and batch norm layers predefined in the torch.nn module, and take advantage of the Autograd[50] framework to take care of the gradients required by backpropagation.

**A.5. Rotation Modeling**

Modelling rotations using quaternions has several advantages over modelling them using Euler angles, including computational ease, less ambiguity, and compact representation[16]. Quaternions were also employed by [31] to model mesh rotations. Following these works, we also use quaternions in our framework to model rotations, by regressing them from the camera latent space, and normalizing them to unit length.
and shape estimates from their latent encodings. We use linear layers to regress camera, translation, and shape given the output rendering. The original module that can be inserted into a neural network to enable end-to-end training with a rendering operation. The renderer in our framework accepts a texture image, the mean shape, the deviation from the mean shape, and the camera parameters to output a 2D reconstruction of the original image.

A.6. The Neural Mesh Renderer

The Neural Mesh Renderer[34] is a recently proposed module that can be inserted into a neural network to enable end-to-end training with a rendering operation. The renderer proposes approximate gradients to learn texture and shape given the output rendering. The original module was released in Chainer[1], but we use a PyTorch port of this module, which is a publicly-available re-implementation[2]. The renderer in our framework accepts a texture image, the mean shape, the deviation from the mean shape, and the camera parameters to output a 2D reconstruction of the original image.

A.7. Training Procedure

To train the LAE, we first train a DAE on the training data. We then fix the DAE and use it to extract dense correspondences between the image space and the canonical space. These correspondences are used in the objective of the 3D reprojection loss (Equations 6 and 7 in the paper).

To obtain image-specific camera, translation, and shape estimates, we train another convolutional encoder. This encoder learns a disentangled latent space where the shape estimates and camera and translation estimates are encoded by different vectors. For the MultiPIE experiments, the shape latent vector is further divided into identity and expression vectors. We use linear layers to regress camera, translation, and shape estimates from their latent encodings.

We train our system using the Adam[39] optimizer for all learnable parameters. We start with a learning rate of 0.0001, which is decayed every 50 training epochs by a factor of 0.5. We train for a total of 400 epochs.
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