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Abstract

The linear primal-dual hybrid gradient (PDHG) method is a first-order method that splits convex optimization problems with saddle-point structure into smaller subproblems. Unlike those obtained in most splitting methods, these subproblems can generally be solved efficiently because they involve simple operations such as matrix-vector multiplications or proximal mappings that are fast to evaluate numerically. This advantage comes at the price that the linear PDHG method requires precise stepsize parameters for the problem at hand to achieve an optimal convergence rate. Unfortunately, these stepsize parameters are often prohibitively expensive to compute for large-scale optimization problems, such as those in machine learning. This issue makes the otherwise simple linear PDHG method unsuitable for such problems, and it is also shared by most first-order optimization methods as well. To address this issue, we introduce accelerated nonlinear PDHG methods that achieve an optimal convergence rate with stepsize parameters that are simple and efficient to compute. We prove rigorous convergence results, including results for strongly convex or smooth problems posed on infinite-dimensional reflexive Banach spaces. We illustrate the efficiency of our methods on \(\ell_1\)-constrained logistic regression and entropy-regularized matrix games. Our numerical experiments show that the nonlinear PDHG methods are considerably faster than competing methods.
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1. Introduction

Overview

The linear primal-dual hybrid gradient (PDHG) method is a first-order splitting method for minimizing the sum of two convex functions Chambolle and Pock (2011, 2016b); Esser et al. (2010); Pock and Chambolle (2011); Pock et al. (2009); Zhu and Chan (2008). It works by splitting the sum into smaller subproblems, each of which is easier to solve. These subprob-
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lems, unlike those obtained from most splitting methods, can generally be solved efficiently because they involve simple operations such as matrix-vector multiplications or proximal mappings that are fast to evaluate numerically. This makes the linear PDHG method flexible and easy to implement for solving a wide range of constrained and nondifferentiable optimization problems. Due to this advantage, the linear PDHG method is widely used for solving problems in imaging science Benning et al. (2016); Bredies and Holler (2015); Estellers et al. (2015); Gilboa et al. (2016); Knoll et al. (2016); Kongskov et al. (2019); Rigie and La Rivi`ere (2015), optimal control Faessler et al. (2016); Kirchner et al. (2018), compressive sensing Foucart and Rauhut (2013b); Hou et al. (2019), distributed optimization Pesquet and Repetti (2014); Scaman et al. (2018, 2019), and optimal transport Carrillo et al. (2021); Dvurechensky et al. (2018); Ferradans et al. (2014); Gangbo et al. (2019); Liu et al. (2021); Papadakis et al. (2014). It is also used, to a limited extent, for solving large-scale problems in machine learning Arridge et al. (2019); Barlaud et al. (2021); Cevher et al. (2014); Hien and Gillis (2021); Polson et al. (2015); Schaeffer (2017); Yanez and Bach (2017).

Despite its flexibility and ease of implementation, the linear PDHG method requires precise stepsize parameters for the problem at hand to achieve an optimal convergence rate. Unfortunately, these stepsize parameters are often prohibitively expensive to compute for large-scale optimization problems. This issue makes the otherwise simple linear PDHG method unsuitable for solving large-scale optimization problems, such as those in machine learning. This issue is shared by most first-order optimization methods as well.

To illustrate this point, consider the $\ell_1$-constrained logistic regression problem

$$
\inf_{v \in \mathbb{R}^d} \frac{1}{m} \sum_{i=1}^{m} \log \left( 1 + e^{-[b]_i \langle [w]_i, v \rangle} \right), \tag{1}
$$

where $\{[u]_i, [b]_i\}_{i=1}^{m}$ denote a collection of $m$ feature vectors $[u]_i \in \mathbb{R}^d$ with labels $[b]_i \in \{-1, +1\}$ and $\lambda > 0$ is a parameter. This problem can be solved using the linear PDHG method as follows. Let $B$ denote the $m \times d$ matrix whose rows are the elements $-[b]_i [u]_i$, let $B^*$ denote its matrix transpose, and let $\|B\|_{2,2}$ denote the largest singular value of $B$. Formally, the linear PDHG method computes a global minimum of problem (1) via the iterations (Chambolle and Pock, 2016b, Algorithm 5)Moreau (1965)

$$
z_k = w_k + \sigma_k B(v_k + \theta_k [w_k - v_{k-1}]),
$$

$$
w_{k+1} = z_k - \arg \min_{w \in \mathbb{R}^m} \left\{ \frac{1}{2} \|w - z_k\|_2^2 + \frac{\sigma_k}{m} \sum_{i=1}^{m} \log \left( 1 + e^{[w]_i / \sigma_k} \right) \right\},
$$

$$
v_{k+1} = \arg \min_{v \in \mathbb{R}^n} \frac{1}{2} \|v - (v_k - \tau_k B w_{k+1})\|_2^2,
\theta_{k+1} = 1/\sqrt{1 + 4m \sigma_k}, \quad \tau_{k+1} = \tau_k / \theta_{k+1} \quad \text{and} \quad \sigma_{k+1} = \theta_{k+1} \sigma_k,
$$

where $v_{-1} = v_0$ are vectors in the interior of the $d$-dimensional $\ell_1$-ball of radius $\lambda$, $w_0$ is a vector in $\mathbb{R}^m$, and $\tau_0 > 0$, $\sigma_0 = 1/(\|B\|_{2,2}^2 \tau_0)$ and $\theta_0 = 0$ are the initial stepsize parameters. The updates for $w_{k+1}$ and $v_{k+1}$ in (2) can be evaluated efficiently using standard first or second-order optimization methods and efficient $\ell_1$-ball projection algorithms Condat (2016), respectively. The other operations in the updates can all be computed exactly in at
most $O(md)$ operations. The convergence rate for this method is $O(1/k^2)$ in the number of iterations $k$, which is the best possible achievable rate of convergence for this problem in the Nesterov class of optimal first-order methods Nesterov (2018).

Attaining this optimal rate of convergence requires a precise estimate of the largest singular value $\|B\|_{2,2}$ of the matrix $B$. However, this quantity takes on the order of $O(\min(m^2d, md^2))$ operations to compute Hastie et al. (2009). This computational cost makes it essentially impossible to estimate the largest singular value for large matrices. Line search methods and other heuristics are often used to bypass this issue, but they typically slow down the convergence. Most first-order optimization methods used for solving large-scale optimization problems share this issue as well.

To address this issue, we present novel accelerated nonlinear PDHG methods that can achieve an optimal rate of convergence with stepsize parameters that are simple and efficient to compute. Returning to the previous example, let $\|B\|_{1,2}$ denote the maximum $\ell_2$ norm of a column of the matrix $B$ and define new parameters $\hat{\tau}_0 > 0$, $\hat{\sigma}_0 = 1/(\|B\|_{1,2}^2 \hat{\tau}_0)$ and $\hat{\theta} = 0$. In addition, let $x_{-1} = x_0$ denote vectors contained in the interior of the $2d$-dimensional unit simplex $\Delta_{2d}$, let $y^*_0$ denote a vector in the $m$-dimensional cube $(0, 1/m)^m$, let $[\hat{w}^*_0]_i = \log (m[y^*_0]_i/(1 - m[y^*_0]_i))$ for $i \in \{1, \ldots, m\}$, and let $(A - A)$ denote the horizontal concatenation of the matrices $A$ and $-A$. Then, we show in Sections 4.4 and 5.1 that the accelerated nonlinear PDHG method

$$
\begin{align*}
\hat{w}_{k+1} &= \left(4m\hat{\sigma}_k x_k + 4m\hat{\sigma}_k \hat{\theta}(x_k - x_{k-1}) + \hat{w}_k\right)/(1 + 4m\hat{\sigma}_k), \\
[y^*_{k+1}]_i &= \frac{1}{m\hat{\sigma}_{k+1}} e^{-\hat{\tau}_k A^* y^*_k} \text{ for } i \in \{1, \ldots, m\}, \\
[x_{k+1}]_j &= \frac{[x_k]_j e^{-\hat{\tau}_k A^* y^*_k}}{\sum_{j=1}^n [x_k]_j e^{-\hat{\tau}_k A^* y^*_k}} \text{ for } j \in \{1, \ldots, n\}, \\
v_{k+1} &= \lambda(A - A)x_{k+1} \\
\hat{\theta}_{k+1} &= 1/\sqrt{1 + 4m\hat{\sigma}_k}, \quad \hat{\tau}_{k+1} = \hat{\tau}_k/\hat{\theta}_{k+1}, \quad \text{and} \quad \hat{\sigma}_{k+1} = \hat{\theta}_{k+1} \hat{\sigma}_k,
\end{align*}
$$

(3)

computes a global minimum of problem (1) through the iterates $v_k$. Moreover, the convergence rate is $O(1/k^2)$ in the number of iterations $k$, which is the best possible achievable rate of convergence for this problem in the Nesterov class of optimal first-order methods Nesterov (2018).

Unlike in the linear PDHG method (2), the stepsize parameters in the nonlinear PDHG method (3) are computed in optimal $\Theta(md)$ operations from the matrix norm $\|A\|_{1,2}$. In addition, the computational bottleneck in the iterates consists of matrix-vector multiplications that can be computed in $O(md)$ operations or better with appropriate parallel algorithms. Thus all stepsize parameters and updates in the nonlinear method (3) are computed in quadratic $O(md)$ time, in contrast to the stepsize parameters in the linear method (2) which are computed in cubic $O(\min(m^2d, md^2))$ time. Numerical experiments in Section (6) show that the nonlinear PDHG method (3) converges 5 to 10 times faster than the linear PDHG method (2).
Related work

The linear PDHG method was introduced at around the same time by Pock et al. (2009) and Esser et al. (2010) to solve problems in imaging science (see also earlier work from Popov (1980); Zhu and Chan (2008)). The convergence of the linear PDHG method for problems posed on Euclidean spaces was later proven by Chambolle and Pock (2011). In addition to a proof of convergence, their work provided accelerated schemes of the linear PDHG method for problems with some degree of smoothness or strong convexity or both.

Since then, many variants and extensions of the linear PDHG method have been proposed; see Chambolle and Pock (2016a,b); Chambolle et al. (2018) for further details and references. A partial list of these variants include: overrelaxed Condat (2013); He and Yuan (2012), inertial Lorenz and Pock (2015), operator, forward-backward, and proximal-gradient splitting Boţ et al. (2015); Combettes et al. (2014); Davis and Yin (2017); Drori et al. (2015); Vă (2013), multistep Chen et al. (2014), stochastic Palaniappan and Bach (2016); Chambolle et al. (2018); Fercoq and Bianchi (2019); Pesquet and Repetti (2014); Valkonen (2016); Wen et al. (2016); Yanez and Bach (2017), and nonlinear Chambolle and Pock (2016b); Hohage and Homann (2018) variants, including the mirror descent method Nemirovski (2004). Here, we focus on nonlinear PDHG methods.

The extension of the linear PDHG method to the nonlinear setting was first done, to our knowledge, by Hohage and Homann (2018) to solve non-smooth convex optimization problems posed on Banach spaces. A nonlinear PDHG method for solving such problems using nonlinear proximity operators based on Bregman divergences was later proposed by Chambolle and Pock (2016b). Their work also provided an accelerated and partially nonlinear scheme for solving strongly convex problems. Their scheme is not fully nonlinear, however, as it requires one of the Bregman divergence to be a quadratic function. Moreover, their work did not provide accelerated nonlinear schemes for smooth convex problems or smooth and strongly convex problems.

Our contributions

This paper contributes accelerated nonlinear PDHG methods that achieve an optimal rate of convergence in the Nesterov class of optimal first-order methods with stepsize parameters that are simple and efficient to compute. To do so, we extend the theory of accelerated nonlinear PDHG methods initiated in Chambolle and Pock (2016b) to solve optimization problems on Banach spaces with nonlinear proximity operators based on Bregman divergences. The main theoretical results and accelerated nonlinear PDHG methods are described in Section 4. We prove rigorous convergence results, including results strongly convex or smooth problems posed on infinite-dimensional reflexive Banach spaces. In addition, we provide in Section 5 practical implementations of accelerated nonlinear PDHG methods for ℓ1-constrained logistic regression and zero-sum matrix games with entropy regularization, and we perform numerical experiments on these problems in Section 6 to compare the running times of nonlinear PDHG methods to other commonly-used first-order optimization methods. Our numerical experiments show that the nonlinear PDHG methods are considerably faster than competing methods.

The results we present are generally applicable to convex-concave saddle-point optimization problems posed on real reflexive Banach spaces. Before proceeding toward the technical
setup considered in the next section, we describe some key symbols and the notation used in the remainder of this paper in Table 1. For a list of concepts and facts from real, convex and functional analysis that are used in this paper, see Appendix A.

| Notation | Meaning |
|----------|---------|
| $\mathcal{X}$ | Real reflexive Banach space endowed with norm $\|\cdot\|_{\mathcal{X}}$ |
| $\mathcal{X}^*$ | Dual space of all continuous linear functionals defined on $\mathcal{X}$ |
| $x \mapsto \langle x^*, x \rangle$ | Value of the functional $x^*$ at $x$ |
| $\|\cdot\|_{\mathcal{X}^*}$ | Norm over the dual space $\mathcal{X}^*$: $\|x^*\|_{\mathcal{X}^*} = \sup_{\|x\|_{\mathcal{X}} = 1} \langle x^*, x \rangle$ |
| $A: \mathcal{X} \to \mathcal{Y}$ | Bounded linear operator between two reflexive Banach spaces $\mathcal{X}$ and $\mathcal{Y}$ |
| $A^*: \mathcal{Y}^* \to \mathcal{X}^*$ | Adjoint operator of $A$ |
| $\|A\|_{\text{op}}$ | Operator norm of $A$: $\|A\|_{\text{op}} = \sup_{\|x\|_{\mathcal{X}} = 1} \|Ax\|_{\mathcal{Y}} = \sup_{\|y^*\|_{\mathcal{Y}^*} = 1} \|A^*y^*\|_{\mathcal{X}^*}$ |
| $\|A\|_{2,2}$ | Largest singular value of an $m \times n$ real matrix $A$ |
| $\|A\|_{1,\infty}$ | Maximum $\ell_{\infty}$ norm of a column of an $m \times n$ real matrix $A$ |
| $(A | B)$ | Horizontal concatenation of two $m \times n$ matrices $A$ and $B$ |
| $\text{int } C$ | Interior of a non-empty subset $C$ |
| $\text{dom } g$ | Domain of a function $g$ |
| $\Gamma_0(\mathcal{X})$ | Set of proper, convex and lower semicontinuous functions defined on $\mathcal{X}$ |
| $\partial g(x)$ | Subdifferential of a function $g \in \Gamma_0(\mathcal{X})$ at $x \in \mathcal{X}$ |
| $g^*$ | Convex conjugate of a function $g$ |
| $I_{n \times n}$ | $n \times n$ identity matrix |
| $\Delta_n$ | Unit simplex over $\mathbb{R}^n$: $\Delta_n = \{x \in \mathbb{R}^n : \sum_{j=1}^n [x]_j = 1\}$ |
| $\mathcal{H}_n(x)$ | Negative entropy of $x \in \Delta_n$: $\mathcal{H}_n(x) = \sum_{j=1}^n [x]_j \log ([x]_j)$ |
| $\text{vecmax}(x)$ | Maximum component of the vector $x \in \mathbb{R}^n$: $\text{vecmax}(x) = \max ([x]_1, \ldots, [x]_n)$ |

2. Setup

We are interested here with convex-concave saddle-point problems posed on real reflexive Banach spaces. Concretely, let $\mathcal{X}$ and $\mathcal{Y}$ denote two real reflexive Banach spaces endowed with norms $\|\cdot\|_{\mathcal{X}}$ and $\|\cdot\|_{\mathcal{Y}}$, and let $A: \mathcal{X} \to \mathcal{Y}$ denote a bounded linear operator between those two spaces. We consider the following convex-concave saddle-point problem

$$\inf_{x \in \mathcal{X}} \sup_{y \in \mathcal{Y}^*} \{g(x) + \langle y^*, Ax \rangle - h^*(y^*)\}$$

where $g \in \Gamma_0(\mathcal{X})$ and $h \in \Gamma_0(\mathcal{Y})$. Formally, this is the primal-dual formulation associated to the primal problem

$$\inf_{x \in \mathcal{X}} \{g(x) + h(Ax)\}$$
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and the dual problem
\[
\sup_{y^* \in Y^*} \{-g^*(-A^*y^*) - h^*(y^*)\}.
\] (6)

The objective function \( \mathcal{L}: \mathcal{X} \times Y^* \rightarrow \mathbb{R} \cup \{+\infty\} \) in the saddle-point problem (4), namely
\[
\mathcal{L}(x, y^*) = g(x) + \langle y^*, Ax \rangle - h^*(y^*),
\] (7)
is called the Lagrangian of the primal and dual problems (5) and (6). Solutions to the saddle-point problem (4), when they exist, are saddle points of the Lagrangian (7) (see Definition (A.10) and Fact (A.5)).

This work focuses on accelerated nonlinear PDHG methods designed to compute saddle points of (4), and therefore solutions to the primal and dual problems (5) and (6). We describe below the formalism behind the nonlinear PDHG method. Let \( \phi_X \in \Gamma_0(\mathcal{X}) \) and \( \phi_{Y^*} \in \Gamma_0(\mathcal{Y}^*) \) denote two essentially smooth and essentially strictly convex functions, and consider their corresponding Bregman divergences:
\[
D_{\phi_X}(x, \bar{x}) = \phi_X(x) - \phi(\bar{x}) - \langle \nabla \phi_X(\bar{x}), x - \bar{x} \rangle,
\]
\[
D_{\phi_{Y^*}}(y^*, \bar{y}^*) = \phi_{Y^*}(y^*) - \phi_{Y^*}(\bar{y}^*) - \langle y^* - \bar{y}^*, \nabla \phi_{Y^*}(\bar{y}^*) \rangle.
\]

Formally, we propose using these Bregman divergence to alternate in (4) a nonlinear proximal descent step in the variable \( x \) and a nonlinear proximal ascent step in the variable \( y^* \) as follows:
\[
\begin{align*}
\hat{x} &= \arg \min_{x \in \mathcal{X}} \left\{ g(x) + \langle \tilde{y}^*, Ax \rangle + \frac{1}{\tau} D_{\phi_X}(x, \bar{x}) \right\} \\
\hat{y}^* &= \arg \max_{y^* \in Y^*} \left\{ -h^*(y^*) + \langle y^*, A\bar{x} \rangle - \frac{1}{\sigma} D_{\phi_{Y^*}}(y^*, \bar{y}^*) \right\}.
\end{align*}
\] (8)

The iteration scheme (8) takes the stepsize parameters \( \tau, \sigma > 0 \), initial points \((\bar{x}, \bar{y}^*) \in \mathcal{X} \times Y^*\), and intermediate points \((\tilde{x}, \tilde{y}^*) \in \mathcal{X} \times Y^*\) to output the new points \((\hat{x}, \hat{y}^*)\). The nonlinear PDHG method consists of this iteration scheme with appropriate parameter values and initial and intermediate points to attain an optimal convergence rate.

**Assumptions**

(A1) The two functions \( g \) and \( h \) are proper, lower semicontinuous, and convex over their respective domains \( \mathcal{X} \) and \( \mathcal{Y} \). Moreover, the primal problem (5) has at least one solution and there exists a point \( x \in \text{dom } g \) such that \( Ax \in \text{dom } h \) and \( h \) is continuous at \( Ax \).

(A2) The two functions \( \phi_X \) and \( \phi_{Y^*} \) are proper, lower semicontinuous, and convex over their respective domains \( \mathcal{X} \) and \( \mathcal{Y}^* \). Moreover, \( \phi_X \) and \( \phi_{Y^*} \) are both essentially smooth and essentially strictly convex.

(A3) The domains of the two functions \( g \) and \( \phi_X \) satisfy the inclusion \( \partial g \subseteq \text{int}(\text{dom } \phi_X) \), and at least one of \( g \) and \( \phi_X \) is supercoercive.

(A4) The domains of the two functions \( h^* \) and \( \phi_{Y^*} \) satisfy the inclusion \( \partial h^* \subseteq \text{int}(\text{dom } \phi_{Y^*}) \), and at least one of \( h^* \) and \( \phi_{Y^*} \) is supercoercive.
(A5) The two functions $\phi_X$ and $\phi_Y$ are 1-strongly convex with respect to $\|\cdot\|_X$ and $\|\cdot\|_Y$ on their respective domains.

Assumptions (A1) ensures that the primal problem (5) and dual problem (6) each has at least one solution (Ekeland and Temam, 1999, Theorem 4.1), and that the saddle-point problem (4) has at least one saddle point (Ekeland and Temam, 1999, Proposition 3.1). Assumptions (A1)-(A4) ensure that the Bregman divergences of $\phi_X$ and $\phi_Y$ and the minimization problems in the iteration (8) satisfy the properties described by Facts A.7 and A.8 in Appendix A. Finally, assumption (A5) is used later in Section 3 and 4 to prove the convergence of the nonlinear PDHG methods. We note that the domain inclusions in (A3) and (A4) are more restrictive than those assumed in Chambolle and Pock (2016b) and are necessary for the optimization methods to work (see Fact. A.8).

Under assumptions (A1)-(A4) and an appropriate choice of stepsize parameters, initial points, and intermediate points, the iteration scheme (8) is well-defined and satisfies a descent rule:

**Lemma 2.1.** Assume (A1)-(A4) hold, and assume the iteration scheme (8) takes as input the stepsize parameters $\tau, \sigma > 0$, initial points $(\hat{x}, \hat{y}) \in \text{dom } \partial g \times \text{dom } \partial h^*$, and intermediate points $(\tilde{x}, \tilde{y}) \in X \times Y^*$. Then the iteration scheme (8) generates a unique output $(\hat{x}, \hat{y}) \in \text{dom } \partial g \times \text{dom } \partial h^*$, and for every $(x, y) \in \text{dom } g \times \text{dom } h^*$ the output $(\hat{x}, \hat{y})$ satisfies the descent rule

$$
\mathcal{L}(\hat{x}, \hat{y}) - \mathcal{L}(x, \hat{y}) \leq \frac{1}{\tau} (D_{\phi_X}(x, \hat{x}) - D_{\phi_X}(\hat{x}, \hat{x})) + \frac{1}{\sigma} (D_{\phi_Y}(y, \hat{y}) - D_{\phi_Y}(\hat{y}, \hat{y})) + \langle \hat{y}^* - \hat{y}, A(x - \hat{x}) \rangle - \langle y^* - \hat{y}, A(x - \hat{x}) \rangle.
$$

**Proof** See Appendix B.

3. The basic nonlinear primal-dual hybrid gradient method

The basic nonlinear PDHG method takes two stepsize parameters $\tau, \sigma > 0$ and an initial pair of points $(x_0, y_0^*) \in \text{dom } \partial g \times \text{dom } \partial h^*$ to generate the iterates

$$
\begin{align*}
x_{k+1} &= \arg\min_{x \in X} \left\{ g(x) + \langle y_k^*, A x \rangle + \frac{1}{\tau} D_{\phi_X}(x, x_k) \right\} \\
y_{k+1}^* &= \arg\max_{y^* \in Y^*} \left\{ -h^*(y^*) + \langle y^*, A(2x_{k+1} - x_k) \rangle - \frac{1}{\sigma} D_{\phi_Y}(y^*, y_k^*) \right\}.
\end{align*}
$$

Under assumptions (A1)-(A4), Lemma 2.1 applies to method (10), and starting from the input $(x_0, y_0^*)$ the method (10) generates a unique output $(x_1, y_1^*) \in \text{dom } \partial g \times \text{dom } \partial h^*$. A simple induction argument using Lemma 2.1 then shows that $(x_k, y_k^*) \in \text{dom } \partial g \times \text{dom } \partial h^*$ for every $k \in \mathbb{N}$. As such, method (10) is well-defined. In addition, under assumption (A5) and appropriate conditions on the values of the stepsize parameters $\tau$ and $\sigma$, the nonlinear PDHG method (10) satisfies the following properties:
Proposition 3.1. Assume (A1)-(A5) hold and assume $\tau, \sigma > 0$ satisfy the strict inequality
\[ \tau \sigma \|A\|_{op}^2 < 1. \] (11)

Let $(x_0, y_0^*)$ be a pair of points contained in $\text{dom } g \times \text{dom } h^*$, let $(x_s, y_s^*)$ be a saddle point of the Lagrangian (7), and let $K \in \mathbb{N}$. Consider the sequence of iterates $\{(x_k, y_k^*)\}_{k=1}^K$ generated by the nonlinear PDHG method (10) from the initial points $(x_0, y_0^*)$, define the averages
\[ X_K = \frac{1}{K} \sum_{k=1}^K x_k \quad \text{and} \quad Y_k^* = \frac{1}{K} \sum_{k=1}^K y_k^*, \]
and for $(x, y^*) \in \text{dom } g \times \text{dom } h^*$, define the quantity
\[ \Delta_k(x, y^*) = \frac{1}{\tau} D_{\phi_X} (x, x_k) + \frac{1}{\sigma} D_{\phi_Y^*} (y^*, y_k^*) - \langle y^* - y_k^*, A(x - x_k) \rangle. \] (12)

Then:

(a) For every $(x, y^*) \in \text{dom } g \times \text{dom } h^*$ and nonnegative integer $k$, the output $(x_{k+1}, y_{k+1}^*)$ of the nonlinear PDHG method (10) satisfies the descent rule
\[ \mathcal{L}(x_{k+1}, y^*) - \mathcal{L}(x, y_k^*) \leq \Delta_k(x, y^*) - \Delta_{k+1}(x, y^*). \] (13)

(b) For every $(x, y^*) \in \text{dom } g \times \text{dom } h^*$ and $K \in \mathbb{N}$, we have the estimate
\[ \mathcal{L}(X_K, y^*) - \mathcal{L}(x, Y_K^*) \leq \frac{1 + \sqrt{\tau \sigma} \|A\|_{op}}{K} \left( \frac{1}{\tau} D_{\phi_X} (x, x_0) + \frac{1}{\sigma} D_{\phi_Y^*} (y^*, y_0^*) \right) \]
\[ - \frac{1 - \sqrt{\tau \sigma} \|A\|_{op}}{K} \left( \frac{1}{\tau} D_{\phi_X} (x, x_K) + \frac{1}{\sigma} D_{\phi_Y^*} (y^*, y_K^*) \right), \]
and for $(x, y^*) = (x_s, y_s^*)$, the global bound
\[ \frac{1}{\tau} D_{\phi_X} (x_s, x_K) + \frac{1}{\sigma} D_{\phi_Y^*} (y_s^*, y_K^*) \leq \frac{1 + \sqrt{\tau \sigma} \|A\|_{op}}{1 - \sqrt{\tau \sigma} \|A\|_{op}} \left( \frac{1}{\tau} D_{\phi_X} (x_s, x_0) + \frac{1}{\sigma} D_{\phi_Y^*} (y_s^*, y_0^*) \right). \] (14)

(c) [Convergence properties] The sequences $\{(x_k, y_k^*)\}_{k=1}^{+\infty}$ and $\{(X_K, Y_K^*)\}_{K=1}^{+\infty}$ are bounded, and the latter has a subsequence that converges weakly to a saddle point of the Lagrangian (7). If, in addition, the spaces $\mathcal{X}$ and $\mathcal{Y}^*$ are finite-dimensional, then the sequences $\{(x_k, y_k^*)\}_{k=1}^{+\infty}$ and $\{(X_K, Y_K^*)\}_{K=1}^{+\infty}$ both converge strongly to the same saddle point.

Proof See Appendix C. □
4. Accelerated nonlinear primal-dual hybrid gradient methods

In this section, we describe accelerated nonlinear PDHG method (10) that are suitable when the functions $g$ and $h^*$ in the saddle-point problem (4) have additional structure beyond that stated in assumptions (A1)-(A5). Specifically, we assume either one or both of these statements:

(A6) There is a positive number $\gamma_g$ such that the function $x \mapsto g(x) - \gamma_g \phi_X(x)$ is convex.

(A7) There is a positive number $\gamma_{h^*}$ such that the function $y^* \mapsto h^*(y^*) - \gamma_{h^*} \phi_{Y^*}(y^*)$ is convex.

With assumptions (A1)-(A7), the descent rule (9) in Lemma 2.1 is improved: For every $(x, y^*) \in \text{dom } g \times \text{dom } h^*$, the output $(\tilde{x}, \tilde{y}^*)$ satisfies

$$
L(\tilde{x}, y^*) - L(x, y^*) \leq \frac{1}{\tau} (D_{\phi_X}(x, \tilde{x}) - D_{\phi_X}(\tilde{x}, \tilde{x})) - \left( \frac{1 + \gamma_g \tau}{\tau} \right) D_{\phi_X}(x, \tilde{x}) + \frac{1}{\sigma} (D_{\phi_{Y^*}}(y^*, \tilde{y}^*) - D_{\phi_{Y^*}}(\tilde{y}^*, y^*)) - \left( \frac{1 + \gamma_{h^*} \sigma}{\sigma} \right) D_{\phi_{Y^*}}(y^*, \tilde{y}^*) + \langle A^* \tilde{y}^*, x - \tilde{x} \rangle - \langle y^* - \tilde{y}^*, A(\tilde{x} - \bar{x}) \rangle.
$$

The proof of inequality (16) is nearly identical to the proof of inequality (9), with the only difference that we use the stronger inequality (58) (see Fact A.8(iii)) on each line of the iteration scheme (8) to get

$$
g(\tilde{x}) - g(x) \leq \frac{1}{\tau} (D_{\phi_X}(x, \tilde{x}) - D_{\phi_X}(\tilde{x}, \bar{x})) - \left( \frac{1 + \gamma_g \tau}{\tau} \right) D_{\phi_X}(x, \tilde{x}) + \langle A^* \tilde{y}^*, x - \bar{x} \rangle.
$$

and

$$
h^*(\tilde{y}^*) - h^*(y^*) \leq \frac{1}{\sigma} (D_{\phi_{Y^*}}(y^*, \tilde{y}^*) - D_{\phi_{Y^*}}(\tilde{y}^*, y^*)) - \left( \frac{1 + \gamma_{h^*} \sigma}{\sigma} \right) D_{\phi_{Y^*}}(y^*, \tilde{y}^*) - \langle y^* - \tilde{y}^*, A\bar{x} \rangle.
$$

Inequality (16) then follows from these two inequalities and the same steps used to prove the descent rule (9) in Lemma 2.1.

**Remark 4.1.** Assumptions (A1)-(A7) imply that $g$ is $\gamma_g$-strongly convex over $\text{dom } g \cap \text{dom } \phi_X$ and $h^*$ is $\gamma_{h^*}$-strongly convex over $\text{dom } h^* \cap \phi_{Y^*}$. For example,

$$
g(x) - \gamma_g \frac{1}{2} \|x\|_{X^*}^2 = (g(x) - \gamma_g \phi_X(x)) + \gamma_g \left( \phi_X(x) - \frac{1}{2} \|x\|_{X^*}^2 \right)
$$

for every $x \in \text{dom } g \cap \text{dom } \phi_X$, and as the set $\text{dom } g \cap \text{dom } \phi_X$ is convex and the right hand side is the sum of two convex functions, the left hand side is also convex.

**Remark 4.2.** In light of Remark 4.1 and Fact A.5, if assumptions (A1) and (A6) hold, then the primal problem (5) has a unique solution. Likewise, if assumptions (A1) and (A7) hold, then the dual problem (6) has a unique solution. Finally, if assumptions (A1) and (A6)-(A7) hold, then the Lagrangian (7) has a unique saddle point.
The additional terms in (16) allow us to create accelerated methods with better convergence rate than the $O(1/K)$ rate for estimate (14). The first accelerated method, which we describe in Section 4.1, has a sublinear $O(1/K^2)$ convergence rate and is applicable if assumption (A6) hold. A variant of the first accelerated method, which we describe in Section 4.2, has a sublinear $O(1/K^2)$ convergence rate and is applicable if assumption (A7) hold. The second accelerated method, which we describe in Section 4.3, has a linear convergence rate and is applicable if both assumptions (A6) and (A7) hold. We also present another variant of this method in Section 4.4.

4.1 Accelerated nonlinear PDHG methods for strongly convex problems

This accelerated nonlinear PDHG method requires statement (A6) to hold with $\gamma_g > 0$. It takes two parameters $\theta_0 \in (0, 1)$ and $\sigma_0 > 0$, a set parameter $\tau_0 = 1/(\|A\|_{op}^2 \sigma_0)$, an initial point $x_0 \in \partial g$, and the initial points $y_{−1} = y_0^\ast \in \partial h^\ast$ to generate the iterates

$$
\begin{align*}
x_{k+1} &= \arg \min_{x \in X} \left\{ g(x) + \langle y_k^\ast + \theta_k(y_k^\ast - y_{k-1}^\ast), Ax \rangle + \frac{1}{\tau_k}D_{\phi_X}(x, x_k) \right\} \\
y_{k+1}^\ast &= \arg \max_{y^\ast \in Y^\ast} \left\{ -h^\ast(y^\ast) + \langle y^\ast, Ax_{k+1} \rangle - \frac{1}{\sigma_k}D_{\phi_Y^\ast}(y^\ast, y_k^\ast) \right\},
\end{align*}
$$

(17)

where the parameters $\tau_k, \sigma_k, \theta_k$ for $k \in \mathbb{N}$ satisfy the recurrence relations

$$
\begin{align*}
\theta_{k+1} &= \frac{1}{\sqrt{1 + \gamma_g \tau_k}}, \quad \tau_{k+1} = \theta_{k+1} \tau_k, \quad \text{and} \quad \sigma_{k+1} = \sigma_k / \theta_{k+1}.
\end{align*}
$$

(18)

Under assumptions (A1)-(A4), Lemma 2.1 applies to method (17), and the method generates points $(x_k, y_k^\ast)$ that are contained in $\partial g \times \partial h^\ast$. As such, method (17) is well-defined. If, in addition, assumptions (A5)-(A6) hold, then this method satisfies the following properties:

**Proposition 4.1.** Assume (A1)-(A6) hold. Let $\theta_0 \in (0, 1)$, $\sigma_0 > 0$ and $\tau_0 = 1/(\|A\|_{op}^2 \sigma_0)$, let $(x_0, y_0^\ast) \in \partial g \times \partial h^\ast$, let $y_{−1} = y_0^\ast$, and let $(x_k, y_k^\ast)$ denote a saddle point of the Lagrangian (7). Consider the sequence of iterates $\{(x_k, y_k^\ast)\}_{k=1}^K$ with $K \in \mathbb{N}$ generated by the accelerated nonlinear PDHG method (17) and the recurrence relations (18) from the initial points $(x_0, y_0^\ast)$ and $y_{−1}$ and initial parameters $\tau_0, \sigma_0$ and $\theta_0$. Define the averages

$$
T_K = \sum_{k=1}^K \frac{\sigma_{k-1}}{\sigma_0}, \quad X_K = \frac{1}{T_K} \sum_{k=1}^K \frac{\sigma_{k-1}}{\sigma_0} x_k \quad \text{and} \quad Y_K^\ast = \frac{1}{T_K} \sum_{k=1}^K \frac{\sigma_{k-1}}{\sigma_0} y_k^\ast
$$

and for $(x, y^\ast) \in \partial g \times \partial h^\ast$, the quantity

$$
\Delta_k(x, y^\ast) = \frac{1}{\tau_k}D_{\phi_X}(x, x_k) + \frac{1}{\sigma_k}D_{\phi_Y^\ast}(y^\ast, y_k^\ast) + \frac{1}{\sigma_k}D_{\phi_Y^\ast}(y_k^\ast, y_{k-1}^\ast) + \theta_k \langle y_k^\ast - y_{k-1}^\ast, A(x - x_k) \rangle.
$$

(19)

Then:

(a) For every $(x, y^\ast) \in \partial g \times \partial h^\ast$ and nonnegative integer $k$, the output $(x_{k+1}, y_{k+1}^\ast)$ of the accelerated nonlinear PDHG method (17) satisfies the descent rule

$$
\mathcal{L}(x_{k+1}, y^\ast) - \mathcal{L}(x, y_{k+1}^\ast) \leq \Delta_k(x, y^\ast) - \Delta_{k+1}(x, y^\ast) / \theta_{k+1}.
$$

(20)
multiplying \( K \) to hold with \( \gamma \). We present a variant of the first accelerated nonlinear PDHG method. It requires statement of \( \sigma_0 \) and the initial points \( x_0 \). The average quantity\( T_K \) converges at a rate determined by the average quantity\( \gamma_0 \).

Remark 4.3 (Choice of the free parameter \( \sigma_0 \)). The accelerated nonlinear PDHG method (17) converges at a rate determined by the average quantity \( T_K \), which depends on the stepsize parameter \( \sigma_0 \). One possible choice for \( \sigma_0 \) is to choose it so as to maximize the coefficient multiplying \( K^2 \) in the lower bound (24) of \( T_K \). This coefficient is maximized for the choice of \( \sigma_0 = \gamma_0/(2 \| A \|_\text{op}^2) \).

4.2 Accelerated nonlinear PDHG methods for smooth convex problems

We present a variant of the first accelerated nonlinear PDHG method. It requires statement (A7) to hold with \( \gamma_{h^*} > 0 \), and it is similar to method (17); it takes two free parameters \( \theta_0 \in (0, 1) \) and \( \tau_0 > 0 \), a set parameter \( \sigma_0 = 1/(\| A \|_\text{op}^2 \tau_0) \), an initial point \( y_0^* \in \text{dom } \partial h^* \), and the initial points \( x_{-1} = x_0 \in \text{dom } \partial g \) to generate the iterates

\[
\begin{align*}
y_{k+1}^* &= \arg\max_{y^* \in \mathcal{Y}^*} \left\{ -h^*(y^*) + \langle y^*, A(x_k + \theta_k(x_k - x_{k-1})) \rangle - \frac{1}{\sigma_k} D_{\partial y^*}(y^*, y_k^*) \right\}, \\
x_{k+1} &= \arg\min_{x \in \mathcal{X}} \left\{ g(x) + \langle y_{k+1}^*, A x \rangle + \frac{1}{\tau_k} D_{\partial x}(x, x_k) \right\}
\end{align*}
\]

Proof See Appendix D. ■

Proof
where the parameters $\tau_k, \sigma_k, \theta_k$ for $k \in \mathbb{N}$ satisfy the recurrence relations
\[
\theta_{k+1} = \frac{1}{\sqrt{1 + \gamma h^* \sigma_k}}, \quad \tau_{k+1} = \tau_k / \theta_{k+1}, \quad \text{and} \quad \sigma_{k+1} = \theta_{k+1} \sigma_k.
\] (26)

Under assumptions (A1)-(A4), Lemma 2.1 applies to method (25), and the method generates points $(x_k, y^*_k)$ that are contained in $\text{dom} \partial g \times \text{dom} \partial h^*$. As such, method (25) is well-defined. If, in addition, assumptions (A5) and (A7) hold, then this method satisfies the following properties:

**Proposition 4.2.** Assume (A1)-(A5) and (A7) hold. Let $\theta_0 \in (0, 1]$, $\tau_0 > 0$ and $\sigma_0 = 1/\|A\|^2_{op} \tau_0$, let $(x_0, y^*_0) \in \text{dom} \partial g \times \text{dom} \partial h^*$, let $x^*_{-1} = x^*_0$, and let $(x_s, y^*_s)$ denote a saddle point of the Lagrangian (7). Consider the sequence of iterates $\{(x_k, y^*_k)\}_{k=1}^K$ with $K \in \mathbb{N}$ generated by the accelerated nonlinear PDHG method (25) and the recurrence relations (26) from the initial points $(x_0, y^*_0)$ and $x_{-1}$ and initial parameters $\tau_0$, $\sigma_0$, and $\theta_0$, and define the averages
\[
T_K = \sum_{k=1}^K \frac{\tau_{k-1}}{\tau_0}, \quad X_K = \frac{1}{T_K} \sum_{k=1}^K \frac{\tau_{k-1}}{\tau_0} x_k \quad \text{and} \quad Y^*_K = \frac{1}{T_K} \sum_{k=1}^K \frac{\tau_{k-1}}{\tau_0} y^*_k
\]
and for $(x, y^*) \in \text{dom} g \times \text{dom} h^*$, the quantity
\[
\Delta_k(x, y^*) = \frac{1}{\tau_k} D_{\phi_x}(x, x_k) + \frac{1}{\sigma_k} D_{\phi_y^*}(y^*, y^*_k) + \frac{1}{\tau_k} D_{\phi_x}(x_k, x_{k-1}) + \theta_k (y^* - y^*_k, A(x_k - x_{k-1})).
\]

Then:

(a) For every $(x, y^*) \in \text{dom} g \times \text{dom} h^*$ and nonnegative integer $k$, the output $(x_{k+1}, y^*_{k+1})$ of the accelerated nonlinear PDHG method (25) satisfies the descent rule
\[
\mathcal{L}(x_{k+1}, y^*) - \mathcal{L}(x, y^*) \leq \Delta_k(x, y^*) - \alpha_{k+1}(x, y^*) / \theta_{k+1}.
\]

(b) For every $(x, y^*) \in \text{dom} g \times \text{dom} h^*$, we have the estimate
\[
T_K (\mathcal{L}(X_K, y^*) - \mathcal{L}(x, Y^*_K)) \leq \Delta_0(x, y^*) - \frac{\tau_K}{\tau_0} \Delta_k(x, y^*)
\]
and, for the choice of the saddle point $(x, y^*) = (x_s, y^*_s)$, the global bound
\[
\frac{1}{\tau_K} D_{\phi_x}(x_s, x_K) + \frac{\gamma h^*/(1 + \gamma h^*)}{\tau_0} D_{\phi_y^*}(y^*_s, y^*_K) \leq \Delta_K(x_s, y^*_s) \leq \frac{\tau_0}{\tau_K} \Delta_0(x_s, y_s).
\]

(c) The average quantity $T_K$ satisfies the formula
\[
T_K = \|A\|^2_{op} \left( \frac{\tau^2}{\tau_0^2} - \frac{k^2}{\tau_0^2} \right) / (\gamma h^* \tau_0)
\]
and, with $a = \gamma h^*/(2 \|A\|^2_{op})$, the bounds
\[
\frac{\tau_0}{a + \tau_0} K + \frac{a \tau_0}{2(a + \tau_0)^2} K^2 \leq T_K \leq K + \frac{a}{2 \tau_0} K^2.
\]
(d) [Convergence properties] The sequence of iterates \( \{(x_k, y_k^*)\}_{k=1}^{+\infty} \) is bounded and the individual sequence \( \{y_k^*\}_{k=1}^{+\infty} \) converges strongly to the unique solution of the dual problem (6). Moreover, the sequence of averages \( \{(X_K, Y_K)\}_{K=1}^{+\infty} \) is bounded, it has subsequence that converges weakly to a saddle point of the Lagrangian (7), and the individual sequence \( \{Y_K^*\}_{K=1}^{+\infty} \) converges strongly to the unique solution of the dual problem (6). If, in addition, the space \( \mathcal{X} \) is finite-dimensional, then the individual sequences \( \{x_k\}_{k=1}^{+\infty} \) and \( \{X_k\}_{k=1}^{+\infty} \) each have a subsequence that converges strongly to a solution \( x_* \) of the primal problem (6).

**Proof** The proof is essentially the same as for Proposition 4.1 and is omitted. 

### 4.3 Accelerated nonlinear PDHG method for smooth and strongly convex problems I

The second accelerated nonlinear PDHG method requires statements (A6) and (A7) to hold with \( \gamma_g > 0 \) and \( \gamma_{h^*} > 0 \). It takes the parameters

\[
\begin{aligned}
\theta &= 1 - \frac{\gamma_g \gamma_{h^*}}{2 \|A\|_{op}^2} \left( \sqrt{1 + \frac{4 \|A\|_{op}^2}{\gamma_g \gamma_{h^*}}} - 1 \right), \\
\tau &= \frac{1 - \theta}{\gamma_g}, \quad \text{and} \quad \sigma = \frac{1 - \theta}{\gamma_{h^*}}
\end{aligned}
\]  

(27)

an initial point \( x_0 \in \text{dom } \partial g \), and the initial points \( y_{-1}^* = y_0^* \in \text{dom } \partial h^* \) to generate the iterates

\[
\begin{align*}
x_{k+1} &= \arg \min_{x \in \mathcal{X}} \left\{ g(x) + \langle y_k^* + \theta(y_k^* - y_{k-1}^*), Ax \rangle + \frac{1}{\tau} \|D_{\phi_x}(x, x_k)\| \right\}, \\
y_{k+1}^* &= \arg \max_{y^* \in \mathcal{Y}^*} \left\{ -h^*(y^*) + \langle y^*, Ax_{k+1} \rangle - \frac{1}{\sigma} D_{\phi_{y^*}}(y^*, y_k^*) \right\}.
\end{align*}
\]  

(28)

Under assumptions (A1)-(A4), Lemma 2.1 applies to method (28), and the method generates points \( (x_k, y_k^*) \) that are contained in \( \text{dom } \partial g \times \text{dom } \partial h^* \). As such, method (28) is well-defined. If, in addition, assumptions (A5)-(A7) hold, then this method satisfies the following properties:

**Proposition 4.3.** Assume (A1)-(A7) hold. Let \( (x_0, y_0^*) \in \text{dom } \partial g \times \text{dom } \partial h^* \), let \( y_{-1}^* = y_0^* \), and let \( (x_k, y_k^*) \) denote the unique saddle point of the Lagrangian (7). Consider the sequence of iterates \( \{(x_k, y_k^*)\}_{k=1}^{K} \) with \( K \in \mathbb{N} \) generated by the accelerated nonlinear PDHG method (28) from the initial points \( x_0, y_0^* \) and \( y_{-1}^* \), and the parameters \( \theta, \tau, \) and \( \sigma \) defined in (27). Define the averages

\[
\begin{aligned}
T_K &= \sum_{k=1}^{K} \frac{1}{\theta^{k-1}} = \frac{1 - \theta^K}{(1 - \theta) \theta^{K-1}}, \\
X_K &= \frac{1}{T_K} \sum_{k=1}^{K} \frac{1}{\theta^{k-1}} x_k \quad \text{and} \quad Y_K^* &= \frac{1}{T_K} \sum_{k=1}^{K} \frac{1}{\theta^{k-1}} y_k^*,
\end{aligned}
\]

and for \( (x, y^*) \in \text{dom } g \times \text{dom } h^* \), the quantity

\[
\Delta_k(x, y^*) = \frac{1}{\tau} D_{\phi_x}(x, x_k) + \frac{1}{\sigma} D_{\phi_{y^*}}(y^*, y_k^*) + \theta \frac{1}{\sigma} D_{\phi_{y^*}}(y_k^*, y_{k-1}^*) + \theta \langle y_k^* - y_{k-1}^*, A(x - x_k) \rangle.
\]  

(29)

Then:
(a) For every \((x, y^*) \in \text{dom } g \times \text{dom } h^*\) and nonnegative integer \(k\), the output \((x_{k+1}, y^*_{k+1})\) of the accelerated nonlinear PDHG method (28) satisfies the descent rule
\[
\mathcal{L}(x_{k+1}, y^*) - \mathcal{L}(x, y^*_{k+1}) \leq \Delta_k(x, y^*) - \Delta_{k+1}(x, y^*)/\theta. \tag{30}
\]

(b) For every \((x, y^*) \in \text{dom } g \times \text{dom } h^*\), we have the estimate
\[
T_K(\mathcal{L}(X_K, y^*) - \mathcal{L}(x, Y^*_K)) \leq \Delta_0(x, y^*) - \frac{1}{\theta K} \Delta_K(x, y^*) \tag{31}
\]
and, for the choice of the saddle point \((x, y^*) = (x_s, y^*_s)\), the global bound
\[
\frac{1}{\sigma} D_{\phi_{y^*}}(y^*_s, y^*_K) \leq \Delta_K(x_s, y^*_s) \leq \theta^K \Delta_0(x_s, y^*_s). \tag{32}
\]

(c) [Convergence properties] The sequences \(\{(x_k, y^*_k)\}^{+\infty}_{k=1}\) and \(\{(X_K, Y_K)\}^{+\infty}_{K=1}\) both converge strongly to the unique saddle point \((x_s, y^*_s)\) of the Lagrangian (7).

**Proof** See Appendix E for the proof.

\[\square\]

**4.4 Accelerated nonlinear PDHG method for smooth and strongly convex problems II**

We present a variant of the accelerated nonlinear PDHG method (28). It requires statements (A6) and (A7) to hold with \(\gamma_g > 0\) and \(\gamma_h > 0\) and it takes the parameters
\[
\theta = 1 - \frac{\gamma_g \gamma_h^*}{2 \|A\|^2_{op}} \left( \sqrt{1 + \frac{4 \|A\|^2_{op}}{\gamma_g \gamma_h^*}} - 1 \right), \quad \tau = \frac{1 - \theta}{\gamma_g \theta}, \quad \text{and} \quad \sigma = \frac{1 - \theta}{\gamma_h^* \theta}. \tag{33}
\]
the initial points \(x_{-1} = x_0 \in \text{dom } \partial g\) and an initial point \(y^*_0 \in \text{dom } \partial h^*\) to generate the iterates
\[
\begin{aligned}
\left\{
\begin{array}{l}
y^*_{k+1} = \arg \max_{y^* \in Y^*} \left\{ -h^*(y^*) + \langle y^*, A(x_k + \theta(x_k - x_{k-1})) \rangle - \frac{1}{\sigma} D_{\phi_{y^*}}(y^*_k, y^*_k) \right\} \\
x_{k+1} = \arg \min_{x \in X} \left\{ g(x) + \langle y^*_{k+1}, Ax \rangle + \frac{1}{\tau} D_{\phi_X}(x, x_k) \right\}
\end{array}
\right. \tag{34}
\end{aligned}
\]
method (34) and (28) differ only in that we update \(y^*\) first. This change nonetheless yields different global bounds and convergence estimates. Under assumptions (A1)-(A4), Lemma 2.1 applies to method (34), and the method generates points \((x_k, y^*_k)\) that are contained in \(\text{dom } \partial g \times \text{dom } \partial h^*\). As such, method (34) is well-defined. If, in addition, assumptions (A5)-(A7) hold, then this method satisfies the following properties:

**Proposition 4.4.** Assume (A1)-(A7) hold. Let \((x_0, y^*_0) \in \text{dom } \partial g \times \text{dom } \partial h^*\), let \(x_{-1} = x_0\), and let \((x_s, y^*_s)\) denote the unique saddle point of the Lagrangian (7). Consider the sequence of iterates \(\{(x_k, y^*_k)\}^K_{k=1}\) with \(K \in \mathbb{N}\) generated by the accelerated nonlinear PDHG
Method (34) from the initial points \( x_0, y_0^* \) and \( x_{-1}^* \), and the parameters \( \theta, \tau, \) and \( \sigma \) defined in (27). Define the averages

\[
T_K = \sum_{k=1}^{K} \frac{1}{\theta^k-1} = \frac{1 - \theta^K}{(1 - \theta)\theta^{k-1}}, \quad X_K = \frac{1}{T_K} \sum_{k=1}^{K} \frac{1}{\theta^k-1} x_k \quad \text{and} \quad Y_K^* = \frac{1}{T_K} \sum_{k=1}^{K} \frac{1}{\theta^k-1} y_k^*, 
\]

and for \((x, y^*) \in \text{dom } g \times \text{dom } h^*\), the quantity

\[
\Delta_k(x, y^*) = \frac{1}{\tau} D_{\phi_X}(x, x_k) + \frac{1}{\sigma} D_{\phi_Y}(y, y_k^*) + \frac{\theta}{\sigma} D_{\phi_X}(x_k^*, x_k) - \theta \langle y^* - y_k^*, A(x_k - x_{k-1}) \rangle.
\]

Then:

(a) For every \((x, y^*) \in \text{dom } g \times \text{dom } h^*\) and nonnegative integer \(k\), the output \((x_{k+1}, y_{k+1}^*)\) of the accelerated nonlinear PDHG method (28) satisfies the descent rule

\[
\mathcal{L}(x_{k+1}, y^*) - \mathcal{L}(x, y_{k+1}^*) \leq \Delta_k(x, y^*) - \Delta_{k+1}(x, y^*)/\theta.
\]

(b) For every \((x, y^*) \in \text{dom } g \times \text{dom } h^*\), we have the estimate

\[
T_K (\mathcal{L}(X_K, y^*) - \mathcal{L}(x, Y_K^*)) \leq \Delta_0(x, y^*) - \frac{1}{\theta^K} \Delta_K(x, y^*)
\]

and, for the choice of the saddle point \((x, y^*) = (x_s, y_s^*)\), the global bound

\[
\frac{1}{\tau} D_{\phi_X}(x_s, x_K) \leq \Delta_K(x_s, y_s^*) \leq \theta^K \Delta_0(x_s, y_s^*).
\]

(c) [Convergence properties] The sequences \(\{(x_k, y_k^*)\}_{k=1}^{+\infty}\) and \(\{(X_K, Y_K)\}_{K=1}^{+\infty}\) both converge strongly to the unique saddle point \((x_s, y_s^*)\) of the Lagrangian (7).

**Proof** The proof is essentially the same as for Proposition 4.3 and is omitted. \(\blacksquare\)

5. Applications to machine learning

We describe here applications of the accelerated nonlinear PDHG methods presented in Section 4 to two supervised learning tasks in machine learning: \(\ell_1\)-constrained logistic regression and entropy regularized zero-sum matrix games. In both problems, the real reflexive Banach spaces \(X\) and \(Y\) are taken to be \(\mathbb{R}^n\) and \(\mathbb{R}^m\) with norms \(\|\cdot\|_X\) and \(\|\cdot\|_Y\) chosen suitably for each example. As Table (2) illustrates, for certain combinations of norms the induced operator norm can be computed in \(O(mn)\) operations, making it simple and efficient to compute. In addition, we can choose the Bregman functions \(\phi_X\) and \(\phi_Y^*\) in conjunction with these norms to ensure that assumption (A5) holds. This is our strategy; in each forthcoming example we will choose the norms \(\|\cdot\|_X\) and \(\|\cdot\|_Y\) and Bregman functions \(\phi_X\) and \(\phi_Y^*\) to obtain an explicit accelerated nonlinear PDHG method for which the stepsize parameters and updates in the method can be computed in \(O(mn)\) operations. These choices will lead to significantly faster and more efficient methods compared to other competing methods.
The following two subsections describe the problems of $\ell_1$-constrained logistic regression and entropy regularized zero-sum matrix games and give an explicit accelerated nonlinear PDHG method for each problem. Section 6 after this one presents some numerical experiments on randomized synthetic data to compare the running times of our methods to other commonly-used optimization methods.

| Domain | Codomain |
|--------|----------|
| $\mathbb{R}^n, \|\cdot\|_1$ | Maximum $\ell_1$ norm of a column ($\sim O(mn)$) | $\mathbb{R}^m, \|\cdot\|_1$ |
| $\mathbb{R}^n, \|\cdot\|_2$ | Maximum $\ell_2$ norm of a column ($\sim O(mn)$) | $\mathbb{R}^m, \|\cdot\|_2$ |
| $\mathbb{R}^n, \|\cdot\|_\infty$ | Maximum $\ell_\infty$ norm of a column ($\sim O(mn)$) | $\mathbb{R}^m, \|\cdot\|_\infty$ |

Table 2: Table of some operator norms of $A$ with their associated computational complexity. Table extracted from (Tropp, 2004, Section 4.3.1).

5.1 $\ell_1$-constrained logistic regression

$\ell_1$-constrained logistic regression is a supervised learning algorithm for classification and to identify important features in data sets. Concretely, suppose we receive $m$ independent samples $\{u_i, b_i\}_{i=1}^m$, each comprising a $d$-dimensional vector of features $u_i$ and a label $b_i \in \{-1, +1\}$. The $\ell_1$-constrained logistic regression problem is then

$$\inf_{v \in \mathbb{R}^d} \frac{1}{m} \sum_{i=1}^m \log \left( 1 + e^{-b_i \langle u_i, v \rangle} \right)$$

(35)

where $\lambda > 0$ is a tuning parameter. The constraint on the $\ell_1$ norm regularizes the logistic model; it promotes solutions to have a number of entries that are identically zero Foucart and Rauhut (2013a); El Guide et al. (2020); Zanone et al. (2020). The non-zero entries are identified as the important features, and the zero entries are discarded. The number of non-zero entries itself depends on the value of the tuning parameter $\lambda$.

To derive an appropriate accelerated nonlinear PDHG algorithm for $\ell_1$-constrained logistic regression, we will express problem (35) as an minimization problem over the unit simplex $\Delta_{2d}$. We can do so because every polytope, including the $\ell_1$-ball, can be represented as a convex hull of its vertices in barycentric coordinates Grünbaum et al. (1967); Jaggi (2013). Here this means for every $v$ inside the $\ell_1$-ball of radius $\lambda$, there exists a point $x$ in the unit simplex $\Delta_{2d}$ for which

$$v = \lambda (I_{d\times d} | -I_{d\times d}) x,$$

(36)

where $(I_{d\times d} | -I_{d\times d})$ denotes the horizontal concatenation of the identity matrices $I_{d\times d}$ and $-I_{d\times d}$.  
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We now apply the change of variables (36) to problem (35). Let $B$ denote the $m \times d$ matrix $B$ whose rows are the elements $-b_i u_i$, let $A = \lambda(B \mid -B)$, and let $n = 2d$. Then problem (35) becomes equivalent to
\[
\inf_{x \in \Delta_n} \frac{1}{m} \sum_{i=1}^{m} \log \left(1 + e^{A x_i}\right).
\] (37)

This is the primal problem of interest. Its associated convex-concave saddle-point problem is
\[
\inf_{x \in \Delta_n} \sup_{y^* \in \mathbb{R}^m} \{\langle y^*, Ax \rangle - \psi(y^*)\}
\] (38)
where $\psi: [0, 1/m]^m \to \mathbb{R}$ denotes the average negative sum of $m$ binary entropy terms,
\[
\psi(y^*) = \begin{cases} 
\frac{1}{m} \sum_{i=1}^{m} m[y^*_i] \log (m[y^*_i]) + (1 - m[y^*_i]) \log (1 - m[y^*_i]) & \text{if } s \in [0, 1/m]^m, \\
+\infty, & \text{otherwise}.
\end{cases}
\] (39)

The dual problem is
\[
\sup_{y^* \in \mathbb{R}^m} \{\text{vecmax}(-A^* y^*) - \psi(y^*)\}
\] (40)
where vecmax$(y) = \max \{[y]_1, \ldots, [y]_m\}$ for $y \in \mathbb{R}^m$. Due to the strong concavity of the dual problem (40), the convex-concave saddle-point problem (38) has at least one saddle point $(x^*_s, y^*_s) \in \Delta_n \times \mathbb{R}^m$, where $x^*_s$ is a global solution to the primal problem (37) and $y^*_s$ is the unique solution to the dual problem (40). They satisfy the optimality conditions
\[
x^*_s \in \partial \text{vecmax}(-A^* y^*_s) \quad \text{and} \quad [y^*_s]_i = \frac{1}{m + me^{-[Ax^*_s]_i}} \quad \text{for } i \in \{1, \ldots, m\}.
\] (41)

The solution $y^*_s$ of the original problem (35) follows from $x^*_s$ and the change of variables formula (36). In addition, the first optimality condition in (41) can be used to identify the zero entries of $x^*_s$ as follows Rockafellar and Wets (2009): Let $J(-A^* y^*_s)$ denote the set of indices $j \in \{1, \ldots, n\}$ with vecmax$(-A^* y^*_s) = [-A^* y^*_s]_j$. Then $[x^*_s]_j = 0$ whenever $j \not\in J(-A^* y^*_s)$.

**Accelerated nonlinear PDHG method**

We propose to solve the $\ell_1$-constrained logistic regression problem (35) through (37) and (36) using the accelerated nonlinear PDHG method (25) with the following choice of norms and Bregman functions:
\[
\|\cdot\|_X = \|\cdot\|_1, \quad \|\cdot\|_{Y^*} = \|\cdot\|_2, \quad \phi_X = \mathcal{H}_n, \quad \text{and} \quad \phi_{Y^*} = \frac{1}{4m} \psi,
\]
where $\mathcal{H}_n: \Delta_n \to (-\infty, 0]$ denotes the negative entropy function,
\[
\mathcal{H}_n(x) = \sum_{j=1}^{n} [x]_j \log ([x]_j).
\]
The negative entropy function induces the Bregman divergence $D_{\mathcal{H}_n}: \Delta_n \times \text{int} \Delta_n \rightarrow [0, +\infty)$ given by

$$D_{\mathcal{H}_n}(x, \bar{x}) = \sum_{j=1}^{n} [x]_j \log ([x]_j/\bar{x}]_j).$$

This Bregman divergence is the so-called Kullback–Leibler divergence or relative entropy. The Bregman function $\phi_{y^*}$ is, up to a factor of $1/4m$, the average negative sum of $m$ binary entropy terms (39). It induces the Bregman divergence $D_{\psi/4m}: [0, 1/m]^{m} \times (0, 1/m)^{m} \rightarrow [0, +\infty)$ given by

$$D_{\psi/4m}(y^*, \bar{y}^*) = \frac{1}{4m^2} \sum_{i=1}^{m} m[y^*]_i \log \left( \frac{|y^*_i|}{|\bar{y}^*_i|} \right) + (1 - m[y^*]_i) \log \left( \frac{1 - m[y^*]_i}{1 - m[\bar{y}^*]_i} \right).$$

With these choices, assumptions (A1)-(A5) and (A7) hold with $\gamma_{y^*} = 4m$. In particular, assumption (A5) holds because $\mathcal{H}_n$ is 1-strongly convex with respect to the $\ell_1$ norm over the unit simplex $\Delta_n$. This fact is a direct consequence of a fundamental result in information theory known as Pinsker’s inequality Beck and Teboulle (2003); Csiszár (1967); Kemperman (1969); Kullback (1967); Pinsker (1964). Moreover, the induced operator norm is the maximum $\ell_2$ norm of the columns of $A$, i.e.,

$$\|A\|_{op} = \|A\|_{1,2} = \sup_{\|x\|_1 = 1} \|Ax\|_2 = \max_{j \in \{1, \ldots, n\}} \sum_{i=1}^{m} A_{ij}^2.$$

For this algorithm, we set the initial stepsize parameters to be $\theta_0 = 0$, $\tau_0 > 0$ and $\sigma_0 = 1/(\|A\|_{1,2} \tau_0)$. Given $x_{-1} = x_0 \in \text{int} \Delta_n$ and $y^*_0 \in (0, 1/m)^{m}$, the corresponding accelerated nonlinear PDHG algorithm for problem (37) consists of the iterations

$$y^*_k+1 = \arg \max_{y^* \in \mathbb{R}^m} \left\{ -\psi(y^*) + \langle y^*, A(x_k + \theta_k [x_k - x_{k-1}] \rangle - \frac{1}{\sigma_k} D_{\psi/4m}(y^*, y^*_k) \right\},$$

$$x_{k+1} = \arg \min_{x \in \Delta_n} \left\{ \langle A^* y^*_{k+1}, x \rangle + \frac{1}{\tau_k} D_{\mathcal{H}_n}(x, x_k) \right\},$$

$$\theta_{k+1} = 1/\sqrt{1 + 4m\sigma_k}, \quad \tau_{k+1} = \tau_k/\theta_{k+1}, \quad \text{and} \quad \sigma_{k+1} = \theta_{k+1} \sigma_k.$$

The updates $y^*_{k+1}$ and $x_{k+1}$ can be both computed explicitly. For the first update, define the auxiliary variable

$$[w_k]_i = \log \left( m[y^*_k]_i/(1 - m[y^*_k]_i) \right) \text{ for } i \in \{1, \ldots, m\}.$$

Then we can update $y^*_k+1$ in two steps:

$$w_{k+1} = (4m\sigma_k x_k + 4m\sigma_k \theta_k (x_k - x_{k-1}) + w_k) / (1 + 4m\sigma_k)$$

and

$$[y^*_k+1]_i = \frac{1}{m + me^{-[w_{k+1}]}}, \quad \text{for } i \in \{1, \ldots, m\}.$$
For the second update, a straightforward calculation gives
\[ x_{k+1} = \frac{[x_k]_j e^{-\tau_k[A^*y_{k+1}^*]}}{\sum_{j=1}^m [x_k]_j e^{-\tau_k[A^*y_{k+1}^*]}} \]
for \( j \in \{1, \ldots, n\} \). Hence the iterations are given by
\[
\begin{align*}
  w_{k+1} &= (4m\sigma_k x_k + 4m\sigma_k \theta_k (x_k - x_{k-1}) + w_k) / (1 + 4m\sigma_k) \\
  [y_{k+1}]_i &= [y_{k+1}]_i = \frac{1}{m + me^{-|w_{k+1}|_i}} \quad \text{for } i \in \{1, \ldots, m\} \\
  [x_{k+1}]_j &= \frac{[x_k]_j e^{-\tau_k[A^*y_{k+1}^*]}}{\sum_{j=1}^m [x_k]_j e^{-\tau_k[A^*y_{k+1}^*]}} \quad \text{for } j \in \{1, \ldots, n\} \\
  \theta_{k+1} &= 1/\sqrt{1 + 4m\sigma_k}, \quad \tau_{k+1} = \tau_k/\theta_{k+1}, \quad \text{and } \sigma_{k+1} = \theta_{k+1}\sigma_k.
\end{align*}
\]
All parameter calculations and updates can be performed in \( O(mn) \) operations. According to Prop. 4.2 and the optimality conditions (38), we have the strong limits
\[
\lim_{k \to +\infty} y_k^* = y_s^* \quad \text{and} \quad \lim_{k \to +\infty} [y_k]_i = \frac{1}{m + me^{-|Ax|_i}} \quad \text{for } i \in \{1, \ldots, m\}.
\]

### 5.2 Zero-sum matrix games with entropy regularization

Two-player zero-sum matrix games are a class of saddle-point optimization problems that model one of the basic forms of constrained competitive games Cen et al. (2021). We focus here on zero-sum matrix games with entropy regularization, the latter which models the imperfect knowledge of the payoff matrix \( A \) by the two players McKelvey and Palfrey (1995). Let \( \Delta_m \) and \( \Delta_n \) denote the unit simplices on \( \mathbb{R}^m \) and \( \mathbb{R}^n \), and let \( A \) denote an \( m \times n \) matrix, called the payoff matrix. Zero-sum matrix games with entropy regularization are formulated as follow:

\[
\begin{align*}
  \min_{x \in \Delta_n} \max_{y \in \Delta_m} \{ \lambda \mathcal{H}_n(x) + \langle y^*, Ax \rangle - \lambda \mathcal{H}_m(y^*) \},
\end{align*}
\]

where \( \lambda > 0 \) and \( \mathcal{H}_n(x) = \sum_{j=1}^n [x]_j \log([x]_j) \) and \( \mathcal{H}_m(y^*) = \sum_{i=1}^m [y^*]_i \log([y^*]_i) \) denote the negative entropies of the probability distributions \( x \) and \( y^* \).

The primal and dual problems associated to the entropy regularized zero-sum matrix game (43) are given by

\[
\begin{align*}
  \min_{x \in \Delta_n} \left\{ \lambda \mathcal{H}_n(x) + \lambda \log \left( \sum_{i=1}^m e^{[Ax]_i/\lambda} \right) \right\}
\end{align*}
\]
and

\[
\begin{align*}
  \max_{y^* \in \Delta_m} \left\{ -\lambda \log \left( \sum_{j=1}^n e^{-[A^*y^*]_j/\lambda} \right) - \lambda \mathcal{H}_m(y^*) \right\}
\end{align*}
\]

Due to the strong convexity of the primal problem (44) and strong concavity of the dual problem (45), the saddle-point problem (43) has a unique saddle point \( (x_s, y_s^*) \in \mathbb{R}^n \times \mathbb{R}^m \),
where are also the unique solutions to the primal and dual problems above. They satisfy the optimality conditions

\[- [A^* y^*_s]_j = \lambda (1 + \log ([x_s]_j)) \quad \text{and} \quad [y^*_s]_i = \frac{e^{[Ax_s]_i / \lambda}}{\sum_{i=1}^m e^{[Ax_s]_i / \lambda}}. \tag{46}\]

**Accelerated nonlinear PDHG method**

We propose to solve the zero-sum matrix game with entropy regularization (43) using the accelerated PDHG method (34) with the following choice of norms and Bregman functions:

\[ ||x||_\chi = ||x||_1, \quad ||y||_\gamma = ||y||_\infty \quad \Rightarrow \quad ||y^*||_1, \quad \phi_x = H_n, \quad \text{and} \quad \phi_y = H_m. \]

The Bregman divergences induced by \( \phi_x \) and \( \phi_y \) are the Kullback–Leibler divergences

\[ D_{H_n}(x, \bar{x}) = \sum_{j=1}^n [x]_j \log ([x]_j/[\bar{x}]_j) \quad \text{and} \quad D_{H_m}(y^*, \bar{y}^*) = \sum_{i=1}^m [y^*]_i \log ([y^*]_i/[ar{y}^*]_i) \]

where \( x \in \Delta_n, \ x \in \Delta_m, \ y \in \Delta_m \) and \( \bar{y}^* \in \Delta_m \). With these choices, assumptions (A1)-(A7) hold with the strong convexity parameters \( \gamma_g = \gamma_{h^*} = \lambda \). In particular, assumption (A5) holds because both \( H_n \) and \( H_m \) are 1-strongly convex with respect to the \( l_1 \) norm over their respective unit simplices, due to Pinsker’s inequality Beck and Teboulle (2003); Csiszár (1967); Kemperman (1969); Kullback (1967); Pinsker (1964). Moreover, the induced operator norm is the entry of the payoff matrix \( A \) with largest magnitude:

\[ ||A||_{op} = ||A||_{1,\infty} = \sup_{||x||_1 = 1} ||Ax||_\infty = \max_{i \in \{1, \ldots, m\}, j \in \{1, \ldots, n\}} |A_{ij}|. \]

The stepsize parameters \( \theta, \tau, \) and \( \sigma \) are accordingly

\[ \theta = 1 - \frac{\lambda^2}{2 ||A||_{1,\infty}^2} \left( \sqrt{1 + \frac{4 ||A||_{1,\infty}^2}{\lambda^2}} - 1 \right) \quad \text{and} \quad \tau = \sigma = \frac{1 - \theta}{\lambda \theta}. \]

Given \( y^*_0 \in \mathbb{R}^m \) and \( x^*_1 = x^*_0 \in \mathbb{R}^n \), the corresponding accelerated nonlinear PDHG method for the matrix game (43) consists of the iterations

\[ y_{k+1} = \arg \max_{y^* \in \Delta_m} \left\{ -\lambda H_m(y^*) + \langle y^*, A(x_k - \theta(x_k - x_{k-1})) \rangle - \frac{1}{\sigma} D_{H_m}(y^*, y^*_k) \right\}, \]

\[ x_{k+1} = \arg \min_{x \in \Delta_n} \left\{ \lambda H_n(x) + \langle y^*_k, Ax \rangle + \frac{1}{\tau} D_{H_n}(x, x_k) \right\}. \]

The updates \( x_{k+1} \) and \( y^*_{k+1} \) can be both computed explicitly. A straightforward calculation gives the updates

\[ [y^*_{k+1}]_i = \frac{([y^*_k]_i e^{-\tau [A(x_k - \theta(x_k - x_{k-1}))]_i})^{1/(1 + \lambda \sigma)}}{\sum_{i=1}^m ([y^*_k]_i e^{-\tau [A(x_k - \theta(x_k - x_{k-1}))]_i})^{1/(1 + \lambda \sigma)}} \]

\[ [x_{k+1}]_j = \frac{([x^*_k]_j e^{-\tau [A^* y^*_{k+1}]_j})^{1/(1 + \lambda \tau)}}{\sum_{j=1}^n ([x^*_k]_j e^{-\tau [A^* y^*_{k+1}]_j})^{1/(1 + \lambda \tau)}}. \tag{47} \]
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for \( i \in \{1, \ldots, m\} \) and \( j \in \{1, \ldots, n\} \). All parameter calculations and updates can be performed in \( O(mn) \) operations. According to Prop. 4.4 and the optimality conditions (46), we have the strong limits

\[
\lim_{k \to +\infty} \mathbf{x}_k = \mathbf{x}_s, \quad \lim_{k \to +\infty} \mathbf{y}^*_k = \mathbf{y}^*_s,
\]

\[
\lim_{k \to +\infty} -[A^* \mathbf{y}^*_s]_j = \lambda(1 + \log(\|\mathbf{x}_s\|_1)), \quad \text{and} \quad \lim_{k \to +\infty} [\mathbf{y}^*_k]_i = \frac{e^{(\|A\mathbf{x}_s\|_1/\lambda)}}{\sum_{i=1}^m e^{(\|A\mathbf{x}_s\|_1/\lambda)}}.
\]

6. Numerical experiments

This section presents some simulations to compare the running times of the accelerated nonlinear PDHG methods proposed in Section 5 to other commonly-used first-order optimization methods. These methods include the accelerated linear PDHG method Chambolle and Pock (2011, 2016b) for both the \( \ell_1 \)-constrained logistic regression problems and entropy-regularized matrix games and the forward-backward splitting method Beck and Teboulle (2009); Chambolle and Pock (2016a) for the \( \ell_1 \)-constrained logistic regression problem. The accelerated linear PDHG and forward-backward splitting methods for these examples are described below and were implemented in MATLAB. All numerical experiments were performed on a single core Intel(R) Core(TM) i7-10750H CPU @ 2.60 GHz.

6.1 \( \ell_1 \)-constrained logistic regression

6.1.1 Data generation and optimization methods

We consider the setting where the \( m \) vectors of features \( \{\mathbf{u}_1, \ldots, \mathbf{u}_m\} \) are independent and the true solution is sparse. Specifically, we draw \( m \) independent samples \( \{\mathbf{u}_1, \ldots, \mathbf{u}_m\} \) from a \( d \)-dimensional Gaussian distribution with zero mean and unit variance. Letting \( \mathbf{v} \in \mathbb{R}^n \) denote the true solution to be estimated, we set 1% of the coefficients of \( \mathbf{v} \) to be equal to 10 and the other coefficients to be zero. Finally, letting \( \xi \) denote \( n \)-dimensional Gaussian distribution with zero mean and unit variance, we define the response model as

\[
[b]_i = \begin{cases} 
1 & \text{if } \langle [\mathbf{u}]_i, \mathbf{v} \rangle + [\xi]_i \geq 0, \\
-1 & \text{otherwise.}
\end{cases}
\]

This setting allows us to process dense, large-scale data sets with sparsity structure. We choose the number of samples to be smaller than then number of features, with \( m = 10000 \), and \( d = 10,000, 25,000, 50,000, 75,000, 100,000, 125,000 \) and \( 150,000 \). We set the tuning parameter to be \( \lambda = 100 \).

We perform simulations using the accelerated nonlinear PDHG method (42), the accelerated linear PDHG method (2) described in the introduction, and the forward-backward splitting method as applied to problem (35). The initial values, parameters and numerical criteria for convergence of each method are described below.

Accelerated nonlinear PDHG method (42). We set \( [\mathbf{y}^*_0]_i = 1/2m \) for each \( i \in \{1, \ldots, m\} \), we set \( [\mathbf{x}_{-1}]_j = [\mathbf{x}_0]_j = 1/n \) for each \( j \in \{1, \ldots, n\} \), and we set \( \tau_0 = 2m/\|A\|_{1,2}^2 \), \( \sigma_0 = 1/2m \) and \( \theta_0 = 0 \). We compute the time required for convergence in the dual variable \( \mathbf{y}^*_k \) and also the time required for convergence in the average dual variable \( \mathbf{Y}^* \) as
defined in Prop. 4.3. The iterations were stopped once \( \| y_{k+1}^* - y_k^* \|_2 \leq 10^{-4} \| y_k^* \|_2 \) and \( \| Y_{K+1}^* - Y_K^* \|_2 \leq 10^{-4} \| Y_K^* \|_2 \).

**Accelerated PDHG method** (2). We set \( y_0^i = 1/2m \) for each \( i \in \{1, \ldots, m\} \), we set \( [v_{-1}]_j = [v_0]_j = 1/d \) for each \( j \in \{1, \ldots, n\} \), and we set \( \tau_0 = 4m/2 \| A \|_{2,2}^2, \sigma_0 = 1/2m \) and \( \theta_0 = 0 \). We evaluate the update in \( w_{k+1} \) using the forward-backward splitting method and we evaluate the update \( v_{k+1} \) using the \( \ell_1 \)-ball projection algorithm described in Condat (2016). We compute the time required for convergence in the dual variable \( y_k^* \) and also the time required for convergence in the average dual variable \( Y^* \) as defined in Prop. 4.3. The iterations were stopped once \( \| y_{k+1}^* - y_k^* \|_2 \leq 10^{-4} \| y_k^* \|_2 \) and \( \| Y_{K+1}^* - Y_K^* \|_2 \leq 10^{-4} \| Y_K^* \|_2 \).

**Forward-backward splitting method.** We compute the iterates

\[
\begin{align*}
    w_k &= v_k + \beta_k (v_k - v_{k-1}), \\
    v_{k+1} &= \arg \min_{\| v \|_1 \leq \lambda} \{ v - (w_k - \tau B^*/(m + me^{-Bw_k})) \}, \\
    t_{k+1} &= \frac{1 + \sqrt{1 + 4t_k^2}}{2} \quad \text{and} \quad \beta_{k+1} = \frac{(t_k - 1)}{t_{k+1}},
\end{align*}
\]

where \( \tau = 4m/\| B \|_{2,2}^2, q = \lambda \tau/(1 + \lambda \tau), [v_{-1}]_j = [v_0]_j = 1/d \) for \( j \in \{1, \ldots, d\} \) and \( t_0 = \beta_0 = 0 \). We evaluate the update \( v_{k+1} \) using the \( \ell_1 \)-ball projection algorithm described in Condat (2016). We compute the time required for convergence in the variable \( v_k \). The iterations were stopped once \( \| v_{k+1} - v_k \|_1 \leq 10^{-4} \| v_{k+1} \|_1 \).

### 6.1.2 Numerical results

Table 3 shows the time results for the forward-backward splitting, linear PDHG and nonlinear PDHG methods. For the linear and nonlinear PDHG methods, we also show the time results for convergence with the regular and ergodic sequences as described before. We observe that the nonlinear PDHG method is considerably faster than both the forward-backward splitting and linear PDHG methods; the nonlinear PDHG method achieves a speedup of about 4 to 6.

### 6.2 Entropy regularized zero-sum matrix games

#### 6.2.1 Data generation and optimization methods

Following the methodology described in (Cen et al., 2021, Section 2.3), we generate each entry of the payoff matrix \( A \) from the uniform distribution on \([-1, 1]\) and we set \( \lambda = 0.1 \). Here, we set \( m = n \), with \( n = 10,000, 15,000, 20,000, 25,000, 30,000, 35,000 \) and 40,000.

We perform simulations using the accelerated nonlinear PDHG method (47), the accelerated linear PDHG method, and the Predictive Update (PU) and Optimistic Multiplicative Weights Update (OMWU) methods from Cen et al. (2021). The initial values, parameters and numerical criteria for convergence of each method are described below.

**Accelerated nonlinear PDHG method** (47). We generate the entries of the initial vectors \( y_0^i \) and \( [x_{-1}]_j = [x_0]_j \) for \( j \in \{1, \ldots, n\} \) uniformly at random in \((0,1/m)\) and
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| Number of features $n$ | 10 000 | 25 000 | 50 000 | 75 000 | 100 000 | 125 000 | 150 000 |
|------------------------|--------|--------|--------|--------|---------|---------|---------|
| Optimization methods   |        |        |        |        |         |         |         |
| Forward-backward splitting | 40.55  | 114.82 | 269.25 | 437.52 | 725.81  | 839.24  | 1281.77 |
| Linear PDHG (Regular)  | 40.56  | 111.60 | 254.41 | 408.79 | 670.57  | 739.37  | 1122.36 |
| Linear PDHG (Ergodic)  | 46.96  | 126.51 | 284.25 | 447.06 | 717.33  | 810.46  | 1180.35 |
| Nonlinear PDHG (Regular) | 9.72   | 26.23  | 58.60  | 87.67  | 112.95  | 177.50  | 203.10  |
| Nonlinear PDHG (Ergodic) | 13.52  | 32.47  | 64.71  | 93.97  | 125.65  | 190.25  | 193.36  |

Table 3: Time results (in seconds) for solving the $\ell_1$-restricted logistic regression problem (35) with the forward-backward and linear PDHG methods and time results for solving the equivalent problem (37) with the nonlinear PDHG method.

For the parameters, we set

$$\theta = 1 - \frac{\lambda^2}{2\|A\|_{1,\infty}^2} \left( \sqrt{1 + \frac{4\|A\|_{1,\infty}^2}{\lambda^2}} - 1 \right)$$

and

$$\tau = \sigma = 1 - \frac{\theta}{\lambda\theta}.$$

We compute the time required for convergence in the dual variable $y^*_k$ and also the time required for convergence in the average dual variable $Y^*$ as defined in Prop. 4.4. The iterations were stopped once $\|y^*_{k+1} - y^*_k\|_2 \leq 10^{-4} \|y^*_k\|_2$ and $\|Y^*_{K+1} - Y^*_K\|_2 \leq 10^{-4} \|Y^*_K\|_2$.

**Accelerated linear PDHG method.** We compute the iterates

$$y^*_{k+1} = \arg\max_{y^* \in \Delta_m} \left\{ -\lambda H_m(y^*) + \langle y^*, A(x_k + \theta(x_k - x_{k-1})) \rangle - \frac{1}{2\sigma} \|y^* - y^*_k\|_2^2 \right\},$$

$$x_{k+1} = \arg\min_{x \in \Delta_n} \left\{ \lambda H_n(x) + \langle y^*_{k+1}, Ax \rangle + \frac{1}{2\tau} \|x - x_k\|_2^2 \right\}.$$

To compute these iterates, we use Moreau’s identity Moreau (1965) to express them as follows:

$$v_k = y^*_k + \sigma A(x_k + \theta(x_k - x_{k-1})),$$

$$y^*_{k+1} = v_k - \arg\min_{z \in \mathbb{R}^m} \left\{ \frac{1}{2} \|z - v_k\|_2^2 + \lambda\sigma \log \left( \sum_{i=1}^m e^{[z_i]/\lambda\sigma} \right) \right\},$$

$$w_k = x_k - \tau A^* y^*_{k+1},$$

$$x_{k+1} = w_k - \arg\min_{z \in \mathbb{R}^n} \left\{ \frac{1}{2} \|z - w_k\|_2^2 + \lambda\tau \log \left( \sum_{i=1}^m e^{[z_i]/\lambda\tau} \right) \right\}.$$

We use the forward-backward splitting method (Chambolle and Pock, 2016a, Algorithm 5) to compute the second and fourth line. Here we use the same initial values as for the
accelerated nonlinear PDHG method (47), and for the parameters we set
\[
\theta = 1 - \frac{\lambda^2}{2 \|A\|^2_{2,2}} \left( \sqrt{1 + \frac{4 \|A\|^2_{2,2}}{\lambda^2}} - 1 \right) \quad \text{and} \quad \tau = \sigma = \frac{1 - \theta}{\lambda \theta}.
\]

We compute the time required for convergence in the dual variable \(y^*_k\) and also the time required for convergence in the average dual variable \(Y^*_k\) as defined in Prop. 4.4. The iterations were stopped once \(\|y^*_{k+1} - y^*_k\|_2 \leq 10^{-4} \|y^*_k\|_2\) and \(\|Y^*_{K+1} - Y^*_K\|_2 \leq 10^{-4} \|Y^*_K\|_2\).

**Numerical results**

Table 4 shows the time results for the PU, OMWU, and linear and nonlinear PDHG methods. For the linear and nonlinear PDHG methods, we also show the time results for convergence with the regular and ergodic sequences as described before. We observe that the nonlinear PDHG method is considerably faster than both the linear PDHG method and the state-of-the-art methods PU and OMWU for solving the entropy regularized zero-sum matrix game (43); the nonlinear PDHG method achieves a speedup of 5 to 11 compared to linear PDHG method and a speedup of 3 to 5 compared to the state-of-the-art methods PU and OMWU.

| Numbers \(m = n\) | 10 000 | 15 000 | 20 000 | 25 000 | 30 000 | 35 000 | 40 000 |
|-------------------|-------|-------|-------|-------|-------|-------|-------|
| Optimization methods |      |       |       |       |       |       |       |
| PU                | 34.16 | 55.01 | 88.48 | 137.14 | 197.66 | 289.49 | 353.61 |
| OMWU              | 44.89 | 81.67 | 142.53 | 221.23 | 318.65 | 493.73 | 568.94 |
| Linear PDHG (Regular) | 42.47 | 100.65 | 218.26 | 366.52 | 601.11 | 938.18 | 1094.25 |
| Linear PDHG (Ergodic) | 44.43 | 104.61 | 225.52 | 379.71 | 608.78 | 949.36 | 1114.24 |
| Nonlinear PDHG (Regular) | 8.56 | 15.88 | 24.68 | 38.40 | 55.13 | 82.52 | 103.50 |
| Nonlinear PDHG (Ergodic) | 12.02 | 19.05 | 31.45 | 48.70 | 70.27 | 105.26 | 129.28 |

Table 4: Time results (in seconds) for solving the entropy regularized zero-sum matrix game (43) with the PU, OMWU, and linear and nonlinear PDHG methods.

7. Discussion

We have introduced new accelerated nonlinear primal-dual hybrid gradient (PDHG) optimization methods to solve efficiently large-scale convex optimization problems with saddle-


point structure. We proved rigorous convergence results, including results for strongly convex or smooth problems posed on infinite-dimensional reflexive Banach spaces. The new accelerated nonlinear PDHG methods are particularly useful to solve problems involving a logistic regression model or problems defined on the unit simplex or both. Indeed, for these problems, one may choose to use a Bregman divergence defined in terms of the average negative sum of binary entropy terms or the relative entropy to arrive at a straightforward and efficient optimization method. To illustrate this, we presented practical implementations of accelerated nonlinear PDHG methods for $\ell_1$-constrained logistic regression and zero-sum matrix games with entropy regularization. Numerical experiments showed that the nonlinear PDHG methods are considerably faster than competing methods.

The new nonlinear PDHG methods are advantageous because they can achieve an optimal convergence rate with stepsize parameters that are simple and efficient to compute. They can be typically computed on the order of $O(mn)$ operations where $m$ and $n$ denote the dimensions to the dual and primal problems at hand. In contrast, most first-order optimization methods, including the linear PDHG method, require on the order of $O(\min\{m^2n, mn^2\})$ operations to compute all the parameters required to achieve an optimal convergence rate. This gain in efficiency can be considerable: in our numerical experiments for $\ell_1$-constrained logistic regression and zero-sum matrix games with entropy regularization we were able to get a speedup of 5 to 10 compared to other competing optimization methods.

We expect the accelerated nonlinear PDHG methods described in this work to provide efficient methods for solving large-scale supervised machine learning. In particular, these applications to strongly convex and smooth problems defined on the unit simplex, such as $\nu$-support vector machines with squared loss, maximum entropy estimation problems, and boosting and structured prediction problems in machine learning, will be pursued in future work. It would be interesting to extend the accelerated nonlinear PDHG methods described here to the stochastic case for problems that are separable in the dual variable, and to the non-convex case to deal with large-scale non-convex problems, such as those arising in deep learning. These extensions will be pursued in future work as well.
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Appendices

A. Definitions and facts from convex and functional analysis

This appendix lists some basic definitions and facts from convex and functional analysis that are used in this work. It is not meant to be exhaustive, and we refer the reader to Brezis (2010); Ekeland and Temam (1999); Folland (2013); Hiriart-Urruty and Lemaréchal (1993a,b); Rockafellar (1970) for comprehensive references.

In all definitions and facts below, the spaces $\mathcal{X}$ and $\mathcal{Y}$ denote two real reflexive Banach spaces endowed with norms $\|\cdot\|_\mathcal{X}$ and $\|\cdot\|_\mathcal{Y}$. The interior of a non-empty subset $C$ of $\mathcal{X}$ or $\mathcal{Y}$ is denoted by $\text{int } C$. The set of proper, convex and lower semicontinuous functions defined
on $\mathcal{X}$ and $\mathcal{Y}$ are denoted by $\Gamma_0(\mathcal{X})$ and $\Gamma_0(\mathcal{Y})$. The dual spaces of all continuous linear functionals defined on $\mathcal{X}$ and $\mathcal{Y}$ are denoted by $\mathcal{X}^*$ and $\mathcal{Y}^*$. For a linear functional $x^* \in \mathcal{X}^*$ and an element $x \in \mathcal{X}$, the bilinear form $\langle x^*, x \rangle$ gives the value of $x^*$ at $x$. Likewise, for a linear functional $y^* \in \mathcal{Y}^*$ and an element $y \in \mathcal{Y}$, the bilinear form $\langle y^*, y \rangle$ gives the value of $y^*$ at $y$. The norms associated to $\mathcal{X}^*$ and $\mathcal{Y}^*$ are defined as

$$
\|x^*\|_{\mathcal{X}^*} = \sup_{\|x\|_{\mathcal{X}} = 1} \langle x^*, x \rangle \quad \text{and} \quad \|y^*\|_{\mathcal{Y}^*} = \sup_{\|y\|_{\mathcal{Y}} = 1} \langle y^*, y \rangle.
$$

Let $A : \mathcal{X} \to \mathcal{Y}$ denote a bounded linear operator. Its corresponding adjoint operator $A^* : \mathcal{Y}^* \to \mathcal{X}^*$ is defined so as to satisfy

$$
\langle A^* y^*, x \rangle = \langle y^*, Ax \rangle
$$

for every $x \in \mathcal{X}$ and $y^* \in \mathcal{Y}^*$. The operator norm associated to $A$ is defined as

$$
\|A\|_{op} = \sup_{\|x\|_{\mathcal{X}} = 1} \|Ax\|_{\mathcal{Y}} = \|A^*\|_{op} = \sup_{\|y^*\|_{\mathcal{Y}^*} = 1} \|A^* y^*\|_{\mathcal{X}^*}.
$$

These definitions imply the Cauchy–Schwartz inequality

$$
|\langle y^*, Ax \rangle| \leq \|A\|_{op} \|x\|_{\mathcal{X}} \|y^*\|_{\mathcal{Y}^*}.
$$

Definitions

**Definition A.1** (Convex sets). A subset $C \subset \mathcal{X}$ is convex if for every pair $(x, x') \in C \times C$ and every scalar $\lambda \in (0,1)$, the point $\lambda x + (1 - \lambda) x'$ is contained in $C$.

**Definition A.2** (Proper functions). A function $f$ defined on $\mathcal{X}$ is proper if its domain

$$
\text{dom } f = \{x \in \mathcal{X} : f(x) < +\infty\}
$$

is non-empty and $f(x) > -\infty$ for every $x \in \text{dom } f$.

**Definition A.3** (Lower semicontinuous functions). A proper function $f : \mathcal{X} \to \mathbb{R} \cup \{+\infty\}$ is lower semicontinuous at a point $x \in \mathcal{X}$ if for every sequence $\{x_k\}_{k=1}^{\infty}$ in $\mathcal{X}$ that converges to $x$,

$$
\liminf_{k \to +\infty} f(x_k) \geq f(x).
$$

We say that $f$ is lower semicontinuous if it is lower semicontinuous at every $x \in \text{dom } f$.

**Definition A.4** (Convex functions). A proper function $f : \mathcal{X} \to \mathbb{R} \cup \{+\infty\}$ is convex if its domain $\text{dom } f$ is convex and if for every pair $(x, x') \in \text{dom } f \times \text{dom } f$ and every scalar $\lambda \in [0,1]$,

$$
f(\lambda x + (1 - \lambda) x') \leq \lambda f(x) + (1 - \lambda) f(x').
$$

It is strictly convex if the inequality above is strict whenever $x \neq x'$ and $\lambda \in (0,1)$, and it is $m$-strongly convex (with $m > 0$) if for every pair $(x, x') \in \text{dom } f \times \text{dom } f$ and every scalar $\lambda \in [0,1]$,

$$
f(\lambda x + (1 - \lambda) x') \leq \lambda f(x) + (1 - \lambda) f(x') - \frac{m}{2} \lambda (1 - \lambda) \|x - x'\|^2.
$$
Definition A.5 (Coercive functions). A proper function \( f : \mathcal{X} \rightarrow \mathbb{R} \cup \{+\infty\} \) is coercive if for every sequence \( \{x_k\}_{k=1}^{+\infty} \) in \( \mathcal{X} \) such that \( \lim_{k \rightarrow +\infty} \|x_k\|_\mathcal{X} = +\infty \),

\[
\lim_{k \rightarrow +\infty} f(x_k) = +\infty.
\]

A proper function \( f : \mathcal{X} \rightarrow \mathbb{R} \cup \{+\infty\} \) is supercoercive if for every sequence \( \{x_k\}_{k=1}^{+\infty} \) in \( \mathcal{X} \) such that \( \lim_{k \rightarrow +\infty} \|x_k\|_\mathcal{X} = +\infty \),

\[
\lim_{k \rightarrow +\infty} \frac{f(x_k)}{\|x_k\|_\mathcal{X}} = +\infty.
\]

Definition A.6 (Weak convergence). A sequence \( \{x_k\}_{k=1}^{+\infty} \) of points in \( \mathcal{X} \) converges weakly to \( x \in \mathcal{X} \) if for every linear functional \( x^* \in \Gamma_0(\mathcal{X}) \),

\[
\lim_{k \rightarrow +\infty} \langle x^*, x_k \rangle = \langle x^*, x \rangle.
\]

Definition A.7 (Differentiability). A proper function \( f : \mathcal{X} \rightarrow \mathbb{R} \cup \{+\infty\} \) with \( \text{int}(\text{dom } f) \neq \emptyset \) is differentiable at a point \( x \in \text{int}(\text{dom } f) \) if there exists a linear functional \( x^* \in \mathcal{X}^* \) such that for every \( x' \in \mathcal{X} \),

\[
\lim_{\lambda \rightarrow 0} \frac{f(x + \lambda x') - f(x)}{\lambda} = \langle x^*, x' \rangle.
\]

This linear functional, when it exists, is unique. It is called the gradient of \( f \) at \( x \) and is denoted by \( \nabla f(x) \).

Definition A.8 (Subdifferentiability and subgradients). A function \( f \in \Gamma_0(\mathcal{X}) \) is subdifferentiable at a point \( x \in \mathcal{X} \) if there exists a linear functional \( x^* \in \mathcal{X}^* \) such that for every \( x' \in \text{dom } f \),

\[
f(x') - f(x) - \langle x^*, x' - x \rangle \geq 0.
\]  

In this case, \( x^* \) is called a subgradient of the function \( f \) at \( x \). The set of subgradients at \( x \in \mathcal{X} \) is called the subdifferential of \( f \) at \( x \), and it is denoted by \( \partial f(x) \). The set of points \( x \in \text{dom } f \) at which the subdifferential \( \partial f(x) \) is non-empty is denoted by \( \text{dom } \partial f \).

If \( f \) is strictly convex, then for \( x \neq x' \) the inequality in (48) is strict. If \( f \) is \( m \)-strongly convex and \( x \in \text{dom } \partial f \), then for every \( x' \in \text{dom } f \) the subgradients \( x^* \in \partial f(x) \) satisfy the inequality

\[
f(x') - f(x) - \langle x^*, x' - x \rangle \geq \frac{m}{2} \|x - x'\|_\mathcal{X}^2.
\]  

Definition A.9 (Convex conjugates). Let \( f \in \Gamma_0(\mathcal{X}) \). The convex conjugate \( f^* : \mathcal{X}^* \rightarrow \mathbb{R} \cup \{+\infty\} \) of \( f \) is defined by

\[
f^*(x^*) = \sup_{x \in \text{dom } f} \{\langle x^*, x \rangle - f(x)\}.
\]

By definition, the function \( f^* \) is in \( \Gamma_0(\mathcal{X}^*) \) (Ekeland and Temam, 1999, Definition 4.1).

Definition A.10 (Saddle points). Let \( L : \mathcal{X} \times \mathcal{Y}^* \rightarrow \mathbb{R} \cup \{+\infty\} \) be a proper function. A pair of points \( (x_s, y_s^*) \in \mathcal{X} \times \mathcal{Y}^* \) is a saddle point of \( L \) if for every \( x \in \mathcal{X} \) and \( y^* \in \mathcal{Y}^* \),

\[
L(x_s, y^*) \leq L(x_s, y_s^*) \leq L(x, y_s^*).
\]
Definition A.11 (Essential smoothness). A function \( f \in \Gamma_0(\mathcal{X}) \) is essentially smooth if \( \text{dom } \partial f \neq \emptyset \), \( \text{dom } \partial f = \text{int} (\text{dom } f) \), \( f \) is differentiable on \( \text{int} (\text{dom } f) \), and \( \| \nabla f(x_k) \|_\mathcal{X} \to +\infty \) for every sequence \( \{x_k\}_{k=1}^{+\infty} \) in \( \text{int} (\text{dom } f) \) converging to some boundary point of \( \text{dom } f \).

Definition A.12 (Essential strict convexity). A function \( f \in \Gamma_0(\mathcal{X}) \) is essentially strictly convex if \( f \) is strictly convex on every convex subset of \( \text{dom } \partial f \) and the subdifferential mapping \( \partial f^* \) is locally bounded on its domain.

Definition A.13 (Bregman divergences). Let \( \phi \in \Gamma_0(\mathcal{X}) \) with \( \text{int}(\text{dom } \phi) \neq \emptyset \). The Bregman divergence of the function \( \phi \) is the function \( D_\phi : \mathcal{X} \times \text{int}(\text{dom } \phi) \to [0, +\infty] \) defined as
\[
D_\phi(x, x') = \phi(x) - \phi(x') - \max_{x^* \in \partial \phi(x')} \{ \langle x^*, x - x' \rangle \}.
\]

Note that Bregman divergences are sometimes defined differently in the convex analysis literature. Here, we use the definition of Bauschke et al. (2001, Definition 7.1 and Lemma 7.3(i)).

Definition A.14 (Bregman proximity operators). Let \( f, \phi \in \Gamma_0(\mathcal{X}) \) with \( \text{int}(\text{dom } \phi) \neq \emptyset \) and let \( t > 0 \). The Bregman \( D_\phi \)-proximal operator \( \text{prox}_{(t, D_\phi)}(\cdot) \) is a set-valued mapping defined for every \( x' \in \text{int}(\text{dom } \phi) \) as
\[
\text{prox}_{(t, D_\phi)}(x') = \left\{ \hat{x} \in \text{dom } f \cap \text{dom } \phi : tf(\hat{x}) + D_\phi(\hat{x}, x') = \inf_{x \in \mathcal{X}} \{ tf(x) + D_\phi(x, x') \} < +\infty \right\}.
\]

Facts

Fact A.1. Let \( \alpha > 0 \) and let \( A : \mathcal{X} \to \mathcal{Y} \) be a bounded linear operator. For every \( (x, y^*), (x', y'^*) \in \mathcal{X} \times \mathcal{Y}^* \), the following auxiliary inequality holds:
\[
|\langle y^* - y'^*, A(x - x') \rangle| \leq \| A \|_{\text{op}} \left( \frac{\alpha}{2} \| x - x' \|_\mathcal{X}^2 + \frac{1}{2\alpha} \| y^* - y'^* \|_{\mathcal{Y}^*}^2 \right).
\]

Proof From the Cauchy–Schwarz inequality,
\[
|\langle y^* - y'^*, A(x - x') \rangle| \leq \| A \|_{\text{op}} \| x - x' \|_\mathcal{X} \| y^* - y'^* \|_{\mathcal{Y}^*},
\]
\[
= \| A \|_{\text{op}} \left( \frac{\alpha}{2} \| x - x' \|_\mathcal{X}^2 + \frac{1}{2\alpha} \| y^* - y'^* \|_{\mathcal{Y}^*}^2 \right)
\]
\[
- \| A \|_{\text{op}} \left( \sqrt{\frac{\alpha}{2}} \| x - x' \|_\mathcal{X} - \sqrt{\frac{1}{2\alpha}} \| y^* - y'^* \|_{\mathcal{Y}^*} \right)^2
\]
\[
\leq \| A \|_{\text{op}} \left( \frac{\alpha}{2} \| x - x' \|_\mathcal{X}^2 + \frac{1}{2\alpha} \| y^* - y'^* \|_{\mathcal{Y}^*}^2 \right).
\]
Fact A.2 (Weighted averages of a convergent sequence). Let \( \{ x_k \}_{k=1}^{+\infty} \subset \mathcal{X} \) be a sequence converging strongly to some \( x \in \mathcal{X} \), let \( \{ \lambda_k \}_{k=1}^{+\infty} \subset (0, +\infty) \) be a divergent sequence, i.e., \( \sum_{k=1}^{+\infty} \lambda_k = +\infty \), and set \( T_k = \sum_{j=1}^{k} \lambda_j \). Then

\[
\lim_{k \to +\infty} \left\| \frac{1}{T_k} \left( \sum_{j=1}^{k} \lambda_j x_j \right) - x \right\|_{\mathcal{X}} = 0.
\]

Proof  Fix \( \epsilon > 0 \). Then there exists some \( K_1 \in \mathbb{N} \) such that for every \( k \geq K_1 \), we have \( \| x_k - x \|_{\mathcal{X}} < \epsilon/2 \). Now, let \( k \geq K_1 \), take the difference between the weighted average \( \frac{1}{T_k} \sum_{j=1}^{k} \lambda_j x_j \) and \( x \), take the norm, use the triangle inequality and rearrange to get

\[
\left\| \frac{1}{T_k} \sum_{j=1}^{k} \lambda_j x_j - x \right\|_{\mathcal{X}} \leq \frac{1}{T_k} \sum_{j=1}^{k} \lambda_j \| x_j - x \|_{\mathcal{X}}
\]

\[
= \frac{1}{T_k} \sum_{j=1}^{K_1-1} \lambda_j \| x_j - x \|_{\mathcal{X}} + \frac{1}{T_k} \sum_{j=K_1}^{k} \lambda_j \| x_j - x \|_{\mathcal{X}}
\]

\[
\leq \frac{1}{T_k} \sum_{j=1}^{K_1-1} \lambda_j \| x_j - x \|_{\mathcal{X}} + \frac{1}{T_k} \sum_{j=K_1}^{k} \lambda_j \epsilon/2
\]

\[
\leq \frac{1}{T_k} \sum_{j=1}^{K_1-1} \lambda_j \| x_j - x \|_{\mathcal{X}} + \frac{\epsilon}{2}.
\]

The first term on the right hand side of the last line depends on \( k \) only through the term \( T_k \). By assumption, \( T_k \to +\infty \) as \( k \to +\infty \), and therefore there exists some \( K_2 \in \mathbb{N} \) such that for \( k \geq K_2 \),

\[
\frac{1}{T_k} \sum_{j=1}^{K_1-1} \lambda_j \| x_j - x \|_{\mathcal{X}} < \frac{\epsilon}{2}.
\]

Taking \( k \geq \max (K_1, K_2) \), we find

\[
\left\| \frac{1}{T_k} \sum_{j=1}^{k} \lambda_j x_j - x \right\|_{\mathcal{X}} < \epsilon.
\]

As \( \epsilon \) was arbitrary positive number, we can take \( \epsilon \to 0 \) and obtain the desired result. \( \blacksquare \)

Fact A.3 (Supercoercivity). Let \( f \in \Gamma_0(\mathcal{X}) \) and suppose that \( f \) is supercoercive. Then for every \( \alpha > 0 \), there exists \( \beta \in \mathbb{R} \) such that \( f(x) \geq \alpha \| x \|_{\mathcal{X}} + \beta \) for every \( x \in \mathcal{X} \). In particular, a supercoercive function is always bounded from below.

Proof  See (Bauschke et al., 2001, Lemma 3.2) for a proof. \( \blacksquare \)
Fact A.4 (Bounded sequences and weak convergence). Let \( \{x_k\}_{k=1}^{+\infty} \) be a bounded sequence in \( X \). Then this sequence has a subsequence \( \{x_{k_l}\}_{l=1}^{+\infty} \) that converges weakly to some element in \( X \).

Proof See (Brezis, 2010, Theorem 3.18).

Fact A.5 (The primal problem and its dual problem). Let \( g \in \Gamma_0(X) \), let \( h \in \Gamma_0(Y) \), and let \( A: X \to Y \) be a bounded linear operator. Assume the primal (minimization) problem

\[
\inf_{x \in X} \{g(x) + h(Ax)\}
\]

has at least one solution and assume there exists \( x \in X \) such that \( h \) is continuous at \( Ax \). Then the dual (maximization) problem

\[
\sup_{y^* \in Y^*} \{-g^*(-A^*y^*) - h^*(y^*)\}
\]

is finite and has at least one solution. Moreover, if \((x_s, y^*_s)\) denotes a pair of solutions to the primal and dual problem then \((x_s, y^*_s)\) satisfies the following optimality conditions

\[ -A^*y^*_s \in \partial g(x_s) \quad \text{and} \quad y^*_s \in \partial h(Ax_s). \]

Proof See (Ekeland and Temam, 1999, Theorem 4.1, Theorem 4.2, Equations (4.24)-(4.25)) for a proof. (Beware, in Ekeland and Temam (1999) the notation used for the solution \( y^*_s \) is flipped by a minus sign.)

Fact A.6 (Convex-concave saddle point problems). Let \( g \in \Gamma_0(X) \), let \( h \in \Gamma_0(Y) \), let \( A: X \to Y \) be a bounded linear operator, define the function \( L: X \times Y^* \to \mathbb{R} \cup \{+\infty\} \) as

\[
L(x, y^*) = g(x) + \langle y^*, Ax \rangle - h^*(y^*). 
\]

Then the pair of points \((x_s, y^*_s) \in X \times Y^*\) is a saddle point of \( L \) if and only if \( x_s \) is a solution of the primal problem (52) and \( y^*_s \) is a solution of the dual problem (53).

Proof See (Ekeland and Temam, 1995, Proposition 3.1, page 57).

Fact A.7 (Properties of Bregman divergences). Let \( \phi \in \Gamma_0(X) \) with \( \text{int(dom } \phi \neq \emptyset \), let \( x \in \text{dom } \phi \), and let \( x', \hat{x} \in \text{int(dom } \phi \). Assume that \( \phi \) is differentiable on \( \text{int(dom } \phi \). Then the Bregman divergence \( D_\phi \) of \( \phi \) satisfies the following properties:

(i) The Bregman divergence can be written as

\[
D_\phi(x, x') = \phi(x) - \phi(x') - \langle \nabla \phi(x'), x - x' \rangle.
\]

(ii) The Bregman divergence \( D_\phi \) satisfies the three-point identity

\[
D_\phi(x, x') = D_\phi(\hat{x}, x') + D_\phi(x, \hat{x}) + \langle \nabla \phi(x') - \nabla \phi(\hat{x}), \hat{x} - x \rangle. 
\]

(iii) If \( \phi \) is essentially strictly convex, then \( D_\phi(x, x') = 0 \) if and only if \( x = x' \).
(iv) If \( \phi \) is essentially strictly convex, then the function \( x \mapsto D_\phi(x, x') \) is coercive for every \( x' \in \text{int}(\text{dom } \phi) \).

(v) If \( \phi \) is supercoercive, then the function \( x' \mapsto D_\phi(x, x') \) is coercive for every \( x \in \text{int}(\text{dom } \phi) \).

(vi) If \( \{x_k\}_{k=1}^{+\infty} \) is a sequence in \( \text{int}(\text{dom } \phi) \) converging to a point \( x \in \text{int}(\text{dom } \phi) \), then
\[
\lim_{k \to +\infty} D_\phi(x, x_k) = 0.
\]

(vii) Assume that \( \phi \) is essentially smooth. If \( \{x_k\}_{k=1}^{+\infty} \) is a sequence in \( \text{int}(\text{dom } \phi) \) converging to a point \( x_c \in \text{int}(\text{dom } \phi) \), then
\[
\lim_{k \to +\infty} D_\phi(x, x_k) = D_\phi(x, x_c).
\]

(viii) If \( \phi \) is \( m \)-strongly convex with respect to \( \|\cdot\|_X \), then
\[
D_\phi(x, x') \geq \frac{m}{2} \|x - x'\|_X^2.
\]

Proof See (Bauschke et al., 2001, Lemma 7.3) for the proof of (i) and (iii)-(vi). Statement (ii) follows from (i) and a straightforward calculation. Statement (vii) follows from (i) and the continuity of both \( \phi \) and \( \nabla \phi \) over \( \text{int}(\text{dom } \phi) \). Statement (viii) follows from (i) and inequality (49).

Fact A.8 (Properties of Bregman proximity operators). Let \( f, \phi \in \Gamma_0(X) \) be two functions such that \( \text{dom } f \cap \text{int}(\text{dom } \phi) \neq \emptyset \), let \( t > 0 \), and assume \( \phi \) is essentially smooth and essentially strictly convex. In addition, assume that either \( f \) is bounded from below or \( \phi \) is supercoercive. Then the following properties hold:

(i) The proximal operator \( x' \mapsto \text{prox}_{(tf,D_\phi)}(x') \) defined in (50) is single-valued on its domain \( \text{int}(\text{dom } \phi) \). That is, for every \( x' \in \text{int}(\text{dom } \phi) \),
\[
\text{prox}_{(tf,D_\phi)}(x') = \arg\min_{x \in X} \{tf(x) + D_\phi(x, x')\}.
\]
Moreover, \( \text{prox}_{(tf,D_\phi)}(x') \in \partial f \cap \text{int}(\text{dom } \phi) \).

(ii) For every \( x \in \text{dom } f \) and \( x' \in \text{int}(\text{dom } \phi) \), the proximal point \( \text{prox}_{(tf,D_\phi)}(x') \) satisfies the characterization
\[
f(x) - f(\text{prox}_{(tf,D_\phi)}(x')) - \frac{1}{t} \langle \nabla \phi(\text{prox}_{(tf,D_\phi)}(x')) - \nabla \phi(x'), \text{prox}_{(tf,D_\phi)}(x') - x \rangle \geq 0.
\]
If, in addition, there exists \( \gamma_f > 0 \) such that the function \( x \mapsto f(x) - \gamma_f \phi(x) \) is convex, then this characterization can be strengthened to
\[
f(x) - f(\text{prox}_{(tf,D_\phi)}(x')) - \frac{1}{t} \langle \nabla \phi(\text{prox}_{(tf,D_\phi)}(x')) - \nabla \phi(x'), \text{prox}_{(tf,D_\phi)}(x') - x \rangle \geq \gamma_f D_\phi(x, \text{prox}_{(tf,D_\phi)}(x')).
\]
(iii) For every \( x \in \text{dom } f \) and \( x' \in \text{int}(\text{dom } \phi) \),
\[
\begin{align*}
    f(x) + \frac{1}{t} D\phi(x, x') &\geq f(\text{prox}(tf, D\phi)(x')) + \frac{1}{t} Df(\text{prox}(tf, D\phi)(x'), x') \\
    &\quad + \frac{1}{t} Df(x, \text{prox}(tf, D\phi)(x')).
\end{align*}
\] (57)

If, in addition, there exists \( \gamma_f > 0 \) such that the function \( x \mapsto f(x) - \gamma_f \phi(x) \) is convex, then (57) can be strengthened to
\[
\begin{align*}
    f(x) + \frac{1}{t} D\phi(x, x') &\geq f(\text{prox}(tf, D\phi)(x')) + \frac{1}{t} Df(\text{prox}(tf, D\phi)(x'), x') \\
    &\quad + \left( \frac{1}{t} + \gamma_f \right) Df(x, \text{prox}(tf, D\phi)(x')).
\end{align*}
\] (58)

**Proof** See (Bauschke et al., 2003, Proposition 3.21-3.23, Theorem 3.24, Corollary 3.25) for the proof of statements (i). Statement (ii) follows directly from (Ekeland and Temam, 1999, Proposition 2.2, page 38). To prove inequality (57) in (iii), use the characterization (55) to write
\[
\begin{align*}
    f(x) + \frac{1}{t} D\phi(x, x') &\geq f(\text{prox}(tf, D\phi)(x')) + \frac{1}{t} Df(\text{prox}(tf, D\phi)(x'), x') \\
    &\quad - \frac{1}{t} \left( \nabla \phi(x') - \nabla \phi(\text{prox}(tf, D\phi)(x')) , \text{prox}(tf, D\phi)(x') - x \right) .
\end{align*}
\]

Then use the three-point identity (54) with \( \hat{x} = \text{prox}(tf, D\phi)(x') \) to obtain (57). The proof of inequality (58) in (iii) is nearly identical, with the exception that the characterization (56) is used in place of (55).

---

B. Proof of Lemma 2.1

We divide the proof into two parts, first proving that the output \( (\hat{x}, \hat{y}^*) \) is contained in the set \( \text{dom } g \times \text{dom } \partial h^* \) and then deriving the descent rule (9).

**Part 1.** Consider the functions
\[
f = g + \langle A^* \hat{y}^*, \cdot \rangle \quad \text{and} \quad \phi = \phi_X.
\]

By assumptions (A1)-(A3), the function \( \phi \) is essentially smooth and essentially strictly convex, we have that \( \text{dom } f \cap \text{int}(\text{dom } \phi) \neq \emptyset \), and at least one of \( g \) and \( \phi \) is supercoercive. If \( g \) is supercoercive, then an elementary calculation shows that the function \( f \) is also supercoercive, and therefore bounded from below by Fact A.3. Hence we are guaranteed that \( f \) is bounded from below or \( \phi \) is supercoercive. In either case, we can invoke Fact A.8(i) to conclude that the minimization problem
\[
\arg\min_{x \in X} \left\{ g(x) + \langle A^* \hat{y}^*, x \rangle + \frac{1}{\tau} D\phi_X(x, \bar{x}) \right\}
\]
has a unique solution $\hat{x}$ that is contained in the set $\text{dom} \partial g \cap \text{dom} \partial \phi_X$. A similar argument using assumptions (A1)-(A2) and (A4) shows that the minimization problem
\[
\arg\min_{y^* \in Y^*} \left\{ h^*(y^*) - \langle y^*, A\hat{x} \rangle + \frac{1}{\sigma} D_{\phi_Y^*}(y^*, \tilde{y}^*) \right\}
\]
has a unique solution $\tilde{y}^*$ that is contained in the set $\text{dom} \partial h^* \cap \text{dom} \partial \phi_{Y^*}$.

**Part 2.** To derive the descent rule (9), we apply inequality (57) to each minimization problem in the iteration scheme (8). Note that inequality (57) can be used here because we showed in Part 1 that the conditions of Fact A.8 are satisfied by each minimization problem in (8).

First, use inequality (57) with the functions
\[
f = g + \langle A^* \tilde{y}^*, \cdot \rangle \quad \text{and} \quad \phi = \phi_X,
\]
the parameter $t = \tau$, the element $x' = \bar{x}$, and the proximal point $\text{prox}_{(f,D)}(x') = \hat{x}$ to get
\[
g(\hat{x}) + \langle A^* \tilde{y}^*, x \rangle + \frac{1}{\tau} D_{\phi_X}(x, \bar{x}) \geq g(x) + \langle A^* \tilde{y}^*, \hat{x} \rangle + \frac{1}{\tau} (D_{\phi_X}(\hat{x}, \bar{x}) + D_{\phi_X}(x, \hat{x})).
\]
Rearrange this inequality in terms of the difference $g(\hat{x}) - g(x)$ to get
\[
g(\hat{x}) - g(x) \leq \frac{1}{\tau} (D_{\phi_X}(x, \bar{x}) - D_{\phi_X}(\hat{x}, \bar{x}) - D_{\phi_X}(x, \hat{x})) + \langle A^* \tilde{y}^*, x - \hat{x} \rangle. \tag{59}
\]
A similar application of inequality (57) to the second line of the iteration scheme (8) gives
\[
h^*(\tilde{y}^*) - h^*(y^*) \leq \frac{1}{\sigma} (D_{\phi_Y^*}(y^*, \tilde{y}^*) - D_{\phi_Y^*}(\tilde{y}^*, \tilde{y}^*) - D_{\phi_Y^*}(y^*, \tilde{y}^*)) - \langle y^* - \tilde{y}^*, A\hat{x} \rangle. \tag{60}
\]
Second, add the difference of bilinear forms
\[
\langle y^*, A\hat{x} \rangle - \langle \tilde{y}^*, A\hat{x} \rangle
\]
to both sides of inequality (60) and rearrange to get
\[
(\langle y^*, A\hat{x} \rangle - h^*(y^*)) - (\langle \tilde{y}^*, A\hat{x} \rangle - h^*(\tilde{y}^*)) = \frac{1}{\sigma} (D_{\phi_Y^*}(y^*, \tilde{y}^*) - D_{\phi_Y^*}(\tilde{y}^*, \tilde{y}^*) - D_{\phi_Y^*}(y^*, \tilde{y}^*))
\]
\[
+ \langle y^*, A\hat{x} \rangle - \langle \tilde{y}^*, A\hat{x} \rangle - \langle y^* - \tilde{y}^*, A\hat{x} \rangle
\]
\[
= \frac{1}{\sigma} (D_{\phi_Y^*}(y^*, \tilde{y}^*) - D_{\phi_Y^*}(\tilde{y}^*, \tilde{y}^*) - D_{\phi_Y^*}(y^*, \tilde{y}^*))
\]
\[
+ \langle y^*, A(\hat{x} - \bar{x}) \rangle - \langle \tilde{y}^*, A(\hat{x} - \bar{x}) \rangle. \tag{61}
\]
Next, we combine inequalities (59) and (61). Add the left hand sides of inequalities (59) and (61) and use the definition (7) of the Lagrangian function $L(\cdot, \cdot)$ to get
\[
(g(\hat{x}) + \langle y^*, A\hat{x} \rangle - h^*(y^*)) - (g(x) + \langle \tilde{y}^*, A\hat{x} \rangle - h^*(\tilde{y}^*)) = L(\hat{x}, y^*) - L(x, \tilde{y}^*). \tag{62}
\]
Thanks to (62), the sum of inequalities (59) and (61) give
\[
\mathcal{L}(\hat{x}; y^*) - \mathcal{L}(x; \hat{y}^*) \leq \frac{1}{\tau} \left( D_{\phi_X}(x, \hat{x}) - D_{\phi_X}(\hat{x}, \hat{x}) \right)
+ \frac{1}{\sigma} \left( D_{\phi_Y^*}(y^*, \hat{y}^*) - D_{\phi_Y^*}(\hat{y}^*, \hat{y}^*) \right)
+ \langle A^* \hat{y}^*, x - \hat{x} \rangle + \langle y^*, A(\hat{x} - \hat{x}) \rangle - \langle \hat{y}^*, A(x - \hat{x}) \rangle.
\]
(63)

Now, write
\[
\langle A^* \hat{y}^*, x - \hat{x} \rangle = \langle \hat{y}^*, A(x - \hat{x}) \rangle
= \langle \hat{y}^*, A(x - \hat{x} + \bar{x} - \bar{x}) \rangle
= \langle \hat{y}^*, A(x - \bar{x}) \rangle - \langle \hat{y}^*, A(\bar{x} - \bar{x}) \rangle
\]
and use this to express the last line on the right hand side of inequality (63) as
\[
\langle A^* \hat{y}^*, x - \bar{x} \rangle + \langle y^*, A(\bar{x} - \bar{x}) \rangle - \langle \hat{y}^*, A(x - \bar{x}) \rangle = \langle y^*, A(\bar{x} - \bar{x}) \rangle - \langle \hat{y}^*, A(\bar{x} - \bar{x}) \rangle
+ \langle y^*, A(x - \bar{x}) \rangle - \langle \hat{y}^*, A(x - \bar{x}) \rangle
= \langle y^* - \hat{y}^*, A(x - \bar{x}) \rangle - \langle y^* - \hat{y}^*, A(\bar{x} - \bar{x}) \rangle.
\]
(64)

Finally, combine inequalities (63) and (64) to find
\[
\mathcal{L}(\hat{x}; y^*) - \mathcal{L}(x; \hat{y}^*) \leq \frac{1}{\tau} \left( D_{\phi_X}(x, \hat{x}) - D_{\phi_X}(\hat{x}, \hat{x}) \right)
+ \frac{1}{\sigma} \left( D_{\phi_Y^*}(y^*, \hat{y}^*) - D_{\phi_Y^*}(\hat{y}^*, \hat{y}^*) \right)
+ \langle y^* - \hat{y}^*, A(x - \bar{x}) \rangle - \langle y^* - \hat{y}^*, A(\bar{x} - \bar{x}) \rangle.
\]
which is the desired result.

C. Proof of Proposition 3.1

We divide the proofs into four parts, first deriving an auxiliary result, and then proving in turn the descent rule (13) (Proposition 3.1(a)), the estimate (14) and the global bound (15) (Proposition 3.1(b)), and the convergence properties of the nonlinear PDHG method (10) (Proposition 3.1(c)).

Part 1. We first show that for every \((x, y^*) \in \text{dom } g \times \text{dom } h^*\) and nonnegative integer \(k\), the quantity \(\Delta_k(x, y^*)\) satisfies the bounds
\[
0 \leq (1 - \sqrt{\sigma} \|A\|_{op}) \left( \frac{1}{\tau} D_{\phi_X}(x, x_k) + \frac{1}{\sigma} D_{\phi_Y^*}(y^*, y_k^*) \right)
\leq \Delta_k(x, y^*) \leq (1 + \sqrt{\sigma} \|A\|_{op}) \left( \frac{1}{\tau} D_{\phi_X}(x, x_k) + \frac{1}{\sigma} D_{\phi_Y^*}(y^*, y_k^*) \right).
\]
(65)
To derive this, use fact A.1 with the choice of \( \alpha = \sqrt{\sigma / \tau} \) and \((x', y') = (x_k, y^*_k)\) to get
\[
|\langle y^* - y^*_k, A(x - x_k) \rangle| \leq \|A\|_{op} \left( \frac{\sqrt{\sigma}}{2\sqrt{\tau}} \|x - x_k\|_{L^2}^2 + \frac{\sqrt{\tau}}{2\sqrt{\sigma}} \|y^* - y^*_k\|_{L^2}^2 \right)
\]
\[
= \sqrt{\tau \sigma} \|A\|_{op} \left( \frac{1}{2\tau} \|x - x_k\|_{X^*}^2 + \frac{1}{2\sigma} \|y^* - y^*_k\|_{L^2}^2 \right)
\]
\[
\leq \sqrt{\tau \sigma} \|A\|_{op} \left( \frac{1}{\tau} D_{\phi,x}(x, x_k) + \frac{1}{\sigma} D_{\phi,y*}(y^*, y^*_k) \right),
\]
where in the last line we used assumption (A5) and Fact A.7(viii) with \( m = 1 \). Inequality (65) then follows from equation (12) and inequalities (66) and (11).

**Part 2.** Let \((x, y^*) \in \text{dom } g \times \text{dom } h^*\). By assumption (A1)-(A4), Lemma 2.1 holds, and we can apply the descent rule (9) to the \((k + 1)\)th iterate given by (10) with initial points \((\bar{x}, \bar{y}^*) = (x_k, y^*_k)\) and intermediate points \((\bar{x}, \bar{y}^*) = (2x_{k+1} - x_k, y^*_k)\) to get
\[
\mathcal{L}(x_{k+1}, y^*) - \mathcal{L}(x, y^*_k) \leq \frac{1}{\tau} \left( D_{\phi,x}(x, x_k) - D_{\phi,x}(x_{k+1}, x_k) - D_{\phi,x}(x, x_k) \right)
\]
\[
+ \frac{1}{\sigma} \left( D_{\phi,y^*}(y^*, y^*_k) - D_{\phi,y^*}(y^*_{k+1}, y^*_k) - D_{\phi,y^*}(y^*, y^*_k) \right)
\]
\[
+ \langle y^*_k - y^*_{k+1}, A(x - (2x_{k+1} - x_k)) \rangle
\]
\[
- \langle y^* - y^*_k, A((2x_{k+1} - x_k) - x_{k+1}) \rangle.
\]

To proceed, we want to rewrite the last two lines of (67) to simplify the analysis. First, write the penultimate line on the right hand side of (67) as
\[
\langle y^*_k - y^*_{k+1}, A(x - (2x_{k+1} - x_k)) \rangle = \langle y^*_k - y^*_{k+1}, A(x - x_{k+1}) - A(x_{k+1} - x_k) \rangle
\]
\[
= \langle y^*_k - y^*_{k+1}, A(x - x_{k+1}) \rangle
\]
\[
+ \langle y^*_{k+1} - y^*_k, A(x_{k+1} - x_k) \rangle
\]
\[
= \langle y^* - y^*_{k+1}, A(x - x_{k+1}) \rangle
\]
\[
+ \langle y^*_{k+1} - y^*_k, A(x_{k+1} - x_k) \rangle
\]
\[
+ \langle y^* - y^*_{k+1}, A(x_{k+1} - x_k) \rangle.
\]

The bilinear form on the last line of (67) simplifies to
\[
\langle y^* - y^*_{k+1}, A((2x_{k+1} - x_k) - x_{k+1}) \rangle = \langle y^* - y^*_{k+1}, A(x_{k+1} - x_k) \rangle.
\]

Combine equations (12), (68) and (69) together to write inequality (67) as
\[
\mathcal{L}(x_{k+1}, y^*) - \mathcal{L}(x, y^*_k) \leq \Delta_k(x, y^*) - \Delta_{k+1}(x, y^*) - \Delta_{k+1}(x_k, y^*_k).
\]
Thanks to inequality (65),
\[ -\Delta_{k+1}(x_k, y_k^*) \leq 0, \]
and hence
\[ \mathcal{L}(x_{k+1}, y^*) - \mathcal{L}(x, y_k^*) \leq \Delta_k(x, y^*) - \Delta_{k+1}(x, y^*). \]
This proves the descent rule (13).

**Part 3.** Sum inequality (13) from \( k = 1 \) to \( K \) on both sides to obtain
\[ \sum_{k=1}^K \mathcal{L}(x_k, y^*) - \mathcal{L}(x, y_k^*) \leq \Delta_0(x, y^*) - \Delta_K(x, y^*). \] (70)

Use the averages
\[ X_K = \frac{1}{K} \sum_{k=1}^K x_k \quad \text{and} \quad Y_K^* = \frac{1}{K} \sum_{k=1}^K y_k^*, \]
the convexity and concavity in the first and second arguments of the Lagrangian (7), respectively, and inequality (70) to bound the difference of Lagrangians \( \mathcal{L}(X_K, y^*) - \mathcal{L}(x, Y_K^*) \) as follows:
\[ \mathcal{L}(X_K, y^*) - \mathcal{L}(x, Y_K^*) \leq \frac{1}{K} \sum_{k=1}^K (\mathcal{L}(x_k, y^*) - \mathcal{L}(x, y_k^*)) \]
\[ \leq \frac{1}{K} (\Delta_0(x, y^*) - \Delta_K(x, y^*)). \] (71)

Finally, use the lower and upper bounds (65) in (71) to get
\[ \mathcal{L}(X_K, y^*) - \mathcal{L}(x, Y_K^*) \leq \frac{1 + \sqrt{\tau \sigma} \|A\|_{\text{op}}}{K} \left( \frac{1}{\tau} D_{\phi_X}(x, x_0) + \frac{1}{\sigma} D_{\phi_Y^*}(y^*, y_0^*) \right) \]
\[ \quad - \frac{1 - \sqrt{\tau \sigma} \|A\|_{\text{op}}}{K} \left( \frac{1}{\tau} D_{\phi_X}(x, x_K) + \frac{1}{\sigma} D_{\phi_Y^*}(y^*, y_K^*) \right). \]
This proves the estimate (14).

Now, let \( (x, y^*) = (x_s, y_s^*) \) in estimate (14) and use the saddle point property
\[ \mathcal{L}(X_K, y_s^*) - \mathcal{L}(x_s, Y_K^*) \geq 0 \]
and rearrange to get
\[ (1 - \sqrt{\tau \sigma} \|A\|_{\text{op}}) \left( \frac{1}{\tau} D_{\phi_X}(x_s, x_K) + \frac{1}{\sigma} D_{\phi_Y^*}(y_s^*, y_K^*) \right) \]
\[ \leq (1 + \sqrt{\tau \sigma} \|A\|_{\text{op}}) \left( \frac{1}{\tau} D_{\phi_X}(x_s, x_0) + \frac{1}{\sigma} D_{\phi_Y^*}(y_s^*, y_0^*) \right). \]
Since \( \tau \sigma \|A\|^2_{\text{op}} < 1 \), the number \( (1 - \sqrt{\tau \sigma} \|A\|_{\text{op}}) \) is strictly positive and we can divide both sides of the previous inequality by \( (1 - \sqrt{\tau \sigma} \|A\|_{\text{op}}) \) to get
\[ \frac{1}{\tau} D_{\phi_X}(x_s, x_K) + \frac{1}{\sigma} D_{\phi_Y^*}(y_s^*, y_K^*) \leq \frac{1 + \sqrt{\tau \sigma} \|A\|_{\text{op}}}{1 - \sqrt{\tau \sigma} \|A\|_{\text{op}}} \left( \frac{1}{\tau} D_{\phi_X}(x_s, x_0) + \frac{1}{\sigma} D_{\phi_Y^*}(y_s^*, y_0^*) \right). \]
This proves inequality (15).
Part 4. First, note that the global bound (15) implies that the sequence of iterates \(\{(x_k, y_k^*)\}_{k=1}^{+\infty}\) is bounded. It follows immediately from the definitions of the averages \(X_K\) and \(Y_K^*\) that the sequence of averages \(\{(X_K, Y_K^*)\}_{K=1}^{+\infty}\) is also bounded.

From Fact A.4, there is a subsequence \(\{(X_{K_l}, Y_{K_l}^*)\}_{l=1}^{+\infty}\) that converges weakly to some point \((X, Y^*)\) in \(\mathcal{X} \times \mathcal{Y}^*\). We claim that \((X, Y^*)\) is a saddle point of the Lagrangian (7). To see this, use inequality (14) with \((x, y^*) \in \text{dom} g \times \text{dom} h^*\) and take the infimum limit \(l \to +\infty\) to get

\[
\liminf_{l \to +\infty} \left[ \mathcal{L}(X_{K_l}, y^*) - \mathcal{L}(x, Y_{K_l}^*) \right] \leq \liminf_{l \to +\infty} \left[ \frac{1 + \sqrt{\tau} \sqrt{\sigma} \|A\|_{\text{op}}}{K_l} \left( \frac{1}{\tau} D_{\phi_x}(x, x_0) + \frac{1}{\sigma} D_{\phi_y^*}(y^*, y_0^*) \right) \right] = 0.
\]

The lower semicontinuity property of the functions \(g\) and \(h^*\) implies

\[
0 \geq \liminf_{l \to +\infty} \left( \mathcal{L}(X_{K_l}, y^*) - \mathcal{L}(x, Y_{K_l}^*) \right) \geq \mathcal{L}(X, y^*) - \mathcal{L}(x, Y^*),
\]

from which we find

\[
\mathcal{L}(X, y^*) \leq \mathcal{L}(x, Y^*).
\]

As the pair of points \((x, y^*) \in \mathcal{X} \times \mathcal{Y}^*\) was arbitrary, we conclude that \((X, Y^*)\) is a saddle point of the Lagrangian (7).

Assume now that the spaces \(\mathcal{X}\) and \(\mathcal{Y}^*\) are finite-dimensional. Since the sequence of iterates \(\{(x_k, y_k^*)\}_{k=1}^{+\infty}\) is bounded, by Fact A.4 there is a subsequence that converges strongly to some point \((x_c, y_c^*)\). Note that \((x_c, y_c^*)\) is a fixed point of the nonlinear PDHG method (10), and therefore we can invoke Lemma 2.1 to conclude that \((x_c, y_c^*) \in \text{dom} \partial g \times \text{dom} \partial h^*\).

We claim that \((x_c, y_c^*)\) is a saddle point of the Lagrangian (7). To see this, consider the descent rule (13) with arbitrary \((x, y^*)\) and the subsequence \(\{(x_{k_l}, y_{k_l}^*)\}_{l=1}^{+\infty}\):

\[
\mathcal{L}(x_{k_l}, y^*) - \mathcal{L}(x, y_{k_l}^*) \leq \Delta_{k_l}(x, y^*) - \Delta_{k_{l+1}}(x, y^*).\]

By the strong convergence of the subsequence \(\{(x_{k_l}, y_{k_l}^*)\}_{l=1}^{+\infty}\) to \((x_c, y_c^*)\) and Fact A.7(vii), we have the limits

\[
\lim_{l \to +\infty} D_{\phi_x}(x, x_{k_l}) = D_{\phi_x}(x, x_c) \quad \text{and} \quad \lim_{l \to +\infty} D_{\phi_y^*}(y^*, y_{k_l}^*) = D_{\phi_y^*}(y^*, y_c^*).
\]

Hence

\[
\lim_{l \to +\infty} \Delta_{k_l}(x, y^*) = \frac{1}{\tau} D_{\phi_x}(x, x_c) + \frac{1}{\sigma} D_{\phi_y^*}(y^*, y_c^*),
\]

and we conclude, from the completeness property of the real numbers, that

\[
\liminf_{l \to +\infty} \Delta_{k_l}(x, y^*) - \Delta_{k_{l+1}}(x, y^*) = 0.
\]

We therefore deduce the infimum limit

\[
\liminf_{l \to +\infty} \mathcal{L}(x_{k_l}, y^*) - \mathcal{L}(x, y_{k_l}^*) \leq 0.
\]
The lower semicontinuity property of the functions $g$ and $h^*$ implies
\[ 0 \geq \liminf_{l \to +\infty} \left( \mathcal{L}(x_{k_l}, y^*_l) - \mathcal{L}(x, y^*_c) \right) \geq \mathcal{L}(x_c, y^*)_c - \mathcal{L}(x, y^*_c), \]
from which we find
\[ \mathcal{L}(x, y^*_c) \leq \mathcal{L}(x_c, y^*_c). \]

As the pair of points $(x, y^*)_c \in X \times Y^*$ was arbitrary, we conclude that $(x_c, y^*_c)$ is a saddle point of the Lagrangian (7).

It remains to prove that the sequence of iterates $\{(x_k, y^*_k)\}_{k=1}^{+\infty}$ converges strongly to the saddle point $(x_c, y^*_c)$. To do so, consider the descent rule (13) with the choice of saddle point $(x, y^*) = (x_c, y^*_c)$. From the saddle-point property $\mathcal{L}(x_k, y^*_c) - \mathcal{L}(x_c, y^*_c) \geq 0$ and inequality (65), we have
\[ 0 \leq \Delta_k(x_c, y^*_c) \leq \Delta_{k-1}(x_c, y^*_c). \]

The sequence of real numbers $\{\Delta_k(x_c, y^*_c)\}_{k=1}^{+\infty}$ is non-increasing in $l$, and as such, it has a limit. By Lemma 2.1, Fact A.7[vi], and the strong convergence of the subsequence $\{(x_l, y^*_l)\}_{l=1}^{+\infty}$ to $(x_c, y^*_c)$, we have
\[ \lim_{l \to +\infty} D_{\phi_X}(x_c, x_l) = 0, \quad \lim_{l \to +\infty} D_{\phi_Y}(y^*_c, y^*_l) = 0, \quad \text{and} \quad \lim_{l \to +\infty} \langle y^*_c - y^*_l, A(x_c - x_l) \rangle = 0. \]

We deduce the limit
\[ \lim_{k \to +\infty} \Delta_k(x_c, y^*_c) = 0. \]

Now, from this limit and the lower bound (65) with $(x, y) = (x_c, y^*_c)$, we have
\[ 0 \leq \lim_{k \to +\infty} \left( 1 - \sqrt{\tau} \sigma \|A\|_{op} \right) \left( \frac{1}{\tau} D_{\phi_X}(x_c, x_k) + \frac{1}{\sigma} D_{\phi_Y}(y^*_c, y^*_k) \right) \leq \lim_{k \to +\infty} \Delta_k(x_c, y^*_c) = 0. \]

Since $\left( 1 - \sqrt{\tau} \sigma \|A\|_{op} \right) > 0$ and assumption (A5) holds, we deduce the limits
\[ 0 \leq \lim_{k \to +\infty} \frac{1}{2} \|x_c - x_k\|_X^2 \leq \lim_{k \to +\infty} D_{\phi_X}(x_c, x_k) = 0 \]
and
\[ 0 \leq \lim_{k \to +\infty} \frac{1}{2} \|y^*_c - y^*_k\|_{Y^*}^2 \leq \lim_{k \to +\infty} D_{\phi_Y}(y^*_c, y^*_k) = 0. \]

This proves the strong convergence of the sequence of iterates $\{(x_k, y^*_k)\}_{k=1}^{+\infty}$ to the saddle point $(x_c, y^*_c)$. Finally, we deduce from Fact A.2 that the sequence of averages $\{(X_k, Y^*_K)\}_{K=1}^{+\infty}$ converges strongly to the same limit $(x_c, y^*_c)$. This concludes the proof.

**D. Proof of Proposition 4.1**

We divide the proof into five parts, first deriving an auxiliary result, and then proving in turn the descent rule (20) (Proposition 4.1(a)), the estimate (21) and global bound (22) (Proposition 4.1(b)), formula (23) and the bounds (24) (Proposition 4.1(c)), and the convergence properties of the accelerated nonlinear PDHG method (17) (Proposition 4.1(d)).
Part 1. We first show that for every \((x, y^*) \in \text{dom } g \times \text{dom } h^*\) and \(k \in \mathbb{N}\), the quantity \(\Delta_k(x, y^*)\) satisfies the lower bound
\[
\Delta_k(x, y^*) \geq \frac{\gamma_g}{1 + \gamma_g \tau_k} D_{\phi_X}(x, x_k) + \frac{1}{\sigma_k} D_{\phi_{y^*}}(y^*, y^*_k). \tag{72}
\]
To do so, use Fact A.1 with \(\alpha = \theta_k / (\tau_k \|A\|_{\text{op}})\) and assumption (A5) to get
\[
\|\langle y_k^* - y_{k-1}^*, A(x - x_k) \rangle\| \leq \frac{\theta_k}{\tau_k} D_{\phi_X}(x, x_k) + \frac{\tau_k \|A\|_{\text{op}}^2}{\theta_k} D_{\phi_{y^*}}(y^*_k, y^*_{k-1}).
\]
By the second and third recurrence relations in (18), we have the identity
\[
\tau_k \sigma_k \|A\|_{\text{op}}^2 = 1. \tag{73}
\]
Use this identity in the previous inequality to find
\[
\|\langle y_k^* - y_{k-1}^*, A(x - x_k) \rangle\| \leq \frac{\theta_k}{\tau_k} D_{\phi_X}(x, x_k) + \frac{1}{\sigma_k \theta_k} D_{\phi_{y^*}}(y^*_k, y^*_{k-1}).
\]
Substitute in \(\Delta_k(x, y^*)\) to get
\[
\Delta_k(x, y^*) \geq \frac{1}{\tau_k} D_{\phi_X}(x, x_k) + \frac{1}{\sigma_k} D_{\phi_{y^*}}(y^*, y^*_k) + \frac{1}{\sigma_k} D_{\phi_{y^*}}(y^*_k, y^*_{k-1})
\]
\[
- \theta_k \left( \frac{\theta_k}{\tau_k} D_{\phi_X}(x, x_k) + \frac{1}{\sigma_k \theta_k} D_{\phi_{y^*}}(y^*_k, y^*_{k-1}) \right)
\]
\[
= \frac{1 - \theta_k^2}{\tau_k} D_{\phi_X}(x, x_k) + \frac{1}{\sigma_k} D_{\phi_{y^*}}(y^*, y^*_k).
\]
The first and second recurrence relations in (18) imply
\[
\frac{1 - \theta_k^2}{\tau_k} = \frac{1}{\tau_k} \left( 1 - \frac{1}{1 + \gamma_g \tau_{k-1}} \right) = \frac{1}{\tau_k} \left( \frac{\gamma_g \tau_{k-1}}{1 + \gamma_g \tau_{k-1}} \right) = \frac{1}{\theta_k + \gamma_g \tau_{k-1}} = \frac{\gamma_g}{1 + \gamma_g \tau_0}.
\]
Hence
\[
\Delta_k(x, y^*) \geq \frac{\gamma_g}{1 + \gamma_g \tau_0} D_{\phi_X}(x, x_k) + \frac{1}{\sigma_k} D_{\phi_{y^*}}(y^*, y^*_k),
\]
which proves the auxiliary result (72).

Part 2. Let \((x, y^*) \in \text{dom } g \times \text{dom } h^*\). By assumption (A1)-(A6), Lemma 2.1 holds, and we can apply the improved descent rule (16) to the \((k+1)\)th iterate given by the accelerated nonlinear PDHG method (17) with the initial points \((\bar{x}, \bar{y}^*) = (x_k, y^*_k)\), intermediate points \((\bar{x}, \bar{y}^*) = (x_{k+1}, y^*_k + \theta_k (y^*_k - y^*_{k-1}))\), output points \((\bar{x}, \bar{y}^*) = (x_{k+1}, y^*_{k+1})\), strong convexity constants \(\gamma_g > 0\) and \(\gamma_{h^*} > 0\), and parameters \(\tau = \tau_k\), \(\sigma = \sigma_k\) and \(\theta = \theta_k\) to get
\[
\mathcal{L}(x_{k+1}, y^*) - \mathcal{L}(x, y^*) \leq \frac{1}{\tau_k} (D_{\phi_X}(x, x_k) - D_{\phi_X}(x_{k+1}, x_k) - (1 + \gamma_g \tau_k) D_{\phi_X}(x, x_{k+1}))
\]
\[
+ \frac{1}{\sigma_k} (D_{\phi_{y^*}}(y^*, y^*_k) - D_{\phi_{y^*}}(y^*_{k+1}, y^*_k) - D_{\phi_{y^*}}(y^*, y^*_{k+1}))
\]
\[
+ \langle y^*_k + \theta_k (y^*_k - y^*_{k-1}) - y^*_{k+1}, A(x - x_{k+1}) \rangle. \tag{74}
\]
We wish to bound the last line on the right hand side of (74) to eliminate the Bregman divergence term \( D_{\phi_x}(x_{k+1}, x_k) \). To do so, first distribute the last line on the right hand side of (74) as

\[
\theta_k \langle y_k^* - y_{k-1}^*, A(x - x_{k+1}) \rangle - \langle y_{k+1}^* - y_k^*, A(x - x_{k+1}) \rangle. 
\]

Write \( x - x_{k+1} = (x - x_k) + (x_k - x_{k+1}) \) and substitute in (75) to get

\[
\theta_k \langle y_k^* - y_{k-1}^*, A(x - x_k) \rangle - \theta_k \langle y_k^* - y_{k-1}^*, A(x_{k+1} - x_k) \rangle
\]

\[
- \langle y_{k+1}^* - y_k^*, A(x - x_{k+1}) \rangle. 
\] (76)

Next, use Fact A.1 with \((x, y^*) = (x_{k+1}, y_k^*), (x', y'^*) = (x_k, y_{k-1}^*)\) and \(\alpha = 1/(\theta_k \tau_k \| A \|_{\text{op}})\), and assumption (A5), identity (73) derived in Part 1 to bound the second bilinear form in (76) as follows:

\[
\left| \langle y_k^* - y_{k-1}^*, A(x_{k+1} - x_k) \rangle \right| \leq \frac{1}{\theta_k \tau_k} D_{\phi_x}(x_{k+1}, x_k) + \frac{\theta_k}{\sigma_k} D_{\phi_y^*}(y_k^*, y_{k-1}^*). 
\] (77)

Finally, use (75), (76), and (77) to eliminate the Bregman divergence term \( D_{\phi_x}(x_{k+1}, x_k) \) on the right hand side of the descent rule (74) and rearrange to get

\[
\mathcal{L}(x_{k+1}, y^*) - \mathcal{L}(x, y_{k+1}^*) + \left(1 + \frac{\gamma g \tau_k}{\tau_k} \right) D_{\phi_x}(x, x_{k+1}) + \frac{1}{\sigma_k} D_{\phi_y^*}(y^*, y_{k+1}^*)
\]

\[
+ \frac{1}{\sigma_k} D_{\phi_y^*}(y_{k+1}^*, y_k^*) + \left(\gamma_{k+1} - \gamma_k \right) \langle y_k^* - y_{k-1}^*, A(x - x_{k+1}) \rangle
\]

\[
\leq \frac{1}{\tau_k} D_{\phi_x}(x, x_k) + \frac{1}{\sigma_k} D_{\phi_y^*}(y^*, y_k^*)
\]

\[
+ \frac{\theta_k^2}{\sigma_k} D_{\phi_y^*}(y_k^*, y_{k-1}^*) + \theta_k \langle y_k^* - y_{k-1}^*, A(x - x_k) \rangle
\] (78)

We now want to express both sides of inequality (78) in terms of \( \Delta_k(x, y^*) \) and \( \Delta_{k+1}(x, y^*) \), starting from the left hand side. Note that the recurrence relations (18) imply

\[
\frac{1 + \gamma g \tau_k}{\tau_k} = \frac{1}{\theta_{k+1} \tau_{k+1}} \quad \text{and} \quad \frac{1}{\sigma_k} = \frac{1}{\theta_{k+1} \sigma_{k+1}}.
\]

As such, the left hand side of (78) admits the lower bound

\[
\mathcal{L}(x_{k+1}, y^*) - \mathcal{L}(x, y_{k+1}^*) + \Delta_{k+1}(x, y^*)/\theta_{k+1}. 
\] (79)

Since \( 0 \leq \theta_k \leq 1 \), we have

\[
\frac{\theta_k^2}{\sigma_k} D_{\phi_y^*}(y_k^*, y_{k-1}^*) \leq \frac{1}{\sigma_k} D_{\phi_y^*}(y_k^*, y_{k-1}^*).
\]

Hence the right hand side of (78) is bounded from above by \( \Delta_k(x, y^*) \). In summary, we find

\[
\mathcal{L}(x_{k+1}, y^*) - \mathcal{L}(x, y_{k+1}^*) \leq \Delta_k(x, y^*) - \Delta_{k+1}(x, y^*)/\theta_{k+1}.
\]

This proves the descent rule (20).
**Part 3.** Use (20), the third recurrence relation in (18), and the averages $T_K$, $X_K$ and $Y^*_K$ to compute the weighted sum

$$T_K (\mathcal{L}(X_K; y^*) - \mathcal{L}(x, Y^*_K)) \leq \sum_{k=1}^{K} \frac{\sigma_{k-1}}{\sigma_0} (\mathcal{L}(x_k, y^*) - \mathcal{L}(x, y^*_k))$$

$$\leq \sum_{k=1}^{K} \frac{\sigma_{k-1}}{\sigma_0} (\Delta_{k-1}(x, y^*) - \Delta_k(x, y^*)/\theta_k)$$

$$= \sum_{k=1}^{K} \left( \frac{\sigma_{k-1}}{\sigma_0} \Delta_{k-1}(x, y^*) - \frac{1}{\theta_k} \frac{\sigma_{k-1}}{\sigma_0} \Delta_k(x, y^*) \right)$$

$$\leq \sum_{k=1}^{K} \left( \frac{\sigma_{k-1}}{\sigma_0} \Delta_{k-1}(x, y^*) - \frac{\sigma_k}{\sigma_0} \Delta_k(x, y^*) \right)$$

$$= \Delta_0(x, y^*) - \frac{\sigma_K}{\sigma_0} \Delta_K(x, y^*).$$

This proves the estimate (21). Finally, substitute the saddle point $(x_s, y^*_s)$ for $(x, y^*)$ in inequality (80) and use the saddle-point property $\mathcal{L}(x_k, y^*_s) - \mathcal{L}(x_s, y^*_k) \geq 0$ to get

$$\Delta_K(x_s, y^*_s) \leq \frac{\sigma_0}{\sigma_K} \Delta_0(x_s, y_s).$$

The global bound (22) follows from this upper bound and the lower bound (72) derived in Part 1.

**Part 4.** Substitute the identity (73) in the third recurrence relation of (18) and take the square to get the nonlinear recurrence relation

$$\sigma^2_{k+1} = \sigma^2_k + \gamma g \sigma_k / \|A\|_{\text{op}}^2.$$ (81)

Use this to express the average quantity $T_K$ as a telescoping sum:

$$T_K = \sum_{k=1}^{K} \frac{\sigma_k}{\sigma_0} = \sum_{k=1}^{K} \left( \|A\|_{\text{op}}^2 (\sigma^2_k - \sigma^2_{k-1}) / \gamma g \sigma_0 \right) = \|A\|_{\text{op}}^2 (\sigma^2_K - \sigma^2_0) / (\gamma g \sigma_0).$$

This proves formula (23).

We now compute the bounds in (24), starting with the upper bound. Let $a = \gamma g / (2 \|A\|_{\text{op}}^2)$, and use this quantity in equation (81) to derive a simple upper bound on $\sigma_K$:

$$\sigma^2_K = \sigma^2_{K-1} + 2a \sigma_{K-1}$$

$$\leq \sigma^2_{K-1} + 2a \sigma_{K-1} + a^2$$

$$= (\sigma_{K-1} + a)^2.$$

Take the square root to find

$$\sigma_K \leq \sigma_{K-1} + a.$$

A simple calculation gives

$$\sigma_K \leq \sigma_0 + aK.$$
Hence
\[
T_K = \frac{\sigma_K^2 - \sigma_0^2}{2a\sigma_0} \leq \frac{(\sigma_0 + aK)^2 - \sigma_0^2}{2a\sigma_0} = K + \frac{a}{2\sigma_0}K^2.
\]
which proves the upper bound in inequality (24).

The lower bound in inequality (24) is the same as derived in Chambolle and Pock (2016b, Section 5.2, Equation (41)), but here we give a different proof. Use (81) to derive a lower bound on \(\sigma_K\):
\[
\sigma_K^2 = \sigma_{K-1}^2 + 2a\sigma_{K-1}
\]
\[
= \sigma_{K-1}^2 + 2a\sigma_{K-1}\left(\frac{\sigma_0}{a + \sigma_0} + \frac{a}{a + \sigma_0}\right)
\]
\[
= \sigma_{K-1}^2 + \frac{2a\sigma_0\sigma_{K-1}}{a + \sigma_0} + \frac{2a^2\sigma_{K-1}}{a + \sigma_0}
\]
\[
\geq \sigma_{K-1}^2 + \frac{2a\sigma_0\sigma_{K-1}}{a + \sigma_0} + \frac{2a^2\sigma_0}{(a + \sigma_0)(a + \sigma_0)}
\]
\[
\geq \sigma_{K-1}^2 + \frac{2a\sigma_0\sigma_{K-1}}{a + \sigma_0} + \frac{2a^2\sigma_0^2}{(a + \sigma_0)^2}
\]
\[
= \left(\sigma_{K-1} + \frac{a\sigma_0}{a + \sigma_0}\right)^2,
\]
where on the fifth line we used that \(\sigma_k \geq \sigma_0\) for every nonnegative integer \(k\), as per the third recurrence relation (18). We have found
\[
\sigma_K \geq \sigma_{K-1} + \frac{a\sigma_0}{a + \sigma_0}
\]
which implies, after a simple calculation,
\[
\sigma_K \geq \sigma_0 + \frac{a\sigma_0}{a + \sigma_0}K.
\]
Hence
\[
T_K = \frac{\sigma_K^2 - \sigma_0^2}{2a\sigma_0} \geq \frac{\sigma_0^2}{2a\sigma_0} \left[\left(1 + \frac{a}{a + \sigma_0}K\right)^2 - 1\right]
\]
\[
= \frac{\sigma_0}{2a} \left[\frac{2a}{a + \sigma_0}K + \frac{a^2}{(a + \sigma_0)^2}K^2\right]
\]
\[
= \frac{\sigma_0}{a + \sigma_0}K + \frac{a\sigma_0}{2(a + \sigma_0)^2}K^2,
\]
which proves the lower bound in inequality (24).

**Part 5.** First, combine the auxiliary result (72) and global bound (22) to get the inequality.
\[
\frac{\gamma_g}{1 + \gamma_gT_0}D_{\phi_x}(x_s, x_K) + \frac{1}{\sigma_k}D_{\phi_y}(y^*_s, y^*_K) \leq \frac{1}{\tau_0}D_{\phi_x}(x_s, x_0) + \frac{1}{\sigma_0}D_{\phi_y}(y^*_s, y^*_0).
\]
As a consequence, we have that
\[
0 \leq \frac{\gamma_g}{1 + \gamma_gT_0}D_{\phi_x}(x_s, x_K) \leq \frac{\sigma_0}{\sigma_K} \left(\frac{1}{\tau_0}D_{\phi_x}(x_s, x_0) + \frac{1}{\sigma_0}D_{\phi_y}(y^*_s, y^*_0)\right)
\]
(82)
and

$$0 \leq \frac{1}{\sigma_0} D_{\phi_x}(y_s^*, y_K^*) \leq \frac{1}{\tau_0} D_{\phi_x}(x_s, x_0) + \frac{1}{\sigma_0} D_{\phi_y}(y_s^*, y_0^*).$$  \tag{83}$$

These inequality immediately imply that the sequence of iterates \( \{x_K, y_K^*\}_{K=1}^{+\infty} \) is bounded. It follows from the definitions of the averages \( X_K \) and \( Y_K^* \) that the sequence of averages \( \{(X_K, Y_K^*)\}_{K=1}^{+\infty} \) is also bounded.

Now, thanks to Fact A.4 there is a subsequence \( \{(X_{K_l}, Y_{K_l}^*)\}_{l=1}^{+\infty} \) that converges weakly to some point \((X, Y^*) \in \mathcal{X} \times \mathcal{Y}^* \). We claim that \((X, Y^*) \) is a saddle point of the Lagrangian (7). To see this, use inequality (21) with \((x, y^* ) \in \text{dom} \ g \times \text{dom} \ h^* \) and take the infimum limit \( l \to +\infty \) to get

$$\liminf_{l \to +\infty} \mathcal{L}(X_{K_{l+1}}, y^*) - \mathcal{L}(x, Y_{K_{l+1}}^*) \leq \liminf_{l \to +\infty} \frac{1}{T_{K_{l+1}}} \left( \frac{1}{\tau_0} D_{\phi_x}(x, x_0) + \frac{1}{\sigma_0} D_{\phi_y}(y^*, y_0^*) \right) = 0.$$  

The lower semicontinuity property of the functions \( g \) and \( h^* \) implies

$$0 \geq \liminf_{l \to +\infty} \left( \mathcal{L}(X_{K_l}, y^*) - \mathcal{L}(x, Y_{K_l}^*) \right) \geq \mathcal{L}(X, y^*) - \mathcal{L}(x, Y^*),$$

from which we find

$$\mathcal{L}(X, y^*) \leq \mathcal{L}(x, Y^*).$$

As the pair of points \((x, y^*) \in \mathcal{X} \times \mathcal{Y}^* \) was arbitrary, we conclude that \((X, Y^*) \) is a saddle point of the Lagrangian (7). Moreover, we deduce from Remark 4.2 that \( X \) coincides with the unique solution \( x_s \) of the primal problem (5), i.e., \( X = x_s \).

Next, we show that the individual sequences \( \{x_k\}_{k=1}^{+\infty} \) and \( \{X_K\}_{K=1}^{+\infty} \) converge strongly to the unique solution \( x_s \) of the primal problem (5). The strong convergence of \( x_s \) is evident from (82), the limit \( \lim_{K \to +\infty} \sigma_K = +\infty \) from (23) and (24), and assumption (A5):

$$0 \leq \lim_{K \to +\infty} \frac{1}{2} \|x_s - x_K\|^2 \leq \lim_{K \to +\infty} D_{\phi_x}(x_s, x_K) \leq \lim_{K \to +\infty} \left( \frac{1 + \gamma g T_0}{\gamma g} \right) \frac{\sigma_0}{\sigma_K} \left( \frac{1}{\tau_0} D_{\phi_y}(x_s, x_0) + \frac{1}{\sigma_0} D_{\phi_y}(y_s^*, y_0^*) \right) = 0.$$  

We further deduce from Fact A.2 that the sequence \( \{X_K\}_{K=1}^{+\infty} \) converges strongly to the same limit \( x_s \).

Suppose now that \( \mathcal{Y}^* \) is finite-dimensional. Since the sequence \( \{(x_k, y_k^*)\}_{k=1}^{+\infty} \) is bounded and \( x_k \) converges strongly to \( x_s \), there is some subsequence \( \{(x_{k_l}, y_{k_l}^*)\}_{l=1}^{+\infty} \) that converges strongly to a point \((x_s, y_s^*) \in \mathcal{X} \times \mathcal{Y}^* \). By Fact A.2, the subsequence of averages \( \{(X_{k_l}, Y_{k_l}^*)\}_{l=1}^{+\infty} \) also strongly converges to \((x_s, y_s^*) \). A similar argument as the one described two paragraphs before shows then that \((x_s, y_s^*) \) is a saddle point of the Lagrangian (7), and moreover from Fact A.6 we deduce that \( y_s^* \) is a solution to the dual problem (6). This concludes the proof.
E. Proof of Proposition 4.3

We divide the proof into four parts, first deriving an auxiliary result, and then proving in turn the descent rule (30) (Proposition 4.3(a)), the estimate (31) and global bound (32) (Proposition 4.3(b)), and the convergence properties of the accelerated nonlinear PDHG method (28) (Proposition 4.3(c)).

**Part 1.** First, we show that for every \((x, y^*) \in \text{dom } g \times \text{dom } h^*\) and \(k \in \mathbb{N}\), the quantity \(\Delta_k(x, y^*)\) satisfies the lower bound

\[
\Delta_k(x, y^*) \geq \frac{1}{\sigma} D_{\phi_{y^*}}(y^*, y^*_k).
\]  

(84)

To do so, use Fact A.1 with \(\alpha = 1/(\tau \theta \|A\|_{\text{op}})\) and use assumption (A5) to find

\[
\left| \langle y_k^* - y_{k-1}^*, A(x - x_k) \rangle \right| \leq \frac{1}{\tau \theta} D_{\phi_X}(x, x_k) + \frac{1}{\sigma} D_{\phi_{y^*}}(y_k^*, y_{k-1}^*).
\]

From the choice of parameters in (27), we have the identity

\[
\tau \sigma \theta \|A\|_{\text{op}}^2 = 1.
\]

(85)

Use this identity in the previous inequality to find

\[
\left| \langle y_k^* - y_{k-1}^*, A(x - x_k) \rangle \right| \leq \frac{1}{\tau \theta} D_{\phi_X}(x, x_k) + \frac{1}{\sigma} D_{\phi_{y^*}}(y_k^*, y_{k-1}^*).
\]

(86)

Substitute in \(\Delta_k(x, y^*)\) to get

\[
\Delta_k(x, y^*) \geq \frac{1}{\tau} D_{\phi_X}(x, x_k) + \frac{1}{\sigma} D_{\phi_{y^*}}(y^*, y_k^*) + \frac{\theta}{\sigma} D_{\phi_{y^*}}(y_k^*, y_{k-1}^*)
\]

\[
- \theta \left( \frac{1}{\tau \theta} D_{\phi_X}(x, x_k) + \frac{1}{\sigma} D_{\phi_{y^*}}(y_k^*, y_{k-1}^*) \right)
\]

\[
= \frac{1}{\sigma} D_{\phi_{y^*}}(y^*, y_k^*).
\]

This proves the auxiliary result (84).

**Part 2.** Let \((x, y^*) \in \text{dom } g \times \text{dom } h^*\). By assumptions (A1)-(A7), Lemma 2.1 holds, and we can apply the improved descent rule (16) to the \((k+1)\)th iterate given by the accelerated nonlinear PDHG method (28) with the initial points \((\bar{x}, \bar{y}^*) = (x_k, y_k^*)\), intermediate points \((\bar{x}, \bar{y}^*) = (x_{k+1}, y_k^* + \theta(y_k^* - y_{k-1}^*))\), output points \((\bar{x}, \bar{y}^*) = (x_{k+1}, y_{k+1}^*)\), the strong convexity constants \(\gamma_g > 0\), \(\gamma_{h^*} > 0\), and the parameters \(\tau\), \(\sigma\), and \(\theta\) defined in (27):

\[
\mathcal{L}(x_{k+1}, y^*) - \mathcal{L}(x, y_{k+1}^*) \leq \frac{1}{\tau} \left( D_{\phi_X}(x, x_k) - D_{\phi_X}(x_{k+1}, x_k) - (1 + \gamma_g \tau) D_{\phi_X}(x, x_{k+1}) \right)
\]

\[
+ \frac{1}{\sigma} \left( D_{\phi_{y^*}}(y^*, y_k^*) - D_{\phi_{y^*}}(y_{k+1}^*, y_k^*) - (1 + \gamma_{h^*} \sigma) D_{\phi_{y^*}}(y^*, y_{k+1}^*) \right)
\]

\[
+ \langle y_k^* + \theta(y_k^* - y_{k-1}^*) - y_{k+1}^*, A(x - x_{k+1}) \rangle.
\]

(87)
We wish to bound the last line on the right hand side of (87) to eliminate the Bregman divergence term $D_{\phi_x}(x_{k+1}, x_k)$. To do so, first distribute the last line on the right hand side of (87) as

$$\theta \langle y_k^* - y_{k-1}^*, A(x - x_{k+1}) \rangle - \langle y_{k+1}^* - y_k^*, A(x - x_{k+1}) \rangle.$$  

(88)

Write $x - x_{k+1} = (x - x_k) + (x_k - x_{k+1})$ and substitute in (88) to get

$$\theta \langle y_k^* - y_{k-1}^*, A(x - x_k) \rangle - \theta \langle y_{k+1}^* - y_k^*, A(x_{k+1} - x_k) \rangle - \langle y_{k+1}^* - y_k^*, A(x - x_{k+1}) \rangle.$$  

(89)

Next, use inequality (86) with $x = x_{k+1}$ derived in Part 1 to bound the second bilinear form in (89) as follows:

$$\left| \langle y_k^* - y_{k-1}^*, A(x_{k+1} - x_k) \rangle \right| \leq \frac{1}{\tau \theta} D_{\phi_x}(x_{k+1}, x_k) + \frac{1}{\sigma} D_{\phi_y}(y_k^*, y_{k-1}^*)$$  

(90)

Finally, use (88), (89), and (90) to eliminate the Bregman divergence term $D_{\phi_x}(x_{k+1}, x_k)$ on the right hand side of the descent rule (87):

$$\mathcal{L}(x_{k+1}, y^*) - \mathcal{L}(x, y_k^*) + \left( \frac{1 + \gamma_0 \tau}{\tau} \right) D_{\phi_x}(x, x_{k+1}) + \left( \frac{1 + \gamma_0^* \sigma}{\sigma} \right) D_{\phi_y}(y^*, y_{k+1}^*)$$  

$$+ \frac{1}{\sigma} D_{\phi_y}(y_{k+1}^*, y_k^*) + \langle y_{k+1}^* - y_k^*, A(x - x_{k+1}) \rangle$$

$$\leq \frac{1}{\tau} D_{\phi_x}(x, x_k) + \frac{1}{\sigma} D_{\phi_y}(y^*, y_k^*)$$  

(91)

$$+ \frac{\theta}{\sigma} D_{\phi_y}(y_k^*, y_{k-1}^*) + \theta \langle y_{k+1}^* - y_k^*, A(x - x_k) \rangle$$

We now want to express both sides of inequality (91) in terms of $\Delta_k(x, y^*)$ and $\Delta_{k+1}(x, y^*)$, starting from the left hand side. Note that the choice of parameters in (27) implies

$$1 + \gamma_0 \tau = 1/\theta \quad \text{and} \quad 1 + \gamma_0^* \sigma = 1/\theta.$$  

As such, the left hand side of (91) is equal to

$$\mathcal{L}(x_{k+1}, y^*) - \mathcal{L}(x, y_k^*) + \Delta_{k+1}(x, y^*)/\theta,$$

and the right hand side of (91) is equal to $\Delta_k(x, y^*)$. Put together, we find

$$\mathcal{L}(x_{k+1}, y^*) - \mathcal{L}(x, y_{k+1}^*) \leq \Delta_k(x, y^*) - \Delta_{k+1}(x, y^*)/\theta.$$  

(92)

This proves the descent rule (30).

**Part 3.** Use (92) and the averages $T_K$, $X_K$ and $Y_K^*$ to compute the sum

$$T_K \mathcal{L}(X_K, y^*) - \mathcal{L}(x, Y_K^*) = \sum_{k=1}^K \frac{1}{\theta^{k-1}} \left( \mathcal{L}(x_k, y^*) - \mathcal{L}(x, y_k^*) \right)$$

$$\leq \sum_{k=1}^K \frac{1}{\theta^{k-1}} \left( \Delta_{k-1}(x, y^*) - \Delta_k(x, y^*)/\theta \right)$$

$$= \sum_{k=1}^K \left( \Delta_{k-1}(x, y^*)/\theta^{k-1} - \Delta_k(x, y^*)/\theta^k \right)$$

$$= \Delta_0(x, y^*) - \Delta_K(x, y^*)/\theta^K.$$  
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This proves the estimate (31). Finally, substitute the saddle point \((x_s, y^*_s)\) for \((x, y^*)\) in inequality (93) and use the saddle-point property \(\mathcal{L}(x_k, y^*_k) - \mathcal{L}(x_s, y^*_k) \geq 0\) to get
\[
\Delta_K(x_s, y^*_k) \leq \theta^K \Delta_0(x_s, y^*_k).
\]
The global bound (32) follows from this upper bound and the lower bound (84) derived in Part 1.

**Part 4.** The global bound (32), assumption (A5), and Fact A.7(viii) immediately imply that the sequence of iterates \(\{y^*_k\}_{k=1}^{\infty}\) converges strongly to \(y_s\). It follows from this and Fact A.2 that the sequence of averages \(\{Y_k\}_{K=1}^{\infty}\) also converges strongly to \(y^*_s\).

Now, consider inequality (93) with \((x, y^*) = (x_s, y^*_s)\) written in full:
\[
\frac{1}{\tau} D_{\phi_X}(x_s, x_k) + \frac{1}{\sigma} D_{\phi_Y^*}(y^*_s, y^*_k) + \frac{\theta}{\sigma} D_{\phi_Y^*}(y^*_k, y^*_k) - \theta \langle y^*_k - y^*_{k-1}, A(x_s - x_k) \rangle \leq \theta^K \left( \frac{1}{\tau} D_{\phi_X}(x_s, x_0) + \frac{1}{\sigma} D_{\phi_Y^*}(y^*_s, y^*_0) \right).
\]
(94)

We wish to bound the bilinear form on the left hand side to obtain a bound on \(x_k\). To do so, use Fact A.1 with \(\alpha = 1/(2\tau \theta \|A\|_{op})\) and identity (85) to obtain the bound
\[
\left| \langle y^*_k - y^*_{k-1}, A(x_s - x_k) \rangle \right| \leq \frac{1}{4\tau \theta} \|x_s - x_k\|^2_X + \frac{1}{\sigma} \|y^*_k - y^*_{k-1}\|^2_{Y^*}.
\]
Substitute in (94) to get
\[
\frac{1}{\tau} D_{\phi_X}(x_s, x_k) + \frac{1}{\sigma} D_{\phi_Y^*}(y^*_s, y^*_k) + \frac{\theta}{\sigma} D_{\phi_Y^*}(y^*_k, y^*_k) - \theta \|y^*_k - y^*_{k-1}\|^2_{Y^*} - \frac{1}{4\tau} \|x_s - x_k\|^2_X \leq \theta^K \left( \frac{1}{\tau} D_{\phi_X}(x_s, x_0) + \frac{1}{\sigma} D_{\phi_Y^*}(y^*_s, y^*_0) \right).
\]
Finally, use the inequalities \(D_{\phi_Y^*}(y^*_s, y^*_k) \geq 0\), \(D_{\phi_Y^*}(y^*_k, y^*_{k-1}) \geq 0\), and \(D_{\phi_X}(x_s, x_k) \geq \frac{1}{2} \|x_s - x_k\|^2_X\) (thanks to assumption (A5) and Fact A.7(viii) with \(m = 1\)) to obtain
\[
\frac{1}{4\tau} \|x_s - x_k\|^2_X \leq \frac{\theta}{\sigma} \|y^*_k - y^*_{k-1}\|^2_{Y^*} + \theta^K \left( \frac{1}{\tau} D_{\phi_X}(x_s, x_0) + \frac{1}{\sigma} D_{\phi_Y^*}(y^*_s, y^*_0) \right).
\]
Taking the limit \(k \to +\infty\) yields \(\lim_{k \to +\infty} x_k = x_s\). It follows from this and Fact A.2 that the sequence of averages \(\{X_K\}_{K=1}^{\infty}\) also converges strongly to \(x_s\). This concludes the proof.
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