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Research studies on machine vision-based driver fatigue detection algorithm have improved traffic safety significantly. Generally, many algorithms assess the driving state according to limited video frames, thus resulting in some inaccuracy. We propose a real-time detection algorithm involved in information entropy. Particularly, this algorithm relies on the analysis of sufficient consecutive video frames. First, we introduce an improved YOLOv3-tiny convolutional neural network to capture the facial regions under complex driving conditions, eliminating the inaccuracy and affections caused by artificial feature extraction. Second, we construct a geometric area called Face Feature Triangle (FFT) based on the application of the Dlib toolkit as well as the landmarks and the coordinates of the facial regions; then we create a Face Feature Vector (FFV), which contains all the information of the area and centroid of each FFT. We use FFV as an indicator to determine whether the driver is in fatigue state. Finally, we design a sliding window to get the facial information entropy. Comparative experiments show that our algorithm performs better than the current ones on both accuracy and real-time performance. In simulated driving applications, the proposed algorithm detects the fatigue state at a speed of over 20 fps with an accuracy of 94.32%.

1. Introduction

Every year, road traffic accidents cause severe damage to human health. According to the statistics from the WHO, fatigue driving is one of the main reasons behind road traffic accidents [1]. National Sleep Foundation points out that about 32% of drivers have at least one fatigue driving experience per month [2]. Fatigue driving is a harmful threat to the driver and other traffic participants. Countries all over the world have made laws to tackle this problem. For example, the Chinese Road Traffic Safety Law stipulates that “Drivers are not allowed to drive continuously for more than 4 hours, and the rest period between every two long-duration driving should be no less than 20 minutes” [3]. In Europe, the law requires that “Drivers should stop and rest for every 4.5 hours of continuous driving, and the rest period should be no less than 20 minutes” [3]. In the United States, the law provision is that “The cumulative maximum daily driving time must not exceed 11 hours, and the continuous daily rest time must not be less than 10 hours” [4]. As mentioned above, fatigue driving is solely associated with driving duration. It is subjective to determine whether the driver is in fatigue state or not without sufficient quantified indexes and reliable data analysis.

According to relevant data, heavy road traffic accidents caused by fatigue driving account for about 50% of all road traffic accidents [5]. Therefore, research on fatigue driving detection is inevitable. The detection algorithms are of the following types.

1.1. Detection Methods Based on Physiology and Behavior. Detection methods based on physiology and behavior are those that judge the driver’s status by installing an intrusive sensor and collecting data that characterizes the driver’s physiology, psychology, and driving operations. These detection methods include EEG signal detection [6], ECG signal detection [7], pulse beat detection [8], and EMG signal detection [9].
1.2. Detection Methods Based on Machine Vision. With distinctive characteristics of the vehicle motion and the behaviors of the driver obtained, this method assesses the driver’s fatigue status. Machine vision-based detection has become the widely used method in fatigue driving detection due to its noninvasion and higher accuracy. This method applies core technologies including face detection, eye positioning, and fatigue assessment. Yan et al. [10] used the mask to locate the eye position by obtaining the driver’s facial image and used PERCLOS to evaluate the driver’s fatigue state. This method has better performance on individuals with conspicuous features, but the fabrication of the mask has a significant influence on the generalization performance of the model. Niu and Wang [11] divided the face image in the sequence image into nonoverlapping blocks of the same size. Then, they managed to use Gabor wavelet transform to extract multiscale features. In order to select the most recognizable ones, they applied AdaBoost algorithm. This method can effectively recognize different genders and postures under various illumination conditions. Using “bright eye effect,” Bergasa and Nuevo [12] located eye position with active near-infrared light source equipment. They used finite-state machine to confirm whether the eye is closed. They also applied fuzzy system to evaluate the fatigue state. However, Bergasa’s algorithm depends highly on hardware level; on the other hand, the effectiveness of the “bright eye effect” strictly relies on surrounding light conditions. You et al. [13] applied the CAMShift tracking algorithm to make the targeted areas detectable even they were under occlusion. Then the eye feature points were obtained according to the specific proportion relationship of the facial organs. Finally, they used PERCLOS to determine driver fatigue state.

1.3. Detection Methods Based on Information Fusion. Any fatigue detection method has its advantages and disadvantages. So comprehensive monitoring of driver fatigue status by various methods is promising. “AWAKE” [14] launched by the European Union is a driving behavior comprehensive monitoring system. It used many sensors such as images and pressures to synthesize the driver’s eye movement, the direction of eyesight, steering wheel grip, and other driving conditions. Then, it made comprehensive detection and evaluation. Seeing Machines [15] conducts multifeature information fusion by detecting facial features such as driver’s head posture, eyelid movement, gaze direction, and pupil diameter. It completed real-time monitoring of driver fatigue status.

Although the technology of fatigue detection has made great progress, it can be better:

(i) Physiology-based driver fatigue detections require a variety of additional monitoring devices or equipment. It would not only reduce comfort during driving but also make the collected data costly and vulnerable, which has set back the popularization of these methods.

(ii) If the light condition changes or the driver’s face is partially occluded, for example, wearing glasses or sunglasses, AdaBoost fails to accurately locate the face position and give the alarm to the driver promptly.

(iii) At present, the commonly used algorithms are based on PERCLOS, which judge fatigue by opening and closing state of the driver’s eyes. However, when the driver’s eyes are too small, the algorithms are easy to misjudge. Moreover, other fatigue indicators are less commonly used due to lower reliability and less robustness.

As above literature studies discussed, results of the driving fatigue detection have defects of high intrusion, low robustness, and low reliability. Therefore, we propose a fatigue driving detection algorithm based on facial motion information entropy. The innovations are as follows:

(i) We design a driver’s face detection architecture based on the improved YOLOv3-tiny convolutional neural network and train the network with the open-source data set WIDER FACE [16]. Compared with other deep learning algorithms, such as YOLOv3 [17] and MTCNN [18], the algorithm based on the improved YOLOv3-tiny network is more accurate and simplified. It has fewer calculations and thus is easy to transplant to other mobiles.

(ii) We used the Dlib toolkit to extract facial feature points recognized by improved YOLOv3-tiny convolutional neural network. Then we created the FFT after analyzing the characteristics of the eye and mouth position. Next, we constructed FFV which contains the overall information of the area and centroid of each FFT. We calculate the FFV of each frame and write it to the database. Thereby a state analysis data set is established. In many research studies the basis for assessing the state of the driver is the recognition result of a single frame or a few frames, which reduce the accuracy of fatigue driving detection. Based on the analysis results of a large number of consecutive frames, we design sliding windows of driving fatigue analysis to obtain the statistical characteristics of the facial motion state. Therefore, the process of driver fatigue can be observed.

(iii) To get rid of the interference that originated from the size differences between every FFT, we introduce the face projection datum plane and apply the projection principle to extract the motion feature points of the face. Then, based on the motion feature points, we propose the facial motion information entropy, which quantitatively characterizes the chaotic degree of the motion feature points of the face. Accordingly, the driver’s fatigue state can be judged. At present, the commonly used algorithms are based on PERCLOS [19], which judge fatigue by opening and closing state of the driver’s eyes. However, when the driver’s eyes are too small, the algorithms are easy to misjudge. Therefore, we
reveal the difference in the motion characteristics between fatigue driving and nonfatigue driving by proposing facial motion information entropy.

This paper is divided into the following seven parts. The first chapter is the introduction. In this part, we introduce the background and research significance of our fatigue driving detection system and the research status from home and abroad. We propose a fatigue driving detection algorithm based on facial motion information entropy with technical innovations. In the second chapter, we explain the algorithm in detail. The structure of this algorithm is a combination of improved YOLOv3-tiny network and Dlib toolkit. The former captures ROI, while the latter obtains facial landmarks and creates a fatigue state data set. We make a description of the definition and calculation method of facial motion information entropy, which is the main index to represent the fatigue state. The third chapter is the experimental analysis. Firstly, the experimental environment and data set are introduced. Then we use qualitative description and quantitative evaluation to measure face detection and feature point location. Finally, we evaluate our fatigue driving detection algorithm in two directions: accuracy and real time. The fourth chapter is the conclusion, which mainly summarizes the main work content of this paper and analyzes the shortcomings of the system and the aspects that need to be improved. Then, we propose the future optimization direction and prospect of the algorithm. Other sections are Data Availability, Conflict of Interests, Acknowledgments, and References.

2. Methodology

The overall pipeline of our approach is shown in Figure 1. The algorithm consists of the following 4 modules.

Face Positioning. The original data source is the real-time camera video. Based on deep learning theory, we apply the improved YOLOv3-tiny network to extract suspected face regions from complex backgrounds.

Feature Vector Extraction. FFT is a geometry area in every frame that contains facial features. Based on the coordinates of the suspected face region, we obtain facial landmarks with the application of the Dlib toolkit and construct FFV by calculating the area and centroid of the driver’s FFT.

Data Set Building. According to the FFV extracted in a certain period, the driver state analysis data set is established in chronological order.

Fatigue Judgment. We design a sliding window as a sampler; every time it analyzes several sequential FFVs which match with the related sequential frames by projecting the FFV on the facial projection datum. Afterwards, it loops through all FFVs and outputs a facial motion information entropy corresponding to the current facial feature point set. We then compare the facial motion information entropy with its threshold to evaluate the fatigue state of the driver.

2.1. Face Detection Based on the Improved YOLOv3-Tiny Network. Face detection location is the foundation of driver fatigue detection, and the accuracy of the results has a great impact on the algorithm’s performance. So, accurate and rapid face detection is the fundamental task of the driving fatigue detection algorithm. In the traditional face detection algorithm, the face features are mostly based on prespecified features such as Haar and HOG [20, 21]. In terms of Haar features, Viola and Jones [22] propose a joint Haar feature for face detection algorithms. However, image features may lose because of inappropriate face postures, dim light conditions, noise interference, or a partially occluded face, which decreases the robustness and reliability of prespecified feature method. Recently, deep learning theory provides new ways for detection and segmentation [23]. It can be divided into 2 categories: one transfers the target detection model to face detection and segmentation process; the other is the cascade methods, such as MTCNN [24, 25] and Cascade CNN [26]. Compared with the traditional methods [27], the face detection based on convolutional neural network extracts features autonomously instead of man-made operation. With the support of data sets, face detection performance has been greatly improved.

The YOLO [28] (You Only Look Once) model is a fast target detection model based on deep learning [29]. It is a separate end-to-end network that turns target detection into a regression problem. Specifically, we can replace the sliding window in the traditional target detection to the regression method and convolutional neural network (CNN) [30]. This method of feature extraction is less affected by the external environment and has the advantage of extracting target features quickly.

Inspired by the idea of YOLO model, we transform the multiobjective regression into the single target regression, hence reducing the calculation amount. Then, we improve YOLOv3-tiny network to locate suspected face regions. The YOLOv3-tiny network is a simplified version of YOLOv3, so it has better real time than YOLOv3. It simplifies the YOLOv3 feature detection network darknet-53 to 7 conventional convolution layers and 6 Max Pooling layers and 1 Up Sample layer. The improved network structure is shown in Figure 2. In the figure, “Darknetconv2d BN Leaky” (DBL) is the basic component of the network, “Conv” is the convolution layer, and “Leaky ReLU” is the activation function. Batch normalization (Batch Norm) is a regularization method that guarantees the algorithm convergence and avoids overfitting. Concat sandwiches a sample layer in the middle of two DBL. Nonmaximum suppression (NMS) is to eliminate the extra facial box and locate the best driver’s face suspected area.

We consider that the images used for analysis for fatigue driving contain only one face. If the network shows high accuracy in multiface detection, one face detection will be more accurate. So, in the YOLOv3-tiny network training phase, we use the WIDER FACE (Face Detection Data Set and Benchmark) (http://wider-challenge.org/2019.html) [16] data set as the driving data. The WIDER FACE data set includes 32,203 images and 393,703 marked faces, which is one of the most common face databases. The data set includes
includes different scales, poses, occlusions, expressions, makeup, and lighting, as shown in Figure 3.

The WIDER FACE data set has the following features:

(i) The data set is divided into three types: training set, test set, and verification set, which, respectively, account for 40%, 50%, and 10% of the data set

(ii) There are a large number of faces in each image, which contains an average of 12.2 faces

(iii) The data set pictures are high-resolution color images

Firstly, based on the YOLOv3-tiny network, the picture of the WIDER FACE data set is adjusted to 10 different sizes, and every picture is divided into 13 × 13 grid cells or 26 × 26 grid cells. Then, we find the location of the driver’s face on the nonoverlapping grid cell and classify it. For each grid cell, the network outputs B bounding boxes as well as the corresponding confidence and the conditional probability of the driver’s face. Finally, nonmaximal values are used to suppress redundant bounding boxes. The confidence formula is given as

\[
score = P_r \text{ (Object) } \times \text{ IOU}_{\text{truth}}^{\text{pred}},
\]

where \(P_r \text{ (Object)}\) is the probability of the driver’s face. If the face is included, \(P_r \text{ (Object)} = 1\); otherwise \(P_r \text{ (Object)} = 0\). \(\text{IOU}_{\text{truth}}^{\text{pred}}\) is the intersection over union (IOU) of the bounding box to the real box.

There are four basic elements in the YOLOv3-tiny network loss function: the central error term of the bounding box, the width and high error term of the
Bounding box, the error term of the prediction confidence, and the error term of the prediction category. We managed to use the offline trained YOLOv3-tiny network to extract the accurate face region for further research.

2.2. Driver’s Facial Motion Feature Extraction

2.2.1. Face Feature Location Based on the Dlib Toolkit. On the driver’s face area located by the improved YOLOv3-tiny network, we used the face key point detection model based on the Dlib-ml [31] library to extract the fine-grained features of a driver’s face (as is shown in Figure 4(a)). The Dlib library contains 68 face key points. The testing principle is applying cascading shape regression to check all the key points of the face component.

The face detection process is as follows. Firstly, the feature of the input image is extracted, including the features of the face contour, eyebrows, eyes, nose, and mouth contours. Secondly, the extracted features are mapped to the face feature points through a trained regressor; at this point, an initial shape of the key points of the human face component is generated from its original image. Thirdly, gradient boosting [32] is used to iteratively adjust the initial shape until it matches with the real shape; then the cascaded regressor of each stage is calculated with the least-square method.

The face key point detection method of the Dlib library is based on the ensemble of regression trees (ERT) algorithm [29]. It uses the regression tree set to estimate the face feature points, and the speed of calculation is fast. The detection of 68 key points in each face takes about 1 ms. Similar to [33] and [34], this cascade regressor method is available even though feature points are partially missing in the training sample set. The iterative algorithm process uses the following formula:

$$\vec{S}^{t+1} = \vec{S}^{t} + R_{t}(h(I, \vec{S}^{t}))$$

where $T$ is the number of rounds of the regression and $\vec{S}^{t}$ is the current shape estimation; each regression $R_{t}(\cdot)$ predicts an increment based on the input images $I$ and $\vec{S}^{t}$, that is, $R_{t}(h(I, \vec{S}^{t}))$. The initial shape used is the average shape of the training data, and the update strategy is the Gradient Boosting Decision Tree (GBDT) algorithm [32]. Every time, for each separate subregion, we train a weak classifier whose predictive value approximates the true value of that subregion. Ultimately, the predicted value of the whole region is the weighted sum of every predicative value.

When the driver’s face is detected, the feature points of the face are obtained in real time by the above algorithm, as shown in Figure 4(b).

2.2.2. Motion State Parameter Extraction. As discussed above, drivers get exhausted naturally during driving due to physiological and psychological state changes. At that time, they are in fatigue state. Fatigue driving endangers the driver and other traffic participants, as it declines the driving cognitive and driving skills, therefore resulting in misperception, misjudge, and misoperation. To ensure driving security and traffic safety, the driver must have a clear understanding of the driving condition and surrounding road environments all the time [35]. It requires the driver to continually adjust the head orientation and the fixation point of the eye. Compared to nonfatigue driving, the driver’s visual field adjustment behaviors change significantly whether in the early, middle, or late stages of fatigue [36]. The facial motion state, such as movement amplitude and frequency, is abnormal.

Hence, we propose a Face Feature Triangle to characterize the driver’s facial motion state. Based on face feature location, we defined a Face Feature Triangle (FFT). As shown in Figure 5, the midpoint of left eye is A, the midpoint of right eye is B, and the midpoint of mouth is C. The three points consist of the FFT. According to the FFT, we define the Face Feature Vector (FFV), as
where \((F_x, F_y)\) is the midpoint of the FFT and \(S\) is the area of the FFT. According to the plane triangle’s center of gravity and area formula, \(F_x, F_y, S\) are as shown in the following equation:

\[
\begin{align*}
\text{FFV} & = (F_x, F_y, \sqrt{S}), \\
F_x & = \frac{A_x + B_x + C_x}{3}, \\
F_y & = \frac{A_y + B_y + C_y}{3}, \\
S & = \left| A_xB_x - A_xB_y + B_xC_y - C_xB_y + C_xA_y - A_xC_y \right|/2.
\end{align*}
\]  

Among them, according to Figure 4(a), Dlib face feature point positioning, and midpoint two-dimensional coordinate formula, the coordinates \((A_x, A_y), (B_x, B_y), \) and \((C_x, C_y)\) are defined as

\[
\begin{align*}
(A_x, A_y) & = \left( \frac{p_{36x} + p_{39x} + p_{39y}}{2}, \frac{p_{36y} + p_{39y}}{2} \right), \\
(B_x, B_y) & = \left( \frac{p_{42x} + p_{45x} + p_{45y}}{2}, \frac{p_{42y} + p_{45y}}{2} \right), \\
(C_x, C_y) & = \left( \frac{p_{60x} + p_{64x} + p_{64y}}{2}, \frac{p_{60y} + p_{64y}}{2} \right),
\end{align*}
\]  

where \(p_{36}\) is the coordinate of point 36 in Figure 4(a).

As is shown in Figure 6, FFT varies significantly with the driver’s face position; therefore the FFV is suitable for characterizing the state of facial motion in the fatigue detection algorithm.

2.3. Driver’s Facial Feature Points Collection. Generally, head posture-based fatigue detection algorithms [37] depend on the characteristics of instantaneous head motions such as nodding to determine whether the driver is in fatigue state. It is challenging to judge fatigue based on a single frame or a small number of frames and there may even be misjudgment. Therefore, it is necessary to study the statistical characteristics of the driver’s facial movement state during fatigue. As described in Section 2.2, to extract the statistical characteristics of facial motion and find the relationship between statistical characteristics and driving fatigue state, we define FFT. Since the area of the FFT varies with the distance between driver’s head and the camera, in order to get regularized data, we apply a face projection datum plane method. As shown in Figure 7, it projects all FFTs to a preset
projection datum plane and eliminates the interference that originated from the distance difference. The area of the projection datum plane is $S_0$, and projection formula is shown in the following equation:

$$
egin{align*}
    x &= \left( F_x - \frac{\text{col}}{2} \right) \cdot \frac{S}{S_0} + \frac{\text{col}}{2}, \\
    y &= \left( F_y - \frac{\text{row}}{2} \right) \cdot \frac{S}{S_0} + \frac{\text{row}}{2},
\end{align*}
$$

Figure 6: Different facial movement states and FFV differences, where $X$ is $F_x$, $Y$ is $F_y$, and $Z$ is $\sqrt{S}$. “Left” stands for the left swing of the face, “Normal” stands for normal face posture, and “Right” stands for the right swing of the face.

Figure 7: Projection schematic.

2.4. Driver Fatigue State Assessment Model Based on Facial Motion Information Entropy

2.4.1. Facial Motion Information Entropy. As mentioned above, in nonfatigue state, a driver is active to quickly switch
the fixation point and head orientation, whereas in the opposite situation the drivers change their head position much more slowly.

To compare the difference between frequency and amplitude of the gaze point and head orientation in the two driving states, based on the facial motion feature points, we count the set of facial motion feature points under a large number of consecutive frames. Figures 9(a) and 9(b) show the set of facial motion feature points under fatigue and nonfatigue conditions, respectively.

Accordingly, compared with the fatigued driving state, the nonfatigue facial motion feature points are more divergent and chaotic. “A Mathematical Theory of Communication” [38] pointed out that any information is redundant, and the redundancy is related to the probability or uncertainty of each symbol (number, letter, or word) in the message. That is information entropy, a concept from thermodynamics. It refers to the average amount of information after removing the redundant parts. The following equation shows the mathematical expression of information entropy:

\[ H(X) = -\sum_{x \in X} p(X) \log p(X). \]  

(7)

Based on the location of facial feature points in Section 2.2.1, we extract the FFV and establish the state analysis data set. Then, the facial motion information entropy is defined according to the concept of information entropy. Thus, the indicator to assess the degree of chaos of the facial feature point set is established. The calculation method is as follows:

1. Calculate the center point \( (\overline{F}_x, \overline{F}_y) \) of the facial motion feature point set, and \( N \) is the number of feature points, as is shown in

\[
\overline{F}_x = \frac{\sum F_{x,i}}{N}, \\
\overline{F}_y = \frac{\sum F_{y,i}}{N}. \]

(8)

2. Calculate the Euclidean distance denoted as \( l_i \) from each feature point to the center point, where \( i = 1, 2, \ldots, N \), as shown in

\[
l_i = \sqrt{(F_x - \overline{F}_x)^2 + (F_y - \overline{F}_y)^2}. \]

(9)

3. Calculate the mean value and standard deviation of distance, as is shown in the following equation

\[
\mu_i = \frac{\sum_{i=1}^{N} l_i}{N}, \\
\sigma_i = \sqrt{\frac{\sum_{i=1}^{N} (l_i - \mu_i)^2}{N}}. \]

(10)

4. The interval \( I_i \) is defined as equation (11), where \( i = 1, 2, \ldots, i_{\text{max}} \). \( i_{\text{max}} \) is defined as equation (12):

\[
I_i = \left[ (i-1) \ast \frac{\mu_i}{\sigma_i}, i \ast \frac{\mu_i}{\sigma_i} \right], \quad (11)
\]

\[
i_{\text{max}} = \frac{\max(I_1, I_2, \ldots, I_{N})}{\mu_i/\sigma_i} + 1. \quad (12)
\]

5. According to the distance from each feature point to the center point, the number of distances falling in the interval \( I_i \) is counted as \( n_i \).

6. Calculate facial motion information entropy \( H_F(X) \), as is shown in

\[
H_F(X) = -\sum_{i=1}^{i_{\text{max}}} p(x_i) \log p(x_i), \quad p(x_i) = \frac{n_i}{N}. \]

(13)

2.4.2. Design of Driver’s Facial Motion Information Entropy Classifier Based on SVM. As mentioned above, when drivers focus well on driving, they usually switch the fixation point and head orientation in order to get a better view of the driving environments, and the facial motion information entropy is higher. On the contrary, information entropy is much lower under fatigue driving situations. We use the training set in the open-source dataset YawDD (http://www.site.uottawa.ca/~shervin/yawning/) [39]. It contains fatigue driving data sets of all ages and people of all races, including different genders and facial features. It provides videos that record several common driving conditions such as driving with glasses, speaking, and singing while driving, even pretending to be simulating fatigue.

SVM [40] is a machine learning model that adopts the structural risk minimization criterion under the framework of statistical learning theory. It is a linear classifier model with the largest interval defined in the feature space. Given a training data set \( S = \{(x_i, y_i), i = 1, 2, \ldots, N\} \) on a feature space, \( x_i \in R^d \) is the \( i \)th input sample and \( y_i \in \{+1, -1\} \) is the label corresponding to \( x_i \). When \( y_i = +1 \), \( x_i \) is called a positive sample, and when \( y_i = -1 \), \( x_i \) is a negative sample.

Generally, a linear discriminant function \( f(x) = w^T x + b \) in a \( d \)-dimensional space can distinguish two types of data, and a classification hyperplane can be described as

\[
w^T \cdot x + b^* = 0. \]

(14)
The normal vector $w^T$ and the intercept $b$ determine the superclass surface function. According to the basic idea of SVM, the constrained optimization problem of linear separable support vector machine can be obtained:

$$
\begin{align*}
\min_{w,b} & \quad J(w) = \frac{1}{2} \|w\|^2 \\
\text{s.t.} & \quad y_i (w^T x_i + b) \geq 1, i = 1, 2, \ldots, N.
\end{align*}
$$

(15)

In the training phase of the driver’s face mark box, the improved YOLOv3-tiny is used as the training network, and the training set is applied to detect the driver’s face. As described in Section 2.4.1, the driver’s facial motion information entropy is calculated based on the positioning information of the Dlib face feature points. Among them, when $y_i = +1$, $x_i$ is a positive sample, indicating that the driver is in nonfatigue driving state, and when $y_i = -1$, $x_i$ is a negative sample, indicating that the driver is in fatigue driving state. Combined with the constraints of equation (15), the hyperplane parameters $w^T$ and $b$ can be calculated to obtain the driver’s facial motion information entropy classifier.

Experiments show that the projection datum area $S_0$ has different values, which will affect the parameters $w^T$ and $b$ of the driver’s facial motion information entropy classifier. In the experiment, $S_0$ is set to 10000.

2.4.3. Fatigue Judgment Based on Facial Motion Information Entropy. As mentioned above, the original image of the driver was acquired with an in-vehicle camera, and the improved YOLOv3-tiny network was used to detect the driver’s face. The face area will be extracted as an input subimage, and then the Dlib toolkit is used to obtain the facial feature points of the subimage if the face is detected in a frame image. If not, the system will determine that the driver’s head posture is abnormal. If it is determined that the driver’s head posture is abnormal for more than 10 consecutive frames, the system will issue an alarm. Based on the face landmarks, the FFV is calculated according to the coordinates of the eye feature points and the mouth feature points. Within a certain number of frames (the number of frames set in this paper is more than 1000 frames), we count the FFV per frame. Considering that fatigue often generates during driving, if directly calculating the facial motion information entropy of all FFVs, the result may be inaccurate. In order to improve accuracy, as is shown in Figure 10, the paper sets a sliding window to calculate the facial motion information entropy in segments on all FFVs. The window size is set to 1000, and the sliding step size is set to 100. Each time the sliding window slides, the 1000 FFVs in the current sliding window are obtained first. Then, we can obtain the set of facial motion feature points in the current window. Finally, the facial motion information entropy $H_F(X)$ in the current window is calculated. Set $Th_{HF}(X)$ as the judgment threshold by training the SVM classifier on the YawDD training set. If $H_F(X) < Th_{HF}(X)$, the judgment is that the driver is in fatigue state. Otherwise, the sliding window moves to the next position to continue analyzing.

The flow chart of fatigue judgment based on facial motion information entropy is shown in Figure 11.

3. Results and Discussion

In order to verify the validity of the algorithm, we evaluated the performance of the improved YOLOv3-tiny network with the public data sets WIDER FACE and YawDD. On this basis, the design comparison experiment is carried out to verify whether the fatigue driving detection algorithm based on facial motion information entropy is correct.

3.1. Experimental Environment and Data Set. The experimental platform is the Intel Core i5-8400 with x86 architecture, and the CPU clock speed is 2.80 GHz. Graphics card is GTX1060 with Pascal architecture (CUDA: 9.2;
The RAM is 8G DDR4, and the opencv3.4.6 image library is used. The deep learning computing framework is PaddlePaddle1.5. The environment of the program is python 3.6. Hardware configuration is shown in Table 1.

The data set used in the experiment included the public data sets WIDER FACE and YawDD, where the public data set WIDER FACE includes 32203 pictures and 393703 marked faces, which is used to train Yolov3-tiny’s face network. However, the WIDER FACE data set only contains marker face images and does not provide any information about the driver’s fatigue status. Therefore, the WIDER FACE data set cannot be used to analyze driver fatigue status. YawDD is a data set of fatigue driving detection including male and female volunteers in the naked eye, wearing glasses, normal state, speaking/singing, and simulated fatigue. So we choose YawDD data set as test set of fatigue driving detection. The detection result of the YawDD data set is shown in Figure 12.

### Table 1: Hardware configuration table.

| Type             | Specific parameters                                      |
|------------------|----------------------------------------------------------|
| Processor        | Intel(R)Core(TM)i5-8400 CPU@2.80 GHz 2.81 GHz            |
| GPU              | NVIDIA GeForce GTX1060 6 GB                              |
| Computer version | Windows 10                                               |
| RAM              | 8.00 GB                                                  |
| Python version   | 3.6                                                      |
| Opencv version   | 3.4.6                                                    |
| Paddle version   | 1.5                                                      |
| CUDA version     | 9.2                                                      |
| CUDNN version    | 7.2                                                      |

### 3.2. Face Detection and Feature Point Location

#### 3.2.1. Qualitative Description

In order to verify the effectiveness of face detection based on the improved YOLOv3-tiny network and the accuracy based on the Dlib facial feature point location, the experiments were performed in the laboratory and in the vehicles.
In the laboratory, the light is uniform and does not drastically change. The face recognition algorithm based on improved YOLOv3-tiny network can accurately detect faces from test videos. The face area can be correctly marked, as shown in Figures 13(a) and 13(b) (1-1) and (1-2). Besides, the algorithm can detect the driver’s face area and mark feature points, even in the cases of wearing glasses (as shown in Figure 13 (2-1)), head tilting (as shown in Figure 13 (1-3)), and expression changing (as shown in Figure 13 (2-2)).

In the vehicle experiment, the change of illumination may cause high interference to the driver’s face detection and feature point location. So, it is crucial to verify the effectiveness of the algorithm in the real vehicle scenario. In the real driving scene, the algorithm can complete face detection and feature point location in case of uneven illumination, as is shown in Figure 13 (4-1). It can be seen that the algorithm has excellent recognition performance and robust performance in both the laboratory and real vehicle, and this will provide the basis for the driver’s fatigue feature extraction and fatigue state assessment.

3.2.2. Quantitative Evaluation. The improved YOLOv3-tiny network provides face landmarks for fatigue driving detection. Its performance represents the effectiveness of the fatigue driving detection algorithm. Therefore, we quantitatively evaluate the performance of the improved YOLOv3-tiny network on the WIDER FACE data set.

In this paper, we adopt the ROC curve [41] theory for evaluation. Accuracy is the ratio of the number of correctly predicted samples to the total number of samples, and it is an intuitive evaluation index of model performance. However, the accuracy rate is difficult to express the pros and cons of the model in case of uneven distribution of positive and negative sample data. The sensitivity indicates the proportion of all positive samples correctly detected. Specificity indicates the proportion of all negative samples correctly detected. The ROC curve is a comprehensive indicator formed by the combination of sensitivity and specificity and reflects the sensitivity and specificity of continuous variables.

(1) Accuracy (ACR). In the task of the driver’s face detection, the ACR is the ratio of the number of correctly detected images to the total number of images:

\[ \text{ACR} = \frac{N_{\text{detected}}}{N_{\text{total}}} \]  \hspace{1cm} (16)

where \( N_{\text{detected}} \) is the number of correctly detected images and \( N_{\text{total}} \) is the total number of images.

In the process of improving the YOLOv3-tiny network training and verification, the intersection ratio parameter (IOU) [42] is introduced to measure the similarity between the face detection area and the marked real area. IOU is a standard for measuring the accuracy of a corresponding object in a specific data set. In Figure 14, \( \text{face}_d \) is the face area detected by the model, face is the real area marked, and the calculation formula is given in the following equation (17): where \( \text{Area}(\text{face}_d \cap \text{face}) \) is the area of \( \text{face}_d \cap \text{face} \) and \( \text{Area}(\text{face}_d \cup \text{face}) \) is the area of \( \text{face}_d \cup \text{face} \).

\[ \text{IoU} = \frac{\text{Area}(\text{face}_d \cap \text{face})}{\text{Area}(\text{face}_d \cup \text{face})} \]  \hspace{1cm} (17)

The intersection ratio indicates the degree of overlap between the model prediction area and the real area. As can be seen from Figure 14, the higher the value is, the higher the detection accuracy is. In the case where \( \text{IOU} = 1 \), the prediction box overlaps with the real box. Generally speaking, the object is correctly detected when the IOU is more than 0.5. In the face detection process, we adopt a higher threshold. In this paper, when the IOU is more than 0.75, the face is considered to be correctly detected. Figure 15 shows the accuracy curve of the driver’s face detection during the training of the improved YOLOv3-tiny network. It can be seen that, with the increase of training rounds, the accuracy of face detection gradually increases. The improved YOLOv3-tiny network has an accuracy rate of 98.5%.

(2) ROC Curve. Sensitivity and specificity are important evaluation indicators of the pattern recognition model. If
you use TP, TN, FP, and FN to indicate the number of true-positive, true-negative, false-positive, and false-negative samples, respectively, in a test, then the definitions of sensitivity $S_n$ and specificity $S_p$ are

\begin{align*}
S_n &= \frac{TP}{TP + FN} \\
S_p &= \frac{TN}{TN + FP}
\end{align*}  \tag{18}

Figure 13: The results of face detection and feature point location. (a) (1-1). (b) (1-2). (c) (1-3). (d) (1-4). (e) (2-1). (f) (2-2). (g) (2-3). (h) (2-4). (i) (3-1). (j) (3-2). (k) (3-3). (l) (3-4). (m) (4-1). (n) (4-2). (o) (4-3). (p) (4-4).

Figure 14: Intersection over union.
A ROC curve is a graph of the relationship between the true-positive rate (sensitivity) and the false-positive rate (1 − specificity). The ROC curve is one of the comprehensive indicators for characterizing the accuracy of pattern recognition tasks, and the closer the ROC curve is to the upper left corner, the better the model performance is.

Figure 16 shows the ROC curve of the driver’s face detection model. As can be seen from the figure, the ROC curve corresponding to the improved YOLOv3-tiny network is close to the upper left corner of the graph, indicating high accuracy in face detection.

In summary, by evaluating the performance of the improved YOLOv3-tiny network on the WIDER FACE data set, it is shown that the improved YOLOv3-tiny network in this paper has high accuracy. Besides, the ROC curve indicates that the algorithm can effectively avoid two types of errors in the driver’s face recognition, that is, to ensure that the driver’s face can be correctly detected while avoiding the misjudgment on the face.

3.3. Fatigue State Evaluation

3.3.1. Accuracy. We use the YawDD data set to test the performance of fatigue detection. Face detection and facial feature point location are the basis of fatigue driving detection. The FFV of each frame in the on-board video is calculated and stored based on the facial feature points. Calculate the FFVs of all video frames in a certain period, and establish a state analysis data set. The sliding window (discussed in Section 2.4.3) is applied to the state analysis data set to calculate the facial motion information entropy for each sliding. If the entropy does not exceed the threshold, we can conclude that the driver is in fatigue state. Videos are randomly selected from the data set for fatigue driving detection. The process of fatigue driving detection is shown in Figure 11.

In this paper, we randomly select ten videos from the YawDD test set, including nonfatigue driving status and fatigue driving status. The facial information entropy threshold for judging fatigue state is 1.32, and the results are shown in Table 2. It can be seen that the accuracy of the fatigue driving detection in the randomly selected ten videos is 90%, and the correct rate of the system in the entire test set of YawDD is 94.32%.

3.3.2. Speed. Based on hardware configuration as shown in Table 1, a comparison test is performed on the image source to verify the real-time performance of the system. The results are shown in Table 3.

Table 3 illustrates that YawDD Video excels at face detection time. One possible reason is the difference between
the data reading methods, and the YawDD Video method gets the data from the video stream directly.

Our algorithm shows that the system has good accuracy and high-speed performance under various conditions and can accurately judge the fatigue state of the driver. Compared with AdaBoost+CNN and CNN+DF_LSTM algorithms [43, 44], our method improves the accuracy of the fatigue driving detection algorithm. It also has better real-time performance, which meets the requirements of the fatigue driving detection system. The comparative result is shown in Table 4.

| Table 2: Sample fatigue test table. |
|-------------------------------------|
| Sample number | Facial motion information entropy | Actual driving status | Predictive driving status |
|----------------|--------------------------------|----------------------|--------------------------|
| 1              | [1.23, 0.96, 0.56, 1.20, 1.40, 0.49, 0.65, 0.45, 0.75] | Fatigue | Fatigue |
| 2              | [1.10, 1.42, 0.86, 0.52, 0.97, 0.95, 1.50, 0.88] | Fatigue | Fatigue |
| 3              | [2.50, 2.42, 2.65, 1.93, 2.01, 2.89, 3.32, 3.21] | Nonfatigue | Nonfatigue |
| 4              | [0.57, 0.87, 0.34, 0.67, 0.95, 1.12, 1.21, 1.29, 1.01] | Fatigue | Fatigue |
| 5              | [1.98, 1.87, 1.93, 2.03, 3.23, 3.42, 3.34, 2.72] | Nonfatigue | Nonfatigue |
| 6              | [0.62, 0.57, 0.88, 1.02, 1.42, 1.45, 0.92] | Fatigue | Fatigue |
| 7              | [2.22, 1.52, 2.33, 2.78, 3.11, 2.07, 2.98, 3.04] | Nonfatigue | Nonfatigue |
| 8              | [1.35, 1.02, 1.22, 0.78, 0.56, 0.22, 0.24, 0.31, 0.55] | Fatigue | Fatigue |
| 9              | [2.44, 2.57, 2.72, 1.98, 1.42, 1.30, 2.23, 2.89, 2.66] | Nonfatigue | Nonfatigue |
| 10             | [1.50, 0.89, 0.76, 0.71, 0.65, 0.88, 0.31, 0.42, 0.51] | Fatigue | Fatigue |

| Table 3: The time spent in fatigue status judgment. |
|-----------------------------------------------|
| Image source | Face detection time (ms) | Facial feature point positioning time (ms) | Calculate FFV time (ms) | Total time (ms) |
| Camera       | 34.52                      | 13.91                     | 1                      | 49.43             |
| YawDD Video  | 32.13                      | 13.91                     | 1                      | 47.04             |

| Table 4: Comparison of fatigue detection algorithms. |
|-----------------|--------|--------|
| Algorithms       | Accuracy (%) | Speed (ms·f−1) |
| AdaBoost + CNN   | 92.10  | 58.61  |
| CNN + DF_LSTM    | 91.48  | 65.64  |
| Algorithm in this paper | 94.32 | 49.43 |

The Dlib toolkit is used to extract facial feature points on the face area that is located by the improved YOLOv3-tiny convolutional neural network. Then, the driver’s FFT is established by analyzing the positioning characteristics of the eye and mouth. Finally, the driver’s FFV is constructed by the area and centroid of FFT. We calculate the FFV of each frame and write it to the database. Thereby a state analysis data set is established. In many research studies, the basis for assessing the state of the driver is the recognition result of a single frame or few frames, which reduce the accuracy of fatigue driving detection. In this paper, based on the analysis results of a large number of consecutive frames, we design sliding windows of driving fatigue analysis to obtain the statistical characteristics of the facial motion state. Therefore, the process of driver fatigue can be observed.

4. Conclusions and Future Directions

With the rapid increase of global car ownership, road traffic accidents have become one of the leading causes of human death in the world. Fatigue driving is one of the main causes of road traffic accidents. Fatigue driving can seriously affect driving skills and seriously threaten drivers and other traffic participants. At present, fatigue driving detection and early warning have achieved better research results, but they still need some improvements, such as high intrusiveness, poor detection performance in complex environments, and simple evaluation indicator. Therefore, we propose a new detection algorithm for fatigue driving based on facial motion information entropy. The main contributions are as follows.

(i) We design a driver’s face detection architecture based on the improved YOLOv3-tiny convolutional neural network and train the network with the open-source data set WIDER FACE. Compared with other deep learning algorithms, such as YOLOv3 [17] and MTCNN [18], the algorithm based on the improved YOLOv3-tiny network improves the face recognition accuracy, simplifies the network structure, and reduces the amount of calculation. Then, it is more convenient to transplant to the mobile. The accuracy rate of face recognition based on the improved YOLOv3-tiny network is up to 98.5%, and single test just takes 34.52 ms.

(ii) The Dlib toolkit is used to extract facial feature points on the face area that is located by the improved YOLOv3-tiny convolutional neural network. Then, the driver’s FFT is established by analyzing the positioning characteristics of the eye and mouth. Finally, the driver’s FFV is constructed by the area and centroid of FFT. We calculate the FFV of each frame and write it to the database. Thereby a state analysis data set is established. In many research studies, the basis for assessing the state of the driver is the recognition result of a single frame or few frames, which reduce the accuracy of fatigue driving detection. In this paper, based on the analysis results of a large number of consecutive frames, we design sliding windows of driving fatigue analysis to obtain the statistical characteristics of the facial motion state. Therefore, the process of driver fatigue can be observed.

(iii) To eliminate the interference of change of the FFT’s area to fatigue driving judgment, we introduce the face projection datum plane and apply the projection principle to extract the motion feature points of the face. Then, based on the motion feature points, we propose the facial motion information entropy, which quantitatively characterizes the chaotic degree of the motion feature points of the face. Then, we train the SVM classifier using the open-source data set YawDD [37]. Experiments show that the
projection datum area $S_p$ has different values, which will affect the parameters $w^T$ and $b$ of the driver’s facial motion information entropy classifier. We design fatigue judgment algorithm based on facial motion information entropy, and the comparison experiments show that our algorithm has an accuracy rate of 94.32% and an algorithm speed of 49.43 ms/f, which further improve the accuracy and speed of the driver’s fatigue detection algorithm.

In the future, we will focus on the following research:

1. Upload the results of the fatigue detection to the cloud platform and combine the big data analysis techniques to analyze the driver’s fatigue period [45]
2. Integrate the fatigue driving detection algorithm into ADAS (Advanced Driving Assistant System) [46, 47]
3. Expand the applicable environment of the algorithm and explore the driver fatigue detection algorithm based on facial motion information entropy in night environment [48, 49]
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