Qualitative studies produce rich insights on accounting phenomena in complex social environments. However, the data analysis phase presents many challenges and places heavy demands on the individual researcher. This paper describes in detail, the application of quantitative analytical protocols to support qualitative data analysis during a PhD study. The protocols were developed to manage the task of analysing large volumes of data in a complete and unbiased way. The paper provides useful insights for qualitative researchers on the steps involved in implementing this approach and considers both its merits and problems.

1. INTRODUCTION

Qualitative studies are popular among accounting scholars. This context-rich approach expands our understanding of how accounting phenomena are created, experienced and interpreted within a complex social environment (Mason, 2012). However, qualitative research places heavy demands on the individual researcher particularly during the data analysis phase (Ahrens & Dent, 1998; O’Dwyer, 2008) with one such challenge being the large volume of data commonly generated. Analysis of large bodies of narrative text is time-consuming, resource-intensive and subject to interpretation bias reducing the external validity of such research (Indulska et al., 2012).

The objective of this paper is to encourage researchers, particularly doctoral students, to consider an analytical protocol that combines quantitative methods alongside traditional qualitative approaches. The major focus of the paper is to provide a detailed explanation of a systematic analytical protocol designed to reveal key connections between phenomena of interest. Rather than a conceptual discussion, the protocol is described within the context of the author’s own data analysis experience while undertaking a doctoral study. This provides a context to consider how the analytical protocol, namely C-Ratios (which quantify the relative strength of interactions between constructs by normalising the frequency of data coding co-occurrences), supported the research objectives. C-Ratios are an effective technique in managing the analysis of large volumes of narrative data and ensuring consideration is given to all data in interpreting data and drawing conclusions.

The following section discusses the separation that has emerged between quantitative and qualitative research. Section 3 discusses some challenges faced by qualitative researchers during data analysis. Section 4 details the application of quantitative analytical methods to qualitative data. Section 5 provides a detailed description of the use of C-Ratios as a key element of data analysis in one study. Finally, the paper concludes with a retrospective evaluation of the use of the technique and considers its merits and the problems encountered.

2. SEPARATION BETWEEN QUANTITATIVE AND QUALITATIVE RESEARCH

From a methodological perspective, research is commonly classified as either qualitative or quantitative and both approaches are valid (Myers, 2009). The distinctions between approaches are frequently stereotyped, for example: theory builders or theory testers; creators of horizontal or vertical knowledge; addressing questions regarding ‘how & why’ or ‘how often & how many’ (Malina et al., 2011; Pratt et al., 2020). In the context of accounting, studies tend to adopt either quantitative or qualitative methods (Ihan-tola & Kihn, 2011) and both methods fruitfully advance our understanding of accounting phenomena. However, accounting scholars have highlighted the worrying trend of separation between methodological camps (Euske et al., 2011; Modell, 2005, 2007). This has resulted in researchers being stereotyped as: ‘number crunchers’ or ‘naval gazers’; concerned with either ‘hard or squishy’ (Malina et al., 2011, p. 60). This divide has resulted in "methodological camps that do not communicate well to refine or modify our incomplete theories and knowledge of practice" (Malina et al., 2011, p. 60). As Modell & Humphrey (2008, p. 95) argue, the “dividing lines .... might have been over-drawn”. Research is fundamentally a process of building on prior knowledge and advances in knowledge depend on researchers extending ideas, results and procedures of peers in their research communities (Euske et al., 2011). The existence of separate methodological camps is concerning as it may potentially hamper scholarly advances.

Quantitative methods can be traced back to the natural sciences and are widely used in the social sciences and include for example, survey methods or experiments (Myers, 2009). These methods are appropriate for large data sam-
samples where the researcher is drawing on pre-existing research instruments to generate statistical testable data (Cresswell, 2009). Emphasis is placed on testing theory and hence the relationship between theory and research tends to be viewed as deductive. Studies of this type tend to focus on explaining phenomenon variance through confirmatory testing, making systematic comparisons, measuring and analysing causal relationships (Pratt et al., 2020; Silverman, 2005). The trends and patterns that emerge can then be generalised to a wider population (Cresswell, 2009; Myers, 2009). In this tradition, methodological transparency is critical to demonstrate trustworthiness (Pratt et al., 2020) as findings should be replicable.

In contrast, qualitative approaches emerged from the traditions of anthropology and sociology (Myers, 2009; Pelto & Pelto, 1978) and includes, for example, case studies and field studies. This type of research relaxes the rigours of quantitative methods and permits the researcher to explore complex relationships and to discover rather than confirm or test (Corbin & Strauss, 2008). According to Moll et al. (2006), the philosophical origins of qualitative methods stress the value of understanding human behaviours and social interactions in an organisational context. From an accounting perspective, qualitative studies "seek a holistic understanding and critique of lived experiences, social settings and behaviours, through researchers’ engagement with the everyday" (Parker, 2012, p. 55). Qualitative studies are motivated towards addressing in-depth issues and addressing 'how' and 'why' questions. Qualitative data has several strengths. For instance, it captures naturally occurring events within their natural setting providing 'real-life' understanding, from which 'thick descriptions' emerge (Denzin, 1994) and it permits an exploration of underlying processes. Qualitative data is potentially rich, vivid and holistic which offers potential to uncover real-world complexities. However, from a practical perspective, balancing between the richness while providing the means to establish an adequate level of trustworthiness in the findings that emerge can be challenging (Modell & Humphrey, 2008). While qualitative and quantitative studies differ in the types of questions they address and how they are designed, both are widely used by accounting researchers. In the following section, attention focuses on challenges that arise at the data-analysis stage of qualitative studies.

3. CHALLENGES FACED BY QUALITATIVE RESEARCHERS DURING DATA ANALYSIS

The data-analysis phase is onerous on qualitative researchers (Ahrens & Dent, 1998; O’Dwyer, 2008). One of the foremost challenges, particularly for inexperienced qualitative researchers, lies in how to manage and analyse large volumes of qualitative data collected (Yin, 2009). As it is not uncommon for interviews to transcribe to hundreds or even a few thousand pages of transcribed text, such volumes of evidence can quickly become overwhelming (Mason, 2012; O’Dwyer, 2008). Referring to the vast quantities of data gathered in case study research, Pettigrew (1988, p. 98) fittingly warns: "there is an ever-present danger of death by data asphyxiation". This is concerning as Faust (1982) observes that humans struggle to process large volumes of data as it overloads our information-processing capabilities. A perceived lack of progress can lead the researcher to feeling disheartened and studies becoming stalled (McQueen & Knussen, 2002). Furthermore, researchers may respond by arriving at rushed, partial and unfounded conclusions (Miles & Huberman, 2014) as they strive to reduce complexity into more manageable configurations.

Qualitative data is often perceived as lacking a standardised structure (Eisenhardt, 1989; Lillí, 1999, 2006; Smith, 2015) taking the form of extended narratives characterised as dispersed, bulky and sequential rather than simultaneous (Miles & Huberman, 2014). This point is particularly relevant when data is collected through semi-structured interviews (Mason, 2012). The lack of structure reflects the inherent flexibility of qualitative data collection techniques. For example, the extent to which an interviewer needs to probe specific issues to ensure a complete understanding is likely to vary at each interview.

These challenges are further amplified by the absence of established techniques to ensure that qualitative data analysis is carried out in a way that is impartial and complete. It is important that all data collected is analysed and considered equally (Lillí, 1999, 2006; Miles & Huberman, 2014). It is tempting to be drawn towards data that corresponds seamlessly with theory; or quotes that encapsulate the essence of what we are studying (Lillí, 2006). We instinctively recall more clearly vivid events, contextually rich stories and exciting descriptions in contrast to more mundane passages (McQueen & Knussen, 2002; Tversky & Kahneman, 1973). This is problematic if such quotes are not representative of the entire data set and may lead to the introduction of bias. Further potential for bias exists as qualitative data-analysis is dependent on coding classifications prescribed by researchers themselves (Lillí, 1999).

In addition, readers of qualitative research have limited opportunities to confirm the accuracy of the process of analysis and interpretation. As Marginson (2008, p. 334) points out, only researchers possess the entire data set from which conclusions have been drawn. In contrast, readers have limited scope to confirm the accuracy of researchers' analysis. Researchers must gain the readers’ trust by convincing them that the data analysis has been systematically constructed (Seale, 1999), and conducted in a consistent manner. Both the underlying logic of analytical choices made and the procedures and practices followed must be well-explained (Mason, 2012). I discuss strategies to manage qualitative data analysis challenges in the next section.

4. THE APPLICATION OF QUANTITATIVE ANALYTICAL METHODS TO ASSIST IN ANALYSING QUALITATIVE DATA

"In qualitative research, numbers tend to get ignored. After all, the hallmark of qualitative research is that it goes beyond how much there is of something to tell us about its essential qualities. However, a lot of counting goes on in the background when judgments of qualities are being made. When we identify a theme or a pattern, we’re isolating something that (a) happens a number of times and (b) consistently happens in specific ways. The numbers of times “consistency” judgments are based on counting. When we make a generalization, we amass a swarm of
A strategy to overcome the challenges associated with analysing qualitative data is to look beyond traditional qualitative methods of analysis and consider quantitative techniques as a means of providing support. Miles & Huberman (2014) advocate, quantification and 'numbers' to complement analysis. In practice, this means combining qualitative analysis with quantitative analysis either concurrently or sequentially (Cresswell, 2009). Advocates suggest that a broader analytical approach enhances completeness, reduces the potential for bias, improves reliability resulting in more convincing and accurate conclusions emerging (Cresswell, 2009; Ihanotla & Kihn, 2011; Lillis, 2006). Quantification underpins several qualitative analytical protocols used by qualitative researchers: content analysis, matrices and C-Ratios each of which I discuss in turn.

4.1 Content Analysis

Accounting researchers have successfully used the technique of words and phrases (or both) counts or frequency for content analysis in the analysis of archival data (Smith, 2015). This provides a systematic method to analyse the content of text (Steenkamp & Northcott, 2007). The technique involves counting key words, phrases or both. Frequencies are then analysed thereby introducing elements of quantification into the process of analysing qualitative data (Easterby-Smith et al., 2002). For example, Smith & Taffler (2000) use a key word ratio variable (number of common occurrences of keyword/total number of words in the narrative section of the chairman’s statement) to indicate the perceived importance of keywords from a selection of chairman’s statements.

According to Malina et al. (2011), content analysis has used widely by accounting scholars, particularly in the area of corporate reporting and finance (for example, in examining the narrative sections of annual reports and corporate communications (Abrahamson & Amir, 1996; Edgar et al., 2018; Merkl-Davies et al., 2011; Moreno et al., 2019; Tennyson et al., 1990)). However, quantifying the relative importance of words, phrases or both, such as the approach used in Smith & Taffler (2000), tends to be confined to analysing archival data or documentary evidence rather than interview data.

4.2 Matrices

To overcome the challenges inherent in making sense of masses of qualitative data, Lillis (1999) encourages the use of a systematic analytical approach of structured data display as described by Miles & Huberman (2014). Matrices are a form of data display, defined as the "crossing of two or more main dimensions to see how they interact" (Miles & Huberman, 2014, p. 239). They suggest that the process of creating matrices is both creative and systematic. Mason (2012) observes that the selection of dimensions represented on each axis represent important decisions, as they reflect the application of interpretative principles.

The technique aids analytical thinking, making it easier to identify connections or relationships that exist within data (Mason, 2012). Lillis (1999) points to the usefulness of matrix displays in enhancing trust by: establishing an audit trail from interview transcriptions to results ensuring that all cases are evaluated, and assist in revealing new empirically-derived propositions. Reflecting on her own use of matrix displays, Lillis (1999) observes how the matrix data displays establish a disciplined approach that enhance completeness and impartiality. Similarly, O’Dwyer (2008) writes positively of his own experiences using matrices. Specifically, detailed coding combined with overviews obtained through matrices, facilitates a holistic view of the data while also bringing to light interrelationships and contradictions in the data. Furthermore, O’Dwyer (2008) observes how the thoroughness of his data analysis protocol instilled confidence allowing him to be more convincing in articulating his arguments.

4.3 Co-occurrences and C-Ratio

Quantifying the overlap between interview data coded to multiple codes can assist researchers in assessing the strength of the relationship between constructs of interest. Overlap is measured through co-occurrences or C-Ratio which are proxies for the level of interaction, between empirical data, coded by researchers as relating to two or more constructs of interest. The range of possible C-Ratio is between 0 (indicating that codes do not co-occur) and 1 (indicating these two codes completely co-occur). Therefore, interrelationships with a high (low) C-Ratio reflect a high (low) interaction between constructs. C-Ratios are calculated using the formula (https://doc.atlasti.com/Manual-Win.v9/ATLAS.ti_ManualWin.v9.pdf):

\[ C = \frac{n_{12}}{n_1 + n_2 - n_{12}} \]

Where \( n_{12} \) = co-occurrence frequency of two codes code 1 and code 2, \( n_1 \) represents occurrence frequency of code 1 and \( n_2 \) represents occurrence frequency of code 2.

The calculation of the C-Ratio is based on approaches borrowed from quantitative content analysis. Code co-occurrences are typically displayed within a data matrix to produce a 'Code Co-Occurrence Table'. Data analysis software packages, such as Atlas-ti or NVivo, allows users to drill down to retrieve the actual quotations underlying the matrix. In the context of accounting, only a small number of studies have applied this technique. An overview of each follows.

Malina and Selto (2004) examine a large manufacturing company's efforts to improve profitability through the design and use of a performance measurement model. They coded interview data using data analysis software (Atlas-ti) according to whether the interview comments were positive or negative with respect to specified desirable attributes of performance measures identified in the literature. The authors present the co-occurrences between favourable comments relating to specific attributes and unfavourable comments related to other attributes within the same interview.
text (for measures that earlier analysis identified as being omitted from the design of the performance measurement model). Stronger co-occurrences pointed to a greater trading-off effect and the authors could identify the key trade-offs between attributes. For example, within the data, the attribute of improved decision making was considered sub-servient (and omitted) relative to objectivity and accuracy attributes.

Malina & Selto (2015) utilises C-Ratios to quantify the interaction between empirical data constructs to identify key factors associated with performance measure model longevity. They first code data to Ferreria and Otley’s (2009) management control framework (key performance measures, target setting, performance evaluation, reward system and information flows) and second, to three behavioural-economic nudges (anchoring and adjustment, availability, conformity and framing).

In the Malina and Selto (2015) study data analysis focused on examining the use of behavioural-economic nudges in an enduring performance measurement model. The authors summarised the frequency of interview excerpts coded to constructs (1,541 in total), within Ferreria and Otley’s (2009) framework (718) and the behavioural economic nudges (877). They argued that code frequencies are proxies “for the overall perceived importance of posited constructs” (p. 35). Analysis proceeded to present a matrix summarising the frequencies which the same text is coded to both categories of constructs resulting in 1,721 co-occurring codes: “Co-occurrences are proxies for interactions of concepts underlying the codes. High co-occurrence frequencies indicate the importance of interacting concepts” p. 36. The authors use C-Ratio (as defined above) to measure the intensity of the interaction between behavioural-economics nudges and the design and use of a performance measurement model. While acknowledging that there is no standard significant level of C-Ratio, the authors focus on interactions with C-Ratios of 0.25 or greater as they suggest, interactions which a relatively higher C-Ratio, reflect the most likely drivers of performance measurement models’ longevity. The evidence regarding co-occurrence within interview content identified four behavioural nudges present in the design and use of the performance measurement model.

Lillis et al. (2017) employ C-Ratios during data analysis to tease out how subjectivity emerges and become informative within performance measurement and reward systems. Interview data was coded to concepts from existing theoretical frameworks using NVivo. The authors perform two subsequent rounds of coding. In the first round, data is coded to informativeness criteria identified in the incen-tive contracting literature (effort intensity, effort direction, isolating agent effort and congruity). Following this, data is coded to subjective interventions (subjective measures, subjective initial rating, subjective final rating and subjective rewards) with 1,952 data codes assigned to subjectivity, of these 870 related to informativeness codes and 1,082 related to subjective intervention codes. For a more insightful analysis, Lillis et al. (2017) employ a Co-occurrence and C-Ratio technique.

Using capabilities within the qualitative data software, Lillis et al. (2017) produce a “matrix of the frequencies of which all code pairing was applied to the same narrative” (p. 18) these Co-occurrences act as proxies for interactions of concepts underlying the codes. This reveals a total of 1,009 co-occurring narratives among informativeness codes and subjectivity codes. The co-occurrences were translated into C-Ratios. High (or low) C-Ratios indicate the importance of interacting concepts (low interaction) in interviewee narratives. The authors set an arbitrary C-Ratio cut-off of 0.20. Six interactions (pairings or cells) meet this cut-off and the findings section is structured around each of these salient interactions (for example one interaction involved subjective measures and effort intensity, while another interaction consisted of subjective initial rating and effort direction). This approach supports Lillis et al. (2017) to focus on “co-occurring codes most worthy of further investigation” (p. 19).

Identifying key interactions between data constructs is a common data-analysis objective in Malina & Selto (2004, 2015) and Lillis et al. (2017). These studies all use Co-occurrence and C-Ratios to systematically measure the presence and extent of overlap in data coded to multiple codes. More importantly, C-Ratios permit easy identification of important interactions between constructs of interest. Section 5 focuses on the application of C-Ratios to support data analysis in the context of a doctoral research study.

5. APPLICATION OF THE STRUCTURED ANALYTICAL APPROACH AND C-RATIO PROTOCOL IN A PhD STUDY

Co-occurrences and the C-Ratio technique described in Section 4.3 formed a key component of data analysis in a PhD study (Martyn, 2018). This section provides a detailed description of the use of Co-Occurrences and C-Ratios as part of the data analysis process. The broad objective of the PhD was to examine how management control systems guide middle managers’ actions. The management literature suggests that organisational performance is primarily driven by what happens at the middle rather than at top levels of organisational hierarchies (Currie & Procter, 2005). From a management control perspective only a handful of studies have investigated how management control systems are used to steer the work of middle managers. Both the management literature and the management control systems literature share a related primary interest, improving organisational performance, yet the two streams of literature remain largely discrete. The motivation for the study was to draw together these two streams of literature to advance understanding of how management control systems guide middle managers’ efforts in contemporary organisations. The study draws on two theoretical frames. First, Simons’ (1995) levels of control framework which conceptu-
alisesthreeseverleversofcontrolthatseniormanagersusetorealisestrategy:beliefssystems,boundarysystem,control
systemsusedinaninteractiveandcontrolsystemsusedinadiagnosticmanner.Second,Floydand
Wooldridges’(1992,1997)middlemanagers’strategicrolestypology,whichcategorisesthedispamiddlemanagers
influenceonstrategy:implementingdeliberatestrategy,competingalternatives,synthesisinginformationandfa-
ilitatingadaptability.

Usingamultiplecasestudysample(twofirmsfromthemedicaldevicesectionandtwofirmsintheinformation
technologysector),43indepthsemi-structuredinterviewswereconductedwithmiddlemanagersworkingindifferent
functionalareas.Oneoftheobjectivesofthestudy wastoexaminelowesofcontrolcharacterisedinthelower
control(beliefsystems,boundarysystems,interactivecontrol
systemsanddiagnosticcontrolsystems)steerdifferent
middlemanageractivitiesidentifedinthemanagementlit-
erature(implementationofdeliberatestrategy,synthes-
inginformation,competingalternativesandfacilitating
adaptability).Determiningthelevelofinteractionbetween
controlleversandmiddlemanagerstrategicroleswasakey
concernduringdataanalysis.Inaddition,themeasures
oftheinteractionsbetweencontrolleversandmiddlemanager
strategicrolesrevealsotheextenttowhichindividualcon-
trolleverssteerspecificstrategicactionatmanagement
level.Applyingquantitativeanalyticalprocedures,
discussedindirection4.3,alignedwellwiththeintentunder-
pinningdataanalysissinthestudy.

Thestructureddataanalysissamplecompromisedoften
phasesofanalysis.Formcompleteness,alltendistinctphases
ofanalysisareincluded,whichbroadlyconsistofthreecon-
currentactivities(datareduction,displayandconclu-
siondrawing)identifiedbyMiles&Huberman(2014).Lessex-
phasisgivenstophases1-7astheyarrelativelystan-
dardacrossqualitativeactivities.Incontrast,moredetailed
attentionisgivenstophases8-10toprovideadetaileddis-
countoftheapplicationoftheC-Ratiotechniqueinanem-
piricalstudy.

Phase 1: Initial engagement with the data

InlinewithEisenhardt(1989)andBryman&Bell(2003),interviewtranscriptswerereadseveraltimesandonsite
fieldnoteswerereviewedtodevelonaquestimatedknowledge
ofthedata(O’Dwyer,2008).

Phase 2: Creation of database of transcripts

Giventhe largenumberofnarrativedata(interviewtrans-
scripts totalled 1,290 pages of text) collected duringthis
study,adatabaseofinterviewtranscripts,auditfilesand
fieldnoteswerecreatedwithinNVivo(version10qualita-
tivedataanalysissoftwarepackage).Inaddition,bothcase
andintervieweeattributes(industrysector,genderandrole
categorisation)werealsoencoded.

Phase 3: First round of coding

Theinitialroundofcodingfollowedadeductiveanalyses
approach(Molletal.,2006)reflectingthestudy’sstrongly
theory-drivennature(relyingontwotheories:leversof
controlandmiddlemanagers’strategicroletypology).Data
wascodedtocategorycodesconstructedfromtheleversof
controlframeworkandbroadparticipant-drivencodes.

Phase 4: Descriptive write-ups

FollowingEisenhardt(2002),descriptivewrite-ups(in-
cludingextensiveuseofsummarystables)organisedaround
caseandtheoreticalpropertieswereprepared.Extracting
datafromNVivo,basedoncodecategoriesidentifiedin
Phase3supportedthisprocess.Thedescriptivewrite-ups
helpedtoidentify:recurrentthemesandpatterns;similar-
itiesanddifferencesbetweencases;andhowtheleversof
controlwereinfluencinginterviewees.

Phase 5: Second round of coding

Codingsharedtocreatedatat-drivensubcategoriestocap-
turebehavioursandimplications.Usingthereporting
functionalitywithinNVivo,datawasextractedwithiniden-
tifiedcodecategoriesandwas subsequentyesusedtoprepare
data summary tables.

Phase 6: Third round of coding

Roundthreeofcodingmappedinterviewdataagainst
thecharacteristicsofthemiddlemanagementstrategicin-
volvedtypology(Floyd&Wooldridge,1992,1997)iden-
tifiedinthenow她在模式。Patternsinhowtheleversofcontrol
couldbelinkedtospecificmiddlesmanagers’stategicroles
began to emerge.

Phase 7: Review of volume of data

By this point, the researcher had spent a prolonged pe-
riod immersed in analysing the largenumber of evidence gath-
eredfromthefield.Itwastimetoreflectontheprogress
to date and challenges experienced. While the three rounds
of coding had certainly aided the researcher in gaining in-
sights, coping with the large volume of data was becoming
overwhelmingand‘dataasphyxiation’(Pettigrew,1988)
wassettingin.

Phase 8: Adoption of matrix approach

To overcome the challenge of analysing large volume of
data gatheredfromfourcasestudies,theresearcherap-
piledstructureddatadisplay(matrix)approachrec-
ommendedbyMiles&Huberman(2014)asadatareduc-
tool.Asdiscussedindirection4.2,thisapproachaidana-
alysis thinking, the identification of connections or rela-
tionshipsthatexistwithindatamakingitisasuitableap-
proachforthestudy.Matriceswouldsupporttheanalysis
bycrossingdimensions,incasinethemiddlescontrol
levers,againstmiddlemanagementstrategicroles.Lillis
(1999)suggeststhatresearchquestionsshouldguidebiota-
designparameters.Thisrecommendationwasadheredto
inthisstudy:matrixcolumnsrepresentedeachofthefour
leversofcontrol(BeliefsSystems,BoundarySystems,Di-
ganosticControlSystemsandInteractiveControlSystems)
whilematrixrowscorrespondedtothemiddlemanagement
strategicroles(Facilitating,Implementing,Championing
and Synthesising). Selecting dimensions represented on each axis is not analytically neutral; the researcher had to reflect on how this would affect the process of interpreting the data and its appropriateness in terms of addressing the questions posed in the study.

Based on the iterative coding process (phases 3, 5 and 6), significant segments of interview narrative were coded to both the levers of control and middle manager strategic role codes in NVivo. More in-depth analysis of these coding overlaps was key to gaining focused insights relevant to addressing the research objective. Using NVivo’s Crosstab functionality, the researcher constructed a two-way matrix template. Table 1 illustrates the outline of the template matrix structure (unpopulated). Using this matrix template, matrices were generated from interview data coded in NVivo for each case firm, role categorisation (marketing, finance, manufacturing) and industry sector (IT and medical device). As the matrices crossed two dimensions (levers of control and middle manager strategic roles), they permitted a greater understanding of the extent to which the two dimensions interact revealing, as Lillis (2006) suggests, links between empirical observations and theory.

**Phase 9: Use of C-Ratios**

To build further on this line of analysis further and assess the strength of the interaction between the individual control levers and middle manager strategic roles, the researcher applied a systematic approach to reveal the “weight of evidence” following a procedure used in previous studies outlined in Section 4.3 (Lillis et al., 2017; Malina & Selto, 2004, 2015). This approach involved calculating C-Ratios to quantify the relative strength of interactions between the two dimensions of interest in this study. Several steps were required. First, using NVivo’s Query functionality, the researcher counted instances of narratives coded to levers of control and middle manager dimensions to create a code frequency table (Table 2).

Second, the researcher developed a two-way crosstab display in NVivo to summarise the co-occurrences between levers of control and middle manager strategic roles, forming a matrix of coding co-occurrences as illustrated in Table 3. Essentially, this summarised the frequency that discrete narratives had been coded to each code pairing (meaning the narrative was coded to both the lever of control and the middle manager strategic role during phases 3, 5 and 6). For example, 105 discrete narratives were coded to both beliefs systems and middle managers’ facilitating role.

Third, by translating co-occurrence frequency measures into a relative measure, the researcher was able to evaluate the strength of specific interactions. To normalise the coding co-occurrence frequency (Lillis et al., 2017) absolute co-occurrence measures were adjusted to C-Ratios using the formula: $C_{12} = \frac{n_{12}}{n_1 + n_2 - n_{12}}$. The C-Ratio between beliefs system and middle managers’ facilitating role is calculated as follows: $105/(777+300-105) = 0.11$ where 105 (shaded in Table 3) is the co-occurrence between beliefs systems and facilitating role, 777 (shaded in Table 2) is the narrative coding frequency of facilitating and 300 (shaded in Table 2)
Table 3: Sample co-occurrence between data coded to both middle manager strategic roles and levers of control matrix report

| Middle manager strategic role | Beliefs systems | Boundary systems | Diagnostic control systems | Interactive control systems |
|-------------------------------|----------------|-----------------|----------------------------|-----------------------------|
| Facilitating                 | 105            | 65              | 84                         | 58                          |
| Implementing                 | 145            | 89              | 404                        | 101                         |
| Championing                  | 67             | 96              | 55                         | 53                          |
| Synthesising                 | 14             | 83              | 14                         | 173                         |

Table 4: Sample report providing a summary of C-Ratios

| Middle manager role | Beliefs systems | Boundary systems | Diagnostic control system | Interactive control system |
|---------------------|----------------|-----------------|---------------------------|---------------------------|
| Facilitating        | 0.11           | 0.07            | 0.08                      | 0.06                      |
| Implementing        | 0.12           | 0.07            | 0.38                      | 0.08                      |
| Championing         | 0.09           | 0.13            | 0.06                      | 0.07                      |
| Synthesising        | 0.02           | 0.15            | 0.02                      | 0.37                      |

is the narrative coding frequency of beliefs system.

As highlighted in Section 4.3, a C-Ratio has a value between 0 (indicating no co-occurrence) and 1 (indicating complete co-occurrence). Therefore, interrelationships with a high (low) C-Ratio reflect a high (low) interaction between underlying dimensions. For instance, in Table 4, the data reveals a strong interaction (C-Ratio of 0.38) between narratives coded to the diagnostic control system lever and middle managements’ implementing strategy role. In contrast, there is little interaction (C-Ratio of 0.02) between narratives coded to the beliefs systems and middle managements’ synthesising role.

Phase 10: Final write-up of findings

Matrices aided the researcher in identifying the linkages in the empirical evidence, specifically which control levers interacted with particular middle management roles, and perhaps more importantly, the C-Ratio technique quantified the strength of the interaction or what Lillis et al. (2017) refer to as the weight of the evidence. As this analysis procedure was applied to the entire dataset and in turn to cross-sections of data (each firm, each role category, and each industry sector), this enabled the researcher to find patterns, make contrasts and comparisons. Using this technique, salient interactions were immediately evident (higher C-Ratios) and this served as a strong guide during the write up process. For example, the C-Ratio analysis revealed a strong interaction (0.37) between middle managers’ synthesising strategic role and control systems used in an interactive manner. This suggest that interactive control systems are a salient mode of control in guiding middle managers’ synthesising activities. Similarly, the relatively high C-Ratio (0.38) observed between diagnostic control systems and middle managers’ role in implementing strategy indicates that diagnostic control systems exert a strong influence on middle managers as they implement organisational strategy.

The C-Ratios displayed in Table 4 summarise the relative weight of interaction between code pairings, the researcher could, at the ’press of a button’ in NVivo, drill down into the detailed narratives permitting ready access to relevant quotations. The ease with which the researcher could switch between the ’high level’ and drill down into granular detail aided the write up process.

6. CONCLUSIONS AND LESSONS LEARNT

This paper describes ten phases of data analysis in a structured analytical approach to analyse qualitative data using matrices (Miles & Huberman, 2014) and calculation of C-Ratios. The study sought to enhance understanding of how different modes of control steer middle managers to fulfil several strategic roles. The C-Ratio technique, in quantifying the frequency and strength of the association between the two constructs, helped to illuminate on how this happens in practice. Furthermore, the process signalled associations that were, as Miles & Huberman (2014) suggest, ‘important’ and ‘significant’. This ‘signposting’ helped to verify the researcher’s intuitions about key linkages within the data.

On reflection, the analytical protocol followed was useful for several reasons. First, the protocol helped to alleviate the challenge of analysing substantial volumes of interview data. The process of constructing the matrices followed a structured procedure. This contrasted with the more reflective nature of the preceding phases. The two approaches, reflective and quantification, combined well, allowing scope
for rich descriptions to emerge while preserving focus on key connections. Second, the analytical protocol was also helpful in pacing the analysis. Each cell in the matrices represented an interaction to potentially tease out further, albeit that some warranted more attention than others. This configuration provided a natural way to structure deeper analysis, one interaction at a time. Working through each interaction in a paced approach made the task at hand far more manageable and served as a reference to assess progress. O’Dwyer (2008) observes that, irrespective of the process of analysis, significant perseverance is necessary. A cell at a time tactic served to regulate the researcher’s perseverance. Third, the researcher was aware of the requirement to analyse the data in a complete and unbiased way. The process adopted supported these aims. Matrices effectively responded to the issue of completeness as all data was evaluated. As Lillis (2002, p. 511) points out, analysis is “built on interpretation…. therefore potentially subject to considerable bias”. The ability of the C-Ratios to capture the strength of interaction (weight of the evidence) between dimensions helped prevent bias. Fourth, the task of making inferences and drawing conclusions rests firmly with the researcher. The C-Ratios bolstered intuitive insights and enabled the researcher to be more confident in the interpretation and claims made (Miles & Huberman, 2014). Learning to construct convincing arguments is essential during the PhD journey. The analytical process supported that aim.

In summary, the analytical choices made were matched with the objectives of the research as focus rested on understanding the interconnection between specific control levers and specific middle manager strategic roles. The importance of designing an analytical approach that supports the researcher in addressing their research questions cannot be over stated. While this study drew on a quantitative technique to support qualitative data analysis, the author does not claim the use of this method of data analysis as superior to others; merely that it was appropriate and justified in the context of this PhD study.

Some drawbacks in using co-occurrences and C-Ratios surfaced. First, constructing the matrices and C-Ratios together, with the associated preparatory work, represented a considerable investment in time. The process was repetitive; prepared at an overall summary level (illustrated in Tables 1 to 4) but also for each of the four case firms, each of the five role categories and two industry categories. Second, the structure of the analysis did not easily reveal how control levers worked in combination to steer middle managers’ strategic efforts. It is widely recognised that, in practice, individual control mechanisms are interrelated. Examining an interaction between one control lever and one strategic role did not capture this and further analysis was necessary. The process is heavily reliant on a well thought through and consistently executed coding structure. In addition, the use of the technique required a detailed explanation in the methods chapter of the thesis. Explaining in detail what was done, and why it was done in the selected way (Modell & Humphrey, 2008), was necessary to ensure that the reader could trust the research.

Sharing the analytical approach in this paper is motivated by several aims. First, to encourage researchers to consider, where appropriate, supplementing qualitative analysis methods with protocols that would more traditionally be associated with the quantitative domain. Second, the paper illustrates a technique for managing large volumes of data typically gathered in a qualitative study at doctoral level. This may be helpful to other PhD researchers who find themselves becoming overwhelmed at the critical data-analysis stage. Furthermore, advances in Artificial Intelligence technology in the area of auto-transcribing means that volumes of interview data can now be transcribed relatively easily, making interview data potentially more attractive as a data source for doctoral students. Third, the analytical approach struck a balance between, on one hand, the need to allow rich findings (the creative) to emerge, while on the other hand, simultaneously providing the means to establish adequate trust in the findings (Modell & Humphrey, 2008).
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