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Abstract—For a given stable recurrent neural network (RNN) that is trained to perform a classification task using sequential inputs, we quantify explicit robustness bounds as a function of trainable weight matrices. The sequential inputs can be perturbed in various ways, e.g., streaming images can be deformed due to robot motion or imperfect camera lens. Using the notion of the Voronoi diagram and Lipschitz properties of stable RNNs, we provide a thorough analysis and characterize the maximum allowable perturbations while guaranteeing the full accuracy of the classification task. We illustrate and validate our theoretical results using a map dataset with clouds as well as the MNIST dataset.

I. INTRODUCTION

Real-time perception and classification have been among the most exciting topics in computer vision-based and machine learning-based robotic applications. However, in the most perception-based applications, the uncertainties and perturbations prevail in every section of a learned model from the input perturbation [6] [24] to the numerical error [28]. In order to ensure reliable performance for these applications, some inevitable questions need to be answered: (i) If input perturbation exists, does the learned framework still exhibit robust performance? (ii) What conditions does the learned model needs to satisfy to achieve robustness? (iii) Does there exist characteristics that can measure the robustness of the learned model? Finding the answer to these questions will significantly facilitate tackling perception-based problems since most learned models suffer from the fragility of the input perturbations [30].

In many applications involving area coverage, consensus, map classification, rendezvous [2], the robot can only sample the localized information of the environment [29], i.e., partial observation, at each time step. In order to acquire adequate observations, the robot could consider traversing the environment while collecting local information as sequential data and attempting to learn their inter-correlation with recurrent neural networks. The same type of framework that uses localized observations and recurrent neural networks to learn the image and map classification is illustrated in our previous works [22] [21] [16] [17], and shows promising performance in various scenarios.

In this paper, we consider the map (image) classification problem with the sampled sequential images as a motivation example, which is illustrated in Fig. 1. Instead of treating the learned classification model as a black box and solely focusing on its performance, we consider how it will perform with perturbed input and analyze its robustness in terms of its learned weights from the neural networks. The robustness analysis is achieved by considering the stability properties of the recurrent models that learn the interconnection of past observations and quantifying the classification criterion via the Voronoi partitioning to obtain the robustness conditions.

The robustness of a classification model can be considered as not miss-classifying under the adversary attacks or perturbations [18], and recent research has made progress on investigating and ensuring the robustness of neural network models under the adversarial attack [31] [8]. Our work exhibits the novelty and differences to these works as: Instead of considering the Boolean classifier, we propose a robustness analysis of multi-class classifier [19], in which a novel representation with Voronoi diagram [4] is used to construct a quantifiable classification criterion. To ensure the robustness of a learned model, we implement the similar ideas of using expert demonstrations [25], for which we require the perturbed result to stay close to the nominal results, see §VI. To evaluate the deviation caused by the perturbation at the output stage, we seek the boundedness for every section of the classification model. For instance, inspired by the recent work on constructing a bound for neural network models, to name a few: [20] [12] [31], we seek similar boundedness for RNNs, which will provide an error estimate when the statistics of the input perturbation is available [1].
Our Contributions: In this paper, we construct a formal approach to analyze the robustness of the recurrent multi-label classification framework with localized sequential inputs when there exist input perturbations. Furthermore, we also quantify the multi-label classification criterion that uses the arg max function. Our analysis shows that a robust classification with full accuracy is guaranteed when the RNNs are stable and the input perturbation is below the maximum allowable deviation. These results motivate us to turn our research efforts to explore further how the classification robustness can show its effect in a closed-loop model where the robot can select its sampling routine based on its observations.

The rest of the paper is organized as follows. In §III we introduce the problem setting and the classification model. The possible origins of perturbations are illustrated in §IV. The error estimates and the boundedness of stable RNNs are presented in §V. Our main result is presented in §VI, where the quantifiable classification criterion and robust classification conditions are presented. The theoretical findings are validated in §VII by simulations in both MNIST dataset [14] and Campus Map dataset [17].

II. Mathematical Notations

The n-dimensional Euclidean space with elements \( z = [z_1, \ldots, z_n]^T \) is denoted by \( \mathbb{R}^n \), where \( \mathbb{R}_+ \) will denote the positive orthant of \( \mathbb{R}^n \). The set of standard Euclidean basis for \( \mathbb{R}^n \) is represented by \( \{e_1, \ldots, e_n\} \). We denote the \( n \times n \) identity matrix as \( I \) and the vector of all ones as \( 1_n \), respectively. The \( i \)th element of a vector \( x \) is shown by \( x_i \) and the \( i \)th row of a matrix \( A \) is represented by \( (A)_i \). The induced matrix norm by vector norm \( \| \cdot \| \) is also shown by \( \| A \| \) [26]. Let us define the collection of all feasible probability vectors \( p \) [15] as \( P_m = \{ p \in \mathbb{R}_+^m \mid p^T 1_m = 1 \} \). For a sequence of vectors \( x = (x(1), x(2), \ldots, x(T)) \), the \( \ell_\infty \)-norm of \( x \) is defined by

\[
\|x\|_{\ell_\infty} = \max_{t \in \{1, \ldots, T\}} \|x(t)\|.
\]

III. Problem Statement

Suppose there exist \( m \) unique pre-labeled environments for classification purposes. A robot is deployed into the environment to collect samples for classification. The sample, e.g., a vector that contains multiple states of the environment, from data sequence \( x \). The data sequence \( x \) with length \( T \) can be represented in terms of its components as \( x = (x(1), x(2), \ldots, x(T)) \). Let us denote by \( \mathcal{X}_k \) the set which contains adequate sampled data sequences \( x \) from the \( k \)th environment, i.e., the training set. Our proposed classifier, depicted in Fig. 2, is trained with \( \mathcal{X}_k \) for all \( k = 1, \ldots, m \) to classify the label \( y \), which is sampled from an environment with unknown labels. In the classifier, each individual sample of \( x \) are fed recurrently to a RNN model [1], whose dynamics can be represented in a compact form by

\[
h(t;x) = F(h(t-1;x), x(t)),
\]

where \( h(t;x) \in \mathbb{R}^b \) is the state and \( x(t) \in \mathbb{R}^a \) is the input. The (history) state \( h(T;x) \) memorizes all the past information about inputs \( x \) up to time \( T \). The terminal state \( h(T;x) \) is used for classification by passing it through a fully-connected layer

\[
q(T;x) = W_x h(T;x) + b_x
\]

and a Softmax function

\[
p(T;x) = \text{Softmax}(q(T;x)),
\]

where the weight matrix \( W_x \in \mathbb{R}^{b \times a} \) and the bias vector \( b_x \in \mathbb{R}^m \) are trainable. The belief vector \( p(T;x) \) is utilized to represent the classification result from the sequence \( x \). Our objective is to provide a thorough robustness analysis of the classification model using stable RNNs and quantify their robustness bounds in terms of their trainable weight matrices.

IV. Origins of Perturbations

There exist several ways by which data can be collected as a sequence from the environment; for example, an agent can navigate in an environment and take localized observations [16] or a camera with a fixed location can capture images from a time-varying scene [9]. In most real-world applications, such raw observations are pre-processed, e.g., by neural networks, and the data sequence already carries
relevant features of the observed raw data. Let us assume that this pre-processing can be modeled by a nonlinear map

\[ x(t) = \Phi(O(t)), \]

where \( O(t) \in O \) denotes the raw observation sampled at time \( t \), and \( O \) is the space of all observables.

Perturbations can affect the data quality through several possible sources during the sampling process. The observer may deviate from its initially planned sampling routine due to dynamic noise in its motion planning [7] and take (slightly) deviated samples from nearby scenes in the environment. The raw observations may lose quality due to the environmental noise [3], e.g., change in light intensity, cloudiness, and blurriness. The raw observations may also experience various types of deformation, e.g., camera rotation or distortion [30]. Fig. [3] depicts some of these perturbations. The effect of uncertainty in all these cases can be modeled by

\[ \tilde{x}(t) = \Phi(t O(t) + \xi(t)), \]

where \( \tilde{x}(t) \) represents the perturbed data, \( \xi : \mathbb{R} \to O \) is an additive bounded stochastic noise or a bounded deterministic disturbance, and \( \tau : O \to O \) is a deformation map that models sample deformation due to sensor movements (e.g., translation and rotation, and scaling).

V. STABLE RECURRENT NEURAL NETWORKS AND THEIR ERROR ESTIMATES

In order to analyze the robustness of the classification model, we will evaluate how the input perturbation is affecting the classification result. Let us first identify what input sequences can generate correct classifications. Recall that the model is trained with sequences from \( X^*_k \) for all \( k = 1, ..., m \), and not every \( x \in X^*_k \) will carry enough information to reveal the environment (e.g., a sequence consists of repeating scenes). Hence, only a subset of the sequences from the training set may generate the correct classification. We represent those data sequences that generate correct classifications by \( \tilde{X}^*_k \), where \( \tilde{X}^*_k \subseteq X^*_k \). This relation is depicted in Fig. [4].

To measure how the input perturbation will affect the classification, let us consider a nominal sequence \( x \in \tilde{X}^*_k \) and its corresponding perturbed sequence \( \tilde{x} \in \tilde{X}^*_k \) obtained from [3]. The set \( \tilde{X}^*_k \) is the space of all possible sequences for the \( k \)'th class. In this section, we aim to evaluate the deviation generated by \( x \) and \( \tilde{x} \) in terms of belief vectors, i.e., \( p(T; x) \) and \( p(T; \tilde{x}) \). The first step is to consider the deviation generated at the output of the RNN, i.e., \( h(t; x) \) and \( h(t; \tilde{x}) \).

In order to demonstrate our next result, let us introduce the concept of stable RNNs and its Lipschitz property. A stable RNN [20] provides the boundedness to its output when the input vectors are identical, i.e., \( x(t) = \tilde{x}(t) \).

**Definition 1.** A recurrent neural network model [2] is stable (contractive) if there exists a constant \( \lambda \in (0, 1) \) such that for any \( h(t - 1; x), h(t - 1; \tilde{x}) \in \mathbb{R}^b \),

\[ \| h(t; x) - h(t; \tilde{x}) \| \leq \lambda \| h(t - 1; x) - h(t - 1; \tilde{x}) \|, \]

where \( h(t; x) = F(h(t - 1; x), x(t)) \) and \( h(t; \tilde{x}) = F(h(t - 1; \tilde{x}), x(t)) \).

It is also known that the RNN model is Lipschitz continuous with respect to its input [20, 12]. Then, for every two sequences \( x \) and \( \tilde{x} \) with identical history state at \( t = 0 \), i.e., \( h(t - 1; x) = h(t - 1; \tilde{x}) \), one has

\[ \| h(t; x) - h(t; \tilde{x}) \| \leq \kappa \| x(t) - \tilde{x}(t) \|, \]

where \( \kappa \in \mathbb{R}_+ \) is the real Lipschitz constant, \( h(t; x) = F(h(t - 1; x), x(t)) \), and \( h(t; \tilde{x}) = F(h(t - 1; x), \tilde{x}(t)) \). Then, the following result shows the upper bound for the deviation between the nominal belief \( p(T; x) \) to the perturbed belief \( p(T; \tilde{x}) \) given a stable RNN model.

**Theorem 1.** For the classification model with a stable RNN model, one has

\[ \| p(T; x) - p(T; \tilde{x}) \| \leq \eta \| x(t) - \tilde{x}(t) \|, \]

for every two sequences \( x \in \tilde{X}^*_k \) and \( \tilde{x} \in \tilde{X}^*_k \), where

\[ \eta = \frac{\kappa \| W_c \|}{(1 - \lambda) \sqrt{m}}. \]

**Proof.** The initial hidden states are set to \( h(0; x) = 0 \) and \( h(0; \tilde{x}) = 0 \) in both training and testing stage. Considering the Lipschitz continuity (7), the history states generated by sequences \( x \) and \( \tilde{x} \) at \( t = 1 \) follows

\[ \| h(1; x) - h(1; \tilde{x}) \| \leq \kappa \| x(1) - \tilde{x}(1) \|. \]

For the next time step \( t = 2 \), we can obtain [10] by using the triangle inequality

\[ \| h(2; x) - h(2; \tilde{x}) \| = \| h(2; x) - F(h(1; x), \tilde{x}(2)) \] \[ + F(h(1; x), \tilde{x}(2)) - h(2; \tilde{x}) \| \] \[ \leq \| F(h(1; x), \tilde{x}(2)) - F(h(1; x), \tilde{x}(2)) \| \] \[ + \| F(h(1; x), \tilde{x}(2)) - F(h(1; \tilde{x}), \tilde{x}(2)) \|. \]

The first half of [10] can be bounded using (7),

\[ \| F(h(1; x), \tilde{x}(2)) - F(h(1; x), \tilde{x}(2)) \| \leq \kappa \| x(2) - \tilde{x}(2) \| \leq \kappa \| x(t) - \tilde{x}(t) \|, \]

The second half of [10] can be bounded using (6) and then [9].

\[ \| F(h(1; x), \tilde{x}(2)) - F(h(1; \tilde{x}), \tilde{x}(2)) \| \leq \lambda \| h(1; x) - h(1; \tilde{x}) \| \leq \lambda \kappa \| x(1) - \tilde{x}(1) \| \leq \lambda \kappa \| x(t) - \tilde{x}(t) \|, \]
Summarizing the above inequalities, the deviation of history states at \( t = 2 \) obtains the following upper bound,

\[
\| h(2; x) - h(2; \tilde{x}) \| \leq (1 + \lambda) \kappa \| x - \tilde{x} \|_{\ell_{\infty}}.
\]

Repeating the above steps up to \( t \), the deviation of \( \| h(t; x) - h(t; \tilde{x}) \| \) is upper bounded by

\[
\| h(t; x) - h(t; \tilde{x}) \| \leq (1 + \lambda + \ldots + \lambda^{t-1}) \kappa \| x - \tilde{x} \|_{\ell_{\infty}} \leq \frac{1 - \lambda^t}{1 - \lambda} \kappa \| x - \tilde{x} \|_{\ell_{\infty}}.
\]

Given that \( 0 < \lambda < 1 \), the terminal deviation at \( T \) obtains the following boundedness,

\[
\| h(T; x) - h(T; \tilde{x}) \| \leq \frac{\kappa}{1 - \lambda} \| x - \tilde{x} \|_{\ell_{\infty}}. \tag{11}
\]

The similar bounds can be obtained for the fully connected layer \([3]\),

\[
\| q(T; x) - q(T; \tilde{x}) \| \leq \| W e \| \frac{\kappa}{1 - \lambda} \| x - \tilde{x} \|_{\ell_{\infty}}.
\]

Then, the results follows immediately by considering the fact that the Softmax function is \( 1/\sqrt{m} \) Lipschitz continuous \([13]\) with respect to its input \( q \in \mathbb{R}^m \).

The above theorem asserts that, in the classifier, if the RNN model is stable, the terminal belief difference is bounded by the maximum deviation along the input sequences. This result provides the knowledge of the classifier’s robustness by identifying an upper bound for the error generated by the perturbed and the nominal data.

VI. CLASSIFICATION CRITERION AND CONVERGENCE CONDITIONS

In this part, we aim to represent the \( \arg \max \) classification criterion in a quantifiable manner and use the previously obtained deviation bounds in belief vectors to perform the robustness analysis.

The classification process with \( x \) is accomplished by identifying \( \arg \max p(T; x) \) as the class label, i.e., it will conclude as the \( k \)th class if and only if \( p(T; x) = p(T; x) \), for all \( j = 1, \ldots, m \) and \( j \neq k \). This criterion can be explicitly represented via the Voronoi partitioning \([11]\). Let us denote by \( V_1, V_2, \ldots, V_m \) the Voronoi partition of the probability vector space \( \mathcal{P}_m \), i.e.,

\[
V_k = \{ p \in \mathcal{P}_m \mid p_k > p_j, \forall j \neq k \}. \tag{12}
\]

Some examples of the Voronoi partitioning is shown in Fig. 5. The above partition is equivalent to the \( \arg \max \) classification criterion, i.e., \( \arg \max p(T; x) = p(T; x) \), if and only if \( p(T; x) \in V_k \).

The next step is to convert the deviation \( \| p(T; x) - p(T; \tilde{x}) \| \) into a Boolean classification result, i.e., “true” or “false”. To reveal our next result, let us introduce the distance function between vectors and sets.

Definition 2. The distance between two vectors \( p, p' \in \mathcal{P}_m \) is defined as

\[
d(p, p') = \| p - p' \|
\]

and the distance between a vector and a set is defined as

\[
d(p, V_j) = \inf_{p' \in V_j} d(p, p').
\]

Let us express the \( \arg \max \) classification criterion equivalently using the distance function.

Lemma 1. A belief vector \( p \in \mathcal{P}_m \) will be classified as the \( k \)th class if and only if

\[
d(p, V_k) = 0,
\]

or if and only if

\[
d(p, V_j) > 0 \quad \text{for all} \; j \neq k. \tag{14}
\]

Proof. Suppose there exists a \( p' \in V_k \) such that \( d(p, p') = 0 \), then one has \( p = p' \) and \( p \in V_k \). On the other hand, if \( p \in V_k \), then we have \( d(p, V_k) \leq d(p, p) = 0 \) and \( d(p, V_k) = 0 \) by definition.

For the equivalence, since \( V_k \cap V_j = \emptyset \) for all \( j \neq k \), one has if \( d(p, V_k) = 0 \), then \( d(p, V_j) > 0 \) for any \( V_j \). On the other hand, consider the fact that

\[
V_k \subset \mathcal{P}_m \setminus \bigcup_{j \neq k} V_j,
\]

one has if \( d(p, V_j) > 0 \), then \( p \notin V_j \) and \( p \in V_k \). \( \square \)

The above result introduces a quantifiable classification criterion, which can be used in all classification problems using the \( \arg \max \) classifier. Given a belief vector \( p \in \mathcal{P}_m \), one can obtain the classification result by checking if \((13)\) or \((14)\) are satisfied.

Using Lemma \([11]\) we can establish a connection between \( \| p(T; x) - p(T; \tilde{x}) \| \) and the robustness of the classification model. For a robust classification model, we expect \( p(T; \tilde{x}) \) to be located within \( V_k \). This relation can be validated by comparing \( d(p(T; x), V_j) \) with \( \| p(T; x) - p(T; \tilde{x}) \| \) for all \( j = 1, \ldots, m \) and \( j \neq k \). In order to accomplish the analysis for an arbitrary perturbed sequence \( \tilde{x} \), let us introduce the concept of the robustness radius.

Definition 3. For all nominal sequences \( x \in X_k^* \), let us consider the robustness radius for the \( k \)th class label as

\[
\varepsilon_k = \min_{x \in X_k^*, j \neq k} d(p(T; x), V_j), \tag{15}
\]

\( 1 \)The cases of \( p \) located on the boundary of the Voronoi partition is considered trivial since its probability of happening is 0.
where \( j = 1, \ldots, m \).

The robust radius quantifies the minimal distance from a nominal belief vector \( p(T; x) \) to the boundary of \( V_k \), which enables us determine when the classification with \( \tilde{x} \in X_k^c \) is robust, i.e., the result is the same with the one generated by some \( x \in X_k^c \).

**Theorem 2.** Suppose that the RNN model \( [2] \) is stable. The classification generated by a perturbed sequence \( \tilde{x} \in X_k^c \) is robust for the \( k \)th class if there exist some \( x \in X_k^c \) such that

\[
\| x - \tilde{x} \|_\infty < \varepsilon_k \eta^{-1},
\]

where \( \| x - \tilde{x} \|_\infty \) and \( \eta \) are defined in \( [9] \) and \( [14] \).

**Proof.** In the view of the \( k \)th class, the classification with \( \tilde{x} \in X \) is robust if

\[
d( p(T; \tilde{x}), V_j ) = \inf_{ p' \in V_j } d ( p(T; \tilde{x}), p' ) > 0, \tag{17}
\]

for all \( j = 1, \ldots, m \) and \( j \neq k \). The above quantity obtains a lower bound using the triangle inequality,

\[
\inf_{ p' \in V_j } d ( p(T; x), p' ) \geq \inf_{ p' \in V_j } d ( p(T; x), p' ) - d ( p(T; \tilde{x}), p(T; x)) ,
\]

for any \( \tilde{x} \in X_k^c \) and \( x \in X_k^c \). Then, the inequality \( (17) \) will be satisfied if

\[
\inf_{ p' \in V_j } d ( p(T; x), p' ) - d ( p(T; \tilde{x}), p(T; x)) > 0,
\]

which is equivalent to \( \| p(T; x) - p(T; \tilde{x}) \| < \varepsilon_k \). Then, we can conclude by applying Theorem [1] to the inequality above.

The above theorem states that in the classification model with stable RNNs, a perturbed data sequence \( \tilde{x} \) will generate a correct classification result if there exist some nominal sequences \( x \in X_k^c \) that satisfy \( (16) \). In other words, the constant \( \varepsilon_k \eta^{-1} \) measures maximal allowed deviation for the input to perform robust classification on the \( k \)th class, i.e., for any perturbed sequence \( \tilde{x} \) that satisfies \( (16) \), the classification result is guaranteed to be correct. In Fig. 6, we present the idea of this relation with a simplified example. We highlight that the above result provides a sufficient condition, so \( \tilde{x} \) may still generate a correct classification if \( (16) \) is not satisfied.

**VII. Case Study and Simulations**

We use the map and image classification \([16]\) as examples to demonstrate and validate our theoretical results. In the case study, it is assumed that an aerial robot with a downward-facing camera aims to classify the underlying image (or map). However, due to the limited sensing capability, the robot can only observe a localized portion of the image at each time step, and it is allowed to traverse the environment to collect partial images as a time-indexed sequence.

Fig. 6: This figure depicts nominal belief vectors in the \( k \)th class \( p(T; x_1), \ldots, p(T; x_5), \) and the perturbed belief vector \( p(T; \tilde{x}) \). The model will perform a robust classification if \( p(T; \tilde{x}) \) is within the distance of \( \varepsilon_k \) to some \( p(T; x_i) \), where \( x_i \in X_k^c \).

**A. Training for Classification**

We consider the sampling routine for the robot is given and fixed for both training and testing stage\(^2\). Data sequences are generated with a fixed length \( T \). In the case study, a VGG-19 \([27]\) model is adopted to process the raw observations \( O(t) \in \mathcal{O} \), such that \( x(t) = VGG(O(t)) \). The robot also uses a stable LSTM cell \([8]\), which is a special case of RNN, to recurrently process the input. A stable (contractive) LSTM can be learned by introducing the following constraints in the training stage\(^3\)

\[
\max \left\{ \| W_u \|_\infty, \| W_o \|_\infty, 4 \| W_z \|_\infty, \sqrt{ \| W_f \|_\infty } \right\} \leq 1 - \| f \|_\infty. \tag{18}
\]

When the above constraint is not satisfied during the training, each row of the LSTM weight matrices will be divided by a constant scaling factor \( \tau > 1 \) after each gradient step until \( (18) \) is satisfied.

In the training stage, we evaluate the classification reward with the data sequence \( x \in X_k^c \) by a log-sum-exp (LSE) loss as \( r = -LSE(\varepsilon_k, p(T; x)) \), in which \( k \) denotes the ground truth label.

**B. MNIST Dataset**

In the first case study, we consider the robot is traveling over the image from the MNIST dataset \([14] [22]\). The training and testing is performed in PyTorch \([25]\) with

\(^2\)For each map (or image), we generate five unique paths for a robot to traverse, and they are fixed through the training and testing. However, robots are also capable of planning the path based on their observation, see \([17] [21]\).

\(^3\)In our notation, \( \| f \|_\infty = \sup_{t \geq 0} \| f_t \|_\infty \) and \( f_t \) is the output of the forget gate of the LSTM cell. We refer to \([20]\) for the details.
To establish a benchmark, we train an independent VGG-19 model with the entire image (map) as the input, shown in the last column of Table I. In the second column, the observation size denotes the maximum possible coverage of the entire image or map. It is shown that a single robot can classify by only revealing a small portion of the environment. It should be emphasized that the performance on the MNIST dataset for the unstable model sometimes outperforms the stable model if a proper scaling factor is selected, e.g., \( \tau = 1 \) and \( \tau = 2 \). We also highlight that there exists an potential trade-off between the performance loss and the overall performance: As shown in Table I, a higher scaling factor \( \tau \) usually implies a more stable RNN and less performance loss, but also a weaker overall performance since the stability constraint will potentially drive the model away from the optimal classifier.

### Table I: The performance measured with different observation size, stability condition and dataset.

| Dataset                  | Observation Size (%) | Stability Constraint | Scaling Factor \( \tau \) | Classification Accuracy (%) | Benchmark (VGG-19) |
|--------------------------|----------------------|----------------------|-----------------------------|-----------------------------|-------------------|
| Map Dataset with clouds  | \( \leq 7.8 \)       | No                   | -                           | 77.62                       | 99.43             |
|                          |                      | Yes                  | 1.01                        | 77.23                       |                   |
| MNIST                    | \( \leq 68.88 \)     | No                   | -                           | 94.56                       |                   |
|                          |                      | Yes                  | 1.05                        | 94.34                       |                   |
|                          |                      | Yes                  | 1.1                         | 94.90                       | 99.33             |
|                          |                      | Yes                  | 2                           | 95.05                       |                   |
|                          |                      | Yes                  | 4                           | 94.20                       |                   |
|                          |                      | Yes                  | 8                           | 94.04                       |                   |

### Table II: The performance loss under perturbation with various scaling factor \( \tau \) on the MNIST dataset.

| Stability Constraint | \( \tau \) | Unperturbed Sequence | Perturbed Sequence | Performance Loss |
|----------------------|-----------|----------------------|--------------------|------------------|
| No                   | -         | 95.88                | 94.56              | 1.3163           |
| Yes                  | 1.05      | 94.68                | 94.34              | 0.3396           |
| Yes                  | 1.1       | 95.24                | 94.90              | 0.3416           |
| Yes                  | 2         | 95.50                | 95.05              | 0.4467           |
| Yes                  | 4         | 94.40                | 94.20              | 0.1978           |
| Yes                  | 8         | 94.14                | 94.04              | 0.1062           |

ADAM \(^{10}\) and a learning rate \( l_r = 0.0001 \). The testing result is presented in Table I which is validated over five random seeds.

To reveal how a stable RNN model will affect the performance of the classifier, we test both unstable and stable models with various scaling factors \( \tau \) in the MNIST dataset. As shown in both Fig. 7 and Table I a stable model has a comparable performance and sometimes it even outperforms the unstable model for certain values of \( \tau \).

1) Constant deviation: To investigate the robustness of the classifier, we first obtain the nominal sequences \( X_k \) from the training set and measure the performance of the model by adding a constant deviation \( \xi \in [0, 10] \) to the nominal sequences to get

\[
\tilde{x}(t) = x(t) + \xi 1_a,
\]

where \( 1_a \) is the vector of all ones. This implies that \( \|x - \tilde{x}\|_{\infty} = \xi \). The test is performed on the 5th class of the MNIST dataset for the unstable and stable models with \( \tau = 1.05 \). The result is shown in Fig. 8, and it implies that, for the stable model, if the deviation of the input \( \|x - \tilde{x}\|_{\infty} \) is less than \( \varepsilon_5/\eta = 0.0886 \), the classification with \( \tilde{x} \) is guaranteed to be robust, i.e., with a 100% accuracy. This agrees with our theoretical result. However, the unstable model starts to generate wrong predictions before the quantity \( \|x - \tilde{x}\|_{\infty} \) reaches 0.0886.

We highlight that for the stable model the accuracy remains 100% even for some \( \|x - \tilde{x}\|_{\infty} > \varepsilon_5/\eta \). This is because our theoretical result provides a sufficient condition, which is usually conservative. As we observe from the simulations, there is still a chance to get robust classification when \( \varepsilon_5/\eta \) is not satisfied. Furthermore, it is interesting to notice that the unstable model starts to outperform the stable model when \( \|x - \tilde{x}\|_{\infty} \geq 0.2 \). The reason is that by imposing the stability constraint \(^{18}\) only require the stable model to **confidently** exhibit the robust classification with the input perturbation less than \( \varepsilon_k/\eta \), instead of concerning the performance with \( \|x - \tilde{x}\|_{\infty} \geq \varepsilon_k/\eta \). The stable model provides the confidence of 100% accuracy with all deviations \( \|x - \tilde{x}\|_{\infty} < 0.0886 \), which is not guaranteed for the unstable models, as shown in the shaded area in Fig. 8. This difference is crucial when the robot is performing high-precision tasks, in which any level of mistake is not acceptable. On the other hand, the stable model that focuses on improving the performance with the Gaussian input noise has been proposed and validated in our previous work \(^{11}\).
Fig. 8: This figure depicts the classification accuracy when the constant perturbation has been added to the nominal sequences in the 5'th class in the MNIST dataset with $\varepsilon_5/\eta = 0.0886$. From left to right are magnified details. The accuracy eventually converges to 10% since the total number of labels is $m = 10$, and a random guess has $1/10$ of the chance to get the correct label.

Fig. 9: The above figures depict performance with both unperturbed and perturbed data for all models trained with various scaling factor $\tau$ on the MNIST dataset. Each data point represents the average result from 20000 sampled data sequences.

Fig. 10: This figure depicts the training progress with and without the stability constraint [13] on the Campus map dataset.

D. Campus Map Dataset

In the second case study, we test our model on the Campus Map dataset [17]. The training and testing are performed in the same platform with the first case study with a learning rate $l_r = 0.00001$. The testing result is presented in Table [1] and Fig. [10] which is validated over five random seeds. It is shown that the stable model obtains a comparable performance as the unstable model on the Campus map dataset and enjoys the robustness guarantee when the input perturbation satisfies certain conditions. It should also be emphasized that the performance of the map classification will reach 97% by using a team of communicating robots [16].

We also successfully performed a real-world experiment of map classification with aerial robots. Some snapshots taken from the experiments are shown in Fig. [11] and a full experiment video can be found at [https://youtu.be/nsshPPFavUO](https://youtu.be/nsshPPFavUO).

VIII. Conclusion

We present a framework to analyze the robustness properties of stable RNNs with sequential inputs for classification purposes. It is shown that every trained RNN exhibits robust classification with respect to some bounded perturbations. We quantify robustness bounds in terms of trainable weight matrices. Our results are significant as they reveal interplay among various design (trainable) parameters. Our extensive simulations and one real-world experiment support and validate the usefulness of our theoretical findings.
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