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We report on a atomistic theory of electronic structure and optical properties of a single InAs quantum dot grown on InP patterned substrate. The spatial positioning of individual dots using InP nano-templates results in a quantum dot embedded in InP pyramid. The strain distribution of a quantum dot in InP pyramid is calculated using the continuum elasticity theory. The electron and valence hole single-particle states are calculated using atomistic effective-bond-orbital model with second nearest-neighbor interactions, coupled to strain via Bir-Pikus Hamiltonian. The optical properties are determined by solving many-exciton Hamiltonian for interacting electron and hole complexes using the configuration-interaction method. The effect of positioning of quantum dots using nanotemplate on their optical spectra is determined by a comparison with dots on unpatterned substrates, and with experimental results. The possibility of tuning the quantum dot properties with varying the nano-template is explored.
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I. INTRODUCTION

There is currently significant interest in semiconductor self-assembled quantum dots (SAQDs) due to their excellent electronic and optical properties. The quality of optical properties is primarily due to the very clean self-organized Stransky-Krastanow growth process during molecular beam epitaxy. The downside of this process is the random spatial distribution of quantum dots. In order to combine single quantum dots with cavities, gates, or magnetic ions for their increased functionality one needs to position quantum dots by growth on patterned substrates.

The patterned substrate growth is both a challenge and opportunity. It is a challenge to assure that patterning of the substrate does not destroy the high quality of single quantum dots, and it is an opportunity to use patterning to control their electronic properties. Recently Williams et al. reported high quality emission spectra close to 1.55 µm of single InAs quantum dots grown on InP pyramidal nanotemplate. This opens up the possibility of integration of single quantum dots into optical cavities, and hence reliable fabrication of single photon sources suitable for long distance transmission in optical fiber. The theoretical understanding of the effect of patterning on optical spectra is unknown, and we present here atomistic theory of electronic and optical properties of single InAs quantum dot grown on pyramidal InP nanotemplates.

Atomistic calculation of the electronic properties of InAs dots on InP presents a challenge: due to small lattice mismatch between InAs and InP (3%), the InAs dots are significantly larger than InAs dots on GaAs. The larger dot size would suggest the applicability of the \( \mathbf{k} \cdot \mathbf{p} \) method, unfortunately it suffers from the unphysical level crossing as pointed out by Holma et al. Hence atomistic method, which gives proper bulk band dispersion, is needed for InAs/InP dots. In this work, the electron and valence hole single particle states are calculated using atomistic effective-bond-orbital model (EBOM) with second nearest-neighbor interactions, coupled to separately calculated strain distribution via Bir-Pikus Hamiltonian. The optical properties of InAs dots embedded in InP pyramids are calculated by solving the many-exciton Hamiltonian for interacting electron and hole complexes using the configuration-interaction method. The effect of positioning of quantum dots using nanotemplate on their optical spectra is determined by a comparison with dots on unpatterned substrates.
substrates, and with experimental results. The possibility of tuning the optical properties with the shape of the nanotemplate is demonstrated.

II. MODEL OF INAS QUANTUM DOT ON NANOTEMPLATE

In the work of Williams et al. [5, 6] the positioning of InAs dots is achieved by first the growth of InP nanotemplate with controlled size and shape, followed by the growth of a single InAs dot, as shown in Fig. 1. The quantum dot is covered by continuing the growth of InP, with the final result of a single InAs dot embedded in an InP pyramid. There is experimental evidence [5] that the shape and size of the template determines the geometry of the dot. Hence for a rectangular template, including facets associated with [100] and [111] crystallographic axis shown in Fig. 1, we model the dot as a rectangular InAs box, with truncations around its four corners.

In this calculation, we chose the size of the template as $D=46$ nm, the lateral size of the dot as $d=36$ nm, with height of $h=2.35$ nm [4]. After overgrowth, the dot ends up embedded 18 nm below the top of the pyramid, as shown in the lower panel of Fig. 1. The size and shape of the nanotemplate (denoted by $W$ in Fig. 1) can be varied. The pyramid fabricated in Refs. [5, 6] had $W = 400$ nm. In this exploratory example, we chose a smaller size of the pyramidal template, $W = 206$ nm with height $h = 103$ nm to reduce significant computational effort.

III. ATOMICISTIC TIGHT-BINDING APPROACH TO ELECTRONIC STRUCTURE

Electronic structure of InAs/InP dots has been calculated in the past using the quasicontinuous eight-band $k \cdot p$ method [13]. For atomicistic calculations, the empirical tight-binding method (ETBM) [16] is a natural choice. However, considering that InAs/InP dots are generally much larger than InAs/GaAs dots due to smaller lattice mismatch, we chose EBOM due to its less requirement of computational resources and a compatibility with the $k \cdot p$ method. EBOM is a $sp^3$ tight-binding method in which the full symmetry of zinc-blende lattice is reduced to that of a $f$cc lattice. The one electron tight-binding Hamiltonian describes an electron hopping from atomic orbital $\alpha$ at position $\mathbf{R}$ to orbital $\alpha'$ at position $\mathbf{R}'$:

$$H_{tb} = \sum_{\mathbf{R},\alpha,\mathbf{R}',\alpha'} H(\mathbf{R}, \alpha; \mathbf{R}', \alpha') c_{\mathbf{R},\alpha}^+ c_{\mathbf{R}',\alpha'},$$

where $c_{\mathbf{R},\alpha}^+$ ($c_{\mathbf{R}',\alpha'}$) are creation (annihilation) operators. The hopping matrix elements and site energies for $s$ and $p$ orbitals, extended to include second nearest-neighbor interactions, are given in real space by

$$H(\mathbf{R}s, \mathbf{R}'s) = E_{ss}^0 \delta_{\mathbf{R},\mathbf{R}'} + E_{sp}^1 \delta_{\mathbf{R},\mathbf{R}'} \tau + E_{ss}^2 \delta_{\mathbf{R},\mathbf{R}'} \sigma,$$

$$H(\mathbf{R}p, \mathbf{R}'p) = \delta_{\mathbf{R},\mathbf{R}'} \left[ E_{xx}^0 \tau_p + E_{xx}^1 (1 - \tau_p^2) \right] + \delta_{\mathbf{R},\mathbf{R}'} \left[ E_{xx}^0 \sigma_p + E_{xx}^1 (1 - \sigma_p^2) \right] + E_{sp}^1 \delta_{\mathbf{R},\mathbf{R}'} \tau,$$

where $\tau$ and $\sigma$ give positions of the nearest and second-nearest neighbors, respectively,

$$\tau = a \left[ (\pm1, \pm1, 0), (\pm1, 0, \pm1), (0, \pm1, \pm1) \right],$$

$$\sigma = a \left[ (\pm1, 0, 0), (0, \pm1, 0), (0, 0, \pm1) \right],$$

$a$ is the lattice constant.

There are ten fitting parameters, $E_{ss}^{00}, E_{ss}^{11}, E_{ss}^{20}, E_{xx}^{10}, E_{xx}^{00}, E_{xx}^{11}, E_{xx}^{01}, E_{xx}^{20}, E_{xx}^{02}, E_{xx}^{10}$. In EBOM. The two-center approximation [17] introduces an additional constraint, $E_{xx}^{10} - E_{xy}^{10} = E_{xx}^{01}$. With second nearest-neighbor interactions included [18], effective masses of electrons and holes at the $\Gamma$ point [11, 19], conduction and valence band edges at both the $\Gamma$ and $X$ points [20] can be exactly fitted within EBOM. With increasing $k$, it can reproduce correct band dispersion along the $\Gamma - X$ direction [21], as shown in Fig. 2.

Compared with the eight-band $k \cdot p$ method, one of advantages of the EBOM is the absence of spurious crossing between valence bands (see Fig. 2). To alleviate this deficiency in the $k \cdot p$ method, terms proportional to $-\left( k_x^4 + k_y^4 + k_z^4 \right)$ are proposed [10] to be added to heavy-hole and light-hole bands to eliminate the resulting spurious solutions (see dash line in Fig. 2). Although this modification does not alter effective masses at the $\Gamma$ point.
point, it is nevertheless seen to give unphysical dispersion of valence bands along the Γ – X and Γ – L directions, compared with that given by the EBOM.

When EBOM is applied to two different materials, a band offset between the unstrained island and matrix material is needed to obtain all the fitting parameters. The effect of strain is incorporated into EBOM through the deformation potential Bir-Pikus's theory \[12, 13\] and through the piezoelectric effect. An advantage of the EBOM over ETBM is its lack of ambiguity in fitting the deformation potential parameters \[22\].

IV. STRAIN DISTRIBUTION

The strain in the vicinity of quantum dot is determined by the position of the quantum dot in the pyramid. Hence the domain of strain calculation should include the entire pyramid, with characteristic sizes on the micron scale. While the full atomistic and finite element calculation for the quantum dot and the pyramid will be implemented in the future, we report here calculations based on continuum elasticity theory \[23\]. We enclose the template in a rectangular computational box. A fixed boundary condition is applied to the base of the template while free-standing boundary conditions are implemented to all the other exposed facets. This is achieved by introducing dummy sites around the template where infinitesimal elastic constants are assigned, therefore, the force applied to the template facets can be neglected. The quality of results of continuum elasticity theory calculations are successfully verified by comparison with the results of atomistic valence-force-field calculations \[24\] for smaller structures.

The strain tensor $\epsilon$ is obtained by minimizing the following elastic energy functional

$$E = \frac{1}{2} \int \left[ C_{11} (\epsilon_{xx}^2 + \epsilon_{yy}^2 + \epsilon_{zz}^2) + C_{44} (2 \epsilon_{xy}^2 + \epsilon_{yz}^2 + \epsilon_{zx}^2) + 2C_{12} (\epsilon_{xx} \epsilon_{yy} + \epsilon_{yy} \epsilon_{zz} + \epsilon_{zz} \epsilon_{xx}) \right] d^3r,$$ (4)

where $C_{11}$, $C_{44}$, and $C_{12}$ are elastic constants of quantum dot material and of InP pyramid material, the values of which are taken from Ref. \[10\].

Figure 3 shows two typical strain components, hydrostatic and biaxial strain, through the central axis of the dot ([001] direction) and through the center of the dot along the base ([100] direction). The hydrostatic and biaxial strain are defined \[19\] by

$$H = \epsilon_{xx} + \epsilon_{yy} + \epsilon_{zz},$$

$$B^2 = (\epsilon_{xx} - \epsilon_{yy})^2 + (\epsilon_{yy} - \epsilon_{zz})^2 + (\epsilon_{zz} - \epsilon_{xx})^2.$$ (5)

The former mainly affects the conduction bands while the latter only affects the valence bands, inducing the splitting between the heavy-hole and light-hole band.

The same strain profiles are also shown for InAs dot in an unpatterned InP substrate. In this comparison we assumed the same shape and size of the quantum dot, excluding the possibility that the unpatterned dots are disk-like or lens-shaped. Hereafter, dot on unpatterned substrate is referred to as dot 1 and the dot on patterned substrate is referred to as dot 2.

The comparison between them shows the effect of patterned substrate on the strain distribution. Along the growth direction [see Fig. 3(a)], both the hydrostatic and biaxial strain are found marginally larger in dot 2 than in dot 1, which would lead to a small blue shift of emission energy. Along the direction towards the apex, due to the physical limitation of the patterned substrate, obvious discrepancy can be found between the strain profiles in the two dots that are in different environment. Much less difference is found along the opposite direction where the patterned substrate becomes similar to bulk InP. Along the [100] direction, the strain profiles are found similar for the two dots except for their slightly different peak values.
According to the deformation potential theory \cite{13}, the local band edges are proportional to the hydrostatic and biaxial strain. If we choose the valence band offset between unstrained InAs and InP as 400 meV \cite{15}, the depth of confinement along the growth direction is 420 meV and 530 meV for electrons and holes, respectively, which is in agreement with previous calculation \cite{10}. The heavy-hole band is the top-most valence band, separated from the light-hole band by 150 meV due to the biaxial strain. Although the band offset between unstrained InAs and InP is not well known, it has been shown that the actual electronic structure are not sensitive to the value chosen in the calculation \cite{22}. 

V. ELECTRONIC STRUCTURE

The computational box for electronic calculation is chosen to be much smaller than that for the strain calculation as we are interested only in the states confined in the dot. It contains the whole dot and some sites outside the patterned substrate where much larger site energies are assigned. Its dimensions are 47.5 nm \times 47.5 nm \times 14.1 nm. In EBOM, each unit cell consists of four effective atoms, and each atom has eight spin-orbitals. In total, it gives rise to a large sparse matrix of dimension exceeding five million. The electron states are obtained by solving the sparse matrix using the Lanczos algorithm \cite{19}.

Figure 4 (a) and (b) shows the calculated energy levels of electrons and holes by EBOM for dot 1 and 2, respectively. The calculated energy shells are characteristic to the square geometry of the dot, with a single \( s \)-level, almost degenerate \( p \)-shell, and a \( d \)-shell consisting of three states: a single level followed by two degenerate levels. 

Figure 4: Energy levels of the single InAs dot on unpatterned InP substrate (a) and on patterned substrate (b) calculated by the EBOM. It is noted that the energy scale in conduction band is different from that in valence bands.

The order and degeneracies (1,2) of levels in the \( d \)-shell differentiates the square dot from a lens-shaped (3) or disk-like quantum dot (2,1) studied previously \cite{3}, and could be used to infer the shape from the optical spectra. 

As can be seen, strain profile specific to nanotemplate (see Fig. 3) induces shifts of energy levels for the dot on patterned substrate. The shift in the conduction band, which is about 11 meV, is more homogeneous than that in the valence bands (about 3 meV) as the latter is also under the influence of other strain components.

The probability density of confined states is shown in Fig. 4. The hole states are found generally more confined than their electron counterparts. Also note that the electron and hole states of \( p \)-shell are oriented in the opposite directions. This is a result of piezoelectric potential which attracts electrons while simultaneously repelling holes.

We can label the \( p \)-like states according to the extension direction of their wave functions. In the conduction band, the two \( p \)-like states are \( p_e^z \) and \( p_h^z \), localized along \([110]\) and \([1 \bar{1} 0]\) directions, with energies \( E_{p_e^z} < E_{p_h^z} \). In the valence bands, the two \( p \)-like states, \( p_e^h \) and \( p_h^h \), have a different order, i.e. \( E_{p_e^h} < E_{p_h^h} \). 

This inverted order of energy of states with similar symmetry is due to the enhanced piezoelectric effect in the dot on patterned substrate. The piezoelectric potential is calculated from the piezoelectric charge density as given by \cite{13}

\[ \rho_P(r) = -2\epsilon_{14} \left[ \frac{\partial \epsilon_{yz}(r)}{\partial x} + \frac{\partial \epsilon_{xz}(r)}{\partial y} + \frac{\partial \epsilon_{xy}(r)}{\partial z} \right], \]

where \( \epsilon_{14} \) is the piezoelectric constant. Unlike InAs/GaAs dots where \( \epsilon_{14} \) in GaAs is four times larger than that in InAs, \( \epsilon_{14} \) in InP is smaller than in InAs.

The left two plots in Figure 5 show the distribution of piezoelectric charge density for the two dots in different environment. The piezoelectric charge in dot 1 is seen to have a nearly symmetric distribution, i.e., a part of positive charge appears in pair with another one of negative charge. The two parts are almost symmetric and hence compensate their effect on electron and hole states, which can be seen in the corresponding piezoelectric potential shown in the upper-right panel. The potential is found to be well localized around the four corners of the dot.

![Image of probability density of confined electron (upper row) and hole (lower row) states in the dot.](image-url)

FIG. 5: Probability density of confined electron (upper row) and hole (lower row) states in the dot.
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In dot 2, the piezoelectric charge density is seen to be localized below the dot as well as along the facets of the substrate. This asymmetric distribution of the charge density induces a very different piezoelectric potential. As seen in the lower-right part of Fig. 6, the potential inside the dot has significant value. This leads to a splitting of about 0.5 meV between $p_{x}^{+}$ and $p_{z}^{−}$, and inverts the order of potentials are about ±8 meV.
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FIG. 8: Emission spectrum from individual multi-exciton complex obtained by solving the many-body Hamiltonian using the configuration-interaction method, shown as peaks filled in dark color. For comparison, the results for the dot on an unpatterned substrate are shown as unfilled peaks.

on these configurations and solved by the configuration-interaction method. For more detailed description of this calculation we refer to our previous work [21].

Figure 8 shows the emission spectra for dot 1 and 2 as a function of photon energy and increasing number of excitons. The emission intensity is calculated for all the possible transitions between the n-exciton complex and (n-1)-exciton complex at a temperature of 4.2 K. The comparison of the spectra between the two dots should show the effect of nano-template, in particular the effect of inverted order of states in the conduction and valence band of the dot on patterned substrate. The inverted order of \( p \)-like states in valence bands is due to different strain distribution, especially in the region close to the corners of the dot structure, and hence different piezoelectric potential. However, we find very little difference in the spectra between the two dots except for an overall blue shift which reflects the difference found in the corresponding single-particle energy spectra (see Fig. 4).

FIG. 9: Upper panel: Four possible configurations of the \( p \)-shell states whose probability densities are plotted in the left, Lower panel: Schematic energy levels.

Let us first look at tri-exciton which is the first non-trivial case. Fig. 9 illustrates four configurations of the \( p \)-shell states for a tri-exciton with definite spin projection in its upper panel. The ground state of the non-interacting tri-exciton complex is given by the configuration \( |c⟩ = |p_{-h}⟩|p_{+e}⟩ \) as it has the lowest kinetic energy. The other two configurations \( |a⟩ = |p_{-h}⟩|p_{-e}⟩ \) and \( |b⟩ = |p_{+h}⟩|p_{-e}⟩ \) have higher kinetic energies due to the splittings between the \( p_{-h}^{e(h)} \) and \( p_{+h}^{e(h)} \) states. Hence the ground state of the non-interacting tri-exciton would be dominated by \( |c⟩ \), and is not be optically active. The energies of tri-exciton configurations and a schematic representation of their oscillator strength (solid line - high, dashed line - low ) are shown in the lower panel of Fig. 9.

The non-interacting tri-exciton ground state is the dark configuration \( |c⟩ \). However, the order of energy levels changes once electron-hole attraction (Hartree-Fock energy) in each configuration is included. As the spatial overlap between \( p_{-h}^{h} \) and \( p_{-e}^{h} \) is much smaller (see Fig. 4) than either that between \( p_{-h}^{h} \) and \( p_{-e}^{h} \), or that between \( p_{+h}^{h} \) and \( p_{+e}^{h} \), the corresponding Coulomb interaction is smaller by 2.3 meV compared with those of the other two pairs. Taking this into account, configuration \( |c⟩ \) has higher Hartree-Fock energy than \( |a⟩ \) and \( |b⟩ \) by about 1.8 meV. Configuration \( |d⟩ \) has an even higher energy than
|c) because of the splitting between the $p_+^{(\ell)}$ and $p_-^{(\ell)}$ states. This arrangement of HF energy levels is shown in lower-central panel of Fig. 9. Once correlation are included (lower-right panel of Fig. 9), the ground state of tri-exciton primarily consists of a symmetric combination of configurations $|a\rangle$ and $|b\rangle$ [26], and becomes optically active.

When the states beyond the second-shell are included, the ground state of four-exciton complex ($X_4$) is dominated by the singlet-singlet (SS) configuration [26] where the two electrons (holes) occupying the two $p$-like states have anti-parallel spins. However, a state dominated by a triplet-triplet (TT) configuration is lying very close to the ground state. Hence, there are two emission peaks found in the p-shell emission spectrum of 4X. Depending on the temperature and spin relaxation, the emission from this excited state may become stronger. The ground state of five-exciton complex is well isolated from excited states. The two emission peaks found in the p-shell are the result of recombinations to the ground and first excited 4X states. The emission spectrum from s and p shells for dot on patterned substrate is very similar to the dot on unpatterned substrate. Hence patterning did not deteriorate optical properties.

A. Power-dependent emission

In the experiment [5], the emission spectra are measured as a function of excitation power and include the contribution from all the multi-exciton complexes. In our calculation, we solve the rate equations [27] for given excitation power to obtain the distribution probability of each multi-exciton complex. The overall emission spectra are computed by the summation of the contribution from individual multi-exciton complex weighted by the calculated probabilities.

Figure 10 shows the dependence of photoluminescence spectrum on the excitation power controlled by dimensionless parameter $P$. The first emission line appearing in the s shell is from the single exciton and the second line is from a bi-exciton. The calculated single exciton emission line is about 15 meV below what the experiment measured. The calculated bi-exciton binding energy (measured by the separation between the X and $X_2$ lines) is 1.4 meV, which is larger than what the experiment measured (0.9 meV).

In the s shell between the X and $X_2$ lines lies an emission line from the tri-exciton. As the excitation power increases, the emission from the p shell is seen to have larger intensity than the s shell. In the p shell, the major emission peaks from $X_3$ ($X_5$) and $X_4$ ($X_6$) overlap each other due to their very similar emission energies [see also Fig. 9]. In addition, emission from higher-lying states beyond the p-shell can also be seen at higher energies, which is characteristic to that from a single 2$s$ level of the d-shell, populated by one and two electron-hole pairs, much like an s-shell.

The energy separation between the emission lines of the single exciton and tri-exciton defines the separation of the s and p shell. Compared with the experimental value [5], which is about 18.0 meV, our calculation gives 17.9 meV. This shell separation is largely determined by the lateral size of the dot and not sensitive to the height of the dot.

VII. TUNING OPTICAL PROPERTIES WITH NANOTEMPLATE

We now turn to the possibility of tuning the shape of a quantum dot with the shape of the template. We assume that the change in the template leads to the controlled elongation of the quantum dot. The degree of elongation is defined as $\eta = (d - d')/d$ where $d$ and $d'$ denote the dimensions of the rectangular base of the elongated dot. We keep $d$ as a constant (36 nm) and change $d'$ to obtain different elongated geometries.

To explain the effect of elongation on the emission spectrum we discuss here in detail the emission from the five-exciton complex. Even without elongation the emission from the 5X complex results in two emission lines in the p-shell, as shown in Fig. 9. These two lines originate from two different 4X states: singlet-singlet (SS) and triplet-triplet (TT) 4X states [26]. The splitting between the SS and TT states is mainly determined by the competition between exchange energy of triplets and correlations in singlet-singlet configurations. When there is
elation in the geometry of the dot, the almost degenerate single-particle states in the $p$-shell have an extra splitting proportional to the elongation. This splitting is present in the splitting of the SS and TT states of 4X complex, which can be seen in the emission spectrum of 5X. This is illustrated in Fig. 11 which shows the dependence of emission spectra on the elongation of the structure.

The splitting between the two emission peaks of 5X is seen to increase with the degree of elongation, which can be well explained by the increasing splitting between the single-particle states in the $p$-shell. The emission peaks of all the multi-exciton complexes are found to have blue shifts as the degree of elongation increases, which is due to the shrinking of the volume of the quantum dot.

We summarize the effect of the elongation on the emission spectra as a function of excitation power in Fig. 12 which shows the emission spectra for an elongated dot ($\eta = 6.6\%$). The splitting between the two emission peaks of 5X is seen to increase with the degree of elongation, which can be well explained by the increasing splitting between the single-particle states in the $p$-shell. The emission peaks of all the multi-exciton complexes are found to have blue shifts as the degree of elongation increases, which is due to the shrinking of the volume of the quantum dot.

VIII. CONCLUSIONS

In conclusion, we have presented a theoretical study of electronic and optical properties of a single InAs dot on InP patterned substrate. We have calculated the strain distribution in nanotemplate with appropriate boundary conditions. By applying the atomistic tight-binding effective-bond-orbital method, we have obtained the electronic structure of the dot on patterned substrate. By comparing the results with those for the dot on unpatterned substrate, we have shown that the patterned substrate breaks the reflection symmetry of the structure, enhances the piezoelectric effect, and leads to the inverted order of the $p$-shell states. We have shown that Coulomb interactions restore the order of electron hole states and result in emission spectra unaffected by the patterning process. We have identified features in the emission spectra which can be related to the shape of the quantum dots, in particular the characteristic emission pattern of the d-shell. We have explored the possibility of tuning the emission spectra by changing the shape of the quantum dot in a controlled way using the nanotemplate. The theoretical results support the notion that the nanotemplate growth of single self-assembled quantum dots is a promising route for the control of the position of self-assembled dots, and hence enables their increased functionality when combined with cavities, magnetic ions, doping and gates. In turn, it is hoped that better experimental control will allow a systematic comparison of microscopic theories with experiment.
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