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We consider the created entities (events) in the first moments of universe creation. It is assumed that there exists a causal energetic relationship between all events (nodes) such that all nodes are placed on a world line and each node occupies a region (instead of a point) in space-time, called locale, in mathematical terms. The set of locale nodes form a topos many-node system. Using some basic assumptions, we introduce two kinds of Hamiltonians. By attributing a general structural Hamiltonian to the system, it is shown that the system has an optimized critical dimension with a probable Raman and infrared spectrums. Also, we consider a general nonstructural Hamiltonian which includes a set of commutative self-adjoint operators and an interaction terms due to the spin, charge, or other kinds of probable degrees of freedoms for each $n^{th}$-optimized graph. For finding the state-space, truth values and quantity valued objects of the many-node system, a general procedure is introduced. The set of these values is a classical snapshot of the $n^{th}$-optimized graph which forms its kinematic. We show that the dynamic of the system can be explained by defining a combined map between the $n^{th}$-state-space belongs to the $n^{th}$-graph and the $(n+1)^{th}$-state-space belong to $(n+1)^{th}$-graph. Finally, by providing an interpretation of the general formulation of many-node theory, we discuss and explain how one can use the data of the cosmic background radiations and cosmic rays for finding a detailed model of both general structural and nonstructural introduced Hamiltonian. Here, time is no more than the change in truth value during comparison between $n^{th}$ and $(n+1)^{th}$-graph.
1. Introduction

Newtonian physics including Newtonian mechanics, Maxwell equations, and statistical mechanics had three important conceptual achievements. The first one was the discovery of a procedure for describing macroscopic observable by using the equations governing the microscopic quantities and the second achievement was to introduce the concept of field in parallel to the concept of particle. The third one was the assumption of time fluid to explain the precedence and delay of events in nature and the acceptance of the existence of space (volume) as a place for events to occur.

There are three important conceptual achievements in relativity theory. It introduced the concept of space-time, the existence of the geometrical space-time fields as same footing as the existence of material fields and its geometricalization [1]. Of course, people like Weinberg [2] believed that the geometrical interpretation was not a necessity but a kind of taste in the interpretation of mathematical relationships to interpret some physical results. He believed without the use of geometricalization concepts, theoretical results could be compared with laboratory data and the adaptation or non-adaptation between them was properly explained [2].

The three important conceptual achievements of the theory of quantum physics (i.e., quantum mechanics and quantum field theory) were to introduce the concept of the state of a system instead of its position, velocity, and so on, the concept of the correlation between the state of a system and a complete experimental process including system preparation and measurement, and the concept of entanglement between twin entities. Therefore, in this attitude, we deal with the state of matter (whatever is not space-time fields) and its temporal evolution, and calculate the probability of an outcome of an experiment based on the information probability theory [3].

Then, we have been on a two-way for finding a convergence between the concepts of general relativity and the concepts of quantum physics at Planck scale: to quantize the theory of geometricalization of physic (relativistic based theories) [4 to 7], or to geometricalize the existing quantum theory (quantum fields based theories) [8 to 15].
But, a question can be asked: is it possible, we follow a third way for finding a convergence between the two sets of concepts i.e., whether can we follow a bottom-top approach for developing a new physical theory at Planck scale? But what do we mean by the bottom-top approach? For providing a better answer to the question, we pay our attention to the nanotechnology which has a very nice lesson for us. We can not only follow the top-bottom approach for finding nano-scale materials i.e., to exfoliate the bulk material for finding a single sheet of elements, but also bottom-top approach for manufacturing them by using the growing methods, such as the molecular beam epitaxy, for growing a single sheet of elements on a suitable substrate. Therefore, along to giving a positive answer to the above question, i.e., finding the convergence between quantum physics and general relativity at Planck scale, some people have tried to develop a new physical theory from beginning such as solid-state approach [16] and some background independent approaches [5, 17,18,19]. Table 1 shows some different old and new approaches which have been developed for understanding the physical world.

In this paper, we try to introduce a general formulation of topos many-node theory by using some key conceptual paradigms of causal set theory (CST) [20, 21], loop quantum gravity (LQG) [5, 22], topos quantum physics (TQP) [23-30] and quantum graphity [16, 31]. We borrow the concept of timid child in a causal partial ordered set from CST, N-node network and the concept of kinematic and dynamic from LQG, the concept of graph and its object and morphism from TQP and quantum graphity. Using the borrowed concepts and introducing some new assumptions, we consider a topos (Appendix A) as a graph including \( N \)-node and \( N(N - 1)/2 \)-link whose nodes form a causal sets which all of them are placed on a world line. The system is called many-node system. The nodes occupy a region in space-time, instead of a point, called locale in mathematical terms (Appendix B). For studying the system, we introduce two general types of Hamiltonian, called structural and nonstructural Hamiltonian. The general structural Hamiltonian will be used for studying the stability and surveillance of the graph. It is shown that, logically, there is a critical dimension for each optimized graph,
which far from it for studying the system, we should use a new mathematical model and new conceptual paradigms [32]. Since, the final graph has an optimized (relaxed) structure, we can attribute the infrared and Raman spectrums and a maximized entropy [33] to the graph. Therefore, by using the data of cosmic background radiations and cosmic rays, it is possible to introduce a detailed model for each graph. The general nonstructural Hamiltonian will be used for finding the state-space, truth values, and quantity valued objects of the topos system. A general procedure is introduced for doing that (Appendix C). The set of these parameters stands for the kinematic of the system in each classical snapshot. We consider the evolution of the system as a collection of the classical snapshots i.e., it is shown that by defining a combined map, one can map the state-space of \(n^{th}\)-graph to the state-space of \((n + 1)^{th}\)-graph. It is the definition of the system dynamics. Finally, we provide the interpretation of the theory including three important achievements. First, the locale nodes are used instead of points, and second, time is nothing more than the change in the physical parameters of events i.e., observed difference between the \(n^{th}\)-graph and the \((n + 1)^{th}\)-graph. [32, 33]. Third one is the concept of probability. By using the concept of truth value, it is shown that in spite of the quantum theory, the probability is a derived concept.

The structure of the paper is a follows. A conceptual model, which is mostly used for developing a physical theory, and the necessary assumptions are provided in section 2. The kinematic and dynamic of the system are provided in section 3 and 4, respectively. Section 5 includes the interpretation and predictions of the resulted mathematical model. The summary is provided in section 6. As complementary materials, three Appendixes are provided. Appendix A provides the basic knowledge about the topos quantum mechanics. The concept of the locale, as a region in space-time, is provided in Appendix B. As an example, the topos representation of the 2-spin system is provided in Appendix C.
2. Conceptual model and Assumptions

2.1. Conceptual model

A review on the used applied methods for generalization or development of some theories often indicates that reference to new experimental data is the beginning of the theorizing process. But every scientist always has a set of basic mentality and past experiences, which may be used sometimes unconsciously. Also, she/he has the ability of self-awareness and analysis power to analyze the experimental data and to develop a mathematical model. The new model development can be done by generalization of the available models or even by creating new mathematics. Mathematical achievements alone are not sufficient to interpret natural events, and the philosophical interpretation of the relationships should be achieved for understanding the mathematical relationships, its compliance with pre-scientific achievements, as well as predicting possible future events. If the predictions of new developed theories are proven in labs, they would be accepted and the found results would be added to the previous possessions in the form of mentality and experience (Fig.1). If there are no available observations to begin theorizing, the theorizing process begins with mathematical modeling based on the previous experiences and possessions, but in the end, the philosophical interpretation, prediction of future events, and their proofs are necessary. The final theorization is subject to the approval of past experiences and future predictions. Due to the lack of technological and laboratory capabilities at present, the process of developing quantum gravity theory on the Planck scale begins from the mathematical model presentation. Therefore, in this article, we try to present a general mathematical model for kinematic and dynamic of the many-node theory which are necessary for providing a topo’s interpretation of the theory.
Table 1 - Some different approaches for understanding the physical world

| Approach                  | Space                          | Time   | Particle | Field                          | State of system | Kinematic                  | Dynamic                  | Gravity                  |
|---------------------------|-------------------------------|--------|----------|--------------------------------|-----------------|---------------------------|--------------------------|--------------------------|
| Newtonian                 | volume                        | fluid  | exist    | exist                         | Position, velocity, Field strength and direction | Initial data   | Evolution in time          | Interaction between masses |
| Relativity                | Space-time                    | exist  | exist    | Field                          | Position, velocity, Field strength and direction | Initial data   | Evolution in layered space-time | Geometrical fields       |
| Quantum mechanics and Fields | Space-time or space and time | exist  | exist    | Hilbert space                  | Initial data   | Evolution in layered space-time | Geometrical fields       |
| Quantum Gravity           | Quantized volume and time     | exist  | exist    | Graphs, objects and morphism   | Category of abelian von Neumann sub-algebra | Snapshots of classical states | Topos representation as locale and flow concepts | Negligible               |
| Topos Mechanics           | A region of universe          | NA     | exist    | Elements of partial ordered set | A partial ordered set | By adding an element step by step | Causal world line        |
| Causal Set Theory         | No happen in time but rather as constitute time | exist  | exist    | Face, edges                    | Category of abelian von Neumann sub-algebra | Snapshots of classical states | Topos representation as locale and flow concepts | Negligible               |

Fig. 1 The conceptual model of scientific theorizing

2.2. Assumptions

From causal set theory [20], we know that a causal set is a locally finite, partially ordered set (poset) which is denoted by C and a chain is a linearly ordered subset of C (a subset, every two elements of which are related by $\prec$). A covering relations (called
link) of a poset is an irreducible relation, and a path in a poset is an increasing sequence of elements, each related to the next by a link. Each element and each any two elements $x \prec y$ related by a link are shown by dot and a line, respectively. The final graph is called the Hasse diagram. A causal set can be formed by accreting a single element to a second causal set (causet), then the former (the “child”) follows the latter (the “parent”) in a poset of finite causal sets and the relation between them is a link. The child formed by adjoining an element which is to the future of every element of the parent will be called the timid child [20]. The child formed by adjoining an element which is spacelike to every other element will be called the gregarious child [20]. The causal sets which can be formed by adjoining a single maximal element to a given causal set will be called collectively a family [20].

Our assumptions are as below:

(i) After adding an element to a causal set, if a causal relation is formed between the new element and the existed chain then the new element is placed on the world line of his parent. We call the new chain the “timid child” [33]. But, if by adding the new element a causal relation is not formed we call the new chain the “gregarious child” [33]. Therefore, as Fig.2 shows, the green dots (events) are placed on the world line of the first parent but the red dots are not. The causal relation is shown by blue line in the figure. Therefore, the graphs including the green (red) events show the timid (gregarious) child. Of course, you can also compare timid child and gregarious child in another way. A collection contains some numbers of graphs. If all the graphs in a collection are connected by links, that collection represents a timid child (green events in Fig.2). But, if there are graphs in the collection that are not connected to any graph, that collection shows a gregarious child (red events in Fig.2). There are two main differences between our model and Sorkin’s model [20]. First, based on our assumption, a gregarious child never will be a parent of the next timid child related to the first parent, as shown in Fig.2, but in Sorkin’s model it can be (see for example Figs. 2 and 3 of Ref.20). Second, in our model,
each node occupies a region, instead of a point, in space-time which is called locale, in mathematical terms but in Sorkin’s model it is considered as a point [20]. Here, locale nodes stand for space-time.

(ii) The causal relation between events is energetic i.e., we deal with an energetic causal set [34, 35]. Therefore, by adding a new element to graph the amount of cohesive (internal) energy of the graph (which is a negative number) decreases by the quanta of energy and stored in it [33]. In consequence, the graph will be more stable than before by growing i.e., adding new element to the available timid child (graph). Of course, its growth continues till a critical dimension which will be explained more in the next section.

(iii) Every single event (an element of a chain) stands for a fundamental entity which belongs to the first moment of the universe creation. The final timid child is called the final graph. It should be noted that there can exist many final graphs at the first moment of the universe creation which of course are not related to each other from causality relation point of view (i.e., no correlation exists between them) and in consequence they are known as distinguishable different non-related physical systems.

(iv) We attribute to each single event of the final graph a set of the commutative self-adjoint operators which are related to the physical observable quantities.

(v) Time is not more than change in physical observable quantities of the distinguished physical system. If no change is seen at all, time is meaningless [32]. In the other words, we do not deal with the evolution of physical partial observables in time but with the correlations between \( n^{th} \)-timid child and \( (n+1)^{th} \)-child.

3. Kinematic

Based on our above assumptions, a final timid child (graph) including \( N \) nodes and \( N(N - 1)/2 \) links is called a network. The system can be considered as a many-
node (entity) system which can be analyzed by using two general Hamiltonians called
nonstructural Hamiltonian denoted by \( H^{Net}_T \) and structural Hamiltonian denoted by \( H^L_T \).
It should be noted that \( H^{Net}_T \) is related to the physical observables and \( H^L_T \) is related to
the stability and survivability of the many-node system (i.e., network).

![Diagram of a causal set](image)

Fig. 2 An example of dynamic of a causal set. We only consider the timid
children in our model.

Also, we use (without proof) a Born-Oppenheimer-like approximation [37] and in
consequence we separate the two general Hamiltonian \( H^{Net}_T \) and \( H^L_T \) from each other.
The first question about the network is: whether is it an optimized (relaxed) network
in the first moments of universe creation which both pressure and temperature are
high? i.e., whether is it in its ground state and stable in each classical snapshot?
It should be noted that based on the above assumptions, kinematic stands for one
snapshot of correlated partial observables of a distinguished physical system. Here,
the result of correlated partial observables appear as the stability of the network
in each snapshot. For studying the stability of the many-body system, let us
assume \( H^L_i \) stands for the general Hamiltonian related to the each fundamental
entity in a locale node and \( V^L_{i,j} \) stands for the general interaction potential between
each fundamental entity and its neighbor fundamental entities (nodes) through links.
Therefore, the total general structural Hamiltonian in each snapshot may be written as 

\[ H_T^T = \sum_{i=1}^{N} (H_i^L + \frac{1}{2} \sum_{j=1}^{M_i} V_{i,j}^L). \]

Here, \( L \) and \( T \) stand for locale and total, respectively. \( M_i \) is the number of linked neighbor nodes to each node, and the coefficient \( \frac{1}{2} \) is inserted for removing the repeated terms. The balance between two terms \( \sum_{i=1}^{N} H_i^L \) and \( \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{M_i} V_{i,j}^L \) will guaranties the surveillance and stability of the network. Now, after stability of the final timid child, the total energy \( H_T^T \) (called cohesive or binding energy) be a negative number, and is stored in the network. In the first stage of creation of a timid child, the cohesive energy becomes smaller and smaller by adding the new locale nodes (note that, it is a negative number) till the final timid child (graph) with a critical dimension is constructed. After reaching to the critical dimension, adding a new locale node increases the cohesive energy (i.e., it will be more positive than its previous stage) and the growth process stops. The critical step is a step that non-fundamental entities (events) start to created; timid child reaches to its critical dimension and we exit from the first moments of the creation of the universe. Of course, a new physical paradigm implies on the new physical system whose dimension is bigger than the critical dimension of the final timid child [32]. The calculation of the critical dimension of final timid child is an open question yet, which of course, should be answered by using the related experimental data. Logically, Raman and infrared spectrums are attributed to each relaxed final timid child structure (network). Therefore, it is natural to assume that there should be some spectrums related to the relaxed networks within the observed spectrum of the cosmic background radiations related to the first creation moments of the universe. These data may be used for finding the more exact theoretical model, and in consequence, the above mentioned critical dimension and other physical quantities of the final relaxed timid children. More explanations will be provided in section V.

But, what is about the nonstructural Hamiltonian \( H_T^{Net} \) which is related to the physical observables such as spin, charge, parity, flavor, and so on? In topos representation of quantum theory, the system is considered as a locally snapshot of a classical system such that the collection of all snapshots includes all information about the system and
nothing is lost (Appendix A). Since the physical quantities are real, a category of the snapshot, which is the category of the abelian von Neumann sub-algebra \((v(H))\) of the bounded operators on the Hilbert space \((B(H))\), should be considered [27, 28]. A standard procedure for providing topos representation of a theory is as follow (Appendix A):

(i) **First**: To specify the state-space \((\Sigma_V)\) and the sub-object classifier \((\Omega_V)\). The elements of state-space are the Gelfand spectrum of the self-adjoint operators \(\hat{A}\) belongs to maximal algebra \(V \in v(H)\) and all sub-algebra \(V' \preceq V\). For doing that, first, the maximal algebra \(V \in v(H)\) and all sub-algebra \(V' \preceq V\) should be specified. Then the projection operators \((\hat{P}_A)\) related to the self-adjoint operators \(\hat{A}\) and their eigenvalues \((\lambda_{\hat{P}_A})\) should be specified in \(V\) and all \(V'\)'s. The set of all eigenvalues \((\lambda_{\hat{P}_A})\) belong to \(V\) \((V')\) is the state-space \(\Sigma_{V(V')}\). Finally, the set of all sieves i.e., \(\downarrow V = \{V' \in v(H) \mid V' \preceq V\}\) related to the maximal algebra \(V\) and all \(V'\)'s, called the sub-object classifier, should be specified which will be used for defining the truth values related to the physical quantities. (e.g, first step in Appendix C).

(ii) **Second**: There are the cases in which the system is in the eigenfunction \((|\psi_A\rangle)\) of a projection operator \(\hat{P}_A\) related to the operator \(\hat{Q}_A\) which belong to \(A\)-algebra but the quantity we want to measure is in the eigenfunction \((|\psi_B\rangle)\) of the projection \(\hat{P}_B\) related to the operator \(\hat{Q}_B\) which belong to \(B\)-algebra(\(\subseteq A\)-algebra), and is not an eigefunction of \(\hat{P}_A\). For doing that, we should calculate the inner and outer deseinisations, i.e., \(\delta^i(\hat{P})_B\) and, \(\delta^o(\hat{P})_B\), respectively. Then, by using the Eq. (A.1) one can find the approximated operators of \(\hat{Q}_A\) in \(B\)-context (e.g, second step in Appendix C).

(iii) **Third**: To specify the quantity valued object. For doing that we should use the above calculated approximated operators \(\delta^i(\hat{P})_B\) and, \(\delta^o(\hat{P})_B\) of \(\hat{Q}_A\) and find the values \(a = \langle \psi_A \mid \delta^o(\hat{S}_Z)_B \mid \psi_A \rangle\) and \(b = \langle \psi_A \mid \delta^o(\hat{S}_Z)_B \mid \psi_A \rangle\). Now, the quantity valued object \(\hat{\delta}(Q)\) related to \(\hat{Q}_A\) in \(B\)-context, when the system is in the
state $|\psi\rangle_A$ is placed at the range $[a, b]$ (e.g., third step in Appendix C).

It is well known that the basic arena wherein $N$-body quantum mechanics takes place is the tensor product space, $H^N \equiv H^1_{\text{Node}} \otimes H^2_{\text{Node}} \ldots \otimes H^N_{\text{Node}}$ of $N$ single-body Hilbert space [37]. By using the Density Functional Theory (DFT), instead of solving a $N$-body problem, we can solve one-body problem including an effective potentials composed by Hartree-Fock, $V_{HF}$, and exchange-correlation, $V_{XC}$ potentials [37]. But, a $N$-entity (node) system is a causal set (poset) and in consequence it can be considered as a topos [27]. Therefore, given each locale node $N_i$, we consider $p$ self-adjoint operator $A_{sa}^k$, $k = 1, \ldots, p$ related to $p$ physical observables. Here, $sa$ stands for self-adjoint. Now, one can sort these operators in $m$ different classes (e.g $m_1, m_2, \ldots, m_k$) such that in each class, $m_k$, the operators commute with each other and belong to the same Hilbert space, $H_{sa}^{N_i,m_k}$ (similar to Hamiltonian operator, $H$, Casimir operator $J^2$ and $J_z$ in angular momentum theory). Since in the network, the links show the energetic causal relation between locale nodes i.e., they stand for the mutual interaction between locale nodes, one can consider the interaction potential $V_{N_i}^{N_i}$ between each locale node $N_i$ and its neighbor node which is connected to it by the link, $l_j$. Therefore, the total Hamiltonian of each node $N_i$, $H_{T}^{N_i}$, when we consider the $m_k$-class representation of the self-adjoint operators, can be written as below

$$H_{T}^{N_i} = H_{sa}^{N_i,m_k} + \sum_{j=1}^{M_i} V_{l_j}^{N_i}$$

(1)

Therefore, in the $m_k$-class representation, the total Hamiltonian of the network will be

$$H_{T}^{\text{Net}} = \sum_{i=1}^{N} \left( H_{sa}^{N_i,m_k} + \frac{1}{2} \sum_{j=1}^{M_i} V_{l_j}^{N_i} \right)$$

(2)

where, $\text{Net}$ means network and the coefficient $\frac{1}{2}$ is inserted for omitting the repeated terms.

At first step let us, consider only the term $\sum_{i=1}^{N} H_{sa}^{N_i,m_k}$ in Eq. 2 and assume that the $m_k$-class representation includes the maximum self-adjoint operators which $\lambda$ stands for its related Gelfand spectrum. Following the first step of the above mentioned procedure,
the topological space of all multiplicative linear functionals with norm one associated
to each algebra $V \in v(H)$ can be considered as the state space $\Sigma_V$, i.e., [27, 28]:

$$\Sigma_V := \left\{ \lambda : V \to C \mid \lambda \left( \hat{1} \right) = 1 \right\}$$

(3)

where, $\hat{1}$ is unit operator. Therefore, by finding the maximal algebra $V$ and all sub-algebra $\downarrow V = \{ V' \in v(H) \mid V' \precsim V \}$, one can find $\Sigma_V$ and $\Sigma_{V'}$ for each $V' \precsim V$. It should be noted that there exist a correspondence between the contravariant ($\Sigma_V$) and the covariant ($\Sigma_V$) representation of state space as $\Sigma(\downarrow C) = \Sigma(C)$ where $C \in v(H)$ [38].

Also, the set of all sieves i.e., $\downarrow V = \{ V' \in v(H) \mid V' \precsim V \}$ related to the maximal algebra $V$ and all $V$'s, i.e., the sub-object classifier can be found. Since, some operators $(\hat{Q}_B)$ do not belong to the $m_k$- class representation (such as $J_x$ and $J_y$ which do not belong to $(H, J^2, J_z)$-representation of angular momentum theory) we follow the second step of the above procedure and find their related inner and outer deseinisations, i.e., $\delta i(\hat{P})_B$ and, $\delta o(\hat{P})_B$, respectively. Finally, following the third step of the above mentioned procedure we find the quantity valued object $\delta(Q)$ related to $\hat{Q}_A$ in $B$-context.

But what is about the interaction term $\frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{M_i} V_{ij}^{N_i}$ in Eq. 2? Konopka et al., have inspired the form of the fermionic-like and bosonic-like interactions and introduced two interaction potentials $H_{exc}$ (exchanged correlation) and $H_{add}$ (addition and subtraction) in their quantum graphity model [31]. The term $H_{exc}$ preserves the valence of each vertex and the term $H_{add}$ adds or subtracts edges [31]. But in our model, we deal with a final timid child including all locale entities (nodes) and all preserved links in each snapshot of the classical case. Therefore, we cannot follow a strategy similar to them. But, it is well known that in second quantization languages, the general form of the interaction potential between two neighbor nodes $A$ and $B$ might be written as $\langle \psi^+_A, \psi^+_B \mid V(A, B) \mid \psi_B, \psi_A \rangle$ and in consequence the total interaction potential, $V_{Int}$, has the below form

$$V_{Int} = \frac{1}{2} \sum_{A,B} \langle \psi^+_A, \psi^+_B \mid V(A, B) \mid \psi_B, \psi_A \rangle$$

(4)

Therefore, logically, we can assume that the interaction term $\frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{M_i} V_{ij}^{N_i}$ has the
general form as shown by eq.(4). But, since we deal with the entities belong to the first moments of the universe creation, it includes different types of interactions such as \( \sum_i \sum_j J_{ij} \hat{S}_{1i} \hat{S}_{2j} \) (spin-interaction), \( \sum_i \sum_j Q_{ij} \hat{I}_{1i} \hat{I}_{2j} \) (charge-interaction) and so on. It means that \( V_{\text{Int}} := \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{M} V_{i,j}^{N_i} \) includes some terms such as \( \hat{S}_{Ai}, \hat{I}_{Ai} \), and so on related to spin, charge, flavor and other probable interaction degree of freedoms. Now, if these operators belong to the chosen \( m_k \)-class representation, one can follow the first step of the above mentioned procedure and calculate \( V_{\text{Int}} \), and if do not belong, she/he should follow the second step of the above mentioned procedure and then find the interaction potential \( V_{\text{Int}} \) by using the approximated operators \( \delta^i(\hat{P})_B \) and, \( \delta^o(\hat{P})_B \). Therefore, we can study the many-entity theory in each classical snapshot by using the above mentioned procedure and specifies the kinematic of the system. But, what is about the dynamic of the system. We will justify the subject in the next section.

4. Dynamic

Based on our above assumptions, we deal with the relationship between \( n^{th} \)-child and \( (n + 1)^{th} \)-child. Therefore, dynamics means the relation between the different classical snapshots. In each snapshot, one can consider an unital \( C^* \)-algebra \( A \) with associated category \( C(A) \) of unital abelian \( C^* \)-subalgebra of \( A \) which forms a poset under algebra inclusion such that the spectral presheaf \( \Sigma_n^A \) belongs to \( \text{Sets}_n^{C(A)^{op}} \) [28]. Here, \( n \) is a subscript which is used for specifying the \( n^{th} \)-snapshot. Similarly, the spectral presheaf \( \Sigma_{n+1}^B \) can be defined which belong to \( (n + 1)^{th} \)-snapshot. If \( uC^* \) be a category whose objects are unital \( C^* \)-algebra and whose arrows are \( * \)-homomorphisms, then for given \( A \) and \( B \) belong to \( uC^* \), the map \( \phi : B \to A \) which belongs to the \( uC^*(A, B) \) is a unital \( * \)-homomorphisms [28]. Now, a question can be asked: whether such \( * \)-homomorphisms can induce a map \( \Sigma_n^A \to \Sigma_{n+1}^B \)? It has been shown that the map \( \phi \) induces a map \( \tilde{\phi} : C(B) \to C(A) \) which is called the base map [28]. The map \( \tilde{\phi} \) induces an essential geometric morphism, \( \Phi \), and its inverse image, \( \Phi^* \), as follows [28]

\[
\Phi : \text{Sets}_{n+1}^{C(B)} \to \text{Sets}_n^{C(A)}
\]
Therefore, \( \Phi^* \) allows us to map the object \( \Sigma^n \in \text{Sets}^{C(A)^{op}} \) to the object \( \Phi^*(\Sigma^n) \in \text{Sets}^{C(B)^{op}} \). Now, the last step is to define a map \( \Phi^*(\Sigma^n) \to \Sigma_{n+1}^B \) which for doing that we use the Gelfand duality [28]. Using the duality, it has been shown that there is a natural transformation \( G_\phi : \Phi^* \to \Sigma_{n+1}^B \), in \( \text{Sets}^{C(A)^{op}} \). Therefore, by combining the two constructed maps \( \Phi^* \) and \( G_\phi \) we obtain the desired map

\[ \langle \Phi, G_\phi \rangle = G_\phi \circ \Phi^* : (\Sigma^n_A) \to (\Sigma_{n+1}^B) \]

It has been shown that there exist a bijective correspondence between order-isomorphism \( \phi : B \to A \) and the spectral presheaf isomorphisms \( \langle \Phi, G_\phi \rangle : (\Sigma^n_A) \to (\Sigma_{n+1}^B) \) [28].

Summarizing: given two unital \( C^* \)-algebras \( A, B \) belong to unital commutating \( C^* \)-algebra (\( ucC^* \)) with a unital *-homomorphism \( \phi : B \to A \), then there exist a map

\[ \langle \Phi, G_\phi \rangle = G_\phi \circ \Phi^* : \Sigma^n_A \to \Sigma_{n+1}^B \]

between the respective presheaves going in the opposite direction [28].

As a complementary description, we pay our attention to the concept of flow. If \( A = B \) then an isomorphism \( \langle \Phi, G_\phi \rangle : \Sigma^n_A \to \Sigma^n_A \) is called an automorphism (\( Aut(\Sigma^n_A) \)) [28] which can used for defining the flow, \( F_A \), on spectral presheaf \( \Sigma^n_A \) as \( F_A : R \to Aut(\Sigma^n_A) \).

The concept of flow has been used for providing the topos version of the Heisenberg and Schrodinger representation and study the time evolution of the physical quantities in topos quantum theory [28]. But as we mentioned above, the time is nothing more than the change in the physical quantities when we compare the \( (n+1)^{th} \)-classical snapshot with the \( n^{th} \)-snapshot, by using the combined map \( \langle \Phi, G_\phi \rangle \). If the map \( \langle \Phi, G_\phi \rangle \) be an automorphism, it means that, the system is still in \( n^{th} \)-classical snapshot and nothings change, and in consequence, the passage of time has no sense.

5. Interpretation and Predictions

Every physical theorizing contains two important achievements in its scope of validity. The first achievement is a mathematical model that describes the existing laboratory
data and provides predictions about the future observations. The second is to generalizes
the existed interpretation and paradigms or even to introduce the new types of them. In
the initial moments of the world creation, it can be assumed that some entities (events)
were created. These events are located in a region of space-time (not a point), which
in mathematical term, is called locale (Appendix B). There are the causal (energetic
correspondence) relationships between some events i.e., they are placed on a world line
and form a causal set. This causal set forms a partially ordered set (poset), called timid
child. An element of a poset is called node and the causal relation between two elements
is called link. Also, it is possible we consider a collection of disconnected graphs. The
set is called a gregarious child. Here, we only consider the timid children. It has been
shown that, a poset can be considered as a category and is shown by a graph (called
Hasse diagram) [27]. It can be assumed that in the early moments of the world creation,
there were many relatively independent and separate timid children such that each of
them includes a significant number of nodes. Therefore, we are dealing with a many-
node system. Now, two questions can be asked: first, what is the mathematical model
of the many-node system? and second, what may be its interpretation? In the previous
sections of the paper, we mostly introduced the mathematical model and now we will
explain this mathematical model i.e., its interpretation.

First, let us to provide the interpretation of the kinematic part of the many-node theory.
It is well known that the survival and stability of a physical system which includes some
elements, occurs when its cohesive (binding) energy becomes a negative number. In
the other words, it can be imagined that we have brought each element of the physical
system from infinity to its current status (locale in mathematical terms (Appendix B)),
and after establishing the conditions of equilibrium and stability, the done work (energy)
has been stored in the system as binding energy. The stabilized (relaxed) graph is called
timid child. Using a suitable Leslie matrix [39], it is possible, one attributes an entropy
function to a system including timid and gregarious children and shows that the entropy
becomes maximum when the system reaches to its equilibrium and stable situation [33].
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Therefore, as it has been explained in section three, if the total structural Hamiltonian of the timid child be \( H_L = \sum_{i=1}^{N} (H_i^L + \frac{1}{2} \sum_{j=1}^{M_i} V_{ij}) \), the balance between the first and second terms of the Hamiltonian specifies the stability condition of the system. The related observables to the stability are Raman and infrared spectrums. For example, the infrared spectrum of the molecular Hydrogen and the Methane molecule have been reported in the range 3–20 \( \mu m \) [40] and 2470-3200 \( Cm^{-1} \) [41], respectively. Also, in the spectrum of the universe, the cosmic infrared background has been observed at range, \( \nu = 1012 – 1014 \text{ Hz}, \) and \( \lambda = 3 – 300 \mu m \) [42]. Therefore, one can consider a graph with some structural variables, such that after optimization, its infrared radiation coincides with the observed spectrum of the universe. Of course, it is possible to obtain more than one optimized structure matching the same observed spectrum from the theoretical point of view. It means that they are homomorphic structures and therefore more experimental data are necessary for specifying which of them is the optimized structure of the final timid child.

As it is shown in section four, the total nonstructural Hamiltonian of the timid child is \( H_{Net} = \sum_{i=1}^{N} \left( H_{sa}^{N_i,m_k} + \frac{1}{2} \sum_{j=1}^{M_i} V_{ij}^{N_i} \right) \) whose second (interaction) part includes some terms similar to such as \( \sum_i \sum_j J_{ij} \hat{S}_{1i} \hat{S}_{2j} \) (spin-interaction), \( \sum_i \sum_j Q_{ij} \hat{I}_{1i} \hat{I}_{2j} \) (charge-interaction) and so on. Bluemer et al., have discussed the high-energy cosmic-ray measurements covering the energy range from the knee to the highest energies [43]. They have referred to the hadronic interaction models such as QGSJET 01 and SIBYLL 2.1 to interpret some measured data and shown that one of the most popular explanations for the origin of the knee is that the spectra at the source exhibit a break and no point sources of charged cosmic rays were found in the knee region [43]. In addition to information extracted from measurements of charged particles, important hints towards the origin of (hadronic) cosmic rays may be derived from observations of high-energy \( \gamma \)-rays [43]. Therefore, after finding the relaxed structure of the final timid child, logically, one can assume suitable nonstructural Hamiltonian \( H_{Net}^{Net} \) for describing the observed high-energy cosmic-ray related to the first moments of the universe creation. Again,
there may be different models for explaining the same experimental data. If it is, it means that they are homomorphic models and more new experimental data are necessary for finding the best ones.

Now, we provide the interpretation of dynamic. Each entity (event or node) occupies a region, instead of a point, in the universe which is called locale in mathematical terms (Appendix B). All of the above descriptions belong to a specific classical snapshot of the final timid children. After creation of a new locale entity (node), if it is added to an available $n^{th}$-timid child with $m_k^{n^{th}}$-representation of abelian self-adjoint operators, i.e., a causal link is created, a new $(n+1)^{th}$-timid child is created and in consequence a new relaxed structure and new $m_k^{(n+1)^{th}}$-representation, should be considered. In the other words, time is nothing more than sensing the change in physical observables. If no change is sensed, time will be meaningless [32]. Generally, the evolution of system is described by the concept of flow in topos representation of quantum mechanics [27]. In topos many-node theory, the relationship between $n^{th}$-timid child and $(n+1)^{th}$-timid child is specified by a combined map $\langle \Phi, G_\phi \rangle$ which was been explained in the section four. Therefore, logically, it is possible we find the experimental data related to the different final relaxed timid child, sort them and finally classify them in the different collections. By comparison between the collections, we find the signature of different combined maps $\langle \Phi, G_\phi \rangle$ i.e., we specify the history related to a collection of a final relaxed timid children.

Two remained concepts are the critical dimension of a timid child and the hidden concept behind the truth value. As we have mentioned in section three, each timid child has a critical dimension, after which, a physical paradigm shift happens, and for describing the physics in this new scale, we should use new mathematical model, concepts, and interpretation, probably [32]. In the other words, by adding a new link, the cohesive energy, which is a negative number, increases (will be more positive than before) and in consequence the growth process stops. Therefore, it is expected that we find different signatures belong to the different final relaxed timid children in the different scales of
cosmic rays and cosmic background radiations related to the first moments of universe creation.

In quantum mechanics, we deal with an open system which includes observer, observed system, and measurement. We use a relative frequency interpretation or information probability tree [3] for defining the occurrence probability related to a specific experiment i.e., probability is not a derived concept. But in the topos representation of quantum mechanics, the truth values are the fundamental concept and an internal logic in terms of the truth values are used [27]. Therefore, for both open and closed system we deal with a logical interpretation and the probability is a derived concept [27]. For example, when we say the spin value of a 2-spin system (Appendix C) is at range [1.3-2.3] in fact we express a proposition \( A \in \Delta \) about system such that if the system is in the state \( |\psi_1\rangle \) its related truth value \( v(A \in \Delta; |\psi_1\rangle) = 1 \) and otherwise it is equal to zero.

It is convenient to define the set \( T^s : \{ S \subseteq X \mid s \in S \} \) such that \( v(A \in \Delta; s) = 1 \) if and only if \( A^{-1}(\Delta) \in T^s \) and otherwise it is equal to zero [27]. Here, \( X \) is a topological space. Therefore, the truth value of such a statement is denoted as \( [[A^{-1}(\Delta) \in T^s]] \) [27]. Now, it is possible to define a measure dependent truth object as \( T^\mu_r := \{ S \subseteq X \mid \mu(S) \geq r \} \) for all \( r \in (0, 1] \), where \( X \) is a topological space and \( \mu \) is the probability measure i.e., \( \mu : \text{Sub}(X) \rightarrow [0, 1] \) [27]. It should be noted that the value \( r = 0 \) is not included. The reason is to avoid obtaining situation in which all propositions are totally true with probability zero [27]. Therefore, by following the three mentioned steps in section three, one can find the approximated operators related to the operator \( \hat{P}_V \) i.e., \( \delta^i\left(\hat{P}\right)_{V'} \) and \( \delta^o\left(\hat{P}\right)_{V'} \) (\( V' \subseteq V \)) and the quantity valued objects \( v = [\delta^i\left(\hat{P}\right)_{V'}, \delta^o\left(\hat{P}\right)_{V'}] \) which shows the probable values of the operator \( \hat{P}_V \). Therefore, the probability is a derived concept, internally.

### 6. Summary

We have assumed that, some entities are created in the first moments of the world creation. They have occupied a region, instead of a point, in space-time (called locale
events (nodes), in mathematical terms). It was assumed that there are the energetic causal relationships between all nodes and all of them are placed on the world line based on the general relativity theory. A graph includes $N$ nodes and $N(N - 1)/2$ causal relations which is called links. There are two kinds of the collection of graphs. A timid child is a collection of graphs such that all graphs are connected to each other by links and form a whole graph i.e., all nodes are placed on a world line. A gregarious child is a collection of graphs such that they are some graphs which are not connected to any graph i.e., some nodes are placed on the different world lines. We only considered the timid child which is called the many-node system. The many-node system is a partial ordered set and in consequence it is a topos [27]. It was shown that two kinds of general Hamiltonian called structural Hamiltonian ($H^L_T$) and nonstructural Hamiltonian ($H^Net_T$) could be attributed to the system. The surveillance and stability of the many-node graph was explained by using $H^L_T$. It was explained that after reaching to the stability, the final graphs would have a critical dimension. Far from the critical dimension, we deal with a new physical system which should be explained by using the new mathematical model and interpretation. Logically, it should be possible we attribute some infrared spectrum to the final relaxed graph which has been found in the cosmic background radiations [41], for finding its detailed model. Also, it was discussed that the nonstructural Hamiltonian ($H^Net_T$) of $n^{th}$-final optimized graph not only includes some abelian self-adjoint operators (called $m^{nth}_{\phi}$-representation) but also the interaction terms such as $\sum_i \sum_j J_{ij} \hat{S}_{i1} \hat{S}_{2j}$ (spin-interaction), $\sum_i \sum_j Q_{ij} \hat{I}_{i1} \hat{I}_{2j}$ (charge-interaction) and so on. It was discussed that, logically, the signature of $H^Net_T$ (i.e., physical observables) might be found in the cosmic rays, especially in high energy and combination regions [43]. Finally, we explained that time has no meaning else the change in the partial physical observables. Therefore, the relation between the state-space of $n^{th}$-final optimized graph and $(n + 1)^{th}$-final optimized graph could be found by using a combined map $\langle \Phi, G_{\phi} \rangle$. It is the meaning of the dynamic. Finally, we discussed that, the probability is a derived concept by using the concept of the truth value. The detailed model of the explained
may-node theory might be found by using the data of cosmic background radiations and cosmic rays in future studies for removing the probable existed homomorphic in mathematical modeling of structural and nonstructural parts of the theory.

Appendix A. Topos Quantum Mechanics

Based on the introduced literature in topos physical theory [23-26], $\Sigma_\phi$ and $R_\phi$ stand for state object and quantity object, respectively, both as ground-type symbol in topos ($\tau_\phi$)-representation. Therefore, a physical quantity is shown by an one-to-one map as $A_\phi : \Sigma_\phi \rightarrow R_\phi$ and a set of the physical quantities are shown by $F_{\tau_\phi}(\Sigma_\phi, R_\phi)$. In addition, if $\tilde{s} \in \Sigma_\phi$ and $\tilde{\Delta} \in R_\phi$ stand for a free variable and a range of physical quantity, respectively, then a formula i.e., a proposition in sub-object classifier $\Omega_\phi$ is shown as the map $\Sigma_\phi \times R_\phi \rightarrow \Omega_\phi$ and the collection of these formulas are shown by $\Gamma_\phi$.

In topos quantum mechanics (TQM), the theory is locally considered as a snapshot of locally classical picture at the same time. The collection of the all snapshots contains all necessary information about the physical system and in consequence no information are lost [27, 28]. In TQM, a category of the abelian von Neumann sub-algebra ($v(H)$) of the bounded operators algebra on the Hilbert space ($B(H)$) is considered i.e., the topos $Sets^{v(H)^{op}} \cong Sh(v(H)^-)$ is considered where $Sh$ stands for sheaves and $v(H)^-$ is the complete Heyting algebra of the lower sets in $v(H)$ [27, 28]. Here, If $V_{sa}$ be the set of the all self-adjoint operators and the projection operator $\hat{P}$ is assigned to a physical quantity $P$, such that $\hat{P} \notin V_{sa}$, then one can assigns the smallest element in the set 
\[ \left\{ \hat{R} \in V_{sa} \mid \hat{R} \geq s \hat{P}; i f f \ E_{\hat{R}} \preceq E_{\hat{P}} \right\} \] (denoted by $\delta^o \left( \hat{P} \right)_{V}$) to the projection operator $\hat{P}$ in the context $V \subseteq V_{sa}$ through outer deseinisation where $E_{\hat{R}}$ and $E_{\hat{P}}$ are the spectrum decomposition of operators $\hat{R}$ and $\hat{P}$, respectively [27, 28]. Similarly, the largest element in the set 
\[ \left\{ \hat{R} \in V_{sa} \mid \hat{R} \leq s \hat{P}; i f f \ E_{\hat{R}} \succeq E_{\hat{P}} \right\} \] (denoted by $\delta^i \left( \hat{P} \right)_{V}$) can be assigned to the projection operator $\hat{P}$ in the context $V \subseteq V_{sa}$ through inner deseinisation [27, 28]. Therefore, one can estimate the operator $\hat{P}$ in $V_{sa}$ by the below inequality in each stage.
\[ \delta^i(\hat{P})_V \leq (\hat{P})_{V_{sa}} \leq \delta^o(\hat{P})_V \]  \hspace{1cm} \text{(A.1)}

Since a state can be defined as \( T^\rho_V := \{ \hat{P} \in V_{sa} \mid Tr(\hat{P}\rho) = 1 \} \), a truth value of a physical quantity is defined as [27, 28]

\[ v(\delta(\hat{P}) \in T^\rho_{V_{sa}}) := \{ V \subseteq V_{sa} \mid Tr(\rho(\hat{P})_V) = 1 \} \]  \hspace{1cm} \text{(A.2)}

where, \( Tr \) means trace. Using the above definitions, the quantity valued object related to each physical quantity is defined as [27, 28]

\[ \delta(\hat{P})_{V_{sa}}(\lambda) := (\delta^i(\hat{P})_V(\lambda), \delta^o(\hat{P})_V(\lambda)) \]  \hspace{1cm} \text{(A.3)}

where, \( \lambda \in \Sigma_\phi \). As Eq. (A.3) shows, the lowest (highest) probable measured value of the physical quantity \( P \) is equal to \( \delta^i(\hat{P})_V(\lambda) \) (\( \delta^o(\hat{P})_V(\lambda) \)) when the system is at state \( \lambda \in \Sigma_\phi \). However, \( \delta^i(\hat{P})_V(\lambda) \) and \( \delta^o(\hat{P})_V(\lambda) \) are maps : \( \downarrow V \to \text{spectrum} \ (\hat{P}) \) which are called order-reversing (\( \mu \)) and order-preserving function (\( \nu \)), respectively such that \( \delta^i(\hat{P})_{V'}(\lambda) = \lambda(\delta^i(\hat{P})_V(\lambda)) \) and \( \delta^o(\hat{P})_{V'}(\lambda) = \lambda(\delta^o(\hat{P})_V(\lambda)) \) where \( V' \subseteq V \). Then, the quantity valued object can be written as [28]

\[ R^\rightarrow_{V_V} : \{(\mu, \nu) \mid \mu, \nu : \downarrow V \to R\} \]  \hspace{1cm} \text{(A.4)}

**Appendix B. Topos representation of Space-time**

In mathematical terms, A frame is a lattice \( L \), with all conjunction (meet: \( \wedge \)) and disjunction (join: \( \vee \)) which satisfies the below law for every \( U \) and \( V_i \in L \)

\[ U \bigvee_i V_i = \bigvee_i (U \bigwedge V_i) \]  \hspace{1cm} \text{(B.1)}

It should be noted that for every two elements \( A \) and \( B \), the conjunction (meet: \( \wedge \)) means the greatest lower boundary between them and the disjunction (join: \( \vee \)) means the least upper boundary between them [28]. When, we say objects are in space-time, it means that they occupy some regions of space-time and not a point. Therefore, the explanation of space-time in terms of extended regions is more useful and valuable than points. The concept of locale should be used instead of frames i.e., instead of considering
points, it is preferred to consider the open regions as fundamental entities [28]. In the mathematical terms, the category of locales is the opposite category of frames i.e., $\text{Loc} = (\text{Frames})^{op}$ [28, 36]. Therefore, for every topological space $X$, one can construct $\text{Loc}(X)$ whose frame includes all open sub-algebra of $X$. Also, for every map $f : X \rightarrow Y$ between topological spaces $X$ and $Y$, the associated maps is $\text{Loc}(f) : \text{Loc}(X) \rightarrow \text{Loc}(Y)$ [28]. It can be shown that the locale is equivalent to complete Heyting algebra and in consequence the collection of space-time regions is under an intuitive logic rather than the classical Boolean algebra [28].

Now, a question can be asked: how can one define the local frame $R^4$? It can be shown that if $A$ and $B$ are two frames then the point of their tensor product i.e., $\text{pt}(A \otimes B)$ is $\simeq \text{pt}(A) \times \text{pt}(B)$ [28]. Here, $\text{pt}$ stands for points. Therefore, one can now define space-time to be locale $R \otimes R \otimes R \otimes R =: R^4$ constructed by the iteration $\bigwedge_i (A \otimes B) = (\bigwedge_i A) \times (\bigwedge_i B)$ [28]. Also, since for given three frames $A$, $B$, and $C$ and frame homomorphisms $f : A \rightarrow C$ and $g : B \rightarrow C$ there exist a unique frame homomorphism $h : A \otimes B \rightarrow C$ such that $f = h \circ i$ and $g = h \circ j$ where $i : A \rightarrow A \otimes B$ and $j : B \rightarrow A \otimes B$, the object $R^4$ is a coproduct in $sh(v(H))$ [28]. It should be noted that since the presheaf $\text{pt}(R^4) \simeq \times_4 \text{pt}(R)$ the notion of a point can be defined within the locale [28].

What is about the quantity valued object when we use locale instead of frame? It has been shown that the quantity valued object $R^{\downarrow \rightarrow}$ is a sub-locale of $\text{Loc}(v(H) \times R)$, where $R$ is the internal domain including all compact interval $[a, b]$ such that for every $a, b \in R$ then $a \leq b$ [28]. The points of the locale $\text{Loc}(v(H) \times R)$ are given by the presheaf $(\text{Loc}(v(H) \times R))$ [28].

Appendix C. Example: 2-spin System

(i) First step:

As an example, let us consider 2-spin system such that the $m_k$-class representation only includes spin operator $\hat{S}_z$, with he below spectrum decomposition in his maximal
algebra $V = C_1\hat{P}_1 + C_2\hat{P}_2 + C_3\hat{P}_3 + C_4\hat{P}_4$

\[ \hat{E}_V^s = \hat{0}; \text{ if } \lambda < -2 \quad (C.1) \]
\[ \hat{E}_V^s = \hat{P}_4; \text{ if } -2 \leq \lambda < 0 \quad (C.2) \]
\[ \hat{E}_V^s = \hat{P}_3 + \hat{P}_2; \text{ if } 0 \leq \lambda < 2 \quad (C.3) \]
\[ \hat{E}_V^s = \hat{1} = \sum_{i=1}^{4} \hat{P}_i; \text{ if } \lambda > 2 \quad (C.4) \]

Where $\hat{0}$ is zero operator, $\hat{P}_i = |\psi_i\rangle \langle \psi_i|$, is the projection operators related to the states

$|\psi_1\rangle = (1, 0, 0, 0)^{Tra}, |\psi_2\rangle = (0, 1, 0, 0)^{Tra}, |\psi_3\rangle = (0, 0, 1, 0)^{Tra}, |\psi_4\rangle = (0, 0, 0, 1)^{Tra}$

$\lambda_i$ is the eigenvalue of operator $\hat{P}_i$, and $Tra$ means transpose. The set of the other non-maximal sub-algebra of $V$ is

\[ \downarrow V = \{ V' \in v(H) \mid V' \subseteq V \} = \{ V_{\hat{P}_i}, V_{\hat{P}_j, \hat{P}_k} \} \quad (C.5) \]

where, $V_{\hat{P}_i} = C_1\hat{P}_1 + C_2\left(\hat{P}_j + \hat{P}_k + \hat{P}_l\right); i \neq j, k, l$, and $V_{\hat{P}_i, \hat{P}_j} = C_1\hat{P}_1 + C_2\hat{P}_j + C_3(\hat{P}_k + \hat{P}_l); i \neq j \neq k, l$ and in both cases $i, j, k, l \in \{1, 2, 3, 4\}$. Therefore, the state-space related to each algebra are as follows

\[ \Sigma_V = \{ \lambda_1, \lambda_2, \lambda_3, \lambda_4 \} \quad (C.6) \]
\[ \Sigma_{V_{\hat{P}_i}} = \{ \lambda_i', \lambda_j' \} \quad (C.7) \]
\[ \Sigma_{V_{\hat{P}_i, \hat{P}_j}} = \{ \lambda_i'', \lambda_j'', \lambda_k'' \} \quad (C.8) \]

Also, the sieves are

\[ S_V = \{ V, V_{\hat{P}_i}, V_{\hat{P}_j, \hat{P}_k} \mid i, j \in \{1, 2, 3, 4\} \} \quad (C.9) \]
\[ S_{ij} = \{ V_{\hat{P}_i}, V_{\hat{P}_j} \mid i, j \in \{1, 2, 3, 4\} \} \quad (C.10) \]
\[ S_i = \{ V_{\hat{P}_i} \mid i \in \{1, 2, 3, 4\} \} \quad (C.11) \]
\[ \Omega_V = \{ \emptyset, S_V, S_{ij}, S_i \mid i, j \in \{1, 2, 3, 4\} \} \quad (C.12) \]

where, $\emptyset, \Omega_V = \{ \emptyset \}$ and $\Omega_V$ is called sub-object classifier related to the maximal algebra $V$. 
(i) **Second Step:**

Now, as an example let us assume that the system is in state $|\psi_1\rangle = (1, 0, 0, 0)^T$ which is related to the operator $\hat{P}_1$ and we consider the context $V_{\hat{P}_4} = C_1\hat{P}_4 + C_2(\hat{P}_1 + \hat{P}_2 + \hat{P}_3)$. By assuming $C_1 = -2$ and $C_2 = 0$ [27], the spectrum decomposition is

$$\hat{E}_{V}^{\hat{S}_z} = \hat{0}; \text{ if } \lambda < -2$$

(C.13)

$$\hat{E}_{V}^{\hat{S}_z} = \hat{P}_4; \text{ if } -2 \leq \lambda < 0$$

(C.14)

$$\hat{E}_{V}^{\hat{S}_z} = \hat{P}_1 + \hat{P}_2 + \hat{P}_3; \text{ if } 0 \leq \lambda < 2$$

(C.15)

$$\hat{E}_{V}^{\hat{S}_z} = \sum_{i=1}^{4} \hat{P}_i; \text{ if } \lambda > 2$$

(C.16)

and by assuming $C_1 = -2$ and $C_2 = 2$ [27], the spectrum decomposition is

$$\hat{E}_{V}^{\hat{S}_z} = \hat{0}; \text{ if } \lambda < -2$$

(C.17)

$$\hat{E}_{V}^{\hat{S}_z} = \hat{P}_4; \text{ if } -2 \leq \lambda < 0$$

(C.18)

$$\hat{E}_{V}^{\hat{S}_z} = 0; \text{ if } 0 \leq \lambda < 2$$

(C.19)

$$\hat{E}_{V}^{\hat{S}_z} = \sum_{i=1}^{4} \hat{P}_i; \text{ if } \lambda > 2$$

(C.20)

By comparison (Appendix A) between $\hat{E}_{V}^{\hat{S}_z}$ and $\delta_1(\hat{E}_{V_{\hat{P}_4}}^{\hat{S}_z})$, and also, $\hat{E}_{V}^{\hat{S}_z}$ and $\delta_2(\hat{E}_{V_{\hat{P}_4}}^{\hat{S}_z})$ it can be concluded that

$$\delta_2(\hat{E}_{V_{\hat{P}_4}}^{\hat{S}_z}) \leq s\left(\hat{S}_Z\right)_{V_{\hat{P}_4}} \leq s\delta_1(\hat{E}_{V_{\hat{P}_4}}^{\hat{S}_z})$$

(C.21)

Therefore, $\delta_2\left(\hat{E}_{V_{\hat{P}_4}}^{\hat{S}_z}\right) = \delta^i\left(\hat{S}_Z\right)_{V_{\hat{P}_4}}$ and $\delta_1\left(\hat{E}_{V_{\hat{P}_4}}^{\hat{S}_z}\right) = \delta^O\left(\hat{S}_Z\right)_{V_{\hat{P}_4}}$.

(i) **Third Step:**

Now, it is easy to show that $\left\langle \psi_1 \left| \delta^O\left(\hat{S}_Z\right)_{V_{\hat{P}_4}} \right| \psi_1 \right\rangle = 2$ and $\left\langle \psi_1 \left| \delta^i\left(\hat{S}_Z\right)_{V_{\hat{P}_4}} \right| \psi_1 \right\rangle = 0$. Then, the quantity valued object $\delta(S_z)_{V}$ in $V_{\hat{P}_4}$-context when the system is in the state $|\psi\rangle_1$ is at the range $[0,2]$. 
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