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Abstract

The task of mining large unstructured text archives, extracting useful patterns and then organizing them into a knowledgebase has attained a great attention due to its vast array of immediate applications in business. Businesses thus demand new and efficient algorithms for leveraging potentially useful patterns from heterogeneous data sources that produce huge volumes of unstructured data. Due to the ability to bring out hidden themes from large text repositories, topic modeling algorithms attained significant attention in the recent past. This paper proposes an efficient and scalable method which is guided by topic modeling for extracting concepts and relationships from e-commerce product descriptions and organizing them into knowledgebase. Semantic graphs can be generated from such a knowledgebase on which meaning aware product discovery experience can be built for potential buyers. Extensive experiments using proposed unsupervised algorithms with e-commerce product descriptions collected from open web shows that our proposed method outperforms some of the existing methods of leveraging concepts and relationships so that efficient knowledgebase construction is possible.

I. Introduction

A KNOWLEDGEBASE or a relational database storing useful patterns which are extracted from unstructured data such as plain text has great potential in business domains on which a large number of customer centric services can be embedded. Consider a knowledgebase storing factual information about e-commerce products which are extracted from unstructured descriptions available from web. Services such as meaning aware product search and discovery [1] and feature based filtering [2] can be attached to this knowledgebase for enhancing customer shopping experience. Appraising such prospective applications, a large number of researches have been reported in the recent past which focuses on mining large unstructured text repositories for finding useful patterns and leveraging them to a structured form for immediate use by the applications. It is well established that among all other forms of unstructured data, text is considered to be very rich in information and diverse applications are producing and consuming text data. There are still a lot of avenues where we can exploit the text data in its full potential for extracting content rich patterns. As the amount of text that is being generated grows exponentially, we need more efficient and scalable algorithms to process such data.

This is the era of data explosion thus organizations are already flooded with data and the growth of such data is exponentially increasing. Leveraging useful knowledge from such data using traditional algorithms are inefficient and time consuming thus we need more efficient algorithms to cop up with these scenario. In text mining, concepts can be defined as a sequence of words that is used to represent real or imaginary entities found in plain text. Extraction of such concepts is an important step in bringing out useful patterns from text because knowledge engineering applications make use of these concepts for enriching the associated knowledge. Another use of concept mining is that a variety of information retrieval, opinion mining and classification systems make use of such concepts. Even though many such extraction systems are available, when dealing with large amount of data, these algorithms may perform poor when it comes to the extraction of relevant and semantically rich concepts. Thus we need more efficient and intelligent algorithms to work with these large text archives.

Topic modeling algorithms has attained a special interest among text mining researchers and practitioners because of its text understanding nature and the ability to deal with large text archives. Topic models [3] are suite of algorithms which can bring out hidden thematic structures from large text repositories and they are mostly unsupervised when it comes to the learning paradigm. Since its inception, researchers have extended topic modeling to many dimensions and as a result various implementations of the same are reported in the past literatures. Probabilistic topic models [4] and Latent Dirichlet Allocation (LDA) [5] are such implementations of the basic topic modeling. Among these, LDA algorithm is most widely used by text mining enthusiasts because of the assumption it has in modeling topics and also the easiness in integrating it with widely used programming languages such as Python and Java.
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Main Contributions of this paper: In this work, the authors propose a new approach for extracting semantically rich and close to real-world concepts from e-commerce product descriptions which are publicly available. A bootstrapping relation extraction algorithm is also proposed which looks for a specific set of seed relations that connects these concepts. The advantage of this proposed framework is that it is completely unsupervised and the need for a tagged corpus can be eliminated. The proposed method is also scalable that make this method efficient when dealing with large datasets. When compared with state-of-the-art methods in concept extraction, the proposed method outperforms them in terms of quality of concepts leveraged.

Organization of this paper: The rest of this paper is organized as follows. Section 2 defines the problem and briefly reviews the works that have been reported in the recent past which are closely related to our work and also a quick view of the LDA algorithm. Our proposed framework for extracting concepts and relations which is guided by topic modeling is explained in Section 3. Detailed explanation of our experimental setup and implementation of the same on e-commerce product descriptions are shown in Section 4. Section 5 showcases a detailed evaluation of the results and our conclusion and potential future works are given in Section 6.

II. Problem Definition

In this paper, the authors propose an approach for leveraging useful concepts and relation patterns from product descriptions available in e-commerce websites which are unstructured in nature. The proposed hybrid approach combines topic modeling, tf-idf weighting - a newly introduced topic word scoring scheme - and some basic linguistic processing such as POS tagging for mining potential concepts from reasonably high volumes of text. The method then extracts relationships which links these concepts and explores the possibility of building a product knowledgebase which has many potential applications such as meaning aware product search [1] and semantic question answering in e-commerce. In a nutshell this paper aims to answer the following questions:

1. Is it possible to leverage close to real-world and better human interpretable concepts from large collection of webpages using topic modeling?
2. Is it possible to extract semantic relations connecting such concepts from same webpages using a bootstrapping method and create a knowledgebase storing these patterns?
3. Is it possible to generate a semantic graph connecting such leveraged concepts and relations so that meaning aware applications can be built?

Towards the identification of semantically rich concepts and relation patterns, many approaches have been proposed. In the following subsection we describe the major ones that are close to our proposed algorithms.

III. State of the Art in Concept Extraction

Automatic concept extraction techniques have attained a high interest among knowledge management and engineering enthusiasts. Due to potential applications, a large number of research literatures have been reported in the field of concept extraction or concept mining which proposed many algorithms with varying degrees of success. In this section, we discuss past literatures on topic modeling guided concept extraction, automated concept mining and also a systematic review on recent past literatures reported in relation extraction.

Since topic modeling algorithms such as Latent Dirichlet Allocation (LDA) [5] and Probabilistic Latent Semantic Indexing (PLSI) have come up with well defined statistical and mathematical foundation, a good number of works that make use of such algorithms have been reported. The very first approach that thinks beyond traditional ‘bag-of-word’ method was the bigram topic model [3]. In this model, a new topic word is generated from a context given by a hidden topic associated with it and the previous word. Later a new statistical model called topical n-gram [6] was introduced that make use of a variable called switching variable for the identification of a new n-gram. The major drawback of this method was with the post-processing assumption it had and failed to attend the situation in practical scenario that the words within an n-gram usually won’t share same topic.

Another approach called phrase discovering topic model [7] that uses a pitman-yor process for generating a topic-word matrix has been introduced. Performance of this method when dealing with large unstructured text data was not satisfactory and consumed significant amount of time to construct the matrix. A new model that performs phrase segmentation along with topic modeling was introduced [8] but failed to work with datasets having large number of files. TopMine [9], a system capable of mining topical phrase mining, is introduced recently, which implements a two step process for discovering phrases from text and for training a tradition topic model such as LDA. The assumption associated with this system, which says words in the same phrase must be assigned with the same topic, is not happening most of the time in practical scenario.

A graph based commonsense concept extraction and detection of semantic similarity [11] was introduced which uses a manually labeled dataset containing 200 multi-word concept pairs for evaluating their proposed parser. The method could leverage semantically and syntactically related concepts. The major shortfall of this algorithm is the supervised nature and requires human effort for tagging the dataset. A key phrase extraction technique called Automatic Concept Extractor (ACE) [12] was introduced by Ramirez and Mattmann which could extract concepts from HTML pages and their method used text body and visual clues such as bold, italic texts, etc., for identifying potential concepts. Their method could outperform some of the reported algorithms that were prevalent at that time and another system named GenEx [13] which employed a genetic algorithm supported rule learning mechanism for concept extraction. Since this relies on human crafted rules, the method could not perform well when dealing with diverse concepts.

A Naive Bayes learning model based key phrase extraction system called Automatic Keyphrase Extraction (KEA) [14] was developed which uses the model created with known key phrases extracted from training documents for inferring phrases from new set of documents. Another widely used method was introduced by Frantzi et al., which extracts multi-word terms from medical documents and is named as C/NC method [15]. The algorithm uses a POS tagger POS pattern filter for collecting noun phrases and then uses some statistical measures for determining the term-hood of candidate multi-words. This method could extract medical concepts from small collection of text documents but performance was degraded when dealing with large archives.

Parameswaran et al. introduced a system capable of extracting concepts from user tags and query log dataset which make use of technique similar to association rule mining [16]. The authors use features such as frequency of occurrences and the popularity among users for extracting concepts and they build a web of concepts. Another method, which uses a bag of word approach, was introduced by Gelfand et al., which can extract concepts from unstructured text by forming a closely tied semantic relations graph [17]. On applying this method specifically for some classification tasks, the authors found that their method produces better concepts than the Naive Bayes text classifier.
IV. State of the Art in Relation Extraction

A heavy number of real world applications in information retrieval and natural language processing require the proper identification of semantic relations connecting entities or concepts. There is an invaluable potential vested interest in the conversion of data from unstructured to structured form so that intelligent applications can use this for business purposes. Earlier methods of relation extraction were heavily dependent on supervised methods so that the creation of labeled data was time consuming and also too expensive to create in large quantities. Later bootstrapping based methods were introduced which start with a set of seed relation patterns and then learn more relations from unstructured text data. Here we discuss some of the semi-supervised relation mining algorithms which have similar method of working as our relation extraction algorithm.

Brin proposed a relation extraction system, DIPRE (Dual Iterative Pattern Relation Expansion) [18] for extracting author - book pairs from the web. This system starts with a small set of author - book pairs and then crawl the web for finding the occurrence of such pairs. If a new relation has been found, DIPRE adds it to the seed and continue crawling until there are no new seed relations found or a specified threshold has been met. Another system named Snowball [19] was introduced which works in the same direction of DIPRE but for extracting organization - location relation on plain text. The difference is that Snowball represents relation tuples as a vector and then uses a vector similarity function to group related tuples. For labeling a new data, Snowball first executes named entity recognition over the data to identify location and organization entities. The advantage of Snowball compared to DIPRE is that instead of searching for exact matches, Snowball searches for pairs having slight variations in token or punctuation. A large scale web based information extraction system called KnowItAll [20] was introduced that could label training examples using a small set of domain independent relation extraction patterns. Relation specific extraction rules built from generic patterns are used for learning domain specific extraction rules. These rules are then applied to web pages filtered through search engine queries and a probability value calculated using point-wise mutual information was assigned to the extracted patterns.

Algorithms discussed above such as DIPRE, Snowball and KnowItAll are relation specific systems where the user has to specify the relations of interest such as author - book or organization - location. To overcome this issue, another system named TextRunner [21] was introduced which learns the relations, classes and entities from its corpus in a self-supervised manner. It first labels training data as positive or negative and a classifier is trained using this data and then applied to web pages filtered through search engine queries and a probability value calculated using point-wise mutual information was assigned to the extracted patterns.

Even though a LDA works well on broad ranges of discrete datasets, the text is considered to be a typical example to which the model can be best applied. The process of generating a document with n words by LDA can be described as follows [5]:

1. Choose the number of words, n, according to Poisson Distribution;
2. Choose the distribution over topics, θ, for this document by Dirichlet Distribution;
   a) Choose a topic T i 0 ~ Multinomial(θ)
   b) Choose a word W i 0 from P(W i 0 | T i 0, β)

Thus the marginal distribution of the document can be obtained from the above process as shown in (1):

$$\int_\theta \prod_{i=1}^{n} P(W(i) | T(i), \beta).P(T(i) | \theta).P(\theta | \alpha)d\theta$$  (1)

where $P(\theta | \alpha)$ is derived by Dirichlet Distribution parameterized by α, and $P(W(i) | T(i), \beta)$ is the probability of W i 0 under topic T i 0 parameterized by β. The parameter α can be viewed as a prior observation counting on the number of times each topic is sampled in a document, before we have actually seen any word from that document. The parameter β is a hyper-parameter determining the number of times each topic is sampled in a document. The parameter α and β are chosen as hyperparameters.

V. Background: Latent Dirichlet Allocation (LDA)

A good number of topic modeling algorithms are introduced in the recent past which varies in their method of working mainly with the assumptions they adopt for the statistical processing. An automated document indexing method based on a latent class model for factor analysis of count data in the latent semantic space has been introduced by Thomas Hofman [22]. This generative data model called Probabilistic Latent Semantic Indexing (PLSI), considered as an alternative to the basic Latent Semantic Indexing has a strong statistical foundation. The basic assumption of PLSI is that each word in a document corresponds to only one topic. Later, a new topic modeling algorithm known as Latent Dirichlet Allocation (LDA) [5] was introduced which is more efficient and attractive than PLSI. This model assumes that a document contains multiple topics and such topics are leveraged using a Dirichlet Prior process. In the following section, we will briefly describe the underlying principle of LDA.
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VI. Topic Modeling Guided Semantic Knowledge Discovery

Even though the power of Latent Dirichlet Allocation algorithm has been used extensively for harnessing the topics from large text datasets, there are very few studies that have been reported for extending LDA for leveraging semantically rich concepts. Our proposed framework moves into this direction and we try to map statistically generated "topics" to semantically rich "concepts" and then extracts relationships and relation mentions that connect these concepts. Further we extend this for the creation of an e-commerce product knowledgebase which employs relational tables and contains pairs of feature and values as facts. Proposed framework can be classified into two sub-modules (i) concept extraction from publically available e-commerce product descriptions and (ii) relation extraction and knowledgebase construction. The overall work flow of the proposed method is depicted in Figure 1.

A. Product Concepts Extraction

In this module, we introduce a topic to concept mapping procedure for leveraging potential concepts from statistically computed topics which are generated by the LDA algorithm. The first step of the proposed framework deals with the preprocessing of data which is meant for removing unwanted and irrelevant data and noises. Latent Dirichlet Allocation algorithm is executed on top of this preprocessed data which in turn generates topics through the statistical process. A total of 50 topics have been extracted by tuning the parameters of LDA algorithm. Once we have got the sufficient topics for the experiment, for each topic, we have created a topic - document cluster by grouping the documents which generated such a topic and the same process has been executed for all topics under consideration. Now, we introduce a new weighting scheme called \( \text{tf-itf} \) (term frequency - inverse topic frequency), which is used for finding out highly contributing topic word in each topic. We bring this weighting scheme to filter out the relevant candidate topic words. Term frequency \( tf \) is the total number of times that particular topic word comes in the topic - document clusters. Normalized term frequency, \( N_{Tw} \) of a topic word \( T_w \) can be calculated as in (3):

\[
N_{Tw} = \frac{N_{Ttw}}{N}
\]

where \( N_{Ttw} \) is the number of times \( T_w \) occurs in the cluster and \( N \) is equal to the total number of terms in the cluster.

Inverse topic frequency \( I_{Tw} \) is calculated as:

\[
I_{Tw} = \frac{N_{Td}}{N_{dTw}}
\]

where \( N_{Td} \) is the total number of documents in the cluster and \( N_{dTw} \) is the number of documents with term \( T_w \) in the cluster.

This step is followed by a sentence extraction process in which all the sentences which contain the topic words which have high \( \text{tf-itf} \) weight are extracted. Next, we apply parts of speech (POS) tagging on these sentences and extract only noun and adjective tags as we are only concentrating on the extraction of concepts. In linguistic pre-processing step, we take Noun + Noun, Noun + Adjective and (Adjective | Noun) + Noun combinations of words from the tagged collection. Concept identification is the last step in the process flow in which we find out the term count of all the combinations of Noun + Noun, Noun + Adjective and (Adjective | Noun) + Noun. A positive term count implies that the current multi word can be a potential "concept" and if we get a zero term count, then that multi word can be ignored. The newly proposed algorithm for extracting the concepts is shown in Algorithm 1.

**Algorithm 1: Product Concept Extraction**

1. For each topic \( t \), create topic – document clusters
2. Compute \( \text{tf-itf} \) for topic words in all clusters
3. Choose top weighted topic words
4. Extract sentence from corpus containing top weighted topic words
5. Parts_of_Speech_Tag(sentence) and extract NN, NNP, NNS and JJ tags from the result
6. Take all combinations of Noun + Noun and Adjective + Noun and create a collection of terms
7. Calculate termcount for each of these terms
8. If termcount > 0, then add the term to concept repository
   Else remove the term from repository

B. Relation Extraction

Here, we propose a bootstrapping algorithm for extracting potential relationships and relation mentions from the product description dataset. The method starts with a specific set of relation words called seed relations that are manually collected and then searches the entire dataset and e-commerce websites for finding the occurrence of these seed relations. We have defined such seed relationships that are specific to e-commerce, especially for mobile phone descriptions. Once it finds a match while scanning the dataset and the web page, the algorithm extracts concepts that are mentioned using this seed relation. The proposed bootstrapping algorithm for relation extraction is shown in Algorithm 2. The seed relations along with example patterns we have used for this experiment are shown in Table 1.
Algorithm 2: Relation Extraction

1. Generate array of selected seed relations
2. Generate array of concepts extracted using Algorithm 1
3. index = 0
4. While True do
   Crawl through website URLs specified
   If seed_relations[index] found then
      Split instance with seed_relations[index]
      Add to collection of relation patterns
      Confidence_Score = count(seed_relations[index])
   End If
   index = index + 1
End While

TABLE I. Shows Top Occurring Seed Relations And Sentences Containing Those Relations Which Are Used For Describing Mobile Phone Features In E-Commerce Websites.

| Relation         | Example pattern                                                                 |
|------------------|---------------------------------------------------------------------------------|
| Features         | The Karbonn Quattro L51 HD features 5-inch HD Mirror glass laminated IPS display |
| Clubbed_with     | clubbed with 2GB of RAM                                                          |
| Runs_on          | The smartphone runs on Android 5.1 Lollipop operating system                    |
| Backed_up        | backed up by a 2200 mAh battery                                                 |
| Sports_an        | The Quattro L51 HD sports an 8-megapixel auto-focus rear camera                  |
| Offers           | the smartphone offers Dual SIM, 4G LTE (B3,B5,B40)                               |
| Measures         | The handset measures 144.5 x 71.5 x 7.15 mm                                     |
| Weighs           | weighs around 125 grams                                                         |
| Comes in         | The Quattro L51 HD comes in Black colour.                                       |
| Comes with       | whereas the front camera comes with LED flashlight                              |
| Powered with     | It is powered with 1.3GHz dual-core processor                                   |
| Powered by       | It is powered by a 1.3 GHz quad-core processor                                  |

VII. Experimental Setup

This section details the experimental setup used for implementing our proposed method. All methods described in this paper were implemented in Python 2.7. The experiments were run on a server configured with AMD Opteron 6376 @ 2.3GHz / 16 core processor and 16 GB of main memory.

A. Dataset Collection and Pre-processing

We are using mobile phone descriptions collected from publicly available e-commerce websites on the internet such as gsmarena.com, fonearena.com. The crawler we have created specifically for this task crawled 21855 webpages in total. Since such websites contain lot of hyperlinks and text styling information, a thorough pre-processing has been done for cleansing and extracting relevant and useful text descriptions. We have removed stop words, URLs and all other special characters and created an experiment ready copy of the original product descriptions.

B. Topic Modeling, Clustering and tf-itf Weighting

In this phase, Latent Dirichlet Allocation (LDA) algorithm has been executed on top the pre-processed product description dataset for generating topics for the experiment. We used a total number of 50 topics for this experiment and the numbers of iterations were set to 300 as Gibbs sampling [24] method normally approaches the target distribution after 300 iterations. Here, document clusters have been created in such a way that the documents which contributed to the creation of a particular topic are clustered together. This clustering has been done for all the 50 topics generated for the experiment and at the end, we have a total of such 50 document clusters. Now, a new weighting scheme called tf-itf (term frequency - inverse topic frequency) is introduced which ranks the topic words generated against each topic and is used for finding out the highly relevant topic words.

C. Sentence Extraction, POS Tagging and Concept Extraction

We consider topic words having highest tf-itf weights and extracts sentences which contain these topic words. This is done for filtering out unwanted or irrelevant sentences and a parts-of-speech tagging process has been applied on these extracted sentences. Since our aim is to find out potential product concepts, only words tagged as noun or adjectives are selected for further experiment. Natural Language Toolkit (NLTK) [25] is used in this experiment for POS tagging, which contains a good number of libraries for natural language processing with Python programming language.
Once we collect noun and adjective tags from the above step, all possible combinations of noun + noun, adjective + noun and noun/adjective + noun are taken. The term count of all these multi-words are calculated against the original product description dataset and getting a positive count implies that this specific word can be considered as a potential concept else otherwise. The same process has been repeated for all identified multi-words. Top 10 concepts are shown in Table 2.

TABLE II. Top 10 Concepts Extracted Using Algorithm 1

| Sl.No. | Concept                          | Sl. No. | Concept                  |
|--------|---------------------------------|---------|--------------------------|
| 1      | 5-inch HD Mirror glass laminated IPS display | 6       | Dual SIM, 4G LTE         |
| 2      | 2 GB RAM                        | 7       | 125 grams                |
| 3      | Android 5.1 Lollipop operating system | 8       | Black colour             |
| 4      | 2200 mAh battery                | 9       | LED flashlight           |
| 5      | 8-megapixel auto-focus rear camera | 10      | 1.3GHz dual-core processor |

D. Relation Extraction, Knowledgebase Construction and Semantic Graph Creation

Once product concepts are extracted, our next aim is to identify the relation patterns that best associate these concepts so that we can proceed to the knowledgebase construction. A bootstrapping based relation pattern extraction algorithm shown in Algorithm 2, is used which starts with a specific set of relation patterns which are commonly found in e-commerce product descriptions, specifically in mobile phone descriptions. Such relation words we have identified for this experiment are shown in Table 1. The second column of the table shows the pattern and third column depicts the example sentences extracted from product descriptions which contain these relation patterns. Our proposed relation extraction algorithm leveraged 13743 such sentences where these patterns occur by crawling 21855 web pages we have collected where mobile phone descriptions are available.

Further we explore the possibility of creating a knowledgebase which contains the concepts and relations extracted from unstructured product descriptions collected from e-commerce and related websites. Relational database tables can be created for each product where each tuple can contain product concept and associated relation. For example, consider a sentence extracted from the product description of Karbonn Quattro L51 HD mobile phone - “The Karbonn Quattro L51 HD features 5-inch HD Mirror glass laminated IPS display” for which we have extracted “5-inch HD Mirror glass laminated IPS display” as the concept and “features” as relation keyword. We map this to a relational tuples as shown in Figure 3 and a confidence score has also been recorded against each tuple, which is the number of occurrences of specific concept and relation together that shows the relevance of the same.

LED flashlight 2 GB of RAM 125 gms
comes_with 2200 mAh battery
features 6-inch HD Mirror glass laminated IPS display
dubbed_with Android 5.1 Lollipop OS
backed_up
runs_on sports
weights
unpacked
Fig. 3. Semantic graph representation of product concepts and relations.

VIII. Evaluation of Results

For a rigorous evaluation, the proposed algorithm was compared against two topic modeling guided concept extraction algorithms and two other algorithms which are not using topic modeling. The proposed method was compared against the following two topic modeling guided baseline methods:

1. **Topical n-gram** [6] - Topical n-gram model automatically determines whether to form an n-gram or not by considering its surrounding text. Experimental results show that this algorithm generates topics which are more interpretable than traditional LDA model.

2. **TopMine** [9] - This algorithm first extracts phrases using a method similar to frequent pattern mining and then train a modified LDA model on the “bag-of-phrases” input. This algorithm is found to be performing better than topical n-gram model (TNG) and a number of phrase discovering topic models such as phrase discovering topic model (PDLDA)

For further evaluation, we compared our method with the following two algorithms which are not guided by topic modeling:

1. **ACE** [12] - This algorithm was designed to improve search engines by automatically identifying concepts associated with search engine results. They emphasize a concept through the amount of times that appears on a webpage and using HTML tags. We use this method as baseline since our implementation uses data crawled from e-commerce webpages.

2. **KEA** [14] - KEA is an algorithm for automatically extracting key-phrases from plain text. This algorithm identifies candidate key-phrases using lexical methods, calculates feature values for each candidate, and uses a machine learning algorithm to predict which candidates are good key-phrases.[14].

A. Qualitative Evaluation

We have implemented the aforementioned algorithms using our dataset of mobile phone descriptions and the results show that this proposed method outperforms these two topic modeling guided algorithms as well as two general concept extraction algorithms in terms of extraction of relevant and semantically rich concepts. A human labeled concept collection was created from the dataset and then each of these algorithms was executed, and our proposed method shows better accuracy in identifying potential concepts. We make use of precision (P) and recall (R) measures for verifying the performance of our algorithms but F-measure (F) is calculated when it is analyzed simultaneously. Here, true positive is defined as the number of overlapped concepts between human authored concepts and concepts generated by the algorithm, false positive is the number of extracted concepts that are not truly human authored concepts, and false negative is the human authored concepts that are missed by the concept extraction method.

The result of precision, recall and f-measure comparison with general concept extraction algorithms such as ACE and KEA are shown in Table 3 and Figure 4. The result of precision, recall and f-measure comparison with topic modeling guided algorithms such as topical n-gram and TopMine are shown in Table 4 and Figure 5 respectively.

TABLE III. Comparison of ACE, KEA and Our Proposed Method

| Algorithm      | Precision | Recall  | F-measure |
|----------------|-----------|---------|-----------|
| ACE            | 0.6913    | 0.7257  | 0.7080    |
| KEA            | 0.7019    | 0.8139  | 0.7537    |
| Proposed       | 0.8533    | 0.8876  | 0.8701    |
TABLE IV. COMPARISON OF TOPICAL N-GRAM, TOPMINE AND OUR PROPOSED METHOD

| Algorithm   | Precision | Recall  | F-measure |
|-------------|-----------|---------|-----------|
| Topical n-gram | 0.7115    | 0.6251  | 0.6655    |
| TopMine      | 0.8011    | 0.7562  | 0.7780    |
| Proposed     | 0.8955    | 0.8798  | 0.8875    |

Fig. 4. Comparison of Precision, Recall and F-measure for ACE, KEA and our proposed method.

Fig. 5. Comparison of Precision, Recall and F-measure for Topical n-gram, TopMine and our proposed method.

B. Evaluation Based on Topical Coherence

Topical coherence measures the real-world understandability of topics or concepts generated by topic modeling algorithms. It is a well studied area in text mining and thus good number of literatures are available that discusses topical coherence measures. Very recently Roder et al. proposed a new coherence measure [26] based on a combination of some already known approaches. They have shown that their proposed algorithm outperforms some state-of-the-art methods for measuring coherence including point-wise mutual information (PMI) [27]. They calculate co-occurrence of given words using Wikipedia and employ a normalized PMI value for calculating coherence. This paper uses this newly introduced coherence measure to compare the interpretability of our method with the topic modeling guided baseline methods. We have also employed some advanced statistical analysis [28] for validating the results with existing systems.

IX. Conclusions

This paper introduced a novel algorithm for concept extraction from unstructured product descriptions available on e-commerce websites and other gadgets websites. A bootstrapping based algorithm is also proposed which is capable of finding out potential relationships starting with specific seed relations. We also explored the possibility of creating a product knowledgebase using these leveraged concepts and relationships so that more sophisticated semantic search and product discovery experience can be given to the user. Extensive and systematic experiments with large dataset comprised of product descriptions show that this topic modeling guided algorithm can better extract concepts from text dataset compared to other state of the art methods.
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