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Abstract

We prove a fractional averaging principle for interacting slow-fast systems. The mode of convergence is in Hölder norm in probability. The main technical result is a quenched ergodic theorem on the conditioned fractional dynamics. We also establish geometric ergodicity for a class of fractional-driven stochastic differential equations, improving a recent result of Panloup and Richard.
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1 Introduction and Main Results

We study slow-fast systems driven by fractional Brownian motions (fBm):

\begin{align}
    dX_t^\varepsilon &= f(X_t^\varepsilon, Y_t^\varepsilon) \, dt + g(X_t^\varepsilon, Y_t^\varepsilon) \, dB_t, \quad X_0^\varepsilon = X_0, \\
    dY_t^\varepsilon &= \frac{1}{\varepsilon} b(X_t^\varepsilon, Y_t^\varepsilon) \, dt + \frac{1}{\varepsilon^H} \sigma \, dB_t, \quad Y_0^\varepsilon = Y_0,
\end{align}

where $B$ and $\hat{B}$ are independent fBms on an underlying complete probability space $(\Omega, \mathcal{F}, \mathbb{P})$ with Hurst parameters $H \in \left(\frac{1}{2}, 1\right)$ and $\hat{H} \in (1 - H, 1)$, respectively. Here, $g : \mathbb{R}^d \times \mathbb{R}^n \to L(\mathbb{R}^m, \mathbb{R}^d)$ and $\sigma \in L(\mathbb{R}^m, \mathbb{R}^n)$ is non-degenerate. As the scale parameter $\varepsilon > 0$ is taken to 0, one hopes that the slow motion $X^\varepsilon$ is well approximated by an effective dynamics $\hat{X}$. For $H = \hat{H} = \frac{1}{2}$, this convergence has been studied by myriad authors since the seminal works of Bogolyubov-Mitropol’skii [BM55] and Hasminskii [Has68], see e.g. the monographs and survey articles [FW12, SHS02, PS08, BG06, LK12, Li18] and references therein for a comprehensive overview. It is still a very active research area [LRSX20, RX20, RXY20].

For $H, \hat{H} \neq \frac{1}{2}$, the SDEs (1.1)–(1.2) provide a suitable model for economic, medical, and climate phenomena exhibiting a genuinely non-Markovian behavior in both the system and its environment. It is for example very well known that neglecting temporal memory effects in climate modeling by resorting to a diffusion model results in prediction notoriously mismatching observational data [ABGH03, Kär02, DG10, BLTV14]. It thus became widely popular to use fBm in climate modeling [Son98, YFL14, EKN20].

While slow-fast systems with fractional noise have seen a tremendous spike of interest in the last two years [BGS19, BGS20, HL20, PIX20a, PIX20b, HXP21], all of these works resort to Markovian, strongly mixing fast processes by choosing $\hat{H} = \frac{1}{2}$ in (1.2). The main contribution of this article is to establish the convergence $X^\varepsilon \to \hat{X}$ even for a non-Markovian fast dynamics by allowing $\hat{H} \neq \frac{1}{2}$. It hardly comes as a surprise that this renders the analysis much more delicate and it is not clear at all if an averaging principle can even hold for a fractional, non-mixing environment. In fact, the usual assumption in the aforementioned works on Markovian averaging principles is a strong mixing condition with an algebraic rate [HK94, AV10]. This condition is essentially never satisfied for a fractional dynamics [BT16].

Recent work of Hairer and the first author of this article suggests the following ansatz for the effective dynamics:

\begin{equation}
    d\bar{X}_t = f(\bar{X}_t) \, dt + g(\bar{X}_t) \, dB_t, \quad \bar{X}_0 = X_0,
\end{equation}

where $f(x) \triangleq \int f(x, y) \pi^\varepsilon(dy)$ and similar for $g$ [HL20]. For $\hat{H} = \frac{1}{2}$, this work showed that the average is taken with respect to the unique invariant $\pi^\varepsilon$ of the fast dynamics with frozen slow input

\begin{equation}
    dY_t^\varepsilon = b(x, Y_t^\varepsilon) \, dt + \sigma \, dB_t.
\end{equation}

For $\hat{H} \neq \frac{1}{2}$, it is a priori not clear what $\pi^\varepsilon$ should be. We show that it is the one-time marginal of the unique stationary path space law $\mathbb{P}_{x^\varepsilon} \in \mathcal{P}(C(\mathbb{R}_+, \mathbb{R}^n))$, see §2.1 for details. [Here and in the sequel, $\mathcal{P}(\mathcal{X})$ denotes the set of Borel probability measures on a Polish space $\mathcal{X}$.]

In addition to standard regularity requirements ensuring well-posedness of the slow-fast system (see Condition 3.1 below), we shall impose a contractivity condition on the drift in (1.2):

**Definition 1.1.** Let $\lambda, R \geq 0$ and $\kappa > 0$. We write $S(\kappa, R, \lambda)$ for the set of Lipschitz continuous functions $b : \mathbb{R}^n \to \mathbb{R}^n$ satisfying

\begin{equation}
    \langle b(x) - b(y), x - y \rangle \leq \begin{cases} 
    -\kappa |x - y|^2, & |x|, |y| \geq R, \\
    \lambda |x - y|^2, & \text{otherwise}.
    \end{cases}
\end{equation}

Note that $\lambda$ may be smaller than $|b|_{\text{Lip}}$, whence its prescription is not necessarily redundant. If $b = -\nabla V$ is a gradient vector field with potential $V$, then (1.5) is equivalent to $V$ being at most $\lambda$-concave on $|x| < R$ and $\kappa$-convex on $|x| \geq R$. If $V \in C^2(\mathbb{R}^n)$, these requirements are in turn equivalent to $\nabla^2 V \geq -\lambda$ and $\nabla^2 V \geq \kappa$ on the respective sets.
Theorem 1.2 (Fractional Averaging Principle). Consider the slow-fast system (1.1)–(1.2). Suppose that \( f, g \in C^2_b \) and \( b \) satisfies Condition 3.1. Let \( \alpha < H\) and \( \kappa, R > 0 \). Then there is a number \( \lambda_0 > 0 \) such that, if \( b(x, \cdot) \in S(\kappa, R, \lambda_0) \) for every \( x \in \mathbb{R}^d \), all of the following hold:

\( \triangleright \) For every \( x \in \mathbb{R}^d \), there exists a unique stationary path space law \( \mathbb{P}_{\pi^*} \in \mathcal{P}(C(\mathbb{R}^+, \mathbb{R}^d)) \) for the frozen fast dynamics (1.4).

\( \triangleright \) Let \( \pi^* \in \mathcal{P}(\mathbb{R}^d) \) be the one-time marginal of \( \mathbb{P}_{\pi^*} \). If

\[ x \mapsto \bar{g}(x) \triangleq \int_{\mathbb{R}^d} g(x, y) \pi^*(dy) \in C^2_b(\mathbb{R}^d, L(\mathbb{R}^n, \mathbb{R}^d)), \]

then there is a unique pathwise solution to (1.3) and \( X^\varepsilon \to \tilde{X} \) as \( \varepsilon \to 0 \) in \( C^\alpha([0, T], \mathbb{R}^d) \) in probability for any \( T > 0 \).

The regularity of \( \bar{g} \) not only hinges on the regularity of \( g \) but also on the fast dynamics. First we note that the requirement on \( \bar{g} \) clearly holds for a diffusion coefficient depending only on the slow motion \( X^\varepsilon \):

\[ dX^\varepsilon_t = f(X^\varepsilon_t, Y^\varepsilon_t) \, dt + g(X^\varepsilon_t) \, dB_t. \]

Another class of examples is provided by Corollary 4.25 below.

The technical core of the proof of Theorem 1.2 is a quantitative quenched ergodic theorem on the conditional evolution of the process (1.4). We prove this by means of a control argument, which is of independent interest. In fact, it allows us to improve recent work of Panloup and Richard [PR20] by establishing geometric ergodicity for a class of SDEs driven by additive fractional noise. To our best knowledge, this is the first result achieving an exponential convergence rate for a fractional dynamics (excluding the trivial instance of an everywhere contractive drift).

Let \( \|\mu\|_{TV} \triangleq \sup_A |\mu(A)| \) denote the total variation norm, \( \mathcal{W}^p \) be the \( p \)-Wasserstein distance, and \( \mathcal{W}^p \) be the Wasserstein-like metric for generalized initial conditions introduced in Definition 2.5.

Theorem 1.3 (Geometric Ergodic Theorem). Let \( (Y_t)_{t \geq 0} \) be the solution to the SDE

\[ dY_t = b(Y_t) \, dt + \sigma dB_t \quad (1.6) \]

started in the generalized initial condition \( \mu \), where \( \sigma \in L(\mathbb{R}^n, \mathbb{R}^n) \) is non-degenerate and \( B \) is an fBm with Hurst parameter \( H \in (0, 1) \). Then, for any \( p \geq 1 \) and any \( \kappa, R > 0 \), there exists a \( \Lambda = \Lambda(\kappa, R, p) > 0 \) such that, whenever \( b \in S(\kappa, R, \Lambda) \), there is a unique invariant measure \( \mathcal{I}_\mu \) for (1.6) in the sense of Definition 2.1. Moreover,

\[ \mathcal{W}^p(\mathcal{L}(Y_t), \pi) \leq Ce^{-ct}\mathcal{W}^p(\mu, \mathcal{I}_\pi) \quad \forall t \geq 0 \quad (1.7) \]

and

\[ \|\mathcal{L}(Y_{t+t}) - \mathbb{P}_\pi\|_{TV} \leq C e^{-ct}\mathcal{W}_1^1(\mu, \mathcal{I}_\pi) \quad \forall t \geq 0, \quad (1.8) \]

where \( c, C > 0 \) are numerical constants independent of \( t \geq 0 \) and \( \mu \).

The work [Hai05] already contained a result on the rate of convergence. There, the author assumed an off-diagonal contraction condition, see Condition 2.6 below, and obtained an algebraic rate in (1.8). Very recently Panloup and Richard [PR20] studied \( b \in S(\kappa, R, 0) \) for which they found a rate of order \( e^{-D\varepsilon^\gamma} \) for some \( \gamma < \frac{2}{3} \) in both (1.7) and (1.8). Albeit these works did not require a global Lipschitz condition on the drift for Hurst parameters \( H < \frac{1}{2} \), we emphasize that they do impose this assumption for \( H > \frac{2}{3} \) to obtain (1.8). This is due to the lack of regularity of a certain fractional integral operator. Theorem 1.3 thus provides a genuine ramification of the results of [PR20] in the latter case. We note that similarly to the work of Panloup and Richard, the Wasserstein decay (1.7) also holds for more general Gaussian driving noises with stationary increments. We shall briefly comment on this in §3.5.

With the spiking interest in numerical methods based on the generalized Langevin equation with memory kernel [CKP20, LS20], Theorem 1.3 and the quenched quantitative ergodic theorem underpinning it can give a better theoretical understanding. A first step would be to derive
quantitative estimates on the constants $c$, $C$, and $\Lambda$; a possible pathway is outlined in Remark 3.25 below. It is an interesting open question if there is indeed a finite threshold value of $\Lambda$ beyond which the exponential rates (1.7)–(1.8) no longer hold. As established by Eberle, such a transition from exponential to sub-exponential rates does not happen in case $H = \frac{1}{2}$ [Ebe16].

**Example 1.4.** Let us give an example of a drift not covered by the sub-exponential convergence theorems of [PR20]. Consider the double-well potential

$$V(x) = \alpha|x|^4 - \beta|x|^2$$

for $\alpha, \beta > 0$. We modify $V$ outside of a compact such that its Hessian is bounded. Set $b = -\nabla V$. It is clear that $b \notin \bigcup_{\kappa, R > 0} S(\kappa, R, 0)$ as soon as $\beta > 0$. However, for $\frac{\beta}{\alpha}$ sufficiently small, Theorem 1.3 furnishes an exponential rate of convergence.

**Outline of the article.** The next section features a brief overview of preliminary material. In §3, we prove the quantitative quenched ergodic theorem and deduce Theorem 1.3. The proof of Theorem 1.2 is concluded in §4.

**Acknowledgements.** We would like to thank the anonymous referees for their careful reading and helpful comments. Partial support from the EPSRC under grant no. EP/S023925/1 is also acknowledged.

## 2 Preliminaries

Recall that one-dimensional fractional Brownian motion with Hurst parameter $H \in (0, 1)$ is the centered Gaussian process $(B_t)_{t \geq 0}$ with

$$\mathbb{E}[(B_t - B_s)^2] = |t - s|^{2H}, \quad s, t \geq 0.$$  

To construct $d$-dimensional fBm one lets the coordinates evolve as independent one-dimensional fBms with the same Hurst parameter. We will make frequent use of the following classical representation of one-dimensional fBm as a fractional integral of a two-sided Wiener process $(W_t)_{t \in \mathbb{R}}$, which is due to Mandelbrot and van Ness [MVN68]:

$$B_t = \alpha_H \int_{-\infty}^{0} (t - u)^{H - \frac{1}{2}} - (-u)^{H - \frac{1}{2}} dW_u + \alpha_H \int_{0}^{t} (t - u)^{H - \frac{1}{2}} dW_u, \quad t \geq 0. \quad (2.1)$$

Here, $\alpha_H > 0$ is some explicitly known normalization constant and we also write $B_t = \bar{B}_t + \tilde{B}_t$.

### 2.1 Invariant Measures of Fractional SDEs

Albeit being certainly non-Markovian on its own, the solution to (1.6) can actually be cast as the marginal of an infinite-dimensional Feller process $Z_t \triangleq (Y_t, (W_s)_{s \leq t})$ with values in $\mathbb{R}^n \times \mathcal{H}_H$. Here, $W$ is the two-sided Wiener process driving the equation through (2.1) and $\mathcal{H}_H$ is a Hölder-type space of paths $\mathbb{R}_- \to \mathbb{R}^n$ supporting the Wiener measure $W$. More concretely, $\mathcal{H}_H$ is the closure of the space $\{f \in C_\infty^0(\mathbb{R}_-, \mathbb{R}^n) : f(0) = 0\}$ in the norm

$$\|f\|_{\mathcal{H}_H} \triangleq \sup_{s, t \leq 0} \frac{|f(t) - f(s)|}{|t - s|^{\frac{1}{2}} \sqrt{1 + |t| + |s|}}.$$  

To ensure that this construction actually furnishes a solution to (1.6), we of course have to assume that the law of the second marginal of $Z$ coincides with $W$ for each time $t \geq 0$. This motivates the following definition:

**Definition 2.1** ([Hai05]). A measure $\mu \in \mathcal{P}(\mathbb{R}^n \times \mathcal{H}_H)$ with $\Pi^\mu_{\mathcal{H}_H} = W$ is called a generalized initial condition. A generalized initial condition $\mathcal{I}_\pi$, which is invariant for the Feller process $Z$, is called an invariant measure for the SDE (1.6). We write $\pi \triangleq \Pi^\mu_{\mathcal{H}_H} \mathcal{I}_\pi$ for the first marginal and $\mathbb{P}_\pi \in \mathcal{P}(C(\mathbb{R}_+, \mathbb{R}^n))$ for the law of the first coordinate of $Z$ when started in $\mathcal{I}_\pi$.  
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By only adding the past of the driving noise to the auxiliary process $Z$, Hairer’s framework rules out the existence of ‘unphysical’ invariant measures, which frequently occur in the theory of random dynamical systems, see [Hai09] for details.

There are only a few examples for which the invariant measure can be written down explicitly:

**Example 2.2.** Let $Y$ be the fractional Ornstein-Uhlenbeck process [CKM03], that is,
\[ dY_t = -Y_t \, dt + dB_t. \]

Then it is well known that its invariant measure is given by
\[ \pi = L \left( \int_{-\infty}^{0} e^s \, dB_s \right) \quad \text{and} \quad \mathbb{P}_\pi = L \left( \int_{-\infty}^{t} e^s \, dB_s \right)_{t \geq 0}. \]

**Remark 2.3.** The invariant measure of (1.6) is in general not of product form.

Since $\sigma \in L(\mathbb{R}^n, \mathbb{R}^n)$ is non-degenerate, one can show that there is an isomorphism between the strictly stationary solutions to (1.6) and the set of invariant measures (provided one quotients the latter by the equivalence relation identifying generalized initial initial conditions which generate the same evolution in the first marginal). It is also not hard to prove the following:

**Proposition 2.4 ([Hai05]).** If $\sigma \in L(\mathbb{R}^n, \mathbb{R}^n)$ and $b \in S(\kappa, R, \lambda)$ for some $\kappa > 0$, $R, \lambda \geq 0$, then there exists an invariant measure for (1.6) in the sense of Definition 2.1. Moreover, $\mathcal{I}_\pi$ has moments of all orders.

The conclusion of Proposition 2.4 actually holds for a merely locally Lipschitz off-diagonal large scale contractive drift (see Condition 2.6 below). See also [HO07, DPT19] for versions for multiplicative noise. Finally, we introduce a Wasserstein-type distance for generalized initial conditions:

**Definition 2.5.** Let $\mu$ and $\nu$ be generalized initial conditions. Let $\mathcal{C}_{\Delta}^{\kappa}(\mu, \nu)$ denote the set of couplings of $\mu$ and $\nu$ concentrated on the diagonal $\Delta_{\mathcal{K}_H} \triangleq \{(w, w') \in \mathcal{K}_H^2 : w = w'\}$. For $p \geq 1$, we set
\[ \mathbb{W}^p(\mu, \nu) \triangleq \inf_{\rho \in \mathcal{C}_{\Delta}^{\kappa}(\mu, \nu)} \left( \int_{(\mathbb{R}^n \times \mathcal{K}_H)^2} |x - y|^p \, \rho(dx, dw, dy, dw') \right)^{\frac{1}{p}}. \]

Note that clearly $\mathbb{W}^p(\Pi_{\mathbb{R}^n}^*, \mu, \Pi_{\mathbb{R}^n}^*, \nu) \leq \mathbb{W}^p(\mu, \nu)$ and the inequality is strict in general.

### 2.2 Large Scale Contractions

Known ergodic theorems on (1.6) require either a Lyapunov-type stability or a large scale contractivity condition on the drift $b$. The former indicates that once far out, the solutions have the tendency to come back to a neighborhood of the origin. Under this condition, it is conceivable that two distinct solutions can come back from diverging routes, thus allowing to couple them. The Lyapunov stability condition was used in [FP17, DPT19] for multiplicative noise.

A large scale contraction on the other hand will force two solutions to come closer once they have left a ball $B_R$ of sufficiently large radius $R > 0$. The following two conditions appeared in previous works:
Condition 2.6 (Off-diagonal large scale contraction, [Hai05]). There exist numbers \( \tilde{\kappa} > 0 \) and \( D, \lambda \geq 0 \) such that
\[
\langle b(x) - b(y), x - y \rangle \leq (D - \tilde{\kappa}|x - y|^2) \wedge (\lambda|x - y|^2) \quad \forall x, y \in \mathbb{R}^n. \tag{2.2}
\]

Condition 2.7 (Large scale contraction, [PR20]). There exist numbers \( R \geq 0 \) and \( \kappa > 0 \) such that
\[
\langle b(x) - b(y), x - y \rangle \leq -\kappa|x - y|^2 \quad \forall x, y \in \mathbb{R}^n \setminus B_R. \tag{2.3}
\]

Example 2.8. The function \( b(x) = x - x^3 \) is a large scale contraction.

We will later use the following standard result, a slightly weaker version of which was proven in [PR20, Lemma 5.1].

Lemma 2.9. If \( b \) is locally Lipschitz continuous and satisfies the large scale contraction condition (2.3), then for any \( \tilde{\kappa} \in (0, \kappa) \), there is an \( \bar{R} > 0 \) such that
\[
\langle b(x) - b(y), x - y \rangle \leq -\tilde{\kappa}|x - y|^2 \quad \forall y \in \mathbb{R}^n, |x| > \bar{R}.
\]

Proof. Since \( \langle b(x) - b(y), x - y \rangle \leq -\kappa|x - y|^2 \) for \( x \) and \( y \) outside of the ball \( B_R \), we only need to show that the required contraction holds for any \( |y| \leq R \) and \( |x| > \bar{R} \). Fix such \( x \) and \( y \).

Without loss of generality, we may also assume that \( \bar{R} \geq R + 1 \). Then there is a \( \beta \in (0, 1) \) such that \( z_\beta \triangleq (1 - \beta)x + \beta y \) has norm \( |z_\beta| = R + 1 \). Since \( x - y = \frac{1}{\beta}(x - z_\beta) \) and, since \( x, z_\beta \) are outside of \( B_R \),
\[
\langle b(x) - b(z_\beta), x - y \rangle = \langle b(x) - b(z_\beta), x - y \rangle + \langle b(z_\beta) - b(y), x - y \rangle
\]
\[
\leq -\kappa|z_\beta - y|^2 + K(1 - \beta)|x - y|^2.
\]

Let \( K \triangleq |b|_{\text{Lip}; B_{R+1}} \) denote the Lipschitz constant of \( b \) on \( B_{R+1} \). Since \( |z_\beta - y| = (1 - \beta)|x - y| \), it holds that
\[
\langle b(x) - b(y), x - y \rangle \leq -\frac{1}{\beta}\kappa|z_\beta - y|^2 = -\kappa\beta|x - y|^2.
\]

Since \( \beta \) is the length of the proportion of the line segment outside of \( B_{R+1} \), we can choose it as close to 1 as we like by choosing \( \bar{R} \) sufficiently large \( (\beta = \frac{|x - z_\beta|}{|x - y|} \geq \frac{|x - R - 1|}{|x| + R} \geq \frac{R - R - 1}{R + R}) \).

Remark 2.10.

(i) Let \( b : \mathbb{R}^n \to \mathbb{R}^n \) be a globally Lipschitz continuous function. Then the large scale contraction condition (2.3) is equivalent to \( b \in \bigcup_{\lambda > 0} S(\kappa, R, \lambda) \). In view of Lemma 2.9, condition (1.5) also holds for a merely locally Lipschitz continuous \( b \) at the cost of a smaller contractive rate and a bigger contractive range. In fact, choose \( \tilde{\kappa} \in (0, \kappa) \) and let \( \bar{R} > R \) be the corresponding radius furnished by Lemma 2.9. This gives (1.5) with \( \kappa \sim \tilde{\kappa} \), \( R \sim \bar{R} \), and \( \lambda \sim |b|_{\text{Lip}; B_{\bar{R}}} \).

(ii) The off-diagonal large scale contraction condition is weaker than the large scale contraction condition. With the former, there may be no \( \kappa > 0 \) such that (2.3) holds in the region \( \{|x - y| \leq 2R\} \cap \{|x| \geq R, |y| \geq R\} \). On the other hand, if (2.3) holds and \( b \) is locally Lipschitz continuous, we can choose any \( \tilde{\kappa} < \kappa \). In fact, denoting the radius from Lemma 2.9 by \( \bar{R} > 0 \), one only needs to show (2.2) when both \( x \) and \( y \) are in \( B_{\bar{R}} \). To this end, we pick \( \lambda = |b|_{\text{Lip}; B_{\bar{R}}} \) and \( D \geq \sup_{x,y \in B_{\bar{R}}} (\tilde{\kappa} + \lambda)|x - y|^2 \).

3 The Conditional Evolution of Fractional Dynamics

To derive strong \( L^p \)-bounds on the Hölder norm of the slow motion in §4 below, we need to study the conditional distribution of the evolution (1.4). Unlike the Markovian case, the conditioning changes the dynamics and the resulting evolution may no longer solve the original equation. We
will show that, in the limit \( t \to \infty \), the law of the conditioned dynamics still converges to \( \pi^x \), the first marginal of the invariant measure for the fast dynamics with frozen slow input (1.4). The rate of convergence is however slower (only algebraic rather than exponential).

Let us first state the regularity assumption imposed in Theorem 1.2. For this we introduce a convenient notation, which we shall frequently use in the sequel. We write \( a \preceq b \) if there is a constant \( C > 0 \) such that \( a \leq Cb \). The constant \( C \) is independent of any ambient parameters on which \( a \) and \( b \) may depend.

**Condition 3.1.** The drift \( b: \mathbb{R}^d \times \mathbb{R}^n \to \mathbb{R}^n \) satisfies the following conditions:

\( \triangleright \) **Linear growth:**

\[
|b(x, y)| \preceq 1 + |x| + |y|, \quad \forall x \in \mathbb{R}^d, y \in \mathbb{R}^n.
\]

\( \triangleright \) **Uniformly locally Lipschitz in the first argument:** For each \( R > 0 \), there is an \( L_R > 0 \) such that

\[
\sup_{y \in \mathbb{R}^n} |b(x_1, y) - b(x_2, y)| \leq L_R |x_1 - x_2|, \quad \forall |x_1|, |x_2| \leq R.
\]

\( \triangleright \) **Uniformly Lipschitz in the second argument:** There is an \( L > 0 \) such that

\[
\sup_{x \in \mathbb{R}^d} |b(x, y_1) - b(x, y_2)| \leq L |y_1 - y_2|, \quad \forall y_1, y_2 \in \mathbb{R}^n.
\]

Let \((\mathcal{F}_t)_{t \geq 0}\) be a complete filtration to which \( \hat{B} \) is adapted. For any continuous, \((\mathcal{F}_t)_{t \geq 0}\)-adapted, \( \mathbb{R}^d \)-valued process \( X \) with continuous sample paths, and any \( \varepsilon > 0 \), the equation

\[
d\Phi^X_{\varepsilon t} = \frac{1}{\varepsilon} b(X_t, \Phi^X_{\varepsilon t}) dt + \frac{1}{\varepsilon H} \sigma d\hat{B}_t, \quad \Phi^X_0 = y,
\]

has a unique global pathwise solution under Condition 3.1, see Lemma 4.2 below. The flow \( \Phi^X_{s,t}(y) \) associated with (3.1) is therefore well defined. An important special case of (3.1) is when the extrinsic process is given by a fixed point \( x \in \mathbb{R}^d \). For this we reserve the notation \( \hat{\Phi}^x \):

\[
d\hat{\Phi}^x_{\varepsilon t} = \frac{1}{\varepsilon} b(x, \hat{\Phi}^x_{\varepsilon t}) dt + \frac{1}{\varepsilon H} \sigma d\hat{B}_t, \quad \hat{\Phi}^x_0 = y.
\]

We would like the reader to observe that the dependency of flows on the scale parameter \( \varepsilon > 0 \) is suppressed in our notation. Note that, by self-similarity, sending \( \varepsilon \to 0 \) in (3.2) is equivalent to keeping \( \varepsilon = 1 \) fixed and taking \( t \to \infty \). As the \( \varepsilon \)-dependence of the flows (3.1)–(3.2) will play a key rôle in §4, we choose to introduce a new notation in case \( \varepsilon = 1 \), which is used throughout the rest of this section:

**Definition 3.2.** Let \( h \in C_0(\mathbb{R}^+, \mathbb{R}^n) \triangleq \{ f \in C(\mathbb{R}^+, \mathbb{R}^n) : f(0) = 0 \} \) and \( x \in \mathbb{R}^d \). We denote the flow of the ordinary differential equation

\[
dy_t = b(x, y_t) dt + dh_t
\]

by \( \Psi^{x}_{s,t}(y, h) \), where \( y \in \mathbb{R}^n \) and \( 0 \leq s \leq t \). It is given by the solution to the integral equation

\[
\Psi^{x}_{s,t}(y, h) = y + \int_s^t b(x, \Psi^{x}_{r,s}(y, h)) dr + h_t - h_s.
\]

We also use the abbreviation \( \Psi^{x}_{s,t} \triangleq \Psi^{x}_{0,t} \).

Under Condition 3.1, (3.3) is well posed and it follows that \( \Psi^{x}_{s,t}(y, h) = \Psi^{x}_{t-s}(y, \theta_s h) \) for each \( 0 \leq s \leq t \) and \( y \in \mathbb{R}^n \), where \( \theta_s f = f(\cdot + s) - f(\cdot) \) is the Wiener shift operator on the path space. If \( x \in \mathbb{R}^d, y \in \mathbb{R}^n \), or \( h \in C_0(\mathbb{R}^+, \mathbb{R}^n) \) are random, we understand Definition 3.2 pathwise for each fixed sample \( \omega \in \Omega \). The solutions to (3.1) and (3.2) are also understood in this sense.
3.1 Processes with a Locally Independent Increment Decomposition

The derivation of the conditioned evolution relies on the following simple fact: For \( t, h \geq 0 \), we have
\[
(\theta_t \tilde{B})_h = \tilde{B}_{t+h} - \tilde{B}_t = \tilde{B}^t_h + \tilde{B}^\perp_h,
\]
where, in a slight abuse of notation (the integrand has to be multiplied by the identity matrix),
\[
\tilde{B}^t_h \triangleq \tilde{\alpha}_\tilde{H} \int_{-\infty}^t (t + h - u)^{\tilde{H} - \frac{1}{2}} - (t - u)^{\tilde{H} - \frac{1}{2}} \, d\tilde{W}_u.
\]
This decomposition is easily obtained by rearranging (2.1). For any \( t \geq 0 \), the two components \( \tilde{B}^t \) and \( \tilde{B}^\perp \) are independent. We call \( \tilde{B}^t \) the smooth part of the increment, whereas \( \tilde{B}^\perp \) is referred to as the rough part. This terminology is based on the fact that, away from the origin, the process \( \tilde{B}^t \) has continuously differentiable sample paths and therefore the ‘roughness’ of \( \tilde{B} \) essentially comes from \( \tilde{B}^\perp \). Indeed, it is not hard to check that \( \tilde{B}^t \) is of precisely the same Hölder regularity as \( \tilde{B} \).

Also observe that \( \tilde{B}^t \overset{d}{=} \tilde{B}^\perp \overset{d}{=} \tilde{B} \) for all \( t > 0 \).

The process \( B \) is—up to a prefactor—known as Riemann-Liouville process (or type-II fractional Brownian motion) and was initially studied by Lévy [Lévy53]. Its use in modelling was famously discouraged in [MVN68] due to its overemphasis of the origin and the ‘regularized’ process (2.1) was proposed instead. In fact as we shall see below, the lack of stationarity of the increments of \( \tilde{B} \) complicates the analysis of the conditioned evolution.

**Definition 3.3.** Let \( (\mathcal{F}_t)_{t \geq 0} \) be a complete filtration. An \((\mathcal{F}_t)_{t \geq 0}\)-adapted stochastic process \( Z \) is said to have a **locally independent decomposition of its increments** with respect to \((\mathcal{F}_t)_{t \geq 0}\) if for any \( t \geq 0 \), there exists an increment decomposition of the form
\[
(\theta_t Z)_h = \tilde{Z}^t_h + \hat{Z}^t_h, \quad h \geq 0,
\]
where \( \tilde{Z}^t \in \mathcal{F}_t \) and \( \hat{Z}^t \) is independent of \( \mathcal{F}_t \).

As seen in (3.4), an fBm \( \tilde{B} \) has a locally independent decomposition of its increments with respect to any filtration \((\mathcal{F}_t)_{t \geq 0}\) compatible with \( \tilde{B} \). By this we mean that \((\tilde{W}_s)_{s \leq t} \in \mathcal{F}_t \) and \((\theta_t \tilde{W}_s)_{s \geq t} \) is independent of \( \mathcal{F}_t \) for any \( t \geq 0 \).

**Example 3.4.** Let us give some further examples, which will become important later on:

(i) Let \((\tilde{W}_t)_{t \geq 0}\) be a Wiener process and \( \tilde{B}_t \triangleq \alpha_{\tilde{H}} \int_0^t (t - u)^{\tilde{H} - \frac{1}{2}} \, d\tilde{W}_u \) be the Riemann-Liouville process. Then, for any \( t \geq 0 \) and \( h \geq 0 \),
\[
(\theta_t \tilde{B})_h = \alpha_{\tilde{H}} \int_0^t (t + h - u)^{\tilde{H} - \frac{1}{2}} - (t - u)^{\tilde{H} - \frac{1}{2}} \, d\tilde{W}_u + \alpha_{\tilde{H}} \int_t^{t+h} (t + h - u)^{\tilde{H} - \frac{1}{2}} \, d\tilde{W}_u
\]
\[
\triangleq Q^t_h + \tilde{B}^t_h.
\]
Thus, \( \tilde{B} \) admits a locally independent decomposition of its increments with respect to any filtration compatible with \( \tilde{B} \).

(ii) Another example, given in [GL20a, GL20b], is the stationary fractional Ornstein-Uhlenbeck process \( Z_t = \int_0^t e^{-(t-s)} \, dB_s \). More generally, it is clear that \( Z_t = \int_{-\infty}^t \Theta(s, t) \, dB_s \) with a suitable kernel \( \Theta \) also has this property.

(iii) Albeit not being a direct instance of Definition 3.3, it is also interesting to observe a **fractal** property of \( \tilde{B} \): The smooth part of the increment has an independent decomposition as \( \tilde{B}^t_h = P^t_h + Q^t_h \), where \( Q^t \) was defined in (3.5) and
\[
P^t_h \triangleq \alpha_{\tilde{H}} \int_{-\infty}^0 (t + h - u)^{\tilde{H} - \frac{1}{2}} - (t - u)^{\tilde{H} - \frac{1}{2}} \, d\tilde{W}_u.
\]
Our argument for the quenched ergodic theorem will be based on a two step conditioning procedure making use of an explicit representation of the conditioned process. We state it for a general noise with locally independent increments:

**Lemma 3.5.** Let $0 \leq s \leq t < t + h$ and $(Z_t)_{t \geq 0}$ be a continuous stochastic process admitting a locally independent decomposition $(\theta_t Z)_t = \tilde{Z}_t + \tilde{Z}'_t$ with respect to $(\mathcal{F}_t)_{t \geq 0}$. Let $X$ and $Y$ be $\mathcal{F}_t$-measurable random variables. Then, for any $F : \mathbb{R}^n \to \mathbb{R}$ bounded measurable,

$$
\mathbb{E} \left[ F \left( \Psi_{s,t+h}(Y,Z) \right) \mid \mathcal{F}_t \right] = \mathbb{E} \left[ F \left( \Psi_{t}(X, \varsigma + \tilde{Z}'_t) \right) \right]_{x=X_\varsigma=\tilde{Z}'_t, y=\Psi_{t}(Y,Z)}
$$

where $\Psi$ is defined in Definition 3.2.

**Proof.** This in an immediate consequence of the flow property of the equation (3.3) and standard properties of conditional expectations. \hfill \square

Coming back to the flow of the fast motion with frozen slow input (3.2), the following result is an easy consequence of Lemma 3.5:

**Lemma 3.6.** Let $(\mathcal{F}_t)_{t \geq 0}$ be a filtration which is compatible with $\tilde{B}$. Fix $0 \leq s < t < t + h$ and let $X, Y$ be $F_t$-measurable random variables. Then, for any $F : \mathbb{R}^n \to \mathbb{R}$ bounded measurable,

$$
\mathbb{E} \left[ F \left( \tilde{\phi}_{s,t+h}(Y) \right) \mid \mathcal{F}_t \right] = \mathbb{E} \left[ F \left( \tilde{\phi}_t(Y + \sigma \tilde{B}_t) \right) \right]_{x=X_\varsigma=\tilde{B}_t, y=\tilde{\phi}_t(Y)}
$$

where $\tilde{B}_t \triangleq \left( \tilde{B}_t \right)_{h \geq 0}$. \hfill \square

We now turn to the fine properties of the smooth part of the increment. For $\alpha > 0$ we define the set

$$
\Omega_\alpha \triangleq \left\{ f \in C_0([0, \infty), \mathbb{R}^n) \cap C^2([0, \infty), \mathbb{R}^n) : \limsup_{t \to \infty} \left( t^{\alpha} \left| \dot{f}(t) \right| + t^{1+\alpha} \left| \ddot{f}(t) \right| \right) < \infty \right\}. \quad (3.6)
$$

This space is equipped with the semi-norm

$$
\| f \|_{\Omega_\alpha} \triangleq \sup_{t \geq 1} t^{\alpha} \left| \dot{f}(t) \right| + \sup_{t \geq 1} t^{1+\alpha} \left| \ddot{f}(t) \right|.
$$

We also set $\Omega_\alpha^- \triangleq \bigcap_{\beta < \alpha} \Omega_\beta$. The motivation for this definition stems from the following lemma:

**Lemma 3.7.** Let $\varepsilon > 0$ and $t \geq 0$. Then $\varepsilon^{-H} \tilde{B}_t^\varepsilon \overset{d}{=} \tilde{B}_t^\varepsilon \overset{d}{=} \tilde{B}_t \in \Omega_{(1-H)_-}$ a.s. and $\| \tilde{B} \|_{\Omega_\alpha} \in \bigcap_{\beta \geq 1} L^p$ for any $\alpha < 1 - H$.

**Proof.** Let $\delta \in (0, 1 - H)$. It is enough to prove that there is a random variable $C > 0$ with moments of all orders such that

$$
\left| \tilde{B}_t \right| \leq C \frac{1}{t^{1-H-\delta}}, \quad \left| \tilde{B}_t \right| \leq C \frac{1}{t^{2-H-\delta}}
$$

for all $t \geq 1$ on a set of probability one. This in turn easily follows from sample path properties of the standard Wiener process. Firstly, we have that

$$
\tilde{B}_t = \alpha_H \left( \tilde{H} - \frac{1}{2} \right) \int_{-\infty}^{t} (t-u)^{\tilde{H}-\frac{3}{2}} dW_u = -\alpha_H \left( \tilde{H} - \frac{1}{2} \right) \left( \tilde{H} - \frac{3}{2} \right) \int_{-\infty}^{t} (t-u)^{\tilde{H}-\frac{5}{2}} W_u du
$$

since $\lim_{u \to -\infty} (t-u)^{\tilde{H}-\frac{5}{2}} W_u = 0$. Therefore,

$$
\left| \tilde{B}_t \right| \leq \left( \sup_{-1 \leq s \leq 0} \left| W_s \right| \int_{-1}^{0} (t-u)^{\tilde{H}-\frac{3}{2}} du + \sup_{s \leq -1} \frac{\left| W_s \right|}{(t-s)^{\frac{1}{2}+\delta}} \int_{-\infty}^{-1} (t-u)^{\tilde{H}-2+\delta} du \right) \leq C \left( t^{\tilde{H}-\frac{3}{2}} + (t+1)^{\tilde{H}-1+\delta} \right).
$$
The fact that $C$ has moments of all order is an easy consequence of Fernique’s theorem. In fact, the Wiener process defines a Gaussian measure on the separable Banach space

$$\mathcal{M}_{\frac{1}{2} + \delta}^{\frac{1}{2} + \delta} \triangleq \left\{ f \in C_0(\mathbb{R}_+, \mathbb{R}^n) : \| f \|_{\mathcal{M}_{\frac{1}{2} + \delta}^{\frac{1}{2} + \delta}} \triangleq \sup_{u \geq 0} \frac{|f(u)|}{(1 + u)^{\frac{1}{2} + \delta}} < \infty \right\}$$

By Fernique’s theorem, the random variable $\| W \|_{\mathcal{M}_{\frac{1}{2} + \delta}^{\frac{1}{2} + \delta}}$ therefore Gaussian tails. The first estimate in (3.7) follows. The bound on $|\hat{B}_t|$ is similar.

### 3.2 A Universal Control

Let $b \in S(\kappa, R, \lambda)$, $\varsigma \in C_0([0, 1], \mathbb{R}^n)$, and $u \in L^\infty([0, 1], \mathbb{R}^n)$. Let us consider the following controlled ordinary differential equation:

$$x^{\varsigma, u}(t) = x_0 + \int_0^t b(x^{\varsigma, u}(s)) \, ds + \varsigma(t) + \int_0^t u(s) \, ds, \quad t \in [0, 1]. \quad (3.8)$$

We think of $\varsigma$ as an external ‘adversary’ and of $u$ as a control. Since $b$ is Lipschitz continuous, it is standard that there is a unique global solution to (3.8). If $u \equiv 0$, we adopt the shorthand $x^\varsigma \equiv x^{\varsigma, 0}$.

The aim of this section is to exhibit an $\eta \in (0, 1)$ as large as possible so that the following holds: Given $R > 0$, there is an $M > 0$ such that, for any adversary $\varsigma \in C_0([0, 1], \mathbb{R}^n)$ and any initial condition $x_0 \in \mathbb{R}^n$, we can find a control $u \in L^\infty([0, 1], \mathbb{R}^n)$ with $\| u \|_\infty \leq M$ ensuring that the occupation time of $x^{\varsigma, u}$ of the set $\mathbb{R}^n \setminus B_R$ is at least $\eta$. It is important to emphasize that the sup-norm of the control $\| u \|_\infty$ may neither depend on the adversary $\varsigma$ nor on the initial condition $x_0$ (otherwise the construction of $u$ essentially becomes trivial). We shall actually choose $u$ as concatenation of the zero function and a universal control $\hat{u} \in L^\infty([0, N^{-1}], \mathbb{R}^n)$ for a sufficiently large, but universal, $N \in \mathbb{N}$.

We begin with a lemma:

**Lemma 3.8.** There is a constant $C > 0$ independent of $\varsigma$ and $u$ such that, for the solution of (3.8),

$$|x^{\varsigma, u}(t) - x^\varsigma(t)|^2 \leq C(1 + \| u \|_\infty^2)t$$

for all $t \in [0, 1]$.

**Proof.** Since $b$ is contractive on the large scale, there are constants $D, \tilde{\kappa} > 0$ such that

$$\langle b(x) - b(y), x - y \rangle \leq D - \tilde{\kappa}|x - y|^2$$

for all $x, y \in \mathbb{R}^n$, see Remark 2.10 (ii). Define now $f(t) \triangleq e^{\tilde{\kappa}t}|x^{\varsigma, u}(t) - x^\varsigma(t)|^2$, then

$$f'(t) = \tilde{\kappa}f(t) + 2e^{\tilde{\kappa}t} \langle b(x^{\varsigma, u}(t)) - b(x^\varsigma(t)), x^{\varsigma, u}(t) - x^\varsigma(t) \rangle \leq 2De^{\tilde{\kappa}} + \frac{|u(t)|^2}{\tilde{\kappa}}$$

for all $t \in [0, 1]$. Consequently, setting $C \triangleq \max(2D, \tilde{\kappa}^{-1})$, we have

$$|x^{\varsigma, u}(t) - x^\varsigma(t)|^2 \leq C \int_0^t e^{-\tilde{\kappa}(t-s)} \left( 1 + \| u(s) \|^2 \right) \, ds$$

and the lemma follows at once.

For a piecewise constant function $u : [0, 1] \to \mathbb{R}^n$, let $\mathcal{D}_u \subset [0, 1]$ denote the finite set of discontinuities. We then have the following control result:

**Proposition 3.9.** Let $\eta < \frac{1}{2}$ and $R > 0$. Then there is a value $M > 0$ such that the following holds true: For each $\varsigma \in C_0([0, 1], \mathbb{R}^n)$ and each $x_0 \in \mathbb{R}^n$, we can find a piecewise constant control $u \in L^\infty([0, 1], \mathbb{R}^n)$ with $\| u \|_\infty + |\mathcal{D}_u| \leq M$ such that the occupation time of $x^{\varsigma, u}$ of the set $\mathbb{R}^n \setminus B_R$ is greater than or equal to $\eta$. 
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Proof. We prove that there exist an integer $N$ and a control $\hat{u} \in L^\infty([0, N^{-1}])$ with at most two constant pieces independent of both the initial condition $x_0$ and the adversary $\zeta$ such that either
\[
\text{Leb}\left(\{t \in [0, N^{-1}]: |x^\zeta(t)| > \bar{R}\}\right) \geq \frac{\eta}{N} \quad \text{or} \quad \text{Leb}\left(\{t \in [0, N^{-1}]: |x^\zeta,\hat{u}(t)| > \bar{R}\}\right) \geq \frac{\eta}{N}.
\]
In the former case, we of course choose $u \equiv 0$, otherwise we let $u = \hat{u}$. By the flow property of well-posed ordinary differential equations, the solution to (3.8) restarted at time $N^{-1}$ solves a similar equation (with new adversary $\tilde{\zeta}(\cdot) = \theta_{N^{-1}} \zeta \in C_0([0, 1 - N^{-1}], \mathbb{R}^n)$ and initial condition $x^{\zeta,\hat{u}}(N^{-1})$). Upon constructing $\hat{u}$, we can thus easily deduce the proposition by iterating this construction.

Suppose that the time spent by uncontrolled solution $(x^\zeta_t)_{t \in [0, N^{-1}] }$ in $\mathbb{R}^n \setminus B_{\bar{R}}$ is strictly less than $\frac{\eta}{N}$. We let $A_{x_0, \zeta}$ be the set of times $t \in [0, N^{-1}]$ at which $|x^\zeta(t)| \leq \bar{R}$. Note that $A_{x_0, \zeta}$ is the union of a countable number of closed, disjoint intervals. By assumption, we have $\text{Leb}(A_{x_0, \zeta}) > (1 - \eta)N^{-1}$.

For $\delta \equiv (2N)^{-1}$ and $e$ any fixed unit vector, we define $\hat{u}$ to be the piecewise constant function
\[\hat{u}(t) = \begin{cases} \frac{2\bar{R}+1}{(2\bar{R}+2)} e, & t \in [0, \delta], \\ \frac{2\bar{R}+1}{(2\bar{R}+2)} e, & t \in (\delta, 2\delta], \end{cases}\]
so that
\[
\int_0^t \hat{u}(s) \, ds = \begin{cases} \frac{2\bar{R}+1}{(2\bar{R}+2)} te, & t \in [0, \delta], \\ \frac{2\bar{R}+1}{(2\bar{R}+2)} (2\delta - t) e, & t \in (\delta, 2\delta]. \end{cases}
\]
We observe that
\[
|x^{\zeta,\hat{u}}(t)| \geq \left| \int_0^t \hat{u}(s) \, ds \right| - |x^\zeta(t)| - |b|_{\text{Lip}} \int_0^t |x^{\zeta,\hat{u}}(s) - x^\zeta(s)| \, ds. \quad (3.9)
\]
Moreover, owing to Lemma 3.8, we can bound
\[
\int_0^t |x^{\zeta,\hat{u}}(s) - x^\zeta(s)| \, ds \leq \sqrt{C} (1 + |\hat{u}|_{\infty}) \int_0^{2\delta} \sqrt{s} \, ds = \frac{2\sqrt{C}}{3N^2} \left( 1 + \frac{2(2\bar{R}+1)N}{1 - 2\eta} \right) < \frac{|b|_{\text{Lip}}^{-1}}{N}, \quad (3.10)
\]
provided we choose the integer $N = N(C, \bar{R}, \eta, |b|_{\text{Lip}})$ large enough. Define the set $B_{x_0, \zeta} \equiv A_{x_0, \zeta} \cap [(1 - 2\eta)\delta, (1+2\eta)\delta]$. Combining (3.9) and (3.10), we then certainly have that $|x^{\zeta,\hat{u}}(t)| > \bar{R}$ for all $t \in B_{x_0, \zeta}$. Since
\[
\text{Leb}(B_{x_0, \zeta}) \geq \frac{(1 - \eta)}{N} - 2(1 - 2\eta)\delta = \frac{\eta}{N},
\]
and $|\hat{u}|_{\infty}$ as well as $|D\hat{u}|$ only depend on $N$ and $\bar{R}$, this finishes the proof. \qed

We conclude our study of the deterministic controlled ODE (3.8) with the following stability result which is proven by a standard Grönwall argument:

**Lemma 3.10.** Let $x^{\zeta,\hat{u}}$ denote the solution to the controlled differential equation (3.8) with initial condition $x_0 \in \mathbb{R}^n$ and control $u \in L^\infty([0, 1], \mathbb{R}^n)$. Then, for any $w \in C_0([0, 1], \mathbb{R}^n)$, we have the bound
\[
|x^{\zeta,\hat{u}} - \tilde{x}|_{\infty} \leq e^{\|b|_{\text{Lip}} \|_\infty} \left| \int_0^1 u(s) \, ds - w \right|_{\infty},
\]
where $\tilde{x}$ is the unique solution to
\[
\tilde{x}(t) = x_0 + \int_0^t b(\tilde{x}(s)) \, ds + w(t) + \zeta(t), \quad t \in [0, 1].
\]
3.3 Exponential Stability of the Conditional Evolution

We now turn to the conditional evolution of (3.2) derived in Lemma 3.6. For brevity, we drop the hat on the driving fBm throughout this and the next section. Remember that we have to study SDEs driven by a Riemann-Liouville process

$$\tilde{B}_t \triangleq \alpha_H \int_0^t (t-u)^{H-\frac{1}{2}} dW_u,$$

where $\{W_t\}_{t \geq 0}$ is a standard Wiener process. Recall from Definition 3.2 that, for $\varsigma \in C_0(\mathbb{R}_+, \mathbb{R}^n)$, $\Psi_{s,t}(\cdot, \varsigma + \sigma \tilde{B})$ denotes the solution flow to the equation

$$dX_t = b(X_t) \, dt + \sigma \, dB_t.$$

For brevity, let us henceforth set $\Psi_{s,t}(\cdot) \triangleq \Psi_{s,t}(\cdot, \varsigma + \sigma \tilde{B})$.

We first prove that—starting from any two initial points—the laws of the solutions converge to each other with an exponential rate. This however does not yet imply the convergence of $L(\Psi_{t}^{\ast}(x))$ to the first marginal of the invariant measure $\pi$ of the equation $dX_t = b(X_t) \, dt + \sigma \, dB_t$ since, even if we choose $X_0 \sim \pi$, we have $L(\Psi_{t}^{\ast}(X_0)) \neq \pi$ for $t > 0$ in general.

As a preparation, we let $\{C_0([0, 1], \mathbb{R}^n), \mathcal{H}_H, \mu_H\}$ denote the abstract Wiener space induced by the Gaussian process $\{(\tilde{B}_t)_{t \in [0,1]}\}$. Recall that the Cameron-Martin space is given by $\mathcal{K}_H = \mathcal{K}_H(H^1)$, where

$$\mathcal{K}_H f(t) \triangleq \begin{cases} \alpha_H \int_0^t (t-s)^{H-\frac{1}{2}} f(s) \, ds, & H > \frac{1}{2}, \\ \frac{\alpha_H}{d} \int_0^t (t-s)^{H-\frac{1}{2}} f(s) \, ds, & H < \frac{1}{2}, \end{cases} \quad t \in [0,1],$$

and

$$H^1 \triangleq \{ f = \int_0^t \hat{f}(s) \, ds : \hat{f} \in L^2([0,1], \mathbb{R}^n) \}$$

is the Cameron-Martin space of the standard Wiener process. The inner product on $\mathcal{H}_H$ is defined by $\langle \mathcal{K}_H f, \mathcal{K}_H g \rangle_{\mathcal{H}_H} \triangleq \langle \hat{f}, \hat{g} \rangle_{L^2}$.

We shall make use of the following simple observation:

**Lemma 3.11.** Let $f : [0,1] \to \mathbb{R}^n$ be piecewise linear with $f(0) = 0$. Then, for each $H \in (0,1)$, $f \in \mathcal{H}_H$ and

$$\|f\|_{\mathcal{H}_H} \lesssim \|\hat{f}\|_{\infty} (1 + |D_f|).$$  \hfill (3.12)

**Proof.** It follows from [Pic11, Theorem 5] (see also [SKM93]) that the inverse of $\mathcal{K}_H$ exists on the set of Lipschitz functions and there is a numerical constant $\varrho_H > 0$ such that $\mathcal{K}_H^{-1} = \varrho_H \mathcal{K}_1^{-1}$. Notice also that we have $\frac{d}{dt} \mathcal{K}_H^{-1} f = \mathcal{K}_H^{-1} \dot{f}$.

Let us first consider the case $H < \frac{1}{2}$. The bound (3.12) is an immediate consequence of

$$\left| \frac{d}{dt} \mathcal{K}_H^{-1} f(t) \right| \leq \varrho_H \int_0^t (t-s)^{-H-\frac{1}{2}} |\dot{f}(s)| \, ds \lesssim \|\dot{f}\|_{\infty} \quad \forall t \in [0,1].$$

For $H > \frac{1}{2}$ we let $\tau_1, \ldots, \tau_k$ denote the jump points of $\dot{f}$ in the interval $[0, t)$. Notice that

$$\left| \frac{d}{dt} \mathcal{K}_H^{-1} f(t) \right| \leq \varrho_H \left( \sum_{i=1}^{k-1} \int_0^{\tau_i} (t-s)^{\frac{1}{2}-H} \dot{f}(s) \, ds + \cdots + \int_{\tau_{k-1}}^{\tau_k} (t-s)^{\frac{1}{2}-H} \dot{f}(s) \, ds \right) \lesssim \|\dot{f}\|_{\infty} (1 + |D_f|) t^{\frac{1}{2}-H}.$$  

Since $1 - 2H > -1$, we obtain

$$\|f\|_{\mathcal{H}_H} = \left\| \frac{d}{dt} \mathcal{K}_H^{-1} f \right\|_{L^2} \lesssim \|\dot{f}\|_{\infty} (1 + |D_f|),$$

as required.  \hfill $\square$
The next important lemma lifts the control result of Proposition 3.9 to solutions of SDEs with additive noise:

**Lemma 3.12.** Let $b \in S(\kappa, R, \lambda)$ and $\sigma \in L(\mathbb{R}^n, \mathbb{R}^n)$ be invertible. Then, for any $\tilde{R} > 0$ and any $\eta \in (0, \frac{1}{2})$, there is constant $a_{\eta, \tilde{R}} > 0$ such that the following holds: For each $x \in \mathbb{R}^n$ and each $\varsigma \in C_0(\mathbb{R}_+, \mathbb{R}^n)$, we can find an event $A_{x, \varsigma}$ with $P(A_{x, \varsigma}) \geq a_{\eta, \tilde{R}}$ such that

$$\int_0^1 1\{t: |\Psi_t^\varsigma(x)(\omega)| > \tilde{R}\}(s)\, ds > \eta \quad \forall \omega \in A_{x, \varsigma}.$$  

**Proof.** Let $u_{x, \varsigma} \in L^\infty([0, 1], \mathbb{R}^n)$ be the piecewise constant control furnished by Proposition 3.9 such that the occupation time of $x^{*, u_{x, \varsigma}}$ of the set $\mathbb{R}^n \setminus B_{\tilde{R}+1}$ is greater than $\eta$. We set $U_{x, \varsigma} \equiv \int_0^1 u_{x, \varsigma}(s)\, ds$ and note that $U_{x, \varsigma}$ is piecewise linear. Lemma 3.10 allows us to choose an $\varepsilon > 0$ (independent of $x$ and $\varsigma$) such that, on the event $A_{x, \varsigma} \equiv \{|U_{x, \varsigma} - \sigma \tilde{B}|_{\infty} \leq \varepsilon\}$, the occupation time of $(\Psi^\varsigma_h(x))_{h \in [0, 1]}$ of $\mathbb{R}^n \setminus B_{\tilde{R}}$ exceeds $\eta$.

It remains to show that $\inf_{x, \varsigma} P(A_{x, \varsigma}) > 0$. To this end, we first note that $U_{x, \varsigma} \in \mathcal{H}_H$ by Lemma 3.11. By the Cameron-Martin formula (see e.g. [Bog98]),

$$P(A_{x, \varsigma}) \geq P(\sigma^{-1} U_{x, \varsigma} - \tilde{B}|_{\infty} \leq |\sigma|^{-1} \varepsilon) = \exp \left(-\frac{1}{2} \|\sigma^{-1} U_{x, \varsigma}\|^2_{\mathcal{H}_H}\right) \int_{\{|x| \leq |\sigma|^{-1} \varepsilon\}} e^{(x, U_{x, \varsigma})_{\mathcal{H}_H} \mu_H(dx)}.$$  

Consequently, Jensen’s inequality and spherical symmetry give

$$P(A_{x, \varsigma}) \geq \exp \left(-\frac{1}{2} \|\sigma^{-1} U_{x, \varsigma}\|^2_{\mathcal{H}_H}\right) P(|\tilde{B}|_{\infty} \leq |\sigma|^{-1} \varepsilon).$$  

(3.13)

Combining Proposition 3.9 and Lemma 3.11, we obtain that $\sup_{x, \varsigma} \|U_{x, \varsigma}\|_{\mathcal{H}_H} \lesssim M(1 + M)$. This concludes the proof. \hfill \Box

**Proposition 3.13.** Let $\sigma \in L(\mathbb{R}^n, \mathbb{R}^n)$ be invertible. Then, for any $\kappa, R > 0$ and any $p \geq 1$, there exists a number $\Lambda = \Lambda(\kappa, R, p) \in (0, \kappa)$ such that the following holds: If $b \in S(\kappa, R, \Lambda)$, there are constants $c, C > 0$ such that, for any $\varsigma \in C_0([0, 1], \mathbb{R}^n)$,

$$W^p\left(\mathcal{L}(\Psi_t^\varsigma(Y)), \mathcal{L}(\tilde{\Psi}_t^\varsigma(Y))\right) \leq CW^p(\mathcal{L}(Y), \mathcal{L}(\tilde{Y})) e^{-ct}$$

for all $t \geq 0$.

**Proof.** Write $X_t \equiv \Psi_t^\varsigma(Y)$ and $Z_t = \tilde{\Psi}_t^\varsigma(Y)$. Let $\mu_t \equiv \mathcal{L}(X_t)$ and $\nu_t \equiv \mathcal{L}(Z_t)$, thus $(X_t, Z_t)$ is a synchronous coupling of $\mu_t$ and $\nu_t$. Our strategy for proving the exponential convergence of $t \mapsto W^p(\mu_t, \nu_t)$ is to show that, for any $t > 0$, the evolution of $(X_s)_{s \in [t, t+1]}$ conditional on $\mathcal{F}_t$ spends a sufficient amount of time in the contractive region $\{|x| > R\}$. As noted in Example 3.4 (i), there is an independent increment decomposition $(\theta_t B)_h = Q^h t + \tilde{B}^h_t$ for the Riemann-Liouville process. Using this and the conditional evolution derived in Lemma 3.5, we find

$$E \left[|X_{t+1} - Z_{t+1}|^p\right] = E \left[|\Psi_{t+1}^\varsigma(X_t) - \Psi_{t+1}^\varsigma(Z_t)|^p \mid \mathcal{F}_t\right]$$

$$= E \left[|\Psi_1(X_t, \theta_t + \sigma \theta_t \tilde{B}) - \Psi_1(Z_t, \theta_t + \sigma \theta_t \tilde{B})|^p \mid \mathcal{F}_t\right]$$

$$= E \left[|\Psi_1(X_t, \theta_t + \sigma Q^t + \sigma \tilde{B}^t) - \Psi_1(Z_t, \theta_t + \sigma Q^t + \sigma \tilde{B}^t)|^p \mid \mathcal{F}_t\right]$$

$$= E \left[|\Psi_{\theta_t + \ell(t)}^\varsigma(x) - \Psi_{\theta_t + \ell(t)}^\varsigma(z)|^p \mid \ell = \theta_t + \sigma Q^t\right],$$  

(3.14)

where in the last step we also used that $(\tilde{B}^h_t)_{h \geq 0} \overset{d}{=} (\tilde{B}_h)_{h \geq 0}$. 
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By assumption, the drift $b$ does not expand by more than a factor of $\Lambda$ on all of $\mathbb{R}^n$. We therefore have the pathwise estimate
\[
|\Psi_{s,t}^{\theta_1+\ell}(x) - \Psi_{s,t}^{\theta_1+\ell}(z)|^p \leq e^{p(t-s)\Lambda}|x - z|^p
\]  
(3.15)
for all $0 \leq s < t \leq 1$. Let $\eta \in (0, \frac{1}{2})$ and $\bar{\kappa} \in (0, \kappa)$ be such that $\Xi \triangleq \bar{\kappa}\eta - \Lambda(1 - \eta) > 0$ (recall that we assume $\Lambda < \kappa$). Let $\bar{R} > R$ be the corresponding radius furnished by Lemma 2.9. For any $x \in \mathbb{R}^n$ and any $\varsigma, \ell \in C_0(\mathbb{R}^n, \mathbb{R}^n)$, let $A_{X, \theta_1+\ell}$ be the event from Lemma 3.12. Recall that $\mathbb{P}(A_{x, \theta_1+\ell}) > a_{n,R} > 0$ and
\[
\int_0^1 \mathbf{1}_{\{s : |\Psi_{s,t}^{\theta_1+\ell}(x)(\omega)| > \bar{R}\}}(r) \, dr > \eta \quad \forall \omega \in A_{X, \theta_1+\ell}.
\]
Since $\Xi > 0$, by possibly decreasing $\Lambda$ we can also ensure that
\[
0 < \Lambda < \frac{1}{p} \log \left( \frac{1 - a_{n,R}e^{-p\Xi}}{1 - \eta} \right).
\]  
(3.16)
Owing to pathwise continuity of $h \mapsto \Psi_{h}^{\theta_1+\ell}(x)$, there are random times $t_1, \ldots, t_{2N}(\omega)$ such that, for all $\omega \in A_{X, \theta_1+\ell}$,
\[
\begin{align*}
&\triangleright 0 \leq t_1(\omega) < \cdots < t_{2N}(\omega)(\omega) \leq 1, \\
&\triangleright \sum_{i=1}^{N(\omega)} (t_{2i}(\omega) - t_{2i-1}(\omega)) \geq \eta, \quad \text{and} \\
&\triangleright \bigcup_{i=1}^{N(\omega)} (t_{2i-1}(\omega), t_{2i}(\omega)) \subset \{h \in [0, 1] : |\Psi_{h}^{\theta_1+\ell}(x)(\omega)| > \bar{R}\}.
\end{align*}
\]
Together with (3.15) it follows that, on the event $A_{X, \theta_1+\ell}$,
\[
\begin{align*}
&\left|\Psi_{1}^{\theta_1+\ell}(x) - \Psi_{1}^{\theta_1+\ell}(z)\right|^p = \left|\Psi_{t_{2N}}^{\theta_1+\ell}(\Psi_{t_{2N}}^{\theta_1+\ell}(x)) - \Psi_{t_{2N}}^{\theta_1+\ell}(\Psi_{t_{2N}}^{\theta_1+\ell}(z))\right|^p \\
&\leq e^{p(1-t_{2N})\Lambda}\left|\Psi_{t_{2N}}^{\theta_1+\ell}(x) - \Psi_{t_{2N}}^{\theta_1+\ell}(z)\right|^p \\
&\leq e^{p(1-t_{2N})\Lambda}e^{-p(t_{2N} - t_{2N-1})\kappa}\left|\Psi_{t_{2N-1}}^{\theta_1+\ell}(x) - \Psi_{t_{2N-1}}^{\theta_1+\ell}(z)\right|^p \\
&\leq \cdots \leq \exp \left[ p \left( \Lambda \sum_{i=0}^{N} (t_{2i+1} - t_{2i}) - \bar{\kappa} \sum_{i=0}^{N} (t_{2i} - t_{2i-1}) \right) \right] |x - z|^p \\
&\leq e^{-p\Xi}|x - z|^p,
\end{align*}
\]
where we have set $t_{2N+1} \triangleq 1$ for convenience. On the complementary event $\Omega \setminus A_{X, \theta_1+\ell}$, we apply the trivial estimate (3.15). Inserting these bounds back into (3.14), we conclude that
\[
\mathbb{E}\left[ |X_{t+1} - Z_{t+1}|^p \right] \leq \left( (1 - a_{n,R})e^{p\Lambda} + a_{n,R}e^{-p\Xi} \right) \mathbb{E}\left[ |X_t - Z_t|^p \right] \triangleq \rho \mathbb{E}\left[ |X_t - Z_t|^p \right].
\]
Observe that $\rho < 1$ by (3.16). Finally, a straight-forward induction shows that
\[
\mathbb{W}^p \left( \mathcal{L}(\Psi_{1}^{\ell}(Y)), \mathcal{L}(\Psi_{1}^{\ell}(\tilde{Y})) \right) \leq \|X_{t} - Z_{t}\|_{L^p} \leq e^{\Lambda \rho |t|} \|Y_{t} - \tilde{Y}_{t}\|_{L^p} \leq \frac{e^{\Lambda \rho \log |t|}}{\rho} \|Y_{t} - \tilde{Y}_{t}\|_{L^p},
\]  
(3.17)
where $[\cdot]$ denotes the integer part. Minimize over the set of couplings of $\mathcal{L}(Y)$ and $\mathcal{L}(\tilde{Y})$ to conclude the proof.

A more explicit expression for the threshold value $\Lambda(\kappa, R, \rho)$ can be derived by the method outlined in Remark 3.25 below. We abstain from including further details in this work. Let us however introduce the following notation:


Definition 3.14. Let $\kappa, R > 0$ and $p \geq 1$. We abbreviate $S_p(\kappa, R) \triangleq S(\kappa, R, \Lambda(\kappa, R, p))$ with the constant from Proposition 3.13.

By Lemma 3.6, the Wasserstein bound of Proposition 3.13 lifts to bounds on the fast motion with frozen slow input (3.2). We obtain the following Lipschitz dependence of the flow $\Phi$ on the initial value:

Corollary 3.15. Let $(\mathcal{F}_t)_{t \geq 0}$ be a filtration compatible with the fBm $\hat{B}$. Let $0 \leq s \leq t$ and let $X$, $Y$, and $\hat{Y}$ be $\mathcal{F}_s$-measurable random variables. Suppose that there are $\kappa, R > 0$ such that $b(x, \cdot) \in S_1(\kappa, R)$ for every $x \in \mathbb{R}^d$. Then there is a constant $c > 0$ such that, for any Lipschitz continuous function $h : \mathbb{R}^d \times \mathbb{R}^n \to \mathbb{R}$,

$$\left| \mathbb{E} \left[ h(X, \Phi_{s,t}^X(Y)) - h(X, \Phi_{s,t}(\hat{Y})) \right] \mathcal{F}_s \right| \lesssim |h|_{\text{Lip}}|Y - \hat{Y}|e^{-\frac{|s-t|}{c}}.$$

If, in addition, $b(x, \cdot) \in S_p(\kappa, R)$ for all $x \in \mathbb{R}^d$, then also

$$\left\| \Phi_{s,t}^X(Y) - \Phi_{s,t}(\hat{Y}) \right\|_{L^p} \lesssim \|Y - \hat{Y}\|_{L^p}e^{-\frac{|s-t|}{c}}.$$

Proof. The first estimate is an immediate consequence of Lemma 3.6 and Kantorovich-Rubinstein duality. The second bound follows from the fact that we used a synchronous coupling in the proof of Proposition 3.13.

The proof of Proposition 3.13 shows that its conclusion actually holds if $\hat{B}$ is replaced by another process $Z$ with similar properties:

Remark 3.16. Let $Z$ be a process with locally independent increment decomposition $\theta_t Z = \hat{Z}^t + \bar{Z}^t$. Assume that

(i) the $\mathcal{F}_t$-adapted part $\hat{Z}^t$ takes values in $C_0([0, \infty), \mathbb{R}^n)$ and

(ii) there is a unit vector $e \in \mathbb{R}^n$ such that, for each $t \geq 0$, $L\left( (\hat{Z}_t^t \cdot e)_{h \in [0,1]} \right)$ is supported on all of $C_0([0, 1])$.

Then a statement similar to Proposition 3.13 holds.

Example 3.17. Suppose that $\bar{Z}_h^t = \int_t^{t+h} \mathcal{G}(t + h - s) dW_s$ for some kernel $\mathcal{G} : \mathbb{R}_+ \to L(\mathbb{R}^n, \mathbb{R}^m)$ which is square integrable at the origin and continuous on $(0, \infty)$. Then the requirement (ii) in Remark 3.16 holds if $\int_0^t |\mathcal{G}(s)|^2 ds > 0$ for each $t > 0$. Indeed, this can be shown by a clever application of Titmarsh’s convolution theorem as in [Che08, Lemma 2.1].

The example shows that in particular an fBm of any Hurst parameter $H \in (0, 1)$ falls in the regime of Remark 3.16. Hence, we have the following corollary to Proposition 3.13:

Corollary 3.18. Let $p \geq 1$ and suppose that $b \in S_p(\kappa, R)$ for some $\kappa, R > 0$. Let $(X_t)_{t \geq 0}$ be the solution to

$$dX_t = b(X_t) \, dt + \sigma \, dB_t$$

(3.18)

started in the generalized initial condition $\mu$, where $(B_t)_{t \geq 0}$ is an fBm with Hurst parameter $H \in (0, 1)$ and $\sigma \in L(\mathbb{R}^n, \mathbb{R}^n)$ is invertible. Then there is a unique invariant measure $\mathcal{I}_\pi \in \mathcal{P}(\mathbb{R}^n \times 2^{\mathcal{H}})$ for the equation (3.18) in the sense of Definition 2.1. Moreover, writing $\pi = \Pi^{\ast}_{\mathbb{R}^n} \mathcal{I}_\pi$ for the first marginal, there are constants $c, C > 0$ such that

$$W^p\left( L(X_t), \pi \right) \leq C W^p\left( \mu, \mathcal{I}_\pi \right) e^{-ct}$$

(3.19)

for all $t \geq 0$.

Proof. By Proposition 2.4, we know that there is an invariant measure $\mathcal{I}_\pi$ to (3.18) with moments of all orders. The Wasserstein estimate (3.19) then follows by the very same arguments as in Proposition 3.13. The only difference is that we now have to specify a generalized initial condition $\nu \in \mathcal{P}((\mathbb{R}^n \times 3^{\mathcal{H}})^2)$ for the coupling $(X_t, Z_t)$, see §2.1. Unlike for the conditioned dynamics, we have $Z_t \sim \pi$ if we start $Z$ in the invariant measure $\mathcal{I}_\pi$. In order for our previous argument
to apply, we need to ensure that the past of the noises in the synchronous coupling coincide. In (3.17) we can thus only minimize over couplings in the set
\[ \{ \rho \in P((\mathbb{R}^n \times \mathcal{H})^2) : \rho(\mathbb{R}^n \times \mathbb{R}^n \times \Delta_{\mathcal{H}}) = 1 \}, \]
which precisely yields (3.19).

### 3.4 Quenched Convergence to the Invariant Measure

The other distance, which will play a rôle in §4.2 below, is between \( \mathcal{L}(\Psi_t(Y)) \) and the stationary law \( \pi \) of the equation (3.18). We stress that—contrarily to the proof of Corollary 3.18—we cannot simply start the process in the invariant measure. In fact, the measure \( \pi \) is not stationary for (3.11) since the increments of \( \tilde{B} \) are not stationary. It is therefore necessary to wait for a sufficient decay of the deterministic ‘adversary’ \( \varsigma \), whence we only find an algebraic rate of convergence. Before we state the result, let us first illustrate that there is indeed no hope for an exponential rate:

**Example 3.19.** Let
\[ dX_t = -X_t \, dt + d\tilde{B}_t, \quad dY_t = -Y_t \, dt + dB_t. \]
If we start both \( X \) and \( Y \) in the generalized initial condition \( \delta_0 \otimes \mathcal{W} \), then \( \mathcal{L}(X_t) = N(0, \Sigma_t^2) \) and \( \mathcal{L}(Y_t) = N(0, \Sigma_t^2) \) where
\[ \Sigma_t^2 = \Sigma_0^2 - \mathbb{E} \left[ \left( \int_0^t e^{-(t-s)} \hat{B}_s \, ds \right)^2 \right]. \]
In particular, \( \mathcal{W}^2(\mathcal{L}(X_t), \mathcal{L}(Y_t)) = |\Sigma_t - \Sigma_t| \geq t^{-(1-H)} \) uniformly in \( t \geq 1 \). Since it is easy to see that \( \mathcal{W}^2(\mathcal{L}(Y_t), \pi) \lesssim e^{-t} \), it follows that \( \mathcal{W}^2(\mathcal{L}(X_t), \pi) \gtrsim t^{-(1-H)} \).

**Proposition 3.20.** Suppose that \( b \in S_p(\kappa, R) \) for some \( \kappa, R > 0 \) and \( \sigma \in L(\mathbb{R}^n, \mathbb{R}^n) \) is invertible. Let \( p \geq 1, \varsigma \in \Omega_\alpha \) for some \( \alpha > 0 \), and \( Y \) be an \( \mathcal{F}_0 \)-measurable random variable. Then, for each \( \beta < \min(\alpha, 1-H) \), there is a constant \( C > 0 \) such that
\[ \mathcal{W}^p(\mathcal{L}(\Psi_t(Y)), \pi) \leq C \left( 1 + \|\varsigma\|_{\Omega_\alpha} \right) \left( 1 + \mathcal{W}^p(\mathcal{L}(Y), \pi) \right) \]
for all \( t > 0 \).

**Proof.** Fix \( t \geq 1 \), abbreviate \( X \triangleq \Psi_t(Y) \), and let \( Z \) be the stationary solution to the equation (3.18). We assume that \( X \) and \( Z \) are driven by the same Wiener process. Let us first consider the case \( p \geq 2 \). Recall the following locally independent decompositions from §3.1:
\[ \theta_t B = B^t + \tilde{B}^t, \quad \theta_t \tilde{B} = Q^t + \tilde{B}^t. \]
Remember also that the ‘smooth’ part of the \( \text{fBm} \) increment can be further decomposed as \( \tilde{B}^t = P^t + Q^t \), see Example 3.4 (iii).

Therefore,
\[
\mathbb{E} \left[ \|X_{t+1} - Z_{t+1}\|^p \right] = \mathbb{E} \left[ \left\| \Psi_{t,t+1}(X_t, \varsigma + \sigma B) - \Psi_{t,t+1}(Z_t, \sigma B) \right\|^p \right| \mathcal{F}_t] \]
\[ = \mathbb{E} \left[ \left\| \Psi_1(X_t, \theta_t \varsigma + \sigma Q^t + \sigma \tilde{B}^t) - \Psi_1(Z_t, \sigma P^t + \sigma Q^t + \sigma \tilde{B}^t) \right\|^p \right| \mathcal{F}_t] \]
\[ = \mathbb{E} \left[ \left\| \Psi^{\theta_t \varsigma + \ell}_1(x) - \Psi^{\ell + \ell}_1(z) \right\|^p \right| x = X_t, z = Z_t, \ell = \sigma Q^t, \ell = \sigma P^t] \]
\[ = \mathbb{E} \left[ \left\| \Psi^{\theta_t \varsigma + \ell}_1(x) - \Psi^{\ell + \ell}_1(z) \right\|^p \right| x = X_t, z = Z_t, \ell = \sigma Q^t, \ell = \sigma P^t] \]

Write \( R_h \triangleq \Psi^{\theta_t \varsigma + \ell}_1(x) \) and \( S_h \triangleq \Psi^{\ell + \ell}_1(z) \). Notice that, since \( \varsigma \) and \( \tilde{\ell} \) are differentiable,
\[
\frac{d}{dh} |R_h - S_h|^p = p \left( \hat{\varsigma}_{t+h} - \hat{\ell}_t + b(R_h) - b(S_h), R_h - S_h \right) |R_h - S_h|^{p-2} \]
\[ \leq p(\Lambda + \gamma) |R_h - S_h|^p + \left( \frac{p-1}{\gamma p} \right)^{p-1} \left( |\hat{\varsigma}_{t+h}| + |\hat{\ell}_t| \right)^p \]
for any $\gamma > 0$, where $X = X_0 + t \gamma$ is the expansion threshold derived in Proposition 3.13. It follows that, for any $0 \leq h_1 \leq h_2 \leq 1$,

$$
\left| R_{h_2} - S_{h_2} \right|^p
\leq \left| R_{h_1} - S_{h_1} \right|^p e^{p(\Lambda + \gamma)(h_2 - h_1)} + \left( \frac{p - 1}{\gamma^2} \right)^{p-1} \int_{h_1}^{h_2} e^{p(\Lambda + \gamma)(s-h_1)} \left( |\dot{\gamma}_{s+}| + |\dot{\tilde{\gamma}}_s| \right)^p ds
\leq \left| R_{h_1} - S_{h_1} \right|^p e^{p(\Lambda + \gamma)(h_2 - h_1)} + C_\gamma(h_2 - h_1),
$$

(3.22)

where we abbreviated

$$
C_\gamma \triangleq \left( \frac{p - 1}{\gamma^2} \right)^{p-1} \left( \frac{|s|}{t^2} + \frac{|\dot{\tilde{\gamma}}_s|}{t} \right)^p.
$$

We now argue similarly to Proposition 3.13: Pick $\eta \in (0, \frac{1}{2})$ and $\kappa \in (0, \kappa)$ such that $\Xi \triangleq \eta \kappa - (1 - \eta) \Lambda > 0$. Let $R_0 > 0$ be the corresponding constant of Lemma 2.9 and $A_{x, t, \kappa + \ell}$ be the event furnished by Lemma 3.12. As before, we write $t_1, \ldots, t_2 (\omega)$ for the random times characterizing the excursions of $(R_h)_{h \in [0, 1]}$ outside of $B_R$, see Proposition 3.13. By an argument similar to (3.22),

$$
\left| R_{t_{2i}} - S_{t_{2i}} \right|^p \leq \left| R_{t_{2i-1}} - S_{t_{2i-1}} \right|^p e^{p(\gamma - \bar{\gamma})(t_{2i} - t_{2i-1})} + C_\gamma(t_{2i} - t_{2i-1})
$$

(3.23)

for all $i = 1, \ldots, N(\omega)$ on the set $A_{x, t, \kappa + \ell}$. Combining (3.22) and (3.23), we further find on this set

$$
\left| R_1 - S_1 \right|^p \leq e^{p(\Lambda + \gamma)(1-t_{2k})} \left| R_{t_{2k}} - S_{t_{2k}} \right|^p + C_\gamma(1 - t_{2k})
\leq e^{p(\Lambda + \gamma)(1-t_{2k})} e^{p(\gamma - \bar{\gamma})(t_{2k} - t_{2k-1})} \left| R_{t_{2k-1}} - S_{t_{2k-1}} \right|^p + C_\gamma(1 - t_{2k-1})
\leq \cdots \leq e^{p(\Lambda + \gamma)(1-\eta) + p(\gamma - \bar{\gamma})\eta |x - z|^p} + C_\gamma \leq e^{-p(\Xi - \gamma)} |x - z|^p + C_\gamma
$$

Choose $\gamma > 0$ sufficiently small such that simultaneously $\Xi - \gamma > 0$ and

$$
\rho \triangleq (1 - a_{\eta, \bar{\gamma}}) e^{p(\Lambda + \gamma)} + a_{\eta, \bar{\gamma}} e^{-p(\Xi - \gamma)} < 1.
$$

This shows that

$$
\mathbb{E} \left[ \left| R_1 - S_1 \right|^p \right] \leq \rho |x - y|^p + C_\gamma.
$$

(3.24)

It is clear that the estimate (3.24) also holds for $p < 2$ with the constant

$$
C_\gamma = \frac{1}{(2\gamma)^2} \left( \frac{|s|}{t^2} + \frac{|\dot{\tilde{\gamma}}_s|}{t} \right)^p
$$

and a slightly increased $\rho < 1$. Since $\rho^d = \tilde{B}_{t+}$, Lemma 3.7 and the identity (3.21) show that

$$
\mathbb{E} \left[ \left| X_{t+1} - Y_{t+1} \right|^p \right] \leq \rho \mathbb{E} \left[ \left| X_t - Y_t \right|^p \right] + \frac{C(1 + \|s\|_{\tilde{\Omega}_t}^p)}{t^p \beta} \sum_{i=0}^{[t]-2} (t - 1 - i)^{\gamma \beta}.
$$

For some numerical constant $C > 0$ independent of $t$ and $\zeta$. Therefore, iterating this bound we find

$$
\mathbb{E} \left[ \left| X_t - Y_t \right|^p \right] \lesssim e^{-\gamma t} \mathbb{E} \left[ \left| X_0 - Y_0 \right|^p \right] + C(1 + \|s\|_{\tilde{\Omega}_t}^p) \sum_{i=0}^{[t]-2} \frac{\rho^i}{(t - 1 - i)^{\gamma \beta}}.
$$

(3.25)

The last sum is easily seen to be $\lesssim t^{-\beta \gamma}$ uniformly in $t \geq 2$ and the claim follows at once.

By a strategy inspired by [PR20, Section 7] (see also [Hai05]), we can lift Proposition 3.20 to a total variation bound. Since the exposition of Panloup and Richard does not immediately transfer to the problem at hand, we choose to include the necessary details. Consider the system

\begin{align*}
\frac{dX_s}{ds} &= b(X_s) \, ds + d\zeta_s + \sigma d\tilde{B}_s, \\
\frac{dZ_s}{ds} &= b(Z_s) \, ds + \sigma d\tilde{B}_s + \sigma \varphi^t(s) \, ds,
\end{align*}

(3.26)
where \( X_0 \) is an arbitrary initial condition and \( Z \) is the stationary solution of the first equation. Our aim is to exhibit an adapted integrable function \( \varphi^t : [0, t + 1] \rightarrow \mathbb{R}^n \) which vanishes on \([0, t]\) and ensures that \( X_{t+1} = Z_{t+1} \). To this end, we define

\[
\varphi^t(s) \triangleq \begin{cases} 
(2|X_t - Z_t|^\frac{3}{2} + \lambda) \sigma^{-1}(X_s - Z_s) - \dot{B}_s + \sigma^{-1}\varsigma_s, & s \in [t, t+1], \\
0, & \text{otherwise}.
\end{cases}
\]

(3.27)

**Lemma 3.21.** Let \( t \geq 1, \varsigma \in \Omega_\alpha, b \in S(\kappa, R, \lambda) \), and consider the system (3.26) with \( \varphi^t \) defined in (3.27). Then \( X_{t+1} = Z_{t+1} \) and, for any \( \beta < \alpha \land (1 - H) \),

\[
|\varphi^t|_\infty \lesssim |X_t - Z_t| + \frac{||\varsigma||_{\Omega_\beta} + \|B\|_{\Omega_\beta}}{t^{\beta}}, \\
|\varphi^t|_\infty \lesssim |X_t - Z_t|^\frac{1}{2} + |X_t - Z_t| + \frac{||\varsigma||_{\Omega_\beta} + \|B\|_{\Omega_\beta}}{t^{1+\beta}}
\]

(3.28)

where the derivative of \( \varphi^t \) is understood as right- and left-sided derivative at the boundaries \( t \) and \( t+1 \), respectively.

**Proof.** The argument is a minor modification of [Hai05, Lemma 5.8]: Abbreviate \( f(s) \triangleq |X_s - Z_s|^2 \), then

\[
f^t(s) = 2(b(X_s) - b(Z_s)) + \varsigma_s - \sigma \dot{B}_s - \sigma \varphi^t(s), X_s - Z_s \leq -4|X_t - Z_t|^\frac{1}{2} f(s)^\frac{3}{2}
\]

since \( b \in S(\kappa, R, \lambda) \). It follows that

\[
|X_s - Z_s|^\frac{1}{2} \leq |X_t - Z_t|^\frac{1}{2} (s - t) |X_t - Z_t|^\frac{1}{2} \quad \forall s \in [t, t+1],
\]

whence \( X_{t+1} = Z_{t+1} \). This also implies

\[
\left| \frac{d}{ds} (X_s - Z_s) \right| \leq (|b|_{Lip} + 2 + \lambda) |X_t - Z_t|^\frac{1}{2} |X_s - Z_s|^\frac{1}{2}
\]

and consequently

\[
\left| \frac{d}{ds} \left( \frac{X_s - Z_s}{|X_s - Z_s|^\frac{1}{2}} \right) \right| \leq \frac{3}{2} \frac{|d^2 (X_s - Z_s)|}{|X_s - Z_s|^\frac{1}{2}} \lesssim |X_t - Z_t|^\frac{1}{2}.
\]

The bounds (3.28) follow at once.

**Remark 3.22.** We stress that the bound on \( |\varphi^t|_\infty \) only holds for a Lipschitz continuous drift \( b \).

It is now easy to prove the following result:

**Proposition 3.23.** Assume the conditions of Proposition 3.20 for \( p = 1 \). Then, for any \( \beta < \alpha \land (1 - H) \), it holds that

\[
\| \mathcal{L}(\Psi^t_t(Y)) - \pi \|_{TV} \lesssim t^{-\frac{D}{2}} (1 + ||\varsigma||_{\Omega_\beta}) \left( 1 + \mathcal{W}^1(\mathcal{L}(Y), \pi) \right) \quad \forall t > 0.
\]

**Proof.** Let \( B \) and \( B' \) be \( H \)-fBms built from underlying two-sided Wiener processes \( W \) and \( W' \), see (2.1). Recall that \( \tilde{B} \) is the Riemann-Liouville process associated with \( B \). Let \( X \) and \( Z \) solve

\[
dX_s = b(X_s) ds + d\varsigma_s + \sigma dB_s,
\]

\[
dZ_s = b(Z_s) ds + \sigma dB'_s,
\]

(3.29)

where \( X_0 \overset{d}{=} Y \) and \( Z \) is the stationary solution. Fix \( t > 1 \). We shall use the bound

\[
\| \mathcal{L}(\Psi^t_{t+1}(Y)) - \pi \|_{TV} = \inf_{(B, B')} \mathbb{P}(X_{t+1} \neq Z_{t+1}) \leq \inf_{(W, W')} \mathbb{P}(X_{t+1} \neq Z_{t+1})
\]

\[
\leq \inf_{(W, W')} \mathbb{P}(X_{t+1} \neq Z_{t+1}, |X_t - Z_t| \leq \delta) + \inf_{(W, W')} \mathbb{P}(|X_t - Z_t| > \delta).
\]

(3.30)
Taking \( W \) and \( W' \) equal, we are in the setting of Proposition 3.20. The estimate (3.25) thus shows that, for any \( \delta \in (0, 1) \),

\[
\inf_{(W, W')} \mathbb{P}(\{X_t - Z_t > \delta \}) \lesssim \frac{C(1 + \|s\|_{\Omega_b})(1 + W^1(\mathcal{L}(Y), \pi))}{\delta t^{\beta}}.
\]

To bound the first term in (3.30) we exploit the fact that \( X_t \) and \( Z_t \) are already close so that we can couple them at time \( t + 1 \) with a controlled cost. Let \( \varphi^t \) be the function from Lemma 3.21; in particular \( \varphi^t(s) = 0 \) for \( s < t \). We observe that \( B' = B + \int_0^1 \varphi^t(s) \, ds \) on \([0, t + 1]\) if and only if \( W' = W + \int_{-\infty}^t \varphi^t(s) \, ds \) on \((-\infty, t + 1]\), where for a suitable constant \( \gamma_H \in \mathbb{R} \),

\[
\varphi^t(s) = \begin{cases} 
\gamma_H \frac{d}{ds} \int_t^s (s - u)^{\frac{1}{2} - H} \varphi^t(u) \, du, & s \in [t, t + 1], \\
0, & s \in (-\infty, t),
\end{cases}
\]

see [Hai05, Lemma 4.2] for details. Let \( T \) be the linear transformation \( T(w) = w + \int_{-\infty}^t \varphi^t(s) \, ds \), \( w \in C((-\infty, t + 1], \mathbb{R}^n) \). We return to the equations (3.29). By the construction, we have \( X_{t+1} = Z_{t+1} \) for those realizations for which \( W' = T(W) \). In particular,

\[
\inf_{(W, W')} \mathbb{P}(X_{t+1} \neq Z_{t+1}, |X_t - Z_t| \leq \delta) \leq \inf_{(W, W')} \mathbb{P}(W' \neq T(W), |X_t - Z_t| \leq \delta).
\]

Throughout this proof, all stochastic processes are considered only up to time \( t + 1 \). Let \( \hat{\mathbb{P}}(\cdot) = \mathbb{P}(\cdot | |X_t - Z_t| \leq \delta) \). Let \( \mu \) and \( \nu \) denote the laws under \( \hat{\mathbb{P}} \) of \( W \) and \( T(W) \), respectively. We take an optimal coupling \((\hat{W}, \hat{W}') \) achieving the total variation distance \( \|\mu - \nu\|_{TV} \). Then the Pinsker-Csizsar inequality, a consequence of the Girsanov theorem, shows that

\[
\inf_{(W, W')} \mathbb{P}(X_{t+1} \neq Z_{t+1}, |X_t - Z_t| \leq \delta) \leq \|\mu - \nu\|_{TV} \mathbb{P}(|X_t - Z_t| \leq \delta) \\
\leq \frac{1}{2} \mathbb{E}_{\hat{\mathbb{P}}} \left[ \int_t^{t+1} |\varphi^t(s)|^2 \, ds \right]^\frac{1}{2} \mathbb{P}(|X_t - Z_t| \leq \delta).
\]

On integration by parts we find

\[
\int_t^{t+1} |\varphi^t(s)|^2 \, ds \lesssim \begin{cases} 
|\varphi^t|_{L_\infty}^2, & H < \frac{1}{2}, \\
|\varphi^t|_{L_\infty}^2 + |\dot{\varphi}^t|_{L_\infty}^2, & H > \frac{1}{2}.
\end{cases}
\]

In either case, (3.28) yields

\[
\int_t^{t+1} |\varphi^t(s)|^2 \, ds \lesssim \delta + \frac{\|s\|_{\Omega_b}^2 + \|B\|_{\Omega_b}^2}{t^{2\beta}}
\]

on the event \( \{|X_t - Z_t| \leq \delta\} \) and therefore

\[
\inf_{(W, W')} \mathbb{P}(X_{t+1} \neq Z_{t+1}, |X_t - Z_t| \leq \delta) \lesssim \sqrt{\delta} + \frac{\|s\|_{\Omega_b}^2 + \|B\|_{\Omega_b}^2}{t^{2\beta}}
\]

Combining this with (3.30) and Lemma 3.7, we have proven

\[
\|\mathcal{L}(\Psi^t_{t+1}(Y)) - \pi\|_{TV} \lesssim (1 + \|s\|_{\Omega_b})(1 + W^1(\mathcal{L}(Y), \pi)) \left( \sqrt{\delta} + \frac{1}{\delta \beta} \right), \tag{3.31}
\]

which is minimized for \( \delta = t^{-\frac{2\beta}{1+\beta}} \).

By duality and Lemma 3.6, we obtain the following ergodic theorem as a corollary to Propositions 3.20 and 3.23. It provides the fundamental estimates for our proof of the averaging principle for the fractional slow-fast system with feedback dynamics.
Corollary 3.24. Let $0 \leq s \leq t$ and let $X, Y$ be $\mathcal{F}_s$-measurable random variables. Suppose that there are $\kappa, R > 0$ such that $b(x, \cdot) \in S_1(\kappa, R)$ for every $x \in \mathbb{R}^d$. Then, for any $\zeta < 1 - \bar{H}$ and (i) any Lipschitz function $h : \mathbb{R}^d \times \mathbb{R}^n \to \mathbb{R}$,

$$
\mathbb{E} \left[ |h(X, \Phi_{s,t}^X(Y)) - \tilde{h}(X) | \mathcal{F}_s \right] \lesssim |h|_{\text{Lip}} \left( 1 + \| e^{-\frac{\bar{H}}{2} \bar{Z}_s} \|_{\Omega_\zeta} \right) \left( 1 + |Y| \right) \left( 1 + \frac{e^{\zeta} \epsilon}{|t-s|^{\zeta}} \right).
$$

(ii) any bounded measurable function $h : \mathbb{R}^d \times \mathbb{R}^n \to \mathbb{R}$,

$$
\mathbb{E} \left[ |h(X, \Phi_{s,t}^X(Y)) - \tilde{h}(X) | \mathcal{F}_s \right] \lesssim |h|_{\infty} \left( 1 + \| e^{-\frac{\bar{H}}{2} \bar{Z}_s} \|_{\Omega_\zeta} \right) \left( 1 + |Y| \right) \left( 1 + \frac{e^{\zeta} \epsilon}{|t-s|^{\zeta}} \right).
$$

Here, as usual, $\tilde{h}(x) = \int_{\mathbb{R}^n} h(x, y) \pi^x(dy)$.

3.5 Geometric Ergodicity for SDEs Driven by Fractional Brownian Motion

Applying the arguments of Propositions 3.13 and 3.23 to the equation

$$
dY_t = b(Y_t) \, dt + \sigma \, dB_t, \quad (3.32)
$$

we obtain an exponential rate of convergence improving the known results:

Proof of Theorem 1.3. In Corollary 3.18 we have already proven the Wasserstein decay (1.7):

$$
W^p(\mathcal{L}(Y_t), \pi) \leq C e^{-ct} W^p(\mu, \pi), \quad \forall \ t \geq 0
$$

The total variation rate (1.8) then follows by a similar Girsanov coupling as in the proof of Proposition 3.23. In fact, we now consider

$$
dX_s = b(X_s) \, ds + \sigma dB_s, \\
dZ_s = b(Z_s) \, ds + \sigma dB_s + \sigma \varphi(s) \, ds,
$$

where $X$ is started in the generalized initial condition $\mu$ and $Z$ is the stationary solution. Let us define

$$
\varphi'(s) = - \left( \frac{4|X_t - Z_t|^{\frac{1}{2}}}{|X_s - Z_s|^{\frac{1}{2}}} + \lambda \right) \sigma^{-1} (X_s - Z_s) 1_{[t,t+1]}(s).
$$

It can then be checked similarly to Lemma 3.21 that $X_{t+1} = Y_{t+1}$ and

$$
|\varphi'|_{\infty} \lesssim |X_t - Z_t|, \quad |\varphi'_{\infty}| \lesssim |X_t - Z_t|^{\frac{1}{2}} + |X_t - Z_t|.
$$

Consequently, the estimate (3.31) becomes

$$
\| \mathcal{L}(Y_{t+1}) - \pi \|_{\text{TV}} \lesssim W^1(\mu, \pi) \left( \sqrt{\delta} + \frac{e^{-ct}}{\delta} \right)
$$

and choosing $\delta = e^{-\frac{ct}{2}}$ shows a geometric decay of the total variation distance at a fixed time. To get asserted decay on the path space (1.8), we observe that, by the very same argument as in [PR20, Proposition 7.2 (iii)], $\varphi'$ actually induces a coupling on the path space with a similar cost. Hence, $\| \mathcal{L}(Y_{t+1}) - \mathbb{P}_\pi \|_{\text{TV}}$ is still bounded by a quantity proportional to the right-hand side of (3.33) and (1.8) follows at once. \hfill $\square$

Remark 3.25. The admissible repulsivity strength $\Lambda(\kappa, R, p)$ obtained in the proof of Theorem 1.3 is certainly not optimal. We therefore abstain from deriving a quantitative upper bound. Let us however indicate one way to obtain such an estimate: Start from (3.13) in the proof Lemma 3.12 and recall a standard result (see e.g. [Pit96, Theorem D.4]) saying that

$$
\mathbb{P}( |\bar{B}|_{\infty} \leq |\sigma|^{-1} \epsilon ) \geq 1 - K |\sigma|^{-1} \epsilon \mathbb{P} e^{-H(|\sigma|^{-1} \epsilon)^2}
$$

for a known numerical constant $K > 0$. Finally optimize over all constants involved.
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Let us finally sketch the main differences for a more general Gaussian driving noise $G$ in equation (3.32). We assume that $G$ has continuous sample paths and a moving average representation similar to (2.1) with a kernel $\Theta : \mathbb{R} \to L(\mathbb{R}^n, \mathbb{R}^n)$ which vanishes on $(-\infty, 0]$, is continuous on $(0, \infty)$, and satisfies
\[
\int_{-\infty}^{t} |\Theta(t - u) - \Theta(-u)|^2 \, du < \infty
\]
for each $t > 0$. Then
\[
G_t = \int_{-\infty}^{t} \Theta(t - u) - \Theta(-u) \, dW_u, \quad t \geq 0,
\]
has the locally independent increment decomposition
\[
(\theta_tG)_h = \int_{-\infty}^{t} \Theta(t + h - u) - \Theta(t - u) \, dW_u + \int_{t}^{t+h} \Theta(t + h - u) \, dW_u \triangleq \tilde{G}_h + \hat{G}_h
\]
with respect to any compatible filtration. Moreover, we require that
\[
\int_{0}^{\delta} |\Theta(u)| \, du > 0
\]
for each $\delta > 0$. We remark that (up to a time-shift) this is certainly implied by the assumptions of Panloup and Richard, see [PR20, Condition (C2)]. As we have seen in Example 3.17, the Cameron-Martin space of $(\tilde{G}_h)_{h \in [0,1]}$ then densely embeds into $C_0([0,1], \mathbb{R}^n)$. Thus Remark 3.16 applies and we obtain a geometric rate in Wasserstein distance, provided that there is a stationary measure for the equation $dY_t = (b(Y_t)) \, dt + \sigma \, dG_t$.

4 The Fractional Averaging Principle

Let us remind the reader of the setup of Theorem 1.2: We consider the slow-fast system
\[
\begin{align*}
    dX_t^\varepsilon &= f(X_t^\varepsilon, Y_t^\varepsilon) \, dt + g(X_t^\varepsilon, Y_t^\varepsilon) \, dB_t, \quad X_0^\varepsilon = X_0, \quad (4.1) \\
    dY_t^\varepsilon &= \frac{1}{\varepsilon} b(X_t^\varepsilon, Y_t^\varepsilon) \, dt + \frac{1}{\varepsilon^\alpha} \sigma \, dB_t, \quad Y_0^\varepsilon = Y_0, \quad (4.2)
\end{align*}
\]
driven by independent $d$-dimensional and $n$-dimensional fractional Brownian motions $B$ and $\hat{B}$ with Hurst parameters $H \in (\frac{1}{2}, 1)$ and $\hat{H} \in (1 - H, 1)$, respectively. We claim that $X_t^\varepsilon$ converges to the solution of the naively averaged equation (1.3) as $\varepsilon \to 0$.

Let us also introduce the following filtrations for later reference:
\[
G_t \triangleq \sigma(B_s, s \leq t), \quad \hat{G}_t \triangleq \sigma(\hat{B}_s, s \leq t), \quad \mathcal{F}_t \triangleq \mathcal{G}_t \vee \hat{G}_t.
\]
To be utterly precise, we actually use the right-continuous completion of $\mathcal{F}$ in order to ensure that hitting time of an open sets by a continuous, adapted process is a stopping time. Observe that $\mathcal{F}$ is compatible with the fBm $\hat{B}$, see §3.1.

We shall first convince ourselves that, under the conditions of Theorem 1.2, the pathwise solution of the slow-fast system (4.1)–(4.2) exists globally. If the drift vector field $b : \mathbb{R}^d \times \mathbb{R}^n \to \mathbb{R}^n$ in (4.2) were globally Lipschitz continuous, this would be an easy consequence of the standard Young bound [You36]:
\[
\left| \int_{s}^{t} f_r \, d\theta_r \right| \lesssim |f|_{C^\alpha} |\theta|_{C^\alpha} |t - s|^{\alpha + \beta} + |f_s| |\theta|_{C^\alpha} |t - s|^{\alpha}, \quad (4.3)
\]
provided that $\alpha + \beta > 1$. We shall also prove a bound on the moments of the Hölder norm of the solution for any fixed scale $\varepsilon$. The main technical estimates in the proof of Theorem 1.2 are delegated to §4.2, allowing us to easily conclude the argument in §4.3 by appealing to Lê’s stochastic sewing lemma [Lê20].
4.1 A Solution Theory for the Slow-Fast System

We shall begin with a deterministic (pathwise) existence and uniqueness result. Fix a terminal time $T > 0$ and let $h = (h^1, h^2) \in C^\alpha_1([0, T], \mathbb{R}^m) \times C^\alpha_2([0, T], \mathbb{R}^n)$, where $\alpha_1 > \frac{1}{2}$ and $\alpha_2 > 1 - \alpha_1$.

We consider the Young differential equation

$$z(t) = \frac{z^1(t)}{z^2(t)} = z_0 + \int_0^t \left( F_1(z(s)) \right) ds + \int_0^t G(z(s)) dh_s. \quad (4.4)$$

We impose the following assumptions on the data:

**Condition 4.1.**

(i) $F_1 : \mathbb{R}^d \times \mathbb{R}^n \to \mathbb{R}^d$ is bounded and globally Lipschitz continuous.

(ii) $F_2 : \mathbb{R}^d \times \mathbb{R}^n \to \mathbb{R}^n$ is locally Lipschitz continuous and of linear growth, that is, $|F_2(z, x)| \leq 1 + |x| + |z|$ for all $x \in \mathbb{R}^n$ and $z \in \mathbb{R}^d$. Moreover, there are $\kappa, D > 0$ such that

$$|F_2(z, x) - F_2(z, y) - F_2(z, x) - F_2(z, y)| \leq D - \kappa |x - y|^2 \quad \forall x, y \in \mathbb{R}^n, \forall z \in \mathbb{R}^d.$$ 

(iii) $G : \mathbb{R}^d \times \mathbb{R}^n \to L(\mathbb{R}^{m+n}, \mathbb{R}^{d+n})$ is of the form $G = \begin{pmatrix} G_1 & 0 \\ 0 & G_2 \end{pmatrix}$ with $G_1 \in C^\alpha_b(\mathbb{R}^d \times \mathbb{R}^n, L(\mathbb{R}^m, \mathbb{R}^d))$ and $G_2 \in L(\mathbb{R}^d, \mathbb{R}^d)$ is constant.

Our proof for the well-posedness of (4.4) and the non-explosiveness is based on the following comparison lemma, versions of which will be of repeated use in the sequel:

**Lemma 4.2.** Let $F_2 : \mathbb{R}^d \times \mathbb{R}^n \to \mathbb{R}^n$ satisfy Condition 4.1 (ii) and let $\varsigma \in C_0(\mathbb{R}_+, \mathbb{R}^n)$, $z \in C(\mathbb{R}_+, \mathbb{R}^d)$.

(i) Then for any $x_0 \in \mathbb{R}^n$, there are unique global solutions to

$$x(t) = x_0 + \int_0^t F_2(z(s), x(s)) ds + \varsigma_t, \quad y(t) = x_0 - \int_0^t y(s) ds + \varsigma_t.$$ 

Furthermore, on any finite time interval $[0, T]$, the difference of the solutions satisfies the bound

$$|x(t) - y(t)|^2 \leq \int_0^t e^{-\kappa(t-s)} \left( 1 + |y(s)| + |z(s)| \right)^2 ds \quad (4.5)$$

for all $t \in [0, T]$. In particular,

$$|x|_\infty \leq 1 + |x_0| + |\varsigma|_\infty + |z|_\infty. \quad (4.6)$$

(ii) If, in addition, $\varsigma \in C^\alpha([0, T], \mathbb{R}^n)$ for some $\alpha > 0$, then $x \in C^\alpha([0, T], \mathbb{R}^n)$ and the following bound holds:

$$|x|_{C^\alpha} \leq 1 + |x_0| + |z|_\infty + |\varsigma|_{C^\alpha}. \quad (4.7)$$

**Proof.** Since $F_2$ is locally Lipschitz, it is clear that uniqueness holds for the equation defining $x$. To see existence, first notice that $\tilde{x}(t) \triangleq x(t) - \varsigma_t$ solves

$$\tilde{x}(t) = x_0 + \int_0^t F_2(z(s), \tilde{x}(s) + \varsigma_s) ds.$$ 

Set $\Upsilon(s, x) = F_2(z(s), x + \varsigma_s)$. This function is jointly continuous in $(s, x)$. Therefore, a local solution exists by the Carathéodory theorem.

On the other hand, global existence and uniqueness of $y$ is standard. Consequently, the required non-explosion statement follows easily upon establishing (4.5). To this end, we first observe that, for all $z \in \mathbb{R}^d$ and all $x, y \in \mathbb{R}^n$, the off-diagonal large scale contraction property and the linear growth of $F$ furnish the following bound:

$$\langle F_2(z, x) + y, x - y \rangle \leq D - \kappa|x - y|^2 + \langle F_2(z, y) + y, x - y \rangle \leq D - \frac{\kappa}{2} |x - y|^2 + \frac{C}{\kappa} (1 + |z| + |y|)^2.$$
for some uniform constant $C > 0$, where we also used Young’s inequality. Consequently, the function $h(t) \triangleq e^{ct}|x(t) - y(t)|^2$ satisfies

$$h'(t) \lesssim e^{ct}(1 + |y(t)| + |z(t)|)^2$$

and (4.5) follows at once.

The bound (4.7) is an immediate consequence of (4.5) together with the fact that

$$|x|_{C^\alpha} \lesssim |F_2(z, x)|_{\infty}T^{1-\alpha} + |\varsigma|_{C^\alpha} \lesssim (1 + |z|_{\infty} + |x|_{\infty})T^{1-\alpha} + |\varsigma|_{C^\alpha}. \quad \square$$

The announced existence and uniqueness result for (4.4) is as follows:

**Proposition 4.3.** Under Condition 4.1, for any $T > 0$ and any $\beta < \alpha_1 \wedge \alpha_2$, (4.4) has a unique global solution in $C^\beta([0, T], \mathbb{R}^{d+n})$.

**Proof.** Owing to Lemma 4.2, it is enough to derive an *a priori* bound on $|z^1|_{C^\alpha}$, $\tilde{\alpha} \in (\beta, \alpha_1)$, to conclude with a standard Picard argument.

Let $\delta \in (0, 1)$. By the Young bound (4.3), we see that

$$|z^1|_{C^\tilde{\alpha}} \lesssim |F_1|_{\infty} \delta^{1-\tilde{\alpha}} + (|G_1(z^1, z^2)|_{C^{\alpha_1\wedge \alpha_2}} + |G_1|_{\infty})|h^3|_{C^\tilde{\alpha}} \lesssim (1 + |z^1|_{C^{\tilde{\alpha}}} + |z^2|_{C^{\alpha_2}})(1 + |h^1|_{C^{\alpha_1}})\delta^{\alpha_1-\tilde{\alpha}},$$

where the prefactor is proportional to $M \triangleq |F_1|_{\infty} + |G|_{\infty} + |G|_{\text{Lip}}$. We may apply Lemma 4.2 to $z^2$ to further find

$$|z^1|_{C^\tilde{\alpha}} \lesssim (1 + |z^1|_{C^\tilde{\alpha}} + |z_0| + |h^2|_{C^{\alpha_2}})(1 + |h^1|_{C^{\alpha_1}})\delta^{\alpha_1-\tilde{\alpha}}.$$

Here, we take the Hölder norms of $z^1, z^2$ over the interval $[0, \delta]$, whereas we use the full interval $[0, T]$ for $h^1$ and $h^2$. For $\delta > 0$ small enough, we therefore get

$$|z^1|_{C^\tilde{\alpha}([0, \delta])} \lesssim (1 + |z_0| + |h^2|_{C^{\alpha_2}})(1 + |h^1|_{C^{\alpha_1}}). \quad (4.8)$$

Combining this with Lemma 4.2, we can find a constant $C > 0$ such that

$$|z(\delta)| \lesssim |z_0| + |z^1|_{C^\tilde{\alpha}([0, \delta])} + |z^2|_{C^{\alpha_2}([0, \delta])} \lesssim C(1 + |z_0| + |h^2|_{C^{\alpha_2}})(1 + |h^1|_{C^{\alpha_1}}).$$

This bound can now be easily iterated and together with (4.8) we see that there is a (increased) constant $C$ such that

$$|z^1|_{C^\tilde{\alpha}([t, t+\delta])} \lesssim (1 + |z_t| + |h^2|_{C^{\alpha_2}})(1 + |h^1|_{C^{\alpha_1}}) \lesssim C(\frac{1}{\delta^{1-\tilde{\alpha}}})^{[\frac{1}{\delta^{1-\tilde{\alpha}}}]}(1 + |z_0| + |h^2|_{C^{\alpha_2}})(1 + |h^1|_{C^{\alpha_1}})^{\frac{1}{[\frac{1}{\delta^{1-\tilde{\alpha}}}]+2}}$$

for each $t \in [0, T-\delta]$. Since $|\cdot|_{C^\tilde{\alpha}([0, T])} \lesssim 2\delta^{\tilde{\alpha}-1} \sup_t |\cdot|_{C^\tilde{\alpha}([t, t+\delta])}$, we get that

$$|z^1|_{C^\tilde{\alpha}([0, T])} \lesssim \frac{2C(\frac{1}{\delta^{1-\alpha}})^{[\frac{1}{\delta^{1-\alpha}}]+1}}{\delta^{1-\alpha}}(1 + |z_0| + |h^2|_{C^{\alpha_2}})(1 + |h^1|_{C^{\alpha_1}})^{\frac{1}{[\frac{1}{\delta^{1-\alpha}}]+2}}. \quad (4.9)$$

Local existence and uniqueness of a solution to (4.4) is a classical consequence of the Young bound. Indeed, if we define

$$A_\delta \triangleq \left\{ f \in C^\beta([0, \delta], \mathbb{R}^{d+n}) : f(0) = z_0 \text{ and } |f|_{C^\beta} \leq 1 \right\},$$

then, for $\delta > 0$ small enough, the operator $A_\delta : A_\delta \to A_\delta,$

$$(A_\delta z)(t) \triangleq z_0 + \int_0^t \left( \frac{F_1(z(s))}{F_2(z(s))} \right) ds + \int_0^t G(z(s)) dh_s,$$
is contracting on a complete metric space. Abbreviating \( \gamma \equiv \alpha_1 \land \alpha_2 \), this in turn follows from the well-known bounds

\[
\left| \int_0 \|G(z(s))\| ds \right|_{C^\beta} \lesssim (\|G\|_{\text{Lip}} + |G|_\infty(|z|_{C^\beta} + 1))h_{c, \gamma \delta^{-\beta}},
\]

\[
\left| \int_0 \|G(z(s)) - G(\bar{z}(s))\| ds \right|_{C^\beta} \lesssim (\|G\|_{\text{Lip}} + |DG|_{\text{Lip}})h_{c, \gamma \delta^{-\beta}}|z - \bar{z}|_{C^\beta},
\]

\[
\left| \int_0 \left( \frac{F_1(z(s))}{F_2(z(s))} \right) ds \right|_{C^\beta} \lesssim (\|F_1\|_{\infty; B_{\delta\beta}(z_0)} + |F_2|_{\infty; B_{\delta\beta}(z_0)})\delta^{1-\beta},
\]

\[
\left| \int_0 \left( \frac{F_1(z(s)) - F_1(\bar{z}(s))}{F_2(z(s)) - F_2(\bar{z}(s))} \right) ds \right|_{C^\beta} \lesssim (\|F_1\|_{\infty; B_{\delta\beta}(z_0)} + |F_2|_{\infty; B_{\delta\beta}(z_0)})\delta|z - \bar{z}|_{C^\beta}
\]

for all \( z, \bar{z} \in A_\delta \), where \( | \cdot |_{\infty; A} \) and \( | \cdot |_{\text{Lip}; A} \) denote the respective norms of the function restricted to the set \( A \). Here, we also used that \( \max(|z - z_0|_{\infty}, |\bar{z} - z_0|_{\infty}) \leq \delta^\beta \) since \( z, \bar{z} \in A_\delta \) by assumption. Consequently, there is a unique solution to (4.4) in \( C^\beta([0, \delta], \mathbb{R}^{d+n}) \). Global existence and uniqueness follow from the \textit{a priori} estimates (4.7) and (4.9) by a standard maximality argument.

We now bring the randomness back in the picture. To this end, let \( \alpha > 0, p \geq 1 \), and \( T > 0 \).

We define the space

\[
B_{\alpha,p}([0, T], \mathbb{R}^d) \equiv \left\{ X : [0, T] \times \Omega \to \mathbb{R}^d : X \text{ is } (\mathcal{F}_t)_{t \in [0, T]} \text{-adapted and } \|X\|_{B_{\alpha,p}([0, T], \mathbb{R}^d)} < \infty \right\},
\]

where we introduced the semi-norm

\[
\|X\|_{B_{\alpha,p}([0, T], \mathbb{R}^d)} \equiv \sup_{s \neq t \in [0, T]} \frac{|X_t - X_s|_{L^p}}{|t - s|^{\alpha}}.
\]

If the terminal time \( T \) and the dimension \( d \) are clear from the context, we shall also write \( B_{\alpha,p} \) for brevity. By Kolmogorov’s continuity theorem, we have the continuous embeddings

\[
L^p(\Omega, C^{\alpha-\delta}(\mathbb{R}^d)) \hookrightarrow B_{\alpha,p}([0, T], \mathbb{R}^d) \hookrightarrow L^p(\Omega, C^{\alpha-\frac{1}{2}}([0, T], \mathbb{R}^d))
\]

for any \( \delta > 0 \). Finally, let us also introduce the Besov-type space

\[
W^{\alpha, \infty}_0([0, T], \mathbb{R}^d) \equiv \left\{ f : [0, T] \to \mathbb{R}^d : |f|_{\alpha, \infty} < \infty \right\},
\]

\[
|f|_{\alpha, \infty} \equiv \sup_{t \in [0, T]} \left( |f(t)| + \int_0^t \frac{|f(t) - f(s)|}{|t - s|^{\alpha + 1}} ds \right).
\]

Nualart and Răşcanu proved the following classical result:

**Proposition 4.4 (Nualart, Răşcanu, 1998).** Let \( f : \mathbb{R}^d \times \mathbb{R}^n \to \mathbb{R}^d \) be bounded Lipschitz continuous and \( g : \mathbb{R}^d \times \mathbb{R}^n \to L(\mathbb{R}^m, \mathbb{R}^d) \) be of class \( C_2^\gamma \). Let \( (Y_t)_{t \in [0, T]} \) be a stochastic process with sample paths in \( C^{\gamma}([0, T], \mathbb{R}^n) \) for some \( \gamma > 1 - H \) and let \( B \) be an fBm with Hurst parameter \( H > \frac{1}{2} \). Then there is a unique global solution to the equation

\[
X_t = X_0 + \int_0^t f(X_s, Y_s) \, ds + \int_0^t g(X_s, Y_s) \, dB_s
\]

and, provided that \( X_0 \in L^\infty \), we also have that

\[
|X|_{\alpha, \infty} \in \bigcap_{p \geq 1} L^p,
\]

for each \( \alpha < \frac{1}{2} \land \gamma \).
Corollary 4.5. Fix the scale parameter $\varepsilon > 0$ and a terminal time $T > 0$. Let $\alpha < H \wedge \hat{H}$. There is a unique pathwise solution $(X^\varepsilon, Y^\varepsilon) \in C^\alpha([0, T], \mathbb{R}^{d+n})$ to the slow-fast system (4.1)–(4.2). Moreover, for any $p \geq 1$ and any $\beta < \frac{1}{2} \wedge \hat{H}$, we have that
\[ ||X^\varepsilon||_{B^{\beta,p}} < \infty. \] (4.11)

Proof. The first part is an immediate consequence of Proposition 4.3. We stress that the bound (4.11) does not follow from our a priori estimate (4.9) since, by Fernique’s theorem,
\[ \mathbb{E} \left[ \exp \left( a |B_{C,a}^p \right) \right] < \infty \]
if and only if $a > 0$ is sufficiently small. Instead, we employ Proposition 4.4: Since $Y^\varepsilon \in C^H - ([0, T], \mathbb{R}^n)$ by Lemma 4.2, we see that, for each $\alpha < \frac{1}{2} \wedge \hat{H}$, $|X^\varepsilon|_{a,\infty} \in \bigcap_{p\geq 1} L^p$. It is clear that
\[ W^{\alpha,\infty}_0([0, T], \mathbb{R}^d) \hookrightarrow C^{\alpha-\delta}([0, T], \mathbb{R}^d) \]
for any $\delta > 0$. Combine this with the continuous embedding (4.10) to conclude (4.11). \qed

Remark 4.6. We finally record that Proposition 4.3 and Corollary 4.5 are the only places in the proof of Theorem 1.2 which require a linear growth of the drift $b$, see Condition 3.1. In fact, the remainder of the argument would still work, \textit{mutatis mutandis}, under the weaker assumption of a polynomially growing drift, i.e., $|b(x,y)| \lesssim 1 + |x|^N + |y|^N$ for some $N \in \mathbb{N}$. It is however unclear whether the solution to (4.1)–(4.2) exists globally in this case.

4.2 Uniform Bounds on the Slow Motions

Our strategy in proving Theorem 1.2 is as follows: The integrals in (4.1) are approximated by suitable Riemann sums, on which we then aim to establish uniform bounds. These estimates translate into bounds on the integrals in view of Lê’s stochastic sewing lemma [Lê20].

Fix a terminal time $T > 0$ and let $S^p$ denote the set of adapted two-parameter processes on the simplex with finite $p^\text{th}$ moments; in symbols:
\[ S^p \triangleq \left\{ A : [0, T]^2 \times \Omega \to \mathbb{R}^d : A_{s,t} = 0 \text{ for } s \geq t \text{ and } A_{s,t} \in L^p(\Omega, \mathcal{F}_t, \mathbb{P}) \text{ for all } s, t \geq 0 \right\}. \]

Given $\eta, \bar{\eta} > 0$, we define the spaces
\[ H^p_\eta \triangleq \left\{ A \in S^p : ||A||_{H^p_\eta} \triangleq \sup_{0 \leq s < t \leq T} \frac{||A_{s,t}||_{L^p}}{|s-t|^\eta} < \infty \right\}, \]
\[ \hat{H}^p_\bar{\eta} \triangleq \left\{ A \in S^p : ||A||_{\hat{H}^p_\bar{\eta}} \triangleq \sup_{0 \leq s < u < t \leq T} \frac{||\mathbb{E}[\delta A_{s,t} | F_s]||_{L^p}}{|s-t|^\bar{\eta}} < \infty \right\}, \]
where we have set $\delta A_{s,u,t} \triangleq A_{s,t} - A_{s,u} - A_{u,t}$. With this notation we have the following version of the stochastic sewing lemma:

Proposition 4.7 (Stochastic Sewing Lemma [Lê20, Theorem 2.1 and Proposition 2.7]). Let $p \geq 2$, $\eta > \frac{1}{2}$, and $\bar{\eta} > 1$. Suppose that $A \in H^p_\eta \cap \hat{H}^p_\bar{\eta}$. Then, for every $0 \leq s \leq t \leq T$, the limit
\[ I_{s,t}(A) \triangleq \lim_{|P| \to 0} \sum_{[u,v] \in P} A_{u,v} \]
along partitions $P$ of $[s, t]$ with mesh $|P| \triangleq \max_{[u,v] \in P} |v - u|$ tending to zero exists in $L^p$. The limiting process $I(A)$ is additive in the sense that $I_{s,u}(A) + I_{u,t}(A) = I_{s,t}(A)$ for all $0 \leq s < u \leq t \leq T$. Furthermore, there is a constant $C = C(p, \eta, \bar{\eta})$ such that
\[ ||I_{s,t}(A)||_{L^p} \leq C \left( ||A||_{H^p_\eta}|t - s|^\eta + ||A||_{\hat{H}^p_\bar{\eta}}|t - s|^\bar{\eta} \right) \]
for all $0 \leq s \leq t \leq T$. Moreover, if $||\mathbb{E}[A_{s,t} | F_s]||_{L^p} \lesssim |t - s|^\bar{\eta}$, then $I(A) \equiv 0$. 
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Recall our notation of the fast motion’s flow from (3.1) and (3.2), respectively. We are ultimately going to apply Proposition 4.7 with the two-parameter process
\[ A^r_{s,t} \triangleq \int_s^t \left( g \left( X^r_s, \hat{\Phi}^{X^r_s}(\Phi^X_{0,s}(Y_0)) \right) - \hat{g} \left( X^r_s \right) \right) dB_r, \quad 0 \leq s < t, \]  
(4.12)
where, thanks to the conditional independence of the integrand and \( \sigma (B_r - B_s, r \in [s, t]) \) given \( \mathcal{F}_s \), the integral is well defined in the (mixed) Wiener-Young sense as detailed in §4.2.1 below. There we also show that the integral \( I (A^r) \) constructed in Proposition 4.7 actually agrees with the Young integral in (4.1). It will be clear that our bounds on \( A^r \) also apply to the Riemann summands for the drift term in (4.1), whence we exclude it from our considerations for now.

### 4.2.1 A Priori Integral Estimates

We will use the notion of mixed Wiener-Young integrals: If \( F : (s, t) \to L(\mathbb{R}^m, \mathbb{R}^d) \) is a sufficiently regular random function independent of \((\hat{B}^s_r)_{r \in [0, t-s]}\), we can make the definition
\[ \int_s^t F_r dB_r \triangleq \int_s^t F_r \hat{B}^s_r dr + \int_0^{t-s} F_{r+s} dB^s_r, \]  
(4.13)
where the integral with respect to \( \hat{B}^s \) is well defined in the Wiener sense (after all \( \hat{B}^s \) is a Gaussian process). The Hölder norm of negative exponent \( -\kappa, \kappa \in [0, 1] \), is defined by
\[ |F|_{-\kappa} \triangleq \sup_{u, v \in [s, t]} \frac{1}{|v - u|^{1-\kappa}} \left| \int_u^v F_r dr \right|. \]
Note that for \( \kappa = 0 \) we of course recover the usual sup-norm \( |F|_\infty \).

In terms of this norm, one can then prove the following fundamental estimate on (4.13):

**Lemma 4.8** ([HL20, Lemma 3.4]). Let \( 2 \leq p < q \). Fix \( \kappa \in \left( 0, H - \frac{1}{2} \right) \) and \( 0 \leq s \leq t \leq T \). Suppose that \( F : (s, t) \to L(\mathbb{R}^m, \mathbb{R}^d) \) is independent of \((\hat{B}^s_r)_{r \in [0, t-s]}\) and \( |F|_{-\kappa} \in L^q \). Then one has the bound
\[ \left\| \int_s^t F_r dB_r \right\|_{L^p} \lesssim \| |F|_{-\kappa} \|_{L^q} |t - s|^{H-\kappa}, \]
where the prefactor is independent of \( F \) and \( 0 \leq s \leq t \leq T \).

We also have the the following estimate, which is a simple consequence of [HL20, Lemmas 3.10 & 3.12]:

**Lemma 4.9.** Let \( p \geq 2 \) and \( \alpha > 1 - H \). Let \( X \) be an \((\mathcal{F}_t)_{t \in [0, T]}\)-adapted stochastic process with \( \alpha \)-Hölder sample paths. Moreover assume that \( X \in \mathcal{B}_{\alpha,p} \). Let \( f : \mathbb{R}^d \to \mathbb{R} \) be a bounded Lipschitz continuous function. Then we have the following bound on the Young integral:
\[ \left\| \int_s^t f(X_r) dB_r \right\|_{\mathcal{B}_{H,p}} \lesssim (|f|_\infty + |f|_{\text{Lip}})(1 + \|X\|_{\mathcal{B}_{\alpha,p}}), \]
uniformly in \( 0 \leq s < t \leq T \).

It is of course fundamental for our argument that the ‘integral’ furnished by Proposition 4.7 indeed coincides with the Young integral. This is ensured by the two lemmas below.

**Lemma 4.10.** Let \( X = (X_t)_{t \in [0, T]} \) be a continuous process with values in \( \mathbb{R}^d \). Let \( b : \mathbb{R}^d \times \mathbb{R}^n \to \mathbb{R}^n \) be of linear growth and satisfy
\[ \langle b(z, x) - b(z, y), x - y \rangle \leq D - \kappa |x - y|^2 \quad \forall x, y \in \mathbb{R}^n, \forall z \in \mathbb{R}^d. \]

Then, for any \( p \geq 2 \) and any random variable \( Y \in L^p \), the following holds:
\[ \sup_{\varepsilon \in (0, 1]} \sup_{0 \leq s \leq t \leq T} \left\| \Phi^{X_{s,t}}(Y) \right\|_{L^p} \lesssim 1 + \|Y\|_{L^p} + \sup_{0 \leq t \leq T} \|X_t\|_{L^p}. \]
Proof. It is clear that we can assume $s = 0$ without loss of generality. Let $Z^\varepsilon$ solve

$$Z^\varepsilon_t = Y - \frac{1}{\varepsilon} \int_0^t Z^\varepsilon_s \, ds + \frac{1}{\varepsilon H} \sigma \dot{B}_t.$$  

By (4.5), we have

$$\left| \Phi^X_{0,t}(Y) - Z^\varepsilon_t \right|^2 \lesssim \int_0^t e^{-\kappa(\frac{1}{2} - s)} (1 + |X_{es}| + |Z^\varepsilon_s|)^2 \, ds$$  

for all $t \in [0, T]$. Since $(Z^\varepsilon_s)_{s \geq 0} \overset{d}{=} (Z^1_s)_{s \geq 0}$ and $\sup_{t \geq 0} \|Z^1_t\|_{L^p} \lesssim 1 + \|Y\|_{L^p}$, the lemma follows at once. \hfill $\square$

**Lemma 4.11.** Let $H > \frac{1}{2}$ and let $h : \mathbb{R}^d \times \mathbb{R}^n \to \mathbb{R}$ be a Lipschitz continuous function. Let $p > 2$ and $\alpha > 1 - H$. Let $X$ be an $\mathbb{R}^d$-valued, $(F_t)_{t \in [0,T]}$-adapted process with $\sup_{t \in [0,T]} \|X_t\|_{L^p} < \infty$ and sample paths in $C^\alpha([0,T], \mathbb{R}^d)$. Let $Y_0 \in L^p$. Define

$$A_{s,t} \triangleq \int_s^t h(X_s, \Phi^X_{s,r}(\Phi^X_{0,s}(Y_0))) \, dB_r,$$  

where the integration is understood in the mixed Wiener-Young sense, see (4.13). If $A \in H^2_0 \cap \bar{H}^2$ for some $\eta > \frac{1}{2}$ and $\tilde{\eta} > 1$, then, for any $\varepsilon > 0$ and any $0 \leq s \leq t \leq T$,

$$\lim_{|P| \to 0} \sum_{[u,v] \in P(s,t)} A_{u,v} = \int_s^t h(X_r, \Phi^X_{0,r}(Y_0)) \, dB_r,$$  

where the right-hand side is the Young integral.

Proof. We first note that, by Lemma 4.2, the process $\Phi^X_{0,s}(Y_0)$ takes values in $C^\beta([0,T], \mathbb{R}^d)$ for any $\beta < \hat{H}$. The pathwise Young integral \( \int h(X_r, \Phi^X_{0,r}(Y_0)) \, dB_r \) is thus well defined and is given by the limit of the Riemann sums of

$$\tilde{A}_{s,t} \triangleq h(X_s, \Phi^X_{0,s}(Y_0))(B_t - B_s)$$  

along any sequence of partitions. By the last part of Proposition 4.7, it now suffices to show that $\|A_{s,t} - \tilde{A}_{s,t}\|_{L^2} \lesssim |t - s|^{\eta}$ for some $\eta > 1$.

To see this, we apply Lemma 4.8 with $\kappa = 0$ to find that, for each $\beta < \hat{H}$,

$$\begin{align*}
\|A_{s,t} - \tilde{A}_{s,t}\|_{L^2} & = \left\| \int_s^t \Big(h(X_s, \Phi^X_{s,r}(\Phi^X_{0,s}(Y_0))) - h(X_s, \Phi^X_{0,s}(Y_0))\Big) \, dB_r \right\|_{L^2} \\
& \leq \left\| \sup_{s \leq r \leq t} \left|h(X_s, \Phi^X_{s,r}(\Phi^X_{0,s}(Y_0))) - h(X_s, \Phi^X_{0,s}(Y_0))\right| \right\|_{L^p} |t - s|^H \\
& \leq \|h\|_{Lip} \left\| \Phi^X_{s,r}(\Phi^X_{0,s}(Y_0)) \right\|_{C^\beta} |t - s|^{\alpha + \beta}.
\end{align*}$$

Since $H + \hat{H} > 1$, we can conclude with Lemmas 4.2 and 4.10. \hfill $\square$

Our interest in Lemma 4.11 is of course in applying it to the slow motion (4.1) and the Riemann summans $A^\varepsilon_{s,t}$ defined in (4.12). We have already seen in Corollary 4.5 that $X^\varepsilon \in \mathbb{L}^p_{\alpha,\beta}$ for any $\alpha < \frac{1}{2} \wedge \hat{H}$. We are therefore left to check that $A^\varepsilon \in H^2_0 \cap \bar{H}^2_\eta$ for some $\eta > \frac{1}{2}$, $\tilde{\eta} > 1$, and $p \geq 2$. Since these estimates are somewhat technically involved and require longer computations, we devote a subsection to each of the norms $\| \cdot \|_{H^2_\eta}$ and $\| \cdot \|_{\bar{H}^2_\eta}$, respectively.
4.2.2 Controlling the Increment $A_{s,t}^q$

Let $h : \mathbb{R}^d \times \mathbb{R}^n \to \mathbb{R}^d$. Recall that write $\bar{h}(x) = \int h(x, y) \pi^y (dy)$ for its average with respect to the first marginal of the invariant measure of the process $\Phi^x$, see (3.2) and Definition 2.1. The following lemma exploits the convergence rates derived in §3. [The reader should observe that without further notice we assume that the conditions of Theorem 1.2 on the drift $b : \mathbb{R}^d \times \mathbb{R}^n \to \mathbb{R}^n$ are in place.]

**Lemma 4.12.** Let $q > 1$. Let $h : \mathbb{R}^d \times \mathbb{R}^n \to \mathbb{R}$ be a bounded measurable function and let $X, Y \in L^q$ be $\mathcal{F}_s$-measurable random variables. Then, for any $0 \leq s \leq t$, any $p \geq 2$, and any $\zeta < 1 - \tilde{H}$, we have that

$$\left\| \int_s^t \left( h(X, \Phi_{s,r}^X(Y)) - \bar{h}(X) \right) dr \right\|_{L_p} \lesssim |h|_{\infty} \left( 1 + \|Y\|_{L^q}^t + \|X\|_{L^q}^t \right) \varepsilon^{\frac{\zeta}{p}} |t - s|^{1 - \frac{\zeta}{p}}.$$  

**Proof.** There is no loss of generality in assuming that $\bar{h} \equiv 0$. Notice also that the trivial estimate \( \left\| \int_s^t h(X, \Phi_{s,r}^X(Y)) dr \right\|_{L^\infty} \lesssim |h|_{\infty} |t - s| \). By interpolation, we can therefore restrict ourselves to the case $p = 2$. Clearly,

$$\mathbb{E} \left[ \left( \int_s^t h(X, \Phi_{s,r}^X(Y)) dr \right)^2 \right] = 2 \int_s^t \int_s^u \mathbb{E} \left[ h(X, \Phi_{s,r}^X(Y)) h(X, \Phi_{s,v}^X(Y)) \right] dv \, dr.$$  

For $r < u$ we condition the integrand on $\mathcal{F}_r$, and use Corollary 3.24 (ii) together with Lemmas 3.7 and 4.10 to find

$$\mathbb{E} \left[ h(X, \Phi_{s,r}^X(Y)) h(X, \Phi_{s,v}^X(Y)) \right] \lesssim |h|_{\infty} \mathbb{E} \left[ \left( 1 + \|\hat{H} B_{s,r}^v\|_{\Omega_c} \right) \left( 1 + \|\Phi_{s,v}^X(Y)\|_{\Omega_c} \right) \left( \frac{\varepsilon}{v - r} \right)^q \right].$$

We can now establish the required estimate on the $H^q$-norm of $A_{s,t}$.

**Proposition 4.13.** Let $h : \mathbb{R}^d \times \mathbb{R}^n \to \mathbb{R}$ be bounded measurable and let $X$ be an $(\mathcal{F}_t)_{t \in [0,T]}$-adapted, continuous process with $\sup_{t \in [0,T]} \|X_t\|_{L^q} < \infty$ for some $q \geq 1$. Define

$$A_{s,t} \triangleq \int_s^t \left[ h(X_s, \Phi_{s,r}^X(\Phi_{0,s}^X(Y_0))) - \bar{h}(X_s) \right] dB_r, \quad 0 \leq s \leq t \leq T,$$

in the mixed Wiener-Young sense, see (4.13). Let $\kappa \in (0, H - \frac{1}{2})$ and set $\eta = H - \kappa$. Then $A \in H^q_{\tilde{H}}$ for each $p \geq 2$, and any $\varepsilon > 0$. Moreover, there is a $\gamma > 0$ such that

$$\|A\|_{H^q_{\tilde{H}}} \lesssim |h|_{\infty} \left( 1 + \sup_{0 \leq t \leq T} \|X_t\|_{L^q} \right) \varepsilon^\gamma.$$  

**Proof.** Again, we may assume that $\bar{h} \equiv 0$ without any loss of generality. Since $X$ is $(\mathcal{F}_t)_{t \in [0,T]}$-adapted, we can use Lemma 4.8 to obtain that, for $\tilde{q} > p$ and $\kappa \in (0, H - \frac{1}{2})$,

$$\|A\|_{L^p} \lesssim \left\| \int_s^t \left[ h(X_s, \Phi_{s,r}^X(\Phi_{0,s}^X(Y_0))) \right] \, dr \right\|_{L^q} \lesssim |h|_{\infty} \left( 1 + \|Y_0\|_{L^q}^t + \sup_{0 \leq r \leq s} \|X_r\|_{L^q}^t \right) \varepsilon^{\frac{\kappa}{\tilde{q}}} |t - s|^{1 - \frac{\kappa}{\tilde{q}}}.$$  

By Lemmas 4.10 and 4.12, we obtain

$$\left\| \int_s^t h(X_s, \Phi_{s,r}^X(\Phi_{0,s}^X(Y_0))) dr \right\|_{L^q_s} \lesssim |h|_{\infty} \left( 1 + \|Y_0\|_{L^q}^t + \sup_{0 \leq r \leq s} \|X_r\|_{L^q}^t \right) \varepsilon^{\frac{\kappa}{\tilde{q}}} |t - s|^{1 - \frac{\kappa}{\tilde{q}}}$$  

for all $u, v \in [s, t]$ and any $\zeta < 1 - \tilde{H}$. Therefore, Kolmogorov’s continuity theorem shows that

$$\left\| h(X_s, \Phi_{s,r}^X(\Phi_{0,s}^X(Y_0))) \right\|_{L^{\tilde{q}}_s} \lesssim |h|_{\infty} \left( 1 + \|Y_0\|_{L^q}^t + \sup_{0 \leq t \leq T} \|X_t\|_{L^q}^t \right) \varepsilon^{\frac{\kappa}{\tilde{q}}}$$  

provided that we choose $\tilde{q} > \kappa^{-1} \left( 1 + \frac{\kappa}{\tilde{q}} \right)$, and the final result follows.
4.2.3 Continuity of the Invariant Measures

Let $\varepsilon > 0$ and $s < t$. We write

$$P([s, t]; \varepsilon) \triangleq \begin{cases} \{s + k\varepsilon : k = 0, \ldots, \left\lfloor \frac{t - s}{\varepsilon} \right\rfloor \} \cup \{t\}, & t - s - \varepsilon \left\lfloor \frac{t - s}{\varepsilon} \right\rfloor \geq \frac{\varepsilon}{2}, \\ \{s + k\varepsilon : k = 0, \ldots, \left\lfloor \frac{t - s}{\varepsilon} \right\rfloor - 1 \} \cup \{t - \frac{\varepsilon}{2}, t\}, & t - s - \varepsilon \left\lfloor \frac{t - s}{\varepsilon} \right\rfloor < \frac{\varepsilon}{2}. \end{cases}$$

Notice that the distance between two subsequent points $(t_i, t_{i+1}) \in P([s, t]; \varepsilon)$ satisfies $|t_{i+1} - t_i| \in \left[\frac{\varepsilon}{2}, \varepsilon\right]$. Recall from Condition 3.1 that the drift $b$ is assumed to be locally Lipschitz uniformly with respect to the second argument. We write

$$|b|_{\text{Lip}; K} \triangleq \sup_{x_1, x_2 \in K} \sup_{y \in \mathbb{R}^d} |b(x_1, y) - b(x_2, y)|$$

for $K > 0$. In order to keep the statements of the next lemmas concise, we shall freely absorb quantities independent of $0 \leq s \leq t$ and $\varepsilon \in (0, 1]$ into the prefactor hidden beneath $\lesssim$.

**Lemma 4.14.** Let $p \geq 1$ and suppose that $b(x, \cdot) \in S_p(\kappa, R)$ for all $x \in \mathbb{R}^d$. Let $X, \tilde{X} \in L^\infty$, and $Y \in L^p$ be $\mathcal{F}_s$-measurable random variables. Then

$$\left\| \Phi_{s,t}^X(Y) - \Phi_{s,t}^\tilde{X}(Y) \right\|_{L^p} \lesssim X - \tilde{X},$$

**Proof.** We abbreviate $\Lambda \triangleq \Lambda(\kappa, R, p)$ and observe that, for any $s \leq u \leq r$,

$$\frac{d}{dr} \left| \Phi_{u,r}^X(Y) - \Phi_{u,r}^\tilde{X}(Y) \right|^2 = 2 \frac{\varepsilon}{\varepsilon} \left( b(X, \Phi_{u,r}^X(Y)) - b(X, \Phi_{u,r}^\tilde{X}(Y)) \right) \lesssim \frac{2(\Lambda + 1)}{\varepsilon} \left| \Phi_{u,r}^X(Y) - \Phi_{u,r}^\tilde{X}(Y) \right|^2 + \frac{|b|_{\text{Lip}; \|X\|_{L^\infty} \vee \|X\|_{L^\infty}}}{2\varepsilon} |X - \tilde{X}|^2$$

with probability 1. It follows that

$$\left| \Phi_{u,r}^X(Y) - \Phi_{u,r}^\tilde{X}(Y) \right| \lesssim |b|_{\text{Lip}; \|X\|_{L^\infty} \vee \|X\|_{L^\infty}} e^{(\Lambda + 1) \frac{|Y - x|^n}{2\varepsilon}} |X - \tilde{X}|^{1/2} \left| \Phi_{u,r}^\tilde{X}(Y) - \Phi_{u,r}^\tilde{X}(Y) \right| \left| \Phi_{u,r}^\tilde{X}(Y) - \Phi_{u,r}^\tilde{X}(Y) \right|,$$

This bound is of course only useful on a time interval with length of order $\varepsilon$. We therefore expand

$$\left| \Phi_{s,t}^X(Y) - \Phi_{s,t}^\tilde{X}(Y) \right| \lesssim \sum_{(t_i, t_{i+1}) \in P([s, t]; \varepsilon)} \left| \Phi_{t_{i+1}, t}^X \left( \Phi_{s,t_i}^X(Y) \right) - \Phi_{t_{i+1}, t}^\tilde{X} \left( \Phi_{s,t_i}^\tilde{X}(Y) \right) \right| \left| \Phi_{s,t_i}^\tilde{X}(Y) - \Phi_{s,t_i}^\tilde{X}(Y) \right| \left| \Phi_{s,t_i}^\tilde{X}(Y) - \Phi_{s,t_i}^\tilde{X}(Y) \right|.$$

Corollary 3.15 shows that

$$\left| \Phi_{t_{i+1}, t}^X \left( \Phi_{s,t_i}^X(Y) \right) - \Phi_{t_{i+1}, t}^\tilde{X} \left( \Phi_{s,t_i}^\tilde{X}(Y) \right) \right| \lesssim \left| \Phi_{s,t_i}^X(Y) - \Phi_{s,t_i}^\tilde{X}(Y) \right| e^{-\varepsilon \frac{|t_i - t_{i+1}|}{1 + \varepsilon}},$$

where the last inequality uses (4.14) together with $|t_{i+1} - t_i| \approx \varepsilon$. Consequently,

$$\left| \Phi_{s,t}^X(Y) - \Phi_{s,t}^\tilde{X}(Y) \right| \lesssim \left| \Phi_{s,t_i}^\tilde{X}(Y) - \Phi_{s,t_i}^\tilde{X}(Y) \right| \left| \Phi_{s,t_i}^\tilde{X}(Y) - \Phi_{s,t_i}^\tilde{X}(Y) \right| \lesssim \left| \Phi_{s,t_i}^\tilde{X}(Y) - \Phi_{s,t_i}^\tilde{X}(Y) \right| \left| \Phi_{s,t_i}^\tilde{X}(Y) - \Phi_{s,t_i}^\tilde{X}(Y) \right|,$$

uniformly in $0 \leq s \leq t$ and $\varepsilon \in (0, 1]$.

Lemma 4.14 implies the local Lipschitz continuity of the invariant measure $\pi^x$ in the parameter $x \in \mathbb{R}^d$.

**Proposition 4.15.** Let $p \geq 1$ and $K > 0$. Suppose that $b(x, \cdot) \in S_p(\kappa, R)$ for all $x \in \mathbb{R}^d$. Then

$$W^p(\pi^x_1, \pi^x_2) \lesssim |x_1 - x_2|,$$

uniformly for $|x_1|, |x_2| \leq K$. 
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Proof. Owing to Theorem 1.3, it follows that
\[ \mathcal{W}^p(\pi^{x_1}, \pi^{x_2}) \leq \limsup_{\varepsilon \to 0} \left\| \bar{\Phi}_{0,1}^{\varepsilon}(0) - \bar{\Phi}_{0,1}^{\varepsilon}(0) \right\|_{L^p} \]
and we conclude with Lemma 4.14.

The simple proof of the following corollary is left to the reader.

**Corollary 4.16.** Let \( h : \mathbb{R}^d \times \mathbb{R}^n \to \mathbb{R}^d \) be Lipschitz continuous. Then \( \bar{h} : \mathbb{R}^d \to \mathbb{R}^d \) is locally Lipshitz.

### 4.2.4 Controlling the Second Order Increment \( \delta A_{s,n,t}^\varepsilon \)

Uniform bounds on the second order increments are difficult to obtain even for the Markovian fast dynamic. The first technical estimate of this subsection is the following:

**Lemma 4.17.** Let \( 1 \leq p < q \) and suppose that \( b(x, \cdot) \in S_p(\kappa, R) \) for all \( x \in \mathbb{R}^d \). Let \( h : \mathbb{R}^d \times \mathbb{R}^n \to \mathbb{R} \) be a Lipschitz continuous function with \( \bar{h} \equiv 0 \). Suppose that \( X, \bar{X} \in L^\infty \) and \( Y \in L^q \) are \( \mathcal{F}_s \)-measurable random variables. Then, for any \( \rho \in (0,1) \), there is a \( \gamma > 0 \) such that
\[
\left\| \mathbb{E} \left[ h(X, \Phi_{s,t}^{X}(Y)) - h(X, \Phi_{s,t}^{\bar{X}}(Y)) \right] \mathcal{F}_s \right\|_{L^p} \lesssim \|h\|_{Lip}(1 + \|Y\|_{L^p})\|X - \bar{X}\|_{L^p}^{\rho} \left( 1 + \frac{\varepsilon^\gamma}{|t - s|^\gamma} \right).
\]

**Proof.** By Corollary 3.24 (i) and Hölder’s inequality, we certainly have
\[
\left\| \mathbb{E} \left[ h(X, \Phi_{s,t}^{X}(Y)) - h(X, \Phi_{s,t}^{\bar{X}}(Y)) \right] \mathcal{F}_s \right\|_{L^p} \lesssim \|h\|_{Lip}(1 + \|Y\|_{L^p}) \left( 1 + \frac{\varepsilon^\gamma}{|t - s|^\gamma} \right). \tag{4.15}
\]
On the other hand, by the continuity lemma (Lemma 4.14),
\[
\left\| \mathbb{E} \left[ h(X, \Phi_{s,t}^{X}(Y)) - h(X, \Phi_{s,t}^{\bar{X}}(Y)) \right] \mathcal{F}_s \right\|_{L^p} \lesssim \|h\|_{Lip}\|X - \bar{X}\|_{L^p} + \left\| \Phi_{s,t}^{X}(Y) - \Phi_{s,t}^{\bar{X}}(Y) \right\|_{L^p} \lesssim \|h\|_{Lip}\|X - \bar{X}\|_{L^p}.
\]
Finally, we interpolate this bound with (4.15).

Our remaining task is to derive an estimate on the distance between \( \Phi_{s,t}^{Z}(Y) \) and \( \Phi_{s,t}^{\bar{Z}}(Y) \). This is based on the following version of Lemma 4.14:

**Lemma 4.18.** Let \( p \geq 1 \) and suppose that \( b(x, \cdot) \in S_p(\kappa, R) \) for all \( x \in \mathbb{R}^d \). Let \( Y \in L^p \) be \( \mathcal{F}_s \)-measurable and \( Z \) be a continuous process. Assume that \( \|Z\|_{\infty} \in L^\infty \). Then
\[
\left\| \Phi_{s,t}^{Z}(Y) - \Phi_{s,t}^{\bar{Z}}(Y) \right\|_{L^p} \lesssim \sup_{r \in [s,t]} \|Z_r - Z_s\|_{L^p}
\]

**Proof.** The reader can easily check that the very same argument we gave at the beginning of the proof of Lemma 4.14 also shows that, for \( 0 \leq s < u < r \leq T \),
\[
\left| \Phi_{u,r}^{Z}(Y) - \Phi_{u,r}^{\bar{Z}}(Y) \right| \lesssim \|b\|_{Lip} \|Z\|_{\infty} \left( \int_{u}^{r} e^{2(\Lambda + 1)(\frac{r - u}{r - v})} |Z_{ev} - Z_{sv}|^2 \, dv \right)^{\frac{1}{2}} \lesssim \sup_{v \in [u, r]} |Z_v - Z_s| e^{(\Lambda + 1)\frac{|s - u|}{r - s}}.
\]
The asserted bound then follows along the same lines as Lemma 4.14.

The following estimate is now an easy consequence:
Lemma 4.19. Let \( p \geq 1 \) and suppose that \( b(x, \cdot) \in S_p(\kappa, R) \) for all \( x \in \mathbb{R}^d \). Let \( h : \mathbb{R}^d \times \mathbb{R}^n \to \mathbb{R} \) be Lipschitz continuous. Assume furthermore that \( X \) and \( Y \) are \( \mathcal{F}_{u,t} \) and \( \mathcal{F}_s \)-measurable random variables, respectively. Moreover, let \( Z \in B_{\alpha,p}(0, T], \mathbb{R}^d) \) for some \( \alpha > 0 \) and assume that \( |Z|_\infty \in L^\infty \). Then

\[
\left\| \mathbb{E} \left[ h \left( X, \Phi_{u,t}^X (\Phi_{s,t}^Z (Y)) \right) - h \left( X, \Phi_{u,t}^X (\Phi_{s,t}^Z (Y)) \right) \right] \right\|_{L^p} \lesssim |h|_{\text{Lip}} \| Z \|_{B_{\alpha,p}} |u-s|^\alpha e^{-c\frac{|u-s|}{\bar{r}}},
\]

(4.16)

Proof. By Corollary 3.15, we have that

\[
\left\| \mathbb{E} \left[ h \left( X, \Phi_{u,t}^X (\Phi_{s,t}^Z (Y)) \right) - h \left( X, \Phi_{u,t}^X (\Phi_{s,t}^Z (Y)) \right) \right] \mid \mathcal{F}_u \right\|_{L^p} \lesssim |h|_{\text{Lip}} \left\| \Phi_{s,t}^Z (Y) - \Phi_{s,t}^Z (Y) \right\|_{L^p} e^{-c\frac{|u-s|}{\bar{r}}},
\]

By Lemma 4.18,

\[
\left\| \Phi_{s,t}^Z (Y) - \Phi_{s,t}^Z (Y) \right\|_{L^p} \lesssim \| \Phi_{s,t}^Z (Y) \|_{L^p} |u-s|^\alpha.
\]

Finally, we can establish the second estimate needed for the application of Proposition 4.7:

Proposition 4.20. Let \( 1 \leq p < q \) and suppose that \( b(x, \cdot) \in S_q(\kappa, R) \) for all \( x \in \mathbb{R}^d \). Let \( h : \mathbb{R}^d \times \mathbb{R}^n \to \mathbb{R} \) be a Lipschitz continuous function. Assume that \( X \in B_{\alpha,p} \) for some \( \alpha > 1-H \) and \( |X|_\infty \in L^\infty \). Define

\[
A_{s,t} \triangleq \int_s^t \left( h \left( X_s, \Phi_{s,r}^X (\Phi_{0,s}^Y (0)) \right) - h(X_s) \right) dB_r,
\]

in the mixed Wiener-Young sense, see (4.13). Then \( A \in \bar{H}^p_{\bar{r}} \) for any \( \bar{r} < \alpha + H \) and any \( \epsilon > 0 \). Moreover, there is a \( \gamma > 0 \) such that

\[
\| A \|_{\bar{H}^p_{\bar{r}}} \lesssim |h|_{\text{Lip}} (1 \vee \| X \|_{L^\infty}) (1 \vee \| X \|_{B_{\alpha,p}}) \epsilon^\gamma.
\]

Proof. Fix \( 1 < \bar{r} < \alpha + H \) and choose \( \rho \in (0, 1) \) such that \( \bar{r} < H + \alpha \rho^2 \) and \( p \leq q \). Since \( |X|_\infty \in L^\infty \), owing to Corollary 4.16 we may assume that \( \bar{h} \equiv 0 \) without any loss of generality. Recall that \( \delta A_{s,t} = A_{s,t} - A_{s,u} - A_{u,s} \), so

\[
\delta A_{s,t} \triangleq \int_u^t \left( h \left( X_s, \Phi_{s,r}^X (\Phi_{0,s}^Y (0)) \right) - h \left( X_u, \Phi_{u,r}^X (\Phi_{0,u}^Y (0)) \right) \right) dB_r.
\]

We condition on \( \mathcal{F}_u \) instead of \( \mathcal{F}_s \). This gives

\[
\left\| \mathbb{E} \left[ \delta A_{s,u,t} \mid \mathcal{F}_u \right] \right\|_{L^p} \lesssim \left\| \mathbb{E} \left[ \delta A_{s,u,t} \mid \mathcal{F}_u \right] \right\|_{L^p} \lesssim (\text{I}) + (\text{II})
\]

with

\[
(\text{I}) \triangleq \left\| \int_u^t \mathbb{E} \left[ \delta A_{s,u,t} \right] \mid \mathcal{F}_u \right\|_{L^p} \quad \text{and} \quad (\text{II}) \triangleq \left\| \int_u^t \mathbb{E} \left[ \delta A_{s,u,t} \right] \mid \mathcal{F}_u \right\|_{L^p}.
\]

These terms are now bounded individually. Let us begin with the bound on (I). Thanks to Lemma 4.10, this term falls in the regime of Lemma 4.17. By Hölder’s inequality, we therefore find

\[
(\text{I}) \lesssim |h|_{\text{Lip}} \| X_s - X_u \|_{L^1} \| X_s - X_u \|_{L^p} \int_u^t \left\| \dot{B}_r^u \right\|_{L^1 \rightarrow L^p} \left( 1 \wedge \frac{\epsilon^\gamma}{|r-u|^{\gamma}} \right) dr \lesssim |h|_{\text{Lip}} \| X \|_{L^1} \left( |X|_{\text{Lip}} \right)^{\rho^{(1-p)}} \| X \|_{B_{\alpha,p}} \epsilon^\gamma |t-s|^\gamma.
\]
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for $\delta > 0$ sufficiently small. Here, the last inequality used that, for any $p \geq 1$, $\|B^u_r\|_{L^p} \lesssim |r-u|^{H-1}$ together with the elementary fact

$$\int_u^t \frac{1}{|r-u|^{1-H}} \left(1 + \frac{\varepsilon^\gamma}{|r-u|^{\gamma}}\right) \, dr \lesssim \varepsilon^\delta |t-u|^{H-\delta}$$

for any $\delta \in (0, \gamma]$.

The term (II) can be handled similarly in view of Lemma 4.19.

4.3 Proof of Theorem 1.2

The estimates of the previous two subsection furnish the following fundamental estimates:

**Proposition 4.21.** Let $2 \leq p < q$ and suppose that $b(x, \cdot) \in S_q(\kappa, R)$ for all $x \in \mathbb{R}^d$. Let $h : \mathbb{R}^d \times \mathbb{R}^n \to \mathbb{R}$ be a bounded Lipschitz continuous function. Assume that there is an $\alpha > 1 - H$ such that $X$ has $\alpha$-Hölder sample paths and $X \in \mathcal{B}_{\alpha,p}$. If, in addition, $|X|_{\infty} \in L^{\infty}$, then, for any $\eta < H$ and any $\tilde{\eta} < \alpha + H$, there is a $\gamma > 0$ such that

$$\left\| \int_0^t \left( h(X_r, \Phi_{0,s}^X(Y_0)) - \bar{h}(X_r) \right) \, dB_r \right\|_{\mathcal{B}_{\tilde{\eta},p}} \lesssim \left( |h|_{\infty} + |h|_{\text{Lip}} \right) \left( 1 + \|X\|_{\text{Lip}} \right) \left( 1 + \|X\|_{\mathcal{B}_{\alpha,p}} \right)^{\varepsilon^{\gamma}},$$

and

$$\left\| \int_0^t h(X_r, \Phi_{0,r}^X(Y_0)) \, dB_r \right\|_{\mathcal{B}_{\alpha,p}} \lesssim \left( |h|_{\infty} + |h|_{\text{Lip}} \right) \left( 1 + \|X\|_{\text{Lip}} \right) \left( 1 + \|X\|_{\mathcal{B}_{\alpha,p}} \right),$$

uniformly in $0 \leq s < t \leq T$ and $\varepsilon \in (0, 1]$. Here, the integrals are both taken in the Young sense.

**Proof.** First note that, by Lemma 4.11, the Young integrals in both (4.17) and (4.18) coincide with the processes $I(A^1)$ obtained by ‘sewing’ the Riemann summands

$$A_{s,t}^1 \triangleq \int_s^t \left( h \left( X_s, \Phi_{0,s}^X(\Phi_{0,s}^X(Y_0)) \right) - \bar{h}(X_s) \right) \, dB_r, \quad A_{s,t}^2 \triangleq \int_s^t h \left( X_s, \Phi_{0,s}^X(\Phi_{0,s}^X(Y_0)) \right) \, dB_r,$$

where integration is now understood in the mixed Wiener-Young sense (see (4.13)), with the help of Proposition 4.7. Consequently, the estimate (4.17) follows immediately from combining Propositions 4.13 and 4.20. Owing to Lemma 4.9 and Corollary 4.16, (4.18) is then an easy consequence of the first bound.

For $\varepsilon > 0$ and $M > 0$, let us define the $(\mathcal{F}_t)_{t \geq 0}$-stopping time $\tau_M^\varepsilon \triangleq \inf \{ t \geq 0 : |X^\varepsilon_t| > M \}$. Applying the previous proposition to the slow-fast system (4.1)–(4.2), we can deduce relative compactness of the stopped slow motion $X^{\varepsilon,M} \triangleq X^{\varepsilon,\tau_M^\varepsilon}$:

**Corollary 4.22.** Consider the slow-fast system (4.1)–(4.2) with Condition 3.1 in place. Let $\beta < \frac{1}{2}$ and $p \geq 2$. Suppose that there are $\kappa, R > 0$ and $q > p$ such that $b(x, \cdot) \in S_q(\kappa, R)$ for each $x \in \mathbb{R}^d$. Then, for any $M > 0$,

$$\sup_{\varepsilon \in (0, 1]} \left\| X^{\varepsilon,M} \right\|_{\mathcal{B}_{\beta,p}} < \infty.$$

**Proof.** Recall from Corollary 4.5 that, for each $\varepsilon > 0$, there is a unique global solution $X^\varepsilon$ to (4.1) with values in $\mathcal{C}^\alpha([0, T], \mathbb{R}^d)$ for some $\alpha > 1 - H$. Moreover, since the Hölder norm of the stopped solution $X^{\varepsilon,M}$ is controlled by the Hölder norm of $X^\varepsilon$, the argument of Corollary 4.5 also shows that $\|X^{\varepsilon,M}\|_{\mathcal{B}_{\beta,p}} < \infty$ for each $\beta < \frac{1}{2}$ and $p \geq 1$. Employing Proposition 4.21, we obtain that, for any $\gamma < H - \beta$ and any $\delta \in (0, T]$,

$$\|X^{\varepsilon,M}_{[0, \delta]}\|_{\mathcal{B}_{\beta,p}} \lesssim \left( |g|_{\infty} + |g|_{\text{Lip}} \right) \left( 1 + \|X^{\varepsilon,M}_{[0, \delta]}\|_{\mathcal{B}_{\beta,p}} \right)^{\delta^{\gamma}} + |f|_{\infty} \delta^{1-\beta},$$

uniformly in $\varepsilon \in (0, 1]$. Hence, choosing $\delta > 0$ sufficiently small, the proof is concluded by a standard iteration argument.
Now we can finish the proof of Theorem 1.2 by localizing the argument of Hairer and Li. To this end, we rely on the following deterministic residue lemma:

**Lemma 4.23 (Residue Lemma).** Let $F : \mathbb{R}^d \to \mathbb{R}^d$ be Lipschitz continuous, $G : \mathbb{R}^d \to L(\mathbb{R}^m, \mathbb{R}^d)$ be of class $C^2$, and $h \in C^\alpha([0, T], \mathbb{R}^n)$ for some $\alpha > \frac{1}{2}$. Moreover, let $Z, \tilde{Z} \in C^\alpha([0, T], \mathbb{R}^d)$ for some $\tilde{\alpha} \in (1 - \alpha, \alpha]$ with $Z_0 = \tilde{Z}_0$. Then there is a constant $C$ depending only on $F, G$, and the terminal time $T$ such that

$$ |z - \tilde{z}|_{C^\alpha} \leq C\exp \left( C|h|_{C^\alpha}^2 + C|Z|_{C^\alpha}^2 + C|\tilde{Z}|_{C^\alpha}^2 \right) |Z - \tilde{Z}|_{C^\alpha}, $$

where $z$ and $\tilde{z}$ are the solutions to the equations

$$ z_t = Z_t + \int_0^t F(z_s) \, ds + \int_0^t G(z_s) \, d\eta_s, \quad \tilde{z}_t = \tilde{Z}_t + \int_0^t F(\tilde{z}_s) \, ds + \int_0^t F(\tilde{z}_s) \, d\eta_s. $$

Albeit the statement of Lemma 4.23 is slightly stronger than [HL20, Lemma 2.2], it is straightforward to show that the very same proof still applies. We therefore omit the details and finally turn to the proof of the main result of this article:

**Proof of Theorem 1.2.** First observe that, by the assumptions of the theorem and Corollary 4.16, there exists a unique global solution to the averaged equation (1.3), see [Lyo98, LQ02, NRR02]. We fix $\tilde{\alpha} \in (\alpha, H)$ with $(\tilde{\alpha} - \alpha, H)^{-1} < p$. Choose $\beta \in (1 - H, H \wedge \frac{1}{2})$. By Corollary 4.22, $\sup_{x \in (0, 1]} \|X^{\varepsilon, M}\|_{B_{\beta, p}} < \infty$ for each $M > 0$. Consequently, by Proposition 4.21, we deduce that

$$ \left\| \int_0^t \left( g(X^{\varepsilon, M}_r, \Phi_0^{X^{\varepsilon, M}}(Y_0)) - \bar{g}(X^{\varepsilon, M}_r) \right) \, dB_r \right\|_{B_{\alpha, p}} \lesssim \varepsilon^\gamma, $$

$$ \left\| \int_0^t \left( f(X^{\varepsilon, M}_r, \Phi_0^{X^{\varepsilon, M}}(Y_0)) - \bar{f}(X^{\varepsilon, M}_r) \right) \, dr \right\|_{B_{\alpha, p}} \lesssim \varepsilon^\gamma. $$

Therefore, $\|\hat{X}^{\varepsilon, M} - \bar{X}^{\varepsilon, M}\|_{B_{\alpha, p}} \lesssim \varepsilon^\gamma$, where

$$ \hat{X}^{\varepsilon, M}_t \equiv X_0 + \int_0^t f(X^{\varepsilon, M}_r, \Phi_0^{X^{\varepsilon, M}}(Y_0)) \, dr + \int_0^t g(X^{\varepsilon, M}_r, \Phi_0^{X^{\varepsilon, M}}(Y_0)) \, dB_r, $$

$$ \bar{X}^{\varepsilon, M}_t \equiv X_0 + \int_0^t \bar{f}(X^{\varepsilon, M}_r) \, dr + \int_0^t \bar{g}(X^{\varepsilon, M}_r) \, dB_r. $$

In particular, $|\hat{X}^{\varepsilon, M} - \bar{X}^{\varepsilon, M}|_{C^\alpha} \to 0$ in probability by the embedding (4.10). Note also the decomposition

$$ X^{\varepsilon}_t = X^{\varepsilon, M}_t - \hat{X}^{\varepsilon}_t + \bar{X}^{\varepsilon}_t + \int_0^t \bar{f}(X^{\varepsilon}_r) \, dr + \int_0^t \bar{g}(X^{\varepsilon}_r) \, dB_r, \quad t \in [0, \tau^\varepsilon_M \wedge T], $$

whence Lemma 4.23 furnishes the bound

$$ |X^{\varepsilon} - \hat{X}|_{C^\alpha([0, \tau^\varepsilon_M \wedge T])} \leq C\exp \left( C|B|_{C^\alpha}^2 + C|\hat{X}^{\varepsilon, M} - \bar{X}^{\varepsilon, M}|_{C^\alpha}^2 \right) |\hat{X}^{\varepsilon, M} - \bar{X}^{\varepsilon, M}|_{C^\alpha}. \quad (4.19) $$

As we have seen above, for each $M > 0$, the right-hand side goes to 0 in probability as $\varepsilon \to 0$. Hence, we also have that $|X^{\varepsilon} - \hat{X}|_{C^\alpha([0, \tau^\varepsilon_M \wedge T])} \to 0$ in probability.

On the other hand, note that

$$ \mathbb{P}(\tau^\varepsilon_M < T) \leq \mathbb{P} \left( \sup_{t \in [0, \tau^\varepsilon_M]} |X^\varepsilon_t| \geq M, \tau^\varepsilon_M < T \right) \leq \mathbb{P} \left( |X^\varepsilon|_{C^\gamma([0, \tau^\varepsilon_M \wedge T])} \geq T^{-\gamma}(M - \|X_0\|_{L^\infty}) \right) $$

$$ \leq \mathbb{P} \left( |X^\varepsilon - \hat{X}|_{C^\gamma([0, \tau^\varepsilon_M \wedge T])} \geq T^{-\gamma}(M - \|X_0\|_{L^\infty}) - |\hat{X}|_{C^\gamma([0, T])} \right) $$

$$ \leq \mathbb{P} \left( |X^\varepsilon - \hat{X}|_{C^\gamma([0, \tau^\varepsilon_M \wedge T])} \geq 1 \right) + \mathbb{P} \left( |\hat{X}|_{C^\gamma([0, T])} > T^{-\gamma}(M - \|X_0\|_{L^\infty}) - 1 \right) \quad (4.20) $$
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for each $\gamma > 0$. By Proposition 4.4, we know that $|\bar{X}|_{C^\gamma([0,T])} \in L^1$ provided that $\gamma < \frac{1}{2}$. We fix such a $\gamma$.

It is now easy to finish the proof. Let $\delta_1, \delta_2 \in (0, 1)$ be given. Then we can find a $M > 0$ such that

$$\mathbb{P}\left( |\bar{X}|_{C^\gamma([0,T])} > T^{-\gamma}(M - \|X_0\|_{L^\infty}) - 1 \right) \leq \frac{\delta_2}{2}$$

For this $M$, we can also find an $\varepsilon_0 > 0$ such that

$$\mathbb{P}\left( |X^\varepsilon - \bar{X}|_{C^\varepsilon([0,\tau_M \wedge T])} > \delta_1 \right) \leq \frac{\delta_2}{4} \quad \forall \varepsilon \in (0, \varepsilon_0).$$

The estimate (4.20) therefore yields that

$$\mathbb{P}\left( |X^\varepsilon - \bar{X}|_{C^\varepsilon([0,\tau_M \wedge T])} > \delta_1 \right) \leq \mathbb{P}\left( |X^\varepsilon - \bar{X}|_{C^\varepsilon([0,\tau_M \wedge T])} > \delta_1, \tau_M \geq T \right) + \mathbb{P}(\tau_M < T) \leq 2\mathbb{P}\left( |X^\varepsilon - \bar{X}|_{C^\varepsilon([0,\tau_M \wedge T])} > \delta_1 \right) + \frac{\delta_2}{2} \leq \delta_2$$

for all $\varepsilon \in (0, \varepsilon_0)$. Hence, $|X^\varepsilon - \bar{X}|_{C^\varepsilon([0,\tau_M])} \to 0$ in probability as $\varepsilon \to 0$, as required.

**Remark 4.24.** The proof above shows that we can choose

$$\lambda_0 = \inf_{x \in \mathbb{R}^d} \Lambda(\kappa, R, p)$$

for any $p > \max \left( 2, (H - \alpha)^{-1} \right)$ in Theorem 1.2. Here, $\Lambda$ is the constant from Proposition 3.13.

### 4.4 Smoothness of the Averaged Coefficients

Let us finally show that an *everywhere contractive* fast process falls in the regime of Theorem 1.2. While smoothness of $\bar{g}$ also holds under less restrictive conditions, the proof becomes much more involved. To keep this article concise, we chose to report on these results in future work.

**Corollary 4.25.** Suppose that

- $g \in C^3_b(\mathbb{R}^d \times \mathbb{R}^n, L(\mathbb{R}^m, \mathbb{R}^d))$,
- there is a $\kappa > 0$ such that $b(x, \cdot) \in S(\kappa, 0, 0)$ for every $x \in \mathbb{R}^d$,
- $b \in C^3(\mathbb{R}^d \times \mathbb{R}^n, \mathbb{R}^d)$ is globally Lipschitz continuous and there is an $N \in \mathbb{N}$ such that, for each $i, j, k \in \{x, y\}$,

$$|D^2_{i,j}b(x, y)| + |D^2_{i,j,k}b(x, y)| \lesssim 1 + |y|^N \quad \forall x \in \mathbb{R}^d, \forall y \in \mathbb{R}^n.$$

Then the conclusion of Theorem 1.2 holds.

**Example 4.26.** Let $V \in C^4(\mathbb{R}^d \times \mathbb{R}^n)$. If $\inf_{x,y} D^2_{x,y}V(x,y) \geq \kappa, |D^2_{x,y}V|_{\infty} + |D^2_{x,y}V|_{\infty} < \infty$, and, for each $i, j, k \in \{x, y\}$,

$$|D^4_{i,j,y}V(x,y)| + |D^4_{i,j,k,y}V(x,y)| \lesssim 1 + |y|^N \quad \forall x \in \mathbb{R}^d, \forall y \in \mathbb{R}^n,$$

then $b = -D_yV$ falls in the regime of Corollary 4.25. To give a concrete example, we can choose

$$V(x,y) = (2 + \sin(x))(y^2 + \sin(y)),$$

which furnishes the drift $b(x, y) = -(2 + \sin(x))(2y + \cos(y))$.

**Proof of Corollary 4.25.** In order to apply Theorem 1.2 it is enough to show that, for any $g \in C^3_b(\mathbb{R}^n)$, the function

$$\tilde{h}(x) \triangleq \int_{\mathbb{R}^n} g(y) \pi^x(dy)$$
is again of class $C_b^2(\mathbb{R}^d)$. To this end, we define $h_t(x) \triangleq \mathbb{E}[g(Y_t^x)]$ where $Y^x$ is the solution to the SDE

$$dY_t^x = b(x, Y_t^x) \, dt + \sigma \, dB_t$$

started in the generalized initial condition $\delta_0 \otimes W$. Note that $h_t \to \bar{h}$ pointwise as $t \to \infty$ by Theorem 1.3. Since $h_t \in C_b^2(\mathbb{R}^d)$ for each $t \geq 0$, it thus suffices to show that

$$\sup_{t \geq 0} \left( |Dh_t|_\infty + |D^2h_t|_\infty \right) < \infty \quad (4.21)$$

and both $Dh_t$ and $D^2h_t$ converge locally uniformly along a subsequence. By a straight-forward ‘diagonal sequence’ argument, we actually only need to prove uniform convergence on a fixed compact $K \subset \mathbb{R}^d$.

Under the assumptions of the corollary, it is easy to see that the mapping $x \mapsto Y_t^x$ is three-times differentiable for each $t \geq 0$ and it holds that

$$D_x Y_t^x = \int_0^t J_{s,t} D_x b(x, Y_s^x) \, ds,$$

$$D^2_{x,x} Y_t^x(u \otimes v) = \int_0^t J_{s,t} \left( D^2_{x,x} b(x, Y_s^x)(u \otimes v) + 2D^2_{x,y} b(x, Y_s^x)(u \otimes D_x Y_s^x(v)) \right. \left. + D^2_{y,y} b(x, Y_s^x)(D_x Y_s^x(u) \otimes D_x Y_s^x(v)) \right) \, ds,$$

where $J_{s,t}$ solves the homogeneous problem

$$J_{s,t} = \text{id} + \int_s^t D_y b(x, Y_r^x) J_{s,r} \, dr.$$

Since $b(x, \cdot) \in S(\kappa, 0, 0)$, it is not hard to see that, for each $x \in \mathbb{R}^d$ and $y \in \mathbb{R}^n$, $D_y b(x, y) \leq -\kappa$ in the sense of quadratic forms. In particular, the operator norm of $J$ satisfies the bound

$$|J_{s,t}| \leq e^{-\kappa(t-s)}.$$

By an argument similar to Lemma 4.10, it follows that, for any $p \geq 1$,

$$\sup_{t \geq 0} \sup_{x \in \mathbb{R}^d} \left\| D_x Y_t^x \right\|_{L^p} < \infty \quad \text{and} \quad \sup_{t \geq 0} \sup_{x \in \mathbb{R}^d} \left\| D^2_{x,x} Y_t^x \right\|_{L^p} < \infty.$$  

Based on this, it is straight-forward to verify (4.21). Consequently, by the Arzela-Ascoli theorem, there is a subsequence of times along which $Dh$ converges uniformly on $\bar{K}$. By a similar—albeit more tedious—computation, the reader can easily check that also

$$\sup_{t \geq 0} \sup_{x \in \mathbb{R}^d} \left\| D^3_{x,x,x} Y_t^x \right\|_{L^p} < \infty.$$  

In particular, $D^3h$ is uniformly bounded, whence we can pass to a further subsequence along which $D^2h$ also converges uniformly on $\bar{K}$. Therefore, $\bar{h} \in C_b^2(\mathbb{R}^d)$ as required.  
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