Abstract

We investigate the single-source-single-destination 'shortest' paths problem in acyclic graphs with ordinal weighted arc costs. We define the concepts of ordinal dominance and efficiency for paths and their associated ordinal levels, respectively. Further, we show that the number of ordinally non-dominated paths vectors from the source node to every other node in the graph is polynomially bounded and we propose a polynomial time labeling algorithm for solving the problem of finding the set of ordinally non-dominated paths vectors from source to sink.
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1 Introduction

Shortest path problems and applications have been intensively studied in the literature, (cf. [GP88], [CGR96], [Dre69], [AHLS10]). However, in practical applications, one may
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have qualitative or ordinal information instead of numerical data available, e.g., in the case of demonstration marches the police staff may be able to assess different paths or path segments as "secure", "insecure", or "neutral", respectively. Thus, instead of assessing the value of a path as the sum of the values of its corresponding arcs, we evaluate a path as a vector containing the ordinal arc weights associated with this path. Hence, we compare different paths by their corresponding vectors of ordinal arc weights. In this work, we aim to investigate the case of having ordinal information on the set of arcs and how to find "good" paths with respect to a given ordinal scale.

Literature on optimization problems with an ordinal scale is rather limited. In [QSA14], the authors suggest a procedure for finding different routes which are "emotionally pleasant" based on data from a crowd-sourcing platform. This data is then translated into quantitative measures of location perceptions. In [PS05], a general preference-based framework for combinatorial problems is presented, where an arbitrary order relation is assumed to be given. The authors showed that the problem of finding the set of preferred paths with respect to the given order relation is in general intractable. In their work, the authors study different characteristics of preference relations. For this purpose, they introduce the "independence axiom" to investigate on which class of preference structures their proposed algorithms yield efficient solutions. For combinatorial problems with a non-independent preference relation, they propose approximation algorithms, which yield supersets of the set of preferred paths. If weak independence is satisfied, a subset of such paths can be computed. In contrast to their work, we investigate general acyclic graphs with a fixed (non-independent) preference relation. The algorithm developed in this paper computes the entire set of ordinally non-dominated paths vectors in polynomial time. In [BS06], the authors analyze acyclic graphs whose arc set is partially ordered by a preference relation. Paths are evaluated componentwise while exploiting Bellman’s principle of optimality, which is not fulfilled in our model. The term ordinal efficiency is also used in the context of stochastic dominance, (cf. [AS03, LP16, Nes17]), which is not related to our work. In [MS03], a generalization of combinatorial bottleneck problems using a partially ordered scale is studied, while in our model a specific preorder on the set of s-t-paths is used. Motivated by the example of civil security, we introduce a model with a specific order relation which can be used for practical computations.

Thus, the remainder of this paper is outlined as follows. In Section 2 we introduce graph-theoretical concepts and basics of binary relations needed throughout this work. In Section 3 we present our concept of ordinal efficiency and dominance. A labeling algorithm with polynomial runtime is discussed in Section 4 while in Section 5 we
propose practical improvements to reduce the running time in practical applications. In Section 6, we show computational results of the algorithm on randomly created acyclic graphs and on acyclic grid graphs. In Section 7, we conclude the paper and propose some directions for further research.

2 Preliminaries on Ordinal Weighted Graphs

Let $G = (V, E)$ denote a directed, connected and acyclic graph with vertex set $V$ and arc set $E \subseteq V \times V$. We assume the graph $G$ to be without parallel arcs. Further, we suppose a set of qualitative complete ordered levels $\mathcal{C} := \{1, \ldots, K\}$ with $1 \prec \cdots \prec K$ to be given, where $x \prec y$ indicates that $x$ is strictly preferred over $y$. We assign a qualitative level to every arc of $G$ by introducing an ordinal weight function over the set of arcs, i.e., $f: E \rightarrow \mathcal{C}$. Furthermore, we assume a source node $s$ and a sink node $t$ to be given. A directed path $P$ from $s$ to $t$ is defined by a sequence of directed arcs connecting a series of nodes starting in $s$ and ending in $t$, i.e., $P = (s, e_1, v_1, \ldots, v_{n-1}, e_n, t)$. With $\mathcal{P}$, we denote the set of all $s$-$t$-paths.

For the purpose of ordinal weighted graphs, we recall some definitions of binary relations, (cf. [Ehr13]). A binary relation on $\mathcal{C}$ is a subset $\mathcal{R}$ on $\mathcal{C} \times \mathcal{C}$.

**Definition 2.1** (Properties of a binary relation).
A binary relation $\mathcal{R}$ on $\mathcal{C}$ is called

1) reflexive, if $(x, x) \in \mathcal{R}$ for all $x \in \mathcal{C}$
2) transitive, if $(x, y) \in \mathcal{R}$ and $(y, z) \in \mathcal{R} \Rightarrow (x, z) \in \mathcal{R}$ for all $x, y, z \in \mathcal{C}$
3) antisymmetric, if $(x, y) \in \mathcal{R}$ and $(y, x) \in \mathcal{R} \Rightarrow x = y$ for all $x, y \in \mathcal{C}$

**Definition 2.2** (Orders).
A binary relation $\mathcal{R}$ on $\mathcal{C}$ is called a

1) preorder, if it is reflexive and transitive
2) partial order, if it is reflexive, transitive and antisymmetric.

Given a preorder $\preceq$ on $\mathcal{C}$, we define two additional relations as follows:

$x \prec y :\Leftrightarrow x \preceq y$ and $y \not\preceq x$ (asymmetric part of $\preceq$)
$x \sim y :\Leftrightarrow x \preceq y$ and $y \preceq x$ (symmetric part of $\preceq$)
3 Problem formulation

In the sequel, we consider the single-source-single-destination "shortest" path problem, i.e., we aim to find the set of paths from a source node \( s \) to a target node \( t \) that "minimizes" the vectors of ordinal levels associated with the ordinal arc weights of these paths. Note, that these paths will be simple due to the acyclic nature of the graphs under consideration. A path is called simple if it contains no repeated vertices. In order to distinguish paths with respect to their associated ordinal levels, we define the following concepts.

**Definition 3.1 (Ordinal path vector).**
Let \( P \in \mathcal{P} \) with \( P = (s, e_1, v_1, \ldots, v_{n-1}, e_n, t) \). Then, the associated ordinal path vector is given by \( f(P) := (f(e_1), \ldots, f(e_n)) \).

To be able to compare vectors of ordinal levels, we define the following orders on \( \mathcal{C}^n \), \( n \in \mathbb{N} \).

**Definition 3.2 (Comparison of two ordinal path vectors).**
Let \( x, y \in \mathcal{C}^n \) with \( n \in \mathbb{N} \). Then:

\[
\begin{align*}
&x \prec y : \iff x^i \prec y^i \ \forall \ i = 1, \ldots, n \\
&x \preceq y : \iff x^i \preceq y^i \ \forall \ i = 1, \ldots, n \text{ and } x^j \prec y^j \text{ for at least one } j \\
&x \equiv y : \iff x^i \preceq y^i \ \forall \ i = 1, \ldots, n
\end{align*}
\]

In the following, we relate paths and their corresponding ordinal path vectors to each other.

Further, we define the length of an ordinal path vector and its corresponding sorted version.

**Definition 3.3 (Notation for ordinal paths vectors).**
Let \( P \in \mathcal{P} \) with \( P = (s, e_1, v_1, \ldots, v_{n-1}, e_n, t) \), let \( m < n \) with \( m, n \in \mathbb{N} \), and let \( \pi \) denote a permutation of the corresponding index set. Then:

1) \( \text{len}(f(P)) \) denotes the length of the ordinal path vector \( f(P) \)

2) \( \text{sort}(f(P)) := (f(e_{\pi(1)}), \ldots, f(e_{\pi(n)})) \) with \( f(e_{\pi(1)}) \preceq \cdots \preceq f(e_{\pi(n)}) \) denotes the vector \( f(P) \) with its associated ordinal levels ordered in a non-decreasing manner

3) \( \text{sort}_{m}^{\text{forw}}(f(P)) := (f(e_{\pi(1)}), \ldots, f(e_{\pi(m)})) \) with \( f(e_{\pi(1)}) \preceq \cdots \preceq f(e_{\pi(m)}) \) contains the first \( m \) entries of \( \text{sort}(f(P)) \)
4) \( \text{sort}_{m}^{\text{backw}}(f(P)) := (f(e_{\pi(n-m+1)}), \ldots, f(e_{\pi(n)})) \) with \( f(e_{\pi(n-m+1)}) \leq \cdots \leq f(e_{\pi(n)}) \) contains the last \( m \) entries of \( \text{sort}(f(P)) \)

Note, that \( \text{sort}_{m}^{\text{forw}}(f(P)) \) and \( \text{sort}_{m}^{\text{backw}}(f(P)) \) denotes the \( m \) best and worst entries of \( f(P) \), respectively.

**Example 3.4.**
Let \( P \in \mathcal{P} \) with \( P = (s, e_1, v_1, e_2, v_2, e_3, t) \). Further, let \( f(e_1) = 2, f(e_2) = 3, \) and \( f(e_3) = 1 \). Then, it holds:

1) \( \text{len}(f(P)) = 3 \)
2) \( \text{sort}(f(P)) = (1, 2, 3) \)
3) \( \text{sort}_{2}^{\text{forw}}(f(P)) = (1, 2) \)
4) \( \text{sort}_{2}^{\text{backw}}(f(P)) = (2, 3) \)

Using the above mentioned definitions, we are now able to state our concept of dominance and efficiency with respect to ordinally weighted paths.

**Remark 3.5.** Note that if \( m = n \) in Definition 3.3 it holds that \( \text{sort}(f(P)) = \text{sort}_{n}^{\text{backw}}(f(P)) = \text{sort}_{n}^{\text{forw}}(f(P)) \).

**Definition 3.6 (Ordinal dominance).**
Let \( P_1, P_2 \in \mathcal{P} \) and let \( m, n \in \mathbb{N} \) denote the length of \( f(P_1) \) and \( f(P_2) \), respectively. Then, \( P_1 \) ordinally dominates \( P_2 \), i.e.,

\[
P_1 \preceq P_2 :\Leftrightarrow \begin{cases} 
\text{sort}(f(P_1)) \preceq \text{sort}(f(P_2)), & \text{if } m = n \\
\text{sort}_{n}^{\text{backw}}(f(P_1)) \preceq \text{sort}(f(P_2)), & \text{if } m > n \\
\text{sort}(f(P_1)) \preceq \text{sort}_{m}^{\text{forw}}(f(P_2)), & \text{if } m < n 
\end{cases}
\]

**Definition 3.7 (Ordinarily efficient path).**
A path \( P \in \mathcal{P} \) is called ordinally efficient, if there is no other \( P' \in \mathcal{P} \) such that \( P' \preceq P \) and \( \text{sort}(f(P')) \neq \text{sort}(f(P)) \). The set of ordinally efficient \( s-t \)-paths is denoted by \( \mathcal{P}_E \).

**Definition 3.8 (Ordinally non-dominated path vector).**
A sorted ordinal path vector \( \text{sort}(f(P)), P \in \mathcal{P} \), is called ordinally non-dominated, if \( P \) is ordinally efficient. The set of ordinally non-dominated paths vectors from \( s \) to \( t \) is denoted by \( \mathcal{P}_N \).
Definition 3.9 (Minimal complete set). Let \( P_1, P_2 \in \mathcal{P} \). We say that \( P_1 \) is equivalent to \( P_2 \) if and only if \( \text{sort}(f(P_1)) = \text{sort}(f(P_2)) \). A minimal complete set \( \mathcal{P}_E \subseteq \mathcal{P}_E \) is a set of ordinally efficient \( s\text{-}t\)-paths such that all \( P \in \mathcal{P} \setminus \mathcal{P}_E \) are either dominated or equivalent to at least one \( P \in \mathcal{P}_E \).

The previous definitions are motivated by the following real world application in the context of civil security.

Example 3.10. Consider an evacuation scenario where one aims to determine the best possible evacuation routes. Besides the length of those routes, also the quality or nature of the path segments have to be taken into consideration. Undoubtedly, broad asphalted streets are better than narrow stairways in case of an evacuation. This is the reason why a decision maker may be able to rate streets by ordinal criteria, e.g., "good", "moderate", and "straitened", where "good" \( \prec \) "moderate" \( \prec \) "straitened". Moreover, in an evacuation scenario, the resulting network can be assumed to be acyclic, since people should always move from the incident away towards some assembly point. An example is given in Figure 1. Arcs labeled by "good", "moderate", and "straitened" are drawn solid, dashed, and dotted, respectively. The two ordinally non-dominated paths from \( S \) to \( T \) are highlighted.
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Figure 1: Application of "shortest paths with ordinal weights" in an evacuation scenario

Lemma 3.11 (Preorder).

The relation \( \preceq \) defined on the set of \( s\text{-}t\)-paths \( \mathcal{P} \) is a preorder.

Proof. Let \( P \in \mathcal{P} \) be an arbitrary \( s\text{-}t\)-path. Then, \( \text{sort}(f(P)) \preceq \text{sort}(f(P)) \) and, therefore, it is reflexive. To show that \( \preceq \) is transitive, let \( P, Q, R \in \mathcal{P} \) be \( s\text{-}t\)-paths with
\[ \text{len}(f(P)) = l, \text{len}(f(Q)) = m, \text{len}(f(R)) = n \] and \( P \preceq Q \) and \( Q \preceq R \). We have to show that \( P \preceq R \) and, therefore, we distinguish six cases:

1) \( n \geq m \geq l \): We know that \( \text{sort}(f(P)) \preceq \text{sort}^\text{forw}(f(Q)) \) and 
\[
\text{sort}(f(Q)) \preceq \text{sort}^\text{forw}(f(R))
\]\ due to \( P \preceq Q \) and \( Q \preceq R \). Therefore, it holds 
\[
(\text{sort}(f(Q)))_j \preceq (\text{sort}^\text{forw}(f(R)))_j, \ j = 1, \ldots, m \text{ and consequently }
(\text{sort}^\text{forw}(f(Q)))_j \preceq (\text{sort}^\text{forw}(f(R)))_j, \ j = 1, \ldots, l \text{ due to } l \leq m. \]
It follows that 
\[
\text{sort}(f(P)) = \text{sort}^\text{forw}(f(P)) \preceq \text{sort}^\text{forw}(f(Q)) \preceq \text{sort}^\text{forw}(f(R))
\]
and thus, 
\( P \preceq R \).

2) \( l \geq m \geq n \): We know that \( \text{sort}^\text{backw}(f(P)) \preceq \text{sort}(f(Q)) \) and 
\[
\text{sort}^\text{backw}(f(Q)) \preceq \text{sort}(f(R))
\]\ due to \( P \preceq Q \) and \( Q \preceq R \). Therefore, it holds 
\[
(\text{sort}^\text{backw}(f(P)))_j \preceq (\text{sort}(f(Q)))_j, \ j = 1, \ldots, m \text{ and consequently }
(\text{sort}(f(Q)))_j \preceq (\text{sort}^\text{backw}(f(R)))_j, \ j = 1, \ldots, n \text{ due to } n < m. \]
It follows that 
\[
\text{sort}^\text{backw}(f(P)) = \text{sort}^\text{backw}(f(P)) \preceq \text{sort}^\text{backw}(f(Q)) \preceq \text{sort}^\text{backw}(f(R)) = \text{sort}(f(R))
\]
and thus, 
\( P \preceq R \).

3) The remaining cases can be shown analogously.

This concludes the proof of transitivity and thus the relation \( \preceq \) defines a preorder on \( P \).

Note, that \( \preceq \) defined on the set of simple \( s-t \)-paths is not antisymmetric and thus it does not define a partial order. To show that \( \preceq \) is not antisymmetric, consider the graph \( G = (V, E) \) with \( V = \{s, a, t\} \) and \( E = \{(s, a), (a, t), (s, t)\} \) as depicted in Figure [2]. Let \( P = (s, t) \) and \( Q = (s, a, t) \) and let \( j \in \mathcal{C} \) be an arbitrary ordinal level. Note, that \( P \preceq Q \) and \( Q \preceq P \). However, \( \text{sort}(f(P)) \neq \text{sort}(f(Q)) \).

Throughout this paper we make the following assumptions.

**Assumption 3.12.**

1) The number of ordinal levels is fixed, i.e., \( K \) is fixed.
2) We are only interested in the set of ordinally non-dominated path vectors from $s$ to $t$ and in a minimal complete set $\mathcal{P}_E^\ast$.

We state the problem of finding the set of $s$-$t$-paths that minimizes the ordinal path vectors associated with these $s$-$t$-paths, i.e.,

$$\min_{P \in \mathcal{P}} \text{sort}(f(P))$$

We call this problem the ordinal shortest paths problem (OSP).

Theorem 3.13 (Number of ordinally efficient paths).

The number of ordinally efficient paths from $s$ to $t$ may be exponential in the number of nodes.

Proof. We construct an instance, where $|\mathcal{P}_E|$ is exponential in the number of nodes. Therefore, let $G = (V, E)$ denote a directed, connected, and acyclic graph with $V = \{s = v_1, \ldots, v_n = t\}$ and $E = \{(v_i, v_{i+1}), i = 1, 4, 7, \ldots, n - 3\} \cup \{(v_i, v_{i+2}), i = 1, 4, 7, \ldots, n - 3\} \cup \{(v_i, v_{i+3}), i = 2, 5, 8, \ldots, n - 2\} \cup \{(v_i, v_{i+4}), i = 3, 6, 9, \ldots, n - 1\}$, where $n - 1$ is divisible by 3, i.e., $n - 1 \mod 3 = 0$. Further, let $j \in \mathcal{C}$ denote an arbitrary ordinal level in $\mathcal{C}$ and let $f(e) = j$ for all $e \in E$, see Figure 3. There are $\frac{2n - 1}{3}$ arcs in the graph, if we construct the instance as described. Consequently, there are $2^{\frac{n - 1}{3}}$ paths from $v_1$ to $v_n$

![Figure 3: An instance with exponential number of ordinally efficient paths.](image)

with the same ordinal path vector $f(P) = (j, \ldots, j)$ with len($f(P)$) = $\frac{2n - 2}{3}$. Therefore, we obtain $2^{\frac{n - 1}{3}}$ ordinally efficient paths, which concludes the proof.
However, we can show that the number of ordinally non-dominated paths vectors from $s$ to every other node in the graph is polynomially bounded.

**Theorem 3.14** (Number of distinct ordinal paths vectors).
For all $v \in V$, it holds that the number of distinct ordinal paths vectors from $s$ to $v$ is polynomially bounded by $O(n^K)$.

**Proof.** The number of distinct ordinal path vectors corresponding to arc sets with exactly $i$ arcs is the same as the number of possibilities to pick $i$ elements from a set of $K$ elements with replacement and without order. This is equal to $\binom{K+i-1}{i}$. Note, that this denotes an upper bound for the number of ordinal path vectors for node $v$ of ”length” $i$. Further, a path contains at most $n-1$ arcs. Summing up over all possible paths ”lengths” results in

$$\sum_{i=1}^{n-1} \binom{K+i-1}{i} = \frac{n^{K+n-1}}{K} - 1$$

$$= \frac{n(K+n-1)!}{K(K-1)!n!} - 1$$

$$= \frac{(n+K-1)(n+K-2)\cdots n}{K(K-1)!} - 1 \in O(n^K)$$

The last term is polynomially bounded by $O(n^K)$ and so are the label sets at each node $v \in V$.

**Definition 3.15** (Absolute frequency).
Let $P \in \mathcal{P}$. Then, $h(P, c)$ denotes the absolute frequency of $c \in C$ in $P$, i.e., $h(P, c) = |\{e \in P : f(e) = c\}|$. $S(P)$ denotes the vector of the absolute frequencies of all ordinal levels with respect to $P$, i.e., $S(P) = (h(P, 1), \ldots, h(P, K))^\top$.

We define the following lexicographic order:

**Definition 3.16** (Lexicographic order).
Let $P_1, P_2 \in \mathcal{P}$. Then, $S(P_1) \geq_{\text{lex}} S(P_2)$ if and only if $h(P_1, i^*) > h(P_2, i^*)$ or $S(P_1) = S(P_2)$, where $i^* = \min\{i : h(P_1, i) \neq h(P_2, i)\}$.

Now, we define (LexMax) to be the optimization problem of finding the $s$-$t$-path whose
corresponding absolute frequency vector is lexicographic maximal.

\[
\begin{align*}
& \max_{\text{lex}} S(P) \\
& \text{s.t. } P \in \mathcal{P} \\
\end{align*}
\]

(LexMax)

**Theorem 3.17 (Optimality).**

Let \( P^* \) be optimal for (LexMax). Then \( \text{sort}(f(P^*)) \) is ordinally non-dominated.

**Proof.** Let \( P^* \) be optimal for (LexMax) and assume there exists a path \( P \in \mathcal{P} \) such that \( P \preceq P^* \). Now, we have to distinguish three cases:

1) Assume that \( |P| = |P^*| \), i.e., \( \text{sort}(f(P)) \preceq \text{sort}(f(P^*)) \). Without loss of generality we can assume that \( \text{sort}(f(P)) \prec \text{sort}(f(P^*)) \), otherwise we are finished. Then, it exists \( i^* = \arg \min_{i \in \{1, \ldots, |P|\}} (\text{sort}(f(P))^i \neq \text{sort}(f(P^*))^i) \), where \( \text{sort}(f(.))^i \) denotes the \( i \)-th component of \( \text{sort}(f(.)) \). Since the entries are sorted, it follows \( h(P, \text{sort}(f(P))^i^*) > h(P^*, \text{sort}(f(P^*))^i^*) \) and thus, \( S(P) \geq_{\text{lex}} S(P^*) \) which is a contradiction.

2) The cases \( |P| > |P^*| \) and \( |P| < |P^*| \) are shown analogously.

\(\Box\)

Due to the last theorem, a path \( P \) maximizing (LexMax) is ordinally efficient. We can find such a path by manipulating the arc weights of the graph and then computing a longest path. Note that the longest path problem can be solved in directed acyclic graphs in linear time (cf. [Sch03]). For \( k \in \mathcal{C} \), let \( m_k \) denote the number of arcs \( e \in E \) such that \( f(e) = k \). Further, we denote by \( d_k \) the number of digits in order to store \( m_k \), which is given by \( d_k := \lceil \log_{10}(m_k) \rceil \). We then can calculate the arc weight of arc \( e \in E \) with \( f(e) = k \) in the following manner: \( w_e = 1 \cdot 10^{-1 - \sum_{i=1}^{k} d_k} \). By construction, computing a longest path with respect to the new arc weights yields an optimal solution of (LexMax). Note that the size of the modified instance is polynomial in the original input size.

### 4 Labeling Algorithm

In this section, we propose a labeling algorithm with a label selection strategy to compute the set of ordinally non-dominated paths vectors from \( s \) to \( t \). During the execution of the algorithm, we store several labels at each node \( v \in V \) corresponding to different
s-v-paths. Therefore, let \( v \in V \) be a node in \( G \) and let \( \mathcal{L}(v) \) denote the set of labels at node \( v \), where each label \( L \in \mathcal{L}(v) \) is a tuple \((f(P_L), \text{Pred}_L)\). The ordinal path vector associated with the s-v-path \( P_L \) with respect to label \( L \) is depicted by \( f(P_L) \) and \( \text{Pred}_L \) denotes a sorted list of nodes on the current s-v-path \( P_L \) with respect to label \( L \) at node \( v \). By \( \mathcal{L} \), we denote the set of all labels at all nodes, i.e., \( \mathcal{L} := \bigcup_{v \in V} \mathcal{L}(v) \). Moreover, we store a set of temporary labels, called \text{Temp}. For the purpose of extending a label at a node \( v \) by an arc \((v, w)\), we define the following operation.

**Definition 4.1 (Label extension).**

Let \( L = (f(P_L), \text{Pred}_L)^\top \) be a label in \( \mathcal{L}(v) \) with \( v \in V \) and let \((v, w) \in E\). Then, \( L \oplus f(v, w) := \left( f(P_L), f(v, w) \right), \text{Pred}_L.\text{append}(w) \right) \), where \( \text{Pred}_L.\text{append}(w) \) indicates that node \( w \) is appended at the end of the sorted list \( \text{Pred}_L \).

Note that we are interested in a minimal complete set of ordinally non-dominated paths vectors from \( s \) to \( t \). Thus, we do not include a label at a specific node if its corresponding sorted ordinal path vector coincides with another sorted ordinal path vector already present at that node. Consequently, if we say that a label \( L \) is already contained in \( \mathcal{L}(v) \) for some \( v \in V \), we mean that \( \text{sort}(f(P_L)) \) is equal to \( \text{sort}(f(P_L')) \) for some \( L' \in \mathcal{L}(v) \) although \( \text{Pred}_L \) and \( \text{Pred}_{L'} \) might differ.

The algorithm then works as follows. Initially, we create a label at source node \( s \) with an empty ordinal path vector and a list containing only \( s \). We insert this label in the set of temporary labels, called \text{Temp}. In each iteration, we choose an arbitrary label \( L \) at node \( v \) from \text{Temp}, remove that label from \text{Temp}, investigate all outgoing arcs from node \( v \), and create a new label \( L' \) by extending the label \( L \) along the outgoing arc. In the case that the end node of the outgoing arc is not the target node \( t \), we include the new label \( L' \) at the corresponding label set of the end node (for modifications, see Section 5).

This is due to the fact that Bellman’s principle of optimality does not hold, cf. Example 4.5. In the case that the end node of the outgoing arc is equal to \( t \), we temporarily set a binary flag of \( L' \) to 1. If this flag remains 1, we include \( L' \) in \( \mathcal{L}(t) \), otherwise not. This flag only remains to be equal to 1, if \( L' \) is not dominated by any other label in \( \mathcal{L}(t) \). Note that in the case of the end node being equal or unequal to \( t \), we have to check if the new label is already present in the label set of the end node. This is true, because we aim to find the set of ordinally non-dominated paths vectors. We iterate as long as the set of temporary labels is non-empty. Due to the fact that the number of ordinally non-dominated paths vectors from \( s \) to every other node in the graph is polynomially bounded, we also know that the number of labels at each node is polynomially bounded throughout the algorithm. Further, in every iteration, we remove exactly one label from
Temp. Thus, the algorithm will eventually terminate. After termination, the minimal complete set of ordinally efficient \( s-t \)-paths can be recovered by using the sorted list of nodes \( \text{Pred}_L \) for all \( L \in \mathcal{L}(t) \).

**Algorithm 1 Ordinal Labeling Algorithm**

**Input:** A Digraph \( G = (V, E) \), loopless, no parallels, source \( s \), sink \( t \) and a function \( f : E \rightarrow \mathcal{C} \)

**Output:** All ordinally non-dominated paths vectors from \( s \) to \( t \), i.e., \( \mathcal{P}_N \)

**Initialization:** Create label \( L := \left( \begin{array}{c} s \\ \cdot \end{array} \right) \) at node \( s \), i.e., \( \mathcal{L}(s) = \{ L \} \), let \( \text{Temp} = \{ L \} \)

1: while \( \text{Temp} \neq \emptyset \) do
2: Let label \( L = \left( \begin{array}{c} f(P_L) \\ \text{Pred}_L \end{array} \right) \) be a label in \( \mathcal{L}(v) \cap \text{Temp} \) with \( v \neq t \)
3: \( \text{Temp} = \text{Temp} \setminus \{ L \} \)
4: for \((v, w) \in E\) do
5: \( L' = L \oplus f(v, w) \)
6: if \( L' \notin \mathcal{L}(w) \) then
7: if \( w \neq t \) then
8: \( \mathcal{L}(w) = \mathcal{L}(w) \cup \{ L' \} \)
9: \( \text{Temp} = \text{Temp} \cup \{ L' \} \)
10: if \( w = t \) then
11: \( \text{flag}(L') = 1 \)
12: for \( L^* \in \mathcal{L}(t) \) do
13: if \( P_L \preceq P_{L^*} \) and \( P_{L^*} \npreceq P_L \) then
14: \( \mathcal{L}(t) = \mathcal{L}(t) \setminus \{ L^* \} \)
15: if \( P_L \preceq P_{L^*} \) and \( P_{L^*} \npreceq P_L \) then
16: \( \text{flag}(L') = 0 \)
17: if \( \text{flag}(L') = 1 \) then
18: \( \mathcal{L}(t) = \mathcal{L}(t) \cup \{ L' \} \)
19: return \( \mathcal{L}(t) \)

**Theorem 4.2** (Correctness).
Algorithm \( \square \) correctly computes all ordinally non-dominated paths vectors from \( s \) to \( t \).

**Proof.** To prove the correctness of the algorithm, we show that (a) after termination of the algorithm all ordinally non-dominated paths vectors from \( s \) to \( t \) defined by the labels in \( \mathcal{L}(t) \) are found and (b) that all labels in \( \mathcal{L}(t) \) define ordinally non-dominated paths vectors from \( s \) to \( t \).
(a) For the first part assume that there exists a path $P_{st}$ from $s$ to $t$ whose corresponding ordinal path vector $f(P_{st})$ is non-dominated and not found by the algorithm. Further, suppose that its sorted version is not already contained in $L(t)$, i.e., $\text{sort}(f(P_{st})) \neq \text{sort}(f(P_{L}))$ for all $L \in L(t)$. This case is only possible if the label $T$ corresponding to $\text{sort}(f(P_{st}))$ has not been found. Consequently, we can assume that $T$ has never been included in $\text{Temp}$. Let $u$ denote the predecessor node of $t$ on $P_{st}$ and let $P_{su}$ denote the corresponding subpath of $P_{st}$. Then, either the ordinal path vector $f(P_{su})$ corresponding to subpath $P_{su}$ has not been found or its sorted version was already contained in $L(u)$. If its sorted version was already contained in $L(u)$, then there exists a label $L'$ at $L(u)$ with $\text{sort}(f(P_{L'})) = \text{sort}(f(P_{su}))$. Extending $L'$ by the arc $(u, t)$ would result in the same sorted ordinal path vector as for $P_{st}$ which is a contradiction to our assumption. Thus, we may assume that $P_{su}$ has not been found. Repeating this argument backwards along the path $P_{st}$, we can see that for the first node $v \neq s$ on $P_{st}$ the corresponding path, i.e., $P_{sv}$, has not been found. This is impossible since we create the label $L^* = (f(s, v), [sv])^T$ in the first iteration of the while-loop.

(b) The second part of the proof follows immediately from the algorithm (lines 10 – 18) as we only include a label in $L(t)$ if it is non-dominated. Further, for each non-dominated label which is found during the execution of the algorithm, we check whether it dominates non-dominated labels already contained in the label set at node $t$. Thus, at termination of the algorithm all labels at $L(t)$ define ordinally non-dominated path vectors from $s$ to $t$, which concludes the proof.

**Theorem 4.3** (Running time).

Algorithm [1] has a worst-case running time complexity of $O(m \cdot \log n \cdot n^{3K+2})$.

**Proof.** From Theorem 3.14 it follows that the number of ordinally non-dominated labels at each node is bounded by $O(n^K)$. Since $|V| = n$, the amount of work for the while-loop is bounded by $O(n^{K+1})$. In each iteration, we investigate all outgoing arcs from a node, create a new label $L'$ and check if the created label is already contained in the label set at the end node of the arc under consideration. This can be done in $O(m \cdot n^K)$. We conduct this operation at most $n^{K+1}$ times which is bounded by $O(m \cdot n^{2K+1})$. If the end node of the considered arc is not the target node $t$, we only execute constant time operations. If the end node is equal to $t$, we have to do a dominance check for each label in the label set at node $t$. For the dominance check we have to determine the lengths of
the ordinal paths vectors which can be done in $O(n)$ and we have to sort both ordinal paths vectors which can be done in $O(n \log n)$ using a sorting algorithm, e.g., heapsort. Thus, in total, the dominance check for all labels in $\mathcal{L}(t)$ can be done in $O(\log n \cdot n^{K+1})$. The remaining operations can be done in constant time. Consequently, the runtime is in $O(m \cdot \log n \cdot n^{3K+2})$, which concludes the proof.

\begin{proof}
\end{proof}

Remark 4.4.
Note, that $O(n^K)$ is a combinatorial asymptotic upper bound for the amount of different labels at node $t$. However, many labels will be dominated after executing the dominance check such that the number of labels in $\mathcal{L}(t)$ after termination of the algorithm can expected to be much smaller.

Note that Bellman’s principle of optimality does not hold. Thus, we are not able to delete labels at a node $v \neq t$ until we reach node $t$, cf. Example 4.5.

Example 4.5.
The following example illustrates Algorithm 1 and shows that Bellman’s principle of optimality does not hold in general. After termination of the algorithm the label sets at each node are as depicted in Figure 4. Initially, we create a label $((\cdot), [s])^\top$ at node $s$

1) $L(s) = \left\{ \left( \begin{array}{c} \cdot \\ s \end{array} \right) \right\}$

2) $L(a) = \left\{ \left( \begin{array}{c} 1 \\ sa \end{array} \right) \right\}$

3) $L(b) = \left\{ \left( \begin{array}{c} 1 \\ sb \end{array} \right), \left( \begin{array}{c} 1,2 \\ sab \end{array} \right) \right\}$

4) $L(t) = \left\{ \left( \begin{array}{c} 1,3 \\ sbt \end{array} \right), \left( \begin{array}{c} 1,2,3 \\ sabt \end{array} \right) \right\}$

Figure 4: Algorithm 1 – Example

and put this label into Temp. During the first iteration, we remove this label from Temp, investigate all outgoing arcs from $s$ and create new labels at nodes $a$ and $b$. Consequently, the list of temporary labels is as follows: $\text{Temp} = \left\{ ((1), [sa])^\top, ((1), [sb])^\top \right\}$. We choose the first label from Temp and investigate all outgoing arcs from node $a$ and create a new label $((1,2), [sab])^\top$ at node $b$ and put it into the set of temporary labels. If we repeat this procedure until $\text{Temp} = \left\{ ((1,3), [sbt])^\top, ((1,2,3), [sbt])^\top \right\}$, one can verify that
at node $b$ the label $((1, 2), [sab])^\top$ is dominated by $((1), [sb])^\top$. However, by deleting the dominated label we would not obtain all ordinally non-dominated paths vectors at node $t$. Thus Bellman’s principle of optimality does not hold in general. If we continue this procedure until $\text{Temp} = \emptyset$, we get the label sets as depicted in Figure 4.

Further, the following example reveals the reason for considering directed acyclic graphs instead of general directed graphs.

**Example 4.6.**

One can see that in Figure 5 there are two different paths $P_1 = (s, a, t)$ and $P_2 = (s, c, b, a, t)$ corresponding to two different ordinally non-dominated paths vectors from $s$ to $t$, i.e., $f(P_1) = (3, 1)$ and $f(P_2) = (3, 3, 1, 1)$.

Since we are only interested in simple paths, one would replace line 6 of Algorithm 1 by

```
if $L' \notin \mathcal{L}(w)$ and $w \notin \text{Pred}_L$ then
```

in order to exclude cycling.

Then, however, if the label $L = (3, 3)$ at node $b$ is created by the path $P = (s, a, b)$ first, the label $L' = (3, 3)$ corresponding to $P' = (s, c, b)$ will never be created at node $b$. Thus, the ordinally non-dominated path vector $(3, 3, 1, 1)$ will not be found by the algorithm.

![Figure 5: Algorithm only works on acyclic graphs.](image)

**Remark 4.7.**

By executing a brute-force algorithm, one could obtain the set of ordinally non-dominated paths vectors from $s$ to $t$ for general directed graphs: Just enumerate all simple paths from $s$ to $t$ and conduct a dominance check at node $t$. Obviously, this approach yields an exponential worst-case complexity.
5 Practical Improvements

In this section, we investigate two modifications of Algorithm 1 for improving its efficiency in practical applications.

5.1 Modification 1

During the execution of Algorithm 1, new labels are created at each node \( v \in V \setminus \{t\} \) as long as this label is not already present at the node under consideration. We can improve this procedure by excluding a label \( L \) at node \( w \in V \) whenever there exists another label \( L' \) at the same node with \( \text{len}(f(P_L)) = \text{len}(f(P_{L'})) \) and \( \text{sort}(f(P_{L'})) \preceq \text{sort}(f(P_L)) \).

Thus, we replace lines 8 and 9 in Algorithm 1 with the modification described below, cf. Modification 1.

Modification 1

\[
\text{flag}(L') = 1 \\
\text{for } L^* \in \mathcal{L}(w) \text{ do} \\
\quad \text{if } \text{len}(f(P_{L'})) = \text{len}(f(P_{L^*})) \text{ then} \\
\quad \quad \text{if } \text{sort}(f(P_{L'})) \preceq \text{sort}(f(P_{L^*})) \text{ then} \\
\quad \quad \quad \mathcal{L}(w) = \mathcal{L}(w) \setminus \{L^*\} \\
\quad \quad \text{if } \text{sort}(f(P_{L'})) \preceq \text{sort}(f(P_{L^*})) \text{ then} \\
\quad \quad \quad \text{flag}(L') = 0 \\
\text{if } \text{flag}(L') = 1 \text{ then} \\
\quad \mathcal{L}(w) = \mathcal{L}(w) \cup \{L'\} \\
\quad \text{Temp} = \text{Temp} \cup \{L'\}
\]

Corollary 5.1 (Correctness).

Algorithm 1 with Modification 1 correctly computes all ordinally non-dominated paths vectors from \( s \) to \( t \).

Proof. It only remains to show that by replacing lines 8 and 9 in Algorithm 1 with the above mentioned modification we do not exclude any ordinally non-dominated paths vector from \( s \) to \( t \). Therefore, let \( v \in V \) be an arbitrary node in \( G \) and assume there exist two labels \( L_1 \) and \( L_2 \) with \( L_1, L_2 \in \mathcal{L}(v) \) satisfying \( \text{len}(f(P_{L_1})) = \text{len}(f(P_{L_2})) \) and \( \text{sort}(f(P_{L_1})) \preceq \text{sort}(f(P_{L_2})) \). Now, let \( P_{vt} \) be an arbitrary \( v-t \)-path and suppose both \( L_1 \) and \( L_2 \) extended by \( P_{vt} \) lead to ordinally non-dominated paths vectors from \( s \) to \( t \). If we extend \( L_1 \) and \( L_2 \) along the path \( P_{vt} \), we get \( \text{len}(f(P_{L_1} \cup P_{vt})) = \text{len}(f(P_{L_2} \cup P_{vt})) \) and thus, \( \text{sort}(f(P_{L_1} \cup P_{vt})) \preceq \text{sort}(f(P_{L_2} \cup P_{vt})) \), which is a contradiction. Consequently, we
do not exclude any ordinally non-dominated path vector from \( s \) to \( t \). The rest remains as in the proof of Theorem 4.2.

**Remark 5.2.**
Note that with Modification 1, we replace a constant time operation with a non-constant time operation. However, in practical applications, we reduce the amount of work by shrinking the number of labels in \( \mathcal{L}(v) \) for all \( v \in V \setminus \{ t \} \) throughout the algorithm.

### 5.2 Modification 2

Searching and removing a certain label \( L' \) in a set of labels \( \mathcal{L}(v) \) is difficult as long as the labels in \( \mathcal{L}(v) \) are not sorted. In the absence of a total order, labels cannot be stored sorted with respect to \( \preceq \). Nevertheless, total orders such as the lexicographic order exists on the domain of the label sets such that adding, searching, and removing a label can be implemented in time \( O(K \log n) \).

**Corollary 5.3 (Running Time).**
Algorithm 1 with Modification 1 and 2 has a worst-case running time complexity of \( O(m \cdot K \log^2 n \cdot n^{2K+2}) \).

**Remark 5.4.**
Note, that \( O(K) \) can be assumed to be in \( O(m) \) as the number of ordinal levels might be relatively small in practical applications, i.e., \( |\mathcal{C}| \ll |E| \).

### 6 Computational Results

In this section, we investigate the performance of the proposed labeling algorithm with respect to both above mentioned practical improvements on randomly created acyclic graphs and on acyclic grid graphs. Note that Modification 2 uses both practical improvements. We do not investigate the proposed labeling algorithm without any modification as it is a pure enumerative algorithm with inappropriate runtimes even for small graph instances.

All algorithms have been tested on a compute server equipped with two Intel Xeon E-5-2670 @ 2.6-3.3GHz and 96GB RAM, running on Ubuntu 12.04.5 LTS Server, Kernel 3.2.0 x86_64. For the computations, Python 2.7.14 and NetworkX 2.1 were used.
6.1 Random Acyclic Graphs

Random acyclic graph instances are created by specifying the number of nodes (25, 50, 100, 200), the number of ordinal levels (2, 3, 5, 8, 10) which are randomly assigned to each arc and the probability $p$ that two nodes in the graph are connected ($p \in \{0.2, 0.4, 0.6\}$). For each instance with a fixed number of nodes we execute 150 instances. However, for each distinct triple of "Number of Nodes", "Number of ordinal levels" and "$p$" we conduct 10 instances and show the minimal, mean and maximal runtimes of both modifications. Note that runtimes increase quite fast for randomly created acyclic graphs such that we restricted ourselves to 10 instances per triple. Table 1 reveals that for an increasing number of nodes, an increasing number of ordinal levels as well as for an increasing $p$ the runtimes of both modifications increase. In Figure 6, one can see that for an arc creation probability of 0.6, Modification 2 outperforms Modification 1 as the number of nodes and the number of ordinal levels increase. For $K = 2$, the runtimes of both modifications nearly coincide, see Table 1, such that we do not display both of them. Note that we get similar results for $p = 0.4$ and $p = 0.2$.

| $|V|$ | $|C|$ | $p$ | min | mean | max |
|---|---|---|---|---|---|
| 25 | 2 | 0.2 | 0.1* | 0.1* | 0.1* |
|    |    | 0.4 | 0.1* | 0.1* | 0.1* |
|    |    | 0.6 | 0.1* | 0.1* | 0.1* |
| 25 | 3 | 0.2 | 0.1* | 0.1* | 0.1* |
|    |    | 0.4 | 0.1* | 0.1* | 0.1* |
|    |    | 0.6 | 0.1* | 0.1* | 0.1* |
| 25 | 5 | 0.2 | 0.1* | 0.1* | 0.1* |
|    |    | 0.4 | 0.1* | 0.1* | 0.1* |
|    |    | 0.6 | 0.1* | 0.1* | 0.1* |
| 25 | 8 | 0.2 | 0.1* | 0.1* | 0.1* |
|    |    | 0.4 | 0.1* | 0.1* | 0.1* |
|    |    | 0.6 | 0.1* | 0.1* | 0.1* |
| 25 | 10 | 0.2 | 0.1* | 0.1* | 0.1* |
|    |    | 0.4 | 0.1* | 0.1* | 0.1* |
|    |    | 0.6 | 0.1* | 0.1* | 0.1* |
| 50 | 2 | 0.2 | 0.1* | 0.1* | 0.1* |
|    |    | 0.4 | 0.2 | 0.2 | 0.3 |
|    |    | 0.6 | 0.5 | 0.6 | 0.7 |
| 50 | 3 | 0.2 | 0.1* | 0.1* | 0.1* |
|    |    | 0.4 | 0.1 | 0.2 | 0.3 |
|    |    | 0.6 | 0.4 | 0.8 | 1.3 |
| 50 | 5 | 0.2 | 0.1* | 0.1* | 0.1* |
|    |    | 0.4 | 0.2 | 0.4 | 0.7 |
|    |    | 0.6 | 0.7 | 1.4 | 1.9 |
### 6.2 Acyclic Grid Graphs

The nodes in the acyclic grid graph instances are arranged in a rectangular grid with given height and width. Every node has at most two outgoing arcs (up and right) to ensure that the graph is acyclic. Only nodes on the upper boundary have less outgoing

---

Table 1: Runtime of Modification 1 and 2 on Random Acyclic Graphs. The entry 0.1* indicates that the corresponding runtime of that instance is smaller than 0.1 sec.
arcs (the target node has no outgoing arc). As for the randomly created acyclic graph instances, the ordinal levels are randomly assigned to each arc and the runtimes of both modifications increase with an increasing number of nodes and an increasing number of ordinal levels. However, we are able to run the modifications on much bigger graph instances as the number of ordinal paths vectors with same length can expected to be very high due to the construction of the graph instances. Figure 7 indicates that Modification 2 outperforms Modification 1 although the difference is not as significant as for randomly created acyclic graphs. Again, we note that the runtimes of both modification for $K = 2$ nearly coincide, such that we do not display both of them.
|        | Runtime K=2 | Runtime Mod.1 K=10 | Runtime Mod.2 K=10 |
|--------|-------------|--------------------|--------------------|
| 2000   | 1.5         | 2.0                | 1.7                |
|        | 1.4         | 3.0                | 5.8                |
|        | 4.4         | 6.0                | 4.8                |
|        | 4.5         | 7.0                | 4.9                |
|        | 6.3         | 3.0                | 4.9                |
|        | 6.0         | 3.0                | 4.9                |
| 5000   | 2.6         | 2.9                | 5.6                |
|        | 2.6         | 3.0                | 5.0                |
|        | 3.6         | 3.0                | 5.0                |
|        | 3.0         | 3.0                | 5.0                |
|        | 3.0         | 3.0                | 5.0                |
|        | 3.0         | 3.0                | 5.0                |

Table 2: Runtime of Modification 1 and 2 on Acyclic Grid Graphs. The entry 0.1* indicates that the corresponding runtime of that instance is smaller than 0.1 sec.

Figure 7: Mean Runtime Modification 1 and 2 on Acyclic Grid Graphs for $K \in \{2, 10\}$
6.3 Comparison

Figure 8 displays that even for a low arc creation probability, i.e., \( p = 0.2 \), the runtimes on random acyclic graphs exceed the runtimes on acyclic grid graphs intensively, cf. Figure 8(a). In Figure 8(b) this gets even clearer as the difference between the runtime of Modification 2 on random acyclic graphs (16585 seconds) and the runtime on acyclic grid graphs (0.4 seconds) for \( K = 10 \) is roughly equal to 16584 seconds.

Consequently, in a real-world application one would prefer to model a specific task using acyclic grid graphs instead of general acyclic graphs.

7 Conclusion

In this paper, we have introduced both the concepts of ordinal efficiency and ordinal non-dominance on acyclic graphs with ordinally weighted arc costs. We showed that the proposed order relation defined on the set of \( s\text{-}t \)-paths defines a preorder, but not a partial order. Further, we proved that the number of ordinally efficient paths might be exponential in the number of nodes, while the number of ordinally non-dominated paths vectors from \( s \) to every other node in the graph is polynomially bounded. Thus, we proposed a polynomial time labeling algorithm to compute the set of ordinally non-dominated paths vectors from \( s \) to \( t \). We showed correctness and runtime of the algorithm and proposed two practical improvements to reduce the running time in practical applications. We have conducted a computational study on two different types of test instances to
illustrate the difference in efficiency of the proposed modifications. As expected, Modification 2 performed best for large graph instances and an increasing amount of ordinal levels.

In the future, one could possibly investigate other standard combinatorial optimization problems with ordinal values, e.g., the Knapsack problem with ordinally valued items or minimal spanning trees with ordinally weighted arcs. Further, one could investigate a multiobjective ordinal path problem by assigning two (or more) ordinal levels to every arc in the graph.
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