Osteoporosis detection using convolutional neural network based on dual-energy X-ray absorptiometry images
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ABSTRACT

Osteoporosis is one of the most common diseases that affect the bones of adults, especially women in menopause, and the reason for this is due to the lack of bone mineral density bone mineral density (BMD). BMD can be measured by X-ray and dual energy X-ray absorptiometry (DEXA) images, this article, focused on using DEXA images for Osteoporosis detection. At first, the original image must passed through the preprocessing stage, during which the noisy parts is reduced, and the useless parts are eliminated, and then the contrast between adjacent areas is increased and the area of interest is allocated. After that, the image is passed in a deep learning model in order to extract the unique features on the basis of which each image is classified. The classification result was excellent with 98% accuracy. The used dataset is “Osteoporosis DEXA scans images” of Spine from Pakistan.

This is an open access article under the CC BY-SA license.

1. INTRODUCTION

Osteoporosis the high rate of bone mineral loss causes a disease called Osteoporosis [1], [2] which is one of the most common causes of bone fracture [3], [4]. Especially in women in menopause [5], [6], as well as women who breastfeed children. Which leads to a lack of calcium in the women body, which decreases due to the frequent intake of medications, poor nutrition [7], drugs, and lack of exposure to sunlight [8]. It plays a role in increasing vitamin D3 which is responsible for fixing calcium in the body. All of these factors lead to significant reduction in bone structure [9]-[11]. In order to diagnose bone, whether it is infected or not, we need to measure bone mineral density [12], [13], there are several techniques to measure bone mineral density, such as X-ray [14], CT scan [15], dual energy X-ray absorptiometry (DEXA) [16] scan which differ in their quality and radiation dose. We will use DEXA because it has lower radiation dose than CT scan [17].

Lu et al. [18], showed a noise reduction algorithm for medical images, where he employed multi-resolution analysis (MRA) and component substitution (CS). He calculated the threshold through CS after it was filtered. Then the bivariate threshold is used on the wavelet coefficients, where the image is processed, the last stage is to convert the result in reverse. The author compared Bayes' and other methods with the proposed system. Pal and Anburajan [19], presented an Osteoporosis detection via plain digital radiograph of calcaneus, using canny edge detection and get the number of black and white pixels when they calculated trabeculae of calcaneus. Gray level co-occurrence matrix (GLCM), is a texture analysis technique that was used to extract features. Bone mineral density determined by DEXA in the right proximal femur. Lu et al. [20], have introduced semi-supervised machine learning trained for DXA, using questionnaire data for Osteoporosis risk assessment. The model in this paper achieves the accuracy of 0.78. Agarwal et al. [21], the author employed a pre-trained
model from the CNN Alex net, taking into account the size of the image in proportion to the Alex net, and the accuracy was 96%. The author obtained a binary image from a grayscale one via thresholding, which step produced greater brightness and contrast than previously. Fathima et al. [22], showed how Osteoporosis can be diagnosed by bone mineral density (BMD), and how BMD can be measured by X-ray, DEXA, where the author showed that when using two types of images DEXSIT and XSITRAY. Then, they improved and enhanced the original images and divided the enhanced image and then the author employs deep learning and machine learning to get good finding.

Krishnaraj et al. [23], used deep learning to analyze sagittal view of CT spine, also used two U-nets for multiclass segmentation. The results of the paper showed that the specificity, accuracy and sensitivity of Osteoporosis detection is as follows 72.7 specificity, 82% accuracy, 84.4% sensitivity. Chen and Prasath [24] presented a new parameter for connectivity between the components to assess bone mineral density and (Z, T) score. Then, the scale value that defines connectivity between the components is evaluated. The value calculate both T, Z values that identify intensity value and quality. Hussain et al. [25], compare the current pixel label decision tree to the global threshold (GT), the region growing threshold (RGT), and artificial neural network (ANN). On a DXA picture, the segmentation accuracy was 91.4% greater.

2. PROPOSED SYSTEM

Figure 1 shows the developed system for Osteoporosis detection. It is consists of 4 stages: i) image loading from dataset, ii) pre-processing Which prepares the image in an appropriate manner, eliminating noise, correction, and extracting the area of interest, followed by iii) Smudging to obtain agglomerations with close values Which contributed to raising the accuracy of iv) Osteoporosis detection model convolutional neural network (CNN). Methods section will explain each stage in detail.

![Figure 1. The layout of the developed system for Osteoporosis detection](image)

3. METHODS

As we explained earlier, the proposed system contains several basic stages: first stage is loading original image from dataset. second stage is preprocessing stage. Followed by smudging stage. Finally, classification using convolutional neural network. All these stages will be discussed in details stages that will discuss in detail in this section.
3.1. Pre-processing

The original image contains many uninformative parts, it is preferable to remove these elements and properly prepare the image before diagnosing it because the original image has a lot of uninformative portions. Which in turn reduces the accuracy of the diagnosis: this procedure is known as pre-processing. This stage consists of several secondary stages through which the image is prepared correctly to be classified.

3.1.1. Smoothing

The acquired image will be noisy because of the low radiation dose we used to obtain it, so we improve it by applying a smoothing filter. The (3×3) mean filter was used for this task. The original and smoothed images are shown in Figures 2 and 3.

![Original image DEXA image](image1)

![Smoothed image using mean Filter](image2)

3.1.2. Mapping

Gamma mapping presents to correct bright and dark region as needed according to (1).

\[ G_{out} = ( \frac{G_{in} - \text{Min}}{\text{Max} - \text{Min}} )^\gamma * 255 \]  \hspace{1cm} (1)

When \( \gamma \) greater than 1, the contrast of the light gray area is enhanced. When \( \gamma \) smaller than 1, the contrast of the dark gray area is enhanced When \( \gamma = 1 \), this transformation is linear, that is, the original image is not change. Figure 4 shows Gamma mapping progress. Figure 5 shows gamma mapping result with \( \gamma = 2 \).

![G-mapping for correcting images](image3)

3.1.3. Segmentation

In order to region of interest allocation there is a need to separate image background from object using what is known segmentation process, which isolate spine from background based on variable threshold
according to local pixel value. The main objective of segmentation is to facilitate the subsequent steps of pre-processing. Figure 6 presents the segmented image.

3.1.4. Noise removal

It is the process of removing distorted pixels spread over background of an image using via line mask erosion. Erosion is one of the most important morphology operations, which aims to extend the background and reduce the foreground, by sliding the structure element over the whole image. When the center pixel and all its neighbor have value (1) the background is set to be object (foreground), if any of the pixel value is (0) it remains background as shown in Figure 7.

3.1.5. Region of interest (ROI)

Because raw images have a lot of uninformative areas that slow down processing and reduce accuracy. It is important to crop them into areas that have the rich information needed to represent the entire image. I.e. a portion of the image required to operate on the image. When attempting to identify which class an image belongs to, ROI saves both time and effort as shown in Figure 8.

![Figure 5. Corrected image by G-mapping](image1)

![Figure 6. Segmented image](image2)

![Figure 7. Noise removal by erosion](image3)

![Figure 8. ROI allocation](image4)
### 3.2. Smudging

It is the process of merging small scattered and converging areas and converting them into agglomerations. All the pixels in one agglomerations have close values, and agglomerations differ in size and color. This technique is used in remote sensing where small details are neglected and make the region has one color to better understand the map, where the agricultural areas are given a green color even if they are separate, while the water is colored blue or cyan. The same can applies to medical images, where small, useless details are neglected. The result is an image that is easy to classify, as shown in Figure 9.

![Smudging using mean filter](image)

Figure 9. Smudging using mean filter [7x7, 5x5 and 3x3 window size]

### 3.3. Classification using convolutional neural network

The pre-processed image is being ready for feature extraction, matching, and decision. The proposed system shortens these steps by using the convolutional neural network (CNN) which consists of a number of layers. Table 1 shows all layers with their parameters.

| Layer                          | Param                          |
|-------------------------------|--------------------------------|
| imageInputLayer               | [400 90 3]                     |
| convolution2dLayer            | (3,9,'Padding','same')         |
| batchNormalizationLayer       | default                        |
| reluLayer                     | default                        |
| maxPooling2dLayer             | (2, 'Stride',2)                |
| convolution2dLayer            | (3,27,'Padding','same')        |
| batchNormalizationLayer       | default                        |
| reluLayer                     | default                        |
| maxPooling2dLayer             | (2, 'Stride',2)                |
| convolution2dLayer            | (3,81,'Padding','same')        |
| batchNormalizationLayer       | default                        |
| reluLayer                     | default                        |
| dropoutLayer                  | (0.5)                          |
| fullyConnectedLayer           | (3)                            |
| softmaxLayer                  |                                |
| classificationLayer           |                                |

a. Convolutional layer: This layer extracts features by sliding a weighted mask over the source image and performing dot product multiplication to create a feature map. The weights are produced at random after going through the batch normalization (BN), pooling, and rectified linear unit (ReLU) layers several times. Weights that represent features are adjusted until they are optimal for the input image.

b. Batch normalization (BN): A large number of each channel is reduced by the batch normalization (BN) layer by first normalizing the activation of each channel by subtracting the mean of the mini-batch and dividing on the standard deviation of the mini-batch, and then shifting and scaling the input of the layer. By doing this, the training process is sped up and network startup sensitivity is eliminated. This layer is used in between the convolutional layer and the ReLU layer.
c. Rectified linear unit (ReLU): Since images are inherently non-linear and contain non-linear elements like color and border, the rectifier function is used to enhance the non-linearity of the image. In order to guarantee that just the robust feature was selected, ReLU was used to change all negative integers to zero and only use positive values. ReLU is one of best layers the used to increase non-linearity.

d. Max pooling layer: The use of a max pooling layer has reduced spatial pattern. Important features are returned by sliding a mask with a known dimension over the feature map produced by the previous convolutional layer, but the max is empty. At each step, the highest value lying beneath this mask is chosen for the new feature map, which is then passed to the subsequent convolutional layer.

e. Fully connected layer: This layer represents a feature vector that contains the most crucial data from the input; during training. It collects the features from all prior convolutional layers that can be used for identification later. For example, it trains a hidden layer to provide the likelihood of each class.

f. SoftMax layer: Each class has a probability. For example (0.01, 0.9). The output of the softMax layer is a probability number ranging from zero to one (0-1). (0.011, 0.005). Softmax gives the candidate class a high probability and ignores the others.

g. Loss of function: This function is used to calculate the loss (error) at each trading epoch. It is also a significant factor that is crucial to the backpropagation updating of weight. It illustrates the discrepancy between the genuine label and the expected output.

4. RESULTS AND DISCUSSION

The results showed that the smudging process increased the accuracy of the diagnosis by an excellent rate where the accuracy of detection on the original image without preprocessing 46% and after preprocessing was 78%, while when using smudging the results reached 98%. Where the CNN deep learning algorithm was used and the parameters were 100 epoch, learning rate 0.01. The dataset was divided between training and testing 75% and 25% respectively. It is worth noting that the number of samples used for each class is 54 samples.

5. CONCLUSIONS

The study showed that the use of the original dataset images could not be relied upon in the diagnosis unless it went through preprocessing step. The study also showed that the process of removing noise, correcting the image using Gamma and truncation of the region of interest will increase the accuracy of the detection and reduce the processing and training time. Finally, the results of the study showed that the smudging process has increased the accuracy of the diagnosis to some extent, and that the use of the CNN model is better than the traditional methods as it extracts the features automatically instead of relying on a single feature and this saves time and effort.
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