Gravitational-wave inference in the catalog era: evolving priors and marginal events
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As the number of gravitational-wave transient detections grows, the inclusion of marginally significant events in gravitational-wave catalogs will lead to increasing contamination from false positives. In this paper, we address the question of how to carry out population studies in light of the fact that some fraction of marginally significant gravitational-wave events are of terrestrial origin. We show that previously published estimates of $p_{\text{astro}}$, the probability that an event is of astrophysical origin, imply an effective noise likelihood, which can be used to take into account the uncertain origin of marginal events in population studies. We derive a formalism to carry out population studies with ambiguous gravitational-wave events. We demonstrate this formalism using events from the LIGO/Virgo Gravitational-Wave Transient Catalog 1 (GWTC-1) as well as events from the Venumadhav et al. “IAS catalog.” We provide updated individual-event posterior distributions for population parameters and discuss how they change when we take into account $p_{\text{astro}}$. We provide updated individual-event posterior distributions by including population information.

I. INTRODUCTION

Gravitational-wave astronomy is providing us with a new way to probe compact objects. Gravitational-wave signals from coalescing binary black holes are typically described by fifteen parameters [1]: eight intrinsic parameters describing the masses and spins of the black holes and seven extrinsic parameters describing their orientation and location in space and time. Signals from binary neutron star mergers are described by additional tidal parameters.

Gravitational-wave astronomers infer these parameters using Bayesian inference. Bayesian parameter estimation software is used to construct probability distributions for each parameter using stochastic samplers such as nested samplers (e.g., [2]) or Markov Chain Monte Carlo (e.g., [3]), or, alternatively, likelihood interpolation methods (e.g., [4, 5]). These distributions allow us to probe the formation mechanism of compact binaries [6–15], the fate of massive stars [16, 17], and the nature of matter at extreme densities [18], and cosmological parameters [19–21], to name a few highlights.

During the first and second observing runs of Advanced LIGO [22] and Virgo [23] (called O1 and O2 respectively), there were eleven gravitational-wave detections [24]. The LIGO/Virgo catalog (GWTC-1) includes ten binary black hole detections and one from a binary neutron star detection [25]. Independent analyses of LIGO/Virgo open data [26] have yielded additional catalogs [27–29], which confirm many of the original detections, while identifying 9 additional events and one candidate event that are more likely than not to be astrophysical in origin. These catalogs have facilitated population studies of compact binary mergers, which are beginning to shed light on the nature of stellar evolution and the formation mechanisms of compact binaries [12, 14–17, 30–37].

The latest LIGO/Virgo observing run (O3) is underway and gravitational-wave detections are being recorded at a rate of roughly one event a week. As gravitational-wave transient catalogs grow, we expect an increasing number of marginal events to be included, ultimately leading to low-level contamination of false-positive events. If we fail to take into account the fact that some events in the growing catalogs are likely of terrestrial origin, we are liable to draw faulty conclusions about the population properties of compact binaries.

Gravitational-wave transient candidates are classified by $p_{\text{astro}}$, the probability that the event is of astrophysical origin [38]. In [24], a threshold of $p_{\text{astro}} > 0.5$ is applied in order to determine if a candidate is included in GWTC-1. However, the population analysis of GWTC-1 [15] does not take into account the ambiguous nature of some events. This is problematic considering one of the most massive events is observed with $p_{\text{astro}}$ ranging from 0.52-0.98, depending on the search pipeline [24]. Subsequent detection claims in [29] include events with unusually large spins, but borderline values of $p_{\text{astro}}$.

In this paper, we derive a formalism that takes into account the uncertain origin of gravitational-wave detections using $p_{\text{astro}}$, building on work from [39] and [40]. We demonstrate this formalism using events in the GWTC-1 [24] and “IAS” [29, 41, 42] catalogs. The remainder of this paper is organized as follows. In Section II we derive a formalism to carry out population studies with ambiguous events, culminating in Eq. 40, which provides the likelihood function for $N$ gravitational-wave events, taking into account $p_{\text{astro}}$, selection effects, and merger rate. In Section III we apply our formalism to events in the GWTC-1 and IAS catalogs. We investigate how the uncertain origin of some events affects the astrophysical interpretation of these catalogs. In Section IV, we present updated posterior distributions for events in GWTC-1 and the IAS catalog using prior distributions informed by the population Section III. In Section V, we provide closing thoughts and discuss possible avenues for future work.
II. FORMALISM

In this section, we derive a formalism that uses the $p_{\text{astro}}$ values of each gravitational-wave event to inform our population analyses. In II A, we show how $p_{\text{astro}}$ implies an effective noise evidence. This effective noise evidence can be used to construct a more general “astro” likelihood function, which allows for a candidate event to be either astrophysical or terrestrial in origin. In II B, we apply the astro likelihood to study individual events with ambiguous origin. In subsection II C, we extend the astro likelihood from single events to ensembles of $N$ events. In II D, we take into account selection effects. In II E, we take into account Poisson counting statistics and merger rate. In II F, we combine the results from the previous subsections to derive a final formula (Eq. 40) for population inference with ambiguous events and selection effects. Finally, in II G, we describe how to update initial estimates of $p_{\text{astro}}$ using the results of population inference.

A. The effective noise evidence

We begin with likelihood function which includes the possibility of the signal being astrophysical or terrestrial:

$$L_{\text{astro}}(d|\theta) = \xi L(d|\theta) + (1-\xi) L(d|\emptyset).$$

Here $\xi$ is the prior for the astrophysical hypothesis and $1-\xi$ is the prior for the terrestrial hypothesis. Meanwhile, $L(d|\theta)$ is the (usual) likelihood of the data $d$ given signal parameter $\theta$, and $L(d|\emptyset)$ is the likelihood of the data given noise.

We take the signal likelihood to be Gaussian

$$\log L(d|\theta) = -\frac{1}{2} \left[ \langle d, d \rangle - 2 \langle d, \mu(\theta) \rangle + \langle \mu(\theta), \mu(\theta) \rangle \right],$$

where we use the inner product convention

$$\langle a, b \rangle \equiv 4\Delta f \sum_j \Re \left( \frac{a^*_j b_j}{P_j} \right).$$

Here, the sum over $j$ denotes a sum over frequency bins with width $\Delta f$, while $P_j$ is the noise power spectral density. In many applications of gravitational-wave inference [24, 43, 44], the noise likelihood is taken to be Gaussian as well

$$\log L(d|\emptyset) = -\frac{1}{2} \langle d, d \rangle.$$  \hspace{1cm} (4)

This is probably a reasonable approximation for unambiguous detections and is consistent with the signal likelihood in Eq. 2. However, the Gaussian noise assumption is likely to break down for marginal events. This is clear when we consider the fact that detection significance is determined using time slides (and other bootstrap methods) due to the unreliability of the Gaussian noise assumption [45–47]. Thus we must construct some “effective noise likelihood”.

Recent work describes procedures for calculating significance using $p_{\text{astro}}$, the probability that a trigger is of astrophysical origin [24, 38, 48, 49]; for more discussion, see Appendix A. Assuming $p_{\text{astro}}$ satisfies this property, it can be interpreted as

$$p_{\text{astro}} = \frac{\xi L(d)}{\xi L(d) + (1-\xi) L_{\text{eff}}(d|\emptyset)}. \hspace{1cm} (5)$$

Here

$$L_\theta(d) = \int d\theta L(d|\theta) \pi(\theta),$$

is the Bayesian evidence for the astrophysical hypothesis. We rearrange this equation to solve for “the effective noise evidence”

$$L_{\text{eff}}(d|\emptyset) \equiv \left( \frac{\xi}{1-\xi} \right) \left( \frac{1-p_{\text{astro}}}{p_{\text{astro}}} \right) L_\theta(d). \hspace{1cm} (7)$$

It is instructive to study the limiting behavior of the effective noise evidence. For triggers with $p_{\text{astro}} \approx 50\%$ (and given equal prior support for each hypothesis), the effective noise evidence is equal to the signal evidence—in agreement with intuition. It is also worth pausing to ask: is it inconsistent to adopt a Gaussian likelihood for the signal while adopting a different model for the noise? We argue that this is a reasonable model for LIGO/Virgo data. Both signals and glitches are relatively rare. If we assume there is a signal in the data, it is a good approximation to assume that there is probably no glitch present, and so the Gaussian noise approximation is suitable. However, when choosing a suitable noise likelihood, we are interested precisely in the rare glitches that give rise to spurious triggers. Thus, a non-Gaussian likelihood (inferred using $p_{\text{astro}}$) is suitable.

While we are somewhat quick to dismiss the chance of a simultaneous signal and glitch, we acknowledge that such a coincidence occurred during the observation of GW170817 [25]. The approach taken at the time was to excise the glitch from the data [50], which is tantamount to the construction of a boutique signal likelihood function. In other words, signals on top of glitches are currently treated on a case-by-case basis. It is interesting to consider how one might develop a systematic signal+glitch likelihood. We touch on this again in Section V.

Putting everything together, we rewrite the astro likelihood in terms of $p_{\text{astro}}$:

$$L_{\text{astro}}(d|\theta) \equiv \xi L(d|\theta) + (1-\xi) L_{\text{eff}}(d|\emptyset)$$

$$= \xi \left( L(d|\theta) + \frac{1-p_{\text{astro}}}{p_{\text{astro}}} L_\theta(d) \right). \hspace{1cm} (8)$$

Our results so far are similar to the findings from [40], which employ a mixture model likelihood function and a specific model for the noise likelihood. Our approach,
however, does not require us to select a noise model. Rather, in our formulation, the noise model is hidden within \( p_{\text{astro}} \). An advantage of this more general approach is that one can take values of \( p_{\text{astro}} \) at face value without needing to know the precise recipe for how each value of \( p_{\text{astro}} \) is calculated. This allows the population inference problem to be framed in a way that is decoupled from the noise model. It also enables analysis of candidate events identified by different pipelines using different noise models [51].

### B. Posteriors for ambiguous events

Using the astro likelihood from Eq. 8, we construct a posterior for \( \theta \)

\[
P_{\text{astro}}(\theta|d) = \frac{L_{\text{astro}}(d|\theta)p(\theta)}{Z_{\text{astro}}},
\]

where

\[
Z_{\text{astro}} = \int d\theta \pi(\theta)L_{\text{astro}}(d|\theta)
\]

\[
= \frac{\xi}{p_{\text{astro}}}L_{\theta}(d)
\]

We use capital \( P \) for posteriors to avoid confusion with \( p_{\text{astro}} \).

Substituting, we obtain the following expression for the joint posterior

\[
P_{\text{astro}}(\theta|d) = p_{\text{astro}} \frac{L(d|\theta)p(\theta)}{L_{\theta}} + (1 - p_{\text{astro}})\pi(\theta).
\]

Of course, the term

\[
P(\theta|d) = \frac{L(d|\theta)p(\theta)}{L_{\theta}}
\]

is just the usual expression for the posterior of \( \theta \) given the astrophysical hypothesis. Thus the astro likelihood can be rewritten like so

\[
P_{\text{astro}}(\theta|d) = p_{\text{astro}} P(\theta|d) + (1 - p_{\text{astro}})\pi(\theta).
\]

Eq. 14 is an intuitive equation, which is highlighted by considering different limiting cases. If the signal evidence is much larger than the noise evidence, the \( \xi \)-marginalized posterior reproduces the signal-hypothesis posterior:

\[
\lim_{p_{\text{astro}} \to 1} P_{\text{astro}}(\theta|d) = P(\theta|d).
\]

On the other hand if the noise evidence is much larger than the signal evidence, the \( \xi \)-marginalized posterior reproduces the prior

\[
\lim_{p_{\text{astro}} \to 0} P_{\text{astro}}(\theta|d) = \pi(\theta).
\]

In between these two limiting cases, the posterior is a weighted average of the signal-hypothesis posterior and the prior.

There are practical consequences of this result for marginal events. Consider the case where we observe an extraordinary event, which—if real—has important implications for astrophysics. However, the hypothetical event is ambiguous. We may choose to ask an astrophysical question of this event such as: “What is the probability of this event occurring in a mass gap?” If there is any doubt as to whether the event in question is real, then this formalism provides a way to answer these questions in a statistically rigorous way. It provides a more satisfying answer than a conditional answer, e.g., “If the event is real, then the probability that the event is in the mass gap is...”

### C. Population studies with marginal events

When there are multiple events, the astro likelihood becomes

\[
L_{\text{astro}}(d|\Lambda) = \prod_i \int d\theta_i L_{\text{astro}}(d_i|\theta_i)p(\theta_i|\Lambda).
\]

The variable \( \Lambda \) refers to population hyper-parameters. Ignoring selection effects for the moment, the total astro likelihood is

\[
L_{\text{astro}}(d|\Lambda) = \xi \prod_i \left( \frac{1 - p_{\text{astro}}(\Lambda)}{p_{\text{astro}}(\Lambda)} + 1 \right) L_{\theta}(d_i|\Lambda),
\]

where

\[
L_{\theta}(d_i|\Lambda) = \int d\theta_i L(d_i|\theta_i)p(\theta_i|\Lambda).
\]

Once again, it is instructive to consider the limiting cases for an event with different values of \( p_{\text{astro}} \). When the event is unambiguously astrophysical, the contribution to the likelihood becomes

\[
\lim_{p_{\text{astro}} \to 1} \left( \frac{1 - p_{\text{astro}}(\Lambda)}{p_{\text{astro}}(\Lambda)} + 1 \right) L_{\theta}(d_i|\Lambda) = L_{\theta}(d_i|\Lambda),
\]

which is the solution obtained assuming the event is definitely astrophysical. On the other hand, if an event is of terrestrial origin, the contribution to the likelihood becomes

\[
\lim_{p_{\text{astro}} \to 0} \left( \frac{1 - p_{\text{astro}}(\Lambda)}{p_{\text{astro}}(\Lambda)} + 1 \right) L_{\theta}(d_i|\Lambda)
\]

\[
= 1 - p_{\text{astro}}(\Lambda) L_{\theta}(d_i|\Lambda)
\]

\[
\propto L_{\text{eff}}(d|\Lambda),
\]

[51]
which does not depend on Λ (see Eq. 7), and thus does not influence our inferences about population hyperparameters. In the remainder of this paper, we write \( L(d|Λ) \) with no θ subscript for compact notation, though, it is understood that we have marginalized over θ.

### D. Selection effects

When we include selection effects, the signal likelihood changes:

\[
L(d|Λ, \text{det}) = \frac{1}{p_{\text{det}}(Λ)} L(d|Λ) = \left( \frac{V_{\text{tot}}}{V(Λ)} \right) L(d|Λ). \tag{22}
\]

The normalization factor ensures that the likelihood is correctly normalized following our decision to focus on data that includes a detection, denoted “det” [52]. Here, \( p_{\text{det}}(Λ) \) is the probability of detecting an event drawn from the population described by Λ while \( V(Λ) \) is the visible spacetime volume for which events are detected above some threshold:

\[
V(Λ) = \int dθ V(θ) π(θ|Λ). \tag{23}
\]

The factor of \( V_{\text{tot}} \) is the total spacetime volume implied by the maximum comoving distance allowed by our prior distributions:

\[
V_{\text{tot}} = T_{\text{obs}} \int_{z_{\text{max}}} dz \frac{V_c}{(1+z)} dz. \tag{24}
\]

Here, \( V_c \) is the comoving volume, \( T_{\text{obs}} \) is the total observation time, \( z \) is redshift, and \( z_{\text{max}} \) is the redshift corresponding to the maximum comoving distance.

Returning to our mixture model, we have

\[
L_{\text{astro}}(d|Λ, \text{det}) = ξ L(d|Λ, \text{det}) + (1 − ξ) L(d|0, \text{det}) = ξ \frac{V_{\text{tot}}}{V(Λ)} L(d|Λ) + \frac{1}{p_{\phi}} (1 − ξ) L(d|0). \tag{25}
\]

Here, \( p_{\phi} \) is the normalization factor introduced by throwing out data that does not pass the detection criterion; we derive an expression for it below. The definition of \( p_{\text{astro}} \) does not depend on the detection threshold; we can calculate it for events with arbitrarily low signal-to-noise ratio. Thus, the relationship between the \( p_{\text{astro}} \) and the effective noise evidence is the same as it was before and so the astro likelihood becomes

\[
L_{\text{astro}}(d|Λ, \text{det}) = ξ \left( \frac{V_{\text{tot}}}{V(Λ)} + \frac{1}{p_{\phi}} \left( 1 − p_{\text{astro}}(Λ) \right) \right) L(d|Λ). \tag{26}
\]

We see that

\[
L_{\text{astro}}(d|Λ, \text{det}) \propto \frac{1}{V(Λ)} \tag{27}
\]

as one might naively expect.

It is difficult to determine \( p_{\phi} \) from first principles because of the complicated process by which data are matched filtered and detections are identified. An alternative approach is to choose a value, which yields the correct behaviour for \( L_{\text{astro}} \). We therefore consider the case where \( p_{\text{astro}} = 0.5 \) so that the astrophysical hypothesis and the terrestrial hypothesis are given equal weight:

\[
L_{\text{astro}}(d|Λ, \text{det}) = ξ \left( \frac{V_{\text{tot}}}{V(Λ)} + \frac{1}{p_{\phi}} \right) L(d|Λ). \tag{28}
\]

Next, we investigate how the likelihood varies for small perturbations around \( Λ_0 \), a fiducial first-guess for the population hyper-parameter, used to calculate preliminary significance estimates \( p_{\text{astro}}(Λ_0) \). In order to give equal weight to the signal and noise hypotheses in the vicinity of \( Λ_0 \), one finds

\[
p_{\phi} = \frac{V(Λ_0)}{V_{\text{tot}}}. \tag{29}
\]

where \( V(Λ_0) \) is the visible spacetime volume described by the fiducial model used to calculate \( p_{\text{astro}} \). We therefore adopt this value of \( p_{\phi} \) so that the astro likelihood is

\[
L_{\text{astro}}(d|Λ, \text{det})
\]

\[
= ξ \left( \frac{V_{\text{tot}}}{V(Λ_0)} \right) L(d|Λ)
\]

\[
= ξ \left( \frac{V(Λ_0)}{V(Λ)} \right) L(d|Λ). \tag{26}
\]

Finally, writing our expression for \( N \) events we obtain,

\[
L_{\text{astro}}(d|Λ, \text{det})
\]

\[
= ξ^N \left( \frac{V_{\text{tot}}}{V(Λ_0)} \right)^N \prod_{i} \left( 1 − \frac{p_{\phi}}{p_{\text{astro}}(Λ)} \right) + \frac{V(Λ_0)}{V(Λ)} L(d_i|Λ). \tag{31}
\]

Conveniently, the \( V_{\text{tot}} \) term becomes an overall multiplicative constant. We use Eq. 31 to derive the final likelihood for population analysis with selection effects and ambiguous detections.

### E. Poisson statistics and merger rates

Next, following [53] (see their Section IIIC), we promote ξ to a hyper-parameter. The prior on ξ, which is conditional on \( N \), is related to a likelihood function:

\[
π(ξ|N) = nL_{\text{Poisson}}(N|R, R_g, Λ). \tag{32}
\]
Here, \( n = N/\xi \) is the number of analysis segments and \( \mathcal{L}(N|...) \) is the likelihood of getting \( N \) events given an astrophysical rate \( R \) and a glitch rate \( R_g \).

This result is useful because we do not have to recalculate \( \mathcal{P}_{\text{astro}} \) in order to do population inference; we can use the \( \mathcal{P}_{\text{astro}}(\Lambda_0) \) published in transient catalogs. Next, we make the usual approximation to rewrite the ratio of likelihoods as a sum that recycles posterior samples \([54]\):

\[
\mathcal{L}_{\text{tot}}(\bar{d}, N|\Lambda, R, R_g, \text{det}) 
\propto \left( RV(\Lambda) + R_g T_{\text{obs}} \right)^N e^{-(RV(\Lambda) + R_g T_{\text{obs}})} \prod_i \left( \frac{1 - \mathcal{P}_{\text{astro}}^i(\Lambda)}{\mathcal{P}_{\text{astro}}^i(\Lambda)} \right) + \left( \frac{\mathcal{V}(\Lambda_0)}{\mathcal{V}(\Lambda)} \right) \mathcal{L}(d_i|\Lambda) 
\]

\[
\mathcal{L}_{\text{tot}}(\bar{d}, N|\Lambda, R, R_g, \text{det}) 
\propto \left( RV(\Lambda) + R_g T_{\text{obs}} \right)^N e^{-(RV(\Lambda) + R_g T_{\text{obs}})} \prod_i \left( \frac{1 - \mathcal{P}_{\text{astro}}^i(\Lambda)}{\mathcal{P}_{\text{astro}}^i(\Lambda)} \right) + \left( \frac{\mathcal{V}(\Lambda_0)}{\mathcal{V}(\Lambda)} \right) \mathcal{L}(d_i|\Lambda_0) 
\]

\[
\mathcal{L}_{\text{tot}}(\bar{d}, N|\Lambda, R, R_g, \text{det}) 
\propto \left( RV(\Lambda) + R_g T_{\text{obs}} \right)^N e^{-(RV(\Lambda) + R_g T_{\text{obs}})} \prod_i \left( \frac{1 - \mathcal{P}_{\text{astro}}^i(\Lambda)}{\mathcal{P}_{\text{astro}}^i(\Lambda)} \right) + \left( \frac{\mathcal{V}(\Lambda_0)}{\mathcal{V}(\Lambda)} \right) \frac{1}{n_i} \sum_k \frac{\pi(\theta_{i,k}|\Lambda)}{\pi(\theta_{i,k}|\Lambda_0)} \mathcal{L}(d_i|\Lambda_0). 
\]

\[
\mathcal{L}_{\text{Poisson}}(N|R, R_g, \Lambda) = \frac{(RV(\Lambda) + R_g T_{\text{obs}})^N}{N!} e^{-(RV(\Lambda) + R_g T_{\text{obs}})} 
\]

Thus, the “total likelihood” for both \( N \) and \( \bar{d} \) is:

\[
\mathcal{L}_{\text{tot}}(\bar{d}, N|\Lambda, R, R_g, \text{det}) = \frac{1}{N!} \prod_i \left( \frac{1 - \mathcal{P}_{\text{astro}}^i(\Lambda)}{\mathcal{P}_{\text{astro}}^i(\Lambda)} \right) + \mathcal{L}(d_i|\Lambda) 
\]

\[
\mathcal{L}_{\text{tot}}(\bar{d}, N|\Lambda, R, R_g, \text{det}) = \frac{1}{N!} \prod_i \left( \frac{1 - \mathcal{P}_{\text{astro}}^i(\Lambda)}{\mathcal{P}_{\text{astro}}^i(\Lambda)} \right) + \mathcal{L}(d_i|\Lambda_0) 
\]

\[
\mathcal{L}_{\text{tot}}(\bar{d}, N|\Lambda, R, R_g, \text{det}) = \frac{1}{N!} \prod_i \left( \frac{1 - \mathcal{P}_{\text{astro}}^i(\Lambda)}{\mathcal{P}_{\text{astro}}^i(\Lambda)} \right) + \mathcal{L}(d_i|\Lambda_0) 
\]
We marginalize over $R$ and $R_g$ using a Jeffrey’s prior for both the merger rate and glitch rate,
\[
\pi(R) \propto \frac{1}{\sqrt{R}}; \quad (38)
\]

\[
\pi(R_g) \propto \frac{1}{\sqrt{R_g}}. \quad (39)
\]

The result of the marginalization integral is the main punchline of this section:

\[
\mathcal{L}_{\text{tot}}(\vec{d}, N|\Lambda, R_g, \text{det}) = \int dR \mathcal{L}_{\text{tot}}(\vec{d}, N|\Lambda, R, R_g, \text{det})\pi(R)\pi(R_g)
\]

\[
\propto \frac{1}{\sqrt{V(\Lambda)}} Y(R_g T, N) \prod_i \left( \frac{1 - p_{\text{astro}}^i(\Lambda_0)}{p_{\text{astro}}^i(\Lambda_0)} \right) + \left( \frac{V(\Lambda_0)}{V(\Lambda)} \right) \frac{1}{n_i} \sum_k \frac{\pi(\theta_i,k|\Lambda_0)}{\pi(\theta_i,k|\Lambda_0)} \mathcal{L}(d_i|\Lambda_0). \quad (40)
\]

Here, $Y(R_g T, N)$ is some function for which we can obtain the analytic form using, e.g., Mathematica,

\[
V(\Lambda)^{-1/2} Y(R_g T, N) \equiv \int dR \int dR_g \frac{1}{\sqrt{R_g R}}
\]

\[
(RV(\Lambda) + R_g T_{\text{obs}})^N e^{-(RV(\Lambda) + R_g T_{\text{obs}})} \quad (41)
\]

The function $Y$ contains hyper-geometric functions, and goes to 1 in the limit that $R_g = 0$. Conveniently, the $R_g$ dependence of the likelihood is entirely encoded in $Y$, which does not depend on $\Lambda$. Thus, the likelihood factorizes, allowing us to effectively ignore $R_g$ when making inferences about $\Lambda$. We obtain a familiar expression for $\mathcal{L}_{\text{tot}}$ when we take the limit that $R_g \to 0$ and $p_{\text{astro}} \to 1$.

In the limit that $p_{\text{astro}} \to 0$, we get the correct scaling with $V(\Lambda)$; i.e., we recover our prior. Following hyper-parameter estimation of $\Lambda$, posterior distributions for $R$ and $R_g$ may be reconstructed in post-processing using Eqs. 37 and 40 by inverse transform sampling from the analytic CDF.

### G. Updating $p_{\text{astro}}$

Returning to Eq. 35, we can calculate $p_{\text{astro}}(\Lambda)$

\[
p_{\text{astro}}(\Lambda) = \left[ \left( \frac{1 - p_{\text{astro}}(\Lambda_0)}{p_{\text{astro}}(\Lambda_0)} \right) \frac{\mathcal{L}(d|\Lambda_0)}{\mathcal{L}(d|\Lambda)} + 1 \right]^{-1}, \quad (42)
\]

which is the revised astrophysical probability in light of what we have learned about the distribution of black hole mass and spin from the greater catalog. This equation passes the sanity check that $p_{\text{astro}}(\Lambda_0) = p_{\text{astro}}(\Lambda_0)$ when we set $\Lambda = \Lambda_0$.

This method of updating $p_{\text{astro}}$ can be used for event classification as in [38]. Following [38], one can define hyper-parameters that correspond to different categories of events, for example: binary black holes ($\Lambda_{\text{BBH}}$), binary neutron stars ($\Lambda_{\text{BNS}}$), and neutron star-black hole binaries ($\Lambda_{\text{NSBH}}$). One can calculate relative probabilities for different astrophysical categories, for example,

\[
p_{\text{BBH}} = \frac{p_{\text{astro}}(\Lambda_{\text{BBH}})}{p_{\text{astro}}(\Lambda_{\text{BNS}}) + p_{\text{astro}}(\Lambda_{\text{BBH}}) + p_{\text{astro}}(\Lambda_{\text{NSBH}})}. \quad (43)
\]

### III. DEMONSTRATION

#### A. Overview

In this Section, we demonstrate our formalism using 10 events from GWTC-1 [24] and 8 from the IAS catalog [29, 41, 42] using LIGO/Virgo open data [55]. Our analyses include events with $p_{\text{astro}} > 0.5$. We exclude the IAS event GW170402, which is described as only a candidate event. A complete list of the events and their respective $p_{\text{astro}}$ values are provided in Tab. I. In subsection III.B, we present posterior distributions for the marginal ($p_{\text{astro}} = 0.71$) IAS event GW151216. We highlight how inferences about this event change when we take into account its uncertain origin. In subsection III.C, we carry out a GWTC-1 population study based on work in [15] in order to investigate how our results vary depending on how we handle the origin of ambiguous events. In subsection III.D we investigate how these results change when we include events from IAS.

The calculations in this Section are carried out using the BILBY [44] with the nested sampler DYNesty [2]. For our population analyses we use the models from [36], as implemented in the GWPopulation package [56]. For our initial, single-event parameter estimation, we sample in priors which are uniform in component masses, uniform in dimensionless spin, and isotropic in spin orientation. We then re-weight our samples to priors in uniform component masses. We assume standard priors for extrinsic parameters.

Recent LIGO/Virgo publications have listed up to three different values for $p_{\text{astro}}$, corresponding to the values obtained using three different detection pipelines [24]. For some events, the numerical value of $p_{\text{astro}}$ can vary greatly. Recent detection claims by IAS have yielded yet
In this figure and subsequent figures throughout this work, we indicate credible intervals at $1\sigma$, $2\sigma$ and $3\sigma$, using increasingly light shading. In blue we plot the posterior assuming the event is definitely of astrophysical origin while in orange we plot the “astro” posterior (Eq. 14), which allows for the possibility of a terrestrial origin. As expected, the posterior distributions widen considerably when we take into account the possibility of terrestrial origin. Similar posterior plots for the other seven IAS events are included in Appendix B.

### C. Population studies with GWTC-1

We employ the methodology from Section II to measure the mass and spin distributions of binary black holes. We employ black hole mass “Model C” from [15]. For black hole spins, we employ the “Gaussian” model. The mass model consists of a power-law that tapers off at both ends of the mass function and has a Gaussian component at the upper end of the mass distribution. The mass distribution is modeled by eight hyper-parameters: $\alpha$, the spectral index of the primary mass power-law distribution; $\beta$, the spectral index of the mass ratio distribution; $\delta m$, the mass range over which the low-mass part of the black hole mass spectrum tapers off; $m_{\text{min}}$, the minimum mass of the distribution; and $m_{\text{max}}$, the maximum mass of the distribution. The Gaussian high-mass peak is described by three hyper-parameters: $\lambda$, the fraction of black holes in the peak; $\mu_m$, the mean mass of the peak; and $\sigma_m$, the standard deviation of the peak. For additional details, see [15, 36].

The spin orientation is described using a truncated Gaussian as in [12]. Meanwhile, the dimensionless spin magnitude is described by a beta function as in [8]. The spin model is described by six parameters: $\zeta$, the fraction of binaries with isotropic spin orientations; $\alpha_{\text{max}}$, the maximum spin; $\mu_{\chi}$, the mean value of the distribution of spin magnitudes; $\sigma_{\chi}$, the variance of the distribution of spin magnitudes; and $\sigma_{\lambda}$, the width of the distribution of spin orientations for the preferentially aligned spin component. We use a fixed value of $\zeta = 1$ and $\alpha_{\text{max}} = 0.8$ for our analysis. More detail on these models can be found in [8, 12, 15].

Figure 2 shows the posterior distribution for the mass hyper-parameters using only the GWTC-1 events. The blue contours are obtained weighting every event equally ($p_{\text{astro}} = 1$) while the orange contours take into account the relative origin of each event as per Eq. 40. Including information about $p_{\text{astro}}$ reduces support for a deviation from a power-law distribution (pushing $\lambda$ toward zero) while improving our estimate of the mean and variance of the putative pulsational pair-instability graveyard (producing more peaked distributions of $\mu_m$ and $\sigma_m$, respectively). This change can be explained by GW170729, which has the lowest $p_{\text{astro}}$ value in GWTC-1, but which includes support for higher primary mass than any other event. If GW170729 is of astrophysical origin, it should fall within the Gaussian component, but this requires the

### TABLE I: The gravitational-wave events used in this analysis.

| Event       | $m_{\text{source}}^\text{I} (M_\odot)$ | $\chi_{\text{eff}}$ | $p_{\text{astro}}$ | Catalog     |
|-------------|---------------------------------------|----------------------|---------------------|-------------|
| GW150914    | [32.50, 39.81]                        | [-0.15, 0.07]        | 1.00                | GWTC-1 [24] |
| GW151012    | [17.88, 35.50]                        | [-0.15, 0.27]        | 0.96                | GWTC-1 [24] |
| GW151216    | [19.94, 50.01]                        | [-0.21, 0.56]        | 0.71                | IAS [29]    |
| GW151226    | [10.61, 20.09]                        | [0.12, 0.35]         | 1.00                | GWTC-1 [24] |
| GW170104    | [25.59, 38.74]                        | [-0.23, 0.12]        | 1.00                | GWTC-1 [24] |
| GW170121    | [27.64, 41.06]                        | [-0.44, -0.00]       | 1.00                | IAS [41]    |
| GW170202    | [22.75, 44.18]                        | [-0.36, 0.12]        | 0.68                | IAS [41]    |
| GW170304    | [35.69, 56.00]                        | [-0.12, 0.34]        | 0.985               | IAS [41]    |
| GW170403    | [39.59, 70.60]                        | [-0.04, 0.10]        | 0.56                | IAS [41]    |
| GW170425    | [34.46, 63.26]                        | [-0.29, 0.22]        | 0.77                | IAS [41]    |
| GW170608    | [9.28, 15.46]                         | [-0.01, 0.19]        | 1.00                | GWTC-1 [24] |
| GW170727    | [33.62, 51.55]                        | [-0.28, 0.16]        | 0.98                | IAS [41]    |
| GW170729    | [41.99, 72.86]                        | [0.02, 0.47]         | 0.52                | GWTC-1 [24] |
| GW170809    | [29.04, 43.59]                        | [-0.10, 0.22]        | 1.00                | GWTC-1 [24] |
| GW170814    | [27.54, 35.42]                        | [-0.05, 0.19]        | 1.00                | GWTC-1 [24] |
| GW170817A   | [52.04, 84.02]                        | [0.01, 0.46]         | 0.86                | IAS [42]    |
| GW170818    | [30.80, 42.72]                        | [-0.29, 0.10]        | 1.00                | GWTC-1 [24] |
| GW170823    | [32.88, 50.52]                        | [-0.16, 0.23]        | 1.00                | GWTC-1 [24] |

In this figure and subsequent figures throughout the analysis. We list the 90% credible interval for $p_{\text{astro}}$, the primary source-frame mass of the compact binary and $\chi_{\text{eff}}$, the effective aligned spin of the binary—obtained here with Bilby. These credible intervals are obtained using the posterior distributions not weighted by $p_{\text{astro}}$. We also include $p_{\text{astro}}$, and the catalog that provides the listed value of $p_{\text{astro}}$. more variability in $p_{\text{astro}}$. We agree with the authors of [48] that this is problematic. In our view, the origin of an event should be independent of the search pipeline used to first identify it. While preliminary work has been undertaken to produce a single, pipeline-independent $p_{\text{astro}}$ [48], there is, at present, no published catalog of pipeline-independent $p_{\text{astro}}$.

Thus, as a temporary measure, we use $p_{\text{astro}}$ values from the PyCBC [45] pipeline for GWTC-1, except for GW170818 for which no PyCBC value is available, and so we use the $p_{\text{astro}}$ value from the GstLAL-based inspiral pipeline [46]. For events that are part of the IAS catalog, but which are not included in GWTC-1, we take the IAS value of $p_{\text{astro}}$ at face value. Two of the GWTC-1 events have $p_{\text{astro}}$ values measurably different from unity: GW170729 ($p_{\text{astro}} = 0.52$) and GW151012 ($p_{\text{astro}} = 0.96$). All of the IAS events have $p_{\text{astro}}$ values measured to be less than unity except for GW170121.

### B. GW151216: an ambiguous event

In order to illustrate the results from subsection III B, we derive posterior distributions for GW151216, an IAS event with $p_{\text{astro}} = 0.71$. The results are shown in Fig. 1. In this figure and subsequent figures throughout this work, we indicate credible intervals at $1\sigma$, $2\sigma$ and $3\sigma$, using increasingly light shading. In blue we plot the posterior assuming the event is definitely of astrophysical origin while in orange we plot the “astro” posterior (Eq. 14), which allows for the possibility of a terrestrial origin. As expected, the posterior distributions widen considerably when we take into account the possibility of terrestrial origin. Similar posterior plots for the other seven IAS events are included in Appendix B.
FIG. 1: Posterior distribution of extrinsic (left) and intrinsic (right) parameters for the IAS event GW151216 with $p_{\astrobol} = 0.71$. The blue contours represent the posterior distributions given the astrophysical hypothesis while the orange contours allow for the possibility of terrestrial origin.

peak to be broader.

Figure 3 shows the posterior distributions for the spin hyper-parameters using only events from GWTC-1. As before, orange includes $p_{\astrobol}$ weighting while blue does not. The quite modest differences between blue and orange indicate that GW170729 does not provide a great deal of information about the spin distribution of binary black holes. The most noticeable change is a slight preference for in-plane spin, indicated by a slight shift in the $\sigma_t$ posterior.

D. Population studies with GWTC-1 and the IAS catalog

In Fig. 4, we show the posterior distributions for the mass hyper-parameters using events from both GWTC-1 and IAS. Meanwhile, in Fig. 5, we show the posterior distributions for the spin hyper-parameters using events from both GWTC-1 and IAS. Blue indicates the results with GWTC-1 only while orange shows how the results change with the inclusion of IAS. Both results use the $p_{\astrobol}$ weighting from Eq. 40. We observe only small differences between blue and orange contours, indicating that the inclusion of the IAS events does not provide much resolving power beyond what is achieved with GWTC-1 alone. This is somewhat surprising as the eight IAS events contribute $\sum_i p_{\astrobol}^i = 6.5$ effective events, which constitutes a non-negligible increase in the number of events compared to GWTC-1 alone.

To further highlight the difference between the distributions of the mass and spin parameters informed by our population, we plot the reconstructed mass spectrum (Fig. 6) and spin spectrum (Fig. 7) for the population distributions for four population studies. In blue we plot GWTC-1 without accounting for $p_{\astrobol}$; in orange we plot GWTC-1 weighted by $p_{\astrobol}$; in green we plot GWTC-1 and IAS events without accounting for $p_{\astrobol}$; and in red we plot GWTC-1 and IAS events weighted by $p_{\astrobol}$. The solid curves are posterior predictive distributions while the shaded region indicates the 90% credible interval. If we do not account for $p_{\astrobol}$, the inclusion of the IAS events pulls the posterior predictive distribution to higher masses, lower mass ratios, and higher spin magnitudes.

IV. CATALOG UPDATE

In this Section, we use the results of the population study presented in the previous section to provide updates to GWTC-1 and IAS catalogs. First, in Subsection IV A, we use the mass and spin distributions inferred above to create an astrophysically motivated prior, which we use to reanalyze each event. By including this contextual information, it is possible to provide improved constraints on the parameters of individual events. Second, in Subsection IV B, we calculate updated values of $p_{\astrobol}$, taking into account what we have learned about the population properties of black holes from GWTC-1 and the IAS catalog.
A. Reanalysis of GWTC-1 with an astrophysically-motivated prior

Often, Bayesian parameter estimation for individual gravitational-wave events is carried out using priors that are uniform in component masses, uniform in spin magnitude, and isotropic in spin directions. These “flat” priors provide a useful starting point in the absence of confident predictions about the shape of these distributions. However, if we believe that our population model accurately describes the underlying distribution, we can use...
FIG. 4: Population posterior distributions of GWTC-1 and IAS catalog events for the mass hyper-parameters associated with the lower (left) and upper (right) mass peaks in the primary mass distribution. The blue contours are the posterior distributions for the GWTC-1 events only with $p_{\text{astro}}$ included, and the orange contours are the posterior distributions of the GWTC-1 and IAS events with $p_{\text{astro}}$ included.

FIG. 5: Population posterior distributions of GWTC-1 and IAS catalog events for the spin hyper-parameters; the blue contours represent the posterior distributions for the GWTC-1 events only with $p_{\text{astro}}$ included, and the orange contours represent the posterior distributions of the GWTC-1 and IAS events with $p_{\text{astro}}$ included.

the population of observations to create a physically informed prior for each of the events. This physically informed prior for event $j$ is the “leave-one-out” posterior-predictive distribution

$$P(\theta_j|\{d\}_{i\neq j}) = \int d\Lambda \pi(\theta|\Lambda) P(\Lambda|\{d\}_{i\neq j}).$$

(44)

Here, $P(\Lambda|\{d\}_{i\neq j})$ is the posterior distribution for the population parameters given all of the observations ex-
FIG. 6: Reconstructed distributions for primary mass ($m_1$) and mass ratio ($q$). Blue is the GWTC-1 catalog without $p_{\text{astro}}$; orange is the GWTC-1 catalog with $p_{\text{astro}}$; green is GWTC-1 and IAS catalogs without $p_{\text{astro}}$; and red is GWTC-1 and IAS catalogs with $p_{\text{astro}}$. The solid curves indicate the posterior predictive distributions, and the shaded regions represent the 90% credible region.

FIG. 7: Reconstructed distributions for spin magnitude ($a_1$) and orientation ($\cos t_1$). Blue is for the GWTC-1 catalog without $p_{\text{astro}}$; orange is GWTC-1 catalog with $p_{\text{astro}}$; green is GWTC-1 and IAS catalogs without $p_{\text{astro}}$; and red is GWTC-1 and IAS catalogs with $p_{\text{astro}}$. The solid curves indicate the posterior predictive distributions, and the shaded regions represent the 90% credible region.
except for the $j$th event. We omit the $j$th event to avoid double counting.

The population-informed posterior for the $j$th event is given by

$$P(\theta_j|d_j) = \frac{L(d_j|\theta_j)P(\theta_j|d_{\neq j})}{Z(d_j|\{d\}_{i \neq j})}. \quad (45)$$

Where the term $L$ is the usual single event likelihood, $P$ is the leave-one-out posterior predictive distribution, and $Z(d_j|\{d\}_{i \neq j})$ is the Bayesian evidence for the event given all other observations. A similar method is employed in [57]. In our version of this analysis, we use the $p_{\text{astro}}$ weighted population posteriors to compute these updated single event posteriors.

In practice, it is more computationally efficient to compute the leave-one-out posterior predictive distribution from the full posterior predictive distribution which includes all events in the catalog. To obtain this we rewrite Eq. 44 as

$$P(\theta_j|\{d\}_{i \neq j}) = \int d\Lambda \pi(\theta_j|\Lambda)P(\Lambda|\{d\}_{i \neq j}) \frac{P(\Lambda|\{d\}_{i \neq j})}{P(\Lambda|\{d\})} \frac{Z(\{d\}_{i \neq j})}{Z(\{d\}_{i \neq j})} \int d\Lambda P(\Lambda|d_j) \frac{\pi(\theta_j|\Lambda)}{L(d_j|\Lambda)} \propto \sum_{\Lambda_k} \pi(\theta_j|\Lambda_k) \frac{L(d_j|\Lambda_k)}{Z(d_j|\Lambda_k)} \quad (46)$$

where $\Lambda_k$ are the population posterior samples. Going from the second to third lines we use that the combined likelihood is the product of the single event likelihoods. In the final line the sum is over samples from the population posterior with all events. Therefore, we obtain the leave-one-out posterior predictive distribution by weighting our posterior samples from the full posterior predictive distribution by the inverse of the single-event marginalized likelihood $L(d_j|\Lambda_k)$ as defined in Eq. 19. In order to account for $p_{\text{astro}}$, we weight the posterior predictive distribution by the inverse of $L_{\text{astro}}(d_j|\Lambda_k)$, which is the single-event marginalized likelihood weighted by the inverse of $p_{\text{astro}}(\Lambda)$.

To illustrate this method, we single out GW170729, the most massive event in the GWTC-1 catalog, and a source of speculation about sub-populations of black holes [58, 59]. In Fig. 8, we plot the population-weighted posterior distribution for GW170729. After applying the population-weighting, the posterior for the masses of GW170729 shift toward smaller values. This result is broadly consistent with the findings from Fishbach et al., which showed that the highest-mass events in a gravitational-wave transient catalog generically shifts to smaller values. We present population-weighted posteriors for other GWTC-1 events in Appendix C.

### B. Updating $p_{\text{astro}}$ for GWTC-1

Using Equation 42 we calculate updated values of $p_{\text{astro}}$ for each event in GWTC-1. The new $p_{\text{astro}}$ values show how our confidence in the astrophysical origin of each event has changed based on how well it conforms to our population model.

| Event      | Original $p_{\text{astro}}$ | Updated $p_{\text{astro}}$ | Catalog |
|------------|-----------------------------|-----------------------------|---------|
| GW150914   | 1.00                        | 1.00                        | GWTC-1  |
| GW151012   | 0.96                        | 1.00                        | GWTC-1  |
| GW151216   | 0.71                        | 1.00                        | IAS     |
| GW151226   | 1.00                        | 1.00                        | GWTC-1  |
| GW170104   | 1.00                        | 1.00                        | GWTC-1  |
| GW170121   | 1.00                        | 1.00                        | IAS     |
| GW170202   | 0.68                        | 1.00                        | IAS     |
| GW170304   | 0.985                       | 1.00                        | IAS     |
| GW170403   | 0.56                        | 1.00                        | IAS     |
| GW170425   | 0.77                        | 1.00                        | IAS     |
| GW170608   | 1.00                        | 1.00                        | GWTC-1  |
| GW170727   | 0.98                        | 1.00                        | IAS     |
| GW170729   | 0.52                        | 1.00                        | GWTC-1  |
| GW170809   | 1.00                        | 1.00                        | GWTC-1  |
| GW170814   | 1.00                        | 1.00                        | GWTC-1  |
| GW170817A  | 0.86                        | 1.00                        | IAS     |
| GW170818   | 1.00                        | 1.00                        | GWTC-1  |
| GW170823   | 1.00                        | 1.00                        | GWTC-1  |

TABLE II: Updated $p_{\text{astro}}$ values for the binary black hole events in the GWTC-1 and IAS catalogs. The updated values are the median values for all hyper-posterior samples. Note that the distribution of $p_{\text{astro}}$ for GW170817A includes a long tail, extending to values near zero.

We present the updated the values of $p_{\text{astro}}$ in Tab. II. The updated values of $p_{\text{astro}}$ are calculated by averaging over different values of $\Lambda$. Following the update, the $p_{\text{astro}}$ values for all events are now 1.00. We interpret this to mean that the population model applied here is a better description of reality than the naive model used for the initial detection statements in [24]. We also calculate the standard deviation in $p_{\text{astro}}$ for different values of $\Lambda$ and determine that it is small: less than 0.001; except for GW170817A. For this event, the 90% credible interval on $p_{\text{astro}}$ extends to 0.02.

### V. DISCUSSION

As the gravitational-wave transient catalog grows, it will include an increasing number of marginal events, some of which are bound to be terrestrial in origin. The astrophysical parameters of these terrestrial events tell us about the nature of interferometer noise, but not about
FIG. 8: Posterior distributions for GW170729. The blue contours are calculated using the default priors from Bilby (described in III A), and the orange contours are calculated using a posterior predictive distribution, which uses the other events in GWTC-1 to produce a more astrophysically motivated prior.

astrophysics. Therefore, it is important to include information about the origin of each event when performing population analyses. We describe a formalism, which allows us to weight marginal events in gravitational-wave catalogs, thereby avoiding mistaken inferences drawn from terrestrial events. We demonstrate our formalism on events from GWTC-1 and the IAS catalog, and obtain qualitatively similar results to previous work [15]; the small differences we do observe are interesting.

Our work highlights a number of issues worthy of future exploration. First, our study calls attention to the need for a pipeline-independent method for calculating $p_{\text{astro}}$. At present, events in GWTC-1 are assigned three different values of $p_{\text{astro}}$ (corresponding to three LIGO/Virgo pipelines) while the IAS catalog provides yet another estimate of $p_{\text{astro}}$. Following [48], we argue that the probability that an event is astrophysical need not depend on the pipeline used to detect it. The development of a suitable noise model would enable population inference without the need to arbitrarily choose one value of $p_{\text{astro}}$ over another as we have done here for illustrative purposes.

Second, in II A, we point out that our current formulation assumes that astrophysical signals occur in the presence of idealized Gaussian noise while terrestrial false positives are due to non-Gaussian artifacts. While we believe this a reasonable approximation, it would be interesting to extend the framework presented here to include non-Gaussian noise for the astrophysical hypothesis. This is likely a non-trivial task, but it seems such a framework will eventually become necessary as the detection rate climbs, and low-level non-Gaussianity begins to affect population inference.

Third, in IV, we analyse the GWTC-1 catalog using population informed priors. Our findings show that GW170729 is potentially not an outlier when weighted by astrophysically informed priors. However, it is important to highlight that weighting with a posterior predictive distribution is only as reliable as the underlying population model. A fair question to ask is whether the model applied here is reasonable and complete. For example, it has been suggested that GW170729 may be the result of hierarchical mergers [60]. This is not accounted for in our population model. This is an avenue that would be interesting to explore.

Finally, we noted in IV B that the formalism here can be used to provide an improved classification of categories within the astrophysical hypothesis: binary black hole, binary neutron star, neutron star black hole binary, etc; see also [38]. Given the importance of this classification scheme for electromagnetic follow-up, and given how much we are learning about the population properties of compact objects, this too seems like an interesting area for future development.
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Appendix A: Recipes for $p_{\text{astro}}$

In this appendix we contrast different ways that $p_{\text{astro}}$ can be calculated. In [38] (see their Eq. 17), which is based on previous work in [39], $p_{\text{astro}}$ is define like so:

$$p_{\text{astro}} = \int_{0}^{\infty} d\Lambda_B \int_{0}^{\infty} d\Lambda_S p(\Lambda_B, \Lambda_S | d) \frac{\Lambda_S f(d)}{\Lambda_B b(d) + \Lambda_S f(d)},$$

(A1)

Here, $\Lambda_B$ is the true average number of background events in the data and $\Lambda_S$ is the true average number of signal events in the data. Meanwhile, $f(d)$ and $b(d)$ are respectively the foreground and background distributions of the data (or some ranking statistic, which is a function of the data). The distribution $b(d)$ is typically calculated using bootstrap methods such as time-slides, while $f(d)$ can be calculated with injections. Eq. A1 is an example of a recipe for calculating $p_{\text{astro}}$ as defined in Eq. 5. An alternative recipe for estimating $p_{\text{astro}}$, which avoids bootstrap methods is proposed in [48, 49]. In [48], $p_{\text{astro}}$ is calculated using a conservative noise model in which non-Gaussian noise is modeled as uncorrelated binary signals in two or more observatories. While these two methods differ significantly in their underlying assumptions, our formalism can be applied equally well to any recipe.

Appendix B: Additional ambiguous event results for IAS events

In Figures 9-15, we present the $p_{\text{astro}}$ weighted posteriors for the remaining IAS events [41, 42]. The blue contours represent the posterior distributions without taking into account $p_{\text{astro}}$ while the orange contours represent the $p_{\text{astro}}$ weighted posterior distributions.

Appendix C: Reanalysis of GWTC-1 events with an astrophysically-motivated prior

In this Figs. 16-24 we present the $p_{\text{astro}}$, weighted posteriors for the events in the GWTC-1 catalog [24] calculated using an astrophysically-motivated prior distribution (following the prescription in IV A). The event GW170729 is included in the main body of the text in Fig. 8. The blue contours are calculated with uninformative priors while the orange contours are calculated using a posterior predictive distribution. We note that the population-informed posteriors systematically shift towards equal mass, $q = 1$. The deviations in the spin parameters are mostly driven by the prior used for the population parameters.
FIG. 9: Posterior distribution of extrinsic (left) and intrinsic (right) parameters for IAS event GW170121 with $p_{\text{astro}} = 1.00$. Blue contours do not take into account $p_{\text{astro}}$ while orange contours represent the $p_{\text{astro}}$ weighted posterior distributions.

FIG. 10: Posterior distribution of extrinsic (left) and intrinsic (right) parameters for IAS event GW170202 with $p_{\text{astro}} = 0.68$. Blue contours do not take into account $p_{\text{astro}}$ while orange contours represent the $p_{\text{astro}}$ weighted posterior distributions.
FIG. 11: Posterior distribution of extrinsic (left) and intrinsic (right) parameters for IAS event GW170304 with $p_{\text{astro}} = 0.985$. Blue contours do not take into account $p_{\text{astro}}$ while orange contours represent the $p_{\text{astro}}$ weighted posterior distributions.

FIG. 12: Posterior distribution of extrinsic (left) and intrinsic (right) parameters for IAS event GW170403 with $p_{\text{astro}} = 0.56$. Blue contours do not take into account $p_{\text{astro}}$ while orange contours represent the $p_{\text{astro}}$ weighted posterior distributions.
FIG. 13: Posterior distribution of extrinsic (left) and intrinsic (right) parameters for IAS event GW170425 with $p_{\text{astro}} = 0.77$. Blue contours do not take into account $p_{\text{astro}}$ while orange contours represent the $p_{\text{astro}}$ weighted posterior distributions.

FIG. 14: Posterior distribution of extrinsic (left) and intrinsic (right) parameters for IAS event GW170727 with $p_{\text{astro}} = 0.98$. Blue contours do not take into account $p_{\text{astro}}$ while orange contours represent the $p_{\text{astro}}$ weighted posterior distributions.
FIG. 15: Posterior distribution of extrinsic (left) and intrinsic (right) parameters for IAS event GW170817A with $p_{\text{astro}} = 0.86$. Blue contours do not take into account $p_{\text{astro}}$ while orange contours represent the $p_{\text{astro}}$ weighted posterior distributions.

FIG. 16: Posterior distributions for GW150914. Blue contours are calculated with uninformative priors while the orange contours are calculated using a posterior predictive distribution.
FIG. 17: Posterior distributions for GW151012. Blue contours are calculated with uninformative priors while the orange contours are calculated using a posterior predictive distribution.

FIG. 18: Posterior distributions for GW151226. Blue contours are calculated with uninformative priors while the orange contours are calculated using a posterior predictive distribution.
FIG. 19: Posterior distributions for GW170104. Blue contours are calculated with uninformative priors while the orange contours are calculated using a posterior predictive distribution.

FIG. 20: Posterior distributions for GW170608. Blue contours are calculated with uninformative priors while the orange contours are calculated using a posterior predictive distribution.
FIG. 21: Posterior distributions for GW170809. Blue contours are calculated with uninformative priors while the orange contours are calculated using a posterior predictive distribution.

FIG. 22: Posterior distributions for GW170814. Blue contours are calculated with uninformative priors while the orange contours are calculated using a posterior predictive distribution.
FIG. 23: Posterior distributions for GW170818. Blue contours are calculated with uninformative priors while the orange contours are calculated using a posterior predictive distribution.

FIG. 24: Posterior distributions for GW170823. Blue contours are calculated with uninformative priors while the orange contours are calculated using a posterior predictive distribution.