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ABSTRACT

Reinforcement learning (RL) agents in human-computer interactions applications require repeated
user interactions before they can perform well. To address this “cold start” problem, we propose a
novel approach of using cognitive models to pre-train RL agents before they are applied to real users.
After briefly reviewing relevant cognitive models, we present our general methodological approach,
followed by two case studies from our previous and ongoing projects. We hope this position paper
stimulates conversations between RL, HCI, and cognitive science researchers in order to explore the
full potential of the approach.
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1 Introduction

Reinforcement learning (RL) has gained growing popularity in many human-computer interaction (HCI) applications
[1, 2, 3]. In digital health interventions, for example, RL is a natural choice for personalization as RL agents can
continuous adapt their strategies based on users’ responses to the interventions [3]. Moreover, the recent advances in
interactive RL calls for contributions from HCI researchers to improve the efficiency of RL algorithms [4].

While there is a natural fit between RL and HCI, the well-known data greedy property of reinforcement learning makes
the RL-based systems often suffer from the cold start problem [5]. In HCI, as very few (or even no) experiences
with users are available at the beginning in general, RL agents are required to interact many times with users prior to
performing well. Many researchers had made efforts to overcome this challenge by shortening the learning process.
Several approaches have been proposed to perform a faster online learning so that less interactions are needed in practice.
For instance, Tabatabaei et al. [6] and Tomkins et al. [7] make RL algorithms quickly learn from the limited experience

*This is a preprint of our position paper presented to the "Reinforcement Learning for Humans, Computer, and Interaction
(RL4HCI)" workshop at ACM CHI2021, https://sites.google.com/view/rl4hci/home The preprint is published under the
Creative Commons Attribution 4.0 International (CC BY 4.0) license.
†These authors contributed equally to this research.
at the beginning stage by considering similar users. Gonul et al. [8] transfer the common knowledge acquired in other environments to get a faster convergence. Alternatively, some researches introduced prior knowledge from historical data and learn an initial policy offline in advance [9,10]. It is also known as the warm start RL agents [11].

The significance of such cold start problem can be expanded for developing meaningful and useful interactive systems. First, while user experience is highly appreciated in HCI systems, online faster learning approaches might still bother users by too many interactions during collecting enough experience for learning. Second, the ‘warm start’ RL agents require the feedback from users for very specific tasks, which makes the collection of historical data very expensive. In many cases, the historical data may miss counterfactual information (i.e. what would have been the outcome had interventions or circumstances been different).

To address the above issues, we propose to use cognitive models to complement the missing information for training warm start RL agents for HCI applications. Recent advances in psychology and cognitive sciences have offered researchers many modeling tools that can be used for simulate the behaviors of human users in complex task environments.

2 Simulate User Behavior Using Cognitive Models

2.1 Human Reinforcement Learning

RL was historically inspired by psychology and neuroscience, so it is no wonder that many modern RL algorithms are also used for modeling human learning [5]. A prominent example is the discovery that human brain uses a mechanism similar to temporal difference learning to update reward expectations, as in the classical Pavlovian conditioning [13]. In terms of more complex human behaviors, goal-directed learning and habit learning have also been successfully modeled using model-based and model-free reinforcement learning respectively [14]. For HCI applications, RL models are especially useful to model how users learn to make better decisions in recurrent choice environments, where rewards are often temporarily discounted [15]. In general, modeling both user behavior and agent’s behavior using RL creates an intriguing multi-agent RL problem, which is yet to be fully explored (e.g., [16]).

2.2 Evidence Accumulation Models

Evidence accumulation models (EAM), also known as sequential sampling models, are a class of models that explain human decision-making as a process of sampling and accumulating evidence before committing to a choice. Original developed for modeling memory retrieval [17] and perceptual decisions [18], EAMs have recently been adapted to model value-based decision-making tasks [19], such as food choices [20] and consumer purchase decisions [21]. A unique value of EAMs is that by modeling users’ choice and decision time data, their cognitive states can be estimated (e.g., decision threshold, preferences, and biases), which are otherwise unobservable [20]. These hidden states can be of interests in HCI applications, for example, as targets for intervention in behavior change support systems [22]. These states may also be potentially incorporated into reward functions for RL agents if the goal is to change cognitive states rather than overt behaviors.

2.3 Cognitive Architectures

Unlike RL and EAMs, which model specific aspects of human cognition (i.e., learning and decision-making), cognitive architectures are general computational frameworks that simulate how human brain produces thoughts, language, and actions. Notable examples of cognitive architectures include the Adaptive Control of Thought - Rational [23], Soar [24], and the BOID architecture [25]. With their abilities to emulate human perception, attention, and memory mechanisms, they are especially useful for modeling human-machine interactions in multi-task environments. For example, ACT-R and its variants have been used to simulate human driving behaviors, such as lane-keeping [26] and car-following [27]. ACT-R has also been used to model menu search in HCI [28,29] and recently simulated search data have been used to train RL agents [12].

3 Train RL Agents by User Simulator

Many practical HCI problems can be formalized as a finite horizon and discrete time Markov Decision Making (MDP) tasks. We present an overview of agent-environment (computer-human) interaction in Figure 1. Here the agent represents any intelligent and interactive HCI system that interacts with a target user (which is the environment). At
each time step, the RL agent observes a contextual representation of the environment, and on that basis selects an action. Afterwards, the environment passes a numerical reward (inferring users’ feedback on the given action) back to the agent and updates itself in a new state. To achieve this goal, ideally, we could collect a set of historical data from real target users, then feed the data into the interaction loop between agent and environment. Based on the trial-and-error mechanism, the RL agent could estimate its optimal policy for maximizing our expected long-term reward. However, as discussed above, such data collection for specific HCI tasks can be very expensive [9]. Our method therefore aims to overcome the situations that is not possible to collect the interactive data directly from the users (i.e. due to restrictions of interactions like when a wrong interaction may cause serious problems). In particular, we follow the second case shown in Figure 1 and develop a stochastic human simulator based on cognitive models for generating the interactive user data. As mentioned in section 2, several cognitive models could be utilized to model the human learning and decision making procedures, which could imply the upcoming behaviors (next states) and feedback (rewards) of target users. In this manner, we can generate the required data from the human simulator and pre-learn an optimal initial policy for the warm start RL agent.

Figure 1: The overview of our methodology, including the agent–environment interaction in a given MDP model and two cases for pre-learning the initial policy for warm start RL agents.

4 Case Studies

4.1 Promoting Physical Activity

In one of our earlier projects, the goal of the RL agent was to use mobile notifications to motivate physical exercises, with the constrain that only a limited number of notifications could be sent to the users [30]. A large data set of running behaviors was accessible, but it lacked the information about the contexts when users decided not to run and the effects of notifications. To pre-train our agent, we simulated users’ running decisions using a Dynamic Bayesian network that combined the historical running data and psychological theories about memory and decision-making. Our results indicated that the RL agent pre-trained using this approach could deliver notifications in a manner that realizes higher behavioral impact than context-blind agents. We are currently conducting user studies to further validate our method.

4.2 Intelligent Driving Assist

In an ongoing project, we are developing a driving assist that helps drivers to keep lanes. A desirable characteristic is that the intelligent assist should only intervene in situations where the human driver is distracted from the driving task, in order to preserve the autonomy of the driver. To achieve this goal, the first step is to use ACT-R to simulate a human driver in a simple high-way scenario, where discrete distracting events would occur. With the simulate driving data, we pre-train an RL agent and find the best RL algorithm in simulation experiments. Finally, we plan to conduct an human experiment with a driving simulator to evaluate both the cognitive model and the effectiveness of the RL-based driving assist.

5 Concluding Remarks

We propose a methodology to use cognitive models to train warm start RL agents for HCI applications. While our previous works have shown some promises of our approach, two caveats are worth noting when applying our approach to HCI applications. First, all the cognitive models we introduced by default can simulate how an average human being behaves, but accounting for individual differences is more challenging. In HCI applications where user personalization is crucial, our approach should be strengthened either by matching parameter values used in the model simulation with the measured parameter values from the real user, or simply by continuing RL based on repeated interactions with the
real users. Nonetheless, an RL agent that is able to deal with an average user is already a lot better than a “cold-start” agent.

Second, pre-training RL agents using cognitive models creates a dependency. In a word, the effectiveness of an RL agent is bounded to the validity of the cognitive model used for its training. Moreover, in cases where the RL agent also influence users’ cognition and behaviors, additional assumptions may be required to be built into the cognitive model. Therefore, we recommend to use empirically validated cognitive models whenever possible, and otherwise untested assumptions must be stated. On the positive side, our approach does provide an interesting way to test cognitive models using user experiments where trained RL agents are also at play.
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