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In order to effectively detect and discover network threats in the initial stage, this study proposes an electricity network security intrusion detection method based on feature selection. A heuristic feature selection algorithm based on the bee colony algorithm is proposed to overcome the shortcomings of existing feature evaluation methods. The algorithm uses average mutual information to measure the importance of features and more truly reflects the relationship between the selected features, the selected features, and the classification labels. Aiming at the problem that the algorithm is easy to fall into local optimization, a heuristic random search algorithm is proposed, which iteratively optimizes to generate smaller feature subsets, and improves the speed and accuracy of intrusion detection. The experimental results show that compared with the traditional algorithm, the proposed method can effectively evaluate the risk of attack path on the selected experimental data set, and the gap between the generation strategy and the optimal strategy is reduced by 71.3%, which enhances the practicability of the attack graph analysis method in a large-scale network environment. Conclusion. This method has good scalability and can be applied to large-scale network environments. It can effectively obtain attack paths that are more in line with the real threat situation in an acceptable time, so as to effectively find the network threats.

1. Introduction

With the wide application of cloud computing, the security problem of cloud computing has become increasingly prominent. The cloud environment not only has to face all the security threats faced by the traditional network environment, but also has the characteristics of resource virtualization, high dynamic, and sharing, which makes the cloud environment have more attack surfaces than the traditional network, so it also needs to face many new threats [1]. Network systems are faced with a variety of security threats every day, such as IP and port scanning, camouflage attacks, DDoS attacks, illegal privilege escalation, and so on. These means are not only destructive to the system but also may be used as the leading means of subsequent high-level threats, seriously endangering the system security. Therefore, effective detection and discovery of threats in the initial stage are of great significance to ensure system security. Intrusion detection system can provide an early warning function for the system in the face of threats. Since the intrusion detection technology was proposed, it has become a common electricity network security guarantee method and an important part of the electricity network security guarantee system. For an intrusion detection system, the correct rate of identifying intrusion and the detection speed are two important indicators to evaluate its performance [2]. Anomaly-based intrusion can extract features from incoming and outgoing network packets and system logs waiting for analysis data, and judge whether the samples belong to normal or intrusion according to the features. However, the more features are extracted, the better. Too many features will seriously affect the performance of the intrusion detection system. In fact, many features do not contribute or contribute little to the identification of samples. Cloud environment electricity network security monitoring can monitor the status and behavior of physical
nodes, virtual nodes, software, users, etc. of the cloud, integrate security tools such as firewall, vulnerability detection, intrusion detection, deep packet detection, collect data for fusion analysis, and present the results in a visual form to help administrators or users effectively understand the security status of the cloud and ensure the electricity network security of the cloud environment (as shown in Figure 1).

On this basis, the research on the emerging bee colony algorithm and other technologies has enabled it to adapt to the characteristics of the network and built a basic electricity network security guarantee system, which is of great development significance to improve electricity network security [3].

2. Literature Review

For electricity network security monitoring, George and Ganesan proposed a multi granularity pub/sub mode cloud security monitoring architecture based on communication load prediction. On this basis, a multi granularity pub/sub mode cloud security monitoring architecture PSCSMA based on communication load prediction is proposed, which meets the scalability requirements of the monitoring architecture by dividing the monitoring domain, adopting the publish- or subscribe-based information interaction mode to meet the elastic requirements of the monitoring architecture, and meets the comprehensive requirements of the monitoring architecture through the multi-user characteristics of data collection agent and publish/subscribe mode [4]. Etinkaya, and others proposed a multi-granularity topic adaptive mechanism based on communication load prediction to balance the relationship between timeliness, accuracy, and adaptability of the monitoring architecture [5]. Tefek, and others proposed a method to generate an electricity network security reinforcement policy in cloud environment based on an attack graph. They put forward a risk assessment method that comprehensively considers the attack difficulty, attack consequence severity, path length, and the importance of target nodes. They search through heuristic algorithms to obtain the approximate maximum risk coefficient in the attack graph, avoiding the exponential time complexity problem of accurately searching the attack path [6]. Vajjha and Sushma proposed an electricity network security intrusion detection method in cloud environment based on feature selection. Aiming at the shortcomings of existing feature evaluation methods, a heuristic feature selection algorithm HFS-ACMI based on average conditional mutual information is proposed [7]. Wu and others proposed a regular expression grouping algorithm for efficient deep packet detection in cloud environment. After analyzing the state explosion problem of DFA merging regular expressions, the optimal grouping problem of regular expressions is reduced to the K-MAX cut problem of weighted undirected graphs [8]. Einy, and others proposed a heuristic random search algorithm for iterative optimization. Compared with other algorithms, the random search algorithm can generate a smaller feature subset, and the classifier constructed with this subset has faster detection speed and higher classification accuracy [9].

Therefore, taking into account the shortcomings of existing methods for evaluating traits, we propose an algorithm for selecting heuristic traits based on the bee colony algorithm. The algorithm uses average mutual information to measure the importance of features, and more truly reflects the relationship between the selected features, the selected features, and the classification labels. Aiming at the problem that the algorithm is easy to fall into local optimization, a heuristic random search algorithm is proposed, which iteratively optimizes to generate smaller feature subsets, and improves the speed and accuracy of intrusion detection.

3. Research Methods

3.1. Introduction to Artificial Bee Colony Algorithm. The ABC algorithm uses the location of the nectar source to represent the solution and the number of nectar source dusts to represent the fitness value of the solution [10, 11]. All bees are divided into three groups: working bees, follower bees, and research bees. Worked bees and companion bees make up half of the total bee colony. Mercenary bees are primarily responsible for finding and exchanging honey sources. The following bees are responsible for collecting honey in the hive according to the information provided by the hive bees. Exploration bees are responsible for randomly searching for new sources of honey. Replace the original honey source after leaving the honey source. Like other herd intelligence algorithms, the ABC algorithm is iterative [12]. After initiating a bee colony and nectar source, three processes are repeated to find the optimal solution to the problem: hiring bees, tracking bees, and studying bees. Each step is described as follows.

(a) Start the herd. To start the parameters of the ABC algorithm, these parameters are the number of nectar sources SN, the number that determines the limit of discarding the nectar source, and the number of iteration ends. In the standard ABC algorithm, the number of nectar sources SN is equal to the number of working bees and the number of following bees. The formula for generating a specific nectar source is as follows:

\[ x_{ij} = x_{\text{min}j} + \text{rand}(0, 1)(x_{\text{max}j} - x_{\text{min}j}), \]  

where \( x_{ij} \) represents the \( j \)-th dimension value of the \( i \)-th honey source \( x_i \), \( i \) is taken from \( \{1, 2, ..., sn\} \), and \( j \) is taken from \( \{1, 2, ..., d\} \); \( x_{\text{min}j} \) and \( x_{\text{max}j} \) represent the minimum and maximum values of dimension respectively. To initiate a nectar source, the above formula is used to assign a random value within all dimensional values of each nectar source and randomly generate the first nectar source of SN.

(b) Employment bee stage. In the stage of employing bees, employing bees use the following formula (2) to find new honey sources:

\[ v_{ij} = x_{ij} + \varphi_{ij}(x_{ij} - x_{kj}), \]
where \( x_k \) represents the neighborhood honey source, \( k \) is taken from \( \{1, 2, \ldots, s_n\} \), and \( k \) is not equal to \( i \). \( \phi_{ij} \) is a random number with a value of \([-1, 1]\).

After a new honey source is obtained through equation (2), the greedy algorithm is used to compare the fitness values of the old and new honey sources and select the best.

(c) Follow the bee stage. The bee hiring phase ends and the bee compliance phase begins. At this stage, hired bees share information about the source of nectar on the dance floor. Following the bees will be more likely to analyze the data, control and extract nectar sources using a roulette strategy, and extract nectar sources of high fitness value. Following the bee extraction process is similar to hiring honey, using formula (2) to find a new source of nectar and leave a better adaptive. Nectar has a parametric test. When backing up the nectar update, the line is incremented by 0, otherwise the string is incremented by 1. Thus, the court can count how many times the source of nectar has not been renewed.

(d) Study the bee stage. If a nectar source has not been updated after many times of mining, and the trail value is too high and exceeds the predetermined threshold limit, then the nectar source needs to be discarded and the exploration bee stage is started. This reflects the negative feedback and volatility properties of self-organization in ABC. At this stage, the bee is randomly looking for a new nectar source to replace the destroyed nectar source using the following equation:

\[
    x_{ij} = x_{min_j} + \text{rand}[0, 1] \left( x_{max_j} - x_{min_j} \right),
\]

(3)

(a) ABC operation is simple and local search capabilities are weak. GA and DE are hybridized to create a new solution, but ABC is not. ABC’s new solution is based solely on the original solution (the old solution) and is simple to operate, suitable for local search frequency modulation, but it does not allow good information to spread rapidly to a population, leading to each mutation. Because it only changes one dimension of the original solution, and because the range of change is small, ABC’s local optimization capabilities are weak and integration speeds are slow, especially in solving constraint policies, complex functions, and integral functions [13].

(b) ABC has good exploration capabilities. The researcher can jump out of the original solution package and randomly find a new solution that completely replaces the old solution. This function reduces the dependence of the algorithm on the size of the herd and the impact of the initial solution package, ensures herd diversity, and prevents premature mergers, making ABC suitable for high-dimensional and multidimensional problems.

(c) The ABC parameters are low. In addition to the maximum number of cycles and the size of the population, the ABC algorithm has only one control parameter limit. The limit value, in turn, depends on the size of the population and the size of the problem, such as the limit = \( SN \times D \). Finally, ABC has two control parameters: maximum cycle number (MCN) and bee colony number (SN). For the ABC algorithm, the effects of some key parameters on the algorithm’s performance are summarized as follows:

(a) The performance of ABC is better when the number of initial colonies is more. However, the performance of ABC algorithm will not be improved when the number of bees reaches a certain amount. When the number of the bee colony is 50–100, a better convergence rate can be obtained. ABC algorithm does not need a large number of bees in high-dimensional optimization problems, and is suitable for solving high-dimensional problems [14].
3.2. Improved Artificial Bee Colony Algorithm. The artificial bee colony algorithm is a swarm intelligence optimization algorithm proposed in, which is based on the self-organizing simulation model of bee swarm intelligence. It was successfully applied to the numerical optimization of functions at first. The algorithm has the characteristics of simplicity, strong robustness, and strong global search ability.

Artificial bee colony algorithm simulates the real honey collecting behavior of bees by dividing the colony into collecting bees, observing bees, and reconnaissance bees. The position of each honey source (the decision variable of the function to be solved) in the program algorithm represents a feasible solution of the optimization problem, and the quality of the honey source corresponds to the quality of the corresponding feasible solution. Each group of solutions \( x_i (i = 1, 2, \ldots, d) \) is a dimensional vector (the number of decision variables of the optimization parameters). They are evaluated at the same time when they are generated. Then, honeybees are collected to generate a new honey source location and evaluate it according to the local honey source location information. If it is better than the initially generated honey source, it will be replaced. Otherwise, the original solution will not be changed [15]. In the second step, according to the quality of the honey source, the observation bees are dispatched to select the solution with good quality of the honey source with a high probability through the set "survival of the fittest" mechanism. At the same time, a group of new honey sources is also generated according to the local information disturbance at the honey source. If the quality of the new honey source is better than the old one, it will be replaced, and vice versa. The above two steps, such as collecting bees and observing the continuous circulation of bees, gradually improve the location of the honey source. After several times of selection, if the location of some honey source is still not improved, the reconnaissance bee operation will be carried out, the honey source will be abandoned, a group of substitutes will be found, and the evaluation will be carried out as before. The whole process is executed repeatedly, and the optimal solution of each step is recorded until it stops [17].

Taking the minimum optimization problem as an example, the fitness of the nectar amount of the food source corresponding to the actual solution is the formula:

\[
\text{FIT}_i = \begin{cases} 
1, & \text{fit}_i \geq 0, \\
1 + \text{abs}(\text{fit}_i), & \text{fit}_i < 0.
\end{cases}
\]

Among them, the higher the quality of a group of honey sources, the greater the corresponding fitness. The probability of observing a bee selecting a group of honey sources is given by the following formula:

\[
P_i = \frac{\text{FIT}_i}{\sum_{i=1}^{n} \text{FIT}_i}.
\]

In the algorithm, roulette is used to realize the "survival of the fittest," so that the higher the fitness of the honey source, the greater the probability of being selected.

After bee collecting judges the advantages and disadvantages of the honey source, a new solution for the neighborhood is generated according to the following formula, and the evaluation is continued, which is given in the following formula:

\[
x_{ij} = x_{ij} + \varnothing(x_{ij} - x_{kj}),
\]

where \( \varnothing \) is a random number \((-1, 1), j = (1, 2, \ldots, d), \) and \( k(1, 2, \ldots, n) \) is randomly selected here, but it must be ensured that \( k \neq i \). In this way, the neighborhood of the original honey source is controlled, which can make the honey sources learn from each other and shorten the distance from the optimal solution. With the gradual approximation of the optimal solution, the range of the neighborhood will be gradually reduced, and the step size will be adaptively reduced. If a honey source has not been improved after a limited number of times, give up the position and perform a reconnaissance bee operation, which is given in the following formula:

\[
x_{ij} = x_{ij} + \text{rand}[0, 1](x_{j \max} - x_{j \min}).
\]

3.3. Modeling Steps of Stepwise Regression Based on Artificial Bee Colony Algorithm

Step 1: establish the dam deformation regression model according to the stepwise regression analysis model, and retain the regression load set variable factor;

Step 2: make the load set coefficient the decision variable of the objective function of the artificial bee colony, and make full use of the stepwise regression results to make the policy variable \( b \) randomly assigned in their respective definition domain \( (x_{j \max} - x_{j \min}) \), so as to reduce the blindness of the initial population and improve the optimization speed and efficiency;

Step 3: according to the actual solution problem, the residual sum of squares is taken as the objective function, which is transformed into the optimization problem of finding the function’s extreme value. If
there are \( s \) groups of observation samples, the actual displacement is \( y_i \), and the prediction result obtained by the model is \( \tilde{y}_i \); Then the objective function is formula:

\[
\min (g) = \sum_{i=1}^{s} (y_i - \tilde{y}_i)^2.
\] (8)

Since the large-scale deformation model is a minimization problem and non-negative, it is transformed into individual fitness. The smaller the target value, the higher the fitness and the greater the probability of being selected.

After the new solution is found in Step 4, the relevant statistical indicators of the model are calculated and compared with the original model. This process is repeated until the decision variables obtained from the optimization results reach satisfactory accuracy, as shown in Figure 2.

3.4. Risk Coefficient Measurement Method of Base Attack Path. Security vulnerabilities are common in the network environment, and a large number of new vulnerabilities are discovered every day, but it is often unrealistic to repair all vulnerabilities. The attack graph can well show the correlation between vulnerabilities. Through the analysis of the attack graph, it is a more practical method to select vulnerabilities with high risk and low repair difficulty to repair, so as to make the network environment have a relatively high degree of security as far as possible [18].

In order to obtain the electricity network security reinforcement strategy, we first need to know what possible attack paths the attacker has. In the attack graph, the algorithm of searching all attack paths has unavoidable exponential time complexity, and can not be applied to large-scale network environments [19]. A more practical method is to evaluate the risk of attack paths, search for attack paths that are more likely to be attacked, and block them in advance to ensure the relative security of the network.

In order to measure the attacker’s willingness to attack on different attack paths, it is necessary to evaluate the severity of all vulnerabilities on the attack path. To solve this problem, CVSS will give a base score for each known vulnerability. The score is calculated by such indicators as an access method, attack complexity, authentication, confidentiality impact, integrity impact, and effectiveness impact. The higher the vulnerability risk, the higher the score. The value range is [0,10]. It can be seen that, as a general vulnerability scoring standard, the CVSS basic score comprehensively considers the attack difficulty and the severity of the consequences, which can better reflect the attacker’s willingness to attack different vulnerabilities [20]. Therefore, the CVSS basic score is used as a reference to explain the calculation method of the attack path risk coefficient. In the process of attackers’ multi-step attack on the network, each step of the attack corresponds to a security vulnerability. For any atomic attack \( a \), let \( r(a) \) be the risk factor of atomic attack \( a \), then the formula can be given as:

\[
r(a) = \frac{\text{CVSSBase score}(a)}{10}. \tag{9}
\]

For any attack path \( l \), \( r(l) \) is the risk factor of the attack path, which is defined as the product of the risk factors of all exploits on \( l \), then formula can be given as:

\[
r(l) = \prod_{a \in l} r(a). \tag{10}
\]

The risk coefficient of the attack path reflects the relative degree of the willingness of the attacker to choose the path, which provides a basis for evaluating the threat degree of the attack path.

4. Result Analysis

To verify and illustrate the effectiveness of the proposed method, a simple example network is built, as shown in Figure 3.

A network is a general office network that consists of three servers: a file server (FS), a database server (DB), and a web server (WS). The three servers are connected to the Internet via a loose firewall, making FS easily accessible to anyone with user privileges, and DB and WS are key nodes. For convenience, we call FS Host 0, DB Host 1, and WS Host 2. Network vulnerabilities are shown in Table 1.

Before using the proposed method, the attack graph should be constructed first. Since the research focus of this study is to put forward the network security reinforcement strategy through the analysis of the attack graph, the manual method is used here to build the attribute attack graph AG of the network. The key attributes in the attack graph AG are root (1) and root (2). First, add the subsequent atomic attack \( a_1, a_2, r(a_1) = r(a_2) = 1 \) for root (1) and root (2) respectively, and then add a common result attribute \( v_k \) for \( a_1, a_2 \), which turns the problem into finding the maximum risk coefficient attack path of attribute \( v_k \) in the AG. The number of iterations of the ant colony (as) algorithm T50, the number of ants \( k = 4 \), \( \omega = 2 \), and other parameter settings refer to the common settings of the ASRank model, as shown in Table 2. Where \( \omega^\beta \) is the solution constructed by greedy algorithm, and \( m \) is the number of steps of the solution.

After calculation, the maximum risk factor attack path \( l_{\text{max}} \) in AG is (sshd BOF (1) --- \( a_1 \)), and the risk factor \( r_{\text{max}} = 0.9 \). Experiments show that the proposed method can effectively evaluate the risk of attack path.

Based on the above discussion, 10 groups of data are used to compare the performance of the bee colony algorithm and the weighted-greedy (WG) algorithm. Each group of data includes the number of sets \( m \), the number of elements \( n \), the cost of each element \( W_i \), the elements contained in each set and the optimal solution of each group of problems [21, 22]. For 10 groups of data, WG algorithm and bee colony algorithm are used to solve them respectively. The parameters of the bee colony algorithm are set as follows: the number of iterations \( t \) is set to 100, \( a = 1, \beta = 2, \rho = 0.5, Q = 1, r_0 = \omega^\beta/m \), the result is shown in Figure 4.

Figure 4 shows the average time that the two algorithms run on each set of data. WG algorithm takes less than 1
second, which is obviously less than the bee colony algorithm. Although the running time of the bee colony algorithm is long, it is still within a reasonable range. Combined with the previous experimental results, the results calculated by the WG algorithm are not ideal. In practical application, the reinforcement strategy given by the WG algorithm will cause greater repair costs to users, and the result of the bee colony algorithm is closer to the optimal solution, which can effectively reduce the required security reinforcement cost and obtain a better reinforcement strategy and better security guarantee in the case of limited resources. For an actual network, the time required to generate the security
reinforcement strategy is only within a reasonable range. It is obviously more practical to be able to calculate a better solution and save the repair cost for users as much as possible. Therefore, for the network security reinforcement of a large-scale network environment, the bee colony algorithm has greater practical application value.

5. Conclusion

This article proposes an algorithm for selecting heuristic traits based on the bee colony algorithm. The algorithm uses average mutual information to measure the importance of features, and more truly reflects the relationship between the selected features, the selected features, and the classification labels. Focusing on the fact that the algorithm is easily accessible to local optimization, it offers a heuristic random search algorithm that seeks to generate subgroups of iterative functions over and over again, improving the speed and accuracy of attack detection. Combined with the approximate maximum risk coefficient, network scale, network nature and actual demand, the danger threshold is set, the search process is limited to the threshold of danger to reduce the complexity of the algorithm. Experimental results show that this method is highly scalable and can be used in large network environments. Compared with the existing methods, it can effectively obtain attack paths that are more in line with the real threat situation in an acceptable time. On the selected experimental data set, compared with the traditional algorithm, this method reduces the gap between the generation strategy and the optimal strategy by 71.3% and enhances the practicability of the attack graph analysis method in large-scale network environments.
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