The Porter stemmer algorithm is a broadly used, however, an essential tool for natural language processing in the area of information access. Stemming is used to remove words that add the final morphological and diacritical endings of words in English words to their root form to extract the word root, i.e. called stem/root in the primary text processing stage. In other words, it is a linguistic process that simply extracts the main part that may be close to the relative and related root. Text classification is a major task in extracting relevant information from a large volume of data. In this paper, we suggest ways to improve a version of the Porter algorithm with the aim of processing and overcome its limitations and to save time and memory by reducing the size of the words. The system uses the improved Porter derivation technique for word pruning. Whereas performs cognitive-inspired computing to discover morphologically related words from the corpus without any human intervention or language-specific knowledge. The improved Porter algorithm is compared to the original stemmer. The improved Porter algorithm has better performance and enables more accurate information retrieval (IR).
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One of the pressing areas that is developing in the field of information security is associated with the use of Honeypots (virtual decoys, online traps), and the selection of criteria for determining the most effective Honeypots and their further classification is an urgent task. The main products that implement virtual decoy technologies are presented. They are often used to study the behavior, approaches and methods that an unauthorized party uses to gain unauthorized access to information system resources. Online hooks can simulate any resource, but more often they look like real production servers and workstations. A number of fairly effective developments are known that are used to solve the problems of detecting attacks on information system resources, which are based on the apparatus of fuzzy sets. They showed the effectiveness of the appropriate mathematical apparatus, the use of which, for example, to formalize the approach to the formation of a set of reference values that will improve the process of determining the most effective Honeypots. For this purpose, many characteristics have been formed (installation and configuration process, usage and support process, data collection, logging level, simulation level, interaction level) that determine the properties of online traps. These characteristics became the basis for developing a method for the formation of standards of linguistic variables for further selection of the most effective Honeypots. The method is based on the formation of a Honeypots set, subsets of characteristics and identifier values of linguistic estimates of the Honeypot characteristics, a base and derived frequency matrix, as well as on the construction of fuzzy terms and reference fuzzy numbers with their visualization. This will allow classifying and selecting the most effective virtual baits in the future.
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In order to identify ways used to collect data from user communication devices, an analysis of the interaction between DNS customers and the Internet name domain space has been carried out. It has been established that the communication device's DNS traffic is logged by the DNS servers of the provider, which poses a threat to the privacy of users. A comprehensive algorithm of protection against the collection of user data, consisting of two modules, has been developed and tested. The first module makes it possible to redirect the communication device’s DNS traffic through DNS proxy servers with a predefined anonymity class based on the proposed multiset. To ensure a smooth and sustainable connection, the module automatically connects to a DNS proxy server that has minimal multitest. To ensure a smooth and sustainable connection, the module automatically connects to a DNS proxy server that has minimal multitest. To ensure a smooth and sustainable connection, the module automatically connects to a DNS proxy server that has minimal multitest. To ensure a smooth and sustainable connection, the module automatically connects to a DNS proxy server that has minimal multitest. To ensure a smooth and sustainable connection, the module automatically connects to a DNS proxy server that has minimal multitest. To ensure a smooth and sustainable connection, the module automatically connects to a DNS proxy server that has minimal multitest. To ensure a smooth and sustainable connection, the module automatically connects to a DNS proxy server that has minimal multitest. To ensure a smooth and sustainable connection, the module automatically connects to a DNS proxy server that has minimal multitest. To ensure a smooth and sustainable connection, the module automatically connects to a DNS proxy server that has minimal multitest. To ensure a smooth and sustainable connection, the module automatically connects to a DNS proxy server that has minimal multitest.
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A significant problem in the control field is the adjustment of PID controller parameters. Because of its high nonlinearity property, control of the DC motor system is difficult and mathematically repetitive. The particle swarm optimization PSO solution is a great optimization technique and a promising approach to address the problem of optimum PID controller results. In this paper, a modified particle swarm optimization PSO method with four inertia weight functions is suggested to find the global optimum parameters of the PID controller for speed and position control of the DC motor. Benchmark studies of inertia weight functions are described. Two scenarios have been suggested in order to modify PSO including the first scenario called M1-PSO and the second scenario called M2-PSO, as well as classical PSO algorithms. For the first scenario, the modification of the PSO was done based on changing the four inertia weight functions, social and personal acceleration coefficient, while in the second scenario, the four inertia weight functions have been changed but the social and personal acceleration coefficient stayed constant during the algorithm implementation. The comparison between the presented scenarios and traditional PID was carried out and satisfied simulation results have shown that the first scenario has rapid search speeds, and very
effectively and fast implementation compared to the second scenario and classical PSO and even improved PSO technique. Moreover, the proposed approach has a fast searching speed compared to classical PSO. However, it has been found that the classical PSO algorithm has a premature, inaccurate and local convergence process when solving complex optimization issues. The presented algorithm is proposed to increase the search speed of the original PSO.
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**References**

1. De la Guerra, A., Alvarez–Icaza, L., Torres, L. (2018). Brushless DC motor control with unknown and variable torque load. IFAC-PapersOnLine, 51 (13), 644–649. doi: https://doi.org/10.1016/j.ifacol.2018.07.353

2. Åström, K. J., Hägglund, T. (2001). The future of PID control. Control Engineering Practice, 9 (11), 1163–1175. doi: https://doi.org/10.1016/s0968-090x(01)00062-4

3. Leena, N., Shanmugarasundaram, R. (2014). Artificial neural network controller for improved performance of brushless DC motor. 2014 International Conference on Power Signals Control and Computations (EPSCICON). doi: https://doi.org/10.1109/epscicon.2014.6887513

4. Azman, M. A. H., Aris, J. M., Hussain, Z., Samat, A. A. A., Nazelain, A. M. (2017). A comparative study of fuzzy logic controller and artificial neural network in speed control of separately excited DC motor. 2017 7th IEEE International Conference on Control System, Computing and Engineering (ICCSCE). doi: https://doi.org/10.1109/iccsce.2017.8284430

5. Bennett, S. (2001). The past of PID controllers. Annual Reviews in Control, 25, 43–53. doi: https://doi.org/10.1016/s1367-5788(01)00005-0

6. Bennett, S. (1993). Development of the PID controller. IEEE Control Systems, 13(6), 38–62. doi: https://doi.org/10.1109/37.2480006

7. Fierer, J., Zitek, P. (2019). PID Controller Tuning via Dominant Pole Placement in Comparison with Ziegler-Nichols Tuning. IFAC-PapersOnLine, 52 (18), 43–48. doi: https://doi.org/10.1016/j.ifacol.2019.12.204

8. Åström, K. J., Hägglund, T. (2004). Revisiting the Ziegler–Nichols step response method for PID control. Journal of Process Control, 14(6), 635–650. doi: https://doi.org/10.1016/j.jprocont.2004.01.002

9. Åström, K. J., Hägglund, T. (1995). PID controllers: theory, design, and tuning. Research Triangle Park.

10. Mishra, A. K., Tiwari, V. K., Kumar, R., Verma, T. (2013). Speed control of DC motor using artificial bee colony optimization technique. 2013 International Conference on Control, Automation, Robotics and Embedded Systems (CARE). doi: https://doi.org/10.1109/care.2013.673772

11. Rodriguez-Molina, A., Villarel-Cervantes, M. G., Aldape-Pérez, M. (2017). An adaptive control study for a DC motor using meta-heuristic algorithms. IFAC-PapersOnLine, 50 (1), 13114–13120. doi: https://doi.org/10.1016/j.ifacol.2017.08.2164

12. Sysaafah, L., Widianto, Pokaya, I., Suhardi, D., Irfan, M. (2017). PID designs using DE and PSO algorithms for damping oscillations in a DC motor speed. 2017 4th International Conference on Electrical Engineering, Computer Science and Informatics (EESCO). doi: https://doi.org/10.1109/eeco.2017.8239138

13. Potmura, D., Alice Mary, K., Sai Babu, C. (2019). Experimental implementation of Flower Pollination Algorithm for speed controller of a BLDC motor. Ain Shams Engineering Journal, 10 (2), 287–295. doi: https://doi.org/10.1016/j.asej.2018.07.005

14. Taki El-Deen, A., Mahmoud, A. A. H., R. El-Sawi, A. (2015). Optimal PID Tuning for DC Motor Speed Controller Based on Genetic Algorithm. International Review of Automatic Control (IREACO), 8 (1), 80. doi: https://doi.org/10.15866/ireaco.v8i1.4839

15. Mamchur, D., Yatsiuk, R. (2018). Development of the PID-neurocontroller to compensate for the impact of damages and degradation of induction motor on operation of the electric drive system. Eastern-European Journal of Enterprise Technologies, 5 (2 (95)), 66–77. doi: https://doi.org/10.15387/1729-4061.2018.136466

16. Muniraj, M., Arulmozhiyal, R., Kesavan, D. (2020). An Improved Self-tuning Control Mechanism for BLDC Motor Using Grey Wolf Optimization Algorithm. International Conference on Communication, Computing and Electronics Systems, 315–323. doi: https://doi.org/10.1007/978-981-15-2612-1_30

17. Achanta, R. K., Pavula, V. K. (2017). DC motor speed control using PID controller tuned by jaya optimization algorithm. 2017 IEEE International Conference on Power, Control, Signals and Instrumentation Engineering (ICPCSI). doi: https://doi.org/10.1109/icpcsi.2017.8391856

18. Qi, Z., Shi, Q., Zhang, H. (2020). Tuning of Digital PID Controllers Using Particle Swarm Optimization Algorithm for a CAN-Based DC Motor Subject to Stochastic Delays. IEEE Transactions on Industrial Electronics, 67 (7), 5637–5646. doi: https://doi.org/10.1109/tie.2019.2934030

19. Xie, W., Wang, J.-S., Wang, H.-B. (2019). PI Controller of Speed Regulation of Brushless DC Motor Based on Particle Swarm Optimization Algorithm with Improved Inertia Weights. Mathematical Problems in Engineering, 2019, 1–12. doi: https://doi.org/10.1155/2019/2671792

20. Agarwal, J., Parmar, G., Gupta, R. (2018). Comparative Analysis of PID Controller for Speed Control of DC motor with Intelligent Optimization Algorithms. 2018 International Conference on Advances in Computing, Communication Control and Networking (ICACCCN), 273–277. doi: https://doi.org/10.1109/icacecn.2018.8748475

21. Gupta, S., Deep, K. (2019). A novel hybrid sine cosine algorithm for global optimization and its application to train multilayer perceptrons. Applied Intelligence, 50 (4), 993–1026. doi: https://doi.org/10.1007/s10489-019-01570-w

22. Hashim, N. L. S., Yahya, A., Andromeda, T., Kadir, M. R. R. A., Mahnud, N., Samion, S. (2012). Simulation of PSO-PID Controller of DC Motor in Micro–EDM System for Biomedical Application. Procedia Engineering, 41, 805–811. doi: https://doi.org/10.1016/j.proeng.2012.07.247

23. Kennedy, J., Eberhart, R. (1995). Particle Swarm Optimization. Proceedings of ICNN’95 - International Conference on Neural Networks, 1942–1948. doi: https://doi.org/10.1109/iccnn.1995.488968

24. Shi, Y., Eberhart, R. (1998). A modified particle swarm optimizer. 1998 IEEE International Conference on Evolutionary Computation Proceedings. IEEE World Congress on Computational Intelligence (Cat. No.98TH8360). doi: https://doi.org/10.1109/icec.1998.699146

25. Zhan, Z.-H., Zhang, J., Li, Y., Chung, H. S.-H. (2009). Adaptive Particle Swarm Optimization. IEEE Transactions on Systems, Man, and Cybernetics, Part B (Cybernetics), 39 (6), 1362–1381. doi: https://doi.org/10.1109/tsmcb.2009.2101956

DOI: 10.15587/1729-4061.2021.223517

THE SYNTHESIS OF CONTROL SYSTEM TO SYNCHRONIZE SHIP GENERATOR ASSEMBLIES (p. 45–63)
This paper considers the construction of principles and the synthesis of a system of effective control over the processes of synchronization of generator sets (GSs) that form a part of the distributed MP-control systems for complex ship technical systems and complexes (STS and C). The tasks of synchronization have been set, the process and database models have been built, the system configurations have been defined. Based on the use of resultant functions, we have determined stages in solving the tasks of control over the frequency adjustment synchronization in a hierarchical sequence. The performance analysis of the STS and C control elements has been carried out; the use of the integrated optimization criteria and dual management principles has been proposed. Practical techniques to manage the GS synchronization have been given. We have solved the problem of high-speed control over the frequency of synchronized objects based on the principles of adjustment. That has made it possible to determine in advance the moments of GS enabling under the deterministic and stochastic statement of the synchronization task. The results of the experimental study into the GS synchronization processes are given; the effectiveness of the proposed GS control has been proven. The principles underlying the construction of procedures to control the GS composition when using the methods of “rigid” and “flexible” thresholds have made it possible to define the optimization criteria and implement a control law that satisfied the condition for an extremum, which is an indicator of the feasibility of the set goal and takes into consideration the limitations of control influences. We managed to design a system in the class of adaptive control systems by the appropriate decomposition of the system’s elements by splitting a synchronization task into the task on performance and the task on control under the required conditions. The given examples of the processes where the synchronization failed while using standard synchronizer control algorithms, as well as processes of successful GS synchronization when applying the proposed synchronizer dual control algorithms, have confirmed the reliability of the main scientific results reported here.
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**УДОСКОНАЛЕННЯ АЛГОРИТМУ СТЕММЕР ПОРТЕРА (с. 6–13)**

Manhal Elias Polus, Thekra Abbas

Алгоритм стеммер Портера є широко використовуваним і важливим інструментом для обробки природної мови в області доступу до інформації. Стеммінг використовується для видалення слів, які додають морфологічні та діакритичні закінчення слів в англійській мові до їх кореневої форми для визначення кореня слова, так званого стема, на етапі первинної обробки тексту. Іншими словами, це лінгвістичний процес, який просто витягує основну частину, яка може бути близькою до відносного та спорідненого кореня. Класифікація текстів є одним з основних завдань при добуванні відповідної інформації з великого обсягу даних. У даній роботі ми пропонуємо спосіб поліпшення версії алгоритму Портера з метою обробки і подолання його обмежень, а також економії часу і пам'яті за рахунок зменшення розміру слів. Система використовує вдосконалену техніку виведення Портера для скорочення слів в той час як виконує когнітивні обчислення для виявлення морфологічно пов'язаних слів з корпусу без будь-якого втручання людини або спеціальних мовних знань. Вдосконалений алгоритм Портера порівнюється з вихідним стеммером. Вдосконалений алгоритм Портера має більш високу продуктивність і забезпечує більш точний пошук інформації (ПІ).

Ключові слова: алгоритм стеммінга, обробка природної мови, пошук інформації, ВАСП, алгоритм Портера.
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**РОЗРОБКА МЕТОДУ ПОБУДОВИ ЛІНГВІСТИЧНИХ ЕТАЛОНІВ ДЛЯ МУЛЬТИКРИТЕРІАЛЬНОГО ОЦІНЮВАННЯ ЕФЕКТИВНОСТІ HONEYPOT (с. 14–23)**

А. О. Корченко, В. О. Бреславський, С. П. Євсеєв, Н. К. Жумангаліева, А. О. Зварич, С. В. Казмірчук, О. А. Курченко, О. А. Лаптєв, О. В. Сєвєрінов, С. С. Ткачук

Один з актуальних напрямків, який розвивається в сфері інформаційної безпеки, пов'язаний з використанням Honeypot (віртуальних приманок, онлайнових пасток), а вибір критеріїв для визначення найбільш ефективних Honeypot і подальша їх класифікація є актуальним завданням. Наведено основні продукти, в яких реалізовані технології віртуальних приманок. Найчастіше вони використовуються для вивчення поведінки, підходів і методів, які використовують неавторизовані інші сторони для несанкціонованого доступу до ресурсів інформаційної системи. Онлайнові пастки можуть імітувати будь-який ресурс, але частіше вони виглядають як справжні виробничі сервери і робочі станції. Відомий ряд досить ефективних розробок, які використовуються для вирішення цього завдання за включення апарату ресурсів інформаційних систем, в основу яких засади апарату нечітких множин. Вони показали ефективність застосування відповідного математичного апарату, використання якого, наприклад, для формалізації підходу до формування набору еталонних величин, що дозволяє удосконалити процес визначення найбільш ефективних Honeypot. З цією метою сформована мноожина характеристик (процес установки та налаштування, процес використання та підтримки, збір і аналіз даних, рівень протоколювання, рівень імітації, рівень взаємодії), що визначає ефективність Honeypot. Запропонований алгоритм дозволяє обчислювати індивідуальні значення цих характеристик, що дозволяє відображати та класифікувати рівень ефективності віртуальних приманок Honeypot.

Ключові слова: класифікація honeypot, віртуальні приманки, нечіткі еталони, метод формування лінгвістичних еталонів.
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**РОЗРОБКА АЛГОРИТМУ ЗАХИСТУ ПРИСТРОЇВ КОМУНАЦІЇ КОРИСТУВАЧІВ ВІД ВИТОКІВ ДАНИХ (c. 24–34)**

О. В. Задерейко, Ю. В. Прокоп, О. Г. Трофименко, Н. І. Логінова, О. Є. Плачинда

З метою виявлення шляхів збору даних з пристроїв комунікації користувачів було проведено аналіз взаємодії клієнтів DNS з доменним простором імен Інтернет. Встановлено, що DNS трафік пристроїв комунікації журналюється DNS серверами провайдера, що саме по собі несе загрозу приватності користувачів. Розроблено та апробовано комплексний алгоритм захисту від збору даних користувачів, який складається з двох модулів. Перший модуль дозволяє перенаправити DNS трафік пристрою комунікації через DNS проксі-сервери з заданим класом анонімності, встановленого на основі індивідуального мультесту. Другий модуль забезпечує безперервний автоматичний запуск DNS прокси-сервери зі збереженням анонімності, встановленого на основі індивідуального мультесту. Другий модуль блокує збір даних, який здійснюється розробниками програмного забезпечення, встановленого на пристрою комунікації користувача, та спеціалізованими інтернет-сервісами, які належать IT-компаніям. Запропонований алгоритм дозволяє користувачам вибирати бажаний рівень приватності при використанні пристроїв комунікації з інтернетом. Це дозволяє знизити ймовірність цифрового профіллювання пристроїв комунікації і, як наслідок, позбавити можливості інформаційних маніпуляцій над їх власниками. Проведено комплексний аудит DNS трафіка різних стаціонарних і мобільних пристроїв комунікації. Аналіз DNS трафіка
дозволив ідентифікувати і структурувати DNS запити, які відповідають за збір даних користувачів інтернет-сервісами, що належать IT-компаніям. Виконано блокування ідентифікованих DNS запитів й експериментально підтверджено відсутність втрат працездатності базового і прикладного програмного забезпечення на пристроях комунікації користувача.

Ключові слова: DNS запит, DNS сервер, витоки DNS, DNS трафік, DNS проксі-сервер, збір даних.
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Суттєвою проблемою в області управління є настройка параметрів ПІД-регулятора. Через його високу нелінійність управління системою двигуна постійного струму є складним і математично повторюваним. Метод рою частинок (МРЧ) є відмінним методом оптимізації і перспективним підходом до вирішення проблеми оптимізації ПІД-регулятора. У даній роботі запропоновано модифікований метод МРЧ з чотирма функціями ваги інерції для знаходження глобальних оптимальних параметрів ПІД-регулятора для управління швидкістю і положенням двигуна постійного струму. Описуються порівняльні дослідження функцій ваги інерції. Для модифікації МРЧ були запропоновані два сценарії, М1-МРЧ і М2-МРЧ, а також класичні алгоритми МРЧ. Для першого сценарію модифікація МРЧ здійснювалася на основі зміни чотирьох функцій ваги інерції, соціального і персонального коефіцієнта прискорення, тоді як у другому сценарії критичні функції ваги інерції були змінені, але соціальний і персональний коефіцієнт прискорення залишався постійним під час реалізації алгоритму. Було проведено порівняння представленних сценаріїв в традиційними ПІД, завдяки яким результати моделювання показали, що перший сценарій володіє високою швидкістю пошуку, а також дуже ефективною і швидкою реалізацією в порівнянні з другим сценарієм і класичним МРЧ і навіть поліпшеним методом ПІД. Крім того, запропонований підхід має більшу високою швидкістю пошуку в порівнянні з класичним МРЧ. Однак було встановлено, що класичний алгоритм МРЧ має передчасний, неточний і локальний процес збіжності, що відбувається при вирішенні складних задач оптимізації. Представлений алгоритм запропонований для збільшення здатності пошуку вихідного МРЧ.
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Статтю присвячено побудові принципів і синтезу системи ефективного управління процесами синхронізації генераторних агрегатів (ГА), що знаходяться в складі розділених МП-систем управління складними судновими технічними системами і комплексами (СТС і К). Поставлені завдання синхронізації, побудовані моделі процесів, баз дані і визначені конфігурації систем. На основі використання результатів визначено етапи розв’язку завдань управління синхронізацією при підготовці частоти у ієрархічній послідовності. Проведено аналіз функціонування елементів управління СТС і К, запропоновано використання інтегральних критеріїв оптимізації і принципів дуального управління. Показані практичні способи управління синхронізацією ГА. Розглядається задача швидкодіючого управління частотою синхронізованих об’єктів на основі принципів принципів управління синхронізацією ГА. Це дозволило визначити з упередженням часу моменти включення ГА при детермінованій і стохастичній постановці завдання синхронізації. Наведені результати експериментальних досліджень процесів синхронізації ГА і доведена ефективність запропонованого управління ГА. Припускається, що управління синхронізацією ГА може бути ефективним при використанні принципів дуального управління.

Ключові слова: технічна експлуатація, синхронізація, якість, система управління, математичне моделювання.