ABSTRACT

To maximise fuel economy, bladed components in aero-engines operate close to material limits. The severe operating environment leads to in-service damage on compressor and turbine blades, having a profound and immediate impact on the performance of the engine. Current methods of blade visual inspection are mainly based on borescope imaging. During these inspections, the sentencing of components under inspection requires significant manual effort, with a lack of systematic approaches to avoid human biases. To perform fast and accurate sentencing, we propose an automatic workflow based on deep learning for detecting damage present on rotor blades using borescope videos. Building upon state-of-the-art methods from computer vision, we show that damage statistics can be presented for each blade in a blade row separately, and demonstrate the workflow on two borescope videos.

1 Introduction

Jet engines on aircraft are operated close to material limits to maximise fuel economy. Components of the engine are frequently placed in adverse conditions with strong and fluctuating stresses. Such stresses are exerted by the highly pressurised gases flowing through the engine, irregular impacts from foreign object debris (FOD), and high temperatures at locations such as the output of the combustor. These conditions can cause defects that lead to structural damage of the blades. Due to the adverse operating conditions, even small defects can have a snowball effect and cause catastrophic failure rapidly. In particular, small nicks and bends can upset the balance of rotors, leading to forced vibrations and flutter of blades, drastically reducing the high cycle fatigue life of the entire blade row. In addition, blade surfaces can suffer from corrosion damage. In the case of turbine blades, combustion products contain elements such as sulphur, lead and vanadium which damage the nickel-based alloy that makes up the blade under oxidising conditions; for compressor blades, salt from sea air can form deposits on blades as water evaporates within the compressor, weakening the steel blades via erosion—an effect commonly known as compressor fouling. Works such as [4] and [21] offer detailed qualitative reviews of the effects of commonly found in-service deteriorations in gas turbines.

Owing to the regular occurrence of blade damage, routine inspection of engine components is a crucial part of maintaining adequate performance standards to ensure the airworthiness of an engine. Currently, such inspections are mainly carried out visually via the identification of defects on the components. Borescope imaging is a popular technique that allows an inspector to probe the interior of an engine; the borescope’s flexible tube is designed to fit into engine access ports, permitting the inspection to be carried out with minimal disassembly. For example, special access plugs or the hole of a removed igniter can be used to access the hot section of a turbine [8]. The video feed captured by borescopes is analysed in real time by inspectors to identify potential anomalies. Once a severe flaw is identified, the engine is sent to a maintenance, repair and overhaul (MRO) facility where further inspection is performed by disassembly of the engine. This amounts to an expensive procedure that represents a considerable fraction of the engine list price [2]. For example, Boeing reports that the cost of repairing damage caused by FOD can exceed $1 million.
for a single overhaul operation per engine, exceeding 20% of the engine’s list price\(^2\) Therefore, the sentencing of an engine must be performed prudently but quickly to minimise downtime.

The process of engine inspection involves a significant investment of manual effort. Inspectors are required to undergo rigorous and costly training. New and inexperienced inspectors may lack the knowledge and skills to reliably identify and flag problematic engine parts \(^7\). Human factors present a significant challenge to the maintenance process; the decision of whether an identified defect is deemed deleterious enough to warrant repair operations—or is acceptable and simply carried forward to the next inspection—relies on manual measurements of the location and size of the defect. These measurements are compared against tolerance limits based on previous case studies delineated in relevant engine manuals \(^28\). Tolerance guidelines differ across various components and the type of damage inflicted on the blade—a nick and a score of the same dimension on the same blade can have different impacts on the functionality of the engine, depending on component loads. Various studies have been conducted on quantifying the impact of damaged blades on component \(^25\)\(^11\) and overall engine performance \(^13\)\(^1\), but have restricted their analyses to specific types of defects, with varying methods of measuring output performance leading to different conclusions. To complicate matters, in \(^2\) the authors find that the classification of defects on gas turbine blades presented from various sources is inconsistent and sometimes incomplete, leading to variability in practices among different parties even within a single organisation.

The aim of the work presented in this paper is to develop an automatic workflow for assessing damage on bladed gas turbine components via analysis of video feeds collected from borescope inspections (see Figure 1). The advantages of an automatic framework include the removal of human biases, a faster decision process, possible gains in accuracy, and—in the face of uncertainty—the ability to quantify this uncertainty via confidence scores. In this workflow, video feeds collected from borescope inspections are stored and input to a bespoke neural network. The structure of the component in the video is deduced via an instance segmentation framework based on deep learning. In instance segmentation, each object within a video frame is detected, classified and localised with a bounding box surrounding the object. Within this bounding box, the object is identified by a mask that highlights relevant pixels. Figure 2 illustrates the differences between three common image segmentation tasks in computer vision, namely semantic segmentation (where each pixel is classified), object detection (where bounding boxes are deduced for each object and classified) and instance segmentation. In literature, neural networks have been deployed to perform semantic segmentation on images collected from borescopes to detect the presence of cracks \(^27\) and spallation \(^3\) on turbine blades. Our work extends and differs from these papers in two main aspects: we aim to (i) classify multiple types of damage, and (ii) deduce the structure of the scene in the borescope video feed by separately identifying multiple blades—noting that, in semantic segmentation, no distinction is made between different instances of the same type of objects. Thus, semantically segmented images are unable to tell us which blade a detected damage region belongs to. By using an instance segmentation framework instead, it is possible to design a procedure to track rotor blades across a sequence of frames as the row is rotated in the captured video during a borescope inspection process. As a result, damage statistics can be extracted for individual blades as they pass through the view of the borescope.

---

\(^2\)[https://www.boeing.com/commercial/aeromagazine/aero_D1/textonly/s01txt.html]
The rest of this paper is structured as follows. In Section 2, we provide an overview of the computational methods used in this work, including a review of methods for instance segmentation and a modular description of the neural network used in our study. In addition, we propose approaches to track detected rotor blades across a sequence of frames, enabling us to create summary statistics of the types and extent of damage found on individual blades. In Section 3, results obtained from the workflow on two example borescope videos are discussed with details of the methods used to assess segmentation quality.

2 Methodology

2.1 Instance segmentation with Mask Region-based Convolutional Neural Networks

Instance segmentation is an active area of research within the computer vision community. Nearly all approaches within this area are based on convolutional neural networks (CNNs) \([16, 15]\). These networks are attractive because of their ability to extract features of an image at various scales with translational invariance. Their architecture greatly reduces the number of parameters compared to a fully connected feedforward neural network, enabling greater efficiency in training. Thus, they form the basis of approaches to tackle tasks such as semantic segmentation \([20]\) and object detection \([10, 9, 26, 25]\). Likewise, they are crucial components in state-of-the-art approaches in instance segmentation, including Mask Region-based Convolutional Neural Networks (Mask R-CNN) \([12]\), DeepMask \([24]\) and Fully Convolutional Instance Segmentation \([17]\).

In this paper, instance segmentation on contiguous frames of borescope videos is performed by adapting the Mask R-CNN. In the following, we briefly describe the structure of this network, referring readers to the original paper \([12]\) for
further details. The first stage of the Mask R-CNN consists of a CNN head (consisting of convolutional and pooling layers) producing a feature map. This is followed by a Region Proposal Network (RPN), which is another set of convolutional layers that outputs a class prediction and bounding box coordinates for a number of anchors centered at each pixel of the feature map. Each anchor is a rectangular box of a certain aspect ratio and scale. The RPN produces a number of region proposals from anchors at different sizes, and assigns them scores indicating the confidence that an object is contained within the proposal bounding boxes. Each proposal, along with the features within the region, is properly aligned into a standard size with a method called RoI Align. Then, it is fed into a network with fully connected layers. This network outputs bounding boxes with refined coordinates that should tightly wrap around objects of interest, along with a classification of the object inside into prescribed classes. Simultaneously, the mask head takes in the region proposals and performs semantic segmentation in each region. The architecture of the entire network is shown in Figure 3 with a simplified representation.

In this project, we find that, on its own, the mask head is unable to produce high quality predictions. As this network is required to operate on region proposals that can differ greatly in scale and aspect ratio within the same image, a network that can effectively segment small objects is unable to produce clean outputs for larger objects, creating undesirable artefacts such as those shown in Figure 4a. Therefore, we incorporate the PointRend module [14] on top of Mask R-CNN to improve the segmentation accuracy of the mask head. This module performs point-based segmentation on adaptively re-sampled points on the feature map via an iterative subdivision algorithm. Having more points near the boundary of the object allows finer details of the shape to be captured, thus avoiding the aliasing phenomenon that produces the aforementioned artefacts. As seen in Figure 4b, the artefacts are largely removed with the addition of PointRend.

In this work, we adopt the open source software package Detectron2 [32], which provides a framework for defining, implementing, training and testing various neural network architectures for computer vision. It is based on the Python deep learning library PyTorch [23], and offers various implementations of Mask R-CNN as well as the PointRend mask head. In this work, the ResNet50-FPN architecture [18] is used for the backbone (the part of the network used for feature extraction over the entire image).

2.2 Blade tracking and calculation of damage statistics

The Mask R-CNN framework can be deployed to identify and segment objects in individual images. This enables the automatic detection of the presence of different blades in separate frames of the borescope video feed. However, in a contiguous sequence of frames, the same individual blade may be featured in different perspectives, at different positions within the frames. Depending on lighting conditions and the perspective of the borescope camera, various instances of damage may appear in some frames and disappear in others. To provide a holistic assessment of the condition of a certain blade, it is necessary to track blades across the frames they appear in. Since this information is not available from the Mask R-CNN, we design an algorithm to find correlations within a sequence of frames and identify identical blades across adjacent frames.
In Algorithm 1, the procedure used to assign unique ID values to blades appearing in a sequence of frames in a video feed is described. Several assumptions are made with this algorithm, which explain the motivation behind its design. First, owing to the contiguous nature of blades moving across frames, we assume that blades do not move significantly across adjacent frames. That is, the displacement of a blade from the previous frame is below a certain threshold. In other words, we assume a high frame rate relative to the rotation speed of the blades. This motivates the approach to match the blade in the current frame to the nearest blade in the previous frame in terms of the Euclidean distance between the centres of the respective bounding boxes. For each blade in the current frame, this distance is calculated with all blades in the previous frame. If the minimum distance is below a certain user-set threshold (depending on the video), the blades can be matched and the ID copied onto the current blade. If the minimum distance is larger than the threshold, it is understood that this blade is not seen in the previous frame. Hence, a new ID is set for this blade. In the implementation, we look back to a short sequence of frames (of user-set length $L$) to protect against missing detections in certain frames. Moreover, blade detections with area smaller than a certain user-set threshold are also discarded. In frames with small projected blade areas, it is unlikely that marks of damage on the blade will be clearly visible. We note that the assumption of continuity is broken when the video contains a discontinuity, or the camera is moved too quickly. In practice, some pre-processing is necessary to prevent these possibilities, e.g. by breaking up discontinuous video segments.
Algorithm 1  Tracking blades in a video feed.

\textbf{Input} : Instance segmentation results for each frame, distance, area and detection confidence thresholds, length of lookback $L$.

\textbf{Output} : Blade IDs for each blade in each frame.

\begin{algorithm}
\begin{algorithmic}[1]
\State \textbf{for each frame do}
\State Mark all blades with projected area larger than \textit{area threshold} and confidence score above \textit{confidence threshold} as valid.
\If {first frame in the video}
\State Assign new IDs for each valid blade.
\State \textbf{Continue}
\EndIf
\For {$k = 1, ..., L$}
\For {each valid unmatched blade in current frame}
\For {each valid blade $k$ frames ago}
\State Calculate the distance between the current blade and previous blade by Euclidean distance between centres of respective bounding boxes.
\EndFor
\State Identify blade with minimum distance.
\If {minimum distance is smaller than \textit{distance threshold}}
\State Set ID of current blade as the ID of the previous blade.
\EndIf
\EndFor
\EndFor
\For {each unmatched blade in current frame}
\If {left-leaving blades is not empty and current blade’s bounding box is on the left side of frame}
\State Assign ID as the last left-leaving blade.
\ElseIf {right-leaving blades is not empty and current blade’s bounding box is on the right side of frame}
\State Assign ID as the last right-leaving blade.
\Else
\State Assign new ID to blade.
\EndIf
\EndIf
\EndFor
\If {blade from previous frame is not found in current frame}
\If {center of bounding box is on the left side of frame}
\State Append blade ID to left-leaving blades.
\Else
\State Append blade ID to right-leaving blades.
\EndIf
\EndIf
\EndFor
\end{algorithmic}
\end{algorithm}

Second, we assume that the blades travel (approximately) horizontally, going from left to right or vice-versa. It is possible for the row to travel back and forth, so an unmatched blade may be a blade that has already been seen earlier in the video. To tackle this, lists of blades that have left the view on either side of the travel path are kept, and appropriately assigned to unmatched blades depending on their direction of entry. Clearly, this can be extended to the case of, e.g., vertically travelling blades, but when the borescope is non-stationary during inspection, a more sophisticated method is required.

With a system to track blades across the video, we can collate statistics about the damage on blades as seen from the various frames, identifying which blade the detected damage pixel patches in each frame belongs to. As mentioned earlier, certain marks of damage are more visible in some frames—showing a blade from certain perspectives—than others. Thus, instead of focusing on a single view, damage statistics across the whole trajectory of the blade should be recorded. In Section 3, damage is recorded for each blade as a fraction of the projected area of the blade visible in that frame. We note that this is not a unique method of quantifying and assessing damage; factors other than the area/size of the damage—such as the location of the damage—can be taken into account.
Results

In this section, the workflow described in this paper is demonstrated on borescope images of a high pressure compressor (HPC) collected from two videos available from YouTube\(^1\) (See Figure 5 and Table 1 for example images from and details of both videos.) First, further details on the implementation and deployment of the workflow are provided. Second, performance metrics for the instance segmentation are provided with discussion. Third, we describe a post-processing step to improve detection accuracy. Finally, examples of assessing damage on specific rotor blades are shown including a video visualisation.

3.1 Gathering of training and testing data

Out of the 4881 video frames contained in both videos combined, 104 images are provided with manual labels via the open source Computer Vision Annotation Tool (CVAT) software\(^2\). Labels are provided in the form of polygons that approximate the outline of an object (see Figure 6), and are associated with five possible classes, namely Casing, Compressor-rotor, Surface-damage, Material-separation and Material-deformation. In this dataset, Surface-damage mainly refers to scratches, but can also refer to compressor fouling, turbine sulfidation etc. Material-separation includes nicks, tears and cracks; and Material-deformation commonly refers to bends. With reference to [2], these categories are devised to broadly separate forms of damage of different nature (hence different potential impact on performance), while keeping the number of classes small.

It is important to note the introduction of possible human biases in this process. First, labels may not completely tightly wrap around the object of interest. Due to the limited resolution of video frames and the presence of imaging artefacts, this is difficult to avoid, especially when concerned with small damage marks. Second, material separation and deformation damage cause the blade shape to warp. Where they occur, we interpret the blade shape as that corresponding to the original undamaged geometry. Thus, labelling blades with these types of damage involves interpolation/extrapolation of certain points, which can suffer from minor variations. Despite the above, we argue that overall, the automatic framework should mitigate the impact of possible biases compared to a fully manual procedure. For example, the system can highlight damage that may be missed in manual inspections.

\(^1\)Video 1: https://youtu.be/eO6GRU4RfC4 and video 2: https://youtu.be/nWk6IeL1iIM
\(^2\)https://zenodo.org/record/4009388#YDPERC213jA
3.2 Training of the neural network

From the 104 labelled images, 89 images are used for training, and 15 for testing. Network weights are initialised from the pre-trained model for the COCO dataset [19]. The network is trained with a learning rate of 0.02, a weight decay parameter of 0.0001 and momentum of 0.9 using stochastic gradient descent (SGD). The mini-batch size is 16, distributed across 4 GPUs. The network is trained for 2000 iterations (see the next subsection for discussion of this choice). Most of the network configurations follow the defaults set in [32] according to [12] and [14], except for the anchor sizes. Due to the lower resolution of our images ($384 \times 288$), and the presence of small surface damage marks, the proposal anchor sizes for the RPN are set as 16, 32, 64, 128 and 256, smaller than the default.

The multi-task loss function of the Mask R-CNN is composed of five terms,

$$L_{tot} = L_{rpn,cls} + L_{rpn,reg} + L_{cls} + L_{reg} + L_{mask}.$$ \hspace{1cm} (1)

The first two terms refer to losses of the region proposals generated by the RPN. The first term $L_{rpn,cls}$ is a binary cross entropy loss over whether a region proposal contains or does not contain an object. The term $L_{rpn,reg}$ penalises discrepancies of the bounding box with ground truth bounding boxes automatically generated from the polygon labels, and is only calculated for positive region proposals, i.e. those with sufficient overlap with a ground truth box. The latter three terms refer to the mask head. The term $L_{cls}$ is a multinomial cross entropy loss, now penalising wrong classifications of the object within a bounding box. The term $L_{reg}$ works similarly to $L_{rpn,reg}$ but for final output bounding boxes instead of region proposals. Finally, $L_{mask}$ is the semantic segmentation loss within each positive bounding box.

We note that the number of training iterations and number of training images is small compared with common benchmark datasets for instance segmentation (e.g. COCO [19], Cityscapes [5]). However, it is shown in the following that this nevertheless results in satisfactory quality in the predictions. This is mainly because of the similarity of the frames in a single video feed. In practice, if the scope of the workflow were to be increased by sourcing training data from borescope inspections of more distinct components, the size of the training set and duration of training would need to be increased appropriately.

3.3 Results on testing data

In Figure 7a, the total loss (1) is plotted against the number of training iterations. Although the loss on the training data continues decreasing as the number of iterations increase, the loss on the testing data increases after about 200 iterations. This suggests that the model is overfitting past 200 iterations. However, it is observed that detection quality is improved when comparing the network at a later stage to that at an earlier stage of training, even on unseen testing images. For example, Figure 8 shows a testing image and the corresponding network predictions after 500 and 2000 training iterations respectively. This figure shows that the network after 500 iterations tends to skip the identification of certain damage marks—e.g. some surface damage on rotor 46 and the tip bend near the leading edge of rotor 47.

Weights are available at https://dl.fbaipublicfiles.com/detectron2/PointRend/InstanceSegmentation/pointrend_rcnn_R_50_FPN_3x_coco/104955410/model_final_edd263.pkl
Therefore, the testing loss is not an adequate metric for judging the quality of the network in this case. A possible cause of this is that the loss does not penalise missing detections severely enough—e.g. the mask segmentation loss $L_{\text{mask}}$ is only defined on valid region proposals.

Thus, we propose to evaluate the network using two different metrics. They are based on comparing predicted masks with masks from the ground truth (manually labelled images) using the intersection over union (IoU) metric. For two masks $A$ and $B$, their IoU is

$$IoU = \frac{\text{Area}(A \cap B)}{\text{Area}(A \cup B)},$$

(2)

which is a measure of how much overlap the masks have. The mean average precision (mAP) is a common metric used in computer vision literature to evaluate instance segmentation networks. It is evaluated using the steps detailed in Algorithm 2 (also see [22]) at a certain IoU threshold that we set at 0.5. This is also known as AP$_{50}$ in literature [12]. It is a measure of the proportion of masks that correctly predict objects in the ground truth of an image, in terms of both the class and a minimum IoU. In addition to this metric, we devise a similar metric—the matched IoU—that measures the average IoU of True mask predictions with their assigned ground truth masks obtained from Algorithm 2 for each class. This is subsequently averaged across all classes. This metric measures the quality of matched masks in addition to their well-matching with ground truth masks, since the calculation of areas is a crucial part of our results.

In Figure 7b, we have plotted these two metrics averaged across the images in the testing data, evaluated for the network trained at different numbers of training iterations. From this figure, it is clear that the network performs better from 2000 iterations onwards. While the matched IoU stays relatively constant, the number of missing detections is drastically reduced as we train the network, raising the mAP score.
Algorithm 2 Calculating mAP for an image.

\textbf{Input} : Masks and associated class predictions and ground truth, IoU threshold value between 0 and 1.
\textbf{Output} : mAP value.

\begin{algorithm}
\begin{algorithmic}[1]
\FOR {\textit{each class}}
\STATE List all predicted masks of a certain class, ordered in descending order of prediction confidence.
\FOR {\textit{each predicted mask in descending confidence}}
\IF {no unassigned ground truth mask of the same class exists}
\STATE Mark this prediction as False.
\ENDIF
\STATE Find the unassigned ground truth mask of the same class that has the highest IoU with the prediction.
\IF {this IoU > IoU threshold}
\STATE Mark this prediction as True.
\STATE Mark this ground truth mask as assigned.
\ELSE
\STATE Mark this prediction as False.
\ENDIF
\ENDFOR\end{algorithmic}
\STATE Set $FN =$ number of unassigned ground truth masks.
\FOR {\textit{each predicted mask in descending confidence}}
\STATE Calculate $\hat{P} =$ the number of True predictions so far divided by the number of predictions so far.
\STATE Calculate $R =$ the number of True predictions so far divided by (the total number of True predictions + $FN$).
\STATE Associate each $\hat{P}$ with the corresponding $R$ to form $\hat{P}(R)$, the precision-recall curve.
\STATE Calculate $P(R) = \max_{R' \geq R} \hat{P}(R')$, the interpolated precision-recall curve.
\STATE Calculate $AP = \int_0^1 P(R) dR$.
\ENDFOR\end{algorithm}
\STATE Calculate $mAP =$ the mean of $AP$ across all classes.
\end{algorithm}

Having obtained the segmentation of each frame in the video, Algorithm 2 is applied to correlate the masks across adjacent frames and assign unique IDs to each rotor found within the video sequence. Then, the projected areas of the rotors shown in the images, along with the associated area of damage present on the blades, are calculated by counting the pixels in their masks. For each rotor, it is possible to plot a time series graph, showing the amount of damage present on each blade relative to the blade projected area as the blade emerges into and then leaves the camera view. In Figures 9 to 11, we show three example time series plots of the detected damage on rotors. In all three plots, the black dashed line shows the detected rotor area as a fraction of image area, and the coloured solid lines show different types of damage as a fraction of blade area; the blue line shows surface damage, the orange line material separation and green line material deformation. As the rotors travel across the camera view, the extent of detected damage varies. Therefore, a thorough assessment of rotor damage should take into account the full time series.
3.4 Post-processing to identify surface damage

At each frame, the Mask R-CNN needs to detect and mask objects at a wide range of scales. In particular, while larger objects with clear outlines such as blades are more easily detected, smaller patches indicating surface damage on blades are more challenging. In addition, small scratches are difficult to identify through manual inspection of borescope images, which affects the labelling process that generates the training data. Therefore, surface scratches may be missed by the network occasionally. To address this, we suggest the addition of a post-processing step to check the network predictions against filtered images highlighting small scale features. An illustration of this workflow is shown in Figure 13 and consists of the following steps:

1. **Resize and crop** to isolate an individual blade from a frame, using network predictions to find the bounding box of the blade.

2. Apply a **high-pass filter** to the image within the box. Let $I$ be the $H \times W$ matrix of grayscale pixel brightness intensities, where $H$ and $W$ are the height and width of the bounding box respectively. The output $I_h$ is given by

$$I_h = [I - I \ast G_\sigma]_+, \quad (3)$$

where $G_\sigma$ is the isotropic Gaussian smoothing kernel with standard deviation $\sigma$ [6, Ch. 9.12.6], $\ast$ is the (discrete) convolution operator and $[\cdot]_+$ sets all negative elements of the argument to zero.

3. **Mask erosion**: We apply a mask to the output of the high-pass filter which sets the elements outside of the mask to zero. The mask used is a morphologically eroded version of the blade mask generated by Mask R-CNN within the bounding box. That is, the expanse of the mask is shrunk at the boundary in the normal direction (see Figure 12). This operation removes the highlight at the blade edges which is picked up by the high-pass filter.
4. Finally, we apply a **threshold and enhance** operation to remove pixels with low intensities, and enhance the contrast of the final output.

Using the steps above, small features and discontinuities over the blade are demarcated.

In Figure 14, these steps are demonstrated on three distinct blades in frames with maximum projected area. It can be seen that the network does not identify all surface scratches, which may even be difficult to identify manually. The high-pass filtering procedure removes the glare of the blade’s reflection and shows the presence of small irregularities on the blade surface. It should be noted that this procedure has certain limitations—such as the susceptibility to noise artefacts, the necessity to manually tune the size of the filters, and the inability to distinguish between different types of damage.

### 3.5 Analysis of damage around blade row

In the following, we detail the damage found around the rotor row in video 1, where the full blade row is shown. In Figure 15, the damage extent on each blade around the rotor disk is summarised and illustrated. For material separation and deformation damage, the extent is calculated from its area in the frame in which it has the maximum projected area; for surface damage, the extent is considered by averaging across all frames, since surface damage is usually made up of a number of small scratches, with only a subset of all surface damage patches on a certain blade visible in a particular frame. In both plots, the amounts of damage are plotted separately for four spanwise regions as a fraction of the entire projected rotor area. These plots reveal important insights about the detected damage. For example, rotor imbalances can be detected when severe separation damage is present in one localised region around the row.

We summarise the output of the entire workflow with an animation accessible at [https://youtu.be/nUU-1mpvIpM](https://youtu.be/nUU-1mpvIpM). In this video, network prediction labels are visualised along with damage summary plots and a hypothetical perfor-
Figure 11: Example image, corresponding segmentation result and damage time series plot for Rotor 24, video 2.

Figure 12: Demonstrating the morphological erosion operator on an example binary array.
Figure 13: Example procedure to generate filtered images that highlight small features on blades leveraging network predictions. Note that enhancing is applied for the final three images for exposition purposes.

Figure 14: Original images (top) and post-processed images (bottom) showing three different blades with surface damage. White pixels indicate the intensity post-filtering, and green contours denote masks from Mask R-CNN.
Figure 15: Plot of types of damage around a blade row. In both plots, color denotes the extent of damage as a fraction of rotor area, split across four spanwise regions. Spanwise position of the damage is shown with the radial coordinate, and the azimuthal coordinate denotes the rotor number.

Figure 16: Summary of the training and deployment of the automatic borescope inspection framework.

Conclusions and future work

Using methods from computer vision, we show that it is possible to detect damage present on blades via videos collected from borescope inspections. Coupled with algorithms for blade tracking, this enables an automatic workflow that collects statistics about the types and extent of damage found on rotor blades. To summarise, the steps for training and deploying the automatic borescope inspection framework in practice are outlined in Figure 16.

To take this work further, we need to convert the collected damage statistics over several frames to a full assessment of the damaged geometry of a blade. This involves the mapping of detected damage in 2D to a 3D model of a blade in CAD representation. The 3D blade models serve as digital twins that are amenable to aerodynamic analysis to assess the implications of the damage. For example, in [30, 31], the authors propose a method to measure a metric distance of a geometry from a collection of blades that are known to adhere to performance and safety standards—called a blade...
envelope. Integrating the present framework with the workflow in [30][31], we envision that our system can serve as a component in a real-time assessment and recommendation system to aid inspectors in engine sentencing and engineers in designing robust bladed components.
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