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Abstract

We study the following problem: given a polynomial order of approximation $n$ and the corresponding Bézier tensor product patches over an unstructured quadrilateral mesh made of convex quadrilaterals with vertices of any valence, is there a solution to the $G^1$ (and as a consequence the $C^1$) approximation (resp. interpolation) problem? To illustrate the interpolation case, constraints defining regularity conditions across patches have to be satisfied. The resulting number of free degrees of freedom must be such that the interpolation problem has a solution! This is similar to studying the minimal determining set (MDS) for a $C^1$ continuity construction.

Based on the equivalence of $G^1$ and $C^1$ we introduce a sufficient $G^1$ condition that is better adapted to the present problem. Boundary conditions are then analysed including normal derivative constraints (common in FEM but not in CAGD.)

The MDS are constructed for both polygonal meshes and meshes with $G^1$-smooth piecewise Bézier cubic global boundary. The main results are that such MDS exists always for patches of order $\geq 5$. For $n = 4$ criterions for mesh structures avoiding under constrained situations are analysed. This leads to the construction of bases by solving a well defined linear system, which allows the solution of the problem for large families structures of planar meshes, without using macro-elements or subdivisions.

A complete solution for cubic $C^1$ boundaries is given, again by a constructive algorithm. We also show that one can mixes quartic and quintic patches. constraints. Explicit construction is provided for important types of interpolation/boundary. Finally some numerical examples are given. As a conclusion from a practical point of view, the present paper provides a way to solve $C^1$ interpolations/approximations and fourth order partial differential problems on arbitrary structures of quadrilateral meshes. Defining a global in-plane parametrisation a priori allows the introduction of a “physical” energy functional, as is done in Isogeometric Analysis, energy that relates to the functional representation of the surface.
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Part I. Introduction

1 Problem definition, current state and aim of the research

Definitions of the current Section are not always self-contained. The precise mathematical definitions of the notions used in this section will be given in subsequent sections (example: the precise definition of $G^1 (C^1)$-continuity, is in Part [I]).

1.1 Description of the problem

Input. Let $OXYZ$ a Cartesian coordinate system, $\tilde{\Omega}$ a planar simply-connected domain lying in the $XY$-plane, together with its regular quadrangulation into convex elements (by regular we mean that two elements have either an empty intersection, an edge or a vertex in common.) The mesh may have an arbitrary topological and geometrical structure (see Figure [1]) and may have either a polygonal or a $G^1$-smooth piecewise-cubic Bézier parametric global boundary.

Output. Compute a 3D piecewise Bézier tensor-product parametric surface of order $n$, so that

1. There is a one-to-one correspondence between the planar mesh elements and the patches of the resulting surface. The orthogonal projection of every 3D patch onto the $XY$-plane defines a bijection between the patch and the corresponding element of the planar mesh (see Figure [2]).

2. The union of every two adjacent patches is $G^1 (C^1)$-regular.

3. The resulting surface is obtained as the constrained minimum for a given energy functional, relative to the cartesian plane (functional representation of the surface.)

4. One can impose additional interpolation/boundary constraints. For example, the resulting surface may be required to interpolate some 3D initial data at vertices (see Figure [3]).

5. Determine the dimension of the underlying approximation space.

An important result due to J. Peters [37] establishes that $G^1$ continuity over any unstructured mesh implies actually $C^1$. Hence we are free to use $G^1$ or $C^1$-continuity requirements, whichever is more adapted to the cases we consider! We always suppose that the additional constraints noted above fit the smoothness requirements. The surface we thus define or compute can be seen as a functional surface, that is a surface defined as $Z = f(X,Y)$ over $\Omega$.

1.2 Brief review of related works

The current work lies at the junction of Computer Aided Geometric Design and the Finite Element Methods. Both fields have extremely extensive bibliography that makes it impossible to present a full list of related works.
Reviews and wide lists of references can be found, for example, in [13], [14], [21], [38] (for CAGD methods) and in [8], [16], [46] (for Finite Element methods). The recent Isogeometric Analysis (IGA) breakthrough [23] has brought together the fields of multi patch surface handling, higher order smooth order approximations and Finite Element Methods (FEM).

The related problems involve many "parameters" like: type of the considered meshes, choice of the functional space, the energy functional, smoothness, hence an abundant literature around the present subject.

A classic problem in CAGD deals with the construction of piecewise parametric Bézier or B-spline surfaces or their extension to Non Uniform Rational B-Spline (NURBS), and it often requires (at least) $G^1(C^1)$-continuity of the resulting surface. The researches may be subdivided into two large categories: the first category concentrates on the continuity conditions; the second category studies the different types of the energy (fairness) functionals. The purpose of the present review is to outline briefly some fundamental concepts of the related approaches. We review mainly the case of quadrilateral patches and smooth surfaces, and do not consider NURBS.

1.2.1 CAGD based constructions

Continuity conditions One can consider the construction of a smooth surfaces interpolating a given 3D mesh of curves (e.g. [30], [35], [39], [43], [44]) or start with the construction of the mesh of curves which interpolates the given data (e.g. [33], [41]). Usually, the initial triangular or quadrilateral mesh is not required to be regular. However, it appears (see [35]) that the piecewise parametric $G^1$-smooth interpolant does not necessarily exist for every mesh. Then either some restrictive assumption on the mesh of curves is introduced or some modification of the mesh is made. Localizing the propagation of continuity constraints by refining surfaces is necessary for some cases. Subdivision of some mesh elements (see [9], [10], [12], ) is commonly applied in order to improve the mesh quality (e.g. [35], [39], [42]) and to make the mesh admissible for interpolation by a smooth surface. Another techniques, [17], is based on macro-elements to keep a low order order approximation.

Subdivision of an initial mesh element clearly implies that the resulting surface for the element is composed of several (polynomial/spline) pieces. The first step is to check that the mesh of curves is admissible, next one proceeds with filling the "faces". Both the weight functions and the inner control points in the under-constraint situations are defined by application of some (usually local) heuristics, such as the least-square or averaging techniques (see, for example, [17], [33], [35], [32], and the references herein. Application of the local heuristics allows to construct a resulting surface by the local methods and to avoid any complicated computations.

To avoid macro elements or subdivision one needs higher order tensor product patches for $G^1$ construction of surfaces. The first candidate is the bi quartic patch, but as we will show existence and uniqueness of a solution depends on the underlying mesh structure. $G^1$ construction of bi quintic B-spline surfaces over arbitrary topology is done in [50] and [49]. The aim is to simplify surface
representations by an approximation with such patches. To do that they derive many local $G^1$ properties similar to the one we will introduce. The authors do claim that the bi-quintic quadrilateral is of the lowest order possible, but do not give any demonstration of this statement. They show that the problem has no solution over general meshes for bi-cubic patches. Furthermore the actual dimension of the resulting basis is not studied and the functional used for approximating the given surfaces are not defined. Similarly, [20], construct a $G^1$ surface by patch-by-patch scheme smoothly stitching bi-quintic Bézier patches. While the techniques described above are generally sufficient in order to construct nicely looking surfaces,by approximation or interpolation of the given data, they usually require some preprocessing and the nature of the local heuristics may not reflect any geometrical characteristic of the resulting surface. [29] gives a higher order construction based on sixth order polynomials, we shall not consider this here.

A study of the energy functionals The second category of techniques allows controlling the shape of the surface by minimisation of some (usually global) energy functional. The works, which study different forms of the energy functional, usually deal with intrinsically smooth functional bases (e.g. B-spline basis) and in any case assume the regular structure of the mesh. The user is required to enter only some essential interpolation data, the rest of the degrees of freedom are defined by the energy minimisation. The energies used in Computer Aided Geometrical Design commonly relate to the parametric representation of the surface and include the partial derivatives with respect to parameters. The spectrum of the energies is very wide; the most advanced techniques compute the energies using some initial approximation of the resulting surface which lead to a good approximation of the ”natural” geometrical characteristics, such as total curvature (e.g. (18), (45)).

1.2.2 Interaction between FEM and CAGD

CAGD and FEM are related domains, the main link being the two way exchanges between geometry and meshes. Higher order approximations are often used in FEM, based on higher order polynomials ($p$ method) triangular, regular quadrilateral or so-called macro-elements (splitting of convex quadrilaterals (see [9]) or triangles (see [10])), for details see [7], [16]. Moreover CAD representations have been used for the numerical solutions of partial differential equations (PDEs), [25], [40], and conversely some FEM methods have been used for the design of geometrical objects, [31]. The real convergence is given the Isogeometric Analysis [23], where PDEs are approximated by NURBS in the physical space, using the geometric transformation that defines the domain and not the parametric (reference) one.

The Bivariate Triangular Spline Finite Elements The construction of the Bivariate Triangular Spline Finite Elements (BSFE) is closely connected to the approach of the current work. The BSFE approach combines Bézier-Bernstein representation of the polynomials and the requirement of $C^r$ ($r > 0$) smoothness. It leads to the problem of determining minimal determining sets (MDS). This
Let a triangulation of a simply-connected planar polygonal domain $\tilde{\Omega}$ be given. By definition, for integers $n$ and $0 \leq r \leq n - 1$, space $S^r_n$ consists of $C^r(\tilde{\Omega})$ smooth functions which are piecewise polynomials of total degree at most $n$ over each triangle with respect to the barycentric coordinates. $S^r_n$ is called a bivariate spline finite element space. Note, that although for every triangle the polynomials are represented in their Bézier-Bernstein form with respect to the barycentric coordinates, they also can be considered as polynomials in the functional sense.

For a triangle with vertices $A$, $B$, $C$, the $XY$-coordinates of the Bézier control points are given by $\bar{P}_{i,j,k} = \frac{1}{n}(iA + jB + kC)$, $i + j + k = n$. Let $Z(\bar{P}_{i,j,k})$ denote the $Z$ coordinate of the control point $\bar{P}_{i,j,k}$. Since at least $C^0$-continuity is assumed, the Bézier control points of shared edges are unique, determining the dimension of the space $S^0_n$.

The dimension of $S^r_n$ is given by the number of control points in a minimal determining set (MDS), i.e. a minimal set of points nodal points $D$ such that (see definition 5, below):

$$\forall P_{i,j,k} \in D, \quad Z(\bar{P}_{i,j,k}) = 0, \quad \text{and} \quad Z \in C^r \Rightarrow Z \equiv 0;$$

The problem of the dimension of $S^r_n$ was initiated with a conjecture of Strang in [47]. The dimensionality depends on both the topological and geometrical structure of the mesh; an arbitrary small perturbation of the mesh vertices may lead to changes in structure of the minimal determining set. The first important result was achieved by Morgan and Scott [32], with the dimension formula and explicit basis for space $S^1_n$, $n \geq 5$. The minimal determining sets (and therefore bases of the underlying spline spaces) were explicitly constructed for $S^1_n$ for all triangulations (see Alfred et all. [3]); $S^r_n$, $n \geq 3r + 2$ for general triangulations (see [19], [22]; $S^r_n$, $n = 3r + 1$ for almost all triangulations (see [4]). We are not aware of results for the case $r = 1$ and $n \leq 3$. In the latter case, subdivisions of the initial triangulation lead to the construction of the cubic spline finite element space. For the convex quadrangulation, the space $S^r_n$ is defined by triangulation obtained by inserting the diagonals of each quadrilateral (see [27]). For the approximate solution of boundary-value problem, the spaces of type $S^r_n$, $r \geq 1$ for convex quadrangulations appears to be of particular interest, since they possess full approximation power (in contrast to spaces based on general triangulations), have relatively low dimensions and may be locally refined (see [28]).

Generalisation of the bivariate spline finite element space - parametric spline finite element space, composed of such functions that every one of $X$, $Y$, $Z$ coordinates belongs to $S^r_n$ - is given in [15]. There surfaces are built by interpolation and avoid the vertex enclosure problem (see below). However, parametrisation in the $XY$-plane can not be fixed a priory, which makes the approach unsuitable for minimisation of the energy relating to the functional representation of the surface.
1 Problem definition, current state and aim of the research

1.3 The principal aim of the present work

1.3.1 Contribution

Generalisation of BSFE approach The current work generalises the BSFE approach on unstructured non degenerate convex quadrilateral meshing of a given planar domain $\Omega$ with subparametric Bezier tensor-product "Finite Elements" (FE) on each quadrilateral (were we define an in plane parametrisation by a bilinear mapping from a reference element.) This in-plane parametrisation leads to the linearisation of the $C^1$-continuity conditions and reduces the problem to a linear constrained minimisation (see Part III). We also extend our results to the case where the edge of a quadrilateral on the boundary of $\Omega$ is given by a cubic parametrisation.

In addition, it provides a natural set up for explicitly computing the minimal determining set of the control points $\mathcal{B}^{(n)}$ (see Subsection 1.3.2). We compute the $\mathcal{B}^{(n)}$ for the space of $C^1(\Omega)$-smooth, piecewise parametric polynomials of degree $n \geq 4$.

In common with the BSFE approach described in subsection (1.2.2) a single patch of the resulting surface is given by a polynomial subparametric FE. However, the degrees of freedom which guarantee the $C^1$-smooth concatenation between adjacent patches are not local and the MDS depends on the topology and geometry of the mesh. The resulting construction is done for all possible unstructured mesh quadrangulations (both from a topological and geometrical points of view).

The principal differences from the standard BSFE approach are the following.

- The elements are defined over a square rather than a triangular reference element and has a tensor-product polynomial form.
- Mapping between the reference element and the corresponding element in $\Omega$ is of at least of bilinear order. The resulting surface is given by a functional minimisation or by interpolation. In classic BSFE the "energies" are expressed in the parametric space, not in a "physical" one. In our case, like for isoparametric finite elements, the space of functions does not coincide with the space of functional polynomials over quadrilaterals.
- The MDS depends on the choice of mappings between the reference square and the mesh elements. For a polygonal quadrilateral element the canonic bilinear mapping is used but a boundary mesh element with one curvilinear side requires a special analysis in order to choose the mapping in an optimal way.

The main contributions of the current work are listed below.

- The current approach works for quadrilateral meshes with any valence for the vertices (hence it can use standard FEM quad mesh generators.)
- The MDS are constructed for both polygonal meshes and meshes which at the boundary of $\Omega$ consists of $G^1$-smooth piecewise Bezier cubics. In the
last case, mappings between reference and boundary mesh elements are of higher order. Handling curved boundaries lead to better approximate solutions of partial differential equations.

- While the dimension of the MDS is uniquely defined, the choice of control points, which participate in MDS (i.e. the basis functions), can be made in different ways. The current research analyses different MDS which are suitable for different "additional" conditions to cover the main types of interpolation and boundary conditions.

The current work is restricted to an analysis of the MDS; it does not analyse stability nor the approximation order of the solution, though the experimental results seem quite accurate.

**A study of the continuity conditions**  As noted above by [37], on any quadrilateral mesh imposing of $G^1$-continuity conditions is equivalent to the requirement of $C^1$-smoothness. Hence, it is sufficient to analyse the $G^1$ continuity conditions for the inner edges in terms of control points of adjacent patches.

Moreover the study of $G^1$-continuity conditions for the control points adjacent to a mesh vertex leads to results which fit the general Vertex Enclosure theory (see Section 4). The results have elegant geometrical formulations, closely related to the structure of the planar mesh.

In addition, a detailed analysis is made for the "middle" control points adjacent to an inner edge. All possible configurations of the adjacent mesh elements are studied and the nice dependencies between the geometry of the elements and the available degrees of freedom are defined.

**Choice of the energy functional**  The shape of the resulting surface (in addition to $G^1$-continuity and "additional" constraints) is defined by minimisation of a "natural physical" global energy functional, no local heuristics are used. Fixation of in-plane parametrisation a priori allows to define a functional form of energy, which makes the solution applicable to a wide range of problems in PDEs.

### 1.3.2 Definitions and Hypotheses

**Definition 1:** Consider the tensor product Bernstein-Bézier polynomials of degree $n$ over the unit square $[u, v] \in [0, 1]^2$. Let $\mathcal{P}OL^{(n)}$, $\tilde{\mathcal{P}}OL^{(n)}$ and $\bar{\mathcal{P}}OL^{(n)}$ be the corresponding spaces, obtained by defining, as coefficients of these polynomials, scalar, $2D$ and $3D$ control points respectively.

We deal with Bézier functions, (resp. planar domains and surfaces), following the CAGD conventions, [14], such objects will be defined as being of order $n$, (resp. $(n, m)$ and $(n, m, r)$), where $n$ (resp. $n, m,$ and $n, m, r$) defines the maximum (formal) degree(s) of a polynomial, the actual degree(s) may be less. For example by degree elevation of its first tensor term, a Bézier bilinear quadrilateral [order $(1, 1)$], can be considered as an order $(2, 1)$ quadrilateral.

When there is no confusion we will use indifferently order or degree.
For a planar simply-connected domain $\tilde{\Omega}$, lying in $XY$-plane, and its quadrangulation $\tilde{Q}$ into non degenerate convex elements, the following definitions and notations will be used.

Definition 2: Let $m$ be some integer, a piecewise-polynomial $2D$ function $\tilde{\Pi}$ is an order $m$ global regular in-plane parametrisation of domain $\tilde{\Omega}$ if

1. For every mesh element $\tilde{q} \in \tilde{Q}$, the restriction $\tilde{Q} = \tilde{\Pi}|_{\tilde{q}}$ belongs to $\mathcal{POL}^{(m)}$ and defines a regular mapping (see Definition 8) between the reference square and the planar element $\tilde{q}$.

2. For two adjacent mesh elements $\tilde{q}$ and $\tilde{q}'$, the $2D$ control points of $\tilde{Q} = \tilde{\Pi}|_{\tilde{q}}$ and $\tilde{Q}' = \tilde{\Pi}|_{\tilde{q}'}$ coincide along the common edge of the elements.

The space of all order $m$ regular in-plane parametrisation will be denoted by $\tilde{\mathcal{PAR}}^{(m)}$.

Definition 3: A piecewise-parametric $3D$ function $\Psi$ agrees with a given global in-plane parametrisation $\tilde{\Pi}$ if for every mesh element $\tilde{q} \in \tilde{Q}$ the restriction of the function $\tilde{Q} = \Psi|_{\tilde{q}}$ defines a mapping from the unit square into the $3D$ space $\tilde{Q} : [0,1]^2 \rightarrow \mathbb{R}^3$ and the $(X,Y)$ coordinates of $\tilde{Q}$ coincide with the restriction of the global in-plane parametrisation $\tilde{\Pi}|_{\tilde{q}}$.

Definition 4: Let $n$ and $m < n$ be some integers and $\tilde{\Pi} \in \tilde{\mathcal{PAR}}^{(m)}$ be some fixed degree $m$ global regular in-plane parametrisation of domain $\tilde{\Omega}$. Then space $\tilde{\mathcal{FUN}}^{(n)}(\tilde{\Pi})$ is by definition composed of piecewise-parametric $3D$ functions $\Psi$ so that

1. $\Psi$ agrees with the in-plane parametrisation $\tilde{\Pi}$.

2. For every mesh element $\tilde{q} \in \tilde{Q}$, the $Z$-coordinate of the restriction $\tilde{Q} = \Psi|_{\tilde{q}}$ belongs to $\mathcal{POL}^{(n)}$ (and hence $\Psi|_{\tilde{q}}$ is a subparametric FE).

3. $\Psi$ is a $C^1$-smooth function in the functional sense over $\tilde{\Omega}$: $\Psi \in C^1(\tilde{\Omega})$.

It is important to note that space $\tilde{\mathcal{FUN}}^{(n)}(\tilde{\Pi})$ depends on the chosen in-plane parametrisation $\tilde{\Pi}$, although in what follows it will be usually clear which underlying in-plane parametrisation is considered and the space will be usually denoted by $\tilde{\mathcal{FUN}}^{(n)}$.

Definition 5: Let $\tilde{\mathcal{CP}}^{(n)}(\tilde{\Pi})$ be a set of in-plane Bézier control points of all patches which result from degree elevation of a global regular in-plane parametrisation $\tilde{\Pi}$ up to degree $n$ for every patch. Since the Bézier control points of the in-plane parametrisation always coincide along the shared edges, they are unambiguously well defined.

A determining set $D$ is a subset of $\tilde{\mathcal{CP}}^{(n)}$ so that:

$$\forall P \in D, \quad Z(P) = 0 \Rightarrow \Psi \equiv 0;$$
A determining set is called minimal determining set (MDS) \( \tilde{B}^{(n)} \) if there is no determining which size is smaller.

The subset \( \tilde{B}^{(n)} \) depends on the chosen in-plane parametrisation \( \tilde{\Pi} \) and is not necessarily uniquely defined for a fixed in-plane parametrisation, but all instances have the same size, equal to the dimension of the vector space generated by the corresponding basis functions.

The purpose of the current work is to choose an in-plane parametrisation in some optimum way and describe the MDS \( \tilde{B}^{(n)} \) for all \( n \geq 4 \) and for all possible mesh configurations. Moreover, the control points which belong to the MDS may be chosen in different ways, defining different instances of \( \tilde{B}^{(n)} \). The principal goal of the work is to analyse the different instances of the MDS according to different "additional" constraints.

More details regarding different instances of the MDS, relations between MDS and the "additional" constraints and other important definitions relevant for the current approach are given in Section 6.

### 1.4 Domains of application

#### 1.4.1 Solution of an interpolation/approximation problem using the functional form of the shape functional

Let a set of 3D points be given and the topological structure of a 3D quadrilateral mesh be defined. The 3D mesh itself is "virtual" in the meaning that the quadrilateral faces of the mesh are defined in a symbolic manner, boundary curves of 3D patches are not specified.

The goal is to construct such a \( G^1 \)-smooth, piecewise Bézier parametric surface that interpolates/approximates the given 3D points and satisfies some optional additional conditions (for example normals of the tangent planes at the mesh vertices or the boundary curve of the whole mesh may be specified); the shape of the surface is defined (in addition to the interpolation/approximation conditions) by some energy functional which relates to the functional representation of the surface \( Z = Z(X,Y) \).

Define 3D quadrilateral elements by connecting by straight segments the endpoints of every edge of the "virtual" mesh (see Figure 3). If the construction is such that the orthogonal projection of these 3D elements on the XY-plane defines a bijection and forms a planar mesh of convex quadrilaterals then our algorithm can be applied.

We consider in details the main kind of interpolation problems and provides a general approach, so that any interpolation/approximation problem can be handled in the same manner. The solution does not use the auxiliary construction of a 3D mesh of curves; the vertex enclosure constraints (see Section 4) are intrinsically satisfied by the construction of the MDS, hence we can solve the problem for any structure of the mesh.

A comparison of the current approach and the standard techniques based on interpolation of 3D mesh of curves is presented in Appendix, Section \( \text{Appendix C} \).
1.4.2 Approximate solution of a partial differential equation over an arbitrary quadrilateral mesh

Consider 4th order partial differential equations (PDEs) (for example, the Thin Plate Problem or a biharmonic operator): to have a conforming FEM one needs a $C^1$ basis. An approximate solution can then be found by constrained minimisation of a corresponding energy functional (see [7], [16], [46]). Constraints (fixed explicitly or implicitly) are used for the imposition of boundary conditions, the energy functional is derived from the PDE and the computed solution can be represented as the functional representation of the resulting surface (an example of the Thin Plate functional is given in Section 19).

Usually subdivision of the domain into elements is done by classical 2D meshing techniques (see for instance [6]) and is included in the input of the problem together with the domain itself. The current research provides a possibility to construct a $C^1$-smooth piecewise-polynomial approximate solution of a 4th order partial differential equation for quadrilateral meshes with an arbitrary geometrical and topological structure, like the mesh shown in Figure 1. (Requirement of $C^1$-smoothness leads to a conforming approximate solution for fourth-order partial differential equations.) The solution is constructed and the different boundary conditions are analysed for a planar mesh with a polygonal global boundary and for a planar mesh with piecewise-cubic $G^1$-smooth Bézier parametric global boundary. Although the error estimation lies beyond the scope of the current work, practical results (see Section 19) show that the approach leads to an approximate solution of a high quality. In the spirit of Isogeometric Analysis one could also approximate 2nd order PDEs by mean of these $C^1$ bases.

1.5 Structure of the work

Contents Section 1 (Part I) describes the problem and the general approach to its solution, introduces essential concepts and formulates the principal goals of the research. We compare the current research with related works, highlights our contributions and describe the domains of application.

Part II presents fundamental results and definitions from the common theory of smooth surfaces, closely connected to the subject of the present work. The general method of solution, adopted in the current research, is described in Part III. Two central Parts, IV and V, apply the general method for two different types of planar mesh configurations. These parts contain the most important theoretical results, related to the existence and to the explicit construction of the solution, both in regular and in all possible degenerated cases. Full proofs of theoretical results as well as implementation algorithms are provided. Part VI shows that definitions based on the common fundamental concepts can be naturally generalised. The Generalisation leads to the composite solution with a wide range of applications.

Part VII presents the computational examples, which allow to illustrate the correctness of the approach, and the results of application of the general
solution to the Thin Plate problem. Part VIII discusses possible topics for further research.

In order to free the main text from the technical details and long computations as much as possible, all proofs, less important statements or statements which require a complicated algebraic formulation (Technical and Auxiliary Lemmas) and some Algorithms are given in an Appendix (Sections D, C and E respectively). In addition, the Appendix contains examples of the solution of the partial differential equation (Section A) and several Sections that includes some auxiliary material (Sections E, F and G).

Figures. Generally, the Figures are placed in the end of every Section. Figures which present results of the practical application of the approach are given in Appendix, Section A. The full list of figures is given at the beginning of the work.

Notations. A special Section (Section 2) presents a list of the most common and useful formal notations and definitions. In addition, Section 2 contains an index list for some essential definitions used in the current work.

Fonts and underlines. Terms and notions, with a precise definition, are usually written in italic font and/or appear in quotes. (For example, the "Middle" system of equations or the middle control points).

Fig. 1: Irregular quadrilateral mesh for a circular domain.
Fig. 2: $3D$ Bézier parametric patch and the corresponding planar mesh element.

Fig. 3: Planar mesh and $3D$ surface interpolating $3D$ points and tangent planes at the mesh vertices.
2 Notations

Here is a list of the most common and useful formal notations and definitions.

2.1 Points and vectors

\( \vec{A} = (\vec{A}, A) = (A_X, A_Y, A) \) - a 3D point or vector, where \( \vec{A} = (A_X, A_Y) \) is its 2D component in \( XY \)-plane and \( A \) is its \( Z \)-coordinate. In general, \( \vec{A} \) will be used for 3D objects and \( \vec{A} \) for 2D objects in \( XY \)-plane.

\( ||\vec{A}|| \) or \( ||\vec{A}|| \) - Euclidean norm of 3D or 2D vector.

\( \langle \vec{A}, \vec{B} \rangle \) - cross product of two 3D vectors.

\( \langle \vec{A}, \vec{B} \rangle \) - Z-coordinate of the cross product of two vectors lying in \( XY \)-plane (signed length of the cross product of two 2D vectors).

\( (\vec{A}, \vec{B}) \) - scalar product of two 3D vectors.

\( \text{mix} \begin{pmatrix} \vec{A} \\ \vec{B} \\ \vec{C} \end{pmatrix} = (\vec{A}, \langle \vec{B}, \vec{C} \rangle) = \det \begin{pmatrix} A_X & A_Y & A \\ B_X & B_Y & B \\ C_X & C_Y & C \end{pmatrix} \) - "mixed" product of three 3D vectors.

2.2 Polynomials

\( B^n_i(u) = \binom{n}{i} u^i (1 - u)^{n-i}, u \in [0, 1], i = 0, \ldots, n \) - degree \( n \) Bernstein polynomial of one variable.

\( B^n_{ij}(u, v) = \binom{n}{i} \binom{n}{j} u^i (1 - u)^{n-i} v^j (1 - v)^{n-j}, (u, v) \in [0, 1]^2, i, j = 0, \ldots, n \) - degree \( n \) tensor-product Bernstein polynomial of two variables.

\( P(u) = \sum_{i=0}^{n} P_i B^n_i(u) \) - Bézier polynomial of degree \( n \),

\( P_1, \tilde{P}_1, \bar{P}_1 \) - Bézier control points (in 1D, 2D, 3D).

\( \text{deg}(P) \) - actual degree of a polynomial; the lowest integer such that \( P(u) \) can be represented in the form \( P(u) = \sum_{i=0}^{\text{deg}(P)} \alpha_i u^i \), with \( \alpha_{\text{deg}(P)} \neq 0 \).

\( P(u, v) = \sum_{i,j=0}^{n} P_{ij} B^n_i(u, v) \) - tensor-product Bézier polynomial of order \( n \),

\( P_{ij} \) (or \( \tilde{P}_{i,j}, \bar{P}_{i,j} \)) - Bézier control points (see Figure 2).

2.3 Planar mesh data

2.3.1 Vertices, edges and twist characteristics

Vertices, edges and twist characteristics of a single mesh element
Notations

\( \tilde{A}, \tilde{B}, \tilde{C}, \tilde{D} \) - four vertices of a convex quadrilateral planar mesh element (see Figure 4).

\( \tilde{t}(\tilde{A}, \tilde{B}, \tilde{C}, \tilde{D}) = \tilde{A} - \tilde{B} + \tilde{C} - \tilde{D} \) - twist characteristic of the element, double difference between the midpoints of the diagonals of the quadrilateral (see Figure 4).

Vertices, edges and twist characteristics of two adjacent mesh elements

\( \tilde{\lambda}, \tilde{\lambda}', \tilde{\gamma}, \tilde{\gamma}' \tilde{\rho}, \tilde{\rho}' \) - vertices of two adjacent planar mesh elements (see Figure 5).

\( \tilde{e}(R) = \tilde{\rho} - \tilde{\gamma}, \tilde{e}(C) = \tilde{\gamma}' - \tilde{\gamma}, \tilde{e}(L) = \tilde{\lambda} - \tilde{\gamma} \) - directed planar mesh edges adjacent to vertex \( \tilde{\gamma} \) (see Figure 5).

\( \tilde{t}(R) = \tilde{t}(\tilde{\gamma}, \tilde{\rho}, \tilde{\rho}', \tilde{\gamma}'), \tilde{t}(L) = \tilde{t}(\tilde{\gamma}, \tilde{\gamma}', \tilde{\lambda}', \tilde{\lambda}) \) where \( \tilde{t} \) is the twist characteristic of the planar mesh elements (see Figure 6).

Edges and twist characteristics of elements adjacent to a given vertex

Let planar mesh elements share the common vertex \( \tilde{V} \) of degree \( \text{val}(V) \) (see Figure 7).

\( \tilde{e}(j) = \tilde{V}(j) - \tilde{V}(j+1) \) - directed planar mesh edges adjacent to vertex \( \tilde{V} \), ordered counter clockwise.

\( \tilde{t}(j) = \tilde{V} - \tilde{V}(j) + \tilde{e}(j) - \tilde{V}(j+1) \) (for an inner vertex and \( j = 1, \ldots, \text{val}(V) \)) - twist characteristics of planar elements adjacent to vertex \( \tilde{V} \).

2.4 Partial derivatives of in-plane parametrisations

Let two adjacent planar mesh elements be parametrized by \( L(u,v) \) and \( R(u,v) \) respectively and let \( \tilde{L}(1,v) = \tilde{R}(0,v) \) (see Figure 8).

\( \tilde{L}_v = \tilde{R}_v = \frac{\partial L}{\partial v}(1,v) = \frac{\partial R}{\partial v}(0,v) \) - partial derivatives of the in-plane parametrisations in the direction along the common edge.

\( \tilde{L}_u = \frac{\partial L}{\partial u}(1,v), \tilde{R}_u = \frac{\partial R}{\partial u}(0,v) \) - partial derivatives of the in-plane parametrisations along the common edge in the cross direction.

\( \tilde{\lambda}, \tilde{\rho}, \tilde{\rho}' \) - coefficients of the polynomials \( \tilde{L}_u \) and \( \tilde{R}_u \) with respect to the Bézier basis.

\( \tilde{\lambda}_i^{(power)}, \tilde{\rho}_i^{(power)} \) - coefficients of the polynomials \( \tilde{L}_u \) and \( \tilde{R}_u \) with respect to the power basis.

2.5 Weight functions

\( c(v), l(v), r(v) \) - scalar weight functions from the definition of \( G^1 \)-continuity (see Definition 7). Note that these are Bézier functions.

\( c_j, l_j, r_j \) - coefficients of the weight functions with respect to the Bézier basis.
2.6 3D data of the resulting surface

2.6.1 Bézier control points of two adjacent patches

\( \vec{C}_j, \vec{L}_j, \vec{R}_j \) (j = 0, ..., n) - for two adjacent patches, Bézier control points along the common edge and of the rows adjacent to the common edge in the left and the right patch respectively. Control points \( \vec{C}_j \) are called "central" control points and control points \( \vec{L}_j, \vec{R}_j \) are called "side" control points (see Figure 9).

\[ \Delta \vec{C}_j, \Delta \vec{L}_j, \Delta \vec{R}_j \] - first-order differences of the control points (see Figure 9)

\[
\begin{align*}
\Delta \vec{C}_j &= \vec{C}_{j+1} - \vec{C}_j, \quad j = 0, \ldots, n - 1 \\
\Delta \vec{L}_j &= \vec{L}_j - \vec{L}_{j-1}, \quad j = 0, \ldots, n \\
\Delta \vec{R}_j &= \vec{R}_j - \vec{R}_{j-1}, \quad j = 0, \ldots, n
\end{align*}
\]

(1)

2.6.2 Bézier control points adjacent to some mesh vertex

Let \( \check{V} \) be a planar mesh vertex of valence \( \text{val}(V) \) and let \( \check{V} \) have at least one adjacent inner edge. The following notations are used for the control points adjacent to the vertex and participating in \( G^1 \)-continuity conditions for at least one inner edge (see Figure 10).

\( \check{V} \) - control point corresponding to the mesh vertex, the control point (or its components) will be called \( \check{V} \)-type control point.

\( \check{E}^{(1)}, \ldots, \check{E}^{(\text{val}(V))} \) for an inner vertex or \( \check{E}^{(2)}, \ldots, \check{E}^{(\text{val}(V) - 1)} \) for a boundary vertex - the first control points adjacent to \( \check{V} \) along the inner edges emanating from the vertex; these control points (or their components) will be called tangent or \( \check{E} \)-type control points.

\( \check{D}^{(1)}, \ldots, \check{D}^{(\text{val}(V))} \) for an inner vertex \( \check{D}^{(2)}, \ldots, \check{D}^{(\text{val}(V) - 1)} \) for a boundary vertex - the second control points adjacent to \( \check{V} \) along the inner edges emanating from the mesh vertex; these control points (or their components) will be called \( \check{D} \)-type control points.

\( \check{T}^{(1)}, \ldots, \check{T}^{(\text{val}(V))} \) for an inner vertex or \( \check{T}^{(2)}, \ldots, \check{T}^{(\text{val}(V) - 1)} \) for a boundary vertex, which are adjacent to \( \check{V} \) and do not lie at any edge; these control points (or their components) will be called twist or \( \check{T} \)-type control points.

2.6.3 Partial derivatives of patches at the common vertex

Partial derivatives of two adjacent patches at the common vertex  Let two adjacent patches be parametrized as shown in Figure 11 and let the parametrisations agree along the common edge.
\( \hat{\epsilon}^{(R)} \), \( \hat{\epsilon}^{(C)} \), \( \hat{\epsilon}^{(L)} \) - the first-order derivatives along right, central and left edges computed at vertex \( \bar{V} \).

\[
\hat{\epsilon}^{(R)} = \frac{\partial R}{\partial u}(0,0) = n \Delta R_0 \\
\hat{\epsilon}^{(C)} = \frac{\partial R}{\partial v}(1,0) = n \Delta C_0 \\
\hat{\epsilon}^{(L)} = -\frac{\partial L}{\partial u}(1,0) = -n \Delta L_0
\]  

\( \hat{\tau}^{(R)} \) - the second-order mixed partial derivatives of the left and the right patches computed at vertex \( \bar{V} \).

\[
\hat{\tau}^{(R)} = \frac{\partial^2 R}{\partial u \partial v}(0,0) = n^2 (\Delta R_1 - \Delta R_0) \\
\hat{\tau}^{(L)} = -\frac{\partial^2 L}{\partial u \partial v}(1,0) = -n^2 (\Delta L_1 - \Delta L_0)
\]  

\( \delta^{(C)} = \frac{\partial^2 R}{\partial u^2}(0,0) = \frac{\partial^2 L}{\partial v^2}(1,0) = n(n-1)(\Delta C_1 - \Delta C_0) = n(n-1)(C_2 - 2C_1 + C_0) \) - Z-component of the second-order partial derivative along the central edge computed at vertex \( \bar{V} \).

**Partial derivatives of all patches sharing a common vertex** Let patches sharing a common vertex \( \bar{V} \) be parametrized as shown in Figure 10 and let parametrisations of adjacent patches agree along the common edges.

\[
\hat{\epsilon}^{(j)} = n(E^{(j)} - \bar{V}) = \frac{\partial \hat{P}^{(j-1)}}{\partial v}(0,0) = \frac{\partial \hat{P}^{(j)}}{\partial u}(0,0) \text{ - first-order partial derivative in the direction of edge } \hat{e}^{(j)}, \text{ computed at vertex } \bar{V}.
\]

\[
\hat{\tau}^{(j)} = n^2 (\bar{V} - E^{(j)} + \bar{T}^{(j)} - E^{(j+1)}) = \frac{\partial^2 \hat{P}^{(j)}}{\partial u \partial v}(0,0) \text{ - second-order mixed partial derivative of patch } \hat{P}^{(j)} \text{ computed at vertex } \bar{V}.
\]

\[
\delta^{(j)} = n(n-1)(D^{(j)} - 2E^{(j)} + V) = \frac{\partial^2 \hat{P}^{(j-1)}}{\partial v^2}(0,0) = \frac{\partial^2 \hat{P}^{(j)}}{\partial u^2}(0,0) \text{ - Z-component of the second-order partial derivative in the direction of edge } \hat{e}^{(j)}, \text{ computed at vertex } \bar{V}.
\]

## 2.7 Definitions of special sets, spaces and equations

**Definitions of some sets of control points**

\( \tilde{B}^{(n)} \), \( \tilde{B}^{(G)} \), \( \tilde{B}^{(4,5)} \) - see Definitions 5, 10 and 24 respectively.

\( \tilde{CP}^{(n)} \), \( \tilde{CP}^{(G)} \), \( \tilde{CP}^{(F)} \), \( \tilde{CP}^{(4,5)} \) - see Definitions 5, 10, 10 and 23 respectively.

**Middle control points** - see Definition 16 for a mesh with a polygonal global boundary and Lemma 22 and Definition 21 for a mesh with a smooth global boundary.

**Definitions of some functional spaces**

\( \tilde{FUN}^{(n)} \), \( \tilde{FUN}^{(4,5)} \) - see Definition 4 and Part VI respectively.

\( \tilde{PAR}^{(m)} \) - see Definition 2

\( S^p_m \) - see Subsection 1.2.2
Definitions of some special equations and systems of equations

"Eq(s)" indexed equation - see general Definition 9, Lemma 5 for a mesh with a polygonal global boundary and Lemma 19 for a mesh with a smooth global boundary.

"Eq(s)-type" equations - see Definition 9.

"Middle" system of equations - see Definition 16 for a mesh with a polygonal global boundary and Lemma 22 and Definition 21 for a mesh with a smooth global boundary.

"Restricted Middle" system of equations - see Definition 21.

"sumC-equation", "C-equation" - see Definition 20.
Fig. 4: A planar mesh element.

Fig. 5: Two adjacent planar mesh elements.
Fig. 6: Vectors important for computation of the actual degrees of the weight functions in the case of the bilinear parametrisation of two adjacent mesh elements.

Fig. 7: Planar mesh elements adjacent to the common vertex.
Fig. 8: Partial derivatives of in-plane parametrisations for two adjacent patches.

Fig. 9: Bézier control points adjacent to the common edge of two patches.
Fig. 10: Bézier control points adjacent to some mesh vertex.

Fig. 11: Two adjacent parametric patches with $G^1$-smooth concatenation along the common boundary.
Part II. Some fundamental results regarding $G^1$-smooth surfaces

Construction of the MDS (defined in Subsection 1.3.2) is based on the analysis of the smoothness conditions between adjacent patches. The current Section contains the formal definitions of the different kinds of smoothness and presents the general theoretical results of the vertex enclosure problem, which are closely connected to the analysis of the local structure of the MDS.

3 Basic definitions related to smoothness of the surface

Two kinds of smoothness - functional and parametric ones - will be involved. The following standard definitions are used.

Definition 6 ($C^1$-smoothness of a functional surface): A functional surface $Z(X,Y)$ is $C^1$-smooth over domain $\tilde{\Omega}$ if for every point $(X,Y) \in \tilde{\Omega}$ the first-order partial derivatives $\frac{\partial Z}{\partial X}(X,Y)$, $\frac{\partial Z}{\partial Y}(X,Y)$ are well defined and continuous over $\tilde{\Omega}$.

In order to define $G^1$ parametric smoothness, let us consider two adjacent quadrilateral patches $\bar{L}(u,v)$ and $\bar{R}(u,v)$. Let every one of the patches be parametrized by the unit square (see Figure 11), such that their parametrisations agree along the common edge and the concatenation between the patches is $G^0$-smooth (continuous)

$$\bar{L}(1,v) = \bar{R}(0,v) \text{ for every } v \in [0,1]$$ (4)

In addition, every patch is supposed to be sufficiently smooth, with at least a continuous first order partial derivatives along the common edge . Equation 4 implies that

$$\bar{L}_v(1,v) = \bar{R}_v(0,v) \text{ for every } v \in [0,1]$$ (5)

Definition 7 ($G^1$-smooth concatenation between two parametric patches): Patches $\bar{L}(u,v)$ and $\bar{R}(u,v)$ join $G^1$-smoothly along the common edge if and only if there exist a scalar-valued weight functions $l(v)$, $c(v)$, $r(v)$ such that for every $v \in [0,1]$

$$\bar{L}_u(1,v)l(v) + \bar{R}_u(0,v)r(v) + \bar{L}_v(1,v)c(v) = 0$$ (6)

$$l(v)r(v) < 0$$ (7)

$$< \bar{L}_u(1,v), \bar{L}_v(1,v) > \neq 0$$ (8)

(see Definition given in [35]).

Geometrically $< \bar{L}_u, \bar{L}_v >$ and $< \bar{R}_u, \bar{R}_v >$ define the tangent plane normals for the left and the right patches respectively. Equation 6 means that the tangent planes of the adjacent patches are co-planar along the common edge. Equation 7 means normal to the the tangent plane does not vanish and Equation 8 controls the orientation of the patches in order to avoid cusps. We have the following Lemma:
Lemma 1: Let two patches with a linear common edged join \( G^1 \) smoothly then their respective parametrisation join \( C^1 \) continuously.

Proof The common face of the two patches being a linear segment, one can trivially reparametrize one as image of the second, this is a special case Peters’ fundamental Lemma \([37]\). □

It is then possible to combine the functional representation of the surface defining the energy functional and the parametric representation of the surface in order to impose the \( G^1 \) smoothness constraints in parametric form.

4 The vertex enclosure problem

The current Section mainly relates to the work \([35]\), devoted to smooth interpolation of a given 3D mesh of curves. The work is chosen as the main reference, because it formulates and analyses in details the general vertex enclosure constraint. The satisfaction of the vertex enclosure constraints determines the existence of a \( G^1 \)-smooth interpolant for a given 3D mesh of curves. (Generalisation of the vertex enclosure problem to the case of concatenation of a few patches around a common vertex with a definite degree of smoothness can be found in \([36]\).)

4.1 General formulation of the vertex enclosure constraint

Let a 3D mesh of polynomial curves be given, (we only study meshes which faces are 4-sided,) construct a \( G^1 \)-smooth piecewise Bézier tensor-product interpolating these curves. (\([35]\) contains a full analysis for the mixed triangular/quadrilateral meshes and shows that from a theoretical point of view the quadrilateral or triangular form of a patch does not lead to essential differences for the vertex enclosure constraint). In the problem formulated above, the boundary curves of every patch (mesh curves) are given and the inner Bézier control points of every patch play the role of unknowns. These unknowns should satisfy \( G^1 \)-continuity constraints, which means that the weight functions from Definition \([\text{?}]\) should exist for every inner edge of the mesh. In particular these functions should exist for every one of the edges that share a common inner vertex. Consideration of \( G^1 \)-continuity constraints together for all edges adjacent to the same vertex leads to a so called vertex enclosure problem. The vertex enclosure constraint is met at a mesh vertex \( \tilde{V} \) if weight functions could be simultaneously defined for each mesh edge emanating from \( \tilde{V} \).

For an inner mesh vertex Equations \([\text{?}]\) applied to all edges emanating from the vertex have a circulant nature (the ”left” patch of the ”first” edge is also the ”right” patch of the ”last” edge) and lead to a linear system of equations such that the matrix of the system has a circulant structure. Independently of the order and geometry of the mesh curves, the matrix is always invertible at the odd vertices and rank deficient at the even vertices. At the even vertices the rank of the matrix is equal to its size minus one, which generally means that one additional constraint for every even mesh vertex should be satisfied in order to allow a \( G^1 \)-smooth interpolation. A mesh is called admissible if a \( G^1 \)
smooth interpolant can be constructed (or in other words, if weight functions for all inner edges can be defined without contradictions).

In Peters, [35], the vertex enclosure constraint is considered in its most general form (for example, the mesh curves sharing the common vertex may have different polynomial degrees), which leads to quite complicated equations. The constraint is not written explicitly, sufficient conditions that allow concluding that a given mesh is admissible are supplied.

We will show that in our case, the explicit form of the vertex enclosure constraint becomes very simple and elegant. The Subsection presents formulas from Peters [35] in order to verify later that results of the current work fit the general theory. The general results are formulated in notations of the current work (see Section 2). Although it makes the presentation quite different from its original, the conversion between different forms of presentation is purely technical and straightforward. In order to make the formulas more compact and clear, some minor simplifying assumptions, which are always satisfied in the current work, will be used.

According to the problem definition, a quadrilateral mesh of curves of degree \( m \) should be \( G^1 \)-smoothly interpolated by piecewise tensor-product Bézier patches of degree \( n \). \( G^1 \)-continuity between a pair of adjacent patches implies that the following two equations should be satisfied.

"Tangent Constraint"
\[
c_0 \Delta \bar{C}_0 + l_0 \Delta \bar{L}_0 + r_0 \Delta \bar{R}_0 = 0 \quad (9)
\]

"Twist Constraint"
\[
(n-1)c_0 \Delta \bar{C}_1 + \deg(c)c_1 \Delta \bar{C}_0 + n l_0 \Delta \bar{L}_1 + \deg(l)l_1 \Delta \bar{L}_0 + n r_0 \Delta \bar{R}_1 + \deg(r)r_1 \Delta \bar{R}_0 = 0 \quad (10)
\]

Here notations from Section 2 are used. In particular \( \bar{C}_j, \bar{L}_j, \bar{R}_j \) are the control points of Bézier patches (see Figures 11) and \( c_j, l_j, r_j \) are coefficients of the weight functions.

In the interpolation problem formulated in work [35], tangents \( \Delta \bar{C}_0, \Delta \bar{L}_0, \Delta \bar{R}_0 \) and boundary curve control points \( \bar{C}_j \) (\( j = 0, \ldots, n \)) are given, and twist control points \( \bar{L}_1 \) and \( \bar{R}_1 \) as well as coefficients of the weight functions serve as unknowns.

For a vertex \( \bar{V} \) with \( \text{val}(V) \) emanating curves, superscript \( j \) will be used when tangent or twist constraint is considered for the curve with order number \( j = 1, \ldots, \text{val}(V) \). Control points \( \bar{C}_i^{(j)}, \bar{L}_i^{(j)}, \bar{R}_i^{(j)} \) for \( i = 0, 1 \) participate in different roles in equations for more than one curve. In order to avoid an ambiguity, notations \( \bar{V}, \bar{E}^{(j)} \) and \( \bar{T}^{(j)} \) will be used respectively for the vertex, tangent and twist control points (see Subsection 2.6.2).

The "Tangent Constraint" defines (up to a scale factor) the zero-indexed coefficients of the weight functions. These coefficients depend on the geometry of the tangent vectors of curves emanating from the vertex.

The "Twist Constraint" for curve with order number \( j \) can be rewritten in the form
\[
m l_0^{(j)} \bar{T}^{(j)} - m r_0^{(j)} \bar{T}^{(j-1)} = \bar{A}^{(j)} \quad (11)
\]
where

\[
\tilde{A}_{0}^{(j)} = (n - 1)c_{0}^{(j)} \Delta C_{0}^{(j)} + \deg(r^{(j)})c_{1}^{(j)} \Delta C_{0}^{(j)} + \\
\tilde{r}_{0}^{(j)} \left( m\tilde{E}_{0}^{(j)} - (m - n)\Delta L_{0}^{(j)} \right) + \deg(l^{(j)})l_{1}^{(j)} \Delta L_{0}^{(j)} - \\
r_{0}^{(j)} \left( m\tilde{E}_{0}^{(j)} + (m - n)\Delta R_{0}^{(j)} \right) + \deg(r^{(j)})r_{1}^{(j)} \Delta R_{0}^{(j)}
\]

(12)

For an inner vertex \(\tilde{V}\), the "Twist Constraint" applied simultaneously to all the \(val(\tilde{V})\) edges emanating from the vertex, leads to a circulant linear system of equations.

\[
MT = A
\]

(13)

Here matrix \(M\) has a circulant structure

\[
M = \begin{pmatrix}
l_0^{(1)} & 0 & 0 & \ldots & 0 & 0 & -r_0^{(1)} \\
-r_0^{(2)} & l_0^{(2)} & 0 & \ldots & 0 & 0 & 0 \\
0 & -r_0^{(3)} & l_0^{(3)} & \ldots & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & \ldots & l_0^{(val(\tilde{V})-2)} & 0 & 0 \\
0 & 0 & 0 & \ldots & -r_0^{(val(\tilde{V})-1)} & l_0^{(val(\tilde{V})-1)} & 0 \\
0 & 0 & 0 & \ldots & 0 & -r_0^{(val(\tilde{V}))} & l_0^{(val(\tilde{V}))}
\end{pmatrix}
\]

(14)

and

\[
T = \begin{pmatrix}
\tilde{T}^{(1)} \\
\vdots \\
\tilde{T}^{(val(\tilde{V}))}
\end{pmatrix}
\quad A = \begin{pmatrix}
\tilde{A}^{(1)} \\
\vdots \\
\tilde{A}^{(val(\tilde{V}))}
\end{pmatrix}
\]

(15)

Equation (13) together with the dependency defined by the "Tangent Constraint" lead to the general Parity Phenomenon. The following two theorems are due to Peters [35].

**Theorem 1 (The General Parity Phenomenon):** For an inner vertex \(\tilde{V}\), matrix \(M\) (see Equation (13)) is of full rank if and only if \(\tilde{V}\) is an odd vertex. Otherwise its rank is equal to \(val(\tilde{V}) - 1\).

From the algebraic point of view, the Parity Phenomenon means that in case of an even vertex some linear combination of the right sides of equations should be equal to zero. In the mesh interpolation problem the only free variables of the right-side expressions are coefficients of the weight functions (more precisely - coefficients with index 1 and scaling factor for the coefficients with index 0). If these coefficients are fixed in advance, then the Parity Phenomenon implies that the given mesh should satisfy one additional constraint for every even vertex. In general, the existence of \(G^1\)-smooth interpolant depends on the solvability of a quite complicated equation in terms of coefficients of the weight functions. It appears that in order to conclude that a given mesh of curves is admissible, the complicated equation should not be solved explicitly. Instead of it, one can verify whether the mesh satisfies the sufficient conditions formulated below.
Theorem 2 (Sufficient conditions for the vertex enclosure constraint): If at every inner even vertex $\bar{V}$ of a given mesh of curves either of the following holds

- (Colinearity Condition) The vertex is a 4-vertex and all odd-numbered and all even-numbered curves emanating from $\bar{V}$ have colinear tangent vectors (that is the tangent vectors form an 'X').
- (Sufficiency of $C^2$ Data) The mesh curves emanating from $\bar{V}$ are compatible with a second fundamental form at $\bar{V}$.

then the mesh is admissible.
Part III. General linearisation method

This Part shows that the functional space \( \mathcal{FUL}^{(n)} \) (see Definition 4) reduces the problem formulated in paragraph 1.1 to the solution of some linear constrained minimisation problem. Later the general method for linearisation will be applied to cases when a planar mesh has a polygonal (Part IV) or piecewise-cubic \( G^1 \)-smooth global boundary (Part V).

In addition this Part provides some important definitions and notations related to the general flow of the solution and to the analysis of the MDS for the different kinds of "additional" constraints.

5 Linearisation of the minimisation problem

5.1 Linearisation of the smoothness condition

Properties of a global regular in-plane parametrisation (see Definition 2) play a principal role in the following discussion. We now complete this definition by:

Definition 8: (Regular parametrisation of a mesh element)
In-plane parametrisation \( \bar{P}(u,v) = (P_X(u,v), P_Y(u,v)) \), \((u,v) \in [0,1]^2\) of a single mesh element \( \bar{p} \in \mathcal{Q} \) is called regular if and only if

1. \( \bar{P}(u,v) \) is a bijective mapping between the unit square and \( \bar{p} \)
2. \( \bar{P}(u,v) \) is at least \( C^1 \)-smooth
3. The Jacobian \( J(\bar{P})(u,v) \) of the mapping has no singular points: for every \((u,v) \in [0,1]^2\)
   \[
   \det(J(\bar{P})(u,v)) = \det \left( \begin{array}{cc} \frac{\partial P_X}{\partial u} & \frac{\partial P_Y}{\partial u} \\ \frac{\partial P_X}{\partial v} & \frac{\partial P_Y}{\partial v} \end{array} \right) \neq 0 \quad (16)
   \]

Theorem 3: Let \( \bar{\Pi} \) be a fixed global regular in-plane parametrisation and \( \bar{\Psi} \) a piecewise parametric 3D function agreeing with \( \bar{\Pi} \) (see Definition 3). Let two adjacent mesh elements be parametrized as shown in Figure 11 and let \( \bar{L} = (\bar{L}_L, \bar{L}_R) \) and \( \bar{R} = (\bar{R}_L, \bar{R}_R) \) denote the restriction of \( \bar{\Psi} \) on the elements. Then the \( G^1 \)-continuity of \( \bar{\Pi} \) along the common edge is equivalent to the satisfaction of the equation

\[
L_u(v)l(v) + R_u(v)r(v) + L_v(v)c(v) = 0 \quad (17)
\]

where

\[
c(v) = \langle \bar{L}_u, \bar{R}_u \rangle, \quad l(v) = \langle \bar{R}_u, \bar{L}_v \rangle, \quad r(v) = -\langle \bar{L}_u, \bar{L}_v \rangle \quad (18)
\]

are fixed scalar-valued functions and \( L_u(v), R_u(v), L_v(v) \) are the \( Z \)-components of the partial derivatives along the common edge.

Functions \( c(v), l(v), r(v) \) computed according to Equation (18) will be called conventional weight functions.
5 Linearisation of the minimisation problem

**Proof** See Appendix, Section D.

Lemma 1 and Theorem 2 imply that the requirement of $C^1$-smoothness in the definition of space $\mathcal{HU}^c(n)$ (Definition 3, Item (3)) may be substituted by the weaker requirement of $G^1$-smoothness, and, furthermore, by the requirement that Equation 17 is satisfied for every inner edge. Thus the smoothness conditions can be studied in terms of the $Z$-components of the Bézier control points of the adjacent patches. Moreover, we have the following Lemma.

**Lemma 2:** Let $\tilde{\Pi} \in \mathcal{PAR}^{(m)}(\tilde{\Pi})$ and $\Psi \in \mathcal{FUN}^{(n)}(\tilde{\Pi})$ for $n > m$. Then the sum in Equation 17 is a Bézier polynomial of (formal) degree $n + 2m - 1$; its coefficients are linear functions in terms of $Z$-components of the control points. In order to satisfy the $G^1$-continuity condition, it is sufficient to impose $\text{NumEqFormal} = n + 2m$ linear equations of the form:

$$
\sum_{j + k = s} \binom{n}{k} \binom{2m-1}{k} \left( l_k \Delta L_j + r_k \Delta R_j \right) + \sum_{j + k = s} \binom{n}{k} \binom{2m-1}{k} \left( c_k \Delta C_j \right) = 0 \quad (19)
$$

where $s = 0, \ldots, n + 2m - 1$. Here $\Delta L_j$, $\Delta R_j$ ($j = 0, \ldots, n$) and $\Delta C_j$ ($j = 0, \ldots, n - 1$) are first order differences between $Z$-components of the control points, defined in Subsection 2.6.1.

The system may contain redundant equations. The number of necessary and sufficient equations is given by

$$
\text{NumEqActual} = n + \max\{\max\deg(l, r) + 1, \deg(c)\} \quad (20)
$$

**Proof** See Appendix, Section D.

**Definition 9:** The following notations will be used

- Indexed equation "Eq(s)" - the equation which follows from equality to zero of the Bézier coefficient with index $s$
- NumInd - the number of the indexed equations (for one edge). Although in most situations $\text{NumInd}$ is equal to the total number of equations, the equality should not be necessarily satisfied, because one may like to separate some equations with a special meaning from the homogeneous system of the indexed equations.
- "Eq(s)"-type equations - pair of equations "Eq(s)" and "Eq(NumInd-1-s)" ($s = 0, \ldots, \lceil (\text{NumInd} - 1)/2 \rceil$).

Definition of "Eq(s)"-type equations clearly makes sense in cases when equations "Eq(s)" and "Eq(NumInd-s)" are symmetric (for example, in the case when in-plane parametrisations of the elements adjacent to an edge have a symmetric form and both vertices of the edge are inner). The formal definition of "Eq(s)"-type equations in non-symmetric cases will also be used.

Of course, the linear systems should be considered for all inner edges. The global system may have a sufficiently complicated structure: some control points...
participate in $G^1$-continuity equations for more than one edge. In addition, a relatively high degree of in-plane parametrisation results in high degrees of the weight functions and increases both the total number of equations and the complexity of each equation.

A study of the global system is equivalent to a study of the MDS, since it is composed of the control points, which correspond to free variables of the linear system. In addition to an analysis of the dimensionality, one should clearly be careful of a "uniform distribution" of the basic control points. Dimensionality and structure of the MDS for concrete choices of in-plane parametrisation will be analysed in detail in Parts IV and IV. Special attention will be paid to a study of the geometrical meaning of equations involved in the linear system.

5.2 Linear form of "additional" constraints

The current Subsection describes the commonly used types of interpolation and boundary constraints and shows which control points become fixed as a result of application of the constraint. The relation between MDS and the chosen type of "additional" constraints will be explained in greater detail in Subsection 6.2.

5.2.1 Interpolation constraints

The following constraints (the first one and optionally the second or/and the third ones) are usually applied in the case of an interpolation problem.

(Vertex)-interpolation. The resulting surface should pass through the given 3D point at every mesh vertex. The constraint involves $V$-type control points (see Subsection 2.6.2 for definition) of the mesh vertices.

(Tangent plane)-interpolation. The normal of the tangent plane at every 3D vertex should have a specified direction. At every mesh vertex, in addition to $V$-type control point, the constraint involves $E$-type control points. The constraint automatically fits the requirement of $G^1$-smoothness. The assignment values for two $E$-type control points of two non-collinear edges at every vertex is sufficient.

(Boundary curve)-interpolation. The resulting surface should interpolate a given 3D curve along the global boundary. The constraints result in assignment values for all control points lying on the global boundary of the mesh.

The following notations will be used in order to specify the kind of interpolation problem: round brackets ( ) mean that the type of interpolation is applied, square brackets [ ] mean that the type of interpolation is optional. For example, the (vertex)[tangent plane]-interpolation problem means that the resulting surface should pass through given 3D points at vertices and in addition the normals of the tangent planes at vertices might be specified.

5.2.2 Boundary conditions

The following standard boundary conditions are imposed when an approximate solution of some partial differential equation should be found. Here $\hat{P} = (\hat{P}, P)$ is the restriction of the resulting function to some boundary mesh element $\hat{p} \in \hat{Q}$
Simply-supported boundary condition. The standard simply-supported boundary constraint implies that

\[ P(\text{boundary}) = 0 \]  

should be explicitly fixed. Let \( \bar{P}(u, v) \) be a patch, such that \( \bar{P}(u, 0) \) lies on the global boundary of domain \( \Omega \) (see Figure 12), then the simply-supported boundary condition means that

\[ P_{i0} = 0 \quad \text{for every } i = 0, \ldots n \]  

Clamped boundary condition. The standard clamped boundary condition means that

\[ P(\text{boundary}) = 0 \quad \text{and} \quad \frac{\partial P}{\partial \tilde{N}}(\text{boundary}) = 0 \]  

where \( \tilde{N} \) is the unit planar normal to the boundary of the domain. Let patch \( \bar{P}(u, v) \) have a regular in-plane parametrisation \( \tilde{P}(u, v) \). Then

\[ \frac{\partial P}{\partial \tilde{N}} = \frac{\partial P}{\partial v} \left( \frac{\partial \tilde{P}}{\partial X} N_X + \frac{\partial \tilde{P}}{\partial Y} N_Y \right) = \frac{\partial P}{\partial v} ||\tilde{P}_u|| \]  

where \( ||\tilde{P}_u(\text{boundary})|| \neq 0 \), because otherwise \( \tilde{N}(\text{boundary}) \) is not correctly defined. Condition \( \frac{\partial P}{\partial \tilde{N}}(\text{boundary}) = 0 \) together with condition \( P(\text{boundary}) = 0 \) imply equality to zero of the \( Z \)-components of two rows of the boundary control points (see Figure 12)

\[ P_{ij} = 0 \quad \text{for every } i = 0, \ldots n, \quad j = 0, 1 \]  

Non homogeneous boundary conditions can also be treated given functions \( F \) and \( G \), consider \( P(\text{boundary}) = F \) and \( \frac{\partial P}{\partial \tilde{N}}(\text{boundary}) = G \).

If functions \( F \) and \( G \) are represented or approximated by Bezier parametric polynomials of some degrees (for example degree of \( F \) should be less or equal to the chosen degree of polynomial for \( Z \)-component of the patch), then this general condition does not lead to additional complications. For the current approach it is important that the control points which are defining the boundary conditions be free from dependencies which follow from \( G^1 \)-smoothness conditions. A simply-supported boundary condition affects the control points along the global boundary of domain; a clamped boundary condition affects the control points along the global boundary of the domain and the control points adjacent to the boundary.

5.3 Quadratic form of the energy functional

Let \( \bar{\Pi} \) be a fixed global regular parametrisation, \( \bar{\Psi} \in \mathcal{F}\bar{U}N^{(n)}(\bar{\Pi}) \) and \( \bar{P} = (\bar{P}, \bar{P}) = \bar{P}|_{\bar{\Psi}} \) be the restriction of \( \bar{\Psi} \) on some mesh element \( \bar{\Psi} \in \bar{Q} \). The in-plane parametrisation \( \bar{P} = \bar{\Pi}|_{\bar{\Psi}} \) is fixed, therefore all partial derivatives of \( Z \) with respect to \( X \) and \( Y \) become linear in terms of \( Z \)-components of Bezier control points. Any energy functional defined as the integral of some quadratic expression of the partial derivatives has a quadratic form in terms of \( Z \)-components of the control points, hence we have a quadratic minimisation problem.
The expression for the energy functional depends on the chosen in-plane parametrisation of the mesh element and may be different for different elements. Although the basic kind of parametrisation considered in the present work (the bilinear parametrisation) leads to very simple formulas, a separate computation is generally required for every mesh element.

Section E (see Appendix) presents an example of computation of energy functional in the case of bilinear in-plane parametrisation.

Fig. 12: Control points involved into the boundary conditions.
6 Principles of construction of MDS

6.1 Special subsets of control points and their dimensionality

To clarify the discussion, and restrict their number that should be analysed we introduce some subsets of control points.

Definition 10: Let (see Figures 13 and 14)

\( \tilde{\mathcal{C}P}_F^{(n)} \) : subset of in-plane control points \( \tilde{\mathcal{C}P}_F^{(n)} \) which are not involved in the \( G^1 \)-continuity conditions;

\( \tilde{\mathcal{C}P}_G^{(n)}, (\tilde{\mathcal{B}G}_G^{(n)}) \) : subset of in-plane control points \( \tilde{\mathcal{C}P}_G^{(n)} \) (resp. minimal determining set \( \tilde{\mathcal{B}G}_G^{(n)} \)) which participate in \( G^1 \)-continuity conditions.

The set \( \tilde{\mathcal{C}P}_F^{(n)} \) of control points (in other words, all control points which do not lie at some inner edge or adjacent to it) clearly belong to any determining set.

Lemma 3: Dimensions of the subsets \( \tilde{\mathcal{C}P}_G^{(n)} \) and \( \tilde{\mathcal{C}P}_F^{(n)} \) are given by the following formulas (here \( | \cdot | \) denotes dimension of a set)

\[
|\tilde{\mathcal{C}P}_F^{(n)}| = (n-3)^2 |\text{Face}_{\text{inner}}| + (n-3)(n-1) |\text{Face}_{\text{boundary non-corner}}| + (n-1)^2 |\text{Face}_{\text{corner}}|
\]

\[
|\tilde{\mathcal{C}P}_G^{(n)}| = |\text{Vert}_{\text{non-corner}}| + 3 |\text{Vert}_{\text{boundary non-corner}}| + (3n-5) |\text{Edge}_{\text{inner}}|
\] (26)

The following relations take place

\[
|\tilde{\mathcal{C}P}_F^{(n)}| = |\tilde{\mathcal{C}P}_G^{(n)}| + |\tilde{\mathcal{C}P}_F^{(n)}|,
\]

\[
|\tilde{\mathcal{B}G}^{(n)}| = |\tilde{\mathcal{B}G}^{(n)}| + |\tilde{\mathcal{C}P}_F^{(n)}|
\] (27)

The important conclusion from Lemma 3 is that we only need to study the structure and dimensionality of \( \tilde{\mathcal{B}G}^{(n)} \) - subset of the minimal determining set which participates in \( G^1 \)-continuity conditions.

6.2 Relation between MDS and the ”additional” constraints

The definition of paragraph 1.1 implies that any ”additional” constraints is assumed to be consistent and to fit the \( G^1 \)-continuity requirements.

An ”additional” constraint result in some definite control points being fixed. These control points get their values according to the ”additional” constraints and can not influence the satisfaction of \( G^1 \) continuity conditions.

Definition 11: The minimal determining set \( \tilde{\mathcal{B}G}^{(n)} \) is said to fit a given ”additional” constraint if any control point which should be fixed according to this ”additional” constraint either
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- Belongs to $\tilde{B}^{(n)}$ or
- Does not belong to $\tilde{B}^{(n)}$ but depends only on the control points which belong to $\tilde{B}^{(n)}$

An MDS is called "pure" if it is constructed according to $G^1$-conditions alone and is not required to fit any specific "additional" constraint.

6.3 Principle of locality in construction of MDS

As it was mentioned above, MDS is not uniquely defined. According to the current approach, construction of the MDS will be built up gradually and will follow two (closely connected) kinds of locality concepts.

At every step of MDS construction, some subset of the linear equation will be considered. The first principle of locality requires that the subset includes indexed equations (see Definition 9) with successive indices. In addition, the analysis starts from the application of the equations locally, for example, to edges sharing some common vertex or to control points participating in $G^1$-continuity equation for a given edge. Control points, which get their status (basic or dependent) during the construction step, clearly obey the principle of geometrical locality. The local set of the control points which are classified according to the local application of some set of equations, is called "local template" of MDS (see Figure 23).

As soon as the local analysis is completed, one should define the order in which the local templates should be constructed and take care to put together the local templates without contradiction (different local templates may intersect!).

6.4 Aim of the classification process

Construction of the MDS implies assignment of the definite status to every one of the control points. Control points, which belong to the MDS, are basic control points and the rest are dependent control points. For a given "additional" constraint, the basic control points which get their values according to the "additional" constraints are called basic fixed, the remaining basic control points are basic free.

Classification process by definition includes

- Construction of the minimal determining set MDS (or several instances of the MDS),
- Description of the dependency of every one of the dependent control points on the basic ones. (More precisely, dependency of $Z$-component corresponding to the dependent control point on $Z$-components corresponding to the basic control points).
- For a given "additional" constraint, the choice of the instance of MDS that fits the constraint.
It is important to note, that although usually several different configurations of MDS are considered, construction of MDS follows some definite principles (see Subsection 6.3) and of course does not cover all possible configurations. According to the current approach, in case none of the constructed instances of $\tilde{B}^{(n)}$ fits some "additional" constraint, MDS of a higher degree will be considered. However, failure to choose a suitable instance of MDS does not necessarily imply that a "pure" algebraic solution of the constrained linear system does not exist in space $\mathcal{FUN}^{(n)}$. For example, it will always be assumed that any $V$-type control point belongs to MDS, while an algebraic solution may use such a control point as a dependent one in non-interpolating problems.

In order to make the discussion precise, the following definition of the stages of the classification process is introduced.

**Definition 12:** A Stage is usually a large part of the classification process, which is defined by some set of equations and so that at the end of the stage:

1. All control points which participate (or may participate under definite geometrical conditions) in these equations are classified (as basic or dependent ones) and the status of every one of the control points is final, it can not be changed during the next stages of the classification.

2. Any dependent control point depends only on the control points with the final basic classification status.

3. All these equations are satisfied by classification of the control points.

# 7 From MDS to solution of the linear minimisation problem

As soon as for a given "additional" constraint, a suitable MDS is constructed, dependencies of the dependent control points are defined and energy for every mesh element is computed, construction of the solution of the linear minimisation problem is made in straightforward algebraic manner (see Appendix, Section G for more details).
Fig. 13: Control points, which do not participate in $G^1$-continuity conditions
(a) Inner element (b) Corner element (c) Boundary non-corner element.

Fig. 14: Control points of a global in-plane parametrisation.
Part IV. MDS for a quadrilateral mesh with a polygonal global boundary

8 Mesh limitations

The following minor mesh limitations are always supposed to be satisfied

- The mesh consists of strictly convex quadrilaterals. Every mesh element is a convex quadrilateral and angle between any two sequential edges is strictly less than $\pi$.

- Boundary vertices have valence 2 (a corner vertex) or 3 (see Figures 15(a), 15(b)). The situation shown in Figure 15(c) is not allowed.

- Any inner edge has at most one boundary vertex.

The limitations are naturally satisfied in most of the practical situations. In addition, a standard technique of necklacing (see [24]) may be applied to a mesh in order to achieve the second and the third requirement.

It is convenient to introduce an additional minor mesh limitation, which is required to be satisfied only when MDS of degree $n = 4$ is considered. In this case a planar mesh should satisfy the "Uniform Edge Distribution Condition", defined as follows

**Definition 13**: The mesh is said to satisfy the "Uniform Edge Distribution Condition" if for any even vertex of degree $\geq 6$ which has two pairs of colinear edges, the remaining edges (2 edges in case of a 6-vertex, 4 edges in case of a 8-vertex and so on) do not all belong to the same quadrant formed by lines containing the colinear edges (see Figure 16).

![Fig. 15: An illustration for the mesh limitations.](image-url)
9 In-plane parametrisation

For a quadrilateral planar mesh element, the bilinear in-plane parametrisation will be considered. It is a natural choice because for a general quadrilateral (without curvilinear sides) it clearly provides a parametrisation of the minimal possible degree, which finally leads to the minimal possible number of $G^1$-continuity equations.

For a convex quadrilateral planar mesh element with vertices $\tilde{A}, \tilde{B}, \tilde{C}, \tilde{D}$ (see Figure 4) the parametrisation is given by explicit formula

$$\tilde{P}(u,v) = \tilde{A}(1-u)(1-v) + \tilde{B}u(1-v) + \tilde{C}uv + \tilde{D}(1-u)v$$

(28)

and $\det(J(\tilde{P}))(u,v) > 0$ for every $(u,v) \in [0,1]^2$, hence the following Lemma holds.

**Lemma 4**: For a strictly convex planar quadrilateral element, the bilinear in-plane parametrisation of the element is regular.

The bilinear parametrisations for all mesh elements clearly satisfies the requirements of Definition 2 and define a degree 1 global regular in-plane parametrisation $\tilde{\Pi}^{(bilinear)} \in \tilde{\Pi}^{AR}$.

Explicit formulas for in-plane control points which belong to $\tilde{CP}^{(n)}_G(\tilde{\Pi}^{(bilinear)})$ are given in Technical Lemma 1 (see Appendix, Section C).

10 Conventional weight functions and linear form of $G^1$-continuity conditions

Application of the general linearisation method (Theorem 3 and Lemma 2) to a particular case of bilinear in-plane parametrisation leads to the next Lemma.

**Lemma 5**: Let two adjacent mesh elements with vertices $\tilde{\lambda}, \tilde{\lambda}', \tilde{\gamma}, \tilde{\gamma}', \tilde{\rho}, \tilde{\rho}'$ (see Figure 5) each with a bilinear in-plane parametrisation, then

1. The conventional weight functions $l(v), r(v)$ and $c(v)$ along the common edge are Bézier polynomials of (formal) degrees 1,1 and 2 respectively and
their coefficients with respect to the Bézier basis depend on the geometry of the planar elements in the following way

\[
\begin{align*}
l_0 &= \langle \tilde{p} - \tilde{\gamma}, \tilde{\gamma}' - \tilde{\gamma} \rangle \\
l_1 &= \langle \tilde{\gamma} - \tilde{\gamma}', \tilde{p}' - \tilde{\gamma}' \rangle \\
r_0 &= -\langle \tilde{\gamma}' - \tilde{\gamma}, \tilde{\lambda} - \tilde{\gamma} \rangle \\
r_1 &= -\langle \tilde{\lambda}' - \tilde{\gamma}', \tilde{p}' - \tilde{\gamma}' \rangle \\
c_0 &= \langle \tilde{p} - \tilde{\gamma}, \tilde{\lambda} - \tilde{\gamma} \rangle \\
c_1 &= \frac{1}{2} \left[ (\tilde{p} - \tilde{\gamma}, \tilde{\lambda}' - \tilde{\gamma}') - (\tilde{\lambda} - \tilde{\gamma}, \tilde{p}' - \tilde{\gamma}') \right]
\end{align*}
\]

(29)

The system of \( n+2 \) linear equations \( "Eq(s)" \) for \( s = 0, \ldots, n+1 \) is sufficient in order to satisfy the \( G^1 \) continuity condition along the common edge

\[
"Eq(s)"^n = \frac{(n+1-s)}{(n-s)(n+1-s)} l_0 \Delta L_s + r_0 \Delta R_s + s(l_1 \Delta L_{s-1} + r_1 \Delta R_{s-1}) + \frac{2(s+1-s)}{n} c_0 \Delta C_s + \frac{s(s-1)}{n} c_1 \Delta C_{s-1} + \frac{s}{n} c_2 \Delta C_{s-2} = 0
\]

(30)

Here \( \Delta L_j, \Delta R_j \) for \( j < n \) or \( j > n \) and \( \Delta C_j \) for \( j < 0 \) or \( j > n-1 \) are assumed to be equal to zero.

Weight functions \( l(v), r(v) \) and \( c(v) \) may have lower actual degrees than 1, 1 and 2. Weight function \( l(v) \) becomes constant if \( \tilde{l}^{(R)} \) is parallel to \( \tilde{\gamma}' - \tilde{\gamma} \); \( r(v) \) becomes a constant if \( \tilde{r}^{(L)} \) is parallel to \( \tilde{\gamma}' - \tilde{\gamma} \) and the actual degree of \( c(v) \) is at most 1 if \( \tilde{c}^{(R)} \) and \( \tilde{c}^{(L)} \) are parallel (see Figure 6 and Subsection 2.3.2 for definition of \( \tilde{l}^{(R)} \) and \( \tilde{l}^{(L)} \)). For example, in the case of two adjacent square elements \( deg(l) = deg(r) = 0, deg(c) = 1 \). It implies that \( n+1 \) linear equations are sufficient in order to guarantee \( G^1 \)-smooth concatenation and therefore an additional degree of freedom is available.

11 Local MDS

As stated in Subsection 6.3 construction of the MDS follows the principle of locality. All control points are subdivided into several types: \( V, E, D \) and \( T \)-type control points adjacent to some mesh vertex (see Subsection 2.6.2) and the middle control points adjacent to some mesh edge (see Definition 16). Every type of the control points is responsible for the satisfaction of some definite subset of the linear equations.

The current Subsection is devoted to an analysis of equations applied to a separate mesh vertex or edge, a possible influence of the other equations is ignored. The analysis results in construction of local MDS, templates, which locally define which control points belong to MDS and describe the dependencies of the dependent control points. The same set of equations may define several structures of the MDS, suitable for the different mesh geometry and different types of "additional" constraints.

**Definition 14:** We say that two local templates are **different**, if they contain a different number of basic control points or if there is a difference in the types or a principal difference in the location of the control points.

**Note 1:** Sometimes, the templates do not uniquely specify which control points should be classified as basic. In case of ambiguity, classification of the control
points is made arbitrarily. The local geometric characteristics, such as edge lengths or angles, plays an important role in stabilizing the solution and can be a matter of additional research.

11.1 Local classification of $E,V$-type control points for a separate vertex based on "Eq(0)"-type equations

11.1.1 Formal equation and geometrical formulation

Formal substitution of $s = 0$ in Equation 19 gives

\[ "Eq(0)" \quad l_0 \Delta L_0 + r_0 \Delta R_0 + c_0 \Delta C_0 = 0 \]  

It is precisely the general "Tangent Constraint" (Equation 9) applied to $Z$-components of the control points. The difference is that in the curve mesh interpolation problem $3D$ tangents $\Delta L_0$, $\Delta R_0$, $\Delta C_0$ are given and coefficients of the weight functions are unknown. In the current case on the contrary, coefficients of the weight functions are fixed a priori and $Z$-components of the control points play the role of unknowns.

"Eq(0)"-type equations have a very simple geometrical meaning. Let $\tilde{V}$ be a planar mesh vertex of degree $val(V)$ and $\tilde{e}^{(j)} \ (j = 1, \ldots, val(V))$ be a directed planar mesh edges emanating from $\tilde{V}$ (see Figure 7). Then for the edge $\tilde{e}^{(j)}$, zero-indexed coefficients of the weight functions can be rewritten as follows

\[ l_0^{(j)} = (\tilde{e}^{(j-1)}, \tilde{e}^{(j)}), \quad r_0^{(j)} = -(\tilde{e}^{(j)}, \tilde{e}^{(j+1)}), \quad c_0^{(j)} = (\tilde{e}^{(j-1)}, \tilde{e}^{(j+1)}) \]  

Note that $\tilde{E}^{(j-1)} - \tilde{V}, \tilde{E}^{(j)} - \tilde{V},$ and $\tilde{E}^{(j+1)} - \tilde{V}$ are colinear if and only if

\[ 0 = \text{mix} \left( \begin{array}{c} \tilde{E}^{(j-1)} - \tilde{V} \\ \tilde{E}^{(j)} - \tilde{V} \\ \tilde{E}^{(j+1)} - \tilde{V} \end{array} \right) = \frac{1}{\text{mix}} \left( \begin{array}{cc} \tilde{e}^{(j-1)} & \tilde{E}^{(j-1)} - \tilde{V} \\ \tilde{e}^{(j)} & \tilde{E}^{(j)} - \tilde{V} \\ \tilde{e}^{(j+1)} & \tilde{E}^{(j+1)} - \tilde{V} \end{array} \right) = \]  

which exactly means that the "Eq(0)"-type equation for the edge with order number $j$ is satisfied, thus $\tilde{E}^{(j)} - \tilde{V}, \ (j = 1, \ldots, val(V))$ are coplanar; this can be summed up in the lemma:

Lemma 6: Let $\tilde{V}$ be a $3D$ vertex control point and let $\tilde{E}^{(j)}, \ (j = 1, \ldots, val(V))$ be the edge control points adjacent to the vertex (see Subsection 2.6.2). Then for "Eq(0)"-type equations applied simultaneously to all edges sharing vertex $\tilde{V}$, the tangent vectors $\tilde{E}^{(j)} - \tilde{V} \ (j = 1, \ldots, val(V))$ should be coplanar.

11.1.2 Degrees of freedom and dependencies

At every vertex, the tangent plane is defined by any three noncolinear control points lying in it. Let $V$-type control point and such a pair of $E$-type control points $\tilde{E}^{(i)}, \tilde{E}^{(j)} \ (1 \leq i, j \leq val(V))$, that $\tilde{e}^{(i)}$ and $\tilde{e}^{(j)}$ are not colinear, be classified as basic. Any other $E$-type control point $\tilde{E}^{(k)}$ is classified as dependent.
Its dependency (dependency of the corresponding Z-component) is defined by system of \textquotedblright Eq(0)\textquotedblright -type equations and has the following explicit form

$$E^{(k)} = \frac{1}{\langle \tilde{e}^{(i)}, \tilde{e}^{(j)} \rangle} \left\{ -E^{(i)} \langle \tilde{e}^{(j)}, \tilde{e}^{(k)} \rangle - E^{(j)} \langle \tilde{e}^{(k)}, \tilde{e}^{(i)} \rangle + V \left( \langle \tilde{e}^{(i)}, \tilde{e}^{(j)} \rangle + \langle \tilde{e}^{(j)}, \tilde{e}^{(k)} \rangle + \langle \tilde{e}^{(k)}, \tilde{e}^{(i)} \rangle \right) \right\}$$ \hspace{1cm} (34)

\subsection*{11.1.3 Local templates for a separate inner vertex}

For any inner vertex, we classify as basic any \(V\) type control point that has the properties above. The remaining \(E\)-type control points depend on the basic control points according to Equation 34. The correspondent local template is shown in Figure 17(a).

This local MDS clearly fits all types of considered "additional" constraints, including the (vertex)(tangent plane)-interpolation condition. The basic control points can be easily classified into free and fixed, depending on the kind of the "additional" constraints.

\subsection*{11.1.4 Local templates for a separate boundary vertex}

According to the mesh limitations, any non-corner boundary vertex \(\tilde{V}\) has exactly one adjacent inner edge \(\tilde{e}^{(2)}\).

The following two local templates are defined:

\textit{TB0} \((V, E)\) (Figure 17(b)). The local MDS contains \(\tilde{V}\), the boundary control point \(\tilde{E}^{(1)}\) and the inner control point \(\tilde{E}^{(2)}\). This template is always used when the boundary edges are colinear.

\textit{TB1} \((V, E)\) (Figure 17(c)). The local MDS contains \(\tilde{V}\) and two boundary control points \(\tilde{E}^{(1)}, \tilde{E}^{(3)}\). This template is always used in the case of boundary curve interpolation and simply supported boundary conditions, provided the boundary edges are not colinear.

The following two examples show that for the considered "additional" constraint at least one of \(TB0(V, E)\), \(TB1(V, E)\) provides the local MDS which fits the constraint and presents classification of the basic control points into free and fixed.

\textit{(Vertex)(Boundary curve)-interpolation condition}. If the boundary edges are not colinear, then \(TB1(V, E)\) is used. \(\tilde{V}, \tilde{E}^{(1)}\) and \(\tilde{E}^{(3)}\) are basic fixed control points; \(\tilde{E}^{(2)}\) is dependent, the corresponding Z-component is computed according to Equation 34. If the boundary edges are colinear, then \(TB0(V, E)\) is used. \(\tilde{V}\) and \(\tilde{E}^{(1)}\) are basic fixed control points, \(\tilde{E}^{(2)}\) is a basic free one. In this case, one should verify that the data of the boundary curve fits the "Tangent Constraint": the given value of \(E^{(3)}\) should be equal to the value computed according to Equation 34, using the given values of \(V\) and \(E^{(1)}\).

\textit{Clamped boundary condition}. It is always possible to make use of \(TB0(V, E)\). All basic control points are fixed. The standard clamped boundary constraint clearly satisfies the "Tangent Constraint". In case of a more complicated clamped boundary condition, classification of the control points remains unchanged. One
should verify that the boundary condition and the "Tangent Constraint" fit together. Value of $E^{(3)}$ computed according to Equation 34 should be equal to the value given by the boundary condition.

11.2 Local classification of $D,T$-type control points for a separate vertex based on "Eq(1)"-type equations

In the current Subsection it will always be assumed that $V,E$-type control points are classified and "Eq(0)"-type equations are satisfied by choice of an appropriate template.

11.2.1 Formal equation and geometrical formulation

Substitution of $s = 1$ in Equation 30 leads to the formula

"Eq(1)" $\frac{n}{2}(l_0 \Delta L_1 + r_0 \Delta R_1) + (l_1 \Delta L_0 + r_1 \Delta R_0) + (n - 1) c_0 \Delta C_1 + 2 c_1 \Delta C_0 = 0$ (35)

This is a particular case of the general "Twist Constraint" (Equation 10) applied to $Z$-components of the control points. An advantage of the current particular case is that the coefficients of the weight functions have a clear geometrical meaning, closely connected to the structure of the initial planar mesh. It allows rewriting "Eq(1)" in a more meaningful form.

Let $\tilde{V}$ be a planar mesh vertex of degree $\text{val}(V)$ and $\tilde{e}^{(j)} (j = 1, \ldots, \text{val}(V))$ be directed planar mesh edges emanating from $\tilde{V}$ (see Figure 7).

Let $\tilde{\Psi} \in \tilde{\Lambda}^{n}(\tilde{\Pi}^{(\text{bilinear})})$ and patch $\tilde{P}^{(j)}$ denote the restriction of $\tilde{\Psi}$ on the mesh element adjacent to $\tilde{V}$, containing edges $\tilde{e}^{(j-1)}$ and $\tilde{e}^{(j)}$ (see Figure 10) as part of its boundary. The following important relations between $XY$-components of the first and second-order partial derivatives of the patches and the initial mesh data hold

$\tilde{\epsilon}^{(j)} = (\tilde{e}^{(j)}, n(E^{(j)} - V))$

$\tilde{\tau}^{(j)} = (\tilde{r}^{(j)}, n^2(D^{(j)} - 2E^{(j)} + V)) = (\tilde{r}^{(j)}, \frac{n}{n-1} \delta^{(j)})$ (36)

Here $\tilde{\epsilon}^{(j)}$ and $\tilde{\tau}^{(j)}$, $\delta^{(j)}$ are the first and second order partial derivatives (see Subsection 2.6.3) and $\tilde{e}^{(j)}$, $\tilde{r}^{(j)}$ are directed planar edges and twist characteristics of the planar mesh elements (see Subsection 2.3.1). Relations given in Equation 36 allow to conclude that the following Lemma holds.

Lemma 7: Let all "Eq(0)"-type equations for all inner edges adjacent to vertex $\tilde{V}$ be satisfied by classification of $V$ and $E$-type control points. Then for inner edge $\tilde{e}^{(j)}$, "Eq(1)"-type equation applied to the control points adjacent to vertex $\tilde{V}$, has the following geometrical form

$tw^{(j)} + tw^{(j-1)} = \text{coeff} f^{(j)} \delta^{(j)}$ (37)

Where

$tw^{(j)} = \frac{1}{\langle \tilde{e}^{(j)}, \tilde{e}^{(j+1)} \rangle^2} \text{mix} \begin{pmatrix} \tilde{\epsilon}^{(j)} \\ \tilde{\tau}^{(j)} \\ \tilde{e}^{(j)}(j+1) \end{pmatrix}$, \hspace{1cm} \text{coeff} f^{(j)} = \frac{\langle \tilde{e}^{(j-1)}, \tilde{e}^{(j+1)} \rangle}{\langle \tilde{e}^{(j-1)}, \tilde{e}^{(j+1)} \rangle \langle \tilde{e}^{(j)}, \tilde{e}^{(j+1)} \rangle}$ (38)
**Proof** See Appendix, Section [D]

It is important to note, that $t_w^{(j)}$ and $\delta^{(j)}$ are linear expressions in terms of $V$-type, $E$-type and $T$-type or $D$-type control points; $t_w^{(j)}$ contains a single non-classified $T$-type point $T^{(j)}$ and $\delta^{(j)}$ contains a single non-classified $D$-type point $D^{(j)}$.

11.2.2 Theoretical results for an inner vertex

**The Parity Phenomenon.** Application of Lemma [1] to all edges emanating from a common inner vertex leads to the following Theorem.

**Theorem 4:** Let $\hat{V}$ be an inner vertex of degree $\text{val}(V)$ and let "Eq(0)"-type equations for all edges adjacent to the vertex be satisfied. Then

1. The system of "Eq(1)"-type equations applied simultaneously to all edges adjacent to $\hat{V}$ has the following form

   \[ M \begin{pmatrix} t_w^{(1)} \\ \vdots \\ t_w^{(\text{val}(V))} \end{pmatrix} = \begin{pmatrix} \text{coeff}^{(1)} \delta^{(1)} \\ \vdots \\ \text{coeff}^{(\text{val}(V))} \delta^{(\text{val}(V))} \end{pmatrix} \]  

   (39)

   where $M$ is the matrix with a simple circulant structure

   \[ M = \begin{pmatrix} 1 & 0 & \ldots & 0 & 0 & 1 \\ 1 & 1 & \ldots & 0 & 0 & 0 \\ \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\ 0 & 0 & \ldots & 1 & 1 & 0 \\ 0 & 0 & \ldots & 0 & 1 & 1 \end{pmatrix} \]  

   (40)

2. In the case of an even odd vertex matrix $M$ is of full rank. In the case of an odd even vertex $\text{rank}(M) = \text{val}(V) - 1$ and the system has a solution if and only if the following additional condition is satisfied

   "Circular Constraint" $\sum_{j=1}^{\text{val}(V)} (-1)^j \text{coeff}^{(j)} \delta^{(j)} = 0$  

   (41)

**Note 2:** The "Circular Constraint" does not involve $T$-type control points. It establishes some dependency between $D$-type control points adjacent to a given vertex. (Under the assumption that all $V$-type and $E$-type control points are already classified according to the first stage of the classification process).

Results of Theorem 4 clearly fit the general Parity Phenomenon (Theorem 1). The "Circular Constraint" corresponds to the necessary condition which should be satisfied for the right sides of the general "Twist Constraint" (see Equation 12) for an even vertex. The main advantage of the current particular case is a very elegant and geometrically meaningful form of the "Circular Constraint".
The way in which the "Circular Constraint" is applied presents the second important difference between the current approach and the standard techniques for interpolation by 3D smooth piecewise parametric surface. Usually some initial data (3D mesh of curves in work [35]) is tested to satisfy the necessary condition. In case of negative answer, a $G^1$-smooth surface cannot be constructed. In the current approach one may take advantage of the fact that even in the case of (vertex)(tangent plane)-interpolation, a boundary curve of two adjacent patches (which has at least degree 4) is not totally fixed. At least one control point in the middle of every curve remains non-fixed. The purpose is to construct the MDS in such a manner, that every vertex at which the "Circular Constraint" should be satisfied, has at least one "own" basic $D$-type control point.

**Note 3:** Coefficient $coeff^{(j)}$ of $\delta^{(j)} (D^{(j)})$ in the "Circular Constraint" may be equal to zero; it happens if the planar mesh edges $\bar{e}^{(j-1)}$ and $\bar{e}^{(j+1)}$ are colinear. In this case $D^{(j)}$ does not contribute to the "Circular Constraint".

**Definition 15 (Regular 4-vertex):** Vertex of valence 4 is called 4-regular if 4 planar edges emanating from the vertex form two colinear pairs: $\bar{e}^{(1)}$ is colinear to $\bar{e}^{(3)}$ and $\bar{e}^{(2)}$ is colinear to $\bar{e}^{(4)}$.

**Lemma 8:** Regular 4-vertex is the only possible configuration of the edges adjacent to some inner even vertex when all coefficients $coeff^{(j)} (j = 1, \ldots, val(V))$ are equal to zero and the "Circular Constraint" is satisfied automatically.

**Proof of the Lemma** The strict convexity of the mesh elements implies that any inner even vertex $\bar{V}$ has degree $val(V) = 4$ at least.

Let $coeff^{(j)} = 0$ for every $j = 1, \ldots, val(V)$. In particular, $coeff^{(2)} = 0$ and $coeff^{(3)} = 0$ are colinear and lie on some straight line $\bar{f}^{(1,3)}; coeff^{(3)} = 0$ and $\bar{e}^{(2)}$ are colinear and lie on some straight line $\bar{f}^{(2,4)}$ (see Figure 10). Therefore for $val(V) = 4$ the vertex is proven to be regular.

It remains to show that $val(V)$ could not be greater than 4. Indeed, let $val(V) > 4$. Then, $\bar{e}^{(2)}$ should be colinear to both $\bar{e}^{(4)}$ and $\bar{e}^{(val(V))}$ (because both $coeff^{(3)}$ and $coeff^{(1)}$ are equal to zero). But $\bar{e}^{(4)}$ and $\bar{e}^{(val(V))}$ can not be colinear because $\bar{e}^{(val(V))}$ lies strictly between $\bar{e}^{(4)}$ and $\bar{e}^{(deg(1))}$ which span an angle less than $\pi$ due to the strict convexity of the mesh elements. □

**Some necessary and sufficient conditions for the satisfaction of the "Circular Constraint" at a separate inner even vertex** Results of the current paragraph correspond to the sufficient vertex enclosure conditions formulated in Theorem 2. Although the results do not contribute directly to the construction of the MDS, they provide an additional confirmation that the present approach fits the general theory of $G^1$-smooth piecewise parametric surfaces.

Lemma 5 from the previous paragraph shows that for an inner vertex of degree 4 colinearity of two pairs of emanating edges is a sufficient condition for the satisfaction of the "Circular Constraint". Necessary and sufficient conditions are presented in the following Lemma.
Lemma 9: Let \( \tilde{V} \) be an inner even vertex

1. If \( \delta(j), j = 1, \ldots, val(V) \) (Z-components of the second-order derivatives in the directions of the planar edges) are chosen in such a manner that they are compatible at \( \tilde{V} \) with second-order partial derivatives of some functional surface, then the "Circular Constraint" is satisfied.

2. For a non-regular 4-vertex \( \tilde{V} \), compatibility of \( \delta(j), j = 1, \ldots, 4 \) with second-order partial derivatives of some functional surface is not only a sufficient but also a necessary condition for the satisfaction of the "Circular Constraint".

Proof: See Appendix, Section D.

Note 4: Lemma 9 does not mean that the resulting surface is necessarily \( C^2 \)-smooth at the vertex. Besides values of \( \delta(j), j = 1, \ldots, val(V) \) there is always at least one additional degree of freedom (T-type control point) which implies that the second-order partial derivatives in the functional sense are not necessarily well defined at the vertex.

11.2.3 Local templates for a separate inner vertex

Odd vertex: A local template for an inner odd vertex is shown in Figure 19(a). All D-type control points are classified as basic and all T-type control points are dependent. There are \( val(V) \) basic control points in all.

The correctness of the classification and dependencies of T-type control points are explained below.

As stated in Theorem 4, matrix \( M \) is invertible for an odd inner vertex. Therefore all D-type control points can be classified as basic and T-type control points depend on them (and on V-type and E-type basic control points) according to equation

\[
\begin{pmatrix}
  tw^{(1)} \\
  \vdots \\
  tw^{(val(V))}
\end{pmatrix} = M^{-1} \begin{pmatrix}
  \text{coef}_f^{(1)} \delta^{(1)} \\
  \vdots \\
  \text{coef}_f^{(val(V))} \delta^{(val(V))}
\end{pmatrix}
\]

In greater detail, D-type control points together with V-type and E-type basic control points fully define values of \( \delta^{(j)}, j = 1, \ldots, val(V) \). Equation 42 defines dependency of \( tw^{(j)} (j = 1, \ldots, val(V)) \) on \( \delta^{(j)} (j = 1, \ldots, val(V)) \), and finally the values of T-type control points are given by

\[
T^{(j)} = \frac{1}{\sqrt{n}} (\varepsilon^{(j)}, \varepsilon^{(j+1)}) tw^{(j)} - V' \left( 1 + \frac{1}{n} \langle \varepsilon^{(j)}, \varepsilon^{(j+1)} \rangle \right) + E' \left( 1 + \frac{1}{n} \langle \varepsilon^{(j)}, \varepsilon^{(j+1)} \rangle \right) + E'' \left( 1 - \frac{1}{n} \langle \varepsilon^{(j)}, \varepsilon^{(j+1)} \rangle \right)
\]

The classification may be formally subdivided into two steps: at the first step all D-type control points are classified as basic, at the second step all T-type control points are classified as dependencies and their dependencies are established.
Even vertex excluding the regular 4-vertices  The local template for an inner odd vertex, excluding regular 4-vertices, is shown in Figure 19(b) $val(V) - 1$ among $D$-type control points and one $T$-type control point are classified as basic; $val(V)$ basic control points in all. $D$-type control of some edge may be chosen to be dependent only if two neighboring edges of the edge are not colinear.

The correctness of the classification and dependencies of the dependent control points are explained below.

According to Theorem 3 the ”Circular Constraint” should be imposed on $D$-type control points adjacent to an inner even vertex, excluding regular 4-vertices. Classification of $D$-type and $T$-type control points can be made as follows.

At the first step $D$-type control points are classified. One $D$-type control point with a non-zero coefficient, say $\hat{D}(k)$, is chosen. The remaining $D$-type control points are classified as basic and $D(k)$ depends on them (and $V$, $E$-type basic control points) according to the ”Circular Constraint”

$$D(k) = 2E(k) - V + \frac{1}{n(n-1)coeff} \sum_{j \neq k}^{val(V)} (-1)^{j+k+1} coeff(j) \delta(j)$$

At the second step $T$-type control points are classified. Rank-deficiency of matrix $M$ means that one of $T$-type control points, for example $\hat{T}(val(V))$, can be classified as a basic control point. The remaining $T$-type control points depend on this control point and $D$-type control points (which are classified during the previous step) according to the following equation

$$\begin{pmatrix} tw(1) \\ tw(2) \\ \vdots \\ tw(val(V)-1) \end{pmatrix} = \begin{pmatrix} 1 & \ldots & val(V) - 1 \\ 1 & \ldots & val(V) - 1 \end{pmatrix}^{-1} \begin{pmatrix} coeff(f(1)) \delta(1) - tw(val(V)) \\ coeff(f(2)) \delta(2) \\ \vdots \\ coeff(f(val(V)-1)) \delta(val(V)-1) \end{pmatrix}$$

where $M = \begin{pmatrix} 1 & \ldots & val(V) - 1 \\ 1 & \ldots & val(V) - 1 \end{pmatrix}$ is a $(val(V) - 1) \times (val(V) - 1)$ square matrix which contains $val(V) - 1$ first rows and lines of the matrix $M$.

Regular 4-vertex  Local template for a regular 4-vertex is shown in Figure 19(c) All $D$-type control points and one $T$-type control point are classified as basic, the remaining $T$-type control points are dependent; there are $val(V) + 1$ basic control points in all.

In case of a regular 4-vertex the ”Circular Constraint” should not be explicitly imposed. At the first step all $D$-type control points are classified as basic. At the second step one of the $T$-type control points is classified as basic and others as dependent ones. $T$-type control points do not depend on $D$-type control points; dependency between $T$-type control points is defined by the relation

$$tw(1) = -tw(2) = tw(3) = -tw(4)$$

11.2.4 Local templates for a separate boundary vertex

In case of a boundary non-corner vertex there is exactly one adjacent inner edge $\hat{e}^{(2)}$ and so it is sufficient to consider a single constraint in the form of Equation 37. The following two local templates are defined:
The local MDS contains a $D$-type control point $\tilde{D}(2)$ and one $T$-type control points ($\tilde{T}^{(1)}$). This template can always be used, excluding the case when the boundary edges are not co-linear and the clamped boundary condition is imposed.

The local MDS contains two $T$-type control points $\tilde{T}^{(1)}$ and $\tilde{T}^{(2)}$. This template is used only in the case when the boundary edges are not co-linear and the clamped boundary condition is imposed.

Below the different "additional" conditions are considered and $TB0^{(D,T)}$ is shown to fit almost all situations.

Any kind of Interpolation/Simply-supported boundary condition.

These boundary conditions do not involve neither $D$-type nor $T$-type control points adjacent to the boundary vertex. While $D$-type control point do not contribute to Equation 37 in case of colinear boundary edges, the coefficient of $T^{(1)}$ is equal to $-n(\tilde{e}^{(2)}, \tilde{e}^{(3)})$ and never vanishes. Therefore it is very natural to choose a $T$-type control point as a dependent variable (template $TB0^{(D,T)}$), its dependency is defined by Equation 37. Both basic control points are classified as free control points.

Clamped boundary condition.

The clamped boundary condition involves both $T$-type control points and do not involves $D$-type control point. Therefore a MDS which fits the clamped boundary condition can not define $T$-type control point as dependent on $D$-type control point (see 11).

If the boundary edges are colinear, $D$-type control point do not participate in Equation 37. Equation 37 defines dependency between $T^{(1)}$ and $T^{(2)}$

$$tw^{(1)} + tw^{(2)} = 0$$ (47)

In case of the standard clamped boundary condition (Equation 23) $tw^{(1)} = tw^{(2)} = 0$ and the dependency is automatically satisfied. Any other clamped boundary condition should be checked to be compatible with the $G^1$-smoothness requirement. Template $TB0^{(D,T)}$ can be used: the basic $D$-type control point is classified as free and the basic $T$-type control point is classified as fixed.

If the boundary edges are not colinear, one should use template $TB1^{(D,T)}$ (template $TB0^{(D,T)}$ does not longer fit the "additional" condition). Both $T$-type basic control points are fixed. Dependency of $D^{(2)}$-type is defined according to Equation 37

$$D^{(2)} = 2E^{(2)} - V + \frac{1}{n(n-1)\text{coeff}}(tw^{(1)} + tw^{(2)})$$ (48)

11.3 Local classification of the middle control points for a separate edge

Definition 16: Let the global bilinear in-plane parametrisation be considered.

For an inner edge, the set of $n-2$ indexed equations "Eq(s)" for $s = 2, \ldots, s = n-1$ is said to compose the "Middle" system of equations.

Control points $\tilde{L}_2, \ldots, \tilde{L}_{n-2}$, $\tilde{R}_2, \ldots, \tilde{R}_{n-2}$ and $\tilde{C}_3, \ldots, \tilde{C}_{n-3}$ are respectively called the "side" middle and the "central" middle control points.
11.3.1 Existence and types of the local templates

Let all control points be already classified and all "Eq(0)"-type and "Eq(1)"-type equations be satisfied. The only non-classified control points which participate in $G^1$-continuity equations for an inner edge are the middle control points and the "Middle" system is not yet satisfied. We shall show that the middle control points are sufficient in order to satisfy the "Middle" system of equations for an inner edge. It provides the possibility to define the local MDS separately for every inner edge. The following geometric condition plays a principal role in the analysis of the "Middle" system of equations.

Definition 17: For two adjacent patches with vertices $\tilde{\lambda}, \tilde{\lambda}', \tilde{\gamma}, \tilde{\gamma}'$ (see Figure 21), let $(\tilde{\lambda} - \tilde{\gamma})^{(\text{proj})}$, $(\tilde{\lambda}' - \tilde{\gamma}')^{(\text{proj})}$, $(\tilde{\rho} - \tilde{\gamma})^{(\text{proj})}$, $(\tilde{\rho}' - \tilde{\gamma}')^{(\text{proj})}$ denote the lengths of projections of the corresponding planar vectors onto direction perpendicular to $\tilde{\gamma}' - \tilde{\gamma}$. (In other words, distances from vertices $\tilde{\lambda}, \tilde{\lambda}', \tilde{\rho}, \tilde{\rho}'$ to the line $(\tilde{\gamma}, \tilde{\gamma}')$)

- It will be said that the "Projections Relation" holds if

\[
\frac{(\tilde{\rho} - \tilde{\gamma})^{(\text{proj})}}{(\tilde{\rho}' - \tilde{\gamma}')^{(\text{proj})}} = \frac{(\tilde{\lambda} - \tilde{\gamma})^{(\text{proj})}}{(\tilde{\lambda}' - \tilde{\gamma}')^{(\text{proj})}}
\] (49)

- For the bilinear global in-plane parametrisation $\tilde{\Pi}^{(\text{bilinear})}$, the "Projections Relation" means that the coefficients of the conventional weight functions $l(v), r(v)$ satisfy the following equation:

\[
l_0 r_1 - r_0 l_1 = 0
\] (50)

The structure of the local MDS depends on the geometrical configuration of two adjacent mesh elements. The following two local templates for classification of the middle control points are defined.

$TM_0$ (Figure 22(a)). The local MDS contains all "central" middle control points (if any) and $n - 4$ "side" middle control points. The template is applied if the "Projections Relation" does not hold.

$TM_1$ (Figure 22(b)). The local MDS contains all "central" middle control points (if any) and $n - 3$ "side" middle control points, one in every pair $(\tilde{L}_j, \tilde{R}_j)$, $j = 2, \ldots, n - 2$. The template is applied if the "Projections Relation" holds.

Theorem 5 justifies the choice of the local MDS and proves the correctness of the classification of the control points.

Theorem 5: Let $\tilde{L}$ and $\tilde{R}$ be the restrictions of the global in-plane parametrisation $\tilde{\Pi}^{(\text{bilinear})}$ on two adjacent mesh elements. Let "Eq(0)"-type and "Eq(1)"-type equations be satisfied for the common edge and all $E,V,D,T$-type control points be classified. Then for any $n \geq 4$

1) Consistency. The "Middle" system of equations has a solution in terms of the middle control points.
(2) **Classification of the middle control points.** The following classification of the middle control points guarantees that the "Middle" system of equations for an inner edge is satisfied.

- All "central" middle control points (if there are any) are classified as the basic (free) ones.
- If the "Projections Relation" does not hold then there are \( n-4 \) basic (free) and \( n-2 \) dependent control points among \( 2(n-3) \) "side" middle control points.
- If the "Projections Relation" holds then there are \( n-3 \) basic (free) and \( n-3 \) dependent control points among \( 2(n-3) \) "side" middle control points; in every pair \((\hat{L}_j, \hat{R}_j)\) \((j = 2, \ldots, n-2)\) one control point is basic and another one is dependent.

Dependencies of the dependent middle control points are described in the theorem's proof.

**Proof** See Appendix, Section [D](#).

### 11.3.2 Example of the local MDS for \( n=4 \) and \( n=5 \)

For \( n = 4 \) the "Middle" system consists of two indexed equations "Eq(2)" and "Eq(3)" and there are two middle control points \( \hat{L}_2 \) and \( \hat{L}_3 \).

Theorem [5](#) implies that if the "Projections Relation" is not satisfied, then the local MDS is empty. Both middle control points are dependent and their dependencies on the basic \( E,V,D,T \)-type control points are defined by the "Middle" system which has a \( 2 \times 2 \) matrix of full rank.

If the "Projections Relation" holds then equations "Eq(2)" and "Eq(3)" are no longer independent and an additional degree of freedom is available; one of the control points \( \hat{L}_2, \hat{R}_2 \) becomes basic (free).

For \( n = 5 \), if the "Projections Relation" does not hold then one of the control points \( \hat{L}_2, \hat{L}_3, \hat{R}_2, \hat{R}_3 \) is basic (free) and the others are dependent. If the "Projections Relation" is satisfied then there are two basic (free) control points, one in every pair \((\hat{L}_2, \hat{R}_2)\) and \((\hat{L}_3, \hat{R}_3)\).
Fig. 17: Local templates for the classification of $V,E$-type control points in case of global bilinear in-plane parametrisation $\tilde{\Pi}^{(bilinear)}$.

Fig. 18: Possible mesh configuration, which automatically satisfies the "Circular Constraint".

Fig. 19: Local templates for the classification of $D,T$-type control points adjacent to an inner vertex in case of global bilinear in-plane parametrisation $\tilde{\Pi}^{(bilinear)}$. 
Fig. 20: Local templates for the classification of $D,T$-type control points adjacent to a boundary vertex in case of global bilinear in-plane parametrisation $\tilde{\Pi}(\text{bilinear})$.

Fig. 21: An illustration for the "Projections Relation".

Fig. 22: Local templates for the classification of the middle control points in case of global bilinear in-plane parametrisation $\tilde{\Pi}(\text{bilinear})$. 
12 Global MDS

The main purpose of the current Section is to define the global MDS based on the local analysis given in Section 11. One should try to "put together" local templates without contradictions. More precisely, the order of construction of the local MDS should be defined. It is important to remember, that even if local templates do not intersect geometrically, the construction of local MDS is usually based on the assumption that some control points are already classified and it is possible to define dependencies on these control points. Therefore, the order of construction of the local MDS plays the principal role in the construction of the global MDS.

Although a "pure" global MDS (MDS based on $G^1$-conditions only) always exists, application of an "additional" constraint requires construction of some definite suitable local templates, which do not always fit together. If the global classification succeeds then it will be said that an instance of global MDS, which fits the "additional" constraints, is constructed. Otherwise, according to the current approach, MDS of a higher degree should be considered; an attempt to rebuild the local templates defined in Section 11 is never done.

12.1 MDS of degree $n \geq 5$

For $n \geq 5$ the local templates for different vertices and/or edges never involve the same control points (see Figure 23). For any "additional" constraint (any choice of the local templates), construction of the global MDS can be made according to the following Algorithm.

Algorithm 1:

\textit{Algorithm for construction of global MDS in case of a global bilinear in-plane parametrisation $\tilde{\Pi}$ (bilinear)}

\textbf{"Stage 1"} For every non-corner mesh vertex, construct a local MDS for the classification of $V,E$-type control points (see Subsection 11.1). The choice of the local template for every vertex is made according to the local mesh structure and should fit the given "additional" constraint. At the end of the stage all $V,E$-type control points are classified and all "Eq(0)-type equations are satisfied.

\textbf{"Stage 2"} For every non-corner mesh vertex, construct a local MDS for classification of $D,T$-type control points (see Subsection 11.2). The choice of the local template for every vertex should fit the given "additional" constraint. At the end of the stage all $V,E,D,T$-type control points are classified and all "Eq(0)" and "Eq(1)"-type equations are satisfied.

\textbf{"Stage 3"} For every inner edge, construct a local MDS for the classification of the middle control points (see Subsection 11.3). The choice of the local template for every edge depends on the local geometrical structure of the mesh. At the end of the stage all control points are classified and all $G^1$-continuity equations are satisfied.
Lemma 10: For any $n \geq 5$ and for any type of "additional" constraints, there exists an instance $\hat{B}^{(n)}(\Pi^{(\text{bilinear})})$ of the global MDS, that fits the "additional" constraints.

Dimensionality of the global MDS is studied in Subsection 12.3.

12.2 MDS of degree $n = 4$

12.2.1 Principal role of classification of $D$-type control points

For $n = 4$, construction of the global MDS becomes more complicated since the local templates defined in Section 11 may intersect. The intersection occurs between local templates for classification of $D,T$-type control points adjacent to end-vertices of the same inner edge (see Figure 24). The intersection contains the single control point - $D$-type control point of the edge; the problem arises if both templates define the control point as dependent.

In general, Algorithm 1 remains valid for $n = 4$. Moreover, the only stage which should be made more accurate is "Stage 2". At this stage for $n \geq 5$, the local templates for vertices may be defined in any order and for every local template the choice of dependent $D$-type control point (if needed) may be made arbitrarily in case of ambiguity. For $n = 4$ the order in which the vertices are traversed and the choice of the dependent $D$-type control points (if needed) play the principal role.

According to the current approach, the global classification of $D,T$-type is said to exist if it is possible to "put together" the local templates without contradiction. In order to do it, one should specify the traversal order of the vertices and the choice of dependent $D$-type control point (if any) for every template. The classification involves a global analysis and may fail for some kinds of the "additional" constraints. If the classification succeeds, the global MDS exists and the rest of the control points are classified precisely as in the case of $n \geq 5$.

It is important to note, that for all local templates, excluding $TB1^{(D,T)}$ (see Subsection 11.2.4), $D$-type control points can be classified prior to classification of $T$-type control points. Furthermore, as soon as a global classification of $D$-type control points is made, classification of $T$-type control points can be made locally, separately for every vertex and can not lead to any conflicts between different vertices. It implies that global classification of $D$-type control points is the most difficult and the important step in the construction of the global MDS. The following notations will be used.

Definition 18:

A vertex $\hat{V}$ is called $D$-relevant if the local template for classification of $D,T$-type control points contains a dependent $D$-type control point.

It will be said, that the $D$-relevant vertex $\hat{V}$ uses an adjacent $D$-type control point $\hat{D}^{(j)}$ if $D^{(j)}$ enters Equation 57 with a non-zero coefficient.
A \(D\)-type control point is said to be assigned to an adjacent \(D\)-relevant vertex if it is classified as dependent according to the local template at the vertex. The vertex is called "owner" of the assigned \(D\)-type control point.

There are two types of \(D\)-relevant vertices

- Inner even vertices, excluding regular 4-vertices.
- Boundary vertices which use template \(TB1^{(D,V)}\), or in other words, boundary vertices with non-colinear adjacent boundary edges in the case of a clamped boundary condition.

### 12.2.2 Examples of possible difficulties

The following small examples show what kind of difficulties one may encounter during construction of global MDS of degree 4 which fits a given "additional" constraint.

In the case of a clamped boundary condition, the three meshes presented in Figure 25 have no sufficient \(D\)-type control points in order to assign an "owned" \(D\)-type control point to every \(D\)-relevant mesh vertex (arrows in the Figure show the "owner" vertices for \(D\)-type control points). Figure 25(a) - the inner 4-vertex has not its own \(D\)-type control point. Figure 25(b) - none of the inner 4-vertices has its own \(D\)-type control point because \(D\)-points of the dashed edges do not contribute to the "Circular Constraint" for the inner vertices. Figure 25(c) - there are no sufficient \(D\)-type control points for either one of two inner 4-vertices.

An additional example of Figure 26 shows the situation when an inner 3-vertex \(\tilde{V}\) (which does not use the adjacent \(D\)-type control points itself) also "does not help" to get free \(D\)-type control points for the neighboring 4-vertices. This is because the \(D\)-type control points of the dashed edges do not contribute to the "Circular Constraint" for vertices \(\tilde{V}^{(1)}, \tilde{V}^{(2)}\) and \(\tilde{V}^{(3)}\).

### 12.2.3 Sufficient conditions and algorithms for the global classification of \(D,T\)-type control points

Classification of \(D,T\)-type control points will explicitly be made for any kind of "additional" constraints, excluding the clamped boundary condition. For most of the mesh configurations, the general algorithms work as well in the case of a clamped boundary condition. Different techniques, which may help in case of failure of the general algorithm, are provided. The classification process heavily uses different graph-like structures and graph-theory algorithms (see [11]). The next Definition introduces some special "graph-related" notations, which will be used in the current discussion.

Definition 19:

- **Mesh vertex** or **primary vertex** - vertex of the initial mesh.
- **Secondary vertex** - auxiliary (symbolic) vertex in the middle of the edge.
• **Mesh edge or full edge** - edge of the initial mesh.
• **Half-edge** - edge connecting a primary vertex and an adjacent secondary vertex.

First, an undirected $D$-dependency graph will be constructed. Then the spanning tree algorithm will be applied to every connected component of the dependency graph and a directed $D$-dependency forest will be built. In most cases, the dependency forest allows to define the traversal order for the vertices and to assign $D$-type control point to every $D$-relevant vertex.

**Construction of an undirected $D$-dependency graph**  
An undirected $D$-dependency graph is constructed according to the following Algorithm.

Algorithm 2: **Algorithm for construction of the $D$-dependency graph**

1. Add secondary vertex $\tilde{S}^{(ij)}$ in the middle of every mesh edge $(\tilde{V}^{(i)}, \tilde{V}^{(j)})$ (see Figure 27(a)).
2. Delete half-edge $(\tilde{V}^{(i)}, \tilde{S}^{(ij)})$ if vertex $\tilde{V}^{(i)}$ does not use the $D$-type control point of the mesh edge $(\tilde{V}^{(i)}, \tilde{V}^{(j)})$ (see Definition 18 and Figure 27(b)).
3. Delete a secondary vertex if after elimination of half-edges (step 2) of the Algorithm no half-edge connected to it remained.
4. Delete a primary vertex if it does not use any $D$-type control point (if it is not $D$-relevant).

Now the $D$-dependency graph consists of $D$-relevant primary vertices and such secondary vertices that the correspondent $D$-type control point is used by some primary vertex. A primary and a secondary vertex are connected by a half-edge if and only if the primary vertex uses the $D$-type control point corresponding to the secondary vertex. It will be said that two primary vertices $\tilde{V}^{(i)}$ and $\tilde{V}^{(j)}$ are connected by the full edge if both of them use $D$-type control point of the mesh edge $(\tilde{V}^{(i)}, \tilde{V}^{(j)})$ (both half-edges $(\tilde{V}^{(i)}, \tilde{S}^{(ij)})$ and $(\tilde{S}^{(ij)}, \tilde{V}^{(j)})$ belong to the $D$-dependency graph). If $\tilde{S}^{(ij)}$ is connected to only one of the primary vertices, say $\tilde{V}^{(i)}$, then the half-edge $(\tilde{V}^{(i)}, \tilde{S}^{(ij)})$ will be called a **dangling half-edge**.

From the topological point of view the graph consists of a few (possible zero or one) connected components. Each connected component may contain pairs of the primary vertices connected by the full edges and the secondary vertices connected to the primary ones by the dangling half-edges.

**Construction of directed a $D$-dependency forest when any connected component of $D$-dependency graph has a dangling half-edge**  
Algorithm 3:
Algorithm for the construction of the $D$-dependency forest when every connected component of the $D$-dependency graph has at least one dangling half-edge.

For every connected component of $D$-dependency graph, define a $D$-dependency tree in the following way.

1. Choose a primary vertex which has a dangling half-edge (at least one such vertex exists for every connected component), denote this vertex by $\tilde{R}$.

2. Build a spanning tree of the primary vertices of the connected component using the full edges only (this is possible because the component obviously remains connected with respect to the primary vertices after elimination of all dangling half-edges (see Figure 28(b)).

3. Define vertex $\tilde{R}$ to be the root of the spanning tree.

4. Direct every mesh edge of the tree from the upper vertex to a lower one (according to the hierarchy of the spanning tree, see Figure 28(c)).

5. Direct the mesh edge corresponding to a dangling half-edge at $\tilde{R}$ towards $\tilde{R}$. From this moment this mesh edge is defined as belonging to the $D$-dependency tree of $\tilde{R}$ (the correctness of this definition is shown in Lemma 11).

Note 5: The $D$-dependency forest consists of the primary $D$-relevant vertices and directed mesh edges; at this step one may forget about auxiliary secondary vertices and half-edges.

Note 6: Assigning directions to the mesh edges which correspond to the dangling half-edges of the root vertices may lead to the situation when $D$-dependency trees of different components of the $D$-dependency graph become connected by these directed edges (see Figure 29). Such trees still will be referred to as the different trees of the $D$-dependency forest. The mesh vertex and its adjacent directed mesh edge may belong to different $D$-dependency trees; a directed mesh edge always belongs to the $D$-dependency tree of the vertex it points to.

Lemma 11: The directions assigned to mesh edges as a result of the construction of $D$-dependency forest, obey the following rules

1. Every mesh edge is either undirected or its direction is correctly defined. In particular, it implies that every mesh edge belongs to at most one $D$-dependency tree.

2. Every $D$-relevant mesh vertex uses $D$-type control points of either undirected mesh edges or of the directed mesh edges that belong to the same $D$-dependency tree as the vertex itself.

3. Every $D$-relevant mesh vertex $\tilde{V}$ uses exactly one $D$-type control point which belongs to the directed edge pointing towards $\tilde{V}$. This $D$-type control point is denoted $\tilde{D}(\tilde{V})$ (see Figure 28(c)).

Proof See Appendix, Section D.
Explicit classification of $D,T$-type control points when any connected component of $D$-dependency graph has a dangling half-edge

As soon as the $D$-dependency forest is constructed, the global classification of $D,T$-type control points can be made according to Algorithm 4. The correctness of classification is justified by Lemma 11. In particular, Lemma 11 implies that classification of $D$-type control points for the different trees of the $D$-dependency forest can be made independently, without any conflicts.

Algorithm 4:

**Algorithm for the classification of $D,T$-type control points based on $D$-dependency forest**

"Step 1"

(1) For every $D$-relevant boundary vertex, classify $T$-type control points as basic according to template $TB_1^{(D,V)}$.

(2) Classify as basic $D$-type control points of all mesh edges which remained undirected after construction of the $D$-dependency forest.

(3) For every tree in the $D$-dependency forest do the following

- Assign the $D$-type control point of every directed mesh edge to the mesh vertex this edge points to.
- Traverse the $D$-dependency tree down-up, level by level.

  - At every level for every $D$-relevant vertex $\tilde{V}$ (the order of vertices belonging to the same level is not important) choose the assigned $D$-type control point $\tilde{D}(\tilde{V})$ as dependent in the local template of the vertex. Define the dependency of the corresponding $Z$-component $D(\tilde{V})$ according to the local template (Equation 44 for an inner vertex and Equation 48 for a boundary vertex). $D(\tilde{V})$ may depend on

    - $V$-type and $E$-type control points which are classified as basic during the first stage of the classification process.
    - $D$-type control points which are classified as basic during traversing the lower levels of the tree.
    - $T$-type basic fixed control points adjacent to $D$-relevant boundary vertices.

"Step 2"

For every non-corner vertex (excluding $D$-relevant boundary vertices), classify $T$-type control points locally according to the local template (see Subsections 11.2.3 and 11.2.4).

For example, in the mesh fragment shown in Figure 30, $\tilde{V}$ is a leaf-vertex of some $D$-dependency tree, $\tilde{V}^{(4)}$ is the "father" of $\tilde{V}$ in the $D$-dependency tree and $\tilde{V}^{(1)}$ is the root vertex of some other $D$-dependency tree. Then $\tilde{D}^{(2)}, \tilde{D}^{(3)}, \tilde{D}^{(5)}, \tilde{D}^{(6)}$ are basic $D$-type control points. $\tilde{D}^{(1)}$ is a dependent control point, however it does not contribute to the "Circular Constraint" for $\tilde{V}$ since edges numbered 2...
and 6 are colinear. This "Circular Constraint" defines the dependency of $D^{(4)} = D(\tilde{V})$, $D^{(2)}, D^{(3)}, D^{(5)}$ (and $E$ and $V$-type basic control points) according to the equation

$$
\sum_{j=2}^{6} \langle \tilde{e}^{(j-1)}, \tilde{e}^{(j+1)} \rangle \langle \tilde{e}^{(j-1)}, \tilde{e}^{(j)} \rangle (D^{(j)} - 2E^{(j)} + V) = 0
$$

**Absence of $D$-relevant boundary vertices as a sufficient condition for global classification of $D,T$-type control points** Theorem 6 presents a sufficient condition for the existence of global classification of $D,T$-type control points.

It is important to pay attention to the fact that the presence of inner $D$-relevant vertices depends on the mesh structure, while the presence of boundary $D$-relevant vertices depends both on mesh structure and on the type of applied "additional" constraints.

**Theorem 6:** Absence of $D$-relevant boundary vertices implies that the $D$-dependency graph is either empty or every connected component of $D$-dependency graph contains at least one dangling half-edge. Therefore the global classification of $D,T$-type control points exists and can be made by successive application of Algorithms 2, 3 and 4.

**Proof** See Appendix, Section D

**Case when there exist $D$-relevant boundary vertices** In most of practical situations, even in the presence of $D$-relevant boundary vertices, every connected component of the $D$-dependency graph has at least one dangling half-edge due to the neighborhood of inner odd vertices or regular 4-vertices. In this case the classification of $D,T$-type control points exists and is made according to Algorithms 2, 3 and 4. If some connected component has no dangling half-edges, then Algorithm 3 fails to construct the $D$-dependency tree for this component.

Algorithm 5 (see Appendix, Section B) presents a simple modification of Algorithms 3 and 4 which may help to classify $D,T$-type control points for those components of the $D$-dependency graph, which have no dangling half-edges. The construction is made separately for every such component and does not affect the construction of the classification solution for components with dangling half-edges.

The principal reason of failure of Algorithm 3 for a connected component $\tilde{C}$ which has no dangling half-edges is an impossibility to assign $D$-type control point to the root vertex of the spanning tree. Algorithm 5 tries to overcome this problem by splitting a full edge of a component so that the edge does not participate in the spanning tree of $\tilde{C}$. Algorithm 5 does not necessarily succeed. If the Algorithm fails (for one of the reasons which are explained below), any one of the following possibilities may be chosen.

- Pass to MDS of degree 5 which is well defined for any kind of "additional" constraints.
- Pass to the solution which combines patches of degree 5 along the boundary and patches of degree 4 in the inner part of the mesh (see Part VI).
• Try to create a dangling half-edge by a local change of the initial mesh, for example by the regularisation of one of the inner 4-vertices, as shown in Figure 31.

Algorithm 5: See Appendix, Section B.

12.2.4 The existence of MDS. Analysis of different "additional" constraints.

The results of Subsection 12.2.3 lead to the following conclusions.

Lemma 12:

(1) Global "pure" MDS $\tilde{B}^{(4)}(\tilde{\Pi}^{(bilinear)})$ (MDS which relates to $G^1$ continuity constraints alone) is well defined for any mesh configuration.

(2) For any "additional" constraint which does not involve $D$-relevant boundary mesh vertices, an instance of $\tilde{B}^{(4)}(\tilde{\Pi}^{(bilinear)})$, which fits the "additional" constraint, exists for any mesh configuration. In particular, a suitable $\tilde{B}^{(4)}(\tilde{\Pi}^{(bilinear)})$ always exists for any kind of interpolation and for simply-supported boundary conditions.

The MDS is constructed according to Algorithm 1, where "Stage 2" is accomplished by successive application of Algorithms 2, 3 and 4. The dimensionality of $\tilde{B}^{(4)}(\tilde{\Pi}^{(bilinear)})$ is analysed in Subsection 12.3.

For any "additional" constraint which involve $D$-relevant boundary vertices (ex. clamped boundary condition for vertices with non-collinear adjacent boundary edges), the current approach may fail to construct an instance of $\tilde{B}^{(4)}(\tilde{\Pi}^{(bilinear)})$ which fits this "additional" constraint. Nevertheless even in the presence of $D$-relevant boundary vertices, the general classification algorithm or its modification (Algorithm 5) will work for most mesh configurations. A solution which combines patches of degrees 4 and 5 is presented in Part VI.

12.3 Dimensionality of MDS

Theorem 7: For a global bilinear in-plane parametrisation $\tilde{\Pi}^{(bilinear)}$ and for any $n \geq 4$, the dimension of $\tilde{B}_G^{(n)}$ (subset of MDS which participates in the $G^1$-continuity condition) and the dimension of $\tilde{B}^{(n)}$ (full dimension of MDS) are given by the following formulas (see Definition 10 and Lemma 3):

$$|\tilde{\mathcal{B}}_G^{(n)}| = 3|\text{Vert}_{\text{non-corner}}| + |\text{Vert}_{\text{boundary}}| + (2n - 7)|\text{Edge}_{\text{inner}}| +$$

$$|\text{Vert}_{\text{inner}}| + |\text{Edge}_{\text{inner, 4-regular}}| + |\text{Edge}_{\text{inner, Projections Relation holds}}|$$

(52)

$$|\tilde{\mathcal{B}}^{(n)}| = |\tilde{\mathcal{B}}_G^{(n)}| + |\tilde{\mathcal{CP}}_F^{(n)}| =$$

$$|\tilde{\mathcal{B}}_G^{(n)}| + (n-3)^2|\text{Face}_{\text{inner}}| + (n-3)(n-1)|\text{Face}_{\text{boundary non-corner}}| +$$

(53)

$$(n-1)^2|\text{Face}_{\text{corner}}|$$
Proof See Appendix, Section D

The examples given in Figures 23, 32, 24 provide illustrations to the formulas given in Equation 52. The Figures present instances of \( \tilde{\mathcal{B}}_G^{(5)} \) (Figure 23) and \( \tilde{\mathcal{B}}_G^{(4)} \) (Figures 32 and 24) for the same mesh. The mesh contains one regular 4-vertex \( \tilde{V}^{(reg)} \) and the "Projections Relation" holds for edge \( \tilde{e}^{(PR)} \). Control points which belong to \( \tilde{B}_G^{(n)} \) are marked by filled circles of different colors (orange, blue, green, violet and pink for \( V,E,D,T \)-type and middle control points respectively). Arrows in Figures 32 and 24 show which \( D \)-type control points are assigned to \( D \)-relevant vertices.

Figure 23 shows a "pure" instance of \( \tilde{\mathcal{B}}_G^{(5)} \) (no "additional" constraints are applied). \( \tilde{\mathcal{B}}_G^{(5)} \) contains 67 control points (among 117 control points of \( \tilde{\mathcal{CP}}_G^{(5)} \)), which precisely fits Equation 52. Figures 32 and 24 respectively show a "pure" instance of \( \tilde{\mathcal{B}}_G^{(4)} \) and an instance which fits the clamped boundary condition. Both instances have the same dimension and contain 47 control points.

An additional example, which allows to verify the correctness of Equation 53 is given in Section 18.

Fig. 23: An example of a "pure" global MDS \( \tilde{\mathcal{B}}_G^{(5)}(\tilde{\Pi}^{(bilinear)}) \).
Fig. 24: An example of a global MDS $\tilde{E}^{(4)}(\tilde{\Pi}^{(bilinear)})$, which fits the clamped boundary conditions.
Fig. 25: Examples of such meshes that not every $D$-relevant mesh vertex has its own $D$-type control point.

Fig. 26: An example of mesh configuration when 3-vertex does not contribute to the "Circular Constraint" for adjacent 4-vertices.

Fig. 27: An illustrations for the construction of the $D$-dependency graph.
Fig. 28: Construction of $D$-dependency tree for a connected component of $D$-dependency graph. (a) Connected component of $D$-dependency graph (here the structure of the component is not correct in the meaning that it does not correspond to any planar mesh, the Figure serves only as an illustration for Algorithm 3). (b) Spanning tree of the connected component. (c) $D$-dependency tree of the connected component.

Fig. 29: An example of two different $D$-dependency trees connected by the directed edges at the root vertices. (a) Planar mesh vertices and edges. (b) $D$-dependency graph consisting of two connected components. (c) $D$-dependency trees for two components of $D$-dependency graph.
Fig. 30: An example of the classification of $D$-type control points.

Fig. 31: Regularization of an inner 4-vertex. Here $V^{(\text{init})}$ is a vertex of the initial mesh and $V^{(\text{reg})}$ is the corresponding regularized vertex. In $D$-dependency graph, $V^{(\text{reg})}$ helps to obtain dangling half-edges for connected components of the adjacent vertices.

Fig. 32: An example of a "pure" global MDS $\mathcal{B}^{(4)}(\Pi^{(\text{bilinear})})$. 
Part V. MDS for a quadrilateral mesh with a smooth global boundary

To construct higher order approximations/interpolations, one needs also to handle smooth boundaries without reducing them to polygonal lines! This chapter deals with such constructions: planar meshes with a smooth global boundary (like the mesh shown in Figure 33).

The bilinear in-plane parametrisation is no longer sufficient at the boundary. However, the global in-plane parametrisation is constructed in such a manner, that the local templates should be changed only for the boundary vertices and for inner edges adjacent to the boundary. Therefore, a study of the continuity constraints for the edges adjacent to the boundary plays the principal role in construction of an MDS.

Like in the case of a polygonal global boundary, a "pure" $\tilde{B}^{(n)}$ is constructed for any $n \geq 4$ and for any mesh configuration. Although it will be shown, that in the current case a boundary vertex is never $D$-relevant, a relatively high degree of the weight functions for the inner edges adjacent to the boundary may result in the failure of $\tilde{B}^{(4)}$ construction for some "additional" constraints.

Fig. 33: An example of a planar domain with a smooth global boundary.
13 Definitions, Mesh limitations and In-Plane parametrisation

Let us recall some definitions from ...

13.1 Definitions and In-plane parametrisation

13.1.1 Points important for in-plane parametrisation of the boundary mesh elements in the case of a mesh with a smooth global boundary

A single boundary element

$\tilde{A}, \tilde{B}, \tilde{C}, \tilde{D}$ - four vertices of a boundary mesh element, where $\tilde{D}$ and $\tilde{C}$ are the boundary vertices (see Figure 34(a)).

$\tilde{E}, \tilde{F}$ - two inner control points of the cubic boundary curve (see Figure 34(a)).

Two adjacent boundary elements

$\bar{\lambda}, \bar{\lambda}^\prime, \bar{\gamma}, \bar{\gamma}^\prime, \bar{\rho}, \bar{\rho}^\prime$ - vertices of two adjacent boundary mesh elements (see Figure 35).

$\bar{T}_\lambda, \bar{T}_\rho$ - control points of the boundary curves adjacent to the vertex $\bar{\gamma}^\prime$ (see Figure 35).

The notion of planar quadrilateral mesh is slightly generalised and it is assumed that

- The geometry of every inner edge is described by a straight segment.
- The edges along the global boundary of the planar domain have a cubic parametric Bézier representation and the concatenation between any pair of adjacent edges is (non-degenerated) $G^1$-smooth.

All basic assumptions listed in Section 8 remain valid in the current case. Moreover, for simplicity, the mesh is assumed to have no corner elements, or in other words, every boundary vertex is supposed to have exactly one adjacent inner edge.

13.2 In-plane parametrisation

13.2.1 In-plane parametrisation for a boundary mesh element

There is no reason to change the bilinear type of parametrisation for inner mesh elements. For a boundary mesh element, we introduce a bicubic parametrisation $\tilde{P}(u, v) = \sum_{i,j=0}^{3} \tilde{P}_{ij} B^3_i B^3_j$ in order to fit the boundary curve data. The following principles define the choice of parametrisation for a boundary mesh element.
• In order to make the definition of a global in-plane parametrisation possible, it should be linear along the edge with two inner vertices and the parametrisations of two boundary elements should agree along edges with a common boundary vertex.

• The parametrisation should have a minimal possible influence on $G^1$-continuity equations for edges with two inner vertices. It makes it possible to reuse the local templates constructed in the case of global bilinear in-plane parametrisation.

• Partial derivatives of the parametrisation along the edges with one boundary vertex should have the minimal possible degrees. It allows decreasing the number of linear equations which are sufficient in order to guarantee that the $G^1$-continuity condition is satisfied.

Let the upper edge of a boundary mesh element lie on the global boundary of the planar domain. The following choice of the control points for in-plane parametrisation of the element is adopted (see Figure 34(b)).

• $\tilde{P}_{00}, \tilde{P}_{30}, \tilde{P}_{03}, \tilde{P}_{33}$ and $\tilde{P}_{13}, \tilde{P}_{23}$ are given respectively by the vertices of the planar element and by the control points of the cubic boundary curve.

• $\tilde{P}_{00}, \tilde{P}_{30}, \tilde{P}_{03}, \tilde{P}_{33}$ are given by the degree elevation of the bilinear parametrisation up to degree 3. This allows the linearisation of the $G^1$-continuity for the lower edge exactly as it was done in the case of a global bilinear in-plane parametrisation.

• $\tilde{P}_{02}, \tilde{P}_{32}$ are also given by the degree elevation of the bilinear parametrisation. It leads to the minimal possible degrees of the partial derivatives of in-plane parametrisation in directions along the left and the right edges.

• $\tilde{P}_{12}, \tilde{P}_{23}$ are chosen in such a manner, that the partial derivatives of in-plane parametrisation in the cross direction for the left and the right edges have the minimal possible formal degrees (degree 2). Here it is assumed that prior to the choice of $\tilde{P}_{12}$ and $\tilde{P}_{23}$ all other control points of in-plane parametrisation are already fixed according to the three first items.

The explicit formulas for the control points of in-plane bicubic parametrisation of a boundary mesh element are given in Technical Lemma 2 (see Appendix, Section C).

13.2.2 Regularity of the bicubic in-plane parametrisation

Technical Lemma 3 (see Appendix, Section C) describes a sufficient geometrical condition for the regularity of the chosen in-plane parametrisation for the boundary mesh elements. A study of the regularity in the current work is restricted to this simple condition which is a quite natural, meaning that it is satisfied for the "non-degenerated" structures of the boundary elements. Of course, a more detailed analysis of the regularity conditions can be made.

13.3 Global in-plane parametrisation $\Pi^{(bicubic)}$

For every boundary element, let a bicubic in-plane parametrisation be constructed according to Technical Lemma 2 (see Appendix, Section C) and let it
be regular (the requirements of Technical Lemma 3 (see Appendix, Section C) are satisfied). Then according to Definition 2, Paragraph 1.3.2, the collection of bicubic parametrisations for boundary mesh elements and bilinear parametrisations for inner mesh elements defines a global regular in-plane parametrisation \( \tilde{\Pi} \in \tilde{\mathcal{PAR}}^{(3)} \). Clearly, degree 3 is just a formal degree of the parametrisation; all inner mesh elements are of degree 1 and parametrisations of the boundary mesh element have actual degree 3 only along the global boundary.

Fig. 34: A planar mesh element, control points of a boundary curve and control points of in-plane parametrisation in the case of a mesh with a smooth global boundary.
14 Conventional weight functions

14.1 Weight functions for an edge with two inner vertices

Bilinear parametrisation of the inner mesh elements and a special choice of the control points for in-plane parametrisation of the boundary mesh elements lead to the following Lemma.

Lemma 13: Let a mesh edge have two inner vertices. Then the conventional weight functions defined according to the global in-plane parametrisations \( \tilde{\Pi}^{(bicubic)} \) and \( \tilde{\Pi}^{(bilinear)} \), coincide.

14.2 Weight functions for an edge with one boundary vertex

14.2.1 Partial derivatives of in-plane parametrisations along the edge

Let \( \tilde{P} \) be the restriction of a global in-plane parametrisation \( \tilde{\Pi}^{(bicubic)} \) on a boundary mesh element. For the edges with one boundary vertex, the first-order partial derivatives of \( \tilde{P} \) have degree 0 in the direction along the edges and formal degree 2 in the cross direction. The explicit formulas of the partial derivatives are given in Technical Lemma 4 (see Appendix, Section C).

Let further \( \tilde{L}(u,v) \) and \( \tilde{R}(u,v) \) be the restrictions of the global in-plane parametrisation \( \tilde{\Pi}^{(bicubic)} \) on two adjacent boundary elements. Although the formal degree of \( \tilde{L}(u,v) \) and \( \tilde{R}(u,v) \) is \( m = 3 \), none of the partial derivatives \( \tilde{L}_u, \tilde{R}_u, \tilde{L}_v \) has the full actual degree. Therefore, the linear system of \( \text{NumEqFormal} = n + 2m = n + 6 \) equations, described in Lemma 2, paragraph 5.1, contains redundant equations. An analysis of the conventional weight functions allows to decrease the number of sufficient linear equations and finally to compute precisely the rank of the corresponding linear system. The polynomial representations of the partial derivatives \( \tilde{L}_u, \tilde{R}_u, \tilde{L}_v \) in both Bézier and power basis play a very important role in the study of the weight functions.

Lemma 14: Let \( \tilde{L}(u,v) \) and \( \tilde{R}(u,v) \) be the restrictions of global in-plane parametrisation \( \tilde{\Pi}^{(bicubic)} \) on two adjacent boundary mesh elements. Then the first-order partial derivatives of the in-plane parametrisations along the common edge have the polynomial representations that follows in terms of the initial mesh data. Here \( \lambda, \lambda', \gamma, \gamma', \rho, \rho' \) and \( T'_\lambda \) and \( T'_\rho \) denote respectively vertices of the elements and control points of the boundary curves (see Subsection 13.1.1 and 2.4 and Figure 35 for the definitions).

- \( \tilde{L}_v = \gamma' - \gamma \) is a constant (polynomial of degree 0).
- \( \tilde{L}_u, \tilde{R}_u \) are polynomials of formal degree 2. The coefficients of \( \tilde{L}_u \) and \( \tilde{R}_u \)
with respect to Bézier and power basis are given below (cf section 2.4):

\[
\begin{align*}
\tilde{\lambda}_0 &= \tilde{\gamma} - \tilde{\lambda} \\
\tilde{\lambda}_1 &= \frac{1}{2}[(\tilde{\gamma} - \tilde{\lambda}) + (\tilde{\gamma}' - \tilde{\lambda}')] \\
\tilde{\lambda}_2 &= 3(\tilde{\gamma}' - \tilde{T}_\lambda) \\
\tilde{\rho}_0 &= \tilde{\rho} - \tilde{\gamma} \\
\tilde{\rho}_1 &= \frac{1}{2}[(\tilde{\rho} - \tilde{\gamma}) + (\tilde{\rho}' - \tilde{\gamma}')] \\
\tilde{\rho}_2 &= 3(\tilde{T}_\rho - \tilde{\gamma}')
\end{align*}
\]

Vectors \(\tilde{\lambda}_i, \tilde{\rho}_i\) \((i = 0, \ldots, 2)\) are shown in Figure 36(a). Figure 36(b) shows vectors \(\tilde{L}_v, -\tilde{\lambda}_0^{\text{power}}, -\tilde{\lambda}_1^{\text{power}} + \tilde{L}_v, \tilde{\lambda}_2^{\text{power}}, \tilde{\rho}_0^{\text{power}}, \tilde{\rho}_1^{\text{power}} + \tilde{L}_v, \tilde{\rho}_2^{\text{power}}\). These vectors define the actual degrees of the weight functions and minimal number of linear equations which are sufficient in order to satisfy the \(G^1\)-continuity condition.

### 14.2.2 Weight functions

Lemma 15 describes relations between coefficients of the weight functions and coefficients of the partial derivatives \(L_u, R_u, L_v\). Explicit formulas for coefficients of the weight functions in terms of the initial mesh data with respect to the Bézier and the power basis immediately follow from Lemmas 14 and 15. Although the explicit formulas are useful in the following analysis, they become relatively complicated in the case of bicubic parametrisation and are given in Technical Lemmas 5 and 6 (see Appendix, Section C).

**Lemma 15:** Let \(L(u, v), R(u, v)\) be the restrictions of the global in-plane parametrisation \(\Pi^{\text{bicubic}}\) on two adjacent boundary mesh elements. Then for the common edge of the elements, conventional weight functions \(c(v), l(v)\) and \(r(v)\) have formal degrees 4, 2 and 4 respectively. Relations between the coefficients of the weight functions with respect to the Bézier and power bases and coefficients of the partial derivatives \(L_u, R_u, L_v\) are given below.

\[
\begin{align*}
\lambda_i &= \langle \tilde{\lambda}_i, \tilde{\gamma}' - \tilde{\gamma} \rangle \\
r_i &= -\langle \tilde{\lambda}_i, \tilde{\gamma}' - \tilde{\gamma} \rangle \\
l_i^{\text{power}} &= \langle \tilde{\rho}_i^{\text{power}}, \tilde{\gamma}' - \tilde{\gamma} \rangle \\
r_i^{\text{power}} &= -\langle \tilde{\lambda}_i^{\text{power}}, \tilde{\gamma}' - \tilde{\gamma} \rangle \\
c_k &= \frac{1}{4} \sum_{i+j+k \leq 2} \binom{2}{i} \binom{2}{j} \langle \tilde{\lambda}_i, \tilde{\rho}_j \rangle \\
c_k^{\text{power}} &= \sum_{i+j+k \leq 2} \langle \tilde{\lambda}_i^{\text{power}}, \tilde{\rho}_j^{\text{power}} \rangle
\end{align*}
\]

Here \(i = 0, \ldots, 2\) in formulas for coefficient of \(l(v)\) and \(r(v)\) and \(k = 0, \ldots, 4\) in formulas for coefficients of \(c(v)\).

**Note 7:** From Lemma 15 and according to the geometrical meaning of \(\tilde{\lambda}_0, \tilde{\lambda}_2, \tilde{\rho}_0, \tilde{\rho}_2\) (see Lemma 14) it follows that

\[
\begin{align*}
l_0 &= l_0^{\text{power}} \neq 0, \quad l_2 \neq 0 \\
r_0 &= r_0^{\text{power}} \neq 0, \quad r_2 \neq 0 \\
c_4 &= 0
\end{align*}
\]
A very important relation between the actual degrees of the weight functions is given in Lemma 16 (see Subsection 2.5 for definitions).

Lemma 16: Let the conventional weight functions \( c(v), l(v), r(v) \) for the common edge of two adjacent boundary mesh elements be defined according to the global in-plane parametrisation \( \Pi^{\text{bicubic}} \). Then the actual degrees of the weight functions are connected by the following relation:

\[
\deg(c) \leq \max_{\deg(l, r)} + 2 \quad (59)
\]

Proof: See Appendix, Section D.

14.2.3 Geometrical meaning of the actual degrees of the weight functions

The different geometrical configurations of two adjacent boundary elements result in the actual different degrees of the weight functions. Examples shown in Figure 37 provide some intuition regarding the geometrical meaning of the actual degrees of the weight functions.

(a) Example of degrees \((4, 2, 2)\) for the weight functions \( c, l, r \). Vectors \( \tilde{\lambda}_2^{(\text{power})} \) and \( \tilde{\rho}_2^{(\text{power})} \) are not parallel to each other and both of them are not parallel to the vector \( \tilde{\gamma}' - \tilde{\gamma} \).

(b) Example of degrees \((3, 2, 2)\) for the weight functions \( c, l, r \). Vectors \( \tilde{\lambda}_2^{(\text{power})} \) and \( \tilde{\rho}_2^{(\text{power})} \) are parallel to each other but they are not parallel to the vector \( \tilde{\gamma}' - \tilde{\gamma} \). \( \deg(c) \leq 3 \) if and only if \( \tilde{\lambda}_2^{(\text{power})} \) and \( \tilde{\rho}_2^{(\text{power})} \) are parallel.

(c) Example of degrees \((3, 1, 1)\) for the weight functions \( c, l, r \). Three vectors \( \tilde{\lambda}_2^{(\text{power})}, \tilde{\rho}_2^{(\text{power})}, \tilde{\gamma}' - \tilde{\gamma} \) are parallel. \( \max_{\deg(l, r)} \leq 1 \) if and only if vectors \( \tilde{\lambda}_2^{(\text{power})} \) and \( \tilde{\rho}_2^{(\text{power})} \) are parallel to \( \tilde{\gamma}' - \tilde{\gamma} \).

(d) Example of degrees \((2, 1, 1)\) for the weight functions \( c, l, r \). Vectors \( \tilde{\lambda}_2^{(\text{power})}, \tilde{\rho}_2^{(\text{power})}, \tilde{\gamma}' - \tilde{\gamma} \) are parallel. Equality \( \tilde{\lambda}_1^{(\text{power})} = \tilde{\rho}_1^{(\text{power})} \) implies that \( \deg(c) \leq 2 \).

(e) Example of degrees \((2, 0, 0)\) for the weight functions \( c, l, r \). Vectors \( \tilde{\lambda}_2^{(\text{power})}, \tilde{\rho}_2^{(\text{power})}, \tilde{\lambda}_1^{(\text{power})}, \tilde{\rho}_1^{(\text{power})}, \tilde{\gamma}' - \tilde{\gamma} \) are parallel. \( \tilde{\lambda}_1^{(\text{power})} = \tilde{\rho}_1^{(\text{power})} = 0 \) if and only if vectors \( \tilde{\lambda}_2^{(\text{power})}, \tilde{\rho}_2^{(\text{power})}, \tilde{\lambda}_1^{(\text{power})}, \tilde{\rho}_1^{(\text{power})} \) are parallel to \( \tilde{\gamma}' - \tilde{\gamma} \).

The examples show that different geometrical configurations lead to a variety of the triples \((\deg(c), \deg(l), \deg(r))\). The actual degree of the weight function \( c \) is not uniquely defined by the degrees of the weight functions \( l \) and \( r \).
Fig. 35: Two adjacent boundary mesh elements in the case of a mesh with a smooth global boundary.

Fig. 36: Coefficients of $\tilde{L}_u$, $\tilde{R}_u$, $\tilde{L}_v$ with respect to Bézier and to power bases for two adjacent mesh elements in the case of global in-plane parametrisation $\Pi^{(bicubic)}$. 
Fig. 37: Different geometrical configurations of two adjacent boundary mesh elements lead to different actual degrees of the conventional weight functions.

15 Linear form of $G^1$-continuity conditions

15.1 $G^1$-continuity conditions for an edge with two inner vertices

Lemma 13 clearly implies that the following Lemma holds.

**Lemma 17:** For any edge with two inner vertices, the linear system of $G^1$-continuity equations in the case of global in-plane parametrisation $\Pi^{(bicubic)}$ remains unchanged with respect to the case of bilinear global in-plane parametrisation $\Pi^{(bilinear)}$. 
15 Linear form of $G^1$-continuity conditions

15.2 $G^1$-continuity conditions for an edge with one boundary vertex

15.2.1 Formal construction of the linear system of equations

In the case of global in-plane parametrisation $\tilde{\Pi}^{(bicubic)}$, the conventional weight functions $c(v)$, $l(v)$, $r(v)$ have formal degrees 4, 2, 2 for an edge with one boundary vertex (see Lemma 15). Therefore the linearized $G^1$-continuity equation (Theorem 3, Equation 17) has the following form

$$\sum_{i=0}^{n} \Delta L_i B_n^i \sum_{j=0}^{2} l_j B_2^j + \sum_{i=0}^{n} \Delta R_i B_n^i \sum_{j=0}^{2} r_j B_2^j + \sum_{i=0}^{n-1} \Delta C_i B_n^i \sum_{j=0}^{4} c_j B_4^j = 0 \quad (60)$$

Unlike the case of global bilinear in-plane parametrisation $\tilde{\Pi}^{(bilinear)}$, not all summands of the last equation have the same formal degrees: the degree of the two first summands is $n+2$ while the degree of the last one is $n+3$. Of course, this difficulty can be easily overcome by application of the standard degree elevation to the first two summands. On the other hand it is important to remember, that $n+2$ and $n+3$ are just the formal degrees and that the actual degrees of the summands may coincide. For example in the case when the actual degrees of the weight functions $c,l,r$ are equal to $(3,2,2)$ the degree elevation is unnecessary, its application will lead to a redundant equation in the resulting linear system.

Generally, there are two different approaches to the analysis of Equation 60. In the first one, all possible triples of the actual degrees of the weight functions should be considered separately. This approach "starts from geometry" and leads to the different algebraic systems, which correspond to the different geometric configurations. The second approach is a much more formal algebraic one. It starts by degree elevation, and then analyses the unique system of equations with the aid of the algebraic tools. This analysis eventually leads to different sub-cases, which of course correspond to different geometrical configurations.

Like in the case of global bilinear in-plane parametrisation, the second approach is adopted in the current work. However, while performing an algebraic analysis, one always should be aware of the alternative way which allows to verify the correctness of the results. For example in the case of degrees $(3,2,2)$ for the weight functions, one may verify that the resulting system of the linear equations does not have the full row rank.

Application of the degree elevation to the first two summands of Equation 60 and writing down the coefficients of the resulting Bézier polynomial of degree $n+3$ lead to the following Lemma.

**Lemma 18:** In the case of global in-plane parametrisation $\tilde{\Pi}^{(bicubic)}$, the system of the following $n+4$ linear equations is sufficient in order to guarantee a $G^1$-smooth concatenation between two boundary patches

$$\sum_{\substack{0 \leq i \leq n \leq s \leq \infty \quad 0 \leq j \leq s \quad s+j \leq s \quad s+j=s \quad s+j=s-1}} (\Delta L_i l_j + \Delta R_i r_j) \binom{n}{i} \binom{2}{j} + \sum_{\substack{0 \leq i \leq n \leq s \quad 0 \leq j \leq s \quad s+j \leq s \quad s+j=s-1}} (\Delta L_i l_j + \Delta R_i r_j) \binom{n}{i} \binom{2}{j} +$$

$$\sum_{\substack{0 \leq i \leq n-1 \leq s \quad 0 \leq j \leq s \quad s+j \leq s}} \Delta C_i c_j \binom{n-1}{i} \binom{4}{j} = 0 \quad (61)$$
where \( s = 0, \ldots, n + 3 \).

### 15.2.2 An equivalent system of the linear equations

A linear system of equations, which is equivalent to the system given in Lemma \([18]\) and has a clearer and more intuitive structure, will be constructed in order to simplify the analysis of MDS. The following notations lead to a more compact form of the linear equations.

**Definition 20:** Let

\[
\begin{align*}
\text{sumLR}_s &= \sum_{0 \leq i \leq n} \sum_{0 \leq j \leq 2} (\Delta L_i l_j + \Delta R_i r_j) \binom{n}{i} \binom{2}{j} \quad \text{for } s = 0, \ldots, n + 2 \\
\text{sumLR}_{n+1} &= \text{sumLR}_{n+3} = 0, \\
\text{sumC}_s &= \sum_{0 \leq i \leq n-1} \sum_{0 \leq j \leq 3} \Delta C_i c_j (\binom{n-1}{i} \binom{4}{j}) \quad \text{for } s = 0, \ldots, n + 3
\end{align*}
\]

and

\[
\begin{align*}
\text{“} Eq(s) \text{“} &= \text{sumLR}_s = (-1)^{s+1} \sum_{k=0}^{n} (-1)^k \text{sumC}_k \\
\text{“} \text{sumC-equation} \text{“} &= \sum_{k=0}^{n+3} (-1)^k \text{sumC}_k = 0
\end{align*}
\]

(An expression in the left side of the last equation will also be called "sumC-equation").

**Lemma 19:** The following linear system of \( n + 4 \) equations is sufficient in order to guarantee a \( G^1 \)-smooth concatenation between two boundary patches in the case of global in plane parametrisation \( \tilde{\Pi}^{(bicubic)} \)

\[
\begin{align*}
\text{“} Eq(s) \text{“} & \quad s = 0, \ldots, n + 2 \\
\text{“} \text{sumC-equation} \text{“}
\end{align*}
\]

**Proof** See Appendix, Section \([19]\)

Note, that "sumC-equation" might be formally written as "Eq(n+3)" , which would lead to a homogeneous system of equations. It was decided to separate this equation because of its role in the construction of MDS and because of its special properties, some of which are listed in the next Subsection.

### 15.2.3 Some important properties of "sumC-equation"

Unlike the indexed equations, "sumC-equation" deals only with the "central" control points \( C_j \) \((j = 0, \ldots, n)\), none of the "side" control points \((L_j, R_j)\) \((j = 0, \ldots, n)\) contributes to it.

An another important property of "sumC-equation" is given in Lemma \([20]\)
Lemma 20: Let equation "C-equation" be defined as follows
\[
\sum_{i=0}^{n-1} (-1)^i \binom{n-1}{i} \Delta C_i = - \sum_{i=0}^{n} (-1)^i \binom{n}{i} C_i = 0 \quad (65)
\]
(An expression in the left side of the equation will also be called "C-equation"). Then "sumC-equation" can be represented as
\[
"C-equation" \ c_4^{(power)} = 0 \quad (66)
\]
Lemma 20 in particular means that "sumC-equation" is automatically satisfied when \(\deg(c) \leq 3\). Moreover, it shows that if \(\deg(c) = 4\) then values of \(C_j\) \((j = 0, \ldots, n)\) should necessarily satisfy the "C-equation".

In addition, Equation 65 implies that "sumC-equation" and "C-equation" have a "global nature" in the meaning that every one of \(C_j\) control points \((j = 0, \ldots, n)\) participates in these equations with a non-zero coefficient.

16 Local MDS

In the following discussion, it always will be assumed that edge with one boundary vertex is parametrized in such a manner, that \(\bar{C}_0\) is the inner vertex of the edge and \(\bar{C}_n\) is the boundary vertex. It implies, for example, that equations "Eq(0)", "Eq(1)" relate to the inner vertex and equations "Eq(n+1)", "Eq(n+2)" to the boundary vertex of the edge (see Figure 39(b)).

16.1 Local templates for a separate vertex

16.1.1 Local templates for an inner vertex

Lemma 21: Consider global \(\bar{\Pi}^{(bicubic)}\) parametrisation. Then for any inner vertex

1. "Eq(0)"-type equation remains unchanged with respect to the case of global bilinear in-plane parametrisation \(\bar{\Pi}^{(bilinear)}\).

2. The couple of "Eq(0)"-type and "Eq(1)"-type equations is equivalent to the couple of the corresponding equations in the case of global bilinear in-plane parametrisation \(\bar{\Pi}^{(bilinear)}\).

Proof See Appendix, Section D.

Lemma 21 leads to the following Conclusions

Conclusion 1: Consider a global in-plane parametrisation \(\bar{\Pi}^{(bicubic)}\). Then for any inner vertex, the local templates for classification of \(V,E,D,T\)-type control points remain unchanged with respect to the case of global bilinear in-plane parametrisation \(\bar{\Pi}^{(bilinear)}\).

The templates are constructed precisely as described in Subsections \(11.1.3\) and \(11.2.3\) and are responsible for the satisfaction of "Eq(0)"-type and "Eq(1)"-type equations at the inner vertex.
Conclusion 2: All theoretical results related to the Vertex Enclosure problem (see Section 11.2.2) remain valid in the case of global in-plane parametrisation $\tilde{\Pi}^{(\text{bicubic})}$.

16.1.2 Local templates for a boundary vertex

Formal representation of equations "Eq$(n+2)$" and "Eq$(n+1)$" for an edge with one boundary vertex

In the case of a global in-plane parametrisation $\tilde{\Pi}^{(\text{bicubic})}$, equations "Eq$(n+2)$" and "Eq$(n+1)$" have the following representations for an edge with one boundary vertex.

"Eq$(n+2)$" equation.

$$\Delta L_n l_2 + \Delta R_n r_2 = 0 \quad (67)$$

Geometrically "Eq$(n+2)$" means that the control points $\bar{L}_n, \bar{C}_n, \bar{R}_n$ are colinear. Equation "Eq$(n+2)$" never involves $C_{n-1}$ (E-type control point of the edge adjacent to the boundary vertex).

"Eq$(n+1)$" equation.

$$n(\Delta L_{n-1} l_2 + \Delta R_{n-1} r_2) + 2(\Delta L_n l_1 + \Delta R_n r_1) + 4\Delta C_{n-1} c_3 = 0 \quad (68)$$

This equation involves only control points lying on the mesh boundary ($L_n, C_n, R_n$) or adjacent to it ($L_{n-1}, C_{n-1}, R_{n-1}$). The control point $C_{n-2}$ (D-type control point of the edge adjacent to the boundary vertex) does not participate in this equation.

Local templates and different types of "additional" constraints

The choice of the local templates for a boundary vertex $\tilde{V}$ in the case of global in-plane parametrisation $\tilde{\Pi}^{(\text{bicubic})}$ is based on the following two principles.

- The template should include all control points adjacent to $\tilde{V}$ and participating in specified "additional" constraints.
- The template is responsible for the satisfaction of some sub-system of the indexed equations (the sub-system contains either the last indexed equation or the last pair of the indexed equation).
- The template should contain a minimal possible number of the control points in order to provide additional degrees of freedom to the "Middle" system, which becomes relatively complicated in the case of $\tilde{\Pi}^{(\text{bicubic})}$ for edges with one boundary vertex.

The following two local templates are defined:

$T^B_0^{(\text{bicubic})}$ (Figure 38(a)). The template includes control points lying at the global boundary ($V$-type control point and two boundary $E$-type control points). The template is responsible for the satisfaction of equation "Eq$(n+2)$" and "additional" constraints, provided the "additional" constraints involve only control points lying at the global boundary.
A local MDS contains \( \tilde{V} \) and one of \( E \)-type control points (\( \tilde{E}^{(1)} \)). Control point \( \tilde{E}^{(3)} \) is dependent and dependency of \( E^{(3)} \) is defined according to Equation 67.

\[ TB_1^{(bicubic)} \] (Figure 38(b)). The template includes the control points lying at the global boundary and adjacent to it (\( V, E \) and \( T \)-type control points). The template is responsible for the satisfaction of equations "Eq(n+2)", "Eq(n+1)" and for any type of considered "additional" constraints.

A local MDS contains \( \tilde{V} \), one of \( E \)-type control points (\( \tilde{E}^{(1)} \)) and one of \( T \)-type control points (\( \tilde{T}^{(1)} \)). Control points \( \tilde{E}^{(3)} \) and \( \tilde{T}^{(2)} \) are dependent. First, dependency of \( E^{(3)} \) is defined according to Equation 67 and then dependency of \( T^{(2)} \) is defined according to Equation 68.

The template \( TB_0^{(bicubic)} \) is used when the "additional" constraints involve only control points lying at the global boundary and degree 4 MDS is considered. In all other cases template \( TB_0^{(bicubic)} \) is used.

16.2 Local classification of the middle control points for a separate edge

16.2.1 Local templates for an edge with two inner vertices

Lemma 17 implies that the following Lemma holds.

Lemma 22: Consider a global in-plane parametrisation \( \tilde{\Pi}^{(bicubic)} \) and let for any edge with two inner vertices the "Middle" system of equations and the middle set of the control points be defined according to Definition 16.

Then for an edge with two boundary vertices, the local templates responsible for the classification of the middle control points are the same as for the global bilinear in-plane parametrisation \( \tilde{\Pi}^{(bilinear)} \) (see Subsection 11.3.1).

16.2.2 Local templates for an edge with one boundary vertex

Definition of the "Middle" system of equations and middle control points for an edge with one boundary vertex

The following notations are introduced in order to unify the description of the local MDS for \( \mathcal{F}\mathcal{U}\mathcal{N}^{(4)} \) and \( \mathcal{F}\mathcal{U}\mathcal{N}^{(n)} \), \( n \geq 5 \).

Definition 21: Consider the functional space \( \mathcal{F}\mathcal{U}\mathcal{N}^{(n)} \left( \tilde{\Pi}^{(bicubic)} \right) \), \( n \geq 4 \). For an edge with one boundary vertex, let

\[
 n' = \begin{cases} 
 5 & \text{if } n = 4 \\
 n & \text{if } n \geq 5 
\end{cases}
\]  

(69)

The set of the middle control points contains \( 2(n'-3) \) "side" middle control points \( L_2, \ldots, L_{n'-2}, R_2, \ldots, R_{n'-2} \) and \( n'-4 \) "central" middle control points \( C_3, \ldots, C_{n'-2} \) (see Figure 39(a), 39(b)).

The "Middle" system of equations consists of \( n' \) equations: \( n'-1 \) indexed equations "Eq(s)" for \( s = 2, \ldots, n' \) and "sumC-equation" (see Equation 63).
The "Restricted Middle" system of equations consists of $n' - 1$ indexed equations "Eq(s)" for $s = 2, \ldots, n'$.

Theorems 8 and 9 show that the "central" middle control points are responsible for the consistency of the "Middle" system of equations and for the satisfaction of "sumC-equation". Classification of the "side" middle control points is made after classification of the "central" control points and depends on the rank of the "Restricted Middle" system.

The classification is based on the consistency and the rank analysis of the "Middle" system. The relatively complicated algebraic proofs of the main results deal with nice algebraic and geometric dependencies, which define the actual degrees of the weight functions and finally define the structure and the rank of the "Middle" system.

A necessary and sufficient condition for the consistency of the "Middle" system. Classification of the "central" middle control points.

Theorem 8: Given a global in-plane parametrisation $\tilde{\Pi}^{(bicubic)}$, for an edge with one boundary vertex, let all non-middle control points be classified and equations "Eq(0)". "Eq(1)". "Eq(n'+1)" for $n \geq 4$ and equation "Eq(n'+2)" for $n \geq 5$ be satisfied. Then for any $n \geq 4$ the satisfaction of "C-equation" in a case when
\[
\text{deg}(c) - \max_{l,r}\text{deg}(l,r) = 2
\]
(70)

(1) Is a sufficient condition for the satisfaction of the "sumC-equation".

(2) Is a necessary and sufficient condition for the consistency of the "Middle" system of equations.

Proof See Appendix, Section D.

Lemma 23: Consider the global in-plane parametrisation $\tilde{\Pi}^{(bicubic)}$. For an edge with one boundary vertex, the "central" middle control points are classified prior to and independently of the classification of the "side" middle control points according to the following rules.

• $\tilde{C}_t$ for $t = 3, \ldots, n' - 3$ (if any) are basic (free) control points.

• $\tilde{C}_{n'-2}$ is a dependent control point with the dependency defined by "C-equation" if $\text{deg}(c) - \max_{l,r}\text{deg}(l,r) = 2$ and basic (free) otherwise. Note, that $C_{n'-2}$ may depend only on the basic "central" middle control points

According to Theorem 8, the classification guarantees that the "sumC-equation" is satisfied and that the "Middle" system of equations is consistent.

Classification of the "side" middle control points. Lemma 23 implies that after the classification of the "central" middle control points, "sumC-equation" is satisfied and it is sufficient to study the "Restricted Middle" system of equations. The system is known to be consistent as a sub-system of the consistent "Middle" system. The "Restricted Middle" system contains $2(n' - 3)$ non-classified "side"
middle control points \((\tilde{L}_t, \tilde{R}_t)\) for \(t = 2, \ldots, n' - 2\). It remains to study the rank of the system and to classify the "side" middle control points accordingly.

The next Definition generalises the "Projections Relation" (see Definition 17) that plays an important role in the rank analysis of the "Middle" system in case of global bilinear in-plane parametrisation \(\tilde{\Pi}^{\text{bilinear}}\).

**Definition 22:** For an edge with one boundary vertex, let \(l(v), r(v)\) be conventional weight functions corresponding to a global in-plane parametrisation \(\tilde{\Pi}^{\text{bicubic}}\). Scalars \(g^{(ij)}\) \((i, j \in \{0, 1, 2\})\) are defined by the next formula in terms of coefficients of the weight functions

\[
g^{(ij)} = l_ir_j - l_jr_i
\]  

(71)

The following three principal kinds of relations between \(g^{(01)}, g^{(02)}\) and \(g^{(12)}\) will be considered. These relations correspond to the different possible values of the rank of the "Restricted Middle" system of equations in terms of non-classified "side" middle control points.

**Theorem 9:** Given the global in-plane parametrisation \(\tilde{\Pi}^{\text{bicubic}}\), for an edge with one boundary vertex, let

- All non-middle control points be classified and equations "Eq(0)"", "Eq(1)"", "Eq(n'+1)" for \(n \geq 4\) and equation "Eq(n'+2)" for \(n \geq 5\) be satisfied.

- The "central" middle control points be classified according to Lemma 23.

Then the rank of the "Restricted Middle" system in terms of the "side" middle control points and the classification of the "side" middle control points depend on the relations between the \(g^{(ij)}\)

**"CASE 1"** If

\[
g^{(01)}g^{(12)}g^{(02)} \neq 0 \quad \text{and} \quad (g^{(02)})^2 = 4g^{(01)}g^{(12)}
\]  

(72)  

then \(\text{rank} = n' - 2\) and there are \(n' - 4\) basic (free) and \(n' - 2\) dependent control points among \(2(n' - 3)\) "side" middle control points.

**"CASE 2"** If

\[
g^{(01)} = g^{(12)} = g^{(02)} = 0
\]  

(73)  

then \(\text{rank} = n' - 3\) and there are \(n' - 3\) basic (free) and \(n' - 3\) dependent "side" middle control points; in every pair \((\tilde{L}_t, \tilde{R}_t)\) \((t = 2, \ldots, n' - 2)\) one control point is basic and one is dependent.

**"CASE 0"** If none of previous conditions on \(g^{(01)}, g^{(12)}, g^{(02)}\) are satisfied, then \(\text{rank} = n' - 1\) and there are \(n' - 5\) basic (free) and \(n' - 1\) dependent control points among \(2(n' - 3)\) "side" middle control points.

Like in the case of global bilinear in-plane parametrisation \(\tilde{\Pi}^{\text{bilinear}}\), explicit dependencies between the control points are described in the proof of the theorem.
The different kinds of local templates  A local template for an edge with one boundary vertex includes the middle control points and is responsible for the satisfaction of the "Middle" system of equations. Application of a local template assumes that all non-middle control points for the edge are classified and equations "Eq(0)", "Eq(1)", "Eq(n'+1)" for \( n \geq 4 \) and equation "Eq(n'+2)" for \( n \geq 5 \) are satisfied.

The choice of a local template depends entirely on the geometrical structure of the boundary mesh elements adjacent to the edge; a unique template corresponds to every geometrical configuration. Classification of the middle control points is made as follows (see Figure 39(c)).

"Central" middle control points. These control points are classified prior to and independently of the classification of "side" middle control points. According to Lemma 23, the local MDS contains all \( n' - 4 \) "central" middle control points if \( \deg(c) - \max\deg(l,r) \neq 2 \) and contains \( n' - 5 \) control points otherwise.

"Side" middle control points. Classification of these control points depends on the rank of the "Restricted Middle" system. The number of basic control points varies from \( n' - 5 \) (in "CASE 0") to \( n' - 3 \) (in "CASE 2") (see Theorem 9).

Example of local MDS for \( n = 4 \) and \( n = 5 \)  In both cases (\( n = 4 \) or \( n = 5 \)) a local template contains the same control points: \( \tilde{C}_3, \tilde{L}_2, \tilde{R}_2, \tilde{L}_3, \tilde{R}_3 \).

Lemma 23 implies that the control point \( \tilde{C}_3 \) is dependent (and dependency of \( C_3 \) is defined by "C-equation") if \( \deg(c) - \max\deg(l,r) = 2 \) and belongs to local MDS otherwise.

In "CASE 0" all control points \( \tilde{L}_2, \tilde{R}_2, \tilde{L}_3, \tilde{R}_3 \) are dependent. In "CASE 1" one of these four control points belongs to local MDS and others are dependent. In "CASE 2" in every pair (\( \tilde{L}_2, \tilde{R}_2 \)) and (\( \tilde{L}_3, \tilde{R}_3 \)) one of the control points belongs to local MDS and the second one is dependent.
Fig. 38: Local templates for classification of $V, E$-type control points adjacent to a boundary vertex in the case of global in-plane parametrisation $\bar{\Pi}^{(bicubic)}$.

Fig. 39: Local templates for an edge with one boundary vertex in the case of global in-plane parametrisation $\bar{\Pi}^{(bicubic)}$. 

17 Global MDS

17.1 Algorithm for construction

Algorithm 6 defines order of application of the local templates described in Section 16. The Algorithm allows to "put together" local templates without contradiction and to define global MDS. The Algorithm reuses Algorithms 1 and 4 for the inner part of the mesh; local modifications for edges with one boundary vertex are made at the last stage of the classification process.

It was decided to present the common algorithm for construction of global MDS of degree \( n = 4 \) and \( n \geq 5 \), because strategies for \( n = 4 \) and \( n \geq 5 \) are based on the same principles and differ only in small details.

Note 8: MDS of degree 4 can be constructed in situations, when "additional" constraints applied at a boundary vertex, involve only control points lying on the global boundary (local template \( TB^0(\text{bicubic}) \), see Subsection 16.1.2, can be used for every boundary vertex). MDS of degree \( n \geq 5 \) can be constructed in any case.

Algorithm 6:

### Algorithm for construction of global MDS in the case of global in-plane parametrisation \( \tilde{\Pi}^{(\text{bicubic})} \)

**"Stage 1"** Classify all \( E,V,D,T \)-type control points adjacent to inner vertices exactly as it was done in the case of global bilinear in-plane parametrisation \( \tilde{\Pi}^{(\text{bilinear})} \) (see Subsections 11.1.3 and 11.2.3 and Section 12).

At the end of this stage, all "Eq(0)"-type, "Eq(1)"-type equations for all inner vertices are satisfied.

For an edge with one boundary vertex, control points \((\tilde{L}_0, \tilde{C}_0, \tilde{R}_0), (\tilde{L}_1, \tilde{C}_1, \tilde{R}_1)\) and \( \tilde{C}_2 \) are classified and equations "Eq(0)" and "Eq(1)" are satisfied (see Figure 39(a), 39(b)).

**"Stage 2"** For every edge with two inner vertices, classify the middle control points exactly as it was done in the case of global bilinear in-plane parametrisation \( \tilde{\Pi}^{(\text{bilinear})} \) (see Subsection 11.3).

At the end of this stage all control points, lying on or adjacent to some edge with two inner vertices, and \( D \)-type control points adjacent to the inner vertex of an edge with one boundary vertex, are classified. All \( G^1 \)-continuity equations excluding the "Middle" system of equations and indexed equations "Eq\((n'+1)\)" for \( n \geq 4 \) and "Eq\((n'+2)\)" for \( n \geq 5 \) are satisfied.

**"Stage 3"** For every edge with one inner vertex, perform the following two steps of classification.

**"Step 1"** At the boundary vertex apply local template (see Subsection 16.1.2).
- \(TB_0^{bicubic}\) if a given "additional" constraints, applied at
the vertex, involve only control points lying at the global
boundary and MDS of degree 4 is considered.
- \(TB_1^{bicubic}\) if MDS of degree \(n \geq 5\) is considered.

At the end of this step, for every edge with one boundary ver-
tex, all control points excluding middle control points are clas-
sified and indexed equations "Eq(0)", "Eq(1)", "Eq(n'+1)" for
\(n \geq 4\) and equation "Eq(n'+2)" for \(n \geq 5\) are satisfied.

"Step 2" Apply local template for classification of the middle control
points.
At the end of this step all control points are classified and all
\(G^1\)-continuity equations are satisfied.

Proof of the correctness See Appendix, Section [D]

17.2 Existence of global MDS of degree \(n \geq 5\)

Algorithm 6 allows to conclude that the following Lemma holds.

Lemma 24: For any \(n \geq 5\) and for any type of "additional" constraints, there
exists such an instance \(\tilde{B}^{(n)}(\tilde{\Pi}^{bicubic})\) of the global MDS, that the instance fits
the "additional" constraints.

Dimensionality of \(\tilde{B}^{(n)}(\tilde{\Pi}^{bicubic})\) is given in Subsection 17.4.

17.3 Existence of global MDS of degree \(n = 4\). Analysis of
different "additional" constraints.

Lemma 25:

1. Global "pure" MDS \(\tilde{B}^{(4)}(\tilde{\Pi}^{bicubic})\) (MDS which relates to \(G^1\)
continuity constraints alone) is well defined for any mesh configuration.

2. Let an "additional" constraint, applied at any boundary vertex, involve
only the control points lying at the global boundary. Then an instance of
\(\tilde{B}^{(4)}(\tilde{\Pi}^{bicubic})\), which fits the "additional" constraint, exists for any mesh
configuration. In particular, a suitable \(\tilde{B}^{(4)}(\tilde{\Pi}^{bicubic})\) always exists for
a (vertex)[boundary curve]-interpolation problem under the assumption
that the (tangent plane)-interpolation is not required and for a partial
differential equation with a simply-supported boundary condition.

Dimensionality of \(\tilde{B}^{(4)}(\tilde{\Pi}^{bicubic})\) is presented in Subsection 17.4.

There are two important differences with respect to the case of global bilin-
ear in-plane parametrisation \(\tilde{\Pi}^{bilinear}\). The first evident difference is that an
instance of global MDS of degree 4, which fits the (tangent plane)-interpolation
condition, is no longer known to exist. The second difference is that one never
tries to construct MDS of degree 4 in cases when its existence is not guaran-
teed. In a case of the (tangent plane)-interpolation and a case of the clamped
boundary condition either MDS of degree \( n \geq 5 \) of mixed MDS of degrees 4 and 5 (see Part VI) should be constructed.

Although in the case of global in-plane parametrisation \( \tilde{\Pi}^{(bicubic)} \), no \( D \)-relevant boundary vertices are considered (and therefore the main reason for failure of MDS construction in the case of global bilinear parametrisation no longer exists), one encounters another problem. Linearisation of the \( G^1 \)-continuity condition for an edge with one boundary vertex leads to a more complicated "Middle" system of equations. Now construction of global MDS of degree 4 may fail because of insufficient number of the control points which are necessary in order to satisfy the "Middle" system of equations for an edge with one boundary vertex. The existence of a suitable MDS of degree 4 in the current case depends even more strongly on the kind of "additional" constraints than in the case of global bilinear in-plane parametrisation.

### 17.4 Dimensionality of MDS

**Theorem 10:** For global in-plane parametrisation \( \tilde{\Pi}^{(bicubic)} \) and for any \( n \geq 4 \) dimension of \( \tilde{\mathcal{B}}^{(n)}_G \) (subset of MDS which participate in the \( G^1 \)-continuity condition) and dimension of \( \tilde{\mathcal{B}}^{(n)} \) (full dimension of MDS) are given by the following formulas (see Definition 10 and Lemma 3)

\[
|\tilde{\mathcal{B}}^{(n)}_G| = 3|\text{Vert}_{\text{non-corner}}| + (2n - 7)|\text{Edge}_{\text{inner}}| + |\text{Vert}_{\text{inner}}| + |\text{Edge}_{\text{two inner vertices}}| - |\text{Edge}_{\text{one boundary vertex}, \ deg(c) - \ max\{l, r\} = 2}| \quad (74)
\]

\[
|\tilde{\mathcal{B}}^{(n)}| = |\tilde{\mathcal{B}}^{(n)}_G| + |\tilde{\mathcal{CP}}^{(n)}_F| = |\tilde{\mathcal{B}}^{(n)}_G| + (n-3)^2|\text{Face}_{\text{inner}}| + (n-3)(n-1)|\text{Face}_{\text{boundary non-corner}}| + (n-1)^2|\text{Face}_{\text{corner}}| \quad (75)
\]
Part VI. Mixed MDS of degrees 4 and 5

Definition of mixed MDS  For a global regular in-plane parametrisation $\tilde{\Pi} \in \tilde{\mathcal{P}}\tilde{\mathcal{A}}\mathcal{R}^{(m)}$, $m < 4$, mixed functional space $\tilde{\mathcal{F}}\tilde{\mathcal{U}}\mathcal{N}^{(4,5)}(\tilde{\Pi})$ is defined according to Definition 4 where item (2) is substituted with the following item

(2') For a mesh element $\tilde{q} \in \tilde{Q}$, Z-coordinate of the restriction $\tilde{\Psi} = \tilde{\Psi}|_{\tilde{q}}$ belongs to $\tilde{\mathcal{P}}\mathcal{O}\mathcal{L}^{(4)}$ if $\tilde{q}$ is an inner mesh element and belongs to $\tilde{\mathcal{P}}\mathcal{O}\mathcal{L}^{(5)}$ if $\tilde{q}$ is a boundary mesh element.

Definition of MDS (see Definition ??) also requires just a minor modification.

Definition 23: $\tilde{\mathcal{C}}\tilde{\mathcal{P}}^{(4,5)}$ is composed of
- Subset of $\tilde{\mathcal{C}}\tilde{\mathcal{P}}^{(4)}$ for inner mesh elements.
- "Degree 4" control points $\tilde{P}_{4,i,j}$, $i = 0,\ldots,4$, $j = 0,1$ and $\tilde{P}_{0,0}$, $\tilde{P}_{0,2}$ and
- "degree 5" control points $\tilde{P}_{5,i,j}$, $i = 1,\ldots,4$ and $\tilde{P}_{1,0}$, $\tilde{P}_{1,3}$, $\tilde{P}_{1,4}$, $\tilde{P}_{1,5}$ for boundary mesh elements (see Figure 40).

Definition 24: MDS $\tilde{\mathcal{B}}^{(4,5)}$ is such a minimal subset of $\tilde{\mathcal{C}}\tilde{\mathcal{P}}^{(4,5)}$ that for any function $\tilde{\Psi} \in \tilde{\mathcal{F}}\tilde{\mathcal{U}}\tilde{\mathcal{A}}^{(4,5)}$, equality to zero of Z-coordinates corresponding to all control points from the subset implies that $\tilde{\Psi} \equiv 0$.

Algorithm for the construction of mixed MDS $\tilde{\mathcal{B}}^{(4,5)}$  For both mesh with a polygonal global boundary (Part IV) and mesh with a smooth global boundary (Part V) a possible failure to construct MDS of degree 4, which fits a given "additional" constraints, is always related to the boundary mesh elements. Algorithm 7 (see Appendix, Section B) shows that in case of failure it is sufficient to elevate the degree up to 5 for the boundary patches only, leaving the degree 4 for all inner patches. In other words, it is sufficient to pass over to consideration of mixed MDS $\tilde{\mathcal{B}}^{(4,5)}$.

Clearly, Algorithm 7 results in lower than $|\tilde{\mathcal{B}}^{(5)}|$ dimension of MDS. However, Algorithm 7 requires the global classification of D-type control points, like Algorithms for construction of MDS of degree 4. Although a formal proof of the correctness of the Algorithm is not given, one can easily verify it by her/himself.

Algorithm 7: See Appendix, Section B

The existence of a suitable instance of mixed MDS for any type of "additional" constraints Algorithm 7 allows to conclude that the following Lemma takes place.

Lemma 26: Let a planar mesh have either a polygonal or a smooth global boundary and global in-plane parametrisation $\Pi = \Pi^{(\text{bilinear})}$ or $\Pi = \Pi^{(\text{bicubic})}$ be considered. Then for any type of "additional" constraints, there exists such an instance of mixed MDS $\tilde{\mathcal{B}}^{(4,5)}(\tilde{\Pi})$, that the instance fits the "additional" constraints.
Part VII. Computational examples

The current Part illustrates theoretical analysis given in the previous Parts by a few computational examples. The first example presents MDS for some irregular 4-element mesh.

The rest of the examples study more complicated irregular meshes; these examples present approximate solutions of the Thin Plate problem under different boundary conditions. The main purpose of the examples is to verify the existence of MDS that fits the boundary constraints and to demonstrate quality of the resulting surface. Although some statistics connected to numerical precision of the solution are given, an error estimate of the approximate solution remains beyond the scope of the current research.
Fig. 40: An illustration for degree elevation for a boundary mesh element.
18 Examples of MDS

Figure 41 presents an example of "pure" MDS $\tilde{B}^{(4)}$ for an irregular 4-element mesh over a square domain. The basic control points are colored light blue and the dependent control points are colored red. The following control points belong to $\tilde{B}^{(4)}$.

- $\tilde{B}^{(4)}_G$ contains the following control points
  - $V$-type control points. $V$-type control points for 5 non-corner vertices.
  - $E$-type control points. 2 $E$-type control points for every one of the 5 non-corner vertices. (For non-corner boundary vertices, the inner and one of the boundary $E$-type control points belong to MDS).
  - $D$-type control points. 3 $D$-type control points adjacent to the inner vertex, the only $D$-relevant vertex for the considered mesh configuration.
  - $T$-type control points. One $T$-type control point for every one of 5 non-corner vertices.
  - Middle control points. One "side" middle control point for the left inner edge, since the "Projections Relation" is satisfied for mesh elements adjacent to the edge.

According to Theorem 7,

$$|\tilde{B}^{(4)}_G| = 3 \times 5 + 4 + 1 \times 4 + 0 + 1 = 24$$

$$|\tilde{B}^{(4)}| = |\tilde{B}^{(4)}_G| + |\tilde{CP}^{(4)}_F| = 24 + 36 = 60$$

Correctness of the construction of the MDS and of the formula given in Theorem 7 was verified by the straightforward construction of such a linear system of constraints that

All the control points of all the patches (100 control points altogether) are the unknowns.

The system of constraints is formed by $G^1$-continuity equations for all inner edges.

The formal rank analysis of the system shows that its rank is equal to 40. It means that there are 60 free unknowns, which is precisely equal to the number of basic control points, obtained as a result of the construction of "pure" MDS.

The example shown in Figure 41(b) provides another illustration to the correctness of MDS construction. More precisely, it verifies the correctness of the classification rule for the middle control points (see Subsection 11.3). In Figure 41(b) the boundary vertex of the left inner edge is moved downwards with respect to the example shown in Figure 41(a). Now the "Projections Relation" is no longer satisfied for the left edge and both middle control points adjacent to the edge are classified as dependent ones. It means that $|\tilde{B}^{(4)}| = 59$, which again is precisely equal to the number of free unknowns resulting from the linear system of constraints for the current mesh configuration.
Fig. 41: Examples of $\tilde{B}^{(4)}$ for irregular 4-element mesh.
19 Examples of an approximate solution of the Thin Plate problem for irregular quadrilateral meshes

The example given on a circular domain can be compared to the recent survey [48] where several approaches, including IGA with multi-patches are evaluated. One will note the complete different approach in the underlying mesh structure.

19.1 The Thin Plate problem

Let the middle plane of a plate with uniform thickness lie in \((XY)\)-plane. Then deflection of the plate under load \(f\) - the solution of the Thin Plate problem - can be found by constrained minimisation of the energy functional

\[
E = \int_{\Omega} \left[ D \left( \frac{\partial^2 Z}{\partial X^2} + \frac{\partial^2 Z}{\partial Y^2} \right)^2 - 2(1-\nu) \left( \frac{\partial^2 Z}{\partial X \partial Y} \right)^2 \right] dX dY \tag{77}
\]

where the constraints are defined by simply-supported of clamped boundary conditions. Here

\[
D = E h^3 / \left[ 12(1 - \nu^2) \right] \tag{78}
\]

where \(h\) - thickness of the plate, \(\nu\) - Poisson’s ratio and \(E\) - modulus of elasticity.

References [46], [16], [7], [5] provide a detailed analysis of the Thin Plate problem and discuss different physical assumptions and limitations for application of Equation 77.

Next two Subsections contain examples of approximate solutions of the Thin Plate problem, which are based on the technique presented in the current work. In both examples, a highly irregular meshing of a simple planar domain is considered. It allows, on the one hand, to verify the correctness of the current approach for complicated meshes and, on the other hand, to compare the approximate solution with the exact one, which is known for simple domains. In [48], one will find an evaluation of many higher order methods on a similar problem, noting that none are on a completely unstructured mesh.

19.2 Approximate solution over a circular domain

The precise deflection equation for a uniformly loaded circular thin plate with the clamped boundary condition has the following form (see [51], [46])

\[
Z(X, Y) = f(R^2 - r^2)^2 / (64D) \tag{79}
\]

where \(R\)-radius of the circle, \(\bar{C} = (CX, CY)\) - center of the circle, \(r^2 = (X - CX)^2 + (Y - CY)^2\) - square distance from a point to the center of the circle.

An approximate solution of degree 5 is constructed for the irregular mesh presented in Figure 42(a). The mesh contains 20 quadrilateral elements; the global boundary of the domain is approximated by a piecewise-cubic parametric Bézier curve (control points of the boundary curves are shown in Figure 42(a)). According to the current approach, global in-plane parametrisation \(\Pi_{\text{bicubic}}\) is considered. Control points of bicubic in-plane parametrisation for the boundary mesh elements are shown in Figure 42(b).

In the example \(R = 1\) in, \(\bar{C} = (1\text{in}, 1\text{in})\) and let \(h = 0.04\text{in}, \nu = 0.3, E = 40 \times 10^6\text{lb/in}^2\). From the formal point of view, \(f\) is just a coefficient.
of proportionality in the deflection equation. An unreasonably large value of 
\( f = 20 \times 10^3 \text{lb/in}^2 \) is taken in order to visualize the resulting surface, while all 
other computations and statistics correspond to \( f = 20 \text{lb/in}^2 \).

The resulting smooth surface is shown in Figure 43. The total number of 
the basic free control points is equal to 208. Level lines for the resulting surface 
and for its first-order derivatives (see Figure 46 Appendix, Section A) confirm 
\( C^1 \)-smoothness of the surface. A comparison between the approximate and 
the exact solutions along segment \( X = 1 \text{in} \) is shown in Figures 48 and 49 (see 
Appendix, Section A). One can see, that the approximate solution fits the exact 
one with a high precision. Errors in the center of the circle for the solution itself 
and for the bending moments do not exceed one hundredth percent.

19.3 Approximate solution over a square domain

Analysis of an approximate solution of degree 4 for a square domain with the 
simply-supported boundary condition is made according to the same scenario. 
The exact solution for the uniform load is (see [51], [46])

\[
Z(X, Y) = \frac{16fa^4}{\pi^6D} \sum_{m, n = 1}^{\infty} \frac{\sin \frac{m\pi X}{a} \sin \frac{n\pi Y}{b}}{mn(m^2 + n^2)^2}
\]

where the square domain is axes-aligned, the origin of the coordinate system 
for the \( XY \)-plane coincides with the lower-left corner of the square and \( a \) is the 
length of the side.

Let \( a = 2\text{in}, h = 0.04\text{in}, \nu = 0.3, E = 40 \times 10^6 \text{lb/in}^2; \ f = 5 \times 10^3 \text{lb/in}^2 \) 
for visualization of the surface and \( f = 5\text{lb/in}^2 \) for comparison with the exact 
solution. An approximate solution is constructed for the irregular mesh 
shown in Figure 44. In the current case global bilinear in-plane parametrisation 
\( \tilde{\Pi}^{(\text{bilinear})} \) is considered and it is sufficient to consider the space \( \tilde{\mathcal{F}}UN^{(4)}(\tilde{\Pi}^{(\text{bilinear})}) \).

The resulting smooth surface is shown in Figure 45. The total number of 
the basic free control points is equal to 111. Figure 47 (see Appendix, Section A) 
presents the level lines for the surface and for its first-order derivatives. 
Comparison between the approximate and the exact solution along the segment 
\( X = 1 \text{in} \) is given in Figures 50 and 51 (see Appendix, Section A). It is 
important to note, that Figure 51 definitely shows that the approximate solution 
is not \( C^2 \)-smooth.

Errors of the approximate solution for the irregular mesh were compared 
with the errors for the regular \( 4 \times 4 \) square mesh. For the regular mesh, the 
total number of the basic free control points is equal to 144. (Note, that the 
number of the basic free control points obtained as the computational result 
is equal to the number of the basic control points predicted theoretically. Indeed, 
for the regular mesh, there are 196 basic control points according to Theorem 10 
and 52 control points are fixed by the boundary condition).

Both the irregular and the regular meshes contain 16 elements and the fol-
lowing table shows that errors along segment \( X = 1 \text{in} \) have the same order for 
the meshes.
| Characteristic | Maximal absolute value of the error (in inches) | Error in the center (in percents) |
|---------------|-----------------------------------------------|----------------------------------|
|               | Regular mesh | Irregular mesh | Regular mesh | Irregular mesh |
| $Z$           | $6.72 \times 10^{-8}$ | $1.69 \times 10^{-4}$ | $8.92 \times 10^{-4}$% | $2.70 \times 10^{-5}$% |
| $\frac{\partial Z}{\partial X}$ | $3.00 \times 10^{-15}$ | $1.23 \times 10^{-6}$ | – | – |
| $\frac{\partial Z}{\partial Y}$ | $8.91 \times 10^{-7}$ | $1.73 \times 10^{-6}$ | – | – |
| $M_X$         | $3.29 \times 10^{-3}$ | $8.85 \times 10^{-4}$ | 0.26% | 0.19% |
| $M_Y$         | $6.88 \times 10^{-3}$ | $5.90 \times 10^{-4}$ | 0.26% | 0.10% |
| $M_{XY}$      | $3.03 \times 10^{-12}$ | $1.62 \times 10^{-3}$ | – | – |
Fig. 42: An irregular quadrilateral mesh for a circular domain.

Fig. 43: The resulting smooth surface (case of the circular domain, irregular mesh).
Fig. 44: Irregular quadrilateral mesh for a square domain.

Fig. 45: The resulting smooth surface (case of the square domain, irregular mesh).
Part VIII. Conclusions and further research.

A complete solution for cubic $C^1$ boundaries has been constructed. Rigorous proofs show that for $n \geq 5$ there is always a solution. One can also show that the case $n = 4$ has a solution provided we respect some conditions on the mesh. All the proofs are constructive and have been implemented for the examples we gave. We also have shown that one can mixes quartic and quintic patches. As a conclusion from a practical point of view, the present work provides a way to solve interpolation/approximation and partial differential problems for arbitrary structures of quadrilateral meshes. The solution has a linear form, which makes it relatively simple, fast and stable. Construction of the MDS allows operating only with essential degrees of freedom. Application of the approach to the solution of fourth order partial differential equations results in an approximate solution of a high quality.

The following items are a natural extension of the research, some trivial, others needing further studies:

*Boundary conditions* Boundary conditions (BCs) on Bézier or B-Splines require special care, since the corresponding basis are non interpolator, cf. Embar et. all [1], and we have dealt only with the simple homogenous case in our examples. The same remark apply to Robin type of BCs. Another topic, periodic BCs are not analysed here, but are essential in treating domains with holes.

*Extension to non Rational Bézier patches.* This seems simple for the case of plane bilinear meshes, since the "plane" part is trivially bilinear again, but the case of curved boundaries must be analysed anew.

*Stability concerns.* Although the geometrical characteristics of a mesh play a very important role in the construction of MDS, they usually define the general type of classification, while the choice of the basic control points in possible cases of ambiguity is made arbitrarily. For example, for $\mathcal{B}^{(4)}(\Pi^{bilinear})$, geometrical "Projections Relation" defines the number of the basic middle control points (see Section 11.3.2). However, the geometry of the elements has no influence on the choice of the basic control point when one of two middle control points is classified as basic and another one as dependent. Taking into account mesh geometry in cases when an ambiguity is possible and introduction of the tolerance analysis into equations themselves can significantly improve the stability of the solution.

*Error estimation.* The results of Part VII demonstrate a high quality of the solution. A rigorous mathematical analysis of the error in the case of an approximate solution of a partial differential equation can be made using the error estimates methods of IGA. [26]

*Combination of Bézier patches with different polynomial degrees.* Part VI presents the construction of mixed MDS, which combines patches of degree 5 along the global boundary and patches of degree 4 in the inner
part of the mesh. The approach may be improved so that fewer patches of degree 5 may be used. It should be possible to consider patches of degree 5 locally, only in problematic areas of a mesh.

Generalisation of MDS. Higher order smoothness seems difficult to build on unstructured quadrilateral meshes. But lower orders \(( n \leq 4)\) should be possible provide one uses macro elements A study of MDS for lower polynomial degrees of patches and/or higher orders of smoothness is a very important possible domain of the further research.

A study of non-planar initial meshes. Consideration of non-planar initial meshes gives another direction of a possible research. For example, it may be interesting to start with construction of the weight functions and linearisation of an approximate solution for the Thin Plate problem when the middle surface lies on a cylinder or sphere (see works [34], [2]).

Is it possible to eliminate some limitations on the structure of the planar mesh (see Sections 8 and 13) or refine sufficient conditions for the regularity of bicubic in-plane parametrisation (see Subsection 13.2.2)?
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A Illustrations to approximate solution of the Thin Plate Problem

Fig. 46: Level lines for the resulting surface and for its first-order derivatives (case of the circular domain, irregular mesh) (a) $Z$ (b) $\frac{\partial Z}{\partial X}$ (c) $\frac{\partial Z}{\partial Y}$.

Fig. 47: Level lines for the resulting surface and for its first-order derivatives (case of the square domain, irregular mesh) (a) $Z$ (b) $\frac{\partial Z}{\partial X}$ (c) $\frac{\partial Z}{\partial Y}$.
Fig. 48: Values for approximate (bold line) and exact (thin line) solutions, their first order derivatives and the bending moments along segment \( X = 1 \) (case of the circular domain, irregular mesh) (a) \( Z \) (b) \( \frac{\partial Z}{\partial X} \) (c) \( \frac{\partial Z}{\partial Y} \) (d) \( M_X \) (e) \( M_Y \) (f) \( M_{XY} \).

Fig. 49: Difference between the approximate and the exact solutions (case of the circular domain, irregular mesh) (a) \( Z \) (b) \( \frac{\partial Z}{\partial X} \) (c) \( \frac{\partial Z}{\partial Y} \) (d) \( M_X \) (e) \( M_Y \) (f) \( M_{XY} \).
Fig. 50: Values for approximate (bold line) and exact (thin line) solutions, their first order derivatives and the bending moments along segment $X = 1$ (case of the square domain, irregular mesh) (a) $Z$ (b) $\frac{\partial Z}{\partial X}$ (c) $\frac{\partial Z}{\partial Y}$ (d) $M_X$ (e) $M_Y$ (f) $M_{XY}$.

Fig. 51: Difference between approximate and exact solutions (case of the square domain, irregular mesh) (a) $Z$ (b) $\frac{\partial Z}{\partial X}$ (c) $\frac{\partial Z}{\partial Y}$ (d) $M_X$ (e) $M_Y$ (f) $M_{XY}$. 
B Algorithms

Algorithm 5 In order to clarify the Algorithm, the coefficient of a $D$-type control point $D$ in the "Circular Constraint" corresponding to vertex $\tilde{V}$ will be denoted by $\text{coeff}_D^{\tilde{V}}$.

**Algorithm for construction of the $D$-dependency tree and classification of $D$-type and $T$-type control points for a connected component of the $D$-dependency graph which has no dangling half-edge**

Let connected component $\tilde{C}$ of the $D$-dependency graph have no dangling half-edge. It means that $\tilde{C}$ consists of $D$-relevant primary vertices and full edges only; let it contain $|V|$ primary vertices and $|E| \geq |V| - 1$ edges of the initial mesh.

- **If** $|E| = |V| - 1$ then $\tilde{C}$ coincides with its spanning tree and there is no chance of assigning $D$-type control point to every vertex of the component (the Algorithm fails).

- **Otherwise**

  1. Build a spanning tree of $\tilde{C}$. There is at least one edge $\tilde{e}$ of the connected component which does not participate in the spanning tree. (Although the choice of the spanning tree and the choice of the edge may affect the stability and even the existence of the solution, the current presentation is restricted to the description of a simple algorithm. A study of more complicated cases is left for a possible further research).

  2. Choose one vertex of $\tilde{e}$ to be the root of the $D$-dependency tree (vertex $\tilde{R}$), denote the second vertex by $\tilde{V}(0)$ (see Figure 52). Assign the $D$-type control point of edge $\tilde{e}$ to the root vertex $\tilde{R}$ (denote the control point by $\tilde{D}(\tilde{R})$).

  3. Build the $D$-dependency tree of $\tilde{C}$: direct every mesh edge of the tree from the upper vertex to a lower one (according to the hierarchy of the spanning tree).

  4. Classify $D$-type and $T$-type control points according to the same principles as in Algorithm 4. The only difference is that now $\tilde{D}(\tilde{R})$ can not be considered as a basic control point. Let $\tilde{V}(0) \to \tilde{V}(1) \to \ldots \to \tilde{V}(k) \to \tilde{R}$ be the path in the $D$-dependency tree from vertex $\tilde{V}(0)$ to the root. All vertices $\tilde{V}(0), \ldots, \tilde{V}(k)$ are inner even vertices of the initial mesh, because any boundary vertex uses at most one $D$-type control point and so it has at most one adjacent full edge in the $D$-dependency tree. The following local modifications of Algorithm 4 should be made.

  a) According to Algorithm 4 one relates to $\tilde{D}(\tilde{R})$ for the first time when the level of vertex $\tilde{V}(0)$ in the $D$-dependency tree (which is traversed down-up) is reached. At this step one should "close" the "Circular Constraint" of vertex $\tilde{V}(0)$ using $D(\tilde{V}(0))$. Both $D(\tilde{R})$ and $D(\tilde{V}(0))$ participate in the "Circular Constraint" with a non-zero coefficients, because both corresponding full edges belong to the $D$-dependency graph. Therefore the "Circular Constraint" defines dependency of $D(\tilde{V}(0))$ on $D(\tilde{R})$ in the following way.
\[ D(\tilde{V}(0)) = -\frac{\text{coeff}_D(\tilde{R})}{\text{coeff}_D(\tilde{V}(0))} D(\tilde{R}) + f^D(\tilde{V}(0)) \]  

where \( f^D(\tilde{V}(0)) \) stands for some linear combination of the basic control points.

(b) Proceeding to traverse the \( D \)-dependency tree down-up, one gradually defines the linear dependencies of \( D(\tilde{V}(1)), \ldots, D(\tilde{V}(k)) \) on \( D(\tilde{R}) \) and some basic control points. At the level of the root vertex one gets

\[ D(\tilde{R}) = \text{coeff}_f D(\tilde{R}) + f^D(\tilde{R}) \]  

where

\[ \text{coeff}_f = (-1)^k \frac{\text{coeff}_f(\tilde{R})}{\text{coeff}_f(\tilde{V}(0))} - \frac{\text{coeff}_f(\tilde{V}(0))}{\text{coeff}_f(\tilde{V}(1))} \ldots \frac{\text{coeff}_f(\tilde{V}(k-1))}{\text{coeff}_f(\tilde{V}(k))} \]

(c) If \( \text{coeff}_f \neq 1 \) (which holds in a general case) then \( D(\tilde{R}) \) is classified as a dependent control point; its dependency on the basic control points is defined according to Equation 82. It remains to substitute the expression for \( D(\tilde{R}) \) into dependency equations for \( D(\tilde{V}(0)), \ldots, D(\tilde{V}(k)) \). In this case, the Algorithm succeeds.

Otherwise it is possible either to try to choose another “free” edge of the spanning tree or even another spanning tree and to run the Algorithm from the beginning or to decide that the Algorithm fails and to use one of the possibilities listed in the end of Subsection 12.2.3.

Algorithm 7

Algorithm for construction of mixed MDS \( \tilde{B}^{(4,5)} \)

Let a planar mesh have either a polygonal or a smooth global boundary and global in-plane parametrisation \( \tilde{\Pi} = \tilde{\Pi}(bilinear) \) or \( \tilde{\Pi} = \tilde{\Pi}(bicubic) \) is considered.

In description of the Algorithm superscripts (4) and (5) are added in order to specify whether some equation or control point relates to degree 4 or 5 of the resulting patch.

“Stage 1” Assume (artificially) that there are no \( D \)-relevant boundary vertices. Classify all \( V^{(4)}, E^{(4)}, D^{(4)}, T^{(4)} \)-type control points adjacent to the inner vertices precisely as in the case of global bilinear in-plane parametrisation \( \tilde{\Pi}(bilinear) \) (see Subsections 11.1.3 and Algorithm 4). The classification exists according to Theorem 6.

At the end of this stage all \( V^{(4)}, E^{(4)}, T^{(4)} \)-type control points for all inner vertices and all \( D^{(4)} \)-type control points are classified and “Eq(0)”-type and “Eq(1)”-type equations at all inner vertices are satisfied.

For an edge with one boundary vertex, control points \((\tilde{L}_0^{(4)}, \tilde{C}_0^{(4)}, \tilde{R}_0^{(4)}), (\tilde{L}_1^{(4)}, \tilde{C}_1^{(4)}, \tilde{R}_1^{(4)})\) and \( \tilde{C}_2^{(4)} \) are classified and equations “\( Eq^{(4)}(0) \)” and “\( Eq^{(4)}(1) \)” are satisfied (see Figure 40(a)).

“Stage 2” For every inner edge with two inner vertices, apply a local template for classification of the middle \( D^{(4)} \) control points, exactly as in the case of global bilinear in-plane parametrisation \( \tilde{\Pi}(bilinear) \) (see Subsection 11.3).
At the end of this stage all points from $\tilde{CP}_G^{(4)}$ lying on or adjacent to any edge with two inner vertices and all $D^{(4)}$-type control points are classified (see Figure 40(a)). $G^1$-continuity conditions are satisfied for any edge with two inner vertices. For every boundary mesh element, all "degree 4" control points are classified.

"Stage 3" For every boundary mesh element, consider 3D patch of degree 5. Use the degree elevation formulas in order to classify control points $\tilde{P}^{(5)}_{i,j}, i = 0, \ldots, 5, j = 0, 1$ and $\tilde{P}^{(5)}_{0,2}, \tilde{P}^{(5)}_{5,2}$ and in order re-compute their dependencies on "degree 4" basic control points from $\tilde{CP}_G^{(4,5)}$ (see Figure 40).

At the end of this stage, all $G^1$-continuity conditions hold for all edges with two inner vertices. For an edge with one boundary vertex, control points $(\tilde{L}^{(5)}_5, \tilde{C}^{(5)}_5, \tilde{R}^{(5)}_5)$, $i = 0, 1$ and $C_2^{(5)}$ are classified and equations "Eq$^{(5)}(0)" and "Eq$^{(5)}(1)" are satisfied (see Technical Lemma 7, Appendix, Section C).

"Stage 4" For an edge with one boundary vertex, locally classify control points $(\tilde{L}^{(5)}_i, \tilde{R}^{(5)}_i)$ ($i = 2, 3, 4, 5$) and $C_i^{(5)}$ ($i = 3, 4, 5$) in such a manner that the remaining $G^1$-continuity equations for the edge will be satisfied.

In the case of a mesh with a polygonal global boundary and global in-plane parametrisation $\tilde{\Pi}^{(bilinear)}$

- $V, E$-type control points adjacent to the boundary vertex $(\tilde{L}^{(5)}_4, \tilde{C}^{(5)}_4, \tilde{R}^{(5)}_4)$ and $C_4^{(5)}$ are classified by a local template described in Subsection 11.1.4

- $D, T$-type control points adjacent to the boundary vertex $(\tilde{L}^{(5)}_4, \tilde{R}^{(5)}_4$ and $C_4^{(5)}$ are classified by a local template described in Subsection 11.2.4

- Middle control points $(\tilde{L}^{(5)}_3, \tilde{C}^{(5)}_3, \tilde{R}^{(5)}_3, \tilde{L}^{(5)}_2, \tilde{R}^{(5)}_2)$ are classified according to a local template described in Subsection 11.3

In the case of a mesh with a smooth global boundary and global in-plane parametrisation $\tilde{\Pi}^{(bicubic)}$

- Control points $\tilde{L}^{(5)}_i, \tilde{C}^{(5)}_i, \tilde{R}^{(5)}_i, i = 4, 5$ are classified by local template $TB1^{(bicubic)}$, described in Subsection 16.1.2

- Middle control points $\tilde{L}^{(5)}_3, \tilde{C}^{(5)}_3, \tilde{R}^{(5)}_3, \tilde{L}^{(5)}_2, \tilde{R}^{(5)}_2$ are classified according to a local template described in Subsection 16.2.2
Fig. 52: An illustration for the construction of a $D$-dependency tree when a component of $D$-dependency graph has no dangling half-edge.
C Technical Lemmas

Technical Lemma 1: Let $\bar\Pi^{(bilinear)} \in \mathcal{P}\bar\mathcal{A}\mathcal{R}^{(1)}$ be global bilinear parameterisation and let $\lambda, \lambda', \gamma, \gamma', \rho, \rho'$ be vertices of two adjacent mesh elements (see Figure 12). Then control points, which belong to $\bar{\mathcal{C}}\Pi_G^{(n)}(\bar\Pi^{(bilinear)})$ and participate in $G^1$-continuity conditions for the common edge of two patches, and first-order differences of the control points have the following representations

$$\begin{align*}
\Delta \bar{C}_j &= \frac{1}{n}(\gamma' - \gamma), \\
\Delta \bar{L}_j &= -\frac{1}{n}(\bar{\lambda} - \gamma) \frac{n-1}{n} + (\bar{\lambda}' - \gamma') \frac{1}{n}, \\
\Delta \bar{R}_j &= -\frac{1}{n}(\bar{\rho} - \gamma) \frac{n-1}{n} + (\bar{\rho}' - \gamma') \frac{1}{n}
\end{align*}$$

(84)

Here $j = 0, \ldots, n$ in expressions for $\bar{C}_j, \bar{L}_j, \bar{R}_j, \Delta \bar{L}_j, \Delta \bar{R}_j$ and $j = 0, \ldots, n - 1$ for $\Delta \bar{C}_j$.

Technical Lemma 2: The control points of bicubic in-plane parameterisation $\bar{P}(u, v) = \sum_{i,j=0}^{3} \bar{P}_{ij} B_{ij}^3(u, v)$ for a boundary mesh element in the case of a planar mesh with a piecewise-cubic $G^1$-smooth global boundary have the following explicit formulas in terms of the planar mesh data (see Figure 34)

$$\begin{align*}
\bar{P}_{00} &= \bar{A} \\
\bar{P}_{10} &= \frac{1}{2}(2\bar{A} + \bar{B}) \\
\bar{P}_{20} &= \frac{1}{2}(\bar{A} + 2\bar{B}) \\
\bar{P}_{30} &= \bar{B} \\
\bar{P}_{01} &= \frac{1}{2}(2\bar{A} + \bar{D}) \\
\bar{P}_{11} &= \frac{1}{2}(4\bar{A} + 2\bar{B} + \bar{C} + 2\bar{D}) \\
\bar{P}_{21} &= \frac{1}{2}(2\bar{A} + 4\bar{B} + 2\bar{C} + \bar{D}) \\
\bar{P}_{31} &= \frac{1}{2}(2\bar{B} + \bar{C})
\end{align*}$$

(85)

Technical Lemma 3: Let $\bar{P}(u, v)$ be the bicubic in-plane parameterisation of a boundary mesh element defined according to Technical Lemma 2 (see Figure 34). Let

$$\begin{align*}
\bar{e} &= \frac{1}{2} \left\{ \frac{1}{3}(2\bar{A} + \bar{B}) + \frac{1}{3}(\bar{C} + 2\bar{D}) \right\} \\
\bar{f} &= \frac{1}{2} \left\{ \frac{1}{3}(\bar{A} + 2\bar{B}) + \frac{1}{3}(2\bar{C} + \bar{D}) \right\}
\end{align*}$$

(86)

and let two families of the planar vectors $\bar{g}_i^{(u)}$ and $\bar{g}_j^{(v)}$ ($i, j = 0, \ldots, 3$) be defined
as follows (see Figure 53(a))

\[
\begin{align*}
\tilde{g}_0^{(u)} &= \tilde{B} - \tilde{A} & \tilde{g}_0^{(v)} &= \tilde{D} - \tilde{A} \\
\tilde{g}_1^{(u)} &= \tilde{E} - \tilde{D} & \tilde{g}_1^{(v)} &= \tilde{E} - \tilde{e} \\
\tilde{g}_2^{(u)} &= \tilde{F} - \tilde{E} & \tilde{g}_2^{(v)} &= \tilde{F} - \tilde{f} \\
\tilde{g}_3^{(u)} &= \tilde{C} - \tilde{F} & \tilde{g}_3^{(v)} &= \tilde{C} - \tilde{B}
\end{align*}
\]  

(87)

Let further \(\tilde{G}^{(u)}\) and \(\tilde{G}^{(v)}\) be the minimal infinite sectors which respectively contain all vectors from the first and second families, and let these sectors be bounded by rays corresponding to the angles \(\alpha_{\min}^{(u)}, \alpha_{\max}^{(u)}, \alpha_{\min}^{(v)}, \alpha_{\max}^{(v)}\) (see Figure 53(b)). Then

1. \(\{\tilde{g}_i^{(u)}\}_{i=0}^3\) and \(\{\tilde{g}_j^{(v)}\}_{j=0}^3\) are respectively generators of \(\frac{\partial \tilde{P}}{\partial u}\) and \(\frac{\partial \tilde{P}}{\partial v}\) in the meaning that for every parametric value \((u, v) \in [0, 1]^2\), \(\frac{\partial \tilde{P}}{\partial u}\) and \(\frac{\partial \tilde{P}}{\partial v}\) can be written as a positive linear combination of these vectors. Here a positive linear combination is defined as such a linear combination that all its coefficients are non-negative and at least one coefficient is strictly positive.

2. Relations \(\alpha_{\min}^{(u)} > -\alpha_{\max}^{(v)}\) and \(\alpha_{\max}^{(u)} < \alpha_{\min}^{(v)}\) provide a sufficient condition for the regularity of parametrisation \(\tilde{P}(u, v)\).

Proof

1. The first-order partial derivatives of in-plane parametrisation have the following representations in terms of the control points \(\tilde{P}_{ij}, (i = 0, \ldots, 2, j = 0, \ldots, 3)\).

\[
\begin{align*}
\frac{\partial \tilde{P}}{\partial u}(u, v) &= 3 \sum_{i=0}^2 \sum_{j=0}^3 (\tilde{P}_{i+1,j} - \tilde{P}_{i,j}) B_i^3(u) B_j^3(v) \\
\frac{\partial \tilde{P}}{\partial v}(u, v) &= 3 \sum_{i=0}^2 \sum_{j=0}^3 (\tilde{P}_{i,j+1} - \tilde{P}_{i,j}) B_i^3(u) B_j^3(v)
\end{align*}
\]  

(88)

Bézier polynomials are always non-negative and for every parametric value \((u, v) \in [0, 1]^2\), at least one of the products \(B_i^3(u) B_j^3(v)\) is strictly positive. It implies that in order to prove that \(\{\tilde{g}_i^{(u)}\}_{i=0}^3\) and \(\{\tilde{g}_j^{(v)}\}_{j=0}^3\) serve as generators of \(\frac{\partial \tilde{P}}{\partial u}\) and \(\frac{\partial \tilde{P}}{\partial v}\), it is sufficient to show that every one of the first-order differences of the control points can be represented as a positive linear combination of the vectors from the corresponding family. Explicit formulas for the control points of in-plane parametrisation (see Equation 85) lead to the following expressions.
The first-order differences in \( u \)-direction

\[
\begin{align*}
P_{10} - P_{00} &= \tilde{P}_{20} - \tilde{P}_{00} = \tilde{P}_{30} - \tilde{P}_{20} = \frac{1}{3}(\tilde{B} - \tilde{A}) = \frac{1}{3}\tilde{g}_0^{(u)} \\
P_{11} - P_{01} &= \tilde{P}_{21} - \tilde{P}_{11} = \tilde{P}_{31} - \tilde{P}_{21} = \\
&= \frac{1}{3}(2(\tilde{B} - \tilde{A}) + (\tilde{C} - \tilde{D})) = \frac{1}{3}(2\tilde{g}_0^{(u)} + \tilde{g}_1^{(u)} + \tilde{g}_2^{(u)} + \tilde{g}_3^{(u)}) \\
P_{12} - \tilde{P}_{02} &= \frac{1}{3}(\tilde{B} - \tilde{A}) + (\tilde{C} - \tilde{D}) + 3(\tilde{E} - \tilde{D}) = \\
&= \frac{1}{3}(\tilde{g}_0^{(u)} + 4\tilde{g}_1^{(u)} + 2\tilde{g}_2^{(u)} + \tilde{g}_3^{(u)}) \\
P_{22} - \tilde{P}_{12} &= \frac{1}{3}(\tilde{B} - \tilde{A}) + (\tilde{C} - \tilde{D}) + 3(\tilde{E} - \tilde{D}) = \\
&= \frac{1}{3}(\tilde{g}_0^{(u)} + \tilde{g}_1^{(u)} + 4\tilde{g}_2^{(u)} + 3\tilde{g}_3^{(u)}) \\
P_{32} - \tilde{P}_{22} &= \frac{1}{3}(\tilde{B} - \tilde{A}) + (\tilde{C} - \tilde{D}) + 3(\tilde{E} - \tilde{D}) = \\
&= \frac{1}{3}(\tilde{g}_0^{(u)} + \tilde{g}_1^{(u)} + 4\tilde{g}_2^{(u)} + 4\tilde{g}_3^{(u)}) \\
P_{13} - \tilde{P}_{03} &= \tilde{E} - \tilde{D} = \tilde{g}_0^{(v)} \\
P_{23} - \tilde{P}_{13} &= \tilde{F} - \tilde{E} = \tilde{g}_2^{(v)} \\
P_{33} - \tilde{P}_{23} &= \tilde{C} - \tilde{F} = \tilde{g}_3^{(v)} \\
\end{align*}
\]

The first-order differences in \( v \)-direction

\[
\begin{align*}
P_{01} - \tilde{P}_{00} &= \tilde{P}_{02} - \tilde{P}_{01} = \tilde{P}_{03} - \tilde{P}_{02} = \frac{1}{3}(\tilde{D} - \tilde{A}) = \frac{1}{3}\tilde{g}_0^{(v)} \\
P_{11} - \tilde{P}_{10} &= \frac{1}{3}(2(\tilde{D} - \tilde{A}) + (\tilde{C} - \tilde{B})) = \frac{1}{3}(2\tilde{g}_0^{(v)} + \tilde{g}_1^{(v)}) \\
P_{22} - \tilde{P}_{21} &= \frac{1}{3}(6(\tilde{E} - \tilde{e}) + 2(\tilde{D} - \tilde{A}) + (\tilde{C} - \tilde{B}) = \\
&= \frac{1}{3}(2\tilde{g}_0^{(v)} + 6\tilde{g}_1^{(v)} + \tilde{g}_3^{(v)}) \\
P_{32} - \tilde{P}_{31} &= \frac{2}{3}(\tilde{E} - \tilde{e}) = \frac{2}{3}\tilde{g}_1^{(v)} \\
P_{23} - \tilde{P}_{22} &= \frac{2}{3}(\tilde{D} - \tilde{A}) + 2(\tilde{C} - \tilde{B}) = \frac{1}{3}(\tilde{g}_0^{(v)} + 2\tilde{g}_1^{(v)}) \\
P_{22} - \tilde{P}_{21} &= \frac{1}{3}(6(\tilde{F} - \tilde{f}) + (\tilde{D} - \tilde{A}) + 2(\tilde{C} - \tilde{B}) = \\
&= \frac{1}{3}(\tilde{g}_0^{(v)} + 6\tilde{g}_2^{(v)} + 2\tilde{g}_3^{(v)}) \\
P_{33} - \tilde{P}_{32} &= \frac{2}{3}(\tilde{F} - \tilde{f}) = \frac{2}{3}\tilde{g}_2^{(v)} \\
P_{33} - \tilde{P}_{30} &= \tilde{P}_{32} - \tilde{P}_{31} = \tilde{P}_{33} - \tilde{P}_{32} = \frac{1}{3}(\tilde{C} - \tilde{B}) = \frac{1}{3}\tilde{g}_3^{(v)} \\
\end{align*}
\]

Relations \((89)\) and \((90)\) imply that for every parametric value of \((u, v) \in [0, 1]^2\), the first-order partial derivatives \(\frac{\partial \tilde{P}}{\partial u}(u, v)\) and \(\frac{\partial \tilde{P}}{\partial v}(u, v)\) can be represented as a positive linear combination of the generators. It completes the straightforward proof of the first statement of Technical Lemma \([9]\).

\((2)\) The proof of the regularity of the bicubic in-plane parameterisation is subdivided into a few parts according to the different requirements listed in the definition of a regular parameterisation (Definition \([9]\)).

**Bijection.** One should prove that \(\tilde{P}(u, v)\) defines a bijection. On the contrary, let there exist such parametric values \((u_0, v_0) \neq (u_1, v_1)\) that \(\tilde{P}(u_0, v_0) = \tilde{P}(u_1, v_1)\). Let segment \(\sigma(t)\) connect these two values in the parametric domain

\[
\sigma(t) = (u_0, v_0)(1 - t) + (u_1, v_1)t
\]

Then \(\tilde{P}(t) = \tilde{P}(\sigma(t))\) is a smooth closed curve in \(XY\)-plane. Let \(f(t)\) be \(Z\)-coordinate of the vector product of \(\tilde{P}(t)\) and some constant vector \(\tilde{d}\)

\[
f(t) = \langle \tilde{d}, \tilde{P}(t) \rangle
\]
The choice of \((u_0, v_0)\) and \((u_1, v_1)\) implies that \(f(0) = f(1)\). According to the Lagrange theorem, there exists such a value \(\tau \in [0, 1]\) that \(f'(\tau) = 0\).

In order to show that the assumption is not correct, it is sufficient to choose such a vector \(\vec{d}\) that \(f'(t) \neq 0\) for every \(t \in [0, 1]\). In this case, the proof of bijection will be completed. The choice of \(\vec{d}\) is based on the formula

\[
f'(t) = \langle \vec{d}, \frac{\partial \tilde{P}}{\partial u}(t)(u_1 - u_0) + \frac{\partial \tilde{P}}{\partial v}(t)(v_1 - v_0) \rangle
\]

and is made in the following manner

- If \((u_1 - u_0)(v_1 - v_0) \geq 0\) then choose the direction of \(\vec{d}\) strictly between \(-a_{\text{max}}^{(u)}\) and \(a_{\text{min}}^{(u)}\). In this case \(\langle \vec{d}, \frac{\partial \tilde{P}}{\partial u}(t) \rangle > 0\) for every \(t\); \(f'(t)\) has the same sign as \((u_1 - u_0)\) (or as \((v_1 - v_0)\) if \((u_1 - u_0) = 0\)) and can not be equal to zero.

- If \((u_1 - u_0)(v_1 - v_0) < 0\) then choose the direction of \(\vec{d}\) strictly between \(a_{\text{max}}^{(v)}\) and \(a_{\text{min}}^{(v)}\). In this case \(\langle \vec{d}, \frac{\partial \tilde{P}}{\partial v}(t) \rangle < 0\), \(\langle \vec{d}, \frac{\partial \tilde{P}}{\partial v}(t) \rangle > 0\) for every \(t\) and \(f'(t)\) for every \(t\) has the same sign as \((v_1 - v_0)\).

**Smoothness.** It is clear that \(\tilde{P}(u, v)\) is \(C^1\)-smooth as a bicubic Bézier polynomial.

**Regularity of Jacobian.** Note, that \(\det(J(\tilde{P}))(u, v)) = \langle \frac{\partial \tilde{P}}{\partial u}, \frac{\partial \tilde{P}}{\partial v} \rangle\). The regularity of the Jacobian \(J(\tilde{P})\) trivially follows from the facts that for every parametric value \((u, v) \in [0, 1]^2\), the partial derivatives \(\frac{\partial \tilde{P}}{\partial u}\) and \(\frac{\partial \tilde{P}}{\partial v}\) can be represented as some positive linear combinations of generators \(\{\tilde{g}_i^{(u)}\}_{i=0}^3\) and \(\{\tilde{g}_j^{(v)}\}_{j=0}^3\) respectively and that \(\langle \tilde{g}_i^{(u)}, \tilde{g}_j^{(v)} \rangle > 0\) for every \(i, j = 0, \ldots, 3\) due to the assumed separation between \(\tilde{G}^{(u)}\) and \(\tilde{G}^{(v)}\).
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**Technical Lemma 4:** Let a planar mesh have piecewise-cubic \(C^1\)-smooth global boundary and \(\tilde{P}(u, v)\) be the restriction of the global in-plane parametrisation \(\Pi^{(\text{bicubic})}\) on such a boundary mesh element, that its upper edge lies on the global boundary (see Figure 34). Then the-first order partial derivatives of \(\tilde{P}(u, v)\) along the left and the right edges of the element have the following explicit form.

The partial derivative in the direction along the left edge

\[
\frac{\partial \tilde{P}}{\partial u}(0, v) = \tilde{D} - \tilde{A}
\]

The partial derivative in the cross direction for the left edge

\[
\frac{\partial \tilde{P}}{\partial u}(0, v) = (\tilde{B} - \tilde{A})B_0^2(v) + \frac{1}{2} \left((\tilde{B} - \tilde{A}) + (\tilde{C} - \tilde{D})\right)B_1^2(v) + 3(\tilde{E} - \tilde{D})B_2^2(v)
\]

The partial derivative in the direction along the right edge

\[
\frac{\partial \tilde{P}}{\partial v}(1, v) = \tilde{C} - \tilde{B}
\]
The partial derivative in the cross direction for the right edge
\[ \frac{\partial F}{\partial v}(1, v) = (\bar{B} - \bar{A})B^2_0(v) + \frac{1}{2} \left( (\bar{B} - \bar{A}) + (\bar{C} - \bar{D}) \right) B^2_1(v) + 3(\bar{C} - \bar{D})B^2_2(v) \] (97)

Technical Lemma 5: Let conventional weight functions \( c(v), l(v), r(v) \) for the common edge of two adjacent boundary mesh elements be defined according to global in-plane parametrisation \( \Pi^{(bicubic)} \). Then the coefficients of the weight functions have the following representations in terms of the initial mesh data (see Figure 35)

\[
\begin{align*}
    l_0 &= \langle \tilde{\rho} - \tilde{\gamma}, \tilde{\gamma}' - \tilde{\gamma} \rangle \\
    l_1 &= \frac{1}{2} \langle (\tilde{\rho} - \tilde{\gamma}) + (\tilde{\rho}' - \tilde{\gamma}'), \tilde{\gamma}' - \tilde{\gamma} \rangle \\
    l_2 &= 3\langle \tilde{T}_\rho' - \tilde{\gamma}', \tilde{\gamma}' - \tilde{\gamma} \rangle \\
    r_0 &= -\langle \tilde{\gamma} - \tilde{\lambda}, \tilde{\gamma}' - \tilde{\gamma} \rangle \\
    r_1 &= -\frac{1}{2} \langle (\tilde{\gamma} - \tilde{\lambda}) + (\tilde{\gamma}' - \tilde{\lambda}'), \tilde{\gamma}' - \tilde{\gamma} \rangle \\
    r_2 &= -3\langle \tilde{\gamma}' - \bar{T}_\rho', \tilde{\gamma}' - \tilde{\gamma} \rangle \\
    c_0 &= \langle \tilde{\gamma} - \tilde{\lambda}, \tilde{\rho} - \tilde{\gamma} \rangle \\
    c_1 &= \frac{1}{4} \left( \langle \tilde{\gamma} - \tilde{\lambda}, \tilde{\rho}' - \tilde{\gamma}' \rangle + \langle \tilde{\gamma}' - \tilde{\lambda}', \tilde{\rho} - \tilde{\gamma} \rangle + 2\langle \tilde{\gamma} - \tilde{\lambda}, \tilde{\rho} - \tilde{\gamma} \rangle \right) \\
    c_2 &= \frac{1}{8} \left( 3\langle \tilde{\gamma} - \tilde{\lambda}, \bar{T}_\rho' - \tilde{\gamma}' \rangle + 3\langle \tilde{\gamma}' - \bar{T}_\lambda, \tilde{\rho} - \tilde{\gamma} \rangle + 3\langle \tilde{\gamma}' - \bar{T}_\lambda, (\tilde{\rho}' - \tilde{\gamma}') \rangle \right) \\
    c_3 &= \frac{3}{4} \left( \langle (\tilde{\gamma} - \tilde{\lambda}) + (\tilde{\gamma}' - \tilde{\lambda})', \bar{T}_\rho' - \tilde{\gamma}' \rangle + \langle \tilde{\gamma}' - \bar{T}_\lambda, (\tilde{\rho} - \tilde{\gamma}) + (\tilde{\rho}' - \tilde{\gamma}') \rangle \right) \\
    c_4 &= 9\langle \tilde{\gamma}' - \bar{T}_\lambda, \bar{T}_\rho' - \tilde{\gamma}' \rangle \\
\end{align*}
\] (98)

Technical Lemma 6: Let conventional weight functions \( c(v), l(v), r(v) \) for the common edge of two adjacent boundary mesh elements be defined according to global in-plane parametrisation \( \Pi^{(bicubic)} \). Then the following relations between the coefficients of the weight functions with respect to Bézier and the power bases hold

\[
\begin{align*}
    l_0^{(power)} &= l_0 \\
    l_1^{(power)} &= 2(l_1 - l_0) \\
    l_2^{(power)} &= l_0 - 2l_1 + l_2 \\
    r_0^{(power)} &= r_0 \\
    r_1^{(power)} &= 2(r_1 - r_0) \\
    r_2^{(power)} &= r_0 - 2r_1 + r_2 \\
    c_0^{(power)} &= c_0 \\
    c_1^{(power)} &= 4(-c_0 + c_1) \\
    c_2^{(power)} &= 6(c_0 - 2c_1 + c_2) \\
    c_3^{(power)} &= 4(-c_0 + 3c_1 - 3c_2 + c_3) \\
    c_4^{(power)} &= c_0 - 4c_1 + 6c_2 - 4c_3 + c_4 \\
\end{align*}
\] (100)
Technical Lemma 7: Let a planar mesh have either a polygonal or a smooth global boundary and let global in-plane parametrisation \( \tilde{\Pi}^{(\text{bilinear})} \) or \( \tilde{\Pi}^{(\text{bicubic})} \) be considered. Further, for the inner vertex of an edge with one boundary vertex, let the system of all "Eq\((4)(0)\)"-type and "Eq\((4)(1)\)"-type equations be satisfied by classification of \( V^{(4)} \)-type, \( E^{(4)} \)-type, \( D^{(4)} \)-type and \( T^{(4)} \)-type control points adjacent to the vertex. In particular, for the edge with one boundary vertex, control points \( (\tilde{L}_i^{(4)}, \tilde{C}_i^{(4)}, \tilde{R}_i^{(4)}) \) for \( i = 0, 1 \) and \( \tilde{C}_2^{(4)} \) are classified (see Figure 40(a)). Then

1. The degree elevation formulas for control points \( (\tilde{L}_i^{(5)}, \tilde{C}_i^{(5)}, \tilde{R}_i^{(5)}) \) for \( i = 0, 1 \) and \( \tilde{C}_2^{(5)} \) (see Figure 40(b)) involve only control points \( (\tilde{L}_i^{(4)}, \tilde{C}_i^{(4)}, \tilde{R}_i^{(4)}) \) for \( i = 0, 1 \) and \( \tilde{C}_2^{(4)} \).

2. Control points \( (L_i^{(5)}, C_i^{(5)}, R_i^{(5)}) \) \( (i = 0, 1) \) and \( C_2^{(5)} \), computed according to the degree elevation formulas, satisfy equations "Eq\((5)(0)\)" and "Eq\((5)(1)\)" for the edge with one boundary vertex.

Here superscripts \((4)\) and \((5)\) are used in order to specify whether some equation or control point relates to degree 4 or 5 of the resulting patch.

**Proof**

1. The first statement of the Technical Lemma immediately follows from the straightforward formulas

\[
\begin{align*}
R_0^{(5)} &= 1/5(4R_0^{(4)} + \tilde{C}_0^{(4)}) \\
C_0^{(5)} &= \tilde{C}_0^{(4)} \\
L_0^{(5)} &= 1/5(4L_0^{(4)} + \tilde{C}_0^{(4)}) \\
R_1^{(5)} &= 1/25(16R_1^{(4)} + 4R_0^{(4)} + 4\tilde{C}_1^{(4)} + \tilde{C}_0^{(4)}) \\
C_1^{(5)} &= 1/5(4\tilde{C}_1^{(4)} + \tilde{C}_0^{(4)}) \\
L_1^{(5)} &= 1/25(16L_1^{(4)} + 4L_0^{(4)} + 4\tilde{C}_1^{(4)} + \tilde{C}_0^{(4)}) \\
\tilde{C}_2^{(5)} &= 1/5(3\tilde{C}_2^{(4)} + 2\tilde{C}_1^{(4)})
\end{align*}
\]  

The important implication is that as soon as the control points \( (\tilde{L}_i^{(4)}, \tilde{C}_i^{(4)}, \tilde{R}_i^{(4)}) \) \( (i = 0, 1) \) and \( \tilde{C}_2^{(4)} \) are classified, control points \( (L_i^{(5)}, C_i^{(5)}, R_i^{(5)}) \) \( (i = 0, 1) \) and \( \tilde{C}_2^{(5)} \) are also classified and dependencies of the dependent control points from \( \tilde{C}_2^{(5)} \) are fully defined.

2. It is sufficient to prove the second statement of the Technical Lemma in the case when the conventional weight functions correspond to global bilinear in-plane parametrisation \( \tilde{\Pi}^{(\text{bilinear})} \). Indeed, Lemma 21 shows that for an edge with one boundary vertex, the system of equations "Eq\((0)\)" and "Eq\((1)\)" in the case of \( \tilde{\Pi}^{(\text{bicubic})} \) is equivalent to the system in the case of \( \tilde{\Pi}^{(\text{bilinear})} \).

Equations "Eq\((5)(0)\)" and "Eq\((5)(1)\)" involve coefficients of the weight functions (which clearly do not depend on chosen degree 4 or 5 of MDS) and the first-order differences of the control points \( (\Delta L_i^{(5)}, \Delta C_i^{(5)}, \Delta R_i^{(5)}) \), \( i = 0, 1 \) (which can be expressed in terms of \( (\Delta L_i^{(4)}, \Delta C_i^{(4)}, \Delta R_i^{(4)}) \), \( i = 0, 1 \) according to Equation
One can easily verify, that

\[
\begin{align*}
\text{"Eq}(5)(0) &= 4/5 \text{"Eq}(4)(0)" } \\
\text{"Eq}(5)(0) &= 4/5 \left(\text{"Eq}(4)(0) + \text{"Eq}(4)(1)\right) \\
\end{align*}
\]

The last two equations clearly imply that statement (2) of the Technical Lemma is satisfied.

\[\square\] Technical Lemma
D Proofs

Proof of Theorem 3

First, it will be shown that the satisfaction of Equation 17 with scalar functions given in Equation 18 is sufficient in order to guarantee a \( G^1 \)-smooth concatenation between the adjacent patches. It will be verified, that the scalar functions given in Equation 18 satisfies all requirements of Definition 7 and may be used as the weight function.

Equation 6. It should be verified that Equation 6 is satisfied for \( X \) and \( Y \) components of the partial derivatives \( \tilde{L}_u, \tilde{R}_u \) and \( \tilde{L}_v \). For example, for \( X \)-component, one gets

\[
LX_u(v)l(v) + RX_u(v)r(v) + LX_v(v)c(v) = \\
LX_u < \tilde{R}_u, \tilde{L}_v > -RX_u < \tilde{L}_u, \tilde{L}_v > +LX_v < \tilde{L}_u, \tilde{R}_u >= \\
mix(RX_u, RX_u, RX_u, RX_u) = \det\left(\begin{array}{ccc}
LX_u & LY_u & LX_u \\
\tilde{L}_u & RX_u & \tilde{R}_u \\
\tilde{L}_v & LX_v & LX_v
\end{array}\right) = 0.
\]

Equation 8. The result of the cross product of the last expression respectively with \( \tilde{L}_u \) and \( \tilde{R}_u \) is clearly equal to zero. Together with the inequality \( \langle \tilde{R}_u, \tilde{L}_v \rangle \neq 0 \) (which
Proof of Lemma 2. Proof of the Lemma is straightforward. Let \( \bar{L} = (\bar{L}, \bar{L}, \bar{L}, \bar{L}) \) and \( \bar{R} = (\bar{R}, \bar{R}) \) be the restrictions of \( \Psi \) on two adjacent mesh elements. \( \Psi \) agrees with degree \( m \) global regular in-plane parametrisation \( \Pi \), therefore \( \bar{L} \) and \( \bar{R} \) are polynomials of degree \( m \). Conventional weight functions \( l(v), r(v) \) and \( c(v) \) are evidently polynomials of (formal) degrees \( 2m - 1 \), \( 2m - 1 \) and \( 2m \) respectively. \( \Psi \in \mathcal{F}\mathcal{U}^{(n)} \) and so \( R \) and \( L \) are polynomials of (formal) degree \( n \). Using Bézier representation of \( Z \)-components of the partial derivatives \( L_u, R_u, L_v \) and of the weight functions \( l, r, c \)

\[
\begin{align*}
L_u &= n \sum_{j=0}^{n} \Delta L_j B_j^n \\
R_u &= n \sum_{j=0}^{n} \Delta R_j B_j^n \\
L_v &= n \sum_{j=0}^{n} \Delta C_j B_j^{n-1}
\end{align*}
\]

one gets:

\[
L_u(l(v)) + R_u(r(v)) + L_v(c(v)) = \sum_{s=0}^{n+2m-1} \binom{n+2m-1}{s} \left( \sum_{0 \leq j \leq n} \binom{n}{j} \binom{2m-1}{k} (l_k \Delta L_j + r_k \Delta R_j + c_k \Delta C_j) B_s^{n+2m-1}(v) \right)
\]

Writing down equality to zero for every coefficient of the resulting Bézier polynomial leads to Equation 19.

The number of necessary and sufficient equations is equal to the actual degree of the polynomial \( L_u(l(v)) + R_u(r(v)) + L_v(c(v)) \), that is \( \max\{\max deg(l, r) + n, \ deg(c) + n - 1 \} \).
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Proof of Lemma 7. It is sufficient to prove the Lemma for two adjacent patches.

Let two adjacent patches \( \hat{L} \) and \( \hat{R} \) be defined by a bilinear in-plane parametrisation, the \( XY \)-components of the first and second order 3D partial derivatives, computed at the common vertex (see Subsection 2.6.3), have the following representation in terms of the initial mesh data:

\[
\begin{align*}
\tilde{e}^{(R)} &= (\tilde{e}^{(R)}, n\Delta R_0) \\
\tilde{e}^{(L)} &= (\tilde{e}^{(L)}, -n\Delta L_0) \\
\tilde{e}^{(C)} &= (\tilde{e}^{(C)}, n\Delta C_0)
\end{align*}
\]

and geometrical characteristics of the planar mesh hold (see Subsection 2.6.3). According to these formulas, the first two summands of “Eq(1)” (111) be satisfied for the common edge of \( \hat{L} \) and \( \hat{R} \). It is sufficient to show that “Eq(1)” is equivalent to the following equation

\[
tw^{(R)} + tw^{(L)} = \text{coefficient} f^{(C)} \delta^{(C)}
\]

where

\[
tw^{(R)} = \frac{1}{\langle \tilde{e}^{(R)}, \tilde{e}^{(C)} \rangle_{\text{mix}}} \langle \tilde{e}^{(R)} \tilde{e}^{(C)} \rangle_{\text{mix}} \\
tw^{(L)} = \frac{1}{\langle \tilde{e}^{(L)}, \tilde{e}^{(C)} \rangle_{\text{mix}}} \langle \tilde{e}^{(L)} \tilde{e}^{(C)} \rangle_{\text{mix}}
\]

and \( \delta^{(C)} \) is \( Z \)-component of the second-order derivative along the common edge (see Subsection 2.6.3).

Indeed, the following relations between coefficients of the weight functions and geometrical characteristics of the planar mesh hold

\[
\begin{align*}
l_0 &= \langle \tilde{e}^{(R)}, \tilde{e}^{(C)} \rangle, \quad l_1 - l_0 = \langle \tilde{R}^{(R)}, \tilde{e}^{(C)} \rangle \\
r_0 &= -\langle \tilde{e}^{(C)}, \tilde{e}^{(L)} \rangle, \quad r_1 - r_0 = \langle \tilde{R}^{(L)}, \tilde{e}^{(C)} \rangle
\end{align*}
\]

According to these formulas, the first two summands of “Eq(1)” can be rewritten as follows

\[
\begin{align*}
n(\Delta L_1 + \Delta R_1) + (l_1 \Delta L_0 + r_1 \Delta R_0) &= n(\Delta L_1 - \Delta L_0) + r_0(\Delta R_1 - \Delta R_0) + \langle \tilde{R}^{(R)}, \tilde{e}^{(C)} \rangle \Delta L_0 + \langle \tilde{R}^{(L)}, \tilde{e}^{(C)} \rangle \Delta R_0 + \\
(n + 1)(l_0 \Delta L_0 + r_0 \Delta R_0) &= \frac{1}{n} \left( \langle \tilde{e}^{(C)}, \tilde{e}^{(R)} \rangle \tilde{e}^{(L)} + \langle \tilde{R}^{(L)}, \tilde{e}^{(C)} \rangle \tilde{e}^{(R)} \right) - \frac{1}{n} \left( \langle \tilde{e}^{(C)}, \tilde{e}^{(L)} \rangle \tilde{e}^{(R)} + \langle \tilde{R}^{(R)}, \tilde{e}^{(C)} \rangle \tilde{e}^{(L)} \right) + \\
(n + 1)(l_0 \Delta L_0 + r_0 \Delta R_0) &= \frac{1}{n} \left\{ \text{mix} \left( \tilde{e}^{(C)} \tilde{e}^{(R)} \right) + \langle \tilde{L}^{(L)}, \tilde{e}^{(C)} \rangle \tilde{e}^{(C)} \right\} - \frac{1}{n} \left\{ \text{mix} \left( \tilde{e}^{(R)} \tilde{e}^{(C)} \right) + \langle \tilde{R}^{(L)}, \tilde{e}^{(C)} \rangle \tilde{e}^{(C)} \right\} + (116)
\end{align*}
\]

\[
\begin{align*}
(n + 1)(l_0 \Delta L_0 + r_0 \Delta R_0) &= \frac{1}{n} \left\{ \text{mix} \left( \tilde{e}^{(C)} \tilde{e}^{(R)} \right) - \text{mix} \left( \tilde{e}^{(C)} \tilde{e}^{(C)} \right) \right\} + \\
&\left( \langle \tilde{R}^{(L)}, \tilde{e}^{(L)} \rangle - \langle \tilde{R}^{(R)}, \tilde{e}^{(L)} \rangle \right) \Delta C_0 + (n + 1)(l_0 \Delta L_0 + r_0 \Delta R_0)
\end{align*}
\]
The assumption that "Eq(0)" is satisfied implies that \( t_0 \Delta L_0 + r_0 \Delta R_0 = -c_0 \Delta C_0 \) and so "Eq(1)" is equivalent to the equation

\[
0 = \frac{1}{n} \left\{ \text{mix} \left( \frac{\ell(L)}{\ell(C)} - \frac{\ell(R)}{\ell(L)} \right) \right\} + \{ \langle \tilde{e}(L), \tilde{e}(R) \rangle - \langle \tilde{e}(R), \tilde{e}(L) \rangle + 2c_1 - (n + 1)c_0 \} \Delta C_0 + (n - 1)c_0 \Delta C_1
\]

(117)

It can easily be shown, that

\[
\langle \tilde{e}(L), \tilde{e}(R) \rangle - \langle \tilde{e}(R), \tilde{e}(L) \rangle + 2c_1 = 2(\tilde{\rho} - \tilde{\lambda}, \tilde{\lambda} - \tilde{\gamma}) = 2(\tilde{e}(R), \tilde{e}(L)) = 2c_0
\]

(118)

Therefore Equation (117) can be further simplified as follows

\[
0 = \frac{1}{n} \left\{ \text{mix} \left( \frac{\ell(L)}{\ell(C)} - \frac{\ell(R)}{\ell(L)} \right) \right\} + (n - 1)c_0(\Delta C_1 - \Delta C_0) =
\]

\[
\frac{1}{n} \left\{ \text{mix} \left( \frac{\ell(L)}{\ell(C)} - \frac{\ell(R)}{\ell(L)} \right) \right\} + \langle \tilde{e}(R), \tilde{e}(L) \rangle \delta(C)
\]

(119)

Now equation "Eq(0)" is used in order to make the last equation more symmetric. The tangent coplanarity in particular means that

\[
\tilde{e}(R) = \frac{1}{\langle \tilde{e}(R), \tilde{e}(L) \rangle} \left( \langle \tilde{e}(R), \tilde{e}(L) \rangle \tilde{e}(C) - \langle \tilde{e}(R), \tilde{e}(C) \rangle \tilde{e}(L) \right)
\]

\[
\tilde{e}(L) = \frac{1}{\langle \tilde{e}(R), \tilde{e}(L) \rangle} \left( \langle \tilde{e}(R), \tilde{e}(L) \rangle \tilde{e}(C) - \langle \tilde{e}(C), \tilde{e}(L) \rangle \tilde{e}(R) \right)
\]

(120)

Substitution of these formulas in the mixed products of Equation (119) gives

\[
0 = \frac{\langle \tilde{e}(R), \tilde{e}(C) \rangle}{\langle \tilde{e}(C), \tilde{e}(L) \rangle} \text{mix} \left( \frac{\ell(L)}{\ell(C)} \right) + \frac{\langle \tilde{e}(C), \tilde{e}(L) \rangle}{\langle \tilde{e}(C), \tilde{e}(R) \rangle} \text{mix} \left( \frac{\ell(R)}{\ell(C)} \right) + \langle \tilde{e}(R), \tilde{e}(L) \rangle \delta(C)
\]

(121)

In order to complete the proof it only remains to divide all the members of the last equation by \( \langle \tilde{e}(R), \tilde{e}(C) \rangle \langle \tilde{e}(C), \tilde{e}(L) \rangle \) which is not equal to zero due to the strict convexity of the quadrilateral mesh elements.

\( \square \) Lemma 7

**Proof of Lemma 8** The strict convexity of the mesh elements implies that any inner even vertex \( V \) has degree \( \text{val}(V) = 4 \) at least.

Let \( \text{coeff}^{(j)} = 0 \) for every \( j = 1, \ldots, \text{val}(V) \). In particular, \( \text{coeff}^{(2)} = 0 \) and so \( \tilde{e}^{(1)} \) and \( \tilde{e}^{(3)} \) are colinear and lie on some straight line \( l^{(1,3)} \); \( \text{coeff}^{(3)} = 0 \) and so \( \tilde{e}^{(2)} \) and \( \tilde{e}^{(4)} \) are colinear and lie on some straight line \( l^{(2,4)} \) (see Figure 18). Therefore for \( \text{val}(V) = 4 \) the vertex is proven to be regular.

It remains to show that \( \text{val}(V) \) could not be greater than 4. Indeed, let \( \text{val}(V) > 4 \). Then, \( \tilde{e}^{(2)} \) should be colinear to both \( \tilde{e}^{(4)} \) and \( \tilde{e}^{(\text{val}(V))} \) (because both \( \text{coeff}^{(3)} \) and \( \text{coeff}^{(1)} \) are equal to zero). But \( \tilde{e}^{(4)} \) and \( \tilde{e}^{(\text{val}(V))} \) can not be
colinear because \( \tilde{e}^{(\text{val}(V))} \) lies strictly between \( \tilde{e}^{(4)} \) and \( \tilde{e}^{(\text{deg}(1))} \) which span an angle less than \( \pi \) due to the strict convexity of the mesh elements.

\[ \text{Lemma} \quad \]

**Proof of Lemma**

**1** Compatibility of \( \delta^{(j)} \) \((j = 1, \ldots, \text{val}(V))\) with some second-order functional derivatives in the functional sense means, that there exist such three scalars \( Z_{XX}, Z_{XY}, Z_{YY} \) that the following relation holds for every \( j = 1, \ldots, \text{val}(V) \)

\[
\delta^{(j)} = (\alpha^{(j)}, \beta^{(j)}) \begin{pmatrix} Z_{XX} & Z_{XY} \\ Z_{XY} & Z_{YY} \end{pmatrix} \begin{pmatrix} \alpha^{(j)} \\ \beta^{(j)} \end{pmatrix} = (\alpha^{(j)})^2 Z_{XX} + 2\alpha^{(j)}\beta^{(j)} Z_{XY} + (\beta^{(j)})^2 Z_{YY} \quad (122)
\]

where \( \alpha^{(j)} \) and \( \beta^{(j)} \) are respectively \( X \) and \( Y \)-components of the planar edge \( \tilde{e}^{(j)} \).

In order to prove that the "Circular Constraint" is satisfied one should prove that

\[
0 = \sum_{j=1}^{\text{val}(V)} (-1)^j \frac{\tilde{\xi}^{(j-1)} \cdot \tilde{\xi}^{(j+1)}}{\tilde{\xi}^{(j-1)} \cdot \tilde{\xi}^{(j)} \cdot \tilde{\xi}^{(j+1)} \cdot \tilde{\xi}^{(j-1+1)}} \delta^{(j)} = \sum_{j=1}^{\text{val}(V)} (-1)^j \frac{\tilde{\xi}^{(j-1)} \cdot \tilde{\xi}^{(j+1)}}{(\alpha^{(j)})^2 Z_{XX} + 2\alpha^{(j)}\beta^{(j)} Z_{XY} + (\beta^{(j)})^2 Z_{YY}} \quad (123)
\]

independently of the values of \( Z_{XX}, Z_{XY} \) and \( Z_{YY} \). In other words it should be proven that the coefficient of every one of \( Z_{XX}, Z_{XY} \) and \( Z_{YY} \) is equal to zero. Here it will be shown that the coefficient of \( Z_{XY} \) is equal to zero; proof for the coefficients of \( Z_{XX} \) and \( Z_{YY} \) can be given in the same way. Coefficient of \( Z_{XY} \) is equal to

\[
2 \sum_{j=1}^{\text{val}(V)} (-1)^j \eta^{(j)} \quad (124)
\]

where

\[
\eta^{(j)} = \frac{(\alpha^{(j-1)}\beta^{(j+1)} - \alpha^{(j+1)}\beta^{(j-1)})\alpha^{(j)}\beta^{(j)}}{(\alpha^{(j-1)}\beta^{(j)} - \alpha^{(j)}\beta^{(j-1)})(\alpha^{(j)}\beta^{(j+1)} - \alpha^{(j+1)}\beta^{(j)})} \quad (125)
\]

It can be shown by a straightforward computation that

\[
\eta^{(j)} = 1 + \xi^{(j-1)} + \xi^{(j)}, \quad \text{where} \quad \xi^{(j)} = \frac{\beta^{(j)}\alpha^{(j+1)}}{\alpha^{(j)}\beta^{(j+1)} - \alpha^{(j+1)}\beta^{(j)}} \quad (126)
\]

The first statement of the Lemma immediately follows from the last equation because \( 2 \sum_{j=1}^{\text{val}(V)} (-1)^j \eta^{(j)} = 2 \sum_{j=1}^{\text{val}(V)} (-1)^j (1 + \xi^{(j-1)} + \xi^{(j)}) \) is clearly equal to zero for an even value of \( \text{val}(V) \).

**2** For a non-regular 4-vertex \( \tilde{V} \) at least one of the coefficients in the circular equation "Circular Constraint" is not equal to zero. Let us assume that
coefficient $f^{(4)} \neq 0$ and that $\delta^{(4)}$ is defined as a dependent variable according to the "Circular Constraint". Then for any choice of $\delta^{(1)}$, $\delta^{(2)}$, $\delta^{(3)}$ there exists such a value of $\delta^{(4)}$ that the "Circular Constraint" is satisfied, and the value of $\delta^{(4)}$ is uniquely defined.

In order to prove the second statement of Lemma $n$ one should show that for every choice of $\delta^{(j)}$ ($j = 1, \ldots, 4$) which satisfies the "Circular Constraint", there exist such scalars $Z_{XX}$, $Z_{XY}$, $Z_{YY}$ that Equation (122) holds for every $j = 1, \ldots, 4$.

Indeed, for every choice of $\delta^{(1)}$, $\delta^{(2)}$, $\delta^{(3)}$ there exist such unique values of $Z_{XX}$, $Z_{XY}$, $Z_{YY}$ that Equation (122) holds for $j = 1, 2, 3$. In order to prove it, one can write the system of equation for $\delta^{(1)}$, $\delta^{(2)}$, $\delta^{(3)}$ in the matrix form

$$
\begin{pmatrix}
\delta^{(1)} \\
\delta^{(2)} \\
\delta^{(3)} 
\end{pmatrix} = S \begin{pmatrix}
Z_{XX} \\
Z_{XY} \\
Z_{YY} 
\end{pmatrix}, \quad \text{where} \quad S = \begin{pmatrix}
(\alpha^{(1)})^2 & 2\alpha^{(1)}\beta^{(1)} & (\beta^{(1)})^2 \\
(\alpha^{(2)})^2 & 2\alpha^{(2)}\beta^{(2)} & (\beta^{(2)})^2 \\
(\alpha^{(3)})^2 & 2\alpha^{(3)}\beta^{(3)} & (\beta^{(3)})^2 
\end{pmatrix}
$$

(127)

It is easy to show that $\det(S) = 2(\bar{c}^{(1)}, \bar{c}^{(2)}, \bar{c}^{(3)})(\bar{c}^{(1)}, \bar{c}^{(3)}) \neq 0$ because $\langle \bar{c}^{(1)}, \bar{c}^{(2)} \rangle \neq 0$, $\langle \bar{c}^{(2)}, \bar{c}^{(3)} \rangle \neq 0$ as the vector products of consequent edges of the strictly convex quadrilaterals and $\langle \bar{c}^{(3)}, \bar{c}^{(1)} \rangle \neq 0$ according to the assumption that $coefficient^{(4)} \neq 0$. It means that for any choice of $\delta^{(1)}$, $\delta^{(2)}$, $\delta^{(3)}$ values of $Z_{XX}$, $Z_{XY}$, $Z_{YY}$ are uniquely defined by equation

$$
\begin{pmatrix}
Z_{XX} \\
Z_{XY} \\
Z_{YY} 
\end{pmatrix} = S^{-1} \begin{pmatrix}
\delta^{(1)} \\
\delta^{(2)} \\
\delta^{(3)} 
\end{pmatrix}
$$

(128)

It remains to show that $\delta^{(4)}$ also agrees with the second-order partial derivatives $Z_{XX}$, $Z_{XY}$, $Z_{YY}$. The agreement holds because, there exists the unique value of $\delta^{(4)}$ so that the "Circular Constraint" is satisfied, and from the first statement of the Lemma it is already known that $\delta^{(4)} = (\alpha^{(4)})^2 Z_{XX} + 2\alpha^{(4)}\beta^{(4)} Z_{XY} + (\beta^{(4)})^2 Z_{YY}$ satisfies the "Circular Constraint".

$\square$ Lemma $n$

**Proof of Theorem 5** The sufficiently long proof of Theorem 5 starts with the trivial Auxiliary Lemma 1. The Auxiliary Lemma just summarizes well-known algebraic facts, which will be useful in the proof.

**Auxiliary Lemma 1:** Let $Av = b$ be a linear system of equations, where $A$ is $p \times q$ matrix with rows $A_0, \ldots, A_{p-1}$, $v$ is a vector of variables and $b$ is a vector of free coefficients.

$$
A = \begin{pmatrix}
- & - & A_0 & - & - \\
- & - & A_1 & - & - \\
\vdots \\
- & - & A_{p-1} & - & - 
\end{pmatrix} \quad v = \begin{pmatrix}
v_0 \\
v_1 \\
\vdots \\
v_{q-1} 
\end{pmatrix} \quad b = \begin{pmatrix}
b_0 \\
b_1 \\
\vdots \\
b_{p-1} 
\end{pmatrix}
$$

(129)

Then
The system has a solution (is consistent) if and only if for every non-trivial set of coefficients \( \alpha_0, \ldots, \alpha_{p-1} \) so that the linear combination of rows of matrix \( A \) is equal to zero \( \sum_{s=0}^{p-1} \alpha_s A_s = 0 \), the corresponding linear combination of the free coefficients is also equal to zero \( \sum_{s=0}^{p-1} \alpha_s b_s = 0 \). Here a "non-trivial" set means that the set contains at least one non-zero element.

The rank of the matrix \( A \) is equal to \( r \) if and only if for any set of coefficients \( \alpha_0, \ldots, \alpha_{p-1} \) so that \( \sum_{s=0}^{p-1} \alpha_s A_s = 0 \), the following two conditions hold

(a) For any subset of \( l < p-r \) coefficients \( \{ \alpha_{s_j} \}_{j=1}^l \), equality of every one of these coefficients to zero \( \alpha_{s_j} = 0 \) \( (j = 1, \ldots, l) \) does not necessarily imply that all other coefficients should also be equal to zero.

(b) There exists such a subset of \( l = p-r \) coefficients \( \{ \alpha_{s_j} \}_{j=1}^l \) that if \( \alpha_{s_j} = 0 \) \( (j = 1, \ldots, l) \) then all other coefficients are necessarily equal to zero.

Under the assumption that \( q \geq p \) the number of independent (free) variables is equal to \( q - r \). Which variables are free and which are dependent can be defined, for example, by the Gauss elimination (pivoting) process.

Now it is possible to proceed with a formal proof of Theorem \( \text{[5]} \). The proof is based on representation of the "Middle" system of equations in the matrix form and uses a few Auxiliary Lemmas, which provide relations between a pure algebraic analysis of the system of equations and the geometrical essence of theorem.

(1) Consistency. It will be shown that for every inner edge, the "Middle" system of equations is solvable in terms of the middle control points. Moreover, it will be shown that the "Middle" system of equation has a solution in terms of the "side" middle control points \( (L_t, R_t) \) for \( t = 2, \ldots, n-2 \) even if all the "central" middle control points \( \tilde{C}_t \) for \( t = 3, \ldots, n-3 \) are classified in advance as basic (free).

For an inner edge, let the "central" middle control points \( \tilde{C}_t \) for \( t = 3, \ldots, n-3 \) be classified as basic(free). Then solvability of the "Middle" system in terms of control points \( (L_t, R_t) \) \( (t = 2, \ldots, n-2) \) is equivalent to solvability of the system in terms of differences \( \Delta L_t, \Delta R_t \) \( (t = 2, \ldots, n-2) \), because every one of the differences contains exactly one non-classified control point \( L_t \) or \( R_t \).

The proof of the solvability starts with the representation of the full system of linearized \( G^1 \)-continuity equations "Eq(s)" \( (s = 0, \ldots, n+1) \) in the matrix form with respect to the differences \( \Delta L_t, \Delta R_t \) \( (t = 0, \ldots, n) \). Equation "Eq(s)" \( (s = 0, \ldots, n+1) \) can be rewritten as follows

\[
(n + 1 - s)(l_0 \Delta L_s + r_0 \Delta R_s) + s(l_1 \Delta L_{s-1} + r_1 \Delta R_{s-1}) + \text{sum}C_s = 0
\]

where

\[
\text{sum}C_s = \sum_{s=0}^{n} \left( \frac{-(n-s)(n+1-s)}{n} \right) c_0 \Delta C_s + \frac{2s(n+1-s)}{n^2} c_1 \Delta C_{s-1} + \frac{s(s-1)}{n} c_2 \Delta C_{s-2}
\]
For the full system of equations "Eq(s)" \((s = 0, \ldots, n + 1)\), coefficients of \(\Delta L_t\) and \(\Delta R_t\) \((t = 0, \ldots, n)\) form a \((n + 2) \times 2(n + 1)\) matrix \(A\) and expressions \(-\text{sumC}_s\) \((s = 0, \ldots, n + 1)\) do not contain non-classified control points and are considered as the right-side coefficients \(b_s = -\text{sumC}_s\) \((s = 0, \ldots, n + 1)\). One gets the following system, which corresponds to all \(n + 2\) linearized \(G^1\)-continuity equations along the given edge

\[
A \begin{pmatrix} \Delta L_0 \\ \Delta R_0 \\ \vdots \\ \Delta L_n \\ \Delta R_n \end{pmatrix} = \begin{pmatrix} b_0 \\ \vdots \\ b_{n+1} \end{pmatrix} \tag{132}
\]

In the last system, equations for \(s = 0, s = 1, s = n, s = n + 1\) are known to be satisfied and \(\Delta L_t, \Delta R_t\) for \(t = 0, 1, n - 1, n\) do not contain any non-classified control points.

The "Middle" system of equations with respect to the differences \(\Delta L_t, \Delta R_t\) \((t = 2, \ldots, n - 2)\) has the following representation in the matrix form

\[
\hat{A} \begin{pmatrix} \Delta L_2 \\ \Delta R_2 \\ \vdots \\ \Delta L_{n-2} \\ \Delta R_{n-2} \end{pmatrix} = \begin{pmatrix} \hat{b}_2 \\ \vdots \\ \hat{b}_{n-1} \end{pmatrix} \tag{133}
\]

where

- Matrix \(\hat{A}\) is submatrix of matrix \(A\), composed of rows \(s = 2, \ldots, n - 1\) and columns which correspond to \(\Delta L_2, \Delta R_2, \ldots, \Delta L_{n-2}, \Delta R_{n-2}\).

- Right-side coefficients \(\hat{b}_2, \ldots, \hat{b}_{n-1}\) are equal to the right-side coefficients of the full system plus the result of transfer to the right side of expressions which contain the classified control points only

\[
\begin{align*}
\hat{b}_2 &= b_2 - (2l_1 \Delta L_1 + 2r_1 \Delta R_1) \\
\hat{b}_s &= b_s \quad \text{for } s = 3, \ldots, n - 2, \\
\hat{b}_{n-1} &= b_{n-1} - (2l_0 \Delta L_{n-1} + 2r_0 \Delta R_{n-1})
\end{align*} \tag{134}
\]

For example in the case of \(n = 4\), matrix \(A\) has the form

\[
\begin{array}{cccccccc}
\Delta L_0 & \Delta R_0 & \Delta L_1 & \Delta R_1 & \Delta L_2 & \Delta R_2 & \Delta L_3 & \Delta R_3 \\
\hline
s = 0 & 5l_0 & 5r_0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline
s = 1 & l_1 & r_1 & 4l_0 & 4r_0 & 0 & 0 & 0 & 0 \\
\hline
s = 2 & 0 & 0 & 2l_1 & 2r_1 & 3l_0 & 3r_0 & 0 & 0 \\
\hline
s = 3 & 0 & 0 & 0 & 0 & 3l_1 & 3r_1 & 2l_0 & 2r_0 \\
\hline
s = 4 & 0 & 0 & 0 & 0 & 0 & 0 & 4l_1 & 4r_1 \\
\hline
s = 5 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 5l_1 \\
\end{array}
\]
and \( \hat{A} \) is the \( 2 \times 2 \) middle submatrix of \( A \)

\[
\begin{array}{c|cc|}
\Delta L_2 & \Delta R_2 \\
\hline
s = 2 & 3l_0 & 3r_0 \\
\hline
s = 3 & 3l_1 & 3r_1 \\
\end{array}
\]

(136)

In the case of \( n = 5 \), \( A \) is a \( 7 \times 12 \) matrix and \( \hat{A} \) is the \( 3 \times 4 \) middle submatrix

\[
\begin{array}{c|cc|c|c|}
\Delta L_2 & \Delta R_2 & \Delta L_3 & \Delta R_3 \\
\hline
s = 2 & 4l_0 & 4r_0 & 0 & 0 \\
\hline
s = 3 & 3l_1 & 3r_1 & 3l_0 & 3r_0 \\
\hline
s = 4 & 0 & 0 & 4l_1 & 4r_1 \\
\end{array}
\]

(137)

In a general case matrix \( A \) of the full system and submatrix \( \hat{A} \) of the "Middle" system have the following structure (here horizontal and vertical lines separate elements which belong to submatrix \( \hat{A} \))

The left upper corner of the matrix

\[
\begin{array}{cccc|cccc|}
\Delta L_0 & \Delta R_0 & \Delta L_1 & \Delta R_1 & \Delta L_2 & \Delta R_2 & \Delta L_3 & \Delta R_3 \\
\hline
s = 0 & (n+1)l_0 & (n+1)r_0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline
s = 1 & l_1 & r_1 & nl_0 & nr_0 & 0 & 0 & 0 & 0 \\
\hline
s = 2 & 0 & 0 & 2l_1 & 2r_1 & (n-1)l_0 & (n-1)r_0 & 0 & 0 \\
\hline
s = 3 & 0 & 0 & 0 & 0 & 3l_1 & 3r_1 & (n-2)l_0 & (n-2)r_0 \\
\end{array}
\]

The middle part of the matrix

\[
\begin{array}{cccc|cccc|}
\Delta L_{t-1} & \Delta R_{t-1} & \Delta L_t & \Delta R_t \\
\hline
s = t-1 & (n+2-t)l_0 & (n+2-t)r_0 & 0 & 0 \\
\hline
s = t & tl_1 & tr_1 & (n+1-t)l_0 & (n+1-t)r_0 \\
\hline
s = t+1 & 0 & 0 & (t+1)l_1 & (t+1)r_1 \\
\end{array}
\]

The right lower corner of the matrix

\[
\begin{array}{cccc|cccc|}
\Delta L_{n-3} & \Delta R_{n-3} & \Delta L_{n-2} & \Delta R_{n-2} & \Delta L_{n-1} & \Delta R_{n-1} & \Delta L_n & \Delta R_n \\
\hline
s = n-2 & (n-2)l_1 & (n-2)r_1 & 3l_0 & 3r_0 & 0 & 0 & 0 & 0 \\
\hline
s = n-1 & 0 & 0 & (n-1)l_1 & (n-1)r_1 & 2l_0 & 2r_0 & 0 & 0 \\
\hline
s = n & 0 & 0 & 0 & 0 & nl_1 & nr_1 & l_0 & r_0 \\
\hline
s = n+1 & 0 & 0 & 0 & 0 & 0 & 0 & (n+1)l_1 & (n+1)r_1 \\
\end{array}
\]

The goal is to prove that the system defined by matrix \( \hat{A} \) and the right-side vector \( \hat{b} \) is consistent. Let some non-trivial linear combination of the rows of matrix \( \hat{A} \) be equal to zero \( \sum_{s=2}^{n-1} \alpha_s A_s = 0 \) In order to prove the consistency, one should verify that the corresponding linear combination of the right-side coefficients \( \sum_{s=2}^{n-1} \alpha_s b_s \) is also equal to zero. Auxiliary Lemma 2 provides the necessary and sufficient conditions for equality to zero of a non-trivial linear combination of the rows of matrix \( \hat{A} \).

**Auxiliary Lemma 2**: Let matrix \( \hat{A} \) be the matrix of the "Middle" system of equations with respect to the differences \( \Delta L_t, \Delta R_t \) \( (t = 2, \ldots, n-2) \) (see Equation 133). Then a non-trivial linear combination of its rows \( \sum_{s=2}^{n-1} \alpha_s A_s \) is equal to zero if and only if the following two conditions hold

1. The left upper corner of the matrix
2. The middle part of the matrix
3. The right lower corner of the matrix
(1) The "Projections Relation" is satisfied, or in other words, there exists such a constant $\chi$ that

$$\chi = \frac{l_0}{l_1} = \frac{r_0}{r_1}$$  \tag{138}

(2) Coefficients $\alpha_s$ ($s = 2, \ldots, n - 1$) are given by the formula

$$\alpha_s = \frac{2}{n(n+1)} \binom{n+1}{s} (-1)^s \chi^{s-2} \alpha_2$$  \tag{139}

**Proof** See Appendix, after proof of Theorem \cite{5}.

Now it remains to prove that if conditions (1) and (2) of Auxiliary Lemma 2 hold then the linear combination of the right-side coefficients $\sum_{s=2}^{n-1} \alpha_s \hat{b}_s$ is equal to zero. Auxiliary Lemma 3 presents an important relation between the linear combination, geometrical coefficient of proportionality $\chi$ defined by the "Projections Relation" and coefficients of the weight function $c(v)$.

**Auxiliary Lemma 3:** For an inner edge, let "Eq(0)"-type and "Eq(1)"-type equations be satisfied, matrix $\hat{A}$ corresponds to the "Middle" system of equations and let a non-trivial linear combination of the rows of matrix $\hat{A}$ be equal to zero $\sum_{s=2}^{n-1} \alpha_s \hat{A}_s = 0$. Then the corresponding linear combination of the right-side coefficients of the "Middle" system has the following representation in terms of constant $\chi$ defined by "Projections Relation" (see Equation 138) and coefficients of the weight function $c(v)$

$$\sum_{s=2}^{n-1} \alpha_s \hat{b}_s = -\frac{2}{n \chi^2 \alpha_2} \left\{ \sum_{s=0}^{n-1} (-1)^s \binom{n+1}{s} \chi^s \Delta C_s \right\} \left\{ c_0 - 2\chi c_1 + \chi^2 c_2 \right\}$$  \tag{140}

**Proof** See Appendix, after proof of Theorem \cite{5}.

Auxiliary Lemma 4 contains the geometrical essence of the proof. It derives the relation between coefficients of the weight function $c(v)$ and constant $\chi$ in the case when the "Projections Relation" is satisfied.

**Auxiliary Lemma 4:** For two adjacent mesh elements with bilinear in-plane parametrisation, let the "Projections Relation" hold and constant $\chi$ be defined by Equation 138. Then the coefficients of the weight function $c(v)$ satisfy the following equation

$$c_0 - 2\chi c_1 + \chi^2 c_2 = 0$$  \tag{141}

**Proof** See Appendix, after proof of Theorem \cite{5}.

Auxiliary Lemma 4 clearly allows to complete the proof of the consistency of the "Middle" system. Indeed, let a non-trivial linear combination $\sum_{s=2}^{n-1} \alpha_s \hat{A}_s$ be
equal to zero. Then according to Auxiliary Lemma 2 the "Projections Relation" holds and \( \sum_{s=2}^{n-1} \alpha_s \hat{b}_s \) is equal to zero according to Auxiliary Lemmas 3 and 4.

(2) Classification of the control points. In the previous part of the proof it was already shown that the "Middle" system of equations is always solvable in terms of the "side" middle control points \( L_2, \ldots, L_{n-2}, R_2, \ldots, R_{n-2} \) and the "central" middle control points \( \tilde{C}_3, \ldots, \tilde{C}_{n-3} \) can be classified as basic (free) in advance. In addition, Auxiliary Lemma 2 shows that a non-trivial linear combination of rows of matrix \( \hat{A} \) (which corresponds to the "Middle" system) is equal to zero if and only if the "Projections Relation" holds and the coefficients of the linear combination are defined by Equation 139.

It implies that if the "Projections Relation" does not hold, no non-trivial linear combination of the rows of matrix \( \hat{A} \) is equal to zero and the matrix is of the full row rank \( r = n - 2 \). According to statement (3) of Auxiliary Lemma 1, the number of the basic (free) "side" middle control points in this case is equal to \( 2(n-3) - (n-2) = n - 4 \) and dependencies of the other "side" middle control points can be defined by the Gauss elimination process applied to the matrix \( \hat{A} \).

If the "Projections Relation" holds, then rank \( r \) of the matrix \( \hat{A} \) is equal to \( n - 3 \). Indeed, \( r \leq n - 3 \) because there exists a non-trivial zero combination of the rows of \( \hat{A} \) (see Equation 139). It remains to show that \( r \geq n - 3 \). On the contrary, let \( r < n - 3 \). Then according to statement (2a) of Auxiliary Lemma 1, equality to zero of \( l = 1 \) coefficient in the zero linear combination of rows \( \sum_{s=2}^{n-1} \alpha_s \hat{A}_s = 0 \) should not necessarily imply that all other coefficients are equal to zero. However, it contradicts the recursive dependency (see Equation 144) between coefficients of a non-trivial zero linear combination of the rows.

The number of basic (free) "side" middle control points in this case is equal to \( n - 3 \) and from the Gauss elimination process it follows that there is exactly one basic control point in every pair \( (\tilde{L}_j, \tilde{R}_j) \) for \( j = 2, \ldots, n - 2 \). Below the Gauss elimination process is illustrated in the case of \( n = 5 \); in case of a general \( n \) the resulting matrix has precisely the same structure. For \( n = 5 \), application of two steps of the Gauss elimination process to matrix \( \hat{A} \) of the "Middle" system of equations (see Equation 137) gives:

\[
\begin{align*}
\hat{A}_2 & \rightarrow \hat{A}_2 - 4 \chi \hat{A}_1 \\
\hat{A}_3 & = \begin{pmatrix}
4l_0 & 4r_0 & 0 & 0 \\
3l_1 & 3r_1 & 3l_0 & 3r_0 \\
0 & 0 & 4l_1 & 4r_1
\end{pmatrix}
\hat{A}_4 & \rightarrow \hat{A}_4 - 4 \chi \hat{A}_3
\end{align*}
\]

The resulting matrix clearly shows that every second column contains a pivot and so in every pair \( (\tilde{L}_j, \tilde{R}_j) \) \( (j = 2, 3) \) exactly one control point can be classified as a basic control point. In addition, for every pair \( (\tilde{L}_j, \tilde{R}_j) \) \( (j = 2, 3) \), the resulting matrix defines dependency of the dependent control point on the basic
Proof of Auxiliary Lemma 2 Conditions (1) and (2) are clearly sufficient in order to guarantee that the linear combination \( \sum_{s=2}^{n-1} \alpha_s A_s \) is equal to zero.

It remains to show that the conditions are necessary. Indeed, equality \( \sum_{s=2}^{n-1} \alpha_s A_s = 0 \) implies that for columns which correspond to \( \Delta L_t \) and \( \Delta R_t \) \((t = 2, \ldots, n - 2)\), one gets

\[
\alpha_t(n + 1 - t)l_0 + \alpha_{t+1}(t + 1)l_1 = 0 \\
\alpha_t(n + 1 - t)r_0 + \alpha_{t+1}(t + 1)r_1 = 0
\]

(143)

The existence of the constant \( \chi \) (condition (1)) immediately follows from the last pair of equations and the assumption that the linear combination is non-trivial. In addition, Equation (143) defines the recursive dependency between coefficients of the linear combination

\[
\alpha_{t+1} = \frac{n + 1 - t}{t + 1} \chi \alpha_t, \quad t = 2, \ldots, n - 2
\]

(144)

A trivial inductive proof leads to the explicit formula for \( \alpha_s \) (Equation 139), which means that condition (2) is satisfied.

Auxiliary Lemma 2 implies, that the "Projections Relation" holds and constant \( \chi \) is correctly defined. According to the definition of \( \hat{b}_2 \) (see Equation 134), definition of \( \chi \) and the assumption that equations "Eq(0)" and "Eq(1)" are satisfied, one gets

\[
\hat{b}_2 = b_2 - 2(l_1 \Delta L_1 + r_1 \Delta R_1) \quad \text{(definition of } \chi) \\
b_2 - 2\chi^{-1}(l_0 \Delta L_1 + r_0 \Delta R_1) \quad \text{"Eq(1)"} \\
b_2 - 2\chi^{-1}(l_1 - \frac{1}{n+1}(l_1 \Delta L_0 + r_1 \Delta R_0)) \quad \text{(definition of } \chi) \\
b_2 - 2\chi^{-1}(l_1 - \frac{1}{n+1}\chi^{-1}(l_0 \Delta L_0 + r_0 \Delta R_0)) \quad \text{"Eq(0)"} \\
b_2 - \frac{2}{n}\chi^{-1}b_1 + \frac{2}{n(n+1)}\chi^{-2}b_0
\]

(145)

In the same manner, it can be shown that

\[
\hat{b}_{n-1} = b_{n-1} - \frac{2}{n}\chi b_n + \frac{2}{n(n+1)}\chi^2 b_{n+1}
\]

(146)
Let \( \alpha_s \) for \( s = 0, 1, n, n+1 \) be formally defined according to the recursive relation

\[
\begin{align*}
\alpha_0 &= \frac{2}{n(n+1)} \chi^{-2} \alpha_2, \\
\alpha_1 &= -\frac{2}{n} \chi^{-1} \alpha_2, \\
\alpha_n &= -\frac{2}{n} \chi \alpha_n-1, \\
\alpha_{n+1} &= \frac{2}{n(n+1)} \chi^2 \alpha_n-1.
\end{align*}
\]

(147)

Then Equations 145-146 allow to conclude that

\[
\sum_{s=2}^{n-1} \alpha_s b_s = \sum_{s=0}^{n+1} \alpha_s b_s
\]

(148)

Now it remains to substitute the explicit formulas for \( \alpha_s \) (see Auxiliary Lemma 2, Equation 139) and \( b_s = -\text{sum} C_s \) (see Equation 131) into the right side of Equation 148. A straightforward computation of \( \sum_{s=0}^{n+1} \alpha_s b_s \) gives

\[
\sum_{s=0}^{n+1} \alpha_s b_s = -\frac{n+1}{n} \sum_{s=0}^{n+1} \alpha_s \text{sum} C_s =
\]

\[
-\frac{n}{n} \sum_{s=0}^{n+1} \alpha_s \left( (n-s)(n+1-s)\alpha_0 \Delta C_s + 2s(n+1-s)c_1 \Delta C_{s-1} + s(s-1)c_2 \Delta C_{s-2} \right) =
\]

\[
-\frac{n}{n} \sum_{s=0}^{n+1} \Delta C_s \left( \alpha_s c_0 (n-s)(n+1-s) + 2\alpha_{s+1} c_1 (s+1)(n-s) + \alpha_{s+2} c_2 (s+1)(s+2) \right) =
\]

\[
-\frac{2}{n} \alpha_2 \chi^2 \left( \sum_{s=0}^{n+1} (1) \chi^s \Delta C_s \right) \{ c_0 - 2\chi c_1 + \chi^2 c_2 \}
\]

Equation (149) completes the proof of Auxiliary Lemma 3.

Proof of Auxiliary Lemma 4

Let \( \varphi, \varphi', \psi, \psi' \) be angles between the common edge of two patches and left and right adjacent edges (see Figure 21). In the case of the bilinear in-plane parametrisation, coefficients of the weight functions \( f(v) \) and \( r(v) \) have the following representations in terms of the geometrical characteristics of two adjacent mesh elements (see Equation 19)

\[
\begin{align*}
l_0 &= \langle \hat{\rho} - \hat{\gamma}, \tilde{\gamma}' - \tilde{\gamma} \rangle = ||\tilde{\gamma}' - \tilde{\gamma}|| ||\hat{\rho} - \hat{\gamma}|| \sin \psi \\
l_1 &= \langle \tilde{\gamma} - \tilde{\gamma}', \rho' - \gamma' \rangle = ||\rho' - \gamma'|| ||\tilde{\gamma} - \tilde{\gamma}|| \sin \varphi' \\
r_0 &= -\langle \gamma - \gamma', \hat{\lambda} - \hat{\gamma} \rangle = -||\gamma' - \gamma|| ||\hat{\lambda} - \hat{\gamma}|| \sin \varphi \\
r_1 &= -\langle \lambda' - \lambda', \hat{\gamma} - \gamma' \rangle = -||\lambda' - \lambda'|| ||\hat{\gamma} - \gamma'|| \sin \varphi'
\end{align*}
\]

(150)

Then the "Projections Relation" implies that

\[
\chi = \frac{||\hat{\rho} - \hat{\gamma}|| \sin \psi}{||\hat{\rho} - \hat{\gamma}|| \sin \varphi'} = \frac{||\hat{\lambda} - \hat{\gamma}|| \sin \varphi}{||\hat{\lambda}' - \hat{\gamma}'|| \sin \varphi'}
\]

(151)

For coefficients of the weight function \( c(v) \) the following relations hold

\[
\begin{align*}
c_0 &= \langle \hat{\rho} - \hat{\gamma}, \hat{\lambda} - \hat{\gamma} \rangle = ||\hat{\rho} - \hat{\gamma}|| ||\hat{\lambda} - \hat{\gamma}|| \sin (\varphi + \psi) \\
c_2 &= -\langle \hat{\lambda}' - \hat{\gamma}', \hat{\rho}' - \gamma' \rangle = -||\hat{\rho}' - \gamma'|| ||\hat{\lambda}' - \hat{\gamma}'|| \sin (\varphi' + \psi') \\
c_1 &= \frac{1}{2} \left( \langle \hat{\rho} - \hat{\gamma}, \hat{\lambda} - \gamma' \rangle - \langle \hat{\lambda} - \gamma, \hat{\rho}' - \gamma' \rangle \right) =
\]

\[
\frac{1}{2} \left( ||\hat{\rho} - \hat{\gamma}|| ||\hat{\lambda}' - \hat{\gamma}'|| \sin (\varphi' - \psi) - ||\hat{\rho}' - \gamma'|| ||\hat{\lambda} - \hat{\gamma}|| \sin (\varphi - \psi') \right)
\]

(152)
Using the standard trigonometric formulas and Equation \[153\] it is possible to rewrite $2\chi c_1$ in the form which clearly shows that Auxiliary Lemma \[4\] is satisfied

$$
2\chi c_1 = \chi ||\tilde{\rho} - \tilde{\gamma}|| ||\tilde{\lambda} - \tilde{\gamma}|| (\sin\phi' \cos\psi - \sin\psi \cos\phi') - \\
\chi ||\tilde{\rho}' - \tilde{\gamma}'|| ||\tilde{\lambda}' - \tilde{\gamma}'|| (\sin\phi \cos\psi' - \sin\psi' \cos\phi') = \\
||\tilde{\rho} - \tilde{\gamma}|| ||\tilde{\lambda} - \tilde{\gamma}|| (\sin\phi \cos\psi' + \sin\psi' \cos\phi') - \\
\chi^2 ||\tilde{\rho}' - \tilde{\gamma}'|| ||\tilde{\lambda}' - \tilde{\gamma}'|| (\sin\phi' \cos\psi' + \sin\psi' \cos\phi') = \\
c_0 + \chi^2 c_2
$$

\[153\]

\(\square\) Auxiliary Lemma \[4\]

\(\square\) Proof of Lemma \[11\]

(1) It should be shown that the direction of every mesh edge is defined mostly one connected component of the $D$-dependency graph (by mostly one $D$-dependency tree). A mesh edge $e$ is directed if it is an edge of the spanning tree of some connected component $\tilde{C}$ of the $D$-dependency graph or if it corresponds to a dangling half-edge of the root vertex of $\tilde{C}$. In the first case the direction of $e$ is obviously uniquely defined, because $e$ connects two vertices of the same component and can not be influenced by any other component. In the second case $e$ clearly could not be an edge of the spanning tree of some other component $\tilde{C}'$ (otherwise it would connect two vertices of $\tilde{C}'$). The only situation when component $\tilde{C}'$ may affect the orientation of $e$ is the situation when $e$ also corresponds to a dangling half-edge of the root vertex of $\tilde{C}'$. But it is impossible because in this case roots of $\tilde{C}$ and $\tilde{C}'$ should belong to the same connected component of the $D$-dependency graph due to the connection by $e$.

(2) On the contrary, let some vertex $\tilde{V}$ use the $D$-type control point of directed edge $e = (\tilde{V}, \tilde{V}')$ and let $\tilde{V}$ belong to $D$-dependency tree $T$ while $e$ belongs to $D$-dependency tree $T'$. The only situation when directed edge $e$ does not belong to the same $D$-dependency tree as its vertex $\tilde{V}$ is the situation when $\tilde{V}'$ is the root vertex of $T'$ and $e$ corresponds to a dangling half-edge of $\tilde{V}'$. Then according to the definition of the dangling half-edge it means that $\tilde{V}'$ does not use the $D$-type control point of $e$, which leads to a contradiction with the assumption.

(3) The third statement of Lemma \[11\] is an obvious result of Algorithms \[2\] and \[3\] for the construction of the $D$-dependency graph and of the $D$-dependency forest.

\(\square\) Lemma \[11\]

\(\square\) Proof of Theorem \[6\]

Let $\tilde{C}$ be a connected component of the $D$-dependency graph. The only type of primary vertices which may belong to the component is the inner even vertices, excluding regular 4-regular vertices, because no other vertex uses any $D$-type control points according to the assumption of theorem. Let $\tilde{R}$ be the
rightmost (geometrically) primary vertex which belongs to \( \hat{C} \) or the lowest rightmost vertex in case of ambiguity. It will be shown that \( \hat{R} \) has at least one dangling half-edge.

Let \( \hat{r} \) be a vertical line which passes through \( \hat{R} \). Then in the initial mesh there exist edges \((\hat{R}, \hat{V}(1)), \ldots, (\hat{R}, \hat{V}(k))\) (\( k \geq 1 \)) which lie strictly on the right from \( \hat{r} \) or at the lower half of \( \hat{r} \) (see Figure 54(a)). Indeed, \( \hat{R} \) is an inner vertex and so it is surrounded by domain \( \Omega \). If all mesh edges adjacent to \( \hat{R} \) lie on the left of \( \hat{r} \) or on the upper half of \( \hat{r} \), there should exist a quadrilateral mesh element with inner angle \( \geq \pi \), which contradicts the strict convexity of mesh elements (see Figure 54(b)).

Edges \((\hat{R}, \hat{V}(1)), \ldots, (\hat{R}, \hat{V}(k))\) do not belong to the D-dependency graph, otherwise vertices \( \hat{V}(1), \ldots, \hat{V}(k) \) would belong to \( \hat{C} \), which contradicts the fact that \( \hat{R} \) is the lowest rightmost primary vertex of \( \hat{C} \). It means that for every one of edges \((\hat{R}, \hat{V}(j))\) (\( j = 1, \ldots, k \)) at least one of its vertices does not use the D-type control point \( \hat{D}(j) \) corresponding to the edge. The purpose is to show, that \( \hat{R} \) uses the D-type control point of at least one of these edges; in this case \( \hat{R} \) and the secondary vertex of this edge form a dangling half-edge.

On the contrary, let \( \hat{R} \) do not use any \( \hat{D}(j) \) (\( j = 1, \ldots, k \)).

Let \( k = 1 \) and \( \hat{R} \) does not use \( \hat{D}(1) \). Then in the initial mesh \((\hat{R}, \hat{W}(1))\) and \((\hat{R}, \hat{W}(2))\) - two neighboring edges of \((\hat{R}, \hat{V}(1))\) - should be colinear (see Figure 54(c)). In this case one of the vertices \( \hat{W}(1), \hat{W}(2) \) lies strictly on the right from \( \hat{r} \) or on the lower half of \( \hat{r} \), which contradicts the assumption that \( k = 1 \).

Let \( k \geq 3 \). Then angle \( \angle \hat{V}(1) \hat{R} \hat{V}(k) < \pi \) (see Figure 54(d)) and for any \( j = 2, \ldots, k - 1 \) the D-type control point of \((\hat{R}, \hat{V}(j))\) should participate in the "Circular Constraint" of the vertex \( \hat{R} \) with a non-zero coefficient. It means that \( \hat{R} \) uses \( \hat{D}(j) \) for \( j = 2, \ldots, k - 1 \).

The last case is \( k = 2 \). If \( \hat{R} \) does not use D-type control points of both \((\hat{R}, \hat{V}(1))\) and \((\hat{R}, \hat{V}(2))\), then in the initial mesh there should exist two such pairs of colinear edges that the edges form a continuous sequence with respect to the order of edges around \( \hat{R} \). For example in Figure 54(c) \( \hat{V}(1), \hat{R}, \hat{W}(1) \) and \( \hat{V}(2), \hat{R}, \hat{W}(2) \) are triples of the colinear points, and edges \((\hat{R}, \hat{W}(1))\), \((\hat{R}, \hat{V}(1))\), \((\hat{R}, \hat{V}(2))\), \((\hat{R}, \hat{W}(2))\) follow one another in the counter-clockwise order around \( \hat{R} \). If deg(\( \hat{R} \)) = 4, then \( \hat{R} \) should be a regular 4-vertex, which contradicts the fact that \( \hat{R} \) belongs to the D-dependency graph. If deg(\( \hat{R} \)) \( \geq 6 \) then the arrangement of edges adjacent to \( \hat{R} \) contradicts the "Uniform Edge Distribution Condition" which is assumed to be satisfied.

\( \square \) Theorem 8

Proof of Theorem 7

Let \(|B_{V,E}\), \(|B_{D,T}\), \(|B_{middle}\) denote respectively the number of basic control points of \( V,E \)-type, \( D,T \)-type and of the middle control points which participate in \( G^1 \)-continuity conditions. Then

\[
|\hat{G}^n| = |B_{V,E}| + |B_{D,T}| + |B_{middle}|
\qquad (154)
\]
Clearly, for any \( n \)
\[
|B_{V,E\text{-type}}^{(n)}| = 3|\text{Vert}_{\text{non-corner}}| \quad (155)
\]

In addition, the following useful equality always holds
\[
\sum_{V_{\text{non-corner}}} \text{val}(V) = 2\left[|\text{Edge}_{\text{inner}}| + |\text{Vert}_{\text{boundary, non-corner}}| - |\text{Vert}_{\text{boundary}}|\right] \quad (156)
\]

Let \( n \geq 5 \). Then local templates for classification of \( D,T\)-type control points never intersect and the number of basic \( D,T\)-type control points adjacent to a non-corner vertex \( \tilde{V} \) is equal to \( \text{val}(V) + 1 \) for inner regular 4-vertices, to \( 2 = \text{val}(V) - 1 \) for boundary vertices and to \( \text{val}(V) \) for the rest of vertices. Therefore
\[
|B_{D,T\text{-type}}^{(n)}| = \sum_{V_{\text{non-corner}}} \text{val}(V) + |\text{Vert}_{\text{inner, 4-regular}}| - |\text{Vert}_{\text{boundary, non-corner}}| \quad (157)
\]

According to Theorem 5
\[
|B_{\text{middle}}^{(n)}| = (2n - 9)|\text{Edge}_{\text{inner}}| + |\text{Edge}_{\text{inner, Projections Relation}}| \quad (158)
\]

Equations 155, 157, 158 and 156 allow to conclude that the formula for \( |B_G^{(n)}| \), given in Theorem 7, is correct for \( n \geq 5 \).

Let now \( n = 4 \). Then, according to Theorem 5
\[
|B_{\text{middle}}^{(4)}| = |\text{Edge}_{\text{inner, Projections Relation}}| \quad (159)
\]

The number of basic \( D\)-type and \( T\)-type control points can be computed as follows. The total number of \( D\)-type control points which belong to \( B_G^{(4)} \) is equal to \( |\text{Edge}_{\text{inner}}| \). One dependent \( D\)-type control point is assigned to every \( D\)-relevant vertex. Therefore
\[
|B_{D\text{-type}}^{(4)}| = |\text{Edge}_{\text{inner}}| - |\text{Vert}_{\text{inner, even, not 4-regular}}| - |\text{Vert}_{\text{boundary}}| \quad (160)
\]

The number of basic \( T\)-type control points is given by
\[
|B_{T\text{-type}}^{(4)}| = |\text{Vert}_{\text{inner, even, not 4-regular}}| + |\text{Vert}_{\text{inner, even, 4-regular}}| + |\text{Vert}_{\text{boundary, non-corner, not D-relevant}}| + 2|\text{Vert}_{\text{boundary}}| \quad (161)
\]

Therefore the number of \( D\)-type and \( T\)-type basic control point together do not depend on the presence of the boundary \( D\)-relevant vertices and can be computed by the formula
\[
|B_{D,T\text{-type}}^{(4)}| = |\text{Edge}_{\text{inner}}| - |\text{Vert}_{\text{inner, 4-regular}}| - |\text{Vert}_{\text{boundary, non-corner}}| \quad (162)
\]
From Equations 155, 157, 158 it follows that

\[ |\tilde{B}_G(4)| = 3|\text{Vert}_{\text{non-corner}}| + |\text{Vert}_{\text{boundary}}| + |\text{Edge}_{\text{inner}}| + |\text{Vert}_{\text{inner}}| + |\text{Edge}_{\text{inner}}| + |\text{Edge}_{\text{inner}}| \]

(163)

The last expression fits the general formula (Equation 52) for \( n = 4 \).

\[ \Box \] Theorem 7

Proof of Lemma 16

Lemma 16 has a very simple formal proof.

If \( \max \deg(l, r) = 2 \) then the statement of the Lemma is evidently satisfied because \( \deg(c) \leq 4 \).

If \( \max \deg(l, r) = 1 \) then \( \tilde{\lambda}_2^{(\text{power})} = \langle \tilde{\rho}_2^{(\text{power})}, \tilde{\gamma}' - \tilde{\gamma} \rangle = 0 \) and \( \tilde{\rho}_2^{(\text{power})} = -\langle \tilde{\lambda}_2^{(\text{power})}, \tilde{\lambda}_1^{(\text{power})} - \tilde{\gamma} \rangle = 0 \). It means that vectors \( \tilde{\lambda}_2^{(\text{power})}, \tilde{\rho}_2^{(\text{power})}, \tilde{\gamma}' - \tilde{\gamma} \) are parallel and so \( c_4^{(\text{power})} = \langle \tilde{\lambda}_2^{(\text{power})}, \tilde{\rho}_2^{(\text{power})} \rangle = 0 \).

If \( \max \deg(l, r) = 0 \) then in the same manner as in the previous case, one sees that vectors \( \tilde{\lambda}_1^{(\text{power})}, \tilde{\rho}_1^{(\text{power})}, \tilde{\lambda}_2^{(\text{power})}, \tilde{\rho}_2^{(\text{power})}, \tilde{\gamma}' - \tilde{\gamma} \) are parallel and so \( c_4^{(\text{power})} = c_3^{(\text{power})} = 0 \).

\[ \Box \] Lemma 16

Proof of Lemma 19

The system of \( n + 4 \) linear equations given in Lemma 18 has the following representation in terms of \( \text{sumLR}_s \) and \( \text{sumC}_s \) (see Definition 20)

\[ \text{sumLR}_s + \text{sumLR}_{s-1} + \text{sumC}_s = 0 \]

(164)

where \( s = 0, \ldots, n + 3 \).

Expressing recursively \( \text{sumLR}_{s-1} \) from the previous equations for \( s = 0, \ldots, n + 2 \) and leaving equation for \( s = n + 3 \) unchanged, one gets an equivalent system

\[
\begin{align*}
(s = 0) & \quad \text{sumLR}_0 = -\text{sumC}_0 \\
(s = 1) & \quad \text{sumLR}_1 = -\text{sumLR}_0 - \text{sumC}_1 = \text{sumC}_0 - \text{sumC}_1 \\
\vdots & \\
(s = n + 2) & \quad \text{sumLR}_{n+2} = (-1)^{n+3} \sum_{k=0}^{n+2} (-1)\text{sumC}_k \\
(s = n + 3) & \quad \text{sumLR}_{n+3} = -\text{sumC}_{n+3}
\end{align*}
\]

(165)

For \( s = 0, \ldots, n + 2 \), the equation has precisely the form of the indexed equation \( Eq(s) \) and it remains to note that the last couple of equations is equivalent to the couple \( "Eq(n+2)" \) and \( "\text{sumC-equation}" \).

\[ \Box \] Lemma 19

Proof of Lemma 21
According to Lemma 17, statements of Lemma 21 clearly hold for an inner vertex which has no adjacent edges with one boundary vertex. Moreover, "Eq(0)"-type and "Eq(1)"-type equations remain unchanged for any edge with two inner vertices.

It remains to consider equations "Eq(0)" and "Eq(1)" of an edge with one boundary vertex, applied at the inner vertex of the edge.

In order to distinguish between the case of $\tilde{\Pi}^{(\text{bilinear})}$ and the case of $\tilde{\Pi}^{(\text{bicubic})}$ global in-plane parametrisations, superscripts (bilinear) and (bicubic) are added to coefficients of the weight functions and to the indexed equations. It is easy to verify (see Equations 29, 98, 99) that

\begin{align*}
    l_0^{(\text{bicubic})} &= l_0^{(\text{bilinear})}, \\
    l_1^{(\text{bicubic})} &= \frac{1}{2} (l_0^{(\text{bilinear})} + l_1^{(\text{bilinear})}), \\
    r_0^{(\text{bicubic})} &= r_0^{(\text{bilinear})}, \\
    r_1^{(\text{bicubic})} &= \frac{1}{2} (r_0^{(\text{bilinear})} + r_1^{(\text{bilinear})}), \\
    c_0^{(\text{bicubic})} &= c_0^{(\text{bilinear})}, \\
    c_1^{(\text{bicubic})} &= \frac{1}{2} (c_0^{(\text{bilinear})} + c_1^{(\text{bilinear})}).
\end{align*} \tag{166}

(1) "Eq(0)" involves only zero-indexed coefficients of the weight functions, which are equal for global in-plane parametrisations $\tilde{\Pi}^{(\text{bilinear})}$ and $\tilde{\Pi}^{(\text{bicubic})}$.

(2) From Equation 166 and formulas for "Eq(0)" and "Eq(1)" in the case of bilinear and in the case of bicubic in-plane parametrisations (see Equations 31, 35 and 63) it follows that

\begin{align*}
    "Eq(0)"^{(\text{bicubic})} &= "Eq(0)"^{(\text{bilinear})} \\
    "Eq(1)"^{(\text{bicubic})} &= "Eq(0)"^{(\text{bilinear})} + "Eq(1)"^{(\text{bilinear})}. \tag{167}
\end{align*}

Therefore systems of equations "Eq(0)", "Eq(1)" are equivalent for $\tilde{\Pi}^{(\text{bilinear})}$ and $\tilde{\Pi}^{(\text{bicubic})}$ in-plane parametrisations.

\[\square\text{Lemma 21}\]

Proof of Theorem 8 and Theorem 9

General approach to the proof. By definition, the "Middle" system of equations consists of the "sumC-equation" and the "Restricted Middle" system of indexed equations. "sumC-equation" involves the "central" middle control points alone, while every one of the indexed equations "Eq(s)" involves both the "central" and the "side" middle control points.

One of the basic concepts of the proof is the assumption that the "central" middle control points are classified prior to and independently of classification of the "side" middle control points. The classification of the "central" middle control points is assumed to be made is such a manner that "sumC-equation" (and some additional requirements explained below) are satisfied. The assumption allows to consider the "side" middle control points as the only variables of the "Restricted Middle" system, while the "central" middle control points participate in the system as components of the right-side coefficients. A consistency analysis of the "Restricted Middle" system establishes some requirements.
which should be satisfied by the right-side coefficients of the system. The analysis leads to the necessary and sufficient conditions formulated in Theorem 8 which define additional requirements to the classification of the "central" middle control points.

Note, that according to this approach, responsibilities of the "central" and the "side" middle control points are shared in the following manner. The "central" middle control points are responsible for the satisfaction of "sumC-equation" as well as for the consistency of the "Restricted Middle" system of equations, while the classification of the "side" middle control points reflects the rank analysis of the "Restricted Middle" system.

Structure of the "Restricted Middle" system of equations. As it was mentioned above, the proof starts with the consistency and rank analysis of the "Restricted Middle" system of equations.

Similarly to the case of global bilinear in-plane parametrisation \( \Pi^{(bilinear)} \), let \( A \) be matrix of the full system of linearized \( G^1 \)-continuity equations excluding "sumC-equation" in terms of differences \( \Delta L_t, \Delta R_t \) \( t = 0, \ldots, n \) and let \( b_s (s = 0, \ldots, n + 2) \) be the right-side coefficients of the system. In other words, matrix \( A \) and vector \( b \) correspond to the system of \( n + 3 \) indexed equations "Eq(s)"
\[
\begin{pmatrix}
\Delta L_0 \\
\Delta R_0 \\
\vdots \\
\Delta L_n \\
\Delta R_n
\end{pmatrix}
= 
\begin{pmatrix}
b_0 \\
\vdots \\
b_{n+2}
\end{pmatrix}
\]

According to Lemma 19, \( A \) contains coefficients of \( \Delta L_t, \Delta R_t \) \( t = 0, \ldots, n \) in expressions for \( \text{sumLR}_s \) (see Definition 20) and
\[
b_s = (-1)^{s+1} \sum_{k=0}^{s} (-1)^k \text{sumC}_k
\]
for \( s = 0, \ldots, n + 2 \).

Assumptions of Theorems 8 and 9 mean that Equations "Eq(s)" for \( s = 0, s = 1, s = n' + 1 \) for \( n \geq 4 \) and equation "Eq(n'+2)" for \( s \geq 5 \) are satisfied.

All control points that contribute to differences \( \Delta L_t, \Delta R_t \) for \( t = 0, 1, n' - 1 \) for \( n \geq 4 \) and for \( t = n' \) for \( n \geq 5 \) are classified.

Let \( \hat{A} \) denote matrix of the "Restricted Middle" system of equations in terms of differences \( \Delta L_t, \Delta R_t \) \( t = 2, \ldots, n' - 2 \), \( \hat{A}_s (s = 2, \ldots, n') \) denotes a row of the matrix \( \hat{A} \) and let \( \hat{b}_s (s = 2, \ldots, n') \) be the right-side coefficients of the system. Matrix \( \hat{A} \) is a \( (n' - 1) \times 2(n' - 3) \) submatrix of matrix \( A \) composed of rows \( A_s \).
for \( s = 2, \ldots, n' \) and columns corresponding to \( \Delta L_2, \Delta R_2, \ldots, \Delta L_{n'-2}, \Delta R_{n'-2} \). Matrix \( \hat{A} \) has the following form

\[
\begin{array}{cccccccc}
s=2 & \Delta L_2 & \Delta R_2 & \Delta L_3 & \Delta R_3 & \ldots & \Delta L_{n'-3} & \Delta R_{n'-3} & \Delta L_{n'-2} & \Delta R_{n'-2} \\
s=3 & 2(\frac{n}{2})l_1 & 2(\frac{n}{2})r_1 & 0 & 0 & \ldots & 0 & 0 & 0 & 0 \\
s=4 & 0 & 0 & \Delta L_2 & \Delta R_2 & 2(\frac{n}{2})l_1 & 2(\frac{n}{2})r_1 & \ldots & 0 & 0 & 0 \\
s=5 & \ldots & \Delta L_2 & \Delta R_2 & 0 & 0 & \ldots & 0 & 0 & 0 & 0 \\
\end{array}
\]

(170)

Right-side coefficients \( \hat{b}_s \) (\( s = 2, \ldots, n' \)) are given by the next formula

\[
\begin{align*}
\hat{b}_2 &= b_2 - \left[ \binom{n}{0} l_2 \Delta L_0 + \binom{n}{1} r_2 \Delta R_0 + 2 \binom{n}{1} l_1 \Delta L_1 + 2 \binom{n}{1} r_1 \Delta R_1 \right] \\
\hat{b}_3 &= b_3 - \left[ \binom{n}{2} l_2 \Delta L_1 + \binom{n}{3} r_2 \Delta R_1 \right] \\
\hat{b}_s &= b_s \quad \text{for} \ s = 4, \ldots, n' - 2 \\
\hat{b}_{n'-1} &= b_{n'-1} - \left[ \binom{n}{n'-1} l_0 \Delta L_{n'-1} + \binom{n}{n'-1} r_0 \Delta R_{n'-1} \right] \\
\hat{b}_{n'} &= b_{n'} - 2 \left[ \binom{n}{n'-1} l_1 \Delta L_{n'-1} + 2 \binom{n}{n'-1} r_1 \Delta R_{n'-1} + \binom{n}{n'-1} l_0 \Delta L_{n'} + \binom{n}{n'-1} r_0 \Delta R_{n'} \right] \\
\end{align*}
\]

(171)

For example, for \( n = 4 \) and \( n = 5 \), matrix \( \hat{A} \) has the explicit form given below, where the last row and two last columns are relevant only in the case of \( n = 5 \) (the row and column are separated by single lines).

| \( s \) | \( \Delta L_0 \) | \( \Delta R_0 \) | \( \Delta L_1 \) | \( \Delta R_1 \) | \( \Delta L_2 \) | \( \Delta R_2 \) | \( \Delta L_3 \) | \( \Delta R_3 \) | \( \Delta L_4 \) | \( \Delta R_4 \) | \( \Delta L_5 \) | \( \Delta R_5 \) |
|---|---|---|---|---|---|---|---|---|---|---|---|---|
| 0 | \( \binom{n}{0} l_0 \) | \( \binom{n}{0} r_0 \) | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 1 | 2\( \binom{n}{1} l_1 \) | 2\( \binom{n}{1} r_1 \) | \( \binom{n}{1} l_0 \) | \( \binom{n}{1} r_0 \) | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 2 | \( \binom{n}{2} l_2 \) | \( \binom{n}{2} r_2 \) | 2\( \binom{n}{2} l_1 \) | 2\( \binom{n}{2} r_1 \) | \( \binom{n}{2} l_0 \) | \( \binom{n}{2} r_0 \) | 0 | 0 | 0 | 0 | 0 | 0 |
| 3 | 0 | 0 | \( \binom{n}{1} l_2 \) | \( \binom{n}{1} r_2 \) | \( 2 \binom{n}{2} l_1 \) | \( 2 \binom{n}{2} r_1 \) | \( \binom{n}{2} l_0 \) | \( \binom{n}{1} l_0 \) | \( \binom{n}{2} r_0 \) | 0 | 0 | 0 |
| 4 | 0 | 0 | 0 | 0 | \( \binom{n}{1} l_2 \) | \( \binom{n}{1} r_2 \) | \( \binom{n}{2} l_1 \) | \( \binom{n}{2} r_1 \) | \( \binom{n}{2} l_0 \) | \( \binom{n}{1} r_0 \) | 0 | 0 |
| 5 | 0 | 0 | 0 | 0 | 0 | 0 | \( \binom{n}{1} l_2 \) | \( \binom{n}{1} r_2 \) | \( \binom{n}{2} l_1 \) | \( \binom{n}{2} r_1 \) | \( \binom{n}{2} l_0 \) | \( \binom{n}{1} r_0 \) |
| 6 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | \( \binom{n}{1} l_2 \) | \( \binom{n}{1} r_2 \) | 0 | 0 |
| 7 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | \( \binom{n}{1} l_2 \) | \( \binom{n}{1} r_2 \) |

For both \( n = 4 \) and \( n = 5 \) matrix \( \hat{A} \) is a middle \( 4 \times 4 \) submatrix of \( A \), composed of rows \( s = 2, 3, 4, 5 \) and columns corresponding to \( \Delta L_2, \Delta R_2, \Delta L_3, \Delta R_3 \) (\( \hat{A} \) is separated by double lines).

The possible types of dependencies between coefficients of conventional weight functions \( l(v) \) and \( r(v) \). As shown in the previous paragraph, matrix \( \hat{A} \) contains coefficients of conventional weight functions \( l(v) \) and \( r(v) \). Different types of dependencies between coefficients of the weight functions lead to the different consistency and rank analysis of the “Restricted Middle” system of equations. Definition [25] presents a refinement of the possible types of dependencies listed in Theorem [9]. Subdivision into these subcases and auxiliary
notations given in the Definition are justified by the series of the following Auxiliary Lemmas.

Definition 25: Let conventional weight functions \( l(v) \) and \( r(v) \) be defined by global in-plane parametrisation \( \Pi^{(bicubic)} \). Then for an edge with one boundary vertex, the following types of dependencies between coefficients of the weight functions \( l(v) \) and \( r(v) \) will be considered (here \( g^{(ij)} \), \( i, j \in \{0, 1, 2\} \) are given by Definition 22)

- "CASE 0" complement of "CASE 1" and "CASE 2"
- "CASE 1"
  \[ g^{(01)} g^{(12)} g^{(02)} \neq 0, \quad \left\{ g^{(02)} \right\}^2 = 4g^{(01)} g^{(12)} \]
  In this case it is possible to define such a scalar value \( \chi \) that
  \[ \chi = \frac{2g^{(01)}}{g^{(02)}} = -\frac{g^{(02)}}{2g^{(12)}} \] (172)
  The following two subcases are defined
  - "CASE 1.a" \( \chi \neq -1 \)
  - "CASE 1.b" \( \chi = -1 \)
- "CASE 2"
  \[ g^{(01)} = g^{(12)} = g^{(02)} = 0 \]
  In this case it is possible to define such scalars \( \chi^{(ij)} \) (\( i, j \in \{0, 1, 2\} \)) that
  \[ \chi^{(ij)} = \frac{l_i}{l_j} = \frac{r_i}{r_j} \] (173)
  The special notations are used for \( \chi^{(02)} \) and \( \chi^{(12)} \)
  \[ \xi = \chi^{(02)}, \quad \eta = \chi^{(12)} \] (174)
  and matrix \( G \) is defined as follows
  \[ G = \begin{pmatrix} -\xi & 2\eta \xi \\ -2\eta & 4\eta^2 - \xi \end{pmatrix} \] (175)
  - "CASE 2.1" \( \eta^2 \neq \xi \)
    In this case \( G \) has two different eigenvalues \( \omega_1 \) and \( \omega_2 \)
    - "CASE 2.1.a" \( \sqrt{\omega_1} = \eta + \sqrt{\eta^2 - \xi} \neq 1 \) and
      \[ \sqrt{\omega_2} = \eta - \sqrt{\eta^2 - \xi} \neq 1 \] (176)
    - "CASE 2.1.b" \( \sqrt{\omega_1} = 1 \) or \( \sqrt{\omega_2} = 1 \)
  - "CASE 2.2" \( \eta^2 = \xi \)
    In this case \( G \) has a single eigenvalue \( \omega \)
    - "CASE 2.2.a" \( \sqrt{\omega} = \eta \neq 1 \)
    - "CASE 2.2.b" \( \sqrt{\omega} = 1 \)
Explanation regarding the subdivision into the basic cases "CASE 0", "CASE 1" and "CASE 2". Both proof of the consistency and the rank analysis of "Restricted Middle" system deal with zero non-trivial linear combinations of rows. Auxiliary Lemma 5 provides necessary and sufficient conditions for the existence of such a linear combination and describes the structure of the set of its coefficients. Subdivision into three basic cases "CASE 0", "CASE 1", "CASE 2" directly follows from the classification given in the Auxiliary Lemma.

Auxiliary Lemma 5: A non-trivial combination of the rows of matrix $\hat{A}$ is equal to zero

$$\sum_{s=2}^{n'} \alpha_s \hat{A}_s = 0$$  \hspace{1cm} (177)

if and only if either one of the following conditions holds

(1) Conditions of "CASE 1" are satisfied and

Coefficients of the linear combination obey the recursive relation

$$\alpha_{s+1} = \chi \alpha_s, \hspace{0.5cm} s = 2, \ldots, n' - 1$$  \hspace{1cm} (178)

(2) Conditions of "CASE 2" are satisfied and

Coefficients of the linear combination obey the recursive relation

$$\alpha_{s+2} = -\xi \alpha_s - 2\eta \alpha_{s+1}, \hspace{0.5cm} s = 2, \ldots, n' - 2$$  \hspace{1cm} (179)

Proof See Appendix, after proof of Theorem 8 and Theorem 9.

Conclusion 3: Auxiliary Lemma 5 implies that the rank and consistency of the "Restricted Middle" system of equations depend in the following way on the subdivision in the basic cases

"CASE 0"

Matrix $\hat{A}$ has the full row rank, $\text{rank}(\hat{A}) = n' - 1$.

The "Restricted Middle" system is consistent.

"CASE 1"

Matrix $\hat{A}$ has row rank deficiency 1, $\text{rank}(\hat{A}) = n' - 2$.

The "Restricted Middle" system is consistent if and only if for any set of coefficients \(\{\alpha_s\}_{s=2}^{n'}\) which satisfy Equation (178), the corresponding linear combination of the right sides is equal to zero $\sum_{s=2}^{n'} \alpha_s \hat{b}_s = 0$.

"CASE 2"

Matrix $\hat{A}$ has row rank deficiency 2, $\text{rank}(\hat{A}) = n' - 3$.

The "Restricted Middle" system is consistent if and only if for any set of coefficients \(\{\alpha_s\}_{s=2}^{n'}\) which satisfy Equation (179), the corresponding linear combination of the right sides is equal to zero $\sum_{s=2}^{n'} \alpha_s \hat{b}_s = 0$. 

Proof See Appendix, after proof of Theorem 8 and Theorem 9.
Conclusion 3 allows to study the necessary and sufficient conditions for the consistency of the "Restricted Middle" system in terms of right-side coefficients, or in other words, in terms of the "central" middle control points.

Before proceeding with the consistency analysis, let us give some additional explanations concerning subdivision of "CASE 2", which has the most complicated structure.

**Explanation regarding the subdivision of "CASE 2" into "CASE 2.1" and "CASE 2.2".** Auxiliary Lemma 6 justifies the definition of matrix $G$ introduced in Equation 175.

**Auxiliary Lemma 6**: Let conditions of "CASE 2" be satisfied and let matrix $G$ be defined by Equation 175. Let further \( \{\alpha_s\}_{s=2}^{n'} \) be coefficients of a non-trivial zero combination of rows \( \sum_{s=2}^{n'} \alpha_s A_s = 0 \). Then dependency of the coefficients has the following matrix form

\[
(\alpha_{s+2}, \alpha_{s+3}) = (\alpha_s, \alpha_{s+1}) G
\]

for \( s = 2, \ldots, n' - 3 \).

**Proof** Auxiliary Lemma 6 immediately follows from Equation 179 given in Auxiliary Lemma 5.

Auxiliary Lemma 7 describes the Jordan form of matrix $G$. The Jordan form appears to play an important role in the consistency analysis and explains the subdivision of "CASE 2" into subcases "CASE 2.1" and "CASE 2.2".

**Auxiliary Lemma 7**: Let the conditions of "CASE 2" be satisfied. Then the matrix $G$ (see Equation 175) has the following eigenvalues, eigenvectors and Jordan form

"CASE 2.1"

Matrix $G$ has two different eigenvalues

\[
\omega_{1,2} = -\xi + 2\eta(\eta \pm \sqrt{\eta^2 - \xi})
\]

which correspond to the eigenvectors

\[
v_{1,2} = \left( \begin{array}{c} \xi \\
\eta \pm \sqrt{\eta^2 - \xi} \end{array} \right) = \left( \begin{array}{c} \xi \\
\sqrt{\omega_{1,2}} \end{array} \right)
\]

and $G$ can be represented in the form

\[
G = (v_1, v_2) \begin{pmatrix} \omega_1 & 0 \\ 0 & \omega_2 \end{pmatrix} (v_1, v_2)^{-1}
\]
"CASE 2.2"

Matrix $G$ has a single eigenvalue

$$\omega = \eta^2$$ \hspace{1cm} (184)

which corresponds to the eigenvector

$$v = \begin{pmatrix} \eta^2 \\ \eta \end{pmatrix} = \begin{pmatrix} \omega \\ \sqrt{\omega} \end{pmatrix}$$ \hspace{1cm} (185)

and $G$ can be represented in the form

$$G = (v \ u) \begin{pmatrix} \omega & 1 \\ 0 & \omega \end{pmatrix} (v \ u)^{-1}$$ \hspace{1cm} (186)

where

$$u = \frac{1}{4} \begin{pmatrix} -1 \\ \frac{1}{\eta} \end{pmatrix}$$ \hspace{1cm} (187)

Auxiliary Lemma 7 has a completely straightforward proof, which is not presented in the current work.

The next two paragraphs, which are directly connected to the consistency analysis of the "Restricted Middle" system, provide the additional explanations for subdivision into subcases "CASE 0", "CASE 1", "CASE 2.1" and "CASE 2.2". According to Conclusion 3 the "Restricted Middle" system of equations is known to be consistent in "CASE 0", therefore it is sufficient to analyse the consistency in "CASE 1" and "CASE 2".

Some special relations the for coefficients of conventional weight function $c(v)$. It appears, that the coefficients of the conventional weight function $c(v)$ satisfy some special relations, which involve constant $\chi$ in "CASE 1" and eigenvalues of the matrix $G$ in "CASE 2". These relations are very useful for the consistency analysis of the "Restricted Middle" system.

Auxiliary Lemma 8: Let conventional weight function $c(v)$ be defined by global in-plane parametrisation $\Pi^{bicubic}$. Then for an edge with one boundary vertex, coefficients of the weight function satisfy the following relations

"CASE 1"

$$\sum_{k=0}^{4} \chi^k \binom{4}{k} c_k = 0$$ \hspace{1cm} (188)

"CASE 2.1"

$$\sum_{k=0}^{4} (-\sqrt{\omega_{1,2}})^k \binom{4}{k} c_k = 0$$ \hspace{1cm} (189)
"CASE 2.2"

\[ \sum_{k=0}^{4} (-\sqrt{\omega})^k \binom{4}{k} c_k = 0 \]  
\[ \sum_{k=0}^{4} (-\sqrt{\omega})^k \binom{4}{k} c_k = 0 \]

**Proof** See Appendix, after proof of Theorem 8 and Theorem 9.

**Necessary and sufficient conditions for the consistency of the "Restricted Middle" system of equations in terms of \( b_s \).** The purpose of the paragraph is to formulate the necessary and sufficient conditions for the consistency of the "Restricted Middle" system of equations in terms of the right-side coefficients of the full system of the indexed equations (see Equations 168 and 169). The next three paragraphs describe the relations between these conditions and the actual degrees of the weight functions and finally explain the rules of classification of the control point \( \hat{C}_{n'-2} \).

Auxiliary Lemma 9 allows to rewrite a zero linear combination of the right-side coefficients of the "Restricted Middle" system in terms of the right-side coefficients of the full system of the indexed equations.

**Auxiliary Lemma 9:** Let global in-plane parametrisation \( \tilde{\Pi}^{(bicubic)} \) be considered and for an edge with one boundary vertex, let all non-middle control points be classified and equations "sum-C-equation", "Eq(s)" for \( s = 0, 1, n' + 1 \) and "Eq(n'+2)" in case of \( n \geq 5 \) be satisfied.

Let \( \{\alpha_s\}_{s=2}^{n'} \) be coefficients of a non-trivial zero linear combination of rows of the "Restricted Middle" system of equations \( \sum_{s=2}^{n'} \alpha_s \hat{A}_s = 0 \). Then the corresponding linear combination of the right-side coefficients of the "Restricted Middle" system of equations has the following representation in terms of the right-side coefficients of the full system of the indexed equations

"CASE 1"

\[ \sum_{s=2}^{n'} \alpha_s \hat{b}_s = \alpha_0 \sum_{s=0}^{n+2} \chi^s b_s \]  
where by the definition

\[ \alpha_0 = \chi^{-2} \alpha_2 \]

"CASE 2"

\[ \sum_{s=2}^{n'} \alpha_s \hat{b}_s = (\alpha_0 \alpha_1) \sum_{s=0}^{[n'/2]} G^s \begin{pmatrix} b_{2s} \\ b_{2s+1} \end{pmatrix} \]
where by the definition

\[(\alpha_0 \alpha_1) = (\alpha_2 \alpha_3)G^{-1}\]  

(195)

and \(b_{n'+2} = b_7 = 0\) in case of \(n = 4\).

**Proof** See Appendix, after proof of Theorem 8 and Theorem 9.

Auxiliary Lemma 10 provides an elegant necessary and sufficient conditions for the consistency of the "Restricted Middle" system of equations in terms of the right-side coefficients of the full system of the indexed equations.

**Auxiliary Lemma 10:** Let global in-plane parametrisation \(\Pi^{(bicubic)}\) be considered and for an edge with one boundary vertex, let all non-middle control points be classified and equations "sumC-equation", "Eq(s)" for \(s = 0, 1, n' + 1\) and "Eq(n'+2)" in case of \(n \geq 5\) be satisfied.

Then the "Restricted Middle" system of equations is consistent if and only if the following conditions hold

"CASE 1"

\[\sum_{s=0}^{n+2} \chi^s b_s = 0\]  

(196)

"CASE 2.1"

\[\sum_{s=0}^{n+2} (-\sqrt{\omega_{1,2}})^s b_s = 0\]  

(197)

"CASE 2.2"

\[\sum_{s=0}^{n+2} (-\sqrt{\omega})^s b_s = 0\]  

(198)

\[\sum_{s=0}^{n+2} (-\sqrt{\omega})^{s-1} s b_s = 0\]  

(199)

**Proof** See Appendix, after proof of Theorem 8 and Theorem 9.

**Relations between linear combinations of \(b_s\) and coefficients of the conventional weight function \(c(v)\).** In the current paragraph, the linear combinations of the right-sides coefficients, described in Auxiliary Lemma 10 are expanded using the explicit formula for \(b_s\) (see Equations 169 and 131). Straightforward Auxiliary Lemma 11 describes relation between the linear combinations and coefficients of the weight function \(c(v)\) with respect to the power basis. The Auxiliary Lemma finally justifies the fine subdivision into subcases indexed by letters (a) and (b) (see Definition 25) and makes the first step towards explanation of the classification rule for the control point \(\tilde{C}_{n'-2}\) (see Lemma 23).
Auxiliary Lemma 11: For a scalar value $\phi$ the following relations hold

$$\sum_{s=0}^{n+2} \phi^s b_s = \begin{cases} \text{"sumC-equation" } \left[ \frac{(-\phi)^{n+3}}{1+\phi} \right] + \\ \frac{1}{1+\phi} \sum_{i=0}^{n-1} \phi^i \binom{n-1}{i} \Delta C_i \left( \sum_{j=0}^{4} \phi^j \binom{4}{j} c_j \right) \text{ if } \phi \neq -1 \end{cases}$$

$$\sum_{s=0}^{n+2} s \phi^s b_s = \begin{cases} \text{"sumC-equation" } \left[ \frac{(-\phi)^{n+3}}{1+\phi} \right] + \\ \frac{1}{1+\phi} \left[ \sum_{i=0}^{n-1} \phi^i \binom{n-1}{i} \Delta C_i \left( \sum_{j=0}^{4} \phi^j \binom{4}{j} c_j \right) \right] + \\ \text{"sumC-equation" } \left[ \frac{1}{2} (n+2) (n+3) \right] - \\ \left[ \sum_{i=0}^{n-1} (-1)^i (i-1) \binom{n-1}{i} \Delta C_i \left( \frac{4 c_4^{(power)}}{2} \right) \right] - \\ \text{"sumC-equation" } \left[ 4 c_4^{(power)} + c_3^{(power)} \right] - \\ \text{"C-equation" } \left[ 6 c_4^{(power)} + 3 c_3^{(power)} + c_2^{(power)} \right] \text{ if } \phi = -1 \end{cases}$$

Of course, this technically complicated Auxiliary Lemma becomes much more simple and meaningful if it is applied to $\phi = \chi, \omega_1, \omega$ and if one uses the special relations between the coefficients of the weight function $c(v)$ given in Auxiliary Lemma [8] and assumes that "sumC-equation" is satisfied. Further simplification of Auxiliary Lemma [11] is based on some properties of the actual degrees of the weight functions, described in the next paragraph.

**Actual degrees of the weight functions.** It appears that the division into the refined cases given in Definition [25] is closely connected to the actual degrees of conventional weight functions.

Auxiliary Lemma 12: Let the conventional weight functions $l(v), r(v)$ be defined by the global in-plane parametrisation $\Pi^{(bicubic)}$. Then for an edge with one boundary vertex, the maximal actual degree of the weight functions obeys the following equality:

$$\max_{\text{deg}}(l, r) = \begin{cases} 2 \text{ in "CASE 0"}, \\ \text{"CASE 1.a"}, \\ \text{"CASE 2.1.a"}, \\ \text{"CASE 2.2.a"}, \\ 1 \text{ in "CASE 1.b"}, \\ \text{"CASE 2.1.b"}, \\ 0 \text{ in "CASE 2.2.b"} \end{cases}$$
**Proof** See Appendix, after proof of Theorem 8 and Theorem 9.

Auxiliary Lemma 12 together with Lemma 16 lead to the next Conclusion.

**Conclusion 4:** Let the conventional weight function $c(v)$ be defined by the global in-plane parametrisation $\Pi^{(bicubic)}$. Then for an edge with one boundary vertex, the actual degree of the weight function $c(v)$ satisfies the following inequalities

$$
\text{deg}(c) \leq \begin{cases} 
3 & \text{in "CASE 1.b"}, \\
2 & \text{in "CASE 2.1.b"}, \\
1 & \text{in "CASE 2.2.b"}
\end{cases}
$$

**Necessary and sufficient conditions for the consistency of the "Middle" system of equations in terms of "C-equation" and coefficients of conventional weight function $c(v)$ with respect to the power basis.** Auxiliary Lemmas 10, 11, 8, 12 and Conclusion 4 lead to a simple form of necessary and sufficient conditions for the consistency of the "Middle" system.

Auxiliary Lemma 13: Consider the in-plane parametrisation $\Pi^{(bicubic)}$ and for an edge with one boundary vertex, let all non-middle control points be classified and equations "Eq(s)" for $s = 0, 1, n' + 1$ and "Eq(n'+2)" in case of $n \geq 5$ be satisfied. Then the "Middle" system of equations is consistent if and only if:

- "$C-equation$" $c_4^{(power)} = 0$ (204) in the case when $\max_{l,r}\deg(l,r) = 2$
- "$C-equation$" $c_3^{(power)} = 0$ (205) in the case when $\max_{l,r}\deg(l,r) = 1$
- "$C-equation$" $c_2^{(power)} = 0$ (206) in the case when $\max_{l,r}\deg(l,r) = 0$

**Proof** See Appendix, after proof of Theorem 8 and Theorem 9.

Results of Auxiliary Lemma 13 finally allow to complete the proof of Theorem 8 and Theorem 9.

**Proof of Theorem 8** The paragraph presents proof of both statements of Theorem 8.

(1) According to Lemma 20, it is sufficient to show that "$sumC-equation$" is satisfied in the case when $\deg(c) = 4$. From the fact that $\deg(l), \deg(r) \leq 2$ and Lemma 16 it follows that in this case $\max_{l,r}\deg(l,r) = 2$ and $\deg(c) - \max_{l,r}\deg(l,r) = 2$. The assumption of Theorem 8 implies that "$C-equation$" is satisfied. According to Lemma 20 it means that "$sumC-equation$" is satisfied.

(2) The second statement of Theorem 8 immediately follows from Auxiliary Lemma 13. Indeed, let $\max_{l,r}\deg(l,r) = 2$. In this case Equation 204 provides...
a necessary and sufficient condition for the consistency of the "Middle" system. Equation 204 is satisfied if and only if either \( \text{deg}(c) \leq 3 \) or \( \text{deg}(c) = 4 \) and "C-equation" is satisfied. In other words, the satisfaction of "C-equation" in the case when \( \text{deg}(c) - \max \text{deg}(l, r) = 2 \) is a necessary and sufficient condition for the satisfaction of Equation 204 and so for the consistency of the "Middle" system of equations. Similar analysis of cases when \( \max \text{deg}(l, r) = 1 \) and when \( \max \text{deg}(l, r) = 0 \) completes the proof of the second statement of Theorem 8.

Proof of Theorem 9

The rank analysis presented in Theorem 9 directly follows from Conclusion 3 and from the fact that classification of the control points \( \tilde{C}_t \) \( (t = 3, \ldots, n') \) according to Lemma 23 guarantees the consistency of the "Restricted Middle" system. Like in the case of global bilinear in-plane parametrisation \( \tilde{\Pi}^{(\text{bilinear})} \), the correctness of classification of the control points \( (L_t, R_t) \) \( (t = 2, \ldots, n' - 2) \) into basic and dependent ones can be easily verified by application of the Gauss elimination process to the matrix of the "Restricted Middle" system.

Proof of Auxiliary Lemma 5

Let \( \alpha_2, \ldots, \alpha_{n'} \) be coefficients of a non-trivial linear combination of rows \( \sum_{s=2}^{n'} \alpha_s \hat{A}_s \). The linear combination is equal to zero if and only if the coefficient of every one of \( \Delta L_s, \Delta R_s \) \( (s = 2, \ldots, n' - 2) \) is equal to zero. In other words, it means that the linear combination is equal to zero if and only if the following system of equations is satisfied

\[
\begin{align*}
(\Delta L_s) & : \alpha_s l_0 + 2\alpha_{s+1} l_1 + \alpha_{s+2} l_2 = 0 \\
(\Delta R_s) & : \alpha_s r_0 + 2\alpha_{s+1} r_1 + \alpha_{s+2} r_2 = 0
\end{align*}
\]  

(207)

where \( s = 2, \ldots, n' - 2 \).

First, it will be shown that the satisfaction of either one of the conditions (1) or (2) of the Auxiliary Lemma is necessary for the satisfaction of the last system of equations. Using the fact that \( l_0, r_0 \neq 0 \) \( (l_2, r_2 \neq 0) \), one can express \( \alpha_s (\alpha_{s+2}) \) independently of the equation corresponding to \( \Delta L_s \) and the equation corresponding to \( \Delta R_s \) (see Equation 207). Equality of the expressions for \( \alpha_s \) \( (\alpha_{s+2}) \) leads to the conclusion that the following relations should be satisfied for \( s = 2, \ldots, n' - 2 \)

\[
\begin{align*}
2\alpha_{s+1} g^{(01)} + \alpha_{s+2} g^{(02)} & = 0 \\
\alpha_s g^{(02)} + 2\alpha_{s+1} g^{(12)} & = 0
\end{align*}
\]  

(208)

(209)

The following two cases are possible

If \( g^{(02)} \neq 0 \) then

- \( g^{(01)} \neq 0, g^{(12)} \neq 0 \).

On the contrary, let \( g^{(01)} = 0 \). Then according to Equation 208

\( \alpha_s = 0 \) for \( s = 4, \ldots, n' \). In addition, from formulas for coefficients

Proof of Theorem 9 and Theorem 10
of $\Delta L_2$ and $\Delta L_3$ it follows that $\alpha_2 = 0$ and $\alpha_3 = 0$. It means that equality $g^{(01)} = 0$ leads to a trivial linear combination which contradicts the assumption of Auxiliary Lemma [5]. In a similar manner it can be shown that $g^{(12)} \neq 0$.

- \[ \{g^{(02)}\}^2 = 4g^{(01)}g^{(12)}. \]

The equality immediately follows from plugging in $s = 2$ into Equation 208 and $s = 3$ into Equation 209 for $s = 3$.

- $\alpha_{s+1} = \chi \alpha_s$ for $s = 2, \ldots, n'-1$, as follows from considering Equation 208 for $s = n' - 2$ and Equation 209 for $s = 2, \ldots, n' - 2$.

It means that condition (1) of Auxiliary Lemma [5] is satisfied.

If $g^{(02)} = 0$ then

- $g^{(01)} = 0, g^{(12)} = 0$.

On the contrary, let $g^{(01)} \neq 0$. Then according to Equation 208 $\alpha_s = 0$ for $s = 3, \ldots, n' - 1$. From formulas for coefficients of $\Delta L_2$ and $\Delta L_{n'-2}$ it follows that $\alpha_2 = 0$ and $\alpha_{n'} = 0$. It means that one gets a trivial linear combination, which contradicts the assumption of Auxiliary Lemma [5] In a similar manner it can be shown that $g^{(12)} = 0$.

- $\alpha_{s+2} = -\xi \alpha_s - 2\eta \alpha_{s+1}$, as it immediately follows from definitions of $\xi, \eta$ and Equation 207 (Equality $g^{(01)} = g^{(12)} = g^{(02)} = 0$ implies that coefficients of $\Delta L_s, \Delta R_s$ given in Equation 207 are described by the proportional expressions.)

It means that condition (2) of Auxiliary Lemma [5] is satisfied.

Sufficiency of condition (1) in "CASE 1" and condition (2) in "CASE 2" is evident since the recursive formulas for coefficients of the linear combination (see Equations 178 and 179) clearly implies that Equation 207 is satisfied.

Auxiliary Lemma [5]

Proof of Auxiliary Lemma [8]

"CASE 1"

The proof is based on representation of coefficients of the weight function $c(v)$ given in Equation 56. This representation implies that

\[
\sum_{k=0}^{4} \chi^k c_k \left( \begin{array}{c} 4 \\ k \end{array} \right) = \left( \sum_{i=0}^{2} \chi^i \lambda_i \left( \begin{array}{c} 2 \\ i \end{array} \right), \sum_{j=0}^{2} \chi^j \tilde{\rho}_j \left( \begin{array}{c} 2 \\ j \end{array} \right) \right) \quad (210)
\]

In order to prove that Equation 188 holds, it is sufficient to show that two vectors that participate in the last expression are parallel. According to Equation 207 coefficients of the weight functions $r(v)$ and $l(v)$ satisfy the following relations

\[
\sum_{i=0}^{2} r_i \chi^i \left( \begin{array}{c} 2 \\ i \end{array} \right) = 0, \\
\sum_{j=0}^{2} l_j \chi^j \left( \begin{array}{c} 2 \\ j \end{array} \right) = 0 
\quad (211)
\]
Using formulas $r_i = -\langle \hat{\lambda}_i, \vec{\gamma}' - \vec{\gamma} \rangle$ and $l_j = \langle \hat{\rho}_j, \vec{\gamma}' - \vec{\gamma} \rangle$, $i, j = 0, 1, 2$ (see Equation 55), one gets

$$0 = -\sum_{i=0}^{2} \chi^i \hat{\lambda}_i \left( 2 \begin{array}{c} i \\ \end{array} \right) \langle \vec{\gamma}' - \vec{\gamma} \rangle$$

$$0 = \sum_{j=0}^{2} \chi^j \hat{\rho}_j \left( 2 \begin{array}{c} j \\ \end{array} \right) \langle \vec{\gamma}' - \vec{\gamma} \rangle \quad (212)$$

The last couple of equations means that vectors $\sum_{i=0}^{2} \chi^i \hat{\lambda}_i \left( 2 \begin{array}{c} i \\ \end{array} \right)$ and $\sum_{j=0}^{2} \chi^j \hat{\rho}_j \left( 2 \begin{array}{c} j \\ \end{array} \right)$ are parallel to $\vec{\gamma}' - \vec{\gamma}$ and to each other.

"CASE 2"

It will be shown first that the following two equations hold

$$\eta c_0 - 2\xi c_1 + 2\xi^2 c_3 - \xi^2 \eta c_4 = 0 \quad (213)$$

$$\frac{1}{\xi^2} (\xi - 2\eta^2)c_0 + 4\frac{1}{\xi} \eta c_1 - 6c_2 + 4\eta c_3 + (\xi - 2\eta^2)c_4 = 0 \quad (214)$$

Like in the previous case, the proof uses expressions for coefficients of the weight function $c(v)$ in terms of the partial derivatives of in-plane parametrisations for the left and the right elements (see Equation 56).

Let $\alpha_i$ be the angle between $\vec{\gamma}' - \vec{\gamma}$ and $-\hat{\lambda}_i$ and $\beta_j$ be the angle between $\hat{\rho}_j$ and $\vec{\gamma}' - \vec{\gamma}$ (both angles are measured in the counter clockwise direction). Then

$$l_j = \langle \hat{\rho}_j, \vec{\gamma}' - \vec{\gamma} \rangle = |\hat{\rho}_j| |\vec{\gamma}' - \vec{\gamma}| \sin \beta_j$$

$$r_i = -|\vec{\gamma}' - \vec{\gamma}|, -\hat{\lambda}_i = -|\hat{\lambda}_i| |\vec{\gamma}' - \vec{\gamma}| \sin \alpha_i$$

$$\langle \hat{\lambda}_i, \hat{\rho}_j \rangle = |\hat{\lambda}_i| |\hat{\rho}_j| \sin (\alpha_i + \beta_j) \quad (215)$$

Proof of Equation 213 makes use of two different representations of $\langle \hat{\lambda}_i, \hat{\rho}_i \rangle$.

First, $\langle \hat{\lambda}_1, \hat{\rho}_1 \rangle$ may be represented as follows

$$\langle \hat{\lambda}_1, \hat{\rho}_1 \rangle = |\hat{\lambda}_1| |\hat{\rho}_1| (\sin \alpha_1 \cos \beta_1 + \cos \alpha_1 \sin \beta_1) =$$

$$\chi^{(10)} \left( |\hat{\lambda}_1| |\hat{\rho}_1| \sin \alpha_0 \cos \beta_1 + |\hat{\lambda}_1| |\hat{\rho}_1| \cos \alpha_1 \sin \beta_1 \right) =$$

$$\chi^{(10)} \left( |\hat{\lambda}_0| |\hat{\rho}_1| + \langle \hat{\lambda}_1, \hat{\rho}_0 \rangle - |\hat{\lambda}_0| |\hat{\rho}_1| \cos \alpha_0 \sin \beta_1 - |\hat{\lambda}_1| |\hat{\rho}_0| \sin \alpha_1 \cos \beta_0 \right) =$$

$$\chi^{(10)} \left( 2c_1 - \chi^{(10)} \langle \hat{\lambda}_0, \hat{\rho}_0 \rangle \right) = \chi^{(10)} (2c_1 - \chi^{(10)} c_0) \quad (216)$$

In the same manner, it can be shown that

$$\langle \hat{\lambda}_1, \hat{\rho}_1 \rangle = \chi^{(12)} (2c_3 - \chi^{(12)} c_4) \quad (217)$$

Equations 217 and 217 imply that

$$\chi^{(10)} (2c_1 - \chi^{(10)} c_0) = \chi^{(12)} (2c_3 - \chi^{(12)} c_4) \quad (218)$$

Substitution of $\chi^{(10)} = \frac{\eta}{\xi}$ and $\chi^{(12)} = \eta$ in the last equation completes the proof of Equation 213.
Equation [214] is proven in a similar manner. Coefficient \( c_2 \) of the weight function \( \tilde{c}(v) \) has the following representation (see Equation [56]):

\[
c_2 = \frac{1}{6} \left( \langle \tilde{\lambda}_0, \tilde{\rho}_2 \rangle + 4 \langle \tilde{\lambda}_1, \tilde{\rho}_1 \rangle + \langle \tilde{\lambda}_2, \tilde{\rho}_0 \rangle \right)
\]

Here

\[
\langle \tilde{\lambda}_0, \tilde{\rho}_2 \rangle + \langle \tilde{\lambda}_2, \tilde{\rho}_0 \rangle = |\tilde{\lambda}_0||\tilde{\rho}_2|(\sin \alpha_0 \cos \beta_2 + \cos \alpha_0 \sin \beta_2) + |\tilde{\lambda}_2||\tilde{\rho}_0|(\sin \alpha_2 \cos \beta_0 + \cos \alpha_2 \sin \beta_0) = \chi^{(02)}(\tilde{\lambda}_2, \tilde{\rho}_0) + \chi^{(20)}(\tilde{\lambda}_0, \tilde{\rho}_0) = \chi^{(02)}c_4 + \chi^{(20)}c_0
\]

\[
4\langle \tilde{\lambda}_1, \tilde{\rho}_1 \rangle = 2\chi^{(10)}(2c_1 - \chi^{(10)}c_0) + 2\chi^{(12)}(2c_3 - \chi^{(12)}c_4)
\]

It means that

\[
c_2 = \frac{1}{6} \left[ \left( \chi^{(20)} - 2 \left[ \chi^{(10)} \right]^2 \right) c_0 + 4\chi^{(10)}c_1 + 4\chi^{(12)}c_3 + \left( \chi^{(02)} - 2 \left[ \chi^{(12)} \right]^2 \right) c_4 \right]
\]

Substitution of \( \chi^{(20)} = \frac{1}{\xi}, \chi^{(10)} = \frac{\eta}{\xi}, \chi^{(02)} = \xi, \chi^{(12)} = \eta \) in the last formula completes the proof of Equation [214].

Now it is easy to prove that Equations [189], [190] and [191] are satisfied.

"CASE 2.1"

Note, that \( \omega_1^2 \neq 0 \) and so in order to prove that Equation [189] is satisfied for \( \omega_1 \) and \( \omega_2 \), it is sufficient to prove the equality

\[
\frac{1}{\omega_1} \sum_{k=0}^{4} \left( -\sqrt{\omega_1} \right)^k \left( \frac{4}{k} \right) c_k + \frac{1}{\omega_2} \sum_{k=0}^{4} \left( -\sqrt{\omega_2} \right)^k \left( \frac{4}{k} \right) c_k = 0
\]

Using the formulas for \( \sqrt{\omega_1} \) (see Equation [176]), one can rewrite two summands of Equation [222] in the following form

\[
\frac{1}{\omega_1} \sum_{k=0}^{4} \left( -\sqrt{\omega_1} \right)^k \left( \frac{4}{k} \right) c_k = - \frac{4}{\xi^2} \left( \xi - 2\eta^2 \right)c_0 + 4\frac{1}{\xi^2}\eta c_1 - 6c_2 + 4\eta c_3 + (\xi - 2\eta^2)c_4
\]

and

\[
\frac{1}{\omega_2} \sum_{k=0}^{4} \left( -\sqrt{\omega_2} \right)^k \left( \frac{4}{k} \right) c_k = - \frac{4}{\xi^2} \sqrt{\eta^2 - \xi} \left( \eta c_0 - 2\xi c_1 + 2\xi^2 c_3 - \xi^2 \eta c_4 \right)
\]

The first expression is proportional to the expression given in Equation [214] and the second one is proportional to the expression given in Equation [213] which implies that both of them are equal to zero.

"CASE 2.2"
In this case $\omega = \eta^2 = \xi \neq 0$, $\sqrt{\omega} = \eta$ and Equations 190 and 191 have the following representations in terms of $\eta$

\[
\begin{align*}
c_0 - 4\eta c_1 + 6\eta^2 c_2 - 4\eta^3 c_3 + \eta^4 c_4 &= 0 \\
4\eta \left\{-c_1 + 3\eta c_2 - 3\eta^2 c_3 + \eta^3 c_4\right\} &= 0
\end{align*}
\] (225)

Using the equality $\eta^2 = \xi$, it is easy to verify that the first expression is proportional to Equation 214 and the second one is proportional to $\eta^2 \{\text{Equation 214}\} + \frac{1}{\eta} \{\text{Equation 213}\}$, which implies that both of the expressions are equal to zero.

$\Box$

**Auxiliary Lemma 8**

**Proof of Auxiliary Lemma 9**

Proof of Auxiliary Lemma 9 is quite straightforward, therefore only the basic steps of the proof are presented below.

**"CASE 1"**

From the assumption that "Eq(0)", "Eq(1)", "Eq($n' + 1$)" and "Eq($n' + 2$)" (in the case of $n \geq 5$) being satisfied, definition of $\chi$ (see Equation 172) and formulas for $\hat{b}_2$, $\hat{b}_3$, $\hat{b}_{n' - 1}$ and $\hat{b}_{n'}$ (see Equation 171), it follows that

\[
\begin{align*}
\chi^2 \hat{b}_2 + \chi^3 \hat{b}_3 &= b_0 + \chi b_1 + \chi^2 b_2 + \chi^3 b_3 \\
\hat{b}_{n' - 1} + \chi \hat{b}_{n'} &= b_{n' - 1} + \chi b_{n'} + \chi^2 b_{n' + 1} + \chi^3 b_{n' + 2}
\end{align*}
\] (226)

(227)

For the coefficients $\alpha_s$ ($s = 2, \ldots, n'$) of non-trivial zero linear combination of the rows of the "Restricted Middle" system, the corresponding linear combination of the right-side coefficients can be written as

\[
\sum_{s=2}^{n'} \alpha_s b_s = \frac{\alpha_0 \sum_{s=2}^{n'} \chi^s b_s}{\alpha_0 \left\{\sum_{s=0}^{n' + 1} \chi^s b_s + \chi^{n' + 2} b_{n'+2}\right\}} \alpha_0 \sum_{s=0}^{n' + 2} \chi^s b_s
\] (228)

Equation 228 is based on the fact that $\hat{b}_s = b_s$ for $s = 4, \ldots, n' - 2$ (see Equation 171) and on the recursive formula for the coefficients of a non-trivial zero combinations $\alpha_{s+1} = \chi \alpha_s$ for $s = 2, \ldots, n' - 1$ (see Equation 178).

**"CASE 2"**

Similarly to the previous case, the main difficulty in the proof is connected to the expression of the first and the last couples of $b_s$ in terms of $b_s$.

The assumption that equations "Eq(s)" for $s = 0, 1, n' + 1$ and for $s = n' + 2$ in case of $n \geq 5$ are satisfied leads to the following relations

\[
\begin{align*}
\hat{b}_2 &= b_2 + \frac{4\eta^2 - \xi}{\xi} b_0 - 2\frac{4}{\xi} b_1 \\
\hat{b}_3 &= b_3 + \frac{2\eta^2}{\xi^2} b_0 - \frac{\xi}{\xi^2} b_1 \\
\hat{b}_{n' - 1} &= b_{n' - 1} - \xi b_{n' + 1} + 2\xi \eta b_{n' + 2} \\
\hat{b}_{n'} &= b_{n'} - 2\eta b_{n' + 1} + (4\eta^2 - \xi) b_{n' + 2}
\end{align*}
\] (229)
The first couple of relations clearly implies that

\[
(\alpha_2, \alpha_3) \left( \frac{\hat{b}_2}{\hat{b}_3} \right) = (\alpha_0, \alpha_1) \left( \frac{b_0}{b_1} \right) + G \left( \frac{b_2}{b_3} \right)
\]  

(230)

If \( n' \) is odd then the last couple of relations (see Equation 229) can be rewritten in the form

\[
\left( \frac{\hat{b}_{n'-1}}{\hat{b}_{n'}} \right) = \left( \frac{b_{n'-1}}{b_{n'}} \right) + G \left( \frac{b_{n'+1}}{b_{n'+2}} \right)
\]

(231)

If \( n' \) is even then it can be shown that

\[
\begin{align*}
(\alpha_{n'-2}, \alpha_{n'-1}) & \left( \frac{b_{n'-2}}{b_{n'-1}} \right) + \alpha_{n'} \hat{\beta}_{n'} = \\
(\alpha_{n'-2}, \alpha_{n'-1}) & \left( \frac{b_{n'-2}}{b_{n'-1}} \right) + G \left( \frac{b_{n'}}{b_{n'+1}} \right)
\end{align*}
\]

(232)

Equation 232 makes use of the fact that the satisfaction of "\textsc{sumC-equation}" leads to equality \( b_{n'+2} = 0 \). Note, that it is the only step of the proof where the satisfaction of "\textsc{sumC-equation}" is required. It implies that requirement of the satisfaction of "\textsc{sumC-equation}" in the formulation of Auxiliary Lemma 9 is necessary only in case of even \( n \geq 6 \).

Now Equation 194 follows from Equations 230, 231, 232 and relation \((\alpha_2 s, \alpha_{2s+1}) = (\alpha_0 \alpha_1) G^s, s = 2, \ldots, n' - 3\) (see Equation 180).

Proof of Auxiliary Lemma 10

Proof of Auxiliary Lemma 10 is based on the first statement of the algebraic Auxiliary Lemma 1 which provides the necessary and sufficient conditions for the consistency of a system in terms of the linear combinations of rows and right-side coefficients.

"CASE 1"

Necessity and sufficiency of Equation 196 immediately follows from Equation 192.

"CASE 2"

According to Auxiliary Lemma 9 it is clear that the "\textsc{Restricted Middle}" system is consistent if and only if equation

\[
\sum_{s=0}^{\lceil n'/2 \rceil} G^s \begin{pmatrix} b_{2s} \\ b_{2s+1} \end{pmatrix} = \begin{pmatrix} 0 \\ 0 \end{pmatrix}
\]

(233)

is satisfied.

"CASE 2.1"
Proof of the Auxiliary Lemma in "CASE 2.1" makes use of the Jordan form of matrix $G$ given in Equation 183. Using the formula

$$(v_1 v_2)^{-1} = \frac{1}{\xi(\sqrt{\omega_2} - \sqrt{\omega_1})} \begin{pmatrix} \sqrt{\omega_2} & -\sqrt{\omega_1} \\ -\sqrt{\omega_1} & \sqrt{\omega_1 \omega_2} \end{pmatrix}$$

one sees that Equation 233 is equivalent to the system

$$(0) = \sum_{s=0}^{[n'/2]} \begin{pmatrix} \omega^s b_{2s} \\ \omega^s b_{2s+1} \end{pmatrix} \begin{pmatrix} \sqrt{\omega_2} \left((-\sqrt{\omega_1})^{2s} b_{2s} + \sqrt{\omega_2} (2s+1) b_{2s+1}\right) \\ -\sqrt{\omega_1} \left((-\sqrt{\omega_2})^{2s} b_{2s} + \sqrt{\omega_1} (2s+1) b_{2s+1}\right) \end{pmatrix}$$

(235)

The last system in turn is clearly equivalent to the following equation, which should be satisfied for $\omega_1$ and $\omega_2$ system of equations

$$2[n'/2]+1 \sum_{s=0}^{2[n'/2]+1} (\sqrt{\omega_1 \omega_2})^s b_s = 0$$

(236)

It remains to show, that the upper bound of summation can be changed from $2[n'/2]+1$ to $n+2$. The substitution of the upper bound is valid because $b_7 = 0$ for $n = 4$ and $b_{n+2} = 0$ for an even $n > 4$ (according to the assumption that "sumC-equation" is satisfied).

"CASE 2.2"

Proof of the Auxiliary Lemma in "CASE 2.2" is very similar to the proof in "CASE 2.1". In the current case the Jordan form of the matrix $G$ is given by Equation 186. Using the formula

$$(v u)^{-1} = \frac{1}{2\sqrt{\omega}} \begin{pmatrix} \frac{1}{\sqrt{\omega}} & \frac{1}{4} \\ \frac{1}{\sqrt{\omega}} & \omega \end{pmatrix}$$

one sees that Equation 233 is equivalent to the system

$$\begin{pmatrix} 0 \\ 0 \end{pmatrix} = \sum_{s=0}^{[n'/2]} \begin{pmatrix} \omega^s b_{2s} \\ \omega^s b_{2s+1} \end{pmatrix} \begin{pmatrix} \frac{1}{\sqrt{\omega}} \left((-\sqrt{\omega})^{2s} b_{2s} + \sqrt{\omega} (2s+1) b_{2s+1}\right) \\ -\sqrt{\omega} \left((-\sqrt{\omega})^{2s} b_{2s} + \sqrt{\omega} (2s+1) b_{2s+1}\right) \end{pmatrix}$$

(238)

Replacement of the upper bound of summation by $n + 2$ (which is valid due to the same reasons as in "CASE 2.1") allows to conclude that Equations 198 and 199 provide the necessary and sufficient conditions for the consistency of the "Restricted Middle" system.

Proof of Auxiliary Lemma 12

Auxiliary Lemma 12 makes use of the following pair of implications
"Impl(1)" \[ \max_{\text{deg}}(l, r) \leq 1 \] implies that conditions of either "CASE 1" or "CASE 2" are satisfied.

"Impl(2)" \[ \max_{\text{deg}}(l, r) = 0 \] implies that conditions of case "CASE 2.2.b" are satisfied.

A short proof of "Impl(1)" and "Impl(2)" is given below.

"Impl(1)"
Condition \( \max_{\text{deg}}(l, r) \leq 1 \) means that \( l_2^{\text{(power)}} = l_0 - 2l_1 + l_2 = 0 \), \( r_2^{\text{(power)}} = r_0 - 2r_1 + r_2 = 0 \). Therefore \( r_0^{\text{(power)}} = l_0^{\text{(power)}} \) and equality \( g^{(01)} = \frac{1}{2} g^{(02)} \) holds. In the same manner multiplication of \( l_2^{\text{(power)}} \) and \( r_2^{\text{(power)}} \) by \( r_2 \) and \( l_2 \) respectively leads to equality \( g^{(12)} = \frac{1}{2} g^{(02)} \). It means that the condition \( \max_{\text{deg}}(l, r) \leq 1 \) implies that \( g^{(01)} = g^{(12)} = \frac{1}{2} g^{(02)} \) (239).

Equation (239) holds if either \( g^{(01)} = g^{(12)} = g^{(02)} = 0 \) which corresponds to "CASE 2" or \( g^{(01)}, g^{(12)}, g^{(02)} \) simultaneously differ from zero and \( (g^{(02)})^2 = 4 g^{(01)} g^{(12)} \) which corresponds to "CASE 1".

"Impl(2)"
Condition \( \max_{\text{deg}}(l, r) = 0 \) means that \( l_2^{\text{(power)}} = r_2^{\text{(power)}} = l_1^{\text{(power)}} = r_1^{\text{(power)}} = 0 \) and so
\[
\begin{align*}
l_0 &= l_1 = l_2, \quad r_0 = r_1 = r_2 
\end{align*}
\] (240)
It implies that \( g^{(01)} = g^{(12)} = g^{(02)} = 0 \) and that \( \xi = \chi^{(02)} = 1, \eta = \chi^{(12)} = 1, \) which corresponds to "CASE 2.2.b"

The remaining part of the proof presents computations of the exact value of \( \max_{\text{deg}}(l, r) \) in every one of the possible cases.

"CASE 0" In this case \( \max_{\text{deg}}(l, r) = 2 \) as it immediately follows from "Impl(1)".

"CASE 1" According to "Impl(2)", \( \max_{\text{deg}}(l, r) \geq 1 \). It remains to show that \( \max_{\text{deg}}(l, r) \neq 1 \) in "CASE 1.a" and \( \max_{\text{deg}}(l, r) \neq 2 \) in "CASE 1.b".

"CASE 1.a" On the contrary, let \( \max_{\text{deg}}(l, r) = 1 \). As it follows from the proof of "Impl(1)" in this case \( g^{(01)} = g^{(12)} = \frac{1}{2} g^{(02)} \). Conditions of "CASE 1" imply that \( g^{(01)}, g^{(12)}, g^{(02)} \neq 0 \). It means that constant \( \chi \) is correctly defined and by the definition is equal to \( \chi = -\frac{2 g^{(01)}}{g^{(02)}} = -1 \), which contradicts the conditions of "CASE 1.a".

"CASE 1.b" On the contrary, let \( \max_{\text{deg}}(l, r) = 2 \). From the conditions of "CASE 1.b", it follows that \( 2 g^{(01)} = g^{(02)}, 2 g^{(12)} = g^{(02)} \). Ad-
dition of \( l_0 r_0 \) and \( l_2 r_2 \) to the both parts of the first and second equalities leads to the conclusion that

\[
l_0 l_2^{(\text{power})} = r_0 l_2^{(\text{power})}, \quad l_2 r_2^{(\text{power})} = r_2 l_2^{(\text{power})}
\] (241)

The last couple of equations means that both \( l_0^{(\text{power})} \) and \( r_0^{(\text{power})} \) are not equal to zero (otherwise from Equation 241 it follows that \( l_2^{(\text{power})} = r_2^{(\text{power})} = 0 \) which contradicts the assumption that \( \max\text{deg}(l, r) = 2 \)) and that

\[
\frac{l_0}{r_0} = \frac{l_2}{r_2} = \frac{l_2^{(\text{power})}}{r_2^{(\text{power})}}
\] (242)

Equation 242 implies that \( g^{(02)} = 0 \) which contradicts the conditions of "CASE 1".

"CASE 2"

"CASE 2.1" Let conditions of "CASE 2.1" be satisfied. From the formula \( \sqrt{\omega_1, 2} = \eta \pm \sqrt{\eta^2 - \xi} \) (see Equation 176) it follows that conditions of subcase ”CASE 2.1.a” are equivalent to inequality

\[
1 - 2\eta + \xi \neq 0
\] (243)

and conditions of subcase ”CASE 2.1.b” are equivalent the equality

\[
1 - 2\eta + \xi = 0
\] (244)

Using Equations 243, 244 and the explicit formulas for \( \xi \) and \( \eta \) (see Equation 174), one sees that conditions of subcase ”CASE 2.1.a” are satisfied if and only if the following inequality holds (in addition to the general conditions of ”CASE 2.1”)

\[
\frac{l_2^{(\text{power})}}{l_2} = \frac{r_2^{(\text{power})}}{r_2} \neq 0
\] (245)

and conditions of subcase ”CASE 2.1.b” are satisfied if and only if the following equality holds (in addition to the general conditions of ”CASE 2.1”)

\[
\frac{l_2^{(\text{power})}}{l_2} = \frac{r_2^{(\text{power})}}{r_2} = 0
\] (246)

Now it is easy to compute the value of \( \max\text{deg}(l, r) \) for both subcases of ”CASE 2.1”.

"CASE 2.1.a" Equation 245 clearly implies that \( \max\text{deg}(l, r) = 2 \).

"CASE 2.1.b" Equation 246 implies that \( \max\text{deg}(l, r) \leq 1 \). According to "Impl(2)”, \( \max\text{deg}(l, r) \neq 0 \). It means that \( \max\text{deg}(l, r) = 1 \).
"CASE 2.2"

"CASE 2.2.a" On the contrary, let \( \max \deg(l, r) \leq 1 \). It implies in particular that
\[
0 = \frac{t_2^{(\text{power})}}{t_2} = \frac{t_0-2t_1+t_2}{t_2} = \xi - 2\eta + 1 = \eta^2 - 2\eta + 1 = (\eta - 1)^2
\]
(247)
The last equality means that \( \sqrt{\omega} = \eta = 1 \), which contradicts the conditions of subcase "CASE 2.2.a".

"CASE 2.2.b" In this case \( \sqrt{\omega} = \eta = 1 \) and so \( l_1 = l_2, r_1 = r_2 \). In addition, \( \xi = \eta^2 = 1 \) and so \( l_0 = l_2, r_0 = r_2 \). It clearly implies that \( \max \deg(l, r) = 0 \).

\begin{flushleft}
\begin{itemize}
  \item "sumC-equation" is satisfied.
  \item The necessary and sufficient conditions for the consistency of the "Restricted Middle" system, given in Auxiliary Lemma 10, hold.
\end{itemize}
\end{flushleft}

Now Auxiliary Lemma 13 can be proven by a simple analysis of all possible subcases. Below the proof in "CASE 2.1.a" is given; the rest of the subcases can be analysed in a similar manner.

"CASE 2.1.a" According to Auxiliary Lemma 12, \( \max \deg(l, r) = 2 \). Auxiliary Lemmas 10 and 11 imply that if "sumC-equation" is satisfied then the "Restricted Middle" system of equations is consistent if and only if
\[
0 = \sum_{s=0}^{n+2} (-\sqrt{\omega_{1,2}})^s b_s = \text{"sumC-equation"} \left[ \frac{(-\sqrt{\omega_{1,2}})^{n+3}}{1-\sqrt{\omega_{1,2}}} \right] + \frac{1}{1-\sqrt{\omega_{1,2}}} \left[ \sum_{i=0}^{n-1} (-\sqrt{\omega_{1,2}})^i \binom{n+1}{i} \Delta C_i \right] \left[ \sum_{j=0}^{4} (-\sqrt{\omega_{1,2}})^j \binom{4}{j} \right]
\]
(248)
From the relation between coefficients of the weight function \( c(v) \) given in Auxiliary Lemma 8 (see Equation 189) it follows that Equation 248 holds if and only if "sumC-equation" is satisfied. It means that the "Middle" system of equations is consistent if and only if "sumC-equation" is satisfied. According to Lemma 20, one sees that the "Middle" system is consistent if and only if \( \text{"C-equation"}c_4^{(\text{power})} = 0 \).

\begin{flushleft}
\begin{itemize}
  \item Auxiliary Lemma 13
\end{itemize}
\end{flushleft}

Proof of the correctness of Algorithm 6
"Stage 1" According to Lemma 21 at every inner vertex, local templates for classification of $V,E,D,T$-type control points remains unchanged with respect to the case of global bilinear in-plane parametrisation $\tilde{\Pi}^{(bilinear)}$. Therefore Algorithms from Section 12 can be reused.

"Stage 1" of Algorithm 6 includes "Stage 1" and "Stage 2" of algorithm for construction of global MDS in case of global bilinear in-plane parametrisation $\tilde{\Pi}^{(bilinear)}$ (Algorithm 1), applied to all inner vertices.

Global classification of $V,E$-type control points succeeds for any $n \geq 4$. For $n \geq 5$, application of local templates for classification of $D,T$-types control points never leads to a contradictions (see Subsection 12.1). For $n = 4$, global classification of $D,T$-type control points succeeds in the current case according to Theorem 6 because no $D$-relevant boundary vertices are involved.

"Stage 2" According to Lemma 22 local templates for classification of the middle control points for edges with two inner vertices remain unchanged with respect to the case of global bilinear in-plane parametrisation $\tilde{\Pi}^{(bilinear)}$. Therefore "Stage 2" of Algorithm 6 is precisely "Stage 3" of Algorithm 1, applied to all edges with two inner vertex, which is known to succeed for any $n \geq 4$.

"Stage 3" It is the only stage, which requires modifications with respect to construction of MDS in the case of global bilinear in-plane parametrisation $\tilde{\Pi}^{(bilinear)}$. Classification of the control points at "Stage 3" is made locally, traversal order of the edges with one boundary vertex is not important.

For every edge with one boundary vertex, the correctness of classification follows from the fact, that after application of "Step 1" all initial assumptions of Lemma 23 and then (after classification of the "central" middle control points) of Theorem 9 are satisfied.

\[ \Box \text{Algorithm 9} \]
Fig. 54: An illustrations to proof of Theorem D.
The following example demonstrates the linear form of energy functional in the case of the Thin Plate problem (see Subsection 19.1 for the precise definition) and presents explicit computational formulas for the case of bilinear in-plane parametrisation.

The current Section analyses a single mesh element and therefore it is possible to use slightly different notations than in the rest of the work - \((X,Y,Z)\) instead of \((P_X,P_Y,P)\), \(J(u,v)\) instead of \(J(\bar{P})(u,v)\) - in order to make formulas more compact and clear. In addition, the superscript of Bernstein polynomials will sometimes be omitted.

Let \(\bar{\Pi}\) be a fixed global regular parametrisation, \(\bar{\Psi} \in \bar{\mathcal{U}}\mathcal{N}^{(n)}(\bar{\Pi})\) and \(\bar{P} = (\bar{P},Z) = \bar{\Psi}|_{\bar{p}}\) be the restriction of \(\bar{\Psi}\) on some mesh element \(\bar{p} \in \bar{Q}\). In-plane parametrisation of the element \(\bar{P} = (X,Y) = \bar{\Pi}|_{\bar{p}}\) is fixed.

Energy functional has the following form in terms of \(Z\)-components of the control points

\[
\mathcal{E} = \sum_{i,j=0}^{n} Z_{i,j} Z_{k,l} a_{ij}^{kl} - \sum_{i,j} Z_{i,j} b_{ij}. \tag{249}
\]

where

\[
a_{ij}^{kl} = D \int_{\bar{p}} \left( \frac{\partial^2 B_{ij}}{\partial X^2} + \frac{\partial^2 B_{ij}}{\partial Y^2} \right) \left( \frac{\partial^2 B_{kl}}{\partial X^2} + \frac{\partial^2 B_{kl}}{\partial Y^2} \right) - (1 - \nu) \left( \frac{\partial^2 B_{ij}}{\partial X \partial Y} \frac{\partial^2 B_{kl}}{\partial X \partial Y} - 2 \frac{\partial^2 B_{ij}}{\partial X^2} \frac{\partial^2 B_{kl}}{\partial X^2} \right) dX dY \tag{250}
\]

\[
b_{ij} = \int_{\bar{p}} f B_{ij} dX dY.
\]

In matrix form one gets:

\[
\mathcal{E} = Z^T A Z - Z^T B \tag{251}
\]

where \(Z = (Z_{00}, \ldots, Z_{nn})^T\) - vector of \(Z\)-components of all the control points of the patch; symmetric \((n+1)^2 \times (n+1)^2\) square matrix \(A\) is built from components \(a_{ij}^{kl}\) and vector \(B = (b_{00}, \ldots, b_{nn})^T\).

Elements of matrix \(A\) and vector \(B\) can be computed by representing the integrals with respect to variables \((u,v)\) and then by applying any appropriate numerical method. Lemma 27 contains some useful general formulas for partial derivatives of \(u, v\) and Bernstein polynomials with respect to \(X\) and \(Y\).

Lemma 27: Let \(\bar{P}(u,v) = (X(u,v),Y(u,v))\) be a regular, twice differentiable parametrisation of a planar mesh element and

\[
J(u,v) = \begin{pmatrix}
\frac{\partial X}{\partial u} & \frac{\partial X}{\partial v} \\
\frac{\partial Y}{\partial u} & \frac{\partial Y}{\partial v}
\end{pmatrix} \tag{252}
\]

is Jacobian corresponding to the parametrisation. Then
The first-order and the second-order partial derivatives of \(u\) and \(v\) with respect to \(X\) and \(Y\) can be computed according to the following formulas:

\[
\begin{pmatrix}
\frac{\partial u}{\partial X} & \frac{\partial u}{\partial Y} & \frac{\partial v}{\partial X} & \frac{\partial v}{\partial Y}
\end{pmatrix} = J^{-1}(u,v) = \frac{1}{\det(J(u,v))} \begin{pmatrix}
\frac{\partial Y}{\partial X} & -\frac{\partial Y}{\partial X} & \frac{\partial Y}{\partial Y} & -\frac{\partial Y}{\partial Y}
\end{pmatrix}
\]

\[
\begin{pmatrix}
\frac{\partial^2 u}{\partial X^2} & \frac{\partial^2 u}{\partial X \partial Y} & \frac{\partial^2 v}{\partial X^2} & \frac{\partial^2 v}{\partial X \partial Y}
\frac{\partial^2 u}{\partial X \partial Y} & \frac{\partial^2 u}{\partial Y^2} & \frac{\partial^2 v}{\partial X \partial Y} & \frac{\partial^2 v}{\partial Y^2}
\end{pmatrix} = \frac{\partial J^{-1}(u,v)}{\partial X} = -J^{-1}(\frac{\partial J}{\partial u} + \frac{\partial J}{\partial v})J^{-1}
\]

The first-order and the second-order partial derivatives of Bernstein polynomial \(B(u, v)\) can be computed according to the following formulas:

\[
\frac{\partial B}{\partial X} = \frac{\partial B}{\partial u} \frac{\partial u}{\partial X} + \frac{\partial B}{\partial v} \frac{\partial v}{\partial X}
\frac{\partial B}{\partial Y} = \frac{\partial B}{\partial u} \frac{\partial u}{\partial Y} + \frac{\partial B}{\partial v} \frac{\partial v}{\partial Y}
\frac{\partial^2 B}{\partial X^2} = \frac{\partial^2 B}{\partial u^2} \frac{\partial u}{\partial X} + 2 \frac{\partial^2 B}{\partial u \partial v} \frac{\partial u}{\partial X} + \frac{\partial^2 B}{\partial v \partial u} \frac{\partial v}{\partial X} + \frac{\partial^2 B}{\partial v^2} \frac{\partial v}{\partial X}
\frac{\partial^2 B}{\partial X \partial Y} = \frac{\partial^2 B}{\partial u \partial v} \frac{\partial u}{\partial Y} + \frac{\partial^2 B}{\partial v \partial u} \frac{\partial v}{\partial Y}
\frac{\partial^2 B}{\partial Y^2} = \frac{\partial^2 B}{\partial v^2} \frac{\partial v}{\partial Y} \frac{\partial v}{\partial Y}
\]

In the case of bilinear in-plane parametrisation \(\tilde{\Pi}^{(bilinear)}\) (see Section 9), the following formulas take place. For a planar quadrilateral element with vertices \(A, B, C, D\) (see Figure 4), determinant of Jacobian \(\det(J(u,v))\) may be written as

\[
\det(J(u,v)) = (\tilde{B} - \tilde{A}, \tilde{C} - \tilde{D})u + (\tilde{C} - \tilde{B}, \tilde{D} - \tilde{A})v + (\tilde{B} - \tilde{A}, \tilde{D} - \tilde{A}) (255)
\]

\(\det(J(u,v))\) is a linear function in terms of \(u\) and \(v\) in a general case with constant and constant in the case of a parallelogram. It is important that \(\det(J(u,v))\) is a linear and not a bilinear function, because \(\det(J(u,v))\) participates in expressions for partial derivatives and its order is essential for the choice of an appropriate method for numerical or exact integration when the coefficients of energy matrix are computed.

Based on Equation 255, Lemma 28 presents the explicit formulas for the first-order and the second-order partial derivatives of \(u\) and \(v\) with respect to \(X\) and \(Y\).

**Lemma 28:** Let a convex planar quadrilateral element have bilinear in-plane parametrisation \(\tilde{P}(u,v) = (X(u,v), Y(u,v))\), \(J(u,v)\) be Jacobian corresponding to the parametrisation and \(\tilde{T} = \tilde{t}(\tilde{A}, \tilde{B}, \tilde{C}, \tilde{D}) = \tilde{A} - \tilde{B} + \tilde{C} - \tilde{D}\) be the twist characteristic of the element (see Subsection 2.3.1). Then the first-order and the second-order partial derivatives of \(u\) and \(v\) with respect to \(X\) and \(Y\) can be computed according to the following formulas:

\[
\begin{pmatrix}
\frac{\partial u}{\partial X} & \frac{\partial u}{\partial Y} & \frac{\partial v}{\partial X} & \frac{\partial v}{\partial Y}
\end{pmatrix} = \frac{1}{\det(J(u,v))} \begin{pmatrix}
T_Xu + (D_Y - A_Y) & -T_Yu - (D_X - A_X) & T_Xv + (B_Y - A_Y) & -T_Yv - (B_X - A_X)
\end{pmatrix}
\]

\[
\begin{pmatrix}
\frac{\partial^2 u}{\partial X^2} & \frac{\partial^2 u}{\partial X \partial Y} & \frac{\partial^2 v}{\partial X^2} & \frac{\partial^2 v}{\partial X \partial Y}
\frac{\partial^2 u}{\partial X \partial Y} & \frac{\partial^2 u}{\partial Y^2} & \frac{\partial^2 v}{\partial X \partial Y} & \frac{\partial^2 v}{\partial Y^2}
\end{pmatrix} = \left(\begin{pmatrix}
\frac{\partial u}{\partial X} & \frac{\partial u}{\partial Y} & \frac{\partial v}{\partial X} & \frac{\partial v}{\partial Y}
\end{pmatrix} \begin{pmatrix}
T_X & T_Y
\end{pmatrix} \begin{pmatrix}
\frac{\partial u}{\partial X} & \frac{\partial u}{\partial Y} & \frac{\partial v}{\partial X} & \frac{\partial v}{\partial Y}
\end{pmatrix}^{-1}\right)
\]
Technical Lemma 28 allows concluding that the first-order partial derivatives are the linear rational functions and the second-order partial derivatives are cubic rational functions, where the denominator changes more rapidly when the quadrilateral is less similar to a parallelogram.
From MDS to solution of the quadratic minimisation problem

Let $Z_{\text{all}}$ denote $Z$-components of all the control points of all the patches, ordered so that

$$Z_{\text{all}} = (Z^{(1)}_{00}, \ldots, Z^{(1)}_{nn}, \ldots, Z^{(p_{\max})}_{00}, \ldots, Z^{(p_{\max})}_{nn})^T$$ (258)

where $Z^{(p)}_i$ denotes a control point belonging to the patch with order number $p = 1, \ldots, p_{\max}$. Here no dependencies between control points of the different patches are assumed. Let $A^{(p)}$ and $B^{(p)}$ ($p = 1, \ldots, p_{\max}$) be respectively the matrix and the vector which correspond to the computation of the energy functional for the patch with order number $p$. Then the global energy functional can be written in the form

$$E(Z_{\text{all}}) = \sum_{p=1}^{p_{\max}} E^{(p)} = Z_{\text{all}}^T A Z_{\text{all}} - Z_{\text{all}}^T B$$ (259)

where

$$A = \begin{pmatrix}
A^{(1)} & 0 & \ldots & 0 \\
0 & A^{(2)} & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & A^{(p_{\max})}
\end{pmatrix}, \quad B = \begin{pmatrix}
B^{(1)} \\
B^{(2)} \\
\vdots \\
B^{(p_{\max})}
\end{pmatrix}$$ (260)

Formal differentiating of the energy functional and setting the result equal to zero yields

$$\frac{\partial E}{\partial Z_{\text{all}}} = 2AZ_{\text{all}} - B = 0$$ (261)

Let $\tilde{B}^{(n)}$ be a minimal determining set which fits a chosen "additional" constraints. The set of $Z$-coordinates corresponding to in-plane control points from the MDS will be denoted by $Z_{\text{basis}}$. From the algebraic point of view, $Z_{\text{basis}}$ describes degrees of freedom of the constrained minimisation problem, where only $G^1$ continuity constraints are applied. Dependencies of the remaining control points on $Z_{\text{basis}}$ has a linear form and it is possible to define the dependency matrix $C$ so that

$$Z_{\text{all}} = CZ_{\text{basis}}$$ (262)

It leads to the energy functional of the form

$$E(Z_{\text{basis}}) = Z_{\text{basis}}^T C^T A C Z_{\text{basis}} - Z_{\text{basis}}^T C^T B$$ (263)

Differentiation of the functional gives

$$\frac{\partial E}{\partial Z_{\text{basis}}} = 2C^T A C Z_{\text{basis}} - C^T B = 0$$ (264)
Note, that dependency of a dependent control point on the basic control points is usually defined "step by step". At every stage of the classification process, for a control point which gets dependent status it is sufficient to define how it explicitly depends on the basic control points and control points which are defined as dependent during the previous stages or steps of the classification. It clearly leads to the gradual construction of the final dependency matrix.

$Z_{\text{basis}}$ is known to fit the considered "additional" constraints. Therefore, it only remains to separate $Z_{\text{basis}}$ into two subsets $Z_{\text{fixed}}$ and $Z_{\text{free}} = Z_{\text{basis}} \setminus Z_{\text{fixed}}$, where $Z_{\text{fixed}}$ is $Z$-coordinates of the control points which should be fixed as a result of application of the "additional" constraints. Assuming that $Z_{\text{basis}}$ is ordered so that

$$Z_{\text{basis}} = \begin{pmatrix} Z_{\text{free}} \\ Z_{\text{fixed}} \end{pmatrix} \quad \text{and} \quad C = (C_{\text{free}} \ C_{\text{fixed}})$$

one gets the final linear system of equations with unknowns $Z_{\text{free}}$

$$\frac{\partial E}{\partial Z_{\text{free}}} = 2C_{\text{free}}^T AC_{\text{free}} Z_{\text{free}} + 2C_{\text{free}}^T A C_{\text{fixed}} Z_{\text{fixed}} - C_{\text{free}}^T B = 0$$

Here $A$ is $n_{\text{all}} \times n_{\text{all}}$ symmetric square matrix, $B$ is $n_{\text{all}} \times 1$ vector, $C_{\text{free}}$ is $n_{\text{all}} \times n_{\text{free}}$ matrix and $C_{\text{fixed}}$ is $n_{\text{all}} \times n_{\text{fixed}}$ matrix, where $n_{\text{all}}$, $n_{\text{free}}$, $n_{\text{fixed}}$ are numbers of variables in $Z_{\text{all}}$, $Z_{\text{free}}$, $Z_{\text{fixed}}$ respectively.
Construction of an interpolating surface: current approach and interpolation based on 3D mesh of curves

As already mentioned above, from the pure theoretical point of view results of the current work fit the general theory presented in Part II and have a nice and simple geometrical interpretation.

The current Section concentrates on the more practical aspects of construction of the resulting surface for the (vertex)(tangent plane)-interpolation problem. The (vertex)(tangent plane)-interpolation problem is chosen since it is the "native" problem for the approach based on interpolation of 3D mesh of curves and one of the possible applications of our method. The Section highlights the similarities and the differences between the implementation of the current approach and the interpolation method described in work [35].

Algorithm for construction of a smooth interpolant presented in work [35]

In the case of a cubic mesh of curves, work [35] provides an algorithm for the construction of $G^1$-smooth quadratic interpolant. The algorithm requires that the mesh of curves satisfies the following requirements.

- The mesh curves define a unique tangent plane at every mesh vertex.
- Sufficient vertex enclosure constraint (see 2) holds at every even mesh vertex.
- At every mesh vertex, tangents of any two sequential curves emanating from the vertex span an angle of less than $\pi$.

For a quadrilateral mesh, the algorithm defines $(3, 1, 1)$-match for every pair of adjacent patches in the general case and $(2, 0, 0)$-match if the "Tangents Relation"

$$\langle \vec{e}^{(L)}, \vec{e}^{(R)} \rangle + \langle \vec{e}^{(C)}, \vec{e}^{(L)} \rangle = \frac{\langle \vec{e}^{(L)}, \vec{e}^{(R)} \rangle}{\langle \vec{e}^{(R)}, \vec{e}^{(C)} \rangle + \langle \vec{e}^{(C)}, \vec{e}^{(L)} \rangle}$$

holds (see Figure 55). Here the tangent vectors at two endpoints of the curve are considered in coordinates of the tangent plane they belong to.

Generally, the coefficients of the weight functions are fixed in accordance with the given mesh data. The Bézier control points are built locally and linearly, proceeding from the boundary control points to the interior of a patch. Any under-constraint situation is solved by some local heuristic, like averaging or the least-square technique. In some situations, one additional heuristic constraint has to be imposed: the choice of the twist control points adjacent to an even inner mesh vertex; the choice of two middle "side" control points adjacent to a mesh curve which satisfies the "Tangents Relation"; the choice of the inner middle control point of a quartic Bézier patch.

Comparison with the current approach

Although both techniques solve the (vertex)(tangent plane)-interpolation problem by construction of a $G^1$-smooth piecewise Bézier surface, they pursue different goals and are applicable in different situations. The approach presented in work [35] serves mainly for the
construction of nicely looking smooth surfaces, it may be used as a tool of visualisation. The current approach finds the constrained solution of some minimisation problem defined by a given energy functional. There are some similarities and many differences in these two techniques.

**Local/global nature of the solution. Application of the local heuristics.** Interpolation of 3D mesh of curves with a smooth surface uses local techniques. Control points of the resulting Bézier patches are constructed separately for every face of the mesh and depend on the geometry of the mesh. The solution of all the under-constraint situations and the choice of the inner control points is based on some local heuristics. The current approach uses no heuristics, but requires solution of some global system. Construction of a MDS allows to decrease significantly the number of variables and to solve the global system in terms of the basic control points only.

**Under-constraint situations and additional degrees of freedom** There are definite similarities between under-constraint situations of the mesh interpolation algorithm and some special cases studied in the current work. For example, an additional basic twist control point for an inner even vertex (in the current approach, see Subsection 11.2.3) reflects the application of a local heuristic for the choice of the twist control points adjacent to an even inner vertex (in the 3D mesh of curves interpolation approach). An additional middle basic control point for an edge, which satisfies the "Projections Relation" (see Theorem 5) is the application of a local heuristic for the choice of the "side" middle control points adjacent to a mesh curve which satisfies the "Tangents Relation".

**Requirements on the initial data.** The approach based on interpolation of 3D mesh of curves works only if the mesh is admissible; the satisfaction of the vertex enclosure constraint, which involves the first and second-order derivatives, should be verified at every vertex of the mesh. The current approach does not define any requirements on the initial data (excepting minor natural mesh limitations). Moreover curves which participate in 3D mesh of curves are fully defined; in particular it means that the first and second-order derivatives of the resulting patches in the boundary directions are initially defined. In the current approach, a boundary curve of a resulting patch has at least one degree of freedom (at least one inner control point of the curve is not fixed by the initial data), which allows to always satisfy the vertex enclosure constraint.

**Degrees of the resulting patches.** According to the current approach, there exist an instance of $\mathcal{B}(4)(\Pi^{\text{bilinear}})$ (in the case of a mesh with a polygonal global boundary) and an instance of $\mathcal{B}(5)(\Pi^{\text{bicubic}})$ or mixed MDS $\mathcal{B}(4,5)(\Pi^{\text{bicubic}})$ (in case of a mesh with a smooth global boundary), which fit the (vertex)(tangent-plane)-interpolation condition. The approach for interpolation of 3D mesh of curves allows to construct the solution of degree 4 for any admissible mesh; a case of a mesh with a given smooth global boundary is not an exception.

The main reason for the difference is that the approaches use different techniques for definition of the weight functions. As soon as a 3D mesh of curves appears to be admissible, the approach of curve mesh interpolation defines coefficients of the weight functions which participate in the vertex enclosure constraints separately at every mesh vertex and then proceeds with definition of the weight functions independently for every curve. In the current approach, the weight functions of the different edges of the same mesh element are inter-
connected by an in-plane parametrisation of the element. In the case of a planar mesh with a piecewise-cubic boundary, the bicubic in-plane parametrisation of the boundary mesh elements leads to the high degrees of the weight functions for the edges with one boundary vertex. Of course, for every such edge it might be possible to construct the weight functions separately, precisely in the same manner as in the case of global bilinear in-plane parametrisation. For example, in Figure 56, the weight functions of edge $\tilde{\gamma}, \tilde{\gamma'}$ are defined by the bilinear parametrisations of virtual mesh elements constructed according to the middle control points of the boundary curve. Although these weight functions and corresponding $G^1$-continuity equations could be analysed similarly to the analysis presented in Section 4, they lead to a disagreement of in-plane control points corresponding to the weight functions of three inner edges of the boundary mesh element. It implies that in-plane parametrisation is no longer correctly defined for boundary mesh elements, while the definition of in-plane parametrisation a priori plays the principal role for the current approach.
Fig. 55: An illustration for the “Tangents Relation”.

Fig. 56: Different weight functions correspond to different in-plane parametrisations of the boundary mesh elements.