The subject of research is a pool of widgets, which provides a user interface in a computer control system for moving objects. The object of research is the process of information exchange between the components of a computer system, which are directly involved in the control of moving objects. The task of allocating resources for a pool of widgets that provide operational control of moving objects is critical. As the number of elements increases in the pool of widgets, the competition for the resources of the computer system increases significantly, respectively, the queues for the most demanded resources grow. Therefore, it is necessary to reallocate resources between requests in such a way that the priorities of requests are taken into account, and the response time of operational requests does not exceed the standard time. Such distribution cannot be realized without a model that would show the parameters of all information flows between the components, which is the purpose of this article. In doing so, the model must consider the characteristics of the pool of widgets that support the user interface. Research results. To achieve this goal, several particular tasks were solved. First, the main sets were identified that will be involved in modeling information interconnections between software components that service requests for user interface widgets in a computer system environment. Then, a diagram of informational interconnections between these sets was developed. Further, the parameters of the requests, which were initiated by the widgets, of the applications, and the fragments of the widget query service database were determined and formalized. All this made it possible to form a model of information interconnections using a tuple of obtained vectors, sets, and Boolean matrices. In the proposed mathematical model, many limitations are imposed on the elements of this tuple, associated with the characteristic features of the control module for the user interface of the computer system. Besides, the limitations associated with the functioning of the basic network of the computer system are taken into account. In the final model, Boolean matrices affecting resource allocation defined as model variables. A fast algorithm for determining the space of admissible distributions is proposed. Conclusions. The developed mathematical model determines the parameters of information flows between the components of the computer system, which are involved in the control of moving objects. This model will allow for the operational reallocation of resources between requests using the proposed fast algorithm.
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Introduction

Relevance. Nowadays, computer systems of critical application are getting more and more development. At the same time, at present, considerable attention is paid to the interface of the end users of the system [1]. Typically, this interface is implemented using an appropriate pool of widgets.

Depending on the purpose of the widget pool item, there may be different requirements for it. In particular, for widgets that provide a user interface to a component of a computer system, the execution time of a request initiated by a particular widget is critical. In turn, this indicator depends on the efficiency of the system during providing the required resources for the request. Therefore, the task of allocating resources for a pool of widgets that provide operational control of mobile objects is important.

Motivation. As the number of elements in the widget pool increases, the competition for the resources of the computer system increases. This is especially noticeable when controlling moving objects using a special user interface. For example, consider a computer system that controls a group of unmanned aerial vehicles (UAVs) to conduct a post-emergency survey. The standard response time to a request initiated by the pool widget that provides the user interface of this system – \( T_{\text{spec}} \). The dependence of the average response time to a request (\( T_{\text{average}} \)) on the number of UAVs in the considered group (\( N \)) is shown in Fig. 1.

It can be seen from the graph that with an increase in the number of UAVs in a grouping, the response time to a request also increases significantly. Note that increasing the value \( N \) increases the size of the widget pool.
At the same time, the main reason for delays is the queues to the most demanded resources. Therefore, it is necessary to reallocate resources between requests in such a way that the priorities of requests are taken into account, and the response time of operational requests does not exceed the standard time $T_{spec}$. Such a distribution cannot be realized without a model showing the parameters of all information flows within a given fragment of the network. In doing so, the model must take into account the characteristic features of the widget pool.

**Work related analysis.** The issues of optimal allocation of resources of computer systems are considered in many scientific studies. So, in [2], the query processing speed is increased due to processing parallelization. However, when working with a pool of widgets, in most cases this is impossible to implement. In [3], the author proposes a random swap clustering algorithm. However, it significantly loses its effectiveness with an increase in the number of moving objects. When synthesizing the structure of a computer system in [4], the specificity of the individual components of the system is not considered. The methods proposed in [5, 6] are effective only for mobile components. The articles [7, 8] take into account to a greater extent the features of moving objects, rather than the characteristics of a computer system. Articles [9-11] focus on security issues in resource allocation, overshadowing time indicators. The emphasis in works [12-14] is made on the specifics of Big Data, which is unusual for a pool of widgets. In articles [15, 16], only a separate class of computer systems is considered, which has a hyperconverged platform. The article [17] focuses only on the choice of a database management system. And in article [18] the emphasis is made only on composite applications.

A common drawback of all the considered approaches to the development of a model of information interconnections is the lack of consideration of the specifics of the functioning of the pool of widgets that support the user interface. This leads to suboptimal distribution of system resources between requests for the corresponding widgets. The consequence of this is an unjustified increase in the response time of the system to a request.

**The aim of this paper** is the development of a mathematical model of information interconnections in a computer system that is responsible for the control of moving objects. The model should be focused on the features of the functioning of the pool of widgets that support the user interface.

To achieve this goal, it is necessary to solve the following tasks:

1) development of a scheme of information interconnections in the environment of a computer system to control moving objects;
2) development of a mathematical model describing information interconnections in the control of moving objects;
3) determination of the space of admissible distributions over the nodes of the computer system of software elements in the control of moving objects;
4) analysis of the results.

The article consists of four main sections.
1. Mathematical model of information interconnections.
2. Defining the space of admissible distributions.
3. Case study.
4. Application perspectives.

**1. Mathematical model of information interconnections**

The user interface management module is responsible for coordinating widget requests. It receives requests from users of the computer system, which are formed by the corresponding widgets, and launches the necessary system applications. The application data set consists of two subsets: applications that work directly with the supervisor of the basic network (Z1), and applications that communicate with a distributed database of a computer system (Z2).

Composite applications, depending on the incoming request, can perform different functions. Therefore, each function of such an application will be considered in the model as a separate application.

Let’s designate the main sets that will be involved in modeling information interconnections between software components that serve requests for user interface widgets in a computer system environment:

- $M_V$ – a set of widgets that make up the user dashboard widget pool, $\dim M_V = V$;
- $M_N$ – a set of nodes of a computer system on which applications and fragments of the database for
servicing widget requests are located, \( \dim M_N = N \);

\( M_Z \) – a set of applications that serve a pool of widgets, \( \dim M_Z = Z \);

\( M_Q \) – a set of user(s) requests of a computer system, \( \dim M_Q = Q \);

\( M_D \) – a set of fragments of database serving widget requests, \( \dim M_D = D \).

It should be noted that many applications \( M_Z \) regarding the purpose of processing requests for widgets can be conditionally divided into two such subsets:

\( M_Z = M_{Z_1} \cup M_{Z_2} \).

The diagram of information interconnections in the environment of a computer system is shown in the Fig. 2.

![Diagram of information interconnections](image)

Fig. 2. Information interconnections

The parameters of each request \( q \in M_Q \) (\( q = 1, Q \)) are defined by a tuple

\[ Q_q = \left\{ Z_q, D_q, V_q, W_q \right\}, \quad (1) \]

where \( Z_q = (z_{q1}, \ldots, z_{qZ}) \) – the vector of those applications that are needed to execute the query \( q \); accordingly, vector \( D_q = (d_{q1}, \ldots, d_{qD}) \) specifies the necessary fragments of the database for servicing widget requests, and \( V_q = (v_{q1}, \ldots, v_{qV}) \) – the vector of widgets that require launching a query \( q \), and the sequence of launching applications for this request is determined by the matrix \( W_q = (w_{ij}), i, j = 1, Z \).

It should be noted that all considered vectors and the matrix are Boolean, and take the value of one when the corresponding conditions are met, when the query \( q \) uses the corresponding resource.

Parameters for application \( z \) request \( q \) are set by a tuple

\[ Z_{zq} = \left\{ \lambda_{zq1}, \beta_{zqz} \right\}, \quad (2) \]

where vector \( \lambda_{zq} = (\lambda_{zq1}, \ldots, \lambda_{zqD}) \) defines the amount of data that application \( z \) (activated by request \( q \)) must transfer or retrieve from the corresponding fragment of the database; vector \( \beta_{zq} = (\beta_{zq1}, \ldots, \beta_{zqZ}) \) defines the amount of data that is required to exchange with other applications when executing query \( q \).

The placement of applications on the nodes of a computer system is specified by a rectangular Boolean matrix of size \( Z \times N \):

\[ G = (g_{zn}) \],

where \( g_{zm} = 1 \), if this application \( z \) is launched from information node \( n \), \( z \in 1, Z, n \in 1, N \).

The placement of the software, which initiates the launch of the corresponding requests when the widget is activated, is assigned to the nodes of the computer system by a rectangular Boolean matrix with a size \( V \times N \):

\[ H = (h_{vn}) \],

where \( h_{vn} = 1 \) then, if for the software of the widget with number \( v \), the scheduled information node is \( n \), \( v \in 1, V, n \in 1, N \).

The placement of fragments of the database for servicing requests for widgets on the nodes of a computer system is specified by a rectangular Boolean matrix of size \( D \times N \):

\[ S = (s_{dn}) \],

where \( s_{dn} = 1 \) then, if the fragment of the database with the number \( d \) will be located on the node of the computer system \( n \), \( d \in 1, D, n \in 1, N \).
Thus, it is possible to form a model of information interconnections using such a tuple of the above vectors, sets and zero matrices:

$$\mathcal{J} = \{ M_N, M_M, M_{ZQ},\{Z_{q_1} = (\bar{Z}_{q_1}, \bar{Q}_{q_1})\}, M_D, G, H, S,\{Q_q = (Z_{q_1}, D_{q_1}, V_{q_1}, W_{q_1})\}\}$$  \hspace{1cm} (6)

But the module for controlling the user interface of a computer system imposes a number of restrictions on the elements of this tuple. In addition, the limitations associated with the operation of the basic network of the computer system should be considered. So:
- any request must initiate at least one computer system application, therefore
  $$\sum_{i=1}^{Z} z_{qi} \geq 1 \quad \forall e \in \mathbb{I}, \mathbb{E};$$  \hspace{1cm} (7)
- there are requests that appeal directly to the modules for managing the components of the basic network without exchanging with the widget request service database, that is
  $$\sum_{i=1}^{D} d_{qi} \geq 1 \quad \forall q \in \mathbb{I}, \mathbb{Q};$$  \hspace{1cm} (8)
- each request can be initiated by at least one widget, therefore
  $$\sum_{i=1}^{V} u_{qi} \geq 1 \quad \forall q \in \mathbb{I}, \mathbb{Q};$$  \hspace{1cm} (9)
- each widget, upon activation, must initiate at least one request, that is
  $$\sum_{i=1}^{Q} v_{iv} \geq 1 \quad \forall v \in \mathbb{I}, \mathbb{V};$$  \hspace{1cm} (10)
- each application from set $Z$ must be installed on only one node (all components of composite applications are considered as separate elements of this set):
  $$\sum_{i=1}^{N} g_{zi} = 1 \quad \forall z \in \mathbb{I}, \mathbb{Z};$$  \hspace{1cm} (11)
- during the modeling considers (included in the set of nodes) only those nodes of the computer system that are involved in processing of requests of the pool of widgets, therefore
  $$\sum_{i=1}^{Z} g_{zi} + \sum_{j=1}^{Q} g_{jin} \geq 1 \quad \forall n \in \mathbb{I}, \mathbb{N};$$  \hspace{1cm} (12)
- at the time the widget pool starts functioning, all applications that are needed to process widget requests must be installed, that is
  $$\sum_{i=1}^{Z} g_{zi} = Z;$$  \hspace{1cm} (13)
- software for activating widgets must be distributed over the nodes of the computer system (if a node serves several widgets, then such a node is decomposed), so
  $$\sum_{i=1}^{V} \sum_{j=1}^{N} h_{ij} = N;$$  \hspace{1cm} (14)

- each widget is assigned to only one node of the computer system, that is
  $$\sum_{i=1}^{N} h_{vi} = 1 \quad \forall v \in \mathbb{I}, \mathbb{V};$$  \hspace{1cm} (15)
- pinning widgets to nodes is arbitrary, therefore
  $$\sum_{i=1}^{N} h_{in} \in [0, V];$$  \hspace{1cm} (16)
- all fragments of the database for servicing requests for widgets must be distributed among the nodes of the computer system, that is
  $$\sum_{i=1}^{D} \sum_{j=1}^{N} s_{ij} \geq D \quad \forall d \in [0, D];$$  \hspace{1cm} (17)
- data replication is possible, which means that one fragment of the widget query service database can be located on several nodes, that is
  $$\sum_{i=1}^{N} s_{ii} \geq 1;$$  \hspace{1cm} (18)
- the allocation of fragments of the data storage on the nodes of the computer system is arbitrary, that is
  $$\sum_{i=1}^{D} \sum_{j=1}^{N} s_{in} \in [0, D] \quad \forall i \in \mathbb{I}, \mathbb{N}. \hspace{1cm} (19)$$

So, the tuple (6), considered in conjunction with conditions (7) - (19), is a mathematical model of information interconnections in the operation of the software of the pool of widgets in the environment of a computer system.

### 2. Defining the space of admissible distributions

Boolean matrices $G, H, S$ in the mathematical model (6) - (19) set the location of the software, initiate the launch of the corresponding queries when activating the widget, applications and database fragments. Also, Boolean matrices are responsible for servicing widget requests for the nodes of the computer system. It is obvious that the quality of the functioning of the control module for the user interface of a computer system significantly depends on these matrices, that is, in a given mathematical model, Boolean matrices $G, H, S$ can be considered model variables. Then the number of possible distribution options is \(2^{(Z+V+D)\times N}\). Even with a small number of computer system nodes and widgets, as well as with a minimal database distribution, the number of possible options is very large.

Note that many separate widgets are usually used to control moving objects. Therefore, when using the developed mathematical model to find the best options for the location of components, it is necessary to significantly reduce the number of options under consideration, and as quickly as possible. For this purpose, it is necessary to use the features of Boolean matrices.
G, H, S and some of the limitations (7) - (19).

Rectangular Boolean matrices have the same number of columns. It allows combining these matrices and considers in the future only one, combined matrix, which specifies the variant of the distribution of components over the nodes of the computer system:

\[ G_{\text{com}} = G!!H!!S; \]
\[ \text{card}(G_{\text{com}}) = (Z + V + D) \times N. \] (20)

The next step is to analyze how the above limitations of the mathematical model affect the existing matrix \( G_{\text{com}} \).

Requests initiated by widgets are always launched from the node of the computer system on which installed the corresponding widget software. Therefore, limitations on queries (7) - (10) do not affect the matrix \( G_{\text{com}} \).

Limitations (11) and (15) concern the location of widgets and applications on only one node. Assuming the matrix \( G_{\text{com}} \) is Boolean, these limitations are quickly checked using equality proof:

\[ \sum_{i=1}^{N} \left( \sum_{j=1}^{Z} G_{\text{com}}(i, j) \right) = Z + V. \] (21)

There is used the function of finding the presence of exactly a single one in the row or column of a Boolean matrix

\[ \chi_i(\tau) = \begin{cases} 1, & \text{if } \tau = 1; \\ 0, & \text{if } \tau \neq 1. \end{cases} \] (22)

In addition, the met of condition (21) corresponds to the fulfillment of the limitations on the mandatory allocation of all widgets and applications on the nodes of the computer system, which are given in limitations (13) and (14).

According to constraint (12), in mathematical modeling, only those nodes of the computer system that are involved in processing requests of the pool of widgets are considered. The check of this limitation can be quickly done by using the expression of the columns of the resulting matrix by confirming the mandatory fulfillment of equality

\[ \sum_{j=1}^{Z} \left( \sum_{i=1}^{N} G_{\text{com}}(i, j) \right) = N. \] (23)

Here is a function of defining non-zero fragments of rows or columns of a Boolean matrix

\[ \chi_2(\tau) = \begin{cases} 1, & \text{if } \tau \geq 1; \\ 0, & \text{else}. \end{cases} \] (24)

This function can be used when checking the limitation (17) that all fragments of the database for serving requests for widgets should be distributed among the nodes of the computer system, that is:

\[ \sum_{j=1}^{Z} \left( \sum_{i=1}^{N} G_{\text{com}}(i, j) \right) = N. \] (25)

So, together with the developed mathematical model, it is proposed to apply in parallel an algorithm that determines whether the option under consideration complies with the given limitation:

1) vertical union of Boolean matrices \( G, H, S \) and obtaining a generalizing matrix \( G_{\text{com}} \);

2) verification of limitations for widgets and applications using expression (23);

3) verification of limitations for the nodes of a computer system using expression (24);

4) verification of limitations for the location of database fragments using expression (25).

3. Case study

The results obtained were tested in the synthesis of the control component of the UAV group, which is designed to conduct a survey of the area after an emergency. The user interface of the synthesized component includes a pool of widgets, which are divided into two groups:

1) widgets requiring prompt response to generated requests (group A);

2) widgets that allow a delay in the response to the generated request (group B).

The structure of the user interface is formed dynamically depending on the number of control objects. In particular, the pool of widgets can be divided into static and dynamic components. In the conducted experiments, the static component contained \( N_{\text{St}} = 12 \) widgets of group A. In the dynamic component, for each controlled object (UAV), the pool of widgets was increased by \( N_{\text{one}} = 3 \) widgets, which provided the formation of operational commands to control a specific widget. Therefore, the size of the pool of user interface widgets is determined by the following ratio:

\[ N_{\text{pool}} = N_{\text{St}} + N \cdot N_{\text{one}}, \] (26)

where \( N \) – number of managed objects.

The standard response time to a request initiated by the operational widget of the pool that provides the user interface of this system for the synthesized component was determined as \( T_{\text{spec}} = 7 \) seconds.

In synthesizing a component of a computer system, all distributed software components were distributed among the nodes of the software system. In particular, software was distributed that initiates the launch of the corresponding requests during activating a widget, applications, and database fragments to serve widget requests.
Two variants of the synthesis of the component were considered:
- using a standard model for the formation of information interconnections in a computer system;
- using the proposed model for the formation of information relationships in a computer system that is responsible for the control of moving objects.

The dependence of the average response time to a request on the number of UAVs in the considered group for the options under consideration is shown in Fig. 3.

![Graph showing the relationship between average response time (T_average) and number of drones (N) for standard and proposed models.](image)

**Fig. 3. Comparison of experimental results**

As can be seen from the graphs in Fig. 3, when synthesizing the control component of a UAV constellation, which is designed to conduct a survey of the area after an emergency, the use of the standard model makes it possible to effectively support a constellation of up to 11 UAVs. The use of the proposed model made it possible to expand the grouping to 17 UAVs.

However, when the basic network is distorted, there is a need to carry out an operative redistribution of software across the nodes of the computer network, which initiates the launch of the corresponding requests when the widget, applications and fragments of the widget query service database are activated. In this case, the time of the transformation should also be referred to the most important parameters of this process, especially in cases of large dimensionality of the model (6) - (19). Therefore, the article proposed an algorithm for fast search for the space of feasible solutions. The results of redistribution during modeling for various variants of the formation of the control component of the UAV constellation with the use of the proposed algorithm and without it are shown in Fig. 4.

![Graph showing redistribution time for standard and fast algorithms.](image)

**Fig. 4. Redistribution time**

Due to these advantages, this model can be used when forming resource allocation queues between widget requests. But the most significant gain can be obtained when it is used to quickly redistribute the location of software between the nodes of a computer system in the event of local hardware failures. For this, it is necessary to develop a method for finding the optimal or rational redistribution of the location of software, the main criterion of which will be the time to solve the optimization problem.

### Conclusions

In this paper, a mathematical model was proposed that determines the parameters of information flows between the components of a computer system that are involved in the control of moving objects. The model uses the scheme of informational interconnections of the corresponding components in the environment of a computer system. The model is represented as a tuple of vectors, sets, Boolean matrices and a number of limitations. The limitations made it possible to take into account the specific features of the functioning of the pool of widgets that support the user interface when controlling movable objects. This model will allow for operational reallocation of resources by systems between requests using the proposed fast algorithm.

**The direction of further research** is the development of a method for finding the optimal or rational redistribution of the location of software, the main criterion of which will be the time to solve the optimization problem.
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МODEЛЮВАННЯ ІНФОРМАЦІЙНИХ ВЗАЄМОЗВ’ЯЗКІВ У КОМП’ЮТЕРНІЙ СИСТЕМІ УПРАВЛІННЯ РУХОМИМИ ОБ’ЄКТАМИ

І. Г. Кучук, В. Ю. Мєрлак

Предмет дослідження – пул відділів, що забезпечує інтерфейс користувача у комп’ютерній системі управління рухомими об’єктами. Об’єкт дослідження – процес обміну інформацією між складовими комп’ютерної системи, що безпосередньо здійснює управління рухомими об’єктами. Значенняю, що за- вдання розподілу ресурсів для пулу відділів, які забезпечують операційне управління рухомими об’єктами, є дуже важливою. При збільшенні кількості елементів пулу відділів конкуренція за ресурси комп’ютерної системи суттєво зростає, відповідно зростають время для найбільш затребуваних ресурсів. Тому необхідно провести перерозподіл ресурсів між затягами таким чином, щоб були враховані приоритети затягів, а час реакції операційних затягів не перевищував нормативний час. Такий розподіл неможливо реалізувати без моделі, яка б показала параметри всіх інформаційних потоків між задіяними складовими, що є метою даної статті. При цьому модель повинна враховувати характерні особливості пулу відділів, що підрізумовую інтерфейс користувача. Результати дослідження. Для досягнення мети вирішено декілька часткових за- вдань. Спочатку визначені основні міжоб’єктні зв’язки, які будуть задіяні при моделюванні інформаційних взає- мозв’язків між програмними компонентами, що обслуговують відділів відділів інтерфейсу користувача у середовищі комп’ютерної системи. Потім розроблена схема інформаційних взаємозв’язків між цими мно-
Моделювання інформаційних взаємозв'язків в комп'ютерній системі управління подвіжними об'єктами

Н. Г. Кучук, В. Ю. Мерлак

Предмет дослідження - пул виджетів, який обслуговує інтерфейс користувача в комп'ютерній системі управління подвіжними об'єктами. Об'єкт дослідження - процес обміну інформацією між складовими комп'ютерної системи, які непосередньо діяли на управління подвійними об'єктами. Отже, основною метою дослідження є вивчення взаємозв'язків між складовими комп'ютерної системи, які діяли на управління подвійними об'єктами.

Результати дослідження. В основу дослідження покладено двох інструментальних об'єктів: комп'ютерна система та комп'ютерний процес. Комп'ютерна система є основною складовою комп'ютерної системи, яка обслуговує інтерфейс користувача. Комп'ютерний процес є об'єктом управління, який виконує функції обслуговування інтерфейсу користувача.

Висновки. Об'єкт управління має свої складові, які впливають на його роботу. Основними складовими об'єкта управління є процеси обміну інформації між складовими комп'ютерної системи, які впливають на управління подвійними об'єктами. Комп'ютерна система є основною складовою комп'ютерної системи, яка обслуговує інтерфейс користувача. Комп'ютерний процес є об'єктом управління, який виконує функції обслуговування інтерфейсу користувача.