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Abstract: Pneumonia is a bacterial infection caused people of all ages with mild to severe inflammation of the lung tissue. The best known and most common clinical method for the diagnosis of pneumonia is chest X-ray imaging. But the diagnosis of pneumonia from chest X-ray images is a difficult task, even for specialist radiologists. In developing countries, this lung disease becomes one of the deadliest among children under the age of 5 and causing 15% of deaths recorded annually. Therefore, in this study, firstly the presence of the disease was tried to be determined using chest X-ray dataset. In addition, using the bacterial and viral pneumonia classes which are two different types of pneumonia, multi class classification which consists of viral pneumonia, bacterial pneumonia and healthy has been done. Since the used dataset does not have a balanced distribution among all classes, SMOTE (Synthetic Minority Over-sampling Technique) method has been used to deal with imbalanced dataset. CNN model and models in Ensemble Learning have been created from scratch instead of using weights of pre-trained networks to see the effectiveness of CNN weights on medical data. For each classification problem, two different deep learning methods which are CNN and ensemble learning have been used and 95% average accuracy has been obtained for each model, for binary classification and 78% and 75% average accuracy has been obtained for each model respectively for multi class classification problem.
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1. Introduction

More than 1 million people get pneumonia every year in the U.S. Unfortunately, 50,000 of these people die from this disease. Many factors such as age, smoking, alcohol use, and malnutrition can cause people to have pneumonia. Pneumonia can be seen in people of different age groups, but it is more risky due to low immune systems in two-year-old and younger babies and individuals aged 65 and over [1]. Pneumonia can be a disease that can be managed with early diagnosis and treatment. Chest X-ray images are used for the diagnosis of pneumonia. But the diagnosis of pneumonia from chest X-ray images is a difficult task even for specialist radiologists. The appearance of pneumonia in X-ray images is often uncertain, it can be confused with other diseases and behave like many other benign abnormalities. These inconsistencies have caused important subjective decisions and variations among radiologists in the diagnosis of pneumonia [2]. Therefore, computerized support systems are needed to help radiologists diagnose pneumonia from chest X-ray images.

In medical imaging, the correct diagnosis or evaluation of a disease depends on both image acquisition and image interpretation. Image acquisition has recently begun to take advantage of computer technology, as image acquisition has improved significantly in recent years and devices are collecting data at faster and higher resolution [3]. Thanks to large data sets, rapid progress is made in computerized vision problems based on deep learning. Object recognition, perception and segmentation performance results were found to give better results compared to manual diagnosis. In deep learning, radiology imaging has generally shown similar performance improvements in the field of medical image analysis for the detection and segmentation tasks of human anatomical or pathological structures [4]. Machine learning and deep learning which are the sub-branches of artificial intelligence used in many fields in recent years also offer hope to help experts in early diagnosis of diseases. Studies show that deep learning gives good results in the field of health. In [5] Siar et al. tried to detect the brain tumor using Magnetic Resonance Imaging (MRI) images with the CNN method. With the fully connected layer of softmax used in the last stage, they have reached an accuracy rate of 98.67% in detecting the disease. Based on the high performance achieved in CNN, they provided feature extraction of the images with machine learning methods and then used these images in CNN. This new used method yielded 99.12% in the test set.
Yoo et al. developed a CNN-based automated pipeline to diagnose prostate cancer. In this study, data set from 427 patients were used and the area under the ROC curve was determined as 0.87 [6]. In [7] Kieu et al. developed multiple CNN structures to detect normal and abnormal thorax images. In this method, they divided the entrance of CNN into three parts, namely right, left and whole of a thorax image. They gave all these parts to CNN and finally combined the results of these CNN models with what they call the Fusion rule. They demonstrated the applicability of the multiple CNN method they proposed with a 96% result.

Wang et al. [8] have developed a deep CNN method used to detect 14 thorax diseases, which they call Thorax-Net. This method consists of classification and attention section. The classification branch uses a classifier-feature extractor network to save users from the hassle of manual feature extraction and classification. Using the attention branch class tags and pathological abnormalities, it analyzes the feature extraction map obtained from the classification branch. Thorax-Net tries to achieve a result by centering the outputs of these two branches. Wang et al. With the Thorax-net architecture, they have seen that the area below the average ROC per class has reached 0.7876.

There are also many studies based on deep learning related to the diagnosis of pneumonia. For example: Ayan et al. [4] emphasized the importance of early diagnosis of pneumonia disease in their study. They used the VGG-16 and Xception models in the detection of the disease through transfer learning and model adaptation methods. 624 chest X-ray images used in the testing phase, they reached 87% accuracy for the VGG-16 model and 82% accuracy for the Xception model. They also added that the Xception model gives better results than the Inception-V3 model. In [9], Talo used the ResNet152 model with the learning transfer method for the detection of pneumonia disease. It achieved 97.4% recognition success from the data set used without any pretreatment and feature extraction.

O’Quinn et al. tried to detect the presence of the disease using 5659 images in DICOM format. It used 70% of the data set for train and the rest for testing. Alexnet achieved 76% recognition success in the method used by the deep learning network with transfer learning [10].

In another study [11], Varshni et al. made a comparison for the diagnosis of pneumonia between different models based on CNN, which they used through transfer learning as feature extraction, and different classifiers they used as classifiers. With their statistical results, they show that pre-trained CNN models used in conjunction with supervised classifier algorithms can be very useful in analyzing chest x-ray images, especially to detect Pneumonia. According to these results, they stated that they obtained the best results when using DenseNet-169 for feature extraction and Support Vector Machines (SVM) as classifier. Stephen et al. unlike studies based on transfer learning used in pneumonia diagnosis, they trained the chest data set in CNN created from scratch. They increased the data set with data enhancement methods such as flip horizontal, change width and height, zoom, etc. The CNN model used has 4 convolution layers with 3x3 different number of filters, and ReLu activation function and maximum pooling layer after each convolution layer. The last two layers are fully connected layers. Using the sigmoid function after the fully connected layer, it was determined whether the image was pneumonia or normal. The accuracy of the model has been tested with different dimensions of the image and the highest performance for the 200x200 color image has been reached as 93.73% [12].

Urey et al. processed the data set in three different ways. These preprocesses are increase in color space, increase in contrast and opening the image. They have tried different combinations of these preprocesses for different networks. In their last attempt, they used CNN model to create a feature extraction map of the pre-processed X-ray images using contrast enhancement and image unpacking during the feature extraction phase. And this model has been tested with two different classification techniques. While the first method is artificial neural network, the second model that gives the highest performance is ResNet architecture. The model that gives the highest performance in their studies correctly determines the pneumonia disease by 78.73% [13].

In [14] Hammoudi et al. have worked on deep learning models that can be used to diagnose pneumonia in order to contribute to healthcare workers using radiographic images. They used different types of deep learning methods such as ResNet34, ResNet50 and DenseNet169, VGG-19 and a dual use model (Inception ResNetV2 - RNN). They have tried to classify chest X-ray images into viral pneumonia, bacterial pneumonia and normal.

2. Deep Learning

There has been much talk about all the possibilities of machines that have recently learned to do what people do in factories, warehouses, offices and homes. Along with the developing technology, terms such as artificial intelligence, machine learning and deep learning are also on the agenda. In short, Artificial Intelligence is the science of making computers smart. The purpose of Artificial Intelligence is to make computers more useful by understanding the nature of intelligence [15]. Deep learning methods are used for fast learning and implementation of complex data by disabling human factor from machine learning [16]. Deep learning is a machine learning branch based on a set of algorithms that attempt to model high level abstractions in data using multiple processing layers with complex structures or in other ways [17].

2.1. Convolutional Neural Network

The term deep learning refers to multi layered artificial neural networks (ANN). Recently, deep learning has become one of the most powerful tools in the literature as it can process large amounts of data [18]. The Convolutional Neural Networks (CNN) is one of the most known deep learning networks. Significant achievements have been achieved in studies such as voice recognition, image processing, pattern recognition using CNN. CNN is a deep neural network in which at least one of the layers forming it, feature extraction is performed by applying the convolution process [19].

CNN model has different layers as given below

1) Input Layer: The Input Layer forms the first layer of CNN. In the input layer, the input is given raw to the network. In order for the computer to understand the given input image, the pixels of the input are converted into numerical data.

2) Convolution Layer: The convolution layer is also known as the feature extraction layer because the property of the given image in the network is extracted in this layer. The feature map of the image is drawn using various filters in the convolution layer [20]. The filters used can be of different sizes, such as $2 \times 2$, $3 \times 3$, $5 \times 5$. In this layer, the convolution process is applied to the input data using given filters. There are some hyperparameters such as zero padding and stride used in convolution process. Convolution starts from the upper left corner of the input matrix and then continues by sliding the filter to the right and down. Stride specifies the number of steps in this scroll. When stride is 1, the filters are moved one by one.
When it is 2, the filters take two steps while shifting. If the number of steps is high, it means that the output will be smaller as a result of the convolution. Generally, the number of steps 1 or 2 is preferred in CNN. The Figure 1. below shows how the output size changes when the stride is 1 or 2.

![Fig. 1 Effect of stride to the output in the convolution process.](image)

Sometimes it may be necessary to fill the border of the input matrix with zeros. The purpose of using the zero padding is to control the size of the output matrix in convolution layers. As shown in the Figure 2., a 5×5 size matrix is obtained as a result of the convolution process applied by a 3×3 size filter, and a 2×2 size matrix when zero padding is not applied.

3)Pooling Layer: The pooling layer is generally used to reduce the number of parameters and complexity in a CNN model. For the next convolution layer, it decreases the input size without affecting the depth size. So, the height and width values of the input decrease after pooling, while its depth does not change. There are some different types of pooling layers, but the most popular one is max pooling layer. A filter size and number of stride are determined at maximum pooling. Depending on this parameter, the maximum value inside the filter becomes the new value of the output.

4)Fully Connected Layer: The fully connected layer comes after some convolution, activation function of ReLU and pooling layers in CNN. For the fully connected layer, the feature map is converted to the 1D feature vector which is called "Flattening". This layer is called the fully connected layer because it is connected to all neurons of the previous layer. This layer helps to produce output from extracted features from previous layers and then pass it to the output layer where each neuron has a classification probability of labels.

![Fig. 2 The output of convolution process when (a) zero padding is applied, (b) zero padding is not applied.](image)

2.2. Ensemble Learning

Ensemble learning is an effective and increasingly adopted technique that combines different learning algorithms to improve the overall performance of the model [21]. Unlike ordinary machine learning approaches that try to learn a hypothesis from training data, ensemble learning methods try to create a series of hypotheses and combine them to use [22]. Ensemble learning consists of three different methods:

1) Bagging: It stands for 'bootstrap aggregating'. It was proposed by Breiman [23] to combine predictive results of models trained on randomly distributed training sets to improve classification performance [24]. As seen in Fig 3, training sets are randomly distributed in bagging method. Training and prediction are carried out for each training set. And these prediction results are combined at the end.

![Fig. 3 Bagging method.](image)

2) Boosting: Boosting is the algorithm that combines a number of weak classifiers to create a strong classifier [24]. This method creates a gradually recurring community. As in Fig 4., each new predictive model tries to increase performance by emphasizing the incorrect classifications of the previous model [24]. Adaboosting [25] is still the most used boosting method, although many different boosting methods have been developed.

3) Majority Voting: The majority voting method is a method that improves the performance of the classifier by voting [21]. In this method, different classifiers are used as shown in Fig 5. and each classifier makes a prediction. The estimates of the classifiers are looked at and the prediction with the most votes is considered as the prediction of the model. Since three of the four different classifiers used here estimate the sample used as X, the sample is considered an estimated X as a result.
3. Materials and Methods

3.1. Outline of Methodology

This study consists of two parts: binary classification (Pneumonia/Normal) and multi-class classification (Bacterial Pneumonia/Viral Pneumonia/Normal) of Chest X-ray images. For each classification type, CNN and Ensemble Learning methods were used separately.

3.2. Dataset

The used dataset\(^1\) in which images of Chest X-ray have been labeled as normal and pneumonia, consists of Chest X-ray images from one to five year old children provided by the Guangzhou Women's and Children's Health Center. This dataset has been obtained. Of these images low-quality or illegible ones have been eliminated and the remaining images have been graded by a total of three experts for use in artificial intelligence studies. For multi-class classification problem, pneumonia class is divided into two classes which are bacterial pneumonia and virus/viral pneumonia. There are 5840 images in total, each of which is different in size. Normally the dataset has an unbalance distribution over classes.

The number of images in each class were balanced with the SMOTE method in order to prevent the inclination towards the class which has majority, during the training. SMOTE method is an over-sampling approach in which the minority class is over-sampled by creating “synthetic” examples to make the image distribution in classes balanced. To create synthetic samples using SMOTE method, firstly a sample should be chosen from dataset. Then the difference between chosen sample and its nearest neighbor is calculated. This difference is multiplied by a random number between 0-1. At the end, this value is added to the first chosen sample. These steps are repeated for the number of nearest neighbors. In [26] SMOTE method has been applied for different types of data for different purposes. After SMOTE method which is applied on only training data to balance number of data in each class, dataset has 6808 for training and 1168 for testing for binary classification. For multi class classification, after SMOTE method training set has 6714 and test set has 1168 X-ray images. The samples of Chest X-ray dataset for each class can be seen in Fig.6.

3.3. Proposed Model Convolutional Neural Network (CNN)

In CNN model used for this work, separable convolution process has been applied for each convolution layer except first layer instead of ordinary convolution. The feature that distinguishes the separable convolution from the classical convolution is that it is separable. The separable convolution is divided into depth convolution and point convolution. This method makes the model has less parameters and decreases the computational time. CNN model starts with two convolutional process with 16 3×3 filter. ReLU activation follows each convolution layer. Also zero padding has been applied for convolution processes. After convolution layers, max pooling has been used. For the other layers, separable convolutions have been applied with ReLU and zero padding using different number of 3×3 filters. Similarly, max pooling follows the convolution layers. However, differently batch normalization has been used before max pooling. Batch normalization is proposed as a technique that helps coordinate the updating of multiple layers in the model. Same processes have been seen in the following block. For last two layers before fully connected layer, dropout process has been applied after max pooling. The drop out process removes neurons below a certain threshold at each training stage to prevent the network overfitting. All the weights of last layer are connected to fully connected layer. In this work, there are three fully connected layers, each followed by dropout. Finally, all the weights pass through a Softmax function which gives the probability of the output for classes. For each classification problems which are binary and multi class, same CNN model has been used, also stride is one for each

\(^1\) ChestX-RayImages(Pneumonia)dataset:https://www.kaggle.com/paultimothymooney/chest-xray-pneumonia2
convolution layers and batch size is 16, number of epoch is 20 and input RGB image is resized to 112×112 before training.

### 3.4. Proposed Model Ensemble Learning

For this proposed model using majority voting, three different CNN models have been used within Ensemble Learning for each classification problem. First model is CNN model mentioned in Part C. Second model is another CNN model which has convolution layers using filters with 3×3 size and ReLU, batch normalization after each convolution layer and dropout layer. Outputs of last layer are connected to output layer in which Softmax function is used. The last model is Inception-V3. Inception-V3 is a deep learning model. For the first layers of this model, weights of the pre-trained model with ILSVRC ImageNet [27] dataset which has 1000 classes have been used. This process called as transfer learning. In the last layer, a fully connected layer was used for this study. The output of this layer is given to the Softmax function. After the training processes of these three models, the final predictions obtained using the majority voting method were the results of this ensemble learning model. Same as the CNN model, batch size and number of epoch of each model used in Ensemble Learning is 16 and 20 respectively. Proposed CNN model and Ensemble Learning model in this work shown in Fig. 7.

![Fig. 7](image-url)

**Fig.7** Proposed models (a) CNN model, (b) Ensemble Learning model.

### 4. Experimental Results

#### 4.1. Classification Performance

The performance of this work for each model is evaluated in the Accuracy, Precision, Recall and F1 score.

#### 4.2. Comparison

There are a lot of works about pneumonia detection as a binary classification. However most of them are based on transfer learning approaches. Instead of using trained weights, we created a deep learning model from scratch for both classification problem.

#### Table 1. Results of CNN model for binary classification

| Class \ Metrics | Precision | Recall | F1 score |
|----------------|-----------|--------|----------|
| Pneumonia      | 0.98      | 0.97   | 0.97     |
| Normal         | 0.92      | 0.94   | 0.93     |
| Average        | 0.95      | 0.95   | 0.95     |

#### Table 2. Results of Ensemble Learning model for binary classification

| Class \ Metrics | Precision | Recall | F1 score |
|----------------|-----------|--------|----------|
| Pneumonia      | 0.97      | 0.97   | 0.97     |
| Normal         | 0.91      | 0.93   | 0.92     |
| Average        | 0.94      | 0.95   | 0.95     |

#### Table 3. Results of CNN model for multiclass classification

| Class \ Metrics | Precision | Recall | F1 score |
|----------------|-----------|--------|----------|
| Normal         | 0.91      | 0.94   | 0.93     |
| Virus P.       | 0.74      | 0.48   | 0.58     |
| Bacterial P.   | 0.75      | 0.90   | 0.82     |
| Average        | 0.80      | 0.78   | 0.78     |

#### Table 4. Results of Ensemble Learning model for multiclass classification

| Class \ Metrics | Precision | Recall | F1 score |
|----------------|-----------|--------|----------|
| Normal         | 0.84      | 0.93   | 0.88     |
| Virus P.       | 0.74      | 0.43   | 0.54     |
| Bacterial P.   | 0.75      | 0.89   | 0.81     |
| Average        | 0.77      | 0.75   | 0.75     |
Table 5 and 6 show comparison results of models for binary and multi class classification.

### Table 5. Comparison of model results for binary classification.

| Method        | Techniques         | Accuracy |
|---------------|--------------------|----------|
| Own et al. [2] | Vgg-16             | 0.87     |
| Talo [9]      | ResNet152          | 0.97     |
| O’Quinn et al. [10] | Alexnet        | 0.76     |
| Stephen et al. [12] | CNN             | 0.93     |
| Urey et al. [13] | Resnet            | 0.78     |
| This work model / model 2 | CNN / Ensemble | 0.95 / 0.95 |

### Table 6. Comparison of model results for mutliclass classification.

| Method                     | Techniques       | Accuracy % |
|----------------------------|------------------|------------|
| O’Quinn et al. [11]       | ResNet & RNN     | 84.69      |
| Talo et al. [11]          | ResNet & RNN     | 90.54      |
| Hamoudi et al. [14]       | Densenet169      | 97.97      |
| This work                 | CNN              | 90.07      |
| This work                 | Ensemble         | 88.95      |

### 5. Conclusion

As a conclusion in this study two different deep learning models which are CNN and Ensemble learning have been proposed for binary and multi class classification problems. Same dataset has been used for both problems. SMOTE method which is one of the over sampling methods used to deal with imbalance data problems has been used to make the image distribution in classes equal in the dataset. The classes are Pneumonia and Normal for the binary classification, on the other hand, these are Virus Pneumonia, Bacterial Pneumonia and Normal for multi class classification. Some metrics which are precision, recall and F1 score and accuracy have been used to show the results. As a result, both proposed models reached 95% accuracy rate for binary classification and average precision, recall and F1 score are 80%, 78%, 78% and 77%, 75%, 75% for multi class classification for CNN and Ensemble model respectively. This shows that CNN model is better than ensemble model for multi class classification. In addition, these models are trained on Google Colab which provides free GPU, in less than half an hour. Also, our proposed model which is CNN has only 6M parameters, on the other hand, proposed model in [14] which is DenseNet169 has 14M parameters which means there is a huge difference. Number of parameters is one the affects which effects computational time. Results show that SMOTE method can be used for also Chest X-ray images and different types of deep learning models can be used to reach high accuracy rates instead of using pre-trained networks. Since chest - X ray images are difficult to distinguish even for radiologists, these results may be higher if more labelled X-ray datasets are obtained in the future.
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