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Abstract—We analyze deterministic message identification via channels with non-discrete additive white noise and with a noiseless feedback link under both average power and peak power constraints. The identification task is part of Post Shannon Theory. The consideration of communication systems beyond Shannon’s approach is useful in order to increase the efficiency of information transmission for certain applications. We propose a coding scheme that first generates infinite common randomness between the sender and the receiver. If the channel has a positive message transmission feedback capacity, for given error thresholds and sufficiently large blocklength this common randomness is then used to construct arbitrarily large deterministic identification codes. In particular, the deterministic identification feedback capacity is infinite regardless of the scaling (exponential, doubly exponential, etc.) chosen for the capacity definition.
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NEW applications in modern communications demand robust and ultra-reliable low latency information exchange such as machine-to-machine and human-to-machine communications [10], the tactile internet [17], digital watermarking [3], [27], [33], health care, industry 4.0, etc. Novel communication tasks like molecular communication [21] also pose new challenges. For many of these applications, the identification approach suggested by Ahlswede and Dueck [5] in 1989 is much more suitable than the classical message transmission scheme proposed by Shannon [31]. For this reason, intensive research has been started recently [16], [18] in order to investigate the potential of identification and related communication tasks for application in future communication systems and to find the corresponding capacity characterizations as well as efficient coding schemes for practically relevant communication scenarios.

In the classical message transmission scheme, the encoder transmits a message over a channel. At the receiver side, the decoder aims to estimate this message based on the channel observation. In contrast, in the identification scheme, the sender and the receiver are given an identity each. The sender encodes his identity, and the receiver needs to check whether or not the identities coincide.

The identification problem can be regarded as the task of performing many hypothesis tests simultaneously. The starting point of the theory of identification which immediately sparked great interest in this new paradigm was the result of [5] for Discrete Memoryless Channels (DMCs) which states that the size of identification codes grows doubly exponentially fast with the blocklength, if randomized encoding is allowed. This is dramatically different from the classical message transmission, where the number of messages that can be reliably communicated over the channel is exponential in the blocklength. However, in this result, randomized encoding is essential in order to achieve the double exponential growth. In the deterministic setup, the number of messages that can be identified over a DMC only scales exponentially with the blocklength [8], [28], [29]. However, in the case of deterministic encoding, the rate is still larger than the message transmission rate in the exponential scale. Apart from these gains, other
communication scenarios such as correlation-assisted identification [11], secure correlation-assisted identification [15] as well as identification in the presence of feedback [4], [12] show that the identification problem produces completely new effects compared to Shannon’s message transmission problem.

The availability of a feedback channel has been shown not to increase the Shannon capacity of a DMC, even if the feedback is noiseless and has unlimited capacity [30]. However, it can help greatly in reducing the complexity of encoding or decoding [1]. Furthermore, it has been proved in [14], [19], [24] that feedback increases the capacities of discrete memoryless multiple-access channels as well as discrete memoryless broadcast channels. The authors of [2] pointed out that the noiseless feedback can be used to generate a secret key shared only between the transmitter and the legitimate receiver.

The combination of identification with noiseless feedback was studied by Ahlswede and Dueck [4] when the channel is a DMC. They showed that, even in the case of deterministic encoding, feedback allows the number of identities to grow doubly exponentially in the blocklength. The feedback allows us to set up a common randomness experiment shared by the sender and the receiver which can be used to construct an efficient identification code. The amount of correlated randomness determines the doubly-exponential growth rate of the identification capacity and is given by the maximal entropy of any output distribution which can be generated over the channel. If in addition, it is allowed to use randomized encoding, the capacity grows even larger, although still on the doubly-exponential scale. These results are special cases of the fact that the identification capacity on the doubly-exponential scale of a DMC coincides with the capacity of common randomness [2].

Other work on identification in the presence of feedback has focused on channels with finite input and output alphabets. Identification via discrete arbitrarily varying channels (AVC) with noiseless feedback was investigated in [9]. Identification over discrete multi-way channels with complete feedback was presented in [6]. In [7], Ahlswede established a unified theory of identification via channels with finite input and output alphabets in the presence of noisy feedback. Secure identification over the discrete memoryless wiretap channel in the presence of secure feedback was studied in [2].

Only a few studies [13], [15], [20], [25], [28] have explored identification for continuous alphabets, although such channels are highly relevant for applications such as those mentioned in [16]. We are concerned with channels with non-discrete additive white noise. The most prominent example of such a channel is the channel with additive white Gaussian noise (AWGN), which is practically relevant in wired and wireless communications, satellite and deep space communication links, etc. Unusual phenomena are encountered when we extend the identification problem from the DMC case to the case of continuous alphabets. For instance, the maximum size of deterministic identification codes without feedback for the AWGN channel scales as $n^{Rn}$ for some positive $R$ as the blocklength $n$ ends to infinity, which is neither singly-nor doubly-exponential [28]. But like in the DMC case, the size of identification codes without feedback scales doubly exponentially fast in the blocklength if randomized encoding is permitted [13], [26].

Although identification with feedback currently is an active research area, no results have yet been established for continuous alphabets in the presence of feedback. We determine the identification capacity of channels with non-discrete additive white noise in the presence of noiseless feedback for the case of deterministic encoding. See Fig. 1 for an illustration of the problem setup. While the average power constraint provides analytical tractability, real-life systems are limited in their peak power. In our case, we are able to find the identification feedback capacity not only subject to an average power constraint, but also that subject to peak power constraint.

In fact, we find even more than a capacity result. If the channel with non-discrete additive white noise has a positive message transmission capacity under the given power constraint, for given error thresholds and sufficiently large blocklength we construct arbitrarily large deterministic identification codes. In other words, only the error thresholds determine the minimum necessary blocklength, and once this requirement is met, the size of the identification code can be chosen independently of the blocklength. Consequently, no matter with respect to which scale (exponential, doubly exponential, ...) one defines the deterministic identification feedback capacity, the capacity will always be positive. We also formalize this “capacity-theoretic” point of view. Clearly, if randomized encoding is allowed in addition to the use of feedback, these results continue to hold. For this reason, we will not formally introduce or discuss the case of randomized encoding together with perfect feedback. Our result is yet another example where the identification task shows a completely different behavior than Shannon’s message transmission task.

The reason for our surprising result is that feedback allows the sender and the receiver to establish a shared random experiment on an arbitrarily large finite set. This permits us to make the error probabilities of the second kind arbitrarily small, which describe the probability that the receiver wrongly decides that his identity is the same as the sender’s. The decision sets corresponding to different identities overlap, and using the arbitrarily large common randomness, one can devise

---

Fig. 1. Discrete-time memoryless channel with noiseless feedback.
arbitrarily strong “challenges” which help to distinguish these decision sets.

In Section II, we introduce our system model, present the main results of the paper, and provide a comparative discussion of related work. In Section III, we provide a coding scheme that generates infinite common randomness between the sender and the receiver in our system model and prove the main results of the paper. Section IV contains concluding remarks and proposes potential future research in this field.

II. SYSTEM MODEL AND MAIN RESULT

In this section, we introduce the notation that will be used throughout the paper. We introduce our system model and present the main result of the paper. We conclude with a discussion of the result and a comparison with related and similar results.

A. Notation

The letter $\mathbb{R}$ denotes the set of real numbers. By $\log$, we mean the logarithm with base 2, whereas $\ln$ is the natural logarithm.

B. System Model

1) Channels With Additive Noise: The channels over which we want to perform identification are discrete-time memoryless channels with additive white noise, with real inputs and outputs. An input $x \in \mathbb{R}$ results in an output variable $Y$ of the form

$$Y = x + Z,$$

where $Z$ is the additive noise whose distribution $P$ is independent of $x$. Our strategy achieving an infinite identification capacity does not apply to arbitrary noise distributions. The admissible types of noise can be described using the Lebesgue decomposition of probability measures. In order to formulate the Lebesgue decomposition, we need to define three properties of probability measures.

Definition 1: Let $P$ be a probability distribution on $\mathbb{R}$ with cumulative density function (cdf) $F$.  

1) $P$ and $F$ are called absolutely continuous if there exists a measurable function $f(x)$ such that

$$P[A] = \int_A f(x) \, dx$$

for all measurable $A$. The function $f$ is called the probability density function (pdf) of the random variable $X$.

2) $P$ and $F$ are called discrete if there exists a measurable set $A \subset \mathbb{R}$ such that $P(A) = 1$ and such that $P([x]) > 0$ for all $x \in A$.

3) $P$ and $F$ are called singular continuous if $F$ is continuous and $P$ is singular with respect to the Lebesgue measure (i.e., there exists a measurable $A \subset \mathbb{R}$ such that $P[A] = 1$ and $\int_A dx = 0$).

Note that the three properties defined above are mutually exclusive. A given probability distribution does not need to have any of these properties. However, by Lebesgue decomposition, any probability distribution can be decomposed into an absolutely continuous, a discrete and a singular continuous part.

Lemma 2 (Lebesgue Decomposition. See, e.g., [23]): Let $F$ be a cumulative distribution function. Then there exists a triple of cumulative distribution functions $(D, A, S)$ such that $D$ is discrete, $A$ is absolutely continuous and $S$ is singular continuous, and nonnegative numbers $p_D, p_A, p_S$ satisfying $p_D + p_A + p_S = 1$, such that

$$F = p_D D + p_A A + p_S S.$$
More generally, the expectation of the measurable function $g$ with respect to the probability measure $W_P(x|x)$ is given by

$$\int g(y) W_P(dy|x). \quad (2)$$

**Remark 5:** Note that these integrals can only be written as integrals with respect to the Lebesgue measure if $W_P(x|x)$ is absolutely continuous, which is the case if and only if $P$ is absolutely continuous. If $P$ is absolutely continuous with the pdf $f$, then

$$W_P(A|x) = \int_A f(y-x) \, dy.$$  

The standard example of an absolutely continuous probability measure is the Gaussian distribution, and the corresponding channel is the AWGN channel.

2) **Identification Feedback Codes:** We assume that perfect feedback is available to the sender. This means that after the transmission of every symbol, the sender obtains a perfect copy of the received symbol and can use this knowledge when choosing the next symbol to send. The availability of perfect feedback is reflected by the form of the encoding functions which will be used in identification feedback codes.

**Definition 6:** A feedback encoding function of length $n$ is a family $f = (f^1, \ldots, f^n)$ of $n$ real-valued functions satisfying

- $f^1 \in \mathbb{R}$,
- $f^2 : \mathbb{R} \to \mathbb{R}$,
- $\vdots$
- $f^n : \mathbb{R}^{n-1} \to \mathbb{R}$.

For any $\Gamma \geq 0$, the set of feedback encoding functions satisfying the average power constraint

$$\sum_{i=1}^n (f^i(y_1, \ldots, y_{i-1}))^2 \leq n \Gamma$$

for all $(y_1, \ldots, y_{n-1}) \in \mathbb{R}^{n-1}$

is denoted by $\mathcal{F}_{n,\Gamma}$. The set of feedback encoding functions satisfying the peak power constraint

$$|f^t(y_1, \ldots, y_{t-1})| \leq \Gamma$$

for all $t \in \{1, \ldots, n\}$

and all $(y_1, \ldots, y_{t-1}) \in \mathbb{R}^{t-1}$

is denoted by $\mathcal{F}_{n,\Gamma}$.

In an identification feedback code with $N$ identities, any identity $i$ will be associated with a feedback encoding function $f_i$. If the blocklength is $n$, then the sender starts by sending the real number $f^1_i$. From the perfect feedback, it obtains the receiver’s first channel output $y_1$ and sends $f^2_i(y_1)$ in the second channel use. This continues until finally, at the $n$-th channel use, the sender knows all previous channel outputs $y_1, \ldots, y_{n-1}$ and sends the symbol $f^n_i(y_1, \ldots, y_{n-1})$.

We want to formalize this by defining deterministic identification feedback codes. Before we can do this, we need to describe the output probability $W_P^n(\cdot|f)$ generated by any feedback encoding function $f$ of length $n$. This is more complicated than for the transmission of a simple symbol sequence $(x_1, \ldots, x_n)$ because the feedback has to be taken into account.

Recall that any probability distribution on $\mathbb{R}^n$ is characterized by the values it assumes on product sets [32, pp. 144f.]. Thus it is sufficient to describe $W_P^n(A_1 \times \cdots \times A_n|f)$ for measurable sets $A_1, \ldots, A_n \subseteq \mathbb{R}$. Proceeding by induction over $n$, it is not hard to see that

$$W_P^n(A_1 \times \cdots \times A_n|f) = \int_{A_1} \cdots \int_{A_n} W_P(dy_n|f^{n-1}(y_1, \ldots, y_{n-1})) \cdots W_P(dy_2|f^2(y_1)) W_P(dy_1|f^1)$$

(recall (2)). This characterization now permits us to also write $W_P^n(D|f)$ for arbitrary measurable sets $D \subseteq \mathbb{R}^n$.

**Definition 7:** Let $W_P$ be a channel with non-discrete additive white noise. Let $n, N$ be positive integers and $\lambda_1, \lambda_2$ non-negative reals satisfying $\lambda_1 + \lambda_2 < 1$.

1) An $(n, N, \lambda_1, \lambda_2)$ deterministic identification feedback code for $W_P$ with average power constraint $\Gamma \geq 0$ is a family of pairs $\{(f_i, D_i) : i = 1, \ldots, N\}$ with

$$f_i = (f^1_i, f^2_i, \ldots, f^n_i) \in \mathcal{F}_{n,\Gamma}, \quad D_i \subseteq \mathbb{R}^n$$

for all $i \in \{1, \ldots, N\}$

satisfying

$$\mu^{(i)}_1 \triangleq W_P^n(D_i|f_i) \leq \lambda_1 \quad \text{for all } i, \quad (3)$$

$$\mu^{(i,j)}_2 \triangleq W_P^n(D_j|f_i) \leq \lambda_2 \quad \text{for all } i \neq j. \quad (4)$$

2) An $(n, N, \lambda_1, \lambda_2)$ deterministic identification feedback code for $W_P$ with peak power constraint $\Gamma \geq 0$ is defined in an analogous manner but with all feedback encoding functions $f_i$ contained in $\mathcal{F}_{n,\Gamma}$ instead of $\mathcal{F}_{n,\Gamma}$.

Before we discuss the meaning of (3) and (4), let us first recall the definition of a traditional message transmission feedback code.

**Definition 8:** Let $W_P$ be a channel with non-discrete additive white noise. Let $n, M$ be positive integers and $\lambda \geq 0$. An $(n, M, \lambda)$ deterministic message transmission feedback code for $W_P$ with average power constraint $\Gamma \geq 0$ is a family of pairs $\{(f_i, D_i) : i = 1, \ldots, M\}$ with

$$f_i = (f^1_i, f^2_i, \ldots, f^n_i) \in \mathcal{F}_{n,\Gamma}, \quad D_i \subseteq \mathbb{R}^n$$

for all $i \in \{1, \ldots, M\}$,

$$D_i \cap D_j = \emptyset \quad \text{for } i \neq j$$

satisfying

$$W_P^n(D_i|f_i) \leq \lambda \quad \text{for all } i. \quad (5)$$

If every $f_i$ is contained in $\mathcal{F}_{n,\Gamma}$, then the code is an $(n, M, \lambda)$ deterministic message transmission feedback code for $W_P$ with peak power constraint $\Gamma$. 

Definition 8 is well-known. The main difference between a message transmission feedback code and an identification feedback code is that the former also requires the decoding sets to be disjoint. The absence of this requirement introduces new kinds of error events for identification codes. The message
transmission error probability (5) is analogous to the error probability \( \mu_{\Gamma}^{(i)} \) defined in (3). We call \( \mu_{\Gamma}^{(i)} \) a probability of error of the first kind.

For a pair \((i, j)\) of distinct identities, the \( \mu_{\Gamma}^{(i,j)} \) defined in (4) is called a probability of error of the second kind, and gives the probability that the decoder decides for identity \( j \) when in fact identity \( i \) was sent. In traditional message transmission, an error of the first kind automatically results in an error of the second kind, and vice versa. This is due to the requirement of disjoint decoding sets which is present in message transmission codes. Since the decoding sets of an identification code do not need to be disjoint, an error of the second kind can result from the overlapping of the decoding sets and does not need to be accompanied by an error of the first kind.

The last preparation for the statement of our main results is the definition of message transmission feedback capacity. We will see why we do not need to define an identification feedback capacity, or at least why it does not make any sense to define a single such capacity, when we state the results.

**Definition 9:** Let \( W_P \) be a channel with non-discrete additive white noise and \( \Gamma \geq 0 \). A number \( R \geq 0 \) is called an achievable message transmission feedback rate with (peak/average) power constraint \( \Gamma \) if for every \( \lambda, \delta > 0 \) and sufficiently large blocklength \( n \) there exists an \((n, M, \lambda, \mu)\) message transmission feedback code for \( W_P \) with (peak/average) power constraint \( \Gamma \) satisfying

\[
\log M \geq R - \delta.
\]

The maximal achievable message transmission feedback rate with power constraint \( \Gamma \) is called the message transmission feedback capacity of \( W_P \) with (peak/average) power constraint \( \Gamma \).

### C. Main Results

The main result of the paper is the following theorem. It holds for both peak and average power constraints; we will see that it is irrelevant for the proof strategy which type of constraints is used. This is good news, since peak power constraints are found frequently in practical applications, whereas average power constraints usually are much more amenable to analysis.

**Theorem 10:** Let \( \lambda \in (0, \frac{1}{2}) \), \( \Gamma > 0 \) and \( W_P \) a channel with non-discrete additive white noise.

1) If \( W_P \) has positive message transmission feedback capacity with average power constraint \( \Gamma \), then there exists a blocklength \( n_s \) such that for every positive integer \( N \) and every \( n \geq n_s \) there exists a deterministic \((n, N, \lambda_1, \lambda_2)\) identification feedback code for \( W_P \) with average power constraint \( \Gamma \) and with \( \lambda_1, \lambda_2 \leq \lambda \).

2) If \( W_P \) has positive message transmission feedback capacity with peak power constraint \( \Gamma \), then there exists a blocklength \( n_s \) such that for every positive integer \( N \) and every \( n \geq n_s \) there exists a deterministic \((n, N, \lambda_1, \lambda_2)\) identification feedback code for \( W_P \) with peak power constraint \( \Gamma \) and with \( \lambda_1, \lambda_2 \leq \lambda \).

Note that the blocklength \( n_s \) in the statement of the theorem only depends on the error probabilities \( \lambda_1, \lambda_2 \), but not on the number of identities \( N \). Moreover, and this is the most surprising aspect of the theorem, if \( W_P \) has positive message transmission feedback capacity, then as soon as the blocklength is large enough subject only to the required error bounds, the number of identities can be chosen arbitrarily large.

Clearly, this result means that the “identification feedback capacity” of a channel \( W_P \) with positive message transmission feedback capacity is infinite. This holds both for the case when “capacity” measures the logarithm of the largest number of possible identities per channel use and when it measures the double logarithm of the largest number of identities per channel use. In order to put Theorem 10 into the context of other capacity results, we define the term “capacity” with respect to an arbitrary rate function.

**Definition 11:** Let \( \varphi \) be an arbitrary continuous strictly monotonically increasing rate function \( \varphi : \mathbb{R}^+ \to \mathbb{R}^+ \) with \( \lim_{x \to -\infty} \varphi(x) = +\infty \) and let \( \Gamma \geq 0 \).

1) The identification rate \( \hat{R} \) for the channel \( W_P \) is called achievable with respect to (w.r.t.) the rate function \( \varphi \) and with (average/peak) power constraint \( \Gamma \) if for every \( \lambda \in (0, \frac{1}{2}) \) there exists an \( n_s(\lambda) \) such that for all \( n \geq n_s(\lambda) \) there exists an \((n, \varphi(nR), \lambda, \lambda)\) deterministic feedback identification code for \( W_P \) with (average/peak) power constraint \( \Gamma \).

2) The deterministic feedback identification capacity \( C_{IDf}(W_P, \Gamma) \) of \( W_P \) w.r.t. the rate function \( \varphi \) and with average power constraint \( \Gamma \) is the supremum of all achievable rates w.r.t. \( \varphi \) and with average power constraint \( \Gamma \).

3) The deterministic feedback identification capacity \( C_{IDf}^\alpha(W_P, \Gamma) \) of \( W_P \) w.r.t. the rate function \( \varphi \) and with peak power constraint \( \Gamma \) is the supremum of all achievable rates w.r.t. \( \varphi \) and with peak power constraint \( \Gamma \).

The rate function used in the traditional definition of message transmission capacity is \( \varphi_1(x) = 2^x \). The double-exponential increase in blocklength of the number of identities which is achievable in identification for discrete memoryless channels with randomized encoding is reflected in the use of the rate function \( \varphi_3(x) = 2^{2x} \) in the corresponding capacity definition. More details will be discussed below, where we also give the example of a rate function \( \varphi_2 \) which ranges between \( \varphi_1 \) and \( \varphi_3 \).

**Theorem 10** now has the following corollary.

**Corollary 12:** Let \( \varphi \) be an arbitrary rate function as defined in Definition 11 and let \( \Gamma \geq 0 \). If the channel \( W_P \) with non-discrete additive white noise has positive message transmission feedback capacity with average power constraint \( \Gamma \), then \( C_{IDf}(W_P, \Gamma) = +\infty \). If \( W_P \) has positive message transmission feedback capacity with peak power constraint \( \Gamma \), then \( C_{IDf}(W_P, \Gamma) = +\infty \).

### D. Comparison and Discussion

In this discussion section, we will also use the rate functions of Definition 11 to describe the growth rates of identification...
codes for other types of identification, for instance identification without feedback or with randomized encoding. For any given type of identification, one can define rates achievable with respect to a given rate function \( \varphi \) exactly analogously as we did for identification with feedback in Definition 11.

1) Gaussian Channels: Let us consider the case where \( W_P \) is a Gaussian channel, i.e., \( P \) is a normal distribution with mean 0 and variance \( \sigma^2 > 0 \). As noted in Remark 5, this is an absolutely continuous probability distribution and the message transmission capacities of \( W_P \) both for average and peak power constraint are positive for all positive \( \Gamma \).

In the case of deterministic encoding without feedback, it turns out that the identification capacity of the Gaussian channel w.r.t. \( \varphi_1(x) = 2^x \) is infinite and zero w.r.t. \( \varphi_3(x) = 2^x \). It was shown in [28] that the identification capacity w.r.t. the rather unusual intermediate rate function \( \varphi_2(x) = x^2 = 2x \log x \) is positive and finite. Hence in this problem setup, the maximal number of identities grows superexponentially in the blocklength, but slower than doubly-exponentially. By Theorem 10, this behavior changes radically when we add perfect feedback. Thus feedback here has a dramatically different effect than in the message transmission case, where the addition of feedback leaves the capacity unchanged.

Generally, one can observe that identification is more sensitive with respect to different problem setups than message transmission. It has been proved that for identification without feedback, but with randomized encoding over the Gaussian channel [13], [26], the size of identification codes scales doubly exponentially fast in the blocklength. That means that the corresponding capacity w.r.t. the rate function \( \varphi_3(x) = 2^x \) is positive and finite.

2) Discrete Memoryless Channels: DMCs are somewhat less surprising when it comes to the effect of feedback on the identification capacity. Still, feedback does have an effect, in contrast to Shannon’s result [30] that the message transmission capacity of a DMC does not change whether or not feedback is available.

In the case of DMCs, the identification feedback capacity with deterministic encoders is positive but finite w.r.t. the doubly exponential rate function \( \varphi_3 \) if the DMC has positive capacity, but is not noiseless. In fact, if it is positive, this capacity is given by the maximal output entropy which can be produced by any input to the DMC [4]. This result indicates the importance of channel noise for the generation of common randomness shared by sender and receiver, which is necessary to achieve such a large rate in the absence of randomized encoding. (Without feedback and randomized encoding, only the capacity w.r.t. the singly exponential rate function \( \varphi_1 \) is positive and finite [8], [29].)

In fact, our proof strategy for Theorem 10 follows [4]. The reason why we obtain an infinite identification feedback capacity is that the sender and the receiver can generate an infinite amount of common randomness. That the identification feedback capacity is not infinite in the discrete case is due to the fact that it is impossible to generate uniform random experiments on arbitrarily large finite sets from a finite number of channel outputs of a DMC. If, in addition, randomized encoding is allowed, a further increase of the identification capacity can be achieved for DMCs, but without changing the rate function [4].

III. PROOF OF THE MAIN RESULT

In this section, we provide a proof of Theorem 10 and Corollary 12. We start by giving a short overview of our proof strategy. We associate every identity \( i \) with a “coloring function” \( k_i : \{1, \ldots, L\} \rightarrow \{1, \ldots, M\} \). Assume that the sender and the receiver have access to the outcome of a random experiment which uniformly at random chooses an \( l \in \{1, \ldots, L\} \). If the sender wants to send identity \( i \), it computes \( k_i(l) \) and sends this “color” to the receiver using a message transmission feedback code. The receiver interested in identity \( j \) decodes the channel output to a value \( \hat{m} \). It knows the value \( l \), and so it can test whether \( k_j(l) = \hat{m} \). If this is the case, then it determines that identity \( j \) was sent. Otherwise, it determines that \( j \) was not sent. The number of identities which can be distinguished in this way with small error probabilities grows to infinity with \( L \) if we can find message transmission feedback codes of positive rate with arbitrarily small error probability.

In order to make this strategy work, we need to find a way to implement the joint random experiment. This is where feedback helps us: We can just use the channel noise as a natural source of randomness. By feedback, the channel noise is also known to the sender. In the first subsection below, we will see how to generate from non-discrete channel noise a uniform distribution on \( \{1, \ldots, L\} \) for arbitrarily large \( L \). In the second subsection, we will formally define our identification feedback codes and analyze the error probabilities as required for the proof of Theorem 10. The third subsection contains the proof of Corollary 12.

A. Common Randomness Generation

By sending the symbol 0, the sender generates a random variable \( Z \) observed by the receiver and distributed according to the noise distribution \( P \). Through feedback, the sender, just like the receiver, knows the precise noise realization. If \( P \) is a continuous distribution, it is possible to partition \( \mathbb{R} \) into \( L \) subsets of equal probability. In this way, the sender and the receiver can generate a uniform random experiment on \( \{1, \ldots, L\} \).

If \( P \) is non-discrete, but not continuous, this is still possible, but more work has to be done. The i.i.d. noise has to be realized several times, and if at least one of the noise samples is in the “continuous part” of the noise distribution, a uniform distribution on \( \{1, \ldots, L\} \) can be generated as in the continuous case. However, there remains a positive probability that this process fails, which has to be taken into account later when error probabilities are analyzed.

Recall that Lebesgue decomposition permits us to represent the cdf \( F \) of \( P \) as

\[ F(z) = p_D D + p_A A + p_S S, \]

where \( D \) is a discrete cdf, \( A \) an absolutely continuous cdf and \( S \) a singular continuous cdf and the nonnegative numbers
$p_D, p_A, p_S$ add up to 1. Define $\tilde{E}$ as the set of jump points of $D$, i.e.,
$$\tilde{E} = \{ z : P([z]) > 0 \},$$
and set $E = \mathbb{R} \setminus \tilde{E}$. Since $F$ is non-discrete by assumption, the “continuous part” $p_AA + p_S S$ of $F$ does not vanish, hence $P[\tilde{E}] = p_A + p_S > 0$. Therefore the function
$$F' = \frac{p_AA + p_S S}{P[\tilde{E}]}$$
is the cdf of a continuous probability distribution $F'$. In fact, we have the following relation between $P$ and $P'$.

Lemma 13: $P' = P[\cdot | \tilde{E}]$.

Proof: It is sufficient to check that $P'[\cdot | \tilde{E}]$ and $P'$ have the same cdf. As long as we do not know that they are equal, denote the cdf of $P'[\cdot | \tilde{E}]$ by $\tilde{F}$. Also, denote the probability measures corresponding to $D, A, S$ by $P_D, P_A$ and $P_S$, respectively. Choose any $z \in \mathbb{R}$. Then
$$F(z) = P[(-\infty, z] | \tilde{E}] = \frac{P[(-\infty, z] \cap \tilde{E}]}{P[\tilde{E}]} = \frac{P_D P_D[(-\infty, z] \cap \tilde{E}]}{P[\tilde{E}]} + \frac{p_A P_A[(-\infty, z] \cap \tilde{E}]}{P[\tilde{E}]} + \frac{p_S P_S[(-\infty, z] \cap \tilde{E}]}{P[\tilde{E}]}
\begin{align*}
\overset{(a)}{=} & P[\infty, z] + p_A P_A[(-\infty, z] \cap \tilde{E}] + p_S P_S[(-\infty, z] \cap \tilde{E}]
= F'(z),
\end{align*}$$
where $(a)$ is due to the specific properties of $P_D, P_A$ and $P_S$: We have $P_D[\tilde{E}] = 0$ because $P_D[\mathbb{R}] = 1$. Moreover, $P_A[\tilde{E}] = P_S[\mathbb{R}] = 0$ because $P_A$ and $P_S$ are continuous and $\tilde{E}$ is at most countably infinite [23, Theorem 3 on p. 316], so $P_A[(-\infty, z] \cap \tilde{E}] = P_A[(-\infty, z] \cap \tilde{E}] = P_S[(-\infty, z] \cap \tilde{E}] = P_S[(-\infty, z] \cap \tilde{E}]$. □

Let $L$ be any positive integer. By the continuity of $F'$ and the intermediate value theorem, there exist not necessarily unique numbers $z^*_1, \ldots, z^*_{L-1}$ satisfying
$$F'(z^*_i) = \frac{i}{L}.$$ Hence if $F$ is continuous, then $F = F'$ and each of the intervals $(-\infty, z^*_1], (z^*_1, z^*_2], \ldots, (z^*_L-2, z^*_L-1], (z^*_L-1, \infty)$ has probability $1/L$. For the general case, we have the following result.

Lemma 14: Let $0 < \eta < 1$ and $L$ a positive integer. Let $Z_1, \ldots, Z_n$ be $n$ i.i.d. copies of the noise random variable $Z$ with non-discrete probability distribution $P$. Then for sufficiently large $n$, there exists a mapping $\pi : \mathbb{R}^n \to \{1, \ldots, L\} \cup \{\infty\}$ such that for any $1 \leq l \leq L$, $\Pr[\pi(Z_1, \ldots, Z_n) = l | \pi(Z_1, \ldots, Z_n) \neq \infty] = \frac{1}{L}$ (6)
and $\Pr[\pi(Z_1, \ldots, Z_n) = \infty] \leq \eta$. (7)

Proof: Choose $n$ so large that $P[\mathbb{E}]^n \leq \eta$ (recall that $P[\mathbb{E}] < 1$ since $P$ is non-discrete). If $(z_1, \ldots, z_n) \in \mathbb{E}^n$, then set $\pi(z_1, \ldots, z_n) = \infty$. Otherwise, let $j$ be the smallest index for which $z_j \in \tilde{E}$ and set $\pi(z_1, \ldots, z_n) = l$ if $z_{i-1} < z_j \leq z^*_i$, where $z^*_0 = -\infty$ and $z^*_L = +\infty$.

It remains to show (6) and (7). For the latter relation, note that by the independence of $Z_1, \ldots, Z_n$,
$$\Pr[\pi(Z_1, \ldots, Z_n) = \infty] = \Pr[Z \in \mathbb{E}] = P[|Z| \leq \eta] \leq \eta$$
by choice of $n$.

In order to show (6) we again use the independence of $Z_1, \ldots, Z_n$ and obtain
$$\Pr[\pi(Z_1, \ldots, Z_n) = l | \pi(Z_1, \ldots, Z_n) \neq \infty] = \Pr[Z \in \mathbb{E}] = P[|Z| \leq \eta] \leq \eta$$
which completes the proof. □

We will use the function $\pi$ constructed in the lemma to establish a uniform random experiment on the set $\{1, \ldots, L\}$ shared by sender and receiver. This does not succeed with certainty, but note that the failure probability, which is at most $\eta$, is independent of $L$.

B. Proof of Theorem 10

In this section, we provide a proof for Theorem 10. We first give the proof for the case of an average power constraint. At the end of the subsection, we will show how to modify the code in the case of a peak power constraint; the required changes are minimal and straightforward.

The feedback code we construct consists of two parts. In the first one, we use the channel $n$ times to establish uniform common randomness as described in the previous subsection. The second part, of the same blocklength $n$, is used for the transmission of the color value according to which a receiver determines whether its identity was sent, as described already in the sketch of our strategy at the beginning of this section. The total blocklength of our coding scheme will thus be $2n$. Some optimization would certainly be possible, but we concentrate here on showing the possibility of distinguishing an arbitrary number of identities.
1) Code Construction: Let $0 < \lambda < 1/2$ and $\Gamma > 0$. For sufficiently large $n$ and any positive integer $N$, we are going to construct a $(2n, N, \lambda, \lambda)$ identification feedback code with average power constraint $\Gamma$ consisting of two parts of length $n$ each. As a first condition on $n$, we impose that

$$P[E^n_1] \leq \frac{\lambda}{2}. \quad (8)$$

There are two main ingredients for our construction. First of all, we need an $(n, M, \lambda/2)$ message transmission feedback code $\{(u_m, D'_m) : 1 \leq m \leq M\}$ satisfying the average power constraint $\Gamma$ and

$$M > \frac{\lambda}{\Gamma}. \quad (9)$$

Such a code exists for sufficiently large $n$ by the assumption that $W_P$ has a positive message transmission feedback capacity with average power constraint $\Gamma$.

The second ingredient to our construction is a family of coloring functions $\{k_i : 1 \leq i \leq N\}$, one for each identity, such that $k_i : \{1, \ldots, L\} \rightarrow \{1, \ldots, M\}$ for all $i$. The properties we need $L$ and the $k_i$ to satisfy will be given below.

We first show how to obtain our identification feedback code from these ingredients. They are connected by the function $\pi : \mathbb{R}^n \rightarrow \{1, \ldots, L\}$ constructed in Lemma 14. For identity $i \in \{1, \ldots, N\}$, we define the encoding feedback function $f_i$ as follows. We set $f_i^1 = \ldots = f_i^n = 0$, so no feedback is used in the first $n$ steps. For $n + 1 \leq t \leq 2n$, we set

$$f_i^t(y_1, \ldots, y_{t-1}) =
\begin{cases} 
0 & \text{if } \pi(y_1, \ldots, y_n) = \infty, \\
\hat{u}_{k_i(l)}(y_{n+1}, \ldots, y_{t-1}) & \text{if } \pi(y_1, \ldots, y_n) = l \\
\in \{1, \ldots, L\}. 
\end{cases}$$

In other words, if the generation of common randomness between the sender and the receiver succeeded, the components $n + 1, \ldots, 2n$ of $f_i$ are formed by the encoding feedback function $\psi_{k_i}^l$ of the message transmission code which transmits the message $k_i(l)$ resulting from the random experiment performed in the first $n$ channel uses. Since we can use the symbol 0 in the first $n$ channel uses, every $f_i$ satisfies the average power constraint $\Gamma$ because every $u_m$ does.

We define the decoding sets $D_i$ indirectly by defining a decision function $\psi_i : \mathbb{R}^{2n} \rightarrow \{0, 1\}$ for every identity $i$. We then set $D_i = \psi_i^{-1}(1)$, so the receiver with identity $i$ decides that identity $i$ was sent if $\psi_i(y_1, \ldots, y_{2n}) = 1$. The condition for $\psi_i(y_1, \ldots, y_{2n}) = 1$ is that

$$\pi(y_1, \ldots, y_n) = l \text{ for some } l \in \{1, \ldots, L\}$$

and $(y_{n+1}, \ldots, y_{2n}) \in D'_{k_i(l)}$.

In all other cases, we set $\psi_i(y_1, \ldots, y_{2n}) = 0$. As promised, if the common randomness generation between sender and receiver succeeds, the receiver checks whether the message $\hat{m}$ transmitted in steps $n + 1, \ldots, 2n$ matches the color $k_i(l)$, and decides that $i$ was sent if and only if this is the case.

2) The Coloring Functions: For the coloring functions, we require that they have a large pairwise Hamming distance. Formally, for any two distinct identities $i$ and $j$, we want

$$|\{l : k_i(l) = k_j(l)\}| \leq \frac{\lambda L}{2}. \quad (10)$$

This condition ensures that the overlaps of the decoding sets $D_i$ are not too large, which is important for upper-bounding the error probabilities of the second kind. We are going to choose the $k_i$ at random in order to show that it is possible to find $N$ coloring functions satisfying (10) if $L$ is sufficiently large. We follow the same method as [4]. Typical coloring functions look as shown in Fig. 2.

Let $\{K_i(l) : 1 \leq i \leq N, 1 \leq l \leq L\}$ be i.i.d. random variables uniformly distributed on $\{1, \ldots, L\}$. The values $K_i(1), \ldots, K_i(L)$ are the values of the random coloring function $K_i$. We bound the probability that the Hamming distance of the random coloring functions of any two distinct identities $i$ and $j$ is too large. For this purpose, define the random variables $H_1^{(i,j)}, \ldots, H_L^{(i,j)}$ by

$$H_l^{(i,j)} =
\begin{cases} 
1 & \text{if } K_i(l) = K_j(l), \\
0 & \text{else.}
\end{cases}$$

We will need Hoeffding’s inequality.

**Lemma 15 (Hoeffding’s Inequality, Theorem 1 in [22]):** Let $\{X_i\}$ be i.i.d. random variables taking values in $[0, 1]$ with mean $\mu$. Then for all $c > 0$ with $\mu + c \leq 1$,

$$\Pr\left[\frac{1}{n} \sum_{i=1}^{n} X_i - \mu \geq c\right] \leq 2 e^{-\frac{nc^2}{2}}.$$

**Lemma 16:** For $\lambda \in (0, 1/2)$ satisfying (9) and any pair $(i, j)$ of distinct identities in $\{1, \ldots, N\}$,

$$\Pr\left[\sum_{l=1}^{L} H_l^{(i,j)} > \frac{\lambda L}{2}\right] \leq 2^{-\frac{\lambda^2 L^2}{2}},$$

where $c = \frac{\lambda}{2} - \frac{\lambda}{2} > 0$.

**Proof:** Without loss of generality, we set $i = 1$ and $j = 2$ and write $H_l$ instead of $H_l^{(1,2)}$. We will show the inequality stated in the lemma conditional on any fixed realization of $K_1$. Then

$$\Pr\left[\sum_{l=1}^{L} H_l > \frac{\lambda L}{2}\right] = \sum_{k_1} \Pr\left[\sum_{l=1}^{L} H_l > \frac{\lambda L}{2} \mid K_1 = k_1\right] \Pr[K_1 = k_1] \leq 2^{\frac{-\lambda^2 L^2}{2}},$$

where the sum is over all possible realizations $k_1$ of $K_1$.

Conditional on the event $K_1 = k_1$, the random variables $H_1, \ldots, H_L$ are i.i.d. and satisfy $\mathbb{E}[H_l \mid K_1 = k_1] = \Pr[H_l = 1 \mid K_1 = k_1] = 1/M$. Thus we can apply Hoeffding’s inequality and obtain

$$\Pr\left[\sum_{l=1}^{L} H_l > \frac{\lambda L}{2} \mid K_1 = k_1\right] \leq 2^{-\frac{\lambda^2 L^2}{2}},$$

as claimed.

$\square$
It remains to choose the $K_i$ in such a way that (10) is satisfied for all pairs of distinct identities simultaneously.

Lemma 17: If
\[
\frac{\lambda L c^2}{2 \ln 2} > \log N,
\]
then there exists a family $k_1, \ldots, k_N$ of coloring functions satisfying (10) for all pairs $(i, j)$ of distinct identities.

Proof: By the union bound and Lemma 16, we have
\[
\Pr \left[ \sum_{l=1}^{L} H_l^{(i, j)} > \frac{\lambda L}{2} \text{ for some } i \neq j \right]
\leq N(N-1) \Pr \left[ \sum_{l=1}^{L} H_l > \frac{\lambda L}{2} \right]
\leq N(N-1)2^{-\frac{4\lambda L c^2}{\ln 2}}.
\]

This probability is strictly smaller than 1 if (11) is satisfied. Hence there exists a realization $k_1, \ldots, k_N$ of the random coloring functions $K_1, \ldots, K_N$ such that (10) is satisfied for all distinct identities $i, j$.

We now choose any $L$ satisfying (11). Lemma 17 ensures the existence of a family $k_1, \ldots, k_N$ satisfying (10) for all distinct identities $i, j$. We use this family of coloring functions in our code construction described above.

3) Error Analysis: We now bound the error probabilities $\mu_1^{(i)}$ and $\mu_2^{(i, j)}$ for our identification feedback code. We start with $\mu_1^{(i)}$. In order to simplify notation, we introduce the random variable $\Pi = \pi(Y_1, \ldots, Y_n)$. By the definition of the decoding set $D_i$,
\[
\mu_1^{(i)} = W_P^n(D_i^c | f_i)
\leq \Pr \{ \Pi = \infty \}
+ \mathbb{E} \left[ W_P^n \left( (D_i^c)^c \right) | u_k(\Pi) \right] \Pi \neq \infty\]
\leq \mathbb{P}[\mathcal{E}]^n + \frac{\lambda}{2}
\leq \lambda,
\]
where $(a)$ follows from the memorylessness property of the channel, $(b)$ follows from the properties of the message transmission feedback code and of $\Pi$ and $(c)$ is due to the choice of $n$ in (8).

Now let $i$ and $j$ be two distinct identities. Then
\[
\mu_2^{(i, j)} = W_P^n(D_j | f_i)
\leq \mathbb{E} \left[ W_P^n \left( D_{k_i}(\Pi) | u_k(\Pi) \right) \right] \Pi \neq \infty
\leq \sum_{l=1}^{L} \mathbb{E} \left[ W_P^n \left( D'_{k_i}(l) | u_k(\Pi) \right) \right] \Pi = l \times \Pr[\Pi = l] \Pi \neq \infty
\leq \frac{1}{L} \sum_{l:k_i(l) \neq k_j(l)} \mathbb{E} \left[ W_P^n \left( D'_{k_i}(l) | u_k(\Pi) \right) \right] \Pi = l
+ \frac{1}{L} \sum_{l:k_i(l) = k_j(l)} \mathbb{E} \left[ W_P^n \left( D'_{k_i}(l) | u_k(\Pi) \right) \right] \Pi = l
\leq \frac{\lambda}{2} + \frac{\lambda}{2}
= \lambda,
\]
where $(a)$ follows from the memorylessness property of the channel and the properties of $\pi$ and $(b)$ uses the upper bound on the error probability of the message transmission feedback code in the first summand and property (10) of the family of coloring functions in the second summand.

We have constructed an $(2n, N, \lambda, \lambda)$ identification feedback code satisfying the average power constraint $\Gamma$, where $n$ only depends on $\lambda$ and $N$ can be chosen arbitrarily large. In order to obtain an identification feedback code satisfying the peak power constraint $\Gamma$, all one has to do is to replace the message transmission feedback code used above by a message transmission feedback code satisfying the peak power constraint $\Gamma$ as well as (9).

Remark 18:

1) Obviously, we are not required to employ message transmission feedback codes which really use the feedback. Message transmission codes without feedback are sufficient if the message transmission capacity of $W_P$ without feedback is positive, as in the case of the AWGN channel. Nevertheless, the identification feedback codes we have used in the proof of Theorem 10 will still be feedback strategies.

2) Ahlswede and Dueck [4] use the same construction in the achievability proof for their coding theorem on deterministic identification over DMCs with feedback.
In order to achieve the maximal possible rate, they have to ensure that the length of the message transmission code is negligible with respect to the number of channel uses needed for common randomness generation. For this reason, they take \( n \) channel uses for common randomness generation and \( \sqrt{n} \) for the transmission of the colors. In our case, this matter is much less sensitive since our maximal rate is infinite.

**C. Proof of Corollary 12**

Not much work has to be done in order to prove the corollary. Again we only treat the case where we have an average power constraint \( \Gamma \). Let \( \varphi \) be an arbitrary rate function and \( R \) a nonnegative real number. We will show that \( R \) is an achievable rate w.r.t. \( \varphi \) and with average power constraint \( \Gamma \).

Let \( 0 < \lambda < 1/2 \). By Theorem 10, for sufficiently large \( n \) and any number \( N \) of identities we can find an \((n, N, \lambda, \lambda)\) identification feedback code satisfying the average power constraint \( \Gamma \). In particular, such a code exists for any \( N \geq \varphi(nR) \). The proof is complete.

**IV. Conclusion**

In this paper we considered message identification via channels with non-discrete additive white noise in the presence of noiseless feedback and without local randomness. We showed that if the channel has a positive message transmission feedback capacity, for given error thresholds and sufficiently large blocklength we can construct arbitrarily large deterministic identification codes. This holds for both average and peak power constraints. This is a highly surprising result and shows that the addition of perfect feedback can result in a tremendous capacity gain compared with the non-feedback setting. For instance, it is known that the deterministic identification capacity in the case of Gaussian additive white noise without feedback is finite for the scaling functions \( \varphi_2 \) defined above [29]. Even when allowing randomized encoding, the capacity still is finite without feedback, although for a different scaling function, \( \varphi_3 \).

Moreover, for traditional message transmission, feedback does not increase the capacity of the channel. Thus, the identification problem here shows a completely new phenomenon: By adding noiseless feedback to the channel, the capacity becomes infinitely large, regardless of the scaling. On closer inspection, it is due to the fact that feedback allows the generation of infinite common randomness between the sender and the receiver. This common randomness can be used to make the ambiguity in the receiver’s decisions arbitrarily small no matter how many identities need to be distinguished.

Motivated by the drastic effects produced by the common randomness obtained from the perfect feedback in the model treated in this work, it would be interesting to investigate common randomness generation from continuous correlated sources in the future. Another related problem not treated so far is identification in the presence of noisy feedback over continuous channels. In this case, we do not expect the effect of scale-independent infinite capacity observed for noiseless feedback to occur.
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