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Abstract

We introduce a generalized machine learning framework to probabilistically parameterize upper-scale models in the form of nonlinear PDEs consistent with a continuum theory, based on coarse-grained atomistic simulation data of mechanical deformation and flow processes. The proposed framework utilizes a hypothesized coarse-graining methodology with manifold learning and surrogate-based optimization techniques. Coarse-grained high-dimensional data describing quantities of interest of the multiscale models are projected onto a nonlinear manifold whose geometric and topological structure is exploited for measuring behavioral discrepancies in the form of manifold distances. A surrogate model is constructed using Gaussian process regression to identify a mapping between stochastic parameters and distances. Derivative-free optimization is employed to adaptively identify a unique set of parameters of the upper-scale model capable of rapidly reproducing the system’s behavior while maintaining consistency with coarse-grained atomic-level simulations. The proposed method is applied to learn the parameters of the shear transformation zone (STZ) theory of plasticity that describes plastic deformation in amorphous solids as well as coarse-graining parameters needed to translate between atomistic and continuum representations. We show that the methodology is able to successfully link coarse-grained microscale simulations to macroscale observables and achieve a high-level of parity between the models across scales.
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1. Introduction

Physical phenomena often occur over a wide range of length and time scales; however, the observable scales of system models may be more restrictive. Scale limitations imposed by a single model can be rectified by combining models at different scales and passing information between them in a process known as multi-scale modeling. This process leverages the accuracy of high-resolution models with the observation scales of lower-resolution models. For example, a multi-scale model of crack propagation in a simulated part may utilize molecular dynamics (MD) simulation near a crack tip and a continuum mechanics (CM) model elsewhere in a bulk specimen [1]. MD simulations approximately model particle interactions at nanometer length and picosecond time scales and are often computationally intractable for systems larger than microns in size or for observation times longer than a microsecond. On the other hand, CM can model systems on
human scales typical of many real systems but may require information from the lower-scale model to achieve a desired accuracy.

The process of transferring information from low to high scales is known as upscaling. In this process, lower-dimensional models that function on coarser spatio-temporal scales (the so-called coarse-grained (CG) models) are constructed via the process of coarse-graining, during which the number of degrees-of-freedom (DOF) of a system is reduced, and often a continuum-level description is constructed which enables the use of larger simulation time-steps and spatial domains. The coarse-graining process generally involves a spatial and/or temporal averaging of atomic scale quantities, but the choice of length and time scales over which to perform averaging is not unique and introduces additional parameters into a model whose physical meaning may not be intuitive. A number of coarse-graining approaches exist; however, many are application-specific and a unified framework is altogether lacking. A tremendous body of literature exists on coarse-graining methodology. As written by Noid [2], “A vast array of approaches and philosophies have been adopted for achieving this goal. It seems quite challenging to catalog the resulting “landscape” of CG models in a completely coherent fashion.” Recognizing this challenge, we attempt to provide an appropriate context for the proposed methodology by briefly summarizing some of the prevailing lines of research in coarse-graining methodology.

1.1. Brief Review of Coarse-Graining Methodology

Many coarse-graining methodologies take a “bottom-up” approach in which information from a lower-scale model is employed for the construction of an approximate potential of mean-force (PMF) for the CG model [3, 4, 5]. Essentially, the GC potential is determined as a systematic approximation to the complex many-body PMF, which for an all-atom (AA) system is able to describe all thermodynamic and structural properties that emerge on the length scales of the CG model. This class of methods includes the correlation function approaches such as the iterative Boltzmann inversion (IBI) [6], stochastic parametric optimization (SPO), reverse Monte Carlo (RMC) [7, 8] and the conditional reverse work (CRW) [9]. In these reverse-CG procedure approaches, macroscopic observables are reproduced by adjusting the parameters of the CG model to match specific probability distributions of the AA systems. A generalized technique called molecular renormalization group CG has been proposed, for the purposes of matching correlators obtained from atomistic and CG simulations, for observables that explicitly enter the CG Hamiltonian [10]. An alternative class of bottom-up CG methods are the variational approaches, including entropy-based schemes for learning CG model parameters. These methods argue that the CG model optimally represents the atomistic model when the relative entropy of the system is minimized [11, 12]. Another established variational method for determining optimal CG potentials is the multi-scale coarse-graining (MS-CG) method [13, 14, 15], wherein optimization is employed to minimize a force-matching functional of the trial CG force-field. In contrast to other correlation function and variational approaches the MS-GC methods is not guaranteed to accurately reproduce any particular atomistic distribution function.

An alternative approach focuses on the calibration of atomistic reactive force-fields necessary to capture phenomenologically equivalent physical processes at intermediate spatio-temporal scales [16]. These methods aim to handle a broader range of applications without the need to reparametrize the CG model. Such models have recently become popular for the study of soft matter (polymers and biomacromolecules) [17]. An extensive literature exists for the development of CG models for the study of biomolecular systems, for
example [2]. This approach has been applied for wider-ranging material classes as well. For instance, a strain energy conservation approach has been employed to calibrate parameterized force-fields to study large deformation and fracture of materials such as graphene [18]. Representative volume element (RVE)-based approaches have also been employed to describe plasticity in amorphous solids [19]. The limitation of these approaches is that a well-established procedure for the calculation of RVEs and a direct connection to thermodynamic principles are lacking. Moreover, in a recent work, a methodology has been proposed that attempts to coarse grain atomistic data to parameterize thermodynamically consistent dynamical equations to model plasticity in amorphous solids (specifically metallic glasses) [20]. The key feature of this methodology is that, rather than operating phenomenologically to empirically match observed dynamics of a physical system, it aims to operate entirely within a thermodynamically consistent theoretical framework and learn the essential physical constants from coarse-grained atomistic data. We adopt this coarse-graining framework herein.

In recent years, machine learning (ML) and data-driven methods have been successfully used to treat up-scaling problems. Many studies, for example, have attempted to accurately represent free-energy functions in the space of the atomistic degrees of freedom in an automated way without the need for substantial physical intuition and/or ad hoc approximations [21, 22, 23]. In a recent study, a deep neural network (DNN)-based methodology called deep coarse-grained potential (DeePCG) aims to optimize the parameters of a many-body coarse-grained potential represented by a NN [24]. In another recent study, the authors propose a deep learning-based coarse-graining framework which integrates big data of MD trajectories to optimize the parameters of an interatomic potential [25]. A novel strategy based on generative adversarial networks (GANs) for CG parameterization called adversarial-residual-coarse-graining (ARCG) has been proposed, aiming to connect GANs-type [26] implicit generative models with molecular models by optimizing traditional CG force-fields [27]. Moreover, several Bayesian methods have been successfully developed for the calibration and validation of CG models of atomistic systems in thermodynamic equilibrium as well as for uncertainty quantification for force field parameters [28, 29, 30, 31]. The Bayesian approach can also be used to treat problems characterized by high-dimensional inputs and a small number of training data obtained from fine-grained models and used for the generation of surrogate models (meta-models or emulators) that enable rapid material behavior predictions based purely on past data. In a recent study, the authors proposed a hierarchical multiscale modeling technique in which a material failure classification model and stress regression models are trained from a dataset generated by an MD simulation, and are then implemented in a continuum model to reproduce material behavior at the macroscale [33]. In [34], a statistical learning-based technique was used to decompose the CG error and cross-validation to select and compare the performance of different CG models. A manifold learning-based approach using kernel PCA and diffusion maps to construct Gaussian process emulators for very high-dimensional output spaces arising from PDE model simulations was developed by Xing et al. [35]. Genetic algorithms (GA) and general polynomial chaos expansion (gPCE) based techniques have similarly been proposed for constructing coarse-scale representations of fine-scale models by reducing the dimensionality uncertainties propagated across scales [36]. An approach based on Gaussian process (GP) regression and a nonlinear autoregressive scheme [37] capable of learning complex nonlinear and space-dependent cross-correlations between multi-fidelity models is developed by Perdikaris et al. [38]. Finally, in another study CG PDEs are directly constructed from fine-scale data with the use of GP regression and neural networks (NN) [39].
1.2. Proposed Coarse-Graining Approach

Existing methodologies on the CG of detailed AA models have focused on the parameterization of approximate potentials and interactions that often sacrifice detail for higher computing efficiency. The well-established bottom-up approaches have not yet achieved their full modeling potential and so approximate CG models are often unable to capture the key underlying physics in cases of complex material systems. To tackle this issue, more complex terms can be added to the CG potential. However, the question of transferability arises. Moreover, many coarse-graining approaches take an ad hoc approach wherein models are empirically or phenomenologically hypothesized, rather than being derived directly from first principles. Alternative approaches focus on the construction of ML-based models and cheap emulators that are often difficult to physically interpret since they usually lack important physical constraints and humanly interpretable parameters. Finally, the above approaches are often times application-specific and not easily transferable to different classes of materials.

To address the above challenges we propose a general ML-based optimization method called Grassmannian Efficient Global Optimization (Grassmannian EGO), which uses high-fidelity atomistic simulation data of material systems together with theoretical models in the form of PDEs to directly estimate the parameters of the latter given a choice of CG length scale and a desired low-to-high-level model accuracy. Rather than relying on phenomenological models, the proposed methodology considers models that are consistent with a continuum theory and incorporates data into that theory from lower-scale simulations. In particular, the proposed methodology is composed of four essential ingredients:

1. A high-fidelity lower-scale model, e.g. MD, capable of simulating time evolution of the model material;
2. A physically consistent continuum theory by which to develop evolution equations;
3. A numerical solver capable of simulating time evolution the continuum system that is consistent with time evolution of the material produced by the lower-scale model;
4. A hypothesized means of transferring coarse-grained information from the lower-scale model to the continuum model.

A few notes on these items follow. The approach is designed to be as general as possible. Hence, time evolution of the model material may represent many different physical processes, e.g. deformation, chemical reaction, heat transfer, etc. Hence, the continuum theory should be provided in an appropriate set of PDEs describing the physics of interest. In our application, we are specifically interested in inelastic mechanical deformation of a model material, but the framework is suitable for coarse-graining of nearly any physical process. In terms of the numerical solver, consistency is established by modeling similar time scales, length scales, and boundary conditions; albeit on far fewer degrees of freedom. Finally, a major challenge of coarse-graining is establishing the means of transferring information between models. Here, we enforce only that a means of this translation be hypothesized. Given this hypothesis, the proposed approach will generate a best fit continuum model. This does not ensure the validity of the hypothesis, but does provide a rigorous framework by which to conduct hypothesis testing and validation – allowing the exploration of competing means of translating information, including those that incorporate aspects of machine learning.

The Grassmannian EGO adopts a manifold-projection based approach in which field solutions obtained from the CG fine-scale discrete model and a small number of forward continuum model evaluations are projected onto the lower-dimensional Grassmann manifold; a Riemannian topological space whose structure is
exploited for measuring behavioral discrepancies between the models. A small training dataset is constructed and Gaussian process (GP) regression is employed to quantify the complex relation between the model and coarse-graining parameters and the solution error. Approximated solution error in terms of a manifold distance is represented by a high-dimensional objective (loss) function and is minimized using the EGO algorithm. Identification of an optimal set of inputs leads to calibration of the inexpensive PDE model capable of best reproducing material behavior with atomic-level detail. Finally, the proposed data-based methodology can be employed for the study of different classes of materials undergoing different physics, to investigate competing information translation hypotheses, and can be extended to investigate parameter sensitivity related to material processing and compositional variations for example.

1.3. Multi-scale modeling of amorphous solids: Coarse-graining metallic glasses

Amorphous solids are a vast and important class of materials that possess unique and challenging properties that make the physics of their formation and the mechanics of their deformation especially difficult to understand and model. In this work, we specifically study metallic glasses (MGs) as an exemplar for the broader class of amorphous solids. MGs are formed when liquid metals are rapidly cooled such that the liquid bypasses crystallization and undergoes a glass transition in which the microstructure remains in its liquid-like disordered configuration, rather than undergoing first-order phase transition [40]. Moreover, MGs possess favorable properties, such as high yield strength and toughness [41, 42, 43, 44, 45].

One of the main challenges in multi-scale modeling of amorphous solids is that, unlike crystalline materials where macroscale deformation mechanisms can be directly linked to well-known point defects in the microstructure, the notion of a defect in an amorphous material is not well-established. This makes multi-scale modeling, and in particular coarse-graining, quite difficult because properties such as defect densities that are naturally used to span length-scales are difficult to define. This has led to a proliferation of phenomenological models that are capable of modeling certain aspects of MG deformation (e.g. [46, 47]), but lack a direct connection to underlying microstructural changes that occur during inelastic deformation.

In this work, we leverage the proposed methodology to model plasticity in a metallic glass alloy by coarse-graining atomistic simulations of shear deformation to inform a continuum model [48, 49] of the shear transformation zone (STZ) theory of plasticity [50]. Building on previous coarse-graining efforts of the authors [20], the proposed methodology provides a machine learning formalism by which to directly coarse-grain atomistic data to inform the STZ theory. STZ theory is a thermodynamically grounded theory that presumes that deformation in a glass can be described by a mean-field of point defects called STZs that mediate shear deformation, which have been directly observed in atomistic simulations [51, 52, 53, 54]. It further presumes that the densities of these defects can be translated to higher length-scales through an effective “disorder” temperature [55, 56, 50, 57]. Codes and data for reproducing the results in this paper can be found at: https://github.com/katiana22/GrassmannianEGO.

2. Manifold Learning Principles

In this section, we review the relevant components of the manifold learning methods employed for the proposed surrogate-based coarse-graining framework of Section 3. First, we introduce the Grassmann manifold and Grassmannian projection, which is employed to reduce field quantities derived from multiscale simulations into points on a manifold, such that distances between the fields can be measured. These distances function
to assess the similarity of particular micro-scale (e.g. coarse-grained molecular dynamics) and macro-scale (e.g. continuum mechanics) model solutions. We then present the necessary components of Gaussian process (GP) regression, a supervised learning method used to construct surrogate models endowed with a Gaussian uncertainty measure. In the proposed methodology, this surrogate model is used to fit data that correspond to the distance (again, similarity) between models at different scales; effectively serving as an approximation of the objective function for parameter optimization. Finally, the Efficient Global Optimization (EGO) framework is introduced. EGO exploits the GP surrogate and its uncertainty measure in order to efficiently identify important surrogate model training points that are used to determine a global minimum. Subsequently, the EGO is used to identify parameters that result in the minimum Grassmannian distance between models at different scales.

2.1. Grassmann Manifold Projection

Data generated by physics-based models are typically described in high-dimensional spaces; however due to physical constraints they usually live on lower-dimensional subspaces. Performing tasks such as measuring the distance between solutions or predicting similar ones (via interpolation) in the original space may lead to systematic errors due to the existence of noisy and unimportant features (or dimensions). Such errors can be avoided via linear or nonlinear dimension reduction. Linear dimension reduction techniques are often preferred as they are computationally cheap compared to nonlinear methods since they only require simple matrix multiplications. Orthogonal projections specifically, an approach that has been widely used in computer vision for images and videos [58], can be employed for reduction of full solutions by projecting them onto a compact lower-dimensional encoding or manifold whose structure can be then utilized and explored. Such projections are able to preserve essential information and complexity within a more compact representation [59]. Grassmann manifolds, in particular, are well suited for such applications since they possess a smooth differentiable topological structure, are conveniently derived from large datasets of arbitrary shape, and possess a direct means of comparing the subspaces that compose the manifold [60].

The Grassmann manifold $\mathcal{G}(p, n)$ with integers $n \geq p > 0$ is a topological space formed by all $p$-dimensional subspaces existing in an $n$-dimensional vector space $\mathbb{R}^n$. A point (subspace) $U$ on the Grassmann manifold is represented as an $n \times p$ ordered orthonormal matrix, i.e. $U^\top U = I_p$, where $I_p$ is the identity matrix. Thus, the Grassmann manifold is the collection of all subspaces

$$\mathcal{G}(p, n) = \{\text{span}(U) : U \in \mathbb{R}^{n \times p} : U^\top U = I_p\}.$$  

(1)

The Grassmannian projection of a dataset requires as a first step the reshaping of each high-dimensional data set into a 2D matrix. Projection of an arbitrary data point, defined through the matrix $X \in \mathbb{R}^{n \times m}$, onto the Grassmann manifold is performed by decomposing the matrix as

$$X = U \Sigma \Sigma^\top$$  

(2)

using the thin Singular Value Decomposition (thin SVD), where (after a suitable truncation) the columns of the $n \times p$ matrix $U$ and $m \times p$ matrix $V$ contain orthonormal singular vectors such that $U^\top U = I$ and $V^\top V = I$, and $\Sigma$ is a $p \times p$ diagonal matrix whose non-zero elements are the singular values ordered by magnitude. Thus, $U \in \mathcal{G}(p, n)$ and $V \in \mathcal{G}(p, m)$.
Next, let $\mathbf{A}$ and $\mathbf{B}$ represent arbitrary data sets. In our case these are field quantities obtained by two numerical models, a coarse-grained snapshot of a molecular dynamics simulation and a corresponding snapshot of an upper-scale continuum model informed by the coarse-grained atomistic data. Singular value decomposition of these fields yields $\mathbf{A} = \mathbf{U}_A \mathbf{\Sigma}_A \mathbf{V}_A^\top$ and $\mathbf{B} = \mathbf{U}_B \mathbf{\Sigma}_B \mathbf{V}_B^\top$. If $\mathbf{A}$ and $\mathbf{B}$ can be represented by elements on the Grassmann manifold $\mathbf{U}_A, \mathbf{U}_B \in \mathcal{G}(p,n)$, the distance between their representative subspaces can be measured using the principal angles between them $\{\theta_i\}_{i=1}^p$. When $\mathbf{U}_A$ and $\mathbf{U}_B$ are ordered by decreasing magnitude of their respective singular values, the singular values of $\mathbf{U}_A^\top \mathbf{U}_B$ are the cosines of the principal angles. That is, letting $\mathbf{C} \equiv \mathbf{U}_A^\top \mathbf{U}_B$, the principal angles are found by decomposing

$$C = \mathbf{U}_C \mathbf{\Sigma}_C \mathbf{V}_C^\top,$$

Denoting the diagonal entries of $\mathbf{\Sigma}_C$ by $\sigma_i$, the principal angles are computed as $\theta_i = \cos^{-1} \sigma_i$ for $i = 1, \ldots, p$. The principal angles are the smallest angles between all bases from both subspaces.

The distance measure, $d = d(\theta_i)$, $i = 1, 2, \ldots, p$, provides a measure of the distance between two points $\mathbf{U}_A, \mathbf{U}_B \in \mathcal{G}(p,n)$. A number of different distance measures are defined using the principal angles [61]. Here, we use the Grassmann distance $d_{\mathcal{G}(p,n)}$ (also referred to as the geodesic distance or arc-length), which measures the geodesic. The geodesic is the shortest path between two points on the manifold $\mathcal{G}(p,n)$. The Grassmann distance between points $\mathbf{U}_A$ and $\mathbf{U}_B$ is given by

$$d_{\mathcal{G}(p,n)}(\mathbf{U}_A, \mathbf{U}_B) = \left( \sum_{i=1}^p \theta_i^2 \right)^{1/2} = \| \cos^{-1} \mathbf{\Sigma}_C \|_F,$$

where subscript $F$ indicates the Frobenius norm.

Practically speaking, the distances computed in Eq. (4) mean that we are comparing solutions based on their column spaces. We could likewise compute distances based on their row spaces using $\mathbf{V}_A, \mathbf{V}_B \in \mathcal{G}(p,m)$ or devise a composite distance that accounts for both differences in the column space and the row space. Moreover, it follows from the following equation

$$c\mathbf{X} = \mathbf{U}(c\mathbf{\Sigma})\mathbf{V}^\top,$$

that the geodesic distance does not account for behavioural discrepancies related to scaling the data points. Instead, it measures differences related to the structural signature of the data points. To account for differences in the magnitude of the points, alternative distance metrics can be employed, for example that incorporate information from the singular values $\mathbf{\Sigma}$ resulting from the SVD.

Singular value decomposition of response fields from the respective models may yield eigenvalues with small values. If a threshold, e.g. $\sigma_{\text{cut}}$, is used to determine the truncation of $\mathbf{U}_A$ and $\mathbf{U}_B$, the following approximation matrices may result

$$\mathbf{U}_A \rightarrow \hat{\mathbf{U}}_A,$$

$$\mathbf{U}_B \rightarrow \hat{\mathbf{U}}_B,$$

where $\hat{\mathbf{U}}_A$ is $n \times r_A$ and $\hat{\mathbf{U}}_B$ is $n \times r_B$ and $r_A$ and $r_B$ are the respective ranks. If the ranks of the approximation matrices differ, i.e. $r_A \neq r_B$, their subspaces will exist on different manifolds $\mathcal{G}(r_A,n) \neq \mathcal{G}(r_B,n)$. To measure the distance between the approximation matrices we must first embed the subspaces in a doubly infinite
Grassmannian manifold \( \mathcal{G}(\infty, \infty) \) which can be viewed as the disjoint union of all \( r_i \)-dimensional subspaces over all \( r_i \in \mathbb{N} \) as

\[
\mathcal{G}(\infty, \infty) = \prod_{r_i=1}^{\infty} \mathcal{G}(r_i, \infty).
\]  

(7)

The modified distance can be computed as

\[
d_{\mathcal{G}(\infty, \infty)}(U_A, U_B) = \left( \min(r_A, r_B) \sum_{i=1}^{\theta_i^2 + |r_A - r_B|\pi^2/4} \right)^{1/2}.
\]  

(8)

A second term is introduced to Eq. (4) to account for missing eigenvectors in the lower dimensional subspace by assuming that they are completely orthogonal to those of the higher dimensional subspace. The interested reader is referred to [62] for more information on this procedure.

We now have a means of compactly representing complex response fields of multi-scale models as well as a metric to quantify the discrepancy between these representations.

### 2.2. Gaussian Process Regression

Gaussian process (GP) regression is a widely used supervised learning method used for constructing surrogate models with uncertainty measurements derived from small datasets. Standard regression models often assume that errors are independent, however this assumption is usually false since, for a deterministic model, poor fitting is due entirely to modeling error (inefficient set of regression terms) and not noise or measurement error [63]. The GP model, in contrast, assumes that errors are correlated and, in the high-dimensional function space, take the form of a Gaussian stochastic process as

\[
f(x) \sim \mathcal{GP}(m(x), k(x, x'))
\]  

(9)

where \( m(x) \) is the mean function and \( k(x, x') \) is the covariance function.

A common covariance function is the radial basis function (RBF) or squared exponential (SE). This well-behaved infinitely differentiable positive definite function specifies the covariance between pairs of random variables as

\[
\text{cov}(y_p, y_q) = k(x_p, x_q) + \sigma_n^2 \delta_{ij} = \exp\left(-\frac{1}{2} |x_p - x_q|^2\right) + \sigma_n^2 \delta_{ij}
\]  

(10)

where \( x_p \) and \( x_q \) are two input random variables, \( \sigma_n^2 \) is the variance of the i.i.d. Gaussian noise \( \epsilon \) and \( \delta_{ij} \) is the Kronecker delta.

Let \( X \) correspond to training input points and \( X_* \) to test input points. If we calculate elementwise the covariance function using Eq. (10) we can express the model training output as a Gaussian random vector as

\[
y \sim \mathcal{N}(0, K(X, X) + \sigma_n^2 I)
\]  

(11)

where \( I \) is the identity matrix. Note that location invariant zero-mean GP modeling is often the default in the machine learning and surrogate modeling literature and, perhaps surprisingly, this special case works quite well [64].
The joint distribution of the training outputs, \( y \), and the test outputs \( f_* \) according to the prior is

\[
\begin{bmatrix}
y \\
f_*
\end{bmatrix} \sim \mathcal{N}
\left(
\begin{bmatrix}
0 & K(X, X) + \sigma_n^2 I \\
K(X_*, X) & K(X_*, X_*)
\end{bmatrix}
\right).
\] (12)

With \( n \) training points and \( n_* \) testing points, \( K(X, X) \) denotes the \( n \times n \) matrix of the covariances evaluated at all pairs of training and test points, and likewise for the other matrices \( K(X, X), K(X_*, X) \) and \( K(X_*, X_*) \).

The last step is to condition the joint Gaussian prior distribution on the observations in order to derive the key predictive equations as

\[
f_* | X, y, X_* \sim \mathcal{N}(\bar{f}_*, \text{cov}(f_*))
\] (13)

where

\[
\bar{f}_* \triangleq \mathbb{E}[f_* | X, y, X_*] = K(X_*, X)[K(X, X) + \sigma_n^2 I]^{-1} y,
\] (14)

\[
\text{cov}(f_*) = K(X_*, X_*) - K(X_*, X)[K(X, X) + \sigma_n^2 I]^{-1} K(X, X_*)
\] (15)

As a practical note, the covariance function typically possesses a set of hyperparameters. For example, the RBF covariance function takes the following form

\[
k(x_p, x_q) = \sigma_f^2 \exp \left(-\frac{1}{2l^2}(x_p - x_q)^2\right) + \sigma_n^2 \delta_{ij}
\] (16)

where \( \sigma_f^2 \) is the signal variance and \( l \) the characteristic length scale. The variance \( \sigma_f^2 \) is a scaling parameter that controls the magnitude of the predictive uncertainty depends on the amplitude of the training data points. The length scale \( l \), is the rate of decay of correlation and controls the smoothness of \( k \) by setting the distance over which one expects points to be correlated.

For multidimensional GPs, we express the signal variance \( \sigma_f^2 \rightarrow \sigma_{fp}^2 \), the length scale \( l \rightarrow l_p \) and the noise variance \( \sigma_n^2 \rightarrow \sigma_{np}^2 \), to highlight that these parameters are taken with respect to a given coordinate direction \( p \). Hyperparameter tuning must be performed in order for the model to understand the typical behavior of the observed data. Typically, likelihood-based inferential schemes are utilized due to their easy automation and generalization to higher dimensional hyperparameter spaces, but other methods are also used such as cross validation (CV). Maximum-likelihood estimates require the maximization of the log-likelihood and since closed-form solutions are not always possible, numerical optimization methods may be employed.

Finally, standardization of the data is desirable in the case where a zero-mean GP model is chosen. Numerical issues can also be remedied by this practice, as scaling the data alleviates the issue of converting an ill-conditioned covariance matrix. The reader is referred to [65, 66] for more details.

2.3. Efficient Global Optimization

The most straightforward way to use surrogate models for optimization is to fit a surface to the objective function and search for the minimum of the surface. This simple process however, is prone to errors from the surrogate model and is especially susceptible to local minima. The EGO framework leverages the GP surrogate model and its Gaussian uncertainty measure to iteratively resolve the objective function in areas where minima are likely. In particular, the surrogate is initially trained at an initial set of points, often generated using a space-filling design such as Latin hypercube sampling or a Sobol sequence. Knowledge of
the expected values and uncertainties in the objective function from the GP is then used to decide where future sampling is performed in order to improve the model and identify the global minimum.

To decide the location of each new training point, a learning function known as the expected improvement (EI) function is used [63]. The EI balances the trade-off between locally exploring existing minima and broadly exploring the function in order to avoid getting stuck in local minima. More specifically, the improvement of the surrogate model at point \( j \) is given by

\[
I^{(j)} = \max \left( f_{\min} - Y^{(j)}, 0 \right)
\]

where \( f_{\min} \) is the current minimum of the function

\[
f_{\min} = \min \left( y^{(1)}, \ldots, y^{(n)} \right)
\]

and

\[
Y^{(j)} \overset{iid}{\sim} \mathcal{N}(\hat{y}^{(j)}, s^{(j)})
\]

where \( \hat{y} \) is the prediction of the surrogate model and \( s \) its standard error at \( x \). This latter term defines the uncertainty in the prediction of the surrogate model.

Taking the expectation of this improvement yields [63]

\[
E[I(x^{(j)})] = (f_{\min} - \hat{y}^{(j)}) \Phi \left( \frac{f_{\min} - \hat{y}^{(j)}}{s^{(j)}} \right) + s^{(j)} \phi \left( \frac{f_{\min} - \hat{y}^{(j)}}{s^{(j)}} \right)
\]

where \( \Phi(\cdot) \) is the standard normal cumulative distribution function and \( \phi(\cdot) \) is the standard normal probability density function. The EI will be exactly zero if \( \hat{y}^{(j)} = \hat{y}^{(i)} \), i.e. evaluation is performed at a sample point from the training dataset \( D \), and positive elsewhere. Given \( n \) initial observations (evaluations of the objective function), point \( (n + 1) \) is chosen to maximize the EI, i.e. \( \max(E[I(x)]) \).

The EI function is highly multi-modal, but it is expressed in closed form and monotonically increases as \( \hat{y} \) decreases and \( s \) increases. This monotonicity is utilized when trying to find the maximum, using a branch-and-bound algorithm. The interested reader can find details in the work of Jones et al. [63].

3. Grassmannian EGO for coarse-graining

In this section, we present a general Grassmannian learning methodology for coarse-graining lower-scale atomistic simulations to calibrate continuum level PDEs or other parameterized upper-scale models. The proposed framework combines the presented concepts of low-dimensional manifold learning and the EGO algorithm through the steps elucidated in detail in the sequel. A graphical illustration of the objective of Grassmannian learning as a general methodology for CG atomistic models is shown in Figure 1.

3.1. Lower-Scale Modeling

Consider a lower-scale material model \( (\mathcal{L}) \) capable of describing in detail the behavior of the microscopic particles within the material, e.g. a molecular dynamics (MD) model. The simulation of such models, especially when run on long timescales, is usually computationally expensive which precludes its use for large
Figure 1: A schematic illustrating Grassmannian EGO as a general methodology for coarse-graining atomistic simulations for various classes of materials.

materials systems. This lower-scale model serves as the basis for coarse-graining and is assumed to be of sufficient detail so as to provide a sufficiently close approximation of “ground truth” material behavior.

Additionally, consider an operator $C : \mathbb{R}^p \to \mathbb{R}^q$, $q \ll p$ that serves to reduce the number of degrees of freedom of this model, the so-called coarse-graining operator. This operator could be as simple as a moving average over atomic-scale quantities (such as atomic potential energies) or as complex as a differential operator. When assigning the operator $C$, it is also generally necessary to select an appropriate coarse-graining length-scale (although certain classes of problems may have intrinsic physical length-scales that make this selection clear). In the proposed methodology, it is also possible to learn this coarse-graining length-scale directly if necessary.

From numerical simulations of $L$, full-field solutions are obtained in the form of generalized tensors, which can be coarse-grained through $C$ and arbitrarily reshaped. A common practice is to transform the existing vectorized field quantities into matrices $Z_i^* \in \mathbb{R}^{n \times m}$ where $n \times m$ is the number of the degrees of freedom and $i = 1, \ldots, N_f$ where $N_f$ is the total number of simulation frames, or snapshots. Although vectorized solutions can be reshaped arbitrarily, a general rule-of-thumb is to reshape each solution as close to a square matrix as possible. Reshaping of solutions does not affect the dependency between its individual components, as it simply requires a re-indexing, however consistent reshaping across all solution snapshots is essential. Generically, these fields in matrix form will be denoted by $\Gamma_i^{ref}$ and will serve as the reference (or target) of the proposed optimization framework. As we discuss later, consistency between dimensions of the lower-scale atomistic coarse-grained solutions and continuum model solutions must be ensured, for comparison purposes.

3.2. Training Simulations from Upper-Scale Model

Consider next an upper-scale material model $M$, which is based on a physically consistent continuum theory and is typically described by a set of partial differential equations (PDEs) having (potentially stochastic) parameters $\Theta = \{\theta_1, \ldots, \theta_k\}$ where $k$ is the number of parameters or features, and specified boundary conditions. When solved numerically, this model operates on fewer degrees of freedom than the lower-scale model $L$, is much faster computationally, and is capable of simulation over a much larger range of
spatio-temporal scales. Let us further recognize that the upper-scale model $M$ may rely upon information passed (or mapped) directly from simulation of the lower scale model $L$ through a transformation $T : \mathbb{R}^l \rightarrow \mathbb{R}^l$ having parameter vector $\Xi = \{\xi_1, \ldots, \xi_l\}$ referred to as the transformation parameter vector. The goal is to calibrate the combined parameter vector $X = \{\Theta, \Xi\}$ such that simulations of $M$ reproduce the coarse-grained results of $L$ as accurately as possible.

We start by generating $N$ realizations (observations) $\{X_j\}_{j=1}^{N}$ of the random vector $X = \{\theta_1, \ldots, \theta_k; \xi_1, \ldots, \xi_l\}$ consisting of all $k + l$ uncertain parameters. We use a space-filling experimental design such as Latin hypercube sampling (LHS), Sobol sequence, etc. Determining a distribution and the bounds of the uncertain inputs may require a preliminary investigation of their sensitivity on the model $M$. Alternatively, the distribution and bounds may be determined by physical intuition or constraints, i.e. certain parameter combinations may produce physically impossible conditions. A good practice is to sample the bounds of the parameter space in order avoid extrapolation errors in the surrogate models.

As in the lower-scale simulations, field solutions of the upper-scale model in the form of generalized tensors are reshaped into matrices $Z_{i,j} \in \mathbb{R}^{n \times m}$, $i = 1, \ldots, N_f, j = 1, \ldots, N$. Solution dimension is dictated by the numerical discretization and must be consistent with the lower-scale field solutions (i.e. $Z_{i,j}^*, Z_{i,j} \in \mathbb{R}^{n \times m}$) such that the coarse-grained lower scale model and the upper-scale model have matching degrees of freedom.

### 3.3. Low-Dimensional Manifold Projection

Reference solutions in the form of matrices obtained by the lower-scale model ($Z_{i}^* \in \mathbb{R}^{n \times m}$) and training solutions from the upper-scale model ($Z_{i,j} \in \mathbb{R}^{n \times m}$), are now projected onto the Grassmann manifold by factoring into ordered orthonormal matrices using a thin SVD. For simplicity in notation, we will drop the indexing, $j$, on training realization and notate a single realization of the upper-scale solution. That is, we perform the following operations:

$$Z_{i}^* = U_i^* \Sigma_i^* V_i^{*\top}, \quad Z_i = U_i \Sigma_i V_i^{\top} \quad (21)$$

where

$$U_i^* \in \mathbb{R}^{n \times p^*}, \quad \Sigma_i^* \in \mathbb{R}^{p^* \times p^*}, \quad V_i^* \in \mathbb{R}^{m \times p^*} \quad (22)$$

$$U_i \in \mathbb{R}^{n \times p}, \quad \Sigma_i \in \mathbb{R}^{p \times p}, \quad V_i \in \mathbb{R}^{m \times p}. \quad (23)$$

Ranks obtained by the linear decomposition may not be equal, i.e. $p^* \neq p$ in general, and in such case the maximum between the two ranks is retained, i.e. $\hat{p} = \max(p, p^*)$, so that no essential structural information is lost. Matrices $Z_{i}^*$ and $Z_i$ can be now represented as points or subspaces on the Grassmann manifold where $U_i^*, U_i \in \mathcal{G}(\hat{p}, n)$. The geodesic manifold distance $d_{\mathcal{G}(\hat{p}, n)}$ between the reduced representations of field quantities is then computed by Eq. (4) for each snapshot. A schematic illustrating the manifold-projection is shown in Figure 2.

### 3.4. Define the objective function

The objective of the coarse-graining is to minimize the difference between response of the lower-scale model and the upper-scale model. The geodesic distances defined in the previous section provide a means of comparing field response quantities for any given solution snapshot. For problems involving mechanical deformation as studied here, multiple snapshots of the physical field solutions that correspond to various
Figure 2: A schematic of the low-dimensional manifold projection. Full-field solutions from the reference lower-scale model $\mathcal{L}$ and the observed upper-scale model $\mathcal{M}$, $Z^*$ and $Z_i$ respectively, are projected onto the Grassmann manifold $\mathcal{G}(\hat{\rho}, n)$. The geodesic distance between the reduced representations $(U^*, U_i)$ is used to measure the behavioural discrepancies between the multi-scale models.

states of the material (e.g. linear-elastic, yielding and plastic responses) are chosen so that the aggregate mechanical behavior is captured. Physical field quantities that may be used to compute distance metrics for comparison purposes are stress fields, strain fields, temperature fields, displacement fields, etc.

However, we may desire to endow our objective function with addition response measures such as more conventional scalar or time-history response measures. In other words, the geodesic distance is one measure of similarity of response quantities but numerous other measures may be incorporated in the assessment of discrepancy between lower-scale and upper-scale model response. For example, when studying mechanical deformation we may be interested in ensuring that the models produce consistent overall stress–strain response. When comparing stress–strain curves ($\tau - \gamma$), for example, a conventional point-wise $L_2$ norm may provide an appropriate distance measure.

In the case where multiple distance measures exist, the overall distance (objective function) is computed through a weighted summation of the individual distances as:

$$\Delta = \sum_{i=1}^{N_d} w_i d_i$$

where $w_i$ are normalization coefficients assigning weights to each of the $N_d$ distance measures, $d_i$ (Grassmannian or otherwise). Coefficients are chosen by considering the magnitudes of the calculated distance of each physical quantity and the relative importance given to each metric.

3.5. EGO parameter optimization using Gaussian process surrogate objective function

Distances are computed for each of the $N$ training samples $X_i$. By appending the vector of distances $D = \{\Delta_1, \ldots, \Delta_N\}$ to the set of initial observations $X = \{X_1, \ldots, X_N\}$ we obtain the training dataset $D = \{X_i, \Delta_i\}_{i=1}^N$. We will occasionally use the term labels for the distances $\Delta_i$, samples for the parameter realizations $X$, and features for the uncertain parameters $\Theta_i$, which is consistent with machine learning.
terminology. The above process is expected to be computational fast, since a relatively small number of inexpensive upper-scale model observations is required to form the training dataset \( \mathcal{D} \).

GP regression is performed on the training dataset \( \mathcal{D} \). The GP model,

\[
f(x) \sim \mathcal{GP}(m(x), k(\phi, x, x')),
\]

with mean function \( m(x) \) and covariance function \( k(\phi, x, x') \) with hyperparameters \( \phi \), aims to learn the underlying distribution of the objective function from the data using a Bayesian approach. The model is then used to draw samples and make predictions within the EGO algorithm.

Consider now the generation of \( \mathcal{N}^\ast \) additional samples, where \( \mathcal{N}^\ast \gg \mathcal{N} \), for which we want to predict the corresponding distances \( \{\Delta^\ast_i\}_{i=1}^{\mathcal{N}^\ast} \) along with their associated uncertainty. We refer to the additional samples as the set of test points \( X^\ast \). The covariance matrices at all pairs of training \( X \) and test points \( X^\ast \), are evaluated to form the joint prior distribution as in Eq. (12). Finally the conditional distribution

\[
f^\ast | X, y, X^\ast \sim \mathcal{N}(\bar{f}^\ast, \text{cov}(f^\ast))
\]

is calculated with a predictive mean and covariance function as in Eqs. (14) & Eq. (15) respectively. Each predicted point is an approximation of the solution error, a measure of similarity between the upper-scale model and the lower-scale reference model solutions at a point in the parameter space. This error is treated as a random variable with mean value and standard deviation dictated by the statistics of the above calculated conditional distribution.

A very large number of computationally inexpensive surrogate evaluations is performed using Monte Carlo simulation (MCS) and the EI function (Eq. (20)) is computed at each point, where \( f_{\min} = \min \{ y_i \}_{i=1}^{\mathcal{N}} \) which is simply the smallest distance obtained by the training dataset \( \mathcal{D} \). The point, \( x^\ast \), that maximizes the EI function is selected, the upper-scale model is evaluated using these parameter values, and the GP is retrained using the augmented training set. This process is repeated until the observed distance between the lower-scale model and upper-scale model is sufficiently small (i.e. \( \Delta < \Delta_{\text{th}} \) where \( \Delta_{\text{th}} \) is a threshold distance) or until a prescribed maximum number of iterations and the optimal set of parameters, denoted \( X^+ \) is obtained.

The approach is summarized in Algorithm 1.

4. Why perform manifold projection?

Given that the central feature of the proposed method is a comparison between lower- and upper-scale model solutions in the form of matrix-valued snapshots, one might postulate that natural distance measures between such solutions can be obtained directly through standard norms. Why then perform a manifold projection, and in particular a Grassmannian projection?

Indeed standard norms in the high-dimensional ambient space can be used to compare such field quantities. But, such comparisons may be less effective than the proposed manifold projection method for the following reasons:

- It is known that Euclidean distance measures break down in high dimensions such that, as stated in [67] “in high dimensional space, the concept of proximity, distance or nearest neighbor may not even be qualitatively meaningful.” This can make identifying “similar” solutions a particular challenge
Algorithm 1: Proposed Grassmannian EGO scheme

1: Run lower-scale model \( \mathcal{L} \) to obtain reference solution \( Z^* \);
2: Generate \( N \) realizations of \( X = \{ \theta_1, \ldots, \theta_k; \xi_1, \ldots, \xi_l \} \);
3: Run upper-scale model \( M \) for all \( \{ X_j \} \), to obtain \( Z_{i,j} \);
4: Project \( \{ Z_{i,j} \} \), \( Z^* \) onto \( G(\hat{p}, n) \) and compute distances \( d_i \) as in Eq. (4) and any other distance measures of interest.
5: Compute the overall weighted distance measure, \( \Delta_{i,i} = 1, \ldots, N \) using Eq. (24) to form training dataset \( D = \{ X_i, \Delta_{i,i} \} \);
6: Step \( t = 0 \); \( \Delta_{th} = \epsilon \);
7: while \( \min_{i=1}^{N} \{ \Delta_{i,i} \} > \Delta_{th} \) & \( t < T \) do
8: Construct GP surrogate as in Eq. (13) and generate \( N^* \) samples;
9: for all \( i = 1, \ldots, N^* \) do
10: Compute distance \( \Delta_i \) and \( E[I(X^{(i)})] \) as in Eq. (20);
11: end for
12: Choose sample \( X^* \) so that EI is maximized;
13: Solve upper-scale model \( M \) for \( X^* = \{ \theta_1, \ldots, \theta_k; \xi_1, \ldots, \xi_l \} \) and compute \( \Delta^* \);
14: Append \( \{ X^*, \Delta^* \} \) to dataset \( D \);
15: \( t \leftarrow t + 1 \);
16: end while
17: Obtain optimal set of parameters \( X^+ = \arg\min \{ \Delta(X) \} \);

Figure 3: Comparison of Grassmannian and Euclidean distances for different pairs of solutions. Left: the solutions both produce shear bands but in different locations. Right: one solution produces a shear band and the other homogeneous plastic strain. The Grassmannian distance identifies that the solutions with shear bands are closer, while the Euclidean distance suggests that the homogeneous solution is closer to the original than the solution with a translated shear band.

since two solutions that have the similar structural features but differ in more subtle ways (e.g. a translation of a critical feature such as a shear band) may not be discernible using a Euclidean distance from two solutions with different structural features. This is illustrated in Figure 3. The left plot shows two solutions with shear bands in different locations. These solutions are structurally similar and represent the same type of material behavior. The right plot shows a solution with a shear band and a solution with constant (homogeneous) plastic strain. These solutions are structurally different. This structural difference is identified by the Grassmann distance, which is larger than the Grassmann distance between the two structurally similar solutions. But the Euclidean distance actually identifies the homogeneous strain field as being “closer” to the original field than the solution with a translated shear band.
shear band. Qualitatively, we would expect two solutions with shear bands to be closer since they exhibit the same type of material behavior, even if at a different location.

- Data in the ambient space may have large degrees of redundancy. Certain features are strongly dependent on one another and are often manifestations of the same, or highly related, phenomena. Indeed, this arises due to the physical constraints imposed by the governing equations. Grassmannian projection reduces the data set to a small set of orthogonal “features” that can be separated and ordered by their prominence in the data. The proposed method compares these features directly.

- Distances in the ambient space may be sensitive to non-structural features of the data. For example, certain linear transformations (e.g. scaling) will dominate distance metrics in the ambient space. But these are not important for matching the “structural signatures” of the lower- and upper-scale models. This has been observed, for example, in the image processing literature where Grassmannian distances are used to classify images with different levels of illumination [68]. If necessary, such factors can be accounted for with additional distance measures. For example, in the application that follows, we ensure proper scaling by additionally matching global stress-strain responses.

- Distances in the ambient space may be very sensitive to noise in the data. In our case, local fluctuations in the solution are far less important than the dominant features (i.e. the shear band in the subsequent application). When projecting on the Grassmannian, these local fluctuations are associated with the higher modes (with small singular values) and are therefore filtered out in the SVD truncation. Therefore, they do not influence the Grassmannian distance measure. Again, the ability to discriminate using the Grassmann distance from noisy data has been demonstrated in the image processing literature [58].

5. Application to Amorphous Solids

5.1. Components of the multi-scale model

The proposed framework is applied to the study of inelastic deformation of a metallic glass (MG) alloy (a model amorphous solid). The constituents of the coarse-graining methodology (described in Section 1.2) for this materials system are as follows:

1. Lower-scale Model: Non-equilibrium molecular dynamics (NEMD) model of an MG under simple shear;
2. Upper-scale Continuum Theory: Shear transformation zone (STZ) theory of plasticity;
3. Continuum numerical solver: Eulerian finite difference solver for STZ dynamics;
4. Hypothesized means of data transfer: Affine transformation of averaged atomic potential energies to effective temperature

These components are individually detailed in the following.

5.1.1. Lower-scale model: Molecular dynamics simulation of a metallic glass

The lower-scale model is a non-equilibrium molecular dynamics (NEMD) model executed with the LAMMPS software [69], identical to the system studied by Hinkle et al. [20]. Atomic interactions are modeled using the well-known embedded-atom-method (EAM) interaction potential [70, 71]. The glass was formed by
taking a 50–50 composition of CuZr with 297,680 atoms and quenching the equilibrated liquid at a rate of 1011 K s\(^{-1}\) to a temperature \(T = 100\) K. The material unit is a three dimensional rectangular prism with a thin third dimension (400 Å \(\times\) 400 Å \(\times\) 30 Å) and fully periodic Lees–Edwards boundary conditions, allowing the system to be treated as effectively two-dimensional. Simple shear was applied to the quenched glass at constant volume and temperature, \(T = 100\) K, using the SLLOD equations of motion \[72\] with a shear rate of \(\dot{\gamma} = 10^{-4}\) ps\(^{-1}\) and time step of 0.005 ps. The imposed shear induced the formation of a distinct shear band aligned with the direction of shear as illustrated in Figure 4 (b). Such strain localization is a typical failure mode observed experimentally in metallic glasses and known to be reproducible in atomistic simulations \[56, 45, 73\]. In this simulation, the material exhibits classical stress–strain behavior for a MG under shear starting with linear elastic deformation, followed by yielding and a subsequent drop in the stress into a steady state stress plateau upon shear band formation and broadening, also shown in Figure 4 (a).

Figure 4: Non-equilibrium molecular dynamics (NEMD) simulation of the Cu\(_{50}\)Zr\(_{50}\) metallic glass system. Plot (a) shows the (shear) stress–strain curve and (b) the coarse-grained shear strain field at maximum net strain of \(\gamma = 50\%\) showing the formation of a thin shear band.

5.1.2. Upper-scale Continuum Theory: STZ Theory

A well-established theory to describe large-scale deformation in amorphous solids is the shear transformation zone (STZ) theory, which proposes that mechanically deformed amorphous solids dissipate plastic energy through the collective rearrangement of local clusters of atoms referred to as shear transformation zones, or STZs, \[50, 57\]. These STZs are believed to contain tens to hundreds of atoms, and are analogous in some ways to dislocation defects in crystalline solids \[51, 52, 53, 54\]. The density of STZs in a glassy structure is quantified using an effective temperature \[55, 56, 50, 57\]. The concept of an effective temperature assumes that a non-equilibrium system in contact with a thermal reservoir can be decomposed into two weakly-coupled thermal subsystems: a fast kinetic/vibrational subsystem that equilibrates to the reservoir temperature on short timescales and a slow configurational subsystem that equilibrates on significantly longer timescales. The fast subsystem is characterized by the familiar thermal temperature \(T\) whereas an effective temperature \(T_{\text{eff}}\) characterizes the slow subsystem. The effective temperature is defined as

\[
T_{\text{eff}} = \frac{\partial U_C}{\partial S_C}
\]

(27)
where $U_C$ and $S_C$ are the energy and entropy of the slow configurational system, respectively. STZ models often use a dimensionless effective temperature defined as

$$\chi \equiv \frac{k_B T_{\text{eff}}}{E_Z} \quad (28)$$

where $k_B$ is the Boltzmann factor and $E_Z$ is the energy required to create an STZ which is typically assumed to be $\sim 2 \text{ eV}$.

The STZ theory has undergone a number of changes since its introduction but fundamentally consists of two coupled equations – one that describes the evolution of the plastic strain rate (given later for our system in Eqs. (32) & (33)), and an equation of motion for the effective temperature that describes the evolution of the structural/configurational state itself,

$$c_0 \dot{\chi} = \tilde{\mathbf{S}} : \mathbf{D}^{pl} (\chi_\infty - \chi) + \nabla \cdot (D_\chi \nabla \chi) \quad (29)$$

The structural state of the system evolves according to a heat-like equation with a specific-heat-like parameter $c_0$ in the LHS of Eq. (29), which governs the amount of heat that flows into the slow thermal subsystem from mechanical work done on the system. The RHS of Eq. (29) consists of two terms. In the first term, $\tilde{\mathbf{S}}$ denotes the de-dimensionalized deviatoric stress tensor, $\mathbf{D}^{pl}$ the rate of plastic deformation tensor and $\chi_\infty$ the steady-state effective temperature. This term indicates that the structural state of a driven glassy system evolves due to shear-induced plastic rearrangements, which drive the system towards a maximally disordered state. The second term corresponds physically to spatial diffusion of $\chi$, which works to relax effective temperature gradients. This term also includes the effective temperature diffusivity $D_\chi$. In the section that follows, we introduce an STZ-based continuum solver and provide more details about the equations and the relevant parameters.

5.1.3. Continuum numerical solver

The continuum-scale STZ equations are solved with a fixed-grid, Eulerian finite difference numerical method for simulating quasi-static hypo-elastoplastic solids. The model has been used in prior studies to model simple shear deformation in Vitreloy and other MG systems [74, 75]. Within the framework of hypo-elastoplasticity, the Eulerian rate-of-deformation tensor can be decomposed into an additive combination of elastic and plastic parts as $\mathbf{D} = \mathbf{D}^{el} + \mathbf{D}^{pl}$. This allows the linear-elastic constitutive relation to be rewritten as

$$\frac{\partial \mathbf{\sigma}}{\partial t} = \mathbf{C} : \mathbf{D}^{el} = \mathbf{C} : (\mathbf{D} - \mathbf{D}^{pl}) \quad (30)$$

where $\mathbf{C}$ is the stiffness tensor for an isotropic and homogeneous medium and $\frac{\partial \mathbf{\sigma}}{\partial t}$ is the Truesdell objective stress rate. The velocity field evolves according to a continuum formulation of Newton’s second law, $\rho \frac{\partial \mathbf{v}}{\partial t} = \nabla \cdot \mathbf{\sigma}$ where $\rho$ is the density of the material. In the limit of long times and correspondingly small deformation rates, this may be replaced by the constraint that the material maintains quasi-static equilibrium,

$$\nabla \cdot \mathbf{\sigma} = 0. \quad (31)$$

Since the MD simulations use a small domain size, and metallic glasses have large elastic wave speeds, it is valid to use the quasi-staticity assumption in this study. The numerical implementation exploits an analogy
between incompressible fluid dynamics and Eqs. (30) & (31) developed by Rycroft et al. [48]. In a first step, the \(C : D\) term in Eq. (30) is neglected, and the resulting equation is advanced for a single timestep to compute an intermediate stress tensor. In a second step, the intermediate stress is orthogonally projected onto the manifold of solutions satisfying Eq. (31) through the solution of an elliptic equation for the velocity.

An expression for the plastic part of the rate of deformation tensor is given by the STZ theory as

\[
D_{pl}^{\text{pl}} = \begin{cases} 
0, & \|\tilde{S}\| < 1, \\
\frac{\epsilon_0}{\tau_0} e^{-1/\chi} (1 - \frac{1}{\|\tilde{S}\|}) \frac{\tilde{S}}{\|\tilde{S}\|} F, & \|\tilde{S}\| \geq 1,
\end{cases}
\]

(32)

where \(F = F(\tilde{S})\) is a monotonic function of the deviatoric Cauchy stress \(\tilde{S}\), normalized in terms of the yield stress \(s_y\). When \(\|\tilde{S}\| < 1\), the amorphous material behaves elastically, and \(D_{pl}^{\text{pl}} = 0\). In Eq. (32), the parameter \(\epsilon_0\) denotes the average number of atoms contained in a typical STZ, while \(\tau_0\) is a molecular vibration timescale. Following Hinkle et al. [20], the function \(F\) is set to

\[
F = -2 + \|\tilde{S}\| + \exp(-\|\tilde{S}\|)(2 + \|\tilde{S}\|).
\]

(33)

As we have shown in the previous section, the effective temperature field evolves according to Eq. (29). The effective temperature diffusivity is given by

\[
D_{\chi} = l_{\chi}^2 \sqrt{(D_{pl}^{\text{pl}} : D_{pl}^{\text{pl}})}
\]

(34)

where \(l_{\chi}\) is the diffusion length scale. The dependence of \(D_{\chi}\) on the rate of plastic deformation \(D_{pl}^{\text{pl}}\) shows that the diffusion rate of the material varies spatially and proportionally to the local rate of plastic deformation. Finally, we note that the local shear strain calculations are based on the Green-Lagrange strain tensor \(E\) which is computed separately, based on a procedure that can be found in [48]. Once the strain tensor is computed, the xy-component is used which essentially represents the strain caused by the simple shear.

A list of the continuum model parameters, with typical values, is provided in Table 1.

Initialization of the model requires a spatial effective temperature field that defines the stress-free configurational structure of the system, which we will compute directly from an MD simulation. Typical continuum boundary conditions for the material velocity field correspond to clamped parallel plates, whereby a prescribed velocity is imposed on the top and bottom boundaries of the simulation domain. By contrast, the MD simulations in this work employ fully-periodic boundary conditions, and this discrepancy will affect the accuracy of the computed initial effective temperature field. To ensure consistency, we employ a two-dimensional formulation of the transformation methodology recently developed by Boffi and Rycroft [76]. A fixed reference domain with coordinates \(X\) is mapped to the physical domain with coordinates \(x\) through a time-dependent transformation \(T(t)\), so that \(x = T(t)X\). The equations of motion are reformulated and solved directly in the \(X\) coordinates, and shear deformation is imposed through the transformation

\[
T(t) = \begin{pmatrix} 1 & \lambda t \\
0 & 1 \end{pmatrix}.
\]

(35)

This procedure decouples material deformation from material boundary conditions, and enables implementation
of simple shear with periodic boundary conditions in our continuum simulation.

Table 1: Parameters of the STZ continuum model and corresponding typical values for a coarse-grained CuZr glass. The symbol “–” indicates dimensionless parameters.

| PARAMETERS                        | UNIT | Value |
|-----------------------------------|------|-------|
| Elastic shear modulus            | µ    | 20 GPa|
| Bulk modulus                      | K    | 66.23 GPa|
| Molecular vibration timescale     | τ₀   | 0.1 ps |
| Diffusion length scale            | ℓₙ   | 25.59 Å |
| Plastic work fraction             | c₀   | – 0.3 |
| Typical size of an STZ            |      | 44.53 |
| Yield stress                      | sᵧ   | 0.85 GPa |
| Steady-state effective temperature| χ∞   | – 0.13 |
| STZ formation energy*             |      | 21,000 |

* Boltzmann constant \( k_B = 1.3806488 \times 10^{-23} \text{ J K}^{-1} \)

5.1.4. Hypothesized coarse-graining protocol

In this section, we describe the hypothesized operations (\( C \) and \( T \) from Section 3) that are used to coarse-grain data from MD simulations and pass this coarse-grained data to the continuum STZ model. The protocol, introduced by Hinkle et al. [20], first coarse-grains the atomic potential energies using a Gaussian moving average and then applies an affine relation, first suggested by Shi et al. [56], between average potential energy and \( \chi \). We emphasize here that these relations are hypothesized and that the methodology presented here allows the straightforward consideration of alternate hypothesized relations and even the potential to learn these relations.

More specifically, the coarse-grained atomic potential energy at spatial location \( \alpha \) is given by

\[
E_\alpha = \sum_n g_n E_n \sum_n g_n
\]  

(36)

where \( E_n \) is the atomic-energy of atom \( n \), \( g_n \) is the Gaussian windowing function

\[
g_n = \frac{2}{\sqrt{2\pi c}} \exp \left( -\frac{r_n^2}{2c^2} \right)
\]

(37)

that weights the contributions of each atom \( n \) having a distance \( r_n \) from grid point \( \alpha \), and the summation is taken for all atoms in the neighborhood of \( \alpha \) having \( r_n \leq r_{\text{cut}} \). The length-scale parameter \( c \) has been extensively studied by Hinkle et al. [20] with the primarily conclusion that there is a critical length-scale below which the coarse graining procedure breaks down. Here, we take \( c = 50 \text{ Å} \) as suggested by Hinkle et al. [20] although this parameter could be learned using the proposed methodology. Eq. (36) represents the generic operation \( C \) presented earlier.

Next, the coarse-grained potential energy is mapped to effective temperature. Following Shi et al. [56], we assume that atomic potential energies can be linearly mapped onto effective temperatures as

\[
\chi_\alpha = \beta (E_\alpha - E_0)
\]

(38)

where \( E_\alpha \) is the coarse-grained atomic potential energy from Eq. (36), \( E_0 \) is a reference potential energy per atom for an ideally-jammed glass, and \( \beta \) is a scaling factor with units eV\(^{-1}\). Eq. (38) represents the generic
operation $T$ presented earlier with transformation parameter vector $\Xi = \{\beta, E_0\}$.

5.2. Problem Definition

5.2.1. Coarse-graining parameters

The model presented above introduces a total of eight model parameters $\Theta = \{\mu, K, \epsilon_0, c_0, s_y, \chi_\infty, l, \tau_0\}$ and three coarse-graining parameters $\Xi = \{c, \beta, E_0\}$. The elastic modulus, $\mu$ and bulk modulus, $K$, can be directly inferred from the linear elastic response of the MD simulations and are set as in Table 1. A detailed sensitivity analysis (not presented) indicates that, in the regime of interest, the model is relatively insensitive to $\epsilon_0$ and $l$. Hence, these are assigned nominal values as given in Table 1. The value of the molecular vibration parameter $\tau_0$, is consistent with the one used in [20]. Finally, $\chi_\infty$ can be directly determined from prescribed values of coarse-graining parameters $\beta$ and $E_0$ and the coarse-graining length-scale $c = 50$ Å is assigned from [20] as discussed above. Thus, demonstration of the proposed coarse-graining methodology requires optimization of four parameters given by: $\{\Theta; \Xi\} = \{c_0, s_y; \beta, E_0\}$.

5.2.2. Defining the objective function

The four parameters for calibration are optimized using the Grassmannian EGO with an objective function defined to compare the MD simulations and the continuum model using the strain fields at several increments in the deformation and the global stress–strain response. The objective function is therefore a distance measure between MD and continuum response comprised of two components.

The first distance component, $d_\Gamma$, accounts for the difference between the reference $\Gamma^{\text{ref}}(\gamma)$ and observation $\Gamma(\gamma)$ strain fields at $n_\gamma = 9$ global strain values, $\gamma = \{0.02, 0.04, 0.06, 0.08, 0.09, 0.1, 0.2, 0.35, 0.5\}$. Values are chosen to capture model behavior in the linear-elastic regime, during stress-overshoot upon shear band formation, and in steady-state as shear bands broaden. Local strains at coarse-grained grid points from MD are computed using a weighted method based on a measure of nonaffine displacement modified from Falk and Langer [77] and detailed by Hinkle et al. [20]. The Grassmann distance between continuum and MD strain fields at each snapshot, $\{d_{\Gamma_i}\}_{i=1}^{n_\gamma}$, are computed according to Eq. (4). The total distance between the strain fields $d_\Gamma$, is taken as the average of distances from all nine snapshots,

$$d_\Gamma = \frac{1}{n_\gamma} \sum_{i=1}^{n_\gamma} d_{\Gamma_i}. \quad (39)$$

As discussed in Section 2.1, the geodesic distance accounts for differences in the structural signature of the fields. The features that are captured by points on the Grassmannian (basis vectors) are among others the shape, location and relative magnitude of the shear strain. Moreover, discrepancies related to the absolute magnitude and angle of the shear band for example, are not encapsulated by the geodesic distance.

The second component is based on the distance between the reference and observed stress–strain curves $(\tau - \gamma)$. Shear stress is calculated as the mean value $\{\bar{\tau}_i\}_{i=1}^{t_f}$, of the corresponding stress fields. The distance is computed similarly as the average of the absolute differences at all $n_f = 100$ simulation frames,

$$d_\tau = \frac{1}{n_f} \sum_{j=1}^{n_f} |\bar{\tau}_j^{\text{ref}} - \bar{\tau}_j|. \quad (40)$$
We note that the introduction of this stress-strain measure, in addition to the Grassmannian measure, has
the effect of acting as an “external” scaling measure (see Section 4). Although not acting directly on the
scale of the local strains, it sets a scale for the overall stress and strain that serves to complement the feature
recognition of the Grassmann distance. Finally, the distance function is computed as a combination of the
strain field distance and the stress–strain distance as
\[ d_{\bar{\Gamma} + \bar{\tau}} = w_1 d_{\bar{\Gamma}} + w_2 d_{\bar{\tau}}. \]  

Sufficient regularization is achieved with the use of normalizing weights \((w_1, w_2)\), assigned to account for any
scaling discrepancies. Moreover, these weights regulate the desired degree of reproducibility for each of the
various quantities of interest (QoIs). For this application, we have chosen \((w_1, w_2) = (0.25, 0.75)\).

5.3. Model validation

We first validate the proposed coarse-graining methodology by selecting as reference, the full-field solution
obtained from a single forward continuum model evaluation having fixed (target) parameters as shown in
Table 2.

| PARAMETERS                | UNIT | Target values | Distribution       | Optimal sample, \(X^+\) |
|---------------------------|------|---------------|--------------------|--------------------------|
| Plastic work fraction     | \(c_0\) | -             | \(\sim U(0.05, 1)\) | 0.612                    |
| Yield stress              | \(s_y\) | GPa          | \(\sim U(0.8, 1.15)\) | 1.002                    |
| Scaling factor            | \(\beta\) | eV\(^{-1}\) | \(\sim U(2, 15)\)   | 8.710                    |
| Reference potential energy| \(E_0\) | eV           | \(\sim U(-3.390, -3.355)\) | -3.368                   |

*\(U(a, b)\) denotes a uniform distribution with lower bound \(a\) and upper bound \(b\).*

A 2D simulation cell of an amorphous solid is considered, having dimensions of 400 Å \(\times\) 400 Å and a grid
resolution of \(32 \times 32\). The analysis is performed in \(n_f = 100\) simulation frames. Fully-periodic boundary
conditions are imposed with constant velocity \(v(x,t)\) imposed at the top and bottom of the cell in the
direction of shear having a shear-strain rate \(\dot{\gamma} = 10^8\) s\(^{-1}\), a value which is scaled appropriately to match
the simulation units of the numerical solver. Target parameters have been chosen such that, at maximum
shear strain \(\gamma_{\text{max}} = 50\%\), a thin shear band forms approximately at the middle of the simulation box. Field
quantities of interest are the effective temperature field \(T(\gamma)\) and the strain field \(\Gamma(\gamma)\) shown in the left
columns of Figures 5 and 6, although we only explicitly match the strain field in the learning. We also aim to
match the shear stress–strain curve \((\tau - \gamma)\) shown in Figure 7(a).

An initial \(N = 400\) training data are sampled from the parameter vector \(X = \{\Theta; \Xi\} = \{c_0, s_y; \beta, E_0\}\)
using Latin Hypercube Sampling (LHS). Parameters are treated as independent uniformly distributed random
variables with bounds given in Table 2. For each parameter sample, the continuum model is evaluated and
the distance function is evaluated as described in Section 5.2.2. Computed distances \(\{d_{\bar{\Gamma} + \bar{\tau}}\}_i\) serve as
labels \(\Delta_i\) of the corresponding \(X_i\) observations and GP model is trained for the distance function.

A total of 800 EGO iterations are performed such that each subsequent sample is selected as the one
that maximizes the EI function, yielding a total of 1200 inexpensive continuum model simulations and an
estimate of the parameters \(X^+\) (Table 2) that provide the best match. This process is repeated 9 times
using different random seed values to ensure reproducibility. Parameter convergence is plotted in Figure 8 for
Figure 5: Effective temperature fields of the reference simulation (left column) $T^{ref}(\gamma)$ and the optimized continuum model simulation (right column) $T^{CM}(\gamma)$ at shear strain values: (a) 9%, (b) 15%, (c) 20%, (d) 35% and (e) 50%.

Figure 6: Shear strain fields of the reference simulation (left column) $\Gamma^{ref}(\gamma)$ and the optimized continuum model simulation (right column) $\Gamma^{CM}(\gamma)$ at shear strain values: (a) 18%, (b) 25%, (c) 35%, (d) 45% and (e) 50%.

all 9 repeats showing a consistent convergence to the true parameter values of the reference. As explained, a sensitivity analysis is considered important, to quantify the model’s sensitivity to parameters. We have found that the STZ model is more sensitive to some parameters (e.g., $E_0$) than others (e.g., $c_0$). As a result
the convergence rate of optimal to reference values varies across parameters. However, it is expected that as additional samples are added for the construction of the surrogate model, the algorithm will eventually converge to the ‘best’ values. Moreover, the right hand column of plots in Figures 5 and 6 show that the effective temperature and strain fields from the optimized model match those of the reference model nearly perfectly. Finally, Figure 7 shows that the stress–strain curves for the optimized model and the reference model match almost perfectly.

5.4. Results

We now present the results of the Grassmannian EGO applied to the coarse-grained STZ model with reference given by the NEMD simulation of the CuZr glass discussed in Section 5.1.1. In contrast to the model
validation case, target parameter values are not available and thus the optimal parameters are evaluated based on the ability of Grassmannian EGO to reproduce the coarse-grained MD results.
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**Figure 9:** Effective temperature fields of the reference MD simulation (left column) $T^{ref}(\gamma)$ and the optimized continuum model simulation (right column) $T^{CM}(\gamma)$ at shear strain values: (a) 9%, (b) 15%, (c) 20%, (d) 35% and (e) 50%.
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**Figure 10:** Shear strain fields of the reference MD simulation (left column) $\Gamma^{ref}(\gamma)$ and the optimized continuum model simulation (right column) $\Gamma^{CM}(\gamma)$ at shear strain values: (a) 18%, (b) 25%, (c) 35%, (d) 45% and (e) 50%.

We feed the algorithm with $N = 350$ training observations generated with LHS. The bounds of the
corresponding uniform distributions from which samples are drawn, are the same as in the validation case (Table 2). Supervised learning is employed on the training dataset of computed distances \( \{d_{\ell+}\}_{\ell=1}^N \) which serve as labels \( \Delta_i \) and the corresponding \( X_i \) observations from which the GP surrogate is trained. After the completion of 1835 EGO iterations, the algorithm identifies an optimal sample \( X^+ = \{c_0, s_y, \beta, E_0\} = \{0.164, 0.906; 6.882, -3.369\} \) after which there is no improvement.

In Figure 9, the effective temperature fields for both the reference coarse-grained MD and the optimal continuum are presented for various strain levels. Although we do not explicitly aim to match the effective temperature fields by incorporating their similarity into the distance metric, we find that the response between the models is similar at the different stages of deformation. We observe that the optimal solution of the continuum model produces a shear-band of higher magnitude which tends to increase in width as the simulation reaches maximum net strain (i.e. \( \gamma = 50\% \)). The location and magnitude of the shear band highly depends on the initial effective temperature profile, which in turn depends on the coarse-grained atomic potential energy field and its linear mapping via the transformation parameters \( \{\Xi\} = \{\beta, E_0\} \) (Eq. (38)). We hypothesize that perhaps a non-linear mapping could yield to a more appropriate initial temperature field to be mapped to the continuum model that could potentially produce temperature fields of greater parity. Regardless, the match between the evolved effective temperature fields is deemed to be quite good and represents a notable improvement over previous calibration efforts. Discovery of an improved (non-linear) coarse-graining transformation remains an open research question.

Figure 11: Comparison of the stress–strain curve between the reference MD simulation of the Cu50Zr50 metallic glass and the continuum STZ model response for the optimal set of parameters \( X^+ = \{c_0, s_y, \beta, E_0\} = \{0.164, 0.906; 6.882, -3.369\} \) (see Table 2 for physical units).

Comparison between the shear-strain fields of the MD and optimized continuum model is presented in Figure 10. We observe that the models exhibit very similar characteristic features, a prominent centralized shear band surrounded by regions of smaller homogeneous strains. As discussed, the Grassmannian distance between the two fields accounts for differences in the shape, location and relative magnitude of the strain fields. The continuum model clearly favors the formation of thinner shear bands with larger, more concentrated shear localization. From an early stage of the simulation the MD response is more diffuse with a gradual transition between regions of jammed and flowing material, whereas the optimal continuum exhibits a more abrupt transition. Discrepancies between the strain fields may be caused by a combination of factors including the imperfect coarse-graining hypothesis, general model-form error in the STZ theory (i.e. STZ theory does
not perfectly model the complex dynamics that is captured in detailed MD), and the dual objective defined in the calibration (i.e. the trade-off between trying to to simultaneously match the strain field evolution and stress–strain curve). Nonetheless, the strain field matches quite well, and again represents significant improvement over previous efforts at calibrating the STZ model from MD data.

Comparison of the MD and calibrated STZ model stress–strain curves in Figure 11 shows a very close match. The STZ model is able to capture the linear elastic regime, stress overshoot and steady-state of the MD simulation very well.

Similar to the previous section, the process is repeated 8 times to ensure reproducibility of results. We found that a large number of combinations of input parameters are capable of yielding a similar model response (equivalently similar manifold distance) and thus Grassmannian EGO occasionally (i.e. for certain random seed numbers) requires a large number of iterations in order to converge to the optimal set of parameters. We therefore run all 8 repeated calibrations for a total of 8,000 EGO iterations. In Figure 12, we observe convergence to a unique set of values with very small uncertainty. Grassmannian EGO was able to successfully parameterize the continuum model whose optimal response achieved a high level of similarity with the atomistic simulation.

![Figure 12: Convergence of the four calibration parameters $X = \{\Theta; \Xi\} = \{c_0, s_y; \beta, E_0\}$ for 8 implementations of Grassmannian EGO each with a different random seed number. A total of 8,000 EGO iterations have resulted in the convergence of the parameters to a set of values with small uncertainty.](image)

Lastly we emphasize that, although the results shown herein do not show perfect agreement between atomistic and continuum models, these discrepancies are not a result of inadequate calibration by the Grassmannian EGO. Rather, these discrepancies results from intrinsic differences between the MD and continuum models. The proposal algorithm clearly converges to the best possible fit between these models. But, in the end, these models cannot produce a perfect match. To achieve a better fit, either the STZ model or the hypothesized coarse-graining methodology need to be improved. Improvements in both are topics of active research. Moreover, differences in the solution resulting from small variations in the optimized parameters have very small effect on the Grassmannian distance. Perhaps more telling, the strain field solutions from all eight optimization cases are visually nearly indistinguishable, pointing to the ability of the
Grassmannian metric to compare structural features that are visually observable.

6. Discussion and Conclusions

In this work we introduce a generalized manifold learning framework, called Grassmannian EGO, for probabilistic learning of continuum models, (e.g. non-linear PDEs) based on atomistic simulation (e.g. molecular dynamics) data. A training dataset, formed by a carefully selected number of upper-scale model parameters and a distance metric that incorporates discrepancies between QoIs generated by the multiscale models, is used to train a Gaussian process surrogate. Projection of the QoIs in the form of high-dimensional data onto a Riemannian manifold allows us to construct their latent denoised representation, which is then used to feed the surrogate modeling algorithm with meaningful distances (i.e. labels). The objective of matching the response of the multiscale models is achieved by performing optimization on the manifold until an optimal sample is identified whose distance from a reference response is minimized. We demonstrate the ability of this methodology to transfer information from lower to higher scales and to achieve a high level of parity between the multiscale models. We ensure reproducibility of results by repeating the process each time by feeding the algorithm with different sets of training data.

Grassmannian EGO is computationally fast as it requires a small number of forward model evaluations. Even though the process of constructing a Gaussian process surrogate can be expensive as its covariance function scales quadratically with the number of added samples, local-surrogate updating algorithms can be employed to reduce the computational burden. Such algorithms can be used to construct local GP models, trained on small sets of nearest neighboring samples, since a new added sample generated by EGO influences the metamodel’s prediction only at a certain region around it and not at the entire parametric space. Although not presented in this paper for the sake of brevity, a similar algorithm was used which resulted in a significant reduction of the computational cost.

The proposed methodology is first validated and then applied for the optimization of the parameters of a continuum model based on the shear transformation zone (STZ) theory of plasticity to reproduce mechanical deformation shown in a molecular dynamics simulation of a quenched CuZr metallic glass system. As demonstrated, the method is able to successfully calibrate the STZ model to reproduce the behavior of the metallic glass response from the MD simulation. Although the assumption of a linear mapping of the potential energy to the effective temperature was adopted in this study, non-linear mappings could be employed in a straightforward manner and different hypothesized course-graining transformations can be considered. The methodology can be extended and employed to verify consistency of the parameter calibration in the case where multiple MD simulations are generated from the same material composition. Once verified, the method can be employed for coarse-graining atomistic simulations of various material compositions, number of atoms and geometries. Furthermore, it can be extended and applied to three-dimensional atomistic simulation data, in which case, the manifold learning component can be treated with modern tensor factorization techniques.

The proposed scale-bridging approach is robust and capable of replacing prohibitively expensive atomistic simulations with computationally fast continuum model ones. This work is an early step towards using probabilistic manifold learning for coarse-graining lower-scale simulations and even though in this paper it was applied for the study of amorphous solids, we anticipate that it can find use in studies related to
coarse-graining for different classes of materials (e.g. crystalline, non-crystalline, polymers, bio-materials and other soft materials).
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