Statistical analysis of activation and reaction energies with quasi-variational coupled-cluster theory
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ABSTRACT
The performance of quasi-variational coupled-cluster (QV) theory applied to the calculation of activation and reaction energies has been investigated. A statistical analysis of results obtained for six different sets of reactions has been carried out, and the results have been compared to those from standard single-reference methods. In general, the QV methods lead to increased activation energies and larger absolute reaction energies compared to those obtained with traditional coupled-cluster theory.

1. Introduction
The importance of comparing the results of a quantum chemical method to a known set of chemical properties has been long understood [1]. With the G2 and G3 sets of atomisation energies and enthalpy changes, new energy functionals could be evaluated and benchmarked [2]; similarly, databases of atomisation energies, equilibrium geometries and spectroscopic constants have been used to investigate the accuracy of and convergence of coupled-cluster methods with increasing basis set [3,4]. Statistical analysis of the properties across a set of species has supported the rigorous comparison of the performance of several ab initio methods compared to experimental values and has led to the recognition of the good performance of coupled-cluster theory with single, double and perturbative triple excitations (CCSD(T)), the deficiencies of CCSD and second-order Møller–Plesset theory (MP2), as well as understanding of the effects of orbital basis incompleteness. Statistical analysis of large collections of energies and chemical properties have become established as a standard tool through the work of Truhlar, who employed this idea to evaluate the numerous DFT functionals and determine which functional was best in predicting a general set of chemical properties [5,6]. This approach has culminated in the Minnesota 2.0 collection, which is comprised of computed measurements of a diverse range of chemical properties including thermochemistry, activation energies, intermolecular forces and ionisation potentials [7]. Recently, this has inspired a closer examination of the performance of the Minnesota functionals with respect to a new collection of computed properties [8].

In the current work, single-reference computational methods designed for representing static correlation, as well as standard approaches, have been applied to the calculation of activation and reaction energy changes for six collections of chemical reactions, to determine the accuracy and differences between the chosen methods.
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The intention is to determine the effectiveness of such methods for the accurate description of the reactive potential energy surface, necessary for predicting reaction kinetics and comparing mechanistic pathways.

The determination of the activation energy can potentially pose a problem for standard coupled-cluster methods such as CCSD(T). This is due to the fact that the transition state may possess multireference character because covalent bonds have been partially broken. Therefore, a simple single-reference approach may not fully capture the non-dynamic correlation effects. Over the past few years, several single-reference methods has been developed to tackle inherently multireference systems [9,10]. One such family of methods is quasi-variational coupled-cluster doubles, hereafter collectively denoted as the QV methods [11,12]. At the single and double excitation levels, standard CCSD is replaced by the ‘quasi-variational’ approximation to variational coupled cluster with double excitations, combined with variational optimisation of the energy functional with respect to variations in the reference orbitals (OQVCCD). The approach retains the \( N^6 \) cost scaling of CCSD, but with an increased prefactor, because of additional matrix transformations, and additional \( N^5 \) work associated with multiple integral transformations arising from the orbital variations. For full details, see [11]. In previous publications, the QV methods compared favourably with multireference methods where CCSD(T) has failed dramatically [13]. However, to date, they have not been applied to the determination of activation and reaction energies.

Recently, a new method in the QV family has been developed: OQVCCDAR(T), i.e. orbitally optimised QV with the asymmetric–renormalised triples correction. This method includes a more numerically robust renormalised triples approximation which can be used to produce accurate benchmarking data for the QV methods as a whole.

In the following, OQVCCDAR(T) has been used as a benchmark for five different reaction collections. The performance of several single-reference methods has been analysed relative to these benchmark calculations, with particular reference to the computation of activation and reaction energies.

2. Computational details

In order to manage and coordinate sets of computations on all of the species involved in a collection of chemical reactions, we have developed a computational framework associated with the Molpro [14] quantum chemistry package. The principal entity is a database, which is a complete specification of a number of chemical reactions together with one instance of the structure, energies and other properties of every chemical species involved. The database contains the following components:

1. A master file, which expresses through the XML language the definition of a number of chemical reactions, together with reference to further XML files giving the data for each chemical species. The chemical reaction is specified as a list of chemical species, each of which is assigned a stoichiometry, which is the number of times it appears on the right-hand side of the balanced chemical equation (i.e. reactants will have negative stoichiometry). Special markup can be used to tag, for example, transition states.

2. For each chemical species involved in one or more of the reactions, an XML file that contains the geometry of the molecule and its calculated energy, as well as any other computed properties. This file is normally produced directly by Molpro.

3. For each chemical species, a Molpro input file that will run a job with the database-contained geometry.

4. A master Molpro input file, which is included by each of the molecule input files, which can be used to specify the quantum chemistry ansatz (e.g. basis set, method, density functional, etc.) that will be used for each molecule.

Both the master file and the molecule file can be validated strictly against the corresponding XML schemas. The precisely defined grammar then supports safe construction and interpretation of these files in other programs. For example, Molpro can read molecular geometry directly from the molecule XML file, and can produce a complete file that specifies geometry, basis-set and method, as well as results obtained.

We have also written several utilities for manipulating databases. The clone utility makes a copy of a database, so that it can be populated with the results of a different quantum chemistry method by running the jobs it contains, after adjusting the master input file. The analyse utility takes one or more congruent (i.e. with the same molecules and reactions, but potentially different geometries, methods and properties) databases, and evaluates the energies relative to reactants for each critical point (usually transition state and products) in each chemical reaction. In the case of more than one database, a statistical analysis is performed for the set of differences of critical-point-relative energies between each database and the first, including mean, mean absolute deviation (\( \Delta_{\text{abs}} \)) and maximum absolute difference (\( \Delta_{\text{max}} \)), as well as the standard deviation (\( \Delta_{\text{std}} \)) of the differences.
Two closed-shell databases were selected for the calculation of activation energies ($E_a$):

- **CRBH20** contains 20 cycloreversion transition states, the reverse processes of cycloaddition reactions. These include the fragmentation of five-membered heterocyclic rings (10 dioxazoles and 10 oxathiazoles) into cyanate and carbonyl products [15]. These reactions also involve the migration of a hydrocarbon or hydrofluorocarbon substituent across a C=N bond.

- **BPERI** consists of 26 transition states for pericyclic reactions compiled by Goerigk and Grimme [16]. These include 10 pericyclic reactions with unsaturated hydrocarbons such as an electrocyclic reaction of cyclobutene, Diels–Alder reactions with cyclopentadiene and cycloreversions of large molecules such as cis-tris-scyclopropacyclohexane [17]. Also included are three classes of 1,3-dipolar cycloadditions, involving diazonium, nitrilium and azomethine betaines to form five-membered heterocyclic rings [18]. Finally, seven Diels–Alder reactions are incorporated, involving the addition of ethylene to different five-membered heterocycles [19].

Two databases were chosen to investigate solely reaction energies ($\Delta E$):

- **ISOMER20**. A closed-shell subset of this database was constructed from the 20 original organic isomerisation reactions [20]; this now consists of reaction energies for 16 endothermic reactions. These include isomerisations of small molecules like hydrogen cyanide and isocyanic acid, and larger molecules like ketene and acetaldehyde.

- **DARC** consists of 14 exothermic Diels–Alder reactions [16,21]. These include reactions of dienes like butadiene and cyclopentadiene with ethene, ethyne, maleine and maleimide.

Finally, two databases were chosen that consist of both activation and reaction energies:

- **O3ADD6** contains two reactions with the addition of ozone to ethene and ethyne [16,22]. The database is comprised of two barrier heights, two reaction energies and two van der Waals (vdW) energies for the associated ozonide complex.

- **CRIEGEE** is a newly constructed database which comprises a reaction pathway, as shown in Figure 1, involving a Criegee intermediate. This pathway consists of three sequential transition states, and so, in total, provides a set of three activation energies and one exothermic and two endothermic reaction energies.

In total, these databases contain 153 distinct chemical species that are used to calculate 51 activation energies and 37 reaction energies. Full details of the databases, including the geometries of each molecular species, are available at http://doi.org/10.17035/d.2017.0038224181.

All six databases were evaluated with the provided geometries using the standard MP2, CCSD and CCSD(T) methods, as well as the distinguishable cluster (DCSD), quasi-variational coupled-cluster doubles with orbital optimisation (OQVCCD), with the standard perturbative correction for connected triples excitations (OQVCCD(T)), the symmetrised renormalised perturbative triples correction (OQVCCCDR(T)) and OQVCCDAR(T). The mean ($\bar{\Delta}$), standard deviation ($\Delta_{\text{std}}$), mean absolute deviation ($\bar{\Delta}_{\text{abs}}$) and absolute maximum difference ($\Delta_{\text{max}}$) were calculated for each method relative to OQVCCDAR(T). Several different basis sets were used; however, only the largest basis set results are presented here. For the O3ADD6 database, the systems were small enough to use full coupled-cluster with single, double and triple excitations (CCSDT) as the benchmark and investigate the effects of the full inclusion of triple excitations. These calculations were carried out using Molpro’s interface to the MRCC program of M. Kallay [23].

### 3. Results and discussion

Table 1 shows the activation and association energy differences compared to CCSDT for the O3ADD6 database. The first point to note is the large differences of MP2, CCSD and OQVCCD with the thermochemistry predicted by CCSDT. MP2 greatly overestimates the reaction energies of the adduct formation by 40.6 and 134.0 kJ mol$^{-1}$, respectively. CCSD and OQVCCD both produce more negative reaction energies by around 30 kJ mol$^{-1}$. DCSD, on the other hand, produces results for both reaction energies which are within chemical accuracy compared to CCSDT.

The non-iterative (T) correction decreases these differences substantially. For CCSD(T), the differences for the adduct reaction energies are below 1 kJ mol$^{-1}$. OQVCCD(T) still predicts a more negative energy by around 5 kJ mol$^{-1}$ for both reactions. The effect of the renormalisation is to decrease this quantity even more by 3.5 kJ mol$^{-1}$; OQVCCDAR(T) decreases this further by 0.03 kJ mol$^{-1}$.
Figure 1. Reaction pathway which defines the CRIEGEE database.

For the vdW energies, all methods, apart from MP2, predict values close to CCSDT. DCSD excels here by producing the smallest differences. Specifically, for the ethene complex, CCSD and OQVCCD both produce larger energies, with maximum differences of 1.5 and 1.7 kJ mol\(^{-1}\), respectively. The effect of the standard triples correction is to reduce these quantities further. OQVCCD(T) produces more negative vdW energies than CCSD(T); these are closer to the CCSDT reference by around 0.3 kJ mol\(^{-1}\). The renormalisation serves to decrease these quantities again; OQVCCDAR(T) lowers this by around 0.1 kJ mol\(^{-1}\).

The calculation of the activation energies shows larger differences than the vdW energies. MP2 produces inconsistent results; it overestimates the first energy by 13.6 kJ mol\(^{-1}\) and underestimates the second by 83 kJ mol\(^{-1}\). CCSD and OQVCCD improve upon these results; CCSD predicts higher barrier heights of 5.5 and

Table 1. Energy differences with CCSDT / kJ mol\(^{-1}\) for the O3ADD6 database with cc-pVDZ basis set. In the case of CCSDT, the actual energies are reported.

| Method         | \(\mathrm{C}_2\mathrm{H}_2 + \mathrm{O}_3\) |          |          | \(\mathrm{C}_2\mathrm{H}_4 + \mathrm{O}_3\) |          |          |
|----------------|---------------------------------|----------|----------|---------------------------------|----------|----------|
|                | \(\mathrm{vdW}\)      | \(\mathrm{TS}\) | \(\mathrm{Adduct}\) | \(\mathrm{vdW}\)      | \(\mathrm{TS}\) | \(\mathrm{Adduct}\) |
| CCSDT          | –9.656                        | 33.812   | –259.425 | –11.202                        | 16.119   | –226.177 |
| CCSD(T)        | –0.392                        | –3.264   | –0.714   | –0.546                         | –2.929   | –0.904   |
| OQVCCD(T)      | –0.235                        | –2.184   | –4.026   | –0.242                         | –1.703   | –5.737   |
| OQVCCDAR(T)    | –0.219                        | –1.483   | –7.759   | –0.123                         | –0.949   | –8.668   |
| OQVCCD(T)      | –0.207                        | –1.468   | –7.789   | –0.130                         | –0.934   | –8.699   |
| MP2            | –4.234                        | –13.624  | 40.638   | 98.392                        | 83.326   | 134.089  |
| CCSD           | 0.679                         | 5.494    | 26.672   | 1.502                         | 5.735    | 31.378   |
| DCSD           | 0.038                         | 2.639    | –0.010   | –0.024                        | 1.910    | –2.981   |
| OQVCCD         | 0.791                         | 6.906    | –30.165  | 1.740                         | 7.038    | –34.866  |
The effect of using the renormalised triples formalisms involves 1,4,2-oxathiazole breaking into isothiocyanic acid and formaldehyde. However, there are no energy differences that approach 5 kJ mol\(^{-1}\) for the remaining nine oxathiazole rings.

The largest difference for OQVCCD of 15 kJ mol\(^{-1}\) occurs for reaction 3, which is an ethyl-substituted dioxazole ring. The second largest energy difference occurs for reaction 14, a fluoromethyl-substituted dioxazole ring. There appears no correlation between these large energy differences and the two types of heterocyclic ring.

Table 3 shows the results for the BHPERI database. Large mean differences are observed for MP2, CCSD, DCSD and OQVCCD. For this database, MP2 completely underpredicts the barrier heights by a mean of 33.9 kJ mol\(^{-1}\); the largest difference occurs for reaction 9 with an error of 55 kJ mol\(^{-1}\). OQVCCD and CCSD both show similar differences, each overpredicting the barrier height, with the largest difference also occurring for reaction 9 (a Diels–Alder reaction involving two cyclopentadienes).

The perturbative triples corrections again lead to a lowering of the barrier heights. CCSD(T) produces answers that are closer to OQVCCDAR(T), with a mean difference of −2.9 kJ mol\(^{-1}\). In general, the QV methods lead to an increase of the activation energies. Differences greater than 4 kJ mol\(^{-1}\) occur for reactions 11 and 14 which involve 1,3-dipolar cycloadditions.

The effect of using the renormalised triples formalisms is to increase the barrier heights slightly by a mean of 1.4 kJ mol\(^{-1}\). The asymmetric–renormalised triples leads to a further increase compared to the symmetric renormalisation. The difference between these two methods is small; the largest difference being 0.9 kJ mol\(^{-1}\).

Table 4 presents the statistics for the reaction energies of the DARC database. Overall, these results do not show strong deviations from the OQVCCDAR(T) energies.
Table 5. ΔE statistical differences (kJ mol⁻¹) from OQVCCDAR(T) for a subset of the ISOMER20 database with cc-pVQZ basis set.

| Method       | Δ̂ | Δ_std | Δ_abs | Δ_max |
|--------------|----|-------|-------|-------|
| MP2          | 8.599 | 14.196 | 12.550 | 33.652 |
| CCSD         | 0.618 | 5.554 | 3.905 | 12.665 |
| DCSD         | −0.270 | 2.956 | 2.827 | 6.262 |
| OQVCCD       | 0.586 | 6.294 | 4.353 | 14.355 |
| OQVCCD(T)    | −0.234 | 1.441 | 0.991 | 2.910 |
| OQVCCD(R(T)) | −0.024 | 0.519 | 0.381 | 1.130 |
| OQVCCD(R(T)) | −0.001 | 0.007 | 0.005 | 0.015 |

Unlike the activation energies in Tables 2 and 3, the largest difference occurs for MP2, which tends to underpredict the energy change with a mean difference of −13.9 kJ mol⁻¹. The Δ̂ is around 23.7 kJ mol⁻¹. DCSD shows the next largest difference after MP2, with a mean difference of 6.3 kJ mol⁻¹. OQVCCD shows the closest match to the OQVCCDAR(T) energies, compared to the other methods without triples corrections.

OQVCCD(R(T)) predicts more exothermic reaction energies than all the methods, though OQVCCD(R(T)) produces results that are very similar; the mean difference being 0.005 kJ mol⁻¹. CCSD(T) also shows little deviation with a mean difference of 1.6 kJ mol⁻¹. The renormalised triples correction serves to decrease the reaction energies by about 1 kJ mol⁻¹ compared to the standard (T) correction.

Table 5 presents the statistics for a closed-shell subset of the ISOMER20 database. All the methods give a mean difference within 1 kJ mol⁻¹ of the reference values, apart from MP2. However, CCSD and OQVCCD have large Δ_std values, indicating a large distribution of values that happen to cancel out each other when the mean is taken. Large absolute maximum differences for both methods occur for the isocyanic acid isomerisation to fulminic acid (reaction 8).

There is also a small mean difference for DCSD; however, this is also due to a wide spread of relative results.

Overall, the QV methods with triples predict more endothermic reaction energies than CCSD(T) and DCSD. There is little difference between the symmetric- and asymmetric-renormalisation corrections. The renormalisation does serve to slightly increase the reaction energies.

Tables 6 and 7 show the statistics for the CRIEGEE database. For the activation energies, all methods have small mean differences apart from MP2, CCSD and OQVCCD. For OQVCCD, the barrier height for the first transition state differs by 16.7 kJ mol⁻¹. It is this reaction that also produces the largest errors for CCSD. Again, DCSD produces surprisingly close results for a method without any triples correction.

CCSD(T), OQVCCD(T) and OQVCCD(R(T)) all produce similar activation energies compared to OQVCCDAR(T). CCSD(T) produces a lower mean barrier height by 1.6 kJ mol⁻¹; however, a larger difference of 3.3 kJ mol⁻¹ is observed for the first transition state (TS1), which involves the breaking and forming of four different bonds. Compared to OQVCCD(T), the effect of the renormalised triples is to increase the activation energy in reaction 1 by 0.8 kJ mol⁻¹ and smaller decreases for reactions 2 and 3 by 0.2 and 0.1 kJ mol⁻¹, respectively.

Table 6. $E_a$ statistical differences (kJ mol⁻¹) from OQVCCDAR(T) for the CRIEGEE database with cc-pVQZ basis set.

| Reaction | Δ̂ | Δ_std | Δ_abs | Δ_max |
|----------|----|-------|-------|-------|
| MP2      | 6.648 | 9.824 | 9.702 | 13.656 |
| CCSD     | 4.474 | 8.132 | 5.157 | 13.815 |
| DCSD     | −0.442 | 2.588 | 2.138 | 2.544 |
| OQVCCD   | 6.577 | 8.809 | 6.577 | 16.696 |
| OQVCCD(T) | −1.677 | 1.455 | 1.657 | 3.293 |
| OQVCCD(R(T)) | −0.357 | 0.379 | 0.391 | 0.822 |
| OQVCCD(R(T)) | −0.005 | 0.007 | 0.005 | 0.013 |

Table 7. ΔE statistical differences (kJ mol⁻¹) from OQVCCDAR(T) for the CRIEGEE database with cc-pVQZ basis set.

| Reaction | Δ̂ | Δ_std | Δ_abs | Δ_max |
|----------|----|-------|-------|-------|
| MP2      | −3.505 | 18.351 | 12.431 | 23.905 |
| CCSD     | 0.435 | 6.224 | 4.540 | 7.462 |
| DCSD     | −1.787 | 3.156 | 1.971 | 5.421 |
| OQVCCD   | 0.663 | 9.407 | 6.728 | 11.087 |
| CCSD(T)  | −0.301 | 4.614 | 3.113 | 5.121 |
| OQVCCD(T) | −0.034 | 0.689 | 0.493 | 0.790 |
| OQVCCD(R(T)) | −0.001 | 0.010 | 0.007 | 0.013 |

4. Conclusion

There are several conclusions that can be drawn from the results obtained. First, unsurprisingly, MP2 performs poorly for the calculation of accurate activation and reaction energies. OQVCCD also does not produce satisfactorily quantitative results, especially for the calculation of activation energies. It is, therefore, essential to include the effect of connected triple excitations with OQVCCD to produce reliable results. DCSD produces excellent results for the O3ADD6 and CRBH20 databases, with
differences within chemical accuracy. For the BHPERI database, the errors are larger, but are still below those of OQVCCD. For the calculation of reaction energies, OQVCCD performed better for DARC, whereas DCSD performed better with the ISOMER20 subset.

In general, the use of the QV methods leads to an increase in the activation energies and an increase in absolute reaction energies when compared to CCSD(T). From the mean differences and standard deviations, these methods produce higher barrier heights by around 2–3 kJ mol$^{-1}$. However, there are individual barrier heights that CCSD(T) underestimates by 4–5 kJ mol$^{-1}$. These transition states exhibit some non-dynamical correlation effects, which are, however, generally small. For the calculation of reaction energies, CCSD(T) and the QV methods are in agreement, with differences approaching 3 kJ mol$^{-1}$. When compared to CCSD(T), the effect of the QV methods is to correct for the limitations of the non-iterative triples and increase the barrier height. This error is again reduced with the renormalised triples corrections.
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