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This paper develops new semidefinite programming (SDP) relaxation techniques for two classes of mixed binary quadratically constrained quadratic programs (MBQCQP) and analyzes their approximation performance. The first class of problem finds two minimum norm vectors in $N$-dimensional real or complex Euclidean space, such that $M$ out of $2M$ concave quadratic functions are satisfied. By employing a special randomized rounding procedure, we show that the ratio between the norm of the optimal solution of this model and its SDP relaxation is upper bounded by $\frac{54}{\pi}$ in the real case and by $\frac{24}{\sqrt{\pi}}$ in the complex case. The second class of problem finds a series of minimum norm vectors subject to a set of quadratic constraints and a cardinality constraint with both binary and continuous variables. We show that in this case the approximation ratio is also bounded and independent of problem dimension for both the real and the complex cases.
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1. Introduction

In this paper, we study two classes of mixed binary nonconvex quadratically constrained quadratic programming (MBQCQP) problems, where the objective functions are quadratic in the continuous variables and the constraints contain both continuous and binary variables. These two classes of optimization problems are difficult as they are nonconvex even with the binary variables being fixed. The focus of our study is to design efficient semidefinite programming (SDP) based algorithms for both problems and to analyze their approximation bounds.

The first model. Consider the following MBQCQP problem:

$$\min_{w_1, w_2 \in \mathbb{R}^N, \beta} \|w_1\|^2 + \|w_2\|^2$$

s.t.

$$w_1^H H_i w_1 \geq \beta_i, \quad i = 1 \cdots, M,$$  \hspace{1cm} (P1)

$$w_2^H H_i w_2 \geq 1 - \beta_i, \quad i = 1 \cdots, M,$$
\[ \beta_i \in \{0, 1\}, \ i = 1, \cdots, M, \]

where \( \mathbb{F} \) is either the field of real numbers \( \mathbb{R} \) or the field of complex numbers \( \mathbb{C} \); \( \beta := (\beta_1, \cdots, \beta_M)^T \); \( H_i := h_i h_i^H \) \( (i = 1, \cdots, M) \) and \( h_i \)'s are \( N \) dimensional real or complex vectors; \( \| \cdot \| \) denotes the Euclidean norm in \( \mathbb{F}^N \) and \( M > 0 \) is a given integer. Throughout, we use the superscript \( H \) to denote the complex Hermitian transpose when \( \mathbb{F} = \mathbb{C} \), and use it to denote transpose if \( \mathbb{F} = \mathbb{R} \).

Notice that the problem (P1) can be easily solved either when \( N = 1 \) or \( M = 1 \), by solving a maximum eigenvalue problem. Hence, we shall assume that \( N \geq 2 \) and \( M \geq 2 \) in the rest of the paper. Let \( v^{P1} \) denote its optimal objective value. We note that problem (P1) is in general NP-hard. The reason is that even if we fix all the binary variables, the problem is equivalent to two subproblems, which are both NP-hard; see [Luo et al. 2007, Section 2].

Our interest in problem (P1) is motivated by its application in telecommunications. For example, consider a cellular network where \( M \) users, each equipped with a single receive antenna, are served by a base station (BS) with \( N \) transmit antennas. Let \( \tilde{h}_i \in \mathbb{C}^{N \times 1} \) denote the complex channel coefficient between the BS and user \( i \), and let \( n_i \) denote the thermal noise power at the receiver of user \( i \). Let \( \mathcal{M} = \{1, \cdots, M\} \) denote the set of all users. Assume that there are two time slots, and for each slot \( q = \{1, 2\} \) a linear transmit beam \( w_q \in \mathbb{C}^{N \times 1} \) is used by the BS to transmit a common message to the users. Using these notations, the signal to noise ratio (SNR) at the receiver of each user \( i \) at a give slot can be expressed as \( \text{SNR}_i \triangleq \frac{\|w_q^H \tilde{h}_i\|^2}{n_i} \). In order to successfully decode the transmitted message, typically a quality of service (QoS) requirement in the form of \( \frac{\|w_q^H \tilde{h}_i\|^2}{n_i} \geq \gamma_i \) is imposed by each user \( i \in \mathcal{M} \), where \( \gamma_i \) is a predetermined QoS threshold. Let us define \( h_i := \frac{\tilde{h}_i}{\sqrt{n_i \gamma_i}} \) as user \( i \)'s normalized channel.

When the number of users in the network is large, proper user scheduling algorithm is needed in order to guarantee the QoS for all the users. More specifically, the objective of the design is threefold: 1) Properly assign the users into different time slots; 2) Multicast the desired signal to each time slot; 3) Minimize the total transmit power across all slots. In the simplest case where there are only two slots available, the problem can be formulated as the MBQCQP problem (P1) by using \( \beta_i \in \{0, 1\} \) and \( 1 - \beta_i \in \{0, 1\} \) to represent whether user \( i \) is scheduled in slot 1 or slot 2. This problem is called joint user grouping and physical layer transmit beamforming.

In the special case where there is only a single slot available, the physical layer multicast problem tries to minimize the total transmit power while satisfying all the users’ QoS constraint. Mathematically it is equivalent to problem (P1) with \( \beta_i = 1 \) for all \( i \). The resulting problem is a continuous QCQP problem, whose SDP relaxation bounds have been extensively studied; see e.g., [Luo et al. 2007]. When applying SDP relaxation to solve the related problem, the first step is to reformulate the problem by introducing a rank-1 matrix \( X = w w^H \). After dropping the nonconvex rank-1 constraint on \( X \), the relaxed problem becomes an SDP, whose optimal solution \( \bar{X} \) can be efficiently
computed. A randomization procedure then follows which converts $\mathbf{X}$ to a feasible solution. It has been shown in Luo et al. (2007) that such SDP relaxation scheme generates high-quality solutions, and the theoretical ratio between its optimal solution and the SDP relaxation has been shown to be upper bounded by $27M^2/\pi$. However, for more general case (P1) with both binary and continuous variables, there is no known performance guarantees for the performance of SDP relaxation techniques.

The second model. Another interesting case of the MBQCQP problem is the generalization for the first model. In this more general model, we consider an alternative formulation which can deal with the case with multiple time slots. Consider the same system model as described in the first model, except that we have a total of $Q$ time slots available for scheduling. Let $\beta := [\beta^{(1)}, \cdots, \beta^{(Q)}]$, where $\beta^{(q)} \in \{0, 1\}^M$. Let $\mathbf{w} := [(\mathbf{w}_1)^H, \cdots, (\mathbf{w}_Q)^H]^H$, where $\mathbf{w}_q$ represents the beamformer used in the $q$th time slot. Consider the following problem

$$
\begin{align*}
\min_{\mathbf{w}_q, \beta^{(q)}} & \quad \sum_{q=1}^{Q} \|\mathbf{w}_q\|^2 \\
\text{s.t.} & \quad (\mathbf{w}_q)^H \mathbf{H}_q \mathbf{w}_q \geq \beta^{(q)}_i, \quad i = 1, \cdots, M, \quad q = 1, \cdots, Q \\
& \quad \sum_{q=1}^{Q} \beta^{(q)}_i \geq P_i, \quad i = 1, \cdots, M \\
& \quad \beta^{(q)}_i \in \{0, 1\}, \quad i = 1, \cdots, M, \quad q = 1, \cdots, Q.
\end{align*}
$$

(P2)

Note that we have generalized the problem to the one that allows each user $i$ to be assigned to at least $P_i$ time slots. Note that $P_i \in [1, \cdots, Q]$ is a given integer that can represent the users’s service priorities. The higher the value of $P_i$, the larger the number of slots will be reserved for user $i$. Let $V_{P2}$ denote its optimal objective value. Note that the above formulation, even for the $Q = 2$ case, we have $M$ additional discrete integer variables compared with our previous formulation. For this more general case, no approximation bounds for SDP relaxation are known either.

In the absence of the discrete constraints, there is an extensive literature on the quality bounds of SDP relaxation for solving nonconvex QCQP problems, in either a maximization or a minimization form. In the seminal work by Goemans and Williamson (1995), the authors show that for the max-cut problem, which can be formulated as certain QCQP problem with discrete variables only, the ratio of the optimal value of SDP relaxation over that of the original problem is bounded below by 0.87856... Other related results can be found in Ye (2001), Frieze and Jerrum (1995). Some alternative approaches to MBQCQP have recently appeared in Billionnet et al. (2009), Burer and Saxena (2011), Saxena (2010), Saxena et al. (2011), Billionnet et al. (2012).
More detailed reviews of recent progress on related problems can be found in the excellent surveys Burer and Letchford (2012), Hemmecke et al. (2010), Koppe (2011).

Although SDP relaxation technique has been quite successful in solving continuous QCQP, so far little is known about the effectiveness of applying it for MBQCQP, except for two recent results Hong et al. (2013), Xu et al. (2013). In those two papers, the authors study MBQCQP models that differ substantially from those considered in this work. In Hong et al. (2013), the authors considered a quadratic maximization problem with a single cardinality constraint on the binary variables, and those binary variables are used to reduce the dimensionality of continuous variables. In Xu et al. (2013), the authors consider an MBQCQP problem where the objective is to find a minimum norm vector under some concave mixed binary quadratic constraints and a single cardinality constraint on the binary variables. A special case of that problem is to find a minimum norm vector while satisfying \( Q \) out of \( M \) quadratic constraints. In this case the binary variables are used to reduce the number of quadratic constraints. In the current work, we consider a significantly harder problem where there are multiple cardinality constraints for the binary variables. As a result, the techniques and analysis developed in Hong et al. (2013), Xu et al. (2013) can not be applied directly. We note that if we set \( M = 1, P_1 = q \) and \( Q = m \), then problem (P2) reduces to a special case of the minimization model considered in Xu et al. (2013) with \( \epsilon = 0 \).

**Our Contributions.** In Sections 2, we develop novel SDP relaxation techniques for solving the models (P1) and (P2). The main idea is to first relax the binary variables to continuous variables and using the SDP relaxation for the rest of the continuous variables. Given an optimal solution of the relaxed problem, we devise new randomization procedures to generate approximate solutions for the original NP-hard MBQCQP problems. Moreover, we analyze the quality of such approximate solutions by deriving bounds on the approximation ratios between the optimal solution of the two MBQCQP problems and those of their corresponding SDP relaxations for both the real and complex cases.

**Notations.** For a symmetric matrix \( X \), \( X \succeq 0 \) signifies that \( X \) is positive semi-definite. We use \( \text{Tr}[X] \) and \( X[i,j] \) to denote the trace and the \((i,j)\)th element of a matrix \( X \), respectively. For a vector \( x \), we use \( \|x\| \) to denote its Euclidean norm, and use \( x[i] \) to denote its \( i \)th element. For a real vector \( y \), use \( y[m] \) to denote its \( m \)th largest elements. For a complex scalar \( x \), its complex conjugate is denoted by \( \bar{x} \). Given a set \( A \), \(|A|\) denotes the number of elements in set \( A \). Also, we use \( \mathbb{R}^{N \times M} \) and \( \mathbb{C}^{N \times M} \) to denote the set of real and complex \( N \times M \) matrices, and use \( \mathbb{S}^N \) and \( \mathbb{S}^N_+ \) to denote the set of \( N \times N \) hermitian and hermitian positive semi-definite matrices, respectively. Finally, we use the superscript \( H \) and \( T \) to denote the complex Hermitian transpose and transpose of a matrix or a vector respectively.
2. Approximation Algorithm and Approximation Ratio Analysis

2.1. The Proposed Algorithm for (P1) and Its Approximation Ratio

We consider a relaxation of the problem (P1), expressed as follows

\[
\begin{align*}
\min_{X^{(1)}, X^{(2)}, \alpha} & \quad \text{Tr}[X^{(1)}] + \text{Tr}[X^{(2)}] \\
\text{s.t.} & \quad \text{Tr}[H_iX^{(1)}] \geq \alpha_i, i = 1, \cdots, M \\
& \quad \text{Tr}[H_iX^{(2)}] \geq 1 - \alpha_i, i = 1, \cdots, M \\
& \quad 0 \leq \alpha_i \leq 1, i = 1, \cdots, M \\
& \quad X^{(1)} \succeq 0, X^{(2)} \succeq 0,
\end{align*}
\]

(SDP1)

where we do SDP relaxation for the continuous variables and continuous relaxation for the binary variables. Let \((X^{*^{(1)}}, X^{*^{(2)}}, \alpha^*)\) denote the optimal solution to this SDP problem, and let \(v^{\text{SDP1}}\) denote its optimal objective value.

In the following, we aim to generate a feasible solution \((\bar{x}^{(1)}, \bar{x}^{(2)}, \bar{\alpha}^*)\) for (P1) from \((X^{*^{(1)}}, X^{*^{(2)}}, \alpha^*)\), and evaluate the quality of such solution. In particular, we would like to find a constant \(\mu \geq 1\) such that

\[
\|\bar{x}^{(1)}\|^2 + \|\bar{x}^{(2)}\|^2 \leq \mu v^{\text{SDP1}}.
\]

By using the fact that such generated solution is feasible for problem (P1), we have \(v^{P1} \leq \|\bar{x}^{(1)}\|^2 + \|\bar{x}^{(2)}\|^2\), which further implies that the same \(\mu\) is an upper bound of the SDP relaxation performance, i.e.,

\[
v^{P1} \leq \mu v^{\text{SDP1}}.
\] (1)

The constant \(\mu\) will be referred to as the approximation ratio.

Once we obtain the solution \((X^{*^{(1)}}, X^{*^{(2)}}, \alpha^*)\), we first need to convert it into a feasible solution for the problem (P1). For such purpose, we propose a new randomization procedure; see Table 1.

| S0: Let \(\bar{\alpha}^*_i = 1\) if \(\alpha^*_i \geq \frac{1}{2}\), otherwise let \(\bar{\alpha}^*_i = 0\). Denote \(I = \{i \mid \bar{\alpha}^*_i = 1, i = 1, \cdots, M\}\). |
| S1: Sample \(\xi^{(1)} \sim N_c(0, X^{*^{(1)}})\); Sample \(\xi^{(2)} \sim N_c(0, X^{*^{(2)}})\); |
| S2: a) Let \(t^{(1)} = \max_{i \in I} \left\{ \sqrt{\frac{1}{\text{Tr}[H_iX^{*^{(1)}}, \xi^{(1)}^{*^{(1)}}]}}, \xi^{(1)}_{i^{(1)}}, \xi^{(1)}_{i^{(2)}} \right\} \); |
| b) Let \(t^{(2)} = \max_{i \in M \setminus I} \left\{ \sqrt{\frac{1}{\text{Tr}[H_iX^{*^{(2)}}, \xi^{(2)}^{*^{(2)}]}}, \xi^{(2)}_{i^{(1)}}, \xi^{(2)}_{i^{(2)}} \right\} \); |
| S4: Let \(\bar{x}^{(1)} = t^{(1)} \xi^{(1)}, \bar{x}^{(2)} = t^{(2)} \xi^{(2)}\). |
Note that after a single execution of the algorithm, we obtain a feasible solution \((\bar{x}^{(1)}, \bar{x}^{(2)}, \bar{\alpha}^*)\) for the original problem \([P_1]\), and we have

\[
v^{P_1}(\bar{x}^{(1)}, \bar{x}^{(2)}) = (t^{(1)})^2 \| \xi^{(1)} \|^2 + (t^{(2)})^2 \| \xi^{(2)} \|^2.
\]

In the following two theorems, we will show the approximation ratio for our algorithm for both real and complex cases.

**Theorem 1.** There exists a constant \(\sigma > 0\) such that

\[
P \left( v^{P_1}(\bar{x}^{(1)}, \bar{x}^{(2)}) \leq \mu v^{SDP_1} \right) \geq \sigma,
\]

(2)

with \(\mu = \frac{24M^2}{\pi}\) when \(\mathbb{F} = \mathbb{R}\) and \(\mu = \frac{24M}{\sqrt{\pi}}\) when \(\mathbb{F} = \mathbb{C}\).

Let us pick any \(\alpha > 0\), and we have the following series of inequalities

\[
P \left( v^{P_1}(\bar{x}^{(1)}, \bar{x}^{(2)}) \leq \mu v^{SDP_1} \right)
= P \left( \| \bar{x}^{(1)} \|^2 + \| \bar{x}^{(2)} \|^2 \leq \mu (\text{Tr}[X^{*(1)}] + \text{Tr}[X^{*(2)}]) \right)
\geq P \left( \| \xi^{(1)} \|^2 + \| \xi^{(2)} \|^2 \leq \frac{\mu}{\alpha} (\text{Tr}[X^{*(1)}] + \text{Tr}[X^{*(2)}]), (t^{(1)})^2 \leq \alpha, (t^{(2)})^2 \leq \alpha \right)
\geq 1 - P \left( (t^{(1)})^2 > \alpha \right) - P \left( (t^{(2)})^2 > \alpha \right) - P \left( \| \xi^{(1)} \|^2 + \| \xi^{(2)} \|^2 > \frac{\mu}{\alpha} (\text{Tr}[X^{*(1)}] + \text{Tr}[X^{*(2)}]) \right)
= P \left( (t^{(1)})^2 \leq \alpha \right) + P \left( (t^{(2)})^2 \leq \alpha \right) - 1 - P \left( \| \xi^{(1)} \|^2 + \| \xi^{(2)} \|^2 > \frac{\mu}{\alpha} (\text{Tr}[X^{*(1)}] + \text{Tr}[X^{*(2)}]) \right)
\geq P \left( \frac{1}{\alpha} \| \xi^{(1)} \|^2 \leq \alpha, \forall i \in I \right) + P \left( \frac{1}{\alpha} \| \xi^{(2)} \|^2 \leq \alpha, \forall i \in M \setminus I \right)
- 1 - \frac{\alpha}{\mu},
\]

(3)

where the last inequality is from the Markov’s inequality. Since

\[
\text{Tr} [H, X^{*(1)}] \geq \alpha_i^* \geq \frac{1}{2}, \forall i \in I,
\]

(4)

\[
\text{Tr} [H, X^{*(2)}] \geq 1 - \alpha_i^* \geq \frac{1}{2}, \forall i \in M \setminus I,
\]

(5)

we have

\[
P \left( v^{P_1}(\bar{x}^{(1)}, \bar{x}^{(2)}) \leq \mu v^{SDP_1} \right)
\geq P \left( \frac{(\xi^{(1)})^H H \xi^{(1)}}{\alpha} \geq \frac{2 \text{Tr}[H, X^{*(1)}]}{\alpha}, \forall i \in I \right)
+ P \left( \frac{(\xi^{(2)})^H H \xi^{(2)}}{\alpha} \geq \frac{2 \text{Tr}[H, X^{*(2)}]}{\alpha}, \forall i \in M \setminus I \right) - 1 - \frac{\alpha}{\mu}
= 1 - P \left( \frac{(\xi^{(1)})^H H \xi^{(1)}}{\alpha} \leq \frac{2 \text{Tr}[H, X^{*(1)}]}{\alpha}, \text{ for some } i \in I \right)
- P \left( \frac{(\xi^{(2)})^H H \xi^{(2)}}{\alpha} \leq \frac{2 \text{Tr}[H, X^{*(2)}]}{\alpha}, \text{ for some } i \in M \setminus I \right) - \frac{\alpha}{\mu}.
\]

(6)
When $\mathbb{F} = \mathbb{R}$, then by utilizing (Luo et al. 2007, Lemma 1), and from (11), we obtain

$$P\left( v^{P1}(\bar{x}^{(1)}, \bar{x}^{(2)}) \leq \mu v^{SDP1} \right) \geq 1 - \sum_{i=1}^{M} \max \left\{ \sqrt{\frac{2}{\alpha}} \cdot \frac{2(\bar{r}_i - 1)}{\pi - 2} \cdot \frac{2}{\alpha} - \frac{\alpha}{\mu} \right\}.$$

(7)

Since $H_i = h_i h_i^H$, we have $\bar{r}_i = 1$ for all $i = 1, \cdots, M$ and thus

$$P\left( v^{P1}(\bar{x}^{(1)}, \bar{x}^{(2)}) \leq \mu v^{SDP1} \right) \geq 1 - M \cdot \sqrt{\frac{2}{\alpha} - \frac{\alpha}{\mu}}.$$

(8)

By choosing $\alpha = \frac{18M^2}{\pi}$, and set $\mu = 3\alpha$ and $\sigma = \frac{2 - \sqrt{\pi}}{3}$, we have

$$P\left( v^{P1}(\bar{x}^{(1)}, \bar{x}^{(2)}) \leq \mu v^{SDP1} \right) \geq \sigma > 0.$$

When $\mathbb{F} = \mathbb{C}$, then by utilizing (Luo et al. 2007, Lemma 3), and from (11), we obtain

$$P\left( v^{P1}(\bar{x}^{(1)}, \bar{x}^{(2)}) \leq \mu v^{SDP1} \right) \geq 1 - \sum_{i=1}^{M} \max \left\{ \frac{4}{3} \cdot \frac{2}{\alpha}, \frac{16(\bar{r}_i - 1)^2 \cdot 4}{\alpha^2} \right\} - \frac{\alpha}{\mu}.$$

(9)

Since $H_i = h_i h_i^H$, we have $\bar{r}_i = 1$ for all $i = 1, \cdots, M$ and thus

$$P\left( v^{P1}(\bar{x}^{(1)}, \bar{x}^{(2)}) \leq \mu v^{SDP1} \right) \geq 1 - M \cdot \frac{8}{3\alpha} - \frac{\alpha}{\mu}.$$

(10)

By choosing $\alpha = \frac{8M}{\sqrt{\pi}}$, and set $\mu = 3\alpha$ and $\sigma = \frac{2 - \sqrt{\pi}}{3}$, we have

$$P\left( v^{P1}(\bar{x}^{(1)}, \bar{x}^{(2)}) \leq \mu v^{SDP1} \right) \geq \sigma > 0.$$

This completes the proof.

**Theorem 2.** For (P1) and its SDP relaxation (SDP1), we have

$$v^{P1} \leq \mu v^{SDP1},$$

(11)

with $\mu = \frac{54M^2}{\pi}$ when $\mathbb{F} = \mathbb{R}$ and $\mu = \frac{24M}{\sqrt{\pi}}$ when $\mathbb{F} = \mathbb{C}$.

We see from the inequality (2) that there is a positive probability (independent of problem size) of at least

$$\frac{2 - \sqrt{\pi}}{3} = 0.0758\ldots$$

that

$$\max \left\{ \max_{i \in \mathcal{I}} \left\{ \sqrt{\frac{1}{\xi^{(1)H} H_i \xi^{(1)}}} \right\}, \max_{i \in \mathcal{M} \setminus \mathcal{I}} \left\{ \sqrt{\frac{1}{\xi^{(2)H} H_i \xi^{(2)}}} \right\} \right\} \leq \alpha,$$

with $\alpha = \frac{8M}{\sqrt{\pi}}$ and

$$\|\xi^{(1)}\|^2 + \|\xi^{(2)}\|^2 \leq 3(\text{Tr}[X^{(1)}] + \text{Tr}[X^{(2)}]).$$
Let \( \xi^{(1)} \) and \( \xi^{(2)} \) be any vectors satisfying these two conditions. Then \( x \) is feasible for \( (P1) \), so that

\[
v^{P1} \leq \|\hat{x}^{(1)}\|^2 + \|\hat{x}^{(2)}\|^2
\]

\[
= (\|\xi^{(1)}\|^2 + \|\xi^{(2)}\|^2) \cdot \max_{i \in \mathbb{Z}} \left\{ \sqrt{\frac{1}{\xi^{(1)}H\xi^{(1)}}} \right\}, \max_{i \in \mathbb{M}, i \neq I} \left\{ \sqrt{\frac{1}{\xi^{(2)}H\xi^{(2)}}} \right\}
\]

\[
\leq \alpha \cdot 3(\text{Tr}[X^{*1}] + \text{Tr}[X^{*2}]) = \mu \cdot v^{\text{SDP1}},
\]

where the last equality uses \( \text{Tr}[X^{*1}] + \text{Tr}[X^{*2}] = v^{\text{SDP1}} \) and \( \mu \) is defined as in Theorem 1.

### 2.2. The Proposed Algorithm for \( (P2) \) and Its Approximation Ratio

We consider a relaxation of problem \( (P2) \), expressed as follows:

\[
\min_{\mathbf{X}(q), \mathbf{\alpha}(q)} \sum_{q=1}^{Q} \text{Tr}[\mathbf{X}(q)]
\]

subject to

\[
\text{Tr}[H_i\mathbf{X}(q)] \geq \alpha_i^{(q)}, i = 1, \ldots, M, \ q = 1 \ldots, Q,
\]

\[
\sum_{q=1}^{Q} \alpha_i^{(q)} \geq P_i, \ i = 1, \ldots, M, \ q = 1 \ldots, Q, \quad \text{(SDP2)}
\]

\[
0 \leq \alpha_i^{(q)} \leq 1, \ i = 1, \ldots, M, \ q = 1 \ldots, Q,
\]

\[
\mathbf{X}(q) \succeq 0, \ q = 1 \ldots, Q,
\]

where we do SDP relaxation for the continuous variables and continuous relaxation for the binary variables. Let \( \hat{\mathbf{X}}(q) \) and \( \hat{\mathbf{\alpha}}(q) = (\hat{\alpha}_i^{(q)}, \hat{\alpha}_2^{(q)}, \ldots, \hat{\alpha}_M^{(q)})^T, q = 1, \ldots, Q \) denote the optimal solution to this SDP problem, and let \( v^{\text{SDP2}} = \sum_{q=1}^{Q} \text{Tr}[\hat{\mathbf{X}}(q)] \) denote its optimal objective value.

We propose the algorithm listed in Table 2 to obtain a feasible solution \( \{(\hat{x}(q), \hat{\mathbf{\alpha}}(q))\}_{q=1, \ldots, Q} \) to the problem \( (P2) \). The main idea of the algorithm is given below. For each user \( i \), we first construct a set \( \mathcal{P}_i \) that collects the largest \( P_i \) components from \( \{\hat{\alpha}_i^{(1)}, \ldots, \hat{\alpha}_i^{(q)}\} \). The binary variables are then determined using these sets \( \mathcal{P}_i, i = 1, \ldots, M \). Once the binary variables are fixed, standard randomization technique is used to construct each continuous variable \( \hat{x}(q) \).

**Lemma 1.** For all \( i = 1, \ldots, M \), if \( q \in \mathcal{P}_i \), then \( \hat{\alpha}_i^{(q)} \geq \frac{1}{Q - P_i + 1} \).

**Proof.** For any given \( i \) in the set \( \{1, \ldots, M\} \), by the feasibility of \( \hat{\alpha}_i^{(q)} \), we have that

\[
\sum_{q=1}^{Q} \hat{\alpha}_i^{(q)} \geq P_i.
\]

We claim that at least \( P_i \) elements of the vector \( \{\hat{\alpha}_i^{(1)}, \hat{\alpha}_i^{(2)}, \ldots, \hat{\alpha}_i^{(Q)}\} \) is greater than or equal to \( \frac{1}{Q - P_i + 1} \). We prove this claim by contradiction. Suppose that at most \( P_i - 1 \) elements in this set is greater than or equal to \( \frac{1}{Q - P_i + 1} \). Then we have

\[
\sum_{q=1}^{Q} \hat{\alpha}_i^{(q)} < (Q - (P_i - 1)) \left( \frac{1}{Q - P_i + 1} \right) + (P_i - 1) = P_i.
\]
Now notice that for all $i = 1, \ldots, M$, $\hat{\alpha}_i$ is the $P_i$-th largest element in vector $(\hat{\alpha}_i^{(1)}, \hat{\alpha}_i^{(2)}, \ldots, \hat{\alpha}_i^{(Q)})$.

Next, we analyze the above proposed algorithm.

Table 2: The Randomization Procedure

| Step  | Description |
|-------|-------------|
| S0    | Define $Q := \{1, \ldots, Q\}$ and define index sets: |
|       | $P_i := \{j \mid \hat{\alpha}_i^{(j)} \geq \hat{\alpha}_i^{(P_i)}, j = 1, \ldots, Q\}$, $i = 1, \ldots, M$, |
|       | where $\hat{\alpha}_i^{(P_i)}$ is the $P_i$-th largest element in vector $(\hat{\alpha}_i^{(1)}, \hat{\alpha}_i^{(2)}, \ldots, \hat{\alpha}_i^{(Q)})$. |
| S1    | For $i = 1, \ldots, M$, set $\hat{\alpha}_i^{(q)} = 1$ for all $q \in P_i$, and $i = 1, \ldots, M$; |
|       | otherwise set $\hat{\alpha}_i^{(q)} = 0$ for all $q \in Q \setminus P_i$ and $i = 1, \ldots, M$. |
| S2    | For all $q \in Q$, denote $S(q) = \{i \mid \hat{\alpha}_i^{(q)} = 1, i = 1, \ldots, M\}$. |
| S3    | Generate a random vector $\xi^{(q)}$ from the Normal distribution $N_c(0, \bar{X}^{(q)})$, $q = 1, \ldots, Q$. |
| S4    | Let $\tilde{\xi}^{(q)} = \tilde{\xi}^{(q)}\bar{X}^{(q)}$, with $\tilde{\xi}^{(q)} = \sqrt{\frac{\text{max}_{i \in S(q)} \{\frac{1}{\xi^{(q)}H_i\xi^{(q)}}\}}{\xi^{(q)}H_i\xi^{(q)}}}$, for all $q = 1, \ldots, Q$. |

This contradicts (13). The claim is proved. Since $P_i$ contains the $P_i$ largest elements of the vector $(\hat{\alpha}_i^{(1)}, \hat{\alpha}_i^{(2)}, \ldots, \hat{\alpha}_i^{(Q)})$, this completes the proof.

Next, we analyze the above proposed algorithm.

**Theorem 3.** There exists a positive constant $\sigma_2$ such that

$$\text{Prob} \left( \sum_{q=1}^{Q} \|\bar{X}^{(q)}\|^2 \leq \mu \left( \sum_{q=1}^{Q} \text{Tr}[\bar{X}^{(q)}] \right) \right) \geq \sigma_2 > 0.$$  

with

$$\mu = \frac{27 \sigma_1^2}{\pi}, \quad \text{when } \mathbb{F} = \mathbb{R};$$

and

$$\mu = \frac{12 \sigma_1^2}{\sqrt{\pi}}, \quad \text{when } \mathbb{F} = \mathbb{C}.$$  

The desired probability can be bounded below as follows

$$\text{Prob} \left( v^{P2} \leq \tilde{\mu} v^{SDP2} \right) \geq \text{Prob} \left( \sum_{q=1}^{Q} \|\bar{X}^{(q)}\|^2 \leq \tilde{\mu} \left( \sum_{q=1}^{Q} \text{Tr}[\bar{X}^{(q)}] \right) \right)$$

$$\geq \text{Prob} \left( \sum_{q=1}^{Q} \tilde{\xi}^{(q)}\|\xi^{(q)}\|^2 \leq \mu \left( \sum_{q=1}^{Q} \text{Tr}[\bar{X}^{(q)}] \right) \right)$$

$$\geq \text{Prob} \left( \sum_{q=1}^{Q} \|\xi^{(q)}\|^2 \leq \frac{\tilde{\mu}}{\alpha_2} \left( \sum_{q=1}^{Q} \text{Tr}[\bar{X}^{(q)}] \right), \frac{\xi^{(q)}H_i\xi^{(q)}}{\xi^{(q)}H_i\xi^{(q)}} \leq \alpha_2, \forall i \in S(q), q \in Q \right).$$

Now notice that for all $i \in \mathcal{M}$ and $q \in Q$, if $i \in S(q)$, then it can be easily checked that $q \in P_i$. It follows that, by using Lemma 11 we have that

$$\text{Tr} \left[ H_i\bar{X}^{(q)} \right] \geq \hat{\alpha}_i^{(q)} \geq \frac{1}{Q-P_i+1}, \quad \text{when } i \in S(q) \text{ and } q \in Q.$$  

(15)
Then, we have
\[
\text{Prob}(v^{P_2} \leq \bar{\mu} v^{\text{SDP}P_2}) \\
\geq \text{Prob}\left(\sum_{q=1}^{Q} \|\xi^{(q)}\|^2 \leq \frac{\bar{\mu}}{\alpha_2} \left(\sum_{q=1}^{Q} \text{Tr}[X^{(q)}]\right)\right),
\]
\[
\xi^{(q)}H_i\xi^{(q)} \geq \frac{Q - P_i + 1}{\alpha_2} \text{Tr}[H_iX^{(q)}], \forall i \in S^{(q)} \text{and } q \in Q
\]
\[
\geq 1 - \text{Prob}\left(\sum_{q=1}^{Q} \|\xi^{(q)}\|^2 > \frac{\bar{\mu}}{\alpha_2} \left(\sum_{q=1}^{Q} \text{Tr}[X^{(q)}]\right)\right) \\
- \sum_{q=1}^{Q} \sum_{i \in S^{(q)}} \text{Prob}\left(\xi^{(q)}H_i\xi^{(q)} < \frac{Q - P_i + 1}{\alpha_2} \text{Tr}[H_iX^{(q)}]\right)
\]
\[
= 1 - \text{Prob}\left(\sum_{q=1}^{Q} \|\xi^{(q)}\|^2 > \frac{\bar{\mu}}{\alpha_2} \left(\sum_{q=1}^{Q} \text{Tr}[X^{(q)}]\right)\right) \\
- \sum_{i=1}^{M} \sum_{q \in P_i} \text{Prob}\left(\xi^{(q)}H_i\xi^{(q)} < \frac{Q - P_i + 1}{\alpha_2} \text{Tr}[H_iX^{(q)}]\right)
\]
\[
\geq 1 - \frac{\alpha_2}{\bar{\mu}} \sum_{i=1}^{M} \sum_{q \in P_i} \text{Prob}\left(\xi^{(q)}H_i\xi^{(q)} < \frac{Q - P_i + 1}{\alpha_2} \text{Tr}[H_iX^{(q)}]\right),
\]
where the last inequality is from the Markov’s inequality.

**The Real Case.** When \(F = \mathbb{R}\), by (Luo et al. 2007, Lemma 1), we have that
\[
\text{Prob}(v^{P_2} \leq \bar{\mu} v^{\text{SDP}P_2}) \geq 1 - \frac{\alpha_2}{\bar{\mu}} \sum_{i=1}^{M} P_i \cdot \delta_i(\alpha_2),
\]
with
\[
\delta_i(\alpha_2) = \max\left\{\sqrt{\frac{Q - P_i + 1}{\alpha_2}}, \frac{2(r_i - 1)}{\pi - 2} \cdot \frac{Q - P_i + 1}{\alpha_2}\right\},
\]
and \(r_i = \min\{\text{Rank}(H_i), \text{Rank}(X^{(q)})\}\). Since \(H_i = h_ih_i^H\), we have \(\bar{r}_i = 1\) for all \(i = 1, \ldots, M\) and thus \(\delta_i(\alpha_2) = \sqrt{\frac{Q - P_i + 1}{\alpha_2}}\). As a result, we have
\[
\text{Prob}(v^{P_2} \leq \bar{\mu} v^{\text{SDP}P_2}) \geq 1 - \frac{\alpha_2}{\bar{\mu}} \sum_{i=1}^{M} P_i \cdot \sqrt{\frac{Q - P_i + 1}{\alpha_2}}.
\]
By setting \(\alpha_2 = \frac{9(\sum_{i=1}^{M} P_i \sqrt{Q - P_i + 1})^2}{\pi}, \bar{\mu} = 3\alpha_2\), and \(\sigma_2 = \frac{2 - \sqrt{\pi}}{3}\), we have
\[
\text{Prob}(v^{P_2} \leq \bar{\mu} v^{\text{SDP}P_2}) \geq \sigma_2 > 0.
\]

**The Complex Case.** When \(F = \mathbb{C}\), by (Luo et al. 2007, Lemma 3), we have that
\[
\text{Prob}(v^{P_2} \leq \bar{\mu} v^{\text{SDP}P_2}) \geq 1 - \frac{\alpha_2}{\bar{\mu}} \sum_{i=1}^{M} P_i \cdot \tilde{\delta}_i(\alpha_2),
\]
with

$$\bar{\delta}_i(\alpha_2) = \max \left\{ \frac{4}{3} \frac{Q - P_i + 1}{\alpha_2}, 16(r_i - 1)^2 \cdot \frac{(Q - P_i + 1)^2}{\alpha_2^2} \right\},$$

and $r_i = \min \{\text{Rank}(H_i), \text{Rank}(\hat{X}^{(q)})\}$. Since $H_i = h_i h_i^H$, we have $\bar{r}_i = 1$ for all $i = 1, \ldots, M$ and thus $\bar{\delta}_i(\alpha_2) = \frac{4}{3} \frac{Q - P_i + 1}{\alpha_2}$. As a result, we have

$$\text{Prob} \left( v_{P^2} \leq \bar{\mu} v_{\text{SDP}^2} \right) \geq 1 - \frac{\alpha_2}{\bar{\mu}} - 4 \sum_{i=1}^{M} P_i \cdot \frac{Q - P_i + 1}{\alpha_2}. \quad (20)$$

By setting $\alpha_2 = \frac{4 \sum_{i=1}^{M} P_i (Q - P_i + 1)}{\sqrt{\pi}}$, $\bar{\mu} = 3\alpha_2$, and $\sigma_2 = \frac{2 - \sqrt{\pi}}{3}$, we have

$$\text{Prob} \left( v_{P^2} \leq \bar{\mu} v_{\text{SDP}^2} \right) \geq \sigma_2 > 0.$$ 

This completes the proof.

**Theorem 4.** For $(P^2)$ and its SDP relaxation $(\text{SDP}^2)$, we have

$$v_{P^2} \leq \bar{\mu} v_{\text{SDP}^2}, \quad (21)$$

with $\bar{\mu} = \frac{27 \sum_{i=1}^{M} P_i (Q - P_i + 1)^2}{\pi}$ when $\mathbb{F} = \mathbb{R}$ and $\bar{\mu} = \frac{12 \sum_{i=1}^{M} P_i (Q - P_i + 1)}{\sqrt{\pi}}$ when $\mathbb{F} = \mathbb{C}$.

The proof of Theorem 4 is similar to that of Theorem 2 and we omit it.

It is important to mention here that, $P_i = 1$ for all $i$ and $Q = 1$ in the real case, we have

$$\bar{\mu} = \frac{27 M^2}{\pi},$$

which corresponding to Luo et al.’s result [Luo et al. (2007)]. Moreover, when we consider case that $Q = 2$ and $P_i = 1$ for all $i$, the proposed algorithm and the approximation analysis reduces to the one that we have discussed in Section 2.1. Furthermore, if we set $M = 1$, $P_1 = q$ and $Q = m$ in the real case, we have

$$\bar{\mu} = \frac{27 q^2 (m - q + 1)}{\pi},$$

which is exactly the results that we have obtained for the minimization model with $\epsilon = 0$ as in [Xu et al. (2013)].

### 3. Numerical Experiments

In this section we perform numerical study for the proposed algorithms. Throughout this section, we generate the data matrix $H_i$ by using $H_i = h_i h_i^H$ ($i = 1, \ldots, M$), with randomly generated vectors $h_i$. The SDP relaxation problems are all solved by CVX [Grant and Boyd (2011)], and the optimal objective value for the SDPs are denoted by $v_{\text{SDP}}^{\min}$. 
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Figure 1  Upper bound on $v_{\text{UBQP}}^\text{min}/v_{\text{SDP}}^\text{min}$ for $M = 5$, $N = 4$, 300 realizations of real Gaussian i.i.d. $h_i$ for $i = 1, \cdots, M$ in the real case.

| $M$ | $N$ | min   | max   | mean   | Std   |
|-----|-----|-------|-------|--------|-------|
| 5   | 4   | 1.0000| 2.2508| 1.2612 | 0.0590|
|     | 6   | 1.0000| 4.1582| 1.2938 | 0.1467|
|     | 8   | 1.0000| 2.4780| 1.3045 | 0.0985|
| 10  | 4   | 1.0000| 5.5210| 1.7504 | 0.4253|
|     | 6   | 1.0000| 5.3879| 1.7640 | 0.3313|
|     | 8   | 1.0000| 6.9469| 2.1074 | 0.8202|
| 15  | 4   | 1.0000| 9.2963| 2.2168 | 1.0545|
|     | 6   | 1.0000| 6.7141| 2.6144 | 1.1682|
|     | 8   | 1.3109| 6.5277| 2.9619 | 1.1806|

We test the proposed procedure listed in Table 1 for (P1) with different choices of $M$ and $N$. The Step S3 and Step S4 are repeated by $T = 1000$ independent trials, and the solutions generated
Figure 2  Histogram of the outcomes in Figure 1.

Table 4  Mean and standard deviation of upper bound ratio over 300 independent realizations of real Gaussian i.i.d. \( h_i \) \((i = 1, \ldots, M), \text{ when } F = \mathbb{C} \).

| \( M \) | \( N \) | min  | max  | mean  | Std   |
|-------|-------|------|------|-------|-------|
| \( M = 5 \) | \( N = 4 \) | 1.0000 | 1.8518 | 1.1336 | 0.0445 |
|       | \( N = 6 \) | 1.0000 | 1.9089 | 1.0870 | 0.0341 |
|       | \( N = 8 \) | 1.0000 | 1.9620 | 1.0915 | 0.0400 |
| \( M = 10 \) | \( N = 4 \) | 1.0000 | 2.2457 | 1.5281 | 0.0654 |
|       | \( N = 6 \) | 1.0000 | 2.2511 | 1.5912 | 0.0781 |
|       | \( N = 8 \) | 1.0000 | 2.3561 | 1.5885 | 0.0828 |
| \( M = 15 \) | \( N = 4 \) | 1.0097 | 2.8260 | 1.7460 | 0.0699 |
|       | \( N = 6 \) | 1.0001 | 3.0243 | 1.8821 | 0.1064 |
|       | \( N = 8 \) | 1.0741 | 3.4917 | 1.9442 | 0.1193 |

by \( k \)th trial are denoted by \( (\bar{x}^{(1)})^k \) and \( (\bar{x}^{(2)})^k \). Let

\[
v_{\text{UBQP}}^{\min} := \min_{k=1, \ldots, T} \| (\bar{x}^{(1)})^k \|^2 + \| (\bar{x}^{(2)})^k \|^2.
\]

It is clearly that \( v_{\text{UBQP}}^{\min} \geq v^{P1} \), as a result, \( v_{\text{UBQP}}^{\min}/v_{\text{SDP}}^{\min} \) is an upper bound of the true approximation ratio (which is difficult to obtain in polynomial time).
Table 3 shows the average ratio (mean) of $v_{\text{UBQP}}/v_{\text{SDP}}$ over 300 independent realizations of i.i.d. real-valued Gaussian $h_i$, ($i = 1, \cdots, M$) for several combinations of $M$ and $N$. The minimum value (min), the maximum value (max), the average value (mean) and the standard deviation (Std) of $v_{\text{UBQP}}/v_{\text{SDP}}$ over 300 independent realizations are also shown in Table 3. Table 4 shows the corresponding minimum value, maximum value, average value, and the standard deviation of $v_{\text{UBQP}}/v_{\text{SDP}}$ for $F = \mathbb{C}$. We can see the results in both tables are significantly better than what is predicted by our worst-case analysis. In all test examples, the average values of $v_{\text{UBQP}}/v_{\text{SDP}}$ are lower than 3 (resp. lower than 2) when $F = \mathbb{R}$ (resp. when $F = \mathbb{C}$). Moreover, the minimum value of $v_{\text{UBQP}}/v_{\text{SDP}}$ are exactly equal to 1 in most cases in both real and complex cases, which means the optimal solutions are obtained by our algorithm for some cases.

Figure 1 plots $v_{\text{UBQP}}/v_{\text{SDP}}$ for 300 independent realizations of i.i.d. real-valued Gaussian $h_i$, ($i = 1, \cdots, M$) for $M = 5$ and $N = 4$. Figure 2 shows the corresponding histogram. Figure 3 and Figure 4 show the corresponding results for i.i.d complex-valued circular Gaussian $h_i$, ($i = 1, \cdots, M$). Both the mean and the maximum of the upper bound $v_{\text{UBQP}}/v_{\text{SDP}}$ are lower in the complex case.
Moreover, our numerical results also corroborates well with our theoretic analysis. First, the upper bound of the approximation ratio is independent of the dimension of $w$: the results vary only slightly for $N = 4$, $N = 6$ and $N = 8$ in both real and complex case. Second, from Table 3 and Table 4 it can be shown that for fixed $N$, the maximum value and the average value of $v_{\text{UBQP}}^{\text{min}}/v_{\text{SDP}}^{\text{min}}$ over 300 independent trials grow as $M$ increases in all test examples except the case that $M = 10$ and $N = 8$ in Table 3. It corresponds to the result in Theorem 1.

4. Conclusion and Discussion

In this paper, two classes of nonconvex quadratic optimization problems with mixed binary and continuous variables are considered, both of which are motivated by important applications in wireless networks. New SDP relaxation techniques with novel randomization algorithms are provided for these problems. It is shown that these efficient techniques can provide high quality approximate solutions. Our theoretic analysis provides useful insights on the effectiveness of the new SDP relaxation techniques for these two classes of MBQCQP problems. For both problems, finite and
data independent approximation ratios are guaranteed. It should be pointed out that our worst-case analysis of SDP relaxation performance is based on certain special structure of the discrete and continuous variables. Using a counter example, we have shown in Xu et al. (2013) that SDP relaxation techniques and the corresponding analysis cannot extend directly to general MBQCQP problems.
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