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ABSTRACT. In the present article magnetic Laplacians on a graph are analyzed. We provide a complete description of the set of all operators which can be obtained from a given self-adjoint Laplacian by perturbing it by magnetic fields. In particular, it is shown that generically this set is isomorphic to a torus. We also describe the conditions under which the operator is unambiguously (up to unitary equivalence) defined by prescribing the magnetic fluxes through all loops of the graph.

1. INTRODUCTION AND MAIN RESULTS

Magnetic Laplacians on finite graphs appear in a number of physical applications. The major interest in operators of this type originates from the study of quantum transport in mesoscopic networks (see, e.g., [1], [3], [4], [5], [6], [7], [12], [15]). Magnetic Laplacians have also been the subject of several studies in the context of quantum chaos [24], [25], [26]. Graph-theoretical generalizations of the Harper operator provide discrete models describing the dynamics of a quantum particle in the presence of a magnetic field (see [34], [28] and references therein).

The most intriguing feature of Laplacians on graphs is the relation between their spectral properties and the geometry of the graph. For discrete Laplacians the study of this relation is one of the central issues of spectral graph theory (see, e.g., [16]). As an example, the multiplicity of the zeroth eigenvalue of the discrete Laplacian equals the number of connected components of the graph. In the presence of an external magnetic field the effect of the topology of the graph becomes more pronounced. Thus, the quantum conductance in networks is known to be related to Chern numbers [3], [4], [5], [6].

In the present article we study general differential self-adjoint magnetic Laplacians on finite graphs. This work is a continuation of our previous studies [20], [21], [22].

We consider an arbitrary nontrivial connected (metrical) graph \( \mathcal{G} \) with a finite number \( n \geq 0 \) of external lines and a finite number \( m \geq 0 \) of internal lines (henceforth also called edges), \( m + n \neq 0 \). More precisely, this means that outside of a finite domain the graph is isomorphic to the union of \( n \) positive half-lines. Any internal line ends at two, not necessarily different vertices and has a finite length. We assume that any vertex \( v \) of \( \mathcal{G} \) has non-zero degree \( \text{deg}(v) \), i.e., for any vertex there is at least one edge (internal or external) with which it is incident.

Let the set \( \mathcal{E} \) (\( |\mathcal{E}| = n \)) label the external and the set \( \mathcal{I} \) (\( |\mathcal{I}| = m \)) the internal lines of the graph. We assume that the sets \( \mathcal{E} \) and \( \mathcal{I} \) are ordered in an arbitrary but fixed way. To each \( e \in \mathcal{E} \) we associate the semi-infinite interval \([0, \infty)\) and to each \( i \in \mathcal{I} \) the finite directed interval \([0, a_i]\), where \( a_i > 0 \) is the length of this line. With this association the graph becomes directed, such that the initial vertex of an edge of length \( a_i \) corresponds to \( x = 0 \) and the terminal vertex...
corresponds to \( x = a_i \). The external lines are assumed to be directed in the positive direction of half-lines. We denote by \( \mathcal{G} \) the collection of the lengths \( \{a_i\}_{i \in I} \).

Though not necessary but rather as a motivation for our approach we temporarily assume that the graph is isometrically imbedded in three dimensional Euclidean space \( \mathbb{R}^3 \). Given a vector potential \( A \in \left(C(\mathbb{R}^3)\right)^3 \), whose curl gives a magnetic field, the question arises what is the reasonable self-adjoint operator describing the evolution of quantum states on the graph in the presence of this external magnetic field. A common intuitive construction goes as follows. We assume that all external lines and all edges of the imbedded graph with the boundary conditions at the vertices. More precisely, consider the family \( \psi = \{\psi_j\}_{j \in \mathcal{E} \cup \mathcal{J}} \) of complex valued functions defined on \([0, \infty)\) if \( j \in \mathcal{E} \) and on \([0, a_i)\) if \( j \in \mathcal{J} \). Formally the Laplace operator is defined as

\[
(\Delta(A,B;A)\psi)_j(x) = \left( \frac{d}{dx} - iA_j(x) \right)^2 \psi_j(x), \quad j \in \mathcal{I} \cup \mathcal{E}
\]

with the boundary conditions

\[
A\psi + B(\psi' - iA\psi) = 0.
\]

Here

\[
\psi = \left\{ \begin{array}{l}
\{\psi_e(0)\}_{e \in \mathcal{E}} \\
\{\psi_i(0)\}_{i \in \mathcal{J}} \\
\{\psi_i(a_i)\}_{i \in \mathcal{J}}
\end{array} \right\}, \quad \psi' = \left\{ \begin{array}{l}
\{\psi_e'(0)\}_{e \in \mathcal{E}} \\
\{\psi_i'(0)\}_{i \in \mathcal{J}} \\
\{-\psi_i'(a_i)\}_{i \in \mathcal{J}}
\end{array} \right\},
\]

and \( A \) is the diagonal matrix

\[
A = \text{diag}\{\{A_e(0)\}_{e \in \mathcal{E}}, \{A_i(0)\}_{i \in \mathcal{J}}, \{-A_i(a_i)\}_{i \in \mathcal{J}}\}
\]

with the same ordering as used for \( \psi \) and \( \psi' \). If \( A = 0 \) we will simply write \( \Delta(A,B) \) instead of \( \Delta(A,B;A) \).

Actually we do not need to imbed the graph in \( \mathbb{R}^3 \) and we may simply prescribe the vector potentials \( A(x) = \{A_j(x)\}_{j \in \mathcal{E} \cup \mathcal{J}} \) on all external lines and edges of the graph. So having given this motivation, our further discussion will be completely intrinsic.

Below we will prove (Theorem 2.1) that the operator \( \Delta(A,B;A) \) is self-adjoint if and only if \( AB^\dagger \) is symmetric (with \( \dagger \) denoting the Hermitian conjugation) and the \((n+2m) \times (n+2m)\) matrix \( (A,B) \) has a maximal rank. This is an extension of a result in [20] to the case of magnetic Laplacians.

The local gauge transformation

\[
G : \quad \psi_j(x) \mapsto \psi_j(x) \exp \{ i\chi_j(x) \}, \quad j \in \mathcal{I} \cup \mathcal{E}
\]

with

\[
\chi_j'(x) = A_j(x)
\]

eliminates the vector potential in the differential expression (1.1) and in the boundary conditions (1.2). However, the gauge transformation changes the boundary condition: It transforms the magnetic Laplacian \( \Delta(A,B;A) \) to the Laplacian \( \Delta(\mathcal{U}, B\mathcal{U}) \) without magnetic field,

\[
G^{-1}\Delta(A,B;A)G = \Delta(\mathcal{U}, B\mathcal{U}),
\]
where the transformation \( \mathcal{U} \equiv \mathcal{U}_G \) is given by the diagonal, unitary matrix acting on the boundary values \( \psi \) and \( \psi' \)

\[
\mathcal{U} = \text{diag} \left( \left\{ e^{i \chi_i(0)} \right\}_{e \in \mathcal{E}}, \left\{ e^{i \chi_i(0)} \right\}_{i \in \mathcal{I}} \right)
\]

with

\[
\chi_i(a_i) := \chi_i(0) + \int_0^{a_i} A_i(t)dt, \quad i \in \mathcal{I}.
\]

In the other words, the perturbation of the Laplacian \( \Delta(A, B) \) by the vector potential \( A \) is equivalent to the transformation of the boundary conditions \( (A, B) \mapsto (A\mathcal{U}, B\mathcal{U}) \) by some diagonal unitary matrix \( \mathcal{U} \). Conversely, given a diagonal unitary \( (n + 2m) \times (n + 2m) \) matrix \( \mathcal{U} \) there is a vector potential \( A \) (possibly zero) such that \( \Delta(A\mathcal{U}, B\mathcal{U}) \) can be obtained from \( \Delta(A, B; A) \) by means of a local gauge transformation. We will call \( \Delta(A\mathcal{U}, B\mathcal{U}) \) a magnetic perturbation of \( \Delta(A, B) \).

This correspondence can be described more precisely in a group-theoretical setting. Let \( \mathfrak{U} = \mathfrak{U}(\mathcal{J}) \) denote the group of all diagonal unitary \( (n + 2m) \times (n + 2m) \) matrices enumerated by the elements of the sets \( \mathcal{E} \) and \( \mathcal{J} \) in the same ordering as in (1.6). Let \( \mathfrak{U}_0 \) be its subgroup consisting of those matrices with the structure (1.6) with \( \exp\{i \chi_i(0)\} = \exp\{i \chi_i(a_i)\} \) for any \( i \in \mathcal{J} \). Equivalently, the elements in \( \mathfrak{U}_0 \) correspond to gauge transformations (1.4) with vanishing vector potential \( A \). With this notation the cosets \( \mathfrak{U}/\mathfrak{U}_0 \) of \( \mathfrak{U}_0 \) in \( \mathfrak{U} \) are, obviously, in a one-to-one correspondence with the points \( \{t_i\}_{i \in \mathcal{J}} \) of the \( m \)-dimensional torus \( \mathbb{T}^m \) given as

\[
t_i = \exp \left\{ i \int_0^{a_i} A_i(x)dx \right\} \in \mathbb{S}, \quad i \in \mathcal{J}.
\]

The first main result of the present work provides an answer to the following question

- What is the orbit \( O(A, B) := \{ \Delta(\mathcal{U}A\mathcal{U}, \mathcal{U}B\mathcal{U}) | \mathcal{U} \in \mathfrak{U} \} \) of the operator \( \Delta(A, B) \) in the set of all self-adjoint Laplacians under the action of the group \( \mathfrak{U} \)? Roughly speaking, the question is how many different magnetic perturbations of a given Laplacian \( \Delta(A, B) \) there are.

The orbit of \( \Delta(A, B) \) under the action of \( \mathfrak{U} \) is isomorphic to the factor group \( \mathfrak{U}/\mathfrak{W}(A, B) \), where \( \mathfrak{W}(A, B) \) is the isotropy group (or stabilizer) of the point \( \Delta(A, B) \), i.e. the subgroup which leaves \( \Delta(A, B) \) invariant. Recall that by a result of [20] \( \Delta(A\mathcal{U}, B\mathcal{U}) = \Delta(A, B) \) if and only if there is an invertible \( (n + 2m) \times (n + 2m) \) matrix \( C \) such that \( CA = A\mathcal{U} \) and \( CB = B\mathcal{U} \).

The following theorem provides an explicit description of \( \mathfrak{W}(A, B) \). Let \( A^* \) denote the Moore-Penrose pseudoinverse of \( A \) (see, e.g., [20] for a short presentation of the main facts related to this notion).

**Theorem 1.** The element \( \mathcal{U} \in \mathfrak{U} \) belongs to \( \mathfrak{W}(A, B) \) if and only if

(i) \( \mathcal{U} \) leaves both \( \text{Ker} A \) and \( \text{Ker} B \) invariant;

and

(ii) one of the following equivalent commutator relations

\[
[\mathcal{U}, A^*B]z = 0 \quad \text{for any} \quad z \in B^{-1}(\text{Ran} A \cap \text{Ran} B)
\]

\[
\text{or}
\]

\[
[\mathcal{U}, B^*A]z = 0 \quad \text{for any} \quad z \in A^{-1}(\text{Ran} A \cap \text{Ran} B)
\]

is fulfilled.

In particular, if \( \text{Ran} A \cap \text{Ran} B = \{0\} \) then \( \Delta(A\mathcal{U}, B\mathcal{U}) = \Delta(A, B) \) for all \( \mathcal{U} \in \mathfrak{U} \) such that \( \mathcal{U} \) leaves both \( \text{Ker} A \) and \( \text{Ker} B \) invariant.
Note that since \( \mathcal{U} \) is unitary, the condition (i) implies that both orthogonal decompositions 
\[
\text{Ker} A \oplus [\text{Ker} A]^{\perp} \quad \text{and} \quad \text{Ker} B \oplus [\text{Ker} B]^{\perp}
\]
reduce to \( \mathcal{U} \). Also we remark that Ker \( A \cap \text{Ker} B = \{0\} \) since \( (A, B) \) has maximal rank.

There are examples of boundary conditions \( (A, B) \) (see, e.g., Example 2.7 below) where \( W(A, B) = \mathcal{U} \) and, thus, the orbit \( O(A, B) \) consists of the only point \( \Delta(A, B) \).

An important class of boundary conditions are local boundary conditions. They are such that they couple only those boundary values of \( \psi \) and of its derivative \( \psi' \) which belong to the same vertex. The precise definition is as follows.

Let \( S(v) \subseteq E \cup \mathcal{J} \) denote the star graph of the vertex \( v \in V \), i.e., the set of the edges adjacent to \( v \). Also, by \( S_-(v) \) (respectively \( S_+(v) \)) we denote the set of the edges for which \( v \) is the initial vertex (respectively terminal vertex). Obviously, \( S_+(v) \cap S_-(v) = \emptyset \) if \( \mathcal{J} \) does not contain a cycle of length 1, i.e., a tadpole.

Assume the elements \( z \) of the linear space \( \mathbb{C}^{n+2m} \) are written as
\[
(1.9) \quad z = (\{z_e\}_{e \in E}, \{z_i^-\}_{i \in \mathcal{J}}, \{z_i^+\}_{i \in \mathcal{J}})^T.
\]
Consider the orthogonal decomposition
\[
\mathbb{C}^{n+2m} = \bigoplus_{v \in V} \mathcal{L}_v
\]
with \( \mathcal{L}_v \) being the linear subspace of dimension \( \text{deg}(v) \) spanned by those elements (1.9) of \( \mathbb{C}^{n+2m} \) which satisfy
\[
(1.10) \quad z_e = 0 \quad \text{for all} \quad e \in E \setminus S(v),
\]
\[
\quad z_i^- = 0 \quad \text{for all} \quad i \in \mathcal{J} \setminus S_-(v),
\]
\[
\quad z_i^+ = 0 \quad \text{for all} \quad i \in \mathcal{J} \setminus S_+(v).
\]

**Definition 2.** Given the graph \( \mathcal{G} \), the boundary conditions \( (A, B) \) are called local if there is an invertible \( (n + 2m) \times (n + 2m) \) matrix \( C \) and linear transformations \( A_\mathcal{V} \) and \( B_\mathcal{V} \) in \( \mathcal{L}_\mathcal{V} \) such that the simultaneous direct sum decompositions
\[
(1.11) \quad CA = \bigoplus_{v \in V} A_\mathcal{V} \quad \text{and} \quad CB = \bigoplus_{v \in V} B_\mathcal{V}
\]
are valid.

Otherwise the boundary conditions are non-local.

As outlined in [20] (see also [27]) for an arbitrary self-adjoint boundary condition \( (A, B) \) there is always a graph with external lines labeled by \( E \), internal lines labeled by \( \mathcal{J} \) with a set of lengths \( a_i \) for which these boundary conditions are local. This graph is unique under the requirement that the number of vertices be maximal. We will elaborate on this in [23].

Consider the group \( W_0 \) consisting of those elements \( \mathcal{U} \) of \( \mathcal{U} \) which admit a decomposition
\[
\mathcal{U} = \bigoplus_{v \in V} \mathcal{U}_\mathcal{V}, \quad \mathcal{U}_\mathcal{V} : \mathcal{L}_\mathcal{V} \rightarrow \mathcal{L}_\mathcal{V}
\]
with \( \mathcal{U}_\mathcal{V} \) being a multiple of the \( \text{deg}(v) \times \text{deg}(v) \) unit matrix (see Definition 2.8 below). It is an immediate consequence of Theorem 1 that \( W_0 \) is a subgroup of the isotropy group \( W(A, B) \) for any local (self-adjoint) boundary conditions. For non-local boundary conditions it may well happen that \( W(A, B) \subsetneq W_0 \) (see Example 3.4 below).

The next question we turn to is

- What is the correspondence between the points in the orbit of the operator \( \Delta(A, B) \) under the action of the group \( \mathcal{U} \) and the magnetic fluxes through the loops (i.e., closed paths)
of the graph $\mathcal{G}$? Given a Laplacian $\Delta(A,B)$ can its magnetic perturbation $\Delta(A\mathcal{U},B\mathcal{U})$ be unambiguously defined by prescribing the magnetic fluxes through all loops of the graph?

We will give an affirmative answer in Theorem 3 below. To formulate this result we need some additional notation.

A vector potential $A = \{A_j\}_{j \in E \cup \partial}$ defines a flux map, by which we associate to any loop $\gamma$ in the graph $\mathcal{G}$ the complex exponential of the magnetic flux through $\gamma$,

$$
\Phi_A(\gamma) = \exp \left\{ i \left( \sum_i \text{sign}(i) \int_0^{a_i} A_i(x) dx \right) \right\}.
$$

(1.12)

Here the sum is taken over all edges $i \in \mathcal{I}$ constituting the loop $\gamma$ with sign$(i) = +1$ if the orientation of $\gamma$ coincides with that of the edge $i$ and sign$(i) = -1$ otherwise. If the graph $\mathcal{G}$ is imbedded in $\mathbb{R}^3$, by Stokes theorem the expression in the brackets $(\ldots)$ has indeed the meaning of a flux through any oriented bordered manifold $M$ with boundary $\partial M = \gamma$.

By established equivalence between vector potentials and transformation matrices $\mathcal{U} \in \mathcal{U}$ the flux map (1.12) can be alternatively expressed in terms of the matrix elements of $\mathcal{U}$ (1.6) as

$$
\Phi_{\mathcal{U}}(\gamma) = \exp \left\{ i \left( \sum_i \text{sign}(i) (\chi_i(a_i) - \chi_i(0)) \right) \right\}
$$

(1.13)

and where the sum is as in (1.12).

Loops of the graph $\mathcal{G}$ can be realized as elements of the additive Abelian group $H_1(\mathcal{G},\mathbb{Z})$, the first homology group of the graph $\mathcal{G}$. Recall that this group is the Abelianization of the fundamental group $\pi_1(\mathcal{G})$. Its elements are formal linear combinations with integer coefficients of the “basis” loops in the graph,

$$
c = \sum_p n_p c_p, \quad n_p \in \mathbb{Z}.
$$

For any $\mathcal{U} \in \mathcal{U}$ the flux map $\Phi_{\mathcal{U}}$ defined by (1.13) can uniquely be extended to a group homomorphism from $H_1(\mathcal{G},\mathbb{Z})$ to $\mathbb{S}$. The set of all such homomorphisms forms an Abelian group denoted by $\text{Hom}(H_1(\mathcal{G},\mathbb{Z}),\mathbb{S})$. The map $\rho : \mathcal{U} \mapsto \Phi_{\mathcal{U}}$ is obviously a group homomorphism. Actually, it is an epimorphism (Lemma 3.2). It is clear that $U_0 \subseteq \text{Ker } \rho$. In Lemma 3.3 below we will prove that $\text{Ker } \rho = U_0 W_0$.

The second main result of the present work is given by the following theorem.

**Theorem 3.** Assume that the self-adjoint boundary conditions $(A,B)$ are local. Then the groups $\mathcal{U}/(U_0 W(A,B))$ and $\text{Hom}(H_1(\mathcal{G},\mathbb{Z}),\mathbb{S})/\rho(W(A,B))$ are isomorphic. In particular, if $W(A,B) = W_0$, then the groups $\mathcal{U}/(U_0 W_0)$ and $\text{Hom}(H_1(\mathcal{G},\mathbb{Z}),\mathbb{S})$ are isomorphic.

Whenever the local boundary conditions $(A,B)$ are such that $W(A,B) = W_0$, Theorem 3 states that for any given magnetic flux there is a unique set (up to transformations defined by elements of $U_0$ and $W_0$) of phase factors $\mathcal{U} \in \mathcal{U}$ giving this flux. The situation changes drastically for boundary conditions such that $W(A,B)$ is strictly larger than $W_0$. The transformations $(A,B) \mapsto (A\mathcal{U},B\mathcal{U})$ with elements $\mathcal{U}$ of $W$ which are not elements of $W_0$ do not change the operator $\Delta(A,B)$. However, they change the magnetic flux! In the latter case, however, there is still a subgroup of $\text{Hom}(H_1(\mathcal{G},\mathbb{Z}),\mathbb{S})$ corresponding to those fluxes which remain unaffected by all transformations $(A,B) \mapsto (A\mathcal{U},B\mathcal{U})$ induced by the group $W$. This subgroup may be realized as a factor group $\text{Hom}(H_1(\mathcal{G},\mathbb{Z}),\mathbb{S})/\rho(W)$. Example 2.7 below shows that $W$ may be as large as $\mathcal{U}$ such that $\text{Hom}(H_1(\mathcal{G},\mathbb{Z}),\mathbb{S})/\rho(W)$ is trivial in this case.

According to Theorem 3 magnetic Laplacians depend on the magnetic flux through any loop of the graph $2\pi$-periodically. In the special case of a ring (in our context a graph formed by a
single internal line with coinciding initial and terminal vertices) this fact is well known in the physics literature as the Byers-Yang-Bloch Theorem [9], [8].

The following corollary of Theorem 3 states that if \( \mathcal{S} \) is a tree then an arbitrary magnetic field \( \mathcal{A}(x) \) does not change the Laplacian \( \Delta(A, B) \) for any local boundary conditions \((A, B)\) in the sense that there is a local gauge transformation \( G \) such that \( \Delta(A\mathcal{U}_G, B\mathcal{U}_G) = \Delta(A, B) \) with \( \mathcal{U}_G \) being given by (1.6). The precise statement is as follows.

**Corollary 4.** If \( \pi_1(\mathcal{S}) \) is trivial (and hence \( H_1(\mathcal{S}; \mathbb{Z}) \) is also trivial), i.e. if the graph \( \mathcal{S} \) contains no loops, then \( \mathcal{U} = \mathcal{U}_0 \mathcal{W}(A, B) \) for arbitrary local boundary conditions \((A, B)\).

The requirement of locality is crucial since non-local boundary conditions may have the same effect as a loop. An example of such situation is presented in Example 3.4 below.
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2. LAPLACIANS WITH MAGNETIC FIELD

To the triple \((\mathcal{E}, \mathcal{J}, \mathcal{A})\) with \(\mathcal{E}, \mathcal{J}\), and \(\mathcal{A}\) as being given in the Introduction we associate the Hilbert space \(\mathcal{H} = \mathcal{H}(\mathcal{E}, \mathcal{J}, \mathcal{A})\) given as the orthogonal sum

\[
\mathcal{H} = \mathcal{H}_\mathcal{E} \oplus \mathcal{H}_\mathcal{J}, \quad \mathcal{H}_\mathcal{E} = \bigoplus_{e \in \mathcal{E}} \mathcal{H}_e, \quad \mathcal{H}_\mathcal{J} = \bigoplus_{i \in \mathcal{J}} \mathcal{H}_i,
\]

where \(\mathcal{H}_e = L^2(0, \infty)\) and \(\mathcal{H}_i = L^2(0, a_i)\). The inner product in \(\mathcal{H}\) is given by

\[
\langle \phi, \psi \rangle_{\mathcal{H}} = \sum_{e \in \mathcal{E}} \int_0^\infty \overline{\phi_e(x)} \psi_e(x) \, dx + \sum_{i \in \mathcal{J}} \int_0^{a_i} \overline{\phi_i(x)} \psi_i(x) \, dx.
\]

Elements of \(\mathcal{H}\) are written as column vectors

\[
\psi = \left( \begin{array}{c} \{ \psi_e \}_{e \in \mathcal{E}} \\ \{ \psi_i \}_{i \in \mathcal{J}} \end{array} \right), \quad \psi_e \in \mathcal{H}_e, \quad \psi_i \in \mathcal{H}_i.
\]

Similarly we define the Sobolev space \(W^{2,2} = W^{2,2}(\mathcal{E}, \mathcal{J}, \mathcal{A})\) as

\[
W^{2,2} = \bigoplus_{e \in \mathcal{E}} W^{2,2}(0, \infty) \oplus \bigoplus_{i \in \mathcal{J}} W^{2,2}(0, a_i),
\]

where \(W^{2,2}(0, \infty)\) and \(W^{2,2}(0, a_i)\) are the usual Sobolev spaces of square integrable functions whose distributional second derivatives are also square integrable (see, e.g., [32]). We observe that the Hilbert space is independent of the particular graph constructed out of the set of data \((\mathcal{E}, \mathcal{J}, \mathcal{A})\).

**Theorem 2.1.** Let \(\mathcal{A}(x) = \{A_j(x)\}_{j \in \mathcal{J}, e} \) be continuous and bounded. Any two \((n + 2m) \times (n + 2m)\) complex matrices \(A\) and \(B\) satisfying

\[
AB^\dagger - BA^\dagger = 0
\]
and such that the \((n + 2m) \times 2(n + 2m)\) matrix \((A, B)\) has maximal rank equal to \(n + 2m\), define a self-adjoint magnetic Laplacian

\[
(\Delta(A, B; A)\psi)_j(x) = \left(\frac{d}{dx} - iA_j(x)\right)^2 \psi_j(x), \quad j \in J \cup \mathcal{E}.
\]

in \(\mathcal{H}\) corresponding to the boundary condition

\[(2.3) \quad A\psi + B(\psi' - iA\psi) = 0\]

and with the diagonal \((n + 2m) \times (n + 2m)\) matrix \(A\) given by \((1.3)\).

Conversely, any self-adjoint magnetic Laplacian corresponds to the boundary condition \((2.3)\) with some matrices \(A\) and \(B\) satisfying \((2.2)\).

**Proof.** Consider the symmetric operator \(\Delta^0_A\) defined by

\[
(\Delta^0_A\psi)_j(x) = \left(\frac{d}{dx} - iA_j(x)\right)^2 \psi_j(x)
\]

with domain \(D(\Delta^0_A) \subset W^{2,2}\) consisting of functions which vanish at the vertices together with their first derivative. It is clear that \(\Delta^0_A\) has defect indices \((k, k)\) with \(k = |\mathcal{E}| + 2|\mathcal{I}|\).

On \(W^{2,2}\) we consider the Hermitian symplectic form

\[
\Omega_A(\phi, \psi) = \langle \Delta_A \phi, \psi \rangle - \langle \phi, \Delta_A \psi \rangle = -\Omega_A(\psi, \phi)
\]

with \(\Delta_A\) being considered as a formal differential expression.

Let \([\cdot]_A : W^{2,2} \to \mathbb{C}^{2(n+2m)}\) be the surjective linear map which associates to each \(\psi\) the element \([\psi]_A\) given as

\[
[\psi]_A = \begin{pmatrix}
\{ \psi_e(0) \}_{e \in \mathcal{E}} \\
\{ \psi_i(0) \}_{i \in \mathcal{I}} \\
\{ \psi_i(a_i) \}_{i \in \mathcal{I}} \\
\{ \psi'_e(0) - iA_e(0)\psi_e(0) \}_{e \in \mathcal{E}} \\
\{ \psi'_i(0) - iA_i(0)\psi_i(0) \}_{i \in \mathcal{I}} \\
\{ -\psi'(a_i) + iA_i(a_i)\psi_i(a_i) \}_{i \in \mathcal{I}}
\end{pmatrix} = \begin{pmatrix}
\psi \\
\psi' - iA\psi
\end{pmatrix}.
\]

If \(A(x)\) is continuously differentiable then by means of partial integration one verifies

\[
\Omega_A(\phi, \psi) = \sum_{e \in \mathcal{E}} \left[ \phi_e(0)\psi'_e(0) - \phi'_e(0)\psi_e(0) - 2iA_e(0)\phi_e(0)\psi_e(0) \right] + \sum_{i \in \mathcal{I}} \left[ \phi_i(0)\psi'_i(0) - \phi'_i(0)\psi_i(0) - 2iA_i(0)\phi_i(0)\psi_i(0) \right] - \sum_{i \in \mathcal{I}} \left[ \phi_i(a_i)\psi'(a_i) - \phi'(a_i)\psi_i(a_i) - 2iA_i(a_i)\phi_i(a_i)\psi_i(a_i) \right]
\]

\[(2.4)
\]

where

\[
J = \begin{pmatrix}
0 & I \\
-I & 0
\end{pmatrix}
\]

is the canonical symplectic matrix on \(\mathbb{C}^{2(n+2m)}\). Here \(I\) is the \((n + 2m) \times (n + 2m)\) unit matrix.

In the general case we again obtain \((2.4)\) if we approximate \(A(x)\) by continuously differentiable functions.

Let the linear subspace \(\mathcal{M}(A, B)\) of \(\mathbb{C}^{2(n+2m)}\) be given as the set of all

\[
[\psi]_A = \begin{pmatrix}
\psi \\
\psi' - iA\psi
\end{pmatrix} \in \mathbb{C}^{2(n+2m)}
\]
satisfying

\[ A \psi + B (\psi' - iA \psi) = 0. \]

All self-adjoint extensions of \( \Delta_A^0 \) are described by maximal isotropic subspaces \( \mathcal{M}(A,B) \) [20]. By Lemma 2.2 of [20] we obtain the claim of the theorem. \( \square \)

**Remark 2.2.** The technique of using Hermitian symplectic forms in extension theory seems to have been well known for a long time. The earliest reference we are aware of is [19, Section 10]. In the context of differential and difference operators on graphs and in similar contexts this technique has also been used in [31], [30], [18], [11], [29].

We also mention the articles [13] and [14] where the self-adjointness conditions (2.2) were proven (without using the formalism of Hermitian symplectic forms) for the cases \( m = 0, n \) arbitrary and \( m = 1, n = 0 \), respectively.

The assumption that the vector potential is bounded formally excludes the case of homogeneous magnetic field. We are allowed, however, to consider magnetic fields which are constant on an arbitrarily large finite domain. The behavior of the vector potential on the external lines of the graph away from the vertices does not influence the operator \( \Delta(\mathcal{A}; \mathcal{B}; \mathcal{A}) \) obtained from \( \Delta(\mathcal{A}; \mathcal{B}; \mathcal{A}) \) by a gauge transformation. Therefore, constant magnetic fields can be considered as well.

**Remark 2.3.** We may replace the pair \( (A,B) \) by the pair \( (CA,CB) \) where \( C \) is any invertible \( (n + 2m) \times (n + 2m) \) matrix. In fact such a replacement does not change the linear conditions (2.2) and (2.3) is still satisfied. In other words, the maximal isotropic subspace is left unchanged and so we have \( \Delta(CA,CB;C) = \Delta(\mathcal{A}; \mathcal{B}; \mathcal{A}) \).

Let \( \chi(x) \) denote an arbitrary family \( \{ \chi_j(x) \}_{j \in \mathcal{J} \cup \mathcal{E}} \) of continuously differentiable real valued functions on \( [0,a_j] \) if \( j \in \mathcal{J} \) and on \( [0,\infty) \) if \( j \in \mathcal{E} \). To such \( \chi \) we associate a unitary map \( G(\chi) \) in \( \mathfrak{H} \) by

\[ (G(\chi)\psi)_j(x) = e^{i\chi_j(x)} \psi_j(x), \quad j \in \mathcal{J} \cup \mathcal{E}. \]

We claim that

\[ G(\chi)\Delta(A,B;A)G(\chi) = \Delta(\mathcal{A}; \mathcal{B}; \mathcal{A}) - \chi' \]

with

\[ \chi'_j(x) = \frac{d\chi_j(x)}{dx} \]

and \( \mathcal{A} \) defined by (1.6). Indeed, setting \( \psi = U\phi \) we obtain

\[ A\psi + B(\psi' + iA\psi) = A\mathcal{A}; \mathcal{B}; \mathcal{A} \phi + B\mathcal{A}; \mathcal{B}; \mathcal{A} (\phi' - i(\mathcal{A} - \chi'))\phi = 0, \]

where \( \chi' \) is the diagonal matrix given by

\[ \chi' = \text{diag}\left( \{ \chi'_e(0) \}_{e \in \mathcal{E}}, \{ \chi'_j(0) \}_{j \in \mathcal{J}}, \{ -\chi'_i(a_i) \}_{i \in \mathcal{I}} \right) \]

and \( \mathcal{A} \) is defined by (1.3). Choosing \( \chi' = \mathcal{A} \) we obtain

\[ G(\chi)\Delta(A,B;A)G(\chi) = \Delta(\mathcal{A}; \mathcal{B}; \mathcal{A}). \]

We turn to the proof of Theorem 1. For the proof we need the following auxiliary result. Recall that \( \mathcal{A}^* \) denotes the Moore-Penrose pseudoinverse of \( \mathcal{A} \). Let \( P_{\mathcal{K}} \) be the orthogonal projection onto the linear subspace \( \mathcal{K} \subset \mathbb{C}^{n+2m} \). Since the matrix \( (A,B) \) has a maximal rank, \( P_{\text{Ran}A} + P_{\text{Ran}B} \) is invertible.
Lemma 2.4. Assume that \( U \) leaves both \( \text{Ker} A \) and \( \text{Ker} B \) invariant. Then there is a matrix \( C \) satisfying
\[
A U A^* = C P_{\text{Ran} A} \quad \text{and} \quad B U B^* = C P_{\text{Ran} B},
\]
if and only if
\[
A U A^* y = B U B^* y
\]
holds for all \( y \in \text{Ran} A \cap \text{Ran} B \). If \( C \) exists, it is invertible and given by
\[
C = (A U A^* + B U B^*)(P_{\text{Ran} A} + P_{\text{Ran} B})^{-1}
\]
Proof. Assume there is a matrix \( C \) satisfying (2.5). Then (2.6) and (2.7) are obvious. We claim that \( C \) is invertible. To see this observe that from (2.5) and the fact that \( U \) leaves \( \text{Ker} A \) and \( \text{Ker} B \) invariant, it follows that \( C \) maps \( \text{Ran} A \) and \( \text{Ran} B \) onto themselves. Thus, the range of \( C \) is all \( \mathbb{C}^{n+2m} \).

Now assume that (2.6) holds for all \( y \in \text{Ran} A \cap \text{Ran} B \). We prove that the matrix \( C \) given by (2.7) satisfies (2.5). Since \( \text{Ker} A^* = \text{Ker} A \) we have \( A^* = A^* P_{\text{Ran} A} \). Similarly, \( B^* = B^* P_{\text{Ran} B} \). Therefore,
\[
(2.8) \quad CP_{\text{Ran} A} = A U A^* P_{\text{Ran} A}(P_{\text{Ran} A} + P_{\text{Ran} B})^{-1} P_{\text{Ran} A} + B U B^* P_{\text{Ran} B}(P_{\text{Ran} A} + P_{\text{Ran} B})^{-1} P_{\text{Ran} A}.
\]

By a result of [2],
\[
P_{\text{Ran} A}(P_{\text{Ran} A} + P_{\text{Ran} B})^{-1} P_{\text{Ran} A} = P_{\text{Ran} B}(P_{\text{Ran} A} + P_{\text{Ran} B})^{-1} P_{\text{Ran} A} = \frac{1}{2} P_{\text{Ran} A} \cap \text{Ran} B.
\]
From this we immediately obtain
\[
P_{\text{Ran} A}(P_{\text{Ran} A} + P_{\text{Ran} B})^{-1} P_{\text{Ran} A} = P_{\text{Ran} A} - \frac{1}{2} P_{\text{Ran} A} \cap \text{Ran} B.
\]
Thus, from (2.8) it follows that
\[
CP_{\text{Ran} A} = A U A^* - \frac{1}{2} A U A^* P_{\text{Ran} A} \cap \text{Ran} B + \frac{1}{2} B U B^* P_{\text{Ran} A} \cap \text{Ran} B
\]
\[
= A U A^* - \frac{1}{2} A U A^* P_{\text{Ran} A} \cap \text{Ran} B + \frac{1}{2} A U A^* P_{\text{Ran} A} \cap \text{Ran} B = A U A^*,
\]
where we have used (2.6). The second relation in (2.5) is proved in the same way. \( \square \)

Proof of Theorem 1. By Remark 2.3 \( \Delta(A U, B U) = \Delta(A, B) \) if and only if there is an invertible \( (n+2m) \times (n+2m) \) matrix such that
\[
(2.9) \quad A U = C A \quad \text{and} \quad B U = C B.
\]
Assume that these relations hold with some \( C \). Then the first relation in (2.9) implies that \( A U y = 0 \) for any \( y \in \text{Ker} A \). Thus \( U \) leaves \( \text{Ker} A \) invariant. Similarly, by the second relation in (2.9) \( \text{Ker} B \) is left invariant by \( U \).

Since \( \text{Ran} A^* = \text{Ran} A^\dagger \) any \( y \in [\text{Ker} A]^\perp \) can be represented as \( y = A^* z \) with some \( z \in \mathbb{C}^{n+2m} \). Therefore, from (2.9) it follows that
\[
(2.10) \quad A U A^* = C P_{\text{Ran} A} \quad \text{and} \quad B U B^* = C P_{\text{Ran} B}.
\]
Using Lemma 2.4 we conclude
\[
(2.11) \quad A U A^* y = B U B^* y
\]
for all \( y \in \text{Ran} A \cap \text{Ran} B \). Multiplying (2.11) by \( A^* \) from the left and using \( A^* A = P_{\text{Ran} A} \) we obtain
\[
(2.12) \quad P_{\text{Ran} A} A U A^* y = A^* B U B^* y \quad \text{for any} \quad y \in \text{Ran} A \cap \text{Ran} B.
\]
Since \( \text{Ran} A^\dagger = \text{Ran} A \) and since \( \mathcal{U} \) leaves \( \text{Ran} A \) invariant, we can omit the projection on the l.h.s. of this equation.

Let \( z = B^* y \). Since \( \text{Ker} B^* = \text{Ker} B \) we have \( z \neq 0 \). It easy to see that \( y = Bz \). Inserting this into (2.12) we obtain

\[
\mathcal{U} A^* Bz = A^* B \mathcal{U} \text{Ran} B^* z = A^* B \mathcal{U} z
\]

for all \( z \in B^* (\text{Ran} A \cap \text{Ran} B) = B^{-1} (\text{Ran} A \cap \text{Ran} B) \). This proves (1.7). The proof of (1.8) is similar.

Conversely, let (i) and (ii) be valid. By Lemma 2.4 the matrix \( C \) defined by (2.7) satisfies (2.9).

For given boundary conditions \( (A, B) \) let \( \mathcal{W}(A, B) \) be the set of all \( \mathcal{U} \in \mathcal{U} \) such that \( \Delta(A\mathcal{U}, B\mathcal{U}) = \Delta(A, B) \). This set, by construction the stabilizer of the point \( \Delta(A, B) \), is obviously a group by well known arguments from Group Theory. However, we prefer to give a direct proof.

**Proposition 2.5.** \( \mathcal{W}(A, B) \) is a group.

**Proof.** Assume that \( \mathcal{U}_1, \mathcal{U}_2 \in \mathcal{W} = \mathcal{W}(A, B) \). By Theorem 1 \( \mathcal{U} = \mathcal{U}_2 \mathcal{U}_1 \) leaves both \( \text{Ker} A \) and \( \text{Ker} B \) invariant. In addition this theorem implies that

\[
(2.13) \quad \mathcal{U}_1 A^* Bz = A^* B \mathcal{U}_1 z, \quad \mathcal{U}_2 A^* Bz = A^* B \mathcal{U}_2 z
\]

is valid for all \( z \in B^{-1} (\text{Ran} A \cap \text{Ker} B) \). Multiplying the first equation by \( \mathcal{U}_2 \) from the left we obtain

\[
\mathcal{U}_2 \mathcal{U}_1 A^* Bz = \mathcal{U}_2 A^* B \mathcal{U}_1 z.
\]

We claim that \( \mathcal{U}_1 z \in B^{-1} (\text{Ran} A \cap \text{Ran} B) \). Then we will obtain from the second equation in (2.13) the equality \( \mathcal{U}_2 \mathcal{U}_1 A^* B z = A^* B \mathcal{U}_2 \mathcal{U}_1 z \) which implies that \( \mathcal{U}_2 \mathcal{U}_1 \in \mathcal{W} \).

To prove that \( \mathcal{U}_1 z \in B^{-1} (\text{Ran} A \cap \text{Ran} B) \) it is sufficient to show that \( B \mathcal{U}_1 z \in \text{Ran} A \). Assume there is \( z \in B^{-1} (\text{Ran} A \cap \text{Ran} B) \) such that \( B \mathcal{U}_1 z \perp \text{Ran} A \). Then from the first equation in (2.13) it follows that \( A^* Bz = 0 \), i.e., \( Bz \perp \text{Ran} A \), a contradiction.

The proof that \( \mathcal{U}^{-1} \in \mathcal{W} \) is similar and will therefore be omitted.

For local boundary conditions the group \( \mathcal{W} \) can be factorized as a direct product of its subgroups \( \mathcal{W}_v \),

\[
(2.14) \quad \mathcal{W}(A, B) = \times_{v \in \mathcal{V}} \mathcal{W}_v(A_v, B_v).
\]

**Example 2.6.** An important example of local boundary conditions is given by the matrices

\[
(2.15) \quad A_v = \begin{pmatrix} 1 & -1 & 0 & \ldots & 0 & 0 \\ 0 & 1 & -1 & \ldots & 0 & 0 \\ 0 & 0 & 1 & \ldots & 0 & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & 0 & \ldots & 1 & -1 \\ 0 & 0 & 0 & \ldots & 0 & k_v \end{pmatrix}, \quad B_v = \begin{pmatrix} 0 & 0 & 0 & \ldots & 0 & 0 \\ 0 & 0 & 0 & \ldots & 0 & 0 \\ 0 & 0 & 0 & \ldots & 0 & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & 0 & \ldots & 0 & 0 \\ 1 & 1 & 1 & \ldots & 1 & 1 \end{pmatrix},
\]

where \( k_v \) is an arbitrary real number. If \( k_v = 0 \) the matrices (2.15) define the so-called standard boundary conditions. The case \( k_v \neq 0 \) corresponds to the “delta potential” of strength \( k_v \) (see,
e.g., [17]). It is easy to see that the relations

\[
\begin{align*}
\ker A_\nu &= \text{linear span}\{k_\nu\}, \quad \ker B_\nu = \text{linear span}\{k_\nu\}, \\
\text{Ran} A_\nu \cap \text{Ran} B_\nu &= \text{Ran} B_\nu = \text{linear span}\{k_\nu\}.
\end{align*}
\]

are valid. Moreover,

\[
\begin{align*}
\ker A_\nu &= \text{linear span}\{k_\nu\}, \\
\ker B_\nu &= \text{linear span}\{k_\nu\}, \\
\text{Ran} A_\nu \cap \text{Ran} B_\nu &= \text{Ran} B_\nu = \text{linear span}\{k_\nu\}.
\end{align*}
\]

Thus, independently of the value of \(k_\nu\), any diagonal unitary \(U_\nu\) leaving both \(\ker A_\nu\) and \(\ker B_\nu\) invariant is necessarily of the form \(U_\nu = e^{i\phi_\nu}I_\nu\) with \(I_\nu\) being the \(\deg(\nu) \times \deg(\nu)\) identity matrix. In either case the matrices of this form satisfy (ii) of Theorem 1. Therefore, \(W_\nu \cong \mathbb{S}\) for all \(\nu \in V\) such that \(W \cong \mathbb{T}^{|V|}\).

**Example 2.7.** The case \(A = I\) and \(B = 0\) provides an example where \(W(A,B) = U\). Indeed, since \(\text{Ran} A \cap \text{Ran} B = \{0\}\), \(\ker A = \{0\}\), and \(\ker B = \mathbb{C}^{n+2m}\) Theorem 1 implies that any \(U \in U\) belongs to \(W(A,B)\).

We denote the group \(W\) from Example 2.6 by \(W_0\).

**Definition 2.8.** \(W_0\) is the set of all elements \(U\) of \(U\) having the property

\[
U|_{\mathcal{L}_\nu} = e^{i\phi_\nu}I_{\nu}, \quad e^{i\phi_\nu} \in \mathbb{S}
\]

for all \(\nu \in V\). Here the \(\mathcal{L}_\nu\)'s are the linear subspaces of \(\mathbb{C}^{n+2m}\) defined by (1.10).

We emphasize that the group \(W_0\) is independent of the boundary conditions and completely determined by the graph \(\mathcal{G}\). From Theorem 1 we immediately obtain

**Lemma 2.9.** For arbitrary local self-adjoint boundary conditions \((A,B)\) the group \(W_0\) is a subgroup of \(W(A,B)\).

The groups \(W_0\) and \(U_0\) have a common subgroup consisting of elements \(U = e^{i\varphi}I\) with \(I\) being the unit \((n+2m) \times (n+2m)\) matrix. Obviously, it is the largest common subgroup, i.e., \(W_0 \cap U_0 \cong \mathbb{S}\). Thus, the dimension of \(W_0 U_0\) is equal to

\[
\dim W_0 U_0 = \dim W_0 + \dim U_0 - 1 = |V| + |\mathcal{I}| + |\mathcal{E}| - 1.
\]

**3. Magnetic Fluxes**

In this section we will prove Theorem 3 as well as its Corollary 4. The proof uses well-known methods of homological algebra. The relevant concepts used below are explained in standard textbooks on Algebraic Topology as for example in [33].

Let \(\mathcal{G}_{\text{int}}\) denote the graph obtained from \(\mathcal{G}\) by removing its external lines. The graph \(\mathcal{G}_{\text{int}}\) can be viewed as a one-dimensional simplicial complex.
We consider the (additive) Abelian groups \( \mathcal{C}_1 \) and \( \mathcal{C}_0 \) generated by the 1-simplices \( \sigma_i, i \in \mathcal{I} \) and the 0-simplices \( \sigma_v, v \in \mathcal{V} \), respectively, i.e.,

\[
\mathcal{C}_1 = \left\{ \sum_{i \in \mathcal{I}} n_i \sigma_i \middle| n_i \in \mathbb{Z} \right\} \cong \mathbb{Z}^{\mathcal{I}}, \quad \mathcal{C}_0 = \left\{ \sum_{v \in \mathcal{V}} n_v \sigma_v \middle| n_v \in \mathbb{Z} \right\} \cong \mathbb{Z}^{\mathcal{V}}.
\]

For a given internal line labeled by \( i \in \mathcal{I} \), let \( v_+(i) \) be the terminal vertex which corresponds to the endpoint \( a_i \) of the interval \([0, a_i]\) and \( v_-(i) \) the initial one which corresponds to the other endpoint \( 0_i \).

We define the boundary operator \( \partial_1 : \mathcal{C}_1 \to \mathcal{C}_0 \)

\[
\partial_1 : \quad c = \sum_{i \in \mathcal{I}} n_i \sigma_i \quad \longmapsto \quad \partial_1 c = \sum_{i \in \mathcal{I}} n_i (\sigma_{v_+(i)} - \sigma_{v_-(i)}).
\]

Obviously, \( \partial_1 \) is a group homomorphism. We, obviously, have

\[
\partial_1 c = 0 \iff \sum_{i : v_+(i) = v} n_i = \sum_{i : v_-(i) = v} n_i
\]

for all \( v \in \mathcal{V}(\mathcal{G}) \). Thus, each element \( c \in \text{Ker} \partial_1 \) is a union of closed loops: \( c = \sum_{i \in \mathcal{I}} n_i \sigma_i \) is an oriented closed path, not necessarily connected, where the internal line \( i \) is traversed \( |n_i| \) times in the positive direction if \( n_i > 0 \) and in the negative direction if \( n_i < 0 \).

Also we extend the map \( \mathcal{C}_1 \xrightarrow{\partial_1} \mathcal{C}_0 \) to a chain complex

\[
0 \leftarrow \mathbb{Z} \xleftarrow{\partial_0} \mathcal{C}_0 \xleftarrow{\partial_1} \mathcal{C}_1
\]

with

\[
\partial_0 c = \sum_{v \in \mathcal{V}} n_v \quad \text{for} \quad c = \sum_{v \in \mathcal{V}} n_v \sigma_v \in \mathcal{C}_0.
\]

Obviously we have \( \partial_0 \partial_1 = 0 \). We call \( \text{Ker} \partial_1 \) the first homology group \( H_1(\mathcal{G}, \mathbb{Z}) \) of the graph \( \mathcal{G} \) and we set \( H_0(\mathcal{G}, \mathbb{Z}) = \text{Ker} \partial_0 / \text{Ran} \partial_1 \) to be the zeroth homology group of \( \mathcal{G} \).

With these preparations we give the definition of the flux map.

**Definition 3.1.** A map \( \Phi : H_1(\mathcal{G}, \mathbb{Z}) \to \mathbb{S} \) is called a flux map if it is a group homomorphism, i.e., \( \Phi \in \text{Hom}(H_1(\mathcal{G}, \mathbb{Z}), \mathbb{S}) \).

Here \( \text{Hom}(H_1(\mathcal{G}, \mathbb{Z}), \mathbb{S}) \) denotes the group of all homomorphisms from \( H_1(\mathcal{G}, \mathbb{Z}) \) to \( \mathbb{S} \) with unit element

\[
u : \quad c \mapsto 1 \in \mathbb{S} \quad \text{for all} \quad c \in H_1(\mathcal{G}, \mathbb{Z}).
\]

Observe that \( H_1(\mathcal{G}, \mathbb{Z}) \) is a free Abelian group of finite rank. Its rank equals the dimension \( \text{dim} \, H_1(\mathcal{G}, \mathbb{Z}) \) of \( H_1(\mathcal{G}, \mathbb{Z}) \), considered as a linear space over \( \mathbb{Z} \). Since the flux group \( \text{Hom}(H_1(\mathcal{G}, \mathbb{Z}), \mathbb{S}) \) is the dual of \( H_1(\mathcal{G}, \mathbb{Z}) \), it is isomorphic to the torus \( \mathbb{T}^d \) with \( d = \text{dim} \, H_1(\mathcal{G}, \mathbb{Z}) \).

To calculate the dimension \( d \) we note that the Euler characteristics \( E(\mathcal{G}_{\text{int}}) \) of the simplicial complex \( \mathcal{G}_{\text{int}} \) equals \( |V| - |\mathcal{I}| \). On the other hand, we have the standard relation \( E(\mathcal{G}_{\text{int}}) = b_0 - b_1 \), where \( b_0 = \text{dim} \, H_0(\mathcal{G}, \mathbb{Z}) \) and \( b_1 = \text{dim} \, H_1(\mathcal{G}, \mathbb{Z}) \) are the Betti numbers. The complex \( \mathcal{G}_{\text{int}} \) is connected since \( \mathcal{G} \) is, so \( b_0 = 1 \). Therefore,

\[
\text{dim} \, \text{Hom}(H_1(\mathcal{G}, \mathbb{Z}), \mathbb{S}) = |\mathcal{I}| - |V| + 1.
\]

Let \( \mathcal{U} \) be an arbitrary diagonal unitary matrix, i.e., \( \mathcal{U} \in \mathcal{U} \). It can be uniquely represented in the form

\[
\mathcal{U} = \text{diag} \left( \{ e^{i\theta_i} \}_{i \in \mathcal{I}}, \{ e^{i\theta_i} \}_{i \in \mathcal{I}}, \{ e^{i\theta_i} \}_{i \in \mathcal{I}} \right),
\]

where the sign “−” corresponds to the initial vertex of the internal edge \( i \in \mathcal{I} \) and the sign “+” to the terminal vertex.
Define the map $\rho : U \to \text{Hom}(H_1(\mathfrak{g}, \mathbb{Z}), \mathbb{S})$ via

$$
\rho : U \mapsto \Phi_U(\cdot)
$$

with

$$
\Phi_U(c) = \prod_{i \in \mathfrak{g}} \exp\{i n_i (\varphi_i^+ - \varphi_i^-)\},
$$

for an arbitrary $c = \sum_{i \in \mathfrak{g}} n_i \sigma_i \in H_1(\mathfrak{g}, \mathbb{Z})$.

The definition (3.4) is obviously consistent with (1.13) and reflects the additivity of fluxes under the union of loops.

It follows immediately from (3.4) that the map $\rho$ is a group homomorphism. Recall that $U$ and $\text{Hom}(H_1(\mathfrak{g}, \mathbb{Z}), \mathbb{S})$ are isomorphic to the tori $\mathbb{T}^{n+2m}$ and $\mathbb{T}^d$ with $d = \dim H_1(\mathfrak{g}, \mathbb{Z})$, respectively. Any homomorphism from $\mathbb{T}^{n+2m}$ to $\mathbb{T}^d$ can be represented in the form $U \mapsto \exp\{i M\} U$ (component-wise exponentiation) for some $(n+2m) \times d$ matrix $M$ with integer entries (see, e.g., [10]). Thus, the kernel of the homomorphism $\rho$ is a subgroup isomorphic to a torus.

**Lemma 3.2.** $\rho$ is an epimorphism.

**Proof.** We have to prove that the map $\rho$ is surjective. Let $c_p, 1 \leq p \leq d$ with $d = \dim H_1(\mathfrak{g}, \mathbb{Z}) = \dim \text{Hom}(H_1(\mathfrak{g}, \mathbb{Z}), \mathbb{S})$ be an arbitrary basis of generators. It suffices to show that for arbitrarily prescribed $(e^{i \mu_1}, \ldots, e^{i \mu_d}) \in \mathbb{T}^d$ there is a $U \in U$ such that $\rho(U) = \Phi_U$ with $\Phi_U$ given by (3.4) which satisfies

$$
\Phi_U(c_p) = e^{i \mu_p}, \quad 1 \leq p \leq d.
$$

All generators $c_p$ are of the form $c_p = \sum_{i \in \mathfrak{g}} n_i(p) \sigma_i$ with $n_i(p) \in \mathbb{Z}$.

Let $H_1(\mathfrak{g}, \mathbb{R})$ be the linear space over $\mathbb{R}$ generated by the basis $\{c_p\}_{p=1}^d$. We set

$$
\varphi = (\varphi_1^-, \ldots, \varphi_m^-, \varphi_1^+, \ldots, \varphi_m^+)^T \in \mathbb{R}^{2m}.
$$

Consider the linear map $S : \mathbb{R}^{2m} \to H_1(\mathfrak{g}, \mathbb{R})$ given as

$$
S \varphi = \sum_{p=1}^d \sum_{i \in \mathfrak{g}} (\varphi_i^+ - \varphi_i^-) n_i(p)c_p.
$$

Obviously, if the equation

$$
S \varphi = \sum_{p=1}^d \mu_p c_p
$$

has a solution, then any matrix $U$ defined by $\varphi$ through equation (3.3) satisfies (3.5). To prove that this equation indeed has a solution for arbitrary choice of numbers $\mu_p$ by the Fredholm Alternative it suffices to show that $\ker S^* = \{0\}$. Assume that

$$
c = \sum_{p=1}^d \alpha_p c_p \in \ker S^*, \quad \alpha_p \in \mathbb{R}.
$$

Then

$$
\sum_{p=1}^d \alpha_p n_i(p) = 0 \quad \text{for all} \quad i \in \mathfrak{g}.
$$

Hence, we obtain

$$
\sum_{i \in \mathfrak{g}} \left( \sum_{p=1}^d \alpha_p n_i(p) \right) \sigma_i = \sum_{p=1}^d \alpha_p c_p = 0,
$$
which implies that $c = 0$. □

Using the First Homomorphism Theorem from Lemma 3.2 it follows that

$$\text{Hom}(H_1(\mathcal{G}, \mathbb{Z}), \mathbb{S}) \cong U/ \ker \rho.$$  

(3.6)

Obviously, $U_0 \subseteq \ker \rho$. Also one can easily prove that $W_0 \subseteq \ker \rho$. Actually, we have the stronger result:

**Lemma 3.3.** $\ker \rho = U_0 W_0$.

**Proof.** First we prove that $W_0 \subseteq \ker \rho$. Let $c_1, \ldots, c_d$ be any basis in $H_1(\mathcal{G}, \mathbb{Z})$. It suffices to show that $\rho(U)(c_p) = 1$ for any $U \in W_0$ and any basis element $c_p$. As discussed above, $c_p$ can be viewed as a closed loop of length $L$, i.e. a sequence of triples $(v(\ell), i(\ell), \nu(\ell))$, $\ell = 1, \ldots, L$ with $\nu(1) = v(L)$. Let $U = \text{diag}(e^{i\varphi_1}, \ldots, e^{i\varphi_m}) \in W_0$ with $n = |E|$ and $m = |\mathcal{G}|$. Since $U \in W_0$ all phases $\varphi_j$ can be labelled by the set of vertices $V$ of the graph $\mathcal{G}$. Obviously,

$$\rho(U)(c_k) = \exp \left\{ \sum_{\ell=1}^{L} (\varphi_{v(\ell)} - \varphi_{v(\ell+1)}) \right\} = \exp \left\{ i(\varphi_{v(L)} - \varphi_{v(1)}) \right\} = 1.$$

Thus, we have proved that $W_0$ is a subgroup of $\ker \rho$. The inclusion $U_0 \subseteq \ker \rho$ is obvious. Therefore, $U_0 W_0 \subseteq \ker \rho$.

Now we calculate the dimension of $\ker \rho$. From (3.6) using (3.2) it follows that

$$\dim \ker \rho = \dim U - \dim \text{Hom}(H_1(\mathcal{G}, \mathbb{Z}), \mathbb{S})$$

$$= |E| + 2|I| + |I| - |V| - 1$$

$$= |E| + |I| + |V| - 1.$$ 

Recall that by (2.16) $\dim W_0 U_0 = |E| + |I| + |V| - 1$. Therefore, the groups $U_0 W_0$ and $\ker \rho$ have the same dimensions. Since both groups are isomorphic to tori and $U_0 W_0 \subseteq \ker \rho$, we have $U_0 W_0 = \ker \rho$. □

Actually, at this stage the proof of the second claim of Theorem 3 is already completed. Indeed, this follows from the relation (3.6) and Lemma 3.3.

We turn to the case when $W = W(A,B)$ is strictly larger than $W_0$. Whereas $W_0 \subseteq W(A,B)$ for all local boundary conditions, for non-local boundary conditions it may well happen that $W(A,B) \subsetneq W_0$ (see Example 3.4 below).

Let $\theta$ be the canonical quotient map $\text{Hom}(H_1(\mathcal{G}, \mathbb{Z}), \mathbb{S}) \to \text{Hom}(H_1(\mathcal{G}, \mathbb{Z}), \mathbb{S})/\rho(W)$ with $\ker \theta = \rho(W)$. Consider the composition

$$\tilde{\rho} = \theta \circ \rho.$$

**Proof of Theorem 3.** By construction $\tilde{\rho}$ is a homomorphism. Recall that $W_0 \subseteq W(A,B)$ for local boundary conditions $(A,B)$. Lemma 3.3 implies that $\ker \tilde{\rho} = U_0 W(A,B)$. From Lemma 3.2 it follows that $\text{Ran} \tilde{\rho} = \text{Hom}(H_1(\mathcal{G}, \mathbb{Z}), \mathbb{S})/\rho(W)$. Applying the First Homomorphism Theorem we obtain the claim. □

**Proof of Corollary 4.** Since $\mathcal{G}_{\text{int}}$ is a tree, the group $H_1(\mathcal{G}, \mathbb{Z})$ is trivial. Thus, the flux group $\text{Hom}(H_1(\mathcal{G}, \mathbb{Z}), \mathbb{S})$ is also trivial. Now Theorem 3 implies that $U = U_0 W(A,B)$. □

The requirement of locality of boundary conditions in the statement of Corollary 4 is crucial since non-local boundary conditions may act like a loop. This can be illustrated by the following example.
Fig. 1. The graph from Example 3.4. It has two vertices, one internal, and two external lines. The internal line has length $a$, the arrow shows its orientation.

**Example 3.4.** Consider the graph depicted in Fig. 1. Consider the magnetic Laplacian $\Delta_A$ with the boundary conditions

$$A\psi + B(\psi' - iA\psi) = 0,$$

where

$$A = \begin{pmatrix} 1 & -1 & 0 & 0 \\ 0 & 1 & -1 & 0 \\ 0 & 0 & 1 & 0 \\ 1 & 0 & 0 & 0 \end{pmatrix}, \quad B = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 1 & 1 & 0 & 0 \\ 0 & 0 & 1 & 1 \end{pmatrix}.$$  

Here we use the following ordering: $\psi = (\psi_1(0), \psi_2(0), \psi_2(a), \psi_3(0))^T$. The boundary conditions (3.7) are obviously non-local in the sense of Definition 2.

It is easy to check that

$$\text{Ker}A = \{0\}, \quad \text{Ker}B = \text{linear span}\left\{\begin{pmatrix} 0 \\ 0 \\ 0 \\ 0 \end{pmatrix}, \begin{pmatrix} 1 \\ 0 \\ -1 \\ 0 \end{pmatrix}\right\},$$

$$\text{Ran}A = \mathbb{C}^4, \quad \text{Ran}B = \text{linear span}\left\{\begin{pmatrix} 0 \\ 0 \\ 0 \\ 1 \end{pmatrix}, \begin{pmatrix} 0 \\ 1 \\ 1 \\ 0 \end{pmatrix}\right\}.$$  

Assume there is a gauge transformation $G$ such that the pairs $(A\U, B\U)$ and $(A, B)$ with $\U = \U_G \in \U$ define the same Laplacian. By Theorem 1 since $\U$ leaves Ker$A$ and Ker$B$ invariant, it has the form

$$\U = \text{diag}(e^{i\phi_1}, e^{i\phi_1}, e^{i\phi_2}, e^{i\phi_2}).$$

We have

$$A^*B = \begin{pmatrix} 0 & 0 & 1 & 1 \\ 0 & 0 & 1 & 1 \\ 1 & 1 & 0 & 0 \\ 1 & 1 & 0 & 0 \end{pmatrix}.$$  

Simple calculations yield $[\U, A^*B]z = 0$ for all

$$z \in B^{-1}\text{Ran}B = \text{linear span}\left\{\begin{pmatrix} 1 \\ 1 \\ 0 \end{pmatrix}, \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix}\right\}.$$
if and only if $\phi_1 = \phi_2$ modulo $2\pi$. Therefore the boundary conditions $(A\underline{U}, B\underline{U})$ and $(A, B)$ are equivalent if and only if
\[ \int_0^a A(x)dx = 0 \mod 2\pi. \]

Note that the isotropy group $W(A, B)$ consists of all $4 \times 4$ unitary diagonal matrices which are a multiple of the unit matrix. Obviously, $W(A, B)$ is a proper subgroup of $W_0$.
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