Fokker-Planck equations for SPDE with non-trace class noise
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Abstract. In this paper we develop a new technique to prove existence of solutions of Fokker-Planck equations on Hilbert spaces for Kolmogorov operators with non trace-class second order coefficients or equivalently with an associated stochastic partial differential equation (SPDE) with non trace-class noise. Applications include stochastic 2D and 3D–Navier–Stokes equations with non trace-class additive noise.

1 Introduction

Our aim is to solve the infinite dimensional Fokker-Planck Equation

\[ L^* \mu = 0, \quad \mu|_{t=0} = \mu_0 \]  \hspace{1cm} (FPE)

in a space of measure valued solutions of the form \( \mu_t dt \) where \( \mu_t \) are probability measures on \( H \). The problem has been studied intensively in recent years (see e.g. [4], [5], [6], [8], [20] and the references therein). Concerning existence there are two different approaches to infinite dimensional Fokker-Planck equations depending on whether the second order coefficient of the corresponding Kolmogorov operator \( L \) (see below) is of trace class or not. The first case is studied in detail in [8] (including also the case of continuity equations whose second order coefficient is identically zero) and the approach is based on the method of Lyapunov functions. This method, however, so far could not be implemented when the second order coefficient is not of trace class. This case has been studied in [5] and [20], using an approximation technique, based on solving the stochastic differential equations associated to the approximating Kolmogorov operator \( L_n \). Then suitable accumulation points are proved to be solutions of the limiting given Fokker-Planck equation. The results in [5] and [20] are, however, very limited in applications, e.g. essentially only Fokker-Planck equations associated to
stochastic reaction–diffusion and Burgers equations with non trace class noise (including white noise) or combinations of such are covered.

In this paper we develop a new general approach for this “non-trace class case” which applies to a much wider class of examples, including in particular, the Fokker-Planck equation of the stochastic 2D and 3D Navier–Stokes equations with non-trace class noise (see Section 5.2 below). For the sake of simplicity we restrict ourselves to the case where the second coefficient of $L$ is constant. In the language of stochastic equations we restrict ourselves to additive noise.

The Kolmogorov operator $L$ in equation (FPE) above is defined as

$$(Lu)(x,t) := \frac{\partial u}{\partial t}(x,t) + \sum_{i=1}^{\infty} a^i \left( \partial_{x_i}^2 u \right)(x,t) + \sum_{i=1}^{\infty} b^i(x,t) \left( \partial_{x_i} u \right)(x,t)$$

on all functions $u : H \times [0,T] \to \mathbb{R}$ which are smooth and finite dimensional (also called cylindrical). Here $H$ is a separable Hilbert space (norm $\| \cdot \|_H$, inner product $\langle \cdot, \cdot \rangle_H$), $(e_n)$ is a c.o.s. in $H$, $H_n$ is the span of $e_1, \ldots, e_n$, $\pi_n$ the corresponding finite dimensional projection, and the attribute “finite dimensional” to $u$ means that $u(t,x) = u(\pi_n x, t)$ for all $x$, for some $n \in \mathbb{N}$ and $u_n : \mathbb{R}^n \times [0,T] \to \mathbb{R}$. Here and below we shall always identify $H_n$ with $\mathbb{R}^n$ fixing $(e_n)$.

The ideas of the present work are general, in particular the approach by an auxiliary Fokker-Planck Equation on product space. We develop them under quite general assumptions which include basic cases like stochastic semilinear parabolic equations with linear growth (but see also Remark 14) and, mainly, stochastic 2D and 3D Navier-Stokes equations. A direct solution of the Fokker–Planck equation corresponding to these equations when the noise has the covariance of the class considered here (not trace class or as general as possible) is new; for other approaches to the existence of solutions for the stochastic 2D and 3D Navier-Stokes equations, especially in the direction of general covariance, see for instance [13], [1], [2], [10] in 2D and [11], [16], [14], [17], [18], [15] in 3D.

2 Assumptions and main result

The numbers $a^i \geq 0$ and the measurable functions $b^i : H \times [0,T] \to \mathbb{R}$ are subject to a series of assumptions. We do not assume the finite trace condition $\sum_{i=1}^{\infty} a^i < \infty$ as in [11], [8], but we do not allow dependence on $(x,t)$ (hence our applications restrict to additive noise).

Let $E \subset H$ be a separable Banach space with dense continuous injection. Denote the norm in $E$ by $\| \cdot \|_E$. We assume $e_i \in E$ and other conditions below.
We assume that \( b^i \) have the structure
\[
b^i(x,t) = -\alpha_i^2 x_i + f^i(x,t)
\]
with real numbers \( \alpha_i^2 > 0 \) and continuous functions \( f^i : H \times [0, T] \to \mathbb{R} \).

The basic assumption on the sequences \( (a^i), (\alpha_i^2) \) is
\[
\lim_{i \to \infty} \alpha_i^2 = \infty, \quad \sum_{i=1}^{\infty} \frac{a^i}{\alpha_i^2} < \infty. \tag{1}
\]

Concerning the sequence of functions \( f^i(x,t) \), we assume
\[
|f^i(x,t)| \leq C_i \left(1 + \|x\|_{H^p}^{p_0}\right), \quad f^i(\cdot, t) \text{ locally Lipschitz in } x, \quad \text{uniformly in } t \in [0, T]
\]
for some \( C_i > 0, p_0 \geq 1 \).

Denote by \( V \) the Hilbert space
\[
V = \left\{ x \in H : \|x\|_V^2 := \sum_{i=1}^{\infty} \alpha_i^2 x_i^2 < \infty \right\}
\]
where \( x_i = \langle x, e_i \rangle_H \). It is compactly embedded in \( H \), by assumption (1). Let \( V' \) be the dual space of \( V \) and let us use the identification \( H = H' \), so that \( V \subset H \subset V' \), with dense injections. We write \( (\cdot, \cdot) \) for the dual pairing between \( V' \) and \( V \), so \( (x, y) = \langle x, y \rangle_H \) when \( x \in H, y \in V \). Note that then \( \pi_n \) has a natural extension from \( H \) to \( V' \). We assume also that the Banach space \( E \cap V \) is dense in \( H \).

We assume that there is a Borel function \( f : E \times [0, T] \to V' \) such that \( f^i(x,t) = \langle f(x,t), e_i \rangle \) (in other words, we assume that the series \( f(x,t) := \sum_{i=1}^{\infty} f^i(x,t) e_i \) converges in \( V' \) for all \( x \in E \) and \( t \in [0, T] \)), and on \( f \) we assume for some \( C, k_0 \in (0, \infty) \) and \( \eta \in (0, 1) \)
\[
\langle f(v + z, t), v \rangle \leq \eta \|v\|_V^2 + C \|v\|_{H^p}^2 \left( \|z\|_{E^{p}^{k_0}} + 1 \right) + C \|z\|_{E^{p}^{k_0}} + C \tag{3}
\]
for all \( z \in E, v \in E \cap V \). When \( f \) grows more than linearly, this assumption embodies a form of cancellation.

Let \((\beta_i(t))_{i \geq 0}\) be a sequence of independent Wiener processes on a probability space \((\Omega, \mathcal{F}, P)\) with normal filtration \((\mathcal{F}_t)_{t \geq 0}\). Then the series of stochastic integrals, parametrized by \( \lambda \geq 0 \),
\[
Z^\lambda_t := \sum_{i=1}^{\infty} \int_0^t e^{-(t-s)\alpha_i^2 + \lambda} \sqrt{a^i} d\beta_i(s) e_i \tag{4}
\]
defines a continuous Gaussian process in \( H \), by assumption \((1)\). Our last assumption on \( E \) is that 
\( Z^\lambda \) is an \( L^{2\kappa_0} (0, T; E) \)-valued Gaussian variable \((5)\) and for every \( r > 0 \) one has
\[
\lim_{\lambda \to \infty} P \left( \int_0^T \| Z^\lambda_t \|_E^2 \, dt > r^2 \right) = 0. \tag{6}
\]
Let \((A, D(A))\) and \((Q, D(Q))\) denote the self-adjoint linear operators
\[
D(A) = \left\{ x \in H : \sum_{i=1}^\infty (\alpha_i^2 \langle x, e_i \rangle_H)^2 < \infty \right\}, \quad Ax = -\sum_{i=1}^\infty \alpha_i^2 \langle x, e_i \rangle_H e_i
\]
\[
D(Q) = \left\{ x \in H : \sum_{i=1}^\infty (a_i^2 \langle x, e_i \rangle_H)^2 < \infty \right\}, \quad Qx = \sum_{i=1}^\infty a_i^2 \langle x, e_i \rangle_H e_i.
\]
Then \( Z^\lambda_t, t \geq 0 \), defined in \((4)\), can be rewritten as
\[
Z^\lambda_t = \int_0^t e^{(t-s)(A-\lambda)} \sqrt{Q} dW_s, \quad t \geq 0,
\]
which is a continuous Gaussian process in \( H \), with trace class covariance
(by assumption \((1)\))
\[
Q^\lambda_t = \int_0^t e^{s(A-\lambda)} Q e^{s(A-\lambda)} ds, \quad t \geq 0.
\]
By assumption \((5)\), \( Z^\lambda_t \) is an \( L^2 (0, T; E) \)-valued Gaussian variable and solves the linear stochastic equation in \( H \)
\[
dZ^\lambda_t = AZ^\lambda_t dt + \sqrt{Q} dW_t - \lambda Z^\lambda_t dt, \quad Z^\lambda_0 = 0.
\]
Remark 1 Under a natural condition on \( e^{tA}, t \geq 0 \), \((5)\) with \( Z^\lambda_0 \) replacing \( Z^\lambda_t \) actually implies \((6)\). Indeed, under the assumption that the restriction of \( e^{tA}, t \geq 0 \), is a strongly continuous semigroup on \( E \), \((4)\) holds. This can be proved as follows: fix \( i \in \mathbb{N} \). Then by Itô’s product rule
\[
e^M \int_0^t e^{\alpha_i^2 s} d\beta_i(s) = \int_0^t e^{\lambda s} e^{\alpha_i^2 s} d\beta_i(s) + \int_0^t \int_0^s e^{\alpha_i^2 r} d\beta_i(r) \lambda e^{\lambda s} ds.
\]
Hence
\[
\int_0^t e^{-(t-s)(\alpha_i^2 + \lambda)} d\beta_i(s) = \int_0^t e^{-(t-s)\alpha_i^2} d\beta_i(s)
\]
\[- \int_0^t \int_0^s e^{-(t-r)\alpha_i^2} d\beta_i(r) \lambda e^{-\lambda(t-s)} ds.
\]
Multiplying by $\sqrt{a^i e_i}$ and taking summation over $i \in \mathbb{N}$ (here the convergence holds in $H$), we obtain

$$Z^\lambda_t = \int_0^t e^{(t-s)A} \sqrt{Q} \, dW_t - \int_0^t e^{(t-s)A} \int_0^s e^{(s-r)A} \sqrt{Q} \, dW_r \lambda e^{-\lambda(t-s)} \, ds$$

$$= Z^0_t - (1 - e^{-\lambda t}) \int_0^t e^{(t-s)A} Z^0_s \rho_\lambda(t-s) \, ds,$$

where $\rho_\lambda(t-s) = \mathbb{1}_{[0,t]}(s)(1 - e^{-\lambda t})^{-1} \lambda e^{-\lambda(t-s)}$ weakly converges to the Dirac measure in $t$ as $\lambda \to \infty$.

Hence, since $Z^0_t \in E$ for $dt$–a.e. $t \in [0,T]$, it follows that

$$\lim_{\lambda \to \infty} \int_0^T \|Z^\lambda_t\|^2_E \, dt = 0 \quad P\text{-a.s.,}$$

in particular (6) holds.

More precisely,

$$\left(\int_0^T \|Z^0_t - \int_0^t e^{(t-s)A} Z^0_s \rho_\lambda(t-s) \, ds\|^2_E \, dt\right)^{1/2}$$

$$= \left(\int_0^T \|\int_0^t (Z^0_t - e^{(t-s)A} Z^0_s) \rho_\lambda(t-s) \, ds\|^2_E \, dt\right)^{1/2}$$

$$\leq \left(\int_0^T T \int_0^t \|Z^0_t - e^{sA} Z^0_{t-s}\|^2_E \, dt \rho_\lambda(s) \, ds\right)^{1/2}$$

$$\leq T^{1/2} \left[\int_0^T \int_0^T \|Z^0_t - Z^0_{t-s}\|^2_E \, dt \rho_\lambda(s) \, ds\right]^{1/2}$$

$$+ T^{1/2} \left[\int_0^T \int_0^{T-s} \|(1 - e^{sA}) Z^0_t\|^2_E \, dt \rho_\lambda(s) \, ds\right]^{1/2}.$$

Since for $P$-a.e. $\omega \in \Omega$ the first inner integral is continuous and bounded in $s \in [0,T]$, this implies (7).

**Remark 2** The limit property in assumption (6) is needed because of the power 2 of $\|z\|^2_E$ in the term $C \|v\|^2_H (\|z\|^2_E + 1)$ of assumption (3), which is a sort of critical value case; if instead we took the term $C \|v\|^2_H (\|z\|^\beta_E + 1)$ with $\beta < 2$ in (3), we only need $Z^\lambda$ being $L^2(0,T;E)$-valued, but this is too restrictive for applications to Navier-Stokes equations.
We define $D(L)$ to be the linear space of finite dimensional regular functions $u : H \times [0, T] \to \mathbb{R}$, i.e. $u(t, x) = u_N(\langle e_1, x \rangle, \ldots, \langle e_N, x \rangle, t)$ such that $u_N \in C^{2,1}_b(\mathbb{R}^N \times [0, T])$ and $u(x, T) = 0$. $D(L)$ is then a (point and measure) separating class.

**Definition 3** A family of Borel probability measures $(\mu_t(dx))_{t \in [0,T]}$ on $H$, measurable in $t$, is a solution of the Fokker-Planck equation (FPE) above if

$$\int_0^T \int_H \|x\|_{H}^{p_0} \mu_t(dx) dt < \infty,$$

where $p_0$ is given in assumption (2), and

$$\int_0^T \int_H (Lu)(x,t) \mu_t(dx) dt + \int_H u(x,0) \mu_0(dx) = 0$$

for all $u \in D(L)$.

The double integral in the above formulation is then well defined (see Remark 5 below) because of (2) and the assumed moment condition. We can now state our main theorem.

**Theorem 4** Under the assumptions (1)-(6), for any Borel probability measure $\mu_0$ on $H$ such that

$$\int_H \|x\|_{H}^{p_1} \mu_0(dx) < \infty$$

for some $p_1 > p_0$, equation (FPE) has a solution.

In Section 5 we shall give two examples: the case of measurable drift of at most linear growth and the 2D and 3D Navier-Stokes equations.

3 Auxiliary Fokker-Planck equation on product space

On finite dimensional regular functions $\tilde{u}(v, z, t), \tilde{u} : H \times H \times [0, T] \to \mathbb{R}$, more precisely for $\tilde{u} \in D(\tilde{L})$, where $D(\tilde{L})$ is defined analogously to $D(L)$ with $H \times H$ replacing $H$, define the auxiliary Kolmogorov operator

$$(\tilde{L}\tilde{u})(v, z, t) := \frac{\partial \tilde{u}}{\partial t}(v, z, t) + \sum_{i=1}^{\infty} \left( (a^i \partial^2_{z_i} - (\alpha_i^2 + \lambda) z_i \partial_{z_i}) \tilde{u} \right)(v, z, t)$$

$$+ \sum_{i=1}^{\infty} \left( -\alpha_i^2 v_i + f^i(v + z, t) + \lambda z_i \right)(\partial_{v_i} \tilde{u})(v, z, t).$$
Here $\lambda \geq 0$ is a parameter. In the simplest cases (application to drifts of at most linear growth, for instance) we could simply take $\lambda = 0$, but for some applications we need suitable values of $\lambda$. The trick of this parameter has been introduced in [9] to prove the existence of random attractors for the Navier-Stokes equations, and here it will be used to prove moment estimates for solutions.

**Definition 5** A family of Borel probability measures $(\tilde{\mu}_t (dv, dz))_{t \in [0,T]}$ on $H \times H$, measurable in $t$, is a solution of the Fokker-Planck equation on product space

$$\tilde{L}^* \tilde{\mu} = 0, \quad \tilde{\mu}|_{t=0} = \tilde{\mu}_0,$$

(\text{FP})

if

$$\int_0^T \int_{H \times H} (\|v\|_{p_0}^p + \|z\|_{p_0}^p) \tilde{\mu}_t (dv, dz) \, dt < \infty,$$

where $p_0$ is given in assumption (2), and

$$\int_0^T \int_{H \times H} \left( \tilde{L}\tilde{u} \right) (v, z, t) \tilde{\mu}_t (dv, dz) \, dt + \int_{H \times H} \tilde{u} (v, z, 0) \tilde{\mu}_0 (dv, dz) = 0$$

for all $\tilde{u} \in D(\tilde{L})$.

**Remark 6** The double integral in the above formulation is well defined. Indeed, when $\tilde{u} \in D(\tilde{L})$, the term $\sum_{i=1}^{\infty} \left( (a_i^2 \partial_{z_i}^2 - (\alpha_i^2 + \lambda) z_i \partial_{z_i}) \tilde{u} \right) (v, z, t)$ reduces to a finite sum and we have the bound

$$\left| \sum_{i=1}^{\infty} \left( (a_i^2 \partial_{z_i}^2 - (\alpha_i^2 + \lambda) z_i \partial_{z_i}) \tilde{u} \right) (v, z, t) \right| \leq C + C \|z\|_H$$

which is integrable with respect to $\tilde{\mu}_t (dv, dz) \, dt$ by the integrability assumption of the definition. Similarly, the term

$$\sum_{i=1}^{\infty} (-\alpha_i^2 v_i + f_i (v + z, t) + \lambda z_i) (\partial_{v_i} \tilde{u}) (v, z, t)$$

reduces to a finite sum and we have the bound

$$\left| \sum_{i=1}^{\infty} (-\alpha_i^2 v_i + f_i (v + z, t) + \lambda z_i) (\partial_{v_i} \tilde{u}) (v, z, t) \right| \leq C \|v\|_H + C \sum_{i=1}^{N} |f_i (v + z, t)| + C \|z\|_H$$
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for some $N > 0$, and thus by our main assumptions this is dominated by

$$C \|v\|_H + C_{N,p} (1 + \|v\|_H^p + \|z\|_H^p) + C \|z\|_H,$$

which is again integrable with respect to $\tilde{\mu}_t (dv, dz) dt$.

**Remark 7** Let $\pi_i : H \times H \to H$, $i = 1, 2$, denote the canonical projections and fix $t \in [0, T]$. Then $\tilde{\mu}_t \circ \pi_2^{-1} = \text{the law of } Z_t^\lambda = N_{Q_t}$, i.e. the mean zero Gaussian measure on $H$ with covariance operator $Q_t$, where

$$Q_t := \int_0^t e^{-2s(A+\lambda)}Q ds.$$

Indeed, it is easy to check that $(\tilde{\mu}_t \circ \pi_2^{-1})(dx) dt$ solves (FPE) with $L$ replaced by

$$L_0 u := \frac{\partial u}{\partial t} + \sum_{i=1}^{\infty} (a_i^2 \partial_{z_i}^2 - (\alpha_i^2 + \lambda) z_i) \partial_{z_i} u,$$

with domain $D(L)$ (as above) and $\mu_0 = \delta_0$. But for this Fokker–Planck equation $(N_{Q_t})_{t \in [0, T]}$ is the unique solution.

**Remark 8** In Definition 5 it is sufficient to assume

$$\int_0^T \int_{H \times H} \left( \|v + z\|_H^{p_0} + \|v\|_H + \|z\|_H \right) \tilde{\mu}_t (dv, dz) dt < \infty.$$

**Lemma 9** If $\tilde{\mu}_t (dv, dz) dt$ is a solution of (FPE) on product space and if $\tilde{\mu}_0$ and $\mu_0$ are related by the condition

$$\int_{H \times H} \varphi (v + z) \tilde{\mu}_0 (dv, dz) = \int_H \varphi (x) \mu_0 (dx) \quad (8)$$

then $\mu_t (dx)$, defined for all $t \in [0, T]$ as

$$\int_H \varphi (x) \mu_t (dx) := \int_{H \times H} \varphi (v + z) \tilde{\mu}_t (dv, dz), \quad \varphi \in C_b (H), \quad (9)$$

is a weak solution of (FPE).

**Proof. Step 1.** Let $u \in D(L)$. Define

$$\tilde{u} (v, z, t) := u (v + z, t).$$
Then we have

\[(Lu) (v + z, t) = \frac{\partial u}{\partial t} (v + z, t) + \sum_{i=1}^{\infty} a_i (\partial^2_{x_i} u) (v + z, t) + \sum_{i=1}^{\infty} b^i (v + z, t) (\partial u) (v + z, t)\]

\[(\tilde{L}\tilde{u}) (v, z, t) = \frac{\partial u}{\partial t} (v + z, t) + \sum_{i=1}^{\infty} (a^i \partial^2_{x_i} - (\alpha^2 + \lambda) z_i \partial_{x_i}) u (v + z, t)
+ \sum_{i=1}^{\infty} (-\alpha^2_i v_i + f^i (v + z, t) + \lambda z_i) (\partial u) (v + z, t)\]

\begin{align*}
= \frac{\partial u}{\partial t} (v + z, t) + \sum_{i=1}^{\infty} a^i (\partial^2_{x_i} u) (v + z, t)
+ \sum_{i=1}^{\infty} (-\alpha^2_i (v_i + z_i) + f^i (v + z, t)) (\partial u) (v + z, t).\
\end{align*}

So, we deduce

\[(Lu) (v + z, t) = (\tilde{L}\tilde{u}) (v, z, t).\]

**Step 2.** The integrability condition of Definition \(\text{[\ref{def:mu}]}\) holds, since by definition of \(\mu_t (dx)\), we have

\[
\int_0^T \int_H \|x\|_H^p \mu_t (dx) \, dt = \int_0^T \int_{H \times H} \|v + z\|_H^p \tilde{\mu}_t (dv, dz) \, dt
\leq C_p \int_0^T \int_{H \times H} (\|v\|_H^p + \|z\|_H^p) \tilde{\mu}_t (dv, dz) \, dt < \infty.
\]

**Step 3.** By definition of \(\mu_t (dx)\), we have

\[
\int_0^T \int_H (Lu) (x, t) \mu_t (dx) \, dt = \int_0^T \int_{H \times H} (Lu) (v + z, t) \tilde{\mu}_t (dv, dz) \, dt.
\]

Hence, by the previous step, with \(\tilde{u} (v, z, t) := u (v + z, t)\),

\[
\int_0^T \int_H (Lu) (x, t) \mu_t (dx) \, dt = \int_0^T \int_{H \times H} (\tilde{L}\tilde{u}) (v, z, t) \tilde{\mu}_t (dv, dz) \, dt.
\]

This and \(\text{[\ref{eq:claim}]}\) imply the claim of the lemma.  \(\blacksquare\)
Remark 10 For a given Borel probability measure $\mu_0$ on $H$ it is easy to find a Borel probability measure $\tilde{\mu}_0$ on $H \times H$ such that (8) holds. Simply, define

$$\tilde{\mu}_0 (dv, dz) := \varepsilon_{(0, x)} (dv, dz) \mu_0 (dx)$$

where $\varepsilon_{(0, x)}$ is the Dirac measure in $(0, x) \in H \times H$. Then clearly (8) holds. Then the second marginal of $\tilde{\mu}_0$ is just $\mu_0$. Another choice with first marginal equal to $\mu_0$ is $\tilde{\mu}_0 = \mu_0 \otimes \delta_0$. Hence any convex combination of these two satisfies (8).

Thus, to prove existence of solutions of (FPE), it is sufficient to solve the auxiliary Fokker-Planck equation (\(\tilde{\text{FPE}}\)), with suitable initial condition.

4 Existence theorem for the auxiliary equation (\(\tilde{\text{FPE}}\))

In this section we want to prove the existence of a solution to the equation (called above (\(\tilde{\text{FPE}}\))

$$\int_0^T \int_{H \times H} \left( \tilde{L} \tilde{u} \right) (v, z, t) \tilde{\mu}_t (dv, dz) dt + \int_{H \times H} \tilde{u} (v, z, 0) \tilde{\mu}_0 (dv, dz) = 0$$

with the initial condition $\tilde{\mu}_0 = \mu_0 \otimes \delta_0$. This initial condition satisfies (8). One can decompose $\tilde{\mu}_0$ in other ways (see Remark 10).

Theorem 11 Let the assumptions (1) - (6) hold and let $\mu_0$ be a Borel probability measure on $H$ such that

$$\int_H \|x\|_p^p \mu_0 (dx) < \infty$$

for some $p_1 > p_0$. Then there exists $\lambda_0 \geq 0$ such that for every $\lambda \geq \lambda_0$ equation (\(\tilde{\text{FPE}}\)) has a solution.

The proof is done in the following subsections. By Lemma 9, this proves our main Theorem 4.

4.1 A consequence of Fernique’s theorem

Proposition 12 For every $K > 0$ there is $\lambda_0 > 0$ such that for all $\lambda \geq \lambda_0$

$$E \left[ e^{\int_0^T K \|Z_t\|_2^2 dt} \right] \leq e^{\frac{1}{4}} + \frac{e^2}{e^2 - 1}. \quad (10)$$
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Proof. Since $Z^\lambda$ is a Gaussian r.v. in the Banach space $L^2(0,T;E)$, Fernique’s theorem states that there exists $\gamma_0 > 0$ such that

$$E \left[ e^{\gamma \int_0^T \|Z^\lambda_t\|_E^2 dt} \right] < \infty$$

for all $\gamma \in (0,\gamma_0)$. We need a relation between $\lambda$ and $\gamma_0$, so we use the following version of Fernique’s theorem (see [12]): given an $L^2(0,T;E)$-valued Gaussian variable $Z$, if two real numbers $\gamma, r > 0$ satisfy

$$\log \left( \frac{1 - P \left( \|Z\|_{L^2(0,T;E)} \leq r \right)}{P \left( \|Z\|_{L^2(0,T;E)} \leq r \right)} \right) + 32\gamma r^2 \leq -1,$$

then

$$E \left[ e^{\gamma \|Z\|_{L^2(0,T;E)}^2} \right] \leq e^{16\gamma r^2} + \frac{e^2}{e^2 - 1}.$$

Now, given $K > 0$, choose $r = \frac{1}{8\sqrt{K}}$. By assumption (6), there exists $\lambda_0 > 0$ such that

$$P \left( \int_0^T \|Z^\lambda_t\|_E^2 dt \leq r \right) \geq \frac{1}{e^{-3/2} + 1}, \quad \forall \lambda \geq \lambda_0.$$

Then

$$\log \left( \frac{1 - P \left( \int_0^T \|Z^\lambda_t\|_E^2 dt \leq r \right)}{P \left( \int_0^T \|Z^\lambda_t\|_E^2 dt \leq r \right)} \right) \leq -\frac{3}{2}.$$

Therefore,

$$\log \left( \frac{1 - P \left( \|Z^\lambda\|_{L^2(0,T;E)} \leq r \right)}{P \left( \|Z^\lambda\|_{L^2(0,T;E)} \leq r \right)} \right) + 32Kr^2 \leq -1.$$

By the previous version of Fernique’s theorem we have

$$E \left[ e^{K \|Z^\lambda\|_{L^2(0,T;E)}^2} \right] \leq e^t + \frac{e^2}{e^2 - 1}.$$

The proof is complete. \qed

4.2 Approximating problem, moment estimate

We use the same notations and objects of the previous subsection but we enlarge, if necessary, the filtered probability space $(\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \geq 0}, P)$.
in such a way that there exists an \( \mathcal{F}_0 \)-measurable r.v. \( V(0) \) with law \( \mu_0 \).

Set

\[
A_n x = -\sum_{i=1}^{n} \alpha_i^2 \langle x, e_i \rangle_H e_i, \quad f_n(x,t) = \sum_{i=1}^{n} f^i(x,t) e_i = \pi_n f(x,t)
\]

(the latter equality is true only for \( x \in E \)). Consider the finite dimensional system in \( \pi_n(H) \) for the unknown \( V_n(t) \), driven by the known Gaussian process \( Z^\lambda_t \) defined in the previous section:

\[
d V_n(t) = A_n V_n(t) + f_n(V_n(t) + Z^\lambda_t,t) + \lambda \pi_n(Z^\lambda_t), \quad V_n(0) = \pi_n V(0).
\]

This is a random differential equation. For each \( n \in \mathbb{N} \) and \( \lambda > 0 \), as a stochastic equation, it has a unique global continuous \( \mathcal{F}_t \)-adapted solution \( V_n \) (a strong solution, in the stochastic sense). Indeed, given any continuous path of \( Z^\lambda_t \), this follows from the local Lipschitz property of each \( f^i \), and assumption (3). (See e.g. [19, Theorem 3.1.1]). Whence a unique global solution is established for \( P \)-a.e. \( \omega \in \Omega \) (those for which \( Z^\lambda(\omega) \) is continuous) and it is an adapted process, by uniqueness.

Notice that \( Z^\lambda_t \in E \) for \( dt \)-a.e. \( t \in [0,T] \) and \( V_n(t) \in E \cap V \) (because \( \pi_n(H) \subset E \cap V \) for every \( t \in [0,T] \), with probability one. Thus we may apply the inequalities of our assumptions with \( z = Z^\lambda_t \) and \( \nu = V_n(t) \).

Using the notations of inner product and norm of \( H \) also in \( H_n \), from assumption (3) we have

\[
\frac{1}{2} \frac{d}{dt} \| V_n \|_H^2 - \langle A_n V_n, V_n \rangle_H \leq \langle f_n(V_n + Z^\lambda_t,t) , V_n \rangle_H + \lambda \| Z^\lambda \|_H \| V_n \|_H
\]

\[
\leq \eta \langle A_n V_n, V_n \rangle_H + C \| V_n \|_H^2 \left( \| Z^\lambda \|_E^2 + 1 \right) + C \| Z^\lambda \|_E^{k_0} + C \lambda^2 \| Z^\lambda \|_H^2 + \| V_n \|_H^2.
\]

Just in order to unify some expressions, and without restriction, let us assume from now on that \( k_0 \geq 2 \); otherwise it is only a matter of keeping explicitly the term \( \| Z^\lambda \|_H^2 \). With possibly changing constants \( C \), we have

\[
\frac{d}{dt} \| V_n \|_H^2 - \langle A_n V_n, V_n \rangle_H \leq C \| V_n \|_H^2 \left( \| Z^\lambda \|_E^2 + 1 \right) + (C + \lambda^2) \| Z^\lambda \|_E^{k_0} + C. 
\]

By Gronwall’s lemma we get (using also \( \| V_n(0) \|_H^2 \leq \| V(0) \|_H^2 \))

\[
\| V_n(t) \|_H^2 \leq e^{I^{\lambda(0,t)}_n \| V(0) \|_H^2} + \int_0^t e^{I^{\lambda(s,t)}_n \left( (C + \lambda^2) \| Z^\lambda_s \|_E^{k_0} + C \right) ds,
\]

\[
12
\]
where

\[ I^\lambda (s, t) = C \int_s^t \left( \| Z^\lambda_r \|_E^2 + 1 \right) \, dr \]

and thus

\[ \| V_n (t) \|_H^2 \leq e^{I^\lambda (0, T)} \left[ \| V (0) \|_H^2 + \int_0^T \left( (C + \lambda^2) \| Z^\lambda_s \|_E^{k_0} + C \right) ds \right]. \]

We have denoted the constant in \( I^\lambda (s, t) \) by \( C \) to emphasize that it is not a generic constant, but the one obtained so far in that estimate; it does not depend on \( \lambda \), neither on \( n \) and nor on \( \omega \).

Notice that this inequality gives us

\[ \| V_n (t) \|_H \leq e^{I^\lambda (0, T)} \left[ \| V (0) \|_H + \int_0^T \left( (C + \lambda^2) \| Z^\lambda_s \|_E^{k_0} + C \right) ds \right]^{1/2} \]

so we are not limited to work in the sequel with powers of \( \| V_n (t) \|_H \) greater than 2.

Let \( p_1 > p_0 \) be the value given in the assumptions of the theorem.

**Lemma 13** For every \( p \in (p_0, p_1) \), there exists \( \lambda_p \geq 0 \) and \( C_p > 0 \) such that, using the process \( Z^\lambda_p \) in the previous construction, we have

\[ E \left[ \sup_{t \in [0, T]} \| V_n (t) \|_H^p \right] \leq C_p \] (13)

for every \( n \in \mathbb{N} \).

**Proof.** From inequality (12) we deduce

\[ \| V_n (t) \|_H^p \leq e^{t I^\lambda (0, T)} \left[ \| V (0) \|_H^p + \int_0^T \left( (C + \lambda^2) \| Z^\lambda_s \|_E^{k_0} + C \right) ds \right]^{p/2} \]

hence, for every \( q, q' \in (1, \infty) \) such that \( \frac{1}{q} + \frac{1}{q'} = 1 \),

\[ E \left[ \sup_{t \in [0, T]} \| V_n (t) \|_H^p \right] \leq C_{p,q,T} E \left[ e^{t I^\lambda (0, T)} \right]^{1/q} E \left[ \| V (0) \|_H^{pq} \right]^{1/q'} \]

\[ + C_{p,q,T} E \left[ e^{t I^\lambda (0, T)} \right]^{1/q} E \left[ \left( \int_0^T \left( (C + \lambda^2) \| Z^\lambda_s \|_E^{k_0} + C \right) ds \right)^{pq'/2} \right]^{1/q'} . \]

Choose \( q' \) such that \( pq' = p_1 \); this gives us \( E \left[ \| V (0) \|_H^{pq'} \right] < \infty \). Choose \( \lambda \), depending on \( p, q, C \), such that \( E \left[ e^{t I^\lambda (0, T)} \right] < \infty \); this is possible
because of Proposition 12. Finally, for those values of the parameters, the last expected value of the last inequality is finite because \(Z^\lambda\) is a Gaussian variable in \(L^{k_0} (0, T; E)\), see assumption (5). The proof is complete. ■

4.3 An additional estimate

Inequality (11) also gives us

\[
- \int_0^T \langle A_n V_n, V_n \rangle_H \, ds \leq \|V_n (0)\|_{\mathcal{H}}^2 + C \int_0^T \|V_n\|_{\mathcal{H}}^2 \left( \|Z^\lambda\|_{E}^2 + 1 \right) \, ds \\
+ (C + \lambda^2) \int_0^T \|Z^\lambda\|_{E}^{k_0} \, ds + CT.
\]

Recalling the definition of the Hilbert space \(V\) given in the introduction, we have proved our additional estimate:

\[
\int_0^T \|V_n (s)\|_{\mathcal{V}}^2 \, ds \leq \|V_n (0)\|_{\mathcal{H}}^2 + C \int_0^T \|V_n\|_{\mathcal{H}}^2 \left( \|Z^\lambda\|_{E}^2 + 1 \right) \, ds \\
+ (C + \lambda^2) \int_0^T \|Z^\lambda\|_{E}^{k_0} \, ds + CT.
\]

In fact, for our later purposes we may simplify it as follows:

\[
\int_0^T \|V_n (s)\|_{\mathcal{V}}^2 \, ds \leq C \sup_{[0, T]} \|V_n\|_{\mathcal{H}}^4 + \left( \int_0^T \|Z^\lambda\|_{E}^{k_0} \, ds \right)^2 + C \tag{14}
\]

for all \(n \in \mathbb{N}\) with a new constant \(C\), depending also on \(\lambda\) and \(T\), but independent of \(n\) and \(\omega\).

4.4 Approximating Fokker-Planck equation

Given \(n \in \mathbb{N}\) define \(D(\tilde{L}_n)\) to be the span of all functions \(\tilde{u}_n : H_n \times H \times [0, T] \to \mathbb{R}\) such that

\[
\tilde{u}_n (v, z, t) = \tilde{u}_{n,N} (v, \langle e_1, z \rangle, ..., \langle e_N, z \rangle, t),
\]

for some \(\tilde{u}_n,N \in C_b^{2,1} (H_n \times H_N \times [0, T])\) (i.e. \(C^2\) on \(H_n \times H_N\) and \(C^1\) on \([0, T]\)) and \(\tilde{u}_n (v, z, T) = 0\). Consider on \(H_n \times H\) the Fokker-Planck equation

\[
\int_0^T \int_{H_n \times H} \left( \tilde{L}_n \tilde{u}_n \right) (v, z, t) \tilde{\mu}_n^a \, (dv, dz) \, dt \\
+ \int_{H_n \times H} \tilde{u}_n (v, z, 0) \tilde{\mu}_0^a \, (dv, dz) = 0, \quad \forall \tilde{u}_n \in D(\tilde{L}_n),
\]

\(\widehat{FPE^n}\)
where for \((v, z, t) \in H_n \times H \times [0, T]\)

\[
\left( \widetilde{L}_n \widetilde{u}_n \right)(v, z, t) := \frac{\partial \widetilde{u}_n}{\partial t}(v, z, t) + \sum_{i=1}^{\infty} \left( (a_i^2 \partial_{z_i} - \left( \alpha_i^2 + \lambda \right) z_i \partial_{z_i} ) \right) \widetilde{u}_n(v, z, t)
\]

\[+ \sum_{i=1}^{n} \left( -\alpha_i^2 v_i + f_i(v + z, t) + \lambda z_i \right) \left( \partial_{v_i} \widetilde{u}_n \right)(v, z, t).\]

The initial measure \(\widetilde{\mu}_0^n\) is, by definition, the projection on \(H_n \times H\) of the given initial datum \(\widetilde{\mu}_0\).

Let \((V_n, Z^n)\) be the process constructed in the previous section. For \(n \in \mathbb{N}, \ t \in [0, T]\), define \(\widetilde{\mu}_t^n(dv, dz)\) to be the law of \((V_n(t), Z^n_t)\). Then clearly \(\widetilde{\mu}_t^n(dv, dz)dt\) solves \((FPE^n)\) by Itô's formula. Replacing \(\widetilde{u}_n(v, z, t)\) in \((FPE^n)\) by \(\varphi(t) \widetilde{u}_n(v, z, t)\) for \(\varphi \in C^0([0, T])\) we easily see that \((FPE^n)\) is equivalent to

\[
\int_{H_n \times H} u(v, z, t) \widetilde{\mu}_t^n(dv, dz) = \int_{H_n \times H} u(v, z, 0) \widetilde{\mu}_0^n(dv, dz)
\]

\[+ \int_0^t \int_{H_n \times H} \widetilde{L}_n u(v, z, s) \widetilde{\mu}_s^n(dv, dz) ds, \ \forall \ t \in [0, T], \ u \in D(\widetilde{L}_n).
\]

(see [7, Remark 1.2] for details.) Hence an easy consideration shows that the above equation also holds for all \(\varphi \in FC^2_0\), i.e. all functions \(\varphi : H \times H \to \mathbb{R}\) of the form

\[
\varphi(v, z) = \varphi_N((e_1, v), ..., (e_N, v), (e_1, z), ..., (e_N, z)),
\]

where \(N \in \mathbb{N}, \varphi_N \in C^2_0(\mathbb{R}^N \times \mathbb{R}^N)\). Hence it follows from Remark 6 and Lemma 13 that for every \(\varphi \in FC^2_0\) the \(\mathbb{R}\)-valued maps

\[
t \to \widetilde{\mu}_t^n(\varphi) := \int_{H_n \times H} \varphi(v, z) \widetilde{\mu}_t^n(dv, dz), \ n \in \mathbb{N},
\]

are equicontinuous on \([0, T]\).

### 4.5 Passage to the limit

**Step 1.** Convergence of a subsequence of \(\widetilde{\mu}_t^n, \ n \in \mathbb{N}\), for all \(t \in [0, T]\).

First we extend \(\widetilde{\mu}_t^n\) from a measure on \(H_n \times H\) to a measure on \(H \times H\) as follows. Let \(H_n^\perp\) be the orthogonal complement of \(H_n\) in \(H\), \(\delta_0\) the Dirac measure on \(H_n^\perp\) with mass at \(0 \in H_n^\perp\) and \(\Lambda : H_n \times H_n^\perp \times H \to H \times H\) defined by

\[
\Lambda((v_n, v_n^\perp, z)) = (v_n + v_n^\perp, z), \ v_n \in H_n, \ v_n^\perp \in H_n^\perp, \ z \in H.
\]
Then the image under \( \Lambda \) of the measure \( \tilde{\mu}_t^n (dv_n, dz) \otimes \delta_0 (dv_n^\perp) \) extends \( \tilde{\mu}_t^n \) to \( H \times H \). Let us also denote this extension by \( \tilde{\mu}_t^n \). Then we have for any integrable function \( g : H \times H \rightarrow \mathbb{R} \):

\[
\int_{H \times H} g(v, z) \tilde{\mu}_t^n (dv, dz) \nonumber
\]

\[
= \int_{H_n \times H_n^\perp \times H} g(v_n + v_n^\perp, z) \tilde{\mu}_t^n (dv_n, dz) \otimes \delta_0 (dv_n^\perp) \tag{15}
\]

\[
= \int_{H_n \times H} g(v_n, z) \tilde{\mu}_t^n (dv_n, dz) \otimes \delta_0 (dv_n^\perp)
\]

\[
= \int_{H \times H} g(\pi_n(v), z) \tilde{\mu}_t^n (dv, dz).
\]

Furthermore, by Remark 7 and Lemma 13 for each \( t \in [0, T] \)

\[
\sup_{n \in \mathbb{N}} \int_{H \times H} (\|v\|_H^p + \|z\|_H^2) \tilde{\mu}_t^n (dv, dz) < +\infty, \tag{16}
\]

for any \( p \) given in Lemma 13. Closed balls in \( H \times H \) are compact and metrizable with respect to the weak topology \( \tau_w \). Hence by [3, Theorem 8.6.7] and a diagonal argument we can find a subsequence \( \tilde{\mu}_{t_k}^n \), \( k \in \mathbb{N} \), such that \( (\tilde{\mu}_{t_k}^n) \) converges \( \tau_w \)-weakly to a probability measure \( \tilde{\mu}_t \) on \( H \times H \) as \( k \rightarrow \infty \) for all \( t \in [0, T] \cap \mathbb{Q} \). Now let \( t \in [0, T] \setminus \mathbb{Q} \). We claim that also for such \( t \) the sequence \( (\tilde{\mu}_{t_k}^n) \) converges \( \tau_w \)-weakly to some probability measure \( \tilde{\mu}_t \) on \( H \times H \). Since by (16) also \( (\tilde{\mu}_{t_k}^n) \) has \( \tau_w \)-convergent subsequences, we only have to identify the limit points. So, let \( n_{kl} \), \( l \in \mathbb{N} \), be a subsequence such that \( (\tilde{\mu}_{t_k}^n) \) \( \tau_w \)-weakly converges to some probability measure \( \tilde{\nu}_t \) on \( H \times H \) as \( l \rightarrow \infty \). Then by the equicontinuity proved in Section 4.4 we have for all \( \varphi \in \mathcal{F}C_b^2 \) (which are all weakly continuous)

\[
\int_{H \times H} \varphi \, d\tilde{\nu}_t = \lim_{l \rightarrow \infty} \int_{H \times H} \varphi \, d\tilde{\mu}_{t_k}^n \nonumber
\]

\[
= \lim_{l \rightarrow \infty} \lim_{s \rightarrow t, s \in \mathbb{Q} \setminus \{t\}} \int_{H \times H} \varphi \, d\mu_{t_k}^n = \lim_{s \rightarrow t, s \in \mathbb{Q} \setminus \{t\}} \int_{H \times H} \varphi \, d\tilde{\mu}_s.
\]

Since \( \mathcal{F}C_b^2 \) is a measure separating class, this proves our claim.

**Step 2.** Convergence of a subsequence of \( \tilde{\mu}_t^n (dv, dz) dt \).

Let \( (\gamma_i) \subset [1, \infty) \) such that

\[
\gamma_i \uparrow \infty, \quad \sum_{i=1}^{\infty} \frac{\alpha_i}{\alpha_i^2} < \infty.
\]
Define the operator $\Gamma$ on $H$ by

$$
\begin{align*}
\Gamma x &:= \sum_{i=1}^{\infty} \gamma_i^{1/2} \langle x, e_i \rangle e_i, \\
D(\Gamma) &:= \left\{ x \in H : \sum_{i=1}^{\infty} \gamma_i \langle x, e_i \rangle^2 < \infty \right\}
\end{align*}
$$

Then $\Gamma$ has compact level sets and furthermore

$$
\mathbb{E}[\|\Gamma(Z_t^\lambda)\|_H^2] = \sum_{i=1}^{\infty} \gamma_i a_i^2 \int_0^t e^{-2(t-s)(\alpha_i^2+\lambda)} ds
$$

$$
= \frac{1}{2} \sum_{i=1}^{\infty} \gamma_i \frac{a_i^2}{\alpha_i^2 + \lambda} (1 - e^{-2t(\alpha_i^2+\lambda)})
$$

$$
\leq \frac{1}{2} \sum_{i=1}^{\infty} \gamma_i \frac{a_i^2}{\alpha_i^2} =: C_\gamma < \infty.
$$

Hence it follows from (5), (14) and Lemma 13

$$
\sup_{n \in \mathbb{N}} \int_0^T \int_{H \times H} (\|v\|_V^2 + \|\Gamma z\|_H^2) \bar{\mu}_t^n(dv, dz) dt < \infty.
$$

But the function $(v, z) \rightarrow \|v\|_V^2 + \|\Gamma z\|_H^2$ has compact level sets on $H \times H$, hence (selecting a subsequence if necessary) $\bar{\mu}_t^{n_k}(dv, dz)$, where $n_k, k \in \mathbb{N}$, is as in Step 1, weakly converges to a finite measure $\bar{\mu}(dt, dv, dz)$ on $[0, T] \times H \times H$ as $k \to \infty$. But for $u \in D(\bar{L})$ we then have by Lebesgue’s dominated convergence theorem

$$
\int_0^T \int_{H \times H} u(v, z, t)\bar{\mu}_t(dv, dz) dt = \lim_{k \to \infty} \int_0^T \int_{H \times H} u(v, z, t)\bar{\mu}_t^{n_k}(dv, dz) dt
$$

$$
= \int_0^T \int_{H \times H} u(v, z, t)\bar{\mu}(dt, dv, dz).
$$

Since $D(\bar{L})$ is a measure separating class, it follows that $\bar{\mu}(dt, dv, dz) = \bar{\mu}_t(dv, dz) dt = \bar{\mu}_t^{n_k}(dv, dz) dt$ weakly on $H \times H \times [0, T]$ as $k \to \infty$.

Step 3. Passage to the limit.

Just to simplify notations, assume that the whole sequence $(\bar{\mu}_t^{n_k}(dv, dz) dt)_{n \in \mathbb{N}}$ weakly converges to $\bar{\mu}_t(dv, dz) dt$ on $[0, T] \times H \times H$. 
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We have to prove that $\tilde{\mu}_t (dv, dz) dt$ is a solution of $(\tilde{FPE})$. Since we have $\tilde{\mu}^n_0 \to \tilde{\mu}_0$ weakly on $H \times H$ we only need to prove that

$$\lim_{n \to \infty} \int_0^T \int_{H \times H} (\tilde{L}_n \tilde{u}) (v, z, t) \tilde{\mu}^n_t (dv, dz) dt$$

$$= \int_0^T \int_{H \times H} (\tilde{L} \tilde{u}) (v, z, t) \tilde{\mu}_t (dv, dz) dt$$

for all $\tilde{u} \in D(\tilde{L})$. Below we fix such a $\tilde{u}$. Let $m \in \mathbb{N}$ such that $\tilde{u}(v, z, t) = \tilde{u}(\pi_m v, \pi_m z, t)$ and let $n \geq m$. By (15) the above equation follows from

$$\lim_{n \to \infty, n \geq m} \int_0^T \int_{H \times H} \psi(v, z, t) \tilde{\mu}_t^n (dv, dz) dt$$

$$= \int_0^T \int_{H \times H} \psi(v, z, t) \tilde{\mu}_t (dv, dz) dt,$$

where

$$\psi(v, z, t) = -\sum_{i=1}^m (\alpha_i^2 + \lambda) z_i \partial_{z_i} \tilde{u}(\pi_m v, \pi_m z, t)$$

$$+ \sum_{i=1}^m (-\alpha_i^2 v_i + \lambda z_i) \partial_{v_i} \tilde{u}(\pi_m v, \pi_m z, t)$$

$$+ \sum_{i=1}^m f^i(v + z, t) \partial_{v_i} \tilde{u}(v, z, t).$$

Note that $\psi$ is a continuous function, but not bounded. So, we cannot pass to the limit in (17) just by the weak convergence of $\tilde{\mu}^n_t dt$ to $\tilde{\mu}_t dt$ on $H \times H \times [0, T]$ proved in Step 2 above. But we can argue similarly as in the proof of Vitali’s theorem. Let us give the details.

By assumption (2) we have

$$|\psi(v, z, t)| \leq c(1 + \|v\|^{p_0}_H + \|z\|^{p_0}_H).$$

(18)

For $R \in (0, \infty)$ we define

$$\psi_R := \psi \wedge R \vee (-R),$$

then

$$\psi = \psi_R + (\psi - \psi_R),$$
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where\[|\psi - \psi_R| \leq \mathbb{1}_{\{|\psi| \geq R\}} 2|\psi| .\]

Hence by Step 2 it suffices to show that
\[
\limsup_{R \to \infty} \sup_{n \in \mathbb{N}} \int_0^T \int_{H \times H} \mathbb{1}_{\{|\psi| \geq R\}} |\psi| \, d\tilde{\mu}_t^n \, dt = 0 \tag{19}
\]
and
\[
\limsup_{R \to \infty} \int_0^T \int_{H \times H} \mathbb{1}_{\{|\psi| \geq R\}} |\psi| \, d\tilde{\mu}_t \, dt = 0. \tag{20}
\]
But we have by the Hölder inequality for every \(\delta \in (0, \infty)\)
\[
\int_0^T \int_{H \times H} \mathbb{1}_{\{|\psi| \geq R\}} |\psi| \, d\tilde{\mu}_t^n \, dt \leq \left( \int_0^T \int_{H \times H} |\psi|^{1+\delta} \, d\tilde{\mu}_t^n \, dt \right)^{\frac{1}{1+\delta}} \times \left( \frac{1}{R} \int_0^T \int_{H \times H} |\psi| \, d\tilde{\mu}_t \, dt \right)^{\frac{\delta}{1+\delta}} .
\]
By Lemma 13 and (13) this implies (19). Note that by Step 2 and Lemma 13 it follows by lower continuity that
\[
\int_0^T \int_{H \times H} (\|v\|_H^p + \|z\|_H^p)\tilde{\mu}_t(dv,dz) \, dt < \infty,
\]
for all \(p \in (p_0, p_1)\). Hence (20) follows similarly (even easier) as (19) above.

\section{Examples}

\subsection{Measurable linear growth drift}

Let \(f : H \times [0, T] \rightarrow H\) be a measurable map such that
\[
\|f(x, t)\|_H \leq C(1 + \|x\|_H), \quad t \in [0, T], \ x \in H
\]
for some constant \(C > 0\). Denote by \(f_i(t, x)\) its components. Assume that (11) holds. Then, with \(E = H\), also the other assumptions hold. The proof of assumptions (2) and (5) is elementary. We have
\[
\langle f(v + z, t), v \rangle_H \leq C(1 + \|v + z\|_H) \|v\|_H \leq C'\|v\|_H^2 + C''\|z\|_H^2 + C'''
\]
which implies (3). Finally,
\[
E[\|Z_t^\lambda\|_H^2] = \sum_{i=1}^\infty \left( 1 - e^{-2t(\alpha_i^2 + \lambda)} \right) \frac{a_i^2}{2(\alpha_i^2 + \lambda)} \leq \sum_{i=1}^\infty \frac{a_i^2}{2(\alpha_i^2 + \lambda)} .
\]
Hence
\[ P \left( \int_0^T \| Z_t^\lambda \|_E^2 \, dt > r^2 \right) \leq r^{-2} E \left[ \int_0^T \| Z_t^\lambda \|_H^2 \, dt \right] = r^{-2} \int_0^T E \left[ \| Z_t^\lambda \|_H^2 \right] \, dt \]
\[ = \frac{1}{2} r^{-2} T \sum_{i=1}^\infty \alpha_i^2 + \lambda \]
which implies (6). Note that (4) follows from (1). Hence Theorem 4 holds.

**Remark 14** Similarly as in [20] we can also treat stochastic partial differential equations on \( H = L^2(0, 1) \) whose drift is the sum of the Dirichlet Laplacian, a reaction–diffusion and a Burgers type part. However, in contrast to [20] (and also [5], [7]) we need to assume that the reaction part is of at most quadratic growth. The details are straightforward.

### 5.2 Navier-Stokes equations

Consider the stochastic Navier-Stokes equations
\[ du + (u \cdot \nabla u + \nabla p) \, dt = \nu \Delta u \, dt + \sum_{i=1}^\infty \sqrt{a_i} e_i \, d\beta_i (s) \]
\[ \text{div} \, u = 0 \]
\[ u|_{t=0} = u_0 \]
on the torus \( D = [0, 2\pi]^d \), \( d = 2, 3 \), with periodic boundary conditions.

We introduce the Hilbert space \( H \) defined as the closure in \( L^2(D, \mathbb{R}^d) \) of the set of all \( \varphi \in C^\infty(D, \mathbb{R}^d) \) which satisfy the periodic boundary conditions and \( \text{div} \, \varphi = 0 \); \( H \) is a closed strict subspace of \( L^2(D, \mathbb{R}^d) \) and we shall denote the orthogonal projection from \( L^2(D, \mathbb{R}^d) \) to \( H \) by \( P_H \). We assume \( u_0 \in H \). We introduce also the Hilbert space \( V \) of all periodic \( \varphi \in H^1(D, \mathbb{R}^d) \) such that \( \text{div} \, \varphi = 0 \); and \( D(A) = H^2(D, \mathbb{R}^d) \cap V \). Then we introduce the so called Stokes operator \( A : D(A) \subset H \rightarrow H \) defined as \( A \varphi = P_H (\nu \Delta \varphi) \) (in fact, in the case of periodic boundary conditions, one can show that \( A \varphi = \nu \Delta \varphi \)). Since \( A^{-1} \) is compact, there exists a complete orthonormal system \( \{ e_i \} \) of eigenvectors of \( A \), with eigenvalues \( \{-\alpha_i^2\} \), that we order such that \( 0 < \alpha_1^2 \leq \alpha_2^2 \leq \ldots \). One can show that, with these new concepts and notations, the space \( V \) defined in Section 2 and the space \( V \) defined here coincide.

Let \( B(\cdot, \cdot) : D(A) \times V \rightarrow H \) be defined as
\[ B(\varphi, \psi) = -P_H (\varphi \cdot \nabla \psi). \]
The expression \( \int_D B (\varphi, \psi) (x) \theta (x) \, dx \), \( \varphi \in D (A) \), \( \psi \in V \), \( \theta \in H \), extends to \( \varphi, \psi, \theta \in V \), and several other classes of functions. For smooth fields \( \varphi, \psi, \theta \in H \) we have

\[
\langle B (\varphi, \psi), \theta \rangle = - \langle B (\varphi, \theta), \psi \rangle
\]

by a simple integration by parts, and this identity extends by density to several spaces of weaker fields.

Using the previous set-up we may formally write the stochastic Navier-Stokes equations in abstract form (the pressure disappears since \( P_H (\nabla p) = 0 \)):

\[
du = (Au + B (u, u)) \, dt + \sum_{i=1}^{\infty} \sqrt{a_i} e_i d\beta_i (s).
\]

See [15] for a review on the 3D stochastic Navier-Stokes equations and further details on the set-up.

To connect this equation with the abstract framework of this paper we consider the space \( E = C_{\text{per}} (D; \mathbb{R}^d) \cap H \), where \( C_{\text{per}} (D; \mathbb{R}^d) \) is the space of periodic continuous vector fields on \( D \), introduce the functions \( f_i : [0, T] \times H \rightarrow \mathbb{R} \) defined as

\[
f_i (t, x) = - \langle B (x, e_i), x \rangle = \int_D (x (\xi) \cdot \nabla) e_i (\xi) \cdot x (\xi) \, d\xi
\]

and consider the sequences \( \{ \alpha_i^2 \} \) and \( \{ a_i \} \) above. As remarked above, since \( \int_D B (\varphi, \psi) (x) \theta (x) \, dx \) extends to \( \varphi, \psi, \theta \in V \), there exists \( f (t, x) \) with values in \( V' \) such that \( f^i (x, t) = \langle f (x, t), e_i \rangle \); it is given by \( B (x, x) \), when \( x \in D (A) \).

We assume that \( a_i \) has the form

\[
a^i = \alpha_i^{-\varepsilon}
\]

for some \( \varepsilon \) such that

\[
\varepsilon > 0, \quad \text{for } d = 2
\]
\[
\varepsilon > 1, \quad \text{for } d = 3.
\]

This guarantees assumption (1). Indeed, on the torus \( D \), the family of eigenvectors \( \{ e_i \}_{i \in \mathbb{N}} \) of \( A \) can be written (see [21]) in the form \( \{ e_{\alpha, k} \} \) with \( k \in \mathbb{Z}_d^d = \mathbb{Z}^d \setminus \{ 0 \} \) and \( \alpha \) which varies in the finite set \( \{ 1, \ldots, d - 1 \} \) and their associated eigenvalues, indexed in the form \( \{ \alpha_k^2 \}_{k \in \mathbb{Z}_d^d} \) (for each \( k \in \mathbb{Z}_d^d \) the eigenvalue \( \alpha_k^2 \) has multiplicity \( d - 1 \)), are given by \( \alpha_k^2 = \| k \|^2 \).

If we use the complex valued notation, one has \( e_{\alpha,k} (\xi) = c_{\alpha,k} e^{ik \cdot \xi} \) where, for each \( k \), the set of vectors \( \{ c_{\alpha} \}_{\alpha \in \{ 1, \ldots, d - 1 \}} \) is an orthonormal basis of the space in \( \mathbb{R}^d \) orthogonal to \( k \).
Hence we may rewrite \( \sum_{i=1}^{\infty} \frac{a_i^\delta}{\alpha_i^\delta} \) as
\[
\sum_{k \in \mathbb{Z}^d} \| k \|^{-2-\varepsilon}
\]
and this series converge in \( d = 2 \) for every \( \varepsilon > 0 \), and in \( d = 3 \) for every \( \varepsilon > 1 \).

We claim that under these conditions all the assumptions of the paper are verified and thus Theorem 4 holds. Let us check the assumptions.

The eigenvectors \( e_i \) and their derivatives are bounded functions and thus assumption (2) holds with \( p_0 = 2 \).

We have, for smooth fields \( v, z \),
\[
\langle f(v + z, t), v \rangle = \int_D (v + z) \cdot \nabla (v + z) \cdot v \, d\xi = \int_D (v + z) \cdot \nabla z \cdot v \, d\xi
\]
\[
= -\int_D ((v + z) \cdot \nabla) v \cdot z \, d\xi \leq \eta \| v \|_{L^2(D)}^2 + C \eta \| z \|_{L^2(D)}^2 + 2C \eta \| z \|_{L^\infty(D)}^2 \| v \|_{L^2(D)}^2
\]
and the inequality extends to all \( z \in E, v \in E \cap V \). Thus (3) holds true, with \( k_0 = 4 \).

Finally, assumptions (3)-(6) are true under the condition imposed above on \( \{ \alpha_i^2 \} \) and \( \{ a^\delta \} \). To show this, we have to use the theory of Section 5.5.1 of [12] and the explicit form of the eigenfunctions \( e_i \) of the Stokes operator \( A \). Since we need the bounds of this reference with a precise control of the constants, we have repeated some of the computations in the next lemma.

**Lemma 15** Assume \( a^\delta = \alpha_i^{-\varepsilon} \) with \( \varepsilon \) as above. Then the random field
\[
Z_i^\lambda (\xi) = \sum_{i=1}^{\infty} \int_0^t e^{-(t-s) (\alpha_i^2 + \lambda)} \sqrt{a^\delta} d\beta_i (s) e_i (\xi)
\]
has a continuous modification in \((t, \xi)\) and satisfies assumptions (3)-(6).

**Proof.** The eigenfunctions \( e_i \) have the properties \( e_i \in C^1 (D; \mathbb{R}^d) \), \( |e_i (\xi)| \leq C, |\nabla e_i (\xi)| \leq C \alpha_i \), required in Section 5.5.1 of [12]. We have also the other property asked in that reference, namely \( \sum_{i=1}^{\infty} \frac{a_i}{(\alpha_i^2)^{1-\frac{\varepsilon}{4}}} < \infty \) for some \( \delta > 0 \), and precisely, for the sequel, we take \( \delta = \frac{\varepsilon}{4} \), then
\[
\sum_{i=1}^{\infty} \frac{a_i}{(\alpha_i^2)^{1-\frac{\varepsilon}{4}}} < \infty.
\]
Indeed, the previous series is equal to \( \sum_{k \in \mathbb{Z}^d} \|k\|^{-2 - \frac{\epsilon}{2}} < \infty \) with the equivalent language of the indexes \( k \in \mathbb{Z}_*^d \). Hence Theorem 5.20 of [12] applies and gives us the existence of a continuous modification of \( Z^\lambda_t (\xi) \) in \((t, \xi)\). Let us be more precise from the quantitative viewpoint. In the sequel, we write \( Z^\lambda_t (\xi) \) for each one of its \( d \) components, for notational simplicity. It is sufficient to prove assumptions (5)-(6) for each component of \( Z^\lambda_t (\xi) \).

Lemma 5.19 of [12] gives us the estimate
\[
E \left[ \left| Z^\lambda_t (\xi) - Z^\lambda_t (\xi') \right|^2 \right] \leq C_1 (\lambda) |\xi - \xi'|^\frac{\epsilon}{2}, \quad \forall \ t \in [0, \infty),
\]
where
\[
C_1 (\lambda) := C_1 \sum_{i=1}^{\infty} \frac{a^i \alpha_i^{\frac{\epsilon}{2}}}{\alpha_i^2 + \lambda}
\]
for some constant \( C_1 > 0 \). Indeed
\[
E \left[ \left| Z^\lambda_t (\xi) - Z^\lambda_t (\xi') \right|^2 \right] = E \left[ \left| \sum_{i=1}^{\infty} \int_{0}^{t} e^{-2(t-s)(\alpha_i^2 + \lambda)} \sqrt{a^i} d\beta_i (s) (e_i (\xi) - e_i (\xi')) \right|^2 \right]
\]
\[
= \sum_{i=1}^{\infty} |e_i (\xi) - e_i (\xi')|^2 \int_{0}^{t} e^{-2(t-s)(\alpha_i^2 + \lambda)} a^i ds
\]
\[
\leq C \sum_{i=1}^{\infty} \frac{a^i \alpha_i^{\frac{\epsilon}{2}}}{\alpha_i^2 + \lambda} |\xi - \xi'|^\frac{\epsilon}{2}
\]
because
\[
|e_i (\xi) - e_i (\xi')| \leq C \alpha_i^{\frac{\epsilon}{2}} |\xi - \xi'|^\frac{\epsilon}{2}.
\]
Then
\[
E \left[ \left| Z^\lambda_t (\xi) - Z^\lambda_t (\xi') \right|^{2m} \right] \leq C_m (\lambda) |\xi - \xi'|^{\frac{m\epsilon}{2}}, \quad \forall \ t \in [0, \infty),
\]
where
\[
C_m (\lambda) := C_mC_1 (\lambda)^m.
\]
for some constant \( C_m > 0 \). We remark also the easier estimate
\[
E \left[ \left| Z^\lambda_t (\xi) \right|^{2m} \right] \leq \tilde{C}_m (\lambda) := \tilde{C}_m \tilde{C}_1 (\lambda)^m, \quad \forall \ t \in [0, \infty),
\]
where
\[
\tilde{C}_1 (\lambda) = \tilde{C}_1 \sum_{i=1}^{\infty} \frac{a^i}{\alpha_i^2 + \lambda}
\]
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for some constant $\tilde{C}_1 > 0$.

Given $\alpha \in (0, 1)$, for the $W^{\alpha,2m}(D)$-norm, we have the estimate

$$E \left[ \int_D \left| Z^\lambda_t (\xi) \right|^{2m} d\xi \right] + E \left[ \int_D \int_D \frac{\left| Z^\lambda_t (\xi) - Z^\lambda_t (\xi') \right|^{2m}}{|\xi - \xi'|^{d+2m\alpha}} \, d\xi \, d\xi' \right]$$

$$\leq (2\pi)^d \tilde{C}_m (\lambda) + C_m (\lambda) \int_D \int_D |\xi - \xi'|^{\frac{2m}{\alpha} - d - 2m\alpha} \, d\xi \, d\xi'$$

$$=: \tilde{C}_m (\lambda) + C_m (\lambda) \cdot C_{m,\alpha,\varepsilon,d}$$

and $C_{m,\alpha,\varepsilon,d} < \infty$ if $\frac{2m}{\alpha} - d - 2m\alpha > -d$, namely $\alpha < \frac{\varepsilon}{8}$. Choose $\alpha = \frac{\varepsilon}{10}$ in the sequel. We have $W^{\alpha,2m}(D) \subset C(D)$ for $2m\frac{\varepsilon}{10} > d$, namely for $m > \frac{5d}{\varepsilon}$, Choose for the sequel $m$ equal to the smallest integer such that $m > \frac{5d}{\varepsilon}$, $m \geq 2 \lor k_0$ with $k_0 = 4$. Then

$$E \left[ \left\| Z^\lambda_t \right\|^{2m}_{L^\infty(D)} \right] \leq C'_m \left( \tilde{C}_m (\lambda) + C_m (\lambda) \cdot C_{m,\alpha,\varepsilon,d} \right)$$

for some constant $C'_m > 0$. This implies assumption (5). Finally, assumption (6) follows from $\lim_{\lambda \to \infty} C_1 (\lambda) = 0$, $\lim_{\lambda \to \infty} \tilde{C}_1 (\lambda) = 0$ and Chebyshev inequality. ■

**Remark 16** We think that in this case (6) also follows from Remark 1. But we could not find a suitable reference for the condition on $e^{tA}$, $t \geq 0$, in Remark 1. Therefore, we have given a direct proof of (6) above.
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