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Abstract. We address the problem of reducing the spread of an epidemic over a contact network by vaccinating a limited number of nodes that represent individuals or agents.

We propose a Simulation-based vaccine allocation method (Simba), a combination of (i) numerous repetitions of an efficient Monte-Carlo simulation, (ii) a PageRank-type influence analysis on an empirical transmission graph which is learned from the simulations, and (iii) discrete stochastic optimization.

Our method scales very well with the size of the network and is suitable for networks with millions of nodes. Moreover, in contrast to most approaches that are model-agnostic approaches and solely perform graph-analysis on the contact graph, the stochastic simulations explicitly take the exact diffusion dynamics of the epidemic into account. Thereby, we make our vaccination strategy sensitive to the specific clinical and transmission parameters of the epidemic.
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1 Introduction

Networks provide a universal language to represent interacting systems with emerging dynamical patterns. Computationally, every propagation process over a network can be considered an epidemic. Examples include actual pathogens on human contact networks [1], fake-news in online social networks [8,10], cascading failures in an infrastructure network [11], congestions in a traffic network, malware in computer networks [3], neural activity in a brain network [4], etc.

The problem of vaccine allocation is linked to the control of such a propagation, where limited vaccine resources are available and we aim to reduce the spread as much as possible, that is, lower the number of nodes reached by the epidemic.

Vaccine allocation strategies can help in the design of complex systems to make them more resilient against (cascading) failures. This is particularly relevant regarding infrastructure networks where a “vaccination” might represent the installation of some kind of protective safeguard. Another example is the mitigation of fake-news in online social networks which can be achieved by removing
the accounts of particularly relevant and malicious influencers or by providing warnings and fact-checking. In the context of infectious diseases, vaccination strategies are an appropriate way of setting priorities in vaccine distribution.

As a model for epidemic spreading, we consider the widely used stochastic, continuous-time Susceptible-Infected-Recovered (SIR) model \[9\]. Specifically, nodes (eventually) become immune after an infection (or die) and do not transmit the pathogen further. However, our framework is easily adaptable to epidemic models with more disease stages, such as COVID-19 models \[5\]. We consider as input an (undirected, unweighted) contact network with \(n\) nodes and a budget \(k\) (number of vaccines). The goal is to identify those \(k\) (susceptible) nodes which, when vaccinated, reduce the spread of the epidemic the most. We measure this by using the expected number of susceptible nodes in the terminal state, where the epidemic is over and all nodes are either susceptible, recovered, or vaccinated. In most cases, the only numerically feasible way to approximate this number is to perform a large number of stochastic simulations.

Generally speaking, the vaccination allocation problem is computationally difficult. Intuitively, it is often a good decision to vaccinate those nodes with a large number of neighbors (or with a high centrality in the network) and those which are close to the initially infected nodes. If possible, it is even better to identify those nodes which lie between the initially infected nodes and many susceptible nodes. If we represent the spreading process by a transmission tree (cf. Fig. 1), in which the direct children of a node \(v\) correspond to those nodes that were infected by \(v\), the size of a \(v\)'s subtree gives the number of multi-hop infections that originated from \(v\). The premise of our work is that the number of multi-hop infections of a node is a good indicator of whether that node is a good vaccination candidate.

Here, we propose Simba, (Simulation-based vaccine allocation), which is a method that makes use of recent developments in fast simulation of epidemic processes using a rejection-based approach \[6\]. This allows performing a large number of simulation runs of networks with millions of nodes and edges in the order of minutes on a standard desktop PC. Based on many simulations, Simba constructs a transmission graph, a generalization of the transmission tree for several simulation runs. By analyzing this graph, we obtain an impact score for every node. Repeated evaluation of the current vaccination strategy and re-computation of the impact scores yields an iterative optimization procedure, whose objective is to maximize the expected number of nodes that remain healthy.

The key methodological novelty of our proposed vaccination strategy is the construction and analysis of an empirical transmission graph. It poses a methodological framework to analyze contagion impact on complex networks. Using the transmission graph, our vaccination strategy can take the dynamics of the epidemic into account. The transmission graph has potentially many more use cases in assessing network dynamics, such as influence maximization, controllability of networks, impact/centrality quantification, and flow prediction. We also provide a numerical evaluation and compare Simba to several baselines from the literature.
The manuscript is organized as follows: We first provide a literate overview (Sect. 2), then we formalize the problem statement (Sect. 3). In Sect. 4, we introduce and explain our vaccination allocation method. Experimental results are presented in Sect. 5 and a conclusion completes the manuscript in Sect. 6.

2 Related Work

Traditionally, most methods focused on finding nodes for vaccination using a static analysis of the contact network, for instance by looking at the betweenness centrality of nodes [17] or at their degree [15]. Likewise, NetShield tries to minimize the epidemic threshold of the contact graph (i.e., its general ability to support epidemics) [20]. A more advanced method is GraphShield that starts with degree centrality but then takes the flow of information in the contact graph into account [21]. Eventually, researchers focused more on the dynamical aspects for instance by utilizing linear programming [16] or reinforcement learning [22,23]. For an overview, we refer the reader to [12].

Conceptually most relevant for us is the work of Zhang et al. who propose DAVA [24] and Song et al. who propose NIIP [18]. Both methods are based on a dominator tree architecture which tries to capture the direction of the epidemic. DAVA merges all initially infected nodes and analyzes the paths from this node to all other nodes. Nodes that block a large number of paths are suitable vaccination candidates. NIIP focuses on a problem setting where not all vaccination units are distributed at once. Therefore, NIIP extracts a maximum DAG from the contact graph and uses Monte-Carlo simulation to find the best nodes to vaccinate and combines this with a greedy simulation-based approach, the simulation’s goal is to determine when to distribute a vaccine.

3 Problem Statement

We first formalize the generative epidemic spreading model and the vaccination allocation problem. We remark that our framework can easily deal with all other types of spreading models as well.

3.1 Continuous-Time Networked SIR Model

Network State. Let $G = (V, E)$ be an undirected, unweighted graph with node set $V = \{v_1, \ldots, v_n\}$, containing $n$ nodes, and an edge set $E$ and let any $L : V \rightarrow \{S, I, R\}$ be a node labeling that assigns a node state to each node (corresponding to susceptible, infected and recovered nodes). We assume that $G$ is connected (i.e., all nodes are reachable from all other nodes) and has no self-loops. Each labeling function corresponds to a joint state (i.e., a superposition of all node states), called network state. The network dynamics specify how the network state (i.e., the labeling) changes over time. We use $L_{\text{init}}$ to denote the labeling of the initial network state and we use $S_{\text{init}}$ ($I_{\text{init}}$, $R_{\text{init}}$) to denote those nodes that were susceptible (infected, recovered) in $L_{\text{init}}$. 
Network Dynamics. We also assume that an infection rate constant $\lambda \in \mathbb{R}_{>0}$ and a recovery rate constant $\mu \in \mathbb{R}_{>0}$ are given. W.l.o.g. we typically assume $\mu = 1$ and only vary $\lambda$ as the spreading dynamics is determined by the fraction $\frac{\lambda}{\mu}$. The network state evolves according to a race condition between nodes and edges. Generally, all infected nodes can recover at rate $\mu$ and each $S - I$ edge can transmit an infection at rate $\lambda$, causing the susceptible node to become infected. Consequently, a (computationally naive but statistically correct) simulation run is performed by starting with $L_{init}$ and then, in each simulation step, drawing a firing time for each $I$-node and for each $S - I$ edge which are exponentially distributed with rates $\mu$ and $\lambda$, respectively. The event with the shortest firing time “wins” and the corresponding node state (label) is changed accordingly. Repeatedly applying these rules will always lead to a terminal labeling or network state where no more actions are possible (all nodes are recovered or susceptible). Given a random simulation run, we use the term transmission tree (cf. Fig. 1) to describe a tree where patient zero is the root (if there are more than one infected nodes in the beginning, we merge them) and every node that became infected during the course of the epidemic is connected to the node which infected it. Thus, all nodes in the subtree of a node are called its children, i.e. they were directly or indirectly infected by that node.

3.2 Vaccination Allocation Problem

We are given a finite contact network $G = (V,E)$ with corresponding initial labeling $L_{init}$, a vaccination budget $k \in \mathbb{Z}_{>0}$, as well as the infection and recovery rate constants $\lambda$ and $\mu$. We want to find a set $X$ of nodes to be vaccinated, where

$$X \subseteq S_{init} \quad \text{and} \quad |X| = k. \quad (1)$$

Moreover, for a given $G$, $L_{init}$, $k$, $\lambda$, $\mu$, we use $F(X)$ to denote the objective function which we define as the expected number of susceptible nodes in the terminal labeling when initially all nodes in $X$ are vaccinated. We define the
Vaccine Allocation Problem as:

Find a set $X$ that maximizes $F(X)$ such that (1) holds.

In practice, we approximate $F(\cdot)$ statistically based on many Monte-Carlo simulation runs. We assume that at least $k$ nodes exist that can be vaccinated and there is at least one infected node in the initial labeling. We model the vaccination by setting $L_{\text{init}}(v) = R$ for all $v \in X$ at the beginning of the simulation. Note that (assuming the vaccination works perfectly) already recovered, deceased, and vaccinated nodes do not differ from the simulation’s point of view.

**Complexity.** The problem is computationally difficult because there are $\binom{n}{k}$ possibilities to distribute $k$ vaccines to $n$ nodes. The corresponding decision problem is $\mathcal{NP}$-hard. Specifically, for a given input $G$, $L_{\text{init}}$, $\lambda$, $\mu$, and threshold $\tau$, it is $\mathcal{NP}$-hard (in $n$) to decide if a solution $X$ exists s.t. $F(X) > \tau$. It can be shown that for this type of problem, $\mathcal{NP}$-hardness holds for any propagation model that can mimic an independent cascade (IC) model [24]. We can do this by making $\mu$ ($\lambda$) arbitrary small (large). Note that this only holds for the SIR model and not necessarily for the generalizations to arbitrary spreading models.

4 Our Method

We first explain the main components of Simba (Simulation-based vaccine allocation): the rejection-based simulation method and the construction of the transmission graph with the identification of high-impact nodes based on a ranking analysis.

4.1 Rejection-Based Simulation

For our method, we exploit previous work on fast simulations to efficiently perform a large number of simulations [2,6]. We propose an algorithm that is statistically equivalent to the generative process description in Sect. 3.1. We perform event-driven simulation using a priority queue. For the initialization, we create one recovery event and one infection event for each infected node and push them into the queue. The firing time is exponentially distributed with rate $\mu$ (recovery event) and rate $\lambda \cdot d_i$ (infection from node $v_i$, $d_i$ being the number of $v_i$’s neighbors). In each simulation step, we take the first event from the queue. If it is a recovery event, we simply set the corresponding node to state $R$. If it is an infection event, we first check if the corresponding node is still in state $I$, if not, we reject the event and proceed with the next step. If it is, we pick a random neighbor, which will be the target of the infection. We check if the random neighbor is susceptible. If it is, we set the neighbor to $I$ and create two events (recovery and infection) for the newly infected neighbor. We also create a new infection event for the source node. Then, we proceed with the next step. The simulation ends when there are no more nodes in state $I$. 
Fig. 2. Schematic illustration of the transmission graph construction based on the same setting as Fig. 1. We consider 10 simulation runs. Center: Contact graph with \( I_i \) and \( I_{(i,j)} \) as node and edge labels, respectively. Right: Adding the dummy node and normalizing outgoing weights yields a discrete-time Markov chain (DTMC). Nodes in \( S_{\text{init}} \) are annotated with their impact score based on the equilibrium of the DTMC.

We store the number of susceptible nodes when the simulation ends. Moreover, each time a node gets infected, we store from which (infected) neighbor the infection originated (or all nodes it could have originated from, cf. Sect. 4.2).

### 4.2 Impact Score Estimation

To estimate the nodes’ impacts, we build an empirical transmission graph (cf. Fig. 2), an extension of the transmission tree from Fig. 1 to multiple simulation runs. The transmission graph is directed and one can perform a random walk on the graph which (on average) visits nodes with higher impact more often. In the end, we determine the impact of each node in \( S_{\text{init}} \) by ranking the nodes similar to the idea of the well-known PageRank [13] (i.e., the equilibrium of the corresponding Markov chain).

Given a set of simulated trajectories, let \( I_i \) denote the number of trajectories in which node \( v_i \) became infected. Furthermore, let \( I_{(i,j)} \) denote the number of trajectories in which \( v_i \) directly infected \( v_j \). Note that \( I_i = \sum_j I_{(j,i)} \).

**Transmission Graph.** We construct a transmission graph \( G_T = (V_T, W_T) \) (with \( W_T \) being a weight matrix) as follows: We start with a dummy node \( v_D \) as a sink, that is \( V_T = V \cup \{v_D\} \) (we can remove unreachable nodes later), and add an edge from each initially infected node with weight one, i.e. for all \( i \):

\[
W_T(i, D) = \begin{cases} 
1 & \text{if } v_i \in I_{\text{init}}, \\
0 & \text{otherwise}.
\end{cases}
\]
Then we add an edge from \( v_D \) to each \( v_i \in S_{\text{init}} \) with a weight proportional to the estimated probability of that node becoming infected, i.e. for all \( i \):

\[
W_T(D, i) = \begin{cases} 
\frac{I_i}{\sum_{v_j \in S_{\text{init}}} I_j} & \text{if } v_i \in S_{\text{init}}, \\
0 & \text{otherwise.}
\end{cases}
\]

Moreover, for all nodes \( v_i \neq v_D \) (we consider \( 0/0 \) as 0):

\[
W_T(i, j) = \frac{I(j,i)}{I_i}.
\]

Note that, by construction, the outgoing weights in \( G_T \) are normalized and therefore represent a discrete-time Markov chain. A random walk in the chain will preferably visit nodes of high impact on the epidemic as the transition probabilities are proportional to the estimated infection probabilities. We compute the equilibrium distribution of the corresponding Markov chain using the power iteration method [19]. We call the equilibrium probability of a node normalized over \( S_{\text{init}} \) its impact score. We only consider the impact score for nodes in \( S_{\text{init}} \) because only those are eligible for vaccination. Note that a transmission graph for a single simulation run is equivalent to the transmission tree where all edges have weight one.

We can make the transmission graph even more accurate. During the simulation, instead of only storing the node that actually transmitted the infection, we store all neighbors that could have potentially been the source of the infection. In our model, each infected neighbor was equally likely to have transmitted the pathogen. It is straightforward to adapt the construction of the transmission graph accordingly even in non-Markovian settings.

### 4.3 Introducing Simba

We combine the efficient simulations with the transmission graph analysis with an iterative optimization scheme to arrive at Simba.

**Greedy Initialization.** We use \( C_i \) to denote the set of vaccinated nodes in iteration \( i \). We start with an empty set, \( C_0 \), of nodes to be vaccinated. Until \( |C_i| = k \), we compute the impact score for all nodes \( v_i \in S_{\text{init}} \) (assuming nodes in \( C_i \) are vaccinated) and add the node with the highest impact to \( C_i \), leading to \( C_{i+1} \).

**Optimization.** In each optimization step \( i \), we randomly remove one node (with equal probability) from \( C_i \) (leading to set \( B_i \)) and compute the impact score of all nodes \( v_i \in S_{\text{init}} \setminus C_i \) (assuming nodes in \( B_i \) are vaccinated). Then we add one of the nodes with the highest impact to \( B_i \) (nodes with higher impact are more likely to be chosen), leading to \( C_{i+1} \). We estimate \( F(C_i) \) in each iteration step and repeat until some stopping criterion is reached, then we return the set that yielded the highest estimated score.
Assume we want to estimate the impact of the two successor nodes of patient zero based on two simulation runs. Using, for example, the size of their corresponding subtree in the transmission tree leads to misleading results in this case. Specifically, both nodes would be assigned drastically different values. Combining the two runs in a transmission graph yields a more realistic impact score than considering both runs separately. Note that edges point to the origin of the infection and the transmission graph is shown without its dummy node.

### 4.4 Discussion

Here, we want to address three non-obvious questions: (i) *why build a transmission graph?*, (ii) *what does the graph say about the objective function?*, and (iii) *why is it necessary to consider the dynamics at all?*

#### Building a Transmission Graph.

Using the transmission graph has multiple advantages. Most importantly, transmission trees only mimic a subset of possible infection flows. In contrast, transmission graphs make it possible to aggregate information over many runs in a principled manner (cf. example in Fig. 3). This way they capture the interplay between connectivity and infection flow more precisely. Moreover, computing the equilibrium of the Markov chain is computationally fast and theoretically well principled. It is also possible to efficiently build the transmission graph on-the-fly during the simulations.

#### Impact Score and Objective.

Note that we handle two different problems. The impact score quantifies the question “*How many nodes became infected as a direct (‘multi-hop’) consequence from each node?*” However, the objective \( F(\cdot) \) is concerned with “*How many nodes will (on average) not become infected if a specific (set of) node(s) is vaccinated?*” The latter question is notoriously more difficult to answer. The reason why they differ is that if we vaccinate a node, all of its children in the transmission tree can still become infected via alternative paths. In this sense, the impact score gives an over-approximation on the effect of vaccinating a node regarding the objective. Colloquially, if we vaccinate a node with \( m \) children (on average), then the best we can hope for is that these \( m \) nodes do not become infected. Hence, our optimization procedure picks nodes depending on their theoretical (and over-approximated) capability or potential to reduce the epidemic spreading.
Fig. 4. Assume $k = 1$. The best node to vaccinate depends on the dynamics. If $\lambda$ is small, the infection will die out on its own in the line graph and it makes more sense to protect the FCC even though it contains fewer nodes. The opacity illustrates a node’s probability to become infected. The nodes are numbered in decreasing order of their impact scores.

**Importance of Dynamics.** The goal is to vaccinate nodes such that the network becomes less “supportive” of epidemics spreading in it. But then why should the specific dynamics matter? In other words, how can vaccinate a specific node be the right decision for some infection rate constants and the wrong decision for other ones? It is easy to see this in the example in Fig. 4 where we have a single patient zero and a budget of $k = 1$. We can either vaccinate the node to the “right” to protect the fully connected component (FCC) with six nodes or we can vaccinate the node to the “left” to protect the line-graph with nine nodes. If the epidemic is “weak”, it will die out anyway over the line graph, so it makes sense to protect the FCC. In contrast, protecting the line-graph “saves” more nodes if the epidemic is strong enough to conquer the whole graph.

**4.5 Generalizations**

Our framework can easily be extended to various epidemic-type models. The only necessity is that (i) the model can be simulated (efficiently), (ii) there is a clear objective (e.g., maximize susceptible nodes in terminal states), and (iii) the process represents some contagion phenomena (such that the transmission graph can capture a direction of the information flow). Potential generalizations include models with more disease stages (like SEIR), non-Markovian dynamics (e.g., where the infectiousness of nodes changes over time), weighted and directed networks, as well as temporal or adaptive networks and time-discrete models. Simba can also be adapted to different objectives. For instance, in the SIS model (where infected nodes become susceptible again) the goal is typically to minimize the number of infected nodes in the equilibrium. In that case, our method would identify the nodes that are generally most impactful for the epidemic spreading and not only with regards to a specific initial set of infected nodes. Likewise, we could optimize the timepoints of vaccine distribution [18]. Simba can also be used when the transmission parameters are unknown by using an infection rate constant slightly above the epidemic threshold [14].
Fig. 5. Left: Optimization of the terminal fraction of expected susceptible nodes $F(X)$ on three sample networks. Right: Runtime of 1000 simulations and solution of the corresponding transmission graph based on random $d$-regular graphs.

5 Experimental Results

We provide an implementation of Simba in Rust and Python (for visualization/IO), code will be made available\footnote{github.com/gerritgr/Simba}. We used synthetic networks following three random graph models (Erdős-Rényi, Geometric, and Barabási-Albert (BA)) with $10^2$, $10^3$, and $10^4$ nodes, respectively. The corresponding budgets are $k = 2$, $k = 3$, and $k = 10$. We consider the following baselines: random (expected $F(X)$ when random nodes are vaccinated), DAVA, and DAVA-fast\cite{24}, PageRank, and Pers. PageRank (personalized PageRank)\cite{7,24}, and Degree (pick nodes with highest degree). We use $10^3$ simulations runs for each construction of the transmission tree. We also analyze the runtime of a complete construction and solution of a transmission graph based on $d$-regular random graphs (i.e., all nodes have exactly $d$ neighbors) with varying degree $d$ and $n$. Practically, the runtime is almost linear in $n$. Theoretically, the number of simulation steps in each run increases linearly. The costs of each simulation step increase sub-linearly. The costs of solving the DTMC also increase linearly. We see that, even though the number of iteration steps is quite small, Simba is superior to or (almost) on par with the baselines in the experiments. Simba struggles the most with BA graph which is a special case but important as it highlights potential problems. It seems that the general strategy of Simba to separate the initially infected from the susceptible nodes does not work better than identifying the nodes which are generally important for the graph’s resilience against epidemics. This is due to the fact that BA graphs typically possess a small subset of nodes that are extremely effective candidates for vaccination regardless of the infection source. Note that DAVA also struggles in this case while Degree and both PageRank methods shine.

6 Conclusions and Future Work

We presented a novel technique to find the most suitable vaccination candidates in a network. Unlike other methods, our approach is based on statistically correct
simulations which are analyzed using the transmission graph. The transmission graph represents the flow of a pathogen in the network as a directed weighted graph. The method is suitable for all epidemic models that can be simulated efficiently.

In the future, we aim to perform different types of information flow analysis on the transmission graph, not only random walks. It remains to be determined which kind of flow analysis is most useful for which type of objective (e.g., vaccination, control, influence maximization). Moreover, we want to extend numerical evaluations to more complex spreading models (e.g., non-Markovian, multi-state ones) and network types (e.g., adaptive networks).
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