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1 Introduction and motivational remarks

Soft theorems characterise scattering processes in any theory of gravity with $d \geq 4$ flat non-compact dimensions [1, 2]. The Bondi-Metzner-Sachs (BMS) group of four-dimensional asymptotically flat spacetimes and its various extensions have been conjectured to be symmetries of semiclassical perturbative scattering because the action of the associated generating charges on the S-matrix can be argued to imply gravitational leading (Weinberg [3]) and subleading (Cachazo-Strominger [4]) soft theorems [5–8].

By definition, the BMS group [9, 10] preserves the universal structure of asymptotically flat spacetimes at either future $\scri^+$ or past $\scri^-$ null infinity, where $\scri^\pm$ have $\mathbb{R} \times S^2$ topology and the universal structure is the pair formed by a null normal to $\scri$ and the round sphere metric on the celestial sphere $S^2$. Such spacetimes can be called asymptotically Minkowski [11]. Under such conditions, the BMS group is the semidirect product of supertranslations (the Abelian factor), acting geometrically by arbitrarily shifting each point of $S^2$ along $\mathbb{R}$, and the proper orthocronous Lorentz group (the non-Abelian part), acting on $S^2$ as global conformal transformations.

Extensions of BMS concern its non-Abelian part. The global conformal transformations of $S^2$ can be relaxed to either local conformal transformations (generated by two copies of Witt algebra) [12, 13] or to arbitrary volume preserving smooth diffeomorphisms of $S^2$ [8, 14]. Local conformal transformations are usually called superrotations in this context. We will refer to them as BT-superrotations and use the name CL-superrotations\(^1\) for the smooth volume preserving diffeomorphisms of $S^2$. Both extensions of BMS are obtained under appropriate relaxation of the asymptotic Minkowski conditions specified above. CL-superrotations need the universal structure to be defined as a pair involving a normal and a volume form [8, 17] over $S^2$ rather than a normal and a metric. BT-superrotations are long known to be naturally realised, for example, in boost-rotation symmetric spacetimes [18, 19] because these spacetimes possess topologically incomplete null infinity.

The uncovered relations between the various form of BMS symmetries and soft theorems (as well as the related gravitational memory effects [15, 20–23], with which they form the triangular chains of equivalences called infrared triangles) revived the interest in the asymptotically flat spacetime holography problem. Four-dimensional scattering amplitudes in Minkowski spacetime can be cast in terms of correlators of operators defined on the two-dimensional celestial sphere/the null boundary [24–28]. This is supposed to hint to holographic realizations of gravity with vanishing cosmological constant [29] in the same way that quantum field theory in AdS, rewritten in terms of boundary operators, relate to AdS/CFT in hindsight [30]. However, AdS/CFT is greatly more general than this rewriting [31, 32]. Analogously, the dynamical principles of flat spacetime holography

\(^1\)BT stands for Barnich-Troessaert, the authors that first studied the associated phase space [12, 13], while CL is for Campiglia-Laddha [8, 14]. Superrotations are more correctly called super-Lorentz transformations [15]. Their divergence-free part is a generalisation of rotations (hence superrotations) while the rotation-free part is a generalisation of boosts (superboosts). BMS with BT-superrotations is sometimes called extended BMS, BMS with CL-superrotations is called generalised BMS. Recently also a Weyl-BMS group has been considered as a generalisation of Campiglia-Laddha proposal with Weyl rescalings [16].
are probably hidden beyond perturbative physics around Minkowski spacetime. The long-standing open question for holography with a vanishing cosmological constant is to find such a boundary structure \( X \) (using Witten’s terminology \([33, 34]\)) that outputs the flat space S-matrix as well as the full richer physics of non-linear gravitational waves and black holes.

We are thus led to approach the problem from more general points of view. A possible path to follow is considering more broadly the problem of Ricci flat holography \([29]\) and its relations to holography in asymptotically locally AdS spacetimes \([35–42]\).

In this paper we adopt this more general point of view to explore higher dimensional realizations of BMS symmetries beyond perturbative analysis around Minkowskian backgrounds, with a particular focus on superrotations. As we explain in due course, this purpose soon imply that we have to abandon the strict notions of global asymptotic flatness at null infinity and resort to local Ricci flatness. In turn, the absence of a well defined boundary muddles the notion of asymptotic symmetries.

Our scope, results and the holographic perspective are better framed by recalling that a fundamental condition for both the infrared triangles and any holographic interpretations to hold consistently is the existence of a well-posed phase space structure. In a covariant phase space perspective \([43]\), where the phase space is built over a configuration space by endowing the latter with a symplectic structure, the problem is schematically divided as:

1) Definition of the configuration space of fields with given boundary conditions (in our case either at \( \mathcal{I}^+ \) or \( \mathcal{I}^- \)) with consistent asymptotic Killing fields,

2) Definition of the phase space: charges associated to the asymptotic Killing fields must be finite and — in principle — integrable.

In particular, since the ultimate goal is the scattering problem among data on disjoint boundaries, another condition must thus be met:

3) Matching conditions among the two disjoint boundaries must be defined for their asymptotic symmetries to form a unique algebra acting consistently and non-trivially (i.e. non vanishing charges) on the S-matrix.

These requirements have been extensively discussed in \( d = 4 \) and a monumental amount of literature has been produced, that cannot be all acknowledged here. For example, point 1) concerns the conditions satisfied by realistic radiative systems and is translated in the very definition of \( \mathcal{I} \) as a smooth or polyhomogeneous surface \([44–46]\). Point 2) imposes very strict requirements and is usually to be discussed case by case. On the one hand, the lack of divergences is to be understood as the possibility to handle them with appropriate subtractions \([47]\) or — where available — (holographic) renormalization schemes \([48]\). On the other hand radiative phase spaces are in general incompatible with integrability. Supertranslations within smooth null infinity are special for both these aspects because they admit finite and integrable charges \([49]\) without any need of renormalization.\(^2\) Superrotations instead require more care: the strategy of \([49]\) is not consistent when applied

\(^2\)Refer to \([50]\) for a corresponding analysis with (particular) polyhomogeneous fields.
to BT-superrotations [51] and CL-superrotation charges need to be renormalized [15, 17]. Point 3) was the core intuition of the pivotal paper [5] and is further discussed in [52, 53], all dealing only with supertranslations.

In higher dimensions, from the sole point of view of asymptotic symmetries of general relativity, the interest stems from the fact that standard definitions of asymptotic flatness — summarised in section 2.1 — do not experience the enhancement of the Poincaré symmetries to (any form of) BMS symmetries [54–59], while the existence of soft theorems in any number of dimensions suggest that there should exist a symmetry principle underlying them. The reason of the conundrum is the dependence of asymptotic symmetries on boundary conditions and asymptotic falloff behaviour of the fields.\textsuperscript{3}

A satisfactory analysis of supertranslations in higher even dimensions has been given upon linearisation of the gravitational field equations and is based on the definition of a configuration space with Minkowskian asymptotics and the same falloff behaviour of the field as in four dimensions [60, 61]. Here we refer to this construction as KLPS configuration space, KLPS standing for Kapec, Lysov, Pasterski, Strominger [60]. Despite these supertranslations are consistent asymptotic Killing vectors, [61] highlights severe issues in extending the phase space construction beyond the linear level.

A natural expectation was that such a linear configuration space supports CL-superrotations by simply relaxing one of the asymptotic Killing conditions [62, 63], as is the case in four dimensions.\textsuperscript{4} However, the explicit analysis of [65] shows that CL-superrotations act inconsistently on the KLPS configuration space because they break its defining conditions at subleading orders, as we review in section 2.2. As we see explicitly here, this inconsistency is not a consequence of the linearised analysis. Hence we need to reconsider point 1) from scratch in order to discuss higher dimensional superrotations.

The present paper accomplishes this goal. We discuss the most general, non-linear, Ricci flat configuration space at null infinity in any number of spacetime dimensions with appropriate boundary conditions supporting consistent actions of superrotation-like and supertranslation-like transformations. The postfix “like” is mandatory because we show (subsections 3.1, 3.2.1) that to accommodate smooth diffeomorphisms of the cross sections of null infinity (CL-superrotations) among the asymptotic Killing fields,\textsuperscript{5} the boundary conditions need to be further extended beyond the conditions proposed by Campiglia and Laddha in four spacetime dimensions: the interpretation of these transformations as enhancements of translations and rotations/Lorentz boosts is in general lost. These boundary conditions are discussed in 3.1 and are shown to serve our purposes in subsection 3.2.1 via the claims C.1, C.2, C.3, to which the experienced reader can immediately turn. They provide also potential solutions to the problems faced when extending KLPS-supertranslations beyond the linearised level in dimension greater than four.

\textsuperscript{3}Here by boundary condition we mean the leading order of the asymptotic expansion, while the asymptotic falloff behaviour refers on how the field is developed in the bulk.

\textsuperscript{4}There is no natural algebraic definition of BT-superrotations in spacetime dimension greater than four, but see [64] for a conjecture in terms of cosmic branes. We come back to this point later.

\textsuperscript{5}Although the generators of CL-superrotations are not asymptotic Killing vectors in the standard sense (i.e. that they preserve asymptotically the metric), we will use this nomenclature.
Both the linear KLPS configuration space, and the standard asymptotically flat configuration spaces, as well as configuration spaces with Robinson-Trautman solutions are subcases of the general ones considered here. However, even the milder extension of boundary conditions with respect to the standard asymptotically flat conditions produces new puzzles: as we discuss in subsection 3.2.2, we do not have any way — and we will not give any here — to assess the existence of stable global null infinity and well-posed limits to $i^0$. Both these observations are crucial aspects to consider for a definition of the scattering problem.

The minimal requirement for obtaining BMS-like symmetries in higher dimensions is to relax the falloff behaviour of fields with respect to what is assumed in customary treatments of higher-dimensional gravitational radiation. However, rather than engineering the falloff conditions for this purposes, we systematically derive them from the integration of Einstein equation. In this sense, the approach is similar to the one producing the most general asymptotic expansion of asymptotically locally AdS (AlAdS) spacetimes relevant for holography [35, 66]. The extent to which this picture can be followed in our context is specified in section 4.

We show that this produces non-trivial logarithmic terms in even dimensions greater than four, while the same can be trivially set to zero in odd dimensions (see summary in secion 3.2). This structure suggests in subsection 3.2.3 a further comparison with the asymptotic expansion of AlAdS spacetimes and a possible holographic interpretation in view of various approaches to Ricci flat holography.

We may call the configuration spaces we discuss “asymptotically locally flat” or — borrowing nomenclature from AdS/CFT literature — “asymptotically locally Minkowskian” AlM.6

We stress that in this paper we limit ourselves to the discussion of the configuration space, hence point 1) of the previous list. We hope to address the remaining points, as well as the holographic picture, elsewhere [67].

The paper is organised as follows. In section 2, which can be skipped by the expert reader, we recap the state of the art of the explorations on higher dimensional supertranslations and superrotations and explicate the issues mentioned in this introduction. Section 3 is the core of the paper. After a discussion of the boundary conditions (subsection 3.1), we discuss in detail the results mentioned in this Introduction (subsection 3.2) before moving to the proof of them in sections 4 and 5. The strategy of the solution of the main equations and an example (4.2) which captures several points of the main discussion is discussed in section 4. Section 5 delves into the details with a power-law ansatz for the integration of the equations, while section 6 comments on the maximal polyhomogeneous expansions. Section 7 gives the details of the asymptotic Killing field computations and shows that generic diffeomorphisms of the cross sections of null infinity are impossible in higher dimensions without supertranslation-like transformations. We conclude in 8 with some further comments and possible directions. In the first three appendices we give other

6To further stress the nomenclature: we use the terminology “null infinity”, “$\mathcal{I}^+$” with no mention that there is a global stable definition of these loci (as already known for the standard analysis in odd dimensions).
computational details, while the latter is independent from the rest. It is a glossary of Ge-roch’s definitions of asymptotic flatness [11] where we give a definition of Carroll structure with Campiglia-Laddha superrotations.

2 Bondi-Sachs problem, $d > 4$ BMS current status

The Bondi-Sachs coordinate system $(u, r, x^A)$ is defined so that the metric reads

$$ds^2 = -U e^{2\beta} du^2 - 2e^{2\beta} dudr + r^2 h_{AB}(dx^A - W^A du)(dx^B - W^B du), \quad (2.1)$$

where $u = \text{const}$ picks a null surface, whose conormal is $l_\mu = \partial_\mu u$, and the other coordinates are defined by

$$g_{rr} = g_{rA} = 0, \quad \det(h_{AB}) = q(u, x), \quad (2.2)$$

with capital latin indices running over the $(d-2)$ coordinates on the cross sections of the $u = \text{const}$ null surface and $q$ a fixed arbitrary function. Unless additional symmetry requirements are imposed, the metric functions $U$, $\beta$, $W^A$ and $g_{AB} := r^2 h_{AB}$ are functions of all the coordinates. A configuration space is determined by the boundary conditions on these metric functions, taken as the asymptotic values as $r \to \infty$ and by the way in which these functions are expanded in $r$.

Einstein equations take the form of a characteristic initial value problem where $h_{AB}$ is to be imposed on an initial null surface $u = \text{const}$ and the radial expansion of the functions $\beta$, $W^A$ and $U$ and $y_{AB} := \partial_u h_{AB}$ is determined up to free functions $(\beta(0), W^A(0), W_{(d-1)}, U_{(d-3)}$ and $y_{(d-2)}(u, x)$, via the so-called main equations according to the scheme (in vacuum)

$$R_{rr} = 0 \Rightarrow \quad \beta(u, r, x) = \beta(0)(u, x) + b(u, r, x), \quad (2.3)$$

$$R_{rA} = 0 \Rightarrow \quad W^A(u, r, x) = W^A(0)(u, x) + \frac{W_{(d-1)}(u, x)}{r^{d-3}} + w(u, r, x), \quad (2.4)$$

$$g^{BA} R_{AB} = 0 \Rightarrow \quad U(u, r, x) = \frac{U_{(d-3)}(u, x)}{r^{d-3}} + v(u, r, x), \quad (2.5)$$

$$g^{DA} R_{AB} = 0 \Rightarrow \quad y_{AB}(u, r, x) = \frac{y_{(d-2)}(u, x)}{r^{d-2}} + \tilde{y}_{AB}(u, r, x), \quad (2.6)$$

The evolution in $u$ of $W^A_{(d-1)}$ and $U_{(d-3)}$ is determined algebraically by the so-called supplementary equations

$$R_{uA} = \partial_r \left(r^{d-2} R_{uA}\right) = 0, \quad R_{uu} = \partial_r \left(r^{d-2} R_{uu}\right) = 0, \quad (2.7)$$

respectively. The remaining equation

$$R_{ur} \equiv 0 \quad (2.8)$$

is an identity after (2.5) by Bianchi identities (or vice versa) and is called the trivial equation.
2.1 Radiation-compatible asymptotically Minkowski/Einstein boundary

Asymptotically Minkowski boundary conditions are those first imposed by Sachs [68] in $d = 4$ and adapted to the higher dimensional case by Tanabe and collaborators [58]. We can summarise them as

i) Coordinate range: $u_0 \leq u \leq u_1, r_0 \leq r \leq \infty, x^A$ on the round-spheres (i.e in four spacetime dimensions $0 \leq \theta \leq \pi, 0 \leq \phi \leq 2\pi$ with $\phi = \phi + 2\pi$)\(^7\)

ii) Over a characteristic, the metric functions behave asymptotically as

$$\lim_{r \to \infty} r W^A = \lim_{r \to \infty} \beta = 0 \quad \lim_{r \to \infty} h_{AB} = h_{(0)AB}(u, x) = \gamma_{AB}(x)$$

(2.9)

where we call $h_{(0)AB}$ the leading asymptotic order of $h_{AB}$, which according to these conditions is defined as the round metric $\gamma_{AB}$ on $S^{d-2}$. Einstein equations imply $\lim_{r \to \infty} U = 1$ (it is proportional to the Ricci scalar of $\gamma$).

Along with these, Bondi-Sachs original conditions, define asymptotically flat fields to be non-polyhomogeneous in $r$, i.e.

iii) The asymptotic $r$ expansion of each metric field does not contain logarithmic terms.

With the boundary conditions i) and ii), the configuration space is automatically consistent with linearised perturbations of the gravitational field if [55, 58]

$$h_{AB} - \gamma_{AB} = O(r^{\frac{2-d}{2}})$$

(2.10)

because the free function $y_{(\frac{d-2}{2})AB}$ is traceless, symmetric and hence contains the right number of polarization modes and can be identified with the news tensor $N_{AB}$. At sub-leading orders $h_{AB}$ is imposed to be given as an expansion in inverse integer powers of $r$ if $d$ even and integer as well as half-integers if $d$ is odd [58, 69].

Both in four and higher dimensions, these conditions lead to well defined notions of mass and angular momenta from the asymptotic Killing fields that are defined so that both the gauge choice, the boundary conditions and the falloff conditions are preserved.

In particular the condition

$$\Sigma_{\xi}g_{AB} = O(r^{\frac{d-6}{2}})$$

(2.11)

implies that Poincaré translations are enhanced to supertranslations only in $d = 4$ (see section 7 paragraph “BS & a $= \frac{d-2}{2}$”).

When $d > 4$ a more general definition of boundary conditions leading to a well defined Bondi mass involves $\gamma_{AB}$ being any time-independent Einstein metric on the Euclidean cross sections $B^{d-2}$ of $\mathcal{I}$ [57].

\(^7\)In the metric based approach, the topological restrictions, as observed by Sachs, follow from the assumed range of coordinates and the form of the asymptotic metric, but nothing is implied about the topology at $r < r_0$. 
2.2 KLPS, supertranslation-compatible configuration spaces and superrotations

The supertranslation-compatible configuration space of Kapec, Lysov, Pasterski and Strominger (KLPS) [60] is defined via the asymptotically Minkowski conditions i) and ii) and the imposition that $h_{AB}$ is expanded as in four dimensions without logarithmic terms

$$h_{AB} = \gamma_{AB} + \frac{h^{(1)}_{AB}}{r} + \frac{h^{(2)}_{AB}}{r^2} + \ldots$$  \hspace{1cm} (2.12)

and that all the other metric functions are expanded accordingly as in four dimensions with the assumption iii). With such assumptions, supertranslations are obtained automatically because of the condition (see section 7 paragraph “BS in $d > 4 \& a = 1$”)

$$\mathcal{L}_\xi g_{AB} = O(r).$$  \hspace{1cm} (2.13)

The analysis of KLPS is necessarily restricted to even-spacetime dimensions as no-half integer powers are included and is restricted to a linear study of the field equations.

The most important feature of the KLPS configuration space for our purposes is that Einstein equations fix $h^{(1)}_{AB}$ to be time-independent

$$\partial_u h^{(1)}_{AB} = 0,$$  \hspace{1cm} (2.14)

differently from the four-dimensional case where the time-dependence of $h^{(1)}_{AB}$ is related to the news tensor (this is the radiative order in four dimension).\footnote{For $d=6$ $h^{(2)}_{AB}$ is the radiative term related to the news tensor and is free. In higher dimensions equation (2.14) applies to all other orders before the radiative.} As evident from sections 3.2.1 and 5.3.2, this equation is not the effect of the linearised analysis, but only of the boundary conditions.

Under these conditions, the covariant phase space analysis of points 2) and 3) of the Introduction was performed by Aggarwal in [61]. The natural divergences of the charges due to the integrals over higher dimensional spheres of the terms with slower falloff than the radiative order are cured by imposing a specific behaviour of the covariant derivatives of $h^{(\frac{d-2}{2})}_{AB}$ as $|u| \to \infty$ (the past and future boundaries of $\mathcal{M}$). Despite no first-principle derivation of these conditions was presented, they are satisfactory from the point of view of the scattering problem because they contribute to the correct soft theorem counting. As analysed in [61], they are however not preserved beyond the linear level because a supertranslation transform $h^{(\frac{d-2}{2})}_{AB}$ by additional pieces depending on $h^{(1)}_{AB}$ which are $u$-independent by (2.14).

A similar issue, rooted in (2.14) — but already at the configuration space level — affects the higher dimensional CL-superrotation analysis of [65]. Assuming that we can extend the definition of asymptotic Killings of the KLPS configuration space as done by Campiglia and Laddha in four dimensions,

$$\mathcal{L}_\xi g_{AB} = O(r^2).$$  \hspace{1cm} (2.15)
the resulting $\text{Diff}(S^{d-2})$ smooth vector fields act on the configuration space breaking \((2.14)\)
because they induce $u$-dependent changes of $h_{(1)AB}$ [65] (see section 7 paragraph “CL &
a = 1, d > 4”). Thus no consistent proposal of superrotation charge can be made on the
KLPS configuration space.

With a different take, a $u$-dependence for $h_{(1)AB}$ is obtained in the later linear analysis
of [70] around Minkowski spacetime. Here, the time dependence of $h_{(1)}$ is due to time-
independent deformations of the leading round sphere metric $\gamma_{AB}$ at the linear level.

In fact, this feature previously appeared in the five-dimensional non-linear analysis
of [64], with the aim of exploring generalities of the '4d cosmic-branes ↔ superrotations’
relationship. The arguments imply that the round sphere boundary metric $\gamma_{AB}(x)$ should
be extended to a generic $h_{(0)AB}(x)$. The linearisation of the relevant equations of [64] gives
those of [70], as can be checked in a covariant way in this paper (the linear version of $(3.8)$
with $\beta_{(0)} = 0$). In the next subsections we explicitly show that such metrics must not satisfy
the Einstein condition, and hence in the linearised approach of [70], the perturbation $\epsilon$ of
$\gamma$ is such that $\gamma + \epsilon$ is not Einstein.

3 General Ricci flat asymptotics: summary and discussion of results

3.1 General asymptotic conditions

A way out from \((2.14)\) is obtained by appropriate generalisations of the boundary conditions,
by which we mean the conditions imposed on the metric functions determining the
leading form of the Bondi-Sachs metric, $h_{(0)AB}(u,x)$, $\beta_{(0)}(u,x)$ and $W^A_{\ (0)}(u,x)$. Here we
discuss how much the assumptions made in ii) \((2.9)\) can be generalised and what kind of
physical situations may correspond to these boundary conditions.

The generalisation of \((2.14)\) is equation \((3.5)\). It is obtained as a consequence of the
fourth main equation with the boundary conditions that we now describe. We postpone the
discussion of this result to subsection 3.2.1 in order to express it coherently to the order in
which it appears in the asymptotic expansion (see section 3.2) and avoid repetitions. There
we see how various forms of these extended boundary conditions (claims C.1, C.2, C.3)
generalise \((2.14)\).

$W^A_{\ (0)}$: the condition $W^A_{\ (0)} = 0$ is necessary to preserve the definition of $u$ ($g_{uu} < 0$) because
otherwise on-shell

$$\lim_{r \to \infty} \frac{g_{uu}}{r^2} = h_{(0)AB} W^A_{\ (0)} W^B_{\ (0)} > 0.$$ \hspace{1cm} (3.1)

$h_{(0)AB}$: the assumption is made in \((2.9)\) that the cross-sections of $\mathcal{I}$ are spherical and
that $h_{(0)AB}$ does not depend on $u$. Already Newman and Unti [71] lifted this topological
restriction in their treatment of four dimensional asymptotically flat spacetimes and the relevant
asymptotic symmetries have been studied in [72]; an argument supporting the second
assumption is instead the possibility of properly defining the stability of null infinity against
perturbations,\(^9\) which is a fundamental requirement in the theory of asymptotics [11].

\(^9\)I am grateful to S. Hollands for having drawn this point to my attention.
**Time-independent $h_{(0)}$:** in four spacetime dimensions, with $\mathcal{I}$ homeomorphic to $\mathbb{R} \times S^2$, the assumption that $\hat{h}_{(0)AB}(x)$ (we use an hat to denote time-independent quantities) is the round-sphere metric is most natural because there exist a conformal transformation that maps any metric to the round sphere one [11] and the conformal factor can be absorbed by a redefinition of the radial and angular coordinates in the bulk.

In higher dimensions, with $S^{d-2}$, a theorem by Kuiper states that any conformally flat metric can be mapped to the round sphere [73], then we can again absorb the conformal factor in a redefinition of the radial and the angular variables. Hence, under the conformally flat assumption, the asymptotically Minkowskian conditions imposed in [58] are always possible.

The higher-dimensional round sphere metric is an example of many inequivalent classes of Einstein metrics on spheres [74, 75]. The discriminating factor in the structure of the configuration space is whether the metric $h_{(0)AB}$ is Einstein or not.

**Remarks 3.1** For the purposes of later discussions of $\beta_{(0)}$, we remind the reader that in four dimensions the freedom to fix $\hat{h}_{(0)}$ to the round sphere metric supports the standard definition of asymptotic symmetries with $\mathcal{L}_\xi g_{AB} = O(r)$ over the larger algebra generated by the Campiglia-Laddha condition $\mathcal{L}_\xi g_{AB} = O(r^2)$. Following [17], we see a puzzle because the extension of BMS to CL-superrotations would be seen — from these geometrical considerations — as a fake enlargement of the asymptotic symmetries to include pure gauge transformations. This is in stark contrast with the relationship of CL-superrotations to subleading soft theorems. The resolution of the puzzle is obtained if a sound proof that the standard conditions fix degrees of freedom which are not truly gauge [17] is obtained. See also [110].

**Time-dependent $h_{(0)}$:** regardless of the considerations on stability of null infinity (which is anyway an evasive concept in higher — odd at least — dimensions), the most general metric $h_{(0)AB}$ on the cross sections of $\mathcal{I}$ is both time dependent and not necessarily Einstein.

Among the four-dimensional spacetimes with a time-dependent $h_{(0)AB}$, which are not asymptotically flat in the usual sense — but nonetheless locally possess null infinity — Robinson-Trautman spacetimes [76] are particularly relevant in the theory of gravity waves. In the broader context of holography with negative cosmological constant and its relations with Ricci-flat holography, four dimensional AdS-Robinson-Trautman spacetimes have been discussed as dual of out of equilibrium phenomena [77] and a flat limit was taken in [78]. Higher dimensional Robinson-Trautman spacetimes with any value of the cosmological constant have been defined in [79] (see (4.37)).

The four-dimensional asymptotic analysis of [80, 81] accommodated Ricci flat Robinson-Trautman spacetimes in a Bondi-Sachs framework and more recently this has been partially reconsidered in [12]. Such spacetimes have been related to transitions sourced by superrotations [15],\textsuperscript{10} in particular the impulsive limits of Robinson-Trautman spacetimes represents

\textsuperscript{10}It should be noted however that Robinson-Trautman spacetimes do not really have a BMS asymptotic symmetry group because of the time-dependence of $h_{(0)}$. In this case the asymptotic coordinate transformations act on $u$ as $u \rightarrow U(u, x)$ and it is not possible to integrate the transformation so that $u \rightarrow \Omega(x)[u + \alpha(x)]$, where $\alpha$ parametrises the supertranslations and $\Omega$ is the conformal factor.
the creation/snapping of cosmic strings that have been interpreted as processes induced by BT-superrotations [23].

Despite these considerations, at the time of writing, no construction of asymptotic charges and the phase space has been given with the time dependent metric on the cuts of $\mathscr{I}$ (compare i.e. [13, 15, 16]). A brief account of the issues affecting a good definition of Bondi mass, Bondi mass loss, and news tensor in this case can be found in section 5 of [80]. In terms of the global existence of null infinity in such a case, the point is the one of stability mentioned before.

$\beta(0)$: In discussing $\beta(0)$ we would like to recall the remark 3.1 on the gauge behaviour of the time-independent $\hat{h}(0)$.

The scalar $\beta$ is related to the expansion $\Theta = e^{2\beta}/r$ of the null congruence generated by the rays in the null hypersurfaces that foliate the spacetime and the standard boundary conditions (2.9) fix $\beta(0)$ to zero. There exist thus a diffeomorphism that gauges $\beta(0)$ away. Differently from the transformation that reabsorbs the conformal factor in the mapping from $\hat{h}(0)_{AB}$ to the round sphere metric, the diffeomorphism required to gauge $\beta(0)$ away involves $u$ and thus deforms the initial null surface in the spacetime. This can be claimed to be unnatural from a characteristic initial value problem point of view [45].

Such an argument is not enough to argue that $\beta(0)$ is more than a simple gauge freedom, but some further considerations support this claim. The situation is somewhat similar to the points remarked earlier on the gauge versus non-gauge character of the Campiglia-Laddha extension of the BMS group: does $\beta(0)$ encode some non-trivial physics? From the arguments below the answer seems in the affirmative, but the physics does not satisfy customary asymptotic flatness. This is an important difference with what Campiglia-Laddha conditions in four dimensions imply (our goal is to understand the higher dimensional case): they do modify the standard definitions of asymptotic flatness, but only in a mild way which do not manifestly alter the asymptotics.

On the contrary, the effect of $\beta(0)$ is similar to the inclusion of a time-dependence of $h(0)$. In fact, this correspondence was already stressed in [45] from the analysis of [80]. Furthermore, it is known that any metric in the class

$$ds^2 = e^{2\beta}(-du^2 - 2dudr) + r^2\gamma_{AB}dx^A dx^B$$

(3.2)

with $\beta = \beta(u, r, x)$ can be conformally compactified in $d = 4$ with a smooth $\Omega = r^{-1}$ and admits a smooth $\mathscr{I}$ [82]. This is another example of spacetime with a null infinity which is not asymptotically flat: its curvature is such that the stress-energy tensor does not satisfy the falloff requirements usually assumed for isolated systems in $d = 4$ categorised as asymptotically flat [82]. As can be checked from the explicit solutions in sections 4.2, 5.1, the metric (3.2) is the solution of the Bondi-Sachs problem with conditions $h(0)_{AB}(u, x) = \gamma_{AB}(x)$, $U_{(d-3)} = W_{(d-1)}^A = 0$ and $\partial_A \beta(0) = 0$.

The metric (3.2), when considered in $d = 3$ is the prototypical example of well-defined notions of asymptotic flatness as obtained from symmetry reductions of four dimensional cylindrical waves [82] and $\beta$ is well understood to be related to the “radiation” content of the spacetimes [82]: different contents change the leading form of the metric, whereas in
four dimensions the boundary metric is part of the universal structure, according to the standard (not CL) definition.

A latter motivation for keeping $\beta_{(0)}$ explicit comes from holography. This metric function was given a role in the dual CFT [83, 84] of AdS gravity in Bondi-Sachs gauge. From a flat limit perspective we would ideally like to keep track of the fate of the degrees of freedom included in $\beta_{(0)}$ when taking the limit.\footnote{A similar comment can be made for $W^{A}_{(0)}$, which should be kept when solving equations with $\Lambda \neq 0$, as (3.1) does not apply.}

3.2 Asymptotic expansion of $h$
With a generic pair $(h_{(0)AB}, \beta_{(0)})$ in any $d > 4$ we argue that the most general configuration space on a generic $u = \text{const}$ surface is built on $h_{AB}$ given by

$$h_{AB} = h_{(0)AB} + \frac{h_{(1)AB}}{r} + \sum_{p \in \mathbb{N}} \frac{h_{(1+p)AB}}{r^{1+p}} + \frac{h_{(d-2)AB}}{r^{\frac{d-2}{2}}} + \log r \frac{h_{(d-2)AB}}{r^{\frac{d-2}{2}}} + \ldots$$ (3.3)

where the time dependence of each coefficient up to the order $\frac{d-2}{2}$ is determined by the fourth main equation in terms of the boundary data. The ellipsis hide further polyhomogeneous terms with integer and half-integer powers according to $d$. The proof that $p \in \mathbb{N}$ is in subsection 5.3.2. It is important to notice that (3.3) is not an assumption, but it is the outcome of the fourth main equation (see also remarks at the end of this subsection). The procedure leading to (3.3) is exemplified in section 4.2 and all the details are in sections 5.2 and 5.3. The behaviour of each of the terms in (3.3) is determined by such analysis and can be here summarised in the following points

- The time-dependence of $h_{(0)AB}$ is fixed by the fourth main equation to be

$$l := \frac{\partial_u q}{2q} := (d-2)\partial_u \phi(u,x), \quad h_{(0)AB}(u,x) = e^{2\phi(u,x)}\hat{h}_{(0)AB}(x),$$ (3.4)

Derivation at the beginning of section 5.3.

- The time dependence of $h_{(1)AB}$ is given by the first order differential equation

$$\partial_u h_{(1)AB} - \frac{l}{d-2}h_{(1)AB} = \frac{2}{d-4} \left[e^{2\beta_{(0)}}R_{AB} + (d-4)B_{AB}[\beta_{(0)}]\right]$$ (3.5)

where $R_{AB}$ is the traceless part of the Ricci tensor of $h_{(0)AB}$ and $B_{AB}$ is a traceless object built only on derivatives of $\beta_{(0)}$, as specified in section 3.2.1. There we further discuss the role of this equation in unlocking the issues discussed in the previous parts. The derivation of this equation can be found at the beginning of subsection 5.3.2.

- The term $h_{(d-2)AB}$ is the radiative order and its time derivative is expressed in terms of the previous orders and a free function $N_{AB}$. This expression simplifies in four and in odd dimensions since $p$ in the sum of (3.8) runs over positive integers (see subsection 5.3.1). In these cases we have

$$\partial_u h_{(d-2)AB} - \frac{2l}{d-2}h_{(d-2)AB} = N_{AB}, \quad d = 4 \text{ and } d = \text{odd},$$ (3.6)
which we take as the definition of $N_{AB}$. It is traceless and thus satisfies the minimal
requirement for being a news tensor. In even dimensions this is no longer the case as
the trace of $N_{AB}$ couples with the trace of the non-radiative overleading orders and
to the time dependence of $h^{(0)AB}$; for example in $d = 6$ $N_{AB}$ is traceless if $l = 0$ (see
equation (5.103) and subsection 5.3.2 for the details).

- The logarithmic term $h_{(\frac{d-3}{2})AB}$ will be referred to as logarithmic term of the third
kind (see Remarks below for the nomenclature). This term possess a non-trivial
time dependence when $d = even$ both with the generic boundary conditions and the
standard Minkowskian conditions (see equation (5.109)); hence it is not natural to
set this term to zero. The non-trivial time dependence is due to the presence of
terms before the radiative order: with radiative falloff conditions this logarithmic
term would be time independent (see subsection 5.3.1). The term $h_{(\frac{d-3}{2})AB}$ is also
time-independent in four dimensions (because there is only one possibility: radiative)
and in odd dimensions (because there are no half-integer powers before the radiative
order), see subsection 5.3.2. In these dimensions the leading log can be consistently
set to zero by appropriate initial data. See subsection 3.2.3 for an interpretation.

- Once the leading logarithmic term is included, the time dependence of $h^{(0)AB}$ couples
to a $r^{-\frac{d-2}{2}} \log^2 r$ term. By iteration, all powers of $\log r$ appear at the same order and
at subleading. This is avoided if $h^{(0)AB}$ is time independent. See section 6 for some
details.

These results reduce to the four dimensional analysis with time dependent boundary met-
ric [12] and the structure of the metric expansion with leading logarithmic term in four
dimensions corresponds to [85]. After the next two remarks we discuss the structure sum-
marised in this list.

Remarks 3.2 [On the assumptions about $h$]. In sections 2.1 and 2.2, the equations (2.10) and (2.12)
specify the asymptotic form of $h_{AB}$ for any $u$. The Bondi-Sachs prob-
lem is a characteristic initial value problem where $h_{AB}$ is specified on an initial $u = const$
surface, where also $\beta$, $W^A$ and $U$ are determined, and after which $h_{AB}$ is evolved in time by
the fourth main equation to reiterate the procedure. Any a priori specification of $h_{AB}$ at
any $u$ may thus result in constraints for the leading order data (or boundary conditions).
In pursuing the aim set in the introduction, one of the points of this paper is to explicate
the constraints that a given ansatz for $h_{AB}$ induce, and thus find the most general form of
$h_{AB}$ as generated upon time evolution from any specification of $h_{AB}$ at a previous time.
Equation (3.3) is such a general form and the equations for each of its coefficients, for
example (3.5), are the outcomes of this general strategy.

Particular initial values of $h_{AB}$ under which one may wish to discuss the time evolution
for our current purposes are

$$h_{AB} = h^{(0)AB} + \sum_p h_{(a+p)AB}^{(0)}(u,x),$$

(3.7)
where \( p \in \mathbb{N}_0 \) if \( d \) is even and \( p \in \mathbb{N}_0/2 \) if \( d \) is odd and \( a \) parametrise the leading power: \( a = \frac{d-2}{2} \) if we insist on an initial \( h_{AB} \) starting from the radiative order, or \( a = 1 \) if we stick to the most general solution of Einstein equations.

We will thus see in section 3.2.1, as an example of these comments, that the Minkowskian boundary conditions where \( h_{(0)AB} \) is the round sphere (or Einstein) and \( \beta_{(0)} = 0 \) can be understood as necessarily imposed by the dynamics if the radiation-compatible form of \( h \) is assumed a priori at any \( u = \text{const} \) slice.

Remarks 3.3 [Nomenclature for logarithmic terms]. The logarithmic term appearing in (3.8) is one of three different kinds of logarithmic terms in the expansion of the metric coefficients. We choose to refer to it as the logarithmic term of the third kind.

The first kind stems from the term \( r^{-n}h_{(n)AB} \) in the integration of (2.4) and (2.5) when \( n \) is the appropriate order. These logarithmic terms affect the fourth main equation and induce logarithmic terms in \( h_{AB} \) at order \( m > n \). They are logarithmic terms of the second kind. Such logarithmic terms induce new further subleading logarithmic terms in the expansions of \( \beta \), \( W^A \) and \( U \). When we include the logarithmic terms of the first and second kind in the asymptotic expansion we speak of minimally polyhomogeneous expansions (see for example [45] in \( d = 4 \)). The logarithmic term showed in (3.8) is of the third kind. This log is intrinsic to the fourth main equation, namely it can be generated upon time evolution even if we start with a non polyhomogeneous \( h_{AB} \). The term shown constitute the most leading logarithmic contribution in \( h_{AB} \), no further leading log terms are generated by Einstein equations unless they are induced by hands via initial conditions. An expansion with a log of the third kind is called maximally polyhomogeneous (see [85] for the analogous usage of this name in \( d = 4 \)). Polyhomogeneous asymptotics in high dimensions have been analysed in [86].

3.2.1 Time-dependence of \( h_{(1)AB} \)

As argued in the previous subsections, the analysis of BMS-like asymptotic symmetries to higher dimensions cannot overlook the interplay of boundary conditions on the behaviour of \( h_{(1)AB} \). In this section we discuss this point starting from equation (3.5) which we now repeat for ease of presentation. The equation is

\[
\partial_u h_{(1)AB} - \frac{l}{d-2} h_{(1)AB} = \frac{2}{4-d} \left[ e^{2\beta_{(0)}} \mathcal{R}_{AB} + (d-4) \mathcal{B}_{AB}[\beta_{(0)}] \right], \tag{3.8}
\]

where \( \mathcal{R}_{AB} \) is the traceless part of the Ricci tensor of \( h_{(0)AB} \), such that

\[
\mathcal{R}_{AB} = \hat{\mathcal{R}}_{AB} - (d-4) \Phi_{AB}[\varphi] \tag{3.9}
\]

with

\[
\Phi_{AB}[\varphi] = (\hat{D}_A \hat{D}_B \varphi - \hat{D}_A \varphi \hat{D}_B \varphi) - \frac{\hat{h}_{AB}}{d-2} (\hat{D}^2 \varphi - (\hat{D} \varphi)^2), \tag{3.10}
\]

when written in terms of \( \hat{h} \) and \( \varphi \). \( \mathcal{B}_{AB} \) is traceless and symmetric

\[
\mathcal{B}_{AB} = 2 e^{2\beta_{(0)}} \left[ D^A \beta_{(0)} D_B \beta_{(0)} + 2 \partial_A \beta_{(0)} \partial_B \beta_{(0)} - \frac{h_{(0)AB}}{d-2} \left( D^2 \beta_{(0)} + 2 \partial_C \beta_{(0)} \partial^C \beta_{(0)} \right) \right]. \tag{3.11}
\]
Radiative falloff $h_{(1)AB} \equiv 0$  \quad $\Rightarrow$  \quad $\mathcal{H}_{(2)AB} = 0$

| \text{Case} | Condition | $\mathcal{B}_{AB} = 0$ $\rightarrow$ $\partial_A \beta(0) = 0$ | $\mathcal{B}_{AB} = \Phi_{AB} \rightarrow \varphi(x) = 2\beta(0)(x)$ | $\mathcal{R}_{AB} \sim (4-d)\mathcal{B}_{AB}$ |
|-----------|-----------|-----------------|-----------------|-----------------|
| a) $h_{(0)}$ | $h_{(0)} = \hat{h}$, Einstein \quad ($\tilde{\mathcal{R}}_{AB} \equiv 0, \Phi_{AB} \equiv 0$) | | | |
| b) $h_{(0)}$ | Conformal to Einstein \quad ($\tilde{\mathcal{R}}_{AB} \equiv 0, \partial_u \Phi_{AB} = 0$) | | | |
| c) $h_{(0)}$ | Non-Einstein \quad ($\tilde{\mathcal{R}}_{AB} \equiv 0$) | | | |
| d) $h_{(0)}$ | $h_{(0)} = \hat{h}$, Einstein \quad ($\tilde{\mathcal{R}}_{AB} \equiv 0$) | $\mathcal{B}_{AB} = \Phi_{AB} \rightarrow \varphi(u, x) = 2\beta(0)(u, x)$ | | |
| e) $h_{(0)}$ | Conformal to Einstein \quad ($\tilde{\mathcal{R}}_{AB} \equiv 0$) | $\mathcal{B}_{AB} = \Phi_{AB} \rightarrow \varphi(u, x) = 2\beta(0)(u, x)$ | | |
| f) $h_{(0)}$ | Non-Einstein \quad ($\tilde{\mathcal{R}}_{AB} \equiv 0$) | $\mathcal{R}_{AB} \sim (4-d)\mathcal{B}_{AB}$ | | |

Table 1. Synoptic view of various constraints imposed on the boundary data $(h_{(0)AB}, \beta_{(0)})$ by the request $h_{(1)AB} \equiv 0$ in $d > 4$. The right column reports the conditions stemming from $\mathcal{H}_{(2)AB}$ under the assumptions in the left column and the simple arrow $\rightarrow$ indicates a possible solution of the conditions.

In the rest of the paper we use also the definition

$$\mathcal{H}_{(2)AB} := -e^{2\beta(0)}\mathcal{R}_{AB} + (4-d)\mathcal{B}_{AB}[\beta_{(0)}]. \quad (3.12)$$

We read equation (3.8) in two ways: to analyse how much the imposition of radiative falloff behaviour (i.e. $h_{(1)AB} = 0$ as well as all $h_{(1+p)AB} = 0 \forall p < \frac{d-4}{2}$) constrains the boundary data, and to discuss which boundary conditions are compatible with a non-trivial time-dependence of $h_{(1)AB}$ and, in turn, with consistent actions of BMS-like asymptotic symmetries.

It is important to recall that these equations are all related to a foliation in terms of $u = \text{const}$ surfaces, and hence equation (3.8) is valid at one such surface.

If we impose $h_{(1)AB} \equiv 0$ on any $u = \text{const}$ surface, the right-hand-side of (3.8) must vanish and hence this implies that the boundary data $(h_{(0)AB}, \beta_{(0)})$ must satisfy certain constraints which are summarised in table 1. Notice for example that imposing that $h_{(0)}$ is Einstein when $h_{(0)}$ depends on time is a much stronger condition than imposing it when $h_{(0)}$ is taken to be time-independent. Robinson-Trautman spacetimes defined in [79] corresponds to case d) with $\beta_{(0)} = 0$ and $\varphi(u, x)$ constrained so that $\Phi_{AB} = 0$ at any $u$.

Apart from the cases with non-Einstein $h_{(0)}$ and $\mathcal{B}_{AB} \neq 0$, the others reduce to case a) or d) when $\beta_{(0)}$ is fixed by gauge choice to zero.

There is no a priori reason for imposing $h_{(1)AB} = 0$ on all the $u = \text{const}$ surfaces. Equation (2.14) is obtained from the general equation (3.8) if the right-hand side of this equation is constrained to vanish at any $u$: the standard asymptotically flat boundary conditions, i.e. $\beta_0 = \varphi = 0$ and $h_{(0)AB}$ Einstein are such a case.
\[
\frac{\partial u}{h}(1)_{AB} \neq 0
\]

\[
H_{(2)AB} = 0, \varphi(x) = 0 \Rightarrow B_{AB} \neq 0
\]

(3.13)

\[
\hat{R}_{AB} = 0, \varphi(x) \neq 0 \Rightarrow \Phi_{AB} - B_{AB} \neq 0
\]

(3.14)

\[
\hat{R}_{AB} \neq 0
\]

(3.15)

\[
H_{(2)AB} = 0 \Rightarrow \Phi_{AB} - B_{AB} \neq 0
\]

(3.16)

\[
\hat{R}_{AB} \neq 0, \varphi(x) \neq 0 \Rightarrow \Phi_{AB} = B_{AB} \rightarrow \varphi = 2\beta(0)
\]

(3.17)

\[
H_{(2)AB} \neq 0 \Rightarrow \Phi_{AB} - B_{AB} \neq 0
\]

(3.18)

\[
\hat{R}_{AB} \neq 0
\]

(3.19)

Table 2. Various boundary data compatible with \(\partial_u h(1)_{AB} \neq 0\). The cases such that \(\partial_u h(1)_{AB} = 0\) can also be obtained from this under appropriate changes.

On the other hand, \(\partial_u h(1)_{AB} \neq 0\) is obtained for example when \((h(0)_{AB}, \beta(0))\) satisfy the conditions in table 2. From the table we can single out in particular the following cases corresponding to the smallest modifications of boundary conditions compatible with a time-dependent \(h(1)_{AB}\):

In dimensions higher than four, the constraint (2.14) can be circumvented with

C.1 \(\beta(0) = 0\) and time-independent \(h(0)_{AB}\) provided that it is not an Einstein metric;

C.2 \(\beta(0) = 0\) and Einstein \(h(0)_{AB}\) provided that it depends on time;

C.3 time-independent Einstein \(h(0)_{AB}\) provided that \(\beta(0) \neq 0\) (\(\partial_A \beta(0) \neq 0\) actually);

Mixed cases are in principle allowed. Notice that when \(h(0)_{AB}\) is Einstein and \(\beta(0) = 0\), \(h(1)_{AB}\) depends on time through a conformal factor depending on \(l\)

\[
h(1)_{AB}(u, x) = \Omega(l)\hat{h}(1)_{AB}(x).
\]

(3.20)

3.2.2 On the limits to ‘spatial infinity’ and the scattering problem

As highlighted, a time dependent \(h(1)\) in higher dimensions is incompatible with standard definitions of the asymptotically flat boundary conditions at null infinity. This necessarily affects any subsequent analysis of the scattering problem, which requires global notions of past and future null infinity and of spatial infinity \(i^0\), and well defined limits from \(I^+\), \(I^-\) to \(i^0\).

Even if such limits exist — which we would like to in order to define a scattering problem — we cannot expect that more general notions of null asymptotics, to which we land in seeking for generalisation of BMS, are compatible with the standard definitions of spatial infinity. These assumptions are bound to constrain the configuration space at null infinity, as we can easily argue.

In all cases where the correspondence between BMS symmetries and scattering processes has been discussed with more details \((d = 4)\), a pivotal role is played by the Bondi mass aspect/angular momentum aspect evolution equation, which dictates how the asymptotic charges behave in the limits toward \(i^0\). In our case, we can write the Bondi mass
aspect equation, for example, as

\[\begin{aligned}
[\partial_u + (d-1)\partial_u \varphi] m(u,x) &= -\frac{(d-2)\Omega(0)}{\kappa^2} \left( \frac{1}{2(d-2)} (N_{AB})^2 + \frac{1}{2} D_A D_B N^{AB} + \frac{1}{d-2} D^2 R \right) \\
&+ (d-1)\partial_u \varphi \mathcal{M}_1 + \mathcal{M}_2 + b
\end{aligned}\]

(3.21)

where \(\kappa^2 = 16\pi\), \(\Omega_{d-2} = 2\pi^{\frac{d-1}{2}} / \Gamma(\frac{d-1}{2})\) and for notational purposes we split in the second line the contributions that automatically cancel for time-independent \(h(0)\) (\(\mathcal{M}_1\)) from those that depends on terms above/below the radiative order (\(\mathcal{M}_2\)) and those that vanish when \(\beta(0) = 0\) (b).

The first line is the contribution coming from the radiative falloff conditions.\(^{12}\)

Needless to say, this equation is extremely hard to deal with, even when we restrict to one of the cases C.1, C.2, C.3. Issues arise not only because of the presence of terms before the radiative orders, nor because of the b terms, but even just because of the time dependence of \(h(0)\) that prevents the interpretation of (3.21) as a mass loss equation,\(^{13}\) as said before.

When integrating to get charges, the right-hand side of (3.21) would not in general be split in hard and soft parts as in [5] and we would not be able to adapt standard results of asymptotic quantization [6, 87]. The analysis is to be performed from scratch.

These difficulties can be traced back to the problem of defining a phase space that admits proper limits to \(i^0\) over this configuration space. This can be seen in other ways, without referring to the Bondi mass aspect equation.

In the definition of asymptotic flatness at null infinity in higher even dimensions given in [57], in addition to the assumption that \(h(0)\) is Einstein and time independent (and \(\beta(0) = 0\)), a good limit to spatial infinity is assumed to be given by the condition that for some \(u < u_0\) the metric decays faster than the radiative order (in particular \(O(r^{3-d})\)) and approach a stationary solution. If we impose that on the initial \(u = \text{const}\) surface \(h_{AB}\) behaves accordingly, we obtain (3.8) and in fact \(h_{(1)AB} = 0\) for any \(u\) by the initial condition \(h_{(1)AB}|_{u < u_0} = 0\). Relaxing this condition to a \(u\)-dependent Einstein\(^{14}\) \(h_{(0)AB}\) with \(h_{AB}\) falloff at rates \(O(r^{\frac{3-d}{2}})\) on the initial surface, equation (3.20) will be supplemented by the initial condition that \(h_{(1)AB}|_{u = u_0} = 0\) and hence again we get \(h_{(1)AB} = 0\) at any \(u\).

We conclude that the assumption that \(h_{(0)AB}\) is Einstein and that there is a region corresponding (in some sense) to \(i^0\) is incompatible with having \(\partial_u h_{(1)AB} \neq 0\) and consequently a consistent action of CL-superrotations on the configuration space.

These speculative conclusions are to be taken cum grano salis. The point is similar to the debate around the meaning of BMS-like symmetries at spatial infinity in four spacetime dimensions [91], which is relevant to formalise the derivation of the antipodal matching conditions between \(\mathcal{J}^+\) and \(\mathcal{J}^-\) used in the definition of the scattering problem [52, 53, 92].

Similarly we would need to reconsider the Being-Schmidt asymptotic analysis of spatial infinity [90] in higher dimensions to approach the problems here addressed.

\(^{12}\)We have further eliminated the global factors of \(e^{2\beta(0)}\) as they are irrelevant now.

\(^{13}\)Notice that for Robinson-Trautman spacetimes in higher dimensions (which are defined with \(h_{AB} = h_{(0)AB}\) Einstein), equation (3.21) collapse to \(\text{LHS} = 0\) [79].

\(^{14}\)In the blown-up representation of \(i^0\) [88–90], the three-dimensional metric on the hyperboloid is constrained to be Einstein by the field equations [90], but its time dependence is not constrained.
3.2.3 Leading logs and holography

The expansion (3.3) leads to a maximally polyhomogeneous expansion of the metric. As in four spacetime dimension [85], this is a possibility implied by Einstein equations but whose physical interpretation is not clear. On the other hand, minimal polyhomogeneous expansions in four dimensions — i.e. those with the first and second kind of logarithmic terms — are for example understood in the Bondi-Sachs problem as a consequence of the elimination of what Bondi and collaborators mistakenly assumed to be the Sommerfeld radiation condition [9, 45, 93]. Here we suggest a possible interpretation of the logarithmic term in (3.3) in terms of the well-understood logarithmic terms in the Fefferman-Graham expansion of asymptotically locally AdS (AlAdS) spacetimes [35].

The first logarithmic coefficient in the expansion (3.3) is time-independent in four and odd spacetime dimensions, while its time-dependence is determined by the previous orders of the asymptotic expansion in even dimensions. Suppose that at an initial $u = u_0$ $h_{AB}$ is given by (3.7) with $a = 1$ (in particular $h_{(d-2)AB|u=u_0 = 0}$) and without the half-integer powers before the radiative order, then

$$h_{(d-2)AB|u>u_0} = \begin{cases} 
0 & \text{in } d = 4, \ d = \text{odd} \\
\neq 0 & \text{in } d = \text{even} 
\end{cases}$$

With this, the structure of (3.3) is reminiscent of the asymptotic expansion of AlAdS$_d$ spacetimes in Fefferman-Graham gauge [48, 94], which is known to play a central role in relating the quantum properties of conformal field theories and the geometric properties of spacetimes with negative cosmological constant.

The Fefferman-Graham metric is presented in Gaussian normal coordinates that foliate the spacetime with a family of timelike hypersurfaces including the conformal boundary and the metric reads

$$ds^2 = \lambda^2 z^2 (dz^2 + g_{ij}(z, \chi))d\chi^i d\chi^j$$

(3.23)

where $\lambda$ is the AdS length scale, $\chi = (t, x)$ and $g_{ij}$ satisfy an asymptotic expansion in terms of $z$ that contain logarithmic terms when the spacetime dimension is $d$ = odd [48, 94]. Two free data must be specified to uniquely determine the solution: the leading term, $g_{(0)}$, and (the traceless and divergenceless part of) the coefficient multiplying the power of $z$ at the same order of the leading log. The metric $g_{(0)}$ represents the background metric of the dual CFT and the other datum is related to the one-point function of the CFT stress-energy tensor. The coefficient of the leading log, $g_{(\log)}$, is equal to the metric variation of the holographic conformal anomaly.

Given that the leading logarithmic term appears in $h_{AB}$ at the same order of the free datum of $h_{AB}$, there is a somewhat clear similarity between the expansion of $h_{AB}$ and that of $g_{ij}$, under a change of dimensions by one unit

$$AlAdS_{d-1} \leftrightarrow AlM_d$$

(3.24)

We only describe the asymptotic expansion without writing down the explicit expression because it depends on the definition of the radial coordinate.
This picture is coherent with the original approach of de Boer and Solodukhin based on the slicing of the interior and exterior of Minkowski spacetime in terms of Euclidean AdS and dS hypersurfaces [29, 41]. This would justify why $h_{AB}$ in four-dimensional asymptotically flat spacetimes does not (necessarily) contain the leading logarithmic term: there are no logarithmic terms in three-dimensional AlAdS [94].

A non-trivial aspect that is to be kept in mind is that, differently from the Fefferman-Graham metric, the Bondi-Sachs metric is not only given by $h_{AB}$, although it is built on it. Thus, despite suggestive, we cannot conclude much from the picture unless a deeper analysis is performed. This could go by pushing back the Bondi metric to a foliation in terms of the hyperboloidal surfaces, which are described asymptotically by the Fefferman-Graham expansion, and then produce a mapping between this and the Bondi coordinates.

Differently, a mapping between the Bondi-Sachs and Fefferman-Graham expansions has been obtained in [83] in four-dimensional spacetimes with a negative cosmological constant and the flat limit of the phase space has been discussed in [84]. This is a mapping of the form

$$\text{Fefferman-Graham } AlAdS_4 \leftrightarrow \text{Bondi-Sachs } AlAdS_4 \xrightarrow{\lambda \to \infty} \text{Asymptotically Flat} \quad (3.25)$$

Due to the spacetime dimension considered, these papers could not identify the role of logarithmic terms in the Bondi-Sachs expansion as possibly related to anomalies of the dual holographic theory. In a $d$-to-$d$ mapping, the structure of (3.3), (3.22) is at first sight puzzling. The question can be again answered by performing the integration of Einstein equations with the inclusion of the cosmological constant and analysing the fate under the flat limit of the logarithmic term we have been discussing.\(^\text{16}\)

As a final comment we remind that the precise structure of the asymptotic expansions is coordinate dependent. We should be cautious in giving a physical meaning to the various terms, unless they can be written in terms of gauge invariant quantities and recall that the holographic results are obtained after the procedure of holographic renormalization, where the anomaly term is expressed in terms of conformal invariants [35]. Unless we specify precisely the transformation rules among the different coordinate systems/renormalization schemes we cannot push the analogy discussed here further. This is to be analysed in follow up works [67].

4 Asymptotic analysis: discussion

For ease of comparison with existing literature, we adopt conventions similar to [12]. We define the quantities (see appendix A)

$$l_{AB} = \frac{1}{2} \partial_u g_{AB}, \quad k_{AB} = \frac{1}{2} \partial_r g_{AB}, \quad n_A = \frac{1}{2} e^{-2\beta} g_{AB} \partial_r W^B, \quad (4.1)$$

\(^\text{16}\)With a cosmological constant term only the third and fourth main equations are modified. The coupling to the cosmological constant produces further overleading terms with respect to what we obtain, but the structure of the integrals is not changed.
and\(^17\)
\[
\hat{n}_A = \frac{n_A}{r^2}, \quad \hat{K}^C_D := \frac{1}{2}h^{AC}\partial_r h_{AD}, \quad \text{so that} \quad k^A_B = \frac{\delta^A_B}{r^2} + \hat{K}^A_B. \tag{4.2}
\]

Einstein main equations take the form
\[
R_{rr} = 0 \Rightarrow \partial_r \beta = \frac{r}{2(d-2)}\hat{K}^A_B \hat{K}^B_A, \tag{4.3}
\]
\[
R_{Ar} = 0 \Rightarrow \partial_r (r^d \hat{n}_A) = G_A(\beta, \hat{K})
\]
\[
G_A(h_{AB}, \beta) = r^{d-2} \left[ \left( \partial_r - \frac{d-2}{r} \right) \partial_A \beta - (d-2)D_B \hat{K}^A_B \right], \tag{4.4}
\]
\[
g^{AB}R_{AB} = 0 \Rightarrow \frac{d-2}{r^2} \left[ (d-3) + r \partial_r \right] U = \mathcal{F}(h_{AB}, \beta, W^A)
\]
\[
\mathcal{F}(h_{AB}, \beta, W^A) = e^{2\beta} \left[ (d-2)R - 2(d-2)D_DA^B\beta + \partial^A \beta \partial_A \beta + n^A n_A \right]
\]
\[
+ \left( \partial_r + \frac{d-2}{r} \right) (d-2)D_A W^A + 2\frac{d-2}{r}l, \tag{4.5}
\]
\[
g^{DA}R_{AB} = 0 \Rightarrow \left( \partial_r + \frac{d-2}{r} \right) l^D_B + (\partial_a + l) k^D_B = \mathcal{H}^D_B,
\]
\[
\mathcal{H}^D_B = -e^{2\beta} \left[ (d-2)R^{D}_B - 2 \left( (d-2)D^D \partial_B \beta + \partial^D \beta \partial_B \beta + n^D n_B \right) \right]
\]
\[
- \left( \partial_r + \frac{d-2}{r} \right) \left( \frac{1}{2}(d-2)D^D W_B + \frac{1}{2}(d-2)D_B W^D - k^B_B U \right)
\]
\[
- \left[ (d-2)D_C (W^C k^D_B) + k^D_B (d-2)D_B W^A - k^A_B (d-2)D_A W^D \right]. \tag{4.6}
\]

This involved set of equations is the main reason why the standard techniques of non-vanishing cosmological constant holography, such as holographic renormalization, does not extend naively to the case of null asymptotics. In AdS/CFT for example, we can organise the bulk Einstein equations in terms of Gauss-Coazzi equations for the bulk evolution of the timelike boundary surface. Einstein equations do not explicitly contain terms involving the time derivative because they are hidden in the covariant derivatives along the timelike slices that foliate the spacetime, so that Einstein equations only involve the extrinsic curvature of such surfaces analogous to \(k^A_B\) (as well as the induced metric). In the present case, instead, \(k_{AB}\) is the (non-normalised) extrinsic curvature of \(r = \text{const}\) timelike surfaces, but the null time direction is clearly distinguished. The cuts of \(r = \text{const}\) surfaces by \(u = \text{const}\) null surfaces are spacelike and their extrinsic curvature is
\[
Q_{AB} = l_{AB} + (d-2)D_{(A} W_{B)}.
\tag{4.7}
\]

We may write Einstein equations in terms of this derived quantity, but not much insight is gained.\(^18\) The double null gauge is better suited to highlight the geometric structure of the equations.

The solution of all the main equations can be given in a closed integral form depending on \(\hat{K}^A_B\) and encoding the asymptotic behaviour of \(h_{AB}\).

\(^17\) Notice that [12] uses \(K^A_B := r^2 \hat{K}^A_B.\)
\(^18\) For example we get a shorter form of (4.6), but upon performing the manipulations (4.12) to remove \(\partial_u k_{AB}\), the equation almost takes the same form as the one we discuss.
4.1 Integral solution of the main equations

The integral form of the solutions of the main equations can be given following [12]. Here we somewhat imprecisely single out the relevant integration functions and leave integrals as indefinite when no chance of confusion arise. The solution of equation (4.3) is

$$\beta(u, r, x) = \beta(0)(u, x) + \frac{1}{2(d - 2)} \int r \tilde{K}_B^A \tilde{K}_A^B. \quad (4.8)$$

A first integration of (4.4) gives

$$\tilde{n}_A(u, r, x) = N_A(u, x) + \frac{1}{r^{d-3}} \int r \mathcal{G}_A ds, \quad (4.9)$$

and, from the definition of $\tilde{n}_A$,

$$W_A(u, r, x) = W_A(0)(u, x) + \frac{1}{2} \int r \mathcal{B} \tilde{n}_B(u, t, x). \quad (4.10)$$

The integration of (4.5) gives

$$U(u, r, x) = U(d-3)(u, x) + \frac{1}{r^{d-3}} \int r \mathcal{F}^{d-2} ds. \quad (4.11)$$

Using

$$\partial_u k_B^D = \partial_u l_B^D - 2(l_B^D k_B^A - k_B^D l_B^A), \quad (4.12)$$

the latter equation (4.6) can be conveniently rewritten as

$$\partial_u l_B^D + \phi_{CB}^{DA} = j_B^D \quad (4.13)$$

where

$$\phi_{CB}^{DA} = \frac{d - 2}{2r} \delta_{C}^D \delta_B^A - (\delta_{C}^D k_B^A - k_B^D \delta_B^A), \quad j_B^D = \frac{1}{2} \left( H_B^D - l_B^D \right) \quad (4.14)$$

and the solution is given by Lagrange method\(^\text{19}\) as

$$l_B^D = e^{-\phi_{CB}^{DA}} \left( \frac{1}{2} N_C^A + i_B^D \right) \quad (4.15)$$

where the factor 1/2 is chosen to cancel later factors of 2 in the definition of $N_{AB}$, with

$$\phi_{CB}^{DA} = \int \phi_{CB}^{DA}, \quad i_B^D = \int j_A^C e^{\phi_{CB}^{DA}}, \quad (4.16)$$

Notice that $\phi_{CB}^{DA}$ contains a term explicitly of order $r^{-1}$, which contributes with logarithmic terms when integrated. The integral defining $\phi_{CB}^{DA}$ is to be considered between a generic $r$ in the bulk (where the coordinate system breaks down) and a large $R$ to be sent to infinity.

The potential logarithmic divergence is absorbed in a power of $r$.

Equivalently, to ease comparison with [12], we can split

$$l_B^A = l_B^A(0) + \tilde{L}_B^A, \quad \tilde{l}_B^A = \frac{1}{2} \gamma_{(0)}^{AC} \partial_u h_{(0)CB}, \quad (4.17)$$

\(^\text{19}\)Given $\dot{y}(x) + f(x)y(x) = g(x)$, the solution is $y(x) = e^{-\int f(x)}(c + \tilde{y}(x))$, where $F(x)$ is an antiderivative of $f(x)$ and $\tilde{y}(x)$ is an antiderivative of $g(x)e^{F(x)}$ and $c$ is a constant.
and, to remove the explicit $r^{-1}$ piece from the operator acting on $\tilde{L}^A_B$, we can further define
\[
\tilde{L}^D_B := r^{2-d} L^D_B
\]
so that (4.13) becomes
\[
\partial_r \tilde{L}^D_B + \mathcal{O}_{CB}^{DA} \tilde{L}^C_B = J^D_B
\]
with
\[
\mathcal{O}_{CB}^{DA} = - (\delta_C^D \tilde{K}^A_B - \tilde{K}^D_C \delta^A_B),
\]
and
\[
J^D_B := r^{d-2} \tilde{J}^D_B := r^{d-2} \left[ \tilde{J}^D_B + \left( \delta_C^D \tilde{K}^A_B - \tilde{K}^D_C \delta^A_B \right) l^C_B \right] - \frac{(d-2)}{2r} \delta^D_C \delta^A_B l^C_B. \tag{4.18}
\]
The solution thus reads
\[
L^D_B = e^{-\Theta^{DA}_{CB}} \left( \frac{1}{2} N^C_A + \tilde{L}^D_B \right) \tag{4.19}
\]
with
\[
\Theta^{DA}_{CB} = \int \mathcal{O}_{CB}^{DA}, \quad \tilde{L}^D_B = \int J^C_A e^{\Theta^{DA}_{CB}}. \tag{4.20}
\]
To reconstruct $l^D_B$ from $L^D_B$ one just uses
\[
l^D_B = r^{2-d} \tilde{L}^D_B + l^D_{(0)B}. \tag{4.21}
\]
Having solved the equations, we can complete the scheme (2.3)–(2.6) as
\[
\beta(u, r, x) = \beta_{(0)}(u, x) + b(u, r, x), \quad b = b[\tilde{K}]
\]
\[
W^A(u, r, x) = \frac{W^A_{(d-1)}(u, x)}{r^{d-1}} + w^A(u, r, x), \quad w^A = w^A[\beta_0, \tilde{K}]
\]
\[
\mathcal{U}(u, r, x) = \frac{\mathcal{U}_{(d-3)}(u, x)}{r^{d-3}} + v(u, r, x), \quad v = v[\beta_0, \tilde{K}, W_{(d-1)}, \mathcal{U}_{(d-3)}] \tag{4.22}
\]
and
\[
l^A_B(u, r, x) = l^A_B[\beta_0, \tilde{K}, W_{d-1}, \mathcal{U}_{(d-3)}] \tag{4.23}
\]
The notation here indicates that the metric functions on the left depend of the quantities in square brackets on the right hand side, $\tilde{K}$ standing for any combination of $\tilde{K}^A_B$. All the solutions are given in terms of the auxiliary quantity $\tilde{K}^A_B$. Thus, in principle, the boundary conditions should not involve $h_{AB}$ directly but rather $\tilde{K}^A_B$ and $l^A_B$. Clearly the boundary condition
\[
\lim_{r \to \infty} h_{AB}(u, r, x) = h_{(0)AB}(u, x) \tag{4.24}
\]
does correspond to the boundary condition
\[
\lim_{r \to \infty} l^A_B = l^A_{(0)B} \tag{4.25}
\]
which allowed us to perform the splitting (4.17), in terms of which, then, the boundary condition on $L^A_B$ is
\[
\lim_{r \to \infty} L^A_B = 0. \tag{4.26}
\]
These boundary conditions on $h_{AB}$ or equivalently $l^A_B$ imply a boundary condition on $\tilde{K}^A_B$

$$\lim_{r \to \infty} \tilde{K}^A_B = 0$$ (4.30)

However, as opposed to $l_{AB}$ (or equivalently $L_{AB}$), the radial behaviour of $\tilde{K}^A_B$ is not determined by any of the equations.

We can pick virtually any form of $\tilde{K}^A_B$ as initial data and we are able to consistently solve the equations. Here we can spell the strategy leading to our discussion in section 3.2.1: given some initial $\tilde{K}^A_B$ each order of the fourth main equation may impose restrictions on the leading orders, through the conditions on $l_{AB}$. On the other hand, rather than imposing $\tilde{K}^A_B$ from the start, we can partially infer its behaviour from that of $l_{AB}$ determined by the fourth main equation so that no restrictions on the leading data are obtained on later null surfaces. The procedure is cyclic. The next subsection exemplifies this point using the simplest initial condition and can be seen as a.

### 4.2 Example: leading behaviour and logarithmic terms

To exemplify we take $\tilde{K}^A_B = 0$. Hence $k^A_B$ reduces to $k^A_B = \delta^A_B/r$. We get

$$b = 0, \quad w^A = \frac{W^A}{r}, \quad v = r\mathcal{U}(-1) + \mathcal{U}(0),$$ (4.31)

where the explicit expression of the coefficients are in (5.12) and subsequent. In turn, $\phi^D_C = \frac{d-2\delta^D_C}{2r}\phi^A_B$ and equation (4.13) reduces to

$$\partial_r l^D_B + \frac{d-2}{2r} \delta^D_C \delta^A_B = \frac{j^{(1)}_D}{r} + \frac{j^{(2)}_D}{r^2},$$ (4.32)

where, stating from section 5.2 (see also section 3.2.1),

$$j^{(1)}_D = \frac{1}{2} \left((d-2)\delta^D_B \mathcal{U}(-1) - 2l^D_B\right),$$

$$j^{(2)}_D = \frac{\mathcal{H}^{(2)}_D}{2}, \quad \mathcal{H}^{(2)}_D = -e^{2\beta_0} \mathcal{R}_{AB} + (4-d)\mathcal{B}_{AB}[\beta_0].$$ (4.33)

with $\mathcal{R}_{AB}$ and $\mathcal{B}_{AB}[\beta_0]$ encountered in section 3.2.1 (see also (5.43)). The solution of this equation is

$$d > 4 : \quad l^D_B = \frac{2}{d-2}j^{(1)}_D + \frac{2}{d-4} \frac{j^{(2)}_D}{r} + \frac{N^D_B}{r^{d-2}},$$

$$d = 4 : \quad l^D_B = j^{(1)}_D + \frac{1}{r} \left(j^{(2)}_D \log r + N^D_B\right).$$ (4.34)

When we impose the boundary conditions on these solutions we get $l^D_B \equiv l^D_{(0)B} \Rightarrow (3.4)$ and $\tilde{K}^A_B \equiv 0 \Rightarrow \partial_r l^A_B = 0 \Rightarrow (N^D_B = 0, j^{(2)}_D = 0)$. The latter implies

$$\mathcal{H}^{(2)}_D = 0,$$ (4.35)

which is trivial in $d = 4$ and in any $d > 4$ results in the constraint among $h_{(0)AB}$ and $\beta_0$ we have discussed in table 1 of section 3.2.1.
The conclusion of the toy solution presented here is the following. The metric

\[ ds^2 = -\left[ e^{2\beta(0)} \left( r U_{(-1)} + U(0) + \frac{U(d-3)}{r^{d-3}} \right) + h(0)_{AB} W_{(1)}^A W_{(1)}^B \right] du^2 + 2e^{2\beta(0)} du dr + r^2 h(0)_{AB} \left( dx^A + \frac{W_{(1)}^A}{r} du \right) \left( dx^B + \frac{W_{(1)}^B}{r} du \right) \]

is a solution of the field equations if (4.35) holds (in particular with \( W_{(d-1)}^A = 0 \)). Gauge fixing \( \beta(0) = 0 \) (which implies \( W_{(1)} = 0 \)) we get

\[ ds^2 = -\left( r U_{(-1)} + U(0) + \frac{U(d-3)}{r^{d-3}} \right) du^2 - 2du dr + r^2 h(0)_{AB} dx^A dx^B, \]

which is a Robinson-Trautman spacetime. Notice again that in \( d > 4 \), (4.35) must be satisfied, which implies in this gauge that \( h(0) \) is Einstein [79].

With this example we see how we can use (4.34) when relaxing the boundary condition on \( \hat{K}^A_B \) to infer the asymptotic behaviour of \( \hat{K}^A_B \neq 0 \) on generic null surfaces: if we prescribe that \( \hat{K}^A_B \) behaves asymptotically as the right-hand-side of (4.34), (4.34) will be modified by the addition of further orders and repeating this procedure cyclically we get the most general expansion of \( \hat{K}^A_B \). By virtue of the iterative procedure and the form of the equations, the new terms appearing with subleading powers do not alter the form of the previous terms. Only terms of the form \( Ar^{-i} \log r \) modify the metric functions at order \( r^{-i} \) by the addition of \( A \)-depending terms and possibly higher powers of \( \log r \).

In particular, this exemplifies two features of the asymptotic expansions: the first subleading order in \( \hat{K}^A_B \) is of order \( r^{-1} \) both in four and higher dimensions, but in four dimensions we have a logarithmic term (of the third kind, following the nomenclature established in the Remarks of section 3.2) at the same order.

We thus confirm what we have already discussed, that the request that the expansion starts from \( r^{-\frac{d+2}{2}} \) in \( d > 4 \) places constraints on the leading data, which are given by (4.35).

5 Asymptotic solutions: power-law seed

In this section we give the details of the solution constructed with a non-polyhomogeneous expansion of \( h_{AB} \) of the form (3.7), which we restate here

\[ h_{AB} = h(0)_{AB} + \sum_p h((a+p)_{AB}(u,x), \frac{r^{a+p}}{r^{a+p}}): \]

where \( p \in \mathbb{N}_0 \) if \( d \) is even and \( p \in \mathbb{N}_0/2 \) if \( d \) is odd and \( a \) parametrise the leading power: \( a = d-2 \) if we insist on an initial \( h_{AB} \) starting from the radiative order, or \( a = 1 \) if we stick to the most general solution of Einstein equations. Here we will discuss both these cases.

**Determinant condition constraints.** With the given ansatz (5.1), the determinant condition \( h^{AB} \partial_r h_{AB} = 0 \), implies

\[ h^{AB}(0) h((a+p)_{AB} = 0 \quad \forall p < a \]
while the trace of the others \( h_{(a+p)AB} \) \((p \geq 0)\) is determined in terms of the previous orders.

To exemplify consider

\[
h_{AB}(u,r,x) = h_{(0)AB}(u,x) + \frac{h_{(a)AB}}{r^a} + \frac{h_{(a+p)AB}(u,x)}{r^{a+p_o}}, \quad p_o = \begin{cases} \frac{1}{2} & d \text{ odd} \\ 1 & d \text{ even} \end{cases}. \tag{5.3}
\]

Its inverse is

\[
h^{AB} = h^{AB}_{(0)} - \frac{h^{AB}_{(a)}}{r^a} - \frac{h^{AB}_{(a+p_o)}}{r^{a+p_o}} + \frac{h^{A}_{(a)C}h^{CB}_{(a)}}{r^{2a}}, \tag{5.4}
\]

where we understand that we have to discard all terms of order greater than \(a + p_o\). We retain the order \(2a\) because it may be equal to \(a + p_o\) according to the cases:

- **R)** \( a = \frac{d-2}{2}, \ d \geq 4: 2a = a + p_o \) iff \( d = 4 \), otherwise \( a + p_o < 2a \),

- **NR)** \( a = 1, \ d > 4: a + p_o = 2a \) for any \( d \) even, \( a + p_o < 2a \) for any \( d \) odd.

where \( R \) and \( NR \) stand for radiative and non-radiative.

The determinant condition thus imply

\[
- \frac{a}{y^a} h^{AB}_{(0)} h_{(a)AB} - \frac{a + p_o}{y^{a+p_o}} h^{AB}_{(a+p)AB} + \frac{a}{y^{2a}} h^{AB}_{(a)h(a)AB} + \cdots = 0. \tag{5.5}
\]

So we get

\[
h^{AB}_{(0)} h_{(a)AB} = 0 \quad \forall a, \ d \tag{5.6}
\]

and

\[
d > 4 \text{ odd } (p_o = \frac{1}{2}), \ a = \frac{d-2}{2} \quad \text{or} \quad a = 1: \quad h^{AB}_{(0)} h_{(a+p)AB} = 0
\]
\[
d > 4 \text{ even } (p_o = 1), \ a = \frac{d-2}{2}: \quad h^{AB}_{(0)} h_{(a+p)AB} = 0 \tag{5.7}
\]
\[
d \geq 4 \text{ even } (p_o = 1), \ a = 1: \quad h^{AB}_{(0)} h_{(2)AB} = \frac{1}{2} h^{AB}_{(1)h(1)AB}.
\]

As we can see from this example, the consequences of the gauge choice in even \( d > 4 \) with \( a = 1 \) is really like \( d = 4 \) and this is why many results can be transferred to such generic dimensions quickly. However, the situation changes with radiative falloff conditions.

Furthermore, when \( d = 4 \) we can also use the relationship valid for any \( 2 \times 2 \) traceless matrices\(^{20}\) \[12\]

\[
M^A_C M^C_B = \frac{1}{2} \delta^A_B M^D_C M^D_C. \tag{5.8}
\]

It is easy to see that in higher dimensions this condition does not hold, in particular \( M^A_C M^C_B \) is generically diagonal only for diagonal \( M^A_C \) but is not proportional to the identity.

---

\(^{20}\)The symmetry of the matrix is not necessary for this condition to hold, but we clearly deal with symmetric matrices.
5.1 Asymptotic expansion of $\beta$, $W^A$ and $U$

With the ansatz (5.1) given $a$ and the boundary condition $W^A_{(0)} = 0$ we get,

$$
\beta = \beta_{(0)} + \sum_{p \geq 0} \frac{\beta_{(2a+p)}}{r^{2a+p}}
$$

$$
W^A = \frac{W^A_{(1)}}{r} + \sum_{p=0}^{d-2-a} \frac{W^A_{(a+1+p)}}{r^{a+1+p}} + \frac{1}{r^{d-1}} \left( W^A_{(d-1)} + W^A_{(d-1)} \log r \right) + \ldots
$$

$$
U = nU_{(-1)} + U_{(0)} + \sum_{p=0}^{a+p<d-3} \frac{U_{(a+p)}}{r^{a+p}} + \frac{1}{r^{d-3}} \left( U_{(d-3)} + U_{(d-3)} \log r \right) + \ldots
$$

The details of the expansions can be found in appendix B. Here we make some comments and list the expressions relevant in the next parts. The expansion is shown up to the order of the free functions $W^A_{(d-1)}$ and $U_{(d-3)}$ which are universal (i.e. their functional form does not depend on the spacetime dimension) and are given by

$$
W^A_{(d-1)} = -\frac{2}{d-1} e^{2\beta_{(0)} h_{(0)}^{AC}} N_C,
$$

$$
U_{(d-3)} = -\frac{\kappa^2}{(d-2)\Omega_{d-2}} m,
$$

where we have chosen a normalization for $U_{(d-3)}$ with $\kappa^2 = 16\pi$ and $\Omega_{d-2} = 2\pi^{\frac{d-1}{2}} / \Gamma(\frac{d-1}{2})$.

The functions $m$ and $N^A$ are free and correspond to the mass and angular momentum aspects in asymptotically Minkowskian spacetimes with radiative asymptotics.\textsuperscript{21}

The leading terms of the expansion are universal in the sense that they take the same form for both values of $a$

$$
\beta_{(2a)} = -\frac{a}{16(d-2)} h_{(a)AB} h_{(a)}^{AB}, \quad W^A_{(1)} = 2e^{2\beta_{(0)} h_{(0)}^{AB}} \partial_B \beta_{(0)},
$$

$$
W^A_{(a+1)} = \frac{e^{2\beta_{(0)}}}{a+1} \left( \frac{a}{a+2-d} h_{(0)}^{AC} D_B h_{(a)}^{BC} - e^{-2\beta_{(0)}} h_{(a)}^{AB} W_{(1)B} \right)
$$

$$
U_{(-1)} = \frac{2}{d-2} l
$$

$$
U_{(0)} = \frac{e^{2\beta_{(0)}}}{(d-3)(d-2)} \left( \frac{(0)}{R + 2(d-3) e^{-2\beta_{(0)}} D_A W^A_{(1)}} \right)
$$

$$
\frac{(0)}{D_A W^A_{(1)}} = 2e^{2\beta_{(0)}} \left( D^2 \beta_{(0)} + 2\partial^A \beta_{(0)} \partial_A \beta_{(0)} \right).
$$

Except $d = 4$ ($a = 1$) we also get\textsuperscript{22}

$$
U_{(a)} = \frac{1}{(d-2)(d-3-a)} \left[ e^{2\beta_{(0)} (\delta R)_{(a)}} + (2d - 4 - a) D_A W^A_{(a+1)} + \bar{F}_{(a+2)} [W_{(1)}] \right]
$$

$$
\bar{F}_{(a+2)} = h_{(a)AB} D_A W^A_{(1)B} - h_{(0)AC} \Gamma_{(a)AB} W_{(1)C} - 2e^{2\beta_{(0)}} (\bar{\eta}_{(3)}^{(a)} \bar{\eta}_{(2)+a}^{(a)} A + \bar{\eta}_{(2)A} \bar{\eta}_{(2)+a}^{(a)})
$$

\textsuperscript{21}Notice that the angular momentum in higher dimensional spacetimes with the more general Einstein boundary conditions of [57] has not been studied.

\textsuperscript{22}This is given with $\Gamma_{(a)AC} = 0$ following from the determinant condition.
where the term in square bracket is denoted as $\mathcal{F}_{(a+2)}$ with the notation of App. B.3 and $\tilde{\mathcal{F}}_{(a+2)}[W_{(1)}]$ is the part automatically vanishing when $W^A_{(1)}$ vanishes\footnote{We have used the identity $D_AW_{(1),B} \equiv 2e^{2\beta_{(0)}} \left( D_A\partial_B\beta_{(0)} + 2\partial_A\beta_{(0)}\partial_B\beta_{(0)} \right)$.} because $\tilde{n}_{(a)}^A \sim W^A_{(1)}$ from App. B.2 and where

$$R_{AB} = \frac{1}{2} \left( \begin{array}{c} 0 \\ D_C D_A h_{(a)B} + D_C D_B h_{(a)A} - D^2 h_{(a)AB} \end{array} \right),$$

$$\langle \delta R \rangle_{(a)} = h_{(a)}^{AB} R_{AB} - h_{(a)}^{AB} R_{AB} = D_A D_B h_{(a)A} - h_{(a)AB} h_{(a)AB},$$

obtained upon using the determinant condition that imposes the vanishing of $h_{(a)C}^C$.

In $d = 4$ ($a = 1$) the term in square brackets of (5.15) constitutes the coefficient of the logarithmic term $U_{(1)}$. By substituting either $a = 1$ or $a = \frac{d-2}{2}$ the terms of $\mathcal{F}_{(a+2)}$ that do not depend on $W^A_{(1)}$ are

$$a = 1 \quad \mathcal{F}_{(3)} \sim e^{2\beta_{(0)}} \left[ (\delta R)_{(1)} - D_A D_B h_{(a)BA} \right]$$

$$a = \frac{d-2}{2} \quad \mathcal{F}_{(0,2)} \sim e^{2\beta_{(0)}} \left[ (\delta R)_{(0,2)} - \frac{8 - 8d(0)}{d} D_A D_B h_{(a)BA} \right].$$

With $W^A_{(1)} = 0$, $\tilde{\mathcal{F}}_{(a+2)}[W_{(1)}] = 0$ and $\mathcal{F}_{(a+2)}$ vanishes only when $a = 1$ provided that the Ricci tensor of $h_{(0)AB}$ is proportional to $h_{(0)AB}$ because of (5.17). Hence with the standard conditions ($W^A_{(1)} = 0$) but $a = 1$ in any dimension we get

$$d = 4 \ (W^A_{(1)} = 0) : \quad \mathcal{F}_{(3)} \sim U_{(1)} \equiv 0$$

$$d > 4 \ (W^A_{(1)} = 0) : \quad \mathcal{F}_{(3)} \sim U_{(1)} = 0 \ \text{iff} \ h_{(0)} \ \text{Einstein} \quad \text{(5.20)}$$

On the other hand, with radiative falloff behaviour in higher dimensions $a = \frac{d-2}{2}$, $\mathcal{F}_{(a+2)} \neq 0 \sim U_{(a)} \neq 0$ even with a Minkowskian boundary, as known.

Further subleading orders depend on $a$ and $p$, for example

$$\beta^{(2a+p)} = -\frac{a(a+p)}{4(d-2)(2a+p)} h_{(a)AB} h_{(a+p)}^{AB},$$

$$\beta^{(3a)} = \frac{a}{12(d-2)} h_{(a)A} h_{(a)BC} h_{(a)CA}$$

and the next order in $W^A$ splits into (we are expressing everything in terms of $\beta_{(0)}$ rather than $W^A_{(1)}$ here)

$$W^A_{(a+p+1)} = \frac{e^{2\beta_{(0)}}}{a + p_0 + 1} \left( \frac{a + p_0}{(a + p_0) + 2} \right) \left( h_{(a)AB} h_{(a+p)B}^{AC} - 2 h_{(a+p)}^{AC} \partial_C \beta_{(0)} \right),$$

$$W^A_{(2a+1)} = \frac{e^{2\beta_{(0)}}}{2a + 1} \left[ \frac{2 h_{(a)AB}^{AC}}{d - 2 - 2a} \left( (d - 3 + 2a) \partial_C \beta_{(0)} + \frac{a}{2} h_{(a)AB}^{BD} D_B h_{(a)DC} \right) \right. \left. + \frac{a}{d - 2 - a} h_{(a)AB} h_{(0)BC} - 4 \beta_{(2a)} h_{(0)AC} \partial_C \beta_{(0)} \right],$$

$$d > 4 \ (W^A_{(1)} = 0) : \quad \mathcal{F}_{(3)} \sim U_{(1)} = 0 \ \text{iff} \ h_{(0)} \ \text{Einstein} \quad \text{(5.20)}$$

\footnote{We have used the identity $D_A W_{(1)B} \equiv 2 e^{2\beta_{(0)}} \left( D_A \partial_B \beta_{(0)} + 2 \partial_A \beta_{(0)} \partial_B \beta_{(0)} \right)$.}
according to the spacetime dimension. The above terms are valid if the denominators do not vanish, otherwise they contribute to the logarithmic term in $W^A$.

They first appear at order $r_1-d$ in the expansion of $W^A$ and the coefficient of this leading logarithmic term is given for any $a$ by (see appendix B.2)\textsuperscript{24}

$$W_{(d-1)}^A = -\frac{2}{d-1} e^{2\beta(0)} h^{AB(0)} \hat{n}_{(d)A}$$

\hspace{1cm} (5.25)

$$\hat{n}_{(d)B} = - \left[ \delta^{(0)}_{D} \tilde{K}_{(d-1)B} + 2(d-2)\partial_B\beta_{(d-2)} - \sum_{a+p=m=d-2-2a}^{(a+p)} \Gamma^D_{AB} K_{(m)D} \right]$$

With the non-radiative (NR) falloff ($d > 4$) $a = 1$ we can organise this (as any other coefficient of the metric expansion) as

$$\tilde{n}_{(d)A} = \tilde{n}_{(d)A}^{(R)} + \tilde{n}_{(d)A}^{(NR)}$$

(5.26)

with $\tilde{n}_{(d)A}^{(NR)}$ vanishing when restricting to the radiative behaviour of $h$ (its expansion starting from $a = \frac{d-2}{2}$). In four dimensions, clearly there is no distinction between $\tilde{n}_{(4)A}$ and $\tilde{n}_{(4)A}^{(R)}$. The functional dependence of $\tilde{n}_{(d)A}^{(R)}$ on the orders of $h$ is as follows

$$\tilde{n}_{(d)A}^{(R)} = \tilde{n}_{(d)A}^{(R)}[h_{(d-2)}, h_{(d-1)}].$$

(5.27)

In particular, in any number of dimension $d > 4$ we get for $\tilde{n}_{(d)A}$ the form

$$\tilde{n}_{(d)A} = \frac{d-2}{2} D_C h_{(d-2),A}^{(t)C} + \text{radiative + non-radiative}$$

(5.28)

where $h_{(d-2),AB}^{(t)}$ denotes the trace-free part of $h_{(d-2),AB}$, whose trace depends on the previous orders by the determinant condition.

In four dimensions this simplifies and only the first term survives, so that one gets

$$W_{(3)}^A = -\frac{2}{3} e^{2\beta(0)} D_C h_{(2),C}^{(t)AC}$$

as in [12], the exponential factor being a trivial effect of allowing a generic $\beta(0)$. As an example of the difference with higher dimensions, we can compare the explicit expressions of $\tilde{n}_{(d)A}^{(R)}$ in the cases $d = 4, 5, 6$

$$\tilde{n}_{(4)A}^{(R)} (\equiv \tilde{n}_{(4)A}) = \delta^{(0)}_{D} C h_{(2),A}^{(t)C} - \frac{1}{2} \delta^{(0)}_{D} B (h_{(1)CA}^{BC} h_{(2)A}) = \delta^{(0)}_{D} C h_{(2),A}^{(t)C}$$

(5.29)

$$\tilde{n}_{(5)A}^{(R)} = \frac{3}{2} \delta^{(0)}_{D} C h_{(3),A}^{(t)C} - \frac{1}{2} \delta^{(0)}_{D} B (h_{(2)CA}^{BC} h_{(3)A})$$

$$+ \frac{3}{2} \delta^{(0)}_{D} C h_{(3),A}^{(t)C} + \frac{1}{6} \delta^{(0)}_{D} A (h_{CD}^{BC} h_{(3)CA}) - \frac{1}{2} \delta^{(0)}_{D} B (h_{CD}^{BC} h_{(3)CA})$$

(5.30)

$$\tilde{n}_{(6)A}^{(R)} = 2 \delta^{(0)}_{D} C h_{(4),A}^{(t)C} - \frac{1}{2} \delta^{(0)}_{D} B (h_{(2)CA}^{BC} h_{(4)A})$$

$$+ 2 \delta^{(0)}_{D} C h_{(4),A}^{(t)C} + \frac{1}{8} \delta^{(0)}_{D} A (h_{CD}^{BC} h_{(4)CA}) - \frac{1}{2} \delta^{(0)}_{D} B (h_{CD}^{BC} h_{(4)CA})$$

(5.31)

\textsuperscript{24}Again, by the determinant condition $\Gamma^A_{AD} = 0$ for any $p$. 

\hspace{1cm}
The last equality in (5.29) follows from using the property (5.8) of two-dimensional symmetric, traceless matrices applied to $h^{(1)}$. This property does not hold for higher dimensional symmetric and traceless matrices and can be applied neither to $h^{(4)}_{AB}$ nor to $h^{(2)}_{AB}$ (with non-nradiative falloff the latter also fails to be traceless), hence the difference in the final form of $\tilde{n}^{(R)}_{(4)}$ from the higher dimensional case.\footnote{From the trace of $h^{(3)}_{AB}$ and $h^{(2)}_{AB}$ we have removed the contributions depending on $h^{(1)}$, as they are absorbed in $\tilde{n}^{(NR)}_{(1)A}$. As a side comment, referring to the notation in appendix B.2, the only term that contributes to $n^{(R)}_{(d)A}$ after all the manipulations is seen to be $\tilde{n}^{(2+2p)}_{(d)A}$.}

The vanishing of the logarithmic coefficient $W^{(d-1)}$ in $d = 4$ constrains $h^{(tf)}_{(d-2)AB}$ to be covariantly constant with respect to the covariant derivative of $h^{(0)}_{AB}$. As observed in [68], and stressed in [12] in relation to BT-superrotations, this condition induces a physical singularity at the north pole of the celestial sphere unless the stronger condition $h^{(Tf)}_{(2)AB} = 0$ is imposed.\footnote{Bondi’s original paper takes a diagonal $h_{AB}$ to start with and the condition we are discussing holds automatically by setting the order $r^{-2}$ to zero. But notice that with a non-diagonal $h_{AB}$ the constraint is only on the trace-free part of $h^{(2)}_{AB}$ because the trace is made up by $h^{(1)}_{AB}$ and remains free.}

In higher dimensions the constraint imposed by the vanishing of this logarithmic term is more involved. The covariant derivative of $h^{(tf)}_{(d-2)AB}$ is sourced by the radiative (as well as non-radiative in the more general case) orders. The presence or absence of this logarithmic term does not affect the Bondi mass because it is subleading, but would affect the angular momentum order.\footnote{For example, the condition $h^{(tf)}_{(d-2)AB} = 0$ in $d > 4$, as in Bondi-Sachs original works, is rather unnatural and does not suffice in removing this logarithmic term. It is unnatural because it does not preserve the freedom of the radiative order of $h_{AB}$ if also the vanishing of the logarithmic term is imposed. It would force a condition similar to (5.8) to hold for higher dimensional matrices. It is not hard to find generic examples which fail to satisfy the condition.}

Turning to the logarithmic terms $U^{(d-3)}$ in $d > 4$, according to the notation in appendix B we need the coefficient $F^{(d-1)}$, which is of the form

$$F^{(d-1)} = e^{2\beta^{(0)}(\delta R)_{(d-3)}} + (d - 2) D_{A} W^{A}_{(d-2)} + \tilde{F}^{(d-1)}[W^{(1)}] + \text{above radiative} \quad (5.32)$$

and consistently reduce to $F^{(3)}$ in $d = 4$ where there are no terms above the radiative order.

Unless the logarithmic terms in $U$ and $W^{A}$ are set to zero by constraining the metric expansion of $h_{AB}$, they induce respectively two logarithmic terms at order $r^{-d/2}$ and $r^{-(d+2)/2}$ in $h_{AB}$ from the fourth main equation (see next section) and such logarithmic terms propagate down in the asymptotic expansion of all the metric functions, so that the minimally polyhomogeneous expansion is obtained.

### 5.2 Fourth equation: $L^{A}_{B}$

In order to discuss the asymptotic expansion of the general solution of the fourth main equation

$$L^{D}_{B} = e^{-\Theta^{DA}_{CB}} \left( \frac{1}{2} N^{C}_{A} + \bar{L}^{C}_{A} \right) , \quad (5.33)$$

\text{...}
it is useful to collect the expansions of the intermediate quantities $\Theta_{CB}^{DA}$

$$
\Theta_{CB}^{DA} = \int \mathcal{O}_{CB}^{DA} dr = - \int (\delta_{C}^{A} K_{B}^{A} - K_{C}^{D} \delta_{B}^{A}) dr =: \frac{1}{r^a} \sum_{p} \Theta_{(a+p)CB}^{DA},
$$

and

$$
J_{B}^{D} = r^{d-2} \left[ \frac{1}{2} (\mathcal{H}_{B}^{D} - l k_{B}^{D}) + \left( \delta_{C}^{A} K_{B}^{A} - K_{C}^{D} \delta_{B}^{A} \right) [\mathcal{H}_{(0)B}^{C} - \frac{1}{r} (d - 2) \delta_{C}^{A} \delta_{B}^{A}(0,A)] \right]
$$

Notice that no logarithms are generated in $\Theta$ and that the first order at which the logarithmic term appears in $\mathcal{H}_{B}^{D}$ comes from the first logarithmic term in $U$ (which can be automatically vanishing without serious restrictions) and the second logarithmic term is induced from the first logarithmic term in $W_{A}^{1}$. The expansion of $J_{B}^{D}$ is organised as

$$
J_{B}^{D} = r^{d-2} J_{(-d+4)}^{D} B + r^{d-6} \mathcal{H}_{(2)B}^{(2)} \frac{1}{2} + \sum_{p=0} r^{d-4-2(a+p)} J_{(-d+4-2(a+p))}^{D} B
$$

where

$$
J_{(-d+4)}^{D} B = \frac{1}{2} \left( \mathcal{H}_{(1)B}^{D} - l l_{B}^{D} - (d - 2) l l_{(0)B}^{D} \right), \quad \mathcal{H}_{(1)B}^{D} = (d - 2) \delta_{B}^{A} U_{(-1)}^{A}
$$

$$
\mathcal{H}_{(2)B}^{D} = (d - 3) \delta_{B}^{A} U_{(0)}^{A} - e^{2 \beta_{(0)}} \beta_{B}^{D} B + \frac{4 - d}{2} \left( D_{B}^{0} W_{(1)}^{0} + D_{B}^{0} W_{(1)}^{0} - D_{A} W_{A}^{(0)} \delta_{B}^{D} B \right)
$$

$$
D_{B}^{0} W_{(1)}^{0} = 2 e^{2 \beta_{(0)}} \left( D_{B}^{0} \beta_{B}^{(0)} + 2 \delta_{D}^{B} \beta_{B}^{(0)} \right)
$$

$$
J_{(-d+4-2(a+p))}^{D} B = \frac{1}{2} \left( \mathcal{H}_{(a+1+p)B}^{D} - l K_{(p)B}^{D} \right) + \left( I_{(0)B}^{D} K_{B}^{A} - K_{(p)C}^{D} \delta_{B}^{A}(0,A) \right)
$$

Substituting (5.14) in (5.40) and lowering indices and using that $W_{A}^{1}$ is a gradient vector, we get

$$
\mathcal{H}_{(2)AB} = - e^{2 \beta_{(0)}} R_{AB} + (4 - d) B_{AB} [W_{(1)}]
$$

where

$$
R_{AB} = R_{AB} - \frac{h_{(0)AB}^{(0)}}{d - 2} R
$$

---

28 We have cancelled a term using the leading solution (5.68) $l l_{(0)B}^{A} \propto \delta_{B}^{A}$, which we are going to derive next.
are both traceless. $B_{AB}[W(1)]$ can equivalently be written as

$$B_{AB}[\beta(0)] = 2e^{2\beta(0)} \left[ D^0_A \partial_B \beta(0) + 2 \partial_A \beta(0) \partial_B \beta(0) - \frac{h^{(0)AB}}{d-2} D^0_C \partial_B \beta(0) \right]$$ (5.46)

The first term of (5.42) is

$$J^D_{(-\frac{d-4}{2})B} = \frac{1}{2} \left( H^D_{(a+1)B} - lK^D_{(0)B} \right) + \left( I^D_{(0)A} K^A_{(0)B} - K^D_{(0)C} C^C_{(0)B} \right)$$ (5.47)

$$H^D_{(a+1)B} = (d-2-a) K^D_{(0)B} B_{(-1)}.$$ (5.48)

So that

$$J^D_{(-\frac{d-4}{2})B} = \frac{2(d-2-a) - (d-2)lK^D_{(0)B}}{2(d-2)} \left\{ \begin{array}{ll} 0 & \text{if } a = \frac{d-2}{2} \\ \frac{d-4}{2(d-2)} lK^D_{(0)B} & \text{if } a = 1, d > 4. \end{array} \right.$$ (5.49)

It can be convenient to expand explicitly the integral $\int J^D_B = I^D_B$, which enters the definition of $\tilde{L}^D_B$ as $\tilde{L}^D_B = I + \ldots$, where the dots represents terms depending on the various powers of $\Theta$.

$$a = \frac{d-2}{2} : \quad I^D_B = \int r \frac{d-4}{2} J^D_{(-\frac{d-4}{2})B} + r \frac{d-6}{2} H^D_{(2)B} + \sum_{p=0} J^D_{(1+p)B} + \frac{\log r}{r^\frac{d-2}{2}} H^D_{(d-1)B} + \ldots$$ (5.50)

$$a = 1 : \quad I^D_B = \int r \frac{d-4}{2} J^D_{(-\frac{d-4}{2})B} + r \frac{d-6}{2} H^D_{(2)B} + \sum_{p=0} \frac{d-6}{2} - p J^D_{(-\frac{d-6}{2}+p)B} + \frac{\log r}{r^\frac{d-2}{2}} H^D_{(d-1)B} + \ldots$$ (5.51)

So that

$$d > 4 : \quad I^D_B = r \frac{d-2}{2} J^D_{(-\frac{d-2}{2})B} + r \frac{d-4}{2} J^D_{(-\frac{d-4}{2})B} + I^D_{[d>4]B} \log r$$ (5.52)

$$+ \left\{ \begin{array}{ll} \sum_{p>0} \frac{1}{r^p} J^D_B & \text{if } a = \frac{d-2}{2} \\ \sum_{p>0, \neq \frac{d-4}{2}} r \frac{d-4}{2} - p \frac{2J^D_B}{d-4-2p} & \text{if } a = 1 \\ \frac{2}{(d-2)^2} r^\frac{d-2}{2} (2 + (d-2) \log r) H^D_B & \text{if } a = \frac{d-2}{2} \end{array} \right. + \ldots$$

$$d = 4 : \quad I^D_B = r I^D_{(-1)B} + I^D_{[d=4]B} \log r - \sum_{p=0} \frac{1}{r^p} J^D_B - \frac{(1 + \log r)}{r^\frac{d-2}{2}} H^D_B + \ldots.$$ (5.53)

For brevity we have only included in $J$ the logarithmic term corresponding to $U_{(d-3)}$; the logarithmic term corresponding to $W^A_{(d-1)}$ appears at order $r^{-\frac{d}{2}}$ upon integration. In any case we are not going to need these terms in the next part as we limit our considerations.
to the terms up to \( r^0 \). In the above we have

\[
I^D_{(-\frac{d-2}{2})B} := \frac{2}{d-2} J^D_{(-\frac{d-4}{2})B}, \quad (5.54)
\]

\[
I^D_{(-\frac{d-4}{2})B} := \begin{cases} 
\frac{d}{d-4} B_{(2)} & \text{if } a = \frac{d-2}{2} \\
\frac{2}{d-4} \left( B_{(2)} \frac{H^D_{(2)B}}{2} + J^D_{(-\frac{d-6}{2})B} \right) &= \frac{2}{d-4} I^D_{[d=4]B} & \text{if } a = 1
\end{cases}
\]

\[
I^D_{[d>4]B} := \begin{cases} 
J^D_{(-\frac{d-4-2(a+p)}{2})B} & \text{if } a = \frac{d-2}{2} \\
J^D_{(-\frac{d-4-2(a+p)}{2})B} & \text{if } a = 1
\end{cases}
\]

\[
(5.55)
\]

\[
(5.56)
\]

Clearly \( I^D_{[d>4]B} \) and \( I^D_{[d=4]B} \) are just the coefficient \( J^D_{(1)B} \) in (5.38) for the given value of \( a \) and the given dimension \( d \). The colour assigned to the logarithmic coefficients is to signal that \( I^D_{[d=4]B} \) is the sum of the red and blue coefficients of the expansion with \( a = \frac{d-2}{2} \) in \( d = 4 \) (stripping off the numerical factor stemming from the integral).

The general solution of the fourth main equation

\[
L^D_B = e^{-\Theta_{C_B}^D} \left( \frac{1}{2} N^C_A + L^C_A \right), \quad (5.57)
\]

can thus be expanded as

\[
L^D_B = r^{\frac{d-2}{2}} L^D_{(-\frac{d-2}{2})B} + \sum_{p=0}^{a+p \neq (d-2)/2} r^{\frac{d-2-2(a+p)}{2}} L^D_{(-\frac{d-2-2(a+p)}{2})B} + L^D_{[d>4]B} \log r + I^D_{(0)B} + \ldots, \quad (5.58)
\]

For any \( a \)

\[
L^D_{(-\frac{d-2}{2})B} = I^D_{(-\frac{d-2}{2})B}, \quad (5.59)
\]

\[
L^D_{(0)B} = \frac{N^D_B}{2} + \sum_{k>0} \left( e^{-\Theta_{(k)B}} \tilde{L}_{(-k)B} \right) \quad (5.60)
\]

notice the form of \( L_{(0)} \): \( \tilde{L} \) is always a sum of powers greater or less than 0 and logs, so \( L_{(0)} \) is given by the free function \( N \) and the appropriate combinations of orders of \( e^{-\Theta} \), the sums stops when \( k \) gives the most leading term in \( \tilde{L} \), which is obtained for \( k = \frac{d-2}{2} \).

We anticipate from the leading solution (5.67) that \( \tilde{L}_{(-\frac{d-2}{2})} \) is always zero on shell. The next-to-leading order is

\[
d > 4 : \quad L^D_{(-\frac{d-4}{2})B} := \begin{cases} 
I^D_{(-\frac{d-4}{2})B} & \text{if } a = \frac{d-2}{2} \\
I^D_{(-\frac{d-4}{2})B} + c(\Theta_{(1)B})_{(d=4)B} & \text{if } a = 1
\end{cases}
\]

\[
d = 4 : \quad L^D_{[d=4]B} = \begin{cases} 
I^D_{[d=4]B} + (J_{(0)B})_{(d=4)B} & \text{if } a = \frac{d-2}{2} \\
I^D_{[d=4]B} + (J_{(0)B})_{(d=4)B} & \text{if } a = 1
\end{cases}
\]

\[
(5.61)
\]

\[
(5.62)
\]
where $c$ is a numerical factor. The logarithmic coefficient in $d > 4$ is instead

$$L^D_{[d>4]B} = I^D_{[d>4]B} + \sum_{k>0, l \neq 1} \left( \langle e^\Theta \rangle_{(k)} J_{(l)} \right) |^D_{(k+l=1)} B,$$

(5.63)

where $k > 0$ and $l \neq 1$ because the term corresponding to $k = 0$ and $l = 1$ has already been included in $I$. In $d = 5, 6$ the logarithmic term appears immediately after the coefficient $L^D_{(-\frac{d-4}{2})B}$, while in $d = 4$ the $r^0 \log r$ term is the next-to-leading term. The next term after $r^0 \log r \leftarrow$, in any dimension, $r^0 \log r$ appearing: the radiative order. The above expressions are thus all we need in $d = 4, 5, 6$ to reach the radiative order. In dimensions higher than six, the sum in (5.58) produces further terms between $L^D_{(-\frac{d-4}{2})B}$ and $r^0 \log r$.

5.3 Fourth equation: $\partial_u h_{AB}$

In order to translate the results for $L^D_B$ in terms of $l^D_B$ and $\partial_u h_{AB}$, the expression of $L^D_B$ obtained from integration (5.58) — here noted as solution $L^D_B$ — is to be equated to the defining expression of $L^D_B$ ((4.18) and (4.24)), here noted as definition $L^D_B$.

$$\text{solution } L^D_B = \text{definition } L^D_B.\quad (5.64)$$

More explicitly definition $L^D_B$ is given by

$$L^D_B = r \frac{d-2}{d-2} L^D_B = r \frac{d-2}{d-2} \left( l^D_B - l^D_{(0)B} \right) = r \frac{d-2-a}{(a)B} \sum_p r \frac{d-2-a-p}{(a+p)B} \left( \frac{1}{2} \left( h^{DE}_{(0)} \partial_u h_{(a+p)EB} - h^{DE}_{(a+p)} \partial_u h_{(0)EB} \right) + \text{non-linear terms}, \right)$$

(5.65)

In section 5.3.2 the notation

$$l^D_{(a+p)B} := \frac{1}{2} \left( h^{DE}_{(0)} \partial_u h_{(a+p)EB} - h^{DE}_{(a+p)} \partial_u h_{(0)EB} \right).$$

(5.66)

will be used. The non-linearities at each order $(a + p)$ (for appropriate $a$ and $p$) come from the full inverse of $h_{AB}$, while $l^D_{(a+p)B}$ is only defined with respect to $h_{(a+p)AB}$ with raised indices.

From the leading order of (5.64) we get, in any $d \geq 4$ and for any $a$

$$L^D_{(-\frac{d+2}{2})B} = 0 \Rightarrow l^D_{(-\frac{d+2}{2})B} = 0.$$ \hspace{1cm} (5.67)

With (5.39) and (5.13) it gives

$$l^D_{(0)B} = \frac{l \delta^D_B}{d-2} \Leftrightarrow \partial_u h_{(0)AB} = \frac{2l}{d-2} h_{(0)AB},$$

(5.68)

namely

$$h_{(0)AB}(u, x) = e^{2\varphi(u, x)} \hat{h}_{(0)AB}(x), \quad \partial_u \varphi = \frac{l}{d-2} = \frac{\partial_u q}{(d-2)2q}.$$

(5.69)

We have proved (3.4), consistently with [12, 79].
As a consequence of (5.68) we have
\[
\left( I_{(0)A}^D K_{(p)B}^{A} - K_{(p)C}^{D} I_{(0)B}^{C} \right) = 0
\]  
(5.70)
so that the barred terms in the expressions of the previous section (i.e. (5.42)) are justified.

With the given \( l \), \( U_{(1)} \) can also be expressed as
\[
U_{(-1)} = 2 \partial_u \varphi.
\]  
(5.71)
We now discuss the subleading solutions considering separately the radiative case \( a = \frac{d-2}{2} \) and the non-radiative case \( a = 1 \) in \( d > 4 \). In \( d = 4 \) there is no distinction between the two cases and we conveniently include this case in the radiative section.

### 5.3.1 Radiative falloff \( a = \frac{d-2}{2} \)

With radiative falloff conditions, the expansion of \( L^D_B \) up to order \( r^0 \) in \( d > 4 \) automatically collapses to the sum of the leading term, the next-to-leading, the \( r^0 \log r \) term and the term of order \( r^0 \). In \( d = 4 \) we have the leading term, the \( r^0 \log r \) term and \( r^0 \).

Upon using the leading solution (5.67), we get in \( d > 4 \) the following equations from (5.64)
\[
L^D_{(-\frac{d-4}{2})B} = 0 \Rightarrow I^D_{(-\frac{d-4}{2})B} = 0,
\]  
(5.72)
\[
L^D_{[d>4]B} = 0 \Rightarrow I^D_{[d>4]B} = 0,
\]  
(5.73)
\[
N^D_B = h^{DE}_{(0)} \partial_u h_{(\frac{d-2}{2})EB} - h^{DE}_{(\frac{d-2}{2})} \partial_u h_{(0)EB},
\]  
(5.74)
while, in \( d = 4 \)
\[
L^D_{[d=4]B} = 0 \Rightarrow I^D_{[d=4]B} = 0,
\]  
(5.75)
\[
N^D_B = h^{DE}_{(0)} \partial_u h_{(1)EB} - h^{DE}_{(1)} \partial_u h_{(0)EB}.
\]  
(5.76)

The coefficients of the logarithmic terms in solution \( L^D_B \) are equated to zero because, by our original assumption, definition \( L^D_B \) contains only powers of \( r \). Notice, however, that (5.56) with (5.49) implies that (5.73) is trivially satisfied
\[
I^D_{[d>4]B} = 0.
\]  
(5.77)
This, also implies, referring to our colour convention (5.55), that equation (5.75) reduces (5.72) to
\[
I^D_{[d=4]B} \sim H^D_{(2)B} = 0
\]  
(5.78)
The same condition \( H^D_{(2)B} = 0 \) is seen to be imposed by (5.72) because of (5.55).

At order \( r^0 \), (5.74) and (5.76) have the same structure with \( d \geq 4 \) and, using (5.68), we get
\[
N_{AB} = \partial_u h_{(\frac{d-2}{2})AB} - \frac{2l}{d-2} h_{(\frac{d-2}{2})AB},
\]  
(5.79)
object that carries information on gravity waves and mass loss) with a time dependent boundary metric has never been formalised.

To recap, with radiative falloffs — imposing that no logarithmic terms are generated by the fourth main equation — the constraints are solved by (5.68) and $\mathcal{H}^{D}_{(2)B} = 0$. The news tensor take the usual linear form in $h(\frac{d-2}{2})_{AB}$.

In four dimensions, as already discussed, $\mathcal{H}^{D}_{(2)B} \equiv 0$ trivially, and this implies that the $r^0 \log r$ term is not generated by the integration. In higher dimensions, the $r^0 \log r$ is again trivially not generated, but the condition $\mathcal{H}^{D}_{(2)B} \equiv 0$ is to be imposed on $h(0)_{AB}$ and $\beta(0)$ to ensure that no overleading powers with respect to the radiative order are generated. The discussion of the implications of $\mathcal{H}^{D}_{(2)B} = 0$ in $d > 4$ was presented in sections 3.2.1 and 4.2.

### 5.3.2 Non-radiative falloff $a = 1$ in $d > 4$

The leading solution (5.67) still holds. With this, the next-to-leading order of (5.64) produces (3.8). We have

$$L^D_{(-\frac{d-2}{2})B} = \frac{1}{2} \left( h(0)_{DE} \partial_u h(1)_{EB} - h(1)_{DE} \partial_u h(0)_{EB} \right)$$

(5.80)

where $L^D_{(-\frac{d-2}{2})B} = l^D_{(-\frac{d-2}{2})B}$ because the term $(\Theta(1) L_{(-\frac{d-2}{2})B})^D_B$ in the second line of (5.61) vanishes by the leading solution and at this order, $l_{(1)B}^D = l_{(1)B}^D$. Using (5.55) and (5.49), (5.80) is

$$\frac{2}{d-4} \left( \frac{\mathcal{H}^{D}_{(2)B}}{2} + \frac{d-4}{2(d-2)} \partial_u K_{(0)B}^D \right) = \frac{1}{2} \left( h(0)_{DE} \partial_u h(1)_{EB} - h(1)_{DE} \partial_u h(0)_{EB} \right)_{(1)B}$$

(5.81)

Using (5.67), we then get equation (3.8):

$$\partial_u h(1)_{AB} - \frac{l}{d-2} h(1)_{AB} = \frac{2}{d-4} \mathcal{H}^{D}_{(2)AB}.$$  

(5.82)

It can be equivalently written in terms of $K_{(0)B}^D$ as

$$\partial_u K_{(0)AB} - \frac{l}{d-2} K_{(0)AB} = -\frac{1}{d-4} \mathcal{H}^{D}_{(2)AB}.$$  

(5.83)

The formal solution of this equation is

$$h(1)_{AB}(u,x) = e^{\varphi(u,x)} \tilde{h}(1)_{AB}(x) + e^{\varphi(u,x)} \int e^{-\varphi(u',x')} \tilde{\mathcal{H}}_{(2)AB} du',$$

(5.84)

where we have absorbed the factor $2/(d-4)$ into $\tilde{\mathcal{H}}_{(2)AB}$ and we have used (5.69).

With this, we have completed the analysis of the first two equations of the cascade

$$L^D_{(-\frac{d-2}{2})B} = 0$$

(5.85)

$$L^D_{(-\frac{d-2}{2})B} = l_{(1)B}^D$$

(5.86)

...
stemming from (5.64) solution $L^D_B = \text{definition} L^D_B$. The subleading orders proceeds in steps of one unit in even dimensions and half unit in odd dimensions, so that other few are

\[
\begin{align*}
L^D_B(\frac{d-5}{2}) & = t^D_B \\
L^D_B(\frac{d-6}{2}) & = t^D_B \underline{2} \\
L^D_B(\frac{d-7}{2}) & = t^D_B \underline{2} \\
\vdots \\
L^D_B(0) & = t^D_B(\frac{d-2}{2}) \\
L^D_B(d>4) & = 0
\end{align*}
\]

where the odd figures 5, 7, . . . only appear if the dimension is odd. It is understood that the equations appear iteratively up to when $L^D_B(\frac{d-2}{2}) = L^D_B(0)$, which is the radiative order. The equation for the logarithmic coefficient also appear at this order. Thus in $d = 5$ and $d = 6$, (5.85) and (5.86) are the only equations above the radiative order, as well as (5.91). In $d = 7$, for example, we need to discuss also (5.87) and (5.88) before the radiative and the log order. As said, here we do not consider equations which are more subleading than radiative in the asymptotic expansion.

We now turn to the discussion of the radiative (5.90) and the logarithmic order (5.91). For $d = 5$ and 6 the analysis is quick and exemplifies the case of higher odd and even dimensions respectively.

**d = 5 and odd.** The radiative order in five dimensions is $r^{-\frac{3}{2}}$ and hence $l(\frac{3}{2})$ in (5.90) is simply $\tilde{l}(\frac{3}{2})$ with no non-linear contribution. The tensor $N_{AB}$ satisfies the same expression as the radiative news tensor discussed above

\[
d = 5 : \quad N_{AB} = \partial_u h(\frac{3}{2})_{AB} - \frac{2l}{3} h(\frac{3}{2})_{AB}. \quad (5.92)
\]

This is the same equation as in the radiative case (5.79).

The equation for the vanishing of the logarithmic coefficient (5.91) is automatically satisfied. Recall that $L^D_{d>4} B$ is given by (5.63). Referring to that equation, in five dimensions only $T^D_{[d=5]} B$ contributes. This is given by (5.56) and (5.42), which in five dimensions reads

\[
J^D_{(1)B} = H^D_{(\frac{3}{2})B} - \frac{l}{4} h^D_{(\frac{3}{2})B} \equiv 0
\]

because $H^D_{(\frac{3}{2})B} = l \tilde{K}^D_{(\frac{3}{2})B}$.

The behaviour of the radiative order and the vanishing of this logarithmic term can be shown to be valid in any odd dimensions provided that only integer orders appear before the radiative order, as written in (3.3):

\[
h_{AB} = h_{(0)AB} + \sum_{\frac{d-2}{2} \in \mathbb{N}} \frac{h_{(\frac{d-2}{2})AB}}{r} + \frac{h_{(\frac{d-2}{2})AB}}{r^{\frac{d-2}{2}}} + \ldots
\]

\[\text{JHEP10}(2021)158\]
The proof in any dimension proceeds by induction, but the explicit $d = 7$ case should suffice here to see the iterative structure of the terms. Consider $L_{(0)B}^D$ from (5.60) and $L_{[d>4]B}^D$ from (5.63) and expand (we avoid indices for brevity)

\begin{align}
L_{(0)} &= \frac{N}{2} - \Theta(1)\bar{L}(-1) - \Theta(\frac{1}{2})\bar{L}(\frac{1}{2}) - \Theta(2)\bar{L}(-2) - \Theta(4)\bar{L}(-\frac{5}{2}) \\
L_{[d=7]B} &= J(1) + J(0)\Theta(1) + J(-\frac{1}{2})\Theta(\frac{1}{2}) + J(-1)\Theta(2) + J(\frac{1}{2})\Theta(\frac{5}{2})
\end{align}

The barred terms are those which are automatically zero on-shell by the leading solutions. All the $\Theta$s that multiply other terms which are not vanishing for the previous reason and have half-integer labels cancel when $p \in \mathbb{N}$ in (5.94). Furthermore from the formulas of the previous sections, $\bar{L}(-2)$ and $J(-1)$ do not exist in $d = 7$. We are thus left with

\begin{align}
L_{(0)} &= \frac{N}{2} - \Theta(1)\bar{L}(-1) \\
L_{[d=7]B} &= J(1) + J(0)\Theta(1)
\end{align}

Notice that $\bar{L}(-1) \propto I(-1) \propto J(0)$, hence only $J(1)$ and $J(0)$ are to be evaluated. $J(1)$ is obtained for $p = \frac{3}{2}$, while $J(0)$ is obtained when $p = \frac{1}{2}$. Both these terms can be seen to be zero if $h(\frac{3}{2})_{AB} = 0$, thus completing the proof. The same approach can be used to show that these terms are not trivial in even dimensions greater than four, as the six dimensional example discussed next shows.

We consider the expansion (5.94) (3.3)) more natural than the one with both integers and half integers before the radiative order because it is implied by Einstein equation. As we have seen, Einstein field equations always implies a $r^{-1}$ falloff and that the free function appears at order $r^{-\frac{d-2}{2}}$. Unless half-integer powers are included by hand in the initial $h_{AB}$, no half integer powers before the radiative order are induced by the integration.

**d = 6 and even.** In $d = 6$ the left hand side of (5.90) is given by (5.60) with $k = 1$ and the equation reads as

\begin{equation}
\frac{N_B}{2} - [\Theta(1)\bar{L}(-1)]_B = \bar{L}^{(2)B} - \frac{1}{2} h^{DE}(1) \left( \partial u - \frac{l}{2} \right) h_{(1)EB}
\end{equation}

Notice that the second term in each side of the equations is not independent from (5.86), which has already been analysed. In particular

\begin{equation}
-\frac{1}{2} h^{DE}(1) \left( \partial u - \frac{l}{2} \right) h_{(1)EB} = -\frac{1}{2} h^{DE}(1) \mathcal{H}(2)_{EB} + \frac{l}{8} h^{DE}(1) h_{(1)EB} = K^{DE}(0)_{EB} + \frac{l}{2} K^{DE}(0)_{EB}.
\end{equation}

On the other hand, since $\bar{L}^{(2)}_{(-1)B} = I^{D(\frac{d-2}{2})}_{(d=6)}_{(0)B}$ we have

\begin{equation}
[\Theta(1)\bar{L}(-1)]_B = \frac{1}{2} \left( \mathcal{H}^{D(2)A}_{(2)A} K^{A}_{(0)B} - \mathcal{H}^{D(2)A}_{(2)B} K^{A}_{(0)C} \right).
\end{equation}

Hence we have

\begin{equation}
\frac{N_B}{2} = I^{D(2)B} + \frac{1}{2} \left( K^{DE}(0)_{EB} + \mathcal{H}^{D(2)A}_{(2)A} K^{A}_{(0)B} + \frac{l}{2} K^{DE}(0)_{EB} \right).
\end{equation}
The trace of the equation is
\[ N = lh(2) \] (5.103)
and vanishes if \( l = 0 \) (\( h_{(0)AB} \) time-independent). Calling the “news tensor” in this non-radiative situation as \( N_{AB}^{(NR)} \), and the news tensor in the radiative case as \( N_{AB}^{(R)} \), we get the following structure in any dimension \( d \geq 6 \)
\[ N_{AB}^{(NR)} = N_{AB}^{(R)} + \text{non-linear terms depending on leading orders} \] (5.104)
and its trace is non-vanishing if \( l \neq 0 \) due to the non-linearities, which makes the identification of \( N_{AB}^{(NR)} \) with a news tensor obscure. Notice that this is in general true also in odd dimensions if we assume that the metric \( h_{AB} \) is expanded in integers and half-integer powers starting from \( r^{-1} \), but we have argued previously that this is not natural.

Suppose further that we insist on imposing the vanishing of the non-linear terms so that \( N_{AB}^{(NR)} \) reduces to a radiative news tensor despite the non-radiative expansion. Take \( d = 6 \) as an example, we must impose that the term in parenthesis in (5.102) vanishes. If \( \beta(0) = 0 \) and \( h_{(0)AB} \) is Einstein, then only \( \frac{l}{2} \tilde{K}_{(0)EB} \) remains to be equated to zero, which again is solved by \( l = 0 \). In general, however, we see that with \( \beta(0) \neq 0 \) or a non-Einstein \( h_{(0)AB} \), even if time independent, the constraint is more involved.

Equation (5.91) in \( d = 6 \) is
\[ J^D_{(1)B} + [\Theta(0)]^B_{(0)J} = 0, \] (5.105)
where \([\Theta(0)]^B_{(0)J}\) is exactly given by (5.101) because the numerical factor differentiating \( J(0) \) and \( L_{(-1)} \) is 1 in \( d = 6 \) and \( J^D_{(1)B} \) is given by (5.56) and (5.42)
\[ J^D_{(1)B} = \frac{1}{2} \left( \mathcal{H}^D_{(3)B} - l \tilde{K}^D_{(3)B} \right). \] (5.106)
Differently from \( d = 5 \), this is not generically zero. For the sake of clarity let us consider the case \( \beta(0) = 0 \). This does not affect the main conclusion because we can always split a part that vanishes if \( \beta(0) = 0 \) from the part which does not:
\[ \mathcal{H}^D_{(3)B} = e^{2\beta(0)} \tilde{\mathcal{H}}^D_{(3)B} \left( [0] R, h_{(1)} \right) + \tilde{B}^D_{(3)B} \beta(0) \] (5.107)
where \( \tilde{\mathcal{H}}^D_{(3)B} \) does not depend on \( \beta(0) \) but on the Ricci curvature and scalar of \( h(0) \) and on covariant combinations of \( h_{(1)AB} \) and \( \tilde{B}^D_{(3)B} \beta(0) \) = 0 whenever \( \partial_A \beta(0) \) or \( \beta(0) \) are zero (we have placed a circle on \( \mathcal{B} \) to overstress the obvious fact that it is different from the analogous term appearing at the previous order). We have
\[ \tilde{\mathcal{H}}^D_{(3)B} = - R^D_{(1)} + h_{(1)EB} R^D_{(0)} + 2 \left( \tilde{K}^D_{(3)B} U_{(-1)} + \tilde{K}^D_{(2)B} U_{(0)} + \delta^D_{B} U_{(1)} \right) - \tilde{D}^D_{B} W^D_{(2)} - D^D_{C} W^C_{(2)} \delta^D_{B} \] (5.108)
Which, using $W_A^{(2)}$, from (5.12), $U_{(d)}$ from (5.13), $U_{(0)}$ from (5.14) and $U_{(1)} = -\frac{1}{8} h^{EF}_{(1)1} R_{EF}$ from (5.15) and (5.17), as well as $R_{AB}$ from (5.16), reads

$$\tilde{H}^D_{(3)B} - 4 \tilde{K}^D_{(3)B} = -\frac{1}{4} \left( D_C D^D h_{(1)B}^C + D_C D_B h_{(1)}^D - D^2 h_{(1)B}^D \right) + h^{EF}_{(1)1} R_{EF}$$

By sorting covariant derivatives we can combine the first and the last line, but they are not going to cancel each other. Also when $h_{(0)AB}$ is Einstein this term is not automatically zero.

This analysis suggests that with the non-radiative falloff $r^{-1}$ in $h$, a maximal polyhomogeneous expansion is to be considered in $d \geq 6$ even.

### 6 Asymptotic solutions: leading-log seed

In the previous section we solved the fourth main equation imposing that the logarithmic term at radiative order in $\partial_a h_{AB}$ is zero. We saw that this is always possible with radiative falloff conditions in any dimensions and with $r^{-1}$ falloff in odd dimensions.

Let us assume

$$h_{AB} = h_{(0)AB} + \frac{h_{(1)AB}^r}{r} + \cdots + \frac{h_{(d-2)AB}^r}{r^{d-2}} + \frac{\log r}{r^{d-2}} h_{(d-2)AB}$$

(6.1)

to analyse the consequences of a maximal polyhomogeneous expansion. We have

$$k_B^A = \frac{\delta_B^A}{r} + \frac{K_{(2)B}^A}{r^2} + \cdots + \frac{K_{(d-2)B}^A}{r^{d-2}} + \frac{\log r}{r^{d-2}}$$

(6.2)

where clearly $K_{(\frac{d-2}{2})B}^A$ is modified with respect to the previous cases by additional terms with $h_{(\frac{d-2}{2})AB}$ factors.

$$\beta = \beta_{(0)} + \frac{\beta_{(2)}}{r^2} + \cdots + \frac{\beta_{(\frac{d-2}{2})}}{r^{d-2}} + \frac{\log r}{r^{d-2}} b_{(\frac{d-2}{2})} + \cdots + \frac{\log r}{r^{d-2}} b_{(d-2)}$$

(6.3)

$$W_A^A = \frac{W_A^{(1)}}{r} + \frac{W_A^{(2)}}{r^2} + \cdots + \frac{W_A^{(\frac{d-2}{2})}}{r^{d-2}} + \frac{\log r}{r^{d-2}} W_A^{(\frac{d-2}{2})} + \cdots + \frac{1}{r^{d-1}} \left( W_A^{(d-1)} + W_A^{(d-1)} \log r \right) + \cdots$$

(6.4)

$$U = \frac{\mathcal{U}_{(d-1)}}{r^{d-2}} + \frac{\mathcal{U}_{(d-2)}}{r^{d-2}} + \cdots + \frac{\log r}{r^{d-2}} \mathcal{U}_{(d-2)} + \cdots + \frac{1}{r^{d-3}} \left( \mathcal{U}_{(d-3)} + \mathcal{U}_{(d-3)} \log r \right) + \cdots$$

(6.5)
where $h$ contributes to $\beta_{(d-2)}$, $\beta_{(d-2)}$, $W^A$, $U(\frac{d-2}{2})$. With the above, the coefficients of the power-law expansion of $H_B^D$ (5.36) are not modified up to the order $r^{-\frac{d-2}{d}}$. The coefficient of this order is modified by the terms of $\beta$, $U$ and $W^A$ that are affected by the leading logarithm, and the logarithmic terms themselves induce the new term $H_B^D|_h r^{-\frac{d-2}{d}} \log r$ with respect to the previous case. Hence $J_B^D$ (5.35) gets logarithmic contributions at order $r^{-1}$ and $r^{-2}$

$$\frac{\log r}{r} J_B^{(1)D} \quad \text{and} \quad \frac{\log r}{r^2} J_B^{(2)D} \quad (6.6)$$

with

$$J_B^{(1)D} = -\frac{1}{2} \kappa_B^D |_{(\frac{d}{2})} \quad \text{and} \quad J_B^{(2)D} = \frac{H_B^D|_h}{2}, \quad (6.7)$$

and its order $r^{-2}$ is modified by the modification of $H_B^D|_{(\frac{d}{2})}$. On the other hand, $\Theta_{AB}^{CD}$ gets a logarithmic contribution at order $r^{-\frac{d-2}{d}}$, call it $\Theta_{AB}^{(\frac{d}{2})}$. These results also holds with radiative falloff conditions, because the first logarithmic term in $h_{AB}$ is always induced at radiative order. With a radiative and maximally polyhomogeneous $h_{AB}$, the first power in the expansions of $\beta$, $W^A$ and $U$, apart from those that are universal, are respectively $r^{-(d-2)}$, $r^{-\frac{d-2}{2}}$ and $r^{-\frac{d-2}{d}}$.

Because of the discussed structure, $L_{[d>4]B}^D$ (5.63) is not modified by the presence of $h$. Indeed it could only get contributions from $-\Theta_{(\frac{d-2}{2})} |_{(\frac{d-2}{2})} J_B^D$, which however vanishes upon the imposition of the leading order equation (5.67). Equation (5.91) now reads as

$$L_{[d>4]B}^D = 1_B^D \quad (6.8)$$

to which we come back momentarily.

However, the first term $J_B^{(1)D}$ with $\Theta_{(\frac{d}{2})}^{AB} CB$ contribute to $L_B^D$ with a new $\log^2 r$ term at order $r^0$

$$L_B^D \geq \frac{1}{2} \left( J_B^{(1)D} + |\Theta_{(\frac{d}{2})}^{AB} J_{(-\frac{d}{2})}^D |_{B} \right) \log^2 r = \frac{J_B^{(1)D}}{2} \log^2 r, \quad (6.9)$$

the last equality following from the imposition of (5.67), and induces further $\log r$ terms down in the asymptotic expansions as well as new additional terms in the coefficients of the pure power terms. The second term $J_B^{(2)D}$ instead contributes to $L_B^D$ from order $r^{-1}$ onwards.

The term (6.9) induces in $h_{AB}$ a further $r^{-\frac{d-2}{2}} \log^2 r$ term and by the same reasoning, we obtain all higher powers of $\log r$ at the same order and at subleading orders. We end up with a maximal polyhomogeneous expansion of the form (C.3) with an infinite sum over the powers of $\log$ at each order $r^{-l} h_{(j,l)AB} \log^l r$. The $u$-dependence of each $h_{(j,l)AB}$ ($i > 1$) is determined by the $u$-dependence of $h_{(0)AB}$ and by $h_{(1,l-1)AB}$. The infinite sum of logarithmic terms is avoided if the metric $h_{(0)AB}$ is time independent because $J_B^{(1)D} = 0$ as $l = 0$.

Coming back to (6.8), $1_B^D$ is given by (not imposing $l = 0$)

$$1_B^D = \frac{1}{2} \left( h_{(0)DE}^{DE} \partial_d h_{(\frac{d-2}{2})}^{AB} - h_{(\frac{d-2}{2})}^{DE} \partial_d h_{(0)AB} \right), \quad (6.10)$$

and $L_{[d>4]B}^D$ by (5.63).
As we have discussed in subsection \textit{5.3.1}, \( L^D_{[d>4]B} = 0 \) trivially with radiative falloffs, hence
\[
d \geq 4 : \quad h_{(\frac{d-2}{2})AB}(u, x) = e^{2\omega(u, x)} h_{(\frac{d-2}{2})AB}(x). \tag{6.11}
\]
Also in \( d = 4 \) we have from (5.75)
\[
d = 4 : \quad \frac{1}{2} \left( h^{DE}_{(0)} \partial_u h_{(1)EB} - h^{DE}_{(1)} \partial_u h^{(0)EB} \right) = 0. \tag{6.12}
\]
With a time independent boundary metric \((l = 0)\) \( h_{(\frac{d-2}{2})AB} \) is \( u \)-independent, consistently with the analysis of [85]. However, notice that while (6.12) is valid for any pair \((h_{(0)AB}, \beta_{(0)})\) in four dimensions, the analogous equation in higher dimensions (6.11) holds automatically only with radiative falloff conditions and it is in general modified by non-radiative falloffs.

With non-radiative falloffs, \( L^D_{[d>4]B} \) follows the behaviour discussed in the previous subsection. The asymptotic expansion that makes this term automatically zero is natural in odd dimensions and hence \( h_{(\frac{d-2}{2})AB} \) satisfies the above equation also in this case. In even dimensions, there is a non-trivial time dependence of \( h_{(\frac{d-2}{2})AB} \) regardless of the condition \( l = 0 \).

7 \hspace{1em} Asymptotic Killing fields

Up to conformal rescalings of \( g_{AB} \), Bondi-Sachs gauge is preserved by asymptotic diffeomorphisms satisfying
\[
\mathcal{L}_\xi g_{rr} = 0, \quad \mathcal{L}_\xi g_{rA} = 0, \quad g^{AB} \mathcal{L}_\xi g_{AB} = 2(d - 2)\omega(u, x). \tag{7.1}
\]
The exact Killing equations are solved by the vector field
\[
\xi = \xi^u \partial_u + \xi^r \partial_r + \xi^A \partial_A \tag{7.2}
\]
\[
\begin{cases}
\xi^u = f(u, x^A), \\
\xi^r = -\frac{r}{d - 2} \left[ (d-2) D_A \xi^A - W^C \partial_C f + fl - (d - 2)\omega \right], \\
\xi^A = Y^A(u, x^B) - \partial_B f \int_0^\infty dRe^{2\beta} g^{AB},
\end{cases}
\tag{7.3}
\]
with \( f \), \( Y^A \) and \( \omega \) arbitrary. They act on the remaining metric components as
\[
\mathcal{L}_\xi g_{AB} = r^2(\delta \xi g_{AB})_{(2)} + r(\delta \xi g_{AB})_{(1)} + r^{2-a}(\delta \xi g_{AB})_{(2-a)} + r^{1-a}(\delta \xi g_{AB})_{(1-a)} + \ldots \tag{7.4}
\]
\[
\mathcal{L}_\xi g_{uu} = r(\delta \xi g_{uu})_{(1)} + r^{1-a} \sum_{p=0}^{a-1} r^{-p}(\delta \xi g_{uu})_{(1-a-p)} \tag{7.5}
\]
\[
\mathcal{L}_\xi g_{ur} = (\delta \xi g_{ur})_{(0)} + r^{-a-1} \sum_{p=0}^{a-1} r^{-p}(\delta \xi g_{ur})_{(-a-1-p)} \tag{7.6}
\]
\[
\mathcal{L}_\xi g_{uA} = r^2(\delta \xi g_{uA})_{(2)} + r(\delta \xi g_{uA})_{(1)} + r^{2-a} \sum_{p=0}^{2-a} r^{-p}(\delta \xi g_{uA})_{(2-a-p)} \tag{7.7}
\]
All except (7.7) preserve the leading order of the metric expansion. The leading order parts are the transformation rules of the leading order data, but we have already fixed \( W^A_{(0)} = 0 \)
thus making $(\delta \xi g_{uA})_{(2)}$ inconsistent with the configuration space unless it is zero. This results in
\[ \partial_u Y^A = 0, \] (7.8)
while the first, the third and the second give respectively
\[ \delta \xi h_{(0)AB} = \mathcal{L}_Y h_{(0)AB} - \frac{2}{d-2} \left( D_C Y^C - (d-2) \omega \right) h_{(0)AB} \] (7.9)
\[ \delta \xi \beta_{(0)} = (f \partial_u + \mathcal{L}_Y) \beta_{(0)} + \frac{1}{2} (\partial_u f + \xi_{(-1)}^r), \] (7.10)
\[ \delta \xi \mathcal{U}_{(-1)} = (f \partial_u + \mathcal{L}_Y) \mathcal{U}_{(-1)} - \partial_u \mathcal{U}_{(-1)} - 2 \partial_u \xi_{(-1)}^r \] (7.11)
where in (7.9) we have explicitly used that
\[ \xi_{(-1)}^r = - \frac{1}{d-2} \left( D_A Y^A + f l - (d-2) \omega \right) \] (7.12)
and the definition (3.4) of $l$ to eliminate the terms involving $\partial_u h_{(0)AB}$. Here $D$ is the covariant derivative compatible with $h_{(0)}$, we remove the superscript $(0)$ used in the previous sections over $D$ because no confusion arise.

Equations (7.9), (7.10), (7.11) can be used to locally fix the gauge to the standard conditions employed in the definitions of asymptotic flatness and the asymptotic symmetries usually considered in the four dimensional literature can be adapted to higher dimensions as ($a$ again parametrises the leading falloff behaviour $a = 1$ or $a = \frac{d-2}{2}$)

**CL) Campiglia-Laddha:** $\mathcal{I} = \mathbb{R} \times S^{d-2}$, $h_{(0)AB}$ $u$-independent and free except for its fixed determinant, $\beta_{(0)} = 0$ fixed
\[ \mathcal{L}_\xi g_{AB} = O(r^2), \quad \mathcal{L}_\xi g_{uu} = O(r^0), \quad \mathcal{L}_\xi g_{ur} = O(r^{-2a}), \quad \mathcal{L}_\xi g_{uA} = O(r^{1-a}). \] (7.13)

**BS) Bondi-Sachs:** $\mathcal{I} = \mathbb{R} \times S^{d-2}$, $h_{(0)AB} = \gamma_{AB}$ round sphere metric, $u$-independent and $\beta_{(0)} = 0$ fixed
\[ \mathcal{L}_\xi g_{AB} = O(r^{2-a}), \quad \mathcal{L}_\xi g_{uu} = O(r^{-a}), \quad \mathcal{L}_\xi g_{ur} = O(r^{-2a}), \quad \mathcal{L}_\xi g_{uA} = O(r^{1-a}). \] (7.14)

As stressed previously, any other cross section of $\mathcal{I}$ can be taken to define the configuration space. Of course, there may be no asymptotic symmetries at all both when there are no restrictions on the leading order data and when the restrictions are too mild, such as when the topology changes with time evolution (see [72] on this in four dimensional spacetimes).

A set of conditions that one may consider in light of our previous considerations on $\beta_{(0)}$ is
\[ \mathcal{I} = \mathbb{R} \times \mathbb{B}^{d-2}, \quad h_{(0)AB}(u,x) \text{ free within a conformal class, } \beta_{(0)}(u,x) \text{ fixed.} \] (7.15)

This partially restricts the freedom in (7.9), (7.10), but is more general than the CL or BS conditions. The falloffs (7.13) remains the same except for
\[ \mathcal{L}_\xi g_{uu} = O(r), \] (7.16)
which produces the transformation law (7.11) of $\mathcal{U}_{(-1)}$ (or $\partial_u \varphi$).
The above (7.15) can be taken as the conditions defining, at least locally, the spacetime with $\mathbb{R} \times \mathbb{B}^{d-2}$ asymptotics and a fixed $\beta(0)$ and reflect the discussion around (3.2).

To satisfy (7.15) we impose $\delta_{\xi}\beta(0) = 0$ so that, from (7.10)

$$f(u, x) = e^{\varphi_{-2\beta(0)}(x)} + e^{\varphi_{-2\beta(0)}} \int^{u} e^{-(\varphi_{-2\beta(0)}(x))} \left( \frac{F}{d-2} - \omega - 2(d-2)\Sigma Y \beta(0) \right) du'$$

$$F(u, x) := D_A Y^A(x) = (d-2)Y^A \partial_A \varphi + \left( \frac{1}{2} \partial_A \log |\hat{q}| + \partial_A \right) Y^A$$  \hspace{1cm} (7.17)

The scalar $\alpha$ is an arbitrary function on $\mathbb{B}^{d-2}$ and we have defined $F$ as the leading covariant divergence of $Y^A$, which splits in a part depending on $u$ and a covariant divergence with respect to the $u$-independent factor of $h(0)_{AB}$, which we denoted with a hat and hence $\hat{q}$ is its determinant. With (7.8), (7.9) and (7.17) all the leading order conditions in (7.13), (7.16).

To proceed in the analysis of asymptotic symmetries we must satisfy all the other subleading equations.

We do not discuss the asymptotic symmetries of this case in detail. This would imply a though analysis depending on the topology of $\mathbb{B}^{d-2}$ and the metric, similarly to the cases considered in [72]. We limit ourselves to show the rather obvious fact that the presence of $\beta(0)$ generically implies constraints on $f$ and $Y^A$, so that the identification of supertranslations/superrotations is not in general possible. This statement is not surprising and is similar to the case in which a time-dependent conformal factor $\varphi$ is attached to the time-independent $\hat{h}$ in the background structure of null infinity: $f$ does not contain the supertranslation part, because $\alpha$ is multiplied by a time-dependent factor.

With (7.8), (7.9) and (7.17) all the leading order conditions are solved. With $a = 1$, $\delta_{\xi}g_{ur} = O(r^{-2})$ is now automatically satisfied because the $O(r^{-1})$ component is trivially zero. On the other hand, $(\delta_{\xi}g_{uA})(1) = 0$ reads

$$\frac{1}{d-2} \partial_A \left[ F + fl - (d-2)\omega \right] e^{2\beta(0)} - \partial_u \left( \partial_C fh(0)^{CB} e^{2\beta(0)} \right) h(0)_{BA} = \frac{2l}{d-2} e^{2\beta(0)} \partial_A f$$

$$+ W_{(1)A} \left[ (\partial_u + 1)f + \frac{1}{d-2} (F + lf - (d-2)\omega) \right] - Y^B \partial_B W_{(1)A} - \partial_A (Y^B) W_{(1)B} = 0 $$  \hspace{1cm} (7.18)

This equation is automatically satisfied when $\beta(0) = 0$ because $exp(2\beta(0)) = 1$ and the first line can be seen to vanish after simple manipulations, while the second line vanishes automatically because $W_{(1)} = 0$. In the general case of a non vanishing $\beta(0)$ we get a constraint relating $f$ and $\beta(0)$. The subcase where $W_{(1)} = 0$ but $\beta(0) \neq 0$ (i.e. when $\partial_A \beta(0) = 0$) imposes a constraint of the form $\partial_A f \partial_u \beta(0) = 0$, which is then trivially satisfied by a constant $\beta(0)$, with no need of constraining $f$. This case thus trivially reduces to the case $\beta(0) = 0$.

When $d$ is even this completes the analysis of $\mathcal{L}_{\xi} g_{uA} = O(r^0)$, but when $d$ odd there is a potential further condition at order $r^{1/2}$ (compare with (7.7)). It is easy to check that this may only come from $\partial_{\xi} g^{EB} g_{AB}$ in the explicit expression of $\mathcal{L}_{\xi} g_{uA}$ and that it automatically vanishes because of (7.8).
At subleading orders we find the transformation laws of the subleading terms of the metric expansion. To complete the goal set in the introduction of the chapter, the most relevant to address is

\[ \delta \xi h^{(1)}_{AB} \]  

Notice that with \( a = 1 \), both

\[
(\delta \xi g_{AB})_1 = e^{2\beta(0)} \left( \frac{2}{d-2} D^2 f - 2D_A D_B f \right) + \frac{4}{d-2} h^{(0)}_{AB} W^E_1 \partial_E f - 4W^{(1)}(A) \partial_B f 
\]

and

\[
(\delta \xi g_{AB})_{(2-a)} = f \partial_A h^{(a)}_{AB} - \left( \frac{2-a}{d-2} \right) \left( D_C Y^C + f l - (d-2) \omega \right) h^{(a)}_{AB} + \Sigma_Y h^{(a)}_{AB} 
\]

contribute to the end result. We get

\[
\delta \xi h^{(1)}_{AB} = 2 e^{2\beta(0)} \left( \frac{1}{d-2} h^{(0)}_{AB} D^2 - D_A D_B \right) f + f \partial_A h^{(1)}_{AB} - \frac{F}{d-2} h^{(1)}_{AB} + \Sigma_Y h^{(1)}_{AB} 
\]

\[
- \left( \frac{f l}{d-2} + \omega \right) h^{(1)}_{AB} + 2 \left[ \frac{\partial^C f W^{(1)}_C}{d-2} h^{(0)}_{AB} - 2 \partial_B f W^{(1)}_A \right] 
\]

The term in square brackets vanishes for the standard boundary condition on \( \beta(0) \).

To conclude we consider the CL/BS subcases with \( a = 1 \) and \( a = \frac{d-2}{2} \) and \( \omega = 0 \).

**CL & \( a = 1, d > 4 \).** This is the case in [65] for even \( d \). The above expressions reduce to

\[
f(u, x) = \alpha(x) + \frac{u}{d-2} F(x), \quad F(x) := \hat{D}_A Y^A(x) 
\]

and

\[
\delta \xi h^{(1)}_{AB} = 2 \left( \frac{1}{d-2} h^{(0)}_{AB} \hat{D}^2 - \hat{D}_A \hat{D}_B \right) f - f \partial_A h^{(1)}_{AB} - \frac{F}{d-2} h^{(1)}_{AB} + \Sigma_Y h^{(1)}_{AB} 
\]

which, restricted to \( (\alpha = 0, Y) \) gives\(^{29}\)

\[
\delta Y h^{(1)}_{AB} = \frac{2u}{(d-2)^2} \left( h^{(0)}_{AB} \hat{D}^2 - (d-2) \hat{D}_A \hat{D}_B \right) F + \left( \Sigma_Y - \frac{F}{d-2} \right) h^{(1)}_{AB} 
\]

which contains the \( u \)-dependent piece that is the reason of the issue noticed in [65] with KLPS conditions (2.14).

As we have restricted to \( \beta(0) = 0 \) and time independent \( h^{(0)} \), (7.24) will be consistent on the configuration space if \( h^{(0)} \) is not Einstein. Since \( \alpha \) is time independent, we can say that in this case the asymptotic transformations of the configuration space comprise supertranslations and diffeomorphisms of the cross sections of \( \mathcal{J} \) (we use supertranslations with the proviso that their physical interpretation as generalisations of translations does depend on the form of the boundary metric). The generalisation to time-dependent \( h^{(0)} \) and generic topology of the cross section is consistent, as seen above.

\(^{29}\)The last term in the next equation does not appear in [65]. However, our expressions are fully consistent with [15] when restricted to \( d = 4 \).
BS & $a = \frac{d-2}{2}$. This corresponds to the TKS analysis [58]. From (7.17) we again recover [12, 58]

$$f(u, x) = \alpha(x) + \frac{u}{d - 2} F(x), \quad F(x) := \hat{D}_A Y^A(x)$$

(7.25)

but now, from the vanishing of (7.9), we get

$$\delta_Y h_{(0)AB} = \frac{2}{d - 2} F h_{(0)AB},$$

(7.26)

so that $Y$ is a conformal Killing vector.

With this value of $a$, $(\delta_\xi g_{AB}^{(1)})$ is of the same order of $(\delta_\xi g_{AB}^{(2-a)})$ only in $d = 4$ and hence

$$\delta_\xi h_{(1)AB} = 2 \left( \frac{1}{d - 2} h_{(0)AB} \hat{D}^2 - \hat{D}_A \hat{D}_B \right) f - f \partial_u h_{(1)AB} - \frac{F}{d - 2} h_{(1)AB} + \Sigma_Y h_{(1)AB}$$

(7.27)

only in $d = 4$. The function $\alpha$ remains arbitrary. We get the $bms$ algebra (either global or local).

When $d > 4$, we have a constraint on $f$ coming from $(\delta_\xi g_{AB}^{(1)}) = 0$

$$\frac{2}{d - 2} h_{(0)AB} \hat{D}^2 f - 2 \hat{D}_A \hat{D}_B f = 0,$$

(7.28)

from which we get

$$\frac{2}{d - 2} h_{(0)AB} \hat{D}^2 \alpha - 2 \hat{D}_A \hat{D}_B \alpha = 0,$$

(7.29)

as $F$ can be proved to satisfy

$$\hat{D}_A \hat{D}_B F - \frac{1}{d - 2} \hat{D}^2 F h_{(0)AB} = 0$$

(7.30)

from the properties of the Riemann tensor of a maximally symmetric space [58]. $F$ is given by the $l = 1$ modes of the scalar harmonics on the hypersphere and $\alpha$ by $l = 0, 1$ modes. Given this, the subleading conditions

$$(\delta_\xi g_{ar}^{(-a-1-p)}) = 0 \quad \forall p < a - 1, \quad (\delta_\xi g_{uA}^{(2-a-p)}) \quad \forall p < 1$$

(7.31)

are automatically satisfied as in [58]. Let us take for example $(\delta_\xi g_{uA}^{(-a-1-p)}) = 0$. For each $p < a - 1$ it is of the form

$$h_{(a+p)AB} \hat{D}^A \hat{D}^B f = 0,$$

(7.32)

which holds using (7.28) and the fact that $h_{(a+p)AB}$ is traceless for any $p < a$.

The resulting algebra of asymptotic symmetries is Poincaré. The action of the asymptotic Killing on the radiative data follow from $(\delta_\xi g_{AB}^{(2-a)})$ as

$$\delta_\xi h_{(\frac{a-2}{2})AB} = - f \partial_u h_{(\frac{a-2}{2})AB} - \frac{F}{d - 2} h_{(\frac{a-2}{2})AB} + \Sigma_Y h_{(\frac{a-2}{2})AB}$$

(7.33)

For $\mathbb{R}^{d-2} \neq S^{d-2}$ in $d = 4$ the asymptotic symmetries have been studied in [72].
**BS in d > 4 & a = 1.** In even spacetime dimensions this is the case considered by KLPS [60]. The analysis is the same as the above except that (7.28) does not apply. Thus α is free and \( h_{(1)AB} \) transforms formally as in \( d = 4 \)

\[
\delta_\xi h_{(1)AB} = 2 \left( \frac{1}{d-2} h_{(0)AB} D^2 - D_A D_B \right) f - f \partial_\mu h_{(1)AB} - \frac{F}{d-2} h_{(1)AB} + 2 Y h_{(1)AB}
\]

(7.34)

Notice that since \( Y \) generates Lorentz transformations in this case, the remark after (7.24) does not apply because the \( u \)-dependent piece of (7.24) automatically vanishes. The action of the Killing field on the radiative data is read by pushing the expansion of (7.4) up to \( p = \frac{d-4}{2} \). So for example in \( d = 5 \) it is found at \( p = 1/2 \), as it should as \( a (= 1) + p (= 1/2) = 3/2 \).

**CL & a = \( \frac{d-2}{2} \).** To conclude, we consider the possibility of having superrotations without supertranslations in \( d > 4 \). This may seem plausible since we have repeatedly stated that superrotations only depend on the boundary conditions, while supertranslations depend on the falloff conditions. So can

\[
\text{Diff}(S^{d-2}) \rtimes T
\]

be an asymptotic symmetry group?

Given the CL conditions (7.13), (7.28) does not apply. However, the conditions (7.31) must be considered. While they were automatically satisfied by the solutions of (7.28), they are not so now. For example consider again (7.32). Since \( \alpha \) exponentiates to translations by assumption (and hence satisfies (7.29)), (7.32)

\[
h_{(a+p)AB} \hat{D}^A \hat{D}^B F = 0
\]

(7.36)

is not automatically satisfied but constrains \( Y^A \). A solution of this equation is given by (7.30), which collapses to the standard Bondi-Sachs case. A trivial solution is \( F = 0 \), that is \( Y \) is divergence-free. We have not investigated other solutions.

Thus, (7.35) cannot be an asymptotic symmetry group: we are either forced to the Poincaré group or to some other group where the diffeomorphisms generated by \( Y^A \) are restricted. It would have been puzzling otherwise, because we would have been able, in principle, to recover the subleading soft theorem from the \( \text{Diff}(S^{d-2}) \) part of the asymptotic symmetries but not the leading one, as there is not enough symmetry in the Abelian factor of the group.

8 Conclusions and outlook

In this paper we have explored the asymptotics of Ricci flat spacetimes at null infinity in any dimension \( d \geq 4 \) with general boundary conditions to answer two questions that arose from recent literature regarding the extension of supertranslations and Campiglia-Laddha superrotations to dimensions higher than four, which are considered relevant in view of the known relationship of these symmetry structures with soft scattering theorems in four-dimensional spacetimes.
As we have reviewed in subsection 2.2, while supertranslations can be defined at the linear level in higher dimensions, superrotations cannot be defined on the same configuration space. In section 3.2 we have discussed the boundary conditions that allow to bypass the issues experienced by previous literature (sections 3.1 and 3.2.1) and we have recognised the case in claim C.1 as corresponding to the case discussed only in five spacetime dimension in [64] and at a linear level in [70].

In some sense, the most conservative possibility allowing for superrotation-like and supertranslation-like transformations is the one of claim C.1. This is however bound to issues — at least of technical nature — in the discussion of asymptotic charges. Another possibility is the time-dependence of an Einstein boundary metric (claim C.2), but this also leads to severe problems in the interpretation of charges and the global definitions of (stable) infinity with limits to $i^0$, as briefly seen in subsection 3.2.2.

A comment is in order here. We have not discussed, as in previous analysis [60, 70, 95], the gauge character of $h^{(1)}_{AB}$ and the other overleading terms before the radiative order. As we can see from [60, 70, 95], the proof that $h^{(1)}_{AB}$ is pure gauge strictly depends on the assumption that the boundary metric $h^{(0)}_{AB}$ is the time-independent round sphere metric and on the properties of the Laplacian associated to this metric. We are thus agnostic about this result for more general Einstein or non-Einstein, time-independent or time-dependent metrics.

Despite the points raised here, which are to be critically revised in order to push the scattering picture [5] to higher dimensions, if we limit ourselves to local considerations of Ricci-flat asymptotics, we can hope to relate the configuration spaces here discussed with AdS/CFT in the spirit of de Boer and Solodukhin [96] or a flat limit approach in the spirit of [38, 39, 78, 83, 84, 97]. We have envisaged in subsection 3.2.3 an interpretation of the leading logarithmic term appearing in the expansion of $h_{AB}$ in terms of anomalies of the dual field theory, which we plan to analyse further [67]. This could provide a geometric approach to the topic of anomalies in BMS field theories [98]. We however stress that the analogy drawn in subsection 3.2.3 is not conclusive because a proper phase space analysis and (holographic) renormalization procedure is needed. In all generality this touches upon the problem of well-posedness of variational principles with null asymptotics [99–101].

In this respect, a simple analysis [67] of the presymplectic form shows that the divergences generalise the structure already discussed in [15], hence we expect similar considerations could be applied to higher dimensions under appropriate restrictions of the boundary conditions. While this implies that a variant of the method of [84] can be used to renormalise the charges, the issue on the globality of null infinity remains open as well as more formal analysis along the lines of [86].

We conclude with a further speculative comment. In three spacetime dimensions, the analysis of [38, 82] (see also discussion in subsection 3.1) shows that a proper definition of asymptotic flatness includes point particles in the phase space. In four spacetime dimensions, the extension of the BMS group to include BT-superrotations led to the proposal that the standard asymptotically flat phase space should be extended to include cosmic
strings\textsuperscript{30} \cite{23}, which are usually called \textquotedblleft asymptotically locally flat spacetimes\textquotedblright{} in four dimensions (because of the incompleteness of $\mathcal{J}$). The interplay between BT and CL superrotations has been studied geometrically in \cite{102} and from the celestial conformal field theory perspective in \cite{26}. In five spacetime dimensions, the proposal was made to include cosmic $(d-3)$-branes in the configuration space, to produce effects to be interpreted as related to superrotations. The boundary conditions here used are more general than those allowing for such branes, but may potentially allow for transitions among configurations with and without branes.

Cosmic branes, cosmic strings and point particles are codimension-2 objects in $d>4$, $d=4$ and $d=3$ dimensions respectively. We could suggest that configuration spaces with consistent actions of superrotations (whatever this name means according to the dimension) include such codimension-2 objects.
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\textbf{A Derivation of Einstein’s equations}

The Ricci tensor

$$R_{\mu\nu} = \partial_\rho \Gamma^\rho_{\mu\nu} + \Gamma^\rho_{\rho\rho} \Gamma^\rho_{\mu\nu} - \partial_\mu \Gamma^\rho_{\rho\nu} - \Gamma^\rho_{\mu\sigma} \Gamma^\sigma_{\rho\nu}$$  \hfill (A.1)

is conveniently computed using

$$\Gamma^\rho_{\rho\mu} = \frac{1}{\sqrt{|(d-2)g|}} \partial_\mu \sqrt{|(d-2)g|}, \quad |(d-2)g| = e^{4\beta} |(d-2)g| = e^{4\beta} r^{2(d-2)} |h_{(0)}|$$ \hfill (A.2)

such that

$$\Gamma^\rho_{\rho\mu} = \partial_\mu \left(2\beta + \frac{1}{2} \log |(d-2)g|\right) =: \partial_\mu \mathcal{O}_2$$ \hfill (A.3)

and

$$R_{\mu\nu} = \left[ \partial_\rho + \partial_\rho \left(2\beta + \frac{1}{2} \log |(d-2)g|\right) \right] \Gamma^\rho_{\mu\nu} - \partial_\mu \partial_\nu \left(2\beta + \frac{1}{2} \log |(d-2)g|\right) - \Gamma^\rho_{\mu\sigma} \Gamma^\sigma_{\rho\nu}.$$ \hfill (A.4)

Some useful relationships involving $\text{det}g_{AB} = |(d-2)g|$ are found using

$$g^{AB} \partial_\mu g_{AB} = \frac{\partial_\mu (\text{det}g_{AB})}{\text{det}g_{AB}}$$ \hfill (A.5)

\textsuperscript{30}At least a single straight string, the situation with more general boost-rotation symmetric spacetimes or network of them is less clear.
so that\[^{31}\]
\[
g^{AB} \partial_r g_{AB} = \frac{2(d - 2)}{r} \quad \text{and} \quad h^{AB} \partial_r h_{AB} = 0
\]
\[
g^{AB} \partial_u g_{AB} = \frac{\partial_u q}{q} \quad \text{and} \quad h^{AB} \partial_u h_{AB} = \frac{\partial_u q}{q}
\]
\[
g^{AB} \partial_C g_{AB} = \frac{\partial_C q}{q} \quad \text{and} \quad h^{AB} \partial_C h_{AB} = \frac{\partial_C q}{q}
\]

To make contact with \[^{12}\] we define
\[
l_{AB} = \frac{1}{2} \partial_u g_{AB}, \quad k_{AB} = \frac{1}{2} \partial_r g_{AB}, \quad n_A = \frac{1}{2} e^{-2\beta} g_{AB} \partial_r W^B
\]  \hspace{1cm} (A.7)

whose indices are raised and lowered with $g_{AB}$ and such that

\[
l^{AB} = -\frac{1}{2} \partial_u g^{AB}, \quad k^{AB} = -\frac{1}{2} \partial_r g^{AB}
\]  \hspace{1cm} (A.8)

The Christoffel symbols are given in the following as

\[
\Gamma^\mu_{\nu\rho} = \begin{bmatrix} \Gamma^u_{uu} & \Gamma^u_{ur} & \Gamma^u_{uC} \\ \Gamma^r_{ru} & \Gamma^r_{rr} & \Gamma^r_{rC} \\ \Gamma^A_{Au} & \Gamma^A_{Ar} & \Gamma^A_{BC} \end{bmatrix}, \quad \mu = u, r, A
\]  \hspace{1cm} (A.9)

\[
\Gamma^u_{uu} = 2\partial_u \beta - \frac{1}{2}(2\partial_r \beta + \partial_r)\mathcal{U} + 2n_A W^A + e^{-2\beta} k_{CD} W^C W^D,
\]
\[
\Gamma^u_{ur} = 0, \quad \Gamma^u_{uA} = \partial_A \beta - n_A - e^{-2\beta} k_{AB} W^B,
\]
\[
\Gamma^u_{rr} = 0, \quad \Gamma^u_{rA} = 0, \quad \Gamma^u_{AB} = e^{-2\beta} k_{AB},
\]

\[
\Gamma^r_{uu} = \frac{1}{2}(\partial_u - 2\partial_u \beta)\mathcal{U} + \frac{1}{2}(\partial_r + 2\partial_r \beta)\mathcal{U} - \frac{1}{2} W^A(\partial_A + 2\partial_A \beta)\mathcal{U} - 2\mathcal{U} n_A W^A \\
+ e^{-2\beta} \left( \mathcal{U} k_{AB} W^A W^B + l_{AB} W^A W^B + W^A W^B (d-2) D_A W_B \right)
\]
\[
\Gamma^r_{ur} = \frac{1}{2}(2\partial_r \beta + \partial_r)\mathcal{U} - (\partial_A \beta + n_A) W^A,
\]
\[
\Gamma^r_{uA} = \frac{1}{2}(\partial_A + 2n_A)\mathcal{U} - \frac{1}{2} e^{-2\beta} W^B (d-2) D_A W_B + (d-2) D_B W_A + 2l_{AB} - 2k_{AB} \mathcal{U}
\]
\[
\Gamma^r_{rr} = 2\partial_r \beta, \quad \Gamma^r_{rA} = \frac{1}{2} e^{-2\beta} g_{AC} \partial_r W^C + \partial_A \beta,
\]
\[
\Gamma^r_{AB} = e^{-2\beta} \frac{(d-2)}{2} (d-2) D_B W_A + (d-2) D_A W_B + 2l_{AB} - 2\mathcal{U} k_{AB}
\]  \hspace{1cm} (A.10)

\[^{31}\text{l.e.:} \quad \partial_r \left| g_{AB} \right| = \frac{\left| g_{AB} \right| g^{AB} \partial_r g_{AB}}{r^{2(d-2)q}} g^{AB} \partial_r g_{AB} = \frac{h^{AB}}{r^2} \partial_r \left( r^2 h_{AB} \right) = \frac{2(d-2)}{r^2} + h^{AB} \partial_r h_{AB} \]
\( \Gamma^A_{uA} = 2W^A \partial_u \beta - \frac{1}{2} W^A (\partial_r + 2 \partial_r \beta) \mathcal{U} + 2n_B W^B W^A - \partial_u W^A - 2t^A_4 W^C \\
+ e^{-2\beta} k_{BC} W^A W^B W^C + \frac{1}{2} e^{2\beta} (2 \partial^A \beta + \partial^A \mathcal{U}) \mathcal{U} + \frac{1}{2} \delta^{A}(\partial^A \beta - n^A), \\
\Gamma^A_{ur} = -k^A_4 W^C + e^{2\beta} \partial^A \beta - \frac{1}{2} \delta^A \partial_u W^C = -k^A_4 W^C + e^{2\beta} (\partial^A \beta - n^A), \\
\Gamma^A_{uB} = W^A (\partial_B \beta - n_B) - e^{-2\beta} k_{BC} W^A W^C + t_B^A + \frac{1}{2} (\partial^A \beta - n^A) \mathcal{U}. \\
\Gamma^A_{rr} = 0, \quad \Gamma^A_{rB} = k^A_B, \quad \Gamma^A_{BC} = e^{-2\beta} W^A k_{BC} + (\partial^A \beta - n^A). \)

The relevant Ricci tensor components giving rise to the main equations are

\[
\begin{align*}
R_{rr} &= \mathcal{O}_r \Gamma^r_{rr} - \partial^2 \mathcal{O}_2 - \Gamma^r_{rr} \Gamma^r_{rr} - \Gamma^r_{rA} \Gamma^A_{Br} + \Gamma^r_{rA} \Gamma^A_{Br} \\
R_{rA} &= \mathcal{O}_r \Gamma^r_{rA} + \mathcal{O}_B \Gamma^B_{rA} - \partial_{\beta} \mathcal{O}_2 - \Gamma^r_{rA} \Gamma^r_{rA} - \Gamma^r_{rA} \Gamma^A_{Br} + \Gamma^C_{B} \Gamma^B_{CA} + \Gamma^C_{rA} \Gamma^A_{rA} \\
R_{AB} &= \mathcal{O}_u \Gamma^u_{AB} + \mathcal{O}_r \Gamma^r_{AB} + \mathcal{O}_C \Gamma^C_{AB} - \partial\beta \mathcal{O}_2 \\
&\quad - \Gamma^u_{AB} \Gamma^u_{AB} - \Gamma^u_{AC} \Gamma^C_{AB} - \Gamma^u_{AC} \Gamma^C_{AB} - \Gamma^u_{AC} \Gamma^C_{AB} - \Gamma^u_{AC} \Gamma^C_{AB} \\
&\quad - (\partial_{\beta} \mathcal{O}_2 - \delta_{\beta} \mathcal{O}_2) \Gamma^u_{AB} - \Gamma^u_{AC} \Gamma^C_{AB} - \Gamma^u_{AC} \Gamma^C_{AB} - \Gamma^u_{AC} \Gamma^C_{AB} - \Gamma^u_{AC} \Gamma^C_{AB}.
\end{align*}
\]

The components (A.11), (A.12) are easily evaluated. The symbol \( K^A_B \) can be further defined as \( K^A_B = \frac{r^2}{2} h^{AC} \partial_r k_{CB} \) so that \( k^A_B = \frac{1}{2} K^A_B + \frac{1}{r} K^A_B \) and \( R_{rr} = \frac{1}{2} (\partial^2 \beta - 2 \partial^2 \beta + \partial^A \beta - \partial^A \mathcal{U}) \mathcal{U} \) can be directly compared with (4.33) of [12].

In (A.13), the third, fourth and latter terms can be arranged to

\[
\mathcal{O}_C \Gamma^C_{AB} - \partial_{\beta} \mathcal{O}_2 - \Gamma^C_{AB} \Gamma^D_{CB} = (\partial - 2) R_{AB} + \partial_{\beta} e^{-2\beta} W^C k_{AB} \\
+ 2e^{-2\beta} \partial_{\beta} W^C k_{AB} + \frac{1}{2} e^{-2\beta} W^C k_{AB} \\
+ 2 (\partial - 2) D_{BC} \mathcal{O}_C \Gamma^D_{CB} - \partial_{\beta} \mathcal{O}_2 - \delta_{\beta} \mathcal{O}_2 - \mathcal{O}_C \mathcal{O}_A \Gamma^D_{CB} \\
- e^{-2\beta} W^C k_{AD} (\partial - 2) \Gamma^D_{CB} - e^{-2\beta} W^C k_{DB} \Gamma^D_{CB}.
\]

so that

\[
R_{AB} = \left( \partial_{\beta} + 2 \partial_{\beta} \beta + \frac{d - 2}{r} \right) \Gamma^r_{AB} + \partial_{\beta} \mathcal{U} + 2 (\partial^D - 2) D_{D} \partial_{\beta} \beta + (\partial - 2) R_{AB} \\
+ (\partial - 2) D_{D} e^{-2\beta} W^C k_{AB} + 2 e^{-2\beta} \partial_{\beta} W^C k_{AB} - e^{-2\beta} W^C W^D k_{AB} + \Gamma^u_{AB} \Gamma^u_{AB} \\
- \Gamma^u_{AC} \Gamma^C_{AB} - \Gamma^u_{AC} \Gamma^C_{AB} - \Gamma^u_{AC} \Gamma^C_{AB} - \Gamma^u_{AC} \Gamma^C_{AB} - \Gamma^u_{AC} \Gamma^C_{AB} \\
\] 

and by contraction

\[
g^{DA} R_{AB} = (\partial - 2) R_{AB} + 2 (\partial - 2) D_{D} \partial_{\beta} \beta + (\partial - 2) D_{D} \partial_{\beta} \beta + n^D n_B \\
+ e^{-2\beta} \left( \partial_{\beta} + \frac{d - 2}{r} \right) + \frac{1}{2} (\partial - 2) D_{D} \mathcal{U} + \frac{1}{2} (\partial - 2) D_{B} \mathcal{U} + \frac{1}{2} (\partial - 2) D_{B} \mathcal{U} + k_B^D \mathcal{U} \\
\]

leading to (4.6).
B Recursive formulae for power-law seed

In this appendix we write the asymptotic expansions of the metric functions starting from a non-polyhomogeneous $h_{AB}$. We warn the reader that in producing the closed expressions the objects with more than one index have been manipulated as functions: this highlights the orders but care is needed when reading off the coefficients of such orders.

Given $h_{AB}$ as (5.1)

$$h_{AB}(u, r, x) = h_{(0)AB}(u, x) + \sum_p h_{(a+p)AB}(u, x) \frac{r^{a+p}}{r^{a+p}}. \quad (B.1)$$

its inverse is recursively given by

$$h^{-1} = h_{(0)}^{-1} + \sum_{n=1}^{[a+p_o]} (-1)^n \left( \sum_p h_{(0)}^{-1} h_{(a+p)} \frac{r^{a+p}}{r^{a+p}} \right)^n h_{(0)}^{-1}$$

$$= h_{(0)}^{-1} + \sum_n \sum_{\oplus j_t = n} (-1)^n \left( \sum_{j_t[j_0,p_o]} \prod_{t=0}^{p_o} \left( \frac{h_{(0)}^{-1} h_{(a+t)}}{r^t} \right)^{j_t} h_{(0)}^{-1} \right) \quad (B.2)$$

where $n$ is integer and $|a+p_o|$ is the floor of the maximal power $a+p_o$ we keep in (B.1). Eventually discard from $h^{-1}$ terms of order higher than $a+p_o$. In the second line we have used the multinomial theorem and defined

$$\binom{n}{j_{[0,p_o]}} := \frac{n!}{\prod_{t=0}^{p_o} (j_t)!} \quad (B.3)$$

where $j_{[0,p_o]}$ is the collection of non negative integer indices $j_p$ associated to the object $r^{-p} h_{(0)}^{-1} h_{(a+p)}$ for each $p$. The sum $\sum_{\oplus j_p = n}$ is taken on any combination of $j_p$ such that their total sum $\oplus j_p$ is equal to $n$. The tensor indices must match in the contraction and each inverse is taken with respect to $h_{(0)}$, so that $h_{(0)} h_{(0)}^{-1} = \delta$, $h_{(0)} h_{(a+p)o} h_{(0)}^{-1} = h_{(a+p)}^{-1}$.

These conventions translates the practice. To find the explicit expressions of the metric functions we have to fix $a$ and expand up to the relevant order, so up to a $p = p_o$. For example in $d = 4$ we have $a = 1$ and it is appropriate to take the maximal $p$ to be $p_o = 2$ (but for many purposes $p_o = 1$ suffices in $d = 4$).

The same conventions apply to the expansion of any other object, so in the following we simplify notation where no confusion arise.

$$\tilde{K}_B^A = \frac{1}{2} h^{AC} \partial_r h_{CB}$$

now follows as (in manipulating these we pretend that these objects
behaves as numbers)

\[
K_B^A = - \sum_{p} \frac{a + p}{2r^{a+p+1}} h^A_{(a+p)B} = - \frac{1}{2} \sum_{n} (-1)^n \left( \sum_{p} \frac{h_{(0)}^{-1} h_{(a+p)}}{r^{a+p}} \right)^n h_{(0)}^{-1} \sum_{q} \frac{a + q}{r^{a+q+1}} h_{(a+q)}
\]

\[
= \frac{1}{r^{a+1}} \sum_{p} \tilde{K}_{(a+1)p}^E \left[ \delta_E^A \delta_B^F + \sum_{n} (-1)^n \left( \sum_{q} \frac{h_{(a+q)}^A}{r^{a+q}} \right)^n \delta_B^F \right]
\]

\[
= \frac{1}{r^{a+1}} \sum_{p} \tilde{K}_{(a+1)p}^E \left[ \delta_E^A \delta_B^F + \sum_{n=1}^{a+p} \sum_{r^{a+n}} (-1)^n \sum_{t_{j_1=0}}^n \left( \sum_{j_0} \prod_{j=1}^n \left( h_{(a+q)}^A \right)^j \delta_B^F \right) \right]
\]

\[
= \frac{1}{r^{a+1}} \sum_{p} \tilde{K}_{(a+1)p}^E \left[ \delta_E^A \delta_B^F + \sum_{n=1}^{a+p} \sum_{r^{a+n}} (-1)^n \sum_{t_{j_1=0}}^n \prod_{j=1}^n \left( h_{(a+q)}^A \right)^j \delta_B^F \right]
\]

at convenience we reshuffle indices and write

\[
\tilde{K}_B^A = \frac{1}{r^{a+1}} \sum_{p=0} K_{(p)B}^A
\]

Christoffel symbols are expanded as

\[
^{(d-2)} \Gamma_{BC}^A = \Gamma_{BC}^{(0)} + \frac{1}{2} \sum_{p} \frac{1}{r^{a+p}} h_{(0)}^{AD} \left( \partial_B h_{(a+p)DC} + \partial_C h_{(a+p)BD} - \partial_D h_{(a+p)BC} \right)
\]

\[
+ \frac{1}{2} \sum_{n=1}^{a+p} \left( \sum_{p} h_{(0)}^{AE} h_{(a+p)EF} \right)^n h_{(0)}^{BD} \left( \partial_B h_{(0)DC} + \partial_C h_{(0)BD} - \partial_D h_{(0)BC} \right)
\]

\[
+ \frac{1}{2} \sum_{n=1}^{a+p} \left( \sum_{p} h_{(0)}^{AE} h_{(a+p)EF} \right)^n h_{(0)}^{BD} \sum_{q=1}^{a+q} \frac{1}{r^{a+q}} \left( \partial_B h_{(a+q)DC} + \partial_C h_{(a+q)BD} - \partial_D h_{(a+q)BC} \right)
\]

and appropriately rewrites each order in terms of the quantities at the previous orders, so for example

\[
^{(a)} \Gamma_{BC}^A = \frac{1}{2} \left( D_B h_{(a)}^A + D_C h_{(a)B} - D^A h_{(a)BC} \right).
\]

Curvature tensors and scalar are expanded as

\[
^{(d-2)} R = r^{-2} R + r^{-(2+a)} \sum_{p} r^{-p} (a+p) R
\]

**B.1 First equation: β**

The integrand of (4.8) is

\[
r \tilde{K}_B^A \tilde{K}_B^A = \frac{1}{r^{2a+1}} \sum_{p=q} K_{(p)B}^A K_{(q)A}
\]

and β is its integral As α is fixed, all the terms can be reorganised as

\[
\beta = \beta_{(0)} + \sum_{k>0} \frac{\beta_{(2a+k)}}{r^{2a+k}}
\]

where k, as p moves forward by half integer steps if d is odd and by integer steps if d is even.
B.2 Second equation: \( W^A \)

Referring to (4.9) we write

\[
\tilde{n}_A = \frac{\tilde{n}(2)_A}{r^2} + \sum_{p} \frac{\tilde{n}^*_{(2+a+p)A}}{r^{2+a+p}} + \sum_{p, m} \frac{\tilde{n}^\circ_{(2+2a+(m+p))A}}{r^{2+2a+(m+p)A}} + \frac{\tilde{n}_A}{r^d} \log r + \frac{N_A}{r^d} \tag{B.11}
\]

where the coefficient \( n \) of the logarithmic term is given by \( \tilde{n}^*, \tilde{n}^\circ, \tilde{n}^\circ \) (stripped off the denominators in their expressions) whenever the power in the sum where they appear is equal to \( d \)

\[
\tilde{n}^* : \quad p = \frac{d-2}{2} \quad \text{if} \quad a = \frac{d-2}{2}; \quad \text{p} = d-3 \quad \text{if} \quad a = 1 \tag{B.12}
\]

\[
\tilde{n}^\circ : \quad p = 0 \quad \text{if} \quad a = \frac{d-2}{2}; \quad \text{p} = d-4 \quad \text{if} \quad a = 1
\]

\[
\tilde{n}^\circ : \quad p + m = 0 \quad \text{if} \quad a = \frac{d-2}{2}; \quad p + m = d-4 \quad \text{if} \quad a = 1
\]

because the denominators in the following expressions vanish

\[
\tilde{n}_{(2)A} = -\partial_A \beta_{(0)} \tag{B.13}
\]

\[
\tilde{n}^*_{(2+a+p)A} = -\frac{1}{d-2-(a+p)} \partial_B \mathring{K}^B_{(a+1+p)A} \tag{B.14}
\]

\[
\tilde{n}^\circ_{(2+2a+p)A} = -\frac{d-2+2a+p}{d-2-(2a+p)} \partial_A \beta_{(2a+p)} \tag{B.15}
\]

\[
\tilde{n}^\circ_{(2+2a+(m+p))A} = \frac{1}{d-2-2a-(m+p)} (a+p) \Gamma^D_{BA} \mathring{K}^B_{(a+1+m)D} \tag{B.16}
\]

In the latter we use the determinant constraint to set \( \Gamma^B_{BD} = 0 \) for any \( p \). These expressions are obtained by expanding the integral in (4.9) using \( G_A \) given in (4.4) and renaming the various terms with \( \tilde{n}^*, \tilde{n}^\circ, \tilde{n}^\circ \) according to the number of powers of \( a \) and free indices \( p, m \). Using the definition of \( W^A \)

\[
W^A = 2 \int \text{d}r e^{2\beta} h^{AB} \tilde{n}_B \tag{B.17}
\]

the expansion

\[
W^A = \frac{W^A_{(0)}}{r} + \sum_{p=0}^{d-2-a} \frac{W^A_{(a+1+p)}}{r^{a+1+p}} + \frac{1}{r^{d-1}} \left( W^A_{(d-1)} + W^A_{(d-1+p)} \log r \right) + \ldots \tag{B.18}
\]

follows. In particular, the first logarithmic coefficient \( \bar{W}_{(d-1)} \) is obtained from \( n_{(d)} \log r/r^d \)

\[
\bar{W}^A_{(d-1)} = -\frac{2}{d-1} e^{2\beta_{(0)} h^{AB}_{(0)}} \tilde{n}_{(d)B} \tag{B.19}
\]
\[ W_{(d-1)} = -\frac{2}{(d-1)^2} e^{2\beta_0} h^{AB}_{(0)} \tilde{h}_{(d)B} + \ldots \]  

(B.20)

where \ldots are the terms coming from the integration (B.17) when the integrand is of order \( r^{-d} \). This also gives \( W^A_{(d-1)} \) which contains the free function \( N^A \) (5.9).

### B.3 Third equation: \( \mathcal{U} \)

Now move to the equation for \( \mathcal{U} \) (4.5). Using the above results, \( \mathcal{F} \) is expanded

\[ \mathcal{F} = \frac{\mathcal{F}(1)}{r^d} + \frac{\mathcal{F}(2)}{r^{d-2}} + \sum_p \left( \frac{\mathcal{F}(a+p+2)}{r^{a+p+2}} + \frac{1}{r^{d+p}} \left( \mathcal{F}(d+p) + \log r \mathcal{F}(d+p) \left[ \mathcal{W} \right] \right) \right) + \ldots , \quad (B.21) \]

where we specify that the coefficient of the logarithmic term here depends on that of \( W^A \). The integrand in (4.11) is thus

\[ r^{d-2} \mathcal{F} = r^{d-3} \mathcal{F}(1) + r^{d-4} \mathcal{F}(2) + \sum_p r^{d-4-a-p} \mathcal{F}(a+p+2) + r^{2-p} \left( \mathcal{F}(d+p) + \log r \mathcal{F}(d+p) \left[ \mathcal{W} \right] \right) + \ldots , \quad (B.22) \]

Notice that \( d - 4 - a - p > -2 - p \) for both values of \( a \) we are considering, while

\[ d - 4 - a - p = -1 \Leftrightarrow p = d - a - 3 \Rightarrow p = \begin{cases} \frac{d - d - 2}{2} - 3 = \frac{d - 4}{2} \\ d - 1 - 3 = d - 4 \end{cases} \quad (B.23) \]

So the solution (4.11) of (4.5) includes a logarithmic term independent of \( \mathcal{W} \) and appearing before the one induced by \( \mathcal{W} \). The expansion is thus organised as

\[ \mathcal{U} = r \mathcal{U}(-1) + \mathcal{U}(0) + \sum_{p=0}^{a+p<d-3} \frac{\mathcal{U}(a+p)}{r^{a+p}} + \frac{1}{r^{d-3}} \left( \mathcal{U}(d-3) + \mathcal{U}(d-3) \log r \right) + \ldots \quad (B.24) \]

with

\[ \mathcal{U}(-1) = \frac{1}{(d-2)^2} \mathcal{F}(1) \quad (B.25) \]
\[ \mathcal{U}(0) = \frac{1}{(d-2)(d-3)} \mathcal{F}(2) \quad (B.26) \]
\[ \mathcal{U}(a+p) = \frac{1}{(d-2)(d-3-(a+p))} \mathcal{F}(a+p+2) \quad (B.27) \]
\[ \mathcal{U}(d-3) = \frac{1}{d-2} \mathcal{F}(a+p+2)_{\mid p=d-3-a} \quad (B.28) \]

### C Other ansatzes

To compare the result (3.3) with other ansatzes used in literature we collect the most used here.
Radiative falloff ansatz. The radiative falloff ansatz used in \cite{58, 69} is
\[ h_{AB} = h_{(0)AB} + \sum_{p} \frac{h_{(d-2+p)AB}(u,x)}{r^{\frac{d-2}{2}+p}}, \]  
\[ (C.1) \]
where \( p \in \mathbb{N}_0 \) if \( d \) is even and \( p \in \mathbb{N}_0/2 \) if \( d \) is odd. In some places, some arguments have been made to further impose the vanishing of some of the coefficients of \( h_{AB} \) \cite{69}.

In literature we usually also find other kinds of considerations that restrict the orders at which both integer and half-integer powers coexist in odd \( d \). We may argue that the expansion only contains half-integer powers of \( r \) up to a certain point at which integer powers starts to contribute \cite{58, 103, 104}. Indeed, the mixture of both integer and half-integer powers can be attributed to non-linear effects, which are supposed to be negligible asymptotically.

For example, Wald and Satishchandran \cite{104} (not working in Bondi gauge) considered the following ansatz for odd \( d \)
\[ \begin{align*}
g_{\mu\nu} &= \eta_{\mu\nu} + G_{\mu\nu}, \\
G_{\mu\nu} &= \sum_{n=-\frac{d}{2}}^{d-2} r^{-n} g^{(n)}_{\mu\nu} + \sum_{m=d-3} \log r^{-m} \tilde{G}^{(m)}_{\mu\nu},
\end{align*} \]
\[ (C.2) \]
where \( n \) is half-integer and \( m \) is integer and both sums proceed with unity steps. Thus, here the integer powers enter starting from the Coulombic order. It is important to stress — following \cite{103}, that it is not known when exactly the nonlineairities mixing integer and half-integer expansions kicks in. It is possible that they appear before the Coulombic order.

Polyhomogeneous expansion. In four spacetime dimensions, the most general ansatz that has been used is
\[ \begin{align*}
h_{AB}(u,r,x) &= h_{(0)AB}(u,x) + \sum_{p} \frac{H_{(a+p)AB}(u,r,x)}{r^{a+p}}, \\
H_{(a+p)AB}(u,r,x) &= h_{(a+p)AB}(u,x) + \sum_{j} \log r \delta_{(a+p,j)AB}(u,x)
\end{align*} \]
\[ (C.3) \]
with \( a = 1 \) \( j \in \mathbb{N}_0 \) (see for example \cite{85, 105}). We could repeat the analysis in higher dimensions with this ansatz and \( a = \frac{d-2}{2} \) or \( a = 1 \). In the main text we have shown where the first logarithmic term appears.

D Null infinity, superrotations and extended Carroll structures

Definition. An asymptote of a \( d \)-dimensional spacetime \((\check{M}, \check{g})\) is a triplet \((M, g, \Omega)\) plus a diffeomorphism \( \psi : \check{M} \to M\backslash S \), where \( M \) is a manifold with boundary \( S \), \( \check{g} \) is a smooth metric on \( M \), \( \psi \) identifies \( M \) with the interior \( M\backslash S \) of \( M \), and \( \Omega : M \to \mathbb{R} \) is a smooth function which is strictly positive in the interior \( M\backslash S \) and such that
\[ \begin{align*}
&i) \ g_{\mu\nu} = \Omega^2 \check{g}_{\mu\nu} \text{ on } \check{M}, \\
&ii) \ \Omega = 0, \ n := d\Omega \neq 0 \text{ at } S.
\end{align*} \]
This is a slight adaptation of Geroch’s definition of asymptote of a spacetime [11], where we take \( d \) generic rather than \( d = 4 \). The smoothness assumption is to be contrasted with the polyhomogeneity of the expansions. The last condition implies that \( g \) is finite at infinity, \( \Omega \) can be used as a coordinate on \( M \) and defines the one form \( n \) which is associated with the normal \( n^\mu = g^\mu\nu \partial_\nu \Omega \) to the boundary. Manifestly, the given definition does not totally determine topology of \( \mathcal{I} \). When \( \Lambda = 0 \) the boundary topology is automatically restricted.

**Conformal freedom.** Given a spacetime \((\bar{M}, \bar{g})\) and an asymptote \((M, g, \Omega)\) and any smooth positive scalar function \( \omega \) on \( M \), \((M, \omega^2 g, \omega \Omega)\) is an equivalent asymptote. Under the conformal transformation

\[
\Omega \to \Omega' := \omega \Omega, \quad g_{\mu\nu} \to g'_{\mu\nu} = \omega^2 g_{\mu\nu} \quad (D.1)
\]

the normal \( n^\mu \) transforms as

\[
n^\mu \to n'^\mu = \omega^{-1} n^\mu + \omega^{-2} \Omega \partial^\mu \omega. \quad (D.2)
\]

The function \( \Omega \) is called “defining function” in mathematics literature [66] and the gauge/ gravity duality literature [35, 106].

**Causal structure of the boundary.** Einstein’s equations have to be imposed to infer the causal nature of \( \mathcal{I} \). The boundary \( \mathcal{I} \) is timelike if the spacetime solves Einstein’s equations with \( \Lambda < 0 \), null if \( \Lambda = 0 \) and spacelike if \( \Lambda > 0 \), because

\[
|d\Omega|^2 = -\frac{2\Lambda}{(d - 1)(d - 2)} = \mp \frac{1}{l^2}, \quad |d\Omega|^2 = g^{\mu\nu} \partial_\mu \Omega \partial_\nu \Omega \quad (D.3)
\]

where we have used the relation between \( \Lambda \) and the characteristic length scale \( l \) and the sign is \( - \) is for \( \Lambda > 0 \) and \( + \) for \( \Lambda < 0 \).

The given relationship is true in vacuum or as long as the stress-energy tensor falloffs sufficiently fast at infinity. Some of the metrics discussed in this paper will not satisfy these conditions, as also cosmic strings — which play a role in the context of superrotations — do not [18, 23]; they are called “asymptotically locally flat”.

**Universal structure.** The smoothness assumption is necessary to provide the necessary analytical tools to do tensor analysis on \( \mathcal{I} \) as induced from \( M \), but taking \( \mathcal{I} \) abstractly as “detached” from \( M \): i.e. we can safely define a pullback operation from \( M \) to \( \mathcal{I} \). We denote the pulled-back quantities with an over arrow pointing left, i.e. \( \overset{\leftarrow}{g}_{\mu\nu}, \overset{\leftarrow}{n}^\mu \).

The pulled-back fields which are shared by all spacetimes in the same class (i.e. asymptotically flat or asymptotically \((A)dS\)) define the universal geometry. Asymptotic symmetries preserve the universal geometry.

As discussed in the main text, the smoothness assumption overrestrict the space of solutions of both asymptotically flat and asymptotically AdS spacetimes and cannot be extended to odd \( d > 4 \) asymptotically flat radiative spacetimes [54]. Cases with lower regularity \( \mathcal{I} \) have been studied in literature.
Topology of null infinity. Since \( \mathcal{I} \) is null, its normal \( \overset{\rightharpoonup}{n}^{\mu} \) is both null and tangent and \( g_{\mu\nu}\overset{\rightharpoonup}{n}^{\mu} = 0 \), meaning that \( g_{\mu\nu} \) is degenerate. The set \( \mathcal{B} \) of all maximally extended integral curves of \( \overset{\rightharpoonup}{n}^{\mu} \) can be given the structure of a manifold provided that for any given point \( p \) along one such curve, the curve itself does not reenters sufficiently small neighborhood of \( p \). This is accomplished by the mapping \( \Pi : \mathcal{I} \to \mathcal{B} \) sending each \( p \in \mathcal{I} \) to the integral curve to which it lies. The manifold \( \mathcal{B} \) is the base space of \( \mathcal{I} \) and by abuse of terminology \( \mathcal{B} \) is a cross section of \( \mathcal{I} \). The topology of \( \mathcal{I} \) is

\[
\mathcal{I} \sim \mathbb{R} \times \mathcal{B}
\]  

(D.4)

The usual definition of asymptotic flatness in \( d = 4 \) and by extension \( d > 4 \) takes \( \mathcal{B} = S^{d-2} \) and the null generators of \( \mathcal{I} \) to be complete. This is the asymptotically Minkowski case.

Bondi condition. Due to the conformal freedom and Einstein’s equations, \( \overset{\rightharpoonup}{g} \) and \( \overset{\rightharpoonup}{n} \) are related by \( \Sigma_{n}^{\mu} g_{\mu\nu} = b \hat{g}_{\mu\nu} \) for a positive function \( b \). It is always possible to find \( b \) locally such that \( \Sigma_{n}^{\mu} \hat{g}_{\mu\nu} = 0 \). This defines \( \Omega \) as

\[
D_{\mu} n_{\nu} = 0 \iff D_{\mu} D_{\nu} \Omega = 0
\]  

(D.5)

on \( \mathcal{I} \) and defines the so-called Bondi frame. In this frame there is a residual conformal freedom given by

\[
\Sigma_{n}^{\mu} \hat{\omega} = 0, \quad \hat{\omega} > 0
\]  

(D.6)

This is sufficient to show that in \( d = 4 \) all asymptotically flat spacetimes have locally the same conformally flat boundary metric [11] and when \( \mathcal{B} = S^{2} \) a natural choice is the standard round sphere metric.

The phase space of asymptotically flat spacetimes is usually defined by such conditions. This immediately lead to BMS without CL-superrotation. Apart from the spherical case, the group of conformal motions of the other possible simply connected \( \mathcal{B}^{2} \) has been studied in [72], but the analysis of asymptotic symmetries and charges in such cases lack. An explicit example of a spacetime with a non simply connected null boundary was found [107] as an \( A \)-metric with toroidal \( \mathcal{B}^{2} \).

Abstract \( \mathcal{I} \) as a Carroll structure. A Carroll manifold is defined in [108] as a triple \( (C, q, \chi) \), where \( C \) is a smooth \((d-1)\)-dimensional manifold endowed with a twice-symmetric covariant positive tensor field \( q \) whose kernel is generated by the nowhere vanishing, complete vector field \( \xi \).

A generic Carroll structure is given by \( C^{d-1} = \mathbb{B}^{d-2} \times \mathbb{R} \), \( \chi = \partial_{s} \) where \( s \) is the \( d \)th coordinate known as Carrollian time. The standard Carroll manifold is defined by \( \mathbb{B}^{d-2} = \mathbb{R}^{d-2} \) and \( q_{\mu\nu} = \delta_{\mu\nu} \) (notice we use the same indices as before for brevity).

The isometry group of the Carroll manifold is the infinite dimensional group of transformations \( x^{A} = x^{A} \), \( s' = s + \alpha(x) \). A conformal Carroll transformation of level \( N \) is defined as the group of transformations preserving the tensor

\[
\Gamma_{(N)} = q \otimes \chi^{\otimes N} = q_{\mu\nu}\chi^{\rho_{1}} \ldots \chi^{\rho_{N}}
\]  

(D.7)

The conformal Carroll group transforms $q$ and $\chi$ as

$$q_{\mu\nu} \rightarrow a^2 q_{\mu\nu}, \quad \chi^\mu \rightarrow a^{-2/N} \chi^\mu.$$  

When $N = 2$, (D.7) with the identification of $C \equiv \mathcal{I}$ and $q \equiv \mathcal{\tilde{g}}$, $\chi \equiv \mathcal{\tilde{n}}$ (s $\equiv u$), $a \equiv \mathcal{\tilde{\omega}}$ is the universal geometry of null infinity as defined by Geroch [11].

Conformal Carroll transformations of level two are (standard) BMS transformations [109]. The interesting insight provided by the Carrollian language is that BMS arise as (a conformal extension) of a Inönu-Wigner contraction of the Poincaré group.

The point to be stressed, however, is that null infinity in the conformal sense is only well defined for $d = 4$ (or even). The identifications we made here between the abstract fields on the Carroll manifold (i.e. abstract $\mathcal{I}$) and the pull-backs of bulk fields are only allowed when the pull-back operation can be given a meaning.

Extended Carroll structures and CL-superrotations. The Carrollian picture can be easily extended to explicitly include CL-superrotations. We define the extended conformal Carroll group of level $P$ as the group of transformations preserving the tensor

$$\mathcal{\tilde{\Gamma}}_P = \epsilon \otimes \chi^P \equiv \epsilon^{\mu_1...\mu_{d-1}} \chi^{\rho_1} \ldots \chi^{\rho_P}$$

where $\epsilon$ is the volume element on $C$. The infinitesimal transformation acts on $\epsilon$ and $\chi$ as

$$\mathcal{L}_\xi \epsilon^{\mu_1...\mu_{d-1}} = \lambda \epsilon^{\mu_1...\mu_{d-1}}, \quad \mathcal{L}_\xi \chi^\mu = k \chi^\mu, \quad k = \frac{\lambda}{P}.$$  

If the Carroll manifold is the null boundary of a spacetime $C \equiv \mathcal{I}$ and we take $P = d - 1$ with $\chi$ identified with the normal to $\mathcal{I}$, and $\epsilon$ taken as the pullback of the $(d - 1)$-form induced by the spacetime volume element $\epsilon_{\mu_1...\mu_d} = d\epsilon^{[\mu_1...\mu_{d-1}]n_{\mu_d]}},$ (D.10) constitute BMS extended with CL-superrotations. Indeed the above identifications correspond to choosing the normal and the induced volume form to $\mathcal{I}$ as universal structure of asymptotically flat spacetimes [17].

Open Access. This article is distributed under the terms of the Creative Commons Attribution License (CC-BY 4.0), which permits any use, distribution and reproduction in any medium, provided the original author(s) and source are credited.
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