AI Powered Asthma Prediction Towards Treatment Formulation: An Android App Approach
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Abstract: Asthma is a disease which attacks the lungs and that affects people of all ages. Asthma prediction is crucial since many individuals already have asthma and increasing asthma patients is continuous. Machine learning (ML) has been demonstrated to help individuals make judgments and predictions based on vast amounts of data. Because Android applications are widely available, it will be highly beneficial to individuals if they can receive therapy through a simple app. In this study, the machine learning approach is utilized to determine whether or not a person is affected by asthma. Besides, an android application is being created to give therapy based on machine learning predictions. To collect data, we enlisted the help of 4,500 people. We collect information on 23 asthma-related characteristics. We utilized eight robust machine learning algorithms to analyze this dataset. We found that the Decision tree classifier had the best performance, out of the eight algorithms, with an accuracy of 87%. TensorFlow is utilized to integrate machine learning with an Android application. We accomplished asthma therapy using an Android application developed in Java and running on the Android Studio platform.
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1 Introduction

Asthma is a lung condition that affects children and adults alike. The air passages in the lungs constrict due to inflammation and stiffness of the muscles around the small airways. In 2019, asthma afflicted an estimated 262 million individuals, resulting in 461000 deaths [1]. The most prevalent chronic illness
among children is asthma. Although it affects people of all ages, asthma is more common in children and is
the most common cause of chronic airway disease. As patients become older, it becomes increasingly
challenging to identify adult-onset asthma from other conditions such as chronic obstructive
pulmonary disease (COPD) or Asthma-COPD overlap syndrome (ACOS), leading to frequent
misdiagnosis or underdiagnosed. Furthermore, asthma imposes a high cost on the social, economic,
and health-care systems of many countries. Inhaled medication can help individuals with asthma control
their symptoms and live every day, active life. Eliminating asthma triggers may also help to reduce
asthma symptoms. Due to fast population expansion, automatic disease identification has become a
critical topic in medical science. Coronavirus (COVID-19) has spread extensively and has become one of
the most severe and acute infections in recent years. This paper describes a deep learning strategy for
diagnosing COVID-19 from X-ray pictures that combines a convolutional neural network (CNN) and a
long short-term memory (LSTM). In [5], the author gave an overview of newly created systems based on
deep learning techniques that used several medical imaging modalities such as CT and X-ray.

In recent years, a slew of Asthma prediction techniques has been developed and published. Tong et al.
[6] developed an automated technique for producing explanations for rules for the predictions of any machine
learning model based on imbalanced tabular data and for proposing tailored actions without com-promising prediction precision. Our technology has worked fine to explain our Intermountain Healthcare model forecasts. However, the technique has a drawback in that it is not used in reality. The disadvantage of this paradigm is that it is only implemented for children, but our model is for individuals of all ages. In
[8], the author has created prediction algorithms to assess the health data for children with Asthma. These
prediction models are developed using machine learning classifiers, including linear regression, decision
trees, the Random Forest, KNN [9] and methods of the Naive Bayes [10,11]. They got a good accuracy
[12] for random forest classifiers and it’s around 91%. Bhat et al. [13] describe a method based on
machine learning for Asthma risk prediction (ML) [14]. The author created a model for prediction but did
not provide any treatment for the patient, which is something we did in our model. The complete
technology is used via Internet-of-Things resources on a mobile-health (m-health) phone (IoT). This
investigation shows a connection between the indoor and outdoor particulate matter (PM) and the PEFR.
The mining of data comprising patients’ past health information has utilized an efficient technique for
Asthma illness prediction [15]. These studies utilize five methods of categorization for machines called
Naive Bayes, J48, Random Forest and Random Tree. The authors of [16] have created a breast cancer
prediction model that employs 10-fold cross validation to achieve a reliable result. Wisconsin breast
cancer diagnosis data collection is collected from the UCI machine learning repository for breast cancer.
Another prediction model for breast cancer is also being developed in [17]. In [18], a new mathematical
model for breast cancer was created. The difference between those three papers and our research is that
they focused on breast cancer while we focused on asthma. In [19], the authors propose an approach for
employing a deep neural network to diagnose diabetes by training its features in a five-fold and ten-fold
cross validation fashion. They only utilised one model in this study, but we used eight in ours. Using
Random Forests (RFs) and Artificial Neural Networks, this research [20] proposes an expert system for
the classification of liver disorders (ANNs). The approaches employ 10-fold cross validation to train the
input features, while we used 23. Among all of these disorders, heart disease is the most frequent, and its
effects are far more deadly than those of any other disease. The author of this paper [21] compared a lot
of computational intelligence algorithms for coronary artery heart disease prediction, but they don’t provide any practical applications like Android apps.

In [22] the 2012–2014 real-world Asthmatic patients were trained in a big town in China on prediction
models including logistic regression, random forest, supporting vector machines, regression classification
tree and backpropagation neural network [23]. The goal of the author was to create models that used
machine learning to forecast the probability of exacerbations. The goal of the author [24] was to create
models that used machine learning to forecast the probability of exacerbations. AUPRC = 0.007 (95% CI: 0.0002) was provided for the model validated on the test data, suggesting that it may be unable to estimate an incident of Asthma exacerbation for the near future by historical clinical data only.

Machine learning is often recognized as the most effective method for predicting illnesses such as heart disease and asthma. For asthma illness prediction, we employ 23 characteristics. Compared to previous approaches in works like [15] the findings demonstrate a higher degree of performance. We utilize eight machine learning algorithms, and the decision tree achieved the highest accuracy (87% precision). Aside from that, the number of Android users is growing by the day. To carry out the therapy, we use the Java programming language to develop an Android application in which we recommended necessary lab tests and medications for Asthma patients. In recent years, inhaler therapy has been a popular therapeutic option in the medical sector. Followings are the concrete contents of contributions in this paper:

1. Using machine learning techniques, improve the accuracy of asthma illness forecasts. We used 23 asthma risk factor characteristics and consulted with a renowned asthma doctor to complete this assignment. All of the characteristics are significantly linked to asthma. We discovered that the Decision Tree algorithm has the highest accuracy, which is 87 percent.

2. Provide proper treatment for asthma patients. After we’ve trained all of the asthma characteristics, our model will tell us whether or not this person has asthma. If the model finds a positive output, it indicates he or she has asthma, and the model will provide treatment; otherwise, the model will notify that he or she is asthma-free.

3. Developed an Android app for identifying asthma patients and administering medication. For asthma patients, this application contains 23 fields that are utilized to identify the patient. After entering all of his information, the app will notify him/her if he/she has asthma or not. This application also makes appropriate recommendations based on the output.

The remainder of the article is arranged as follows, with Section 2 delving into the methodology. We went through all of the pre-processing, ML algorithms, and Java applications. Section 3 goes through the results and discussions. We have demonstrated all of the expected results and the development of the Android application in this section. Section 4 describes the work that will be done in the future. A conclusion is included in Section 5.

2 Methodology

In this work, we perform the job in two modules. The data analysis and prediction are accomplished by machine learning, whereas the treatment is performed by an android application developed in Java. We utilized Google Colab to do Asthma data pre-processing and prediction [25]. We use five key steps to obtain the forecast: data sources, label verification, data prepossessing, training data using ML algorithms, and prediction. The data quality is maintained by using a large number of samples with a wide range of variance. To get the prediction in machine learning, we have utilized eight robust ML algorithms and made a comparison between those algorithms. After that, we have utilized Android Application 9.0 to development an application, and the languages used are Java and XML. In this case, Java is used for coding, while an XML file is used for the design section. Fig. 1 describes how the machine learning models and android application in the forecast node have been implemented. During training, the selection of features is employed to remove duplicates that do not significantly contribute to the prediction result and enhance overall fidelity to the model. The imputation will initially be done to adapt the missing data, followed by the feature scaling to standardize the dataset’s value range. Finally, the binary classifiers are fitted to the data during the k-fold cross validation phase with all the samples for training, validation, and testing to provide a more robust classification [13] following that, the machine
learning file is loaded into Android Studio. We generated a file using Tensorflow after receiving predictions from ML models, and this file was imported into Android Studio. Based on the ML algorithm, this smartphone app attempts to determine whether or not this person has Asthma. Finally, this application provides the appropriate therapy based on this forecast.

![Experiment workflow](image)

**Figure 1:** Experiment workflow

### 2.1 Machine Learning

For each iteration m, the performance of each model built based on 22 features and ML methods employed is recorded. We have assessed our dataset using eight ML algorithms to achieve a better outcome. Sub-Section (1) covers data sources, Sub-Section (2) examines the verification of the label, Sub-Section (3) provides predisposition of information, Sub-Section (4) describes the implementation of ML algorithms, sub-Section (5) compare the performance between those implemented algorithms and finally best outcome is shown as result and this result is transfer to android studio.

#### 2.1.1 Data Sources

We consult with Asthma professionals before collecting data. The doctor explained to us the characteristics that cause asthma and we had taken a short note from his description. Finally, we gathered 23 features from him. We built a Google form based on those features. For data collection, we used social media and went to the doctor’s chamber. To gather data via social media, we shared this Google form with an open public group, posted it on our timeline, emailed it to our known contacts and we got a good response from there. Beside this, we spent many days physically collecting data from the doctor’s chamber to take the data from asthma patents and who has symptoms of asthma. Some prior studies only collected data from children [9], but we gathered data from people of all ages in our study. We don’t have any age restrictions. Finally, we collected around 4500 data points from social media and the visiting doctor chamber. Tab. 1 shows all the features based on which we collect the data.
2.1.2 Data Pre-Processing

Following the gathering of various records, data on asthma illness is pre-processed [13]. The collection comprises about four thousand five hundred entries, many of which have missing values. We utilized a mathematical model, mean, and median to fill in the missing value.

| Attributes                        | Description                                                                 | Type  |
|----------------------------------|-----------------------------------------------------------------------------|-------|
| Gender                           | Male is represented as ‘M’ and Female is ‘F’                                | Boolean |
| Age                              | Age is completed in year.                                                   | Numeral |
| Frequent coughing                | Most of the time if the person feels coughing then ‘YES’ otherwise ‘NO’    | Boolean |
| Shortness of breath              | If feel asphyxia select ‘YES’, otherwise ‘NO’                              |       |
| Exercising or walking makes you feel very tired | If the person be tired, then ‘YES’ otherwise ‘NO’                    | Boolean |
| Coughing or nausea after exercise or walking | Running or walking few times if he/she is coughing then ‘YES’ otherwise ‘NO’ | Boolean |
| Sleep problems                   | If feel problem during sleep then ‘YES’, otherwise ‘NO’                   | Boolean |
| There is a feeling of being stuck in the chest | Sometime if feel stuck in the chest then ‘YES’ otherwise ‘NO’ | Boolean |
| Does anyone in the family have allergies? | It’s family history. If anyone have allergies, then ‘YES’ otherwise ‘NO’ | Boolean |
| Does anyone in the family have asthma? | It’s another family history. If any person of family has asthma, then ‘YES’ otherwise ‘NO’ | Boolean |
| Do you have allergies?           | If have allergies, then ‘YES’ otherwise ‘NO’                              | Boolean |
| In which season does your shortness of breath increase? | Here has four seasons. Have to select in which season problem is increase. | Text   |
| Problem in Cold Water            | If drinking of cold water create problem than ‘YES’, otherwise ‘NO’       | Boolean |
| Problem in Curd or Ice-cream     | Eating Ice-cream can create problem. Is have problem then ‘YES’ otherwise ‘NO’ | Boolean |
| Problem in beef                  | If eating beef create problem, then ‘YES’ otherwise ‘NO’.                 | Boolean |
| Problem in ilish                 | If eating ilish create problem, then ‘YES’ otherwise ‘NO’.                | Boolean |
| Problem in prawn                 | If eating prawn create problem, then ‘YES’ otherwise ‘NO’.                | Boolean |
| Problem in brinjal               | If eating brinjal create problem, then ‘YES’ otherwise ‘NO’.              | Boolean |
| Problem in pumpkin               | If eating pumpkin create problem, then ‘YES’ otherwise ‘NO’.              | Boolean |
| Problem in coconuts              | If eating coconuts create problem, then ‘YES’ otherwise ‘NO’.             | Boolean |
| Problem in Malabar night shade   | If eating Malabar night shade create problem, then ‘YES’ otherwise ‘NO’.  | Boolean |
| Problem in duck meat             | If eating duck meat create problem, then ‘YES’ otherwise ‘NO’.            | Boolean |
| Have asthma                      | If you have asthma put ‘YES’, otherwise ‘NO’                               | Boolean |
**Mean**: In mathematics and statistics, the idea of mean is crucial. The arithmetic average of all terms is the most frequent formulation for the mean of a statistical distribution containing a discrete random variable. In a group of numbers, the mean is the average or most frequent value which is expressed by the Eq. (1).

\[
Mean = \frac{\sum_{i=1}^{n} x_i}{n}
\]  

(1)

**Median**: Whether the number of terms in a discrete random variable distribution is even or odd affects the median. If the total number of observations (n) is odd, the median can be represented by Eq. (2).

\[
Median = \left( \frac{n + 1}{2} \right)_{\text{th observation}}
\]  

(2)

If the number of observations is even, then the median is the average of the two middle terms and can be presented as Eq. (3).

\[
Median = \frac{\left( \frac{n}{2} \right)_{\text{th observation}} + \left( \frac{n + 1}{2} \right)_{\text{th observation}}}{2}
\]  

(3)

**Labeling and Verification**: We collect various types of data. It is necessary to encode the dataset to use the ML model [26]. We utilized OneHotEncoding for this. We transform the whole dataset in 1 and 0 to use with the ML Algorithms. Here is a non-patient value of 1 and a patient value of 0. Tab. 2 shows some features of the patient and non-patient data gathered.

| Gender | Age | FC | SOB | SP | SIC | FA | FAs | PIB | PIC |
|--------|-----|----|-----|----|-----|----|-----|-----|-----|
| 1      | 21  | 0  | 1   | 0  | 1   | 0  | 1   | 0   | 0   |
| 0      | 19  | 0  | 0   | 1  | 1   | 1  | 1   | 1   | 0   |
| 0      | 48  | 0  | 0   | 0  | 0   | 1  | 1   | 1   | 0   |
| 1      | 23  | 1  | 1   | 0  | 0   | 0  | 0   | 1   | 1   |
| 0      | 62  | 0  | 1   | 0  | 1   | 1  | 1   | 1   | 1   |
| 1      | 34  | 0  | 0   | 1  | 1   | 0  | 0   | 0   | 0   |
| 1      | 60  | 1  | 1   | 1  | 0   | 0  | 0   | 1   | 0   |
| 0      | 24  | 1  | 0   | 0  | 1   | 0  | 0   | 0   | 0   |

*FC = Frequent coughing, SOB = Shortness of breath, FA = Family allergies, FAs = Family asthma, PIB = Problem in beef, PIC = Problem in coconuts*

2.1.3 Feature Selection

One characteristic is utilized as level data out of the 23 attributes in the data set. The patient’s information ‘Have Asthma’ is level data. The remaining 22 characteristics are significant because they provide critical information and those are feature data. We found a good correlation between input and output characteristics after pre-processing [27]. We found best, 0.49 correlation coefficient between Shortness of breath and Have Asthma. As a reason, they are highly linked. This information is necessary for diagnosing and learning about Asthma. Several (ML) methods are employed in this experiment, including KNeighborsClassifier, RandomForestClassifier, Bernoulli, MLPClassifier, Impact Learning,
SVM Classifier and AdaBoostClassifier, as previously indicated. The experiment was replicated using all 23 characteristics and all of the ML methods.

2.1.4 Model Building

We utilized eight machine learning algorithms to find the most incredible accuracy. For this dataset, each method performs admirably. Based on the lowest error rate of the algorithms, the best-performing model is identified.

Random Forest: Random Forest is a well-known supervised machine learning algorithm. We may use it for both classification and regression problems. “A Random Forest classifier is a classifier that combines several decision trees on different subsets of a dataset and averages the results to improve the dataset’s prediction accuracy.” The better the accuracy and the smaller the danger of overfitting, the more trees in the forest there are. Given a training set \( X = x_1, \ldots, x_n \) and responses \( Y = y_1, \ldots, y_n \), bagging picks a random sample with replacement of the training set and fits trees to these samples repeatedly.

\[
J = \frac{1}{B} \sum_{b=1}^{B} fb(x')
\]

The unseen samples \( x' \) are created by averaging the \( \sum_{b=1}^{B} fb(x') \) predictions from each individual tree on \( x' \). Fig. 2 depicts the Random Forest method.

---

**Figure 2:** Diagram of random forest

K-Nearest Neighbor Classifier: The K-Nearest Neighbors method is based on the Supervised Learning approach and is one of the most basic Machine Learning algorithms. The K-NN method saves all available data and classifies a new data point based on its similarity to the existing data. This implies that fresh data may be quickly categorized into a well-defined category using the K-NN method. The KNN method calculates the shortest distance between the selected neighbors. To determine distances between existing data points and any new data point, the KNN employs the Euclidean distance equation [10]. Euclidean distance can be measured as follows:
Euclidian Distance = \sqrt{\sum_{i=0}^{k} (x_i - y_i)^2} \tag{5}

Let’s say we have a new data point that must be placed in the appropriate category. Take a look at Fig. 3 presents the scenario very well.

**Figure 3:** Diagram of KNN

**Bernoulli Naive Bayes:** For discrete data, Bernoulli Naive Bayes is employed, which is based on the Bernoulli distribution. Bernoulli Naive Bayes is distinguished by the fact that it only accepts binary values such as true or false, yes or no, success or failure, 0 or 1, and so on. Bernoulli Naive Bayes classification is used to classify text using the “bag of words” model. Scikit-learn module sklearn.naive bayes BernoulliNB will implement the Gaussian Nave Bayes technique. Consider \( p \) as the probability of success and \( q \) as the probability of failure, with \( q = 1 - p \), because we’re working with binary integers \[13\]. With a random variable \( X \), in the Bernoulli distribution can be represented as follows:

\[
P(x) = P[Y = x] = \begin{cases} q = 1 - p, & \text{if } x = 0 \\ p, & \text{otherwise} \end{cases}
\tag{6}

Here, \( x \) can only take one of two values: 0 or 1. The Bernoulli Naive Bayes Classifier has the following rule:

\[
P(y) = P(y|x_i + (1 - P(i|y))(1 - x_i)
\tag{7}

**MLP Classifier:** The term MLPClassifier stands for Multi-layer Perceptron Classifier, which is related to a Neural Network. Unlike other classification methods such as Support Vectors or Naive Bayes Classifier, MLPClassifier achieves classification using an underlying Neural Network. The perceptron is made up of a completely linked input layer and output layer. MLPs have the same input and output layers, however, as seen in Fig. 4, they can have several hidden layers between the above levels.

**Figure 4:** Network setup of MLP classifier
Adaboost Classifier Algorithm: Adaboost is a technique that is iterative. By merging numerous malicious classifications, the Adaboost classification creates a strong classification that allows you to obtain high precision, powerful classification. The core principle underlying Adaboost is the classifier weights and the data sample training for each iteration to guarantee that unexpected observations are predicted correctly. If any machine learning method accepts weights on the training set, they may be utilized as a basic classification. In the following phases, Adaboost algorithm works:

1. Prevents collisions, considering their geometric models, between the M cooperative vehicles and
2. Prevent collisions with obstacles that are both static and moving.
3. Adaboost initially picks a random subset of training.
4. The Adaboost machine learning model is iteratively trained by picking the training set, depending on the precise prediction of last training.
5. It gives greater weight to incorrectly categorized observations, such that those observations have the high chance of categorization in the following iteration.
6. In any iteration, the weight is also assigned to the trained classifier according to the classifier accuracy. The more precise classification becomes high in weight.
7. This procedure iterate until the full training data is in place without errors or until the maximum number of estimators set has been achieved.
8. Classifying all learning algorithms, you have established by a “vote.”

Impact Learning: Impact learning is a supervised classification and linear or polynomial regression knowledge learn technique. It also helps to analyze competing data systems. This method is unusual to be able to learn the influence of independent characteristics from a contest. In other words, the impacts of the intrinsic rate of natural growth are trained (RNI) [28]. The following equation represents the RNI here:

\[
\frac{dp}{dt} \approx rP
\]

The impact learning equation is shown below:

\[
Imp = \left( y - \left( k \sum_{i=1}^{N} w_i x_i \right) \right)^{2/N}
\]

SVM Classifier: The “Support Vector Machine” (SVM) is a supervised machine learning method that may be applied to classification and regression problems. It is, however, mostly employed to solve categorization issues. The SVM algorithm’s objective is to find the optimal line or decision boundary for categorizing n-dimensional space into classes so that additional data points may be readily placed in the proper category in the future [29]. A hyperplane is the name for the optimum choice boundary.

Decision Tree: It’s a powerful forecasting tool that may be used in a variety of situations. Decision trees, in general, are an algorithmic approach for discovering different ways to split a data collection based on specific characteristics. It’s one of the most popular supervised learning techniques [30]. The aim is to develop a prototype that learns simple decision tree instructions and predicts the value of a target variable. It is ideal for knowledge discovery since it does not require any parameter adjustments. The Decision Node and the Leaf Node are the two nodes of a Decision tree. Leaf nodes are the result of those decisions and do not include any further branches, whereas Choice nodes are used to make any decision and have numerous branches [31].
2.2 **Android App Development**

The Platform utilized in the development of this application is 9.0, and the coding language is Java. This application’s design is finished in XML. To complete the coding and design we have used Android Studio. Fig. 5 explain the development process of this application.

![Diagram of Android app development steps](image)

**Figure 5**: Android apps development steps of asthma prediction

2.2.1 *Create Project*

To begin, we need to download Android Studio and install it together with the Android SDK AND ANDROID VIRTUAL DEVICE. We set the API level after installation [32]. After that, launch Android Studio and choose “Start a new Android Studio project” from the “Quick Start” menu, giving the app a name as well as the corporate domain. These parts will be combined to form a package name, such as com.companyname.appname. This is the ANDROID package file that you’ll be uploading to Google Play. Finally, we provide the location where we wish to save the file.

2.2.2 *XML File Design*

eXtensible Markup Language, or XML, is used to create Android layouts. XML is a markup language, similar to HTML (or Hypertext Markup Language). It was developed as a standard for data encoding in web-based applications. Unlike HTML, however, XML is case-sensitive, requires that each tag be correctly closed, and maintains white space. In Android XML, there are numerous layout options. We utilized linear layout as a result of this. We used the Radio group to generate numerous options. This radio group includes radio items. The question is written in Text view. We also utilized Edit text, which is a system that collects data from users.

2.2.3 *JAVA Coding*

Android apps are typically created with the JAVA programming language and the Android SDK (Software Development Kit). Simple, object-oriented, resilient, secure, and high-level are the core aims of JAVA. JVM (JAVA Virtual Machine) is used by JAVA applications, however Android has its own virtual machine called Dalvik Virtual Machine (DVM), which is designed for mobile devices [33]. Java is used to put what is designed in XML into action. Every coding is done in the `onCreate` function. Java utilized the unique ID that we assigned to each XML design to call it. We used `findviewbyid` to find the ID.
2.2.4 Connect to a Device

First, the developer uses a USB cable to connect a device to the development workstation. On this device, open the Developer option and then allow USB debugging. The developer then clicks the application module in the project window in Android Studio and then clicks Run in the toolbar. Developer selects his own device in the Select Deployment Target box and then clicks the OK button. Android Studio runs the app and installs it on the connected device. Now the application is visible that the developer built on his own smartphone running [32].

2.2.5 Debug and Test

Debugging is one of the key components of the everyday lives of a developer. Debugging enables developers to scan the apps variables, methods and how effectively the code works through every line of code. In big sections of code, it is simpler to discover tiny mistakes. To start debugging, we must first ensure that the device is configured and connected to the USB for debugging. Afterwards, the devices must be selected in the Device Choice box, and Android Studio launches this debugging program. Android Studio opens the debug tool automatically. We may enable it manually when we click Debug! at the bottom of Android Studio.

2.2.6 Show the Result

The final result is shown in the linked device if the coding and design are satisfactory. In this section, the user will get a number of fields that must be filled out in order to forecast asthma. This program will forecast asthma and deliver therapy based on data given by the user.

3 Result and Discussion

This section divides the several comprehensive experiments into subsections, each with its own set of results. We utilized eight machine learning algorithms to assess the dataset. Out of the 23 features gathered, 22 are considered input data and one is considered output data [34]. In sub-sections IV-A and IV-B, the findings for the ML model and the android application are described.

3.1 Result for ML Model

Extensive tests were carried out on the asthma dataset in order to find the optimal Decision Tree design for asthma prediction. To begin, the asthma illness dataset is pre-processed in Google Colab, and a 30% percentage split of the dataset is conducted as training and test sets [15]. Select the machine learning algorithms and build a classifier model for each algorithm based on the training data, then test it. On the basis of several measurements such as precision, accuracy, recall and F-measurement [35] for the particular data set, the results achieved demonstrate the performance of each classifier and best classifier. Accuracy is computed with the following Eq. (10).

\[
Accuracy = \frac{TP + TN}{TP + TN + FP + FN}
\]  

(10)

Recall or sensitivity is expressed as a percentage of total relevant results classified properly by the algorithm which is express by Eq. (11).

\[
Recall = \frac{TP}{TP + TN}
\]  

(11)

The proportion of accurately identified occurrences or samples among those labeled as positives is measured by precision [36]. It is shown by Eq. (12).
Precision = \frac{TP}{TP + FP} \quad (12)

The F1 score is calculated by taking the harmonic mean of accuracy and recall [37]. Eq. (13) represents the F1 score [38].
\[
F1 \text{ Score} = \frac{2TP + TN}{2TP + FP + FN} \quad (13)
\]

Here, True Positive (TP), False Positive (FP), True Negative (TN) and False Negative (FN) for the categorization of asthma illness severity, the prediction abilities of eight computational intelligence approaches were studied. The predictions of classifiers are shown in Tab. 3. For the categorization of asthma severity, the prediction abilities of eight computer intelligence approaches were investigated. A similar study was conducted in [15], in which they took eight aspects of asthma and only used four ML model for the comparison.

### Table 3: Eight algorithm and metrics score

| Algorithm              | Accuracy | F1 score | Recall | Precision |
|------------------------|----------|----------|--------|-----------|
| Random Forest Classifier | 0.80     | 0.73     | 0.72   | 0.76      |
| K-Nearest Neighbor      | 0.81     | 0.72     | 0.71   | 0.78      |
| Bernoulli Naive Bayes   | 0.75     | 0.71     | 0.72   | 0.70      |
| MLP Classifier          | 0.81     | 0.75     | 0.76   | 0.77      |
| Adaboost Classifier     | 0.80     | 0.76     | 0.76   | 0.76      |
| Decision Tree           | 0.87     | 0.81     | 0.80   | 0.83      |
| SVM Classifier          | 0.80     | 0.73     | 0.72   | 0.76      |
| Impact Learning         | 0.85     | 0.78     | 0.78   | 0.81      |

The accuracy, precision, recall, and F1 score performance measures of each algorithm were compared in Tab. 3. Using eight robust algorithms, we were able to achieve a high level of accuracy for all of these algorithms. Fig. 6 shows that the decision tree has the best accuracy, which is 87 percent. Impact learning has an accuracy of 85 percent, whereas both KNN and MLP classifiers have an accuracy of 81 percent. Random forest and Adaboost Classifier also have high accuracy, with an average of 80%. The Bernoulli nave Bayes classifier has a poor accuracy of 75%. We also have high accuracy for other confusion metrics including recall, precision, and F1 score. Decision tree has the highest F1 score and that is 83%, whereas Bernoulli Nave Bayes has the lowest. The F1 score is likewise high, with 78%, 76% and 75%.

Impact learning, Adaboost Classifier, and MLP Classifier, respectively. This score is less than 75% for the other three algorithms. For recall and accuracy, the situation is the same. The decision tree has the highest score, whereas Bernoulli Nave Bayes has the lowest. The graph is higher for Impact Learning, Adaboost Classifier, and MLP Classifier, and lower for the other three algorithms.

We divided all Asthma patients into four groups depending on their age using the data we gathered. According to Fig. 7a, the majority of the patients are between the ages of 16 and 30, and they are rather young. The figure is something around 63 percent. The research shown that the early age’s person has low ratio of asthma affection. The percentage is 7.5 percent, which is quite low. Asthma affects a large proportion of the population between the ages of 31 and 45. The statistic is 16.2 percent. The ratio is 13.8 percent for the age of 45 and 100. From the asthma data we gathered from social media and visits to
the hospital, we discovered that a large percentage of asthma sufferers are men. Fig. 7b indicates that male asthma patients account for 53.3% of all cases, while female asthma patients account for 46.7%.

We offered one feature for family history during the data collecting period. This means that the persons in his family have a history of asthma. Fig. 7c shows that 65.3 percent of persons with Asthma had a family history of the disease. We discovered 34.7 percent of persons whose family never had Asthma before but are now suffering from it.

3.2 Android Application Development

Android apps employ Java core libraries and are built in the Java programming language [39]. We used TensorFlow to convert the prediction file, and TensorFlow created a file with the extension. tflite. TensorFlow is a machine learning software library that is free and open source. TensorFlow is a dataflow and differentiable programming-based symbolic math toolkit [40].

In Android Studio, we build a sample data Directory folder called assets to store the. tflite file. To execute the TensorFlow file, we add further dependencies. From Fig. 8a in here, have a Splash Screen
ready before you launch this app. We created an XML file based on the Google Form. We are going to make twenty-two fields to collect data from the user. The majority of the fields are based on options. There is only one field in which the user must enter text, and that is the age. After filling out the information, the user must click the submit button.

Based on the information supplied, the result will indicate whether he suffers from asthma or not. If the person has asthma, the number will be 0; otherwise, it will be 1. The program will display the status You are asthma-free for non-patients what is displayed in Fig. 8b. We utilized AlertDialog to display this condition. Another android studio approach is the AlertDialog.

If the user has asthma, this will redirect them to a different page. A single display will be found here. The user will receive three items in this section. The first is a LAB TEST. This section will suggest that you do a lab experiment. If the user discovers a significant issue in his lab test, he should seek advice from an expert doctor. If the user finds no serious issues, he can continue with our treatment. We have supplied some medicine for treatment. In [13], they also established one system with the assistance of IOT, which differs from our system to their system.

4 Conclusion

Identifying the raw data processing of asthma data will aid in the long-term saving of human life. Predicting asthma illness is difficult yet crucial in the medical sector. In this paper, based on a machine learning classifier and an Android application, we proposed an asthma risk prediction tool. We collected information about asthma illness using a Google form. The dataset was then subjected to eight machine learning algorithms. We obtained excellent accuracy for each algorithm. We then used Tensorflow to convert this prediction into an Android application. We utilized Android Studio to create our Android application. We developed an application using this technology, in which we gave treatment based on prediction. We went to doctor to test this system when we finished developing it. For this goal, we gathered data from a few patients and used our method to predict the outcome. We discovered that this method produced output and that the doctor’s prescriptions were similar, and the doctor was too satisfied about this system. The drawback of this application is that it requires the assistance of a doctor for treatment and report evaluation. However, we have a plan for this system in which we will offer therapy using AI and the diagnosis report will be evaluated by this system.
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