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ABSTRACT

Biomedical classification problems are of great interest to both medical practitioners and computer scientists. Due to the harmful consequences of a wrong decision in this ambit, computational methods must be carefully designed to provide a reliable tool for helping physicians to obtain accurate predictions on unseen cases. Computational Intelligence (CI) provides robust models to perform optimization, classification and regression tasks. These models have been previously designed, mainly based on the expertise of computer scientists, to solve a vast number of biomedical problems. As the number of both CI algorithms and biomedical problems continues to grow, selecting the right method to solve a given problem becomes more challenging. To deal with this complexity, a systematic methodology for selecting a suitable model for a given classification problem is required. In this work, we review the more promising classification and optimization algorithms and reformulate them into a synergic framework to automatically design and optimize pattern classifiers. Our proposal, including state-of-the-art evolutionary algorithms and support vector machines, is tested on a variety of biomedical problems. Experimental results on benchmark datasets allow us to conclude that the automatically designed classifiers reach higher or equal performance than those designed by computer specialists.
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I. INTRODUCTION

Biomedical engineering is a concept that bridges medicine and technology influencing fields of specialization such as: bioimaging, bioinstrumentation, biomolecular analysis, biomechanics and biomaterials [1]. Research conducted in these fields frequently faces classification problems, for instance when deciding: if a gene can be a candidate of risk to develop Autism [2], if a patient presents a Parkinson disease based on the information obtained by acoustic biomarkers [3], if a microscopic image of breast tumor tissue provides evidence that it is benign or malignant [4] or if thermal patterns can help on the diagnosis of diabetic foot [5].

Computational Intelligence has provided methods to solve biomedical classification problems for years. However, the task of selecting an appropriate set of algorithms for a given problem has been mainly delegated to an expert. Among classification methods, Support Vector Machines (SVMs) are one of the most successful approaches due to its generalization capability by conducting structural risk minimization, absence of local minima by solving a quadratic programming problem and representation based on few parameters [6]–[8].

The performance of SVMs is highly dependent on two of its components: kernel function and hyper-parameters [9], [10]. Concerning the kernel functions, different scenarios have emerged through the years to ensure that the best kernel function is used for a classification task. These scenarios include kernel generation from primary operations [11]–[13], and multiple kernel combination from existing kernels [14]–[19]. Out of these, the latter has proved to be more convenient, since it combines the flexibility of kernel generation with the effectiveness of pre-designed kernels. Regarding the hyper-parameter tuning, several optimization
methods have been applied, from the simple Grid Search and Random Search [20], to the more sophisticated Evolutionary Strategies [21], Genetic Algorithms [22], Bio-inspired Metaheuristics [23]–[25], and Estimation of Distribution Algorithms (EDAs) [26], among others. Recently, it has been shown that EDAs perform SVM hyper-parameter tuning more efficiently than other methods when solving biomedical classification tasks [27].

Some studies have described strategies for simultaneous kernel selection (or kernel generation) and hyper-parameter optimization [12], [18]; however, it can be argued that they lack convergence efficiency, explore a limited search space, and are prone to overfitting. In this work, a novel method is formulated to solve the problems of previous studies by combining the advantages of evolutionary programming with the guided exploration of the estimation of distribution algorithms. Our method, hereafter referred as Smart Evolution of Ensemble Kernel for Support Vector Machines (SEEKS), consists of a Genetic Programming (GP) mechanism [28] able to build new multiple kernels based on different kernel families (or to select the best single kernel) and an EDA [29] adapted to the GP mechanism and aimed to build probability models based on estimations of the hyper-parameter distributions. Thus, our method performs hyper-parameter tuning of kernels as these are being evolved without adding any significant overhead.

Through robust experimentation, it is shown that SEEKS automatically achieves simultaneous kernel design and hyper-parameter tuning for SVM classifiers as successfully as previous methods designed by specialists, with higher computational efficiency.

The next section provides the background theory to understand the standards of SVM-kernel design and hyper-parameter tuning for SVM classifiers as successfully as previous methods designed by specialists, with higher computational efficiency.

The next section provides the background theory to understand the standards of SVM-kernel design and hyper-parameter tuning for SVM classifiers as successfully as previous methods designed by specialists, with higher computational efficiency.

II. BACKGROUND

A. KERNEL FUNCTIONS FOR SUPPORT VECTOR MACHINES

Given a set of \( m \) training data points \( \{x_i, y_i\}_{i=1}^m \), where \( x_i \in \mathbb{R}^d \) is the \( i \)-th input vector and \( y_i \in \{+1, -1\} \) is its corresponding class label; an SVM classifier in dual form can be formulated, introducing the Lagrange multipliers \( \alpha \) and following the Karush-Kuhn-Tucker conditions, as [30]:

\[
\begin{align*}
\max L(\alpha) &= \sum_{i=1}^{m} \alpha_i - \frac{1}{2} \sum_{i=1}^{m} \sum_{j=1}^{m} y_i y_j \alpha_i \alpha_j K(x_i, x_j) \\
\text{s.t.} \;& \; 0 \leq \alpha_i \leq C, \forall i = 1, \ldots, m \sum_{i=1}^{m} \alpha_i y_i = 0
\end{align*}
\]

where \( C \) is called a penalty factor, \( x_i, z_j \in \mathbb{R}^d \) are the \( i \)-th and \( j \)-th input vector, respectively; and the function \( K(x, z) \) defined on \( \mathbb{R}^d \times \mathbb{R}^d \) is called a kernel if there exists a map \( \phi \) from the space \( \mathbb{R}^d \) to the Hilbert space, \( \phi: \mathbb{R}^d \rightarrow H \) such that \( K(x, z) = \langle \phi(x), \phi(z) \rangle \) [10]. The kernel function can take different forms, like those in TABLE 1. Hyper-parameters are those parameters of a kernel plus the parameters of a specific SVM formulation (e.g. the penalty factor \( C \)). Choosing among different kernels is equivalent to choosing among different SVM models [9]. A deterministic way to select the most appropriate kernel for a given classification problem is still unknown. Moreover, kernel selection is becoming more challenging because the number of valid kernels continues to grow as new kernel families are proposed. These families include: wavelet kernels [31], non-parametric kernels [32], and orthogonal polynomial kernels [33]–[36]. Kernels in TABLE 1 have proved to be valid kernels since they satisfy the necessary and sufficient conditions established in Mercer’s theorem [37]. Briefly stated, this theorem affirms that the series \( \sum_{i=1}^{\infty} \lambda_i \phi_i(x) \phi_i(z) \), in terms of eigenfunctions \( \phi_i \in L_2 (X \subseteq \mathbb{R}^d) \) and positive associated eigenvalues \( \lambda_i \), converges absolutely and uniformly to \( K(x, z) \) when the latter is symmetric and positive semidefinite. To be positive semidefinite a kernel function must comply with \( \int \int K(x, z) g(x) g(z) dxdz \geq 0 \).

A current research trend consists of combining two or more kernels to increase the accuracy rate and generalization capability of SVMs. A combination of Mercer kernels is also valid under the closures in TABLE 2 (for a formal proof of these closures, cf. [38]). This approach has been followed in several relevant works [14], [18], [19], [32], [34]–[36], and has introduced the concept of a Multiple Kernel, denoted: \( K_{\eta}(x, z) = \sum_{i=1}^{\eta} \left( K_i(x, z) \right)_{i=1}^{p_i} \cdot n \) where \( x', z' \in \mathbb{R}^d \); the

| Kernel (short label) | Expression | Eq. |
|---------------------|------------|-----|
| Linear (L)          | \( K_{\text{lin}}(x, z) = x^t \cdot z \) | (2) |
| Polynomial (P)      | \( K_{\text{pol}}(x, z) = (ax^t \cdot z + b)^n \) | (3) |
| Radial (R)          | \( K_{\text{rad}}(x, z) = \exp(-\gamma \|x - z\|^2) \) | (4) |
| Wavelet (W)         | \( K_{\text{wav}}(x, z) = \sum_{i=1}^{d} \left( h \cdot e^{-\frac{(x_i - x_{i0})^2}{2r_i}} \right) \) | (5) |
| Non-param. (K_{\text{Hi}}) | \( K_{\text{Hi}}(x, z) = 1 + \sum_{i=1}^{d} (-\|x - z\|^2)^{r_i} \) | (6) |
| Non-param. (K_{\text{Kt}}) | \( K_{\text{Kt}}(x, z) = 1 - \sin(\|x - z\|^2/2 \tau) \) | (7) |
| Legendre (E)        | \( K_{\text{leg}}(x, z) = \sum_{i=1}^{d} \sum_{j=1}^{n} P_i(z_j) P_i(z_j) \) | (8) |
| s-Hermite (H)       | \( K_{\text{her}}(x, z) = \sum_{i=1}^{d} \sum_{j=1}^{n} H_i(z_j) H_i(z_j) (2^{-2n}) \) | (9) |
| Gegenbauer\,(G)     | \( K_{\text{geg}}(x, z) = \sum_{i=1}^{d} \sum_{j=1}^{n} C_i(z_j) C_i(z_j) w_i(z_j) w_i(z_j) (2^{-2n}) \) | (10) |
TABLE 2. Closures allowing the valid combination of kernels.

| $K(x, z)$                  | Description                                      |
|---------------------------|--------------------------------------------------|
| $K(x, z) = K_1(x, z) + K_2(x, z)$ | Closure under the sum.                           |
| $K(x, z) = a K_1(x, z)$    | Multiplication by a scalar $a \in \mathbb{R}^*$. |
| $K(x, z) = K_1(x, z) K_2(x, z)$ | Closure under product.                          |
| $K(x, z) = f(x) f(z)$    | $f(\cdot)$ is a real-valued function on $X$.   |
| $K(x, z) = K_1(\phi(x), \phi(z))$ | Kernel composition.                            |

kernel functions, $\{K_i: \mathbb{R}^{d_i} \times \mathbb{R}^{d_i} \to \mathbb{R}\}$, take $P$ feature representations (not necessarily different) of data instances; and the combination function $f_{\eta}: \mathbb{R}^P \to \mathbb{R}$ can be linear or nonlinear. The parameter $\eta$ indicates that a certain set of predefined kernels is used (i.e., the kernels and their parameters are known before training) [39].

B. METAHEURISTIC ALGORITHMS

Metaheuristics refer to a family of approximate optimization techniques that provide acceptable solutions in a reasonable time for solving complex problems [40]. There exist several types of metaheuristics; however, only Genetic Programming and Estimation of Distribution algorithms will be considered in the implementation of SEEKs, since these are the more promising methods found in the literature related to kernel evolution [12], [18], [19] and hyper-parameter tuning of SVMs [20], [21], [23]–[25], respectively. The selection of an EDA among other metaheuristics is based on two reasons: first, its iterative mechanism naturally adapts to the GP algorithm; and second, it was proved to be the optimal hyper-parameter tuner of SVM classifiers when solving biomedical problems [27].

EDAs explore a solution space by iteratively building and sampling explicit probabilistic models of candidate solutions that guide the search [29]. The procedure is shown in LISTING 1.

Listing 1 General Estimation of Distribution Algorithm

1 Generate an initial population of $N$ solutions: $S^{(0)} = \{s_i\}_{i=1}^N$ at iteration $t = 0$, uniformly
2 while (stop criteria are not met)
3 Compute objective function of each solution $g(S^{(t)})$
4 Select a subset of the best solutions, $S^*_{(t)}$ from $S^{(t)}$
5 Build a probabilistic model $P^{(t)}$ based on $S^*_{(t)}$
6 Sample $P^{(t)}$ to generate new solutions $S^{(t)}$
7 Substitute / Incorporate $S^{(t)}$ into $S^{(t)}$
8 Update $t = t + 1$
9 end while
10 Output the best solution found, $s^*$, as a result

By taking a specific probabilistic model, an EDA receives a certain name. Two of these particular cases of probabilistic models are considered in this work: the Univariate Marginal Distribution Algorithm (UMDA) [41], and the Boltzmann Univariate Marginal Distribution Algorithm (BUMDA) [42]. The UMDA builds a Gaussian model $P$ from a set of solutions $S = \{s_i\}_{i=1}^M$, with parameters given by:

$$
\mu_k = \frac{1}{M} \sum_{i=1}^{M} s_{i,k} \quad \text{and} \quad \sigma_k = \left( \frac{1}{M-1} \sum_{i=1}^{M} (s_{i,k} - \mu_k)^2 \right)^{1/2}
$$

where $M$ is the number of solutions considered to compute these parameters and $s_{i,k}$ represents the $k$-th component of a solution $s_i$, which is a $D$-dimensional vector in $\mathbb{R}^D$.

The BUMDA modifies UMDA by employing a model based on the Boltzmann distribution and incorporating a truncation selection method to accelerate convergence, as well as to free the user from having to set the number of samples that are selected for parameter estimation. The parameters of the Gaussian distribution used by the BUMDA are:

$$
\mu_k = \frac{1}{g} \sum_{i=1}^{M} s_{i,k} g(s_i) \quad \text{and} \quad \sigma_k = \left( \frac{1}{g+1} \sum_{i=1}^{M} \frac{(s_{i,k} - \mu_k)^2}{g(s_i)} \right)^{1/2}
$$

where $M$ is adjusted by the automatic truncation method, $g(s_i)$ is the objective function value of the $i$-th solution, and $\tilde{g}$ represents the sum of the objective function values over the $M$ selected solutions.

The GP algorithm arose as an extension of the conventional genetic algorithm, and it is useful for discovering computer programs using the expressiveness of symbolic representation. The search space for GP is the space of all possible expressions that can be recursively created by compositions of the available functions and variables for a given problem [28]. In the case of the kernel evolution problem, functions can be any operator in TABLE 2, and variables can be any kernel as those in TABLE 1. The major difference of GP, to other evolutionary algorithms, is that the solutions are stored in variable-sized structures, commonly in parse trees where the operations are internal nodes and the variables are leaves [43]. These tree-based structures are used to combine kernels in our proposal. The pseudocode of the GP method is shown in LISTING 2.

III. SMART EVOLUTION OF KERNELS FOR SVMS

Previous works have constructed single and multiple kernels by using Evolutionary Algorithms [12]–[14], [18], [19]. The first attempt to evolve kernels appears to be [14], where genetic algorithms were employed to explore possible kernel combinations. Subsequent studies [12], [18], [19] utilized GP with tree data structures to encode multiple kernels. Those works using GP adopted two different approaches: the first one focuses on combining vector operators to discover new kernel functions; this strategy introduces several problems (from numerical errors to poor results), mainly because it is prone to generate invalid kernels. The second alternative approach combines predefined kernels under some of the
closures in TABLE 2. Although this latter strategy has shown to be more consistent and it is adopted as part of our proposed method, it presents three major limitations:

(i) The hyper-parameters of evolved kernels were assigned unsystematically, leaving the burden of this task to the guided search of the GP algorithm. This raises two problems: the search space is extended dramatically, and the GP method is overloaded, since it should control the convergence of both hyper-parameters and kernel shape.

(ii) Evolved kernels obtained from the GP mechanism are prone to overfitting, since the search process is guided just by the accuracy index (without considering if datasets are unbalanced or the amount of data required to build the decision function).

(iii) The terminal set and consequently the basis of the GP search space was limited to combinations of classic kernels (Linear, Sigmoid, Polynomial, and RBF).

Our current proposal removes these limitations of previous works through the following improvements:

(i) The GP search space is reduced and the kernel shape convergence is increased, by delegating the hyper-parameter tuning task to a synergic EDA mechanism.

(ii) One advantage of SVMs, over other classifiers, is the property to estimate its generalization capability as a function of the Proportion of Support Vectors (PSV) that defines the SVM hyperplane, here PSV = SV/N, where SV is the number of essential support vectors and N is the number of instances in the training dataset [9]. In our SEEKS method, the overfitting problem is considered by integrating the PSV as a complementary quality measure of evolved kernels.

(iii) Kernels recently developed have shown advantages when combined with classical kernels. In references [34], [35] and [44] the mixtures of classical, wavelet, and orthogonal polynomial kernels were shown to reach a better performance than classic kernels. As a natural next step, SEEKS enhances this expertise-based way of combining kernels by adapting a systematic tool for automatically exploring combinations of kernels from different families. To date, no single work has been found that reports the hyper-parameter tuning or the evolution of kernels based on different kernel families. Thus, another contribution is the potentially first analysis of these kernels in an evolutionary methodology.

A. THE SEEKS ALGORITHM

SEEKS is formulated to take advantage of the GP and EDA mechanisms so that, on each iteration, kernel evolution and hyper-parameter tuning are performed simultaneously and independently. The algorithm is overviewed in LISTING 3, its time complexity is presented in APPENDIX A, and the sequence of steps is detailed below.

1. In the first step, N kernel combinations are codified as binary trees, randomly populated from the lists of kernels and operators described in TABLE 1 and TABLE 2, respectively. Hyper-parameters vectors are all of cardinality κ = 6, since h = (C, γ, a, b, n, α)^T. FIGURE 1 illustrates two possible initial kernel trees with corresponding hyper-parameter vectors.

2. In step two, each pair of kernel tree k and hyper-parameter vector h is evaluated as an SVM classifier on the same k-fold cross-validation for a given dataset. The objective function g(k, h) is the k-fold classification average performance. Then, the kernel population is sorted by this average.

3. Common stop criteria include: The max number of iterations reached, the tolerance between the best solution and possible objective function value was achieved, it has achieved a small deviation on the population performance, etc. If criteria are not satisfied, then, at iteration t perform steps 4 to 7.

4. The indexes of the best M kernel trees are used to update P(t) for all continuous parameters. In the case of the discrete parameter n, a multinomial model is estimated based on the distribution of the M best degrees. After this, kernel trees are again selected from the population K(t) by a method such as tournament, reward-based or binary selection, etc.

5. Crossover and one-point mutation are used as variation operators. To avoid uncontrolled growth a bloat-control method, such as Tarpeian or others [45] is recommended.
Listing 3 Pseudocode of the SEEKS Algorithm

```
6. Sample the value of the required hyper-parameters for the new individuals from the current probability model $P^{(t)}$ by using (11) or (12). Also select kernel trees for reproduction $K^{(t)}_{s(i)} \in K^{(t)}$ with a crossover method.
5. Apply variation operators to $K^{(t)}_{s(i)}$ and keep the offspring $K^{(t)}_{o(i)}$.
6. Sample new hyper-parameter vectors from $P^{(t)}$ and compute $g \left( K^{(t)}_{o(i)}, H^{(t)} \right)$ for each new kernel tree.
7. Integrate candidates $K^{(t)}_{o(i)}$ to a new population according to replacement operators and update $t = t + 1$
8. end while
9. Output the best solution found, $(k^*, h^*)$, as a result.
```

TABLE 3. Summary of biomedical classification problems.

| Dataset short label | Total cases (positive - negative) | Best Accuracy\(^1\) reported with RBF or Multiple Kernels | References |
|---------------------|------------------------------------|----------------------------------------------------------|------------|
| breast              | 683 (239-444)                      | 98.03 \(\pm\) 97.31 \(\pm\) 97.18                       | [18][49][27] |
| chronic             | 400 (150-250)                      | 99.60                                                    | [27]        |
| column_2C           | 310 (100-210)                      | 87.00 \(\pm\) 86.02                                       | [20][27]    |
| cryotherapy         | 90 (43-47)                         | 91.00                                                    | [50]        |
| diabetes            | 768 (268-500)                      | 81.25 \(\pm\) 77.73 \(\pm\) 76.83                       | [18][49][51] |
| fertility           | 100 (12-88)                        | 89.00 \(\pm\) 89.19 \(\pm\) 88.04                       | [20][27][8] |
| hamberman           | 306 (81-225)                       | 73.55 \(\pm\) 75.77 \(\pm\) 75.91                       | [49][52][35] |
| heart               | 270 (120-150)                      | 86.98 \(\pm\) 83.70 \(\pm\) 84.67                       | [18][51][27] |
| immuno              | 90 (19-71)                         | 88.00 \(\pm\) 85.46                                     | [50][53]    |
| liver               | 345 (145-200)                      | 72.45 \(\pm\) 74.20 \(\pm\) 74.78                       | [51][54][8] |
| mammo               | 961 (445-516)                      | 86.44                                                    | [52]        |
| parkinsons          | 195 (48-147)                       | 95.30 \(\pm\) 95.98 \(\pm\) 98.88                       | [24][27][55]|
| thoracic            | 470 (70-400)                       | 85.30 \(\pm\) 85.15                                     | [20][27]    |
| transfusion         | 748 (178-570)                      | 75.00 \(\pm\) 80.53                                     | [20][52]    |
| wpbc                | 194 (46-148)                       | 80.09 \(\pm\) 81.22                                     | [51][52]    |

\(^1\) Fits is the number of attributes (features) that model a case.
\(^2\) Variations on accuracy are due to either the SVM solver algorithm applied or the validation scheme followed on each study (dataset pre-processing and partition, hyper-parameter tuning strategy, etc.).
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### TABLE 4. Configuration of seeks for kernel evolution.

| Parameter | Koch et al. 2012 | Diosan et al. 2012 | Souza et al. 2017 | SEEKS |
|-----------|------------------|--------------------|-------------------|-------|
| Population size | 20 | 50 | 200 | 100 |
| Max Tree depth | --- | 10 | 100 | 2-5 |
| Generations | 2500\(^2\) | 50 | 100 | 15 |
| Mutation rate | --- | 30% | 30% | 30% |
| Crossover rate | --- | 80% | 90% | 90% |
| Function set (FS) | +, −, X, %, exp, norm, x, +, exp log, tanh, x, + |
| Terminal set (TS) | \(x^Tz\), \(P, R, S, c_1, c_2, c_3, c_4\), \([x - z]^T\), \(L, P, R, W, K_{11}, K_{13}, E, G, H\) others |
| Initialization | Grow | Grow | GE | Grow |
| Selection method | Tour-8 | Tour-2 | Tour-2 | Tour-2 |

C. PARAMETER SETTING AND EXPERIMENTAL GOALS

The standard C-SVM considers few hyper-parameters, namely: the penalty factor \(C\), and the kernel parameters, such as the decaying parameter \(\gamma\), the degree \(n\), and the dilation factor \(a\) for the RBF, orthogonal and Wavelet kernels, respectively. The work of Sun et al. [51] is the only one that we have identified that addresses the hyper-parameter tuning of orthogonal kernels (through Grid Search). No studies have been found about the influence of the Wavelet kernel parameters, so the values of the dilation parameter \(a\) are taken from the original work [31]. The non-parametric and Linear kernels do not possess parameters. From the analysis of these works, the hyper-parameter setting used to perform tuning is summarized in TABLE 5.

TABLE 5. Configuration of seeks for hyper-parameter tuning.

| Parameter | Experimental Setting |
|-----------|----------------------|
| Previous Works | \(\gamma_q = q \cdot 10^4\), \(q \in \{1, 2, \ldots, 9\}\), \(t = \{5, -4, \ldots, -1\}\) |
| Polynomial order \(n\) | \(n \in \{1, 2, \ldots, 15\}\) |
| Regularization \(C\) | \(C \in \{2^{-1}, 2^{1}, \ldots, 2^{5}\}\) |
| Kernel decay \(\gamma\) | \(\gamma \in \{2^{-6}, 2^{-5}, \ldots, 1\}\) |
| Polynomial order \(n\) | \(n \in \{2, 3, \ldots, 6\}\) |
| Kernel decay \(\gamma\) | \(\gamma \in \{0.1, 0.25, 0.5, 1, 1.5, 2, 2.5, 3\}\) |

Both experiments were carried out on the same framework, following the methodology described in LISTING 4. Also, they were performed on an Intel®Core□ i9-9980XE CPU (18 cores) running at 3.0 GHz and with 16 GB of RAM. The algorithms were implemented in the Java programming language using multithreading, where each thread execute an independent call of the SEEKS algorithm. Experimental results were analyzed with the Python programming language and are reported in the following section. Java and Python codes will be updated in the codes folder in [47].

V. EXPERIMENTAL RESULTS AND DISCUSSION

A. EFFECTIVENESS AND EFFICIENCY OF THE SEEKS

The results of all the algorithms evaluated are summarized in TABLE 6. Concerning the first experiment, on TABLE 6 it is possible to observe that, in almost all cases, both versions of the SEEKS algorithm (GP-U and GP-B) reached...
TABLE 6. Average accuracies and standard deviations of nine pairs (algorithm, terminal set). Statistics were computed from around 2500 kernels for each pair (100 kernels evolved during the last five generations of five independent runs).

| Dataset   | GP_clas | GP_U_clas | GP-B_clas | GP_mod | GP_U_mod | GP_B_mod | GP_all | GP_U_all | GP_B_all |
|-----------|---------|-----------|-----------|--------|----------|----------|--------|----------|----------|
|           | mean    | std       | mean      | std    | mean     | std      | mean   | std      | mean     |
| 1 breast  | 97.45   | 0.2       | 97.60     | 0.2    | 97.51    | 0.2      | 97.62  | 0.2      | 97.55    |
| 2 chronic | 99.64   | 0.4       | 99.46     | 0.3    | 99.63    | 0.4      | 99.95  | 0.1      | 99.99    |
| 3 column_2C | 85.91 | 0.4       | 86.17     | 0.4    | 86.20    | 0.4      | 86.39  | 0.4      | 86.87    |
| 4 croyotherapy | 92.55 | 1.6     | 93.48     | 1.8    | 93.46    | 1.0      | 95.04  | 1.5      | 95.81    |
| 5 diabetes | 77.60   | 0.4       | 77.69     | 0.4    | 77.78    | 0.6      | 77.90  | 0.5      | 78.11    |
| 6 fertility | 88.82   | 0.4       | 88.87     | 0.4    | 88.86    | 0.4      | 89.30  | 1.1      | 90.14    |
| 7 haberman | 75.49   | 0.7       | 75.83     | 0.9    | 75.72    | 0.9      | 75.79  | 0.7      | 75.76    |
| 8 heart    | 84.23   | 0.7       | 84.25     | 0.7    | 84.36    | 0.5      | 85.27  | 0.7      | 85.59    |
| 9 immuno   | 82.10   | 1.3       | 82.39     | 1.2    | 82.39    | 1.1      | 87.08  | 1.2      | 87.80    |
| 10 liver   | 74.18   | 0.6       | 74.67     | 1.0    | 74.56    | 0.7      | 74.17  | 0.7      | 74.61    |
| 11 mammo   | 82.97   | 0.5       | 83.07     | 0.6    | 83.00    | 0.6      | 82.56  | 0.4      | 83.02    |
| 12 parkinsons | 96.02 | 0.4       | 96.17     | 0.3    | 96.23    | 0.5      | 96.25  | 0.3      | 96.37    |
| 13 thoracic | 85.16   | 0.2       | 85.15     | 0.3    | 85.17    | 0.2      | 85.25  | 0.3      | 85.33    |
| 14 transfo | 79.37   | 0.7       | 79.48     | 0.3    | 79.58    | 0.3      | 79.07  | 0.4      | 79.33    |
| 15 wpbe    | 82.31   | 0.7       | 82.46     | 0.7    | 82.66    | 0.7      | 81.54  | 1.2      | 81.66    |

Ranking by terminal set: 3 2 1 1 3 2 1 3 2
Best solutions: 0 0 1 0.5 2 6.5 0 2 3
Friedman Ranking: 9 6 8 7 4 1 5 3 2

TABLE 7. Average ranks and p-values of statistical tests on the nine algorithms for kernel evolution.

| Test Algorithm | Friedman | Aligned Friedman | Quade |
|---------------|----------|------------------|-------|
| GP_clas       | 8.033    | 106.033          | 8.092 |
| GP_U_clas     | 5.967    | 90.367           | 6.079 |
| GP_B_clas     | 6.267    | 92.800           | 6.317 |
| GP_mod        | 6.000    | 80.133           | 5.917 |
| GP_U_mod      | 4.067    | 55.267           | 3.838 |
| GP_B_mod      | 2.400    | 32.533           | 2.471 |
| GP_all        | 5.833    | 78.033           | 5.829 |
| GP_U_all      | 3.700    | 45.267           | 3.892 |
| GP_B_all      | 2.733    | 31.567           | 2.567 |

p-value: 3.14E-09 0.093 8.41E-09

higher accuracies than the GP with a random hyper-parameter search. This is an important finding, because it means that the effect of an EDA coupled to the GP mechanism improves the performance on the classification rate of evolved SVMs.

To draw stronger conclusions regarding this finding, three statistical tests were applied: Friedman, Aligned Friedman, and Quade. These tests differ in the way of ranking each algorithm. In Friedman test, differences between the accuracy index values are equally weighted without considering their magnitude; in Aligned Friedman test, the biomedical problems are equally weighted independently of their difficulty, thus evaluating a general behavior of all datasets as a group; and in Quade test, rankings are weighted based on the difficulty of each dataset [58]. The three tests are helpful to determine if there exist differences in at least one of the algorithms under comparison. Once a difference is found, post hoc tests (such as Bonferroni-Dunn, Holm, Holland, Rom or Finner) are used to conclude which algorithms are statistically different from a pre-selected control method [59]. A significance level of 0.05 was used for all statistical tests.

Results in TABLE 7 indicate that the nine algorithms are not statistically equivalent under the Friedman and Quade tests. In both cases, the SEEKS version GP-B_mod is suggested as the control method for post hoc tests. In TABLE 8 and TABLE 9 the hypothesis of equal performance to the control method is rejected with a p-value smaller or equal to that reported in the last row. Rejections are highlighted in boldface. From TABLE 8 it can be concluded that GP_B_mod is statistically better in finding higher accuracies than the other methods, except for GP-U_all, GP-B_all, and GP_U_mod. Thus, indicating that the introduction of both the new set of kernel functions and the EDA mechanism helps to improve the performance of the previous GP-clas scheme.

From TABLE 9 it can be observed that the GP-B_mod method is not statistically better to the rest of algorithms, with exception to the state-of-the-art GP-clas. Since Quade test weights rank based on the difficulty of each dataset, its results indicate that the GP_B_mod is the only SEEKS version that can reach a statistically better performance than GP-clas for kernel evolution when solving biomedical classification problems.

The critical difference diagram, described in FIGURE 2, is based on the Friedman and post hoc Nemenyi tests [60], it helps to visualize and further understand the conclusions provided by the Friedman and Quade tests, since it presents how the kernel evolution methods are grouped.

TABLE 8. Average ranks and p-values of statistical tests on the nine algorithms for kernel evolution.
The information presented in TABLES 6-9 is useful to determine improvements in performance; however, it is not enough to verify if there exists any gain in efficiency, and it is insufficient to understand why the three evolutionary methods (GP, GP-U, and GP-B) differ. To understand how the efficiency of the kernel evolution process was performed, a density estimation [61], based on the distribution of all kernel trees (without duplicates) evaluated during the last five generations of the SEEKS algorithm and the baseline GP, is presented for each dataset in FIGURE 3. For the three algorithms shown in this figure, the terminal set with all kernels was used. Due to space restrictions, Figures showing densities corresponding to classic and modern sets of kernels are not presented but are available in the figures folders in [47], [48].

As can be observed from FIGURE 3, most densities for the GP algorithm (red curves) present a large area to the left side, thus indicating that most of the evaluated kernels reached lower performance than those generated by GP-U (blue curves) or GP-B (green curves). An interesting case is the mammographic dataset, which obtained similar average accuracy on the nine algorithms reported in TABLE 6. For the mammographic dataset, it could be hard to determine which algorithm is preferable, but after revealing the notable skewness of the GP method, it is possible to justify that the SEEKS algorithm is a preferable option because it found a larger amount of kernels with higher accuracy rate. FIGURE 3 also helps to estimate how hard is to solve a given dataset. For instance, datasets like breast, chronic or cryotherapy are easily solvable, whereas diabetes, haberman or liver do not. Also, it is worth noting that although the three methods can find the kernel with higher accuracy, the GP reaches it due to randomness more than by a proper convergence.

### VI. EVALUATING DIFFERENT TERMINAL SETS

Regarding the second experiment, TABLE 6 shows that, independently of the evolutionary mechanism employed, algorithms taking the modern or full set of kernels reach higher performance than those using the classic set. To ease the comparison of terminal sets, FIGURE 4 illustrates the max, average, and min performance over each dataset. In this figure it can be observed for which datasets, the terminal set of modern (blue dots) or all (green dots) kernels obtained better or equal performance than the classic (solid red line) set of kernels. Statistical tests of Friedman, Aligned Friedman, and Quade were applied to the results presented in TABLE 6. The results of these tests, summarized in TABLE 10, indicate that there are differences among the three terminal sets for each one of the evolutionary algorithms. GP_all, GP-U_all, and GP-B_mod were suggested as control methods by the tests of Friedman, Aligned Friedman, and Quade, respectively. To determine which algorithms present statistical
FIGURE 3. Density estimations based on the distribution of all SVMs with kernel trees evaluated during the last 5 generations (around 2500 SVMs minus duplicates for each dataset). The terminal set of all kernels was used. Densities illustrate convergence to the best performance on accuracy (x-axis). Higher peaks to the right indicate better kernels were found.

differences, the Bonferroni-Dunn post hoc test was applied to the control methods and their results are summarized in TABLE 11.

The conclusion from post hoc tests is that, with statistical significance, GP_all is better than GP_clas, but not than GP_mod; GP-U_all is better than GP-U_clas, but not than GP-U_mod, and GP-B_mod is better than GP-B_clas, but not than GP-B_all. Therefore, the introduction of the modern set of kernels (either as an independent terminal set or as in combination with the classic kernels) improves the performance of the evolutionary algorithms that use only the classic set of kernels functions.

A. SELECTING THE BEST EVOLVED KERNEL

For each of the 15 biomedical problems considered in this work, different evolved kernels were found to reach the highest performance in terms of accuracy. This is an important finding because it means that there are several single kernels or kernel combinations that can effectively solve a given dataset. At the same time, it raises the problem of determining which kernel should be selected since, due to the non-deterministic nature of the evolutionary algorithms, the final form of the best kernel found can be different from one run of the algorithm to another. Furthermore, as evolutionary algorithms are targeted to find the best possible accuracy
without considering other aspects such as the PSV, the kernel complexity, the training time, the balance of the dataset, etc.; it is necessary to verify that the selected kernel is not overfitted. TABLE 12 illustrates both cases, the existence of different kernels with equal performance and kernels that tend to overfit (highlighted in boldface). For the sake of brevity, only the information of the first three independent runs is provided, the rest of evolved kernels and all experimental results given in section V are available in the results folder of [47] or [48]. From TABLE 12 it may be noted that overfitted kernels were found for the fertility and wpbc datasets, and in contrast, for the chronic dataset desirable kernels were obtained.

To alleviate the overfitting problem and being able to select the most convenient kernel for each dataset, we propose to consider the PSV as a complementary quality index, because it measures the amount of data required to build the decision function of SVMs. A PSV value equals to 1 indicates that all training data points were used, so the model is overfitted. Thus, kernels with similar accuracy and lower PSV should be preferred since they are expected to have better generalization on unseen cases. In order to conduct a systematic evaluation of SVMs by measuring the accuracy and PSV at the same time, the following combined index, previously reported in [27], is used. The results of applying this selection
TABLE 13. Evolved kernel selection by the highest combined index of accuracy and PSV.

| dataset     | Previous Works | Acc<sub>ref</sub> | PSV<sub>ref</sub> | Acc. | PSV | 100 × Cmbldx | G_mean | Time (ms) | Kernel | Hyper-parameters |
|-------------|----------------|-------------------|-------------------|------|-----|---------------|--------|----------|--------|-----------------|
| breast      | 98.03          | 0.15              |                   | 97.22| 0.087| 98.27         | 97.07  | 28       | $G + G$ | $C = 23.06, \alpha = -0.041, n = 1$ |
| chronic     | 99.57          | 0.135             |                   | 99.75| 0.079| 99.14         | 99.80  | 28       | $H$     | $C = 08.29, n = 3$ |
| column 2C   | 86.02          | 0.416             |                   | 87.42| 0.346| 78.09         | 90.53  | 70       | $G \times H$ | $C = 31.15, \alpha = -0.057, n = 3$ |
| cryotherapy | 91.00          | 0.16              |                   | 97.78| 0.197| 97.05         | 98.97  | 6        | $3G + L + H$| $C = 16.45, \alpha = -0.065, n = 2$ |
| diabetes    | 81.00          | 0.15              |                   | 80.99| 0.517| 54.17         | 74.71  | 56       | $H$     | $C = 19.76, n = 2$ |
| fertility   | 89.19          | 0.74              |                   | 92.99| 0.383| 88.07         | 56.16  | 16       | $G + K_{11}$| $C = 03.09, \alpha = 0.217, n = 6, t = 4.759$ |
| habserman   | 75.77          | 0.459             |                   | 79.10| 0.534| 48.34         | 74.71  | 56       | $H$     | $C = 13.29, n = 6$ |
| heart       | 84.67          | 0.459             |                   | 86.67| 0.425| 73.27         | 86.31  | 7878     | $H$     | $C = 13.29, n = 6$ |
| immuno      | 88.06          | 0.15              |                   | 89.06| 0.411| 79.43         | 97.14  | 28       | $3G$    | $C = 17.97, \alpha = 0.031, n = 5$ |
| liver       | 74.15          | 0.712             |                   | 77.97| 0.636| 39.07         | 0.01   | 249      | $3H + 2G + L$| $C = 25.38, \alpha = 0.429, n = 1$ |
| mammo       | 86.44          | 0.15              |                   | 83.97| 0.392| 68.03         | 91.65  | 846      | $G$     | $C = 26.77, \alpha = -0.102, n = 5$ |
| parkinsons  | 95.98          | 0.561             |                   | 96.42| 0.353| 93.21         | 94.02  | 8        | $L + L$ | $C = 13.90, y = 1.403$ |
| transfusion | 80.53          | 0.15              |                   | 87.23| 0.337| 77.97         | 20     | 11350    | $H$     | $C = 04.43, n = 6$ |
| wpbe        | 81.22          | 0.15              |                   | 81.38| 0.200| 60.22         | 67.04  | 14       | $L$     | $C = 16.28$ |

1 Genetic Programming for kernel Evolution and hyper-parameter tuning of SVMs with classic kernels, PSV was not reported [18]. 2 SVMs hyper-parameter tuning by BUMDA [27]. 3 Grid Search for hyper-parameter tuning of the RBF kernel function, PSV was not reported [50]. 4 Particle Swarm Optimization (PSO) was applied to optimize the RBF kernel hyper-parameters, PSV was not reported [52]. 5 A zero value in the G-mean index in combination with high accuracy indicates that all test data were assigned to the majority class.

Other aspects of the evolved kernels such as the kernel complexity, the training time or the bias to an unbalanced class, can be evaluated based on the user’s requirements. For instance, a third criterion can be suggested by following the Occam’s razor principle, so that evolved kernels with similar accuracy and PSV, but with smaller tree-depth are selected since they are simpler to implement and cheaper to evaluate. The integration of these ideas into an evolutionary method like SEEKS will conduct to a multi-objective optimization scheme, which is beyond the scope of the present work. However, in order to provide a baseline for future comparisons of the SEEKS method, TABLE 13 presents the accuracy, PSV, cmbldx, and G-mean indexes [62] and also the training time and associated hyper-parameters for the evolved kernels with the highest cmbldx during the first three runs reported in TABLE 12. The same information that in TABLE 11 is available for all the evolved kernels and can be consulted in the results directory of [47] or [48]. The accuracy and PSV obtained by the base techniques of SEEKS and by other methods are also presented in TABLE 13 for reference.

VII. CONCLUSIONS

The main conclusion of the present work is that the proposed SEEKS method was able to automatically design an effective SVM classifier for each of the considered biomedical classification problems. Effectiveness was evaluated by comparing the performance of SVMs designed by our method against the SVMs produced by the state-of-the-art GPclas algorithm. Experimental results indicate that the GP-U_mod version of SEEKS was statistically better than GPclas, under the Friedman and Quade tests, and that GPclas was inefficient and sensible to randomness. Results from FIGURE 2 allow us to conclude that the introduction of both EDAs and new kernel functions to the previous evolutionary scheme is beneficial. As per the results recorded in TABLES 6 and 10, The improvements in effectiveness were found to be caused by the introduction of new families of kernel functions.

Regarding efficiency, the SEEKS method found more kernels with the highest accuracy than GP for most datasets. As both methods used the same computational resources, initial population and terminal sets, the improvement in efficiency can only be explained by the introduction of the EDA mechanisms. From this result, it can be concluded that delegating the hyper-parameter tuning of evolved kernels to EDAs leads to an increase in the convergence of the GP evolutionary algorithms for SVMs.

In addition to the accuracy index, the quality of the best kernels found by the evolutionary algorithms was measure through the PSV, which resulted to be useful for detecting classifiers prone to overfitting. Also, the G-mean index, the kernel-tree depth, and other valuable information can be obtained from the evolutionary process. Thus, a major direction to future improvements of this work consists in reformulating the SVM kernel evolution as a multi-objective optimization problem, in order to reduce the PSV or the kernel complexity while maintaining the optimal accuracy or G-mean indexes.

It is important to mention that evolving kernels during 15 generations, with a maximum depth of 2 levels in the tree-based chromosome, was enough to find multiple kernels with high performance. Further these thresholds, kernels presented numerical problems and the evolution was...
time-consuming. This increment in computational time as a function of the kernel-tree depth is a limitation that may be overcome with the introduction of more efficient and manageable evolutionary algorithms, such as grammatical evolution. Genetic operators and GP hyper-parameters values were fixed to those reported in TABLE 4, a deeper analysis on this configuration is required to further improve the SEEKS evolutionary process. Another restriction is the maximum size of the datasets (around 2000 instances) that can be handled by SEEKS. In order to deal with larger datasets, an SVM solver different to the LIBSVM may be implemented, as long as it allows the introduction of kernel functions. Due to the stochastic nature of SEEKS, different runs of the algorithm can produce different kernel-trees; thus, a systematic strategy to identify which kernel-tree is the best for a given dataset is required.

Finally, since the SEEKS strategy is independent of the problem domain, applications to domains other than classification (such as regression or density estimation) can be easily conducted in future work.

APPENDIX

A. TIME COMPLEXITY OF SEEKS

The SEEKS algorithm integrates two metaheuristics into a single mechanism, namely EDAs (LISTING 1) and GP (LISTING 2). The time complexity of both EDAs, UMDA and BUMDA, was reported for the SVM hyper-parameter optimization problem to be $O(pN^3)$ [27]. Where $p$ and $N$ stand for the population size and the number of training samples, respectively. The evaluation of the fitness function (training an SVM with the LIBSVM solver) is the most expensive step that dominates the processing time with a complexity of $O(N^3)$ [57]. The GP time complexity has not been reported by previous studies on kernel evolution [12], [18], [19]; hence, an analysis of its mechanism is now provided.

The GP time complexity can be bounded only after some assumptions are made on the genetic operators of selection, crossover, and mutation; and after hyper-parameters such as the population size ($p$), maximum number of generations ($G$), and max tree depth ($T_{\text{max}}$) are fixed. Changing these genetic operators and/or hyper-parameters directly impacts on the GP processing time, e.g., the time complexity of selection by tournament is $O(p \log p)$, by roulette wheel with binary search is $O(p \log p)$ [63]. If one-point crossover and one-point mutation operators are used with constant probabilities $p_c > 0$, and $p_m > 0$, respectively; then, the overall complexity of the genetic reproduction step is $O(pG)$, where $n < 2^{T_{\text{max}}+1}$ is the total number of nodes [64]. Regarding the GP hyper-parameters, the complexity of depth-first traversals of binary trees (such as the kernel tree used by SEEKS) is in $O(n)$; and the sorting algorithm required to rank the evolved SVMs is $O(p \log(p))$ [65]. Therefore, the bound of the GP time complexity is given by the sum of the following steps: evaluation of the initial population (A), ranking and selection (B), reproduction and mutation (C), population updating (D).

The SEEKS algorithm takes advantage of the similarities between the GP and EDA mechanisms, so that the more expensive steps (A and D) are used for updating the probability model of EDAs and the kernel-tree population of GP at the same time. The only computational cost that SEEKS adds to GP is on the computation required to obtain the parameters of either the BUMDA or the UMDA probabilistic model, which is linear $O(dp)$ with $d$ the number of SVM hyper-parameters [42]. Let be $G$, $T_{\text{max}}$, and $p, p_c > 0, p_m > 0$ constant values and assume tournament selection, one-point crossover and one-point mutation are the genetic operators employed; the time complexities of SEEKS and its base techniques is bounded as reported in TABLE 14.

### Table 14. Time complexity of seeks and its base techniques.

| Algorithm | Time Complexity by steps: A+B+C+D |
|-----------|----------------------------------|
| BUMDA    | $O(p N^3) + O(p \log p) + O(GO(p N^3) + O(p \log(p)))$ |
| UMDA    | $O(p N^3) + O(p \log p) + O(GO(p N^3) + O(p \log(p)))$ |
| GP        | $O(p N^3) + O(p \log p) + O(GO(p N^3) + O(p \log(p)))$ |
| SEEKS   | $O(p N^3) + O(p \log p) + O(GO(p N^3) + O(p \log(p))) + O(dp)$ |

B. SUPPLEMENTARY MATERIAL

All datasets, files with performance indexes, evolved kernel trees, complementary figures, and codes are available at: [https://github.com/padiernacarlos/SEEKS](https://github.com/padiernacarlos/SEEKS). Or at IEEE Dataport: [http://dx.doi.org/10.21227/32ab-9884](http://dx.doi.org/10.21227/32ab-9884). For copyright reasons, the source code will be available once this paper is published.
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