Biased belief priors versus biased belief updating: Differential correlates of depression and anxiety
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Abstract

Individuals prone to anxiety and depression often report beliefs and make judgements about themselves that are more negative than those reported by others. We use computational modeling of a richly naturalistic task to disentangle the role of negative priors versus negatively biased belief updating and to investigate their association with different dimensions of Internalizing psychopathology. Undergraduate participants first provided profiles for a hypothetical tech internship. They then viewed pairs of other profiles and selected the individual they would prefer to work alongside out of each pair. In a subsequent phase of the experiment, participants made judgments about their relative popularity as hypothetical internship partners both before any feedback and after each of 20 items of feedback revealing whether or not they had been selected as the preferred teammate from a given pairing. Scores on latent factors of general negative affect, anxiety-specific affect and depression-specific affect were estimated using participants’ self-report scores on standardized measures of anxiety and depression together with factor loadings from a bifactor analysis conducted previously. Higher scores on the depression-specific factor were linked to more negative prior beliefs but were not associated with differences in belief updating. In contrast, higher scores on the anxiety-specific factor were associated with a negative bias in belief updating but no difference in prior beliefs. These findings indicate that, to at least some extent, distinct processes may impact the formation of belief priors and in-the-moment belief updating and that these processes may be differentially disrupted in depression and anxiety. Future directions for enquiry include examination of the possibility that prior beliefs biases in depression might reflect generalization from prior experiences or global schema whereas belief updating biases in anxiety might be more situationally specific.

Author summary

Pessimistic beliefs are at the core of both depression and anxiety. How do these beliefs form and is this process similar or different for depression and anxiety? Here, we
investigate these questions in a naturalistic experimental setting, in which undergraduate participants competed against one another to be selected by their peers in a hypothetical tech internship and were asked to judge their popularity relative to other participants. Importantly, participants were asked to make these judgements before any feedback and after receiving a series of pieces of feedback about whether or not they had been selected over other specific students. This design, along with computational modelling of the formation of participants’ beliefs, allowed us to establish that anxiety is associated with pessimistic beliefs that arise through negatively biased belief updating—i.e., the incorporation of negative information more readily into one’s beliefs than positive information—while depression is associated with pessimistic prior beliefs—that is, beliefs that are formed before receiving explicit feedback and likely on the basis of prior experiences or pre-existing schema.

Introduction

When asked to judge the probability that they will experience a range of future positive events, individuals suffering from depression give lower probability estimates than non-depressed individuals [1,2]. Both depression and anxiety have also been associated with elevated self-referential probability judgements for negative events [3,4]. Why might this be the case? Cognitive theories of depression have suggested that global negative self-referential beliefs might arise as a result of dysfunctional schema developed during childhood with these beliefs being generalized across, and applied to, many different situations [5–7]. In computational terms, these beliefs may be thought of as priors. Individuals may also differ in the extent to which they accommodate new information that is either positively or negatively valenced [8,9]. This would constitute asymmetric learning. Here, we designed a task that would allow us to distinguish the relative contribution of priors and asymmetric learning to biased beliefs in depression and anxiety.

Much of the work investigating biases in belief updating has been conducted using judgements of the probability of experiencing various potential life events [10–13]. In these studies, individuals are asked to estimate the probability that they would experience a future event (e.g., being diagnosed with cancer), they are then given information about the population base rate, and finally they are asked to revise their beliefs. Healthy individuals tend to show positively biased updating (i.e., towards ‘good news’ rather than ‘bad news’ [14]), while depressed patients show an absence of this positivity bias [11,13]. This approach has attracted criticism [15] on statistical grounds, as, for instance, the experimenter may not have access to information that might influence the relevance of a given base rate to a given participant’s belief (e.g., a family history of cancer might lead an individual to estimate their own risk as higher than the population-wide base-rate) and such information might impact extent of belief updating.

Recognition of the need for greater experimental control has led to alternative experimental paradigms being created to assess belief updating. One approach has been to use novel, emotionally-neutral stimuli in an associative-learning paradigm and to examine updating of explicit expectations associated with these stimuli. For example, in [16], healthy individuals were asked to update their beliefs about the probability of reward associated with arbitrary shapes in response to reward feedback. Trait optimism was not found to be associated with biased updating. The authors posited that this null result might reflect the stimuli being highly removed from personal concerns. Indeed, clinical studies have reported that cognitive biases are more likely to be observed when scenarios or stimuli align with individuals’ concerns [17].
An alternate approach to examining belief-updating seeks to achieve a balance between experimental control and ecological validity. Here, studies conducted by Eil & Rao (2010) and Mobius et al. (2010) provide initial exemplars upon which we build [18,19]. Eil & Rao (2010) asked healthy adult participants to estimate their rank relative to other participants for performance on an IQ test and how highly other participants rated them in terms of physical attractiveness [18]. Participants were told whether or not they ranked higher or lower than another randomly selected participant and were then asked about their updated beliefs. Participants incorporated negative feedback into their beliefs to a lesser extent and less reliably than positive feedback, demonstrating a positive bias. Mobius et al. (2010) gave participants probabilistic feedback about whether they were in the top half of performers on an IQ test and observed that participants asymmetrically updated more for positive than for negative information [19].

In the current study, we similarly chose an experimental design aimed at providing both experimental control and ecological validity. We ensured that the accuracy of initial beliefs could be verified as these pertained to judgements made by other participants in an earlier stage of the experiment. We also ensured that structurally equivalent other-referent judgements could be obtained. In addition, the information provided to participants after assessment of their initial belief was unique to them (or the specified ‘other’) and to the current scenario and hence less likely to be discounted as an irrelevant base rate. We built a computation model of the data collected to estimate both initial beliefs and to investigate asymmetry in belief updating. Finally, we used bifactor modeling of anxiety and depressive symptoms to determine whether biases in initial beliefs or in belief updating were common to both anxiety and depression, unique to depression or unique to anxiety.

**Results**

**Overview**

In the San Francisco Bay Area, university students frequently compete for prestigious tech internships. They are also familiar with working in small teams and being judged on the work produced. We therefore designed our experiment to investigate participants’ beliefs about their desirability as a potential team partner for an internship project. All participants were UC Berkeley undergraduates. The experiment comprised three sessions. In the first, we asked participants to provide us with internship profiles, and in the second, we asked participants to select preferred teammates out of a series of pairs of profiles provided by other students. In the final part, we assessed students’ prior beliefs as to their popularity as a potential team partner and examined how these beliefs were updated as a function of sequential feedback. In each of the three sessions, participants completed standardized questionnaire measures assessing anxiety and depressive symptoms.

**Characterizing participants in terms of scores on latent dimensions of anxiety and depressive specific affect and general negative affect**

Participants completed four questionnaires that covered a wide range of depression and anxiety symptomatology. These comprised the Penn-State Worry Questionnaire (PSWQ; [20]), the Mood and Anxiety Symptom Questionnaire (MASQ; [21,22]), the Spielberger State-Trait Anxiety Inventory (STAI form Y; [23]) and the Center for Epidemiologic Studies Depression Scale (CESD; [24]); see Methods for more details. We report the mean and standard deviation of participants’ scores on these questionnaires in S1 Table and compare these scores to those from individuals diagnosed with Generalized Anxiety Disorder (GAD) or Major Depressive
Disorder (MDD), age and gender matched controls, and a community sample recruited for a prior study [25].

In our previous work [25], we have conducted a bifactor analysis on item-level responses to these and other measures of anxiety and depression to separate symptom variance common to both anxiety and depression from that specific to depression or to anxiety. The specific form of this bifactor model was informed by tripartite theories of anxiety and depression (e.g., [21]) and consists of three orthogonal factors: a general factor and two specific factors. The general (‘negative affect’) factor captures symptom variance shared between anxiety and depression. The two specific factors capture symptom variance specific to anxiety and to depression, respectively. In the current study, we used the factor loadings for items belonging to the PSWQ, CESD, STAI-trait scale and MASQ anhedonic and anxious arousal subscales to calculate scores on the anxiety- and depression-specific factors and the general negative affect factor for each of our current participants. We re-analyzed the data published in Gagne et al (2020) [25] to establish the equivalence of factor scores obtained using this subset of items to those derived using the full original set (see Methods for details). S1 Fig presents the correlations between the resultant factor scores for our current participants and summary scores for the questionnaire subscales completed. As anticipated, scores on the depression-specific factor were strongly correlated with scores on subscales tapping anhedonic symptoms of depression (MASQ anhedonic depression: r(64) = 0.74; CESD anhedonic depression session 2: r(64) = 0.66; CESD anhedonic depression session 3: r(64) = 0.49). There was also a selectively strong correlation between scores on the anxiety-specific factor and the PSWQ (r(64) = 0.78). In our prior work, we also found that scores on the anxiety-specific factor loaded more strongly onto the PSWQ than any other measure of anxiety [25]. The general negative affect factor showed strong correlations across many subscales tapping both anxious and depressive symptomatology (highest loadings: CESD somatic symptoms session 3, r(64) = 0.77; STAI anxiety session 3, r(64) = 0.75; STAI anxiety session 2, r(64) = 0.71; MASQ general depression symptoms, r(64) = 0.66; CESD somatic symptoms session 2, r(64) = 0.64; MASQ general anxiety symptoms, r (64) = 0.63).

Data acquired to assess prior beliefs and belief updating

The task consisted of three parts. In part one, each participant made a ‘profile’, consisting of their actual grades, SAT scores, and a brief description of why they would be a good teammate during internship (see Methods). In part two, participants were shown pairs of other participants’ profiles and were asked to choose with which of the pair they would rather work. Every participant’s profile was paired with at least 30 other profiles. At the start of part three, we assessed participants’ belief as to the probability that they were in the top (or bottom) half of participants in terms of how often they had been chosen as a potential team partner. We then presented 20 sequential pieces of feedback, each indicating whether they were chosen versus another (anonymized) candidate (see Fig 1). No pairing was repeated. After each piece of feedback, participants were again asked to judge the probability that they were in the top (or bottom) half of participants in terms of how often they had been chosen as a potential team partner. We then presented 20 sequential pieces of feedback, each indicating whether they were chosen versus another (anonymized) candidate (see Fig 1). No pairing was repeated. After each piece of feedback, participants were again asked to judge the probability that they were in the top (or bottom) half of participants. These twenty pairs were selected from all the possible pairs in which the participants’ profile had been included to achieve a balanced set of ten instances of positive feedback and ten instances of negative feedback for each participant. Positive feedback indicated that they were chosen over another participant as a potential internship partner; negative feedback indicated that another participant was chosen over them. This feedback was delivered using one of two pre-randomized sequences (see Methods).

After assessing their own probability of being in the top 50% of potential internship partners, participants were asked to perform an equivalent judgement task for an unnamed ‘other’
participant whose profile they were shown. For each participant, we chose a profile of similar 
'competitiveness' (i.e., ranking in terms of how often they were chosen) to the participant. Par-
ticipants were first shown the anonymized profile and asked to estimate the probability that 
the participant was in the more popular half of students. They were then given ten instances of 
positive feedback and ten instances of negative feedback (i.e., profile pairings where the other 
individual had or had not been selected) using the same feedback order sequence as allocated 
to them for the self-referential version of the task, see Methods.

Model construction and comparison
We modeled the data collected in part 3 to estimate participants’ prior beliefs and the extent to 
which these were updated as a result of feedback. Here, we describe model construction and 
comparison and present the results from the winning model. Parallel model-agnostic analyses
were also conducted. We briefly detail whether these do, or do not, replicate the findings using the more sensitive model fitting approach but leave full presentation of these analyses to S1 Text.

The models were designed to estimate prior beliefs, trial to trial changes in belief updating, and the presence or absence of biases, and to allow us to characterize the relationship of each of these components with anxiety, depression, and general negative affect. The models share a common architecture for the way that beliefs are represented and reported; they differ in their specific mechanisms for belief updating. Since the belief of interest is a probability over a binary outcome (that subjects were in the top half of participants), we adopted a conventional representation of beliefs as a Beta distribution \( B(\alpha_t, \beta_t) \) on trial \( t \geq 0 \). This offers a natural way to parameterize subjects’ initial and evolving uncertainty about their beliefs, with the two Beta distribution parameters \( \alpha_t, \beta_t \) acting as subjective estimates of the weight of evidence in favour of, or against, the probability of being in the top-half of the participants, respectively. We considered subjects’ reports, \( \hat{q}_t \sim B(\alpha_t, \beta_t) \), at any point \( t \) to be a single sample from their Beta distribution at that point. This approach offers a simple account of variability in subjects’ reported beliefs without requiring any additional parameters; for prior examples of this approach see [26–28].

Based on this common architecture, we tested four alternate specific models that make different assumptions as to how participants update their Beta distribution in response to the feedback they receive over the course of the 20 trials in part 3. These four models varied as to (i) whether the parameters of the distribution were updated according to Bayesian or Rescorla-Wagner (RW) principles and (ii) whether a bias in updating after negative versus positive feedback was incorporated (see Methods for full details of each model). We used exceedance probabilities to compare model fit [29]. The winning model was the one in which distribution parameters were updated according to RW principles and which allowed for asymmetric updating after negative versus positive feedback (Model 3; exceedance probability > 0.99). In this model, the Beta distribution is determined according to its mean (\( \mu_t \)) and a constant precision (\( \nu; \) i.e., belief certainty). The mean starts at \( \mu_0 \) and is then updated directly in response to feedback (\( X_t \)). Positive, relative to negative, updating is scaled by a bias term (\( b \)), with \( b > 1 \) favoring evidence of being selected and \( b < 1 \), evidence of being rejected, and occurs using a learning rate (\( \eta \)), with the constraint that \( \mu_t \) is not allowed to exceed 1 (see Eq 1).

\[
\mu_t = \min(\mu_{t-1} + \eta(bX_t - \mu_{t-1}), 1)
\]  

The parameters of the Beta distribution are then derived as \( \alpha_t = \nu \mu_t; \beta_t = \nu(1 - \mu_t) \), and the report on trial \( t \geq 0 \) is given by a single sample \( \hat{q}_t \sim B(\alpha_t, \beta_t) \). This model has four free parameters: \( \mu_0 \in [0,1], \nu \in [2,1000], \eta \in [0,1], b \in [0,5] \).

Simulating data further revealed that the biased RW model best reproduced the distribution of participants’ average belief updates following positive and negative feedback (see S2 Fig).

We also compared the winning model against a number of additional alternate models (see S2 Text). Among this larger set of models, Model 3 still had the highest exceedance probability (exceedance probability = 0.67, S3 Fig). The results of a model identification analysis revealed that model 3 was distinguishable from all other models tested (S4 Fig).

**Biases in prior beliefs: group level analyses**

The winning model (Model 3: biased RW) estimates participants’ initial, or prior, belief about whether they were in the top half of participants, in terms of popularity as a hypothetical internship partner, using the mean (\( \mu_0 \)) of the initial belief distribution; i.e., the mean at time 0
prior to the first instance of feedback. In previous research, the finding that more than half of respondents rate themselves as being in the top half for a given skill (e.g., driving ability; [30]) has been taken as evidence of a prevalent optimism bias (reviewed in [10]). In the current study, participants’ initial belief, as estimated by \( \mu_0 \), did not reveal evidence for any systematic bias at the group level; mean probability of being in top half = 0.498, \( t(64) = -0.065, p = 0.948 \). There was also no effect of framing—that is, whether participants were asked to judge whether they were in the top or bottom half—on initial beliefs \( \mu_0 \), \( t(64) = -0.012, p = 0.99 \). We note that model agnostic analyses confirmed these findings (see S1 Text).

**Biases in prior beliefs: relationship with Internalizing symptoms**

We next turned to the question of whether high levels of Internalizing symptoms were associated with more negative prior beliefs. We examined this for each of our three latent dimensions of Internalizing symptoms: general negative affect, depression-specific affect and anxiety-specific affect. Here we report the results of Pearson correlations; two-tailed permutation-tests with 10,000 samples were used to calculate the significance of each correlation reported (see Methods). Participants’ prior belief that they were in the most popular half of participants, as modeled by \( \mu_0 \) scores, significantly negatively correlated with their score on the depression-specific factor, \( r(64) = -0.33, \) uncorrected \( p = 0.007 \), Fig 2. This relationship survived when controlling for the total number of tests needed to examine the relationship.

![Graph showing relationship between parameter estimates for the prior mean (\( \mu_0 \)) and bias in belief updating (\( b \)) and depression-specific and anxiety-specific factor scores. Participants’ standardized scores for the general factor, anxiety-specific factor and depression-specific factor (x axes) are plotted against parameter estimates for the prior mean (\( \mu_0 \)) and bias in belief updating (\( b \)), obtained using the winning model: Model 3 the “biased RW” model. \( \mu_0 \) is the estimated mean of the participant’s belief distribution at the start of the feedback period and \( b \) represents bias in updating in response to positive or negative feedback (\( b > 1 \) corresponds to a positive bias, whereas \( b < 1 \) corresponds to a negative bias). P-values for Pearson correlations were obtained using two-tailed permutation-tests with 10,000 samples.](https://doi.org/10.1371/journal.pcbi.1010176.g002)
between each of the four model parameters and each of the three latent measures of negative affect (i.e. twelve tests, FDR pcorr = 0.048). There was no significant relationship between \( \mu_0 \) and either anxiety-specific or general negative affect factor scores, \( r(64) = -0.07 \), uncorrected \( p = 0.60 \), FDR corrected \( p = 0.72 \); \( r(64) = 0.05 \), uncorrected \( p = 0.71 \), FDR corrected \( p = 0.77 \). A supplementary analysis confirmed that there was no significant relationship between Internalizing symptom scores and the effect of framing on starting beliefs \( |\beta| < 0.025 \), uncorrected. Model agnostic analyses produced consistent findings; elevated scores on the depression-specific factor, alone, were significantly linked to negatively biased starting beliefs \( \text{see S2 Table and S1 Text} \). These analyses also confirmed the absence of any interaction with framing.

**Biases in belief updating: group level analyses**

The degree to which participants update their beliefs asymmetrically, whether more strongly after positive or negative feedback, is estimated in Model 3 by the bias parameter \( b \). Across participants, there was no evidence of positively biased \( (b > 1) \) or negatively biased \( (b < 1) \) updating; the mean value for \( b \) did not significantly differ from 1 \( (\text{mean} = 1.003; t = 0.05, p = 0.95) \). However, there was a wide range of individual differences in the estimated bias parameters (std. deviation of 0.44), indicating that our participant sample included both participants who updated more strongly after positive feedback and participants who updated more strongly after negative feedback.

**Biases in belief updating: relationship with Internalizing symptoms**

Across participants, the updating bias parameter, \( b \), was significantly correlated with anxiety-specific factor scores, \( r(64) = -0.32 \), uncorrected \( p = 0.008 \), FDR corrected \( p = 0.048 \). This indicates that high levels of anxiety-specific affect are associated with negatively biased updating. In contrast, neither depression-specific or general negative affect factor scores showed a significant relationship with the bias parameter, \( r(64) = -0.13 \), uncorrected \( p = 0.28 \), FDR corrected \( p = 0.50 \); \( r(64) = 0.13 \), uncorrected \( p = 0.29 \), FDR corrected \( p = 0.50 \), respectively. In the model-agnostic analysis, we used the extent to which participants changed their probability estimates from before feedback to after all feedback to index belief updating. Here, we observed only a trend-level relationship \( (p = 0.065 \text{ uncorrected}) \) between anxiety-specific factor scores and the extent to which belief updating was negatively biased, \( \text{S2 Table} \). That this model-agnostic analysis did not reveal the significant relationship between anxiety and asymmetric updating captured by the RW-updating-with-bias computational model potentially speaks to the increased sensitivity available from modeling trial-to-trial changes in beliefs.

**Other model parameters**

The learning rate parameter \( \eta \) in Model 3 estimates the absolute amount that participants update their beliefs following feedback (independently of the feedback’s valence). The mean learning rate was 0.098, which means that on average participants revise their current belief by approximately 10% per trial using the feedback. Participants' reported beliefs were estimated to be narrowly distributed around their mean, with an average precision parameter of \( \nu = 320 \), across participants. For a neutral belief of 0.5, this precision value would correspond to a \( B(\alpha_t = 160, \beta_t = 160) \) distribution, which has a standard deviation of only 0.03. Across participants, neither learning rate nor precision values significantly correlated with scores on any of the three Internalizing symptom factors \( \text{see S5 Fig} \).
Confirmation biases: exploring the relationship between prior beliefs and updating asymmetry

In this experiment, the combination of a negative prior belief ($\mu_0 < 0.5$) and negatively biased updating ($b < 1$) or a positive prior belief ($\mu_0 > 0.5$) and positively biased updating ($b > 1$) would give rise to a confirmation bias—that is, new information is incorporated selectively in a manner that matches a priori biases. As shown in Fig 3, across participants, estimates for $\mu_0$, that is participants’ prior belief that they were in the most popular half of participants, showed a strong positive correlation with the updating bias $b$ parameter.

Given this significant relationship between the prior belief ($\mu_0$) parameter and updating bias ($b$) parameter across participants, a key question is whether we observe the relationship between depression and prior belief ($\mu_0$) parameter estimates and between anxiety and updating bias ($b$) parameter estimates when the relationship between latent factor scores and both parameters are considered simultaneously. To address this, we conducted three additional regression analyses with scores on the latent Internalizing factors as dependent variables and parameter estimates for both $\mu_0$ and $b$ as predictors. These additional regressions (see S3 Table) confirmed our original findings of a significant relationship between $\mu_0$ and depression-specific affect and between $b$ and anxiety-specific affect. Direct comparison of coefficient values indicated that $\mu_0$ was a significantly stronger predictor of scores on the depression-specific factor than of scores on the anxiety-specific factor (difference in beta-coefficient for $\mu_0$ between depression and anxiety regression models = -2.45; $p = 0.0059$ by permutation test with 10,000 samples), and that $b$ was a significantly stronger predictor of scores on the anxiety-specific factor than of scores on the depression-specific factor (difference in beta-coefficient

Fig 3. Evidence for a confirmation bias for self-referential beliefs. Parameter estimates for the prior mean ($\mu_0$; y-axis) and bias in belief updating ($b$; x-axis), obtained using the winning model (Model 3: the “biased RW” model), are significantly correlated across participants ($r = 0.5, p<0.001$). This can be thought of as a form of confirmation bias, with new information (positive versus negative feedback) being incorporated more strongly into participants’ beliefs when it aligns with prior beliefs.
for $b$ between anxiety and depression regression models = -0.96; $p = 0.0139$ by permutation test). Neither $\mu_0$ nor $b$ significantly predicted scores on the general negative affect factor, $p > 0.3$. Adding the interaction term for $\mu_0$ by $b$ did not significantly improve the fit of the regression models though there was a non-significant trend in this direction for depression-specific scores, likelihood ratio test, $p = 0.064$. Here, there was a non-significant trend for the relationship between negative prior beliefs and elevated depression scores to be amplified in individuals with a negative updating bias, $p = 0.074$.

**Prior Beliefs and Ground Truth: Depressive Realism?**

An important question is whether the negative starting beliefs held by participants high in depression reflect negatively biased priors or accurate self judgements. A number of studies have suggested that the negative beliefs held by individuals with depression may be more accurate than the positive, potentially ‘optimistically’ biased, beliefs held by healthy individuals [31]. Furthermore, if individuals with high depression-specific factor scores are chosen less often as teammates, their negative beliefs might be accurate even if their judgements are not higher in accuracy than those of individuals low in depression levels.

An advantage of our experimental design is that we can examine the accuracy of participants’ starting beliefs by measuring the percentage of times that a participant was actually chosen as a potential partner in session 2. This gives us an index of ‘profile popularity’. Profile popularity did not mediate the relationship between scores on the depression-specific factor and starting beliefs $\mu_0$ ($p = 0.97$; causal mediation analysis, [32]; see Fig 4). If we examine this in more details, we find that scores on the depression-specific factor were not significantly negatively correlated with profile popularity, $r(64) = -0.17, p = 0.17$. Further, there was not a significant correlation between profile popularity and starting belief ($\mu_0$) across participants ($r(64) = 0.06, p = 0.62$) indicating that participants did not possess good insight into how popular they would be as hypothetical internship partners. There was also no significant relationship between depression-specific factor scores and accuracy at predicting one’s own profile popularity, $r(64) = -0.02, p = 0.86$.

Turning to our other measures of latent affect; anxiety was not associated with profile popularity, $r(64) = 0.04, p = 0.72$. Higher scores on the measure of general negative affect showed a trend-level negative relationship with profile popularity, $r(64) = -0.21, p = 0.084$. Neither anxiety nor general negative affect were significantly associated with accuracy at predicting one’s own profile popularity, $r(64) = 0.16, p = 0.21$; $r(64) = 0.16, p = 0.21$, respectively.

**A model-based analysis of other-referent beliefs**

After assessing their own probability of being in the top 50% of potential internship partners, participants were asked to perform an equivalent judgement task for an unnamed ‘other’ participant whose profile they were shown. For each participant, we chose a profile of similar ‘competitiveness’ (i.e., ranking in terms of how often chosen) to the participant. Participants were first shown the anonymized profile and asked to estimate the probability that the participant was in the more popular half of students. They were then given ten instances of positive feedback and ten instances of negative feedback (i.e., profile pairings where the other individual had or had not been selected) using the same feedback order sequence as allocated to them for the self-referent version of the task.

**Other-referent beliefs: model comparison results**

We considered the same four models used to fit participants self-referential belief data and applied them to each participants’ other-referent belief data. The best fitting model for other-referent beliefs was again Model 3 (exceedance probability > 0.99; when comparing the four primary
When a larger set of models was considered, in parallel to our supplementary model comparison procedures for participants’ self-referential belief data, Model 3, once again, remained the most likely model with an exceedance probability of 0.62; S6 Fig). We note that the models with the second and third highest exceedance probability differed between the self-referential belief data set and the other-referential belief data set. In the supplements we report the results of fitting the second and third-best models and show that the anxiety and depression results reported for both self and other beliefs are robust to the model chosen, see S2 Text.

Initial other-referent beliefs: group level analyses

Intriguingly, participants showed a positive bias in their prior belief ($\mu_0$) for other-referent judgements; mean probability that other in the top half = 0.55, $t$-test against neutral belief models). When a larger set of models was considered, in parallel to our supplementary model comparison procedures for participants’ self-referential belief data, Model 3, once again, remained the most likely model with an exceedance probability of 0.62; S6 Fig). We note that the models with the second and third highest exceedance probability differed between the self-referential belief data set and the other-referential belief data set. In the supplements we report the results of fitting the second and third-best models and show that the anxiety and depression results reported for both self and other beliefs are robust to the model chosen, see S2 Text.

Fig 4. Testing for Depressive Realism. We used the percentage of times that a participant was actually chosen as a potential partner in session 2 (‘true % selected’) to investigate if depression-related differences in starting beliefs ($\mu_0$) might actually reflect accurate perceptions of genuine differences in ‘profile popularity’, i.e., popularity as a potential internship partner. (a) Scores on the depression-specific latent factor were significantly negatively correlated with starting beliefs, $r(64) = -0.33, p = 0.006$. (b) Scores on the depression-specific factor showed a non-significant negative association with profile popularity (as indexed by true % selected, y-axis), $r(64) = -0.17, p = 0.17$. (c) Participants had poor insight into their profile popularity; correlation between true % selected and starting belief: $r(64) = 0.06, p = 0.62$. (d) Partialing out profile popularity (i.e., the true % selected for each participant) had little impact on the significant relationship between depression-specific factor scores and starting beliefs (partial $r = -0.33, p = 0.007$). A causal mediation analysis [32] confirmed that the relationship between scores on the depression-specific factor and negative starting beliefs was not mediated by profile popularity; Average Causal Mediation Effect (ACME) = 0.0002, $p = 0.97$.

https://doi.org/10.1371/journal.pcbi.1010176.g004
A paired t-test for self-referent versus other-referent judgments confirmed that, at a group-level, participants were more likely to estimate that the selected unknown ‘other’ participant was within the top half of participants than they were for themselves, \( t(65) = -2.02, p = 0.047 \). This is despite the ‘other’ profile used having been selected uniquely for each participant to be well matched to them in popularity (paired t-test, self versus other popularity; \( t(65) = -1.38, p = 0.17 \); note that despite popularity being slightly lower for self than for other, the self-other difference in initial beliefs survives controlling for popularity; mixed-effects model predicting initial beliefs; self-other \( \beta = -0.055, p = 0.041 \)). As was the case for self-referential judgements, there was no influence of framing (probability in top or bottom half) on initial beliefs, \( p > 0.4 \). This finding reveals that our participants, as a group, showed a negative or ‘pessimistic’ bias in initial assessments of their own popularity relative to an unknown participant of similar social standing.

### Initial other-referent beliefs: relationship with Internalizing symptoms

Scores on the depression-specific factor were not significantly correlated with participants’ initial other-referent belief, though there was a trend towards a negative correlation (\( r(64) = -0.23 \); uncorrected \( p = 0.066 \)). The relationship between depression-specific factor scores and the difference in initial beliefs for self versus other did not reach significance, \( r(64) = -0.17 \), uncorrected \( p = 0.17 \).

### Other-referential belief updating

At a group level, participants showed a positive bias when updating their other-referent beliefs after feedback, bias parameter \( b \) mean = 1.16, \( t(64) = 2.7, p = 0.008 \). That participants had a more positive updating bias when making judgments for the selected unknown ‘other’ participant than for themselves was confirmed with a paired t-test, \( t(64) = -2.43, p = 0.018 \). This suggests, along with positively biased initial estimates, that participants tend to show more of an ‘optimism bias’ for others than for themselves. There was no effect of feedback order on the updating bias parameter \( b \), for other-referential beliefs, \( t(64) = 1.6, p = 0.10 \).

### Other-referential belief updating: relationship with Internalizing symptoms

In contrast to self-referential belief updating, scores on the anxiety-specific dimension of affect did not show a significant relationship with the updating bias parameter for other-referential beliefs, \( r(64) = -0.06, p = 0.61 \). However, the correlation between scores on the anxiety-specific factor and the difference in bias parameter scores (\( b \)) for self- versus other-referential belief updating did not reach significance, \( r(64) = -0.21, \) uncorrected \( p = 0.10 \). In addition, no significant relationship was observed between \( b \) and the general negative affect or depression-specific affect scores (\( r(64) = -0.05, p = 0.71; r(64) = -0.04, p = 0.72 \)), or between these factors and the difference in bias parameters for self- versus other-referential beliefs, \( r(64) = 0.14, p = 0.23; r(64) = -0.07, p = 0.58 \).

### Other-referential beliefs: confirmation biases

Interestingly, we also saw evidence for confirmation biases in participants’ other-referential belief data, as evidence by a positive correlation between prior beliefs (positive versus negative) and updating bias (positive versus negative), Fig 5.

Given this significant relationship between the prior belief (\( \mu_0 \)) parameter and updating bias (\( b \)) parameter across participants, we conducted additional regression analyses with scores
on the three latent factor dimensions as dependent variables and parameter estimates for both $\mu_0$ and $b$ as predictors. These additional regressions (see S4 Table) confirmed the findings from our correlational analyses, with neither $\mu_0$ or $b$ for other-beliefs significantly predicting scores on any of the three latent dimensions, with only a trend-level relationship between $\mu_0$ parameter estimates and depression-specific affect, ($t = -1.870, p = 0.066$).

Including the interaction term for $\mu_0$ by $b$ in prediction of latent factor scores did not significantly improve regression model fit (relative to the model with terms for $\mu_0$ and $b$ alone) and revealed no significant effect of $\mu_0 \times b$ for anxiety, depression or general negative affect factor scores.

**Discussion**

In this study, we used a peer selection task to examine two potential sources of negative self-referential judgements in undergraduates with high levels of anxiety and depression: negative priors and negatively biased belief updating. Given the extent of shared variance between scores on self-report measures of anxiety and depression, we used a bifactor analysis of item-level responses [25] to estimate participants’ scores on three orthogonal latent factors: an anxiety-specific factor, a depression-specific factor, and a general negative affect factor. Participants’ judgements as to the probability that they were among the top or bottom half of participants in terms of how frequently they were chosen as a potential internship partner were assessed before feedback and after each of 20 items of feedback. These judgements were modeled as samples from an underlying belief distribution, using Rescorla-Wagner based updating and a bias parameter to capture asymmetric updating. Scores on the latent factor of depression-specific affect were significantly correlated with the negativity of participants’ prior beliefs as to their own popularity. There was no significant relationship between depression-specific affect and the updating bias parameter. In contrast, elevated scores on the latent factor of anxiety-specific affect were linked to biased belief updating, with a significantly higher rate of updating following negative than positive feedback. Here, there was no significant relationship with prior beliefs. Scores on the general negative affect dimension were not significantly associated with either negativity of prior beliefs or biased updating of beliefs.

At a group-level, we observed a strong relationship between prior beliefs and updating biases—i.e., participants who showed more negative prior beliefs also tended to update their beliefs more strongly after negative feedback and participants who showed more positive prior beliefs tended to update their beliefs more strongly after positive feedback. Regression analyses confirmed that the relationship between elevated depression-specific affect and prior negativity and between anxiety-specific affect and negatively biased updating remained significant when both prior belief and updating bias parameter estimates were included as predictors of latent factor scores. A way to think about this is that, at a group level, these influences of anxiety and depression are effectively super-imposed on a normative tendency for individuals to show consistency between their initial beliefs and updating style.

We also asked participants to perform a parallel rating task for another anonymized participant of equivalent objective popularity. None of the three latent factors was significantly associated with positive or negative biases in prior beliefs or belief updating for these other-referential judgements. As a group, participants showed a positivity bias in both prior beliefs and belief updating for other-referential judgements that was absent in relation to their self-referent judgements.

In the clinical literature of the 1980’s and 1990’s, there was substantial research as to the relationship between negative affect and judgements of the probability of future events. These studies revealed that both anxiety and depression were associated with elevated judgements of
the future probability that the participant would, themselves, experience a range of negative events [3]. This was not observed to the same extent when anxious or depressed participants were asked to judge the probability of the same events occurring to others. Depression has also been related to negative judgements in other domains, such as predictions about personal performance on intelligence tests or judgements of personal characteristics made by significant others [33]. Our current study extends this earlier work in two ways. First, we used bifactor modeling of questionnaire item-level responses to dissociate variance common to both anxiety and depression from that unique to anxiety or to depression. Second, we used computational modeling of judgements obtained within a carefully controlled, but naturalistic, belief updating task to disentangle the specific relationships between depression and anxiety respectively and negative belief priors and asymmetric belief updating.

Our first major finding was that elevated depression-specific affect was associated with increased negativity of ‘prior’ beliefs. In interpreting this result, it is important to consider whether it can simply be explained by information about other participants (e.g., being more skilled or desirable partners) that participants have picked up while doing the second ‘rating’ phase of the task. This does not seem likely—our findings indicate that participants are poor at estimating their own popularity, as potential internship partners, and that their ability to do this does not vary as a function of depression or anxiety specific affect; nor does actual ranking (i.e., popularity) mediate the relationship between depressed affect and the negativity of participants’ pre-feedback prior belief.

![Figure 5. Evidence for a confirmation bias for other-referent beliefs. Parameter estimates for the prior mean (μ₀; y-axis) and bias in belief updating (b; x-axis), obtained using the winning model (Model 3: the “biased RW” model), are significantly correlated across participants (r = 0.41, p<0.001); this relationship also holds without the outlier, r = 0.44, p<0.001). Thus, participants, as a group, tend not only to show a confirmation bias when updating beliefs related to themselves (as shown in Fig 4) but also when updating their beliefs about other participants. Here, a confirmation bias means that positive/negative feedback is incorporated more strongly into beliefs when it aligns with prior beliefs.](https://doi.org/10.1371/journal.pcbi.1010176.g005)
Alternatively, and more interestingly, participants might use pre-existing schema, or generalize from prior life events, to inform their time 0 beliefs. In relation to the former of these possibilities, classical theories of depression (see [5,34]) suggest that individuals with high levels of depression are more prone to using global stable negative self-referential beliefs to inform situational-specific assessments. This might well encompass using global negative self-referential beliefs about popularity to inform belief priors in novel situations such as that posed by this experiment. In relation to the latter possibility, negative priors may be informed by negative biases during the retrieval of related events from memory (e.g., past internships or peer evaluations). Indeed, a number of previous studies have linked depression to heightened recall of negative experiences ([35]; reviewed in [36]). Equally, negative priors might arise from biased simulation of possible alternatives if, prior to feedback, participants imagined the possible choices that other participants made in part 2 of the experiment. It has also been reported that individuals with elevated depression levels tend to generate fewer positive events than controls when asked to think about their personal future during a limited amount of time [1,37]. Both biases in recall and simulation can be conceptualized in terms of altered ‘model-based’ decision-making.

We note that each of possible mechanisms for the genesis of biased priors considered above may also reflect other influences operating much further back in time. Here, influential cognitive theories have proposed that many negative biases (in memory retrieval, simulation, interpretation etc.) reflect dysfunctional schemas, that were formed as a result of adverse life experiences in childhood [6,38].

Asymmetric integration of positively or negatively valenced feedback of pertinence to the current specific situation that an individual finds themselves within is another potential source of bias in beliefs. In the current experiment, we found that anxiety-specific affect was linked to a bias towards greater updating of beliefs following negative versus positive feedback. Previous research on belief updating largely comes from experiments asking participants to update their estimates for the probability of future life events occurring (e.g., getting cancer) using base rate information [10]. In such studies, depressed patients have been observed to be less optimistically biased than healthy controls, with patients with the highest levels of symptoms showing pessimistic updating [11,13]. In more recent work, negatively biased updating has been shown to depend on perceived threat and self-reported state anxiety [39]. In that work, optimistic updating was found to be abolished under threat, both in an experimental setting (using the Trier Social Stress Test) and in the field (in the case of firefighters on call).

One limitation of these prior studies is that they rely on participants making judgments about the probabilities of future life events before and after being given base rate information. As noted in the introduction, individuals may differ in exposure to life events that reasonably influence the perceived self-applicability of these base rates (e.g., if one has a prior history or family history of cancer), and this might potentially confound the estimation of biases in belief updating [15]. Another limitation is that few of these studies have been designed to disambiguate whether biases in belief updating are primarily linked to anxiety or depressive related symptomatology.

One question that arises from our findings is that, if individuals with high levels of anxiety-specific affect show a bias in updating, would we not expect them to also show a difference in prior beliefs as a result of previous asymmetric learning? The group-level positive relationship we found between updating and prior biases is consistent with an expectation that the former should ultimately lead to the latter, as subjects form priors from experience. Why then are negatively biased prior beliefs not associated with high levels of anxiety-specific affect, but only with high levels of depression-specific affect? One possibility is that individuals with high anxiety-specific affect might tend to use more situation-specific beliefs than individuals with high...
depression-specific affect and to engage in threat-monitoring. This would make them very sensitive to negative information, such as that provided by feedback in the current experiment. In contrast, individuals high in depression-specific affect might be more likely to generalize biased priors from negative global, stable, internal beliefs, particularly when these pertain to self-worth and competence [5,34,40,41]. That said, we did observe a non-significant trend towards a relationship between scores on the depression-specific latent factor and the interaction of the prior belief parameter and updating bias parameter, with depression-specific latent scores being elevated to the greatest extent in those individuals with both negative priors and negatively biased updating. Replication of the current work using a larger sample size would enable us to determine if this trend-level effect is simply a spurious result or indicative of a genuine interaction between bias in prior beliefs and asymmetric updating.

The hypothesis that elevated anxiety is linked to greater reliance on novel task-specific information to inform beliefs whereas elevated depression is linked to greater generalization from global beliefs when the current situation matches existing areas of concern (e.g., self-worth) would also be empirically testable in future studies. In addition, it would be interesting for future work to investigate how beliefs change over the course of longer time scales. Individuals with elevated depression-specific affect might, for example, have their beliefs drift back to their initial negative state, even if they have been updated to a more neutral value during a particular situation. This could arise if they readily engage in biased offline processes (e.g., simulation, retrieval). It would also be important to conduct a similar experiment that targeted anxious schemas, perhaps by shifting the focus to something more akin to threat to see if the relationship with negativity of prior beliefs switches to anxiety and whether biases in updating are amplified.

Finally, we note that our participants were drawn from undergraduate students recruited through the Department of Psychology at UC Berkeley. The homogeneity of this sample helped with constructing a naturalistic task applicable to their career stage and experiences. However, a limitation is that this largely female well-educated sample is not representative of the population at large. Hence, in future work we would also hope to assess if our current findings generalize to other demographic groups.

In summary, we devised a novel, naturalistic task to explore the association between negative priors and negatively biased belief updating with different dimensions of Internalizing psychopathology. Using a bifactor analysis we decomposed Internalizing symptoms into three components—general negative affect, anxiety-specific affect and depression-specific affect. We found that elevated scores on the depression-specific factor, alone, were significantly associated with negativity of prior beliefs, whereas elevated scores on the anxiety-specific factor, alone, were significantly associated with negatively biased belief updating. This finding suggests that different processes lead to the negative, self-referential beliefs that characterize depression and anxiety. The association of elevated depression-specific affect with negative priors in the absence of updating biases might reflect greater reliance on, and bias in, model-based processes such as memory retrieval and simulation or on generalization from pre-existing schema. In contrast, anxiety-specific affect appears to be potentially associated with more negatively biased in-the-moment integration of information. This hypothesized differential reliance on generalization versus situation-specific learning in depression versus anxiety generates testable hypotheses for future research. More broadly, we hope that these findings will enhance our understanding of common versus distinct alterations to cognitive processes in anxiety and depression and, in the long-term, hopefully aid in the design of cognitive and behavioral interventions that are better aligned to an individual’s symptom profile.
Methods

Ethics statement

Informed written consent was obtained for all participants. Procedures were approved by the UC Berkeley committee for the protection of human subjects (Protocol ID: 2010-12-2638).

Participants

Participants were undergraduates at UC Berkeley who enrolled in the study via the Psychology department’s Research Participation Program. Participants in part 1 (online profile generation) indicated if they wish to take part in part 2 (online rating of profile pairs) and part 3 (in-lab feedback session and judgement of one own’s popularity versus that of others). Parts 1 to 3 were spaced out to allow for all participants to complete a given part of the study before initiation of the next part of the study. Three recruitment rounds were conducted. Only interested participants who passed catch questions in part 1 were invited to take part in parts 2 and 3. In our second recruitment round, we lost a relatively large number of participants between parts 2 and 3 as the university campus was closed due to CA fires. Our final participant sample who completed all three parts of the study comprised 75 individuals (6 males; 69 females; age mean = 21.2, std. deviation = 2.1). Total numbers for part 1 were 349 and for part 2 were 145.

Questionnaire measures

The full set of questionnaires administered included: the Penn-State Worry Questionnaire (PSWQ; [20]) the Mood and Anxiety Symptom Questionnaire (MASQ; [21,22]), the Spielberger State-Trait Anxiety Inventory (STAI form Y; [23]), and the Center for Epidemiologic Studies Depression Scale (CESD; [24]).

Procedure

Part 1: online profile construction. A link to the Part 1 website was provided to students who signed up for the experiment through the Psychology Department’s research participant pool. Procedures were approved by the UC Berkeley committee for the protection of human subjects (Protocol ID: 2010-12-2638). Informed written consent was obtained and the task was to provide a profile for a 'hypothetical internship' described. Participants knew the internship was hypothetical, but that, if they chose to take part in Part 2, they and other students would be genuinely selecting among one another to choose teammates they thought would make optimal partners for such an internship project. It was explained that each participant would construct a personal profile to be used in this subsequent selection process. Many undergraduates at UC Berkeley do apply for highly competitive tech internships and piloting indicated that undergraduates were keen to make as competitive a profile as possible. For the profile, participants answered questions about their working style, their grades and SAT scores, and wrote a brief three sentence explanation about why they would make a good internship teammate. Participants were told that this information would be used to construct a profile for them that would be shown to the other participants. They were told that at the end of this part of the study, they could change their mind and chose not to continue on, in which case no-one else would see their profile. Participants also filled out the Penn-State Worry Questionnaire (PSWQ [20]) at the end of the session. They were informed that the answers to this questionnaire would not be shown to other participants.

Part 2: Online Profile comparison. Participants who wanted to take part in parts 2 and 3 of the experiment, and who correctly answered a single catch question embedded in the PSWQ, were sent an email inviting them to take part in the second online part of the
experiment one to three weeks after their participation in part 1. In part 2, participants were presented 26 pairs of profiles from other participants who had also taken part in part 1. These profiles were anonymized by assigning them an ID number and removing information from the profile that clearly could have been used for identification (e.g., being captain of a particular sports team). Participants had to choose one of the two people in each profile pair that they’d prefer to work with during the hypothetical internship. During part 2, participants also filled out several more questionnaires tapping depression and anxiety symptomatology at the end of the session. These included the Mood and Anxiety Symptom Questionnaire (MASQ; [21,22]), the Spielberger State-Trait Anxiety Inventory (STAI; [23]), and the Center for Epidemiologic Studies Depression Scale (CESD; [24]). At the end of part two, participants marked a box indicating whether they were willing to be contacted for part three.

Part 3: In-lab feedback and probability ratings. Participants who wished to continue the study were invited to come into the UC Berkeley Department of Psychology to complete part three of the experiment. This final part was conducted between two and six weeks after part two. This time gap enabled us to obtain all part 2 ratings and to use these to select comparisons pairs to be shown to each participant. In part three, participants were first asked to rate the probability that they were in either (i) the most popular half of part 2 participants or (ii) the least popular half of part 2 participants (based on how often they were selected over another participant to be a hypothetical team partner). Question framing (least or most popular half) was counterbalanced across participants. Next, each participant was given twenty pieces of feedback. For each piece of feedback, participants were first shown their own profile along with a competitor’s profile and then shown which of the two profiles had been selected by a third participant, along with a statement such as Classmate #29 compared you and classmate #14. You were chosen to work with! Participants were shown actual pairs of profiles and choices made by other participants. However, the pairs shown were chosen to provide balanced feedback. In each case, we selected 10 positive feedback instances, where the participant was chosen over the classmate and 10 negative feedback instances, where the classmate was chosen over the participant. All part 3 participants had at least 10 instances of each from which we could select exemplars. Negative and positive feedback items were presented in one of two predetermined sequences. After viewing the feedback for as long as they liked, participants then re-rated the probability that they were in either (i) the most popular half of part 2 participants or (ii) the least popular half of part 2 participants after each piece of feedback. Participants spent around 5 ±2 seconds per profile pair (median: 5.41s; 25th-percentile: 3.56s; 75th-percentile: 7.57s). Following these self-referential judgements, participants were asked to complete a parallel task involving other-referent ratings. Here, the same procedure was used except that participants were shown the profile for another participant (labelled by a pseudoID) and asked to judge the probability that this other participant was in the top/bottom half both prior to feedback and after presentation of each of 20 pieces of feedback pertaining to how this other participant was compared against others. At the end of the session, participants re-completed the STAI and CESD questionnaires.

Data exploration: data quality checks and data-set exclusion

We sought to exclude participants who showed unusual or outlying behavior potentially indicative of poor understanding of the task or lack of concentration. To address this, we examined whether participants updated their beliefs in the opposite direction to that which would be suggested by the feedback. Rational behavior would be to either keep beliefs unchanged or to change them in the direction suggested by the feedback. 48 participants (64%) made a directionally wrong update on 2 trials or fewer. Another 25 participants (33%) made between 3 and
8 directional errors. Three participants (4%) made 9 or more directional errors—datasets for these three participants were excluded. A fourth participant was excluded because he reported misunderstanding the task in the post-experiment interview.

To check whether participants were paying attention to the self-report questionnaires, we looked at ‘catch questions’. Catch questions instructed the participant to select a particular response (e.g., ‘sometimes’) from the set of available responses (e.g., ‘never’, ‘sometimes’, ‘almost always’, ‘always’). Of the seventy-five participants who completed all three sessions, four participants were also excluded for failing to correctly answer 50% or more of the “catch questions”. There were four catch questions in total, one from the PSWQ (session 1), two from the MASQ (session 2), and one from the STAI (session 3). In order for participants to be invited for session 2, they had to correctly answer the PSWQ catch question from session 1. The number of participants who did not correctly complete this question are reported above in the ‘Participants’ section. The four participants considered here, who were excluded at the end of session 3, answered the first catch question correctly, but then answered two out of the three subsequent catch questions incorrectly. An additional participant chose the same response option for all items on the MASQ questionnaire. This left a total of 66 participants whose data we analyzed in detail.

Calculating participants’ scores on latent dimensions of anxiety and depression specific affect and general negative affect

We previously conducted a bifactor analysis of responses to questionnaire items taken from the STAI, the CESD, the BDI, the MASQ anxious arousal subscale, the MASQ anhedonic depression subscales, the PSWQ, and the EPQ Neuroticism subscale [25]. This was conducted in a sample of eighty-six participants comprised of patients diagnosed with major depressive disorder (MDD) or generalized anxiety disorder (GAD), healthy control participants screened to be free of any psychiatric diagnoses, and a community sample with naturally varying levels of symptoms. The loadings of individual questionnaire items on a general negative affect factor and specific Anxiety and Depression factors were estimated. The general factor had high loadings (>0.4) for multiple anxiety-related and depression-related items and moderately high loadings (>0.2) across almost all items. The depression-specific factor had high loadings (>0.4) for questions related to anhedonia and depressed mood. The anxiety-specific factor had high loadings (>0.4) for questions related to worry and anxiety. This factor structure was similar to that in previously reported by studies using bifactor analyses of anxiety and depression related symptomatology [42–46]. The factor structure was validated by conducting a confirmatory bifactor analysis in an independent online sample of participants (n = 199) comprised of students at UC Berkeley (120 females, mean age = 20 ± 4), which has a similar demographic make-up and was recruited in an equivalent fashion to participants in the current study.

The factor loadings matrix from this prior work was used to calculate factor scores for participants in the current study. To do so, we regressed current participants’ responses onto the previously estimated factor loadings. We used the Anderson-Rubin method [47] to preserve orthogonality while calculating the scores. This was done using the “factor.scores” function in R. Neither the BDI nor the EPQ were administered in the current study, so the loadings on items from these questionnaires were omitted from this regression procedure. To check the validity of using this reduced set of items, we calculated factor scores for the participants in Gagne et al (2020) [25] using this reduced item set (n = 95 items) and correlated these scores with those obtained using the full set of items (n = 128 items). For each of the three factors, scores obtained using the full and reduced set of item loadings were highly correlated (rs > = 0.98).
Participants in the current study completed the STAI and the CESD in two different sessions; the responses in each session were concatenated prior to calculating the factor scores. We note that averaging the scores across sessions yielded extremely similar factor scores (rs > 0.98). Administering the STAI and CESD in two different sessions also allowed us to calculate test-retest reliability. The test-retest reliability for STAI was very good (r(64) = 0.91), whereas it was more moderate for CESD (r(64) = 0.53). The CESD test-retest reliability varied widely across individual items, ranging from r(64) = 0.69 for “I could not get going” to r(64) = 0.2 for “my appetite was poor”.

Computational Models: The four main models

Models with Bayesian updating with (model 1) and without (model 2) a parameter to capture biased updating. Participants’ beliefs, which corresponded to the probability that they were in the top half (or bottom half) of participants, were modeled by a Beta distribution \( B(\alpha_t, \beta_t) \). Using a whole distribution allowed us to model both a point estimate (for instance, the mean) that the participants might have entertained and the uncertainty (e.g., the variance) about that estimate. The two parameters \( \alpha_t, \beta_t \) of the Beta distribution can be interpreted as the weight of evidence for or against the probability of being in the top-half of the participants, respectively, and their sum can be interpreted as the total degree of certainty in their belief. We considered participants’ actual reports, \( \hat{q}_t \sim B(\alpha_t, \beta_t) \), at any time point \( t \) to be a single sample from their Beta distribution at that point. This means that participants with high degrees of certainty would report beliefs tightly centered around the mean of their distribution, while those less certain would report a wider range of beliefs.

The Bayesian update models (Models 1 and 2) start from a prior distribution, \( B(\alpha_0, \beta_0) \). The parameters \( \alpha_0, \beta_0 \) are estimated separately for each participant and characterize the participant’s prior belief before the start of the feedback period (i.e., at \( t = 0 \)); the mean of this prior distribution is given by \( \bar{\alpha}_0 = \frac{\alpha_0}{\alpha_0 + \beta_0} \). The values for \( \alpha_t, \beta_t \) for \( t \geq 1 \) are then updated based on feedback on trial \( t \); this feedback is either positive, \( X_t = 1 \), or negative, \( X_t = 0 \). In model 1, updating includes the effect of a bias parameter \( \omega \) (also estimated per participant) which allows for different rates of updating following positive versus negative feedback. Negative and positive biases are given by \( \omega < 1 \) and \( \omega > 1 \), respectively. In model 2, the bias parameter \( \omega = 1 \) is fixed to one, forcing updating to be unbiased. In both cases, the update is given by Eq 2.

\[
\alpha_t = \alpha_{t-1} + \omega X_t \\
\beta_t = \beta_{t-1} + \frac{1}{\omega} (1 - X_t)
\] (2)

For the unbiased (‘pure’ Bayesian) model (model 2), Eq 2 is exactly integrating prior expectations \( (\alpha_t, \beta_t) \) with likelihood information (the feedback) to generate a posterior \( (\alpha_{t+1}, \beta_{t+1}) \), which then becomes the prior for the next trial. For the biased Bayesian model (model 1), this update process is approximate. For both models, the updates given by Eq 2 produces distributions of belief that become narrower as information is progressively incorporated, and so the effective size of the updates reduces over trials.

In summary, models 1 and 2 have three and two free parameters, respectively: (model 1: \( \alpha_0 \in [2, 100], \beta_0 \in [2, 100], \omega \in [0, 5] \); model 2: \( \alpha_0 \in [2, 100], \beta_0 \in [2, 100] \)).

Models with RW updating with (model 3) and without (model 4) a parameter to capture biased updating. Identically to the Bayesian model, the Rescorla-Wagner models (Models 3 and 4) also model a participant’s reported belief on trial \( t \geq 0 \) as a single sample from a Beta distribution \( \hat{q}_t \sim B(\alpha_t, \beta_t) \). However, in contrast to the Bayesian models, this distribution is
alternatively parameterized according to its mean ($\mu_t$) and a constant precision ($\nu$; i.e., belief certainty); these relate to the standard parameters through: $\alpha_t = \nu \mu_t$; $\beta_t = \nu (1 - \mu_t)$. The mean starts at a value $\mu_0$ (i.e. prior belief), which is estimated separately for each participant. It is then updated directly in response to feedback ($X_t$) using a learning rate ($\eta$; also estimated per participant). In model 3, updating is scaled by a bias term ($b$; again participant-specific), with negative and positive biases given by $b < 1$ and $b > 1$, respectively. To prevent the values for the mean from becoming greater than 1, an additional constraint is imposed on the mean during parameter estimation. In model 4, the bias parameter ($b = 1$) is fixed to one, forcing updating to be unbiased. In both cases, the update is given by Eq 1 (Results section; reproduced below for convenience).

$$
\mu_t = \min(\mu_{t-1} + \eta (bX_t - \mu_{t-1}), 1)
$$

In contrast to the Bayesian models, the update given by Eq 1 does not necessarily produce narrowing distributions of belief over time. As a result, if the Bayesian and RW models started with equivalent update sizes, feedback later on in the experiment indicating a need to revise beliefs would result in slower revision of beliefs by the Bayesian models relative to the RW models.

In summary, models 3 and 4 have four and three free parameters, respectively: (model 3: $\mu_0 \in [0,1]$, $\nu \in [2,1000]$, $\eta \in [0,1]$, $b \in [0,5]$; model 4: $\mu_0 \in [0,1]$, $\nu \in [2,1000]$, $\eta \in [0,1]$).

**Model parameter estimation**

To prevent outliers during parameter estimation, we used Maximum a Posteriori (MAP) estimation rather than maximum likelihood estimation. Priors were assigned to each parameter, and the mode of the posterior was used as the estimate. For the Bayesian belief updating models, $\alpha_0$ and $\beta_0$ were assigned a standard, uninformative HalfNormal prior (mean = 0, sd = 50). We additionally constrained these two parameters to be in the following range: [2, 100]. The bias parameter $\omega$ was assigned a Normal prior (mean = 1, sd = 0.5), and was also constrained to be in the following range: [0, 5]. For the RW models, the precision parameter $\nu$ was assigned a HalfNormal prior (mean = 0, sd = 500) and constrained to be in the following range: [2, 1000]. The initial mean of the belief distribution $\mu_0$ was assigned a Normal prior(mean = 0.5, sd = 0.5) and constrained to be in the following range: [0, 1]. The learning rate parameter $\eta$ was assigned a HalfNormal prior (mean = 0, sd = 0.5) and constrained to be in the following range: [0, 1]. The bias parameter $b$ was assigned a HalfNormal prior(mean = 0, sd = 2) and constrained to be in the following range: [0, 5].

**Model comparison**

The four main models were compared using exceedance probabilities, which are defined as the probability that a given model is the most prevalent at the population level. Exceedance probabilities are estimated using hierarchical Bayesian inference [29]. This requires an estimate of log model evidence; for this we used the BIC. The BIC for each participant for each model was calculated using the MAP parameter estimates as follows: $\text{BIC} = -2 \times \log (\hat{\theta}_{\text{MAP}}) + k \times \log (n)$ (where $k$ is the number of parameters and $n = 20$ for the number of reported beliefs per participant).

In the supplemental materials, we conduct the same model comparison procedure on a larger set of models, which includes nine additional models. For more details see S2 Text.
Correlation analyses and FDR correction for multiple comparisons

To account for the possibility that the parameter values might be non-normally distributed, we used permutation-based tests to calculate the significance of the correlations between parameter values and scores on the three latent symptom factors in Figs 2 and S5. The data were randomly permuted and the correlation coefficient $r$ was calculated for each permuted dataset; this was repeated 10,000 times to create the null distribution for the correlation coefficients. The statistical significance of the actual correlation coefficient (i.e., that estimated from the non-permuted data) was calculated as the percentage of samples from the null distribution more extreme (or less extreme in the case of negative values) than actual correlation coefficient; for a two-tailed test, the distribution and the coefficient were transformed using the absolute value.

When reporting correlations between the final model parameters (Model 3) and the factor scores, we corrected the $p$-values for multiple comparisons. We corrected for twelve tests (the three symptom factors by the four model parameters). The correction for multiple comparisons was done using the Benjamini-Hochberg procedure [48].
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(DOCX)

S1 Table. A comparison of participants’ anxiety and depression summary scores with those for individuals diagnosed with MDD and GAD as well as healthy controls and an unselected community sample (as reported by [25]). Summary scores for each of the questionnaires administered are shown for participants in the current study as well as for those from a prior study [25], which included individuals with MDD, GAD, healthy controls and an unselected community sample (columns 2 to 5, respectively). In addition to giving the mean and SD for scores on each measure for each group, we also report the number of our current participants who fell within one standard deviation of the mean for the MDD and GAD groups, see square brackets and note 2. STAI = Spielberger State-Trait Anxiety Inventory (form Y; [23]); MASQ-AD/MASQ-AA = anhedonic depression and anxious arousal subscales for the Mood and Anxiety Symptoms Questionnaire [21,22]; PSWQ = Penn State Worry Questionnaire [20]; CESD = Center for Epidemiologic Studies Depression Scale [24].

(DOCX)

S2 Table. Model Agnostic Analysis Results. Participants’ standardized scores for the general factor, anxiety-specific factor and depression-specific factor (columns) are correlated against model agnostic measures of prior beliefs and belief updating (rows). Participants reported believes about themselves (‘self’; first three rows) and for another randomly chosen participant (‘other’; last three rows). Pearson correlations were used to examine the relationship between scores on the three latent symptom factors and our two model agnostic indices of interest. Here uncorrected $p$ values are given, $p$ values that survive multiple comparison correction at $p$
< .05 are indexed by *.

(S3 Table. Regression models that use parameter estimates for prior mean ($\mu_0$) and bias in belief updating ($b$) for self-referential data to predict scores on the depression-specific factor, the anxiety-specific factor and general ‘negative affect’ factor. Each regression analysis uses scores on one of the three latent factor dimensions as the dependent variable and parameter estimates for both $\mu_0$ and $b$ as predictors. Parameter estimates were obtained using the winning model: Model 3 the “biased RW” model. These regression analyses confirmed our original finding of a significant relationship between $\mu_0$ and depression-specific affect and a significant relationship between $b$ and anxiety-specific affect for self-referential judgements.

(S4 Table. Regression models that use parameter estimates for prior mean ($\mu_0$) and bias in belief updating ($b$) for other-referent data to predict scores on the depression-specific factor, the anxiety-specific factor and general ‘negative affect’ factor. Each regression analysis uses scores on one of the three latent factor dimensions as the dependent variable and parameter estimates for both $\mu_0$ and $b$ as predictors. Parameter estimates were obtained using the winning model: Model 3 the “biased RW” model. These additional regressions confirmed the findings from our correlational analyses, with neither $\mu_0$ or $b$ significantly predicting scores on any of the three latent dimensions, and with only a trend-level relationship between other-belief $\mu_0$ and depression-specific affect, ($t = -1.870, p = 0.066$).

(S1 Fig. Correlation of scores on the three latent factors and questionnaire subscales, across participants. Factor loadings from a previously published bifactor analysis of item-level responses to self-report questionnaire measures of anxiety and depression [25] was used to estimate current participants’ scores on three orthogonal latent factors: a general Negative Affect factor and Anxiety and Depression specific factors. To check the concurrent validity of these factors in the current sample, we correlated scores on each factor (y axis) with scores on each of the subscales administered (x axis). Scores on the general factor showed a positive correlation with scores across all of the subscales. Scores on the depression-specific factor correlated most strongly with scores on the anhedonia-related subscales (e.g., MASQ anhedonia; CESD anhedonia). Scores on the anxiety-specific factor correlated most strongly with scores on the PSWQ. Self-report questionnaire measures were administered at the end of one or more sessions; for details, see Methods.

(S2 Fig. Model reproduction of average belief updates following positive versus negative feedback. The four models considered were each used to simulate 20 new estimated judgements for each participant for each trial, using that participant’s parameter estimates for the model in question. Here, we plot the trial-to-trial changes in judgments, averaged separately for trials following positive (x axis) versus negative (y axis) feedback, for both the simulated data (in black) and the original data (in blue). Each panel shows the results for a separate model. These models differ along two dimensions: (i) whether beliefs are updated either according to Bayesian or Rescorla-Wagner (RW) principles (separated by column), and (ii) whether a bias in updating after negative versus positive feedback was incorporated (separated by row). It can be seen that simulated data from Model 3, ‘the biased RW model’ (top right panel) provides a better match to the distribution of participants’ updates than is the case for the other three models considered; a Kolmogorov-Smirnov test confirms that there are significant differences between the simulated and real data distributions for models 1, 2 and 4.
(p<0.001) but not for model 3 (p = 0.5). Note, positive feedback should lead to a positively signed update and negative feedback to a negatively signed update, hence data points in all but the bottom right quadrant reflect updating in the opposite direction to the feedback provided. Note further that beliefs in the model are sampled, and so need not normatively occupy that quadrant.

(TIF)

**S3 Fig. Exceedance probability-based model comparison.** Models were compared using exceedance probability, which is defined as the probability that a model is the most prevalent at the population level. Exceedance probabilities are estimated using hierarchical Bayesian inference [29]. The biased RW model (Model 3) was estimated to be the most prevalent (most likely) model, with an exceedance probability of 0.67. The second most prevalent model was Model 10, a biased Bayesian model with separate reporting and updating distributions. This model had a much lower exceedance probability of 0.25. For descriptions of each model, see S2 Text.

(TIF)

**S4 Fig. Confusion matrix for model recovery simulations.** Each of the models on the y-axis were considered, in turn, to be the true model and used to generate data for 100 new participants; new parameter values were chosen for each simulated participant by sampling from distributions informed by the distribution of actual parameter estimates. The simulated data were fit by each of the possible models listed on the x-axis and the percentage of participants for which each ‘recovery’ model had the best penalized fit (BIC) is shown in the cells along each row. The percentages add up to 100% for each simulated dataset (i.e., across each row). This was completed for all the generative models on the y-axis. A high percentage along the diagonal indicates high model recoverability—i.e., that the model that generated the data was chosen as the best fitting model against all others. Models 1 to 4 correspond to the four main models presented in the main manuscript. Models 5–13 correspond are presented in S2 Text, Supplemental Model-based Analyses: Additional models and model comparison.

(TIF)

**S5 Fig. Correlations between model parameter estimates for learning rate (η) and reporting precision (ν) and scores on the depression-specific and anxiety-specific latent factors.** Participants’ standardized scores for the general factor, anxiety-specific factor and depression-specific factor (x axes) are plotted against the two other parameters in the main model (Model 3: biased RW). η is the estimated learning rate, which measures the absolute amount that beliefs are updated in response to feedback, and ν is the estimated precision of the reporting belief distribution, which measures how close participants’ reported beliefs are to the mean of their belief distribution. Neither η nor ν significantly correlated with scores on any of the three Internalizing symptom factors (uncorrected p-values shown here). After removing the outlier for learning rate (outlined in red), the correlation between η and scores on the anxiety-specific factor rose to r(64) = 0.25 (uncorrected p = 0.048), but this does not survive correction for multiple comparisons (corrected p = 0.19).

(TIF)

**S6 Fig. Exceedance probability-based model comparison for ‘other-referent’ beliefs.** Participants were also asked to report and updating beliefs about another randomly chosen participant. The same thirteen models were fit to these other-referent belief data and compared using exceedance probability. The biased RW model (Model 3) was again estimated to be the most prevalent (most likely) model, with an exceedance probability of 0.62. This model comparison
result closely match that for the self-referent data (S3 Fig).

S7 Fig. Correlations of model-agnostic starting belief, ending belief, belief change (ending–starting belief) with individual questionnaire subscales. P-values are shown in parentheses underneath Pearson correlation values. In line with the factor score results, subscales tapping anhedonic depression were negatively correlated with starting belief (CESD anhedonia, MASQ anhedonia, STAI depression). These model-agnostic measures of belief updating and broad-brush measures of anxiety and depressive symptomatology, that do not dissociate variance common to both anxiety and depression from that unique to anxiety or depression, do not provide a clear picture of a relationship between negative affect and bias in belief-updating.

S8 Fig. Relationship between model estimated starting and ending beliefs, split by feedback order. Participants beliefs, as estimated by the model, are plotted for the start and for the end of the feedback period. Participants are split into two groups based on which feedback sequence they received: the positive-first feedback sequence, which started with positive feedback for the first two trials and had a total of six positive feedbacks in the first ten trials, or the negative-first feedback sequence, which was exactly the opposite. In both groups, participants update towards a neutral belief (i.e., 50%) after receiving twenty instances of balanced feedback. This partial updating towards 50% is indicated by the two regression lines, both which have a slope (0.49 for positive-first; 0.74 for negative-first) significantly greater than 0 and significantly less than 1. However, participants who received positive feedback first shifted their beliefs more in the positive direction from start to end (independent t-test, difference between groups for ending-starting beliefs, t(65) = 4.48, p < 0.001).

S9 Fig. Best and Worst Model Fits. Participants in which model #3 fits best (left column) and worst (right column) are shown. The black line is the participant’s reported belief for self-referential judgments and the blue line is the model #3’s posterior mean prediction; error bars represent ±1 posterior standard deviation. The left columns shows that the model can fit extremely well (R-squared > 0.93) for a variety of different of behaviors. The right column shows examples of behavior that cannot be captured, such as early updating followed by no updating (e.g., participant #41) or participants with highly variable magnitudes in updating (participant #58). Note that these two participants are not better fit by the second best model (model #10), with lower R-squared in all four cases.
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