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Abstract. The dynamics of complex biological systems can be analyzed with the aid of mathematical models. These mathematical models are mostly based on systems of coupled linear or nonlinear partial differential equations. The semi-analytic technique Laplace Variational Method has been presented in this article and is successfully applied to different mathematical models. The method simplifies the basic application procedure of Variational Iteration Method by applying the Laplace transformation. We have confirmed this advantage of this method over other methods with the help of examples and their comparative analysis.

1. Introduction

In the present era, many semi-analytical and numerical methods have been frequently used in the literature to find the solution of PDEs represents the nonlinear dynamics, such as Laplace Transform Method (LTM) [1], Parameter Expansion Method [2], Variational Iteration Method (VIM) [3], Perturbation techniques [4], Modified Homotopy Perturbation Method [5] and Homotopy Analysis Method [6, 7]. LTM is a very effective tool not only for the nonlinear differential equations with constant coefficients but also for the differential equations with variable coefficients [1]. Similarly, variational iteration method is the very strong method because it has widely been used to find the solution of various nonlinear PDEs [8, 9, 10].

Notable attention has been paid in combining two or more mathematical techniques to obtain the solution of complex nonlinear problems. In this article, a new semi-analytic technique is proposed to solve the above mentioned problem in the continuation of already available techniques such as Variational Iteration Method (VIM) [3], Laplace Transform Method (LTM) [1]. VIM was first introduced by He [8] and was optimally applied to solve different linear and nonlinear problems [9, 10]. In the present article semi-analytical technique Laplace Variational Method (LVM) obtained by combining LTM and VIM has been proposed to achieve the better approximate solution of nonlinear system of partial differential equations.

In order to obtain the recursive relations in LVM, first we take Laplace transform of every equation in the system and multiply it with the Lagrange's multipliers. Comparison have been made in between VIM and LVM. Afterwards, restrictions of variational theory are used to identify the
Lagrange's multipliers optimally. These relations neither involves the integral evaluations nor the convolutions.

We have validated the method by presenting trivial examples. After the successful implication of the technique, we have deployed it on a system of coupled nonlinear pde's. The system we have selected for analysis, governs the tumour induced angiogenesis. The results obtained are in close agreement with the results available in literature. With the aid of this new semi-analytic technique, we can solve highly nonlinear coupled systems governing complex biological phenomena very swiftly.

In this article, we have used two semi-analytical techniques LVM and VIM on advection model which have applications in flood wave propagation, simulations of advection, dispersion and chemical reactions of constraints in groundwater systems [11, 12], the nonlinear WBK equations which have applications in different nonlinear problems arises in shallow water theory [13, 14]. Again, we employ LVM and VIM on tumor angiogenesis model governed by the system of partial differential which have application in the augmentation of new blood vessels that tumors need to grow. This process is originated by the release of chemicals by the tumor and by host cells close to the tumor [15].

2. Variational Iteration Method (VIM) for System of Equations
In this section, we are using the generalised system of nonlinear partial differential equations

\[
L_1 \phi(x,t) + N_1(\phi(x,t), \psi(x,t)) = f(x,t)
\]

\[
L_2 \phi(x,t) + N_2(\phi(x,t), \psi(x,t)) = g(x,t)
\]

(2.1)

where \( L_1 \) and \( L_2 \) are linear and \( N_1, N_2 \) are nonlinear operators, \( f(x,t) \) , \( g(x,t) \) are some given functions. By using the variational iteration method, we can make the correctional functional where \( \lambda_1 \) and \( \lambda_2 \) are general Lagrange multipliers which can be evaluated optimally via variational theory. The second terms in both the equations of system Eqs.(2.1) are called correction and \( n \) is the \( nth \) order approximation. \( \tilde{\phi} \) and \( \tilde{\psi} \) are considered as restricted variation. We can suppose that the above correctional functionals are stationary, i.e \( \delta \tilde{\phi}_n = 0 \) and \( \delta \tilde{\psi}_n = 0 \), then the Lagrange multipliers are estimated.

Example: 1 In this example, system of nonlinear Partial Differential Equations is solved by Variational Iteration Method, i.e

\[
\phi_i(x,t) = \frac{\partial}{\partial x} \left\{ D\phi_i(x,t) - \chi \phi(x,t) \psi_i(x,t) \right\} + (1+\nu(x,t)) - \rho \phi(x,t) \psi_i(x,t),
\]

(2.2)

\[
\psi_i(x,t) = \beta \phi(x,t) - \gamma \psi(x,t) \psi_i(x,t),
\]

(2.3)

\[
\nu_i(x,t) = -\eta \phi(x,t) \psi_i(x,t).
\]

(2.4)

Where, \( \phi = \phi(x,t) \); \( \psi = \psi(x,t) \) and \( \nu = \nu(x,t) \), where \( \chi, \rho, \beta, \gamma, \eta \) are the constants along with the conditions

\[
\phi(0,t) = 0 = \phi(\pi,t),
\]

\[
\psi(0,t) = 0 = \psi(\pi,t),
\]

\[
\nu(0,t) = 0 = \nu(\pi,t),
\]

\[
\phi(x,0) = \psi(x,0) = \nu(x,0) = \sin x.
\]

To solve the system with the given initial conditions by VIM, we make the correctional functional in t-direction as
\[
\varphi_{n+1}(x,t) = \phi_n(x,t) + \int_0^t \lambda_1(t)\{D(\phi_n(x,t))\} - \frac{\partial}{\partial x} \{D(\phi_n(x,t))\} + \frac{\partial}{\partial x} \left\{ \frac{\chi\phi_n(x,t)(\nu_n(x,t))}{1 + \nu_n(x,t)} \right\} + \frac{\partial}{\partial x} \left\{ \rho\phi_n(x,t)(\psi_n(x,t)) \right\} dt,
\]
(2.5)
\[ \nu_{n+1} = \nu_n - \int_0^t \left( (\nu_n(x,t))_x + \eta \phi_n(x,t) \nu_n(x,t) \right) dt, \]  

(2.11)

Using the initial conditions

\[ \phi(x,0) = \phi_0 = \psi(x,0) = \psi_0 = \nu(x,0) = \nu_0 = \sin x, \]

we get the first approximation

\[ \phi_1 = \sin x - \frac{t}{2(1 + \sin x)} \{ \chi + 2 \cos x + (2 \rho + \chi) \cos 2x + \rho \sin x - 2 \chi \sin x + \sin 2x + \rho \sin 3x \} \]

\[ \psi_1 = \sin x - t(\gamma \sin^2 x - \beta \sin x) \]

\[ \nu_1 = \sin x - t\eta \sin^2 x \]

3. Laplace Variational Method for System of equations

To understand the methodology, we consider the non-homogeneous system of PDEs

\[ L_1(\phi) + N_1(\phi, \psi, \nu) = f_1, \]

\[ L_2(\phi) + N_2(\phi, \psi, \nu) = f_2, \]

\[ L_3(\phi) + N_3(\phi, \psi, \nu) = f_3, \]

(3.1)

subject to the initial conditions

\[ \phi(x,0) = \phi_0; \quad \psi(x,0) = \psi_0; \quad \nu(x,0) = \nu_0, \]

(3.2)

where \( L_i \)s are linear and \( N_i \)s are nonlinear operators. \( f_i \)s are the known functions. The recurrence relations after applying the Laplace transform will becomes

\[ \phi_{n+1}(x,s) = \phi_n(x,s) + \lambda \mathcal{L} \left\{ L_1 \phi_n(x,t) + N_1(\phi_n(x,t), \psi_n(x,t), \nu_n(x,t)) - f_1(x,t) \right\}, \]

\[ \psi_{n+1}(x,s) = \psi_n(x,s) + \lambda \mathcal{L} \left\{ L_2 \psi_n(x,t) + N_2(\phi_n(x,t), \psi_n(x,t), \nu_n(x,t)) - f_2(x,t) \right\}, \]

\[ \nu_{n+1}(x,s) = \nu_n(x,s) + \lambda \mathcal{L} \left\{ L_3 \nu_n(x,t) + N_3(\phi_n(x,t), \psi_n(x,t), \nu_n(x,t)) - f_3(x,t) \right\}. \]

(3.3)

Now taking variation to identify the Lagrange multipliers \( \lambda \) by using the optimality conditions

\[ \frac{\delta \phi_{n+1}}{\delta \phi_n} = 0; \quad \frac{\delta \psi_{n+1}}{\delta \psi_n} = 0; \quad \frac{\delta \nu_{n+1}}{\delta \nu_n} = 0, \]

implies that \( \lambda = \frac{1}{s} \) by assuming that \( \delta \phi_n = 0, \delta \psi_n = 0, \delta \nu_n = 0 \). Substituting the values of \( \lambda \) and taking inverse Laplace transform on both sides of Eqs.(3.3), we get

\[ \phi_{n+1} = \phi_n - \mathcal{L}^{-1} \left\{ \frac{1}{s} \mathcal{L} \left[ L_1 \phi_n + N_1(\phi_n, \psi_n, \nu_n) - f_1 \right] \right\}, \]

(3.4)

\[ \psi_{n+1} = \psi_n - \mathcal{L}^{-1} \left\{ \frac{1}{s} \mathcal{L} \left[ L_2 \psi_n + N_2(\phi_n, \psi_n, \nu_n) - f_2 \right] \right\}, \]

(3.5)

\[ \nu_{n+1} = \nu_n - \mathcal{L}^{-1} \left\{ \frac{1}{s} \mathcal{L} \left[ L_3 \nu_n + N_3(\phi_n, \psi_n, \nu_n) - f_3 \right] \right\}. \]

(3.6)

On substituting \( n = 0, 1, 2, \ldots \), we get the successive pair of approximations \((\phi_1, \psi_1, \nu_1), (\phi_2, \psi_2, \nu_2), \ldots\)
Example: 2

In this example, we are solving the following system of nonlinear partial differential equations by using Laplace variational method, i.e

\[
\phi_t(x,t) = \frac{\partial}{\partial x} \{ D\phi_x(x,t) - \frac{\chi\phi(x,t)\nu_x(x,t)}{1 + \nu(x,t)} - \rho\phi(x,t)\psi_x(x,t) \}, \tag{3.7}
\]

\[
\psi_t(x,t) = \beta\phi(x,t) - \gamma\phi(x,t)\psi(x,t), \tag{3.8}
\]

subject to the conditions

\[
\phi(0,t) = 0 = \phi(\pi,t),
\]

\[
\psi(0,t) = 0 = \psi(\pi,t),
\]

\[
\nu(0,t) = 0 = \nu(\pi,t),
\]

\[
\phi(x,0) = \psi(x,0) = \nu(x,0) = \sin x.
\]

The recurrence relations corresponding to the given system of partial differential equations after applying Laplace transform on both sides, we obtain

\[
\phi_{n+1}(x,s) = \phi_n(x,s) + \lambda_1 \{ s\phi_n(x,s) - \phi_0(x,0) \} + \lambda_2 \mathcal{L} \{ -D \frac{\partial}{\partial x} (\phi_n(x,t))_x \}
\]

\[
+ \lambda_3 \{ (\phi_n(x,t)(\nu_n(x,t))_t \} + \rho \frac{\partial}{\partial x} (\phi_n(x,t)(\psi_n(x,t))_x), \tag{3.10}
\]

\[
\psi_{n+1}(x,s) = \psi_n(x,s) + \lambda_2 \{ s\psi_n(x,s) - \psi_0(x,0) \} + \lambda_2 \mathcal{L} \{ -\phi_n(x,t) + \gamma \phi_n(x,t)\psi_n(x,t) \}, \tag{3.11}
\]

\[
\nu_{n+1}(x,s) = \nu_n(x,s) + \lambda_3 \{ s\nu_n(x,s) - \nu_0(x,0) \} + \lambda_3 \mathcal{L} \{ -\eta \phi_n(x,t)\nu_n(x,t) \}. \tag{3.12}
\]

Applying the variation, we have

\[
\delta\phi_{n+1}(x,t) = \delta\phi_n(x,t) + \lambda_1 \delta \{ s\phi_n(x,s) - \phi_0(x,0) \} + \lambda_2 \delta \mathcal{L} \{ -D \frac{\partial}{\partial x} (\phi_n(x,t))_x \}
\]

\[
+ \lambda_3 \delta \{ (\phi_n(x,t)(\nu_n(x,t))_t \} + \rho \frac{\partial}{\partial x} (\phi_n(x,t)(\psi_n(x,t))_x), \tag{3.13}
\]

\[
\delta\psi_{n+1}(x,t) = \delta\psi_n(x,t) + \lambda_2 \delta \{ s\psi_n(x,s) - \psi_0(x,0) \} + \lambda_2 \delta \mathcal{L} \{ -\beta \phi_n(x,t) + \gamma \phi_n(x,t)\psi_n(x,t) \}, \tag{3.14}
\]

\[
\delta\nu_{n+1}(x,t) = \delta\nu_n(x,t) + \lambda_3 \delta \{ s\nu_n(x,s) - \nu_0(x,0) \} + \lambda_3 \delta \mathcal{L} \{ -\eta \phi_n(x,t)\nu_n(x,t) \}. \tag{3.15}
\]

By using the optimality conditions, we get
and assuming that \( \delta \phi_n = 0, \delta u_n = 0, \delta v_n = 0 \) implies that \( \lambda_1 = \lambda_2 = \lambda_3 = \frac{-1}{s} \). Substituting the values in Eq.(3.10), Eq.(3.11) & Eq.(3.12), we have

\[
\psi_{n+1}(x,t) = \psi_n(x,t) - \frac{1}{s} \mathcal{L}\left\{ \frac{\partial \psi_n(x,t)}{\partial t} - \beta \phi_n(x,t) + \rho \phi_n(x,t)\psi_n(x,t) \right\},
\]

(3.14)

\[
\nu_{n+1}(x,t) = \nu_n(x,t) - \frac{1}{s} \mathcal{L}\left\{ \frac{\partial \nu_n(x,t)}{\partial t} + \eta \phi_n(x,t)\nu_n(x,t) \right\}.
\]

(3.15)

Taking inverse Laplace transform, we end up with the following recurrence relations

\[
\phi_{n+1}(x,t) = \phi_n(x,t) - \frac{1}{s} \mathcal{L}^{-1}\left\{ \frac{\partial \phi_n(x,t)}{\partial t} - D \frac{\partial}{\partial x} (\phi_n(x,t))_x + \chi \frac{\partial}{\partial x} \left( \frac{\phi_n(x,t)(\nu_n(x,t))}{1 + \nu_n(x,t)} \right) + \rho \frac{\partial}{\partial x} (\phi_n(x,t)\psi_n(x,t)) \right\},
\]

\[
\psi_{n+1}(x,t) = \psi_n(x,t) - \frac{1}{s} \mathcal{L}^{-1}\left\{ \frac{\partial \psi_n(x,t)}{\partial t} - \beta \phi_n(x,t) + \gamma \phi_n(x,t)\psi_n(x,t) \right\},
\]

\[
\nu_{n+1}(x,t) = \nu_n(x,t) - \frac{1}{s} \mathcal{L}^{-1}\left\{ \frac{\partial \nu_n(x,t)}{\partial t} + \eta \phi_n(x,t)\nu_n(x,t) \right\}.
\]

For \( n = 0, 1, 2, \cdots \), we get the successive pair of approximations \( (\phi_1, \psi_1, \nu_1), (\phi_2, \psi_2, \nu_2), \cdots \), where the initial approximation is \( \phi_0 = \psi_0 = \nu_0 = \sin x \). The first pair of approximations is

\[
\phi_1 = \sin x - \frac{t}{2(1 + \sin x)} \{ \chi + 2 \cos x + (2 \rho + \chi) \cos 2x - \rho \sin x - 2 \chi \sin x + \sin 2x + \rho \sin 3x \},
\]

\[
\psi_1 = \sin x - t(-\beta \sin x + \gamma \sin^2 x),
\]

\[
\nu_1 = \sin x - t\eta \sin^2 x.
\]

4. Conclusion

The Laplace Variational Method can be easily understand with only the basic knowledge of Advanced Calculus, even the reader has no background of calculus of variations in pure mathematics. The novel method (Laplace Variational Method) is simple and easy to apply in comparison with the traditional Variational Iteration Method. The advantage of this extended variational method is the Laplace
The transform helps to expedite the computational cost and can easily be applied to nonlinear biological systems using user friendly softwares such as Mathematica™ and Maple™.

References
[1] Podlubny I. The Laplace transform method for linear differential equations of the fractional order. arXiv preprint funct-an/9710005. 1997 Oct 30.
[2] Taiwo OA. A parameter expansion method for two-point nonlinear singularly-perturbed boundary value problems. International journal of computer mathematics. 1995 Jan 1;55(3-4):189-96.
[3] Odibat, Momani S. Application of variational iteration method to nonlinear differential equations of fractional order. International Journal of Nonlinear Sciences and Numerical Simulation. 2006;7(1):27-34.s
[4] Kumar S. A new fractional modeling arising in engineering sciences and its analytical approximate solution. Alexandria Engineering Journal. 2013 Dec 31;52(4):813-9.
[5] Yang XJ, Srivastava HM, Cattani C. Local fractional homotopy perturbation method for solving fractal partial differential equations arising in mathematical physics. Romanian Reports in Physics. 2015 Jan 1;67(3):752-61.
[6] Ganjiani M. Solution of nonlinear fractional differential equations using homotopy analysis method. Applied Mathematical Modelling. 2010 Jun 30;34(6):1634-41.
[7] Dehghan M, Manafian J, Saadatmandi A. Solving nonlinear fractional partial differential equations using the homotopy analysis method. Numerical Methods for Partial Differential Equations. 2010 Jan 1;26(2):448-79.
[8] He J. A new approach to nonlinear partial differential equations. Communications in Nonlinear Science and Numerical Simulation. 1997 Dec 1;2(4):230-5.
[9] He JH. Approximate analytical solution for seepage flow with fractional derivatives in porous media. Computer Methods in Applied Mechanics and Engineering. 1998 Dec 1;167(1-2):57-68.
[10] He JH. Approximate solution of nonlinear differential equations with convolution product nonlinearities. Computer methods in applied mechanics and engineering. 1998 Dec 1;167(1-2):69-73.
[11] Yang Y, Endreny TA, Nowak DJ. Application of advection-diffusion routing model to flood wave propagation: A case study on Big Piney River, Missouri USA. Journal of Earth Science. 2016 Feb 1;27(1):9-14.
[12] Zheng C, Wang PP. MT3DMS: a modular three-dimensional multispecies transport model for simulation of advection, dispersion, and chemical reactions of contaminants in groundwater systems; documentation and user's guide. ALABAMA UNIV UNIVERSITY; 1999 Dec.
[13] Yan Z, Zhang H. New explicit solitary wave solutions and periodic wave solutions for Whitham Broer Kaup equation in shallow water. Physics Letters A. 2001 Jul 9;285(5):355-62.
[14] Xie F, Yan Z, Zhang H. Explicit and exact traveling wave solutions of Whitham Broer Kaup shallow water equations. Physics Letters A. 2001 Jun 25;285(1):76-80.
[15] Riabov V, Gudima A, Wang N, Mickley A, Orekhov A, Kzhyshkowska J. Role of tumor associated macrophages in tumor angiogenesis and lymphangiogenesis. The regulation of angiogenesis by tissue cell-macrophage interactions. 2014 Mar 5:63.