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Abstract

Large scale optimization problems are ubiquitous in machine learning and data analysis and there is a plethora of algorithms for solving such problems. Many of these algorithms employ sub-sampling, as a way to either speed up the computations and/or to implicitly implement a form of statistical regularization. In this paper, we consider second-order iterative optimization algorithms, i.e., those that use Hessian as well as gradient information, and we provide bounds on the convergence of the variants of Newton’s method that incorporate uniform sub-sampling as a means to estimate the gradient and/or Hessian. Our bounds are non-asymptotic, i.e., they hold for finite number of data points in finite dimensions for finite number of iterations. In addition, they are quantitative and depend on the quantities related to the problem, i.e., the condition number. However, our algorithms are global and are guaranteed to converge from any initial iterate.

Using random matrix concentration inequalities, one can sub-sample the Hessian in a way that the curvature information is preserved. Our first algorithm incorporates such sub-sampled Hessian while using the full gradient. We also give additional convergence results for when the sub-sampled Hessian is regularized by modifying its spectrum or ridge-type regularization. Next, in addition to Hessian sub-sampling, we also consider sub-sampling the gradient as a way to further reduce the computational complexity per iteration. We use approximate matrix multiplication results from randomized numerical linear algebra (RandNLA) to obtain the proper sampling strategy. In all these algorithms, computing the update boils down to solving a large scale linear system, which can be computationally expensive. As a remedy, for all of our algorithms, we also give global convergence results for the case of inexact updates where such linear system is solved only approximately.

This paper has a more advanced companion paper [40] in which we demonstrate that, by doing a finer-grained analysis, we can get problem-independent bounds for local convergence of these algorithms and explore tradeoffs to improve upon the basic results of the present paper.
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1 Introduction

Large scale optimization problems arise frequently in machine learning and data analysis and there has been a great deal of effort to devise algorithms for efficiently solving such problems. Here, following many data-fitting applications, we consider the optimization problem of the form

$$\min_{x \in \mathbb{R}^p} F(x) = \frac{1}{n} \sum_{i=1}^{n} f_i(x),$$

(1)

where each $f_i : \mathbb{R}^p \rightarrow \mathbb{R}$ corresponds to an observation (or a measurement) which models the loss (or misfit) given a particular choice of the underlying parameter $x$. Examples of such optimization problems arise frequently in machine learning such as logistic regression, support vector machines, neural networks and graphical models. Many optimization algorithms have been developed to solve (1), [4, 35, 9]. Here, we consider the high dimensional regime where both $p$ and $n$ are very large, i.e., $n, p \gg 1$. In such high dimensional settings, the mere evaluation of the gradient or the Hessian can be computationally prohibitive. As a result, many of the classical deterministic optimization algorithms might prove to be inefficient, if applicable at all. In this light, there has been a great deal of effort to design stochastic variants which are efficient and can solve the modern “big data” problems. Many of these algorithms employ sub-sampling as a way to speed up the computations. For example, a particularly simple version of (1) is when the $f_i$’s are quadratics, in which case one has very over-constrained least squares problem. For these problems, randomized numerical linear algebra (RandNLA) has employed random sampling [29], e.g., sampling with respect to approximate leverage scores [19, 18]. Alternatively, one can perform a random projection followed by uniform sampling in the randomly rotated space [20]. In these algorithms, sampling is used to get a data-aware or data-oblivious subspace embedding, i.e., an embedding which preserves the geometry of the entire subspace, and as such, one can get strong relative-error bounds of the solution. Moreover, implementations of algorithms based on those ideas have been shown to beat state-of-the-art numerical routines [3, 33, 50]. For more general optimization problems of the form of (1), optimization algorithms are common, and within the class of first order methods, i.e., those which only use gradient information, there are many corresponding results. However, within second order methods, i.e., the ones that use both the gradient and the Hessian information, one has yet to devise globally convergent algorithms with non-asymptotic convergence guarantees. We do that here. In particular, we present sub-sampled “Newton-type” algorithms which are global and are guaranteed to converge from any initial iterate. Subsequently, we give convergence guarantees which are non-asymptotic, i.e., they hold for finite number of data points in finite dimensions for finite number of iterations.

The rest of this paper is organized as follows: in Section 1.1, we first give a very brief background on the general methodology for optimizing (1). The notation and the assumptions used in this paper are given in Section 1.2. The contributions of this paper are listed in Section 1.3. Section 1.4 surveys the related work. Section 2 gives global convergence results for the case where only the Hessian is sub-sampled while the full gradient is used.
In particular, Section 2.1.1 gives a linearly convergent global algorithm with exact update, whereas Section 2.1.2 gives a similar result for the case when approximate solution of the linear system is used as search direction. The case where the gradient, as well as Hessian, is sub-sampled is treated in Section 3. More specifically, Section 3.1.1 gives a globally convergent algorithm with linear rate with exact update, whereas Section 3.1.2 addresses the algorithm with inexact updates. A few examples from generalized linear models (GLM), a very popular class of problems in machine learning community, as well as numerical simulations are given in Section 4. Conclusions and further thoughts are gathered in Section 5. All proofs are given in the appendix.

1.1 General Background

For optimizing (1), the standard deterministic or full gradient method, which dates back to Cauchy [13], uses iterations of the form

\[ x^{(k+1)} = x^{(k)} - \alpha_k \nabla F(x^{(k)}) , \]

where \( \alpha_k \) is the step size at iteration \( k \). However, when \( n \gg 1 \), the full gradient method can be inefficient because its iteration cost scales linearly in \( n \). In addition, when \( p \gg 1 \) or when each individual \( f_i \) are complicated functions (e.g., evaluating each \( f_i \) may require the solution of a partial differential equation), the mere evaluation of the gradient can be computationally prohibitive. Consequently, stochastic variant of full gradient descent, e.g., (mini-batch) stochastic gradient descent (SGD) was developed \([39, 8, 26, 5, 7, 14]\). In such methods a subset \( S \subset \{1, 2, \cdots, n\} \) is chosen at random and the update is obtained by

\[ x^{(k+1)} = x^{(k)} - \alpha_k \sum_{j \in S} \nabla f_j(x^{(k)}) . \]

When \( |S| \ll n \) (e.g., \( |S| = 1 \) for simple SGD), the main advantage of such stochastic gradient methods is that the iteration cost is independent of \( n \) and can be much cheaper than the full gradient methods, making them suitable for modern problems with large \( n \).

The above class of methods are among what is known as first-order methods where only the gradient information is used at every iteration. One attractive feature of such class of methods is their relatively low per-iteration-cost. Despite the low per-iteration-cost of first order methods, in almost all problems, incorporating curvature information (e.g., Hessian) as a form of scaling the gradient, i.e.,

\[ x^{(k+1)} = x^{(k)} - \alpha_k D_k \nabla F(x^{(k)}) , \]

can significantly improve the convergence rate. Such class of methods which take the curvature information into account are known as second-order methods, and compared to first-order methods, they enjoy superior convergence rate in both theory and practice. This is so since there is an implicit local scaling of coordinates at a given \( x \), which is determined by the local curvature of \( F \). This local curvature in fact determines the condition number of a
Consequently, by taking the curvature information into account (e.g., in the form of
the Hessian), second order methods can rescale the gradient direction so it is a much more
“useful” direction to follow. This is in contrast to first order methods which can only scale
the gradient uniformly for all coordinates. Such second order information have long been
used in many machine learning applications [6, 51, 27, 31, 10, 11].

The canonical example of second order methods, i.e., Newton’s method [35, 9, 37], is with
\( D_k \) taken to be the inverse of the full Hessian and \( \alpha_k = 1 \), i.e.,
\[
    x^{(k+1)} = x^{(k)} - [\nabla^2 F(x^{(k)})]^{-1} \nabla F(x^{(k)}).
\]

It is well known that for smooth and strongly convex function \( F \), the Newton direction is
always a descent direction and by introducing a step-size, \( \alpha_k \), it is possible to guarantee
the global convergence (by globally convergent algorithm, it is meant an algorithm that
approaches the optimal solution starting from any initial point). In addition, for cases where \( F \)
is not strongly convex, the Levenberg-Marquardt type regularization, [25, 30], of the Hessian
can be used to obtain globally convergent algorithm. An important property of Newton’s
method is scale invariance. More precisely, for some new parametrization \( \tilde{x} = Ax \) for some
invertible matrix \( A \), the optimal search direction in the new coordinate system is \( \tilde{p} = Ap \)
where \( p \) is the original optimal search direction. By contrast, the search direction produced
by gradient descent behaves in an opposite fashion as \( \tilde{p} = A^{-T}p \). Such scale invariance
property is important to more effectively optimize poorly scaled parameters; see [31] for a
very nice and intuitive explanation of this phenomenon.

However, when \( n, p \gg 1 \), the per-iteration-cost of such algorithm is significantly higher
than that of first-order methods. As a result, a line of research is to try to construct an
approximation of the Hessian in a way that the update is computationally feasible, and
yet, still provides sufficient second order information. One such class of methods are quasi-
Newton methods, which are a generalization of the secant method to find the root of the
first derivative for multidimensional problems. In such methods, the approximation to the
Hessian is updated iteratively using only first order information from the gradients and the
iterates through low-rank updates. Among these methods, the celebrated Broyden-Fletcher-
Goldfarb-Shanno (BFGS) algorithm [37] and its limited memory version (L-BFGS) [36, 28],
are the most popular and widely used members of this class. Another class of methods for
approximating the Hessian is based on sub-sampling where the Hessian of the full function \( F \)
is estimated using that of the randomly selected subset of functions \( f_i \), [10, 11, 21, 31]. More
precisely, a subset \( \mathcal{S} \subset \{1, 2, \cdots, n\} \) is chosen at random and, if the sub-sampled matrix is
invertible, the update is obtained by
\[
    x^{(k+1)} = x^{(k)} - \alpha_k \left[ \sum_{j \in \mathcal{S}} \nabla^2 f_j(x^{(k)}) \right]^{-1} \nabla F(x^{(k)}), \quad (2a)
\]

In fact, sub-sampling can also be done for the gradient, obtaining a fully stochastic iteration
\[
    x^{(k+1)} = x^{(k)} - \alpha_k \left[ \sum_{j \in \mathcal{S}_H} \nabla^2 f_j(x^{(k)}) \right]^{-1} \sum_{j \in \mathcal{S}_g} \nabla f_j(x^{(k)}), \quad (2b)
\]
where $S_g$ and $S_H$ are sample sets used for approximating the Hessian and the gradient, respectively. The variants (2) are what we call *sub-sampled Newton methods* in this paper.

This paper has a companion paper [40], henceforth called SSN2, which considers the technically-more-sophisticated local convergence rates for sub-sampled Newton methods (by local convergence, it is meant that the initial iterate is close enough to a local minimizer at which the sufficient conditions hold). However, here, we only concentrate on designing such algorithms with global convergence guarantees. In doing so, we need to ensure the following requirements:

(R.1) Our sampling strategy needs to provide a sample size $|S|$ which is independent of $n$, or at least smaller. Note that this is the same requirement as in SSN2 [40, (R.1)]. However, as a result of the simpler goals of the present paper, we will show that, comparatively, a much smaller sample size can be required here than that used in SSN2 [40].

(R.2) In addition, any such method must, at least probabilistically, ensure that the sub-sampled matrix is invertible. If the gradient is also sub-sampled, we need to ensure that sampling is done in a way to keep as much of this first order information as possible. Note that unlike SSN2 [40, (R.2)] where we require a strong spectrum-preserving property, here, we only require the much weaker invertibility condition, which is enough to yield global convergence.

(R.3) We need to ensure that our designed algorithms are globally convergent and approach the optimum starting from any initial guess. In addition, we require to have bounds which yield explicit convergence rate as opposed to asymptotic results. Note that unlike SSN2 [40, (R.3)] where our focus is on speed, here, we mainly require global convergence guarantees.

(R.4) For $p \gg 1$, even when the sub-sampled Hessian is invertible, computing the update at each iteration can indeed pose a significant computational challenge. More precisely, it is clear from (2) that to compute the update, sub-sampled Newton methods require the solution of a linear system, which regardless of the sample size, can be the bottleneck of the computations. Solving such systems *inexactly* can further improve the computational efficiency of sub-sampled algorithms. Hence, it is imperative to allow for approximate solutions and still guarantee convergence.

In this paper, we give global convergence rates for sub-sampled Newton methods, addressing challenges (R.1), (R.2), (R.3) and (R.4). As a result, the local rates of the companion paper, SSN2 [40], coupled with the global convergence guarantees presented here, provide globally convergent algorithms with *fast* and *problem-independent* local rates (e.g., see Theorems 2 and 7). To the best of our knowledge, the present paper and SSN2 [40] are the very first to thoroughly and quantitatively study the convergence behavior of such sub-sampled second order algorithms, in a variety of settings.
1.2 Notation and Assumptions

Throughout the paper, vectors are denoted by bold lowercase letters, e.g., \( \mathbf{v} \), and matrices or random variables are denoted by regular upper case letters, e.g., \( V \), which is clear from the context. For a vector \( \mathbf{v} \), and a matrix \( V \), \( \| \mathbf{v} \| \) and \( \| V \| \) denote the vector \( \ell_2 \) norm and the matrix spectral norm, respectively, while \( \| V \|_F \) is the matrix Frobenius norm. \( \nabla f(\mathbf{x}) \) and \( \nabla^2 f(\mathbf{x}) \) are the gradient and the Hessian of \( f \) at \( \mathbf{x} \), respectively and \( \mathbb{I} \) denotes the identity matrix. For two symmetric matrices \( A \) and \( B \), \( A \succeq B \) indicates that \( A - B \) is symmetric positive semi-definite. The superscript, e.g., \( \mathbf{x}^{(k)} \), denotes iteration counter and \( \ln(x) \) is the natural logarithm of \( x \). Throughout the paper, \( S \) denotes a collection of indices from \( \{1, 2, \ldots, n\} \), with potentially repeated items and its cardinality is denoted by \( |S| \).

For our analysis throughout the paper, we make the following blanket assumptions: we require that each \( f_i \) is twice-differentiable, smooth and convex, i.e., for some \( 0 < K_i < \infty \) and \( \forall \mathbf{x} \in \mathbb{R}^p \)

\[
0 \leq \nabla^2 f_i(\mathbf{x}) \preceq K_i \mathbb{I}. \tag{3a}
\]

We also assume that \( F \) is smooth and strongly convex, i.e., for some \( 0 < \gamma \leq K < \infty \) and \( \forall \mathbf{x} \in \mathbb{R}^p \)

\[
\gamma \mathbb{I} \preceq \nabla^2 F(\mathbf{x}) \preceq K \mathbb{I}. \tag{3b}
\]

Note that Assumption (3b) implies uniqueness of the minimizer, \( \mathbf{x}^* \), which is assumed to be attained. The quantity

\[
\kappa := \frac{K}{\gamma}, \tag{4}
\]

is known as the condition number of the problem.

For an integer \( 1 \leq q \leq n \), let \( Q \) be the set of indices corresponding to \( q \) largest \( K_i \)'s and define the “sub-sampling” condition number as

\[
\kappa_q := \frac{\hat{K}_q}{\gamma}, \tag{5}
\]

where

\[
\hat{K}_q := \frac{1}{q} \sum_{j \in Q} K_j. \tag{6}
\]

It is easy to see that for any two integers \( q \) and \( r \) such that \( 1 \leq q \leq r \leq n \), we have \( \kappa \leq \kappa_r \leq \kappa_q \). Finally, define

\[
\tilde{\kappa} := \begin{cases} 
\kappa_1, & \text{If sample } S \text{ is drawn with replacement} \\
\kappa_{|S|}, & \text{If sample } S \text{ is drawn without replacement} 
\end{cases}
\tag{7}
\]

where \( \kappa_1 \) and \( \kappa_{|S|} \) are as in (5).
1.3 Contributions

The contributions of this paper can be summarized as follows:

(1) Under the above assumptions, we propose various globally convergent algorithms. These algorithms are guaranteed to approach the optimum, regardless of their starting point. Our algorithms are designed for the following settings.

   (i) Algorithm 1 practically implements (2a). In other words, we incorporate sub-sampled Hessian while the full gradient is used. Theorem 1 establishes the global convergence of Algorithm 1.

   (ii) Algorithms 2 and 3, are modifications of Algorithm 1 in which the sub-sampled Hessian is regularized by modifying its spectrum or by Levenberg-type regularization (henceforth called ridge-type regularization), respectively. Such regularization can be used to guarantee global convergence, in the absence of positive definiteness of the full Hessian. Theorems 4 and 5 as well as Corollaries 1 and 2 guarantee global convergence of these algorithms.

   (iii) Algorithm 4 is the implementation of the fully stochastic formulation (2b), in which the gradient as well the Hessian is sub-sampled. The global convergence of Algorithm 4 is guaranteed by Theorem 6.

(2) For all of these algorithms, we give quantitative convergence results, i.e., our bounds contain an actual worst-case convergence rate. Our bounds here depend on problem dependent factors, i.e., condition numbers $\kappa$ and $\tilde{\kappa}$, and hold for a finite number of iterations. When these results are combined with those in SSN2 [40], we obtain local convergence rates which are problem-independent; see Theorems 2 and 7. These connections guarantee that our proposed algorithms here, have a much faster convergence rates, at least locally, than what the simpler theorems in this paper suggest.

(3) For all of our algorithms, we present analysis for the case of inexact update where the linear system is solved only approximately, to a given tolerance. In addition, we establish criteria for the tolerance to guarantee faster convergence rate. The results of Theorems 3, 4, 5, and 8 give global convergence of the corresponding algorithms with inexact updates.

1.4 Related Work

The results of Section 2 offer computational efficiency for the regime where both $n$ and $p$ are large. However, it is required that $n$ is not so large as to make the gradient evaluation prohibitive. In such regime (where $n, p \gg 1$ but $n$ is not too large), similar results can be found in [10, 31, 38, 21]. The pioneering work in [10] establishes, for the first time, the convergence of Newton’s method with sub-sampled Hessian and full gradient. There, two sub-sampled Hessian algorithms are proposed, where one is based on a matrix-free inexact
Newton iteration and the other incorporates a preconditioned limited memory BFGS iteration. However, the results are asymptotic, i.e., for \( k \to \infty \), and no quantitative convergence rate is given. In addition, convergence is established for the case where each \( f_i \) is assumed to be strongly convex. Within the context of deep learning, [31] is the first to study the application of a modification of Newton’s method. It suggests a heuristic algorithm where at each iteration, the full Hessian is approximated by a relatively large subset of \( \nabla^2 f_i \)'s, i.e. a “mini-batch”, and the size of such mini-batch grows as the optimization progresses. The resulting matrix is then damped in a Levenberg-Marquardt style, [25, 30], and conjugate gradient, [46], is used to approximately solve the resulting linear system. The work in [38] is the first to use “sketching” within the context of Newton-like methods. The authors propose a randomized second-order method which is based on performing an approximate Newton step using a randomly sketched Hessian. In addition to a few local convergence results, the authors give global convergence rate for self-concordant functions. However, their algorithm is specialized to the cases where some square root of the Hessian matrix is readily available, i.e., some matrix \( C(x) \in \mathbb{R}^{s \times p} \), such that \( \nabla^2 F(x) = C^T(x)C(x) \). Local convergence rate for the case where the Hessian is sub-sampled is first established in [21]. The authors suggest an algorithm, where at each iteration, the spectrum of the sub-sampled Hessian is modified as a form of regularization and give locally linear convergence rate.

The results of Section 3, can be applied to more general setting where \( n \) can be arbitrarily large. This is so since sub-sampling the gradient, in addition to that of the Hessian, allows for iteration complexity, which can be much smaller than \( n \). Within the context of first order methods, there has been numerous variants of gradient sampling from a simple stochastic gradient descent, [39], to the most recent improvements by incorporating the previous gradient directions in the current update [43, 45, 7, 24]. For second order methods, such sub-sampling strategy has been successfully applied in large scale non-linear inverse problems [16, 41, 1, 49, 22]. However, to the best of our knowledge, Section 3 offers the first quantitative and global convergence results for such sub-sampled methods.

Finally, inexact updates have been used in many second-order optimization algorithms; see [12, 15, 42, 34, 44] and references therein.

2 Sub-Sampling Hessian

For the optimization problem (1), at each iteration, consider picking a sample of indices from \( \{1, 2, \ldots, n\} \), uniformly at random with or without replacement. Let \( S \) and \(|S|\) denote the sample collection and its cardinality, respectively and define

\[
H(x) := \frac{1}{|S|} \sum_{j \in S} \nabla^2 f_j(x),
\]

(8)
to be the sub-sampled Hessian. As mentioned before in Section 1.1, in order for such sub-sampling to be useful, we need to ensure that the sample size \(|S|\) satisfies the requirement (R.1), while \( H(x) \) is invertible as mentioned in (R.2). Below, we make use of random matrix concentration inequalities to probabilistically guarantee such properties.
Lemma 1 (Uniform Hessian Sub-Sampling)
Given any \(0 < \epsilon < 1\), \(0 < \delta < 1\), and \(x \in \mathbb{R}^p\), if

\[
|S| \geq \frac{2\kappa_1 \ln(p/\delta)}{\epsilon^2},
\]

then for \(H(x)\) defined in (8), we have

\[
\Pr \left( (1 - \epsilon)\gamma \leq \lambda_{\min}(H(x)) \right) \geq 1 - \delta,
\]

where \(\gamma\) and \(\kappa_1\) are defined in (3b) and (5), respectively.

Hence, depending on \(\kappa_1\), the sample size \(|S|\) can be smaller than \(n\). In addition, we can always probabilistically guarantee that the sub-sampled Hessian is uniformly positive definite and, consequently, the direction given by it, indeed, yields a direction of descent.

It is important to note that the sufficient sample size, \(|S|\), here grows only linearly in \(\kappa_1\), i.e., \(\Omega(\kappa_1)\), as opposed to quadratically, i.e., \(\Omega(\kappa_1^2)\), in [40, 21]. In fact, it might be worth elaborating more on the differences between the above sub-sampling strategy and that of SSN2 [40, Lemmas 1, 2, and 3]. These differences, in fact, boil down to the differences between the requirement (R.2) and the corresponding one in SSN2 [40, Section 1.1, (R.2)].

As a result of a “coarser-grained” analysis in the present paper and in order to guarantee global convergence, we only require that the sub-sampled Hessian is uniformly positive definite. Consequently, Lemma 1 require a smaller sample size, i.e., in the order of \(\kappa_1\) vs. \(\kappa_1^2\) for SSN2 [40, Lemma 1, 2, and 3], while delivering a much weaker guarantee about the invertibility of the sub-sampled Hessian. In contrast, for the finer-grained analysis in SSN2 [40], we needed a much stronger guarantee to preserve the spectrum of the true Hessian, and not just simple invertibility.

2.1 Globally Convergent Newton with Hessian Sub-Sampling

In this section, we give a globally convergent algorithms with Hessian sub-sampling which, starting from any initial iterate \(x^{(0)} \in \mathbb{R}^p\), converges to the optimal solution. Such algorithm for the unconstrained problem and when each \(f_i\) is smooth and strongly convex is given in the pioneering work [10]. Using Lemma 1, we now give such a globally-convergent algorithm under a milder assumption (3b), where strong convexity is only assumed for \(F\).

In Section 2.1.1, we first present an iterative algorithm in which, at every iteration, the linear system in (2a) is solved exactly. In Section 2.1.2, we then present a modified algorithm where such step is done only approximately and the update is computed inexactly, to within a desired tolerance. Finally, Section 2.2 will present algorithms in which the sub-sampled Hessian is regularized through modifying its spectrum or ridge-type regularization. For this
latter section, the algorithms are given for the case of inexact update as extensions to exact solve is straightforward. The proofs of all the results are given in the appendix.

2.1.1 Exact update

For the sub-sampled Hessian \( H(x^{(k)}) \), consider the update

\[
x^{(k+1)} = x^{(k)} + \alpha_k p_k,
\]

where

\[
p_k = -[H(x^{(k)})]^{-1}\nabla F(x^{(k)}),
\]

and

\[
\alpha_k = \arg \max \alpha \quad \text{s.t. } \alpha \leq \tilde{\alpha} \quad \text{such that } F(x^{(k)} + \alpha p_k) \leq F(x^{(k)}) + \alpha \beta p_k^T \nabla F(x^{(k)}),
\]

for some \( \beta \in (0, 1) \) and \( \tilde{\alpha} \geq 1 \). Recall that (11c) can be approximately solved using various methods such as Armijo backtracking line search [2].

**Algorithm 1** Globally Convergent Newton with Hessian Sub-Sampling

1: **Input:** \( x^{(0)} \), \( 0 < \delta < 1 \), \( 0 < \epsilon < 1 \), \( 0 < \beta < 1 \), \( \tilde{\alpha} \geq 1 \)

2: - Set the sample size, \( |S| \), with \( \epsilon \) and \( \delta \) as in (9)

3: for \( k = 0, 1, 2, \cdots \) until termination do

4: - Select a sample set, \( S \), of size \( |S| \) and form \( H(x^{(k)}) \) as in (8)

5: - Update \( x^{(k+1)} \) as in (11) with \( H(x^{(k)}) \)

6: end for

**Theorem 1 (Global Convergence of Algorithm 1)**

Let Assumptions (3) hold. Using Algorithm 1 with any \( x^{(k)} \in \mathbb{R}^p \), with probability \( 1 - \delta \), we have

\[
F(x^{(k+1)}) - F(x^*) \leq (1 - \rho)(F(x^{(k)}) - F(x^*)),
\]

where

\[
\rho = \frac{2 \alpha_k \beta}{\tilde{\kappa}},
\]

and \( \tilde{\kappa} \) is defined as in (7). Moreover, the step size is at least

\[
\alpha_k \geq \frac{2(1 - \beta)(1 - \epsilon)}{\kappa},
\]

where \( \kappa \) is defined as in (4).
Theorem 1 guarantees global convergence with at least a linear rate which depends on the quantities related to the specific problem. In SSN2 [40], we have shown, through a finer grained analysis, that the locally linear convergence rate of such sub-sampled Newton method with a constant step size $\alpha_k = 1$ is indeed problem independent. In fact, it is possible to combine both results to obtain a globally convergent algorithm with a locally linear and problem-independent rate, which is indeed much faster than what Theorem 1 implies.

**Theorem 2 (Global Conv. of Alg. 1 with Problem-Independent Local Rate)**

Let Assumptions (3) hold and each $f_i$ have a Lipschitz continuous Hessian as

$$\|\nabla^2 f_i(x) - \nabla^2 f_i(y)\| \leq L\|x - y\|, \quad i = 1, 2, \ldots, n. \tag{13}$$

Consider any $0 < \rho_0 < \rho_1 < 1$. Using Algorithm 1 with any $x^{(0)} \in \mathbb{R}^p$, $\tilde{\alpha} = 1$, $0 < \beta < 1/2$ and

$$\epsilon \leq \min \left\{ \frac{(1 - 2\beta)}{2(1 - \beta)}, \frac{\rho_0}{4(1 + \rho_0)\sqrt{\kappa_1}} \right\},$$

after

$$k \geq \ln \left( \frac{2(1 - \epsilon)^2 \gamma^4 (\rho_1 - \rho_0)^2 (1 - 2\epsilon - 2(1 - \epsilon)\beta)^2}{KL^2 (F(x^{(0)}) - F(x^*))} \right) / \ln \left( 1 - \frac{4\beta(1 - \beta)(1 - \epsilon)}{\tilde{\kappa}\kappa} \right) \tag{14}$$

iterations, with probability $(1 - \delta)^k$ we get “problem-independent” $Q$-linear convergence, i.e.,

$$\|x^{(k+1)} - x^*\| \leq \rho_1\|x^{(k)} - x^*\|, \tag{15}$$

where $\kappa$, $\kappa_1$ and $\tilde{\kappa}$ are defined in (4), (5) and (7), respectively. Moreover, the step size of $\alpha_k = 1$ is selected in (11c) for all subsequent iterations.

In fact, it is even possible to obtain a globally convergent algorithm with locally super-linear rate of convergence using Algorithm 1 with iteration dependent $\epsilon^{(k)}$ as

$$\epsilon^{(k)} \leq \frac{\epsilon^{(k)}}{4\sqrt{\kappa_1}},$$

where $\epsilon^{(k)}$ is chosen as in SSN2 [40, Theorem 3 or 4]. The details are similar to Theorem 2 and are omitted here.

2.1.2 Inexact update

In many situations, where finding the exact update, $p_k$, in (11b) is computationally expensive, it is imperative to be able to calculate the update direction $p_k$ only approximately. Such
inexactness can indeed reduce the computational costs of each iteration and is particularly beneficial when the iterates are far from the optimum. This makes intuitive sense because, if the current iterate is far from $x^*$, it may be computationally wasteful to exactly solve for $p_k$ in (11b). Such inexact updates have been used in many second-order optimization algorithms, e.g. [12, 15, 42]. Here, in the context of uniform sub-sampling, we give similar global results using inexact search directions inspired by [12].

For computing the search direction, $p_k$, consider the linear system $H(x^{(k)})p_k = -\nabla F(x^{(k)})$ at $k$th iteration. Instead, in order to allow for inexactness, one can solve the linear system such that for some $0 \leq \theta_1, \theta_2 < 1$, $p_k$ satisfies

$$
\|H(x^{(k)})p_k + \nabla F(x^{(k)})\| \leq \theta_1 \|\nabla F(x^{(k)})\|, \quad (16a)
$$

$$
p_k^T \nabla F(x^{(k)}) \leq -(1 - \theta_2)p_k^T H(x^{(k)})p_k. \quad (16b)
$$

The condition (16a) is the usual relative residual of the approximate solution. However, for a given $\theta_1$, any $p_k$ satisfying (16a) might not necessarily result in a descent direction. As a result, condition (16b) ensures that such a $p_k$ is always a direction of descent. Note that given any $0 \leq \theta_1, \theta_2 < 1$, one can always find a $p_k$ satisfying (16) (e.g., the exact solution always satisfies (16)).

**Theorem 3 (Global Convergence of Algorithm 1: Inexact Update)**

Let Assumptions (3) hold. Also let $0 \leq \theta_1 < 1$ and $0 \leq \theta_2 < 1$ be given. Using Algorithm 1 with any $x^{(k)} \in \mathbb{R}^p$, and the “inexact” update direction (16) instead of (11b), with probability $1 - \delta$, we have that (12) holds where

(i) if $\theta_1 \leq \sqrt{\frac{(1 - \epsilon)}{4\kappa}}$

then $\rho = \frac{\alpha_k \beta}{\bar{\kappa}}$,

(ii) otherwise $\rho = 2(1 - \theta_2)(1 - \theta_1)^2(1 - \epsilon)\frac{\alpha_k \beta}{\bar{\kappa}^2}$,

with $\bar{\kappa}$ defined as in (7). Moreover, for both cases, the step size is at least

$$
\alpha_k \geq \frac{2(1 - \theta_2)(1 - \beta)(1 - \epsilon)}{\kappa},
$$

where $\kappa$ is defined as in (4).

**Comment 1:** Theorem 3 indicates that, in order to guarantee a faster convergence rate, the linear system needs to be solved to a “small-enough” accuracy, which is in the order of $O(\sqrt{1/\bar{\kappa}})$. In other words, the degree of accuracy inversely depends on the square root of the
sub-sampling condition number and the larger the condition number, $\bar{\kappa}$, the more accurately we need to solve the linear system. However, it is interesting to note that using a tolerance of order $\mathcal{O}(\sqrt{1/\bar{\kappa}})$, we can still guarantee a similar global convergence rate as that of the algorithm with exact updates!

**Comment 2:** The dependence of the guarantees of Theorem 3 on the inexactness parameters, $\theta_1$ and $\theta_2$, is indeed intuitive. The minimum amount of decrease in the objective function is mainly dependent on $\theta_1$, i.e., the accuracy of the linear system solve. On the other hand, the dependence of the step size, $\alpha_k$, on $\theta_2$ indicates that the algorithm can take larger steps along a search direction, $p_k$, that points more accurately towards the direction of the largest rate of decrease, i.e., $p_k^T \nabla F(x^{(k)})$ is more negative which means that $p_k$ points more accurately in the direction of $-\nabla F(x^{(k)})$. As a result, the more exactly we solve for $p_k$, the larger the step that the algorithm might take and the larger the decrease in the objective function. However, the cost of any such calculation at each iteration might be expensive. As a result, there is a trade-off between accuracy for computing the update in each iteration and the overall progress of the algorithm.

### 2.2 Modifying the Sample Hessian

As mentioned in the introduction, if $F$ is not strongly convex, it is still possible to obtain globally convergent algorithms. This is done through regularization of the Hessian of $F$ to ensure that the resulting search direction is indeed a direction of descent. Even when $F$ is strongly convex, the use of regularization can still be beneficial. Indeed, the lower bound for the step size in Theorems 1 and 3 imply that a small $\gamma$ can potentially slow down the initial progress of the algorithm. More specifically, small $\gamma$ might force the algorithm to adopt small step sizes, at least in the early stages of the algorithm. This observation is indeed reinforced by the composite nature of error recursions obtained in SSN2 [40]. In particular, it has been shown in SSN2 [40] that in the early stages of the algorithm, when the iterates are far from the optimum, the error recursion is dominated by a quadratic term which transitions to a linear term as the iterates get closer to the optimum. However, unlike the linear term, the quadratic term is negatively affected by the small values of $\gamma$. In other words, small $\gamma$ can hinder the initial progress and even using the full Hessian cannot address this issue. As a result, one might resort to regularization of the (estimated) Hessian to improve upon the initial slow progress. Here, we explore two strategies for such regularization which are incorporated as part of our algorithms. The results are given for when (11b) is solved approximately with a “small-enough” tolerance and for the case of sub-sampling without replacement. Extensions to arbitrary tolerance as well as sampling with replacement is as before and straightforward.

#### 2.2.1 Spectral Regularization

In this section, we follow the ideas presented in [21], by accounting for such a potentially negative factor $\gamma$, through a regularization of eigenvalue distribution of the sub-sampled
Hessian. More specifically, for some \( \lambda \geq 0 \), let
\[
\hat{H} := \mathcal{P}(\lambda; H),
\]
where \( \mathcal{P}(\lambda; H) \) is an operator which is defined as
\[
\mathcal{P}(\lambda; H) := \lambda I + \arg \max_{X \succeq 0} \| H - \lambda I - X \|_F.
\]
The operation (17) can be equivalently represented as
\[
\mathcal{P}(\lambda; H) = \sum_{i=1}^{p} \max \{ \lambda_i(H), \lambda \} v_i v_i^T,
\]
with \( v_i \) being the \( i \)th eigenvector of \( H \) corresponding to the \( i \)th eigenvalue, \( \lambda_i(H) \). Operation (17) can be performed using truncated SVD (TSVD). Note that although TSVD can be done through standard methods, faster randomized alternatives exist which provide accurate approximations to TSVD much more efficiently [23].

**Algorithm 2** Globally Convergent Newton with Hessian Sub-Sampling and Spectral Regularization

1. **Input:** \( x^{(0)} \), 0 < \( \beta < 1 \), \( \hat{\alpha} \geq 1 \)
2. - Set any sample size, \( |S| \geq 1 \)
3. **for** \( k = 0, 1, 2, \cdots \) until termination **do**
4. - Select a sample set, \( S \), of size \( |S| \) and form \( H(x^{(k)}) \) as in (8)
5. - Compute \( \lambda_{\min}(H(x^{(k)})) \)
6. - Set \( \lambda^{(k)} > \lambda_{\min}(H(x^{(k)})) \)
7. - \( \hat{H}(x^{(k)}) \) as in (17) with \( \lambda \)
8. - Update \( x^{(k+1)} \) as in (11) with \( \hat{H}(x^{(k)}) \)
9. **end for**

As a result of Steps 5–7 in Algorithm 2, the regularized sub-sampled matrix, \( \hat{H}(x^{(k)}) \), is always positive definite with minimum eigenvalue \( \lambda^{(k)} > 0 \). Consequently, just to obtain global convergence, there is no need to resort to sampling Lemma 1 to ensure invertibility of the sub-sampled matrix. In fact, such regularization guarantees the global convergence of Algorithm 2, even in the absence of strong convexity assumption (3b). Theorem 4 gives such a result for Algorithm 2 in the case of inexact update.

**Theorem 4 (Global Convergence of Algorithm 2: Arbitrary Sample Size)**

Let Assumption (3a) hold and 0 < \( \theta_2 < 1 \) be given. Using Algorithm 2 with sampling without replacement, for any \( x^{(k)} \in \mathbb{R}^p \) and the “inexact” update direction (16) instead of (11b), if
\[
\theta_1^{(k)} \leq \frac{1}{2} \sqrt{\frac{\lambda^{(k)}}{\max\{\lambda^{(k)}, \hat{K}_{|S|}\}}},
\]

\[
\theta_1^{(k)} \leq \frac{1}{2} \sqrt{\frac{\lambda^{(k)}}{\max\{\lambda^{(k)}, \hat{K}_{|S|}\}}},
\]
we have
\[ F(x^{(k+1)}) \leq F(x^{(k)}) - \frac{\alpha_k \beta}{2 \max \{ \hat{K}_{|S|}, \lambda^{(k)} \}} \| \nabla F(x^{(k)}) \|^2, \]
where \( \hat{K}_{|S|} \) is defined as in (6). If in addition, Assumption (3b) holds, then we have (12) with
\[ \rho = \frac{\alpha_k \beta \gamma}{\max \{ \hat{K}_{|S|}, \lambda^{(k)} \}}. \]
Moreover, for both cases, the step size is at least
\[ \alpha_k \geq \frac{2(1 - \theta_2)(1 - \beta)(1 - \epsilon)}{\kappa}. \]

If Assumption (3b) holds, the main issue with using arbitrary sample size is that if \(|S|\) is not large enough, then \( H(x^{(k)}) \) might be (nearly) singular, i.e., \( \lambda_{\min}(H(x^{(k)})) \approx 0 \). This issue will in turn necessitate a heavier regularization, i.e., larger \( \lambda^{(k)} \). Otherwise, having \( \lambda^{(k)} \ll 1 \) implies a more accurate update, i.e., smaller \( \theta_1^{(k)} \), and/or a smaller step-size (see the upper bound for \( \theta_1^{(k)} \) and the lower bound for \( \alpha_k \) in Theorem 4). As a result, if Assumption (3b) holds, it might be beneficial to use Lemma 1 to, at least, guarantee that the sufficient upper bound for \( \theta_1^{(k)} \) is always bounded away from zero and minimum step-size is independent of regularization. Indeed, in Corollary 1 since \( \lambda^{(k)} > (1 - \epsilon)\gamma \), the sufficient upper bound for the inexactness tolerance, \( \theta_1^{(k)} \), is always larger than \( 0.5 \sqrt{(1 - \epsilon)/\bar{\kappa}} \).

**Corollary 1 (Global Convergence of Algorithm 2: Sampling as in Lemma 1)**

Let Assumptions (3) hold. Also let \( 0 < \epsilon < 1, 0 < \delta < 1 \) and \( 0 < \theta_2 < 1 \) be given. For any \( x^{(k)} \in \mathbb{R}^p \), using Algorithm 2 with \( S \) chosen without replacement as in Lemma 1, and the “inexact” update direction (16) instead of (11b), if
\[ \theta_1^{(k)} \leq \frac{1}{2} \sqrt{\frac{\lambda^{(k)}}{\max \{ \lambda^{(k)}, \hat{K}_{|S|} \}}}, \]
we have (12) with
\[ \rho = \frac{\alpha_k \beta \gamma}{\max \{ \hat{K}_{|S|}, \lambda^{(k)} \}}, \]
where \( \hat{K}_{|S|} \) is defined as in (6). Moreover, with probability \( 1 - \delta \), the step size is at least
\[ \alpha_k \geq \frac{2(1 - \theta_2)(1 - \beta)(1 - \epsilon)}{\kappa}. \]
2.2.2 Ridge Regularization

As an alternative to the spectral regularization, we can consider the following simple ridge-type regularization

$$\hat{H}(x) := H(x) + \lambda I,$$  \hspace{1cm} (18)

for some $\lambda \geq 0$, similar to the Levenberg-Marquardt type algorithms [30]. Such regularization might be preferable to the spectral regularization of Section 2.2.1, as it avoids the projection operation 17 at every iteration. Theorem 5 gives a global convergence guarantee for Algorithm 3 in the case of inexact update.

**Algorithm 3** Globally Convergent Newton with Hessian Sub-Sampling and Ridge Regularization

1: **Input:** $x^{(0)}$, $0 < \beta < 1$, $\alpha \geq 1$, $\lambda > 0$
2: Set any sample size, $|S| \geq 1$
3: for $k = 0, 1, 2, \cdots$ until termination do
4: Select a sample set, $S$, of size $|S|$ and form $H(x^{(k)})$ as in (8)
5: $\hat{H}(x^{(k)})$ as in (18) with $\lambda$
6: Update $x^{(k+1)}$ as in (11) with $\hat{H}(x^{(k)})$
7: end for

**Theorem 5 (Global Convergence of Algorithm 3: Arbitrary Sample Size)**

Let Assumption (3a) hold and $0 < \theta_2 < 1$ be given. Using Algorithm 3 with sampling without replacement, for any $x^{(k)} \in \mathbb{R}^p$ and the “inexact” update direction (16) instead of (11b), if

$$\theta_1 \leq \frac{1}{2}\sqrt{\frac{\lambda}{K + \lambda}},$$

then

$$F(x^{(k+1)}) \leq F(x^{(k)}) - \alpha_k \beta \frac{\|\nabla F(x^{(k)})\|^2}{2 \left( \hat{K}_{|S|} + \lambda \right)},$$

where $\hat{K}_{|S|}$ is defined as in (6). If, in addition, Assumption (3b) holds, then we have (12) with

$$\rho = \frac{\alpha_k \beta \gamma}{\hat{K}_{|S|} + \lambda}.$$  

Moreover, for both cases, the step size is at least

$$\alpha_k \geq \frac{2(1 - \theta_2)(1 - \beta)\lambda}{K}.$$
As mentioned before in Section 2.2.1, under Assumption (3b), if the sample size $|S|$ is not chosen large enough then $H(x^{(k)})$ might (nearly) be singular. This can in turn cause a need for a larger $\lambda$ or, alternatively, if $\lambda \ll 1$, the accuracy tolerance $\theta_1$ and the step-size $\alpha_k$ can be very small. However, by using the sample size given by Lemma 1, one can probabilistically guarantee a minimum step-size as well as a minimum sufficient upper bound for $\theta_1$ which are bounded away from zero even if $\lambda = 0$.

**Corollary 2 (Global Convergence of Algorithm 3: Sampling as in Lemma 1)**

Let Assumptions (3) hold. Also let $0 < \epsilon < 1$, $0 < \delta < 1$ and $0 < \theta_2 < 1$ be given. Using Algorithm 3 with $S$ chosen without replacement as in Lemma 1, for any $x^{(k)} \in \mathbb{R}^p$ and the “inexact” update direction (16) instead of (11b), if

$$\theta_1 \leq \frac{1}{2} \sqrt{\frac{(1-\epsilon)\gamma + \lambda}{\hat{K}_{|S|} + \lambda}},$$

we have (12) with

$$\rho = \frac{\alpha_k \beta \gamma}{\hat{K}_{|S|} + \lambda},$$

where $\hat{K}_{|S|}$ is defined as in (6). Moreover, with probability $1 - \delta$, the step size is at least

$$\alpha_k \geq \frac{2(1 - \theta_2)(1 - \beta)((1 - \epsilon)\gamma + \lambda)}{K}.$$

**Comment 3:** In both regularization methods of Sections 2.2.1 and 2.2.2, as the parameter $\lambda$ gets larger, the methods behaves more like gradient descent. For example, using the regularization of Section 2.2.1, for $\lambda = \hat{K}_{|S|}$, we have that $H(x^{(k)}) = \hat{K}_{|S|}I$, and the method is exactly gradient descent. As a result, a method with heavier regularization might not benefit from more accurate sub-sampling. Hence, at early stages of the iterations, it might be better to have small sample size with heavier regularization, while as the iterations get closer to the optimum, larger sample size with lighter regularization might be beneficial.

### 3 Sub-Sampling Hessian & Gradient

In order to compute the update $x^{(k+1)}$ in Section 2, full gradient was used. In many problems, this can be a major bottleneck and reduction in computational costs can be made by considering sub-sampling the gradient as well. This issue arises more prominently in high dimensional settings where $n, p \gg 1$ and evaluating the full gradient at each iteration can pose a significant challenge. In such problems, sub-sampling the gradient can, at times, drastically reduce the computational complexity of many problems.
Consider selecting a sample collection from \( \{1, 2, \ldots, n\} \), uniformly at random with replacement and let
\[
g(x) := \frac{1}{|S|} \sum_{j \in S} \nabla f_j(x),
\]
be the sub-sampled gradient. As mentioned before in the requirement (R.2), we need to ensure that sampling is done in a way to keep as much of the first order information from the full gradient as possible.

By a simple observation, the gradient \( \nabla F(x) \) can be written in matrix-matrix product from as
\[
\nabla F(x) = \left( \begin{array}{c} \nabla f_1(x) \\ \nabla f_2(x) \\ \vdots \\ \nabla f_n(x) \end{array} \right) \left( \begin{array}{c} 1/n \\ 1/n \\ \vdots \\ 1/n \end{array} \right).
\]

Hence, we can use approximate matrix multiplication results as a fundamental primitive in RandNLA [29, 17], to probabilistically control the error in approximation of \( \nabla F(x) \) by \( g(x) \), through uniform sampling of the columns and rows of the involved matrices above. As a result, we have the following lemma (a more general form of this lemma for the case of constrained optimization is given in the companion paper, SSN2 [40, Lemma 4]).

**Lemma 2 (Uniform Gradient Sub-Sampling)**

For a given \( x \in \mathbb{R}^p \), let
\[
\|\nabla f_i(x)\| \leq G(x), \quad i = 1, 2, \ldots, n.
\]

For any \( 0 < \epsilon < 1 \) and \( 0 < \delta < 1 \), if
\[
|S| \geq \frac{G(x)^2}{\epsilon^2} \left( 1 + \sqrt{8 \ln \frac{1}{\delta}} \right)^2,
\]
then for \( g(x) \) defined in (19), we have
\[
\Pr\left( \|\nabla F(x) - g(x)\| \leq \epsilon \right) \geq 1 - \delta.
\]

**Comment 4:** In order to use the above result in our gradient sub-sampling, we need to be able to efficiently estimate \( G(x) \) at every iteration. Fortunately, in many different problems, this is often possible; for concrete examples, see Section 4.
3.1 Globally Convergent Newton with Gradient and Hessian Sub-Sampling

We now show that by combining the gradient sub-sampling of Lemma 2 with Hessian sub-sampling of Lemma 1, we can still obtain global guarantees for some modification of Algorithm 1. This indeed generalizes our algorithms to fully stochastic variants where both the gradient and the Hessian are approximated.

In Section 3.1.1, we first present an iterative algorithm with exact update where, at every iteration, the linear system in (2a) is solved exactly. In Section 3.1.2, we then present a modified algorithm where such step is done only approximately and the update is computed inexactly, to within a desired tolerance. The proofs of all the results are given in the appendix.

3.1.1 Exact update

For the sub-sampled Hessian, \( H(x(k)) \), and the sub-sampled gradient, \( g(x(k)) \), consider the update

\[
x^{(k+1)} = x^{(k)} + \alpha_k p_k,
\]

where

\[
p_k = -[H(x^{(k)})]^{-1}g(x^{(k)}),
\]

and

\[
\alpha_k = \arg \max \alpha \quad \text{s.t.} \quad \alpha \leq \hat{\alpha}
\]

\[
F(x^{(k)}) + \alpha p_k \leq F(x^{(k)}) + \alpha \beta p_k^T g(x^{(k)}),
\]

for some \( \beta \in (0, 1) \) and \( \hat{\alpha} \geq 1 \).

**Algorithm 4** Globally Convergent Newton with Hessian and Gradient Sub-Sampling

1: **Input:** \( x^{(0)} \), \( 0 < \delta < 1 \), \( 0 < \epsilon_1 < 1 \), \( 0 < \epsilon_2 < 1 \), \( 0 < \beta < 1 \), \( \hat{\alpha} \geq 1 \) and \( \sigma \geq 0 \)
2: - Set the sample size, \( |S_H| \), with \( \epsilon_1 \) and \( \delta \) as in (9)
3: **for** \( k = 0, 1, 2, \cdots \) **until** termination **do**
4: - Select a sample set, \( S_H \), of size \( |S_H| \) and form \( H(x^{(k)}) \) as in (8)
5: - Set the sample size, \( |S_g| \), with \( \epsilon_2 \), \( \delta \) and \( x^{(k)} \) as in (20)
6: - Select a sample set, \( S_g \), of size \( |S_g| \) and form \( g(x^{(k)}) \) as in (19)
7: - **if** \( ||g(x^{(k)})|| < \sigma \epsilon_2 \) **then**
8: - \( \text{STOP} \)
9: - **end** if
10: - Update \( x^{(k+1)} \) as in (21) with \( H(x^{(k)}) \) and \( g(x^{(k)}) \)
11: **end** for
Theorem 6 (Global Convergence of Algorithm 4)
Let Assumptions (3) hold. For any $x^{(k)} \in \mathbb{R}^p$, using Algorithm 4 with $\epsilon_1 \leq 1/2$ and

$$\sigma \geq \frac{4\tilde{\kappa}}{(1 - \beta)},$$

we have the following with probability $(1 - \delta)^2$:

(i) if "STOP", then

$$\|\nabla F(x^{(k)})\| < (1 + \sigma)\epsilon_2,$$

(ii) otherwise, (12) holds with

$$\rho = \frac{8\alpha_k\beta}{9\kappa},$$

and the step size of at least

$$\alpha_k \geq \frac{(1 - \beta)(1 - \epsilon_1)}{\kappa},$$

where $\kappa$ and $\tilde{\kappa}$ are defined in (4) and (7), respectively.

Theorem 6 guarantees global convergence with at least a linear rate which depends on the quantities related to the specific problem, i.e., condition number. As mentioned before, in SSN2 [40], we have shown, through a finer grained analysis, that the locally linear convergence rate of such sub-sampled Newton method with a constant step size $\alpha_k = 1$ is indeed problem independent. As in Theorem 2, it is possible to combine the two results and obtain a globally convergent algorithm with fast and problem-independent rate.

Theorem 7 (Global Conv. of Alg. 4 with Problem-Independent Local Rate)
Let Assumptions (3) and (13) hold. Consider any $0 < \rho_0, \rho_1, \rho_2 < 1$ such that $\rho_0 + \rho_1 < \rho_2$, set

$$\epsilon_1 \leq \min \left\{ \frac{(1 - 2\beta)}{2(1 - \beta)}, \frac{\rho_0}{4(1 + \rho_0)\sqrt{\kappa_1}} \right\},$$

and define

$$c := \frac{2(\rho_2 - (\rho_0 + \rho_1))(1 - \epsilon_1)\gamma}{L}.$$
Using Algorithm 4 with any $x^{(0)} \in \mathbb{R}^p$ and

\[ \hat{\alpha} = 1, \quad \beta \leq \frac{1}{2}, \quad \sigma \geq \frac{4\hat{\kappa}}{(1-\beta)}, \]

\[ \epsilon_2^{(0)} \leq \frac{(1-\epsilon_1)\gamma\rho_1(1-2\epsilon_1-2(1-\epsilon_1)^2\epsilon)}{6L\sqrt{\hat{\kappa}}}, \]

\[ \epsilon_2^{(k)} = \rho_2\epsilon_2^{(k-1)}, \quad k = 1, 2, \ldots, \]

after

\[ k \geq \ln \left( \frac{2(\rho_2 - (\rho_0 + \rho_1))^2q_2^2(\epsilon_1, \epsilon_2, \beta, \tilde{\kappa}, L)}{9K(F(x^{(0)}) - F(x^*))} \right) / \ln \left( 1 - \frac{8\beta(1-\beta)(1-\epsilon_1)}{9\kappa\tilde{\kappa}} \right) \]  \hspace{1cm} (22)

iterations, we have the following with probability $(1-\delta)^{2k}$:

1. if "STOP", then
   \[ \|\nabla F(x^{(k)})\| < (1 + \sigma)\rho_2^{k}\epsilon_2^{(0)}, \]

2. otherwise, we get "problem-independent" linear convergence, i.e.,
   \[ \|x^{(k+1)} - x^*\| \leq \rho_2\|x^{(k)} - x^*\|, \]  \hspace{1cm} (23)

where $\kappa, \kappa_1, \tilde{\kappa}$ and $q_2(\epsilon_1, \epsilon_2, \beta, \tilde{\kappa}, L)$ are defined in (4), (5), (7) and (27b), respectively. Moreover, the step size of $\alpha_k = 1$ is selected in (21c) for all subsequent iterations.

### 3.1.2 Inexact update

As in Section 2.1.2, we now consider the inexact version of (21b), as a solution of

\[ \|H(x^{(k)})p_k + g(x^{(k)})\| \leq \theta_1\|g(x^{(k)})\|, \]  \hspace{1cm} (24a)

\[ p_k^Tg(x^{(k)}) \leq -(1 - \theta_2)p_k^TH(x^{(k)})p_k, \]  \hspace{1cm} (24b)

for some $0 \leq \theta_1, \theta_2 < 1$.

**Theorem 8 (Global Convergence of Algorithm 4: Inexact Update)**

Let Assumptions (3) hold. Also let $0 < \theta_2 < 1$ and $0 < \theta_2 < 1$ be given. For any $x^{(k)} \in \mathbb{R}^p$, using Algorithm 4 with $\epsilon_1 \leq 1/2$, the "inexact" update direction (24) instead of (21b), and

\[ \sigma \geq \frac{4\hat{\kappa}}{(1-\theta_1)(1-\theta_2)(1-\beta)}, \]
we have the following with probability $1 - \delta$:

(i) if “STOP”, then

$$\|\nabla F(x^{(k)})\| < (1 + \sigma)\epsilon_2,$$

(ii) otherwise, (12) holds where

(1) if $\theta_1 \leq \sqrt{\frac{(1 - \epsilon_1)}{4\tilde{\kappa}}},$

then $\rho = 4\alpha_k \beta / 9\kappa,$

(2) otherwise $\rho = 8\alpha_k \beta (1 - \theta_2)(1 - \theta_1)^2(1 - \epsilon_1) / 9\kappa^2,$

with $\kappa$ defined as in (7). Moreover, for both cases, the step size is at least

$$\alpha_k \geq \frac{(1 - \theta_2)(1 - \beta)(1 - \epsilon_1)}{\kappa},$$

where $\kappa$ is defined as in (4).

Comment 5: Theorem 8 indicates that, in order to guarantee a faster convergence rate, the linear system needs to be solved to a “small-enough” accuracy, which is in the order of $O(\sqrt{1/\tilde{\kappa}}).$ As in Theorem 3, we note that using a tolerance of order $O(\sqrt{1/\tilde{\kappa}}),$ we can still guarantee a similar global convergence rate as that of the algorithm with exact updates!

4 Examples

In this Section, we present an instance of problems which are of the form (1). Specifically, examples from generalized linear models (GLM) are given in Sections 4.1, followed by some numerical simulations in Section 4.2.

4.1 Parameter Estimation with GLMs

The class of generalized linear models is used to model a wide variety of regression and classification problems. The process of data fitting using such GLMs usually consists of a training data set containing $n$ response-covariate pairs, and the goal is to predict some output response based on some covariate vector, which is given after the training phase. More specifically, let $(a_i, b_i), i = 1, 2, \ldots, n,$ form such response-covariate pairs in the training set where $a_i \in \mathbb{R}^p.$ The domain of $b_i$ depends on the GLM used: for example, in the standard linear Gaussian model $b_i \in \mathbb{R},$ in the logistic models for classification, $b_i \in \{0, 1\},$ and in
Poisson models for count-valued responses, \( b_i \in \{0, 1, 2, \ldots\} \). See the book [32] for further details and applications.

Consider the problem of maximum a posteriori (MAP) estimation using any GLM with canonical link function and Gaussian prior. This problem boils down to minimizing the regularized negative log-likelihood as

\[
F(x) = \frac{1}{n} \sum_{i=1}^{n} \left( \Phi(a_i^T x) - b_i a_i^T x \right) + \frac{\lambda}{2} \|x\|^2,
\]

where \( \lambda \geq 0 \) is the regularization parameter. The cumulant generating function, \( \Phi \), determines the type of GLM. For example, \( \Phi(t) = 0.5t^2 \) gives rise to ridge regression (RR), while \( \Phi(t) = \ln(1 + \exp(t)) \) and \( \Phi(t) = \exp(t) \) yield \( \ell_2 \)-regularized logistic regression (LR) and \( \ell_2 \)-regularized Poisson regression (PR), respectively. It is easily verified that the gradient and the Hessian of \( F \) are

\[
\nabla F(x) = \frac{1}{n} \sum_{i=1}^{n} \left( \frac{d\Phi(t)}{dt} \bigg|_{t=a_i^T x} - b_i \right) a_i + \lambda x,
\]

\[
\nabla^2 F(x) = \frac{1}{n} \sum_{i=1}^{n} \left( \frac{d^2\Phi(t)}{dt^2} \bigg|_{t=a_i^T x} \right) a_i a_i^T + \lambda I.
\]

As mentioned before in Section 3, in order to use Lemma 2, we need to be able to efficiently estimate \( G(x^{(k)}) \) at every iteration. For illustration purposes only, Table 1 gives some very rough estimates of \( G(x) \) for GLMs. In practice, as a pre-processing and before starting the algorithms, one can pre-compute the quantities which depend only on \((a_i, b_i)\)'s. Then updating \( G(x) \) at every iteration is done very efficiently as it is just a matter of computing \( \|x\| \).

| \( G(x) \) | \( \nabla f_i(x) \) |
| --- | --- |
| RR | \((a_i^T x - b_i) a_i + \lambda x\) | \(\|x\| \max_i (\|a_i^T\|^2 + \lambda) + \max_i |b_i| \|a_i\|\) |
| LR | \(\frac{1}{1+e^{-a_i^T x}} - b_i a_i + \lambda x\) | \(\lambda \|x\| + \max_i (1 + |b_i|) \|a_i\|\) |
| PR | \(e^{a_i^T x} - b_i) a_i + \lambda x\) | \(\|x\| + e^{\frac{1}{2} \|x\|^2} \max_i \|a_i\| e^{\frac{1}{2} \|a_i\|^2} + \max_i |b_i| \|a_i\|\) |

Table 1: Estimates for \( G(x) \) in GLMs

### 4.2 Numerical Simulations

In this section, we study the performance of Algorithm 1 (henceforth called SSN), both with exact and inexact updates, through simulations. We consider \( \ell_2 \)-regularized logistic (LR) regression as described in Section 4.1. We use three synthetic data matrix as described in Table 2 and compare the performance of the following algorithms:
(i) Gradient Descent (GD) with constant step-size (the step-size was hand tuned to obtain the best performance),
(ii) Accelerated Gradient Descent (AGD), [35], which improves over GD by using a momentum term,
(iii) BFGS with Armijo line-search,
(iv) L-BFGS with Armijo line-search and using limited past memory of 10, 100
(v) Full Newton’s method with Armijo line-search,
(vi) SSN with exact update (SSN-X) and
(vii) SSN with inexact update (SSN-NX) with inexactness tolerances of \((\theta_1 = 10^{-2}, \theta_2 = 0.5)\) for data sets \(D_1\) and \(D_2\), and \((\theta_1 = 10^{-4}, \theta_2 = 0.5)\) for \(D_3\).

| DATA  | n     | p     | NNZ   | \(\kappa\)  | \(\kappa_1\)   |
|-------|-------|-------|-------|-------------|-----------------|
| \(D_1\) | 10^6  | 10^4  | 0.02\% | \(\approx 10^4\) | \(\approx 10^6\) |
| \(D_2\) | 5 \times 10^4 | 5 \times 10^3 | DENSE | \(\approx 10^6\) | \(\approx 10^6\) |
| \(D_3\) | 10^7  | 2 \times 10^4 | 0.006\% | \(\approx 10^{10}\) | \(\approx 10^{11}\) |

Table 2: Synthetic Data sets used in the experiments. “nnz” refers to the number of non-zeros in the data set. \(\kappa\) and \(\kappa_1\) are the condition number of \(F\) and that of the sub-sampling problem, defined in (4) and (5), respectively.

We run the simulations for each method, starting from the same initial point, until \(\|\nabla F(x)\| \leq 10^{-8}\) or a maximum number of iterations is reached, and report the relative errors of the iterates, i.e., \(\|x^{(k)} - x^*\|/\|x^*\|\) as well as the relative errors of the objective function, i.e., \(|F(x^{(k)}) - F(x^*)|/|F(x^*)|\), both versus elapsed time (in seconds). The results are shown in Figure 1.

The first order methods, i.e., GD and AGD, in none of these examples, managed to converge to anything reasonable. For the ill-conditioned problems with data sets \(D_2\) and \(D_3\), while all instances of SSN converged to the desired accuracy with no difficulty, no other method managed to go past a “single” digit of accuracy, in the same time-period, or anytime soon after! This is indeed expected, as SSN captures the regions with high and low curvature, and scales the gradient accordingly to make progress. These examples show that, when dealing with ill-conditioned problems, using only first order information is certainly not enough to obtain a reasonable solution. In these problems, employing a second-order algorithm such as SSN with inexact update not only yields the desired solution, but also does it very efficiently! In particular note the fast convergence of SSN-NX for both of these problems.

For the much better conditioned problem using the data set \(D_1\), BFGS and L-BFGS with the history size of 100 outperform SSN-X with 5% and 10% sampling. This is also expected since solving the 10,000 \times 10,000 linear system exactly at every iteration is the bottleneck of computations for SSN-X, in comparison to matrix free BFGS and L-BFGS. However, even in such a well-conditioned problem where BFGS and L-BFGS appear very attractive, inexactness coupled with SSN can be more efficient. It is clear that all SSN-NX variants
converge to the desired solution faster than either BFGS or its limited memory variant. For example, using $D_1$, the speed-up of using SSN-NX with 10% of the data over L-BFGS is at least 4 times. Note also that for the very ill-conditioned problem with $D_3$, larger sample size, i.e., 20%, was required to obtain a fast convergence, illustrating that the sample size could grow with the condition number.

Figure 1: Comparison of different methods w.r.t. iterate and function value relative errors for $\ell_2$-regularized LR using data sets $D_1$, $D_2$ and $D_3$ as described in Table 2. The percentage values, e.g., SSN-X: 10%, refer to sub-sampling ratio, i.e., $|S|/n$. 

(g) Legend for Figures (a)-(d)
5 Conclusion

In this paper, we studied globally convergent sub-sampled Newton algorithms for unconstrained optimization in various settings. In the first part of the paper, we studied the case in which only the Hessian is sub-sampled and the full gradient is used. In this setting, we showed that using random matrix concentration result, it is possible to, probabilistically, guarantee that the sub-sampled Hessian yields a descent direction at every iteration. We then provided global convergence for modifications of this algorithms where the sub-sampled Hessian is regularized by changing its spectrum or ridge-type regularization. We argued that such regularization can only be beneficial at early stages of the algorithm and we need to revert to using the true sub-sampled Hessian (of course, if it is invertible) as iterates get closer to the optimum.

In the second part of the paper, we considered the global convergence of a fully stochastic algorithm in which both the Hessian and the gradients are sub-sampled, independently of each other, as way to further reduce the computational complexity per iteration. We use approximate matrix multiplication results from RandNLA to obtain the proper sampling strategy.

In all of these algorithms, computing the update boils down to solving a large scale linear system which can be the bottleneck of computations. As a result, for all of our algorithms, in addition to giving global convergence results for the case where such linear system is solved exactly, we give similar results for the case of inexact update, where the arising linear system is solved only approximately. In addition, we gave sufficient conditions on the accuracy tolerance to guarantee faster convergence results. In fact, we showed that the accuracy tolerance needs only to be in the order of $O(\sqrt{1/\tilde{\kappa}})$, to guarantee such faster rate, where $\tilde{\kappa}$ is the sampling condition number of the problem.

Although our main focus here was merely to provide global convergence guarantees for sub-sampled Newton methods under a variety of settings, admittedly, one major downside of the bounds presented in this paper is that they are all pessimistic. In fact, some of the bounds of the present paper exhibit a dependence on the condition-number which is very discouraging. However, the consolation lies in combining the global results presented here and the corresponding local convergence rates of the companion paper, SSN2 [40]. Indeed, in SSN2 [40], we show that, using Newton’s “natural” step-size of $\alpha_k = 1$, such sub-sampled Newton algorithms enjoy local convergence rates which are condition-number independent. In addition, we show that, through controlling the sub-sampling accuracy, one can make the local convergence speed of such algorithms as close to that of the full Newton’s method as desired (though we stay shy of obtaining its famous quadratic rate). Consequently through such combination of the results of the two companion papers, we guaranteed that, ultimately, the convergence rate of the algorithms of the present paper which use exact update, becomes condition-number independent. In addition, using the Armijo rule, the “natural” step size of $\alpha_k = 1$ will eventually be always accepted.

Finally, despite the fact that we considered the global convergence behavior of the algorithms which incorporate inexact updates, the local convergence properties of such algorithms
are not known. The results of SSN2 [40] only address such properties for the algorithms which use exact update. As a result, studying local convergence behavior of such inexact algorithms is left for future work. In addition, here, the global convergence have been established for algorithms for solving unconstrained optimization. SSN2 [40] considers the general case of constrained optimization, but only in studying the local convergence rates of the presented algorithms. As a result, extensions of global convergence guarantees to convex constrained problems are important avenues for future research.

References

[1] Aleksandr Aravkin, Michael P. Friedlander, Felix J. Herrmann, and Tristan Van Leeuwen. Robust inversion, dimensionality reduction, and randomized sampling. *Mathematical Programming*, 134(1):101–125, 2012.

[2] Larry Armijo et al. Minimization of functions having Lipschitz continuous first partial derivatives. *Pacific Journal of mathematics*, 16(1):1–3, 1966.

[3] Haim Avron, Petar Maymounkov, and Sivan Toledo. Blendenpik: Supercharging LAPACK’s least-squares solver. *SIAM Journal on Scientific Computing*, 32(3):1217–1236, 2010.

[4] Dimitri P. Bertsekas. Nonlinear programming. 1999.

[5] Dimitri P. Bertsekas and John N. Tsitsiklis. *Neuro-dynamic Programming*. Athena Scientific, 1996.

[6] Léon Bottou. Online learning and stochastic approximations. *On-line learning in neural networks*, 17(9):25, 1998.

[7] Léon Bottou. Large-scale machine learning with stochastic gradient descent. In *Proceedings of COMPSTAT'2010*, pages 177–186. Springer, 2010.

[8] Léon Bottou and Yann LeCun. Large scale online learning. *Advances in neural information processing systems*, 16:217, 2004.

[9] Stephen Boyd and Lieven Vandenberghe. *Convex optimization*. Cambridge university press, 2004.

[10] Richard H. Byrd, Gillian M. Chin, Will Neveitt, and Jorge Nocedal. On the use of stochastic Hessian information in optimization methods for machine learning. *SIAM Journal on Optimization*, 21(3):977–995, 2011.

[11] Richard H. Byrd, Gillian M. Chin, Jorge Nocedal, and Yuchen Wu. Sample size selection in optimization methods for machine learning. *Mathematical programming*, 134(1):127–155, 2012.
[12] Richard H. Byrd, Jorge Nocedal, and Figen Oztoprak. An inexact successive quadratic approximation method for convex L-1 regularized optimization. arXiv preprint arXiv:1309.3529, 2013.

[13] Augustin Cauchy. Méthode générale pour la résolution des systemes déquations simultanées. Comp. Rend. Sci. Paris, 25(1847):536–538, 1847.

[14] Andrew Cotter, Ohad Shamir, Nati Srebro, and Karthik Sridharan. Better mini-batch algorithms via accelerated gradient methods. In Advances in neural information processing systems, pages 1647–1655, 2011.

[15] Ron S Dembo, Stanley C Eisenstat, and Trond Steihaug. Inexact Newton methods. SIAM Journal on Numerical analysis, 19(2):400–408, 1982.

[16] Kees van den Doel and Uri Ascher. Adaptive and stochastic algorithms for EIT and DC resistivity problems with piecewise constant solutions and many measurements. SIAM J. Scient. Comput., 34:DOI: 10.1137/110826692, 2012.

[17] Petros Drineas, Ravi Kannan, and Michael W Mahoney. Fast Monte Carlo algorithms for matrices I: Approximating matrix multiplication. SIAM Journal on Computing, 36(1):132–157, 2006.

[18] Petros Drineas, Malik Magdon-Ismail, Michael W Mahoney, and David P Woodruff. Fast approximation of matrix coherence and statistical leverage. The Journal of Machine Learning Research, 13(1):3475–3506, 2012.

[19] Petros Drineas, Michael W Mahoney, and S Muthukrishnan. Sampling algorithms for ℓ2 regression and applications. In Proceedings of the seventeenth annual ACM-SIAM symposium on Discrete algorithm, pages 1127–1136. Society for Industrial and Applied Mathematics, 2006.

[20] Petros Drineas, Michael W Mahoney, S Muthukrishnan, and Tamás Sarlós. Faster least squares approximation. Numerische Mathematik, 117(2):219–249, 2011.

[21] Murat A. Erdogdu and Andrea Montanari. Convergence rates of sub-sampled newton methods. In Advances in Neural Information Processing Systems 28, pages 3034–3042. 2015.

[22] Eldad Haber and Mathias Chung. Simultaneous source for non-uniform data variance and missing data. arXiv preprint arXiv:1404.5254, 2014.

[23] Nathan Halko, Per-Gunnar Martinsson, and Joel A. Tropp. Finding structure with randomness: Probabilistic algorithms for constructing approximate matrix decompositions. SIAM review, 53(2):217–288, 2011.

28
[24] Rie Johnson and Tong Zhang. Accelerating stochastic gradient descent using predictive variance reduction. In *Advances in Neural Information Processing Systems*, pages 315–323, 2013.

[25] Kenneth Levenberg. A method for the solution of certain problems in least squares. *Quarterly of Applied Mathematics*, 2(2):164–168, 1944.

[26] Mu Li, Tong Zhang, Yuqiang Chen, and Alexander J Smola. Efficient mini-batch training for stochastic optimization. In *Proceedings of the 20th ACM SIGKDD international conference on Knowledge discovery and data mining*, pages 661–670. ACM, 2014.

[27] Chih-Jen Lin, Ruby C. Weng, and S. Sathiya Keerthi. Trust region Newton method for logistic regression. *The Journal of Machine Learning Research*, 9:627–650, 2008.

[28] Dong C Liu and Jorge Nocedal. On the limited memory BFGS method for large scale optimization. *Mathematical programming*, 45(1-3):503–528, 1989.

[29] Michael W Mahoney. Randomized algorithms for matrices and data. *Foundations and Trends® in Machine Learning*, 3(2):123–224, 2011.

[30] Donald W Marquardt. An algorithm for least-squares estimation of nonlinear parameters. *Journal of the Society for Industrial & Applied Mathematics*, 11(2):431–441, 1963.

[31] James Martens. Deep learning via Hessian-free optimization. In *Proceedings of the 27th International Conference on Machine Learning (ICML-10)*, pages 735–742, 2010.

[32] Peter McCullagh and John A. Nelder. *Generalized linear models*, volume 37. CRC press, 1989.

[33] Xiangrui Meng, Michael A Saunders, and Michael W Mahoney. LSRN: A parallel iterative solver for strongly over-or underdetermined systems. *SIAM Journal on Scientific Computing*, 36(2):C95–C118, 2014.

[34] Stephen G Nash. A survey of truncated-Newton methods. *Journal of Computational and Applied Mathematics*, 124(1):45–59, 2000.

[35] Yurii Nesterov. *Introductory lectures on convex optimization*, volume 87. Springer Science & Business Media, 2004.

[36] Jorge Nocedal. Updating quasi-Newton matrices with limited storage. *Mathematics of computation*, 35(151):773–782, 1980.

[37] Jorge Nocedal and Stephen Wright. *Numerical optimization*. Springer Science & Business Media, 2006.

[38] Mert Pilanci and Martin J. Wainwright. Newton sketch: A linear-time optimization algorithm with linear-quadratic convergence. *arXiv preprint arXiv:1505.02250*, 2015.
[39] Herbert Robbins and Sutton Monro. A stochastic approximation method. *The annals of mathematical statistics*, pages 400–407, 1951.

[40] Farbod Roosta-Khorasani and Michael W. Mahoney. Sub-sampled Newton methods II: Local convergence rates. 2016. arXiv 1601.04738.

[41] Farbod Roosta-Khorasani, Kees van den Doel, and Uri Ascher. Stochastic algorithms for inverse problems involving PDEs and many measurements. *SIAM J. Scientific Computing*, 36(5):S3–S22, 2014.

[42] Katya Scheinberg and Xiaocheng Tang. Practical inexact proximal quasi-Newton method with global complexity analysis. *arXiv preprint arXiv:1311.6547*, 2013.

[43] Mark Schmidt, Nicolas L. Roux, and Francis R. Bach. Minimizing finite sums with the stochastic average gradient. *arXiv preprint arXiv:1309.2388*, 2013.

[44] Mark W. Schmidt, Ewout Berg, Michael P. Friedlander, and Kevin P. Murphy. Optimizing costly functions with simple constraints: A limited-memory projected quasi-Newton algorithm. In *International Conference on Artificial Intelligence and Statistics*, page None, 2009.

[45] Alan Senior, Georg Heigold, Marc’Aurelio Ranzato, and Ke Yang. An empirical study of learning rates in deep neural networks for speech recognition. In *Acoustics, Speech and Signal Processing (ICASSP), 2013 IEEE International Conference on*, pages 6724–6728. IEEE, 2013.

[46] Jonathan Richard Shewchuk. An introduction to the conjugate gradient method without the agonizing pain, 1994.

[47] Joel A. Tropp. Improved analysis of the subsampled randomized Hadamard transform. *Advances in Adaptive Data Analysis*, 3(01n02):115–126, 2011.

[48] Joel A. Tropp. User-friendly tail bounds for sums of random matrices. *Foundations of Computational Mathematics*, 12(4):389–434, 2012.

[49] Kees Van Den Doel, Uri Ascher, and Eldad Haber. The lost honour of ℓ2-based regularization. *Radon Series in Computational and Applied Math*, 2013.

[50] Jiyuan Yang, Xiangrui Meng, and Michael W Mahoney. Implementing randomized matrix algorithms in parallel and distributed environments. *Proceedings of the IEEE*, 2015. Accepted for publication.

[51] Jin Yu, SVN Vishwanathan, Simon Günter, and Nicol N. Schraudolph. A quasi-Newton approach to nonsmooth convex optimization problems in machine learning. *The Journal of Machine Learning Research*, 11:1145–1200, 2010.
A Proofs

A.1 Proofs of Section 2

Proof of Lemma 1

Consider $|S|$ i.i.d random matrices $X_j(x), j = 1, 2, \ldots, |S|$ such that $\Pr(X_j(x) = \nabla^2 f_i(x)) = 1/n; \forall i = 1, 2, \ldots, n$. Define

$$H(x) := \frac{1}{|S|} \sum_{j \in S} X_j(x),$$

$$X := \sum_{j \in S} X_j = |S| H(x).$$

Note that $X_j \succeq 0, E(X_j) = \nabla^2 F(x)$ and

$$\lambda_{\max}(X_j) \leq \tilde{K}_1, \quad \lambda_{\min}\left(\sum_{j \in S} E(X_j)\right) = |S| \lambda_{\min}(\nabla^2 F(x)) \geq |S| \gamma,$$

where $\tilde{K}_1$ is defined in (6). Hence we can apply Matrix Chernoff [48, Theorem 1.1] or [47, Theorem 2.2] for sub-sampling with or without replacement, respectively, to get

$$\Pr\left(\lambda_{\min}(X) \leq (1-\epsilon)|S|\lambda_{\min}(\nabla^2 F(x))\right) \leq p^{\frac{e^{-\epsilon}}{(1-\epsilon)(1-\epsilon)} |S| \gamma / \tilde{K}_1}. $$

Now the result follows by noting that

$$\frac{e^{-\epsilon}}{(1-\epsilon)(1-\epsilon)} \leq e^{-\epsilon^2/2},$$

and requiring that

$$e^{-\epsilon^2 |S|/(2\tilde{K}_1)} \leq \delta.$$

Proof of Theorem 1: First note that by (10), we have

$$p_k^T H(x^{(k)}) p_k \geq (1-\epsilon) \gamma \|p_k\|^2,$$

which from

$$p_k^T \nabla F(x^{(k)}) = -p_k^T H(x^{(k)}) p_k,$$

implies that $p_k^T g(x^{(k)}) < 0$ and we can indeed obtain decrease in the objective function.

Now, it suffices to show that there exists an iteration-independent $\tilde{\alpha} > 0$, such that the constrain in (11c) holds for any $0 \leq \alpha \leq \tilde{\alpha}$. For any $0 \leq \alpha < 1$, define $x_{\alpha} = x^{(k)} + \alpha p_k$. By Assumption (3b), we have

$$31$$
\[
F(x_{\alpha}) - F(x^{(k)}) \leq (x_{\alpha} - x^{(k)})^T \nabla F(x^{(k)}) + \frac{K}{2} \|x_{\alpha} - x^{(k)}\|^2 \\
= \alpha p_k^T \nabla F(x^{(k)}) + \alpha^2 \frac{K}{2} \|p_k\|^2
\]

Now in order to pass the Armijo rule, we search for \(\alpha\) such that

\[
\alpha p_k^T \nabla F(x^{(k)}) + \alpha^2 \frac{K}{2} \|p_k\|^2 \leq \alpha \beta p_k^T \nabla F(x^{(k)}),
\]

which, in turn, gives

\[
\alpha \frac{K}{2} \|p_k\|^2 \leq -(1 - \beta)p_k^T \nabla F(x^{(k)}).
\]

This latter inequality is satisfied if we require that

\[
\alpha \frac{K}{2} \|p_k\|^2 \leq (1 - \beta)p_k^T H(x^{(k)})p_k.
\]

As a result, having

\[
\alpha \leq \frac{2(1 - \beta)(1 - \epsilon)}{\kappa},
\]

satisfies the Armijo rule. So in particular, we can always find an iteration independent lower bound on step size such that the constrain in (11c) holds. On the other hand, for sampling without replacement and from \(H(x^{(k)})p_k = -\nabla F(x^{(k)})\) we get

\[
p_k^T H(x^{(k)})p_k = \nabla F(x^{(k)})^T H(x^{(k)})^{-1} \nabla F(x^{(k)}) \geq \frac{1}{K_{|S|}} \|\nabla F(x^{(k)})\|^2.
\]

Similarly for sampling with replacement, we have

\[
p_k^T H(x^{(k)})p_k \geq 1/\hat{K}_1 \|\nabla F(x^{(k)})\|^2.
\]

Now the result follows immediately by noting that Assumption (3b) implies (see [35, Theorem 2.1.10])

\[
F(x^{(k)}) - F(x^*) \leq \frac{1}{2\gamma} \|\nabla F(x^{(k)})\|^2.
\]

Proof of Theorem 2 The choice of \(\epsilon\) is to meet a requirement of SSN2 [40, Theorem 2] and account for the differences between Lemma 1 and SSN2 [40, Lemma 1].

The rest of the proof follows closely the line of argument in [9, Section 9.5.3]. define \(x_{\alpha} = x^{(k)} + \alpha p_k\). From (13), it follows that

\[
\|\nabla^2 F(x_{\alpha}) - \nabla^2 F(x^{(k)})\| \leq L \|x_{\alpha} - x^{(k)}\|,
\]
which implies that
\[ p_k^T \left( \nabla^2 F(x_\alpha) - \nabla^2 F(x^{(k)}) \right) p_k \leq \alpha L \| p_k \|^3, \]
which, in turn, gives
\[ p_k^T \nabla^2 F(x_\alpha) p_k \leq p_k^T \nabla^2 F(x^{(k)}) p_k + \alpha L \| p_k \|^3. \]
Defining \( \hat{F}(\alpha) := F(x^{(k)} + \alpha p_k) \), we have
\[ \hat{F}''(\alpha) \leq \hat{F}''(0) + \alpha L \| p_k \|^3. \]
Now we integrate this inequality to get
\[ \hat{F}'(\alpha) \leq \hat{F}'(0) + \alpha \hat{F}''(0) + \frac{\alpha^2}{2} L \| p_k \|^3. \]
Integrating one more time yields
\[ \hat{F}(\alpha) \leq \hat{F}(0) + \alpha \hat{F}'(0) + \frac{\alpha^2}{2} \hat{F}''(0) + \frac{\alpha^3}{6} L \| p_k \|^3. \]
On the other hand, we have
\[ \| p_k \|^2 = \| [H(x^{(k)})]^{-1} \nabla F(x^{(k)}) \|^2 \leq \frac{1}{(1 - \epsilon)\gamma} \nabla F(x^{(k)})^T [H(x^{(k)})]^{-1} \nabla F(x^{(k)}), \]
as well as \( \hat{F}'(0) = \alpha p_k^T \nabla F(x^{(k)}) = -\alpha \nabla F(x^{(k)})^T [H(x^{(k)})]^{-1} \nabla F(x^{(k)}) \) and
\[ \hat{F}''(0) = \alpha^2 p_k^T \nabla^2 F(x^{(k)}) p_k = \alpha^2 \nabla F(x^{(k)})^T [H(x^{(k)})]^{-1} \nabla^2 F(x^{(k)}) [H(x^{(k)})]^{-1} \nabla F(x^{(k)}) \]
\[ \leq \frac{\alpha^2}{(1 - \epsilon)} \nabla F(x^{(k)})^T [H(x^{(k)})]^{-1} \nabla F(x^{(k)}). \]
The last inequality follows since by the choice of \( \epsilon \) and SSN2 [40, Lemma 5], we have
\[ \| H(x^{(k)}) - \nabla^2 F(x^{(k)}) \| \leq \epsilon \gamma, \]
and hence, for any \( v \)
\[ v^T [H(x^{(k)})]^{-1} \nabla^2 F(x^{(k)}) [H(x^{(k)})]^{-1} v - v^T [H(x^{(k)})]^{-1} v \leq \epsilon \gamma v^T [H(x^{(k)})]^{-2} v \]
\[ \leq \frac{\epsilon}{1 - \epsilon} v^T [H(x^{(k)})]^{-1} v, \]
which gives
\[ v^T [H(x^{(k)})]^{-1} \nabla^2 F(x^{(k)}) [H(x^{(k)})]^{-1} v \leq \frac{1}{(1 - \epsilon)} v^T [H(x^{(k)})]^{-1} v. \]
Hence, with $\alpha = 1$ and denoting $c(x) := \nabla F(x)^T[H(x)]^{-1}\nabla F(x)$, we have

$$F(x^{(k)} + p_k) \leq F(x^{(k)}) + \left(\frac{1}{2(1-\epsilon)} - 1\right) c(x^{(k)}) + \frac{L}{6} \left(\frac{1}{(1-\epsilon)\gamma} c(x^{(k)})\right)^{3/2}$$

$$\leq F(x^{(k)}) + c(x) \left(\frac{1}{2(1-\epsilon)} - 1 + \frac{L}{6} \left(\frac{1}{(1-\epsilon)\gamma}\right)^{3/2} c(x^{(k)})^{1/2}\right).$$

Hence, noting that $c(x) \leq \|\nabla F(x)\|^2 / ((1-\epsilon)\gamma)$, if

$$\|\nabla F(x^{(k)})\| \leq \frac{3(1-\epsilon)\gamma^2(1-2\epsilon - 2(1-\epsilon)\beta)}{L}, \tag{25}$$

we get

$$F(x^{(k)} + p_k) \leq F(x^{(k)}) - \beta \nabla F(x)^T[H(x)]^{-1}\nabla F(x) = F(x^{(k)}) + \beta p_k^T \nabla F(x),$$

which implies that $(11c)$ is satisfied with $\alpha = 1$.

The proof is complete if we can find $k$ such that both the sufficient condition of SSN2 [40, Theorem 2] as well as (25) is satisfied. First, note that from Theorem 1, Assumption (3b) and by using the iteration-independent lower bound on $\alpha_k$, it follows that

$$\|\nabla^2 F(x^{(k)})\|^2 \leq 2K(1 - \hat{\rho})^k \left(F(x^{(0)}) - F(x^*)\right),$$

where

$$\hat{\rho} = \frac{4\beta(1-\beta)(1-\epsilon)}{\kappa K}.$$ 

In order to satisfy (25), we require that

$$2K(1 - \hat{\rho})^k \left(F(x^{(0)}) - F(x^*)\right) \leq \frac{4(1-\epsilon)^2\gamma^2(1-2\epsilon - 2(1-\epsilon)\beta)^2(\rho_1 - \rho_0)^2}{L^2},$$

which yields (14). Again, from Theorem 1 and Assumption (3b), we get

$$\|x^{(k)} - x^*\|^2 \leq \frac{2(1 - \hat{\rho})^k}{\gamma} \left(F(x^{(0)}) - F(x^*)\right),$$

which implies that

$$\|x^{(k)} - x^*\|^2 \leq \frac{4(1-\epsilon)^2\gamma^3(1-2\epsilon - 2(1-\epsilon)\beta)^2(\rho_1 - \rho_0)^2}{KL^2} \leq \frac{4(1-\epsilon)^2\gamma^2(\rho_1 - \rho_0)^2}{L^2},$$

and hence the sufficient condition of SSN2 [40, Theorem 2] is also satisfied and we get (15).
Proof of Theorem 3: We give the proof only for the case of sampling without replacement. The proof for sampling with replacement is obtained similarly.

First, we note that (10) and (16b) imply
\[ p_k^T \nabla F(x^{(k)}) \leq -(1 - \theta_2)(1 - \epsilon)\gamma \|p_k\|^2. \] (26)
So, \( p_k^T g(x^{(k)}) < 0 \) and we can indeed obtain decrease in the objective function. As in the proof of Theorem (1), we get
\[ F(x_\alpha) - F(x^{(k)}) \leq \alpha p_k^T \nabla F(x^{(k)}) + \alpha^2 \frac{K}{2} \|p_k\|^2. \]
Hence, in order to pass the Armijo rule, we search for \( \alpha \) such that
\[ \alpha \frac{K}{2} \|p_k\|^2 \leq -(1 - \beta)p_k^T \nabla F(x^{(k)}). \]
As a result, having
\[ \alpha \leq \frac{2(1 - \theta_2)(1 - \beta)(1 - \epsilon)}{\kappa}, \]
satisfies the Armijo rule.

For part (i), we notice that by the self-duality of the vector \( \ell_2 \) norm, i.e.,
\[ \|v\|_2 = \sup \{w^T v; \|w\|_2 = 1\}, \]
it follows that the condition (16a), implies
\[ p_k^T \nabla F(x^{(k)}) + \nabla F(x^{(k)})^T [H(x^{(k)})]^{-1} \nabla F(x^{(k)}) \leq \theta_1 \|\nabla F(x^{(k)})\| \|\|H(x^{(k)})\|^{-1} \nabla F(x^{(k)})\|. \]
Using (10), we get
\[ [H(x^{(k)})]^{-1} \leq \frac{1}{(1 - \epsilon)\gamma}, \]
which implies that
\[ \|\|H(x^{(k)})\|^{-1} \nabla F(x^{(k)})\| \leq \sqrt{\frac{1}{(1 - \epsilon)\gamma} \nabla F(x^{(k)})^T [H(x^{(k)})]^{-1} \nabla F(x^{(k)})}. \]
Hence, denoting
\[ q := \sqrt{\nabla F(x^{(k)})^T [H(x^{(k)})]^{-1} \nabla F(x^{(k)})}, \]
we get
\[ p_k^T \nabla F(x^{(k)}) \leq \frac{\theta_1}{\sqrt{(1 - \epsilon)\gamma}} \|\nabla F(x^{(k)})\| q - q^2 \]
\[ = q \left( \frac{\theta_1}{\sqrt{(1 - \epsilon)\gamma}} \|\nabla F(x^{(k)})\| - q \right). \]
Now, we require that
\[ \frac{\theta_1}{\sqrt{(1 - \epsilon) \gamma}} \| \nabla F(x^{(k)}) \| \leq \frac{q}{2}, \]
which since
\[ q \geq \frac{1}{\sqrt{K|S|}} \| \nabla F(x^{(k)}) \|, \]
follows if
\[ \theta_1 \leq \frac{\sqrt{(1 - \epsilon) \gamma}}{2 \sqrt{K|S|}}. \]
With such \( \theta_1 \), we get
\[ p_k^T \nabla F(x^{(k)}) \leq -\frac{q^2}{2} \leq -\frac{1}{2 \hat{K}|S|} \| \nabla F(x^{(k)}) \|^2. \]

For part (ii), we have
\[ \theta_1 \| \nabla F(x^{(k)}) \| \geq \| H(x^{(k)}) p_k + \nabla F(x^{(k)}) \| \]
\[ \geq \| \nabla F(x^{(k)}) \| - \| H(x^{(k)}) p_k \|, \]
which, in turn, implies
\[ (1 - \theta_1) \| \nabla F(x^{(k)}) \| \leq \| H(x^{(k)}) p_k \| \]
\[ \leq \| H(x^{(k)}) \| \| p_k \| \]
\[ \leq \hat{K}|S| \| p_k \|. \]

Hence using (26), we get
\[ p_k^T \nabla F(x^{(k)}) \leq -(1 - \theta_2)(1 - \epsilon) \frac{(1 - \theta_1)^2}{\hat{K}^2|S|} \| \nabla F(x^{(k)}) \|^2. \]

Now the result follows, using Assumption (3b), as in the end of the proof of Theorem 1.

**Proof of Theorem 4:** By the choice of \( \lambda^{(k)} \) and the convexity of \( f_i \), we have \( \lambda^{(k)} > 0 \) and, so by (16b) it gives
\[ p_k^T \nabla F(x^{(k)}) \leq -(1 - \theta_2) p_k^T \bar{H}(x^{(k)}) p_k \leq -(1 - \theta_2) \lambda^{(k)} \| p_k \|^2. \]

So it follows that \( p_k^T \nabla F(x^{(k)}) < 0 \) and we can indeed obtain decrease in the objective function. Now as before, in order to pass the Armijo rule, we search for \( \alpha \) such that
\[ \alpha \frac{K}{2} \| p_k \|^2 \leq -(1 - \beta) p_k^T \nabla F(x^{(k)}), \]
which, in turn, is satisfied if
\[ \alpha \leq \frac{2(1 - \theta_2)(1 - \beta)\lambda^{(k)}}{K}. \]

Now the rest of the proof is similar to that of Theorem 3 by noting that
\[ [\hat{H}(x^{(k)})]^{-1} \preceq \frac{1}{\lambda^{(k)}}, \]
and
\[ \nabla F(x^{(k)})^T [\hat{H}(x^{(k)})]^{-1} \nabla F(x^{(k)}) \geq \frac{1}{\max\{K, \lambda^{(k)}\}} \|\nabla F(x^{(k)})\|^2. \]

\textbf{Proof of Theorem 5:} As before, by the choice of \( \lambda > 0 \), convexity of \( f_i \), and (16b) we get
\[ p_k^T \nabla F(x^{(k)}) \leq -(1 - \theta_2) p_k^T \hat{H}(x^{(k)}) p_k \leq -(1 - \theta_2) \lambda \|p_k\|^2. \]
which implies that \( p_k^T g(x^{(k)}) < 0 \) and we can indeed obtain decrease in the objective function. Similarly to the proof previous theorems, it is easy to see that
\[ \alpha \leq \frac{2(1 - \theta_2)(1 - \beta)\lambda}{K}, \]
satisfies the Armijo rule. The rest of the results also follow as in the proof of Theorem 3 by noting that
\[ [\hat{H}(x^{(k)})]^{-1} \preceq \frac{1}{\lambda}, \]
and
\[ \nabla F(x^{(k)})^T [\hat{H}(x^{(k)})]^{-1} \nabla F(x^{(k)}) \geq \frac{1}{K|S| + \lambda} \|\nabla F(x^{(k)})\|^2. \]

\section*{A.2 Proofs of Section 3}

The proof of the following lemma, in a more general format for constrained optimization, is given in the companion paper, SSN2 [40, Lemma 4]. However, it is given here as well for completeness.

\textbf{Proof of Lemma 2} As mentioned before, the full gradient, \( \nabla F(x) \), can be equivalently written as a product of two matrices as \( \nabla F(x) = AB \), where
\[
A := \begin{pmatrix} \nabla f_1(x) & \nabla f_2(x) & \cdots & \nabla f_n(x) \end{pmatrix} \in \mathbb{R}^{p \times n},
\]
\[
B := (1/n, 1/n, \ldots, 1/n)^T \in \mathbb{R}^{n \times 1}.
\]
As a result, approximating the gradient using sub-sampling is equivalent to approximating the product $AB$ by sampling columns and rows of $A$ and $B$, respectively, and forming matrices $\hat{A}$ and $\hat{B}$ such $\hat{A}\hat{B} \approx AB$. More precisely, for a random sampling index set $S$, we can represent the sub-sampled gradient (19), by the product $\hat{A}\hat{B}$ where $\hat{A} \in \mathbb{R}^{p \times |S|}$ and $\hat{B} \in \mathbb{R}^{|S| \times 1}$ are formed by selecting uniformly at random and with replacement, $|S|$ columns and rows of $A$ and $B$, respectively, rescaled by $\sqrt{n/|S|}$. Now, by the assumption on $G(x)$, we can use [17, Lemma 11] to get

$$\|AB - \hat{A}\hat{B}\|_F = \|\nabla F(x) - g(x)\| \leq \frac{G(x)}{\sqrt{|S|}} \left(1 + \sqrt{8 \ln \frac{1}{\delta}}\right),$$

with probability $1 - \delta$. Now the result follows by requiring that

$$\frac{G(x)}{\sqrt{|S|}} \left(1 + \sqrt{8 \ln \frac{1}{\delta}}\right) \leq \epsilon.$$

Proof of Theorem 6: We give the proof only for the case of sampling without replacement. The proof for sampling with replacement is obtained similarly.

As in the proof of Theorem 1, we first need to show that there exists an iteration-independent step-size, $\tilde{\alpha} > 0$, such that the constrain in (21c) holds for any $0 \leq \alpha \leq \tilde{\alpha}$. For any $0 \leq \alpha < 1$, define $x_\alpha = x^{(k)} + \alpha p_k$. By Assumption (3b), we have

$$F(x_\alpha) - F(x^{(k)}) \leq (x_\alpha - x^{(k)})^T \nabla F(x^{(k)}) + \frac{K}{2} \|x_\alpha - x^{(k)}\|^2$$

$$= \alpha p_k^T \nabla F(x^{(k)}) + \alpha^2 \frac{K}{2} \|p_k\|^2$$

$$= \alpha p_k^T g(x^{(k)}) + \alpha p_k^T (\nabla F(x^{(k)}) - g(x^{(k)})) + \alpha^2 \frac{K}{2} \|p_k\|^2$$

$$\leq \alpha p_k^T g(x^{(k)}) + \alpha \|\nabla F(x^{(k)}) - g(x^{(k)})\| \|p_k\| + \alpha^2 \frac{K}{2} \|p_k\|^2$$

$$\leq \alpha p_k^T g(x^{(k)}) + \epsilon_2 \alpha \|p_k\| + \alpha^2 \frac{K}{2} \|p_k\|^2.$$

By (10) and (11b), we have

$$p_k^T g(x^{(k)}) = -p_k^T H(x^{(k)})p_k \geq -(1 - \epsilon_1)\gamma \|p_k\|^2,$$

which shows that $p_k^T g(x^{(k)}) < 0$ and we can indeed obtain decrease in the objective function. Now, using the above, it follows that

$$F(x_\alpha) - F(x^{(k)}) \leq -\alpha p_k^T H(x^{(k)})p_k + \alpha \epsilon_2 \|p_k\| + \alpha^2 \frac{K}{2} \|p_k\|^2.$$
As a result, we need to search for $\alpha$ such that
\[-\alpha p_k^T H(x^{(k)}) p_k + \epsilon_2 \alpha \|p_k\| + \alpha^2 \frac{K}{2} \|p_k\|^2 \leq -\alpha \beta p_k^T H(x^{(k)}) p_k,\]
which follows if
\[\epsilon_2 + \alpha \frac{K}{2} \|p_k\| \leq (1 - \beta)(1 - \epsilon_1) \gamma \|p_k\|.
\]
This latter inequality holds if
\[\alpha = \frac{(1 - \beta)(1 - \epsilon_1) \gamma}{K}, \quad \epsilon_2 = \frac{(1 - \beta)(1 - \epsilon_1) \gamma}{2} \|p_k\|.
\]
Hence, from $H(x^{(k)}) p_k = -g(x^{(k)})$, it follows that in order to guarantee an iteration independent lower bound for $\alpha$ as above, we need to have
\[\epsilon_2 \leq \frac{(1 - \beta)(1 - \epsilon_1) \gamma \|g(x^{(k)})\|}{2 \hat{K} \|g\|},\]
which, by the choice of $\sigma$ and $\epsilon_1$, is imposed by the algorithm. If the stopping criterion succeeds, then by
\[\|g(x^{(k)})\| \geq \|\nabla F(x^{(k)})\| - \epsilon_2\]
\[\|\nabla F(x^{(k)})\| < (1 + \sigma) \epsilon_2.\]
However, if the stopping criterion fails and the algorithm is allowed to continue, then by
\[\|g(x^{(k)})\| \leq \|\nabla F(x^{(k)})\| + \epsilon_2,\]
\[\|\nabla F(x^{(k)})\| \leq \|\nabla F(x^{(k)})\| - \epsilon_2.\]
Now, since $\sigma \geq 4$, we get that
\[\frac{2}{3} \|\nabla F(x^{(k)})\| \leq \left(\frac{\sigma - 2}{\sigma - 1}\right) \|\nabla F(x^{(k)})\| \leq \|\nabla F(x^{(k)})\| - \epsilon_2.\]
Hence, from $H(x^{(k)}) p_k = -g(x^{(k)})$, we get
\[p_k^T H(x^{(k)}) p_k = g(x^{(k)})^T [H(x^{(k)})]^{-1} g(x^{(k)}) \geq \frac{1}{\hat{K} \|g\|} \|g(x^{(k)})\|^2 \geq \frac{1}{\hat{K} \|g\|} \left(\|\nabla F(x^{(k)})\| - \epsilon_2\right)^2 \geq \frac{4}{9 \hat{K} \|g\|} \|\nabla F(x^{(k)})\|^2.\]
Finally, using Assumption (3b), the desired result follows as in the end of the proof of Theorem 1. ■

**Proof of Theorem 7** The choice of \( \epsilon_1 \) and \( \epsilon^{(k)}_1 \) is to meet a requirement of SSN2 [40, Theorem 13] and account for the differences between Lemma 1 and SSN2 [40, Lemma 1].

As in the proof of Theorem 2, we get

\[
\hat{F}(\alpha) \leq \hat{F}(0) + \alpha \hat{F}''(0) + \frac{\alpha^2}{2} \hat{F}''''(0) + \frac{\alpha^3}{6} L \|p_k\|^3.
\]

On the other hand, we have

\[
\|p_k\|^2 = \|[(H(x^{(k)}))]^{-1}g(x^{(k)})\|^2 \leq \frac{1}{(1-\epsilon_1)\gamma} g(x^{(k)})^T [H(x^{(k)})]^{-1} g(x^{(k)}).
\]

In addition, from \( \|\nabla F(x^{(k)}) - g(x^{(k)})\| \leq \epsilon_2 \), we get

\[
\hat{F}'(0) = \alpha p_k^T \nabla F(x^{(k)}) \leq \alpha p_k^T g(x^{(k)}) + \alpha \epsilon_2 \|p_k\| = -\alpha g(x^{(k)})^T [H(x^{(k)})]^{-1} g(x^{(k))} + \alpha \epsilon_2 \|p_k\|
\]

Finally, as in the proof of Theorem 2, we have

\[
\hat{F}''(0) = \alpha^2 p_k^T \nabla^2 F(x^{(k)}) p_k \leq \frac{\alpha^2}{(1-\epsilon_1)\gamma} g(x^{(k)})^T [H(x^{(k)})]^{-1} g(x^{(k)}).
\]

Hence, with \( \alpha = 1 \) and denoting \( h(x) := g(x)^T [H(x)]^{-1} g(x) \), we have

\[
F(x_0) \leq F(x^{(k)}) + \left( \frac{1}{2(1-\epsilon_1)} - 1 \right) h(x^{(k)}) + \frac{L}{6} \left( \frac{1}{(1-\epsilon_1)\gamma} h(x^{(k)}) \right)^{3/2} + \epsilon_2 \left( \frac{1}{(1-\epsilon_1)\gamma} h(x^{(k)}) \right)^{1/2}
\]

\[
\leq F(x^{(k)}) + h(x^{(k)}) \left( \frac{1}{2(1-\epsilon_1)} - 1 + \frac{L}{6} \left( \frac{1}{(1-\epsilon_1)\gamma} \right)^{3/2} h(x^{(k)})^{1/2} + \epsilon_2 \left( \frac{1}{(1-\epsilon_1)\gamma} \right)^{1/2} h(x^{(k)})^{-1/2} \right)
\]

\[
\leq F(x^{(k)}) + h(x^{(k)}) \left( \frac{1}{2(1-\epsilon_1)} - 1 + \frac{L}{6(1-\epsilon_1)^2 \gamma^2} \|g(x^{(k)})\| + \epsilon_2 \left( \frac{\tilde{\gamma}}{(1-\epsilon_1)} \right)^{1/2} \|g(x^{(k)})\|^{-1} \right)
\]

where the last inequality follows from \( \|g(x)\|^2 / \tilde{K} |s| \leq h(x) \leq \|g(x)\|^2 / ((1-\epsilon_1)\gamma) \). Now denoting

\[
A := \frac{L}{6(1-\epsilon_1)^2 \gamma^2}
\]

\[
B := \frac{1}{2(1-\epsilon_1)} - 1 + \beta
\]

\[
C := \epsilon_2 \left( \frac{\tilde{\gamma}}{(1-\epsilon_1)} \right)^{1/2}
\]

\[
y := \|g(x^{(k)})\|,
\]

40
we require that 
\[ Ay^2 + By + C \leq 0. \]

The roots of this polynomial are
\[
y = \frac{-B \pm \sqrt{B^2 - 4AC}}{2A} 
\]
\[
= \frac{(1 - \beta - \frac{1}{2(1-\epsilon_1)}) \pm \sqrt{(1 - \beta - \frac{1}{2(1-\epsilon_1)})^2 - \frac{4LE_2}{\delta(1-\epsilon_1)^2\gamma^2}}}{\frac{2L}{\delta(1-\epsilon_1)^2\gamma^2}} 
\]
\[
= \frac{(1 - 2\epsilon_1 - 2(1 - \epsilon_1)\beta) \pm \sqrt{(1 - 2\epsilon_1 - 2(1 - \epsilon_1)\beta)^2 - \frac{8LE_2}{3\gamma^2}}}{\frac{2L}{3(1-\epsilon_1)\gamma^2}} 
\]
\[
= \frac{3(1 - \epsilon_1)\gamma^2(1 - 2\epsilon_1 - 2(1 - \epsilon_1)\beta) \pm \sqrt{9(1 - \epsilon_1)^2\gamma^4(1 - 2\epsilon_1 - 2(1 - \epsilon_1)\beta)^2 - 9(1 - \epsilon_1)^3/2\gamma^4\frac{8LE_2\sqrt{\kappa}}{\beta^4}}}{2L} 
\]
\[
= \frac{3(1 - \epsilon_1)\gamma^2(1 - 2\epsilon_1 - 2(1 - \epsilon_1)\beta) \pm \sqrt{9(1 - \epsilon_1)^2\gamma^4(1 - 2\epsilon_1 - 2(1 - \epsilon_1)\beta)^2 - 24(1 - \epsilon_1)^3/2\gamma^2LE_2\sqrt{\kappa}^{1/2}}}{2L} .
\]

Define
\[
q_1(\epsilon_1, \epsilon_2, \beta, \tilde{\kappa}, L) := \frac{q - \sqrt{q^2 - 24(1 - \epsilon_1)^3/2\gamma^2LE_2\sqrt{\kappa}^{1/2}}}{2L}, \quad (27a)
\]
\[
q_2(\epsilon_1, \epsilon_2, \beta, \tilde{\kappa}, L) := \frac{q + \sqrt{q^2 - 24(1 - \epsilon_1)^3/2\gamma^2LE_2\sqrt{\kappa}^{1/2}}}{2L}, \quad (27b)
\]

where \( q := 3(1 - \epsilon_1)\gamma^2(1 - 2\epsilon_1 - 2(1 - \epsilon_1)\beta). \) It is easy to see that \( q_1(\epsilon_1, \epsilon_2, \beta, \tilde{\kappa}, L) \) is increasing with \( \epsilon_2 \) with \( q_1(\epsilon_1, 0, \beta, \tilde{\kappa}, L) = 0 \), while \( q_2(\epsilon_1, \epsilon_2, \beta, \tilde{\kappa}, L) \) is decreasing with \( \epsilon_2 \) with \( q_2(\epsilon_1, 0, \beta, \tilde{\kappa}, L) \) being equal to the right hand side of (25). In order to ensure that \( q_1 \) and \( q_2 \) are real, we also need to have
\[
\epsilon_2 \leq \frac{3\sqrt{(1 - \epsilon_1)^2(1 - 2\epsilon_1 - 2(1 - \epsilon_1)\beta)^2}}{8L\sqrt{\kappa}}.
\]

Now if
\[
q_1(\epsilon_1, \epsilon_2, \beta, \tilde{\kappa}, L) \leq \|g(x^{(k)})\| \leq q_2(\epsilon_1, \epsilon_2, \beta, \tilde{\kappa}, L), \quad (28)
\]

we get
\[
F(x^{(k)} + p_k) \leq F(x^{(k)}) - \beta g(x^{(k)})^T[H(x^{(k)})]^{-1}g(x^{(k)}) = F(x^{(k)}) + \beta p_k^Tg(x^{(k)}),
\]

which implies that (21c) is satisfied with \( \alpha = 1. \) Note that the left hand side of (28) is enforced by the stopping criterion of the algorithm as for any \( \epsilon_2, q_1(\epsilon_1, \epsilon_2, \beta, \tilde{\kappa}, L) \leq \sigma\epsilon_2. \)

The proof is complete if we can find \( k \) such that both the sufficient condition of SSN2 [40,
Theorem 13] as well as the right hand side of (28) is satisfied. First note that from Theorem 6, Assumption (3b) and by using the iteration-independent lower bound on $\alpha_k$, it follows that

$$\|\nabla^2 F(x^{(k)})\|^2 \leq 2K(1 - \hat{\rho})^k (F(x^{(0)}) - F(x^*)),$$

where

$$\hat{\rho} = \frac{8\beta(1 - \beta)(1 - \epsilon_1)}{9\tilde{\kappa}\kappa}.$$

Now, if the stopping criterion fails and the algorithm is allowed to continue, then by

$$\|g(x^{(k)})\| \leq \|\nabla F(x^{(k)})\| + \epsilon_2,$$

we get

$$(\sigma - 1) \epsilon_2 \leq \|\nabla F(x^{(k)})\|,$$

which implies that

$$\|g(x^{(k)})\| \leq \frac{\sigma}{\sigma - 1} \|\nabla F(x^{(k)})\| \leq 2\|\nabla F(x^{(k)})\|.$$

As a result, in order to satisfy the right hand side of (28), we require that

$$8K(1 - \hat{\rho})^k (F(x^{(0)}) - F(x^*)) \leq \frac{16}{9} (\rho_2 - (\rho_0 + \rho_1))^2 q_2^2 (\epsilon_1, \epsilon_2, \beta, \tilde{\kappa}, L),$$

which yields (22). Again, from Theorem 6 and Assumption (3b), we get

$$\|x^{(k)} - x^*\|^2 \leq \frac{2(1 - \hat{\rho})^k}{\gamma} (F(x^{(0)}) - F(x^*)),$$

which implies that

$$\|x^{(k)} - x^*\|^2 \leq \frac{16(\rho_2 - (\rho_0 + \rho_1))^2 q_2^2 (\epsilon_1, \epsilon_2, \beta, \tilde{\kappa}, L)}{36\gamma K} \leq \frac{4(\rho_2 - (\rho_0 + \rho_1))^2 (1 - \epsilon_1)^2 \gamma^4 (1 - 2\epsilon_1 - 2(1 - \epsilon_1)\beta)^2}{\gamma K L^2} \leq \frac{4(\rho_2 - (\rho_0 + \rho_1))^2 (1 - \epsilon_1)^2 \gamma^2}{L^2} = \epsilon^2,$$

and hence the sufficient condition of SSN2 [40, Theorem 13] is also satisfied and we get (23).

Proof of Theorem 8: The proof is given by combining the arguments used to prove Theorems 3 and 6, and is given here only for completeness. We also give the proof only for the case of sampling without replacement. The proof for sampling with replacement is obtained similarly.
As in the proof of Theorem 6, we get

\[ F(x_\alpha) - F(x^{(k)}) \leq \alpha p_k^T g(x^{(k)}) + \epsilon_2 \alpha \|p_k\| + \alpha^2 K \frac{K}{2} \|p_k\|^2, \]

and

\[ p_k^T g(x^{(k)}) \leq -(1 - \theta_2)(1 - \epsilon_1)\gamma \|p_k\|^2. \] (29)

Hence, \( p_k^T g(x^{(k)}) < 0 \) and we can indeed obtain decrease in the objective function. For the Armijo rule to hold, we search for \( \alpha \) such that

\[ \epsilon_2 \|p_k\| + \alpha \frac{K}{2} \|p_k\|^2 \leq -(1 - \beta) p_k^T \nabla F(x^{(k)}), \]

which follows if

\[ \epsilon_2 + \alpha \frac{K}{2} \|p_k\| \leq (1 - \theta_2)(1 - \beta)(1 - \epsilon_1)\gamma \|p_k\|, \]

which, in turn, is satisfied by having

\[ \alpha = \frac{(1 - \theta_2)(1 - \beta)(1 - \epsilon_1)\gamma}{K}, \]
\[ \epsilon_2 = \frac{(1 - \theta_2)(1 - \beta)(1 - \epsilon_1)\gamma}{2} \|p_k\|. \]

Now \( \|H(x^{(k)})p_k + g(x^{(k)})\| \leq \theta_1 \|g(x^{(k)})\| \) implies

\[ \|p_k\| \geq \frac{(1 - \theta_1)\|g(x^{(k)})\|}{K|S|}, \]

and hence, we need to have

\[ \epsilon_2 \leq \frac{(1 - \theta_1)(1 - \theta_2)(1 - \beta)(1 - \epsilon_1)\gamma \|g(x^{(k)})\|}{2K|S|}, \]

which, by the choice of \( \sigma \) and \( \epsilon_1 \), is imposed by the algorithm. If the stopping criterion holds, then by

\[ \|g(x^{(k)})\| \geq \|\nabla F(x^{(k)})\| - \epsilon_2, \]

it follows that

\[ \|\nabla F(x^{(k)})\| < (1 + \sigma) \epsilon_2. \]

However, if the stopping criterion fails and the algorithm continues, then by

\[ \|g(x^{(k)})\| \leq \|\nabla F(x^{(k)})\| + \epsilon_2, \]

it follows that

\[ (\sigma - 1) \epsilon_2 \leq \|\nabla F(x^{(k)})\|, \]
which, since $\sigma \geq 4$, implies that
\[
\frac{2}{3} \|\nabla F(x^{(k)})\| \leq \left(\frac{\sigma - 2}{\sigma - 1}\right) \|\nabla F(x^{(k)})\| \leq \|\nabla F(x^{(k)})\| - \epsilon_2.
\]

For part (i), we notice that by the definition of the vector $\ell_2$ norm, i.e.,
\[
\|v\|_2 = \sup\{w^Tv; \|w\|_2 = 1\},
\]
it follows that the condition (16a), implies
\[
 p_k^T g(x^{(k)}) + g(x^{(k)})^T [H(x^{(k)})]^{-1} g(x^{(k)}) \leq \theta_1 \|g(x^{(k)})\| \|[H(x^{(k)})]^{-1} g(x^{(k)})\|.
\]

Now as in the proof of Theorem 3, we get that if
\[
\theta_1 \leq \sqrt{(1 - \epsilon_1)\gamma},
\]
then
\[
 p_k^T g(x^{(k)}) \leq \frac{-1}{2K|S|}\|g(x^{(k)})\|^2.
\]

Since $\|\nabla F(x^{(k)})\| - \epsilon_2 \leq \|g(x^{(k)})\|$, we get
\[
 p_k^T g(x^{(k)}) \leq - \frac{1}{2K|S|} (\|\nabla F(x^{(k)})\| - \epsilon_2)^2 \leq - \frac{2}{9K|S|} \|\nabla F(x^{(k)})\|^2.
\]

For part (ii), we note that by $\|H(x^{(k)})p_k + g(x^{(k)})\| \leq \theta_1 \|g(x^{(k)})\|$, we get
\[
\|p_k\| \geq \frac{(1 - \theta_1)}{K|S|} (\|\nabla F(x^{(k)})\| - \epsilon_2) \geq \frac{2(1 - \theta_1)}{3K|S|} \|\nabla F(x^{(k)})\|.
\]

we then square both sides and use (29) to get
\[
 p_k^T g(x^{(k)}) \leq - \frac{4(1 - \theta_1)^2(1 - \theta_2)(1 - \epsilon_1)\gamma}{9K^2|S|} \|\nabla F(x^{(k)})\|^2
\]

Now the result follows, using Assumption (3b), as in the end of the proof of Theorem 1.