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ABSTRACT
The two-dimensional Epstein zeta function associated to a rectangular lattice with spacings $a_x = 1$ and $a_y = \Delta \in \mathbb{R}^*_+$, defined by $\zeta^{(2)}(s, \Delta) = \frac{1}{2} \sum_{j,k} (j^2 + \Delta^2 k^2)^{-s}$ ($\Re(s) > 1$), where the sum goes over all integers except of the origin $(j, k) = (0, 0)$, is studied. It can be analytically continued to the whole complex $s$-plane except for the point $s = 1$. The nontrivial zeros $\{\rho = \rho_x + i \rho_y\}$ of the Epstein zeta function, defined by $\zeta^{(2)}(\rho, \Delta) = 0$, split into “critical” zeros (on the critical line $\rho_x = \frac{1}{2}$) and “off-critical” zeros ($\rho_x \neq \frac{1}{2}$). This work presents rigorous asymptotic and analytic results as well as numerical investigations. According to the present numerical calculation, the critical zeros form open or closed curves $\rho_y(\Delta)$ in the plane $(\Delta, \rho_y)$. Nearest critical zeros merge at special points $(\Delta^*_c, \rho_y^c)$, referred to as left/right edge zeros, which are defined by a divergent tangent $d\rho_y/d\Delta$. Each of these critical edge zeros gives rise to a continuous curve of off-critical zeros which can thus be generated systematically. As a rule, each curve of off-critical zeros joins a pair of left and right edge zeros. It is shown that in the regions of small/large values of the anisotropy parameter $\Delta$ the Epstein zeta function can be approximated adequately by a function which reveals an equidistant distribution of critical zeros along the imaginary axis in the limits $\Delta \to 0$ and $\Delta \to \infty$. It is also numerically found that for each $\Delta \in (0, \Delta^*_c \cup [1/\Delta^*_c, \infty)$ with $\Delta^*_c \approx 0.141733$ there exists a pair of real off-critical zeros, their $\rho_x$ components going to the borders 0 and 1 of the critical region in the limits $\Delta \to 0, \infty$.
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1. Introduction

1.1. The zeta functions and their zeros.

We consider the two-dimensional (2D) Epstein zeta function \[13, 14\] associated to the rectangular lattice \(a_x \mathbb{Z} \oplus a_y \mathbb{Z}\) with spacings \((a_x, a_y) = (1, \Delta), \Delta \in \mathbb{R}_+^*\), defined by

\[
\zeta^{(2)}(s, \Delta) := \frac{1}{2} \sum_{(j,k) \in \mathbb{Z}^2} \frac{1}{j^2 + \Delta^2 k^2 s} \quad \Re(s) > 1,
\]

(1.1)

where \(\sum'\) means that the term \((j, k) = (0, 0)\) is excluded from the summation. This represents a natural 2D extension of the one-dimensional (1D) Riemann zeta function \[22\] defined by

\[
\zeta(s) = \frac{1}{2} \sum_{j \in \mathbb{Z}} \frac{1}{|j|^s} = \sum_{j \in \mathbb{N}} \frac{1}{j^s}.
\]

(1.2)

The sum (1.1) naturally arises in Physics as the energy per point of a system of identical particles located on the lattice sites of \(\mathbb{Z} \oplus \Delta \mathbb{Z}\) and interacting pairwisely through the Riesz potential \(r \rightarrow 1/r^{2s}\) \[9\]. Notice that the prefactor \(\frac{1}{2}\) is present because each interaction energy is shared by a pair of particles.

The function \(\zeta^{(2)}(s, \Delta)\) possesses the obvious symmetry

\[
\zeta^{(2)}(s, \Delta) = \frac{1}{\Delta^{2s}} \zeta^{(2)}(s, 1/\Delta)
\]

(1.3)

which means that the values of \(\Delta\) can be constrained to either of the intervals \((0, 1]\) or \([1, \infty)\). Similarly as the Riemann zeta function, the Epstein zeta function can be analytically continued to the whole complex \(s\)-plane \[11, 12, 13, 14\]. The region \(0 < \Re(s) < 1\) is referred to as the critical strip, the critical line is defined by \(\Re(s) = \frac{1}{2}\).

For \(\Delta^2 \in \{1, 2, 3, 4, 7\}\), the 2D lattice sum (1.1) can be expressed as a product of simpler 1D sums, namely Dirichlet \(L\)-series, whereas for other special integer values of \(\Delta\) it is expressible as a sum of products of Dirichlet \(L\)-functions \[8\]. For instance, in the isotropic square lattice case \(\Delta^2 = 1\), it holds

\[
\zeta^{(2)}(s, 1) = 2\zeta(s)\beta(s), \quad \text{where} \quad \beta(s) := \sum_{j=0}^\infty \frac{(-1)^j}{(2j+1)^s} = \frac{1}{2^{2s}} \left[ \zeta \left(s, \frac{1}{4}\right) - \zeta \left(s, \frac{3}{4}\right) \right]
\]

(1.4)

is the Dirichlet beta function and \(\zeta(s, a) := \sum_{j=0}^\infty (j + a)^{-s}\) denotes the Hurwitz zeta function.

The zeros \(\{\rho = \rho_x + i\rho_y\}\) of the Epstein zeta function \(s \mapsto \zeta^{(2)}(s, \Delta)\) associated to the parameter \(\Delta\) are defined by the equality \(\zeta^{(2)}(\rho, \Delta) = 0\). Besides the trivial zeros at \(\rho \in \mathbb{Z}_-\) there exist two kinds of nontrivial zeros:

- the “critical” zeros which lie on the critical line \(\rho_x = \frac{1}{2}\);
- the “off-critical” zeros which have \(\rho_x \neq \frac{1}{2}\).

The Riemann hypothesis states that all nontrivial zeros of the 1D Riemann zeta function \(\zeta\) are constrained to the corresponding critical line \(\rho_x = \frac{1}{2}\) \[22\]. Provided that the Riemann hypothesis
holds, all nontrivial zeros of the Dirichlet beta function (1.4) are constrained to the critical line \( \rho_x = \frac{1}{2} \) as well [18]. Consequently, all nontrivial zeros of the Epstein zeta function \( \zeta^{(2)}(s, 1) \) associated to the square lattice, given by (1.4), lie on the critical line. Similar phenomenon is expected also for \( \Delta^2 \in \{2, 3, 4, 7\} \) when the Epstein zeta function factorizes itself into the product of Dirichlet \( L \)-functions; for analytic and numerical studies of the statistics of gaps between critical zeros, see [2, 6, 7, 17]. This is no longer true for anisotropic (i.e. non-square) rectangular lattices (1.1) with other integer values of \( \Delta^2 \). The first off-critical zero of \( \zeta^{(2)}(s, \Delta) \) was detected for \( \Delta^2 = 5 \) [21], since then many other off-critical zeros were identified [3, 10, 19, 24].

1.2. Main results and related works

In this paper, we perform a numerical investigation of the critical zeros of \( s \mapsto \zeta^{(2)}(s, \Delta) \) for \( \Delta \in (0, 1) \) in a compact set and explain how the off-critical zeros of this Epstein zeta function emerge from certain critical “edge” zeros. Most of our numerical findings are based on rigorous asymptotic and analytic results. Furthermore, we systematically check the degree of accuracy between our approximations and the direct numerical computations from more complicated equations. More precisely, our observation and results are the following:

1. For \( \zeta^{(2)}(s, \Delta) \) one obtains numerically in the plane \((\Delta, \rho_y)\) continuous curves of critical zeros \( \rho_y(\Delta) \) (remember that \( \rho_x = 1/2 \)) and identifies critical edge zeros on them that correspond to the points of the curve with vertical tangents. These curves and critical edge zeros are depicted in Figure 1 and their construction is explained in Section 3.

2. The critical edge zeros are the starting points to generate systematically (here numerically) continuous curves of off-critical zeros. These continuous curves, connecting a pair of left and right edge zeros, are depicted in Figure 2 and their construction is explained in Section 4.

3. The analysis of the limits \( \Delta \to 0 \) and \( \Delta \to \infty \) reveals an equidistant distribution of critical zeros along the imaginary axis, with spacing between the nearest zeros going to zero as \( O(1/|\log \Delta|) \). This analysis is done in Section 3.3.

4. A pair of real off-critical zeros is numerically found for each \( \Delta \in (0, \Delta_c^*] \cup [1/\Delta_c^*, \infty) \) with \( \Delta_c^* \approx 0.141733 \). This is explained in Section 4.2. Furthermore, our asymptotic study for small values of \( \Delta \) combined with a result by Montgomery [20] on theta functions (see also [15]) yields the following conjecture that we have also numerically checked.

**Conjecture 1.1.** The unique solution of \( \zeta^{(2)}(1/2, \Delta) = 0 \) for \( \Delta \in (0, 1) \) is \( \Delta = \Delta_c^* = \frac{e^\gamma}{4\pi} \) where \( \gamma \) is the Euler-Mascheroni constant.

Our work is motivated by another recent paper on \( d \)-dimensional Epstein zeta function where surprising similarities appear. Indeed, the Epstein zeta function can be defined for any lattice structure and the two last authors have recently studied in [25] the properties of the Epstein zeta function on an isotropic hypercubic lattice

\[
\zeta^{(d)}(s) = \frac{1}{2} \sum_{(n_1, n_2, \ldots, n_d) \in \mathbb{Z}^d} \frac{1}{(n_1^2 + n_2^2 + \cdots + n_d^2)^{s/2}} \quad \Re(s) > d, \tag{1.5}
\]

where \( d = 1, 2, \ldots \) is the spatial dimension and the Riesz interaction energy between two particles at distance \( r \) was chosen as \( 1/r^s \) to reproduce in \( d = 1 \) the Riemann zeta function, \( \zeta^{(1)}(s) = \zeta(s) \).
Figure 1. Numerical results for the critical zeros in the region of $0 < \Delta \leq 1$ and $0 \leq \rho_y \leq 21$. Zeros lying on the same (closed or open) curve are denoted by a common open symbol (circle, square, triangle, . . .). The right and left edge points are denoted as $2a$, $3a$, $4a$, . . . and $1$, $2b$, $3b$, $4b$, . . ., respectively.

An analytic continuation of the Epstein zeta function $\zeta^{(d)}(s)$ to the whole complex $s$-plane was constructed; the corresponding formula is applicable for the spatial dimension $d$ being a continuous variable ranging from 0 to $\infty$. Numerical calculations of critical zeros (with $\rho_x = \frac{d}{2}$) indicate that they form closed or semi-open curves in the plane $(\rho_x = \frac{d}{2}, \rho_y)$. Each curve involves a number of left/right “edge” points at which a couple of nearest critical zeros merge. The critical edge zeros give rise to two tails of off-critical zeros, coupled via a symmetry, with continuously varying dimension $d$ and the $\rho_x$-component along each tail. This fact permits one to avoid a “blind” search for off-critical zeros, the off-critical zeros are generated systematically starting from the critical edge zeros. Another benefit of the method is an exact treatment of the limits $d \to 0$ and $d \to \infty$. An exact formula for $\lim_{d \to 0} \zeta^{(d)}(s)/d$ was derived. In the limit $d \to \infty$, an equidistant distribution of critical zeros along the imaginary axis was obtained, with spacing between the nearest zeros going to zero as $2\pi / \log(d)$. As a by-product of the formalism, a conjugate pair of real off-critical zeros was found for each dimension $d > 9.24555 . . .$

The problem of determining zeros for the $d$-dimensional isotropic Epstein zeta function (1.5) seems at first sight to be unrelated to that for the 2D Epstein zeta function (1.1). In analogy with [25], each of the curves of critical zeros in the $(\Delta, \rho_y)$ plane pictured in Figure 1 contains a number of left/right edge zeros. The mechanism of generation of off-critical zeros from these edge points, depicted in Figure 2 and explained in Section 4.1, is the same as in the previous case of the $d$-dimensional isotropic Epstein zeta function.

However, there are small differences in the form of curves of off-critical zeros. In the present 2D case, there is only one curve going out of the classical edge zero, at each point of the curve there are two conjugate off-critical zeros with $\rho_x$ and $1 - \rho_x$ coordinates and each curve of off-critical zeros connects just one left and one right edge points. In the previous $d$-dimensional case, there are two tails of off-critical zeros starting at each edge point, coupled via a symmetry, and a tail
Figure 2. A fragment of Figure 1. Numerical results for solid curves of off-critical zeros interconnecting the critical right (notation “a”) and left (“b”) edge zeros. The evolution of the component $\rho_x$ along the solid curves of off-critical zeros is not indicated. The vertical dashed lines correspond to the values of $\Delta^2 = 1, 2, 3, 4, 7$ with no off-critical zeros.

either interconnects two edge zeros or starts from one edge zero and ends at some unspecial point in $d = 0$ or $d \to \infty$ dimensions.

Another analogy with the previous paper [25] is an equidistant distribution of critical zeros along the imaginary axis in special regions of model’s parameters. In the case of the $d$-dimensional isotropic Epstein function (1.5), the critical zeros are distributed equidistantly in the limit $d \to \infty$ with the spacing $2\pi/\log(d)$ between the nearest-neighbor zeros. In the present case of the 2D anisotropic Epstein function (1.1), the critical zeros are distributed equidistantly in the limits $\Delta \to 0$ and $\Delta \to \infty$, with the spacing of order $\pi/|\log(\Delta)|$ between the nearest-neighbor zeros (see Section 3.3).

The next similarity with [25] consists in the appearance of a couple of real off-critical zeros with the component $\rho_y = 0$, discussed in Section 4.2.

We would like to emphasize that the presented mechanism of generation of continuous curves of off-critical zeros from the edge critical ones might be not the only possible one. Our crucial assumption was that the deviation of $\rho_x$ from its critical value $\frac{1}{2}$ changes continuously when the off-critical zero goes out the edge zero. A discontinuous change of $\rho_x$ was excluded from our analysis.

Plan of the paper. Section 2 concerns technicalities, like recalling the analytic continuation of the 2D Epstein zeta function $\zeta^{(2)}(s, \Delta)$ to the complex $s$-plane (Section 2.1) and basic equations for determining critical and off-critical zeros (Section 2.2). Section 3 deals with critical zeros of $\zeta^{(2)}(s, \Delta)$. Based on numerical calculation of open and closed curves of critical zeros in the $(\Delta, \rho_y)$ plane, the critical edge zeros are introduced in Section 3.1 together with an explicit form of two coupled integral equations determining their position in the $(\Delta, \rho_y)$ plane. The singular expansion of $\rho(y)$ around the edge points is discussed in Section 3.2. An accurate approximation of $\zeta^{(2)}(s, \Delta)$ for small (and large) values of $\Delta$, indicating an equidistant distribution of critical
zeros along the imaginary axis, is presented in Section 3.3. Section 4 is about off-critical zeros of \(\zeta^{(2)}(s, \Delta)\). The most important result of this work, the generation mechanism of curves of off-critical zeros starting from critical edge zeros, is explained in Section 4.1. Pairs of real off-critical zero are found in Section 4.2.

2. Technicalities

2.1. Regularization of \(\zeta^{(2)}(s, \Delta)\)

This part is devoted to a short review of the analytic continuation of the Epstein zeta function \((1.1)\), defined when the real part \(\Re(s) > 1\), to the whole complex \(s\)-plane. We have the following theorem.

**Theorem 2.1 (Analytic continuation of the Epstein zeta function \([5, 13]\)).** Let \(\Delta > 0\) and \(s \in \mathbb{C}\). Let us define

\[
Z(s, \Delta) := \left(\frac{\Delta}{\pi}\right)^s \Gamma(s) \zeta^{(2)}(s, \Delta).
\]

(2.1)

We have

\[
Z(s, \Delta) = -\frac{1}{2} \left(1 - \frac{1}{s} + \frac{1}{s}\right) + \frac{1}{2} \int_0^1 \left(t^{s-1} + t^{-s}\right) \left[\theta_3(e^{-\pi t\Delta}) \theta_3(e^{-\pi t/\Delta}) - \frac{1}{t}\right] \, dt,
\]

(2.2)

where the Jacobi elliptic theta function (with zero argument, see \([16]\)) is given by

\[
\theta_3(q) = \sum_{j \in \mathbb{Z}} q^{j^2}.
\]

(2.3)

In particular, \((2.2)\) represents an analytic continuation of \(\zeta^{(2)}(s, \Delta)\) to the whole complex plane, except for the simple pole at \(s = 1\). \(Z(s, \Delta)\) fulfills the following duality relation

\[
Z(s, \Delta) = Z(1 - s, \Delta).
\]

(2.4)

**Remark 2.2.** Note that the symmetry

\[
Z(s, \Delta) = Z(s, 1/\Delta)
\]

(2.5)

is automatically ensured by formula \((2.2)\).

2.2. Integral equations determining zeros

We start by defining what is a zero of \(s \mapsto \zeta^{(2)}(s, \Delta)\) associated to the parameter \(\Delta\).

**Definition 2.1.** We say that \(\rho \in \mathbb{C}\) is:

- a critical zero (of \(s \mapsto \zeta^{(2)}(s, \Delta)\)) associated to the parameter \(\Delta\) if \(\rho = \frac{1}{2} + i\rho_y, \rho_y \in \mathbb{R}\) and \(\zeta^{(2)}(\rho, \Delta) = 0\);
• an off-critical zero (of \( s \mapsto \zeta^{(2)}(s, \Delta) \)) associated to the parameter \( \Delta \) if \( \rho = \rho_x + i \rho_y, \) \((\rho_x, \rho_y) \in \mathbb{R} \times \mathbb{R}, \rho_x \neq \frac{1}{2} \) and \( \zeta^{(2)}(\rho, \Delta) = 0. \)

The nontrivial zeros of \( \zeta^{(2)}(s, \Delta) \) are related to the nullity condition of the right-hand side of (2.2). In the case of critical zeros \( \rho = \frac{1}{2} + i \rho_y, \) the right-hand side of (2.2) is real and we obtain the following result.

**Theorem 2.3 (Equation for critical zeros).** Let \( \rho = \frac{1}{2} + i \rho_y \) be a critical zero associated to the parameter \( \Delta, \) then \( \rho_y \) satisfies the following equation:

\[
-\frac{2}{1 + 4 \rho_y^2} + \int_0^1 \cos(\rho_y \log t) \left[ \theta_3 \left( e^{-\pi \Delta} \right) \theta_3 \left( e^{-\pi t/\Delta} \right) - \frac{1}{t} \right] \frac{dt}{\sqrt{t}} = 0. \tag{2.6}
\]

**Remark 2.4 (Symmetries of the equation and consequences).** The symmetry of (2.6) with respect to the transformation \( \Delta \rightarrow 1/\Delta \) tells us that the set of critical zeros is the same for the couple of values \( \Delta \) and \( 1/\Delta. \) The symmetry \( \rho_y \rightarrow -\rho_y \) means that to each critical zero \( \left( \frac{1}{2}, \rho_y \right) \) there exists a complex conjugate critical zero \( \left( \frac{1}{2}, -\rho_y \right). \)

In the case of off-critical zeros with \( \rho_x \neq \frac{1}{2}, \) it is useful to introduce the deviation of \( \rho_x \) from its critical value

\[
\delta \rho_x := \rho_x - \frac{1}{2}. \tag{2.7}
\]

The right-hand side of (2.2) becomes complex in this case and the off-critical zeros are determined by a pair of coupled integral equations (corresponding to the real and imaginary parts).

**Theorem 2.5 (Equation for the off-critical zeros).** Let \( \rho = \frac{1}{2} + \delta \rho_x + i \rho_y, \delta \rho_x \neq 0, \) be an off-critical zero associated to the parameter \( \Delta, \) then \( \rho \) satisfies the following equations:

\[
-\left[ \frac{1 + 2 \delta \rho_x}{(1 + 2 \delta \rho_x)^2 + 4 \rho_y^2} + \frac{1 - 2 \delta \rho_x}{(1 - 2 \delta \rho_x)^2 + 4 \rho_y^2} \right]
+ \int_0^1 \cos(\rho_y \log t) \cosh(\delta \rho_x \log t) \left[ \theta_3 \left( e^{-\pi \Delta} \right) \theta_3 \left( e^{-\pi t/\Delta} \right) - \frac{1}{t} \right] \frac{dt}{\sqrt{t}} = 0, \tag{2.8}
\]

\[
2 \rho_y \left[ \frac{1}{(1 + 2 \delta \rho_x)^2 + 4 \rho_y^2} - \frac{1}{(1 - 2 \delta \rho_x)^2 + 4 \rho_y^2} \right]
+ \int_0^1 \sin(\rho_y \log t) \sinh(\delta \rho_x \log t) \left[ \theta_3 \left( e^{-\pi \Delta} \right) \theta_3 \left( e^{-\pi t/\Delta} \right) - \frac{1}{t} \right] \frac{dt}{\sqrt{t}} = 0. \tag{2.9}
\]

Furthermore, these equations are invariant with respect to the transformations \( \Delta \rightarrow 1/\Delta, \rho_y \rightarrow -\rho_y \) and \( \delta \rho_x \rightarrow -\delta \rho_x. \) In particular, to each off-critical zero \( \left( \frac{1}{2} + \delta \rho_x, \rho_y \right) \) there exist the related off-critical zeros \( \left( \frac{1}{2} + \delta \rho_x, -\rho_y \right), \left( \frac{1}{2} - \delta \rho_x, \rho_y \right) \) and \( \left( \frac{1}{2} - \delta \rho_x, -\rho_y \right). \)
3. Zeros on the critical line

3.1. Critical edge zeros

Let us first comment on Figure 1. The critical zeros of the Epstein zeta function \( \zeta^{(2)}(s, \Delta) \), calculated numerically by using Eq. (2.6), are represented by open symbols in Figure 1. The set of zeros lying on the same (closed or open) curve are denoted by a common open symbol (circle, square, triangle, ...). There is an infinite sequence of loop circuits in the left-down corner of the figure with the common point at the origin (0, 0) which are not drawn. With regard to the symmetry \( \Delta \to 1/\Delta \), each critical zero in the considered interval \( \Delta \in (0, 1) \) has a counterpart in the complementary interval \( (1, \infty) \). To maintain high accuracy of the results (8-20 decimal digits), only critical zeros with the component \( \rho_y \) smaller than 21 are presented. The numerical evaluation of one critical zero by using Mathematica takes around 5 seconds of CPU time on a conventional PC.

Each curve of critical zeros in Figure 1 is defined by the function \( \rho_y(\Delta) \). Varying the parameter \( \Delta \) in the positive or negative direction, the distance between a couple of nearest zeros can go to zero and the zeros merge at points referred to as the critical “edge” zeros. They originate at specific values of \( \Delta = \Delta^* \) and have imaginary part \( \rho_y^* = \rho_y(\Delta^*) \). More precisely, the edge zeros are defined by a divergent tangent as follows.

Definition 3.1 (Critical edge zeros). We call (critical) edge zero any critical zero \( \rho = \frac{1}{2} + i\rho_y \) such that there exists \( \Delta^* > 0 \) satisfying

\[
\left. \frac{d}{d\Delta} \rho_y(\Delta) \right|_{\Delta = \Delta^*} = \pm \infty.
\]

(3.1)

Furthermore, assuming that the curve of critical zeros is defined by the inverse function \( \Delta(\rho_y) \), the condition for the edge zeros (3.1) is equivalent to

\[
\left. \frac{d}{d\rho_y} \Delta(\rho_y) \right|_{\rho_y = \rho_y^*} = 0
\]

and \( \Delta^* = \Delta(\rho_y^*) \).

The edge zeros split into two groups: the left/right edge zeros are situated on the left/right with respect to the curve \( \rho_y(\Delta) \). More precisely:

Definition 3.2 (Left/right critical edge zeros). Let \( \rho^* = \frac{1}{2} + i\rho_y^* \) be a (critical) edge zero associated to the parameter \( \Delta^* \) and the curve of critical zeros is defined by the inverse function \( \Delta(\rho_y) \). We say that \( \rho \) is a right (resp. left) edge zero if

\[
\left. \frac{d^2}{d\rho_y^2} \Delta(\rho_y) \right|_{\rho_y = \rho_y^*} < 0 \quad (\text{resp. } \left. \frac{d^2}{d\rho_y^2} \Delta(\rho_y) \right|_{\rho_y = \rho_y^*} > 0).
\]

The right and left edge zeros are denoted in Figure 1 as 2a, 3a, 4a, ... and 1, 2b, 3b, 4b, ..., respectively; the close connection between the right and left edge zeros 2a-2b, 3a-3b, etc. will become clear later (see Section 4.1). Notice that the critical zero numbered 1 with coordinates \( (\Delta^c, \rho_y^*) = (\Delta^c \approx 0.141733, 0) \) is a left edge zero because the corresponding curve continues...
reflection-symmetrically across the $\Delta$-axis into the lower quadrant. We can easily deduce closed-form equations for specifying edge zeros.

**Theorem 3.1 (Equation satisfied by a critical edge zero).** If $\rho^* = \frac{1}{2} + i\rho^*_y$ is an edge zero associated to the parameter $\Delta^*$, then

$$f(\rho^*_y, \Delta^*) = 0,$$

where the function $f$ is given by

$$f(\rho_y, \Delta) := \frac{16\rho_y}{(1 + 4\rho_y^2)^2} - \int_0^1 \log t \sin (\rho_y \log t) \left[ \theta_3 \left( e^{-\pi t} \Delta \right) \theta_3 \left( e^{-\pi t/\Delta^*} \right) - \frac{1}{t} \right] \frac{dt}{\sqrt{t}}.$$  \hspace{1cm} (3.4)

**Proof.** We first recall that an edge zero has to satisfy the general equation (2.6) for critical zeros, i.e.,

$$-\frac{2}{1 + 4\rho^*_y^2} + \int_0^1 \cos (\rho^*_y \log t) \left[ \theta_3 \left( e^{-\pi t} \Delta^* \right) \theta_3 \left( e^{-\pi t/\Delta^*} \right) - \frac{1}{t} \right] \frac{dt}{\sqrt{t}} = 0. \hspace{1cm} (3.5)$$

Taking into account the edge-zero condition (3.2), the derivative of (2.6) with respect to $\rho_y$ leads to the result. \hfill \Box

It has to be noticed that the coupled equations (3.3) and (3.5) have an infinite number of real solutions for $\Delta^*$ and $\rho^*_y$. The characteristics of edge critical zeros from Figure 1, constrained to the intervals $0 < \Delta \leq 1$ and $0 \leq \rho_y \leq 21$, are summarized in Table 1.

### 3.2. Singular expansion around critical edge zeros

The map $\Delta \mapsto \rho_y(\Delta)$ exhibits locally an analytic expansion in $\Delta$, except for the edge zeros where it shows a singular expansion in $\Delta$. The singular expansion around edge zeros can be documented by performing the Taylor series expansion of the inverse function $\Delta(\rho_y)$ on the corresponding curve of critical zeros. We obtain the following result.

**Lemma 3.2 (First order asymptotics around a critical edge zero).** Let $\rho^* = \frac{1}{2} + i\rho^*_y$ be an edge zero associated to the parameter $\Delta^*$. Then, as $\rho_y \rightarrow \rho^*_y$ where $\rho = \frac{1}{2} + i\rho_y$ is a critical zero associated to the parameter $\Delta$, we have

$$\rho_y - \rho^*_y = O \left( \sqrt{|\Delta - \Delta^*|} \right).$$

**Proof.** The result directly follows from the order two Taylor expansion of the inverse function $\Delta(\rho_y)$ given by

$$\Delta(\rho_y) = \Delta(\rho^*_y) + \frac{1}{2} \frac{d^2}{d\rho_y^2} \Delta(\rho_y) \bigg|_{\rho_y = \rho^*_y} (\rho_y - \rho^*_y)^2 + o \left( (\rho_y - \rho^*_y)^2 \right), \hspace{1cm} (3.6)$$

where the condition (3.2) was taken into account. \hfill \Box
We now perform a general analysis for critical zeros, deriving an asymptotic expansion of Equation (2.6) around a critical zero $\rho = \frac{1}{2} + i\rho_y$ associated to the parameter $\Delta$.

**Lemma 3.3 (Asymptotic expansion around a general critical zero).** Let $\rho = \frac{1}{2} + i\rho_y$ and $\tilde{\rho} = \frac{1}{2} + i(\rho_y + \delta\rho_y)$ be two critical zeros respectively associated to the parameters $\Delta$ and $\Delta + \delta\Delta$. Then we have, as $\delta\Delta \to 0$ (and therefore $\delta\rho_y \to 0$),

$$a\delta\Delta + f\delta\rho_y + c(\delta\rho_y)^2 - b(\delta\Delta)(\delta\rho_y) - d(\delta\rho_y)^3 + O\left[(\delta\Delta)^2\right] + O\left[\delta\Delta(\delta\rho_y)^2\right] = 0, \quad (3.7)$$

where the function $f = f(\rho_y, \Delta)$ is defined by (3.1) and the other prefactor functions $a$, $b$, $c$ and $d$, depending on $(\rho_y, \Delta)$, are given by

$$a = \pi \int_0^1 \sqrt{t} \cos(\rho_y \log t) \left[ \theta_3(\text{e}^{-\pi t}\Delta) \frac{1}{\Delta^2} \vartheta(\text{e}^{-\pi t/\Delta}) - \theta_3(\text{e}^{-\pi t/\Delta}) \vartheta(\text{e}^{-\pi t}) \right] dt, \quad (3.8)$$

$$b = \pi \int_0^1 \sqrt{t} \sin(\rho_y \log t) (\log t) \left[ \theta_3(\text{e}^{-\pi t}\Delta) \frac{1}{\Delta^2} \vartheta(\text{e}^{-\pi t/\Delta}) - \theta_3(\text{e}^{-\pi t/\Delta}) \vartheta(\text{e}^{-\pi t}) \right] dt, \quad (3.9)$$

Table 1. The coordinates of edge critical zeros appearing in the region of $0 < \Delta \leq 1$ and $0 \leq \rho_y \leq 21$ in Figure [Figure]
\[
c = \frac{8(1 - 12\rho_y^2)}{(1 + 4\rho_y^2)^3} - \frac{1}{2} \int_0^1 \cos(\rho_y \log t) (\log t)^2 \left[ \theta_3 \left( e^{-\pi t\Delta} \right) \theta_3 \left( e^{-\pi t/\Delta} \right) - \frac{1}{t} \right] \frac{dt}{\sqrt{t}}, \quad (3.10)
\]

\[
d = \frac{128\rho_y (1 - 4\rho_y^2)}{(1 + 4\rho_y^2)^4} - \frac{1}{6} \int_0^1 \sin(\rho_y \log t) (\log t)^3 \left[ \theta_3 \left( e^{-\pi t\Delta} \right) \theta_3 \left( e^{-\pi t/\Delta} \right) - \frac{1}{t} \right] \frac{dt}{\sqrt{t}}, \quad (3.11)
\]

with \( \theta_3 \) is defined by (2.3) and

\[
\vartheta(q) := q \frac{d}{dq} \theta_3(q) = \sum_{j \in \mathbb{Z}} j^2 q^{j^2}.
\]

Proof. One substitutes

\[
\Delta \rightarrow \Delta + \delta \Delta, \quad \text{and} \quad \rho_y \rightarrow \rho_y + \delta \rho_y
\]

into equation (2.6) and expands in Taylor series in powers of small deviations \( \delta \Delta \) and \( \delta \rho_y \). Furthermore, the \( \theta_3 \)-functions appearing in (2.6) are expanded as follows

\[
\theta_3 \left( e^{-\pi t\Delta} \right) \rightarrow \theta_3 \left( e^{-\pi t\Delta} \right) - \pi t(\delta \Delta) \vartheta \left( e^{-\pi t\Delta} \right), \quad \theta_3 \left( e^{-\pi t/\Delta} \right) \rightarrow \theta_3 \left( e^{-\pi t/\Delta} \right) + \frac{\pi t \delta \Delta}{\Delta^2} \vartheta \left( e^{-\pi t/\Delta} \right).
\]

It is now straightforward to obtain the desired result.

It is easy to derive the following asymptotics for \( \delta \rho_y \) in the case of a critical zero which does not belong to the set of edge zeros.

**Lemma 3.4 (Asymptotic expansion around a critical non-edge zero).** Let \( \rho = \frac{1}{2} + i(\rho_y + \delta \rho_y) \) be a critical zero associated to the parameter \( \Delta + \delta \Delta \) such that the critical zero \( \frac{1}{2} + i\rho_y \) associated to the parameter \( \Delta \) is not an edge zero. Then we have, as \( \delta \Delta \rightarrow 0 \) (and consequently \( \delta \rho_y \rightarrow 0 \)),

\[
\delta \rho_y = -a \frac{\delta \Delta}{f} + \mathcal{O} (\delta \rho_y \delta \Delta).
\]

Proof. Since \( \rho \) is not an edge zero, we have \( f(\rho_y, \Delta) \neq 0 \) and therefore the leading term of the expansion of the deviation \( \delta \rho_y \) in small \( \delta \Delta \) is determined by the equation

\[
a \delta \Delta + f \delta \rho_y + \mathcal{O}(\delta \rho_y \delta \Delta) = 0,
\]

which leads to our result.

We can also derive from (3.7) the following asymptotics around an edge zero.

**Lemma 3.5 (Asymptotic expansion around a critical edge zero).** Let \( \rho = \frac{1}{2} + i(\rho_y^* + \delta \rho_y) \) associated to the parameter \( \Delta \) be a critical zero where \( \rho^* = \frac{1}{2} + i\rho_y^* \), associated to the parameter \( \Delta^* \) with \( \Delta > \Delta^* \), is a left edge zero. Then we have, as \( \Delta \rightarrow \Delta^* \) (and therefore \( \rho_y \rightarrow \rho_y^* \)),

\[
\rho_y(\Delta) = \rho_y(\Delta^*) \pm \sqrt{-\frac{a}{c} \sqrt{\Delta - \Delta^*} + \frac{1}{2c} \left( b - \frac{ad}{c} \right) (\Delta - \Delta^*) + \mathcal{O} \left( (\Delta - \Delta^*)^{3/2} \right)},
\]

where the sign \( \pm \) determines the up/down branches of \( \rho_y(\Delta) \).
Remark 3.6. In particular, the leading order term of our asymptotics is given, as \( \Delta \to \Delta^* \), by

\[
\rho_y(\Delta) = \rho_y(\Delta^*) \pm \sqrt{-\frac{a}{c} \Delta - \Delta^*} + o\left(\sqrt{\Delta - \Delta^*}\right).
\]

(3.16)

Here, the ratio \( -a/c \) must be positive for the real component \( \rho_y \) to exist and it was checked numerically for all left edge zeros presented in Table 1 that it is so. Notice that singular expansion of type (3.16) with the critical exponent \( \frac{1}{2} \) occurs in a mean-field description of classical statistical systems at the second-order phase transition [4, 23]. An analogous analysis can be done for right edge zeros.

Proof. For a critical edge zero \( \rho^* = \frac{1}{2} + i\rho_y^* \), the linear term of order \( \delta \rho_y \) is absent in (3.7) since \( f(\rho_y^*, \Delta^*) = 0 \). Terms on the left-hand side of (3.7) can be classified according to their power in the smallness parameter \( \delta \Delta \) and the leading order can be easily derived. To go to the next order in \( \delta \Delta \), one adds to \( \delta \rho_y \) in (3.16) a higher-order term \( \alpha \delta \Delta \) with the as-yet-undetermined constant \( \alpha \). Expanding all functions in (3.7) up to the order \( (\delta \Delta)^{3/2} \) one ends up with the relation

\[
2c\alpha - b + ad/c = 0
\]

which fixes \( \alpha \). It is now straightforward to get our final expression of the asymptotics.

Application and comparison with the direct computations. Let us choose one of the left edge critical zeros in Figure 1, say the edge point 3b with characteristics \( \Delta^* \) and \( \rho_y^* \) listed in Table 1. After the numerical evaluation of the coefficients \( a, b, c \) and \( d \), the expansion (3.15) takes the form

\[
\delta \rho_y(\Delta) = \pm 4.87411\sqrt{\Delta - \Delta^*} + 22.493 (\Delta - \Delta^*) + O\left((\Delta - \Delta^*)^{3/2}\right).
\]

(3.17)

The fitting of numerical data for the up branch (the + sign) implies the prefactor 4.87412 to \( \sqrt{\Delta - \Delta^*} \) and the one 22.686 to \( (\Delta - \Delta^*) \), while for the down branch (the – sign) the corresponding prefactors \(-4.87415\) and \(22.230\) deviate a bit more from the “exact” ones in (3.17), but they are still suitable.

3.3. Approximation of Epstein zeta function for small values of \( \Delta \)

In this part, for small values of the anisotropy parameter \( \Delta \), the Epstein function is approximated well by a function which reveals an equidistant distribution of critical zeros along the imaginary axis in the limit \( \Delta \to 0 \). We start by showing the following asymptotic result as \( \Delta \to 0 \).

Theorem 3.7 (Asymptotics for small values of \( \Delta \)). As \( \Delta \to 0 \), we have

\[
\zeta^{(2)}(s, \Delta) = \frac{1}{\Delta^{2s}} \frac{1}{\Gamma(\frac{1}{2} - 2s)} \zeta\left(\frac{1}{2} - s\right) + \frac{1}{\Delta} \sqrt{\pi \Gamma(s - \frac{1}{2})} \zeta(2s - 1) + O(\Delta).
\]

(3.18)

Proof. The sum in (1.1) can be straightforwardly converted to

\[
\frac{1}{2} \sum_{j,k=-\infty}^{\infty} \frac{1}{(j^2 + \Delta^2k^2)^s} = \zeta(2s) + \frac{1}{\Delta^{2s}} \zeta(2s) + 2 \sum_{j,k=1}^{\infty} \frac{1}{(j^2 + \Delta^2k^2)^s}.
\]

(3.19)
Writing
\[ \sum_{k=0}^{\infty} \frac{1}{(j^2 + \Delta^2 k^2)^s} = \sum_{k=1}^{\infty} \frac{1}{(j^2 + \Delta^2 k^2)^s} - \frac{1}{j^{2s}} \]  
the Epstein zeta function is expressed as
\[ \zeta^{(2)}(s, \Delta) = \frac{1}{\Delta^{2s}} \zeta(2s) - \zeta(2s) + \sum_{j=1}^{\infty} \sum_{k=0}^{\infty} f_j(k), \]  
where
\[ f_j(x) = \frac{2}{(j^2 + \Delta^2 x^2)^s}. \]  

In the limit \( \Delta \to 0 \), the difference between successive terms in the sum \( \sum_{k=0}^{\infty} f_j(k) \) is also negligibly small. The sum can be thus treated as an integral according to the Euler-Maclaurin formula [1]
\[ \sum_{k=0}^{\infty} f_j(k) = \int_0^{\infty} f_j(x) \, dx + \frac{f_j(0) + \lim_{M \to \infty} f_j(M)}{2} + \sum_{l=1}^{[\frac{s}{2}]} \frac{B_{2l}}{(2l)!} \left[ \lim_{M \to \infty} f_j^{(2l-1)}(M) - f_j^{(2l-1)}(0) \right] + R_j(p), \]  
where \( p \geq 2 \) is an integer, \([ \cdots ]\) denotes the integer part, \( \{B_{2l}\} \) are Bernoulli numbers and the absolute value of the error term \( R_j(p) \) is bounded by
\[ |R_j(p)| \leq \frac{2 \zeta(p)}{(2\pi)^p} \int_0^{\infty} \left| f_j^{(p)}(x) \right| \, dx. \]  

\( f_j(x) \) is an even function of \( x \) and therefore its odd derivatives with respect to \( x \) vanish at \( x = 0 \). Since the derivatives of \( f_j(x) \) vanish also at \( x \to \infty \), it holds that
\[ \sum_{k=0}^{\infty} f_j(k) = 2 \int_0^{\infty} \frac{dx}{(j^2 + \Delta^2 x^2)^s} + \frac{1}{j^{2s}} + R_j(p). \]  

Evaluating the integral
\[ \int_0^{\infty} \frac{dx}{(j^2 + \Delta^2 x^2)^s} = \frac{1}{\Delta} \frac{1}{j^{2s-1}} \frac{\sqrt{\pi} \Gamma\left(s - \frac{1}{2}\right)}{2 \Gamma(s)}, \]  
we end up with
\[ \zeta^{(2)}(s, \Delta) = \frac{1}{\Delta^{2s}} \zeta(2s) + \frac{1}{\Delta} \frac{\sqrt{\pi} \Gamma\left(s - \frac{1}{2}\right)}{\Gamma(s)} \zeta(2s - 1) + \sum_{j=1}^{\infty} R_j(p). \]
Figure 3. The comparison of the results for the first critical zeros as the functions of $\Delta$ calculated from the approximative equation (3.33) (dashed curves) with the ones obtained by using the exact equation (2.6) (the symbol notation is taken from Figure 1).

By applying the dual relation (see e.g. [5])

\[
\frac{1}{\pi^s} \Gamma(s) \zeta(2s) = \frac{1}{\pi^{1/2-s}} \Gamma\left(1 - \frac{s}{2}\right) \zeta(1 - 2s) \tag{3.28}
\]

we end up with the following asymptotic expansion as $\Delta \to 0$:

\[
\zeta^{(2)}(s, \Delta) = \frac{1}{\Delta^{2s}} \frac{1}{\pi^{1/2-2s}} \frac{\Gamma\left(\frac{1}{2} - s\right)}{\Gamma(s)} \zeta(1 - 2s) + \frac{1}{\Delta} \sqrt{\pi} \frac{\Gamma\left(s - \frac{1}{2}\right)}{\Gamma(s)} \zeta(2s - 1) + \sum_{j=1}^{\infty} R_j(p). \tag{3.29}
\]

To estimate the error term, writing $s = s_x + is_y$, we insert $f_j(x)$ (3.22) into the bound (3.24) for $p = 2$ and obtain by a straightforward computation that

\[
\left| \sum_{j=1}^{\infty} R_j(2) \right| \leq \sum_{j=1}^{\infty} \frac{2\zeta(2)}{(2\pi)^2} \int_{0}^{\infty} |f_j^{(2)}(x)| \, dx = \frac{8\Delta \zeta(2) \zeta(2s_x + 1)}{(2\pi)^2} \sqrt{s_x^2 + s_y^2} I(s_x, s_y), \tag{3.30}
\]

where the integral

\[
I(s_x, s_y) = \int_{0}^{1} \left\{ \sqrt{(1 - (1 + 2s_x)t^2)^2 + 4s_y^2t^4} + t^{2s_x} \sqrt{(t^2 - (1 + 2s_x))^2 + 4s_y^2} \right\} \frac{dt}{(1 + t^2)^{2+s_x}} \tag{3.31}
\]

converges if $s_x > -\frac{1}{2}$. Note that $\zeta(2s_x + 1)$ diverges for $s_x = 0$. This completes the proof. \qed
Table 2. The comparison of the exact and approximate values of the first 8 zeros for $\Delta = 1/\sqrt{7}$.

| zero # | $\rho_y$ exact   | $\rho_y$ approx |
|--------|------------------|-----------------|
| 1      | 1.133090035457   | 1.133090358285  |
| 2      | 4.475738283729   | 4.475726461185  |
| 3      | 6.845491712491   | 6.845712742060  |
| 4      | 7.931630248198   | 7.930996972746  |
| 5      | 10.19781031911   | 10.20336832640  |
| 6      | 11.16018454312   | 11.14537554655  |
| 7      | 12.48960334303   | 12.51829228147  |
| 8      | 14.13472514173   | 14.05004856679  |

Remark 3.8. The expansion (3.29) then has the meaning of a systematic Laurent series expansion in $\Delta$ provided that $\Re(s) > 0$.

Approximate equation for zeros in the small $\Delta$ regime and comparison with direct computations. Let us neglect the error term of order $\Delta$ and consider the approximate equation for zeros $\{\rho\}$ of the Epstein zeta function in the region of small $\Delta$:

$$
\left( \frac{\Delta}{\pi} \right)^{2\rho-1} = -\frac{\Gamma \left( \frac{1}{2} - \rho \right)}{\Gamma \left( \rho - \frac{1}{2} \right)} \zeta(1 - 2\rho) \Gamma \left( \frac{\rho}{\pi} \right) \zeta(2\rho - 1) .
$$

(3.32)

For the critical zeros $\rho = \frac{1}{2} + i\rho_y$, this equation takes the form

$$
\left( \frac{\Delta}{\pi} \right)^{2i\rho_y} = -\frac{\Gamma (-i\rho_y) \zeta(-2i\rho_y)}{\Gamma (i\rho_y) \zeta(2i\rho_y)} .
$$

(3.33)

In Figure 3, the results for the first critical zeros as the functions of the anisotropy parameter $\Delta$ calculated from this approximative equation (dashed curves) are compared with the ones obtained by using the exact equation (2.6) (the symbol notation is taken from Figure 1). It is seen that the critical zeros obtained from the approximate equation (3.33) agree with the exact ones unexpectedly far away, up to $\Delta \approx 0.5$. Roughly speaking, the approximate formula (3.33) works well until approaching an edge zero at which two critical zeros merge, the phenomenon which is out of reach of this formula. This can be seen in the upper right corner of Fig. 3 where the two “exact” curves tend to the right edge point 3a. High accuracy of the approximative values of the first eight critical zeros for the Epstein zeta function is documented for $\Delta = 1/\sqrt{7} \approx 0.378$ in Table 2. As is intuitively expected, the accuracy of the approximative results deteriorates as the value of $\rho_y$ increases.

The following result illustrates what we observe on Figure 3 and shows that, in the limit $\Delta \to 0$, the set of critical zeros is equidistant along the imaginary axis, with the spacing $\frac{\pi}{\log(\Delta/\pi)}$ between the nearest neighbors.

Lemma 3.9 (Asymptotic behavior of $\rho_y$ as $\Delta \to 0$). Let $\rho = \frac{1}{2} + i\rho_y$ be a critical zero associated to the parameter $\Delta$. Then we have

$$
\lim_{\Delta \to 0} \rho_y(\Delta) = 0 .
$$
Furthermore, in the limit $\Delta \to 0$, the asymptotic critical zeros are given by $\{ \rho(n) := \frac{1}{2} + \rho_y(n) \}$ where

$$\rho_y(n) := \frac{\pi n}{|\log(\Delta/\pi)|}, \quad n \in \mathbb{Z}^*. \quad (3.34)$$

**Proof.** Let us consider the two first orders of the asymptotics in (3.29) when $s = \frac{1}{2} + i\rho_y$:

$$\zeta^{(2)}(s, \Delta) = \frac{\sqrt{\pi} \Gamma(-i\rho_y) \zeta(-2i\rho_y)}{\Delta \Gamma \left( \frac{1}{2} + i\rho_y \right)} \left[ \left( \frac{\Delta}{\pi} \right)^{-2i\rho_y} + \frac{\Gamma(i\rho_y) \zeta(2i\rho_y)}{\Gamma(-i\rho_y) \zeta(-2i\rho_y)} \right]. \quad (3.35)$$

Let us assume that in the limit $\Delta \to 0$ also the component $\rho_y$ of critical zeros goes to 0, as is seen in Figure 3. Since

$$\lim_{\rho_y \to 0} \frac{\Gamma(i\rho_y) \zeta(2i\rho_y)}{\Gamma(-i\rho_y) \zeta(-2i\rho_y)} = -1, \quad (3.36)$$

the critical zeros are given by $(\Delta/\pi)^{2i\rho_y} = 1$, in agreement with (3.34). As

$$\frac{\sqrt{\pi} \Gamma(-i\rho_y) \zeta(-2i\rho_y)}{\Delta \Gamma \left( \frac{1}{2} + i\rho_y \right)} \sim_{\rho_y \to 0} \frac{i}{2\rho_y}, \quad (3.37)$$

the zeta function $\zeta^{(2)} \left( \frac{1}{2} + \rho_y, \Delta \right)$ diverges as $|\log \Delta|/\Delta$ on the curves of critical zeros as $\Delta \to 0$, but this has no impact on the location of its zeros. The proof is complete.

The distance between the nearest neighbors in the asymptotic sequence of critical zeros (3.34) is predicted to be $\pi/|\log(\Delta/\pi)|$; the dependence on the inverse of $\log(\Delta)$ indicates that one has to take extremely small values of $\Delta$ to obtain reliable results. We have performed numerical evaluation of the first few critical zeros with $\rho_y > 0$ for $\Delta = 0.0001$ by using the exact formula (2.6). The distance between the first and second zeros is 0.375, between the second and third zeros is 0.357, between the third and fourth zeros is 0.347, between the fourth and fifth zeros is 0.340, between the fifth and sixth zeros is 0.337, etc., which means that the spectrum of zeros is almost equidistant as was anticipated. Our asymptotic result (3.34) suggests that the distance should be 0.303 which is a reasonable estimate for the considered (not small enough) value of $\Delta = 0.0001$.

**Remark 3.10 (The large $\Delta$ case).** With regard to the symmetry $\Delta \to 1/\Delta$ of basic equations (2.6) for critical and (2.8), (2.9) for off-critical zeros, one can accomplish an analogous analysis in the opposite limit $\Delta \to \infty$, with the result

$$(\pi\Delta)^{2\rho-1} = \frac{\Gamma(\rho - \frac{1}{2}) \zeta(2\rho - 1)}{\Gamma \left( \frac{1}{2} - \rho \right) \zeta(1 - 2\rho)}. \quad (3.38)$$

Similarly as in the limit $\Delta \to 0$, the spectrum of critical zeros is equidistant along the imaginary axis in the limit $\Delta \to \infty$, with the spacing $\frac{\pi}{\log(\pi\Delta)}$ between the nearest neighbors.
4. Zeros off the critical line

4.1. Generation of off-critical zeros from critical edge zeros

We observe the following in Figure 1: given an edge zero associated to the parameter \( \Delta^* \), there exists \( \delta_0 > 0 \) such that for all \( 0 < \delta < \delta_0 \), for a left (resp. right) edge zero, there is no critical zero associated to the parameter \( \Delta^* - \delta \) (resp. \( \Delta^* + \delta \)). In the specific case of left edge zeros, this is caused by the fact that Eq. (3.7) with the numerically verified inequality \(-a/c > 0\) has no real solution for \( \delta = \delta \rho \) if \( \delta = \delta \rho \) < 0. See also Eq. (3.16).

Therefore, the only way to have a zero of \( \zeta^{(2)}(s, \Delta) \) corresponding to these values of the parameter \( \Delta \) close to an edge zero is to allow the \( \rho_x \)-component to deviate from its critical value \( \frac{1}{2} \). We therefore obtain the following result.

Lemma 4.1 (Asymptotic expansion of an off-critical zero around a critical zero). Let \( \rho = \frac{1}{2} + \delta \rho_x + i (\rho_y + \delta \rho_y) \) be an off-critical zero associated to the parameter \( \Delta + \delta \Delta \) such that \( \bar{\rho} = \frac{1}{2} + i \rho_y \) is a critical zero associated to the parameter \( \Delta \). Then we have, as \( \delta \Delta \to 0 \) (and therefore \( \delta \rho_y \to 0 \) and \( \delta \rho_x \to 0 \)), the following two equations:

\[
\begin{align*}
\delta \rho_x &= \pm \sqrt{-\frac{a}{c} \sqrt{\Delta^* - \Delta} + o \left( \sqrt{\Delta^* - \Delta} \right)}, \\
\delta \rho_y &= -\frac{1}{2c} \left( \frac{b}{c} - \frac{ad}{c} \right) (\Delta^* - \Delta) + o (\Delta^* - \Delta),
\end{align*}
\]

where the function \( f \) is defined by (3.4) and the functions \( a, b, c \) and \( d \) by equations (3.8)–(3.11).

Furthermore if the critical zero \( \bar{\rho} \) is not an edge zero, then there is no such off-critical zero \( \rho \) in its neighborhood.

Proof. We simply use (3.13) in (2.8) and (2.9) and Taylor expanding in powers of small variables \( \delta \Delta, \delta \rho_x \) and \( \delta \rho_y \). Furthermore, if the critical zero \( \bar{\rho} \) is not an edge zero, it holds that \( f(\rho_y, \Delta) \neq 0 \). The second equation (4.2) with sufficiently small \( \delta \Delta \) and \( \delta \rho_y \) has the only solution \( \delta \rho_x = 0 \). In other words, there are no off-critical zeros in the neighborhood of the critical zero which is not an edge zero.

Lemma 4.2 (Asymptotic expansion of an off critical zero around a left edge zero). Let \( \rho = \frac{1}{2} + \delta \rho_x + i (\rho_y^* + \delta \rho_y) \) be an off-critical zero associated to the parameter \( \Delta \) such that \( \rho^* = \frac{1}{2} + i \rho_y^* \) is a left edge zero associated to the parameter \( \Delta^* \). Then, we obtain, for \( \Delta < \Delta^* \), \( \Delta \to \Delta^* \) (and then \( \delta \rho_y \to 0 \) and \( \delta \rho_x \to 0 \)),

\[
\delta \rho_x = \pm \sqrt{-\frac{a}{c} \sqrt{\Delta^* - \Delta} + o \left( \sqrt{\Delta^* - \Delta} \right)},
\]

and

\[
\delta \rho_y = -\frac{1}{2c} \left( \frac{b}{c} - \frac{ad}{c} \right) (\Delta^* - \Delta) + o (\Delta^* - \Delta),
\]

Remark 4.3. The relations (4.3) and (4.4) are the asymptotic formulas for a curve of off-critical zeros starting from the considered left edge point which are valid for \( \Delta \) close to \( \Delta^* \) and \( \rho_y \) close to \( \rho_y^* \).
The ± sign for \( \delta \rho_x \) in (4.3) means that at each point along a curve of off-critical zeros \( \rho_y(\Delta) \) there exist a conjugate pair of solutions \( \rho_x = \frac{1}{2} + \delta \rho_x \) and \( 1 - \rho_x = \frac{1}{2} - \delta \rho_x \). A similar analysis can be made for right edge zeros.

**Proof.** Since \( \rho^* \) is an edge zero, we have \( f(\rho^*_y, \Delta^*) = 0 \) and it follows that (4.2) is satisfied also for \( \delta \rho_x \neq 0 \). Indeed, note that in the first equation (4.1) the term \( c(\delta \rho_y)^2 \), which was dominant in the previous analysis of critical zeros in Section 3.2, has a counterpart with the opposite sign \( -c(\delta \rho_x)^2 \). This latter term becomes dominant when the difference \( \delta \Delta = \Delta - \Delta^* \) changes its positive sign to the negative one, implying that

\[
a(\Delta - \Delta^*) - c(\delta \rho_x)^2 + c(\delta \rho_y)^2 + o(\delta \rho_y^2) + o(\delta \rho_x^2) = 0,
\]

Since \( \delta \rho_x \neq 0 \), the second equation (4.2) implies that

\[
b(\Delta - \Delta^*) - 2c\delta \rho_y - d(\delta \rho_x)^2 + o((\Delta^* - \Delta)^2) + o(\delta \rho_x^2) = 0.
\]

These two equations exhibit the solutions with expansions of type (4.3) and (4.4). □

**Numerical method to generate off-critical zeros curves.** The fact that each curve of off-critical zeros starts/ends at edge points simplifies very much the numerical evaluation of off-critical zeros by using Mathematica. As a function to deal with we take the sum of the squared left-hand side of Eqs. (2.8) and (2.9). Applying the command FindMinimum to this function, the zero is taken as sure if the function value is less than \( 10^{-23} \). To avoid escape from a local minimum, one starts from a (say right) edge point and increases \( \Delta \) by a tiny amount \( 0.0001 \). After few steps the shift can be augmented to \( 0.001 \) or \( 0.01 \). The search for a minimum takes around 60 sec of CPU time on a conventional PC. For integer values of \( \Delta^2 = 5, 6, 8, \ldots \), when off-critical zeros can be calculated with a high precision from exact sums of products of Dirichlet \( L \)-functions [8], our numerical results agree with these analytic predictions by at least 20 decimal digits.

**Numerical observations.** As is seen in Figure 2, each curve of off-critical zeros joins a pair of critical right (notation “a”) and left (“b”) edge zeros. As a rule, the \( \rho_y \)-coordinate of the right edge point is smaller than that of the corresponding left edge point. In the large majority of cases the curves of off-critical zeros go up monotonously when increasing \( \Delta \); the only exception from the curves presented in Figure 2 is the curve starting at the right edge point 11a which first goes down in a short interval of \( \Delta \)-values and then goes up to the left edge point 11b (not in the figure). The intersection of a solid curve of off-critical zeros with a curve of critical zeros (symbols) is not contradictory: the component \( \rho_x \) varies along the solid curves (not indicated in the figure) while it is constant \( \frac{1}{2} \) along the critical curves. The vertical dashed lines, pictured at the values \( 1/\sqrt{2}, 1/\sqrt{3}, 1/\sqrt{4} \) and \( 1/\sqrt{7} \) of \( \Delta \), correspond, together with \( \Delta = 1 \), to the special cases when \( \zeta^{(2)}(s, \Delta) \) factorizes itself into product of a zeta function, a Dirichlet \( L \) function and a prefactor function whose zeros (lying on the critical line only) can be determined analytically [8, 19]. According to the generalized Riemann hypothesis [10, 19], \( \zeta^{(2)}(s, \Delta) \) exhibits only critical zeros for these values of \( \Delta \). This fact is clearly seen in Figure 2 where no solid curve of off-critical zeros intersects dashed and \( \Delta = 1 \) lines, although some of the edge zeros are localized very close to dashed lines.

Figure 4 documents numerical results for the curve of off-critical zeros (full squares) interconnecting the pair of right and left edge zeros, denoted as 2a and 2b in Figure 1. The evolution of the component \( \rho_x \) along the curve is indicated by numbers with short lines attached; by definition
Figure 4. Numerical results for the curve off-critical zeros (full squares) between the right edge point 2a (lying on the curve of critical zeros represented by open squares) and the left edge point 2b (lying on the curve of critical zeros represented by open triangles). The evolution of the component $\rho_x$ along the curve is indicated by short lines. At each point of the curve there exists another solution with the component $1 - \rho_x$.

Comparison of our asymptotic formulas and analytic data obtained directly. A check of the asymptotic formulas (4.3) and (4.4) for the curve of off-critical zeros close to a left edge zero was made for the edge point denoted as 3b in Figure 1, similarly as in the previous case of the expansion formula (3.17) for the curve of critical zeros. The expected dependences

$$
\delta \rho_x (\Delta) = \pm 4.87411 \sqrt{\Delta^* - \Delta}, \quad -\delta \rho_y (\Delta) = 22.493 (\Delta^* - \Delta)
$$

are reproduced very well by fitting numerical data, namely the prefactor obtained for $\delta \rho_x$ equals to 4.87412 and the prefactor for $-\delta \rho_y$ is estimated to 22.498. The agreement of the asymptotic relations (4.5) (dashed lines) with the numerical data (open symbols) is pictured in Figure 5.

4.2. Real off-critical zeros

In this section, we are interested in real off-critical zeros. It has already been mentioned that the critical zero numbered by 1 in Figure 1, lying on the $\Delta$-axis, is a left edge zero because the curve of critical zeros passes across the $\Delta$-axis into the lower quadrant in a reflection-symmetrical way.

Numerical observations. The imaginary part of this point $\rho_y^* = 0$ as well as its associated
Figure 5. The log-log plot of numerical and analytic data for the curve of off-critical zeros going from the left edge denoted as 3b in Figure 1. Numerical dependences of $\delta \rho_x$ (open circles) and $-\delta \rho_y$ (open squares) on the small deviations from the edge point $\Delta^* - \Delta$ are compared with the analytic predictions (4.5) represented by dashed lines.

parameter $\Delta_c^*$ fulfill Eqs. (3.5) and (3.3) provided that

$$-2 + \int_0^1 \left[ \theta_3 \left( e^{-\pi t \Delta^*} \right) \theta_3 \left( e^{-\pi t/\Delta^*} \right) - \frac{1}{t} \right] \frac{dt}{\sqrt{t}} = 0.$$  (4.6)

This equation obviously corresponds to $Z(1/2, \Delta_c^*) = 0$ (see (2.11) and (2.22)). Using the work of Montgomery [20] (recently recovered by Faulhuber and Steinerberger in [15]), we can show the following result.

Lemma 4.4. Equation (4.6) admits a unique solution $\Delta_c^*$ on $(0, 1]$.

Proof. It has been shown in [15] [20] that, for all $t > 0$, the function $\Delta \mapsto \theta_3 \left( e^{-\pi t \Delta} \right) \theta_3 \left( e^{-\pi t/\Delta} \right)$ is strictly decreasing on $(0, 1)$. Furthermore, for $\Delta = 1$ we have

$$-2 + \int_0^1 \left[ \theta_3 \left( e^{-\pi t} \right)^2 - \frac{1}{t} \right] \frac{dt}{\sqrt{t}} \approx -1.9501325 < 0.$$  

To study the opposite $\Delta \to 0$ limit, we recall that $Z(s, \Delta)$ is related to the Epstein zeta function $\zeta^{(2)}(s, \Delta)$ via equation (2.21) and the small-$\Delta$ behavior of $\zeta^{(2)}(s, \Delta)$ is given by the asymptotic relation (3.29) where the $p = 2$ error term of the order $O(\Delta)$ can be neglected in the limit $\Delta \to 0$. Thus one arrives at the asymptotic relation

$$Z(s, \Delta) \underset{\Delta \to 0}{\sim} \frac{1}{\Delta^s} \left( \frac{1}{2} - s \right) \zeta(1 - 2s) + \frac{1}{\Delta^{1-s}} \pi^{\frac{1}{2} - s} \frac{1}{\Gamma \left( s - \frac{1}{2} \right)} \zeta(2s - 1)$$
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which exhibits the required duality symmetry (2.4). Consequently,
\[
\lim_{s \to \frac{1}{2}} Z(s, \Delta) = \frac{\gamma - \log(4\pi\Delta)}{\sqrt{\Delta}},
\]
where \(\gamma = 0.5772156\ldots\) is the Euler-Mascheroni constant. Thus,
\[
Z \left( \frac{1}{2}, \Delta \right) \sim_0 \frac{-\log \Delta}{\sqrt{\Delta}} \to +\infty.
\]
It follows that \(\Delta^*_c\) is unique and the proof is complete. \(\square\)

As is seen in Table 1, the numerical solution of this equation is \(\Delta^*_c \approx 0.141733239663887\).

According to our numerical observations:

(1) it turns out that the curve of off-critical zeros going out of the critical edge zero 1 stays on the \(\Delta\)-axis, i.e. \(\rho_y = 0\).
(2) As concerns the coupled equations for off-critical zeros (2.8) and (2.9), the second one is automatically fulfilled for \(\rho_y = 0\) while the first one implies
\[
-\left(\frac{1}{1 + 2\delta\rho_x} + \frac{1}{1 - 2\delta\rho_x}\right) + \int_0^1 \cosh(\delta\rho_x \log t) \left[ \theta_3 \left( e^{-\pi t \Delta} \right) \theta_3 \left( e^{-\pi t / \Delta} \right) - \frac{1}{t} \right] \frac{dt}{\sqrt{t}} = 0.
\]
This equation has two conjugate real solutions for \(\delta\rho_x\) and \(-\delta\rho_x\) (or, equivalently, \(\rho_x\) and \(1 - \rho_x\)), only if \(0 \leq \Delta < \Delta^*_c\) as observed in Figure 6.
(3) The value of \(\rho_x\) is \(\frac{1}{2}\) at the critical edge point 1 corresponding to \(\Delta = \Delta^*_c\). As observed again in Figure 6 decreasing the value of \(\Delta < \Delta^*_c\), the two values of \(\rho_x\) split and tend to the borders 0 (down branch) and 1 (up branch) of the critical strip in the limit \(\Delta \to 0\).

**Heuristic derivation of \(\Delta^*_c\) from small \(\Delta\) approximation.** It is useful to test how Eq. (3.32), which is accurate but certainly only approximate for complex zeros (see Table 2), works in the present case of real off-critical zeros. Writing \(\rho = \frac{1}{2} + \delta\rho_x\) in (3.32), one gets
\[
\left(\frac{\Delta}{\pi}\right)^{2\delta\rho_x} = -\frac{\Gamma(-\delta\rho_x) \zeta(-2\delta\rho_x)}{\Gamma(\delta\rho_x) \zeta(2\delta\rho_x)}.
\]
The expansion of both sides of this equation to the first order in small \(\delta\rho_x\) must be consistent at \(\Delta = \Delta^*_c\): as \(\delta\rho_x \to 0\) we have
\[
\left(\frac{\Delta^*_c}{\pi}\right)^{2\delta\rho_x} = 1 + 2 \log \left(\frac{\Delta^*_c}{\pi}\right) \delta\rho_x + \mathcal{O} \left( \delta\rho_x^2 \right),
\]
\[
-\frac{\Gamma(-\delta\rho_x) \zeta(-2\delta\rho_x)}{\Gamma(\delta\rho_x) \zeta(2\delta\rho_x)} = 1 + 2 \left[ \gamma - 2 \log(2\pi) \right] \delta\rho_x + \mathcal{O} \left( \delta\rho_x^2 \right).
\]
Figure 6. The dependence of the \( \rho_x \)-component of real off-critical zeros (\( \rho_y = 0 \)) on the anisotropy parameter \( \Delta \), calculated numerically by using equation (4.7). As explained in the text, \( \rho_x = \frac{1}{2} \) at \( \Delta_c^* \approx 0.14173239663887 \) and there are two conjugate solutions \( \rho_x \) and \( 1 - \rho_x \) for \( 0 < \Delta < \Delta_c^* \). As \( \Delta \to 0 \), the two values of \( \rho_x \) tend to the borders 0 (the down branch) and 1 (the up branch) of the critical strip. The inset concerns the down branch and the region of small \( \Delta \) where numerical data for \( \rho_x \) versus \( \Delta \) (open circles) satisfy the asymptotic relation \( \rho_x \sim \frac{3}{\pi \Delta} \) (dashed line).

Consequently, it must hold that

\[
\Delta_c^* = \frac{e^\gamma}{4\pi} \tag{4.11}
\]

We checked that \( \Delta_c^* \) evaluated by using this analytic relation coincides with the previous numerical estimate \( \Delta_c^* \approx 0.14173239663887 \) obtained from the exact Eq. (4.6) by at least 22 decimal digits; to go further a computer facility more powerful than the one at our disposal is needed. This indicates that the result (4.11) might be exact which is difficult to prove directly by using (4.6). We have stated the corresponding open problem as Conjecture 1.1.

**Approximation in the \( \rho_x, \Delta \to 0 \) regime and comparison with numerical data.** As concerns the accuracy of the real off-critical zeros implied by Eq. (4.8), for various values of \( \Delta \) from the interval \( (0, \Delta_c^*) \) they coincide with the ones obtained from the exact Eq. (4.7) up to 27 decimal digits, which supports the hypothesis that the real off-critical zeros generated from Eq. (4.8) are exact.

For the down branch in Figure 6, to obtain the asymptotic tendency of \( \rho_x \) to 0 as \( \Delta \to 0 \) by using the relation (4.8), one writes \( \delta \rho_x = \rho_x - \frac{1}{2} \) and expands the right-hand side in small \( \rho_x \):

\[
- \frac{\Gamma \left( \frac{1}{2} - \rho_x \right) \zeta \left( 1 - 2\rho_x \right)}{\Gamma \left( \rho_x - \frac{1}{2} \right) \zeta \left( 2\rho_x - 1 \right)} = \frac{3}{\rho_x} + o(1), \quad \text{as } \rho_x \to 0. \tag{4.12}
\]
Consequently, again as $\Delta \to 0$

$$\rho_x = \frac{3}{\pi} \Delta + o(1). \quad (4.13)$$

As is seen in the inset of Figure 6 numerical data (open circles) agree well with this analytic prediction (dashed line).

**Remark 4.5.** With regard to the symmetry $\Delta \to 1/\Delta$ of basic equations for zeros of $\zeta^{(2)}(s, \Delta)$, there exists a pair of continuous curves of real off-critical zeros also for each $\Delta > 1/\Delta_c^* \approx 7.055507955448192$.
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