Abstract. In this paper we study the integral form of the lattice vertex algebra $V_L$. We show that divided powers of general vertex operators preserve the integral lattice spanned by Schur functions indexed by partition-valued functions. We also show that the Garland operators, counterparts of divided powers of Heisenberg elements in affine Lie algebras, also preserve the integral form. These construe analogs of the Kostant $Z$-forms for the enveloping algebras of simple Lie algebras and the algebraic affine Lie groups in the situation of the lattice vertex algebras.

1. Introduction

The axioms of vertex algebras (VA), including the Jacobi identity [3, 12], make sense for any commutative ring, thus VA over $\mathbb{Z}$ can be defined naturally. An integral form of a vertex operator algebra (VOA) has been studied in [5, 4] for the Monster VOA and in general in [8]. As a precursor it was treated as the Kostant $Z$-form of the enveloping algebra [28] in the case of affine Lie algebras [14] and their level one modules [27]. For the most important examples of the lattice VOA and affine VA, a special integral form is spanned by monomials in Schur polynomials [24] indexed either by lattice elements or by simple roots of the finite dimensional Lie algebra. Modular Virasoro VAs and affine VAs have shown to carry finitely many irreducible modules over the field of finite characteristic [17], and other important properties for modular VOAs have been studied in [1, 15, 10, 22, 26].

In the classical approach to finite algebraic groups, an important lattice property plays a crucial role: all divided powers of integral Chevalley basis elements preserve the integral form of the underlying enveloping algebra, which ensures the introduction of Lie groups of finite type over the characteristic $p$. This property was first studied by Garland [14] for the affine Lie algebra, and then was generalized to the basic module of the affine Lie algebra of simply laced type [27] (see also [25]). Lusztig has developed the $U_A(g)$-lattice structure for studying quantum groups at roots of unity [23], where $A = \mathbb{C}[q, q^{-1}]$. First in [19] for affine $sl(2)$ then in general [6] for affine ADE types, it was proved that the level
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one modules of the quantum affine algebra $U_q(\hat{g})$ admits an integral form as a $U_A(\hat{g})$-lattice in the sense of Lusztig. In particular, the lattice is closed under quantum divided powers of basis elements of $U_q(\hat{g})$, which then facilitates the study of the modules over the root of unity. The goal of the paper is to show that there is a similar lattice structure on a large class of vertex operator algebras and their irreducible modules.

Let $V = S(\hat{h}_L) \otimes \mathbb{C}\{L\}$ be the lattice VOA associated with an integral lattice $L$ of rank $r$. Suppose $L$ has an integral basis $\{\alpha_i | i = 1, \ldots, r\}$. This also includes the case of super-VOAs when $L$ is not even. The symmetric algebra $S(\hat{h}_L)$ can be viewed as a ring of symmetric functions in the variables $\alpha_i(-n)$, $n \in \mathbb{N}, r \in \{1, \cdots, r\}$. Let $s_\lambda(\alpha_k)$ be the Schur function in the $\alpha_k(-n)$ \cite{16}. Then the algebra $V$ admits an integral form $V_Z = S_Z(\hat{h}_L) \otimes \mathbb{Z}\{L\}$ (see \cite{8}), where $S_Z(\hat{h}_L)$ consists of the $\mathbb{Z}$-span of Schur functions indexed by partition-valued function $\Lambda = (\lambda^{(1)}(\alpha_1), \ldots, \lambda^{(r)}(\alpha_r)) \in P^r$. The algebra naturally decomposes itself into

$$V = \bigoplus_{n \in \mathbb{Z}_+, \alpha \in L} V_{n,\alpha}$$

where $V_{n,\alpha}$ is spanned by $s_\lambda e^\alpha$, and $e^\alpha \in \mathbb{Z}\{L\}$, the integral group algebra of $L$. So the general elements of the vertex operator algebra $V$ are divided into two parts: the components of $Y(v, z)$, $v \in V_{n,\alpha}, \alpha \neq 0$ and the components of $Y(v, z)$, $v \in V_{n,0}$. It is known that the operators of the first kind can generate the second kind \cite{25} in the vertex operator algebra.

For the elements of the first kind $v \in V_{n,\alpha}, \alpha \neq 0$, we will prove in great generality that the divided powers of integral vertex algebra elements from $Y(v, z)$ preserve the integral form of the lattice VOA, as long as the lattice is integral. We will also show that the integral form of any irreducible module of the lattice VOA is also preserved by the lattice of the integral VOA (the later lattice structure is in Lusztig’s sense). As a consequence, we recover Garland’s result for the affine Lie algebras \cite{14} and their irreducible modules \cite{27}. Then for any $v \in V_{n,\alpha}$ ($\alpha \neq 0$), $Y(v, z) = \sum_{n \in \mathbb{Z}} v_n z^{-n-1}$, we can define the invertible map:

\begin{equation}
\exp(v_n t) = \sum_{i=0}^{\infty} \frac{(v_n)^i}{i!} t^i
\end{equation}

which preserves the integral form $V_Z$ as well as its irreducible modules as $\mathbb{Z}$-spaces. Note that the automorphism is in general sense as the infinitesimal group clearly does not preserve the grading.

For the elements of the second kind $v \in V_{n,0}$, they are analogs of the Cartan subalgebra in the affine Lie algebra. By generalizing Garland’s operator \cite{14} we introduce the following symmetric functions:
for any \( k \in \mathbb{N}, \alpha \in \text{basis of} \ L \)

\[
\exp\left(\sum_{n=1}^{\infty} \frac{\alpha(-kn)}{n} z^n \right) = \sum_{n=0}^{\infty} h^{[k]}_{-\alpha,n} z^n
\]

and we will show that \( h^{[k]}_{-\alpha,n} \) preserves the integral lattice \((V_L)_{\mathbb{Z}}\). When \( L \) is the root lattice of ADE type, \( V_L \) reduces to the basic module of the affine Lie algebra \([12]\). In such a situation, our proof also offers a different and simpler proof of Garland’s results.

The paper is organized as follows. In Section 2, we discuss vertex operator algebras and symmetric functions, and construct the integral forms spanned by Schur functions. In Section 3, we derive some basic relations about vertex algebras and study the integral forms based on integral lattices. An important technical lemma will be given, which generalizes a result of \([2]\) and \([3]\). In Section 4, we will show that the divided powers of general vertex operators preserve the integral form of the lattice vertex operator algebra as well as their irreducible modules \( M_{\mathbb{Z}} \) over \( \mathbb{Z} \). Moreover the maps \( \exp(v_n t) \) are in \( \text{GL}_{\mathbb{Z}}(V_{\mathbb{Z}}) \) and \( \text{GL}_{\mathbb{Z}}(M_{\mathbb{Z}}) \), and one can study modular vertex algebras of lattice type and their irreducible modules.

### 2. Vertex algebras and symmetric functions

We first recall the notion of the vertex algebra (VA). A vertex algebra \( V \) is a graded vector space \( V = \bigoplus_{n \in \mathbb{Z}} V_n \) equipped with the state-field correspondence map \( Y_V(\cdot, z) : V \rightarrow \text{End}(V)[[z, z^{-1}]] \), and \( Y_V(u, z) = \sum_n u_n z^{-n-1} \) which defines a sequence of vertex algebra products \( u_n v \) for any \( u, v \in V, n \in \mathbb{Z} \) that satisfies several defining properties of the vertex algebras, see \([12, 11]\) or \([21]\) for details. In short, the vertex algebra \( V \) is a non-associative algebra equipped with infinitely many products \( u_n v \) that enjoy the local commutativity and associativity of the vertex algebra.

An integral form \( W_{\mathbb{Z}} \) of a finite-dimensional vector space \( W \) is a \( \mathbb{Z} \)-span of its basis. If \( V = \bigoplus_{n \in \mathbb{Z}} V_n \) is a graded algebra with finite dimensional homogeneous subspaces, then an integral form \( V_{\mathbb{Z}} \) is a \( \mathbb{Z} \)-subspace \( V_{\mathbb{Z}} \) such that \( V_{\mathbb{Z}} \cap V_n \) are integral forms of \( V_n \) and the product is closed under \( V_{\mathbb{Z}} \).

For any nonnegative integer \( r \) and an operator \( x \), we define \( x^{(r)} = \frac{x^r}{r!}. \) Now let \( U_{\mathbb{Z}}(V) \) be the \( \mathbb{Z} \)-linear span of \( (u_1)^{(n_1)}(u_2)^{(n_2)} \cdots (u_k)^{(n_k)} \), where \( u_1, u_2, \ldots u_k \in V_{\mathbb{Z}} \) and \( n_i \in \mathbb{Z}_+ \). In general, \( U_{\mathbb{Z}}(V) \) may belong to the completion of the algebra and is the integral form of the vertex enveloping algebra \( U(V) \) defined in \([13]\).

**Definition 2.1.** An integral form \( V_{\mathbb{Z}} \) of a vertex algebra \( V \) is an integral basis of \( V \) as a graded vector space such that it contains the vacuum vector \( 1 \) and is closed under vertex algebra products.
Here the closeness means that the product of any two basis elements is a \( \mathbb{Z} \)-linear combination of the basis elements. If the vertex algebra \( V \) has a conformal element \( \omega \), we will not require an integral form of \( V \) to contain \( \omega \) as it will spoil many properties of the integral form.

Let \( \mu = \{ \mu_1, \mu_2, \ldots, \mu_k \} \) be a sequence or composition of integers, \( \lambda = (\lambda_1, \lambda_2, \ldots, \lambda_s) \) is called a subsequence of \( \mu \) if its coordinates are part of those of \( \{ \mu_1, \mu_2, \ldots, \mu_k \} \) (with the same order), the remaining part of the sequence is denoted by \( ^e \lambda \) and called the complementary subsequence. When \( \mu_i \) are non-ascending sequence of integers: \( \mu_1 \geq \ldots \geq \mu_l > 0 \), then \( \mu = (\mu_1, \ldots, \mu_l) \) is called a partition with length \( l \). The weight of \( \mu \) is defined to be \( \sum_i \mu_i \).

Let \( \hat{h}_L \) be an even non-degenerate integral lattice of rank \( d \) provided with a nondegenerate symmetric \( \mathbb{Z} \)-bilinear form \( \langle \cdot, \cdot \rangle \), such that the set \( \Delta = \{ \epsilon_1, \epsilon_2, \ldots, \epsilon_d \} \) is a \( \mathbb{Z} \)-basis of \( L \). Let \( \mathfrak{h} = \mathfrak{h}_L \) be the complexified abelian Lie algebra \( \mathbb{C} \otimes L \), and bilinear form is naturally extended to \( \mathfrak{h} \). The Heisenberg algebra is the infinite-dimensional Lie algebra

\[
\hat{\mathfrak{h}}_L = \prod_{n \in \mathbb{Z}^+} \mathfrak{h} \otimes t^n \oplus \mathbb{C}k
\]

with the commutation relation

\[
[h_1(m), h_2(n)] = m\langle h_1, h_2 \rangle \delta_{m,-n}k
\]

where we set \( h(m) = h \otimes t^m \).

Let the twisted group algebra \( \mathbb{C}\{L\} \) be the space generated by \( e^\alpha \), \( \alpha \in L \) with the multiplication

\[
e^\alpha e^\beta = \varepsilon(\alpha, \beta) e^{\alpha+\beta}
\]

where \( \varepsilon(\cdot, \cdot) \) is the cocycle on \( L \) defined by the central extension

\[
1 \to \langle \kappa|\kappa^2 = 1 \rangle \hookrightarrow \hat{L} \to L \to 0,
\]

so that \( e^\alpha e^\beta = (-1)^{\langle \alpha, \beta \rangle} e^\beta e^\alpha \). We remark that if \( L \) is not even, one can choose a central extension of \( L \) by the cyclic group \( \langle \kappa|\kappa^2 = 1 \rangle \) so that \( e^\alpha e^\beta = (-1)^{\langle \alpha, \beta \rangle+\langle \alpha, \alpha \rangle\langle \beta, \beta \rangle} e^\beta e^\alpha \). In the sequel, we will mainly work in the even case though many results also hold in the super case.

View \( \mathbb{C}\{L\} \) as a trivial \( \mathfrak{h}_\mathbb{Z} \)-module and for \( \alpha \in \mathfrak{h} \), define an action of \( \mathfrak{h} \) on \( \mathbb{C}\{L\} \) by: \( \alpha(0) e^\eta = \langle \alpha, \eta \rangle e^\eta \), for \( \eta \in L \).

Let \( \hat{\mathfrak{h}}^\pm = \mathfrak{h} \otimes t^{\pm 1} \mathbb{C}[t^{\pm 1}] \) be the subalgebras of \( \hat{\mathfrak{h}} \), then \( \hat{\mathfrak{h}} \) has the triangular decomposition: \( \hat{\mathfrak{h}} = \hat{\mathfrak{h}}^+ \oplus \hat{\mathfrak{h}}^- \oplus \mathbb{C}k \). Let \( S(\hat{\mathfrak{h}}^-) = M(1) \) be the symmetric algebra generated by \( \hat{\mathfrak{h}}^- \), which is naturally a
\( \hat{h} \)-module with \( k = 1 \). Set

\[
(2.2) \quad V_L = M(1) \otimes \mathbb{C}\{L\},
\]

and let \( 1 = 1 \otimes 1 \) be the vacuum vector. Since both \( S(\hat{h}^-) \) and \( \mathbb{C}\{L\} \) are \( \hat{h} \)-module, we have \( V_L \) is an \( \hat{h} \)-module via the tensor product action.

The lattice vertex operator algebra \( V_L \) [12, 21] is specified by the state-field correspondence \( v \mapsto Y(v, z) \). For \( \alpha \in \mathfrak{h} \), we define the operator \( z^{\alpha(0)} \) on the space \( V_L \): \( z^{\alpha(0)} \cdot (x \otimes e^n) = z^{(\alpha, n)}(x \otimes e^n) \), for \( x \in S(\hat{h}^-), \eta \in L \). Define

\[
(2.3) \quad Y(e^\alpha, z) = E^-(\alpha, z)E^+(-\alpha, z)e^\alpha z^{\alpha(0)}
\]

where

\[
(2.4) \quad E^+(-\alpha, z) = \exp \left( - \sum_{n \in \mathbb{Z}_+} \frac{\alpha(n)}{n} z^{-n} \right),
\]

\[
(2.5) \quad E^-(\alpha, z) = \exp \left( \sum_{n \in \mathbb{Z}_+} \frac{\alpha(-n)}{n} z^n \right) = \sum_{n \geq 0} h_{\alpha, -n} z^n.
\]

For \( \alpha \in \mathfrak{h} \) we set

\[
\alpha(z) = \sum_{n \in \mathbb{Z}} \alpha(n) z^{-n-1},
\]

and for the general basis element \( v = \alpha_1(-n_1) \cdots \alpha_k(-n_k) e^\gamma \in V_L, \gamma, \alpha_i \in \mathfrak{h}, n_i, k \geq 1 \), we define

\[
(2.6) \quad Y(v, z) = \sum_{n \in \mathbb{Z}} v_n z^{-n-1}
= : (\partial^{(n_1-1)} \alpha_1(z) \cdots \partial^{n_k-1} \alpha_k(z)) Y(e^\gamma, z) :,
\]

where \( \partial^{(n)} = \frac{1}{n!} (\frac{\partial}{\partial z})^n \) and \( : \) : is the normal ordered product.

Let \( L^\circ \) be the dual lattice of \( L \), so the space

\[
(2.6) \quad V_{L^\circ} = S(\hat{h}^-) \otimes \mathbb{C}\{L^\circ\}
\]

is similarly defined as in \( V_L \) (see [21]) and is naturally a \( V_L \)-module with the action given by the state-field map [23]. Let \( \{\gamma_i\} \) be the set of coset representatives of \( L^\circ/L \). It is known [7, 21] that \( V_{L^\circ} \) decomposes into irreducible \( V_L \)-modules:

\[
(2.7) \quad V_{L^\circ} = \bigoplus_{i=1}^{|L^\circ/L|} S(\hat{h}^-) \otimes \mathbb{C}\{L + \gamma_i\},
\]

and the irreducible components exhaust all irreducible \( V_L \)-modules.
For a partition \( \lambda = (\lambda_1, \lambda_2, \cdots, \lambda_k) \), define the homogeneous symmetric function \( h_{\alpha,-\lambda} \) by

\[
h_{\alpha,-\lambda} = h_{\alpha,-\lambda_1} h_{\alpha,-\lambda_2} \cdots h_{\alpha,-\lambda_k}.
\]

whose generating function is \( E(-\alpha, z_1) \cdots E(-\alpha, z_k) \).

For partition \( \lambda \) of length \( l \), the Schur function \( s_{\alpha,-\lambda} \) is defined by the Jacobi-Trudi formula

\[
s_{\alpha,-\lambda} = \det(h_{\alpha,-\lambda_i + i-j})_{l \times l}
\]

(2.8)

It is well-known that \( \alpha(-n) \) is an integral linear combination of \( h_{\alpha,-\lambda} \), \( |\lambda| = n \). The homogenous function \( h_{\alpha,-n} \) is an integral linear combination of the Schur functions \( s_{\alpha,-\mu} \), where \( |\mu| = |\lambda| \), and vice versa.

Moreover, Schur functions can be created by vertex operators. For \( \alpha \in L \) we introduce the following vertex operator [19]

\[
S(\alpha, z) = E^+(-\alpha, z_1)E^+(-\frac{\alpha}{2}, z) = \sum_{n \in \mathbb{Z}} S(\alpha)_n z^{-n}
\]

(2.9)

Proposition 2.2. [18] For each partition \( \lambda = (\lambda_1, \ldots, \lambda_l) \), the Schur function \( s_{\lambda} \) in the variable \( \alpha(-n) \), viewed as the power sum \( p_n = \sum_i x_i^n \), is given by

\[
s_{\alpha,-\lambda} = S(\alpha)_{-\lambda_1} S(\alpha)_{-\lambda_2} \cdots S(\alpha)_{-\lambda_l}.
\]

(2.10)

Let \( \underline{\lambda} = (\lambda^{(1)}, \ldots, \lambda^{(d)}) \) be a multi-partition with weight \( n \), we define the multivariate or tensor product Schur function \( s_{\underline{\lambda}} \) [16] as

\[
s_{\beta_1,-\lambda^{(1)}} S_{\beta_2,-\lambda^{(2)}} \cdots S_{\beta_n,-\lambda^{(m)}}.
\]

whose generating function is

\[
S(\beta_1, z_1) \cdots S(\beta_1, z_{l(\lambda^{(1)})}) S(\beta_2, w_1) \cdots S(\beta_2, w_{l(\lambda^{(2)})}) \cdots S(\beta_m, t_1) \cdots S(\beta_1, t_{l(\lambda^{(m)})})
\]

(2.11)

According to [16], the above is a \( \mathbb{Z} \)-linear combination of tensor products of homogeneous symmetric functions. Therefore we can use the following generating series for the tensor product Schur function:

\[
E^+(-\gamma_1, z_1) E^+(-\gamma_2, z_2) \cdots E^+(-\gamma_l, z_l)
\]

(2.12)

where \( \gamma_i \) are a sequence of vectors (with multiplicity) in \( L \).
3. Integral Forms of Lattice Vertex Operator Algebras

Let \( \underline{\lambda} = (\lambda^{(1)}, \ldots, \lambda^{(d)}) \) be a multi-partition with weight \( n \). The \( \mathbb{Z}\)-span of Schur functions

\[
\sum_{i=1}^{d} s_{\lambda^{(i)}-\beta_{i}^{(i)}} s_{\lambda^{(2)}-\beta_{i}^{(2)}} \cdots s_{\lambda^{(m)}-\beta_{i}^{(m)}} e^{\eta},
\]

where \( \beta_{i} \in \Delta \), \( \eta \in L \) can be simply written as a \( \mathbb{Z}\)-span of the following elements:

\[
(3.1)
\sum_{i=1}^{d} s_{\beta_{i}^{(1)}-n_{1}} s_{\beta_{i}^{(2)}-n_{2}} \cdots s_{\beta_{i}^{(k)}-n_{k}} \otimes e^{\eta},
\]

where \( \beta_{i}^{(1)}, \eta \in \Delta \) and \( n = \sum_{i} n_{i} \) such that \( n_{1} \geq n_{2} \geq \cdots \geq n_{k} \geq 0 \). For convenience, we will stick this type of Schur elements and note that the generating series is also given by appropriate products of the exponential operators given in (2.12).

Let \( (V_{L})_{\mathbb{Z}} \) be the \( \mathbb{Z}\)-span of the elements in (3.1). We also define \( (V_{L})_{\mathbb{Z}} \) and \( (V_{L+\gamma_{i}})_{\mathbb{Z}} \) similarly by the same span (with \( e^{\eta} \) being in \( \mathbb{C}\{L^{0}\} \) or \( \mathbb{C}\{L+\gamma_{i}\} \) respectively). The following theorem is essentially from [8] (see also [25]).

**Theorem 3.1.** The space \( (V_{L})_{\mathbb{Z}} \) is an integral form of \( V_{L} \) (or \( (V_{L+\gamma_{i}})_{\mathbb{Z}} \)) generated by \( e^{\pm \alpha_{i}}, \alpha_{i} \in \Delta \). Moreover, the space \( (V_{L+\gamma_{i}})_{\mathbb{Z}} \) is an integral form of \( V_{L+\gamma_{i}} \) generated by the action of \( Y(e^{\pm \alpha_{i}}, z) \), \( \alpha_{i} \in \Delta \) on the vacuum vector \( e^{\eta} \).

**Proof.** It is enough to show the theorem for \( (V_{L})_{\mathbb{Z}} \). By the relation between Schur functions and the homogeneous symmetric functions, we see that the basis elements \( s_{\beta_{1}^{(1)}-n_{1}} s_{\beta_{2}^{(2)}-n_{2}} \cdots s_{\beta_{k}^{(k)}-n_{k}} \otimes e^{\eta} \), \( \beta_{i} \in \Delta \) can be expressed as integral linear combinations of \( h_{\beta_{1}^{(1)}-m_{1}} h_{\beta_{2}^{(2)}-m_{2}} \cdots h_{\beta_{i}^{(i)}-m_{i}} \otimes e^{\eta} \), \( \beta_{i}^{(i)} \in \Delta \), where both partitions \( (n_{1}, \ldots, n_{k}) \) and \( (m_{1}, \ldots, m_{i}) \) are partitions of the same weight. The latter are the coefficients of \( E^{-}(\beta_{1}^{(1)}, w_{1}) \cdots E^{-}(\beta_{i}^{(i)}, w_{i}) \otimes e^{\eta} \). Then the result follows from [8].

Let \( \delta = (\delta_{1}, \delta_{2}, \ldots, \delta_{r}) = (r-1, r-2, \cdots, 0) \in \mathbb{Z}^{r} \) be the special partition, \( l(\sigma) \) is the inverse number of the permutation \( \sigma \). For any \( r \)-tuple \( t = (t_{1}, t_{2}, \cdots, t_{r}), t_{i} \in \mathbb{Z} \), let \( R \) be a commutative ring, and let the space of truncated formal Laurent series be

\[
R((z_{1}, z_{2}, \cdots, z_{r})) = \left\{ \sum_{t} a_{t} z^{t} = \sum_{t} a_{t_{1}t_{2} \cdots t_{r}} z_{1}^{t_{1}} z_{2}^{t_{2}} \cdots z_{r}^{t_{r}} \mid a_{t_{1}t_{2} \cdots t_{r}} \in R, a_{t_{i}t_{2} \cdots t_{r}} = 0 \text{ for } t_{i} << 0 \right\}.
\]

The symmetric group \( S_{r} \) acts on the formal Laurent series by permuting their variables, i.e. for \( \sigma \in S_{r} \),

\[
\sigma.f(z_{1}, \cdots, z_{r}) = f(z_{\sigma^{-1}(1)}, \cdots, z_{\sigma^{-1}(r)}), \quad f \in R((z_{1}, z_{2}, \cdots, z_{r})).
\]

**Lemma 3.2.** If \( G \in R((z_{1}, z_{2}, \cdots, z_{r})) \) is invariant under the action of the symmetric group \( S_{r} \). Then for all \( n \in \mathbb{Z}, k \in \mathbb{N} \), the coefficient of \( (z_{1} z_{2} \cdots z_{r})^{n} \) in

\[
\prod_{1 \leq i < j \leq r} (z_{i} - z_{j})^{k} G \text{ is divisible by } r!.
\]
Proof. If $k > 3$, write $k = 2q + k_0$ with $k_0 = 0, 1$ and $q \geq 1$. Then $\prod_{1 \leq i < j \leq r} (z_i - z_j)^{2q}G$ is clearly invariant under $S_r$. So it is enough to show the result for $k = 1, 2$.

First of all,

\begin{equation}
\prod_{1 \leq i < j \leq r} (z_i - z_j) = \sum_{\sigma \in S_r} (-1)^{l(\sigma)} z^{\sigma(\delta)}
\end{equation}

where $\sigma$ runs through all permutations of $S_r$, $\delta = (r - 1, \ldots, 1, 0)$ and $z^\mu = z_1^{\mu_1} \cdots z_r^{\mu_r}$. Then

\begin{equation}
\prod_{1 \leq i < j \leq r} (z_i - z_j)^2 = \sum_{\sigma \in S_r} (-1)^{l(\sigma)} z^{\sigma(\delta)} \prod_{1 \leq i < j \leq r} (z_i - z_j)
\end{equation}

Note that if $(z_1 \cdots z_r)^n$ appears in $\prod_{1 \leq i < j \leq r} (z_i - z_j)^2$, it must appear inside $z^{\delta} \prod_{1 \leq i < j \leq r} (z_i - z_j)$, i.e. we can write

\[z^{\delta} \prod_{1 \leq i < j \leq r} (z_i - z_j) = c_n (z_1 \cdots z_r)^n + \sum_{\mu \neq (n, \ldots, n)} c_\mu z^\mu.\]

It follows from (3.3) that

\[\prod_{1 \leq i < j \leq r} (z_i - z_j)^2 = \sum_{\sigma \in S_r} \sigma. \left( c_n (z_1 \cdots z_r)^n + \sum_{\mu \neq (n, \ldots, n)} c_\mu z^\mu \right)\]

\[= r! c_n (z_1 \cdots z_r)^n + \sum_{\mu \neq (n, \ldots, n), \sigma \in S_r} c_{\sigma^{-1}(\mu)} z^\mu.\]

So the lemma is proved for $k = 2$.

Now assume $k = 1$. Suppose $(z_1 \cdots z_r)^n$ appears inside $\prod_{i<j}(z_i - z_j)G = \sum_{\sigma \in S_r} (-1)^{l(\sigma)} z^{\delta}G$, then the coefficient is determined by that of $(z_1 \cdots z_r)^n$ in $z^{\delta}G$. We can write

\begin{equation}
z^{\delta}G = a_n (z_1 \cdots z_r)^n + \sum_{\mu \neq (n, \ldots, n)} a_\mu z^\mu.
\end{equation}

where $a_\mu \neq 0$ for finitely many $\mu \in \mathbb{Z}^r$ with any fixed weight $|\mu| = \sum_i \mu_i$. Using (3.2) and (3.4), we have

\[\prod_{1 \leq i < j \leq r} (z_i - z_j)G = \sum_{\sigma \in S_r} (-1)^{l(\sigma)} \sigma. \left( a_n (z_1 \cdots z_r)^n + \sum_{\mu \neq (n, \ldots, n)} a_\mu z^\mu \right)\]

\[= \sum_{\mu \neq (n, \ldots, n), \sigma \in S_r} (-1)^{l(\sigma)} a_{\sigma^{-1}(\mu)} z^\mu,
\]

where the first summand vanishes due to anti-symmetry and the second summand contains no term $(z_1 \cdots z_r)^n$, i.e. the coefficient of $(z_1 \cdots z_r)^n$ in $\prod_{1 \leq i < j \leq r} (z_i - z_j)G$ is zero. This completes the proof. \(\square\)
Theorem 3.3. For \( \alpha \in L \), let \( Y(e^{\alpha}, z) = \sum_{n \in \mathbb{Z}} y_n z^{-n-1} \), then \( (V_L)_z \) (or \( (V_{L+\gamma})_z \)) is preserved by \( y_n^{(r)} = \frac{y_n r}{r!} \).

Proof. Recall that for \( \alpha, \beta \in L \) \[^{[12]}\]

\[
E^+(-\alpha, z)E^-(-\beta, w) = E^-(-\beta, w)E^+(-\alpha, z)(1 - \frac{w}{z})^{(\alpha, \beta)}
\]

So we have,

\[
Y(e^{\alpha}, z_r)(E^-(-\beta_1, w_1) \cdots E^-(-\beta_l, w_l) \otimes e^\eta)
\]

\[
= \epsilon(\alpha, \eta)z_r^{(\alpha, \eta)} \prod_{s=1}^l (1 - \frac{w_s}{z_r})^{(\alpha, \beta_s)} E^-(-\alpha, z_r)E^-(-\beta_1, w_1) \cdots E^-(-\beta_l, w_l) \otimes e^{\alpha + \eta}.
\]

Then

\[
Y(e^{\alpha}, z_1)Y(e^{\alpha}, z_2) \cdots Y(e^{\alpha}, z_r)E^-(-\beta_1, w_1) \cdots E^-(-\beta_l, w_l) \otimes e^\eta
\]

\[
= \epsilon \cdot (z_1 z_2 \cdots z_r)^{(\alpha, \eta)} \prod_{1 \leq k < s \leq r} (z_k - z_s)^{(\alpha, \alpha)} \prod_{1 \leq k \leq r, 1 \leq s \leq l} (1 - \frac{w_s}{z_k})^{(\alpha, \beta_s)} E^-(-\alpha, z_r)E^-(-\beta_1, w_1) \cdots E^-(-\beta_l, w_l) \otimes e^{\alpha + \eta},
\]

where \( \epsilon = \epsilon(\alpha, \eta) \epsilon(\alpha, \alpha + \eta) \cdots \epsilon(\alpha, (r-1)\alpha + \eta) \). Subsequently using Lemma 3.2 for \( \alpha \in L, \langle \alpha, \alpha \rangle \in \mathbb{Z}_+ \), we have that

\[
y_n^{(r)} \cdot \left( E^-(-\beta_1, w_1) \cdots E^-(-\beta_l, w_l) \right) w_1^{\mu_1} w_2^{\mu_2} \cdots w_l^{\mu_l} \otimes e^\eta \in (V_L)_z
\]

where \( \mu_1, \mu_2, \ldots, \mu_l \in \mathbb{Z}, \eta \in \Delta \), which means that \( y_n^{(r)}(V_L)_z \subset (V_L)_z \). \( \square \)

Corollary 3.4. For \( \alpha_i \in L, k_i \in \mathbb{Z} \), let \( v = \sum_{i=1}^{m} k_i e^{\alpha_i} \) such that \( \langle \alpha_i, \alpha_j \rangle \geq 0 \), and \( Y(v, z) = \sum_{n \in \mathbb{Z}} v_n z^{-n-1} \), then \( (V_L)_z \) is preserved by \( v_n^{(r)} = \frac{v_n r}{r!} \).

Proof. By vertex operator calculus it is well-known that if \( \langle \alpha_i, \alpha_j \rangle \geq 0 \), then

\[
Y(e^{\alpha_1}, z_1)Y(e^{\alpha_2}, z_2) = Y(e^{\alpha_2}, z_2)Y(e^{\alpha_1}, z_1).
\]

Also when the space \( V \) is preserved under the action of the divided powers of commuting operators \( A_1, \cdots, A_n \), so is \( A = \sum_i A_i \) under the action of \( \mathbb{Z} \)-linear combinations of product of divided powers of \( A_i \). In fact, this follows easily from \( (A + B)^{(n)} = \sum_{i=1}^{n} A^{(i)} B^{(n-i)} \). \( \square \)

Before discussing the general vertex operator, let’s consider the case of the Heisenberg algebra. Recall that we have denoted that \( E^-(-\alpha, z) = \exp \left( \sum_{n \in \mathbb{Z}_+} \frac{(-1)^n}{n} \alpha z^n \right) = \sum_{n \geq 0} h_{\alpha, -n} z^n \). The right analog
for the divided power in this case is the following operator. For any \( k \in \mathbb{N} \), we introduce the Garland operators \( h_{\alpha,-n}^{[k]} \) by

\[
\exp \left( \sum_{n \in \mathbb{Z}_+} \frac{\alpha(-kn)}{n} z^n \right) = \sum_{n \geq 0} h_{\alpha,-n}^{[k]} z^n.
\]

Special case of the operator \( h_{\alpha,-n}^{[k]} \) was considered by Garland for affine Lie algebras \([14]\).

**Theorem 3.5.** For any \( k, n \in \mathbb{N} \), the elements \( h_{\alpha,-n}^{[k]} \in \mathbb{Z}[h_{\alpha,-1}, h_{\alpha,-2}, \ldots, h_{\alpha,-kn}] \). In particular, as an operator \( h_{\alpha,-n}^{[k]} \) preserves \((V_L)_{\mathbb{Z}}\).

**Proof.** Let \( \omega \) be the \( k \)th roots of unity: \( \omega^k = 1 \), then

\[
E^-(-\alpha, z)E^-(-\alpha, z\omega) \cdots E^-(-\alpha, z\omega^{k-1}) = \exp \left( \sum_{n \in \mathbb{Z}_+} \frac{\alpha(-kn)}{n} z^{kn} \right) = \sum_{n \geq 0} h_{\alpha,-n}^{[k]} z^{kn},
\]

since \( 1 + \omega^j + \omega^{2j} + \cdots + \omega^{(k-1)j} = 0 \), where \( k \nmid j \). Taking the coefficients of \( z^{kn} (n > 0) \), we have

\[
h_{\alpha,-n}^{[k]} = \sum_{\alpha_i, i_1 i_2 + \cdots + i_k = kn} h_{\alpha,i_1} h_{\alpha,i_2} \cdots h_{\alpha,i_k} \omega^{ij_1 + 2i_2 + \cdots + (k-1)i_k} \in \mathbb{Z}[h_{\alpha,-1}, h_{\alpha,-2}, \ldots, h_{\alpha,-kn}].
\]

It is obvious that \( h_{\alpha,-n}^{[k]} \in \mathbb{Q}[\alpha(-1), \ldots, \alpha(-kn)] = \mathbb{Q}[h_{\alpha,-1}, h_{\alpha,-2}, \ldots, h_{\alpha,-kn}] \). Therefore

\[
h_{\alpha,-n}^{[k]} \in (\mathbb{Q} \cap \mathbb{Z}[\omega])[h_{\alpha,-1}, h_{\alpha,-2}, \ldots, h_{\alpha,-kn}] = \mathbb{Z}[h_{\alpha,-1}, h_{\alpha,-2}, \ldots, h_{\alpha,-kn}].
\]

\[
\square
\]

4. \( \mathbb{Z} \)-lattice structure of the lattice vertex algebra

Now we consider the action of general homogeneous vertex operator on \((V_L)_{\mathbb{Z}}\). Let \( v = \alpha_1(-\lambda_1) \cdots \alpha_k(-\lambda_k)e^\gamma \in V_L \), \( \alpha_i, \gamma \in L^\times \), where \( \lambda_i \geq 1, k \geq 0 \), here \( k = 0 \) means \( v = e^\gamma \).

For \( \beta \in L \), we write \( \beta(z) = \beta^+(z) + \beta^-(z) \), where \( \beta^\pm(z) \) refers to the annihilation/creating part. Then for \( m \geq 1 \)

\[
\beta^{(m-1)}(z) = A_{\beta,m}^+(z) + A_{\beta,m}^-(z)
\]

where \( A_{\beta,m}^+(z) = \sum_{n \geq 0} (-1)^{m-1}(n^{m-1}) \beta(n)z^{-n-m} \) and \( A_{\beta,m}^-(z) = \sum_{n > 0} (n^{-1}) \beta(-n)z^{n-m} \) are the annihilation and creation parts of the operator, respectively. We omit the subscript \( \beta \) if no confusion arises.

For \( \alpha(\lambda) = \alpha_1(-\lambda_1) \cdots \alpha_k(-\lambda_k) \), let

\[
A_{\alpha(\lambda)}^+(z) := A_{\alpha_1,\lambda_1}^+(z) \cdots A_{\alpha_k,\lambda_k}^+(z),
\]

\[
A_{\alpha(\lambda)}^-(z) := A_{\alpha_1,\lambda_1}^-(z) \cdots A_{\alpha_k,\lambda_k}^-(z).
\]
where the index of $\lambda_i$ matches with that of $\alpha_i$. We can view $\lambda = (\lambda_1, \ldots, \lambda_k)$ as a partition, and also view $(\lambda_1, \ldots, \lambda_k)$ as a decomposition of $\sum_i \alpha_i$, thus the notation $|\alpha| = \sum_i \alpha_i$ will also be adopted. When $\alpha_i$ are fixed and omitted, we will use $\lambda_i$ to specify the dependence of $\alpha_i$. Then for $v = \alpha_1(-\eta_1) \cdots \alpha_k(-\eta_k)e^\gamma$ we can write

$$
Y(v, z) = \sum_{n \in \mathbb{Z}} v_n z^{-n-1} =: \partial^{(n_1-1)} \partial^{(n_k-1)} Y(e^\gamma, z)
$$

(4.1)

summed over $2^k$ subpartitions $\lambda = (\lambda_1, \cdots, \lambda_k)$ of $(n_1, \cdots, n_k)$, and $^c\lambda$ is the complementary subpartition of $\lambda$ inside $(n_1, \cdots, n_k)$. i.e. if $\lambda = (n_{i_1}, \cdots, n_{i_j})$, then $\alpha(\lambda) = \alpha_{i_1}(-n_{i_1}) \cdots \alpha_{i_j}(-n_{i_j})$.

Fix $\alpha_1, \ldots, \alpha_k \in L$. For a sequence $\underline{\beta} = (\beta_1, \beta_2, \cdots, \beta_l)$, $\beta_i \in L$ and $\alpha(-m)$, $m \in \mathbb{Z}_+$, we define

$$
f_{\alpha,m}(z; w) := f_{\alpha,m}(\underline{\beta}, z; w) \sum_{i=1}^{l} \frac{\langle \alpha, \beta_i \rangle (-1)^{m-1}}{(z-w_i)^m}
$$

(4.2)

where $w = (w_1, \cdots, w_l)$ and the rational function refers to the power series in $w_i$. Also for fixed $\underline{\beta}$ and $\alpha(\lambda) = \alpha_1(-\eta_1) \cdots \alpha_k(-\eta_k)$ we define the formal series:

$$
f_{\alpha}(\lambda)(z, w) := f_{\alpha}(\lambda)(\underline{\beta}, z; w) = f_{\alpha_1, \lambda_1}(\underline{\beta}, z; w) \cdots f_{\alpha_k, \lambda_k}(\underline{\beta}, z; w)
$$

(4.3)

**Lemma 4.1.** Let $\alpha(\lambda) = \alpha_1(-\eta_1) \alpha_2(-\eta_2) \cdots \alpha_k(-\eta_k)$. Then for any sequence $(\beta_1, \beta_2, \cdots, \beta_l)$, $\beta_q \in L, 1 \leq q \leq l$, and $|\beta| = \sum_{i=1}^{l} \beta_i$, one has that

$$
A_{\alpha(\lambda)}^+(z) \prod_{i=1}^{l} E^{-(-\beta_i, w_i)} e^{\mid \beta \mid} = \frac{k}{\sum_{i=1}^{l} \langle \alpha_i, \beta_i \rangle (-1)^{l-1}} \prod_{i=1}^{l} E^{-(-\beta_i, w_i)} e^{\mid \beta \mid}
$$

(4.4)

Proof. Note that $[\alpha(n), E^{-(-\beta, w)} e^{\eta}] = \langle \alpha, \beta \rangle w^n E^{-(-\beta, w)}$ ($n \geq 0$) and $[\alpha(0), e^{\eta}] = \langle \alpha, \eta \rangle e^{\eta}$. It follows that

$$
[A_{\alpha,m}(z), E^{-(-\beta, w)} e^{\eta}] = \langle \alpha, \beta \rangle \sum_{n \geq 0} \binom{n+m-1}{m-1} (-1)^{m-1} z^{-m-1} w^n E^{-(-\beta, w)} e^{\eta}
$$

(4.5)

and $A_{\alpha,m}(z)e^{\eta} = \langle \alpha, \eta \rangle (-1)^{m-1} z^{-m} e^{\eta}$. Using these relations we get that

$$
A_{\alpha,m}(z) E^{-(-\beta_1, w_1)} \cdots E^{-(-\beta_l, w_l)} e^{\eta} = \epsilon A_{\alpha,m}(z) E^{-(-\beta_1, w_1)} \cdots E^{-(-\beta_l, w_l)} e^{\sum_i \beta_i \cdot e^{\eta} - \sum_i \beta}
$$
\[ \epsilon l \prod_{i=1}^{l} (E^{n}(-\beta_i,w_i)e^{\beta_i})A^{+}_{\alpha,m}(z),e^{n-\Sigma_i\beta_i} + \epsilon \left( \sum_{i=1}^{l} \frac{\langle \alpha, \beta_i \rangle}{(z-w_i)^{m-1}} \right) \prod_{i=1}^{l} E^{n}(-\beta_i,w_i)e^{\beta_i},e^{n-\Sigma_i\beta_i} \]

\[ = (-1)^{m-1}z^{-m}m(\alpha, \eta - \sum \beta_i) + \sum_{i=1}^{l} \frac{\langle \alpha, \beta_i \rangle}{(z-w_i)^{m-1}} \prod_{i=1}^{l} E^{n}(-\beta_i,w_i)e^{\eta}, \]

where \( \epsilon = \epsilon(|\beta|, \eta - |\beta|)^{-1}. \) Successively applying \( A^{+}_{\alpha,\lambda_j}(z_j) \), we obtain that

\[ A^{+}_{\alpha(\lambda)}(z) l \prod_{i=1}^{l} E^{n}(-\beta_i,w_i)e^{\eta} = \left( A^{+}_{\alpha,\lambda_1}(z) \cdots A^{+}_{\alpha,\lambda_k}(z) \right) l \prod_{i=1}^{l} E^{n}(-\beta_i,w_i)e^{\eta} \]

\[ = \prod_{j=1}^{k} \left( (-1)^{\lambda_j-1}z^{-\lambda_j}(\alpha_j, \eta - |\beta|) + \sum_{i=1}^{l} \frac{\langle \alpha_j, \beta_i \rangle}{(z-w_i)^{\lambda_j-1}} \right) l \prod_{i=1}^{l} E^{n}(-\beta_i,w_i)e^{\eta}. \]

In particular, (4.4) follows by taking \( \eta = |\beta| = \sum \beta_i. \)

This lemma allows us to move the annihilation operator \( A^{+}_{\alpha(\xi)}(z) \) to the right. Next we consider how to move it across the creating operator \( A^{+}_{\alpha(\xi)}(z) \) and \( Y(\iota(e_{\alpha}), z_j). \)

**Lemma 4.2.** Let \( \lambda = (\lambda_1, \ldots, \lambda_k), \mu = (\mu_1, \ldots, \mu_l) \) be two compositions of nonnegative integers, and \( \alpha_1, \ldots, \alpha_k, \beta_1, \ldots, \beta_l \in L, \) then

\[ A^{+}_{\alpha(\lambda)}(z)A^{+}_{\alpha(\mu)}(w) = \sum_{\mu^*, \lambda^*} C_{\mu^*, \lambda^*}(z, w)A^{+}_{\alpha(\mu^*)}(z)A^{+}_{\alpha(\lambda^*)}(w), \]

where \( \mu^*, \lambda^* \) run through all possible pairs of equal length subcompositions of \( \mu \) and permutations of subcompositions of \( \lambda \) respectively and \( C_{\xi^*, \lambda^*}(z, w) \in \mathbb{Z}[[z, z^{-1}, w, w^{-1}]]. \)

**Proof.** For \( \alpha, \beta \in L, \) it is easy to see that for \( m, n \geq 1 \)

\[ [A^{+}_{\alpha,m}(z), A^{-}_{\beta,n}(w)] = (-1)^{m-1}\langle \alpha, \beta \rangle \sum_{k=1}^{\infty} \frac{k+m-1}{m-1} \left( \frac{k-1}{n-1} \right) z^{-k-m}w^{k-n} \in \mathbb{Z}[[z^{-1}, w]]w^{-n+1}. \]

So the contraction function between the annihilation field \( A^{+}_{\alpha,m}(z) \) and creation field \( A^{-}_{\beta,n}(w) \) is

\[ C(A^{+}_{\alpha,m}(z), A^{-}_{\beta,n}(w)) = \frac{(-1)^{m-1}\langle \alpha, \beta \rangle}{z^{m}w^{n}} \sum_{i=1}^{\infty} \frac{i+m-1}{m-1} \left( \frac{i-1}{n-1} \right) \left( \frac{w}{z} \right)^{i}. \]

Now for \( \alpha(\lambda) = \alpha_1(-\lambda_1) \cdots \alpha_k(-\lambda_k) \) and \( \beta(\mu) = \beta_1(-\mu_1) \cdots \beta_l(-\mu_k), \) the function

\[ C(A^{+}_{\alpha(\lambda)}(z), A^{-}_{\beta(\mu)}(w)) = \prod_{i=1}^{k} C(A^{+}_{\alpha_i, \lambda_i}(z), A^{-}_{\beta_i, \mu_i}(w)) \]

is the product of contraction functions between the two ordered sets of annihilation operators \( \{A^{+}_{\alpha_i, \lambda_i}(z)\}_{i=1}^{k} \) and the creation operators \( \{A^{-}_{\beta_j, \mu_j}(w)\}_{j=1}^{l}. \) Using Wick’s theorem (cf. [20]) we have

\[ \]
that
\[
A_{\alpha(\lambda)}^+(z)A_{\beta(\mu)}^-(w) = A_{\alpha_1,\lambda_1}(z) \cdots A_{\alpha_k,\lambda_k}(z_i)A_{\beta_1,\mu_1}^-(w) \cdots A_{\beta_l,\mu_l}^-(w)
\]
summed over all possible paired subcompositions \(\lambda^*\) of \(\lambda\) and permutations \(\mu^*\) of subcompositions of \(\lambda\) with the same length, and \(C(\ , \ )\) is defined in (4.7)-(4.8). Explicitly one first selects a subcomposition \(\lambda^*\) of \(i\) parts and then pairs it with permutations of any \(i\)-part subcomposition \(\mu^*\), i.e., there are \(\sum_{i \geq 0} \binom{k}{i} \binom{i}{l}!\) such pairings. Also \(\tau\) is the complementary subpartition of \(\tau\) in the partition. In particular, when \(\lambda^* = \mu^* = \emptyset\), the summand is \(A_{\beta(\mu)}^- (w) A_{\alpha(\lambda)}^+(z)\).

The next lemma considers the commutation relation between \(A_{\alpha(\lambda)}^+(z)\) with \(Y(e^\beta, w)\).

**Lemma 4.3.** Let \(\lambda = (\lambda_1, \ldots, \lambda_k) \in (\mathbb{Z}^+)^k, \alpha, \beta \in L\), then

\[
(4.9) \quad A_{\alpha(\lambda)}^+(z) Y(e^\beta, w) = Y(e^\beta, w) \prod_{p=1}^{k} \left( A_{\alpha_p, \lambda_p}^+(z) + (-1)^{\lambda_p} - 1 (\alpha_p, \beta)(z - w)^{-\lambda_p} \right),
\]

\[
(4.10) \quad Y(e^\beta, w) A_{\alpha(\lambda)}^-(z) = \prod_{p=1}^{k} \left( A_{\alpha_p, \lambda_p}^-(z) - \langle \alpha_p, \beta \rangle (w - z)^{-\lambda_p} \right) Y(e^\beta, w),
\]

where the rational functions refer to power series in \(w\) in the first relation and \(z\) in the second one.

**Proof.** It follows from (4.5) that

\[
A_{\alpha_p, \lambda_p}^+(z) E^-(\beta, w) e^\beta = E^-(\beta, w) e^\beta \left( A_{\alpha_p, \lambda_p}^+(z) + (-1)^{\lambda_p} - 1 (\alpha_p, \beta)(z - w)^{-\lambda_p} \right),
\]

where the rational function is expanded at \(w\). Similarly we also have

\[
E^+(\beta, w) A_{\alpha_p, \lambda_p}^-(z) = \left( A_{\alpha_p, \lambda_p}^-(z) - \frac{\langle \alpha_p, \beta \rangle}{(w - z)^{\lambda_p}} \right) E^+(\alpha, w),
\]

where the rational function \((w - z)^{-\lambda_p}\) is expanded as a powers series in \(z\). The lemma is then proved by repeated applying \(A_{\alpha_p, \lambda_p}^+(z)\) or \(A_{\alpha_p, \lambda_p}^-(z)\) as above. \(\square\)

We now prove our first main result of this paper.

**Theorem 4.1.** The integral form \((V_L)_Z\) and all of its irreducible modules \((V_{L+\gamma_i})_Z\) associated with the vertex operator algebra \(V_L\) are preserved by the divided powers of the general vertex operator \(Y(v, z)\), where \(v = \alpha_1(-\gamma_1)\alpha_2(-\gamma_2) \cdots \alpha_k(-\gamma_k)e^\gamma \in V_L, \gamma \neq 0\). In particular, \(s_{\alpha(\lambda)} e^\beta\) (resp. \(s_{\alpha(\lambda)} e^{\beta+\gamma}\)) span a \(\mathbb{Z}\)-lattice for the vertex operator algebra \((V_L)_Z\) (resp. its irreducible module \((V_{L+\gamma_i})_Z\)).
Proof. It’s enough to consider the case of \((V_L)_Z\). Write \(v = \alpha_1(-\lambda_1) \cdots \alpha_k(-\lambda_k) e^\gamma = \alpha(\lambda)e^\gamma\), then
\[
Y(v, z) = \sum_{n} \nu_n z^{n-1} =: \vartheta^{(\lambda_1-1)}\alpha_1(z) \cdots \vartheta^{(\lambda_k-1)}\alpha_k(z)Y(e^\gamma, z) :
\]
summed over all subpartitions \(\lambda^*\) of \(\lambda\).

Let \(E(w) = E^-(\beta_1, w_1) \cdots E^-(\beta_l, w_l) \otimes e^n\). It is enough to consider \(\eta = \sum_i \beta_i = |\beta|\), so \(E(w) = E^-(\beta, w)e^{[\beta]}\), where \(\beta = (\beta_1, \ldots, \beta_l)\), \(w = (w_1, \ldots, w_l)\). By Lemma 4.1 and 4.11
\[
Y(v, z)E(w) = \sum_{\lambda^*} A_{\alpha(\lambda^*)}^-(z)Y(e^\gamma, z)A_{\alpha(\lambda^*)}^+(z)E(w)
\]

(4.12)
\[
= \epsilon(\gamma, |\beta|) \sum_{\lambda^*} f_{\alpha(\lambda^*)}(\beta, z; w)A_{\alpha(\lambda^*)}^-(z)Y(e^\gamma, z)E(w)
\]
\[
= \sum_{\lambda^*} F_{\alpha(\lambda^*)}(z, w)A_{\alpha(\lambda^*)}^-(z)E^-(\beta, \gamma, w, z)e^{[\beta]+\gamma}
\]
where \(F_{\alpha(\lambda^*)}(z, w) \in \mathbb{Z}[[z, z^{-1}, w_i, w_i^{-1}]]\) as \(f_{\alpha(\lambda^*)}(\beta, z, w)\) is defined in 4.3. Note that
\[
Y(v, z)Y(v, z_1)^{-1} = \sum_{\lambda^*(1)} \left(A_{\alpha(\lambda^*(1))}^-(z_1)Y(e^\gamma, z)A_{\alpha(\lambda^*(1))}^+(z_1)\right) A_{\alpha(\lambda^*)}^-(z_1)Y(e^\gamma, z, z_1)^{-1}E^-(\beta, \gamma, w, z_1)e^{[\beta]+\gamma}
\]
\[
= \sum_{\lambda^*(1)} C_{\alpha(\lambda^*(1))}^-(z_1, z_2)Y(e^\gamma, z, z_2)A_{\alpha(\lambda^*(1))}^+(z_2)A_{\alpha(\lambda^*)}^-(z_1)A_{\alpha(\lambda^*(1))}^+(z_1)Y(e^\gamma, z_2)Y(e^\gamma, z_2)A_{\alpha(\lambda^*)}^-(z_1)
\]
\[
= \sum_{\lambda^*(1)} C_{\alpha(\lambda^*(1))}^-(z_1, z_2)Y(e^\gamma, z, z_2)A_{\alpha(\lambda^*)}^-(z_1)
\]
\[
\quad \cdot f_{\alpha(\lambda^*(1))}((\beta, \gamma), z_2; w, z_1)E^-(\beta, \gamma, w, z_1)e^{[\beta]+\gamma}.
\]
Recalling Lemma 4.3 and 4.12, the above can be written as:
\[
Y(v, z_2)Y(v, z_1)E
\]
\[
= \sum_{\lambda^*(1)} F_{\lambda^*(1)^*}((z_1, z_2)Y(e^\gamma, z, z_2)^{(\gamma, \gamma)}A_{\alpha(\lambda^*(1))}^-(z_1, z_2)E^-(\beta, \gamma, w, z_1, z_2)e^{[\beta]+2\gamma}
\]
for some series \(F_{\lambda^*(1)^*}((z_1, z_2), w) \in \mathbb{Z}[[z_1, z_1^{-1}, w_j, w_j^{-1}]]\). Continuing in this way, we have
\[
Y(v, z_r) \cdots Y(v, z_2)Y(v, z_1)E
\]
\[
= \sum_{\lambda^*(1)^*, \ldots, \lambda^{(r-1)^*}} F_{\lambda^*(1)^*, \ldots, \lambda^{(r-1)^*}}(z, w) \prod_{1 \leq i < j \leq r} (z_i - z_j)^{(\gamma, \gamma)}A_{\alpha(\lambda^{(r-1)^*})}^-(z)Y(e^\gamma, z, z_1)^{-1}E^-(\beta, \gamma^r, w, z)e^{[\beta]+r\gamma}
\]
where \( z = (z_1, \ldots, z_r), w = (w_1, \ldots, w_l), \) and \( F_{\lambda^*, \ldots, \lambda^{(r-1)*}}(z, w) \) are some series in \( \mathbb{Z}[[z_i, z_i^{-1}, w_j, w_j^{-1}]] \). The sum runs through sequences of subpartitions \( \lambda^*, \lambda^{(1)*}, \ldots, \lambda^{(r-1)*} \).

By a result in [16], for any vector \( \alpha(\lambda) = \alpha_1(-\lambda_1) \cdots \alpha_k(-\lambda_k) \), the product \( \alpha(\lambda)s_{\beta,-\mu} \) is still a \( \mathbb{Z} \)-linear combination of tensor product Schur functions. It follows that

\[
A_{\alpha(\lambda^{(r-1)*})}^{-\alpha(\lambda^{(r-1)*})} E^\beta_{-\gamma}(-\beta, \gamma, w, z) e_{|\beta|+r\gamma}
\]

is also a \( \mathbb{Z} \)-linear combination of tensor product Schur functions in view of our vertex operator realization (2.11)-(2.12). Finally it follows from Lemma 3.2 that the coefficient of \( \frac{(z_1 \cdots z_r)^{n+1}}{n!} \) in

\[
Y(v, z_r) \cdots Y(v, z_2) Y(v, z_1) E
\]

is always a \( \mathbb{Z} \)-linear combination of wreath product Schur functions, i.e. an element in the \( \mathbb{Z} \)-form of the vertex operator algebra \( V_L \).

As \( V \) is locally finite, for each vertex operator \( Y(v, z) = \sum_{n \in \mathbb{Z}} v_n z^{-n-1} \), we can define

\[
(4.13) \quad \exp(tv_n) = \sum_{r=0}^{\infty} v_n^{(r)} t^r
\]

as an element of the linear group \( \text{GL}((V_L)_\mathbb{Z}) \) or \( \text{GL}((V_L^{L+\gamma_i})_\mathbb{Z}) \). By our main theorem, the element \( \exp(tv_n)u \) is in \( (V_L)_\mathbb{Z} \) or \( (V_L^{L+\gamma_i})_\mathbb{Z} \). So we can summarize:

**Theorem 4.2.** Let \( L \) be an integral lattice over \( \mathbb{Z} \). For any homogeneous \( v \in (V_L)_\mathbb{Z} \) with nontrivial lattice part and \( Y(v, z) = \sum_{n \in \mathbb{Z}} v_n z^{-n-1} \), the operator \( \exp(tv_n) \) generates an element in the automorphism group \( \text{GL}((V_L)_\mathbb{Z}) \) (or \( \text{GL}((V_L^{L+\gamma_i})_\mathbb{Z}) \)).

Let \( F_q \) be a fixed finite field with characteristic \( p \), the lattice vertex algebra \( V_q \) over \( F_q \) associated with \( V_L \) is usually defined as \( V_q = F_q \otimes (V_L)_\mathbb{Z} \), which is known to be a simple vertex algebra when \( \det(L) \neq 0 \) in \( F_q \) (cf. [26, 9]).
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