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Abstract: Technological advancements have a rapid effect on each domain of day today life, whether it is medical domain or any other domain. Artificial intelligence has shown promising outcomes in emergency department through its decision making by investigating the data. COVID-19 has affected many countries across the globe in a matter of no time. Citizens all over the world are susceptible to its consequences in future. Covid-19 being a contagious disease needs a program that will make it easier for the tracking, the spread and preventing the future cases. Proposed algorithm that can predict on-going Covid-19 positive cases in India. For experimental analysis machine learning algorithm has been coded to make future predictions.

1. Introduction

This year the world faced an invisible giant, in the face of a virus. Even though this virus is microscopic, but is responsible for the death of over a million of people all around the world. Coronaviruses are the group of viruses that belong to the Nidovirales order, which includes Coronavirinae, Arteriviridae, Mesoniviridae and Roniviridae. Coronavirus spreads through contact and can be asymptomatic in some people, this makes the spread easier and quicker as the patient who is not showing any symptoms will not get checked. When something contagious gets out in the world, the biggest challenge that the country or the Government has to face is prediction of the worst-case scenario, and finding out how many people are affected by the disease. Machine learning models can be used for prediction, they are not necessarily accurate all the time, when we are tracking something at this large scale, but they are very helpful when it comes to painting a picture and estimating resources the government will need to tackle the problem.

It was December of 2019, when the cases of novel Coronavirus first appeared in the Wuhan city of China\cite{1}. The virus was reported to the World Health Organization on 31\textsuperscript{st} December 2019. The virus was named COVID-19, by W.H.O.\cite{1}. This virus comes from the family of SARS. W.H.O. declared this outbreak as a global emergency\cite{22-28} and mentioned that this virus is highly contagious and it has been transmitting via the respiratory tract. This virus does not have the same effect on everyone as there are many people who are asymptomatic and hence these people do not get detected until and unless they go through the PCR tests. On
the other hand this virus shows effect on the person in 2 – 14 days, the people who have pre-existing medical conditions are the worst affected. The symptoms range from dry cough to severe cases of dyspnea[3, 4,25,28,29]. No treatments have been discovered so far and the people suffering from the disease are advised to rest and have recovered all by themselves but for the worst cases the people have been admitted to hospital and their vital signs were observed and they were given artificial oxygen.

Machine learning algorithms are mathematics and statistics driven and are targeted to make sense of the data that is being sent through the formula that has been derived or created to get the output. In this report it will be shown how a model can be made for predicting the cases of coronavirus that can be positive in India, in this report real time data has been used. Simple linear regression algorithm will be used[30,32,33,34,35].

2. Machine learning

Machine learning[1] is a field of mathematics and computer science. The concepts of statistics, calculus, probability and linear algebra are used to process and analysis the data and if required make predictions with the data they are given. The use of machine learning has become more common in recent years and will continue to grow in the future too. This was the commercial applications of the machine learning this field is being used tremendously in the areas of research in the medical field and being used to solve and work on the mathematical equations and experiments[25,27,30]. There are 2 kinds of machine learning: Supervised learning is used to predict the outcome of the input and it does this by using the algorithm that is being used, the algorithm used is coded by the person and the algorithm relies heavily on the mathematical side of machine learning. Second type of learning is Unsupervised learning which is a kind of machine learning, where there is no known output, and nobody instructs the learning algorithm. Supervised learning often speeds up the task it is working on with time. This learning is of two types: Firstly, Classification that is used to to predict the class label where, the data point will lie, in many cases the classification is binary and in some cases the classes are multiclass where the algorithm has to classify between multiple class. Secondly, Regression which is employed when the next value is to be predicted what the next outcome will be with the given sets of inputs. The regression can use different algorithms, such as Linear regression, Logistic Regression and K nearest neighbour regression [30,31].

3. Proposed Model

In this proposed model, python 3.7 is used that comes with a lot of inbuilt libraries and the libraries that have been used extensively as numpy, math, pandas, matplotlib, requests and json. Json and request library was used to extract the data from the api. Numpy and pandas were used to clear the data. Matplotlib was used to plot the graphs. Math is used for simplifying mathematical operations. Data is main part of a supervised algorithm. Since this model is a supervised so the data the real time data will be collected from the API. The link to the API that will be used is, link: 'https://corona.lmao.ninja/v2/historical/India?lastdays=50', (API) to get the data. In order to request data, python’s library known as request and JSON will come into play. Pandas library will be used to program the data and automate the process of data updation, extraction and storing. The JSON library gives the format for viewing the data, that is recieved by the request library in json format. The json format is in form of a dictionary and the paramteres can be selected using the keys of the dictionary. Pandas library is used to
convert all the extracted data in form of a dataframe. Dataframe can store the values of multiple lists in form of columns. Dataframe have rows, columns and indices that make it easier and accurate when it comes to accessing these values in the later program. Pandas stores the dataframe in the form of a file, which can later be imported as the work with the model begins.

```
Algorithm 1: Data extraction from an API

Procedure

url ← 'link_of_the_api'

r ← request.get(url)

Determine the key values that are needed to be used from json response. The keys and the values are taken from that response for later use.

Set p1, p2, p3, p4 ← parameter1, parameter2, parameter3, parameter4

P1 = json(load())[p1]
P2 = P1['p2']
P3 = P1['p3']

Make empty lists

set cases, deaths, everyday_cases, everyday_log ← [], [], [], []

For each case in P2:

Append case to cases

Loop ends

For each death in P3:

Append death to deaths

Loop ends

Set i ← 0 and j ← i+1

While check i is less than sizeof (cases)-2 and j is less than sizeof(cases)-1:

append(cases[i] -cases[i]) to everyday_cases

Increment i and j

While loop ends

For each case in everyday_cases:

Append log(case) to everyday_log

For loop ends

Corona = pandas.DataFrame(‘column1’: cases, ‘column2’: deaths, ‘column3’: everyday_cases, ‘column4’: everyday_log)
```

Figure 1: Data extraction

When the data has been extracted and stored into the dataframe and stored as a CSV file. In order to makes sense of the data that has been extracted, the graphs are various plots are made to get the overall idea of the data being dealt with.
A plot of cases and days is made to view how the cases are growing over days. The data comes out to be exponential and that will not be suitable for applying Linear regression model.

Before the model can be applied the values of the graph as shown in Fig.2 have to be made compatible with the application of Linear regression model. In order to do this logarithms of the values is used, as the values are increasing exponentially and so log function which is the inverse of exponential function is used to make it linear as shown in equation 4.

\[ f(x) = e^x \] (1)

When we apply log() to both the LHS and RHS, the equation as shown in Eq.2

\[ \log(f(x)) = x \log(e) \] (2)

Since log has the base e, so:

\[ \log(e) = 1 \] (3)

Hence the final Eq. 4 after applying log to the function is

\[ \log(f(x)) = x \] (4)

The values after this is done are now linear and Linear regression model can be applied.
Now the cases have been changed to logarithmic form as shown in Fig. 3. and the graph now becomes linear and suitable for application of the model. Since a straight line has to be drawn through the datapoints of our model, so this dataset is suitable.
There is a module in python which is known as Scikit-learn and in programming terms it is known as sklearn [3]. The model that is used is a simple linear regression. Real time data is used in the program to make predictions.

1. Linear regression: - Linear models are the models which are used to predict what will come next after the model has been trained. They are called linear models because they are getting inputs using the linear functions[30-35].
1.1. Linear regression: Linear regression is the model that uses two parameters to predict the next outcome of test data point. Linear regression relies on the 'slope' of the line and the intercept of the 'y' axis as shown in Eq. 5. This linear regression works the best when the training dataset is growing linearly and there are minimum outliers.

\[ Y \approx \beta_0 + \beta_1 \times X \]  

(5)

Let \( Y \) be the prediction made made by the model and the true value of the model happens to be \( 'y' \).

Then \( 'e' \) is the value of the prediction as shown in Eq.6 is the deviation from the true value. This deviation represents the residual value. The validity of a model can be expressed as residual sum of square(RSS models.

\[ RSS = e^2 + (e_1)^2 + ... + (e_n)^2 \]  

(6)

The least square approach depend on \( \beta \) and \( \beta_0 \) to minimise the residual sum of square values. As shown in Eq. 7 and Eq. 8.

\[ \beta = \frac{\sum (x_i - \mu_x)(y_i - \mu_y)}{\sum (x_i - \mu_x)^2} \]  

(7)

\[ \beta_0 = \mu_y - \beta_1 \times \mu_x \]  

(8)

The data for this model has increased exponentially, since this disease is very contagious, here is the graph showing how the cases are spreading across India, the graph is curved and for this dataset it would have been best to use logistic regression, but instead there is always a way to make this exponential graph linear, is by using the log() function.

4. Experimental Analysis

The model uses the Linear regression, that could not be applied on an exponential form of data. This exponential data will confuse the program and the prediction generated will be wrong. The data had to be converted to a form that would not make the predictions inaccurate. The data was made linear by using the logarithm operation. The new values generated after applying logarithm values were now used to calculate the slope and intercept of the data. The slope and intercept are those two values that will be used to make the predictions. The prediction will be shown on the ‘y’ axis of the graph and, using the slope of the line and intercept and input the value in the ‘x’ variable, the prediction will be made.

Linear regression[4] relies on the classic equation of line to make predictions for the future data points. The equation of line is shown in Eq.(9):

\[ y = \text{slope} \times x + \text{y-intercept} \]  

(9)

This is only for two axes, though, if the data is spread across multiple axes then the slope of line in those axes is included in the equation too. The slope of line in linear regression model is referred to as weights. The predicted value hence becomes the weighted sum of all the values across the axes. Finding the slope and intercept of the dataset. The equation for calculation of slope and intercept is shown in Eq 10 and 11: -

\[ \text{Slope} = ((\mu_x \cdot \mu_y) - \mu(x \cdot y))/(\mu_x \cdot \mu_y) - \mu(x \cdot x) \]  

(10)
\[
\text{Intercept} = \mu_y - \text{slope} \times (\mu_x) \quad (11)
\]

Once the slope and intercept is calculated then make a regression function to make the predictions of the data set. This dataset can be an array of numbers we want to predict.

The regression function[5] uses the slope and the intercept to and gives out a line that is most suited for the dataset. This line goes through the middle of the graph where maximum values lies or the value is the mean of the dataset.

The prediction formula is shown in Eq. (12) and is used to predict the possible cases in future.

\[
y = \text{slope} \times (x) + \text{intercept} \quad (12)
\]

![Figure 5 Regressive model](image)

The value of \( x \) here is the input given, and the \( y \) is in accordance with the slope and intercept calculated in Fig (5) above. Slope calculated for this data is given in Eq. 13 and intercept in Eq 14.

\[
\text{Slope} = 0.06417078172445888 \quad (13)
\]

\[
\text{Intercept} = -0.32836667521493523 \quad (14)
\]

This can be used to make predictions by simply appending to this list. The answer here will come in logarithm so, it is necessary that need to be converted to integers using antilog and hence get the answer in log.
The blue dot in the prediction in Fig. 6 is for the 69th from the Coronavirus outbreak in India, the answer is coming in Logarithm so in order to get the answer in integer, antilog is applied on the value. The blue dot's value is 4.099417263772727 which in integer value comes out to be 12573 people diagnosed per day.

5. **Advantages and Disadvantages of Proposed Model**

Though this algorithm was able to make prediction with the given data, but these predictions will be inaccurate and wrong when the cases begin to drop, as the line will always have a constant slope and travel without bending hence, it will not be able to predict when the cases will start dropping. It is always very difficult to make a predictive model in such cases, as I have not considered a lot of other factors that play a vital role in Coronavirus spread. This is the major limitation of this project.

5.1. **Advantages**

1. This model has minimized the error value and the predicted line is not far from all the points, and the there are no outliers.

2. Since the data was taken from an API, there was no need to worry about about the data having NULL values and the data hence this reduced the work to fill in those NULL values.

3. Since the data was showing exponential growth so linear regression model will show continuous growth and accuracy as long as the values keep on increasing.

5.2. **Disadvantages**

1. The disadvantage of this model is that since, the prediction is being made by using a linear regression model, this model will start to show inaccuracy as the number of cases start to decrease and make the next predictions highly inaccurate.

2. The above scenario will also generate outliers and hence increasing the overall error of the model.
6. Conclusion

This paper presents a proposed algorithm that can predict on-going Covid-19 positive cases in India. In this paper an algorithm is developed that will predict the number of cases, in coming days. Also learning how to clean the data we are working with, and making a model that works. Methodology to be adopted: The proposed model is having three steps: First step involves gathering of data that we will be working with, the second step involves the cleaning of the data that we are using, in the final step, a model is proposed that will give correct predictions. The model was coded on Python 3.7 which a very popular programming language and used various modules of Python. Covid-19 being a contagious disease needs a program that will make it easier for the tracking, the spread and preventing the future cases.
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