Decomposition of the First-Order Reduced Density Matrix: An Isopycnic Localization Treatment
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In this work, we propose a partitioning of the first-order reduced density matrix corresponding to an $N$-electron system into first-order reduced density matrices associated with regions defined in the real space (regional matrices). The treatment is based on an isopycnic orbital localization transformation that provides regional matrices that are diagonalized by identical localized orbitals, having many attributes associated with chemical concepts (appropriate localization in space, high transferability, etc.). Although the obtained numerical values are similar to those arising from previous studies, their interpretation is more rigorous and the computational cost is much lower.

1. Introduction

In previous studies on population analysis we have reported satisfactory results of chemical interest implementing partitionings of the first-order reduced density matrix of an $N$-electron system in terms of correlated holes and first-order density matrices associated with Bader’s regions. In both procedures, the extraction of the chemical information contained in these regional matrices has required two steps: (a) the partitioning of the first-order reduced density matrix into matrices associated with $M$ spatial regions and then (b) the performance of an isopycnic localization transformation of each one of the matrices arising from that partitioning. Although the numerical determinations obtained are in good agreement with the genuine chemical knowledge of the systems studied, in both treatments the results corresponding to each regional matrix have been obtained from a different localized orbital set and consequently these procedures do not provide a rigorous comparison between the results of each fragment.

The aim of this paper is to avoid this drawback by reporting a simpler treatment where only one isopycnic transformation is needed that provides all the results expressed in an identical basis set. This transformation is performed before the partitioning of the $N$-electron first-order reduced density matrix and consequently this treatment reverses the order in the performance of the two above-mentioned steps. This model, which represents a rigorous foundation for Cioslowski definitions of ionicity and bonding multiplicity by means of bond orders, provides regional matrices having many attributes usually associated with physical and chemical concepts (fulfillment of ensemble representability, appropriate localization in space, high transferability, etc.). All resulting regional matrices are diagonalized by identical localized orbitals and, consequently, the eigenvalues (electronic populations) of the density matrices corresponding to atomic spatial basins or those corresponding to unions of these basins (i.e., functional groups or any other arbitrary atomic associations) are strictly and straightforwardly comparable, which constitutes a significant accomplishment in a theoretical point of view. Apart from these achievements of theoretical nature, this treatment possesses another important advantage in a practical point of view: the computational cost is decreased by a factor of $M$ because only one localization transformation is carried out whereas $M$ localization ones are needed in previous treatments although the results turn out to be similar to those arising from former methods.

The article is organized as follows. The second section reports the main features of the isopycnic orbital localization transformations used in this work. The third section describes the decomposition of the usual first-order reduced density matrix into first-order matrices associated with Bader’s atomic basins. This section also presents a study of the properties of these devices including their representability. The fourth section reports the computational aspects of this work, the results found in selected molecules, the corresponding discussion and a comparison between the present proposal and our previously described partitioning model. Finally, the last section summarizes the concluding remarks.

2. Background of Isopycnic Orbital Localization Transformations

Quantum-chemical calculations produce $N$-electron wave functions from which several quantities of interest can readily be derived. One of these quantities is the first-order reduced density matrix $\Gamma(x,x')$. This matrix, which uniquely determines expectation values of all one-electron operators, is usually described in terms of their natural spin–orbitals, $\psi_i(x)$, which are defined by the following equations:

$$\Gamma(x,x') = \sum_i \eta_i \psi_i^*(x) \psi_i(x')$$  (1)
First-Order Reduced Density Matrix

\[ \langle \psi_i | \psi_j \rangle = 1 \]  
\[ \langle \psi_i | \psi_j \rangle = 0 \quad i \neq j \]

where \( x \) and \( x' \) stand for the space and spin coordinates. The normalization condition, eq 2, determines the values of the occupation numbers, \( n_i \). There are, however, infinitely many sets of spin–orbitals, \( \phi(x) \), and the corresponding occupation numbers, \( \nu_i \), that satisfy eqs 1 and 2, but not necessarily the orthogonality condition, eq 3. Any linear transformation between the functions \( \psi(x) \) and \( \phi(x) \) leaves the first-order density matrix, rather than the wave function itself, invariant. Such a transformation, which has been termed as isopycnic, is defined by means of a matrix \( C \) which satisfies

\[ \phi_i(x) = \sum_j C_{ij} \psi_j(x) \]  
\[ C_{ij} = U_{ij} (n_j / \nu_j)^{1/2} \]  
\[ \nu_i = \sum_j n_j U_{ij}^* U_{ij} \]

where \( U_{ij} \) are elements of a unitary matrix. This transformation, which preserves the diagonal form of \( \Gamma(x,x') \) and yields real occupation numbers, \( \nu_i \), satisfying the conditions

\[ 0 \leq \nu_i \leq 1 \]
\[ \sum_i \nu_i = N \]

allows one to localize natural spin–orbitals that originate from arbitrary wave functions. Orbital localization is accomplished by finding an isopycnic orbital transformation matrix, \( C \), that maximizes the localization index

\[ L = \sum_i \sum_{klmn} \nu_i^2 C_{ik}^* C_{il} C_{jm}^* C_{jn} T_{klmn} \]

where the tensor \( T_{klmn} \) defines the localization procedure. Although several definitions for \( T_{klmn} \) are possible, in this paper we are interested in the Cioslowski localization criterion. In this case, the tensor \( T \) is defined through the theory of atoms in molecules (AIM). As is well-known, this theory carries out a partitioning of the physical space based on the topological properties of the electron density function. The whole three-dimensional space is divided into disjunct atomic basins \( \Omega_A \), which are defined by surfaces having zero flux in the gradient vector field of the electron density. Thus, within this procedure the tensor \( T \) is defined so as to maximize an AIM charge-density overlap functional,

\[ T_{klmn} = \sum_{\Omega_A} \langle \psi_{lA} | \psi_{mA} \rangle \delta_{\Omega_A} \]  
\[ L_i = \sum_{\Omega_A} \langle \psi_i | \psi_{mA} \rangle \langle \psi_i | \psi_{mA} \rangle_{\Omega_A} \]

in which \( \langle \psi_i | \psi_{mA} \rangle_{\Omega_A} \) are the overlap integrals over the Bader atomic basins \( \Omega_A \) (where the integration is limited to this kind of basins). The quantity \( \langle \psi_i | \psi_{mA} \rangle_{\Omega_A} \) defines the atomic population (occupancy) of the \( i \)th spin–orbital on the atomic region \( \Omega_A \), and the quantity

\[ \Gamma(x,x') = \sum_i \nu_i \phi_i^*(x) \phi_i(x') \]

is the localization index of the \( i \)th spin–orbital and its inverse, \( L_i^{-1} \), is equal to the effective number of atoms spanned by the \( i \)th spin–orbital.

Localized spin–orbitals resulting from this localization procedure do indeed have many attributes usually associated with chemical concepts (appropriate localization in space, high transferability, etc.) so that they can be regarded as the theoretical counterpart of the classical chemical pictures such as bonds, nonbonding electron pairs, core orbitals, valences and so forth, as has been shown in ref 4. Therefore, the description of the first-order reduced density matrix in terms of these orbitals seems to be an adequate starting point to propose a partitioning of the first-order reduced density matrix corresponding to an \( N \)-electron system into first-order density matrices, each of them associated with an atomic basin defined in the AIM theory.

3. Partitioning of the First-Order Reduced Density Matrix

Let us consider the description of the first-order reduced density matrix in terms of its localized isopycnic-related natural spin–orbitals

\[ \Gamma(x,x') = \sum_i \nu_i \phi_i^*(x) \phi_i(x') \]

Our philosophy is to combine these localized spin–orbitals according to their presence on the atomic basins in the molecule, to construct a set of first-order density matrices, each of them associated with an atomic basin defined in the AIM theory. Thus, let us consider the quantity \( \langle \phi_i | \phi_i \rangle_{\Omega_A} \) which, as mentioned above, defines the atomic population (occupancy) of the \( i \)th localized spin–orbital on the atomic region \( \Omega_A \). This quantity, which satisfies the relations

\[ 0 \leq \langle \phi_i | \phi_i \rangle_{\Omega_A} \leq 1 \]
\[ \sum_{\Omega_A} \langle \phi_i | \phi_i \rangle_{\Omega_A} = 1 \]

yields a natural partitioning of the first-order reduced density matrix

\[ \Gamma_{\Omega_A}(x,x') = \sum_i \Gamma_{\Omega_A}(x,x') \nu_i(\Omega_A) \phi_i(x) \phi_i(x') \]

where

\[ \nu_i(\Omega_A) = \nu_i(\Omega_A) \]

The matrices \( \Gamma_{\Omega_A}(x,x') \) constitute the first-order reduced density matrices associated with the regions \( \Omega_A \). From their definitions, eq 16, it follows that these matrices retain the chemical attributes of the localized orbitals from which they arise (appropriate localization in space, high transferability, etc.). Moreover, all of them diagonalize in the same isopycnic basis set, \( \phi_i(x) \), and possess features similar to those of the ordinary reduced density matrix: each matrix is Hermitian and its trace is given by \( N_{\Omega_A} \), the number of electrons within the basin \( \Omega_A \), which coincides with Bader’s (electronic) atomic charge as may be seen from
\[ \int dx \Gamma_\Omega(x,x') = \sum_i \nu_i(\Omega) = \sum_i \nu_i(\phi_i | \phi_i)_{\Omega,\lambda} \]
\[ = \sum_{kl} (n_k n_l)^{1/2} U_{kl}^* U_{ij} \langle \psi_k | \psi_j \rangle_{\Omega,\lambda} \]
\[ = \sum_{kl} (n_k n_l)^{1/2} \delta_{kl} \langle \psi_k | \psi_k \rangle_{\Omega,\lambda} = \sum_k n_k \langle \psi_k | \psi_k \rangle_{\Omega,\lambda} = N_{\Omega,\lambda} \]

where eqs 4–6 have been taken into account. The occupation numbers of the nonorthonormal localized natural spin–orbitals of \( \Gamma_\Omega(x,x') \), \( \nu_i(\Omega) \), satisfy
\[ 0 \leq \nu_i(\Omega) \leq 1 \]
and, similarly, it follows that (see Appendix)
\[ 0 \leq n_i(\Omega) \leq 1 \]
where \( n_i(\Omega) \) are the occupation numbers of the orthonormal canonical natural spin–orbitals of \( \Gamma_\Omega(x,x') \), that is
\[ \Gamma_\Omega(x,x') = \sum_i n_i(\Omega) \psi_i(x) \psi_i(x') \]
where
\[ n_i(\Omega) = \sum_j \nu_j(\Omega) \langle \psi_i | \nu_j(\Omega) \rangle_{1/2} \]
\[ \bar{U}_i = \sum_k \nu_k(\Omega) \psi_i(\Omega) \]

and \( \psi_i(x) \), which in general differs from the original canonical one \( \psi_i(x) \), is related to \( \phi_i(x) \) through a new isopinucal orbital transformation
\[ \bar{C}_i = \bar{U}_i [n_i(\Omega)]^{1/2} \]

where \( \bar{U}_i \) are elements of a new unitary matrix. Finally, it must be noted that these regional matrices are defined after the localized orbitals have been determined. This fact provides that these matrices possess the important property of being independent of the orbital representation.

All these properties ensure the (ensemble) representability of the \( \Gamma_\Omega(x,x') \) matrices and therefore their physical grounds and usefulness to describe first-order properties within the \( \Omega \) regions. We must emphasize that the partitioning described in eq 15 leads to genuine first-order reduced density matrices associated with regions \( \Omega \). In a previous study, we described a partitioning of the first-order reduced density matrix from a symmetrical expansion of the first-order reduced density matrix that preserves the essential properties of that matrix and also leads to true first-order reduced density matrices associated with regions \( \Omega \). However, as has been pointed out in the Introduction, the former treatment required to perform a localization in each one of the regional matrices obtained and consequently the comparison of results is not rigorous. Moreover, that partitioning increases the computational expense because \( M \) different localized basis sets need be constructed whereas only one is required in the present proposal. Both partitionings are distinct as a consequence of the different order in which localization and partitioning are performed in the present and the former model. These studies show that the partitioning of reduced density matrices allows different approaches that deserve to be considered in the description of atomic or functional groups.

4. Computational Details, Results and Discussion

In the previous sections we have expressed the first-order reduced density matrices in terms of spin–orbitals. However, for practical reasons the numerical determinations reported in this work have been performed through a spin-free formulation. As is well-known, the spin-free first-order reduced density matrix is given by
\[ \Gamma(r,r') = \sum_\alpha \Gamma_\alpha(\{r,\alpha\},\{r',\alpha\}) \]
where \( \{r,\alpha\} \) stands for the set of spatial and spin coordinates, respectively. Analogously, the spin-free version of the \( \Gamma_\alpha(\{r,\alpha\},\{r',\alpha\}) \) quantity will be defined as
\[ \Gamma_\alpha(r,r') = \sum_\alpha \Gamma_\alpha(\{r,\alpha\},\{r',\alpha\}) \]
For states having spin quantum number \( S_z = 0 \) (singlets and other states), the spin-free first-order reduced density matrix associated with the region \( \Omega \) can be calculated straightforwardly starting with the matrix \( \Gamma(r,r') \). This allows us to handle matrices of lesser size with lower computational expenses than those demanded by the spin–orbital formulation. The treatment of states with \( S_z \neq 0 \) requires the independent evaluation of the \( \Gamma_\alpha(\{r,\alpha\},\{r',\alpha\}) \) and \( \Gamma_\alpha(\{r,\beta\},\{r',\beta\}) \) matrices, because \( \Gamma_\alpha(\{r,\alpha\},\{r',\alpha\}) = \Gamma_\alpha(\{r,\beta\},\{r',\beta\}) \) and then, in a subsequent step, to add both spin blocks according to eq 25.

The \( \Gamma_\alpha(r,r') \) matrices can be extended to unions between basins \( \bigcup_\lambda \Omega_\lambda \), that is,
\[ \Gamma_{\bigcup_\lambda \Omega_\lambda}(r,r') = \sum_\alpha \nu_\alpha(\bigcup_\lambda \Omega_\lambda) \phi_\alpha(r) \phi_\alpha(r') \]
where
\[ \nu_\alpha(\bigcup_\lambda \Omega_\lambda) = \sum_{\Omega} \nu_\alpha(\Omega) \]
and the sum \( \sum_{\Omega} \) is restricted to the \( \Omega \) regions that are included in the union set \( \bigcup_\lambda \Omega_\lambda \). Obviously, if \( \bigcup_\lambda \Omega_\lambda = \Omega \) is the whole space \( \Gamma_{\bigcup_\lambda \Omega_\lambda}(r,r') = \Gamma(r,r') \) and \( N_{\bigcup_\lambda \Omega_\lambda} = N \). These properties guarantee that the \( \Gamma_\alpha(r,r') \) matrices are appropriate tools to describe molecular fragments of chemical interest, like atoms, functional groups, etc. Such a description allows one to analyze electronic populations and their degeneracies in terms of inner shells, lone pairs, inner bondings within a determined region \( \Omega \) as well as bondings of that region with the rest of the molecule.

To test the usefulness of the above proposed partitioning of first-order reduced density matrix, we have chosen the series of hydrides of the second-row elements, some diatomic molecules and simple hydrocarbons, all of them in the singlet ground states so that the spin-free formulation can be used. The calculations were carried out using Gaussian03 program, which generated the first-order reduced density matrix elements and the overlap matrices \( \langle \psi_i | \psi_j \rangle_{\Omega,\lambda} \). In a subsequent step, these matrices were subjected to our own computational implementation. The results reported for those systems have been obtained with the basis sets 6-31G(d,p) except for the acetylene molecule which has been calculated with the 6-31G basis set to avoid the occurrence of the nonnuclear attractor, which appears with the former set. A study of the basis set dependency of this methodology has also been performed using several basis sets on the HF molecule, chosen as test example. For all systems, the geometries were optimized for the corresponding basis sets within configuration interaction (CI) wave functions with single and double excitations (SDCI) arising from Hartree–Fock reference states.
TABLE 1: Calculated Eigenvalues \( \nu_i(\Omega) \) (Electronic Populations) and Assigned Eigenvectors of Localization Based First-Order Reduced Density Matrices Associated with Bader’s Regions, Ionicities of Bonds (as a Percentage) and Covalent Bond Orders for Second-Row Hydrides in the SDCI Treatment Using the 6-31G(d,p) Basis Set

| system | fragment (\( \Omega \)) | \( N_\Omega \) | \( \nu_i(\Omega) \) | degeneracy | assignment | ionicity | bond | covalent bond order |
|--------|------------------------|--------------|-----------------|------------|------------|----------|------|-------------------|
| BeH$_3$ | Be                     | 2.277        | 1.991           | 1          | 1$^{Be}$   | Be–H     | 0.261 |
| H      |                        | 1.862        | 1.804           | 1          | \( \sigma_{BeH} \) | 85.8     | H–H  | 0.088            |
| BeH    |                        | 4.138        | 1.995           | 1          | 1$^{Be}$   | \( \sigma_{BeH} \) (inner H) |        |
|        |                        |              | 1.942           | 1          | \( \sigma_{BeH} \) (outer H) |        |
|        |                        |              | 0.162           | 1          | \( \sigma_{BeH} \) (outer H) |        |
| BH$_3$ | B                      | 2.946        | 1.997           | 1          | 1$^{H}$    | B–H      | 0.512 |
| H      |                        | 1.685        | 1.576           | 1          | \( \sigma_{CH} \) | 67.4     | H–H  | 0.136            |
| BH     |                        | 4.631        | 1.998           | 1          | 1$^{H}$    | \( \sigma_{CH} \) | 67.4   |
|        |                        |              | 1.883           | 1          | \( \sigma_{CH} \) (inner H) |        |
|        |                        |              | 0.349           | 2          | \( \sigma_{CH} \) (outer H) |        |
| CH$_4$ | C                      | 5.845        | 2.000           | 1          | 1$^{SC}$   | C–H      | 0.970 |
| H      |                        | 1.039        | 0.967           | 4          | \( \sigma_{CH} \) | 1.1     |
| CH     |                        | 6.884        | 2.000           | 1          | 1$^{SC}$   | \( \sigma_{CH} \) | 1.1   |
|        |                        |              | 1.914           | 1          | \( \sigma_{CH} \) (inner H) |        |
|        |                        |              | 0.966           | 3          | \( \sigma_{CH} \) (outer H) |        |
| NH$_3$ | N                      | 8.010        | 2.000           | 1          | 1$^{SN}$   | N–H      | 0.875 |
| H      |                        | 0.663        | 0.606           | 1          | \( \sigma_{NH} \) | 37.7    |
| NH     |                        | 8.674        | 2.000           | 1          | 1$^{SN}$   | \( \sigma_{NH} \) | 37.7 |
|        |                        |              | 1.944           | 1          | \( \sigma_{NH} \) (inner H) |        |
|        |                        |              | 1.945           | 1          | \( \sigma_{NH} \) (outer H) |        |
| H$_2$O | O                      | 9.148        | 2.000           | 1          | 1$^{SO}$   | O–H      | 0.655 |
| H      |                        | 0.426        | 0.389           | 2          | \( \sigma_{O\cdot\cdot\cdot\cdot} \) | 60.4    |
| OH     |                        | 9.574        | 2.000           | 1          | 1$^{SO}$   | \( \sigma_{OH} \) | 60.4 |
|        |                        |              | 1.963           | 2          | \( \sigma_{OH} \) (inner H) |        |
|        |                        |              | 1.979           | 1          | \( \sigma_{OH} \) (outer H) |        |
|        |                        |              | 1.581           | 1          | \( \sigma_{OH} \) (outer H) |        |
| HF     | F                      | 9.711        | 2.000           | 1          | 1$^{SF}$   | F–H      | 0.479 |
| H      |                        | 0.289        | 0.266           | 1          | \( \sigma_{H\cdot\cdot\cdot\cdot} \) | 73.0    |

The results in Table 1 show the values \( N_\Omega \) found in the monatomic and diatomic fragments that can be outlined in the series of hydrides of the second-row elements. This table also reports the partitioning \( N_\Omega = \sum \nu_i(\Omega) \) in terms of the nonnegligible \( \nu_i(\Omega) \) values (see eq 18) as well as the degeneracy of the corresponding localized orbitals. These quantities allow us to carry out a suitable assignment of these orbitals in good agreement with the genuine chemical knowledge, as is shown in column six. The \( \nu_i(\Omega) \) values point out the polarity of the bonding of the region \( \Omega \) with other regions; e.g., the diatomic fragments \( A–H \) (\( A = \text{Be, B, C, N, O, F} \)) fulfill \( \nu_i(\Omega) > \nu_i(A) \) in the systems \( \text{BeH}_2(1.804 > 0.138) \) and \( \text{BH}_3(1.576 > 0.307) \), showing the negative character of the H basins but \( \nu_i(\Omega) < \nu_i(A) \), as expected, in the compounds \( \text{NH}_4(0.606 < 1.339) \), \( \text{H}_2\text{O}(0.389 < 1.573) \) and \( \text{HF}(0.266 < 1.706) \). A quantitative measure of this polarity has been written down in column seven of this table, which reports the ionicity (as a percentage) of the bondings \( A–H \). The ionicity of these bondings has been evaluated in terms of the values \( \nu_i(A) \) and \( \nu_i(H) \) corresponding to the localized orbitals \( \phi(r) \) which describes that bonding as\(^5\)

\[
\left| \frac{\nu_i(A) - \nu_i(H)}{\nu_i(A) + \nu_i(H)} \right| \quad (28)
\]

which is identical to the ionicity index of the bondings \( A–H \) arising from the more conventional method reported by Cioslowski and Mixon\(^3\)

\[
\left| \frac{\langle \phi_i|\phi_i \rangle_A - \langle \phi_i|\phi_i \rangle_H}{\langle \phi_i|\phi_i \rangle_A + \langle \phi_i|\phi_i \rangle_H} \right| \quad (29)
\]

In the last column of Table 1 we report a covalent bond order derived from this framework. This quantity, which is consistent with the exchange definition derived in ref 21, allows one to assess the index of bonding between two atoms \( A \) and \( B \) according to the Lewis (resonance) structure described by the particular set of localized orbitals \( \phi_i(r) \). This quantity can be calculated directly knowing the electronic populations associated with \( \Gamma_{AB}(r,r') \) matrices as

\[
P_{AB} = \sum_i \nu_i(A) \nu_i(B) \quad (30)
\]

A comparison of our definition with that reported in ref 4

\[
P_{AB} = \sum_i \nu_i^2 \langle \phi_i|\phi_i \rangle_A \langle \phi_i|\phi_i \rangle_B \quad (31)
\]

shows that both quantities are coincident. These results confirm, as has been pointed out in the Introduction, that the ionicity
In Table 2 we report identical quantities to those mentioned in the previous one, describing atoms contained in diatomic (homonuclear and heteronuclear) molecules and fragments of chemical interest in the simplest hydrocarbons possessing single, double and triple bondings C–C and C–H. The method predicts very low values for the polarity of the bondings C–H in the C2H6 and C2H4 molecules and a higher one for the C2H2 system in which the H fragment has a positive charge in good agreement with the well-known properties of this hydrocarbon.

Table 3 shows the values of ionicity and covalent bond order obtained for the HF molecule within this methodology using several basis sets. Starting with a minimal STO-3G basis set, the increase of the basis set size initially provides an increase of the ionicity and the corresponding decrease of the covalent bond order, and this effect in reinforced when polarization functions are included. However, as can be observed in the table, once the basis set size is sufficiently large, further size increases do not provide substantial changes in the reported quantities. These results allow us to infer the stability of the ionicity and bond order values once the basis set is large enough.

### Table 2: Calculated Eigenvalues ρ_i(Ω) (Electronic Populations) and Assigned Eigenvectors of Localization Based First-order Reduced Density Matrices Associated with Bader’s Regions, Ionicities of Bonds (as a Percentage) and Covalent Bond Orders for Diatomic Molecules and Hydrocarbons in the SDCI Treatment Using the 6-31G(d,p) Basis Set

| System         | Fragment (Ω) | N_2   | N_3   | degeneracy | assignment | ionicity | bond | covalent bond order |
|----------------|--------------|-------|-------|------------|------------|----------|------|---------------------|
| N_2            | N            | 7.000 | 2.000 | 1          | 1sN        | N–N      | 2.913 |
| CO             | C            | 4.738 | 1.996 | 1          | 1sC        | C–O      | 1.558 |
| O              | F            | 9.000 | 2.000 | 1          | 1sF        | F–F      | 1.180 |
| C_2H_2         | (H(C=C–H)_2) | C     | 5.838 | 2.000      | 1          | 1sC      | C–C  | 0.985               |
| H              |              | C     | 1.054 | 0.979      | 1          | 1sC      | C–H  | 0.963               |
| CC’            |              | C     | 11.675| 2.000      | 1          | 1sC      | C–C  | 1.857               |
| CH_3           |              | C     | 9.000 | 2.000      | 1          | 1sC      | C–H  | 0.984               |
| C_2H_4         | (H(C=C–H)_2) | C     | 5.953 | 2.000      | 1          | 1sC      | C–C  | 1.6                 |
| H              |              | C     | 1.024 | 0.951      | 1          | 1sC      | C–H  | 0.031               |
| CC’            |              | C     | 11.901| 2.000      | 1          | 1sC      | C–C  | 1.925               |
| CH_2           |              | C     | 8.000 | 2.000      | 1          | 1sC      | C–H  | 0.986               |
| C_2H_3^a       | (H(C=C–H’))  | C     | 6.137 | 2.000      | 1          | 1sC      | C–C  | 2.785               |
| H              |              | C     | 0.863 | 0.797      | 1          | 1sC      | C–H  | 0.001               |
| CC’            |              | C     | 12.274| 2.000      | 1          | 1sC      | C–C  | 19.2                |
| CH_4           |              | C     | 7.000 | 2.000      | 1          | 1sC      | C–H  | 0.972               |

a Calculated in the 6-31G basis set.
TABLE 3: Basis Set Dependence of Ionicities of Bonds (as a Percentage) and Covalent Bond Orders for the HF Molecule in the SCF Treatment

| basis set       | dimension | N_{GH} | N_{CH} | ionicity | covalent bond order |
|-----------------|-----------|--------|--------|----------|---------------------|
| STO-3G          | 6         | 9.372  | 0.627  | 40.2     | 0.825               |
| 3-21G           | 11        | 9.539  | 0.461  | 56.4     | 0.694               |
| 6-31G           | 11        | 9.592  | 0.408  | 61.6     | 0.632               |
| D95V            | 11        | 9.601  | 0.399  | 62.8     | 0.619               |
| 6-31G(d)        | 17        | 9.684  | 0.316  | 70.1     | 0.513               |
| cc-pVDZ         | 19        | 9.723  | 0.277  | 74.4     | 0.462               |
| 6-31G(d,p)      | 20        | 9.711  | 0.289  | 73.0     | 0.479               |
| D95V(d,p)       | 20        | 9.715  | 0.285  | 73.7     | 0.427               |
| 6-31+G(d,p)     | 24        | 9.723  | 0.277  | 74.4     | 0.462               |
| 6-31G(2d,2p)    | 29        | 9.714  | 0.286  | 73.6     | 0.475               |
| cc-pVTZ<sup>a</sup> | 44      | 9.745  | 0.255  | 76.4     | 0.433               |

<sup>a</sup> The \(\langle \psi_i | \psi_j \rangle_{\Omega_k}\) integrals were obtained from Proaim program\(^{22}\) for this basis set.

In ref 2 we described a model that performs a topological partitioning of the first-order reduced density matrix according to an algebraic symmetrical expansion of that matrix, i.e.

\[
\Gamma(r',r) = \sum_{\Omega_k} \sum_{r'} \Gamma_{\Omega_k}(r,r') \tag{32}
\]

where

\[
\Gamma_{\Omega_k}(r,r') = \sum_{\eta} \langle \eta | \psi_i \rangle_{\Omega_k} \langle \psi_j | \psi_i \rangle_{\Omega_k}^* \langle \psi_j | \psi_j \rangle_{\Omega_k} \langle \psi_j | \psi_j \rangle_{\Omega_k} \tag{33}
\]

This model deals with the natural orbitals \(\psi_j(r)\) and their corresponding occupation numbers \(n_i\). The extraction of the chemical information contained in these regional matrices requires the performance of an isopycnic localization transformation of each one of the matrices whereas in the present model the resulting regional first-order reduced density matrices diagonalize in the same localized basis set. This property renders a direct and strictly valid comparison between atomic populations and localized orbitals corresponding to different regional matrices arising from the present model. The systems described in Tables 1 and 2 were also calculated in ref 2 within the symmetrical model. The results turn out to be similar to those in Tables 1 and 2. Moreover, because the ionicities index of a bond are almost identical

In conclusion, in this paper we report a procedure to decompose the first-order reduced density matrix of an \(N\)-electron system into regional first-order reduced density matrices according to the three-dimensional atomic basins defined in the AIM theory. The first step in this procedure involves one isopycnic localization transformation, which provides that the regional matrices resulting from the subsequent partitioning are diagonalized by identical localized orbitals. We have performed a study of the representability conditions for these regional matrices whose fulfillment ensures the physical grounds and the reliability of the information arising from these devices. We have also described first-order reduced density matrices associated with unions of atomic basins, whose treatment provides an important chemical information which has been related with groups of atoms. The results obtained within this scheme have allowed us to describe satisfactorily molecular fragments and their bondings with a lower computational cost than previously reported models. Moreover, our treatment evaluates the polarity, ionicity and bonding multiplicity from the information contained in the regional matrices leading to identical values than those predicted by more conventional methods. The good agreement between our results and those arising from the genuine chemical knowledge shows that this methodology is a useful and cost competitive tool for the understanding and description of molecular structures. We are currently working on the application of this methodology to determine functional groups in several series of organic compounds.
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**Appendix.**

Let us consider the expression that relates the \(\Omega_k\) basin canonical natural occupation numbers with those corresponding to localized orbitals

\[
n_i(\Omega_k) = \sum_{jk} [n_j(\Omega_k)]^{1/2} U_{ji} |\phi_j\rangle \tag{34}
\]

Defining

\[
|\psi_i\rangle = \sum_k [n_k(\Omega_k)]^{1/2} U_{i\psi_i} |\phi_i\rangle \tag{35}
\]

it follows that

\[
n_i(\Omega_k) = \langle \psi_i | \psi_i \rangle \tag{36}
\]

and therefore

\[
n_i(\Omega_k) \geq 0 \tag{37}
\]

Moreover, because
\[ n_i(\Omega_\Lambda) = \sum_{jk} v_j(\Omega_\Lambda) v_k(\Omega_\Lambda) \left( \sum_p U_{jp}^\ast U_{kp} \right)^{1/2} (\phi_j | \phi_k) \]
\[ = \sum_{jk} \sum_{pq} v_j(\Omega_\Lambda) v_k(\Omega_\Lambda) \left( \sum_p U_{jp}^\ast U_{kp} \right)^{1/2} (\phi_j | \phi_k) \sum_p U_{jp}^\ast U_{kp} | \psi_p \rangle \langle \psi_q | \]
\[ = \sum_p \sum_j (\langle \phi_j | \phi_k \rangle \Omega_\Lambda) \left( \sum_p U_{jp}^\ast U_{kp} \right)^{1/2} \sum_j U_{jp}^\ast U_{kp} | \psi_p \rangle \langle \psi_q | \]
\[ = \sum_p \sum_j (\langle \phi_j | \phi_k \rangle \Omega_\Lambda) \left( \sum_p U_{jp}^\ast U_{kp} \right)^{1/2} \sum_j U_{jp}^\ast U_{kp} | \psi_p \rangle \langle \psi_q | \]
\[ \leq \sum_j (\langle \phi_j | \phi_k \rangle \Omega_\Lambda) \left( \sum_p U_{jp}^\ast U_{kp} \right)^{1/2} \sum_j U_{jp}^\ast U_{kp} \leq \sum_j U_{jp}^\ast U_{kp} = 1 \]
\[ \Rightarrow 0 \leq n_i(\Omega_\Lambda) \leq 1 \]

which proves eq 20.
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