Development of cost-effective IoT module-based pipe classification system for flexible manufacturing system of painting process of high-pressure pipe
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Abstract
This paper researches an IoT module-based pipe classification system for a flexible manufacturing system that recognizes the size and length of pipes used in the painting process of high-pressure pipes. The proposed system is composed of an IoT module, USB camera, and edge TPU for pipe classification. The proposed system recognizes the type of pipe by three processes; object detection of the pipe, line detection algorithm of the three regions of interest, and pipe classification algorithm based on the line detection algorithm. Furthermore, the proposed system enables web-based real-time monitoring, providing convenience to workers and helping them make quick decisions. The IoT module interfaces with the painting robot and the sequence control that paints for each type of pipe is executed in the painting robot, allowing flexible manufacturing of the painting process.

Keywords Painting process · Pipe classification · Internet of things · Flexible manufacturing system

1 Introduction

Drilling refers to the operation of drilling a hole up to several tens of kilometers underground to produce oil and gas underground, and in this case, pipes and valves capable of withstanding high-pressure (15,000 psi) are required. High-pressure pipes have threaded, flanged, or union connectors at both ends and are widely used in oil drilling and production, splicing, and breaking and testing operations. Additionally, a high-pressure pipe with the straight tube with union connections at both ends is widely used to deliver high-pressure flow in break manifolds, junction manifolds, maintenance manifolds, and test manifolds.

A flexible manufacturing system is a system that automates production to manufacture various products with high productivity flexibly. In order to cope with the mix of different part types and the production volume adjusted according to changes in demand patterns, it is a productivity that simultaneously aims for flexibility and productivity of production that can process various parts types simultaneously. The goals pursued by the flexible production system are essentially flexibility, productivity, and reliability. In recent years, mass production and traditional manufacturing industries such as chemical and machinery, represented by fixed equipment, are also introduced for survival. Recently, the flexible production system is spreading as the industrial Internet, multi-functional robots, and big data technologies improve part identification ability, change processes quickly and significantly reduce setup costs.

Recently, numerous studies [1–9] have been conducted on flexible production. The paper [1] presents a general architecture of digital-twin visualization for flexible manufacturing systems (FMS) and for developing virtual digital-twin scenes architecture. Furthermore, the design of non-centralized control architectures is proposed [2] to improve their energy efficiency and promote flexibility. Also, seamless Human–Computer–Machine Interaction architecture is presented [3] to support the operator’s supervision activity.
with flexible manufacturing systems. Extended coloured stochastic Petri nets [4] are utilized to build a model for FMS with three machines for flexible production. Two heuristic algorithms (pre-determined fixed-job sequencing rules and genetic algorithm-based approach) are deployed to solve production planning problems for FMS in [5]. Production programming [6] is optimized using the economic model predictive control approach considering the energy market and its fluctuations. The study [7] proposes a methodology of estimation operational parameters using simulation for FMS. Also, a simulation-based optimization [8] method is proposed to achieve robust production planning and control for multi-stage systems with flexible final assembly lines. The study [9] solves the stochastic flexible job shop scheduling problem by an integrated genetic algorithm—Monte Carlo method. For the pre-mentioned studies, most of the papers related to FMS prove the concept through simulation.

In expanding various identification ability improvement systems for flexible production, the possibility of recognition systems using deep learning is expanding recently. In computer vision, deep learning is most actively applied and developed, and it is actually used in recognition systems for flexible production. Among them, object detection is to detect a specific element in an image. Object recognition models such as VGG-SSD [10], MobileNet-SSD [11], Faster-RCNN [12], and YOLO [13, 14] can be used in object detection. Object detection detects an object and its bounding box in an image. This deep learning model receives an image as input and outputs the bounding box, class list, and class confidence. Object detection is used in various industrial fields for autonomous driving, detecting abnormal situations in the medical field, and detecting defective parts in the manufacturing industry [15–18].

Internet of Things (IoT) [19–34] means that things around people are equipped with network functions and connected through the Internet anytime, anywhere. It is used to transmit data by connecting surrounding objects through the Internet, and to utilize the collected information and analyzed results. IoT is used in various service applications such as smart health [23–25], smart home [26–28], smart transportation [29–31], and smart manufacturing [32–34]. It was used in smart health applications for human activity recognition [23], energy expenditure estimation [24], and diabetic retinopathy detection [25]. In smart-home, IoT is applied to services such as indoor localization [26], device-free localization and activity recognition [27], and autonomous navigation [28]. As a smart transportation application, it was applied to short-term traffic prediction [29], traffic object tracking [30], and self-driving cars [31]. Finally, in the manufacturing field, computation burden calculation [32], surface inspection [32], and Wavelet-based fault diagnosis [34] were utilized through IoT. As mentioned in [22], the deep learning model using IoT derives powerful analysis results, however, requires high hardware requirements. In other words, there may be situations where it is necessary to use resource-limited embedded devices in terms of cost.

This paper intends to improve the quality of the painting process, which is the final finishing process, among the manufacturing processes for the production of high-pressure pipe joints that can connect pipes without welding, which is used for drilling. Existing 2-inches and 3-inches products are pre-produced and sold products, and workers are performing undercoating and 4–6 times of intermediate and top coating simultaneously. In this series of manufacturing processes, the painting and packaging process is currently being carried out manually. In particular, in the case of painting, the worker sprays the pipe, which is the work object, with a painting gun while considering the quality of the film thickness and is performed by simple repetitive work.

The IoT module developed in this paper is applied to FMS for the painting process of the high-pressure pipe to improve the poor working environment of the conventional manual process. The proposed painting process makes the coating quality uniform, dramatically improves productivity, and shortens the drying time. The proposed system recognizes nine types of pipes, three types of diameter (2 inches, 3 inches, and 4 inches) and three types of lengths (6ft., 8ft., and 10ft.), and informs the recognition results to the gripping robot and painting robot. Also, this paper presents the recognition algorithms for the classification of the pipe and a web-based monitoring system for monitoring results. By establishing a system that recognizes pipes regardless of the type of painted pipe, flexible production of the painting process is possible.

The advantage of the proposed method in this paper is to apply the appropriate technology [35] to the industrial site to avoid the problem of high hardware requirements of IoT modules using the aforementioned deep learning. Appropriate technology contains essential functions and has the potential to lower costs. In addition, it can continue to interoperate, extending existing and new equipment into modules. This ensures low operating costs as well as long-term use. Since the hardware of the deep learning model using machine vision camera and GPU is relatively expensive and difficult to apply to small and medium enterprises, it is necessary to develop a module with appropriate performance and reasonable price. Also, the proposed method is meaningful in applying the concept of FMS to the actual production line, unlike previous studies [1–9] that optimize FMS through simulation.

This paper is organized as follows. Section II describes the conventional painting process of the high-pressure pipe. Section III presents the proposed system and process. Section IV provides the method validation setup of the proposed methodology. Section V shows the results using the proposed process. In Section VI, the conclusion is presented.
2 Conventional painting process

A high-pressure (15,000 psi) pipe manufacturing for oil and gas drilling consists of material cutting, forging, heat treatment, machining, assembling, pressure testing, painting, and packaging, as shown in Fig. 1. The high-pressure (15,000 psi) pipe manufacturing for oil and gas drilling consists of material cutting, processing, assembling, pressure testing, painting, and packaging. This paper aims to improve the coating process during the manufacturing process of high-pressure pipes. As shown in Fig. 2, the painting process loads the pipe onto the conveyor belt, transports it, and then fixes the pipe. After manually spray painting the fixed pipe up to 4∼6 times, the pipe is transported on a conveyor belt for packaging. Additionally, Table 1 shows equipment corresponding to the pipe manufacturing process.

In this series of manufacturing processes, painting and packaging processes are currently being performed manually (the painting process in Fig. 1). In particular, in the case of painting, the operator sprays the paint onto the pipe, which is the work object, with the painting gun, while the operator repeatedly moves the nozzle gun to the left and right while watching the painting thickness.

The operator removes oil and foreign substances after processing and assembly before the middle/top coating work and performs the undercoat coating on the outer surface of the pipe (Pup Joint) using a brush. After that, the worker puts the pipe on the transport cart for intermediate/top coating, moves the product on the transport cart to the painting booth, rotates the pipe by hand about six times, and sprays the middle/top coating with a paint gun. After painting, the truck is moved to unload the product, and the operator completes the touch-up painting work with a brush on the unpainted section while visually checking it. After finishing the painting, the pipe is dried for more than 40 minutes to dry.

In this paper, we propose a flexible productivity improvement system for the painting process of high-pressure pipe using an IoT module. Through the proposed system, it is possible to improve the poor working environment of the manual painting process, make the coating quality uniform, dramatically improve productivity, reduce drying time, and reduce the amount of paint.

For automatically painting the pipe, it is necessary to recognize the length and diameter of the pipe. The existing method (Fig. 1) uses a proximity sensor to recognize the thickness and length as it passes by. The problem with the existing method is that it is easy to apply when the length...
and diameter of the pipe are limited. However, when the length and diameter are diversified, there is a problem that a proximity sensor must be installed, and each interface must be applied.

3 Proposed methodology

This study proposes a system and process that recognizes the thickness and length using a cost-competitive camera and IoT module to solve the previous section's problem. The process highlighted in yellow and orange in Fig. 2 is an improvement on the conventional process. In addition, the process was improved for flexible manufacturing of the pipe holding and manual painting parts in Fig. 1. To this end, the pipe classification process (yellow box in Fig. 2) and the classification process results are utilized for robot gripping and automatic painting of pipes (orange box in Fig. 2). Especially, this paper will focus on a system and process (yellow box in Fig. 2) for pipe classification using an IoT module and USB camera.

3.1 Proposed system hardware and its interfaces

As can be seen in Fig. 3, the system consists of an IoT module (Raspberry Pi module), an image acquisition unit (camera), and an edge TPU that infers object detection. In addition, the corresponding IoT module communicates with the PLC via Modbus TCP for controlling the robot and equipment so that the recognition result can be interfaced.

The IoT module includes a USB interface that can communicate with the Raspberry Pi camera, an HDMI port that can display images, and an Ethernet port that can communicate the pipe recognition result to other devices. Moreover, it includes a CPU and RAM for calculating the S.W algorithm and also includes wireless communication. The camera module transmits images to the IoT module.

| Table 1 | Conventional manufacturing process and equipment corresponding to the process |
|---------|--------------------------------------------------------------------------------|
| Process | Equipment                        |
| Cutting | CNC                               |
| Machining | CNC                              |
| Assembly | H/Machine                        |
| Pressure Test | H/T Machine                    |
| Painting | Manual                           |
| Packaging | Manual                          |
The specifications of the USB camera for acquiring the pipe image are specified in Table 2. The USB camera’s image sensor consists of a CMOS sensor, IMX291, and can acquire 2 Mega Pixels’ images. As for the frame rate, images of 30 fps can be obtained at an image size of 1920×1080, and this was continuously streamed. The focusing range of the camera is 1 meter to infinity. The camera for recognizing the pipe was installed at a position about 3 meters away from the position where the robot grips the pipe.

The IoT module is connected to the USB camera. The specifications of the IoT module are specified in Table 3. The OS of the IoT module is Raspbian Jessie, and the module’s operating program was developed based on python. The initial image obtained from the camera is transmitted in 1920×1080 resolution through proposed hardware interfaces to classify the pipe. Then, the IoT module and the camera are interfaced with USB, and the pipe classification is judged at least once every 5 seconds. The inference is enabled using OpenCV and Tensorflow lite. For Modbus communication, the “pymodbus” package is used.

Object detection is used in the proposed system to cross-check whether the pipe is positioned for robot gripping by the pipe image. However, object detection needs a lot of computation resources to infer results, so to speed up deep learning inference, the edge TPU module is interfaced with the IoT module. To operate the edge TPU module, at least 5V voltage and 500mA current must be supplied through USB. Power is supplied from the USB port of the IoT board. For inference, Edge TPU runtime is installed to enable Tensorflow Lite inference. In Tensorflow Lite, the inference speed of embedded systems can be increased by quantizing the weights of deep learning models. It is necessary to convert the 32-bit floating-point type of the existing weight or activation function to an 8-bit fixed-point type. It includes the process of re-learning the existing model, compiling it so that it can be used on the Edge TPU module, and deploying it on the module.

The result values obtained by the proposed system are linked to the robot and equipment PLC, and the result values can be checked on the web. As a Modbus TCP server in the equipment PLC, four addresses were used for Modbus TCP communication. The first address is a heartbeat address that flickers every second to check if communication is alive. The second address is an address that shows whether a signal from the proximity sensor gives signals whether the pipe has arrived at the gripper’s location. When the signal is “ON” at this address, the pipe classification algorithm is executed. The third address is the address that informs the pipe result recognized by the IoT module. Finally, the last address is an address indicating that classification is complete. When this address is changed to “ON,” the robot flexibly changes the gripper position according to the type of pipe and picks the pipe.

![Proposed system hardware and interfaces](image-url)
3.2 Proposed pipe classification process

As shown in Fig. 2, this paper proposes a process for classifying pipe types. First, the image is acquired through the USB camera, processed by the Raspberry Pi, and the pipe from the proximity sensor is reconfirmed through the object detection algorithm. Next, the proposed process detects a line in three regions of interest (ROI) and then determines the length and diameter of the pipe based on the result values of the line. Finally, the classification result is interfaced with the PLC of the robot gripping the pipe and the painting automation equipment to paint for the type of pipe flexibly.

3.2.1 Pipe classification algorithm

Figure 4 shows the pipe classification process. After the pipe is transferred from the conveyor belt, the proximity sensor is activated when the robot reaches the position to grip. When the proximity sensor is turned on, the camera image is captured. If it does not work, the conveyor continues to operate. After that, the object detection algorithm runs to cross-check whether the pipe has reached the gripping area.

When it is confirmed that the pipe is transferred from the conveyor in the proximity sensor and the object detection algorithm, the line detection algorithm (Fig. 5) proceeds in the ROI area of 3 parts. For example, a line is detected in Area 1, and it determines a 10 ft. pipe. If it is not detected, check the line detected in Area 2. If a straight line is detected in Area 2, it is an 8 ft. pipe. If it is not detected, a line is detected in Area 3. When a line is detected in Area 3, the pipe is classified as a 6 ft. pipe.

The diameter of the pipe is determined through the straight lines detected in Area 3. The diameter is calculated through the average of the y-coordinates of the detected straight lines. According to the diameter of each pipe, the threshold value of 4 inches is defined as $Th_{4inches}$, 3 inches is $Th_{3inches}$, and 2 inches is $Th_{2inches}$, respectively. For example, if the average of the y-coordinate is greater than $Th_{4inches}$, the 4 inches pipe is classified. Also, if the average of y-coordinates is smaller than $Th_{4inches}$ and larger than $Th_{3inches}$, it is classified as a 3-inch pipe. Moreover, if the image pixel of the y-coordinate average is smaller than $Th_{2inches}$, it is classified as a 2-inch pipe.

When the results of each pipe’s diameter (D) and length (L) come out, the classification results are sent to the PLC of the equipment for pipe gripping and automated painting in Fig. 2. Through this, the painting process can be applied flexibly even if the type of pipe changes on the conveyor.

3.2.2 Object detection algorithm

The model used in the object detection algorithm is the Yolov3-tiny model, and the $416 \times 416$ image is input. In this paper, the number of classes is one, and the name of the class is “PIPE.” The proposed system cross-checks whether the pipe has arrived at the grip position through the object detection model, thereby securing the reliability of the pipe recognition algorithm.

Yolo algorithm is one of the famous algorithms in one-stage object detection. Compared to two-stage object detection like Faster-RCNN [12], Yolo has a similar performance with fast inference speed. While 2-stage detection proceeds with bounding box regression and classification by making region proposals, the Yolo algorithm is fast because it does both at once using grid cells and anchors.

Yolo algorithm makes this possible by assigning an object to only one anchor box. Also, the Yolo algorithm finds the location of the bounding box with the location of the grid during prediction which is described in section 2.1 Bounding Box Prediction of [14]. The feature of the Yolo v3 model is that it is designed to produce 3 types of outputs in consideration of the scale of the object.
For supervised learning, the performance of the deep learning model is increased by reducing the loss. The loss function of Yolo-v3 is

\[
\text{Loss} = \lambda_{\text{coord}} \sum_i S^i \sum_j B \sum_{i,j}^{\text{obj}} \left[ \left( x_i - \hat{x}_i \right)^2 + \left( y_i - \hat{y}_i \right)^2 \right] + \lambda_{\text{coord}} \sum_i S^i \sum_j B \sum_{i,j}^{\text{obj}} \left[ \left( w_i - \hat{w}_i \right)^2 + \left( h_i - \hat{h}_i \right)^2 \right] + \sum_i S^i \sum_j B \sum_{i,j}^{\text{obj}} \left[ -o_i \log(\hat{o}_i) + (1 - o_i) \log(1 - \hat{o}_i) \right] \]

\[
+ \text{Mask}_{ij} \lambda_{\text{obj}} \sum_i S^i \sum_j B \sum_{i,j}^{\text{obj}} \left[ -c_i \log(\hat{c}_i) + (1 - c_i) \log(1 - \hat{c}_i) \right] + \sum_i S^i \sum_j B \sum_{i,j}^{\text{noobj}} \left[ -c_i \log(\hat{c}_i) + (1 - c_i) \log(1 - \hat{c}_i) \right],
\]

where \( S \) is the number of cells, \( B \) is the number of anchors, \( \lambda_{\text{coord}} \) is coefficient of the coordinate loss, \( \lambda_{\text{obj}} \) is coefficient of the objectness loss, \( \text{Mask}_{ij} \) is masking tensor, \( x_i \) is ground truth value of horizontal cell value \( \in [0, 1] \), \( \hat{x}_i \) is prediction value of horizontal cell value \( \in [0, 1] \), \( y_i \) is ground truth value of vertical cell value \( \in [0, 1] \), \( \hat{y}_i \) is prediction value of vertical cell value, \( w_i \) is ground truth value of the i-th object width, \( \hat{w}_i \) is prediction value of the i-th object width, \( h_i \) is the ground truth value of the i-th object height, \( o_i \) is i-th objectness of the ground truth, \( \hat{o}_i \) is i-th objectness of the prediction and \( c_i \) is the i-th class label of the ground truth, and \( \hat{c}_i \) is the i-th class label of the prediction, respectively. Also, \( \text{Mask}_{ij} \) is mapping of \( \{1, 0\} \) as a value of 1 if an object is present in grid cell \( i \) and the jth bounding box predictor is “responsible” for that prediction, and a value of 0 for other cases.

It has the meaning of proceeding with classification and location regression while checking where objectness and no-objectness exist in the above-mentioned three scales. This loss (1) is similar to the Yolo-v2 loss, however with differences that objectness, no-objectness, and classification loss all used binary cross-entropy, and the losses for \( x, y, w, \) and \( h \), the sum of square error was used.

### 3.2.3 Line detection algorithm

This subsection describes the line detection algorithm for classifying pipes (highlighted by the green box in Fig. 4). The algorithm for extracting lines from the ROI of the camera image consists of seven steps.

RGB to HSV conversion is performed to extract the corresponding color of the pipe from the RGB image. Since the pipe color is specified as red, only the color is extracted after HSV conversion and operation with the existing image. After the red color is extracted, it is converted into a gray...
image. Contrast-limited adaptive histogram equalization (CLAHE) [36] was applied in this study to increase the sharpness of gray images and to be robust against illumination under the pie surface condition. Next, apply Canny edge detection is applied to the image for detecting lines. After that, Gaussian blur is applied to remove the noise. Finally, a straight line is detected through the Hough transform. The detected straight line is used to determine the pipe class in three ROIs, as shown in Fig. 4.

3.2.4 PLC interface for flexible manufacturing system

The sequence program through image-based pipe recognition is interfaced with the painting equipment PLC, enabling the robot to install depending on the type of pipe. The development module and PLC interface are configured as shown in Fig. 3, and communication between the development module and the equipment PLC is configured through Modbus TCP communication. Four addresses are used for communication, the heartbeat indicating that communication is alive (ON/OFF every 1 second), the point at which the pipe comes from the conveyor belt to the place where the robot installs and starts to recognize the pipe type. When the pipe IN signal (transmitted from PLC to the development module) and pipe in signal comes in, the algorithm developed in the previous chapter determines the pipe type 3 times or more and consists of a pipe type and a signal indicating that recognition is complete. In addition, the result recognized by the development module is broadcast on the Web, and when a web page is accessed to a specific address, the recognition result and communication address value can be viewed.

4 Method validation setup

4.1 Image acquisition Hardware

As shown in Fig. 6, the proposed pipe classification system and process were installed and applied to the painting process. The yellow box shown in Fig. 6a is a system composed of an IoT module, an edge TPU, and a screen that can monitor it. The yellow box marked in Fig. 6b shows a USB camera to acquire an image and a jig to fix it. Finally, Fig. 6c is a router for Modbus TCP communication between the IoT module and PLC, and the result can be checked through the router through the web.

4.2 Object detection training results

A deep learning model for pipe recognition was established from the images acquired from the proposed IoT module and USB camera, and pipe location labeling was performed based on the acquired image. The Yolov3-tiny model was trained 2000 times, and the loss values were
The object detection result makes it possible to recheck whether the pipe is transferred from the conveyor belt to the position where the robot will grip.
5 Results and discussion

5.1 Deep learning-based object detection results

Figure 8 shows the result of object detection of the pipe. In Fig. 8a–c, the part marked with a purple box is the area recognized as a pipe. Pipe classification proceeds if the proximity sensor of the equipment that is held is recognized as ON when the area where the pipe is recognized is to hold the pipe to the robot gripper. In Fig. 8a–c, it can be seen that all pipes are detected.

5.2 Pipe classification results

Figure 9 shows the results of applying the process to a 3 inches, 10 ft. pipe, and 4 inches 10 ft. pipe. A blue box
indicates the ROI of the proposed system. The pipe type is determined after performing line detection in each area from the left to Area 1, Area 2, and Area 3. The first and second blue box from the left is a module that determines the length of the pipe. When a pipe exists, lines are detected. If the lines are detected in the first and second boxes, the proposed system results in a 10 ft. pipe. If the first straight line is not detected, and the second is detected, the system determines an 8 ft. pipe. Finally, if only the lines are detected in the 3rd box, it is recognized as 6 ft. pipe. The diameter is determined through the y-pixels of Area 3, and in the case of 2 inches, 3 inches, and 4 inches, the average position of the straight line of the corresponding pixel is the 6th, 7th, and 8th pixels, respectively.

In the case of 3 inches and 10 ft. (Fig. 9a) pipe, lines were detected in all areas and determined to be 10 ft. (3.048 m), and the average position of the straight line in area 3 was indicated as number 7 and determined as 3 inches (0.152 m). Also, in Fig. 9b, all straight lines were detected and classified as the longest pipe, 10 ft. (3.048 m), and the average position of the straight line was calculated as nine and classified as a 4 inch (0.203m) pipe.

5.3 Monitoring results

Figure 10 shows checking the pipe recognition process by accessing the result transmitted to the web from a mobile phone. On the left, after the pipe contacts the proximity sensor, before sending the pipe in signal from PLC, after the pipe in signal is turned on as shown in the middle of Fig. 9. After recognizing the pipe, as shown on the right side of Fig. 10, the third pipe (2 inches and 10ft) is recognized, and it is a picture that informs the PLC that the classification process is finished. Based on this web monitoring system, it is possible to monitor the results of pipe classification in real-time, and it can help workers make quick decisions in emergencies such as abnormal situations.
Performance results
The performance was measured by the unit production time of the proposed system. First, prepare six unpainted pipes. The time is measured from the moment the robot arm grabs the first pipe for painting. Second, after the robot is fixed to the rotating shaft for painting, painting begins. Third, the painted pipe arrives at the transfer conveyor. With the above procedure, the point at which all pipes arrive at the conveyor belt is the endpoint, and the total time is measured.

Table 4 shows the unit production time of the pipe painting process. The first row is the paint injection time, and the second row is the robot arm’s initial position movement time. It took 161.94 seconds to produce one pipe. Before applying the proposed module, the conventional productivity is manually produced 15 pipes per hour. The unit production time of the proposed system is calculated to be 22.23 pipes per hour. The productivity of the painting process has been improved by 48.2%.

Table 4 Process performance

| Pipe production number | 1    | 2    | 3    | 4    | 5 disc | 6    |
|-----------------------|------|------|------|------|--------|------|
| Paint injection time (s) | 139.34 | 139.93 | 139.09 | 139.21 | 139.02 | 139.59 |
| Robot arm’s initial position movement time (s) | 22.16 | 22.58 | 22.76 | 25.08 | 20.32 | 22.54 |

Conclusion
In this paper, an IoT module that recognizes nine types of pipes used in the painting process was developed. Recognizes nine types of pipes, three types of diameter (2 inches, 3 inches, and 4 inches) and three types of lengths (6ft, 8ft, and 10ft) used in the process, and sets the pipe type to the robot An IoT module that informs has been developed. The IoT module that recognizes the type interfaces with the painting robot, and the sequence control code for painting by type of pipe is executed on the painting robot, enabling one-coat painting to proceed. Through the automation of this module and the painting robot, nine types of pipes can be painted automatically. In other words, it is possible to paint products of different diameters and lengths through the robot work program flexibly.

The limitation of the proposed system is that it is difficult to apply in a system requiring high-speed inference. The proposed system is capable of inference at a rate of 3 fps. For higher inference performance, one can use a computer with a high computational power GPU or an edge device such as “Jetson Xavier”. Since the proposed modules’ price can be

![Fig. 10 Web monitoring results](image)
configured under 300$, it can be used in the manufacturing process of small and medium-sized enterprises with a cost burden. The advantage of the proposed module is that it has price competitiveness and can be used in processes using similar object size recognition.
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