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Abstract: In this paper, we present uncertainties of statistical quantities of direct numerical simulations (DNS) with small numerical errors. The uncertainties are analysed for channel flow and a flow separation case in a confined backward facing step (BFS) geometry. The infinite channel flow case has two homogeneous directions and this is usually exploited to speed-up the convergence of the results. As we show, such a procedure reduces statistical uncertainties of the results by up to an order of magnitude. This effect is strongest in the near wall regions. In the case of flow over a confined BFS, there are no such directions and thus very long integration times are required. The individual statistical quantities converge with the square root of time integration so, in order to improve the uncertainty by a factor of two, the simulation has to be prolonged by a factor of four. We provide an estimator that can be used to evaluate a priori the DNS relative statistical uncertainties from results obtained with a Reynolds Averaged Navier Stokes simulation. In the DNS, the estimator can be used to predict the averaging time and with it the simulation time required to achieve a certain relative statistical uncertainty of results. For accurate evaluation of averages and their uncertainties, it is not required to use every time step of the DNS. We observe that statistical uncertainty of the results is uninfluenced by reducing the number of samples to the point where the period between two consecutive samples measured in Courant–Friedrichs–Levy (CFL) condition units is below one. Nevertheless, crossing this limit, the estimates of uncertainties start to exhibit significant growth.
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1. Introduction

The present work represents a synthesis on the statistical uncertainties of the results obtained in a direct numerical simulation (DNS) of flow in a channel and a flow over a confined backward-facing step (BFS). Some of the results of the DNS in BFS were already presented by Oder et al. [1]. To be able to compare results of DNS to experiments and other simulations, the results are presented in a form of averages. As is well known [2], there are two errors attributed to data obtained in a DNS. The scale of these errors is usually shown with results obtained with different spatial (temporal) resolutions or with comparisons of smallest turbulent scales to the spatial resolution. The second error is accumulated due to finite interval when performing time integration for statistically steady flows. This error drops as a square root of integration time \( T^{1/2} \) and in most simulations, defines the duration of DNS, as well as the computational cost of the DNS. To amend the high computational costs, in simulations with homogeneous directions, these can be utilised to speed-up the reduction of statistical uncertainty by, in addition to temporal integration also performing spatial integration over the homogeneous directions. With such method, the simulation can be one or even two orders of magnitude less demanding. To clarify, according to Pope [3], homogeneous directions are directions
in which statistical quantities do not vary with translation. Similarly, a statistical steady state of a turbulent flow is a state where statistical quantities do not vary with translation of time averaging interval.

Vreman and Kuerten [4] performed a detailed study of accuracies of different DNS databases of channel flow. The analysis was focused on spatial resolutions, as well as different algorithms. The study showed that higher statistical moments require better spatial resolutions to achieve the same level of accuracy as the first moments of statistics. More recently, Vinuesa et al. [5] performed an analysis of how starting time of averaging and the averaging time affects the convergence of statistical quantities in a DNS. They also explored the effects of different sampling rates. Ries et al. [6] in a recent Large Eddy Simulation (LES) study found that due to large integral time scales, longer averaging times are needed in regions near the walls. As noted by Andrade et al. [7], it would be of interest to the turbulent community if more attention would be dedicated to the uncertainties and convergence criteria.

The DNS results exposed here were presented in the papers [1,8]; the details of the numerical setups can be found there. Only a short description will be given here. A more thorough presentation of all the parameters of the BFS DNS can also be found in [9]. Therefore, we also compared the accuracy of the Nek5000 solver in the channel upstream of the step with the same distribution of elements to the results obtained with a conservative pseudospectral method that was used in the channel simulation. If the reader is interested in a comparison of Reynolds Averaged Navier Stokes (RANS) simulation and LES results, they can be found in [10]. In the present paper, we rather focus on the statistical uncertainties found in the channel flow with two homogeneous directions, and on the BFS flow with no homogeneous directions. In Section 2 we present the numerical setups of channel flow DNS and BFS DNS. In Section 3 we present the results, first for the channel flow and then for the flow over the BFS. The results for the BFS are first presented as profiles with added error bars and later we present results in 49 monitor points. The concluding remarks are in Section 4.

2. Numerical Model

A standard incompressible Navier–Stokes system of equations, without gravity, was used in both cases:

\[ \nabla \cdot u = 0, \quad (1) \]

\[ \frac{\partial u}{\partial t} + (u \cdot \nabla)u = -\nabla p + \frac{1}{Re} \nabla^2 u, \quad (2) \]

where \( u \) is the velocity vector field, \( p \) is the pressure and \( Re \) is the appropriate Reynolds number.

2.1. Channel Flow

The details of numerical set-up for a channel flow are described by Tiselj et al. [8]. The infinite channel corresponds to the flow between two infinite parallel walls; it allows for implementation of periodic boundary conditions in \( x \) and \( z \) directions only: in the \( y \) direction the domain is limited by walls. The time and space averaged results are thus one-dimensional. The domain in the particular case considered in the present paper is \( 4\pi \) units long, 2 units tall and \( 4\pi/3 \) units wide.

The above Navier–Stokes system of equations was transformed into a conservative form that can be used with periodic boundary conditions, by adding an artificial force term in the momentum equation, which drives the flow through the channel. The procedure can be found in various sources, however, we suggest the one by Kawamura et al. [11]. The friction Reynolds number \( Re_f \) in the simulation was set to 180. The equations are solved with a pseudo-spectral scheme. Fourier series are used in \( x \) and \( z \) directions, while Chebyshev polynomials are used in the \( y \) direction. 128 modes were used in \( x \) and \( z \) directions each, while 129 modes were used in the \( y \) direction.

Second-order accurate time differencing (Crank–Nicolson scheme for diffusive terms and Adams–Bashforth scheme for other terms) is used with maximum Courant number
kept at approximately 0.1. The aliasing error is removed with computation of the nonlinear terms on a grid 1.5 times finer in all directions. The computer code is based on the code developed by [12], which was later modified by [13]. The code was used and verified in simulations of [14–16].

In the channel, results are presented with two types of averaging:

- “standard” averaging used in channel flow DNS studies, where time averaging is supported with spatial averaging in two homogeneous directions. At each time step, the spatially averaged values are stored for uncertainty analyses.
- time averaging only in a selected line, perpendicular to the channel walls. In monitor points on this line, the whole history of velocity and pressure is saved from which the averages and uncertainties of these averages can be estimated.

The uncertainty is calculated with the help of ar program from arsel library [2]. In a similar way to the channel case, the monitor point data is saved at each time step. In the post-processing phase, the ar program is used to estimate the decorrelation time \( T_0 \) or associated number of time steps \( N_0 \), which is the time or number of time steps, respectively, when the variable samples become independent. More rigorously, \( T_0 \) is the time when the estimated autocorrelation function becomes insignificant. This technique is explained by Oliver et al. [2]. The sampling error or the estimate of uncertainty \( \sigma \) of a variable \( x \) is:

\[
\sigma^2 = \frac{N_0}{N(N - N_0)} \sum_{i=1}^{N} (x_i - \langle x \rangle)^2,
\]

where \( \langle x \rangle \) is the estimation of the average, derived from the \( N \) samples. In the present study, the samples are equidistant in time. The uncertainty still has the dependency \( 1/\sqrt{N} \) at values for \( N \gg N_0 \).

2.2. Backward Facing Step Flow

The details of the numerical set-up of the BFS case are described by Oder et al. [1]. A sketch of the domain is shown in Figure 1. The flow enters at left into the narrow duct. Twelve dimensionless units downstream of the inflow, the duct expands into a wider rectangular duct. The outflow is located 22 dimensionless units downstream of the step. All the boundaries of the domain, except for the inflow and outflow, are no-slip velocity boundary conditions. The no-slip velocity boundary condition is also applied at the lateral sides. The thermal domain is a bit larger since it includes two solid walls: the step wall (cyan) and the heater (red). The thickness of the walls is 0.25 dimensionless units. The heater contains an internal volumetric heat source. The outer parts of the domain are thermally insulated, while at the intersection of fluid and solid domain a conjugate heat transfer boundary condition is used.

The standard incompressible Navier–Stokes system of equations, without gravity effects, is solved, however, here a constant mass influx was used as a boundary condition. The appropriate Reynolds number based on bulk velocity at the inflow and hydraulic diameter at the inflow was set to 7089. The calculated average friction Reynolds number in the channel upstream was around 207. In addition to the Navier–Stokes system of equations, the energy equations for two passive scalars with Prandtl numbers of 0.005 and 0.1 are also solved for. Buoyancy is neglected, as are thermally dependant material properties of fluid and walls.

The equations are solved using the spectral element method implemented in the open source code nek5000, which is developed at the Argonne National Laboratory. The elements are smaller at the walls and larger in the middle of the channels. In the \( x \) direction the elements are of constant 0.25 length units. In the \( y \) direction the element sizes are varying from 0.044 to 0.115, while in the \( z \) direction the sizes vary from 0.047 to 0.210. Within each element there are seven collocation points in each direction. The calculations are performed with dealiasing with 11 collocation points in each direction. The PN/PN formulation is used, that is, the mesh for pressure variable is the same as the mesh for...
velocity. Second order time marching scheme (EXT2) is used, however, the time step is chosen so that the CFL number is oscillating around 0.1.

Since there are no homogeneous directions in the step geometry, the results are presented in a different manner. 49 positions were selected in which the values of velocity, pressure and the two passive scalars were exported at each time step. These 49 points are not computational points but, rather, the values there are obtained through spectral interpolation.

Figure 2 shows the distribution of monitor points in which we can calculate the statistical uncertainty associated with time averaging of DNS results. Their precise position is given in the Table A1 in the Appendix A. The position of each monitor point was chosen during the set-up of the DNS and during the initial runs. The positions were selected where during these preliminary runs, interesting features of the flow or temperature fields, such as maxima of components of turbulence fluctuations, averages, etc., were observed. Some points were also chosen as a means to determine the quality of the DNS.
3. Results
3.1. Uncertainties in Channel Flow

Once the statistical steady state is recognized, the temporal and spatial averaging of the results was performed. A rather generally accepted rule of thumb says that the uncertainty of the basic statistical profiles in DNS should be less than ~1%. However, a detailed study of Vreman [4] shows that it takes several hundred thousand time steps to achieve that target even in channel flow, where the statistical uncertainty is reduced also with the spatial averaging in two homogeneous directions. The corresponding number of time steps for the flows with a single homogeneous direction [17] is larger, and must be even larger in the geometries without homogeneous directions, where the only available type of averaging is averaging in time or ensemble averaging with several independent DNS runs performed in the same geometry.

Profiles of the key turbulent statistics with quantified statistical uncertainty shown in Figure 3 compare two types of averaging: much lower uncertainty is achieved when temporal averaging is combined with the spatial averaging in two homogeneous directions (in addition, the symmetry of the channel in the \( y \) direction was also utilised with spatial averaging). However, as can be clearly observed, the reduction of statistical uncertainty with spatial averaging is not universal across the domain. As can be observed for the mean stream wise velocity component the benefit of spatial averaging is insignificant in the middle of the channel, while it reduces the uncertainty almost by an order of magnitude at around \( y^+ \approx 10 \). This could mean that our domain is not large enough. The effects of uneven reduction of statistical uncertainties across the domain are observed in all variables. The averaging time \( t^+ \) was 54,000, and the time step was \( \Delta t^+ = 0.027 \). This is about 2 million time steps; however, only every tenth time step was used for averaging.

If the results shown in Figure 3 are applicable to an arbitrary turbulent flow without homogeneous directions, then reduction of statistical uncertainty requires typically millions of time steps and consequently large computational resources.

For some variables, for example Root-Mean-Square (RMS) of the streamwise velocity component, the peaks of mean values correspond with peaks of statistical uncertainty. This results in constant relative statistical uncertainties. For mean streamwise velocity component, this percentage changes through the domain, but is around few tenths of percent. However, in the case of Reynolds stress \( \langle u'v' \rangle \), which is expected to be zero in the middle of the channel, the statistical uncertainty has a finite non-zero value, which causes the relative statistical uncertainty to diverge. If we discard such cases, we can claim that with temporal averaging only, the relative statistical uncertainties are also an order of magnitude higher. If we only observe the peaks of statistical uncertainties, however, the statistical uncertainty of shown results is around few percent without spatial averaging and around few tenths of percent with spatial averaging.

The convergence rate of statistical uncertainties in channel flow DNS was explored by Andrade et al. [7] and more recently by Flageul and Tiselj [18]. Additionally, Flageul and Tiselj explained why statistical uncertainties of some global parameters converge with the rate, which is inversely proportional with averaging time.

3.2. Uncertainties in Flow over Backward-Facing Step (BFS)

Here we present the results in all the 49 monitor points that were used during the DNS of BFS. The data from the first 31 monitor points were averaged over 12 million time steps for the velocity, pressure and the passive scalar with \( Pr = 0.005 \). Samples from monitor points 32 to 49 were averaged only over about 10 million time steps. The data for the second passive scalar, with \( Pr = 0.1 \) were averaged over 7 million time steps. These discrepancies are because of late addition of monitor points 32 to 49 to the simulation, and late addition of the second passive scalar, which also had to reach a statistical steady state. Note that the averaging intervals differ in beginning only, but have identical end of time integration. The detailed integration span for uncertainty estimation is given in Table 1.
Figure 3. Various turbulence statistics (solid lines, left scale) in channel flow with uncertainties (symbols; right scale).

Table 1. Number of time steps used for integration.

| Description                              | Points | Monitor Points/Millions of Time Steps | Profile Data/Millions of Time Steps |
|------------------------------------------|--------|--------------------------------------|------------------------------------|
| Velocity, pressure, passive scalar with Pr = 0.005 | 1–31   | 12                                   | 12                                 |
| Velocity, pressure, passive scalar with Pr = 0.005 | 32–49  | 12                                   | 12                                 |
| Passive scalar Pr = 0.1                  | 1–49   | 7                                    | 7                                  |

Nevertheless, the profile data were obtained by integrating for the whole duration of 12 million time steps for velocity, pressure and passive scalar with Pr = 0.005. Therefore the uncertainty estimation for monitor points 32–49 is a conservative estimate for uncertainties of the profiles. The profiles involving passive scalar with Pr = 0.1 were obtained from the same time span as uncertainty data.

The flow through time in the BFS case was approximately 60 dimensionless time units. With a time step of $4 \times 10^{-4}$ dimensionless time units, this is equal to approximately 150 thousand time steps. Thus, our simulation spanned more than about 80 flow-through times.

The statistical steady state for the flow field and the passive scalar with Pr = 0.005 was determined with the help of volumetric averaging in the area downstream the step. No particular tools were used to determine this. Since the second scalar with Pr = 0.1 was
added later in the simulation, the statistical steady state was determined separately. For
the determination of the turbulent heat flux, the average velocity is needed. The shortened
time integration interval was used to determine the average velocity that is used in the
calculation of the turbulent heat flux for the passive scalar with \( \text{Pr} = 0.1 \).

This is also confirmed in the simulation and can be observed in Figure 4, where the
convergence of relative 2\( \sigma \) uncertainty for the streamwise velocity component with number
of steps is shown. The figure was produced by calculating the average and the uncertainty
approximately every 5 \( \times \) 10^4 time steps. However, not every time sample was used in the
calculation. The data set was down sampled to include every tenth time step. As we show
later, this does not have a significant effect on the estimation of uncertainty. The figure
also shows convergence of the decorrelation time \( T_D \), or rather the number of time steps \( N_0 \)
associated with it.

![Figure 4](image-url)

**Figure 4.** Convergence of relative 2\( \sigma \) uncertainty of average streamwise component in three monitor points (a) and
correction of the decorrelation time expressed as number of time steps (b).

### 3.2.1. Uncertainties in Profiles of BFS Results

The uncertainties in monitor points can be overlaid with the profiles that were pre-
seated in [1]. The monitor point data cannot be extended to an arbitrary position in space,
however, the profile data can be interpolated to the position of the monitor point. In
our case, this interpolation was performed in the spectral space. First, we identify the
relevant elements in the domain in which the interpolated results are desired. Then, within
the elements, which are relevant, the solution in collocation points is transformed into
the factors of spectral modes. The appropriate one-dimensional base functions in case
of nek5000 are \( P_n(x) - P_{n-2}(x) \), where \( P_n(x) \) is a Legendre polynomial of order \( n \). Note
that this is not connected with the PN/PN-2 formulation, where the polynomials used for
pressure are actually of lower order. The range of the polynomials is limited to the interval
\([-1,1]\]. Appropriate translation and scaling has to be performed to obtain the results at the
desired location within the element. Since we are using 7 collocation points per direction
in each element, the maximal order of base function polynomial is 6. The interpolated data
are obtained by evaluating the base function at the desired location within the element and
multiplying by appropriate spectral mode factor.

To obtain the appropriate line profile, two coordinates of the monitor point are taken
as the desired location of the line profile. The positions along the line are the same as the
positions of collocation points in this direction.

The estimation of statistical uncertainties allows us to put error bars on the results
of a DNS. The following figures try to demonstrate the uncertainties within the results in
profiles. Since in the DNS we are usually concerned with other sources of uncertainty it might be unusual to see significant error bars which originate only from statistical sources.

Figure 5 shows the profile lines of average velocity components together with values and $2\sigma$ uncertainties obtained in the relevant monitor points. The profiles are limited to the plane $z = 0$, where most of the monitor points lie. However, due to brevity, only some profiles along with appropriate monitor points in this plane are shown. At $y < -2$, the heater is present and all velocity values are zero there. For profile $x = -0.125$, the region below $y < 0$ is located inside the step wall and that is why the velocity values are equal to zero.

![Figure 5](image_url)

**Figure 5.** Selected profiles of average velocity components through the midplane ($z = 0$) at positions where monitor points are present together with the $2\sigma$ uncertainty in these points.

From the figure it is apparent that the streamwise velocity component is well converged, since the uncertainties are almost invisible. However, for the $y$ velocity component the uncertainties are relatively significant. Also, location significantly influences the uncertainties, if we compare uncertainties at $x = 10$ and $x = 14$. The $z$ component of velocity is the least interesting and is not shown in figure. Although there is a weak flow through the plane $z = 0$ immediately after the step ($x = 0.1$), with the added uncertainties it is clear that it is not statistically significant, as is expected due to the symmetry. The average values fall within $2\sigma$ uncertainty of zero.

Figure 6 shows the profiles of both passive scalars together with the averages and uncertainties calculated in the monitor points. Here, for the locations at $y < -2$ the fields are not zero, since the thermal field penetrates into the walls and heater. Similar is true for the location at $x = -0.125$ and values with $y < 0$. The uncertainties in the scalar fields are relatively small, which we attribute to high diffusion due to low Prandtl number.

![Figure 6](image_url)

Figure 7 shows the diagonal and non-diagonal components of the Reynolds stress tensor that are expected to be different from zero in the plane $z = 0$ together with the monitor point data. Some discrepancy between profile and monitor point data can be observed. This is due to data from these particular monitor point was only averaged over around 10 million time steps, while the profile was averaged over 12 million time steps. This is the case for profile of $\langle \omega^2 \rangle$ at $x = 10$ and monitor point 47 at $y = -0.2$.

The averages seem adequately converged and the anisotropy of turbulence immediately after the step is clearly observable (compare profile of fluctuations at $x = 0.1$, where fluctuations in $x$ direction are almost twice the fluctuations in $y$ direction). However, this turbulent anisotropy persists towards the outflow (profile and monitor points at $x = 10$ and $x = 14$). The data from monitor points support the claim that the anisotropy is statistically significant. Of course, the anisotropy of turbulence can also be observed near the walls.
Figure 6. Passive scalar profiles together with monitor point data uncertainties at specific positions in the plane $z = 0$.

Figure 7. Profile of non-zero components of the Reynolds stress tensor at certain positions in the plane $z = 0$.

The only non-diagonal component of the Reynolds stress tensor that is non-zero through the plane $z = 0$ is the $\langle u'v' \rangle$. At monitor point 48 with $x = 14$ and $y = -0.2$ a similar discrepancy can be observed between the profile and the monitor data due to difference in the integration time.

Figure 8 shows the fluctuations of temperature through the middle of the BFS domain. The points located in the stagnation zones and close to the heater exhibit rather high uncertainties in the fluctuations. This is especially apparent in the case of lower Prandtl number. However, our analysis showed that the significant increase of the uncertainties in these regions is more connected to the length of decorrelation time, than to amplitude of oscillations. If we observe the history of temperature fluctuations in various points, it is apparent that at different monitor points the temperature oscillates at different timescales or frequencies. The smoother temperature signals have higher decorrelation times and thus higher uncertainties.
Figure 8. Temperature fluctuations for both passive scalars with data from monitor points in the plane \( z = 0 \).

Figure 9 shows the profile of turbulent heat flux components for the passive scalar with \( \text{Pr} = 0.005 \) through the plane \( z = 0 \). The \( x \) and \( y \) components of turbulent flux are increasing towards the outflow. The third component is zero within the statistical uncertainty and is not shown.

Figure 10 shows the profile of turbulent heat flux for passive scalar with \( \text{Pr} = 0.1 \) at points 5 (\( x = 0.1, y = -1.5 \), cyan) and 35 (\( x = 2, y = 0.8 \), blue) or 41 (\( x = 4, y = 0.8 \), red), or component \( \langle v' \theta' \rangle \) with \( \text{Pr} = 0.1 \) at points 5 (\( x = 0.1, y = -1.5 \), cyan) and 43 (\( x = 10, y = 0.8 \), black) or 44 (\( x = 14, y = 0.8 \), magenta).

3.2.2. Uncertainties in Monitor Points

Figure 11 shows the average velocity components, together with the 2\( \sigma \) uncertainties, which correspond to roughly 95\% confidence interval. The top row shows the approximate position of the appropriate points. This is just a guide for the eye, since point designations are not so informative. The streamwise velocity component shows decent convergence. The relative uncertainty in the average \( y \) velocity component seems to be larger, however, this is only because the absolute values of the velocity component are much lower. The
The streamwise velocity component in Figure 11 is mostly positive. Note, however, the points 29 to 31. Since the component changes the sign in these three points, they are located near the stagnation zone. Similarly, the points 20 to 22 lie in a stagnation zone, where the streamwise velocity is close to zero. However, this component has larger absolute value at points 16 to 18 located downstream of the recirculation region and 26 to 28 located in the recirculation region.

The \( y \) velocity component at points 16 to 18, 29 to 31, and to a degree in 26 to 28 confirms the structure observed and discussed in [1], where the flow is directed towards the heater at the edges (of \( z \) axis) but is directed away from the heater in the middle (around \( z = 0 \)). Also of note is that the velocity component immediately downstream of the step, at points 4 to 6 is directed towards the heater while, for example at point 45, it is directed away from the heater.

Note that values for streamwise and \( y \) velocity components should be symmetrical over the plane \( z = 0 \), while the values for the \( z \) velocity component should be anti-symmetrical, with values in the plane \( z = 0 \) being zero. In fact, such a test can be performed for all the variables shown. Out of 350 such tests that we could perform, 12 tests failed, or around 3.4%. With the above 95% confidence interval, we would expect the failure rate to be around 5%. If such a test is performed with \( 3\sigma \) uncertainty, only one test fails. At monitor point 43, the \( z \) component of turbulent heat flux for passive scalar with \( Pr = 0.1 \) is within \( 4\sigma \) of zero; however, outside of \( 3\sigma \) range. For \( 3\sigma \) interval, the confidence interval is around 99.7% and we would expect one test to fail.

The \( z \) component of velocity shows the anti-symmetries over the \( z \) axis. However, interestingly, the points in the recirculation region have considerably larger uncertainties at \( z = 0 \) than at the sides of the domain. This would indicate the flow is fluctuating over this plane, while being more steady at the sides. The only exception seems to be the points 26 to 28 which lie in the recirculation bubble.

Figure 12 shows the diagonal components of Reynolds stress tensor. The uncertainties are comparable between different components, however, the asymmetry of turbulence is still apparent (this is apparent just by observing the scale on the left). The asymmetry can also be found in the statistical uncertainties in the recirculation zone. The turbulent kinetic energy seems to be highest through the middle of the domain. However, there are some exceptions. These are at points 26 to 28, located upstream of the reattachment zone, and at points 16 to 18, located downstream of the reattachment zone. This differs from the reattachment zone, located around points 20 to 22. The peak in fluctuations is found around \( x = 10 \). This is a peculiar result since the flow seems to be more turbulent closer to the lateral walls; however, this is due to the three dimensional structure of the flow. That
is, the reattachment does not have a shape of a straight line but is prolonged towards the outflow closer to the lateral walls.

Figure 11. $x$-axis: number of point according to Figure 2. Top: Mean $x$-direction velocity. Middle: $y$-direction velocity. Bottom: $z$-direction velocity. Red dots represent average values with $\pm 2\sigma$ range (left scale), blue dots represent ($2\sigma$) uncertainty (right scale).

Figure 12 shows the diagonal components of Reynolds stress tensor. The uncertainties are comparable between different components, however, the asymmetry of turbulence is still apparent (this is apparent just by observing the scale on the left). The asymmetry can also be found in the statistical uncertainties in the recirculation zone. The turbulent kinetic energy seems to be highest through the middle of the domain. However,
there are some exceptions. These are at points 26 to 28, located upstream of the reattachment zone, and at points 16 to 18, located downstream of the reattachment zone. This differs from the reattachment zone, located around points 20 to 22. The peak in fluctuations is found around $x = 10$. This is a peculiar result since the flow seems to be more turbulent closer to the lateral walls; however, this is due to the three-dimensional structure of the flow. That is, the reattachment does not have a shape of a straight line but is prolonged towards the outflow closer to the lateral walls.

Figure 12. $x$-axis: number of point according to Figure 2. Top: Fluctuations of $x$-direction velocity. Middle: Fluctuations of $y$-direction velocity. Bottom: $z$-direction velocity. Red dots represent root-mean-square values with $\pm 2\sigma$ range (left scale), blue dots represent (2$\sigma$) uncertainty (right scale).

Figure 13 shows the average value, as well as the square of RMS fluctuations for the passive scalar with $Pr = 0.005$. The average values have some expected properties: they are higher near the heater and downstream of the step. The drop in temperature through the points 45 to 49 may be surprising; however, fluid from the recirculation zone is heating...
fluid at points 32 to 38 and 39 to 44. According to the structure of the flow, described in [1] the cold fluid is flowing towards the heater at the sides (\(z = \pm 1.8\)).

![Graph showing mean temperature and thermal fluctuations for Pr = 0.005.](image)

**Figure 13.** x-axis: number of point according to Figure 2. Top: Mean temperature for Pr = 0.005. Bottom: \(\langle \theta^2 \rangle / \Delta \theta^2\) for Pr = 0.005. Red dots represent root-mean-square values with \(\pm 2\sigma\) range (left scale), blue dots represent \(2\sigma\) uncertainty (right scale).

More interesting are the fluctuations of the passive scalar. Immediately one can notice the relatively high uncertainties in fluctuations in points located close to the heater. Unfortunately, no monitor point was placed in the heater to see the behaviour of uncertainties of thermal fluctuations in the solid. Consistently, thermal fluctuations in monitor points located inside or near the recirculation zone show higher statistical uncertainties, compared to thermal fluctuations in monitor points outside of recirculation zone.

Figure 14 shows the similar graph for the passive scalar with Pr = 0.1. Note that the averaging time here is shorter so we expect slightly higher relative uncertainties. This is the case in the figure, however, we can observe the same trend of uncertainties of thermal fluctuations being higher at the points near the heater. Nevertheless, there are subtle differences, which would indicate that the influence of solid walls in connection with the Prandtl number is stronger than the proximity to the stagnation zones. These differences can be seen in first 6 monitor points 13 to 15, as well as 29 to 31. However, since the lower Prandtl number means wider thermal layer a wider influence of stagnation zones could be observed.
Figure 14. $x$-axis: number of point according to Figure 2. Top: Mean temperature for $Pr = 0.1$. Bottom: $\theta_{RMS}$ for $Pr = 0.1$. Red dots represent root-mean-square values with $\pm 2\sigma$ range (left scale), blue dots represent $(2\sigma)$ uncertainty (right scale).

The higher uncertainties in thermal fluctuations, as well as in average values of passive scalars, were traced back to an order of magnitude higher decorrelation times. By Equation (3) this increases the statistical uncertainties. The higher decorrelation time is estimated since the temperature oscillations have longer periods, although the amplitudes of the fluctuations do not seem to be vastly different.

The uncertainties of Reynolds stresses and turbulent heat fluxes can be found in the Appendix A.

Graphs in Figures 11–14 were produced by taking into account monitor data at every time step. An interesting observation can be made if we skip some of the time steps in the calculation of averages. Our time step length was approximately 0.1 of the time step calculated through the Courant–Friedrichs–Lewy condition (CFL time step). We found that the average results do not change by much if values from every hundredth time step (or every tenth CFL time step) are taken. Nevertheless, the uncertainties of these averages can differ by up to a single-digit factor. This results from the different estimation of the decorrelation time $T_0$.

It should also be noted that by taking every time step data, the order of the auto-regression model has to be set to very high values to properly estimate the decorrelation time. The order for two variables at point 8 was as high as the maximal order we used, which is around 65,000. For around 8 other variables and points, the estimated order was...
above 60,000. This increases the demands for memory considerably and slows down the statistical analysis. If the maximal order of the auto-regression model was set to the default value of 512, the results significantly diverged from the proper results and from results where only every tenth or hundredth time step is used for estimation. In the latter two cases the increase of the maximal order of the auto-regression model does not need to be so drastic, since the number of parameters needed to properly determine the autocorrelation function also decreases with down sampling. Our simulation is, therefore, considerably oversampled for determination of the statistical variables with the arsel library.

With all of the above, our conclusion is that the frequency of monitoring data can safely be reduced. Nevertheless, the data from the channel flows suggest that the period of sampling should not pass over 10 CFL time step as there the results start to differ significantly. A similar effect is observed in the BFS flow and is shown in Figure 15 for three points. Although other variables and other monitor points also show some changes, we selected the streamwise velocity component and in points where the changes are among the greatest. Note, however, that the average value itself changed insignificantly. The only change is in the estimated uncertainty of the averages.

![Graphs showing comparison of results with different sampling periods.](image)

**Figure 15.** Comparison of results with different sampling periods. On the left, the average streamwise velocity component in three points together with the 2𝜎 uncertainty is shown. On the right, the uncertainty change with sampling rate for the same three points is shown.

### 3.3. A Priori Estimation of the Statistical Uncertainty

For both cases considered here, one can estimate the order of magnitude of the statistical uncertainty plaguing the averaged velocity prior to the DNS. A coarse estimation of the correlation time $T_0$ can be obtained from a characteristic length $L$ and velocity scale: $T_0 = L/\langle u \rangle$. Then, assuming a given turbulence intensity $I = \sqrt{k}/\langle u \rangle$, one can compute the relative statistical uncertainty for the averaged velocity corresponding to a given simulation time $T$:

$$\frac{2\sigma}{\langle u \rangle} \approx 2\frac{\sqrt{k}}{\langle u \rangle} \sqrt{\frac{T}{T_0} - 1};$$

(4)

![Equation](image)

For the channel flow case, using wall-units, $\langle u \rangle$ is around 10, $L$ is around 180 (in wall units) and the turbulent kinetic energy per unit mass is around 10. This leads to a decorrelation time $T_0$ of around 18. The simulations time is around 54 thousand. The corresponding relative statistical error without spatial averaging is around 1.1 %, which is the order of magnitude observed in the top-left frame of Figure 3.

For the BFS case, after the step, $\langle u \rangle$ is around 0.6, $L$ is around 3.6 and the turbulent kinetic energy per unit mass is around 0.01. This leads to a decorrelation time $T_0$ of around 6.
The simulation time is around 4800. The corresponding relative statistical error is around 1.2%, which is in the same order of magnitude observed in the top frame of Figure 11.

Using the correlation time associated with the averaged velocity, one can compute the relative statistical uncertainty for the average temperature from $I = \sqrt{\langle \theta'^2 \rangle / \langle \theta \rangle}$. For both passive scalars in the BFS configuration, $I$ is around 0.1, $\langle \theta \rangle / \Delta \theta$ is around 1 and 10, $\langle \theta'^2 \rangle / \langle \Delta \theta \rangle^2$ is around 0.01 and 1, and the relative statistical uncertainty on the averaged velocity is around 0.7%, which is in the same order of magnitude observed in the top frame of Figures 13 and 14.

Indeed, the proposed estimators only provide an order of magnitude for the relative statistical error on the averaged velocity and temperature: the actual correlation time is not constant across the domain and might even change depending on the velocity component considered. However, the authors conjecture that the estimator can be combined with a RANS simulation, from which both $k$, $\langle \theta'^2 \rangle$, $\langle u \rangle$ and $\langle \theta \rangle$ can be obtained. The estimator defines the lower limit for uncertainty of RANS simulation due to the turbulent nature of the flow. Although RANS simulation results are burdened with other sources of error, which are usually of greater concern, this might provide an accurate a-priori estimator for the DNS, LES or unsteady RANS simulation and averaging times needed to obtain a given statistical error on the averaged velocity. If the RANS simulation could provide an estimation of the variance of the temperature, one could also build an estimator for the relative statistical error plaguing the averaged temperature. Of course, once a DNS or LES is already running, the estimate of the needed averaging time can be obtained with the arsel toolchain.

4. Conclusions

We presented uncertainties of statistical quantities obtained in the DNS of channel flow, and of flow in a BFS. While the channel flow uncertainties are below a few percent, the uncertainties in the BFS at certain positions become higher. The highest relative uncertainties in the case of BFS are found near the stagnation zones, where velocities are low. As we have shown, spatial averaging can significantly reduce absolute statistical uncertainties. In case of channel flow, this is also carried over to relative statistical uncertainties.

The uncertainty of individual components of average velocity, Reynolds stress tensor, average temperature, as well as the turbulent heat flux in case of BFS follows similar patterns as in the case of channel flow. The temperature fluctuations in the case of BFS show higher uncertainties in the recirculation region and close to the heat source.

We provide a general estimator for statistical uncertainty of average velocity and temperature. Since it uses turbulence kinetic energy, temperature variance, average velocity and temperature, the estimator can be used to evaluate lower bound of the uncertainties of average velocity results in RANS simulations. Nevertheless, with an appropriate estimation of the decorrelation time of other variables, such as Reynolds stresses, the estimator could be used to predict relative uncertainties of that variable. For the DNS simulation, the estimator can be used to predict the averaging time needed for uncertainty to drop to required levels. Of course, this recommendation must be understood in a general way, since at some locations, the expected value of a velocity component might be zero and relative statistical uncertainty is meaningless at such points.

We also observed that not every data sample from every time step is needed to produce accurate averages. The averages are accurate even if one includes only samples from every first or even tenth duration of the CFL time step. Obviously, the CFL time step is defined globally, for the whole domain. However, locally this period might even increase. Nevertheless, for accuracy of the uncertainty, we noticed that different periods of sampling could produce more discrepancies. Approximately by a factor of 2 or 3.
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Abbreviations

- DNS: Direct Numerical Simulation
- BFS: Backward Facing Step
- RMS: Root-mean-square
- Pr: Prandtl number
- Re: Reynolds number
- T, N = T / Δt: Integration time, number of time steps used for averaging
- T0, N0 = T0 / Δt: Decorrelation time, number of time steps between decorrelated samples
- Δt: Time between two consecutive time steps
- u, v, w: Velocity components in direction x, y and z, respectively
- σ: Statistical uncertainty of a variable
- Δθ: Increase of temperature θ of a perfectly mixed fluid from inflow to outflow
- ⟨a⟩: Average value of variable a
- a′: Fluctuating part of variable a, that is a′ = a − a

Appendix A

Positions of monitor points in the BFS case are given in Table A1.

Figure A1 shows the non-diagonal components of Reynolds stress. As indicated in Section 3.2.1, only the component ⟨u′v′⟩ has non-zero components in the plane z = 0. Nevertheless, at some monitor points we can observe that the other two components have average values that are beyond 2σ distance away from zero in the plane z = 0 (point 8). As noted before, some discrepancies are expected due to the limited confidence range. The relative uncertainties for the two other non-diagonal components of Reynolds stress seem high; however, since the averages are expected to be zero, the relative uncertainties explode, even though they are comparable with component ⟨u′v′⟩. The other two components do have non-zero components in other planes. In the monitor points that are chosen symmetrically over the plane z = 0, the values are expected to be symmetrical too. Note that components involving the w component of velocity are expected to be anti-symmetric. These tests were included in the aforementioned 350 tests of which 3.4% failed.

Figure A2 shows the components of turbulent heat flux for passive scalar with Pr = 0.005 and Figure A3 shows the components of turbulent heat flux for passive scalar with Pr = 0.1. As with the non-diagonal components of Reynolds stresses, we expect that components involving w component of velocity are anti-symmetric in symmetrically chosen monitor points and zero in monitor points through the plane z = 0. Other components of turbulent heat flux are expected to be symmetrical in symmetrically chosen monitor points.
Table A1. Positions of the monitor points throughout the domain.

| Point | x   | y    | z    |
|-------|-----|------|------|
| 1     | 0.1 | -1.99| -1.6 |
| 2     | 0.1 | -1.99| 0    |
| 3     | 0.1 | -1.99| 1.6  |
| 4     | 0.1 | -1.5 | -1.6 |
| 5     | 0.1 | -1.5 | 0    |
| 6     | 0.1 | -1.5 | 1.6  |
| 7     | 0.5 | -1.9 | -1.2 |
| 8     | 0.5 | -1.9 | 0    |
| 9     | 0.5 | -1.9 | 1.2  |
| 10    | -0.125 | 0.01 | -1.2 |
| 11    | -0.125 | 0.01 | 0    |
| 12    | -0.125 | 0.01 | 1.2  |
| 13    | 2.2 | -1.99| -1.2 |
| 14    | 2.2 | -1.99| 0    |
| 15    | 2.2 | -1.99| 1.2  |
| 16    | 17  | -1.9 | -0.9 |
| 17    | 17  | -1.9 | 0    |
| 18    | 17  | -1.9 | 0.9  |
| 19    | 14  | 1.5  | 0    |
| 20    | 15.5| -1.99| -1.6 |
| 21    | 15.5| -1.99| 0    |
| 22    | 15.5| -1.99| 1.6  |
| 23    | 6.4 | 1.5  | -1.2 |
| 24    | 6.4 | 1.5  | 0    |
| 25    | 6.4 | 1.5  | 1.2  |
| 26    | 8.1 | -1.99| -1.2 |
| 27    | 8.1 | -1.99| 0    |
| 28    | 8.1 | -1.99| 1.2  |
| 29    | 1.4 | -1.9 | -1.6 |
| 30    | 1.4 | -1.9 | 0    |
| 31    | 1.4 | -1.9 | 1.6  |
| 32    | -6  | 0.8  | 0    |
| 33    | -3  | 0.8  | 0    |
| 34    | 0   | 0.8  | 0    |
| 35    | 2   | 0.8  | 0    |
| 36    | 6   | 0.8  | 0    |
| 37    | 12  | 0.8  | 0    |
| 38    | 18  | 0.8  | 0    |
| 39    | 2.125| 0.8 | 0    |
| 40    | 3.875| 0.8 | 0    |
| 41    | 4   | 0.8  | 0    |
| 42    | 6.125| 0.8 | 0    |
| 43    | 10  | 0.8  | 0    |
| 44    | 14  | 0.8  | 0    |
| 45    | 2   | -0.2 | 0    |
| 46    | 6   | -0.2 | 0    |
| 47    | 10  | -0.2 | 0    |
| 48    | 14  | -0.2 | 0    |
| 49    | 18  | -0.2 | 0    |
Figure A1. x-axis: number of point according to Figure 2. Top to bottom: Reynolds stress components $\langle u'v' \rangle$, $\langle v'w' \rangle$ and $\langle u'w' \rangle$. Red dots represent root-mean-square values with $\pm 2\sigma$ range (left scale), green dots represent $(2\sigma)$ uncertainty (right scale).
Figure A2. $x$-axis: number of point according to Figure 2. Top to bottom: turbulent heat flux components for $Pr = 0.005$: $\langle u'\theta' \rangle$, $\langle v'\theta' \rangle$ and $\langle w'\theta' \rangle$. Red dots represent root-mean-square values with $\pm 2\sigma$ range (left scale), green dots represent $(2\sigma)$ uncertainty (right scale).
Figure A3. x-axis: number of point according to Figure 2. Top to bottom: turbulent heat flux components for Pr = 0.1: $\langle u'\theta' \rangle$, $\langle v'\theta' \rangle$ and $\langle w'\theta' \rangle$. Red dots represent root-mean-square values with ± 2σ range (left scale), green dots represent (2σ) uncertainty (right scale).
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