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Abstract. We consider random walks on the torus arising from the action of the group of affine transformations. We give a quantitative equidistribution result for this random walk under the assumption that the Zariski closure of the group generated by the linear part acts strongly irreducibly on $\mathbb{R}^d$ and is either Zariski connected or contains a proximal element. Specifically we give quantitative estimates (depending only on the linear part of the random walk) for how fast the random walk equidistributes unless the initial point and the translation part of the affine transformations can be perturbed so that the random walk is trapped in a finite orbit of small cardinality. In particular, we prove that the random walk equidistributes in law to the Haar measure if and only if the random walk is not trapped in a finite orbit.

1. Introduction

In this paper, we consider a random walk on the torus $\mathbb{T}^d = \mathbb{R}^d / \mathbb{Z}^d$ for $d \geq 2$ using random elements from the group of affine transformations on this torus, and investigate under which condition on the initial point and the translation parts of the affine transformations this random walk equidistributes.

First let us recall what we know about the linear random walk. A quantitative equidistribution result for the linear random walk was proved by Bourgain, Furman, Mozes and the third named author in [5] and was extended by de Saxcé and the first named author in [10, 11]. Qualitatively, these results imply the following (for which no purely ergodic theoretic proof is known):

**Theorem 1.1** ([5], [11]). Let $\mu$ be a probability measure on $\text{SL}_d(\mathbb{Z})$ with a finite exponential moment, i.e. for some $\alpha > 0$ we have that $\int \| g \|^\alpha d\mu(g) < \infty$. Let $\Gamma$ denote the group generated by the support of $\mu$. Assume that

(1.1) the action of $\Gamma$ on $\mathbb{R}^d$ is strongly irreducible.

Assume also one of the following technical assumptions :

(1.2) $\Gamma$ contains a proximal element,

or

(1.3) the Zariski closure of $\Gamma$ is connected.

Then for every starting point $x \in \mathbb{T}^d$, either $\mu^n * \delta_x$ converges in the weak-* topology to the normalized Haar measure on $\mathbb{T}^d$ or $x$ is a periodic point for the random walk, i.e. the $\Gamma$-orbit of $x$ is finite.

Recall that we say a group acts strongly irreducibly on $\mathbb{R}^d$ if it does not preserve any nontrivial union of proper $\mathbb{R}$-linear subspaces of $\mathbb{R}^d$. A proximal element of $\text{SL}_d(\mathbb{R})$ is an element having a simple dominant eigenvalue. The word "connected" in (1.3) means connected for the Zariski topology (over $\mathbb{C}$).

The technical assumption (1.2) is required in [5] and (1.3) is required in [11]; a slightly more technical condition, that is less restrictive than proximality that can be used instead of (1.2) is given by the first named author in [10].
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Clearly, the two options in the conclusion are mutually exclusive. Observe also that the $\Gamma$-orbit of $x$ is finite if and only if $x$ is rational, i.e. $x \in \mathbb{Q}^d / \mathbb{Z}^d$.

In this paper, we extend this result to affine random walks on $\mathbb{T}^d$.

**Theorem 1.2.** Let $\mu$ be a finitely supported probability measure on $\text{SL}_d(\mathbb{Z}) \ltimes \mathbb{T}^d$. Let $H$ denote the group generated by the support of $\mu$ and let $\Gamma$ denote the projection of $H$ to $\text{SL}_d(\mathbb{Z})$. Assume that $\Gamma$ satisfies (1.1) and (1.2) or (1.3). Then for every starting point $x \in \mathbb{T}^d$, either $\mu^* \ast \delta_x$ converges in the weak-* topology to the normalized Haar measure on $\mathbb{T}^d$ or $x$ is a periodic point for the random walk, i.e. the $H$-orbit of $x$ is finite.

A special case was previously established by Boyer [6], where a Diophantine property of the coefficients of the translation parts is assumed. If we consider, instead of $\mu^* \ast \delta_x$, the Cesàro mean $\frac{1}{n} \sum_{k=1}^n \mu^k \ast \delta_x$, then the analogue of Theorem 1.2 for these means is a special case of a result of Benoist and Quint. Indeed, under the assumption 1.1, every $H$-invariant homogeneous probability measure on $\mathbb{T}^d$ is either the Haar measure or a uniform counting measure on a finite $H$-orbit. By [1], Theorem 1.4(b)], the measure $\sum_{k=1}^n \mu^k \ast \delta_x$ converges in the weak-* topology to the $H$-invariant homogeneous measure supported on the closure of the orbit $Hx$.

So Theorem 1.2 is new in that we have a convergence of $\mu^* \ast \delta_x$ instead of the Cesàro mean.

Theorem 1.2 is a consequence of a quantitative equidistribution result, which (unless the random walk is very near a random walk on a small finite trajectory) has an equidistribution rate that depends only on the linear part of the random walk. Let $(\Omega, \mathcal{F})$ be a probability space with a finite sample space $\Omega$ and such that $\mathcal{F}(\omega) > 0$ for every $\omega \in \Omega$. This non-degeneracy is assumed throughout this paper without mentioning.

Consider maps $\gamma : \Omega \to \text{SL}_d(\mathbb{Z})$ and $u : \Omega \to \mathbb{T}^d$. Then the image measure of $\mathcal{P}$ by

$$(\gamma, u) : \Omega \to \text{SL}_d(\mathbb{Z}) \ltimes \mathbb{T}^d, \quad \omega \mapsto (x \in \mathbb{T}^d \mapsto \gamma(\omega)x + u(\omega))$$

is a finitely supported probability measure on $\text{SL}_d(\mathbb{Z}) \ltimes \mathbb{T}^d$. Conversely, every finitely supported probability measure on $\text{SL}_d(\mathbb{Z}) \ltimes \mathbb{T}^d$ can be realized in this way.

For $u : \Omega \to \mathbb{T}^d$, let $H_u = (\gamma, u)((\Omega))$ be the subgroup generated by $(\gamma, u)(\Omega) \subset \text{SL}_d(\mathbb{Z}) \ltimes \mathbb{T}^d$. Observe that, under the assumption (1.1), for $x \in \mathbb{T}^d$, the orbit of $x$ under the action of $H_u$ is finite if and only if

$$\forall \omega \in \Omega, \quad (\gamma, u)(\omega)x - x \in \mathbb{Q}^d / \mathbb{Z}^d.$$

For $Q \geq 1$, we say a finite orbit $H_u x$ has **height** at most $Q$ if there exists a positive integer $q \leq Q$ such that

$$\forall \omega \in \Omega, \quad (\gamma, u)(\omega)x - x \in \frac{1}{q} \mathbb{Z}^d / \mathbb{Z}^d.$$

Let $\mathcal{P}_Q$ denote the set of all $(u, x) \in (\mathbb{T}^d)^\Omega \times \mathbb{T}^d$ such that $H_u x$ is finite and has height at most $Q$.

Equip the space $(\mathbb{T}^d)^\Omega \times \mathbb{T}^d$ with the distance defined by

$$d((u, x), (u', x')) = \max_{\omega \in \Omega} \{ \max(d(u(\omega), u'(\omega)), d(x, x')) \}$$

for any $(u, x), (u', x') \in (\mathbb{T}^d)^\Omega \times \mathbb{T}^d$.

For a probability measure $\mu_0$ on $\text{SL}_d(\mathbb{Z})$, we denote by $\lambda_{1, \mu_0}$ its top Lyapunov exponent, i.e.

$$\lambda_{1, \mu_0} = \lim_{n \to +\infty} \frac{1}{n} \int_{\text{SL}_d(\mathbb{Z})} \log \|g\| \, d\mu_0^*(g).$$

\(^1\)To be precise, unlike our result, Boyer does not assume that $\mu$ is finitely supported, but in the non-finitely supported case the assumptions he gives on the translation part are very restrictive.
Recall that by a result of Furstenberg [8], if the subgroup generated by the support of $\mu_0$ is not relatively compact, then $\lambda_{1,\mu_0} > 0$. In particular, this is the case if the group generated by the support of $\mu_0$ acts strongly irreducibly on $\mathbb{R}^d$.

**Theorem 1.3.** Given $(\Omega, \mathcal{F})$ and $\gamma: \Omega \to \text{SL}_d(\mathbb{Z})$, let $\mu_0 = \gamma_* \mu$ and let $\Gamma$ denote the group generated by $\gamma(\Omega)$. Assume that $\Gamma$ satisfies (1.1) and (1.2) or (1.3). Given $\lambda \in (0, \lambda_{1,\mu_0})$, there exists $C = C(\gamma, \mathcal{F}, \lambda) > 1$ such that the following holds.

Let $u: \Omega \to \mathbb{T}^d$ and set $\mu = (\gamma, u)_* \mu$. Let $x \in \mathbb{T}^d$. If for some $a \in \mathbb{Z}^d \setminus \{0\}$, $t \in (0, \frac{1}{2})$ and $n \geq C \log \frac{||a||}{t}$, we have

$$|\mu^{*n} \ast \delta_x(a)| \geq t,$$

then $d((u, x), \mathcal{P}_Q) \leq e^{-\lambda n}$ where $Q = (\frac{||a||}{t})^C$.

The above statement for some positive $\lambda$ would suffice to deduce Theorem 1.2. We emphasize that this $\lambda$ can be made arbitrarily close to $\lambda_{1,\mu_0}$, but not larger, as shown by the following fact.

**Proposition 1.4.** Given $(\Omega, \mathcal{F})$ and $\gamma: \Omega \to \text{SL}_d(\mathbb{Z})$, let $\mu_0 = \gamma_* \mu$. Given $\lambda > \lambda_{1,\mu_0}$, there exists $c = c(\mu_0, \lambda) > 0$ such that the following holds. If $(u, x) \in (\mathbb{T}^d)^\Omega \times \mathbb{T}^d$ satisfies

$$d((u, x), \mathcal{P}_Q) \leq e^{-\lambda n}$$

for some $n \geq 1$ and $Q \geq 1$, then there exists a positive integer $q \leq Q$ such that for any $a \in q\mathbb{Z}^d$,

$$|\mu^{*n} \ast \delta_x(a)| \geq 1 - ||a|| e^{-cn}$$

for $\mu = (\gamma, u)_* \mu$.

1.1. **Outline of the proof and structure of the paper.** Consider the random walk associated to the translations $u \in (\mathbb{T}^d)^\Omega$ and the starting point $x$. We divide the time into three parts $n = n_1 + n_2 + n_3$. Assume that the random walk has a large Fourier coefficient at time $n$ and moreover, for a contradiction, that the data $(u, x)$ is not close to that of a periodic orbit of small height.

First, we show that there is an initial non-concentration after time $n_1$. More precisely, $\mu^{*n_1} \ast \delta_x$ does not concentrate in balls of radius $r > 0$ unless the data $(u, x)$ is $e^{Cn_1} r$ close to that of periodic orbit with height $\leq e^{Cn_1}$. This is the objective of Section 2. The main idea is to express the property of the random walk being concentrated in terms of the tuple $(u, x)$ being close to a solution to a system of linear equations with integer coefficients. By taking reduction modulo a prime number $p$ of the equations, we transform the problem into that of establishing non-concentration for affine random walks on the space $\mathbb{F}_p^d$ over the prime field $\mathbb{F}_p$. Such an estimate was a key component in work of Varjú and the third named author [12] regarding spectral gap for the group of affine transformations on $\mathbb{F}_p^d$. A modification of these estimates more suitable to our needs is provided in Appendix A.

The time we spend in the middle regime is $n_2$. These additional iterations improve the initial non-concentration to a stronger almost optimal energy estimate that captures non-concentration at all scales. Here the non-concentration is to be understood as an upper-bound on the energy (defined in Section 3) of the measure on $\mathbb{T}^d$. The idea is to consider the random walk on $\mathbb{T}^d \times \mathbb{T}^d$ and use a Margulis function to control the probability of getting too close to the diagonal. This part is the goal of Section 4. It turns out that to get a non-concentration at scale $\eta > r$ using this Margulis function technique one needs to take $n_2$ so that $\eta e^{-\lambda n_2} < r$, where $\lambda \in (0, \lambda_{1,\mu_0})$ (how close $\lambda$ is to $\lambda_1$ influences the implicit parameter of the energy we use).

Suppose now that at the last iterate, i.e. for $n = n_1 + n_2 + n_3$, the random walk has a large Fourier coefficient $|\mu^{*n} \ast \delta_x(a)| \geq t$, with $a \in \mathbb{Z}^d \setminus \{0\}$ and $t > 0$. Then...
the proofs in [5, 10] and [11] show respectively that, going back some \(C' \log \frac{\|u\|}{\tau}\) steps in time, the measure \(\mu^{*n-C'\log \frac{\|u\|}{\tau}} \ast \delta_x\) has a lot of large Fourier coefficients and consequently it has some granular structure, that can be further bootstrapped to yield that for \(n_3 \leq C \log \frac{\|u\|}{\tau}\) (for suitable \(C > C'\)) there is a radius \(\rho > 0\) of size roughly \(e^{-cn_3}\) such that \(\mu^{*n-n_3} \ast \delta_x\) has some concentration at scale \(\rho\). This part is explained in Section 4.

Finally, with \(re^{n_2\lambda} = \rho\), the above leads to a contradiction, finishing the proof of Theorem 1.3. This together with the proof of Theorem 1.2 and of Proposition 1.4 are contained in Section 5.

2. Initial non-concentration

In this paragraph we prove a non-concentration estimate using knowledge about affine random walks on the Euclidean space \(\mathbb{R}^d\) and that on the vector space \(\mathbb{P}^d\) over prime fields, which will be established in the next paragraphs. Since this does not involve additional difficulties, and may be useful for future extensions, we prove the results in this section in somewhat greater generality than we need.

**Proposition 2.1.** Given \((\Omega, \mathbb{F})\) and \(\gamma: \Omega \to \text{SL}_d(\mathbb{Z})\). Assume that the group generated by \(\gamma(\Omega)\) acts strongly irreducibly on \(\mathbb{Q}^d\) and its Zariski closure is semisimple. Then there exists \(C_1 = C_1(\mathbb{P}, \gamma) > 1\) such that the following holds. Let \(u: \Omega \to \mathbb{T}^d\) and set \(\mu = (\gamma, u)_{\mathbb{P}}\). For any integer \(n_1 \geq 1\), any radius \(r > 0\) and any point \(x \in \mathbb{T}^d\), if

\[
\max_{y \in \mathbb{T}^d} \mu^{*n_1} \ast \delta_x(B(y, r)) \geq e^{-\frac{r^2}{C_1}};
\]

then

\[
d((u, x), \mathcal{P}_Q) \leq e^{C_1n_1r}
\]

where \(Q = e^{C_1n_1}\).

To prove Proposition 2.1 we shall use the following proposition and lemma, that will be proven later.

**Lemma 2.2.** Let \(D \geq 1\) and let \(\Phi \subset (\mathbb{R}^D)^*\) be a collection of linear forms with integer coefficients. Let \(M = \max_{\varphi \in \Phi} \|\varphi\|\). There exists an integer \(q \leq M^D\) such that

\[
\bigcap_{\varphi \in \Phi} \varphi^{-1}(\mathbb{Z} + B(0, r)) \subset \bigcap_{\varphi \in \Phi} \ker \varphi + \frac{1}{q} \mathbb{Z}^D + B(0, D\varphi M^{-1}r).
\]

**Proposition 2.3.** Let \((\Omega, \mathbb{F})\) with \(\Omega\) finite and \(\gamma: \Omega \to \text{SL}_d(\mathbb{Z})\) such that the subgroup generated by \(\gamma(\Omega)\) acts strongly irreducibly on \(\mathbb{Q}^d\) and its Zariski closure is semisimple, there exists \(C = C(\mathbb{P}, \gamma) > 0\) such that the following holds for any \(u: \Omega \to \mathbb{R}^d\). Then for any \(x, y \in \mathbb{R}^d\), either

\[
\forall n \geq 1, \quad P^n(\{\omega \in \Omega^n \mid (\gamma, u)(\omega)x = y\}) \leq Ce^{-\frac{\|x - y\|^2}{Cn}}
\]

or \(x = y\), and moreover is a fixed point of the group generated by \((\gamma, u)(\Omega)\).

**Proof of Proposition 2.3.** Throughout this proof \(C\) denote a large constant depending only on \((\Omega, \mathbb{F})\) and \(\gamma\). It may differ from line to line.

We lift everything to \(\mathbb{R}^d\). Let \(u: \Omega \to \mathbb{R}^d\) and let \(x, y \in \mathbb{R}^d\) be such that

\[
\mu^{*n} \ast \delta_x(Z^d + B(y, r)) \geq e^{-\frac{r^2}{Cn}}
\]

with \(\mu = (\gamma, u)_{\mathbb{P}}\) being the probability measure on \(\text{SL}_d(\mathbb{Z}) \times \mathbb{R}^d\) given by \(\gamma\) and \(u\).

We can extend the definition of \((\gamma, u)\) to \(\Omega^n\) for every \(n \geq 1\) by setting for every \(\omega = (\omega_1, \ldots, \omega_1) \in \Omega^n\),

\[
(\gamma, u)(\omega) = (\gamma, u)(\omega_1) \cdots (\gamma, u)(\omega_1) \in \text{SL}_d(\mathbb{Z}) \times \mathbb{R}^d.
\]
Given $\omega \in \Omega^n$, the map $\varphi_\omega : (\mathbb{R}^d)^n \times \mathbb{R}^d \times \mathbb{R}^d \rightarrow \mathbb{R}^d$ defined by
\[ \varphi_\omega(u, x, y) = (\gamma, u)(\omega)x - y \]
is linear. Consider
\[ W = \{ \omega \in \Omega \mid \varphi_\omega(u, x, y) \in \mathbb{Z}^d + B(0, r) \} \]
so that Proposition 2.3 translates to $\mathbb{P}^{\otimes n}(W) \geq e^{-Cn}$. Thus, if $C$ is chosen large enough, by Proposition 2.4.

Note that there exists a constant $C > 0$ such that $\varphi$ is $C$-semisimple, there exists $\gamma$ such that the following holds for any $\omega \in \Omega^n$, $\|\varphi_\omega\| \leq e^{Cn}$. Thus, by Lemma 2.2, there exists an positive integer $q \leq Q := e^{Cn}$ such that $u' = u_0 + u_1$ and $x' = x_0 + x_1$.

Moreover, from the properties of $u_0, x_0, u_1$ and $x_1$
\[ \forall \omega \in \Omega, \quad \|u'(\omega) - u(\omega)\| \leq Cn \text{ and } \|x' - x\| \leq Cn. \]
This means $(u', x') \in \mathbb{P}_Q$.

Proof of Lemma 2.4. Let $K = \bigcap_{\varphi \in \Phi} \ker \varphi$. First, we prove the lemma for the special case where $K = \{0\}$. In this case we can find $\varphi_1, \ldots, \varphi_D \in \Phi$ such that $A = (\varphi_1, \ldots, \varphi_D) : \mathbb{R}^D \rightarrow \mathbb{R}^D$ is an invertible endomorphism and its matrix in the standard basis has coefficients in $\mathbb{Z}$. Hence $q = |\det(A)|$ is an integer satisfying $1 \leq q \leq M^D$. The inclusion
\[ \bigcap_{i=1}^D \varphi_i^{-1}(\mathbb{Z} + B(0, r)) \subseteq \frac{1}{q} \mathbb{Z}^D + B(0, DqM^{D-1}r) \]
follows immediately.

Now consider the general case. Let $k = \dim K$. After permuting the coordinates if necessary, we may assume that $\mathbb{R}^D = \mathbb{R}^{D-k} \oplus K$ where $\mathbb{R}^{D-k}$ denotes the subspace corresponding to the first $D - k$ coordinates. Applying the special case to the collection
\[ \{ \varphi_{|\mathbb{R}^{D-k}} \mid \varphi \in \Phi \} \subset (\mathbb{R}^{D-k})^* \]
yields the lemma.

2.1. Affine random walks on the Euclidean space. Now we turn to prove Proposition 2.3. The idea is to reduce to the following analogous statement about affine random walk on $\mathbb{F}_p^d$.

Proposition 2.4. Let $(\Omega, \mathbb{P})$ with $\Omega$ finite and $\gamma : \Omega \rightarrow \text{SL}_d(\mathbb{Z})$ such that the subgroup generated by $\gamma(\Omega)$ acts strongly irreducibly on $\mathbb{Q}^d$ and its Zariski closure is semisimple, there exists $C = C(\mathbb{P}, \gamma) > 0$ such that the following holds for any prime number $p$ and any $u : \Omega \rightarrow \mathbb{F}_p^d$. Then for any $x, y \in \mathbb{F}_p^d$, either
\[ \forall n \geq 1, \quad \mathbb{P}^{\otimes n}(\{ \omega \in \Omega \mid (\gamma, u)(\omega)x = y \}) \leq C \max\{p^{-1/4}, e^{-\mathbb{P}}\} \]
or $x = y$, and moreover is the unique fixed point of the group generated by $(\gamma, u)(\Omega)$.

This result is largely based on the work of Varjú and the third named author [12]. We postpone the the proof to the appendix (see Section A.3). Here, we deduce Proposition 2.3 from Proposition 2.4.
Proof of Proposition 2.4 (assuming Proposition 2.3). We use the notation in the proof of Proposition 2.1. We need to establish the equality between the linear subspaces

\[ K := \bigcap_{\omega \in W} \ker \varphi_{\omega} \]

and

\[ F := \{ (u, x, y) \in (\mathbb{R}^d)^{\Omega} \times \mathbb{R}^d \times \mathbb{R}^d \mid (\gamma, u)(\Omega)x = x = y \}, \]

whenever \( W \subset \Omega^n \) satisfies \( \mathbb{P}^{\otimes n}(W) > Ce^{-\frac{\rho}{2}} \), where \( C = C(\mathbb{P}, \gamma) \) is the constant given by Proposition 2.3.

The subspace \( K \), being the kernel of a matrix with integer coefficients is rational and hence spanned by integral vectors i.e. by \( K \cap ((\mathbb{Z}^d)^{\Omega} \times \mathbb{Z}^d \times \mathbb{Z}^d) \).

Let \( (u, x, y) \in K \cap ((\mathbb{Z}^d)^{\Omega} \times \mathbb{Z}^d \times \mathbb{Z}^d) \). We show that \( (u, x, y) \in F \). Let \( p \) be an arbitrary prime number. Denote by \( \pi_p : \mathbb{Z}^d \to \mathbb{Z}^d_p \) the reduction modulo \( p \). Taking the reduction modulo \( p \) of the relation \( \varphi_{\omega}(u, x, y) = 0 \), \( \forall \omega \in W \), we find that

\[ \mathbb{P}^{\otimes n}(\{ \omega \in \Omega^n \mid (\gamma, \pi_p(u))(\omega)\pi_p(x) = \pi_p(y) \}) > Ce^{-\frac{\rho}{2}}. \]

Thus, if \( p \) is large enough, by Proposition 2.3, we have

\[ \forall \omega \in \Omega, \quad (\gamma, u)(\omega)x \equiv x \equiv y \mod p. \]

This being true for all sufficiently large primes \( p \), we deduce that

\[ \forall \omega \in \Omega, \quad (\gamma, u)(\omega)x = x = y. \]

Consequently, \( (u, x, y) \in F \). Hence \( K \subset F \) and this finishes the proof. \( \square \)

3. Improving the initial non-concentration using a Margulis function

Let \( \alpha > 0 \) be a parameter. For a Borel measure \( \nu \) on \( \mathbb{T}^d \), we define its \( \alpha \)-energy to be

\[ E_\alpha(\nu) = \int \int_{\mathbb{T}^d \times \mathbb{T}^d \setminus \Delta} \frac{d\nu(x) d\nu(y)}{d(x, y)^{\alpha}} \]

where \( \Delta \) denotes the diagonal

\[ \Delta = \{ (x, y) \in \mathbb{T}^d \times \mathbb{T}^d \mid x = y \}. \]

The objective of this section is the following.

Proposition 3.1. Let \( \mu \) be a finitely supported probability measure on \( \text{SL}_d(\mathbb{Z}) \ltimes \mathbb{T}^d \). Let \( \mu_0 \) be its push-forward to \( \text{SL}_d(\mathbb{Z}) \). Let \( \Gamma \subset \text{SL}_d(\mathbb{Z}) \) denote the subgroup generated by the support of \( \mu_0 \) and let \( \lambda_{1, \mu_0} \) denote the top Lyapunov exponent of \( \mu_0 \).

Assume that \( \Gamma \) acts irreducibly on \( \mathbb{R}^d \). Then, given \( \lambda \in (0, \lambda_{1, \mu_0}) \), there exist constants \( \alpha = \alpha(\mu_0, \lambda) > 0 \) and \( C_2 = C_2(\mu_0, \lambda) > 1 \) such that the following holds. For any Borel measure \( \nu \) on \( \mathbb{T}^d \), any integer \( n_2 \geq C_2 \) and any radius \( \rho > 0 \),

\[ \max_{y \in \mathbb{T}^d} \mu^{n_2} \ast \nu(B(y, \rho))^2 \leq \nu \circ \nu(\Delta) + 2^\alpha \rho^\alpha \left( e^{-\alpha \lambda_2} E_\alpha(\nu) + C_2 \right). \]

Notice that, under our assumption, \( \Gamma \) is not compact. Hence by a result of Furstenberg \[3\], \( \lambda_{1, \mu_0} > 0 \).

When a group \( G \) acts on a topological space \( X \) and \( \mu \) is a measure on \( G \), a function \( u : X \to \mathbb{R}_+ \) is said to satisfy the contraction hypothesis \[4\] for the associated random walk if it is proper and there exists an integer \( m \geq 1 \) and constants \( 0 < a < 1 \) and \( C > 0 \) such that

\[ \forall x \in X, \quad \int_G u(gx) \, d\mu^m(g) \leq au(x) + C. \]

To keep track of the constants, we say that \( u \) satisfies \( \text{CH}(m, a, C) \).

\[ ^2 \text{Such functions are also commonly known as Margulis functions.} \]
Here we consider $G = \text{SL}_d(\mathbb{Z}) \ltimes \mathbb{T}^d$ acting diagonally on $X = \mathbb{T}^d \times \mathbb{T}^d \setminus \Delta$.

**Lemma 3.2.** Under the assumption of Proposition 3.1, given $\lambda \in (0, \lambda_1, \mu_0)$ there exists $\alpha > 0$, $m \geq 1$ and $C > 0$ depending only on $\mu_0$ and $\lambda$ such that the function on $\mathbb{R}^d$ satisfies

\[ (x, y) \mapsto d(x, y)^{-\alpha} \]

satisfies $\text{CH}(m, e^{-\alpha \lambda m}, C)$ for the random walk associated to $\mu$. Consequently, there exists a constant $C = C(\mu_0, \lambda) > 0$ for all $n \geq C$, 

\[ \forall x \neq y \in \mathbb{T}^d, \quad \int_G d(gx, gy)^{-\alpha} \, d\mu^n(g) \leq e^{-\alpha \lambda n} d(x, y)^{-\alpha} + C. \]

This is essentially contained in [7]. We reproduce the proof here to highlight that the ratio $\alpha$ in the property (3.1) can be made arbitrary close to $e^{-\alpha \lambda n}$.

**Proof.** Note that for every $g \in G$ with linear part $g_0 \in \text{SL}_d(\mathbb{Z})$, we have

\[ \forall x, y \in \mathbb{T}^d, \quad d(gx, gy) = d(g_0 x, g_0 y) = d(g_0(x - y), 0). \]

This consideration allows us to reduce to the case of $\text{SL}_d(\mathbb{Z})$ acting on $\mathbb{T}^d \setminus \{0\}$ with the random walk being defined by $\mu_0$.

We aim to establish existence of $\alpha > 0$ and $C > 1$ such that for all integers $n$ large enough,

\[ \forall x \in \mathbb{T}^d \setminus \{0\}, \quad \int_{\text{SL}_d(\mathbb{Z})} d(gx, 0)^{-\alpha} \, d\mu^n_0(g) \leq e^{-\alpha \lambda n} d(x, 0)^{-\alpha} + C. \]

By the law of large number for the norm cocycle [8] (see also [2] Theorem 4.28(d)), there exists $m \geq 1$ such that

\[ \forall v \in \mathbb{R}^d \setminus \{0\}, \quad \int_{\text{SL}_d(\mathbb{Z})} \log \|gv\| \, d\mu^m_0(g) > m \lambda. \]

Thus, using the inequality $\forall t \in \mathbb{R}, \quad e^t \leq 1 + t + \frac{t^2}{2} e^{|t|}$, we obtain, for $\alpha > 0$ small enough,

\[ \sup_{v \in \mathbb{R}^d \setminus \{0\}} \int_{\text{SL}_d(\mathbb{Z})} \left( \frac{\|gv\|}{\|v\|} \right)^{-\alpha} \, d\mu^m_0(g) < e^{-\alpha \lambda m}. \]

Since $\mu_0$ is finitely supported, the quantity $M := \sup_{g \in \text{Supp}(\mu_0)} \max \{ \|g\|, \|g^{-1}\| \}$ is finite. On the one hand, if $x \in \mathbb{T}^d$ is the projection of $v \in \mathbb{R}^d$ with $v \in B(0, \frac{1}{2M})$, then $d(gx, 0) = \|gv\|$ for all $g \in \text{Supp}(\mu_0^m)$. On the other hand, if $x \in \mathbb{T}^d \setminus B(0, \frac{1}{2M})$, then $d(gx, 0) \geq \frac{1}{2M^m}$ for all $g \in \text{Supp}(\mu_0^m)$. We obtain (3.2) for $n = m$ with $C = (2M^{2m})^\alpha$.

Then, by a simple induction, we establish (3.2) for all multiples of $m$ with slightly larger $C$.

Finally, for general $n$, write $n = km + \ell$ with $0 \leq \ell < m$. We have

\[ \forall x \in \mathbb{T}^d \setminus \{0\}, \forall h \in \text{Supp}(\mu^\ell_0), \quad d(hx, 0)^{-\alpha} \leq M^{\alpha m} d(x, 0)^{-\alpha}. \]

Combined with (3.2) for $n - \ell = mk$, this implies that for every $x \in \mathbb{T}^d \setminus \{0\}$,

\[ \int d(gx, 0)^{-\alpha} \, d\mu^n_0(g) = \int d(hgx, 0)^{-\alpha} \, d\mu^{(n-\ell)}_0(g) \, d\mu^\ell_0(h) \leq e^{-\alpha \lambda (n-\ell)} M^{\alpha m} d(x, 0)^{-\alpha} + C. \]

By repeating the argument with $\lambda' = \frac{\lambda + \lambda m}{2}$ instead of $\lambda$, we may replace $\lambda$ by $\lambda'$ in the last inequality. Thus, (3.2) holds for all $n$ large enough. \(\square\)
Proof of Proposition 4.1. Let $B \subset \mathbb{T}^d$ be a ball of radius $\rho > 0$. We have

$$\mu^{*n} \ast \nu(B) = \int_G \int_{\mathbb{T}^d} 1_B(gx) \, d\nu(x) \, d\mu^{*n}(g)$$

Thus, by the Cauchy-Schwarz inequality,

$$\mu^{*n} \ast \nu(B)^2 \leq \int_G \left( \int_{\mathbb{T}^d} 1_B(gx) \, d\nu(x) \right)^2 \, d\mu^{*n}(g)$$

$$\leq \int_G \int_{\mathbb{T}^d \times \mathbb{T}^d} 1_B(gx) \, 1_B(gy) \, d\nu(x) \, d\nu(y) \, d\mu^{*n}(g)$$

If $gx$ and $gy$ both belong to $B$ then either $x = y$ or $0 < d(gx,gy) < 2\rho$. Hence

$$1_B(gx) \, 1_B(gy) \leq 1_\Delta(x,y) + \frac{2^\alpha \rho^\alpha}{d(gx,gy)^\alpha} \, 1_{\mathbb{T}^d \times \mathbb{T}^d \setminus \Delta}(x,y).$$

Therefore,

$$\mu^{*n} \ast \nu(B)^2 \leq \nu \otimes \nu(\Delta) + 2^\alpha \rho^\alpha \int_{\mathbb{T}^d \times \mathbb{T}^d \setminus \Delta} \int_G \frac{d\mu^{*n}(g) \, d\nu(x) \, d\nu(y)}{d(gx,gy)^\alpha}$$

We conclude by using Lemma 3.2. □

4. Large Fourier coefficients and granular structure

The aim of this section is the following.

Proposition 4.1. Let $\eta$ be a Borel probability measure on $\mathbb{T}^d$. Let $\mu$ be a Borel probability measure on $\text{SL}_d(\mathbb{Z}) \ltimes \mathbb{T}^d$. Let $\mu_0$ be its push-forward to $\text{SL}_d(\mathbb{Z})$. Let $\Gamma \subset \text{SL}_d(\mathbb{Z})$ denote the subgroup generated by the support of $\mu_0$. Assume that $\mu_0$ has a finite exponential moment and $\Gamma$ satisfies assumption (1.1) and either assumption (1.2) or assumption (1.3). Then given $\beta > 0$, there exists $C_3 = C_3(\mu_0,\beta) > 0$ such that the following holds. If for some $a \in \mathbb{Z}^d \setminus \{0\}$, some $t \in (0,\frac{1}{4})$ and some $n_3 \geq C_3 \log \frac{1}{|a|}$, we have

$$|\mu^{*n_3} \ast \eta(a)| \geq t,$$

then there exists $y \in \mathbb{T}^d$ such that

$$\eta(B(y, \rho)) \geq \rho\beta$$

for some $e^{-C_3 n_3} \leq \rho \leq e^{-\frac{n_3}{\alpha}}$.

Here is where we use the arguments developed in the linear case. The proof consists of two parts.

4.1. Initial granulation estimate. First, we show that if after some steps the random walk has a large Fourier coefficient, then there were a lot of large Fourier coefficients earlier in time, which in turn implies that the distribution had a granular structure. This part corresponds to the Phase I of the proof in [5]. All we do here is to remark that the arguments for the linear random walk work also for the affine case.

Proposition 4.2. We use the notation $\eta, \mu, \mu_0$ as in the statement of Proposition 4.1. Under the same assumption on $\mu_0$, there exist constants $C > 1$ and $\sigma > \tau > 0$ depending only on $\mu_0$ such that the following hold. If for some $a \in \mathbb{Z}^d \setminus \{0\}$, some $t \in (0,\frac{1}{2})$ and some $m \geq C|\log t|$, we have

$$|\mu^{*m} \ast \eta(a)| \geq t,$$

then there exists a $\rho_0$-separated subset $X \subset \mathbb{T}^d$ such

$$\eta\left( \bigcup_{x \in X} B(x, \rho_0) \right) \geq t^C$$
where 
\[ \rho_0 = e^{-\pi n \|a\|^{-1}} \quad \text{and} \quad r_0 = e^{-\pi n} \rho_0. \]

Proof. In the case where we assume (1.1), we use the proof of [5, Proposition 4.1]. In the case where we assume (1.3), we use the proof of [11, Proposition 4.1]. We claim that these proofs (written in the case of linear random walks) works perfectly fine in the case of affine random walks on \( T \), thanks to the following relationship between the Fourier coefficients. Let \( g = (\gamma, u) \in \text{SL}_d(\mathbb{Z}) \times \mathbb{T}^d \) and \( a \in \mathbb{Z}^d \), we have
\[ \widehat{g \ast \eta}(a) = e^{2\pi i (\langle a, \nu \rangle - \gamma)} \widehat{\eta}(a). \]

For example, this implies, together with Hölder inequality, for any integer \( k \geq 1 \), any \( a \in \mathbb{Z}^d \), any Borel probability measure \( \eta \) on \( \mathbb{T}^d \) and any Borel probability measure \( \mu \) on \( \text{SL}_d(\mathbb{Z}) \times \mathbb{T}^d \) with linear part \( \rho_0 \),
\[ (4.1) \quad |\mu \ast \eta(a)|^{2k} \leq \int_{\mathbb{T}^{2k}} |\widehat{\eta}(\gamma_1 \cdots \gamma_k - \gamma_{k+1} \cdots - \gamma_{2k})|^2 \frac{d\mu_0}{2^{2k}}(\gamma_1, \ldots, \gamma_{2k}). \]

Replacing [11, Lemma 4.3] by (11) in the proof of [11, Proposition 4.1], we obtain immediately our proposition in the case of (1.3). The case of (1.2) is similar, inequality of the type (11) is used several times in [5, Section 6] and using (4.1) instead at these places is enough. \( \square \)

4.2. Bootstrapping the concentration. Once we have know there is a granular structure, we use a bootstrapping procedure to intensify the concentration by going back further in time. This the affine version of [5, Proposition 7.2].

Proposition 4.3. We use the notation \( \eta, \mu, \mu_0, \Gamma \) as in the statement of Proposition 4.1. Assume that \( \mu_0 \) has a finite exponential moment and that \( \Gamma \) satisfies (1.1). Then given \( \epsilon \geq 0 \) there exists \( C > 1 \) (uniform on the translation part of the random walk measure \( \mu \)) such that the following holds. For any integer \( t \geq C \) and real numbers \( r, \rho > 0 \) such that \( r > e^{\rho(1+\epsilon)} \), for every \( r \)-separated subset \( X \subset \mathbb{T}^d \), there exists a \( r' \)-separated subset \( X' \subset \mathbb{T}^d \) of cardinality at most that of \( X \) such that
\[ \eta \left( \bigcup_{x \in X'} B(x, r') \right) \geq \mu^{e^\epsilon} \ast \eta \left( \bigcup_{x \in X} B(x, \rho) \right)^d - \epsilon \]
where \( r' = e^{-(a_1+c)\epsilon} r \) and \( \rho' = e^{-(a_1+c)\epsilon} \rho. \)

Proof. This the affine version of [5, Proposition 7.2] and [11, Proposition 5.3]. Note that [11, Proposition 5.3] only requires assumption (1.1) and thus is more general than [5, Proposition 7.2]. It is straightforward to adapt the argument there to our affine random walks. \( \square \)

Proposition 4.1 is then obtained by applying Proposition 4.2 and then iterate Proposition 4.3. The argument is identical to the relevant part in [5, Proof of Proposition 3.1].

5. Proof of the main results

Now we are ready to prove the main results.

5.1. Quantitative statement.

Proof of Theorem 1.3. As in the statement, assume
\[ \left| \mu^{n \alpha} \ast \delta_x(a) \right| \geq t \]
for some \( a \in \mathbb{Z}^d \setminus \{0\} \), some \( t \in (0, \frac{1}{2}) \) and some \( n \geq C \log \frac{\|a\|}{\|\delta_x\|} \). Here \( C \) is a large constant to be determined.

Recall that \( \mu = (\gamma, u) \ast \mathbb{P} \). Its linear part is \( \mu_0 = \gamma \ast \mathbb{P} \). Let \( C_1 = C_1(\mathbb{P}, \gamma) > 1 \) be the constant given by Proposition 2.1. We choose \( X' = \frac{d-1}{d^{n-1}} \) and let \( \alpha = \alpha(\mu_0, X') > 0 \)

0 and \( C_2 = C_2(\mu_0, X) > 1 \) be the constants given by Proposition \( \ref{prop:3.1} \). We choose \( \beta = \frac{C_1}{3} \) and let \( C_3 = C_3(\mu_0, \beta) > 1 \) be the constant given by Proposition \( \ref{prop:4.1} \).

We divide the \( n \) random walk steps into three time periods, starting with \( n_1 = L_1 \log \frac{n}{\bar{a}} \) random steps in the first period, then \( n_2 \) steps, and ending with \( n_3 = L_3 \log \frac{n}{\bar{a}} \) steps, where \( n = n_1 + n_2 + n_3 \). The values of \( L_1 \) and \( L_3 \) are to be determined at the end of the proof, and they will only depend on \( \gamma, \mathbb{P} \) and \( \lambda \).

We use the shorthand \( \nu = \mu^{*n_1} * \delta_x \). Set \( r = e^{-Xn_2} \). According to Proposition \( \ref{prop:5.1} \) either

\[
\max_{z \in \mathbb{T}^d} \nu(B(z, r)) \leq e^{-\frac{a}{C_1}} \tag{5.1}
\]

or

\[
d((u, x), \mathcal{P}_Q) \leq e^{C_1n_1r} \quad \text{with} \quad Q = e^{C_1n_1} = \left( \frac{\bar{a}}{\bar{t}} \right)^{C_1L_1}. \tag{5.2}
\]

In the latter case, we are done because we can guarantee \( e^{C_1n_1r} \leq e^{-\lambda n} \) by requiring

\[
C \geq (\lambda' - \lambda)^{-1}(\lambda' + C_1) - \lambda' L_3.
\]

Now assume \( \ref{5.1} \) and we will deduce a contradiction. Applying Proposition \( \ref{prop:4.1} \) to the parameter \( \beta \) and the measure \( \eta = \mu^{*n_2} * \nu = \mu^{*(n_1+n_2)} * \delta_x \), we obtain \( y \in \mathbb{T}^d \) such that

\[
\mu^{*n_2} * \nu(B(y, \rho)) \geq \rho^{\beta} \tag{5.3}
\]

for some

\[
\rho \in [e^{-C_3n_3}, e^{-\frac{a}{C_1}}].
\]

In order to show that \( \ref{5.1} \) and \( \ref{5.2} \) are not compatible, we decompose \( \nu \) into measures whose supports are \( r \)-separated, using the following lemma:

**Lemma 5.1.** Let \( r > 0 \). Let \( \nu \) be a Borel probability measure on \( \mathbb{T}^d \) satisfying

\[
\max_{z \in \mathbb{T}^d} \nu(B(z, r)) \leq s
\]

for some \( s > 0 \). Given a measurable function \( f: \mathbb{T}^d \to [0, 1] \), there exists a probability measure \( \nu' \) on \( \mathbb{T}^d \) whose support is \( r \)-separated (hence finite) and such that

\[
\int_{\mathbb{T}^d} f \, d\nu' \geq 2^{-d} \int_{\mathbb{T}^d} f \, d\nu \quad \text{and} \quad \nu' \otimes \nu' = \frac{2^d s}{\int_{\mathbb{T}^d} f \, d\nu} f \, d\nu.
\]

**Proof.** Using a variant of the checkerboard tiling, we can construct easily a partition

\[
\mathbb{T}^d = \bigcup_{i \in I, j \in J} Q_{i,j}
\]

indexed by \( I \times J = \{1, \ldots, 2^d\} \times \{1, \ldots, r^{-d}\} \) such that

(i) each tile \( Q_{i,j} \) has diameter at most \( r \),

(ii) for every \( i \in I \), the tiles \( (Q_{i,j})_{j \in J} \) are \( r \)-separated from each other.

For every \( (i, j) \in I \times J \), let \( x_{i,j} \) be a random variables taking value in \( Q_{i,j} \subset \mathbb{T}^d \) distributed according to renormalized restriction of \( \nu \) to \( Q_{i,j} \). For \( i \in I \), define \( Q_i = \bigcup_{j \in J} Q_{i,j} \) and

\[
\nu_i = \sum_{j \in J} \frac{\nu(Q_{i,j})}{\nu(Q_i)} \delta_{x_{i,j}}.
\]

By its definition, for every \( i \in I \), \( \nu_i \) is a random probability measure on \( \mathbb{T}^d \) whose support is almost surely \( r \)-separated. Moreover, almost surely,

\[
\nu_i \otimes \nu_i(\Delta) \leq \max_{y \in \mathbb{T}^d} \nu_i(y) \leq \max_{j \in J} \frac{\nu(Q_{i,j})}{\nu(Q_i)} \leq \frac{s}{\nu(Q_i)}, \tag{5.4}
\]
Finally, for any bounded measurable function \( f : \mathbb{T}^d \to \mathbb{R} \), we have
\[
\int_{\mathbb{T}^d} f \, d\nu = \sum_{i \in I} \nu(Q_i) E\left[ \int_{\mathbb{T}^d} f \, d\nu_i \right],
\]
where \( E \) denote the expectation (remember that \( \nu_i \) are random). By the pigeonhole principle, there exists \( i \in I \) such that
\[
\nu(Q_i) E\left[ \int_{\mathbb{T}^d} f \, d\nu_i \right] \geq 2^{-d} \int_{\mathbb{T}^d} f \, d\nu.
\]
If \( f \) takes value in \([0, 1]\), for this \( i \),
\[
\text{both } \nu(Q_i) \text{ and } E\left[ \int_{\mathbb{T}^d} f \, d\nu_i \right] \geq 2^{-d} \int_{\mathbb{T}^d} f \, d\nu.
\]
This together with (5.1) finishes the proof of the lemma. \( \square \)

Using Lemma 5.1 we can show that (5.1) and (5.2) are not compatible, which will complete the proof of Theorem 1.3.

Consider the function \( f : \mathbb{T}^d \to [0, 1] \),
\[
z \mapsto \int_{\text{SL}(d, \mathbb{Z}) \times \mathbb{T}^d} 1_{B(y, \rho)}(gz) \, d\mu^{*n_2}(g),
\]
so that \( \int_{\mathbb{T}^d} f \, d\nu = \mu^{*n_2} * \nu(B(y, \rho)) \). If follows from Lemma 5.1 and (5.2) that there exists a \( r \)-separated probability measure \( \nu' \) on \( \mathbb{T}^d \) such that
\[
\mu^{*n_2} * \nu'(B(y, \rho)) \gg \rho^\beta \text{ and } \nu' \otimes \nu' (\Delta) \ll e^{-\frac{21}{17}} \rho^{-\beta}.
\]
Since \( \nu' \) is \( r \)-separated, we have
\[
E_\alpha(\nu') \leq r^{-\alpha}.
\]
Thus, applying Proposition 3.1 to the parameter \( \lambda' \) and the measure \( \nu' \) and remembering the choice of \( \beta \) and \( r \), we obtain
\[
\rho^{2\beta} \ll e^{-\frac{21}{17}} \rho^{-\beta} + \rho^{3\beta},
\]
where the implied constant depends only on \( \gamma, \beta \) and \( \delta \). On account of (5.3), this leads to a contradiction provided that we choose \( L_1 = 4C_1C_2L_2 \) and \( L_3 \) to be a large multiple of \( C_3 \) large enough so that the left hand side divided by the right hand side is greater than the implicit constant in the \( \ll \) notation above. \( \square \)
5.2. Qualitative statement. As announced in the introduction, the qualitative statement Theorem 1.2 can be deduced from Theorem 1.3.

Proof of Theorem 1.2. We can realize $\mu$ as $\mu = (\gamma, u)_*\mathbb{P}$ like in the statement of Theorem 1.3.

Assume that the sequence $\mu^{*n} * \delta_x$ does not converge to the Haar measure on $\mathbb{T}^d$. Then by Weyl’s criterion, there exists $a \in \mathbb{Z}^d \setminus \{0\}$ and $t > 0$ such that $|\mu^{*n} * \delta_x(a)| \geq t$ for arbitrary large $n$. By Theorem 1.3, $d((u, x), \mathcal{P}_Q) \leq e^{-cn}$ for $Q = \left(\frac{\|a\|}{\|\lambda\|}\right)^{cn}$. The set $\mathcal{P}_Q$ being closed, with $n$ goes to $+\infty$, we conclude that $(u, x) \in \mathcal{P}_Q$.

5.3. Optimality in the convergence rate. Finally, we prove Proposition 1.4.

Proof of Proposition 1.4. For each $\omega$, consider the linear map $\gamma(\omega) : (\mathbb{R}^d)^\Omega \times \mathbb{R}^d \rightarrow (\mathbb{R}^d)^\Omega \times \mathbb{R}^d$ defined by

$$\gamma(\omega)(u, x) = (u, \gamma(\omega)x + u(\omega)).$$

For each $n \geq 1$, we can extend the definition of $\gamma : (\mathbb{R}^d)^\Omega \rightarrow (\mathbb{R}^d)^\Omega \times \mathbb{R}^d$ to $\Omega^n$ by setting for every $\omega = (\omega_n, \ldots, \omega_1) \in \Omega^n$,

$$\gamma(\omega) = \gamma(\omega_n) \cdots \gamma(\omega_1) \in \text{GL}((\mathbb{R}^d)^\Omega \times \mathbb{R}^d).$$

Then for any $(u, x) \in (\mathbb{R}^d)^\Omega \times \mathbb{R}^d$, we have

$$\forall n \geq 1, \forall \omega \in \Omega^n, \quad \gamma(\omega)(u, x) = (u, (\gamma, u)(\omega)x).$$

The push-forward measure $\gamma_*\mathbb{P}$ defines a linear random walk on $(\mathbb{R}^d)^\Omega \times \mathbb{R}^d$. Note that, $\forall \omega \in \Omega$, $\gamma(\omega)$ is triangular by block, with diagonal blocks being $1$’s and $\gamma(\omega)$. Hence by a result of Furstenberg and Kifer [9, Lemma 3.6], we have an equality of the top Lyapunov exponents, (recalling $\mu_0 = \gamma_*\mathbb{P}$),

$$\lambda_{1, \gamma_*\mathbb{P}} = \lambda_{1, \mu_0}.$$  

due to the large deviation estimate for the norm of random matrix products [11].

Theorem V.6.2], given $\epsilon > 0$, there exists $c = c(\gamma_*\mathbb{P}, \epsilon) > 0$ such that

$$\mathbb{P}^\otimes n \left\{ \omega \in \Omega^n \mid \|\gamma(\omega)\| \leq e^{(\lambda_{1, \mu_0} + \epsilon)n} \right\} \geq 1 - e^{-cn}.$$  

Recall the assumption $\lambda > \lambda_{1, \mu_0}$. Set $\epsilon = \frac{\lambda - \lambda_{1, \mu_0}}{2}$. If $(u, x), (v, y) \in (\mathbb{R}^d)^\Omega \times \mathbb{R}^d$ satisfy $\|\gamma(\omega)x - \gamma(\omega)y\| \leq e^{-\lambda n}$, then

$$\mathbb{P}^\otimes n \left\{ \omega \in \Omega^n \mid \|\gamma(\omega)x - (v, y)\| \leq e^{-cn} \right\} \geq 1 - e^{-cn}.$$

If moreover $(v, y)$ projects to an element in $\mathcal{P}_Q \subset (\mathbb{T}^d)^\Omega \times \mathbb{T}^d$, i.e. for all $n \geq 1$, $(\gamma, v)(\Omega^n)y \subset y + \frac{1}{q}\mathbb{Z}^d$. Hence

$$\mathbb{P}^\otimes n \left\{ \omega \in \Omega^n \mid (\gamma, v)(\omega)x \in y + \frac{1}{q}\mathbb{Z}^d + B(0, e^{-cn}) \right\} \geq 1 - e^{-cn}.$$  

Observe that for all $a \in q\mathbb{Z}^d$ and all $z \in y + \frac{1}{q}\mathbb{Z}^d + B(0, e^{-cn})$,

$$|e(\langle a, z \rangle) - e(\langle a, y \rangle)| \ll \|a\|e^{-cn}.$$  

If follows that

$$|\mu^{*n} * \delta_{\pi(x)}(a) - e(\langle a, y \rangle)| \ll \|a\|e^{-cn} + e^{-cn},$$  

where $\mu = (\gamma, u)_*\mathbb{P}$ and $\pi : \mathbb{R}^d \rightarrow \mathbb{T}^d$ denotes the canonical projection. This finishes the proof of the proposition.  

APPENDIX A. AFFINE RANDOM WALKS ON LINEAR SPACES OVER PRIME FIELDS

The goal of this appendix is to prove Proposition 2.3. We first establish the following variant, then deduce Proposition 2.4 from it.

Proposition A.1. Let $\mu_0$ be a probability measure on $\text{SL}_d(\mathbb{Z})$. Let $\Gamma$ denote the subgroup generated by $\text{Supp}(\mu_0)$. Assume that the action of $\Gamma$ on $\mathbb{Q}^d$ is strongly irreducible and that its Zariski closure is semisimple. Given $\varepsilon > 0$, there exists $C = C(\mu_0, \varepsilon) > 0$ and $p_0 = p_0(\mu_0)$ such that the following holds.

For any prime number $p \geq p_0$ and any probability measure $\mu$ on $\text{SL}_d(\mathbb{F}_p) \ltimes \mathbb{F}_p^d$. If the projection of $\mu$ to $\text{SL}_d(\mathbb{F}_p)$ is the reduction of $\mu_0$ modulo $p$, then either there exists $x, y \in \mathbb{F}_p^d$ such that

$$\mu(\{g \in \text{SL}_d(\mathbb{F}_p) \ltimes \mathbb{F}_p^d \mid gx = y\}) \leq 1 - \varepsilon,$$

or for any $x, y \in \mathbb{F}_p^d$,

$$\forall n \geq 1, \quad \mu^n(\{g \in \text{SL}_d(\mathbb{F}_p) \ltimes \mathbb{F}_p^d \mid gx = y\}) \leq C \max\{p^{-\frac{C}{18}}, e^{-n/C}\}.$$

To prove this proposition we follow closely the arguments in Lindenstrauss-Varjú [12].

A.1. A non-concentration estimate. In this subsection, we fix a prime number $p$ and consider affine random walks on $\mathbb{F}_p^d$. The aim is to establish a non-concentration in logarithmic time, provided that there is no fixed point and there is a spectral gap for the associated linear random walk. This will be a variant of [12, Proposition 3].

Let $\Gamma$ be a subgroup of $\text{SL}_d(\mathbb{F}_p)$. Let $\mathcal{L}^0 : \Gamma \to \text{GL}(\mathbb{F}_p^d)$ be the left regular representation of $\Gamma$. Let $\mathcal{L}_0^0$ denote the restriction of $\mathcal{L}^0$ to $L_2^0(\Gamma)$, the space of mean zero functions.

The space of functions on $\mathbb{F}_p^d$ is equipped the usual $L^q$-norm for exponent $q \geq 1$, i.e. for any $f \in L^q(\mathbb{F}_p^d)$,

$$\|\varphi\|_{L^q}^q = \sum_{x \in \mathbb{F}_p^d} |f(x)|^q.$$

We will abbreviate $L^q(\mathbb{F}_p^d)$ simply by $L^q$.

Let $\mathcal{A}$ be the Koopman representation associated to the action of $\Gamma \ltimes \mathbb{F}_p^d$ on $\mathbb{F}_p^d$, i.e. the unitary representation $L^2$ of $\Gamma \ltimes \mathbb{F}_p^d$ defined by

$$\forall g \in \Gamma \ltimes \mathbb{F}_p^d, \forall f \in L^2, \forall x \in \mathbb{F}_p^d, \quad \mathcal{A}(g)f(x) = f(g^{-1}x).$$

Whenever we have a linear representation, we extend by linearity the morphism to the group algebra, e.g. for a measure $\mu$ on $\Gamma \ltimes \mathbb{F}_p^d$ and a measure $\eta$ on $\mathbb{F}_p^d$ (viewed as a function), we have

$$\mathcal{A}(\mu)\eta = \mu \ast \eta.$$

Proposition A.2. Let $\Gamma \subseteq \text{SL}_d(\mathbb{F}_p)$ be a subgroup. Let $\mu$ be a probability measure on $\Gamma \ltimes \mathbb{F}_p^d$ and let $\mu_0$ denote its projection to $\Gamma$. Assume

(i) the only $\Gamma$-orbit in $\mathbb{F}_p^d$ of cardinality less than $p$ is the singleton $\{0\}$;

(ii) for every $x \in \mathbb{F}_p^d$, $\|\mathcal{A}(\mu)\delta_x\|_{L^2} \leq \frac{4}{x}$;

(iii) $\|\mathcal{L}_0^0(\mu_0)\| \leq 2^{-5}$,

then for any integer $\ell \geq 1$, we have for every $x \in \mathbb{F}_p^d$,

$$\|\mathcal{A}(\mu)\delta_x\|_{L^\infty} \leq \|\mathcal{A}(\mu)\delta_x\|_{L^2} \leq \max\{19p^{-\frac{1}{4}}, e^{-2^{-0.05}\ell}\}.$$

In condition (iii) the norm is the operator norm with respect to the Hilbert norm on $L_2^0(\Gamma)$. Thus, (iii) is a spectral gap condition for the linear part of $\mu$.

Compared with [12, Proposition 3], we allow $\Gamma$ to be smaller than $\text{SL}_d(\mathbb{F}_p^d)$ and instead require that it has no small orbit except the trivial one. The proof in
works after minor modifications. We will focus on explaining the necessary modification and refer the reader to the original article for more details.

The dual $\hat{\mathbb{F}}_p^d$ of $\mathbb{F}_p^d$ is isomorphic to $\mathbb{F}_p^d$, but we make a distinction in our notation so as to have different normalization to the various norms used. Let $\langle \cdot, \cdot \rangle: \hat{\mathbb{F}}_p^d \times \mathbb{F}_p^d \to \mathbb{F}_p$ be the usual pairing and $e: \mathbb{F}_p \to \mathbb{C}^\times$ a fixed nontrivial character, e.g. $e(t) = e^{2\pi i t}$, $\forall t \in \mathbb{F}_p$. The (discrete) Fourier transform of a function $f: \mathbb{F}_p^d \to \mathbb{C}$ is

$$\hat{f}: \mathbb{F}_p^d \to \mathbb{C} \text{ defined by }$$

$$\forall a \in \mathbb{F}_p^d, \quad \hat{f}(a) = \sum_{x \in \mathbb{F}_p^d} e(\langle a, x \rangle) f(x).$$

For exponent $q \geq 1$, we denote by $\hat{L}^q$ the space of functions on $\mathbb{F}_p^d$ equipped with the following norm,

$$\| \varphi \|_{L^q}^q = \frac{1}{p^d} \sum_{a \in \mathbb{F}_p^d} |\varphi(a)|^q.$$

The normalization is to make the discrete Fourier transform into an isometry for $p = 2$, i.e. so that for any $f \in L^2$ we have that $\|f\|_{L^2} = \|\hat{f}\|_{L^2}$.

Thus, conjugating the representation $A$ by the Fourier transform we obtain an unitarily equivalent representation $\hat{A}: \Gamma \times \mathbb{F}_p^d \to \text{GL}(\hat{L}^2)$. Explicitly,

$$\forall (\gamma, u) \in \Gamma \times \mathbb{F}_p^d, \forall \varphi \in \hat{L}^2, \forall a \in \mathbb{F}_p^d, \quad \hat{A}(\gamma, u) \varphi(a) = e(\langle a, u \rangle) \varphi(\gamma^t a),$$

where $\gamma^t \in \text{GL}(\mathbb{F}_p^d)$ denotes the transpose of $\gamma$.

Let $A^0: \Gamma \to \text{GL}(L^2)$ denote the restriction of $A$ to $\Gamma$. Let $\hat{A}^0: \Gamma \to \text{GL}(\hat{L}^2)$ denote the conjugate of $A^0$ by the Fourier transform. Concretely, it is defined by

$$\forall \gamma \in \Gamma, \forall \varphi \in \hat{L}^2, \forall a \in \mathbb{F}_p^d, \quad \hat{A}^0(\gamma) \varphi(a) = \varphi(\gamma^t a),$$

which makes the following property true,

$$\forall \gamma \in \Gamma, \forall f \in L^2, \quad \hat{A}^0(\gamma) \hat{f} = (A^0(\gamma) f).$$

**Lemma A.3.** Let $\eta$ be a probability measure on $\mathbb{F}_p^d$. Let $\Gamma \subset \text{SL}_d(\mathbb{F}_p)$ be a subgroup. Assume

(i) the only $\Gamma$-orbit in $\mathbb{F}_p^d$ of cardinality less than $p$ is the singleton $\{0\}$;

(ii) for every $x \in \mathbb{F}_p^d$, $\eta(x) \leq \frac{40}{\pi^2} \|\eta\|_{L^2}$;

(iii) $\|\tilde{\eta}\|_{L^1} \geq 19p^{-\frac{1}{2}}$.

Then there exists $h \in \Gamma$ such that

$$\|\|\tilde{\eta} - \hat{A}^0(h) |\tilde{\eta}|\|_{L^1} \geq \frac{7}{100} \|\tilde{\eta}\|_{L^1}.$$  

**Proof.** Let $\nu = \eta * \eta$ where $\eta(x) = \eta(-x)$ and $*$ is the additive convolution. Note that $\nu$ is a probability and

$$\tilde{\nu} = |\tilde{\eta}|^2.$$

Hence, by assumption [iii]

$$\|\nu\|_{L^2} = \|\tilde{\nu}\|_{L^2} = \|\tilde{\eta}\|_{L^1}^2 \geq 350p^{-\frac{1}{2}}.$$
By a property of the Mazur map \[3\] Proof of Theorem 9.1, the observation \((A.3)\) and the triangle inequality,
\[
\frac{1}{|\Gamma|} \sum_{h \in \Gamma} \frac{||\tilde{\eta} - \tilde{\mathcal{A}}^g(h)\tilde{\eta}||_{L^2}}{||\tilde{\eta}||_{L^2}} \geq \frac{1}{2|\Gamma|} \sum_{h \in \Gamma} \frac{||\tilde{\eta}^2 - \tilde{\mathcal{A}}^g(h)\tilde{\eta}^2||_{L^2}}{||\eta||_{L^2}} \\
\geq \frac{1}{2|\Gamma|} \sum_{h \in \Gamma} \frac{||\tilde{\eta} - \tilde{\mathcal{A}}^g(h)\tilde{\eta}||_{L^2}}{||\eta||_{L^2}} \\
\geq \frac{1}{2|\Gamma|} \sum_{h \in \Gamma} \frac{||\eta - \mathcal{A}^g(h)\eta||_{L^2}}{||\eta||_{L^2}} \\
\geq \frac{1}{2|\Gamma|} \sum_{h \in \Gamma} \frac{||\eta - \mathcal{A}^g(h)\eta||_{L^2}}{||\eta||_{L^2}},
\]
where \(\mu_\Gamma\) denote the uniform probability measure on \(\Gamma\). Thus \(\mathcal{A}^g(\mu_\Gamma)\eta\) is a convex combination of uniform probability measures on \(\Gamma\)-orbits. After we remove the contribution of the trivial orbit, \(\mathcal{A}^g(\mu_\Gamma)\eta - \nu(0)\delta_0\) is supported on orbits of cardinality at least \(p\). Hence
\[
||\mathcal{A}^g(\mu_\Gamma)\eta - \nu(0)\delta_0||_{L^\infty} \leq p^{-1}.
\]
Consequently,
\[
||\mathcal{A}^g(\mu_\Gamma)\eta - \nu(0)\delta_0||_{L^2} \leq p^{-\frac{1}{2}} \leq \frac{1}{350} ||\eta||_{L^2}.
\]
On the other hand, by \[12\] Lemma 3, using assumption \((ii)\)
\[
||\eta - \nu(0)\delta_0||_{L^2} \geq \frac{1}{10} ||\eta||_{L^2}.
\]
Hence
\[
\frac{||\eta - \mathcal{A}^g(\mu_\Gamma)\eta||_{L^2}}{2||\eta||_{L^2}} \geq \frac{1}{2} \left( \frac{1}{7} - \frac{1}{350} \right) \geq \frac{7}{100}.
\]
Combined with \((A.4)\), this finishes the proof. \(\square\)

**Lemma A.4.** Let \(\Gamma \subset \text{SL}_d(\mathbb{F}_p)\) be a subgroup. Let \(\mu_0\) be a probability measure on \(\Gamma\) and \(\eta\) be a probability measure on \(\mathbb{F}_p^d\). Assume that

(i) the only \(\Gamma\)-orbit in \(\mathbb{F}_p^d\) of cardinality less than \(p\) is the singleton \(\{0\}\);
(ii) \(||L^g_0(\mu_0)|| \leq 2^{-3};\)
(iii) for every \(x \in \mathbb{F}_p^d\), \(\eta(x) \leq \frac{40}{47} ||\eta||_{L^2};\)
(iv) \(||\tilde{\eta}||_{L^2} \geq 19p^{-\frac{1}{2}}.\)

Then
\[
||\tilde{\mathcal{A}}^g(\mu_0)\tilde{\eta}||_{L^2} \leq 2^{-2^{-34}} ||\tilde{\eta}||_{L^2}.
\]

**Proof.** Let \(\bar{\mu}_0\) denote the measure \(\forall \gamma \in \Gamma, \bar{\mu}_0(\gamma) = \mu_0(\gamma^{-1})\). We have
\[
||L^g_0(\bar{\mu}_0 * \mu_0)|| = ||L^g_0(\mu_0) * L^g_0(\mu_0)|| \leq ||L^g_0(\mu_0)||^2 \leq 2^{-10}
\]
where \(L^g_0(\mu_0)^*\) denotes the adjoint operator of \(L^g_0(\mu_0)\).
Note that \(L^g_0\) contains every nontrivial unitary irreducible representation of \(\Gamma\). Thus, for every nontrivial unitary irreducible representation \(\rho\) of \(\Gamma\),
\[
||\rho(\tilde{\mu}_0 * \mu_0)|| \leq 2^{-10},
\]
where \(|| \cdot ||\) denotes the operator norm subordinated to the norm on the Hilbert space of \(\rho\).
Decompose $\tilde{A}^0$ into $\tilde{A}^0 = \tilde{A}_1^0 \oplus \tilde{A}_2^0$ where $\tilde{A}_1^0$ is a sum of trivial representations and $\tilde{A}_2^0$ is a sum of nontrivial irreducible representations. In this decomposition, for every $h \in \Gamma$,

$$(\tilde{A}^0(h) - 1)\tilde{A}^0(\mu_0 * \mu_0) = 0 \oplus (\tilde{A}_2^0(h) - 1)\tilde{A}_2^0(\mu_0 * \mu_0).$$

Thus, this operator has $L^2$-operator norm $\leq 2^{-9}$ and $L^\infty$-operator norm $\leq 2$. By the Riesz–Thorin interpolation theorem,

$$(A.5) \quad \| (\tilde{A}^0(h) - 1)\tilde{A}^0(\mu_0 * \mu_0) \|_{L^4} \leq 2^{-4}.$$ 

To lighten the notation, write $\varphi = \frac{\| \theta \|_{L^4}}{\| \varphi \|_{L^4}}$ so that $\varphi \in \hat{L}^4$ is a unit vector. By Lemma [A.3], there exists $h \in \Gamma$ such that

$$\| \tilde{A}^0(h)\varphi - \varphi \|_{L^4} \geq \frac{7}{100}.$$ 

We can write $\tilde{A}^0(h)\varphi - \varphi$ as

$$\tilde{A}^0(h)(\varphi - \tilde{A}^0(\mu_0 * \mu_0)\varphi) - (\varphi - \tilde{A}^0(\mu_0 * \mu_0)\varphi) - (\tilde{A}^0(h) - 1)\tilde{A}^0(\mu_0 * \mu_0)\varphi.$$ 

Hence, by the triangle inequality, the fact that $\tilde{A}^0(h)$ is an isometry of $\hat{L}^4$ and inequality (A.5),

$$\frac{7}{100} \leq 2\| \tilde{A}^0(\mu_0 * \mu_0)\varphi - \varphi \|_{L^4} + 2^{-4}.$$ 

It follows that

$$\| \tilde{A}^0(\mu_0 * \mu_0)\varphi - \varphi \|_{L^4} \geq \frac{3}{800}.$$ 

Remark again that $\tilde{A}^0(\gamma), \gamma \in \Gamma$ are isometries of $\hat{L}^4$. By the triangle inequality,

$$\| \tilde{A}^0(\mu_0 * \mu_0)\varphi - \varphi \|_{L^4} \leq \sum_{\gamma, \gamma' \in \Gamma} \mu_0(\gamma)\mu_0(\gamma')\| \tilde{A}^0(\gamma^{-1})\tilde{A}^0(\gamma')\varphi - \varphi \|_{L^4}$$

$$\quad = \sum_{\gamma, \gamma' \in \Gamma} \mu_0(\gamma)\mu_0(\gamma')\| \tilde{A}^0(\gamma)\varphi - \tilde{A}^0(\gamma')\varphi \|_{L^4}.$$ 

Also by the triangle inequality,

$$\| \tilde{A}^0(\mu_0)\varphi \|_{L^4} \leq \sum_{\gamma, \gamma' \in \Gamma} \mu_0(\gamma)\mu_0(\gamma')\| \frac{\tilde{A}^0(\gamma')\varphi + \tilde{A}^0(\gamma)\varphi}{2} \|_{L^4}.$$ 

By [12] Lemma 7, for every $\gamma, \gamma' \in \Gamma$,

$$\| \frac{\tilde{A}^0(\gamma')\varphi + \tilde{A}^0(\gamma)\varphi}{2} \|_{L^4} \leq \sqrt{1 - \frac{7}{16}}\| \tilde{A}^0(\gamma')\varphi - \tilde{A}^0(\gamma)\varphi \|_{L^4}.$$ 

Finally, by Jensen’s inequality (applied to $t \mapsto \sqrt{1 - \frac{7}{16}}t^4$), we obtain,

$$\| \tilde{A}^0(\mu_0)\varphi \|_{L^4} \leq \sqrt{1 - \frac{7}{16}}\frac{3^4}{800} \leq e^{-2 - 34}.$$ 

□

Proof of Proposition A.2 Given a probability measure $\eta$ on $\mathbb{F}_p^d$, we claim that

(A.6) either $\| \tilde{\eta} \|_{L^4} < 19p^{-\frac{1}{2}}$ or $\| \mathcal{A}(\mu)\eta \|_{L^4} \| \tilde{\eta} \|_{L^4} \leq e^{-2 - 34} \| \eta \|_{L^4} \| \tilde{\eta} \|_{L^4}$. 
On the one hand, if there exists \( x_0 \in \mathbb{F}_p^d \) such that \( \eta(x_0) > \frac{40}{11} \| \eta \|_{L^2} \), then
\[
\| A(\mu)\eta \|_{L^2} \leq \eta(x_0) \| A(\mu)\delta_{x_0} \|_{L^2} + \| \eta - \eta(x_0)\delta_{x_0} \|_{L^2}
\leq \frac{3}{4} \eta(x_0) + \sqrt{\| \eta \|_{L^2} - \eta(x_0)^2}
\leq e^{-2^{-n}} \| \eta \|_{L^2}.
\]

Otherwise, we have for every \( x \in \mathbb{F}_p^d \), \( \eta(x) \leq \frac{40}{11} \| \eta \|_{L^2} \). Observe that, from (A.1) and (A.2), we have
\[
\forall \varphi \in \hat{L}^2, \quad |\hat{A}(\mu)\varphi| \leq \hat{A}(\mu_0)|\varphi| \quad \text{pointwise.}
\]

Thus, by Lemma [A.4], either \( \| \tilde{\eta} \|_{\tilde{L}} \leq 19p^{-\frac{1}{2}} \), or
\[
\| \hat{A}(\mu)\tilde{\eta} \|_{\tilde{L}^4} = \| \hat{A}(\mu)\tilde{\eta} \|_{\tilde{L}^4} \leq \| \hat{A}(\mu_0)\tilde{\eta} \|_{\tilde{L}^4} \leq e^{-2^{-n}} \| \tilde{\eta} \|_{\tilde{L}^4}.
\]

This proves the claim (A.6).

Applying the claim to \( A(\mu)^k\eta \) for every \( k = 0, \ldots, \ell - 1 \), we obtain
\[
\text{either} \quad \| \hat{A}(\mu)^k\tilde{\eta} \|_{\tilde{L}^4} < 19p^{-\frac{1}{2}} \quad \text{or} \quad \| \hat{A}(\mu)^k\tilde{\eta} \|_{\tilde{L}^4} \leq e^{-2^{-n}} \| \tilde{\eta} \|_{\tilde{L}^4}.
\]

We get the desired estimate by recalling that
\[
\| \tilde{\eta} \|_{\tilde{L}^4} \leq \| \tilde{\eta} \|_{\tilde{L}^2} \leq 1, \quad \| \tilde{\eta} \|_{\tilde{L}^4} \leq 1,
\]

and
\[
\| \hat{A}(\mu)^k\tilde{\eta} \|_{\tilde{L}^4} \leq \| \hat{A}(\mu)^k\tilde{\eta} \|_{\tilde{L}^4} \leq \| \hat{A}(\mu)^k\tilde{\eta} \|_{\tilde{L}^4}.
\]

A.2. Proof of Proposition [A.1] Now we are going to prove Proposition [A.1].

Basically, we would like to use Proposition [A.2]. Let us check the three assumptions of Proposition [A.2].

First we have a lower bound on the size of \( \Gamma \)-orbits in \( \mathbb{F}_p^d \setminus \{0\} \).

Lemma A.5. Let \( \Gamma \) be a finitely generated subgroup of \( \text{SL}_d(\mathbb{Z}) \) which acts strongly irreducibly on \( \mathbb{Q}^d \). Then for all but finitely many primes \( p \), the only \( \Gamma \)-orbit in \( \mathbb{F}_p^d \) of order less than \( p \) is the singleton \( \{0\} \).

Proof. A group \( \Gamma \) acts strongly irreducibly on \( \mathbb{Q}^d \) if and only if the subalgebra of \( \text{End}(\mathbb{Q}^d) \) it generates acts strongly irreducibly on \( \mathbb{Q}^d \). This subalgebra is generated by a finite subset of \( \Gamma \). Thus we may assume, without loss of generality, that \( \Gamma \) is finitely generated.

Let \( \pi_p: \text{SL}_d(\mathbb{Z}) \to \text{SL}_d(\mathbb{F}_p) \) denote the reduction modulo \( p \) map. Let \( G \) be the Zariski closure of \( \Gamma \) in \( \text{SL}_d(\mathbb{Z}) \). It is a group scheme over \( \mathbb{Z} \). Its \( \mathbb{F}_p \)-points \( G(\mathbb{F}_p) \) form a subgroup of \( \text{SL}_d(\mathbb{F}_p) \). By Nori’s strong approximation theorem [13 Theorem 5.1], we have for all sufficiently large primes \( p \),
\[
G(\mathbb{F}_p)^+ \subset \pi_p(\Gamma) \subset G(\mathbb{F}_p),
\]
where \( G(\mathbb{F}_p)^+ \) denote the subgroup of \( G(\mathbb{F}_p) \) generated by its elements of order \( p \) (recall that, when \( p \geq d \), these elements are exactly the unipotent elements). Moreover, by [13 Remark 3.6], \( G(\mathbb{F}_p)^+ \) has order at most \( 2^{d-1} \) in \( G(\mathbb{F}_p) \). Put \( \ell = (2^{d-1})! \), so that given a nonzero point \( x \in \mathbb{F}_p^d \), either
\begin{enumerate}
  \item \( \pi_p(\Gamma) \) contains an element \( g \) of order \( p \) such that \( gx \neq x \), or
  \item \( x \) is fixed by \( G(\mathbb{F}_p)^+ \), and hence for all \( \gamma \in \Gamma \), \( \pi_p(\gamma)^\ell x = x \).
\end{enumerate}
If $|\{g\}x| \geq |\langle g \rangle x| \geq p$ which is what we want to establish. Hence it remains to show that the second case cannot happen only for finitely many primes.

First, we claim that the system of linear equations
\[(A.7)\quad \gamma^\ell y - y = 0, \quad \gamma \in \Gamma\]
does not have nonzero solution in $y \in \mathbb{Q}^d$. Indeed, it is easy to see that the space of solutions over $\mathbb{Q}$ to the system of equations $(A.7)$ is $\Gamma$-invariant, hence by strong irreducibility if there is even one non-zero solution this space has to equal to $\mathbb{Q}^d$. This implies that for any $\gamma \in \Gamma$, $\gamma^\ell = 1$, which in turn implies that $\Gamma \subset \text{SL}_d(\mathbb{Z})$ is finite, contradicting the strong irreducibility assumption.

Thus, we can extract from the system $(A.7)$ a subsystem consisting of $d$-equations and of nonzero determinant. Let $D$ denote the determinant. It is an integer depending only on $\Gamma$. If $p$ does not divide $D$, then the reduction modulo $p$ of the system $(A.7)$ does not admit nonzero solution in $\mathbb{F}_p^d$, i.e. the case (ii) does not happen. □

Then we need an initial decay in $L^2$. We use the notation $A$ introduced in the last subsection.

**Lemma A.6.** For any probability measure $\mu$ on $\text{SL}_d(\mathbb{F}_p) \rtimes \mathbb{F}_p^d$ and any $\epsilon > 0$, if
\[
\max_{x \in \mathbb{F}_p} \|A(\mu)\delta_x\|_{L^\infty} \leq 1 - \epsilon.
\]
Then for any integer $k \geq 1$,
\[
\max_{x \in \mathbb{F}_p} \|A(\mu)^k\delta_x\|_{L^\infty} \leq \frac{1}{2} + (1 - \epsilon)^k.
\]
In particular, if $k \geq 3\epsilon^{-1}$,
\[
\max_{x \in \mathbb{F}_p} \|A(\mu)^k\delta_x\|_{L^2} \leq \frac{3}{4}.
\]

**Proof.** This is contained in the proof of [12, Lemma 11]. □

To check the third assumption in Proposition A.2 we need the expansion in perfect groups due to Salehi-Golsefidy and Varjú.

Let $\mu_0$ be a probability measure on $\text{SL}_d(\mathbb{Z})$. Let $\Gamma$ denote the subgroup generated by the support of $\mu_0$. For a prime number $p$, let $\Gamma_p$ denote the congruence subgroup
\[\Gamma_p = \{ \gamma \in \Gamma \mid \gamma \equiv 1 \bmod p \} = \Gamma \cap \ker \pi_p,\]
where $\pi_p : \text{SL}_d(\mathbb{Z}) \to \text{SL}_d(\mathbb{F}_p)$ is the reduction modulo $p$ map. Let $\lambda^\Gamma_{\Gamma/p}$ denote the the quasi-regular representation of $\Gamma$ associated to the subgroup $\Gamma_p$. Finally let $\lambda^0_{\Gamma/p}$ be the subrepresentation of $\lambda^\Gamma_{\Gamma/p}$ obtained by restricting to the space of zero mean functions.

We will use the aforementioned expansion result in the following form.

**Theorem A.7** (Salehi-Golsefidy-Varjú [14, Theorem 1]). Assume that the Zariski closure of the group $\Gamma$ is semisimple. Then there exists $c = c(\mu_0) > 0$ such that for all but finitely many prime numbers $p$,
\[\|\lambda^0_{\Gamma/p}(\mu_0)\| \leq 1 - c.\]

In [14] this theorem is stated for the case where $\mu_0$ is the uniform probability measure on a finite symmetric generating set. The general case follows easily as it is explained in [11, §3.1].
Proof of Proposition A.3. Let \( p \) be a prime large enough so that the conclusion of Lemma A.5 holds.

By Lemma A.6 either there exists \( x \) and \( y \) such that
\[
\mu(\{g \in \text{SL}_d(\mathbb{F}_p) \times \mathbb{F}_p^d \mid gx = y\}) \geq 1 - \epsilon,
\]
in which case there is nothing to prove, or
\[
\max_{x \in \mathbb{F}_p} \|A(\mu^x)\delta_x\|_{L^2} \leq \frac{3}{4},
\]
for \( k \geq 3e^{-1} \). Assume that we are in the latter case.

Let \( \epsilon = c(\mu_0) > 0 \) be the constant from Theorem A.7. Then for \( k \geq 5e^{-1} \),
\[
\|\lambda_{\Gamma_p/\Gamma_p}^0(\mu_0^{x^k})\| \leq 2^{-5}.
\]
Note that, using the notation \( \mathcal{L}^0_{\Gamma_p} \) from the last subsection,
\[
\lambda_{\Gamma_p/\Gamma_p}^0 = \mathcal{L}^0_{\Gamma_p} \circ \pi_p.
\]
Thus, the assumptions of Proposition A.2 are satisfied for \( \mu^x \), with
\[
k = \lceil \max\{3e^{-1}, 5e^{-1}\} \rceil.
\]
We conclude that, for all \( \ell \geq 0 \)
\[
\max_{x \in \mathbb{F}_p} \|\mu^{x^k} \delta_x\|_{L^\infty} \leq \max\{19p^{-\frac{1}{4}}, e^{-2^{35}\ell}\}.
\]
Hence for all \( n \geq 1 \),
\[
\max_{x \in \mathbb{F}_p} \|\mu^{n^k} \delta_x\|_{L^\infty} \ll \max\{p^{-\frac{1}{4}}, e^{-n/C}\},
\]
where \( C = 2^{35}k \).

\[\square\]

A.3. Proof of Proposition 2.4. Proposition 2.4 is a strengthening of Proposition A.2 in that it tells us what happens when the group generated by \( \text{Supp}(\mu) \) has a fixed point: either the starting point is the fixed point in which case the random walk does not leave this point, or the starting point is not the fixed point in which case we still get an exponential decay in \( L^\infty \)-norm up to time \( \log(p) \).

First, we need a lemma.

Lemma A.8. Let \( S \) be a finite subset of \( \text{SL}_d(\mathbb{Z}) \) of cardinality at least 2. Assume that \( S \) preserves no nontrivial proper subspace in \( \mathbb{Q}^d \). Then for every large enough prime \( p \), for all \( x, y \in \mathbb{F}_p^d \), if for every \( g \in \Pi^d S, gx = y \) then \( x = y = 0 \).

Here, \( \Pi^d S \) denotes the set of products of \( d \) elements of \( S \).

Proof. Consider the system of linear equations in \((x, y)\)
\[
rx - y = 0, \quad g \in \Pi^d S,
\]
which makes sense over \( \mathbb{Q} \) and over \( \mathbb{F}_p \). If the system has full rank over \( \mathbb{Q} \), then it has full rank over \( \mathbb{F}_p \) for all large enough primes \( p \). Thus it suffices to show that this system admits no nonzero solution over \( \mathbb{Q} \).

Assume for a contradiction that \((x, y) \in \mathbb{Q}^d \times \mathbb{Q}^d \) is a nonzero solution, i.e. \( x \neq 0 \) and \((\Pi^d S)x = \{y\} \). It follows that for every \( k = 1, \ldots, d \), the set \((\Pi^d S)x\) is a singleton. Define \( x_0 = x \) and \( x_k \in \mathbb{Q}^d \) to be such that
\[
(\text{A.8}) \quad \forall k = 0, \ldots, d - 1, \quad \forall g \in S, \quad gx_k = x_{k+1}.
\]
The vectors \((x_0, \ldots, x_d)\) can not be linearly independent. Hence there exists \( k \in \{1, \ldots, d\} \) such that \( x_k \in \text{Span}(x_0, \ldots, x_{k-1}) \). If follows that \( S \) preserves the
nonzero subspace \( \text{Span}(x_0, \ldots, x_{k-1}) \). Hence \( k = d \) and \( (x_0, \ldots, x_{d-1}) \) is a basis of \( \mathbb{Q}^d \). In view of (A.3), this implies that \( S \) is a singleton, which contradicts our assumption. \( \square \)

Proof of Proposition 2.4. Let \((\Omega, \mathbb{P}), \gamma, u\) be as in the statement of the proposition. Let \( S = \gamma(\Omega) \). Observe that the subgroup generated by the elements of the product \( \Pi^{d+1} S \) has finite index in the subgroup generated by \( S \). Therefore, we can apply Proposition (A.1) to \( \mu_0 = (\gamma_* \mathbb{P})^{\ast (d+1)} \) with \( \epsilon = \min_{\omega \in \Omega} \mathbb{P}(\omega)^{d+1} \). We obtain that for any \( u: \Omega \rightarrow \mathbb{R}^d \), either
\[
\forall n \geq 1, \quad \max_{\omega, \epsilon \in \mathbb{R}^d} \mathbb{P}^{\otimes ((d+1)n)} \left\{ \omega \in \Omega \mid (\gamma, u)(\omega)x = y \right\} \leq C \max\{p^{-1/4}, e^{-\frac{\epsilon}{2}}\}
\]
for some \( C = C(\mu_0, \epsilon) \), in which case we are done, or there exist \( x_0, y_0 \in \mathbb{R}^d \) such that
\[
(\omega, \epsilon) \in \Omega^{d+1}, \quad (\gamma, u)(\omega)x_0 = y_0.
\]
In the latter case, we claim that \( x_0 \) must be a fixed point of \( (\gamma, u)(\Omega) \), provided that \( p \) is large enough. Indeed, if follows from (A.9) that there are \( x_1, x_2, x_{d+1} \in \mathbb{R}^d \) such that
\[
\forall \omega \in \Omega, \quad (\gamma, u)(\omega)x_0 = x_1
\]
and
\[
\forall \omega \in \Omega^d, \quad (\gamma, u)(\omega)x_0 = x_d \quad \text{and} \quad (\gamma, u)(\omega)x_1 = x_{d+1}.
\]
Subtracting the last two equalities we obtain,
\[
\forall g \in \Pi^d S, \quad g(x_1 - x_0) = x_{d+1} - x_d.
\]
By Lemma (A.8) if \( p \) is sufficiently large, \( x_0 = x_1 \) proving the claim. Moreover, by Lemma (A.8) again, we know that this fixed point is unique.

It remains to prove that for \( x \in \mathbb{R}^d \setminus \{x_0\} \) and \( y \in \mathbb{R}^d \),
\[
(\forall n \geq 1) \quad \mathbb{P}^{\otimes n} \left\{ \omega \in \Omega \mid (\gamma, u)(\omega)x = y \right\} \leq C \max\{p^{-1/4}, e^{-\frac{\epsilon}{2}}\}
\]
for some \( C = C(\gamma_* \mathbb{P}) \). Indeed, after conjugating by the translation by \( x_0 \), we may assume \( x_0 = 0 \) and \( u = 0 \), i.e. the random walk on \( \mathbb{R}^d \) is linear, induced by the reduction modulo \( p \) of \( \gamma_* \mathbb{P} \). Then the estimate (A.10) follows immediately from the spectral gap (Theorem (A.7)) and the fact (Lemma (A.5)) that the \( \Gamma \)-orbit of \( x \) has cardinality at least \( p \). \( \square \)
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