CORONA SOLUTIONS DEPENDING SMOOTHLY ON CORONA DATA
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Abstract. In this note we show that if the Corona data depends continuously (smoothly) on a parameter, the solutions of the corresponding Bezout equations can be chosen to have the same smoothness in the parameter.

1. Introduction and Main Results

1.1. Background. Let $H^\infty := H^\infty(\mathbb{D})$ denote the collection of all bounded analytic functions on the unit disc $\mathbb{D}$. The classical Carleson Corona Theorem, see [1], states that if functions $f_j \in H^\infty$ are such that $\sum_{j=1}^N |f_j|^2 \geq \delta^2 > 0$, then there exists functions $g_j \in H^\infty$ such that $\sum_{j=1}^N g_j f_j = 1$. This is equivalent to the fact that the unit disc $\mathbb{D}$ is dense in the maximal ideal space of the algebra $H^\infty$, but the importance of the Corona Theorem goes much beyond the theory of maximal ideals of $H^\infty$. The Corona Theorem, and especially its generalization, the so called Matrix (Operator) Corona Theorem play an important role in operator theory (such as the angles between invariant subspaces, unconditionally convergent spectral decompositions, computation of spectrum, etc.).

The Vector Valued Corona Theorem says that if $f = (f_k)_{k=1}^\infty \in H_{\ell^2}^\infty$ is a bounded analytic function whose values are in $\ell^2$ such that

\[(C) \quad 1 \geq \sum_{k=1}^\infty |f_k(z)|^2 \geq \delta^2 > 0, \quad \forall z \in \mathbb{D},\]

then there exists $g \in H_{\ell^2}^\infty$ solving the Bezout equation,

\[(B) \quad g^T(z)f(z) := \sum_{k=1}^\infty g_k(z)f_k(z) \equiv 1 \quad \forall z \in \mathbb{D}.\]

Moreover, the function $g$ can be chosen to satisfy (for $\delta \leq 1/2$)

\[(1.1) \quad \|g(z)\|_{\ell^2} \leq C \frac{1}{\delta^2} \log \frac{1}{\delta} \quad \forall z \in \mathbb{D},\]

with $C$ an absolute constant. Note also that the above condition $(C)$ is necessary for the existence of the function $g$ appearing in $(B)$. Condition $(C)$ is usually called the Carleson Corona Condition (or simply the Corona Condition). Condition $(B)$ is named so after the Bezout equation.

The main result of this paper is that if the Corona data $f$ depends smoothly on a parameter $s$, then one can find a solution $g$ also depending smoothly on the parameter $s$.
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1.2. Preliminaries. To give the precise statements we need to introduce some notation.

1.2.1. Function spaces $C^r(K; H^\infty)$ and $H^\infty(C^r(K))$. Let $K$ be a compact Hausdorff space. We say that a function $f : \mathbb{D} \times K \to \mathbb{C}$ belongs to $C(K; H^\infty)$ if $f(\cdot, s) \in H^\infty$ for any $s \in K$ and the function $s \mapsto f(\cdot, s)$ is a continuous function on $K$ (with values in the Banach space $H^\infty$). Since $K$ is compact, the above continuity simply means that the function $f$ is uniformly continuous in the variable $s \in K$ on $\mathbb{D} \times K$. Thus the space $C(K; H^\infty)$ can be identified with the space of functions $f : \mathbb{D} \times K \to \mathbb{C}$ which are analytic in the variable $z \in \mathbb{D}$ and uniformly continuous on $\mathbb{D} \times K$ in the variable $s \in K$. In other words, for any $\varepsilon > 0$ there exists $\delta > 0$ that for all $z \in \mathbb{D}$ and for all $s, s' \in K$ the inequality $|f(z, s) - f(z, s')| < \varepsilon$ holds whenever $|s - s'| < \delta$.

We can also define the space $H^\infty(C(K))$ as the space of functions $f : \mathbb{D} \times K \to \mathbb{C}$ such that the function $z \mapsto f(z, \cdot)$ is a bounded analytic function with values in $C(K)$. Since for functions with values in a Banach space weak and strong analyticity coincide, see for example [3, Theorem 3.11.4], the space $H^\infty(C(K))$ can be identified with the collection of bounded functions $f : \mathbb{D} \times K \to \mathbb{C}$ which are analytic in the variable $z \in \mathbb{D}$ and continuous in the variable $s \in K$.

If $K$ has a smooth structure, for example if $K$ is a compact subset of $\mathbb{R}^d$ or a smooth manifold such that $K = \text{Clos} \ (\text{Int} \ K)$, we can define smooth versions of these function spaces. The spaces $C^r(K; H^\infty)$, $r \in \mathbb{N} \cup \infty$ is the space of functions $f : \mathbb{D} \times K \to \mathbb{C}$ such that the vector-valued function $s \mapsto f(\cdot, s) \in H^\infty$ has all its partial derivatives (in the strong sense) up to order $r$ existing on $\text{Int} \ K$ and are continuous up to the boundary. We will identify the function with the derivative of order 0, so the function itself is continuous up to the boundary. Similarly, one can say that $C^r(H^\infty)$ consists of functions $f : \mathbb{D} \times K \to \mathbb{C}$ which are analytic in the variable $z \in \mathbb{D}$ and all the partial derivatives in the variable $s \in K$ up to order $r$ exist and are uniformly continuous in $s$ on $\mathbb{D} \times \text{Int} \ K$.

We will also consider vector-valued versions $C^r(K; H^\infty_\ell^2)$ of these spaces, consisting of all functions $f : \mathbb{D} \times K \to \ell^2$ such that the function $s \mapsto f(\cdot, s)$ is a $C^r$ function with values in the vector-valued space $H^\infty_\ell^2$, i.e. $H^\infty$ with values in $\ell^2$.

We can also define the space of functions $H^\infty(\mathbb{D} \times K)$, which is the space of functions $f : \mathbb{D} \times K \to \mathbb{C}$ which are analytic in the variable $z \in \mathbb{D}$ and such that all partial derivatives in $s$ up to the order $r$ exist on $\mathbb{D} \times \text{Int} \ K$, are continuous and bounded there, and for all $z \in \mathbb{D}$ extend continuously to the boundary of $K$. Again, in a similar manner, we also consider the vector-valued version $H^\infty(C^r_\ell^2(K))$ of such spaces, consisting of all functions $f : \mathbb{D} \times K \to \ell^2$ such that the function $z \mapsto f(z, \cdot)$ is a bounded analytic function with values in the vector-valued space $C^r_\ell^2(K)$, i.e., $C^r(K)$ with values in $\ell^2$.

Note, that the only difference between the spaces $C^r(K; H^\infty)$ and $H^\infty(C^r(K))$ is that in the former we require the uniform continuity in $s$ on $\mathbb{D} \times K$ of the derivatives in $s$ of order $r$, and in the latter not.

1.2.2. Domains with uniformly continuous path metric. For an open connected subset $\Omega$ of a smooth manifold in addition to the metric $\rho$ inherited from the manifold we can define the path metric $\rho_p(x, y)$ as the infimum of the lengths of the paths in $\Omega$ connecting $x$ and $y$. Clearly $\rho \leq \rho_p$, and $\rho_p$ is continuous with respect to $\rho$.

We are interested in domains where the path metric is uniformly continuous, because for such domains $H^\infty(C^r(K)) \subseteq C^{r-1}(K; H^\infty)$. An example of a domain with uniformly continuous path metric is the so-called weakly uniform domains. We say that a domain $\Omega$
(in $\mathbb{R}^d$ or in a smooth manifold) is \textit{weakly uniform} if there exists $M < \infty$ such that any two points $x_1, x_2 \in \Omega$ can be connected by a smooth path in $\Omega$ of length at most $M \dist(x_1, x_2)$. For example, a bounded domain with a smooth boundary is definitely a weakly uniform domain. If $\Int K$ is a weakly uniform domain, then an easy application of the Mean Value Theorem shows that $H^\infty (C^r(K)) \subset C^{r-1} (K; H^\infty)$.

1.3. **Main Results.** The first theorem gives us smooth dependence of the solution of the Corona Bezout equation on a parameter. If $r \geq 1$ we assume that $K$ is a compact subset of $\mathbb{R}^d$ or of a smooth manifold, such that $K = \Clos (\Int K)$. For $r = 0$ we only assume that $K$ is a compact Hausdorff space.

**Theorem 1.1.** Let $r \in \mathbb{Z}_+$ and let $f = (f_k)_{k=1}^\infty \in C^r \left( K; H^\infty_{\ell^2} \right)$ be such that

$$1 \geq \sum_{k=1}^\infty |f_k(z, s)|^2 \geq \delta^2 > 0 \quad \forall (z, s) \in \mathbb{D} \times K.$$  

Then there exist $g = (g_k)_{k=1}^\infty \in C^r \left( K; H^\infty_{\ell^2} \right)$ such that

$$g^T(z, s)f(z, s) := \sum_{k=1}^\infty f_k(z, s)g_k(z, s) \equiv 1 \quad \forall (z, s) \in \mathbb{D} \times K.$$  

Moreover,

\begin{equation}
(1.2) \quad \|g(z, s)\|_{\ell^2} := \left( \sum_{k=1}^\infty |g_k(z, s)|^2 \right)^{1/2} \leq 2C(\delta) < \infty, \end{equation}

where $C(\delta)$ is the estimate in the Corona Theorem for $H^\infty$, and

\begin{equation}
(1.3) \quad \|g\|_{C^\alpha(K; H^\infty_{\ell^2})} \leq C \left( \alpha, \omega_f^{-1}\left(\frac{1}{2C(\delta)}\right), K \right) \|f\|_{C^\alpha(K; H^\infty_{\ell^2})} \quad \forall \alpha \in \mathbb{Z}_+, \alpha \leq r; 
\end{equation}

here $\omega_f$ is the modulus of continuity of $f$, and $\omega_f^{-1}$ is its inverse.

Note that for $r = 0$ the estimate (1.3) is superfluous since it follows immediately from (1.2).

The next theorem can be interpreted as the Corona Theorem for the algebra $H^\infty (C^r(K))$, $r \geq 1$. We assume here that $K$ is a subset of a smooth manifold, $K = \Clos (\Int K)$ such that the path metric on $K$ is uniformly continuous (with the respect to the metric inherited from the manifold).

**Theorem 1.2.** Let $r \in \mathbb{N} \cup \infty$ and let $f = (f_k)_{k=1}^\infty \in H^\infty \left( C^r_{\ell^2}(K) \right)$ be such that

$$1 \geq \sum_{k=1}^\infty |f_k(z, s)|^2 \geq \delta^2 > 0 \quad \forall (z, s) \in \mathbb{D} \times K.$$  

Then there exist $g = (g_k)_{k=1}^\infty \in H^\infty \left( C^r_{\ell^2}(K) \right)$ such that

$$g^T(z, s)f(z, s) := \sum_{k=1}^\infty f_k(z, s)g_k(z, s) \equiv 1 \quad \forall (z, s) \in \mathbb{D} \times K.$$  

Moreover,

\begin{equation}
(1.4) \quad \|g(z, s)\|_{\ell^2} \leq 2C(\delta) < \infty \quad \forall (z, s) \in \mathbb{D} \times K, \end{equation}
where $C(\delta)$ is the estimate in the Corona Theorem for $H^\infty$, and
\begin{equation}
\|g\|_{H^\infty(C^\alpha(K))} \leq C\left(\delta, \alpha, K, \|f\|_{C^\alpha(K)}\right) \|f\|_{H^\infty(C^\alpha(K))} \quad \forall \alpha \in \mathbb{Z}_+, \alpha \leq r.
\end{equation}

2. The Proofs

**Proof of Theorem 1.1.** Let $f$ and $g$ be the column vectors with entries $f_k$ and $g_k$ respectively. By the Carleson Corona Theorem for infinitely many functions there exists a constant $C(\delta)$ such that for any $f \in H^\infty_{\ell^2}$ satisfying
\begin{equation}
1 \geq |f(z)| \geq \delta > 0 \quad \forall z \in \mathbb{D},
\end{equation}
there exists $g \in H^\infty_{\ell^2}$, $\|g\|_{H^\infty_{\ell^2}} \leq C(\delta)$ such that $g^T(z)f(z) \equiv 1$ for all $z \in \mathbb{D}$.

Here is the main idea of how the proof will proceed. We will use this above for each function $f(\cdot, s)$. However, since $s \mapsto f(\cdot, s)$ is continuous we will be able to construct a perturbation of the solutions that remains close to 1 on some open neighborhood. Then, using a partition of unity argument, we can construct the desired function, which is again close to 1, but now for all $s$ and all $z$.

Since $s \mapsto f(\cdot, s)$ is continuous, for each point $s \in K$ let $U_s$ be a neighborhood of $s$ such that for all $s' \in U_s$
\begin{equation}
\|f(\cdot, s) - f(\cdot, s')\|_{H^\infty_{\ell^2}} \leq \frac{1}{2C(\delta)}.
\end{equation}
If $g_s(\cdot) \in H^\infty_{\ell^2}$ solves the Bezout equation $g_s^T(\cdot)f(\cdot, s) \equiv 1$ satisfying $\|g_s(\cdot)\|_{H^\infty_{\ell^2}} \leq C(\delta)$, then clearly for $s' \in U_s$
\begin{equation}
\|1 - g_s^T(\cdot)f(\cdot, s')\|_{H^\infty} \leq \frac{1}{2}.
\end{equation}

Since, by assumption, $K$ is compact, we can take a finite cover $U_k := U_{s_k}$, $k = 1, 2, \ldots, N$ such that $K \subset \bigcup_{k=1}^N U_k$, and let $\eta_k$ be a partition of unity subordinated to this covering. This means that $0 \leq \eta_k \leq 1$, supp $\eta_k \subset U_k$ and $\sum_{k=1}^N \eta_k(s) = 1$. Note, that if $K$ has a smooth structure then one can take $\eta_k \in C^\infty(K)$. Moreover, it is possible to construct a subcover $U_k$ and the $C^\infty(K)$ partition of unity $\eta_k$ such that for all $\alpha \in \mathbb{N}$,
\begin{equation}
\sum_{k=1}^N \|\eta_k\|_{C^\alpha(K)} \leq C\left(\alpha, \omega_f\left(\frac{1}{2C(\delta)}\right), K\right).
\end{equation}

For each $k$ let $g_{sk}(\cdot)$ be a solution of the Bezout equation
\begin{equation*}
g_{sk}^T(\cdot)f(\cdot, s_k) \equiv 1
\end{equation*}
satisfying $\|g_{sk}(\cdot)\|_{H^\infty_{\ell^2}} \leq C(\delta)$. Define
\begin{equation*}
\tilde{g}(z, s) := \sum_{k=1}^N \eta_k(s)g_{sk}(z).
\end{equation*}
Then (2.1) clearly implies that for all $s' \in K$
\begin{equation}
\|1 - \tilde{g}^T(\cdot, s')f(\cdot, s')\|_{H^\infty} \leq \frac{1}{2}.
\end{equation}
Indeed, for \( k \) such that \( \eta_k(s') > 0 \) we have \( s' \in U_{s_k} \); so the estimate (2.1) holds for \( s = s_k \). But for any \( s' \) the function \( \tilde{g}(\cdot, s') \) is a convex combination of such \( g_{s_k}(\cdot) \), so we get (2.3) as a convex combination of estimates (2.1).

Inequality (2.3) implies that the (scalar) function \( \tilde{g}^T(\cdot, s')f(\cdot, s') \) is invertible in \( H^\infty \) and that \( \| (\tilde{g}^T(\cdot, s')f(\cdot, s'))^{-1} \|_{H^\infty} \leq 2 \). Therefore the function \( g := (\tilde{g}^T f)^{-1}\tilde{g} \) solves the Bezout equation \( \tilde{g}^T f \equiv 1 \) and satisfies (1.2). Computing the derivatives of \( g \) in \( s \) and taking into account (2.2) we easily get (1.3).

\[ \square \]

**Proof of Theorem 1.2.** As we mentioned above in Section 1.2.2, if the path metric \( \rho_p \) is uniformly continuous then

\[ H^\infty \left( C^r(K) \right) \subset C^{r-1}(K; H^\infty), \]

and the same for the \( \ell^2 \)-valued case. In particular, \( H^\infty \left( C^r_\ell(K) \right) \subset C(K; \ell^2_{\infty}) \) for all \( r \geq 1 \).

Since \( s \mapsto f(\cdot, s) \) is continuous, we can construct the partition of unity \( \eta_k \) as in the proof of Theorem 1.1 above. Note that if the path metric \( \rho_p \) is uniformly continuous, the modulus of continuity \( \omega_f \) can be estimated via the modulus of continuity of \( \rho_p \) and

\[ \omega_f \left( \frac{1}{2C(\delta)} \right) \leq \omega_{\rho_p} \left( \frac{1}{2C(\delta)} \right) \| f \|_{C^1_\ell}, \]

where \( \omega_{\rho_p} \) is the modulus of continuity of \( \rho_p \). The rest follows as in the proof of Theorem 1.1.

\[ \square \]

### 3. Some Remarks

The method of the proof allows us to get smooth dependence on the parameter for the Corona type problems in very general situations, like in the matrix and operator Corona Problem, as well as in the Corona Problem for multipliers of the reproducing kernel Hilbert spaces. Below, we state some sample results. The proofs are similar to what was presented in Section 2 and are left as an exercise for the reader.

Let \( X \) and \( Y \) be Banach spaces, and let \( \mathfrak{A} = \mathfrak{A}(\Omega; B(X, Y)) \) and \( \mathfrak{B} = \mathfrak{B}(\Omega; B(Y, X)) \) be some Banach spaces of functions on some set \( \Omega \) with values in \( B(X, Y) \) (the space of bounded operators from \( X \) to \( Y \)) and in \( B(Y, X) \) respectively.

As in Section 1.2 we can introduce the spaces \( C^r(K; \mathfrak{A}) \), \( C^r(K; \mathfrak{B}) \), where \( K \) is a compact set. The space \( C^r(K; \mathfrak{A}) \) consists of all functions \( f : \Omega \times K \rightarrow B(X, Y) \) such that the function \( s \mapsto f(\cdot, s) \) is an \( r \) times continuously differentiable function on \( K \), and similarly for \( C^r(K; \mathfrak{B}) \). As in Section 1.2 we assume that \( K \) is a Hausdorff compact space if \( r = 0 \), and if \( r \geq 1 \) we assume that \( K \) is a compact subset of a smooth manifold such that \( K = \text{Clos} \left( \text{Int} \ K \right) \).

We also assume that \( \mathfrak{B} \mathfrak{A} \mathfrak{B} \subset \mathfrak{B} \), i.e., that \( \mathfrak{B} \mathfrak{A} \) belongs to the multiplier algebra of \( \mathfrak{B} \). This implies that for \( f \in \mathfrak{A} \) and \( g, h \in \mathfrak{B} \)

\[ \| gfh \|_{\mathfrak{B}} \leq C(\mathfrak{A}, \mathfrak{B}) \| g \|_{\mathfrak{B}} \| f \|_{\mathfrak{A}} \| h \|_{\mathfrak{B}}. \]

A typical example here would be multiplier spaces of (vector-valued) function spaces. Let for example \( \mathcal{X} \) and \( \mathcal{Y} \) be spaces of functions on \( \Omega \) with values in \( X \) and \( Y \) respectively. Define \( \mathfrak{A} \) and \( \mathfrak{B} \) as the multiplier function spaces between \( \mathcal{X} \) and \( \mathcal{Y} \). Namely, \( \mathfrak{A} \) is the space of operator-valued functions \( \varphi : \Omega \rightarrow B(X, Y) \) such that the map \( f \mapsto \varphi f \) is a bounded operator from \( \mathcal{X} \) to \( \mathcal{Y} \); similarly, the space \( \mathfrak{B} \) will be the collection of functions \( \varphi : \Omega \rightarrow B(Y, X) \) such that the map \( f \mapsto \varphi f \) is a bounded operator from \( \mathcal{Y} \) to \( \mathcal{X} \).
For a concrete example, if \( X = H^2(X) \) and \( Y = H^2(Y) \) then \( \mathfrak{A} = H^\infty(B(X,Y)) \) and \( \mathfrak{B} = H^\infty(B(Y,X)) \) and we are in the situation of the operator corona. This situation with \( X = \ell^2 \) and \( Y = \mathbb{C} \) gives us the settings of Theorem 1.1. Another example would be the spaces of multipliers of Bergman or Dirichlet type spaces (in the disc or more general domains in \( \mathbb{C} \) or \( \mathbb{C}^n \)). But in general we do not need to assume that the spaces \( \mathfrak{A} \) and \( \mathfrak{B} \) are multiplier spaces.

**Theorem 3.1.** Under the above assumptions, let \( f \in C^r(K; \mathfrak{A}) \) be such that \( \|f(\cdot, s)\|_{\mathfrak{A}} \leq 1 \) for all \( s \in K \). Suppose that for all \( s \in K \) there exists \( g_s \in \mathfrak{B} \) such that

\[
g_s(z) f(z, s) \equiv I \quad \forall z \in \Omega, \quad \|g_s\|_{\mathfrak{B}} \leq C_0.
\]

Then there exists \( g \in C^r(K; \mathfrak{A}) \) such that

\[
g(z, s) f(z, s) \equiv I \quad \forall (z, s) \in \Omega \times K, \quad \text{and} \quad \|g(\cdot, s)\|_{\mathfrak{A}} \leq 2C_0.
\]

Moreover, for all \( \alpha \in \mathbb{Z}_+ \), \( \alpha \leq r \) we have the estimate

\[
\|g\|_{C^\alpha(K; \mathfrak{B})} \leq C \left( \alpha, \omega_f^{-1} \left( \frac{1}{2C_0 C(\mathfrak{A}, \mathfrak{B})} \right), K \right) \|f\|_{C^\alpha(K, \mathfrak{B})}.
\]

Here, again, \( \omega_f \) is the modulus of continuity of \( f \) and \( C(\mathfrak{A}, \mathfrak{B}) \) is the constant from (3.1).

**Remark.** Note that in the above theorem we do not assume any kind of “Corona Theorem” for the spaces \( \mathfrak{A} \) and \( \mathfrak{B} \); we just postulate the solvability of the Bezout equations for each \( s \in K \).

The proof of Theorem 3.1 goes along the lines of the proof of Theorem 1.1. We construct a cover \( U_s, s \in K \) of \( K \) such that

\[
\|f(\cdot, s) - f(\cdot, s')\|_{\mathfrak{A}} \leq \frac{1}{2C_0 C(\mathfrak{A}, \mathfrak{B})} \quad \forall s' \in U_s,
\]

take a finite subcover and construct a partition of unity \( \eta_k = \eta_{s_k} \), then finally construct the function \( \tilde{g} \), etc.

Estimate (3.1) implies that instead of (2.3) we have the estimate

\[
\|I - \tilde{g}(\cdot, s') f(\cdot, s')\|_{\mathcal{M}(\mathfrak{A})} \leq \frac{1}{2},
\]

where \( \mathcal{M}(\mathfrak{A}) \) is the (left) multiplier algebra of \( \mathfrak{A} \). But that implies that

\[
\| (\tilde{g}(\cdot, s') f(\cdot, s'))^{-1} \|_{\mathcal{M}(\mathfrak{A})} \leq 2
\]

so all the estimates in Theorem 3.1 follow.
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