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Abstract—Threshold based models have been widely used in characterizing collective behavior on social networks. An individual’s threshold indicates the minimum level of “influence” that must be exerted, by other members of the population engaged in some activity, before the individual will join the activity. In this work, we begin with a homogeneous version of the Linear Threshold model proposed by Kempe et al. in the context of viral marketing, and generalize this model to arbitrary threshold distributions. We show that the evolution can be modeled as a discrete time Markov chain, and, by using a certain scaling, we obtain a fluid limit that provides an ordinary differential equation model (o.d.e.). We find that the threshold distribution appears in the o.d.e. via its hazard rate function. We demonstrate the accuracy of the o.d.e. approximation and derive explicit expressions for the trajectory of influence under the uniform threshold distribution. Also, for an exponentially distributed threshold, we show that the fluid dynamics are equivalent to the well-known SIR model in epidemiology. We also numerically study how other hazard functions (obtained from the Weibull and loglogistic distributions) provide qualitative different characteristics of the influence evolution, compared to traditional epidemic models, even in a homogeneous setting. We finally show how the model can be extended to a setting with multiple communities and conclude with possible future directions.
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I. INTRODUCTION

Social networks play a fundamental role in the spread of information, ideas and influence among its members. The study of influence spread as a stochastic process has been of interest to sociologists for several decades [2]. Such diffusion processes have been used to characterize collective behavior [3], adoption of innovations [4], etc. among a population of users. Similar models have also been developed independently in other domains to study epidemics [6], synchronization in biological systems [7], etc.

Online social networks such as Facebook, and Twitter, with their widespread adoption, have enabled information spread on a scale heretofore unimaginable. A significant fraction of online traffic comprises user-generated content on platforms such as Wordpress (text), Flickr (images), YouTube (videos), etc. In most such platforms, we see that users can obtain information on the global popularity of an item of content, for instance the number of views for a YouTube video. Global metrics such as viewcount provide a crude signal to the user about the quality of the content. Given the limited attention span and vast quantity of content available on the Internet, the tendency of a particular user to view a video or read an article increases with the number of people who have already viewed/read it. Hence a YouTube video with many views or a news article with many “Likes” on Facebook is more likely to be accessed than others. The understanding and prediction of popularity evolution [8], of such content is crucial to the content provider for (i) choosing appropriate content caching strategies for quick delivery (ii) deploying better advertisement mechanisms for increased monetization.

Related Work: Threshold models are well established for modeling the evolution of popularity in human populations. Everett [4] explored the adoption of innovations, employing examples from rural sociology, and noted the diversity in people’s propensity to adopt an innovation. He categorized them into various adopter groups (see Figure 1) in what is now known as the Everett’s bell curve [4]. It is used to represent the process of adoption of a new product over time. Under the threshold interpretation, users in the rightmost class (innovators) can be interpreted as having the least threshold to adopt an innovation, and the ones in the leftmost class (laggards) as having the highest threshold (and hence least susceptible).

Granovetter, in his seminal work [4] on collective behavior, aimed to use threshold distributions to model the spread of binary decisions among a group of rational agents, for instance during riots, voting, etc. Using his model, he calculated the equilibrium, i.e., steady state split of the population (between the binary decisions) given the threshold distribution, and also considered the stability of such equilibria. Valente [5] further refined this approach to threshold phenomena based on personal networks (local neighbourhood of an individual) as against whole social systems, and empirically studied datasets on the adoption of medical and rural innovation.

Domingos and Richardson [10] studied influence spread in the context of viral marketing, and they posed the algorithmic question of maximizing the spread of influence, given the underlying social influence network. Kempe et al. continued the algorithmic approach in [1], where

1Everett’s use of the term “bell curve”, is not be taken to imply that the thresholds are normally distributed.
they studied the influence maximization problem under two different activation models (Linear Threshold model and the Independent Cascade model). They proved the submodularity of the influence function (i.e., the set valued function that maps the initial “seed” set of adopters to the final set), and provided greedy approximation algorithms to maximize influence spread under the linear threshold model. Recently, in the context of user-generated content on the Internet, game theoretic analysis has shown that threshold based policies could emerge as equilibria when user’s seek to maximize their utility (based on the perceived quality of the content) [11].

**Missing Link:** Our work in this paper is inspired by the earlier efforts to employ a threshold model for the propensity of a user to be influenced by others in the population [1] [3]. We will now discuss certain modeling details in these two important models of threshold based spread of influence, to motivate our work. Granovetter [3], rooted in sociology, considered general influence threshold distributions, and characterized the spread of influence by a simple difference equation. For instance, if the threshold is distributed with c.d.f. $F(\cdot)$, letting $r(t)$ denote the number of influenced individuals at time $t$, the evolution is described by the difference equation

$$r(t+1) = F(r(t)) \quad (1)$$

and thus, the equilibrium outcome is a fixed point of Equation (1) (see Figure 2). This approach provides an explicit dynamics of influence spread, and characterizes the fraction of the population that is eventually influenced. Though the analysis seems reasonable at first glance, careful inspection reveals that the implied system dynamics will involve nodes resampling their thresholds at every timestep. One should note that the threshold distribution is introduced to capture

the variation in the unknown norms/preferences of the individuals in the population, but once sampled, they should remain unaltered during the process. Also, in Equation (1) there is no distinction between nodes that are already active and the nodes that are still susceptible to influence. This contradicts the assumption that the spread of influence is progressive (where nodes once influenced will remain active until the end of the process).

On the other hand, Kempe et al. [1] assumed a uniform distribution for the influence threshold, and focused on the algorithmic problem of selecting an initial seed set (of a given size) so as to maximize the final influenced set. Although, the model has progressive spread dynamics, the evolution itself was not a primary concern in [1]. It was explicitly noted that the thresholds need to be sampled only once at the beginning of the process.

Finally, for the uniform distribution of threshold (as assumed throughout in [1]), Equation (1) does not yield any useful insight, i.e., it does not predict a spread of influence.

Thus, although both Granovetter [3] and Kempe at al. [1] work with influence threshold distributions, the dynamics of the influence process are quite different. Further, although Kempe et al. work only with uniformly distributed threshold, Granovetter permits more general threshold distributions. The point of departure of our work is to adopt the idea of general threshold distributions from [3], while retaining the more natural model of sampling each individual’s threshold just once in the beginning, and of the progressive spread of influence from [1].

**Our Contributions:** We adopt a fluid limit approach for analytically characterizing the dynamics of the spread of influence in the Linear Threshold model, with general...
threshold distributions. In order to do this, in Section III we propose a homogeneous version of the Linear Threshold model called the Homogeneous Influence Linear Threshold (HILT) model, with arbitrary threshold distribution. In Section III we characterize the evolution of influence in the HILT model as a Markov process, and using Kurtz’s theorem [12], we derive a system of ordinary differential equations (o.d.e.). We provide simulation results that show that the o.d.e. approximates the original process fairly well for large values of $N$, the population size. In Section IV we explicitly solve the o.d.e. for the uniform threshold distribution thus providing an explicit characterization of the evolution of influence in the model of Kempe et al. [1]. We also provide an analytical expression for the terminal spread of influence and use it to address some optimization problems (Section V).

We note that the threshold distribution features in the o.d.e. via the hazard function [13], commonly used in survival/failure analysis. To the best of our knowledge, this is the first work that incorporates the hazard function to characterize variation among the individuals in an epidemic model. The variation of risk as an epidemic progresses has been empirically observed in recent studies in veterinary medicine [14] which has highlighted the need to “consider possible differences in the risk of infection among subgroups in the population”.

We then proceed to study the effect of the threshold distribution in Section VI. We also note that under the exponential threshold distribution, the fluid dynamics of the HILT model is equivalent to that of the classic SIR model from epidemiology [15], thus providing another interesting link between the influence spread and epidemics literature. Finally, we also show that the analysis can be extended to a heterogeneous system with communities (Section VII), and conclude with some possible future directions.

Comment on Network Topology: It has been noted that network topology plays a crucial role in the spread of influence on a social network [16]. In this work, however, we consider only completely connected graphs, while deriving the fluid limit equations. While it is necessary to study the impact of degree distribution on the fluid dynamics, our primary focus is to provide the missing link between Kempe’s model [1] and Granovetter’s model [3], and thus do not discuss the effect of network topology in this paper.

II. Mathematical Model

We shall first introduce the network model described in Kempe et al. [1]. The social network is a weighted directed graph $\mathcal{N} = (V, E)$, where the edge weight $w_{i,j}$ gives a measure of influence of node $i$ on node $j$. The activation process (see Figure 4) begins with an initial set of active, infectious nodes $A_0 = D_0$ and takes place in discrete time steps. Each active node spreads its influence to each of its inactive neighbours. By the activation process, some of the neighbours become activated to be part of $D_1$, and can spread their influence in the next step. At the end of each step the population is partitioned into three sets of nodes: nodes that were just activated in that step $D_k$ (also referred to as infectious nodes), active nodes that have already exercised their influence $B_k = A_{k-1}$ and, hence, are no longer infectious, and the set of inactive nodes $\mathcal{N} \setminus A_k$. Note that $D_k \subseteq A_k$. The activation process stops at a random time $U$ when there are no more infectious nodes, i.e., $D_U = \emptyset$ and a terminal set $A_U$ is reached, from where the activation process cannot proceed further. We also assume that once a node has become active, it cannot become inactive (progressive case).

A. Linear Threshold model

An activation model describes how the infectious nodes cause the inactive nodes to become active (and infectious). There are two widely used activation models, namely, the Linear Threshold model and the Independent Cascade model, proposed in [1]. Our work in this paper begins with the Linear Threshold (LT) model. In the LT model, $\sum_{i \in A_{k-1}} w_{i,j} \leq 1$, i.e., the maximum possible influence on any node is bounded by 1 (see Figure 3). In this model, each node $j$ randomly chooses a threshold $\Theta_j$ from a uniform distribution $U[0,1]$, at the beginning. An inactive node, receives influence from all its active neighbours, and gets activated once the net received influence exceeds the chosen threshold. In other words, a node $j$ gets activated in step $k$ if, it had been inactive until step $k-1$, i.e. $j \notin A_{k-1}$, and

$$\sum_{i \in A_{k-1}} w_{i,j} \geq \Theta_j$$

B. HILT Network model

Consider the population to be a social network $\mathcal{N}$ of $N$ nodes where the graph is complete, and each edge carries the same weight. Also, let the thresholds $\Theta_j$ be chosen from an arbitrary threshold distribution with cumulative density function (c.d.f.) $F$. We call this the Homogeneous Influence...
to distinguish the active nodes that have exercised their influence, and the infectious nodes. Recall that, \( B(k) \) is the size of the subset of active nodes that \textit{have exercised their influence} by time \( k \), whereas \( D(k) \) is the size of the subset of active nodes at time \( k \) that \textit{have not yet had a chance to exert their influence} on the inactive nodes. It is easy to observe that \( (B(k), D(k)) \) is a discrete time Markov chain (DTMC) (see Appendix A). By definition,

\[
B(k+1) = B(k) + D(k)
\]

### A. A Scaled Markov Chain

In order to obtain an approximating o.d.e., we need to work with an appropriately scaled Markov process \((B^N(k), D^N(k))\), which can be thought of as evolving on a time scale \( N \) times faster than that of the original system. We can visualize this process as evolving over “minislots” of duration \( 1/N \), whereas the original process evolves at the epochs \( 0, 1, 2, \cdots \). Since this new process runs on a faster time scale, we need to slow down its dynamics. In each minislot, each node in \( D^N(k) \) decides to spread its influence with probability \( \frac{1}{N} \) or defer with probability \( 1 - \frac{1}{N} \). In the former case, it contributes its influence of \( \gamma \) and then moves to the set \( B^N(k+1) \), else it stays in \( D^N(k+1) \) set (see Figure 6). A similar scaling has been used in the context of the analysis of random multi-access algorithms by Bordenave et al. \cite{Bordenave}. The reason for such a scaling is explained in Appendix B where we contrast it with the traditional amplitude and time scaling. The evolution of this process can be written as follows:

\[
B^N(k+1) = B^N(k) + \frac{D^N(k)}{N} + Y^N(k+1)
\]
\[ D^N(k + 1) = \frac{N - 1}{N} D^N(k) + Z^N(k + 1) + \frac{F(\gamma(B^N(k) + \frac{D^N(k)}{N})) - F(\gamma(B^N(k))}{1 - F(\gamma(B^N(k))}(N - B^N(k) - D^N(k)) \]

where \( Y^N(k + 1) \) and \( Z^N(k + 1) \) are zero mean random variables.

Dividing the evolution equations by \( N \) (the number of nodes in the network) and defining \( \bar{B}^N(k) = \frac{B^N(k)}{N}, \bar{D}^N(k) = \frac{D^N(k)}{N} \), we can obtain the drifts for \( \bar{B}^N(k), \bar{D}^N(k) \) for the fraction of nodes in each state.

\[ \bar{B}^N(k + 1) = \bar{B}^N(k) + \frac{\bar{D}^N(k)}{N} + \bar{Y}^N(k + 1) \]
\[ \bar{D}^N(k + 1) = \frac{N - 1}{N} \bar{D}^N(k) + Z^N(k + 1) \]
\[ + \frac{F(\gamma(\bar{B}^N(k) + \frac{\bar{D}^N(k)}{N})) - F(\gamma(\bar{B}^N(k))}{1 - F(\gamma(\bar{B}^N(k))}(N - \bar{B}^N(k) - \bar{D}^N(k)) \]

Let \( f^N_1(\bar{B}^N(k), \bar{D}^N(k)) \) and \( f^N_2(\bar{B}^N(k), \bar{D}^N(k)) \) denote the mean drifts of \( \bar{B}^N(k), \bar{D}^N(k) \). Consider the limiting drift function of \( f^N_2(\cdot, \cdot) \) and observe that,

\[ \lim_{N \to \infty} N \left( \frac{F(x + \frac{y}{N}) - F(x)}{1 - F(x)} \right) = \lim_{N \to \infty} y \frac{F(x + \frac{y}{N}) - F(x)}{1 - F(x)} = \frac{y f(x)}{1 - F(x)} \]

Now consider \( f_1(b, d) = d \) and \( f_2(b, d) = \frac{f(\Gamma b) \Gamma d}{1 - F(\Gamma b)} (1 - b - d) - d \) and define,

\[ f(b, d) := \left( f_1(b, d), f_2(b, d) \right) \]

**Theorem 1:** Given the Markov process \((\bar{B}^N(k), \bar{D}^N(k))\), we have for each \( T > 0 \) and each \( \epsilon > 0 \),

\[ P \left( \sup_{0 \leq t \leq T} \left| (\bar{B}^N([Nt]), \bar{D}^N([Nt])) - (b(t), d(t)) \right| > \epsilon \right) \to 0 \]

where \((b(t), d(t))\) is the unique solution to the ODE,

\[ \dot{b} = d \]
\[ \dot{d} = \frac{f(\Gamma b) \Gamma d}{1 - F(\Gamma b)} (1 - b - d) - d \]

with initial conditions \((b(0) = 0, d(0) = a(0))\).

**Proof:** This is essentially an instance of Kurtz’s theorem [12]; Also see [18]. In Appendix C we provide the statement of Kurtz's theorem for our context, and the verify the necessary conditions to guarantee the convergence of the Markov processes to the fluid limit ODE.

**Remark:** We know that the hazard function corresponding to the c.d.f. \( F(x) \) is given by

\[ h_F(x) = \frac{f(x)}{1 - F(x)} \]

and hence the ODE becomes,

\[ \dot{b} = d \]
\[ \dot{d} = h_F(\Gamma b) \Gamma d (1 - b - d) - d \]

**B. Accuracy of the ODE approximation**

Figure 7 shows the convergence of the scaled process to the ODE with increasing network sizes \( N = 50, 100, 500, 1000 \) and for \( \Gamma = 0.9 \) and \( d_0 = 0.2 \). We observe that for \( N = 1000 \) the ODE approximates the scaled process fairly well.

As noted in Appendix B, the probabilistic scaling does not exactly replicate the original process. Hence, we have also compared the evolution of the original unscaled process for a fixed value of \( N = 1000 \), with the ODE approximation. The results are shown in Figure 8 where multiple sample paths of the original process (obtained by using different random number seeds) are plotted along with the (deterministic) ODE solution. We find that the ODE solution approximates the mean evolution of the original process well.
IV. UNIFORM THRESHOLD DISTRIBUTION

In this section, we will consider the o.d.e. approximations of the HILT process, under the uniform distribution threshold. The hazard function for uniform distribution given by \( h_r(x) = \frac{1}{1-x} \) and thus the system of o.d.e. becomes,

\[
\dot{b} = d \\
\dot{d} = -d + \frac{\Gamma d}{1-\Gamma b}(1-b-d)
\]

It turns out that we can explicitly solve the above system thus yielding closed form expressions for \((b(t), d(t))\). We will derive these closed form expressions and use these explicit expressions.

A. Solution to the o.d.e.

On solving the o.d.e. for uniform distribution, with initial conditions \(b(0) = 0, d(0) = d_0\) and defining \(r = 1 - \Gamma + \Gamma d_0\), we get

\[
b(t) = \frac{d_0}{r} - \frac{d_0}{r} e^{-rt} \\
d(t) = d_0 e^{-rt}
\]

In Appendix D, we provide the steps involved in obtaining the solution. From the above equations we can state the following theorem:

**Theorem 2:** Given that we start with \(d_0\) fraction of nodes in the infectious set in an HILT network with parameter \(\Gamma\), then the final fraction of activated nodes will be \(0 < d < 1\) where \(r = 1 - \Gamma + \Gamma d_0\).

Remarks:

- We might also be interested in the question of choosing the right \(d_0\) which can give us the required \(b_\infty\), and we see that
  \[ d_0 = \frac{b_\infty(1-\Gamma)}{1-b_\infty} \]
- We observe that, for large \(N\), as long as \(\Gamma < 1\) we cannot influence the entire population (i.e., \(b_\infty = 1\)) unless we start off with the entire population active (i.e., \(d_0 = 1\)). But if \(\Gamma = 1\) then \(b_\infty = 1\) provided \(d_0 > 0\).

Consider the discrete influence process (the Kempe model [11]), and let \(\sigma^{(N,A_0)} = \mathbb{E}^{(N,A_0)}[|A_U|]\) be the expected size of the terminal set \(A_U\), starting with \(A_0\) as the initial set in the network \(N\). Since all initial sets are equivalent in the HILT model, we will be interested in the influence of a set of size \(m\). Define \(h_\gamma^{(N)}(m) := \sigma^{(N,A)}\) for all \(A\) of size \(m\).

By using results from [19], we can show that,

\[
h_\gamma^{(N)}(m) = m[1+(N-m)\gamma]\gamma[1+(N-m-1)\gamma[1+\cdots
\]

The behaviour of \(h_\gamma^{(N)}(m)\) as a function of \(\gamma_N\) and \(m\) can be seen in Figure 9 (depicted by solid lines), for a network of 3000 nodes. We also superimpose the behavior of \(b_\infty\) against \(d_0\) (depicted by asterisks). We observe that there is an exact match, except for \(\Gamma = 1\). For \(\Gamma = 1\), as seen earlier, we know that \(b_\infty = 1\) as long as \(d_0 > 0\).

This is however true only in the fluid limit, and hence the discrepancy for finite \(N\).

Taking \(\Gamma = N\gamma\) and \(d_0 = \frac{m}{N}\), we can show that as \(N \to \infty\), \(h^{(N)}(m) \to b_\infty\). See Appendix E for the proof. This provides another verification of the accuracy of the o.d.e. approximation for large \(N\).

B. Terminal spread of influence

The following theorem results from a simple observation of the o.d.e.‘s.

**Theorem 2:** Given that we start with \(d_0\) fraction of nodes in the infectious set in an HILT network with parameter \(\Gamma\), then the final fraction of activated nodes will be \(0 < d < 1\) where \(r = 1 - \Gamma + \Gamma d_0\).

**Remarks:**

- We might also be interested in the question of choosing the right \(d_0\) which can give us the required \(b_\infty\), and we see that
  \[ d_0 = \frac{b_\infty(1-\Gamma)}{1-b_\infty} \]
- We observe that, for large \(N\), as long as \(\Gamma < 1\) we cannot influence the entire population (i.e., \(b_\infty = 1\)) unless we start off with the entire population active (i.e., \(d_0 = 1\)). But if \(\Gamma = 1\) then \(b_\infty = 1\) provided \(d_0 > 0\).

Consider the discrete influence process (the Kempe model [11]), and let \(\sigma^{(N,A_0)} = \mathbb{E}^{(N,A_0)}[|A_U|]\) be the expected size of the terminal set \(A_U\), starting with \(A_0\) as the initial set in the network \(N\). Since all initial sets are equivalent in the HILT model, we will be interested in the influence of a set of size \(m\). Define \(h_\gamma^{(N)}(m) := \sigma^{(N,A)}\) for all \(A\) of size \(m\).

By using results from [19], we can show that,

\[
h_\gamma^{(N)}(m) = m[1+(N-m)\gamma]\gamma[1+(N-m-1)\gamma[1+\cdots
\]

The behaviour of \(h_\gamma^{(N)}(m)\) as a function of \(\gamma_N\) and \(m\) can be seen in Figure 9 (depicted by solid lines), for a network of 3000 nodes. We also superimpose the behavior of \(b_\infty\) against \(d_0\) (depicted by asterisks). We observe that there is an exact match, except for \(\Gamma = 1\). For \(\Gamma = 1\), as seen earlier, we know that \(b_\infty = 1\) as long as \(d_0 > 0\).

This is however true only in the fluid limit, and hence the discrepancy for finite \(N\).

Taking \(\Gamma = N\gamma\) and \(d_0 = \frac{m}{N}\), we can show that as \(N \to \infty\), \(h^{(N)}(m) \to b_\infty\). See Appendix E for the proof. This provides another verification of the accuracy of the o.d.e. approximation for large \(N\).

V. TIME CONSTRAINED OPTIMIZATION

While the analytical expression \(h^{(N)}_\gamma(m)\) derived earlier for HILT gives only the expected size of the terminal set, the o.d.e. dynamics approximates the trajectory of influence evolution, for large \(N\). This can be useful, especially in problem settings where the time taken by the process for the spread of influence is also considered, in addition to the size of the initial set.

**Theorem 3:** Given the initial fraction of infected nodes \(d_0\) in an HILT network with parameter \(\Gamma\), the time we have to wait to get at least \(\alpha\) (\(\alpha < \frac{d_0}{r}\)) fraction of nodes active is given by,

\[
T(\alpha, d_0, \Gamma) = \frac{1}{r} \ln \left( \frac{1-r}{1-\alpha d_0 r} \right)
\]

where \(r = 1 - \Gamma + \Gamma d_0\).

**Proof:** Firstly, note that since \(a_\infty = b_\infty = \frac{d_0}{r}\), \(\alpha\) must be less than \(\frac{d_0}{r}\). Since we are observing the process at a finite time \(T\), \(d(T)\) is not zero. Hence, we should look at the value of \(a(T) = b(T) + d(T)\) and set it to \(\alpha\). We get,

\[
a(T) = d_0 \left( \frac{1}{r} - (\frac{1}{r} - 1)e^{-rT} \right) = \alpha
\]

Rearranging terms, we get the expression for \(T(\alpha, d_0, \Gamma)\).

A more interesting question would be to determine the \(d_0\) to be chosen so that by time \(T\) we will have at least \(\alpha\) fraction of the nodes activated, in the HILT network with parameter \(\Gamma\). Unfortunately, we will not be able to get a closed form expression for this, and it can be solved numerically using the following fixed point equation.

---

Figure 9: \(h^{(N)}_\gamma(k)\) versus \(k\) for \(N = 3000\) (shown by solid lines) and \(b_\infty\) versus \(d_0\) (shown by asterisks) for various values of \(\gamma_N\).
The variation of $d_0^*$ with respect to the parameters $\alpha$, $\Gamma$ and $T$ can be seen in Figures 11, 12, and 13.

In Figure 11 note that for $\Gamma = 0$, as expected, $d_0 = \alpha$, i.e., since there is no social interaction ($\Gamma = 0$), our terminal spread of influence will be equal to the initial seeding. Also, note that as the target time $T$ is reduced, we require higher values of $d_0$ to achieve the same $\alpha$ (for $T = 0$, $d_0 = \alpha$). Finally, for $\Gamma = 1$, $d_0$ asymptotically approaches 0 for large $T$. From Figure 12 we see that as $\alpha$ increases, for a given $T$, the required $d_0$ monotonically increases. Finally, Figure 13 shows that the $d_0$ vs $\alpha$ behavior for $T = 8$ is qualitatively similar to the one in Figure 9 depicting $d_0$ vs $b_\infty$.

VI. Effect of the Threshold Distribution

Recall that the evolution of influence is given by:

$$\dot{b} = d$$

$$\dot{d} = h_F(\Gamma b)\Gamma d(1-b-d) - d$$

Note that the evolution depends on the distribution of threshold via its hazard function,

$$h(x) = \frac{f(x)}{1-F(x)}$$

where $f(\cdot)$ and $F(\cdot)$ are the probability density and cumulative distribution functions of the threshold distribution, respectively. Hazard functions are widely used in failure/survival analysis. In this section, we will consider threshold distributions with different hazard function characteristics, and study the spread of influence.

As indicated earlier, the o.d.e. derived is valid for any $\Gamma > 0$, and in this Section, we will also consider cases when $\Gamma > 1$, while discussing threshold distributions with unbounded support. However, for uniform threshold distribution, we will restrict $\Gamma \leq 1$, since under this case $h_F(x) = \frac{1}{1-x}$, valid only for $x \in [0, 1]$. 

A. Exponential distribution

Exponential distribution is widely used in scenarios where there is need for a constant hazard rate. This is also due to the fact that exponential distribution is the only memoryless continuous distribution. Consider the threshold \( \theta_i \) distributed as exponential with parameter \( \lambda \). We have

\[
\begin{align*}
    f(x; \lambda) &= \lambda e^{-\lambda x}, \quad x \geq 0 \\
    F(x; \lambda) &= 1 - e^{-\lambda x}, \quad x \geq 0
\end{align*}
\]

Thus we get \( h_F(x) = \lambda \). Plugging this in the o.d.e. expression we get,

\[
\begin{align*}
    \dot{b} &= d \\
    \dot{d} &= -d + \lambda \Gamma d(1 - b - d)
\end{align*}
\]

Observe that the above system of o.d.e. is equivalent to the dynamics of an SIR (Susceptible-Infective-Recovered) epidemic, with infection rate \( \lambda \Gamma \) and recovery rate \( 1 \). \( \theta \)

The o.d.e. under the Weibull distribution of threshold, for \( k \) leads to decreasing hazard rate. This implies that nodes are less likely to become activated by an instantaneous influence, as the existing influence (which failed to activate the node) on them increases.

- \( k = 1 \) yields constant hazard rate, and in that case Weibull distribution is just the exponential distribution.
- \( k > 1 \) yields an increasing hazard rate, which implies nodes are more likely to become activated by an instantaneous influence, as the existing influence on them increases.

The HILT o.d.e. under Weibull distribution of threshold can be written as follows:

\[
\begin{align*}
    \dot{b} &= d \\
    \dot{d} &= -d + \Gamma d \left( \frac{\Gamma b}{\lambda} \right)^{k-1} (1 - b - d)
\end{align*}
\]

Figures 14(a) and 14(b) compare the influence evolution under uniform and exponential distribution of threshold. Note that for the same mean threshold \( \mathbb{E}[\theta] = 0.5 \) and smaller value of \( \Gamma \) (Figure 14(a)), exponential case yields a larger terminal influence spread. This is because, under the exponential distribution, there are more nodes with threshold close to zero. This also explains the steeper increase of \( b(t) \) for exponential distribution compared to the uniform distribution case. In fact, from the respective o.d.e.s it is clear that \( \dot{a}(0) = b(0) + \dot{d}(0) \) for uniform distribution, is half that of exponential distribution with the same mean.

But, for larger values of \( \Gamma \) (Figure 14(b)), uniform distribution yields a larger terminal influence spread. This is because, in the uniform case, the thresholds are bounded above by 1, while in the exponential case, the support set for thresholds is unbounded. Thus, under the uniform distribution, as \( \Gamma \) approaches 1, the terminal spread of influence approaches 1 (as noted in Section IV-B).

B. Weibull distribution

Another distribution which is widely used in survival analysis is the Weibull distribution. The probability density function of a Weibull random variable is given by,

\[
    f(x; \lambda, k) = \frac{k}{\lambda} \left( \frac{x}{\lambda} \right)^{(k-1)} e^{-\left( \frac{x}{\lambda} \right)^k}, \quad x \geq 0
\]

If the random variable \( X \) is the time to failure, then under the Weibull distribution, the failure rate is proportional to a power of time. The hazard function is given by,

\[
    h(x; \lambda, k) = \frac{k}{\lambda} \left( \frac{x}{\lambda} \right)^{(k-1)}, \quad x \geq 0
\]

In the above expression \( \lambda \) is often referred to as the scale parameter and \( k \) is referred to as the shape parameter. Figure 15(a) shows the probability density function of Weibull distribution for various values of \( k \). Note that for \( k > 1 \), there are significantly high number of users with higher values of threshold, i.e., less susceptible to the spread of influence. The hazard rate for Weibull distribution can be increasing, constant or decreasing depending on the value of \( k \). This is demonstrated in the Figure 15(b).

- \( k > 1 \) yields an increasing hazard rate, which implies nodes are more likely to become activated by an instantaneous influence, as the existing influence on them increases.

Figures 16(a) and 16(b) demonstrate the evolution of the o.d.e under the Weibull distribution of threshold, for different values of \( k \) in the small and large regimes for \( \Gamma \). For smaller \( \Gamma \) (Figure 16(a)), we observe that as \( k \) increases, the spread of influence decreases. This is expected, since from Figure 15(a) it is clear that, for larger values of \( k \), Weibull distribution puts more mass on larger values.
of threshold, i.e., nodes are less susceptible to influence. Further, for \( k = 5 \), Figure 16(a) shows that the total spread of influence is 0.2, equal to the initial seeding \( d_0 = 0.2 \). This implies the influence does not spread at all, since the node thresholds are much higher, compared to the net influence generated by \( d_0 \) (due to smaller \( \Gamma \)).

For larger \( \Gamma \) (Figure 16(b)), we see that the trend is reversed, i.e., as \( k \) increases, the spread of influence increases. It is to be noted that the \( b = d \) near 0 is larger for smaller \( k \), similar to the small \( \Gamma \) regime. However, from Figures 15(a) and 15(b) we see that smaller values of \( k \) have heavier tails (and lower hazard rates), thus leading to stagnation of influence after the initial surge.

Another interesting feature to note is that, unlike the small \( \Gamma \) regime, for \( k = 5 \), we get a much higher influence spread. Also, unlike other values of \( k \), here \( b = d \) exhibits a non-monotonic behavior even after it begins to decrease, i.e., \( d(t) \) is not unimodal. Such behavior has not been observed until now in the classic epidemiology framework, especially in a homogeneous setting. In traditional epidemic models like SIR, the \( I \) process (equivalent to \( b \)) might exhibit an initial increase, but once it begins decreasing, continues to steadily decrease to zero. But, in our dynamics, the presence of hazard rate (increasing, in this case) leads to such non-unimodal characteristics of \( d(t) \).

C. Loglogistic distribution

Loglogistic distribution is the probability distribution of a random variable who logarithm follows the logistic distribution. It has similar shape characteristics to log-normal distribution, but has heavier tails. The probability density function and the hazard function are given by,

\[
f(x; \alpha, \beta) = \frac{(\frac{x}{\alpha})^{\beta-1}}{(-1 + (\frac{x}{\alpha})^\beta)^2}, \ x \geq 0
\]

\[
h(x; \alpha, \beta) = \frac{\beta}{\alpha} \left[\frac{(-1 + (\frac{x}{\alpha})^\beta)^2}{(\frac{x}{\alpha})^{\beta-1}}\right], \ x \geq 0
\]

The parameter \( \alpha \) functions as the scale parameter and \( \beta \) is referred to as the shape parameter. Also for \( \beta > 1 \), the distribution is unimodal, and is more concentrated as \( \beta \) increases (see Figure 17(a)).

Similar to the Weibull distribution, one can obtain different failure characteristics by tuning the \( \beta \) parameter. For \( \beta \leq 1 \), the hazard rate decreases monotonically. But unlike the Weibull distribution, for \( \beta > 1 \), the hazard function exhibits non-monotonic behavior (see Figure 17(b)).
The HILT o.d.e. under loglogistic distribution of threshold can be written as follows:

\[
\dot{b} = d
\]

\[
\dot{d} = -d + \Gamma d \frac{\beta}{\alpha} \left[ \frac{\Gamma_b}{\alpha} \frac{\beta - 1}{\alpha + (\frac{\Gamma_b}{\alpha})^\beta} \right] (1 - b - d)
\]

Figures 18(a) and 18(b) demonstrate the evolution of the influence spread o.d.e. under the loglogistic distribution of threshold, for different values of \( k \) in the small and large regimes for \( \Gamma \). We note that for small \( \Gamma \), the evolution of influence is qualitatively similar, but under the loglogistic distribution, we get a smaller influence spread, due to heavier tails. Also, in the large \( \Gamma \) regime, we note that for \( \beta = 5 \), we again get a non-unimodal behavior for \( d(t) \). But the second peak is less pronounced in the loglogistic distribution than the Weibull distribution, since the loglogistic distribution exhibits a non-monotonic hazard rate.

Thus we see that, the incorporation of hazard rate into the o.d.e. (resulting from a fluid limit characterization of the LT model) yields qualitatively different characteristics compared to the standard epidemic models. To the best of our knowledge, this is the first work that analytically characterizes the evolution of influence under different threshold distributions. This is also the first work to incorporate hazard functions into the epidemic models, thus providing a way to capture heterogeneity in the population. Further, due to the one-one correspondence between a given hazard function and its corresponding cumulative distribution \([13]\), one can begin with the hazard function in the o.d.e. (obtained by curve-fitting to existing epidemic data) and ascertain the threshold distribution of the population.

VII. MULTICLASS HILT MODEL

A natural extension to the HILT model would be to consider the evolution of information spread in an heterogeneous network. Such a scenario might arise in a network with communities, where the interactions within a community might be stronger than the interaction across communities. These have been traditionally studied under the term *stratified epidemics* \([20]\). Consider a network with \( M \) communities \((C_i)_{i=1}^M\) and let \((N_i)_{i=1}^M\) denote the number of nodes in each community. Let \( G \) be the influence matrix, whose entries \( g_{i,j} \) indicates the strength of influence from community \( i \) to community \( j \) (see Figure 19).
During a given mini-slot scales as scaling. Here the attempt probability of all infectious nodes carry out an analysis similar to what was done for the HILT model in Section III. We can show that the joint evolution is analogous. Let \( i \) be a Markov process, and we construct a scaled process using the diffusion approximation suggested by Granovetter \[3\], thus providing a rigorous way to approach this problem.

As earlier, we will appropriately normalize the edge weights, i.e., for \( u \in C_i \) and \( v \in C_j \), \( w_{u,v} = \frac{2\lambda}{N} \), where \( N = \sum_i N_i \) is the total population size. Let the nodes within community \( i \) have their thresholds distributed according to \( H_i \), with hazard function \( h_{H_i}(t) \). We can then carry out an analysis similar to what was done for the HILT model in Section III. We can show that the joint evolution is a Markov process, and we construct a scaled process using the diffusion approximation suggested by Granovetter \[3\], thus providing a rigorous way to approach this problem.

We were unable to obtain a universal analytical solution for this problem, but numerically demonstrate that depending the system parameters the results could be quite counter-intuitive.

For instance, consider a two community network with

\[
\begin{align*}
N & = 0.7N \\
N & = 0.3N \quad \text{as the relative community sizes. Let all the nodes in the population have their thresholds distributed according to an exponential distribution with parameter } \lambda. \text{ Also assume that } g_{i,j} = \Gamma \\
\text{and } g_{i,j} = \beta \text{ for } i, j \in \{1, 2\}. \text{ Figures [20 and 21 show the evolution of } (b_i(t), d_i(t)), \text{ for } i = 1, 2, \text{ for different initial conditions. While in Figure 20 (scenario 1) the entire initial seeding is done in the smaller community (i.e., } d_1(0) = 0, d_2(0) = d_0 = 0.3 \text{), in Figure 21 (scenario 2) the entire initial seeding is done in the larger community. We see that, the total spread of influence in scenario 1 is larger than in scenario 2. Further from Figure 22 it is clear that the optimal seeding for this setting is approximately } (d_1(0) = 0.1, d_2(0) = 0.2). \text{ It is surprising that we get a wider spread of influence by investing more in the smaller community. Thus we see that, even in a simple two community setting, the optimal seeding might be counter-intuitive. It would be an interesting future direction to analytically obtain the optimal seeding, given the influence matrix } G \text{ and the threshold distributions } \{F_i\}_{1 \leq i \leq m}.
\end{align*}
\]

**VIII. Conclusions**

In this work, we began with a homogeneous version of the Linear Threshold model proposed by Kempe et al. [1] in the context of viral marketing, and generalized it for arbitrary threshold distributions. We observed that the spread of influence evolves as a discrete time Markov chain. Under a certain scaling, we showed that the scaled Markov chain converges (in the sense of [12]) to a deterministic trajectory defined by an o.d.e. The threshold distribution appears in terms of its hazard rate function in this o.d.e. We described how this approach complements the fixed point equation suggested by Granovetter [3], thus providing a link between two threads in the threshold model literature. Also, under the exponential distribution of threshold, we showed that the derived fluid dynamics are equivalent to the well-known SIR model in epidemiology. We also numerically demonstrated how incorporating the hazard function into the o.d.e. can provide qualitatively different characteristics compared to traditional epidemic models, even in a homogeneous setting. One of the interesting future directions is to incorporate the degree distribution of the underlying network in the fluid dynamics. Further, one can carry out a similar analysis for influence processes with a
general threshold function (instead of linear), as indicated in \( \text{Eq.} \). Also, using the available social network data and via controlled experiments, one could validate or suggest improvements to the threshold model, in order to fit the real world dynamics.
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APPENDIX A

DTMC \((B(k), D(k))\)

Let \( \mathcal{F}_k \) denote the entire history of the processes up to time \( k \), i.e., \( \mathcal{F}_k = (B(l), D(l))_{l=0}^k \). To obtain the expected drift of \( D(k) \), consider,

\[
\mathbb{P}(D_{k+1} = l | \mathcal{F}_k) = \mathbb{P}(\sum_{j \notin B_k} \mathbb{I}\{b_j(B_k) < \theta_j \leq b_j(B_{k+1})\} = l | \mathcal{F}_k) \\
= \sum_{L \subseteq \mathbb{N} \setminus B_{k+1}, |L| = l} \prod_{j \notin L} \mathbb{P}(b_j(B_k) < \theta_j \leq b_j(B_{k+1}) | \mathcal{F}_k) \times \prod_{j \in L} \mathbb{P}(\theta_j > \Gamma(b + d) \theta_j > \Gamma_b | \mathcal{F}_k)
\]

Let \( |B_k| = b \) and \( |D_k| = d \), then we have in the HILT model \( b_j(B_k) = \Gamma b \) and \( b_j(B_{k+1}) = \Gamma(b + d) \). Hence we can write,

\[
\mathbb{P}(D_{k+1} = l | \mathcal{F}_k) = \sum_{L \subseteq \mathbb{N} \setminus B_{k+1}, |L| = l} \prod_{j \notin L} \mathbb{P}(\theta_j > \Gamma(b + d) \theta_j > \Gamma_b | \mathcal{F}_k) \\
= \sum_{L \subseteq \mathbb{N} \setminus B_{k+1}, |L| = l} \left( \frac{F(\Gamma(b + d)) - F(\Gamma_b)}{1 - F(\Gamma_b)} \right)^l \times \left( 1 - \frac{F(\Gamma(b + d)) - F(\Gamma_b)}{1 - F(\Gamma_b)} \right)^{N-b-d-l} \\
= \left( N - b - d \right) \left( \frac{F(\Gamma(b + d)) - F(\Gamma_b)}{1 - F(\Gamma_b)} \right)^l \times \left( 1 - \frac{F(\Gamma(b + d)) - F(\Gamma_b)}{1 - F(\Gamma_b)} \right)^{N-b-d-l} \\
= \mathbb{P}(D(k+1) = l | B(k) = b, D(k) = d)
\]

From the above equations we can clearly see that \( (B(k), D(k)) \) is a DTMC on the state space \([0, 1, \cdots, \mathbb{N}] \times [0, 1, \cdots, \mathbb{N} - B(k)]\).

**APPENDIX B**

**SCALING THE HILT MODEL**

In this section, we will demonstrate the necessity for a probabilistic scaling (in addition to the amplitude and time scaling) to arrive at the mean drift expressions. Let \( \mathcal{F}_k \) denote the entire history of the processes up to time \( k \), i.e., \( \mathcal{F}_k = (B(l), D(l))_{l=0}^k \). Begin with the drift equations for the unscaled process \((B(k), D(k))\).

\[
\mathbb{E}\left[ (B(k+1) - B(k)) | \mathcal{F}_k \right] = D(k)
\]

\[
\mathbb{E}\left[ (D(k+1) - D(k)) | \mathcal{F}_k \right] = -D(k) + \frac{F(\gamma(B(k) + D(k))) - F(\gamma B(k))}{1 - F(\gamma B(k))} \times \frac{(N - D(k) - B(k))}{\mathbb{E}\left[ (B(k+1) - B(k)) | \mathcal{F}_k \right]}
\]

We shall now try scaling the process in the usual way, i.e., by scaling down the amplitude by a factor of \( N \),...
\[ \dot{B}^N(k) = \frac{B(k)}{N^2}, \quad \dot{D}^N(k) = \frac{D(k)}{N^2}. \] The evolution equations can then be written down as follows:
\[
E\left[ \dot{\tilde{B}}^N(k + 1) - \dot{\tilde{B}}^N(k) | \mathcal{F}_k \right] = \dot{\tilde{B}}^N(k)
\]
\[
E\left[ \dot{\tilde{D}}^N(k + 1) - \dot{\tilde{D}}^N(k) | \mathcal{F}_k \right] = -\dot{\tilde{D}}^N(k) + \frac{F(\gamma N (\dot{\tilde{B}}^N(k) + \dot{\tilde{B}}^N(k))) - F(\gamma N \dot{\tilde{B}}^N(k))}{1 - F(\gamma N \dot{\tilde{B}}^N(k))} \times (1 - \dot{\tilde{D}}^N(k) - \dot{\tilde{B}}^N(k))
\]
Using \( d = \dot{\tilde{D}}^N(k) \), \( b = \dot{\tilde{B}}^N(k) \) and \( \Gamma = \gamma N \), we can write the drift function as:
\[
f_N = \left( d, \frac{F(\Gamma (b + d)) - F(\Gamma b)}{1 - F(\Gamma b)} (1 - b - d - d) \right)
\]
where both \( d \) and \( b \) are fractions taking values from \([0, 1]\). It is clear that \( f_{\tilde{N}/N} \) diverges as \( N \to \infty \) but we want this quantity to converge to a function \( f \) (which is independent of \( N \)) so that we can apply Kurtz’s theorem to obtain an approximating ODE. We can see that the problem in the above case is caused because the drift function in the original process scales with the state. Hence in this case, while scaling, we need to slow down the process by another factor of \( N \). To this purpose, we use the probabilistic attempt model in our scaling. The same scaling has been used in the literature in the context of the analysis of Random Multi-Access Algorithms by Bordenave et al. [17]. Note that this modifies the dynamics of the original process. The o.d.e. will be the limit (in probability) of the stochastic model in our scaling. The same scaling has been used in the literature in the context of the analysis of Random Multi-Access Algorithms by Bordenave et al. [17].

APPENDIX C

Proof of Theorem 1

Kurtz’s theorem [12] provides us a way in which we can approximate the evolution of a pure jump Markov process by the solution of a derived ODE. In this paper we shall refer to [13] for an equivalent version of Kurtz’s theorem, which is simpler to handle. It can be restated as follows to be directly used in our context.

Theorem 4: Given that,
(i) \( f(b, d) \) is Lipschitz
(ii) \( \sup_{(b,d) \in \Delta(N)} \frac{|f_N(b,d)|}{\Delta(N)} - f(b, d) \rightarrow 0 \) \( N \to \infty \) where \( \Delta(N) = [0, 1/N, \ldots, 1] \times [0, 1/N, \ldots, 1] \) with \( b + d \leq 1 \).
(iii) \( E(\tilde{Y}(N)(k)^2 | \mathcal{F}_k) \leq \frac{C_0}{N^2} \) and \( E(\tilde{Z}(N)(k)^2 | \mathcal{F}_k) \leq \frac{C_0}{N^2} \) where \( \mathcal{F}_k = \{B^N(0), D^N(0), \ldots, B^N(k), D^N(k)\} \) is the history of the process upto time \( k \).
(iv) \( \tilde{B}^N(0) \overset{D}{\rightarrow} b(0) \) and \( \tilde{D}^N(0) \overset{D}{\rightarrow} d(0) \) then we have for each \( T > 0 \) and each \( \epsilon > 0 \),
\[
P\left( \sup_{0 \leq t \leq T} \left\| \tilde{B}^N([Nt]), \tilde{D}^N([Nt]) \right\| - (b(t), d(t)) \right\| > \epsilon \right) \overset{N \to \infty}{\to} 0
\]

where \( b(t) \) and \( d(t) \) are defined as the solutions of the system of ODE,
\[
\dot{b}(t) = f_1(b, d)
\]
\[
\dot{d}(t) = f_2(b, d)
\]
with initial conditions \((b(0), d(0))\).

(i) Lipschitz property
Consider,
\[
f_1(b, d) = d
\]
\[
f_2(b, d) = \frac{\Gamma d}{1 - \Gamma b} (1 - b - d - d)
\]
\[
\frac{\partial f_1}{\partial b} = 0; \frac{\partial f_1}{\partial d} = 1
\]
\[
\frac{\partial f_2}{\partial b} = \frac{\Gamma (d (1 - \Gamma) - d^2 \Gamma)}{(1 - \Gamma b)^2}; \frac{\partial f_2}{\partial d} = \frac{\Gamma - 1 - \Gamma b}{1 - \Gamma b} \times \frac{2 \Gamma}{1 - \Gamma b}
\]
We see that each of the terms above is bounded when \((b, d) \in [0, 1] \times [0, 1 - b] \). Thus the norm of Jacobian \(|Df(b, d)|| \) is uniformly bounded, and it follows that \( f(b, d) = (f_1(b, d), f_2(b, d)) \) is Lipschitz.

(ii) Uniform Convergence
\[
f_N(b, d) = \frac{1}{N} \left( d, \frac{N \gamma d}{1 - N \gamma b} (1 - b - d - d) \right)
\]
\[
f(b, d) = \left( d, \frac{\Gamma d}{1 - \Gamma b} (1 - b - d - d) \right)
\]
By definition, \( \Gamma = \gamma N \) and hence the uniform convergence of \( \frac{f_N(b, d)}{1/N} \) to \( f(b, d) \) in the domain \((b, d) \in [0, 1/N, \ldots, N] \times [0, 1, \ldots, b] \) is straightforward.

(iii) Bounded Noise variance
We can write the noise variances as follows:
\[
E((Y^N(k))^2 | \mathcal{F}_k) = \frac{1}{N} \left( 1 - \frac{1}{N} \right) D^N(k)
\]
\[
\leq \tilde{D}^N(k) \leq 1
\]
\[
E((Z^N(k))^2 | \mathcal{F}_k) = \frac{1}{N} \left( 1 - \frac{1}{N} \right) D^N(k) + \sum_{D^N(0) = 0}^{D^N(N)} \frac{D^N(k)}{1 - \gamma B^N(k)} \times (1 - \frac{D^N(k)}{1 - \gamma B^N(k)}) \times (D^N(k)) \times \frac{1}{N} \left( 1 - \frac{1}{N} \right) D^N(k) \leq \tilde{D}^N(k) + \frac{\Gamma (1 - \tilde{N}(k) - \tilde{D}(k))}{\Gamma - 1 - \Gamma B^N(k)}
\]
where \( D^N(k) \) represents the number of nodes that succeed in contributing their influence, at the mini slot \( k \). Since \( \tilde{D}^N(k), B^N(k) \) and \( \Gamma \) are less than or equal to 1, both the above terms can be bounded above by
constants $C_1$ and $C_2$. Hence in the process involving fraction of nodes, we have

\[
E(|\tilde{Y}^N(k)|^2|\mathcal{F}_k) = \frac{1}{N^2} E(|Y^N(k)|^2|\mathcal{F}_k) \leq C_1 \frac{1}{N^2}
\]

\[
E(|\tilde{Z}^N(k)|^2|\mathcal{F}_k) = \frac{1}{N^2} E(|Z^N(k)|^2|\mathcal{F}_k) \leq C_2 \frac{1}{N^2}
\]

and we can see that the noise conditions are satisfied.

(iv) **Convergence of initial conditions**

By choice, we have $\tilde{B}^N(0) = b(0)$ and $\tilde{D}^N(0) = d(0)$.

Thus by Kurtz’s theorem, we have for each $T > 0$ and each $\epsilon > 0$,

\[
P\left( \sup_{0 \leq t \leq T} \left| (\tilde{B}^N([Nt]), \tilde{D}^N([Nt])) - (b(t), d(t)) \right| > \epsilon \right) \rightarrow 0 \quad \text{as } N \rightarrow \infty
\]

where $(b(t), d(t))$ is the unique solution of the o.d.e.

\[
b(t) = d(t)
\]

\[
d(t) = -d(t) + \frac{\Gamma d(t)}{1 - \Gamma b(t)} (1 - b(t) - d(t))
\]

with initial conditions $(b(0) = 0, d(0) = a(0))$.

**Appendix D**

**Solution of the O.D.E.**

Recall the system of o.d.e.s for the evolution of influence under the uniform distribution is given by,

\[
\begin{align*}
\dot{b} &= d \\
\dot{d} &= -d + \frac{\Gamma d}{1 - \Gamma} (1 - b - d)
\end{align*}
\]

Substituting for $d$ in the second equation and simplifying, we get

\[
\dot{b} = \frac{\Gamma b - b - \Gamma b^2}{1 - \Gamma b}
\]

Note that,

\[
\dot{b} = \frac{dd}{dt} = \frac{dd}{db} \times \frac{db}{dt}
\]

Hence,

\[
d\frac{dd}{db} = \frac{\Gamma b - b - \Gamma b^2}{1 - \Gamma b}
\]

By separating the variables,

\[
\frac{dd}{\Gamma - 1 - \Gamma d} = \frac{db}{1 - \Gamma b}
\]

Integrating on both sides, and after taking anti-logarithm

\[
\Gamma - 1 - \Gamma d = (1 - \Gamma b) t
\]

Differentiating on both sides yields $\dot{d} = c_1 d$ and hence $d(t) = c_2 e^{c_1 t}$. Substituting in the above equation for $d(t)$ we get

\[
b(t) = \frac{c_2}{c_1} e^{c_1 t} + \frac{1 + c_1 - \Gamma}{\Gamma c_1}
\]

Solving for constants using the initial conditions $b(0) = 0$, $d(0) = d_0$ results in $c_1 = -(1 + \Gamma d_0 - \Gamma) =: -r$ and $c_2 = d_0$. Hence we have,

\[
b(t) = \frac{d_0}{r} - \frac{d_0}{r} e^{-rt}
\]

\[
d(t) = d_0 e^{-rt}
\]

**Appendix E**

**Convergence of $h_{\gamma}^N(k)$ to $b_\infty$**

The solution of the o.d.e. suggests that $\lim_{t \rightarrow \infty} b(t) = d_0/r$. This is consistent with the fact that $\lim_{t \rightarrow \infty} \frac{h_{\gamma}^N(k)}{N} \rightarrow \frac{d_0}{r(1 - d_0)} = b_\infty$ as we now proceed to show.

\[
h_{\gamma}^N(k) = k \left[ 1 + (N - k) \gamma \right] \left[ 1 + (N - k - 1) \gamma \right] \left[ 1 + \cdots \right]
\]

Thus we can write,

\[
h_{\gamma}^N(k) = k \left[ 1 + \gamma(N - k) \frac{h_{\gamma}^N(k + 1)}{k + 1} \right]
\]

Now substituting for $k = d_0 N$ and noting that $\Gamma = \gamma N$ we have

\[
\frac{h_{\gamma}^N(N d_0)}{N d_0} = 1 + \Gamma(1 - d_0) \frac{h_{\gamma}^N(N(d_0 + \frac{1}{N}))}{N d_0}
\]

Taking $N \rightarrow \infty$ and noting that $h_{\gamma}^N(k)$ is a continuous function, we have

\[
\frac{d_0}{N} \frac{h_{\gamma}^N(N d_0)}{N} \rightarrow 1 + \Gamma(1 - d_0) \frac{h_{\gamma}^N(N d_0)}{N d_0}
\]

Take limits on both sides, and solving for the unknown,

\[
\frac{h_{\gamma}^N(N d_0)}{N} \rightarrow \frac{d_0}{1 - (1 - d_0) \Gamma} = b_\infty
\]