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Abstract

We present a numerical algorithm for computing the spectrum of the Laplace–de Rham operator on Calabi–Yau manifolds, extending previous work on the scalar Laplace operator [1]. Using an approximate Calabi–Yau metric as input, we compute the eigenvalues and eigenforms of the Laplace operator acting on \((p,q)\)-forms for the example of the Fermat quintic threefold. We provide a check of our algorithm by computing the spectrum of \((p,q)\)-eigenforms on \(\mathbb{P}^3\).
1 Introduction

Despite decades of progress, there are still no examples of realistic string theory compactifications where one can compute masses and couplings fully, and then compare them with experimental data. In the case of Calabi–Yau compactifications [2–4], an obvious stumbling block has been the lack of analytic expressions for non-trivial Ricci-flat metrics. Except in a handful of special examples [7–12], it is not possible to calculate physical parameters, such as normalised Yukawa couplings or particle masses, without the data of the metric. Non-standard embeddings of the $E_8 \times E_8$ heterotic string [13–15] (including heterotic M-theory [16–20]) on Calabi–Yau threefolds have arguably come closest to realistic models of particle physics (see for example [21–45] and references therein). Unfortunately, these are not “special” enough for topological or algebraic arguments alone to determine the physical parameters of the resulting effective theories. It is thus of tremendous importance to better understand explicit Calabi–Yau metrics and their properties.

Recent years have seen a flurry of activity in tackling this problem and related problems numerically. There are now a number of approaches for computing approximate metrics on Kähler manifolds, utilising balanced metrics [46,47], so-called optimal metrics [48], position-space methods [49], and symplectic coordinates [50]. These have been used to calculate numerical Calabi–Yau metrics [51,52], hermitian Yang–Mills connections [53–55], Chern–Simons invariants [56],

\[1\] In a tour de force calculation, Kachru et al. have presented a construction of explicit Ricci-flat metrics on smooth K3 surfaces [5,6]. Since this relies on a count of BPS states of little string theory, it is not clear to the author if this can be extended to threefolds.
curvature expansions [57], and moduli space metrics [58]. Most importantly for us, numerical Calabi–
Yau metrics have also been used to compute the spectrum of the scalar Laplace operator [1, 59].
The focus of this paper will be extending this to the Laplace operator acting on \((p, q)\)-forms.

Our main result is the spectrum of the Laplace operator acting on \((p, q)\)-forms for the example
of the Fermat quintic threefold. We want to emphasise that it was not necessary to focus on the
Fermat quintic – everything in this paper can be applied to Calabi–Yau metrics on non-simply
connected manifolds, quotients or complete intersections, as was done in [1]. We have implemented
our numerical routine in Mathematica [60]. All calculations were carried out on an eight-core laptop
with 16 GB of RAM. To give an idea of the computation times involved, with three million points
for the numerical integration and \(k_\phi = 3\), timings range from roughly half an hour for the \((0, 0)\)
spectrum to ten hours for the \((1, 1)\) spectrum. Thanks to Mathematica’s built-in parallelisation for
compiled functions, calculations scale well on multi-core hardware.

We begin in Section 2 with a review of the Laplace operator and a rough overview of our
strategy. We continue in Section 3 by focusing on \(\mathbb{P}^3\), three complex-dimensional projective space.
We present the known results for the analytic spectrum of \((p, q)\)-eigenforms and compare these with
our numerical results, finding agreement and giving us confidence in our algorithm. In Section 4,
we apply our numerical method to the Fermat quintic threefold. We find the results for the scalar
Laplacian agree with those found previously in [1], while the results for general \((p, q)\)-forms are new.
Note that we present only the eigenvalues in this paper – we also have access to the approximate
eigenforms but we do not find it enlightening to present these explicitly (though this information is
important for computing intersection numbers, overlaps of eigenforms, and so on). We discuss our
conventions for both real and complex geometry in Appendix A, and include some extra plots for
the spectrum of the Fermat quintic in Appendix B.

Future directions

There are a number of directions for future work. Most importantly, we plan to extend our
method to \((p, q)\)-forms valued in some vector bundle \(V\). When one moves away from the standard
embedding, Yukawa couplings and particle masses are computed from integrated products of harmonic
\((0, p)\)-forms valued in \(V\) [2–4]. Together with further progress on moduli stabilisation [61–75] and
non-perturbative superpotentials [76–90], finding approximate expressions for these harmonic bundle-
valued forms would provide a large step towards our end goal of computing masses and couplings in
generic Calabi–Yau compactifications. In another direction, the spectrum of the Laplace operator
gives information about both massless and massive modes of the Kaluza–Klein compactification
on the corresponding manifold. This gives a large amount of previously unknown “data” about
both string compactifications and Kähler geometries – a simple question one might ask is: are there
any patterns in this data? At the moment, it is not known how to predict either the eigenvalues
or the multiplicities that appear in the spectrum – perhaps machine-learning techniques used to investigate the string landscape could shed light on this question [91–103]. This data might also be useful for analysing the non-BPS properties of world-sheet CFTs with Kähler target spaces. We hope to tackle these questions in the near future.

2 The Laplacian on \((p, q)\)-forms

Consider a \(d\)-dimensional compact manifold \(X\) without boundary admitting a Riemannian metric \(g\). The Laplace–de Rham operator \(\Delta\) is given by

\[
\Delta = d \delta + \delta d,
\]

where \(\delta = d^\dagger\) is the codifferential or adjoint of \(d\). We will consider \(\Delta\) acting on complex-valued \(p\)-forms – since \(\Delta\) commutes with complex conjugation, the operator is the same acting on real or complex \(p\)-forms.

The problem tackled in this paper is to determine the eigenvalues and eigenmodes (eigenforms) of \(\Delta\) acting on the space of differential \(p\)-forms. The eigenforms \(\phi\) and eigenvalues \(\lambda\) are defined by

\[
\Delta \phi = \lambda \phi.
\]

Eigenforms with eigenvalue zero are known as zero modes or harmonic forms. Recall that with respect to the standard inner product \(\langle , \rangle\) on \(p\)-forms, \(\Delta\) is hermitian and so its eigenvalues are real. Furthermore, taking the inner product and using (2.1), we have

\[
\langle \phi, \Delta \phi \rangle = \langle d \phi, d \phi \rangle + \langle \delta \phi, \delta \phi \rangle.
\]

Since the inner product is positive semi-definite, the right-hand side is non-negative. Putting these together, the eigenvalues \(\lambda\) are real and non-negative. Furthermore, as \(X\) is compact, the eigenvalues will take discrete values and the eigenspaces will be finite dimensional. If the metric on \(X\) admits any continuous or discrete symmetries, the eigenvalues may be degenerate, so that multiple eigenforms share the same eigenvalue. In what follows, we will denote the \(m\)th eigenvalue by \(\lambda_m\) and its multiplicity by \(\mu_m\). Note that the eigenvalues scale with the volume of \(X\) measured by \(g\) as

\[
\lambda \sim \text{Vol}^{-2/d}.
\]

We always normalise the volume of \(X\) to 1 in the examples that follow.

Let \(\{\alpha_A\}\) be some basis for the space of complex-valued \(p\)-forms, where \(A\) runs from 1 to the

\[\text{Appendix A for our conventions.}\]
dimension of the basis, with the usual inner product

\[ O_{AB} \equiv \langle \alpha_A, \alpha_B \rangle = \int \ast \bar{\alpha}_A \wedge \alpha_B. \]  

(2.5)

A complex \( p \)-form \( \beta \) can be expanded in this basis as

\[ \beta = \sum_A v^A \alpha_A, \]  

(2.6)

where we are not assuming that the basis is orthonormal with respect to (2.5). With respect to the basis \( \{ \alpha_A \} \), the matrix elements of the Laplace operator \( \Delta_{AB} \) are

\[ \Delta_{AB} = \langle \alpha_A, \Delta \alpha_B \rangle = \langle d\alpha_A, d\alpha_B \rangle + \langle \delta \alpha_A, \delta \alpha_B \rangle, \]  

(2.7)

where the explicit form of these terms is given in Appendix A. Using the matrix elements (2.7) and the expansion of the eigenforms as (2.6), the eigenvalue equation (2.2) for the eigenforms becomes

\[ \sum_B \langle \alpha_A, \Delta \alpha_B \rangle v^B = \sum_B \lambda \langle \alpha_A, \alpha_B \rangle v^B. \]  

(2.8)

This is a “generalised eigenvalue problem” of the form \( \Delta_{AB} v_B = \lambda O_{AB} v_B \), where \( \Delta_{AB} = \langle \alpha_A, \Delta \alpha_B \rangle \) and \( O_{AB} = \langle \alpha_A, \alpha_B \rangle \) measures the lack of orthogonality of the basis \( \{ \alpha_A \} \) with respect to the inner product. The eigenvalues \( \lambda \) give the eigenvalues of the Laplace operator (2.2), while the vector \( v^A \) describes how the eigenforms can be expanded in the \( \{ \alpha_A \} \) basis. In the remainder of the paper we will mostly focus on the eigenvalues (the spectrum of \( \Delta \)) – we also have access to the eigenvectors \( v^A \) which characterise the eigenforms themselves, but we do not find it enlightening to present these explicitly. This information will be important in future work for computing intersection numbers, overlaps of eigenforms, and so on.

For what follows, we assume \( X \) is even-dimensional and admits a complex structure that is compatible with the metric. This ensures that the Laplace operator commutes with the complex structure, so that eigenforms admit a further decomposition into \( (p,q) \)-forms. The basis \( \{ \alpha_A \} \) should then be thought of as a choice of complex \( (p,q) \)-forms for fixed values of \( p \) and \( q \).

As reviewed in [1], very little is known about the eigenvalues and eigenfunctions of the scalar Laplacian for a generic metric on a closed manifold. Even less is known about the eigenvalues and eigenforms of the Laplace-de Rham operator (though see [104] for recent results on using geometric “bootstrap” bounds to constrain overlaps of eigenmodes). As with scalar eigenfunctions, zero modes (with eigenvalue zero) are counted by cohomologies, with the corresponding eigenforms given by the unique harmonic representatives of each class. On real manifolds these are the Betti numbers, while on complex manifolds the number of zero modes is counted by the Hodge numbers. A further observation is that the spectrum of the \( p \)-form Laplacian is related to both the \((p - 1)\) and \((p + 1)\)
Consider a $p$-form $\alpha$ which is an eigenform of the Laplacian with eigenvalue $\lambda > 0$. The Hodge decomposition implies that $\alpha$ can be written as $\alpha = d\beta + \delta\gamma$ for some $(p-1)$-form $\beta$ and some $(p+1)$-form $\gamma$. Since $\Delta$ commutes with both $d$ and $\delta$ and the spaces of $d$-exact and $\delta$-exact forms are orthogonal, we can further restrict to $\alpha$ being $d$-exact or $\delta$-exact. In the case that $\alpha$ is $d$-exact we have

$$\Delta d\beta = d\Delta \beta \equiv d(\lambda \beta),$$

which implies that $\beta$ is an $(p-1)$-eigenform of the Laplacian with the same eigenvalue as $\alpha$. The same argument shows that $\gamma$ is a $(p+1)$-eigenform of the Laplacian, also with eigenvalue $\lambda$. Hence, the combined $(p+1)$- and $(p-1)$-form spectrum will contain a single copy of one of the $\lambda > 0$ $p$-form spectrum of $\Delta$. For example, every eigenfunction $\alpha$ with a non-zero eigenvalue leads to a one-form eigenmode $d\alpha$ with the same eigenvalue, so that the one-form spectrum contains a copy of the $\lambda > 0$ zero-form spectrum. Given the refinement of forms according to complex type and Hodge decompositions for both $\partial$ and $\bar{\partial}$, a similar relation holds for $(p,q)$-forms. Note that if the manifold has a presentation as a symmetric space $G/H$, one can determine the spectrum (the eigenvalues and their multiplicity) using representation theory. We will use this in the next section as a check of our numerical method on $\mathbb{P}^3$.

A sketch of the algorithm for computing the eigenvalues and eigenforms numerically is as follows:

1. Choose a complex manifold $X$ together with a hermitian metric that can be computed explicitly. If the chosen metric (such as the Ricci-flat metric on a Calabi–Yau) is not known analytically, a numerical approximation to the metric should be computed.

2. Focusing on the $(p,q)$-form Laplacian, choose a set of forms $\{\alpha_A\}$ that spans the space of complex $(p,q)$-forms. The (infinite-dimensional) matrices $\Delta_{AB}$ and $O_{AB}$ can then in principle be computed using some numerical integration scheme over $X$. Obviously, one cannot compute these matrices in practice. Instead one must restrict $\{\alpha_A\}$ to a finite set to give an approximate basis. Our choice will be discussed in the next section and is a simple extension of the functions used in [1,59].

3. Using the approximate basis, which will we also denote by $\{\alpha_A\}$, compute the finite-dimensional matrices $\Delta_{AB}$ and $O_{AB}$ and then solve for the eigenvalues $\lambda$ and eigenvectors $v^A$.

The result of this algorithm is the approximate eigenvalues and eigenforms of the $(p,q)$-form Laplacian. One can then improve the approximation by increasing the number of points used in the numerical integration step or by increasing the size of the approximate basis $\{\alpha_A\}$. As the number of integrations points and the size of the approximating basis tend to infinity, the approximate eigenvalues and eigenforms converge to their exact values.\footnote{These are their exact values with respect to the metric on $X$, which itself might be an approximation.}
3 The spectrum on \( \mathbb{P}^3 \)

We first apply our method to the complex closed threefold \( \mathbb{P}^3 \) with the Fubini–Study (FS) metric. The FS metric on \( \mathbb{P}^3 \) is Kähler and unique up to scale – we use this freedom to set \( \text{Vol}(\mathbb{P}^3) = 1 \) – and corresponds to the presentation of \( \mathbb{P}^3 \) as the symmetric space

\[
\mathbb{P}^3 = \frac{SU(4)}{S(U(3) \times U(1))}.
\]

(3.1)

Thanks to this, the spectra and eigenforms of the Laplacian can be found analytically [105]. This will provide a check of our numerical method and give confidence that the later results for Calabi–Yau threefolds (where analytic results are not available) are correct.

3.1 Analytic results

We begin with a review of the analytic results of [105] following the presentation in [1]. We take the FS metric to be \( g_{i\bar{j}} = \partial_i \bar{\partial}_j K_{FS} \), with the Kähler potential given by

\[
K_{FS} = \frac{6^{1/3}}{2\pi} \log(|z_0|^2 + |z_1|^2 + |z_2|^2 + |z_3|^2),
\]

(3.2)

where \([z_0 : z_1 : z_2 : z_3]\) are homogeneous coordinates on \( \mathbb{P}^3 \). The coefficient of \( 6^{1/3} \) ensures that the volume of \( \mathbb{P}^3 \) is normalised to

\[
\text{Vol}(\mathbb{P}^3) = \int \omega^3 = 1.
\]

(3.3)

As discussed in [105], the eigenvalues and their multiplicities for the Laplacian on \((p,q)\)-forms are characterised by highest weights of \( SU(4) \). There are three fundamental weights of \( SU(4) \), which we denote by \( w_i \) with \( i = 1, 2, 3 \). For ease of notation, we also take \( w_0 = w_4 = 0 \). It is then useful to define

\[
w(m, r, s) = m(w_1 + w_3) + (r-s)w_1 + w_s + w_{3-r+1},
\]

(3.4)

where the integer parameters \( m, r \) and \( s \) satisfy

\[
m + r - s \geq 0, \quad m \geq 0.
\]

(3.5)

Different types of \((p,q)\)-forms are characterised by various combinations of highest weights. In
particular

\begin{align*}
  p = q = 0 &: \quad w(m, 0, 0), \\
  p = 0, \quad 0 < q < 3 &: \quad w(m, 0, q) \oplus w(m, 0, q + 1), \\
  0 < p < 3, \quad q = 0 &: \quad w(m, p, 0) \oplus w(m, p + 1, 0), \\
  p, q > 0, \quad 3 > p + q &: \quad w(m, p, q) \oplus w(m, p + 1, q) \oplus w(m, p + 1, q + 1), \\
  p, q > 0, \quad 3 = p + q &: \quad w(m, p, q) \oplus w(m, p + 1, q) \oplus w(m, p + 1, q), \\
  p = 0, \quad q = 3 &: \quad w(m, 0, 3), \\
  p = 3, \quad q = 0 &: \quad w(m, 3, 0).
\end{align*}

To compute the multiplicities \( \mu \), one simply expands \( w(k, r, s) \) in \( w_1, w_2 \) and \( w_3 \), and then computes the dimension of the corresponding SU(4) representation. One finds

\[ \mu(m, r, s) = \frac{1}{12} (m + 1)(m + 2)(m + r - s + 1)(m + r - s + 2)(2m + r - s + 3). \]  \hspace{1cm} (3.7)

The eigenvalues themselves are given (up to a normalisation factor) by computing the Casimir invariant for the relevant highest weight:

\[ \lambda(m, r, s) = \frac{4\pi}{6^{1/3}} (m^2 + m(r - s + 3) + \frac{2}{3}(r - s)(r - s + 4)), \]  \hspace{1cm} (3.8)

where the coefficient is due to our normalisation of the volume of \( \mathbb{P}^3 \).

Note that the above calculation actually gives the eigenspaces of the Laplacian acting on \( \Lambda_0^{p,q} \), the space of primitive \((p,q)\)-forms. The space of \((p,q)\)-forms \( \Lambda^{p,q} \) admits a decomposition of the form

\[ \Lambda^{p,q} = \Lambda_0^{p,q} \oplus (\omega \wedge \Lambda_0^{p-1,q-1}) \oplus \ldots \]  \hspace{1cm} (3.9)

where \( \omega \) is the Kähler form. Since wedging or contracting with the Kähler form \( \omega \) commutes with \( \Delta \), the eigenspaces also respect this decomposition. In practice this means that one has to take into account extra modes when tabulating the eigenvalues and multiplicities. For example, for \((p,q) = (1,1)\), we have the decomposition

\[ \Lambda^{1,1} = \Lambda_0^{1,1} \oplus (\omega \wedge \Lambda_0^{0,0}). \]  \hspace{1cm} (3.10)

The eigenvalues and multiplicities of \( \Delta \) acting on \( \Lambda_0^{1,1} \) are computed by (3.8) and (3.7) with

\[ (m, r, s) = \{(m, 1, 1), (m, 1, 2), (m, 2, 1), (m, 2, 2)\}. \]  \hspace{1cm} (3.11)

\[ ^{4} \text{For example, using the Mathematica package LieART [106], the multiplicity can be computed by taking the coefficients of the } w_i \text{ as } (a, b, c) \text{ and then using the command } \text{Dim[Irrep[A][a,b,c]]}. \text{ The eigenvalues themselves can be computed using } \text{CasimirInvariant[Irrep[A][a,b,c]]}. \]
### Table 1: Exact eigenvalues of $\Delta$ and their multiplicities for $(p,q)$-forms on $\mathbb{P}^3$.

| $(p,q)$ | $(0,0)$ | $(1,0)$ | $(2,0)$ | $(3,0)$ | $(1,1)$ | $(2,1)$ |
|---------|---------|---------|---------|---------|---------|---------|
| $m$     | $\lambda_m$ | $\mu_m$ | $\lambda_m$ | $\mu_m$ | $\lambda_m$ | $\mu_m$ | $\lambda_m$ | $\mu_m$ | $\lambda_m$ | $\mu_m$ | $\lambda_m$ | $\mu_m$ |
| 0       | 0       | 1       | 27.66    | 15      | 55.32    | 45      | 82.99    | 35      | 0       | 1       | 27.66    | 15      |
| 1       | 27.66   | 15      | 55.32    | 45      | 82.99    | 35      | 138.3    | 189     | 27.66   | 30      | 41.49    | 20      |
| 2       | 69.16   | 84      | 69.16    | 84      | 103.7    | 256     | 207.5    | 616     | 41.49   | 20      | 55.32    | 90      |
| 3       | 124.5   | 300     | 103.7    | 256     | 138.3    | 189     | 290.5    | 1560    | 55.32   | 90      | 69.16    | 84      |
| 4       | 193.6   | 825     | 124.5    | 300     | 166.0    | 875     | 357.3    | 3375    | 69.16   | 168     | 82.99    | 210     |

We must then combine these with the eigenvalues and multiplicities of $\Delta$ acting on $\Lambda^{0,0}$, which are computed by taking $(m,r,s) = (m,0,0)$. Note that $\Lambda^{1,0}$ on its own does not admit a zero mode—however we know that there should be a $(1,1)$ zero mode, corresponding to the FS Kähler form $\omega$. This mode comes from taking the zero mode in $\Lambda^{0,0}$ and wedging with $\omega$, thus giving the required $(1,1)$-form with eigenvalue zero and multiplicity one.

We now want to tabulate the eigenvalues and their multiplicities for the various types of $(p,q)$-forms. Since the Laplacian commutes with complex conjugation and the Hodge star, the eigenvalues (and their multiplicities) obey

$$\lambda^{(p,q)} = \lambda^{(q,p)} = \lambda^{(3-p,3-q)} = \lambda^{(3-q,3-p)}.$$  

(3.12)

Thanks to this, we only need to compute

$$(p,q) \in \{(0,0), (1,0), (2,0), (3,0), (1,1), (2,1)\}.$$  

(3.13)

The eigenvalues and their multiplicities are given in Table 1. Note that we denote the exact eigenvalues by $\hat{\lambda}_m$ and their multiplicities by $\mu_m$. As discussed in Section 2, there is a relation between the massive $p$-form and the $(p-1)$- and $(p+1)$-form spectra. For example, looking at Table 1, we see that the $\lambda > 0$ $(1,0)$ spectrum is a combination of the $(0,0)$ and $(2,0)$ spectra, with the modes themselves coming from $\partial$ of $(0,0)$ modes and $\partial^\dagger$ of $(2,0)$ modes. Similar statements hold for the other $(p,q)$ types.

### 3.2 An approximate basis

As discussed in [1], the scalar eigenfunctions of $\Delta$ on $\mathbb{P}^3$ are the U(1)-invariant spherical harmonics on $S^7$, which can be written as linear combinations of functions of the form

$$\alpha_A = \frac{(\text{degree } k_\phi \text{ monomial in } z_i) (\text{degree } k_\phi \text{ monomial in } z_i)}{(|z_0|^2 + |z_1|^2 + |z_2|^2 + |z_3|^2)^{k_\phi}}, \quad k_\phi \geq 0,$$

(3.14)

5This corresponds to using the Hodge decomposition with respect to $\partial$. The decomposition with respect to $\bar{\partial}$ gives the massive $(1,0)$ as $\bar{\partial}^\dagger$ of $(1,1)$ modes.
where the denominator ensures that these functions are well defined on $\mathbb{P}^3$. As we discussed in the previous subsection, it is not necessary for the approximate basis $\{\alpha_A\}$ to be orthonormal with respect to the inner product. In fact, it is quicker (and more numerically stable) to use a non-orthonormal basis of “simple” functions. For zero-forms, this means taking $\{\alpha_A\}$ to be the functions in (3.14) at a fixed value of $k_\phi$. For $(p,q)$-forms, an appropriate finite basis at degree $k_\phi$ can be constructed from similar building blocks.\(^6\)

Consider the set of $(p,0)$-forms (which are not well-defined by themselves on $\mathbb{P}^3$) of the form

$$(\text{degree } (k_\phi - 2p) \text{ monomial}) \wedge (z_i dz_j - z_j dz_i), \quad (3.15)$$

where $i,j = 0,\ldots,3$ and $k_\phi$ is fixed. From this set, discard any which are meromorphic but not holomorphic, that is, which have $z_i$-dependent denominators. The remaining forms can all be written as sums of terms of the form $z_i^{k_\phi - p} \wedge dz_j$. From this set, discard any which can be written as linear combinations of the others. We denote the remaining $(p,0)$-forms by $\{\xi_a^{(k_\phi,p)}\}$, where $a$ runs from 1 to the dimension of the basis. A approximate finite basis for $(p,q)$-forms at degree $k_\phi$ on $\mathbb{P}^3$ is then given by the set spanned by

$$\frac{\xi_a^{(k_\phi,p)} \wedge \xi_b^{(k_\phi,q)}}{(|z_0|^2 + |z_1|^2 + |z_2|^2 + |z_3|^2)^{k_\phi}}.$$ \(3.16\)

For example, we have

$$\{\xi_a^{(k_\phi,0)}\} = \text{degree } k_\phi \text{ monomials},$$

$$\{\xi_a^{(2,1)}\} = \{z_0 dz_1 - z_1 dz_0, z_0 dz_2 - z_2 dz_0, \ldots\},$$

$$\{\xi_a^{(3,1)}\} = \{z_0^2 dz_1 - z_0 z_1 dz_0, z_0 z_1 dz_2 - z_1 z_2 dz_0, \ldots\},$$

$$\vdots \quad \vdots \quad \vdots \quad \vdots$$

$$\{\xi_a^{(3,2)}\} = \{z_2 dz_0 \wedge dz_1 - z_1 dz_0 \wedge dz_2 + z_0 dz_1 \wedge dz_2, \ldots\},$$ \(3.17\)

---

\(^6\)As discussed in [107, Section 5], the following choice comes from the Euler sequence $0 \rightarrow \Omega^1(2) \rightarrow \bigoplus_{i=0}^3 \mathcal{O}(1) \rightarrow \mathcal{O}(2) \rightarrow 0$, which implies that $z_i dz_j - z_j dz_i$ gives a holomorphic section of $\Omega^1(2)$. For $(p,0)$-forms at degree $k$, the relevant sequence is

$$0 \rightarrow \Omega^p(k) \rightarrow \bigoplus_{i=0}^{n-1} \mathcal{O}(k - p) \rightarrow \Omega^{p-1}(k) \rightarrow 0,$$

where $n = \binom{3 + 1}{p}$ for $\mathbb{P}^3$ and the map on the right takes the form

$$dz_{i_1} \wedge \ldots \wedge dz_{i_p} \mapsto \sum_{j=1}^p (-1)^{j+1} z_{i_j} \hat{dz}_{i_1} \wedge \ldots \wedge \hat{dz}_{i_j} \wedge \ldots \wedge dz_{i_p},$$

where the hat indicates omission.
and so on. The dimensions of these sets are

\[ \dim \{ \xi_{\alpha}^{(k_{\phi},0)} \} = \left( 3 + k_{\phi} \right) = (1, 4, 10, 20, \ldots) \quad \text{for } k_{\phi} = 0, 1, \ldots \]

\[ \dim \{ \xi_{\alpha}^{(k_{\phi},1)} \} = (6, 20, 45, 84, \ldots) \quad \text{for } k_{\phi} = 2, 3, \ldots \]

\[ \dim \{ \xi_{\alpha}^{(k_{\phi},2)} \} = (4, 15, 36, 70, \ldots) \quad \text{for } k_{\phi} = 3, 4, \ldots \]

\[ \dim \{ \xi_{\alpha}^{(k_{\phi},3)} \} = (1, 4, 10, 20, \ldots) \quad \text{for } k_{\phi} = 4, 5, \ldots \]

The general form of these are

\[ \dim \{ \xi_{\alpha}^{(k_{\phi},p)} \} = \left( 3 + \frac{1}{p} \right) \dim \{ \xi_{\alpha}^{(k_{\phi} - p,0)} \} - \dim \{ \xi_{\alpha}^{(k_{\phi} - p - 1)} \}, \] (3.19)

where the 3 indicates we are working on \( \mathbb{P}^3 \). Note that for \( \xi_{\alpha}^{(k_{\phi},p)} \) with \( p > 0 \), one requires \( k_{\phi} \geq p + 1 \).

This choice of approximate basis is not orthonormal, and so \( \langle \alpha_A, \alpha_B \rangle \) will not be diagonal. We will denote the truncated space of \( (p,q) \)-forms at degree \( k_{\phi} \) by

\[ F_{p,q}^{k_{\phi}} = \left\{ \xi_{\alpha}^{(k_{\phi},p)} \wedge \overline{\xi_{\beta}^{(k_{\phi},q)}} \right\} \left( |z_0|^2 + |z_1|^2 + |z_2|^2 + |z_3|^2 \right)^{k_{\phi}} \] (3.20)

This choice of basis has the useful property that \( F_{p,q}^{k_{\phi}} \subset F_{p,q}^{k_{\phi}+1} \), so that one does not lose basis elements when increasing the degree of the basis. The dimension of the approximate basis will be denoted by

\[ \dim F_{k_{\phi}}^{p,q} = \dim \{ \xi_{\alpha}^{(k_{\phi},p)} \} \times \dim \{ \xi_{\alpha}^{(k_{\phi},q)} \}. \] (3.21)

### 3.3 Numerical results

At this point we have the explicit metric on \( \mathbb{P}^3 \), which determines the Laplace operator, and an appropriate approximate basis of \( (p,q) \)-forms. To evaluate the integrals over \( X \) that give the matrix elements we need, we have to specify a measure on \( X \). This is given simply by

\[ \text{vol} = \frac{1}{3!} \omega^3. \] (3.22)

Integration over \( X \) can then be approximated by a finite sum over \( N_{\phi} \) random points

\[ \int f \text{ vol} \to \frac{1}{N_{\phi}} \sum_{i=1}^{N_{\phi}} f(p_i). \] (3.23)
As discussed in [1], the integration measure that one implicitly picks when summing over points must agree with \( \text{vol} \). This is determined by how one picks the random points. Fortunately, if one picks the random points to be distributed uniformly according to \( SU(4) \) on \( \mathbb{P}^3 \), the resulting measure is the desired FS volume form (since this is the unique \( SU(4) \)-invariant measure). Note that using a finite number of integration points breaks the \( SU(4) \) symmetry, leading to a lifting of the degeneracy in the spectrum – instead of one eigenvalue \( \hat{\lambda}_m \) with multiplicity \( \mu_m \), one finds a cluster of \( \mu_m \) eigenvalues \( \lambda_m \) with close but distinct values. In the limit where the number of points goes to infinity and the \( SU(4) \) symmetry is restored, the spread in \( \lambda_m \) will go to zero and they will converge to a single eigenvalue \( \hat{\lambda}_m \) with multiplicity \( \mu_m \).

With this all in hand, we can numerically compute the matrix elements \( \Delta_{AB} = \langle \alpha_A, \Delta \alpha_B \rangle \) and \( O_{AB} = \langle \alpha_A, \alpha_B \rangle \) for various values of \((p,q)\). Following our previous work on numerical metrics [108], we have implemented this in Mathematica [60]. As in [1], we will vary both \( k_\phi \), which controls the size of the truncated basis of \((p,q)\)-forms, and \( N_\phi \), the number of points used for the numerical integration. Roughly speaking, as \( k_\phi \) increases, our finite basis is a better approximation to the honest, infinite-dimensional vector space of \((p,q)\)-forms. Since the matrix elements have a finite size, we can only compute as many eigenvalues as the rank of the matrices, which is given by \( \text{dim} \mathcal{F}_{p,q}^{k_\phi} \). Thus increasing \( k_\phi \) allows us to compute higher eigenvalues and better approximate the lower ones that already appear in the spectrum for smaller \( k_\phi \). Increasing the number of points \( N_\phi \) improves the accuracy of the numerical integration and gets us closer to restoring the \( SU(4) \) symmetry of the underlying FS metric. This has the effect of decreasing the spread of the eigenvalues within each cluster that corresponds to a single degenerate eigenvalue in the exact limit, and also improves the accuracy of the eigenvalues higher up the spectrum.

We show how the \((0,0)\) eigenvalues vary with \( N_\phi \) for \( k_\phi = 3 \) in Figure 1. Since \( \text{dim} \mathcal{F}^{0,0}_3 = 400 \), we are able to compute the first 400 eigenvalues. We see that as \( N_\phi \) increases, the approximate eigenvalues tend to their exact values with the spread within each cluster decreasing. Note that these results agree well with a previous plot in [1, Figure 1]. We repeat the same calculation for \((1,0)\) eigenvalues with the results in Figure 2. We see that the eigenvalues do indeed converge to their analytic values and that the multiplicities are again correct. Since \( \text{dim} \mathcal{F}^{1,0}_3 = 400 \), we can compute the first 400 eigenvalues.

We can also vary \( k_\phi \) while keeping \( N_\phi \) constant to see how increasing the size of the approximating basis affects the numerical spectrum. We fix \( N_\phi = 250,000 \) and vary \( k_\phi \) from 1 to 4 for \((p,q) = (0,0)\) and from 2 to 4 for \((p,q) = (1,1)\). We display the results in Figure 3 and Figure 4 respectively. As \( k_\phi \) increases, higher frequency modes are added to the truncated basis. For the case of \( \mathbb{P}^3 \) that we are considering, since the \((0,0)\) basis is so closely related to the actual eigenfunctions, increasing \( k_\phi \) allows us to access higher eigenfunctions with nothing extra appearing lower in the spectrum. For \((1,1)\)-eigenforms we have more complicated behaviour, which we comment on below. Note that the lowest-lying \((1,1)\)-eigenform has eigenvalue zero (up to numerical error) – this is the Kähler
Figure 1: A plot of the numerical eigenvalues of the Laplacian on $\mathbb{P}^3$ for $(0,0)$-forms with $k_\phi = 3$ and varying $N_\phi$. The dashed horizontal lines show the values of the exact eigenvalues $\hat{\lambda}_m$ from Table 1. We also indicate the multiplicity of each eigenvalue, calculated by counting the number of eigenvalues in each grouping, which are in agreement with the exact results.

Figure 2: A plot of the numerical eigenvalues of the Laplacian on $\mathbb{P}^3$ for $(1,0)$-forms with $k_\phi = 3$ and varying $N_\phi$. The dashed horizontal lines show the values of the exact eigenvalues $\hat{\lambda}_m$ from Table 1. We also indicate the multiplicity of each eigenvalue, calculated by counting the number of eigenvalues in each grouping, which are in agreement with the exact results.
form for the FS metric on $\mathbb{P}^3$ and it is present for $k_{\phi} \geq 2$. The eigenvalue is precisely zero as $\omega$ can written exactly as a sum of elements of $F_{2,1}^{1,1}$, and since $F_{2,1}^{1,1} \subset F_{k_{\phi},1}^{1,1}$, the zero mode is present for all $k_{\phi} \geq 2$. If one picked a metric different from the FS metric, the Kähler form would be different and would no longer be expressible exactly as a sum of elements of $F_{2,1}^{1,1}$. The lowest-lying eigenform would then have eigenvalue close to but not exactly equal to zero. If $k_{\phi}$ were increased, one would find that one could better approximate this new Kähler form and the corresponding eigenvalue would tends to zero. We will see this behaviour again in the case of the Calabi–Yau threefold where the approximate Kähler form cannot be written exactly as a sum of the $(1,1)$ basis forms.

At $k_{\phi} = 2$ in the $(1,1)$ spectrum, we see that the first massive mode has multiplicity $\mu_1 = 15$. However, moving to $k_{\phi} = 3$ we see that $\mu_1 = 30$, which is the predicted analytic result. How do we understand this? Looking at the $(0,0)$ spectrum in Figure 3, we note that at $k_{\phi} = 0$, only the constant zero mode is present, while we pick up the first massive eigenfunction with multiplicity 15 at $k_{\phi} = 1$. Now recall from (3.10) that the space of $(1,1)$-forms splits as a direct sum of primitive $(1,1)$-forms and those that can be written as a function multiplying $\omega$. Since $\omega$ is actually a sum of the $(1,1)$-form basis elements at $k_{\phi} = 2$, working at $k_{\phi} = 2$ we cannot access $\omega$ wedged with the first $(0,0)$ massive modes. Enlarging our basis to $k_{\phi} = 3$, we can then accommodate $\omega$ wedged with the first $(0,0)$ massive mode with multiplicity 15 (which appears in the $(0,0)$ spectrum for $k_{\phi} \geq 1$), which then combines with the 15 $(1,1)$-eigenforms that were already present at $k_{\phi} = 2$. This pattern continues for higher harmonics. For example, at $k_{\phi} = 3$ one finds $\mu_4 = 84$, but moving to $k_{\phi} = 4$ this changes to $\mu_4 = 168$ due to the contribution of the degree 2 $(0,0)$-mode with $\mu_2 = 84$; this then matches the exact calculation. The general pattern is that one has to compute the $(1,1)$-eigenforms at $k_{\phi} = k + 2$ in order to include eigenforms which come from eigenfunctions that appear at degree $k$ in the $(0,0)$ spectrum (effectively because $\omega$ is itself the wedge product of degree 2 basis elements from $\{\xi_a^{(2,1)}\}$ and its conjugate). We will see in the case of a Calabi–Yau threefold that the same phenomenon holds – increasing $k_{\phi}$ can cause the appearance of low-lying eigenforms that were not previously present.

Rather than plotting the eigenvalues for all values of $(p,q)$ in this way, we show the eigenvalues for the independent values of $(p,q)$ for $N_{\phi} = 10^6$ and $k_{\phi} = 3$ in Figure 5. We also record the approximate values of the eigenvalues and their spread (standard deviation) in Table 2, which should be compared with the exact values in Table 1. Happily, we see that both the magnitude and multiplicity of our numerically calculated eigenvalues agree with the analytic calculation. Note that we take $k_{\phi} = 5$ for $(p,q) = (3,0)$ as this is the minimum degree where one finds at least two clusters of eigenvalues.
Figure 3: A plot of the numerical eigenvalues of the Laplacian on $\mathbb{P}^3$ for $(0,0)$-forms with $N_\phi = 250,000$ and varying $k_\phi$. The dashed horizontal lines show the values of the exact eigenvalues $\hat{\lambda}_m$ from Table 1. We also indicate the multiplicity of each eigenvalue, calculated by counting the number of eigenvalues in each grouping. Notice that the multiplicities do not change as $k_\phi$ is increased.

Figure 4: A plot of the numerical eigenvalues of the Laplacian on $\mathbb{P}^3$ for $(1,1)$-forms with $N_\phi = 250,000$ and varying $k_\phi$. The dashed horizontal lines show the values of the exact eigenvalues $\hat{\lambda}_m$ from Table 1. We also indicate the multiplicity of each eigenvalue, calculated by counting the number of eigenvalues in each grouping. Notice that the multiplicities can change as $k_\phi$ is increased for the reason mentioned in the main text.
Figure 5: A plot of the numerical eigenvalues of the Laplacian on $\mathbb{P}^3$ for $(p,q)$-forms with $N_\phi = 10^6$ and $k_\phi = 3$ ($(3,0)$ at $k_\phi = 5$). The dashed horizontal lines show the values of the exact eigenvalues $\hat{\lambda}_m$ from Table 1. We also indicate the multiplicity of each eigenvalue, calculated by counting the number of eigenvalues in each grouping. An asterisk on a multiplicity indicates that this does not match the exact value in Table 1 for the reason discussed in the main text.

Table 2: Numerical eigenvalues of $\Delta$ and their multiplicity for $(p,q)$-forms on $\mathbb{P}^3$ at $k_\phi = 3$ ($(3,0)$ at $k_\phi = 5$) and $N_\phi = 10^6$. The eigenvalues are the mean of the eigenvalues in a cluster, with the error given by the standard deviation. An asterisk on a multiplicity indicates that this does not match the exact value in Table 1 for the reason discussed in the main text.
4 The spectrum on the Fermat quintic

The strategy that we have outlined and applied to $\mathbb{P}^3$ can also be used to investigate the eigenforms of Calabi–Yau metrics. In this note we will focus on the example of the Fermat quintic threefold. We do this in order to compare with previous results for the scalar Laplacian in [1] – everything that follows can be easily extended to more complicated examples. As this particular quintic admits a discrete symmetry, we expect the eigenvalues will be degenerate, as we saw with the FS metric on $\mathbb{P}^3$. Note that this symmetry does not simplify the calculation of the eigenvalues (unlike the calculation of the Ricci-flat metric where the symmetry greatly reduces the parameter space over which one minimises). Further details of the Fermat quintic and the numerical integration can be found in [108, Appendix A].

4.1 A metric on the quintic

The Fermat quintic $X$ is the hypersurface in $\mathbb{P}^4$ defined by the vanishing locus of the equation

$$Q = z_0^5 + z_1^5 + z_2^5 + z_3^5 + z_4^5,$$

where $[z_0: z_1: z_2: z_3: z_4]$ are homogeneous coordinates on $\mathbb{P}^4$. The algorithm for computing the eigenvalues and eigenforms on the quintic is essentially the same as we laid out for $\mathbb{P}^3$. The important differences are:

- The metric on the quintic is not known analytically. Instead it must be computed numerically – we will use a metric computed using the “optimal metric” approach in [48].

- The approximate basis $F_{k_0}^{p,q}$ must take into account that $Q$ vanishes on the hypersurface. When one removes linearly dependent elements to find $\xi_a^{(k_0,p)}$, one also removes those that are related by $Q = 0$.

- The random points used for the numerical integration should be chosen according to the exact Calabi–Yau measure (defined by the six-form $\Omega \wedge \bar{\Omega}$) rather than the SU(5)-invariant Fubini–Study measure on $\mathbb{P}^4$. Details of this can be found in [51,52].

We compute the metric on the quintic following the method of “optimal metrics” in [48]. The basic idea is to make an ansatz for the Kähler potential of the Ricci-flat metric, giving a so-called algebraic metric [47,109], and then to vary the parameters that appear in the ansatz in order to minimise the difference between the approximate metric and the unique Ricci-flat metric. One begins by choosing a basis for the degree-$k_h$ polynomials on $\mathbb{P}^4$ in homogeneous coordinates modulo the defining quintic equation. It is simplest to pick the degree-$k_h$ monomials, which we denote this
basis by \{s_\alpha\}. This has dimension

\[ N(k_h) = \begin{cases} 
(4 + k_h) & 0 \leq k_h < 5, \\
-k_h & k_h \geq 5,
\end{cases} \tag{4.2} \]

so that \(\alpha = 1, \ldots, N(k_h)\). The ansatz for the Kähler potential is then

\[ K = \frac{1}{k_h \pi} \ln(s_\alpha h^{\alpha\bar{\beta}} s_{\bar{\beta}}), \tag{4.3} \]

where \(h^{\alpha\bar{\beta}}\) is a positive-definite hermitian matrix of complex numbers that parametrises the metric on \(X\). The corresponding metric is given by

\[ g_{ij} = \partial_i \bar{\partial}_j K, \tag{4.4} \]

which also defines an approximate Kähler form \(\omega\). Note that these expressions are written on \(\mathbb{P}^4\), but can be simply restricted to \(X\). Since \(\{s_\alpha\}\) is a finite-dimensional approximation to the space of all holomorphic monomials, the metrics given by varying \(h^{\alpha\bar{\beta}}\) are a finite subspace of all possible metrics on \(X\). The name of the game is then to find \(h^{\alpha\bar{\beta}}\) such that \(g_{ij}\) is the “best” metric within the truncated space, where best means closest to the honest Ricci-flat metric.

The key idea of the optimal metrics proposal is how it determines this “best” metric. The idea is as follows. One can compute \(\det g_{ij}\) using the ansatz for \(K\), while \(\|\Omega\|^2\) can be computed using the exact (and explicitly known \[110, 111\]) holomorphic three-form \(\Omega\) on the Calabi–Yau. The Kähler metric \(g_{ij}\) is Ricci-flat if and only if \(\det g_{ij}\) is proportional to \(\|\Omega\|^2\) pointwise with the same constant coefficient everywhere on \(X\) – this is simply the Monge–Ampère equation for the metric \[112\]. The method of \[48\] treats this as a classic minimisation problem where one varies \(h^{\alpha\bar{\beta}}\) in order to minimise the error in \(\det g_{ij}/\|\Omega\|^2 = \text{constant}\) on \(X\). The optimal metrics found in this way are often orders of magnitude more accurate than those found by Donaldson’s iterative method. Since this paper is focused on accurate calculations of the spectrum of the Laplacian, we will use the optimal metrics as our input. These can be computed using the Mathematica package at \[113\].

For what follows, we use an approximate metric on the quintic computed at degree ten, that is \(k_h = 10\). For this choice, the \(\sigma\)-measure of \[51\] that measures how close the approximate metric is to being Ricci-flat is

\[ \sigma_k \approx 7 \times 10^{-5}. \tag{4.5} \]

This has the interpretation that the volume forms defined by \(\omega^3\) and \(\Omega \wedge \bar{\Omega}\) are equal to within 0.007% (up to an overall normalisation constant).
4.2 Numerical results

We present our results for varying $k_\phi$ and $N_\phi$ for a few cases of $(p, q)$, and then give complete results for $k_\phi = 3$ and $N_\phi = 3 \times 10^6$. As with $\mathbb{P}^3$, we first have to pick an approximate basis for $(p, q)$-forms. We again take the approximate basis $\mathcal{F}_{k_\phi}^{p,q}$ defined in (3.20). The difference from $\mathbb{P}^3$ is that when we discard the $(p, 0)$-forms which can be written as linear combinations of others already in the basis, we also have to take into account that $Q = 0$ on the hypersurface. This has the effect of further reducing the size of the basis and is necessary whenever $k_\phi - p \geq 5$.

We show how the $(0, 0)$ and $(1, 0)$ eigenvalues vary with $N_\phi$ for $k_\phi = 2$ in Figures 6 and 7. We see that as $N_\phi$ increases, the approximate eigenvalues converge to clusters with smaller and smaller spreads. Since $\dim \mathcal{F}_{2}^{0,0} = 225$ we are able to compute the first 225 eigenvalues. Note that the $(0, 0)$ results agree well with a previous plot in [1, Figure 7].

We can also vary $k_\phi$ while keeping $N_\phi$ constant. We fix $N_\phi = 5 \times 10^5$ and vary $k_\phi$ from 1 to 3 for $(p, q) = (0, 0)$ and 2 to 3 for $(p, q) = (1, 1)$. As $k_\phi$ increases, higher-frequency basis forms are added to the truncated basis. Even for the approximate Calabi–Yau metric, there should be a single $(1, 1)$ zero mode in the spectrum, corresponding to the Kähler form $\omega$. However, this is not exactly what we see – instead the lowest-lying mode is a $(1, 1)$-form with multiplicity one and a relatively small but non-zero eigenvalue. As $k_\phi$ is increased and higher-frequency modes are added to the approximate basis, the lowest-lying $(1, 1)$-eigenform has an eigenvalue that gets closer and closer to zero. The reason for this discrepancy is that $\omega$ cannot be written exactly as a sum of elements of the approximate basis – the metric and thus the (approximate) Kähler form are computed at
Figure 7: A plot of the numerical eigenvalues of the Laplacian on the Fermat quintic for (1,0)-forms with $k_\phi = 2$ and varying $N_\phi$.

$k_h = 10$, and so one imagines needing $k_\phi \sim 10$ in order to write $\omega$ accurately as a sum of the basis (1,1)-forms. Furthermore, looking at the Kähler potential in (4.3), the denominator in $\omega$ is of the form $s_\alpha h^{\alpha\bar{\beta}} \bar{s}_{\bar{\beta}} = e^{\pi k_h K}$ whereas elements of $F_{k_\phi}^{1,1}$ have denominator $\left(\sum_i |z_i|^2\right)^{k_\phi}$. If one wanted to better approximate the Kähler form, one could use $e^{\pi k_\phi K}$ as the denominator in (3.20) instead. Since we already have an expression for $\omega$ (from $g_{ij}$), we do not find it necessary to implement this change.

Finally, we plot the eigenvalues for the independent values of $(p,q)$ for $N_\phi = 3 \times 10^6$ and $k_\phi = 3$ in Figure 10.\textsuperscript{7} We give the values and the spread of the approximate eigenvalues in Table 3. Note that we see there is an isolated $(3,0)$-eigenform with the smallest eigenvalue. This is an approximation to the honest $(3,0)$-form $\Omega$ which should appear as a zero mode. As with the Kähler form $\omega$, if one increases $k_\phi$, one finds that the eigenvalue of this isolated mode becomes closer to zero as $\Omega$ is better approximated. Unlike $\omega$, one needs to go to $k_\phi \to \infty$ in order to push the numerical eigenvalue down to zero, effectively because we know $\Omega$ is holomorphic, whereas our approximate bases are not. Since we actually have an exact expression for $\Omega$ from a residue theorem, this is not too much of a problem. Unfortunately, for fixed $\dim F_{k_\phi}^{p,q}$ the three-form calculations (both $(3,0)$ and $(2,1)$) are the most time consuming, so we have not pushed to higher values of $k_\phi$ or $N_\phi$ for these cases on the hardware we have at hand.

As discussed in [1], the zero-locus of the defining equation (4.1) is left invariant by a large discrete symmetry, causing degeneracy of the eigenvalues of the scalar Laplacian. The same is also

\textsuperscript{7}Plots of the spectra for each value of $(p,q)$ can be found in Appendix B.
Figure 8: A plot of the numerical eigenvalues of the Laplacian on the Fermat quintic for (0,0)-forms with $N_\phi = 5 \times 10^5$ and varying $k_\phi$.

Figure 9: A plot of the numerical eigenvalues of the Laplacian on the Fermat quintic for (1,1)-forms with $N_\phi = 5 \times 10^5$ and varying $k_\phi$. 
Figure 10: A plot of the numerical eigenvalues of the Laplacian on the Fermat quintic for \((p,q)\)-forms with \(N_\phi = 3 \times 10^6\) and \(k_\phi = 3\) \(((3,0)\) at \(k_\phi = 4\)).

Table 3: Numerical eigenvalues of \(\Delta\) and their multiplicities for \((p,q)\)-forms on the Fermat quintic at \(k_\phi = 3\) \(((3,0)\) at \(k_\phi = 4\)) and \(N_\phi = 3 \times 10^6\). The eigenvalues are the mean of the eigenvalues in a cluster, with the error given by the standard deviation. Multiplicities with an asterisk denote a cluster of eigenvalues where we do not have sufficient resolution to distinguish between what we suspect are actually two or more clusters (which is implied as the multiplicities are a sum of two of the dimensions appearing in Table 4).
true for the Laplace–de Rham operator on \((p, q)\)-forms. The full non-abelian symmetry that acts linearly on the basis of \((p, q)\)-forms (and hence the eigenforms) is

\[
\overline{\text{Aut}}(Q) = \mathbb{Z}_2 \ltimes \text{Aut}(Q) = (S_5 \times \mathbb{Z}_2) \ltimes (\mathbb{Z}_5)^4, \tag{4.6}
\]

which can be thought of, roughly, as symmetric permutations of the \(z_i\), complex conjugation, and various phase rotations of the \(z_i\) by fifth roots of unity. There are a finite number of irreducible representations of this discrete group – we give these in Table 4.\(^8\) Looking at Table 3, we see that the multiplicities of the approximate eigenvalues all appear in Table 4. That is, the eigenspaces of the \((p, q)\)-form Laplacian do indeed live in irreducible representations of \(\overline{\text{Aut}}(Q)\), as was the case for the scalar Laplacian in [1]. This is an independent check that our numerical algorithm is correct.

We can also check that our volume normalisation of \(\text{Vol}(X) = 1\) has been implemented correctly by examining Weyl’s law. On a Riemannian manifold \(X\) of real dimension \(d\), the eigenvalues should grow as

\[
\lim_{m \to \infty} \frac{\lambda_m^3}{m} = \frac{(4\pi)^{d/2}\Gamma(1 + d/2)}{\text{Vol}(X)}. \tag{4.7}
\]

For the Fermat quintic with unit volume, this means one should find

\[
\lim_{m \to \infty} \frac{\lambda_m^3}{m} = 384\pi^3. \tag{4.8}
\]

Note that degenerate eigenvalues are included in this series according to their multiplicities. Since our numerical spectrum is not exactly degenerate, we simply use the eigenvalues as they are. We give a check of this in Figure 11, where we have plotted \(\lambda_m^3/(384\pi^3m)\) against \(m\) for the \((0, 0)\) eigenvalues. Weyl’s law requires that this asymptotes to 1 as \(m \to \infty\). Notice that this behaviour is indeed present, implying our volume normalisation is correct. However, around \(m \sim 700\), the eigenvalues begin to grow at a rate faster than that suggested by Weyl’s law. This is a sign that eigenfunctions higher up the spectrum are less well approximated by the finite basis of functions at \(k_\phi = 3\). One can see this behaviour in more detail by varying \(k_\phi\), as was done in [1].

\(^8\)The author thanks F. Ruehle for explaining how to compute these representations while collaborating on a related project [114]. Note that these numbers disagree slightly with [1, Table 3].
Figure 11: A check of Weyl’s law for the numerical eigenvalues of the Laplacian on the Fermat quintic for $(0,0)$-forms with $k_\phi = 3$ and $N_\phi = 3 \times 10^6$.
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A Conventions

We denote real coordinate indices by \{a, b, \ldots\} and complex coordinates by \{i, j, \ldots\} and \{\bar{i}, \bar{j}, \ldots\}. Our conventions are as follows.

We define the usual Levi-Civita connection by

$$\Gamma^a_{bc} = \frac{1}{2} g^{ad} (\partial_b g_{dc} + \partial_c g_{bd} - \partial_d g_{bc}), \quad (A.1)$$

with the covariant derivative on vectors and one-forms

$$\nabla_a v^b = \partial_a v^b + \Gamma^b_{ac} v^c, \quad \nabla_a \alpha_b = \partial_a \alpha_b - \Gamma^c_{ab} \alpha_c. \quad (A.2)$$
The Riemann tensor is defined by

\[
\nabla_a \nabla_b v_c = R_{abcd} v_d,
\]

\[
R_{abcd} = -2\partial_{[a} \Gamma_{b]c}^d + 2\Gamma_{c[a}^e \Gamma_{b]e}^d,
\]

with symmetries

\[
R_{abcd} = R_{cdab} = -R_{bacd} = -R_{abdc}, \quad R_{[abc]d} = 0, \quad \nabla_{[a} R_{b]c}^d = 0.
\]

The Ricci tensor and scalar are defined as

\[
R_{ab} = R_{abc}^c, \quad R = R_a^a.
\]

On a $d$-dimensional Euclidean manifold, the Hodge star and wedge product for a $p$-form $\alpha$ and $q$-form $\beta$ are given by

\[
(\star \alpha)_{a_1...a_{d-p}} = \frac{1}{p!} \epsilon_{a_1...a_{d-p}} b_1...b_p \alpha_{b_1...b_p},
\]

\[
\star^2 \alpha = (-1)^p(d-p) \alpha,
\]

\[
(\alpha \wedge \beta)_{a_1...a_p b_1...b_q} = \frac{(p+q)!}{p!q!} \alpha_{[a_1...a_p} \beta_{b_1...b_q]},
\]

where

\[
\epsilon_{1...d} = \sqrt{\det g_{ab}} = g^{1/2}, \quad \epsilon^{1...d} = g^{-1/2}.
\]

The exterior derivative and codifferential are

\[
dv = \frac{1}{(p+1)!} (dv)_{a_1...a_{p+1}} dx^{a_1} \wedge ... \wedge dx^{a_{p+1}}
\]

\[
= \frac{1}{(p+1)!} (p+1) \partial_{[a_1} v_{a_2...a_{p+1}]} dx^{a_1} \wedge ... \wedge dx^{a_{p+1}}
\]

\[
\delta v = (-1)^{dp} \star d \star v
\]

\[
= \frac{1}{(p-1)!} (\delta v)_{a_2...a_p} dx^{a_2} \wedge ... \wedge dx^{a_p}
\]

\[
= -\frac{1}{(p-1)!} \nabla_{a_1} v^{a_1} a_2...a_p dx^{a_2} \wedge ... \wedge dx^{a_p}.
\]

The natural inner product on $p$-forms is taken to be

\[
\langle v, w \rangle = \int \star \tilde{v} \wedge w = \frac{1}{p!} \int d^d x \sqrt{g} g^{a_1 b_1} ... g^{a_p b_p} \tilde{v}_{a_1...a_p} w_{b_1...b_p}.
\]
The Laplace–de Rham operator is then simply
\[ \Delta = d \delta + \delta d. \] (A.13)

As discussed in the main text, there are two matrices that we are interested in computing, namely \( \langle \alpha_A, \Delta \alpha_B \rangle \) and \( \langle \alpha_A, \alpha_B \rangle \) for \{\alpha_A\} a finite basis of \((p,q)\)-forms. The measure of non-orthogonality of the basis, \( \langle \alpha_A, \alpha_B \rangle \), can be computed straightforwardly using (A.12). The matrix elements of \( \Delta \) are most easily computed using
\[ \langle \alpha_A, \Delta \alpha_B \rangle = \langle d \alpha_A, d \alpha_B \rangle + \langle \delta \alpha_A, \delta \alpha_B \rangle. \] (A.14)

We further assume that the manifold of interest is Kähler, such as \( \mathbb{P}^n \) or a Calabi–Yau. Recall that a Kähler metric satisfies
\[ g_{i \bar{j}} = g_{\bar{j} i}, \quad g_{i \bar{j}} = g_{\bar{j} i} = 0, \quad \partial_k g_{i \bar{j}} = \partial_i g_{k \bar{j}}. \] (A.15)
where the first and last of these identities follow from \( g_{i \bar{j}} = \partial_i \partial_{\bar{j}} K \). The connection symbols \( \Gamma^a_{bc} \) have only pure holomorphic or antiholomorphic components, namely
\[ \Gamma^i_{jk} = g^{i \bar{j}} \partial_j g_{k \bar{i}}, \quad \Gamma^\bar{i}_{\bar{j} \bar{k}} = g^{\bar{i} \bar{k}} \partial_{\bar{j}} g_{\bar{i} \bar{k}} \equiv \Gamma^i_{jk}, \] (A.16)
with the non-pure connection symbols vanishing. Covariant derivatives are then given by
\[ \nabla_i v^j = \partial_i v^j + \Gamma^j_{ik} v^k, \quad \nabla_i v^{\bar{j}} = \partial_i v^{\bar{j}} + \Gamma^{\bar{j}}_{ik} v^k, \]
\[ \nabla_i v^j = \bar{\partial}_i v^j, \quad \nabla_i v^{\bar{j}} = \bar{\partial}_i v^{\bar{j}}. \] (A.17)
The non-vanishing Riemann tensor components are
\[ R_{ij \bar{k}} = -R_{ij \bar{k}}, \quad R_{i \bar{j} j} = -R_{i \bar{j} j} = -\partial_i \Gamma^j_{jk} \equiv R_{i \bar{j} j}. \] (A.18)
with the Ricci tensor given by
\[ R_{ij} = -\partial_i \Gamma^k_{kj}. \] (A.19)
Note that in complex coordinates the determinants of the real and hermitian metric are related by
\[ \sqrt{g} = \sqrt{\det g_{ab}} = 2^{d/2} \det g_{i \bar{j}}. \] (A.20)

Let us see explicitly how to compute the matrix elements \( \langle \alpha_A, \Delta \alpha_B \rangle \) and \( \langle \alpha_A, \alpha_B \rangle \) for a few
examples. For the case of \((0,0)\)-forms or simply functions, the inner product is

\[
\langle \alpha_A, \alpha_B \rangle = \int \! d^d x \sqrt{g} \bar{\alpha}_A \alpha_B. \tag{A.21}
\]

The matrix elements of \(\Delta\) can be calculated by

\[
\langle \alpha_A, \Delta \alpha_B \rangle = \langle d\alpha_A, d\alpha_B \rangle
\]

\[
= \int d^dx \sqrt{g} g^{ab} (d\bar{\alpha}_A)_a (d\alpha_B)_b \\
= \int d^d x \sqrt{g} \left( g^{ij} (d\bar{\alpha}_A)_i (d\alpha_B)_j + g^{ji} (d\bar{\alpha}_A)_j (d\alpha_B)_i \right) \tag{A.22}
\]

\[
= \int d^d x \sqrt{g} g^{ij} (\partial_i \bar{\alpha}_A \bar{\partial}_j \alpha_B + \bar{\partial}_j \bar{\alpha}_A \partial_i \alpha_B).
\]

Note however that there is a simplification thanks to the Kähler structure on \(X\) – the de Rham Laplacian and the Dolbeault Laplacians are proportional:

\[
\Delta = 2\Delta_\partial = 2\Delta_{\bar{\partial}}. \tag{A.23}
\]

Since most of the \((p,q)\) cases that we consider have \(q = 0\) and \(\bar{\partial}^\dagger\) annihilates \((p,0)\)-forms, it greatly simplifies calculations to use the \(\bar{\partial}\)-Laplacian. On functions we then have

\[
\langle \alpha_A, \Delta \alpha_B \rangle = 2\langle \alpha_A, \Delta_\partial \alpha_B \rangle
\]

\[
= 2\langle \partial \alpha_A, \partial \alpha_B \rangle + 2\langle \partial^\dagger \alpha_A, \partial^\dagger \alpha_B \rangle \tag{A.24}
\]

\[
= 2 \int d^d x \sqrt{g} \left( g^{ij} (\partial \bar{\alpha}_A)_i (\partial \alpha_B)_j \right)
\]

\[
= 2 \int d^d x \sqrt{g} g^{ij} \partial_i \bar{\alpha}_A \bar{\partial}_j \alpha_B.
\]

For \((1,0)\)-forms

\[
\langle \alpha_A, \Delta \alpha_B \rangle = 2\langle \bar{\partial} \alpha_A, \bar{\partial} \alpha_B \rangle + 2\langle \bar{\partial}^\dagger \alpha_A, \bar{\partial}^\dagger \alpha_B \rangle \tag{A.25}
\]

\[
= \int d^d x \sqrt{g} g^{ab} g^{a'b'} (\bar{\partial} \bar{\alpha}_A)_{a_1 a_2} (\bar{\partial} \alpha_B)_{b_1 b_2}
\]

\[
= 2 \int d^d x \sqrt{g} g^{i_1 j_1} g^{i_2 j_2} \partial_{i_1} \bar{\alpha}_A_{i_2} \bar{\partial}_{j_1} \alpha_B_{j_2}
\]

For \((1,1)\)-forms, we have

\[
\langle \alpha_A, \Delta \alpha_B \rangle = 2\langle \bar{\partial} \alpha_A, \bar{\partial} \alpha_B \rangle + 2\langle \bar{\partial}^\dagger \alpha_A, \bar{\partial}^\dagger \alpha_B \rangle \tag{A.26}
\]
Figure 12: A plot of the numerical eigenvalues of the Laplacian on the Fermat quintic for $(0,0)$-forms with $k_\phi = 3$ and $N_\phi = 3 \times 10^6$.

where

$$
\langle \bar{\partial}_A, \bar{\partial}_B \rangle = \frac{1}{3!} \int d^d x \sqrt{g} g^{a_1b_1} g^{a_2b_2} g^{a_3b_3} (\partial \bar{\alpha}_A)_{a_1a_2a_3} (\bar{\partial} \alpha_B)_{b_1b_2b_3}
$$

$$
= \frac{1}{2} \int d^d x \sqrt{g} g^{i_1j_1} g^{i_2j_2} g^{i_3j_3} (\bar{\partial} \alpha_A)_{i_1i_2i_3} (\bar{\partial} \alpha_B)_{j_1j_2j_3},
$$

(A.27)

$$
\langle \bar{\partial}^\dagger A, \bar{\partial}^\dagger B \rangle = \int d^d x \sqrt{g} g^{a_1b_1} (\partial^\dagger \bar{\alpha}_A)_{a_1} (\partial^\dagger \alpha_B)_{b_1}
$$

$$
= \int d^d x \sqrt{g} g^{i_1j_1} (\partial^\dagger \bar{\alpha}_A)_{i_1} (\partial^\dagger \alpha_B)_{j_1}.
$$

(A.28)

The components we need are given by

$$
(\bar{\partial} \alpha)_{j_1j_2j_3} = \bar{\partial}_j, \alpha_{j_2j_3} - \partial_j, \alpha_{j_2j_3},
$$

$$
(\partial^\dagger \alpha)_{j_1} = g^{k_1i_1} \nabla_{k_1} \alpha_{j_1i_1},
$$

(A.29)

One can derive expressions for the remaining cases in a similar fashion.

**B More plots**

In this appendix we present more plots of the eigenvalues for the $(p,q)$ Laplacian on the Fermat quintic. In particular, in Figures 12 to 17 we give the eigenvalues $\lambda_m$ plotted against $m$, the eigenvalue number. In all cases, one can clearly see the clusters of nearly degenerate eigenvalues.
Figure 13: A plot of the numerical eigenvalues of the Laplacian on the Fermat quintic for $(1, 0)$-forms with $k_\phi = 3$ and $N_\phi = 3 \times 10^6$.

Figure 14: A plot of the numerical eigenvalues of the Laplacian on the Fermat quintic for $(2, 0)$-forms with $k_\phi = 3$ and $N_\phi = 3 \times 10^6$. 
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Figure 15: A plot of the numerical eigenvalues of the Laplacian on the Fermat quintic for (3, 0)-forms with $k_\phi = 3$ and $N_\phi = 3 \times 10^6$.

Figure 16: A plot of the numerical eigenvalues of the Laplacian on the Fermat quintic for (1, 1)-forms with $k_\phi = 3$ and $N_\phi = 3 \times 10^6$. 
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Figure 17: A plot of the numerical eigenvalues of the Laplacian on the Fermat quintic for $(2,1)$-forms with $k_\phi = 3$ and $N_\phi = 3 \times 10^6$.

References

[1] V. Braun, T. Brelidze, M. R. Douglas, and B. A. Ovrut, “Eigenvalues and Eigenfunctions of the Scalar Laplace Operator on Calabi-Yau Manifolds”, *JHEP* 07 (2008)120, arXiv:0805.3689 [hep-th].

[2] P. Candelas, G. T. Horowitz, A. Strominger, and E. Witten, “Vacuum Configurations for Superstrings”, *Nucl. Phys. B* 258 (1985)46–74.

[3] A. Strominger and E. Witten, “New Manifolds for Superstring Compactification”, *Commun. Math. Phys.* 101 (1985)341.

[4] A. Strominger, “Yukawa Couplings in Superstring Compactification”, *Phys. Rev. Lett.* 55 (1985)2547.

[5] S. Kachru, A. Tripathy, and M. Zimet, “K3 metrics from little string theory”, arXiv:1810.10540 [hep-th].

[6] S. Kachru, A. Tripathy, and M. Zimet, “K3 metrics”, arXiv:2006.02435 [hep-th].

[7] P. Candelas and S. Kalara, “Yukawa Couplings for a Three Generation Superstring Compactification”, *Nucl. Phys. B* 298 (1988)357–368.

[8] P. Candelas, X. C. De La Ossa, P. S. Green, and L. Parkes, “A Pair of Calabi-Yau manifolds as an exactly soluble superconformal theory”, *AMS/IP Stud. Adv. Math.* 9 (1998)31–95.
[9] B. R. Greene, D. R. Morrison, and M. Plesser, “Mirror manifolds in higher dimension”, Commun. Math. Phys. 173 (1995)559–598, arXiv:hep-th/9402119.

[10] R. Donagi, R. Reinbacher, and S.-T. Yau, “Yukawa couplings on quintic threefolds”, arXiv:hep-th/0605203.

[11] L. B. Anderson, J. Gray, D. Grayson, Y.-H. He, and A. Lukas, “Yukawa Couplings in Heterotic Compactification”, Commun. Math. Phys. 297 (2010)95–127, arXiv:0904.2186 [hep-th].

[12] V. Braun, Y.-H. He, and B. A. Ovrut, “Yukawa couplings in heterotic standard models”, JHEP 04 (2006)019, arXiv:hep-th/0601204.

[13] D. J. Gross, J. A. Harvey, E. J. Martinec, and R. Rohm, “The Heterotic String”, Phys. Rev. Lett. 54 (1985)502–505.

[14] D. J. Gross, J. A. Harvey, E. J. Martinec, and R. Rohm, “Heterotic String Theory. 1. The Free Heterotic String”, Nucl. Phys. B 256 (1985)253.

[15] D. J. Gross, J. A. Harvey, E. J. Martinec, and R. Rohm, “Heterotic String Theory. 2. The Interacting Heterotic String”, Nucl. Phys. B 267 (1986)75–124.

[16] P. Horava and E. Witten, “Heterotic and type I string dynamics from eleven-dimensions”, Nucl. Phys. B 460 (1996)506–524, arXiv:hep-th/9510209.

[17] P. Horava and E. Witten, “Eleven-dimensional supergravity on a manifold with boundary”, Nucl. Phys. B 475 (1996)94–114, arXiv:hep-th/9603142.

[18] A. Lukas, B. A. Ovrut, and D. Waldram, “On the four-dimensional effective action of strongly coupled heterotic string theory”, Nucl. Phys. B 532 (1998)43–82, arXiv:hep-th/9710208.

[19] A. Lukas, B. A. Ovrut, K. Stelle, and D. Waldram, “The Universe as a domain wall”, Phys. Rev. D 59 (1999)086001, arXiv:hep-th/9803235.

[20] A. Lukas, B. A. Ovrut, K. Stelle, and D. Waldram, “Heterotic M theory in five-dimensions”, Nucl. Phys. B 552 (1999)246–290, arXiv:hep-th/9806051.

[21] V. Braun, Y.-H. He, B. A. Ovrut, and T. Pantev, “A Heterotic standard model”, Phys. Lett. B 618 (2005)252–258, arXiv:hep-th/0501070.

[22] V. Bouchard and R. Donagi, “An SU(5) heterotic standard model”, Phys. Lett. B 633 (2006)783–791, arXiv:hep-th/0512149.
[23] V. Braun, Y.-H. He, B. A. Ovrut, and T. Pantev, “The Exact MSSM spectrum from string theory”, *JHEP* **05** (2006)043, arXiv:hep-th/0512177.

[24] V. Braun, Y.-H. He, B. A. Ovrut, and T. Pantev, “A Standard model from the E(8) x E(8) heterotic superstring”, *JHEP* **06** (2005)039, arXiv:hep-th/0502155.

[25] R. Blumenhagen, S. Moster, and T. Weigand, “Heterotic GUT and standard model vacua from simply connected Calabi-Yau manifolds”, *Nucl. Phys. B* **751** (2006)186–221, arXiv:hep-th/0603015.

[26] R. Blumenhagen, S. Moster, R. Reinbacher, and T. Weigand, “Massless Spectra of Three Generation U(N) Heterotic String Vacua”, *JHEP* **05** (2007)041, arXiv:hep-th/0612039.

[27] L. B. Anderson, J. Gray, Y.-H. He, and A. Lukas, “Exploring Positive Monad Bundles And A New Heterotic Standard Model”, *JHEP* **02** (2010)054, arXiv:0911.1569 [hep-th].

[28] L. B. Anderson, J. Gray, A. Lukas, and E. Palti, “Two Hundred Heterotic Standard Models on Smooth Calabi-Yau Threefolds”, *Phys. Rev. D* **84** (2011)106005, arXiv:1106.4804 [hep-th].

[29] L. B. Anderson, J. Gray, A. Lukas, and E. Palti, “Heterotic Line Bundle Standard Models”, *JHEP* **06** (2012)113, arXiv:1202.1757 [hep-th].

[30] L. B. Anderson, A. Constantin, J. Gray, A. Lukas, and E. Palti, “A Comprehensive Scan for Heterotic SU(5) GUT models”, *JHEP* **01** (2014)047, arXiv:1307.4787 [hep-th].

[31] B. A. Ovrut, A. Purves, and S. Spinner, “A statistical analysis of the minimal SUSY B–L theory”, *Mod. Phys. Lett. A* **30** 18, (2015)1550085, arXiv:1412.6103 [hep-ph].

[32] B. A. Ovrut, A. Purves, and S. Spinner, “The minimal SUSY $B – L$ model: from the unification scale to the LHC”, *JHEP* **06** (2015)182, arXiv:1503.01473 [hep-ph].

[33] R. Deen, B. A. Ovrut, and A. Purves, “The minimal SUSY B – L model: simultaneous Wilson lines and string thresholds”, *JHEP* **07** (2016)043, arXiv:1604.08588 [hep-ph].

[34] A. E. Faraggi, D. V. Nanopoulos, and K.-j. Yuan, “A Standard Like Model in the 4D Free Fermionic String Formulation”, *Nucl. Phys. B* **335** (1990)347–362.

[35] G. Cleaver, A. Faraggi, and D. V. Nanopoulos, “String derived MSSM and M theory unification”, *Phys. Lett. B* **455** (1999)135–146, arXiv:hep-ph/9811427.

[36] V. Braun, P. Candelas, R. Davies, and R. Donagi, “The MSSM Spectrum from (0,2)-Deformations of the Heterotic Standard Embedding”, *JHEP* **05** (2012)127, arXiv:1112.1097 [hep-th].
[37] S. Groot Nibbelink, O. Loukas, F. Ruehle, and P. K. Vaudrevange, “Infinite number of MSSMs from heterotic line bundles?”, *Phys. Rev. D* **92** 4, (2015)046002, [arXiv:1506.00879](https://arxiv.org/abs/1506.00879) [hep-th].

[38] S. Groot Nibbelink, O. Loukas, and F. Ruehle, “(MS)SM-like models on smooth Calabi-Yau manifolds from all three heterotic string theories”, *Fortsch. Phys.* **63** (2015)609–632, [arXiv:1507.07559](https://arxiv.org/abs/1507.07559) [hep-th].

[39] S. Dumitru, B. A. Ovrut, and A. Purves, “The $R$-parity Violating Decays of Charginos and Neutralinos in the B-L MSSM”, *JHEP* **02** (2019)124, [arXiv:1810.11035](https://arxiv.org/abs/1810.11035) [hep-ph].

[40] S. Dumitru, B. A. Ovrut, and A. Purves, “$R$-parity Violating Decays of Wino Chargino and Wino Neutralino LSPs and NLSPs at the LHC”, *JHEP* **06** (2019)100, [arXiv:1811.05581](https://arxiv.org/abs/1811.05581) [hep-ph].

[41] S. Dumitru, C. Herwig, and B. A. Ovrut, “$R$-parity Violating Decays of Bino Neutralino LSPs at the LHC”, *JHEP* **12** (2019)042, [arXiv:1906.03174](https://arxiv.org/abs/1906.03174) [hep-ph].

[42] A. P. Braun, C. R. Brodie, and A. Lukas, “Heterotic Line Bundle Models on Elliptically Fibered Calabi-Yau Three-folds”, *JHEP* **04** (2018)087, [arXiv:1706.07688](https://arxiv.org/abs/1706.07688) [hep-th].

[43] B. A. Ovrut, “Vacuum Constraints for Realistic Strongly Coupled Heterotic M-Theories”, *Symmetry* **10** 12, (2018)723, [arXiv:1811.08892](https://arxiv.org/abs/1811.08892) [hep-th].

[44] A. Ashmore, S. Dumitru, and B. A. Ovrut, “Line Bundle Hidden Sectors for Strongly Coupled Heterotic Standard Models”, [arXiv:2003.05455](https://arxiv.org/abs/2003.05455) [hep-th].

[45] E. I. Buchbinder, A. Constantin, and A. Lukas, “A heterotic standard model with $B − L$ symmetry and a stable proton”, *JHEP* **06** (2014)100, [arXiv:1404.2767](https://arxiv.org/abs/1404.2767) [hep-th].

[46] S. Donaldson, “Scalar curvature and projective embeddings, I”, *J. Differential Geom.* **59** 3, (11, 2001)479–522.

[47] S. Donaldson, “Some numerical results in complex differential geometry”, *math/0512625*.

[48] M. Headrick and A. Nassar, “Energy functionals for Calabi-Yau metrics”, *Adv. Theor. Math. Phys.* **17** 5, (2013)867–902, [arXiv:0908.2635](https://arxiv.org/abs/0908.2635) [hep-th].

[49] M. Headrick and T. Wiseman, “Numerical Ricci-flat metrics on K3”, *Class. Quant. Grav.* **22** (2005)4931–4960, [arXiv:hep-th/0506129](https://arxiv.org/abs/hep-th/0506129).

[50] C. Doran, M. Headrick, C. P. Herzog, J. Kantor, and T. Wiseman, “Numerical Kahler-Einstein metric on the third del Pezzo”, *Commun. Math. Phys.* **282** (2008)357–393, [arXiv:hep-th/0703057](https://arxiv.org/abs/hep-th/0703057).
[51] M. R. Douglas, R. L. Karp, S. Lukic, and R. Reinbacher, “Numerical Calabi-Yau metrics”, *J. Math. Phys.* 49 (2008)032302, arXiv:hep-th/0612075.

[52] V. Braun, T. Brelidze, M. R. Douglas, and B. A. Ovrut, “Calabi-Yau Metrics for Quotients and Complete Intersections”, *JHEP* 05 (2008)080, arXiv:0712.3563 [hep-th].

[53] M. R. Douglas, R. L. Karp, S. Lukic, and R. Reinbacher, “Numerical solution to the hermitian Yang-Mills equation on the Fermat quintic”, *JHEP* 12 (2007)083, arXiv:hep-th/0606261.

[54] L. B. Anderson, V. Braun, and B. A. Ovrut, “Numerical Hermitian Yang-Mills Connections and Kahler Cone Substructure”, *JHEP* 01 (2012)014, arXiv:1103.3041 [hep-th].

[55] L. B. Anderson, V. Braun, R. L. Karp, and B. A. Ovrut, “Numerical Hermitian Yang-Mills Connections and Vector Bundle Stability in Heterotic Theories”, *JHEP* 06 (2010)107, arXiv:1004.4399 [hep-th].

[56] L. B. Anderson, J. Gray, A. Lukas, and J. Wang, “Chern-Simons invariants and heterotic superpotentials”, *JHEP* 09 (2020)141, arXiv:2006.03082 [hep-th].

[57] W. Cui and J. Gray, “Numerical Metrics, Curvature Expansions and Calabi-Yau Manifolds”, *JHEP* 05 (2020)044, arXiv:1912.11068 [hep-th].

[58] J. Keller and S. Lukic, “Numerical Weil–Petersson metrics on moduli spaces of Calabi–Yau manifolds”, *J. Geom. Phys.* 92 (2015)252–270, arXiv:0907.1387 [math.DG].

[59] C. Iuliu-Lazaroiu, D. McNamee, and C. Saemann, “Generalized Berezin quantization, Bergman metrics and fuzzy Laplacians”, *JHEP* 09 (2008)059, arXiv:0804.4555 [hep-th].

[60] W. R. Inc., “Mathematica, Version 12.1.” https://www.wolfram.com/mathematica. Champaign, IL, 2020.

[61] K. Becker and L.-S. Tseng, “Heterotic flux compactifications and their moduli”, *Nucl. Phys. B* 741 (2006)162–179, arXiv:hep-th/0509131.

[62] M. Becker, L.-S. Tseng, and S.-T. Yau, “Moduli Space of Torsional Manifolds”, *Nucl. Phys. B* 786 (2007)119–134, arXiv:hep-th/0612290.

[63] L. B. Anderson, J. Gray, A. Lukas, and B. Ovrut, “Stabilizing the Complex Structure in Heterotic Calabi-Yau Vacua”, *JHEP* 02 (2011)088, arXiv:1010.0255 [hep-th].

[64] I. V. Melnikov and E. Sharpe, “On marginal deformations of (0,2) non-linear sigma models”, *Phys. Lett. B* 705 (2011)529–534, arXiv:1110.1886 [hep-th].
L. B. Anderson, J. Gray, A. Lukas, and B. Ovrut, “Stabilizing All Geometric Moduli in Heterotic Calabi-Yau Vacua”, *Phys. Rev. D* **83** (2011)106011, arXiv:1102.0011 [hep-th].

L. B. Anderson, J. Gray, A. Lukas, and B. Ovrut, “The Atiyah Class and Complex Structure Stabilization in Heterotic Calabi-Yau Compactifications”, *JHEP* **10** (2011)032, arXiv:1107.5076 [hep-th].

L. B. Anderson, J. Gray, and E. Sharpe, “Algebroids, Heterotic Moduli Spaces and the Strominger System”, *JHEP* **07** (2014)037, arXiv:1402.1532 [hep-th].

L. B. Anderson, J. Gray, A. Lukas, and B. Ovrut, “Vacuum Varieties, Holomorphic Bundles and Complex Structure Stabilization in Heterotic Theories”, *JHEP* **07** (2013)017, arXiv:1304.2704 [hep-th].

X. de la Ossa and E. E. Svanes, “Holomorphic Bundles and the Moduli Space of N=1 Supersymmetric Heterotic Compactifications”, *JHEP* **10** (2014)123, arXiv:1402.1725 [hep-th].

X. de la Ossa, E. Hardy, and E. E. Svanes, “The Heterotic Superpotential and Moduli”, *JHEP* **01** (2016)049, arXiv:1509.08724 [hep-th].

M. Garcia-Fernandez, R. Rubio, and C. Tipler, “Infinitesimal moduli for the Strominger system and Killing spinors in generalized geometry”, *Math. Ann.*** **369** (2017)2, arXiv:1503.07562 [math.DG].

P. Candelas, X. de la Ossa, and J. McOrist, “A Metric for Heterotic Moduli”, *Commun. Math. Phys.*** **356** 2, (2017)567–612, arXiv:1605.05256 [hep-th].

A. Ashmore, X. De La Ossa, R. Minasian, C. Strickland-Constable, and E. E. Svanes, “Finite deformations from a heterotic superpotential: holomorphic Chern-Simons and an $L_\infty$ algebra”, *JHEP* **10** (2018)179, arXiv:1806.08367 [hep-th].

S. Blesneag, E. I. Buchbinder, A. Constantin, A. Lukas, and E. Palti, “Matter field Kähler metric in heterotic string theory from localisation”, *JHEP* **04** (2018)139, arXiv:1801.09645 [hep-th].

A. Ashmore, C. Strickland-Constable, D. Tennyson, and D. Waldram, “Heterotic backgrounds via generalised geometry: moment maps and moduli”, *JHEP* **11** (2020)071, arXiv:1912.09981 [hep-th].

E. Witten, “World sheet corrections via D instantons”, *JHEP* **02** (2000)030, arXiv:hep-th/9907041.
[77] E. I. Buchbinder, R. Donagi, and B. A. Ovrut, “Superpotentials for vector bundle moduli”, Nucl. Phys. B 653 (2003)400–420, arXiv:hep-th/0205190.

[78] C. Beasley and E. Witten, “Residues and world sheet instantons”, JHEP 10 (2003)065, arXiv:hep-th/0304115.

[79] A. Basu and S. Sethi, “World sheet stability of (0,2) linear sigma models”, Phys. Rev. D 68 (2003)025003, arXiv:hep-th/0303066.

[80] V. Braun, M. Kreuzer, B. A. Ovrut, and E. Scheidegger, “Worldsheet instantons and torsion curves, part A: Direct computation”, JHEP 10 (2007)022, arXiv:hep-th/0703182.

[81] V. Braun, M. Kreuzer, B. A. Ovrut, and E. Scheidegger, “Worldsheet instantons, torsion curves, and non-perturbative superpotentials”, Phys. Lett. B 649 (2007)334–341, arXiv:hep-th/0703134.

[82] V. Braun, M. Kreuzer, B. A. Ovrut, and E. Scheidegger, “Worldsheet Instantons and Torsion Curves, Part B: Mirror Symmetry”, JHEP 10 (2007)023, arXiv:0704.0449 [hep-th].

[83] M. Bertolini and M. R. Plesser, “Worldsheet instantons and (0,2) linear models”, JHEP 08 (2015)081, arXiv:1410.4541 [hep-th].

[84] E. I. Buchbinder and B. A. Ovrut, “Non-vanishing Superpotentials in Heterotic String Theory and Discrete Torsion”, JHEP 01 (2017)038, arXiv:1611.01922 [hep-th].

[85] E. I. Buchbinder, A. Lukas, B. A. Ovrut, and F. Ruehle, “Instantons and Hilbert Functions”, Phys. Rev. D 102 2, (2020)026019, arXiv:1912.08358 [hep-th].

[86] E. I. Buchbinder, A. Lukas, B. A. Ovrut, and F. Ruehle, “Heterotic Instantons for Monad and Extension Bundles”, JHEP 02 (2020)081, arXiv:1912.07222 [hep-th].

[87] E. Buchbinder, A. Lukas, B. Ovrut, and F. Ruehle, “Heterotic Instanton Superpotentials from Complete Intersection Calabi-Yau Manifolds”, JHEP 10 (2017)032, arXiv:1707.07214 [hep-th].

[88] E. I. Buchbinder, L. Lin, and B. A. Ovrut, “Non-vanishing Heterotic Superpotentials on Elliptic Fibrations”, JHEP 09 (2018)111, arXiv:1806.04669 [hep-th].

[89] E. I. Buchbinder, R. Donagi, and B. A. Ovrut, “Vector bundle moduli superpotentials in heterotic superstrings and M theory”, JHEP 07 (2002)066, arXiv:hep-th/0206203.

[90] L. B. Anderson, F. Apruzzi, X. Gao, J. Gray, and S.-J. Lee, “Instanton superpotentials, Calabi-Yau geometry, and fibrations”, Phys. Rev. D 93 8, (2016)086001, arXiv:1511.05188 [hep-th].
[91] Y.-H. He and A. Lukas, “Machine Learning Calabi-Yau Four-folds”, arXiv:2009.02544 [hep-th].

[92] Y.-H. He, “Calabi-Yau Spaces in the String Landscape”, arXiv:2006.16623 [hep-th].

[93] Y.-H. He and S.-T. Yau, “Graph Laplacians, Riemannian Manifolds and their Machine-Learning”, arXiv:2006.16619 [math.CO].

[94] R. Deen, Y.-H. He, S.-J. Lee, and A. Lukas, “Machine Learning String Standard Models”, arXiv:2003.13339 [hep-th].

[95] Y.-H. He and S.-J. Lee, “Distinguishing elliptic fibrations with AI”, Phys. Lett. B 798 (2019)134889, arXiv:1904.08530 [hep-th].

[96] D. Krefl and R.-K. Seong, “Machine Learning of Calabi-Yau Volumes”, Phys. Rev. D 96 6, (2017)066014, arXiv:1706.03346 [hep-th].

[97] F. Ruehle, “Evolving neural networks with genetic algorithms to study the String Landscape”, JHEP 08 (2017)038, arXiv:1706.07024 [hep-th].

[98] J. Carifio, J. Halverson, D. Krioukov, and B. D. Nelson, “Machine Learning in the String Landscape”, JHEP 09 (2017)157, arXiv:1707.00655 [hep-th].

[99] F. Ruehle, “Data science applications to string theory”, Phys. Rept. 839 (2020)1–117.

[100] H. Erbin and R. Finotello, “Inception Neural Network for Complete Intersection Calabi-Yau 3-folds”, arXiv:2007.13379 [hep-th].

[101] H. Erbin and R. Finotello, “Machine learning for complete intersection Calabi-Yau manifolds: a methodological study”, arXiv:2007.15706 [hep-th].

[102] J. Halverson and C. Long, “Statistical Predictions in String Theory and Deep Generative Models”, Fortsch. Phys. 68 5, (2020), arXiv:2001.00555 [hep-th].

[103] H. Otsuka and K. Takemoto, “Deep learning and k-means clustering in heterotic string vacua with line bundles”, JHEP 05 (2020)047, arXiv:2003.11880 [hep-th].

[104] J. Bonifacio and K. Hinterbichler, “Bootstrap Bounds on Closed Einstein Manifolds”, JHEP 10 (2020)069, arXiv:2007.10337 [hep-th].

[105] A. Ikeda and Y. Taniguchi, “Spectra and eigenforms of the laplacian on $S^n$ and $P^n(C)$”, Osaka J. Math. 15 3, (1978)515–546.
[106] R. Feger, T. W. Kephart, and R. J. Saskowski, “LieART 2.0 – A Mathematica application for Lie Algebras and Representation Theory”, *Comput. Phys. Commun.* 257 (2020)107490, arXiv:1912.10969 [hep-th].

[107] S. Bloch and D. Kreimer, “Feynman amplitudes and Landau singularities for 1-loop graphs”, *Commun. Num. Theor. Phys.* 4 (2010)709–753, arXiv:1007.0338 [hep-th].

[108] A. Ashmore, Y.-H. He, and B. A. Ovrut, “Machine Learning Calabi–Yau Metrics”, *Fortsch. Phys.* 68 9, (2020)2000068, arXiv:1910.08605 [hep-th].

[109] G. Tian, “On a set of polarized Kähler metrics on algebraic manifolds”, *J. Differential Geom.* 32 1, (11, 1990)99–130.

[110] M. F. Atiyah, R. Bott, and L. Gårding, “Lacunas for hyperbolic differential operators with constant coefficients. ii”, *Acta Math.* 131 (1973)145–206.

[111] P. Candelas, A. Dale, C. Lutken, and R. Schimmrigk, “Complete Intersection Calabi-Yau Manifolds”, *Nucl. Phys. B* 298 (1988)493.

[112] S.-T. Yau, “On the Ricci curvature of a compact Kähler manifold and the complex Monge-Ampère equation, II”, *Commun. Pure Appl. Math.* 31 3, (1978)339–411.

[113] M. Headrick, “Fermat.m.”

http://people.brandeis.edu/~headrick/Mathematica/index.html.

[114] A. Ashmore and F. Ruehle, “Moduli-dependent KK towers and the Swampland Distance Conjecture on the Quintic”, arXiv:2103.07472 [hep-th].