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ABSTRACT. In this paper, we study the real and the complex Waring rank of reducible cubic forms. In particular, we compute the complex rank of all reducible cubics. In the real case, for all reducible cubics, we either compute or bound the real rank depending on the signature of the degree two factor.

1. Introduction

Let \( \mathbb{K} \) be a field. Let \( F \in \mathbb{K}[x_0, \ldots, x_n] \) be a homogeneous polynomial of degree \( d \). The Waring problem for \( F \) over \( \mathbb{K} \) asks for the least value \( s \) such that there exist linear forms \( L_1, \ldots, L_s \) over \( \mathbb{K} \), for which \( F \) can be written as a sum of powers

\[
F = \lambda_1 L_1^d + \ldots + \lambda_s L_s^d,
\]

where \( \lambda_i \in \mathbb{K} \) for all \( i \). Such a value \( s \) is called the Waring rank over \( \mathbb{K} \), or the \( \mathbb{K} \)-rank, of the form \( F \), and it is denoted by \( \text{rk}_\mathbb{K}(F) \). Note that the rank could be infinite for fields of positive characteristic. Moreover, when \( \mathbb{K} = \mathbb{C} \) we may assume that \( \lambda_i = 1 \) for all \( i \). While, when \( \mathbb{K} = \mathbb{R} \), we may assume \( \lambda_i = \pm 1 \) for all \( i \).

The notion of Waring rank, and its generalization to the case of tensors, are intensively studied also because of their many applications which include, but are not limited to, Algebraic Complexity Theory [4], Signal Processing [8], and Quantum Information Theory [12, 13]. Most applications are concerned with the real and complex cases, that is the cases in which \( \mathbb{K} = \mathbb{R} \) or \( \mathbb{K} = \mathbb{C} \). We will call \( \text{rk}_\mathbb{R}(F) \), respectively \( \text{rk}_\mathbb{C}(F) \), the real, respectively the complex, rank of \( F \).

Our knowledge of the Waring rank is very limited even for \( \mathbb{K} = \mathbb{R} \) or \( \mathbb{K} = \mathbb{C} \). The complex Waring rank, for example, is known for all monomials, see [6], but the real Waring rank is only known in the case of monomials in two variables, see [2, 10].

Since the Waring rank of a quadratic form is the rank of its associated matrix, it is natural to consider cubic forms as the next case of interest. However, the degree three case is already beyond our reach, and a complete description of the complex rank is only given when at most three variables are involved. In [9], the three variable case is treated using projective changes of coordinates in order to obtain canonical forms of which the complex rank is then computed. In the same paper, a similar idea is used to find the complex rank of some reducible cubic forms in any number of variables.

The structure of the present paper is as follows. In Section 3 we introduce Theorem 3.2 which is our basic tool to give lower bounds for the rank. In Section 4, we recover and complete the description of the complex rank of reducible cubic forms given in [9], see Theorem 4.5. In Section 5, we classify real reducible cubics and we give lower and upper bounds for the real rank in Theorem 5.6.
2. Basic facts

In the next sections we study the real and the complex rank of reducible cubic forms using the action of the group \( \text{GL}(n+1,K) \) for \( K = \mathbb{R}, \mathbb{C} \). In particular, we say that forms \( F, G \in K[x_0, \ldots, x_n] \) are **equivalent over** \( K \) if

\[
G(x_0, \ldots, x_n) = \lambda F((x_0, \ldots, x_n)A)
\]

for some \( A \in \text{GL}(n+1,K) \) and for some \( \lambda \in K \) with \( \lambda \neq 0 \). If the field \( K \) is clear from the context, we will simply say that \( F \) and \( G \) are **equivalent**.

The crucial remark is that forms equivalent over \( K \) have the same rank over \( K \).

**Remark 2.1.** We use the orthogonal subgroups \( O(n+1,K) \subset \text{GL}(n+1,K) \). Recall that for \( K = \mathbb{R} \) the action of the orthogonal subgroup is transitive, in particular all non-zero linear forms are equivalent up to an element in \( O(n+1,\mathbb{R}) \). However, when \( K = \mathbb{C} \), this is no longer true and there are two non-zero equivalence classes. Namely, the linear forms \( a_0x_0 + \cdots + a_nx_n \) with \( \sum_i a_i^2 \neq 0 \) are equivalent to each other, while the non-zero linear forms with \( \sum_i a_i^2 = 0 \) form a disjoint equivalence class.

Finally, we recall the notion given in [5] of a form **essentially involving** \( n+1 \) variable. We say that \( F \) essentially involves \( n+1 \) variables if \( F \) is not equivalent to a form \( G \) in fewer variables.

3. A lower bound for the rank

In this section we work over a field \( K \) of characteristic zero. First we have the following lemma.

**Lemma 3.1.** Let \( F \in K[x_0, \ldots, x_n] \) be a form of degree \( d \) and set \( F_k = \partial F/\partial x_k \) for \( 0 \leq k \leq n \). If \( r \) is the minimal non-negative integer for which there exist linear forms \( L_1, \ldots, L_r \), such that

\[
F_k \in <L_1^{d-1}, \ldots, L_r^{d-1}>
\]

for \( 0 \leq k \leq n \), then \( \text{rk}_K(F) \geq r \).

**Proof.** Let \( t = \text{rk}_K(F) \), \( F = \sum_{k=1}^t L_k^d \) thus

\[
F_k = \sum_{k=1}^t \partial L_k^d/\partial x_k = (d-1) \sum_{k=1}^t (\partial L_k/\partial x_k)L_k^{d-1}.
\]

Hence, for each \( k \), \( F_k \in <L_1^{d-1}, \ldots, L_t^{d-1}> \). By definition of \( r \), we have \( \text{rk}_K(F) \geq r \). \( \square \)

The following result is inspired by the property of quantum states transformation via local operation and classical communication (LOCC) \([7, 12, 13]\).

**Theorem 3.2.** Let \( 1 \leq p \leq n \) be an integer, \( F \in K[x_0, \ldots, x_n] \) be a form, and set \( F_k = \partial F/\partial x_k \) for \( 0 \leq k \leq n \). If

\[
\text{rk}_K(F_0 + \sum_{k=1}^p \lambda_k F_k) \geq m
\]

for all \( \lambda_k \in K \) and if the forms \( F_1, F_2, \cdots, F_p \) are linearly independent, then

\[
\text{rk}_K(F) \geq m + p.
\]
Thus for $1 \leq \Supp_F$, there exist $m + p - 1$ linear forms $L_1, L_2, \ldots, L_{m+p-1}$, such that for each $k$, $F_k \in< L_1^{d-1}, \ldots, L_{m+p-1}^{d-1}>$. Hence, there is a $p \times (m + p - 1)$ matrix $M$ of rank $p$, such that

$$\begin{pmatrix} F_1 \\ F_2 \\ \vdots \\ F_p \end{pmatrix} = M \begin{pmatrix} L_1^{d-1} \\ L_2^{d-1} \\ \vdots \\ L_{m+p-1}^{d-1} \end{pmatrix}.$$ 

Performing Gaussian elimination on $M$, we can decompose $M$ as $M = M_0M_1$, where $M_0$ is a full rank matrix, which is product of elementary matrices, and $M_1$ has the following form

$$M_1 = \begin{pmatrix} 1 & \cdots & \cdots & \cdots & \cdots & \cdots \\ 0 & 1 & \cdots & \cdots & \cdots & \cdots \\ 0 & 0 & 0 & 1 & \cdots & \cdots \\ \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\ 0 & 0 & 0 & \cdots & 0 & 1 \end{pmatrix}. $$

Each first non-zero element in each row of $M_1$ is 1 and these 1’s are in different columns. Suppose the 1 in the $k$–th row is in the $h(k)$–th column. We have $1 = h(1) < h(2) < \cdots < h(p) \leq m + p - 1$. Let $H = \{h(1), h(2), \cdots, h(p)\}$. Thus for $1 \leq k \leq p$, there exist $\mu_{k, t}$, with $h(k) < t \leq p$, such that $L_{h(k)}^{d-1} + \sum_{t=h(k)+1}^{m+p-1} \mu_{k, t}L_j^{d-1} \in< F_1, F_2, \cdots, F_p >$.

Suppose $F_0 = \sum_{j=1}^{m+p-1} \nu_j L_j^{d-1}$. Then we have $F_0 = \sum_{j \in H} \nu_j L_j^{d-1} + \sum_{j \notin H} \nu_j L_j^{d-1}$. For $j \notin H$, there exists $\bar{\nu}_j$, such that $\sum_{j \in H} \nu_j L_j^{d-1} + \sum_{j \notin H} \bar{\nu}_j L_j^{d-1} \in< F_1, F_2, \cdots, F_p >$.

Therefore

$$F_0 = \sum_{j \in H} \nu_j L_j^{d-1} + \sum_{j \notin H} \nu_j L_j^{d-1} = \left( \sum_{j \in H} \nu_j L_j^{d-1} \right) + \left( \sum_{j \notin H} \bar{\nu}_j L_j^{d-1} \right) + \sum_{j \notin H} (\nu_j - \bar{\nu}_j) L_j^{d-1}.$$ 

Then

$$\sum_{j \notin H} (\nu_j - \bar{\nu}_j) L_j^{d-1} = F_0 - \left( \sum_{j \in H} \nu_j L_j^{d-1} \right).$$

The rank of left-hand side is at most $m + p - 1 - |H| = m - 1$, while the rank of right-hand side is at least $m$ by assumption and this gives a contradiction.

\begin{flushright}
$\square$
\end{flushright}

Theorem 3.2 is particularly effective when dealing with cubic forms and we will use it in Sections 4 and 5 to find our lower bounds. In fact, since the partial derivatives of a cubic are quadratic forms, the determination of their rank is equivalent to the computation of the rank of a matrix. However, Theorem 3.4 is also useful when the degree is larger than three, as shown in Proposition 4.6.
4. Complex rank of reducible cubic forms

In this section we determine the complex rank of all reducible cubic forms in $\mathbb{C}[x_0, \ldots, x_n]$ hence completing the result of \cite{9}. Since the complex rank of monomials is known by \cite{6}, we will only consider forms which are not equivalent to monomials.

Since equivalent forms have the same complex rank, we begin with the following classification result.

**Lemma 4.1.** Let $F \in \mathbb{C}[x_0, \ldots, x_n]$ be a form essentially involving $n+1$ variables which is not equivalent to a monomial. If $F$ is a reducible cubic form, then $F$ is equivalent to one and only one of the following forms:

(i) \[ A = x_0(x_0^2 + x_1^2 + \ldots + x_n^2), \]
and in this case we say that $F$ is of type $A$;

(ii) \[ B = x_0(x_1^2 + x_2^2 + \ldots + x_n^2), \]
and in this case we say that $F$ is of type $B$;

(iii) \[ C = x_0(x_0x_1 + x_2^2 + x_3^2 + x_4^2 + \ldots + x_n^2), \]
and in this case we say that $F$ is of type $C$.

**Proof.** Clearly, $F$ is equivalent to $L(\epsilon x_0^2 + \sum_{i=1}^{n} x_i^2)$ where $\epsilon \in \{0, 1\}$. If $\epsilon = 0$, then $F$ is of type $B$. If $\epsilon = 1$, then the type of $F$ depends on the orbit of $L = \sum_{i=0}^{n} a_i x_i$ under the action of the orthogonal group $O(n+1, \mathbb{C})$ which stabilizes the quadratic factor $\epsilon x_0^2 + \sum_{i=1}^{n} x_i^2$. As described in Remark 2.1, if $\sum_{i=0}^{n} a_i^2 \neq 0$, then $F$ is of type $A$. If $\sum_{i=0}^{n} a_i^2 = 0$, $F$ is equivalent to

\[ (x_0 + ix_1)(x_0^2 + x_1^2 + \ldots + x_n^2), \]

and hence $F$ is equivalent to $C$. \qed

**Remark 4.2.** We can describe Lemma 4.1 in geometric terms. Let $F = LQ$ be a cubic essentially involving $n+1$ variables which is not equivalent to a monomial. If $F$ is of type $A$, then the hypersurface $V(Q)$ is not a cone and the hyperplane $V(L)$ is not tangent to the quadric. If $F$ is of type $B$, then $V(Q)$ is a cone and $V(L)$ does not pass through any vertex of the quadric $V(Q)$; note that if the linear space contains any vertex of the quadric, then we can project from a vertex thus reducing to a case in fewer variables. Hence, we end up again with a reducible cubic either of type $A$, $B$ or $C$ in less than $n+1$ variables. If $F$ is of type $C$, then $V(Q)$ is not a cone and $V(L)$ is tangent to the quadric; note that the condition $\sum_{i=0}^{n} a_i^2 = 0$ in Remark 2.1 is equivalent to the tangency condition for the hyperplane $V(\sum_{i=0}^{n} a_i x_i)$ by the polar properties of quadric $V(\sum_{i=0}^{n} x_i^2)$.

We give a complete description of the complex rank of reducible cubic forms. We prove two propositions giving an upper bound and a lower bound on the complex rank. Note that the complex rank for cubics of type $A$ and $B$ is also given in \cite{9}, but we produce here independent proofs. Our result on cubics of type $C$ is, at the best of our knowledge, new. Note that, B. Segre proved that the cubic surface $V(C) \subset \mathbb{P}^4$ has rank 7 and that this is the maximal rank among cubic surfaces \cite{11}.

**Proposition 4.3.** The cubic forms of types $A$, $B$, and $C$ have complex rank at most $2n$, $2n$, and $2n+1$ respectively.
Proof. Let \( A^{(k)}, B^{(k)} \) and \( C^{(k)} \) denote cubic forms of types \( A, B \) and \( C \) in \( k + 1 \) variables.

Let us consider the cubic forms of type \( A \). For \( n = 1 \), we have

\[
A^{(1)} = x_0(x_0^2 + x_1^2) = \frac{1}{6\sqrt{3}} \left[ (\sqrt{3}x_0 - x_1)^3 + (\sqrt{3}x_0 + x_1)^3 \right].
\]

whose complex rank is 2. Suppose the statement holds for \( k \leq n - 1 \). Let us consider the form \( A^{(n)} = x_0(x_0^2 + x_1^2 + \ldots + x_n^2) \) and note that \( A^{(n)} = x_0(x_1^2 + x_2^2) \) has complex rank 4. If we set \( B = x_0(x_1^2 + x_2^2) \), then \( B^{(n)} = B^{(2)} + B' \). The form \( B' \) is equivalent to a cubic form of type \( A \), and by induction, it has complex rank at most \( 2(n - 1) \). Hence we have that

\[
\text{rk}_C(A^{(n)}) \leq \text{rk}_C(A') + \text{rk}_C(A'') \leq 2 + 2(n - 1).
\]

Let us consider cubic forms of type \( B \). Suppose the statement holds for \( 3 \leq k \leq n - 1 \). Let us consider the form \( B^{(n)} = x_0(x_1^2 + x_2^2 + \ldots + x_n^2) \) and note that \( B^{(2)} = x_0(x_1^2 + x_2^2) \) has complex rank 4. If we set \( B' = x_0(x_1^2 + \ldots + x_n^2) \), then \( B^{(n)} = B^{(2)} + B' \). The form \( B' \) is equivalent to a cubic form of type \( B \), and hence, by induction, it has complex rank at most \( 2(n - 2) \). Hence we have that

\[
\text{rk}_C(B^{(n)}) \leq 4 + 2(n - 2) = 2n.
\]

Let us consider cubic forms of type \( C \) and let \( C^{(n)} = x_0(x_0x_1 + x_2^2 + x_3^2 + \ldots + x_n^2) \). Thus \( C^{(n)} = x_0^2x_1 + B^{(n-1)} \), where \( B^{(n-1)} \) is a form of type \( B \) in \( n \) variables. Hence we have \( \text{rk}_C(C^{(n)}) \leq 3 + 2(n - 1) = 2n + 1 \).

\[\square\]

Proposition 4.4. The cubic forms of types \( A, B, \) and \( C \) have complex rank at least \( 2n, 2n, \) and \( 2n + 1 \) respectively.

Proof. Let us consider the cubic form \( A \) and let \( A_k \) denote \( \partial A/\partial x_k \). The forms \( A_1, \ldots, A_n \) are linearly independent and for any \( \lambda_k \in \mathbb{C} \), with \( 1 \leq k \leq n \), we have \( \text{rk}_C(A_0 + \sum_{k=1}^{n} \lambda_k A_k) \geq n \). The last statement follows considering the associated matrix to the quadratic form \( A_0 + \sum_{k=1}^{n} \lambda_k A_k \) and noticing that its rank is at least \( n \). By Theorem 32 with \( m = n \) and \( p = n \), we have \( \text{rk}_C(A) \geq m + p = 2n \). In complete analogy we have that \( \text{rk}_C(B) \geq m + p = 2n \).

We now consider the cubic form \( C \) and let \( C_k \) denote \( \partial C/\partial x_k \). The forms \( C_1, C_2, \ldots, C_n \) are linearly independent and for any \( \lambda_k \in \mathbb{C} \), with \( 1 \leq k \leq n \), we have \( \text{rk}_C(C_0 + \sum_{k=1}^{n} \lambda_k C_k) = n + 1 \). The last statement is equivalent to the fact that the following matrix has non-zero determinant

\[
M = \begin{pmatrix}
\lambda_1 & 1 & \lambda_2 & \lambda_3 & \lambda_4 & \lambda_5 & \cdots & \lambda_n \\
1 & 0 & 0 & 0 & 0 & \cdots & 0 \\
\lambda_2 & 0 & 1 & 0 & 0 & \cdots & 0 \\
\lambda_3 & 0 & 0 & 1 & 0 & \cdots & 0 \\
\lambda_4 & 0 & 0 & 0 & 1 & \cdots & 0 \\
\lambda_5 & 0 & 0 & 0 & 0 & 1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
\lambda_n & 0 & 0 & 0 & 0 & 0 & \cdots & 1 \\
\end{pmatrix}
\]

A direct computation shows that \( M \) has rank \( n + 1 \), thus \( \text{rk}_C(C_0 + \sum_{k=1}^{n} \lambda_k C_k) = n + 1 \) for all \( \lambda_k \in \mathbb{C} \). Hence, by Theorem 32 with \( m = n + 1 \) and \( p = n \) we have \( \text{rk}_C(C) \geq m + p = 2n + 1 \). This concludes the proof.
Proof. It is enough to combine Lemma 4.1 and Propositions 4.3 and 4.4.

Proposition 4.6. If $F$ is a reducible cubic form, then one and only one of the following holds:

- $F$ is equivalent to
  \[ x_0(x_0^2 + x_1^2 + \ldots + x_n^2), \]
  and $\text{rk}_C F = 2n$.
- $F$ is equivalent to
  \[ x_0(x_1^2 + x_2^2 + \ldots + x_n^2), \]
  and $\text{rk}_C F = 2n$.
- $F$ equivalent to
  \[ x_0(x_0x_1 + x_2x_3 + x_4^2 + \ldots + x_n^2), \]
  and $\text{rk}_C F = 2n + 1$.

Proof. It is enough to combine Lemma 4.1 and Propositions 4.3 and 4.4. We conclude with an application of the result to forms of type $C$.

Proposition 4.6. If $F = x_0^{d-1}x_1 + x_0^{d-2}\sum_{k=2}^n x_k^2$, then $\text{rk}_C(F) = (d-1)n + 1$.

Proof. The proof is by induction on the degree of $F$. Let $F^{(r)} = x_0^{r-1}x_1 + x_0^{r-2}\sum_{k=2}^n x_k^2$. Thus, $F^{(3)}$ is a reducible cubic form of type $C$ and the statement holds for $r = 3$. Assume the statement holds for every $r \leq d-1$ and we prove it for degree $d$. Let $t = d - 1$ and $F^{(d)} = x_0^{d-1}x_1 + x_0^{d-2}\sum_{k=2}^n x_k^2 = x_0^t x_1 + x_0^{t-1}\sum_{k=2}^n x_k^2$.

We have the partial derivatives $F^{(d)}_0 = t x_0^{t-1}x_1 + (t-1)x_0^{t-2}\sum_{k=2}^n x_k^2, F_1^{(d)} = x_0^t x_1, \text{ and } F_k^{(d)} = 2x_0^{t-1}x_k$ for $k \geq 2$. The forms $F_k^{(d)}$ for $1 \leq k \leq n$ are linearly independent. Consider the form $F_0^{(d)} + \sum_{k=1}^n \mu_k F_k^{(d)}$ for any $\mu_k \in \mathbb{C}$. We have

\[
F_0^{(d)} + \sum_{k=1}^n \mu_k F_k^{(d)} = tx_0^{t-1}x_1 + (t-1)x_0^{t-2}\sum_{k=2}^n x_k^2 + \mu_1 x_0^t + \sum_{k=2}^n \mu_k 2x_0^{t-1}x_k
\]

\[
= x_0^{t-1}(\mu_1 x_0 + tx_1) + x_0^{t-2}\sum_{k=2}^n ((t-1)x_k^2 + 2\mu_k x_0^t x_k)
\]

\[
= x_0^{t-1}y_1 + x_0^{t-2}\sum_{k=2}^n y_k,
\]

where $y_1 = \mu_1 x_0 + tx_1$ and $y_k = \sqrt{t-1}(x_k + 2\mu_k/\sqrt{t-1}x_0)$. By induction and by Theorem 4.2, we have $\text{rk}_C(F^{(d)}) \geq (d-1)n + 1$ for all $d \geq 3$. On the other hand, $\text{rk}_C(F^{(d)}) \leq (d-1)n + 1$, since this is the bound given by the monomials in $F$. □
5. Real rank of reducible cubic forms

In this section we study the real rank of reducible cubic forms in $\mathbb{R}[x_0, \ldots, x_n]$. Since the rank is invariant under the action of $\text{GL}(n+1, \mathbb{R})$ we only need to study the rank of non-equivalent forms. The real rank of all of cubics in three variables are determined in \[1\].

We will use the following classification result.

**Lemma 5.1.** If $F \in \mathbb{R}[x_0, \ldots, x_n]$ is a reducible cubic form essentially involving $n + 1$ variables, then $F$ is equivalent to one and only one of the following:

(i) $x_0(\sum_{i=1}^{n} \epsilon_i x_i^2)$, where $\epsilon_i \in \{-1, +1\}$ for $1 \leq i \leq n$;

(ii) $x_0(\sum_{i=0}^{n} \epsilon_i x_i^2)$, where $\epsilon_i \in \{-1, +1\}$ for $0 \leq i \leq n$;

(iii) $(\alpha x_0 + x_p)(\sum_{i=0}^{n} \epsilon_i x_i^2)$, for $\alpha \neq 0$, where $\epsilon_0 = \ldots = \epsilon_{p-1} = 1$ and $\epsilon_p = \ldots = \epsilon_n = -1$ for $1 \leq p \leq n$.

**Proof.** Let $F = LQ$ where $L$ is a linear form and $Q$ is a quadratic form. Clearly $F$ is equivalent to $L'(\sum_{i=0}^{n} \epsilon_i x_i^2)$ where $\epsilon_0 \in \{-1, 0, 1\}$ and $\epsilon_1, \ldots, \epsilon_n \in \{-1, 1\}$. Note that at most one of the coefficients $\epsilon_i$ could be zero, otherwise $F$ would essentially involve less than $n + 1$ variables.

If $\epsilon_0 = 0$, then $L'$ is a linear form linearly independent with $x_1, \ldots, x_n$, otherwise $F$ would essentially involve less than $n + 1$ variables. Thus, $F$ is equivalent to $x_0(\sum_{i=1}^{n} \epsilon_i x_i^2)$, and hence $F$ is equivalent to the form in (i).

If all the coefficients $\epsilon_i$ are non zero and have the same sign, then $F$ is equivalent to $L'(\sum_{i=0}^{n} \epsilon_i x_i^2)$. Note that the quadratic part is stabilized by the orthogonal group $O(n+1, \mathbb{R}) \subset \text{GL}(n+1, \mathbb{R})$. Since the action of $O(n+1)$ is transitive, $F$ is equivalent to $x_0 \sum_{i=1}^{n} x_i^2$, and hence $F$ is equivalent to the form in (ii).

If all the coefficients $\epsilon_i$ are non zero and do not have the same sign, then $F$ is equivalent to $L'(x_0^2 + \ldots + x_p^2 - x_p^2 \ldots - x_n^2)$ for some $p$, $1 \leq p \leq n$. Note that the quadratic part is stabilized by $O(p, \mathbb{R}) \times O(n + 1 - p, \mathbb{R})$. Since the actions of $O(p, \mathbb{R})$ and $O(n + 1 - p, \mathbb{R})$ are transitive, $F$...
is equivalent to
\[(\alpha x_0 + \beta x_p)(\sum_{i=0}^{n} \epsilon_i x_i^2),\]
for \(\alpha, \beta \in R\). Hence, if \(\alpha = 0\) or \(\beta = 0\), then \(F\) is equivalent to the form in (ii). If \(\alpha \neq 0\) and \(\beta \neq 0\), then \(F\) is equivalent to the form in (iii). This concludes the proof.

We now study the real ranks of the forms given in Lemma 5.1. We begin with case (i) of the lemma.

**Proposition 5.2.** If \(F = x_0(\sum_{i=1}^{n} \epsilon_i x_i^2)\) where \(\epsilon_i \in \{-1, +1\}\), then \(2n \leq \text{rk}_R(F) \leq 2n + 1\). Moreover, if \(\sum_{i=1}^{n} \epsilon_i = 0\), then \(\text{rk}_R(F) = 2n\).

**Proof.** Note that
\[(2)\]
\[x_0x_1^2 = 1/6[(x_0 + x_1)^3 + (x_0 - x_1)^3] - 1/3x_0^3.\]

Since \(F = \sum_{i=1}^{n} \epsilon_i x_i^2\), we can find a real sum of powers decomposition of \(F\) involving at most \(2n + 1\) cubes, and thus \(\text{rk}_R(F) \leq 2n + 1\). By Theorem 4.5, we have \(2n = \text{rk}_C(F) \leq \text{rk}_R(F)\) and the inequality is hence proved. To prove the equality, note that the condition \(\sum_{i=1}^{n} \epsilon_i = 0\) yields that the coefficient of the monomial \(x_0^3\) is zero in the decomposition of \(F\) given by equation (2). Hence we have \(\text{rk}_R(F) \leq 2n\) and this concludes the proof.

We now consider case (ii) of Lemma 5.1.

**Proposition 5.3.** If \(F = x_0(\sum_{i=1}^{n} \epsilon_i x_i^2)\) where \(\epsilon_i \in \{-1, +1\}\), then \(2n \leq \text{rk}_R(F) \leq 2n + 1\). If \(\epsilon_0 = \ldots = \epsilon_n\), then \(\text{rk}_R(F) = 2n\). If \(\epsilon_0 \neq \epsilon_1\) and \(\epsilon_1 = \ldots = \epsilon_n\), then \(\text{rk}_R(F) = 2n + 1\).

**Proof.** Using equation (2), we get that \(\text{rk}_R(F) \leq 2n + 1\). Since \(2n = \text{rk}_C(F) \leq \text{rk}_R(F)\) the inequality is proved. Suppose that \(\epsilon_0 = \ldots = \epsilon_n\); we proceed by induction on \(n\). Note that it is enough to consider \(\epsilon_0 = 1\). If \(n = 1\), then \(F = x_0(x_0^2 + x_1^2)\) and, by equation (1), we have that \(\text{rk}_R(F) = 2\). Now suppose that, for every \(2 \leq k \leq n - 1\), \(F^{(k)} = x_0(x_0^2 + \ldots + x_k^2)\) has real rank \(2k\). Note that \(F^{(k)} = A' + A''\), where
\[A' = x_0(1/2x_0^2 + x_1^2)\]
and
\[A'' = x_0(1/2x_0^2 + x_2^2 + \ldots + x_n^2).\]

Note that \(A''\) is equivalent to \(F^{(n-1)}\). Thus, \(\text{rk}_R(A'') = 2(n-1)\) by induction. By the \(n = 1\) case we have that \(\text{rk}_R(A') = 2\), and hence we conclude that \(\text{rk}_R(F^{(n)}) \leq 2n\). Recalling that \(2n \leq \text{rk}_C(F)\), this concludes the proof.

Suppose that \(\epsilon_0 \neq \epsilon_1\) and \(\epsilon_1 = \ldots = \epsilon_n\); it is enough to consider \(\epsilon_0 = 1\). Let \(M\) be the matrix associated to the quadratic form
\[F_0 + \sum_{i=1}^{n} \lambda_i F_i,\]
thus
\[
M = \begin{pmatrix}
3 & -\lambda_1 & -\lambda_2 & \ldots & -\lambda_n \\
-\lambda_1 & -1 & 0 & \ldots & 0 \\
& \ddots & \ddots & \ddots & \vdots \\
& & -\lambda_p & 0 & \ldots & -1 & 0 \\
& & & \vdots & \ddots & \ddots & \ddots \\
& & & & -\lambda_n & 0 & \ldots & -1
\end{pmatrix}.
\]

The determinant of \( M \) is \((-1)^n(\sum_{i=1}^n \lambda_i^2 + 3)\) which is always non zero for real values of the parameters \( \lambda_i \). By Theorem 5.5, we conclude that \( 2n + 1 \leq \text{rk}_R(F) \), and hence \( \text{rk}_R(F) = 2n + 1 \). This concludes the proof.

\[\square\]

**Remark 5.4.** Note that we know the real rank of \( x_0(x_0^2 + x_1^2 + \ldots + x_n^2) \), but we do not know in general the real rank of \( x_0(x_1^2 + \ldots + x_n^2) \). To see why the latter case is more difficult, consider the case \( n = 2 \). The form \( F = x_0(x_1^2 + x_2^2) \) is a monomial with distinct factors and thus \( \text{rk}_C(F) = 4 \) by \([6]\). However, \( F \) is not a monomial over the reals. We can prove that \( \text{rk}_R(F) = 5 \) using apolarity as follows, see \([1]\) for an alternative proof. Assume by contradiction that \( \text{rk}_R(F) = 4 \). Since the complex rank of \( F \) is 4, by Proposition 21 in \([4]\), we have that there is a set of four points apolar to \( F \) which is the complete intersection of two conics, and thus the points lie on three reducible conics. If we assume that \( \text{rk}_R(F) = 4 \) these points have real coordinates, and thus the reducible conics are of the form \( LM \) for real linear forms \( L \) and \( M \). However, a direct computation shows that the ideal \( F^\perp \) does not contain degree two polynomial of such a form hence a contradiction.

We now consider case \([iii]\) of Lemma 5.1

**Proposition 5.5.** If \( (\alpha x_0 + x_p)(\sum_{i=0}^n \epsilon_i x_i^2) \), where \( \alpha \neq 0 \), \( \epsilon_0 = \ldots = \epsilon_{p-1} = 1 \), and \( \epsilon_p = \ldots = \epsilon_n = -1 \) for \( 2 \leq p \leq n \), then \( 2n \leq \text{rk}_R(F) \leq 2n + 3 \). If \( \alpha = -1 \) or \( \alpha = 1 \), then \( 2n + 1 \leq \text{rk}_R(F) \leq 2n + 3 \).

**Proof.** We have
\[
F = (\alpha x_0 + x_p)(\epsilon_0 x_0^2 + \epsilon_p x_p^2) + (\alpha x_0 + x_p)(\sum_{i=1}^n \epsilon_i x_i^2),
\]
where the first summand can be written as the sum of four cubes of linear forms using \([1]\). Analogously, the second summand can be written as a sum of \( n - 1 \) polynomials of real rank two and the cubic form \((\alpha x_0 + x_p)^3\). Hence, we have \( \text{rk}_R(F) \leq 2(n - 1) + 5 = 2n + 3 \). The complex rank of \( F \) gives the required lower bound and so we get \( 2n \leq \text{rk}_R(F) \leq 2n + 3 \).

If \( \alpha = -1 \) or \( \alpha = +1 \), then \( F \) is of type \( C \) and hence \( 2n + 1 \leq \text{rk}_R(F) \leq 2n + 3 \). This concludes the proof.

\[\square\]

In conclusion we have the following result.

**Theorem 5.6.** If \( F \in \mathbb{R}[x_0, \ldots, x_n] \) is a reducible cubic form essentially involving \( n + 1 \) variables, then one and only one of the following holds:
\[ F \text{ is equivalent to } x_0 (\sum_{i=1}^{n} \epsilon_i x_i^2), \text{ where } \epsilon_i \in \{-1, +1\} \text{ for } 1 \leq i \leq n \text{ and} \]
\[ 2n \leq \text{rk}_R(F) \leq 2n + 1. \]
Moreover, if \( \sum_{i=1}^{n} \epsilon_i = 0 \), then \( \text{rk}_R(F) = 2n \).

- \( F \) is equivalent to \( x_0 (\sum_{i=0}^{n} \epsilon_i x_i^2) \), where \( \epsilon_i \in \{-1, +1\} \) for \( 0 \leq i \leq n \) and \( 2n \leq \text{rk}_R(F) \leq 2n + 1 \).

Moreover, if \( \epsilon_0 = \ldots = \epsilon_n \), then \( \text{rk}_R(F) = 2n \). If \( \epsilon_0 \neq \epsilon_1 \) and \( \epsilon_1 = \ldots = \epsilon_n \), then \( \text{rk}_R(F) = 2n + 1 \).

- \( F \) is equivalent to \( (\alpha x_0 + x_p)(\sum_{i=0}^{n} \epsilon_i x_i^2) \), for \( \alpha \neq 0 \), where \( \epsilon_0 = \ldots = \epsilon_{p-1} = 1 \) and \( \epsilon_p = \ldots = \epsilon_n = -1 \) for \( 1 \leq p \leq n \), and
\[ 2n \leq \text{rk}_R(F) \leq 2n + 3. \]
Moreover, if \( \alpha = -1 \) or \( \alpha = 1 \), then \( 2n + 1 \leq \text{rk}_R(F) \leq 2n + 3 \).

**Proof.** It is enough to consider Lemma 5.1 and to combine Propositions 5.2, 5.3, and 5.5. \( \square \)

**Acknowledgements.** The third author thanks Riccardo Re and Zach Teitler for helpful discussions. The first author acknowledges the financial support of Monash University, and of the Simons Institute. The first author is a member of the GN-SAGA group of INdAM. The first and third authors are supported by the framework of PRIN 2010/11 “Geometria delle varietà algebriche”, cofinanced by MIUR.

**References**

[1] M. Banchi, *Rank and border rank of real ternary cubics*, Bollettino dell’Unione Matematica Italiana, 8 (2015) 65–80.

[2] M. Boij, E. Carlini, A.V. Geramita, *Monomials as sums of powers: the real binary case*, Proc. Amer. Math. Soc. 139 (2011), no. 9, 3039-3043.

[3] W. Buczyńska, J. Buczyński, Z. Teitler, Waring decompositions of monomials, *Journal of Algebra*, 378 (2013), 45-57.

[4] P. Bürgisser, C. Ikenmeyer, *Geometric complexity theory and tensor rank*, STOC’11 Proceedings of the 43rd ACM Symposium on Theory of Computing, 509-518, ACM, New York, 2011.

[5] E. Carlini, *Reducing the number of variables of a polynomial*. Algebraic geometry and geometric modeling, 237-247, Springer, Berlin, 2006.

[6] E. Carlini, M.V. Catalisano, and A.V. Geramita, *The solution to the Waring problem for monomials and the sum of coprime monomials*, J. of Algebra 370 (2012), 5-14.

[7] E. Chitambar, R. Duan and Y. Shi, *Tripartite Entanglement Transformations and Tensor Rank*, Phys. Rev. Lett. 101, 140502 (2008).

[8] O. Grellier, P. Comon, Pierre, B. Mourrain, Bernard(F-INRIA2-GAL); P. Trbuchet, *Analytical blind channel identification*, IEEE Trans. Signal Process. 50 (2002), no. 9, 21962207.

[9] J.M. Landsberg and Z. Teitler, *On the ranks and border ranks of symmetric tensors*, Found Comput. Math. 10, (2010), no 3, 339366.

[10] B. Reznick, *Quadratic and higher degree forms*, Dev. Math. 31, (2013), 207232.

[11] B. Segre, *The non-singular cubic surfaces*, Oxford University Press, Oxford, 1942.

[12] N. Yu, E. Chitambar, C. Guo and R. Duan, *Tensor rank of the tripartite state |W >⊗n*, Phys. Rev. A 81, 014301 (2010).

[13] N. Yu, C. Guo and R. Duan, *Obtaining a W-State from a Greenberger-Horne-Zeilinger State via Stochastic Local Operations and Classical Communication with a Rate Approaching Unity*, Phys. Rev. Lett. 112, 160401 (2014).
(E. Carlini) Department of Mathematical Sciences, Politecnico di Torino, Turin, Italy
E-mail address: enrico.carlini@polito.it

(C. Guo) Centre for Quantum Computation and Intelligent Systems (QCIS), Faculty of Engineering and Information Technology, University of Technology, Sydney (UTS)
E-mail address: Cheng.Guo@student.uts.edu.au

(E. Ventura) Department of Mathematics and Systems Analysis, Aalto University
E-mail address: emanuele.ventura@aalto.fi