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Abstract—Tensor accelerators have gained popularity because they provide a cheap and efficient solution for speeding up computational-expensive tasks in Deep Learning and, more recently, in other Scientific Computing applications. However, since their features are specifically designed for tensor algebra (typically dense matrix-product), it is commonly assumed that they are not suitable for applications with sparse data. To challenge this viewpoint, we discuss methods and present solutions for accelerating sparse matrix multiplication on such architectures. In particular, we present a 1-dimensional blocking algorithm with theoretical guarantees on the density, which builds dense blocks from arbitrary sparse matrices. Experimental results show that, even for unstructured and highly-sparse matrices, our block-based solution which exploits Nvidia Tensor Cores is faster than its sparse counterpart. We observed significant speed-ups of up to two orders of magnitude on real-world sparse matrices.
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1 INTRODUCTION

With the advent of Deep Learning (DL) as the mainstream methodology for extracting new knowledge from massive amounts of data, a plethora of special-purpose architectures have been developed for accelerating the training and inference phases of Deep Neural Networks (DNN). Most popular examples include accelerators like the Tensor Processing Unit (TPU) [1] or the Intelligent Processing Unit (IPU) [2] and compute units like the Nvidia Tensor Cores (TCs) [3] among others [4]. Tensor accelerators target the most expensive operation in DNNs, namely the multiply-and-accumulate operation, and specialize in the parallel multiplication of large batches of small dense matrices. Recently, their design and capabilities also enable the acceleration of several fundamental primitives of traditional scientific applications [5], [6], [7], offering challenges and opportunities from the theoretical viewpoint [8], [9].

However, a broad class of applications, including DNNs themselves, Graph Neural Networks and Graph Analytics, is characterized by sparse input domains, resulting in highly-irregular computations and memory access patterns. This limits the scalability of parallel algorithms with low arithmetic intensity, such as sparse matrix multiplication (SpMM), even on architectures that offer high-bandwidth memories like Graphics Processing Units (GPU) [10]. From the architecture design perspective, there are examples of highly-specialized hardware that natively perform sparse multiplication [11], [12], but most of them come with several limitations regarding the data-layout (e.g. they assume squared matrices only) or the sparsity pattern (e.g. structured sparsity only [3]). This limits their adoption and diffusion [13]. For all these reasons, high-performance SpMM solutions tend to be extremely customized, over-fitted to the problem, data and hardware at hand [14], [15]. This results, inevitably, in a lack of performance portability and usability. The diffusion and cost-effectiveness of tensor accelerators, as well as the availability of libraries for dense matrix multiplication, suggest investigating how to exploit such architectures to accelerate SpMM. Intuitively, solutions to this problem would cluster the nonzero elements of the matrix and feed them to compute units specialized for the dense product. However, there are many possible ways to implement such a “compression”. One approach would consist of explicitly storing the coordinates of non-zero elements of the matrix into external ad-hoc data-structures, performing the dense multiplication and then storing back the results [16]. An alternative approach consists in looking for dense, or almost dense substructures of the input matrix. This allows re-using higher-level routines that are already optimized for dense multiplication, on top of the tensor accelerator. Unfortunately, dense substructures in sparse matrices are often hidden by the arbitrary labelling of rows and columns. Here, blocking algorithms try to solve this by permuting and grouping along the dimensions of the matrix.

Most existing blocking algorithms focus on symmetric matrices and symmetric reorderings, treating the matrix as the adjacency matrix of a graph to reduce the number of iterations of numerical solvers [17], [18], [19]. A straightforward application of such methods work poorly on matrices with arbitrary shapes (e.g. sparse layers in DNNs) and sparsity patterns (e.g. real-world graphs). Furthermore, they only partially control the size and internal sparsity of the blocks, failing to consistently improve the performance of SpMM on parallel architectures [20].

To address these challenges, in this paper we present a method to build blocks of tunable size with theoretical guarantees on the density. Specifically, we designed a 1-dimensional reordering algorithm that overcomes the aforementioned limitations. We discuss under what conditions (block dimensions and density) this approach can efficiently
exploit tensor accelerators for spMM. Finally, we present evidence that, for a wide class of sparse matrices, the recent advancements in dense accelerators make it convenient to use traditional dense-specific routines instead of sparse-specific ones. Our contributions can be summarized as follows:

- We present 1-SA, a 1-dimensional blocking algorithm that can decompose a general sparse matrix in dense blocks, with control over the size and density of blocks.
- We provide theoretical guarantees on the density of the reordered matrix produced by the 1-dimensional blocking algorithm. We also asymptotically analyze the running time of a sparse-dense matrix multiplication when using a reordered sparse matrix, by using the TCU computational model for Tensor Cores [9, 21].
- We analyze the efficacy of 1-SA on a large synthetic dataset and we provide experimental evidence that even for very sparse matrices, using a block-based SpMM routine on tensor accelerators is more efficient than using a sparse-specific one in the Nvidia hardware/software stack. Specifically, we observe significant performance improvement (from 3x up to 100x) on real-world sparse matrices when using cuBLAS compared to cuSPARSE.

The manuscript is organized as follows. In Section 2, we provide the background and notation used for presenting the methodology and the algorithms discussed in Section 3. Experimental evaluation of both the blocking algorithm and its effect on multiplication performance is addressed in Section 4. Finally, we provide an overview of other relevant works in Section 5 and we draw conclusions in Section 6.

2 Background

The development of new sparse multiplication kernels is tightly related to sparse storage formats used for representing the data.

Dense storage formats allow for good spatial and temporal locality when multiplying, and are especially effective for high-performance parallel multiplication, but have an obvious downside — the explicit storing (and processing) of all the zero entries. For very sparse matrices, these can be several orders of magnitude more than the nonzeros. In most practical situations, the additional storage space and multiplication workload eat away any benefit coming from the data regularity. Efficient sparse storage formats provide ways to store only, or mostly, nonzero entries. The most popular, general purpose storage format is the Compressed Sparse Rows (CSR) format. CSR stores only the nonzero entries, row by row, in a contiguous array, and uses two additional arrays to keep track of their positions. However, the flexible structure of CSR makes it hard to optimize spMM on the GPU, due to low spatial and temporal locality and unbalanced workloads [22]. A great deal of research has been focused on mitigating these issues, either by mapping a CSR multiplication efficiently on the GPU [22, 23] or by devising modified versions of the CSR format, such as CSR5 [24].

Blocked storage formats achieve a middle ground between sparse and dense storage formats. These formats, such as the blocked CSR (BCSR) [25], are a popular choice for spMM on the GPU, because they reduce the indexing overhead and improve data reuse for suitable matrices [13], but they pose unique challenges. Fill-in (zeros stored as nonzeros) is an inevitable consequence of most types of blocking which increases their memory and computational footprint, particularly on unstructured sparse matrices. Flexible storage formats such as Unaligned BCSR (UBCSR) [25] may reduce fill-in, but come with the costs of a heavier indexing structures. In this work, we will employ the Variable Block Row (VBR) [26] format, a variant of BCSR which allows for blocks of variable size. To further reduce fill-in, we will make use of reordering and blocking techniques that rearrange the nonzero entries to expose dense substructures within the matrix.

2.1 Similarity-based blocking

Our analysis starts from an algorithm developed by Saad [19] for the preconditioning of iterative solvers, in turn based on the seminal work of Ashcraft [27]. Ashcraft’s algorithm, briefly exemplified in Algorithm 1, uses hashing to identify (and group together) identical rows (and columns) in a symmetric matrix. Then, by reordering the rows and columns according to the resulting partition, it clusters the nonzeros in perfectly dense blocks. Saad’s version further compresses the symmetric matrix by also grouping rows and columns which are not identical, but just similar. Thus, it creates blocks which are only approximately dense. Unfortunately this approach, while effective in creating big, almost dense blocks, is not directly applicable to rectangular or asymmetric matrices. In this paper, we will consider instead 1-dimensional blocking algorithms, that is, those that only reorder one dimension (e.g., the rows) of the matrix leaving the other dimension untouched. The benefit of 1-dimensional blocking is that, when multiplying our sparse matrix by a dense one, we can leave the original order of the latter intact. This saves us the cost of reordering the dense matrix at run-time. In general, 1-dimensional reorderings allows us to keep any predetermined convenient ordering and grouping of the columns intact. In Section 3 we will detail 1-SA, a modification of Saad’s algorithm that reorders one dimension of a rectangular sparse matrix, and forces blocks of fixed size on the other dimension. We start by discussing the algorithm from Saad [19]. We will then show how to extend Saad’s algorithm to the case of 1-dimensional blocking.

Saad’s algorithm (SA) takes as input a symmetric matrix $A$ and a similarity parameter $\tau$. The first step in SA is a graph compression technique due to Ashcraft [27]. This technique amounts to hash each row so that identical rows are binned together. Ashcraft propose the simple but effective hash function

$$h(v_i) = \sum_{v_{i,j} \neq 0} j$$

where $v$ is a row and $i$ and $j$ are respectively row and column indices. Eq. (1) will hash identical rows to the same value. After checking for hash collisions, partitioning
identical rows (and columns) of $A$ together will expose perfectly dense blocks in $A$. The hash function in (1) is quite prone to collisions, but it has the advantage of being very fast to compute. As a matter of fact, the time spent checking for collisions is negligible compared to other steps of the procedure. Moreover, collisions can be reduced by taking in account the size of the rows in addition to their hash.

**Algorithm 1** Hash-based compression

Input: A CSR matrix.
Output: a mapping from rows to groups

1. Compute $h(v_i)$ for each row $v_i$
2. Sort rows by $h(v_i)$
3. Set $\text{group}(v_i) = -1$ for $i = 1, \ldots, N$
4. for $i = 1, \ldots, N$ do
   5. if $\text{group}(v_i) \neq -1$ then skip
   6. end if
   7. $\text{group}(v_i) = i$
   8. for $j = i + 1, \ldots N$ do
      9. if $h(v_j) \neq h(v_i)$ then break
   10. else
      11. if $\text{pattern}(v_i) = \text{pattern}(v_j)$ then
         12. $\text{group}(v_j) = i$
      13. end if
   14. end if
   15. end if
   16. end if
   17. end for
18. end for

In some matrices an implicit block structure exists but is not perfect, meaning that many nodes are similar but not identical. Uncovering these imperfect substructures may allow to find larger blocks with a moderate loss in density. SA measures the similarity of nodes with cosine similarity, namely

$$\cos(v, w) = \frac{(v, w)}{\|v\|\|w\|}.$$  

Other similarity measures may be easily substituted in place of Eq. (2). In our algorithm, we will use Jaccard similarity instead, which provides us with better theoretical bounds. The jaccard similarity of two sets $A$, $B$ (in this case, the sets of nonzero indices in two rows) is defined as:

$$\text{jaccard}(A, B) = \frac{|A \cap B|}{|A \cup B|}.$$  

After compressing the graph with Ashcraft’s method, SA compares the (compressed) nodes against each other, and merges them if their cosine similarity exceeds $\tau$. SA groups rows and columns in the same way to generate a blocking of the symmetric matrix.

SA can be readily adapted to rectangular matrices, as briefly mentioned in Saad’s paper [19]. It suffices to drop the assumption of symmetry, and just compress and compare the rows (or the columns) of the matrix using Eq. (1) and Eq. (2). After the rows have been blocked, the columns may be then partitioned (e.g., uniformly) to create rectangular blocks. Unfortunately, this naive 1-dimensional implementation of SA is not nearly as effective as its symmetric counterpart, as it fails to group together elements which are close but not exactly on the same column. This limitation is addressed by our algorithm, 1-SA, which first partition the columns and then reorders the rows, thus accounting for entries with close indices when comparing rows.

2.2 Evaluating the quality of blockings

To evaluate the effectiveness of a blocking algorithm, two aspects must be considered: the size of the blocks created, and their density. Coarser blockings reduce indexing and promote regular data access, but also introduce more fill-in, i.e. treating zero elements as non-zeros. On the other hand, finer blockings are usually denser at the cost of less data locality. In general, a trade-off exists between the size and density of the blocks. Ultimately the target task — in our case, spMM — will determine which balance between the two properties is the most desirable. In general, a good blocking algorithm should be able to explore the density-size trade-off to attain a satisfying density for a target block size. Both SA and 1-SA are equipped with a parameter $\tau$ to explore this trade-off. Varying $\tau$ allows us to tune the density of the blocks, and indirectly, their size. For this reason, we will not evaluate our algorithm on single-shot blockings, but on entire blocking curves — that is, we will observe how different choices of $\tau$ produce blockings with different combinations of block size and in-block density. Since we will explore 1-dimensional reordering algorithms, only the height of blocks will be allowed to change, while the width remains fixed by a predetermined partition of the columns. Figure 1 shows an example of a reordering curve for a direct 1-dimensional implementation of SA, where several synthetic blocked matrices have been scrambled and then blocked again. For all but the denser matrices, SA failed to recover the original blocking. As we will see in section 4.3.
these results can be improved by tweaking SA to account for the predetermined column partition.

| Notation | Description |
|----------|-------------|
| \(v_{i,j}\) | The i-th row of a sparse matrix. |
| \(v_{i,j}'\) | The j-th element of row \(v_i\) (usually 0 or 1). |
| \(k_i\) | Number of nonzero in row \(i\). |
| \(\Delta_{W}\) | Width of the column partition. |
| \(\Delta_H\) | Height of the blocks. |
| \(\delta\) | Overall matrix density. |
| \(\theta\) | Fraction of nonzero blocks. |
| \(\rho\) | The overall density inside nonzero blocks. |
| \(\rho', \Delta_H'\) | As above, but after blocking. |

| Blocking | Description |
|----------|-------------|
| SA | Saad’s reordering algorithm. |
| 1-SA | Our reordering algorithm, as detailed in Algorithm 2. |
| \(h(v)\) | Similarity threshold in SA and 1-SA. |

**TABLE 1: Notation used in this paper.**

### 3 Methodology and Algorithms

In this section, we present our one-dimensional modification of SA, called 1-SA. Its objective is to find a partition of the rows that clusters the nonzero entries of the matrix into blocks.

The basic idea is to partition the columns in advance, and then reformulate the hash function and the similarity function to work on the "quotient" rows determined by the column partition. The advantage of this approach is that it is able to pair rows whose elements belong to spatially close columns. Moreover, it can control exactly the ordering and blocking of the second dimension by choosing the columns partition, which allows the blocking to be better tuned to the multiplication task at hand. We present a detailed analysis of our algorithm, along with some variations thereof, in section 3.2.

#### 3.1 The reordering and blocking algorithm

We now detail how to extend SA to obtain a 1-dimensional blocking algorithm that fits our needs. We will refer to this algorithm as 1-SA. First, a partition \(Q\) for the columns is chosen. From now on we will consider the case of a regular partition with blocks of width \(\Delta_W\). The choice of \(\Delta_W\) can be guided by knowledge about either the hardware or the matrix block structure. In the multiplication experiments of Section 4.4, we will always select \(\Delta_W\) to be a multiple of 64, for the benefit of the Tensor Cores-based multiplication routine. Given a column partition \(Q = Q_1,...,Q_K\), we consider the \(Q\)-quotient version of a row \(v_i\), namely a K-dimensional binary vector \(\hat{v}_i\) such that

\[
\hat{v}_{i,j} = \begin{cases} 
1 & \text{if there is a } v_{i,k} \neq 0 \text{ in } Q_j \\
0 & \text{otherwise}
\end{cases}. 
\]

That is, the \(k\)-th element of \(\hat{v}\) is nonzero if and only if \(v\) has at least a nonzero in the positions corresponding to \(Q_k\).

We then apply algorithm 1 to the quotient rows: for each quotient row \(\hat{v}\) (as in (4)) a hash number is calculated as follows:

\[
\hat{h}(\hat{v}) = \sum_{\{i | \hat{v}_i \neq 0\}} i. 
\]

Note that \(h(\cdot)\) can be replaced by any hash function with stronger theoretical guarantees. After checking for collisions, identical (quotient) rows are grouped together. Note that two rows with different nonzero patterns may be grouped together, as long as their quotient pattern is the same. From now on, the rows have been compressed. A compressed row may represent any number of identical (quotient) rows. As in SA, the compression step is not necessary, but it will speed-up the rest of the computations. Without loss of generality, from now on we will assume the rows of our CSR matrix to represent any number of identical rows.

After compressing identical rows, we create blocks by merging similar rows, in a fashion similar to SA. We sketch our blocking algorithm in Algorithm 2. The main loop in lines 4-18 starts by creating a group from the first not yet merged row (lines 7-8). Then, through the loop in lines 9-16, we iteratively try to merge compressed rows to the current group. As in SA, we check (line 11) if the similarity of the row with the current group exceeds a certain threshold \(\tau\). Unlike SA, we evaluate a more general merge condition before deciding whether to merge a row to the current group. In Section 3.2 we show that some theoretical bounds on reorder quality can be enforced if the merging criterion involves a minimum Jaccard similarity with an additional control on how a group of rows can grow.

Finally, when a row is merged into a group (line 12), we update the block-pattern of the group to the bitwise-OR of the two merged patterns (line 13). The motivation behind this choice is that, from the moment a nonzero element is added to a group, all zeros in the corresponding group of columns will be treated as nonzeros. This loop continues until each row has been assigned to a group. The output of the algorithm is a partition of the rows in groups. Together with the columns partition \(Q\), this determines a blocking of the matrix. Converting the matrix to the VBR formats using these rows and columns partitions allows for saving only the nonzero blocks of the matrix during the rest of the procedure. We provide a visual representation of 1-SA in Fig 2.

In summary, we propose the following modifications to obtain 1-SA from SA:

- a column partitioning, which allows the algorithm to recognize rows with spatially close entries;
- a pattern update after each merge, which allows for better similarity evaluations at each step;
- a two-steps merging criterion, which ensures theoretical bounds on the final density.

#### 3.2 Reordering with theoretical bounds

Merging rows while the similarity between the pattern and the new row is at least \(\tau\) often suffices for constructing sufficiently dense blocks from an experimental point of view. However, there can be pathological matrices that can generate sparse blocks with densities arbitrarily close to 0. Consider the following example. Let \(\ell > 0\) be an arbitrary value and let \(\tau \geq 0.5\) the Jaccard similarity threshold. Consider the following set of \(\ell + \ell^{3/4}\) rows \(v_0, \ldots, v_{\ell + \ell^{3/4} - 1}\) row \(v_i\) for \(i \in [0, \ell]\) has one nonzero entry in the first column.
Fig. 2: Visualisation of the 1-SA blocking algorithm on a
$15 \times 15$ sparse matrix with $\Delta_W = 3$ and $\tau = 0.5$. In (a) the
first row is selected to create the first block (red highlight).
The current group pattern is thus set to the projection of the first row. Subsequent rows will be compared to this
pattern, and merged if they satisfy the merging criterion.
In (b), the first suitable row is discovered. It is merged to
the current group, and the pattern is updated accordingly. The
algorithm continues until all rows have been evaluated and
possibly merged (c). Then (d) a new group is created from
the next merged row, and process repeats. Note that already
merged rows (green highlight) will not be evaluated again,
and will create a row of blocks in the final matrix. This
fact is visualized by partially reordering the rows in (d).
In practice, the rows will be only reordered when all groups
have been created.

and zeros otherwise; row $v_{r+j}$ for $j \in [0, \ell^{1/4})$ has nonzero
entries in the first $j$ columns and zero otherwise. By merging
rows in the order $v_0, \ldots, v_{\ell^{1/4}+1}$, we get that the similarity is
1 up to row $v_{\ell-1}$ and then it is in the range $[0,0.5,1]$. For
$\tau \geq 0.5$, we then get a block of size $(\ell + \ell^{1/4}) \times (\ell^{1/4})$ with
$\ell + \ell^{1/4} (\ell^{1/4} + 1)/2$ nonzero entries: the density is then
$\Theta(1/\ell^{1/4})$.

We now propose a stronger merging condition with
theoretical guarantees on the density of the output blocks.
Consider a group of rows with pattern $p$ and let $v_0$ be the
first row added to the group; then a new row $v$ is added to
the group if:

1) The similarity between the new row $v$ and the
pattern $p$ is above the threshold $\tau$;
2) The number $\lambda$ of nonzeros in the new pattern $p' =
OR(p,v)$ is at most $\lambda_0/(1-\tau/2)$, where $\lambda_0$ is the
number of nonzeros in $v_0$.

We get the following result for Jaccard similarity.

**Theorem 1.** Let $G$ be a group of rows $v_0, \ldots, v_{h-1}$, merged by
the algorithm in this order using the aforementioned merging
condition with Jaccard similarity threshold $\tau$. Let $\lambda_0$ be the
number of nonzeros in $v_0$, and let $\lambda$ be the total number of nonzero
in the final pattern. If $\lambda \leq \lambda_0/(1-\tau/2)$, then the density $\rho_G$ of
$G$ after removing empty columns is at least $\tau/(2\Delta_W)$.

**Proof.** We initially assume $\Delta_W = 1$. Consider a group $G$
of rows after the reordering, and let $\rho_G$ be its density after
removing all empty columns. For the sake of notational sim-
ple, let us assume that it consists of $h$ rows $v_0, \ldots, v_{h-1}$,
added by the algorithm in this order. For $0 \leq i < h$, let $p_i$
be the pattern after adding row $v_i$, that is $p_i$ is the element-
wise OR of $v_0, \ldots, v_i$; we also let $V_i$ and $P_i$ represent the set
containing column indexes of nonzero entries in $v_i$ and $p_i$
(for convenience, we set $P_{-1} = \emptyset$). For $i \geq 0$, we define
$L_i = V_i \setminus P_{i-1}$ and $\Gamma_i = P_{i-1} \setminus V_i$. The set $L_i$
contains the column indexes that are added in $G$ by row $v_i$: for each
$k \in L_i$, we have that column $k$ contains only zero entries in
row $v_j$ for any $j < i$. On the other hand, the set $\Gamma_i$ contains
the column indexes corresponding to zero entries in $v_i$, but
for which there exists at least a row in $v_0, \ldots, v_{i-1}$ with
a nonzero entry. We define $\gamma_i = |\Gamma_i|$ and $\lambda_i = |L_i|$, and
$\Lambda = P_{h-1}$ (i.e., the set of all columns in $G$ with at least a
nonzero entry). Note that $\sum_{i=0}^{h-1} \lambda_i = \lambda$.

We observe that the zero entries in row $v_i$ must be either in empty columns (which are removed in the density
estimate), in columns in $\Gamma_i$ (i.e., the columns with nonzero
entries in the preceding $i-1$ rows, but not in $v_i$) or in $\Lambda \setminus P_i$
(i.e., the columns with nonzero entries in the rows that will
be added by subsequent rows but not in the first $i$ rows).
Then, the total number $Z$ of zeros in $G$ after removing all

---

**Algorithm 2 1-SA algorithm**

Input: A CSR matrix, a merge condition function.
Output: a mapping from rows to groups
1: for $i = 1, \ldots, N$ do
2: group[$i$] = $-1$
3: end for
4: for $i = 1, \ldots, N$ do
5: if group[$i$] $\neq -1$ then skip
6: end if
7: group[$i$] = $i$
8: ThisPattern = $\hat{v}_i$
9: for $j = i + 1, \ldots, N$ do
10: if group[$j$] $= -1$ then
11: if MergeCondition(thisPattern, $\hat{v}_j$) then
12: group[$j$] = $i$
13: thisPattern = OR(thisPattern, $\hat{v}_j$)
14: end if
15: end if
16: end for
17: end for

---
empty columns is:
\[
Z = \sum_{i=0}^{h-1} (|\Gamma_i| + |A \setminus P_i|) \leq \sum_{i=0}^{h-1} (\gamma_i + \lambda - \lambda_0)
\]
\[\leq (\lambda - \lambda_0)h + \sum_{i=0}^{h-1} \gamma_i.
\]
By construction, we add row \(v_i\) if \(\text{Jaccard}(P_{i-1}, V_i) \geq \tau\) and hence
\[\gamma_i = |P_{i-1} \setminus V_i| \leq |V_i \setminus P_{i-1}| + |P_{i-1} \setminus V_i| \leq (1 - \tau)|P_{i-1} \cup V_i|.
\]
Since \(|P_{i-1} \cup V_i| = \sum_{j=0}^{i-1} |A_j| = \sum_{j=0}^{i-1} \lambda_j\), we get:
\[Z \leq h(\lambda - \lambda_0) + (1 - \tau) \sum_{j=0}^{h-1} \lambda_j
\]
\[\leq h(\lambda - \lambda_0) + (1 - \tau) h \sum_{j=0}^{i} \lambda_j 
\]
\[\leq h(\lambda - \lambda_0) + (1 - \tau) h \lambda
\]
\[\leq h((2 - \tau)\lambda - \lambda_0).
\]
Since the total number of entries in \(G\) is \(h\lambda\), the density \(\rho_G\) is then
\[
\rho_G \geq 1 - \frac{(2 - \tau)\lambda - \lambda_0}{\lambda}.
\]
Since \(\lambda \leq \lambda_0/(1 - \tau/2)\), we get \(\rho_G \geq \tau/2\).

For the case \(\Delta_W > 1\), we perform the previous analysis on the quotient rows. Since each nonzero entry in the compressed matrix corresponds to at least one nonzero and at most \(\Delta_W - 1\) zeros, we get the claimed result.

\[\square\]

### 3.3 Analysis of algorithms

#### 3.3.1 Cost of 1-SA

We consider a sparse matrix stored in CSR format. Without loss of generality, we ignore the actual values of the entries and only focus on the structure of the nonzero elements (i.e., we replace the nonzero values with 1).

First, we analyze Algorithm 2 ignoring the pattern update (step 13). The running time of this simplified algorithm is \(O(N^2\ell k)\) for a \(N \times N\) sparse matrix with, at most, \(k\) nonzero elements per row. The worst case happens when no two rows are merged, so that \(N(N - 1)/2\) row comparisons have to be carried out. For both Jaccard and cosine similarity, comparing row \(v_i\) with row \(v_j\) takes \(O(k_i + k_j)\) operations. Comparing row \(v_i\) with every other row \(v_j\) with \(j > i\) takes \(O((N - i)k_i + k_{i+1} + \ldots + k_N)\) steps, from which the overall \(O(N^2 k)\) bound follows.

If the pattern update (step 13) is used, the pattern may grow during a single pass through steps 4-17. When a row \(v_j\) is merged to the current pattern, the latter grows at most by \(k_j\) entries, so that the cost of the remaining comparisons becomes \((N - j)(k + k_j) + k_{j+1} + \ldots + k_N\) assuming no other row is merged. Yet, since row \(v_j\) has now been merged, the algorithm will not try to build a group out of it (see step 5), which would have a cost proportional to \((N - j)(k_j) + k_{j+1} + \ldots + k_N\). This is exactly the additional cost incurred by the pattern update. We conclude that switching on the pattern update does not influence the worst-case time analysis.

#### 3.3.2 Cost of matrix multiplication with reordering

In this section, we provide an upper bound on the cost of multiplying a sparse matrix reordered with the strategy in Section 3.2 with a dense matrix. For the analysis, we use the \((m, \ell)-\text{TCU}\) model studied in [9], [21], where \(m\) and \(\ell\) are two parameters characterizing the tensor. Specifically, the \((m, \ell)-\text{TCU}\) model is a traditional RAM model featuring a tensor core unit that can natively compute the matrix multiplication between two dense \(\sqrt{m} \times \sqrt{m}\) matrices in time \(O(m + \ell)\), where \(\ell\) is a latency cost. The multiplication between a \(r \times c\) matrix and a \(c \times s\) matrix requires time \(O(rs/c + cs/r)\) on an \((m, \ell)-\text{TCU}\).

Consider a \(N \times N\) matrix \(A\) with \(K\) nonzero entries. Assume that the reordering described in the previous Section 3.2 gives \(H\) groups and let the \(i\)-th group \(G_i\) be a \(r_i \times c_i\) matrix. Let \(B\) be a dense \(N \times N\) matrix. We now provide an upper bound on the running time for computing \(A \cdot B\) using the \((m, \ell)-\text{TCU}\): we multiply each group \(G_i\) with \(B\) by using the aforementioned dense matrix multiplication algorithm [9]. For simplicity, we assume \(\Delta_W = 1\).

**Theorem 2.** Let \(A\) be a sparse \(N \times N\) matrix with \(K\) nonzero entries. Assume that the reordering procedure in Section 3.2, with Jaccard similarity threshold \(\tau\) and \(\Delta_W = 1\), gives \(H\) groups and let the \(i\)-th group \(G_i\) be a \(r_i \times c_i\) matrix. Let \(B\) be a dense \(N \times N\) matrix \(B\). If \(r_i \geq \sqrt{m}\) for a constant fraction of the \(H\) blocks, then it is possible to compute \(A \cdot B\) in
\[
O\left(\frac{KN}{m^{1/2} \tau} + \frac{KN\ell}{m^{3/2} \tau}\right)
\]
on the \((m, \ell)-\text{TCU}\) model.

**Proof.** A constant fraction of the \(H\) blocks have more than \(\sqrt{m}\) rows and, by Theorem 1, their density is at least \(\tau/2\) after removing the empty columns. We can then pad the remaining blocks to reach \(\sqrt{m}\) rows and density at least \(\tau/2\) without asymptotically increasing the running time. We then assume that for all blocks \(r_i \geq \sqrt{m}\) and the density is at least \(\tau/2\).

Consider a block \(G_i\) given by the reordering with \(r_i\) rows and \(c_i\) nonempty columns. By representing the group as a dense \(r_i \times c_i\) matrix and by extracting the corresponding submatrix \(B\) of size \(c_i \times N\) in \(O(c_i n)\) time, we can compute the product between the \(G_i\) and the dense matrix in \(O(r_i c_i N/m^{1/2} + c_i N \ell /m)\) time. Since the density of \(G_i\) is at least \(\tau/2\), we get \(K_i / (r_i c_i) \geq \tau/2\) where \(K_i\) is the number of nonzeros in \(G_i\). It then follows that \(r_i c_i \leq 2K_i / \tau\) and that \(c_i \leq 2K_i / (\sqrt{m} \tau)\) since \(r_i \geq \sqrt{m}\).

Therefore, the multiplication between \(A\) and \(B\) can be computed in
\[
T = O\left(\sum_{i=0}^{H-1} \frac{r_i c_i N}{m^{1/2}} + \frac{c_i N \ell}{m}\right) = O\left(\sum_{i=0}^{H-1} \frac{K_i N}{m^{1/2} \tau} + \frac{K_i N \ell}{m^{3/2} \tau}\right)
\]
\[
= O\left(\frac{KN}{m^{1/2} \tau} + \frac{KN\ell}{m^{3/2} \tau}\right).
\]

We observe that, when \(\ell = O(m)\) and \(\tau = \Theta(1)\), we can compute \(A \cdot B\) in time \(O(K N/m^{1/2})\), which is a factor \(m^{1/2}\) faster than the trivial algorithm.
4 Experiments

One of the goals of this study is to evaluate the quality of our reordering and blocking algorithm. Since it is computationally infeasible to compute the optimal blocking for a generic sparse matrix (even of modest size), in Section 4.3 we generate synthetic matrices with a known blocking structure, scramble the order of their rows, and evaluate the ability of 1-SA to retrieve the original blocking. With this method, we study the effectiveness of 1-SA across the landscape of blocked matrices, evaluating it on a wide range of sparsity patterns.

Then, in Section 4.4 we study the performance improvements when multiplying blocked matrices with dense ones. To this end, we evaluate the performance of a blocked multiplication kernel built using routines implemented in cuBLAS library and compare it with the performance of the sparse-specific multiplication routine from cuSPARSE. We also validate our methodology on synthetic RMATs and real-world sparse matrices from the Network Repository collection.

The code is publicly available on the github repository at the following url: https://github.com/LACSFUB/SPARTA.

4.1 Dataset description and generation

For the experiments of section 4.3, we generated synthetic blocked sparse matrices with varying sparsity pattern. A matrix $A(\Delta, \theta, \rho)$ is generated by fixing the height and width of blocks $\Delta_W = \Delta_H = \Delta$, the fraction of nonzero blocks $\theta$ and the in-block density $\rho$, as detailed in 4.1. A reordering experiment on the synthetic block matrix $A$ is performed as follows: first, the rows of the matrix are scrambled. Then, the columns are partitioned uniformly with width $\Delta$. Finally, for a given $\tau$, the blocking algorithm is run, producing the reordered and blocked matrix $A'$. (The subscript will be dropped from now on).

We investigate the blocking curves (see Section 2.2) produced by varying $\tau$ in our algorithm. In these curves, we observe the trade-off between the in-block density $\rho'$ against the block height $\Delta_H'$. Note that, since blocks in $A'$ are uneven in size and number of elements, $\rho'$ is to be intended as the overall density of nonzero elements in the nonzero area of $A'$, and $\Delta_H'$ as the average height of nonzero blocks in $A'$.

The reordering curves in Figure 3 show how our blocking algorithm can explore the trade-off between $\Delta_H'$ and $\rho'$. Each point corresponds to a different value of $\tau$, and we evaluate the density $\rho'$ at $\Delta_H' \approx \Delta$ to gauge the ability of our algorithm to recover the original blocking. In the rest of the curve, we observe how using lower (or higher) $\tau$ can trade in-block density to increase the block-height (or vice-
Fig. 3: Blocking curves for 1-SA on five synthetic blocked matrices, showing the blocking trade-off between block size (x-axis) and in-block density (y-axis). The $8192 \times 8192$ matrices are divided in blocks of size $64 \times 64$, with 10% randomly chosen nonzero blocks. Matrices differ by in-block density (see the legend). Notice how 1-SA can recover the original blocking (red cross) for the three denser matrices, and obtain around half of the optimal density for the sparser ones.

4.3.2 Synthetic block matrices — landscape
To better gauge the overall efficacy of our blocking algorithms, we tested it extensively over the landscape of synthetic blocked sparse matrices. That is, we generated blocked sparse matrices from a range of $\theta$, $\rho$ and $\Delta$ values, we scrambled the order of their rows, and then we blocked them with $\tau = \{0.1, 0.2, ..., 1\}$. We then selected a blocking with $\Delta' \approx \Delta$, and recorded the relative in-block density $\rho'$ at the original density $\rho$. Similarly, we recorded the block height $\Delta'_H$ at $\rho' \approx \rho$. These values provide a measure of how good the algorithm recovered the original blocking. A perfect recover occurs when $\rho' = \rho$ and $\Delta'_H = \Delta$. The main findings of these experiments are reported in Figure 4 showing how even unstructured and sparse matrices (high $\theta$, low $\rho$) can be blocked effectively by 1-SA.

4.4 Reordering and Multiplication
4.4.1 The multiplication routine
We have implemented a simple, block-based, sparse-by-dense multiplication routine for matrices stored in the VBR format by resorting to the cuBLAS library. The routine uses cuBLAS streams to process rows of blocks in parallel and uses the cuBLAS gemm routine to multiply the blocks using tensor cores. For the sake of brevity, we will refer to this block-based multiplication as VBR-cuBLAS. We note that our method is not restricted to the cuBLAS library, and can be readily adapted to any high-level parallel multiplication routine for dense matrices. As shown in the following experiments this routine, applied to the blocking generated by 1-SA, achieves considerable speed-ups against the cuSPARSE baseline.

4.4.2 1-SA vs cuSPARSE
In this experiment, we determine for which multiplication instances it is convenient to employ a blocking-based multiplication instead of a sparse-based one. We benchmarked the block-based cuBLAS multiplication routine on matrices that were blocked with 1-SA, and compared its performance with that of the cuSPARSE spmm routine. In a fashion similar to the experiments of Section 4.3, and as detailed in Section 4.4.3, we generated a landscape of blocked matrices...
Fig. 5: Blocking curves for 1-SA and SA. The x- and y-axis represent respectively the post-blocking relative density $\rho'$ and relative block height $\Delta'$ $H$. Several blockings are obtained for each matrix by varying $\tau$. (a) shows the blocking curves for five $8192 \times 8192$ synthetic block matrices with $\Delta = 64$, and $\theta = 0.1$. (b) shows all blocking points for all the processed synthetic matrices (see Sec. 4.1). It can be seen that 1-SA can generate better (i.e. with higher $\rho'$ and $\Delta' H$) blockings.

4.4.3 Blocking and multiplication of RMATs

To better assess the ability of our methodology of speeding up multiplication, we generated RMATs as detailed in Section 4.1. After blocking them with 1-SA, we compared the performance of VBR-cuBLAS and cuSPARSE when multiplying with a dense matrix. In Figure 6, it can be seen that, for all considered column partition sizes $\Delta_W$, our methodology is effective in reducing the multiplication time. The performance gain grows with the matrix density, and we observe a 4x speed-up for the most dense RMAT. We note that, while using bigger $\Delta_W$ improves performance, the related returns quickly diminish. This is to be expected, since bigger blocks entail higher fill-in.

4.4.4 Blocking and multiplication of real-world matrices

Finally, we considered the multiplication of real-world sparse matrices from the Network Repository [29] database. Details of the employed graphs are provided in Section 4.1. Matrices have been blocked with 1-SA, then multiplied with a dense matrix ($N = 4096$) using both VBR-cuBLAS and cuSPARSE. As for the RMATs of the previous section, Figure 7 shows that, for all considered column partition sizes $\Delta_W$, our methodology is effective in reducing the multiplication time.

5 Related Works

The idea of reordering sparse matrices to find their substructures or reorganize their data has been extensively explored, and several algorithms exist to do so with different purposes and efficacy [17][27][19][30][31][32]. One of the first, and most common use of reordering algorithms is as preconditioners for iterative solvers [33]. Typical reordering algorithms in this class are the Reversed Cuthill-McKee (RCM) [34] and the Approximate Minimum Degree (AMD) [30]. One consequence of this origin is that most reordering methods work on structurally symmetric matrices, and produce symmetric reorderings since the latter will not change the diagonal entries and the eigenvalues of a matrix. Apart from preventing the use of these algorithms on asymmetric or rectangular sparse matrices, such as those found in pruned neural networks, these assumptions also exclude asymmetric reorderings, which could provide better blocking. While many algorithms were developed with the purpose of blocking, such as the popular PABLO [18] and its variants, they would only consider diagonal blocking. Ashcraft’s [27] and Saad’s [19] compression methods, the starting point of our research, are an exception in this regard in that they also promote the creation of off-diagonal blocks. Another important class of reordering and blocking algorithms comes from graph partitioning problems. In this regard, popular algorithms are nested dissection algorithms [35], multilevel algorithms [56], greedy methods [57], spectral partitioning, and metaheuristics such as simulated annealing or genetic algorithms. Partitioning algorithms is explained by noting that, for wider matrices, the computational intensity of the problem increases. This makes the reduced indexing and better data locality of our multiplication routine more effective in reducing the computation time.
Fig. 6: Performance improvement of VBR-cuBLAS vs cuSparse for synthetic matrices blocked with 1-SA. The synthetic block matrices are generated as detailed in Sec 4.1 for each pair of $\rho$ and $\theta$ in the heat-map. The true density of each matrix can be calculated as $\rho \times \theta$. Each $8192 \times 8192$ matrix has been scrambled, blocked with 1-SA, and then multiplied using VBR-cuBLAS and cusparse. Values in the heat-map represent the average ratio between the running time of the two routines over 10 runs. Images (a),(b),(c) show the results when setting the dense matrix width $N$ at 2048, 4096 and 8192 respectively.

Fig. 7: Performance comparison of cuSparse vs 1-SA on synthetic RMATs. RMATs with $2^{14}$ nodes and 8, 16, 32, 64 or 128 average edges per node have been generated, scrambled, and blocked with 1-SA, varying the column partition parameter $\Delta W = 64, 128, 256$. Then, the blocked graphs have been multiplied with a dense matrix ($N = 2^{12}$) using VBR-cuBLAS. Each bar shows the average over 10 runs. We omit similar results for other values of $N$.

can also be extended to treat asymmetric and rectangular matrices, by considering instead bipartite graphs or hypergraphs [38]. While these algorithms are more focused on pure blocking than the ones coming from preconditioning, they focus on minimizing the cut produced by the partition, that is, the total weight of edges connecting partitions. This means that they will produce too an approximately optimal diagonal blocking, but not necessarily a good blocking for block-based multiplication in general.

To the best of our knowledge, the work closer to our own is described by Zachariadis et al. [16]. They considered the problem of accelerating sparse-sparse matrix multiplication on Nvidia Tensor Cores. In their work, they divided (without reordering) the matrices in tiles, and multiply only nonzero tiles by using auxiliary data structures on the fly, with the consequence of increasing load-and-store operations. Under such a light, their techniques can also be integrated with 1-SA to further increase the density inside of hyper-sparse blocks. In general, their approach could be integrated with ours to treat efficiently even sparser matrices than the one we considered in this paper.

Other flavours of blocking and reordering have also been investigated to accelerate parallel spMM. Pichel et al. [20] reordered several matrices with different reordering algorithms and tested their GPU spMV performance in the CSR, HYB, ELLPACK and BELLPACK formats. They found that most of the time, a reordering would exist that considerably improve performance. They provided some insights on which reordering works best for which format, stating for example that BELLPACK benefits from “distance-based” reorderings and is harmed by bandwidth-reduction algorithms. Yet, in that work, they neither provided a way to find a good reordering for a given matrix nor explored the trade-off between block size and block sparsity. In previous work, Pichel et al. developed a framework to reorder a sparse matrix in order to cluster entries in the same row [32]; their approach uses an approximated algorithm for the Travelling Salesman Problem (TSP) to maximize locality, i.e., the number of nonzero entries appearing in consecutive locations. In this regard, their approach is similar to Saad’s.

Pinar et al. [39] also considered a problem close to our own. They defined a storage format based on 1D horizontal blocks (BCRS) to perform spMV on a CPU. Then, they set themselves to reorder the columns of a matrix to maximize such blocking. Having reduced this problem to a TSP, they used TSP heuristics to solve it. Interestingly, they employed very small blocks (1x2 or 1x3) and reported no benefit from using larger blocks.

Hong et al. observed [40] the benefit of identifying clustered entries for spMM on the GPU, devising a hybrid data structure (CSR + row-blocked CSR) that treats sepa-
Fig. 8: Performance comparison of cuSparse vs 1-SA on real-world sparse matrices from the Network Repository\cite{NetworkRepository} collection. (a),(b) and (c) show three groups of graphs of growing size. See Sec 4.1 for the graphs description. The matrices have been scrambled and blocked with 1-SA, varying the column partition parameter $\Delta W = 64, 128, 256$. Then, the blocked matrices have been multiplied with a dense matrix ($N = 4096$) using both VBR-cuBLAS and cusparse. Each bar shows the average over 10 runs.

rately blocked and non-blocked entries. In a later work \cite{Riesen2018}, they transposed this approach directly to the multiplication phase, avoiding the creation of a non-standard storage format and relying instead on the classic CSR. To improve blocking, they used an ordering strategy (but not a renumbering) that, within a tile, clusters together columns that exceed a certain density. However, their tiles are only used to organize the multiplication, and they still use the same kernel to multiply both sparse and dense tiles.

6 CONCLUSION

We presented a 1-dimensional blocking algorithm able to decompose a sparse matrix in dense blocks, with tunable block size and guaranteed block density. The resulting dense blocks can be easily processed by tensor accelerators and used to speed up the sparse-by-dense matrix multiplication on these architectures. We focused on the Nvidia CUDA hardware/software stack and showed evidence that our approach is several times faster than the sparse-specific cuSPARSE routine.

We evaluated our methodology in the popular CUDA framework, but we note that it does not require specific libraries or architectures to be implemented. We suggest that this methodology can be employed in all situations where a highly efficient, block-based matrix multiplication routine or architecture exists to bypass the need for low-level sparse-specific solutions.

As a final remark, we did not study in this work the cost of blocking, operating under the assumption that it is discounted over many multiplications. However, we report that our current naive serial implementation of 1-SA takes roughly the same time to reorder the matrix as cuBLAS and cuSPARSE take to multiply it. In future works, we expect that optimizing and possibly parallelizing 1-SA will make run-time blocking convenient even for a single multiplication instance.
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