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Abstract
In this paper we study a robust utility maximization problem in continuous time under model uncertainty. The model uncertainty is governed by a continuous semimartingale with uncertain local characteristics. Here, the differential characteristics are prescribed by a set-valued function that depends on time and path. We show that the robust utility maximization problem is in duality with a conjugate problem, and we study the existence of optimal portfolios for logarithmic, exponential and power utilities.
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1 Introduction

1.1 The purpose of this article
An important problem for a portfolio manager is to maximize the expected utility of his terminal wealth. For complete markets, this problem can be solved by the martingale method developed in [12, 13, 36, 60]. The case of incomplete markets is considerably more difficult. By now, the classical approach to compute the maximized utility (called value function) is to use a duality argument which was formalized in an abstract manner in the seminal paper [39],
see also [26, 37] for other pioneering work. The key idea is to pass to a \textit{dual optimization problem}, which is typically of reduced complexity, and to recover, via a bidual relation, the value function of the original problem as the conjugate of the value function corresponding to the dual problem.

In this paper we are interested in a robust framework, where, instead of a single financial model, a whole family of models is taken into consideration. Financially speaking, we think of a portfolio manager who is uncertain about the real-world measure, but who thinks that it belongs to a certain set of probabilities.

Recently, an abstract duality theory for possibly nondominated robust frameworks was developed in [3], see also [19] for another approach to a robust duality theory under drift and volatility uncertainty for bounded utilities. Compared to the classical case treated in [39], the theory from [3] relies on a measure-independent dual pairing which requires a suitable topological structure. A natural choice for an underlying space is the Wiener space of continuous functions, which can be seen as a \textit{canonical framework}.

In their fundamental work [39], the authors use their abstract theory to establish duality theorems for general semimartingale market models. When it comes to robust duality theorems in nondominated settings, it seems that only the Lévy type setting with deterministic uncertainty sets has been studied in detail, see [3, 19]. The purpose of this paper is to reduce the gap between the robust and non-robust case in terms of a robust duality theory for nondominated canonical continuous semimartingale markets with time and path-dependent uncertainty sets. To this end, we rely on the ideas and abstract results of [3] that allow us to derive robust duality theorems for a larger class of stochastic models. Therefore, we place ourselves in the continuous path-setting of [3]. In the following, we explain our setting in more detail.

1.2 The setting

Consider the robust utility maximization problem given by

\[
u(x) := \sup_{g \in \mathcal{C}(x)} \inf_{P \in \mathcal{P}} E^P[U(g)],
\]

where \( U : (0, \infty) \to \mathbb{R} \) is a utility function, \( \mathcal{P} \) is a set of (possibly nondominated) probability measures on the Wiener space \( \Omega := C([0, T]; \mathbb{R}^d) \), with finite time horizon \( T > 0 \), and \( \mathcal{C}(x) := x \mathcal{C} \) is the set of claims that can be \( \mathcal{P} \)-quasi surely superreplicated with initial capital \( x > 0 \), i.e.,

\[
\mathcal{C} := \left\{ g : \Omega \to [0, \infty] : g \text{ is universally measurable and } \exists H \in \mathcal{H}^D \right. \\
\left. \quad \text{such that } 1 + \int_0^T H_s dX_s \geq g \text{ \( \mathcal{P} \)-q.s.} \right\}.
\]

The model uncertainty in this framework is introduced through a set \( \mathcal{P} \), which consists of semimartingale laws on the Wiener space. We parameterize \( \mathcal{P} \) via a compact parameter space \( F \) and drift and volatility coefficients \( b : F \times [0, T] \times \Omega \to \mathbb{R}^d \) and \( a : F \times [0, T] \times \Omega \to \mathbb{S}_+^d \) such that

\[
\mathcal{P} = \left\{ P \in \mathbb{P}_\text{ac \ sem}^\mathcal{P} : P \circ X_0^{-1} = \delta_{x_0}, (\lambda \otimes P)\text{-a.e. } (dB^P/d\lambda, dC^P/d\lambda) \in \Theta \right\},
\]

where \( \mathbb{P}_\text{ac \ sem}^\mathcal{P} \) denotes the set of semimartingale laws with absolutely continuous characteristics, \( X \) is the coordinate process, \( x_0 \in \mathbb{R}^d \) is the initial value, \((B^P, C^P)\) are the \( P \)-characteristics.
of $X$, and
$$\Theta(t, \omega) := \{ (b(f, t, \omega), a(f, t, \omega)) : f \in F \}, \quad (t, \omega) \in [0, T] \times \Omega.$$  

In words, the set $\mathcal{P}$ of feasible real-world measures consists of all continuous semimartingale models whose coefficients take uncertain values in the fully path-dependent set $\Theta$. This time and path dependence constitutes the main novelty of our paper, extending the results of [3] where $\Theta(t, \omega) \equiv \Theta$ is independent of time $t$ and path $\omega$.

We prove our main convex duality results under the assumption that $b$ and $a$ are continuous and of linear growth, and that $\Theta$ is convex-valued. Further, we will introduce a robust market price of risk, which seems to be a novel object. In case we deal with unbounded utility functions, we additionally assume either a certain uniform boundedness condition or that the volatility coefficient $a$ is uniformly bounded and elliptic. In general, however, we do not impose any ellipticity assumption and thence allow the portfolio manager to take incomplete markets into consideration. It seems to us that this feature is new for robust semimartingale frameworks.

Due to the high amount of flexibility of our framework, we are able to cover many prominent stochastic models. This includes the case from [3] where $\Theta(t, \omega) \equiv \Theta$ is independent of time $t$ and path $\omega$, which corresponds to the generalized $G$-Brownian motion as introduced in [59], cf. also [49] for a nonlinear Lévy setting with jumps. Additionally, we are able to capture a Markovian framework of nonlinear diffusions where $\Theta(t, \omega) \equiv \Theta(\omega(t))$ depends on $(t, \omega)$ only through the value $\omega(t)$. Such models have been investigated, for instance, in [16, 29]. Furthermore, our setting can also be used to model path-dependent dynamics such as stochastic delay equations under parameter uncertainty and the random $G$-expectation as discussed in Section 4 from [57], cf. also [53] for a related approach.

### 1.3 Main contributions

Denote the set of absolutely continuous separating measures by
$$\mathcal{D} := \{ Q \in \mathcal{P}_a(\mathcal{P}) : E^Q[g] \leq 1 \text{ for all } g \in \mathcal{C} \}, \quad \mathcal{D}(y) := y\mathcal{D}, \quad y > 0,$$
where $\mathcal{P}_a(\mathcal{P}) := \{ Q \in \mathcal{P}(\Omega) : \exists P \in \mathcal{P} \text{ with } Q \ll P \}$. The robust dual problem is given by
$$v(y) := \inf_{Q \in \mathcal{D}(y)} \sup_{P \in \mathcal{P}} E^P \left[ V \left( \frac{dQ}{dP} \right) \right], \quad (1.2)$$
where $V$ denotes the conjugate of the utility function $U$. We focus on logarithmic, exponential and power utility, i.e., $U$ is assumed to be one of the following
$$U(x) = \log(x), \quad U(x) = -e^{-\lambda x} \text{ for } \lambda > 0, \quad U(x) = \frac{x^p}{p} \text{ for } p \in (-\infty, 0) \cup (0, 1).$$

For these utility functions we show that the functions $u$ and $v$ are conjugates, i.e.,
$$u(x) = \inf_{y > 0} \left[ v(y) + xy \right], \quad x > 0, \quad v(y) = \sup_{x > 0} \left[ u(x) - xy \right], \quad y > 0, \quad (1.3)$$
which constitutes our main result. Additionally, we prove the existence of an optimal portfolio for a relaxed version of the optimization problem (1.1), which accounts for the obstacle that in the nondominated case one cannot rely on classical tools like Komlós’ lemma for the approximation scheme of an optimal portfolio. In order to show (1.3), we use the duality results developed in [3] and adapt the strategy laid out in [3, Section 3] beyond the case of nonlinear continuous Lévy processes, i.e., where the set $\Theta$ is independent of time and path.
To apply the main duality results from [3], we prove that $\mathcal{P}$ and $\mathcal{D}$ are convex and compact, and that the sets $\mathcal{C}$ and $\mathcal{D}$ are in duality, i.e.,

$$\{ Q \in \mathcal{P}_a(\mathcal{P}) : E^Q[g] \leq 1 \text{ for all } g \in C \cap C_b(\Omega; \mathbb{R}) \} = \mathcal{D},$$  \hspace{1cm} (1.4)

and

$$\{ g \in C^+_b(\Omega; \mathbb{R}) : E^Q[g] \leq 1 \text{ for all } Q \in \mathcal{D} \} = C \cap C_b(\Omega; \mathbb{R}).$$  \hspace{1cm} (1.5)

We emphasise that for these dualities we work with absolutely continuous measures, while equivalent measures were used in [3, Section 3]. As we explain in the following, we establish (1.5) under a robust no arbitrage condition, which appears to us very natural. The corresponding duality from [3, Section 3.1] is proved under a uniform ellipticity assumption that implies the robust no arbitrage condition for the duality (1.5) and that all absolutely continuous martingale measures are already equivalent martingale measures. We now comment in more detail on the proofs.

For the first duality (1.4), we show that $\mathcal{D}$ coincides with the robust analogue of the set of absolutely continuous local martingale measures, i.e.,

$$\mathcal{M}_a(\mathcal{P}) := \{ Q \in \mathcal{P}_a(\mathcal{P}) : X \text{ is a local } Q\mathcal{F}-\text{martingale} \}.$$  \hspace{1cm} (1.6)

The equality $\mathcal{M}_a(\mathcal{P}) = \mathcal{D}$ relies on a characterization of local martingale measures on the Wiener space, and it resembles the fact that for continuous paths, the set of separating measures coincides with the set of local martingale measures.

Regarding the second duality (1.5), the equality $\mathcal{M}_a(\mathcal{P}) = \mathcal{D}$ further allows us to use the robust superhedging duality

$$\sup_{Q \in \mathcal{M}_a(\mathcal{P})} E^Q[f] = \min \left\{ x \in \mathbb{R} : \exists H \in \mathcal{H}^{\mathcal{M}_a(\mathcal{P})} \text{ with } x + \int_0^T H_s dX_s \geq f \text{ a.s., } \forall Q \in \mathcal{M}_a(\mathcal{P}) \right\},$$  \hspace{1cm} (1.7)

to show that there is a superhedging strategy for every function in the polar of $\mathcal{D}$. To prove the duality (1.6) we heavily rely on ideas from [54] and establish stability properties of a time and path-dependent correspondence related to $\mathcal{M}_a(\mathcal{P})$. As already mentioned above, we are able to establish the duality (1.5) without imposing ellipticity conditions as used in [3, 19]. Rather, we work under a robust no free lunch with vanishing risk condition that ensures that the set $\mathcal{M}_a(\mathcal{P})$ is sufficiently rich. More precisely, we assume that for every $P \in \mathcal{P}$ there exists a measure $Q \in \mathcal{M}_a(\mathcal{P})$ with $P \ll Q$. This assumption is a continuous time version of the robust no-arbitrage condition introduced in [7] and reduces to the classical no free lunch with vanishing risk condition in case $\mathcal{P}$ is a singleton.

Next, we comment on the proofs for convexity and compactness of the sets $\mathcal{P}$ and $\mathcal{D}$. For $\mathcal{P}$ we adapt a strategy from [16] from a one-dimensional nonlinear diffusion setting to our multidimensional path-dependent framework. To establish compactness of the set $\mathcal{D}$, we show that it coincides with

$$\mathcal{M} := \{ Q \in \mathcal{P}^{ac}_{sem} : Q \circ X_0^{-1} = \delta_{x_0}, (\lambda \otimes Q)\text{-a.e. } (dB^Q/d\lambda, dC^Q/d\lambda) \in \tilde{\Theta} \},$$

where

$$\tilde{\Theta}(t, \omega) := \{ 0 \}^d \times \{ a(f, t, \omega) : f \in F \} \subset \mathbb{R}^d \times \mathbb{S}^d_+, \quad (t, \omega) \in [0, T] \times \Omega.$$  \hspace{1cm} (1.8)

Compactness of $\mathcal{M}$ then can be proved as for its companion $\mathcal{P}$. To derive the equality $\mathcal{D} = \mathcal{M}$, we assume the existence of a robust market price of risk (MPR). That is, the existence of
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a Borel function \( \theta : F \times [0, T] \times \Omega \rightarrow \mathbb{R}^d \), subject to a modest boundedness assumption, such that \( b = a \theta \). The robust MPR allows for equivalent measure changes between the set of candidate measures \( \mathcal{P} \) and the robust version of the set of martingale measures \( \mathcal{M} \). By means of an example, we show that mild boundedness assumptions on the MPR are necessary for the identity \( \mathcal{M} = \mathcal{D} \) to hold.

Evidently, by virtue of (1.2), to deal with unbounded utility functions, we require some integrability of the Radon–Nikodym derivative \( \frac{dQ}{dP} \) for \( Q \in \mathcal{D} \) and \( P \in \mathcal{P} \). To this end, we establish finite polynomial moments for certain stochastic exponentials. We think that this result is of independent interest. In order to achieve this, we give a boundedness condition on the MPR and a uniform ellipticity and boundedness condition on the volatility from which we require only one to hold. The first allows us to incorporate incomplete market models, while the second gives additional freedom in the drift coefficient.

1.4 Comments on related literature

There is already a vast literature on the robust utility maximization problem (1.1) with respect to nondominated probability measures. In the discrete-time setting, the robust utility maximisation problem has been considered for instance in [2, 5, 9, 56], see also the references therein. Nonlinear Lévy frameworks with constant \( \Theta \) were for instance considered in [3, 19, 43, 50] and nonlinear time-inhomogeneous Lévy settings with time-dependent \( \Theta \) were studied in [41, 42, 58]. Further, [4] investigated a robust Merton problem with uncertain volatility of Lévy type and volatility state dependent drift. Compared to these papers, we allow for uncertain drift and volatility with fully path dependent coefficients. In particular, our work includes diffusion models with uncertain parameters, such as real-valued nonlinear affine models as studied in [23], as well as stochastic volatility models with uncertain volatility processes.

The literature on the robust dual problem in continuous time is less extensive. Indeed, we are only aware of the papers [3, 19], where the problem is investigated from a theoretical perspective, and the only concrete examples we know of are the continuous Lévy frameworks with uniformly bounded and elliptic coefficients as discussed in these papers.

In the remainder of this subsection we comment on the differences between our proofs and those from [3] for the Lévy setting. To establish (1.3) – (1.5), we follow the ideas used in [3, Section 3] for the Lévy case. We do however, replace the uniform ellipticity assumption of [3, Section 3] with a robust notion of no free lunch with vanishing risk. This is in the spirit of the seminal work [39]. Further, notice that we work with the set \( \mathcal{M}_a(\mathcal{P}) \) of absolutely continuous local martingale measures as in [7]. This relaxes our condition of no free lunch with vanishing risk, compared to its counterpart formulated with equivalent local martingale measures. To take our unbounded, non-elliptic and path-dependent framework into account, we have to develop new results on the equivalence, convexity and compactness of the sets \( \mathcal{P} \) and \( \mathcal{M} \). The difficulty of extending results from a Lévy setting to its more general path-dependent counterparts has already been acknowledged in the literature (see, e.g., [29, 40]). Another novelty in our treatment is the concept of a robust MPR that is crucial to capture incomplete market situations that are excluded in [3, Section 3]. Related to the MPR, we need to investigate the martingale property and establish polynomial moment estimates for certain stochastic exponentials. To achieve this, the mere existence of a market price of risk is not sufficient and we have to impose either an additional boundedness assumption on the MPR, or restrict ourselves to a uniformly elliptic setting. Both conditions are satisfied for
the Lévy framework studied in [3, Section 3]. Finally, let us emphasize again that this is the only point were we use an ellipticity condition.

1.5 Structure of the article

In Sect. 2.1 we lay out our setting, in Sect. 2.2 we provide the superhedging duality for nonlinear continuous semimartingales and in Sect. 2.3 we discuss the duality relation between $\mathcal{C}$ and $\mathcal{D}$. After stating the separating dualities and the appropriate notion of no-arbitrage, we give parameterized conditions that ensure compactness and convexity of $\mathcal{P}$ and $\mathcal{M}$, respectively. The final part of Sect. 2.3 is devoted to the robust market price of risk and to the equality $\mathcal{D} = \mathcal{M}$. In Sect. 2.4 we study the robust utility maximization problem, and its duality relation between $u$ and $v$ is established in Sect. 4.5.

2 Main result

2.1 The setting

Fix a dimension $d \in \mathbb{N}$ and a finite time horizon $T > 0$. We define $\Omega$ to be the space of continuous functions $[0, T] \rightarrow \mathbb{R}^d$ endowed with the uniform topology. The canonical process on $\Omega$ is denoted by $X$, i.e., $X_t(\omega) = \omega(t)$ for $\omega \in \Omega$ and $t \in [0, T]$. It is well-known that $\mathcal{F} := \mathcal{B}(\Omega) = \sigma(X_t, t \in [0, T])$. We define $\mathcal{F} := \mathcal{F}_t \in [0, T]$ to be the canonical filtration generated by $X$, i.e., $\mathcal{F}_t := \sigma(X_s, s \in [0, t])$ for $t \in [0, T]$. The set of probability measures on $(\Omega, \mathcal{F})$ is denoted by $\mathcal{P}(\Omega)$ and endowed with the usual topology of convergence in distribution. Moreover, for any $\sigma$-field $\mathcal{G}$, let $\mathcal{G}^* := \bigcap P \mathcal{G}^P$ be the universal $\sigma$-field, where $P$ ranges over all probability measures on $\mathcal{G}$, and $\mathcal{G}^P$ denotes the completion of $\mathcal{G}$ w.r.t. $P$.

Further, we denote the space of symmetric, positive semidefinite real-valued $d \times d$ matrices by $\mathbb{S}_d^+$, and by $\mathbb{S}_d^{++} \subset \mathbb{S}_d^+$ the set of all positive definite matrices in $\mathbb{S}_d^+$. Finally, recall that a subset of a Polish space is called analytic if it is the image of a Borel subset of some Polish space under a Borel map, and that a function $f$ with values in $\mathbb{R} := [-\infty, +\infty]$ is upper semianalytic if $\{ f > c \}$ is analytic for every $c \in \mathbb{R}$. Any Borel function is also upper semianalytic. We define, for two stopping times $\rho$ and $\tau$ with values in $[0, T] \cup \{+\infty\}$, the stochastic interval

$$\|\rho, \tau\| := \{(t, \omega) \in [0, T] \times \Omega : \rho(\omega) \leq t < \tau(\omega)\}.$$  

The stochastic intervals $\|\rho\|, \|\tau\|, \|\rho, \tau\|, \|\rho, \tau\|$ are defined accordingly. In particular, the equality $\|0, T\| = [0, T] \times \Omega$ holds.

Let $F$ be a metrizable space and let $b : F \times \|0, T\| \rightarrow \mathbb{R}^d$ and $a : F \times \|0, T\| \rightarrow \mathbb{S}_d^+$ be two Borel functions such that $(t, \omega) \mapsto b(f, t, \omega)$ and $(t, \omega) \mapsto a(f, t, \omega)$ are predictable for all $f \in F$. 
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We define the correspondences, i.e., the set-valued maps, $\Theta, \tilde{\Theta} : [0, T] \to \mathbb{R}^d \times S_+^d$ by

$$\Theta(t, \omega) := \{ (b(f, t, \omega), a(f, t, \omega)) : f \in F \} \subset \mathbb{R}^d \times S_+^d,$$

$$\tilde{\Theta}(t, \omega) := \{ 0 \}^d \times \{ a(f, t, \omega) : f \in F \} \subset \mathbb{R}^d \times S_+^d.$$ 

We denote the set of laws of continuous semimartingales by $\mathcal{P}_{\text{sem}} \subset \mathcal{P}(\Omega).$ For $P \in \mathcal{P}_{\text{sem}},$ we denote the semimartingale characteristics of the coordinate process $X$ by $(B^P, C^P),$ and we set

$$\mathcal{P}^\text{ac}_{\text{sem}} := \{ P \in \mathcal{P}_{\text{sem}} : P\text{~a.s.~}(B^P, C^P) \ll \lambda \},$$

where $\lambda$ denotes the Lebesgue measure.

We further define, for fixed $x_0 \in \mathbb{R}^d,$

$$\mathcal{P} := \{ P \in \mathcal{P}^\text{ac}_{\text{sem}} : P \circ X_0^{-1} = \delta_{x_0}, (\lambda \otimes P)\text{-a.e.~}(dB^P / d\lambda, dC^P / d\lambda) \in \Theta \},$$

$$\mathcal{M} := \{ Q \in \mathcal{P}^\text{ac}_{\text{sem}} : Q \circ X_0^{-1} = \delta_{x_0}, (\lambda \otimes Q)\text{-a.e.~}(dB^Q / d\lambda, dC^Q / d\lambda) \in \tilde{\Theta} \}.$$

**Standing Assumption 2.1**

(i) $\mathcal{P} \neq \emptyset \neq \mathcal{M}.$

(ii) $\Theta$ and $\tilde{\Theta}$ have a Borel measurable graph, i.e.,

$$\left\{ (t, \omega, b, a) \in [0, T] \times \Omega \times \mathbb{R}^d \times S_+^d : (b, a) \in \Theta(t, \omega) \right\}$$

$$\in \mathcal{B}([0, T]) \otimes \mathcal{F} \otimes \mathcal{B}(\mathbb{R}^d) \otimes \mathcal{B}(S_+^d),$$

$$\left\{ (t, \omega, b, a) \in [0, T] \times \Omega \times \mathbb{R}^d \times S_+^d : (b, a) \in \tilde{\Theta}(t, \omega) \right\}$$

$$\in \mathcal{B}([0, T]) \otimes \mathcal{F} \otimes \mathcal{B}(\mathbb{R}^d) \otimes \mathcal{B}(S_+^d).$$

**Remark 2.2**

(i) By virtue of [15, Lemma 2.10], part (i) from Standing Assumption 2.1 holds if the functions $b : F \times [0, T] \to \mathbb{R}^d$ and $a : F \times [0, T] \to S_+^d$ are continuous and of linear growth, i.e., there exists a constant $C > 0$ such that

$$\| b(f, t, \omega) \|^2 + \| a(f, t, \omega) \| \leq C \left( 1 + \sup_{s \in [0, t]} \| \omega(s) \|^2 \right)$$

for all $(f, t, \omega) \in F \times [0, T]$.

(ii) Thanks to [15, Lemma 2.8], part (ii) from Standing Assumption 2.1 holds once $F$ is compact and the functions $b : F \times [0, T] \to \mathbb{R}^d$ and $a : F \times [0, T] \to S_+^d$ are continuous. This is a crucial property in order to use the theory developed in [21, 57].

Let $Q \subset \mathcal{P}(\Omega)$ be a set of probability measures. Recall that a $Q$-polar set is a set that is $Q$-null under every $Q \in Q,$ and that a property holds $Q$-quasi surely, if it holds outside a $Q$-polar set. For two sets of probability measures $Q, R \subset \mathcal{P}(\Omega),$ we write $Q \ll R$ and $R \ll Q,$ if there is $\tilde{\mathcal{R}}$ such that $Q \sim \tilde{\mathcal{R}}.$

Finally, for any collection $\mathcal{R} \subset \mathcal{P}_{\text{sem}},$ we first define the filtration $\mathcal{G}_t^\mathcal{R} = (\mathcal{G}_t^\mathcal{R})_{t \in [0, T]}$ via

$$\mathcal{G}_t^\mathcal{R} := \bigcap_{s > t} (\mathcal{F}_s^\mathcal{R} \vee N^\mathcal{R}), \quad t \in [0, T],$$

(2.1)
where \( \mathcal{F}_t^\ast \) is the universal completion of \( \mathcal{F}_t \), and \( \mathcal{N}^\mathcal{R} \) is the collection of \( \mathcal{R} \)-polar sets. Then, we set \( \mathcal{H}^\mathcal{R} \) to be the set of all \( \mathcal{G}^\mathcal{R} \)-predictable processes \( H \) with \( H \in L(\mathcal{X}, P) \) for all \( P \in \mathcal{R} \) and such that for every \( P \in \mathcal{R} \) there exists a constant \( C = C(H, P) > 0 \) such that \( P \)-a.s. \( \int_0^T H_s dX_s \geq -C \).

The following observation becomes useful later. If \( P \in \mathcal{R} \) is such that \( \mathcal{X} \) is a local \( P \)-martingale, then \( \int_0^T H_s dX_s \) is a \( P \)-supermartingale for every \( H \in \mathcal{H}^\mathcal{R} \). This follows from the well-known fact that any local martingale that is bounded from below is a supermartingale.

### 2.2 Superhedging duality

We denote the set of all local martingales measures for \( \mathcal{X} \) that are absolutely continuous to the uncertainty set \( \mathcal{P} \) by

\[
\mathcal{M}_a(\mathcal{P}) := \{ Q \in \mathcal{P}(\Omega) : \mathcal{X} \text{ is a local } Q\cdot \mathcal{F}\text{-martingale} \},
\]

where

\[
\mathcal{P}_a(\mathcal{P}) := \{ Q \in \mathcal{P}(\Omega) : \exists P \in \mathcal{P} \text{ with } Q \ll P \}.
\]

The following theorem provides a version of [54, Theorem 3.2] which is tailored to our nonlinear semimartingale framework. It shows that for payoffs bounded from below, the optimal superhedging strategy is admissible in a robust sense. This will turn out to be useful in Sect. 4. The proof is given in Sect. 4.1 below.

**Theorem 2.3** Assume that \( \mathcal{M}_a(\mathcal{P}) \neq \emptyset \). Let \( f : \Omega \to \mathbb{R}_+ \) be an upper semianalytic function such that

\[
\sup_{Q \in \mathcal{M}_a(\mathcal{P})} E^Q [f] < \infty.
\]

Then, there exist a strategy \( H \in \mathcal{H}_{\mathcal{M}_a(\mathcal{P})} \) and a constant \( C > 0 \) with

\[
\int_0^T H_s dX_s \geq -C \quad Q\text{-a.s. for all } Q \in \mathcal{M}_a(\mathcal{P}),
\]

such that

\[
\sup_{Q \in \mathcal{M}_a(\mathcal{P})} E^Q [f] + \int_0^T H_s dX_s \geq f, \quad Q\text{-a.s. for all } Q \in \mathcal{M}_a(\mathcal{P}).
\]

To prove Theorem 2.3 we have to verify the prerequisites of [54, Theorem 3.2]. To this end, in Sect. 4.1 we establish stability properties of \( \mathcal{M}_a(\mathcal{P}) \) that ensure the dynamic programming principle for the (dynamic) superhedging price associated to \( \mathcal{M}_a(\mathcal{P}) \).

### 2.3 Separating duality for nonlinear continuous semimartingales

For \( P \in \mathcal{P} \), we define

\[
\mathcal{M}_e^P := \{ Q \in \mathcal{P}(\Omega) : P \sim Q, \mathcal{X} \text{ is a local } Q\cdot \mathcal{F}\text{-martingale} \}.
\]

---

1 See, for instance, [33, Section III.6.c] for more details.
Further, we denote the set of all local martingales measures for $X$ that are equivalent to the uncertainty set $\mathcal{P}$ by

$$\mathcal{M}_{e}(\mathcal{P}) := \{ Q \in \mathcal{P}_{e}(\mathcal{P}) : X \text{ is a local } Q, \mathcal{F}\text{-martingale} \},$$

where

$$\mathcal{P}_{e}(\mathcal{P}) := \{ Q \in \mathcal{P}(\Omega) : \exists P \in \mathcal{P} \text{ with } Q \sim P \}.$$

We define

$$\mathcal{C} := \{ g : \Omega \to [0, \infty] : g \text{ is } \mathcal{F}_{T} \text{-measurable and } \exists H \in \mathcal{H}^{P} \text{ with } 1 + \int_{0}^{T} H_{s} dX_{s} \geq g \text{ } \mathcal{P}\text{-q.s.} \}.$$

$$\mathcal{D} := \{ Q \in \mathcal{P}_{a}(\mathcal{P}) : E^{Q}[g] \leq 1 \text{ for all } g \in \mathcal{C} \}. $$

Here, $\mathcal{C}$ is the set of claims that can be $\mathcal{P}$-quasi surely superreplicated with initial capital 1, while $\mathcal{D}$ is the collection of absolutely continuous separating measures for $\mathcal{C}$.

In order to derive the duality between $\mathcal{C}$ and $\mathcal{D}$, we impose the following no-arbitrage condition.

**Definition 2.4** We say that NFLVR($\mathcal{P}$) holds if for every real-world measure $P \in \mathcal{P}$ there exists a martingale measure $Q \in \mathcal{M}_{a}(\mathcal{P})$ such that $P \ll Q$.

**Remark 2.5** If NFLVR($\mathcal{P}$) holds, then $\mathcal{P} \sim \mathcal{M}_{a}(\mathcal{P})$. To see this, note that $\mathcal{M}_{a}(\mathcal{P}) \subset \mathcal{P}_{a}(\mathcal{P}) \ll \mathcal{P}$ by definition. Conversely, if NFLVR($\mathcal{P}$) holds, it follows that $\mathcal{P} \ll \mathcal{M}_{a}(\mathcal{P})$.

The following theorem can be viewed as a generalization of [3, Propositions 5.7, 5.9] from a Lévy setting with constant $\Theta(t, \omega) \equiv \Theta \subset \mathbb{R}^{d} \times \mathbb{E}^{d}_{+}$ to a general nonlinear semimartingale framework with path dependent uncertainty set $(t, \omega) \mapsto \Theta(t, \omega)$. Moreover, it seems to be the first concrete result without an ellipticity assumption, i.e., which also covers incomplete market scenarios, see [3, Remark 3.2]. The theorem is proved in Sect. 4.2 below.

**Theorem 2.6**

(i) It holds that

$$\mathcal{M}_{a}(\mathcal{P}) = \mathcal{D} = \{ Q \in \mathcal{P}_{a}(\mathcal{P}) : E^{Q}[g] \leq 1 \text{ for all } g \in \mathcal{C} \cap C_{b}(\Omega; \mathbb{R}) \}. \quad (2.2)$$

(ii) If NFLVR($\mathcal{P}$) holds, then

$$\mathcal{C} \cap C_{b}(\Omega; \mathbb{R}) = \{ g \in C_{b}^{+}(\Omega; \mathbb{R}) : E^{Q}[g] \leq 1 \text{ for all } Q \in \mathcal{D} \}. \quad (2.3)$$

**Remark 2.7** (Discussion of NFLVR($\mathcal{P}$)) Notice that in the single-measure case $\mathcal{P} = \{ P \}$, NFLVR($\mathcal{P}$) is equivalent to the existence of an equivalent local martingale measure $Q \in \mathcal{M}_{e}^{P}$. Thanks to the seminal work of Delbaen and Schachermayer (cf. [17] for an overview), the existence of an equivalent local martingale measure is equivalent to the absence of arbitrage in the sense of no free lunch with vanishing risk (NFLVR). Further, observe that NFLVR($\mathcal{P}$) is implied by the existence of a measure $Q \in \mathcal{M}_{e}^{P}$ for every $P \in \mathcal{P}$, i.e., if the NFLVR conditions holds under every $P \in \mathcal{P}$. In general, NFLVR($\mathcal{P}$) is the continuous time version of the robust no-arbitrage condition NA($\mathcal{P}$) from [7]. More precisely, in finite discrete time, [7, Theorem 4.5] shows that NA($\mathcal{P}$) is equivalent to both, the mere equivalence of $\mathcal{M}_{a}(\mathcal{P})$ and $\mathcal{P}$, and the seemingly stronger condition that for every $P \in \mathcal{P}$ there exists $Q \in \mathcal{M}_{a}(\mathcal{P})$ such that $P \ll Q$. We impose the latter condition to account for continuous time stochastic integration. It guarantees that $\mathcal{M}_{a}(\mathcal{P})$ is sufficiently rich in the sense that it implies the equality $\mathcal{H}^{P} = \mathcal{H}^{\mathcal{M}_{a}(\mathcal{P})}$ (see Lemma 4.6 below). This equality is crucial in our proof of the separating duality.
The dualities (2.2) and (2.3) are two of the three main hypothesis from [3]. The third main assumption translates to compactness and convexity of $\mathcal{P}$ and $\mathfrak{M}_a(\mathcal{P})$.

Next, we investigate compactness and convexity of $\mathcal{P}$ and $\mathfrak{M}_a(\mathcal{P}) = \mathcal{D}$. To treat the second set, we prove that it coincides with $\mathcal{M}$ under the existence of a robust market price of risk, which is a notion we introduce in Condition 2.11 below.

Before, we formulate parameterized conditions that ensure compactness and convexity of $\mathcal{P}$ and $\mathcal{M}$, respectively.

**Condition 2.8**

(i) $F$ is compact.

(ii) The functions $b: F \times [0, T] \to \mathbb{R}^d$ and $a: F \times [0, T] \to \mathbb{S}^d_+$ are continuous.

(iii) There exists a constant $C > 0$ such that

$$\|b(f, t, \omega)\|^2 + \|a(f, t, \omega)\| \leq C \left(1 + \sup_{s \in [0, t]} \|\omega(s)\|^2\right)$$

for all $(f, t, \omega) \in F \times [0, T]$.

**Condition 2.9**

The correspondence $\Theta$ is convex-valued, i.e., $\{(b(f, t, \omega), a(f, t, \omega)) : f \in F\} \subset \mathbb{R}^d \times \mathbb{S}^d_+$ is convex for every $(t, \omega) \in [0, T]$.

Observe that Condition 2.9 also ensures that $\tilde{\Theta}$ is convex-valued. Additionally, recall that a continuous semimartingale is a local martingale if and only if its first characteristic vanishes. Hence, $\mathcal{M}$ consists of local martingale measures. In fact, by the linear growth condition (iii) from Condition 2.8, the set $\mathcal{M}$ then even consists of (true) martingale measures.

The following theorem was established in [16, Propositions 3.9, 5.7] for one-dimensional nonlinear diffusions, but the argument transfers to our multidimensional path dependent framework. Its compactness part extends [29, Theorem 4.41] and [44, Theorem 2.5] beyond the case where $b$ and $a$ are of Markovian structure, uniformly bounded and globally Lipschitz continuous. The following result is proved in Sect. 4.3 below.

**Theorem 2.10**

Suppose that the Conditions 2.8 and 2.9 hold. Then, the sets $\mathcal{P}$ and $\mathcal{M}$ are both convex and compact.

In the final part of this section, we provide a condition under that $\mathfrak{M}_a(\mathcal{P}) = \mathcal{M}$. This, together with Theorem 2.10, will provide compactness of $\mathfrak{M}_a(\mathcal{P})$. Compactness is a key ingredient needed for the robust duality theory developed in Sect. 2.4 below.

**Condition 2.11**

(Existence of robust market price of risk (MPR)) There exists a Borel function $\theta: F \times [0, T] \to \mathbb{R}^d$ such that $b = a\theta$. Moreover, for every $N > 0$, there exists a constant $C = C_N > 0$ such that

$$\sup \left\{\langle (\theta, a\theta), (f, t, \omega)\rangle : f \in F, t < T_N(\omega)\right\} \leq C$$

for all $\omega \in \Omega$, where $T_N(\omega) := \inf\{t \in [0, T] : \|\omega(t)\| \geq N\} \wedge T$.

In order to apply the results of [3], it remains to verify [3, Assumption 2.1], i.e., that

for every $P \in \mathcal{P}$ there exists $Q \in \mathfrak{M}_a(\mathcal{P})$ such that $Q \ll P$. \hspace{1cm} (2.4)

By means of Condition 2.11, we establish in Theorem 2.12 below the stronger statement that for every $P \in \mathcal{P}$ there exists a measure $Q \in \mathfrak{M}_e(\mathcal{P})$ such that $Q \sim P$. Theorem 2.12 constitutes the last main result of this section. Its proof is given in Sect. 4.4.

---

\textsuperscript{2} After submitting this paper, we established a more general version of Theorem 2.10 in the (updated) paper [15].
Theorem 2.12 Assume that the Conditions 2.8 and 2.11 hold. Then,

(i) for every $P \in \mathcal{P}$, there exists a measure $Q \in \mathcal{M}$ with $P \sim Q$, and
(ii) for every $Q \in \mathcal{M}$, there exists a measure $P \in \mathcal{P}$ with $Q \sim P$.

Corollary 2.13 Assume that the Conditions 2.8 and 2.11 hold. Then,

(i) the equalities $\mathcal{M} = \mathcal{M}_e(\mathcal{P}) = \mathcal{M}_a(\mathcal{P})$ hold, and
(ii) for every $P \in \mathcal{P}$ there exists a measure $Q \in \mathcal{M}_e^P$.

In particular, NFLVR$(\mathcal{P})$ holds.

Proof Notice that, by Girsanov’s theorem ([33, Theorem III.3.24]),

$$\mathcal{M}_e(\mathcal{P}) = \mathcal{M} \cap \mathcal{P}_e(\mathcal{P})$$

and

$$\mathcal{M}_a(\mathcal{P}) = \mathcal{M} \cap \mathcal{P}_a(\mathcal{P}).$$

The second part of Theorem 2.12 implies $\mathcal{M} \subset \mathcal{P}_e(\mathcal{P})$ and therefore $\mathcal{M}_e(\mathcal{P}) = \mathcal{M}$. Hence, we conclude that

$$\mathcal{M}_a(\mathcal{P}) \subset \mathcal{M} = \mathcal{M}_e(\mathcal{P}) \subset \mathcal{M}_a(\mathcal{P}),$$

which shows the first statement. Further, the first part of Theorem 2.12 shows that for every $P \in \mathcal{P}$ there exists a measure $Q \in \mathcal{M}_e^P$. □

Remark 2.14 (Compactness of $\mathcal{M}_e(\mathcal{P})$) Together with Theorem 2.10, Corollary 2.13 shows that $\mathcal{M}_e(\mathcal{P}) = \mathcal{M}_a(\mathcal{P})$ is compact. In the single measure case $\mathcal{P} = \{P\}$, compactness of $\mathcal{M}_e(\mathcal{P}) = \mathcal{M}_e^P$ is equivalent to $\mathcal{M}_e^P$ being a singleton (given it is nonempty), i.e., the market is complete. Indeed, in case there exist two distinct elements in $\mathcal{M}_e^P$, George Lowther [45] has shown that there exists a local martingale measure $Q$ absolutely continuous with respect to $P$ but $Q \notin \mathcal{M}_e^P$. In particular, $\mathcal{M}_e^P$ then fails to be closed. In the robust case, $\mathcal{M}_e(\mathcal{P})$ can be compact without the necessity that every physical measure $P \in \mathcal{P}$ corresponds to a complete market model.

It seems to us that the structure of Condition 2.11 is new in the literature on robust dualities. In the following we discuss the relation of Condition 2.11 to the classical notion of a MPR and NFLVR$(\mathcal{P})$. Further, we relate Condition 2.11 to ellipticity conditions that have previously appeared in the literature, and we show with an example that $\mathcal{M} = \mathcal{M}_a(\mathcal{P})$ fails without Condition 2.11.

Remark 2.15 (Relation to classical MPRs) Let us shortly explain why $\theta$ from Condition 2.11 can be considered as a robust version of a MPR. Take a real-world measure $P \in \mathcal{P}$ and denote the Lebesgue densities of the $P$-characteristics of $X$ by $(b^P, a^P)$. Under Condition 2.11, in Lemma 4.9 below we establish the existence of a predictable function $f = f(P): \mathbb{[}0, T\mathbb{]} \rightarrow F$ such that, for $(\lambda \otimes P)$-a.a. $(t, \omega) \in \mathbb{[}0, T\mathbb{]}$,

$$\left( b^P_t(\omega, a^P_t(\omega)) \right) = \left( b(f(t, \omega), t, \omega), a(f(t, \omega), t, \omega) \right) = (a(f(t, \omega), t, \omega)\theta(f(t, \omega), t, \omega), a(f(t, \omega), t, \omega)).$$

This representation shows that $(t, \omega) \mapsto \theta(f(t, \omega), t, \omega)$ is a MPR in the classical sense for the real-world measure $P$. As $P \in \mathcal{P}$ was arbitrary, this leads to our interpretation of $\theta$ as a robust version of a MPR.

Remark 2.16 (Relation to NFLVR$(\mathcal{P})$) As observed in the seminal paper [11], the existence of a MPR is equivalent to the no unbounded profits with bounded risk (NUPBR) condition.
that has been introduced in [35]. In the context of utility maximization, assuming NUPBR is very natural, as it is known to be the minimal a priori assumption needed to proceed with utility optimization, see [35]. We stress that Condition 2.11 is in fact a bit more than only the existence of a MPR. Indeed, we require in addition some mild local boundedness property, which is of technical nature. The difference between NUPBR and NFLVR can be captured by the martingale property of a non-negative local martingale (a so-called strict local martingale deflator). In our setting, we establish such martingale properties with help of the linear growth condition (iii) from Condition 2.8. This allows us to verify that for every model $P \in \mathcal{P}$ the NFLVR condition holds.

**Remark 2.17** (Relation to ellipticity) The results from [3, 19] require a uniform ellipticity assumption. Let us briefly explain how our framework and particularly Condition 2.11 relates to the setting from [3]. As in [3], we take a compact and convex set $\Theta \subset \mathbb{R}^d \times \mathbb{S}^d_+$. The uniform ellipticity assumption [3, Assumption 3.1] reads as follows:

$$
\text{there exists a matrix } A \in \mathbb{S}^d_+ \text{ such that } A \leq A, \quad A \in \Theta_2, \quad (2.5)
$$

where

$$
\Theta_2 := \{ A \in \mathbb{S}^d_+ : \exists B \in \mathbb{R}^d \text{ with } (B, A) \in \Theta \},
$$

and $A \leq A$ means that $A - A \in \mathbb{S}^d_+$. Notice that (2.5), together with the boundedness of $\Theta_2$, is equivalent to the existence of a constant $K > 0$ such that, for all $\xi \in \mathbb{R}^d$ with $\|\xi\| = 1$,

$$
\frac{1}{K} \leq \langle \xi, A\xi \rangle \leq K, \quad A \in \Theta_2.
$$

To wit, in our notation this can be recovered by setting $F := \Theta$ and defining the functions $b : F \to \mathbb{R}^d$ and $a : F \to \mathbb{S}^d_+$ as the projections on the first and second coordinate, respectively. Then, (2.5) translates to

$$
\text{there exists a matrix } A \in \mathbb{S}^d_+ \text{ such that } A \leq a(f), \quad f \in F. \quad (2.6)
$$

In this case, we can decompose $b = a\theta$ with $\theta = a^{-1}b$. If, in addition, the drift $b$ is uniformly bounded as in [3, Assumption 3.1], the (unique) market price of risk $\theta$ is (globally) bounded and Condition 2.11 holds.

**Remark 2.18** ($\mathcal{M} = \mathcal{M}_a(\mathcal{P})$ fails without Condition 2.11) The existence of a MPR is necessary for the identity $\mathcal{M} = \mathcal{M}_a(\mathcal{P})$ to hold. We now give an example where $\mathcal{M}_a(\mathcal{P}) \subsetneq \mathcal{M}$ and a MPR exists but it fails to be locally bounded.

Let $d = 1$ and $x_0 > 0$, and take $F := [1, 2] \times [1, 2]$ and

$$
b((f_1, f_2), t, \omega) := f_1 \cdot |\omega(t)|^{1/2}, \quad a((f_1, f_2), t, \omega) := f_2 \cdot |\omega(t)|^{3/2},
$$

for $((f_1, f_2), t, \omega) \in F \times [0, T]$. Evidently, Condition 2.8 is satisfied. Moreover,

$$
\theta((f_1, f_2), t, \omega) := \frac{f_1}{f_2} \mathbb{1}_{[\omega(t) \neq 0]}, \quad ((f_1, f_2), t, \omega) \in F \times [0, T],
$$

is a MPR but it fails to satisfy the local boundedness assumption from Condition 2.11. We now prove that $\mathcal{M}_a(\mathcal{P}) \subsetneq \mathcal{M}$. Let $Q$ be a solution measure (i.e., the law of a solution process) for the stochastic differential equation (SDE)

$$
dY_t = |Y_t|^{3/4}dW_t, \quad Y_0 = x_0,
$$
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where $W$ is a one-dimensional standard Brownian motion. Such a measure $Q$ exists by Skorokhod’s existence theorem (see, e.g., [22, Theorem 4, p. 265]). Furthermore, it is clear that $Q \in \mathcal{M}$. In the following we show that $Q \notin \mathcal{M}_u(\mathcal{P})$. Set $T_0 := \inf\{t \in [0, T]: X_t = 0\}$. As
\[
\int_0^1 \frac{x \, dx}{|x|^{3/2}} = \int_0^1 \frac{dx}{x^{1/2}} = 2 < \infty,
\]
we deduce from Feller’s test for explosion (cf., e.g., [48, Proposition 2.12]) and [8, Theorem 1.1] that
\[
Q(T_0 < T) > 0.
\]
Set $b(x) := 1/(2x), \bar{b}(x) := 2/x$ and $a(x) := 2x^{3/2}$ for $x > 0$. Furthermore, for suitable Borel functions $f : (0, \infty) \to \mathbb{R}$ and $g : (0, \infty) \to (0, \infty)$, define
\[
v(f, g)(x) := \int_1^x \exp \left(- \int_1^y \frac{2f(z)dz}{g(\xi)} \right) d\xi dy, \quad x > 0.
\]
Notice that
\[
v(b, a)(x) = 4\left[x^{1/2} - 1\right] - 2\log(x) \to \infty, \quad x \searrow 0,
\]
\[
v(\bar{b}, a)(x) = \frac{2}{31}\left[x^{-3} + 6x^{1/2} - 7\right] \to \infty, \quad x \nearrow \infty. \tag{2.7}
\]
Take a measure $P \in \mathcal{P}$. By definition, we have $P$-a.s. for $\lambda$-a.e. $t < T_0$
\[
dC^P_t/d\lambda \leq \bar{a}(X_t), \quad dC^P_t/d\lambda \cdot b(X_t) \leq dB^P_t/d\lambda \leq dC^P_t/d\lambda \cdot \bar{b}(X_t).
\]
Hence, taking (2.7) into account, we deduce from [14, Theorem 5.2] that $P(T_0 = \infty) = 1$. In summary, $Q(T_0 < T) > 0$ and $P(T_0 < T) = 0$. As $P$ was arbitrary, we conclude that $Q \notin \mathcal{M}_u(\mathcal{P})$.

2.4 Duality theory for robust utility maximization

Let $U : (0, \infty) \to (-\infty, \infty)$ be a utility function, i.e., a concave and non-decreasing function. We define $U(0) := \lim_{x \searrow 0} U(x)$, and consider the conjugate function
\[
V(y) := \begin{cases} \sup_{x \geq 0} [U(x) - xy], & y > 0, \\ \lim_{y \searrow 0} V(y), & y = 0, \\ \infty, & y < 0. \end{cases}
\]

We set, for $x, y > 0$,
\[
\mathcal{C}(x) := x \mathcal{C}, \quad \mathcal{D}(y) := y \mathcal{D},
\]
and
\[
u(x) := \sup_{g \in \mathcal{C}(x)} \inf_{P \in \mathcal{P}} E^P[U(g)], \quad \nu(y) := \inf_{Q \in \mathcal{D}(y)} \sup_{P \in \mathcal{P}} E^P\left[V\left(\frac{dQ}{dP}\right)\right],
\]
with the convention $\frac{dQ}{dP} := -\infty$ in case $Q$ is not absolutely continuous with respect to $P$.

The separating dualities in Theorem 2.6 allow us to establish a conjugacy relation between $\nu$ and $v$ for utility functions bounded from below. This is in the spirit of [39, Theorem 2.1], as it only requires a no-arbitrage assumption in the sense of Condition 2.11 and finiteness of the value function $u$. 

\[\text{Springer}\]
Theorem 2.19  Assume that the Conditions 2.8, 2.9 and 2.11 hold. Let $U$ be a utility function with $U(0) > -\infty$ and assume that $u(x_0) < \infty$ for some $x_0 > 0$. Then,

(i) $u$ is nondecreasing, concave and real-valued on $(0, \infty)$,
(ii) $v$ is nonincreasing, convex, and proper,
(iii) the functions $u$ and $v$ are conjugates, i.e.,

$$u(x) = \inf_{y > 0} [v(y) + xy], \quad x > 0, \quad v(y) = \sup_{x > 0} [u(x) - xy], \quad y > 0,$$

(iv) for every $x > 0$ we have

$$u(x) = \sup_{g \in C(x)} \inf_{P \in \mathcal{P}} E^P [U(g)] = \sup_{g \in C(x) \cap C_b} \inf_{P \in \mathcal{P}} E^P [U(g)].$$

Proof Corollary 2.13 implies thatNFLVR($\mathcal{P}$) holds. Hence, we deduce from Theorem 2.6 that $C$ and $D$ are in duality and that $D = \mathcal{M}_a(\mathcal{P})$. Applying Corollary 2.13 once more, Theorem 2.10 shows that the sets $\mathcal{P}$ and $D = \mathcal{M}$ are convex and compact. Using Corollary 2.13 a third time proves that (2.4) holds. Thus, the claim follows from [3, Theorem 2.10].

We now aim at the extension of Theorem 2.19 regarding the existence of an optimal portfolio and to utilities unbounded from below. The paper [3] provides abstract conditions that guarantee both, the existence of an optimal (generalized) portfolio and an extension of Theorem 2.19. In order to give verifiable parameterized condition in terms of $b$ and $a$, we now focus on specific utilities. That is, $U$ is assumed to be one of the following

$$U(x) = \log(x), \quad U(x) = -e^{-\lambda x} \text{ for } \lambda > 0, \quad U(x) = \frac{x^p}{p} \text{ for } p \in (-\infty, 0) \cup (0, 1).$$

The next two conditions are used when we consider utility functions unbounded from above, i.e., in case of logarithmic and power utility with parameter $p \in (0, 1)$. We will only require that one of them holds. They provide sufficient integrability of the utility of portfolios and thus entail, in particular, finiteness of the value function $u$.

**Condition 2.20** There exists a robust market price of risk $\theta$ as in Condition 2.11 and the function $\langle \theta, a \theta \rangle$ is uniformly bounded.

**Condition 2.21** (Uniform ellipticity and boundedness of volatility) There exists a constant $K > 0$ such that, for all $\xi \in \mathbb{R}^d$ with $\|\xi\| = 1$,

$$\frac{1}{K} \leq \langle \xi, a(f, t, \omega) \xi \rangle \leq K$$

for all $(f, t, \omega) \in F \times [0, T]$.

**Remark 2.22** From a technical point of view, we require one of the Conditions 2.20 and 2.21 to obtain that certain stochastic exponentials have polynomial moments, which are needed to treat unbounded utility functions. Such moments are readily established under the global boundedness assumption from Condition 2.20 but less obvious under Condition 2.21. We give a precise statement in Proposition 4.11 below that we believe to be of independent interest.

We emphasise that the scope of the assumptions is different. On one hand, Condition 2.20 is a boundedness condition but it covers incomplete market models. On the other hand, Condition 2.21 allows the drift coefficient $b$ to be unbounded but it enforces a robust version of market completeness.
Both conditions are satisfied for the Lévy framework from [3, Section 3] that was discussed in Remark 2.17. Beyond the Lévy case, Condition 2.21 holds e.g. for real-valued nonlinear affine processes as studied in [23]. In general, ellipticity assumptions (not necessarily uniform) are quite standard in the literature on linear multidimensional diffusions (see, e.g., [64]).

Next, we explain a suitable notion of generalized portfolios.

**Remark 2.23** (Existence of an optimal portfolio) To show the existence of an optimal portfolio \( g^* \in \mathcal{C}(x) \) with
\[
    u(x) = \sup_{g \in \mathcal{C}(x)} \inf_{P \in \mathcal{P}} E_P \left[ U(g) \right] = \inf_{P \in \mathcal{P}} E_P \left[ U(g^*) \right],
\]
we cannot rely on classical arguments such as Komlós’ lemma. In the realm of robust finance, medial limits have been a suitable substitute and allow us to construct a (generalized) optimal portfolio as the medial limit of a sequence of near-optimal portfolios.

Here, a **medial limit** is a positive linear functional \( \lim \text{med}_{n \to \infty} : \ell^\infty \to \mathbb{R} \) satisfying
\[
    \liminf_{n \to \infty} x_n \leq \lim \text{med}_{n \to \infty} x_n \leq \limsup_{n \to \infty} x_n
\]
for every bounded sequence \((x_n)_{n \in \mathbb{N}} \in \ell^\infty\), and for every bounded sequence \((X_n)_{n \in \mathbb{N}}\) of universally measurable functions \(X_n : \Omega \to \mathbb{R}\), the medial limit \( \lim \text{med}_{n \to \infty} X_n \) is again universally measurable with
\[
    E^P \left[ \lim \text{med}_{n \to \infty} X_n \right] = \lim \text{med}_{n \to \infty} E^P [X_n],
\]
for every \( P \in \mathfrak{P}(\Omega) \). Note that a medial limit extends naturally to sequences with values in \([-\infty, \infty]\).

We refer to [2, 3, 52, 55] for recent applications of medial limits. Let us also mention that the existence of medial limits is guaranteed when working under ZFC together with Martin’s axiom, see [47, 51].

**Condition 2.24** **Medial limits exist.**

Provided Condition 2.24 is in force, we set
\[
    \overline{\mathcal{C}} := \left\{ g : \Omega \to [0, \infty] : g = \lim \text{med}_{n \to \infty} g_n \text{ with } (g_n)_{n \in \mathbb{N}} \subset \mathcal{C} \right\},
\]
and, for \( x, y > 0 \), we define
\[
    \overline{\mathcal{C}}(x) := x \overline{\mathcal{C}}, \quad \overline{u}(x) := \sup_{g \in \overline{\mathcal{C}}(x)} \inf_{P \in \mathcal{P}} E^P [U(g)].
\]

We are in the position to state the main results of this paper. The first of the following two theorems deals with utility functions which are bounded from below and the second deals with utility functions which are unbounded from below. Note that in case the utility is unbounded from below we have to rely on generalized portfolios.

The following theorems extend [3, Theorems 3.4, 3.5] from a Lévy setting to a general nonlinear semimartingale framework.

**Theorem 2.25** Assume that the Conditions 2.8, 2.9 and 2.11 hold. Let \( U \) be either a power utility \( U(x) = x^p / p \) with exponent \( p \in (0, 1) \), or an exponential utility \( U(x) = -e^{-\lambda x} \) with parameter \( \lambda > 0 \). In case \( U \) is a power utility assume also that either Condition 2.20 or Condition 2.21 holds. Then,
(i) \( u \) is nondecreasing, concave and real-valued on \((0, \infty)\),
(ii) \( v \) is nonincreasing, convex, and proper,
(iii) the functions \( u \) and \( v \) are conjugates, i.e.,
\[
 u(x) = \inf_{y > 0} \left[ v(y) + xy \right], \quad x > 0, \quad v(y) = \sup_{x > 0} \left[ u(x) - xy \right], \quad y > 0,
\]
(iv) for every \( x > 0 \) we have
\[
u(x) = \sup_{g \in \overline{C}(x)} \inf_{P \in \mathcal{P}} E_P \left[ U(g) \right] = \sup_{g \in \overline{C}(x) \cap C_b} \inf_{P \in \mathcal{P}} E_P \left[ U(g) \right].
\]
If additionally Condition 2.24 holds, then
(v) for every \( x > 0 \) we have \( u(x) = \overline{u}(x) \),
(vi) for every \( x > 0 \) there exists \( g^* \in \overline{C}(x) \) such that
\[
\overline{u}(x) = \sup_{g \in \overline{C}(x)} \inf_{P \in \mathcal{P}} E_P \left[ U(g) \right] = \inf_{P \in \mathcal{P}} E_P \left[ U(g^*) \right].
\]

**Theorem 2.26** Assume that the Conditions 2.8, 2.9, 2.11 and 2.24 hold. Let \( U \) be either a power utility \( U(x) = x^p / p \) with exponent \( p \in (-\infty, 0) \), or the log utility \( U(x) = \log(x) \). In case \( U \) is the log utility assume also that either Condition 2.20 or Condition 2.21 holds. Then,

(i) \( \overline{u} \) is nondecreasing, concave and real-valued on \((0, \infty)\),
(ii) \( v \) is nonincreasing, convex, and real-valued on \((0, \infty)\),
(iii) the functions \( \overline{u} \) and \( v \) are conjugates, i.e.,
\[
\overline{u}(x) = \inf_{y > 0} \left[ v(y) + xy \right], \quad x > 0, \quad v(y) = \sup_{x > 0} \left[ \overline{u}(x) - xy \right], \quad y > 0,
\]
(iv) for every \( x > 0 \) there exists \( g^* \in \overline{C}(x) \) with
\[
\overline{u}(x) = \sup_{g \in \overline{C}(x)} \inf_{P \in \mathcal{P}} E_P \left[ U(g) \right] = \inf_{P \in \mathcal{P}} E_P \left[ U(g^*) \right].
\]

The proofs of the Theorems 2.25 and 2.26 are given in Sect. 4.5 below. In the next section we discuss a variety of frameworks to which our results apply.

### 3 Examples

In this section we mention three examples of stochastic models that are covered by our framework. We stress that it includes many previously studied frameworks but also some new ones which are of interest for future investigations.

#### 3.1 Nonlinear diffusions

Let \( b' : F \times \mathbb{R}^d \to \mathbb{R}^d \) and \( a' : F \times \mathbb{R}^d \to \mathbb{S}^d_+ \) be two Borel functions and set, for \((f, t, \omega) \in F \times [0, T]\),
\[
b(f, t, \omega) = b'(f, \omega(t)), \quad a(f, t, \omega) = a'(f, \omega(t)).
\]

This setting corresponds to a nonlinear diffusion framework. In particular, in this case the correspondences \( \Theta \) and \( \overline{\Theta} \) have Markovian structure, i.e., the sets \( \Theta(t, \omega), \overline{\Theta}(t, \omega) \) depend
on \((t, \omega)\) only through the value \(\omega(t)\). To provide some further insights, we require additional notation. For each \(x \in \mathbb{R}^d\), we set
\[
\mathcal{R}(x) := \{ P \in \mathcal{P}^{\text{ac}}_{\text{sem}} : P \circ X_0^{-1} = \delta_x , \ (\lambda \otimes P)\text{-a.e.} \ (dB^P/d\lambda , dC^P/d\lambda) \in \Theta \},
\]
and further define the sublinear operator \(\mathcal{E}^x\) on the convex cone of upper semianalytic functions \(\psi : \Omega \to [-\infty, \infty]\) by
\[
\mathcal{E}^x(\psi) := \sup_{P \in \mathcal{R}(x)} E^P[\psi].
\]
For every \(x \in \mathbb{R}^d\), we have by construction that \(\mathcal{E}^x(\psi(X_0)) = \psi(x)\) for every upper semianalytic function \(\psi : \Omega \to \mathbb{R}\).

Denote, for \(t \in [0, T]\), the shift operator \(\theta_t : \Omega \to \Omega\) by \(\theta_t(\omega) := \omega((\cdot + t) \wedge T)\) for all \(\omega \in \Omega\). As in [16, Proposition 2.8], we obtain the following result.

**Proposition 3.1** For every upper semianalytic function \(\psi : \Omega \to \mathbb{R}\), the equality
\[
\mathcal{E}^x(\psi \circ \theta_t) = \mathcal{E}^x(\mathcal{E}^{X_t}(\psi))
\]
holds for every \(x \in \mathbb{R}^d\), and every \(t \in [0, T]\).

Proposition 3.1 confirms the intuition that the coordinate process is a nonlinear Markov process under the family \(\{\mathcal{E}^x : x \in \mathbb{R}\}\), as it implies the equality
\[
\mathcal{E}^x(\psi(X_{s+t})) = \mathcal{E}^x(\mathcal{E}^{X_t}(\psi(X_s)))
\]
for every upper semianalytic function \(\psi : \mathbb{R}^d \to \mathbb{R}\), \(s, t \in [0, T]\) with \(s + t \leq T\), and \(x \in \mathbb{R}^d\).

Notice that the Conditions 2.8 and 2.9 are implied by the following conditions:

(i) \(F\) is compact.

(ii) \(b'\) and \(a'\) are continuous.

(iii) There exists a constant \(C > 0\) such that
\[
\|b'(f, x)\|^2 + \|a'(f, x)\| \leq C(1 + \|x\|^2)
\]
for all \((f, x) \in F \times \mathbb{R}^d\).

(iv) The set \(\{(b'(f, x), a'(f, x)) : f \in F\} \subset \mathbb{R}^d \times \mathbb{S}^d_+\) is convex for every \(x \in \mathbb{R}^d\).

Summing up, this setting provides a robust counterpart to classical continuous Markovian financial frameworks. In particular, it allows to combine different Markovian models such as, for instance, Cox–Ingersoll–Ross and Vasiček models.

### 3.2 Random generalized \(G\)-Brownian motions

An economically interesting situation, previously studied in [57], see also [53], is the case where \(d = 1\) and, for \((t, \omega) \in [0, T]\),
\[
\Theta(t, \omega) := [b_t(\omega), \bar{b}_t(\omega)] \times [a_t(\omega), \bar{a}_t(\omega)],
\]
\[
\bar{\Theta}(t, \omega) := [0] \times [a_t(\omega), \bar{a}_t(\omega)],
\]
where \(b, \bar{b} : [0, T] \to \mathbb{R}\) and \(a, \bar{a} : [0, T] \to \mathbb{R}_+\) are predictable functions such that
\[
b \leq \bar{b} , \ a \leq \bar{a}.
\]
In this case, the sets $\mathcal{P}$ and $\mathcal{M}$ are given by
\[ \mathcal{P} = \{ P \in \mathcal{P}_{\text{sem}}^\text{ac} : P \circ X_0^{-1} = \delta_{x_0}, (\lambda \otimes P) \text{-a.e. } b \leq dB^P / d\lambda \leq \bar{b}, a \leq dC^P / d\lambda \leq \bar{a} \}, \]
\[ \mathcal{M} = \{ P \in \mathcal{P}_{\text{sem}}^\text{ac} : P \circ X_0^{-1} = \delta_{x_0}, (\lambda \otimes P) \text{-a.e. } dB^P / d\lambda = 0, a \leq dC^P / d\lambda \leq \bar{a} \}. \]

The idea behind the set $\mathcal{P}$ of real-world measures is that drift and volatility take flexible values in the random intervals $[\bar{b}, \bar{b}]$ and $[\bar{a}, \bar{a}]$, which capture uncertainty stemming for instance from an estimation procedure. Here, the boundaries of the intervals can depend on the whole history of the paths of the process $X$ in a predictable manner.

This setting is included in our framework. For instance, we can model it by taking $F := [0, 1] \times [0, 1]$ and, for $((f_1, f_2), t, \omega) \in F \times \mathbb{[}0, T\mathbb{]}$,
\[ b((f_1, f_2), t, \omega) := b_f(\omega) + f_1 \cdot (\bar{b}_t(\omega) - b_f(\omega)), \]
\[ a((f_1, f_2), t, \omega) := a_f(\omega) + f_2 \cdot (\bar{a}_t(\omega) - a_f(\omega)). \]

For these choices of $F, b$ and $a$, part (i) of Condition 2.8 and Condition 2.9 are evidently satisfied. Furthermore, parts (ii) and (iii) of Condition 2.8 transfer directly to the boundary functions (in the sense that (ii) and (iii) are satisfied once $b, \bar{b}, a$ and $\bar{a}$ are continuous and of linear growth). We consider these assumptions to be relatively mild from a practical perspective. Finally, let us also comment on Condition 2.11, i.e., the existence of a locally bounded MPR. Clearly, in case the coefficients $b, \bar{b}, a$ and $\bar{a}$ are locally bounded and, $a$ is locally bounded away from zero, the function
\[ \theta((f_1, f_2), t, \omega) := \frac{b_f(\omega) + f_1 \cdot (\bar{b}_t(\omega) - b_f(\omega))}{a_f(\omega) + f_2 \cdot (\bar{a}_t(\omega) - a_f(\omega))}, \quad ((f_1, f_2), t, \omega) \in F \times \mathbb{[}0, T\mathbb{]}, \]
is a robust MPR as described in Condition 2.11. This setting is uniformly elliptic and therefore, corresponds to a complete market situation.

Let us also give an example for a related incomplete situation in that Condition 2.11 is satisfied. Consider the case where $F := [0, 1]$ and
\[ b(f, t, \omega) := f \cdot \bar{b}_t(\omega), \quad a(f, t, \omega) := f \cdot \bar{a}_t(\omega). \]

In this case, provided we presume that $\bar{b}$ is locally bounded and $\bar{a}$ is locally bounded away from zero, the function
\[ \theta(f, t, \omega) := \frac{\bar{b}_t(\omega)}{\bar{a}_t(\omega)}, \quad (f, t, \omega) \in [0, 1] \times \mathbb{[}0, T\mathbb{]}, \]
is a robust MPR as described in Condition 2.20. As $f = 0$ is possible, the volatility coefficient $a$ is allowed to vanish.

### 3.3 Stochastic delay equations with parameter uncertainty

In the paper [24], the author investigates the optimal portfolio strategy for a stochastic delay equation that is used to model a pension fund that provides a minimum guarantee and a surplus that depends on the past performance of the fund itself. We present a framework in the spirit of [24] with uncertain parameters. Consider a stochastic process $Y$ with dynamics
\[ dY_t = \left( r + \sigma^2 \lambda \right) Y_t - \gamma (Y_t - Y_{(t-\tau) \wedge 0}) dt + \sigma dW_t. \]

Here, the constants $r, \sigma, \lambda$ and the function $\gamma : \mathbb{R} \rightarrow \mathbb{R}_+$, that we presume to be of linear growth, are model parameters and $W$ is a one-dimensional standard Brownian motion. The
term $\gamma(Y_t - Y_{(t-\tau)\vee 0})$ is related to a surplus part of benefits of a fund and $\tau \in [0, T]$ represents the time people remain in the fund. The dynamics of $Y$ follow a so-called delay equation that has a non-Markovian structure due to the presence of the surplus term.

In the following, we shortly explain how uncertainty can be introduced to such a framework. Let $\underline{r}, \overline{r}, \underline{\lambda}, \overline{\lambda}, \sigma^2, \bar{\sigma}^2$ be constants such that

$$r \leq \underline{r}, \quad \underline{\lambda} \leq \overline{\lambda}, \quad 0 < \sigma^2 \leq \bar{\sigma}^2,$$

and define

$$F := [\underline{r}, \overline{r}] \times [\underline{\lambda}, \overline{\lambda}] \times [\sigma^2, \bar{\sigma}^2].$$

Clearly, $F$ is compact and part (i) from Condition 2.8 holds. Next, we introduce the robust coefficients $b$ and $a$ as

$$b((f_1, f_2, f_3), t, \omega) := \gamma((f_1 + f_3 f_2)\omega(t) - \gamma(\omega(t) - \omega((t - \tau) \vee 0))), \quad a((f_1, f_2, f_3), t, \omega) := f_3,$$

for $((f_1, f_2, f_3), t, \omega) \in F \times [0, T]$. The functions $b$ and $a$ satisfy (ii) and (iii) from Condition 2.8. Furthermore, a short computation shows that also Condition 2.9 holds.

Since $\sigma^2 > 0$, the function

$$\theta((f_1, f_2, f_3), t, \omega) := \frac{(f_1 + f_3 f_2)\omega(t) - \gamma(\omega(t) - \omega((t - \tau) \vee 0))}{f_3},$$

for $((f_1, f_2, f_3), t, \omega) \in F \times [0, T]$, is a MPR that satisfies Condition 2.11. Finally, we notice that Condition 2.21 holds. Hence, our main Theorems 2.25 and 2.26 apply in this setting.

4 Proofs

In this section we present the proofs of our main results. The structure is chronological with the appearance of the results in the previous sections.

4.1 Superhedging duality: proof of Theorem 2.3

We start with some auxiliary preparations and then finalize the proof. For $\omega, \omega' \in \Omega$ and $t \in [0, T]$, we define the concatenation

$$\omega \otimes_t \omega' := \omega 1_{[0, t]} + (\omega(t) + \omega'(t)) 1_{[t, T]}.$$

Furthermore, for a probability measure $Q \in \mathfrak{P}(\Omega)$ and a transition kernel $\omega \mapsto Q^*_\omega$, we set

$$(Q \otimes_t Q^*)_\omega(A) := \int_{[0, T]} \int \mathbb{1}_A(\omega \otimes_t \omega') Q^*_\omega(d\omega') Q(d\omega), \quad A \in \mathcal{F}.$$  

**Definition 4.1** A family $\{\mathcal{R}(t, \omega): (t, \omega) \in [0, T] \times \mathfrak{P}(\Omega)\} \subset \mathfrak{P}(\Omega)$ is said to have the Property (A) if

(i) the graph $\text{gr} \mathcal{R} = \{(t, \omega, Q) \in [0, T] \times \mathfrak{P}(\Omega): Q \in \mathcal{R}(t, \omega)\}$ is analytic;

(ii) for any $(t, \alpha) \in [0, T]$, any stopping time $\tau$ with $t \leq \tau \leq T$, and any $Q \in \mathcal{R}(t, \alpha)$ there exists a family $\{Q(\cdot | \mathcal{F}_\tau)(\omega): \omega \in \Omega\}$ of regular $Q$-conditional probabilities given $\mathcal{F}_\tau$ such that $Q$-a.s. $Q(\cdot | \mathcal{F}_\tau) \in \mathcal{R}(\tau, X)$.
Theorem (63, Theorem 6, p. 274) yields that, for all \( \omega_1 \) stopping time with \( P \) measure \( 1 \), the following implication holds:

\[ Q \text{-a.s. } Q^* \in \mathcal{R}(\tau, X) \implies Q \otimes_{\tau} Q^* \in \mathcal{R}(t, \alpha). \]

**Definition 4.2** We say that a family \( \{ \mathcal{R}(t, \omega) : (t, \omega) \in \mathbb{[0, T]} \} \subset \mathfrak{P}(\Omega) \) is adapted if

\[ \mathcal{R}(t, \omega) = \mathcal{R}(t, \omega(\cdot \wedge t)) \]

for all \( (t, \omega) \in \mathbb{[0, T]} \).

**Lemma 4.3** Let \( \{ \mathcal{R}(t, \omega) : (t, \omega) \in \mathbb{[0, T]} \} \) be an adapted family that satisfies Condition (A) and that has a Borel measurable graph. Then, the family \( \{ \mathfrak{P}_a(\mathcal{R}(t, \omega)) : (t, \omega) \in \mathbb{[0, T]} \} \), where

\[ \mathfrak{P}_a(\mathcal{R}(t, \omega)) = \{ P \in \mathfrak{P}(\Omega) : \exists R \in \mathcal{R}(t, \omega) \text{ with } P \ll R \}, \quad (t, \omega) \in \mathbb{[0, T]}, \]

is adapted and satisfies Condition (A).

**Proof** Step 1. We start by showing that the correspondence \( \mathfrak{P}_a(\mathcal{R}) \) has an analytic graph. As \( \mathcal{F} \) is countably generated, [18, Theorem V.58, p. 52] (and the subsequent remarks) grants the existence of a Borel function \( D : \Omega \times \mathfrak{P}(\Omega) \times \mathfrak{P}(\Omega) \rightarrow \mathbb{R}_+ \) such that \( D(\cdot, P, R) \) is a version of the Radon-Nikodym derivative of the absolutely continuous part of \( P \) with respect to \( R \) on \( \mathcal{F} \). Let

\[ \mathfrak{P}(\Omega) \times \mathfrak{P}(\Omega) \ni (P, R) \mapsto \phi(P, R) := E^P[ D(\cdot, P, R) ] \in [0, 1]. \] (4.1)

Notice that \( \phi \) is Borel by [6, Theorem 8.10.61]. Let \( \pi : \mathbb{[0, T]} \times \mathfrak{P}(\Omega) \times \mathfrak{P}(\Omega) \rightarrow \mathbb{[0, T]} \times \mathfrak{P}(\Omega) \) be the projection to the first three coordinates. As \( \mathcal{R} \) is assumed to have a Borel measurable graph, we conclude from the identity

\[ \text{gr } \mathfrak{P}_a(\mathcal{R}) = \pi\left( \{ (t, \omega, P, R) : (t, \omega, R) \in \text{gr } \mathcal{C}, \phi(P, R) = 1 \} \right), \]

that \( \mathfrak{P}_a(\mathcal{R}) \) has an analytic graph.

Step 2. Next, we show part (ii) from Condition (A). Let \( (t, \alpha) \in \mathbb{[0, T]} \) and take a stopping time \( t \leq \tau \leq T \) and a measure \( Q \in \mathfrak{P}_a(\mathcal{R}(t, \alpha)) \). By definition, there exists a measure \( P \in \mathcal{R}(t, \alpha) \) such that \( Q \ll P \). As \( \mathcal{R} \) satisfies part (ii) from Condition (A), \( P(\cdot \mid \mathcal{F}_t) \in \mathcal{R}(\tau, X) \). To conclude that \( Q \text{-a.s. } Q(\cdot \mid \mathcal{F}_t) \ll P(\cdot \mid \mathcal{F}_t) \), it suffices to show that \( Q \text{-a.s. } Q(\cdot \mid \mathcal{F}_t) = P(\cdot \mid \mathcal{F}_t) \). With the notation \( Z := dQ/dP \), the generalized Bayes theorem ([63, Theorem 6, p. 274]) yields that, for all \( A \in \mathcal{F} \), \( Q \)-a.s.

\[ Q(A \mid \mathcal{F}_t) = \frac{E^P[I_A Z \mid \mathcal{F}_t]}{E^P[Z \mid \mathcal{F}_t]}. \]

Due to the fact that \( \mathcal{F} \) is countably generated, this formula holds \( Q \)-a.s. for all \( A \in \mathcal{F} \). Hence, \( Q \text{-a.s. } Q(\cdot \mid \mathcal{F}_t) = P(\cdot \mid \mathcal{F}_t) \), which proves that \( Q \text{-a.s. } Q(\cdot \mid \mathcal{F}_t) \in \mathfrak{P}_a(\mathcal{R}(\tau, X)) \).

Step 3. It remains to prove part (iii) from Condition (A). Take \( (t, \alpha) \in \mathbb{[0, T]} \), let \( \tau \) be a stopping time with \( t \leq \tau \leq T \), fix a measure \( Q \in \mathfrak{P}_a(\mathcal{R}(t, \alpha)) \) and an \( \mathcal{F}_t \)-measurable map \( \Omega \ni \omega \mapsto Q^*_\omega \in \mathfrak{P}(\Omega) \) such that \( Q \text{-a.s. } Q^*_\omega \in \mathfrak{P}_a(\mathcal{R}(\tau, X)) \). Using that \( \mathcal{R} \) is adapted, \( \text{gr } \mathcal{R} \) is Borel and that \( \omega \mapsto Q^*_\omega \) is \( \mathcal{F}_t \)-measurable, we obtain that

\[ Z := \{ (\omega, P) \in \Omega \times \mathfrak{P}(\Omega) : P \in \mathcal{R}(\tau(\omega), \omega), Q^*_\omega \ll P \} = \{ (\omega, P) \in \Omega \times \mathfrak{P}(\Omega) : (\tau(\omega), \omega(\cdot \wedge \tau(\omega))), P) \in \text{gr } \mathcal{R}, \phi(Q^*_{\omega}, P) = 1 \} \subset \mathcal{F}_t \otimes \mathcal{B}(\Omega). \]
Denoting the projection to the first coordinate by \( \pi_1: \Omega \times \mathfrak{P}(\Omega) \to \Omega \), it follows that the set
\[
\pi_1(\mathcal{Z}) = \{ \omega \in \Omega : \exists P \in \mathcal{R}(\tau(\omega), \omega), Q^e_\omega \ll P \}
\]
is analytic and consequently, an element of \( \mathcal{F}^e \). Using Galmarino’s test, we also see that
\[
\pi_1(\mathcal{Z}) = \{ \omega \in \Omega : \omega(\cdot \wedge \tau(\omega)) \in \pi_1(\mathcal{Z}) \}.
\]
Hence, it follows from the universally measurable version of Galmarino’s test ([57, Lemma 2.5]) that \( \pi_1(\mathcal{Z}) \in \mathcal{F}_T^e \). As \( Q \in \mathfrak{P}_a(\mathcal{R}(t, \alpha)) \), there exists a measure \( P \in \mathcal{R}(t, \alpha) \) such that \( Q \ll P \). We define a nonempty-valued correspondence \( \gamma: \Omega \to \mathfrak{P}(\Omega) \) by
\[
\gamma(\omega) := \begin{cases} 
R \in \mathfrak{P}(\Omega) : R \in \mathcal{R}(\tau(\omega), \omega), Q^e_\omega \ll R, & \omega \in \pi_1(\mathcal{Z}), \\
P(\cdot|\mathcal{F}_T(\omega)), & \omega \notin \pi_1(\mathcal{Z}).
\end{cases}
\]
Notice that
\[
\text{gr} \gamma = \left[ \mathcal{Z} \cap (\pi_1(\mathcal{Z}) \times \mathfrak{P}(\Omega)) \right] \cup \left[ \text{gr} P(\cdot|\mathcal{F}_T) \cap (\Omega \setminus \pi_1(\mathcal{Z}) \times \mathfrak{P}(\Omega)) \right].
\]
As \( \omega \mapsto P(\cdot|\mathcal{F}_T)(\omega) \) is \( \mathcal{F}_T \)-measurable and the image space is Polish,\(^3\) we observe that \( \text{gr} P(\cdot|\mathcal{F}_T) \in \mathcal{F}_T^e \otimes \mathfrak{P}(\Omega) \), and therefore, that \( \text{gr} \gamma \in \mathcal{F}_T^e \otimes \mathfrak{P}(\Omega) \). By Aumann’s theorem ([28, Theorem 5.2]), there exists an \( \mathcal{F}_T^e \)-measurable function \( \Omega \ni \omega \mapsto \overline{P}_\omega \in \mathfrak{P}(\Omega) \) such that \( P \)-a.s. \( \overline{P} \in \gamma \). It is well-known ([34, Lemma 1.27]) that \( \overline{P} \) coincides \( P \)-a.s. with an \( \mathcal{F}_T \)-measurable function \( \Omega \ni \omega \mapsto P^* \in \mathfrak{P}(\Omega) \). As \( P \in \mathcal{R}(t, \alpha) \) and because \( \mathcal{R} \) satisfies part (ii) from Property (A), we have \( P \)-a.s. \( P(\cdot|\mathcal{F}_T) \in \mathcal{R}(\tau, X) \). Consequently, \( P \)-a.s. \( P^* \in \mathcal{R}(\tau, X) \). Further, as \( Q \ll P \) and because \( Q(\pi_1(\mathcal{Z})) = 1 \), \( Q \)-a.s. \( Q^* \ll P^* \). We are in the position to complete the proof. Using that \( \mathcal{R} \) satisfies part (iii) from Condition (A), we have \( P \otimes \tau P^* \in \mathcal{R}(t, \alpha) \). Hence, it suffices to show that \( Q \otimes \tau Q^* \ll P \otimes \tau P^* \). Let \( A \in \mathcal{F}^e \) such that \( (P \otimes \tau P^*)(A) = 0 \). Then, by definition of \( P \otimes \tau P^* \), we have \( P^*\omega'(\omega' \otimes \omega(\omega' \in A)) = 0 \); for \( P \)-a.a., and because \( Q \ll P \) also \( Q \)-a.a., \( \omega \in \Omega \). Since \( Q \)-a.s. \( Q^* \ll P^* \), we get that \( Q^*\omega'(\omega' \otimes \omega(\omega' \in A)) = 0 \); for \( Q \)-a.a. \( \omega \in \Omega \), which implies that \( (Q \otimes \tau Q^*)(A) = 0 \). We conclude that \( Q \otimes \tau Q^* \in \mathfrak{P}_a(\mathcal{R}(t, \alpha)) \). The proof is complete. \( \square \)

We call an \( \mathbb{R}^d \)-valued continuous process \( Y = (Y_t)_{t \in [0, T]} \) a (continuous) semimartingale after a time \( t^* \in \mathbb{R}_+ \) if the process \( Y_{t^*} = (Y_{t^*+})_{t \in [0, T-t^*]} \) is a \( d \)-dimensional semimartingale for its natural right-continuous filtration. The law of a semimartingale after \( t^* \) is said to be a semimartingale law after \( t^* \) and the set of them is denoted by \( \mathfrak{P}_{\text{sem}}(t^*) \). Notice also that \( P \in \mathfrak{P}_{\text{sem}}(t^*) \) if and only if the coordinate process is a semimartingale after \( t^* \), see [15, Lemma 6.4]. For \( P \in \mathfrak{P}_{\text{sem}}(t^*) \) we denote the semimartingale characteristics of the shifted coordinate process \( X_{t+t^*} \) by \( (B^P_{t+t^*}, C^P_{t+t^*}) \). Moreover, we set
\[
\mathfrak{P}^{ac}_{\text{sem}}(t^*) := \{ P \in \mathfrak{P}_{\text{sem}}(t^*) : P \text{-a.s. } (B^P_{t+t^*}, C^P_{t+t^*}) \ll \lambda \},
\]
where \( \lambda \) denotes the Lebesgue measure. For \( (t, \omega) \in \llbracket 0, T \rrbracket \), we define
\[
\mathcal{P}(t, \omega) := \left\{ P \in \mathfrak{P}^{ac}_{\text{sem}}(t) : \right\}
\]
\[
P(\mathcal{X}^t = \omega^t) = 1, (\lambda \otimes \text{P})\text{-a.e. } (dB^P_{t+t^*}/d\lambda, dC^P_{t+t^*}/d\lambda) \in \Theta(\cdot + t, X),
\]
\(^3\) cf. [6, Exercise 3.10.53].
and
\[ \mathcal{M}(t, \omega) := \left\{ P \in \mathcal{P}_{\text{sem}}^{ac}(t) : P(X^t = \omega^t) = 1, (\lambda \otimes P)\text{-a.e.} \; (dB_{+t}^P/d\lambda, dC_{-t}^P/d\lambda) \in \tilde{\Theta}(-t + t, X) \right\}, \]
where we use the standard notation \( X^t := X_{\wedge t} \).

**Corollary 4.4** The family \( \{ \mathcal{M}(t, \omega) \cap \mathcal{P}_a(\mathcal{P}(t, \omega)) : (t, \omega) \in [0, T] \} \) satisfies Condition (A) and is adapted.

**Proof** Notice that \( \{ \mathcal{P}(t, \omega) : (t, \omega) \in [0, T] \} \) and \( \{ \mathcal{M}(t, \omega) : (t, \omega) \in [0, T] \} \) are adapted by construction. Further, for those two families, Condition (A) has been verified in [15, Lemmata 6.6, 6.12, 6.17], including Borel measurability of their graphs. Hence, thanks to Lemma 4.3, the family \( \{ \mathcal{P}_a(\mathcal{P}(t, \omega)) : (t, \omega) \in [0, T] \} \) satisfies Condition (A) and is adapted. Therefore, the intersection \( \{ \mathcal{M}(t, \omega) \cap \mathcal{P}_a(\mathcal{P}(t, \omega)) : (t, \omega) \in [0, T] \} \) satisfies Condition (A) and is adapted. \( \square \)

The following lemma provides a minor extension of the dynamic programming principle as given by [21, Theorem 2.1]. This is very much in the spirit of [57, Theorem 2.3], whose proof we follow.

**Lemma 4.5** Let \( \{ \mathcal{R}(t, \omega) : (t, \omega) \in [0, T] \} \) be an adapted family that satisfies Condition (A) and let \( f : \Omega \to \bar{\mathbb{R}} \) be an upper semianalytic function. Define, for \( (t, \omega) \in [0, T] \),
\[
\mathcal{E}_t(f)(\omega) := \sup_{P \in \mathcal{R}(t, \omega)} E^P[f].
\]
Let \( s, t \in [0, T] \) with \( s \leq t \). Then, for fixed \( \omega \in \Omega \) and \( P \in \mathcal{R}(0, \omega) \), we have
\[
\mathcal{E}_s(f) = \text{ess sup}^P \left\{ E^R[\mathcal{E}_t(f)|\mathcal{F}_s] : R \in \mathcal{R}(0, \omega) \text{ with } R = P \text{ on } \mathcal{F}_s \right\} \quad \text{P-a.s.}
\]

**Proof** Fix \( \omega \in \Omega \) and \( P \in \mathcal{R}(0, \omega) \). We start by showing, for \( s \in [0, T] \) and every upper semianalytic function \( f : \Omega \to \bar{\mathbb{R}} \),
\[
\mathcal{E}_s(f) = \text{ess sup}^P \left\{ E^R[f|\mathcal{F}_s] : R \in \mathcal{R}(0, \omega) \text{ with } R = P \text{ on } \mathcal{F}_s \right\} \quad \text{P-a.s.} \quad (4.2)
\]
Let \( R \in \mathcal{R}(0, \omega) \) with \( R = P \) on \( \mathcal{F}_s \). By Condition (A), there exists a family \( \{ R(\cdot|\mathcal{F}_s)(\alpha) : \alpha \in \Omega \} \) of regular \( R \)-conditional probabilities given \( \mathcal{F}_s \) such that \( R\text{-a.s.} \; R(\cdot|\mathcal{F}_s) \in \mathcal{R}(s, X) \). Hence,
\[
\mathcal{E}_s(f) \geq E^R[f|\mathcal{F}_s] \quad \text{R-a.s.}
\]
Notice that both sides in (4.1) are \( \mathcal{F}_s^\alpha \)-measurable by [21, Theorem 2.1] and a suitable version of Galmarino’s test, see [57, Lemma 2.5]. As \( R = P \) on \( \mathcal{F}_s \) we also have \( R = P \) on \( \mathcal{F}_s^\alpha \) and we conclude that
\[
\mathcal{E}_s(f) \geq \text{ess sup}^P \left\{ E^R[f|\mathcal{F}_s] : R \in \mathcal{R}(0, \omega) \text{ with } R = P \text{ on } \mathcal{F}_s \right\} \quad \text{P-a.s.}
\]
To show the converse inequality let \( \varepsilon > 0 \). As in the proof of [21, Theorem 2.1] there exists an \( \mathcal{F}_s \)-measurable kernel \( \Omega \ni \omega \mapsto Q^*_\omega \in \mathcal{P}(\Omega) \) such that \( P\text{-a.s.} \; Q^* \in \mathcal{R}(t, X) \) and
\[
E^Q^*[f] \geq \mathcal{E}_s(f) \mathbb{I}_{[\mathcal{E}_s(f) < \infty]} + \frac{1}{\varepsilon} \mathbb{I}_{[\mathcal{E}_s(f) = \infty]}.
\]
By Condition (A), the measure $P \otimes_\epsilon Q^*$ is contained in $\mathcal{R}(0, \omega)$ and coincides with $P$ on $\mathcal{F}_0$. Further, it holds that

$$E^{P \otimes_\epsilon Q^*}[f | \mathcal{F}_0] = E^{Q^*}[f] \geq (E_s(f) - \epsilon) \wedge \frac{1}{\epsilon} \quad P\text{-a.s.,}$$

and, as $\epsilon > 0$ was arbitrary, we conclude that (4.2) holds. Next, it follows from [21, Theorem 2.1] and (4.2) that

$$E_s(f) = E_s(E_t(f)) = \text{ess sup}_{Q \in \mathcal{P}} E^{Q}[E_t(f)|\mathcal{F}_s] \quad P\text{-a.s.}$$

The proof is complete. \qed

We are in the position to give a proof for Theorem 2.3. We follow closely the lines of [54, proof of Theorem 3.2] and adapt it to our setting.

**Proof of Theorem 2.3** By Corollary 4.4, the family $\{\mathcal{R}(t, \omega) : (t, \omega) \in [0, T]\}$, where

$$\mathcal{R}(t, \omega) := \mathcal{M}(t, \omega) \cap \mathcal{P}(\mathcal{P}(t, \omega)), \quad (t, \omega) \in [0, T],$$

satisfies Condition (A) and is adapted. Hence, it follows from [21, Theorem 2.1] that for every upper semianalytic $f : \Omega \rightarrow \mathbb{R}$ and $t \in [0, T]$ the function

$$E_t(f)(\omega) := \sup_{Q \in \mathcal{R}(t, \omega)} E^{Q}[f], \quad \omega \in \Omega,$

is $\mathcal{F}_s^\pi$-measurable and satisfies $E_s(E_t(f)) = E_s(f)$ for $s, t \in [0, T]$ with $s \leq t$. Let $f : \Omega \rightarrow \mathbb{R}$ be as in the statement of the theorem. Notice that $\mathcal{M}_a(\mathcal{P}) = \mathcal{R}(0, \omega)$, where $\omega \in \Omega$ is the constant path $\omega_0(s) = \omega$ for all $s \in [0, T]$. Hence, we conclude that

$$\sup_{Q \in \mathcal{M}_a(\mathcal{P})} E^{Q}[E_t(f)] = \pi < \infty,$$

where $\pi := \sup_{Q \in \mathcal{M}_a(\mathcal{P})} E^{Q}[f]$. This, together with Lemma 4.5, implies that the process $t \mapsto E_t(f)$ is a $Q$-$\mathcal{F}^\pi$-supermartingale for every $Q \in \mathcal{M}_a(\mathcal{P})$. As in the proof of [54, Theorem 3.2] we can now construct a càdlàg process $Y$ that is a $Q$-$\mathcal{G}$-supermartingale for every $Q \in \mathcal{M}_a(\mathcal{P})$ and satisfies

$$Y_0 \leq \pi \quad \text{and} \quad Y_T = f \quad Q\text{-a.s. for all } Q \in \mathcal{M}_a(\mathcal{P}).$$

As $\mathcal{M}_a(\mathcal{P})$ is a nonempty and saturated (in the sense of [54]) set of local martingale measures for $X$, the robust optional decomposition theorem [54, Theorem 2.4] grants the existence of a $G^{\mathcal{M}_a(\mathcal{P})}$-predictable process $H$ such that $\int_0^T H_s dX_s$ is a $Q$-supermartingale for every $Q \in \mathcal{M}_a(\mathcal{P})$, and

$$\pi + \int_0^T H_s dX_s \geq f \quad Q\text{-a.s. for all } Q \in \mathcal{M}_a(\mathcal{P}).$$

In particular, as $f$ is non-negative, this implies

$$\int_0^T H_s dX_s \geq E^Q[\int_0^T H_s dX_s | G^{\mathcal{M}_a(\mathcal{P})}] \geq -\pi, \quad \text{for all } t \in [0, T], \; Q\text{-a.s. for all } Q \in \mathcal{M}_a(\mathcal{P}).$$

This completes the proof. \qed
4.2 Separating duality for nonlinear semimartingales: proof of Theorem 2.6

Lemma 4.6 Suppose that NFLVR(\mathcal{P}) holds. Let \( H \) be a \( G^P \)-predictable process. Then, \( H \in L(X, P) \) for every \( P \in \mathcal{P} \) if and only if \( H \in L(X, Q) \) for every \( Q \in \mathcal{M}_a(\mathcal{P}) \). In particular, \( \mathcal{H}^P = \mathcal{H}^{\mathcal{M}_a(\mathcal{P})} \).

Proof Recall that NFLVR(\mathcal{P}) implies that \( \mathcal{P} \sim \mathcal{M}_a(\mathcal{P}) \). Hence, it suffices to establish the first part of the statement. In this regard, suppose \( H \in L(X, P) \) for every \( P \in \mathcal{P} \), and let \( Q \in \mathcal{M}_a(\mathcal{P}) \). As \( \mathcal{M}_a(\mathcal{P}) \subset \Psi_a(\mathcal{P}) \), there exists a measure \( P \in \mathcal{P} \) with \( Q \ll P \). Hence, [46, Lemma V.2] implies that \( H \in L(X, Q) \). Conversely, let \( H \in L(X, Q) \) for every \( Q \in \mathcal{M}_a(\mathcal{P}) \), and let \( P \in \mathcal{P} \). By NFLVR(\mathcal{P}), there exists a measure \( Q \in \mathcal{M}_a(\mathcal{P}) \) with \( P \ll Q \). Hence, [46, Lemma V.2] implies that \( H \in L(X, P) \).

Proposition 4.7 (First Duality) \( \mathcal{M}_a(\mathcal{P}) = \mathcal{D} = \{ Q \in \Psi_a(\mathcal{P}) : E^Q[g] \leq 1 \text{ for all } g \in \mathcal{C} \cap C_b(\Omega; \mathbb{R}) \} =: \mathcal{U} \)

Proof To see \( \mathcal{M}_a(\mathcal{P}) \subset \mathcal{D} \), let \( g \in \mathcal{C} \) and \( Q \in \mathcal{M}_a(\mathcal{P}) \). By definition of \( \mathcal{M}_a(\mathcal{P}) \), there exists a measure \( P \in \mathcal{P} \) with \( Q \ll P \). Moreover, by the definition of \( \mathcal{C} \), there exists a process \( H \in \mathcal{H}^P \subset L(X, P) \) such that \( P \)-a.s.

\[
g \leq 1 + \int_0^T H_s dX_s.
\]

We deduce from [46, Lemma V.2] that (4.3) holds \( Q \)-a.s. as well. As \( 1 + \int_0^T H_s dX_s \) is a non-negative local \( Q \)-martingale, it is also a \( Q \)-supermartingale, which shows that \( E^Q[g] \leq 1 \).

Thus, \( Q \in \mathcal{D} \). Notice that \( \mathcal{D} \subset \mathcal{U} \) by definition. It remains to show \( \mathcal{U} \subset \mathcal{M}_a(\mathcal{P}) \). To this end, we define

\[
\Gamma := \left\{ g \in C_b(\Omega; \mathbb{R}) : \exists H \in \mathcal{H}^P \text{ such that } g \leq \int_0^T H_s dX_s \right\}.
\]

Let \( Q \in \mathcal{U} \) and take a function \( g \in \Gamma \). As \( g \) is bounded, there exists a constant \( c > 0 \) such that \( g + c \geq 0 \). Moreover, as \( Q \in \mathcal{U} \subset \Psi_a(\mathcal{P}) \), there exists a process \( H \in \mathcal{H}^P \) such that \( Q \)-a.s.

\[
1 + g/c \leq 1 + \int_0^T H_s dX_s.
\]

Hence, because \( H/c \in \mathcal{H}^P \), we have \( 1 + g/c \in \mathcal{C} \cap C_b(\Omega; \mathbb{R}) \) and the definition of \( \mathcal{U} \) yields that \( 1 + E^Q[g]/c \leq 1 \). This implies \( E^Q[g] \leq 0 \). Thanks to [3, Lemma 5.6], we can conclude that \( Q \) is a local martingale measure. This yields \( Q \in \mathcal{M}_a(\mathcal{P}) \).

\[\square\]

Proposition 4.8 (Second Duality) Suppose that NFLVR(\mathcal{P}) holds. Then,

\[
C \cap C_b(\Omega; \mathbb{R}) = \left\{ g \in C_b^+(\Omega; \mathbb{R}) : E^Q[g] \leq 1 \text{ for all } Q \in \mathcal{D} \right\}.
\]

Proof Since, by definition, \( C \cap C_b(\Omega; \mathbb{R}) \subset \{ g \in C_b^+(\Omega; \mathbb{R}) : E^Q[g] \leq 1 \text{ for all } Q \in \mathcal{D} \} \), it suffices to prove the converse inclusion \( C \cap C_b(\Omega; \mathbb{R}) \supset \{ g \in C_b^+(\Omega; \mathbb{R}) : E^Q[g] \leq 1 \text{ for all } Q \in \mathcal{D} \} \). Let \( g \in C_b^+(\Omega; \mathbb{R}) \) be such that \( E^Q[g] \leq 1 \) for all \( Q \in \mathcal{D} \). As \( g \) is bounded and continuous, the superhedging duality given by Theorem 2.3, together with the equality \( \mathcal{D} = \mathcal{M}_a(\mathcal{P}) \) from Proposition 4.7, grants the existence of a \( G^{\mathcal{M}_a(\mathcal{P})} \)-predictable process \( H \) such that \( H \in \mathcal{H}^{\mathcal{M}_a(\mathcal{P})} \), and

\[
1 + \int_0^T H_s dX_s \geq g \quad Q \text{-a.s. for all } Q \in \mathcal{M}_a(\mathcal{P}).
\]

As \( H \in \mathcal{H}^P \) by Lemma 4.6, and \( \mathcal{P} \sim \mathcal{M}_a(\mathcal{P}) \) by the hypothesis that NFLVR(\mathcal{P}) holds, we conclude that \( g \in C \cap C_b \). The proof is complete.

\[\square\]
Now, Theorem 2.6 follows directly from the previous two propositions.

**Proof of Theorem 2.6** The duality (2.2) follows from Proposition 4.7, and the duality (2.3) follows from Proposition 4.8.

4.3 $\mathcal{P}$ and $\mathcal{M}$ are convex and compact: proof of Theorem 2.10

It suffices to prove the claims for $\mathcal{P}$, as $\mathcal{M}$ is the special case with $b \equiv 0$. The convexity follows from [33, Lemma III.3.38, Theorem III.3.40], see the proof of [16, Lemma 5.8] for more details. Next, we prove compactness. First, we show that $P$ is relatively compact.

Let $(P^n)_{n \in \mathbb{N}} \subset \mathcal{P}$ be such that $P^n \rightharpoonup P$ weakly. We have to show that $P \in \mathcal{P}$, i.e., we have to prove that $P \in \mathcal{P}^{\text{ac}}_{\text{sem}}$ with differential characteristics in $\Theta$. For each $n \in \mathbb{N}$, denote the $P^n$-characteristics of $X$ by $(B^n, C^n)$.

Before we start the main part of this proof, we need a last bit of notation. Let $\Omega' := \Omega \times \Omega \times C([0, T]; \mathbb{R}^{d \times d})$ and denote the coordinate process on $\Omega'$ by $Y = (Y^{(1)}, Y^{(2)}, Y^{(3)})$. Further, set $\mathcal{F}' := \sigma(Y, s \in [0, T])$ and let $\mathbf{F}' = (\mathcal{F}'_s)_{s \in [0, T]}$ be the right-continuous filtration generated by $Y$.

**Step 1.** We start by showing that $P \in \mathcal{P}$, i.e., we show the following two conditions:

(a) for every $\varepsilon > 0$, there exists a $K > 0$ such that

$$
\sup_{n \in \mathbb{N}} P^n \left( \sup_{s \in [0, T]} \| B^n_s \| + \sup_{s \in [0, T]} \| C^n_s \| \geq K \right) \leq \varepsilon;
$$

(b) for every $\varepsilon > 0$,

$$
\lim_{\theta \searrow 0} \lim_{n \to \infty} \sup \left\{ P^n \left( \| B^n_L - B^n_S \| + \| C^n_L - C^n_S \| \geq \varepsilon \right) \right\} = 0,
$$

where the sup is taken over all stopping times $S, L \leq T$ such that $S \leq L \leq S + \theta$.

By the linear growth assumptions on $b$ and $a$ from Condition 2.8, a standard Gronwall argument (see, e.g., [38, Problem 5.3.15]) shows that

$$
\sup_{P \in \mathcal{P}} E^P \left[ \sup_{s \in [0, T]} \| X_s \|^2 \right] < \infty.
$$

Thus, we get

$$
\sup_{n \in \mathbb{N}} E^{P^n} \left[ \sup_{s \in [0, T]} \| X_s \|^2 \right] \leq \sup_{P \in \mathcal{P}} E^P \left[ \sup_{s \in [0, T]} \| X_s \|^2 \right] < \infty. \tag{4.4}
$$

Using the linear growth assumption once again, we obtain that $P^n$-a.s.

$$
\sup_{s \in [0, T]} \| B^n_s \| + \sup_{s \in [0, T]} \| C^n_s \| \leq C \left( 1 + \sup_{s \in [0, T]} \| X_s \|^2 \right),
$$

where the constant $C > 0$ is independent of $n$. By virtue of (4.4), this bound yields (a). For (b), take two stopping times $S, L \leq T$ such that $S \leq L \leq S + \theta$ for some $\theta > 0$. Then, using
again the linear growth assumptions, we get $P^n$-a.s.
\[
\|B^n_L - B^n_S\| + \|C^n_L - C^n_S\| \leq C(L - S) \left( 1 + \sup_{s \in [0, T]} \|X_s\|^2 \right) \leq C \theta \left( 1 + \sup_{s \in [0, T]} \|X_s\|^2 \right),
\]
which yields (b) by virtue of (4.4). We conclude that the family \( \{P^n \circ (X, B^n, C^n)^{-1} : n \in \mathbb{N}\} \) is tight. Up to passing to a subsequence, from now on we assume that \( P^n \circ (X, B^n, C^n)^{-1} \rightarrow Q \) weakly.

**Step 2.** Next, we show that \( Y^{(2)} \) and \( Y^{(3)} \) are \( Q \)-a.s. absolutely continuous. For \( M > 0 \) and \( \omega \in \Omega \), define
\[
\tau_M(\omega) := \inf\{t \in [0, T] : \|\omega(t)\| \geq M\} \land T.
\]
Furthermore, for \( \omega = (\omega^{(1)}, \omega^{(2)}) \in \Omega \times \Omega \), we set
\[
\zeta_M(\omega) := \sup \left\{ \frac{\|\omega^{(2)}(t \land \tau_M(\omega)) - \omega^{(2)}(s \land \tau_M(\omega))\|}{t - s} : 0 \leq s < t \leq T \right\}.
\]
Similar to the proof of [16, Lemma 3.6], we obtain the existence of a dense set \( D \subset \mathbb{R}_+ \) such that for every \( M \in D \) the map \( \zeta_M \) is \( Q \circ (Y^{(1)}, Y^{(2)})^{-1} \)-a.s. lower semicontinuous. By the linear growth conditions and the definition of \( \tau_M \), for every \( M \in D \) there exists a constant \( C = C(M) > 0 \) such that \( P^n(\zeta_M(X, B^n) \leq C) = 1 \) for all \( n \in \mathbb{N} \). As \( \zeta_M \) is \( Q \circ (Y^{(1)}, Y^{(2)})^{-1} \)-a.s. lower semicontinuous, [61, Example 17, p. 73] yields that
\[
0 = \lim_{n \to \infty} P^n(\zeta_M(X, B^n) > C) \geq Q(\zeta_M(Y^{(1)}, Y^{(2)}) > C).
\]
Further, since \( D \) is dense in \( \mathbb{R}_+ \), we obtain that \( Y^{(2)} \) is \( Q \)-a.s. Lipschitz continuous, i.e., in particular absolutely continuous. Similarly, we get that \( Y^{(3)} \) is \( Q \)-a.s. Lipschitz and hence, absolutely continuous.

**Step 3.** Define the map \( \Phi : \Omega' \to \Omega \) by \( \Phi(\omega^{(1)}, \omega^{(2)}, \omega^{(3)}) := \omega^{(1)} \). Clearly, we have \( Q \circ \Phi^{-1} = P \) and \( Y^{(1)} = X \circ \Phi \). In this step, we prove that \( (\lambda, Q) \)-a.e. \( (dY^{(2)}/d\lambda, dY^{(3)}/d\lambda) \in \Theta \circ \Phi \). By [16, Lemma 3.2], the correspondence \( (t, \omega) \mapsto \Theta(t, \omega) \) is continuous with compact values, as \( F \) is compact and \( b \) and \( a \) are continuous by Condition 2.8. Additionally, compactness of \( F \) and continuity of \( b \) and \( a \) provide compactness of \( \Theta([t, t+1], \omega) \) for every \( (t, \omega) \in [0, T] \). Further, Condition 2.9 guarantees that \( \Theta \) has convex values. Hence, [16, Lemma 3.4] implies, together with [1, Theorem 5.35], that
\[
\bigcap_{m \in \mathbb{N}} \overline{\text{conv}} \Theta([t, t+1/m], \omega) \subset \Theta(t, \omega)
\]
(4.5)
for all \( (t, \omega) \in [0, T] \). Here, \( \overline{\text{conv}} \) denotes the closure of the convex hull. By virtue of [20, Corollary 8, p. 48], \( P^n \)-a.s. for all \( t \in [0, T-1/m] \), we have
\[
m(B^n_{t+1/m} - B^n_t, C^n_{t+1/m} - C^n_t) \in \overline{\text{conv}} \left( dB^n/d\lambda, dC^n/d\lambda \right)([t, t+1/m]) \subset \overline{\text{conv}} \Theta([t, t+1/m], X).
\]
(4.6)

Thanks to Skorokhod’s coupling theorem, with little abuse of notation, there exist random variables
\[
(X^0, B^0, C^0), (X^1, B^1, C^1), (X^2, B^2, C^2), \ldots
\]
defined on some probability space \( (\Sigma, \mathcal{G}, R) \) such that \( (X^0, B^0, C^0) \) has distribution \( Q \), \( (X^n, B^n, C^n) \) has distribution \( P^n \circ (X, B^n, C^n)^{-1} \) and \( R \)-a.s. \( (X^n, B^n, C^n) \to (X^0, B^0, C^0) \) in the uniform topology. We deduce from [16, Lemmata 3.2, 3.3] that the correspondence \( \omega \mapsto \)
\( \Theta([t, t + 1/m], \omega) \) is continuous. Furthermore, as \( \overline{\text{conv}} \Theta([t, t + 1/m], \omega) \) is compact (by [1, Theorem 5.35]) for every \( \omega \in \Omega \), it follows from [1, Theorem 17.35] that the correspondence \( \omega \mapsto \overline{\text{conv}} \Theta([t, t + 1/m], \omega) \) is upper hemicontinuous and compact-valued. Thus, by virtue of (4.6) and [1, Theorem 17.20], we get, R-a.s. for all \( t \in [0, T - 1/m] \), that

\[
m(B^{0}_{t+1/m} - B^{0}_{t}, C^{0}_{t+1/m} - C^{0}_{t}) \in \overline{\text{conv}} \Theta([t, t + 1/m], X^{0}).
\]

Notice that \( (\lambda \otimes R) \)-a.e. on \([0, T] \)

\[
(dB^{0}/d\lambda, dC^{0}/d\lambda) = \lim_{m \to \infty} m(B^{0}_{t+1/m} - B^{0}_{t}, C^{0}_{t+1/m} - C^{0}_{t}).
\]

Now, with (4.5), we get that R-a.s. for \( \lambda \)-a.a. \( t < T \)

\[
(dB^{0}/d\lambda, dC^{0}/d\lambda)(t) \in \bigcap_{m \in \mathbb{N}} \overline{\text{conv}} \Theta([t, t + 1/m], X^{0}) \subset \Theta(t, X^{0}).
\]

This shows that \( (\lambda \otimes Q) \)-a.e. \((dY^{(2)}/d\lambda, dY^{(3)}/d\lambda) \in \Theta \circ \Phi \).

**Step 4.** In the final step of the proof, we show that \( P \in \mathcal{P}_{\text{ac}}^{\infty} \), and we relate \((Y^{(2)}, Y^{(3)})\) to the \( P \)-semimartingale characteristics of the coordinate process. Thanks to [64, Lemma 11.1.2], there exists a dense set \( D \subset \mathbb{R}^{+} \) such that \( \tau_{M} \circ \Phi \) is \( Q \)-a.s. continuous for all \( M \in D \). Take some \( M \in D \). Since \( P^{n} \in \mathcal{P}_{\text{ac}}^{\infty} \), it follows from the definition of the first characteristic that the process \( X_{\tau_{M}} - B^{n}_{\tau_{M}} \) is a local \( P^{n} \)-\( \mathcal{F}_{-} \)-martingale. Furthermore, by the definition of the stopping time \( \tau_{M} \) and the linear growth assumption, we see that \( X_{\tau_{M}} - B^{n}_{\tau_{M}} \) is \( P^{n} \)-a.s. bounded by a constant independent of \( n \), which, in particular, implies that it is a true \( P^{n} \)-\( \mathcal{F}_{+} \)-martingale. Now, it follows from [33, Proposition IX.1.4] that \( Y^{(1)}_{\tau_{M} \circ \Phi} - Y^{(2)}_{\tau_{M} \circ \Phi} \) is a \( Q \)-\( \mathcal{F}_{-} \)-martingale. Recalling that \( Y^{(2)} \) is \( Q \)-a.s. absolutely continuous by Step 2, this means that \( Y^{(1)} \) is a \( Q \)-\( \mathcal{F}_{-} \)-semimartingale with first characteristic \( Y^{(2)} \). Similarly, we see that the second characteristic is given by \( Y^{(3)} \). Finally, we need to relate these observations to the probability measure \( P \) and the filtration \( \mathcal{F}_{+} \). We denote by \( A^{P, \Phi^{-1}(\mathcal{F}_{+})} \) the dual predictable projection of some process \( A \), defined on \((\Omega', \mathcal{F}')\), to the filtration \( \Phi^{-1}(\mathcal{F}_{+}) \). Recall from [31, Lemma 10.42] that, for every \( t \in [0, T] \), a random variable \( Z \) on \((\Omega', \mathcal{F}')\) is \( \Phi^{-1}(\mathcal{F}_{+}) \)-measurable if and only if it is \( \mathcal{F}_{t} \)-measurable and \( Z(\omega_{(1)}, \omega_{(2)}, \omega_{(3)}) \) does not depend on \( \omega_{(2)}, \omega_{(3)} \). Thanks to Stricker’s theorem (see, e.g., [32, Lemma 2.7]), \( Y^{(1)} \) is a \( Q \)-\( \Phi^{-1}(\mathcal{F}_{+}) \)-semimartingale. Notice that each \( \tau_{M} \circ \Phi \) is a \( \Phi^{-1}(\mathcal{F}_{+}) \)-stopping time and recall from Step 3 that \( (\lambda \otimes Q) \)-a.e. \((dY^{(2)}/d\lambda, dY^{(3)}/d\lambda) \in \Theta \). Hence, by definition of \( \tau_{M} \) and the linear growth assumption, for every \( M \in D \) and \( i = 1, \ldots, d \), we have

\[
E^{Q}[\text{Var}(Y_{(i)}^{(1)})_{\tau_{M} \circ \Phi}] + E^{Q}[\text{Var}(Y_{(i)}^{(3)})_{\tau_{M} \circ \Phi}] = E^{Q}\left[ \int_{0}^{\tau_{M} \circ \Phi} \left( \frac{dY_{(i)}^{(2)}}{d\lambda} + \frac{dY_{(i)}^{(3)}}{d\lambda} \right) d\lambda \right] < \infty,
\]

where \( \text{Var}(-) \) denotes the variation process. By virtue of this, we get from [31, Proposition 9.24] that the \( Q \)-\( \Phi^{-1}(\mathcal{F}_{+}) \)-characteristics of \( Y^{(1)} \) are given by \( ((Y^{(2)})^{P, \Phi^{-1}(\mathcal{F}_{+})}, (Y^{(3)})^{P, \Phi^{-1}(\mathcal{F}_{+})}) \). Hence, thanks to [32, Lemma 2.9], the coordinate process \( X \) is a \( P^{\mathcal{F}_{+}} \)-semimartingale whose characteristics \( (B^{P}, C^{P}) \) satisfy \( Q \)-a.s.

\[
(B^{P}, C^{P}) \circ \Phi = ((Y^{(2)})^{P, \Phi^{-1}(\mathcal{F}_{+}), (Y^{(3)})^{P, \Phi^{-1}(\mathcal{F}_{+})}).
\]
Consequently, we deduce from the Steps 2 and 3, and [27, Theorem 5.25], that \( P \)-a.s. \((B^P, C^P) \ll \lambda\) and
\[
(\lambda \otimes P)((dB^P/d\lambda, dC^P/d\lambda) \notin \Theta)
\]
\[
= (\lambda \otimes Q \circ \Phi^{-1})((dB^P/d\lambda, dC^P/d\lambda) \notin \Theta)
\]
\[
= (\lambda \otimes Q)(E^Q[(dY^2/d\lambda, dY^3/d\lambda)|\Phi^{-1}(F_\cdot)_\cdot] \notin \Theta \circ \Phi) = 0,
\]
where we use [20, Corollary 8, p. 48] for the final equality. This means that \( P \in \mathcal{P} \) and therefore, \( \mathcal{P} \) is closed.

To finish the proof, it remains to show that \( \mathcal{P} \) is relatively compact. Thanks to Prohorov’s theorem, it suffices to prove tightness, which follows from an application of Aldous’ tightness criterion as in Step 1 above. We omit the details. \( \square \)

### 4.4 Equality of \( \mathcal{M} \) and \( \mathcal{D} \): proof of Theorem 2.12

We prepare the proof of Theorem 2.12 with two auxiliary lemmata.

**Lemma 4.9** Assume that the Conditions 2.8 and 2.11 hold. Take \( P \in \mathcal{P} \) and denote the differential characteristics of \( X \) under \( P \) by \((b^P, a^P)\). Then, there exists a predictable function \( f: [0, T] \rightarrow F \) such that \((\lambda \otimes P)\)-a.e. \((b^P, a^P) = (a(f_0(t, \omega), a(f(t, \omega))) \), where \( \theta \) is the robust MPR from Condition 2.11.

**Proof** Let \( \mathcal{P} \) be the the predictable \( \sigma \)-field on \([0, T]\). Thanks to [15, Lemma 2.9], the graph \( \text{gr } \Theta \) is \( \mathcal{P} \otimes B(\mathbb{R}^d) \otimes B(S^d_\cdot) \)-measurable. Thus,
\[
G := \{(t, \omega) \in [0, T] : (b^P_t(\omega), a^P_t(\omega)) \notin \Theta(t, \omega)\}
\]
\[
= \{(t, \omega) \in [0, T] : (t, \omega, b^P_t(\omega), a^P_t(\omega)) \notin \text{gr } \Theta \} \in \mathcal{P}.
\]

We define
\[
\pi(t, \omega) := \begin{cases} (b(f_0, t, \omega), a(f_0, t, \omega)), & \text{if } (t, \omega) \in G, \\ (b^P_t(\omega), a^P_t(\omega)), & \text{if } (t, \omega) \notin G, \end{cases}
\]
where \( f_0 \in F \) is arbitrary but fixed. Thanks to the measurable implicit function theorem [1, Theorem 18.17], as \((b, a)\) is a Carathéodory function on \( F \times [0, T] \) in the sense that it is continuous in the \( F \) and \( \mathcal{P} \)-measurable in the \([0, T]\) variable, the correspondence \( \gamma: [0, T] \rightarrow F \) defined by
\[
\gamma(t, \omega) := \{ f \in F : (b(\cdot, t, \omega), a(\cdot, t, \omega)) = \pi(t, \omega) \}
\]
is \( \mathcal{P} \)-measurable and it admits a measurable selector, i.e., there exists a \( \mathcal{P} \)-measurable function \( f: [0, T] \rightarrow F \) such that \( \pi(t, \omega) = (b(f(t, \omega), t, \omega), a((f(t, \omega) + t, \omega)) \) for all \((t, \omega) \in [0, T]\). Since \( P \in \mathcal{P} \), we have \((\lambda \otimes P)\)-a.e. \( \pi = (b^P, a^P) \), and further \( b = a\theta \) by Condition 2.11. Putting these pieces together, we conclude that \( f \) has all claimed properties. \( \square \)

The second lemma can be seen as an extension of Beneš’ condition ([38, Corollary 3.5.16]). To prove the lemma we use a local change of measure in combination with a Gronwall type argument (see, e.g., [10, 14] for related strategies).
Lemma 4.10 Let $P \in \mathcal{P}_{\text{sem}}$, denote the differential characteristics of $X$ under $P$ by $(b^P, a^P)$ and define the continuous local $P$-martingale part of the coordinate process $X$ by

$$X^c := X - X_0 - \int_0^T b_s^P \, ds.$$ 

Further, let $c^P$ be a predictable process. Assume the following three conditions:

(a) For every $N \in \mathbb{N}$ there exists a constant $C = C_N > 0$ such that $P$-a.s.

$$\int_0^{T_N} \langle c^P_s, a^P_s c^P_s \rangle \, ds \leq C, \quad (4.7)$$

where

$$T_N = \inf \{ t \in [0, T] : \|X_t\| \geq N \} \wedge T.$$

(b) There exists a constant $C > 0$ such that $P$-a.s. for $\lambda$-a.a. $t \in [0, T]$

$$\|b^P_t + a^P_t c^P_t\|^2 + \text{tr} \left[ a^P_t a^P_t \right] \leq C \left( 1 + \sup_{s \in [0, t]} \|X_s\|^2 \right). \quad (4.8)$$

(c) There exists a constant $C > 0$ such that $P$-a.s. $\|X_0\| \leq C$.

Then, the stochastic exponential

$$Z^P := \exp \left( \int_0^\cdot \langle c^P_s, dX^c_s \rangle - \frac{1}{2} \int_0^\cdot \langle c^P_s, a^P_s c^P_s \rangle \, ds \right)$$

is a well-defined $P$-martingale.

Proof For a moment, we fix $N \in \mathbb{N}$. Thanks to the assumption (a), Novikov’s condition implies that the stopped process $Z^P_{T \wedge T_N}$ is a $P$-martingale and the global process $Z^P$ is a well-defined, non-negative local $P$-martingale, i.e., in particular a $P$-supermartingale. Thus, $Z^P$ is a $P$-martingale if and only if $E^P[Z^P_T] = 1$. In the following we prove this property. Define a probability measure $Q_N$ via the Radon–Nikodym density $dQ_N/dP = Z^P_{T \wedge T_N}$. As $Q_N \sim P$, Girsanov’s theorem ([33, Theorem III.3.24]) yields that $X$ is a $Q_N$-semimartingale with absolutely continuous characteristics whose densities $(b^{Q_N}, a^{Q_N})$ are given by

$$b^{Q_N} = b^P + a^P c^P \mathbb{1}_{[0, T_N]}, \quad a^{Q_N} = a^P.$$

By assumption (b) and the equivalence $Q_N \sim P$, there exists a constant $C > 0$ such that, $Q_N$-a.s. for $\lambda$-a.a. $t \in [0, T_N]$, we have

$$\|b^{Q_N}\|^2 + \text{tr} \left[ a^{Q_N} a^{Q_N} \right] \leq C \left( 1 + \sup_{s \in [0, t]} \|X_s\|^2 \right). \quad (4.8)$$

Now, using standard arguments (see [38, pp. 389–390]), hypothesis (c) and (4.8), we get, for all $t \in [0, T]$, that

$$E^{Q_N} \left[ \sup_{s \in [0, t \wedge T_N]} \|X_s\|^2 \right] \leq C \left( 1 + \int_0^{t \wedge T_N} \left( \|b^{Q_N}\|^2 + \text{tr} \left[ a^{Q_N} \right] \right) \, ds \right) \leq C \left( 1 + \int_0^t E^{Q_N} \left[ \sup_{r \in [0, s \wedge T_N]} \|X_r\|^2 \right] \, ds \right).$$

where the constant $C > 0$ is independent of $N$. Gronwall’s lemma yields that

$$E^{Q_N} \left[ \sup_{s \in [0, t \wedge T_N]} \|X_s\|^2 \right] \leq C e^{CT}, \quad t \in [0, T].$$
Hence, by Chebyshev’s inequality, we get that

\[ Q_N(T_N \leq T) = Q_N\left( \sup_{s \in [0, T \wedge T_N]} \| X_s \| \geq N \right) \leq \frac{Ce^{CT}}{N^2} \to 0 \text{ with } N \to \infty. \]

Finally, using the monotone convergence theorem for the first equality, we obtain

\[ E^P[Z_T^P] = \lim_{N \to \infty} E^P[Z_T^P \mathbf{1}_{\{T_N > T\}}] = \lim_{n \to \infty} Q_N(T_N > T) = 1, \]

which completes the proof. \( \square \)

**Proof of Theorem 2.12** Take \( P \in \mathcal{P} \) and denote the differential characteristics of \( X \) under \( P \) by \((b^P, a^P)\). By Lemma 4.9, there exists a predictable function \( \tilde{f} \) such that \((\tilde{\lambda} \otimes P)\)-a.e. \((b^P, a^P) = (b(\tilde{f}), a(\tilde{f}))\). Let \( \theta \) be the robust MPR from Condition 2.11 and define

\[ Z^P := \exp\left( - \int_0^T \langle \tilde{\theta}(f_s), dX_s^c \rangle - \frac{1}{2} \int_0^T \langle \tilde{\theta}(f_s), a(f_s)\theta(f_s) \rangle ds \right). \tag{4.9} \]

Using the Conditions 2.8 and 2.11, it follows from Lemma 4.10 that \( Z^P \) is a \( P \)-martingale. Hence, we may define a probability measure \( Q \sim P \) via the Radon–Nikodym derivative

\[ dQ/dP = Z_T^P. \]

By Girsanov’s theorem ([33, Theorem III.3.24]) \( Q \in \mathcal{F}_{\text{ac}} \) and the differential characteristics of \( X \) under \( Q \) are given by \((b(f) - a(f)\theta(f), a(f)) = (0, a(f)) \in \Theta \). In particular, this shows that \( Q \in \mathcal{M} \).

Conversely, take \( Q \in \mathcal{M} \) and let \( a^Q \) be the second differential characteristic of \( X \) under \( Q \). By Lemma 4.9, which we can use because the zero function is a feasible choice for the coefficient \( b \), there exists a predictable function \( \phi : [0, T] \to F \) such that \((\lambda \otimes Q)\)-a.e.

\[ a^Q = a(f). \]

Let \( \theta \) be the robust MPR from Condition 2.11 and define

\[ Z^Q := \exp\left( \int_0^T \langle \theta(f_s), dX_s \rangle - \frac{1}{2} \int_0^T \langle \theta(f_s), a(f_s)\theta(f_s) \rangle ds \right). \]

Using the Conditions 2.8 and 2.11, we deduce from Lemma 4.10 that \( Z^Q \) is a \( Q \)-martingale. Therefore, we can define a measure \( P \sim Q \) via the Radon–Nikodym derivative

\[ dP/dQ = Z_T^Q. \]

As in the previous case, we deduce from Girsanov’s theorem that \( P \in \mathcal{F}_{\text{ac}} \) with differential characteristics \((a(f)\theta(f), a(f)) = (b(f), a(f)) \in \Theta \). We conclude that \( P \in \mathcal{P} \). \( \square \)

### 4.5 Duality theory for robust utility maximization: proofs of Theorems 2.25 and 2.26

The idea of proof is to apply the abstract duality results given by [3, Theorems 2.10 and 2.16]. This requires some care to account for the lack of boundedness from above of the power utility \( U(x) = \frac{x^p}{p} \), \( p \in (0, 1) \), and the log utility \( U(x) = \log(x) \).

#### 4.5.1 Some preparations

The following lemma is a generalization of [25, Corollary 2] in the sense that, instead of Brownian motion, we consider a continuous local martingale with uniformly elliptic volatility. The novelty in our proof is the application of time change and comparison arguments to deduce certain moment bounds for the driving local martingale from those of Brownian motion.
Proposition 4.11 Suppose that Condition 2.21 holds. Let $Q \in \mathcal{M}$ and denote the differential characteristics of $X$ under $P$ by $(b^Q = 0, a^Q)$. Furthermore, take a predictable process $c^Q$ of linear growth, i.e., such that there exists a constant $C > 0$ such that

$$\|c^Q_t(\omega)\| \leq C\left(1 + \sup_{s \in [0,t]} \|\omega(s)\|\right)$$

for $(\mathcal{A} \otimes Q)$-a.a. $(t, \omega) \in [0, T]$. Define a continuous local $P$-martingale by

$$Z^Q := \exp\left(\int_0^t (c^Q_s, dX_s) - \frac{1}{2} \int_0^t (c^Q_s, a^Q_s c^Q_s)ds\right).$$

For every $p \geq 1$, we have

$$E^Q[(Z^Q_t)^p] < \infty.$$ 

Proof Throughout the proof, fix $p \geq 1$. By virtue of [25, Corollary 1], it suffices to prove that there exists a partition $0 = t_0 < t_1 < \ldots < t_m = T$ of the interval $[0, T]$ such that

$$E^Q\left[\exp\left(C_p \int_{t_{n-1}}^{t_n} (c^Q_s, a^Q_s c^Q_s)ds\right)\right] < \infty, \quad n = 1, 2, \ldots, m.$$ 

Fix $n \in \{1, \ldots, m\}$. By the linear growth assumption on $c^Q$ and the $(\mathcal{A} \otimes Q)$-a.e. boundedness assumption on $a^Q$ (which stems from the definition of $\mathcal{M}$ and Condition 2.21), we have

$$E^Q\left[\exp\left(C_p \int_{t_{n-1}}^{t_n} (c^Q_s, a^Q_s c^Q_s)ds\right)\right] \leq CE^Q\left[\exp\left(C_p (t_n - t_{n-1}) \sup_{s \in [0,T]} \|X_s\|^2\right)\right],$$

where $C_p > 0$ depends on $T > 0$ and the power $p$. Itô’s formula shows that

$$d\|X_t\|^2 = 2\langle X_t, dX_t \rangle + \text{tr}\left[a^Q_t\right]dt.$$ 

Thanks to Condition 2.21, there exists a constant $K \in \mathbb{N}$ such that

$$\frac{\|\xi\|^2}{K} \leq \langle \xi, a(f, t, \omega)\xi \rangle \leq K\|\xi\|^2$$

(4.10)

for all $(\xi, f, t, \omega) \in \mathbb{R}^d \times F \times [0, T]$. Next, define

$$L := \int_0^T \left[\frac{\langle X_s, a^Q_s X_s \rangle}{K\|X_s\|^2}1_{\{X_s \neq 0\}} + 1_{\{X_s = 0\}}\right]ds,$$

and $S_t := \inf\{s \in [0, T]: L_s \geq t\}$ for $t \in [0, L_T]$. Notice from (4.10) that $L$ is strictly increasing, continuous and $L_T \leq T$. Hence, $S$ is continuous and the inverse of $L$. In the following we use standard results from [62, Section V.1] on time changed continuous semi-martingales without explicitly mentioning them. We obtain that, for $t \in [0, L_T]$,

$$d\|X_{S_t}\|^2 = 2\langle X_{S_t}, dX_{S_t} \rangle + \text{tr}\left[a^Q_{S_t}\right]dS_t.$$ 

Further, we obtain that, for $t \in [0, L_T]$,

$$\int_0^t \left[\frac{K\|X_s\|^2}{\langle X_s, a^Q_s X_s \rangle}1_{\{X_s \neq 0\}} + 1_{\{X_s = 0\}}\right]ds = \int_0^t \left[\frac{K\|X_s\|^2}{\langle X_s, a^Q_s X_s \rangle}1_{\{X_s \neq 0\}} + 1_{\{X_s = 0\}}\right]dL_s$$

$$= \int_0^{S_t} \left[\frac{K\|X_s\|^2}{\langle X_s, a^Q_s X_s \rangle}1_{\{X_s \neq 0\}} + 1_{\{X_s = 0\}}\right]dL_s = S_t.$$
Hence,
\[ I_{[0,L_T]}(s)dS_t = I_{[0,L_T]}(s)\left[ \frac{k\|X_S\|^2}{\langle X_S, a_S Q X_S \rangle} \mathbb{I}_{\{X_S \neq 0\}} + \mathbb{I}_{\{X_S = 0\}} \right] ds, \]
which implies, for \( t \in [0, L_T] \), that
\[ d\|X_S\|^2 = 2\langle X_S, dX_S \rangle + \text{tr} \left[ a_S^Q \right] \left[ \frac{k\|X_S\|^2}{\langle X_S, a_S^Q X_S \rangle} \mathbb{I}_{\{X_S \neq 0\}} + \mathbb{I}_{\{X_S = 0\}} \right] dt. \]

Notice that \( \int_0^{\wedge L_T} \langle X_S, dX_S \rangle \) is a continuous local martingale (for a time-changed filtration) with second characteristic
\[ \int_0^{\wedge L_T} \langle X_S, a_S^Q X_S \rangle dS_t = \int_0^{\wedge L_T} \frac{k\|X_S\|^2}{\langle X_S, a_S^Q X_S \rangle} \mathbb{I}_{\{X_S \neq 0\}} dS_t = \int_0^{\wedge L_T} k\|X_S\|^2 ds. \]

By a classical representation theorem for continuous local martingales (see [30, Theorem III.7.1’, p. 90]), on a standard extension of the underlying filtered probability space, there exists a one-dimensional standard Brownian motion \( W \) such that, for all \( t \in [0, L_T] \),
\[ d\|X_S\|^2 = 2\sqrt{k}\|X_S\|dW_t + \text{tr} \left[ a_S^Q \right] \left[ \frac{k\|X_S\|^2}{\langle X_S, a_S^Q X_S \rangle} \mathbb{I}_{\{X_S \neq 0\}} + \mathbb{I}_{\{X_S = 0\}} \right] dt. \]

By virtue of (4.10), we get that \( Q \)-a.s. for \( \lambda \)-a.a. \( t \in [0, L_T] \)
\[ \text{tr} \left[ a_S^Q \right] \left[ \frac{k\|X_S\|^2}{\langle X_S, a_S^Q X_S \rangle} \mathbb{I}_{\{X_S \neq 0\}} + \mathbb{I}_{\{X_S = 0\}} \right] \leq \text{tr} \left[ a_S^Q \right] [k^2 \mathbb{I}_{\{X_S \neq 0\}} + \mathbb{I}_{\{X_S = 0\}}] \leq dK^3. \]

(4.11)

Let \( Y \) be a continuous semimartingale with dynamics
\[ dY_t = 2\sqrt{k}|Y_t|dW_t + dK^3 dt, \quad Y_0 = \|x_0\|^2. \]

(4.12)

Such a process exists as its SDE satisfies strong existence (see, e.g., [62, Chapter IX] or [38, Chapter 5]). Furthermore, as the SDE
\[ dZ_t = 2\sqrt{k}|Z_t|dW_t, \quad Z_0 = 0, \]

has the (up to indistinguishability) unique solution \( Z = 0 \), it follows from [62, Proposition IX.3.6] that \( Q \)-a.s. \( Y \geq 0 \). Next, we use a comparison argument as in the proofs of [62, Theorem IX.3.7] or [14, Lemma 5.6] to relate the processes \( \|X_S\|^2 \) and \( Y \). Notice that \( Q \)-a.s. for all \( t \in [0, T] \)
\[ \int_0^{\wedge L_T} \frac{\mathbb{I}_{\{Y_t < \|X_S\|^2\}}}{4K\|X_S\|^2 - Y_t} d[\|X_S\|^2 - Y_t] \leq \int_0^{\wedge L_T} \frac{\mathbb{I}_{\{Y_t < \|X_S\|^2\}}}{4K\|X_S\|^2 - Y_t} \frac{4K(\|X_S\| - \sqrt{Y_t})^2}{4K\|X_S\|^2 - Y_t} ds \leq \int_0^{\wedge L_T} \frac{\mathbb{I}_{\{Y_t < \|X_S\|^2\}}}{\|X_S\|^2 - Y_t} \|X_S\|^2 - Y_t ds \leq t. \]
Hence, by \([62, \text{Lemma IX.3.3}]\), \(Q\)-a.s. \(L_{t \wedge L_T}^0 (\|X_S\|^2 - Y) = 0\), where \(L^0\) denotes the semimartingale local time in zero. Using this observation, Tanaka’s formula and (4.11) yield that \(Q\)-a.s. for all \(t \in [0, L_T]\)
\[
(\|X_s\|^2 - Y_t)^+ = \int_0^t \mathbb{1}_{\{Y_s < \|X_s\|^2\}} d(\|X_s\|^2 - Y_s)
\leq \int_0^t \mathbb{1}_{\{Y_s < \|X_s\|^2\}} 2K[\|X_s\| - \sqrt{Y_s}] dW_s.
\]
As the coefficients of the SDEs for \(Y\) and \(\|X_{S \wedge L_T}\|\) satisfy standard linear growth conditions, these processes have polynomial moments and it follows readily that the Itô integral process
\[
\int_0^{\cdot \wedge L_T} \mathbb{1}_{\{Y_s < \|X_s\|^2\}} 2K[\|X_s\| - \sqrt{Y_s}] dW_s
\]
is a martingale. Consequently, for all \(t \in [0, T]\),
\[
E^Q[\left(\|X_{S \wedge L_T}\|^2 - Y_{t \wedge L_T}\right)^+] = 0.
\]
By the continuous paths of \(Y\) and \(X_{S \wedge L_T}\), we conclude that \(Q\)-a.s. \(Y_t \geq \|X_s\|^2\) for all \(t \in [0, L_T]\). Let \(B = (B^{(1)}, \ldots, B^{(dK^2)})\) be a \(dK^2\)-dimensional standard Brownian motion such that \(\|B_0\|^2 = \|X_0\|^2\). By Lévy’s characterization of Brownian motion, the process
\[
\overline{B} := \sum_{k=1}^{dK^2} \int_0^\cdot \frac{B^{(k)}_{Ks}}{\sqrt{K}\|B_{Ks}\|} dB^{(k)}_{Ks}
\]
is a one-dimensional standard Brownian motion, and, by Itô’s formula,
\[
d\|B_{Kt}\|^2 = 2\sqrt{K}\|B_{Kt}\| d\overline{B}_t + dK^2 dt.
\]
As the SDE (4.12) satisfies uniqueness in law (see, e.g., \([62, \text{Chapter IX}]\) or \([38, \text{Chapter 5}]\)), we conclude that \(Y = \|B_t\|^2\) in law. For the remainder of this proof, we presume that the partition \(t_1, \ldots, t_m\) is chosen such that \(t_n - t_{n-1} < 1/(2C_p KT)\) for all \(n = 1, \ldots, m\). Then, by \([38, \text{Proposition 1.3.6}]\), the process \((\exp(C_p(t_n - t_{n-1})\|B_{Ks}\|^2))_{s \in [0, T]}\) is a positive submartingale. Using that \(L_T \leq T\) and Doob’s maximal inequality, we obtain
\[
E^Q[\exp(C_p(t_n - t_{n-1}) \sup_{s \in [0, T]} \|X_s\|^2)] = E^Q[\exp(C_p(t_n - t_{n-1}) \sup_{s \in [0, L_T]} \|X_{S_{Ls}}\|^2)]
\leq E^Q[\exp(C_p(t_n - t_{n-1}) \sup_{s \in [0, T]} \|Y_s\|^2)]
\leq E^Q[\exp(C_p(t_n - t_{n-1}) \sup_{s \in [0, T]} \|Y_s\|^2)]
= E[\sup_{s \in [0, T]} \exp(C_p(t_n - t_{n-1})\|B_{Ks}\|^2)]
\leq 4E[\exp(C_p(t_n - t_{n-1})\|B_{KT}\|^2)] < \infty.
\]
The proof is complete. \(\square\)

**Lemma 4.12** Assume that the Conditions 2.8 and 2.11 hold. Additionally, suppose that either Condition 2.20 or Condition 2.21 holds. Then, for every \(P \in \mathcal{P}\) there exists a probability
measure $Q \in \mathcal{M}_e(\mathcal{P})$ such that
\[ E^Q \left[ \left( \frac{dP}{dQ} \right)^p \right] < \infty, \quad \forall p > 0. \] (4.13)

**Proof** Take $P \in \mathcal{P}$ and denote the differential characteristics of $X$ under $P$ by $(b^P, a^P)$. By Lemma 4.9, there exists a predictable function $f: [0, T] \to \mathcal{F}$ such that $(\lambda \otimes P)$-a.e. $(b^P, a^P) = (b(f), a(f))$. Let $Z^P$ be as in (4.9) and recall that it is a $P$-martingale by Lemma 4.10. We define a probability measure $Q \sim P$ by the Radon–Nikodym derivative $dQ/dP = Z^P_T$. Then, Girsanov’s theorem ([33, Theorem III.3.24]) shows that $Q \in \mathcal{M}_e(\mathcal{P})$ and simple computations yield that $Q$-a.s.
\[ dP/dQ = \left( dQ/dP \right)^{-1} = \exp \left( \int_0^T \langle \theta(f_s), dX_s \rangle - \frac{1}{2} \int_0^T \langle \theta(f_s), a(f_s) \theta(f_s) \rangle ds \right). \]

In case Condition 2.20 holds, $\int_0^T \langle \theta(f_s), a(f_s) \theta(f_s) \rangle ds$ is $Q$-a.s. bounded and (4.13) follows from [25, Theorem 1]. Further, if Condition 2.21 holds, $\theta(f) = a^{-1}(f)b(f)$ is of linear growth by Condition 2.8, and Proposition 4.11 yields (4.13). This completes the proof. $\square$

**Lemma 4.13** Assume that the Conditions 2.8 and 2.11 hold. Additionally, suppose that either Condition 2.20 or Condition 2.21 holds. Let $x > 0$ and $(g_n)_{n \in \mathbb{N}} \subset C(x)$. Then, for every $P \in \mathcal{P}$ and every $\varepsilon \in (0, 1)$, we have
\[ \sup_{n \in \mathbb{N}} E^P[(g_n)\varepsilon] < \infty. \]

**Proof** The lemma follows similar to [3, Lemma 5.11]. Fix $\varepsilon \in (0, 1)$, $P \in \mathcal{P}$ and let $(g_n)_{n \in \mathbb{N}} \subset C(x)$. Set $p := \frac{1}{1-\varepsilon}$. By virtue of Lemma 4.12, there exists a probability measure $Q \in \mathcal{M}_e(\mathcal{P})$ with
\[ E^Q \left[ \left( \frac{dP}{dQ} \right)^p \right] < \infty. \]

Hence, Hölder’s inequality together with Proposition 4.7 implies
\[ \sup_{n \in \mathbb{N}} E^P[(g_n)\varepsilon] \leq E^Q \left[ \left( \frac{dP}{dQ} \right)^p \right]^{1-\varepsilon} E^Q[(g_n)\varepsilon] \leq E^Q \left[ \left( \frac{dP}{dQ} \right)^p \right]^{1-\varepsilon} x^\varepsilon < \infty, \]
which gives the claim. $\square$

The following estimate can be extracted from the proof of [3, Theorem 2.10].

**Lemma 4.14** Let $P \in \mathcal{P}$, and let $Q \in \mathcal{D}$ be such that $Q \ll P$. Then, for every $x, y > 0$, we have
\[ u(x) \leq \overline{u}(x) \leq E^P \left[ \max \left\{ V_1 \left( \frac{y dQ}{dP}, 0 \right) \right\} \right] + xy. \] (4.14)

Finally, we present two lemmata which deal with the power and the log utility separately.

**Lemma 4.15** Assume that the Conditions 2.8 and 2.11 hold. Additionally, suppose that either Condition 2.20 or Condition 2.21 holds. Let $U$ be a power utility function $U(x) = \frac{x^p}{p}$ with exponent $p \in (0, 1)$. Then,

(i) there exists an $x > 0$ such that $\overline{u}(x) < \infty$,
(ii) for every $x > 0$ and $(g_n)_{n \in \mathbb{N}} \subset C(x)$, the sequence of random variables
\[
\max \left\{ U(g_n + \frac{1}{n}), 0 \right\}, \quad n \in \mathbb{N},
\]
is uniformly integrable for every $P \in \mathcal{P}$.

**Proof** We start with (i). Let $P \in \mathcal{P}$. By virtue of Lemma 4.14, it suffices to construct $Q \in \mathcal{D}$ such that $Q \ll P$ and
\[
E^P \left[ \max \left\{ V_1(y \frac{dQ}{dP}), 0 \right\} \right] < \infty, \quad V_1(y) = \sup_{x \geq 0} \left[ \frac{(x + 1)^p}{p} - xy \right].
\]
This follows as in [3, Lemma 5.16], when replacing [3, Lemma 5.10] by Lemma 4.12. Regarding (ii), this can be shown as [3, Lemma 5.13] by using Lemma 4.13 instead of [3, Lemma 5.11].

**Lemma 4.16** Assume that the Conditions 2.8 and 2.11 hold. Additionally, suppose that either Condition 2.20 or Condition 2.21 holds. Let $U$ be the log utility $U(x) = \log(x)$. Then,

(i) there exists an $x > 0$ such that $\tilde{u}(x) < \infty$,
(ii) for every $x > 0$ and $(g_n)_{n \in \mathbb{N}} \subset C(x)$, the sequence of random variables
\[
\max \left\{ U(g_n + \frac{1}{n}), 0 \right\}, \quad n \in \mathbb{N},
\]
is uniformly integrable for every $P \in \mathcal{P}$,
(iii) for each $y > 0$, and each $P \in \mathcal{P}$, there exists $Q \in \mathcal{D}$ with $Q \ll P$ such that
\[
E^P \left[ \max \left\{ V_1(y \frac{dQ}{dP}), 0 \right\} \right] < \infty,
\]
where
\[
V_1(y) := \sup_{x \geq 0} \left[ \log(x + 1) - xy \right].
\]

**Proof** By virtue of Lemma 4.14, (iii) implies (i). To see (iii), one argues as in [3, Lemma 5.15], replacing [3, Lemma 5.10] by Lemma 4.12. Regarding (ii), this can be shown as [3, Lemma 5.12], using Lemma 4.13 instead of [3, Lemma 5.11].

### 4.5.2 Duality for utilities bounded from below: proof of Theorem 2.25

Recall that in this section $U$ is either a *power utility* $U(x) = x^p$, $p \in (0, 1)$, or an *exponential utility* $U(x) = -e^{-\lambda x}$, $\lambda > 0$. Note that both utilities are bounded from below, and that the power utility is unbounded from above. Corollary 2.13 implies that NFLVR($\mathcal{P}$) holds. Hence, we deduce from Theorem 2.6 that $\mathcal{C}$ and $\mathcal{D}$ are in duality and that $\mathcal{D} = \mathcal{M}_a(\mathcal{P})$. Applying Corollary 2.13 once more, Theorem 2.10 shows that the sets $\mathcal{P}$ and $\mathcal{D} = \mathcal{M}$ are convex and compact. Using Corollary 2.13 a third time proves that (2.4) holds. Hence, by virtue of [3, Theorem 2.10], the claim follows directly in case of a exponential utility. To handle the power utility, we additionally apply Lemma 4.15. □
4.5.3 Duality for utilities unbounded from below: proof of Theorem 2.26

Recall that in this section $U$ is either a power utility $U(x) = x^p$, $p \in (-\infty, 0)$, or the log utility $U(x) = \log(x)$. Note that both utilities are unbounded from below, i.e., $U(0) = \lim_{x \to 0} U(x) = -\infty$, and that the log utility is unbounded from above. Corollary 2.13 implies that NFLVR($P$) holds. Hence, we deduce from Theorem 2.6 that $C$ and $D$ are in duality and that $D = \mathcal{M}_0(P)$. Applying Corollary 2.13 once more, Theorem 2.10 shows that the sets $P$ and $D = \mathcal{M}$ are convex and compact. Using Corollary 2.13 a third time proves that (2.4) holds. Hence, by virtue of [3, Theorem 2.16], the claim follows directly in case of a power utility. To handle the log utility, we additionally apply Lemma 4.16. □
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