Detecting Electric Vehicle Battery Failure via Dynamic-VAE
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Abstract

In this note, we describe a battery failure detection pipeline backed up by deep learning models. We first introduce a large-scale Electric vehicle (EV) battery dataset including cleaned battery-charging data from hundreds of vehicles. We then formulate battery failure detection as an outlier detection problem, and propose a new algorithm named Dynamic-VAE based on dynamic system and variational autoencoders. We validate the performance of our proposed algorithm against several baselines on our released dataset and demonstrated the effectiveness of Dynamic-VAE.

1 Introduction

As the popularity of electric vehicles continues to rise, safety problems with on-board lithium-ion batteries have become increasingly important. Electric vehicle batteries not only constitute a major fraction of the vehicle cost, its operation is also crucial to the safety of passengers and owners. Detecting an EV battery failure in a manner that is implementable and effective needs to take practical social factors into account. Traditional methods including inspection of the battery’s physical structure and chemical composition usually require the invasive procedure upon the battery. In this note, we describe an alternative way to provide early warning of battery failure is to analyze battery charging status information. Detecting abnormal data points in the sequential information is called time series anomaly detection in deep learning community.

Though our released dataset follows a standard time-series format, detecting battery anomalies differs from detecting anomalous events in time series in at least two aspects. On the one hand, there
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is no exact distinction between normal and abnormal batteries. In fact, according to the physical structure of the battery, the exact time of failure cannot be determined. On the other hand, in practical application scenarios, we can only find the battery failure when the vehicle fails. This means that in the multiple charging records of a faulty battery, the abnormal charging records may not be adjacent, nor may it appear only once. This is different from the existing public time series anomaly detection in deep learning community. In fact, existing studies do not reveal the power of deep learning for EV battery anomaly detection with large-scale publicly-available EV battery charging datasets, nor do they discover how practical factors should inform algorithm design.

To facilitate the advancement of research in this field, we release a large-scale EV battery charging dataset and propose a new model based on variational autoencoder. Our released dataset has 248 EVs in total, 46 of which are abnormal vehicles (caused by battery failure). The dataset has a clear hierarchy structure: the anomaly labels are at vehicle level rather than charging snippet level. To the best of our knowledge, no previous work has published a large-scale dataset of EV battery charging records. Meanwhile, we apply the deep learning framework and train the Dynamic Variational Autoencoder (VAE) algorithm on the dataset. Compared with conventional physics-based methods and common deep learning models, our algorithm produces a dominating ROC curve in average in predicting battery anomaly.

2 Related works

2.1 Time series datasets

There are common public time series anomaly detection datasets widely used in the analysis of time series anomaly detection algorithms. The SMAP (Soil Moisture Active Passive satellite) dataset is collected by a NASA’s Earth Environment Satellite Observation Satellite [OENK10]. The MSL (Mars Science Laboratory rover) collects data sequences to determine if Mars was ever able to support microbial life. The water treatment physical test-bed datasets, SWaT (Secure Water Treatment) [GAM16], and WADI (Water Distribution) [APM17], are sensor data recording simulated attack scenarios of real-world water treatment plants. For these public datasets, the anomaly events are exactly defined according to different criterion. The TSA (Time Series Anomaly detection system) contains time-series data from Flink 8 [ZWD+20]. All the anomaly labels in these time series datasets are labeled at piece level. However, as we mentioned above, piece-level labels cannot be obtained in EV battery failure detection. We can only observe vehicle breakdowns due to battery failure.

2.2 Multivariate time series anomaly detection

Several recent works focus on multivariate time series anomaly detection. [MRA+16] propose to model reconstruction probabilities of the time series with an LSTM-based encoder-decoder network and use the reconstruction errors to detect anomalies. [HCL+18] leverage the prediction errors of the LSTM model to detect telemetry anomaly data. [SZN+19] propose OmniAnomaly to find the normal patterns through stochastic recurrent neural network and use the reconstruction probabilities to determine anomalies. [ZWD+20] capture multivariate correlations by considering each univariate series as an individual feature and including two graph attention layers to learn the dependencies of multivariate series in both temporal and feature dimensions. [DH21] apply a structure learning approach with graph neural networks to learn the inter-variable relationships. All the mentioned algorithms achieve high performance on piece level time series anomaly detection tasks.

3 A large EV battery charging dataset

3.1 Dataset

We release a large EV battery charging dataset for researchers to evaluate current anomaly detection algorithms and develop new ones. The dataset contains battery charging snippets collected from 248 cars and then cleaned by experienced engineers and data scientists. Among all the vehicles, 46 of them suffers from battery failure. There are over 650k snippets in total. Each charging snippet contains 128 timestamps sampled every 30 seconds (64 minutes record in total). The multiple features
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are current, voltage, temperature and SOC information. We deliberately scaled and shifted each feature dimension by a random float to normalize the value and remove the sensitive information. Notice that the EV battery failure labels are on car level rather than snippet level, which is one of the main difference from the previous multi-variable time series anomaly detection datasets.

At the same time, we divided all the vehicles into two groups according to the brand of EVs. The first group of EVs come from the same EV brand, with a total of 198 vehicles, including 33 abnormal vehicles. The second group contains 49 vehicles, including 16 abnormal vehicles. We encourage researchers to consider transfer learning using these two datasets.

Our datasets are available through Vloong battery data platform[^9] and example usage can be found in our public code repository[^10].

3.2 Evaluation pipeline

Since the battery failure labels are at vehicle level and the data are collected at charging snippet level, the evaluation pipeline is different from previous time series anomaly detection tasks. First, we split the data into training and test sets by vehicle. After the model is trained on the training set, we calculate the mean of the anomaly scores of all charging snippets for each vehicle in the test set. With ground truth vehicle anomaly labels, we can get the final receiver operating curve (ROC), which is a common evaluation metric in anomaly detection.

**Remark** Assigning vehicle level anomaly labels to each snippet may contrary to the facts, even though we can get finer labels. However, since the vehicle number is limited, the ROC curve may not be smooth which will make it hard to evaluate different algorithms. To compensate, we apply the five-fold cross validation to compute an averaged ROC curve in all our experiments.

4 Dynamic-VAE

![Interpolated averaged ROC curves of several algorithms on our EV battery dataset. Shaded area represents five-fold variance.](image)

We develop a new detection algorithm based on the canonical variational autoencoder-decoder (VAE) model used in outlier detection.

Our model aims to focus on the state of the battery rather than the charging snippet itself. We provide a dynamic system perspective to the VAE pipeline, and hence we name the model dynamic-VAE. That means, our model is trying to retrieve partial dimensions of the raw input sequence instead
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of compressing and retrieving the whole sequence like traditional VAEs. Specifically, we divide the input data into control inputs (current & soc) and observations (voltage & temperature). And the control inputs together with the latent variable serve as input to the decoder of the V AE. Now, the decoder serves as a dynamic system parameterized by the latent variable and the hidden neural network weights. Formally, the reconstruction loss for a single data snippet is defined as

$$l(\theta, \zeta, x_0, x_1) = \text{MSE}(\text{Decoder}_\theta(z, x_0), x_1), \text{ where } z = \text{Encoder}_\zeta(x_0, x_1).$$  \hspace{1cm} (1)

Here $\theta$ and $\zeta$ denote neural network parameters in encoder and decoder respectively, whereas $x_0$ denotes the control input and $x_1$ denotes the observations. In addition to the reconstruction loss, we also added a regularization loss as in standard VAE model to limit model capacity, as well as a prediction head to predict cell mileage to guide learning.

Besides the "averaging all snippets for each vehicle" strategy, we also propose a procedure to robustly generate vehicle level predictions from the charging snippets level predictions if we have abnormal vehicles in the training set. We predict whether a charging snippet is abnormal by thresholding at the reconstruction error $\tau$, and then predict whether a vehicle is abnormal by averaging the top $p$ percentile errors. Both $\tau$ and $p$ are finetuned with the additional abnormal vehicles in the training set.

5 Experiments

Besides our dynamic VAE, we also evaluate several traditional statistic methods used in battery failure detection and advanced time series anomaly detection algorithms on our dataset. As mentioned above, we perform five-fold cross validation for all the experiments. Specifically, 201 normal vehicles are divided into five folds. For each trial, we pick four folds of the normal vehicles as the training set and the rest one fold together with all the abnormal vehicles as the test set. The detailed split information can be found in our released code.

Interpolated averaged ROC curves are shown in Figure 4. We can see that our algorithm achieves the highest AUC value compared to two traditional algorithms, variation evaluation and risk early warning [LLH+20], a graph based algorithm [DH21] and the canonical autoencoder [Agg13]. Meanwhile, we notice that there are still room for researchers to improve the detection of EV battery failure. Limited to time and computing resources, we only implement these baseline algorithms. We also welcome researchers to test performance on our released dataset to improve electric vehicle safety.

6 Conclusion

In this note, we try to promote the detection of defective electric vehicle battery in the following two ways: (1) We release a large-scale EV charging dataset. It contains hundreds of vehicles with over 650k battery charging snippets. Anomaly labels are at vehicle level rather than snippet level, which is a main difference from the previous time series anomaly detection datasets. (2) We propose a new algorithm dynamic VAE to handle the multivariate time series anomaly detection problem from the perspective of dynamic system. The five-fold cross-validation experiments show a dominating detection performance over other baseline algorithms.
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