Residual Neural Networks for the Prediction of Planetary Collision Outcomes
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ABSTRACT
Fast and accurate treatment of collisions in the context of modern \textit{N}-body planet formation simulations remains a challenging task due to inherently complex collision processes. We aim to tackle this problem with machine learning (ML), in particular via residual neural networks. Our model is motivated by the underlying physical processes of the data-generating process and allows for flexible prediction of post-collision states. We demonstrate that our model outperforms commonly used collision handling methods such as perfect inelastic merging and feed-forward neural networks in both prediction accuracy and out-of-distribution generalization. Our model outperforms the current state of the art in 20/24 experiments. We provide a dataset that consists of 10164 Smooth Particle Hydrodynamics (SPH) simulations of pairwise planetary collisions. The dataset is specifically suited for ML research to improve computational aspects for collision treatment and for studying planetary collisions in general. We formulate the ML task as a multi-task regression problem, allowing simple, yet efficient training of ML models for collision treatment in an end-to-end manner. Our models can be easily integrated into existing \textit{N}-body frameworks and can be used within our chosen parameter space of initial conditions, i.e. where similar-sized collisions during late-stage terrestrial planet formation typically occur.

Key words: hydrodynamics – methods: numerical – astronomical data bases: miscellaneous – celestial mechanics – planets and satellites: formation – planets and satellites: composition

1 INTRODUCTION
1.1 Planet formation background
Planet formation is inherently connected to collisions on all scales, from \( \mu \text{m} \)-sized dust grains up to planet-sized bodies. The precise mechanisms of early planetary growth generally depend on the current conditions in the protoplanetary disc and the amount (and dominant) size of available building blocks (e.g., Kokubo & Ida 2002; McNeil et al. 2005; Johansen & Lambrechts 2017). Particularly for terrestrial planets, our current understanding suggests that their final phase of accretion comprises growth via pairwise collisions of up to planet-sized bodies, lasting on the order of tens to hundreds of Myr (e.g., Kokubo & Ida 1998; Chambers & Wetherill 1998; Agnor et al. 1999; Chambers 2001; Kokubo et al. 2006). This is supported by the long accretion times of terrestrial planets in the Solar System, as well as features like Mercury’s high bulk density, Earth’s large moon, or Mars’ hemispheric dichotomy, all believed to be the consequences of large-scale collisions of roughly similar-sized bodies. Indirect evidence for such encounters has also been found in extrasolar systems (e.g., Wyatt & Jackson 2016) in the form of observed infrared excess caused by warm dust, interpreted as collision debris. These large collision events are of particular interest as they shape the final characteristics of terrestrial planets, and likely contribute to the broad compositional diversity of observed low-mass exoplanets (Marcus et al. 2009, 2010; Inamdar & Schlichting 2016; Bonomo et al. 2019). This phase of planet formation naturally also leads to radial mixing of material and allows for (dynamical and collisional) transport of volatiles such as water to the inner parts of the system, and especially to potential planets forming in the habitable zone (Morbidelli et al. 2000; Izidoro et al. 2013; O’Brien et al. 2014, 2018; Haghighipour & Winter 2016; Burger et al. 2020b).

Modeling of this final phase of planet formation is typically based on \textit{N}-body simulations, where mainly the gravitational interaction of hundreds to thousands of bodies is followed for up to few hundred Myr (e.g., Chambers 2013; Fischer & Ciesla 2014; O’Brien et al. 2014; Quintana & Lissauer 2014; Quintana et al. 2016, as some of the more recent work). As planet formation models become more
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Figure 1. Exemplary snapshots at three different times of a SPH simulation of a planet-scale collision. The Mars-sized projectile hits the Earth-sized target at an impact angle of 43° and an impact velocity of 1.3 times the mutual escape velocity, resulting in a hit-and-run outcome. Colors indicate the different materials – an iron core, a silicate mantle, and a water/ice shell. Bodies are cut into halves for visualization. We perform 10164 collision simulations, covering a large parameter space of initial conditions.

1.2 The collision treatment problem

Accurate modeling of major collisions among large, up to planet-sized bodies plays an important role in understanding the formation, evolution and diversity of planetary systems. The prediction task for two-body collisions is well-defined: Given the initial conditions such as collision geometry and object properties, we ask for the outcome state at a specific later point in time.

Up to relatively recently, collisions in planet formation scenarios were typically modeled by assuming complete accretion in all encounters (e.g., Haghighipour & Raymond 2007; Raymond et al. 2004, 2007; Izidoro et al. 2013; Fischer & Ciesla 2014; O’Brien et al. 2014; Quintana & Lissauer 2014), often referred to as perfect inelastic merging (PIM). This approach is simple and fast, but gives reasonably accurate predictions only for the lower end of the spectrum of characteristic collision velocities, or for large target-to-impactor mass ratios. In general, collisions between large and roughly similar-sized bodies can result in a diverse range of outcomes (e.g., Leinhardt & Stewart 2012), and often include significant material losses (Haghighipour & Maindl 2022). This can affect bulk and chemical composition (e.g., Dwyer et al. 2015; Carter et al. 2015; Carter et al. 2018), and even more so for volatile constituents, especially at or close to the surface (Marcus et al. 2010; Maindl et al. 2014, 2017; Burger et al. 2018, 2020b; Kegerreis et al. 2020). In addition, collisions among similar-sized bodies frequently result in two large and gravitationally unbound survivors, instead of a single dominant one, as exemplified in Fig. 1. These so-called hit-and-run events constitute up to half of all collision outcomes (e.g., Chambers 2013; Clement et al. 2019; Burger et al. 2020b). This can prolong planetary accretion considerably, naturally leads to a higher overall number of collisions, and can result in very different behavior in terms of material loss and transfer between colliding objects (Burger et al. 2018, 2020a,b).

Several approaches have been developed to account for this diverse range of possible collision outcomes. Genda et al. (2017a) developed scaling laws for collisional erosion with a focus towards smaller projectile-to-target mass ratios down to 1:10,000, where outcomes are generally dominated by a single large survivor. Zhou et al. (2021) propose an approach that also exclusively assumes a single survivor, but includes randomly-picked material losses, based on statistics of a large number of SPH collision simulations. Crespi et al. (2021) suggest an approach based on a catalogue of SPH collision outcomes, focusing on the distribution of smaller-scale collision fragments. A recent framework based on semi-analytical scaling laws (Leinhardt & Stewart 2012; Stewart & Leinhardt 2012; Leinhardt et al. 2015) has been applied in various planet formation studies (e.g., Chambers 2013; Bonsor et al. 2015; Carter et al. 2015; Carter et al. 2018; Quintana et al. 2016; Clement et al. 2019). Albeit fast and relatively straightforward to implement, its prediction accuracy for more complex behavior, like the fate of surface volatiles, or individual material losses and transfer in hit-and-run, is naturally limited (Burger et al. 2018). Genda et al. (2011, 2017b) and Burger et al. (2020b) resolve collisions in N-body planet formation simulations by running dedicated SPH simulations for each event on the fly, which is the most accurate approach, but computationally complex and expensive.

To summarize, depending on the problem at hand and the available computational resources, one has to make design choices which method to use. Both, simple problems and/or sufficient computational resources allow the use of sophisticated collision treatment methods, whereas complex problems and/or limited resources require certain trade-offs between prediction accuracy and computation time. For many applications it would be desirable to choose and adjust this trade-off more flexibly. Although analytic and heuristic approaches are efficient, they are typically neither very accurate, nor allow adjusting the accuracy-speed trade-off. In contrast, full hydrodynamic simulations for individual collisions are much more costly, but yet very accurate. In this paper we aim to combine all three properties, yielding an efficient, still accurate and flexible approach, where flexible means that it can be easily adapted to different accuracy-speed trade-offs.

1.3 ML for planetary collisions

The recent progress of cheap and efficient hardware caused a renaissance of ML, enabling to solve complex tasks in different fields such as computer vision (Krizhevsky et al. 2017) and natural language processing (Brown et al. 2020) with unprecedented accuracy and speed. Recently, Tamayo et al. (2020) and Cranmer et al. (2021) applied ML for predicting long-term stability and dissolution of compact multiplanet systems, indicating that ML may serve as an efficient tool for fast and accurate approximation of astrodynamical processes.
Recurrent neural networks (RNNs; Jordan 1986; Elman 1990; Pearlmutter 1989) have been applied for approximating hydrodynamical simulations (Wievel et al. 2019) and astrophysical simulations such as 2D mantle convection (Agarwal et al. 2021). Several works successfully demonstrated the applicability and usefulness of ML for planetary collision treatment, opening up a promising research direction for computational astrophysics: Valencia et al. (2019) apply gradient boosting regression trees (Friedman 2001; Breiman et al. 1984), Gaussian processes (GPs; Rasmussen & Williams 2005), and a nested method for classifying collision scenarios and regressing the largest remnant mass. Cambioni et al. (2019) use a multi-class support-vector machine (Cortes & Vapnik 1995; Hearst et al. 1998) for classification of different collision scenarios. They apply a small, 3-layered feed-forward neural network (FFN; Rosenblatt 1961; Ivakhnenko & Lapa 1965) to regress accretion efficiencies, i.e. the mass of the largest remnant. Cambioni et al. (2021) extend this work and include surrogate models for predicting core mass-fractions of the largest and second-largest remnants. Emsenhuber et al. (2020) extend the work from Cambioni et al. (2019) to additionally predict orbital parameters of the two largest remnants with a separate regressor, resulting in a set of models that can be directly incorporated into N-body frameworks for collision treatment. However, this approach is limited to the main collision plane and does not allow prediction of orbital inclinations and longitudes of ascending nodes. The above mentioned works use the SPH data from Reufer et al. (2012) that consists of collisions between non-rotating, differentiated iron-silicate bodies.

Timpe et al. (2020b) establish a high-quality dataset that consists of 14856 collisions between differentiated, rotating bodies (Timpe et al. 2020a). They apply a two-step classification-regression approach to predict post-collision properties. They study several different methods for collision treatment and find data-driven methods to outperform non-data driven methods. Gradient boosted decision trees and FFNs are used for both classification and regression, whereas polynomial chaos expansion (Wiener 1938) and GPs are studied for regression only. They train different regressors for each individual post-impact property, and predict a variety of properties of the largest and second largest remnant, and the remaining debris. FFNs and XGBoost (Chen & Guestrin 2016) perform best amongst data-driven methods. We regard that study as our closest related work.

The overall goal of our work is to improve the prediction of planetary collision outcomes via ML models. In particular, this includes minimizing systematic prediction errors as much as possible by outperforming the current state of the art. We improve upon the works above by providing a more general dataset, reframing the ML task as a multi-task problem, and employing a simple, but problem-adapted ML model for the prediction of planetary collision outcomes. We train our model to predict masses, material fractions, positions, and velocities of the two largest post-collision remnants, and the remaining debris. Our contributions are summarized as follows:

- We perform extensive N-body simulations to determine realistic initial conditions for planetary collisions. We base the choice of the parameter space for our SPH dataset on the outcome of the N-body simulations. To that end, we provide a comprehensive dataset that consists of 10164 SPH simulations of pairwise planetary collisions. We use between 20k to 50k SPH particles, which is relatively low-resolution compared to state-of-the-art simulations in astrophysics with up to several million SPH particles. Our dataset covers typical collision setups and is the first of its kind to combine all essential elements for a comprehensive treatment of collisions, including realistic object models (differentiated and rotating bodies), detailed pre- and post-collision geometries, and temporal information. Our dataset allows to study several generic topics, such as collision treatment in a broad range of scenarios, inverse problems (e.g., the Moon-forming impact), and collisional accretion during planet formation. While our dataset is in general comparable to the one provided by Timpe et al. (2020b), it additionally includes volatile (water) layers, which opens up studies regarding collisional water/volatile transfer and loss, even though this is intended rather as a proof of concept in this work, mainly because of the difficulty to accurately resolve such surface layers.

- In contrast to existing work we follow a multi-task learning approach in the sense of multi-dimensional regression, in which a single ML model learns to predict the entire post-collision state rather than only specific, individual aspects of the state. Our ML task generalizes the collision treatment problem to 3D space, while at the same time avoiding the need for manual definition of class boundaries for different collision scenarios. Existing approaches often formulate the task as a classification problem, requiring somewhat arbitrary class definitions. We demonstrate that our multi-task learning approach leads to simple and computationally efficient models, while remaining relatively accurate compared to single-task learning.

- We propose an ML model which helps modeling of temporal dynamics by evolving system states in an autoregressive manner. This closely resembles the data generation process, i.e. classical numerical solvers that iteratively solve the underlying hydrodynamic equations. This includes handling both, the properties of the colliding bodies, as well as the spatio-temporal evolution of the system. Our model allows for flexible prediction of post-collision states at different times, and can be employed for collision treatment within existing N-body frameworks. We demonstrate superior prediction accuracy in comparison to commonly used baseline methods and the current state of the art. Moreover, our model requires little computational costs, reducing the prediction speed by approximately 4 orders of magnitude compared to the SPH simulations.

With our work we aim to provide high-quality data and an ML model that is useful for various downstream applications. The paper is organized as follows. In Section 2, we describe our data generation pipeline, as well as the ML model used for collision treatment. In Section 3, we present our experiments and their results. Section 4 summarizes and concludes the paper.

2 METHODS

2.1 Data generation

2.1.1 N-body simulations

Burger et al. (2020b) developed a hybrid framework, based on extensive N-body simulations in combination with realistic collision treatment by direct SPH simulations. These results and collision statistics are also used to inform the choice of initial conditions for the SPH simulations performed in this study. In addition, we provide a cleaned and extended\(^1\) version of their dataset of approximately 10k collisions, which we refer to as ‘N-body dataset’\(^2\).

The scenarios in Burger et al. (2020b) are based on an evolving

\(^1\) Based on new (yet unpublished) N-body + SPH simulations in a similar dynamical environment.

\(^2\) The ‘N-body dataset’ based on the simulations by Burger et al. (2020b) provides data on collision parameters before contact, and basic data on the final state after the collision, like masses and composition of the two largest remnants, but no dynamical information (positions and velocities) and no
disc of (~Mars-mass) planetary embryos + smaller bodies (planetesimals). Their dynamical and collisional evolution is followed over several hundred Myr of terrestrial planet formation in an environment akin to the early Solar System. The embryos and planetesimals are modeled as differentiated, three-layered, self-gravitating bodies, similar to the SPH simulations in this work. The rotation state is not tracked across multiple collisions. The approach of on-the-fly SPH simulations allows not only for accurate treatment of each individual collision, but also a relatively straightforward re-integration of collision outcomes into the overall N-body dynamics (for our ML approaches this is discussed in Appendix B3). It also includes individual tracking of both large survivors in hit-and-run collisions, which comprise up to 50 per cent of outcomes between similar-sized bodies. Therefore this dataset also provides reliable collision (input parameter) statistics for the scenarios in this work.

2.1.2 SPH simulations

SPH is a numerical method for modeling visco-elastic fluid flows. The method was first proposed by Gingold & Monaghan (1977) and Lucy (1977) and has since been applied extensively to model various aspects of astrophysical collision processes, including planetary collisions. In this work, we use the SPH code miluphcuda3 (Schäfer et al. 2016, 2020) to generate a planetary collision dataset. An example is illustrated in Fig. 1. The SPH code solves the continuum mechanics equations for hydrodynamic flow, can handle three dimensional, multi-material problems, and includes self-gravity. It also includes modules for the simulation of elasto-plastic solid-body physics based on several available material models and equations of state.

In this work, we perform pure hydro simulations, i.e., only solving the Euler equation with scalar pressure, instead of full tensorial treatment of material strength. Since we perform a large number of simulations, we trade some physical accuracy for numerical stability, our rather simple material model allows the dataset to remain as general as possible and at the same time consistent over our whole parameter space. We use the Tillotson equation of state (Tillotson 1962; Melosh 1989) for all simulations. Technical details are given in Appendix A1.

The SPH simulation pipeline is fully automated and includes all steps to initialize, run, and postprocess individual simulations (see Fig. 2). For each run, a specific parameter set is sampled from the parameter space (Table 1). The chosen parameters cover a broad range of possible collision scenarios during terrestrial planet formation. The particular choices of parameter ranges are additionally informed by the robust statistics of our N-body dataset (see Section 2.1.1). Note that we use the N-body dataset exclusively for choosing meaningful parameter intervals representative of late-stage terrestrial planet formation. For creating the SPH dataset, our parameter space of initial conditions is sampled randomly within the chosen intervals.

![Figure 2](image) Data generation pipeline. For each individual simulation, a setup is sampled from the parameter space. The SPH particle distribution and its properties are set up in 'init', resulting in the input frame $f_i$. The SPH code then evolves the system, leading to a number of output frames. All output frames are postprocessed with a friends-of-friends algorithm (FOF) to compute all spatially connected material 'fragments'. Finally, 'aggregates' are identified, defined as gravitationally-bound collections of fragments.

![Figure 3](image) Collision geometry for planetary collisions. The impact angle $\alpha$ is measured between the relative position $\mathbf{r}$ and the relative velocity $\mathbf{v}$ between target and projectile at ‘touching-ball’ distance. Both objects comprise a core-mantle-shell structure and have random rotation axes $L_t$ and $L_p$, which can lie outside the plane spanned by $\mathbf{r}$ and $\mathbf{v}$.

| parameter | min | max | description |
|-----------|-----|-----|-------------|
| $M_{\text{tot}} [\text{kg}]$ | $2 \times M_{\text{Ceres}}$ | $2 \times M_{\text{Earth}}$ | total mass |
| $\gamma [\text{1}]$ | 0.05 | 1 | mass ratio $m_p/m_t$ |
| $\epsilon_{\text{iron}} [\text{1}]$ | 0.01 | 0.25 | iron (core) fraction |
| $\epsilon_{\text{water}} [\text{1}]$ | 0; 0.1 | 0.25 | water (shell) fraction |
| $v_{\text{imp}}/v_{\text{esc}}$ | 1 | 8 | impact velocity |
| $\sigma [\text{deg}]$ | 0 | 90 | impact angle |
| $P_{\text{tot}}/P_{\text{rot, crit}}$ | 0 | 0.2 | rotation period |
| $\theta_{\text{rot}} [\text{deg}]$ | 0 | 360 | rotation axis polar |
| $\psi_{\text{rot}} [\text{deg}]$ | 0 | 360 | rotation axis azimuthal |
| $f_1 [\text{1}]$ | 3 | 7 | initial distance factor |
| $f_2 [\text{1}]$ | 40 | 60 | simulation time factor |
| $N_{\text{tot}} [\text{1}]$ | 20k | 50k | number of SPH particles |

Table 1: Parameter space of initial conditions for our SPH simulations, covering a wide range of typical scenarios for rocky planet formation. See the text for detailed definitions. All parameters are randomly sampled.

For initializing self-gravitating bodies in hydrostatic equilibrium we adopt the approaches and tools from Burger et al. (2018), who calculate realistic density and pressure profiles for multi-layered bodies. The colliding objects are referred to as projectile and target, the latter being the more massive body. They are initialized at a certain distance, on the order of several times the sum of their radii,
to allow for pre-collision tidal deformation, relaxation of rotating configurations, and settling of residual numerical artefacts (e.g., at material boundaries). Based on the desired impact velocity and impact angle at ‘touching-ball’ distance (cf. Fig. 3), initial positions are calculated via backtracking the analytical two-body trajectories up to a distance of \( d_{\text{initial}} = f_i \times (R_T + R_P) \). \( R_T \) and \( R_P \) are the target and projectile radii, and the initial distance factor \( f_i \) is a parameter. The total simulation time is calculated via \( T_{\text{sim}} = \tau_{\text{col}} \times (f_i + f_j) \) and rounded up to the next full hour. \( \tau_{\text{col}} \) is the collision time-scale \( \tau_{\text{col}} = (R_T + R_P)/v_{\text{imp}} \). The impact velocity \( v_{\text{imp}} \) and the impact angle \( \alpha \) are specified at touching-ball distance \( R_T + R_P \), where \( \alpha = 0^\circ \) corresponds to head-on collisions and \( v_{\text{imp}} \) is the absolute value of the relative velocity vector \( v \) at touching-ball distance (cf. Fig. 3). The minimum number of SPH particles is set such that the resulting water shell has a thickness of at least 2 SPH particles at \( \xi_{\text{water}} = 0.1 \) (Burger et al. 2019). Note that this resolution may be too low to accurately simulate the water layers’ response for a range of scenarios (parameter combinations). This can be particularly problematic for the 2nd-largest post-collision remnant, while reliable predictions are possible for the largest remnant already at resolutions similar to ours, as demonstrated by Burger et al. (2018). Nevertheless, results for water mass fractions on post-collision remnants should be taken with a grain of salt, and consequently we consider our ML model predictions for this aspect rather a proof of concept and not generally accurate at this point. For other basic outcome properties on the other hand, like masses and kinematics of the two largest remnants, Burger et al. (2018) found resolution convergence for similar collision scenarios within 10% for their 100k particles simulations. Our simulations contain either 2 or 3 materials, depending on \( \xi_{\text{water}} \), where we remove the water shell if \( \xi_{\text{water}} < 0.1 \) was sampled. The total colliding mass covers a range from \( 2 \times M_{\text{Ceres}} \) up to \( 2 \times M_{\text{Earth}} \). The mantle (basalt) mass-fraction is defined by \( \xi_{\text{basalt}} = 1 - \xi_{\text{iron}} - \xi_{\text{water}} \). Since the hydrostatic initialization routine is based on non-rotating objects, we set our maximum rotation period \( P_{\text{rot,max}} = 0.2 \times P_{\text{rot,crit}} \) for both target and projectile in order to avoid excessive initial oscillations and instabilities, which typically occur once \( P_{\text{rot}} \) approaches \( P_{\text{rot,crit}} \). The critical rotation period \( P_{\text{rot,crit}} \) is defined such that material at the surface of the (idealized spherical) body is weightless according to Kepler’s 3rd law. Rotation axes are chosen randomly for both target and projectile. We refer to Appendix A2 for more details.

During simulation, the SPH code periodically produces output frames, which contain the state of all SPH particles at the respective time. We keep the first, the last, and intermediate frames for postprocessing, where intermediate frames are saved at 5-hour intervals (simulated time). All frames undergo the same postprocessing procedure:

(i) Spatially connected collision fragments are calculated by a friends-of-friends algorithm (Geller & Huchra 1983).

(ii) Barycentres, orbital angular momentum, and spin angular momentum are calculated for each fragment, as well as for the entire system.

(iii) The two\(^4\) largest aggregates of fragments are calculated. An aggregate is defined as a collection of gravitationally bound fragments, determined by an iterative procedure, which starts from the most-intensive fragment as seed (see Burger et al. 2020b, for details). In the remainder of the paper, these aggregates are referred to as ‘remnants’ for clarity.

\(^4\) Gravity-dominated collisions of roughly similar-sized bodies generally result in either none (if highly destructive), one, or two (in hit-and-run scenarios) large surviving bodies, along with orders-of-magnitude smaller debris.

(iv) Basic visualization is done for the large fragments. A fragment is considered significant if it consists of at least 5 SPH particles.

(v) In this work we focus on the prediction of macroscopic system states, requiring information on the level of remnants only. Moreover, we aim to keep memory requirements of the final dataset low. Therefore, SPH output frames are sub-sampled, keeping one out of ten SPH particles.

Keeping intermediate frames enables in-depth studies of temporal properties of the collision process. Moreover, they allow for the development of sophisticated ML models, i.e. models that not only predict the final state of the system, but the entire temporal evolution in detail. Note that since we sample our parameter space randomly, inputs to ML models do not require initial conditions that are similar to those in Burger et al. (2020b).

2.2 Machine Learning for collision treatment

From an ML perspective, the collision treatment task requires learning physical laws (e.g. conservation laws, material deformations, gravitational interactions, etc.) and handling the temporal evolution of the system (e.g. via time-series modeling). Various ML approaches can be applied in different contexts, mostly depending on which level of detail one is interested in. Therefore, we design our SPH dataset such that it can be used at different levels of detail. For example, one can use remnant or fragment information (‘macro states’) rather than SPH particle representations (‘micro states’) for learning certain aspects (e.g. predicting certain quantities such as the mass of the largest remnant or the thermal energy of the system). Depending on which level of detail ML is applied to, different aspects may be able to be learned more or less efficiently. In this work we focus on macro states because this setup is the most relevant one in order to incorporate ML models into N-body simulations for planet formation and evolution (see Table 3 and Appendix B3 for more details). In contrast, ML models operating on micro states may be a better choice if one is interested in studying details of the hydrodynamic flow and physical interactions in simulations such as SPH.

2.2.1 Collision treatment as a multi-task regression problem

Supervised learning is the task of selecting (learning) a specific model from a certain model class by using example input-target pairs. The difference between model outputs and desired target outputs results in an error, which is used to improve a model. We train our ML models in a supervised manner to predict several different quantities (mass, material fractions, position, and velocities) at once, which turns the problem into a multi-task problem. Our multi-task problem can be interpreted as a multi-dimensional regression problem of different physical quantities, since we use shared representations to predict different modalities. We motivate formulating and solving the problem as a multi-task problem due to inherent dependencies and correlations between the individual sub-tasks (e.g., trajectories of individual fragments highly depend on the overall mass distribution). Since all of our sub-tasks are highly correlated with each other, we hope that the multi-task setting supports generalization due to shared representations within ML models, acting as a form of regularization. Shared representations naturally allow for exploiting dependencies and correlations between different tasks, potentially improving the ML model’s predictive performance. Note that in contrast to our multi-task setting, Cambioni et al. (2019, 2021); Emsenhuber et al. (2020); Timpe et al. (2020b) use individual ML models for predicting either single or sub-sets of collision outcome quantities, i.e. following...
single-task approaches. We believe that single-task approaches introduce unnecessary restrictions to the generalization capabilities of ML models, because individual models are exclusively able to specialize in their respective regime. Also, using individual regression-models for individual outcome scenarios (i.e. erosion, accretion, and hit-and-run) may lead to various issues caused by data-scarcity due to class-imbbalances, which are common in planetary collision datasets. Moreover, using a single ML model for solving several sub-tasks at once may allow much better accuracy-speed trade-offs, especially in the presence of many sub-tasks. In our work, the importance of the individual sub-tasks are implicitly given via data preprocessing, effectively weighting loss terms of the respective sub-tasks. However, the importance can be explicitly adjusted depending on specific use cases.

To our knowledge, this is the first work to fully formulate the ML task as a regression problem. Our formulation allows simple, yet efficient training in an end-to-end manner and facilitates easy integration of ML models into existing $N$-body frameworks. Our regression objective does not explicitly optimize for classification performance, but rather for regression of macroscopic properties of the system. At the same time, our objective avoids the need for complicated approaches which require two separate ML models for regression and classification, respectively.

We believe that it is not beneficial to train classifiers which explicitly discriminate between different outcome scenarios such as accretion or hit-and-run, because such classification can be easily performed as a postprocessing step on top of regression-model predictions. We favor performing classification via a postprocessing step rather than training dedicated classifiers because the former can be used in combination with variable class definitions, whereas the latter is bound to fixed class definitions. When training dedicated classifiers, changing class definitions would require re-training the classifiers, which can be quite cumbersome in practice. Moreover, pure classifiers can not be used as full replacement for collision treatment in $N$-body simulations.

In general, we believe that defining and learning fixed classification schemes is not optimal due to continuous transitions between classes and the associated arbitrariness of class definitions. We believe that training dedicated classifiers is only reasonable if one is explicitly interested in accurate classification under the restriction of fixed class definitions.

The integration of ML models for collision treatment into $N$-body simulations might require additional postprocessing steps on top of ML predictions. This includes restricting predictions to conserve certain quantities such as the total mass, e.g. by re-scaling predicted masses and/or distributing debris material across the two largest remnants. For the actual application in $N$-body simulations it is especially important how (if at all) the remaining collision debris is treated, which typically consists mostly of physically non-connected and gravitationally unbound fragments. This naturally opens up many possibilities depending on the respective use case (i.e. the precise physical and numerical model). In our experiments, we do not apply any additional postprocessing steps in order to remain as general as possible and to obtain conservative performance estimates.

Fragments that are formed from collisions between non-rotating objects mostly remain in the collision’s main symmetry plane (the x-y plane in our case) with only marginal z-components. However, collisions between rotating objects generally break this symmetry, and may produce large fragments with significant z-components. This symmetry breaking is also confirmed by the data from Timpe et al. (2020b). We thus generalize the prediction task from Emsenhuber et al. (2020) to three-dimensional space, treating all dimensions equally to consistently handle deviations from the main collision plane.

### 2.2.2 Autoregressive ML models for temporal evolution

The use of autoregressive ML models for predicting collision outcomes can be motivated by studying the data generation process, i.e., the SPH simulations. We know that the data generation process has the Markov property, i.e., states $s_{t+h}$ at a time $t+h$ depend entirely on their previous states $s_t$ at time $t$. We assume continuous transitions between states for infinitesimal stepsizes $h$. The transition from $s_t$ to $s_{t+h}$ is described by a transition function $g$.

$$s_{t+h} = g(s_t, h)$$

Historically, $g$ refers to a set of hand-crafted equations that incorporate certain physical laws (e.g., gravity, friction, etc.), as well as a procedure to evolve the system in time (e.g., numerical integration) by means of differential equations. In practice these approaches often suffer from limitations, such as the requirement to use small stepsizes when using classical solvers. Too large stepsizes typically introduce large systematic errors, often leading to diverging or unstable solutions.

In this work we aim to approximate solutions obtained using hand-crafted transition functions via an ML model that is learned from data. We believe that ML models are – once trained – efficient, powerful, and flexible transition functions for modeling the underlying physical processes in planetary collisions over time. In contrast to FFNs, our proposed model class exploits the Markov property of the data generation process, i.e., taking multiple, autoregressive steps to predict system states at a desired time $T$. There are several arguments that support the use of autoregressive ML models:

- **Neural networks are universal function approximators** (Hornik et al. 1989) which allow learning highly complex functions. This property allows direct prediction of system states at various times $T$, entirely circumventing the need for time-series modeling. ML models should thus be much more computationally efficient compared to numerical simulations. The most extreme case would be to predict the final state directly, as typically achieved in the literature. Depending on the choice for the stepsize, our model allows a flexible accuracy-speed trade-off. Small stepsizes can be expected to better model the physical processes and lead to more accurate predictions at the cost of computational resources, whereas large stepsizes lead to less accurate, but faster predictions.

- **Autoregressive models subdivide the prediction of system states by taking multiple iterative steps. Since the universal function approximation theorem also applies to autoregressive ML models, they can use magnitudes larger, more complex time-steps compared to classical transition functions (numerical solvers) before getting unstable. This property typically makes these ML models much more efficient in terms of computational costs compared to hand-crafted transition functions.**

- **Learned transition functions allow context-dependent time-steps, i.e., adjusting the transition function automatically, based on data-specific information. This property avoids algorithmic design decisions, making ML-based transition functions more general and flexible compared to hand-crafted transition functions.**

- **Using autoregressive ML models allows for improved interpretability by enabling analysis of intermediate states. Such an analysis is not possible for ML models like FFNs or regression trees, which typically try to predict final post-collision states directly.**

- **Due to their design, we believe that autoregressive ML models
Individual steps of a trained model can be interpreted as evolving states at different times \( t \). Our architecture is auto-regressive, i.e., only requiring the initial hidden state \( h^0 \) and the input \( x^0 \) at time \( t = 0 \). R then predicts additive updates to \( h^t \) by using \( h^t \) and \( x^t \). At each step, D outputs relative updates, which are used to evolve system states \( y \) via Euler integration. Sequences \( y^t \) and \( h^t \) are calculated iteratively, where the number of steps \( T \) correlate linearly to simulation time.

\[
\begin{align*}
\Delta y^t &= E(y^t, \phi_E) \\
\Delta h^t &= E(h^t, x^t, \phi_E) + D(h^t, x^t, \phi_D)
\end{align*}
\]

Figure 4. Operations of our weight-tied residual neural network architecture. The neural network modules \( E, R, \) and \( D \) are learned from data and are shared across individual steps. The initial state \( y^0 \) is encoded into the initial hidden state \( h^0 \) and the input \( x^0 \) of \( R \) at time \( t = 0 \). \( R \) then predicts additive updates to \( h^t \) by using \( h^t \) and \( x^t \). At each step, \( D \) outputs relative updates, which are used to evolve system states \( y \) via Euler integration. Sequences \( y^t \) and \( h^t \) are calculated iteratively, where the number of steps \( T \) correlate linearly to simulation time.
2.2.4 Baseline models

We choose three baseline methods for comparison with our newly proposed RES model class. Existing work (Cambioni et al. 2019, 2021; Emsenhuber et al. 2020; Timpe et al. 2020b) use FFNs as regressors for collision outcomes. We thus choose an FFN as our first baseline. We choose a linear regression model (LIN) as our second baseline to study the benefit of deep learning models compared to a simple, data-driven model. The third baseline is perfect inelastic merging (PIM), which is still widely used in astrophysical problems involving collisions because the method is purely analytic and fast. PIM assumes a perfect inelastic collision of target and projectile, always leading to a single surviving body, and conserving mass and momentum of the system by design.

To enable learning non-linear mappings, artificial neural networks require so-called activation functions, which are applied element-wise to individual neurons usually after calculating the matrix-vector product for the respective layers. Due to its sound theoretical advantage compared to other activation functions, we use the scaled exponential linear unit (SELU) activation function (Klambauer et al. 2017) for hidden layers and linear activation functions for output layers of our deep learning models. SELU activations have self-normalizing properties, where neuron activations automatically converge towards zero mean and unit variance in the case of many hidden layers, leading to substantial advantages for training, regularization, and robustness when compared to other approaches. An optional rotation module can be incorporated into the ML models as additional pre- and postprocessing steps, rendering the models rotation-equivariant (see Appendix B1 for details).

Although our SPH results naturally contain approximations and assumptions about the simulated physical processes, and are also subject to typical numerical inaccuracies, we define the SPH data as our ground truth. This definition is generally motivated by the fact that hydrodynamical simulations are currently considered the most accurate method for planetary collision treatment.

2.2.5 ML experiment setup

We split our data into a development set and a test set. The development set includes approximately 88 per cent of the data (8927 datapoints) and consists of training - and validation splits, whereas the test set covers the remaining 12 per cent (1237 datapoints). The entire dataset contains 10164 datapoints. Using the development set, we perform 5-fold crossvalidation (Hastie et al. 2017) for all experiments, allowing to calculate confidence intervals for our results. All training and validation splits share the same data distribution.

Note that validation data is inappropriate for estimating performance on future data because validation data is used for hyperparameter optimization, which can be a source of information leakage. A hold-out test set is required to estimate performance on completely new, unseen data.

Let us recap that our dataset covers the parameter space as defined in Table 1. Although the parameter space is carefully chosen, parameters of real collisions are naturally not strictly limited to our defined parameter ranges (Quionero-Candela et al. 2009), i.e., so-called out-of-distribution (o.o.d.) datapoints. In practice, ML models often fail to generalize to such o.o.d. datapoints. In order to study o.o.d. generalization of our ML models, we establish an o.o.d. test set. We expect that problem-specific models have better o.o.d. generalization capabilities compared to general-purpose models (Mitchell 1980). It is widely known that the impact velocity and the impact angle are two of the most important parameters in the context of planetary collisions. Thus, we manually select 4 regions in the impact angle – impact velocity space that compose our o.o.d. test set (see Table 2 and Fig. 7). We use this o.o.d. test set as our default test set in experiments unless stated otherwise.

Our dataset consists of initial system states (at t = 0) and final system states (at t = T). For our supervised learning task, 𝑦 𝑖 and 𝑇 𝑖 are used as model inputs whereas 𝑥 𝑖 are used as ground truth labels. For intermediate states 0 < 𝑡 < 𝑇 holds, 𝐷 is split into a development set 𝐷 dev and a test set 𝐷 test. Our training and validation splits are derived from 𝐷 dev depending on the respective crossvalidation fold.

\[
\mathbf{D} = \{(y_1^i, x_1^i), (y_2^i, x_2^i), \ldots, (y_N^i, x_N^i)\}
\]

\[
D_{\text{dev}} \subset D, \quad D_{\text{test}} \subset D, \quad D_{\text{dev}} \cap D_{\text{test}} = \{\}
\]

We perform data preprocessing to transform features into appropriate value ranges for ML. We apply feature-wise normalization \(x_{\text{ML}} = \frac{x_{\text{phys}} - \mu}{\sigma}\) to transform data \(x_{\text{phys}}\) given in SI units into data \(x_{\text{ML}},\) whose value ranges are better suited for ML. We set \(\mu = 0\) for all features. Note that the barycentre of the system still remains at the origin of the coordinate system for all datapoints even after normalization. Table 3 summarizes our ML features, along with normalization hyperparameters \(\sigma\). Note that \(\mu\) and \(\sigma\) implicitly define the importance between different sub-tasks during ML model training. Importance of sub-tasks can be further adjusted via introducing dedicated weights for the corresponding loss terms. The detailed preprocessing pipeline can be found in the provided source code (see Section 4).

Note that although accurate tracking of the rotation state is important for many aspects of planet formation and evolution modeling, we do not include rotation in our model predictions. This is because it is non-trivial to derive physically reliable (and unique) post-collision rotation states within our post-processing chain for SPH collision simulations. A major point to consider is that our definition of a remnant is not restricted to a single physically connected fragment, but also includes all gravitationally bound fragments in addition. In reality, these fragments may or may not be actually accreted at some later point in time, or interact otherwise with each other. Nevertheless, we consider including these fragments into the definition of remnant as the best possible option, considering the alternative of simply ignoring them. This comes on top of the general issue that approximate rotational equilibrium has to be achieved after the collision in order to extract a reliable rotation state, which is highly scenario-dependent in terms of the relevant dynamics and timescales. Considering these difficulties, we decided not to include the rotation state in our ML model predictions. Therefore, while pre-collision rotation is fully ac-

| parameter | region 1 | region 2 | region 3 | region 4 |
|-----------|----------|----------|----------|----------|
| \(\sigma_{\text{min}}\) [deg] | 10 | 65 | 80 | 0 |
| \(\sigma_{\text{max}}\) [deg] | 30 | 75 | 90 | 20 |
| \(v_{\text{imp, min}}\) [\(v_{\text{esc}}\)] | 1.5 | 2 | 1 | 6 |
| \(v_{\text{imp, max}}\) [\(v_{\text{esc}}\)] | 2.5 | 4 | 2 | 8 |

Table 2: Selected regions for the out-of-distribution (o.o.d.) test set. We select regions that may result in qualitatively different outcomes compared to the development set. The test set contains about 12 per cent of all datapoints.
counted for, we do not attempt to predict post-collision rotation states in this work.

Our optimization objective is to minimize the mean absolute error (MAE) between model predictions \( y_i^T \) and ground truth labels \( z_i^T \) over our training data:

\[
y_i^T = f(y_i^0, T, \phi)
\]

\[
L = \frac{1}{M} \sum_{i=1}^{M} \xi : ||y_i^T - z_i^T||
\]

\[f : \mathbb{R}^d \rightarrow \mathbb{R}^k\] refers to an ML model that regresses final states when given initial states. In this work we focus on handling macroscopic system states for both model inputs and outputs, resulting in \( d = 25 \) and \( k = 27 \). \( f \) has learnable parameters \( \phi \) that we aim to optimize. \( M \) refers to the size of the training split for individual cross-validation folds.

We treat every unit of mass (i.e., every kilogram) as equally important in our ML task. We account for this treatment by calculating mass-dependent weights \( \xi \) in order to re-weight errors for output features that correspond to the largest remnant, 2nd-largest remnant, and the rest (of material), respectively.

\[
\xi = [\xi_{1r}, \xi_{2r}, \xi_{rest}]
\]

\[
\xi = \left[ \frac{m_{1r}}{m_{tot}}, \frac{m_{2r}}{m_{tot}}, \frac{m_{rest}}{m_{tot}} \right]
\]

\[
m_{tot} = m_{1r} + m_{2r} + m_{rest}
\]

We consider this re-weighting to be essential to accurately reflect the prediction problem, especially if \( m_{2r} << m_{1r} \) or \( m_{rest} << m_{1r} \). Early experiments without re-weighting lead to poor prediction performance originating from small objects (remnants and fragments). In general, small objects are more difficult to predict compared to large objects. Moreover, the assignment of the 2nd-largest remnant tends to jump in the presence of many small objects, making it almost impossible to predict robustly. This labelling noise then leads to large error gradients, hampering learning significantly. This problem is ameliorated with our re-weighting approach.

We use identical training hyperparameters for our deep learning models (FFN and RES). Training is performed via stochastic gradient descend (Robbins & Monro 1951), utilizing the backpropagation algorithm (Kelley 1960; Rumelhart et al. 1986). We use the adamax optimizer (Kingma & Ba 2014) with default hyperparameters, a mini-batch size of \( bs = 128 \), a constant learning rate of \( \eta = 0.0005 \), and a weight decay of \( wd = 0.0001 \). We apply gradient-norm clipping (Pascaru et al. 2013), allowing for maximum gradient norms of \( n_{grad} = 50 \). Moreover, we use exponential moving average models (Polyak 1990; Ruppert 1988; Tarvainen & Valpola 2017) with a rate of \( \tau_{ema} = 0.999 \) for validation and testing. We find that the mean squared error (MSE) leads to worse validation performance than the mean absolute error (MAE), which is more robust to outliers. To alleviate the exploding gradient problem as described by Metz et al. (2021), we additionally penalize too large activations of hidden states \( h_i \) in our RES model. We train each of our models for 5000 epochs, which is sufficient to reach convergence.

Since different ML architectures are inherently difficult to compare, we try to find the best architectures and respective models in terms of validation performance for each model class (i.e., FFN, RES) separately. We optimize hyperparameters manually in an iterative manner (i.e. always optimizing one hyperparameter at a time while keeping others fixed, and repeating the procedure until convergence in validation performance) and dedicate approximately the same amount of time and computational resources to optimize each set of hyperparameters for FFN and RES. Table B1 summarizes all optimized hyperparameters for FFN and RES, while LIN has no model-class hyperparameters. In order to prevent information leakage and misleading test performance, we solely perform hyperparameter finetuning based on validation performance. Test performance is measured after model development was completed. In principle, RES allow using intermediate states as additional learning signals. Unless stated otherwise, we only use final states for training to ensure a fair comparison with our baselines.

We use the root mean squared error (RMSE) as our validation metric. For certain applications prediction speed may play a significant role. We note that the RMSE metric does not account for this aspect and thus purely focuses on prediction accuracy. All performance results reported below are obtained by first taking the best RMSE (minimum) over all epochs for every fold individually, then averaging them over the folds. Errors indicate the minimum and maximum (over folds) of best RMSE values. The same procedure holds for classification accuracies, except for first taking the maximum instead of the minimum. Measuring and interpreting RMSE in the data-space is unintuitive in our multi-task setting due to vastly different value ranges of individual quantities. Thus, RMSE is measured in ML feature-space. Moreover, since RMSE values have to be interpreted in consideration of the overall ML task, we recommend comparing reported results relative to each other.

We use the balanced accuracy score for validating classification performances of our models. Balanced accuracy in the multi-class classification setting is defined by taking the average of true positive rates for individual classes. The true positive rate is also referred to as sensitivity or recall. Considering the strong class-imbalances that are typically present in planetary collision data, we consider the balanced accuracy score to be much more problem-focused and more applicable compared to the unbalanced accuracy score.

2.2.6 Efficiency considerations of ML

In practice, researchers are interested at which point using ML starts to pay off compared to classical approaches for a fixed computational budget. Consider the goal of predicting \( m \) collision outcomes. For classical approaches such as PIM or direct SPH simulations we only need to consider inference times, which scale linearly with \( m \). On the other hand, ML requires consideration of data generation, training, and inference. In general, the required computation times for these three components are mostly independent from each other. In our case, data generation requires by far the most time, followed by training. Finally, ML inference requires only a tiny fraction of the overall computation budget. Thus, we recommend using ML approaches in case of extensive inference, i.e., large \( m \). Let us define the three computation times \( T_d \) for generating one datapoint, \( \tau_i \) for ML model training, and \( \tau_f \) for inference of one datapoint. In our case, we consider \( \tau_f \) as the total wall-clock training time for 5 folds, each having 5000 epochs. \( N \) refers to the training dataset size. We can calculate for which \( m \) the use of ML pays off (i.e., \( T_{ML} < T_{CL} \)) when comparing the overall computation times \( T_{CL} \) for classical approaches with computation times \( T_{ML} \) for ML approaches:

\[
T_{CL} = m \times \tau_i,_{CL}
\]

\[
T_{ML} = N \times \tau_d + \tau_i + m \times \tau_i,_{ML}
\]

\[
m > \frac{N \times \tau_d + \tau_i}{\tau_i,_{CL} - \tau_i,_{ML}}
\]
3 RESULTS

3.1 SPH collision data

The provided SPH data serves as the basis for ML models in order to solve the collision treatment problem accurately and fast. To our knowledge, this dataset is the first of its kind to combine different aspects such as object rotation, realistic object models including water layers, and providing time-series data. All data can be freely accessed (see Section 4).

Our results are consistent with Leinhardt & Stewart (2012) and Stewart & Leinhardt (2012) in identifying three major outcome regimes, erosion, accretion, and hit-and-run. We define these regimes as

- erosion: \( m_{tr} < m_t \)
- accretion: \( m_{tr} > m_t \wedge m_{2tr} \leq 0.1m_p \)
- hit-and-run: \( m_{tr} > m_t \wedge m_{2tr} > 0.1m_p \)

Table 3: Non-redundant ML features and normalization hyperparameters for feature normalization. Units indicate different physical quantities. All data \( x_{phys} \) is normalized during preprocessing. Note that since material fractions sum up to 1, only core (iron) and shell (water) fractions are required. Initial rotation speeds of the colliding bodies are encoded via the norms of their respective rotation axes.

| state | feature | dim | description | \( \sigma \) (ours) | \( \sigma \) (Timpe) |
|-------|---------|-----|-------------|-----------------|-----------------|
| initial | \( N_{00} \) [1] | 1 | number of SPH particles | 5e+04 | 2.3e+5 |
| | \( M_{00} \) [kg] | 1 | total mass | 1e+25 | 100 |
| | \( \gamma \) [1.] | 1 | mass ratio \( m_p / m_t \) | 1 | 1 |
| | \( \zeta_1 \) [1.] | 2 | material fractions projectile | 1 | 1 |
| | \( \zeta_2 \) [1.] | 2 | material fractions target | 1 | 1 |
| | \( \rho \) [rad/s] | 3 | rotation axis projectile | 6.5e-05 | 100 |
| | \( \rho \) [rad/s] | 3 | rotation axis target | 6.5e-05 | 100 |
| | \( x_{p} \) [m] | 3 | barycentre position projectile | [5e+07, 2e+08, 2e+07] | [6, 41, 3] |
| | \( v_{p} \) [m/s] | 3 | barycentre velocity projectile | [2e+03, 1e+04, 6e+02] | [2, 16, 0.5] |
| | \( x_{t} \) [m] | 3 | barycentre position target | [5e+07, 2e+08, 2e+07] | [6, 41, 3] |
| | \( v_{t} \) [m/s] | 3 | barycentre velocity target | [2e+03, 1e+04, 6e+02] | [2, 16, 0.5] |
| final | \( m_1 \) [kg] | 1 | mass largest remnant | 1e+25 | 100 |
| | \( m_2 \) [kg] | 1 | mass 2nd-largest remnant | 1e+25 | 100 |
| | \( m_r \) [kg] | 1 | mass rest | 1e+25 | 100 |
| | \( \zeta_1 \) [1.] | 2 | material fractions largest remnant | 1 | 1 |
| | \( \zeta_2 \) [1.] | 2 | material fractions 2nd-largest remnant | 1 | 1 |
| | \( \zeta_r \) [1.] | 2 | material fractions rest | 1 | 1 |
| | \( x_{lr} \) [m] | 3 | barycentre position largest remnant | [5e+07, 2e+08, 2e+07] | [6, 41, 3] |
| | \( v_{lr} \) [m/s] | 3 | barycentre velocity largest remnant | [2e+03, 1e+04, 6e+02] | [2, 16, 0.5] |
| | \( x_{l2r} \) [m] | 3 | barycentre position 2nd-largest remnant | [5e+07, 2e+08, 2e+07] | [6, 41, 3] |
| | \( v_{l2r} \) [m/s] | 3 | barycentre velocity 2nd-largest remnant | [2e+03, 1e+04, 6e+02] | [2, 16, 0.5] |
| | \( x_{r} \) [m] | 3 | barycentre position rest | [5e+07, 2e+08, 2e+07] | [6, 41, 3] |
| | \( v_{r} \) [m/s] | 3 | barycentre velocity rest | [2e+03, 1e+04, 6e+02] | [2, 16, 0.5] |

Table 4: Class counts for different outcome regimes, and for random and realistic collision parameters. The three major outcome regimes are each further divided into sub-classes, based on remnant masses. Random parameters are obtained from uniform, random sampling, whereas realistic conditions are obtained from dynamically consistent N-body simulations.

\( (p < 0.05) \) according to a Wilcoxon test when comparing FFN with RES for the respective experiments.

3.2 ML experiments

Below we present our results for the experiments described in Section 2.2.5. Results indicated by * are statistically significant

3.2.1 Performance

We compare commonly used methods for planetary collision treatment with our proposed RES model and summarize the results in Table 5 and Table B2. Our o.o.d. test set consists of datapoints within manually selected regions in the impact angle – impact velocity space (dashed regions in Fig. 7).

All deep learning models outperform the PIM and LIN baselines by a large margin. Improved performance over PIM was expected, since it is an analytic model that applies very simplistic assumptions on collision dynamics. However, we still regard PIM as a useful method in case of limited computational resources. Improved results over the LIN baseline were also expected since it assumes that the data is linearly dependent. RES perform best amongst the deep learning approaches that we studied, significantly outperforming the FFN
Table 5: Test performance (RMSE and balanced accuracy, both measured on the final state) of different approaches for planetary collision. Classification is performed as a postprocessing step on top of predicted masses. We assume the SPH simulation data to be the ground truth. For single-task learning (last 6 rows), each entry corresponds to the performance of individually trained ML models and column headers indicate optimized tasks respectively. We use data from Timpe et al. (2020b) to obtain the results in the last 4 rows. Best results are indicated in bold, whereas * indicate statistically significant results according to a Wilcoxon test (comparing FFN and RES). Our proposed RES model outperforms the other baseline methods in most experiments.

| method | notes | mass | material | position | velocity | total | accuracy |
|--------|-------|------|----------|----------|----------|-------|----------|
| PIM    | o.o.d. test | 0.1504±0.0000 | 0.0605±0.0000 | 0.3046±0.0000 | 0.2229±0.0000 | 0.2450±0.0000 | 0.1667±0.0000 |
| LIN    | o.o.d. test | 0.0466±0.0000 | 0.0250±0.0000 | 0.1880±0.0000 | 0.1509±0.0000 | 0.1479±0.0000 | 0.2348±0.0003 |
| FFN    | o.o.d. test | 0.0121±0.0000 | 0.0129±0.0000 | 0.0487±0.0014 | 0.0433±0.0010 | 0.0408±0.0008 | 0.4964±0.0480 |
| RES    | o.o.d. test | *0.0108±0.0003 | 0.0127±0.0002 | *0.0386±0.0015 | 0.0428±0.0004 | *0.0364±0.0009 | 0.4887±0.0160 |
| FFN    | o.o.d. test, +labels | 0.0122±0.0001 | 0.0136±0.0004 | 0.0500±0.0002 | 0.0433±0.0004 | 0.0416±0.0010 | 0.5306±0.0673 |
| RES    | o.o.d. test, +labels | *0.0107±0.0008 | 0.0136±0.0002 | *0.0372±0.0012 | 0.0426±0.0011 | *0.0358±0.0007 | 0.5311±0.0548 |
| FFN    | o.o.d. test, single | 0.0083±0.0003 | 0.0098±0.0002 | 0.0423±0.0009 | 0.0409±0.0007 | - | 0.4720±0.0417 |
| RES    | o.o.d. test, single | 0.0083±0.0008 | *0.0090±0.0003 | *0.0364±0.0024 | 0.0422±0.0004 | - | *0.5165±0.0349 |

Figure 5. Overview of collision outcomes in impact angle – impact velocity space. Each datapoint represents a simulation in our SPH dataset. Colors indicate major outcome regimes: erosion (grayish), accretion (reddish), and hit-and-run (greenish). Each regime is further divided into sub-categories, depending on remnant masses. The contour overlay indicates collision statistics in a realistic dynamical environment, obtained from N-body simulations by Burger et al. (2020b), see Section 2.1.1. Contour levels correspond to iso-proportions of the density (in 10 per cent steps).

The baseline, also illustrated in Fig. 6. In general, our deep learning models generalize well to the o.o.d. test set, indicating that they might even generalize beyond our covered parameter space (Table 1). RES consistently outperforms the FFN baseline in terms of RMSE on the o.o.d. test set.

We do not observe performance gains when using intermediate states as additional labels during training. We observe a shrinkage effect (regression to the dataset mean) in model predictions when using intermediate states, which may harm performance measured on the final state. Moreover, non-converged intermediate states may have a relatively high labelling noise due to the discretization into remnants, potentially making intermediate states more difficult to predict compared to final states. We also believe that intermediate macro states are somewhat redundant, unless operating on a microscopic scale, i.e., directly learning from SPH particle representations or similar.

Direct prediction of final states with FFNs only allows analysis of hidden representations, which are typically too abstract to interpret due to their high-dimensional, learned nature. In addition to the

Figure 6. Learning curves depicting the training, validation, and test performance for our multi-task objective. RMSE is measured on the final state (t = T). Shaded regions indicate the minimum and maximum performance over the 5 cross-validation folds. Performance increases significantly during the first 1000 epochs before converging. RES significantly outperforms the FFN baseline.
Table 6: Number of learnable parameters and number of optimized hyperparameters of our methods, as well as typical computation times for data generation, training, and inference on the same hardware (GPU: Nvidia GTX 1080Ti). \( \tau_d \) and \( \tau_f \) are the average computation times for generating one datapoint and model inference for one datapoint, whereas \( \tau_t \) is the total wall-clock training time for 5 folds, each having 5000 epochs. The required time for data generation is \( \tau_D = N \times \tau_d \) and takes the largest part of the overall computational budget. \( s_h \) is the number of RES model steps taken per simulated hour.

| method | #param | #hyper | \( \tau_d \) | \( \tau_f \) | \( \tau_t \) |
|--------|--------|--------|--------------|--------------|--------------|
| PIM    | 0      | 0      | -            | -            | <1 s         |
| LIN    | 729    | 0      | 0.75 h       | <1 s         | <1 s         |
| FFN    | 22203  | 2      | 0.75 h       | 11.95 h      | <1 s         |
| RES, \( s_h = 1 \) | 64417 | 3      | 0.75 h       | 33.51 h      | <1 s         |
| RES, \( s_h = 2 \) | 64417 | 3      | 0.75 h       | 44.78 h      | <1 s         |
| RES, \( s_h = 3 \) | 64417 | 3      | 0.75 h       | 56.45 h      | <1 s         |
| RES, \( s_h = 4 \) | 64417 | 3      | 0.75 h       | 66.74 h      | <1 s         |
| SPH    | 0      | -5     | -            | -            | 0.75 h       |

3.2.2 Efficiency

We report the required computational resources of our methods in Table 6. As expected, PIM marks one extremum of the accuracy-speed trade-off, requiring the least amount of computational resources. On the other hand, SPH marks the other extremum, scaling badly with \( m \) (see Section 2.2.6). ML models cover intermediate trade-off regions, depending on the model class and hyperparameter choices. ML models are approximately 4 magnitudes faster in inference compared to SPH (both running on a single GPU), allowing ML models to be efficiently used in large-scale planetary evolution simulations. Considering the results from Table 6, for our deep learning models it holds that \( N \times \tau_d \gg \tau_f \gg N \times \tau_t \) for \( N = 10164 \). This indicates that the most effective way to save computation when using ML is by requiring less training data, i.e., small \( N \). However, using less data will inevitably lead to worse performance in terms of RMSE and to degrading generalization.

Therefore, we perform ablation studies using different training dataset sizes to investigate data-efficiency of our deep learning models and report the corresponding o.o.d. test performances in Table 7. The results indicate that RES requires 50 per cent less data to achieve comparable performance to the FFN baseline. In other words, using RES is much more efficient than the FFN baseline in the case of comparable performance. Once trained, ML methods are practically as fast as PIM, while maintaining high prediction accuracy.

Table 6 also summarizes the number of learnable parameters and the number of model class hyperparameters of all collision treatment methods we studied in this work. ML training requires additional hyperparameters such as \( b_s, \eta, wd, \) and \( g_{\text{grad}} \). The number of learnable parameters for LIN is fully determined by the ML task, i.e., the dimensions of input and label vectors. For deep learning methods, the number of learnable parameters depends on the hyperparameter choices that ultimately define model architectures. We optimize hyperparameters w.r.t. validation performance and perform extensive ablation studies for both FFN and RES to verify their optimal hyperparameters. We consider the reported model capacities (i.e. the number of learnable parameters) to be optimal in terms of validation performance for our data. We find that the optimal FFN architecture requires less learnable parameters compared to the optimal RES architecture. In particular, increasing FFN’s size does not improve its prediction performance anymore. We refer to Appendix B2 for more details about hyperparameters. The number of hyperparameters for the direct-SPH method accounts for the most important method-specific aspects such as the smoothing length and settings related to the equation of state of the simulated material.

We study the effects of multi-task learning and single-task learning on model performance and report ablation studies in Table 5. Multi-task learning is computationally more efficient by design (i.e., prediction speed and required parameters), requiring only a single model for predicting several different modalities. However, we observe a performance decrease when comparing multi-task learning (1 model with 4 tasks) to single-task learning (4 models, each with 1 task) in favor of single-task learning for both FFN and RES. We perform statistical significance tests (Wilcoxon) between single-task and multi-task experiments. We find single-task significantly \((p < 0.05)\) outperforms multi-task for almost all sub-tasks for both FFN and RES. Two exceptions are performances for the position and velocity tasks on the o.o.d. test set for the RES model. We conclude that our hypothesis of improved generalization due to mutual benefit via exploiting shared representations does not hold in our experiments. Since we optimized model hyperparameters for the multi-task setting, single-task models might be even better with further finetuning. RES outperforms FFN in 4/4 sub-tasks for multi-task learning, but only in 2/4 for single-task learning, indicating that RES benefits a bit more from multi-task learning.

We verify that our regression-approach is suited to perform classification of different collision scenarios as a postprocessing step, avoiding the need for two-step classification-regression approaches. Classification accuracies are calculated on top of regression results w.r.t. the 6 different classes as defined in Table 4. Balanced accuracies are reported in Table 5. Figure 7 visualizes predicted collision outcomes based on predicted masses of the largest and 2nd-largest remnants.

We observe that our ML models typically tend to mispredict actual accretion scenarios as hit-and-run, ultimately resulting in misclassifications in postprocessing. This is pronounced for low-velocity (close
to $v_{\text{esc}}$) collisions, and particularly for lower impact angles ($\lesssim 30^\circ$), and directly visible when comparing Fig. 5 and Fig. 7. We assume that this mistreatment stems from the relative under-representation of accretion scenarios in our data (see Table 4), which results in models having poor classification performance for the respective scenarios. This is a common problem in imbalanced classification tasks and can be tackled with different approaches such as generating more data for under-represented classes, oversampling of under-represented classes, regularizing the model during training, or introducing problem-specific model architectures. Note that the balanced accuracy score succeeds in reflecting the reduced classification performance on under-represented classes. In contrast, the unbalanced accuracy score typically tends to be much higher, since under-represented classes are not accounted for properly.

4 CONCLUSION

We perform $N$-body and SPH simulations to tackle the problem of accurate and fast treatment of planetary collisions with ML methods. We use the SPH data to employ a simple but problem adapted ML model for predicting masses, material fractions, positions, and velocities of the two largest post-collision remnants and the remaining debris. Our model helps modeling of temporal dynamics by evolving system states in an autoregressive manner, which closely resembles the data-generating process. The model allows for flexible prediction of post-collision states at different times and can be employed for collision treatment within existing $N$-body simulation frameworks.

We summarize our experiment results by comparing the performance of our two best methods, the FFN baseline and our proposed RES model, for all experiments on the respective test sets. We count a total of 24 comparisons. RES outperforms FFN in 20/24 cases. In 13/20 cases for RES and 0/4 cases for FFN, improvements are statistically significant ($p < 0.05$). Moreover, RES is also more data-efficient, achieving similar performance while requiring approximately half as much data compared to FFN. Although multi-task learning is more computationally efficient than single-task learning, we do not observe improved generalization induced by shared representations.

We demonstrate that the FFN baseline is outperformed by our RES model due to its problem-adapted algorithmic bias (i.e. its autoregressive structure), which is better suited for modeling the underlying physical processes in planetary collisions over time (see also Sect. 2.2.2). The optimal RES architecture requires more learnable parameters than the optimal FFN architecture because RES consists of three neural network modules, whereas FFN consists of only one module. However, we find that increasing FFN’s size does not increase its performance anymore. This finding indicates that the performance improvement from RES originates from its better algorithmic bias rather than from its relatively larger number of learnable parameters. Moreover, the superiority of RES is apparent in both our own data and data from Timpe et al. (2020b), indicating a general trend rather than a data-specific effect.

Measuring the actual effects of systematic errors induced by ML model predictions still remains an open topic in the context of planetary formation and evolution modeling. Thus, a natural follow-up work could be to test various ML methods for collision treatment in such simulations.

Beyond studying the basic task of collision outcome prediction, our data and methods also open up further interesting lines of research related to planet formation in general. This includes studying inverse problems or focusing on specific collision scenarios (Canup et al. 2012; Chau et al. 2018). Other possible directions are the extension of our methods to different regimes such as small bodies or objects including (proto-)atmospheres, probably requiring to extend the underlying physics model. The latter can include more sophisticated equations of state for more realistic thermodynamics and advanced models for material strength to accurately simulate solid-body behavior.

ML models might benefit from learning directly based on microscopic representations, i.e., fragments or even down to the SPH particle level, and thereby improve aspects regarding generalization and interpretability. Incorporating certain aspects like symmetries, conserved quantities, and sophisticated numerical approaches that have been developed in recent years (Alet et al. 2021; Satorrás et al. 2021; Brandstetter et al. 2022; Hoedt et al. 2021; Chen et al. 2020) could be promising directions for further improvements of ML architectures. For example, graph neural networks (GNNs; Scarselli et al. 2009; Defferrard et al. 2016; Kipf & Welling 2017) and regression forests (Ho 1995) have been successfully applied to the approximation of numerical simulations (Sanchez-Gonzalez et al. 2020; Martinikus et al. 2020; Pfaff et al. 2020; Mayr et al. 2021; Ladicky et al. 2015). Efficient ML approaches begin to replace traditional PDE solvers in the context of hydrodynamic simulations (Li et al. 2020a,b). Residual neural networks (He et al. 2016) showed promising results in modelling complex dynamical processes by formulating the neural network layer-structure as a continuous-depth model (Queiruga et al. 2020) in the context of neural ODEs (Chen et al. 2018; Kidger 2022). ML methods allow accurate collision modeling at scale, while at the same time being orders of magnitude faster compared to classical, non data-driven approaches.
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APPENDIX A: SPH DATASET DETAILS

A1 Technical details

We use three Nvidia GeForce GTX1080 Ti (11 GB) GPUs for the generation of SPH collision data. The total computation time can be split up into preprocessing, SPH simulations, and postprocessing. Preprocessing and postprocessing are performed on the CPU, whereas SPH simulations are performed on the GPU. The average computation times per simulation (average over 10164 simulations) in these categories are 169 sec, 42 min, and 4.8 sec using a single GPU, which resulted in approximately 317 GPU days for the entire SPH dataset. Similar computation times hold for the $N$-body dataset (see Section 2.1.1) from Burger et al. (2020b).

The relatively large number of datapoints (one datapoint corresponds to one simulation) does not allow for high-resolution runs due to hardware limitations. We perform data reduction on the fly to significantly reduce the memory footprint from approximately 200 TB of raw data. After postprocessing, individual simulation runs require less than 2 MB of storage space. The complete dataset requires about 12.2 GB of storage space.

We performed a total of 10794 SPH simulations. 630 of those runs failed, mostly because they ran into numerical issues either in the setup script or during the actual simulation with miluphcuda. The density of failed runs is higher in the disruption regime compared to other regimes due to excessively small timesteps (via the adaptive time integration). This tends to be more likely in the disruption regime, where very high pressures are more common. We end up with 10164 valid simulations for our dataset. Note that due to the inhomogeneous distribution of invalid simulations, also the distribution of valid simulations is somewhat inhomogeneous, leading to a slightly worse coverage of high-velocity, low-impact-angle scenarios (see Fig. A1). We keep configuration files of invalid simulations for possible future data analysis.

A2 Pre-collision spin

Let us consider a single rotating body, consisting of $n$ SPH particles. The rotation axis can either be defined in spherical coordinates (radius $r$, azimuth $\phi$, polar angle $\theta$) or in Cartesian coordinates ($x$, $y$, $z$):

$$x = r \cos(\phi) \sin(\theta)$$  \hspace{1cm} (A1)

$$y = r \sin(\phi) \sin(\theta)$$  \hspace{1cm} (A2)

$$z = r \cos(\theta)$$  \hspace{1cm} (A3)

In our case, $r$ is either the length of the angular momentum vector $\mathbf{L}$, or the rotation period $P_{\text{rot}}$. 

---

Figure A1. Distribution of invalid simulation runs. The chance that miluphcuda suffers from numerical issues is increased for collision scenarios with high velocities and low impact angles.
Table B1: Model-class hyperparameters for deep learning collision treatment approaches. Hyperparameters are optimized w.r.t. validation performance.

\[
\tilde{L} = \sum_{i=1}^{n} \tilde{r}_i \times (m_i \tilde{v}_i)
\]

(A4)

Here, \(m_i, \tilde{r}_i,\) and \(\tilde{v}_i\) refer to the masses, positions, and velocities of individual SPH particles w.r.t. the barycenter of the object. The critical rotation period \(P_{\text{rot,crit}}\) is defined such that a test mass at the surface of the (idealized spherical) body is weightless according to Kepler’s 3rd law:

\[
P_{\text{rot,crit}} = \sqrt{\frac{4\pi^2 r^3}{G m}} = \frac{2\pi}{\omega_{\text{crit}}}
\]

(A5)

Here, \(r, m,\) and \(G\) refer to the object radius, its mass, and the gravitational constant. For dataset generation, the rotation speed (angular velocity) \(\omega\) is randomly sampled between \(\omega = 0\) and \(\omega = 0.2 \times \omega_{\text{crit}},\) whereas the rotation axis is randomly sampled in Cartesian coordinates.

**APPENDIX B: MACHINE LEARNING**

**B1 Rotation equivariance**

An optional rotation module can be used as a pre- and postprocessing step. The module rotates the system in the three-dimensional domain, making the ML models equivariant to rotations. Thus, the models are geometrically consistent and do not require to spend their capacity on learning to be rotation equivariant. We propose to rotate and de-rotate the entire system before and after applying learnable modules.

\[
y_0^0 = \text{rot}(y_0^0, R_i)
\]

(B1)

\[
y_2^T = f(y_1^T, T, \Phi)
\]

(B2)

\[
y_2^T = \text{rot}(y_1^T, R_i^{-1})
\]

(B3)

\(\text{rot}\) refers to the rotation module, \(f\) is an ML model with its respective learnable parameters \(\Phi,\) \(\hat{y}\) refers to systems with any orientation, whereas \(y\) have a fixed orientation. We calculate a rotation matrix \(R_i\) for each datapoint such that the system is rotated into a fixed basis. The pre-rotation basis is given via the impact geometry and is calculated as follows (see Fig. 3):

\[
\hat{e}_0 = \hat{\nu} \\
\hat{e}_1 = \frac{\hat{e}_0 \times \hat{r}}{||\hat{e}_0 \times \hat{r}||} \\
\hat{e}_2 = \frac{\hat{e}_0 \times \hat{e}_1}{||\hat{e}_0 \times \hat{e}_1||}
\]

(B4)

\(\hat{v}\) and \(\hat{r}\) are the relative velocity and relative distance vectors between the projectile and the target. The rotation matrix \(R_i\) is chosen as the inverse of the pre-rotation basis:

\[
R_i = \begin{pmatrix} e_{00} & e_{01} & e_{02} \\ e_{10} & e_{11} & e_{12} \\ e_{20} & e_{21} & e_{22} \end{pmatrix}^{-1}
\]

(B5)

The rotation module can be easily embedded into ML frameworks for collision treatment.

**B2 Miscellaneous**

Table B1 summarizes optimized hyperparameters for our deep learning models. Formally, model architectures can also be interpreted as hyperparameters. We tested a handful of different possible architectures and performed ablation studies before settling on the best-performing architecture, which is presented in the main text. For FFN we tested a residual neural network approach and different activation functions.

We studied LSTMs (Hochreiter & Schmidhuber 1997; Hochreiter 1998; Gers et al. 1999) in depth and investigated the following setups:

- Direct prediction of final states without Euler updates for studying performance of direct predictions versus relative predictions.
- LSTM without forget gate for mitigating the vanishing gradient problem.

We also investigated several different graph neural network architectures (GNNs; Scarselli et al. 2009; Defferrard et al. 2016; Kipf & Welling 2017). Our best architecture was a latent GNN (Dong et al. 2019) which slightly outperformed the FFN baseline. For the GNN we investigated several architecture variations that use the initial SPH representation in combination with clustering approaches. These variations were mostly inspired by the architecture of Sanchez-Gonzalez et al. (2020). Increasing the number of graph nodes may require hierarchical graph structures (Martinkus et al. 2020; Rampasek & Wolf 2021) to account for learning long-range interactions such as gravity.
Figure B1. Visualization of predicted intermediate states (in red) of our RES model for 4 different datapoints of the o.o.d. test set. Each plot depicts two predicted trajectories, where one corresponds to the largest remnant (solid) and the other one to the 2nd-largest remnant (dotted). Final positions are indicated by red dots (predictions) and black crosses (ground truth). Ground truth initial positions are indicated by the starting point of the respective predicted trajectories. Final velocity vectors (for both prediction and ground truth) are indicated by blue arrows for all objects. Note that projectiles are flying into the negative y-direction initially and the x-y plane is the main collision plane. The labels indicate the initial conditions (mass in units of $10^{25}$ kg, cf. Table 1). We find that z-components (which are caused by rotating bodies) were quite significant in many simulations. Prediction performance in the z-component is comparable to the x- and y components. We observe spatio-temporally continuous transitions from initial to final states, possibly indicating a correlation to the temporal evolution of the physical system to a certain extent. The first 4 panels were cherry-picked for predicted positions in the x-y plane. The last 2 panels visualize typical failure cases of model predictions, where positions and velocities of the 2nd-largest remnants are poorly approximated.
Table B2: Training and validation performance (RMSE and balanced accuracy, both measured on the final state) of different approaches for planetary collision treatment. Classification is performed as a postprocessing step on top of predicted masses. We assume the SPH simulation data to be the ground truth. For single-task learning (lower half of the table), each entry corresponds to the performance of individually trained ML models and column headers indicate optimized tasks, respectively. We use data from Timpe et al. (2020b) to obtain results in the lower half. Best results are indicated in bold, whereas * indicate statistically significant results according to a Wilcoxon test (comparing FFN and RES). Our proposed RES model outperforms the other baseline methods in most experiments.

Table B3: Performance of provided pre-trained models.

For the weight-tied residual network RES we tested state updates via the Bulirsch-Stoer method (Stoer & Bulirsch 1980; Press et al. 1992) instead of the classical Euler update, but we did not observe any improvements.

Preliminary investigation of predicted water mass fractions did not allow for in-depth analysis of generalization to the low-water-content regime (i.e., $\xi_{\text{water}} < 0.1$), because model predictions were too inaccurate.

We summarize the training and validation performance of our experiments in table Table B2. Results are consistent with the corresponding test results, which can be found in Table 5.

We provide pre-trained FFN and RES models for direct integration into existing N-body frameworks. We train these models using the entire development set (i.e., training + validation data) and report their performance in Table B3.

B3 Incorporation of ML models into N-body frameworks

All our models can in principle be employed for collision treatment within existing N-body simulation frameworks. In the following we list some important aspects related to implementation and technical details thereof:

- As our data is highly imbalanced (see Fig. 5 and Table 4), different use cases might require re-training the ML model using different data subsets. This benefit might be especially true for classification accuracy, which is sensitive to class-imbalances. Note that using the entire dataset might lead to miss-classifications of collision outcome types (e.g. compare Fig. 5 vs. Fig. 7). Also, depending on the use case, one might want to incorporate additional restrictions (such as imposing conservation laws) as post-processing step on top of model predictions. Further details are elaborated in Section 2.2.1.
- Our models require consistent input features, produced by collisions that lie within our parameter space as defined in Table 1. Having consistent input features also includes applying the identical preprocessing pipeline (e.g. the numerical scaling of features) in analogy to the preprocessing pipeline that is used for model training. We believe that producing consistent input features is the most error-prone process when implementing ML methods for collision treatment. For sophisticated frameworks or if o.o.d. datapoints are expected to be common, one may even consider applying anomaly detection methods to check for potential invalid inputs.
- Note that we define the onset of the collision process before objects come in direct contact in order to include tidal effects. This should be
considered for triggering collision events in N-body frameworks. We propose taking two measurements, one when tidal interaction begins, and another one once the objects come into direct contact (cf. Fig. 3). We initialize the colliding bodies at a distance of $d_{\text{initial}} = f_i \times (R_t + R_p)$. $R_t$ and $R_p$ are the target and projectile radii, while the initial distance factor $f_i$ is a hyperparameter (between $f_i = 3$ and $f_i = 7$ for our data). Therefore, reasonable estimates of $R_t$ and $R_p$ might be required to define the first measurement in N-body simulations.

- Collisions can happen at arbitrary orientations. We provide a rotation module to account for rotation-equivariance of our ML models. We recommend re-training ML models using data augmentation (i.e., randomly rotating the systems) in combination with the rotation module as a sanity check for guaranteeing rotation-equivariance. Note that all ML models in this paper were trained without using the rotation module, i.e., projectiles flying into the negative y-direction initially, where the main collision plane is the x-y plane. Our data preprocessing is also specifically adjusted for this fixed-orientation setup, i.e., different axes getting scaled differently in order to account for the variability in the respective directions.

- Our ML models can be ran on CPUs if using GPUs is unfeasible or none are available. We estimate that CPU inference times $\tau_{\text{inference}, \text{ML}}$ are on the order of 1-10 s.

- As discussed in Sect. 2.2.5, extracting reliable post-collision rotation states from our data remains an open issue, potentially restricting the full usability of our ML models in N-body simulations, specifically for full tracking of rotation states over several collisions. However, once post-collision rotation states can be extracted reliably from collision simulations, they can be easily incorporated into our multi-task regression objective.
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