QUIVER SCHUR ALGEBRAS AND KOSZUL DUALITY

RUSLAN MAKSIMAU

Abstract. We prove that the category of graded finitely generated representations of the cyclotomic quiver Schur algebra is a Koszul category.
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1. Introduction

Let $e$, $l$ be integers, $e > 1$, $l > 0$. Let $\Gamma$ be the cyclic quiver of type $\hat{A}_{e-1}$ and let $I$ be the set of its vertices. To each $d \in \mathbb{N}$ and each tuple $s \in (\mathbb{Z}/e\mathbb{Z})^I$ we associate a cyclotomic $q$-Schur algebra $S^s_d$. This algebra admits a block decomposition $S^s_d = \bigoplus_d S^s_d$, where $d$ runs over the set of elements $d = \sum_{i \in I} d_i \cdot i \in \mathbb{N}I$ such that
The algebra $S^e_d$ is quasi-hereditary and the standard modules are the Weyl modules. The Weyl modules are labelled by a subset $P^l_d$ of the set $P^l_d$ of $l$-partitions of $d$. By [22], [24] we can identify the category $\text{mod}(S^e_d)$ of finite dimensional $S^e_d$-modules with a highest weight subcategory $\text{A}$ of a parabolic category $\mathcal{O}$ of $\mathfrak{g}_N$ at negative level for some $N \in \mathbb{N}$, see Theorem 2.38. The category $\text{A}$ has a Koszul grading by [20] Thm. 6.4. In Section 2.9 we define a class of gradings on $S^e_d$ that we call admissible gradings. An example of such grading is given in [28]. We fix an admissible grading of $S^e_d$. It yields a grading of the category $\text{mod}(S^e_d)$. It is natural to ask whether this grading coincides with the Koszul grading of $\text{A}$.

In Section 2.17 we define a basic graded algebra $\mathcal{S}^e_d$ which is graded Morita equivalent to $S^e_d$. Let $\mathcal{S}^O$ be the endomorphism algebra of the minimal projective generator of $\text{A}$ (equipped with the Koszul grading). We will prove the following result, see Theorem 2.47.

**Theorem 1.1.** There exists a graded algebra isomorphism $\mathcal{S}^e_d \simeq \mathcal{S}^O$. □

The proof of the theorem is inspired by [12] and [28]. It is essential to calculate the graded multiplicities of the simple modules in the parabolic Verma modules in $\mathcal{O}$. This is done in Appendix A.

After this paper was written we received a copy of Webster’s paper [32] where a similar statement as Theorem 1.1 is announced.

## 2. Quiver Schur algebras and Koszul duality

Let $k$ be a field of characteristic zero. All functors between additive (resp. $k$-linear) categories are supposed to be additive (resp. $k$-linear). Let $e$, $l$ be integers, $l > 0$, $e > 1$. Fix a tuple $s = (s_1, \cdots, s_l)$ of elements of $\mathbb{Z}/e\mathbb{Z}$. For each $\mathbb{Z}$-graded finite dimensional $k$-vector space $V$, let $\dim_q V \in \mathbb{N}[q, q^{-1}]$ be its graded dimension, i.e., $\dim_q V = \sum_{g \in \mathbb{Z}} (\dim V_g) q^g$.

### 2.1. Graded categories.

For any noetherian ring $A$, let $\text{mod}(A)$ be the category of finitely generated left $A$-modules. For any noetherian $\mathbb{Z}$-graded ring $A$, let $\text{grmod}(A)$ be the category of $\mathbb{Z}$-graded finitely generated left $A$-modules. The morphisms in $\text{grmod}(A)$ are the morphisms which are homogeneous of degree zero.

**Definition 2.1.** A $\mathbb{Z}$-category (or a graded category) is an additive category $\mathcal{C}$ with a fixed autoequivalence $T : \mathcal{C} \to \mathcal{C}$. We call $T$ the shift functor. For each $X \in \mathcal{C}$ and $n \in \mathbb{Z}$, we set $X(n) = T^n(X)$. A functor of $\mathbb{Z}$-categories is a functor commuting with the shift functor.

For a graded noetherian ring $A$ the category $\text{grmod}(A)$ is a $\mathbb{Z}$-category where $T$ is the shift of grading, i.e., for $M = \bigoplus_{n \in \mathbb{N}} M_n \in \text{grmod}(A)$, $k \in \mathbb{Z}$, we have $T(M)_k = M_{k-1}$.

**Definition 2.2.** Let $\mathcal{C}$ be an abelian category. We say that an abelian $\mathbb{Z}$-category $\mathcal{C}$ is a graded version of $\mathcal{C}$ if there exists a functor $F_\mathcal{C} : \mathcal{C} \to \mathcal{C}$ and a graded noetherian ring $A$ such that we have the following commutative diagram, where the horizontal arrows are equivalences of categories and the top horizontal arrow is a functor of $\mathbb{Z}$-categories

$$
\begin{array}{c}
\mathcal{C} & \longrightarrow & \text{grmod}(A) \\
F_\mathcal{C} \downarrow & \text{forget} & \downarrow \\
\mathcal{C} & \longrightarrow & \text{mod}(A).
\end{array}
$$
In the setup of Definition 2.2 we say that the object $\overline{X} \in \mathcal{C}$ is a graded lift of the object $X \in \mathcal{C}$ if we have $F\mathcal{C}(\overline{X}) \simeq X$. For objects $X,Y \in \mathcal{C}$ with fixed graded lifts $\overline{X},\overline{Y}$ the $\mathbb{Z}$-module $\text{Hom}_\mathcal{C}(X,Y)$ admits a $\mathbb{Z}$-grading given by $\text{Hom}_\mathcal{C}(X,Y)_n = \text{Hom}_\mathcal{C}(X(\langle n \rangle),Y)$. In the sequel we will often denote the object $X$ and its graded lift $\overline{X}$ by the same symbol.

**Definition 2.3.** We say that an abelian category is **gradable** if it has a graded version in sense of Definition 2.2. For two gradable abelian categories $\mathcal{C}_1, \mathcal{C}_2$ with graded versions $\overline{\mathcal{C}}_1, \overline{\mathcal{C}}_2$ we say that the functor of $\mathbb{Z}$-categories $\overline{\Phi} : \overline{\mathcal{C}}_1 \rightarrow \overline{\mathcal{C}}_2$ is a graded lift of a functor $\Phi : \mathcal{C}_1 \rightarrow \mathcal{C}_2$ if $F\mathcal{C}_2 \circ \overline{\Phi} = \Phi \circ F\mathcal{C}_1$. We say that $\mathcal{C}_1$ and $\mathcal{C}_2$ are **equivalent as gradable categories** if there exists a commutative diagram

$$
\begin{array}{ccc}
\overline{\mathcal{C}}_1 & \longrightarrow & \overline{\mathcal{C}}_2 \\
F\mathcal{C}_1 \downarrow & & \downarrow F\mathcal{C}_2 \\
\mathcal{C}_1 & \longrightarrow & \mathcal{C}_2
\end{array}
$$

such that the horizontal arrows are equivalences of categories and the top horizontal arrow is a functor of $\mathbb{Z}$-categories.

**2.2. Koszul duality.** For an abelian category $\mathcal{A}$, let $D^b(\mathcal{A})$ denote the associated bounded derived category. If $\mathcal{A}$ is an abelian category with a graded version $\overline{\mathcal{A}}$, let $[\overline{\mathcal{A}}]$ be the Grothendieck group of $\overline{\mathcal{A}}$, i.e., the $\mathbb{Z}$-module with generators $[M]$, $M \in \overline{\mathcal{A}}$, and relations

$$
[X] + [Z] = [Y] \quad \forall \text{ exact sequence } 0 \rightarrow X \rightarrow Y \rightarrow Z \rightarrow 0 \text{ in } \overline{\mathcal{A}}.
$$

It admits a $\mathbb{Z}[q,q^{-1}]$-module structure given by

$$
q[M] = [M(1)] \quad \forall M \in \overline{\mathcal{A}}.
$$

Note that $[\overline{\mathcal{A}}]$ coincides with the Grothendieck group of the triangulated category $D^b(\overline{\mathcal{A}})$.

Let $A = \bigoplus_{n \geq 0} A_n$ be an $\mathbb{N}$-graded $k$-algebra such that $A_0$ is semisimple. We identify $A_0$ with the left graded $A$-module $A_0 \simeq A/\oplus_{n>0} A_n$.

**Definition 2.4.** The graded algebra $A$ is **Koszul** if the left graded $A$-module $A_0$ admits a projective resolution $\cdots \rightarrow P^2 \rightarrow P^1 \rightarrow P^0 \rightarrow A_0$ such that $P^k$ is generated by its degree $k$ component.

If $A$ is Koszul, we consider the graded $k$-algebra $A' = \text{Ext}^\ast_A(A_0,A_0)^{\text{op}}$ and we call it the **Koszul dual algebra** to $A$. Here $(\cdot)^{\text{op}}$ means the algebra with the opposite product. If $\overline{\mathcal{A}} = \text{grmod}(A)$, we write $\overline{A} = \text{grmod}(A')$ and we call it the **Koszul dual category** of $\overline{\mathcal{A}}$. We write also $A' = \text{mod}(A')$.

For a graded noetherian ring $A$ we abbreviate $\overline{D}^b(A) = D^b(\text{grmod}(A))$. Let $[\cdot]$ denote the shift of the cohomological degree. The following is well-known, see [3 Thm. 2.12.5, 2.12.6].

**Theorem 2.5.** Let $A$ be a Koszul $k$-algebra. Assume that $A$ and $A'$ are finite dimensional. Then, the following hold.

(a) The algebra $A'$ is also Koszul and there is a graded algebra isomorphism $(A')^\ast \simeq A$.

(b) There is an equivalence of categories $K : \overline{D}^b(A) \rightarrow \overline{D}^b(A')$ such that $K(M(\langle n \rangle)) = K(M)(\langle -n \rangle)[-n]$. $\square$

For a $\mathbb{Z}[q,q^{-1}]$-module $L$, let $\tilde{L}$ be the $\mathbb{Z}[q,q^{-1}]$-module isomorphic to $L$ as a $\mathbb{Z}$-module such that $q$ acts on $\tilde{L}$ in the same way as $-q^{-1}$ acts on $L$. 
Corollary 2.6. Assume that $A$ is Koszul and that $A$, $A'$ are finite dimensional. There is a $\mathbb{Z}[q,q^{-1}]$-module isomorphism $[\text{grmod}(A)] \rightarrow [\text{grmod}(A')], [M] \mapsto [K(M)], \forall M \in D'(A)$, where $K$ is as in Theorem 2.3. \qed

2.3. Graded highest weight categories. Let $C$ be an abelian category which is equivalent to the category $\text{mod}(A)$ for a finite dimensional $k$-algebra $A$ and let $(\Lambda, \leq)$ be a finite poset. Let $\Delta = \{\Delta(\lambda); \lambda \in \Lambda\}$ be a family of objects in $C$.

Definition 2.7. The pair $(C, \Delta)$ is a highest weight category if

(a) if $\text{Hom}_C(\Delta(\lambda), M) = 0$ for each $\lambda \in \Lambda$, then $M = 0$, 

(b) for each $\lambda \in \Lambda$, there is a projective object $P(\lambda) \in C$ and a surjection $f : P(\lambda) \rightarrow \Delta(\lambda)$ such that $\text{Ker}(f)$ has a (finite) filtration whose successive quotients are objects of the form $\Delta(\mu)$ with $\mu > \lambda$. 

(c) for each $\lambda \in \Lambda$, we have $\text{End}_C(\Delta(\lambda)) = k$. 

(d) for each $\lambda, \mu \in \Lambda$ such that $\text{Hom}_C(\Delta(\lambda), \Delta(\mu)) \neq 0$, we have $\lambda \leq \mu$. 

We call the objects $\Delta(\lambda)$’s the standard objects.

For each $\lambda \in \Lambda$, the module $\Delta(\lambda)$ has a unique simple quotient $L(\lambda)$. Let $\nabla(\lambda)$ be the costandard object with parameter $\lambda$, see [24] Prop. 2.1]. 

Now, assume that the $k$-algebra $A$ is $\mathbb{Z}$-graded. In addition, we make the following assumption :

(a) for each $\lambda \in \Lambda$, the modules $\Delta(\lambda)$, $\nabla(\lambda)$, $P(\lambda)$, $L(\lambda)$ admit graded lifts.

By definition, we have $\dim \text{Hom}_C(\Delta(\lambda), L(\lambda)) = \dim \text{Hom}_C(P(\lambda), L(\lambda)) = 1$ for each $\lambda \in \Lambda$. Moreover, we have $\dim \text{Hom}_C(L(\lambda), \nabla(\lambda)) = 1$, see [7, Sec. A.1]. We fix graded lifts of $P(\lambda)$, $\Delta(\lambda)$, $L(\lambda)$, $\nabla(\lambda)$ such that each morphism $P(\lambda) \rightarrow \Delta(\lambda)$, $\Delta(\lambda) \rightarrow L(\lambda)$, $L(\lambda) \rightarrow \nabla(\lambda)$ is homogeneous of degree 0.

Set $\overline{C} = \text{grmod}(A)$. Let $M, L \in \overline{C}$, with $L$ irreducible. Let $[M : L]$ be the multiplicity of $L$ in a (graded) Jordan-Hölder series of $M$. Write

$$[M : L]_q = \sum_{k \in \mathbb{Z}} [M : L(k)]q^k \in \mathbb{N}[q,q^{-1}].$$

Let $\overline{C}^{\Delta}$ be the full subcategory of objects of $\overline{C}$ that have a finite filtration by the graded modules of the form $\Delta(\lambda)(k)$ for $\lambda \in \Lambda$, $k \in \mathbb{Z}$. We will refer to such filtration as a graded $\Delta$-filtration. Assume that $M \in \overline{C}^{\Delta}$. Let $(M : \Delta(\lambda)(k))$ be the multiplicity of $\Delta(\lambda)(k)$ in a graded $\Delta$-filtration of $M$. A standard argument shows that this multiplicity is independent of the choice of a graded $\Delta$-filtration. Set also

$$(M : \Delta(\lambda))_q = \sum_{k \in \mathbb{Z}} (M : \Delta(\lambda)(k))q^k \in \mathbb{N}[q,q^{-1}].$$

Lemma 2.8. Assume that (a) holds. An object $M \in \overline{C}$ is graded $\Delta$-filtered if and only if $\text{Ext}^1_C(M, \nabla(\lambda)) = 0$ for each $\lambda \in \Lambda$.

Proof. The only if part follows from [7] Prop. A2.2 (iii)]. Now, let us prove the if part. Assume that $\text{Ext}^1_C(M, \nabla(\lambda)) = 0$ for each $\lambda \in \Lambda$. We want to prove that $M \in \overline{C}^{\Delta}$. We will prove the statement by induction on the length of a Jordan-Hölder series of $M$. If $M = 0$, the statement is trivial. Now, assume that $M \neq 0$. Let $\lambda_0 \in \Lambda$ be minimal such that $\text{Hom}_C(M,L(\lambda_0)) \neq 0$. Let $k_0 \in \mathbb{Z}$ be such that $\text{Hom}_C(M,L(\lambda_0)(k_0)) \neq 0$. First, we claim that for each $\mu \leq \lambda_0$ we have $\text{Ext}^1_C(M, L(\mu)) = 0$. Really, consider the short exact sequence

$$0 \rightarrow L(\mu) \rightarrow \nabla(\mu) \rightarrow \nabla(\mu)/L(\mu) \rightarrow 0$$

in $C$. It yields an exact sequence

$$\text{Hom}_C(M, \nabla(\mu)/L(\mu)) \rightarrow \text{Ext}^1_C(M, L(\mu)) \rightarrow \text{Ext}^1_C(M, \nabla(\mu)).$$
The rightmost term is zero by assumption. Moreover, each simple subquotient of \( \nabla(\mu)/L(\mu) \) is of the form \( L(\mu') \) with \( \mu' < \mu \leq \lambda_0 \). Thus the leftmost term is also zero by minimality of \( \lambda_0 \). This implies \( \text{Ext}^1(M, L(\mu)) = 0 \).

Let \( N(\lambda_0) \) be the radical of \( \Delta(\lambda_0) \). Consider the short exact sequence

\[
0 \to N(\lambda_0) \to \Delta(\lambda_0) \to L(\lambda_0) \to 0
\]

in \( \mathcal{C} \). It yields the exact sequence

\[
\text{Hom}_\mathcal{C}(M, \Delta(\lambda_0)) \xrightarrow{\delta} \text{Hom}_\mathcal{C}(M, L(\lambda_0)) \to \text{Ext}^1_\mathcal{C}(M, N(\lambda_0)).
\]

Each simple subquotient of \( N(\lambda_0) \) in \( \mathcal{C} \) is of the form \( L(\mu) \) with \( \mu < \lambda_0 \). By the previous discussion this implies \( \text{Ext}_\mathcal{C}^1(M, N(\lambda_0)) = 0 \). In particular, we deduce that the rightmost term is zero. Thus the morphism \( \delta \) is surjective. Moreover, \( \text{Hom}_\mathcal{C}(M, L(\lambda_0)) \neq 0 \) by the choice of \( \lambda_0 \) and \( k_0 \). Let \( f \in \text{Hom}_\mathcal{C}(M, \Delta(\lambda_0)) \) be such that \( \delta(f) \neq 0 \). The image of \( f \) is not contained in \( N(\lambda_0) \). Thus \( f \) is surjective. Consider the exact sequence

\[
0 \to \text{Ker}(f) \to M \to \Delta(\lambda_0) \to 0
\]

in \( \mathcal{C} \). For each \( \mu \in \Lambda \) it yields an exact sequence

\[
\text{Ext}^2_\mathcal{C}(M, \nabla(\mu)) \to \text{Ext}^1_\mathcal{C}(\text{Ker}(f), \nabla(\mu)) \to \text{Ext}^2_\mathcal{C}(\Delta(\lambda_0), \nabla(\mu)).
\]

The leftmost term is zero by assumption and the rightmost term is zero by \([7, \text{Prop. A2.2 (ii)}]\). Thus, we have \( \text{Ext}^1_\mathcal{C}(\text{Ker}(f), \nabla(\mu)) = 0 \) for each \( \mu \in \Lambda \). Applying the induction hypothesis to \( \text{Ker}(f) \) we get \( \text{Ker}(f) \in \mathcal{C}^{\lambda_0} \). This implies \( M \in \mathcal{C}^{\lambda_0} \).

**Remark 2.9.** Lemma \([2,8]\) and \([7, \text{Prop. A2.2 (iii)}]\) imply that under the assumption \((a_1)\) an object \( M \in \mathcal{C} \) admits a graded \( \Delta \)-filtration if and only if it admits a \( \Delta \)-filtration as an ungraded object.

**Corollary 2.10.** Assume that \((a_1)\) holds. Then we have \( P(\lambda) \in \mathcal{C}^{\lambda_0} \) for each \( \lambda \in \Lambda \).

**Lemma 2.11.** Assume that \((a_1)\) holds. Then we have \( [\nabla(\lambda) : L(\mu)]_{q-1} = (P(\mu) : \Delta(\lambda))_q \) for each \( \lambda, \mu \in \Lambda \).

**Proof.** For each \( \lambda, \mu \in \Lambda \) and each \( k \in \mathbb{Z} \), we have \( \dim_q \text{Hom}_\mathcal{C}(P(\lambda), L(\mu)[k]) = \delta_{\lambda, \mu, q} k^q \). Moreover, the functor \( \text{Hom}_\mathcal{C}(P(\lambda), \bullet) : \mathcal{C} \to \text{grmod}(k) \) is exact. Hence, for each \( M \in \mathcal{C} \), we have \( [M : L(\lambda)]_q = \dim_q \text{Hom}_\mathcal{C}(P(\lambda), M) \).

Next, we have \( \dim_q \text{Hom}_\mathcal{C}(\Delta(\lambda)[k], \nabla(\mu)) = \delta_{\lambda, \mu, q}^{-k} \), see \([24, \text{Prop. 2.1}]\). Moreover, the functor \( \text{Hom}_\mathcal{C}(\bullet, \nabla(\mu)) : \mathcal{C}^{\lambda_0} \to \text{grmod}(k) \) is exact because \( \text{Ext}^2_\mathcal{C}(\Delta(\lambda), \nabla(\mu)) = 0 \) for each \( \lambda, \mu \in \Lambda \). Thus, for each \( M \in \mathcal{C}^{\lambda_0} \), we have \( (M : \Delta(\lambda))_q = \dim_{q^{-1}} \text{Hom}_\mathcal{C}(M, \nabla(\lambda)) \). Therefore, for each \( \lambda, \mu \in \Lambda \), we get

\[
[\nabla(\lambda) : L(\mu)]_{q-1} = \dim_{q^{-1}} \text{Hom}_\mathcal{C}(P(\mu), \nabla(\lambda)) = (P(\mu) : \Delta(\lambda))_q.
\]

Now, we add one more assumption:

\((a_2)\) there is an equivalence of categories \( D : \mathcal{C}^{\text{op}} \to \mathcal{C} \) such that

- \( D \) admits a graded lift \( \overline{D} : \mathcal{C}^{\text{op}} \to \overline{\mathcal{C}} \) that is also an equivalence of categories,
- \( D^2 = \text{Id}_\mathcal{C}, \overline{D}^2 = \text{Id}_{\overline{\mathcal{C}}} \),
- \( \overline{D}(L(\lambda)) = L(\lambda) \) for each \( \lambda \in \Lambda \),
- \( \overline{D}(M(1)) = D(M)(-1) \) for each \( M \in \mathcal{C} \).
Corollary 2.12. Assume that (a₁) and (a₂) hold. Then, for each λ, µ ∈ Λ, we have [Δ(λ) : L(µ)]q = (P(µ) : Δ(λ))q.

Proof. By [23] Prop. 2.6 the functor D must exchange Δ(λ) and ∇(λ) for each λ ∈ Λ because the category Cop is a highest weight category with standard modules ∇(λ), λ ∈ Λ, see the discussion after [2] Lem. A3.5. Thus by the normalization of grading the functor T exchanges the graded objects Δ(λ) and ∇(λ). For each λ, µ ∈ Λ and each k ∈ Z, we have

\[ [Δ(λ) : L(µ)(k)] = [Δ(∇(λ)) : T(Δ(µ)(−k))] = [∇(λ) : L(µ)(−k)]. \]

This implies [Δ(λ) : L(µ)]q = [∇(λ) : L(µ)]q−1. Now, apply Lemma 2.11. □

2.4. Combinatorics. A composition of an integer \( n \geq 0 \) is a tuple of positive integers \( (λ₁, \ldots, λ_k) \) such that \( \sum_{i=1}^{k} λ_i = n \). Note that this is not the usual definition of a composition because we do not allow zero components. We set \( l(λ) = k \), \( |λ| = n \). A partition of an integer \( n \geq 0 \) is a composition \( (λ₁, \ldots, λ_k) \) of \( n \) such that \( λ₁ \geq λ₂ \geq \cdots \geq λ_k \). To each partition of \( n \) we associate a Young diagram \( Y(λ) \) such that \( Y(λ) \) has \( λ_i \) boxes in the \( i \)-th row for each \( i \in [1,k] \). The empty partition is represented by the empty diagram. An \( l \)-composition (resp. \( l \)-partition) of an integer \( n \geq 0 \) is an \( l \)-tuple \( λ = (λ₁, \ldots, λ_l) \) of compositions (resp. partitions) of integers \( m₁, \ldots, n_l \geq 0 \) such that \( \sum_{i=1}^l n_i = n \). We associate with each \( l \)-partition an \( l \)-tuple of Young diagrams \( Y(λ) = (Y(λ₁), \ldots, Y(λₗ)) \). Let \( Cₙ^l \) (resp. \( Pₙ^l \)) be the set of \( l \)-compositions (resp. \( l \)-partitions) of \( n \). Set \( P^l = \coprod_{n \geq 0} P^l_n \).

Let \( Γ \) be the quiver with the vertex set \( I = \mathbb{Z}/e\mathbb{Z} \) and the arrow set \( H = \{ i \to i + 1; i \in I \} \). Let \( (a_{ij})_{i,j \in I} \) be the associated Cartan matrix, i.e., we put \( a_{i,j} = 2δ_{i,j} - δ_{i,j+1} - δ_{i,j-1} \). For \( d = ∑_{i \in I} d_i \cdot i \in \mathbb{N}I \) set \( [d] = ∑_{i \in I} d_i \). Let \( I^d \) be the set of tuples \( i = (i₁, \ldots, i_d) \) in \( I^{|d|} \) such that \( i \) has \( d_i \) entries equal to \( i \) for each \( i \in I \). We have \( I^d = \coprod_{|d| = d} I^d \). Let \( S_d \) be the symmetric group of rank \( d \). It acts on \( I^d \) by permutation of the components. This action preserves each subset \( I^d \subset I^d \) with \( |d| = d \).

Definition 2.13. Let \( λ \in P^l \). The residue \( r(b) \in I \) of the box \( b \in Y(λ) \) situated in the spot \( (i,j) \) of the \( p \)-th diagram is \( s_p + j - i \mod e \). Write \( P^l_\lambda = \{ λ \in P^l ; ∑_{b \in Y(λ)} r(b) = d \} \), where the sum is taken in \( \mathbb{N}I \).

2.5. Rigid modules. Let \( A \) be a noetherian \( k \)-algebra and let \( M \) be an \( A \)-module of finite length. Let \( M \supset rad^1M \supset rad^2M \supset \cdots \supset rad^nM = 0 \) be the radical filtration of \( M \), i.e., \( rad^1M = radM \) and \( rad^{n+1}M = rad(rad^nM) \), for \( n \geq 1 \). \( M = soc^nM \supset soc^{n−1}M \supset \cdots soc^1M \supset 0 \) be the socle filtration of \( M \), i.e., \( soc^1M = socM \) and \( soc^{n+1}M \) is the inverse image of \( soc(M/soc^nM) \) under the natural morphism \( M → M/soc^nM \) for \( n ≥ 1 \). \( soc^{−1}M \supset M \). An \( A \)-module \( M \) of finite length is rigid if its radical and socle filtrations coincide, i.e., \( r = s \) and \( rad^nM = soc^{−a}M \) for each \( a \in [1,n−1] \).

Now, assume that \( A \) is an \( N \)-graded \( k \)-algebra and let \( M \) be a graded \( A \)-module of finite length. Let \( z \in \mathbb{Z} \) be minimal such that \( M_z \neq 0 \). The grading filtration of \( M \) is the filtration \( M = G_rM \supset G_{r+1}M \supset \cdots \) such that \( G_rM = \bigoplus_{b≥r} M_b \). A graded \( A \)-module \( M \) of finite length is very rigid if its grading filtration coincides with its radical and socle filtrations, i.e., if it is rigid and \( rad^tM = G_{r+t}M \) for each \( t \in [1,r] \).

We will need the following lemma, see [3] Prop. 2.4.1 and [12] Lem. 2.13.
Lemma 2.14. Suppose that $A$ is an $\mathbb{N}$-graded $k$-algebra, that $A_0$ is semisimple and $A$ is generated by $A_0$ and $A_1$. Let $M$ be any graded finite dimensional $A$-module.

(a) The radical filtration of $M$ coincides with the grading filtration of $M$, up to shift, if $M/\text{rad}M$ is irreducible.

(b) The socle filtration of $M$ coincides with the grading filtration of $M$, up to shift, if $\text{soc}M$ is irreducible.

Consequently, the module $M$ is very rigid if $\text{soc}M$ and $M/\text{rad}M$ are both irreducible.

[Proof]

2.6. Cyclotomic Hecke and $q$-Schur algebra. Let $\zeta$ be an $\ell$th primitive root of unity. Set $Q_k = \zeta^{s_k}$ for $k = 1, \ldots, l$. Fix $d \in \mathbb{N}$.

Definition 2.15. The cyclotomic Hecke algebra $H_d^\lambda$ is the $k$-algebra with generators $T_0, T_1, \ldots, T_{d-1}$ modulo the following defining relations:

$$(T_0 - Q_1) \cdots (T_0 - Q_l) = 0,$$

$$T_0T_1T_0T_1 = T_1T_0T_1T_0,$$

$$(T_k + 1)(T_k - \zeta) = 0 \quad \text{for } 1 \leq k \leq d - 1,$$

$$T_kT_{k+1}T_k = T_{k+1}T_kT_{k+1} \quad \text{for } 1 \leq k \leq d - 2,$$

$$T_iT_j = T_jT_i \quad \text{for } 0 \leq i \leq j - 1 \leq d - 2.$$

For each $k \in [1, d]$, set $L_k = q^{1-k}T_{k-1} \cdots T_{k}T_{k+1} \cdots T_{d-1}$. For a composition $\lambda = (\lambda_1, \ldots, \lambda_k)$ of $d$, let $\mathcal{S}_\lambda$ be the Young subgroup $\mathcal{S}_{\lambda_1} \times \cdots \times \mathcal{S}_{\lambda_k} \subseteq \mathcal{S}_d$. Similarly, for an $l$-composition $\lambda = (\lambda^1, \ldots, \lambda^l)$ of $d$ let $\mathcal{S}_\lambda$ be the Young subgroup $\mathcal{S}_{\lambda^1} \times \cdots \times \mathcal{S}_{\lambda^l} \subseteq \mathcal{S}_d$. Let $t_1, \ldots, t_{d-1} \in \mathcal{S}_d$ be the transpositions $(1, 2), (2, 3), \ldots, (d-1, d)$. For a permutation $w \in \mathcal{S}_d$ with reduced expression $w = t_{i_1} \cdots t_{i_r}$ we set $T_w = T_{i_r} \cdots T_{i_1}$. Suppose that $a = (a_1, \ldots, a_l)$ is an $l$-tuple of integers in $[1, d]$. Set $u_{a, k} = u_{a, 1}u_{a, 2} \cdots u_{a, l}$, where $u_{a, k} = \prod_{r=1}^{|a^r|} (L_r - Q_k)$. Let $\lambda$ be an $l$-composition of $d$. We associate with it the tuple $a = (a_1, \ldots, a_l)$ such that $a_k = \sum_{r=1}^{k-1} |a^r|$. Set $x_\lambda = \sum_{w \in \mathcal{S}_\lambda} T_w$ and $m_\lambda = u_{a, 1}x_\lambda$.

Definition 2.16. The cyclotomic $q$-Schur algebra $S_d^\lambda$ is the $k$-algebra

$$\text{End}_{H_d^\lambda}(\bigoplus_{\lambda \in \mathcal{P}_d^l} m_\lambda H_d^\lambda).$$

Let $\lambda \in \mathcal{P}_d^l$. Let $\Delta^\lambda$ be the Weyl module over $S_d^\lambda$, see, e.g., [19, Def. 4.12]. Let $L^\lambda$ be the top of $\Delta^\lambda$ and let $P^\lambda$ be its projective cover in $\text{mod}(S_d^\lambda)$. The following is proved in [19, Thm. 4.14].

Lemma 2.17. The category $\text{mod}(S_d^\lambda)$ is a highest weight category with standard modules $\Delta^\lambda$, where $\lambda \in \mathcal{P}_d^l$. □

In [19, Sec. 5.1], an idempotent $e \in S_d^\lambda$ such that $eS_d^\lambda e \simeq H_d^\lambda$ is defined. Let $F : \text{mod}(S_d^\lambda) \to \text{mod}(H_d^\lambda)$, $M \mapsto eM$ be the Schur functor. It is a quotient functor, see [10, Prop. III.2.5] and [12, Sec. 2.4]. The Specht module $S^\lambda$ is the $H^\lambda_d$-module $F(\Delta^\lambda)$. The Young module $Y^\lambda$ is the $H^\lambda_d$-module $F(P^\lambda)$. Set $D^\lambda = F(L^\lambda)$. The module $D^\lambda$ is irreducible or zero because $F$ is a quotient functor. Set $\mathcal{K}_d^l = \{ \lambda \in \mathcal{P}_d^l : D^\lambda \neq \{0\} \}$.

There exists a decomposition into a direct sum of unital indecomposable $k$-algebras $H_d^\lambda = \bigoplus_{\lambda \in \mathcal{P}_d^l} H_d^\lambda$, see [17, Thm. A] and [24, Prop. 3.1]. Let $1_d$ be the unit of $H_d^\lambda$. Let $T_d$ be the element of $S_d^\lambda$ given by the multiplication by $1_d$. We get a decomposition of the cyclotomic $q$-Schur algebra $S_d^\lambda = \bigoplus_{|\lambda| = d} S_d^\lambda$. 


where $S_d^\lambda = T_d S_d^\lambda$. Each summand $S_d^\lambda$ is indecomposable, because the numbers of blocks of $S_d^\lambda$ and $H^\lambda_s$ are the same since $S_d^\lambda, H^\lambda_s$ have isomorphic centers by the double centralizer property, see \cite[Prop. 4.33]{22} and \cite[Cor. 5.18]{11}. For each $d$, we consider the idempotent $e_d = e_d^1 \in S_d^\lambda$. The Schur functor restricts to a quotient functor $F : \text{mod}(S_d^\lambda) \to \text{mod}(H^\lambda_s), M \mapsto e_d M$.

**Remark 2.18.** (a) The algebra $S_d^\lambda$ is quasi-hereditary with the set of standard modules $\{\Delta^\lambda; \lambda \in \mathcal{P}_d^I\}$, see \cite[Section 5.2]{19}.

(b) The functor $F$ is fully faithful on projective modules. See, for example, \cite[Prop. 4.33]{22}.

For each $\lambda \in \mathcal{P}_d^I$, let $\nabla^\lambda \in \text{mod}(S_d^\lambda)$ be the costandard object with socle $L^\lambda$.

### 2.7. Cyclotomic KLR-algebra.

**Definition 2.19.** The KLR-algebra $\tilde{R}_d$ is the $k$-algebra with the set of generators $\psi_1, \cdots, \psi_{d-1}, y_1, \cdots, y_d, e(i)$, where $i = (i_1, \cdots, i_d) \in I^d$, modulo the following defining relations

$$
eq \delta_{r, \lambda_{i-r+1}} \epsilon(\lambda), \quad \sum_{i \in I^d} \epsilon(i) = 1, \quad \psi_r e(i) = 0, e(i) y_r, \quad \psi_r e(i) = (t_r(i)) \psi_r, \quad y_r y_s = y_s y_r,
$$

$$
\psi_r y_{r+1} \psi(i) = (\psi_r y_r + \delta_{r, i_{r+1}}) \epsilon(\lambda), \quad \psi_{r+1} \psi_r \epsilon(i) = (\psi_r y_r + \delta_{r, i_{r+1}}) \epsilon(i),
$$

$$
\psi_r y_s = y_s \psi_r, \quad \psi_r \psi_{i-r} = (\psi_r y_r + \delta_{r, i_{r+1}}) y_r y_{r+1} \epsilon(i), \quad y_{r+1} \psi_r \epsilon(i) = (y_r y_{r+1} + y_{r+2}) \epsilon(i),
$$

$$
\psi_{r+1} \psi_r \epsilon(i) = (\psi_{r+1} y_{r+1} + y_r y_{r+1} + y_{r+2} + y_{r+2}) \epsilon(i), \quad \psi_{r+1} \psi_r \epsilon(i) = (\psi_{r+1} y_{r+1} + y_r y_{r+1} + y_{r+2} + y_{r+2}) \epsilon(i), \quad \psi_{r+1} \psi_r \epsilon(i) = (\psi_{r+1} y_{r+1} + y_r y_{r+1} + y_{r+2} + y_{r+2}) \epsilon(i),
$$

for each $i, j \in I^d$ and each admissible $r$ and $s$. The algebra $\tilde{R}_d$ admits a $\mathbb{Z}$-grading such that $\deg \epsilon(i) = 0$, $\deg y_r = 2$, $\deg \psi_s \epsilon(i) = -a_{i, i_{r+1}}$, for each $\lambda \leqslant r \leqslant d$, $1 \leqslant s < d$ and $i \in I^d$. Here $(a_{i, j})$ is the Cartan matrix defined in Section 2.4.

**Definition 2.20.** For each $i \in I$, let $c_i$ be the number of elements of $s$ equal to $i$. The cyclotomic KLR-algebra $R^\alpha_d$ is the quotient of the algebra $\tilde{R}_d$ by the ideal generated by $y_i^{c_i} \epsilon(i)$ for $i = (i_1, \cdots, i_d) \in I^d$. The algebra $R^\alpha_d$ inherits the grading from the grading of $\tilde{R}_d$.

For each $d \in \mathbb{N}$ such that $|d| = d$ set $e(d) = \sum_{i \in I^d} \epsilon(i) \in \tilde{R}_d$. It is a homogeneous idempotent concentrated in degree zero. We will also denote by $e(d)$ the image of $e(d)$ in $R^\alpha_d$. We have the following decomposition in sums of unital $k$-algebras $\tilde{R}_d = \bigoplus_{d|d=d} \tilde{R}_d$, $R^\alpha_d = \bigoplus_{d|d=d} R^\alpha_d$, where $\tilde{R}_d = e(d) \tilde{R}_d$, $R^\alpha_d = e(d) R^\alpha_d$.

The following theorem is proved in \cite[Sec. 4.5]{3} and \cite[Sec. 3.2.6]{21}.
The category $\mathcal{F}$ for each $\nu \in \mathcal{V}$, where $\mathcal{V}$ is the variety of pairs $(\gamma, \nu)$, is the set of pairs $(W, \nu)$ such that $W$ is an $\nu$-graded $\mathcal{V}$-graded finite dimensional $\mathcal{A}$. Fix an isomorphism $\mathcal{A} \cong \mathcal{V}$, and the graded dimensions of $\mathcal{V}$ are the weights of the components $\nu$. For each $\nu \in \mathcal{V}$ we will write $\mathcal{V}_{\text{Dat}}(\nu)$ for the $\mathcal{V}$-graded vector space with dimension vector $(\nu_0, \nu_1, \ldots, \nu_l)$, where $\nu_i = \dim_{i+1}(\nu)$. The category $\mathcal{F}$ for each $\nu \in \mathcal{V}$ is the category of $\nu$-graded $\mathcal{V}$-graded vector spaces with graded dimension $(\nu_0, \nu_1, \ldots, \nu_l)$, where $\nu_i = \dim_{i+1}(\nu)$. For each $\nu \in \mathcal{V}$ we will write $\mathcal{V}_{\text{Dat}}(\nu)$ for the $\mathcal{V}$-graded vector space with dimension vector $(\nu_0, \nu_1, \ldots, \nu_l)$, where $\nu_i = \dim_{i+1}(\nu)$. The category $\mathcal{F}$ for each $\nu \in \mathcal{V}$ is the category of $\nu$-graded $\mathcal{V}$- graded vector spaces with graded dimension $(\nu_0, \nu_1, \ldots, \nu_l)$, where $\nu_i = \dim_{i+1}(\nu)$.

The category $\mathcal{F}$ for each $\nu \in \mathcal{V}$ is the category of $\nu$-graded $\mathcal{V}$-graded vector spaces with graded dimension $(\nu_0, \nu_1, \ldots, \nu_l)$, where $\nu_i = \dim_{i+1}(\nu)$. For each $\nu \in \mathcal{V}$ we will write $\mathcal{V}_{\text{Dat}}(\nu)$ for the $\mathcal{V}$-graded vector space with dimension vector $(\nu_0, \nu_1, \ldots, \nu_l)$, where $\nu_i = \dim_{i+1}(\nu)$.
\( \tilde{A}_d^\nu \) is given by the convolution product with respect to the inclusion \( \mathbb{Z}_d^\nu \subset \mathbb{O}_d^\nu \times \mathbb{O}_d^\nu \), see \[6\] Section 2.7.

**Remark 2.23.** (a) We can identify the \( k \)-algebra \( \tilde{A}_d^\nu \) with the Yoneda extension algebra of \( \bigoplus_{\nu \in \text{VDA}(d)} (\pi_{\nu, \tilde{\nu}}) \cdot \mathbb{O}(\nu, \tilde{\nu}) \cdot [\dim \mathbb{O}(\nu, \tilde{\nu})] \) (in the \( G \)-equivariant derived category of constructible complexes on \( E_{\nu, \tilde{\nu}} \)), see \[6\] Lem. 8.6.1, Thm. 8.6.7. Here \( k \) is the constant sheaf. We equip \( \tilde{A}_d^\nu \) with the grading such that \( n \)-th extension group.

(b) For each \( d, d' \in \mathbb{N}_I \) and for any vector compositions \( \nu, \nu' \), there is a bilinear map \( \tilde{A}_d^\nu \times \tilde{A}_{d'}^{\nu'} \to \tilde{A}_{d+d'}^{\nu+\nu'} \), \( (a, b) \mapsto a \cdot b \), where \( \nu + \nu' \) is the concatenation of \( \nu \) with \( \nu' \), see \[28\] Sec. 4.1. It is associative and respects the grading, i.e., we have \( \deg(a \cdot b) = \deg a + \deg b \).

Let \( \mathcal{I}_d^\nu \subset \tilde{A}_d^\nu \) be the ideal generated by the elements of the form \( e_i | a \), where \( i \in I \) is such that \( d - i \in \mathbb{N}_I \), \( a \in \tilde{A}_d^{\nu-1} \), and \( e_i \) is the unit of \( \tilde{A}_d^0 \). Set \( A_d^\nu = \tilde{A}_d^\nu / \mathcal{I}_d^\nu \).

We call \( A_d^\nu \) the **cyclotomic quiver Schur algebra**. The ideal \( \mathcal{I}_d^\nu \) is homogeneous because each element \( e_i \in \tilde{A}_d^0 \) is homogeneous of degree zero and the bilinear map \( \tilde{A}_d^0 \times \tilde{A}_d^{\nu-1} \to \tilde{A}_d^\nu \) respects the grading. Thus \( A_d^\nu \) inherits the grading from \( \tilde{A}_d^\nu \).

**Remark 2.24.** In \[28\] Sec. 4.2, a diagrammatic presentation of \( \tilde{A}_d^\nu \) is introduced, where \( \tilde{A}_d^\nu \) is generated by some **diagrams**. In particular, the idempotent \( e_i \in \tilde{A}_d^\nu \) is represented by the diagram consisting of a black line labelled by the element \( i \). The bilinear map in Remark 2.23(b) corresponds to the horizontal concatenation of diagrams. The product in \( \tilde{A}_d^\nu \) is given by the vertical concatenation of diagrams (the product of two diagrams is zero if the vertical concatenation is not possible). Hence, the ideal \( \mathcal{I}_d^\nu \subset \tilde{A}_d^\nu \) is generated by the diagrams having a black vertical line on the left labelled by an element of \( I \). In particular, each diagram having a piece of a black line labelled by an element of \( I \) on the left of all other lines is in \( \mathcal{I}_d^\nu \).

From now, we assume that \( \nu = s \). The following is proved in \[28\] Thm. 6.3.

**Theorem 2.25.** The algebra \( A_d^s \) is a graded version of the **cyclotomic q-Schur algebra** \( S_q^d \). \( \square \)

### 2.9. Admissible gradings.

In this section we equip \( H_d^s \) with the grading induced by the isomorphism \( H_d^s \cong H_d^0 \) in Section 2.7. Recall the duality \( D' \) and its graded lift \( \overline{D}' \) defined in Section 2.7. We want to introduce a class of gradings on \( S_d^s \).

**Definition 2.26.** A \( \mathbb{Z} \)-grading of the algebra \( S_d^s \) is **admissible** if the Schur functor \( F : \text{mod}(S_d^s) \to \text{mod}(H_d^s) \) admits a graded lift \( \overline{F} \) and if for each \( \lambda \in \mathbb{P}_d^s \), the modules \( \Delta^\lambda, L^\lambda \) have graded lifts such that the following conditions hold:

(a) for each \( \lambda, \xi \in \mathbb{P}_d^s \), we have \( |\Delta^\lambda : L^\xi|_q = \delta_{\lambda \xi} + q^n[\xi] \),
(b) there is an equivalence of categories \( D : \text{mod}(S_d^s) \to \text{mod}(S_d^s) \) that is also an equivalence of categories, \( \overline{D}(\text{grmod}(S_d^s)) \to \text{grmod}(S_d^s) \) such that
   (b1) \( D \) admits a graded lift \( \overline{D} \) : \( \text{grmod}(S_d^s) \to \text{grmod}(S_d^s) \) that is also an equivalence of categories,
   (b2) \( \overline{D}^2 = \text{Id}_{\text{grmod}(S_d^s)} \),
   (b3) \( \overline{D}(L^\lambda) = L^\lambda \) for each \( \lambda \in \mathbb{P}_d^s \),
   (b4) \( \overline{D}(M(1)) = \overline{D}(M)(-1) \) for each \( M \in \text{grmod}(S_d^s) \),
   (b5) \( DF = FD, \overline{D} \overline{F} = \overline{F} \overline{D} \).

From now on, we fix an admissible grading of \( S_d^s \). For each \( \lambda \in \mathbb{P}_d^s \) the \( S_d^s \)-modules \( \Delta^\lambda, L^\lambda \) are indecomposable. Thus their graded lifts are unique modulo the shift of grading if they exist, see \[3\] Lem. 2.5.3. Fix the graded lifts of \( \Delta^\lambda \) and \( L^\lambda \) as in Definition 2.26. Note that by (a) each morphism \( \Delta^\lambda \to L^\lambda \) is...
homogeneous of degree zero. The projective cover of \( L^\lambda \) in \( \text{grmod}(S_d^\lambda) \) is a graded lift of \( P^\lambda \),. We will always consider \( P^\lambda \) with this graded lift. We also get graded lifts of \( D^\lambda \), \( S^\lambda \) and \( Y^\lambda \) obtained by taking the images by \( T \) of the graded lifts of \( L^\lambda \), \( D^\lambda \) and \( P^\lambda \). Moreover, the module \( T(Y^\lambda) \in \text{grmod}(S_d^\lambda) \) is a graded lift of \( Y^\lambda \), see [24] Prop. 2.6.

2.10. **Quiver Schur grading is admissible.** The goal of this section is to prove that the graded version \( Z_d^\lambda \) of \( S_d^\lambda \) has an admissible grading. We will see a finite dimensional \( \mathbb{Z} \)-graded \( k \)-vector space \( U = \bigoplus_{n \in \mathbb{Z}} U_n \) as a complex with zero differentials \( \cdots \to U_{-1} \to U_0 \to U_1 \to \cdots \). The dual \( U^* = \text{Hom}_k(U,k) \) is also \( \mathbb{Z} \)-graded, with \( U^*_n = \text{Hom}_{\text{grmod}(k)}(U(n),k) \).

Write \( Z_{\hat{\mu}, s} = (\pi_{\hat{\mu}, s}, k_{Z}(s, \hat{\mu})) | \dim(\mathcal{D}(s, \hat{\mu})) \). By Remark 2.23 we have

\[
\tilde{A}_d^s = \text{Ext}^*_{G_V}(\bigoplus_{\hat{\mu} \in \text{VDat}(d)} Z_{\hat{\mu}, s}, \bigoplus_{\hat{\mu} \in \text{VDat}(d)} Z_{\hat{\mu}, s}).
\]

Set \( s = \sum_{k=1}^d s_k \in NI \). Let \( \Lambda_{V,s} \) be the set of isomorphism classes of simple \( G_V \)-equivariant perverse sheaves on \( E_{V,s} \) that appear as shifts of direct summands of \( Z_{\hat{\mu}, s} \) for some \( \hat{\mu} \in \text{VDat}(d) \). For each \( \lambda \in \Lambda_{V,s} \), fix a perverse sheaf \( IC_{\lambda} \) on \( E_{V,s} \) in the class \( \lambda \). For each \( \hat{\mu} \in \text{VDat}(d) \), we have an isomorphism

\[
Z_{\hat{\mu}, s} \simeq \bigoplus_{\lambda \in \Lambda_{V,s}} IC_{\lambda} \otimes U_{\hat{\mu}, s, \lambda}
\]

for some \( \mathbb{Z} \)-graded vector spaces \( U_{\hat{\mu}, s, \lambda} \). Note that we have a graded \( k \)-vector space isomorphism \( U_{\hat{\mu}, s, \lambda} \simeq (U_{\hat{\mu}, s, \lambda})^* \), because \( Z_{\hat{\mu}, s} \) is self-dual with respect to the Verdier duality. Set also \( Z_s = \bigoplus_{\hat{\mu} \in \text{VDat}(d)} Z_{\hat{\mu}, s} \) and \( U_{s, \lambda} = \bigoplus_{\hat{\mu} \in \text{VDat}(d)} U_{\hat{\mu}, s, \lambda} \). Then we have \( Z_s = \bigoplus_{\lambda \in \Lambda_{V,s}} IC_{\lambda} \otimes U_{s, \lambda} \).

The graded algebra

\[
\tilde{A}_d = \text{Ext}^*_{G_V}(\bigoplus_{\lambda \in \Lambda_{V,s}} IC_{\lambda}, \bigoplus_{\lambda \in \Lambda_{V,s}} IC_{\lambda})
\]

is Morita equivalent to \( \tilde{A}_d^s \). The corresponding equivalence of (ungraded) module categories is given by the functor \( Y : \text{mod}(\tilde{A}_d^s) \to \text{mod}(\tilde{A}_d) \), \( M \mapsto R \otimes \tilde{A}_d M \), where \( R \) is the graded \( (\tilde{A}_d, \tilde{A}_d^s) \)-bimodule

\[
\text{Ext}^*_{G_V}(\bigoplus_{\lambda \in \Lambda_{V,s}} IC_{\lambda} \otimes U_{s, \lambda}, \bigoplus_{\lambda \in \Lambda_{V,s}} IC_{\lambda}).
\]

Let \( T : \text{grmod}(\tilde{A}_d^s) \to \text{grmod}(\tilde{A}_d) \) be the obvious graded lift of \( Y \).

The algebra \( \tilde{A}_d^s \) admits a graded anti-involution \( i : \tilde{A}_d^s \to (\tilde{A}_d^s)^{\text{op}} \) coming from the Verdier duality.

**Lemma 2.27.** The graded anti-involution \( i \) factors to the graded anti-involution \( i \) of \( A_d^s \).

**Proof.** Recall that \( A_d^s = H^G_V(Z_d^s) \), where \( Z_d^s = \bigoplus_{\hat{\mu}, \lambda \in \text{VDat}(d)} Z_{\hat{\mu}, \lambda} \) and \( Z_{\hat{\mu}, \lambda} = \mathcal{D}(s, \hat{\mu}) \times_{E_V} \mathcal{D}(s, \hat{\lambda}) \). Exchanging \( \mathcal{D}(s, \hat{\mu}) \) with \( \mathcal{D}(s, \hat{\lambda}) \) and summing up over all \( \hat{\lambda}, \hat{\mu} \in \text{VDat}(d) \) yields an automorphism of \( Z_d^s \). This automorphism gives an anti-involution of \( A_d^s \). We can see from the chain of equalities in [6] (8.6.4)] that this anti-involution coincides with \( i \).

Recall the diagrammatic presentation in Remark 2.24. The symmetry in the definition of splits and merges [23] Def. 3.1] and of left and right shifts [23] Def. 4.4] implies that the anti-involution \( i \) inverses each diagram in the presentation of \( A_d^s \) above.
Now, the diagrammatic characterization of the ideal $I_d^s$ is Remark 2.24 implies that $I_d^s$ is preserved by $i$.  

In the same way as above we can define an anti-involution $i: b A_d^s \to (b A_d^s)^{op}$. Now, for each $A \in \{ A_d, A_d^s, b A_d^s \}$, we have a duality $D: \text{mod}(A)^{op} \to \text{mod}(A)$ such that, for each $M \in \text{mod}(A)$, the vector space $D(M)$ is isomorphic to $\text{Hom}_k(M,k)$ and the $A$-action is twisted by $i$. Let $DY: \text{grmod}(A)^{op} \to \text{grmod}(A)$ be the obvious graded lift of $D$. Consider the graded $\langle b A_d^s, b A_d^s \rangle$-bimodule
\[
R' = \text{Ext}^*_{G^v}(\bigoplus_{\lambda \in \lambda V_s} \text{IC}_\lambda, \bigoplus_{\lambda \in \lambda V_s} \text{IC}_\lambda \otimes U_{s,\lambda}).
\]

**Lemma 2.28.** (a) There is an $\langle b A_d^s, A_d^s \rangle$-bimodule isomorphism $R \simeq \text{Hom}_{\tilde{A}^s_d}(R', \tilde{A}^s_d)$.

(b) There is an isomorphism $R \otimes_{\tilde{A}^s_d} \bullet \simeq \text{Hom}_{\tilde{A}^s_d}(R', \bullet)$ of functors $\text{mod}(\tilde{A}^s_d) \to \text{mod}(b \tilde{A}^s_d)$.

(c) The twist by $i$ yields an $\langle \tilde{A}^s_d, b \tilde{A}^s_d \rangle$-bimodule structure on $R$ which is isomorphic to $R'$.

(d) The duality $D$ on $\text{mod}(A_d^s)$ satisfies the properties (b1), (b2), (b4).

**Proof.** Parts (a), (c) and (d) are easy. Let us concentrate on (b). Assume that $M \in \tilde{A}^s_d$. The $\tilde{A}^s_d$-module $R'$ is projective and finitely generated. Thus, we have $\text{Hom}_{\tilde{A}^s_d}(R', M) \simeq \text{Hom}_{\tilde{A}^s_d}(R', \tilde{A}^s_d) \otimes_{\tilde{A}^s_d} M$. Now, part (b) follows from (a). \n
**Lemma 2.29.** We have isomorphisms of functors $YD \simeq DY$ and $\overline{YM} \simeq \overline{YM}$.

**Proof.** For each $M \in \text{mod}(\tilde{A}^s_d)$ we have the following chain of $b \tilde{A}^s_d$-module isomorphisms
\[
DY(M) \simeq \text{Hom}_k(R \otimes_{\tilde{A}^s_d} M, k) \\
\simeq \text{Hom}_{\tilde{A}^s_d} \text{mod}(R, \text{Hom}_k(M, k)) \\
\simeq \text{Hom}_{\tilde{A}^s_d} \text{mod}(R', \text{Hom}_k(M, k)) \\
\simeq \text{Hom}(R \otimes_{\tilde{A}^s_d} \text{Hom}_k(M, k)) \\
\simeq \text{YD}(M).
\]

Here, the third isomorphism is Lemma 2.28 (c) and the fourth one is Lemma 2.28 (b). Thus we get $YD \simeq DY$. We can prove that $\overline{YM} \simeq \overline{YM}$ in a similar way. \n
**Lemma 2.30.** For each $\lambda \in \mathcal{P}_d^l$, the simple $S^s_d$-module $L^\lambda$ admits a unique graded lift in $\text{grmod}(\tilde{A}^s_d)$ which is stable by the duality $\overline{D}$.

**Proof.** To prove the existence of the graded lift, it is enough to check that $L^\lambda$ has a $\overline{D}$-stable graded lift, where $L^\lambda$ is viewed as an $\tilde{A}^s_d$-module. Further, by Lemma 2.29, it is enough to show that the $b \tilde{A}^s_d$-module $Y(L^\lambda)$ admits a $\overline{D}$-stable graded lift. The last statement is obvious because the algebra $b \tilde{A}^s_d$ is non negatively graded, and thus $Y(L^\lambda)$ admits a graded lift concentrated in degree zero. This graded lift is obviously $\overline{D}$-stable. The graded lift of $L^\lambda$ is unique up to a shift of the grading because $L^\lambda$ is indecomposable. Only one of the graded lifts of $L^\lambda$ is fixed by $\overline{D}$ by the property (b4). \n
**Lemma 2.30** shows that the condition (b4) holds. From now on, let $L^\lambda$ denote also the graded $A^s_d$-module in Lemma 2.30. Let $P^\lambda$ be the projective cover of $L^\lambda$ in $\text{grmod}(A_d^s)$. The $A_d^s$-module $\Delta^\lambda$ admits graded lift, see the proof of [20, Cor. 4]. It is unique up to a shift of the grading because $\Delta^\lambda$ is indecomposable. Let $\Delta^\lambda$ denote also the unique graded $A_d^s$-module which is a graded lift of $\Delta^\lambda$ such that
the obvious map $\Delta^\lambda \to L^\lambda$ is homogeneous of degree 0. Now, we can check the condition (a).

**Lemma 2.31.** We have $[\Delta^\lambda : L^\xi]_q \in \delta_\lambda + q\mathbb{N}[q]$ for each $\lambda, \xi \in \mathcal{P}_d$.

**Proof.** It is enough to prove that $[P^\lambda : L^\xi]_q \in \delta_\lambda + q\mathbb{N}[q]$, because $\Delta^\lambda$ is a quotient of $P^\lambda$. Let $\pi$ be the quotient morphism $\pi: A^\lambda_d \to A^\lambda_d$. Let $\pi^*: \text{grmod}(A^\lambda_d) \to \text{grmod}(A^\lambda_d)$ be the pull-back by $\pi$, and $\pi_\lambda: \text{grmod}(A^\lambda_d) \to \text{grmod}(A^\lambda_d)$ be the left adjoint functor to $\pi^*$, i.e., we have $\pi(N) = A^\lambda_d \otimes_{A^\lambda_d} N$ for each $N$.

Let $\tilde{P}^\lambda$ be the projective cover of $\pi^*(L^\lambda)$ in $\text{grmod}(A^\lambda_d)$. We first claim that $\pi_\lambda(\tilde{P}^\lambda) = P^\lambda$. Note that, since $\pi_\lambda$ is left adjoint of an exact functor, it takes projectives to projectives. Now, by adjunction, for each $\lambda, \xi \in \mathcal{P}_d$, we have

$$\dim_q \text{Hom}_{A^\lambda_d}(\pi_\lambda(\tilde{P}^\lambda), L^\xi) = \dim_q \text{Hom}_{A^\lambda_d}(P^\lambda, \pi^*(L^\xi)) = \delta_\lambda.$$

Thus $\pi_\lambda(\tilde{P}^\lambda)$ is the projective cover of $L^\lambda$ in $\text{grmod}(A^\lambda_d)$. This proves the claim.

The proof of Lemma 2.11 implies that $[\tilde{P}^\lambda : L^\xi]_q = \dim_q \text{Hom}_{A^\lambda_d}(P^\xi, P^\lambda)$ and $[\tilde{P}^\lambda : \pi^*(L^\lambda)]_q = \dim_q \text{Hom}_{A^\lambda_d}(P^\xi, \tilde{P}^\lambda)$. We claim that the functor $\pi_\lambda$ yields a surjection $\text{Hom}_{A^\lambda_d}(\tilde{P}^\xi, \tilde{P}^\lambda) \to \text{Hom}_{A^\lambda_d}(P^\xi, \tilde{P}^\lambda)$. Indeed, since the right hand side is equal to $\text{Hom}_{A^\lambda_d}(P^\xi, \pi_\lambda(\tilde{P}^\lambda))$ by adjunction and since $\text{Hom}_{A^\lambda_d}(P^\xi, \bullet)$ is exact, the claim follows from the surjectivity of the unit morphism $\tilde{P}^\lambda \to \pi_\lambda(\tilde{P}^\lambda)$.

Now, it is enough to prove that $[\tilde{P}^\lambda : \pi^*(L^\lambda)]_q \in \delta_\lambda + q\mathbb{N}[q]$, or, equivalently, that $[\overline{\mathcal{Y}}(\tilde{P}^\lambda) : \overline{\mathcal{Y}}(\pi^*(L^\lambda))]_q \in \delta_\lambda + q\mathbb{N}[q]$. We have $(\mathbb{A}^\lambda_d)_n = 0$ if $n < 0$ and $(\mathbb{A}^\lambda_d)_0$ is semisimple and basic. The module $\overline{\mathcal{Y}}(\pi^*(L^\lambda))$ has dimension 1 and it is concentrated in degree zero. Thus we get $[\overline{\mathcal{Y}}(\tilde{P}^\lambda)]_n$ if $n < 0$ and $\dim \overline{\mathcal{Y}}(\tilde{P}^\lambda)_0 = 1$. This implies the statement. $\square$

Let $\text{VDat}^0(d)$ be the set of elements $\tilde{\mu} = (\mu_0, \ldots, \mu_l) \in \text{VDat}(d)$ such that $\mu_0, \ldots, \mu_{l-1}$ are empty and each component of $\mu_l$ is in $I$ (viewed as a subset of $\mathbb{N}$). Let $\text{VDat}^1(d)$ be the set of elements $\tilde{\mu} = (\mu_0, \ldots, \mu_l) \in \text{VDat}(d)$ such that each component of $\mu_0, \ldots, \mu_{l-1}, \mu_l$ is in $I$ (viewed as a subset of $\mathbb{N}$).

The following theorem is proved in [24] and [30].

**Theorem 2.32.** There is a graded $k$-algebra isomorphism

$$\tilde{R}_d \simeq \text{Ext}_{\mathcal{G}_d}^0 \left( \bigoplus_{\tilde{\mu} \in \text{VDat}^0(d)} \mathcal{L}_{\tilde{\mu}, a}, \bigoplus_{\tilde{\mu} \in \text{VDat}^1(d)} \mathcal{L}_{\tilde{\mu}, a} \right).$$

$\square$

Let $\bar{e}_d, \bar{e}_d$ be the idempotent of $\tilde{A}^\lambda_d$ concentrated in degree 0 given by:

$$\bar{e}_d = \sum_{\tilde{\mu} \in \text{VDat}^0(d)} \text{Id}_{\mathcal{L}_{\tilde{\mu}, a}}, \bar{e}_d = \sum_{\tilde{\mu} \in \text{VDat}^1(d)} \text{Id}_{\mathcal{L}_{\tilde{\mu}, a}}.$$  

Let $e_d'$ be the image of $\bar{e}_d$ in $A^\lambda_d$ by the canonical map. Recall the idempotent $e_d$ in Section 2.2. Theorem 2.32 implies that there is a graded algebra isomorphism $\bar{e}_d \tilde{A}^\lambda_d e_d \simeq \tilde{R}_d$. Recall the definition of the $c_i$ in Definition 2.20.

**Lemma 2.33.** (a) Under the identification $S^\lambda_d \simeq A^\lambda_d$, we have $e_d = e_d'$.

(b) The ideal $e_d A^\lambda_d e_d$ of $\tilde{R}_d$ coincides with the ideal generated by $y_{i+1} c(i)$ for $i = (i_1, \ldots, i_d) \in I^d$. In particular, we have a graded $k$-algebra isomorphism $e_d A^\lambda_d e_d \simeq \tilde{R}_d$.

**Proof.** Part (a) follows from the proof of [28], Thm. 6.3]. Now, we prove part (b). By [28], Prop. 4.9], the algebra $e_d A^\lambda_d e_d$ is isomorphic to the tensor product algebra with parameters $s, d$ which is defined in [31], Sec. 2.1. Now, we identify
Also Theorem 2.21. □

The diagrammatic presentation mentioned in Remark 2.24 identifies \( y_i^{c_i} e(i) \) with a diagram which starts from the left from \( l \) vertical red lines with labels \( s_1, \ldots, s_l \) followed by a black vertical line labelled by \( t_i \) and containing \( c_i \) dots. Hence, the relations \([31, (2.2)]\) imply that it suffices to show that both ideals in the lemma have the same codimension in \( \tilde{R}_d \), or, equivalently, that \( \dim R^a_d = \dim e_d A^a_d e_d \). This is true because the algebra \( e_d A^a_d e_d \) is isomorphic to the cyclotomic Hecke algebra \( H^\lambda_d \), see Section 2.6. See also Theorem 2.24.

Lemma 2.33 implies that the functor \( \mathcal{T} : \text{grmod}(A^a_d) \to \text{grmod}(R^a_d) \), \( M \mapsto e_d M \) is a graded lift of the Schur functor \( F \). Let \( i' : \tilde{R}_d \to (\tilde{R}_d)^{op} \) be the graded anti-involution coming from the Verdier duality, see Theorem 2.32. The same argument as for \( i \) shows that \( i' \) factors to a graded anti-involution \( i' \) of \( R^a_d \). It is easy to see that the duality \( D' \) coincides with the duality functor \( \text{mod}(R^a_d)^{op} \to \text{mod}(R^a_d) \), \( M \mapsto \text{Hom}_k(M, k) \), where the \( R^a_d \)-action on \( \text{Hom}_k(M, k) \) is twisted by \( i' \). In the same way, the graded lift \( \tilde{D}' \) of \( D' \) coincides with the duality given by \( \text{grmod}(R^a_d)^{op} \to \text{grmod}(R^a_d) \), \( M \mapsto \text{Hom}_k(M, k) \). Hence, the condition \((b_5)\) holds.

2.11. Lie algebras. Let \( N \) be an integer \( > 0 \). Consider the Lie algebra \( \mathfrak{g} = gl_N(\mathbb{C}) \). Let \( \mathfrak{h} \subset \mathfrak{g} \) be its usual Cartan and Borel subalgebras respectively. Let \( \hat{\mathfrak{g}} \) be the affine Kac-Moody Lie algebra \( \hat{\mathfrak{g}} = \mathfrak{g} \oplus \mathbb{C}[t, t^{-1}] \oplus \mathfrak{C} \oplus \mathfrak{C} \). Consider the Lie subalgebras in \( \hat{\mathfrak{g}} \) given by

\[
\hat{\mathfrak{h}} = \mathfrak{C} \oplus \mathfrak{h} \oplus \mathfrak{C}^1, \quad \hat{\mathfrak{b}} = \mathfrak{b} \oplus \mathfrak{g} \oplus t\mathfrak{C}[t] \oplus \mathfrak{C} \oplus \mathfrak{C}.
\]

We identify \( \hat{\mathfrak{h}}^* \) with the vector subspace of elements of \( \hat{\mathfrak{h}}^* \) that are zero on \( 1 \) and \( \partial \). Let \( \tilde{\Pi} \) be the set of roots of \( \hat{\mathfrak{g}} \). Denote by \( \tilde{\Phi} = \{ \alpha_k ; k \in [0, N] \} \) the subset of simple roots. For each \( \alpha \in \tilde{\Pi} \), let \( \alpha^\vee \in \hat{\mathfrak{h}}^* \) be the affine coroot associated with \( \alpha \). Let \( \hat{P} = \mathbb{Z} \Lambda_1 \oplus \cdots \mathbb{Z} \Lambda_N \subset \hat{\mathfrak{h}}^* \) be the weight lattice of \( \hat{\mathfrak{g}} \). Let \( \Lambda_0 \) and \( \delta \) be the elements of \( \hat{\mathfrak{h}}^* \) defined by \( \delta(\partial) = \Lambda_0(1) = 1 \) and \( \delta(\mathfrak{h} \oplus \mathfrak{C}) = \Lambda_0(\mathfrak{h} \oplus \mathfrak{C}) = 0 \). Let \( \hat{P} = \mathbb{Z} \Lambda_0 \oplus \hat{P}^{op} \oplus \mathbb{Z} \delta \) be the weight lattice of \( \hat{\mathfrak{g}} \).

There exist an \( \mathbb{Z} \)-bilinear form \( (\cdot, \cdot) : \hat{P} \times \hat{P} \to \mathbb{Q} \) such that \( \lambda(\alpha^\vee) = 2(\lambda, \alpha)/\langle \alpha, \alpha \rangle \). The weight \( \lambda \in \hat{P} \) is dominant (resp. antidominant) if \( \lambda(\alpha^\vee) \geq 0 \) for each \( \alpha \in [0, N] \) (resp. \( \lambda(\alpha^\vee) \leq 0 \) for each \( \alpha \in [0, N] \)).

2.12. Category A. Let \( N \) be as above. Fix an \( l \)-tuple of positive integers \( m = (m_1, \ldots, m_l) \) such that \( \sum_{i=1}^l m_i = N \). Let \( \hat{\mathfrak{p}}_m \) be the parabolic subalgebra \( \hat{\mathfrak{b}} \subset \hat{\mathfrak{p}}_m \subset \hat{\mathfrak{g}} \) of parabolic type \( m \). Set

\[
\hat{\Phi}_m = \hat{\Phi} \setminus \{ \alpha_k ; k = 0, m_1, m_1 + m_2, \ldots, m_1 + m_2 + \cdots + m_l \}.
\]

The weight \( \lambda \in \hat{P} \) is \( m \)-dominant (resp. \( m \)-antidominant) if \( \lambda(\alpha^\vee) \geq 0 \) for each \( \alpha_k \in \hat{\Phi}_m \) (resp. \( \lambda(\alpha^\vee) \leq 0 \) for each \( \alpha_k \in \hat{\Phi}_m \)). Let \( \hat{P}^m \subset \hat{P} \) be the set of \( m \)-dominant weights of \( \hat{\mathfrak{g}} \). Set \( P^m = \hat{P} \cap \hat{P}^m \).

We will identify the element \( \sum_{k=1}^N a_k \Lambda_k, a_k \in \mathbb{Z} \), of the weight lattice \( P \) with the \( N \)-tuple \((a_1, a_2, \ldots, a_N)\). Let \( \rho, \rho_m \in \hat{P} \) be given by

\[
\rho = (0, -1, -2, \ldots, -(N - 1)), \quad \rho_m = (m_1, m_1 - 1, \ldots, 1, m_2, m_2 - 1, \ldots, 1, \ldots, m_l, m_l - 1, \ldots, 1).
\]

Set also \( \tilde{\lambda} = (z \lambda, \lambda, -e - N) \in \hat{P}^m \), where \( z \lambda = (\lambda, 2 \rho + \lambda)/2e \).
Definition 2.34. Let $\mathcal{O}^m$ be the category of the finitely generated $U(\mathfrak{g})$-modules which are semisimple $\mathfrak{h}$-modules such that the $\mathfrak{p}_m$-action is locally finite and the highest weights of each subquotient are of the form $\lambda$ for some $\lambda$ in $P^m$. Then $\mathcal{O}^m$ is an abelian category.

For each $\lambda \in P^m$, let $M^m(\lambda)$ be the parabolic Verma module in $\mathcal{O}^m$ with highest weight $\lambda$. Set $\mathcal{P}^m$ be the set of $l$-partitions $\lambda = (\lambda^1, \cdots, \lambda^l)$ such that $Y(\lambda^i)$ contains at most $m_a$ boxes for each $a \in [1, l]$.

We identify an $l$-partition $\lambda$ as above with the weight

$$(\lambda_1^1, \cdots, \lambda_l^{m_1}(\lambda^1), 0^{m_1-1}(\lambda^1), \lambda_1^2, \cdots, \lambda_l^{m_2}(\lambda^2), 0^{m_2-1}(\lambda^2), \cdots, \lambda_1^l, \cdots, \lambda_l^{m_l}(\lambda^l), 0^{m_l-1}(\lambda^l)),$$

where $0^a$ is the row of $a$ zeros for each $a \in \mathbb{N}$. Consider the map $\omega: \mathcal{P}^m \to P^m$ such that $\omega(\lambda) = \lambda - \rho + \rho_m$.

Assume that $\lambda \in \mathcal{P}^m$. Set $\Delta^m_\lambda(\lambda) = M(\omega(\lambda)) \in \mathcal{O}^m$. Let $\lambda^*$ be the $l$-partition such that $Y(\lambda^*) = (Y(\lambda^1)\cdot, Y(\lambda^l-1), \cdots, Y(\lambda^l))$, where $(\cdot)$ means the transposed Young diagram. We abbreviate $\Delta^m_\lambda = \Delta^m_\lambda(\lambda^*)$. (This notation is motivated by Theorem 2.38.) For each $\lambda \in \mathcal{P}^m$ let $L^m_\lambda$ be the top of $\Delta^m_\lambda$.

Definition 2.35. Let $A^m$ be the Serre subcategory of $\mathcal{O}^m$ generated by the set $\{L^m_\lambda; \lambda \in \mathcal{P}^m\}$.

The category $A^m$ is a highest weight category with the set of standard modules $\{\Delta^m_\lambda; \lambda \in \mathcal{P}^m\}$, see [24, Sec. 5.5]. Fix $d = \sum_{i \in l} d_i \cdot i \in \mathbb{N}^l$ and set $P^m_d = P^m \cap P^m_d$.

Definition 2.36. Let $A^m_d$ be the Serre subcategory of $A^m$ generated by the set $\{L^m_\lambda; \lambda \in P^m_d\}$.

The category $A^m_d$ is a highest weight category with the set of standard modules $\{\Delta^m_\lambda; \lambda \in P^m_d\}$, see [24, Sec. 5.5]. For each $\lambda \in \mathcal{P}^m_d$, we abbreviate $\lambda = \lambda^*_d$. Note that $\mathcal{P}^m_d = \mathcal{P}^m_d$. Set $P^m_d = \mathcal{P}^m_d$. The functor $\text{Hom}(\mathcal{P}^m_d, \mathcal{P}^m_d)$ is an equivalence of categories. We have the following theorem, see [26, Thm. 6.4].

Theorem 2.37. The $\mathbf{k}$-algebra $S^m$ admits a Koszul grading.

2.13. The Koszul grading. Choose an $l$-tuple $m = (m_1, \cdots, m_l)$ of positive integers such that $m_p \equiv -s_{t+1-p} \mod e$ and $m_p \geq |d|$ for each $p \in [1, l]$. Set $N = m_1 + \cdots + m_l$. We say that $m$ is dominant (resp. antidominant) if $m_1 \geq m_2 \geq \cdots \geq m_l$ (resp. $m_1 \leq m_2 \leq \cdots \leq m_l$).

For simplicity, we abbreviate $A = A^m_d$. Note that $\mathcal{P}^m_d = \mathcal{P}^m_d$. The functor $\text{Hom}(\mathcal{P}^m_d, \mathcal{P}^m_d)$ is an equivalence of categories. We have the following theorem, see [26, Thm. 6.4].

Theorem 2.38. Assume that $m$ is dominant or antidominant. There is an equivalence of categories $E^m: \text{mod}(S^m_d) \to A$ that takes $L^m$ to $L^m_\lambda$ and $\Delta^m$ to $\Delta^m_\lambda$ for each $\lambda \in \mathcal{P}^m_d$. 

\qed
Remark 2.39. Since $A$ is a highest weight subcategory of $O^m$, the BGG duality yields a duality on $A$ which fixes the simple modules. Similarly, since $A^!$ is a quotient of an affine parabolic category $O$ (at positive level), it admits also a duality. See [20] for details.

2.14. Analogue of the cyclotomic KLR-algebra. Set $K_{d}^\circ = K_{d} \cap P^d$ where $K_{d}$ is as in Section 2.3. Now, we define an analogue of the cyclotomic KLR-algebra. Consider the idempotent of $S^O$ given by $e^O = \bigoplus_{\lambda \in K_{d}^\circ} \text{Id}_{P^\lambda}$. It is homogeneous of degree zero. Set $R^O = e^O S^O e^O$. Then, $R^O$ is a $\mathbb{Z}$-graded $k$-algebra. We have the functor $F^O : \text{mod}(S^O) \to \text{mod}(R^O)$, $M \mapsto e^O M$.

Let $F^\circ : \text{grmod}(S^O) \to \text{grmod}(R^O)$ be the obvious graded lift of $F^O$. Consider the modules in $\text{mod}(R^O)$ given by $D^\lambda = F^O(L^\lambda), S^\lambda = F^O(\Delta^\lambda)$ and $Y^\lambda = F^O(P^\lambda)$. They admit the graded lifts given by $F^\circ (L^\lambda), F^\circ (\Delta^\lambda), F^\circ (P^\lambda)$. The functor $F^O$ is a quotient functor, see [10, Prop. III.2.5], [12, Sec. 2.4]. Thus the module $D^\lambda$ is either zero or irreducible.

By [24, Thm. 5.34], there is a projective module $T \in A$ such that we have an ungraded algebra isomorphism $\text{End}_A(T)^{\text{op}} \simeq R^d$. Consider the functor $F : A \to \text{mod}(R^d)$ given by $M \mapsto \text{Hom}_A(T, M)$. By [24, Thm. 7.9] we have $F^i \circ E_S = F$, where $E_S$ is as in Theorem 2.38. In particular we get $F^i(L^\lambda) = D^\lambda$ for each $\lambda \in P^d$.

This implies that, for each $\lambda \in P^d$, the projective module $P^\lambda$ is a direct factor of $T$ if and only if $\lambda \in K^d$, because $\text{dim Hom}_S(P^\lambda, L^\mu) = \delta_{\lambda, \mu}$. Hence, there is an equivalence of categories $E_H : \text{mod}(R^d) \to \text{mod}(R^O)$ such that the following diagram of functors is commutative

$$
\begin{align*}
\text{mod}(S^d) & \xrightarrow{E_S} \text{mod}(S^O) & E_H \downarrow & (F^O) \downarrow \\
F & \downarrow & F^O & \\
\text{mod}(P^d) & \xrightarrow{E_H} \text{mod}(R^O).
\end{align*}
$$

Moreover, we have

$$
E_H(S^\lambda) = S^\lambda, \quad E_H(D^\lambda) = D^\lambda, \quad E_H(Y^\lambda) = Y^\lambda, \quad \forall \lambda \in P^d.
$$

Remark 2.40. Remark 2.18 and the commutative diagram above imply that the functor $F^O$ is fully faithful on projective modules.

2.15. Graded BGG reciprocity. We want to show that graded categories $\text{grmod}(S^d)$ and $\overline{A}$ satisfy the conditions (a1), (a2) from Section 2.3.

The condition (a1) for $\text{grmod}(S^d)$ and $\overline{A}$ is already mentioned in Sections 2.3 and 2.19. The condition (a2) for $\text{grmod}(S^d)$ follows from the condition (c) in the definition of an admissible grading.

We must check the condition (a2) for $\overline{A}$. We construct the duality functor $D$ on $A$ in the same way as in [3, Sec. 3.11]. More precisely, for each $\lambda \in P^d$, let $L^\lambda$ be the simple object of $A^!$ such that $K(P^\lambda) = L^\lambda$, where $K$ is the equivalence in Theorem 2.3. Since $A \simeq \text{mod}(S^O)$ and $S^O$ is a basic algebra, by Theorem 2.3 (a) we have a graded algebra isomorphism $S^O \simeq \bigoplus_{\lambda, \mu \in P^d} \text{Ext}^*_{A^!}(L^\lambda, L^\mu)^{\text{op}}$. We deduce that there is a graded $k$-algebra anti-involution $i : S^O \to (S^O)^{\text{op}}$, because the duality on $A^!$ from Remark 2.39 gives an isomorphism $\bigoplus_{\lambda, \mu \in P^d} \text{Ext}^*_{A^!}(L^\lambda, L^\mu)^{\text{op}} = \bigoplus_{\lambda, \mu \in P^d} \text{Ext}^*_{A^!}(L^\mu, L^\lambda)$. Hence, we have the duality $D : \text{mod}(S^O)^{\text{op}} \to \text{mod}(S^O)$ such that $M \mapsto \text{Hom}_k(M, k)$, where the $S^O$ action on $\text{Hom}_k(M, k)$ is twisted by $i$. Thus part (a2) holds for $\overline{A}$. 

2.16. Decomposition numbers. Recall the graded multiplicities $[\bullet : \bullet]_q$ and $(\bullet : \bullet)_q$ defined in Section 2.3.

**Definition 2.41.** For each $\lambda, \xi \in \mathcal{P}_d^l$ we have
$$d_{\lambda \xi}(q) = [\Delta^\lambda : L^\xi]_q, \quad c_{\lambda \xi}(q) = [P^\lambda : L^\xi]_q,$$
and $c_{\lambda \xi}^D(q) = [\Delta^\lambda : L^\xi]_q$. 

**Lemma 2.42.** For each $\lambda, \xi \in \mathcal{P}_d^l$ we have $[\Delta^\lambda : L^\xi]_q = (P^\xi : \Delta^\lambda)_q$ and $[\Delta^\lambda : L^\xi]_q = (P^\xi : \Delta^\lambda)_q$.

*Proof. The statement follows from Corollary 2.12 and Section 2.13.*

**Corollary 2.43.** We have $c(q) = d(q)^ld(q)$ and $c^D(q) = d^D(q)^ld^D(q)$. 

**Remark 2.44.** The functors $F$ and $F^\mathcal{O}$ are quotient functors. Thus, we have $d_{\lambda \xi}(q) = [S^\lambda : D^\xi]_q$ and $d_{\lambda \xi}^O(q) = [S^\lambda : D^\xi]_q$ for each $\lambda \in \mathcal{P}_d^l, \xi \in \mathcal{K}_d^l$.

Recall that the graded lifts of $D^\lambda$, $S^\lambda$, $Y^\lambda$ are the graded modules $\overline{F}(L^\lambda)$, $\overline{F}(\Delta^\lambda)$, $\overline{F}(P^\lambda)$. Another definition of the graded lifts of these modules is given in [5] Thm. 4.11, Sec. 4.10, 5.2]. Denote the graded lifts from [5] by $D^\lambda$, $S^\lambda$, $Y^\lambda$ respectively. We want to compare these two choices of graded lifts.

**Lemma 2.45.** Assume that $\lambda \in \mathcal{K}_d^l$. Then we have the graded $R^d_\mathcal{O}$-module isomorphisms $D^\lambda \simeq D^\lambda$, $S^\lambda \simeq S^\lambda$ and $Y^\lambda \simeq Y^\lambda$.

*Proof. The ungraded $R^d_\mathcal{O}$-modules $D^\lambda$, $S^\lambda$, $Y^\lambda$ are indecomposable because each of them has simple top $D^\lambda$, see [33] Prop. 2.2 (3)]. Thus their graded lifts are unique up to a shift of the grading. The graded lifts are normalised such that each morphism $Y^\lambda \to D^\lambda$, $S^\lambda \to D^\lambda$, $Y^\lambda \to D^\lambda$, $S^\lambda \to D^\lambda$ is homogeneous of degree zero. Hence, it suffices to show that there is a graded $R^d_\mathcal{O}$-module isomorphism $D^\lambda \simeq D^\lambda$. The graded lift $D^\lambda$ of $D^\lambda$ is characterized by stability by the duality $\overline{F}$, see [5] Thm. 4.11]. On the other hand we have
$$\overline{F}(D^\lambda) = \overline{F}(L^\lambda) = \overline{F}(P^\lambda).$$
Here, the second equality is the condition (b3) in Definition 2.20 and the third equality is the condition (b3) in Definition 2.24.
Corollary 2.48. Assume that \( \lambda, \xi \in K^l_d \). Then we have \( c_{\lambda \xi}(q) = c^{O}_{\lambda \xi}(q) \).

Proof. By [5, (3.45), Thm. 4.18, Thm. 5.14], for each \( \lambda \in K^l_d \), we have \( [Y^\lambda] = \sum_{\xi \in \mathcal{P}^l_d} \xi(q)[S^\xi] \) in \([\text{grmod}(R^s_d)]\). Thus, for each \( \lambda, \xi \in K^l_d \), we have \( c'_{\lambda \xi} = \sum_{\mu \in \mathcal{P}^l_d} \xi(q)[S^\xi] \). On the other hand, Corollary 2.43 implies that \( c^{O}_{\lambda \xi} = \sum_{\mu \in \mathcal{P}^l_d} \xi(q)[S^\xi] \).

Hence, by Lemma 2.46, we have \( c'_{\lambda \xi} = c^{O}_{\lambda \xi} \). This implies the statement, because Lemma 2.42 and Lemma 2.40 yield \( c_{\lambda \xi} = c^{O}_{\lambda \xi} \).

\( \square \)

Lemma 2.49. For each \( \lambda, \xi \in \mathcal{P}^l_d \) we have \( c^{O}_{\lambda \xi}(q) \in \mathbb{N}[q] \).

Proof. The \( S^O \)-module \( L^\xi_q \) is concentrated in degree zero. The top of the \( S^O \)-module \( P^d_{\lambda} \) is isomorphic to \( L^\lambda_q \). Hence, since the grading of \( S^O \) is nonnegative, all negative graded components of \( P^d_{\lambda} \) are zero. We deduce that \( c^{O}_{\lambda \xi}(q) = [P^d_{\lambda} : L^\lambda_q]_q \in \mathbb{N}[q] \).

For each \( \lambda, \xi \in \mathcal{P}^l_d \), we write \( c_{\lambda \xi}(q) = \sum_{g \in \mathbb{Z}} c_{\lambda \xi}^g q^g \) and \( c^{O}_{\lambda \xi}(q) = \sum_{g \in \mathbb{Z}} c^{O}_{\lambda \xi}^g q^g \).

2.17. Identification of grading of the KLR-algebra. We identify \( A \cong \text{mod}(S^O) \) as in Section 2.13. Under this identification, we can view the functor \( E_S \) from Theorem 2.35 as a functor \( E_S : \text{mod}(S^O) \to \text{mod}(S^O) \). Recall that the algebra \( S^d_{\lambda} \) equipped with an admissible grading, see Section 2.9. We consider the graded basic algebra \( bS^d_{\lambda} \) associated with \( S^d_{\lambda} \), i.e., we set

\begin{equation}
 bS^d_{\lambda} = \bigoplus_{\lambda \in \mathcal{P}^l_d} \text{Hom}_{S^d_{\lambda}}(P^\lambda, P^\xi)_{\text{op}} = \bigoplus_{\lambda, \xi \in \mathcal{P}^l_d} \text{Hom}_{S^d_{\lambda}}(Y^\lambda, Y^\xi)_{\text{op}},
\end{equation}

see Remark 2.18(b). The grading of \( bS^d_{\lambda} \) is induced from the grading of the module \( P^\lambda \), see Section 2.9. By definition, the categories \( \text{mod}(bS^d_{\lambda}) \) and \( \text{mod}(S^d_{\lambda}) \) are equivalent. Further, we have an ungraded algebra isomorphism \( bS^d_{\lambda} \cong S^O \), because the categories \( \text{mod}(bS^d_{\lambda}) \) and \( \text{mod}(S^O) \) are equivalent and both algebras \( bS^d_{\lambda} \) and \( S^O \) are basic.

Now, let \( bR^s_d \) be the graded basic algebra associated with \( R^s_d \), i.e., we set

\begin{equation}
 bR^s_d = \bigoplus_{\lambda \in \mathcal{K}^l_d} \text{Hom}_{S^d_{\lambda}}(P^\lambda, P^\xi)_{\text{op}} = \bigoplus_{\lambda, \xi \in \mathcal{K}^l_d} \text{Hom}_{S^d_{\lambda}}(Y^\lambda, Y^\xi)_{\text{op}}.
\end{equation}

The categories \( \text{mod}(bR^s_d) \) and \( \text{mod}(R^s_d) \) are equivalent. Further, we have an ungraded algebra isomorphism \( bR^s_d \cong R^O \), because the categories \( \text{mod}(bR^s_d) \) and \( \text{mod}(R^O) \) are equivalent via \( E_H \) and both algebras \( bR^s_d \) and \( R^O \) are basic. Let us prove that these algebras are also isomorphic as graded algebras. To do so, we will construct a homogeneous basis of \( R^O = \bigoplus_{\lambda, \xi \in \mathcal{K}^l_d} \text{End}_{S^O}(P^\lambda, P^\xi)_{\text{op}} \).

For each \( \xi \in \mathcal{K}^l_d \) and each \( g, s \in \mathbb{N} \), write

\begin{align*}
 \text{rad}^g P^\xi_{\text{op}} / \text{rad}^{g+1} P^\xi_{\text{op}} &= \bigoplus_{\lambda \in \mathcal{P}^l_d, \gamma \in \Gamma^O_{s\xi}} L^\lambda_q(s)^{\otimes c_{\lambda \xi}^s}, \\
 \text{rad}^g P^\xi_{\text{op}} / \text{rad}^{g+1} P^\xi_{\text{op}} &= \bigoplus_{\lambda \in \mathcal{P}^l_d, \gamma \in \Gamma^O_{s\xi}} L^\lambda_q(s)^{\otimes c_{\lambda \xi}^s}.
\end{align*}

For each \( \lambda \in \mathcal{K}^l_d \), \( g, s \in \mathbb{N} \) and \( t \in \{1, c_{\lambda \xi}^{Ogs}\} \), we consider the chain of maps

\begin{equation}
 \text{rad}^g P^\xi_{\text{op}} \to \text{rad}^g P^\xi_{\text{op}} / \text{rad}^{g+1} P^\xi_{\text{op}} \to L^\lambda_q(s),
\end{equation}

where the right hand arrow is the projection to the \( t \)th copy of \( L^\lambda_q(s) \). Since \( P^\lambda_q \) is projective, there exists a homogeneous map \( \theta^g_{\xi \lambda} \) of degree \( s \) such that the following
diagram commutes
\[
P^\lambda_O \xrightarrow{\theta_{\lambda,\xi}^{gst}} P^\lambda_O(s) \xrightarrow{\text{Id}} P^\lambda_O(s).
\]

\textbf{Lemma 2.50.} The set \( \Theta = \{ \theta_{\lambda,\xi}^{gst}; \lambda, \xi \in \mathcal{K}_d^{I}, g, s \in \mathbb{N}, t \in [1, c_{\xi,\lambda}^{gst}] \} \) is a basis of \( R^O_s \).

\textbf{Proof.} Fix \( \lambda, \xi \in \mathcal{K}_d^{I} \). Set \( \Theta_{\lambda,\xi} = \{ \theta_{\lambda,\xi}^{gst}; g, s \in \mathbb{N}, t \in [1, c_{\xi,\lambda}^{gst}] \} \). Let \( \theta = \sum_{g,s,t} a_{\lambda,\xi}^{gst} \theta_{\lambda,\xi}^{gst} \) with \( a_{\lambda,\xi}^{gst} \in \mathbb{k} \) be a nontrivial linear combination of elements of \( \Theta_{\lambda,\xi} \). Let \( g_0 \) be minimal such that \( a_{\lambda,\xi}^{gst} \neq 0 \) for some \( s_0, t_0 \). Then we have \( \text{Im} \theta \subset \text{rad}^{g_0} P^\lambda_O \) and the composition
\[
P^\lambda_O \xrightarrow{\theta} \text{rad}^{g_0} P^\lambda_O \xrightarrow{\text{rad}^{g_0} P^\lambda_O / \text{rad}^{g_0+1} P^\lambda_O} L^\lambda_O(s_0)
\]
is nonzero, where the right hand map is the projection on the \( t_0 \)th copy of \( L^\lambda_O(s_0) \). Thus \( \theta \) is not zero. Hence, the elements of the set \( \Theta_{\lambda,\xi} \) are linearly independent.

Now, to show that they form a basis of \( \text{Hom}_{S^O}(P^\lambda_O, P^\lambda_O) \), we count the dimension. We have
\[
|\Theta_{\lambda,\xi}| = c_{\xi,\lambda}(1) = |P^\lambda_O : L^\lambda_O|_1 = \dim \text{Hom}_{S^O}(P^\lambda_O, P^\lambda_O).
\]
\[\square\]

\textbf{Lemma 2.51.} Assume that \( f \in \mathbb{N} \) and \( \lambda, \xi \in \mathcal{K}_d^{I} \). The set \( \Theta_{\lambda,\xi}^{\leq f} = \{ \theta_{\lambda,\xi}^{gst}; g, s \in \mathbb{N}, t \in [1, c_{\xi,\lambda}^{gst}] \} \) is a basis of \( \text{Hom}_{S^O}(P^\lambda_O, \text{rad}^f P^\lambda_O) \).

\textbf{Proof.} We must check that the image of a linear combination of elements of \( \Theta_{\lambda,\xi} \) that contains an element of \( \Theta_{\lambda,\xi} \setminus \Theta_{\lambda,\xi}^{\leq f} \) with a nonzero coefficient is not in \( \text{rad}^f P^\lambda_O \). Let
\[
\theta = \sum_{g,s,t} a_{\lambda,\xi}^{gst} \theta_{\lambda,\xi}^{gst}, \quad a_{\lambda,\xi}^{gst} \in \mathbb{k},
\]
be such a linear combination. Let \( g_0 \) be minimal such that \( a_{\lambda,\xi}^{gst} \neq 0 \) for some \( s_0, t_0 \). We have \( g_0 < f \). We have \( \text{Im} \theta \subset \text{rad}^{g_0} P^\lambda_O \). In the same way as in the proof of Lemma 2.50, we can show that the composition
\[
P^\lambda_O \xrightarrow{\theta} \text{rad}^{g_0} P^\lambda_O \xrightarrow{\text{rad}^{g_0} P^\lambda_O / \text{rad}^{g_0+1} P^\lambda_O} L^\lambda_O(s_0)
\]
is nonzero. Thus, we have \( \text{Im} \theta \not\subset \text{rad}^{g_0+1} P^\lambda_O \). This implies \( \text{Im} \theta \not\subset \text{rad}^f P^\lambda_O \) because \( f \geq g_0 + 1 \).
\[\square\]

\textbf{Remark 2.52.} We construct a homogeneous basis for \( b R^\lambda \) in a similar way. It satisfies an analogue of Lemma 2.51.

\textbf{Lemma 2.53.} For each \( \lambda \in \mathcal{K}_d^{I} \), the graded \( S^O \)-module \( P^\lambda_O \) is very rigid.

\textbf{Proof.} Recall the projective module \( T \in A \) and the functor \( F^*: A \rightarrow \text{mod}(R^\lambda_A) \) defined in Section 2.14. The algebra \( R^\lambda_A \) is Frobenius by the theorem in the introduction of [13] and the functor \( F^* \) is 0-faithful by [22, Thm. 6.6]. So, by [24, Lem. 2.14], the module \( T \) is tilting. Thus it is injective. This implies that, for each \( \lambda \in \mathcal{K}_d^{I} \), the module \( P^\lambda_O \) is injective because it is a direct factor of \( T \), see Section 2.14. In particular it is autodual with respect to the BGG duality.

Now, by construction, we have \( P^\lambda_O / \text{rad} P^\lambda_O = L^\lambda_O \). Since \( P^\lambda_O \) is autodual, we deduce that \( \text{soc} P^\lambda_O \) is irreducible. Thus \( P^\lambda_O \) is very rigid by Lemma 2.14.
\[\square\]

Recall that \( c_{\xi,\lambda}^{gst} \) is the multiplicity of \( L^\lambda_O(s) \) in \( P^\lambda_O \) and that \( c_{\xi,\lambda}^{gst} \) is the multiplicity of \( L^\lambda_O(s) \) in \( \text{rad}^f P^\lambda_O / \text{rad}^{f+1} P^\lambda_O \).
Lemma 2.61. For each $\lambda \in \mathcal{P}_d^l$, $\xi \in \mathcal{K}_d^l$ and each $g, s \in \mathbb{N}$, we have $c_{\xi\lambda}^{gs} = c_{\xi\lambda}^{0s}$ if $g = s$ and $c_{\xi\lambda}^{gs} = 0$ else. □

Further, since $S^0$ and $S_d^a$ are Morita equivalent, we have also the following.

Corollary 2.55. For each $\lambda \in \mathcal{K}_d^l$, the $S_d^a$-module $P^\lambda$ is rigid. □

Now, we have the following.

Lemma 2.56. For each $\lambda, \xi \in \mathcal{P}_d^l$ we have $c_{\lambda\xi}(q) = \delta_{\lambda\xi} + q\mathbb{N}[q]$. Proof. The statement follows from the condition (a) in Definition 2.20 and the graded BGG-resiprocity. □

Corollary 2.57. We have $(bS_d^a)_n = 0$ for each $n < 0$ and the algebra $(bS_d^a)_0$ is semisimple.

Proof. The first claim follows from Lemma 2.56 because $\dim \text{Hom}_{S_d^a}(P^\lambda, P^\xi) = c_{\lambda\xi}(q)$. The second claim is true because by Lemma 2.56 we have $(bS_d^a)_0 = \bigoplus_{\lambda \in \mathcal{P}_d^l} k \text{Id}_{P^\lambda}$. □

The grading of each simple module $L^\lambda$, viewed as an $bS_d^a$-module, is concentrated in degree 0. Hence, since $(bS_d^a)_0$ is semisimple by Corollary 2.57 we have the following.

Corollary 2.58. For each $\lambda, \xi \in \mathcal{P}_d^l$ we have $\text{Ext}^1_{\text{grmod}(S_d^a)}(L^\lambda, L^\xi) = 0$. □

Let $\xi \in \mathcal{P}_d^l$. Consider the filtration of $P^\xi$ given by

$$P^\xi = P^\xi(0) \supset P^\xi(1) \supset P^\xi(2) \supset \cdots,$$

where $P^\xi(f) = \sum_{d} \text{Im}\theta$, the map $\theta$ runs over the set of homogeneous maps in $\text{Hom}_{S_d^a}(P^\lambda, P^\xi)$ of degree $\geq f$ (for the grading in Section 2.9) and $\lambda$ varies in $\mathcal{P}_d^l$. Note that $P^\xi(f)$ is zero for sufficiently large $f$.

Lemma 2.59. Let $\lambda, \xi \in \mathcal{P}_d^l$ and $g, s \in \mathbb{N}$. The following hold.

(a) if $s < g$ then $L^\lambda(s)$ is not a constituent of $P^\xi(g)$,
(b) if $s \geq g$ then $L^\lambda(s)$ is a constituent of $P^\xi/P^\xi_{g}(g)$.

Proof. Part (a) follows from the fact that $c_{\lambda\xi}(g) = [P^\xi : L^\lambda]_g$ is in $\mathbb{N}[q]$, see Lemma 2.56. Now, we prove (b). Suppose that there exists a submodule $P^\xi \subset P^\xi$ containing $L^\lambda(s)$ such that there exists a nonzero homogeneous morphism $P^\xi/P^\xi(g) \rightarrow L^\lambda(s)$. By the projectivity of $P^\lambda$, the canonical map $P^\lambda(s) \rightarrow L^\lambda(s)$ factors as follows

$$P^\lambda(s) \rightarrow P^\xi \rightarrow P^\xi/P^\xi(g) \rightarrow L^\lambda(s).$$

The left arrow yields a morphism $\theta \in \text{Hom}_{S_d^a}(P^\lambda, P^\xi)$ of degree $s$ such that $\text{Im}\theta \not\subseteq P^\xi(g)$. This contradicts to the definition of $P^\xi(g)$. □

Lemma 2.60. For each $f \in \mathbb{N}$ and each $\xi \in \mathcal{P}_d^l$, we have $\text{rad}^f P^\xi \subset P^\xi(f)$. Proof. By Lemma 2.59, for each $f \in \mathbb{N}$, any simple submodule of $P^\xi(f)/P^\xi(f+1)$ is of the form $L^\lambda(f)$ for some $\lambda \in \mathcal{P}_d^l$. Thus, by Corollary 2.58 the module $P^\xi(f)/P^\xi(f+1)$ is semisimple. This implies the statement. □

Lemma 2.61. For each $\lambda, \xi \in \mathcal{K}_d^l$ and each $g, s \in \mathbb{N}$ such that $s < g$, we have $c_{\xi\lambda}^{0s} = 0$.

Proof. By Lemma 2.59 and Corollary 2.60 each simple submodule of $\text{rad}^g P^\xi$ is of the form $L^\lambda(f)$ for some $\lambda \in \mathcal{P}_d^l$ and $f \geq g$. This implies the statement. □

Corollary 2.62. For each $\lambda, \xi \in \mathcal{K}_d^l$ we have $[\text{rad}^g P^\xi/\text{rad}^{g+1} P^\xi : L^\lambda(q)] = c_{\xi\lambda}^{0g}$. □
Proof. Assume that the statement is false. Let \( g \) be maximal such that the statement fails. Thus, we have

\[
[P^\xi / \text{rad}^q P^\xi : L^\lambda]_q = c_{\xi \lambda}(q) - \sum_{t \geq q+1} [\text{rad}^t P^\xi / \text{rad}^q P^\xi : L^\lambda]_q
\]

\[
= c_{\xi \lambda}(q) - \sum_{t \geq q+1} c_{\xi \lambda}^t q^t
\]

\[
= \sum_{t=0}^g c_{\xi \lambda}^t q^t.
\]

Here the second equality follows from the maximality of \( g \). By Lemma 2.61, each power of \( q \) in \([\text{rad}^q P^\xi / \text{rad}^{q+1} P^\xi : L^\lambda]_q\) is \( g \). We deduce that \([\text{rad}^q P^\xi / \text{rad}^{q+1} P^\xi : L^\lambda]_q = c_{\xi \lambda}^q q^g\) for some \( c_{\xi \lambda}^g < c_{\xi \lambda} \). Now, we have

\[
c_{\xi \lambda}^g = [\text{rad}^q P^\xi / \text{rad}^{q+1} P^\xi : L^\lambda]_1 = c_{\xi \lambda}^g = c_{\xi \lambda}.
\]

Here the second equality is Lemma 2.53. We come to a contradiction. \( \square \)

Since \([\text{rad}^q P^\xi / \text{rad}^{q+1} P^\xi : L^\lambda]_q = \sum_{s \in \mathbb{N}} c_{\xi \lambda}^s q^s\), we deduce from Corollary 2.62 the following.

**Corollary 2.63.** For each \( \lambda, \xi \in \mathcal{K}_d^1 \) we have \( c_{\xi \lambda}^g = c_{\xi \lambda}^s \) if \( g = s \) and \( c_{\xi \lambda}^g = 0 \) else. \( \square \)

Recall the equivalence of categories \( E_S \) defined in Theorem 2.58. Recall also the definition of the elements \( v_{\lambda \xi}^{gst} \in \text{Hom}_A(P^\lambda, P^\xi) \). Set

\[
v_{\lambda \xi}^{gst} = E_S^{-1}(\theta_{\lambda \xi}^{gst}) \in \text{Hom}_{S^d}(P^\lambda, P^\xi) \subset b_{R^d}^\xi.
\]

The set \( \{v_{\lambda \xi}^{gst} : \lambda, \xi \in \mathcal{K}_d^1, g, s \in \mathbb{N}, t \in [1, c_{\xi \lambda}^g]\} \) is a basis of \( b_{R^d}^\xi \) because \( E_S \) is an equivalence of categories. We have \( \text{Im} v_{\lambda \xi}^{gst} \subset \text{rad}^q P^\xi \) and \( \text{Im} v_{\lambda \xi}^{gst} \not\subset \text{rad}^{q+1} P^\xi \). Thus the analogue of Lemma 2.51 mentioned in Remark 2.52 and the Corollary 2.63 imply that the minimal nonzero homogeneous component in \( v_{\lambda \xi}^{gst} \) has degree \( g \). Denote this homogeneous component of degree \( g \) by \( v_{\lambda \xi}^{gst} \).

Consider the \( k \)-linear map \( \Phi : R^g \rightarrow R^d \) such that \( \theta_{\lambda \xi}^{gst} \mapsto v_{\lambda \xi}^{gst} \).

**Theorem 2.64.** The map \( \Phi \) is a graded \( k \)-algebra isomorphism.

Proof. For each \( f \in \mathbb{N} \) set \( J^{>f} = \bigoplus_{n \geq f} f(R_{\lambda \xi}^d) \). By construction, for each \( \theta_{\lambda \xi}^{gst} \in \Theta \) we have \( \Phi(\theta_{\lambda \xi}^{gst}) \equiv v_{\lambda \xi}^{gst} \) mod \( J^{>g} \). This implies that for each homogeneous element \( \theta \in b_{R^d}^\xi \) we have \( \Phi(\theta) \equiv E_S^{-1}(\theta) \) mod \( J^{>\deg \theta} \). Now, for each \( \theta_{\lambda \xi}^{gst}, \theta_{\lambda \xi'}^{gst} \in \Theta \) we have

\[
\Phi(\theta_{\lambda \xi}^{gst}) \Phi(\theta_{\lambda \xi'}^{gst}) \equiv v_{\lambda \xi}^{gst} v_{\lambda \xi'}^{gst}
\]

\[
\equiv E_S^{-1}(\theta_{\lambda \xi}^{gst} \theta_{\lambda \xi'}^{gst})
\]

\[
\equiv \Phi(\theta_{\lambda \xi}^{gst} \theta_{\lambda \xi'}^{gst}) \mod J^{>g+g'}.
\]

On the other hand the map \( \Phi \) is homogeneous of degree zero. Thus \( \Phi \) is a graded algebra isomorphism. \( \square \)
2.18. Identification of grading of the Schur algebra. The goal of this section is to show that the algebras \( bS^*_d \) and \( S^O \) are isomorphic as graded algebras.

**Lemma 2.65.** For each \( \lambda \in P^l_d \), the \( R^*_d \)-module \( Y^\lambda \) is indecomposable.

*Proof.* The \( S^*_d \)-module \( Y^\lambda \) is indecomposable because it has simple top \( L^\lambda \). Thus the ring \( \text{End}_{S^*_d}(Y^\lambda) \) is local. By Remark 2.18(b) we have \( \text{End}_{S^*_d}(Y^\lambda) = \text{End}_{S^*_d}(P^\lambda) \). Thus the module \( Y^\lambda \) is also indecomposable.

By Theorem 2.64 we can identify the graded categories \( \text{grmod}(R^*_d) \cong \text{grmod}(R^O) \). For each \( \lambda \in P^l_d \) there is an integer \( a_\lambda \) such that \( Y^\lambda = Y^\lambda_{\langle a_\lambda \rangle} \), because the modules \( Y^\lambda \) and \( Y^\lambda_{\langle a_\lambda \rangle} \) are indecomposable and are isomorphic as ungraded modules, see the construction of the functor \( E_H \) and Lemma 2.65.

**Lemma 2.66.** For each \( \lambda, \xi \in P^l_d \) we have \( a_\lambda = a_\xi \).

*Proof.* We have

\[
c_{\lambda\xi}(q) = [P^\lambda : L^\xi]_q = \dim_q \text{Hom}_{S^*_d}(P^\xi, P^\lambda) = \dim_q \text{Hom}_{R^*_d}(Y^\xi, Y^\lambda) = \dim_q \text{Hom}_{R^O}(Y^\xi_{\langle a_\xi \rangle}, Y^\lambda_{\langle a_\lambda \rangle}) = \dim_q \text{Hom}_{S^O}(P^\xi_{\langle a_\xi \rangle}, P^\lambda_{\langle a_\lambda \rangle}) = q^{a_\lambda - a_\xi}[P^\lambda : L^\xi]_q = q^{a\lambda - a\xi}c_{\lambda\xi}(q)
\]

So we have also \( c_{\lambda\xi}(q) = q^{a\xi - a\lambda}c_{\lambda\xi}(q) \). But the matrix \( c(q) \) is symmetric by Corollary 2.33. Thus, for each \( \lambda, \xi \in P^l_d \) we have \( c_{\lambda\xi}(q) = q^{a_\xi(a_\lambda)}c_{\lambda\xi}(q) \). Thus \( a_\lambda = a_\xi \) whenever \( c_{\lambda\xi}(q) \neq 0 \). To conclude it is enough to note that for each \( \lambda, \xi \in P^l_d \) we can find a chain \( \lambda, \lambda_1, \lambda_2, \ldots, \lambda_n, \xi \in P^l_d \) such that

\[c_{\lambda_1\lambda_2}(q) \neq 0, c_{\lambda_1\lambda_3}(q) \neq 0, \ldots, c_{\lambda_{n-1}\lambda_n}(q) \neq 0, c_{\lambda_n\xi}(q) \neq 0\]

because the algebra \( S^*_d \) is indecomposable, see Section 2.6.

**Theorem 2.67.** There exists a graded algebra isomorphism \( bS^*_d \cong S^O \).

*Proof.* We have a chain of graded algebra isomorphisms

\[(bS^*_d)^{op} \cong \bigoplus_{\lambda, \xi \in P^l_d} \text{Hom}_{S^*_d}(P^\xi, P^\lambda) \cong \bigoplus_{\lambda, \xi \in P^l_d} \text{Hom}_{R^*_d}(Y^\xi, Y^\lambda) \cong \bigoplus_{\lambda, \xi \in P^l_d} \text{Hom}_{R^O}(Y^\xi_{\langle a_\xi \rangle}, Y^\lambda_{\langle a_\lambda \rangle}) \cong \bigoplus_{\lambda, \xi \in P^l_d} \text{Hom}_{S^O}(P^\xi_{\langle a_\xi \rangle}, P^\lambda_{\langle a_\lambda \rangle}) \cong (S^O)^{op}.
\]
APPENDIX A. Graded decomposition numbers

The goal of this appendix is to calculate the graded decomposition numbers in the affine parabolic category $\mathcal{O}$ needed to prove Lemma 2.4.10.

We keep the notation from Sections 2.11, 2.12. Let $\nu$ be an integer $> 0$. Let $P$ be the set of proper subsets of $\Phi$. We will refer to elements of $P$ as parabolic types. Suppose $\nu \in P$. Let $\tilde{P}_\nu$ be the unique parabolic subalgebra containing $\tilde{b}$ whose set of roots is generated by $\Phi \cup (-\nu)$. We will say that a weight $\lambda \in \tilde{P}$ is $\nu$-dominant (resp. $\nu$-antidominant) if $\lambda(\alpha_k^\vee) \geq 0$ for each $\alpha_k \in \nu$ (resp. if $\lambda(\alpha_k^\vee) \leq 0$ for each $\alpha_k \in \nu$).

Let $\mathcal{O}^\nu$ be the category of $\tilde{g}$-modules such that $M = \bigoplus_{\lambda \in \tilde{h}} M_\lambda$ with $M_\lambda = \{m \in M; x m = \lambda(x)m, \forall x \in \tilde{b}\}$ and $U(\tilde{p}_\nu)m$ is finite dimensional for each $m \in M$.

Let $W$ be the Weyl group of $\tilde{g}$. Let $\xi$ be the Bruhat order on $W$. For each $\lambda \in \tilde{P}$, $w \in W$ we set $w \cdot \lambda = w(\lambda + \rho) - \rho$. Let $S$ be the set of simple reflection in $W$. Fix $\mu \in P$. Let $W_\mu \subset W$ be the parabolic subgroup generated by the simple reflection corresponding to $\mu$. Let $\hat{x}W \subset W$ be the set of minimal length representatives of the cosets in $W_\mu/W$. Let $o_{\mu,-} \in \hat{P}$ (resp. $o_{\mu,+} \in \hat{P}$) be a weight of the form $(z_\lambda, \lambda, -e - N)$ (resp. a weight of the form $(z_\lambda, \lambda, e - N)$) with $\lambda \in P$ such that $\mu_{\mu,-} + \rho$ is antidominant (resp. $\mu_{\mu,+} + \rho$ is dominant) and the stabiliser of $o_{\mu,-}$ (resp. $o_{\mu,+}$) in $W$ under the dot-action is equal to $W_\mu$. Here the notation is as in Section 2.12. Let $\xi$ be the partial order on $\hat{P}$ given by $\lambda_1 \leq \lambda_2$ if $\lambda_2 - \lambda_1$ is a linear combination of simple roots with coefficients in $\mathbb{N}$.

Let $\mathcal{O}^\mu_{\mu,\pm} \subset \mathcal{O}^\nu$ be the full subcategory consisting of the modules such that the highest weight of their simple subquotients are $o_{\mu,\pm}$ under the dot-action. For a $\nu$-dominant weight $\lambda \in \tilde{P}$, let $V^\nu(\lambda)$ be the parabolic Verma module with highest weight $\lambda$. We write just $V(\lambda)$ if $\nu = \emptyset$. Let $L(\lambda)$ denote the unique simple quotient of $V(\lambda)$.

Let $I_{\mu,-}$ (resp. $I_{\mu,+}$) be the set of shortest (resp. longest) representatives of the cosets $W_\mu/W_\nu$ in $W$ and $I^\nu_{\mu,-} \subset I_{\mu,-}$ (resp. $I^\nu_{\mu,+} \subset I_{\mu,+}$) be the subset of elements $w$ such that $w \cdot o_{\mu,-}$ (resp. $w \cdot o_{\mu,+}$) is $\nu$-dominant.

Fix $v \in I^\nu_{\mu,-}$ and $u \in I^\nu_{\mu,+}$. Set $^v I^\nu_{\mu,-} = \{w \in I^\nu_{\mu,-}; w \leq v\}$, $^u I^\nu_{\mu,+} = \{w \in I^\nu_{\mu,+}; w \leq u\}$.

Remark A.1. There is a bijection $i^\nu_{\mu,-} \rightarrow I^\nu_{\mu,+}, x \mapsto x^{-1}$. If $v \in I^\nu_{\mu,-}$ and $u = v^{-1} \in i^\nu_{\mu,+}$, then there is a bijection $^v I^\nu_{\mu,-} \rightarrow ^u I^\nu_{\mu,+}, x \mapsto x^{-1}$. See [26, Cor. 3.3].

Let $^\nu \mathcal{O}^\mu_{\mu,-}$ be the category consisting of finitely generated objects in the Serre subcategory of $\mathcal{O}^\mu_{\mu,-}$ generated by the modules $L(w \cdot o_{\mu,-})$ with $w \in I^\nu_{\mu,-}$. Let $^\nu \mathcal{O}^\mu_{\mu,+}$ be the subcategory of finitely generated objects in the quotient of $^\nu \mathcal{O}^\mu_{\mu,+}$ by the Serre subcategory generated by the modules $L(w \cdot o_{\mu,+})$ with $w \in I^\nu_{\mu,+} \setminus I^\nu_{\mu,-}$.

For each $x \in I^\nu_{\mu,-}$ and $y \in I^\nu_{\mu,+}$, let $^x \mathcal{P}(x \cdot o_{\mu,-})$ and $^y \mathcal{P}(y \cdot o_{\mu,+})$ be the projective covers of $L(x \cdot o_{\mu,-})$ and $L(y \cdot o_{\mu,+})$ in $^\nu \mathcal{O}^\mu_{\mu,-}$ and $^\nu \mathcal{O}^\mu_{\mu,+}$ respectively. Set $^v \mathcal{P}^\nu_{\mu,-} = \bigsqcup_{x \in ^v I^\nu_{\mu,-}} (^x \mathcal{P}(x \cdot o_{\mu,-}))$, $^u \mathcal{P}^\nu_{\mu,+} = \bigsqcup_{x \in ^u I^\nu_{\mu,+}} (^y \mathcal{P}(y \cdot o_{\mu,+}))$.

Set $^v A^\nu_{\mu,-} = \text{End}(^v \mathcal{P}^\nu_{\mu,-})^{op}$ and $^u A^\nu_{\mu,+} = \text{End}(^u \mathcal{P}^\nu_{\mu,+})^{op}$. We have the equivalences of categories $^\nu \mathcal{O}^\mu_{\mu,-} \simeq \text{mod}(^v A^\nu_{\mu,-})$ and $^\nu \mathcal{O}^\mu_{\mu,+} \simeq \text{mod}(^u A^\nu_{\mu,+})$. For each $w \in I^\nu_{\mu,+}$, let $^w \mathcal{V}^\nu(w \cdot o_{\mu,+})$ be the image of $\mathcal{V}^\nu(w \cdot o_{\mu,+})$ in $^\nu \mathcal{O}^\mu_{\mu,+}$. The categories $^\nu \mathcal{O}^\mu_{\mu,-}$, $^\nu \mathcal{O}^\mu_{\mu,+}$ are highest weight categories with standard modules $\{V^\nu(x \cdot o_{\mu,-}); x \in I^\nu_{\mu,-}\}$ and $\{V^\nu(y \cdot o_{\mu,+}); y \in I^\nu_{\mu,+}\}$ respectively. For each $v \in I^\nu_{\mu,\pm}$ and each $x \in I^\nu_{\mu,\pm}$, let $^v \mathcal{V}^\nu(x \cdot o_{\mu,\pm})$ be the costandard object in $^\nu \mathcal{O}^\mu_{\mu,\pm}$ with simple socle $L(x \cdot o_{\mu,\pm})$.

We will refer to them as dual Verma modules.
By [26] Thm. 3.12 the rings $\mathcal{O}_{\mu,-}^\nu$ and $\mathcal{O}_{\mu,+}^\nu$ admit Koszul gradings. Thus the categories $\mathcal{O}_{\mu,-}^\nu$, $\mathcal{O}_{\mu,+}^\nu$ admit Koszul gradings. Denote by $\mathcal{O}_{\mu,-}^\nu$, $\mathcal{O}_{\mu,+}^\nu$ their graded versions, i.e., we have $\mathcal{O}_{\mu,-}^\nu = \text{grmod}(\mathcal{O}_{\mu,-}^\nu)$, $\mathcal{O}_{\mu,+}^\nu = \text{grmod}(\mathcal{O}_{\mu,+}^\nu)$. All simple modules, Verma modules, dual Verma modules and projective modules in $\mathcal{O}_{\mu,-}^\nu$, $\mathcal{O}_{\mu,+}^\nu$ have graded lifts, see [20]. This graded lifts are unique up to a shift of the grading because all mentioned modules are indecomposable. Fix the graded lifts of simple modules concentrated in degree zero and fix the graded lifts of projective modules, Verma modules and dual Verma modules that satisfy the same normalization conditions as in Section 2.3. In the notation above we will skip the upper index $v$ if $v = 0$.

Remark A.2. The graded ring $\mathcal{O}_{\mu,\pm}^\nu$ is a factor of $\mathcal{O}_{\mu,\pm}^\nu$ by a homogeneous ideal. See [26] Lem. 5.12 for a proof in the positive level case. The negative level case is similar. In particular, for $v \in I_{\mu,\pm}^\nu$ we get the inclusion of Grothendieck groups $[\mathcal{O}_{\mu,\pm}^\nu]_v \subset [\mathcal{O}_{\mu,\pm}^\nu]_0$.

A.1. Kazhdan-Lusztig polynomials. In this section we follow the notation of Soergel [27]. First, we define the Hecke algebra associated with $(W,S)$. All claims here are true for an arbitrary Coxeter system $(W,S)$. Let $l: W \to \mathbb{N}$ be the length function.

Definition A.3. The Hecke algebra $\mathcal{H}$ is the $\mathbb{Z}[q,q^{-1}]$-algebra generated by the elements $H_s$, $s \in S$, modulo the following defining relations

- $H_s^2 = 1 + (q - q^{-1})H_s \quad \forall s \in S$,
- $H_sH_t \cdots H_s = H_tH_s \cdots H_t \quad \forall s, t \in S, \quad st \cdots s = ts \cdots t$,
- $H_1H_t \cdots H_s = H_tH_s \cdots H_s \quad \forall s, t \in S, \quad st \cdots t = ts \cdots s$.

For $w \in W$ with reduced expression $w = st \cdots r$ set $H_w = H_sH_t \cdots H_r$. The algebra $\mathcal{H}$ has a unique ring homomorphism $\mathcal{H} \to \mathcal{H}$, $H \mapsto \overline{H}$ such that $\overline{q} = q^{-1}$ and $\overline{H_w} = (H_{w^{-1}})^{-1}$. Let $(\overline{H}_x)_{x \in W}$ be the Kazhdan-Lusztig basis of $\mathcal{H}$, see [27] Thm. 2.1. We write $H_x = \sum_{y \in W} h_{x,y}(q)H_y$, where $h_{x,y}(q)$ is a polynomial in $\mathbb{Z}[q]$ for each $x, y \in W$. The polynomial $h_{x,y}(q)$ is nonzero only if $x \leq y$.

For each $x, y \in W$, let $h_{x,y}$ be the inverse Kazhdan-Lusztig polynomial, i.e., such that

$$\sum_{z \in W} (-1)^{l(z) + l(x)}h_{z,y}(q)h_{z,y}(q) = \delta_{x,y}.$$ 

Fix a subset $f \subset S$ such that the subgroup $W_f \subset W$ generated by $f$ is finite. Let $f\!W$ be the set of minimal length representatives for the cosets $W_f \setminus W$.

For each $x, y \in f\!W$, let $n_{x,y}(q)$ be the parabolic Kazhdan-Lusztig polynomial associated with the parabolic subgroup $W_f \subset W$, i.e., we have

$$n_{x,y}(q) = \sum_{z \in W_f} (-q)^{l(z)}h_{x,y}(q).$$

For each $x, y \in f\!W$, let $n_{x,y}(q)$ be the inverse parabolic Kazhdan-Lusztig polynomial, i.e., we have

$$\sum_{z \in f\!W} (-1)^{l(z) + l(x)}n_{z,x}(q)n_{z,y}(q) = \delta_{x,y}.$$ 

We may write $n_{x,y}(q)$, $n_{x,y}(q)$ to insist on the parabolic type $f$.

Now, we recall some basic properties of Kazhdan-Lusztig polynomials.

Lemma A.4. Let $x, y, z \in W$. We have

(a) $h_{x,y}(q) \in q^{l(y)-l(x)}(1 + q^{-2}\mathbb{Z}[q^{-2}])$ if $x \leq y$,
Step 2. We compute the decomposition numbers of 

Step 3. We compute the decomposition numbers of 

Step 4. We compute the decomposition numbers of 

Step 5. We compute the decomposition numbers of 

Proof. Part (a) follows from \([27, \text{Rem. 2.6}]\) and \([16, \text{Lem. 2.6}]\). Parts (c), (e) are \([Z, q^{-1}]-\text{algebra} \ H \) with the involution. The element \(H_w \) for \(w \in W, w \neq 1\), acts on \([Z, q^{-1}]\) by zero, because it acts by some polynomial \(p(q) \in q\mathbb{Z}[q]\) such that \(p(q) = p(q^{-1})\) because \(H_w \in H_w + q(\sum_{w' < w} q\mathbb{Z}[H_{w'}]).\) Now, consider the equality 

Applying \(\text{sgn}\) to both sides yields \(h^{x,1}(q) = q^{l(x)}.\)

A.2. Plan of the proof. Here we indicate the scheme that we follow to get the graded decomposition numbers in \(\mathfrak{v} \mathfrak{C}_{\mu, -} \) and \(\mathfrak{v} \mathfrak{C}_{\mu, +}\) (i.e., the graded multiplicities of simple module in parabolic Verma modules in sense of Section 2.3).

Step 1. We compute the decomposition numbers of \(\mathfrak{v} \mathfrak{C}_{\mu, -}\) and \(v \in W\) using the geometric approach of \([25].\)

Step 2. We compute the decomposition numbers of \(\mathfrak{v} \mathfrak{C}_{\mu, -}\) for \(v \in \mathfrak{v} \mathfrak{C}_{\mu, -}\) using the previous step and a graded version of the BGG-resolution.

Step 3. We compute the decomposition numbers of \(\mathfrak{v} \mathfrak{C}_{\nu, +}\) for \(v \in \mathfrak{v} \mathfrak{C}_{\nu, +}\) using the previous step and the Koszul duality.

Step 4. We compute the decomposition numbers of \(\mathfrak{v} \mathfrak{C}_{\nu, +}\) for \(v \in \mathfrak{v} \mathfrak{C}_{\nu, +}\) using the previous step and a graded version of the BGG-resolution.

Step 5. We compute the decomposition numbers of \(\mathfrak{v} \mathfrak{C}_{\mu, -}\) for \(v \in \mathfrak{v} \mathfrak{C}_{\mu, -}\) using the previous step and the Koszul duality.

A.3. Step 1. Let \(v \in W\). We must count the graded multiplicities 

for each \(x, y \in \mathfrak{v} \mathfrak{C}_{\mu, -}\).

Lemma A.5. For each \(x, y \in \mathfrak{v} \mathfrak{C}_{\mu, -}\) we have \([V(x \cdot \mathfrak{o}_{\mathfrak{C}_{\mu, -}}) : L(y \cdot \mathfrak{o}_{\mathfrak{C}_{\mu, -}})]_q = h^{x,y}(q)\).

Proof. Let \(s\) be the length of the socle filtration of \(V(x \cdot \mathfrak{o}_{\mathfrak{C}_{\mu, -}})\), i.e., the integer \(s\) such that \(\text{soc}^sV(x \cdot \mathfrak{o}_{\mathfrak{C}_{\mu, -}}) = V(x \cdot \mathfrak{o}_{\mathfrak{C}_{\mu, -}}) \subseteq V(x \cdot \mathfrak{o}_{\mathfrak{C}_{\mu, -}}) \subseteq \ldots \subseteq \text{soc}^{s-1}V(x \cdot \mathfrak{o}_{\mathfrak{C}_{\mu, -}}) \subseteq V(x \cdot \mathfrak{o}_{\mathfrak{C}_{\mu, -}})\), see Section 2.3. By Lemma 2.14 and [3] Lem. 7.3. the grading filtration of \(V(x \cdot \mathfrak{o}_{\mathfrak{C}_{\mu, -}})\) (viewed as an \(\mathfrak{v} \mathfrak{C}_{\mu, -}\)-module) coincides with its socle filtration. Thus the graded multiplicity \([V(x \cdot \mathfrak{o}_{\mathfrak{C}_{\mu, -}}) : L(y \cdot \mathfrak{o}_{\mathfrak{C}_{\mu, -}})]_q\) coincides with 

Now, it suffices to show that \([V(x \cdot \mathfrak{o}_{\mathfrak{C}_{\mu, -}}) : L(y \cdot \mathfrak{o}_{\mathfrak{C}_{\mu, -}})]_q = h^{x,y}(q)\). This follows from [25]. More precisely, by [25] Prop. 4.2 the Verma modules and the simple ones are
in the essential image of the global section functor defined in [25 Sec. 4.3]. Moreover, by [23 Thm. 7.15.6] and [9 Thm. 5.5] the global section functor is fully faithful. Thus \([V(x \cdot o_{\lambda_0}) : L(y \cdot o_{\lambda_0})]_{\text{soc}}\) can be interpreted in terms of graded multiplicities for \(D\)-modules. This multiplicity can be computed explicitly via Kazhdan-Lusztig polynomials using the formulas [25 (6.1), (6.2)] and the fact that the weight filtration in [25 Sec. 6.1] coincides with the socle filtration, see [4 Lem. 5.2.2] for details.

A.4. Step 2. Let \(\mu, \nu \in P\) and \(v \in I_{\mu,-}^\nu\).

Lemma A.6. Let \(\lambda = w \cdot o_{\mu,-}\) with \(w \in W\) and \(s \in S\) such that \(s \cdot \lambda < \lambda\). Assume that \(v\) is large enough such that \(V(\lambda), V(s \cdot \lambda) \in \mathcal{O}_{\mu,-}\). Then, each nonzero morphism \(\theta : V(s \cdot \lambda) \to V(\lambda)\) in \(\mathcal{O}_{\mu,-}\) is homogeneous of degree 1.

Proof. We have \(V(o_{\mu,-}) = L(o_{\mu,-})\). It is a submodule of each Verma module \(V(x \cdot o_{\mu,-})\), \(x \in W\) because the weight \(o_{\mu,-} + \rho\) is antidominant. By Lemma A.5 and Lemma (A.4) we have \([V(\lambda) : L(o_{\mu,-})]_q = q^{l(w)}\) and \([V(s \cdot \lambda) : L(o_{\mu,-})]_q = q^{l(w) - 1}\). Thus \(V(\lambda)\) and \(V(s \cdot \lambda)\) contain a unique submodule isomorphic to \(L(o_{\mu,-})\), which is concentrated in degree \(l(w)\) and \(l(w) - 1\) respectively. Each nonzero morphism from \(V(s \cdot \lambda)\) to \(V(\lambda)\) is injective by [14 Sec. 2]. Thus each morphism from \(V(s \cdot \lambda)\) to \(V(\lambda)\) is homogeneous of degree 1.

Let \(v \in I_{\mu,-}^\nu\) and \(\lambda = w \cdot o_{\mu,-}\), with \(w \in I_{\mu,-}^\nu\). See [13 Chap. 6] for the definition of the BGG resolution. Applying the exact functor \(U(g) \otimes_{U(p)} \bullet\) to the BGG resolution of the simple module with highest weight \(\lambda\) of the Levi subalgebra \(\widehat{\mathfrak{g}}_{\nu} \subset \widehat{\mathfrak{p}}_{\nu}\), we get the parabolic BGG resolution of the parabolic Verma module \(V^\nu(\lambda)\)

\[
\cdots \to C_2 \to C_1 \to V(\lambda) \to V^\nu(\lambda) \to 0, \quad (A1)
\]

where

\[
C_t = \bigoplus_{x \in W_{\nu}, l(x) = t} V(x \cdot \lambda).
\]

Corollary A.7. Each map except \(\epsilon\) in (A1) is of degree 1. The map \(\epsilon\) is of degree 0.

Proof. We must explain why \(\epsilon\) is homogeneous of degree 0. By definition of the graded lifts of (parabolic) Verma modules, the morphisms \(V(\lambda) \to L(\lambda)\) and \(V^\nu(\lambda) \to L(\lambda)\) are homogeneous of degree zero. The morphism \(V(\lambda) \to V^\nu(\lambda)\) is homogeneous because \(\dim \text{Hom}_{\mathcal{O}_{\mu,-}}(V(\lambda), V^\nu(\lambda)) = 1\). Its degree is automatically zero.

Assume that \(\nu \in P\), \(v \in I_{\nu,-}^{\nu}\).

Corollary A.8. Assume that \(v \in I_{\nu,-}^{\nu}\). For each \(x, y \in I_{\nu,-}^{\nu}\) we have

\[
[V^\nu(x \cdot o_{\lambda_0}) : L(y \cdot o_{\lambda_0})]_{\text{soc}} = \sum_{z \in W_{\nu}} (-q)^{l(z)} h_{x,y}(q).
\]

Proof. By Corollary A.7 we have

\[
[V^\nu(x \cdot o_{\lambda_0})] = \sum_{z \in W_{\nu}} (-q)^{l(z)} [V(zx \cdot o_{\lambda_0})]
\]

in \([\mathcal{O}_{\nu,-}]^\nu\). Now, apply Lemma A.5.

□
Corollary A.9. For each $x \in {}^uI_{0,-}'$ we have the following equality in $[{}^u\mathcal{O}_{0,-}']$:

$$[L(x \cdot o_{0,-})] = \sum_{y \in {}^uI_{0,-}'} (-1)^{(x) + l(y)} h_{y^{-1}, x^{-1}}(q)[V^\nu(y \cdot o_{0,-})].$$

Proof. We must prove that

$$\sum_{t \in {}^uI_{0,-}'} (-1)^{(x) + l(t)} h_{t^{-1}, x^{-1}}(q)[V^\nu(t \cdot o_{0,-}) : L(y \cdot o_{0,-})]_q = \delta_{x,y}$$

for each $x, y \in {}^uI_{0,-}'$. We have

$$\sum_{t \in {}^uI_{0,-}'} (-1)^{(x) + l(t)} h_{t^{-1}, x^{-1}}(q)[V^\nu(t \cdot o_{0,-}) : L(y \cdot o_{0,-})]_q = \sum_{t \in {}^uI_{0,-}', z \in W_{\nu}} (-q)^{(z)} (-1)^{(x) + l(t)} h_{z^{-1}, y^{-1}}(q)$$

$$= \sum_{t \in {}^uI_{0,-}', z \in W_{\nu}} (-1)^{(x) + l(t) + l(y)} h_{z^{-1}, x^{-1}}(q) h_{z^{-1}, y^{-1}}(q)$$

$$= \sum_{s \in {}^uI_{0,-}} (-1)^{(x) + l(s)} h_{s^{-1}, x^{-1}}(q) h_{s^{-1}, y^{-1}}(q)$$

$$= \delta_{x,y}.$$

Here the second equality is Lemma [A.4] (v), the third is Lemma [A.4] (b).

A.5. Step 3. Let $\nu \in \mathbf{P}$ and $u \in I_{\nu,+}$.

Lemma A.10. For each $x, y \in {}^uI_{\nu,+}$ we have

$$[uV(x \cdot o_{\mu,+}) : L(y \cdot o_{\mu,+})]_q = h_{x,y}(q).$$

Proof. Set $v = u^{-1}$. As in the proof of Corollary 2.12 we deduce from Corollary A.9 that we have

$$[L(x \cdot o_{\theta,-})] = \sum_{y \in {}^uI_{0,-}'} (-1)^{(x) + l(y)} h_{y^{-1}, x^{-1}}(q^{-1})[V^\nu(y \cdot o_{\theta,-})^\nu]$$

in $[{}^u\mathcal{O}_{\theta,-}]$. By Thm. 3.12 and Corollary 4.4 we have a $\mathbb{Z}[q, q^{-1}]$-module isomorphism

$$[{}^u\mathcal{O}_{\theta,-}] \rightarrow [{}^u\mathcal{O}_{\nu,+}], \quad [L(x \cdot o_{\theta,-})] \mapsto [uP(x^{-1} \cdot o_{\nu,+})], \quad [V^\nu(x \cdot o_{\theta,-})^\nu] \mapsto [uV(x^{-1} \cdot o_{\nu,+})] \forall x \in {}^uI_{\theta,-}. $$

Thus we get

$$[uP(x^{-1} \cdot o_{\nu,+})] = \sum_{y \in {}^uI_{0,-}'} (-1)^{(x) + l(y)} h_{y^{-1}, x^{-1}}(-q)[uV(y^{-1} \cdot o_{\nu,+})]$$

in $[{}^u\mathcal{O}_{\nu,+}]$. Now, the statement follows from Corollary 2.12 and Lemma [A.4] (f).
A.6. **Step 4.** Let $\mu, \nu \in P$ and $u, w \in I_{\nu,+}^\mu$ with $w \preceq u$, and set $\lambda = w \cdot o_{\nu,+}$. There is an exact sequence

$$\cdots \to C_2 \to C_1 \to V(\lambda) \to V^\mu(\lambda) \to 0$$

in $O_{\nu,+}$, where

$$C_t = \bigoplus_{x \in W_\nu, l(x) = t} V(x \cdot \lambda),$$

compare Section [A.4]. The image of this exact sequence in $uO_{\nu,+}$ yields an exact sequence

$$\cdots \to uC_2 \to uC_1 \to uV(\lambda) \to uV^\mu(\lambda) \to 0,$$

(\text{A2})

where

$$uC_t = \bigoplus_{x \in W_\nu, l(x) = t} uV(x \cdot \lambda).$$

**Lemma A.11.** Let $u \in I_{\nu,+}$ with $x, y \in uI_{\nu,+}$ and $x \preceq y$. Then

(a) $\dim \Hom_{\mathcal{O}_{\nu,+}}(uV(x \cdot o_{\nu,+}), uV(y \cdot o_{\nu,+})) = 1$,

(b) each nonzero morphism $uV(x \cdot o_{\nu,+}) \to uV(y \cdot o_{\nu,+})$ is injective,

(c) $\soc(uV(y \cdot o_{\nu,+})) = uV(u \cdot o_{\nu,+})$,

(d) the inclusion $uV(u \cdot o_{\nu,+}) \to uV(y \cdot o_{\nu,+})$ is homogeneous of degree $l(u) - l(y)$,

(e) each nonzero morphism $uV(x \cdot o_{\nu,+}) \to uV(y \cdot o_{\nu,+})$ is homogeneous of degree $l(x) - l(y)$.

**Proof.** By the Ringel equivalence we have

$$\Hom_{\mathcal{O}_{\nu,+}}(uV(x \cdot o_{\nu,+}), uV(y \cdot o_{\nu,+})) = \Hom_{\mathcal{O}_{\nu,+}}(V(y \cdot o_{\nu,+}), V(x \cdot o_{\nu,+})),$$

see [26, Prop. 3.9 (b)]. So, to prove (a) it is enough to prove that

$$\dim \Hom_{\mathcal{O}_{\nu,+}}(V(y \cdot o_{\nu,+}), V(x \cdot o_{\nu,+})) = 1.$$  

This follows from [8, Lem. 7.3] and [14, Sec. 2], see the proof of [13, Thm. 4.2 (b)].

Now, to prove (b) it is enough to show that there exists one injective morphism $uV(x \cdot o_{\nu,+}) \to uV(y \cdot o_{\nu,+})$. By [13, Prop. 3.1] there exist an injective morphism $V(x \cdot o_{\nu,+}) \to V(y \cdot o_{\nu,+})$. Its image in $uO_{\nu,+}$ by the quotient functor (which is exact) must be also injective.

It is clear from (b) that the only simple module that can be contained in $\soc(uV(y \cdot o_{\nu,+}))$ is $uV(u \cdot o_{\nu,+}) = L(u \cdot o_{\nu,+})$. Hence, by (a), this socle must be equal to $uV(u \cdot o_{\nu,+})$. Part (c) is proved.

By Lemma [A.12] the radical filtration of $uV(y \cdot o_{\nu,+})$ coincides with its grading filtration. Here we view $uV(y \cdot o_{\nu,+})$ as an $uA_{\nu,+}$-module. By Lemma [A.3] (a) and Lemma [A.10] for all $z \in uI_{\nu,+}$ such that $z \neq u$ and $z \preceq y$ we have $[uV(y \cdot o_{\nu,+}) : L(z \cdot o_{\nu,+})]_{\overline{q}} \in q^{l(u) - l(y) - 1}Z[\overline{q}]$ and $[uV(y \cdot o_{\nu,+}) : L(u \cdot o_{\nu,+})]_{\overline{q}} \in q^{l(u) - l(y)}(1 + q^{-1}Z[\overline{q}])$. Thus $\rad^{l(u) - l(y)}(uV(y \cdot o_{\nu,+}))$ coincides with $\soc(uV(y \cdot o_{\nu,+}))$. Part (d) follows.

The statement (e) follows from (a), (b), (c), (d).

**Corollary A.12.** Each map in (\text{A2}) except $\epsilon$ is homogeneous of degree 1. The map $\epsilon$ is homogeneous of degree 0.

**Corollary A.13.** For each $x, y \in uI_{\nu,+}$ we have

$$[uV^\mu(x \cdot o_{\nu,+}) : L(y \cdot o_{\nu,+})]_{\overline{q}} = n_{x,y}^\mu.$$
Proof. By Corollary A.12 we have
\[ [\nu V^\mu(x \cdot o_{\nu,+})] = \sum_{s \in W_\mu} (-q)^{l(s)} [\nu V(s x \cdot o_{\nu,+})] \]
in \([\nu O_{\nu,+}].\) Now, from Lemma A.10 we get
\[ [\nu V^\mu(x \cdot o_{\nu,+}) : L(y \cdot o_{\nu,+})]_q = \sum_{s \in W_\mu} (q)^{l(s)} h_{s x,y}(q) = n_{x,y}^\mu(q). \]
□

A.7. Step 5. Assume that \(\nu, \mu \in P\) and \(v \in I^\mu_{\nu,-}\).

Lemma A.14. For each \(x \in v I^\mu_{\nu,-}\) we have the following equality in \([v \nu, \mu, -]\)
\[ [L(x \cdot o_{\mu,-})] = \sum_{y \in v I^\mu_{\nu,-}} (-1)^{l(x)+l(y)} n_{y-1,x-1}^\mu(q) [V^\nu(y \cdot o_{\mu,-})]. \]

Proof. The statement follows from Corollary A.13, applying the Koszul duality in the same way as in the proof of Lemma A.10. □

Corollary A.15. For each \(x, y \in v I^\mu_{\nu,-}\) we have
\[ [V^\nu(x \cdot o_{\mu,-}) : L(y \cdot o_{\mu,-})]_q = \sum_{z \in W_\nu} (q)^{l(z)} h^{xl,y}(q). \]

Proof. We need to check that
\[ \sum_{t \in v I^\mu_{\nu,-}} (-q)^{l(t)} (-1)^{l(x)+l(t)} n_{t-1,x-1}^\mu(q) h^{xl,y}(q) = \delta_{x,y}. \]
This can be done in the same way as in the proof of Corollary A.9. □
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