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Abstract—Keyphrases provide an extremely dense summary of a text. Such information can be used in many Natural Language Processing tasks, such as information retrieval and text summarization. Since previous studies on Persian keyword or keyphrase extraction have not published their data, the field suffers from the lack of a human extracted keyphrase dataset. In this paper, we introduce PerKey1, a corpus of 553k news articles from six Persian news websites and agencies with relatively high quality author extracted keyphrases, which is then filtered and cleaned to achieve higher quality keyphrases. The resulted data was put into human assessment to ensure the quality of the keyphrases. We also measured the performance of different supervised and unsupervised techniques, e.g. TFIDF, MultipartiteRank, KEA, etc. on the dataset using precision, recall, and F1-score.
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I. INTRODUCTION

Keyphrases are single words or sequences of words that express the main topics discussed in a piece of text. High quality keyphrases can help the categorization and retrieval of data, which can be used in many Natural Language Processing (NLP) tasks, including information retrieval, text summarization, text categorization, question answering, and opinion mining.

Keyphrase extraction is quite a well-known task in NLP, the purpose of which is to extract keyphrases from a given text. Although a considerable progress has been made, the effectiveness of the task of keyphrases extraction is still far from many other problems in NLP. Methods used to extract keyphrases vary from unsupervised approaches, e.g. statistical and graph-based scoring methods, to supervised approaches, e.g. classification/sequence labelling methods. Since supervised approaches require labelled data, most of the approaches to the problem of keyphrases extraction are unsupervised. Unsupervised techniques tend to perform better in general and supervised approaches in specific fields. Additionally, state-of-the-art methods, i.e. artificial neural networks, require training on labelled data. The problem with both unsupervised and supervised approaches is that they are unable to extract implicit keyphrases. Not all the keyphrases are always explicitly mentioned in the text, but some of them are implicitly spoken of. To extract such keyphrases we need generative models, e.g. sequence to sequence methods as in neural machine translation.

For the abovementioned reasons, a need for a high quality keyphrase corpus is strongly felt in Persian natural language processing. As hand-annotating data is not easily feasible for large corpora, we decided to gather author-keyphrase-annotated data from news websites and agencies with relatively high quality keyphrases. This method is precededent in the task of keyphrase extraction from tweets [1] and keyphrase generation from scientific papers [2], the latter collecting 567,830 papers in the domain of computer science from multiple websites. As of our work, we assessed more than 30 news websites and agencies and chose 6 of them having the highest quality keyphrases. After collecting the data, we did some cleaning and preprocessing to improve the quality of data which resulted in 553,111 news articles, their keyphrases, summaries, and some other information. The resulted data was put into human assessment, in a way which will be described, to ensure the quality of the keyphrases. The dataset is available at this project’s GitHub repository 1.

In the next section we discuss the different approaches to keyphrase extraction and generation in English and Persian. In section III, the dataset of news articles and their keyphrases will be introduced in details and the method of collecting and cleaning them will be discussed. In section IV different methods tested on the dataset are described in details. In section V and VI, the results are represented and discussed. We conclude this work and discuss the future work in section VII.

II. PREVIOUS WORK

A. Work on English

Although a substantial number of approaches to keyphrase extraction are unsupervised [3]–[6], recent supervised algorithms outperform the conventional unsupervised ones [1], [2]. Achieving such performance requires a large set of training data which is not achievable without a great deal of human

1https://github.com/edoost/perkey
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resources, time, and financial cost. Instead, one can make use of already tagged data in the internet, even though they are not as accurate as such gold dataset. Such approach is taken in keyphrase extraction from tweets [1] and keyphrase generation in the field of scientific papers [2]. Some other publicly available datasets in English are [7], [8] for scientific papers, [9] for news articles, and [10] for web pages, none of which containing more than 1,000 samples, which makes them unsuitable for training neural networks.

B. Work on Persian

Literature of keyphrase/keyword extraction from Persian texts is quite minimal. Most of the papers on Persian take an unsupervised approach and none of them has released their data.

Mohammadi and Analoui [12], after removing stop words and stemming, extracts keywords using TF, TTF (Total Term Frequency), and DF matrices and fuzzification.

Khozani and Bayat [13], after stemming and removing stop words, uses \( W(t_k) = \frac{tf(t_k)}{df(t_k) \times N} \) to obtain TFIDF weights of the words in documents. \( W \) being the weight, \( t_k \) the \( k \)’th token, \( tf \) the term frequency, \( d_i \) the \( i \)’th document, \( N \) number of tokens in the current document, and \( df \) the document frequency. After calculating the weights of the tokens, the weight of the bi-token keyphrases is calculated using a co-occurrence matrix.

Kian and Zahedi [14] uses attention attractive strings to improve keyword extraction from 800 documents from Hamshahri news collection [15]. Three to seven keyphrases were assigned to each document, the length of each keyphrase ranging from two to four words. The best result, an \( F_1 \) of 40.23, is achieved using attention attractive strings and training on 400 documents.

III. Dataset Description

We assessed more than 30 news websites and agencies and chose 6 of them having the highest quality keyphrases. The dataset comprises 553,111 news articles crawled from 6 news websites and agencies which provided high-quality keyphrases. Number of news articles crawled from each website/agency can be found in table I.

| website/agency | # of articles | % of total |
|----------------|--------------|-----------|
| Khabaronline   | 165,539      | 29.98%    |
| Fararu         | 161,588      | 29.21%    |
| Ilna           | 145,420      | 26.29%    |
| Mashreq        | 33,621       | 6.07%     |
| Afteh          | 33,621       | 6.07%     |
| total          | 553,111      | 100%      |

The dataset is stored in JSON format, each news article containing the following information:

{title, body, summary, keyphrases, category, url}

After character and word normalization, the articles with bodies containing less than 40 and more than 500 tokens were removed. This was to make sure that the articles are mostly news, as articles longer than 500 words tend to be interview or news analysis. More information on number of tokens in the body of each article can be found in table II.

| # of tokens | # of articles | % of total |
|-------------|---------------|------------|
| 40-100      | 123,913       | 22.40%     |
| 100-150     | 96,919        | 17.52%     |
| 150-200     | 81,857        | 14.75%     |
| 200-250     | 66,738        | 12.06%     |
| 250-300     | 54,119        | 9.78%      |
| 300-350     | 42,826        | 7.74%      |
| 350-400     | 34,457        | 6.23%      |
| 400-450     | 28,194        | 5.09%      |
| 450-500     | 24,088        | 4.35%      |
| total       | 553,111       | 100%       |

We also removed news articles with less than 2 keyphrases. It appears that most of the articles (65.11%) contain 2 or 3 keyphrases. More information on this can be found in table III.

| # of keyphrases | # of articles | % of total |
|-----------------|---------------|------------|
| 2               | 137,466       | 26.46%     |
| 3               | 202,748       | 36.65%     |
| 4               | 81,560        | 14.73%     |
| 5               | 56,278        | 10.17%     |
| 6               | 7,060         | 1.27%      |
| 7               | 2,883         | 0.52%      |
| 8               | 1,382         | 0.25%      |
| 9               | 1,032         | 0.18%      |
| 9+              | 42,762        | 7.73%      |
| total           | 553,111       | 100%       |

Table IV shows number of keyphrases based on the number of characters in them. It appears that most of the keyphrases contain something between 5 to 15 characters. News articles containing keyphrases with less than 3 characters length were removed.

Table V shows that most of the keyphrases contain either 1 or 2 tokens. News articles containing keyphrases with more than 7 tokens in them were removed.

Finally, it appears that around 717k of the keyphrases, which constitute 35.13% of all keyphrases, are not present in the body of the news articles. This number shows that the dataset is suitable for the task of keyphrase generation, as well as extraction. More on this in table VI.

The dataset is divided to three parts, 25,000 for test set, 25,000 for validation set, and 503,111 for training set. The dataset can be downloaded from this project’s GitHub repository referenced in the first page. To ensure the quality of the keyphrases, we conducted a survey, asking 5 participants...
### TABLE IV
**NUMBER OF KEYPHRASES BASED ON THE NUMBER OF CHARACTERS IN THEM**

| # of characters | # of keyphrases | % of total |
|-----------------|-----------------|------------|
| 3-5             | 2,761,141       | 13.52%     |
| 5-10            | 830,036         | 40.65%     |
| 10-15           | 574,945         | 28.16%     |
| 15-20           | 233,032         | 11.41%     |
| 20-25           | 82,354          | 4.03%      |
| 25-30           | 25,771          | 1.26%      |
| 30-35           | 14,955          | 0.73%      |
| 35-40           | 4,392           | 0.21%      |
| total           | 2,041,626       | 100%       |

### TABLE V
**NUMBER OF KEYPHRASES BASED ON THE NUMBER OF TOKENS IN THEM**

| # of tokens | # of keyphrases | % of total |
|-------------|-----------------|------------|
| 1           | 943,485         | 46.21%     |
| 2           | 746,148         | 36.54%     |
| 3           | 222,339         | 10.90%     |
| 4           | 89,746          | 4.40%      |
| 5           | 25,933          | 1.27%      |
| 6           | 10,800          | 0.52%      |
| 7           | 3,175           | 0.15%      |
| total       | 2,041,626       | 100%       |

### TABLE VI
**NUMBER OF ABSENT AND PRESENT KEYPHRASES**

|                  | # of keyphrases | % of total |
|------------------|-----------------|------------|
| present          | 1,324,305       | 64.86%     |
| absent           | 717,321         | 35.14%     |
| total            | 2,041,626       | 100%       |

$N$ being the total number of documents in the corpus, and $n_t$ the number of documents containing the term $t$.

- KPMiner [18] works in three phases: (1) candidate selection, (2) candidate weight calculation, and (3) keyphrase refinement. The first phase, candidate selection, follows three heuristics: (a) the phrases should not be separated by punctuation or stop word, (b) the resulted phrases should have appeared at least $n$ time(s) in the document (LASF: least allowable seen frequency), and (c) as phrases happening after a certain threshold in a document are very rarely keyphrases, they will be cut off. The candidate weight calculation phase is done using

$$w_{ij} = tf_{ij} \times idf \times B_i \times P_j$$

where $w_{ij}$ is weight of term $t_j$ in document $D_i$, $tf_{ij}$ is the frequency of term $t_j$ in document $D_i$, $idf$ is $\log_2(N/n)$ where $N$ is the number of documents in the collection and $n$ is number of documents where term $t_j$ occurs at least once, $P_j$ is the position factor, and $B_i$ is the boosting factor associated with document $D_i$ calculated using below formula:

$$B_d = \frac{|N_d|}{(|P_d| \times \alpha)}$$

where if $B_d > \sigma$ then $B_d = \sigma$ and $|P_d|$ is the number of candidate terms whose lengths exceed one in the document and $\alpha$ and $\sigma$ are hyperparameters. Finally, the weights of the top $n$ keyphrases are refined by seeing if any of them is a sub-phrase of another. If so, its count is decremented by the frequency of the term of which it is a part and weights are recalculated. Here the cutoff threshold and LASF were tuned on the development set and were set to 250 words and 3, respectively. We left $\alpha$ and $\sigma$ to their default values, i.e. 2.3 and 3.0 respectively.

- YAKE [19, 20] is a multilingual online single-document keyphrase extraction tool which relies only on statistical features, and a list of stopwords, to extract keyphrases from unlabelled data. The process comprises six steps: (1) preprocessing: splitting the tokens based on word boundaries; (2) feature extraction, consisting of:

1) Casing: regards the casing aspect of a word;
2) Word Positional: values words occurring at the beginning;
3) Word Frequency: scores more the words occurring more often;
4) Word Relatedness to Context: computes the number of different terms that occur in the context of the candidate word on the basis that the number of different terms that co-occur with the candidate word has

...
a direct relationship with the meaninglessness of it. In other words, the more diverse the context of the candidate, the more meaningless it is;

5) Word DiffSentence: counts the number of times a candidate word appears within different sentences.

3) Individual terms are scored using the abovementioned features; (4) Candidate keywords list are generated to the size of the window (a hyperparameter) and the scores are calculated as below such that the smaller the score the better the keyword will be:

\[ S(kw) = \frac{\prod_{w \in kw} S(w)}{\text{TF}(kw) \times (1 + \sum_{w \in kw} S(w))} \]

where \( S(kw) \) is the score of the candidate phrase calculated as the product of the scores of the constituent words normalized by the length and TF of the keyphrase, such that longer n-grams will not be scored higher and less frequent ones will not be penalised. (5) Data is deduplicated using Levenshtein distance, and finally (6) the keyphrases are ranked such that the lower the \( S(kw) \) score, the more important the keyword will be.

2) Graph-based Models: These approaches typically consist of two steps: (1) building a graph representation of the document with words as nodes and semantic relation between them as edges; (2) ranking nodes using a graph-theoretic measure and using the top-ranked ones as keyphrases.

- SingleRank [21] extracts candidates from sequences of nouns and adjectives and builds a word-based graph of the document and scores them using TextRank [22].

- TopicRank [23] improves SingleRank by grouping lexically similar candidates into topics and ranking topics. After extracting sequences of nouns and adjectives as noun phrases, TopicRank clusters them into topics using a hierarchical agglomerative clustering algorithm with average linkage. Next, similar phrases are removed and the graph is built and weighted and final keyphrases are selected from first occurring candidates of the \( n \) highest ranked topics.

- Multipartite Rank [24] encodes topical information within a multipartite graph structure. This method works in two steps like other graph-based approaches. However, it also has a middle step in which weights are adjusted in order to capture position information. In the first step, keyphrase candidates are selected from what we define as noun phrase. As we are dealing with Persian language in this paper, the pattern for noun phrase would be the sequence of nouns with zero or more adjectives ([Noun+Adj]+). Then, based on the stemmed form of the words, the topics are found using hierarchical agglomerative clustering with average linkage. The candidate similarity is calculated as below:

\[ \text{sim}(c_i, c_j) = \frac{|\text{stems}(c_i) \cap \text{stems}(c_j)|}{|\text{stems}(c_i) \cup \text{stems}(c_j)|} \]

A directed multipartite graph is built, the nodes of which are keyphrase candidates that are connected only if they belong to different topics and edges are weighted according to the distance between two candidates:

\[ w_{ij} = \sum_{c_i \in t, c_j \in t} \text{dist}(c_i, c_j) \]

where \( c \) being the candidate and \( t \) the topic. Next, the most representative keyphrase candidates for each topic are selected according to their position in the document. In other words, candidates occurring at the beginning are promoted to the other candidates of the same topic. Finally, keyphrase candidates are ordered by TextRank ranking algorithm [22]:

\[ S(c_t) = (1 - \lambda) + \lambda \cdot \frac{\sum_{c_j \in I(c_t)} w_{ij} \cdot S(c_j)}{\sum_{c_k \in O(c_j)} w_{jk}} \]

where \( I(c_t) \) is the set of predecessors of \( c_t \), \( O(c_j) \) is the set of successors of \( c_j \), and \( \lambda \) is a damping factor set to 0.85.

B. Supervised Model

Supervised models need annotated data and it takes time to train them. However, they often show superior performance and effectiveness comparing to unsupervised techniques.

- KEA [25] calculates two features for each sample: TFIDF and first occurrence. TFIDF is calculated using:

\[ \text{tfidf} = \frac{\text{freq}(P, D)}{\text{size}(D)} \times -\log_2 \frac{\text{df}(P)}{N} \]

where \( P \) stands for phrase and \( \text{size()} \) is the number of words. The second feature, first occurrence, is calculated as the number of words that precede the phrases first appearance, divided by the number of words in the document. It results in a number between 0 and 1 indicating the percentage of the document that precedes phrase’s first appearance. After discretization of the values of these two features for gold keyphrases, the probability of a phrase being a keyphrase is calculated as:

\[ P(\text{yes}) = \frac{Y}{Y + N} \times P_{\text{tfidf}}(t|\text{yes}) \times P_{\text{dist}}(d|\text{yes}) \]

where \( t \) is the feature value for \( \text{tfidf} \) and \( d \) for \( \text{distance} \). Finally, the probability of keyphraseness is calculated as:

\[ P(\text{keyphraseness}) = \frac{P(\text{yes})}{P(\text{yes}) + P(\text{no})} \]

V. RESULTS

We conducted an empirical study on 7 models, the results of which are shown in table VII, @5 meaning the results on the top five keyphrases and @10, top ten. We also repeated the experiment this time only on news articles with 3 and more keyphrases. The results are available in table VIII. The best
The results are in bold font, second best are underlined, and the third best results are in italics.

The results in table VII and also table VIII show that supervised method, KEA, performs the best, and after that, statistical methods tend to perform better in comparison to graph-based ones.

| Method | P@5  | R@5  | F₁@5 | P@10 | R@10 | F₁@10 |
|--------|------|------|------|------|------|-------|
| TFIDF  | 1.459| 1.929| 1.673| 1.036| 1.275| 0.707 |
| KPM    | 1.628| 1.843| 1.727| 1.404| 2.371| 1.763 |
| YAKE   | 0.062| 0.080| 0.102| 0.056| 0.149| 0.081 |
| S.Rank | 0.050| 0.076| 0.090| 0.052| 0.105| 0.082 |
| T.Rank | 0.084| 1.189| 0.089| 0.056| 1.541| 0.082 |
| M.Rank | 0.092| 1.268| 1.068| 0.062| 1.772| 0.093 |
| KEA    | 1.564| 2.125| 1.802| 1.110| 2.990| 1.620 |

Comparing the results in table VII and VIII shows that keyphrases in news articles with fewer keyphrases do not cover all the subjects discussed in the news article, hence are of low quality.

VI. DISCUSSION

Experimental results show that the supervised method, as opposed to what expected, cannot outperform KPMiner. Apparently, this method is not powerful enough to benefit from such training data which emphasizes the need for more powerful state-of-the-art techniques. The tables also show that statistical unsupervised approaches outperform graph-based ones. That is also the case in English standard datasets [8].

Another experiment we performed, was removing news articles having fewer than three keyphrases from the data and repeating the evaluations. Supervised and unsupervised techniques showed higher precision, recall, and F₁-score when we eliminated those news articles. One reason could be the higher quality of the news articles with more keyphrases, in general, also supported by the quality assessment performed by human on the dataset.

VII. CONCLUSION AND FUTURE WORK

In this paper, we tested 7 keyphrase extraction models on two kinds of data. Limiting the news articles to those that have more keyphrases not only keeps news articles with more representative keyphrases, but also results in better performance in training of the supervised technique, i.e. KEA. Such results are promising for training state of the art supervised approaches, e.g. sequence labelling with artificial neural networks, as they performance drop when learning from very sparse data. We also observed that 35.13% of all the keyphrases are absent from news body. Absent keyphrases are prevalent in real texts as the subjects discussed are not always mentioned explicitly in them. Tackling such problem requires generative models, e.g. sequence to sequence models.

It is also important to improve evaluation schemes. Current evaluation convention in keyphrase extraction, i.e. precision, recall, and F₁-score, is too much strict, because different words can mean the same thing and refer to the same subject. [3] suggests some improvements to the criteria, for instance, using machine translation evaluation techniques, e.g. BLEU and Rouge, to achieve a more realistic evaluation for the task of keyphrase extraction and generation.
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