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ABSTRACT

Wikidata is the new, large-scale knowledge base of the Wikimedia Foundation. As it can be edited by anyone, entries frequently get vandalized, leading to the possibility that it might spread of falsified information if such posts are not detected. The WSDM 2017 Wiki Vandalism Detection Challenge requires us to solve this problem by computing a vandalism score denoting the likelihood that a revision corresponds to an act of vandalism and performance is measured using the ROC-AUC obtained on a held-out test set. This paper provides the details of our submission that obtained an ROC-AUC score of 0.91976 in the final evaluation.
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1. IMPLEMENTATION DETAILS

In this section, we provide the details of our system design, our data processing steps, and the features and learning algorithms that make up our model.

1.1 Data sampling

The training data provided by the organizers consists of 65009960 revisions, of which 176320 were positive examples (revisions corresponding to vandalized posts) and the rest negative ones. We kept 174427 of the positive examples and discarded the rest as they were not usable due to missing values in the revision (see section 1.2).

As the training dataset is too big for our system to handle, we decided to keep all the positive examples and sample without replacement 2.5 times the number of positive examples from the negative examples. The number of negative examples sampled from each of the 21 batches of revision data provided by the organizers is in proportion to their size so that more negative examples are sampled from batches with more examples. Another reason we sub-sampled the negative examples is to ensure that our model do not overfit to the large number of negative examples. Having reduced the size of our training set to 174427 positive and 4360675 negative examples, we further sampled 80% of the dataset for training and 20% for validation.

1.2 Features

The features we use are built on top of the features described in [5] Specifically, we generated features using the code provided by organizers and processed them. Features that were missing from more than 25% of the training data were excluded and we imputed the remaining ones with missing values using the corresponding median value for each of those features in the training data. Note that these imputed values computed from the training data are used later for imputing missing features in the validation and test data. In particular, we discarded the revision ID, user ID, user name, group ID, timestamp from the 47 features generated from the code provided by [4] as we feel that these are potentially misleading features. We also excluded 7 geographical features as we were not able to get the code from [4] to generate them.

Lastly, we added spam features. From our observation, categorical features like userName/groupID have a large data range and they are not meaningful features as we investigated in feature importance study. So we introduced spam counting feature, which counted number of spam and number of occurrence in training dataset. Instead using discrete features, e.g. { UserID:1..1000 }, we used spam probability and spam counts for specific categorical value, e.g. { User1:0.85,300 }, which means revisions of user1 are reported as spam for 300 times and the spam ratio is 85%. These features effectively captured quality of user/item in our experiment.

1.3 Learning algorithms

Due to the large size of the dataset, we only considered learning algorithms that can scale well. Hence, we experimented with the Logistic Regression trained with stochastic gradient descent [1] and Extremely Randomized Trees [3] implemented in Scikit-Learn library [6] and XGBoost [2].

2. EVALUATION

We trained the algorithms listed in section 1.3 and selected
Table 1: Evaluation of our models on validation set. Logistic Regression (LR), Extremely Randomized Trees (ET), and XGBoost (XGB).

| Metric | ROC   | ACC   | P    | R    | F    |
|--------|-------|-------|------|------|------|
| LR     | 0.9382| 0.9667| 0.04 | 0.82 | 0.07 |
| ET     | 0.9808| 0.9903| 0.12 | 0.83 | 0.20 |
| XGB    | 0.9868| 0.9880| 0.10 | 0.87 | 0.18 |

Table 2: Evaluation of our model on test set.

| Metric | ROC   | PR   | Acc  | P    | R    | F    |
|--------|-------|------|------|------|------|------|
| XGB    | 0.920 | 0.337| 0.929| 0.011| 0.767| 0.022|

In this paper, we describe our approach to Wiki Vandalism detection. We filter out invalid features and propose spam count features, which improve overall prediction performance. Our final solution utilizes state-of-the-art gradient boosting framework and demonstrate the effectiveness of our method.
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