Generating diagnostic profiles of cognitive decline and dementia using magnetoencephalography
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ABSTRACT

Accurate identification of the underlying cause(s) of cognitive decline and dementia is challenging due to significant symptomatic overlap between subtypes. This study presents a multi-class classification framework for subjects with subjective cognitive decline, mild cognitive impairment, Alzheimer’s disease, dementia with Lewy bodies, fronto-temporal dementia and cognitive decline due to psychiatric illness, trained on source-localized resting-state magnetoencephalography data. Diagnostic profiles, describing probability estimates for each of the 6 diagnoses, were assigned to individual subjects.

A balanced accuracy rate of 41% and multi-class area under the curve value of 0.75 were obtained for 6-class classification. Classification primarily depended on posterior relative delta, theta and beta power and amplitude-based functional connectivity in the beta and gamma frequency band. Dementia with Lewy bodies (sensitivity: 100%, precision: 20%) and Alzheimer’s disease subjects (sensitivity: 51%, precision: 90%) could be classified most accurately. Fronto-temporal dementia subjects (sensitivity: 11%, precision: 3%) were most frequently misclassified.

Magnetoencephalography biomarkers hold promise to increase diagnostic accuracy in a noninvasive manner. Diagnostic profiles could provide an intuitive tool to clinicians and may facilitate implementation of the classifier in the memory clinic.

© 2021 The Author(s). Published by Elsevier Inc. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/)

1. Introduction

Dementia refers to a clinical syndrome characterized by progressive cognitive decline, affecting the ability to perform everyday activities (WHO, 2020). Its clinical presentation varies greatly among individuals, with potential deficits in memory, language and/or executive domains. The global prevalence of dementia in individuals above 65 years of age is 7%, with over 60% of dementia caused by Alzheimer’s disease (AD) (López-Sanz et al., 2017). The “cognitive continuum” of AD is hypothesized to consist of (1) subjective cognitive decline (SCD), (2) mild cognitive impairment (MCI) and (3) dementia stage (Jack et al., 2018). While individuals in the former 2 groups present with cognitive symptoms that fall short of the requirements for a dementia diagnosis, both SCD and MCI elders show increased risk of progression to Alzheimer-type dementia (Slot et al., 2019; Vos et al., 2015). Degenerative causes of dementia alongside AD include dementia with Lewy bodies (DLB) and fronto-temporal dementia (FTD). Moreover, psychiatric disorders (PSY), particularly depression and schizophrenia, have been related to development of late-life cognitive decline (Onyike, 2016). The above-mentioned diagnoses make up over 80% of the Ams-
terdam Dementia Cohort, a heterogeneous and ongoing memory clinic cohort of the Amsterdam Alzheimer Centre (Van der Flier and Scheltens, 2018).

Early and accurate identification of the underlying cause(s) of cognitive decline and dementia is mandatory for defining therapeutic approaches and prognosis. The Amsterdam Alzheimer Centre employs an extensive 1-day diagnostic work-up for dementia, including medical and neurological examination, standard laboratory testing, neuropsychological testing, brain MRI, a lumbar puncture and EEG or magnetoencephalogram (MEG) (Van der Flier and Scheltens, 2018). Differential diagnostics requires significant expertise from clinicians, as current diagnostic guidelines remain relatively general and do not address the symptomatic and neuropsychological overlap between subtypes (Tong et al., 2017).

Data-driven classifiers have been proposed to provide a fast, systematic and objective way to assist clinicians during the diagnostic process. Previous classification studies have primarily focused on pairwise differential diagnostics of dementia subtypes (e.g., AD vs. DLB) (Bruun et al., 2018; Dauwan et al., 2016). While binary classifiers have yielded promising results, a real-world clinical scenario is inherently multi-class. The multi-class classification of cognitive decline and dementia subtypes is a challenging and less extensively studied problem. Tong et al. (2017) presented a 5-class classification framework for neurodegenerative disorders (i.e., SCD, AD, DLB, FTD and vascular dementia) trained on biomarkers obtained from demographic information, structural MRI and cerebrospinal fluid (CSF). Random Forest (Breiman, 2001) and RUSBoost (Seiffert et al., 2009) algorithms achieved overall accuracies of 75.2 ± 0.6% and 75.2 ± 0.8%, respectively. The results of a validation study indicated that the final model increased clinicians’ confidence in defined diagnoses, without improving overall diagnostic accuracy (Bruun et al., 2019). A lack of reliable biomarkers for dementia diagnoses other than AD may account for this stagnation (Sheikh-Bahaei et al., 2017). Improvement on accuracy of the proposed framework may be achieved by the identification and inclusion of alternative biomarkers.

Accumulating evidence suggests that M/EEG biomarkers could facilitate differentiation between dementia subtypes (Gouw and Stam, 2016; Liedorp et al., 2009; López-Sanz et al., 2017). EEG and MEG are neurophysiological techniques that provide information on neuronal activity, oscillatory dynamics and functional connectivity on a millisecond time scale. Importantly, the techniques are noninvasive and low risk. In contrast to electric fields, magnetic fields are less distorted by tissue conductivity of the scalp, skull, CSF and brain (Wolters et al., 2006). The resulting high spatial resolution of MEG allows for accurate source reconstruction (Hillebrand et al., 2005). Dementia-related MEG alterations have been reported in spectral power and functional connectivity (Engels et al., 2017; Mandal et al., 2018). Slowing of the posterior alpha rhythm has for example been reported in patients with MCI and dementia due to AD (Engels et al., 2016; Garcia et al., 2013). A shift to lower frequencies has also been demonstrated in patients with DLB using EEG (Van der Zande et al., 2018). Functional connectivity alterations in various regions and frequency bands have been linked to MCI, AD, DLB and psychiatric illness (Bokde et al., 2009; Franciotti et al., 2006; Gómez et al., 2009; Robinson and Mandell, 2014). Machine-learning based technology creates the potential to explore which of these MEG features, that are not, or not optimally quantifiable through visual inspection, could serve as reliable biomarkers for cognitive decline and dementia subtypes.

At the Amsterdam Alzheimer Center, an MEG-registration has been used as an alternative for the diagnostic EEG in an unsolicited subset of memory clinic patients since April 2015. The implementation of MEG in the diagnostic workup of memory clinic patients (i.e., MEG recording, preprocessing and reporting procedures) has previously been described by Gouw et al. (2021). The authors advocate the use of MEG outside of research settings and highlight the diagnostic value of both qualitative (i.e., visual inspection) and quantitative MEG analysis. The latter was supported by a “proof-of-concept” automated classification procedure. A random forest classifier (Breiman, 2001) trained on spectral MEG measures differentiated between subjects with SCD (n = 40) and AD (n = 40), achieving an accuracy rate of 0.84. This finding was replicated in an independent test cohort. In practice, differentiation between SCD and AD subjects is not a major challenge for clinicians. For MEG measures to be readily useful as (supportive) biomarkers, they should facilitate differentiation between dementia subtypes that are clinically similar. The current study therefore made use of a multi-class design: a classifier, trained on source-localized resting-state MEG data, differentiated between subjects with 1 of 6 memory clinic diagnoses; that is, SCD, MCI, AD, DLB, FTD or Psy. In order to provide clinicians with an indication on the level of certainty of the MEG-based classification, diagnostic profiles were introduced. These profiles describe, for individual subjects, the models’ probability estimates for all 6 diagnoses. In order to verify our findings, model performance on clinically relevant 3- and 4-class classification problems was reviewed. Finally, the most discriminative MEG biomarkers for the included diagnostic groups were identified.

2. Materials and methods

2.1. Dataset

Data were obtained from the Amsterdam Dementia Cohort (Van der Flier and Scheltens, 2018). All subjects visited the memory clinic of the Amsterdam Alzheimer Center between 2015 and 2020 and provided written informed consent for the use of their data for research purposes. The dataset included 392 subjects, of whom 329 underwent an MEG in the context of screening for dementia. Characteristics of this subcohort have previously been described by Gouw et al. (2021). 63 subjects underwent an MEG session as part of a young-onset dementia study (Engels et al., 2016). Variations in MEG recording acquisition and preprocessing pipelines will be addressed in the following sections. All subjects received a standardized diagnostic work-up including medical history taking, neurological and neuropsychological examination, laboratory testing, MRI, EEG and/or MEG and, if possible, a lumbar puncture to collect CSF (Van der Flier and Scheltens, 2018). Cognitive function was assessed through the Mini-Mental State Examination (MMSE, Folstein et al., 1975) and Montreal Cognitive Assessment (MoCA, Nasreddine et al., 2005).

Diagnoses were generated during a multidisciplinary consensus meeting, according to recent international guidelines. Subjects were diagnosed with SCD when reported cognitive complaints remained undetected through formal neuropsychological testing. MCI subjects exhibited objectively detectable cognitive deficits with preserved functional independence. Both subject groups did not meet the requirements for a diagnosis of dementia or any other neurological or psychiatric disorder (Jessen et al., 2014). A diagnosis of probable AD was assigned according to criteria of the National Institute on Aging – Alzheimer’s Association (McKhann et al., 2011). If available, CSF and/or amyloid PET scans were used to verify the presence of Alzheimer’s pathology. DLB diagnoses were based on the McKeith criteria (McKeith et al., 2005, 2017). FTD was diagnosed using the Neary Criteria (Neary et al., 1998) and revised criteria from Rascolovsky et al. (2011). Finally, psychiatric disorders were diagnosed according to the Diagnostic and Statistical Manual of Mental Disorders (American Psychiatric Association, 2013).

Demographic characteristics are presented in Table 1. MMSE (n = 388) and MoCA (n =115) scores could not be obtained for
all included subjects. There were statistically significant differences between subject groups as determined by one-way ANOVA (p < 0.05). Mann-Whitney U post hoc tests for pairwise comparison revealed that the DLB group (4%) included a significantly smaller percentage of females than all other subject groups (33%–49%). The average age at time of MEG measurement was highest in the DLB group (67.0 ± 4.2 years), followed by the MCI, AD and FTG groups (65.6 ± 6.5/63.9 ± 8.0/61.4 ± 7.7) and finally the SC and Psy groups (57.6 ± 8.9/55.0 ± 8.4). SCD subjects scored highest on the MMSE (median = 28, [20–30]) and MoCA tests (median = 26, [14–30]), whereas the lowest scores were obtained by subjects with AD (median MMSE = 22, [3–30], median MoCA = 18.5, [2–24]). Moderate (MCI/Psy) to low scores (FTD/DLB) were reported for subjects in the remaining groups. No statistically significant differences in education (Verhage, 1964) and disease duration were reported.

2.2. Data acquisition

Since April 2015, an MEG-registration has been used as an alternative for the diagnostic EEG in an unslected subset of memory clinic patients of the Amsterdam Alzheimer Center: each week, the first 2 participants on Monday morning underwent MEG recording. MEG recordings were obtained in a magnetically shielded room using a 306-channel whole-head Vectorview MEG system (Elekta Neuromag Oy, Helsinki, Finland). Subjects were in supine position. Recordings were sampled at 1250 Hz with an online anti-aliasing filter (410 Hz) and high-pass filter (0.1 Hz). A 3-digitizer (Fastrak, Polhemus, Colchester, VT, USA) was used to digitize the locations of 4 or 5 head position indicator coils, which were used to continuously record the subjects’ head position in relation to the MEG sensors. To provide an outline of the subjects’ scalp, ~500 additional points were digitized. For the young-onset dementia cohort, TI-weighted anatomical MRI scans with an in-plane resolution of 1 × 1 mm² were obtained using a 3T whole body MR scanner (Philips 3T Achieva, Best, The Netherlands) and used for co-registration using a surface-matching approach. For the memory clinic cohort, MRI templates were used for co-registration for time efficiency purposes. Very small, small, medium and large MRI templates, custom build using 77 MRIs from the Amsterdam Dementia Cohort, were fitted to the subjects’ scalp surface. The best-fitting template was used as a surrogate MRI. Previous research has reported no (systematic) bias or inconsistency for spectral and connectivity MEG metrics when using template versus native MRIs for co-registration (Douw et al., 2018).

The resting-state MEG acquisition protocol consisted of two 5-minute eyes-closed recordings. Subjects were instructed to relax but stay awake. The observed level of alpha suppression and reactivity in response to eye-opening, as well as of alpha squawk directly after eye-closure, can be indicative of abnormal brain function. Clinicians at the Amsterdam Alzheimer Center currently rely on these overt features when performing visual assessment for diagnostic purposes. Subjects who received an MEG in the context of diagnostic screening therefore opened and closed their eyes several times upon instruction during the recordings. Event markers were used to indicate exactly when subjects opened and closed their eyes. Only eyes-closed data was used for analysis. The acquisition protocol of the young-onset dementia (research) cohort included a 2-minute eyes-open condition, recorded in between the 2 eyes-closed recordings. This condition was included to prevent excessive drowsiness.

2.3. Preprocessing

The temporal extension of the Signal Space Separation (tSSS) filter (implemented in MaxFilter software, Elekta Neuromag Oy, version 2.215 (Taulu and Simola, 2006) was used to suppress correlated noise. Before estimating the tSSS coefficients, channels that contained excessive artefacts (i.e., flat, very noisy and squid-jump channels) were discarded based on visual inspection of the raw data. The (denoised) signal was then reconstructed for all sensors (Taulu et al., 2004; 2005). Source-localized activity was obtained using an atlas-based beamforming approach (Hillebrand et al., 2012). A beamformer aims to reconstruct the unique contribution that each region in the brain makes to the measured field. To do this, a spatial filter is constructed for each region that blocks contributions from all other sources (Hillebrand and Barnes, 2005; Hillebrand et al., 2005). The broad-band MEG data (0.5–70 Hz) were projected through the beamformer spatial filters in order to reconstruct time-series of neuronal activity for 90 regions-of-interest (ROIs) as included in the Automated Anatomical Labelling (AAL) atlas, that is, 78 cortical and 12 sub-cortical regions (without the cerebellum) (Gong et al., 2009; Tzourio-Mazoyer et al., 2002). To this end, the centroid voxel of each AAL region was used as representative for that ROI (Hillebrand et al., 2016). The sphere that best fitted the scalp surface obtained from the co-registered MRI scan was used as volume conductor model. The broad-band beamformer weights were computed using this volume conductor model, an equivalent current dipole (with optimum orientation determined using Singular Value Decomposition [Sekihara et al., 2004]), and the MEG data covariance matrix. Time-series of neuronal activity were obtained for each ROI by projecting sensor-level MEG data through the normalized beamformer weights, (Cheyne et al., 2007).

2.4. Time-series analysis

Visual inspection and time-series analyses were performed using in-house developed software (BrainWave, version 0.9.152.12.26, available from home.kpn.nl/stam7883/brainwave.html). Time-series were converted to ASCII format and down-sampled to 312 Hz. For
each subject, 10 nonoverlapping, artefact-free, eyes-closed epochs of 4096 samples (13.1072 s) were selected based on visual inspection. All epochs first received a quality score of 1 (= little to no eye movement, artefacts or signs of drowsiness) to 3 (= strong presence of artefacts and/or drowsiness) by an experienced assessor. The 10 epochs of highest quality were subsequently selected for each subject. All subjects had their eyes closed for the full duration of the selected epochs, in order to prevent any effect of eye-opening and closure on the classification features. Epoch length was determined based on a previous study on the stability of functional connectivity estimates at source-level (Fraschini et al., 2016).

The ROI epochs were filtered in canonical frequency bands, that is, delta (0.5–4 Hz), theta (4–8 Hz), alpha-1 (8–10 Hz), alpha-2 (10–13 Hz), beta (13–30 Hz) and gamma (30–48 Hz) using a discrete Fast Fourier Transform. The 90 ROIs of the AAL atlas were grouped into 12 subregions in order to reduce the total number of classification features (Left/Right Frontal, Central, Temporal, Parietal, Occipital and Subcortical) (Supplementary Table 1). For each epoch, relative power and functional connectivity measures were estimated in each frequency band for each of the 12 subregions as well as globally (i.e., the average over all ROIs in a subregion, or over all 90 ROIs), and averaged over epochs. This resulted in 156 classification features for each subject (12 regional relative power + 1 global relative power + 12 regional functional connectivity + 1 global functional connectivity) × 6 frequency bands).

2.4.1. Relative power

The relative power in each frequency band was computed by dividing the power in each frequency band by the total power in the 0.5–48 Hz band.

2.4.2. Functional connectivity

Functional connectivity was estimated for each epoch using the corrected Amplitude Envelope Correlation (AEC-c). The AEC metric estimates the amplitude coupling between ROIs (Brookes et al., 2012; Bruns et al., 2000). Prior to AEC estimation, the AEC-c makes use of pairwise orthogonalization to correct for spatial leakage (Brookes et al., 2012). This has been reported to be a consistent method for functional connectivity estimation (Colclough et al., 2016). Time-series of each ROI were Hilbert transformed to obtain the analytic signal. The absolute value of the analytic signal provided the power envelope. For each ROI, linear correlation coefficients between its power envelope and those of all other ROIs were computed and normalized between 0 and 1, with 0.5 indicating no functional connectivity (Breils et al., 2020). By averaging over the coefficients, a single AEC-c value was obtained for the individual ROIs (indicating the average connectivity between that ROI and the rest of the brain) and finally for the selected subregions. AEC-c values were averaged over epochs.

2.5. The Random Forest algorithm

The Random Forest (RF) algorithm (Breiman, 2001) was selected as classification model. A RF consists of a large number of bootstrap-aggregated (“bagged”) decision trees (Fig. 1). First, bootstrap samples are drawn from the original dataset and used to grow decision trees. At the top of a decision tree, this subset is “impure,” meaning it holds samples from multiple diagnostic groups. At each binary split, the observations are divided into subgroups based on a random subset of predictor variables (i.e., MEG features, $X_n$). The resulting subgroups are as different from each other as possible, while observations within each subgroup are as similar to each other as possible (i.e., impurity reduction is maximized). This is repeated until the terminal nodes of the decision tree, each representing a single diagnosis, are reached. After decision trees have been grown, prediction results can be obtained. Upon presentation of input data, each tree votes for the most likely diagnosis based on a series of conditional statements. Class probabilities (i.e., diagnostic profiles) are estimated by dividing the number of votes for each diagnosis by the number of trees in the forest. A final diagnostic label is obtained by majority voting across all decision trees.

The RF algorithm has been reported to be robust to overfitting and has important advantages over other machine learning algorithms regarding the ability to handle high-dimensional classification problems (Caruana and Niculescu-Mizil, 2006; Menze et al., 2009; Sarica et al., 2017). By making use of a variable importance measure, the RF can identify relevant features and perform a variable selection step prior to classification. The Gini impurity index is a variable importance measure based on the impurity reduction of splits (Breiman, 2001). It can be calculated for a node $n$ and number of classes $N_c$ as follows:

$$Gini(n) = 1 - \sum_{j=1}^{N_c} \left( \frac{p_j}{N} \right)^2$$

where $p_j$ is the relative frequency of class $j$ in node $n$. A split with a large decrease of impurity (i.e., a low Gini index) is considered important, and as a consequence the variables used at this split are also considered important.

2.6. Implementation details

2.6.1. Tools and settings

The RF classification models were constructed in Python (Python Software Foundation, Python Language Reference, version 3.7.3. Available at http://www.python.org) using open-source software tools from the Scikit-learn library (Pedregosa et al., 2011). A workflow diagram of the model building and evaluation process is displayed in Fig. 2. Default RF hyperparameter settings were used for classification (number of trees = 500, the number of features selected at each split $= \sqrt{\text{(number of features)}}$, and the minimum size of terminal nodes $= 1$).

2.6.2. Workflow

The dataset was split into a random training (90%) and test set (10%). The classes in the dataset were not approximately equally represented. This imbalance poses a challenge for effective classification, by causing potential “classifier bias” towards the majority class. In order to address this problem, the class distribution of the training data was rebalanced using random under-sampling (Drummond and Holte, 2003). The majority classes were down-sized to the minority class by removing observations from the dataset at random. Left-out samples were added to the test set in order to be able to utilize the full dataset. Although the main focus of this study was to prove the significance of 6-class classification results, performance on lower order classification problems was reviewed to verify our findings. Dementia subtype classification (i.e., AD, DLB, FTD) and separation of dementia subtypes from non-dementia diagnoses (i.e., AD, DLB, FTD, rest) were selected for this purpose. The random training/test set split was based on the full (6-class) dataset. The same training/test split was used for 3- and 4-class classification. The number of subjects in each class that made up the training and test sets used to perform 3-, 4- and 6-class classification are presented in Table 2. Assigned diagnostic labels, profiles and feature importance rankings were evaluated to assess model performance.
Fig. 1. Visualization of a multi-class RF. A RF consists of multiple “bagged” decision trees, each of which is grown using a random subset of samples and predictor variables ($X_n$). Upon presentation of a new instance, each tree “votes” for 1 class through a series of conditional statements (represented by the arrows). A diagnostic profile is estimated by dividing the number of votes for each diagnosis by the number of trees in the forest. The diagnostic label is obtained by majority voting across decision trees. Abbreviations: AD, Alzheimer’s disease; DLB, Dementia with Lewy bodies; MCI, Mild Cognitive Impairment.

### Table 2

Training and test sets used for 3-, 4- and 6-class classification

| Classification problem | Diagnosis          | Training set (n) | Test set (n) |
|------------------------|--------------------|------------------|--------------|
| AD vs. DLB vs. FTD     | AD                 | 24               | 103          |
|                        | DLB                | 24               | 3            |
|                        | FTD                | 24               | 9            |
|                        | Total              | 72               | 115          |
| AD vs. DLB vs. FTD vs. Rest | AD           | 24               | 103          |
|                        | DLB                | 24               | 3            |
|                        | FTD                | 24               | 9            |
|                        | Rest               | 24               | 181          |
|                        | Total              | 96               | 296          |
| SCD vs. MCI vs. AD vs. DLB vs. FTD vs. Psy | SCD        | 24               | 81           |
|                        | MCI                | 24               | 21           |
|                        | AD                 | 24               | 103          |
|                        | DLB                | 24               | 3            |
|                        | FTD                | 24               | 9            |
|                        | Psy                | 24               | 31           |
|                        | Total              | 144              | 248          |

2.7. Evaluation metrics

Classification performance at the level of diagnostic label was evaluated using the balanced accuracy, a class-wise weighted accuracy rate calculated by summing the proportion of correctly classified patients for each individual class.

**Balanced accuracy**

$$\text{Balanced accuracy} = \frac{1}{N_c} \sum_{i=1}^{N_c} \frac{\# \text{correctly classified subjects with disease } i}{\# \text{subjects with disease } i}$$ (2)

The integrated area under the receiver operating characteristic curve (Area Under the Curve, AUC) was used to assess the accuracy of the probabilistic predictions included in the diagnostic profiles. The AUC measures the likelihood that a classification model provides a higher probability score for a true diagnosis than a false diagnosis across different thresholds. The originally binary performance metric is insensitive to class imbalance and has been extended to multi-class classification problems (MAUC) by Hand and Till (2001).

Finally, sensitivity (or recall) and precision were reported to evaluate effectiveness of the model (Badillo et al., 2020). Sensitivity refers to the proportion of subjects in a diagnostic group that
was identified correctly. Mathematically, it is defined as:

\[
Sensitivity = \frac{True \, Positives}{True \, Positives + False \, Negatives}
\]  

(3)

Complementary to this, precision quantifies the proportion of positive identifications that was actually correct. It refers to the percentage of relevant positive results for each diagnostic group. The metric is defined as follows:

\[
Precision = \frac{True \, Positives}{True \, Positives + False \, Positives}
\]  

(4)

2.8. Statistical analysis

Statistical analyses to compare the demographic characteristics of the diagnostic groups were performed in SPSS (Version 25.0). One-way ANOVAs were performed to test the equality of group means, after which Mann-Whitney U post hoc tests were used to explore significant differences between group means.

To assess the statistical significance of our model, the classifier was tested against a random baseline. Label permutation tests (number of iterations = 2000) provided a distribution of chance-level balanced accuracy rates and MAUC values (Ojala and Garriga, 2010). The permutation \( p \) value represents the proportion of performance scores that were higher in the random condition than in the original condition. A \( p \) value <0.05 was considered significant.

2.9. Code and data availability

Due to privacy restrictions, the patient data that support the findings of this study are not openly available. The code used for analysis is available on request from the corresponding author.

3. Results

3.2. Classification performance

3.2.1. Diagnostic labels

Details of classification performance on the independent test set are presented in Table 3. A balanced accuracy rate of 0.41 and MAUC value of 0.75 were achieved for 6-class classification (i.e., SCD, MCI, AD, FTD, DLB, Psy). Performance rates increased with a decreasing number of classes. Highest classification accuracy was reported for 3-class classification of dementia subtypes (i.e., AD, DLB, FTD), with a balanced accuracy rate of 0.86 and MAUC value of 0.94. A balanced accuracy rate of 0.60 and MAUC value of 0.85 were achieved for 4-class classification (i.e., AD, DLB, FTD, rest). The normalized confusion matrices for 3, 4 and 6-class classification are visualized in Fig. 3. Table 2 presents the size and class distribution of the utilized training and test sets. Evaluation of chance performance, based on the null distribution obtained through permutation testing, revealed that
the MEG-based model performed significantly better than chance ($p < 0.001$).

All 3 confusion matrices indicate that subjects with DLB could best be discriminated by the RF model (100% correctly classified). Precision scores ranged between 20 and 23% (Table 4). While the model misclassified several MCI, AD and Psy subjects as DLB subjects, SCD and FTD subjects were never classified as a DLB subject.

Subjects with AD were differentiated with a sensitivity of 69%, 35% and 51% during 3-, 4- and 6-class classification, with high precision scores ($\geq 90\%$, Table 4). Only a few SCD, MCI and Psy subjects were misclassified as AD subjects. FTD subjects were most frequently misclassified during 4- and 6-class classification (11% correctly classified). Higher sensitivity for FTD (89%) than AD (68%) subjects was however reported during 3-class classification. Due to misclassified SCD, MCI, AD and Psy subjects, low precision scores (3, 11 and 27%) were obtained for FTD. Sensitivity of the 6-class classification model for differentiation between non-dementia diagnoses (i.e., SCD, MCI, Psy) ranged between 23 and 38%, with precision scores between 14 and 48%. During 4-class classification, high sensitivity (92%) and precision (66%) scores were achieved for the “rest” group that combined the 3 diagnostic groups.

### 3.2.2. Diagnostic profiles

For each subject, assignment of a diagnostic label was based on a diagnostic profile. The average diagnostic profiles of correctly classified subjects are visualized in Fig. 4. At group level, these profiles reflect the level of similarity in MEG features between diagnostic groups.

In line with the findings presented in the confusion matrices for 3-, 4- and 6-class classification (Fig. 3), subjects with DLB showed most distinct MEG features. This is reflected by the large percentage of trees (correctly) voting for the selected class (73%). MEG features of subjects with DLB showed little resemblance to diagnoses other than AD (all <5%). MEG features of AD subjects primarily revealed similarities with MCI (19%) and DLB (15%) subjects. MEG patterns of subjects with SCD, MCI, FTD and Psy showed considerable overlap, consistent with the lower sensitivity and precision scores reported for these diagnoses.

Fig. 5 illustrates the added value of diagnostic profiles and their potential for implementation in the memory clinic. Two individual diagnostic profiles of correctly classified SCD subjects (i.e., subjects with the same diagnostic label) were randomly selected as example. The subjects are presented in black and white. When a patient first visits the memory clinic of the Amsterdam Alzheimer Center, each of the 6 diagnoses has an a priori probability. These a priori probabilities, based on the 5960 patients that formed the Amsterdam Dementia Cohort in 2017 (Van der Flier and Scheltens, 2018), are presented by the block-pattern filled bars. For both subjects, MEG-based classification increased the likelihood of a SCD, FTD or Psy diagnosis. Subject A however presented more MCI and AD-like features than subject B, who primarily resembled Psy and FTD subjects. This type of within-group difference, which was observed across all diagnostic groups, would not have been captured using only diagnostic labels. Comparison of a diagnostic profile to the a priori probability distribution furthermore provides an intuitive way to evaluate model output.

#### 3.2.3. Distinctive features and regions

Not all MEG features contributed equally to the classification. The top 15 features for 6-class classification consisted of 12 relative power and 3 functional connectivity features (Fig. 6). A cut-off for visualization was set at features contributing >1% to the classification process. The complete feature ranking is presented in Supplementary Table 2. The 12 relative power features that contributed most to the classification included bilateral occipital delta, theta and beta power, bilateral parietal theta and beta power, left
temporal theta power and global beta power. The top 3 functional connectivity features were recorded from bilateral occipital regions in the beta frequency band and left parietal regions in the gamma frequency band.

4. Discussion

This study proposed a classification framework for 6 memory clinic diagnoses (i.e., SCD, MCI, AD, DLB, FTD, Psy) trained on source-localized resting-state MEG data. Regional and global relative power and functional connectivity MEG features obtained from 144 subjects were used to train RF models. Diagnostic labels and profiles (describing probability estimates for each of the 6 diagnoses) were assigned to an independent test set of 248 subjects. A balanced accuracy rate of 0.41 and MAUC value of 0.75 were obtained for 6-class classification. Subjects with DLB or AD were well differentiated by the model, with sensitivities >50%. Sensitivities for subjects with SCD, MCI and Psy ranged between 23 and 38%. Highest precision was achieved for AD subjects (90%), followed by SCD (48%), DLB (20%), MCI (16%) and Psy subjects (14%). Classification of subjects with FTD was most challenging for the model, resulting in a sensitivity of 11 and a precision score of 3%. Bilateral occipital delta, theta and beta power, bilateral parietal theta and beta power, left temporal theta power, global beta power and functional connectivity features recorded from occipital and left parietal regions in the beta and gamma frequency band contributed most to the classification. Model performance on clinically relevant 3- and 4-class classification problems was additionally reviewed in order to support these findings. Differentiation between dementia subtypes (i.e., AD, DLB, FTD) and separation of dementia subtypes from non-dementia memory clinic diagnoses (i.e., AD, DLB, FTD, rest) were selected for this purpose. Balanced accuracy rates of 0.86 and 0.60 and MAUC values of 0.94 and 0.85 were respectively achieved. Removing similar classes from the classifi-
carnation (as during 3-class classification) or reducing the number of classes by combining similar samples (as during 4-class classification) decreases the chance on classification errors, thereby increasing accuracy. A permutation test procedure, used to measure the likelihood of obtaining the observed balanced accuracy rates and MAUC values by chance, revealed that the MEG-based model performed significantly better than baseline during 3-, 4- and 6-class classification ($p < 0.001$).

Comparison of the presented findings to earlier studies is not straightforward due to variations in the utilized datasets and classification scenarios. Using a random forest model trained only on spectral MEG measures, Gouw et al. (2021) achieved an accuracy rate of 0.84 for the 2-class classification of SCD and AD subjects. Other binary classification studies have similarly demonstrated that MEG has discriminative power for dementia subtypes (Bruun et al., 2018; Dauwan et al., 2016). The strength of our approach relative to most previous dementia classification studies is that the model performed multi-class classification. Multi-class results are more similar to a real-world clinical scenario and are therefore more informative to clinicians. A previous multi-class study by (Koikkalainen et al., 2016) reported a balanced accuracy rate of 51.5% for the 4-class classification of AD, DLB, FTD and vascular dementia subjects based on structural MRI data. Tong et al. (2017) included an additional SCD group and reported a balanced accuracy rate of 75.2%, using a classification model trained on demographic, structural MRI and CSF biomarker data. Both studies reported low sensitivity for subjects with DLB (i.e., 32% and 31%). The MEG-based model presented in this study achieved a sensitivity of 100% for subjects with DLB, suggesting a valuable role for MEG in differential diagnostics of dementia. The DLB group was the smallest diagnostic group ($n = 27$) in this study, suggesting that the random under-sampling technique helped to alleviate the issue of “classifier bias” towards larger groups.

Relatively low precision scores (<20%) were achieved for MCI, DLB, FTD and Psy subjects. Unfortunately, it is difficult to obtain high sensitivity and precision at the same time. Improving precision typically reduces sensitivity and vice versa, resulting in a trade-off between a low number of false negatives (i.e., high sensitivity) and a low number of false positives (i.e., high precision). These metrics should thus always be examined together.

**Fig. 6.** Importance scores of the top 15 features for 6-class classification. The 15 most discriminative features included bilateral occipital delta power, bilateral occipital, parietal and left temporal theta power, bilateral occipital and parietal beta power, bilateral occipital beta functional connectivity and left parietal gamma functional connectivity. Global relative beta power (importance score: 0.0106) is not visualized. Abbreviation: AEC-c, corrected Amplitude Envelope Correlation.
The reported precision scores can partially be explained by the imbalanced group sizes. Even though the maximum number of true positives was obtained for the DLB group \((n = 3)\), the number of false positives in the larger AD, Psy and MCI groups \((n = 12)\) strongly influenced the precision score. The same holds true for the precision score for AD subjects. A large number of true positives \((n = 53)\) could be obtained due to the large group size, resulting in a higher precision score for this diagnostic group \((90\%)\).

Spectral MEG properties are known to be widely affected in DLB and AD. Both diagnoses have been associated with increased relative contribution of slow frequency rhythms (delta/theta) and decreased contribution of faster oscillations \((\alpha/\beta)\) over posterior regions (Berendse et al., 2000; Van der Zande et al., 2018). Visual evaluation of the MEG recordings used in this study revealed prominent slowing of the dominant posterior rhythm in DLB, and to lesser extent AD subjects (see Supplementary Figure 1). This increase in low frequency power most likely facilitated differentiation from other subject groups, resulting in effective classification of subjects with DLB (sensitivity: 100%; precision: 20%) and AD (sensitivity: 51%, precision: 90%).

In order to provide information on the location of cerebral current sources that give rise to the MEG classification features, this study performed source (rather than sensor-) level analysis. The feature importance ranking provided by the RF algorithm (Supplementary Table 2) confirms that occipital relative \(\alpha\) and \(\beta\) power and parietal relative \(\theta\) and \(\beta\) power had high discriminative power during 6-class classification. The 15 most important features for classification (Fig. 6) furthermore included functional connectivity features in the \(\beta\) and \(\gamma\) band, recorded from parietal and occipital regions. Overall, features in the \(\beta\) band had the highest discriminative value.

Similar features have been reported to be important for identifying dementia in previous M/EEG studies. Relative \(\beta\) power has for example been identified as an important feature for classification of AD and DLB subjects (Dauwan et al., 2016). The dopaminergic and severe cholinergic deficits that are associated with DLB may cause a reduction in \(\beta\) power, facilitating differentiation from AD subjects. Increased relative \(\theta\) power (López et al., 2014; Musaeus et al., 2018) and synchronization abnormalities in the \(\alpha\) and \(\beta\) band of posterior areas (parietal, temporal and occipital) have furthermore been associated with MCI and AD (Engels et al., 2017). Subjects with SCD and MCI reportedly show similar patterns of functional connectivity disruption, typically in Alzheimer-related regions (López-Sanz et al., 2017). While this supports the consideration of SCD and MCI as early stages of AD, it complicates differentiation. Connectivity features may have facilitated differentiation from subjects in the DLB, FTD and Psy groups, without accurate differentiation between the SCD, MCI and AD groups. Previous studies have reported reduced \(\alpha\) power in SCD, MCI, AD and DLB subjects (Engels et al., 2016; Lopez-Sans et al., 2017; Van der Zande et al., 2018). Although this electrophysiological change has been related to deficits in cognitive functioning, it does not appear to be disease-specific. This may explain why \(\alpha\) power features were not considered highly discriminative during 6-class classification.

The M/EEG of subjects with FTD reportedly remains normal or only mildly disturbed until the latest stage of disease (De Haan et al., 2009; Pijnenburg et al., 2008). The lack of a distinct neurophysiological correlate for FTD may have challenged differentiation from subjects in the SCD, MCI and Psy groups during 6-class classification. It also explains why a large percentage of FTD subjects \((89\%)\) was classified as a “non-dementia” subject during 4-class classification (AD vs. DLB vs. FTD vs. rest). The confusion matrix for 3-class classification (Fig. 3) however suggests that MEG may have diagnostic value for FTD subjects by allowing accurate differentiation from AD and DLB subjects. The absence of an “FTD-like” diagnostic group during this classification task could explain the higher sensitivity for FTD \((89\%)\) than AD \((69\%)\) subjects. The feature ranking of 3-class classification revealed that bilateral parietal, occipital and global \(\gamma\) power were among the most discriminative features for classification. Supplementary Table 3 displays the 28 features contributing \(\geq 1\%\) to the 3-class classification. While the \(\gamma\) band is frequently discarded from M/EEG analysis because of expected artefacts from muscle and eye movement (Hipp and Siegel, 2013; Whitham et al., 2007), this frequency band may hold information that is specific for FTD. Research on \(\gamma\) band characteristics could potentially help explain the discrepancy between the severity of clinical symptoms and the relatively normal M/EEG that is observed in FTD. Physiological interpretation of the multi-class feature rankings is however not straightforward. The ranking highlights features that helped classify individuals with a particular disorder, without necessarily capturing all, or the direction of significant electrophysiological differences between groups. Additional research is needed to elucidate how the classifier interprets the different cortical disruptions in each clinical condition.

In addition to a diagnostic label, the presented model assigned a diagnostic profile to each subject. This profile provides an indication on the level of certainty of the MEG-based diagnosis and could provide an intuitive tool to clinicians during the diagnostic process. In this study, a priori diagnostic probabilities were defined as the proportion of diagnosed cases in the Amsterdam Dementia Cohort (Van der Flier and Scheltens, 2018). Combined, these probabilities form a baseline diagnostic profile for memory clinic patients (Fig. 5). Comparison of an individual MEG-based profile to the baseline profile facilitates interpretation of model output. This approach may help narrow a differential diagnosis based on clinical and cognitive/neuropsychological assessment. If the likelihood of a single diagnosis is strongly increased in comparison to its a priori probability, this may reduce the need for collection of multiple types of invasive biomarker data.

Diagnostic profiles may also be useful for the identification of phenotypes within diagnostic groups. This could help define optimal targets for treatment selection, personalized intervention and prognosis. Evaluation of individual profiles revealed considerable variation between subjects within the same diagnostic group. Fig. 5 provides an example of this. In some subjects, the final diagnosis won majority voting across trees by a large margin, while for other subjects less diagnostic certainty could be achieved. As cognitive decline or dementia (of any cause) progresses, 2 or more symptom patterns and/or pathologies commonly coexist in the same patient (Elahi and Miller, 2017). Diagnostic profiles may reflect the accumulation of concurrent pathophysiological processes within the brain. Moreover, increasing evidence suggests that those who will progress to dementia already show M/EEG alterations specific to a subtype at an early stage. Multiple M/EEG biomarkers, mainly related to activity in the \(\beta\) and \(\theta\) band, are reportedly able to predict conversion from MCI to AD (Gouw et al., 2017; Musaeus et al., 2018; Poil et al., 2013). MCI subjects who converted to DLB, rather than AD, have (in retrospect) also been found to have baseline EEG abnormalities compatible with this disease (Bonanni et al., 2015; Van der Zande et al., 2020). Identification of individuals who are on the trajectory to develop AD or DLB, prior to the presentation of the characteristic phenotype and dementia, would allow for early intervention. This could potentially delay severe symptoms and/or institutionalization.

The presented framework did not include a healthy control group. Individuals without (subjective) memory complaints are not referred to a memory clinic, nor do they require a diagnosis. In the
future, we aim to develop a classifier that can predict disease trajectories based on MEG measures. This classifier should be able to differentiate between subjects who will remain cognitively normal over time and subjects who will convert to MCI or a specific dementia subtype. We believe that this type of “longitudinal” or predictive classifier is a better fit for inclusion of a healthy participant group than the current diagnostic framework.

This study is the first to have included a Psy group in a multi-class classification framework for cognitive decline and dementia. The reported sensitivity and precision for this diagnostic group (23 and 14%) could be explained by its heterogeneous character. The Psy group consisted of subjects with varying diagnoses (e.g., major depressive disorder, bipolar disorder) and included the largest number of subjects that used medication that can affect the recorded MEG signals (Supplementary Table 4). As we aimed to identify biomarkers that can be used in daily practice, it was essential that the model was able to deal with data of suboptimal quality. Training the model on a larger dataset might allow signal fluctuations induced by heterogeneity of symptoms and medication use to be captured better and may therefore improve classification accuracy.

4.1. Limitations

This supervised machine learning study used labelled data for model training. As described in the methods section, clinical diagnoses were based on several types of biomarker data, including visual inspection of M/EEG recordings. Although MEG was incorporated in the diagnostic work-up, the technique is not a major determinant in clinical decision making (yet) (Van der Flier and Scheltens, 2018). Potential circularity was furthermore avoided by performing classification based on MEG features that are not, or not optimally, quantifiable through visual inspection. In order to verify the reliability of the obtained diagnostic profiles, the accuracy of the model’s predicted probabilities should be quantified. Only probability scores produced by a well calibrated model can be meaningfully interpreted by clinicians. Although various performance metrics have been proposed to capture the level of model calibration (e.g., Brier (Skill) Score, Log Loss Score), a lack of consensus remains on the reliability of these metrics when applied to multi-class and imbalanced datasets (Dormann et al., 2020; Steyerberg et al., 2010). The dataset used in this study is among the largest resting-state MEG datasets presently available for dementia research. Its relatively small size however impeded the possibility to improve probability calibration through for example, Platt Transformation or Isotonic Regression (Chen et al., 2018), which require an extra cross-validation step. The best (evaluation) method to transform classifier probability scores to the probability of disease scale needs to be determined. The presented findings advocate the use of MEG in the differential and early diagnostics of dementia (in particular for DLB). It should however be noted that the number of DLB, FTD and MCI subjects in the test sets was small (Table 2). Validation on larger datasets is needed, and the presented results should therefore be interpreted with caution.

4.2. Conclusion

The presented findings demonstrate the potential for MEG biomarkers to increase diagnostic accuracy of cognitive decline and dementia in a noninvasive manner. This provides support for the implementation of MEG as a standard diagnostic tool in the memory clinic. Multi-class – rather than binary – classification was performed in order to facilitate translation of the classification model to a clinical setting. Diagnostic profiles were introduced in order to provide an indication of the level of certainty of the MEG-based diagnosis. Profiles may furthermore be helpful for a better characterization of patient groups, by reflecting potentially overlapping disease processes. Relative power features in the delta, theta and beta frequency bands combined with amplitude-based functional connectivity features in the beta and gamma band, recorded from posterior regions, had most discriminative power during 6-class classification. Subjects with DLB (sensitivity: 100%, precision: 20%) and AD (sensitivity: 51%, precision: 90%) could best be discriminated. The MEG-based diagnostic profiles of cognitive decline and dementia should be systematically compared to clinically generated differential diagnoses in order to determine the added value of this approach.
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