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Abstract

We consider the two-dimensional problem for steady water waves with vorticity on water of finite depth. While neglecting the effects of surface tension we construct connected families of large amplitude periodic waves approaching a limiting wave, which is either a solitary wave, the highest solitary wave, the highest Stokes wave or a Stokes wave with a breaking profile. In particular, when the vorticity is nonnegative we prove the existence of highest Stokes waves with an included angle of 120°. In contrast to previous studies, we fix the Bernoulli constant and consider the wavelength as a bifurcation parameter, which guarantees that the limiting wave has a finite depth. In fact, this is the first rigorous proof of the existence of extreme Stokes waves with vorticity on water of finite depth. Aside from the existence of highest waves, we provide a new result about the regularity of Stokes waves of arbitrary amplitude (including extreme waves). Furthermore, we prove several new facts about steady waves, such as a lower bound for the wavelength of Stokes waves, while also eliminating a possibility of the wave breaking for waves with non-negative vorticity.

1. Introduction

Highest or extreme travelling waves are remarkable objects in the mathematical theory of water waves. The latter are two-dimensional travelling gravity waves enjoying stagnation at every crest, where the relative velocity field vanishes and the surface profile forms a sharp included angle of 120°. Such extreme waves are referred to as highest waves because the surface profile at every crest reaches its maximum possible value for a fixed total head (Bernoulli’s constant). The first mention of extreme waves is due to Stokes [44], who gave an informal argument showing that the angle of the profile with a simple discontinuity must be 120°. Thus, Stokes conjectured that there exist nonlinear periodic waves of greatest height
enjoying stagnation at every crest whose surface profiles form a sharp angle of 120° (see Fig. 1). This is a remarkable conjecture for the time since then only small-amplitude approximate solutions were known, while extreme waves is a nonlinear phenomenon about waves of large amplitude.

The existence of periodic wave which are not small is a complicated problem by itself. The first construction of large-amplitude waves was given by Krasovskii [35] who proved that for any given flux $Q$, period $L$ and $\beta \in (0, \frac{\pi}{6})$ there exists a Stokes wave with max $\theta = \beta$, where $\theta$ is the inclination angle to the horizontal. Even so the waves found by Krasovskii are of large amplitude it was not clear if they are close to stagnation or not. Later, Keady and Norbury [26] showed by applying the global bifurcation theory to the Nekrasov equation that there exist Stokes waves which are arbitrary close to the stagnation. That is for any speed at the crest $q_c \in (0, c)$, period $L$ and flux $Q$ there exists the corresponding Stokes wave; here $c$ is the wave speed. Now one could think of constructing a highest wave by passing to the limit. This was done by Toland [46] who proved the existence of highest Stokes waves with surface stagnation, partly verifying the Stokes conjecture in the infinite depth case. For waves on finite depth this was established by McLeod [40] (results were obtained around 1979 and published in 1997), who also showed that the inclination angle might overcome $\frac{1}{6}\pi$ for waves close to the stagnation. Mentioned results for periodic waves were extended to solitary waves by Amick and Toland [5,6], who in particular obtained the existence of the highest solitary wave.

Though highest Stokes and solitary waves in the irrotational setting were already constructed in 1981, the question about their regularity and geometry remained open. It was settled independently by Amick, Fraenkel and Toland in [4] and by Plotnikov [41]. They proved that any highest wave forms a sharp included angle of 120° at every crest just as predicted by Stokes. Later Fraenkel gave another, more direct and constructive proof in [21]. Beside, Plotnikov and Toland [42] verified the remaining part of the Stokes conjecture about the convexity of highest waves. Finally, Amick and Fraenkel [3] obtained an asymptotic expansion of a periodic highest wave near a stagnation point.

The classical papers mentioned above concern with the water wave problem for Stokes and solitary waves, though it is known that other types of waves exist. See for instance [7,53] and a recent study [11] on subharmonic bifurcations. For an analysis of singularities of such waves one needs more general methods developed recently by Varvaruca and Weiss [49]. They proved that irrespectively of the wave geometry all stagnation points are isolated, while the surface profile must form there an included angle of 120°.

The rotational theory is much less developed. The first construction of large-amplitude waves is due to Constantin and Strauss [16]. Using the degree theory and a continuation argument they proved that for an arbitrary vorticity distribution there exist continuous families of Stokes waves with a fixed period, bifurcating from a uniform stream and approaching "stagnation". Essentially, they show that there exists a sequence of Stokes waves such that $u \to c$ along the sequence, where $u$ is the horizontal component of the velocity field and $c$ is the wave speed. Thus, the limiting wave, if exists, has a critical point ($u = c$) somewhere in the fluid. We find a
stagnation point if this happens at the crest, but for rotational waves this is not always
the case. Furthermore, depending on the sign of the vorticity, there exist laminar
flows with stagnation points either everywhere on the surface or at the bottom.
Thus, the limiting wave might be trivial. Another possibility is that the Bernoulli
constant becomes unbounded and waves converge to the highest wave but on the
infinite depth. The same problem appears in the subsequent papers by Constantin
and Strauss [17], Varvaruca [48], Constantin, Strauss and Varvaruca [18]
and Varholm [47]. Thus, the existence of highest waves with vorticity is still an
open problem. We shall also mention the recent result by Constantin, Strauss
and Varvaruca [19], where the authors analyze the global bifurcation curve of
downstream waves with a positive constant vorticity. It is shown there that such
waves are not overhanging, while the mass flux and the Bernoulli constant are
uniformly bounded. There are also several global bifurcation results where the
surface profile is allowed to be overhanging, see [51] and references therein.

The presence of laminar flows with surface stagnation shows that the geometry
of highest waves with vorticity might be different, compared to the irrotational
setting, when the surface profile always forms an angle of 120°. However, as shown
by Varvaruca [48] and later by Varvaruca and Weiss [50], there are only two
possibilities: the Stokes corner of 120° or a horizontally flat stagnation. We shall
emphasize that it is not known if the second options is really possible for waves
other than laminar flows.

In the present paper we construct highest Stokes waves with a favourable vor-
ticity distribution, while also prove a general statement for an arbitrary vorticity
distribution, which is of separate interest. Beside the existence, we also prove some
new facts about steady waves. In Theorem 3.4 we give a lower bound for the wave-
length, depending on the Bernoulli constant. A possibility of the wave breaking
is eliminated in Proposition 3.3 for non-negative vorticity distributions, which is
related to results of [45]. Furthermore, we obtain a new regularity statement for
Stokes waves in the irrotational setting, see our Theorem 2.4. It is remarkable that
the claim is valid even for extreme waves.

2. Statement of the Problem

We consider the classical water wave problem for two-dimensional steady
waves with vorticity on water of finite depth. We neglect effects of surface ten-
sion and consider an ideal fluid of constant (unit) density. Thus, in an appropriate
coordinate system moving along with the wave, stationary Euler equations are given

**Fig. 1.** A An extreme Stokes wave and B an extreme solitary wave
by
\[(u - c)u_x + vu_y = -P_x, \tag{2.1a}\]
\[(u - c)v_x + vv_y = -P_y - g, \tag{2.1b}\]
\[u_x + v_y = 0, \tag{2.1c}\]
which holds true in a two-dimensional fluid domain \(D_\eta\), defined by the inequality
\[0 < y < \eta(x).\]

Here \((u, v)\) are components of the velocity field, \(y = \eta(x)\) is the surface profile, \(c\) is the wave speed, \(P\) is the pressure and \(g\) is the gravitational constant. The corresponding boundary conditions are
\[v = 0 \quad \text{on} \quad y = 0, \tag{2.1d}\]
\[v = (u - c)\eta_x \quad \text{on} \quad y = \eta, \tag{2.1e}\]
\[P = P_{atm} \quad \text{on} \quad y = \eta. \tag{2.1f}\]

It is often assumed in the literature that the flow is irrotational, that is \(v_x - uy\) is zero everywhere in the fluid domain. Under this assumption components of the velocity field are harmonic functions, which allows to apply methods of complex analysis. Being a convenient simplification it forbids modeling of non-uniform currents, commonly occurring in nature. In the present paper we will consider rotational flows, where the vorticity function is defined by
\[\omega = v_x - uy. \tag{2.2}\]

Throughout the paper we assume that the flow is free from stagnation points and the horizontal component of the relative velocity field does not change sign, that is
\[u - c < 0 \tag{2.3}\]
everywhere in the fluid. We call such flows unidirectional.

In the two-dimensional setup relation \((2.1c)\) allows to reformulate the problem in terms of a stream function \(\psi\), defined implicitly by relations
\[\psi_y = c - u, \quad \psi_x = v.\]

This determines \(\psi\) up to an additive constant, while relations \((2.1e),(2.1d)\) force \(\psi\) to be constant along the boundaries. Thus, by subtracting a suitable constant, we can always assume that
\[\psi = m, \quad y = \eta; \quad \psi = 0, \quad y = 0.\]

Here \(m\) is the mass flux, defined by
\[m = \int_0^\eta (u - c)dy.\]

In what follows we will use non-dimensional variables proposed by KEADY and NORBURY [26], where lengths and velocities are scaled by \((m^2/g)^{1/3}\) and \((mg)^{1/3}\),
respectively; in new units $m = 1$ and $g = 1$. For simplicity we keep the same notations for $\eta$ and $\psi$.

Taking the curl of Euler equations (2.1a)–(2.1c) one checks that the vorticity function $\omega$ defined by (2.2) is constant along paths tangent everywhere to the relative velocity field $(u - c, v)$; see [14] for more details. Having the same property by the definition, stream function $\psi$ is strictly monotone by (2.3) on every vertical interval inside the fluid region. These observations together show that $\omega$ depends only on values of the stream function, that is,

$$\omega = \omega(\psi).$$

This property and Bernoulli’s law allow the to express the pressure $P$ as

$$P - P_{\text{atm}} + \frac{1}{2} |\nabla \psi|^2 + y + \Omega(\psi) - \Omega(1) = \text{const},$$

(2.4)

where

$$\Omega(\psi) = \int_{0}^{\psi} \omega(p) \, dp$$

(2.5)

is a primitive of the vorticity function $\omega(\psi)$. Thus, we can eliminate the pressure from equations and obtain the following problem:

$$\Delta \psi + \omega(\psi) = 0 \quad \text{for } 0 < y < \eta,$$

(2.6a)

$$\frac{1}{2} |\nabla \psi|^2 + y = r \quad \text{on } y = \eta,$$

(2.6b)

$$\psi = 1 \quad \text{on } y = \eta,$$

(2.6c)

$$\psi = 0 \quad \text{on } y = 0.$$  

(2.6d)

The assumption (2.3) transforms into

$$\psi_y > 0 \quad \text{for } 0 \leq y \leq \eta.$$  

(2.6e)

The constant $r$ in (2.6b) is referred to as the Bernoulli constant.

Note that (2.6e) forbids the presence of stagnation points, in particular surface stagnation points that occur when $\eta(x) = r$ for some $x \in \mathbb{R}$. As for regularity, we assume that $\psi \in C^{2,\gamma}(\overline{D_\eta})$ and $\eta \in C^{2,\gamma}(\mathbb{R})$, provided $\omega \in C^{1,\gamma}(0, 1)$ for some $\gamma \in (0, 1)$. The Hölder exponent $\gamma$ will remain unchanged in what follows. We will also consider highest waves, for which $\max \eta = r$. Such waves enjoy stagnation at every crest, where $\psi_y = \psi_x = 0$. As we will show below, highest waves are $C^{2,\gamma}$ everywhere, except the crest points, where the stream function $\psi$ is $C^1$-continuous, while the surface profile $\eta$ is of the class $C^1$ on each closed interval without stagnation points inside (though it can be a boundary point of the interval). In the irrotational case the regularity of the stream function can be significantly improved (Theorem 2.4).

In what follows we will consider families of Stokes waves, periodic solutions to (2.6) that are monotone between each neighbour crest and trough and symmetric around every vertical line passing through crests and troughs; see [15, 24] for related results on the symmetry of Stokes waves.
In our setup the Bernoulli constant \( r \) is fixed, though different values of \( r \) lead to different bifurcation curves and different highest waves. There are several advantages to have \( r \) fixed:

- first of all, it guarantees that the mean depth is separated from zero and bounded from above by constants depending on \( r \); this resolves the main drawback of previous constructions, where the Bernoulli constant could become unbounded, while waves are converging to the highest wave on infinite depth;
- secondly, we have an improved uniform regularity (including the highest waves) along the whole bifurcation curve; see our Theorem 2.4, which states that there is a Hölder exponent \( \alpha = \alpha(r) \), depending only on \( r \), such that all stream functions (of Stokes waves) and their derivatives are uniformly Hölder continuous, that is norms \( \| \psi \|_{C^{1, \alpha}(D_\eta)} \) are uniformly bounded by a constant determined by \( r \); in particular this specifies the type of convergence of regular Stokes to the highest wave;
- there is no stagnation occur inside or at the bottom;
- finally, this approach allows to construct solitary waves and even extreme solitary waves.

The Bernoulli constant \( r \) in (2.6b) can not be arbitrary. It was shown in [29,32] that \( r > R_c \) for any non-laminar solution, where \( R_c \) is the minimal Bernoulli constant among all laminar flows (represented by solutions to (2.6), with \( \psi = U(y) \) and \( \eta = \text{const} \)). To simplify our considerations we will also assume that \( r < d_0 \), where \( d_0 \) is the maximal depth among all laminar solutions. In the irrotational case \( d_0 = +\infty \), so this is not a restriction. In fact, it only matters when the vorticity function \( \omega \) is negative; see [32].

### 2.1. Partial Hodograph Transform

Under assumption (2.6e) we can apply the partial hodograph transform introduced by Dubreil-Jacotin [20]. Thus, we present new independent variables

\[
q = x, \quad p = \psi(x, y),
\]

while new unknown function \( \hat{h}(q, p) \) (height function) is defined from the identity

\[
\hat{h}(q, p) = y.
\]

Note that it is related to the stream function \( \psi \) through the formulas

\[
\psi_x = -\frac{\hat{h}_q}{\hat{h}_p}, \quad \psi_y = \frac{1}{\hat{h}_p}, \quad (2.7)
\]

where

\[
\hat{h}_p > 0 \quad (2.8a)
\]

throughout the fluid domain by (2.6e). An advantage of using new variables is in that instead of two unknown functions \( \eta(x) \) and \( \psi(x, y) \) with an unknown domain
of definition, we have one function \( \hat{h}(q, \rho) \) defined in a fixed strip \( S = \mathbb{R} \times (0, 1) \). An equivalent problem for \( \hat{h}(q, \rho) \) is given by

\[
\left( \frac{1 + \hat{h}^2_q}{2\hat{h}^2_\rho} + \Omega \right)_\rho \left( \frac{\hat{h}_q}{\hat{h}_\rho} \right)_q = 0 \quad \text{in } S, \quad (2.8b)
\]

\[
\frac{1 + \hat{h}^2_q}{2\hat{h}^2_\rho} + \hat{h} = r \quad \text{on } \rho = 1, \quad (2.8c)
\]

\[
\hat{h} = 0 \quad \text{on } \rho = 0. \quad (2.8d)
\]

The wave profile \( \eta \) is recovered from the boundary value of \( \hat{h} \) on \( \rho = 1 \):

\[
\eta(q) = \hat{h}(q, 1), \quad q \in \mathbb{R}.
\]

This formulation is in fact equivalent to (2.6); see [16] for details.

### 2.2. Stream Solutions

Uniform streams, flows with flat surface and velocity field depending only on the depth, are represented by stream solutions \( H(p; s) \) of (2.8). The latter depend only on \( p \)-variable and are parametrized by a parameter \( s > s_0 \), which equals to the velocity of the flow at the bottom (in the original variables). Solving (2.8b) for \( H \) explicitly, one finds that

\[
H(p; s) = \int_{p_0}^{p} \frac{1}{\sqrt{s^2 - 2\Omega(p')}} dp',
\]

where \( \Omega \) is a primitive of the vorticity function defined by (2.5). Note that \( s^2 \geq s^2_0 = \max_{p \in [0, 1]} 2\Omega(p) \). The corresponding to \( H(p; s) \) depth and the Bernoulli constant \( R(s) \) are given explicitly by

\[
d(s) = \int_{0}^{1} \frac{1}{\sqrt{s^2 - 2\Omega(p')}} dp', \quad R(s) = \frac{1}{2}s^2 - \Omega(1) + d(s).
\]

In what follows we will denote by \( (U(y); d) \) the stream function for \( H(p; s) \) with \( d(s) = d \).

Note that \( d(s) < d_0 := d(s_0) \) for all \( s \in (s_0, +\infty) \), where \( d_0 \) might be finite or not, depending on the vorticity function; for instance, \( d_0 < +\infty \) when \( \Omega(p) < 0 \) for all \( p \in (0, 1] \) as well as \( \omega(0) < 0 \) (negative vorticity), while \( d_0 = +\infty \) for \( \omega = 0 \). It is clear that constants \( R_0 = R(s_0) \) and \( d_0 \) are finite or not at the same time.

It is shown in [32] that \( R(s) \) attains its minimum \( R_c \) for some \( s_c > s_0 \), determined from

\[
\int_{0}^{1} \frac{1}{(s^2_\rho - 2\Omega(p'))^2} dp' = 1.
\]
As shown in [32] any steady motion, other than a uniform stream, has \( r > R_c \). Furthermore, it was shown that for "positive" vorticity functions we also have \( r < R_0 \) whenever \( R_0 \) is finite. On the other hand, for negative vorticity functions there is a weaker inequality \( r < R_0 - \Omega(1) \), obtained recently in [37]. The bound \( r < R_0 \) is important because it guarantees that there exist so-called subcritical and supercritical uniform streams corresponding to \( r \). The latter are defined by parameters \( s \) that solve equation \( R(s) = r \), which possesses exactly two roots \( s = s_-(r) \) and \( s = s_+(r) \) with \( s_-(r) < s_c < s_+(r) \), provided \( r > R_c \) and \( r < R_0 \). The corresponding depths are \( d_+(r) = d(s_-(r)) \) and \( d_-(r) = d(s_+(r)) \). The existence of a subcritical stream is essential for our purposes, since only subcritical streams with \( d = d_+(r) \) and \( s = s_-(r) \) admit a local bifurcation curves of small-amplitude Stokes waves; see [23,30,33]. Note that our assumption \( r < d_0 \) from Theorem 2.1 guarantees that \( r < R_0 \) and the subcritical stream is well-defined. Another purpose of \( r < d_0 \) is that it forbids solutions along the bifurcation curve from approaching stagnation at the bottom. A precise statement is given in Proposition 3.1 and can be expressed in a form of inequalities

\[
\hat{s} \leq \psi_{\gamma}(x,0) \leq \check{s}, \quad x \in \mathbb{R},
\]

where \( \hat{s} \) and \( \check{s} \) are defined from the identities \( d(\hat{s}) = \max \eta \) and \( d(\check{s}) = \min \eta \). In particular we require that there exists a uniform stream with \( d = \max \eta \), which is ensured by the assumption \( r < d_0 \).

It is worth mentioning that inequality \( r < d_0 \) is believed to be true for all steady waves other than streams. It is known to be true for a large class of vorticity functions (classes (i) and (iii) according to the classification in [32]) except vorticity functions \( \omega \), for which \( \Omega(p) < 0 \) on \((0,1]\) and \( \omega(0) < 0 \). We believe that in this case the statement is also true, even so a rigorous justification is not available at the moment.

Let us recall another fundamental bound for steady waves from [32] (see also [25–29]). It is known that an arbitrary solution, other than a uniform stream, is subject to a strict inequality

\[
\max \eta > d_+(r), \quad (2.9)
\]

where \( d_+(r) \) is the depth of the subcritical laminar flow. When the Bernoulli constant \( r \) is fixed, relation (2.9) determines a positive cone of functions; this fact will be used in our proof of Theorem 2.1.

2.3. Problem with a Fixed Period

Assume that \( \hat{h} \) has period \( \Lambda \) with respect to \( q \)-variable. Then we put

\[
h(q, p) = \hat{h}(\Lambda(2\pi)^{-1}q, p),
\]

which is \( 2\pi \)-periodic function that solves

\[
\left( \frac{1 + \lambda^2 h_q^2}{2h_p^2} + \Omega \right)_p - \lambda^2 \left( \frac{h_q}{h_p} \right)_q = 0 \quad \text{in } S, \quad (2.10a)
\]
\[
\frac{1 + \lambda^2 h_q^2}{2h_p^2} + h = r \quad \text{on } p = 1, \quad (2.10b)
\]
\[
h = 0 \quad \text{on } p = 0, \quad (2.10c)
\]
where \( \lambda = 2\pi \Lambda^{-1} \). As before, we require
\[
h_p > 0. \quad (2.10d)
\]
We will consider this problems for \( h \in C^2_{\text{per}}(\mathbb{S}) \), where the latter is a subspace of \( C^2_{\text{per}}(\mathbb{S}) \), that consists of all even functions with period \( 2\pi \). In what follows \( \lambda = 2\pi \Lambda^{-1} \) will play the role of the bifurcation parameter.

### 2.4. Statements of Main Results

**Theorem 2.1.** (Arbitrary vorticity) Assume that \( \omega \in C^1(\mathbb{S}) \). Then for any \( r \in (R_e, d_0) \) there exist functions \( C : [0, +\infty) \rightarrow C^2_{\text{per}}(\mathbb{S}) \) and \( \lambda : [0, +\infty) \rightarrow (0, +\infty) \) with the following properties:

(i) \( C(0) \) is the subcritical stream solution \( H(p; s_+(r)) \);

(ii) \( C(t) = h(q, p; t), t > 0 \) is a solution to (2.10b) with \( \lambda = \lambda(t) \); the corresponding solution \( (\psi, \eta) \) represents a Stokes wave with the period \( \Lambda = \lambda(t)^{-1} \);

(iii) \( (C(t), \lambda(t)) \) has a real analytic reparametrization locally around each \( t \geq 0 \).

Furthermore, there exists a sequence \( t_j \rightarrow +\infty \) such that we either have

(I) \( \max_{x \in \mathbb{R}} \eta(x; t_j) \rightarrow r \) as \( j \rightarrow +\infty \) and \( \Lambda(t_j) \rightarrow \Delta < +\infty, \Delta \neq 0 \) (stagnation at every crest);

(II) \( \lim_{j \rightarrow +\infty} \max_{x \in \mathbb{R}} \eta(x; t_j) < r \) and \( \Lambda(t_j) \rightarrow +\infty \) as \( j \rightarrow +\infty \) (solitary wave);

(III) \( \max_{x \in \mathbb{R}} \eta(x; t_j) \rightarrow r \) and \( \Lambda(t_j) \rightarrow +\infty \) as \( j \rightarrow +\infty \) (extreme solitary wave);

(IV) \( \max_{x \in \mathbb{R}} |\eta'(x; t_j)| \rightarrow +\infty \) as \( j \rightarrow +\infty \) (wave breaking).

Here \( \eta(x; t) \) is the surface profile corresponding to \( h(q, p; t), t \geq 0 \).

**Corollary 2.2.** (Existence of highest waves) Assume that \( \omega \geq 0 \), then there exists either

(I') an extreme Stokes wave \( (\psi, \eta) \) with \( \psi \in C^1(\overline{D_H}) \), enjoying stagnation at every crest (and nowhere else), where \( \eta \) forms either a sharp angle of 120 degrees or included angle of 180°; furthermore, \( \eta \) is locally in \( C^2_{\text{per}}(\mathbb{S}) \) everywhere outside the stagnation points, while it is in \( C^1(\overline{D_H}) \) on every closed interval that does not contain any crest in it’s interior;

(II') or a solitary wave solution \( (\psi, \eta) \) with \( \psi \in C^2_{\text{per}}(\mathbb{S}) \) and \( \psi \in C^2_{\text{per}}(\mathbb{R}) \);

(III') or the highest solitary wave solution \( (\psi, \eta) \) with \( \psi \in C^1(\overline{D_H}) \), enjoying stagnation at the crest (and nowhere else), where \( \eta \) forms either a sharp angle of 120 degrees or included angle of 180°; furthermore, \( \eta \) is locally in \( C^2_{\text{per}}(\mathbb{S}) \) everywhere outside the crest, while it is in \( C^1(\overline{D_H}) \) on every closed interval that does not contain the stagnation point in it’s interior.
Furthermore, there is a constant \( r^* \in (\overline{R_c}, d_0] \) (depending only on \( \omega \)) such that only the first option (I') can occur for \( r \in (r^*, d_0) \). When \( r \) is close to \( r_c \) only the second option is possible, which leads to a solitary wave.

Note that in cases (II) and (II') one finds some nontrivial solitary waves. Indeed, assume it is a trivial wave - laminar solution. Then it must be subcritical, because we have \( \max \eta > d_+(r) \) by (2.9), so that \( \eta \) can not converge to \( d_-(r) \). But then for large \( j \) solutions \( (C(t_j), \lambda(t_j)) \) are small-amplitude close to \( C(0) \). But the local bifurcation curve is unique, so one must then have \( C(t_j) = C(t_*) \) for some \( t_* \) and \( j \). In this case the global bifurcation curve forms a loop, which is not possible by Theorem 3.5 from [12].

The constant \( r^* \) from Corollary 2.2 is explicit in the following sense: it corresponds to the bound for the Froude number

\[
\frac{1}{\mathcal{F}^2} = \int_0^1 \frac{1}{(s^2 - 2\Omega(p))^{\frac{3}{2}}} dp
\]

for solitary waves with vorticity; here \( s \) determines the unperturbed flow at infinity. Indeed, we need to guarantee that no solitary waves exist for \( r > r^* \) (or for \( \mathcal{F} > \mathcal{F}_* \)). For positive vorticity as in Corollary 2.2 the known bound is \( \mathcal{F} < 2 \) (see [52]), which corresponds to \( r^* \) with \( \mathcal{F}_* = 2 \). Thus, we would find that \( r^* < d_0 \) (strictly less) for small and moderate positive vorticity functions. For large positive vorticity it is only known that no smooth solitary waves exist for \( r \geq r_0 \) (in this case \( r^* = d_0 \)). It is not known if there exists a family of small-amplitude solitary waves converging to a uniform stream with surface stagnation (or that the “highest” solitary wave coincides with the uniform stream with surface stagnation). Having that in mind we can not always guarantee that \( r^* \) is strictly less than \( d_0 \) so that one can eliminate possibilities of (II') and (III').

In the irrotational case, when \( R_c = \frac{3}{2} \) and \( d_0 = +\infty \) the statement above can be improved as follows.

**Corollary 2.3.** (Existence of highest waves in the irrotational setting) For any \( r > \frac{3}{2} \) there exists either

(I') an extreme Stokes wave \((\psi, \eta)\) with \( \psi \in C^1(\overline{D_\eta}) \), enjoying stagnation at every crest (and nowhere else), where \( \eta \) forms a sharp angle of 120 degrees; furthermore, \( \eta \) is locally in \( C^{2,\gamma} \) everywhere outside the stagnation points, while it is in \( C^1 \) on every closed interval that does not contain any stagnation point in it’s interior;

(II') or a solitary wave solution \((\psi, \eta)\) with \( \psi \in C^{2,\gamma}(\overline{D_\eta}) \) and \( \eta \in C^{2,\gamma}(\mathbb{R}) \); (III') or the highest solitary wave solution \((\psi, \eta)\) with \( \psi \in C^1(\overline{D_\eta}) \), enjoying stagnation at the crest (and nowhere else), where \( \eta \) forms a sharp angle of 120 degrees; furthermore, \( \eta \) is locally in \( C^{2,\gamma} \) everywhere outside the crest, while it is in \( C^1 \) on every closed interval that does not contain the stagnation point in it’s interior.

Furthermore, only the first option (I') can occur for \( r > 2^{2/3} \approx 1.587 \).
Fig. 2. A bifurcation diagram in $(r, S)$ coordinates; bifurcation curves correspond to vertical lines with arrows.

Note that the alternative of a flat stagnation as in Corollary 2.2 can not occur for irrotational waves and more general for waves with negative vorticity (around the surface); see [48].

There is a convenient way to visualize and discuss our results in the $(r, S)$-plane, where $S$ is the flow force constant. For this purpose we refer to Fig. 2, where we sketched a cuspidal region from the Benjamin and Lighthill conjecture; see [10]. The cusp in the figure consists of two curves representing parallel flows. Subcritical flows on the upper curve give rise to bifurcations of small-amplitude Stokes waves, while the lower curve represents supercritical streams, supporting solitary waves; see [34]. It was recently proved in [38] that all steady waves with vorticity correspond to points inside the cuspidal region (the Benjamin and Lighthill conjecture). It has long been known that not all points from the cusp represent steady waves; Benjamin and Lighthill conjectured that there must a third barrier (similar to the dashed line in the figure) corresponding to the highest waves. This was partly verified by Cokelet [13], who found that such barrier exists but consists of waves that are close to stagnation, not necessarily the highest waves. Nevertheless, it is believed that there must be a curve of highest waves that starts from the highest solitary wave, constructed in the irrotational setting by Amick and Toland [6].

It follows from our Theorem 2.1 (and from Corollary 2.2) that for a given $r > R_c$ there is a bifurcation curve of Stokes waves that starts from a subcritical uniform stream, corresponding to a point on the upper boundary of the cusp in Fig. 2. The whole bifurcation curve consists of solutions having the same Bernoulli constant $r$ and therefore corresponding to a horizontal interval (arrows) in the diagram. When $r$ is close to $r_c$ the bifurcation curve necessarily reaches a solitary wave (represented by a point on the solid curve on the bottom boundary of the cusp) as shown in [33]. For all large values of $r$ (when $r > r_\star$), as follows from Corollary 2.2, we always
reach an extreme Stokes wave, corresponding to the dashed curve in the diagram. Thus, we can conjecture that the minimum value of $r_\star$ with this property shall correspond to the highest solitary wave (the solid circle in Fig. 2), which we expect to exist for all nonnegative vorticity functions.

Aside from the existence of highest waves, we present a new result about uniform regularity of arbitrary Stokes waves (including extreme waves).

**Theorem 2.4. (Regularity)** For any $r > \frac{3}{2}$ there exist constants $\alpha \in (0, \frac{1}{2})$ and $C_1 > 0$ such that any Stokes wave solution to (2.6) with $\omega = 0$ is subject to
\[
\|\psi\|_{C^1,\alpha(D_\eta)} \leq C_1,
\]
where both $C_1$ and $\alpha$ depend only on $r$. Furthermore, there is a constant $C_2 > 0$ such that
\[
C_2(r - y) \leq \psi_y^2(x, y) \leq 2(r - y)
\]
for all $x, y \in D_\eta$, while $C_2$ depends only on $r$.

This regularity result is closely related to the Harnack principle for solutions of the Poisson problem (with the right-hand side), recently studied in [1]. Unfortunately, our result does not follow from [1] since their theorem is only valid in domains with small Lipschitz constants, which might not be the case here. Thus, we present an alternative approach, based on inequalities (2.12). As we will show below, (2.12) holds for every solution (not necessarily a Stokes wave) for which $M := \sup_{\mathbb{R}} |\eta'|$ is bounded by a constant strictly less than 1, while the resulting constant $C_2$ in (2.12) depends on the difference $1 - M$.

### 3. Preliminaries

#### 3.1. Bounds for the Velocity Field

The next proposition guarantees that flows with a fixed Bernoulli constant $r$ are away from stagnation at the bottom.

**Proposition 3.1.** Let $r \in (R_c, d_0)$ and $(\psi, \eta) \in C^{2,\gamma}(\overline{D_\eta}) \times C^{2,\gamma}(\mathbb{R})$ is a solution to (2.6). Then
\[
U_y(0; \max \eta) \leq \psi_y(x, 0) \leq U_y(0; \min \eta),
\]
where $(U(y; d), d)$ is the stream solution of depth $d$.

**Proof.** This statement can be proved in terms of height functions introduced in Section 2.3. Let $\hat{h}(q, p)$ be the height function corresponding to $(\psi, \eta)$ and $\hat{H}(p)$ is the one for $U(y; d)$ with $d = \hat{\eta}$. Note that we can find such stream solution $U(y; d)$ because of the assumption $r < d_0$. Now we consider the difference $w = \hat{h} - \hat{H}$, which solves a homogeneous elliptic problem in $S$, zero on the bottom and non-positive along the upper boundary $p = 1$. Thus, $w \leq 0$ in $S$ and then $w_p(q, 0) \leq 0$ by the Hopf lemma. This gives the lower bound in (3.1). The remaining inequality can be proved in the same way. □
Note that \( \max \eta \leq r \) by the Bernoulli equation (2.6b) and then \( U_y(0; \hat{\eta}) \geq U_y(0; r) > 0 \), which shows that \( \psi_y \) at the bottom is separated from zero by a constant depending only on \( r \).

When a solution is locally away from stagnation, one can prove the following regularity property, valid even for highest waves but outside the stagnation points:

**Proposition 3.2.** Assume that \( \omega \in C^{1,\gamma}([0, 1]) \). Let \( r \in (R_c, d_0) \) and \( \delta > 0 \) be given as well as a ball \( B \) of radius \( \rho > 0 \) and let \( M = \sup_{(x, \eta(x)) \in B} |\eta'(x)| \). Then there exist constants \( \alpha \in (0, 1) \) and \( C > 0 \), depending only on \( r, \delta, \rho \) and \( M \) such that any solution \((\psi, \eta) \in C^{2,\gamma}(D_\eta) \times C^{2,\gamma}(\mathbb{R}) \) with \( \inf_B \psi_y \geq \delta \) satisfies
\[
\|\psi\|_{C^3,\alpha(D_\eta \cap \frac{1}{2} B)} \leq C, \quad \text{where} \quad \frac{1}{2} B \text{ is a ball with the same centre and radius } \frac{1}{2} \rho.
\]

This statement can be proved just as [33, Proposition 3]. Note that when \( \inf \psi_y > 0 \) the regularity of \( \psi \) is only limited by the regularity of the vorticity \( \omega \).

### 3.2. Estimates at the Boundary

The next technical result is essential in establishing properties of highest waves as in Corollary 2.2 and for proving claims of Theorem 2.1.

**Proposition 3.3.** For any \( \omega \in C^{1,\gamma}([0, 1]) \) and any \( r > R_c \) there exists a constant \( C_1 > 0 \) such that any Stokes wave solution \((\psi, \eta) \in C^{2,\gamma}(D_\eta) \times C^{2,\gamma}(\mathbb{R}) \) of (2.6) is subject to
\[
\psi_y(x_2, \eta(x_2)) - \psi_y(x_1, \eta(x_1)) \leq C_1(\eta(x_2) - \eta(x_1)) \quad \text{(3.2)}
\]
for all \( x_1 < x_2 \) such that \( \eta' \geq 0 \) on \((x_1, x_2)\). If additionally \( \omega \geq 0 \) on \([0, 1]\), then there exists \( C_2 > 0 \) such that
\[
\psi_y(x, \eta(x)) \geq \begin{cases} 
C_2(r - \eta(x)), & r - \max \eta(x) \leq \frac{1}{2}, \\
1, & r - \max \eta(x) > \frac{1}{2}
\end{cases} \quad \text{(3.3)}
\]
for all \( x \in \mathbb{R} \); furthermore,
\[
|\eta'|^2 \leq C_2(r - \eta)^{-1}, \quad x \in \mathbb{R}. \quad \text{(3.4)}
\]

Constants \( C_1 \) and \( C_2 \) depend only on \( r \) and \( \omega \).

This theorem shows that no wave breaking is possible for unidirectional Stokes waves with non-negative vorticity before stagnation occurs at crests.

**Proof.** First we prove (3.3). For a given solution \((\psi, \eta)\) satisfying assumptions of the theorem we put
\[
f(x, y) = -k\psi + \Omega(\psi) + \frac{1}{2} \left( \psi_y^2 + \psi_x^2 \right) + y, \quad (x, y) \in D_\eta,
\]
where \( k > 0 \) is a constant that will be specified later. A straightforward computation shows that

\[
\mathcal{L}f := \Delta f + af_x + bf_y = \left( 2 + (\omega(\psi) - 2k)(2\psi_y - k|\nabla \psi|^2) \right)|\nabla \psi|^{-2},
\]

(3.5)

where

\[
a = -2(f_x - \psi_y(\omega(\psi) - 2k))|\nabla \psi|^{-2},
\]

\[
b = -2(-2 + f_y - \psi_y(\omega(\psi) - 2k))|\nabla \psi|^{-2}.
\]

Note that the right-hand side in (3.5) is positive, provided \( \omega \geq 0 \) and \( k \) is sufficiently small. Indeed, we require that

\[
2 + (\omega(\psi) - 2k)(2\psi_y - k|\nabla \psi|^2) =
\]

\[
2 + 2\omega(\psi)\psi_y - 4k\psi_y + 2k^2|\nabla \psi|^2 - \omega(\psi)k|\nabla \psi|^2 \geq
\]

\[
2 - 4k\psi_y - \omega(\psi)k|\nabla \psi|^2 \geq 0.
\]

(3.6)

Note that \( |\nabla \psi|^2 \) is bounded in \( D_\eta \) by \( 2(r + \Omega(1)) \), which can be obtained by applying the maximum principle to the same function \( f \) but with \( k = 0 \). For \( k = 0 \) we have \( \mathcal{L}f \geq 0 \) and \( f_y(x, 0) = 1 \) so that \( f \) attains its maximum \( 2(r + \Omega(1)) \) on the surface. Thus, to ensure (3.6) it is sufficient to choose any \( k \) subject to

\[
k \leq \frac{2}{4\sqrt{2}(r + \Omega(1)) + \max \omega 2(r + \Omega(1))}.
\]

On the bottom,

\[
f_y = 1 - k\psi_y > 0,
\]

provided that \( k \) is small enough in view of Proposition 3.1 (since \( \psi_y \) is bounded at the bottom by a constant depending only on \( r \) and \( \omega \)). On the upper boundary \( f = k + \Omega(1) + r \) is constant and the Hopf lemma then gives \( f_y(x, \eta(x)) \geq 0 \) for all \( x \in \mathbb{R} \). Computing \( f_y \) explicitly and using the inequality for \( f_y \), we obtain

\[
f_y = \frac{\eta'' \psi_y^2 - k(\eta^2 + 1)\psi_y + 1}{\eta^2 + 1} \geq 0, \quad y = \eta(x).
\]

(3.7)

Note that

\[
\partial_x(\psi_y(x, \eta(x))) = -\eta'(x)\frac{\eta'' \psi_y^2 + 1}{(\eta^2 + 1)\psi_y}
\]

and then (3.7) yields

\[
\partial_x(\psi_y(x, \eta(x))) + k\eta'(x) \leq 0
\]

everywhere so far \( \eta'(x) \geq 0 \). Now let \( x \in (x_t, x_c) \), where \( x_t \) and \( x_c \) are coordinates of neighbour trough and crest respectively. Then \( \eta'(t) \geq 0 \) for all \( t \in [x, x_c] \) and after integration we find

\[
\psi_y(x, \eta(x)) \geq k(\eta(x_c) - \eta(x)) + \psi_y(x_c, \eta(x_c)) \geq k(\eta(x_c) - \eta(x)) + \sqrt{2(r - \eta(x_c))}.
\]
Now (3.3) easily follows. The corresponding relation for $\eta'(x)$ can be obtained directly from the Bernoulli equation.

Our argument for proving (3.2) is similar. For some $k > 0$ we consider a function

$$g(x, y) = k\psi + \Omega(\psi) + \frac{1}{2} \left( \psi_y^2 + \psi_x^2 \right) + y, \quad (x, y) \in D_\eta;$$

if differs from $f$ in the sign of $k$. Then, as before, we obtain

$$\mathcal{L}g := \Delta f + af_x + bf_y = \left( 2 + (\omega(\psi) + 2k)(2\psi_y + k|\nabla\psi|^2) \right) |\nabla\psi|^{-2}.$$  

We see that if $k > 0$ is large enough, then $\omega(\psi) + 2k \geq 0$ and $\mathcal{L}g > 0$ in $D_\eta$, while $g_y$ is always positive on $y = 0$. Just as before we obtain an equality

$$\partial_x (\psi y(x, \eta(x))) - k\eta'(x) \leq 0,$$

which, after integration, gives (3.2). $\Box$

### 3.3. A Lower Bound for the Wavelength

Below we will prove that Stokes waves with a fixed Bernoulli constant can not have too small wavelengths.

**Theorem 3.4.** Assume that $\omega \in C^{1,\gamma}([0, 1])$ and let $r > R_c$ be given. Then there exists a positive constant $\Lambda_*$ such that any Stokes wave solution to (2.6) has period greater than $\Lambda_*$, while $\Lambda_*$ depends only on $\omega$ and $r$.

Note that the main difficulty here is that we do not require any uniform bound for the slope $|\eta'|$ (uniform with respect to different solutions), which is a common assumption for many papers. Before giving a proof of the theorem we need to make some preparations. Given a Stokes wave solution $(\psi, \eta)$, even in $x$-variable and having a crest at the vertical line $x = 0$, we define a function

$$G(x, y) = \int_0^x \left\{ \frac{1}{2}((\psi_x)^2(x', y) - (\psi_y)^2(x', y)) - \Omega(\psi(x', y)) + \Omega(1) + r - \eta(x') \right\} \, dx'.$$

(3.8)

This function similar to the flow force function (compare with the definition of function $F$ below) but the integration is taken with respect to the horizontal variable instead. The function $G$ is well defined inside the set

$$D_\eta^0 = \{(x, y) \in D_\eta : 0 \leq x \leq x_t\},$$

where $x_t > 0$ is the smallest positive coordinate of a trough (function $\eta$ is strictly decreasing on the interval $(0, x_t)$). A straightforward computation gives

$$G_x = \frac{1}{2}((\psi_x)^2 - (\psi_y)^2) - \Omega(\psi) + \Omega(1) + r - \eta, \quad G_y = \psi_x \psi_y.$$  

(3.9)

Thus, for $y = \eta(x)$ and $0 < x < x_t$ we have

$$G_x + \eta' G_y = -\frac{1}{2}((\psi_x)^2 + (\psi_y)^2) - \eta + r = 0.$$  

(3.10)
This shows that $G$ is constant along the upper boundary of $D_\eta^0$ and because $G(0, \eta(0)) = 0$ by the definition we see that the constant is zero. Now it follows from (3.9) that $G$ is also zero on the vertical sides of $D_\eta^0$. Thus, we can periodically extend $G$ into the whole region $D_\eta$ as an odd function.

A useful property of $G$ is the following: assume that a function $\psi$ just solves

$$\Delta \psi + \omega(\psi) = 0 \text{ in } D_\eta$$

and is constant on $y = \eta$. Then we can define the function $G$ as above, which satisfies (3.9). Now we can claim that the Bernoulli equation for $\psi$ is equivalent to $G = \text{const}$ on $y = \eta$ as follows from (3.10). This can be very useful when study weak limits of solutions to (2.6). We will use this idea for proving Theorem 3.4.

Beside function $G$ we will also use some facts about the flow force function

$$F(x, y) = \int_0^\gamma \left\{ \frac{1}{2}(\psi_y^2 - \psi_x^2) + \Omega(\psi) - \Omega(1) + r - y' \right\} dy'. \quad (3.11)$$

This definition is inspired by the formula for the flow force constant, which is the boundary value of $F$:

$$F = S \text{ on } y = \eta.$$

We note that

$$F_x = \psi_x \psi_y, \quad F_y = \frac{1}{2}(\psi_y^2 - \psi_x^2) + \Omega(\psi) - \Omega(1) + r - y.$$ 

In particular gradients of $F$ and $G$ are bounded by a constant depending only on $\omega$ and $r$ because $|\nabla \psi|$ is bounded in $D_\eta$; see [33, Proposition 2] or the proof of Proposition 3.3 (the part $\omega \geq 0$). Now we are ready to give a proof of Theorem 3.4.

**Proof of Theorem 3.4.** Assume that the claim is wrong and there exists a sequence of solutions $(\psi^{(j)}, \eta^{(j)})$ whose periods tend to zero. We assume that all solutions are even $x$-variable and have a crest at the vertical line $x = 0$. Let us put

$$d = \liminf_{j \to +\infty} \min_{\mathbb{R}} \eta^{(j)}.$$ 

Note that $d \geq d_-(r) > 0$; see [32]. Without loss of generality we can assume that $\psi^{(j)}$ is convergent in $C^\gamma(\mathbb{R} \times [0, d])$ and $\psi$ is the limit function (we use compactness here, since gradients of $\psi^{(j)}$ are uniformly bounded by [33, Proposition 2]). Furthermore, we can assume that functions $\psi^{(j)}$ are convergent in $C^{2,\gamma}(\mathbb{R} \times [0, d'])$ for any $0 < d' < d$. This is true because the strip $\mathbb{R} \times [0, d']$ is separated from the upper boundary of $D_{\eta^{(j)}}$ uniformly in $j$ and then the classical regularity theory (see [22, Theorem 6.19]) gives

$$\|\psi^{(j)}\|_{C^{2,\gamma}(\mathbb{R} \times [0, d'])} \leq C(r, \omega, d'), \quad j \geq 1.$$ 

Now it is left to use a compactness argument.

Let us point out some properties of the limiting function $\psi$. The definition of $d$ and the boundary relation (2.6c) imply that $\psi = 1$ on $y = d$, while $\psi$ is independent of $x$-variable (since periods tend to zero by the assumption). Furthermore, the
convergence in spaces $C^{2,γ}(\mathbb{R} \times [0, d')]$, $d' \in (0, d)$ ensures that the limiting function solves the same elliptic equation:

$$\Delta \psi + \omega(\psi) = 0 \text{ for } 0 < y < d.$$  

In particular, $\psi$ is continuously differentiable up to the upper boundary $y = d$ (again by [22, Theorem 6.19]). Let us show that $\psi$ is subject to the Bernoulli equation there with the same Bernoulli constant $r$. To show that we consider functions $G^{(j)}$ and $G$ defined by formula (3.8) for functions $(\psi^{(j)}, \eta^{(j)})$ and $(\psi, \eta)$ respectively. Because gradients of $G^{(j)}$ are uniformly bounded we can assume that $G^{(j)}$ are convergent in $C^{γ}(\mathbb{R} \times [0, d])$. Now using the fact that $\psi^{(j)}$ converge to $\psi$ in every space $C^{2,γ}(\mathbb{R} \times [0, d')]$ with $d' \in (0, d)$ we conclude that the limit of $G^{(j)}$ must be $G$. On the other hand each $G^{(j)}$ is zero on $y = \eta^{(j)}$, while periods tend to zero. This shows that $G^{(j)}(x, d)$ tends to zero as $j \to +\infty$ for all $x$, so that $G = 0$ on $y = d$, which gives the Bernoulli equation for $\psi$ on $y = d$ as follows from (3.10). Therefore, we either have $d = d_-(r)$ or $d = d_+(r)$. In particular, $d < r$, which will be important later.

Let us prove now that

$$\lim \sup_{j \to +\infty} \max_{\mathbb{R}} \eta^{(j)}(y) = d.$$  

Assume it is not true and (without loss of generality) $\eta^{(j)}(0) \to \hat{d} > d$ as $j \to +\infty$. Now we will consider flow force functions $F$ and $F^{(j)}$ at $x = 0$, defined for $(\psi, \eta)$ and $(\psi^{(j)}, \eta^{(j)})$ respectively. Let $S$ and $S_j$ be the corresponding flow force constants. Then clearly $S_j \to S$ (after passing to a subsequence) as $j \to +\infty$. This happens because gradients of $F^{(j)}$ are uniformly bounded and we can pass to a subsequence that converges in $C^{γ}(\mathbb{R} \times [0, d])$. Now because wavelengths tend to zero we obtain $|F^{(j)}(0, d) - S_j| \to 0$, which implies $S_j \to S$. On the other hand, we also have $F^{(j)}(0, \eta^{(j)}(0)) = S_j \to S$, which shows that

$$\lim_{j \to +\infty} \int_{d} \eta^{(j)}(0) \left[ \frac{1}{2} (\psi_y^{(j)}(0, y'))^2 + \Omega(\psi^{(j)}(0, y')) - \Omega(1) + r - y' \right] dy' = 0.$$  

Again, because wavelengths tend to zero, we have $\psi^{(j)}(0, y') \to 1$ as $j \to +\infty$ uniformly in $y' \in [d, \eta^{(j)}(0)]$. Thus, we obtain

$$\lim_{j \to +\infty} \int_{d} \eta^{(j)}(0) (r - y') dy' = \hat{d}(r - \frac{1}{2}d) - d(r - \frac{1}{2}d) = (\hat{d} - d)(r - \frac{1}{2}(d + \hat{d})) = 0.$$  

Now because $d < r$ and $\hat{d} \leq r$ we conclude $\hat{d} = d$, leading the a contradiction. This shows that amplitudes of $\eta_j$ tend to zero. But then inequality (3.2) from Proposition 3.3 shows that vertical derivatives $(\psi^{(j)})_y$ are uniformly separated from zero, so that max $|\eta^{(j)}_x|$ are uniformly bounded. Therefore, $(\psi^{(j)}, \eta^{(j)})$ is a smooth (by Proposition 3.2) small-amplitude solution, whose wavelength must be close to $2\pi \tau^{-1} > 0$, where $\tau$ is the root of the dispersion equation (4.4) (where $\lambda = \tau^2$); (see [23,30,33] for details, and also Section 4.1 below). This leads to a contradiction, because we assumed that wavelengths of $(\psi^{(j)}, \eta^{(j)})$ tend to zero. \qed
3.4. Global Bifurcation Theory

In this section we will formulate Theorem 3.5 taken from [12], which is the main tool of proving Theorem 2.1. Let

\[ \mathcal{F}(x, \lambda) = 0, \quad \mathcal{F} : U \subset X \times \mathbb{R} \to Y, \]

be an analytic function between Banach spaces \( X \times \mathbb{R} \) and \( Y \), defined on an open subset \( U \subset X \times \mathbb{R} \). Let \( U_j \) be an increasing family of bounded open sets in \( X \times \mathbb{R} \) such that \( U = \bigcup_j U_j \) and \( \overline{U}_j \subseteq U \) for all \( j \in \mathbb{N} \). Furthermore, we assume

(A1) \( F(0, \lambda) = 0 \) for all \( \lambda \in \mathbb{R} \). In particular, \( \{(0) \times \mathbb{R} \subset U \}. \)

(A2) for any \((x, \lambda) \in C\) the linear operator \( \partial_x F(x, \lambda) : X \to Y \) is a Fredholm operator of index zero, where

\[ C = \{(x, \lambda) \in U : F(x, \lambda) = 0\}. \]

(A3) There are \( \lambda_0 \in \mathbb{R} \) and \( x_0 \in X \), \( x_0 \neq 0 \) such that

\[ \ker(\partial_x F(0, \lambda_0)) = \{tx_0 : t \in \mathbb{R}\} \]

and

\[ \partial^2_{x, \lambda} F(0, \lambda_0)[x_0, 1] \notin \operatorname{Im}(\partial_x F(0, \lambda_0)). \]

Assumptions (A1)–(A3) guarantee the existence of a smooth local curve of solutions

\[ C^\dagger = \{(x^\dagger(t), \lambda^\dagger(t)) \in C, \ 0 \leq t < \varepsilon\} \]

for some small \( \varepsilon > 0 \). Furthermore, we have

\[ \partial_t x^\dagger(0) = x_0. \]

In order to extend \( C^\dagger \), we need the following additional properties.

(B1) All closed and bounded subsets of \( C \) are compact in \( X \times \mathbb{R} \).

We say that a closed set \( \mathcal{K} \) is a positive cone in \( X \), if \( tx \in \mathcal{K} \) for all \( t \geq 0 \), provided \( x \in \mathcal{K} \). Finally, we formulate three more conditions.

(C1) There is a positive cone \( \mathcal{K} \subset X \) such that \( C^\dagger \subset \mathcal{K} \).

(C2) The set \( C_0 \cap (\mathcal{K} \times \mathbb{R}) \) is open in \( C \), where

\[ C_0 = \{(x, \lambda) \in C : x \neq 0\}. \]

(C3) If \( \xi \in \ker(\partial_x F(0, \lambda)) \cap \mathcal{K} \) for some \( \lambda \in \mathbb{R} \), then \( \xi = tx_0 \) with \( t \geq 0 \) and \( \lambda = \lambda_0 \).
Theorem 3.5. (Global bifurcation) Assuming all conditions (A1)–(C3) hold true, there is a smooth curve
\[ C_* = \{(x_*(t), \lambda_*(t)) \in C : \ t \in [0, +\infty)\} \]
extending \( C_\dagger \) such that for any \( j \in \mathbb{N} \) there is \( t_j > 0 \) such that \((x_*(t_j), \lambda_*(t_j)) \notin U_j \).
Furthermore, \( C_* \) admits a local analytic re-parametrization around every \( t > 0 \), that is for any \( t_0 > 0 \) there is \( \rho(0) = t_0 \) for which function \( t \mapsto (x_*(\rho(t)), \lambda_*(\rho(t))) \) is analytic on \((-1, 1)\).

Our formulation is slightly different to Theorem 3.5 from [12] and is very close to Theorem 6 in [18] (see a discussion therein).

4. Proof of Theorem 2.1 and Corollary 2.2

In order to apply Theorem 3.5 we need to reformulate our problem in a suitable way. Note that for any \( r \in (R_c, d_0) \) there is a subcritical stream solution \( H(p; s_-(r)) \) corresponding to the same Bernoulli constant \( r \). Thus, we put
\[ w = h - H \]
and using (2.10) obtain the corresponding problem for \( w \), which is
\[
\begin{align*}
- \left( \frac{w_p}{H_p^3} \right)_p - \lambda^2 \frac{wqq}{H_p} + N_1(w, \lambda) &= 0 \quad \text{in } S, \quad (4.1a) \\
w_p - H_p^3 w + N_2(w, \lambda) &= 0 \quad \text{on } p = 1, \quad (4.1b) \\
w &= 0 \quad \text{on } p = 0, \quad (4.1c)
\end{align*}
\]
where
\[
N_1(w, \lambda) = \lambda^2 \left\{ \left( \frac{w_q w_p}{H_p} \right)_q + \left( \frac{w_q^2}{2H_p^2} \right)_p \right\} + \left( \frac{w_p^2(2h_p + H_p)}{2H_p^3 h_p^2} \right)_p,
\]
\[
N_2(w, \lambda) = - \frac{w_p^2(2h_p + H_p)}{2h_p^2} - \lambda^2 \frac{w_q^2 H_p^3}{2h_p^2}.
\]
Let \( X \) be the subspace of \( C^{2,\gamma}(\overline{S}) \) which consists of even and \( 2\pi \)-periodic in \( q \)-variable functions \( w \) such that \( w(q, 0) = 0 \) for \( q \in \mathbb{R} \). We also define the range spaces \( Y_1 = C^{0,\gamma}_{per}(\overline{S}) \) and \( Y_2 = C^{1,\gamma}_{per}(\mathbb{R}) \). Next we put
\[
U = \{ w \in X : 0 < w_p + H_p < +\infty \text{ in } \overline{S} \} \cup \{ \lambda \in \mathbb{R} : \lambda > 0 \} ,
\]
\[
U_j = \{ w \in X : 0 < w_p + H_p < j \text{ in } \overline{S} \}
\]
and \( \| w \| < j \} \cup \left\{ \lambda \in \mathbb{R} : \frac{1}{j} < \lambda < j \right\} , \ j \in \mathbb{N} \).
Now we define
\[
F(w, \lambda) = \begin{pmatrix}
-\left( \frac{w_p}{H_p^3} \right) p - \lambda^2 \frac{wqq}{H_p} + N_1(w, \lambda), w_p - H_p^3 w + N_2(w, \lambda)
\end{pmatrix},
\]
so that \( F : U \to Y := Y_1 \times Y_2 \) is analytic. Finally, we define a positive cone as
\[
K = \{ w \in X : w(0, 1) > 0 \}.
\] (4.2)

4.1. Dispersion Equation

The kernel of \( D_wF(0, \lambda) \) consists of all \( w \in X \) such that
\[
-\left( \frac{w_p}{H_p^3} \right) p - \lambda^2 \frac{wqq}{H_p} = 0 \quad \text{in } S, 
\]
\[
w_p - H_p^3 w = 0 \quad \text{on } p = 1, 
\]
\[
w = 0 \quad \text{on } p = 0.
\] (4.3a, 4.3b, 4.3c)

Separating variables we find that this problem has a non-zero solution if and only if there is a function \( \varphi \neq 0 \) such that
\[
-\left( \frac{\varphi_p}{H_p^3} \right) p = -\lambda^2 \frac{\varphi}{H_p} = 0 \quad \text{on } (0, 1),
\]
\[
\varphi_p(1) - H_p^3(1)\varphi(1) = 0, 
\]
\[
\varphi(0) = 0.
\] (4.4a, 4.4b, 4.4c)

This Sturm–Liouville problem is well known (see [30, 31, 33]) and appears as a dispersion equation for steady water waves. For subcritical stream solutions \( H = H(p; s_-(r)) \) there is a unique \( \lambda_0 > 0 \) such that the problem above has a non-trivial eigenfunction \( \varphi_0(p) \). Thus, the kernel of operator \( D_wF(0, \lambda) \) is trivial for \( \lambda \neq \lambda_0 \) and coincides with
\[
\{ t\varphi_0(p) \cos(q), \ t \in \mathbb{R} \}
\] for \( \lambda = \lambda_0 \). Note that since we only consider even solutions the kernel is at most one-dimensional.

4.2. Application of Theorem 3.5 and Proof of Theorem 2.1

Now we are ready to apply Theorem 3.5. The first property (A1) follows immediately from the definition of \( F \). For the validity of (A2) we refer to [16, Lemma 4.3], while (A3) follows from [30].

The positive cone \( K \) is defined by (4.2) and \( C_1 \subset K \) follows from the inequality (2.9), so that (C1) holds true. This is one of the advantages to consider a fixed
Bernoulli constant when applying the global bifurcation theory. The second property (C2) is trivial, while \( \xi \) in (C3) has to be of the form \( t \varphi_0(p) \cos(q) \), where \( \varphi_0(p) \) is a non-negative function. Thus, \( t \varphi_0(p) \cos(q) \), where \( \varphi_0(p) \in K \) requires \( t \geq 0 \).

Thus we only need to prove (B1). Let \( K \) be a bounded and closed in \( X \) subset of \( U \). Then

\[
\sup_{(w, \lambda) \in K} \sup_S \left( H_p + w_p \right) = \delta^{-1} < +\infty,
\]

\[
\sup_{(w, \lambda) \in K} \left( \lambda + \frac{1}{\lambda} \right) < +\infty, \quad \sup_{(w, \lambda) \in K} \sup_S |w_q| = M < +\infty.
\]

For a given \( (w, \lambda) \in K \) let \( \psi \) be the corresponding to \( h = H + w \) stream function in original variables and \( \eta \) is the surface profile. Then \( \inf_{D_\eta} \psi_y \geq \delta > 0 \) uniformly in \( K \), while \( \max |\eta'| \leq M \). Then Proposition 5.1 shows that norms

\[
\|\psi\|_{C^3,\alpha(D_\eta)}, \|\eta\|_{C^3,\alpha(\mathbb{R})} \leq C(r, \delta)
\]

are bounded uniformly in \( K \). Thus, norms \( \|w\|_{C^3,\alpha(\mathbb{R})} \) are also uniformly bounded which gives the compactness.

Now application of Theorem 3.5 gives a curve of solutions \( C^* \) and a sequence \( t_j \to +\infty \) such that \( C^*(t_j) = (w_j, \lambda_j) \) lies outside \( U_j \). Just as in [16, Lemma 5.1, Lemma 5.2] we show that every solution \( C^*(t) \) represents a Stokes wave, even and monotone between each neighbour crest and trough. Furthermore, the definition of \( U_j \) implies that one of the following options takes place:

1. \( \|w_j\|_{C^2,\gamma(\mathbb{S})} \to \infty \) as \( j \to +\infty \);
2. \( \sup_S (H_p + (w_j)_p) \to \infty \) as \( j \to +\infty \);
3. \( \lambda_j \to 0 \) as \( j \to +\infty \);
4. \( \lambda_j \to +\infty \) as \( j \to +\infty \);

Let us check claims (I)–(IV) of the theorem. Assume that (IV) does not hold (no wave breaking). Then in view of Proposition 3.2 options (1) and (2) are equivalent, that is (1) holds true if and only if (2) is true. Thus, (1) or (2) gives (III) or (IV), while (II) follows from (3). The remaining option (4) is forbidden by Theorem 3.4.

**Proof of Corollary 2.2.** Let \( (\psi^{(j)}, \eta^{(j)}) \) be a family of Stokes waves provided by Theorem 2.1 and corresponding to the Bernoulli constant \( r \). Let us show that there exists a subsequence, converging to a weak solution \( (\psi, \eta) \) of the problem (2.6), which is regular everywhere outside the stagnation points, where \( \eta = r \). This can be done as follows. For a given \( \varepsilon > 0 \) we define truncated functions

\[
\eta^{(j)}_{\varepsilon}(x) = \begin{cases} 
\eta^{(j)}(x), & \eta^{(j)}(x) \leq r - \varepsilon, \\
r - \varepsilon, & \eta^{(j)}(x) > r - \varepsilon.
\end{cases}
\]

Let us also consider the corresponding domains \( D^{(j)}_{\varepsilon} = D_{\eta^{(j)}_{\varepsilon}} \). The interior and boundary Harnack inequalities (see [22, Theorem 8.20, Theorem 8.26]) guarantee that

\[
\inf_{D^{(j)}_{\varepsilon}} \psi^{(j)} \geq C(\varepsilon) > 0,
\]
where constant $C(\varepsilon)$ depends only on $\varepsilon, r, \omega$ and is independent of $j$. Now application of Proposition 3.2 gives

$$\|\psi^{(j)}\|_{C^3(\gamma(D^{(j)}))} \leq C(\varepsilon).$$

Thus, we can find a subsequence $\psi(j_{k})$ for which $\eta_{\varepsilon}^{(j_{k})}$ is convergent in $C^\gamma(\mathbb{R})$ to a Lipschitz function $\eta$, while stream functions $\psi^{(j_{k})}$ converge to some $\psi$ in every space $C^2(\gamma(K))$ for all compact subsets of $D_{\eta_{\varepsilon}} \cup \mathbb{R} \times \{0\}$. We repeat this argument for a sequence $\varepsilon_{k} \to 0$, every time passing to a subsequence, and obtain a pair $(\psi, \eta)$, where $\eta$ is smooth everywhere except, possibly, points where $\eta = r$ (single crests). The corresponding stream function has a bounded gradient inside $D_{\eta_{\varepsilon}}$, solves (2.6a) in $D_{\eta}$, and is also smooth in $\overline{D_{\eta}} \cap \{y < r\}$. The boundary relations (2.6c) and (2.6b) are satisfied everywhere along the boundary except points, where $\eta = r$. Thus, $(\psi, \eta)$ is a weak solution in the sense of [48], which is an extreme Stokes wave if option (I) takes place, regular solitary wave in case of (II) or an extreme solitary wave in (III). Note that option (IV) implies (I) in view of Proposition 3.3. Now it is left to apply [48, Theorem 5.2]. The Lipschitz regularity of the surface profile around stagnation points follows from [48, Theorem 5.2], while outside stagnation points it is guaranteed by Proposition 3.3. Here it is essential that the vorticity $\omega$ is non-negative. In a similar way one proves $C^1$-regularity for the stream function along the boundary. To ensure global regularity (in particular, continuity of $\psi_y$ at stagnation points) it is enough to use the Boundary Harnack principle for $\psi_y$ from [22, Theorem 8.25]. The continuity for $\psi_x$ now follows from the relation $\psi_x = -\eta' \psi_y$, valid along the top boundary.

Finally, no solitary waves exist for $F < 2$ as follows from [52] and no solitary waves exist for $F \geq 2$ (see [43]), where $\mathcal{F}$ is the Froude number. The latter bound for $\mathcal{F}$ is equivalent to $r \geq 2^{2/3}$. ⊓⊔

**Proof of Corollary 2.3.** The statement follows from Corollary 2.2 taking into account results of [49] and the fact that no solitary waves exist for $\mathcal{F} \geq 2$ (see [43]), where $\mathcal{F}$ is the Froude number. The latter bound for $\mathcal{F}$ is equivalent to $r \geq 2^{2/3}$. ⊓⊔

### 5. Proof of Theorem 2.4

This section is entirely dedicated to the irrotational case $\omega = 0$.

#### 5.1. Flow Force Function Formulation

It well known that the water wave problem admits another constant of motion (see [9] for more details), the flow force, defined as

$$S = \int_{0}^{\eta} \left( \frac{1}{2}(\psi_y^2 - \psi_x^2) - y + r \right) \, dy. \quad (5.1)$$

The latter expression is independent of $x$, which makes it of special importance for spatial dynamics (see [23] and references therein). In addition, that plays an important role in the classification of steady waves; see [10,33,39].
Based on the definition of the flow force constant $S$, we introduce the corresponding flow force function

$$ F = \int_0^y \left( \frac{1}{2} \left( \psi_y^2(x, y') - \psi_x^2(x, y') \right) - y' + r \right) dy', \quad (5.2) $$

which is obtained from (3.11) with $\Omega = 0$. Just as in [8] we can reformulate the water wave problem in terms of the function $F$. It is straightforward to obtain

$$ F_x = \psi_x \psi_y, \quad F_y = \frac{1}{2} (\psi_y^2 - \psi_x^2) - y + r. \quad (5.3) $$

Thus, we arrive to an equivalent formulation given by

$$ \Delta F + 1 = 0 \quad \text{for } 0 < y < \eta, \quad (5.4a) $$

$$ \frac{1}{2} (-\eta' F_x + F_y) + y = r \quad \text{on } y = \eta, \quad (5.4b) $$

$$ F = S \quad \text{on } y = \eta, \quad (5.4c) $$

$$ F = 0 \quad \text{on } y = 0. \quad (5.4d) $$

This new formulation in terms of flow force function $F$ is of special interest as shown recently in [39]. However, in the present paper, we only need $F$ as a comparison function for proving the next result.

**Proposition 5.1.** For any $r > r_c$ and any stream function $\psi \in C^{2,\gamma}(\overline{D_\eta})$ solving (2.6) we have

$$ \frac{1}{r} < \psi_y(x, 0) < \frac{4}{r} \quad (5.5) $$

for all $x \in \mathbb{R}$, where $r$ is the corresponding Bernoulli constant.

**Proof.** The left inequality follows from Proposition 3.1 since $\max \eta < r$ and $U_y(0, \max \eta) = 1/ \max \eta$.

In order to obtain the upper bound we need to consider the function $f = F - S \psi$, where $F$ is the flow force function (5.2) corresponding to $\psi$. It is clear that $\Delta f = -1$ and $f$ is zero on the boundary of $D_\eta$. Thus, it positive inside $D_\eta$ by the maximum principle and $f_y(x, 0) > 0$ by the Hopf lemma. This gives

$$ \frac{1}{2} \psi_y^2(x, 0) + r \geq S \psi_y(x, 0). $$

Now using (2.6b) we conclude $\psi_y(x, 0) \leq S^{-1} 2r$. It is left to use inequality $S > \frac{1}{2} r^2$ obtained in [39]. $\square$

Proof of Theorem 2.4 consists of several steps, including interior and boundary estimates, which are based on (2.12), which to be proved first. The upper bound in (2.12) is well known. It can be obtain by applying the maximum principle to the super-harmonic function

$$ g = \frac{1}{2} (\psi_x^2 + \psi_y^2) + y. $$

On the bottom $g_y = 1$, so the global maximum can not be attained there. On the surface $g = r$ by (2.6b), so that $g < r$ in $D_\eta$, which gives $\frac{1}{2} \psi_y^2 < r - y$ as desired.
The bottom inequality in (5.5) is an important step in proving (2.11) and seems to be new. Our argument involves a function

\[ f = \frac{F_y}{r - y}. \]

A direct computation shows that

\[ (r - y) \Delta f - f_y = 0 \text{ in } D_\eta. \]

Thus, the global minimum of \( f \) is attained at the boundary by the maximum principle (note that we consider sufficiently regular solutions, which forbids the presence of stagnation and so \( r - y \) is separated from zero in \( D_\eta \)). On the surface

\[ f = \frac{2}{1 + \eta'^2} > \frac{8}{5}, \]

since \( |\eta'| \leq 1/2 \) for all Stokes waves; see [2]. The constant \( \frac{8}{5} \) is not of any particular importance and we only need that it is greater than 1. On the bottom

\[ f = \frac{\frac{1}{2} \psi_y^2 + r}{r} > 1 + \frac{1}{2r^3}, \]

where we used (5.5). Now since \( r > \frac{3}{2} \) we obtain \( f > 1 + \frac{1}{2r^3} \) in \( D_\eta \). Using the definition of \( F \), we conclude

\[ F_y = \frac{1}{2} (\psi_y^2 - \psi_x^2) + r - y > \left( 1 + \frac{1}{2r^3} \right) (r - y). \]

This leads to (2.12), where \( C_2 = (2r^3)^{-1} \).

Let us prove (2.11). Let \((x_1, y_1)\) and \((x_2, y_2)\) be two points in \( D_\eta \) and \( \delta = \sqrt{(x_1 - x_2)^2 + (y_1 - y_2)^2} \). If both \( r - y_1 \) and \( r - y_2 \) are less than \( \delta \), then

\[ |\psi_y(x_1, y_1) - \psi_y(x_2, y_2)| \leq |\psi_y(x_1, y_1)| + |\psi_y(x_2, y_2)| \]

\[ \leq |r - y_1|^{\frac{1}{2}} + |r - y_2|^{\frac{1}{2}} \leq 2\delta^{\frac{1}{2}} \]

by (2.12). Thus, without loss of generality, we can assume that \( r - y_2 \geq \delta \). Now if \( r - y_1 < \frac{1}{4} C_2 \delta \), then \( \psi_y(x_2, y_2) > \psi_y(x_1, y_1) \) by (2.12) and we have

\[ \psi_y(x_2, y_2) - \psi_y(x_1, y_1) \leq |r - y_2|^{\frac{1}{2}} = |r - y_2|^{\frac{1}{2}} - |r - y_2|^{\frac{1}{2}} + |r - y_1|^{\frac{1}{2}} \]

\[ \leq \frac{y_2 - y_1}{r - y_2} \leq \frac{3}{2} \delta^{\frac{1}{2}}. \]

Therefore, we only need to consider the case \( r - y_2 \geq \delta \) and \( r - y_1 \geq \frac{1}{4} C_2 \delta = C_3 \delta \). The boundary case is covered by the following lemma:
Lemma 5.2. Let \( y_1 = \eta(x_1) \) and \( \delta_1 := r - y_1 > 0 \). There exist \( \alpha \in (0, 1) \) and \( C > 0 \) such that
\[
\|\psi\|_{C^{1,\alpha}(B \cap D_\eta)} \leq C,
\]
where \( B \) is the ball of radius \( \frac{1}{2} \delta_1 \) at \((x_1, y_1)\). Both constants \( \alpha \) and \( C \) depend only on \( r \) and are independent of \( \delta_1 \) and \((x_1, y_1)\).

Proof. Note that within \( B \cap D_\eta \) we have
\[
C - \frac{1}{2} \delta_1 < \psi^2 \leq C \delta_1,
\]
where \( C \) depends only on \( r \). Let \( h \) be the height function corresponding to \( \psi \), which solves a homogenous elliptic problem
\[
\frac{1 + h_q^2}{h_p^2} h_{pp} - 2 \frac{h_q}{h_p} h_{qp} + h_{qq} = 0,
\]
subject to the boundary condition (2.8c). If \( \delta_1 \) is small, then \( h_p \) is large and we cannot use any classical regularity results directly. In order to avoid the singularity, we perform the following anisotropic scaling
\[
\hat{q} = q - x_1, \quad \hat{p} = \delta_1^{-\frac{1}{2}} (1 - p),
\]
where \( \tilde{h}(\hat{q}, \hat{p}) = h(q, p) \) is the new unknown function, solving
\[
\frac{1 + \tilde{h}_q^2}{\tilde{h}_p^2} \tilde{h}_{\hat{p}\hat{p}} - 2 \frac{\tilde{h}_q}{\tilde{h}_p} \tilde{h}_{\hat{q}\hat{p}} + \tilde{h}_{\hat{q}\hat{q}} = 0. \tag{5.7}
\]
This problem shall be considered in a neighbourhood of \((0, 0)\), which is specified below. Note that if \( \omega \in B \), then \((\hat{q}, \hat{p})\) corresponding to \((q, p) = (x, \psi \omega)\) belongs to the rectangle
\[
\hat{B} = \{(\hat{q}, \hat{p}) : |\hat{q}| \leq C \delta_1, \ 0 \leq \hat{p} \leq C \delta_1\},
\]
where \( C \) depends only on \( r \). Indeed, the inequality for \( \hat{q} \) is trivial, while
\[
\hat{p} = \delta_1^{-\frac{1}{2}} (1 - p) \leq \delta_1^{-\frac{1}{2}} \max_{y_1 \geq y' \geq \eta(x_1)} \psi(x_1, y') (\eta(x_1) - y_1) \leq C \delta_1,
\]
which follows from (5.6) and because \( \eta(x_1) - y_1 \leq r - y_1 = \delta_1 \). The main advantage of the scaling is that we have
\[
C^{-1} \leq \tilde{h}_\hat{p} \leq C \text{ in } \hat{B}
\]
with some constant, depending only on \( r \). Thus, the linear second order operator in (5.7) is uniformly elliptic in \( \hat{B} \), while it is subject to the boundary relation
\[
\frac{1 + \tilde{h}_q^2}{2} \tilde{h}_\hat{p} = \frac{r - h}{\delta_1^2} \tilde{h}_\hat{p} \text{ on } \hat{p} = 0, \tag{5.8}
\]
which follows from the Bernoulli equation \((2.8c)\) for \(h\). Our aim is to prove uniform a Hölder regularity for \(\tilde{h}_q\) and \(\tilde{h}_p\) in \(\frac{2}{3} \hat{B}\). First we prove this for \(f = \tilde{h}_q\). For this purpose we differentiate \((5.7)\) and \((5.8)\) with respect to \(\hat{q}\), we obtain a system for \(f\), given by

\[
\frac{1 + \tilde{h}_q^2}{\tilde{h}_p^2} \hat{f}_{\hat{p}\hat{p}} - 2 \frac{\tilde{h}_q}{\tilde{h}_p} \hat{f}_{\hat{q}\hat{p}} + \hat{f}_{\hat{q}\hat{q}} + af_{\hat{q}} \hat{f}_{\hat{p}} + bf_{\hat{p}}^2 = 0,
\]

\[
\delta_1 \tilde{h}_q \hat{f}_{\hat{q}} + \tilde{f}_{\hat{p}} \hat{h}_p^2 - 2 \frac{r - h}{\delta_1} \delta_1 \hat{f}_{\hat{p}} \text{ on } \hat{p} = 0,
\]

where \(a, b\) are \(L^\infty\) in \(\hat{B}\) (with norms depending only on \(r\)). Now we can scale \(\hat{q} = \delta_1 \tilde{q}\) and \(\hat{p} = \delta_1 \tilde{p}\), where \(\tilde{f}(\tilde{q}, \tilde{p}) = f(\hat{q}, \hat{p})\). This leads to the problem

\[
\frac{1 + \tilde{h}_q^2}{\tilde{h}_p^2} \hat{\tilde{f}}_{\hat{p}\hat{p}} - 2 \frac{\tilde{h}_q}{\tilde{h}_p} \hat{\tilde{f}}_{\hat{q}\hat{p}} + \hat{\tilde{f}}_{\hat{q}\hat{q}} + af_{\hat{q}} \hat{\tilde{f}}_{\hat{p}} + bf_{\hat{p}}^2 = 0,
\]

\[
\tilde{h}_q \hat{\tilde{f}}_{\hat{q}} + \tilde{f}_{\hat{p}} \tilde{h}_p^2 - 2 \frac{r - h}{\delta_1} \hat{\tilde{f}}_{\hat{p}} \text{ on } \hat{p} = 0,
\]

where all coefficients are bounded and separated from zero in

\[
\tilde{B} = \{(\tilde{q}, \tilde{p}) : |\tilde{q}| \leq C, \ 0 \leq \tilde{p} \leq C\}.
\]

Now we can apply Theorem 2.4 in [36], which provides constants \(\alpha \in (0, 1)\) and \(\tilde{C} > 0\) depending only on \(r\) such that

\[
\|\tilde{f}\|_{C^\alpha(\frac{2}{3} \hat{B})} \leq \tilde{C}.
\]

In particular, we arrive to the desired estimate for \(f = \tilde{h}_q\):

\[
\|f\|_{C^\alpha(\frac{2}{3} \hat{B})} \leq \tilde{C} \delta_1^{-\alpha}.
\]  

(5.9)

A similar bound for \(\tilde{h}_p\) at the boundary can be obtained from \((5.8)\), leading to

\[
\|\tilde{h}_p\|_{C^\alpha(\hat{\Gamma})} \leq \tilde{C} \delta_1^{-\alpha},
\]

(5.10)

where \(\hat{\Gamma} = \frac{2}{3} \hat{B} \cap \{\hat{p} = 0\}\). Therefore, relations \((5.9)\) and \((5.10)\) lead to

\[
\left\|\frac{\psi_x}{\psi_y}\right\|_{C^\alpha(\frac{1}{2} B \cap D_\eta)} \leq \tilde{C} \delta_1^{-\alpha}, \quad \left\|\frac{1}{\psi_y}\right\|_{C^\alpha(\frac{1}{2} B \cap D_\eta)} \leq \tilde{C} \delta_1^{-\alpha - \frac{1}{2}},
\]

where \(\Gamma = \{\frac{2}{3} B \cap \partial D_\eta\}\). Now the classical regularity theory (see Theorem 8.29 [22]) gives

\[
\left\|\frac{\psi_x}{\psi_y}\right\|_{C^\alpha(\frac{1}{2} B \cap D_\eta)} \leq \tilde{C} \delta_1^{-\alpha}, \quad \left\|\frac{1}{\psi_y}\right\|_{C^\alpha(\frac{1}{2} B \cap D_\eta)} \leq \tilde{C} \delta_1^{-\alpha - \frac{1}{2}},
\]
Taking into account (5.6), we obtain

\[ \| \psi_x \|_{C^\alpha(\frac{1}{2}B \cap D_\eta)}, \| \psi_y \|_{C^\alpha(\frac{1}{2}B \cap D_\eta)} \leq \tilde{C}_\delta \delta_1^{-\alpha + \frac{1}{2}} \leq C(r), \]

where \( \alpha \) is assumed to be less than \( \frac{1}{2} \). This finishes the proof of Lemma 5.2. \( \square \)

An interior estimate for points that are close to the boundary is provided below.

**Lemma 5.3.** Let \( \delta_2 := \min (\eta(x_1) - y_1, \eta(x_2) - y_2) \) and \( \delta < \frac{1}{4} \delta_2 \). Then for any \( \theta \in (0, 1) \) there is \( C > 0 \) such that

\[ \| \psi \|_{C^{1,\theta}(B)} \leq C \delta_2^{-\frac{1}{2}}, \]

where \( B \) is the ball of radius \( \frac{1}{2} \delta_2 \) at \( (x_1, y_1) \). The constant \( C \) depends only on \( r \) and \( \theta \).

**Proof.** Let \( \chi \) be a smooth function such that \( \chi = 1 \) on \( B \), \( \chi = 0 \) outside \( \frac{2}{3}B \) and

\[ \| \nabla \chi \|_\infty \leq C \delta_2^{-1}, \| \Delta \chi \|_\infty \leq C \delta_2^{-2}. \]

Then for \( f = \chi(1 - \psi) \) we have

\[ \Delta f = 2 \nabla \chi \nabla \psi + \Delta \chi (1 - \psi). \]

Note that

\[ \| \nabla \nabla \psi \|_\infty \leq C \delta_2^{-\frac{1}{2}}, \| \Delta \chi (1 - \psi) \|_\infty \leq C \delta_2^{-\frac{1}{2}}. \]

Therefore, for any \( \theta \in (0, 1) \) we have \( \| f \|_{C^{1,\theta}(B)} \leq C \delta_2^{-\frac{1}{2}} \) by Theorem 8.33 [22], so that

\[ \| \psi \|_{C^{1,\theta}(B)} \leq C \delta_2^{-\frac{1}{2}}, \]

as desired. \( \square \)

Now we can finish our proof of Theorem 2.4. Indeed, we are left to consider the case \( r - y_2 \geq \delta \) and \( r - y_1 \geq \frac{1}{4}C_2 \delta = C_3 \delta \). In view of Lemma 5.2 we can additionally assume that \( \eta(x_1) - y_1 \) and \( \eta(x_2) - y_2 \) are greater or comparable with \( \delta \). Then it is left to apply Lemma 5.3 (splitting the segment connecting \( (x_1, y_1) \) and \( (x_2, y_2) \), if necessary), which yields

\[ |\nabla \psi(x_1, y_1) - \nabla \psi(x_2, y_2)| \leq C \delta_2^{-\frac{1}{2}} \delta^\theta \leq C \delta^{\theta - \frac{1}{2}}. \]

It is left to choose \( \theta = \alpha + \frac{1}{2} \), where \( \alpha \) is the constant from Lemma 5.2.
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