The method of spatial-temporal reconstruction of dynamic images based on a geometric model with contour and texture analysis
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Abstract. The article presents a method for image restoration based on a geometric model. The object of research is methods of image removal and restoration. The research is aimed at creating a high-speed and highly efficient system for recovering the lost zones of the underlying surface map image. An algorithm for removing objects and restoring images of lost areas is investigated and its software implementation is developed. The efficiency of the developed algorithm was evaluated on a test example using a statistical criterion.

1. Introduction
The history of the successful use of unmanned aerial vehicles (UAVs) goes back almost eight decades, especially in the most developed countries of the world. Recently, interest in UAVs has increased significantly. The scope of the UAV is quite wide. According to some experts, unmanned aerial vehicles are the most promising direction for the development of aviation. They can monitor the traffic situation, both urban and in remote areas, monitor the fire situation in forests or flood waters in the regions, and much more. [1]. This is explained not only by the fact that mass production and use of UAVs turns out to be cheaper and easier than manned aircraft, but also by the fact that some types of UAVs are capable of solving problems that are inaccessible to manned aircraft, for example, short-range reconnaissance tasks in dense urban areas. For a long time, UAVs found only military applications. Nevertheless, in recent decades, the need for civilian UAVs has been growing: for monitoring oil and gas pipelines, collecting meteorological data, and timely detecting foci of forest fires. Carrying the service, the UAVs transmit the footage to a laptop, with which you can control the unmanned vehicle [2-5].

In many of the above-described UAV applications, tasks are required: Removing unnecessary moving objects from the frame; constant monitoring of the object; restoration of the background and objects in the overlapping area, i.e. when the object is covered by another object (for example, a car). Difficulties arise when a swarm of UAVs is used in urban infrastructure for surveillance in areas that are difficult or unsuitable for humans to access. There are situations when it is necessary to track, control, escort only one of the drones in the UAV swarm, and for this you need to remove the rest of the drones. And in this case, the modified method proposed in the work can remove the object and restore the lost information by predicting its movement [6-10].

2. Proposed method
In this paper, we propose a modification of the method of spatio-temporal reconstruction of dynamic images based on a geometric model, based on the use of a set of descriptors that allow us to extract information about the periodic motion of objects [11-15]. The block diagram of the modified method is
shown in Figure 1. At the stage of preprocessing, a video sequence model is built. The main goal is to separate the input sequence into background and foreground objects. After that, each component is processed separately. A simple and potentially effective way to simulate and automatically analyze footage is to represent a scene as a set of layers. For the purpose of further segmentation into moving objects / stationary segmentation background, the optical flux is calculated, to which the thresholding is then applied. Optical flow is a set of motion vectors for each pixel at intervals \( t \) and \( t + \Delta t \). There are fast methods for calculating optical flux using partial derivatives with respect to spatial and temporal coordinates.

For pixel with coordinates \((i, j, t)\) with intensity \(Y'_{i,j}\) there is a shift \(\Delta i\), \(\Delta j\), \(\Delta t\) between two frames, while the image can be represented as the following expression (1):

\[
Y'_{i,j} = Y_{i+\Delta i, j+\Delta j}^{t+\Delta t}.
\]

It is assumed that the shift is not large and the image can be expanded into a Taylor series \(Y''_{i,j}\) (2):

\[
Y''_{i+\Delta i, j+\Delta j, t+\Delta t} = Y'_{i,j} + \frac{\partial Y}{\partial i} \Delta i + \frac{\partial Y}{\partial j} \Delta j + \frac{\partial Y}{\partial t} \Delta t + H.O.T.
\]

From the equation follows (3-4):

\[
\frac{\partial Y}{\partial i} \Delta i + \frac{\partial Y}{\partial j} \Delta j + \frac{\partial Y}{\partial t} \Delta t = 0,
\]

or

\[
\frac{\partial Y}{\partial i} \Delta i + \frac{\partial Y}{\partial j} \Delta j + \frac{\partial Y}{\partial t} \Delta t = 0,
\]

as a result, we write:

\[
\frac{\partial Y}{\partial i} V_i + \frac{\partial Y}{\partial j} V_j + \frac{\partial Y}{\partial t} I = 0,
\]

where \(V_i, V_j\), \(i\), \(j\) optical flux magnitude components \(Y'_{i,j}\), and \(\frac{\partial Y}{\partial i}\), \(\frac{\partial Y}{\partial j}\) and \(\frac{\partial Y}{\partial t}\) partial derivatives of the point image \((i, j, t)\) in the respective directions.

\(Y', T\) and \(I\) can be represented in derivatives in the following form (5-6):

\[
YV_i + YV_j = -Y_t,
\]

\[
\nabla Y^T \cdot \nabla = -Y_t.
\]

This uses the same approach as the method based on the search for similar blocks. To restore the background component, it is proposed to use separate restoration of texture and structure. To this end, each frame is segmented based on the geometric model of the active contour, by solving the problem of minimizing the energy functional (7):

\[
E^{CV}(c_1, c_2, C) = \mu \cdot \text{Length}(C) + \lambda_1 \cdot \int_{\text{inside}(C)} |u_0(x, y) - c_1|^2 \, dx \, dy + \lambda_2 \cdot \int_{\text{outside}(C)} |u_0(x, y) - c_2|^2 \, dx \, dy,
\]

where \(\mu\), \(\lambda_1\) and \(\lambda_2\) are positive constants, usually fixed \(\lambda_1 = \lambda_2 = 1\), \(c_1\) and \(c_2\) - average intensity values \(u_0\) inside \(C\) and beyond \(C\), respectively.
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Figure 1. Block diagram of the modified method of space-time reconstruction of dynamic images.
The proposed approach makes it possible to delete or restore objects using the spatial and temporal information of neighboring scenes. The algorithm iteratively performs the following operations: frame preprocessing; getting a scene model; calculating a set of descriptors that provide information needed to recover a frame; reconstruction of frames using the space-time domain of pixels - 3D blocks (Figure 2).

This approach is used to estimate the values of the descriptors. The global video descriptor is calculated by convolution of space-time filter banks (Figure 3). This descriptor allows you to extract information about the movement and structure of the scene and classify various actions [15-16].

![Figure 2. Space-time domain of pixels](image)

The bandpass nature of the filters eliminates the need for motion compensation. The frequency spectrum of video sequences can be estimated by computing a 3D discrete Fourier transform (DFT). The first step in reconstruction is to reconstruct moving foreground objects that do not cross the reconstructed area [17].

![Figure 3. The response spectrum of the 3D space-time filter.](image)

If such areas are absent in adjacent frames, then the standard procedure for searching for a similar block within the frame area is used for reconstruction [18].

Below is the result of processing by the proposed method on a test image with a swarm of UAVs. Figures 4, 5 show the result of processing by the proposed method.
Figure 4. The results of applying the method: a) the original image, b) the image with the UAV swarm, c) the drone being monitored is highlighted in the red frame, d) the image after removing unnecessary drones.

Figure 5. The results of applying the method: a) the original image, b) the image with the UAV swarm, c) the drone being monitored is highlighted in the red frame, d) the image after removing unnecessary drones.

3. Efficiency of method operation

For quantitative evaluation of the work of a method is used the random mean square error (RMSE) [19]. This quality criterion (8) is fairly common to determine the differences between a pair of data. The input data used are the observed image and the original image. The expression RMSE shows how to get the numeric value of a given quality criterion.

\[
RMSE = \sqrt{\frac{\sum_{i=1}^{n} (X_{o,i} - X_{n,i})^2}{n-1}},
\]

(8)

where \(X_{o,i}\) is observed image, \(X_{n,i}\) is original image. In this case, for Figure 5, the random mean square error is: \(RMSE = 10.5\), for Figure 6: \(RMSE = 13.2\). Recovery error percentage is calculated [20]:

For Figure 4:

\[
R = \frac{RMSE}{Pell_{all}} \cdot 100 = \frac{10.5}{68.719.476} \cdot 100 = 15.2\% ;
\]

For Figure 5:

\[
R = \frac{RMSE}{Pell_{all}} \cdot 100 = \frac{13.2}{68.719.476} \cdot 100 = 19.2\%
\]
Studies have shown that this method works effectively in image analysis tasks when no strict requirements are imposed on the shape of the boundary between statistically homogeneous areas.

4. Conclusion
The paper presents a method for image restoration based on spatial-temporal reconstruction of dynamic images. The presented examples demonstrate the effectiveness of the developed algorithm in reconstructing areas of the terrain map with lost pixels. A quantitative assessment of the effectiveness of the method based on the standard deviation of pixels for images of terrain in the presence of a single UAV and a swarm of identical UAVs has been made.
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