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Abstract

The relation between the geometry of refrigeration cycles and their performance is explored. The model studied is based on a coupled spin system. Small cycle times termed sudden refrigerators, develop coherence and inner friction. We explore the interplay between coherence and energy of the working medium employing a family of sudden cycles with decreasing cycle times. At the point of minimum ratio between energy and coherence the cycle changes geometry. This region of cycle times is characterised by short circuit cycles where heat is dissipated both to the hot and cold baths. We rationalise the cycle change of geometry as a result of a half integer quantization which maximises coherence. From this point on, increasing or decreasing the cycle time, eventually leads to refrigeration cycles. The transition point between refrigerators and short circuit cycles is characterised by a transition from finite to singular dynamical temperature. Extremely short cycle times reach a universal limit where all cycles types are equivalent.

PACS numbers:
I. INTRODUCTION

The study of quantum heat engines is motivated by the quest to understand the fundamental relation between quantum mechanics and thermodynamics [1–4]. In addition the promise of quantum technologies requires a detailed understanding of quantum devices. Typically, quantum devices operate at ultracold conditions therefore miniature refrigeration is a prerequisite for successful application. A lingering question in the field is: what is quantum in the operation of quantum refrigerators? Attempts to link the optimal performance point to entanglement yielded inconclusive results [5, 6].

The present study is devoted to elucidating the quantum character of reciprocating quantum refrigerators. In particular the quantum character of the limit cycle of refrigerators operating far from equilibrium. Analysis will allow to generalise the phenomena to more realistic devices. The prototype of quantum reciprocating cycle is the Otto cycle [7–16]. The cycle is composed of two isochores where the external force is constant and two adiabats where the Hamiltonian changed its energy scale induced by an external parameter variation. For slow variation of the parameter, quantum adiabatic conditions can be achieved. Then at all times the working medium is diagonal in the energy representation. Fast variations generate energy excitation and reduced efficiency. For optimal efficiency and cooling power it is sufficient that the working medium is diagonal in the energy representation at the beginning and at the end of the adiabatic stroke. These solutions are termed frictionless or shortcuts to adiabaticity [12, 17, 18]. For such cycles the whole operation can be described by energy level populations hiding any quantum feature. Such refrigerators are described as stochastic [19].

All heat engine and refrigerator cycles are subject to a global constraint: the cycle must close on itself. As a result all observables of the working medium have the same periodic character. We will show that this topological constraint has a profound influence on the performance. In the stochastic limit, the cycle imposes only a constraint on the internal energy. In the Otto cycle entropy changes of the working medium occur only in the thermalization strokes therefore the entropy change on the hot and cold strokes have to be exactly balanced. These constraints position the cycles on the entropy energy plane [8].

The present study is devoted to refrigerators which operate with large coherence. Coherence is generated for short cycle times, shorter than the characteristic timescale of the
working medium. We term these cycles as sudden. For these cycles the topological constraint involves both energy and coherence, influencing both the geometry and performance of the cycle.

II. QUANTUM OTTO REFRIGERATOR CYCLES

The current study is based on the quantum Otto cycle with coupled spin system as a working medium. The details of the model can be found in previous studies [9, 10, 12, 13, 20, 21]. Only relevant features will be outlined in the present paper. The Otto cycle studied is composed of the following four segments (Cf. Fig. 1):

1. Segment $A \rightarrow B$ (isomagnetic or isochore), partial equilibration with the cold bath under constant Hamiltonian. The dynamics of the working medium is characterised by the propagator $U_c$.

2. Segment $B \rightarrow C$ (magnetization or compression adiabat), the external field changes expanding the gap between energy levels of the Hamiltonian. The dynamics is characterised by the propagator $U_{ch}$.

3. Segment $C \rightarrow D$ (isomagnetic or isochore) partial equilibration with the hot bath described by the propagator $U_h$.

4. Segment $D \rightarrow A$ (demagnetization or expansion adiabat) reducing the energy gaps in the Hamiltonian, characterised by the propagator $U_{hc}$.

The propagator of the four stroke cycle becomes $U_{\text{global}}$, which is the ordered product of the segment propagators:

$$U_{\text{global}} = U_{hc}U_hU_{ch}U_c$$

The propagators are linear operators defined on a vector space which completely determines the state of the working medium. The order of strokes in all thermodynamical cycles is crucial. It is reflected by demanding at least two consecutive segment propagators to be non-commuting $[U_i, U_j] \neq 0$. Commuting propagators will lead to zero power.
A. Limit Cycle

An important characteristic of the refrigerator is its limit cycle [20]. All such devices, after some transient time settle to a steady state operational mode, the limit cycle. The state of the working medium at the limit cycle becomes an invariant of the propagator $U_{\text{global}}$, with eigenvalue $\lambda_1 = 1$. The other eigenvalues of the propagator characterize the rate of approach to the limit cycle. They obey the property $\lambda_{j+1} < \lambda_j < 1$. $\lambda_2$ determines a final exponential rate of approach to the limit cycle. The propagator after $n$ cycles is dominated by $\lambda_2^n \approx e^{-\gamma t}$, where $\gamma = -\log(\lambda_2)/\tau_{\text{cyc}}$ and $\tau_{\text{cyc}}$ is the cycle time.

The limit cycle is determined by external parameters defining the cycle. The invariant state is the analogue of the thermodynamical equilibrium state. In the limit of very long times on each segment the limit cycle is completely determined by the equilibrium conditions on the hot and cold isomagnetic segments. When there is insufficient time allocation to equilibrate, the limit cycle is constrained geometrically. All the system observables become periodic. As a result the cycle trajectory in its parameter space becomes fixed which also sets the performance.

The relation between the global constraint and the refrigerators performance will be demonstrated in an example of a solvable working medium.

III. THE SYSTEM

The system working fluid in this example is composed of pairs of coupled spins. The cycle parameter space is constructed from an operator vector space which is closed to the dynamics of all segments of the cycle. This vector space is sufficient to define the state of the working medium at all times. On this vector space the cycle propagator is defined.

A. The Hamiltonian

The Hamiltonian of the working fluid has the structure:

$$\hat{H} = \hat{H}_{\text{int}} + \hat{H}_{\text{ext}}(t)$$

and in general $[\hat{H}_{\text{int}}, \hat{H}_{\text{ext}}(t)] \neq 0$. The external Hamiltonian is chosen to be:

$$\hat{H}_{\text{ext}} = \frac{1}{2} \omega(t) \left( \mathbf{\hat{s}}_z \otimes \mathbf{I}^2 + \mathbf{I}^1 \otimes \mathbf{\sigma}_z \right) \equiv \omega(t) \tilde{B}_1$$
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where \( \omega(t) \) represents the external control field. The uncontrolled, internal Hamiltonian is defined as (\( \hbar = 1 \)):

\[
\hat{H}_{\text{int}} = \frac{1}{2}J \left( \hat{\sigma}_x^1 \otimes \hat{\sigma}_x^2 - \hat{\sigma}_y^1 \otimes \hat{\sigma}_y^2 \right) \equiv J\hat{B}_2
\]  

(4)

where \( \hat{\sigma} \) represents the Pauli operators, and \( J \) scales the strength of the inter-particle interaction, which is assumed to be constant, for a given pump.

The total Hamiltonian becomes:

\[
\hat{H} = \omega(t)\hat{B}_1 + J\hat{B}_2
\]  

(5)

The eigenvalues of \( \hat{H} \) are \( \epsilon_1 = -\Omega(t) \), \( \epsilon_{2/3} = 0 \), \( \epsilon_4 = \Omega(t) \) where \( \Omega(t) = \sqrt{\omega(t)^2 + J^2} \). \( \Omega(t) \) is the instantaneous energy scale.

The algebra of operators becomes closed by defining \( \hat{B}_3 \):

\[
[\hat{B}_1, \hat{B}_2] \equiv 2i\hat{B}_3 = \frac{1}{2} \left( \hat{\sigma}_y^1 \otimes \hat{\sigma}_x^2 + \hat{\sigma}_x^1 \otimes \hat{\sigma}_y^2 \right)
\]  

(6)

A vector space of operators which allows complete reconstruction of the density operator for the whole cycle requires additional operators defined as: \( \hat{B}_4 = \frac{1}{2} (\hat{I}_1 \otimes \hat{\sigma}_z^2 - \hat{I}_2 \otimes \hat{\sigma}_z^1) \) and \( \hat{B}_5 = \hat{\sigma}_z^1 \otimes \hat{\sigma}_z^2 \). The set \( \{ \hat{B}_1, \hat{B}_2, \hat{B}_3, \hat{B}_4, \hat{B}_5 \} \) constitutes stationary orthogonal vector space of operators with the scalar product defined as \( (\hat{A} \cdot \hat{B}) \equiv tr\{\hat{A}^\dagger \hat{B}\} \). We will show that it is sufficient to reconstruct the dynamics on all segments.

**B. Time dependent (linear) combination of the stationary algebra**

A thermodynamically inspired set of observables is a minimum set of operators which completely defines the state of the working medium when it reaches the limit cycle. The set is initiated from the energy \( \hat{H} \) and additional operators are added which are dynamically coupled to the energy. This set is formed from a linear combinations of the stationary closed set \( \{ \hat{B} \} \) of operators:

\[
\hat{H} = \omega(t)\hat{B}_1 + J\hat{B}_2, \quad \hat{L} = J\hat{B}_1 - \omega(t)\hat{B}_2, \quad \hat{C} = \Omega(t)\hat{B}_3
\]  

(7)

The three operators defined in Eq. \( (7) \) form a closed Lie algebra.

The additional two operators \( \hat{L} \) and \( \hat{C} \) are required to uniquely define the diagonal part of the state \( \hat{\rho} \) in the energy representation:
\[ \hat{V} = \Omega \hat{B}_4 \quad \text{and} \quad \hat{D} = \Omega \hat{B}_5. \]  

The operators \( \hat{V} \) and \( \hat{D} \) commute with \( \hat{H} \). In this operator base the state \( \hat{\rho} \) can be expanded as:

\[
\hat{\rho} = \frac{1}{4} \hat{I} + \frac{1}{\Omega} \left( \langle \hat{H} \rangle \hat{H} + \langle \hat{L} \rangle \hat{L} + \langle \hat{C} \rangle \hat{C} + \langle \hat{V} \rangle \hat{V} + \langle \hat{D} \rangle \hat{D} \right)
\]  

(8)

The equilibrium value of \( \langle \hat{V} \rangle \) is zero as well as all the remaining operators of the Hilbert space which are not generated from \( \hat{H} \). Therefore the state \( \hat{\rho} \) of the cycle can be reconstructed by only four expectation values: \( E = \langle \hat{H} \rangle, \, L = \langle \hat{L} \rangle, \, C = \langle \hat{C} \rangle, \, D = \langle \hat{D} \rangle \) and the identity \( \hat{I} \). In the energy representation the state \( \hat{\rho} \) has the explicit form:

\[
\hat{\rho}_e = \frac{1}{4} \begin{pmatrix}
1 + \frac{1}{\Omega}(D - 2E) & 0 & 0 & \frac{2}{\Omega}(L + iC) \\
0 & 1 - \frac{1}{\Omega}D & 0 & 0 \\
0 & 0 & 1 - \frac{1}{\Omega}D & 0 \\
\frac{2}{\Omega}(L - iC) & 0 & 0 & 1 + \frac{1}{\Omega}(D + 2E)
\end{pmatrix}
\]  

(9)

where \( \hat{\rho}_e \) is the density operator in the instantaneous energy base.

IV. THE EQUATIONS OF MOTIONS AND THEIR SOLUTIONS; THE PROPAGATORS.

The dynamics of an operator \( \hat{A} \) is generated by a completely positive map, a Liouville superoperator, \( \mathcal{L} \) \footnote{22}. In the Heisenberg picture it becomes

\[
\frac{d\hat{A}}{dt} = i[\hat{H}, \hat{A}] + \mathcal{L}_D(\hat{A}) + \frac{\partial \hat{A}}{\partial t}. 
\]  

(10)

\( \hat{A} \) can be explicitly time dependent. \( \mathcal{L}_D \) is the dissipative superoperator leading to thermal equilibrium with the bath temperature \footnote{23}. 
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A. The Propagators on the Isomagnets

The vector space defining the propagators is constructed from the operators ($\hat{H}, \hat{L}, \hat{C}, \hat{D}, \hat{I}$). The equations of motion on the isomagnetic thermalisation segments are [13]:

$$
\frac{d}{dt} \begin{pmatrix}
\hat{H} \\
\hat{L} \\
\hat{C} \\
\hat{D} \\
\hat{I}
\end{pmatrix}
= \begin{pmatrix}
-\Gamma & 0 & 0 & 0 & \Gamma E_{eq} \\
0 & -\Gamma & -\Omega & 0 & 0 \\
0 & \Omega & -\Gamma & 0 & 0 \\
\frac{2}{\hbar \Omega} E_{eq} & 0 & 0 & -2\Gamma & 0 \\
0 & 0 & 0 & 0 & 0
\end{pmatrix}
\begin{pmatrix}
\hat{H} \\
\hat{L} \\
\hat{C} \\
\hat{D} \\
\hat{I}
\end{pmatrix}
$$

(11)

where $\Gamma = k^+ + k^-, k^+/k^- = \exp(h\Omega/kT)$ and $E_{eq} = h\Omega (k^+ - k^-)/\Gamma$.

Using this set the propagator $U_i(\tau)$ on the isomagnets becomes [21]:

$$
U_i = \begin{pmatrix}
e^{(-\Gamma_i\tau)} & 0 & 0 & 0 & E_{eq}(1 - e^{(-\Gamma_i\tau)}) \\
0 & K_i \cos(\Omega\tau) - K_i \sin(\Omega\tau) & 0 & 0 \\
0 & K_i \sin(\Omega\tau) & K_i \cos(\Omega\tau) & 0 & 0 \\
\frac{1}{\Omega}(E_{eq}(e^{-\Gamma_i\tau} - e^{-2\Gamma_i\tau})) & 0 & 0 & e^{-2\Gamma_i\tau} - \frac{E_{eq}^2}{\Omega}(e^{-\Gamma_i\tau} - 1) \\
0 & 0 & 0 & 0 & 1
\end{pmatrix}
$$

(12)

where $K_i = e^{(-\Gamma_i\tau)}$ and $i = c, h$. The periodic functions in Eq. [12] mean that the isomagnetic segments are quantized. Whenever $\Omega\tau = 2\pi$, the two coupled equations of $L, C$ complete a period.

B. Propagators on the adiabats

The equation of motion on the adiabats are:

$$
\frac{d}{\Omega dt} \begin{pmatrix}
\hat{H} \\
\hat{L} \\
\hat{C}
\end{pmatrix}(t) = \begin{pmatrix}
\frac{\Omega}{\hbar^2} & -\frac{J\Omega}{\hbar^2} & 0 \\
\frac{J\Omega}{\hbar^2} & \frac{\Omega}{\hbar^2} & -1 \\
0 & 1 & \frac{\Omega}{\hbar^2}
\end{pmatrix}
\begin{pmatrix}
\hat{H} \\
\hat{L} \\
\hat{C}
\end{pmatrix}
$$

(13)

Closed form solutions for the adiabats leading to quantized motion can be obtained for a constant adiabatic parameter $\mu = \frac{J\Omega}{\hbar^2}$. $\mu \to 0$ is the adiabatic limit, then the system stays on the energy shell. When $\mu$ increases coherences are generated due to non adiabatic transitions.
The exact solution for the propagator on the adiabats, $U_{hc}$ for a constant adiabatic parameter $\mu$ is [21]:

$$U_{hc} = \frac{\Omega_c}{\Omega_h} \begin{pmatrix} \frac{1+\mu^2c}{q^2} & -\mu s & \frac{\mu(1-c)}{q^2} & 0 & 0 \\ \frac{\mu s}{q} & c - \frac{s}{q} & 0 & 0 \\ \frac{\mu(1-c)}{q^2} & \frac{s}{q} & \frac{\mu^2+c}{q^2} & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & \frac{\Omega_h}{\Omega_c} \end{pmatrix},$$ (14)

where $\Omega_{c/h} = \sqrt{J^2 + \omega_{c/h}^2}$, $q = \sqrt{1 + \mu^2}$, $s = \sin(\Theta)$, $c = \cos(\Theta)$, and $\Theta = J \frac{\arcsin(\frac{\omega_c}{\Omega_c}) - \arcsin(\frac{\omega_h}{\Omega_h})}{\frac{\pi}{2} - \frac{\pi}{2}}$. The propagator $U_{ch}$ has a similar form.

The propagator on the adiabat is periodic when $q \Theta = 2\pi l$, $l$ integer, then the propagator restores to the identity meaning there is no mixing between $\hat{H}, \hat{L}, \hat{C}$. For half integer values of $l$, $l = 1/2, 3/2...$ there is maximum mixing.

C. Two Time Scales

When operating the engine, two time scales arise. The cycle time $\tau_{cyc}$ and the internal time scale of the working fluid, determined by the energy spectrum $\tau_{int} = \frac{2\pi}{\Omega}$. In relation to these time scales the cycles can be classified as either regular or sudden: The regular set, where $\tau_{cyc} \gg \tau_{int}$ and the sudden set, where $\tau_{cyc} \ll \tau_{int}$. In the limit of very long time the regular cycles become adiabatic meaning that at all segments the state of the working medium is completely defined by its energy expectation value.

In contrast the sudden cycles are functions of the expectation values of all the operators defining the vector space. The deviation from regular cycles is characterized by coherence: The coherence measure is defined as a square distance from a state diagonal in energy [24, 25]:

$$\tilde{C} = tr\{(\hat{\rho} - \hat{\rho}_{ed})^2\},$$ (15)

where $\hat{\rho}_{ed}$ is the diagonal stationary part of the density operator in the energy frame. From Eq. (9), the coherence measure becomes $\tilde{C} = \frac{L^2+C^2}{\Omega^2}$.

The quantum character of the cycles is also elucidated by comparing the von Neumann entropy $S_{VN} = -tr\{\hat{\rho} \ln \hat{\rho}\}$ to the energy entropy $S_E = -tr\{\hat{\rho}_{ed} \ln \hat{\rho}_{ed}\}$ where $S_{VN} \leq S_E$. The difference $S_E - S_{VN} = Tr\{\hat{\rho} (\ln \hat{\rho} - \ln \hat{\rho}_{ed})\}$ is the conditional distance $D(\hat{\rho}||\hat{\rho}_{ed})$ between
FIG. 1: Energy entropy vs internal energy scale \((\Omega, S_E)\) for a typical sudden cycle. The cold and hot isotherms are also indicated. For this cycle the two isomagnetic segments \((A,B)\) and \((C,D)\) are very short reflected in small changes in \(S_E\). For this cycle the expansion and compression adiabats are very close. The cycle parameters: \(J = 1.25, T_h = 4, T_c = 3.6, \omega_c = 6.5, \omega_h = 11, \kappa^\downarrow_h = 0.36, \kappa^\downarrow_c = 0.0656\). The times on the different segments are: \(\tau_{h,hc,c,ch} = 0.00045, 0.466, 0.03282, 0.466\). The cooling power is \(Q_c/\tau = 1.45 * 10^{-4}\). The Von Neumann entropy \(\Delta S_{VN} = 4.8 * 10^{-5}\)

the state \(\hat{\rho}\) to a state on the energy shell with the same energy. The term \(\beta_{ed}D(\hat{\rho}||\hat{\rho}_{ed})\) characterises the irreversible work required to generate coherence from the diagonal state \(\hat{\rho}_{ed}\) \[26\].

V. THE RELATION BETWEEN CYCLE GEOMETRY AND PERFORMANCE OF THE SUDDEN CYCLES

The performance of the sudden refrigerators is extremely sensitive the the cycle parameters \[21\]. These parameteres determine the geometry of the cycle and with it its performance. In order to carry out a systematic study we maintain all parameters fixed except the cycle
time $\tau_{cyc}$ which is varied. The ratio $\frac{\Omega_c}{\Omega_h}$ and $\frac{T_c}{T_h}$ are constant and maintain $\frac{\Omega_c}{\Omega_h} > \frac{T_c}{T_h}$ which is a necessary condition for a refrigerator. Nevertheless, for certain cycle times the device operates as a short circuit converting work into heat on both the hot and cold baths.

We chose to start the study from the family of sudden cycles where $\omega_h, \omega_c \gg J$ and $\tau_{adi} \sim 1$. These cycles termed 3(b) of ref [21] have quantum character revealed by an approximate global propagator: $U_{global}^{3b}$. Additional cycles were generated by systematically decreasing the total cycle time $\tau_{cyc}$. The fraction time allocation for each segment was kept constant therefore: $\tau_{hc} = \tau_{f_{hc}}, \tau_c = \tau_{f_c}, \tau_{ch} = \tau_{f_{ch}}, \tau_h = \tau_{f_h}$ where $f_{hc} = 0.48277, f_c = 0.0340, f_{ch} = 0.48277, f_h = 0.000466$.

Figure 1 shows a typical cycle in the $(\Omega, S_E)$ plane. The state of these cycles is never close to adiabatic conditions. This is evident by the large coherence at all times reflected in the coherence measure. In addition a large gap between the energy entropy and the von Neumann entropy characterises the entire cycle. The cycle trajectories for all intermediate times were obtained by direct numerical integration of Eq. (10) sequentially for all branches, resulting in the expectation values of the vector space of operators $\hat{H}\hat{L}\hat{C}\hat{D}$ for all times. The limit cycle vector was obtained by propagating for many periods until convergence was obtained. The exact propagator $U_{global}$ which is the product of the segment propagators was represented numerically. Eigenvectors and eigenvalues were obtained for point A. The eigenvector corresponding to eigenvalue $\lambda_1 = 1$ is the cycle invariant vector. The limit cycle invariant vector obtained by the two methods was compared converging to at least $10^{-6}$. In addition the approximate propagator $U_{global}^{3b}$ was diagonalized and its eigenvalues compared to the exact eigenvalues of $U_{global}$, for different cycle times (Fig. 7).

A. Geometrical evolution of the Sudden Cycles

Figs. 3 and 4 show refrigerator cycles of different shapes with decreasing cycle times. The cycles are represented both in $(\Omega, S_{VN})$, $(\Omega, S_E)$ planes, and in $(H, L, C)$ vector space. We follow the evolution of cycle shapes from the largest cycle times in Figs. 3A, representing concave refrigerator cycles. As the cycle time becomes shorter the entropies and the gap between entropies $S_E$ and $S_{VN}$ increases. It should be noted that on the scale of the graphs the compression and expansion adiabats seem to merge. This observation suggests a
trend that decreasing cycle time leads to larger coherence. When the cycle time is further decreased, the cycles cease to be refrigerators Cf. Fig. 3B.

Decreasing the cycle time leads to more concave cycles in the \((\Omega, S_E)\) plane and a larger incursion in the \(L\) and \(C\) direction Cf. Fig. 4. In addition the correlation observable \(C\) changes sign between the compression and expansion adiabatic. On both adiabats the derivative \(\frac{dH}{dL} < 0\).

A further decrease in cycle time leads to an additional increase in entropy as well as the entropy gap between \(S_{VN}\) and \(S_E\). This is accompanied by vanishing of the cooling power \(Q_c/\tau < 0\). The cycle dissipates the power to both the hot and cold baths, a short circuit. Figure 5 shows the cooling power and the entropy generation as a function of cycle time.

The transition point in cycle period between a refrigerator and short circut was found to match a point of degeneracy in the eigenvalues and eigenvectors of the approximate propagator \(U_{global}^{\Omega}\), i.e. \(\lambda_2 \rightarrow \lambda_1 = 1\). This degeneracy was absent in the exact propagator indicating that the approximation loses its validity beyond the transition point. Cf. Fig 7. The second eigenvalue of the exact propagator is monotonically decreasing with cycle time.
FIG. 3: The entropy vs cycle energy scale for a family of refrigerator cycles with decreasing cycle time plotted both in the planes of \((\Omega, S_{VN})\) and \((\Omega, S_E)\). The von Neumann entropy \((\Omega, S_{VN})\) seen as horizontal lines in the figure are almost constant in the scale of the plots. Notice the change from convex to concave upon decreasing cycle time. The common data of the cycle family is: \(J = 1.25, T_h = 4, T_c = 3.6, \omega_c = 6.5, \omega_h = 11, \kappa^{-}_h = 0.36, \kappa^{-}_c = 0.0656\) The cycle times for figure A a,b,c,d is: \(\tau_a = 1.013534, \tau_b = 0.96527, \tau_c = 0.912180, \tau_d = 0.868743\). The corresponding \(Q_c/\tau\) are: \(1.57 \times 10^{-4}, 1.445 \times 10^{-4}, 1.133 \times 10^{-4}, 4.142 \times 10^{-5}\) The cycle times for figure B e,f,g,h is: \(\tau_e = 0.81683, \tau_f = 0.77221\), \(\tau_g = 0.735444, \tau_h = 0.700423\). The corresponding \(Q_c/\tau\) are: \(-5.43 \times 10^{-4}, -8.2 \times 10^{-3}, -1.93 \times 10^{-3}, -3.47 \times 10^{-4}\) The cycle times for figure C, i,j,k,l is: \(\tau_i = 0.482635, \tau_j = 0.36197625, \tau_k = 0.2413175, \tau_l = 0.12065875\). The corresponding \(Q_c/\tau\) are: \(1.29 \times 10^{-4}, 1.45 \times 10^{-4}, 1.513 \times 10^{-4}, 1.541 \times 10^{-4}\)
FIG. 4: The trajectories in the \((H, L, C)\) vector space in descending order of cycle time. The blue sections represent cold \textit{isochores} the red sections hot \textit{isochores}. Most of the cycle trajectories is occupied by the \textit{adiabats}. Top and bottom panel shows refrigerator cycles. Notice that the change in derivative \(\frac{dH}{dL}\) such that the cycles are almost orthogonal. The middle panel shows non refrigerator cycles where the transition between the two types of refrigerators occurs. The parameters correspond to Fig. (3). Each panel is normalised differently.
FIG. 5: Top: cooling power as a function of cycle time. The inset shows the ultrashort refrigerators reaching an asymptotic cooling power when the cycle time approaches zero. This limit corresponds to the universal region of small action. The blue and green segments correspond to refrigerator cycles $Q_c/\tau > 0$ and the orange and red to non-refrigerator cycles $Q_c/\tau < 0$. Bottom: Entropy $\Delta S_u$ generated in the baths vs cycle time. The common data: $J = 1.25, T_h = 4, T_c = 3.6, \omega_c = 6.5, \omega_h = 11, \kappa_h^- = 0.36, \kappa_c^- = 0.0656$. Reflecting the increasing dissipation due to more time allocated to the hot and cold isochors.

A maximum in entropy production is located in the region of non-refrigerators Cf. Fig. 5. This point is also a minimum in negative cooling power. This is highly understandable since $Q_c > 0$ and $Q_h > 0$ so that $\Delta S_u = Q_h/T_h + Q_c/T_c$ becomes large since both terms are positive in contrast to engines and refrigerators.
FIG. 6: The ratio between the energy and coherence $\frac{H}{\sqrt{L^2+C^2}}$ as function of $\tau_{cycle}$ demonstrating a sharp transition from refrigerators (blue cycles) to non refrigerators (red triangles up) and back into refrigerators. The other data are as in Fig. 5. The calculations correspond to point A in the cycle (the transition between the adiabat and cold isochore).

Further decreasing the cycle period for the set of non refrigerators results in a dramatic geometrical change of cycles. In the plane of $(\Omega, S_E)$, the cycles change from concave to convex. In the the three dimensional $H, L, C$ space the shape changes from an eye like trajectory to a squashed set Cf. Fig. 4 C. The transition point from concave to convex cycles is also a maximum point in the entropy production and a minimum in the cooling power $Q_c/\tau$, Cf. Fig. 3. We also find drastic change in the character of the cycles going through the maximum. $H$ becomes small and $\frac{dH}{dL}$ becomes almost zero. The cycle closest to the extreme point (cycle g) is almost a perfect circle in the $L, C$ plane. Figure 6 shows that the ratio of energy to coherence is minimum at the transition point.

Beyond this point decreasing the cycle time the convex character increases and another transition point appears. The cycles act as a refrigerators again and the derivative $\frac{dH}{dL}$ becomes positive. Notice the insert in Figure 5 demonstrating that the cooling power reaches a non zero asymptotic value when $\tau_{cyc} \to 0$. This is also true for the ratio between energy and coherence in Figure 6.
FIG. 7: The eigenvalue $\lambda_2$ as a function of cycle time. The orange points represent the eigenvalues of the exact propagator $U_{\text{global}}$. The purple points are $\lambda_2$ of approximate $U^0_{\text{global}}$. The cycle time where the approximate eigenvalues are degenerate is the transition point from refrigerator to non-refrigerator.

VI. RATIONALISING THE GEOMETRICAL AND PERFORMANCE: POINTS OF TRANSITIONS.

The phenomena observed is that with decreasing cycle time the family of cycles goes through two transition points from refrigerator to short circuit cycles and back to refrigerators cycles. In between these points the topology changes in an extreme point of entropy production.

We first address the geometrical change. The family of cycles studied is dominated by time allocation to the adiabats. The cycle $g$ is almost circular and the coherence dominates. This cycle is the result of quantization on the adiabats for half integer $l = \frac{1}{2}$ on each of the adiabatic segments, Eq. (14). In this case $c = \cos(q\Theta) = -1$ and $s = \sin(q\Theta) = 0$. The quantization condition becomes:

$$\tau_a = \bar{K} \sqrt{\left(\frac{2\pi l}{\Phi}\right)^2 - 1}$$

(16)

where $\bar{K} = \frac{1}{2} (\omega_c/\Omega_c - \omega_h/\Omega_h)$ and $\Phi = \arcsin(\frac{\omega_c}{\Omega_c}) - \arcsin(\frac{\omega_h}{\Omega_h})$. This point $l = \frac{1}{2}$ has
FIG. 8: All refrigerator and non refrigerator cycles in the $(H, L, C)$ space the same as in figure 4. The short circuit cycles indicated by $e, h$ occupy a much larger volume in the $H, L, C$ space reflecting the significantly larger entropy generation associated with large values of $L$ and $C$. The refrigerator cycles are concentrated in a smaller volume. The same normalisation is used for all cycles. The vector space of the $(H, L, C)$ set defines a scalar product between cycles. The concave and convex cycles are approximately orthogonal.

maximum coherence leading to $\tau_a = 0.38$ which is half the cycle time since the time allotted to the isochores is negligible. The topological change is generated by the constraint of closed cycles. The derivative at the end of the adiabat $\frac{dL}{dC}$ changes sign at this point inducing a change of shape. The change from concave to convex cycles in the $S_E, \Omega$ plane reflects the evolution of coherence during the cycle. The distance between $S_E$ and $S_{cn}$ is a direct consequence of the coherence. The transition point, cycle $g$ has constant coherence. In the concave cycles the minimum coherence is in the switching points between the adiabats and the isochores. At these points $\frac{dC}{dt} > 0$ after the isochores and $\frac{dC}{dt} < 0$ before the isochores. For the convex cycles the maximum coherence is in the middle of the adiabat with opposite
FIG. 9: The time derivative of the dynamical temperature \( \frac{dT_{\text{dyn}}}{dt} \) on the cold (upper graph) and hot (lower graph) isochore vs the cycle period \( \tau_{\text{cyc}} \). The region with missing points corresponds to the short circuit cycles. The lone point displayed is located in the range of the graph.

We now turn to the transition points between refrigerators and short circuit cycles. In a refrigerator the temperature of the working medium should increase in the cold bath and \( T_{\text{dyn}} < T_c \) and decrease in the hot bath \( T_{\text{dyn}} > T_h \). Figure 9 shows the derivative of the dynamical temperature \( \frac{dT_{\text{dyn}}}{dt} \) on the hot and cold isochores for different cycle times, where the dynamical temperature is defined as [10]:

\[
T_{\text{dyn}} = \frac{\frac{dE}{dt}}{\frac{dS}{dt}}
\]  

The short circuit cycles show no systematic value of \( T_{\text{dyn}} \) which fluctuates wildly. This means that the singular change in \( T_{\text{dyn}} \) is a direct indication of transition from a refrigerator to short circuit cycle. For a cycle to operate as a refrigerator the working medium should be able to shuttle energy from the cold to the hot bath. This operation requires a change in internal energy on the adiabat. The short circuit cycles are characterized by small changes in \( H \) and therefore they cannot shuttle heat from the cold bath.

One can examine additional special points. For example \( l = 1 \) on both adiabats corresponds to a frictionless cycle where the connection points \( A, B, C, D \) Fig. 1 reside on the energy shell. For \( l = 3/2 \) large coherence is expected and found, resulting in a short circuit
Finally we address the extremely short cycles which converge when \( \tau_{\text{cyc}} \to 0 \) to a finite cooling power. These cycles belong to a universal class of cycles with small action \([27]\). The action for each segment is defined in units of \( \hbar \) as \( \int_0^{\tau_j} L_j dt \) where \( L \) is defined in Eq. (10). For the thermalization \textit{isochoric} segments for all cycles studied the action is very small. On the \textit{adiabatic} segments the action is equivalent to the change in angle \( \phi = q\Theta \) which vanishes when \( \mu \to \infty \). The trivial scaling of energy \( \Omega_c/\Omega_h \) does not account since it commutes with all propagators and cancels out. These cycles are unique in that their cooling power is the result of the coherence. Once dephasing is imposed the cooling power vanishes.

VII. SUMMARY AND OUTLOOK

Quantum refrigerators are surprisingly diverse. Small changes in parameters can lead to a drastic change from a refrigerator to a short circuit device. In trying to rationalise this diversity two extreme limits can be identified. Cycle periods approaching infinity lead to cycles dominated by equilibrium properties. The working medium at all times stays on the energy shell. The other extreme is infinitely short cycles characterised by vanishing action. These cycles are universal and possess finite cooling power \([27]\).

Between these limits the diversity of types and their sensitivity to small changes in parameters pose a difficult challenge. The present study was devoted to a particular type of sudden Otto refrigerator cycles where the cycle time is comparable or shorter than the internal time scale. In these cycles the dynamics is dominated by the \textit{adiabatic} segments. These quantum cycles are characterised by large coherence. This coherences are accountable for the limit of finite cooling power when \( \tau_{\text{cyc}} \to 0 \). Stochastic cycles conversely have a minimum cycle time \([8]\).

For this class of sudden cycles we were able to decipher the relation between geometry, performance and cycle period. In order for the cycle to shuttle heat the working medium temperature has to be lower than the cold bath and to heat up by compression to a higher temperature than the hot bath (Cf. Fig. \( \text{Fig. 8} \)). We found that this property depends crucially on the geometry of the cycle in the \( H, L, C \) vector space. This topology in turn is determined by the half integer quantization condition on the \textit{adiabat}. 
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