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1 INTRODUCTION

In future power grids, distributed energy resources (DERs) such as solar panels and wind turbines lead to a weather-dependent power supply. To balance this, energy storage is of major importance [35]. In order to use multiple (small) DERs combinedly for different purposes, it is established to aggregate them to virtual power plants (VPP) [3, 31]. In this context, distributed algorithms have been discussed to protect private data, such as local constraints, and ensure scalability. Because many approaches [21, 22, 17] rely on provided operational schedule (OS) sets and energy storage can utilize much flexibility, searching the solution space and therefore integrating energy storage in the distributed optimization process is not trivial. Also, multi-purpose operation of electric energy storage is beneficial due to its ability to charge and discharge independently of weather and resources [40, 41]. That said, a way of allowing the usage of energy storage for different local purposes while globally fulfilling different goals using some distributed scheduling approach is needed.

To tackle this problem, we present a novel evolutionary multi-criteria algorithm, GABHYME, together with a novel optimization scheme for fully distributed optimization energy scheduling algorithms, which enables the execution as a parallel process for each storage to allow the usage of electric energy storage. As local purposes, we will consider arbitrage, local supply-demand matching (local SDM), and peak shaving. The Combinatorial Optimization Heuristic for Distributed Agents (COHDA) will be used as an example of a fully distributed scheduling approach to address the flexibility dispatch problem in distributedly controlled VPP [17]. With this concept, the presented system realizes a multi-purpose operation of electrical energy storage.

The research methodology used here is similar to the SGAE approach described in the work of Nieße et al. [32]. Therefore, the work has been done in an iterative process of requirements engineering, designing, prototyping, and simulative evaluation, with each step connected to a software artifact.

This paper is structured as follows. In the next section, we motivate the research gap in more detail based on related work. After that, the system setting is introduced. Then, some preliminaries are explained. The consecutive section presents the methodology for integrating energy storage using a local optimization process into a global optimization heuristic. The following section will explain how the local optimization process works with the inclusion of private constraints. Finally, the results of the simulations of the whole system will be discussed, and a conclusion will be drawn.

2 RELATED WORK

The energy dispatch problem has been addressed with central approaches like linear programming (LP) or dynamic programming (DP) [33]. In [19] the authors compare the metaheuristics particle swarm optimization (PSO), genetic algorithms, and cuckoo search (CS) to solve this problem. They also showed that CS was able to find a semi-optimal solution 135 times as fast as a dynamic programming algorithm. The general problem with central approaches in our context is that it is not sufficient to cover different stakeholders of DERs due to privacy aspects. Further, LP and DP are not suitable for Pareto optimization algorithmic-wise. While some approaches for the distributed energy scheduling problem with energy storage have been presented [24, 25, 39, 12], none of them realizes the integration of a local objective. Besides, using well-known distributed mechanisms like distributed gradient descent (DGD) [34] or the alternating direction method of multipliers (ADMM) [43] may generally not be possible due to constraining mathematical requirements for the objective function. In this terms, combinatorial methods [21, 22, 17] can provide better flexibility and privacy advantages.

In [6], the authors introduced a decentralized support-vector-machine-based concept, which values privacy, but is unable to integrate energy storage due to the sampling-based approach, thus leading to a repeatedly needed time-consuming training phase. Furthermore, in [5], the example heuristic COHDA used in this work
is extended to a multi-objective distributed algorithm using the evolutionary metaheuristic. Although the approach seems similar due to the usage of an evolutionary algorithm, the presented concept differs w.r.t local constraints: As they have to be published following the approach from Bremer et al., it is not applicable in a multi-stakeholder setting because of privacy aspects. In [4], which is about the inclusion and optimal integration of local objectives in COHDA, an evolutionary algorithm was used to determine an optimal balance between a local and a global objective. This is useful to integrate local objectives but does not reflect the specific requirements resulting from highly flexible energy storage.

To be able to perform a Pareto optimization without weighting, metaheuristic algorithms are the default choice [9]. Moreover, there exists plenty of algorithms for this task, e.g., [26, 14, 30, 23, 10]. We tested some of these without success. We conclude that none of them could be feasible to be used in this context, as the valid solution space of energy storage optimization problems is sparse, and due to the state of energy storage, the dependencies of energy values in different time intervals are complex.

To sum up, state of the art lacks algorithms that can integrate energy storage in fully distributed energy scheduling approaches having the following abilities:

- Preserving private data of different stakeholders, and
- Efficiently searching solutions considering local objectives, thus allowing for multi-purpose usage of energy storage.

The first gap will be tackled by developing a novel extension for COHDA, allowing a local schedule optimization with respect to the local objective and the objective of some coalition. For the second, we will present GABHYME, an algorithm based on the evolutionary metaheuristic with novel recombination, mutation, and repairing mechanisms to perform a multi-objective optimization.

3 GENERAL SYSTEM SETTING

Before starting with the technical details, this section will introduce the type of system setting and its challenge.

The system we are looking at consists of several participants using energy storage. An agent represents each participant, and we assume it is economically rational to team up for a VPP to fulfill some product. In this work, we will exemplarily consider active power supply. To jointly fulfill a product, the participants in a VPP must negotiate during which interval and which participant provides how much. Additionally, we assume that single participants try to share a minimal amount of information about themselves. As a consequence, privacy-preserving distributed optimization is necessary to aggregate power supply schedules for fulfilling a specific target product. As reasoned in the previous sections, COHDA complies with these requirements and is a fit for that setting. However, in the case of energy storage, COHDA is hardly useful due to the enormous flexibility and its need to express these in a concrete schedule set. Furthermore, especially energy storages have a strong incentive to utilize remaining flexibility besides the distributed aggregation.

That said, we define a simplified example scenario to explain the system setting further. Assume there is one pumped storage plant (PSP), one household with a solar power plant (SPP) and battery storage, and a medium-sized industrial demand with a battery. Each is represented by an agent, and they teamed up intending to fulfill some given product target schedule. Besides, every agent has a different local objective. For example, the household storage optimizes local demand matching, the industry battery performs peak shaving, and the PSP uses its capacity to realize a profit with variations in the energy market (arbitrage). The local objectives must be considered when negotiating the VPP’s objective (the global objective) to reach all these goals. As a result, at least two objectives should be considered when generating the schedules for each energy resource.

4 MODEL FOUNDATION

To be applicable to different energy storage technologies, an abstract and technology-independent model is needed. The purpose of the model is to describe the state of charge (SoC) over time. So we need a mapping charged/discharged power to SoC dependent on the time, respectively the interval number.

The abstract energy storage model from [41] is used in this work. It comprises four different attributes of energy storage:

- power limits for charging/discharging
- capacity
- charge/discharge-efficiency
- self-discharge.

In this work, the storage management equation from [41] will be used with minor notational adaptions. It is defining the storage power $P(t)$, depends on the set power $P_{set}$ at time $t$ and is calculated as follows:

\[
P(t) = \begin{cases} 
\frac{P_{max}}{t} & \text{for } 0 < L(t) < 1 \land \frac{P_{set}}{t} \geq \frac{P_{max}}{t} \\
\frac{P_{set}}{t} & \text{for } 0 < L(t) < 1 \land \frac{P_{max}}{t} \geq \frac{P_{set}}{t} > 0 \\
0 & \text{for } 0 < L(t) \leq 1 \land \frac{P_{set}}{t} < -\frac{P_{max}}{t} \\
-\frac{P_{max}}{t} & \text{for } 0 < L(t) \leq 1 \land \frac{P_{set}}{t} \geq -\frac{P_{max}}{t}
\end{cases}
\]  

Hereby, $P_{max}$ are constants for the upper charging/discharging limit and $t$ is the time. The state of energy of the storage $L(t)$ is expressed as a differential equation:

\[
C_L \frac{dL(t)}{dt} = -\frac{C_L \cdot L(t)}{\tau} + P(t) \cdot \left[ \frac{n_{ch} \text{ if } P(t) > 0 \text{ (charge)}}{1 \text{ if } P(t) > 0 \text{ (discharge)}} \right]
\]

Therein $C_L$ is the capacity, $L$ is the state of charge, $\tau$ is the self-discharge time constant, $P(t)$ is the power charged/discharged at time $t$, and $P_{max}$ are the charging/discharge efficiencies of the storage. Instead of $t$, an interval number $i$ will be used in this work. Each interval lasts a defined number of minutes (e.g., 15). Therefore $\tau$ is chosen accordingly. For the sake of brevity, we will omit the formalization of the time mappings.

5 BASIC ALGORITHM AND EXTENSIONS

In the subsequent sections, the COHDA heuristic [17], which has been used as basis for the presented work, is introduced, and the extension done by this work is presented.

5.1 COHDA

COHDA is a distributed optimization heuristic developed with a focus on energy scheduling using a multi-agent system. An agent,
in this context, is a unit that can sense the environment and react accordingly. In its simplest form, an agent represents one DER (other variants are possible, including sub-aggregations, but will not be discussed here for reasons of brevity). All agents are connected using an arbitrary connected topology. Hinrichs describes the problem as $MC-COP$ (Multiple Choice Combinatorial Optimization Problem), which is about selecting a set of solutions from a solution space, minimizing the distance of the sum to a target solution. In the energy scheduling application of COHDA, the target solution is an OS [16], which is an ordered set of active power values describing at which interval how much power should be aggregated. The solution candidate is a cluster schedule (CS).

Every agent, denoted by the index $a$, defines a set of feasible OS $R_a$ with $0 \leq a < n_{\text{agent}}$, where $n_{\text{agent}}$ is the number of agents. Thereby it is not specified how this set has to be generated. The heuristic is executed by each agent in three different steps:

1. (update) The agent receives the current solution of its neighbours and eventually updates its own if their solution is better.
2. (choose) Eventually, the agent adopts its own choice to optimize the solution.
3. (send) If the agent finds a better solution with respect to the global optimization target, it will send it to all neighbours.

These three steps will get executed by every agent until no better solutions are found. It is proven that COHDA will always converge to a solution. Details on prerequisites and further characteristics of the heuristic are given in [17]. For the work presented here, we reduced the presentation of COHDA to the necessary details.

5.2 Extension

At this point, the necessary extensions and modifications of COHDA for multi-criteria storage operation are introduced. The work presented here aims to establish a parallel local optimization process running in the background at every agent, which participates in the schedule optimization with COHDA. This concept is visualized in figure 1. The extension addresses the following three challenges:

1. Local optimization: how to generate the operational schedules?
2. Global optimization: how to integrate the local optimization?
3. Termination: how to handle termination if a parallel local optimization exists?

The first part directly tackles the problem of efficient solution space searching and protecting private data. The other two are necessary to integrate the approach in the fully distributed heuristic COHDA.

**Local optimization.** A local optimization is running in parallel to the global optimization, continuously generating new high-quality OS due to a local and the global COHDA objective. The optimization is explained in detail in section Local Optimization.

**Global optimization.** All generated OS which are locally acceptable are added to the set of feasible OS $R_a$. To determine whether an OS is acceptable, the decider is introduced. The decider uses a threshold, which is defined using the pre-optimization. The fitness of the best pre-optimized solution is multiplied by the relative threshold to determine the minimum fitness for new operational schedules. The decider will allow adding an OS if the schedule’s local fitness is above this absolute threshold $\phi$. Therefore, it contributes to resolving conflicting objectives. After a solution has been picked, only the global fitness will matter. The pre-optimization is equivalent to the local optimization but uses the local objective only.

Another fundamental difference is the start indication for the three COHDA steps: update, choose, send. Only starting this step-chain with receiving a message is impossible because $R_a$ is not an immutable set anymore due to continuously adding new OS generated by the local optimization. Consequently, the three steps also start with changing the set $R_a$.

**Termination.** Lastly, the termination criterium has to be changed. COHDA will terminate when no agent chooses an improving OS, but the local optimization continuously generates new OS, which might be better. To handle this, the local optimization uses a Kalman-filter [20] to determine whether significantly better OS with regard to a local criteria are continuously getting found. When the improvement becomes too slow, the generation process will terminate. As a consequence, the global optimization must not stop before every local optimization is finished. In practice, one should relax this to avoid very long negotiations.

These modifications result in the overall procedure, outlined in figure 1 and algorithm 1. Therein $m$ is the first message received. It is assumed that the agents are already connected to each other according to their topology. The influence of the concrete topology is neglected here; the interested reader can find more information about this in [18].

![Fig. 1. Local optimization and global optimization](image)

**Algorithm 1** Schematic overall procedure per agent $a$

1. **procedure** HANDLEFIRSTMESSAGE($m$)
2. $R_a = \text{STARTLOCALOPTIMIZATION}(m)$ \rightarrow pre-optimization
3. $\text{GLOBALOPTIMIZATION}(m, R_a)$ \rightarrow init global optimization
4. **while** isLOCALOPTIMIZATIONNOTDONE() **do**
5. $R_a = \text{GETNEWOPERATIONALSCHEDULES}()$
6. **if** NEWMESSAGEORSCHEDESABLES AVAILABLE($R_a$) **then**
7. $\text{GLOBALOPTIMIZATION}(m, R_a)$ \rightarrow global optimization
8. **STOP()**
9. **POSTRESULT()**

Because the local optimization surely terminates at some point, this extension does not modify any property of COHDA relevant to
the convergence and termination proofs from Hinrichs in [17]. As a result, the proofs are still valid for the extended version.

6 LOCAL OPTIMIZATION

In this section, the local optimization responsible for generating the OS is described. First, a solution representation is introduced, second, the objectives and constraints are defined, and last, the solving procedure is explained.

In figure 2, the environment of the storage is depicted. For the objective local SDM, it is assumed that the storage belongs to a coupled power plant. Also, there is an energy market of which we have perfect knowledge.

6.1 Objectives

In the local optimization, a multi-criteria maximization problem with respect to the global objective and some local objectives is solved. Therefore a solution to the problem is defined as follows.

\[
G = \{(s_1, P(1)), (s_\ldots, P(\ldots)), (s_{n\text{interval}}, P(n_{\text{interval}}))\}
\]

\[
G_L = \{(s_1, L(1)), (s_\ldots, L(\ldots)), (s_{n\text{interval}}, L(n_{\text{interval}}))\}
\]

\[
S = \{\text{buy, sell, charge, discharge, local SDM}\}
\]

with \(0 < i \leq n_{\text{interval}}\), \(s_i \in S\) and \(n_{\text{interval}} \in \mathbb{N}\).

\(G\) is the power representation consisting of tuples of a strategy and the active power. \(G_L\) is the load state representation, where the power is expressed with the energy storage’s charge state. The variable \(n_{\text{interval}}\) is the number of intervals. Finally, \(S\) denotes the set of strategies. A strategy determines what has to be done with the paired power value and is necessary to implement different objectives. Our objective is to create operational schedules which fit the global optimization with COHDA and optimize with respect to the local objective. The following equation is the first objective.

\[
\max_{x_{a,g}} \left(-c_{\text{target}} - \sum_{a=1}^{n_{\text{agent}}} \sum_{g=1}^{n_{\text{schedule}}} (U_{a,g} \cdot x_{a,g})\right)
\]

with \(\sum_{g=1}^{n_{\text{schedule}}} x_{a,g} = 1\)

\(x_{a,g} \in \{0, 1\}, a = 1, \ldots, n_{\text{agent}}, g = 1, \ldots, n_{\text{schedule}}\).

Therein the variable \(c_{\text{target}}\) is the target OS of COHDA, which is a set of active power, \(x_{a,g}\) is a binary decision variable for the choice of the \(g\)th OS of the agent with index \(a\), \(U_{a,g}\) is the \(g\)th schedule of an agent with index \(a\). Therefore \(n_{\text{schedule}}\) is the number of OS of an agent with index \(a\), and \(n_{\text{agent}}\) is the number of agents.

As a next step, the local objectives follow.

\[
\max_{p_{\text{sell}}} \sum_{i=1}^{n_{\text{interval}}} \left(d(i) \cdot p_{\text{sell}}(i) - c(i) \cdot p_{\text{buy}}(i)\right)
\]

\[
\max_{p_{\text{dis}}} \sum_{i=1}^{n_{\text{interval}}} \left(c(i) \cdot \left(\max(H_i, 0) - p_{\text{dis}}(i) - \max(H_i, 0)\right)\right)
\]

\[
\max_{D_e} \left(\Delta H_p \cdot p_{\text{cost}}\right)
\]

with \(\Delta H_p = (\max(D_e) - \max(H + D_e))\)

\[
c, d : \mathbb{N} \to \mathbb{R}
\]

\[E = (c, d),\]

Equation (4) defines the objective arbitrage, where it is about earning money with the fluctuation of the energy market. The mapping \(c\) is the cost to buy energy at interval \(i\), \(d\) describes the money to earn when selling energy in \(i\). The functions \(p_{\text{sell}}(i)\) and \(p_{\text{buy}}(i)\) represent the energy to sell/buy in \(i\) Furthermore, the equation (5) describes the money saved when using power for the local supply-demand matching (local SDM) instead of buying it from the energy market. Here, \(p_{\text{dis}}(i)\) is the energy planned for the local SDM in the interval \(i\), \(H_i\) is power consumption in the interval \(i\) of a household/industry. The last objective is represented by equation (6), which is about peak shaving to reduce costs. The variable \(H\) is hereby the load profile of the household/industry, \(D_e\) is the power discharge profile of the energy storage, \(\Delta H_p\) is the peak energy demand reduction amount done by the storage, and \(p_{\text{cost}}\) is the cost constant for peak energy, given by the energy vendor.

6.2 Constraints

If the storage is coupled with a generator, charging is constrained to the generated output. Consequently for all mappings, representing the OS of the coupled DER, \(I: \mathbb{N} \to \mathbb{R}\) with \(j = 1, \ldots, n_{\text{der}}\) the following condition holds.

\[
\forall(j_i, P(i)) \in G : s_i = \text{charge} \Rightarrow P(i) \leq I_j(i) \text{ with } 0 \leq i < n_{\text{interval}}.
\]

Moreover, the strategy has to be consistent with the set power, meaning if the strategy is “buy”, it is impossible to choose \(P(i) < 0\).

\[
\forall(j_i, P(i)) \in G : P(i) > 0 \Rightarrow s_i \in \{\text{buy, charge}\}
\]

\[
\forall(j_i, P(i)) \in G : P(i) < 0 \Rightarrow s_i \in \{\text{sell, discharge, local SDM}\}
\]

with \(0 \leq i < n_{\text{interval}}\)

Additionally, the constraints, defined by the energy model are applied by definition of the OS (see equation (1) and (2)).

6.3 GABHYME

In this section the metaheuristic algorithm Gaussian Brush Hybrid Memetic Evolutionary (GABHYME) is presented. It can solve the previously introduced multi-criteria problem and, therefore, will be used to generate the OS in the local optimization. GABHYME is based on the evolutionary metaheuristic [0] and can be characterized as \((\mu + \lambda)\)-Evolutionary Algorithm (EA). It combines a novel...
heuristically cut-point recombination with a hybrid mutation operator, consisting of local search and gaussian random-based search. The algorithm has five parameters: planning horizon $n_{\text{interval}}$, population size $\mu$, number of generations $\kappa$, generation size $\lambda$, number of parents $\rho$. The chosen approach to set these parameters optimally is presented in the appendix. The flow is written as pseudocode in algorithm 2. The next paragraphs will introduce the methods used one by one.

Algorithm 2 GABHYME

1: procedure Evo($n_{\text{interval}}$, $\mu$, $\kappa$, $\lambda$, $\rho$)
2: $V_R = \emptyset$
3: $V_P = \text{INITPOP}(\mu$, $n_{\text{interval}}$)
4: best$_c$, best$_b$, fitness$_{\text{last}}$ = None
5: restart$_{\text{count}}$ = 0
6: for $k$ times do
7: $V_G = \emptyset$
8: for $l$ times do
9: $V_E = \text{SELECTPARENTS}(V_P$, $\rho$)
10: $V_S = \text{RECOMBINE}(V_E$, $\rho$)
11: $V_S = \text{MUTATE}(V_S)$
12: $V_G = V_G \cup V_S$
13: $V_P = \text{SELECT}(V_P \cup V_G$, $\mu$)
14: best$_c$ = choose solution of $V_P$ with maximal fitness
15: if best$_k$ is None or fit(best$_k$) \textless fit(best$_c$) then
16: $V_R = V_R \cup best_c$
17: best$_k$ = best$_c$
18: if restart$_{\text{count}} > \frac{n_{\text{interval}}}{\kappa}$ then \textproc{population restart}
19: if fit(best$_k$) - fitness$_{\text{last}}$ \leq 0.01 then
20: \hspace{1em} $r = \text{int}(\frac{L}{2})$
21: \hspace{1em} $V_P = V_P[0 : r] \cup \text{INITPOP}(\mu - r$, $n_{\text{interval}}$)
22: restart$_{\text{count}} = 0$
23: fitness$_{\text{last}} = \text{fit}(\text{best}_c)$
24: restart$_{\text{count}}$ = restart$_{\text{count}} + 1$
25: return $V_R$

6.3.1 Fitness-function. A fitness function is needed to rate solutions due to the objectives and constraints. In the algorithm, the objective functions of the previous section are used for that. To integrate the constraints, a penalty function is necessary. We define it so that the fitness is set to $-\infty$ when a constraint violation has been detected. This approach is called death-penalty [28].

6.3.2 Solution-repairing. Although most operations try to preserve the validity of the solution, it can not be guaranteed (for example, when the recombination gets executed). To avoid breaking solutions with high fitness values, a repairing routine will be used, which is able to repair the constraints limits, consistency, and satisfiability. When violating the limits of the storage, a simple clipping routine will get executed (analog to equation (1)). If the consistency is violated, a random allowed strategy in $S$ will be used. Also, the power will be clipped to the storage maximal power limits.

6.3.3 Self-adaptive mutation step size. In this algorithm a concept called self adaptive mutation step size is used [38]. The idea is to optimize the mutation step size $\sigma$ together with the solution. So every solution is paired with its mutation step size.

\[
\sigma = e^{-\frac{22}{2} \cdot N(0, 1)}
\]

When a solution mutates the step size mutates as well, using the equations (8) for initializing and updating $\sigma$. The advantage of this approach is to enable fine control of mutation by the solution itself, following the idea that solutions with high fitness values will be created with high fitness mutation step sizes. However, because of the load state and the high restrictions for the state, the problem results in a cluttered and sparse solution space, and every solution has other requirements for the step size. The value 0.22 as constant is used because of a recommendation in [2].

6.3.4 Mutation. The mutation is a hybrid memetic operator integrating the sampling of values from a normal distribution (referred to by gaussian brush). It consists of two parts: the random-based explorative mutation and the local search approach. The latter is responsible for the exploitation and is based on the local search heuristic. For one element in $G_t$, the load state will be step-wise adjusted within a valid interval, and it is checked whether the new solution outperforms the old one. While $i_m$ is the number of the step, the equation (9) calculates the load state. The variable $b_{\text{lower}}$ is the lower, and $b_{\text{upper}}$ is the upper boundary. Furthermore, $l$ is the load state to be altered, $b$ is the bound to be considered, and $i_{\text{new}}$ is the new load state to be tested.

\[
i_{\text{new}} = l + \text{SIGMOID}(i_m) \cdot (b - l)
\]

with $0 \leq i_m < 5$ and $b \in \{ b_{\text{lower}}, b_{\text{upper}} \}$

\[
\text{SIGMOID}(x) = \frac{1}{1 + e^{1.5x - 5}}
\]

6.3.5 Recombination. The recombination operation has to fulfill two requirements: it should preserve the validity, and high fitness solutions should be able to pass on attributes to following generations. Therefore, a recombination operation is proposed, which recombines an interval of each parent’s OS using the most similar cutting point. For example when there are two parents, the first step is to find the values $L_a(i) \in G_{t_a}$ and $L_b(i) \in G_{t_b}$ so that $|L_a(i) - L_b(i)|$ is minimal. This search is done on the interval $[r_s, r_e]$, with $r_s = r_m - \text{int} (\frac{L}{2})$, $r_e = \text{max}(r_m + \frac{L}{2}, r_s + 1)$, $r_m = r_n \cdot i_r$, $r_n = \text{int}(\frac{L_{\text{interval}}}{\rho})$. The variable $i_r$ is the index of the interval (see algorithm 4), $\rho$ is the number of parents, $L_a(i)$, $L_b(i)$ are the load state values for the OS $a$, $b$ in the interval $i$, and $G_{t_a}$, $G_{t_b}$ are the parent OS $a$ and $b$.

6.3.6 Initialization. At the population’s initialization step, the most important thing is generating diverse but valid solutions to enable an extensive exploration of the solution space. Therefore, for each solution and interval, a random strategy and fitting amount of power for charging/discharging are chosen. Also, the initial mutation step size is set (see equation 8).
Algorithm 3 EA: Mutation

1: function mutate(solution)
2:     (σ, G) = solution
3:     σ = σ · e^{-0.22 · N(0, 1)}
4:     G_L = state of charge representation of G
5:     if RANDOM() ≥ 0.5 then
6:         i = choose random index of tuple in G_L  // exploration
7:         g = gaussian distribution N(0, 0.5) with size σ · interval
8:         Add σ · g to load state values of G_L starting at i
9:     Set random index of G_L to a random strategy
10:    Repair solution G_L with regard to the constraints
11:    else
12:       t_G = choose random tuple of G_L  // exploitation
13:       l = load state of t_G
14:       (b_{lower}, b_{upper}) = calc. valid S.o.C. range for t_G
15:       best = t_G
16:       for li = 0; li < 5; li = li + 1 do
17:           for bi in {b_{lower}, b_{upper}} do
18:               i_{new} = choose for l_{new} a fitting strategy for t_G
19:               G_L^{i_{new}} = original solution G_L with t_{new}_{G_L}
20:               if FFT(G_L^{i_{new}}) > FFT(G_L) then
21:                   best = t_{new}_{G_L}
22:       Replace the tuple in G_L with best
23:       return (σ, G)

Algorithm 4 EA: Recombination

1: function recombine(V_E, ρ)
2:     result = Ø
3:     R_l = Ø
4:     V_E = state of charge representation of V_E
5:     for i_r = 1; i_r < |V_E|; i_r = i_r + 1 do
6:         r_a = int(ρ · interval)
7:         r_m = r_a · i_r
8:         r_s = max(r_m + r_a, r_s + 1)
9:         R_l = R_l ∪ min_{index}|V_{E,l} ∩ [r_s : r_e] - V_{E,l-1} ∩ [r_s : r_e]|
10:    result = combine parents V_E at the indices R_l.
11:    return result

6.3.7 Multi-criteria Extension. There are two typical ways to integrate multiple objectives in metaheuristic optimization: Pareto-optimization and combining the objectives by multiplying some weight or translating it to some common unit. In this work, both approaches are used and evaluated separately.

Pareto. As we consider, without loss of generality, only two objectives (local and global) at the same time, the NSGA-II selection operator, can be applied [10] for Pareto-optimization. NSGA-II has two different phases; first, the solutions get divided into fronts, and second, within each front, they get sorted by the descending crowding distance. The first step is needed to find all non-dominated solutions, while the second introduces a quality measure for those instances. For GABHYME, this can just be seen as the selection operation.

Normalization. The second approach is normalizing the value ranges of both objectives. Here we will exploit the attribute that the fitness value range of the global objective is known, and the local objective range can be guessed via pre-optimization as described in the previous section. To implement this approach, the local and global fitness will be normalized as follows:

\[ g_{norm}(x) = 1 - \frac{g(x)}{\|\phi\|_{1}} \]
\[ f_{norm}(x) = \min \left( \frac{f(x)}{\phi}, 1 \right) \]

Therein \( f_{norm}(x) \) is the local fitness normalized with respect to the absolute threshold \( \phi \), while \( g_{norm}(x) \) is the global fitness normalized using the norm of the target OS \( \phi_{target} \) for COHDA, \( g(x) \) is the global objective (see equation (3)), \( f(x) \) is the local objective.

6.3.8 Termination. For the termination, GABHYME will use the approach described in [27], which uses the MGBM (after the authors' surnames) criterion with a special parameterized Kalman-Filter to detect a lack of change in the fitness. For more information, see the original paper [27]. In general, the work does not depend on any specific termination algorithm, so it is possible to change this choice without side effects on other components.

7 SYSTEM EXAMPLE

To conclude the methodology, we present an example of the overall systems procedure. It is assumed there are three agents (household-, industry- and PSP-agent) configured as introduced in section 3, and GABHYME Pareto will be used as local optimization.

First, each of the three agents starts a pre-optimization using GABHYME in a single-objective variant. In this pre-optimization, only the local objective of each agent matters: local SDM eq. (5), arbitrage eq. (4), and peak shaving eq. (6). The fitness of the best solution \( f_b \) will determine the actual threshold \( \phi = \phi_{b} - f_{b} \) to determine if a schedule is feasible. Here, \( \phi_{b} \) is the relative threshold. After the pre-optimization is finished, the global COHDA negotiation starts, and every agent has at least an initial schedule set with a length of one. At this point also, the parallel local optimization (e.g., GABHYME with NSGA-II) will start to generate fitting schedules with respect to two objectives, the local and the global. Every time new non-dominated solutions are found, they will be passed to the COHDA negotiation and inserted in the schedule set if their local fitness exceeds the threshold. This process runs until the local optimization terminates (see 6.3.8) and an ordinary COHDA optimization remains with fixed size schedule sets.

8 EVALUATION

In this section, the system will be evaluated using two different scenarios as the local objectives may appear on different network levels. The first scenario represents a negotiation on the transmission level and the second on distribution level. An overview is shown in figure 3. Using GABHYME, each scenario will get executed twice, once...
with the normalization and once with the Pareto method (referred to by GABHYME-N and GABHYME-P).

Additionally, we evaluate two different baseline methods to show the effectiveness compared to typical schedule generation strategies. First, we apply an ordinary evolutionary algorithm instead of GABHYME. Second, we evaluate a random sampling approach with the raw COHDA heuristic. The EA uses standard techniques: a self-adaptation controlled random mutation operator [38] with basic solution repairing, no recombination due to the high risk of breaking the solution, and the NSGA-II selection operator [10]. So it mainly differs from GABHYME in terms of the mutation operator, the recombination operator, and the loss of the ability to restart the population. Two variants are applied, similar to GABHYME, the normalization, and the Pareto method. In the following, we refer to them as EA-N and EA-P. The sampling approach naively randomly generates 10,000 valid schedules, which COHDA will use to find a suitable CS. Consequently, that method does not use the full extension presented in section 5.2.

In the evaluation, we will consider the robustness and effectiveness of the approach. For robustness, the median, the average, standard deviation, and outliers are considered. The effectiveness will be measured with the fulfillment rate of the target OS. This rate can be calculated using $g_{\text{norm}}$ (see equation (10)). Regarding the quality of the solutions, we will calculate a relative measure, referred to as local quality (LQ):

$$LQ_{m,a} = \frac{f_{\text{local}}(G_{a,m})}{\max_x(f_{\text{local}}(G_{a,x}))}$$

(11)

$LQ_{m,a}$ is the relative local solution quality of a single method $m$ for an agent $a$. The average of this metric over all agents is defined as $LQ_m$ or short LQ-value.

The first scenario consists of eight agents, five representing big industries applying a battery and the objective peak shaving. Furthermore, there is a PSP agent and two agents controlling solar power plants. The local test cases were described above. Each industry uses a different load profile. The capacity of the PSP will be scaled down to 10%. As a communication topology, a complete graph is used. The target OS $c_{\text{target}}$ is depicted in figure 4a.

The second scenario consists of six agents: one representing a small industry applying a battery and the objective peak shaving, three more controlling batteries coupled to solar power plants, and households. The last two are predefined generation profiles of SPPs. The local test cases were described above. Furthermore, a complete graph is used as a topology. The target OS is depicted in figure 5a.

Besides the single solution quality of the negotiation, it is crucial to determine the robustness of the approach because of its large basis on randomness. To accomplish this, the simulation scenarios have been executed ten times.

8.1 Local test setup

The objective functions for peak shaving, local SDM and arbitrage imply three different local setups. The data is based on real data from households, industries, and the energy market. The storage model will be parameterized using specifications of real-world storage. The planning horizon is 96 using 15 minute intervals. The storage parameters are shown in table 2.

8.1.1 Arbitrage. This test case will use the following technical data, based on the PSP Kirchentellinsfurt from table 2. Furthermore, the interval 30.03.2018 12:00 AM — 31.03.2018 12:00 AM in the region DE/AT/LU is chosen as market data [8].

8.1.2 Peak shaving. For peak shaving a price of 16.49 Cent/kWh is assumed (average price for industries in 2018 with an electrical consumption of 2000 — 20.000 MWh [13]. Two load profiles will be used, one based on a small industry and the other on big industry. The data is part of the data set used by Tiemann et al. [41].

8.1.3 Local SDM. For local SDM, a storage with a coupled solar power plant is assumed as part of a household. As consumer electricity price, the average 29.47 Cent/kWh of 2018 is used. The storage parameters are based on a technical product sheet of the RUSOL GmbH [11]. A profile of the solar power plant in Kronberg is used [7]. The household profile used is part of the data set of Tjaden et al. [42].

8.2 Scenarios

The extension will be evaluated using two scenarios, as presented in figure 3. The evolutionary methods will use the parameters listed in table 3.

![Local SDM diagram](image)

Fig. 3. Evaluation Overview: The top depicts local test setups, including their objectives; the bottom shows the two evaluation scenarios in which the different agents with their local setup are displayed.

8.3 Results

The numerical results are shown in table 1, the corresponding box-plots are depicted in figures 4e and 5e. Besides, there are several figures showing representative single runs of the evaluated methods (figures 4a-d and 5a-d). Hereby, a and b show the cluster schedules resulting from GABHYME, and c and d are the fitness histories of the global objective, respectively, the normalized combined local and global fitness. The local solutions are shown in the appendix (figure 9, 10, 11, and 12).
1st Scenario. At first look, the target schedule was fulfilled by GABHYME pretty closely, especially GABHYME-N has a high median compared to the other algorithms. Further, considering the evolutionary methods, the histories of COHDA’s objective function (see figure 4c) have a typical logarithmic shape, except for the first 50 seconds, where several performance jumps happen. These can also be seen in 4d, especially with the industry agents. The reason for this could be a slow reaction to the flexibility of the other agents due to the partly incomplete knowledge about them. Also, it is often a sign of escaping a local extreme point, especially considering the cluttered solution space. Compared to the baseline, it is clear that GABHYME dominates in terms of the defined metrics. The EA-N stagnates quickly, mainly caused by two agents who cannot find suitable schedules within their environment. This is also not a one-time effect, EA-N is consistently unstable, as shown in 4e. EA-P shows a way better and more robust result but is also slightly off regarding median and average. Moreover, as repeatedly discussed, the sampling approach is insufficient for energy storage, most likely due to the large solution space.

For GABHYME-P, the chosen solutions and their Pareto fronts are shown in figure 12. Looking at the LQ-values, it generates the best local solutions among the methods while obtaining a competitive fulfillment rate.

While GABHYME-N has two severe outliers and therefore is less robust than most of the other methods, the biggest problem with GABHYME-P is the precision. A reason can be an insufficient mutation control or too few iterations, respectively a too aggressive stopping criterium. The fitness curve also supports the latter point.

2nd Scenario. The CS of GABHYME-N largely matches the target OS, starting at interval 20. However, the prior intervals are much harder to fulfill because the batteries have to coordinate their initial energy (10% load). In this scenario, as seen in the first scenario, a similar difference exists between the baseline methods and GABHYME regarding the fulfillment rate. Nevertheless, in this scenario, EA-N is more robust. Consequently, the difference is much less severe.

For GABHYME-N, optimization success started very late when looking at the solution fitness histories. One reason is that COHDA needs some ramp-up time before everybody knows each other. Another reason might be that the single local objectives in this scenario are relatively easy to maximize, which leads to high fitness pre-optimization solutions, making it hard to find feasible solutions in multi-criteria optimization. The baseline EA methods show similar but less severe behavior.

The target OS of GABHYME-P was fulfilled with an average rate of around 74%. This is a low rate compared to the normalization approach. There are many slots where the target cannot be reached, especially since the first and last 20 slots are far from the target. As the generators are mostly SPPs, it makes sense that it is especially problematic to manage the slots where no generation is achieved. However, GABHYME-P shows a clear improvement to the baseline EA-P. The sampling approach proves again not to be feasible.

Robustness. The result of the first test case with normalization is robust, with minimal fluctuations regarding the fulfillment rate. However, two outliers are massively underperforming (see figure 4e) The Pareto variant has a bit more fluctuation but no outliers. Excluding outliers, the robustness of GABHYME in the second test
case (see figure 5e) is way worse with respect to the solution distribution. However, the standard deviation of GABHYME and the baseline EA is lower overall. The Pareto approach is, by all means, less robust.

From what we could observe, the available flexibility and the number of generators mainly (and therefore agents) influence the robustness because higher flexibility and more agents make it easier to reach the target values without losing too much local value from a single agent’s perspective. This means, the robustness of the approach would highly depend on the scenario and how to handle multiple objectives. However, this is just a hypothesis from the two scenarios, and further work is needed to analyze and justify this more thoroughly.

9 CONCLUSION

In this work, an extension for distributed schedule optimization has been proposed, which is capable of integrating energy storage. A multi-criteria algorithm has been developed, whose responsibility is to preselect high-fitness OS for storage. Besides the objective of the chosen basic heuristic COHDA, three different local objectives were tested in this work: peak shaving, local SDM, and arbitrage. Two approaches to integrating the local objective have been presented and evaluated in a comprehensive system test. In this test, the robustness and effectiveness of the approaches have been evaluated. Due to the reduction of the solution space and the number of possible OS, the extension is capable of integrating storage in the energy scheduling process with distributed schedule optimization algorithms like COHDA. The evaluation shows that the approach leads to solutions with high fitness values concerning the global objective and at least profitable solutions regarding the defined model from a local perspective. Moreover, the approach preserves all relevant characteristics of COHDA, like the termination and convergence [17].

On the problem side, it should be noted that the solutions are locally far from the optimal solution concerning fitness. One problem of the algorithm is the scaling regarding the planning horizon, which is due to the need to choose a strategy, not optimal. It is an option to switch the algorithmic approach completely, for example, by switching the metaheuristic, combining, or even replacing it with other heuristics. Besides the EA, the GWO [29] and the FireFly [44] metaheuristics were applied to the presented scenarios. However,
both got dominated by the EA pretty heavily regarding the solution quality. So they were excluded from this paper. In conclusion, one general problem regarding metaheuristics is the lack of formal performance guarantees. To solve this, metaheuristic algorithms would have to be omitted entirely, leading to a loss of flexibility in terms of defining the fitness function and the necessity to determine some suitable weights for different objectives.

10 FUTURE WORK
Many scenarios with energy storage could be investigated to check the general approach. For example, demand-side management could be seen as a household with energy storage and different local constraints.

Besides defining more, mainly financial objectives, it will also be necessary to include ecological objectives or at least some cost for disadvantageous ecological OS.

The most important thing to do is to improve the algorithms for solving the multi-criteria problem. In general, the critical part is the mutation itself. In this work, an approach has been used, which is meant to scale with the planning horizon, but also should be feasible for exploitation. The main problem is the balance between exploration and exploitation operators. Therefore, we implemented a random choice, which might be improvable.

Lastly, we did not consider system scalability in our evaluation, as we did not determine this as a major issue of the extension itself. However, in future work, it has to be shown that the approach scales as expected.
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The evaluation of the number of parents is ambiguous. There are differences in the impact depending on the objective. For peak shaving, it seems to be advantageous not to use the recombination at all, while for arbitrage, the use of four parents seems to be optimal. As a result, the parameters listed in table 3 are used in the evaluation.
Table 2. All storages used in the evaluation.

| Name                                  | Efficiency | Discharge | Charge | Load in kWh | Self-discharge in % | Capacity in kWh | Charge | Discharge |
|---------------------------------------|------------|-----------|--------|-------------|--------------------|-----------------|--------|-----------|
| Energy storage model based on the     | 0.8        | 0.8       | 0      | 6000        | 0                  | 1300            | 1300   |
| PSP Kirchentellinsfurt [15]            |            |           |        |             |                    |                 |        |
| Big energy storage for peak shaving [41]| 0.92       | 0.92      | 17.77  | 177.7       | 0                  | 117.6           | 117.6  |
| Small energy storage for peak shaving [41]| 0.92       | 0.92      | 3.33   | 33.3        | 0                  | 8.25            | 8.25   |
| Energy storage for local SDM [11]      | 0.81       | 0.81      | 0.512  | 5.12        | 0                  | 1.65            | 2.4    |

Table 3. Algorithm parameters

| Objective     | \(\mu\) | \(\rho\) | \(\kappa\) |
|---------------|---------|---------|-----------|
| Arbitrage     | 30      | 4       | 30        |
| Peak shaving  | 8       | 1       | 24        |
| Local SDM     | 8       | 2       | 30        |
Fig. 9. Locally chosen OS – 1. Scenario with normalization

Fig. 10. Locally chosen OS – 1. Scenario with Pareto optimization
Fig. 11. Locally chosen OS – 2. Scenario with normalization

(a) Industry one: chosen OS
(b) Industry one: Pareto front
(c) Household one: chosen OS
(d) Household one: Pareto front
(e) Household two: chosen OS
(f) Household two: Pareto front
(g) Household three: chosen OS
(h) Household three: Pareto front

Fig. 12. Locally chosen OS – 2. Scenario with Pareto optimization