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Abstract. This article is concerned with the isospectral problem

\[-f'' + \frac{1}{4}f = z \omega f + z^2 \nu f\]

for the periodic conservative Camassa–Holm flow, where \(\omega\) is a periodic real distribution in \(H^{-1}_{\text{loc}}(\mathbb{R})\) and \(\nu\) is a periodic non-negative Borel measure on \(\mathbb{R}\).

We develop basic Floquet theory for this problem, derive trace formulas for the associated spectra and establish continuous dependence of these spectra on the coefficients with respect to a weak\(^*\) topology.

1. Introduction

In this article, we are interested in direct spectral theory for the isospectral problem of the conservative Camassa–Holm flow in the periodic setting. The Camassa–Holm equation

\[u_t - u_{xxt} = 2u_x u_{xx} - 3uu_x + uu_{xxx}\]

has become one of the most extensively studied partial differential equations during the last few decades. Due to the vast amount of literature devoted to various aspects of this equation, we only refer to a brief selection of articles [4, 5, 6, 7, 12, 13, 14, 25, 28, 34] containing further information. For an arbitrary but fixed period \(\ell > 0\), the natural phase space \(D_{\text{per}}\) for the periodic conservative Camassa–Holm flow is defined as follows; compare [27, Definition 2.4].

Definition 1.1. The set \(D_{\text{per}}\) consists of all pairs \((u, \mu)\) such that \(u\) is an \(\ell\)-periodic, real-valued function in \(H^1_{\text{loc}}(\mathbb{R})\) and \(\mu\) is an \(\ell\)-periodic, non-negative Borel measure on \(\mathbb{R}\) with

\[\mu(B) \geq \int_B u(x)^2 + u'(x)^2 \, dx\]

for every Borel set \(B \subseteq \mathbb{R}\).
Associated with each pair \((u, \mu)\) in \(D_{\text{per}}\) is a spectral problem of the form

\[-f'' + \frac{1}{4} f = z \omega f + z^2 v f,\]  

(1.3)

where \(\omega = u - u''\) is an \(\ell\)-periodic real distribution in \(H^{-1}_{\text{loc}}(\mathbb{R})\) and the \(\ell\)-periodic non-negative Borel measure \(v\) on \(\mathbb{R}\) is defined such that

\[\mu(B) = \int_B u(x)^2 + u'(x)^2 \, dx + v(B)\]  

(1.4)

for every Borel set \(B \subseteq \mathbb{R}\). Due to the low regularity of the coefficients, this differential equation has to be understood in a distributional sense in general (see Section 2 below for details). The relevance of the spectral problem (1.3) stems from the fact that it serves as an isospectral problem for the conservative Camassa–Holm flow; see [17, 20, 21].

Virtually the entire literature dedicated to the periodic isospectral problem for the conservative Camassa–Holm flow deals with the case when the measure \(v\) vanishes identically and the coefficient \(\omega\) obeys additional smoothness or positivity restrictions. More precisely, a fairly complete spectral picture of the problem

\[-f'' + \frac{1}{4} f = z \omega f\]  

(1.5)

has been given in [9, 10, 13] when \(\omega\) is at least a continuous function. Under the additional assumption that \(\omega\) is sufficiently smooth and positive, the inverse spectral problem for (1.5) has been considered in [8, 11, 30]. Somewhat related in this context, smooth finite gap solutions of the Camassa–Holm equation, respectively its two-component generalization, have been studied in [13, 19, 25]. Another kind of finite gap solutions, periodic multi-peakon solutions of the form

\[u(x, t) = \sum_{k \in \mathbb{Z}} \sum_{n=1}^{N} p_n(t)e^{-|x - q_n(t) - k\ell|},\]  

(1.6)

also constitute a reasonably well-studied class. It has been shown in [1, 2, 4, 5] that in this case, the coefficient \(\omega\) in (1.5) can be recovered from the associated spectral data, which led to a representation of periodic multi-peakon solutions in terms of theta functions. However, a complete solution of the corresponding inverse spectral problem in this situation has been given only recently in [24] by considering the generalized differential equation (1.3). We point out again that this modification of the isospectral problem is in full accordance with the notion of global conservative solutions of the Camassa–Holm equation; see [27, 29].

Our aim in the present article is to develop some basic direct spectral theory for the isospectral problem (1.3) with periodic coefficients covering the entire natural phase space \(D_{\text{per}}\). We first start with a brief discussion of the differential equation (1.3) in Section 2, including several necessary facts about solutions. Section 3 then introduces the associated spectra (periodic/antiperiodic as well as Dirichlet) and other useful quantities like the Floquet discriminant. In the following section, we derive trace formulas for these spectra, which play a crucial role for inverse spectral theory, as well as sharp lower bounds for (the moduli of) the periodic/antiperiodic eigenvalues. We then proceed to show in Section 5 that the spectra depend continuously on the coefficients with respect to a weak* topology. It should be mentioned here that continuous dependence and sharp lower bounds
for the periodic eigenvalues have been established recently in [8] for the definite case, when the measure \( \nu \) vanishes identically and the distribution \( \omega \) is positive.

**Notation.** Let us first introduce several spaces of functions and distributions. We denote with \( H^1_{\text{loc}}(\mathbb{R}) \), \( H^1(\mathbb{R}) \) and \( H^1_c(\mathbb{R}) \) the usual Sobolev spaces:

\[
H^1_{\text{loc}}(\mathbb{R}) = \left\{ f \in AC_{\text{loc}}(\mathbb{R}) \mid f' \in L^2_{\text{loc}}(\mathbb{R}) \right\},
\]

(1.7)

\[
H^1(\mathbb{R}) = \left\{ f \in H^1_{\text{loc}}(\mathbb{R}) \mid f, f' \in L^2(\mathbb{R}) \right\},
\]

(1.8)

\[
H^1_c(\mathbb{R}) = \left\{ f \in H^1(\mathbb{R}) \mid \text{supp}(f) \text{ compact} \right\}.
\]

(1.9)

Furthermore, the space of distributions \( H^{-1}_{\text{loc}}(\mathbb{R}) \) is the topological dual of \( H^1_c(\mathbb{R}) \) and the space \( H^1_{\text{per}}(\mathbb{R}) \) consists of all \( \ell \)-periodic functions in \( H^1_{\text{loc}}(\mathbb{R}) \), that is,

\[
H^1_{\text{per}}(\mathbb{R}) = \left\{ f \in H^1_{\text{loc}}(\mathbb{R}) \mid f(x + \ell) = f(x) \text{ for all } x \in \mathbb{R} \right\},
\]

(1.10)

where \( \ell > 0 \) is a fixed given period.

For integrals of a function \( f \) which is locally integrable with respect to a Borel measure \( \nu \) on an interval \( I \), we will employ the convenient notation

\[
\int_x^y f \, d\nu = \begin{cases} 
\int_{[x,y)} f \, d\nu, & y > x, \\
0, & y = x, \\
-\int_{[y,x)} f \, d\nu, & y < x,
\end{cases} \quad x, y \in I,
\]

(1.11)

rendering the integral left-continuous as a function of \( y \). If the function \( f \) is locally absolutely continuous on \( I \) and \( g \) denotes a left-continuous distribution function of the measure \( \nu \), then we have the integration by parts formula

\[
\int_x^y f \, d\nu = g f|_y^x - \int_x^y g(\xi) f'(\xi) \, d\xi, \quad x, y \in I,
\]

(1.12)

which will be used occasionally throughout this article.

Given real numbers \( \eta_i \) indexed by some set \( \mathcal{I} \) such that there are only finitely many \( \eta_i \) with \( |\eta_i| \geq \varepsilon \) for every positive \( \varepsilon \), we introduce the notation

\[
\sum_{i \in \mathcal{I}}^{\leftrightarrow} \eta_i = \lim_{\varepsilon \downarrow 0} \sum_{i \in \mathcal{I}} \eta_i, \quad |\eta_i| \geq \varepsilon
\]

(1.13)

provided that the limit exists. Similarly, subject to existence, we shall write

\[
\prod_{i \in \mathcal{I}}^{\leftrightarrow} (1 - \eta_i z) = \lim_{\varepsilon \downarrow 0} \prod_{i \in \mathcal{I}} (1 - \eta_i z), \quad z \in \mathbb{C},
\]

(1.14)

where the limit is meant to be taken in the topology of locally uniform convergence. The limit in (1.14) exists if and only if the limit in (1.13) exists and the sum

\[
\sum_{i \in \mathcal{I}} \eta_i^2
\]

(1.15)

is finite. In this case, upon denoting the entire function in (1.14) with \( \Lambda \), we have

\[
\sum_{i \in \mathcal{I}} \eta_i = -\dot{\Lambda}(0), \quad \sum_{i \in \mathcal{I}} \eta_i^2 = \dot{\Lambda}(0)^2 - \ddot{\Lambda}(0).
\]

(1.16)
2. The basic differential equation

Throughout this article, we fix a period $\ell > 0$ and let $(u, \mu)$ be a pair in $D_{\text{per}}$. Associated with such a pair is an $\ell$-periodic distribution $\omega$ in $H^1_{\text{loc}}(\mathbb{R})$ defined by

$$\omega(h) = \int_{\mathbb{R}} u(x)h(x)\,dx + \int_{\mathbb{R}} u'(x)h'(x)\,dx, \quad h \in H^1_{\text{loc}}(\mathbb{R}),$$

(2.1)

so that $\omega = u - u''$ in a distributional sense, as well as an $\ell$-periodic non-negative Borel measure $\mu$ on $\mathbb{R}$ that satisfies

$$\mu(B) = \int_{\mathbb{R}} u(x)^2 + u'(x)^2\,dx + v(B)$$

(2.2)

for every Borel set $B \subseteq \mathbb{R}$. We consider the differential equation

$$-f'' + \frac{1}{4}f = z\omega f + z^2\mu f,$$

(2.3)

where $z$ is a complex spectral parameter. Of course, this differential equation has to be understood in a distributional way in general; compare [17, 23, 26, 33]. All of the facts stated without proofs in this section may be found in [17, Appendix A], [18, Appendices A and B], [22].

Definition 2.1. A solution of (2.3) is a function $f \in H^1_{\text{loc}}(\mathbb{R})$ such that

$$\int_{\mathbb{R}} f'(x)h'(x)\,dx + \frac{1}{4}\int_{\mathbb{R}} f(x)h(x)\,dx = z\omega(fh) + z^2\int_{\mathbb{R}} fh\,dv$$

(2.4)

for every function $h \in H^1_{\text{loc}}(\mathbb{R})$.

Let us emphasize here that, in general, the derivative of such a solution will only be a locally square integrable function.

Lemma 2.2. If the function $f$ is a solution of the differential equation (2.3), then there is a unique left-continuous function $f^{[1]}$ such that

$$f^{[1]} = f' - zu'f$$

(2.5)

almost everywhere. The function $f^{[1]}$ satisfies

$$f^{[1]}|_x^y = \frac{1}{4} \int_x^y f(\xi)\,d\xi - z \int_x^y u(\xi)f(\xi) + u'(\xi)f'(\xi)\,d\xi - z^2 \int_x^y f\,dv$$

(2.6)

for all $x, y \in \mathbb{R}$.

We will refer to the function $f^{[1]}$ as the quasi-derivative of a solution $f$. A simple integration by parts turns (2.6) in Lemma 2.2 into the useful identity

$$\int_x^y f'(\xi)h'(\xi)\,d\xi + \frac{1}{4} \int_x^y f(\xi)h(\xi)\,d\xi = f^{[1]}|_x^y + z \int_x^y u(\xi)f(\xi)h(\xi) + u'(\xi)(fh)'(\xi)\,d\xi + z^2 \int_x^y fh\,dv$$

(2.7)

for all $x, y \in \mathbb{R}$ as long as the function $h$ belongs to $H^1_{\text{loc}}(\mathbb{R})$. The quasi-derivative also allows us to state existence and uniqueness results for initial value problems.

Corollary 2.3. For every $a \in \mathbb{R}$ and $d_1, d_2 \in \mathbb{C}$, there is a unique solution $f$ of the differential equation (2.3) with the initial conditions

$$f(a) = d_1, \quad f^{[1]}(a) = d_2.$$

(2.8)

If $d_1, d_2$ and $z$ are real, then the solution $f$ is real-valued as well.
It is also possible to introduce a Wronskian $W(f, g)$ of two solutions $f$ and $g$.

**Corollary 2.4.** For any two solutions $f, g$ of the differential equation (2.3), there is a unique complex number $W(f, g)$ such that

$$W(f, g) = f(x)g'(x) - f'(x)g(x)$$

(2.9)

for almost all $x \in \mathbb{R}$. The number $W(f, g)$ is zero if and only if the functions $f$ and $g$ are linearly dependent.

We proceed with a result about continuous dependence of solutions to initial value problems of the form in Corollary 2.3 on the coefficients of the differential equation. In order to state it, let $(u_k, \mu_k)$ be a sequence of pairs in $D_{\text{per}}$ and define corresponding distributions $\omega_k$ in $H^{-1}_{\text{loc}}(\mathbb{R})$ and non-negative Borel measures $\nu_k$ in the same way as for $(u, \mu)$.

**Lemma 2.5.** Fix $a \in \mathbb{R}$, $d_1, d_2 \in \mathbb{C}$ and let $f$ be the solution of the differential equation (2.3) with the initial conditions (2.8). Suppose that the measure $\nu$ has no mass in $a$, that the functions $u_k$ converge to $u$ weakly in $H^1_{\text{loc}}(\mathbb{R})$ and that

$$\int_{\mathbb{R}} u'_k(x)^2 h(x) dx + \int_{\mathbb{R}} h dv_k \to \int_{\mathbb{R}} u'(x)^2 h(x) dx + \int_{\mathbb{R}} h dv$$

(2.10)

for all functions $h \in C_c(\mathbb{R})$. Then the solutions $f_k$ of the differential equation

$$-f''_k + \frac{1}{4} f_k = z \omega_k f_k + z^2 \nu_k f_k$$

(2.11)

with the initial conditions

$$f_k(a) = d_1, \quad f_k^{[1]}(a) = d_2,$$

(2.12)

converge to $f$ weakly in $H^1_{\text{loc}}(\mathbb{R})$ and the quasi-derivatives $f_k^{[1]}$ converge to $f^{[1]}$ in $L^2_{\text{loc}}(\mathbb{R})$ as well as in every point where the measure $\nu$ has no mass.

Let us fix an arbitrary base point $a \in \mathbb{R}$ and consider the fundamental system of solutions $c(z, \cdot), s(z, \cdot)$ of the differential equation (2.3) with the initial conditions

$$c(z, a) = s^{[1]}(z, a) = 1, \quad c^{[1]}(z, a) = s(z, a) = 0,$$

(2.13)

for every $z \in \mathbb{C}$. Note that when $z$ is zero, we have explicitly

$$c(0, x) = \cosh\left(\frac{x-a}{2}\right), \quad s(0, x) = 2 \sinh\left(\frac{x-a}{2}\right), \quad x \in \mathbb{R}.$$  

(2.14)

We are now going to collect some further useful properties of these solutions.

**Proposition 2.6.** For each $x \in \mathbb{R}$, the functions

$$z \mapsto c(z, x), \quad z \mapsto c^{[1]}(z, x), \quad z \mapsto s(z, x), \quad z \mapsto s^{[1]}(z, x),$$

(2.15)

are real entire of Cartwright class with only nonzero real and simple roots (as long as $x$ differs from $a$) and for every bounded set $K \subset \mathbb{R}$ there are constants $A, B \in \mathbb{R}$ such that

$$|c(z, x)|, |c^{[1]}(z, x)|, |s(z, x)|, |s^{[1]}(z, x)| \leq Ae^{B|z|}, \quad z \in \mathbb{C}, \quad x \in K.$$  

(2.16)

---

1A sequence of functions $g_k$ converges to some $g$ weakly in $H^1_{\text{loc}}(\mathbb{R})$ if and only if the restricted functions $g_k|_I$ converge to $g|_I$ weakly in $H^1(I)$ for every compact interval $I$. 
Moreover, we have

\[
    \dot{c}(0, x) = \cosh\left(\frac{x - a}{2}\right)(u(x) - u(a)) - \sinh\left(\frac{x - a}{2}\right) \int_a^x u(\xi)d\xi, \tag{2.17}
\]

\[
    \dot{c}^{[1]}(0, x) = -\frac{1}{2} \sinh\left(\frac{x - a}{2}\right)(u(x) + u(a)) - \frac{1}{2} \cosh\left(\frac{x - a}{2}\right) \int_a^x u(\xi)d\xi, \tag{2.18}
\]

and

\[
    \dot{s}(0, x) = 2 \sinh\left(\frac{x - a}{2}\right)(u(x) + u(a)) - 2 \cosh\left(\frac{x - a}{2}\right) \int_a^x u(\xi)d\xi, \tag{2.19}
\]

\[
    \dot{s}^{[1]}(0, x) = -\cosh\left(\frac{x - a}{2}\right)(u(x) - u(a)) - \sinh\left(\frac{x - a}{2}\right) \int_a^x u(\xi)d\xi, \tag{2.20}
\]

as well as

\[
    \ddot{c}(0, x) = \cosh\left(\frac{x - a}{2}\right)(u(x) - u(a))^2 + \cosh\left(\frac{x - a}{2}\right)\left(\int_a^x u(\xi)d\xi\right)^2 \tag{2.21}
\]

\[
    -2 \sinh\left(\frac{x - a}{2}\right)(u(x) - u(a)) \int_a^x u(\xi)d\xi - 2 \sinh\left(\frac{x - a}{2}\right) \int_a^x d\mu
\]

\[
    +2 \int_a^x u(\xi)^2 \sinh\left(\frac{\xi - \frac{x + a}{2}}{2}\right)d\xi + 2 \int_a^x \sinh\left(\xi - \frac{x + a}{2}\right)d\mu(\xi),
\]

\[
    \ddot{c}^{[1]}(0, x) = \frac{1}{2} \sinh\left(\frac{x - a}{2}\right)(u(x) + u(a))^2 + \frac{1}{2} \sinh\left(\frac{x - a}{2}\right)\left(\int_a^x u(\xi)d\xi\right)^2 \tag{2.22}
\]

\[
    +\cosh\left(\frac{x - a}{2}\right)(u(x) + u(a)) \int_a^x u(\xi)d\xi - \cosh\left(\frac{x - a}{2}\right) \int_a^x d\mu
\]

\[
    -\int_a^x u(\xi)^2 \cosh\left(\xi - \frac{x + a}{2}\right)d\xi - \int_a^x \cosh\left(\xi - \frac{x + a}{2}\right)d\mu(\xi),
\]

and

\[
    \ddot{s}(0, x) = 2 \sinh\left(\frac{x - a}{2}\right)(u(x) + u(a))^2 + 2 \sinh\left(\frac{x - a}{2}\right)\left(\int_a^x u(\xi)d\xi\right)^2 \tag{2.23}
\]

\[
    -4 \cosh\left(\frac{x - a}{2}\right)(u(x) + u(a)) \int_a^x u(\xi)d\xi - 4 \cosh\left(\frac{x - a}{2}\right) \int_a^x d\mu
\]

\[
    +4 \int_a^x u(\xi)^2 \cosh\left(\xi - \frac{x + a}{2}\right)d\xi + 4 \int_a^x \cosh\left(\xi - \frac{x + a}{2}\right)d\mu(\xi),
\]

\[
    \ddot{s}^{[1]}(0, x) = \cosh\left(\frac{x - a}{2}\right)(u(x) - u(a))^2 + \cosh\left(\frac{x - a}{2}\right)\left(\int_a^x u(\xi)d\xi\right)^2 \tag{2.24}
\]

\[
    +2 \sinh\left(\frac{x - a}{2}\right)(u(x) - u(a)) \int_a^x u(\xi)d\xi - 2 \sinh\left(\frac{x - a}{2}\right) \int_a^x d\mu
\]

\[
    -2 \int_a^x u(\xi)^2 \sinh\left(\xi - \frac{x + a}{2}\right)d\xi - 2 \int_a^x \sinh\left(\xi - \frac{x + a}{2}\right)d\mu(\xi).
\]

We note that differentiation with respect to the spectral parameter is denoted with a dot and always meant to be done after taking quasi-derivatives.
Remark 2.7. It is possible to show that the exponential types of the entire functions in (2.15) are all the same and given by the modulus of the integral

$$\int_a^x \rho(\xi) d\xi,$$

where $\rho$ is the square root of the Radon–Nikodým derivative of the absolutely continuous part of the measure $\nu$ (with respect to the Lebesgue measure).

3. Spectra

For an arbitrary but fixed base point $a \in \mathbb{R}$, we first introduce the monodromy matrix $M$ via

$$M(z) = \begin{pmatrix} c(z, a + \ell) & s(z, a + \ell) \\ c^{[1]}(z, a + \ell) & s^{[1]}(z, a + \ell) \end{pmatrix}, \quad z \in \mathbb{C},$$

as well as the Floquet discriminant $\Delta$ by

$$\Delta(z) = \frac{\text{tr} M(z)}{2} = \frac{c(z, a + \ell) + s^{[1]}(z, a + \ell)}{2}, \quad z \in \mathbb{C}.$$ (3.1)

It follows readily from Lemma 2.2 and Corollary 2.4 that the determinant of $M(z)$ equals one for all $z \in \mathbb{C}$. The qualitative behavior of the real entire function $\Delta$ on the real line is captured by the following result.

Lemma 3.1. All zeros of $\Delta$ are real, non-zero and simple. Moreover, if $\Delta(z) = 0$ for some $z \in \mathbb{R}$, then $|\Delta(z)| \geq 1$ and $\Delta(z) \Delta'(z) < 0$ unless $\Delta$ is constant.

Proof. Let us suppose that $z \in \mathbb{C}$ is a zero of the Floquet discriminant $\Delta$. Since the determinant of $M(z)$ equals one, this implies that i is an eigenvalue of the matrix $M(z)$. Thus there is a nontrivial solution $f$ of the differential equation (2.3) such that $f(a + \ell) = i f(a)$ and $f^{[1]}(a + \ell) = i f^{[1]}(a)$. Setting $h = z^{f^*}$, $x = a$ and $y = a + \ell$ in (2.7) before taking the imaginary part then gives

$$\left( \int_a^{a+\ell} |f'(\xi)|^2 d\xi + \frac{1}{4} \int_a^{a+\ell} |f(\xi)|^2 d\xi + \int_a^{a+\ell} |zf|^2 d\nu \right) \text{Im} z = 0.$$ (3.3)

As the expression in the brackets is positive, we may conclude that $z$ is real.

In order to compute the derivative of the Floquet discriminant $\Delta$, we first introduce the solutions $c_{\ell}(z, \cdot), s_{\ell}(z, \cdot)$ of the differential equation (2.3) given by

$$c_{\ell}(z, x) = s^{[1]}(z, a + \ell)c(z, x) - c^{[1]}(z, a + \ell)s(z, x),$$

$$s_{\ell}(z, x) = -s(z, a + \ell)c(z, x) + c(z, a + \ell)s(z, x),$$

for every $x \in \mathbb{R}$ and $z \in \mathbb{C}$, so that they satisfy the initial conditions

$$c_{\ell}(z, a + \ell) = s^{[1]}_{\ell}(z, a + \ell) = 1, \quad c^{[1]}_{\ell}(z, a + \ell) = s_{\ell}(z, a + \ell) = 0,$$

at the point $a + \ell$. Upon choosing $f = c(z, \cdot)$ in (2.6) and replacing $f'$ using the quasi-derivative, we differentiate with respect to $z$ to obtain

$$\frac{d}{dz} [c^{[1]}(z, \cdot)]^y_x = \frac{1}{4} \int_x^y \delta(z, \xi) d\xi - z \int_x^y u(\xi) \delta(z, \xi) + u'(\xi) c^{[1]}(z, \xi) d\xi - \int_x^y u(\xi) c(z, \xi) + u'(\xi) c^{[1]}(z, \xi) d\xi - 2z \int_x^y u'(\xi)^2 c(z, \xi) d\xi - z^2 \int_x^y u'(\xi)^2 \delta(z, \xi) d\xi - 2z \int_x^y c(z, \xi) d\nu(\xi) - z^2 \int_x^y \delta(z, \xi) d\nu(\xi).$$
for every \(x, y \in \mathbb{R}\) and \(z \in \mathbb{C}\). Employing the integration by parts formula \((1.12)\), this gives the identity
\[
\dot{c}(z, a + \ell) = c(z, \cdot) s^{[1]}(z, \cdot) - \dot{c}^{[1]}(z, \cdot) s(z, \cdot)_{a}^{[a + \ell]} = \phi_{z}(c(z, \cdot) s(z, \cdot)), \quad z \in \mathbb{C},
\]
after some calculations, where \(\phi_{z}(f)\) is defined by
\[
\phi_{z}(f) = \int_{a}^{a + \ell} u(x) f(x) + u'(x) f'(x) \, dx + 2z \int_{a}^{a + \ell} f \, dv, \quad f \in H_{1}^{1}(\mathbb{R}).
\]
Furthermore, in much the same manner, we also obtain
\[
-\dot{s}^{[1]}(z, a + \ell) = \phi_{z}(c_{\ell}(z, \cdot) s(z, \cdot)), \quad z \in \mathbb{C}.
\]
After plugging in \((3.3)\), these two equations add up to
\[
\Delta(z) = \frac{c^{[1]}(z, a + \ell)}{2} \phi_{z}(s(z, \cdot)^{2}) - \frac{s(z, a + \ell)}{2} \phi_{z}(c(z, \cdot)^{2}) + \frac{c(z, a + \ell) - s^{[1]}(z, a + \ell)}{2} \phi_{z}(c(z, \cdot) s(z, \cdot)), \quad z \in \mathbb{C}.
\]
Moreover, as long as \(s(z, a + \ell)\) is non-zero, we get
\[
-\frac{2 \Delta(z)}{s(z, a + \ell)} = \phi_{z}(\psi_{-}(z, \cdot) \psi_{+}(z, \cdot)), \quad (3.6)
\]
where \(\psi_{-}(z, \cdot)\) and \(\psi_{+}(z, \cdot)\) are the (nontrivial) solutions of \((2.3)\) given by
\[
\psi_{\pm}(z, x) = c(z, x) + \frac{\Delta(z) - c(z, a + \ell) \pm \sqrt{\Delta(z)^{2} - 1}}{s(z, a + \ell)} s(z, x), \quad x \in \mathbb{R}.
\]
Now suppose that \(\Delta(z) = 0\) for some \(z \in \mathbb{R}\). If \(s(z, a + \ell)\) is zero, then
\[
c(z, a + \ell) s^{[1]}(z, a + \ell) = \det M(z) = 1
\]
and therefore
\[
2|\Delta(z)| = |c(z, a + \ell) + s^{[1]}(z, a + \ell)| = |c(z, a + \ell) + c(z, a + \ell)^{-1}| \geq 2.
\]
Otherwise \(s(z, a + \ell)\) is non-zero and thus the right-hand side of \((3.6)\) equals zero. Now if \(|\Delta(z)|\) was less than one, then we would have \(\psi_{-}(z, \cdot) = \psi_{+}(z, \cdot)^{*}\) and using \((2.7)\), the right-hand side of \((3.6)\) would turn into
\[
\frac{1}{z} \left( \int_{a}^{a + \ell} |\psi_{+}'(z, x)|^{2} \, dx + \frac{1}{4} \int_{a}^{a + \ell} |\psi_{+}(z, x)|^{2} \, dx + \int_{a}^{a + \ell} |z \psi_{+}(z, x)|^{2} \, dv(x) \right) \neq 0,
\]
which constitutes a contradiction. This shows that \(|\Delta(z)| \geq 1\) in either case. In particular, it guarantees that all zeros of \(\Delta\) are simple and we are left to note that the last claim is true for any non-constant real entire function of Cartwright class with only real and simple zeros. \(\square\)

Let us now consider the spectral problem associated with our differential equation \((2.3)\) on the interval \([a, a + \ell]\) with periodic/antiperiodic boundary conditions. The corresponding periodic/antiperiodic spectrum \(\sigma_{\pm}\) consist of all those \(z \in \mathbb{C}\) for which there is a nontrivial solution \(f\) of the differential equation \((2.3)\) with
\[
\left( \begin{array}{c} f(a) \\ f^{[1]}(a) \end{array} \right) = \pm \left( \begin{array}{c} f(a + \ell) \\ f^{[1]}(a + \ell) \end{array} \right), \quad (3.7)
\]
Under the multiplicity of a periodic/antiperiodic eigenvalue we understand the number of linearly independent solutions of \((2.3)\) that satisfy \((3.7)\).

**Proposition 3.2.** The periodic/antiperiodic spectrum \(\sigma_{\pm}\) is a discrete set of non-zero reals and coincides with the set of zeros of the entire function \(\Delta \mp 1\). Each periodic/antiperiodic eigenvalue’s multiplicity is equal to its multiplicity as a zero of \(\Delta \mp 1\).

**Proof.** Let \(z \in \sigma_{\pm}\) be a periodic/antiperiodic eigenvalue with a corresponding eigenfunction \(f\). If \(z\) was zero, then setting \(h = f^*\), \(x = a\) and \(y = a + \ell\) in \((2.7)\) would yield the contradiction
\[
\int_{a}^{a+\ell} |f'(\xi)|^2 d\xi + \frac{1}{4} \int_{a}^{a+\ell} |f(\xi)|^2 d\xi = f^*[1] = 0.
\]
Moreover, upon setting \(h = z^*f^*, x = a\) and \(y = a + \ell\) in \((2.7)\) and taking the imaginary part gives \((3.3)\), which shows that \(z\) has to be real. Furthermore, it is readily seen that some \(z \in \mathbb{C}\) is a periodic/antiperiodic eigenvalue if and only if \(\pm 1\) is an eigenvalue of the matrix \(M(z)\), which is equivalent to \(\Delta(z) = \pm 1\). In particular, this also shows that the spectrum \(\sigma_{\pm}\) is a discrete set.

Since the zeros of \(\Delta \mp 1\) have multiplicity at most two by Lemma 3.1, it remains to show that a periodic/antiperiodic eigenvalue \(z \in \sigma_{\pm}\) is double if and only if \(\dot{\Delta}(z)\) vanishes. If the eigenvalue \(z\) has multiplicity two, then \(\pm M(z)\) is the identity matrix and \((3.5)\) shows that \(\dot{\Delta}(z)\) is zero. Conversely, if we suppose that \(\dot{\Delta}(z)\) vanishes, then \(s(z, a + \ell)\) has to be zero, since otherwise \((3.6)\) would give a contradiction. It then follows readily that also \(c(z, a + \ell) = s[1](z, a + \ell) = \pm 1\) and consequently \((3.5)\) implies that \(c[1](z, a + \ell) = 0\) and thus \(\pm M(z)\) is the identity matrix. \(\square\)

**Remark 3.3.** It is not difficult to see that the periodic/antiperiodic spectrum (including multiplicities) is independent of the chosen base point \(a\) and thus so is the Floquet discriminant.

Let us now consider the zeros of the entire function \(\Delta^2 - 1\), each of which is non-zero, real and has multiplicity at most two in view of Lemma 3.1. If there are only finitely many positive zeros, then their number (counted with multiplicities) is even since \(\Delta^2 - 1\) is positive at zero as well as for large enough positive values. Thus we may label them in non-decreasing order by
\[
\lambda_1, \lambda_2, \ldots, \lambda_{2I_+ - 1}, \lambda_{2I_+}
\]
for some non-negative integer \(I_+\). When there are infinitely many positive zeros, we set \(I_+ = \infty\) and label them in non-decreasing order by
\[
\lambda_1, \lambda_2, \lambda_3, \lambda_4, \ldots
\]
Taking also into account multiplicities again. In a similar way, if there are only finitely many negative zeros, then their number (counted with multiplicities) is even since \(\Delta^2 - 1\) is positive at zero as well as for large enough negative values. Thus we may label them in non-decreasing order by
\[
\lambda_{-2I_-}, \lambda_{-2I_- + 1}, \ldots, \lambda_{-2}, \lambda_{-1}
\]
for some non-negative integer \(I_-\). When there are infinitely many negative zeros, we set \(I_- = \infty\) and label them in non-decreasing order by
\[
\ldots, \lambda_{-4}, \lambda_{-3}, \lambda_{-2}, \lambda_{-1}
\]
taking also into account multiplicities again. It follows from Lemma 3.1 that these sequences indeed satisfy the inequalities
\[ \cdots \leq \lambda_{-4} < \lambda_{-3} \leq \lambda_{-2} < \lambda_{-1} < 0 < \lambda_1 < \lambda_2 \leq \lambda_3 < \lambda_4 \leq \cdots, \]
where the smallest (in modulus) positive and negative zero is a simple periodic eigenvalue, followed by alternating pairs (except for the last zero when there are only finitely many) of antiperiodic and periodic eigenvalues. Upon introducing the index set
\[ I = \{ i \in \mathbb{Z} \setminus \{0\} | -I_\nu \leq i \leq I_\nu \}, \]
we define the intervals
\[ \Gamma_i = \begin{cases} 
[-\infty, \lambda_{2i}], & i = -I_\nu, \\
[\lambda_{2i-1}, \lambda_{2i}], & -I_\nu < i < 0, \\
[\lambda_{2i}, \lambda_{2i+1}], & 0 < i < I_\nu, \\
[\lambda_{2i}, \infty], & i = I_\nu, 
\end{cases} \]
for each \( i \in I \), called the gaps. A gap \( \Gamma_i \) is called closed if it reduces to a single point and open otherwise. If they exist, the last positive gap \( \Gamma_{I_\nu} \) is called the outermost positive gap and the last negative gap \( \Gamma_{-I_\nu} \) is called the outermost negative gap. The typical behavior of the Floquet discriminant \( \Delta \) and the location of the gaps relative to it is depicted below:

We will next turn to the spectral problem associated with our differential equation (2.3) on the interval \([a, a + \ell]\) with Dirichlet boundary conditions at the endpoints. The corresponding spectrum \( \sigma \) consists of all those \( z \in \mathbb{C} \) for which there is a nontrivial solution \( f \) of the differential equation (2.3) with \( f(a) = f(a + \ell) = 0 \). From unique solvability of initial value problems for our differential equation in Corollary 2.3, we see that such a solution is always unique up to scalar multiples.

**Proposition 3.4.** The Dirichlet spectrum \( \sigma \) is a discrete set of nonzero reals and coincides with the set of zeros of the entire function \( s(\cdot, a + \ell) \), all of which are simple.

**Proof.** In view of Proposition 2.6 it suffices to notice that some \( z \in \mathbb{C} \) is a Dirichlet eigenvalue if and only if \( s(z, a + \ell) \) vanishes. \( \square \)

The location of the Dirichlet spectrum relative to the periodic and antiperiodic spectrum can be described by the following result.

**Lemma 3.5.** Each Dirichlet eigenvalue belongs to one of the gaps. Conversely, except for the outermost gaps, each gap contains exactly one Dirichlet eigenvalue and each outermost gap contains at most one Dirichlet eigenvalue.
Proof. For every $z \in \mathbb{C} \setminus \mathbb{R}$, we consider the solution $\theta_{\pm}(z, \cdot)$ of (2.3) given by
\[
\theta_{\pm}(z, x) = \frac{s(z, a + \ell)c(z, x) - (c(z, a + \ell) \mp 1)s(z, x)}{zs(z, a + \ell)}, \quad x \in \mathbb{R},
\]
and then define the analytic function $M_{\pm}$ on $\mathbb{C} \setminus \mathbb{R}$ by
\[
M_{\pm}(z) = \theta_{\pm}^{[1]}(z, a) z^* \theta_{\pm}(z, a)^* - \theta_{\pm}^{[1]}(z, a + \ell) z^* \theta_{\pm}(z, a + \ell)^*, \quad z \in \mathbb{C} \setminus \mathbb{R}.
\]
Setting $f = \theta_{\pm}(z, \cdot)$, $h = z^* \theta_{\pm}(z, \cdot)^*$, $x = a$ and $y = a + \ell$ in (2.1), we obtain
\[
\frac{M_{\pm}(z) - M_{\pm}(z)^*}{z - z^*} = \int_{a}^{a + \ell} |\theta_{\pm}'(z, \xi)|^2 d\xi + \frac{1}{4} \int_{a}^{a + \ell} |\theta_{\pm}(z, \xi)|^2 d\xi
\]
\[
+ \int_{a}^{a + \ell} |z \theta_{\pm}(z, \xi)|^2 d\nu(\xi), \quad z \in \mathbb{C} \setminus \mathbb{R}.
\]
Thus the function $M_{\pm}$ is a Herglotz–Nevanlinna function and upon noting that
\[
M_{\pm}(z) = -\frac{2\Delta(z) \mp 2}{zs(z, a + \ell)}, \quad z \in \mathbb{C} \setminus \mathbb{R},
\]
the claims follow from the entailing interlacing property of zeros and poles. \qed

Let us finally define a strictly increasing sequence $\kappa_{i} \in \Gamma_{i}$, indexed by $i \in I$, in the following way: For every $i \in I$ such that there is a Dirichlet eigenvalue in the gap $\Gamma_{i}$, we define $\kappa_{i}$ to be this (uniquely determined) eigenvalue. If there is no Dirichlet eigenvalue in the gap $\Gamma_{i}$, then we define $\kappa_{i}$ to be $-\infty$ if $\Gamma_{i}$ is the outermost negative gap and $\kappa_{i}$ to be $\infty$ if $\Gamma_{i}$ is the outermost positive gap. Clearly, the Dirichlet spectrum $\sigma$ consists precisely of all those $\kappa_{i}$ that are finite.

4. Trace formulas

We are now going to collect some trace formulas, which provide relations between the pair $(u, \mu)$ and the periodic/antiperiodic spectrum as well as the Dirichlet spectrum. To this end, let us first enumerate the non-decreasing sequence of periodic/antiperiodic eigenvalues (including multiplicities) as $\lambda_{i}^{\pm}$ with index $i \in I$ in such a way that $\lambda_{i}^{\pm}$ has the same sign as $i$. By means of the Cartwright–Levinson theorem [32, Lecture 17], we thus have the product representation
\[
\Delta(z) \mp 1 = (\cosh(\ell/2) \mp 1) \prod_{i \in I} \left(1 - \frac{z}{\lambda_{i}^{\mp}}\right), \quad z \in \mathbb{C},
\]
for the entire function $\Delta \mp 1$. This allows us to derive trace formulas, which will reappear as conserved quantities for the periodic conservative Camassa–Holm flow.

Proposition 4.1. The first two trace formulas are
\[
\sum_{i \in I} \frac{1}{\lambda_{i}^{\pm}} = -\frac{\sinh(\ell/2)}{\cosh(\ell/2) \mp 1} \int_{a}^{a + \ell} u(x)dx, \quad \ell = 2 \tau,
\]
\[
\sum_{i \in I} \frac{1}{(\lambda_{i}^{\pm})^2} = \frac{1}{\cosh(\ell/2) \mp 1} \left(\int_{a}^{a + \ell} u(x)dx\right)^2 + \frac{2\sinh(\ell/2)}{\cosh(\ell/2) \mp 1} \int_{a}^{a + \ell} du. \quad \ell = 2 \tau.
\]
Proof. By using the identities in Proposition 2.6, we readily obtain

\[ \dot{\Delta}(0) = -\sinh(\ell/2) \int_a^{a+\ell} u(x)dx, \quad (4.4) \]

\[ \ddot{\Delta}(0) = \cosh(\ell/2) \left( \int_a^{a+\ell} u(x)dx \right)^2 - 2 \sinh(\ell/2) \int_a^{a+\ell} d\mu. \quad (4.5) \]

Now the claim follows from the formulas (1.16) applied to the product (4.1).

□

Alternatively, we can add up the individual trace formulas for the periodic eigenvalues and for the antiperiodic eigenvalues to get the identities

\[ \sum_{i \in \mathbb{Z}^+} \frac{1}{\lambda_i^+} + \sum_{i \in \mathbb{Z}^-} \frac{1}{\lambda_i^+} = 2 \coth(\ell/2) \int_a^{a+\ell} u(x)dx, \quad (4.6) \]

\[ \sum_{i \in \mathbb{Z}^+} \frac{1}{(\lambda_i^+)^2} + \sum_{i \in \mathbb{Z}^-} \frac{1}{(\lambda_i^-)^2} = \frac{2}{\sinh^2(\ell/2)} \left( \int_a^{a+\ell} u(x)dx \right)^2 + 4 \coth(\ell/2) \int_a^{a+\ell} d\mu. \quad (4.7) \]

Apart from this, the second trace formula (4.3) immediately provides a lower estimate for the moduli of the periodic/antiperiodic eigenvalues.

Corollary 4.2. For every \( \lambda \in \sigma_\pm \) we have the bound

\[ \frac{1}{\lambda^2} \leq \frac{\pm 1}{\cosh(\ell/2) + 1} \left( \int_a^{a+\ell} u(x)dx \right)^2 + 2 \sinh(\ell/2) \cosh(\ell/2) \int_a^{a+\ell} d\mu. \quad (4.8) \]

Under the additional restriction that the periodic/antiperiodic spectrum is positive, the first trace formula (4.2) yields another lower estimate that coincides with the one found in [8, Theorem 4.1] using a different approach.

Corollary 4.3. Suppose that the periodic/antiperiodic spectrum is positive. Then for every \( \lambda \in \sigma_\pm \) we have the bound

\[ \frac{1}{\lambda} \leq \frac{\sinh(\ell/2)}{\cosh(\ell/2) + 1} \int_a^{a+\ell} u(x)dx. \quad (4.9) \]

One should note that the estimates in Corollary 4.2 and Corollary 4.3 are sharp. In fact, equality holds for some \( \lambda \in \sigma_\pm \) if and only if the periodic/antiperiodic spectrum consists precisely of one eigenvalue. That this case indeed occurs can be seen from [24, Theorem 5.4] for example.

In a similar manner as before, we will now exploit the product representation

\[ s(z, a + \ell) = 2 \sinh(\ell/2) \prod_{i \in \mathbb{Z}} \left( 1 - \frac{z}{\kappa_i} \right), \quad z \in \mathbb{C}, \quad (4.10) \]

to derive trace formulas for the Dirichlet spectrum.

Proposition 4.4. We have the identities

\[ \sum_{i \in \mathbb{Z}^+} \frac{1}{\kappa_i} = \coth(\ell/2) \int_a^{a+\ell} u(x)dx - 2u(a), \quad (4.11) \]

\[ \sum_{i \in \mathbb{Z}^+} \frac{1}{\kappa_i^2} = \frac{1}{\sinh^2(\ell/2)} \left( \int_a^{a+\ell} u(x)dx \right)^2 + 2 \coth(\ell/2) \int_a^{a+\ell} d\mu - 8P(a), \quad (4.12) \]

\(^2\)We employ the convention that a fraction with \( \pm \infty \) in the denominator is regarded to be zero.
where $P$ is the $\ell$-periodic function given by

$$P(x) = \frac{1}{4} \int R e^{-|x-\xi|} u(\xi)^2 d\xi + \frac{1}{4} \int R e^{-|x-\xi|} d\mu(\xi), \quad x \in \mathbb{R}. \quad (4.13)$$

\textbf{Proof.} The first identity follows from the first formula in (1.16) applied to the product (4.10) in conjunction with (2.19). For the second identity, we observe that integration by parts turns (2.23) into

$$\tilde{s}(0, a + \ell) = 2 \sinh(\ell/2) \left( \int_a^{a+\ell} u(x) dx \right)^2 - 8 \cosh(\ell/2) u(a) \int_a^{a+\ell} u(x) dx$$

$$- 4 \cosh(\ell/2) \int_a^{a+\ell} d\mu + 8 \sinh(\ell/2) u(a)^2 + 16 \sinh(\ell/2) P(a),$$

upon noting that the function $P$ is a solution of the differential equation

$$P - P'' = \frac{u^2 + \mu}{2}.$$ 

Now the claim readily follows from the second formula in (1.16) applied to the product (4.10). $\blacksquare$

Let us point out that by comparing the trace formulas for the periodic/antiperiodic eigenvalues in (4.6) and (4.7) with the trace formulas for the Dirichlet eigenvalues in (4.11) and (4.12), we see that it is always possible to explicitly recover the quantities $u(a)$ and $P(a)$ from these three spectra.

5. Continuous dependence

The goal of this section is to prove that the periodic/antiperiodic eigenvalues as well as the Dirichlet eigenvalues depend continuously on the pair $(u, \mu)$ with respect to a weak* topology. More precisely, we endow the set $D_{\text{per}}$ with the initial topology with respect to the functionals

$$(u, \mu) \mapsto \int R u(x) h(x) dx + \int R u'(x) h'(x) dx + \int \mu$$

for all functions $h \in H_1^1(\mathbb{R})$ and $g \in C_c(\mathbb{R})$. In order to state our results, let $(u_k, \mu_k)$ be a sequence of pairs in $D_{\text{per}}$ and denote all associated quantities in the same way as for $(u, \mu)$ in the previous sections but with an additional subscript $k$.

\textbf{Theorem 5.1.} If the pairs $(u_k, \mu_k)$ converge to $(u, \mu)$ in $D_{\text{per}}$, then the Floquet discriminants $\Delta_k$ converge locally uniformly to $\Delta$.

\textbf{Proof.} Suppose that the sequence $(u_k, \mu_k)$ converges to $(u, \mu)$ in $D_{\text{per}}$. Upon choosing the test function $h(x) = \begin{cases} e^{2t|x-x_0|} - e^{2t|x-x_0|}, & x \in [x_0 - \ell, x_0 + \ell], \\ 0, & x \notin [x_0 - \ell, x_0 + \ell], \end{cases}$ in (5.1), we see that $u_k$ converges to $u$ in every point $x_0 \in \mathbb{R}$. Moreover, if $I = [c_1, c_2]$ is a compact interval and $h_I$ is a function in $H^1(I)$, then we have

$$\int_I f(x) h_I(x) dx + \int_I f'(x) h_I'(x) dx$$

$$= \int_R f(x) h(x) dx + \int_R f'(x) h'(x) dx - \tanh(\ell/2)(f(c_1) h(c_1) + f(c_2) h(c_2))$$
for every \( f \in H^1_{\text{per}}(\mathbb{R}) \), where \( h \in H^1(\mathbb{R}) \) is defined by

\[
h(x) = \begin{cases} 
  h_I(c_1) \sinh(\ell)^{-1} \sinh(x - c_1 + \ell), & x \in [c_1 - \ell, c_1), \\
  h_I(x), & x \in [c_1, c_2], \\
  h_I(c_2) \sinh(\ell)^{-1} \sinh(c_2 + \ell - x), & x \in (c_2, c_2 + \ell], \\
  0, & x \notin [c_1 - \ell, c_2 + \ell].
\end{cases}
\]

It now follows readily that \( u_k|_I \) converges to \( u|_I \) weakly in \( H^1(I) \), from which we conclude that \( u_k \) converges to \( u \) weakly in \( H^1_{\text{loc}}(\mathbb{R}) \). As this entails locally uniform convergence, we see that

\[
\int_{\mathbb{R}} u_k'(x)^2 g(x) dx + \int_{\mathbb{R}} g \, dv_k = \int_{\mathbb{R}} g \, d\mu_k - \int_{\mathbb{R}} u_k(x)^2 g(x) dx
\]

converges to

\[
\int_{\mathbb{R}} g \, d\mu - \int_{\mathbb{R}} u(x)^2 g(x) dx = \int_{\mathbb{R}} u'(x)^2 g(x) dx + \int_{\mathbb{R}} g \, dv
\]

for all functions \( g \in C_c(\mathbb{R}) \).

Since the Floquet discriminants are independent of the chosen base point \( a \), we can assume that the measure \( \nu \) has no mass in \( a \). By Lemma 2.26 the Floquet discriminants \( \Delta_k \) then converge pointwise to \( \Delta \). In order to show that the convergence is in fact locally uniform, first note that by Proposition 2.20 and Lemma 3.1 the functions \( \Delta_k \) are real entire of Cartwright class with only real and simple roots. Therefore, they belong to the Pólya class (see [15, Theorem VII.2.5] for example) that the periodic/antiperiodic spectrum depends continuously on the pair \((u, \mu)\). That the same is true for the Dirichlet spectrum as well can be seen from our last result.

**Theorem 5.2.** If the pairs \((u_k, \mu_k)\) converge to \((u, \mu)\) in \( D_{\text{per}} \), then the entire functions \( s_k(\cdot, a + \ell) \) converge locally uniformly to \( s(\cdot, a + \ell) \).

**Proof.** Pick a base point \( \tilde{a} \in \mathbb{R} \) such that the measure \( \nu \) has no mass in \( \tilde{a} \) and consider the corresponding fundamental system of solutions \( \tilde{c}_k(z, \cdot) , \tilde{s}_k(z, \cdot) \) of the differential equation (2.11) with the initial conditions

\[
\tilde{c}_k(z, \tilde{a}) = \tilde{s}_k^{[1]}(z, \tilde{a}) = 1, \quad \tilde{c}_k^{[1]}(z, \tilde{a}) = \tilde{s}_k(z, \tilde{a}) = 0,
\]

for every \( z \in \mathbb{C} \). Clearly, we have

\[
s_k(z, x) = \tilde{c}_k(z, a) \tilde{s}_k(z, x) - \tilde{s}_k(z, a) \tilde{c}_k(z, x), \quad x \in \mathbb{R}, \ z \in \mathbb{C},
\]

so that we can apply Lemma 2.25 to the right-hand side, which shows that \( s_k(\cdot, a + \ell) \) converges to \( s(\cdot, a + \ell) \) pointwise. Now the claim follows after another compactness argument as in the proof of Theorem 5.1 using (2.19) and (2.22).

**References**

[1] M. S. Alber, R. Camassa, Y. N. Fedorov, D. D. Holm and J. E. Marsden, The complex geometry of weak piecewise smooth solutions of integrable nonlinear PDE’s of shallow water and Dym type, Comm. Math. Phys. 221 (2001), no. 1, 197–227.
[2] M. S. Alber and Y. N. Fedorov, Algebraic geometrical solutions for certain evolution equations and Hamiltonian flows on nonlinear subvarieties of generalized Jacobians, Inverse Problems 17 (2001), no. 4, 1017–1042.

[3] A. Badanin, M. Klein and E. Korotyaev, The Marchenko–Ostrovski mapping and the trace formula for the Camassa–Holm equation, J. Funct. Anal. 203 (2003), no. 2, 494–518.

[4] R. Beals, D. H. Sattinger and J. Szmigielski, Calogero–Françoise flows and periodic peakons, Theoret. and Math. Phys. 133 (2002), no. 3, 1631–1646.

[5] R. Beals, D. H. Sattinger and J. Szmigielski, Periodic peakons and Calogero–Françoise flows, J. Inst. Math. Jussieu 4 (2005), no. 1, 1–27.

[6] A. Bressan and A. Constantin, Global conservative solutions of the Camassa–Holm equation, Arch. Ration. Mech. Anal. 183 (2007), no. 2, 215–239.

[7] R. Camassa and D. Holm, An integrable shallow water equation with peaked solitons, Phys. Rev. Lett. 71 (1993), no. 11, 1661–1664.

[8] J. Chu, G. Meng and M. Zhang, Continuity and minimization of spectrum related with the periodic Camassa–Holm equation, J. Differential Equations 265 (2018), no. 4, 1678–1695.

[9] A. Constantin, On the spectral problem for the periodic Camassa–Holm equation, J. Math. Anal. Appl. 210 (1997), no. 2, 352–363.

[10] A. Constantin, On the inverse spectral problem for the Camassa–Holm equation, J. Funct. Anal. 155 (1998), no. 2, 352–363.

[11] A. Constantin and J. Escher, Global existence and blow-up for a shallow water equation, Ann. Scuola Norm. Sup. Pisa Cl. Sci. (4) 26 (1998), no. 2, 303–328.

[12] A. Constantin and H. P. McKean, A shallow water equation on the circle, Comm. Pure Appl. Math. 52 (1999), no. 8, 949–982.

[13] A. Constantin and L. Molinet, Global weak solutions for a shallow water equation, Comm. Math. Phys. 211 (2000), no. 1, 45–61.

[14] J. B. Conway, Functions of One Complex Variable, second edition, Graduate Texts in Mathematics, 11, Springer-Verlag, New York-Berlin, 1978.

[15] L. de Branges, Hilbert spaces of entire functions, Prentice-Hall, Inc., Englewood Cliffs, N.J. 1968.

[16] J. Eckhardt, The inverse spectral transform for the conservative Camassa–Holm flow with decaying initial data, Arch. Ration. Mech. Anal. 224 (2017), no. 1, 21–52.

[17] J. Eckhardt, On the inverse spectral method for solving the Camassa–Holm equation, in preparation.

[18] J. Eckhardt, F. Gesztesy, H. Holden, A. Kostenko and G. Teschl, Real-valued algebro-geometric solutions of the two-component Camassa–Holm hierarchy, Ann. Inst. Fourier (Grenoble) 67 (2017), no. 3, 1185–1230.

[19] J. Eckhardt and K. Grunert, A Lagrangian view on complete integrability of the two-component Camassa–Holm system, J. Integrable Syst. 2 (2017), no. 1, xyy002, 14 pp.

[20] J. Eckhardt and A. Kostenko, An isospectral problem for global conservative multi-peakon solutions of the Camassa–Holm equation, Comm. Math. Phys. 329 (2014), no. 3, 893–918.

[21] J. Eckhardt and A. Kostenko, Quadratic operator pencils associated with the conservative Camassa–Holm flow, Bull. Soc. Math. France 145 (2017), no. 1, 47–95.

[22] J. Eckhardt and A. Kostenko, The inverse spectral problem for indefinite strings, Invent. Math. 204 (2016), no. 3, 939–977.

[23] J. Eckhardt and A. Kostenko, The inverse spectral problem for periodic conservative multi-peakon solutions of the Camassa–Holm equation, Int. Math. Res. Not. (to appear), doi: 10.1093/imrn/rny176

[24] F. Gesztesy and H. Holden, Real-valued algebro-geometric solutions of the Camassa–Holm hierarchy, Philos. Trans. R. Soc. Lond. Ser. A Math. Phys. Eng. Sci. 366 (2008), no. 1867, 1025–1054.

[25] F. Gesztesy and R. Weikard, Some remarks on the spectral problem underlying the Camassa–Holm hierarchy, in Operator theory in harmonic and non-commutative analysis, 137–188, Oper. Theory Adv. Appl., 240, Birkhäuser/Springer, Cham, 2014.
16

[27] K. Grunert, H. Holden and X. Raynaud, Periodic conservative solutions for the two-component Camassa–Holm system, in Spectral analysis, differential equations and mathematical physics: a festschrift in honor of Fritz Gesztesy’s 60th birthday, 165–182, Proc. Sympos. Pure Math., 87, Amer. Math. Soc., Providence, RI, 2013.

[28] H. Holden and X. Raynaud, Global conservative solutions of the Camassa–Holm equation—a Lagrangian point of view, Comm. Partial Differential Equations 32 (2007), no. 10-12, 1511–1549.

[29] H. Holden and X. Raynaud, Periodic conservative solutions of the Camassa–Holm equation, Ann. Inst. Fourier (Grenoble) 58 (2008), no. 3, 945–988.

[30] E. Korotyaev, Inverse spectral problem for the periodic Camassa–Holm equation, J. Nonlinear Math. Phys. 11 (2004), no. 4, 499–507.

[31] M. Langer and H. Woracek, Indefinite Hamiltonian systems whose Titchmarsh–Weyl coefficients have no finite generalized poles of non-positive type, Oper. Matrices 7 (2013), no. 3, 477–555.

[32] B. Ya. Levin, Lectures on Entire Functions, Transl. Math. Mon. 150, Amer. Math. Soc., Providence, RI, 1996.

[33] A. M. Savchuk and A. A. Shkalikov, Sturm–Liouville operators with distribution potentials, Trans. Moscow Math. Soc. 2003, 143–190.

[34] Z. Xin and P. Zhang, On the weak solutions to a shallow water equation, Comm. Pure Appl. Math. 53 (2000), no. 11, 1411–1433.

Department of Mathematical Sciences, Loughborough University, Loughborough LE11 3TU, UK, and Faculty of Mathematics, University of Vienna, Oskar-Morgenstern-Platz 1, 1090 Wien, Austria
E-mail address: J.Eckhardt@lboro.ac.uk; jonathan.eckhardt@univie.ac.at
URL: http://homepage.univie.ac.at/jonathan.eckhardt/

Faculty of Mathematics, University of Ljubljana, Jadranska 19, 1000 Ljubljana, Slovenia, and Faculty of Mathematics, University of Vienna, Oskar-Morgenstern-Platz 1, 1090 Wien, Austria
E-mail address: Aleksey.Kostenko@fmf.uni-lj.si; Oleksiy.Kostenko@univie.ac.at
URL: http://www.mat.univie.ac.at/~kostenko/

Faculty of Mathematics, University of Vienna, Oskar-Morgenstern-Platz 1, 1090 Vienna, Austria
E-mail address: noema.nicolussi@univie.ac.at