Automated Defect Recognition as a Critical Element of a Three Dimensional X-ray Computed Tomography Imaging-Based Smart Non-Destructive Testing Technique in Additive Manufacturing of Near Net-Shape Parts
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Abstract: In this paper, a state of the art automated defect recognition (ADR) system is presented that was developed specifically for Non-Destructive Testing (NDT) of powder metallurgy (PM) parts using three dimensional X-ray Computed Tomography (CT) imaging, towards enabling online quality assurance and enhanced integrity confidence. PM parts exhibit typical defects such as microscopic cracks, porosity, and voids, internal to components that without an effective detection system, limit the growth of industrial applications. Compared to typical testing methods (e.g., destructive such as metallography that is based on sampling, cutting, and polishing of parts), CT provides full coverage of defect detection. This paper establishes the importance and advantages of an automated NDT system for the PM industry applications with particular emphasis on image processing procedures for defect recognition. Moreover, the article describes how to establish a reference library based on real 3D X-ray CT images of net-shape parts. The paper follows the development of the ADR system from processing 2D image slices of a measured 3D X-ray image to processing the complete 3D X-ray image as a whole. The introduced technique is successfully integrated into an automated in-line quality control system highly sought by major industry sectors in Oil and Gas, Automotive, and Aerospace.
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1. Introduction

Net-shape parts of typically intricate and complex shapes obtained by powder metallurgy and additive manufacturing (AM) are employed in several key mass industry sectors, especially automotive, aerospace and medical. Their use is growing rapidly in preference to conventional casting because most PM processes produce parts in the desired precise final shape with little or no further machining requirement. Moreover the use of fine-grained (nano/micro scale), pre-alloyed homogeneous powders allows the manufacturing of parts with precisely set material properties and microstructures for increased strength. In conventional PM, powders are blended and compacted by cold pressing in a die and sintered in a furnace whereby the bonding between the particulates is further consolidated [1,2]. A significant drawback, however, is that following powder compaction, unwanted features like porosity (Figure 1) and cracks (Figure 2) in the microstructure, may remain [3,4] which can survive into the sintering phase, developing into critical flaws and defects. Similar defects can be observed in other
additive manufacturing methods such as laser cladding and laser sintering, where the raw material is in the form of particulates, in addition to the ever present risk of delamination (Figure 3) that can occur between the added layers [5–7]. If undiscovered, these flaws may result in unwanted mechanical properties of parts that can introduce a level of unreliability to the product. End-of-line inspection, not often performed, leads to the scrapping of 6–8% of components, yet fails to detect micro-sized defects, which can grow in service to produce major in-service failures and recalls.

![Figure 1](image1.png)

**Figure 1.** Powder Metallurgy part by Metal Injection Moulding (a) and Radiographic image after image processing; (b), revealing porosity in bulk (circled) (courtesy of TWI Ltd., Cambridge, UK).

![Figure 2](image2.png)

**Figure 2.** Powder Metallurgy part (a) and Radiographic image after image processing; (b), revealing crack-like features (circled) (courtesy of TWI Ltd., Cambridge, UK).

![Figure 3](image3.png)

**Figure 3.** Tree structure of the defect image library.
In terms of conventional press and sinter PM, the production can be improved significantly by introducing such an inspection system to the process. It is understood that the majority of defects originate in the pressing phase [4]. Optimisation of the pressing tool and the pressing process is, therefore, crucial for the final product quality. In most cases, the optimisation is based on a series of trials where the commonly used method to inspect the green parts is through destructive testing following sintering. These organisations use metallography as the main destructive testing method. As metallography, due to its nature, cannot provide accurate and reliable results in the full volume of the part [8], the tool optimisation requires numerous repetitions. The current tool and process optimisation, therefore, results in high tooling costs and lengthy setting up periods, limiting the growth of this manufacturing technique [9].

An Non-Destructive Testing prototype system has recently been developed which utilises the advantages of computed tomography to enable online (real time) quality assurance of powder metallurgy products [10,11]. The system is capable of detecting bulk porosity, loss of material, delamination, and also captures microscopic cracks (surface breaking or volumetric) at any stage of the manufacturing process, therefore, potentially reducing production costs of material, energy, and time for the manufacturers by identifying faulty parts.

The system uses Computed Tomography technique to capture the data from the parts’ internal structure including any defect like features. From few hundred to couple of thousands of X-ray projection images are taken per part. These images are forwarded to a CT reconstruction tool that in our case uses the Filtered Back Projection technique and is developed by the Fraunhofer-Institut für Integrierte Schaltungen. The 3D reconstructed image is than fed into the automated defect recognition module. As the final step in the process, the ADR system enhances the quality of the 3D CT image in order to highlight the areas of potential defects. Following image processing these highlighted areas are separated from the background and being classified in comparison with pre-set data from the image library. Based on preliminarily stored data the ADR system is capable to make decision whether the part under inspection is “pass”, “fail” or “pass/fail with conditions”.

Although the whole process, from the data acquisition to the final decision making is integrated and can run without the need for any interactions from the operators, our current work is mainly focused on the defect recognition.

1.1. Computed Tomography in Comparison with Destructive Testing Methods

There are few efficient and reliable testing methods available for inspecting PM parts at early production stages (for example at the green state of pressing) due to the relatively weak adhesion between the particles. Until recently, destructive methods were used as the ultimate quality assurance of near net-shape production. Traditionally, sample parts are collected at the end of the manufacturing process and, following a pre-inspection preparation, taken into the laboratory for inspection. The preparation involves traditional metallography processes of sample cutting and polishing [12] that requires a dedicated workshop facility. The sampling is only a small percentage, (1–2%), of the full production run and these samples are of course destroyed during the inspection [8]. Additionally, the information is limited to the particular cross-section of material under inspection, which is a limitation as there may be defects elsewhere in the original part. Consequently, such destructive testing methods are not capable of providing accurate and reliable results for full coverage of parts, i.e., volumetric information from parts in-line with manufacturing.

Compared to destructive testing, computed tomography offers a valid and reliable alternative for in line quality control that is much quicker and simpler to implement. In CT the part is placed between the X-ray source and the detector and rotated through 360 degrees in two to four thousand inspection steps. The photons of the X-ray beam pass through the specimen and are captured by the detector. The number of captured photons, and therefore image quality, largely depends on the density of the material, the thickness of the parts under inspection and the energy of the X-rays. The captured data in the form of a 2D projection image are then forwarded to an image processing and Automated
Defect Recognition unit where the contrast of the different features is algorithmically enhanced and the flawed image compared against a database of flawless images. The processing time by this method can be as little as a few seconds to a few minutes, providing the capability for mass production scanning. Additionally with X-rays it is possible to extend the inspection volume to 100% of the part allowing recognition of the full range of defect types.

1.2. Brief Theory of Computed Tomography; from Medical to Industrial

X-ray CT refers to the use of X-rays to digitally dissect a specimen and reveal its interior details [13]. A 2D CT image or a CT slice typically corresponds to a certain small thickness slice of the object being scanned, while a 3D CT image is composed of stacked slices of an entire volume. Therefore, a 2D CT image comprises *pixels* (picture elements) while a 3D CT image comprises *voxels* (volume elements). A 2D CT image is obtained by projecting X-rays around the slice plane from a number of orientations and measuring their attenuation. The 2D distribution of X-ray attenuation in the slice plane is then reconstructed using a specialized algorithm. The grey levels in a 2D CT image correspond to the attenuation of X-rays attributed to each *pixel* in the slice. The 3D distribution describing an entire volume can be created by acquiring a stacked series of 2D slices.

Since its widespread adoption for medical imaging, X-ray CT has been adapted to various industrial applications too [14]; for example measuring dimensional and shape quality sometimes in the same time with checking material quality of parts. These parts are often made through machining, casting, thermo-forming, or other methods where measurement of internal dimensions is not possible [15]. The industrial tasks involve imaging denser materials (metals) for a wide range of sizes and resolutions. In medical CT systems, low dose X-ray sources with relatively low-energy (<140 keV), large (mm-scale) beam widths, and high-efficiency detectors are used for safety reasons [6]. In industrial CT systems highly penetrating X-ray energies are required (min. 250 keV) for scanning high density materials (e.g., ferrous alloys), such as used in PM for manufacturing automotive gear parts [16]. Enclosures are designed and built for ensuring the safe operation of the X-ray system [17], tailored to the scale of the manufacturing operation and related component characteristics (size, material, and geometrical complexity). The application of purpose built enclosures allows the following characteristics for industrial CT imaging [13]: (1) high penetration capability for dense materials with higher-energy X-rays; (2) enhanced resolution through the use of narrower X-ray beams and more densely packed X-ray detectors; (3) increased signal-to-noise ratio (SNR) through longer exposure times, without compromising health and safety in a manufacturing environment.

A major innovation in this research project is the development of algorithms for automated defect detection and recognition to identify the defect features of each composite component and categorise the defects according to their types. Using these algorithms, there is a little need for an inspector to interact with the system that will automatically characterise and classify the defects in the composite components to give information required by the end-user. A prerequisite of this automated software is the establishment of a reference database for defect recognition by similarity analysis.

The major difference between the presented ADR system and other CT based state-of-the-art industrial defect recognition techniques, is the use of similarity analysis. Most of the PM manufacturing techniques such as Press-Sinter, Laser Sintering, or Metal Injection Moulding are considered as net or near-net shape production as the finished product does not require further processing. The discussed ADR system is designed to compare the 3D CT images of PM parts with previously created and analysed reference images, so called Golden images. This comparison is only possible because these types of high precision manufacturing techniques are capable of producing such high precision output where the shape and dimensional difference between each part is negligible. Other industrial applications are based on signal analysis like wavelet or principal curvature analysis [18,19]. It is mainly because the difference between each product is greater than the comparison of parts to a reference is not practical.
This paper presents the outline design of such an automated inspection system, including the establishment of the defect image library and the image processing steps required to identify and characterise defects in a PM part. Examples are given for the processing of real CT images of a PM valve ring and a set of gear parts with visible shape deformity differences.

2. Structure of Defect Image Library and CT Simulation with CIVA X-ray Simulation Software

To assist effective defect recognition in Qualinet, a defect image library is created and used as reference for image comparison. For the construction of the image library, X-ray CT images of parts with typical defects are captured, characterised, and categorised according to defect features, e.g., the size and shape. The tree structure of the defect image library is shown in Figure 3. For simplicity and clarity, only the structure of one defect category, the porosity, is illustrated in detail with other categories presenting the same structure. To acquire those reference images at the early stages of the project, simulations have been conducted using an X-ray simulation software called CIVA. Due to its high accuracy in X-ray computation and versatility [20], it can be used as an economic and powerful tool for the establishment of the defect image library.

3. Image Processing Procedure

For part characterisation based on CT, the required image processing steps have previously been investigated in image processing and computer vision [21–23]. A flow diagram is shown in Figure 4 for the image processing procedure for automatic inspection. There are four key stages: image restoration and enhancement; image registration and subtraction; image segmentation; and morphological operation. Each stage is described in detail below.

3.1. Image Restoration and Enhancement

Image restoration mainly deals with the de-noising issues while image enhancement is used for adjusting the image contrast. For de-noising, several image filters can be applied, e.g., Average filter, Median filter, and Gaussian filter, dedicated to a presumed noise scenario. In this paper, a Wiener filter is used because it can adapt to the noise scenario in an image and usually outperforms the other filters mentioned in different applications. Image enhancement can be accomplished with histogram equalisation or direct contrast mapping through a linear or nonlinear function, which can stretch the image contrast between the background and foreground pixels and highlight specific detailed. At the moment, image enhancement operation is not applied after image filtering since no significant improvement can be achieved but it may be used in the future.
3.2. Image Registration and Subtraction

In a CT image of PM parts, there may be a very small difference in grey levels between defects and the part, even after image enhancement. Some parts are hollow; this means that a different background (surroundings of the part) with a different grey level would appear in the image that could shade out the shape of the part itself and defects. This makes it very difficult to segment the defects from the part and its background. Potentially, some complex part geometries could also make the situation worse. Image subtraction can potentially resolve these issues. The acquired CT image with possible defects, referred to as the target image below, is subtracted from a reference image, e.g., a corresponding defect-free CT image with a similar grey level distribution except for the defected regions, to obtain a difference image with the part image removed and defects standing out. Prior to the subtraction operation, it is indispensable to register the target image with the reference image because the two images may be acquired in different CT scanning conditions, i.e., translation, scale, and rotation may occur and generate significant false artefacts in the processed image. Since CT images are grey scale images with different grey levels for different constituents, the target image can be registered to the reference image automatically based on its grey level distributions [24,25]. First, a transform type is specified and an initial transformation matrix is determined internally, both of which specify the image transformation applied to the target image with bilinear interpolation. Secondly, the transformed target image is compared with the reference image by computing a metric value (i.e., the measures of similarity). Finally, a stop condition (normally a certain metric value) is checked by the optimiser. When the stop condition has been met (or a specified maximum number of iterations has been reached) the process will stop; otherwise it will continue after optimising the transformation matrix.

3.3. Image Segmentation

To characterise the defects in a CT image, e.g., sizes, locations and shapes, they need to be segmented from the background. One simple way to do this is by image thresholding. Thresholding can be regarded as partitioning pixels in the images into foreground object and background based on the comparison between the grey level of a pixel and a threshold. Because of their simplicity in theory and efficiency in computation speed, thresholding techniques have been widely employed in image data segmentation and a variety of algorithms have been proposed [26,27]. These algorithms automatically compute a threshold based on a given distribution or histogram of grey levels. However, CT scan images have very specific grey level histograms, i.e., they can show a very unbalanced distribution due to many more background pixels than foreground pixels.

Among thresholding methods, the entropic method by Kapur et al. [28] seems well adapted to our application. It gives accurate results in the case of an unbalanced histogram as observed in this study. In the entropic method [28], the two classes in an image (i.e., foreground object and background) are regarded as two different signal sources. An optimal threshold \( T_{opt} \) can be resolved through the maximisation of the sum of the two class entropies. It is mathematically expressed as:

\[
T_{opt} = \arg \max \{ H_b(T) + H_f(T) \}
\]

with

\[
H_b(T) = - \sum_i T_i = 1 p_b(i) \times \log (p_b(i)) \quad \text{and} \quad H_f(T) = - \sum_i L_i = T+1 p_f(i) \times \log (p_f(i))
\]

where \( H_b(T) \) and \( H_f(T) \) are the background and foreground entropies respectively, \( p(i) = f_i / N \) is the probability of grey level \( i \) with \( f_i \) and \( N \) being the number of pixels of level \( i \) and total number of pixels in the image, respectively, and \( L \) is the maximum intensity value in the image, i.e., 255 for an 8-bit grey image.
3.4. Morphological Operation

The binary image after thresholding may contain noise and small residual spots which mask the useful information to be interpreted. To eliminate these artefacts, morphological processing can be applied. Dilation and erosion are two basic morphological operations [29]. Dilatations and erosions are usually utilised in pairs to constitute morphological opening and closing. Opening by a disk-structuring element can smooth the boundary, break narrow parts and eliminate small objects. Closing by a disk-structuring element can smooth the boundary, fill narrow bays and eliminate small holes. In view of our purpose in this paper, i.e., smoothing the binary image after thresholding to remove small residual spots, it is appropriate to use an opening operation.

4. Experimental Results

In this section, real CT images are processed with the procedure shown above. The configuration parameters of the CT scanner used can be found in Table 1. A 3D CT image was acquired for a ferrous PM ring sample. A photograph of the ring is shown in Figure 5a with its 3D CT image shown in Figure 5b. To illustrate the effectiveness of the image processing procedure, two 2D slices were taken from the 3D CT image with a distinct defect identified by a red circle in each, as shown in Figure 6. Note that the ’golden image’ restriction relaxes here since the defects in the two 2D slices are at different locations and they can be the substitutional ‘golden image’ for each other. Details regarding this change in operation are provided below. Both 2D images are de-noised first using a Wiener filter and the resultant images are shown in Figure 7, which shows that the filtered images are smoother than the images in Figure 6, i.e., with reduced noise.

| Table 1. Configuration parameters of the Computed Tomography (CT) scanner. |
|---------------------------------------------------------------|
| Type of Equipment: X-Tek HMXCT 225                           |
| Detector: Perkin Elmer 1620 16-bit flat-panel               |
| Focal spot/source size: 0.005 mm                             |
| Target Material: Tungsten (W)                               |
| Beam angle: 90°                                             |
| Exposure: 354 ms                                            |
| Number of frames averaged: 4/projection                     |
| Number of projections: 1000                                 |
| Rotation Angle Step: 0.36 degrees                           |
| Source to Detector Distance: 1112 mm                       |
| Source to object distance: 125 mm                           |
| Magnification: 8.9                                         |
| Tube voltage: 210 kV                                        |
| Tube current: 280 µA                                        |
| Filters: 2 mm Copper at source                              |
| IQI: NA                                                     |
| Voxel Resolution: 0.023 µm³                                 |
| Reconstruction Algorithm: Filter back projection            |

Figure 5. Photo and 3D CT image of a powder metallurgy valve ring sample (ring diameter: Ø24 mm). (a) Photo; (b) 3D CT image.

---

Parameters of the CT scanner used can be found in Table 1. A 3D CT image was acquired for a ferrous images in Figure 6, i.e., with reduced noise. The resultant images are shown in Figure 7, which shows that the filtered images are smoother than the images in Figure 6, i.e., with reduced noise.
After image filtering, one crucial step is the image registration based on the intensity distribution and the subsequent image subtraction to highlight the defect [30,31]. For comparison, the two overlapped images before and after image registration are shown in Figure 8a,b, respectively. The red and green outlines in Figure 8a represent the contours of the two different parts from Figure 7 when they are placed on top of each other. This difference is caused by the misalignment of the two images and is being removed through the image registration. Note that the red colour represents the part from Figure 7, left, while the green represents the part from Figure 7, right. In Figure 8b, it can be seen that the two images are almost totally overlapped or matched. This means that a good accuracy has been achieved for image registration. On this basis, image subtraction can be carried out. As mentioned previously, one of the two images can be used as the ‘golden’ image for the other to calculate the respective change in grey level brought by the defect in the latter. To remove the influence of the defect in each ‘golden’ image, a truncation is made, i.e., when the value of a grey level after image subtraction is negative, it is set to zero. The two difference images after image subtraction are shown in Figure 9a,b, respectively.

In Figure 9, defects are highlighted in each image, but with multiple artefacts present, i.e., a new background. The entropic thresholding described above is used to segment the defect in each image from the noise background. The binary images after segmentation are shown in Figure 10. Some small residual spots are still visible in each image of Figure 10. Note that the purple circle represents the part edge and green-coloured objects represent defects. To remove these artefacts, the opening morphological operation is implemented with a disk structure of size 80 pixels. The smoothed images...
are presented in Figure 11 with the defect identified in each image, ready to be characterised to form the basis for later defect recognition.

![Figure 8](image1.png)

**Figure 8.** Before and after image registration. (a) Before; (b) After.

![Figure 9](image2.png)

**Figure 9.** Difference images after image subtraction. (a) Slice 1; (b) Slice 2.

![Figure 10](image3.png)

**Figure 10.** Images after thresholding and before morphological operation. (a) Slice 1; (b) Slice 2.
5. Automated Defect Recognition across the Whole 3D Reconstructed CT Image

A major achievement in developing the Automated Defect Recognition algorithm is that it is capable of processing the complete 3D CT reconstructed image all at once. This improvement results in a significant time saving in feature recognition compared to the previously detailed method of one-by-one processing of arbitrary 2D slices of a reconstructed 3D CT image.

Figure 12 shows the image of the purpose-made 3D printed gear part with and without a known external defect (crack on gear tooth) that was introduced for demonstration purposes.

Following X-ray CT imaging Figure 13 shows the reconstructed 3D images of the parts without (a) and with (b) defect. The defect area is circled in red. Figure 14 represents a horizontal slice of the reconstructed CT image; the part with the defect highlighted is on the right.

Through the image registration stage the CT images are perfectly aligned with each other allowing the extraction of the differences. Before registration the selected 2D slices are matched to each other; Figure 15a indicates the differences between the two slices, caused mainly by the misalignment of the axis. The purple area represents the slice image of the part without the defect, green represents the slice image of the part with the defect, and the area in white is the area that is covered by both images.
In Figure 15b following registration the two images are perfectly aligned allowing the defect related difference to be highlighted.

![Figure 13. Reconstructed 3D image of the gear part without (a) and with (b) defect. (a) Without defect; (b) with defect.](image1)

![Figure 14. 2D slices of the reconstructed 3D images of the gear part without (a) and with (b) defect. (a) Without defect; (b) with defect.](image2)

![Figure 15. 2D slices of the reconstructed 3D images before (a) and after (b) registration. (a) Before registration; (b) After registration.](image3)
Once the image registration is complete using the 2D slice images, feature recognition can be implemented at the full 3D level. Figure 16a,b are isometric views of the registered 3D objects; the difference/defect area is highlighted in red. In Figure 16c, the difference is extracted from the background allowing further operations such as volume measurement.

6. Conclusions

This paper briefly highlights the advantages and drawbacks of near net-shape production techniques. It also describes the system design for an automated X-ray CT scanning system for net-shape parts, the tree structure of defect image library and the image processing procedure, taken for automatic defect identification. Real CT images of PM and Additive Manufacturing parts with and without defects are processed using the proposed technique. The results show that defects in the images can be automatically segmented from the background, which lays the basis for effective feature extraction and defect recognition.

The major difference between the introduced ADR system and other industrial CT based NDT systems, such as the cited state of the art CT inspection techniques for composite materials and also electronics components, is that whilst those systems rely on signal analysis, the technique proposed in this paper is using similarity analysis.

Efforts are still needed to further investigate techniques for automatic image registration and segmentation to improve their robustness because of the diverse intensity distributions of the CT images encountered in practice. Although making the leap from 2D image slice processing to 3D CT reconstructed image processing as a whole has resulted in significant potential time savings on image processing (and therefore the inspection process), further optimisation is required to make it more attractive and applicable to more Powder Metallurgy and net-shape manufacturing methods such as 3D printing and hot isostatic pressing (HIP).
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