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Abstract: Let \( Z(t) = (Z_1(t), \ldots, Z_d(t))^\top, t \in \mathbb{R} \) where \( Z_i(t), t \in \mathbb{R}, i = 1, \ldots, d \) are mutually independent centered Gaussian processes with continuous sample paths a.s. and stationary increments. For \( X(t) = AZ(t), t \in \mathbb{R}, \) where \( A \) is a nonsingular \( d \times d \) real-valued matrix, \( u, c \in \mathbb{R}^d \) and \( T > 0 \) we derive tight bounds for
\[
P \{ \exists t \in [0, T] : \cap_{i=1}^d \{ X_i(t) - c_i t > u_i \} \}
\]
and find exact asymptotics as \((u_1, \ldots, u_d)^\top = (ua_1, \ldots, ua_d)^\top \) and \( u \to \infty \).
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1. Introduction

Let \( Z(t) = (Z_1(t), \ldots, Z_d(t))^\top, t \in \mathbb{R} \) be a \( d \)-dimensional Gaussian process, where \( Z_i(t), t \in \mathbb{R}, i = 1, \ldots, d \) are mutually independent centered Gaussian processes with continuous sample paths a.s. and stationary increments. For \( u, c \in \mathbb{R}^d \) and \( T > 0 \) we consider
\[
p_T(u) := P \{ \exists t \in [0, T] : X(t) - ct > u \}
= P \{ \exists t \in [0, T] : \cap_{i=1}^d \{ X_i(t) - c_i t > u_i \} \},
\]
where \( X(t) = AZ(t), \) with \( A \) a nonsingular \( d \times d \) real-valued matrix.

In the main result of this contribution, which is Theorem 3.3, we derive exact asymptotics of \( p_T(u) \) for \( u = ua = (a_1 u, \ldots, a_d u)^\top \), as \( u \to \infty \), where \( a \in \mathbb{R}^d \setminus (-\infty, 0)^d \). The core assumption that we work with is the so-called Berman condition
\[
\varphi_i(t) := \text{Var}(Z_i(t)) = o(t), \text{ as } t \to 0
\]
for \( i = 1, \ldots, d \). Interestingly, while in the 1-dimensional case, under Berman condition,
\[
p_T(u) \sim P \{ X(T) - cT > u \}, \text{ as } u \to \infty,
\]
(see the seminal paper by Berman [1] and [2] for the non-centered case), the vector-valued case considered in this manuscript leads to more diverse scenarios that can be captured in the form
\[
p_T(ua) \sim C \cdot P \{ X(T) - cT > ua \},
\]
as \( u \to \infty \), where \( C \geq 1 \) is a constant depending on the model parameters; see Eq. (4) below.

We note that, for \( Z \) being a two-dimensional standard Brownian motion, the asymptotic behavior of \( p_T(ua) \) was recently analyzed in [3], where the strategy of the proof was based on the independence of increments and self-similarity of Brownian motion. In general, Gaussian processes with stationary increments do not have these properties and thus the proof of the main result of this contribution needs more subtle and refined analysis than the one used in [3]. More precisely, the idea of the proof of Theorem 3.3 is based on two steps: (i) showing that
\[
\lim_{L \to \infty} \lim_{u \to \infty} \frac{p_T(ua)}{P \{ \exists t \in [T - Lu^{-2}, T] : \cap_{i=1}^d \{ X_i(t) - c_i t > u_i \} \}} = 1,
\]
and (ii) finding the exact asymptotics of the denominator above. In the first step, particularly precise analysis is needed for the neighbourhood of the right end of the parameter set \([0, T - Lu^{-2}]\), see Lemma 4.3.
Complementary to the exact asymptotics derived in Theorem 3.3, in Theorem 3.1 we establish uniform upper and lower bounds for $p_T(u)$. This result extends recently derived bounds for $Z$ being a $d$-dimensional standard Brownian motion [3–5].

The quantity $p_T(u)$ has a natural interpretation as the simultaneous ruin probability in time horizon $[0, T]$ of an insurance portfolio represented by $d$ mutually dependent risk processes $(R_c(t), ..., R_d(t))^\top = R(t, u)$, where $R(t, u) = u - X(t) + ct$, $t \in \mathbb{R}$, since

$$p_T(u) = P\left\{ \exists t \in [0, T] : R(t, u) < 0 \right\},$$

where, for the $i$-th business line, $u_i$ is the initial capital, $X_i(t)$ is the accumulated claim size in time interval $[0, t]$ and $c_i$ is the premium rate. In this context, our results complement work [6], where the particular case $d = 2, T = \infty$ with $X_2(t) = \sigma_2 X_1(t)$ where $X_1$ is a fractional Brownian motion, was analyzed. We refer to, e.g., [7–10] for recent works on simultaneous ruin probability for Lévy processes and to recently derived asymptotics for centered vector valued Gaussian processes; see [11, 12].

Our findings cover two special cases that play important role in the literature on the Gaussian risk models, i.e. fractional Brownian motion risk model and Gaussian integrated risk model; see Section 3 for details. We refer to [13–16] for the analysis of Gaussian risk models in $d = 1$ dimensional setting.

2. Notation

We follow the notational convention of [17]. All vectors in $\mathbb{R}^d$ are written in bold letters, for instance $b = (b_1, ..., b_d)^\top$, $0 = (0, ..., 0)^\top$ and $1 = (1, ..., 1)^\top$. We follow the convention that 1-dimensional vectors are vertical. For two vectors $x$ and $y$, we write $x > y$ if $x_i > y_i$ for all $1 \leq i \leq d$. For any $x, y \in \mathbb{R}^d$ we use $\langle x, y \rangle$ for scalar product and $xy$ for a component-wise product.

Given a real-valued matrix $A$ we shall write $A_{IJ}$ for the submatrix of $A$ determined by keeping the rows and columns of $A$ with row indices in the non-empty set $I$ and column indices in the non-empty set $J$, respectively. In our notation $I_d$ is the $d \times d$ identity matrix and diag$(x) = \text{diag}(x_1, ..., x_d)$ stands for the diagonal matrix with entries $x_i, i = 1, ..., d$ on the main diagonal, respectively.

Let in the sequel $\Sigma \in \mathbb{R}^{d \times d}$ be any positive definite matrix. We write $\Sigma_{I,J}^{-1} := (\Sigma_{I,J})^{-1}$ for the inverse matrix of $\Sigma_{I,J}$ whenever it exists. For $a \in \mathbb{R}^d \setminus (-\infty, 0]^d$, let $\Pi_\Sigma(a)$ denotes the quadratic programming problem

$$\Pi_\Sigma(a) = \text{minimise } x^\top \Sigma^{-1} x \text{ under the linear constraint } x \geq a.$$ 

It is known that $\Pi_\Sigma(a)$ has a unique solution $\bar{a} \geq a$ and there exists a unique non-empty index set $I \subset \{1, ..., d\}$ such that

$$\bar{a}_I = a_I, \quad \bar{a}_J = \Sigma_{I,J} \Sigma_{I,I}^{-1} a_I \geq a_J, \quad \lambda_I = \Sigma_{I,I} a_I > 0_I, \quad \lambda_J = 0_J,$$

where $\lambda = \Sigma^{-1} \bar{a}$ and $J = \{1, ..., d\} \setminus I$. Additionally, we define $U := \{i \in J : a_i = a_I\}$. The coordinates $J$ (which can be empty) are responsible for dimension-reduction phenomena, while coordinates belonging to $I$ play essential role in the exact asymptotics. We refer to Lemma 4.6 below for more details.

Throughout the manuscript, let $\Sigma(t)$ denote the variance matrix of process $X$ at time $t \in [0, T]$, that is

$$\Sigma(t) := E\left\{ X(t)X^\top(t) \right\} = AE\left\{ Z(t)Z^\top(t) \right\} A^\top = A \text{diag}(v(t))A^\top$$

where $v(t) = (v_1(t), ..., v_d(t))^\top$. Moreover, for all $i \in \{1, ..., d\}$ let

$$\rho_i(t, s) := \text{Cov}(Z_i(t), Z_i(s)) = \frac{v_i(s) + v_i(t) - v_i(|s-t|)}{2},$$

where in the second equality we used the fact that $Z_i$ has stationary increments. For all $t \in (0, T]$, let $\bar{a}(t)$ be the solution of quadratic programming problem $\Pi_{\Sigma(t)}(a)$, defined in (1) and $D(t) := \bar{a}(t)^\top \Sigma^{-1}(t) \bar{a}(t)$. Moreover, let $\lambda(t) := \Sigma^{-1}(t) \bar{a}(t)$, and $I_t := \{i : \lambda_i(t) > 0\}$, $J_t := \{1, ..., d\} \setminus I_t$ (which can be empty). Throughout the
We refer to, e.g., processes with stationary increments, continuous sample paths and variance function $A = C$ where \( A \in C \). Theorem 3.1.

To the end of this paper, let $v_i(t) = o(t)$, as $t \to 0$.

The following families of Gaussian processes satisfy assumptions B0-BII:

- **fractional Brownian motions**: $Z(t) = (B_{\alpha_i}(t), ..., B_{\alpha_i}(t))', t \geq 0$, where $B_{\alpha_i}(t), t \geq 0, i = 1, ..., d$ are mutually independent standard fractional Brownian motions with Hurst parameter $\alpha_i/2 \in (1/2, 1)$, that is centered Gaussian processes with stationary increments, continuous sample paths a.s. and variance function $v_i(t) = t^{\alpha_i}$ respectively. We refer to, e.g., \([2, 13, 14]\) for the motivation and relations of this class of stochastic processes in risk theory.

- **integrated stationary processes**: $Z(t) = (Z_1(t), ..., Z_d(t))'$, $t \geq 0$, where $Z_i(t) = \int_0^t \eta_i(s) ds$, with $\eta_i(t), t \geq 0, i = 1, ..., d$ mutually independent centered stationary Gaussian processes with continuous sample paths a.s. and continuous strictly positive covariance function $R_i(t) := \text{Cov}(Z_i(s), Z_i(s+t))$. One can check that $v_i(t) = 2 \int_0^t ds \int_0^t R(w) dw$ in this case. We refer to \([2, 15, 16]\) for the analysis of extremes of this class of processes in the context of Gaussian risk theory and its relations to Gaussian fluid queueing models.

In the following, $N_\varphi(\mu, \Sigma)$ stands for the law of a $d$-dimensional normal distribution with mean $\mu \in \mathbb{R}^d$ and covariance matrix $\Sigma \in \mathbb{R}^{d \times d}$.

**Theorem 3.1.** Let $X(t) = AZ(t), t \geq 0$ be such that $Z$ satisfies B0 with $v_i(t) = v(t)$ for all $i$, $v(t)$ is convex, and $A \in \mathbb{R}^{d \times d}$ is a non-singular matrix satisfying $(A^T A)_{ij} \geq 0$. Then, for each $u \in \mathbb{R}^d$ and $c \geq 0$,

$$
\mathbb{P}\{X(T) - cT > u\} \leq \mathbb{P}\{\exists t \in [0, T]: X(t) - ct > u\} \leq \frac{\mathbb{P}\{X(T) - cT > u\}}{\mathbb{P}\{N_\varphi(0, A^T A) > 0\}}.
$$

**Remark 3.2.** In the case when $Z$ is a standard $d$-dimensional Brownian motion the assumption $(A^T A)_{ij} \geq 0$ can be lifted and the upper bound in Theorem 3.1 holds for any non-singular matrix $A$; see \([5]\). It can be verified that this bound holds also for all $u$ large enough for the process $Z$ considered in Example 3.4 below, which suggests that the upper bound in Theorem 3.1 holds for any non-singular matrix $A$.

To the end of this paper, let

$$
C := \sum_{i=1}^d \max_{i=1}^d (\lambda_i \cdot (AQA^{-1} \tilde{a})_i, 0)
$$

where $Q = \text{diag}(v_i(T)/v_i(T))$, and $\lambda, \tilde{a}$ correspond to the solution of the quadratic problem $\Pi_{\Sigma(T)}(a)$ defined in (1); see also Lemma 4.6 below.

**Theorem 3.3.** Let $X(t) = AZ(t), t \geq 0$ be such that $Z$ satisfies B0-BII, $a \in \mathbb{R}^d \setminus (-\infty, 0]^d$, $c \in \mathbb{R}^d$ and $A$ is a non-singular matrix. Then,

$$
\mathbb{P}\{\exists t \in [0, T]: X(t) - ct > u a\} \sim C \cdot \mathbb{P}\{X(T) - cT > u a\}, \quad u \to \infty,
$$

where $C$ defined in (4) is a positive constant.
The heuristic interpretation of the bounds and asymptotics derived in Theorems 3.1, 3.3 is that only a small area around the end point \( T \) of the parameter set \([0, T]\) contributes to the tail distribution of the analyzed problem. We refer to [18, 19] and references therein for the analysis of the exact form of the asymptotics for \( \mathbb{P}\{X(T) - cT > u\} \), as \( u \to \infty \); see also Lemma 4.5.

The following example illustrates the main findings of this section.

**Example 3.4.** Suppose that \( d = 2 \), and \( Z_1(t), Z_2(t) \) are mutually independent and identically distributed centered Gaussian processes that satisfy B0-BII. Then the constant \( C \) has the following form

\[
C = \frac{\sum_{i=1}^{2} \max(\lambda_i \cdot \mathbf{a}_i, 0)}{\sum_{i=1}^{2} \lambda_i \cdot \mathbf{a}_i}.
\]

We assume further that \( A = \left( \begin{array}{cc} 1 & 0 \\ \rho & \sqrt{1-\rho^2} \end{array} \right) \), where \( \rho \in (-1, 1) \) and \( \mathbf{a} = (1, 0)^{\top} \), with \( a \leq 1 \).

\( \circ \) If \( a < \rho \), then \( I = \{1\} \), \( J = \{2\} \) and hence, as \( u \to \infty \),

\[
\mathbb{P}\{\exists \in [0, T]: X(t) - ct > u\} \sim \mathbb{P}\{X(T) - cT > u\} \sim \mathbb{P}\{X_1(T) - c_1T > u\};
\]

\( \circ \) If \( a = \rho \), then \( I = \{1\}, U = \{2\} \) and as \( u \to \infty \),

\[
\mathbb{P}\{\exists \in [0, T]: X(t) - ct > u\} \sim \mathbb{P}\{X_1(T) - c_1T > u\} \sim \mathbb{P}\{X_2(T) - c_2T > u\};
\]

\( \circ \) If \( a > \rho \), then \( I = \{1, 2\} \), \( \mathbf{a} = \mathbf{a} \) and \( \lambda = \Sigma^{-1}(\mathbf{a}) = \frac{a}{1-a^2} \), see also [3]. Thus, if further \( a \geq 0 \), then \( C = 1 \) and

\[
\mathbb{P}\{\exists \in [0, T]: X(t) - ct > u\} \sim \mathbb{P}\{X_1(T) - c_1T > u\},
\]

as \( u \to \infty \). Otherwise, if \( a < 0 \), then \( C = \frac{1-a}{1-a^2} = \frac{1-a^2}{a^2-2} > 1 \) and hence, as \( u \to \infty \),

\[
\mathbb{P}\{\exists \in [0, T]: X(t) - ct > u\} \sim \frac{1-a^2}{1-2a} \mathbb{P}\{X_1(T) - c_1T > u\},
\]

In the above we used [19, Lemma 4.2] for the exact asymptotics of \( \mathbb{P}\{X(T) - cT > u\} \).

### 4. Proofs of Main Results

**Proof of Theorem 3.1.** Using the fact that \( c \geq 0 \) and \( u > 0 \), we have

\[
\mathbb{P}\{\exists \in [0, T]: X(t) - ct > u\} = \mathbb{P}\left\{ \bigcup_{i=1}^{d} \bigcap_{t \in [0, T]} \{X_i(t) > u_i + c_i t\} \right\}
\]

\[
= 1 - \mathbb{P}\left\{ \bigcap_{t \in [0, T]} \bigcup_{i=1}^{d} \left\{ \frac{X_i(t)}{u_i + c_i t} < 1 \right\} \right\}
\]

\[
= 1 - \mathbb{P}\left\{ \bigcap_{t \in [0, T]} \bigcup_{i=1}^{d} \left\{ \frac{-X_i(t)}{u_i + c_i t} > -1 \right\} \right\}
\]

\[
= 1 - \mathbb{P}\left\{ \bigcup_{t \in [0, T]} \bigcup_{i=1}^{d} \left\{ \frac{X_i(t)}{u_i + c_i t} \geq -1 \right\} \right\},
\]

where in the last equality above we used that \( X_i \) are centered.

Let \( B_i(t), t \geq 0, i = 1, 2, ..., d \) mutually independent standard Brownian motions, and \( B^*(t) = AB(t) \).

Next, we show that

\[
\mathbb{P}\left\{ \bigcap_{t \in [0, T]} \bigcup_{i=1}^{d} \left\{ \frac{X_i(t)}{u_i + c_i t} \geq -1 \right\} \right\} \geq \mathbb{P}\left\{ \bigcap_{t \in [0, T]} \bigcup_{i=1}^{d} \left\{ \frac{B^*_i(v(t))}{u_i + c_i t} \geq -1 \right\} \right\}
\]

for which, by Gordon inequality (see e.g. [20] or [21, page 55]), it suffices to check that:

\begin{equation}
\mathbb{E}\{X_i(t)^2\} = \mathbb{E}\{B^*_i(v(t))^2\}
\end{equation}
\( \mathbb{E} \{ X_i(t)X_j(t) \} = \mathbb{E} \{ B^*_i(v(t))B^*_j(v(t)) \} \)
\( \mathbb{E} \{ X_i(t)X_j(s) \} \geq \mathbb{E} \{ B^*_i(v(t))B^*_j(v(s)) \}, \) for \( t \neq s. \)

For all \( i, j \in \{1, \ldots, d\} \) and \( t \in [0, T] \) we have
\[
\mathbb{E} \{ X_i(t)X_j(t) \} = \mathbb{E} \{(AZ)_i(t)(AZ)_j(t)\} = \mathbb{E} \left\{ \sum_{k=1}^{d} a_{ik}Z_k(t) \sum_{k=1}^{d} a_{jk}Z_k(t) \right\} = \mathbb{E} \left\{ \sum_{k=1}^{d} a_{ik}a_{jk}Z_k^2(t) \right\}
= \sum_{k=1}^{d} a_{ik}a_{jk} \mathbb{E} \{ Z_k^2(t) \} = \sum_{k=1}^{d} a_{ik}a_{jk}v(t) = (AA^\top)_{i,j}v(t).
\]

Analogously,
\[
\mathbb{E} \{ B^*_i(v(t))B^*_j(v(t)) \} = \mathbb{E} \{(AB)_i(v(t))(AB)_j(v(t))\} = \mathbb{E} \left\{ \sum_{k=1}^{d} a_{ik}B_k(v(t)) \sum_{k=1}^{d} a_{jk}B_k(v(t)) \right\}
= \mathbb{E} \left\{ \sum_{k=1}^{d} a_{ik}a_{jk}B_k^2(v(t)) \right\} = \sum_{k=1}^{d} a_{ik}a_{jk}v(t) = (AA^\top)_{i,j}v(t).
\]

Hence, equalities (5), (6) are satisfied. For \( t \neq s \) we obtain that
\[
\mathbb{E} \{ X_i(t)X_j(s) \} = (AA^\top)_{i,j} \mathbb{E} \{ Z_1(t)Z_1(s) \} = (AA^\top)_{i,j} \frac{v(s) + v(t) - v(|s - t|)}{2},
\]
\[
\mathbb{E} \{ B^*_i(v(t))B^*_j(v(s)) \} = (AA^\top)_{i,j} \mathbb{E} \{ B_1(v(t))B_1(v(s)) \} = (AA^\top)_{i,j} \min(v(t), v(s)).
\]

As \((AA^\top)_{i,j} \geq 0, \) it is enough to show that
\[
\frac{v(s) + v(t) - v(|s - t|)}{2} \geq \min(v(t), v(s)).
\]

Using the convexity of \( v(\cdot) \), we have for all \( s < t \)
\[
v(t - s) = \int_{0}^{t-s} v'(x)dx \leq \int_{s}^{t} v'(x)dx = v(t) - v(s)
\]
hence
\[
\frac{v(s) + v(t) - v(|s - t|)}{2} \geq \frac{v(s) + v(t) - |v(s) - v(t)|}{2}.
\]

Thus, inequality (7) holds which jointly with (5) and (6) implies
\[
\mathbb{P} \left\{ \exists t \in [0, T] : X(t) - ct > u \right\} \leq \mathbb{P} \left\{ \exists t \in [0, T] : AB(v(t)) - ct > u \right\}
= \mathbb{P} \left\{ \exists t \in [0, v(T)] : AB(t) - cw(t) > u \right\}
\leq \mathbb{P} \left\{ \exists t \in [0, v(T)] : AB(t) - c \frac{T}{v(T)} t > u \right\},
\]

where \( w(t) \) is the inverse function of \( v(t). \) In the second line we used the fact that \( v(\cdot) \) is continuous and strictly increasing, while the inequality in the third line follows by concavity of \( w(t) \) (recall that \( v(t) \) is supposed to be convex). Finally, by [5, Theorem 1.1] (see also [4] for the centred case) the above is bounded by
\[
\frac{\mathbb{P} \{ AB(v(T)) - cT > u \}}{\mathbb{P} \{ AB(v(T)) > 0 \}} = \frac{\mathbb{P} \{ X(T) - cT > u \}}{\mathbb{P} \{ X(T) > 0 \}}.
\]

This completes the proof. \( \square \)

**Proof of Theorem 3.3.** For any \( L > 0 \) we have
\[
P_3(u, L) \leq \frac{\mathbb{P} \left\{ \exists t \in [0, T] : X(t) - ct > u \right\}}{\mathbb{P} \{ X(T) - cT > wa \}} \leq \sum_{n=0}^{3} p_n(u, L),
\]
with
\[
p_n(u, L) := \frac{\mathbb{P} \left\{ \exists t \in [T_n(u), T_{n+1}(u)] : X(t) - ct > u \right\}}{\mathbb{P} \{ X(T) - cT > wa \}},
\]
where $T_0(u) = 0$, $T_1(u) = T > 0$ is chosen small enough to satisfy the conditions in Lemma 4.1,

$$T_2(u, L) := T - Lu^{-2} \ln^2 u, \quad T_3(u, L) := T - Lu^{-2}, \quad \text{and} \quad T_4(u) = T.$$ 

The proof consists of several steps which follow by lemmas displayed and proved in the rest of this section. It turns out, that asymptotically as $u \to \infty$, only $P_3(u, L)$ contributes to the asymptotics, while $\sum_{n=0}^2 P_n(u, L)$ is asymptotically negligible. Since each term in $\sum_{n=0}^2 P_n(u, L)$ needs a different argument for its negligibility, we provide detailed justification in separate lemmas. Namely,

- For any $L > 0$ it holds that $\lim_{u \to \infty} P_0(u, L) = 0$ due to Lemma 4.1,
- For any $L > 0$ it holds that $\lim_{u \to \infty} P_1(u, L) = 0$ due to Lemma 4.2,
- $\lim_{L \to \infty} \lim_{u \to \infty} P_4(u, L) = 0$ due to Lemma 4.3,
- $\lim_{L \to \infty} \lim_{u \to \infty} P_5(u, L) = C$ due to Lemma 4.4.

This completes the proof. \hfill \Box

**Lemma 4.1.** Under the assumptions of Theorem 3.3 it holds that

$$\frac{\mathbb{P} \{ \exists t \in [0, T_1]: X(t) - ct > ua \}}{\mathbb{P} \{ X(T) - cT > ua \}} \to 0, \quad u \to \infty$$

for all $T_1 \in (0, T)$ small enough.

**Lemma 4.2.** Under the assumptions of Theorem 3.3, for any $L > 0$ it holds that

$$\frac{\mathbb{P} \{ \exists t \in [T_1, T - Lu^{-2} \ln^2 u]: X(t) - ct > ua \}}{\mathbb{P} \{ X(T) - cT > ua \}} \to 0, \quad u \to \infty$$

for all $T_1 \in (0, T) > 0$ small enough.

**Lemma 4.3.** Under the assumptions of Theorem 3.3, there exist positive constants $C, \beta > 0$, such that

$$\lim_{u \to \infty} \frac{\mathbb{P} \{ \exists t \in [T - Lu^{-2} \ln^2 u, T - Lu^{-2}]: X(t) - ct > au \}}{\mathbb{P} \{ X(T) - cT > ua \}} \leq Ce^{-\beta L}$$

for all $L > 0$ large enough.

**Lemma 4.4.** Under the assumptions of Theorem 3.3, for any $L > 0$ there exists a positive constant $C(L)$ such that

$$\frac{\mathbb{P} \{ \exists t \in [T - Lu^{-2}, T]: X(t) - ct > au \}}{\mathbb{P} \{ X(T) - cT > ua \}} \to C(L), \quad u \to \infty.$$ 

Moreover, $\lim_{L \to \infty} C(L) = C$, with $C$ defined in (4).

The proofs of the four lemmas above are given in the following three subsections. The proof of each result is located at the very end of these subsections and is preceded by additional preparatory results.

### 4.1. Proof of Lemma 4.1

Let $\varphi_X(\cdot)$ be the pdf of random variable $X$. Before giving the proof of Lemma 4.1, we need the following lemma, which can be deduced from [19, Lemma 4.2]. Since we need a bit different (although equivalent) form of the derived below asymptotics, we provide an independent short proof of the following lemma.

**Lemma 4.5.** Let $X \in \mathbb{R}^d$ be a centered Gaussian vector with an arbitrary, non-singular covariance matrix $\Sigma$. Then, for any $c \in \mathbb{R}^d$, $a \in \mathbb{R}^d \setminus (-\infty, 0)^d$ we have, as $u \to \infty$

$$\mathbb{P} \{ X - c > ua \} \sim \frac{\varphi_X(\frac{ua + c}{\|a\|})}{\sum_{i \in I} \lambda_i} \int_{\mathbb{R}^{|J|}} \mathbb{I} \{ x_U < 0 \} e^{-\frac{1}{2} x_J^T \Sigma^{-1} x_J} e^{(\tilde{c}^T x_J) d x_J},$$

where $\tilde{c} := c^T \Sigma^{-1}$, and $a, \lambda$, and index sets $I, J, U$ corresponding to the quadratic programming problem $\Pi_\Sigma(a)$ defined in (1).
Proof. Let \( \bar{u} \in \mathbb{R}^d \) be such that \( \bar{u}_i = u \) when \( i \in I \) and \( \bar{u}_i = 1 \) when \( i \in J \). We apply substitution \( w = u\bar{a} + c - x/\bar{u} \) and obtain
\[
\mathbb{P} \{ X - c > ua \} = \int_{w > u\bar{a} + c} \varphi_X(w) dw = u^{-|I|} \int_{x < u\bar{a} - a} \varphi(u\bar{a} + c - x/\bar{u}) dx
\]
where \( \theta_u(x) := \varphi(u\bar{a} + c - x/\bar{u})/\varphi(u\bar{a} + c) \). We have \( \|x < u\bar{a} - a\| \to \|x_{I \cup U} < 0\| \), as \( u \to \infty \) and
\[
\theta_u(x) = \exp \left\{ u\bar{a}^\top \Sigma^{-1}(x/\bar{u}) + c^\top \Sigma^{-1}(x/\bar{u}) - \frac{1}{2} (x/\bar{u})^\top \Sigma^{-1}(x/\bar{u}) \right\}
\]
we obtain
\[
\mathbb{P} \{ X - c > ua \} \to \int_{\mathbb{R}^d} \|x_{I \cup U} < 0\| \theta(x) dx
\]
which concludes the proof.

Proof of Lemma 4.1. First, using Lemma 4.5, we know that there exist some \( C > 0, k \in \mathbb{N} \) such that
\[
\mathbb{P} \{ X(T) - cT > au \} \sim C u^{-k} \varphi_{T}(u\bar{a} + cT),
\]
as \( u \to \infty \), where \( \varphi_T \) is the density of \( X(T) \). Second, fix some \( i \in \{ 1, \ldots, d \} \) such that \( a_i > 0 \). Then
\[
\mathbb{P} \{ \exists t \in [0, T_1] : X(t) - ct > u a_i \} \leq \mathbb{P} \{ \exists t \in [0, T_1] : X_i(t) - c_i t > a_i u - |c_i| T_1 \} \leq \mathbb{P} \{ \exists t \in [0, T_1] : X_i(t) > a_i u - |c_i| T_1 \}.
\]
Using assumption B0, we can apply Piterbarg’s inequality [22, Thm 8.1], receiving for some positive constant \( C_1 \) and all sufficiently large \( u \)
\[
\mathbb{P} \{ \exists t \in [0, T_1] : X_i(t) > a_i u - |c_i| T_1 \} \leq C_1 (a_i u - |c_i| T_1)^2 \mathbb{P} \{ X_i(T_1) > a_i u - |c_i| T_1 \}
\]
for \( u > 0 \). Hence, for all large enough we have
\[
\frac{\mathbb{P} \{ \exists t \in [0, T_1] : X_i(t) > a_i u - |c_i| T_1 \}}{\mathbb{P} \{ X(T) - cT > au \}} \leq 2C_1 (a_i u - |c_i| T_1)^2 u^k \mathbb{P} \{ X_i(T_1) > a_i u - |c_i| T_1 \} \mathbb{P} \{ X(T) - cT > au \} \varphi_T(u\bar{a} + cT).
\]
Since \( P(\mathcal{N}(0, 1) > u) \sim \frac{1}{\sqrt{2\pi u}} \exp(-u^2/2) \) as \( u \to \infty \), it is left to show that
\[
\lim_{u \to \infty} u^{k-1} \exp \left( \frac{-(a_i u - |c_i| T_1)^2/(2v_{i}(T_1))}{\varphi_T(u\bar{a} + cT)} \right) = 0.
\]
We have
\[
\frac{\exp \left( \frac{-(a_i u - |c_i| T_1)^2/(2v_{i}(T_1))}{\varphi_T(u\bar{a} + cT)} \right)}{\exp \left( \frac{-\frac{1}{2} (a_i T_1)^2}{2(u\bar{a} + cT)^\top \Sigma^{-1}(u\bar{a} + cT)} \right)} = \exp \left[ \frac{1}{2} \left( \frac{a_i^2}{v_{i}(T_1)} - \bar{a}^\top \Sigma^{-1}(u\bar{a} + cT) \right) u^2 + O(u^3) \right].
\]
Finally, since \( v_{i}(0) = 0 \) and \( v_{i}() \) is continuous, then \( \frac{a_i^2}{v_{i}(T_1)} > \bar{a}^\top \Sigma^{-1}(T) \bar{a} \) for all \( T_1 \) small enough, which completes the proof.
4.2. Proof of Lemma 4.2. Before giving the proof, we need to layout preliminary results. Below, we cite the result from [17, Lemma 4]. In the following, \( J = \{1, \ldots, d\} \setminus I \) can be empty; the claim in Lemma 4.6(ii) is formulated under the assumption that \( J \) is non-empty.

**Lemma 4.6.** Let \( d \geq 2 \) and \( \Sigma \) a \( d \times d \) symmetric positive definite matrix with inverse \( \Sigma^{-1} \). If \( a \in \mathbb{R}^d \setminus (-\infty, 0]^d \), then the quadratic programming problem \( \Pi_{\Sigma}(b) \) defined in (1) has a unique solution \( \bar{a} \) and there exists a unique non-empty index set \( I \subset \{1, \ldots, d\} \) with \( |I| \leq d \) elements such that

\[
\begin{align*}
(i) \quad \bar{a}_i &= a_i \neq 0_I; \\
(ii) \quad \bar{a}_j = \Sigma^{-1}_{I\setminus I} a_I \geq a_j, \text{ and } \Sigma^{-1}_{II} a_I > 0_I; \\
(iii) \quad \min_{a \geq 0} x^T \Sigma^{-1} x = \bar{a}^T \Sigma^{-1} \bar{a} = \bar{a}_I^T \Sigma^{-1} a_I > 0, \\
\end{align*}
\]

with \( \lambda = \Sigma^{-1} \bar{a} \) satisfying \( \lambda_I = \Sigma^{-1}_{II} a_I > 0_I \), and \( \lambda_J = 0_J \).

**Remark 4.7.** Using Lemma 4.6 it can be found that \( \bar{a}^T \Sigma^{-1} \bar{a} = a^T \Sigma^{-1} a \).

To the end of this paper, let \( D(t) := = \bar{a}(t)^T \Sigma^{-1}(t) \bar{a}(t) \).

**Lemma 4.8.** Assuming conditions B0-BII hold, then \( D(t) \) is positive and strictly decreasing on \( t \in (0, T] \). Moreover, \( \dot{D}(T) = - \left\| \text{diag} \left( \sqrt{v(T)}/v(T) \right) A^{-1} \bar{a}(T) \right\|_2^2 < 0 \).

**Proof.** Let \( 0 < t_1 < t_2 \leq T \). Then

\[
D(t_2) = \bar{a}(t_2)^T \Sigma^{-1}(t_2) \bar{a}(t_2) \leq \bar{a}(t_1)^T \Sigma^{-1}(t_2) \bar{a}(t_1) = \bar{a}(t_1)^T A^{-T} \text{diag}(1/v(t_2)) A^{-1} \bar{a}(t_1)
\]

\[
= D(t_1) - \left\| \text{diag} \left( \sqrt{v(t_2)/v(t_1)} \right) A^{-1} \bar{a}(t_1) \right\|_2^2 < D(t_1)
\]

because \( \bar{a}(t_1) \neq 0 \) and \( v(t) \) is strictly increasing. This shows that \( D(t) \) is strictly decreasing. Furthermore, we have

\[
\bar{a}(T)^T A^{-T} \text{diag} \left( \frac{v(t) - v(T)}{(T - t)v(T)} \right) A^{-1} \bar{a}(T) \leq \frac{D(T) - D(t)}{T - t} \leq \bar{a}(T)^T A^{-T} \text{diag} \left( \frac{v(t) - v(T)}{(T - t)v(T)} \right) A^{-1} \bar{a}(T)
\]

using that \( \bar{a}(t) \) and \( v(t) \) are continuous and \( v(t) \) has a positive derivative at the point \( t = T \), we have as \( t \to T \)

\[
\frac{D(T) - D(t)}{T - t} \rightarrow -\bar{a}(T)^T A^{-T} \left( \frac{\dot{v}(T)}{v^2(T)} \right) A^{-1} \bar{a}(T) = - \left\| \text{diag} \left( \sqrt{v(T)/v(T)} \right) A^{-1} \bar{a}(T) \right\|_2^2 < 0,
\]

hence the claim follows. \( \square \)

**Lemma 4.9.** Let \( T_0 \in (0, T] \). Then \( D(t) \), and \( \bar{a}_i(t) \), \( \lambda_i(t) \), \( \frac{\lambda_i(t)}{v(t)} \) are Lipshitz continuous functions on \( t \in [T_0, T] \) for all \( i \in \{1, \ldots, d\} \).

**Proof.** Let \( T_0 \in (0, T] \) be fixed. According to [23, Theorem 3.1], \( \bar{a}_i(\cdot) \) and \( \lambda_i(\cdot) \) are Lipshitz continuous, provided that conditions [23, A1-A3] are satisfied. First, let us note that the conditions A1-A2 are clearly satisfied in our setting so will focus only on condition A3. In order to state what is condition A3, let \( M(t) \in \mathbb{R}^{I(t) \times d} \) such that \( M(t) := (-I_d)_{I(t)} \), where \( (-I_d)_{I(t)} \) is the submatrix of \( -I_d \) consisting of rows corresponding to the indices of \( I(t) \). Then, condition [23, A3] states that there exist \( \alpha, \beta > 0 \) such that for all \( t \in [T_0, T] \):

\[
\begin{align*}
(i) \quad x^T \Sigma^{-1}(t)x \geq \alpha \|x\|^2 \quad & \text{for all } x \in \mathbb{R}^d \text{ satisfying } M(t)x = 0, \\
(ii) \quad \|M(t)^T x\| \geq \beta \|x\| \quad & \text{for all } x \in \mathbb{R}^{I(t)}
\end{align*}
\]

Since \( \|M(t)^T x\| = \|x\| \), then (ii) is satisfied with \( \beta = 1 \). To see that (i) holds, we have

\[
x^T \Sigma^{-1}(t)x \geq \sigma_1(t)\|x\|^2
\]

where \( \sigma_1(t) \) is the smallest eigenvalue of \( \Sigma^{-1}(t) \). The matrix \( \Sigma^{-1}(t) \) is symmetric and positive definite for \( t > 0 \), thus it has only real positive eigenvalues \( \sigma_1(t) \ldots \sigma_d(t) \). So the related characteristic polynomial \( p_{\Sigma^{-1}(t)} \) has continuous
monom and always has \(d\) real solutions. It means that we can order the eigenvalues \(\sigma_1(t), \ldots, \sigma_d(t)\) in such way that this functions will be continuous by \(t\) and thus we can take \(\alpha := \min_{t \in [T_0, T]} \sigma_1(t) > 0\), which concludes the proof of (i) and of the Lipshitz continuity of \(\tilde{a}_i(\cdot)\) and \(\lambda_i(\cdot)\).

Now, the fact that \(\tilde{a}_i(\cdot)\) is Lipshitz continuous immediately implies the Lipshitz continuity of \(D(\cdot)\). Lastly, we need to show the Lipshitz continuity of \(\lambda_i(t)/D(t)\). For \(t, s \in [T_0, T]\) we have

\[
\frac{\lambda_i(s) - \lambda_i(t)}{D(s)} \leq \left| \frac{\lambda_i(s) - \lambda_i(t)}{D(s)} \right| + \lambda_i(t) \left| \frac{D(t) - D(s)}{D(t)D(s)} \right|.
\]

The proof is concluded by the Lipshitz continuity of \(\lambda_i(\cdot), D(\cdot)\), and by noting that \(\min_{t \in [T_0, T]} D(t) = D(T) > 0\); see Lemma 4.8. \(\square\)

In the following, \(\text{argmin}_{t \in [a, b]} f(t)\) is the smallest minimizer of function \(f(\cdot)\) over set \([a, b]\). For \(t \in (0, T]\) we define function \(G(t) := \frac{\langle \lambda(t), c \rangle t}{D(t)}\).

**Lemma 4.10.** Let \(X(t) = AZ(t)\), \(t \in [0, T]\) be such that \(Z(t)\) satisfies B0-BII and \(a \in \mathbb{R}^d \setminus (-\infty, 0]^d\). Then, for any \(T_1 \in (0, T)\) there exists a constant \(C > 0\) such that for any \(T_1 \leq L < R \leq T\) and \(u > -G(T^*)\)

\[
P\left\{ \exists t \in [L, R]: X(t) - ct > ua \right\} \leq C(u + G(T^*)) \exp\left( -D(R)(u + G(T^*))^2 / 2 \right)
\]

where \(T^* := \text{argmin}_{t \in [L, R]} G(t)\). \(\quad \)

**Proof.** Recall that \(\Sigma(t) := \text{Var}(X(t))\) and \(\tilde{a}(t)\) is the solution to the quadratic programming problem \(\Pi_{\Sigma(t)}(a)\) for each \(t > 0\), as in (1). According to Lemma 4.6(iii), for \(t > 0\) we have \(D(t) > 0\). Hence

\[
P\left\{ \exists t \in [L, R]: X(t) - ct > ua \right\} \leq \mathbb{P}\left\{ \exists t \in [L, R]: \frac{\langle \lambda(t), X(t) - ct \rangle}{D(t)} > u + G(t) \right\},
\]

with \(G(\cdot)\) defined in (8). In the following let \(Y(t) := \frac{\langle \lambda(t), X(t) \rangle}{D(t)}\). Using the inequality \((\sum_{i=1}^d a_i)^2 \leq d \sum_{i=1}^d a_i^2\) we find that

\[
\mathbb{E}\left\{ (Y(t) - Y(s))^2 \right\} \leq 2 \mathbb{E}\left\{ \left( \frac{\langle \lambda(t), X(t) \rangle}{D(t)} - \frac{\langle \lambda(s), X(s) \rangle}{D(s)} \right)^2 \right\} + 2 \mathbb{E}\left\{ \left( \frac{\langle \lambda(s), X(s) \rangle}{D(s)} - \frac{\langle \lambda(s), X(s) \rangle}{D(s)} \right)^2 \right\}
\]

\[
\leq 2d^2 \sum_{i=1}^d \left( \frac{\lambda_i(t)}{D(t)} \right)^2 v_i(t) + 2d \sum_{i=1}^d a_i^2 \left( \frac{\lambda_i(t)}{D(t)} \right)^2 v_i(t).
\]

Now, the functions \(v_i(\cdot)\) and \(\lambda_i(\cdot)/D(\cdot)\) are Lipshitz continuous due to B0 and Lemma 4.9 respectively, so there exists \(C_1 > 0\) such that \(|v_i(|t-s|)| \leq C_1 |t-s|\), and \(|\lambda_i(t)/D(t) - \lambda_i(s)/D(s)| \leq C_1 |t-s|\) for all \(i \in \{1, \ldots, d\}\), thus

\[
\mathbb{E}\left\{ (Y(t) - Y(s))^2 \right\} \leq 2d^2 C_1^2 |t-s|^2 + 2d \max_{i \in \{1, \ldots, d\}} \max_{t \in [L, R]} \left( \frac{\lambda_i^2(t)}{D^2(t)} \right) C_1 |t-s|.
\]

We conclude that there exists \(C_2 > 0\) such that

\[
\mathbb{E}\left\{ (Y(t) - Y(s))^2 \right\} \leq C_2 |t-s|
\]

for all \(t, s \in [L, R]\). Since \(\text{Var}(Y(t)) = \text{Var}(a^T(t)\Sigma^{-1} X(t))/D^2(t) = 1/D(t)\) and \(D(t)\) is strictly decreasing, see Lemma 4.8, then the maximum of \(\text{Var}(Y(t))\) over \([L, R]\) is attained at \(t = R\). According to Piterbarg inequality [22, Thm 8.1], there exists a constant \(C_3\) such that for any \(0 < L < R \leq T\) we have

\[
P\left\{ \exists t \in [L, R]: Y(t) > u \right\} \leq C_3(R - L)u^2 \mathbb{P}\{ Y(R) > u \}
\]
for $u > 0$. Finally, since $\mathbb{P}\{N(0, 1) > u\} \leq \frac{1}{\sqrt{2\pi u}} e^{-u^2/2}$ for $u > 0$, then upon combining (9), (10) we obtain
\[
\mathbb{P}\{\exists t \in [L, R]: X(t) - ct > ua\} \leq C_3(R - L) \sqrt{\frac{D(R)}{2\pi}} (u + G(T^*)) \exp\{-D(R)(u + G(T^*))^2/2\}.
\]

Since function $D(\cdot)$ is decreasing (Lemma 4.8), we conclude the proof by taking $C := C_3(R - L) \sqrt{\frac{D(T_1)}{2\pi}}$. □

**Lemma 4.11.** Let B0-BII hold and let $T_1 \in (0, T]$ and $T_1 \leq L(u) < R(u) \leq T$. If either of the following two conditions is satisfied:

(i) $R(u) \to T$, and $u(T - R(u)) \to \infty$, or

(ii) $T - L(u) = o(u(T - R(u)))$, and $u^2(T - R(u))/\ln(u) \to \infty$,

then
\[
\lim_{u \to 0} \frac{\mathbb{P}\{\exists t \in [L(u), R(u)]: X(t) - ct > ua\}}{\mathbb{P}\{X(T) - cT > ua\}} = 0.
\]
as $u \to \infty$.

**Proof.** Using Lemma 4.5, we know that there exist some $C_1 > 0$, $k \in \mathbb{N}$ such that
\[
\mathbb{P}\{X(T) - cT > au\} \sim C_1 u^{-k} \varphi_T(\tilde{a}u + cT),
\]
as $u \to \infty$, where $\varphi_T$ is the density of $X(T)$. According to Lemma 4.10 there exist $C_2 > 0, K \in \mathbb{R}$ such that, for all $u > -G(T^*(u))$ we have
\[
\mathbb{P}\{\exists t \in [L(u), R(u)]: X(t) - ct > ua\} \leq C_2(u + G(T^*(u))) \exp\{-D(R(u))(u + G(T^*(u)))^2/2\},
\]
where $K(\cdot)$ is defined in Lemma 4.10 and $T^*(u) := \text{argmin}_{t \in [L(u), R(u)]} G(t)$. From now on, we take $u > -\inf_{t \in [T_1, T]} G(t)$, which is finite due to Lemma 4.9.

For brevity, in the following we denote $\Sigma := \Sigma(T)$, $\tilde{a} := \tilde{a}(T)$. In light of (11) and (12), it suffices to show that, for any $\beta \in \mathbb{R}$ we have
\[
u^2 \frac{\exp\{-D(R(u))(u + G(T^*(u)))^2/2\}}{\exp\{-\left(\tilde{a}u + cT\right)^\top \Sigma^{-1} \left(\tilde{a}u + cT\right)/2\}} = \exp\left(- \left(u^2 h_2(u) + uh_1(u) + h_0(u)\right) + \beta \ln(u)\right) \to 0,
\]
as $u \to \infty$, where
\[
h_2(u) = \frac{1}{2} \left\{D(R(u)) - D(T)\right\}, \quad h_1(u) = D(R(u)) G(T^*(u)) - D(T) G(T), \quad h_0(u) := \frac{1}{2} \left\{D(R(u)) K^2(T^*(u)) - T^2 c^\top \Sigma^{-1} c\right\}.\]

We notice that functions $|h_1(u)|$ are all bounded for $u$ large enough.

Suppose that $L(u), R(u)$ satisfy conditions (i). Due to the continuity of $D(\cdot)$, we have that $D(R(u)) \to D(T)$. Using the assumption B1, that $D(t)$ is differentiable at the point $t = T$, with $\dot{D}(T) < 0$, we have
\[-uh_2(u) - h_1(u) = u(T - R(u)) \cdot \frac{D(R(u)) - D(T)}{2(R(u) - T)} - h_1(u) \to -\infty,
\]
which implies (13) under conditions in item (i).

Next, suppose that $L(u), R(u)$ satisfy conditions (ii). We have
\[
h_1(u) = \frac{D(R(u))}{D(T^*(u))} \cdot \left(D(T^*(u)) G(T^*(u)) - D(T) G(T)\right) + \frac{D(T)}{D(T^*(u))} G(T) \left(D(R(u)) - D(T^*(u))\right).
\]

Functions $D(t)$ and $D(t) G(t) = (\lambda(t), c) t$ are Lipshitz continuous due to Lemma 4.9 and the fact that sums and products of Lipshitz continuous functions are Lipshitz continuous. This implies that there exist $C_3 > 0$ such that
\[
\left|D(T^*(u)) G(T^*(u)) - D(T) G(T)\right| \leq C_3 |T - T^*(u)| \leq C_3 |T - L(u)|,
\]
as well as
\[
\left|D(R(u)) - D(T^*(u))\right| \leq C_3 |R(u) - T^*(u)| \leq C_3 |T - L(u)|.
\]
Hence, there exists $C_4 > 0$ such that $|h_1(u)| \leq C_4|T - L(u)|$ for all $u$ large enough and

$$-u^2h_2(u) - uh_1(u) \leq u^2(T - R(u)) + \frac{D(R(u)) - D(T)}{2(R(u) - T)} + C_4 \cdot \frac{T - L(u)}{u(T - R(u))}.$$  

Since $D(R(u)) < D(T)$ and $\dot{D}(T) < 0$ and $T - L(u) = o(u(T - R(u)))$ then the term in the square brackets above is eventually negative and bounded away from 0 for $u$ large enough. Finally, (13) follows from $u^2(T - R(u))/\ln(u) \to \infty$.

\[\square\]

**Proof of Lemma 4.2.** Consider the following upper bound

$$\frac{\mathbb{P}\{\exists t \in [T_1, T - L_{u - 2\ln^2 u}] : X(t) - ct > u\alpha\}}{\mathbb{P}\{X(T) - ct > u\alpha\}} \leq \frac{\mathbb{P}\{\exists t \in [T_1, T - L_{u - 1}] : X(t) - ct > u\alpha\}}{\mathbb{P}\{X(T) - ct > u\alpha\}} + \frac{\mathbb{P}\{\exists t \in [T - L_{u - 1}] : X(t) - ct > u\alpha\}}{\mathbb{P}\{X(T) - ct > u\alpha\}}.$$  

Now, the first and second term above satisfy condition (i) of Lemma 4.11, while the third term satisfies condition (ii) of Lemma 4.11. Thus the righthand side of the above inequality converges to 0, as $u \to \infty$.

\[\square\]

### 4.3. Proofs of Lemma 4.3 and Lemma 4.4

Before proceeding to the proof of Lemma 4.3 and Lemma 4.4 we need some auxiliary lemmas. The following result generalizes [17, Lemma 5.3].

**Lemma 4.12.** For any $f := (f_1, \ldots, f_d) \in \mathbb{R}^d$

$$\int_{\mathbb{R}^d} \mathbb{I}\{\exists t \in [0, L] : x < ft\} e^{\sum_{i=1}^d x_i} dx = \begin{cases} 1 + \sum_{i=1}^d f_i^+ L, & \text{if } \sum_{i=1}^d f_i = 0, \\ \sum_{i=1}^d f_i^+ / f_i + \sum_{i=1}^d f_i^+ e^{\sum_{i=1}^d f_i L}, & \text{if } \sum_{i=1}^d f_i \neq 0, \end{cases}$$  

where $f_i^+ := \max\{f_i, 0\}$ and $f_i^- := \min\{f_i, 0\}$.

**Proof.** Define $S_+ := \sum_{i=1}^d f_i^+$, $S_- := -\sum_{i=1}^d f_i^-$, and $S := \sum_{i=1}^d f_i = S_+ - S_-$. Without the loss of generality, let $k \in \{0, \ldots, d\}$ be such that $f_1 \geq 0, \ldots, f_k \geq 0$, and $f_{k+1} < 0, \ldots, f_d < 0$. We distinguish three cases: (i) $k = d$ (all $f_i$s are non-negative, which is equivalent to $S_+ = 0$), (ii) $k = 0$ (all $f_i$s are negative, which is equivalent to $S_+ = 0$), and (iii) $0 < k < d$. It can be easily seen that in case (i) we have

$$\int_{\mathbb{R}^d} \mathbb{I}\{\exists t \in [0, L] : x < ft\} e^{\sum_{i=1}^d x_i} dx = \prod_{i=1}^d \int_{-\infty}^{f_i L} e^{x_i} dx_i = e^{S L},$$  

and in case (ii) we have

$$\int_{\mathbb{R}^d} \mathbb{I}\{\exists t \in [0, L] : x < ft\} e^{\sum_{i=1}^d x_i} dx = \prod_{i=1}^d \int_0^{\infty} e^{-x_i} dx_i = 1.$$  

Till the end we consider case (iii). Let us define

$$Q_1 := \{x \in \mathbb{R}^d : \forall i \in \{1, \ldots, d\} \text{ if } f_i < 0 \text{ then } x_i < 0\}, \quad Q_2 := \{x \in \mathbb{R}^d : \exists i \in \{1, \ldots, d\} \text{ if } f_i < 0 \text{ then } x_i \geq 0\},$$  

so that $Q_1 \cup Q_2 = \mathbb{R}^d$ and $Q_1 \cap Q_2 = \emptyset$. It can be seen that

$$\int_{Q_2} \mathbb{I}\{\exists t \in [0, L] : x < ft\} e^{\sum_{i=1}^d x_i} dx = 0.$$  

Furthermore, with $m := m(x_{k+1}, \ldots, x_d) = \min\{x_{k+1}/f_{k+1}, \ldots, x_d/f_d\}$, we have

$$\int_{Q_3} \mathbb{I}\{\exists t \in [0, L] : x < ft\} e^{\sum_{i=1}^d x_i} dx = \int_0^{\infty} \cdots \int_0^{\infty} \left[ \prod_{i=1}^k \int_{-\infty}^{f_i (L \wedge m)} e^{x_i} dx_i \right] e^{-\sum_{i=k+1}^d x_i} dx_{k+1} \cdots dx_d = \int_0^{\infty} \cdots \int_0^{\infty} \exp\{S_+ (L \wedge m)\} e^{-\sum_{i=k+1}^d x_i} dx_{k+1} \cdots dx_d.$$
We recognize that $\exp\{-\sum_{i=k+1}^d x_i\} \cdot \mathbb{I}\{x_i \geq 0\}$ is the density of minimum of $d - k$ independent exponential distributions with rate 1; using that such minimum is again exponentially distributed with rate $(d - k)$ we find that, with $Y \sim \text{Exp}(S_-)$,
\[
\int_{Q_1} \mathbb{I}\{\exists t \in [0,L] : x < ft\} \cdot e^{\sum_{i=1}^d \tau_i x_i} dx = \mathbb{E}\left\{e^{S_+ (L + Y)} \right\} = S_- \int_0^\infty e^{S_+ (L + y)} dy - S_- e^{-S_-} Y \\
= S_- \int_0^L e^{(S_+ - S_-)y} dy + e^{S_+ L} \int_L^\infty S_- e^{-S_-} dy \\
= \begin{cases} 
L \cdot S_- + e^{SL}, & S = 0 \\
\frac{S_-}{S} \cdot (e^{S - L} - 1) + e^{SL}, & \text{otherwise}, 
\end{cases}
\]
which completes the proof. \hfill \square

**Lemma 4.13.** There exist $\tau \in (0, T)$, $\lambda^* > 0$, $\eta > 0$ such that:

(i) $I_T \subseteq I_t$ for all $t \in [\tau, T]$,

(ii) $\lambda_i(t) > \lambda^* \text{ for all } i \in I_t, \ t \in [\tau, T]$, and

(iii) $\Sigma^{-1}(t) - \eta \mathbb{I}_d$ is positive definite for all $t \in [\tau, T]$.

**Proof.** According to Lemma 4.6, $i \in I_t$ if and only if $\lambda_i(t) > 0$. Since $\lambda_i(t)$ is a continuous function for any $i \in \{1, \ldots, d\}$ (see Lemma 4.9), then for any $i \in I_T$ there must exist $\tau_i < T$, and $\lambda^*_i > 0$ such that $\lambda_i(t) > \lambda^*_i$ for all $t \in [\tau_i, T]$ for all $t \in [\tau_i, T]$ we have $\lambda_i(t) > 0$. Thus the claims in (i) and (ii) follow by taking $\tau = \max_{i \in I_T} (\tau_i)$ and $\lambda^* = \min_{i \in I_T} \lambda^*_i$.

The matrix $\Sigma^{-1}(t)$ is symmetric and positive definite for $t > 0$, thus it has only real positive eigenvalues $\sigma_1(t), \ldots, \sigma_d(t)$. So the related characteristic polynomial $p_{\Sigma^{-1}}(t)$ has continuous monoms and always has $d$ real solutions. It means that we can order the eigenvalues $\sigma_1(t), \ldots, \sigma_d(t)$ in such way that this functions will be continuous by $t$ and thus $\eta = \min_{i \in \{1, \ldots, d\}} \min_{t \in [\tau, T]} \sigma_i(t) > 0$. This concludes the proof of (iii). \hfill \square

In the following, for all $u > 0$, $\tau \in (0, T]$, and $x \in \mathbb{R}^d$ we define:

\[
\mathbf{w}_{u,\tau}(x) := u \tilde{u}(\tau) + c\tau - \frac{x}{\tilde{u}(\tau)}
\]

where $\tilde{u}(\tau) \in \{u, 1\}^d$ such that $\tilde{u}_{I_t}(\tau) := u \cdot 1_{|I_t|}$, and $\tilde{u}_{J_t}(\tau) := 1_{|J_t|}$, that is $\tilde{u}(\tau)$ has the components in the set $I_t$ equal to $u$ and the other components equal to $1$. Further, for all $L > 0$, $\tau \in (0, T]$, $x \in \mathbb{R}^d$ and $u > \sqrt{L/\tau}$ consider a Gaussian process $\{Z^x_{u,\tau}(t), t \in [0, L]\}$ defined conditionally:

\[
\begin{align*}
\left(Z^x_{u,\tau}(t) \right)_{t \in [0,L]} & := \mathbb{E} \left( Z(\tau - \frac{t}{\tau}) \mid Z(\tau) = A^{-1} \mathbf{w}_{u,\tau}(x) \right)_{t \in [0,L]} \\
\end{align*}
\]

Since the components of $Z(t)$ are mutually independent, then the components of $Z^x_{u,\tau}(t)$ are mutually independent as well, i.e. $\text{Cov}( (Z^x_{u,\tau}(s))_{i}, (Z^x_{u,\tau}(t))_{j} ) = 0$ for $i \neq j$. By the definition in (15), for any $i \in \{1, \ldots, d\}$, $t, s \in [0, L]$ we have

\[
\begin{align*}
\mathbb{E} \left\{ (Z^x_{u,\tau}(t))_i \right\} &= \frac{\rho_i(\tau - \frac{t}{\tau}, \tau)}{v_i(\tau)} \left( A^{-1} \mathbf{w}_{u,\tau}(x) \right)_i \\
\text{Cov} \left( (Z^x_{u,\tau}(s))_i, (Z^x_{u,\tau}(t))_i \right) &= \rho_i(\tau - \frac{s}{\tau}, \tau - \frac{t}{\tau}) - \frac{\rho_i(\tau - \frac{s}{\tau}, \tau) \rho_i(\tau - \frac{t}{\tau}, \tau)}{v_i(\tau)}
\end{align*}
\]

with $\rho_i$ defined in (3). In the following let $\tilde{Z}_{u,\tau}(t) := Z^x_{u,\tau}(t) - \mathbb{E} \{Z^x_{u,\tau}(t)\}$. It is noted that the distribution of $\tilde{Z}_{u,\tau}(t)$ does not depend on $x$.

**Lemma 4.14.** There exists a constant $C > 0$ such that for all $L > 0$, $\tau \in (0, T]$, and $t, s \in [0, L]$ we have

\[
u^2 \mathbb{E} \left\{ \left( (A \tilde{Z}_{u,\tau}(t))_i - (A \tilde{Z}_{u,\tau}(s))_i \right)^2 \right\} \leq C \nu^2 \max_{j \in \{1, \ldots, d\}} v_j(L u^{-2})
\]

for all $i \in \{1, \ldots, d\}$ and $u$ large enough.
Proof. For brevity, in the following denote \( \tilde{t} := \tau - \frac{1}{\nu}, \tilde{s} := \tau - \frac{1}{\omega}, \) and \( \tilde{Z}_u(t) := \tilde{Z}_{u,\tau}(t) \). We have

\[
\mathbb{E} \left\{ \left( (\tilde{Z}_u(t))_i - (\tilde{Z}_u(s))_i \right)^2 \right\} = \text{Var} \{ (\tilde{Z}_u(t))_i \} + \text{Var} \{ (\tilde{Z}_u(s))_i \} - 2 \text{Cov} \{ (\tilde{Z}_u(t))_i, (\tilde{Z}_u(s))_i \} = v_i(\tilde{t}) - \frac{\rho_i^2(\tilde{t}, \tilde{t})}{v_i(\tau)} + v_i(\tilde{s}) - \frac{\rho_i^2(\tilde{s}, \tilde{t})}{v_i(\tau)} - 2 \left( \rho_i(\tilde{s}, \tilde{t}) - \frac{\rho_i(\tilde{t}, \tilde{t}) \rho_i(\tilde{s}, \tilde{t})}{v_i(\tau)} \right)
\]

\[
= v_i(|\tilde{s} - \tilde{t}|) - \frac{\rho_i(\tilde{t}, \tilde{t}) - \rho_i(\tilde{s}, \tilde{t})^2}{v_i(\tau)}
\]

Now, the above is not greater than \( v_i(|\tilde{s} - \tilde{t}|) = v_i(|s - t|/u^2) \leq v_i(Lu^{-2}) \). Furthermore, we have

\[
u^2 \mathbb{E} \left\{ \left( (A\tilde{Z}_u(s))_i - (A\tilde{Z}_u(t))_i \right)^2 \right\} = \nu^2 \mathbb{E} \left\{ \left( \sum_{j=1}^d a_{ij} ((\tilde{Z}_u(s))_j - (\tilde{Z}_u(t))_j \right)^2 \right\} \leq \nu^2 \left( \sum_{j=1}^d a_{ij}^2 \right) \left( \sum_{j=1}^d \mathbb{E} \left\{ (\tilde{Z}_u(s))_j - (\tilde{Z}_u(t))_j \right)^2 \right),
\]

where we used Cauchy–Schwarz inequality. This completes the proof. \( \square \)

The following corollary to Lemma 4.14 is a straightforward application of Piterbarg inequality [22, Theorem 8.1] and Lipschitz continuity of functions \( v_i(\cdot) \).

Corollary 4.15. There exists \( C > 0 \) such that for all \( L > 0, \tau \in (0, T], z > 0 \) we have

\[ \mathbb{P} \left\{ \sup_{t \in [0, L]} u(A\tilde{Z}_{u,\tau}(t))_i > z \right\} \leq C \nu^2 e^{-z^2/(2u^2 \max_{j \in \{1, \ldots, d\}} v_j(Lu^{-2}))} \]

for \( i \in \{1, \ldots, d\} \) and all \( u \) large enough.

In the following, for any \( i \in \{1, \ldots, d\} \), \( t, s \in [0, L] \) we define

\[
\begin{align*}
    h_{u,\tau}(L, x) &:= \mathbb{P} \left\{ \exists s \in (\tau - Lu^{-2}, \tau) : X(t) - ct > u a | X(\tau) = w_{u,\tau}(x) \right\}, \\
    \theta_{u,\tau}(x) &:= \frac{\varphi(\varphi_{\tau}(w_{u,\tau}(x)))(u\tilde{a}(\tau) + ct)}{\varphi(\varphi_{\tau}(u\tilde{a}(\tau) + ct))}.
\end{align*}
\]

Lemma 4.16. There exists \( \tau_0 \in (0, T) \) and function \( H : \mathbb{R}_+ \times \mathbb{R}^d \to \mathbb{R}_+ \) satisfying \( \int_{\mathbb{R}^d} H(L, x) dx =: C^*(L) < \infty \) for all \( L > 0 \), and \( u_0 : \mathbb{R}_+ \to \mathbb{R}_+ \) such that for all \( L > 0, \tau \in [\tau_0, T], \) and \( x \in \mathbb{R}^d \) we have

\[
h_{u,\tau}(L, x) \theta_{u,\tau}(x) \leq H(L, x)
\]

for all \( u > u_0(L) \). Moreover, there exists \( C^* > 0 \) such that \( \lim_{L \to \infty} C^*(L) < C^* \).

Proof. For \( u > 0, \tau \in (0, T], \) and \( x \in \mathbb{R}^d \) let \( \theta_{u,\tau}(x) := \varphi(\varphi_{\tau}(w_{u,\tau}(x)))/\varphi(\varphi_{\tau}(u\tilde{a}(\tau) + ct)). \) Then

\[
\theta_{u,\tau}(x) = \exp \left\{ u\tilde{a}^\top(\tau) \Sigma^{-1}(\tau)(x/\tilde{u}) + \tau c^\top(\tau) \Sigma^{-1}(\tau)(x/\tilde{u}) - \frac{1}{2} (x/\tilde{u})^\top \Sigma^{-1}(\tau) (x/\tilde{u}) \right\} = e^{\lambda_i(\tau) x_i} e^{<\tilde{e}_i(\tau)/u, x_i>} e^{<\tilde{e}_i(\tau)/\tilde{u}, x_i>} e^{-\frac{1}{2} (x/\tilde{u})^\top \Sigma^{-1}(\tau) (x/\tilde{u})},
\]

where \( \tilde{c}(\tau) := c^\top(\tau) \Sigma^{-1}(\tau) \). From Lemma 4.13(iii) we know that there exists \( \eta > 0 \) such that \( \Sigma^{-1}(\tau) - \eta I_d \) is positive definite for all \( \tau < T \), thus

\[
e^{-\frac{1}{2} (x/\tilde{u})^\top \Sigma^{-1}(\tau) (x/\tilde{u})} \leq \leq e^{-\frac{1}{2} (x/\tilde{u})^\top (\Sigma^{-1}(\tau) - \eta I_d) (x/\tilde{u})} e^{-\frac{1}{2} \|x/\tilde{u}\|^2} \leq e^{-\frac{1}{2} \|x\|^2}.
\]

Furthermore, due to the continuity of \( v_i(\cdot) \) and \( \lambda_i(\cdot) \) (see Lemma 4.9), for all \( \varepsilon > 0 \) there exists \( \tau_0 < T \) large enough such that

\[
\lambda_i(T)(1 - \varepsilon) < \lambda_i(\tau) < \lambda_i(T)(1 + \varepsilon), \quad \text{and} \quad c_i(T)(1 - \varepsilon) \leq |c_i(\tau)| \leq c_i(T)(1 + \varepsilon)
\]
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for all \( i \in \{1, \ldots, d\} \) and \( \tau \in [\tau_0, T] \). Moreover, for all \( \varepsilon > 0 \) small enough and \( \tau_0 > \bar{\tau} \), where \( \bar{\tau} \) is defined in Lemma 4.13 we also have \( \lambda_i^*(t) := \lambda_i(t) - \text{sgn}(x_i)\varepsilon > 0 \) for all \( i \in I \), thus for every \( \varepsilon > 0 \) small enough there exists \( \tau_0 \) such that
\[
\theta_u(x) \leq e^{\lambda_i(t)(1 + \varepsilon \cdot \text{sgn}(x_i))} e^{-\varepsilon^2/2} \|x_j\|^2 =: \tilde{\theta}(x),
\]
Now, let \( Z_{u,\tau}(t) \) and \( \tilde{Z}_{u,\tau}(t) \) be defined as in (15). Since \( X = AZ \), then
\[
h_{u,\tau}(L, x) = P \left\{ \exists \xi \in \left[ -\frac{T - L}{u}, \tau \right] : A(Z(t) - ct > uA | AZ(\tau) = w_{u,\tau}(x)) \right\},
\]
\[
= P \left\{ \exists \xi \in [0, L] : AZ(\tau - \frac{t}{u^2}) - c(\tau - \frac{t}{u^2}) > uA | AZ(\tau) = w_{u,\tau}(x) \right\},
\]
\[
= P \left\{ \exists \xi \in [0, L] : AZ_{u,\tau}(t) = -ct/u^2 > uA \right\},
\]
\[
= P \left\{ \exists \xi \in [0, L] : u(A\tilde{Z}_{u,\tau}(t))_i + (\mu_{u,\tau}(t, x))_i > 0 \right\},
\]
where, with defining \( R_{u,\tau}(t) := \text{diag}(\rho_i(\tau - \frac{t}{u^2}, \tau)/v_i(\tau)) \) for brevity, we have
\[
\mu_{u,\tau}(t, x) := uAR_{u,\tau}(t)A^{-1}w_{u,\tau}(x) - u\tau + ct/u - u^2a
\]
\[
= uAR_{u,\tau}(t)A^{-1}(u\bar{a} + c\tau - x/\bar{u}) - u\tau + ct/u - u^2a
\]
\[
= u^2A(R_{u,\tau}(t) - I_d)A^{-1} \cdot (\bar{a} + c\tau/u - x/(u\bar{u}))
\]
\[
+ ct/u + u^2(\bar{a} - a) - ux/\bar{u}.
\]
Now, notice that
\[
u^2A(R_{u,\tau}(t) - I_d)A^{-1} = u^2A \cdot \text{diag} \left( \frac{\rho_i(\tau - \frac{t}{u^2}, \tau) - v_i(\tau)}{v_i(\tau)} \right) \cdot A^{-1}
\]
\[
= tA \cdot \text{diag} \left( \frac{1}{2v_i(\tau)} \right) \cdot A^{-1}
\]
\[
\rightarrow -\frac{t}{2}AQ(\tau)A^{-1}, \quad u \rightarrow \infty
\]
for any fixed \( \tau, T \), where \( Q(\tau) := \text{diag}(\dot{v}_i(\tau)/v_i(\tau)) \). Moreover, applying the mean value theorem yields
\[
\inf_{s \in [\tau_0 - La^{-2}, T]} |v_i(s)| \leq \left| \frac{v_i(\tau - \frac{t}{u^2}) - v_i(\tau)}{t/u^2} \right| \leq \sup_{s \in [\tau_0 - La^{-2}, T]} |v_i(s)|,
\]
so using the assumption B0, for every \( \varepsilon > 0 \) there exists \( \tau_0 < T \) such that
\[
-(1 + \varepsilon)\dot{v}_i(T) \leq \frac{v_i(\tau - \frac{t}{u^2}) - v_i(\tau)}{t/u^2} \leq -(1 - \varepsilon)\dot{v}_i(T)
\]
for all \( \tau \in [\tau_0, T] \), \( t \in [0, L] \) and \( u \) large enough. The bound above implies that for any \( \varepsilon > 0 \), we can find \( \tau_0 < T \) such that for all \( i \in I \) we have
\[
(\mu_{u,\tau}(t, x))_i \leq \left( -\frac{1}{2}(AQ A^{-1}\bar{a})_i + \varepsilon \right) t - x_i(1 - \varepsilon \cdot \text{sgn}(x_i))
\]
for all \( t \in [\tau_0, T] \) and \( u \) large enough, where \( Q := Q(T) = \text{diag}(\dot{v}_i(T)/v_i(T)) \). In the following define \( W_{u,\tau} := \max_{i \in \{1, \ldots, d\}} \sup_{t \in [0, L]} u(A\tilde{Z}_{u,\tau}(t))_i \) and see that
\[
h_{u,\tau}(L, x) \leq P \left\{ \exists \xi \in [0, L] : W_{u,\tau} + \left( -\frac{1}{2}(AQ A^{-1}\bar{a})_i + \varepsilon \right) t - x_i(1 - \varepsilon \cdot \text{sgn}(x_i)) > 0 \right\}
\]
\[
\leq P \left\{ \exists \xi \in [0, L] : \left( -\frac{1}{2}(AQ A^{-1}\bar{a})_i + \varepsilon \right) t > x_i \cdot \frac{W_{u,\tau}}{1 - \varepsilon} \right\}
\]
\[
\leq \sum_{k=0}^{\infty} P \left\{ \exists \xi \in [0, L] : \left( -\frac{1}{2}(AQ A^{-1}\bar{a})_i + \varepsilon \right) t > x_i \cdot \frac{W_{u,\tau}}{1 - \varepsilon} \cdot \frac{1}{1 - \varepsilon(k + 1)} \right\}
\]
\[
\leq \sum_{k=0}^{\infty} P \left\{ \exists \xi \in [0, L] : \left( -\frac{1}{2}(AQ A^{-1}\bar{a})_i + \varepsilon \right) t > x_i \cdot \frac{1}{1 - \varepsilon} \cdot \frac{1}{1 - \varepsilon} \right\} \cdot P \left\{ W_{u,\tau} > \varepsilon k \right\}
\]
Furthermore, due to Corollary 4.15 and assumption BII, we have

\[ \mathbb{P} \left\{ W_{u, \tau} > \varepsilon k \right\} \leq e^{-(\varepsilon k)^2} \]

for all \( \tau \in [\tau_0, T] \) and \( u \) large enough. Thus,

\[ h_{u, \tau}(L, x) \leq \sum_{k=0}^{\infty} \prod_{i \in I} \left\{ \exists \varepsilon_i \in [0, \lambda_i \cdot (AQA^{-1} \bar{a})_i] \right\} \cdot t > x_i - \frac{\varepsilon(k+1)}{1 - \varepsilon} \}

\[ e^{-(\varepsilon k)^2} := \tilde{h}(L, x). \]

for all \( u \) large enough. Furthermore, define

\[ E_k(L) := \int_{\mathbb{R}^{|I|}} \prod_{i \in I} \left\{ \exists \varepsilon_i \in [0, \lambda_i \cdot (AQA^{-1} \bar{a})_i] \right\} \cdot t > x_i - \frac{\varepsilon(k+1)}{1 - \varepsilon} \}

\[ e^{\lambda_i(T)(1+\varepsilon \cdot \text{sgn}(x_i))} \cdot dx_i. \]

Then

\[ \int_{\mathbb{R}^d} \tilde{h}(L, x) \theta(x) = \sum_{k=0}^{\infty} E_k(L) e^{-(\varepsilon k)^2} \cdot \int_{\mathbb{R}^{|I|}} e^{\lambda_i(T)(1+\varepsilon \cdot \text{sgn}(x_i))} \cdot dx_i. \]

Now, the integral over \( \mathbb{R}^{|I|} \) above is bounded for all \( \varepsilon \) small enough because it does not depend on \( \tau \) and \( u \). We now focus on the sum \( \sum_{k=0}^{\infty} E_k(L) e^{-(\varepsilon k)^2} \). Let \( \delta = (\delta_1, \ldots, \delta_d) \in \{-1, 1\}^{|I|}. \) For each \( k \in \mathbb{N} \) we have

\[ E_k(L) \leq \sum_{\delta \in \{-1, 1\}^{|I|}} \int_{\mathbb{R}^{|I|}} \prod_{i \in I} \left\{ \exists \varepsilon_i \in [0, \lambda_i \cdot (AQA^{-1} \bar{a})_i] \right\} \cdot t > x_i - \frac{\varepsilon(k+1)}{1 - \varepsilon} \}

\[ e^{\lambda_i(T)(1+\varepsilon \cdot \text{sgn}(x_i))} \cdot dx_i. \]

After applying substitution \( x_i := \lambda_i(1+\varepsilon \delta_i) \left[ x_i - \frac{\varepsilon(k+1)}{1 - \varepsilon} \right] \), each term of the sum above is bounded from above by \( C(L; \varepsilon, \delta) \cdot e^{g_i(\varepsilon)} \), where

\[ C(L; \varepsilon, \delta) := \frac{1}{\prod_{i \in I} \lambda_i(1+\varepsilon \delta_i)} \int_{\mathbb{R}^{|I|}} \prod_{i \in I} \left\{ \exists \varepsilon_i \in [0, \lambda_i \cdot (AQA^{-1} \bar{a})_i] \right\} \cdot \sum_{i \in I} x_i dx_i, \]

with \( f_i(\varepsilon, \delta_i) \) and \( g_i(\varepsilon) \) defined below

\[ f_i(\varepsilon, \delta_i) := \frac{\lambda_i(1+\varepsilon \delta_i)}{1 - \varepsilon}, \quad g_i(\varepsilon) := \frac{\lambda_i(1+\varepsilon)(k+1)}{1 - \varepsilon}. \]

It is straightforward to see that \( f_i(\varepsilon, \delta_i) \to f_i := -\frac{\lambda_i}{\lambda_i(1+\varepsilon \delta_i)} A_i \lambda_i \), as \( \varepsilon \to 0 \) for any \( \delta \) and similarly \( g_i(\varepsilon) \to 0 \). Therefore,

\[ C(L; \varepsilon, \delta) \to C(L), \quad \varepsilon \to 0, \]

where

\[ C(L) := \prod_{i \in I} \lambda_i \int_{\mathbb{R}^{|I|}} \prod_{i \in I} \left\{ \exists \varepsilon_i \in [0, \lambda_i \cdot (AQA^{-1} \bar{a})_i] : x_i > 0 \right\} \sum_{i \in I} x_i \cdot dx_i \]

\[ = \int_{\mathbb{R}^{|I|}} \prod_{i \in I} \left\{ \exists \varepsilon_i \in [0, \lambda_i \cdot (AQA^{-1} \bar{a})_i] : x_i > 0 \right\} \sum_{i \in I} x_i \cdot dx_i. \]

Now, since \( \Sigma^{-1} = A^{-\top} \text{diag}(v_i(T)) A^{-1} \) and \( \lambda = \Sigma^{-1} \bar{a} \), then

\[ \sum_{i \in I} \lambda_i \cdot (AQA^{-1} \bar{a})_i = (AQA^{-1} \bar{a}, \lambda) = (AQA^{-1} \bar{a}, \lambda) \]

\[ = \lambda^\top \text{diag} \left( \frac{v_i(T)}{v_i(T)} \right) A^\top A^{-\top} \text{diag} \left( \frac{1}{v_i(T)} \right) A^{-1} \bar{a} \]

\[ = -\hat{D}(T), \]

where in the last line we used Lemma 4.8. Applying Lemma 4.12 with \( f = (f_i) \), \( f_i = -\frac{1}{2} \sum_{i \in I} \lambda_i \cdot (AQA^{-1} \bar{a})_i \) and the fact that, \( \sum_i f_i = \frac{1}{2} \hat{D}(T) < 0 \), cf. Lemma 4.8, we conclude that \( C(L) \to C \), as \( L \to \infty \), with \( C \) defined in (4).
Now, since $\mathcal{C}(L) \to C$, then there must exist some $c_1 > 0$ such that for all $\varepsilon$ small enough and all $\delta \in \{-1, 1\}$, we have $\mathcal{C}(L; \varepsilon, \delta) \leq (1 + c_1)^{2d+1}$. Finally, notice that for each $\varepsilon > 0$,

$$
\sum_{k=0}^{\infty} \exp \left\{ \frac{\lambda_i(1 + \varepsilon)(k + 1)}{1 - \varepsilon} \right\} e^{-(\varepsilon k)^2} < \infty.
$$

These observations combined give us that there exists a constant $c_2 > 0$ such that

$$
\int_{\mathbb{R}^d} \tilde{h}(L, x) \theta(x) < c_2 \cdot C,
$$

for all $u$ large enough. This completes the proof. \hfill \Box

In the following, for any $\tau \in (0, T)$, $L > 0$ and $u > \sqrt{L/\tau}$ let

$$
M_{\tau}(u, L) := \mathbb{P} \left\{ \exists \xi \in [\tau - L - 2, \tau] : X(t) - ct > u \alpha \right\}.
$$

Proof of Lemma 4.4. For any $T > 0$, with $M_{T}(u, L)$ defined in (20), we have

$$
M_{T}(u, L) = \int_{\mathbb{R}^d} \mathbb{P} \left\{ \exists \xi \in [T - L - u, T] : X(t) - ct > u \alpha \mid X(T) = \alpha \right\} \varphi_{T}(\alpha) d\alpha,
$$

where $\varphi_{T}$ be the pdf of $X(T)$. After applying substitution $w_{u,T}(x)$; see (14) we obtain

$$
M_{T}(u, L) = u^{-|T|} \int_{\mathbb{R}^d} \mathbb{P} \left\{ \exists \xi \in [T - L - u, T] : X(t) - ct > u \alpha \mid X(T) = w_{u,T}(x) \right\} \varphi(w_{u,T}(x)) d\alpha
$$

$$
= u^{-|T|} \int_{\mathbb{R}^d} h_{u,T}(L, x) \varphi(w_{u,T}(x)) d\alpha.
$$

Now, let $\theta_{u,T}(x) := \varphi(T(w_{u,T}(x))/\varphi(T(u\alpha(T) + cT))$. Then

$$
\theta_{u,T}(x) = \exp \left\{ u\tilde{c}^{\top}(T)\Sigma^{-1}(T)(x/\bar{u}) + u^{2}(x/\bar{u})^{\top}\Sigma^{-1}(T)(x/\bar{u}) - \frac{1}{2}(x/\bar{u})^{\top}\Sigma^{-1}(T)(x/\bar{u}) \right\},
$$

with the three terms under the exponent exhibit the following behavior:

- $e^{-\frac{1}{2}(x/\bar{u})^{\top}\Sigma^{-1}(T)(x/\bar{u})} \to e^{-\frac{1}{2}x^{\top}(\Sigma^{-1}(T))_{i,j}x_{ij}}$, $u \to \infty$
- $e^{T^{\top}\Sigma^{-1}(T)(x/\bar{u})} \to e^{T^{\top}(e^{\Sigma^{-1}(T)}_{i,j}x_{ij})}$, $u \to \infty$
- $e^\tilde{c}^{\top}(T)\Sigma^{-1}(T)(u\alpha/\bar{u}) = e^{\lambda^{\top}(T)(u\alpha/\bar{u})} = e^{(\lambda_{T}(T), x_{T})}$.

Letting $\tilde{c} := T^{\top}\Sigma^{-1}(T)$ we obtain

$$
\theta(x) := \lim_{u \to \infty} \theta_{u}(x) = e^{(\lambda_{T}(T), x_{T})}, e^{-\frac{1}{2}x^{\top}(\Sigma^{-1}(T))_{i,j}x_{ij}} e^{(\tilde{c}^{\top}(T), x_{T})}.
$$

Let $Z_{u,T}(t)$ be defined as in (15). Repeating steps from the proof of Lemma 4.16, cf. Eq. (17) and below, we find that

$$
h_{u,T}(L, x) = \mathbb{P} \left\{ \exists \xi \in [0, L] : uA\tilde{Z}_{u,T}(t) + \mu_{u,T}(t, x) > 0 \right\},
$$

where

$$
\mu_{u,T}(t, x) = u^{2}A((R_{u,T}(t) - \mathcal{I}_{d})A^{-1} \cdot (\alpha + c\tau/u - x/(u\bar{u})) + ct/u + u^{2}(\tilde{a} - \alpha) - u\alpha/\bar{u}.
$$

with $R_{u,T}(t) := \text{diag}(\mu(t) - \frac{4}{\mu(t)}, \tau)/v_{T}(\tau))$. Let $U_{T} := \{i \in J_{T} : \tilde{a}_{i}(T) = a_{i} \}$ be the subset of $J_{T}$. Repeating steps from the proof of Lemma 4.16, cf. Eq. (18) and below, we obtain

$$
(\mu_{u,T}(t, x))_{i} \to \mu(T, x) := \begin{cases} 
-\frac{1}{2}(QA^{-1}\bar{a})_{i} - x_{i}, & i \in I \\
\text{sgn}(-x_{i}) \cdot \infty, & i \in U \\
\infty, & i \in J \setminus U
\end{cases}
$$

as $u \to \infty$, where $Q := \text{diag}(v_{i}(T)/v_{i}(T))$ and $U$ was defined in (2). Now, see that

$$
\mathbb{P} \left\{ \exists \xi \in [0, L] \forall i \in \{1, \ldots, d\} : (\mu_{u,T}(t, x))_{i} > 0 \right\} \leq h_{u,T}(L, x)
$$

\[ P \left\{ \exists \epsilon \in (0, L) : \sup_{t \in [0, L]} (uA^{\top} \tilde{Z} + (\mu_{u,T}(t, x)) \right\} > 0 \right\}.
\]

Corollary 4.15 implies that \( \sup_{t \in [0, L]} (uA^{\top} \tilde{Z} + (\mu_{u,T}(t, x)) \right\} \rightarrow 0 \), as \( u \rightarrow \infty \), so for every \( x \in \mathbb{R} \) we have

\[
\lim_{u \rightarrow \infty} h_{u,T}(L, x) = \mathbb{I} \left\{ \exists \epsilon \in (0, L) : -\frac{1}{2} (AQ-A^{-1}) I - x I > 0 \right\} \cdot \mathbb{I} \{ x_U < 0_U \} := h(L, x)
\]

Thanks to Lemma 4.16, we may apply Lebesgue’s dominated convergence theorem and obtain, as \( u \rightarrow \infty \),

\[
\int_{\mathbb{R}^d} h_{u,T}(L, x) \theta_{u,T}(x) dx = \int_{\mathbb{R}^d} h(L, x) \theta(x) dx = C(L) \cdot \prod_{k \in I} \lambda_k(T) \int_{\mathbb{R}^d} e^{-\frac{1}{2} (x_j - \bar{x})^T \Sigma^{-1}(T) (x_j - \bar{x}) + \frac{1}{2} \bar{x}^T \Sigma^{-1}(T) \Sigma^{-1}(T) a} dx_j,
\]

with \( C(L) \) defined in (19). Finally, using Lemma 4.5 yields

\[
\frac{M_T(u, L)}{\mathbb{P} \{ X(T) - cT > ua \}} \rightarrow C(L),
\]

as \( u \rightarrow \infty \). Repeating the reasoning from the proof of Lemma 4.16, we conclude that \( C(L) \rightarrow C \), as \( L \rightarrow \infty \), with \( C \) defined in (4).

\textit{Proof of Lemma 4.3.} Define a sequence \( \tau_k := T - kLu^{-2} \) and a constant \( K(u) = [\ln^2(u) + 1] \). Then

\[
\frac{\mathbb{P} \left\{ \exists \in [T - Lu^{-2}, T - \frac{Lu^{-2}}{2}] : X(t) - ct > au \right\}}{\mathbb{P} \{ X(T) - cT > ua \}} \leq \sum_{k=1}^{K(u)} \frac{M_{\tau_k}(u, L)}{\mathbb{P} \{ X(T) - cT > ua \}},
\]

with \( M_{\tau_k}(u, L) \) defined in (20). Similarly to (21), for any \( \tau > 0 \) we have

\[
M_{\tau}(u, L) = u^{-|\tau|} \int_{\mathbb{R}^d} h_{u,\tau}(L, x) \varphi_{\tau}(w) dx,
\]

with \( h_{u,\tau} \) defined as in (16). Let \( \tau_0 \) be as in Lemma 4.16. Then \( \tau_k \in [\tau_0, T] \) for all \( k \in \{1, \ldots, K(u)\} \) we may apply Lemma 4.16 and obtain

\[
M_{\tau_k}(u, L) \leq u^{-|\tau_k|} \varphi_{\tau_k}(u \bar{a}(\tau_k) + c\tau_k) \cdot \int_{\mathbb{R}^d} H(L, x) dx
\]

for all \( u \) large enough. Furthermore, according to Lemma 4.16, there exists a constant \( C_1 \) such that \( \int_{\mathbb{R}^d} H(L, x) dx \leq C_1 \) for all \( u \) large enough. Moreover, according to Lemma 4.5, there exist \( C_2 > 0 \) such that \( \mathbb{P} \{ X(T) - cT > ua \} \geq C_2 u^{-|\tau_k|} \varphi_{\tau_k}(u \bar{a}(\tau_k) + c\tau_k) \)

for all \( u \) large enough. We thus have

\[
\frac{\mathbb{P} \left\{ \exists \in [T - Lu^{-2}, T - \frac{Lu^{-2}}{2}] : X(t) - ct > au \right\}}{\mathbb{P} \{ X(T) - cT > ua \}} \leq \sum_{k=1}^{K(u)} \frac{C_1}{C_2} \varphi_{\tau_k}(u \bar{a}(\tau_k) + c\tau_k) \varphi_{\tau}(u \bar{a}(T) + cT).
\]

Consider one of the terms in the sum above. We have

\[
\frac{\varphi_{\tau_k}(u \bar{a}(\tau_k) + c\tau_k)}{\varphi_{\tau_k}(u \bar{a}(T) + cT)} = \sqrt{\frac{|\Sigma(T)|}{|\Sigma(\tau_k)|}} e^{-\frac{1}{2} \bar{a}^T (D(\tau_k) - D(T)) e^{-u(\lambda_k(T) - \lambda(T), c)} e^{-\frac{1}{2} \bar{x}^T \Sigma^{-1}(\tau_k) - \Sigma^{-1}(T) e\cdot c}}
\]

Now, using the fact that \( D(t) \) has a negative derivative at \( t = T \) (cf. Lemma 4.8), and the fact that \( \tau_{K(u)} \rightarrow T \) we know that for \( u \) large enough \( u^2 (D(\tau_k) - D(T)) \geq |\bar{D}(T)| kL/2 \). Using Lipschitz continuity of \( \lambda \) we also find that there exists a constant \( C_1 > 0 \) such that \( |(\lambda_k(T) - \lambda(T), c)| \leq C_1 kL \). Both these observations combined imply that there exist some constants \( C_3, \beta > 0 \) such that

\[
\frac{\varphi_{\tau_k}(u \bar{a}(\tau_k) + c\tau_k)}{\varphi_{\tau}(u \bar{a}(T) + cT)} \leq C_3 e^{-\beta kL}
\]

for all \( u \) large enough. Finally, we have

\[
\sum_{k=1}^{K(u)} \frac{M_{\tau_k}(u, L)}{\mathbb{P} \{ X(T) - cT > ua \}} \leq \frac{C_1 C_3}{C_2} \sum_{k=1}^{\infty} e^{-\beta kL} \leq \frac{C_1 C_3}{C_2 (1 - e^{-\beta L})} e^{-\beta L},
\]

which completes the proof.
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