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Abstract

The amount of sensitive data, which is transmitted wirelessly will increase with future technologies. This raises many questions about secure data transmission. Besides cryptography, information-theoretic security gained increasing attention over the recent years. Among others, it deals with the problem of secure data transmission on the physical layer to a legitimate receiver (Bob) in the presence of an eavesdropper (Eve). In this work, we investigate upper and lower bounds on the secrecy outage probability for slowly-fading wiretap channels with an arbitrary dependency structure between the fading channels to Bob and Eve. Both cases of absence of CSI-T and availability of CSI-T of only the main channel to the legitimate receiver are considered. Furthermore, we derive explicit expressions for the upper and lower bounds for Rayleigh fading and compare them to the case of independent channels. The joint distribution of the legitimate and eavesdropper channels has a tremendous impact on the achievable secrecy outage probability. The bounds enable to develop guaranteed secrecy schemes by only measuring the marginal channel distributions.
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I. INTRODUCTION

Wireless data transmission plays already today an important role in personal communications. With new emerging concepts and technologies like internet of things (IoT) and 6G [1], the
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amount of wirelessly transmitted data will further increase. This also includes private and sensitive data and should therefore be transmitted securely.

Cryptography is one option to achieve this goal. However, it requires a shared-key between the different parties which does not scale well with the massive increase of devices. Another approach is physical layer security [2] where the physical properties of the wireless channel are exploited to enable a secure transmission. One fundamental result shows that certain channel codes exist for the standard additive white Gaussian noise (AWGN) channel, which allow zero information leakage to a passive eavesdropper [3]. In a setting where the channels to the legitimate receiver and the eavesdropper also experience fading, outages can occur due to the random nature of the fading [4].

A designer of a communication system in such a scenario might face the following task: My application can tolerate a maximum secrecy outage probability $\varepsilon$. What is the maximum transmission rate such that the secrecy outage probability of my system is below $\varepsilon$, even in the worst-case? Especially for critical tasks, it is important to guarantee the system’s performance even in the worst-case. The uncertainty about the system can stem from many different factors. The one we consider in this work is the statistical dependence of the communication channels. The marginal distributions of the fading coefficients for different positions (or users) can easily be measured. However, the dependence between them is usually unclear because the attacker might choose position and orientation according to the legitimate transmitter and receiver.

On the other hand, relaying technologies as well as new emerging technologies like reconfigurable intelligent surfaces [5] might enable a pro-active design of the radio environment and therefore a control of the dependency structure. Another way of enhancing the secrecy outage probability is the use of cooperative jamming [6]. A wireless engineer might therefore ask himself in the future: How close is the operating point in terms of secrecy outage rate of my system to the best-possible and how can I achieve the upper bound? In this case, the lower bound on the secrecy outage probability over all joint distributions can be used as a benchmark.

In the literature, usually independent legitimate and eavesdropper channels are considered [7]–[11]. However, real measurements demonstrate that the commonly used assumption of independent channels is not always justified [12], [13]. In particular, if the eavesdropper chooses its position and orientation carefully. Therefore, some work has already studied the influence of correlation between channels on the secrecy performance. In [14], bounds on the secrecy capacity for correlated fading channels are provided. However, the results hold only for the high
signal-to-noise ratio (SNR) regime and only for the specific case of Rayleigh fading. Additionally, the not well justified assumption of full channel-state information at the transmitter (CSI-T) about both channels is assumed. The results of [14] are extended in [15] for general SNR. A different fading distribution, namely log-normal fading, is considered in [16]. Additional differences are that [16] focuses on the outage probability instead of the secrecy capacity and no CSI-T about the eavesdropper’s channel is assumed. The secrecy outage probability of correlated channels with small-scale fading and shadowing has been investigated in [17].

In all of this previous work only (positive) linear correlation is considered. In contrast, the upper and lower bounds that we derive in this work are based on copulas [18] and hold for any dependency between the channels. In the area of physical layer security, a similar approach has been used to derive general bounds on the ergodic secret-key capacity [19].

In this work, we answer the aforementioned question about the secrecy outage probability of the worst-case with respect to the joint distribution of the fading coefficients of the channels to the legitimate receiver and a passive eavesdropper. In addition, we will derive the outage-probability for the best-case. All possible joint distributions cause an outage probability somewhere between the two bounds. The bounds are achievable, i.e., there exist joint distributions which indeed achieve them with equality.

We always consider only statistical CSI-T of the eavesdropper channel. However, we consider the two cases of perfect CSI-T about the channel to legitimate receiver and only statistical CSI-T. The results are explicitly evaluated for the case of Rayleigh fading and compared to the case of independent channels. The main contributions are summarized in the following.

- We derive tight upper and lower bounds on the secrecy outage probability for dependent fading channels when the transmitter Alice has perfect CSI-T about the channel to the legitimate receiver Bob.
- We derive tight upper and lower bounds on the secrecy outage probability for dependent fading channels when the transmitter Alice has only statistical CSI-T.
- We give a general sufficient condition on the distributions of the fading coefficients for which the secrecy outage probability is only determined by the quality of Bob’s channel.
- We evaluate all bounds for the special scenario of Rayleigh fading and compare them to the case of independent channels. All numerical evaluations and plots are made publicly available in an interactive notebook at [20].

The rest of the paper is organized as follows. In Section II, the system model, preliminaries on
physical layer security, and the required mathematical background are introduced. The bounds on the secrecy outage probability for the cases of perfect CSI-T and only statistical CSI-T about the main channel are derived in Sections III and IV, respectively. In Section V, we consider an alternative definition for the secrecy outage probability and derive the bounds for this notion. All of these results are then evaluated explicitly and compared to the case of independent channels for Rayleigh fading in Section VI. Finally, Section VII concludes the paper.

Notation: Throughout this work, we use following notation. Random variables are denoted in capital boldface letters, e.g., $X$, and their realizations in small letters, e.g., $x$. We will use $F$ and $f$ for a probability distribution and its density, respectively. The expectation is denoted by $\mathbb{E}$ and the probability of an event by $\Pr$. It is assumed that all considered distributions are continuous. The dual of a copula $C$ is written as $\bar{C}$. As a shorthand, we use $[x]^+ = \max[x,0]$; and similarly $[x]^{\leq 1} = \min[x,1]$. The derivative of a univariate function $g$ is written as $g'$. The real numbers are denoted by $\mathbb{R}$. Logarithms, if not stated otherwise, are assumed to be with respect to the natural base.

II. SYSTEM MODEL, PROBLEM STATEMENT AND PRELIMINARIES

In this section, we will first state the system model and some important definitions and facts from the area of physical layer security [2]. Next, we state the problem formulation. Afterwards, we will introduce needed mathematical background from copula theory [18].

A. Fading Wiretap Channel

Throughout this work, we consider the discrete-time Gaussian wiretap channel with quasi-static block flat-fading as channel model [7]. The structure is shown in Fig. 1. The transmitter Alice wants to transmit messages $M$ securely to the legitimate receiver Bob. The communication channel between them suffers from fading $H_x$ and AWGN $N_x$ with average noise power $N_B$. We will refer to this channel as “main channel”. The received signal at Bob at time $i$ is given by

$$B(i) = H_x(i)A(i) + N_x(i).$$

The communication between Alice and Bob is eavesdropped by Eve. The channel between this passive eavesdropper and Alice suffers from fading $H_y$ and AWGN $N_y$ with average noise power $N_E$. The received signal at Eve at time $i$ is given by

$$E(i) = H_y(i)A(i) + N_y(i).$$
The transmission at Alice is subject to an average power constraint

\[
\frac{1}{N} \sum_{i=1}^{N} \mathbb{E} \left[ |A(i)|^2 \right] \leq P
\]

The receiver SNRs are given as \( \rho_x = P/N_B \) and \( \rho_y = P/N_E \) for Bob and Eve, respectively.

Since we consider quasi-static block flat-fading, the fading coefficients are constant for the transmission of one code word, i.e., \( H_x(i) = H_x \) and \( H_y(i) = H_y \). We will therefore drop the time index \( i \) in the following.

The goal of Alice is to transmit the message in such a way that Bob can decode it reliably while Eve cannot infer any information about it. One way to achieve this is to use a wiretap code with binning structure [2]. The idea is the following: For each of the \( 2^{nR_S} \) secret messages, there is a bin of \( 2^{nR_d} \) possible codewords. A stochastic encoder randomly selects one of the codewords from the bin corresponding to the message which is transmitted. The rates \( R_S \) and \( R_d \) of the secret and dummy messages, respectively, are selected in such a way that Bob is able to decode them reliably. If Eve’s channel is worse than Bob’s, she is only able to decode a bin but not the actual secure message. However, in the case of fading channels, the quality of the channels to Bob and Eve varies due to the random nature of the fading coefficients. The instantaneous secrecy capacity \( C_S \) is then a random variable and it is given by [7, Lem. 1]

\[
C_S = \left[ \log_2 (1 + \rho_x X) - \log_2 (1 + \rho_y Y) \right]^+ ,
\]

with the shorthands \( X = |H_x|^2 \) and \( Y = |H_y|^2 \). If this secrecy capacity is less than the secrecy rate \( R_S \), which is used for the transmission, a secrecy outage occurs. Another event which causes an outage is the case that Bob cannot decode the message reliably [2, Rem. 5.7]. This happens in the event that his channel capacity is less than the total transmission rate \( R_d + R_S \). If Alice
has perfect channel-state information (CSI) about the main channel, this can be avoided, e.g., by rate adaption [2, Sec. 5.2.3]. We will consider the cases of statistical CSI-T to Eve and either perfect CSI-T or statistical CSI-T to Bob in Sections III and IV, respectively.

B. Problem Formulation

With the above considerations, we can give the exact problem formulation for the rest of the work, as follows.

We consider the previously described wiretap channel with quasi-static block flat-fading. The predefined secure communication rate is $R_S$. There is only statistical CSI-T of the channel to Eve. If the transmitter has perfect CSI about the main channel, the secrecy outage probability is defined as [2, Def. 5.1]

$$
\varepsilon_{\text{CSIT}} = \Pr_{X,Y}(C_S(X,Y) < R_S).
$$

If no CSI-T is available, the outages due to decoding errors at Bob need to be included. With the rate $R_d$ of dummy messages, i.e., a total transmission rate $R_d + R_S$, this can be modified to [2, Rem. 5.7]

$$
\varepsilon_{\text{no}} = \Pr_{X,Y}(C_S(X,Y) < R_S \lor C_m(X) < R_d + R_S),
$$

where $C_m$ is the capacity of the main channel. The problem statement is formulated as follows: find the best- and worst-case outage probabilities for $\varepsilon_{\text{CSIT}}$ and $\varepsilon_{\text{no}}$ over all possible joint distributions $F_{X,Y}$ given the marginal distributions $F_X, F_Y$, i.e.,

$$
\inf_{F_{X,Y}:F_X(x)=F_X(x,\infty)} \varepsilon \leq \varepsilon \leq \sup_{F_{X,Y}:F_X(x)=F_X(x,\infty)} \varepsilon.
$$

In Sections III and IV, we will derive upper and lower bounds on these outage probabilities over all possible joint distributions $F_{X,Y}$.

C. Mathematical Background

The bounds on the outage probability are derived from copula theory [18]. One major advantage is that this covers all possible dependency structures between the channels and not only linear correlation. Our results, which we will present in Sections III and IV, are based on [21, Thm. 1] which in turn immediately follows from [22, Thm. 3.1]. We will restate [21, Thm. 1] in the following as Theorem 1. Since we will use the idea of its proof for our results, we also restate the proof.
Theorem 1 ([21, Thm. 1]). Let $X$ and $Y$ be random variables over the non-negative real numbers with cumulative distribution function (CDF) $F_X$ and $F_Y$, respectively. Let $L$ be a binary operation that is non-decreasing in each place and continuous. The CDF of the random variable $Z = L(X, Y)$ is bounded by

$$\tau_W(F_X, F_Y) \leq F_Z \leq \phi_W(F_X, F_Y),$$

with

$$\tau_C(F_X, F_Y)(s) = \sup_{L(x,y)=s} C(F_X(x), F_Y(y))$$

(5)

$$\phi_C(F_X, F_Y)(s) = \inf_{L(x,y)=s} \bar{C}(F_X(x), F_Y(y))$$

(6)

for a copula $C$ and its dual $\bar{C}(a, b) = a + b - C(a, b)$.

Proof. For the proof of the theorem, we first need the well-known Fréchet-Hoeffding bound [18]

$$W(a,b) = \max[a + b - 1, 0] \leq C(a,b).$$

Next, we define the line $\mathcal{L} = \{(x,y) \mid L(x,y) = s\}$, which is exemplary shown in Fig. 2. With
reference to Fig. 2, we can observe the following for any pairs \((x_1, y_1)\) and \((x_2, y_2)\) on line \(L\),

\[
W(F_X(x_1), F_Y(y_1)) \leq C(F_X(x_1), F_Y(y_1))
\]

\[
= \iint_A dC(F_X(x), F_Y(y))
\]

\[
\leq F_Z(s)
\]

\[
\leq \iint_B dC(F_X(x), F_Y(y))
\]

\[
= F_X(x_2) + F_Y(y_2)
\]

\[
- C(F_X(x_2), F_Y(y_2))
\]

\[
= \bar{C}(F_X(x_2), F_Y(y_2))
\]

\[
\leq \bar{W}(F_X(x_2), F_Y(y_2)).
\]

The first inequality is the Fréchet-Hoeffding lower bound. The second line is the definition of the joint CDF of \(X\) and \(Y\). The third line follows from the fact, that the probability of \(Z < s\) is the gray shaded area below \(L\). It can be seen that this is smaller than the area \(A\). On the other hand, the gray area is a subset of \(B\), which gives (10). The integral in (10) can be expressed as the sum of the individual probabilities, which is given as (11). This is defined to be the dual of copula \(C\). The last line again follows immediately from the Fréchet-Hoeffding lower bound.

III. Bounds on the Secrecy Outage Probability with CSI-T

At first, we assume that Alice has perfect CSI about the main channel to the legitimate receiver Bob. In this case, a secrecy outage happens, if the instantaneous secrecy capacity is less than the secrecy rate \(R_S\) used in the transmission. This is represented by the following event

\[
E_1 : \quad \log_2(1 + \rho_x X) - \log_2(1 + \rho_y Y) < R_S
\]

with random fading channel gains \(X = |H_x|^2\) and \(Y = |H_y|^2\). An equivalent formulation, which we will use in the following, is

\[
E_1 : \quad \tilde{X} + \tilde{Y} < 2^{R_S} - 1
\]

with the random variables \(\tilde{X} = \rho_x X\) and \(\tilde{Y} = -2^{R_S} \rho_y Y\). Therefore, the secrecy outage probability \(\varepsilon\) is given as [2]

\[
\varepsilon_{\text{CSI}} = \Pr(E_1) = \Pr\left(\tilde{X} + \tilde{Y} < s\right),
\]
where we introduce the shorthand $s = 2^{RS} - 1$.

Given the joint CDF $F_{\tilde{X}, \tilde{Y}}$ of $\tilde{X}$ and $\tilde{Y}$, this probability is given as

$$\varepsilon = \int_{\tilde{x} + \tilde{y} < s} dF_{\tilde{X}, \tilde{Y}}(\tilde{x}, \tilde{y}).$$

(16)

With the well-known Fréchet-Hoeffding bounds, we can bound this probability as shown in [22, Thm. 3.1] or in Theorem 1 for the special case of $L(x, y) = x + y$ as

$$\underline{\varepsilon} = \inf_{F_{\tilde{X}, \tilde{Y}}} \varepsilon = \sup_{\tilde{x} + \tilde{y} = s} [F_{\tilde{X}}(\tilde{x}) + F_{\tilde{Y}}(\tilde{y})]^{+}$$

(17)

$$\overline{\varepsilon} = \sup_{F_{\tilde{X}, \tilde{Y}}} \varepsilon = \inf_{\tilde{x} + \tilde{y} = s} [F_{\tilde{X}}(\tilde{x}) + F_{\tilde{Y}}(\tilde{y})]_{\leq 1}.$$  

(18)

In the following, we will take a closer look at solutions and conditions for these bounds.

A. Lower Bound

We will state the result for the lower bound first and give the derivation in the following.

**Theorem 2** (Lower Bound on the Secrecy Outage Probability with Main CSI-T). Let $X$ and $Y$ be random variables over the non-negative real numbers representing the squared magnitude of the channel gains to Bob and Eve, respectively. The transmitter has perfect CSI only about the main channel to Bob and no CSI about the channel to Eve. The secrecy outage probability is then lower bounded by

$$\varepsilon_{\text{CSIT}} = \begin{cases} F_{\tilde{X}}(s) & \text{if } f'_{\tilde{Y}}(\tilde{y}^*) + f'_{\tilde{X}}(s - \tilde{y}^*) \geq 0 \\ \max_{\tilde{y}^* \in \mathcal{Y}} g(\tilde{y}^*) & \text{if } f'_{\tilde{Y}}(\tilde{y}^*) + f'_{\tilde{X}}(s - \tilde{y}^*) < 0 \end{cases},$$

(19)

with

$$g(\tilde{y}) = F_{\tilde{X}}(s - \tilde{y}) + F_{\tilde{Y}}(\tilde{y}) - 1.$$  

(20)

and where the maximum is over all $\tilde{y}^* \leq 0$. The set of feasible $\tilde{y}^*$ is the following

$$\mathcal{Y} = \{ \tilde{y}^* \mid \tilde{y}^* < 0 \land f_{\tilde{Y}}(\tilde{y}^*) = f_{\tilde{X}}(s - \tilde{y}^*)\} \cup \{0\}.$$  

(21)

The used shorthands are $\tilde{X} = \rho_x X$, $\tilde{Y} = -2^{RS} \rho_y Y$, and $s = 2^{RS} - 1$.

**Proof.** First, let us rewrite (17) as

$$\underline{\varepsilon} = \sup_{\tilde{y} \leq 0} [g(\tilde{y})]^{+}$$

(22)

with the optimization function

$$g(\tilde{y}) = F_{\tilde{X}}(s - \tilde{y}) + F_{\tilde{Y}}(\tilde{y}) - 1.$$  

(23)
As a baseline, we take a look at the boundaries,

\[ \lim_{\tilde{y} \to -\infty} g(\tilde{y}) = 0 \]

\[ g(0) = F_{\tilde{X}}(s), \]

which already shows that the lower bound on the secrecy outage probability can not be lower than \( F_{\tilde{X}}(s) \).

We now want to maximize \( g \). First, the necessary condition is

\[ \frac{\partial g}{\partial \tilde{y}} = g'(\tilde{y}) = f_{\tilde{Y}}(\tilde{y}) - f_{\tilde{X}}(s - \tilde{y}) \overset{!}{=} 0. \]

(26)

The optimal \( \tilde{y} \) is therefore given by

\[ f_{\tilde{Y}}(\tilde{y}^*) = f_{\tilde{X}}(s - \tilde{y}^*). \]

(27)

We have a maximum at this point if

\[ \frac{\partial^2 g}{\partial \tilde{y}^2} \bigg|_{\tilde{y} = \tilde{y}^*} = g''(\tilde{y}^*) = f_{\tilde{Y}}''(\tilde{y}^*) + f_{\tilde{X}}'(s - \tilde{y}^*) < 0. \]

(28)

The lower bound on the outage probability is then given as the maximum over all stationary points \( \tilde{y}^* \)

\[ \varepsilon = \max_{\tilde{y}^* \in \mathcal{Y}} g(\tilde{y}^*), \]

with constraint set \( \mathcal{Y} \) defined in (21). We can now combine this to (19) where we take into account that there might be multiple maximum points.

\[ \square \]

Note that the solution \( \varepsilon = F_{\tilde{X}}(s) \) is only depending on the quality of the channel to Bob. Therefore, from an operational point of view, this is the best-possible lower bound and similar to the case when there is no eavesdropper. In order to have this solution, it is sufficient that \( g(\tilde{y}) \leq F_{\tilde{X}}(s) \) for all \( \tilde{y} < 0 \). From this, the following corollary follows immediately.

**Corollary 1.** Let the random variables \( \tilde{X} \) and \( \tilde{Y} \) be as previously defined. The transmitter has perfect CSI only about the main channel and no CSI about the eavesdropper channel. In this case, the secrecy outage probability is given as \( \varepsilon = F_{\tilde{X}}(s) \) if

\[ \Pr \left( s < \tilde{X} < s - \tilde{y} \right) \leq \Pr \left( \tilde{Y} \geq \tilde{y} \right) \]

holds for all \( \tilde{y} \leq 0 \).

In Section VI, we will see that the phenomenon discussed in Corollary 1 can occur, e.g., when both the main channel and the eavesdropper channel observe Rayleigh fading.
**B. Upper Bound**

**Theorem 3** (Upper Bound on the Secrecy Outage Probability with Main CSI-T). Let $X$ and $Y$ be random variables over the non-negative real numbers representing the squared magnitude of the channel gains to Bob and Eve, respectively. The transmitter has perfect CSI about the main channel to Bob. The secrecy outage probability is then upper bounded by

$$
\varepsilon_{\text{CSIT}} = \begin{cases} 
\min_{\tilde{y}^* \in Z} h(\tilde{y}^*) & \text{if } f'_Y(\tilde{y}^*) + f'_X(s - \tilde{y}^*) \geq 0, \\
1 & \text{if } f'_Y(\tilde{y}^*) + f'_X(s - \tilde{y}^*) < 0 
\end{cases},
$$

with

$$
h(\tilde{y}) = F_X(s - \tilde{y}) + F_Y(\tilde{y})
$$

and where the minimum is over all $\tilde{y}^*$ which are from the following feasible set

$$
Z = \{\tilde{y}^* \mid \tilde{y}^* < 0 \land f_Y(\tilde{y}^*) = f_X(s - \tilde{y}^*)\} \cup \{-\infty, 0\}.
$$

**Proof.** We start with (18) to obtain

$$
\varepsilon = \inf_{\tilde{y} \leq 0} [h(\tilde{y})]^\leq 1
$$

with the function

$$
h(\tilde{y}) = F_X(s - \tilde{y}) + F_Y(\tilde{y}).
$$

Again, we take a look at the boundaries first, which are given as

$$
\lim_{\tilde{y} \to -\infty} h(\tilde{y}) = 1
$$

$$
h(0) = 1 + F_X(s) \geq 1.
$$

This already leads to the conclusion that the upper bound on the outage probability is only less than one, if $h(\tilde{y})$ has a minimum for $\tilde{y} < 0$.

It is easy to see that the derivations of $h$ are the same as the ones of $g$ from the lower bound. Therefore, the same optimal points $\tilde{y}^*$ specified in (27) are relevant for our consideration. Combining (28) with the above observations gives (30) where the minimum again is over all stationary points $\tilde{y}^*$. \qed
C. Independent Channels

For comparison, we also derive the outage probability in the case of independent \( X \) and \( Y \). In this case, the joint probability density function (PDF) is the product of the marginal ones, i.e., \( F_{\tilde{X},\tilde{Y}} = F_{\tilde{X}} F_{\tilde{Y}} \). Therefore, the outage probability can be calculated as

\[
\varepsilon_{\text{ind, CSIT}} = \int_{-\infty}^{0} \int_{0}^{s-\tilde{y}} f_{\tilde{X}}(\tilde{x}) f_{\tilde{Y}}(\tilde{y}) \, d\tilde{x} \, d\tilde{y} \quad (37)
\]

\[
= \int_{-\infty}^{0} f_{\tilde{Y}}(\tilde{y}) F_{\tilde{X}}(s - \tilde{y}) \, d\tilde{y} . \quad (38)
\]

IV. Statistical Channel State Information at the Transmitter

After we derived upper and lower bounds on the secrecy outage probability for the scenario where perfect CSI-T about the main channel is available, we now drop this assumption in this section. In the following, we only consider perfect channel-state information at the receiver (CSI-R) and only statistical CSI-T of legitimate and eavesdropper channels.

In this case, a secrecy outage event not only occurs when the secrecy rate \( R_S \) is too high, i.e., event \( E_1 \) from (14), but also when Bob is not able to decode [2, Rem. 5.7]. This event \( E_2 \) is now also possible since Alice does not have perfect CSI-T and therefore cannot apply power or rate adaption. The total transmission rate which Bob is supposed to support is \( R = R_d + R_S \), where \( R_d \) is the rate of the dummy messages which are used to confuse the eavesdropper. Therefore, the event \( E_2 \) is given as

\[
E_2 : \quad \log_2 (1 + \rho_x X) < R_d + R_S \leftrightarrow \tilde{X} < 2^R - 1 , \quad (39)
\]

where we again use the shorthand \( \tilde{X} = \rho_x X \).

The overall secrecy outage probability in the case of only statistical CSI-T is then given by

\[
\varepsilon = \Pr(E_1 \cup E_2) = \int_{S_1 \cup S_2} dF_{\tilde{X},\tilde{Y}}(\tilde{x}, \tilde{y}) . \quad (40)
\]

The probability is equal to the integral of the joint distribution over the area corresponding to the event \( E_1 \cup E_2 \). The areas \( S_1 \) and \( S_2 \) corresponding to the events \( E_1 \) and \( E_2 \), respectively, are shown in Fig. 3. The line \( \mathcal{L} = \{(\tilde{x}, \tilde{y}) \mid \tilde{x} = \max[2^R - 1, 2^{R_d} - 1 - \tilde{y}]\} \) denotes the border of the integration area. We can define the boundary by \( L(\tilde{x}, \tilde{y}) = \tilde{x} - \max \left[2^{R_d+R_S} - 1, 2^{R_S} - 1 - \tilde{y}\right] \) which is non-decreasing in each place. We can therefore apply Theorem 1. This can also be easily seen from Fig. 3.
Figure 3. Visualization of the areas of the outage event with only statistical CSI-T. The areas $S_1$ and $S_2$ correspond to the single events $E_1$ and $E_2$, respectively. The line $\mathcal{L}$ denotes the border of the area of the event $E_1 \cup E_2$.

With Theorem 1, we get the following optimization problems that we need to solve to get the bounds on the secrecy outage probability for the scenario that only statistical CSI-T is available

$$
\varepsilon_{\text{no}} = \inf_{F_{\tilde{X}, \tilde{Y}}} \varepsilon = \sup_{\mathcal{L}} [F_{\tilde{X}}(\tilde{x}) + F_{\tilde{Y}}(\tilde{y}) - 1]^+ \quad (41)
$$

$$
\varepsilon_{\text{no}} = \sup_{F_{\tilde{X}, \tilde{Y}}} \varepsilon = \inf_{\mathcal{L}} [F_{\tilde{X}}(\tilde{x}) + F_{\tilde{Y}}(\tilde{y})]^{\leq 1} . \quad (42)
$$

In the following, we will take a closer look at these upper and lower bounds and compare them to the scenario from Section III where perfect CSI-T was available.

A. Lower Bound

**Theorem 4** (Lower Bound on the Secrecy Outage Probability without Perfect CSI-T). Let $X$ and $Y$ be random variables over the non-negative real numbers representing the squared magnitude of the channel gains to Bob and Eve, respectively. The transmitter has only statistical CSI. The secrecy outage probability is then lower bounded by

$$
\varepsilon_{\text{no}} = \max \left[ F_{\tilde{X}}(t), \max_{\tilde{y}^* \in \mathcal{A}} g_1(\tilde{y}^*) \right] \quad (43)
$$

with

$$
g_1(\tilde{y}) = F_{\tilde{X}}(s - \tilde{y}) + F_{\tilde{Y}}(\tilde{y}) - 1 , \quad (44)
$$

and where the maximum is over all $\tilde{y}^*$ from the set

$$
\mathcal{A} = \{ \tilde{y}^* \mid \tilde{y}^* < s - t \wedge f_{\tilde{Y}}(\tilde{y}^*) = f_{\tilde{X}}(s - \tilde{y}^*) \} , \quad (45)
$$
and the shorthands are \( s = 2^{R_S} - 1 \) and \( t = 2^{R_d + R_S} - 1 \).

**Proof.** The general lower bound from (41) can be reformulated as

\[
\bar{\varepsilon} = \sup_{\tilde{y} \leq 0} g(\tilde{y}) \tag{46}
\]

with the optimization function

\[
g(\tilde{y}) = \begin{cases} 
  g_1(\tilde{y}) = F_X(s - \tilde{y}) + F_Y(\tilde{y}) - 1 & \text{for } \tilde{y} < s - t \\
  g_2(\tilde{y}) = F_X(t) + F_Y(\tilde{y}) - 1 & \text{for } \tilde{y} \geq s - t
\end{cases} \tag{47}
\]

with the shorthand \( s = 2^{R_S} - 1 \) and \( t = 2^{R_d + R_S} - 1 \). The overall solution is then obtained by individually maximizing \( g_1 \) and \( g_2 \) and finally taking the maximum between them

\[
\bar{\varepsilon} = \max \left[ \max_{\tilde{y} < s - t} g_1(\tilde{y}), \max_{s - t \leq \tilde{y} \leq 0} g_2(\tilde{y}) \right] . \tag{48}
\]

First, it is easy to see that \( g_2 \) is increasing in \( \tilde{y} \) and therefore, the maximum is attained at the maximum \( \tilde{y} \), i.e. \( \tilde{y} = 0 \),

\[
\max_{s - t \leq \tilde{y} \leq 0} g_2(\tilde{y}) = g_2(0) = F_X(t) . \tag{49}
\]

Next, we want to maximize \( g_1 \) and can observe that it looks identical to \( g \) in the case of perfect CSI-T from (23). The only difference is the range of \( \tilde{y} \), which is \( \tilde{y} < s - t \) in the case of statistical CSI-T. The boundaries are given as

\[
\lim_{\tilde{y} \to -\infty} g_1(\tilde{y}) = 0 \\
g_1(s - t) = g_2(s - t) ,
\]

where we can see that, 1) the function \( g \) is continuous and 2) that the maximum of \( g \) can only be in \( \tilde{y} < s - t \) if \( g_1 \) has a maximum in this range. Otherwise, the maximum is always given by (49). Since the derivatives of \( g_1 \) are the same as for \( g \) from (23), the conditions on the stationary points are the same, namely (27) and (28). Combining this gives the lower bound on the secrecy outage probability when only statistical CSI-T is available gives (43).

As mentioned in the previous section, the above expression can be simplified in the case of monotonic densities since there is at most one \( \tilde{y}^* \).

Analogue to Corollary 1, we can state the following sufficient condition for the lower bound without perfect CSI-T.
Corollary 2. Let the random variables $\tilde{X}$ and $\tilde{Y}$ be as previously defined. The transmitter has only statistical CSI. In this case, the secrecy outage probability is given as $\bar{\varepsilon}_{no} = F_{\tilde{X}}(t)$ if

$$F_{\tilde{X}}(s - \bar{y}) - F_{\tilde{X}}(t) \leq 1 - F_{\tilde{Y}}(\bar{y}) \quad (50)$$

holds for $\bar{y} < s - t$.

B. Upper Bound

For the upper bound on $\varepsilon$ we can combine the techniques from Sections III-B and IV-A.

Theorem 5 (Upper Bound on the Secrecy Outage Probability without Perfect CSI-T). Let $X$ and $Y$ be random variables over the non-negative real numbers representing the squared magnitude of the channel gains to Bob and Eve, respectively. The transmitter has only statistical CSI. The secrecy outage probability is then upper bounded by

$$\bar{\varepsilon}_{no} = \min \left[ F_{\tilde{X}}(t) + F_{\tilde{Y}}(s - t), \min_{\bar{y}^* \in A} h_1(\bar{y}^*), 1 \right] \quad (51)$$

with

$$h_1(\bar{y}) = F_{\tilde{X}}(s - \bar{y}) + F_{\tilde{Y}}(\bar{y}) \quad (52)$$

and where the minimum is over all $\bar{y}^*$ from the set

$$A = \{ \bar{y}^* | \bar{y}^* < s - t \land f_{\tilde{Y}}(\bar{y}^*) = f_{\tilde{X}}(s - \bar{y}^*) \} \quad (53)$$

Proof. First, we have

$$\bar{\varepsilon} = \inf_{\bar{y} \leq 0} h(\bar{y}) = \min \left[ \min_{\bar{y} \leq s - t} h_1(\bar{y}), \min_{s - t \leq \bar{y} \leq 0} h_2(\bar{y}), 1 \right], \quad (54)$$

where $h_1$ and $h_2$ are defined in a similar fashion as $g_1$ and $g_2$ from (47) but based on the optimization function in (42). Equivalent to $g_2$, $h_2$ is increasing in $\bar{y}$ and therefore the minimum is attained at the minimal $\bar{y}$,

$$\min_{s - t \leq \bar{y} \leq 0} h_2(\bar{y}) = h_2(s - t) = F_{\tilde{X}}(t) + F_{\tilde{Y}}(s - t). \quad (55)$$

Again, $h_1$ has to have a minimum in $\bar{y} < s - t$ in order to attain lower values than $h_2$. Analogue to (43), we combine all of this for the upper bound on $\varepsilon$ to (51). \qed

Remark 1. Note that $h_1(s - t) = F_{\tilde{X}}(t) + F_{\tilde{Y}}(s - t)$ holds. If there exists at most one $\bar{y}^*$ in the feasible set (53), we get a simplified version of (51)

$$\bar{\varepsilon}_{no} = [h_1(\min [\bar{y}^*, s - t])] \leq 1.$$
Remark 2. The upper bound $\varpi$ corresponds to the worst-case scenario. With reference to the introduction, this is an important design guideline for a system designer. Especially in critical applications, the system should be designed in such a way that the security can be guaranteed even in the worst-case.

C. Independent Channels

In general, the outage probability can be calculated as the integral of the joint distribution $F_{\tilde{X}, \tilde{Y}}$ over the region $S_1 \cup S_2$ from Fig. 3. In the case of independent channels, the joint distribution is given as the product of the marginals. Thus, the outage probability can be calculated as

$$\varepsilon_{\text{ind, no}} = \int_{0}^{2^{R_d+R_S}} f_{\tilde{X}}(\tilde{x}) \, d\tilde{x} + \int_{-\infty}^{2^{R_d+R_S}} \int_{2^{R_d+R_S}}^{2^{R_d+R_S} - \tilde{y}} f_{\tilde{X}}(\tilde{x}) f_{\tilde{Y}}(\tilde{y}) \, d\tilde{x} \, d\tilde{y}. \quad (56)$$

V. ALTERNATIVE SECRECY OUTAGE DEFINITION

The definition of a secrecy outage based on events $E_1$ and $E_2$ from (14) and (39), respectively, does not take events into account when Eve is able to decode parts of the secure messages. If we also take this into account, we get an additional outage event $E_3$, which is given as [23]

$$E_3 : \log_2 (1 + \rho_y \tilde{Y}) > R_d,$$

or equivalently

$$E_3 : -2^{R_S} \rho_y \tilde{Y} = \tilde{Y} < 2^{R_S} - 2^{R_d+R_S} = s - t, \quad (57)$$

where we use the same definitions for $\tilde{Y}$, $s$, and $t$ as in the previous sections.

A. Perfect CSIT about the Main Channel

When perfect CSI-T about the main channel is available, we extend the definition of the outage event from (14) by (57) to get the alternative outage event

$$E_{\text{alt, CSIT}} = E_1 \cup E_3. \quad (58)$$

Note that this corresponds to

$$\tilde{x} + \tilde{y} \leq s \lor \tilde{y} \leq s - t,$$

which is similar to the previously considered outage event in Section IV. The results from Section IV can be adapted by exchanging $\tilde{x}$ and $\tilde{y}$ and adapting the boundaries.
Theorem 6. Let $X$ and $Y$ be random variables over the non-negative real numbers representing the squared magnitude of the channel gains to Bob and Eve, respectively. The transmitter has perfect CSI about the main channel to Bob. The secrecy outage probability defined according to (58) is then lower bounded by

$$
\varepsilon_{\text{alt,CSIT}} = \max \left[ F_{\tilde{X}}(s), F_{\tilde{Y}}(s-t), \max_{\tilde{x}^* \in \mathcal{B}} g_1(\tilde{x}^*) \right]
$$

with

$$
g_1(\tilde{x}) = F_{\tilde{X}}(\tilde{x}) + F_{\tilde{Y}}(s-\tilde{x}) - 1,
$$

and where the maximum is over all $\tilde{x}^*$ from the set

$$
\mathcal{B} = \{ \tilde{x}^* \mid s \leq \tilde{x}^* < t \land f_{\tilde{X}}(\tilde{x}^*) = f_{\tilde{Y}}(s-\tilde{x}^*) \},
$$

and the shorthands are $s = 2^{R_S} - 1$ and $t = 2^{R_d+R_S} - 1$. The upper bound is given as

$$
\varepsilon_{\text{alt,CSIT}} = \min \left[ F_{\tilde{X}}(t) + F_{\tilde{Y}}(s-t), \min_{\tilde{x}^* \in \mathcal{B}} h_1(\tilde{x}^*), 1 \right],
$$

with

$$
h_1(\tilde{x}) = F_{\tilde{X}}(\tilde{x}) + F_{\tilde{Y}}(s-\tilde{x}).
$$

Proof. From (58) and with reference to Fig. 3, it is easy to see that the theorem follows from Theorems 4 and 5 by simply exchanging $\tilde{x}$ and $\tilde{y}$ and adjusting the boundaries according to the events $E_1$ and $E_3$. \hfill \Box

B. Statistical CSIT about the Main Channel

When taking $E_3$ into account, we get the following definition for the secrecy outage event

$$
E_{\text{alt,no}} = E_1 \cup E_2 \cup E_3 = E_2 \cup E_3,
$$

when only statistical CSI-T is available. The probability of this event can be bounded as follows.

Theorem 7. Let $X$ and $Y$ be random variables over the non-negative real numbers representing the squared magnitude of the channel gains to Bob and Eve, respectively. The transmitter has only statistical CSI. The secrecy outage probability defined according to (64) is then bounded by

$$
\varepsilon_{\text{alt,no}} = \overline{W}(F_{\tilde{X}}(t), F_{\tilde{Y}}(s-t))
$$

$$
\varepsilon_{\text{alt,no}} = \overline{\tilde{M}}(F_{\tilde{X}}(t), F_{\tilde{Y}}(s-t)),
$$
where $\bar{C}(a, b) = a + b - C(a, b)$ is the dual of the copula $C$.

**Proof.** The probability of $E_{\text{alt,no}}$ from (64) can be written as

$$
\varepsilon_{\text{alt,no}} = \Pr(E_{\text{alt,no}}) = \Pr(\tilde{X} < t \text{ or } \tilde{Y} < s - t)
$$

(67)

$$
= F_{\tilde{X}}(t) + F_{\tilde{Y}}(s - t) - F_{\tilde{X},\tilde{Y}}(t, s - t)
$$

(68)

$$
= \bar{C}(F_{\tilde{X}}(t), F_{\tilde{Y}}(s - t)),
$$

(69)

where $\bar{C}$ is the dual of the copula $C$ which determines the joint distribution $F_{\tilde{X},\tilde{Y}}$. The upper and lower bound on $\varepsilon_{\text{alt,no}}$ follow then immediately from the Fréchet-Hoeffding bounds [18, Eq.(2.2.5)]

$$
W(a, b) \leq C(a, b) \leq M(a, b).
$$

\[\square\]

**VI. Bounds for Rayleigh Fading**

We now consider the example of Rayleigh fading, i.e., $X \sim \exp(\lambda_x)$ and $Y \sim \exp(\lambda_y)$ where $\lambda_x$ and $\lambda_y$ are the inverse means of the channel gains, i.e., $\mathbb{E}[X] = 1/\lambda_x$ and $\mathbb{E}[Y] = 1/\lambda_y$. The auxiliary variables are then distributed according to $\tilde{X} \sim \exp(\tilde{\lambda}_x/\rho_x)$ and $-\tilde{Y} \sim \exp(\lambda_y/(2RS\rho_y))$. Their CDFs are $F_{\tilde{X}}(\tilde{x}) = 1 - \exp(-\tilde{x}\tilde{\lambda}_x)$ and $F_{\tilde{Y}}(\tilde{y}) = \exp(\tilde{y}\tilde{\lambda}_y)$, with the (inverse) scale parameters $\tilde{\lambda}_x = \lambda_x/\rho_x$ and $\tilde{\lambda}_y = \lambda_y/(2RS\rho_y)$. Note that these distributions have monotone densities and have only at most one stationary point $\tilde{y}^*$.

**A. Perfect Channel State Information at the Transmitter**

We start with the assumption from Section III, that Alice has perfect CSI about the channel to Bob.

1) **Lower Bound:** To determine the stationary point $\tilde{y}^*$, we need the derivatives of the function $g$ from (23)

$$
g(\tilde{y}) = \exp(\tilde{\lambda}_y\tilde{y}) - \exp(\tilde{\lambda}_x(\tilde{y} - s))
$$

(71)

$$
g'(\tilde{y}) = \tilde{\lambda}_y \exp(\tilde{\lambda}_y\tilde{y}) - \tilde{\lambda}_x \exp(\tilde{\lambda}_x(\tilde{y} - s))
$$

(72)

$$
g''(\tilde{y}) = \tilde{\lambda}_y^2 \exp(\tilde{\lambda}_y\tilde{y}) - \tilde{\lambda}_x^2 \exp(\tilde{\lambda}_x(\tilde{y} - s))
$$

(73)
Now, we solve (27) to obtain
\[ \bar{y}^* = \frac{\tilde{\lambda}_x s + \log \tilde{\lambda}_y}{\tilde{\lambda}_x - \tilde{\lambda}_y}. \] (74)

By evaluating \( g''(\bar{y}^*) \), we get that \( g \) has a maximum, if \( \tilde{\lambda}_x > \tilde{\lambda}_y \). In addition, if \( \bar{y}^* < 0 \) needs to hold in order to have a lower bound different from \( F_{\tilde{X}}(s) \). The different possibilities are illustrated in Fig. 4. The case that \( g \) has a maximum at \( \bar{y}^* < 0 \), if \( \tilde{\lambda}_y < \tilde{\lambda}_x \exp(-\tilde{\lambda}_x s) \). Combining these results yields the lower bound on the secrecy outage probability for Rayleigh fading as

\[
\varepsilon_{\text{CSIT}} = \begin{cases} 
g\left(\frac{\tilde{\lambda}_x s + \log \tilde{\lambda}_y}{\tilde{\lambda}_x - \tilde{\lambda}_y}\right) & \text{for } \tilde{\lambda}_y < \tilde{\lambda}_x \exp(-\tilde{\lambda}_x s) \\
1 - \exp(-\tilde{\lambda}_x s) & \text{else} \end{cases}
\] (75)

The optimal joint distribution which achieves this lower bound is given in form of a copula in [22, Thm. 3.2]. A numerically determined joint PDF \( f_{X,Y} \) corresponding to this, is presented in Fig. 5. The parameters are set to \( \rho_x = \rho_y = 0 \) dB, \( \lambda_x = \lambda_y = 1 \), and \( R_S = 1 \). This plot nicely shows the following intuition behind the optimal coupling of the fading gains. First note that outages \( E_1 \) occur either if the main channel is bad, i.e., \( X \) is small, or if the quality of the eavesdropper channel is very good, i.e., \( Y \) is high. Therefore, the optimal joint distribution is designed in such a way that both occur simultaneously. In other words, if the main channel is bad, it is no problem if the eavesdropper has a very good channel, since an outage is likely to occur anyway. However, if the gain \( X \) to Bob is high, the gain \( Y \) should be low to avoid...
outages. This is exactly what can be seen in Fig. 5. An interactive version of this plot can also be found at [20] where an interested reader can change the parameters.

**Remark 3.** As mentioned in Corollary 1, from a system designer’s point of view, it might be more interesting to have a condition on the SNR of the eavesdropper’s channel for which the best lower bound can be achieved. Using the fact that \( \tilde{\lambda}_y = \lambda_y / (2 R_S \rho_y) \), we get

\[
\rho_y < \frac{\lambda_y \rho_x}{\lambda_x 2 R_S} \exp \left( \frac{\lambda_x (2 R_S - 1)}{\rho_x} \right). \tag{76}
\]

If Eve’s SNR \( \rho_y \) is less than this value, the lower bound reduces to \( F_{\mathcal{X}}(s) \), which is the lowest possible. This means that there exists a dependency structure for which the outage probability is the same as if there was no eavesdropper. Unfortunately, this cannot be solved for \( R_S \) in a closed-form expression. However, we can use the fact that \( \exp(\tilde{\lambda}_x s) \geq 1 \) and thus \( \varepsilon = F_{\mathcal{X}}(s) \) holds for \( \tilde{\lambda}_y > \tilde{\lambda}_x \). This gives the following sufficient condition on the secrecy rate \( R_S \)

\[
R_S < \log_2 \left( \frac{\lambda_y \rho_x}{\lambda_x \rho_y} \right) \tag{77}
\]

for which \( \varepsilon = F_{\mathcal{X}}(s) \). This means that we can ensure that the lower bound is the best possible by choosing \( R_S \) according to (77).

Another interesting aspect is the asymptotic behavior of the outage probability. In [7], it is shown that for independent channels, the outage probability tends to a positive value for \( R_S \to 0 \). However, it is possible that the lower bound converges to zero. Namely, if \( \lambda_y / \rho_y > \lambda_x / \rho_x \), the

Figure 5. Joint PDF \( f_{\mathcal{X}, \mathcal{Y}} \) that achieves the lower bound from (75) for Rayleigh fading with perfect CSI-T about the main channel. The parameters are \( \rho_x = \rho_y = 0 \) dB, \( \lambda_x = \lambda_y = 1 \), and \( R_S = 1 \).
second term of (75) holds which goes to zero for \( R_S \to 0 \) (recall that \( s = 2^{R_S} - 1 \)). Otherwise, the lower bound also approaches a positive limit

\[
\lim_{R_S \to 0} \varepsilon_{\text{CSIT}} = \begin{cases} 
\exp \left( \frac{\lambda_y \log \frac{\lambda_x}{\rho_x}}{\rho_y (\frac{\lambda_x}{\rho_x} - \frac{\lambda_y}{\rho_y})} \right) - \exp \left( \frac{\lambda_x \log \frac{\lambda_y}{\rho_y}}{\rho_x (\frac{\lambda_x}{\rho_x} - \frac{\lambda_y}{\rho_y})} \right) & \text{if } \frac{\lambda_y}{\rho_y} < \frac{\lambda_x}{\rho_x} \\
0 & \text{else}
\end{cases}
\]  

(78)

For \( R_S \to \infty \), the outage probabilities both in the independent and best case go to one, i.e., confidential transmission is impossible.

Another asymptotic behavior of interest is the diversity gain \( d \) which is defined as [24, Def. 1]

\[
d = \lim_{\rho_x \to \infty} -\frac{\log \varepsilon}{\log \rho_x}.
\]  

(79)

For fixed \( \tilde{\lambda}_y \) and \( \rho_x \to \infty \), the lower bound \( \varepsilon \) from (75) is given as

\[
F_{\tilde{X}}(s) = 1 - \exp(-\lambda_x s/\rho_x)
\]

and the diversity gain is therefore

\[
d_{\text{CSIT}} = \lim_{\rho_x \to \infty} -\frac{\log \varepsilon_{\text{CSIT}}}{\log \rho_x} = \lim_{\rho_x \to \infty} -\frac{\log F_{\tilde{X}}(s)}{\log \rho_x} = 1.
\]

2) Upper Bound: Since the stationary points are the same for both the lower and upper bound, we can build on the results derived for the lower bound to obtain the upper bound. From (30), we know that the upper bound is one, if \( h \) has a maximum at \( \tilde{y}^* \). From the previous results, we know that this is the case for \( \tilde{\lambda}_x > \tilde{\lambda}_y \). For \( \tilde{\lambda}_x < \tilde{\lambda}_y \), it can easily be verified that \( \tilde{y}^* < 0 \). All of this can be combined to the upper bound on the secrecy outage probability for Rayleigh fading as

\[
\varepsilon_{\text{CSIT}} = \begin{cases} 
1 & \text{for } \tilde{\lambda}_x \geq \tilde{\lambda}_y \\
\frac{\lambda_x s + \log \frac{\lambda_x}{\lambda_y}}{\lambda_x - \lambda_y} & \text{for } \tilde{\lambda}_x < \tilde{\lambda}_y
\end{cases}
\]  

(80)

with

\[
h(\tilde{y}) = 1 - \exp(\tilde{\lambda}_x (\tilde{y} - s)) + \exp(\tilde{\lambda}_y \tilde{y}).
\]  

(81)

Note that \( \lambda_y/(2^{R_S} \rho_y) = \tilde{\lambda}_y < \tilde{\lambda}_x = \lambda_x/\rho_x \) is a characterization that Eve’s channel is better than Bob’s channel. An example when this can occur is if \( \lambda_x = \lambda_y \) and Eve has a higher SNR than Bob, i.e., \( \rho_y > \rho_x \). In this case, the upper bound on the secrecy outage probability is one.

Obviously, for \( R_S \to \infty \) the upper bound on the outage probability also goes to one. For \( R_S \to 0 \), the same structure as for the lower bound holds, cf. (78). The only difference is that the function \( h \) needs to be used for the evaluation.

Since \( \varepsilon = h(\tilde{y}^*) \) for \( \rho_x \to \infty \), the diversity gain of the upper bound is given as

\[
d_{\text{CSIT}} = \lim_{\rho_x \to \infty} -\frac{\log \varepsilon_{\text{CSIT}}}{\log \rho_x} = \lim_{\rho_x \to \infty} -\frac{\log h(\tilde{y}^*)}{\log \rho_x} = 1.
\]
3) Independent Channels: The outage probability for independent channels is evaluated according to (38). In the specific case of Rayleigh fading, this is

$$\varepsilon_{\text{ind, CSIT}} = 1 - \frac{\tilde{\lambda}_y \exp \left( -\tilde{\lambda}_x s \right)}{\tilde{\lambda}_y + \tilde{\lambda}_x}. \quad (82)$$

As expected, this is identical to the result in [7, Prop. 2]. With a reminder that \( s = 2^{R_S} - 1 \) and \( \tilde{\lambda}_y = \lambda_y / (2^{R_S} \rho_y) \), it is easy to see from (82) that \( \varepsilon_{\text{ind}} \to 1 \) for \( R_S \to \infty \) and \( \varepsilon_{\text{ind}} = \frac{\tilde{\lambda}_x}{\lambda_x + \lambda_y / \rho_y} \) for \( R_S \to 0 \).

Another interesting observation, which is mentioned in [7], is that \( \varepsilon_{\text{ind}} \approx 1 - \exp(-\tilde{\lambda}_x s) \) for \( \lambda_x / \rho_x \ll \lambda_y / \rho_y \). In (75), we showed that this corresponds to the lower bound on \( \varepsilon \), i.e., the independent case approaches the best case. From this, it is clear that the diversity gain for independent channels is also one.

4) Numerical Example: In the following, we provide some numerical examples for the results derived in the previous section. We will fix the fading coefficients of the Rayleigh fading to be the same as \( \lambda_x = \lambda_y = 1 \). However, all plots can be found as interactive versions online at [20] where these parameters can also be varied. We encourage the reader to try further parameter combinations on their own.

As a first example, Fig. 6 shows the upper and lower bounds on the secrecy outage probability along with the independent case over different values of Bob’s SNR. All curves are plotted for two different SNRs of the eavesdropper, 0 dB and 10 dB. The secrecy rate is set to \( R_S = 0.1 \). As expected, all outage probabilities decrease in general when Eve’s SNR decreases. The only exception happens when the lower bound is above a certain SNR of the main channel. After the point at which the lower bound “switches”, outages are only caused by Bob’s channel. Therefore, Eve’s SNR has no influence on it. From the condition in (75), we know that the needed SNR \( \rho_x \), at which the switch occurs, increases with an increasing SNR of the eavesdropper \( \rho_y \). In the plot, this means that the “switching-point” occurs at around 0 dB for \( \rho_y = 0 \) dB and around 10.5 dB for \( \rho_y = 10 \) dB. The upper bound shows a similar behavior. Up to a certain SNR of the main channel, it is constantly 1. Above this SNR, it decreases, cf. (80).

The next example illustrates the different asymptotic behaviors with respect to the secrecy rate. In Fig. 7, the upper and lower bounds and the independent case are shown over the secrecy rate \( R_S \). The SNR of the main channel is fixed to \( \rho_x = 5 \) dB. For the first three curves the SNR of the eavesdropper is set to \( \rho_y = 0 \) dB, i.e., it is smaller than Bob’s SNR. First, it can easily be seen that all outage probabilities converge to 1 for increasing \( R_S \). On the other side, it can
Figure 6. Secrecy outage probabilities over different SNR values $\rho_x$ of the main channel for Rayleigh fading channels and different values of the eavesdropper’s SNR $\rho_y$. The transmitter has perfect CSI about the main channel. The parameters are $\lambda_x = \lambda_y = 1$ and $R_S = 0.1$.

Figure 7. Secrecy outage probabilities over the secrecy rate $R_S$ for Rayleigh fading channels. The transmitter has perfect CSI about the main channel. The parameters are $\rho_x = 5$ dB, and $\lambda_x = \lambda_y = 1$. The first three curves are for Eve’s SNR $\rho_y = 0$ dB. The last curve is the lower bound for $\rho_y = 5.1$ dB. The dashed lines indicate the limits for $R_S \to 0$.

be seen that both the upper bound and the independent case converge to a positive value for $R_S \to 0$. However, the lower bound further decreases and approaches zero. For comparison, the last curves shows the lower bound on the secrecy outage probability for the case of $\rho_y = 5.1$ dB, i.e., a higher value than $\rho_x$. From (78), we know that in this setting, the lower bound also converges to a positive value for $R_S \to 0$. The dashed lines in the plot illustrate the limits of the different probabilities.

In the final example, we want to further discuss the behavior of the secrecy outage probabilities
Figure 8. Secrecy outage probabilities over the eavesdropper’s SNR $\rho_y$ for Rayleigh fading channels. The transmitter has perfect CSI about the main channel. The parameters are $\rho_x = 15$ dB, $\lambda_x = \lambda_y = 1$, and $R_S = 0.1$. The dashed line indicates Eve’s SNR according to (76) at which the lower bound changes.

for changing SNR of the eavesdropper $\rho_y$. In Fig. 8, the bounds and the independent case are shown over different values of $\rho_y$. The secrecy rate is set to $R_S = 0.1$. The SNR of the main channel is fixed to $\rho_x = 15$ dB. The first noticeable behavior is that all probabilities approach the lower bound for $\rho_y \to -\infty$. Especially for the independent case, this is what we expected based on the discussion in the previous subsection. Another interesting behavior is the already mentioned “switch-point” of the lower bound. Up to a certain SNR, the lower bound is constant and independent of $\rho_y$. Once Eve’s SNR is above a certain value, the lower bound increases with increasing $\rho_y$. The specific value of $\rho_y$ can be determined according to (76) and is shown as a dashed line in the plot. Please note that in Fig. 8, this switch-point is at approximately Bob’s SNR, $\rho_y \approx 14.7$ dB. This is not true in general but only for the specific parameters we chose. For the general condition, please see (76). Additionally, all plots are available interactively at [20]. We encourage the readers to change the different parameters on their own and observe their influence on the mentioned points.

B. Statistical Channel State Information at the Transmitter

We now drop the assumption of having perfect CSI-T and apply the results from Section IV for the case of Rayleigh fading.

1) Lower Bound: We start with the general expression of $\bar{\epsilon}$ from (43) in Theorem 4 and apply the results from Section VI-A1. We know the expression for $\bar{y}^*$ from (74) and that $g_1$ only as a
maximum, if $\tilde{\lambda}_x > \tilde{\lambda}_y$. The only difference to the case of perfect CSI-T is the range of $\bar{y}$. Now, the maximum needs to be in $\bar{y} < s - t$, otherwise the lower bound is only dependent on $F_\tilde{X}$. For $\tilde{\lambda}_x > \tilde{\lambda}_y$, $\bar{y}^* < s - t$ holds, if additionally $\tilde{\lambda}_y < \tilde{\lambda}_x \exp(t(\tilde{\lambda}_y - \tilde{\lambda}_x) - \tilde{\lambda}_y s)$ holds. Otherwise, we immediately get $\varepsilon = F_\tilde{X}(t)$.

For Rayleigh fading with only statistical CSI-T, the secrecy outage probability is therefore lower bounded by

$$
\varepsilon_{\text{no}} = \max \left[ g_1 \left( \min \left[ \frac{\tilde{\lambda}_x s + \log \frac{\lambda_y}{\lambda_x - \lambda_y}, s - t}{} \right], 1 - \exp(-\tilde{\lambda}_x t) \right) \right],
$$

(83)

where $g_1$ is given by (71). Also, we want to recall the shorthands $s = 2^{R_S} - 1$ and $t = 2^{R_d + R_S} - 1$.

Similarly to the case where perfect CSI-T about the main channel is available, the lower bound is given by $F_\tilde{X}(t)$ for large values of $\rho_x$. We therefore get the same diversity

$$
d_{\text{no}} = \lim_{\rho_x \to \infty} \frac{-\log \varepsilon_{\text{no}}}{\log \rho_x} = \lim_{\rho_x \to \infty} \frac{-\log F_\tilde{X}(t)}{\log \rho_x} = 1. $$

For very small $R_S$, we get

$$
\lim_{R_S \to 0} \varepsilon_{\text{no}} = \max \left[ g_1 \left( \log \frac{\lambda_y \rho_x}{\lambda_x \rho_y}, 1 - \exp \left( -\tilde{\lambda}_x (2^{R_d} - 1) \right) \right) \right]$$

2) Upper Bound: The upper bound is derived from (51) in Theorem 5. We combine this with the previous results and discussions about the optimal $\bar{y}^*$ for Rayleigh fading. Recall that a minimum of

$$
h_1(\bar{y}) = 1 - \exp \left( -\tilde{\lambda}_x (s - \bar{y}) \right) + \exp(\tilde{\lambda}_y \bar{y})
$$

is attained for $\tilde{\lambda}_x < \tilde{\lambda}_y$. Second, we need to minimize $h_1$ over $\bar{y} < s - t$. With reference to Remark 1, we know that the minimum is attained at $\min [\bar{y}^*, s - t]$, which is equal to $s - t$, if the additional condition $\tilde{\lambda}_y < \tilde{\lambda}_x \exp(t(\tilde{\lambda}_y - \tilde{\lambda}_x) - \tilde{\lambda}_y s)$ holds. If $\tilde{\lambda}_x \geq \tilde{\lambda}_y$, the upper bound is constantly one. Combining all of this gives the following expression for the upper bound on the secrecy outage probability when only statistical CSI-T is available

$$
\varepsilon_{\text{no}} = \begin{cases} 
  h_1 \left( \min \left[ \frac{\tilde{\lambda}_x s + \log \frac{\lambda_y}{\lambda_x - \lambda_y}, s - t}{} \right] \right) & \text{for } \tilde{\lambda}_y > \tilde{\lambda}_x, \\
  1 & \text{for } \tilde{\lambda}_y \leq \tilde{\lambda}_x
\end{cases}.
$$

(84)

For increasing SNR values $\rho_x$ of Bob, $\bar{y}^*$ is decreasing and becomes smaller than $s - t$. Therefore, the diversity of the upper bound is given as

$$
d_{\text{no}} = \lim_{\rho_x \to \infty} \frac{-\log \varepsilon_{\text{no}}}{\log \rho_x} = \lim_{\rho_x \to \infty} \frac{-\log h_1(\bar{y}^*)}{\log \rho_x} = 1.
$$
Figure 9. Secrecy outage probabilities over different SNR values $\rho_x$ of the main channel for Rayleigh fading channels and different values of the eavesdropper’s SNR $\rho_y$. The transmitter has only statistical CSI. The parameters are $\lambda_x = \lambda_y = 1$, $R_S = 0.1$, and $R_d = 1$.

3) Independent Case: For comparison, we derive the outage probability of independent $X$ and $Y$. In this case, the outage probability $\varepsilon_{\text{ind}}$ can be calculated using (56). In the case of Rayleigh fading, this evaluates to

$$
\varepsilon_{\text{ind, no}} = 1 - \exp \left( -\bar{\lambda}_x t \right) + \frac{\bar{\lambda}_x \exp \left( \bar{\lambda}_y (s - t) - \bar{\lambda}_x t \right)}{\bar{\lambda}_x + \bar{\lambda}_y}.
$$

(85)

It is easy to verify that the diversity is also 1.

The limit for small $R_S$ is given as

$$
\lim_{R_S \to 0} \varepsilon_{\text{ind, no}} = 1 - \exp \left( -\bar{\lambda}_x \left( 2R_d - 1 \right) \right) + \frac{\bar{\lambda}_x \exp \left( -(\bar{\lambda}_x + \bar{\lambda}_y) \left( 2R_d - 1 \right) \right)}{\bar{\lambda}_x + \bar{\lambda}_y}
$$

C. Numerical Example

The bounds and the independent case are shown in Fig. 9. The parameters of the transmission and the Rayleigh fading are $\lambda_y = \lambda_x = 1$, $R_S = 0.1$, and $R_d = 1$. The x-axis shows Bob’s SNR $\rho_x$. All curves are plotted for two different SNRs of Eve $\rho_y$, namely 0 dB and 10 dB. It can be seen that the shapes of the curves look similar to the ones where perfect CSI-T is available, cf. Fig 6. As expected, all outage probabilities increase with an increase in Eve’s SNR $\rho_y$. Only the lower bound is independent of $\rho_y$ above a certain threshold $\rho_x$.

The last example compares the two scenarios of perfect CSI-T and statistical CSI-T of the main channel. In Fig. 10, the different curves for both scenarios are shown. The SNR of the
Figure 10. Comparison of the secrecy outage probabilities over different SNR values $\rho_x$ of the main channel for Rayleigh fading channels with perfect and with only statistical CSI-T. The parameters are $\rho_y = 5$ dB, $\lambda_x = \lambda_y = 1$, $R_S = 0.5$, and $R_d = 1$.

eavesdropper is fixed to $\rho_y = 5$ dB. The rates are set to $R_S = 0.5$ and $R_d = 1$. Note that only the case of having statistical CSI-T depends on $R_d$. As expected, the outage probabilities are generally lower when perfect CSI-T is available. Only the upper bound is identical. However, this is only due to the chosen values of the different parameters. It is possible to obtain greater values for the upper bound with statistical CSI-T than with perfect CSI-T by increasing $R_d$. The plot is also available as an interactive version at [20], where a curious reader can observe this behavior.

D. Alternative Secrecy Outage Definition

For comparison, we now take a look at the secrecy outage probability according to the alternative definition from [23] discussed in Section V. The bounds are evaluated for Rayleigh fading according to Theorems 6 and 7.

First, we give an example for the case that only statistical CSI-T is available. From Theorem 7, we know that the outage probability is given as the dual of the copula in this case. Figure 11 shows the upper and lower bound together with the independent case for Rayleigh fading with $R_S = 0.1$, $R_d = 1$, and $\rho_y = 0$ dB. The probabilities of the individual events $E_2$ and $E_3$ are also shown for comparison. The first observations are about the probabilities of the events $E_2$ and $E_3$. As expected, the outage probability at Bob decreases with his SNR $\rho_x$ increasing. The outage event $E_3$, due to Eve being able to decode, remains constant since we set her SNR $\rho_y$ to a
constant value. Next, recall that the minimum probability of the union of events is the maximum of the probabilities of the individual event. From Fig. 11, it can be seen that the lower bound achieves this trivial bound. Thus, it first reduces with increasing $\rho_x$ until the probability from $E_3$ becomes larger. It then remains constant when further increasing $\rho_x$. Both the upper bound and the independent case approach the lower bound for high values of Bob’s SNR $\rho_x$.

Next, we compare the scenarios that Alice has perfect CSI about the main channel and that only statistical CSI-T is available. The bounds and the independent case are shown for Rayleigh fading in Fig. 12. The first interesting observation is that both outage probabilities are the same in the worst-case, i.e., the upper bound. For both the best-case and the independent case, there is an improvement in the outage probability when perfect CSI-T is available. However, all curves approach the same fundamental limit for increasing $\rho_x$, due to Eve being able to decode. Thus, the advantage of having perfect CSI-T vanishes in the high-SNR regime.

VII. CONCLUSION

In this work, we presented bounds on the secrecy outage probability for wiretap channels with dependent fading coefficients. We always assume statistical CSI-T of the eavesdropper channel. The two cases of perfect CSI-T about the main channel and only statistical CSI-T are considered. The bounds are compared to the usually considered scenario of independent channels and significant performance differences are shown. Especially, it is shown that in the best-case,
the secrecy outage probability can be independent of Eve’s channel. A sufficient condition for this case was derived.

The first motivational question from the introduction can be answered based on this work as follows: A system designer would first estimate the marginal distributions of the channels, e.g., by taking measurements at different locations. Depending on the available CSI-T, he would then apply Theorem 2 or 5 to derive the outage probability in the worst-case. Assuming all channel parameters are fixed, he would then tune the rates $R_d$ and $R_S$ of his system, such that the maximum outage probability $\varepsilon$ meets his target outage probability.

If the system designer is able to control the joint distribution, he can apply Theorem 3 or 5 to calculate the lower bound on the secrecy outage probability, i.e., the best-case, and use it as a benchmark for his real system.

Additionally, it is shown that the copula approach also works for a pessimistic alternative secrecy outage definition. Lower and upper bounds for this case were derived, too.

The presented work only deals with a single passive eavesdropper. In future work, this could be extended to consider multiple eavesdroppers.
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