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Abstract. Let $\vec{p} \in (0, 1]^n$ be an $n$-dimensional vector and $A$ a dilation. Let $H_{\vec{p}}^p(\mathbb{R}^n)$ denote the anisotropic mixed-norm Hardy space defined via the radial maximal function. Using the known atomic characterization of $H_{\vec{p}}^p(\mathbb{R}^n)$ and establishing a uniform estimate for corresponding atoms, the authors prove that the Fourier transform of $f \in H_{\vec{p}}^p(\mathbb{R}^n)$ coincides with a continuous function $F$ on $\mathbb{R}^n$ in the sense of tempered distributions. Moreover, the function $F$ can be controlled pointwisely by the product of the Hardy space norm of $f$ and a step function with respect to the transpose matrix of $A$. As applications, the authors obtain a higher order of convergence for the function $F$ at the origin, and an analogue of Hardy–Littlewood inequalities in the present setting of $H_{\vec{p}}^p(\mathbb{R}^n)$.

1. Introduction

Let $\vec{p} := (p_1, \ldots, p_n) \in (0, \infty)^n$ be an $n$-dimensional vector and $A$ a dilation. The anisotropic mixed-norm Hardy space $H_{\vec{p}}^p(\mathbb{R}^n)$ was introduced in [18]. The main purpose of this paper is to study the Fourier transform on $H_{\vec{p}}^p(\mathbb{R}^n)$ associated with $\vec{p} \in (0, 1]^n$. The question of the Fourier transform on classical Hardy spaces $H^p(\mathbb{R}^n)$ was put forward originally by Fefferman and Stein [12], which is an important topic in the real-variable theory of $H^p(\mathbb{R}^n)$. Applying entire functions of exponential type, Coifman [10] first characterized the Fourier transform $\hat{f}$ of $f \in H^p(\mathbb{R})$. The related conclusions in higher dimensions were studied in [2, 11, 13, 25]. Particularly, the following estimate was given by Taibleson and Weiss [25]: for any given $p \in (0, 1]$, the Fourier transform of $f \in H^p(\mathbb{R}^n)$...
coincides with a continuous function $F$ on $\mathbb{R}^n$, which satisfies that there exists a positive constant $C_{(n,p)}$ such that, for any $x \in \mathbb{R}^n$,

\begin{equation}
|F(x)| \leq C_{(n,p)} \|f\|_{H^p(\mathbb{R}^n)} |x|^{n(1/p-1)}.
\end{equation}

Moreover, the estimate (1) illustrates the following inequality as a generalization of the well-known Hardy–Littlewood inequality for Hardy spaces, that is, for any fixed $p \in (0,1]$, there exists a positive constant $K$ such that, for each $f \in H^p(\mathbb{R}^n)$,

\begin{equation}
\left[ \int_{\mathbb{R}^n} |x|^{n(p-2)} |F(x)|^p \, dx \right]^{1/p} \leq K \|f\|_{H^p(\mathbb{R}^n)},
\end{equation}

where $F$ is as in (1); see [23, p. 128].

On the other hand, the theory of classic Hardy spaces $H^p(\mathbb{R}^n)$ has a wide range of applications in many mathematical fields such as harmonic analysis and partial differential equations; see, for instance, [12, 21, 23, 24]. Inspired by the notable work of Calderón and Torchinsky [3] on parabolic Hardy spaces, there were various generalizations of classic Hardy spaces; see, for instance, [1, 8, 14, 18, 26–28]. In particular, Bownik [1] introduced the anisotropic Hardy space $H^p_A(\mathbb{R}^n)$, where $p \in (0, \infty)$ and $A$ is a dilation, which is actually a generalization of both the isotropic Hardy space and the parabolic Hardy space. In addition, via the atomic characterization of $H^p_A(\mathbb{R}^n)$, Bownik and Wang [2] extended both inequalities (1) and (2) to the anisotropic Hardy space $H^p_A(\mathbb{R}^n)$. Recently, the analogous results were proved in the new setting of Hardy spaces associated with ball quasi-Banach function spaces and the anisotropic mixed-norm Hardy space $H^{\vec{p}}_{\vec{a}}(\mathbb{R}^n)$, where

$$\vec{a} := (a_1, \ldots, a_n) \in [1, \infty)^n$$

and

$$\vec{p} := (p_1, \ldots, p_n) \in (0,1]^n;$$

see, respectively, [15, 16]. In addition, motivated by the previous work of [8, 12, 17], Huang et al. [18] introduced the anisotropic mixed-norm Hardy space $H^{\vec{p}}_{A}(\mathbb{R}^n)$ with respect to $\vec{p} \in (0, \infty)^n$ and a dilation $A$, and investigated its various real-variable characterizations. For more information on mixed-norm function spaces, we refer the reader to [4–7, 9, 19, 20, 22].

Inspired by the known results about the Fourier transform of the aforementioned Hardy-type spaces (namely, $H^p(\mathbb{R}^n)$, $H^p_A(\mathbb{R}^n)$ and $H^{\vec{p}}_{\vec{a}}(\mathbb{R}^n)$), using the real-variable theory of the anisotropic mixed-normed Hardy space $H^{\vec{p}}_{A}(\mathbb{R}^n)$ from [18], in this paper, we extend the inequality (1) to the setting of anisotropic mixed-norm Hardy spaces $H^{\vec{p}}_{A}(\mathbb{R}^n)$ and also present some applications via our main result.

As a preliminary, in Section 2, we present definitions of dilations, mixed-norm Lebesgue spaces $L^{\vec{p}}(\mathbb{R}^n)$ and anisotropic mixed-norm Hardy spaces.

Section 3 is aimed at proving the main result (see Theorem 3.1 below), namely, the Fourier transform $\hat{f}$ of $f \in H^{\vec{p}}_{A}(\mathbb{R}^n)$ coincides with a continuous
function $F$ in the sense of tempered distributions. To this end, applying Lemmas 3.2 and 3.4, we first obtain a uniform pointwise estimate for atoms (see Lemma 3.3 below). Then, we use some real-variable characterizations from [18], especially atom decompositions, to show Theorem 3.1. Meanwhile, we also get a pointwise inequality of the continuous function $F$, which indicates the necessity of vanishing moments of anisotropic mixed-norm atoms in some sense (see Remark 3.7(ii) below).

As applications, in Section 4, we present some consequences of Theorem 3.1. First, the above function $F$ has a higher order convergence at the origin; see (19) below. Moreover, we prove that the term

$$|F(\cdot)| \min \left\{ \left[ \rho_*(\cdot) \right]^{1-\frac{1}{p}} - \frac{1}{p}, \left[ \rho_*(\cdot) \right]^{1-\frac{1}{p}} \right\}$$

is $L^p$-integrable, and this integral can be uniformly controlled by a positive constant multiple of the Hardy space norm of $f$; see (25) below. The above result is actually a generalization of the Hardy–Littlewood inequality from classic Hardy spaces to the setting of anisotropic mixed-norm Hardy spaces.

Finally, we make some conventions on notation. Let $\mathbb{N} := \{1, 2, \ldots\}$, $\mathbb{Z}_+ := \{0\} \cup \mathbb{N}$ and $0$ be the origin of $\mathbb{R}^n$. For a given multi-index $\alpha := (\alpha_1, \ldots, \alpha_n) \in (\mathbb{Z}_+)^n =: \mathbb{Z}_+^n$, let $|\alpha| := \alpha_1 + \cdots + \alpha_n$ and $\partial^\alpha := (\frac{\partial}{\partial x_1})^{\alpha_1} \cdots (\frac{\partial}{\partial x_n})^{\alpha_n}$. We use $C$ to denote a positive constant which is independent of the main parameters, but may vary in different setting. The symbol $g \lesssim h$ means $g \leq Ch$ and, if $g \lesssim h \lesssim g$, then we write $g \sim h$. If $f \leq Ch$ and $h = g$ or $h \leq g$, then we write $f \lesssim h \sim g$ or $f \lesssim h \lesssim g$, rather than $f \lesssim h = g$ or $f \lesssim h \leq g$. In addition, for any set $E \subset \mathbb{R}^n$, we denote its characteristic function by $1_E$, the set $\mathbb{R}^n \setminus E$ by $E^c$ and its $n$-dimensional Lebesgue measure by $|E|$. For any $s \in \mathbb{R}$, we use $[s]$ (resp., $[s]$) to denote the largest (resp., least) integer not greater (resp., less) than $s$.

2. Preliminaries

In this section, we give the definitions of dilations, mixed-norm Lebesgue spaces and anisotropic mixed-norm Hardy spaces. The following definition is originally from [1].

**Definition 1.** We call $A$ a dilation if $A$ is a real $n \times n$ matrix $A$ and satisfies the following condition:

$$\min_{\lambda \in \sigma(A)} |\lambda| > 1,$$

where $\sigma(A)$ denotes the set of all eigenvalues of $A$. We denote the eigenvalues of $A$ by $\lambda_1, \ldots, \lambda_n$, which satisfies $1 < |\lambda_1| \leq \cdots \leq |\lambda_n|$. Here and thereafter, let $\lambda_-$ and $\lambda_+$ be two numbers such that $1 < \lambda_- < |\lambda_1| \leq \cdots \leq |\lambda_n| < \lambda_+$.

By [1, p. 5, Lemma 2.2], for a given dilation $A$, there exists an open set in $\mathbb{R}^n$ which is called an ellipsoid, denoted by $\Delta$, and has the following property: $|\Delta| = 1$, and we can find a constant $r \in (1, \infty)$ such that $\Delta \subset r\Delta \subset A\Delta$. For
any given \(i \in \mathbb{Z}\), we denote \(A^i \Delta B_i\) by \(B_i\). It is easy to check that \(\{B_i\}_{i \in \mathbb{Z}}\) is a family of open sets around the origin, \(B_i \subset r B_i \subset B_{i+1}\) and \(|B_i| = b^i\) with \(b := |\det A|\). For any given dilation \(A\), the notation \(\mathfrak{B}\) is the set of all dilated balls, namely,

\[
\mathfrak{B} := \{x + B_i : x \in \mathbb{R}^n, \ i \in \mathbb{Z}\}.
\]

The next two definitions were introduced by Bownik [1].

**Definition 2.** A measurable mapping \(\rho : \mathbb{R}^n \to [0, \infty)\) is called a *homogeneous quasi-norm*, with respect to a dilation \(A\), if

(i) \(\rho(x) \geq 0\), and \(\rho(x) = 0 \Rightarrow x = 0\);

(ii) for any \(x \in \mathbb{R}^n\), \(\rho(Ax) = b \rho(x)\);

(iii) for any \(x, y \in \mathbb{R}^n\), \(\rho(x + y) \leq c [\rho(x) + \rho(y)]\), where \(c\) is a positive constant independent of \(x\) and \(y\).

It is easy to verify that the following *step homogeneous quasi-norm* is a homogeneous quasi-norm.

**Definition 3.** A *step homogeneous quasi-norm* \(\rho\) with respect to a dilation \(A\), is defined by setting, for each \(x \in \mathbb{R}^n\),

\[
\rho(x) := \begin{cases} b^i & \text{when } x \in B_{i+1}\backslash B_i, \\ 0 & \text{when } x = 0. \end{cases}
\]

In [1, p. 5, Lemma 2.4], it was proved that any two homogeneous quasi-norms associated with a fixed dilation \(A\) are equivalent. For convenience, in what follows, we always use the step homogeneous quasi-norm.

A \(C^\infty\) complex-valued function \(\phi\) on \(\mathbb{R}^n\) is called a *Schwartz function* if, for every pair of \(k \in \mathbb{Z}_+\) and multi-index \(\gamma \in \mathbb{Z}_+^n\), the following inequality

\[
\|\phi\|_{\gamma,k} := \sup_{x \in \mathbb{R}^n} |x|^k |\partial^\gamma \phi(x)| < \infty
\]

holds true. The set of all Schwartz functions on \(\mathbb{R}^n\) is denoted by \(\mathcal{S}(\mathbb{R}^n)\). Indeed, \(\{\|\cdot\|_{\gamma,k}\}_{\gamma \in \mathbb{Z}_+^n, k \in \mathbb{Z}_+}\) is a family of semi-norms, which induces a topology and makes \(\mathcal{S}(\mathbb{R}^n)\) to be a topological vector space. We denote the dual space of \(\mathcal{S}(\mathbb{R}^n)\) by \(\mathcal{S}'(\mathbb{R}^n)\), equipped with the weak* topology.

For an \(n\)-dimensional vector \(\vec{p} := (p_1, \ldots, p_n) \in (0, \infty]^n\), let

\[
(4) \quad p_- := \min_{i \in \{1, \ldots, n\}} \{p_i\}, \quad p_+ := \max_{i \in \{1, \ldots, n\}} \{p_i\}, \quad \text{and} \quad p := \min\{p_-, 1\}.
\]

**Definition 4.** Let \(\vec{p} := (p_1, \ldots, p_n) \in (0, \infty]^n\). The *mixed-norm Lebesgue space* \(L^{\vec{p}}(\mathbb{R}^n)\) is defined to be the set of all measurable functions \(f\) such that

\[
\|f\|_{L^{\vec{p}}(\mathbb{R}^n)} := \left( \int_{\mathbb{R}^n} \cdots \left( \int_{\mathbb{R}^n} |f(x_1, \ldots, x_n)|^{p_1} dx_1 \right)^{\frac{p_1}{p_+}} \cdots dx_n \right)^{\frac{1}{\vec{p}}} < \infty
\]

with the usual modifications made when \(p_i = \infty\) for some \(i \in \{1, \ldots, n\}\).
Definition 5. Let \( \varphi \in S(\mathbb{R}^n) \) satisfy \( \int_{\mathbb{R}^n} \varphi(x) \, dx \neq 0 \). The radial maximal function \( M_\varphi(f) \) of \( f \in S'(\mathbb{R}^n) \), with respect to \( \varphi \), is defined by
\[
M_\varphi(f)(x) := \sup_{k \in \mathbb{Z}} |f * \varphi_k(x)|, \quad \forall x \in \mathbb{R}^n,
\]
here and thereafter, for any \( \varphi \in S(\mathbb{R}^n) \) and \( k \in \mathbb{Z} \), \( \varphi_k(\cdot) := b^k \varphi(A^k \cdot) \).

Definition 6. Let \( \vec{p} \in (0, \infty)^n \) and \( \varphi \) be as in Definition 5. The \emph{anisotropic mixed-norm Hardy space} \( H_\vec{p}^f(\mathbb{R}^n) \) is defined by setting
\[
H_\vec{p}^f(\mathbb{R}^n) := \left\{ f \in S'(\mathbb{R}^n) : M_\varphi(f) \in L^{\vec{p}}(\mathbb{R}^n) \right\}.
\]
Moreover, for any \( f \in H_\vec{p}^f(\mathbb{R}^n) \), let \( \|f\|_{H_\vec{p}^f(\mathbb{R}^n)} := \|M_\varphi(f)\|_{L^{\vec{p}}(\mathbb{R}^n)} \).

3. Fourier transforms of \( H_\vec{p}^f(\mathbb{R}^n) \)

In this section, we study the Fourier transform \( \hat{f} \) of \( f \in H_\vec{p}^f(\mathbb{R}^n) \). We first present the notion of Fourier transforms.

For a given Schwartz function \( \varphi \in S(\mathbb{R}^n) \), we define its \emph{Fourier transform} as follows:
\[
\mathcal{F}\varphi(x) = \hat{\varphi}(x) := \int_{\mathbb{R}^n} \varphi(t) e^{-2\pi i t \cdot x} \, dt, \quad \forall x \in \mathbb{R}^n,
\]
where \( i := \sqrt{-1} \) and \( t \cdot x := \sum_{k=1}^{n} t_k x_k \) for any \( t := (t_1, \ldots, t_n) \), \( x := (x_1, \ldots, x_n) \in \mathbb{R}^n \). Furthermore, we can also define the Fourier transform of \( f \in S'(\mathbb{R}^n) \), also denoted by \( \mathcal{F}f \) or \( \hat{f} \), that is, for each \( \varphi \in S(\mathbb{R}^n) \),
\[
\langle \mathcal{F}f, \varphi \rangle = \langle \hat{f}, \varphi \rangle := \langle f, \hat{\varphi} \rangle.
\]

We now give the main result of this paper.

**Theorem 3.1.** Let \( \vec{p} \in (0, 1]^n \). Then, for any \( f \in H_\vec{p}^f(\mathbb{R}^n) \), there exists a continuous function \( F \) on \( \mathbb{R}^n \) such that
\[
\hat{f} = F \quad \text{in} \quad S'(\mathbb{R}^n),
\]
and there exists a positive constant \( C \), depending only on \( A \) and \( \vec{p} \), such that, for any \( x \in \mathbb{R}^n \),
\[
|F(x)| \leq C \|f\|_{H_\vec{p}^f(\mathbb{R}^n)} \max \left\{ \rho_+(x)^{\frac{1}{p_1} - 1}, \rho_+(x)^{\frac{1}{p_k} - 1} \right\},
\]
(5) here and thereafter, \( \rho_+ \) is as in Section 2 with \( A \) replaced by its transposed matrix \( A^* \).

Recall that, for a given measurable set \( E \subset \mathbb{R}^n \), the \emph{Lebesgue space} \( L^p(E) \), \( 0 < p < \infty \), is the set of all the measurable functions satisfying that
\[
\|f\|_{L^p(E)} := \left[ \int_E |f(x)|^p \, dx \right]^{1/p} < \infty.
\]
and $L^\infty(E)$ is the set of all the measurable functions satisfying that
$$
\|f\|_{L^\infty(E)} := \text{ess sup}_{x \in E} |f(x)| < \infty.
$$

The dilation operator $D_A$ is defined by setting, for any measurable function $f$ on $\mathbb{R}^n$,
$$
D_A(f)(\cdot) := f(A \cdot).
$$
Then, for any $f \in L^1(\mathbb{R}^n)$, $k \in \mathbb{Z}$ and $x \in \mathbb{R}^n$, the following identity
$$
\hat{f}(x) = b^k \left( D_k^A \cdot \mathcal{F} D_k^A f \right)(x)
$$
can be easily verified.

Next, we present some notions appearing in the real-variable characterizations of anisotropic mixed-norm Hardy spaces; see [18].

**Definition 7.** Let $\vec{p} \in (0, \infty)^n$, $r \in (1, \infty]$ and $s \in \left[ \left\lfloor \left( \frac{1}{p_-} - 1 \right) \frac{\ln b}{\ln \lambda_-} \right\rfloor, \infty \right) \cap \mathbb{Z}^+$, where $p_-$ is as in (4).

(I) A measurable function $a$ on $\mathbb{R}^n$ is called an anisotropic $(\vec{p},r,s)$-atom (simply, a $(\vec{p},r,s)$-atom) if

(i) $\text{supp } a \subset B$, where $B \in \mathfrak{B}$ as in (1);

(ii) $\|a\|_{L^r(\mathbb{R}^n)} \leq \frac{|B|^{1/r}}{|1_B|_{L^p(\mathbb{R}^n)}}$;

(iii) $\int_{\mathbb{R}^n} a(x)x^\gamma \, dx = 0$ for any $\gamma \in \mathbb{Z}_+^n$ with $|\gamma| \leq s$.

(II) The anisotropic mixed-norm atomic Hardy space $H^{\vec{p},r,s}_A(\mathbb{R}^n)$ is defined to be the set of all $f \in S'(\mathbb{R}^n)$ satisfying that there exist a sequence $\{\lambda_i\}_{i \in \mathbb{N}} \subset \mathbb{C}$ and a sequence of $(\vec{p},r,s)$-atoms $\{a_i\}_{i \in \mathbb{N}}$, supported, respectively in $\{B^{(i)}_i\}_{i \in \mathbb{N}} \subset \mathfrak{B}$ such that
$$
f = \sum_{i \in \mathbb{N}} \lambda_i a_i \quad \text{in } S'(\mathbb{R}^n).
$$
Furthermore, for any $f \in H^{\vec{p},r,s}_A(\mathbb{R}^n)$, let
$$
\|f\|_{H^{\vec{p},r,s}_A(\mathbb{R}^n)} := \inf \left\{ \left\| \left\{ \frac{\lambda_i |B^{(i)}_i|_{L^p(\mathbb{R}^n)}}{|1_B^{(i)}|_{L^p(\mathbb{R}^n)}} \right\}^{1/p} \right\|_{L^p(\mathbb{R}^n)} \right\},
$$
where the infimum is taken over all the decompositions of $f$ as above.

By an argument similar to that used in proof [2, Lemma 4], we immediately obtain Lemma 3.2, which will be used to prove Lemma 3.3 below; the details are omitted.

**Lemma 3.2.** Let $\vec{p}$, $r$ and $s$ be as in Definition 7. Assume that $a$ is a $(\vec{p},r,s)$-atom supported in $x_0 + B_{i_0}$ with some $x_0 \in \mathbb{R}^n$ and $i_0 \in \mathbb{Z}$. Then there exists
a positive constant \( C \), depending only on \( A \) and \( s \), such that, for any \( \alpha \in \mathbb{Z}_+^n \) with \( |\alpha| \leq s \) and \( x \in \mathbb{R}^n \),
\[
|\partial^\alpha \left( \mathcal{F} D_A^\alpha a \right)(x)| \leq C b^{-i\alpha/r} \|a\|_{L^r(\mathbb{R}^n)} \min \left\{ 1, |x|^{s-|\alpha|+1} \right\}.
\]

Applying Lemma 3.2, we obtain a uniform estimate for \((\vec{p}, r, s)\)-atoms as follows, which plays a key role in the proof of Theorem 3.1.

**Lemma 3.3.** Let \( \vec{p} \in (0, 1]^n \), \( r \in (1, \infty) \) and \( s \) be as in (6). Then there exists a positive constant \( C \) such that, for any \((\vec{p}, r, s)\)-atom \( a \) and \( x \in \mathbb{R}^n \),
\[
|\hat{a}(x)| \leq C \max \left\{ [\rho_*(x)]^{\frac{1}{r}} - 1, [\rho_*(x)]^{\frac{1}{r}} - 1 \right\},
\]
where \( \rho_* \) is as in Theorem 3.1.

The following inequalities will be used to prove Lemma 3.3, which are just [1, p. 11, Lemma 3.2].

**Lemma 3.4.** Let \( A \) be a given dilation. There exists a positive constant \( C \) such that, for any \( x \in \mathbb{R}^n \),
\[
\frac{1}{C} [\rho(x)]^{\ln \lambda_-/\ln b} \leq |x| \leq C [\rho(x)]^{\ln \lambda_+/\ln b} \quad \text{when } \rho(x) \in (1, \infty),
\]
and
\[
\frac{1}{C} [\rho(x)]^{\ln \lambda_-/\ln b} \leq |x| \leq C [\rho(x)]^{\ln \lambda_+/\ln b} \quad \text{when } \rho(x) \in [0, 1],
\]
where \( \lambda_- \) and \( \lambda_+ \) are as in Section 2.

We now give the proof of Lemma 3.3.

**Proof of Lemma 3.3.** Let \( a \) be a \((\vec{p}, r, s)\)-atom supported in \( x_0 + B_{i_0} \) with some \( x_0 \in \mathbb{R}^n \) and \( i_0 \in \mathbb{Z} \). Without loss of generality, we may assume \( x_0 = 0 \). By Lemma 3.2 with \( \alpha = (0, \ldots, 0) \), we find that, for any \( x \in \mathbb{R}^n \),
\[
|\hat{a}(x)| = |b^{i_0} \left( D_A^{i_0} a \right)(x)| = |b^{i_0} \left( \mathcal{F} D_A^{i_0} a \right)(A^* a x)|
\leq b^{i_0} b^{-i_0/r} \|a\|_{L^r(\mathbb{R}^n)} \min \left\{ 1, |(A^*)^{i_0} a x|^{s+1} \right\}
\leq b^{i_0} \|1_{B_{i_0}}\|_{L^r(\mathbb{R}^n)}^{-1} \min \left\{ 1, |(A^*)^{i_0} a x|^{s+1} \right\}.
\]

Next, we show that
\[
\|1_{B_{i_0}}\|_{L^r(\mathbb{R}^n)}^{-1} \leq \max \left\{ b^{-\frac{i_0}{r}}, b^{\frac{i_0}{r}} \right\}.
\]
Indeed, there exists a \( K \in \mathbb{Z} \) large enough such that, if \( i_0 \in (K, \infty) \cap \mathbb{Z} \), then
\[
\|1_{B_{i_0}}\|_{L^r(\mathbb{R}^n)} = \left( \int_{\mathbb{R}} \cdots \left( \int_{\mathbb{R}} 1_{B_{i_0}}^r \cdot dx_1 \right)^{\frac{r}{r}} \cdots dx_n \right)^{\frac{1}{r}}
\]
Lemma 3.4 and the fact that (11)

On the other hand, if \( \epsilon_0 \in (-\infty, K] \), by [18, Lemma 6.8], we conclude that, for any \( \epsilon \in (0, 1) \),

\[
\frac{\|1_{B_0}\|_{L^\rho(\mathbb{R}^n)}}{\|1_{B_0}\|_{L^\rho(\mathbb{R}^n)}} \lesssim b^{(K-\epsilon_0)\frac{1+\epsilon}{\rho-\epsilon}}.
\]

Letting \( \epsilon \to 0 \), we have

\[
\frac{\|1_{B_0}\|^{-1}_{L^\rho(\mathbb{R}^n)}}{\|1_{B_0}\|^{-1}_{L^\rho(\mathbb{R}^n)}} \sim b^{\frac{1}{\rho-\epsilon}} - b^{-\frac{1}{\rho-\epsilon}}.
\]

Thus, (9) holds true. From this and (8), it follows that, for any \( x \in \mathbb{R}^n \),

\[
\tag{10} |\hat{\sigma}(x)| \lesssim b^{\epsilon_0} \max \left\{ b^{-\frac{\epsilon_0}{\rho-\epsilon}}, b^{-\frac{\epsilon_0}{\rho+\epsilon}} \right\} \min \left\{ 1, |(A^*)^{\epsilon_0}x|^{s+1} \right\}.
\]

We next prove (7) by considering two cases: \( \rho_*(x) \leq b^{-\epsilon_0} \) and \( \rho_*(x) > b^{-\epsilon_0} \).

**Case 1:** \( \rho_*(x) \leq b^{-\epsilon_0} \). In this case, note that \( \rho_*((A^*)^{\epsilon_0}x) \leq 1 \). From (10), Lemma 3.4 and the fact that

\[
1 - \frac{1}{p_+} + (s+1)\frac{\ln \lambda_0}{\ln b} \geq 1 - \frac{1}{p_+} + (s+1)\frac{\ln \lambda_0}{\ln b} > 0,
\]

we deduce that, for any \( x \in \mathbb{R}^n \) satisfying \( \rho_*(x) \leq b^{-\epsilon_0} \),

\[
|\hat{\sigma}(x)| \lesssim b^{\epsilon_0} \max \left\{ b^{-\frac{\epsilon_0}{\rho-\epsilon}}, b^{-\frac{\epsilon_0}{\rho+\epsilon}} \right\} [\rho_*((A^*)^{\epsilon_0}x)]^{(s+1)\frac{\ln \lambda_0}{m_-}}
\]

\[
\sim \max \left\{ b^{\epsilon_0[1-\frac{\epsilon_0}{\rho-\epsilon}+(s+1)\frac{\ln \lambda_0}{m_-}]}, b^{\epsilon_0[1-\frac{\epsilon_0}{\rho+\epsilon}+(s+1)\frac{\ln \lambda_0}{m_-}]} \right\} [\rho_* (x)]^{(s+1)\frac{\ln \lambda_0}{m_-}}
\]

\[
\tag{11} \lesssim \max \left\{ [\rho_* (x)]^{\frac{1}{p_-}-1}, [\rho_* (x)]^{\frac{1}{p_+}-1} \right\}.
\]

This shows (7) for Case 1.

**Case 2:** \( \rho_*(x) > b^{-\epsilon_0} \). In this case, note that \( \rho_*((A^*)^{\epsilon_0}x) > 1 \). Using (10), Lemma 3.4 again and the fact that

\[
\frac{1}{p_-} - 1 \geq \frac{1}{p_+} - 1 \geq 0,
\]

it is easy to see that, for any \( x \in \mathbb{R}^n \) satisfying \( \rho_*(x) > b^{-\epsilon_0} \),

\[
|\hat{\sigma}(x)| \lesssim b^{\epsilon_0} \max \left\{ b^{-\frac{\epsilon_0}{\rho-\epsilon}}, b^{-\frac{\epsilon_0}{\rho+\epsilon}} \right\} \sim \max \left\{ b^{(1-\frac{\epsilon_0}{\rho-\epsilon})i_0}, b^{(1-\frac{\epsilon_0}{\rho+\epsilon})i_0} \right\}
\]

\[
\lesssim \max \left\{ [\rho_* (x)]^{\frac{1}{p_-}-1}, [\rho_* (x)]^{\frac{1}{p_+}-1} \right\},
\]

which completes the proof of (7) and hence of Lemma 3.3. \( \square \)
Lemma 3.5. Let $\vec{p} \in (0, 1]^n$. Then, for any $\{\lambda_i\}_{i \in \mathbb{N}} \subset \mathbb{C}$ and $\{B^{(i)}\}_{i \in \mathbb{N}} \subset \mathcal{B}$,
\[
\sum_{i \in \mathbb{N}} |\lambda_i| \leq \left\{ \sum_{i \in \mathbb{N}} \left[ \frac{|\lambda_i|}{\|1_{B^{(i)}}\|_{L^p(\mathbb{R}^n)}} \right]^2 \right\}^{1/2} \|L^p(\mathbb{R}^n)}
\] where $p$ is as in (4).

Proof. Observe that, for any $\{\lambda_i\}_{i \in \mathbb{N}} \subset \mathbb{C}$ and $\gamma \in (0, 1]$,
\[
\left( \sum_{i=1}^{\infty} |\lambda_i|^{\gamma} \right) = \left( \sum_{i=1}^{\infty} |\lambda_i| \right)^{\gamma} \leq \left( \sum_{i=1}^{\infty} |\lambda_i| \right)^{\gamma}.
\]
By this and the inverse Minkovski inequality, we know that
\[
\left\{ \sum_{i=1}^{\infty} \left[ \frac{|\lambda_i|}{\|1_{B^{(i)}}\|_{L^p(\mathbb{R}^n)}} \right]^2 \right\}^{1/2} \leq \left\{ \sum_{i=1}^{\infty} \left[ \frac{|\lambda_i|}{\|1_{B^{(i)}}\|_{L^p(\mathbb{R}^n)}} \right]^2 \right\}^{1/2} \|L^p(\mathbb{R}^n)}
\]
\[
\geq \left\{ \sum_{i=1}^{\infty} \left[ \frac{|\lambda_i|}{\|1_{B^{(i)}}\|_{L^p(\mathbb{R}^n)}} \right]^2 \right\}^{1/2} \|L^p(\mathbb{R}^n)}
\]
Letting $N \to \infty$, we obtain the desired inequality as in Lemma 3.5. \qed

To show Theorem 3.1, we also need the following atomic characterizations of $H^p_A(\mathbb{R}^n)$, which is just [18, Theorem 4.7].

Lemma 3.6. Let $\vec{p} \in (0, \infty)^n$, $r \in (\max\{p_+, 1\}, \infty]$ with $p_+$ as in (4), $s$ be as in (6) and
\[
N \in \mathbb{N} \cap \left[ \left( \frac{1}{\min\{p_-, 1\}} - 1 \right) \ln b \ln \lambda_+ + 2, \infty \right]
\]
with $p_-$ as in (4). Then $H^p_A(\mathbb{R}^n) = H^{p,r,s}_A(\mathbb{R}^n)$ with equivalent quasi-norms.

We now prove Theorem 3.1.

Proof of Theorem 3.1. Let $\vec{p} \in (0, 1]^n$, $r \in (\max\{p_+, 1\}, \infty]$, $s$ be as in (6) and $f \in H^p_A(\mathbb{R}^n)$. Without loss of generality, we may assume that $\|f\|_{H^p_A(\mathbb{R}^n)} > 0$. Then, by Lemma 3.6, we find that there exist a sequence $\{\lambda_i\}_{i \in \mathbb{N}} \subset \mathbb{C}$ and a sequence of $(\vec{p}, r, s)$-atoms $\{a_i\}_{i \in \mathbb{N}}$, supported, respectively in $\{B^{(i)}\}_{i \in \mathbb{N}} \subset \mathcal{B}$, such that
\[
f = \sum_{i \in \mathbb{N}} \lambda_i a_i \quad \text{in} \quad S'(\mathbb{R}^n),
\]
and
\[
\|f\|_{H^p_A(\mathbb{R}^n)} \sim \left\{ \sum_{i \in \mathbb{N}} \left[ \frac{|\lambda_i|}{\|1_{B^{(i)}}\|_{L^p(\mathbb{R}^n)}} \right]^2 \right\}^{1/2} \|L^p(\mathbb{R}^n)}
\]
Taking the Fourier transform on both sides of (13), we have
\[
\hat{f} = \sum_{i \in \mathbb{N}} \lambda_i \hat{a}_i \quad \text{in} \quad S'(\mathbb{R}^n).
\] (15)

Note that a function \( f \in L^1(\mathbb{R}^n) \) implies that \( \hat{f} \) is well defined in \( \mathbb{R}^n \), so does \( \hat{a}_i \) for any \( i \in \mathbb{N} \). From Lemmas 3.3 and 3.5, and (14), it follows that, for any \( x \in \mathbb{R}^n \),
\[
\sum_{i \in \mathbb{N}} |\lambda_i| |\hat{a}_i(x)| \lesssim \sum_{i \in \mathbb{N}} |\lambda_i| \max \left\{ [\rho_*(x)]^{\frac{1}{p} - 1}, [\rho_*(x)]^{\frac{1}{p'} + 1} \right\}
\] (16)

Therefore, for any \( x \in \mathbb{R}^n \), the function
\[
F(x) := \sum_{i \in \mathbb{N}} \lambda_i \hat{a}_i(x)
\]
(17)
is well defined pointwisely and
\[
|F(x)| \lesssim \|f\|_{H^p_{\vec{A}}(\mathbb{R}^n)} \max \left\{ [\rho_*(x)]^{\frac{1}{p} - 1}, [\rho_*(x)]^{\frac{1}{p'} + 1} \right\}.
\]

We next show the continuity of the function \( F \) on \( \mathbb{R}^n \). If we can prove that \( F \) is continuous on any compact subset of \( \mathbb{R}^n \), then the continuity on \( \mathbb{R}^n \) is obvious. Indeed, for any compact subset \( E \), there exists a positive constant \( K \), depending only on \( \vec{A} \) and \( E \), such that \( \rho_*(x) \leq K \) holds for every \( x \in E \). By this and (16), we conclude that, for any \( x \in E \),
\[
\sum_{i \in \mathbb{N}} |\lambda_i| |\hat{a}_i(x)| \lesssim \max \left\{ K^{\frac{1}{p} - 1}, K^{\frac{1}{p'} - 1} \right\} \|f\|_{H^p_{\vec{A}}(\mathbb{R}^n)} < \infty.
\]
Thus, the summation \( \sum_{i \in \mathbb{N}} \lambda_i \hat{a}_i(\cdot) \) converges uniformly on \( E \). This, together with the fact that, for any \( i \in \mathbb{N} \), \( \hat{a}_i(x) \) is continuous, implies that \( F \) is also continuous on any compact subset \( E \) and hence on \( \mathbb{R}^n \).

Finally, to complete the proof of Theorem 3.1, by (15) and (17), we only need to show that
\[
F = \sum_{i \in \mathbb{N}} \lambda_i \hat{a}_i \quad \text{in} \quad S'(\mathbb{R}^n).
\] (18)

For this purpose, from Lemma 3.3 and the definition of Schwartz functions, we deduce that, for any \( \varphi \in S(\mathbb{R}^n) \) and \( i \in \mathbb{N} \),
\[
\left| \int_{\mathbb{R}^n} \hat{a}_i(x) \varphi(x) \, dx \right| \\
\leq \sum_{k=1}^{\infty} \int_{(A^\ast)^{k+1} \setminus (A^\ast)^{k} B_0 \setminus (A^\ast)^{k} B_0} \max \left\{ [\rho_*(x)]^{\frac{1}{p} - 1}, [\rho_*(x)]^{\frac{1}{p'} + 1} \right\} |\varphi(x)| \, dx \\
+ \|\varphi\|_{L^1(\mathbb{R}^n)}
\]
\[ \lesssim \sum_{k=1}^{\infty} b_k \| b_k \|_{L^1(\mathbb{R}^n)} \sum_{k=1}^{\infty} b_k + \| \phi \|_{L^1(\mathbb{R}^n)}, \]

where \( B_n^* \) is the unit dilated ball with respect to \( A^* \). This implies that there exists a positive constant \( C \) such that \( \left| \int_{\mathbb{R}^n} \hat{a}_i(x) \phi(x) \, dx \right| \leq C \) holds true uniformly for any \( i \in \mathbb{Z} \). Combining this, Lemma 3.5 and (14), we have

\[ \lim_{I \to \infty} \sum_{i=I+1}^{\infty} |\lambda_i| \left\| \int_{\mathbb{R}^n} \hat{a}_i(x) \phi(x) \, dx \right\| \lesssim \lim_{I \to \infty} \sum_{i=I+1}^{\infty} |\lambda_i| = 0. \]

Therefore, for any \( \phi \in S(\mathbb{R}^n) \),

\[ \langle F, \phi \rangle = \lim_{I \to \infty} \left( \sum_{i=1}^{I} \lambda_i \hat{a}_i, \phi \right). \]

This finishes the proof of (18) and hence of Theorem 3.1. \( \square \)

**Remark 3.7.** (i) When \( \vec{p} = (p, \ldots, p) \in (0, 1]^n \), the Hardy space \( H_{\vec{p}}^\vec{A}(\mathbb{R}^n) \) in Theorem 3.1 coincides with the anisotropic Hardy space \( H_{\vec{A}}(\mathbb{R}^n) \) from [1], and the inequality (5) becomes

\[ |F(x)| \leq C \| f \|_{H_{\vec{A}}(\mathbb{R}^n)} \left[ \rho(x) \right]^{\frac{1}{p} - 1} \]

with \( C \) as in (5). In this case, Theorem 3.1 is just [2, Theorem 1].

(ii) Let \( f \in H_{\vec{p}}^\vec{A}(\mathbb{R}^n) \cap L^1(\mathbb{R}^n) \). By the inequality (5) with \( x = 0 \), we obtain \( F = \hat{f} \) and \( f(0) = 0 \). Thus, the function \( f \in H_{\vec{p}}^\vec{A}(\mathbb{R}^n) \cap L^1(\mathbb{R}^n) \) has a vanishing moment, which illustrates the necessity of the vanishing moment of atoms in some sense.

(iii) Very recently, in [15, Theorem 2.4], Huang et al. obtained a result similar to Theorem 3.1 in the setting of the anisotropic mixed-norm Hardy space \( H_{\vec{p}}^\vec{A}(\mathbb{R}^n) \), where

\[ \vec{a} := (a_1, \ldots, a_n) \in [1, \infty)^n \quad \text{and} \quad \vec{p} := (p_1, \ldots, p_n) \in (0, 1]^n. \]

We should point out that if

\[ A := \begin{pmatrix} 2^{a_1} & 0 & \cdots & 0 \\ 0 & 2^{a_2} & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & 2^{a_n} \end{pmatrix}, \]

then \( H_{\vec{p}}^\vec{A}(\mathbb{R}^n) = H_{\vec{p}}^{\vec{A}}(\mathbb{R}^n) \) with equivalent quasi-norms. In this sense, Theorem 3.1 covers [15, Theorem 2.4] as a special case.
4. Applications

As applications of Theorem 3.1, we first prove the function $F$ given in Theorem 3.1 has a higher order convergence at the origin. Then we extend the Hardy–Littlewood inequality to the setting of anisotropic mixed-norm Hardy spaces.

We embark on the proof of the first desired result.

**Theorem 4.1.** Let $\vec{p} \in (0,1]^n$. Then, for any $f \in H^\vec{p}_A(\mathbb{R}^n)$, there exists a continuous function $F$ on $\mathbb{R}^n$ such that $\hat{f} = F$ in $S'(\mathbb{R}^n)$ and

$$\lim_{|x| \to 0^+} \frac{F(x)}{|\rho_\ast(x)|^{\frac{1}{p_\ast}-1}} = 0. \quad (19)$$

**Proof.** Let $\vec{p} \in (0,1]^n$, $r \in (\max\{p_+,1\}, \infty]$, $s$ be as in (6) and $f \in H^\vec{p}_A(\mathbb{R}^n)$. Then, by Lemma 3.6, we find that there exist a sequence $\{\lambda_i\}_{i \in \mathbb{N}} \subset \mathbb{C}$ and a sequence of $(\vec{p},r,s)$-atoms, $\{a_i\}_{i \in \mathbb{N}}$, supported, respectively, in $\{B(\vec{x})\}_{\vec{x} \in \mathbb{N}} \subset \mathcal{B}$ such that

$$f = \sum_{i \in \mathbb{N}} \lambda_i a_i \text{ in } S'(\mathbb{R}^n),$$

and

$$\|f\|_{H^\vec{p}_A(\mathbb{R}^n)} \sim \left\{ \sum_{i \in \mathbb{N}} \left[ \frac{|\lambda_i|}{\|1_B(\vec{x})\|_{L^p(\mathbb{R}^n)}} \right]^2 \right\}^{1/2}. \quad (20)$$

Furthermore, from the proof of Theorem 3.1, it follows that the function

$$F(x) = \sum_{i \in \mathbb{N}} \lambda_i \hat{a}_i(x), \quad \forall x \in \mathbb{R}^n, \quad (21)$$

is continuous and satisfies that $\hat{f} = F$ in $S'(\mathbb{R}^n)$.

Thus, to show Theorem 4.1, we only need to prove (19) holds true for the function $F$ as in (21). To do this, observe that, for any $(\vec{p},r,s)$-atom $a$ supported in $x_0 + B_{k_0}$ with some $x_0 \in \mathbb{R}^n$ and $k_0 \in \mathbb{Z}$, when $\rho_\ast(x) \leq b^{-k_0}$, (11) holds true. This, together with the fact that

$$1 - \frac{1}{p_\ast} + (s + 1) \frac{\ln \lambda_\ast}{\ln b} > 0,$$

implies that

$$\lim_{|x| \to 0^+} \frac{|\hat{a}(x)|}{|\rho_\ast(x)|^{\frac{1}{p_\ast}-1}} = 0. \quad (22)$$

For any $x \in \mathbb{R}^n$, we get the following inequality by (21):

$$\frac{|F(x)|}{|\rho_\ast(x)|^{\frac{1}{p_\ast}-1}} \leq \sum_{i \in \mathbb{N}} |\lambda_i| \frac{|\hat{a}_i(x)|}{|\rho_\ast(x)|^{\frac{1}{p_\ast}-1}}. \quad (23)$$
Moreover, by (7) and the fact \( \sum_{i \in \mathbb{N}} |\lambda_i| < \infty \), we know that the dominated convergence theorem can be applied to the right side of (23). Combining this and (22), we deduce that

\[
\lim_{|x| \to 0^+} \frac{F(x)}{|x|^\left(\frac{1}{p_+} - 1\right)} = 0,
\]

which completes the proof of Theorem 4.1. \( \square \)

**Remark 4.2.** (i) Similarly to Remark 3.7(i), if \( \vec{p} = (p, \ldots, p) \in (0, 1]^n \), then the Hardy space \( H^p_A(\mathbb{R}^n) \) in Theorem 4.1 coincides with the anisotropic Hardy space \( H^p_A(\mathbb{R}^n) \) from [1]. In this case, Theorem 4.1 is just [2, Corollary 6].

(ii) By Theorem 4.1 and Lemma 3.4, we have

\[
\lim_{|x| \to 0^+} \frac{F(x)}{|x|^{\left(\frac{1}{p} - 1\right)}} = 0.
\]

Observe that, when \( \vec{p} = (p, \ldots, p) \in (0, 1]^n \) and \( A = d I_n \times n \) for some \( d \in \mathbb{R} \) with \( |d| \in (1, \infty) \), the Hardy space \( H^p_A(\mathbb{R}^n) \) comes back to the classical Hardy space \( H^p(\mathbb{R}^n) \) of Fefferman and Stein [12]. In this case, \( \frac{\ln b}{\ln \lambda} + p_+ - 2 \) is just the well-known result on \( H^p(\mathbb{R}^n) \) (see [23, p. 128]).

As another application of Theorem 3.1, we extend the Hardy–Littlewood inequality to the setting of anisotropic mixed norm Hardy spaces in the following theorem.

**Theorem 4.3.** Let \( \vec{p} \in (0, 1]^n \). Then, for any \( f \in H^p_A(\mathbb{R}^n) \), there exists a continuous function \( F \) on \( \mathbb{R}^n \) such that \( \hat{f} = F \) in \( S'(\mathbb{R}^n) \) and

\[
\left( \int_{\mathbb{R}^n} |F(x)|^{p_+} \min \left\{ |\rho_+(x)|^{p_+ - \frac{p_+ - 2}{p_+}}, |\rho_+(x)|^{p_+ - 2} \right\} \, dx \right)^{\frac{1}{p}} \leq C \| f \|_{H^p_A(\mathbb{R}^n)} < \infty,
\]

where \( C \) is a positive constant depending only on \( A \) and \( \vec{p} \).

**Proof.** Let \( \vec{p} \in (0, 1]^n \) and \( f \in H^p_A(\mathbb{R}^n) \). Then, by Lemma 3.6, we find that there exist a sequence \( \{\lambda_i\}_{i \in \mathbb{N}} \subset \mathbb{C} \) and a sequence of \( (\vec{p}, 2, s) \)-atoms \( \{a_i\}_{i \in \mathbb{N}} \), supported, respectively, in \( \{B_i\}_{i \in \mathbb{N}} \subset \mathcal{B} \) such that

\[
f = \sum_{i \in \mathbb{N}} \lambda_i a_i \quad \text{in} \quad S'(\mathbb{R}^n),
\]

and

\[
\left\| \sum_{i \in \mathbb{N}} \left[ \frac{|\lambda_i|}{\|1_{B(i)}\|_{L^p(\mathbb{R}^n)}} \right]^{\frac{1}{p}} \right\|_{L^p(\mathbb{R}^n)} \lesssim \| f \|_{H^p_A(\mathbb{R}^n)} < \infty.
\]
To prove Theorem 4.3, it suffices to show that (25) holds true for the function $F$ as in (21). For this purpose, by the fact that $p \leq p_+ \leq 1$, the inverse Minkowski inequality and (26), we have

\[
\left( \sum_{i \in \mathbb{N}} |\lambda_i|^{p_+} \right)^{1/p_+} = \left( \sum_{i \in \mathbb{N}} \left\| \frac{|\lambda_i|}{\|1_{B(i)}\|_{L^p(\mathbb{R}^n)}} \right\|_{L^{p_+}(\mathbb{R}^n)}^{p_+} \right)^{1/p_+}
\]

\[
= \left( \sum_{i \in \mathbb{N}} \left\| \frac{|\lambda_i|^{p_+} 1_{B(i)}}{\|1_{B(i)}\|_{L^{p_+}(\mathbb{R}^n)}} \right\|_{L^{p_+}(\mathbb{R}^n)} \right)^{1/p_+}
\]

\[
\leq \left\| \sum_{i \in \mathbb{N}} \left[ \frac{|\lambda_i|}{\|1_{B(i)}\|_{L^{p}(\mathbb{R}^n)}} \right]^{p_+} \right\|_{L^{p_+}(\mathbb{R}^n)}
\]

\[
\leq \left\| \sum_{i \in \mathbb{N}} \left[ \frac{|\lambda_i|}{\|1_{B(i)}\|_{L^{p}(\mathbb{R}^n)}} \right]^2 \right\|_{L^{p/2}(\mathbb{R}^n)}^{1/2}
\]

(27)

\[
\lesssim \|f\|_{H^s_p(\mathbb{R}^n)}.
\]

On another hand, from (21), the fact that $p_+ \in (0, 1]$, (12) and the Fatou lemma, it follows that

\[
\int_{\mathbb{R}^n} |F(x)|^{p_+} \min \left\{ [\rho_+(x)]^{p_+ - \frac{p+}{p_-}}, [\rho_+(x)]^{p_+ - 2} \right\} \, dx
\]

(28)

\[
\leq \sum_{i \in \mathbb{N}} |\lambda_i|^{p_+} \int_{\mathbb{R}^n} \left\| \hat{a}(x) \right\| \min \left\{ [\rho_+(x)]^{1 - \frac{p_+}{p_-} - \frac{1}{p_-}}, [\rho_+(x)]^{1 - \frac{2}{p_-}} \right\} \, dx.
\]

Next, we devote to proving the following uniform estimate for all $(\vec{p}, 2, s)$-atoms, namely,

\[
\left( \int_{\mathbb{R}^n} |\hat{a}(x)| \min \left\{ [\rho_+(x)]^{1 - \frac{p_+}{p_-} - \frac{1}{p_-}}, [\rho_+(x)]^{1 - \frac{2}{p_-}} \right\} \right)^{p_+} \leq M,
\]

(29)

where $M$ is a positive constant independent of $a$. Assume that (29) holds true for the moment. Combining this, (27) and (28), we conclude that

\[
\left( \int_{\mathbb{R}^n} |F(x)|^{p_+} \min \left\{ [\rho_+(x)]^{p_+ - \frac{p_+}{p_-} - 1}, [\rho_+(x)]^{p_+ - 2} \right\} \, dx \right)^{1/p_+}
\]

\[
\leq M \left( \sum_{i \in \mathbb{N}} |\lambda_i|^{p_+} \right)^{1/p_+} \lesssim \|f\|_{H^s_p(\mathbb{R}^n)}.
\]

This is the desired conclusion (25).
Thus, the rest of the whole proof is to show the assertion (29). Indeed, for any \((\vec{p}, 2, s)\)-atom \(a\) supported in a dilated ball \(x_0 + B_{i_0}\) with some \(x_0 \in \mathbb{R}^n\) and \(i_0 \in \mathbb{Z}\), it is easy to see that

\[
\left( \int_{\mathbb{R}^n} |\hat{a}(x)| \min \{ |\rho_+(x)|^{1-\frac{1}{p_+}} - \frac{1}{r_+}, |\rho_-(x)|^{1-\frac{1}{p_-}} - \frac{1}{r_-} \} \right)^{p_+} dx \\
\lesssim \left( \int_{(A^*)^{-i_0+1}B_0^*} |\hat{a}(x)| \min \{ |\rho_+(x)|^{1-\frac{1}{p_+}} - \frac{1}{r_+}, |\rho_-(x)|^{1-\frac{1}{p_-}} - \frac{1}{r_-} \} \right)^{p_+} dx \\
+ \left( \int_{(A^*)^{-i_0+1}B_0^*} |\hat{a}(x)| \min \{ |\rho_+(x)|^{1-\frac{1}{p_+}} - \frac{1}{r_+}, |\rho_-(x)|^{1-\frac{1}{p_-}} - \frac{1}{r_-} \} \right)^{p_+} dx \right)^{1/p_+} \\
=: I_1 + I_2,
\]
where \(B_0^*\) is the unit dilated ball with respect to \(A^*\).

Let \(\theta\) be a fixed positive constant such that

\[
1 - \frac{1}{p_-} + (s + 1) \frac{\ln \lambda_-}{\ln b} - \theta > 1 - \frac{1}{p_-} + (s + 1) \frac{\ln \lambda_-}{\ln b} - \theta > 0.
\]

Then, to deal with \(I_1\), by (11), we know that

\[
I_1 \lesssim b^{|n|+(s+1)\frac{\ln \lambda_-}{\ln b}} \max \left\{ b^{-\frac{\ln \lambda_-}{\ln b}}, b^{-\frac{\ln \lambda_-}{r_-}} \right\} \left( \int_{(A^*)^{-i_0+1}B_0^*} \min \left\{ |\rho_+(x)|^{1-\frac{1}{p_+}} - \frac{1}{r_+} + (s+1)\frac{\ln \lambda_-}{\ln b} - \theta, |\rho_-(x)|^{1-\frac{1}{p_-}} - \frac{1}{r_-} + (s+1)\frac{\ln \lambda_-}{\ln b} - \theta \right\} \right)^{p_+} dx \right)^{1/p_+} \\
\lesssim b^{|n|+(s+1)\frac{\ln \lambda_-}{\ln b}} \max \left\{ b^{-\frac{\ln \lambda_-}{\ln b}}, b^{-\frac{\ln \lambda_-}{r_-}} \right\} \\
\times \min \left\{ b^{-|n|+(s+1)\frac{\ln \lambda_-}{\ln b} - \theta}, b^{-|n|+(s+1)\frac{\ln \lambda_-}{\ln b} - \theta} \right\} \\
\times \left( \int_{(A^*)^{-i_0+1}B_0^*} |\rho_+(x)|^{\theta p_+ - 1} dx \right)^{1/p_+} \\
\sim b^{|n| \theta} \left( \sum_{k \in \mathbb{Z} \setminus \mathbb{N}} b^{-|n| + k} (b - 1)(b^{-|n| + k} - 1) \right)^{1/p_+} \sim \left( \frac{b - 1}{1 - b^{-|n| \theta}} \right)^{\frac{1}{p_+}}.
\]

As for the estimate of \(I_2\), by the Hölder inequality, the Plancherel theorem, the fact that \(0 < p_- \leq p_+ \leq 1\) and the size condition of \(a\), we obtain

\[
I_2 \lesssim \left\{ \int_{(A^*)^{-i_0+1}B_0^*} |\hat{a}(x)| \right\}^\frac{1}{2} \left\{ \int_{(A^*)^{-i_0+1}B_0^*} |\hat{a}(x)|^2 \right\}^\frac{1}{2} \lesssim \left\{ \int_{(A^*)^{-i_0+1}B_0^*} \right\}^\frac{1}{2}.
\]
In this case, \( H \) coincides with the classical Hardy space \( H^1 \). Moreover, if \( A \) is a sense of equivalent quasi-norms. Thus, we point out that Theorem 4.3 covers
\[
\text{in Theorem 4.3 is just the anisotropic Hardy space } H^1(A). \]

This finishes the proof of (29) and hence of Theorem 4.3. \( \square \)

**Remark 4.4.** Actually, when \( \vec{p} = (p, \ldots, p) \in (0, 1]^n \), the Hardy space \( H^1(A) \) in Theorem 4.3 is just the anisotropic Hardy space \( H^1(A) \) from [1] in the sense of equivalent quasi-norms. Thus, we point out that Theorem 4.3 covers [2, Corollary 8]. Moreover, if \( A = d I_{n \times n} \) for some \( d \in \mathbb{R} \) with \( |d| \in (1, \infty) \), then the anisotropic mixed-norm Hardy space \( H^1(A) \), with \( \vec{p} = (p, \ldots, p) \in (0, 1]^n \), coincides with the classical Hardy space \( H^1(\mathbb{R}) \) of Fefferman and Stein [12]. In this case, \( \rho_a(x) \sim |x|^n \) for any \( x \in \mathbb{R}^n \), and hence (23) is just the classic Hardy–Littlewood inequality as in (2).

**References**

[1] M. Bownik, *Anisotropic Hardy spaces and wavelets*, Mem. Amer. Math. Soc. 164 (2003), no. 781, vi+122 pp. [https://doi.org/10.1090/memo/0781](https://doi.org/10.1090/memo/0781)

[2] M. Bownik and L.-A. D. Wang, *Fourier transform of anisotropic Hardy spaces*, Proc. Amer. Math. Soc. 141 (2013), no. 7, 2299–2308. [https://doi.org/10.1090/S0002-9939-2013-11623-0](https://doi.org/10.1090/S0002-9939-2013-11623-0)

[3] A.-P. Calderón and A. Torchinsky, *Parabolic maximal functions associated with a distribution*, Advances in Math. 16 (1975), 1–64. [https://doi.org/10.1016/0001-8708(75)90099-7](https://doi.org/10.1016/0001-8708(75)90099-7)

[4] T. Chen and W. Sun, *Iterated weak and weak mixed-norm spaces with applications to geometric inequalities*, J. Geom. Anal. 30 (2020), no. 4, 4268–4323. [https://doi.org/10.1007/s12220-019-00243-x](https://doi.org/10.1007/s12220-019-00243-x)

[5] T. Chen and W. Sun, *Extension of multilinear fractional integral operators to linear operators on mixed-norm Lebesgue spaces*, Math. Ann. 379 (2021), no. 3-4, 1089–1172. [https://doi.org/10.1007/s00208-020-02105-2](https://doi.org/10.1007/s00208-020-02105-2)

[6] T. Chen and W. Sun, *Hardy-Littlewood-Sobolev inequality on mixed-norm Lebesgue spaces*, J. Geom. Anal. 32 (2022), no. 3, Paper No. 101, 43 pp. [https://doi.org/10.1007/s12220-021-00885-2](https://doi.org/10.1007/s12220-021-00885-2)

[7] G. Cleanthous and A. G. Georgiadis, *Mixed-norm α-modulation spaces*, Trans. Amer. Math. Soc. 373 (2020), no. 5, 3323–3356. [https://doi.org/10.1090/tran/8023](https://doi.org/10.1090/tran/8023)
[8] G. Cleanthous, A. G. Georgiadis, and M. Nielsen, Anisotropic mixed-norm Hardy spaces, J. Geom. Anal. 27 (2017), no. 4, 2758–2787. https://doi.org/10.1007/s12220-017-9781-8

[9] G. Cleanthous, A. G. Georgiadis, and M. Nielsen, Molecular decomposition of anisotropic homogeneous mixed-norm spaces with applications to the boundedness of operators, Appl. Comput. Harmon. Anal. 47 (2019), no. 2, 447–480. https://doi.org/10.1016/j.acha.2017.10.001

[10] R. R. Coifman, Characterization of Fourier transforms of Hardy spaces, Proc. Nat. Acad. Sci. U.S.A. 71 (1974), 4133–4134. https://doi.org/10.1073/pnas.71.10.4133

[11] L. Colzani, Fourier transform of distributions in Hardy spaces, Boll. Un. Mat. Ital. A (6) 1 (1982), no. 3, 403–410.

[12] C. Fefferman and E. M. Stein, $H^p$ spaces of several variables, Acta Math. 129 (1972), no. 3-4, 137–193. https://doi.org/10.1007/BF02392215

[13] J. Garc´ıa-Cuerva and V. I. Kolyada, Rearrangement estimates for Fourier transforms in $L^p$ and $H^p$ in terms of moduli of continuity, Math. Nachr. 228 (2001), 123–144.

[14] A. G. Georgiadis, G. Kyriazis, and P. Petrushev, Product Besov and Triebel-Lizorkin spaces with application to nonlinear approximation, Constr. Approx. 53 (2021), no. 1, 39–83. https://doi.org/10.1007/s00365-019-09490-1

[15] L. Huang, D.-C. Chang, and D. Yang, Fourier transform of anisotropic mixed-norm Hardy spaces, Front. Math. China 16 (2021), no. 1, 119–139. https://doi.org/10.1007/s11464-021-0906-9

[16] L. Huang, D.-C. Chang, and D. Yang, Fourier transform of Hardy spaces associated with ball quasi-Banach function spaces, Submitted.

[17] L. Huang, J. Liu, D. Yang, and W. Yuan, Atomic and Littlewood-Paley characterizations of anisotropic mixed-norm Hardy spaces and their applications, J. Geom. Anal. 29 (2019), no. 3, 1991–2067. https://doi.org/10.1007/s12220-018-0070-y

[18] L. Huang, J. Liu, D. Yang, and W. Yuan, Real-variable characterizations of new anisotropic mixed-norm Hardy spaces, Commun. Pure Appl. Anal. 19 (2020), no. 6, 3033–3082. https://doi.org/10.3934/cpaa.2020132

[19] J. Johnsen, S. Munch Hansen, and W. Sickel, Characterisation by local means of anisotropic Lizorkin-Triebel spaces with mixed norms, Z. Anal. Anwend. 32 (2013), no. 3, 257–277. https://doi.org/10.4171/ZAA/1484

[20] J. Johnsen, S. Munch Hansen, and W. Sickel, Anisotropic Lizorkin-Triebel spaces with mixed norms—traces on smooth boundaries, Math. Nachr. 288 (2015), no. 11-12, 1327–1359. https://doi.org/10.1002/mana.201300313

[21] S. Müller, Hardy space methods for nonlinear partial differential equations, Tatra Mt. Math. Publ. 4 (1994), 159–168.

[22] T. Nogayama, T. Ono, D. Salim, and Y. Sawano, Atomic decomposition for mixed Morrey spaces, J. Geom. Anal. 31 (2021), no. 9, 9338–9365. https://doi.org/10.1007/s12220-020-00513-z

[23] E. M. Stein, Harmonic analysis: real-variable methods, orthogonality, and oscillatory integrals, Princeton Mathematical Series, 43, Princeton University Press, Princeton, NJ, 1993.

[24] E. M. Stein and G. Weiss, On the theory of harmonic functions of several variables. I. The theory of $H^p$-spaces, Acta Math. 103 (1960), 25–62. https://doi.org/10.1007/BF02546524

[25] M. H. Taibleson and G. Weiss, The molecular characterization of certain Hardy spaces, in Representation theorems for Hardy spaces, 67–149, Astérisque, 77, Soc. Math. France, Paris, 1980.

[26] H. Triebel, Theory of function spaces. III, Monographs in Mathematics, 100, Birkhäuser Verlag, Basel, 2006.
[27] D. Yang, D. Yang, and G. Hu, *The Hardy space $H^1$ with non-doubling measures and their applications*, Lecture Notes in Mathematics, 2084, Springer, Cham, 2013. https://doi.org/10.1007/978-3-319-00825-7

[28] F. Wang, Y. Han, Z. He, and D. Yang, *Besov and Triebel-Lizorkin spaces on spaces of homogeneous type with applications to boundedness of Calderón-Zygmund operators*, Dissertationes Math. 565 (2021), 1–113. https://doi.org/10.4064/dm821-4-2021

JUN LIU  
**School of Mathematics**  
**China University of Mining and Technology**  
Xuzhou 221116, Jiangsu, P. R. China  
*Email address:* junliu@cumt.edu.cn

YAQIAN LU  
**School of Mathematics**  
**China University of Mining and Technology**  
Xuzhou 221116, Jiangsu, P. R. China  
*Email address:* yaqianlu@cumt.edu.cn

MINGDONG ZHANG  
**School of Mathematical Sciences**  
**Beijing Normal University**  
Beijing 100875, P. R. China  
*Email address:* mdzhang@cumt.edu.cn