Measuring the Hubble function with standard candle clustering
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ABSTRACT

Supernova Ia magnitude surveys measure the dimensionless luminosity distance $H_0 D_L$. However, from the distances alone one cannot obtain quantities like $H(z)$ or the dark energy equation of state, unless further cosmological assumptions are imposed. Here we show that by measuring the power spectrum of density contrast and of peculiar velocities of supernovae one can estimate also $H(z)/H_0$ regardless of background or linearly perturbed cosmology and of galaxy-matter bias. This method, dubbed Clustering of Standard Candles (CSC) also yields the redshift distortion parameter $\beta(k,z)$ and the biased matter power spectrum in a model-independent way. We forecast that an optimistic (pessimistic) LSST may be able to constrain $H(z)/H_0$ to 5–13% (9–40%) in redshift bins of $\Delta z = 0.1$ up to at least $z = 0.6$.
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1 INTRODUCTION

The measurement of the cosmic expansion rate $H(z)$ as a function of redshift $z$ is one of the central tasks of observational cosmology. An accurate knowledge of $H(z)$ allows to directly constrain the cosmological model and, with further hypotheses, to extract the main background parameters such as the equation of state of dark energy and the abundance of dark matter. Several techniques have been employed so far to measure $H(z)$, each one with pros and cons.

The most important method exploits the apparent magnitude of standard candles, e.g. supernova Ia (SNe), to get $E(z) \equiv H(z)/H_0$ (Perlmutter et al. 1999; Riess et al. 1998). However, standard candles measure the dimensionless luminosity distance $H_0 D_L(z)$, not $E(z)$, and the two quantities are one-to-one related in a FLRW universe only if one knows the spatial curvature. In isotropic but inhomogeneous models, e.g. LTB models, one should also know the curvature at every redshift (Alnes et al. 2006).

Transverse and longitudinal baryon acoustic oscillations (BAO), on the other hand, give both $E(z)$ and the dimensionless angular-diameter distance $H_0 D$ (Seo & Eisenstein 2003). However, this relies on the assumption that the BAO peaks are not displaced by the galaxy bias or by the growth function (which in principle are space-dependent), or by intrinsic distortions due to a non-standard inflationary process. Moreover, the non-linear effects, that also affect the BAO scales, must be modelled accurately (Crocce & Scoccimarro 2008; Padmanabhan & White 2009; Alam et al. 2017).

Cosmic chronometers (Jimenez & Loeb 2002) are also often employed. Here many systematic uncertainties about the passive evolution of stars must be under control to a high level (see e.g. Liu et al. 2016). Ultimately, this can be done only relying on population synthesis simulations based on standard physics and cosmology. Any form of modified gravity, to give an example, would make such assumptions very uncertain.

Gravitational wave standard sirens allow to determine $D_L(z)$ but, again, not directly $H(z)$ (Schutz 1986). Time delays of sources at $D_s$ due to strong gravitational lenses at $D_L$ allow the determination of $D_s D_L / [D_{\text{ext}} (1 + \kappa_{\text{ext}})]$, where $\kappa_{\text{ext}}$ is the convergence on the line of sight (see e.g. Oguri 2007). Time delays are thus also incapable of directly delivering $H(z)$. Moreover, the method requires a detailed modelling of both the lens and line of sight (for $\kappa_{\text{ext}}$), which can at the moment be achieved only for a few systems (Wong et al. 2020). Further combining time delays (Denissenya et al. 2018; Collett et al. 2019) or strong lensing (Rüßmann et al. 2015 with supernovae distances, one can in principle get the spatial curvature and, in a FLRW model (but not in a more general isotropic model), $H(z)$.

One can measure $H(z)$ directly through the redshift drift effect (Sandage 1962) without assuming homogeneity (Uzan et al. 2008; Quartin & Amendola 2010). This however requires next generation spectrographs, ample observing time and very large telescopes (Liske et al. 2008).

In this paper, we show that the linear power spectra (of both density and velocities) of SNe can provide another method to measure $E(z)$ which is free of the limitations mentioned above. In particular, we show that this technique, dubbed Clustering of Standards Candles (CSC), is independent of assumptions concerning cosmology (both background
and linear perturbations) or the bias. The CSC method could be applied in principle to any type of standard candles, from galaxies obeying the Tully-Fisher (Tully & Fisher 1977; Masters et al. 2008) or Fundamental Plane relation (Djorgovski & Davis 1987; Springob et al. 2014) to high-redshift quasars (Risaliti & Lusso 2019) and standard sirens. For the latter, the CSC will directly deliver \( H(z) \).

A combined analysis of these linear power spectra for the case of galaxies was investigated by Burke & Taylor (2004). The use of SNe in this context was first proposed by Gordon et al. (2007). In Castro et al. (2016) it was shown that for SNe the velocity power spectrum and weak-lensing observables are very complementary, and an uncertainty of 0.2 on \( \sigma_8 \) was inferred with current SNe. Odderskov & Hannestad (2017) used \( N \)-body simulations to investigate the importance of realistic spatial distributions in the SNe mock catalogs. The combination of all three spectra here considered was used to measure the growth-rate by Adams & Blake (2017) and forecasts for LSST were made by Howlett et al. (2017) and later by Graziani et al. (2020). The observability of the velocity power spectrum was analyzed in detail in Garcia et al. (2020) for many observational strategies. All these works, however, assumed a specific cosmology or parametrization. More importantly, they did not realise that these observables could be combined to measure \( E(z) \). In Bonvin et al. (2006) a different method, based on the SNe luminosity distance dipole, has been proposed to determine \( E(z) \), but it requires the knowledge of the spatial curvature. In Huterer et al. (2017); Borah et al. (2020) SNe velocities were used to measure \( f \sigma_8 \) at low redshifts where the dependence on cosmology is weak. Finally, in Mukherjee & Wandelt (2018) a generalization of the Alcock-Paczynski test employing a combination of SN and galaxies was proposed which can further constrain the background cosmology and does not rely on linear perturbation theory.

Of course, the CSC technique does rely on other hypotheses, and is therefore to be considered complementary to the methods currently pursued. In particular, we assume that SNe are well-standardized candles, that the Etherington relation between luminosity and angular-diameter distance is satisfied, that we are well into the linear regime, and that matter obeys the continuity equation. However, these hypotheses do not concern the cosmological model we are investigating, and can be tested independently through other methods.

### 2 MODEL-INDEPENDENT VARIABLES

Let us start from the linear continuity equation at subhorizon scales \( \delta \delta_m / \partial t = -(1+z) \nabla \cdot \mathbf{v} \), where \( \delta_m \) is the matter density contrast and \( \mathbf{v} \) the peculiar velocity (henceforth PV) vector field. In Fourier space, if a matter tracer density contrast \( \delta_T \) is given by \( \delta_T = b \delta_m \), where \( b \) is the bias, and \( f \equiv d \log \delta_m / d \log a \) is the growth rate, the continuity equation becomes

\[
v = i H \beta \frac{k}{k^2 (1+z)} \delta_T,
\]

where \( \beta = f / b \). However, what we measure in general is only the longitudinal velocity \( v_l \equiv v \cdot \mathbf{r} / r \) (although see Hotinli et al. 2019), so the relation becomes

\[
v_l = i \frac{H}{k(1+z)} \frac{k}{kr} \beta_T = i \frac{H \mu}{k(1+z)} \beta T ,
\]

where \( \mu = \cos \theta_{k,v} \) is the angle between \( k \) and the line of sight \( \mathbf{r} \). We can independently measure \( \beta_k, z \) from the power spectrum redshift distortion (Guzzo et al. 2008). We thus see that measuring both peculiar velocities and density fluctuations, we can estimate the combination \( \mu H / k \). However, in order to measure \( \mu, k \) from the raw data (angular separations and redshifts), one needs a cosmological model. Since we aim at being model independent, we need to find out how \( \mu, k \) transform with the cosmological model.

Measuring \( v_l \) requires an independent estimation of distance. One can measure the PV of a standard candle by assuming that sources with the same apparent magnitude are at the same distance. In this case in fact the residual difference in the observed redshift must be due to linear peculiar velocities, correlated with the density fluctuations, and to uncorrelated components, namely calibration/experimental errors, and the non-linear component of the PV. This is the path we follow below.

Let us now consider two Gaussian fields with zero mean: \( \delta_T \) and \( v_l \), sampled by a single population of SN with number density \( n_{SN} \), and let \( \delta, v \) represent their \( k \)-th Fourier coefficients. The SNe are expected to faithfully trace galaxies, although we do not need this assumption.

In the linear regime, the only relevant correlations are the density-density, the velocity-density and the velocity-velocity correlations (Burke & Taylor 2004; Howlett et al. 2017). Let \( P_m \equiv \langle \delta_m \delta_m \rangle \) be the linear matter power spectrum and \( P \equiv b^2 n_{SN} P_m \) the signal-to-noise SN spectrum. We then get

\[
n_{SN} V(\delta^2) = n_{SN} \left(1 + \beta \mu^2\right)^2 S_\mu^2 P_m + 1 = B^2 P N_\delta, \quad (3)
\]

\[
 i n_{SN} V(\delta^2 v^2) = \frac{H \mu}{k(1+z)} \left(1 + \beta \mu^2\right) S_\mu S_v \beta^2 P_m = A B P , \quad (4)
\]

\[
n_{SN} \langle \delta v^2 \rangle = \frac{H \mu S_v}{k(1+z)} \left[ \frac{1}{1 + 0.5(k \mu \sigma_\delta)^2} \right] \beta^2 P_m + \sigma_{v, \text{eff}}^2 = A^2 P N_v . \quad (5)
\]

Although not much is known of the SN bias \( b \), as will be shown our method is insensitive to this quantity. The non-linear smoothing factors \( S_\delta, S_v \), important only at small scales, are taken to be (Koda et al. 2014; Howlett et al. 2017)

\[
 S_v = \frac{\sin(k \sigma_v)}{k \sigma_v} , \quad S_\delta = \frac{1}{\sqrt{1 + 0.5(k \mu \sigma_\delta)^2}} , \quad (6)
\]

where \( \sigma_v, \sigma_\delta \) are assumed for the moment to be constant. Note that while \( \sigma_\delta \) is the pairwise source velocity dispersion, \( \sigma_v \) is just a phenomenological parameter first introduced in Koda et al. (2014). We also defined

\[
 A \equiv \frac{H \mu \beta S_v}{k(1+z)} , \quad (7)
\]

\[
 B \equiv (1 + \beta \mu^2) S_\delta \quad , \quad (8)
\]

and \( N_\delta = 1 + 1/(B^2 P) \), \( N_v = 1 + \sigma_{v, \text{eff}}^2 / (A^2 P) \), are the shot-noise factors. Here the power spectrum \( P \) includes the growth function and depends arbitrarily on \( k, z \).

Any statistical uncertainty \( \sigma_{\text{eff}} \) in the magnitude of a standard candle is associated via the distance modulus relation to an uncertainty in the redshift, which generates a uncertainty
in velocity given by (Hui & Greene 2006; Davis et al. 2011):

\[ \sigma^2_{v,\text{eff}} = \left[ \log \frac{10}{5} - \sigma_{\text{int}} \right]^2 \left[ 2 - \frac{d \log D_L}{d \log(1 + z)} \right] - 2 \frac{\sigma^2_{v,\text{nonlin}}}{c^2}. \]  

We assume a constant \( \sigma_{\text{int}} = 0.13 \) mag (but we explore other values later on) and \( \sigma_{v,\text{nonlin}} = 300 \) km/s; the impact of \( \sigma_{v,\text{nonlin}} \) is always subdominant. Lensing introduces a \( z \)-dependent scatter which in \( \Lambda \)CDM is \( \sim 0.05z \) mag (Jönsson et al. 2010; Quartin et al. 2014), which can be neglected here since in our redshift range it adds little to our assumed value for \( \sigma_{\text{int}} \). Systematic errors in distances would also affect the zero-point of velocities, but this was found to be negligible in Howlett et al. (2017).

Note that the second square bracket in Eq. (9) embodies the model-independent relation (assumed for the moment to be perfectly measured) between the observed magnitude scatter \( \delta m \) neglecting \( \sigma_{v,\text{nonlin}} \) and the inferred \( v_i \). In a flat FLRW space (Hui & Greene 2006)

\[ \delta m = \frac{v}{c} \left[ 1 - \frac{(1 + z)^2}{H D_L} \right] \approx -(1 + z)^2 \frac{v}{c} H D_L. \]  

for \( z \ll 1 \). Then, writing the correlations in terms of the observable \( \delta m \), rather than \( v_i \), the \( H \) dependence would cancel out; this cancellation however breaks down at finite \( z \).

As mentioned, however, without a cosmological model, we cannot derive \( \mu, k \) from observations, since we cannot convert the raw observables into distances. Rather, we are forced to use an arbitrary reference cosmology, e.g. \( \Lambda \)CDM, to convert angles and redshifts into \( \mu_i, k_i \). This induces several modifications to the formalism above. If we choose arbitrarily a reference cosmology (subscript \( r \)) \( \mu \) depends on the true cosmological model as \( \mu = \mu_i H/(H_i \alpha) \) and \( k = \alpha k_i \), where (Magira et al. 2000; Amendola et al. 2005)

\[ \alpha = \frac{H}{H_i} \sqrt{\frac{\mu^2 (\eta^2 - 1) + 1}{\eta}} \]  

and

\[ \eta \equiv \frac{H D}{H_i D_i}. \]  

Then we have

\[ \frac{H \mu}{k} = \frac{H_i \mu_i}{k_i} \left[ \frac{\mu^2 (\eta^2 - 1) + 1}{\eta^2 (\eta^2 - 1) + 1} \right]. \]  

Since we use log \( \eta \) = log \( H D - log H_i D_i \) as variable (thus producing automatically relative errors) the reference model does not affect the final Fisher matrix (FM) entry for log \( \eta \). Also, since we integrate over \( \mu_i \) between \([-1, +1]\) (naturally the same range of \( \mu \)), the reference model has no impact on the \( \mu \) integral as well.

Eq. (13) shows that what really enters \( \langle \delta v^* \rangle \) and \( \langle v \nu^* \rangle \) is the combination \( H D \), rather than \( H \) alone. We conclude that we should replace everywhere \( A, B \) with \( \tilde{A}, \tilde{B} \), where

\[ \tilde{A} = \frac{H_i S_v}{k_i (1 + z)} \left[ \frac{\beta \eta^2 \mu^2}{\mu^2 (\eta^2 - 1) + 1} \right], \]  

\[ \tilde{B} = \left[ 1 + \frac{\beta \eta^2 \mu^2}{\mu^2 (\eta^2 - 1) + 1} \right] S_b. \]

Moreover, the argument of \( P \) is also rescaled

\[ P(k) = P(k, \alpha) = P \left( k \frac{H}{H_i} \sqrt{\frac{\mu^2 (\eta^2 - 1) + 1}{\eta}} \right). \]  

At this point we need to assume we know \( H_0 D \) from SNe magnitude surveys. Then from \( \eta \) and \( H_0 D \) we can replace \( H \) with \( \eta H_i D_i / D \) and we only need to evaluate

\[ \frac{\partial P}{\partial \eta} = P' k \frac{D_r}{D} \frac{\eta \mu^2}{\sqrt{\mu^2 (\eta^2 - 1) + 1}}, \]  

where \( P' = dP/dk \). The same considerations also apply to \( \beta \). The dependence on the value in \( \eta \) and in \( P_m \) cancels out, so no further correction for \( P \) is needed. The same rescaling of \( k, \mu \) occur in \( S_{\delta, v} \), which then depend only on \( \eta, D \) and on the reference values \( D_r, k, \mu_r \).

To perform forecasts we need to choose a fiducial cosmology. This, however, is not a break of our model-independent approach: it is just due to the fact that we do not yet possess real data; when they will be available, the fiducial model will be replaced by the measured data. Moreover, since we take as fiducial \( \Lambda \)CDM with both bias and growth-rate \( f \) independent of scale, we have \( \beta = 0 \) and the \( \beta \) correction analogous to Eq. (17) has no effect on our forecasts, although of course it has to be included to perform forecasts for more general cases.

Since we do not want to parametrize \( P(k, z) \) or \( \beta(k, z) \), we need to split the observations into \( k, z \)-cells. So we take \( P, \beta \) as free parameters in each cell. Since the \( k \)-cells are independent in the linear regime we can simply sum the FMs over them. We conclude that the CSC method applied to SN surveys allows the reconstruction of \( H_0 D(z), E(z), P(k, z), \beta(k, z), \sigma_{\delta} \) and \( \sigma_v \) without any parametrization or choice of the cosmological model. With several tracers, beside increasing the precision, one can also measure \( \beta, \sigma_v, \sigma_{\delta} \) for each species \( i \) (see e.g. Seljak 2009; McDonald & Seljak 2009; Abram & Leonard 2013; Abramo & Amendola 2019). Quantities like \( f, b \) and \( P_m \) remain inaccessible without assumptions on the cosmological model or the bias function.

Given \( E(z) \) and \( d = H_0 D(1 + z) \), one can directly measure the present spatial curvature as \( \Omega_{cdm} = [(Ed_z)^2 - 1]/d^2 \). While in any FLRW model this quantity should be independent of \( z \), it will in general depend on \( z \) in isotropic but inhomogeneous Universes. Within \( \Lambda \)CDM, although \( \Omega_{cdm} \) has been measured to be close to zero to high precision in the CMB (see Aghanim et al. 2018), some subsets of the data favor non-zero curvature (Di Valentino et al. 2019).

### 3 Fisher Matrix for Model-Independent Variables

As we have seen, the random variables \( x_a = \sqrt{n_{SN} V} \{ \delta, \nu \} \) are Gaussian with zero mean and covariance matrix

\[ C_{ab} = P \left( B^2 N_{ij} \quad \bar{A} B \bar{A}^T N_{ij} \right). \]

As in Abram & Amendola (2019) we write the FM for a set of parameters \( \theta_\alpha \), in a survey of volume \( V \), as (see also Tegmark 1997)

\[ F_{\alpha \beta} = \frac{1}{(2\pi)^3} 2\pi k^2 \Delta_k V F_{\alpha \beta} = V k \bar{F}_{\alpha \beta}, \]

where \( V_k = (2\pi)^{-3} 2\pi k^2 \Delta_k \) is the volume of the Fourier space after integrating over the azimuthal angle but not over the polar angle (i.e., the volume of a spherical Fourier space shell of width \( \Delta_k \) would be given by \( \int d\mu V_k \)). In this expression \( F \)
is the FM per unit phase-space volume $VV_k$ integrated over $\mu$,

$$F_{\alpha\beta} = \frac{1}{2} \int_{-1}^{+1} d\mu \frac{\partial C}{\partial \alpha} C^{-1} \frac{\partial C}{\partial \beta} C^{-1}, \quad (20)$$

where the integrand is evaluated at the fiducial value. If we fix $\sigma_\alpha$ and $\sigma_\beta$ we are left with $\theta_0 = \{\log P, \log \beta, \log \eta\}$, for which we obtain a 3×3 FM for each $k, z$ cell. From now on we assume $H_0D$ is known with high accuracy from SNe magnitudes, and therefore a constraint on $\eta$ is entirely equivalent to a constraint on $E(z) = H/H_0$.

To obtain the actual errors for a given $(k, z)$-cell we multiply the specific FM by $VV_k$. For a $z$-shell of volume $V(z)$ and for $\Delta_k \approx 2\pi/V^{1/3}$,

$$VV_k = \frac{k^3V^{2/3}}{2\pi}. \quad (21)$$

While $\beta, P$ depend on $k, z$, the parameter $\eta$ depends only on $z$. We can thus combine observations in different $k$-bins of the same $z$-shell to obtain the overall constraints on $\eta(z)$ and thus on $E(z)$. The $k$-cells are chosen with equal $\Delta_k = 2\pi/V(z)^{1/3}$ between $k_{\min}(z)$ and $k_{\max}$. Following Garcia et al. (2020), $k_{\min} = 2\pi/V(z)^{1/3}$ (see Table 1), while $k_{\max} = 0.1h$/Mpc ensures we remain in the linear regime. Since our method does not require a parametrization of $P(k)$, it can be employed also in the mildly non-linear regime, provided the redshift distortion factor $(1 + \beta^2\mu^2)$ in Eqs. (3)–(4) and the continuity equation (2) are still valid approximations. We thus test also up to $k_{\max} = 0.3h$/Mpc as in the LSST science requirements (Mandelbaum et al. 2018). For the $i$-th $k$-cell we have a matrix whose only non-zero elements are

$$F_i = VV_k \begin{pmatrix} \cdots & \cdots & \cdots & \cdots \\ \cdots & B_{k,i} & \cdots & \cdots \\ \cdots & \cdots & \cdots & \cdots \end{pmatrix}, \quad (22)$$

where $B_{k,i}$ is the 2×2 block of the $k$-dependent variables $(P, \beta)$ for the $i$-th $k$-bin, $B_{k,i}$ is the $k$-independent quantity $\eta$, and $B_{k,ij}$ the mixed entries. We then sum over the $F_i$ for all the $k$-cells obtaining a large $(2 \cdot n_k + 1)^2$ matrix, where $n_k \approx 0.1/\Delta_k$ is the number of $k$-cells in a given $z$ bin (between 5 and 24 for our $\Delta_k$). We finally invert this matrix, and extract the final joint errors on $P(k), \beta(k), \eta$ for that $z$-shell as the square root of the corresponding diagonal entry.

Note that this procedure is not equal to just summing the 3×3 FMs independently for each $k$-cell since $\eta$ is correlated with all the $k$-dependent quantities.

4 FORECASTS

For our numerical estimates, we assume as fiducial values $\eta = 1$, $P_m$ from $\Lambda$CDM with Planck 2018 values (Aghanim et al. 2018) and non-linear Halofit corrections as implemented in CAMB (Lewis et al. 2000; Takahashi et al. 2012), $b = 1.6$ (Howlett et al. 2017; Mukherjee & Wandelt 2018), $\beta = \Omega_m^{\gamma + 2}b$ with $\gamma = 0.545$, $\sigma_8 = 4.24$ Mpc$/h$ and $\sigma_v = 13$ Mpc$/h$ (Koda et al. 2014; Howlett et al. 2017). Following Garcia et al. (2020), we consider both an optimistic and a pessimistic case for the LSST survey, as detailed in Table 1. We dub the former LSST 20%, since it assumes a simple constant 20% SN completeness for $z < 0.8$, and the latter LSST SQ for Status Quo of the public LSST observational strategy, including all photometric quality cuts used in Abell et al. (2009). We also assume a SN rate which is a good fit to Cappella et al. (2015): $2 \cdot 10^{-9}(1 + z)^{1.95} / (\text{yr Mpc}^3)$. We find that $\Delta H/H$ can be constrained in the LSST 20% survey from 13% at low $z$s to 5% at high $z$s (Table 1). For the SQ survey the sharp decrease of the high-$z$ SN density induces a fast weakening of the constraints for $z > 0.5$. Figure 1 illustrates how the forecasts depend on the number densities of SNe in different $z$ bins. Finally we remark that our forecasts vary by less than 3% when changing the fiducial by $\pm 2 \sigma$ from Planck 2018 values.

As expected, the error depends mainly on the number density $n_{SN}$ of supernovae, on the redshift, and on the absolute magnitude uncertainty $\sigma_{int}$. An approximate formula which is typically valid within 9% in our range of $z$ and $n_{SN}$, and for $\sigma_{int} \in (0.065, 0.26)$, is

$$\frac{\Delta H}{H} \approx 0.064 \left(\frac{\sigma_{int}}{0.13}\right)^{0.41} \left(\frac{z}{0.3}\right)^{-0.29} \left(\frac{n_{SN} \text{ Mpc}^{-3}}{10^{-4} \text{ h}^{-3}}\right)^{-0.54}. \quad (23)$$

As can be seen from Figure 1 and Eq. (23) the method works
far from the cosmic variance limit. In particular for LSST-like surveys the errors decrease roughly as $\sigma_{\text{int}}^{-2}$, which is halfway between the shot-noise limit ($\sigma_{\text{SN}} P_m \ll 1$ for $\langle \delta \delta \rangle$, $\sigma_{\text{SN}} P_m \ll \sigma_{\text{v,v}} k/H^2$, for $\langle \delta v_v \rangle$) in which $\Delta H \propto \sigma_{\text{SN}}^{-1}$ and the cosmic variance limit ($\sigma_{\text{SN}} P_m \gg 1$, $\sigma_{\text{v,v}} k/H^2$) in which $\Delta H \propto \sigma_{\text{SN}}^0$. The dependence on $\sigma_{\text{int}}$ is illustrated in more detail in Figure 2, where it can be seen that it is a bit stronger at lower redshifts (the exponent is closer to 0.5 for $z \leq 0.4$) and weaker at higher ones.

We can also relate the relative uncertainties in $H$ with the ones in $D_L$. The latter scales roughly as $\sigma_{\text{int}}/\sqrt{N(z)}$, so for larger $\sigma_{\text{int}}$ the relative uncertainties in $D_L$ degrade faster than the ones in $H$. To wit, $\Delta D_L/D_L \propto (\Delta H/H) \sigma_{\text{int}}^{-0.59}$. If we again follow the LSST science requirements (Mandelbaum et al. 2018) and assume a degradation of the distance uncertainties by 22% due to systematics we get

$$\frac{\Delta H}{H} \approx 400 \left( \frac{z}{0.3} \right)^{0.56} \left( \frac{\sigma_{\text{int}}}{0.13} \right)^{-0.59} \frac{\Delta D_L}{D_L}, \quad (24)$$

where $\Delta D_L/D_L$ is the average uncertainty of the luminosity distance in a given redshift bin centered at $z$ by combining all SN in that bin. This means that if standard candles can give a 0.01% distance uncertainty at $z = 0.3$ with traditional methods, they would also give a $\sim 4\%$ measurement of $H(z)$. Also, it confirms that in computing errors in $H$ from $\eta$ one can neglect the much smaller errors in $D_L$.

We assumed so far that the relation between magnitude scatter and velocities, $\delta m = g(z) v/c$, where

$$g(z) \equiv \frac{5}{\log 10} \left[ 2 - \frac{d \log D_L}{d \log (1+z)} \right] \quad (25)$$

was precisely known. This requires a broad assumption that the theoretical $D_L(z)$ be a reasonably smooth function so one can measure it in many $z$-bins and interpolate. If one allows features in $D_L(z)$ with abrupt changes in arbitrarily small $\Delta z$ the CSC cannot be employed as proposed. Following the reasoning in the previous paragraph, one can estimate the errors in $g(z)$ from the error on $[D_L(z + \Delta z) - D_L(z)]$. For LSST 20% using bins of $\Delta z = 0.01 (0.03)$ one gets a relative error of $< 10\%$ ($< 2\%$) for $g(z)$, which validates our assumptions in practice.

The fitting formula (23) also illustrates that the CSC method does not have a strong dependence on $\sigma_{\text{int}}$, and in particular weaker than the one found in Garcia et al. (2020) for measuring $\sigma_v$ using only $\langle \delta v_v \rangle$, because $\langle \delta \delta \rangle$ and $\langle \delta v_v \rangle$ do not depend on this parameter. Therefore, even if the Hubble diagram scatter for LSST ends up being larger than 0.13 mag, for instance due to the lack of spectra of most SNe, the method will remain competitive. In fact, a relative increase in $\sigma_{\text{int}}$ is more than offset by a similar relative increase in $\sigma_{\text{SN}}$.

For LSST 20%, increasing $k_{\text{max}}$ to 0.2 h/Mpc reduces uncertainties significantly and the relative errors in $H$ become $\{11\%, 7.1\%, 5.6\%, 4.6\%, 3.9\%, 3.4\%, 3.1\%, 2.8\%\}$ for $z = 0.05$ up to $z = 0.75$. In other words, they shrink by 20% at $z = 0.05$ and by 40% for $z \geq 0.4$. Using $k_{\text{max}} = 0.3$ h/Mpc yields less significant improvements, with uncertainties decreasing by an additional 4% (at $z = 0.05$) to 18% (for $z \geq 0.4$). A doubling (halving) of $P'$ improves (worsens) $\Delta H/H$ by 25%. The dependence on $\sigma_v$ is weak: leaving both free with weak priors leaves results almost unchanged.

Two examples of the error on $P(k, z)$ are depicted in Figure 3 for LSST 20%. A complete exploration of the uncertainty landscape, with more accurate fits and with multiple tracers, will be provided in a future publication.

5 CONCLUSIONS

In the next decade the number of observed SNe will increase by orders of magnitudes. We have shown that it is possible to estimate $H(z)/H_0$ using SN data only and without restricting to any particular cosmological model and without assumptions on either the galaxy-matter bias or the SN bias. This method, which we dubbed the clustering of standard candles, or CSC, can be extended to any class of sources with a standardized observable, i.e. calibrated to depend only on $z$.

Although the parametrization of cosmological quantities like $H(z), P(k)$ etc. allows one to get stringent constraints because of the projection of large volumes of raw phase-space data onto a small number of parameters, it is in some cases...
possible to obtain important information projecting (i.e., binning) only relatively small phase-space cells. This information is therefore by construction independent of parametrization and can be applied to any cosmological model. This might help avoid confirmation biases inherent to the choice of only a very small subset of possible models, for instance ΛCDM and its variants. The trade-off between model-independence and statistical uncertainty is worth being explored in full.
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