Mathematics 2020, 8, 2167; doi:10.3390/math8122167 www.mdpi.com/journal/mathematics

Article

First Integrals of Differential Operators from $SL(2, \mathbb{R})$ Symmetries

Paola Morando 1*, Concepción Muriel 2* and Adrián Ruiz 3*

1 Dipartimento di Scienze Agrarie e Ambientali-Produzione, Territorio, Agroenergia, Università Degli Studi di Milano, 20133 Milano, Italy; paola.morando@unimi.it
2 Departamento de Matemáticas, Facultad de Ciencias, Universidad de Cádiz, 11510 Puerto Real, Spain
3 Departamento de Matemáticas, Escuela de Ingenierías Marina, Náutica y Radioelectrónica, Universidad de Cádiz, 11510 Puerto Real, Spain; adrian.ruiz@uca.es
* Correspondence: concepcion.muriel@uca.es

Received: 30 September 2020; Accepted: 27 November 2020; Published: 4 December 2020

Abstract: The construction of first integrals for $SL(2, \mathbb{R})$-invariant $n$th-order ordinary differential equations is a non-trivial problem due to the nonsolvability of the underlying symmetry algebra $\mathfrak{sl}(2, \mathbb{R})$. Firstly, we provide for $n = 2$ an explicit expression for two non-constant first integrals through algebraic operations involving the symmetry generators of $\mathfrak{sl}(2, \mathbb{R})$, and without any kind of integration. Moreover, although there are cases when the two first integrals are functionally independent, it is proved that a second functionally independent first integral arises by a single quadrature. This result is extended for $n > 2$, provided that a solvable structure for an integrable distribution generated by the differential operator associated to the equation and one of the prolonged symmetry generators of $\mathfrak{sl}(2, \mathbb{R})$ is known. Several examples illustrate the procedures.
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1. Introduction

The study of $n$th-order ordinary differential equations admitting the unimodular Lie group $SL(2, \mathbb{R})$ is a non-trivial problem due to the nonsolvability of the underlying symmetry algebra $\mathfrak{sl}(2, \mathbb{R})$. This problem has been tackled by different approaches during the last decades, next we review only some of the most relevant for the purposes of this work.

Most results in the literature refer to third-order $SL(2, \mathbb{C})$-invariant ODEs, which can be solved via a pair of quadratures and the solution to a Riccati equation (or, equivalently, to a second-order linear ODE). This result can be proved as a consequence of the study preformed by Clarkson and Olver [1], who connected the three inequivalent actions of $SL(2, \mathbb{C})$ in the complex plane via the standard prolongation process. It was demonstrated in Reference [2] that the fourth action that appears in the real case can be obtained from the same source, and this study was extended to 2D and 3D Lie algebras of symmetries, providing interesting results on the linearization of second-order ODEs via contact transformations [2,3]. A different approach [4] exploits the existence of nonlocal symmetries, latter connected with $C^\infty$-symmetries in Reference [5], where the fourth realization that appears in the real case was also discussed. By using techniques based on solvable structures [6–12], the general solution in parametric form for each one of the four canonical third-order $SL(2, \mathbb{R})$-invariant ODEs were obtained in References [13,14]. Such solution is given in terms of a fundamental set of solutions to a second-order linear ODE, which is explicitly given for each one of the four different actions of $SL(2, \mathbb{R})$ on the real plane [14]. The concept of generalized solvable structure was introduced in Reference [15] in order to extend the study to $SL(2, \mathbb{R})$-invariant ODEs of arbitrary order $n$. The main result in this regard states that when a generalized solvable structure is known, then a complete set of first integrals can
be constructed by quadrature, and given in terms of a fundamental set of solutions to a second-order linear ODE depending on \( n - 3 \) parameters (see Reference [15] for further details).

In this paper we present new relevant results about first integrals of differential operators associated to \( SL(2, \mathbb{R}) \)-invariant ODEs, showing how some of these first integrals can be constructed without any kind of integration at all. The paper is organized as follows. After a preliminary section setting the notation and necessary previous results, we consider the case of second-order equations as a starting point. For this class of equations, instead of using a two-dimensional subgroup for its integration, we provide two first integrals given straightforwardly through the symmetry generators, without integration. Although we are able to prove that both first integrals are not constant, we show with an example that they need not to be functionally independent functions (in contrast to what happens in the case of the rotation symmetry group [16]). Nevertheless, we prove that in this unfavourable situation a functionally independent first integral always arises by a single quadrature.

These results are extended for equations of arbitrary order in Section 4. In the general case, we use a solvable structure for the integrable distribution generated by the differential operator associated to the equation and one of the prolonged symmetry generators of \( sl(2, \mathbb{R}) \). It is worth mentioning that the solvable structure of such distribution needs not to be either a solvable structure or a generalized solvable structure for the equation. We also present illustrative examples in order to show how these new results can be applied in practice.

2. Preliminaries

2.1. Distributions of Vector Fields and Their Symmetries

Given a set of vector fields \( \{A_1, \ldots, A_{n-k}\} \) on a \( n \)-dimensional manifold \( N \), we denote by \( A := \langle A_1, \ldots, A_{n-k} \rangle \) the distribution of vector fields generated by \( \{A_1, \ldots, A_k\} \). Similarly, given a set of 1-forms \( \{\beta_1, \ldots, \beta_k\} \), we denote by \( B := \langle \beta_1, \ldots, \beta_k \rangle \) the corresponding Pfaffian system (i.e., the sub-module over \( C^\infty(N) \) generated by \( \{\beta_1, \ldots, \beta_k\} \)) [17,18].

The distribution \( A \) is integrable (in Frobenius sense) if and only if the Lie bracket [\( A, B \) ] \( \in A \), for each \( A, B \in A \) [6,7,11,12]. If \( U \) is an open domain of \( N \) where the vector fields \( \{A_1, \ldots, A_{n-k}\} \) are pointwise linearly independent, we say that \( A \) is a distribution of maximal rank \( n - k \) (or of codimension \( k \)) on \( U \). It is well known that an integrable distribution \( A \) of maximal rank determines a \( (n - k) \)-dimensional foliation of \( U \subseteq N \) [17,18]. If this foliation is described though the vanishing of \( k \) functions of the form \( I_h - c_h \), where \( I_h \in C^\infty(U) \) and \( c_h \in \mathbb{R} \), we can choose \( \langle dI_1, \ldots, dI_k \rangle \) as generators for the Pfaffian system annihilating the distribution \( A \). A submanifold \( S \subset N \) is an integral manifold for \( A \) if \( A|_S \subseteq TS \). If, in particular, \( A|_S = TS \) we say that \( S \) is a maximal integral manifold of \( A \) [18].

Let \( A \) and \( B \) be two distributions on \( N \). We say that \( A \) and \( B \) are transversal at \( p \in N \) if they do not vanish at \( p \) and \( A(p) \cap B(p) = \{0\} \). Analogously, \( A \) and \( B \) are transversal in \( U \) if they are transversal at any point of \( U \).

Given a distribution \( A \), a vector field \( X \) is a symmetry of \( A \) if \( [X, A] \in A \), for any \( A \in A \) [6,7,11,12]. An algebra \( G \) of symmetries for a distribution \( A \) is non-trivial if \( G \) generates a distribution which is transversal to \( A \). Analogously, given an ideal of differential forms \( I \), a vector field \( X \) is a symmetry of \( I \) if \( LX I \subseteq I \), where \( L \) denotes the Lie derivative [6].

Next we prove two results on symmetries of distributions of vector fields that will be used throughout the paper. In what follows, the Einstein summation convention is used and \( \langle \cdot, \cdot \rangle \) stands for the interior product (contraction) of vector fields and differential forms [18]. Throughout the paper we assume that we are working on an open simply connected domain \( U \) of \( N \), functions are usually assumed to be smooth and well defined on \( U \), the vector fields and forms are not allowed to vanish at any point of \( U \). Where necessary, the reader should assume that the domains have been restricted accordingly.
Proposition 1. Let $\mathcal{A} := \langle A_1, \ldots, A_{n-k} \rangle$ be an integrable distribution on an $n$-dimensional manifold $N$. If $\Omega$ is a volume form on $N$, and $\alpha$ is the $k$-form on $N$ defined by

$$\alpha := A_1 \ldots A_{n-k} \Omega,$$  \hspace{1cm} (1)

then $A_i$ is a symmetry of $\alpha$, for $i = 1, \ldots, n-k$.

Proof. Since $\Omega$ is a volume form over $N$, $L_{A_i} \Omega = (\text{div}A_i) \Omega$, for $i = 1, \ldots, n-k$. Since $\mathcal{A}$ is an integrable distribution, there exists a family of functions $f_{ij}^l \in C^\infty(N)$ such that $[A_i, A_j] = f_{ij}^l A_l$, for $1 \leq i, j, l \leq n-k$. By properties of the Lie derivative $L$ and the interior product $\iota$ we can write

$$L_{A_i} \alpha = L_{A_i} (A_1 \ldots A_{n-k} \iota \Omega) = [A_i, A_1] \iota A_2 \ldots A_{n-k} \iota \Omega + A_1 \iota [A_i, A_2] \iota A_3 \ldots A_{n-k} \iota \Omega + \ldots$$

$$= (f_{ij}^l + \text{div}A_i) \alpha = H_i \alpha,$$

where $H_i = (f_{ij}^l + \text{div}A_i)$, for $i = 1, \ldots, n-k$. This proves that $L_{A_i} \alpha \in \langle \alpha \rangle$. \hfill $\Box$

A similar proof can be used to demonstrate the following result:

Proposition 2. Let $\mathcal{A} = \langle A_1, \ldots, A_{n-k} \rangle$ be a distribution of maximal rank on a $n$-dimensional manifold $N$. If $X$ is a symmetry of $\mathcal{A}$ and $\alpha$ is the $k$-form defined by (1), then $X$ is a symmetry of $\alpha$.

2.2. Solvable Structures for Integrable Distributions

It is well known that, given an integrable distribution $\mathcal{A}$ of maximal rank $(n-k)$ on an $n$-dimensional manifold $N$, the knowledge of a solvable $k$-dimensional algebra $\mathcal{G}$ of non-trivial symmetries for $\mathcal{A}$ guarantees that $\mathcal{A}$ can be integrated, at least locally, by quadratures alone $[8,19]$. Solvable structures provide an extension of this classical result, significantly enlarging the class of vector fields which can be used to integrate by quadratures a distribution of vector fields. In this section we recall basic definitions and results on solvable structures. The interested reader is referred to References $[6,8,11,12]$ for further details.

Definition 1. Let $\mathcal{A}$ be an integrable distribution of maximal rank $n-k$ on an $n$-dimensional manifold $N$. For a set of vector fields $\{Y_1, Y_2, \ldots, Y_k\}$ we denote $\mathcal{A}_0 = \mathcal{A}$, $\mathcal{A}_h = \mathcal{A} \oplus \{Y_1, \ldots, Y_h\}$, for $h \leq k$. The vector fields $\{Y_1, Y_2, \ldots, Y_k\}$ form a solvable structure for $\mathcal{A}$ in a open neighbourhood $U \subseteq N$ if and only if the following conditions are satisfied:

1. the distribution $\langle Y_1, Y_2, \ldots, Y_h \rangle$ has maximal rank $h$ and is transversal to $\mathcal{A}$ in $U$, for $h \leq k$;
2. $\mathcal{A}_h$ is distribution of maximal rank $n-k+h$ on $U$;
3. $L_{Y_\hat{k}} \mathcal{A}_{h-1} \subseteq \mathcal{A}_{h-1}$, for $h \in \{1, \ldots, k\}$.

In the next theorem we collect the main results on the integrability of integrable distributions by means of solvable structures $[8,11]$. The proof can be consulted, for instance in the following references: $[6]$ (Theorem 3.15), $[8]$ (Proposition 3), $[11]$ (Proposition 5), $[12]$ (Proposition 4.7):

Theorem 1. Let $\mathcal{A} = \langle A_1, \ldots, A_{n-k} \rangle$ be an integrable distribution of maximal rank $n-k$ defined on an orientable $n$-dimensional manifold $N$ and let $\{Y_1, \ldots, Y_k\}$ be a solvable structure for $\mathcal{A}$. Let $\Omega$ be a volume form on $N$ and define the $k$-form $\alpha$ as in (1). The distribution $\mathcal{A}$ is the annihilator of the Pfaffian system generated by

$$\omega_i = \frac{1}{\Delta}(Y_1 \iota \ldots \hat{Y}_i \iota \ldots Y_k \iota \alpha), \quad i = 1, \ldots, k,$$  \hspace{1cm} (2)
where the hat denotes omission of the corresponding vector field and $\Delta$ is the function on $N$ defined by

$$\Delta = Y_1 \cdot Y_2 \cdot \ldots \cdot Y_k \cdot \alpha.$$ 

Moreover, for $i \in \{1, \ldots, k-1\}$, the 1-forms $\omega_i$ satisfy

$$d\omega_k = 0,$$

$$d\omega_i = 0 \mod \{\omega_{i+1}, \ldots, \omega_k\}.$$

In consequence, the integral manifolds of the distribution $A$ can be described in implicit form as level manifolds $I_1 = c_1, I_2 = c_2, \ldots, I_k = c_k$, where

$$\omega_k = dI_k, \quad \omega_{k-1}|_{\{I_k = c_k\}} = dI_{k-1}, \quad \ldots, \quad \omega_1|_{\{I_k = c_k, I_{k-1} = c_{k-1}, \ldots, I_2 = c_2\}} = dI_1.$$

We remark that, if the distribution $A$ admits an abelian Lie algebra of symmetries generated by the vector fields $Y_1, \ldots, Y_k$, the 1-forms $\omega_i$ are closed, that is, the function $1/\Delta$ provides an integrating factor for all the 1-forms $Y_1 \cdot \ldots \cdot \hat{Y}_i \cdot \ldots \cdot Y_k \cdot \alpha$, $i = 1, \ldots, k$.

The main difference between a solvable structure and a solvable symmetry algebra for an integrable distribution $A$ is that the fields belonging to a solvable structure do not need to be symmetries of $A$. This, of course, gives more freedom in the choice of the vector fields which can be used to find integral manifolds of $A$ by quadratures.

### 2.3. Jacobi Multipliers for Integrable Distributions

In this section we recall the definition and some properties of Jacobi multipliers [20–22] for an integrable distribution $A$.

**Definition 2.** Let $A := \langle A_1, \ldots, A_{n-k} \rangle$ be an integrable distribution of codimension $k$ on an $n$-dimensional manifold $N$. If $\Omega$ is a volume form on $N$, and $\alpha$ is the $k$-form defined by (1), we say that a function $M \in C^\infty(N)$ is a Jacobi multiplier for $A$ if

$$d(M\alpha) = 0,$$

where $d$ denotes the exterior derivative.

It is well known that Jacobi multipliers are related with first integrals for the distribution $A$, and in particular we have the following:

**Lemma 1.** Given two Jacobi multipliers $M_1$ and $M_2$ for an integrable distribution $A$, the function $I := M_1 / M_2$ is a first integral for $A$.

**Proof.** By definition of Jacobi multipliers we have that $d(M_1\alpha) = d(M_2\alpha) = 0$, which implies

$$d \left( \frac{M_1}{M_2} \right) \cdot \alpha = 0.$$

Therefore, if we consider the interior product of this $(k+1)$-form with any vector field $A \in \mathcal{A}$, we get

$$\left[ A \cdot d \left( \frac{M_1}{M_2} \right) \cdot \alpha - d \left( \frac{M_1}{M_2} \right) \cdot (A \cdot \alpha) \right] = \left[ A \cdot d \left( \frac{M_1}{M_2} \right) \right] \cdot \alpha = 0,$$

leading to $A \left( \frac{M_1}{M_2} \right) = 0$. $\square$
The following theorem provides a link between Jacobi multipliers and symmetries of the distribution \( A \).

**Theorem 2.** Let \( A := \langle A_1, \ldots, A_{n-k} \rangle \) be an integrable distribution of codimension \( k \) on \( N \), admitting a \( k \)-dimensional algebra \( G := \langle X_1, \ldots, X_k \rangle \) of non-trivial symmetries. Then a Jacobi multiplier for \( A \) is given by the function

\[
M := \frac{1}{X_1 \cdots X_k \alpha}.
\]

**Proof.** The proof is a direct computation. We start by rewriting \( d(M\alpha) = 0 \) in the equivalent form

\[
(X_1 \wr X_2 \wr \cdots \wr X_k \alpha) d\alpha - (X_1 \wr X_2 \wr \cdots \wr X_k \alpha) \wedge \alpha = 0. \tag{3}
\]

The integrability of \( A \) ensures that \( \alpha \) is a decomposable \( k \)-form such that \( d\alpha = \rho \wedge \alpha \) for a suitable 1-form \( \rho \). In particular, given \( k-1 \) vector fields \( B_i \), we have

\[
(B_1 \wr \cdots \wr B_{k-1} \alpha) \wedge \alpha = 0,
\]

and this fact, together with a repeated use of the formula

\[
L_Y \beta = Y \wedge d\beta + d(Y \wedge \beta),
\]

allow us to rewrite the left hand side of (3) as

\[
(X_1 \wr X_2 \wr \cdots \wr X_k \alpha) d\alpha - (X_1 \wr X_2 \wr \cdots \wr X_k \alpha) \wedge \alpha. \tag{4}
\]

Finally, from \( d\alpha = \rho \wedge \alpha \) it follows that (4) vanishes, concluding the proof. \( \square \)

### 3. Second-Order \( SL(2, \mathbb{R}) \)-Invariant ODEs

In this section we consider the trivially integrable one-dimensional distribution \( A = \langle A \rangle \) defined by a differential operator

\[
A = \partial x + u_1 \partial u + F(x, u, u_1) \partial u_1, \tag{5}
\]

associated to a second order \( SL(2, \mathbb{R}) \)-invariant ordinary differential equation

\[
u_2 = F(x, u, u_1), \tag{6}
\]

where \( u \) stands for the dependent variable, \( x \) is the independent variable and subscript \( i \) indicates the derivative of order \( i \) of \( u \) with respect to \( x \).

Throughout this section \( N \) denote an open set of the first-order jet bundle \( J^1(\mathbb{R}, \mathbb{R}) \) where \( A \) is well defined. Since \( J^1(\mathbb{R}, \mathbb{R}) \) is a three dimensional manifold, Theorem 2 ensures that with any pair of symmetries of (6) we can associate a Jacobi multiplier. In particular, the knowledge of three symmetries for Equation (6) allows us to obtain three Jacobi multipliers for the one-dimensional integrable distribution \( A = \langle A \rangle \) and, by Lemma 1, two corresponding first integrals. Unfortunately, in no special assumptions on the structure of the symmetry algebra are made, we have no guarantees about the non-triviality and functional independence of the first integrals thus obtained. In this section we investigate how to construct non-constant first integrals and complete sets of two functionally independent first integrals.

In the following we denote by \( X_1, X_2, X_3 \) the generators of the Lie algebra \( sl(2, \mathbb{R}) \) satisfying the commutation relations

\[
[X_1, X_2] = 2X_3, \quad [X_1, X_3] = X_1, \quad [X_3, X_2] = X_2. \tag{7}
\]
It must be said that since $X_1$ and $X_3$ (or $X_2$ and $X_3$) form a solvable Lie algebra, any of such pair of symmetries can be used to integrate Equation (6) by following any of the strategies described in Reference [16] (Chapter 7). However, next we present a new approach to construct non-trivial first integrals without integration, somehow similar to the strategy followed in Reference [16] (Chapter 8) to integrate a second order ODE admitting a nonsolvable group isomorphic to the group of rotations of a three-dimensional space.

We first prove that the symmetry generators of the symmetry algebra $\mathfrak{sl}(2, \mathbb{R})$ can be used to construct, without any kind of integration, non-constant first integrals for the differential operator (5) associated to any second-order $\text{SL}(2, \mathbb{R})$-invariant equation:

**Theorem 3.** Let $\mathcal{A} = \langle A \rangle$ be the integrable distribution generated by the vector field (5) associated to any $\text{SL}(2, \mathbb{R})$-invariant second-order ODE (6). Assume that for $i, j = 1, 2, 3$ the distributions $\langle A, X_i, X_j \rangle$ have maximal rank in an open set $U \subset J^1(\mathbb{R}, \mathbb{R})$, where $X_1, X_2, X_3$ denote the symmetry generators of $\mathfrak{sl}(2, \mathbb{R})$. Then two (possibly not functionally independent) non-constant first integrals $I_1$ and $I_2$ of Equation (6) arise without any kind of integration.

**Proof.** Let us consider the volume form $\Omega = dx \wedge du \wedge du_1$ on $J^1(\mathbb{R}, \mathbb{R})$ and the two-form $\alpha = A \cdot \Omega$. The two functions

$$I_1 = \frac{X_1 \cdot X_2 \cdot \alpha}{X_1 \cdot X_3 \cdot \alpha}, \quad I_2 = \frac{X_1 \cdot X_2 \cdot \alpha}{X_3 \cdot X_3 \cdot \alpha}$$

are well-defined and non-vanishing functions owing to the fact that $\langle A, X_i, X_j \rangle$ have maximal rank for $i, j = 1, 2, 3$. Moreover, Theorem 2 and Lemma 1 ensure that $I_1$ and $I_2$ are first integrals of the differential operator (5), because they are ratios of Jacobi multipliers. Therefore, we have only to prove that $I_1$ and $I_2$ are not constant.

By contradiction, let us suppose that $I_1$ is constant, so that $X_1(I_1) = L_{X_1}(I_1) = 0$. Thus

$$[L_{X_1}(X_1 \cdot X_2 \cdot \alpha)](X_1 \cdot X_3 \cdot \alpha) - (X_1 \cdot X_2 \cdot \alpha) [L_{X_1}(X_1 \cdot X_3 \cdot \alpha)] = 0,$$

and, using Proposition 2 and the commutation relations (7), we can write

$$(2X_1 \cdot X_3 \cdot \alpha + X_1 \cdot X_3 \cdot G_1 \alpha)(X_1 \cdot X_3 \cdot \alpha) - (X_1 \cdot X_2 \cdot \alpha)(X_1 \cdot X_3 \cdot \alpha)(X_1 \cdot X_3 \cdot \alpha) G_1 \alpha = 2(X_1 \cdot X_3 \cdot \alpha)^2 = 0.$$

Then $X_1 \cdot X_3 \cdot \alpha = 0$ which contradicts the hypothesis on the maximal rank of $\langle A, X_1, X_3 \rangle$.

Analogously we can prove that $I_2$ is not constant, considering $X_2(I_2) = 0$. \qed

**Example 1.** Let $A$ denote the corresponding differential operator (5) associated to the second-order equation

$$u_2 = \frac{u_1^2 + 2k}{2u}, \quad k \in \mathbb{R},$$

defined in $N = \{ (x, u, u_1) \in J^1(\mathbb{R}, \mathbb{R}) : u \neq 0 \}$. It is easy to check that the symmetry algebra of Equation (9) is isomorphic to the nonsolvable algebra $\mathfrak{sl}(2, \mathbb{R})$ with symmetry generators

$$v_1 = \partial_x, \quad v_2 = x^2 \partial_x + 2xu \partial_u, \quad v_3 = x \partial_x + u \partial_u,$$

whose first-order prolongations $X_i = v_i^{(1)}$, for $i = 1, 2, 3$, satisfy the commutation relations (7). It can be also checked that the distributions $\langle A, X_1, X_2 \rangle$, $\langle A, X_1, X_3 \rangle$, and $\langle A, X_2, X_3 \rangle$, are of maximal rank in $U = \{ (x, u, u_1) \in N : (u_1 x - 2u)^2 + 2kx^2 \neq 0, u_1 \neq 0, xu_1^2 + 2k \neq 0, xu_1^2 + 2kx - 2uu_1 \neq 0 \}$.

The corresponding 2-form (1) becomes

$$\alpha = \frac{u_1^2 + 2k}{2u} dx \wedge du - u_1 dx \wedge du_1 + du \wedge du_1.$$
By Theorem 3, the functions

\[ I_1 = \frac{X_1 \cdot X_2 \cdot r}{X_1 \cdot X_3 \cdot r} = \frac{2ux^2 + 4kx - 4mu_1}{u_1^2 + 2k}, \quad I_2 = \frac{X_1 \cdot X_2 \cdot r}{X_2 \cdot X_3 \cdot r} = -\frac{2(ux^2 - 2u)u_1 + 2kx}{(u_1x - 2u)^2 + 2kx^2} \]  

are two non-constant first integrals for Equation (9). It can be checked that \( I_1 \) and \( I_2 \) are functionally independent in \( U \) if and only if \( k \neq 0 \). Consequently, the general solution of Equation (9) when \( k \neq 0 \), arises immediately by setting \( I_1 = C_1, I_2 = C_2 \), for \( C_1, C_2 \in \mathbb{R} \). The possible singular solutions whose first-order prolongations are in set where the first integrals are not defined or vanish (i.e., the set where the distributions \( \langle A, X_1, X_2 \rangle \), \( \langle A, X_1, X_3 \rangle \), and \( \langle A, X_2, X_3 \rangle \) are not of maximal rank) should be analyzed separately. This also applies for all the examples presented in the paper.

We want to note that Equation (9) can be integrated by the standard Lie method, because it admits a two-dimensional symmetry group, although there is no guarantee that the quadratures can be performed in closed form. However, in the above process, no integration has been made at all.

In contrast to the case of second-order ODEs admitting \SO(3) as symmetry group ([16] section 8.3), for second-order equations with symmetry algebra \( \mathfrak{sl}(2, \mathbb{R}) \) we cannot ensure that the first integrals \( I_1 \) and \( I_2 \) given by (8) are always functionally independent. This can be seen, for instance, by considering Equation (9) for \( k = 0 \): the first integrals (11) become

\[ I_1 = \frac{2(ux^2 - 2u)}{u_1}, \quad I_2 = -\frac{2u_1}{u_1x - 2u}, \]  

which are clearly functionally dependent because the relation \( I_1I_2 + 4 = 0 \) holds.

Although, as we have shown, the first integrals produced in Theorem 3 may be functionally dependent, next we prove that a second functionally independent first integral arises by quadrature:

**Theorem 4.** In the same conditions than in Theorem 3, the 1-form

\[ \beta_k = \frac{X_k \cdot r}{X_2 \cdot X_3 \cdot r} \]  

for \( k = 1 \) or for \( k = 2 \), is locally exact. Moreover, a corresponding primitive \( J_k \) is a non-constant first integral of Equation (9) which is functionally independent of the respective first integral \( I_k \) given in (8).

**Proof.** For \( k = 1 \), the form (13) is closed because the symmetry generators \( X_1 \) and \( X_3 \) span a (solvable) two-dimensional symmetry algebra for the differential operator \( A \) given in (5). By Poincaré lemma, \( \beta_1 \) is locally exact and a corresponding primitive \( J_1 \), which is a first integral of the integrable distribution \( \langle A, X_1 \rangle \), arises by quadrature.

In order to prove that \( I_1 \) and \( J_1 \) are functionally independent, let us check that \( dI_1 \wedge dJ_1 \neq 0 \) by proceeding by contradiction. If \( dI_1 \wedge dJ_1 = 0 \), we can consider the interior product of the vector fields \( X_3 \) and \( X_1 \) with the two-form \( dI_1 \wedge dJ_1 \) which becomes

\[ X_3 \cdot X_1 \cdot (dI_1 \wedge dJ_1) = X_1 (I_1) X_3 (J_1) - X_3 (I_1) X_1 (J_1). \]

Using the fact that \( dI_1 = \beta_1 \), where \( \beta_1 \) is given by (13) for \( k = 1 \), we have \( X_3 (J_1) = X_3 \cdot dI_1 = -1 \) and \( X_1 (J_1) = X_1 \cdot dI_1 = 0 \). Therefore previous equality implies that

\[ X_3 \cdot X_1 \cdot (dI_1 \wedge dJ_1) = -X_1 (I_1) = 0. \]

We continue as in the proof of Theorem 3 to get the identity \( X_1 \cdot X_3 \cdot r = 0 \), which contradicts the hypothesis on the maximal rank of the distribution \( \langle A, X_1, X_3 \rangle \).
A similar proof can be used to show that the 1-form \( \beta_2 = \frac{X_2 \cdot u}{X_2 \cdot X_3 \cdot u} \) is locally exact and a corresponding primitive \( J_2 \) is functionally independent of the first integral \( I_2 \) given in (8).

**Example 2.** We recall that the first integrals (12) obtained by application of Theorem 3 to Equation (9) for \( k = 0 \) were functionally dependent. In this situation, we can use Theorem 4 in order to complete the integration. For instance, the corresponding closed 1-form (13)

\[
\beta_1 = \frac{1}{u} du - \frac{2}{u_1} du_1
\]

provides by quadrature a primitive \( J_1 = \ln \left( \frac{u}{u_1^2} \right) \). The function \( J_1 \) (or the equivalent invariant \( u / u_1^2 \)) is a first integral of Equation (9) for \( k = 0 \), which is functionally independent of the function \( I_1 \) obtained in (12).

### 3.1. On the Functional Independence of the First Integrals (8)

Example 1 shows that the functional independence or the functional dependency of the first integrals produced in Theorem 3 can occur for equations admitting the same realization of the symmetry algebra \( \mathfrak{s}l(2, \mathbb{R}) \).

In this regard, we firstly observe that when \( k \neq 0 \), Equation (9) does not admit additional Lie point symmetries, whereas the symmetry algebra in the case \( k = 0 \) is eight-dimensional and hence isomorphic to \( \mathfrak{s}l(3, \mathbb{R}) \). These are the only possible symmetry algebras for second-order \( SL(2, \mathbb{R}) \)-invariant ODEs [23] (Proposition 2), corresponding the case of \( \mathfrak{s}l(3, \mathbb{R}) \) to linearizable equations by a point transformation [24] (p. 405), [25] (Theorem 8) (see also References [26,27]).

In this section we investigate the functional independence of the first integrals (8) separately for these two types of equations.

#### 3.1.1. Non-Linearizable Equations

According to Reference [28], there are two equivalence classes of second-order ODEs possessing only \( \mathfrak{s}l(2, \mathbb{R}) \) as symmetry algebra. The respective representations of \( \mathfrak{s}l(2, \mathbb{R}) \) and the representative equations are

- **Type I:** \( v_1 = \partial_u, v_2 = 2xu \partial_x + (u^2 - x^2) \partial_u, v_3 = x \partial_x + u \partial_u \).
  
  \( xu_2 = u_1^3 + u_1 + a(1 + u_1^2)^{3/2}, \quad a \neq 0. \) (14)

- **Type II:** \( v_1 = \partial_u, v_2 = 2xu \partial_x + u^2 \partial_u, v_3 = x \partial_x + u \partial_u \).
  
  \( xu_2 = au_1^3 - \frac{1}{2} u_1, \quad a \neq 0. \) (15)

Let \( U_1 \) and \( U_2 \) denote the respective open sets where the distributions \( \langle A, X_i, X_j \rangle, 1 \leq i, j, k \leq 3 \), corresponding to (14) and (16) are of maximal rank. Theorem 3 gives the following first integrals of Equations (15) and (17), respectively:

- **Type I:** \( I_1 = 2u + \frac{2x}{a \sqrt{u_1^2 + 1 + u_1}}, \quad I_2 = -\frac{2au \sqrt{u_1^2 + 1 + 2(x + uu_1)}}{a(x^2 + u^2) \sqrt{u_1^2 + 1 + u_1(u^2 - x^2) + 2ux}}. \) (18)

- **Type II:** \( I_1 = 2u + \frac{4xu_1}{2au_1^2 - 1}, \quad I_2 = -\frac{4auu_1^2 + 4xu_1 - 2u}{(2au_1^2 - 1)u^2 - 4u^2u_1^2 + 4xuu_1}. \) (19)

It can be easily checked that (19) are functionally independent in \( U_2 \). This proves the local functional independence of the first integrals (8) for any not linearizable second-order \( SL(2, \mathbb{R}) \)-invariant ODE that can be mapped, through a local change of variables, into the representative
Equation (17). As an example, Equation (1) for \( k \neq 0 \), corresponds to type II, by means of the change of variables \( \{ x = u, u = x \} \), and for \( a = -k \).

The first integrals (18) are functionally independent in \( U_i \) if and only if \( a \neq \pm 1 \). In consequence, the first integrals (8) are functionally independent for any not linearizable second-order \( SL(2, \mathbb{R}) \)-invariant ODE that is in the equivalence class of Equation (15) for \( a \neq \pm 1 \). In order to find a second functionally independent first integral for Equation (17) when \( a = \pm 1 \), we can apply Theorem 4. The corresponding 1-form \( \beta_i \) defined in (13) is closed, and hence locally exact, that is, \( \beta_i = dI_1 \). Consequently, two functionally independent first integrals for Equation (15) for \( a \neq \pm 1 \) are given by

\[
I_1 = 2u \pm \frac{2x}{\sqrt{u_1^2 + 1} + u_1}, \quad I_1 = \ln \left( x\sqrt{u_1^2 + 1} \right) \mp \text{arcsinh}(u_1), \quad \text{for} \quad a = \pm 1.
\]  

(20)

In (20), \( I_1 \) is equivalent to the algebraic invariant \( \tilde{I}_1 = \exp(I_1) \) :

\[
\tilde{I}_1 = x\sqrt{u_1^2 + 1} + 1 \left( u_1 + \sqrt{u_1^2 + 1} \right) \mp 1, \quad \text{for} \quad a = \pm 1.
\]  

(21)

3.1.2. Linearizable Equations

We first observe that the vector field \( \mathbf{v}_4 = u \partial_u \), is one of the additional Lie point symmetries admitted by Equation (9) for \( k = 0 \), and it commutes with all symmetry generators (10). In other words, when \( k = 0 \) Equation (9) admits the four-dimensional subalgebra \( \mathcal{G} = \text{span} \{ \mathbf{v}_1, \mathbf{v}_2, \mathbf{v}_3, \mathbf{v}_4 \} \), isomorphic to \( gl(2, \mathbb{R}) \simeq sl(2, \mathbb{R}) \oplus \mathbb{R} \), which is one the subalgebras of the overall symmetry algebra \( sl(3, \mathbb{R}) \) [29]. In this situation, it is possible to prove that the first integrals (8) become always functionally dependent: since \( Y = \mathbf{v}_4^{(1)} \) satisfies \( [Y, X_i] = 0 \), for \( i = 1, 2, 3 \), and by Proposition 2, \( L_Y(\alpha) \in \langle \alpha \rangle \), we can write

\[
L_Y(I_1) = \frac{1}{(X_1 \cdot X_3, \alpha)^2} \left[ L_Y(X_1 \cdot X_2, \alpha)(X_1 \cdot X_3, \alpha) - (X_1 \cdot X_2, \alpha)L_Y(X_1 \cdot X_3, \alpha) \right]
\]

\[
= \frac{1}{(X_1 \cdot X_3, \alpha)^2} \left[ ((X_1 \cdot X_2, L_Y(\alpha))(X_1 \cdot X_3, \alpha) - (X_1 \cdot X_2, \alpha)(X_1 \cdot X_3, L_Y(\alpha)) \right] = 0.
\]  

(22)

Similarly, \( L_Y(I_2) = 0 \). In consequence, \( I_1, I_2 \) are first integrals of the integrable distribution \( \langle A, Y \rangle \) (of maximal rank), which proves that \( I_1 \) and \( I_2 \) are functionally dependent.

Previous discussion applies, not only for the particular Equation (9) with \( k = 0 \), but for any second-order ODE that is linearizable by a point transformation and hence admits the maximum eight-dimensional Lie algebra isomorphic to \( sl(3, \mathbb{R}) \). When the first integrals (8) are calculated by using the symmetry generators of \( sl(2, \mathbb{R}) \) included in the symmetry subalgebra \( gl(2, \mathbb{R}) \), relation (22) proves that such first integrals become always functionally dependent.

This result explains why the first integrals (12) are functionally dependent, but also raises the next question: could there exist other symmetry generators of \( sl(2, \mathbb{R}) \) for linearizable equations that produce functionally independent first integrals?

To answer this question, we consider the unique possible realization of the symmetry algebra \( sl(3, \mathbb{R}) \) in the real plane [30,31], which is given by:

\[
\mathbf{w}_1 = \partial_x, \mathbf{w}_2 = \partial_u, \mathbf{w}_3 = x \partial_x, \mathbf{w}_4 = u \partial_x, \mathbf{w}_5 = x \partial_u,
\]

\[
\mathbf{w}_6 = u \partial_u, \mathbf{w}_7 = x^2 \partial_x + xu \partial_u, \mathbf{w}_8 = xu \partial_x + u^2 \partial_u.
\]  

(23)

Any second-order ODE admitting a symmetry algebra isomorphic to \( sl(3, \mathbb{R}) \) can be mapped through a point transformation into \( u_2 = 0 \), which admit the symmetry generators (23) [24,32]. It can be checked that \( \mathbf{v}_1 = \mathbf{w}_1, \mathbf{v}_2 = \mathbf{w}_7, \mathbf{v}_3 = \mathbf{w}_3 + \mathbf{w}_6/2 \) and \( \mathbf{v}_4 = \mathbf{w}_6 \) span a symmetry subalgebra isomorphic to \( gl(2, \mathbb{R}) \), where \( \text{span} \{ \mathbf{v}_1, \mathbf{v}_2, \mathbf{v}_3 \} \simeq sl(2, \mathbb{R}) \). It follows from (22) that the first integrals (8) of \( u_2 = 0 \) calculated by using \( X_i = \mathbf{v}_i^{(1)} \), for \( i = 1, 2, 3 \), are functionally dependent.
Nevertheless, it can be checked that the symmetry generators
\[
\begin{align*}
\mathbf{v}_1 &= w_1 + w_5 = \partial_x + x\partial_u, \\
\mathbf{v}_2 &= 2(w_7 - w_4) = 2(x^2 - u)\partial_x + 2xu\partial_u, \\
\mathbf{v}_3 &= w_3 + 2w_6 = x\partial_x + 2u\partial_u, \\
\end{align*}
\]
also satisfy the commutation relations (7) and hence span a symmetry subalgebra isomorphic to \(\mathfrak{sl}(2,\mathbb{R})\). The associated first integrals (8) become
\[
I_k = 2u_1, \quad I_2 = \frac{u_1}{u - xu_1},
\]
and are functionally independent on the open set \(U\) where the distributions \(\langle A, X_i, X_j \rangle\), \(1 \leq i, j \leq 3\), are of maximal rank. This proves that also in the linearizable case there exist symmetry generators of \(U\) and are functionally independent on the open set \(U\) for which the first integrals (8) are functionally independent.

As an illustration, symmetry generators of \(\mathfrak{sl}(2,\mathbb{R})\) satisfying (7) that produce functionally independent first integrals for Equation (9) when \(k = 0\) are
\[
\begin{align*}
\mathbf{v}_1 &= 2\sqrt{u}\partial_x + \sqrt{u}\partial_u, \\
\mathbf{v}_2 &= 4x\sqrt{u}\partial_x + 2\sqrt{u}(4u - x)\partial_u, \\
\mathbf{v}_3 &= 2x\partial_x + 2u\partial_u.
\end{align*}
\]

The corresponding first integrals (8) become
\[
I_1 = \frac{2\sqrt{u}}{u_1}, \quad I_2 = \frac{\sqrt{u}}{xu_1 - 2u}, \quad u > 0.
\]

In summary, the first integrals obtained in Theorem 3 may be functionally dependent for linearizable equations, but it is always possible to select symmetry generators of \(\mathfrak{sl}(2,\mathbb{R})\) for which the associated first integrals become functionally independent.

4. First Integrals for \(n\)th-Order \(SL(2,\mathbb{R})\)-Invariant ODEs

In the following we aim at extending Theorems 3 and 4 to higher order equations admitting \(\mathfrak{sl}(2,\mathbb{R})\) as symmetry algebra. This extension requires the use of the notion of solvable structure introduced in Section 2.2, allowing the sets to have \(s < k\) vector fields satisfying the same conditions as in Definition 1.

Given an \(n\)-order \(SL(2,\mathbb{R})\)-invariant ODE of the form
\[
u_n = F(x, u, u_1, \ldots, u_{n-1})
\]
and the corresponding vector field
\[
A = \partial_x + u_1\partial_u + \ldots + F(x, u, u_1, \ldots, u_{n-1})\partial_{u_{n-1}}
\]
on the jet bundle \(J^{n-1}(\mathbb{R},\mathbb{R})\), we have the following result, that shows how to construct (possibly not functionally independent) non-trivial first integrals for (27) without any kind of integration.

**Theorem 5.** Let \(A\) be the differential operator (28) associated to the \(n\)th-order ODE (27), which admits the symmetry algebra \(\mathfrak{sl}(2,\mathbb{R})\) with generators \(X_1, X_2, X_3\) satisfying the commutation relations (7). If \(\{Y_1, \ldots, Y_{n-2}\}\) is a solvable structure for the integrable distribution \(\langle A, X_k \rangle\) for \(k = 1\) or for \(k = 2\), and the distributions \(\langle A, X_i, X_j, Y_1, \ldots, Y_{n-2} \rangle\) have maximal rank for \(i, j = 1, 2, 3\), then the function
\[
I_k = \frac{Y_{n-2,j} \cdots Y_{1,j} X_1 \cdots X_{n-2,j}}{Y_{n-2,j} \cdots Y_{1,j} X_1 \cdots X_{n-2,j}},
\]
is a non-constant first integral for the operator (28).
Proof. We demonstrate the results only for $k = 1$, as the corresponding proofs for $k = 2$ follow exactly the same line. If we consider the volume form on $J^{n-1}(\mathbb{R}, \mathbb{R})$ given by $\Omega = dx \wedge du \wedge du_2 \wedge \ldots \wedge du_{n-1}$ and define the $n$-form

$$\alpha = A \cdot \Omega$$

we have to prove that function (29) is a non-trivial first integral of (27).

We remark that, since $Y_1, \ldots, Y_{n-2}$ are not (in general) symmetries for (27), but they form a solvable structure for $(A, X_1)$, we cannot use Theorem 2 and Lemma 1 to ensure that $I_1$ is a first integral. Therefore we proceed by explicit computation and we rewrite $A(I_1) = 0$ in the equivalent form

$$L_A(Y_{n-2,\ldots,1}X_1X_2,\alpha)\big(Y_{n-2,\ldots,1}X_1X_3,\alpha\big) +$$

$$(Y_{n-2,\ldots,1}X_1X_2,\alpha)L_A(Y_{n-2,\ldots,1}X_1X_3,\alpha) = 0. \quad (30)$$

Since, by definition of solvable structure

$$L_A(Y_l) = -L_{Y_l}A \in \langle A, X_1, Y_1, \ldots, Y_{l-1} \rangle,$$

for any $l = 1, \ldots, n - 2$ we have that

$$L_A(Y_{n-2,\ldots,1}X_1X_2,\alpha) = \text{div}(A)(Y_{n-2,\ldots,1}X_1X_2,\alpha),$$

where we use the fact that $X_1$ and $X_2$ are symmetries for $A$.

Analogously we have

$$L_A(Y_{n-2,\ldots,1}X_1X_3,\alpha) = \text{div}(A)(Y_{n-2,\ldots,1}X_1X_3,\alpha),$$

and rewriting (30) as

$$\text{div}(A)(Y_{n-2,\ldots,1}X_1X_2,\alpha)\big(Y_{n-2,\ldots,1}X_1X_3,\alpha\big) +$$

$$(Y_{n-2,\ldots,1}X_1X_2,\alpha)\text{div}(A)(Y_{n-2,\ldots,1}X_1X_3,\alpha) = 0 \quad (31)$$

we get $A(I_1) = 0$.

The second step is to prove that the first integral $I_1$ is not constant. By contradiction, let us suppose that $I_1$ is constant so that $X_1(I_1) = L_{X_1}(I_1) = 0$. Using the expression (29) we get

$$L_{X_1}(Y_{n-2,\ldots,1}X_1X_2,\alpha)\big(Y_{n-2,\ldots,1}X_1X_3,\alpha\big) +$$

$$(Y_{n-2,\ldots,1}X_1X_2,\alpha)L_{X_1}(Y_{n-2,\ldots,1}X_1X_3,\alpha) = 0. \quad (32)$$

Therefore, the definition of solvable structure and the commutation relations (7) allow us to rewrite (32) as

$$(Y_{n-2,\ldots,1}X_1X_2,\alpha)\big(Y_{n-2,\ldots,1}X_1X_3,\alpha\big) +$$

$$(Y_{n-2,\ldots,1}X_1X_2,\alpha)\big(Y_{n-2,\ldots,1}X_1X_3,\alpha\big)G_1(\alpha) =$$

$$2(Y_{n-2,\ldots,1}X_1X_3,\alpha)^2 = 0,$$

which contradicts the hypothesis that the distribution $\langle A, X_1, X_3, Y_1, \ldots, Y_{n-2} \rangle$ has maximal rank. \hfill \Box

According to Proposition 4 in Reference [8], if the $p$ independent integrals of an involutive system $\mathcal{A}$ of $n - p$ vector fields are known, then one can construct a local coordinate system in which there exist $p$ independent, commuting symmetries of the system $\mathcal{A}$, which constitute, in particular, a (special) case of solvable structure for $\mathcal{A}$. Since for $k = 1, 2$, $\mathcal{A}_k = \{ A, X_k \}$ is an integrable distribution, Frobenius’ Theorem ensures the (local) existence of $n - 1$ functionally independent common first integrals [18,19,33]. Therefore, the result in Reference [8] (Proposition 4) guarantees the (local) existence of $n - 1$ commuting symmetries $Z_i$ of the system $\mathcal{A}_k$. From the conditions $L_{Z_i}(\mathcal{A}_k) \subset \mathcal{A}_k$ and
whose respective second-order prolongations $X_i = v_i^{(2)}$

\[
\begin{align*}
X_1 &= \partial_x, \\
X_2 &= x^2\partial_x - 2xu_1\partial u_1 - 2(2xu_2 - u_1)\partial u_2, \\
X_3 &= xu_x - u_1\partial u_1 - 2u_2\partial u_2,
\end{align*}
\]

satisfy the commutation relations (7).

Apart from (34), Equation (33) for arbitrary $C(u)$ admits the symmetry generators $f_i(u)\partial u_i$, where $f_i$, for $i = 1, 2, 3$, are three independent solutions of the linear third-order ODE $f'''(u) + 4C(u)f'(u) + 2C'(u)f(u) = 0$. The structure of the whole symmetry algebra is different depending on the explicit form of $C(u)$. In this example we consider two particular cases for which the equation admits an additional Lie point symmetry $v$ such that $Y = v^{(2)}$ satisfies

\[
[A, Y] = [X_i, Y] = 0, \quad i = 1, 2, 3.
\] (36)

This situation is very favourable, because $Y$ is a solvable structure with respect to $\langle A, X_1 \rangle$ and also with respect to $\langle A, X_2 \rangle$. In this case, according to Theorem 5, a single vector field $Y$ permits to calculate two non-constant first integrals without any kind of integration. We present two different examples, in order to show that both first integrals may be functionally dependent or independent.

In what follows, $\alpha = A, \partial u$ is given by

\[
\alpha = -\left(\frac{3u_2^2}{2u_1} - 2u_1^3C(u)\right) dx \wedge du \wedge du_1 + u_2 dx \wedge du \wedge du_2 - u_1 dx \wedge du_1 \wedge du_2 + du \wedge du_1 \wedge du_2.
\] (37)

1. For $C(u) = 1$, equation (33) admits, apart from (34), the Lie point symmetry $v = \partial_u$. It is easy to check that the prolongation $Y = v^{(2)} = \partial_u$ satisfies the commutation relations (36). Let $U$ denote the open set of $N = \{ (x, u, u_1, u_2) \in \mathbb{R}^4 : u_1 \neq 0 \}$, where the distributions $\langle A, X_i, X_j, Y \rangle$, for $i = 1, 2, 3$, have maximal rank. By Theorem 5, the symmetry generators (35) and $Y$ is all we need to calculate the two non-constant first integrals (29), for $k = 1, 2$

\[
\begin{align*}
I_1 &= \frac{Y \partial X_1 \wedge X_2 \wedge u_1}{Y \partial X_2 \wedge X_3 \wedge u_1} = \frac{2(4xu_1^4 + xu_2^2 + 2u_1u_2)}{u_2^2 + 4u_1^2}, \\
I_2 &= \frac{Y \partial X_1 \wedge X_2 \wedge u_1}{Y \partial X_2 \wedge X_3 \wedge u_1} = -\frac{2(4xu_1^4 + xu_2^2 + 2u_1u_2)}{4x^2u_1^2 + x^2u_2^2 + 4xu_1u_2 + 4u_1^2}.
\end{align*}
\] (38)
defined for \((x, u, u_1, u_2) \in U\). The Jacobian determinant

\[
\frac{\partial (I_1, I_2)}{\partial (u_1, u_2)} = \frac{256u_1^6(4xu_1^4 + xu_2^2 + 2u_1u_2)}{(u_2^2 + 4u_1^4)^2(4x^2u_1^4 + x^2u_2^2 + 4xu_1u_2 + 4u_1^2)^2}
\]

does not vanish in \(U\), and hence the functions \(I_1, I_2\) given in (38) are functionally independent in \(U\).

2. It can be checked that for \(C(u) = 3u - \frac{9}{4}u^4\) Equation (9) admits, apart from (34), the Lie point symmetry

\[
v = \exp(-u^3)\partial_u,
\]

whose prolongation

\[
Y = \exp(-u^3)\left(\partial_u - 3u^2u_1\partial_{u_1} + (3(3u^3 - 2)uu_1^2 - 3u_2u_2)\partial_{u_2}\right), \tag{39}
\]

satisfies the commutation relations (36).

Such first integrals are constructed through (29) by using the corresponding 2-form (37) and the symmetry generators (34)–(39). The corresponding first integrals become:

\[
I_1 = \frac{Y_1X_1 \wedge X_2 \wedge \alpha}{Y_1X_1 \wedge X_3 \wedge \alpha} = \frac{2u_2x + 6u_2u_1^2 + 4u_1}{u_2 + 3u_2u_1^2},
\]

\[
I_2 = \frac{Y_2X_1 \wedge X_2 \wedge \alpha}{Y_2X_2 \wedge X_3 \wedge \alpha} = -\frac{2u_2 + 6u_2u_1^2}{u_2x + 3xu_2u_1^2 + 2u_1}. \tag{40}
\]

Both first integrals are functionally dependent, because the relation \(I_1I_2 + 4 = 0\) holds.

This example shows that, as in the case of second order equations, the first integrals \(I_1\) and \(I_2\) may be functionally dependent. In the next Theorem we prove that under suitable additional hypotheses on the vector fields \(Y_1, \ldots, Y_{n-2}\), we are able to construct a second functionally independent first integral with \(I_k\), for \(k = 1\) or \(k = 2\), integrating by quadrature a closed 1-form. This extends Theorem 4 for SL(2, \(\mathbb{R}\))-invariant ODEs of arbitrary order \(n\).

**Theorem 6.** Let \(A\) be a vector field on \(J^{n-1}(\mathbb{R}, \mathbb{R})\) of the form (28), associated with the \(n\)-th-order ODE (27) which admits the symmetry algebra \(\mathfrak{s}(2, \mathbb{R})\) with generators \(X_1, X_2, X_3\) satisfying the commutation relations (7). If \(\{Y_1, \ldots, Y_{n-2}\}\) is a solvable structure for \(\langle A, X_k \rangle\) for \(k = 1\) or for \(k = 2\), the distributions \(\langle A, X_i, Y_j, Y_1, \ldots, Y_{n-2}\rangle\) have maximal rank for \(i, j = 1, 2, 3\), and \(\{Y_1, \ldots, Y_{n-2}\}\) is a solvable structure for the three dimensional distribution \(\langle A, X_1, X_3\rangle\), then the first integral \(I_k\) given by (29) and the first integral \(I_k\) obtained by integrating by quadrature the closed 1-form

\[
\beta_k = \frac{Y_{n-3} \wedge \ldots \wedge Y_{i} \wedge X_{j} \wedge X_{k} \wedge \alpha}{Y_{n-2} \wedge Y_{n-3} \wedge \ldots \wedge Y_{i} \wedge X_{j} \wedge X_{k} \wedge \alpha} \tag{41}
\]

are functionally independent.

**Proof.** We write the proof for \(k = 1\), the case \(k = 2\) is similar. First note that, since \(X_1\) and \(X_3\) form a solvable algebra of Lie symmetries for \(A\), the vector fields \(X_1, X_3, Y_1, \ldots, Y_{n-2}\) form a solvable structure for \(\langle A \rangle\), and the 1-form \(\beta_1\) is closed due to Theorem 1. In order to prove that \(I_1\) and \(I_1\) are functionally independent, we suppose by contradiction that \(dI_1 \wedge dI_1 = 0\) and consider the interior product of the two-form \(dI_1 \wedge dI_1 = 0\) with the vector fields \(X_1\) and \(Y_{n-2}\). Since \(Y_{n-2} \cdot dI_1 = 1\) and \(X_1 \cdot dI_1 = 0\) we get

\[
Y_{n-2} \cdot X_1 \cdot (dI_1 \wedge dI_1) = X_1(I_1)Y_{n-2}(I_1) - X_1(J_1)Y_{n-2}(J_1) = X_1(I_1) = 0. \tag{42}
\]
By proceeding as in the proof of Theorem 5, from \( X_1(I_1) = 0 \) it follows that 
\[
(Y_{n-1} \ldots Y_1X_1X_3X_\alpha)^2 = 0,
\]
which contradicts the hypothesis that the distribution \( \langle A, X_1, X_3, Y_1, \ldots, Y_{n-2} \rangle \) has maximal rank. \( \square \)

**Example 4.** In this example we apply Theorem 6 in order to find, by quadrature, additional first integrals for the particular case of Equation (33) considered in Example 3.

1. We recall that (38) are two functionally independent first integrals of Equation (33) when \( C(u) = 1 \).
   Therefore, we only need to find one additional first integral, than can be done by using any of the corresponding 1-forms (41) for \( k = 1 \), or for \( k = 2 \). For instance, the 1-form
   \[
   \beta_1 = \frac{X_3 \circ X_1 \circ X_\alpha}{Y \circ X_3 \circ X_1 \circ X_\alpha} = \frac{1}{u_2^2 + 4u_1^4} \left( du - 4u_2u_1du_1 + 2u_1^2du_2 \right)
   \]
   is closed, and hence locally exact. A corresponding primitive arises by direct integration:
   \[
   J_1 = u - \arctan \left( \frac{2u_1^2}{u_2} \right).
   \]
   According to Theorem 5, \( \{ I_1, I_2, I_3 \} \), where \( I_1, I_2 \) are given in (38), is a complete set of first integrals for Equation (33) when \( C(u) = 1 \).

2. In order to complete the integration of the second particular case of Equation (33) considered in Example 3, we need two additional independent first integrals, because the functions (40) are functionally dependent.

With this aim, we use the two 1-forms (41), for \( k = 1 \) and \( k = 2 \). By using the 3-form (37) and the symmetry generators (35) we find that:

\[
\beta_1 = \frac{\exp(u^3)}{(u_2^2 + 3u_1^2u_2^3)^2} \left( (u_2^2 + 12u_1^4u - 9u_3^2)du - 4u_2u_1du_1 + 2u_1^2du_2 \right).
\]

This 1-form is closed, and hence locally exact. A corresponding primitive arises by direct integration:

\[
J_1 = -\frac{2 \exp(u_3)u_2^3}{u_2^2 + 3u_1^2u_2^3} + \phi(u),
\]
where \( \phi(u) \) satisfies

\[
\phi'(u) = \exp(u^3).
\]

Function \( \phi(u) \) can be expressed in terms of the Gamma function as follows: \( \phi(u) = \frac{1}{3} \Gamma \left( \frac{1}{3}, -u^3 \right) \).

According to Theorem 6, the first integral (46) and the first integral \( J_1 \) (or \( I_2 \)) given in (40) are functionally independent.

Similarly, a primitive of the corresponding 1-form (41) for \( k = 2 \)

\[
\beta_2 = \frac{\exp(u^3)}{(xu_2 + 3xu_2u_1^2 + 2u_1^2)^2} \left( -4u_1^3dx + (x^2u_2^2 + 4xu_1u_2 + 4u_1^2 \right.
\]
\[
- (9u_2^2 - 12u)x^2u_1^4)du - 4xu_1(xu_2 + u_1)du_1 + 2x^2u_1^2du_2 \)
\]
becomes

\[
J_2 = -\frac{2 \exp(u_3)xu_2^3}{xu_2 + 2u_1 + 3xu_2u_1^2} + \phi(u),
\]
where \( \phi(u) \) satisfies condition (47), i.e., \( \phi'(u) = \exp(u^3) \).
A rational first integral can be calculated by using \( I_1 \) and \( I_2 \):

\[
I_1 - I_2 = \frac{-4u_1^3 \exp(u^3)}{(xu_2 + 3xu^2u_1^2 + 2u_1)(u_2 + 3u^2u_1^2)}.
\]

Any of the sets \( \{I_i, I_1, I_2\} \) or \( \{I_i, I_1 - I_2, I_1\} \), for \( i = 1, 2 \) are complete sets of first integrals for the differential operator associated to Equation (3) for \( C(u) = 3u - \frac{9}{4}u^4 \), which is now completely integrated.

Next we present an example of a third-order \( SL(2, \mathbb{R}) \)-invariant ODE which only admits an additional Lie point symmetry.

**Example 5.** Let \( A \) be the differential operator associated to the third-order ordinary differential equation

\[
u_3u^2 + \left( u_1^2 - 2uu_2 \right)^{3/2} = 0,
\]

defined in \( N = \{ (x, u, u_1, u_2) \in J^2(\mathbb{R}, \mathbb{R}) : u \neq 0, u_1^2 - 2uu_2 > 0 \} \). The algebra of Lie point symmetries of Equation (50) is four-dimensional and spanned by

\[
v_1 = \partial_x, \quad v_2 = x^2\partial_x + 2xu\partial_u, \quad v_3 = x\partial_x + u\partial_u, \quad v_4 = u\partial_u.
\]

The symmetry generators \( v_1, v_2 \) and \( v_3 \) correspond to the fourth realization of \( sl(2, \mathbb{R}) \) in Reference [30] (Table 6) and hence span a symmetry subalgebra isomorphic to \( sl(2, \mathbb{R}) \). The corresponding prolongations \( X_i = v_i^{(2)} \), \( i = 1, 2, 3 \)

\[
X_1 = \partial_x, \quad X_2 = x^2\partial_x + 2xu\partial_u + 2u\partial_{u_1} - (2xu_2 - 2u_1)\partial_{u_2}, \quad X_3 = x\partial_x + u\partial_u - u_2\partial_{u_2}
\]

satisfy the commutation relations (7). The Lie point symmetry \( v_4 \) commutes with \( v_1, v_2 \) and \( v_3 \), which implies that \( Y = v_4^{(2)} \) forms a solvable structure with respect to \( (A, X_1) \) and also with respect to \( (A, X_2) \). Let \( U \) be the open set \( U \subset N \) where the integrable distributions \( \langle A, X_1 \rangle, \langle A, X_2 \rangle \) and \( \langle A, X_1 \rangle \) are of maximal rank. By Theorem 5, the Lie point symmetry \( v_4 \) can be exploited to find two non-constant first integrals of Equation (50) without any kind of integration. Such first integrals become:

\[
I_1 = \frac{Y_{3}X_{1} - X_{2}X_{3}}{Y_{3}X_{1} - X_{2}X_{3}} = \frac{2 \left( (xu_1 - u) \sqrt{u_1^2 - 2uu_2 + uu_1 - u_2u_2} \right)}{u_1 \sqrt{u_1^2 - 2uu_2 - uu_2}},
\]

\[
I_2 = \frac{Y_{3}X_{1} - X_{2}X_{3}}{Y_{3}X_{1} - X_{2}X_{3}} = \frac{2 \left( (xu_1 - u) \sqrt{u_1^2 - 2uu_2 + uu_1 - u_2u_2} \right)}{(2xu - x^2u_1) \sqrt{u_1^2 - 2uu_2 + uu_2 + 2u^2 + x^2u_2u - 2u_1u_2}}.
\]

It can be checked that the Jacobian determinant

\[
\frac{\partial(I_1, I_2)}{\partial(u_1, u_2)} = \frac{-16u^4 \left( (xu_1 - u) \sqrt{u_1^2 - 2uu_2 + uu_1 - u_2u_2} \right) \left( (x^2 - 2xu) \sqrt{u_1^2 - 2uu_2 + uu_2 - x^2u_2u + 2u_1u_2} \right)}{\left( u_1 \sqrt{u_1^2 - 2uu_2 - uu_2} \right)^2 \left( u_1 \sqrt{u_1^2 - 2uu_2 - uu_2} \right)^2}^{2}
\]

does not vanish for \( (x, u, u_1, u_2) \in U \) and hence the first integrals (53) are functionally independent in \( U \).

In order to find a third functionally independent first integral by using Theorem 6 we consider the corresponding 1-form \( \beta_3 \) defined in (41).
peculiar situation. Extending the study performed for be of great interest to study the functional independence of the first integrals obtained in Theorem 5, of transformations.
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\[ \{ I_1, I_2, J_1 \}, \text{where } I_1, I_2, J_2 \text{ are given in (53) and (54), is a complete set of functionally independent first integrals that completes the integration of Equation (50).} \]

5. Conclusions and Further Extensions

New methods to construct first integrals of differential operators associated to \( \text{SL}(2, \mathbb{R}) \)-invariant ODEs have been introduced. Some of these first integrals can be computed through the symmetry generators without any kind of integration. It is possible to prove that they are never constant, although in some cases may be functionally dependent. In this last situation, it is possible to find an independent first integral by quadrature alone. The theoretical results show that the vector fields that can be used to integrate the equation by quadrature are not limited to symmetries or solvable structures.

To the best of our knowledge, it is the first time that these techniques are applied to provide first integrals for \( \text{SL}(2, \mathbb{R}) \)-invariant ODEs without integration. In the case of second-order ODEs, only the symmetry generators of \( \mathfrak{s}(2, \mathbb{R}) \) are used in the procedures. Our results apply in particular for the class of second-order equations that are linearizable by a point transformation, which admit the maximal symmetry algebra \( \mathfrak{s}(3, \mathbb{R}) \). Second-order ODEs admitting two commuting and noncommuting unconnected point symmetries were investigated with a view to linearization in References [26,27], and several equivalent characterizations of linearization for second-order ODEs are well known in the literature [25]. For all these equations we have shown how to construct directly two independent first integrals, given just in terms of appropriate symmetry generators of \( \mathfrak{s}(2, \mathbb{R}) \), without any integration at all.

The \( \text{SL}(2, \mathbb{R}) \)-invariant second-order ODEs that do not pass Lie’s test of linearization cannot admit additional symmetries, apart from the symmetry generators of \( \mathfrak{s}(2, \mathbb{R}) \). They are in the class of second-order ODEs with only three symmetries that have been considered in Reference [28] with a view to linearization by not point transformation, relationships with the complete symmetry group [32,34], and the Painlevé property [35–37]. Our investigation reveals that for this class of equations the first integrals obtained without integration in Theorem 3 generally are functionally independent. In fact there are only two possible equations which fail (considered as the representatives of the corresponding equivalence classes). We do not know if such equations have special features which explain this peculiar situation.

The potential application of our results to investigate the linearization under non-point transformations needs to be investigated further. The relationships with linear equations of higher and lower order found in Reference [28] suggest to investigate the role of different types of symmetries in the construction of the solvable structures used in Theorem 5. This includes nonlocal symmetries, hidden symmetries of types I and II [38], contact symmetries and generalized symmetries. By other hand, the presence of fundamental sets of solutions of second-order linear equations that have been recently found in the first integrals and in the general parametric solutions of \( \text{SL}(2, \mathbb{R}) \)-invariant ODEs [13–15] may help to establish other connections with linear equations by means of new types of transformations.

Finally, we would like to note that several further questions remain open. Between them, it would be of great interest to study the functional independence of the first integrals obtained in Theorem 5, extending the study performed for \( n = 2 \) in Section 3.1 to equations of arbitrary order \( n > 2 \). In this

\[
\beta_1 = \frac{uu_2^2du + \left( u_1^2 - 2uu_2 \right)^{3/2} - uu_1u_2}{(2uu_2 - u_1^2) \left( uu_2 - uu_1 \sqrt{u_1^2 - 2uu_2} \right)},
\]

which is closed and then locally exact. A corresponding function \( J_1 \) such that \( dJ_1 = \beta_1 \) is locally given by:

\[
J_1 = \sqrt{2} \arctanh \left( \frac{\sqrt{2} \left( u_1 + \sqrt{u_1^2 - 2uu_2} \right)}{2u_1} \right) + \ln \left( \sqrt{u_1^2 - 2uu_2} \right). \tag{54}
\]

According to Theorem 6, \( \{ I_1, I_2, J_1 \} \), where \( I_1, I_2, J_2 \) are given in (53) and (54), is a complete set of functionally independent first integrals that completes the integration of Equation (50).
regard, the results obtained in Example 3 seem to indicate that the representation of the symmetry algebra is not as relevant as the structure of possible additional symmetries admitted by the equation. A detailed analysis of each of the four canonical third-order equations associated to the nonequivalent realizations of $\mathfrak{sl}(2, \mathbb{R})$ in the real plane [13,14] could be a good starting point for this research.

**Author Contributions:** Conceptualization, P.M.; methodology, P.M., C.M., A.R.; software, C.M., A.R.; validation, P.M., C.M., A.R.; formal analysis, P.M., C.M., A.R.; investigation, P.M., C.M., A.R.; writing—original draft preparation, P.M., C.M., A.R.; writing—review and editing, P.M., C.M., A.R. All authors have read and agreed to the published version of the manuscript.

**Funding:** This research received no external funding.

**Acknowledgments:** C.M. and A.R. acknowledge the financial support from Junta de Andalucía to the research group FQM-377 and from FEDER/Ministerio de Ciencia, Innovación y Universidades-Agencia Estatal de Investigación/Proyecto PGC2018-101514-B-100. We thank the anonymous referees for constructive suggestions which undoubtedly have enhanced the presentation of the paper.

**Conflicts of Interest:** The authors declare no conflict of interest.

**References**

1. Clarkson, P.A.; Olver, P.J. Symmetry and the Chazy equation. *J. Diff. Eqns.* **1996**, *214*, 225–246.
2. Govinder, K.S. On the equivalence of non-equivalent algebraic realizations. *J. Phys. A Math. Theor.* **2007**, *40*, 8386.
3. Męga, T.C.; Govinder, K.S. On the linearization of some second-order ODEs via contact transformations. *J. Phys. A Math. Theor.* **2010**, *44*, 015203.
4. Ibragimov, N.H.; Nucci, M.C. Integration of third order ordinary differential equations by Lie’s method: Equations admitting three-dimensional Lie algebras. *Lie Groups Appl.* **1994**, *1*, 49–64.
5. Muriel, C.; Romero, J.L. $C^\infty$-symmetries and non-solvable symmetry algebras. *IMA J. Appl. Math.* **2001**, *66*, 477–498.
6. Barco, M.A.; Prince, G.E. Solvable symmetry structures in differential form applications. *Acta Appl. Math.* **2001**, *66*, 89–121.
7. Barco, M.A.; Prince, G.E. New symmetry solution techniques for first-order non-linear PDEs. *Appl. Math. Comput.* **2001**, *124*, 169–196.
8. Basarab-Horwath, P. Integrability by quadratures for systems of involutive vector fields. *Ukrain. Math. J.* **1991**, *43*, 1236–1242.
9. Catalano Ferraioli, D.; Morando, P. Local and nonlocal soluble structures in the reduction of ODEs. *J. Phys. A Math Theor.* **2009**, *42*, 1–15.
10. Catalano Ferraioli, D.; Morando, P. Integration of some examples of geodesic flows via solvable structures. *J. Nonlinear Math. Phys.* **2014**, *21*, 521–532.
11. Hartl, T.; Athorne, C. Solvable structures and hidden symmetries. *J. Phys. A Math Gen.* **1994**, *27*, 3463–3471.
12. Sherring, J.; Prince, G.E. Geometric aspects of reduction of order. *Trans. Am. Math. Soc.* **1992**, *334*, 433–453.
13. Ruiz, A.; Muriel, C. Solvable structures associated to the nonsolvable symmetry algebra $\mathfrak{sl}(2, \mathbb{R})$. *SIGMA* **2016**, *12*, 77.
14. Ruiz, A.; Muriel, C. First integrals and parametric solutions of third-order ODEs admitting $\mathfrak{sl}(2, \mathbb{R})$. *J. Phys. A Math. Theor.* **2017**, *50*, 205401–205222.
15. Morando, P.; Muriel, C.; Ruiz, A. Generalized soluble structures and first integrals for ODEs admitting an $\mathfrak{sl}(2, \mathbb{R})$ symmetry algebra. *J. Nonlinear Math. Phys.* **2018**, *25*, 188–201.
16. Stephani, H. *Differential Equations. Their Solution Using Symmetries*; Cambridge University Press: Cambridge, UK, 1989.
17. Sardanashvily, G. *Advanced Differential Geometry for Theoreticians*; Lap Lambert Academic Publishing: Saarbrucken, Germany, 2013.
18. Spivak, M. *A Comprehensive Introduction to Differential Geometry*; Publish or Perish, INC: Houston, TX, USA, 1999; Volume 1.
19. Olver, P.J. *Applications of Lie Groups to Differential Equations Graduate Texts in Mathematics*; Springer: Berlin, Germany; New York, NY, USA, 2000.
20. Nucci, M.C.; Leach, P.G.L. Jacobi’s last multiplier and the complete symmetry group of the Euler-Poinsot system. *J. Nonlinear Math. Phys.* 2002, 9, 110–121.

21. Nucci, M.C.; Leach, P.G.L. Jacobi’s last multiplier and the complete symmetry group of the Ermakov-Pinney equation. *J. Nonlinear Math. Phys.* 2005, 12, 305–320.

22. Nucci, M.C. Jacobi last multiplier and Lie symmetries: A novel application of an old relationship. *J. Nonlinear Math. Phys.* 2005, 12, 284–304.

23. Mahomed, F.M.; Leach, P.G.L. Lie algebras associated with scalar second-order ordinary differential equations. *J. Math. Phys.* 1989, 30, 2770–2777.

24. Lie, S. *Vorlesungen über Differentialgleichungen mit Bekannten Infinitesimalen Transformationen*; Teubner: Leipzig, Germany, 1912.

25. Mahomed, F.M. Symmetry group classification of ordinary differential equations: Survey of some results. *Math. Methods Appl. Sci.* 2007, 30, 1995–2012.

26. Mahomed, F.M.; Leach, P.G.L. The Lie algebra *sl*(3, R) and linearization. *Quaestiones Math.* 1989, 12, 121–139.

27. Sarlet, W.; Mahomed, F.M.; Leach, P.G.L. Symmetries of nonlinear differential equations and linearisation. *J. Phys. A Math. Gen.* 1987, 20, 277–292.

28. Leach, P.G.L. Equivalence classes of second-order ordinary differential equations with only a three-dimensional Lie algebra of point symmetries and linearisation. *J. Math. Anal. Appl.* 2003, 284, 31–48.

29. Winternitz, P. Subalgebras of Lie algebras. Example of *sl*(3, R). In *Symmetry in Physics, in Memory of Robert T. Sharp*, CRM Proceedings and Lectures Notes; American Mathematical Society: Providence, RI, USA, 2004; Volume 34, pp. 215–227.

30. Popovych, R.O.; Boyko, V.M.; Nesterenko, M.O.; Lutfullin, M.W. Realizations of real lower-dimensional Lie algebras. *J. Phys. A Math. Gen.* 2003, 36, 7337–7360.

31. González-López, A.; Kamran, N.; Olver, P.J. Lie algebras of vector fields in the real plane. *Proc. London Math. Soc.* 1992, 64, 339–368.

32. Andriopoulos, K.; Leach, P.G.L.; Flessas, G.P. Complete symmetry groups of ordinary differential equations and their integrals: Some basic considerations. *J. Math. Anal. Appl.* 2001, 262, 256–273.

33. Warner, F.W. *Foundations of Differentiable Manifolds and Lie Groups*; Spring: New York, NY, USA, 1983.

34. Krause, J. On the complete symmetry group of the classical Kepler system. *J. Math. Phys.* 1994, 35, 5734–5748.

35. Leach, P.G.L.; Cotsakis, S.; Flessas, G.P. Symmetry, singularity and integrability in complex dynamics: I. The reduction problem. *J. Nonlinear Math. Phys.* 2000, 7, 445–479.

36. Leach, P.G.L.; Andriopoulos, K.; Nucci, M.C. The Ermanno-Bernoulli constants and representations of the complete symmetry group of the Kepler problem. *J. Math. Phys.* 2003, 44, 4090–4106.

37. Leach, P.G.L.; Naicker, V. Symmetry, singularity and integrability: The final question?. *Trans. Roy. Soc. S. Afr.* 2003, 58, 1–10.

38. Abraham-Shrauner, B.; Leach, P.G.L.; Govinder, K.S.; Ratcliff, G. Hidden and contact symmetries of ordinary differential equations. *J. Phys. A Math. Gen.* 1995, 28, 6707–6716.

**Publisher’s Note:** MDPI stays neutral with regard to jurisdictional claims in published maps and institutional affiliations.