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On well-posedness for some thermo-piezo-electric coupling models

A. J. Mulholland\textsuperscript{a*}, R. Picard\textsuperscript{b}, S. Trostorff\textsuperscript{b} and M. Waurick\textsuperscript{b}

There is an increasing reliance on mathematical modelling to assist in the design of piezoelectric ultrasonic transducers since this provides a cost-effective and quick way to arrive at a first prototype. Given a desired operating envelope for the sensor the inverse problem of obtaining the associated design parameters within the model can be considered. It is therefore of practical interest to examine the well-posedness of such models. There is a need to extend the use of such sensors into high temperature environments and so this paper shows, for a broad class of models, the well-posedness of the magneto-electro-thermo-elastic problem. Due to its widespread use in the literature, we also show the well-posedness of the quasi-electrostatic case.
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1. Introduction.

Piezoelectric structures can receive electrical energy and use this to alter their mechanical and thermal properties (and vice versa) and hence they are ideally placed for use in smart materials that can be automatically adjusted to assist in the vibration and thermal stress control of structures [32], as actuators [38], or as energy harvesters [42]. To assist in the design of such technology there is an increasing reliance on mathematical models as a cost-effective and fast way to arrive at a first prototype [43]. The primary use of these piezoelectric materials is in ultrasonic transducers. In transmission mode an electrical signal is sent in to the device and the resulting mechanical vibration causes an ultrasound wave to be transmitted through the material of interest. Having traversed this material this mechanical wave is then received by the transducer and converted back to an electrical signal for processing. Typical applications of this technology can be found in medical imaging and non-destructive testing of safety critical structures [35, 36, 37]. The well-posedness of these models is therefore of practical interest if these models are to be used in considering inverse problems centred on optimising the material parameters and other design parameters to meet some pre-specified operational quality of the device [2, 25, 26, 27, 29, 28, 41, 40, 39]. The well-posedness of the forward problem in piezoelectric material modelling is also essential if one wants to consider the inverse problem of obtaining the piezoelectric material tensors from experimental measurements [15, 19]. A modelling assumption that is often employed in order to reduce the size of the model is the so-called quasi-electrostatic approach [10, 11, 13, 20]. Since the electrical waves travel at a far faster speed than the mechanical waves within a piezoelectric material then this separation in time scales is used to focus attention on the timescale of the mechanical waves by assuming that the electrical...
activity is instantaneous (so the electrical potential is spatially uniform). As well as simplifying the analysis this approach can also help to reduce the computational time in numerical simulations of electromechanical waves propagating in a piezoelectric material [14]. Given the widespread use of this approximation the question of the well-posedness of the quasi-electrostatic model of a piezoelectric material has been studied [16, 17, 18]. It is also possible to incorporate dissipative loss terms in the formulation and consider the existence and regularity of the model solution [22] and thermal effects [24]. A useful summary of the literature that has examined this well-posedness for a range of boundary conditions is provided by Akamatsu and Nakamura [1]. They prove that in a bounded domain with a Lipschitz boundary the initial-boundary value problem is well-posed. The initial conditions pertain to the mechanical displacement and its time derivative, and boundary conditions are stated in terms of the mechanical displacement, the mechanical stress, the electric potential and the electric displacement; this is a typical scenario for a piezoelectric transducer operating in reception mode. When a piezoelectric device is being tested it is normally immersed in a water bath and its transmission performance assessed by using a receiving hydrophone at some distance from the piezoelectric device. The existence and uniqueness of solutions to this fluid-solid interaction problem have very recently been settled using a potential method and the theory of pseudodifferential equations [9]. The situation where the piezoelectric material is in contact with a surface and undergoing anti-plane motion has also been investigated [4, 23]. In this situation the uniqueness and existence of a weak solution is proved. The continuous dependence of the solution on the data has also been shown [5] and this has been used to develop a numerical solution of the problem. This piezoelectric problem was recently extended to consider the existence and uniqueness when coupled with the thermal effects [6]. Such models are needed to assist in the design of smart ceramic materials that can adjust their mechanical properties as the temperature of their environment fluctuates; in the non-destructive testing application, for example, there is an increasing demand for ultrasonic transducers that can withstand high temperatures. The above work is based on the quasi-electrostatic approximation and the well-posedness of the non-stationary piezoelectric system, wherein the Maxwell equations are involved, has also been considered [3]; one simplification that is often used however is to study the time harmonic case [21]. The emergence of smart materials has very recently led researchers to extend the model to include magnetic and thermal effects and the well-posedness of the magneto-electro-thermo-elastic problem has been very recently considered [7, 30, 34]. By non-dimensionalising the problem and identifying a small parameter this dynamic model was systematically reduced to the quasi-electrostatic case. Note that they assumed that all the coefficients were bounded and satisfied some conditions warranting positive definiteness. This then permitted the use of semi-group theory to settle the well-posedness issue. The resulting electrical and magnetic potentials enabled consideration of the energy transfer in the material and this therefore has applications in the design of energy harvesting materials. In this paper we will consider a similar model but our methodology will apply to a broader class of problems (for example the operators here could be non-local of convolution type) and will not be restricted to the multiplication operators as in this previous work. The coefficients could be fully anisotropic, inhomogeneous and even could – for example – be non-local. In some cases material behaviour may be better described by an averaging influence of the neighborhood. To be concrete, operator coefficients could show a behaviour like

\[ u \mapsto Ku \]

with

\[ (Ku)(x) := \int_{w} k(x - y) u(y) \, dy, \]

where \( k \) is a kernel function, e.g. generated by the Gaussian distribution, and \( x + [w], w \subseteq \mathbb{R}^3 \), a window of influence impacting on the behaviour at point \( x \). The considerations are limited in so far as only linear material behaviour is considered. Thus, for example, the non-linear effects of the temperature, which are known to limit the piezo-electric effect, see the plate case e.g. [8], [33] and the references cited therein, are clearly beyond the scope of this ground-laying study of the general linear case.

2. The System Equations of Thermo-Piezo-Electro-Magnetism.

Let \( \Omega \subseteq \mathbb{R}^3 \). The system of Thermo-Piezo-Electro-Magnetism is a coupled system consisting of the equation of elasticity, Maxwell’s equations and the equation of heat conduction. Throughout, we denote by \( \partial_t \) the derivative with respect to time.
The equation of elasticity is given by

$$\partial_t^2 \partial_t u - \text{Div} \, T = F_0,$$

(2.1)

where \( u : \mathbb{R} \times \Omega \to \mathbb{R}^3 \) describes the displacement of the elastic body \( \Omega \), \( T : \mathbb{R} \times \Omega \to \text{sym} \left[ \mathbb{R}^{3 \times 3} \right] \) denotes the stress tensor, which is assumed to attain values in the space of symmetric matrices. The function \( \rho_* : \Omega \to \mathbb{R} \) stands for the density of \( \Omega \) and \( F_0 : \mathbb{R} \times \Omega \to \mathbb{R}^3 \) is an external force term. Maxwell’s equation are given by

$$\partial_t B + \text{curl} \, E = F_3,$$

$$\partial_t D - \text{curl} \, H = F_2 - \sigma E.$$  

(2.2)

Here, \( B, D, E, H : \mathbb{R} \times \Omega \to \mathbb{R}^3 \) denote the magnetic flux density, the electric displacement, the electric field and the magnetic field, respectively. The functions \( F_2, F_3 : \mathbb{R} \times \Omega \to \mathbb{R}^3 \) are given source terms and \( \sigma : \Omega \to \mathbb{R} \) denotes the resistance. Finally, the equation of heat conduction is given by

$$\partial_t \Theta_0 \eta + \text{div} \, q = F_4,$$

(2.3)

where \( \eta : \mathbb{R} \times \Omega \to \mathbb{R} \) denotes the entropy density, \( q : \mathbb{R} \times \Omega \to \mathbb{R}^3 \) is the heat flux, \( F_4 : \mathbb{R} \times \Omega \to \mathbb{R} \) is an external heat source and \( \Theta_0 : \Omega \to \mathbb{R} \) is the reference temperature. Of course, all these equations need to be completed by suitable material laws, where also the coupling will occur. As it will turn out, the system can be written in the following abstract form

$$\partial_t M_0 + M_1 + \begin{pmatrix} 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & \end{pmatrix} \begin{pmatrix} 0 \\ -\text{Div} \\ -\text{Grad} \\ 0 \\ 0 \\ 0 \\ \end{pmatrix} \begin{pmatrix} 0 \\ 0 \\ 0 \\ 0 \\ 0 \\ 0 \\ \end{pmatrix} = F,$$

(2.4)

for suitable bounded operators \( M_0, M_1 \) on the Hilbert space \( H := L^2(\Omega)^3 \oplus \text{sym} \left[ L^2(\Omega)^3 \times 3 \right] \oplus L^2(\Omega)^3 \oplus L^2(\Omega)^3 \oplus L^2(\Omega) \oplus L^2(\Omega)^3 \). Here, \( v := \partial_t u \) and \( \theta : \mathbb{R} \times \Omega \to \mathbb{R} \) denotes the temperature. Of course, we also need to impose boundary conditions.

To make this precise, we need to define the spatial differential operators.

**Definition 2.1.** We denote by \( \dot{C}_0(\Omega) \) the space of arbitrarily differentiable functions with compact support in \( \Omega \). Then we define the operator \( \text{grad} \) as the closure of

$$\dot{C}_0(\Omega) \subseteq L^2(\Omega) \to L^2(\Omega)^3,$$

$$\phi \mapsto (\partial_1 \phi, \partial_2 \phi, \partial_3 \phi)$$

as well as \( \text{div} \) as the closure of

$$\dot{C}_0(\Omega)^3 \subseteq L^2(\Omega)^3 \to L^2(\Omega),$$

$$(\phi_1, \phi_2, \phi_3) \mapsto \sum_{i=1}^3 \partial_i \phi_i.$$  

Integration by parts shows \( \text{div} \subseteq -(\text{grad})^* \) and we set \( \text{div} := - (\text{grad})^* \) and \( \text{grad} := - (\text{div})^* \). Similarly, we define the operator \( \text{curl} \) as the closure of

$$\dot{C}_0(\Omega)^3 \subseteq L^2(\Omega)^3 \to L^2(\Omega)^3,$$

$$(\phi_1, \phi_2, \phi_3) \mapsto \begin{pmatrix} 0 & -\partial_3 & \partial_2 \\ \partial_3 & 0 & -\partial_1 \\ \partial_1 & \partial_2 & 0 \\ \end{pmatrix} \begin{pmatrix} \phi_1 \\ \phi_2 \\ \phi_3 \\ \end{pmatrix}.$$
and \( \text{curl} := (\text{curl})^\ast \supseteq \text{curl} \). Finally, we define \( \text{Grad} \) and \( \text{Div} \) as the closure of

\[
C_\infty(\Omega)^3 \subseteq L^2(\Omega)^3 \rightarrow \text{sym} \left[L^2(\Omega)^{3 \times 3}\right]
\]

\[
(\phi_1, \phi_2, \phi_3) \mapsto \frac{1}{2} \left( \partial_j \phi_i + \partial_i \phi_j \right)_{i,j \in \{1,2,3\}}
\]

and of

\[
\text{sym} \left[C_\infty(\Omega)^{3 \times 3}\right] \subseteq \text{sym} \left[L^2(\Omega)^{3 \times 3}\right] \rightarrow L^2(\Omega)^3
\]

\[
(\phi_{ij})_{i,j \in \{1,2,3\}} \mapsto \left( \sum_{j=1}^3 \partial_j \phi_{ij} \right)_{i \in \{1,2,3\}},
\]

respectively and set \( \text{Grad} := -\left(\text{Div}\right)^\ast \) as well as \( \text{Div} := -\left(\text{Grad}\right)^\ast \). Elements in the domain of the operators marked by a circle satisfy an abstract homogeneous boundary condition, which, in the case of a smooth boundary \( \partial \Omega \), can be written as

\[
u = 0 \text{ on } \partial \Omega
\]

for \( u \in D(\text{grad}) \) or \( u \in D(\text{Grad}) \),

\[
u \cdot n = 0 \text{ on } \partial \Omega
\]

for \( u \in D(\text{div}) \) or \( u \in D(\text{Div}) \), where \( n \) denotes the exterior unit normal vector field on \( \partial \Omega \) and

\[
u \times n = 0 \text{ on } \partial \Omega,
\]

for \( u \in D(\text{curl}) \).

We will assume that \( v = 0, E \times n = 0 \) and \( q \cdot n = 0 \) on the boundary and hence, the block operator in (2.4) will be replaced by

\[
\begin{pmatrix}
0 & -\text{Div} & 0 & 0 & 0 & 0 \\
-\text{Grad} & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & -\text{curl} & 0 & 0 \\
0 & 0 & \text{curl} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & \text{div} \\
0 & 0 & 0 & 0 & \text{grad} & 0
\end{pmatrix}
\]

which is now a skew-selfadjoint operator on \( H \).

To recall the solution theory (as described in the last chapter of [31]) for our simple situation the needed requirement is that \( M_0 \) is selfadjoint and that

\[
u M_0 + \Re M_1 \geq c_0 > 0 \text{ for all sufficiently large } \nu \in [0, \infty[.
\]

(2.5)

Equation (2.5) is for example satisfied if \( M_0 \) is strictly positive definite on its range and \( \Re M_1 \) strictly positive definite on the null space of \( M_0 \).

**Remark.** Whenever we are not interested in the actual constant \( c_0 \in [0, \infty[ \) we shall write for the strict positive definiteness constraint

\[
\Re T \geq c_0
\]

simply

\[
\Re T \gg 0.
\]
So, the general requirement for the problem class under consideration would be as

\[ M_0 \text{ selfadjoint, } \nu M_0 + M_1 \geq 0 \quad (2.6) \]

for all sufficiently large \( \nu \in [0, \infty[ \).

3. The System Equations of Thermo-Piezo-Electricity.

In this section we discuss material relations suggested in [24] and derive the structure of the corresponding operators \( M_0 \) and \( M_1 \). Furthermore, we give sufficient conditions on the parameters involved to warrant the solvability condition (2.6). The material relations described in [24] are initially given in the form (where we write \( C^-1 \) for operators \( \kappa \)).

\[
\begin{align*}
T &= C \varepsilon - e E - \lambda \theta, \\
D &= e^* \varepsilon + e E + p \theta, \\
B &= \mu H, \\
\eta &= \lambda^* E + p^* E + \alpha \Theta_0^{-1} \theta.
\end{align*}
\]

Here \( C \in L \left( \text{sym} \left[ L^2(\Omega)^{3 \times 3} \right] \right) \) is the elasticity tensor, \( e, \mu \in L \left( L^2(\Omega)^3 \right) \) are the permittivity and permeability, respectively, \( \alpha := \varepsilon, c \in L(\Omega) \) is the product of the mass density \( \rho \in L^\infty(\Omega) \) and the specific heat capacity \( c \in L(\Omega) \) and \( \Theta_0 : \Omega \to \mathbb{R} \) is the reference temperature which satisfies \( \Theta_0, \Theta_0^{-1} \in L^\infty(\Omega) \). The operators \( e \in L \left( L^2(\Omega)^3; \text{sym} \left[ L^2(\Omega)^{3 \times 3} \right] \right), \lambda \in L \left( L^2(\Omega); \text{sym} \left[ L^2(\Omega)^{3 \times 3} \right] \right), p \in L(\Omega) \) are coupling parameters. As a minor adjustment we make the relative temperature \( \Theta_0^{-1} \theta \) our new unknown temperature function yielding

\[
\begin{align*}
T &= C \varepsilon - e E - (\lambda \Theta_0) \Theta_0^{-1} \theta, \\
D &= e^* \varepsilon + e E + (p\Theta_0) \Theta_0^{-1} \theta, \\
B &= \mu H, \\
\Theta_0 \eta &= (\Theta_0 \lambda^*) \varepsilon + (\Theta_0 p^*) E + \gamma_0 \Theta_0^{-1} \theta,
\end{align*}
\]

where we have introduced the abbreviation

\[ \gamma_0 := \Theta_0 \alpha. \]

We assume that heat conduction is governed by the Maxwell-Cattaneo-Vernotte modification

\[ \partial_0 \kappa_1 q + \kappa_0^{-1} q + \text{grad} \theta = 0, \]

for operators \( \kappa_0, \kappa_1 \in L(L^2(\Omega)^3) \). To adapt the material relations to our framework we solve for \( \varepsilon \) and obtain

\[
\begin{align*}
\varepsilon &= C^{-1} T + C^{-1} e E + C^{-1} (\lambda \Theta_0) \Theta_0^{-1} \theta, \\
D &= e^* C^{-1} T + (e + e^* C^{-1}) E + (p\Theta_0 + e^* C^{-1} \lambda \Theta_0) \Theta_0^{-1} \theta, \\
B &= \mu H, \\
\Theta_0 \eta &= \Theta_0 \lambda^* C^{-1} T + (\Theta_0 p^* + \Theta_0 \lambda^* C^{-1}) E + (\gamma_0 + \Theta_0 \lambda^* C^{-1} \lambda \Theta_0) \Theta_0^{-1} \theta.
\end{align*}
\]

\(^1\)Throughout, we identify \( L^\infty \)-functions with their induced multiplication operators.
Thus, we arrive at an equation of the form (2.4) with

\[
M_0 := \begin{pmatrix}
   g_* & 0 & 0 & 0 & 0 & 0 \\
   0 & C^{-1} & C^{-1}e & 0 & C^{-1}\lambda \Theta_0 & 0 \\
   0 & e^*C^{-1} & (\varepsilon + e^*C^{-1}e) & 0 & (p\Theta_0 + e^*C^{-1}\lambda \Theta_0) & 0 \\
   0 & 0 & 0 & \mu & 0 & 0 \\
   0 & \Theta_0\lambda^*C^{-1} & (\Theta_0p^* + \Theta_0\lambda^*C^{-1}e) & 0 & (\gamma_0 + \Theta_0\lambda^*C^{-1}\lambda \Theta_0) & 0 \\
   0 & 0 & 0 & 0 & 0 & \kappa_1
\end{pmatrix}
\]

and

\[
M_1 := \begin{pmatrix}
   0 & 0 & 0 & 0 & 0 & 0 \\
   0 & 0 & 0 & 0 & 0 & 0 \\
   0 & 0 & \sigma & 0 & 0 & 0 \\
   0 & 0 & 0 & 0 & 0 & 0 \\
   0 & 0 & 0 & 0 & 0 & \kappa_0^{-1}
\end{pmatrix}
\]

We need to verify the solvability condition (2.6) for these operators $M_0$ and $M_1$.

**Theorem 3.1.** Assume that $g_*, \varepsilon, \mu, C, \gamma_0$ are selfadjoint and non-negative. Furthermore, we assume \( g_*, \mu, C, \gamma_0 > 0 \) as well as \( \nu \left( \varepsilon - \Theta_0p_0^{-1}p^*\Theta_0 \right) + \sigma, \nu k_1 + \kappa_0^{-1} \gg 0 \) for sufficiently large \( \nu > 0 \). Then, $M_0$ and $M_1$ satisfy the condition (2.6) and hence, the corresponding problem of thermo-piezoelectricity is well-posed.

**Proof.** Obviously, $M_0$ is selfadjoint. Moreover, since $g_*, \mu, \nu k_1 + \kappa_0^{-1} \gg 0$ for sufficiently large \( \nu \), the only thing, which is left to show is, that

\[
\nu \left( \begin{pmatrix}
   C^{-1} & C^{-1}e & C^{-1}\lambda \Theta_0 \\
   e^*C^{-1} & (\varepsilon + e^*C^{-1}e) & (p\Theta_0 + e^*C^{-1}\lambda \Theta_0) \\
   \Theta_0\lambda^*C^{-1} & (\Theta_0p^* + \Theta_0\lambda^*C^{-1}e) & (\gamma_0 + \Theta_0\lambda^*C^{-1}\lambda \Theta_0)
\end{pmatrix} + \begin{pmatrix}
   0 & 0 & 0 \\
   0 & \sigma & 0 \\
   0 & 0 & 0
\end{pmatrix} \right) \gg 0
\]

for sufficiently large \( \nu \). By symmetric Gauss steps as a congruence transformations we get that the above operator is congruent to

\[
\nu \left( \begin{pmatrix}
   C^{-1} & 0 & 0 \\
   0 & \varepsilon & p\Theta_0 \\
   0 & \Theta_0p^* & \gamma_0
\end{pmatrix} + \begin{pmatrix}
   0 & 0 & 0 \\
   0 & \sigma & 0 \\
   0 & 0 & 0
\end{pmatrix} \right),
\]

which itself is congruent by another symmetric Gauss step to

\[
\nu \left( \begin{pmatrix}
   C^{-1} & 0 & 0 \\
   0 & \varepsilon - \Theta_0p_0^{-1}p^*\Theta_0 & 0 \\
   0 & 0 & \gamma_0
\end{pmatrix} + \begin{pmatrix}
   0 & 0 & 0 \\
   0 & \sigma & 0 \\
   0 & 0 & 0
\end{pmatrix} \right).
\]

The latter operator is then strictly positive definite by assumption and so the assertion follows.

**Remark.**

1. Note that due to the generality of the assumptions there limit cases such as \( \varepsilon = \Theta_0p_0^{-1}p^*\Theta_0 \) and \( \sigma \gg 0 \) (eddy current case) are covered by the theorem.
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John Wiley & Sons
2. To provide a hint towards further generalizations of the specific model we incorporate for example piezo-magnetic effects by adding in a corresponding coupling term. That is, we replace $M_0$ by the operator

$$
\begin{pmatrix}
\varphi^* + \beta \mu \beta^* & 0 & 0 & -\beta \mu & 0 & 0 \\
0 & C^{-1} & C^{-1} & 0 & C^{-1} \lambda \Theta_0 & 0 \\
0 & e^* C^{-1} & (\varepsilon + e^* C^{-1}) & 0 & (p \Theta_0 + e^* C^{-1} \lambda \Theta_0) & 0 \\
-\mu \beta^* & 0 & 0 & \mu & 0 & 0 \\
0 & \Theta_0 \lambda^* C^{-1} & (\Theta_0 p^* + \Theta_0 \lambda^* C^{-1}) & 0 & (\gamma_0 + \Theta_0 \lambda^* C^{-1} \lambda \Theta_0) & 0 \\
0 & 0 & 0 & 0 & 0 & \kappa_1
\end{pmatrix},
$$

where $\beta \in L(L^2(\Omega)^3)$ is a further parameter, which now couples the displacement field $u$ with the magnetic field $H$. Note that to match up with the piezo-magnetic model discussed in [12] we have to introduce a new composite magnetic field

$$\vec{H} := \beta^* v + H$$

in place of $H$ as one of the basic unknowns. The well-posedness conditions remain unchanged.

4. A “Simplification”.

The above situation is commonly “simplified” by replacing the full Maxwell equations by the static Maxwell equations for the electric field; the so called quasi-electrostatic approach. There is a price to be paid for this modification, which made us use quotation marks around the term “simplify “ and “simplification”. We assume that $E = -\nabla \varphi$ for a suitable potential $\varphi \in D(\nabla)$ and $D \in D(\nabla)$ and we set $\psi := \nabla D$. Moreover, we assume that there is no conductivity term, i.e. $\sigma = 0$ and thus, the system under consideration reduces to

$$
\begin{pmatrix}
\varphi^* & 0 & 0 & 0 & 0 \\
0 & C^{-1} & C^{-1} \lambda \Theta_0 & 0 & 0 \\
0 & \Theta_0 \lambda^* C^{-1} & (\gamma_0 + \Theta_0 \lambda^* C^{-1} \lambda \Theta_0) & 0 & 0 \\
0 & 0 & 0 & \kappa_1 & 0
\end{pmatrix} + \begin{pmatrix}
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{pmatrix} + \begin{pmatrix}
0 & -\text{Div} & 0 & 0 \\
-\text{Grad} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix}
$$

We have now to express $E$ in terms of the other unknowns as part of a new material law. Recall, that we have

$$D = e^* C^{-1} T + (\varepsilon + e^* C^{-1}) E + (p \Theta_0 + e^* C^{-1} \lambda \Theta_0) \Theta_0^{-1} \Theta_0,$$

By setting

$$\Phi := e^* C^{-1} T + (p \Theta_0 + e^* C^{-1} \lambda \Theta_0) (\Theta_0^{-1} \Theta_0)$$

$$= e^* C^{-1} (T + \lambda \Theta) + p \Theta,$$

$D$ can be written as

$$D = (\varepsilon + e^* C^{-1} \varepsilon) E + \Phi.$$

Using now that $\psi = \nabla D$ and $E = -\nabla \varphi$ we get that

$$-\nabla (\varepsilon + e^* C^{-1} \varepsilon) \varphi + \nabla \Phi = \psi.$$
We assume that $C, \varepsilon$ are selfadjoint and $\varepsilon + \varepsilon C^{-1} \varepsilon \geq 0$ and set $M := \sqrt{\varepsilon + \varepsilon C^{-1} \varepsilon}$. Then, the latter equality can be written as

$$- \text{div} M^2 \nabla \varphi + \text{div} MM^{-1} \Phi = \psi,$$

which gives

$$\nabla \varphi + M^{-1} \left( \left( M \nabla \right) \left( M \nabla \right)^2 \text{div} M \right) M^{-1} \Phi = M^{-1} \left( M \nabla \right) \left( M \nabla \right)^2 \psi,$$

if we assume that $\psi \in D \left( \left( M \nabla \right)^2 \right)$. This suggests to replace

$$E = - \nabla \varphi$$

$$= M^{-1} \left( \left( M \nabla \right) \left( M \nabla \right)^2 \text{div} M \right) M^{-1} \Phi - M^{-1} \left( M \nabla \right) \left( M \nabla \right)^2 \psi,$$

where we use the closure bar to ensure this operator is in $L \left( L^2(\Omega)^3 \right)$. Indeed, this operator is not only bounded but also an orthogonal projector as the next lemma shows.

**Lemma 4.1.** Let $A : D(A) \subseteq H_0 \rightarrow H_1$ be a densely defined and closed linear operator between two Hilbert spaces $H_0, H_1$ such that $A^* A$ is injective. Then

$$A (A^* A)^{-1} A^* = P_{A[H_0]}$$

the orthogonal projector on the closure of the range of $A$.

**Proof.** Let $x \in D(A^*)$ and set

$$f := A (A^* A)^{-1} A^* x.$$

Then, obviously, $f \in A [H_0]$ and $f \in D(A^*)$. Since $A[H_0] = ([0]) A^*$, we get that

$$A^* A (A^* A)^{-1} A^* x = A^* f$$

and so

$$A^* \left( P_{A[H_0]} x - f \right) = 0,$$

which implies

$$P_{A[H_0]} x - f \in ([0]) A^* \cap A[H_0] = \{0\}.$$

Thus,

$$P_{A[H_0]} x = A (A^* A)^{-1} A^* x$$

for each $x \in D(A^*)$ and thus, the assertion follows by the density of $D(A^*)$.

Using this result for $A := \nabla$ and setting $P := P_{A[L^2(\Omega)\nabla]}$ we get that

$$E = -M^{-1} P M^{-1} \Phi - M^{-1} \left( \nabla \right) \left( \nabla \right)^2 \psi.$$
Hence, the last term on the left hand side in (4.1) can be replaced by

\[
\begin{pmatrix}
0 \\
(C^{-1}eE) \\
(\Theta_0p^* + \Theta_0\lambda^*C^{-1}e)E
\end{pmatrix}
\begin{pmatrix}
0 \\
(C^{-1}eM^{-1}PM^{-1}\Phi) \\
(\Theta_0p^* + \Theta_0\lambda^*C^{-1}e)M^{-1}PM^{-1}\Phi
\end{pmatrix}
\begin{pmatrix}
0 \\
C^{-1}eM^{-1}(\text{grad}^{-2}\psi) \\
(\Theta_0p^* + \Theta_0\lambda^*C^{-1}e)M^{-1}(\text{grad}^{-2}\psi)
\end{pmatrix}
\]

Using now the definition of \(\Phi\), we can write

\[
\begin{pmatrix}
0 \\
(C^{-1}eM^{-1}PM^{-1}\Phi) \\
(\Theta_0p^* + \Theta_0\lambda^*C^{-1}e)M^{-1}PM^{-1}\Phi
\end{pmatrix}
\begin{pmatrix}
0 \\
C^{-1}eM^{-1}e^*C^{-1}T \\
(\Theta_0p^* + \Theta_0\lambda^*C^{-1}e)M^{-1}PM^{-1}e^*C^{-1}T
\end{pmatrix}
\begin{pmatrix}
0 \\
C^{-1}eM^{-1}PM^{-1}(p\Theta_0 + e^*C^{-1}\lambda\Theta_0)(\Theta_0^{-1}\theta) \\
(\Theta_0p^* + \Theta_0\lambda^*C^{-1}e)M^{-1}PM^{-1}(p\Theta_0 + e^*C^{-1}\lambda\Theta_0)(\Theta_0^{-1}\theta)
\end{pmatrix}
\]

\[
= -W_0
\begin{pmatrix}
v \\
T \\
q
\end{pmatrix}
\]

with \(W_0\) given by

\[
W_0 :=
\begin{pmatrix}
0 & 0 & C^{-1}eM^{-1}PM^{-1}e^*C^{-1} \\
0 & 0 & (\Theta_0p^* + \Theta_0\lambda^*C^{-1}e)M^{-1}PM^{-1}e^*C^{-1} \\
0 & 0 & 0
\end{pmatrix}
\begin{pmatrix}
0 & 0 & C^{-1}eM^{-1}PM^{-1}(p\Theta_0 + e^*C^{-1}\lambda\Theta_0) \\
0 & 0 & (\Theta_0p^* + \Theta_0\lambda^*C^{-1}e)M^{-1}PM^{-1}(p\Theta_0 + e^*C^{-1}\lambda\Theta_0) \\
0 & 0 & 0
\end{pmatrix}
\]

Summarizing, Equation (4.1) reads as

\[
\partial_t
\begin{pmatrix}
\phi_0 \\
0 \\
M_{11} \\
M_{12} \\
0 \\
0 \\
\kappa_1
\end{pmatrix}
+ \begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}
\begin{pmatrix}
0 & -\text{Div} & 0 & 0 & 0 & 0 & 0 \\
-\text{Grad} & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & \text{div} & 0 & 0 & 0 \\
0 & 0 & \text{grad} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}
\begin{pmatrix}
v \\
T \\
\Theta_0^{-1}\theta \\
q
\end{pmatrix}
= G, \quad (4.3)
\]

\[\text{John Wiley & Sons}\]
with

\[ M_{11} := C^{-1} - C^{-1}eM^{-1}PM^{-1}e^*C^{-1} \]
\[ M_{12} := C^{-1}\lambda\Theta_0 - C^{-1}eM^{-1}PM^{-1}(p\Theta_0 + e^*C^{-1}\lambda\Theta_0) \]
\[ = M_{11}\lambda\Theta_0 - C^{-1}eM^{-1}PM^{-1}p\Theta_0 \]
\[ M_{22} := (\gamma_0 + \Theta_0\lambda^*C^{-1}\lambda\Theta_0) - (\Theta_0p^* + \Theta_0\lambda^*C^{-1}e)M^{-1}PM^{-1}(p\Theta_0 + e^*C^{-1}\lambda\Theta_0) \] (4.4)

and the right-hand side has to be adjusted to

\[ G := \begin{pmatrix} F_0 \\ F_1 + C^{-1}eM^{-1}(M\text{grad})M\text{grad}^{-2}\partial_0\psi \\ F_4 + (\Theta_0p^* + \Theta_0\lambda^*C^{-1}e)M^{-1}(M\text{grad})M\text{grad}^{-2}\partial_0\psi \\ F_5 \end{pmatrix}, \] (4.5)

where we additionally assume that \( \partial_0\psi \in D \left( \left| \text{Mgrad} \right|^{-2} \right) \). In the next theorem we provide sufficient conditions on the operators involved in order to obtain a well-posedness result for (4.3).

**Theorem 4.2.** Let \( C, M, \varrho_*, \kappa_1 \) be selfadjoint and non-negative such that \( C, M, \varrho_*, \nu\kappa_1 + \kappa_0^{-1} \gg 0 \) for sufficiently large \( \nu \) and \( P \) be an orthogonal projector. We set \( Q := PM^{-1}eC^{-\frac{1}{2}} \) and assume that

\[ 1 - Q^*Q \gg 0, \]
\[ \gamma_0 - \Theta_0p^*M^{-1}P(1 - QQ^*)^{-1}PM^{-1}p\Theta_0 \gg 0. \]

Then, Equation (4.3) with \( M_{11}, M_{12}, M_{22} \) given by (4.4) is well-posed.

**Proof.** We need to verify the solvability condition (2.6). To do so, it suffices to consider the block operator sub-matrix

\[ \begin{pmatrix} M_{11} & M_{12} \\ M_{12}^* & M_{22} \end{pmatrix}. \]

Noting that \( M_{11} = C^{-1} - C^{-\frac{1}{2}}Q^*QC^{-\frac{1}{2}} = C^{-\frac{1}{2}}(1 - Q^*Q)C^{-\frac{1}{2}} \), we obtain that \( M_{11} \) is boundedly invertible. Hence, by applying a symmetric Gauss step, we are led to consider the matrix

\[ \begin{pmatrix} M_{11} & 0 \\ 0 & M_{22} - M_{12}M_{11}^{-1}M_{12} \end{pmatrix}, \]

which is strictly positive definite if and only if \( M_{22} - M_{12}M_{11}^{-1}M_{12} \gg 0 \). We have

\[ M_{22} = (\gamma_0 + \Theta_0\lambda^*C^{-1}\lambda\Theta_0) - (\Theta_0p^* + \Theta_0\lambda^*C^{-1}e)M^{-1}PM^{-1}(p\Theta_0 + e^*C^{-1}\lambda\Theta_0) \]
\[ = (\gamma_0 + \Theta_0\lambda^*C^{-1}\lambda\Theta_0) - \left( \Theta_0p^*M^{-1}PM^{-1}p\Theta_0 + 2\Re \left( \Theta_0p^*M^{-1}Q^*QC^{-\frac{1}{2}}\lambda\Theta_0 \right) + \Theta_0\lambda^*C^{-\frac{1}{2}}Q^*QC^{-\frac{1}{2}}\lambda\Theta_0 \right) \]
\[ = \gamma_0 + \Theta_0\lambda^*C^{-1}\lambda\Theta_0 - \left( \Theta_0p^*M^{-1}PM^{-1}p\Theta_0 + 2\Re \left( \Theta_0p^*M^{-1}Q^*QC^{-\frac{1}{2}}\lambda\Theta_0 \right) \right) \]
\[ = \gamma_0 + \Theta_0\lambda^*M_{11}\lambda\Theta_0 - \left( \Theta_0p^*M^{-1}PM^{-1}p\Theta_0 + 2\Re \left( \Theta_0p^*M^{-1}Q^*QC^{-\frac{1}{2}}\lambda\Theta_0 \right) \right) \]

and

\[ M_{12} = M_{11}\lambda\Theta_0 - C^{-\frac{1}{2}}Q^*M^{-1}p\Theta_0. \]
Thus,
\[ M_{12} M_{11}^{-1} M_{12} = M_{12} \left( \lambda \Theta_0 - M_{11}^{-1} C^{-\frac{1}{2}} Q^* M^{-1} p \Theta_0 \right) \]
\[ = \Theta_0 \lambda^* M_{11} \lambda \Theta_0 - 2 \Re \left( \Theta_0 \lambda^* C^{-\frac{1}{2}} Q^* M^{-1} p \Theta_0 \right) + \Theta_0 p^* M^{-1} Q C^{-\frac{1}{2}} M_{11}^{-1} C^{-\frac{1}{2}} Q^* M^{-1} p \Theta_0 \]
and hence, we get
\[ M_{22} - M_{12}^* M_{11}^{-1} M_{12} = \gamma_0 - \Theta_0 p^* \left( M^{-1} P M^{-1} + M^{-1} Q C^{-\frac{1}{2}} M_{11}^{-1} C^{-\frac{1}{2}} Q^* M^{-1} \right) p \Theta_0. \]

Using \( M_{11}^{-1} = C^{\frac{1}{2}} (1 - Q^* Q)^{-1} C^{\frac{1}{2}} \) we obtain
\[ QC^{-\frac{1}{2}} M_{11}^{-1} C^{-\frac{1}{2}} Q^* = Q (1 - Q^* Q)^{-1} Q^* = -1 + (1 - Q Q^*)^{-1} \]
and since \( Q = P Q \) we have
\[ QC^{-\frac{1}{2}} M_{11}^{-1} C^{-\frac{1}{2}} Q^* = -P + P (1 - Q Q^*)^{-1} P \]
and thus,
\[ M_{22} - M_{12}^* M_{11}^{-1} M_{12} = \gamma_0 - \Theta_0 p^* \left( M^{-1} P M^{-1} + M^{-1} \left( -P + P (1 - Q Q^*)^{-1} P \right) M^{-1} \right) p \Theta_0 \]
\[ = \gamma_0 - \Theta_0 p^* M^{-1} P (1 - Q Q^*)^{-1} P M^{-1} p \Theta_0, \]
which is strictly positive definite by assumption.

If we apply the latter theorem with \( M = \sqrt{\varepsilon + e^* C^{-1} e} \), \( P = P_{\text{grad}\{L^2(\Omega)\}} \) and \( G \) as given in (4.5), where we assume that \( \partial_0 \psi \in D \left( \left| \text{grad} \right|^{-2} \right) \), we obtain a well-posedness result for the system described in (4.1), where \( E = -\text{grad} \varphi \), \( D = \text{div} \psi \) and \( D \) and \( E \) are coupled by (4.2).

5. Conclusion.

The mathematical modelling of piezoelectric transducers can de-risk the development of new sensors and actuators and, coupled with the widespread availability of powerful computing facilities, there is an increasing reliance on this approach. These models are typically used in inverse problems associated with obtaining a set of optimal design parameters for a desired set of sensor operating characteristics. It is therefore vital that these models are examined for their well-posedness. There has been a steady body of work considering this problem over recent years and this paper has extended this to consider the case when the thermal effects are coupled to the piezoelectric equations. This is motivated by the need to develop sensors that can operate at high temperatures in, for example, the non-destructive testing of heat exchanger surfaces in nuclear energy plants. A modelling assumption that is often employed in order to reduce the size of the model is the so-called quasi-electrostatic approach. Given the widespread use of this approximation the well-posedness of the quasi-electrostatic model of a piezoelectric material was also shown in this paper.
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