MIXTURE MODEL FOR DESIGNS IN HIGH DIMENSIONAL REGRESSION AND THE LASSO

MOHAMED IBRAHIM ASSOWEH, EMMANUEL CARON, AND STÉPHANE CHRÉTIEN

Abstract. The LASSO is a recent technique for variable selection in the regression model
\[ y = X\beta + z, \]
where \( X \in \mathbb{R}^{n \times p} \) and \( z \) is a centered gaussian i.i.d. noise vector \( \mathcal{N}(0, \sigma^2 I) \). The LASSO has been proved to achieve remarkable properties such as exact support recovery of sparse vectors when the columns are sufficiently incoherent and low prediction error under even less stringent conditions. However, many matrices do not satisfy small coherence in practical applications and the LASSO estimator may thus suffer from what is known as the slow rate regime.

The goal of the present paper is to study the LASSO from a slightly different perspective by proposing a mixture model for the design matrix which is able to capture in a natural way the potentially clustered nature of the columns in many practical situations. In this model, the columns of the design matrix are drawn from a Gaussian mixture model. Instead of requiring incoherence for the design matrix \( X \), we only require incoherence of the much smaller matrix of the mixture’s centers.

Our main result states that \( X\beta \) can be estimated with the same precision as for incoherent designs except for a correction term depending on the maximal variance in the mixture model.

1. Introduction

The goal of the present paper is to study the high dimensional regression problem \( y = X\beta + z \), where \( X \in \mathbb{R}^{n \times p} \), with \( p \gg n \) and \( z \sim \mathcal{N}(0, \sigma^2 I) \). This problem has been the subject of an extensive research activity. This high dimensional setting, where more variables are involved than observations, occurs in many different applications such as image processing and denoising, gene expression analysis, time series (filtering) \[23, 27\], graphical models \[29\], biochemistry \[1\], etc. One very popular approach is the Least Angle Shrinkage and Selection Operator (LASSO) introduced in \[31\] for the purpose of variable selection. The LASSO estimator is given as a solution, for \( \lambda > 0 \), of

\[
\hat{\beta} = \arg\min_{b \in \mathbb{R}^p} \frac{1}{2} \|y - Xb\|_2^2 + \lambda \|b\|_1.
\]

(1.1)

The main advantage of the LASSO over more traditional penalized likelihood optimization procedures such as BIC, AIC, etc, is that a solution can be obtained in polynomial time by solving a convex optimisation problem. Very efficient scalable algorithms are available, based on Nesterov’s method \[2\], the Alternating Direction of Method of Multipliers \[29\], the Frank-Wolfe algorithm \[22\] or online versions of them \[24, 18\].

One of the most surprising and important discoveries is that, under appropriate assumptions on the design matrix \( X \), and for at least most regression vectors \( \beta \), the support of \( \beta \) can be recovered exactly when its size is up to the order of \( n/\log(p) \) and the nonzero components are sufficiently large; see \[3, 6, 10, 36\] for instance. Moreover, under similar assumptions, the prediction error can be controlled adaptively as a function of the sparsity of \( \beta \) and the noise variance; see for instance \[10\].

A great amount of work has been devoted to finding error bounds on \( X\beta \) \[10, 13, 37, 15\], etc. Oracle inequalities for this problem are divided into two different classes depending on the so called "regime": the first class describes the slow rate regime and does not require any particular assumption on \( X \), while the second class describes the fast rate regime which does require some structural assumptions on \( X \).

For simplicity, we will assume throughout this paper that the columns of \( X \) have unit \( \ell_2 \)-norm.

*Conditions for uniqueness of the minimizer in this last expression are discussed in \[21, 28, 14\] and \[20\].
Historically, the first is the Restricted Isometry Property [1] [9], which requires that
\[
(1 - \delta)\|\beta_S\|^2 \leq \|X_S\beta_S\|^2 \leq (1 + \delta)\|\beta_S\|^2,
\]
for $S \subset \{1, \ldots, n\}$ with $|S| = s'$ and all $\beta \in \mathbb{R}^p$. This property is satisfied by high probability for most random matrices with i.i.d. entries with variance $1/n$ such as Gaussian or Rademacher variables and for $s' \leq C_{\text{rip}} \, n/\log(p)$, where the constant $C_{\text{rip}}$ depends on the distribution of the individual entries. RIP has been extensively used in signal processing after the emergence of the so-called Compressed Sensing paradigm [3].

A second assumption which is often considered is the Incoherence Condition, which requires that
\[
\mu(X) = \max_{j \neq j'=1, \ldots, p} |\langle X_j, X_{j'} \rangle|<\infty,
\]
is small, e.g. $\mu(X) \leq C_\mu/\log(p)$ as in [10], which is guaranteed for random matrices with i.i.d. gaussian entries with variance $1/n$ in the range $n \geq C_{ic} \log(p)^3$.

The main advantage of the Incoherence Condition over the Restricted Isometry Property is that it can be checked in $p(p-1)/2$ operations, whereas RIP is NP-hard to verify. The main relationship between the Incoherence Condition and RIP is that under the Incoherence Condition, (1.2) holds, not for all, but for most supports $S \subset \{1, \ldots, n\}$ with cardinal $s'$, where $s' \leq C_s \, p/(\|X\| \log(p))$, for some constant $C_s$ controlling the proportion of such supports [10].

The objective of the present paper is to extend the analysis based on the Incoherence Condition to more general situations where $X$ may have a lot of very colinear columns. The main idea is to assume that the columns are drawn from a mixture model of $K$ clusters, and that the set of centers forms a (usually) much smaller matrix for which it is quite realistic to impose the Incoherence Condition.

2. Main results on the LASSO

In this section, we summarise the main results on the LASSO.

2.1. Background. We will study the linear regression model
\[
y = X\beta + z
\]
where $y \in \mathbb{R}^n$ is the data, $X \in \mathbb{R}^{n \times p}$ is the matrix of explanatory variables, $\beta \in \mathbb{R}^p$ is the parameter of interest and $z$ is a centered gaussian i.i.d noise vector $\mathcal{N}(0, \sigma^2 I)$.

The LASSO estimator of $\beta$ is defined by any $\hat{\beta}$ such that
\[
\hat{\beta} = \text{argmin}_{b \in \mathbb{R}^p} \frac{1}{2}\|y - Xb\|^2_2 + \lambda\|b\|_1.
\]

Lemma 2.1. The LASSO estimator obeys
\[
\|X^\dagger (y - X\hat{\beta})\|_\infty \leq \lambda.
\]

2.2. Statistical viewpoint. The LASSO estimator has been the subject of intense research in the recent years in the statistics community. Several results have been obtained about the mean squared error. The first result below is about the case where no specific assumption is required about $X$.

Theorem 2.2. Assume that the linear model (2.3) holds where $z \sim \mathcal{N}(0, \sigma^2)$. Moreover, assume that the columns of $X$ are normalized in such a way that $\max_j \|X_j\|_2 \leq \sqrt{n}$. Then, the Lasso estimator $\hat{\beta}$ with regularization parameter
\[
\lambda = \sigma \sqrt{\frac{2\log(2p)}{n}} + \sigma \sqrt{\frac{2\log(1/\delta)}{n}}
\]
satisfies
\[
\frac{1}{n} \|X\hat{\beta} - X\beta^*\|_2^2 \leq 4\lambda \|\beta^*\|_1 \sigma
\]
with probability at least $1 - \delta$.

\[1\]the $1/n$ assumption on the variance and standard concentration bounds imply that the resulting random matrix has almost normalized columns.
The next theorem states that when $X$ satisfies some incoherence-type assumption, more can be obtained for the LASSO estimator and the mean squared error decreases faster.

**Theorem 2.3.** Fix $n \geq 2$. Assume that the linear model holds where $z \sim \mathcal{N}(0, \sigma^2)$. Moreover, assume that $\|\beta^*\|_0 \leq s$ and that $X$ satisfies assumption INC$(s)$. Then the Lasso estimator $\hat{\beta}$ with regularization parameter defined by

$$
\lambda = 4\sigma \sqrt{\frac{\log(2p)}{n}} + 4\sigma \sqrt{\frac{\log(1/\delta)}{n}}
$$

satisfies

$$
\|\hat{\beta} - \beta^*\|_2^2 \lesssim s\sigma^2 \log(2p/\delta)
$$

with probability at least $1 - \delta$.

In this paper, our goal is to extend this last result to the case where the design matrix has potentially many almost co-linear columns, using a mixture model as a generating model for the columns.

3. **Our mixture model and a sketch of our main result**

3.1. **The mixture model.** In order to relax the Incoherence Condition, one needs a model for the design matrix $X$ allowing for a certain amount of almost parallel columns while keeping some of the algebraic structure in the same spirit as in [1,2] for at least most supports indexing a subset of relevant covariates. In what follows, we study such a model, where the columns can be considered as drawn from a finite mixture of $K$ Gaussian distributions.

An important parameter for the theoretical analysis is a separation index for the centers in the mixture model. This separation index we chose to study in this work is simply the coherence of the matrix of centers which is much smaller than the original design matrix $X$.

3.1.1. **Detailed presentation.** Let $K$ be the number of clusters of our model. Consider a matrix $C \in \mathbb{R}^{n \times K}$. The columns $C_k$, $k = 1, \ldots, K$ of the matrix $C$ are the "centers" of each cluster.

In our model,

- the matrix $X$ is obtained as follows.
  - Choose $n_k$, $k = 1, \ldots, K$.
  - Let $X_o \in \mathbb{R}^{n \times p}$ be a random matrix with independent random columns such that the $n_1$ columns follow the distribution $\phi_1$, the $n_2$ next columns follow the distribution $\phi_2$, etc, where
    $$
    \phi_k(x) = \frac{1}{(2\pi s^2)^{\frac{p}{2}}} \exp\left(\frac{-\|x - C_k\|_2^2}{2s^2}\right).
    $$
  - For each $j \in \{1, \ldots, p\}$, $k_j \in \{1, \ldots, K\}$ will denote the index of the Gaussian component from which columns $j$ was drawn, and $\mathcal{J}_k$ will denote the set of indices of the columns drawn from the $k^{th}$ Gaussian component. For any $S \subset \{1, \ldots, p\}$, $k_S$ will denote the subset of $\{1, \ldots, K\}$ indexing the centers of the distributions from which the columns of $X_S$ were drawn.
  - The matrix $X$ is obtained by a random permutation of the columns of $X_o$ and column-wise $\ell_2$-normalization.
- the support of $\beta$ will be drawn at random as follows.
  - We will assume that the support $T$ of the true regression vector $\beta$ is drawn in such a way that $T$ has the uniform distribution on the subsets of $\{1, \ldots, K\}$ with cardinality equal to $s$.

3.1.2. **Best approximation of the class centers and projection of $\beta$.** For any index set $S \subset \{1, \ldots, p\}$, let $\mathcal{K}_S$ denote the list (with possible repetitions)

$$
\mathcal{K}_S = \{k_j \mid j \in S\}.
$$

For each $j \in \{1, \ldots, p\}$, the deviation of column $X_{o,j}$ from center $C_{k_j}$ will be denoted by $\varepsilon_j$:

$$
\varepsilon_j = X_{o,j} - C_{k_j} \sim \mathcal{N}(0, s^2 I).
$$
The matrix $E$ is defined as

$$E = (\varepsilon_{i,j})_{i \in \{1,\ldots,n\}, j \in \{1,\ldots,p\}}.$$ 

For each $k \in \{1,\ldots,K\}$, let $j_k^*$ be the best approximation of the center $C_k$ from the set of columns $X_j$, $j \in J_k$, i.e.

$$j^*_k = \text{Argmin}_{j \in J_k} \|X_j - C_k\|_2.$$ 

Moreover, set

$$T^* = \{j^*_k \mid k = 1,\ldots,K\}.$$ 

Notice that in particular, $|T^*| = s^*$. Let $\beta^*$ be the vector defined as

$$C_{K_T} \beta^*_{T^*} = C_{K_T} \beta_T.$$ 

A simple expression of $\beta^*$ can be obtained by taking

$$\beta^*_j = \sum_{j \in J_k \cap T} \beta_j$$

for all $j^* \in T^*$. Moreover, this expression is unique whenever $X_{T^*}$ has rank equal to $s^*$.\footnote{In Section 4.2, we will show that $X_{T^*}$ is indeed non-singular with high probability under appropriate assumptions on $T$.}

3.2. Main result. The following theorem shows a bound on the prediction error which is a function of the sparsity $s^*$, the number $n$ of observations, the number of columns $p$.

**Theorem 3.1.** (Sketch) Let $\lambda = 2\sigma \sqrt{2 \log(p)}$. Assume that $X$ is drawn from the Gaussian mixture model of Section 3.1. Then, for $p$ sufficiently large, with probability at least $1 - C_{\alpha,n,\rho}(\rho^* + p^{-\alpha})$, we have

$$\frac{1}{2} \|X(\hat{\beta} - \beta)\|_2^2 \leq \frac{3}{2} \lambda s^* \left( \frac{1}{2} - r_{\alpha,n,\rho}(r) \right) \left( \frac{3}{2} \lambda + \sqrt{3} \|X(\beta^* - \beta)\|_2 \right) + \frac{1}{2} \|X(\beta^* - \beta)\|_2^2.$$ 

with

$$r^*_{\alpha,n,\rho}(r) = r \left( \frac{1}{2} + 0.1 \ C_{\alpha,n,\rho} \right) \left( 2 + \frac{1}{2} r + 0.1 \ r \ C_{\alpha,n,\rho} \right)$$ 

where $C_{\alpha,n,\rho} = \sqrt{\alpha} + \sqrt{\frac{\log(n)}{\log(p-1)}}$.

4. A general result and its proof

Some parts of the proof closely follow the key arguments in the proof of [10, Theorem 1.2], although many details of the needed adaptation are nontrivial. Our Theorem 4.3 below contains the most general statement of our work.

4.1. A more general result. We will require a set of assumptions that are described below.
4.1.1. Assumptions. In the sequel \( \alpha \geq 1 \) and \( r \) will denote a constant in \((0, 1/2)\). The constants \( \vartheta_* \) et \( \nu \) will be specified in Assumptions 4.2 below. The constants \( C_\mu \), \( C_{\text{spar}} \) et \( C_{\text{col}} \) will be used in the Assumptions below:

\[
C_\mu = r/(1 + \alpha), \quad C_{\text{spar}} = r^2/((1 + \alpha)e^2), \quad C_{\text{col}} = \frac{1}{2}\left(\frac{\sqrt{2}}{\sqrt{(1-r)(1+\alpha)} - (1+r)}\right).
\]

Let \( C_\chi \) denote a positive constant such that

\[
P\left(\frac{\|G\|_2^2}{s^2} \leq u^2\right) \leq C_\chi \left(\frac{u^2}{n}\right)^n
\]

where \( G \) is a \( n \)-dimensional centered and unit-variance i.i.d. gaussian vector.

We will make the following assumptions.

**Assumptions 4.1.** The matrix \( \mathcal{C} \) has a small coherence, i.e. \( \mu(\mathcal{C}) \) should satisfying

\[
\mu(\mathcal{C}) \leq \frac{C_\mu}{\log(K)}
\]

for some positive constant \( C_\mu \).

**Assumptions 4.2.** The clusters must contain sufficiently many points, i.e. there exists a positive real constant \( \vartheta_* \) and a positive integer \( \nu \) such that

\[
\min_{j^* \in \mathcal{T}^*} |J_{k,j^*}| \geq \vartheta_* \log(p)^\nu.
\]

**Assumptions 4.3.** The proxy \( \beta^* \) must be sufficiently sparse, i.e.

\[
s^* \leq K_0 \frac{K}{\log K} \frac{C_{\text{spar}}}{\|\mathcal{C}\|^2}
\]

for some positive constant \( C_{\text{spar}} \) and \( K_0 \leq \rho^{-1} \) for some \( \rho \in (0, 1) \).

**Assumptions 4.4.** The number of columns of \( \mathcal{C} \) satisfying

\[
K \leq C_K \log(p)
\]

for some positive constant \( C_K \).

**Assumptions 4.5.** One must have sufficiently many observations, i.e.

\[
n \geq \frac{\alpha + 1}{c} \log(p)
\]

for some positive constant \( c \).

**Remark 4.1.** The number of observations is both controlled by Assumption 4.4 and Assumption 4.1 on the coherence of \( \mathcal{C} \). For instance, if \( \mathcal{C} \) comes from a Gaussian i.i.d. random matrix, the coherence will be of the order \( \sqrt{\log(K)/n} \) as discussed in [10, Section 1.1] and by Assumption 4.1, \( n \) should be at least of the order \( \log(p)^3/C_\mu^2 \). Notice that this is still less than if \( X \) itself had to satisfy the coherence bound, which would imply that \( n \) be of the order \( \log(p)^3 \). This demonstrates the advantage of using our Gaussian Mixture framework over the standard framework based on incoherence on \( X \).

**Assumptions 4.6.** The variance inside the clusters must be sufficiently small, so that the clusters are well separated. More precisely, we will require that

\[
s \leq \min\left\{\frac{\alpha}{2\sqrt{n}} \frac{C_{s,n,p}}{\log(\rho^{-1})} \left(\frac{\alpha + 1}{\log(p)}\right)\right\}
\]

for any \( C_{s,n,p} \) such that and

\[
C_{s,n,p} \leq \min\left\{0.1 \cdot \left(\frac{r}{n} \left(\frac{\alpha (1 - e^{-1})}{\vartheta_* C_\chi}\right)^{\frac{1}{2}} \left(\frac{1}{\log(p)^{\nu - 1}}\right)^{\frac{1}{2}} \cdot \frac{1}{2} \sqrt{\log(p)}\right)\right\}.
\]
Assumptions 4.7. The support of $\beta^*_T$ is sufficiently generic. More precisely, we will require that the support of $\beta^*_T$ is random and uniformly distributed among subsets of $\{1, \ldots, p\}$ with cardinal $s^*$. The sign of $\beta^*_T$ is random with uniform distribution on $\{-1, 1\}$.

Remark 4.2. This last assumption is a transposition to the proxy $\beta^*$ of the conditions on $\beta$ in [10].

Assumptions 4.8. Relationships between the constants.

$$C_{col} \geq e^{2(\alpha + 1)} \max\{\sqrt{C_{spar}}, C_{\mu}\}. $$

Assumptions 4.9. Assume that $p \leq 0.01 \cdot \rho^{1-\alpha+1} \log(K)^2$ for the same $\rho$ as in Assumption 4.3.

4.1.2. The general theorem. The main result of this paper is the following theorem.

Theorem 4.3. Let $\lambda = 2\sigma \sqrt{2\alpha \log(p)}$. Assume that $X$ is drawn from the Gaussian mixture model of Section 3.2 with $K$ drawn uniformly at random among all possible index subsets of $\{1, \ldots, K\}$ with cardinal $s^*$. Let Assumptions 4.1, 4.2, 4.3, 4.4, 4.5, 4.6, 4.7, 4.8 and 4.9 hold. Then, for all $\rho \in (0, 0.5)$, with probability at least $1 - C_{a,n,\rho}(\rho^\alpha + p^{1-\alpha})$, we have

$$\|X(\hat{\beta} - \beta)\|_2^2 \leq 3\lambda s^* \frac{1}{1 - r^*_{a,n,\rho}(\rho)} \left(\frac{3}{2} \lambda + \sqrt{1 + r^*_{a,n,\rho}(\rho)} \|X(\beta^* - \beta)\|_2 + \|X(\beta^* - \beta)\|_2^2\right)$$

with

$$r^*_{a,n,\rho}(\rho) = r \left(\frac{1}{2} + 0.1 C_{a,n,\rho}\right) \left(2 + \frac{1}{2} r + 0.1 r C_{a,n,\rho}\right)$$

where $C_{a,n,\rho} = \sqrt{\alpha + \frac{\log(n)}{\log(\rho^{-1})}}$.

Remark 4.4. Notice that our result is of fast rate type but includes new additional terms involving the approximation error $\beta^* - \beta$. More precisely, the right hand side in (4.13) can be decomposed into two parts:

- the term
  $$\frac{9}{2n} \lambda^2 s^* \frac{1}{1 - r^*_{a,n,\rho}(\rho)}$$
  which is similar to the "fast rate term" in the standard incoherent case of Theorem 2.3.
- the term
  $$\frac{3}{2} \frac{\lambda s^*}{1 - r^*_{a,n,\rho}(\rho)} \sqrt{1 + r^*_{a,n,\rho}(\rho)} \|X(\beta^* - \beta)\|_2 + \|X(\beta^* - \beta)\|_2^2$$
  is not present in the standard analysis of the LASSO and depends on how well $\beta$ can be approximated by $\beta^*$, and depends on the model and more precisely $C$ and $\beta$.

Remark 4.5. Notice that the coefficient $C_{a,n,\rho}$ can be made as small as necessary when $\rho$ is sufficiently larger than $n$. Thus, we can always pretend for the ease of the analysis, that $r^*_{a,n,\rho}(\rho)$ is of the same order as $r$.

We now begin the proof of Theorem 4.3.

§$\rho \in (0, 1)$ is introduced in Assumption 4.9.
4.2. Preliminaries: Candès and Plan’s conditions. The following proposition will be much used in the arguments.

Proposition 4.6. We have the following properties:

1. \[ P \left( \| \mathbf{c}_{K_T} \mathbf{c}_{K_T} - \mathbf{I}_{d_s} \| \geq \rho \epsilon_{K_T} \right) \leq \frac{216}{p^\alpha}. \]

2. \[ P \left( \| \mathbf{X}_T^T \mathbf{X}_T - I \| \geq r^*_\alpha, n, p(r) \right) \leq \frac{219}{p^\alpha}. \]

where \( r^*_\alpha, n, p(r) \) is defined by (4.8).

3. \[ P \left( \| \mathbf{X}_T^T \|_\infty \geq \sigma \sqrt{2\alpha \log(p)} \right) \leq \frac{1}{p^\alpha}. \]

4. \[ \| X_{T^c}^T \mathbf{X}_{T^c} (X_{T^c}^T \mathbf{X}_{T^c})^{-1} \|_\infty \leq \sigma C_1 + \lambda C_2 \]

where \( C_1 \) and \( C_2 \) are defined by (5.48) and (5.49).

Proof. See Appendix 5. \( \square \)

4.3. The prediction bound. By definition, the LASSO estimator satisfies

\[ \frac{1}{2} \| y - X \hat{\beta} \|_2^2 + \lambda \| \hat{\beta} \|_1 \leq \frac{1}{2} \| y - X \beta^* \|_2^2 + \lambda \| \beta^* \|_1. \]

One may introduce \( X \beta \) in this expression and obtain

\[ \frac{1}{2} \| y - X \beta + X (\beta - \hat{\beta}) \|_2^2 + \lambda \| \hat{\beta} \|_1 \leq \frac{1}{2} \| y - X \beta + X (\beta - \beta^*) \|_2^2 + \lambda \| \beta^* \|_1, \]

from which we deduce

\[ \frac{1}{2} \| X (\beta - \hat{\beta}) \|_2^2 \leq \langle y - X \beta, X (\hat{\beta} - \beta^*) \rangle - \lambda \left( \| \hat{\beta} \|_1 - \| \beta^* \|_1 \right) + \frac{1}{2} \| X (\beta - \beta^*) \|_2^2. \]

Set \( h^* := \hat{\beta} - \beta^* \). Using sparsity of \( \beta^* \), we obtain that \( h^*_{T^c} = \hat{\beta}_{T^c} - \beta^*_{T^c} = \hat{\beta}_{T^c} \). Thus, we have

\[ \| \hat{\beta} \|_1 - \| \beta^* \|_1 = \| \beta^* + h^* \|_1 - \| \beta^* \|_1 = \| \beta^*_{T^c} + h^*_{T^c} \|_1 + \| \beta^*_{T^c} + h^*_{T^c} \|_1 - \| \beta^*_{T^c} \|_1 \]

\[ = \| \beta^*_{T^c} + h^*_{T^c} \|_1 + \| h^*_{T^c} \|_1. \]

Since, for any \( b \) with no zero component, the gradient of \( \| \cdot \|_1 \) at \( b \) is \( \text{sgn}(b) \), the subgradient inequality gives

\[ \| \beta^*_{T^c} + h^*_{T^c} \|_1 \geq \| \beta^*_{T^c} \|_1 + \langle \text{sgn}(\beta^*_{T^c}), h^*_{T^c} \rangle \]

and combining this latter inequality with (4.19), we obtain

\[ \frac{1}{2} \| X (\beta - \hat{\beta}) \|_2^2 \leq \langle y - X \beta, X h^* \rangle - \lambda \langle \text{sgn}(\beta^*_{T^c}), h^*_{T^c} \rangle - \lambda \| h^*_{T^c} \|_1 + \frac{1}{2} \| X (\beta - \beta^*) \|_2^2. \]

Set \( \gamma := \beta^* - \beta \) and \( h := \hat{\beta} - \beta \). Using these notations, equation (4.20) may be written

\[ \frac{1}{2} \| X h \|_2^2 \leq \langle z, X h^* \rangle - \lambda \langle \text{sgn}(\beta^*_{T^c}), h^*_{T^c} \rangle - \lambda \| h^*_{T^c} \|_1 + \frac{1}{2} \| X \gamma \|_2^2. \]

Using the fact that

\[ \langle X^T z, h^* \rangle = \langle X^T z, h^*_{T^c} \rangle + \langle X^T z, h^*_{T^c} \rangle \]
and the following majorization based on (1.16)

\[
\langle X_{T^*-}^c z, h_{T^*-}^* \rangle \leq ||h_{T^*-}^*||_1 ||X_{T^*-}^c z||_\infty \\
\leq \frac{1}{2} \lambda ||h_{T^*-}^*||_1,
\]

we obtain that

\[
(4.22) \quad \frac{1}{2} \|Xh\|_2^2 \leq \langle v, h_{T^*}^* \rangle - \left( 1 - \frac{1}{2} \lambda \right) ||h_{T^*-}^*||_1 \frac{1}{2} \|X\|_2^2,
\]

where \( v := X_{T^*}^c z - \lambda \operatorname{sgn}(\beta_{T^*}^*) \).

Now, observe that

Let us begin by studying \( A_2 \). We have that:

\[
A_2 \geq -\|X_{T^*}^c X_{T^*-}^c (X_{T^*}^c X_{T^*-})^{-1} v\|_\infty \|h_{T^*-}^*\|_1 \\
\geq -\|X_{T^*}^c X_{T^*-}^c (X_{T^*}^c X_{T^*-})^{-1} X_{T^*}^c z\|_\infty \|h_{T^*-}^*\|_1 \\
- \lambda \|X_{T^*}^c X_{T^*-}^c (X_{T^*}^c X_{T^*-})^{-1} \operatorname{sgn}(\beta_{T^*}^*)\|_\infty \|h_{T^*-}^*\|_1 \\
\geq - (\sigma C_1 + \lambda C_2) \|h_{T^*-}^*\|_1
\]

by (4.17). Thus

\[
\langle v, h_{T^*}^* \rangle \leq A_1 + (\sigma C_1 + \lambda C_2) \|h_{T^*-}^*\|_1
\]

and we deduce that

\[
(4.23) \quad \frac{1}{2} \|Xh\|_2^2 \leq A_1 + \left( \sigma C_1 + \lambda C_2 - \frac{1}{2} \lambda \right) \|h_{T^*-}^*\|_1 \frac{1}{2} \|X\|_2^2
\]

Let us now bound \( A_1 \) from above. We have that

\[
A_1 \leq \left\| \frac{X_{T^*}^c X h^*}{B_1} \right\|_\infty \left\| \frac{(X_{T^*}^c X_{T^*-})^{-1} v}{B_2} \right\|_1
\]

Firstly,

\[
B_1 \leq \|X_{T^*}^c (X_{T^*})^* - y\|_\infty + \|X_{T^*}^c (X_{T^*})^* - y\|_\infty \\
\leq \|X_{T^*}^c (X_{T^*})^* - y\|_\infty + \|X_{T^*}^c (y - X_{T^*})\|_\infty \\
\leq \frac{1}{2} \lambda + \|X_{T^*}^c X_{T^*}^c\|_\infty + \lambda
\]

where we used (4.16), and the optimality condition for the LASSO estimator ((2.6)). Secondly,

\[
B_2 \leq \sqrt{s^* \|((X_{T^*}^c X_{T^*-})^{-1} v\|_2 \\
\leq \sqrt{s^* \|((X_{T^*}^c X_{T^*-})^{-1} \|v\|_2 \\
\leq s^* \|((X_{T^*}^c X_{T^*-})^{-1} \|v\|_\infty.
\]

Moreover, (4.15) gives \( \|X_{T^*}^c (X_{T^*})^{-1}\| \leq \frac{1}{1 - r_{n,p}^*} \|X_{T^*}^c z\|_\infty + \lambda \leq \frac{3}{2} \lambda \)

Thus, we obtain that

\[
A_1 \leq \frac{3}{2} \lambda s^* \frac{1}{1 - r_{n,p}^*} \left( \frac{3}{2} \lambda + \|X_{T^*}^c X_{T^*}^c\|_\infty \right)
\]
and thus,
\[
\frac{1}{2} \|Xh\|_2^2 \leq \frac{3}{2} \lambda s^* \frac{1}{1 - r_{\alpha,n,p}(r)} \left( \frac{3}{2} \lambda + \|X_{T^*}^T X\|_\infty \right) + (\sigma C_1 + \lambda C_2 - \frac{1}{2} \lambda) \|h_{T^*}^c\|_1 + \frac{1}{2} \|X\|_2^2.
\]
Since \(\|X_{T^*}^T X\|_\infty \leq \|X_{T^*}^T X\|_2\) and since
\[
\|X_{T^*}^T X\|_2 \leq \sqrt{1 + \frac{1}{2} \|X\|_2^2},
\]
we obtain
\[
\frac{1}{2} \|Xh\|_2^2 \leq \frac{3}{2} \lambda s^* \frac{1}{1 - r_{\alpha,n,p}(r)} \left( \frac{3}{2} \lambda + \sqrt{1 + \frac{1}{2} \|X\|_2^2} \right) + (\sigma C_1 + \lambda C_2 - \frac{1}{2} \lambda) \|h_{T^*}^c\|_1 + \frac{1}{2} \|X\|_2^2.
\]
which completes the proof.

5. Checking the Candes-Plan conditions

The goal of this section is to Proposition 4.6 which gives a version of Candès and Plan’s conditions adapted to our Gaussian mixture model.

5.1. Control of \(\|E_{T^*}\|\).

Consider the matrix \(E_{T^*}\), whose columns are independent. We would like to bound its operator norm.

**Theorem 5.1.** Let the event
\[
E_{\alpha}^* = \bigcap_{j^* \in T^*} \left\{ \|E_{j^*}\|_2 \leq s \sqrt{n \left( \frac{\alpha (1 - e^{-1})}{\vartheta_s C_X} \right) \frac{1}{\log(p)^{\nu - 1}}} \right\}.
\]
Then, \(P(E_{\alpha}^*) \geq 1 - \rho^a\).

**Proof.** Using the independence of the \(E_j, j \in J_{k_j^*}\), we have
\[
P(\|E_{j^*}\|_2 \geq u) = \prod_{j \in J_{k_j^*}} P(\|E_j\|_2 \geq u),
\]
\[
\leq P(\|E_j\|_2^2 \geq u^2) \min_{j^* \in T^*} |J_{k_j^*}|.
\]
We also have
\[
P(\|E_j\|_2^2 \geq u^2) = 1 - P(\|E_j\|_2^2 \leq u^2).
\]
On the other hand, as is well known, we have
\[
P(\frac{\|E_j\|_2^2}{s^2} \leq u^2) \leq C_X \left( \frac{u^2}{\sigma} \right)^n
\]
for some positive constant \(C_X\). Thus, the union bound gives
\[
P(\max_{j^* \in T^*} \|E_{j^*}\|_2 \geq u) \leq s^* \left( 1 - C_X \left( \frac{u^2}{\sigma^2} \right)^n \right) \min_{j^* \in T^*} |J_{k_j^*}|.
\]
Let us tune \(u\) so that
\[
s^* \left( 1 - C_X \left( \frac{u^2}{\sigma^2} \right)^n \right) \min_{j^* \in T^*} |J_{k_j^*}| \leq \rho^a.
\]
norm of each summand. By Lemma 5.1, on $E$ positive semi-definite random matrices. In order to apply this inequality, we need a bound on the This latter expression is well suited for our problem, since it is the norm of the sum of independent

$$u^2 \geq \frac{n \sigma^2}{C_X^2} \left( 1 - \left( (s^*)^{-1} \rho \min_j \frac{|J_k,j^*|}{|J_k,j^*|} \right)^\frac{1}{2} \right)$$

and since $\min_j \in T^* |J_k,j^*| \geq \theta_* \log(p)^{\nu^*}$ by (4.10),

$$(5.24) u^2 \geq \frac{n \sigma^2}{C_X^2} \left( 1 - \exp \left( - \frac{\alpha}{\theta_* \log(p)^{\nu^*}} - \frac{\log(s^*)}{\theta_* \log(p)^{\nu^*}} \right) \right)^\frac{1}{2}.$$  

On $(0, 1)$, we have

$$\exp(-z) \leq 1 - (1 - e^{-1})z$$

and thus,

$$u^2 \geq n \sigma^2 \left( \frac{\alpha (1 - e^{-1})}{\theta_* C_X} \right)^\frac{1}{2} \left( \frac{1}{\log(p)^{\nu^*}} \right)^\frac{1}{2},$$

from which the desired estimate follows.

\[ \square \]

**Lemma 5.2.** We have

$$\mathbb{P} \left( \| E_{T^*} \| \geq s K_{n,s^*} \mid \mathcal{E}_\alpha^* \right) \leq \frac{2}{p^8}$$

where

$$(5.25) K_{n,s^*} = \sqrt{n (\alpha \log(p^{-1}) + \log(n)) \left( \frac{\alpha (1 - e^{-1})}{\theta_* C_X} \right)^\frac{1}{2} \left( \frac{1}{\log(p)^{\nu^*}} \right)^\frac{1}{2}}.$$  

**Proof.** Let us first notice that since $\| E_{T^*} \| = \| E_{T^*}^t \|$, we can write

$$\| E_{T^*} \| = \sqrt{\| E_{T^*}^t E_{T^*}^t \|} = \sqrt{\sum_{j^* \in T^*} E_{j^*}^t E_{j^*}^t}$$

This latter expression is well suited for our problem, since it is the norm of the sum of independent positive semi-definite random matrices. In order to apply this inequality, we need a bound on the norm of each summand. By Lemma [5.1] on $\mathcal{E}^*$, we have

$$\| E_{j^*}^t E_{j^*}^t \|_2 = \| E_{j^*} \|_2^2 \leq s^2 n \left( \frac{\alpha (1 - e^{-1})}{\theta_* C_X} \right)^\frac{1}{2} \left( \frac{1}{\log(p)^{\nu^*}} \right)^\frac{1}{2}.$$  

We also need a bound on the norm of the expectation. We have

$$\left\| \mathbb{E} \left[ \sum_{j^* \in T^*} E_{j^*} E_{j^*}^t \mid \mathcal{E}_\alpha^* \right] \right\| = \left\| \sum_{j^* \in T^*} \mathbb{E} \left[ E_{j^*} E_{j^*}^t \mid \mathcal{E}_\alpha^* \right] \right\|.$$  

Due to rotational invariance, we have that the law of $E_{j^*}$ is the same as the law of $D(\zeta) E_{j^*}$, where $\zeta_1, \ldots, \zeta_n$ are i.i.d. Rademacher $\pm 1$ random variables independent from $E_{j^*}$. Thus, for $i \neq i'$,

$$\mathbb{E} \left[ \zeta_i E_{i,j^*} \zeta_i' E_{i',j^*} \mid \mathcal{E}_\alpha^* \right] = \mathbb{E} \left[ \mathbb{E} \left[ \zeta_i E_{i,j^*} \zeta_i' E_{i',j^*} \mid E_{i,j^*}, E_{i',j^*} \right] \mid \mathcal{E}_\alpha^* \right]$$

$$(5.26) = 0.$$

On the other hand, we have the following result.
Lemma 5.3. We have

\[ \mathbb{E} \left[ E_{i,j^*}^2 \mid \mathcal{E}_{\alpha}^* \right] \leq s^2 \left( \frac{\alpha (1 - e^{-1})}{\vartheta_s C_\chi} \right)^{1/\pi} \left( \frac{1}{\log(p)^{\nu-1}} \right)^{1/\pi}. \]

Proof. Due to rotational invariance of the law of \( E_{j^*} \) and the event \( \mathcal{E}_{\alpha}^* \), we have

\[ \mathbb{E} \left[ E_{i,j^*}^2 \mid \mathcal{E}_{\alpha}^* \right] = \cdots = \mathbb{E} \left[ E_{n,j^*}^2 \mid \mathcal{E}_{\alpha}^* \right]. \]

Therefore,

\[ \mathbb{E} \left[ E_{i,j^*}^2 \mid \mathcal{E}_{\alpha}^* \right] \leq \frac{1}{n} \mathbb{E} \left[ \sum_{i=1}^{n} E_{i,j^*}^2 \mid \mathcal{E}_{\alpha}^* \right] \]

and by the definition of \( \mathcal{E}_{\alpha}^* \),

\[ \mathbb{E} \left[ E_{i,j^*}^2 \mid \mathcal{E}_{\alpha}^* \right] \leq s^2 \left( \frac{\alpha (1 - e^{-1})}{\vartheta_s C_\chi} \right)^{1/\pi} \left( \frac{1}{\log(p)^{\nu-1}} \right)^{1/\pi}. \]

\[ \square \]

Based on this lemma, and the fact that the matrix

\[ \mathbb{E} \left[ \sum_{j^* \in T^*} E_{j^*} E_{j^*}^t \mid \mathcal{E}_{\alpha}^* \right], \]

is diagonal by (5.20), we obviously obtain that

\[ \left\| \mathbb{E} \left[ \sum_{j^* \in T^*} E_{j^*} E_{j^*}^t \mid \mathcal{E}_{\alpha}^* \right] \right\| \leq s^2 \left( \frac{\alpha (1 - e^{-1})}{\vartheta_s C_\chi} \right)^{1/\pi} \left( \frac{1}{\log(p)^{\nu-1}} \right)^{1/\pi}. \]

With the bound on the norm of the expectation and on the variance in hand and obtain

\[ \mathbb{P} \left( \left\| \sum_{j^* \in T^*} E_{j^*} E_{j^*}^t \right\| \geq u \mid \mathcal{E}_{\alpha}^* \right) \]

\[ \leq n \left( \frac{s^2 \left( \frac{\alpha (1 - e^{-1})}{\vartheta_s C_\chi} \right)^{1/\pi} \left( \frac{1}{\log(p)^{\nu-1}} \right)^{1/\pi}}{u} \right)^{1/\pi} \cdot S^2 n \left( \frac{\alpha (1 - e^{-1})}{\vartheta_s C_\chi} \right)^{1/\pi} \left( \frac{1}{\log(p)^{\nu-1}} \right)^{1/\pi}. \]

Let us finally tune \( u \) so that the right hand side term is less than \( \rho^\alpha \), i.e.

\[ \log \left( \frac{s^2 \left( \frac{\alpha (1 - e^{-1})}{\vartheta_s C_\chi} \right)^{1/\pi} \left( \frac{1}{\log(p)^{\nu-1}} \right)^{1/\pi}}{u} \right) \]

\[ \leq - \frac{s^2 n \left( \frac{\alpha (1 - e^{-1})}{\vartheta_s C_\chi} \right)^{1/\pi} \left( \frac{1}{\log(p)^{\nu-1}} \right)^{1/\pi}}{u} \cdot (\alpha \log(\rho^{-1}) + \log(n)). \]

Take

\[ u = s^2 n \left( \alpha \log(\rho^{-1}) + \log(n) \right) \left( \frac{\alpha (1 - e^{-1})}{\vartheta_s C_\chi} \right)^{1/\pi} \left( \frac{1}{\log(p)^{\nu-1}} \right)^{1/\pi}. \]

Moreover, the value of \( u \) given by (5.28) is less than or equal to \( s^2 K_{n,s^*}^2 \) with

\[ K_{n,s^*} = \sqrt{n \left( \alpha \log(\rho^{-1}) + \log(n) \right) \left( \frac{\alpha (1 - e^{-1})}{\vartheta_s C_\chi} \right)^{1/\pi} \left( \frac{1}{\log(p)^{\nu-1}} \right)^{1/\pi}}. \]

This completes the proof. \( \square \)
5.2. Important properties of \( C \). The invertibility condition for \( (4.14) \) is a direct consequence of \[ 5.32 \]. An alternative approach, based on the Matrix Chernoff inequality is proposed in \[ 16 \], with improved constants. We have in particular

**Theorem 5.4.** \[ 16 \] Theorem 1 Let \( r \in (0, 1/2), \alpha \geq 1 \). Let Assumptions \[ 4.1 \] and \[ 4.3 \] hold with

\[
C_{\text{spar}} = \frac{r^2}{4(1 + \alpha)e^2}.
\]

With \( K \subset \{1, \ldots, K\} \) chosen randomly from the uniform distribution among subsets with cardinality \( s^* \), the following bound holds:

\[
P \left( \|C_k^* C_K - \text{Id}_K\|_2 \geq r \right) \leq \frac{216}{r^\alpha}.
\]

Moreover, the following property will also be very useful.

**Lemma 5.5.** (Adapted from \[ 16 \] Lemma 5.3.) If \( v^2 \geq e s^* \|C\|/K_o, \) we have

\[
P \left( \max_{k \in K^c} \|C_k^* C_k\|_2 \geq \frac{v}{1 - r} \right) \leq K_o \left( e^{s^* \|C\|^2} \left( \frac{v^2}{K_o \|C\|^2} \right)^{\frac{1}{e^2(\alpha + 1)}} \log(\rho^{-1}) \log(K) \right)^2.
\]

Based on this lemma, we easily get the following bound.

**Lemma 5.6.** Take \( C_{\text{col}} \geq \sqrt{e^2(\alpha + 1)} \max \{ \sqrt{C_{\text{spar}}}, C_\mu \} \). Then, we have

\[
P \left( \max_{k \in K^c} \|C_k^* C_k\|_2 \geq \frac{C_{\text{col}} \cdot \sqrt{\log(\rho^{-1})}}{1 - r} \right) \leq \frac{1}{\rho^{1 - (\alpha + 1) \log(K)}}.
\]

**Proof.** Taking \( v = C_{\text{col}} \cdot \sqrt{\log(\rho^{-1})} \), we obtain from Lemma 5.5

\[
P \left( \max_{k \in K^c} \|C_k^* C_k\|_2 \geq \frac{C_{\text{col}} \cdot \sqrt{\log(\rho^{-1})}}{1 - r} \right) \leq \frac{C_{\text{col}} \cdot \sqrt{\log(\rho^{-1})} \log(K)}{K_o \log(K) C_{\text{col}}^2 \cdot \log(\rho^{-1})}.
\]

Using Assumption \[ 4.3 \] this gives

\[
P \left( \max_{k \in K^c} \|C_k^* C_k\|_2 \geq \frac{C_{\text{col}} \cdot \sqrt{\log(\rho^{-1})}}{1 - r} \right) \leq K_o \left( e K_o \log(K) C_{\text{col}}^2 \cdot \log(\rho^{-1}) \right)^2.
\]

and using Assumption \[ 4.4 \] we have

\[
P \left( \max_{k \in K^c} \|C_k^* C_k\|_2 \geq \frac{C_{\text{col}} \cdot \sqrt{\log(\rho^{-1})}}{1 - r} \right) \leq K_o \left( e \frac{C_{\text{spar}} C_K}{K_o \log(K) C_{\text{col}}^2} \right)^2.
\]

Since \( C_{\text{col}} \geq \sqrt{e^2(\alpha + 1)} \max \{ \sqrt{C_{\text{spar}}}, C_\mu \} \), we get

\[
K_o \left( e \frac{C_{\text{spar}} C_K}{K_o \log(K) C_{\text{col}}^2} \right)^2 \leq K_o \left( e \frac{C_K}{K_o \log(K) e^{2(\alpha + 1)}} \right)^2.
\]

Thus, we have

\[
P \left( \max_{k \in K^c} \|C_k^* C_k\|_2 \geq \frac{C_{\text{col}} \cdot \sqrt{\log(\rho^{-1})}}{1 - r} \right) \leq K_o \left( \frac{1}{\rho^{1 - (\alpha + 1) \log(K)}} \cdot \frac{1}{\frac{1}{K_o \log(K) \log(\rho^{-1}) \log(K)} \right).
\]
and since $K_0 \leq \rho^{-1}$ by Assumption 4.3 we obtain
\[
\mathbb{P}\left( \max_{k \in K} \left\| \mathbf{e}_{k} \right\|_2 \geq \frac{C_{cd} \cdot \sqrt{\log(\rho^{-1})}}{1 - r} \right) \leq \frac{1}{\rho^{1-(\alpha+1)\log(K)^2}}.
\]

\[\square\]

5.3. Similar properties for $X_T$.

5.3.1. Control of $\|X_T^e X_T - I\|$. We have
\[
\sigma_{\min}(X_T^e X_T^e) = \sigma_{\min}\left((\mathbf{e}_{K_T} + E_T^e)^T D_s^2 (\mathbf{e}_{K_T} + E_T^e)\right)
\]
where $D_s$ is a diagonal matrix whose diagonal elements are indexed by $T^*$ and are defined by
\[
D_{s,j^*} = \frac{1}{\|\mathbf{e}_{j^*} + E_T^e\|_2^2}
\]
for $j^* \in T^*$. By the definition of $E_T^e$, we have
\[
\sigma_{\min}(D_s) \geq \frac{1}{1 + \sqrt{n \left( \sigma_{\max}(K_T^e) \right)^{\frac{1}{\pi}} \left( \frac{1}{\log(p^{\nu-1})} \right)^{\frac{1}{2}}}}
\]
and
\[
\sigma_{\max}(D_s) \leq \frac{1}{1 - \sqrt{n \left( \sigma_{\max}(K_T^e) \right)^{\frac{1}{\pi}} \left( \frac{1}{\log(p^{\nu-1})} \right)^{\frac{1}{2}}}}.
\]

By the triangular inequality,
\[
\sigma_{\min}(X_T^e X_T^e) \geq \sigma_{\min}\left(\mathbf{e}_{K_T}^T D_s^2 \mathbf{e}_{K_T} - 2 \left\| \mathbf{e}_{K_T}^T D_s^2 E_T^e \right\| - \left\| E_T^e D_s^2 E_T^e \right\|\right)
\]
\[
\geq \frac{1 - \log(\rho^{-1})^{\frac{1}{\pi}}}{\left( 1 + \sqrt{n \left( \sigma_{\max}(K_T^e) \right)^{\frac{1}{\pi}} \left( \frac{1}{\log(p^{\nu-1})} \right)^{\frac{1}{2}}} \right)^{\frac{1}{2}}}
\]
\[
- 2\sqrt{1 + \log(\rho^{-1})^{\frac{1}{\pi}} \left( \frac{1}{\log(p^{\nu-1})} \right)^{\frac{1}{2}}}.
\]

and
\[
\sigma_{\max}(X_T^e X_T^e) \leq \left\| \mathbf{e}_{K_T}^T D_s^2 \mathbf{e}_{K_T} \right\| + 2 \left\| \mathbf{e}_{K_T}^T D_s^2 E_T^e \right\| + \left\| E_T^e D_s^2 E_T^e \right\|
\]
\[
\leq \frac{1 + \log(\rho^{-1})^{\frac{1}{\pi}}}{\left( 1 - \sqrt{n \left( \sigma_{\max}(K_T^e) \right)^{\frac{1}{\pi}} \left( \frac{1}{\log(p^{\nu-1})} \right)^{\frac{1}{2}}} \right)^{\frac{1}{2}}}
\]

Moreover, using Theorem 5.1 and Lemma 5.2 we obtain
\[
\mathbb{P}\left( \|X_T^e X_T - I\| \geq r^* | E_T^e \right) \leq \frac{218}{p^2}.
\]
with \( r^* \) given by

\[
r^* = \max \left\{ \frac{(1 + r) + 2\sqrt{1 + r} \, sK_{n,s^*} + s^2 K_{n,s^*}^2}{\left(1 - s\sqrt{n} \left( \frac{\alpha(1 - e^{-1})}{\vartheta_s C_X} \right)^{1 \over \alpha} \left( \frac{1}{\log(p)\nu - 1} \right)^{1 \over \alpha} \right)^2} - 1; \right. \\
\left. 1 - \left( \frac{1 - r}{1 + s\sqrt{n} \left( \frac{\alpha(1 - e^{-1})}{\vartheta_s C_X} \right)^{1 \over \alpha} \left( \frac{1}{\log(p)\nu - 1} \right)^{1 \over \alpha} \right)^2 \right) \right\}.
\]

(5.33)

Using (5.25) and Assumption (4.6), we have

\[
s K_{n,s^*} \leq C_{s,n,p} \sqrt{\frac{\alpha \left( \frac{1 - e^{-1}}{\vartheta_s C_X} \right)^{1 \over \alpha} \left( \frac{1}{\log(p)\nu - 1} \right)^{1 \over \alpha}}{\sqrt{\log(n) \left( \frac{\alpha(1 - e^{-1})}{\vartheta_s C_X} \right)^{1 \over \alpha} \left( \frac{1}{\log(p)\nu - 1} \right)^{1 \over \alpha}}}} \leq 0.1 \, r \left( \sqrt{\alpha} + \sqrt{\frac{\log(n)}{\log(\rho - 1)}} \right)
\]

and thus,

\[
s K_{n,s^*} \leq C_{s,n,p} \sqrt{\frac{\alpha \left( \frac{1 - e^{-1}}{\vartheta_s C_X} \right)^{1 \over \alpha} \left( \frac{1}{\log(p)\nu - 1} \right)^{1 \over \alpha}}{\sqrt{\log(n) \left( \frac{\alpha(1 - e^{-1})}{\vartheta_s C_X} \right)^{1 \over \alpha} \left( \frac{1}{\log(p)\nu - 1} \right)^{1 \over \alpha}}}} \leq 0.1 \, r \left( \sqrt{\alpha} + \sqrt{\frac{\log(n)}{\log(\rho - 1)}} \right)
\]

On the other hand,

\[
\sqrt{n} \left( \frac{\alpha(1 - e^{-1})}{\vartheta_s C_X} \right)^{1 \over \alpha} \left( \frac{1}{\log(p)\nu - 1} \right)^{1 \over \alpha} \leq C_{s,n,p} \frac{\sqrt{\frac{\alpha(1 - e^{-1})}{\vartheta_s C_X} \left( \frac{1}{\log(p)\nu - 1} \right)^{1 \over \alpha}}}{\sqrt{\log(\rho - 1)}} \leq C_{s,n,p} \frac{\sqrt{\frac{\alpha(1 - e^{-1})}{\vartheta_s C_X} \left( \frac{1}{\log(p)\nu - 1} \right)^{1 \over \alpha}}}{\sqrt{\log(\rho - 1)}} \leq 0.1 \, r
\]

which, by Assumption (4.6) gives

\[
\sqrt{n} \left( \frac{\alpha(1 - e^{-1})}{\vartheta_s C_X} \right)^{1 \over \alpha} \left( \frac{1}{\log(p)\nu - 1} \right)^{1 \over \alpha} \leq 0.1 \, r
\]

(5.34)
Summing up, we get
\[ r^* \leq (1 + r) + 2\sqrt{1 + r} \cdot 0.1 \cdot r \left( \sqrt{\alpha} + \sqrt{\frac{\log(n)}{\log(p - 1)}} \right) + 0.01 \cdot r^2 \left( \sqrt{\alpha} + \sqrt{\frac{\log(n)}{\log(p - 1)}} \right)^2 - 1 \]
(5.35) \[ = \left( \sqrt{1 + r} + 0.1 \cdot r \cdot C_{\alpha,n,p} \right)^2 - 1 \]
\leq r_{a,n,p}^* (r)
with
\[ r_{a,n,p}^* (r) = r \left( \frac{1}{2} + 0.1 \cdot C_{\alpha,n,p} \right) \left( 2 + \frac{1}{2} \cdot r + 0.1 \cdot r \cdot C_{\alpha,n,p} \right) \]
where \( C_{\alpha,n,p} = \sqrt{\alpha} + \sqrt{\frac{\log(n)}{\log(p - 1)}} \). Thus, using (5.43) and Lemma 5.1
(5.37) \[ \mathbb{P} \left( \| X_{T^*}^T X_{T^*} - I \| \geq r_{a,n,p}^* (r) \right) \leq \frac{218 + 1}{p^a}, \]

5.3.2. Control of \( \max_{k \in T^*} \| X_{T^*}^T X_k \|_2 \). By the triangular inequality, we have that
\[ \| X_{T^*}^T X_k \|_2 = \max_{k \in T^*} \left( \| (C_k + E_{T^*})^* D_k^* (C_k + E_k) \|_2 \right) \]
(5.38) \[ \leq \left( \max_{k \in T^*} \| C_k^* C_k \|_2 + \| C_k \| \max_{k \in T^*} \| E_k \|_2 + \| E_{T^*} \| \max_{k \in T^*} \| E_k \|_2 \right) \| D_k^* \|_2. \]

On the other hand, we have
\[ \mathbb{P} \left( \max_{k \in \{1, \ldots, n\}} \| E_k \|_2 \geq s \left( \sqrt{n} + \sqrt{\frac{\alpha + 1}{c} \log(p)} \right) \right) \leq \frac{C}{p^a}. \]
(5.39) Thus, using Lemma 5.3 and Lemma 5.2, we obtain
\[ \mathbb{P} \left( \max_{k \in T^*} \| X_{T^*}^T X_k \|_2 \geq \left( \frac{C_{col} \cdot \sqrt{\log(p - 1)}}{1 - r} + \frac{1}{\sqrt{1 - r}} + sK_{n,s^*} \right) \left( \sqrt{n} + \sqrt{\frac{\alpha + 1}{c} \log(p)} \right) \right. \]
\[ + \frac{sK_{n,s^*} \cdot C_{col} \cdot \sqrt{\log(p - 1)}}{1 - r} \left( \frac{1}{sK_{n,s^*}} \frac{1}{\sqrt{n} \left( \frac{\alpha + 1}{c} \log(p) \right)^{1/n}} \right) \]
\[ \leq \frac{C + 2}{p^a} + \frac{2}{\rho^{-(\alpha + 1) \log(K)^2}}. \]
(5.40)

Using the fact
\[ \mathbb{P} (A) \leq \mathbb{P} (A \cap E) + \mathbb{P} (E^c) \]
with \( A = \max_{k \in T^*} \| X_{T^*}^T X_k \|_2 \) and
\[ E = \left( \max_{k \in T^*} \| C_k^* C_k \|_2 + \| C_k \| \max_{k \in T^*} \| E_k \|_2 + \| E_{T^*} \| \max_{k \in T^*} \| E_k \|_2 \right) \| D_k^* \|_2. \]
Furthermore, since \( A \subset E^c \) and \( E = E_1 \cap E_2 \cap E_3 \cap E_4 \), we have by union bound,
(5.41) \[ \mathbb{P} (A) \leq \mathbb{P} (E_1^c \cup E_2^c \cup E_3^c \cup E_4^c) \leq \mathbb{P} (E_1^c) + \mathbb{P} (E_2^c) + \mathbb{P} (E_3^c) + \mathbb{P} (E_4^c). \]

Since, by Assumption 4.10,
\[ \left( \frac{1}{\sqrt{1 - r}} + sK_{n,s^*} \right) \left( \sqrt{n} + \sqrt{\frac{\alpha + 1}{c} \log(p)} \right) \leq \left( \frac{1}{\sqrt{1 - r}} + 0.1 \cdot r \cdot C_{\alpha,n,p} \right) \frac{C_{s,n,p}}{\sqrt{\log(p - 1)}}, \]

we obtain
\[
\mathbb{P}
\left(\max_{k \in T^c} \|X^k_{T^*}X_k\|_2 \geq \left(C_{col} \cdot \frac{\sqrt{\alpha \log(\rho^{-1})}}{1 - r} + \left(\frac{1}{\sqrt{1 - r}} + 0.1 \cdot r \cdot C_{a,n,p} \cdot \frac{C_s,n,p}{\sqrt{\log(\rho^{-1})}}\right) \times \frac{1}{1 - s \sqrt{n \left(\frac{\alpha(1 - e^{-1})}{\theta_\ast C_\chi}\right)^{\frac{1}{2}} \left(\frac{1}{\log(p)^{\nu - 1}}\right)^{\frac{1}{2}}}^2\right) \right) \mid \mathcal{E}_\alpha\right)
\]
\[
\leq \frac{C + 2}{p^\alpha} + 2\rho^{(\alpha + 1)\log(K)^2 - 1}.
\]
Moreover, for any event \(A\),
\[
\mathbb{P}(A) \leq \mathbb{P}(A \mid \mathcal{E}_\alpha) + \mathbb{P}(\mathcal{E}_\alpha),
\]
and Lemma \ref{lem:main} we obtain
\[
\mathbb{P}
\left(\max_{k \in T^c} \|X^k_{T^*}X_k\|_2 \geq \left(C_{col} \cdot \frac{\sqrt{\alpha \log(\rho^{-1})}}{1 - r} + \left(\frac{1}{\sqrt{1 - r}} + 0.1 \cdot r \cdot C_{a,n,p} \cdot \frac{C_s,n,p}{\sqrt{\log(\rho^{-1})}}\right) \times \frac{1}{1 - s \sqrt{n \left(\frac{\alpha(1 - e^{-1})}{\theta_\ast C_\chi}\right)^{\frac{1}{2}} \left(\frac{1}{\log(p)^{\nu - 1}}\right)^{\frac{1}{2}}}^2\right) \right) \leq \frac{C + 3}{p^\alpha} + 2\rho^{(\alpha + 1)\log(K)^2 - 1}.
\]

5.4. The last two inequalities. The proof of \eqref{ineq:main} is standard and, under Assumption \ref{ass:main}, the proof of \eqref{ineq:main} can be proved using the ideas of \cite[Section 3.3]{AO}. We give the proofs for the sake of completeness.

5.4.1. Control of \(\|X^k_{T^*}X_k(X^k_{T^*}X_k)^{-1}X^k_{T^*}z\|_\infty\). For any \(j \in T^c\), by the results of section 5.3.2 we have
\[
\|X^k_{T^*}(X^k_{T^*}X_k)^{-1}X^k_{T^*}X_j\|_2 \leq \frac{\sqrt{1 + r^{*}_{a,n,p}(r)}}{(1 - r^{*}_{a,n,p}(r))^{\frac{1}{2}}} \left(1 - s \sqrt{n \left(\frac{\alpha(1 - e^{-1})}{\theta_\ast C_\chi}\right)^{\frac{1}{2}} \left(\frac{1}{\log(p)^{\nu - 1}}\right)^{\frac{1}{2}}}^2\right) \times \left(0.1 \cdot r \cdot C_{a,n,p} \cdot \frac{C_{col} \cdot \sqrt{\log(\rho^{-1})}}{(1 - r)^{3/2}} + C_{col} \cdot \sqrt{\log(\rho^{-1})} \right)
\]
with probability at least \(1 - \left(\frac{C + 3}{p^\alpha} + 2\rho^{(\alpha + 1)\log(K)^2 - 1}\right)\), we get
\[
\mathbb{P}
\left(X^k_{T^*}(X^k_{T^*}X_k)^{-1}X^k_{T^*}z \geq u\right) \leq \frac{1}{2} \exp\left(-\frac{u^2}{2 \sigma^2 \left(1 + r^{*}_{a,n,p}(r)\right)^{\frac{1}{2}}} \left(0.1 \cdot r \cdot C_{a,n,p} \cdot \frac{C_{col} \cdot \sqrt{\log(\rho^{-1})}}{(1 - r)^{3/2}} + C_{col} \cdot \sqrt{\log(\rho^{-1})} \right)^2 + \left(\frac{1}{\sqrt{1 - r}} + 0.1 \cdot r \cdot C_{a,n,p} \cdot \frac{C_s,n,p}{\sqrt{\log(\rho^{-1})}}\right) \right) + \frac{C + 3}{p^\alpha} + \rho^{(\alpha + 1)\log(K)^2 - 1}.
\]
Taking $u$ such that

\[
\frac{1}{2} \exp \left( - \frac{u^2}{2 \sigma^2 \sqrt{1 + r_{n, p}(r)}} \right) \leq \left( \left( \frac{0.1 r \ C_{n, p} \ \sqrt{\log(\rho^{-1})}}{(1-r)^{3/2}} + \frac{C_{n, p} \ \sqrt{\log(\rho^{-1})}}{1-r} \right) \right)
\]

i.e.

\[
u = \sqrt{(\alpha \log(\rho^{-1}) - \log(2))}
\]

Using the union bound, we finally obtain

\[
\mathbb{P} \left( \frac{\left\| X_T^{t_s} X_T^{*} (X_T^{t_s} X_T^{*})^{-1} X_T^{t_s} z \right\|_\infty}{\sqrt{(\alpha \log(\rho^{-1}) - \log(2))}} \leq C + 4 \frac{1}{p^{\alpha-1}} + p \ \rho^{(\alpha+1) \log(K)^2 - 1} \right)
\]

(5.45)

5.4.2. Control of $\left\| X_T^{t_s} X_T^{*} (X_T^{t_s} X_T^{*})^{-1} \text{sgn}(\beta_T^{*}) \right\|_\infty$. For any $j \in T^{*c}$, again by the results of section (C.2.2), we have

\[
\left\| X_T^{t_s} X_T^{*} (X_T^{t_s} X_T^{*})^{-1} X_T^{t_s} \right\|_2 \leq \frac{\left( \left( \frac{0.1 r \ C_{n, p} \ \sqrt{\log(\rho^{-1})}}{(1-r)^{3/2}} + \frac{C_{n, p} \ \sqrt{\log(\rho^{-1})}}{1-r} \right) \right)}{(1 - r_{n, p}(r)) \left( 1 - \frac{\left\| \alpha \left( \frac{1}{\log(p^{\alpha-1})} \right) \right\|_\infty}{\sqrt{\log(\rho^{-1})}} \right)^2}
\]
with probability at least 

\[ \Pr \left( X_j^T X_T \left( X_T^* \right)^{-1} \operatorname{sgn}(\beta_{T^*}) \geq u \right) \leq \frac{1}{2} \exp \left( -\frac{u^2}{2 \left\| X_T^* X_T \right\|} \right) \]

Choosing

\[ u = \sqrt{\frac{2(\alpha \log(\rho) - \log(2))}{1 - r_{\alpha, n, \rho}(r)}} \left( 0.1 r C_{\alpha, n, \rho} \cdot \frac{C_{\text{col}} \cdot \sqrt{\log(\rho)}}{(1-r)^{3/2}} + \frac{C_{\text{col}} \cdot \sqrt{\log(\rho)}}{1-r} \right) \]

and applying the union bound, we obtain

\[ \Pr \left( \left\| X_T^* X_T \left( X_T^* \right)^{-1} \operatorname{sgn}(\beta_{T^*}) \right\|_{\infty} \right) \]

\[ \leq \frac{C_{\alpha, n, \rho}^2}{p^2} + 2p^{(\alpha+1)} \log(K)^2 - 1. \]

5.4.3. **Summing up.** We obtain that

\[ \left\| X_T^* X_T \left( X_T^* \right)^{-1} X_T^* \right\|_{\infty} + \lambda \left\| X_T^* X_T \left( X_T^* \right)^{-1} \operatorname{sgn}(\beta_{T^*}) \right\|_{\infty} \leq \sigma C_1 + \lambda C_2 \]

where

\[ C_1 = \sqrt{(\alpha \log(\rho) - \log(2))} \left( \frac{0.1 r C_{\alpha, n, \rho} \cdot \frac{C_{\text{col}} \cdot \sqrt{\log(\rho)}}{(1-r)^{3/2}} + \frac{C_{\text{col}} \cdot \sqrt{\log(\rho)}}{1-r} \right) \]

and

\[ (5.48) \]

\[ C_1 = \sqrt{(\alpha \log(\rho) - \log(2))} \left( \frac{0.1 r C_{\alpha, n, \rho} \cdot \frac{C_{\text{col}} \cdot \sqrt{\log(\rho)}}{(1-r)^{3/2}} + \frac{C_{\text{col}} \cdot \sqrt{\log(\rho)}}{1-r} \right) \]

\[ + \left( \frac{1}{\sqrt{1-r}} + 0.1 r C_{\alpha, n, \rho} \frac{C_{\text{col}} \cdot \sqrt{\log(\rho)}}{1-r} \right) \]
The goal of this paper is to propose a sound study of the behavior of the LASSO algorithm for the linear model in the case where the design matrix is not satisfying the usual non-collinearity conditions that are enforced in standard analysis. We introduce a new model for the design matrix. In this new model, the columns are assumed to be drawn from a Gaussian mixture model where the centers of the interesting example of applying the LASSO to a non-incoherent matrix and we obtain a performance bound. The price to pay for such a generality is that our prediction bounds hold with arbitrarily high but fixed probability, as compared with the incoherent setting where the the probability goes to one as $p$ tends to $+\infty$.

6. Conclusion

The goal of this paper is to propose a sound study of the behavior of the LASSO algorithm for the linear model in the case where the design matrix is not satisfying the usual non-collinearity conditions that are enforced in standard analysis. We introduce a new model for the design matrix. In this new model, the columns are assumed to be drawn from a Gaussian mixture model where the centers of the interesting example of applying the LASSO to a non-incoherent matrix and we obtain a performance bound. The price to pay for such a generality is that our prediction bounds hold with arbitrarily high but fixed probability, as compared with the incoherent setting where the the probability goes to one as $p$ tends to $+\infty$.
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