Diagnostics of electromagnetic waves in the vacuum
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Abstract. Under interaction of plasma flows there are electromagnetic waves generated in the plasma. They can be distributed in different directions, interact with the plasma and can be changed by amplitude and motion direction. The study of the generating electromagnetic waves in the plasma is impossible due to the nonlinear character of such interaction when modeling. In many problems to solve this problem one places a vacuum domain next to the plasma region, where the generated by the plasma electromagnetic waves are studied. Waves in vacuum follow to the linear Maxwell equations and, therefore, it is easy to determine their frequencies and amplitudes using the Fourier analysis. To study this matter, it is sufficient to consider the problem in the 2D case. The aim of the current work is the development of the technique to determine directions and amplitudes of all electromagnetic waves in the vacuum which are present in a computational domain at definite time.

1. Introduction
Under interaction of plasma flows there are electromagnetic waves generated in the plasma. These waves can be distributed in different directions, interact with the plasma and can be changed by amplitude and motion direction. When modelling, the study of the generating electromagnetic waves in the plasma is impossible due to the nonlinear character of such interaction. In different problems to solve this matter one places a vacuum domain next to the plasma region, where there are studied the electromagnetic waves generated by the plasma. For instance, the electromagnetic radiation appearing due to the interaction of an electron beam with the plasma is studied in [1, 2]. As an illustration of the generating electromagnetic field, a figure of one component of electric field intensity had been presented. From these articles one can see that the radiation moves by a normal to the boundary of a computational domain, however, the wave characteristics are not defined. In [3] there is considered the generating radiation when modeling by the particle-in-cell (PIC) method, and, as a characteristic of the radiation, the density of the electromagnetic energy is considered only. In [4] the PML method for the absorbing boundary conditions is considered. Here the efficiency of the method had been illustrated by the comparison with an accurate solution only. Nevertheless, the appearing distortion of the electromagnetic waves had not been studied well. In the work of G. Mur [5] the nonreflecting boundary conditions had been proposed, however, the quality of the boundary waves had been characterized by the comparison with an exact solution, also, and the characteristics of reflected waves had not been...
studied. It all leads to the necessity to study more careful the characteristics of the electromagnetic waves in the vacuum.

The aim of the current paper is to develop the technique to determine directions and amplitudes of all electromagnetic waves taking place in a computational domain at a definite moment of time. Waves in vacuum follow to the linear Maxwell equations and break apart in noninteracting with each other electromagnetic waves of different frequencies and amplitudes. In numerical computations it is easy to determine the frequencies and amplitudes of all six components of the electromagnetic field intensities using the Fourier analysis. Unfortunately, all waves are mixed up and it is impossible to determine the characteristics of separate waves. Moreover, it is impossible to separate by the Fourier analysis two waves having the same wave numbers but moving in opposite directions.

2. Algorithm description

To study this matter, let us consider the problem in a uniform rectangular grid with the nodes $(x_i, y_k, t^m)$, where $x_i = i h_x$, $y_k = k h_y$, $t^m = m \tau$, is introduced. Here $h_x, h_y$ are grid steps in the directions $x$ and $y$, correspondingly, $\tau$ is a time step, $t$ and $k$ are node numbers. Approximating the system of equations (1), we obtain the scheme

\[
\begin{align*}
\frac{(B_x)_{i+1/2,k}^{m+1/2} - (B_x)_{i-1/2,k}^{m-1/2}}{\tau} &= \frac{(E_z)_{i+1/2,k+1/2}^{m} - (E_z)_{i-1/2,k-1/2}^{m}}{h_y} \\
\frac{(B_y)_{i,k+1/2}^{m+1/2} - (B_y)_{i,k-1/2}^{m-1/2}}{\tau} &= \frac{(E_x)_{i+1/2,k-1/2}^{m} - (E_x)_{i-1/2,k+1/2}^{m}}{h_x} \\
\frac{(E_z)_{i-1/2,k+1/2}^{m} - (E_z)_{i-1/2,k-1/2}^{m}}{\tau} &= \frac{(B_x)_{i+1/2,k}^{m} - (B_x)_{i-1/2,k}^{m}}{h_x} \\
\frac{(B_y)_{i,k}^{m+1/2} - (B_y)_{i,k}^{m-1/2}}{\tau} &= \frac{(B_y)_{i+1/2,k}^{m} - (B_y)_{i-1/2,k}^{m}}{h_x} \\
\end{align*}
\]
The similar scheme can be written for the system (2). It is known as the FDTD scheme [6] and has the second order of approximation in all directions.

Solving a problem at any time, we have the grid functions $E_x, E_y, E_z, B_x, B_y, B_z$ obeying the grid equations (3) in the vacuum. Our aim is to find the specification of waves and their directions while they move by the known grid fields.

Let us consider the waves dealing with the first subsystem. A wave satisfying the system (1) can be written as

$$
\begin{align*}
E_x &= \omega A \sin(-\omega t + k_x x + k_y y + \varphi_0), \\
B_x &= k_y A \sin(-\omega t + k_x x + k_y y + \varphi_0), \\
B_y &= -k_x A \sin(-\omega t + k_x x + k_y y + \varphi_0),
\end{align*}
$$

where $A$ is a wave amplitude, $\omega$ is a wave frequency, $k_x$ and $k_y$ are components of a wave vector, $\varphi_0$ is a wave shift by space. The components of the wave vector are bound with the frequency by the following formula

$$
\omega^2 = k_x^2 + k_y^2.
$$

It permits us to introduce a slope $\alpha$ of the wave vector to the axis $x$

$$
k_x = \omega \cos \alpha, \quad k_y = \omega \sin \alpha.
$$

In the case of the limited domain

$$
0 \leq x < L_x, \quad 0 \leq y < L_y,
$$

the components of the wave vector can take a counting number of the values

$$
k_x = n_x \frac{2\pi}{L_x}, \quad k_y = n_y \frac{2\pi}{L_y},
$$

where $n_x, n_y$ are natural numbers.

Any function in the 2D case can be represented in the form of the doubled Fourier series

$$
\sum_{n_x=0}^{\infty} \sum_{n_y=0}^{\infty} \left[ R_{1,n_x,n_y} \cdot \cos(k_x x) \cos(k_y y) + R_{2,n_x,n_y} \cdot \cos(k_x x) \sin(k_y y) + \\
+ R_{3,n_x,n_y} \cdot \sin(k_x x) \cos(k_y y) + R_{4,n_x,n_y} \cdot \sin(k_x x) \sin(k_y y) \right],
$$

where the coefficients $R$ are computed by the Euler-Fourier formulas [7].

The problem is in that at any time $t$, knowing the values of the functions $E_x, E_y, E_z, B_x, B_y, B_z$, to find what kind of waves are in the computational domain, i.e. for each $k_x, k_y$ it is necessary to find a wave amplitude corresponding to this wave vector. As all waves are linearly independent, let us consider below only waves which have the same $|k_x|$ and $|k_y|$.

### 2.1. Expansion into the Fourier series of $E_x$

The 2D Fourier analysis for the functions $E_x, B_y, B_y$ gives the amplitudes of all harmonics. However, this expansion mixes up four waves which have the equal $|k_x|$ and $|k_y|$, but have a different motion direction. For example, for the function $E_x$ there will be mixed up the following four waves having different amplitudes and phase shifts

$$
\begin{align*}
E_x^{(1)} &= \omega A_1 \sin(k_x x + k_y y + \varphi_1), \\
E_x^{(2)} &= \omega A_2 \sin(k_x x - k_y y + \varphi_2), \\
E_x^{(3)} &= \omega A_3 \sin(-k_x x + k_y y + \varphi_3), \\
E_x^{(4)} &= \omega A_4 \sin(-k_x x - k_y y + \varphi_4),
\end{align*}
$$

As the function analysis is carried out at a fixed moment of time, here we add $-\omega t$ to the phase shift $\varphi$ (see the formula (4)).

Thus, the mixture of four waves, mentioned above, has the following form

$$
E_x = E_x^{(1)} + E_x^{(2)} + E_x^{(3)} + E_x^{(4)}.
$$

The Fourier transform of the function $E_x$ gives four coefficients for the harmonics
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where

the result we get the system of four equations

Substituting these expansions into equality (7), we obtain

Writing down the expansions of all functions $E_z^{(i)}$ we get

where $R_1, R_2, R_3, R_4$ are the coefficients of the expansion into the Fourier series of the function $E_z$. As the result we get the system of four equations

The solution of this system gives the following equalities

However, we need more of them to determine the coefficients $p_i$ and $q_i$. For a unique definition of the unknown $p_i$ and $q_i$ it is necessary to use the expansion coefficients for the functions $B_x$ and $B_y$.

2.2. Expansion into the Fourier series of $B_x$. Let us consider the function $B_x$. As for the function $E_z$, let us present it as a sum of four functions having the equal $|k_x|$ and $|k_y|$

$$B_x = B_x^{(1)} + B_x^{(2)} + B_x^{(3)} + B_x^{(4)},$$

where

$$p_1 = \omega A_1 \sin(\varphi_1), \quad q_1 = \omega A_1 \cos(\varphi_1), \quad i = 1, 2, 3, 4.$$
\[ B_x^{(1)} = k_y A_1 \sin(k_x x + k_y y + \varphi_1), \]
\[ B_x^{(2)} = -k_y A_2 \sin(k_x x - k_y y + \varphi_2), \]
\[ B_x^{(3)} = k_y A_3 \sin(-k_x x + k_y y + \varphi_3), \]
\[ B_x^{(4)} = -k_y A_4 \sin(-k_x x - k_y y + \varphi_4). \]

The expansion of the functions \( B_x^{(i)} \) gives the following equalities
\[ B_x^{(1)} = \sin \alpha \left[ p_1 \cos(k_x x) \cos(k_y y) + q_1 \cos(k_x x) \sin(k_y y) + q_1 \sin(k_x x) \sin(k_y y) \right], \]
\[ B_x^{(2)} = \sin \alpha \left[ -p_2 \cos(k_x x) \cos(k_y y) + q_2 \cos(k_x x) \sin(k_y y) - q_2 \sin(k_x x) \sin(k_y y) \right], \]
\[ B_x^{(3)} = \sin \alpha \left[ p_3 \cos(k_x x) \cos(k_y y) + q_3 \cos(k_x x) \sin(k_y y) - q_3 \sin(k_x x) \sin(k_y y) \right], \]
\[ B_x^{(4)} = \sin \alpha \left[ -p_4 \cos(k_x x) \cos(k_y y) + q_4 \cos(k_x x) \sin(k_y y) + q_4 \sin(k_x x) \sin(k_y y) \right], \]

where \( \sin \alpha \) is the sine of the slope of the wave vector to the axis \( x \). In a similar manner, summing up these functions, we get
\[
\sum B_x^{(i)} = \sin \alpha \cdot (p_1 - p_2 + p_3 - p_4) \cdot \cos(k_x x) \cos(k_y y) + \\
+ \sin \alpha \cdot (q_1 + q_2 + q_3 + q_4) \cdot \sin(k_x x) \sin(k_y y) + \\
+ \sin \alpha \cdot (q_1 - q_2 - q_3 + q_4) \cdot \sin(k_x x) \cos(k_y y) + \\
+ \sin \alpha \cdot (-p_1 - p_2 + p_3 + p_4) \cdot \sin(k_x x) \sin(k_y y) = \\
= B_x = U_1 \cos(k_x x) \cos(k_y y) + U_2 \cos(k_x x) \sin(k_y y) + \\
+ U_3 \sin(k_x x) \cos(k_y y) + U_4 \sin(k_x x) \sin(k_y y),
\]

where \( U_1, U_2, U_3, U_4 \) are the coefficients of the expansion into the Fourier series of the function \( B_x \). Here we obtain again the system consisting of four equations
\[
\begin{align*}
  p_1 - p_2 + p_3 - p_4 &= U_1 / \sin \alpha, \\
  -p_1 - p_2 + p_3 + p_4 &= U_4 / \sin \alpha, \\
  q_1 + q_2 + q_3 + q_4 &= U_2 / \sin \alpha, \\
  q_1 - q_2 - q_3 + q_4 &= U_3 / \sin \alpha.
\end{align*}
\]

It gives the solution
\[
\begin{cases}
  p_2 - p_2 &= (U_1 + U_4) / (2 \sin \alpha), \\
  p_2 - p_4 &= (U_1 - U_4) / (2 \sin \alpha), \\
  q_1 + q_4 &= (U_2 + U_3) / (2 \sin \alpha), \\
  q_2 + q_3 &= (U_2 - U_3) / (2 \sin \alpha).
\end{cases}
\] (10)

Solving these equations along with the system (8), we obtain the values of all coefficients \( p_i \) and \( q_i \)
\[
\begin{align*}
  p_1 &= \frac{1}{4} \left( R_1 - R_4 + \frac{U_1 - U_4}{\sin \alpha} \right), \\
  p_2 &= \frac{1}{4} \left( R_1 + R_4 - \frac{U_1 + U_4}{\sin \alpha} \right), \\
  p_3 &= \frac{1}{4} \left( R_1 + R_4 + \frac{U_1 + U_4}{\sin \alpha} \right), \\
  p_4 &= \frac{1}{4} \left( R_1 - R_4 - \frac{U_1 - U_4}{\sin \alpha} \right), \\
  q_1 &= \frac{1}{4} \left( R_2 + R_3 + \frac{U_2 + U_3}{\sin \alpha} \right), \\
  q_2 &= \frac{1}{4} \left( R_3 - R_2 + \frac{U_2 - U_3}{\sin \alpha} \right).
\end{align*}
\]
The solution of this system is as follows

\begin{align*}
q_3 &= \frac{1}{4} \left(R_2 - R_3 + \frac{U_2 - U_3}{\sin \alpha}\right), \\
q_4 &= \frac{1}{4} \left(-R_2 - R_3 + \frac{U_2 + U_3}{\sin \alpha}\right).
\end{align*}

Knowing all \( p_i \) and \( q_i \), it is possible to find the amplitudes of all waves having the equal \(|k_x|\) and \(|k_y|\)

\[ A_i = \frac{1}{\omega} \sqrt{p_i^2 + q_i^2}, \quad i = 1, \ldots, A. \]

The phase shift is defined by the formulas

\[ \tan \varphi_i = \frac{p_i}{q_i}, \quad i = 1, \ldots, A. \]

2.3. Expansion into the Fourier series of \( B_y \). In some cases, it is necessary to use the expansion into the Fourier series of \( B_y \) instead of \( B_x \). As the amplitudes of waves should be defined uniquely, the use of the function \( B_y \) instead of \( B_x \) should lead to the same result. In the similar way, let us present the function \( B_y \) as the sum of four functions having equal \(|k_x|\) and \(|k_y|\)

\[ B_y = B_y^{(1)} + B_y^{(2)} + B_y^{(3)} + B_y^{(4)}. \]

Here

\begin{align*}
B_y^{(1)} &= -k_x A_1 \sin(k_x x + k_y y + \varphi_1), \\
B_y^{(2)} &= -k_x A_2 \sin(k_x x - k_y y + \varphi_2), \\
B_y^{(3)} &= k_x A_3 \sin(-k_x x + k_y y + \varphi_3), \\
B_y^{(4)} &= k_x A_4 \sin(-k_x x - k_y y + \varphi_4).
\end{align*}

As in the previous case, let us write down the expansions

\begin{align*}
B_y^{(1)} &= \cos \alpha \left[-p_1 \cdot \cos(k_x x) \cos(k_y y) - q_1 \cdot \cos(k_x x) \sin(k_y y) - \\
&\quad -q_1 \cdot \sin(k_x x) \cos(k_y y) + p_1 \cdot \sin(k_x x) \sin(k_y y)\right], \\
B_y^{(2)} &= \cos \alpha \left[-p_2 \cdot \cos(k_x x) \cos(k_y y) + q_2 \cdot \cos(k_x x) \sin(k_y y) - \\
&\quad -q_2 \cdot \sin(k_x x) \cos(k_y y) - p_2 \cdot \sin(k_x x) \sin(k_y y)\right], \\
B_y^{(3)} &= \cos \alpha \left[p_3 \cdot \cos(k_x x) \cos(k_y y) + q_3 \cdot \cos(k_x x) \sin(k_y y) - \\
&\quad -q_3 \cdot \sin(k_x x) \cos(k_y y) + p_3 \cdot \sin(k_x x) \sin(k_y y)\right], \\
B_y^{(4)} &= \cos \alpha \left[p_4 \cdot \cos(k_x x) \cos(k_y y) - q_4 \cdot \cos(k_x x) \sin(k_y y) - \\
&\quad -q_4 \cdot \sin(k_x x) \cos(k_y y) - p_4 \cdot \sin(k_x x) \sin(k_y y)\right].
\end{align*}

Substituting these expansions into (12) we get

\[ B_y = V_1 \cdot \cos(k_x x) \cos(k_y y) + V_2 \cdot \cos(k_x x) \sin(k_y y) + \\
+V_3 \cdot \sin(k_x x) \cos(k_y y) + V_4 \cdot \sin(k_x x) \sin(k_y y) = \\
= \sum_{i} B_y^{(i)} = \cos \alpha \cdot (-p_1 - p_2 + p_3 - p_4) \cdot \cos(k_x x) \cos(k_y y) + \\
+\cos \alpha \cdot (-q_1 + q_2 + q_3 - q_4) \cdot \cos(k_x x) \sin(k_y y) + \\
+\cos \alpha \cdot (-q_1 - q_2 - q_3 + q_4) \cdot \sin(k_x x) \cos(k_y y) + \\
+\cos \alpha \cdot (p_1 - p_2 + p_3 - p_4) \cdot \sin(k_x x) \sin(k_y y). \]

Over again, there can be written the system of four equations to determine eight unknowns

\begin{align*}
-p_1 - p_2 + p_3 - p_4 &= V_1 / \cos \alpha, \\
p_1 - p_2 + p_3 - p_4 &= V_2 / \cos \alpha, \\
-q_1 + q_2 + q_3 - q_4 &= V_3 / \cos \alpha, \\
q_1 + q_2 + q_3 + q_4 &= -V_4 / \cos \alpha.
\end{align*}

The solution of this system is as follows
\[
\begin{align*}
    p_3 - p_2 &= (V_1 + V_4)/(2\cos\alpha), \\
p_1 - p_4 &= (V_4 - V_1)/(2\cos\alpha), \\
q_1 + q_4 &= -(V_2 + V_3)/(2\cos\alpha), \\
q_2 + q_3 &= (V_2 - V_3)/(2\cos\alpha).
\end{align*}
\]

Summing up the equalities of this system along with the equations (8) one obtains
\[
\begin{align*}
p_1 &= \frac{1}{4}(R_1 - R_4 + \frac{V_4 - V_1}{\cos\alpha}), \\
p_2 &= \frac{1}{4}(R_1 + R_4 - \frac{V_1 + V_4}{\cos\alpha}), \\
p_3 &= \frac{1}{4}(R_1 + R_4 + \frac{V_4 - V_1}{\cos\alpha}), \\
p_4 &= \frac{1}{4}(R_1 - R_4 + \frac{V_1 + V_4}{\cos\alpha}), \\
q_1 &= \frac{1}{4}(R_2 + R_3 - \frac{V_2 + V_3}{\cos\alpha}), \\
q_2 &= \frac{1}{4}(R_3 - R_2 + \frac{V_2 - V_3}{\cos\alpha}), \\
q_3 &= \frac{1}{4}(R_2 - R_3 + \frac{V_2 - V_3}{\cos\alpha}), \\
q_4 &= \frac{1}{4}(-R_2 - R_3 - \frac{V_2 + V_3}{\cos\alpha}).
\end{align*}
\]

Now, as in the previous case, one can get the wave amplitudes \(A_i\) and the angles \(\varphi_i\) by the formulas (11) and (12).

3. Algorithm implementation

Let us show the algorithm implementation on some examples.

3.1. Example 1. Using the formulas (7), (9) and (13), let us assign the sum of four waves having numbers \(|n_x| = 7, |n_y| = 3\) and the following amplitudes and phase shifts:
\[
A_1 = 2, \quad A_2 = 2.5, \quad A_3 = 3.5, \quad A_4 = 3; \\
\varphi_1 = 0.1, \quad \varphi_2 = 0.2, \quad \varphi_3 = 0.3, \quad \varphi_4 = 0.4.
\]

The results of the implementation of the described algorithm for the current example are shown on figure 1. Here the axis are the harmonic numbers.

![Figure 1. Amplitudes of electromagnetic waves.](image)

Let us note in this example two couples of waves are set and they move in different directions:

1) \((n_x, n_y) = (7,3)\) and \((n_x, n_y) = (-7, -3)\);
2) \((n_x, n_y) = (7, -3)\) and \((n_x, n_y) = (-7, 3)\).

From the figure we can see that all waves have been broken apart as it should be and the wave amplitudes coincide with the given one.

3.2. Example 2. Let us consider the algorithm implementation for the problem on the motion of an electromagnetic pulse in the vacuum. The problem statement is as follows. At initial time an electromagnetic pulse with the circular polarization enters the computational domain through the left boundary \(x = 0\) and moves in the direction of the right boundary, and, then, leaves the domain. There is introduced the uniform rectangular grid in the computational domain. The equations (1) and (2) are solved by the FDTD scheme [6] with the steps \(h_x = h_y = 0.05\). The time step is \(\tau = 0.005\). There are the periodic boundary conditions on the boundary \(y = 0\) and \(y = 15\). On the boundary \(x = 0\) the functions \(E_x, E_y, E_z, B_x, B_y, B_z\) are set, and on the boundary \(x = 8\) there are the nonreflecting Mur boundary conditions of the first order [5]. The density of the electromagnetic wave energy at time \(t = 12.5\) is presented on figure 2.

![Figure 2. Density of the electromagnetic wave energy.](image)

Figure 3 shows the dependence of the full energy of the electromagnetic field in the computational domain depending on time.

![Figure 3. Full energy of the electromagnetic field.](image)

Here one can see that up to time \(t = 6\) there are no electric and magnetic fields. To the moment of time \(t = 9\) the pulse has entered the domain completely, and up to time \(t = 16\) it has been in the domain. Then, to the moment of time \(t = 19\) it has left the domain in full. However, some electromagnetic energy has been left there (approximately 0.6% of the full pulse energy).
Let us consider what wave structure was at different times. Figure 4 represents the amplitudes of the electromagnetic waves for the system of equations (1) at time \( t = 12.5 \) (for the system (2) the representation is similar).

![Figure 4. Wave amplitudes and contours at time \( t = 12.5 \).](image)

One can see that, despite of the main energy is concentrated in the waves moving in the positive direction of the axis \( x \), there are waves moving in the opposite direction. Their energy is small, and from figure 2 the presence of such waves is imperceptible.

After the electromagnetic pulse leaves the computational domain, there is a small quantity of the electromagnetic energy left, the distribution of which by the wave numbers is shown on figure 5.

![Figure 5. Wave amplitudes at time \( t = 25 \).](image)

3.3. Example 3. Let us consider the implementation of the Mur boundary conditions on the example given in [5]. In the 2D vacuum domain \((0 \leq x \leq 3.5, 0 \leq y \leq 3.5)\) at the point \((x_0 = 0.5, y_0 = 0.5)\) there is the current source \( I_z = C \sin(2\pi t/\lambda) \) exciting the electromagnetic field in the whole computational domain. At initial time there is no electromagnetic fields. The Maxwell equations are solved by the same way as in the previous example. There are nonreflecting Mur conditions of the first order on all boundaries. The space steps are the same and equal to \( h_x = h_y = 0.05 \), the time step is \( \tau = 0.002 \). The computation had been carried out up to time \( t = 1.6 \). The component of the electric field intensity \( E_z \) at this time has the structure shown on figure 6.
Figure 6. Electric field intensity $E_z$ at time $t = 1.6$.

From this figure we can see that the wave has not reached all boundaries. The analysis of the electromagnetic waves, excited in the computational domain, gives the following picture (see figure 7).

Figure 7. Surface and contours of the electromagnetic wave amplitudes at time $t=1.6$ when using the Mur boundary conditions.

Figure 8. Surface and contours of the electromagnetic wave amplitudes when using the exact boundary conditions.
It can be seen that there is the predominance of the waves moving in the positive direction of the axis $x$ and $y$. It means that the Mur boundary conditions of the first order do not let pass the electromagnetic waves well, i.e. reflect them partially. When there are no influence of the boundary conditions, the structure is more symmetric (see figure 8). The absence of the circular symmetry is due to the scheme noninvariance by directions.

**Conclusion**

The method of computation of electromagnetic wave amplitudes for 2D grid functions has been considered in the paper. This method permits, using the values of electric and magnetic fields at some moment of time, to obtain amplitudes and phase shifts for all waves. Also, it allows to separate the waves having equal wave vectors but moving in different directions. The implementation of the algorithm has been demonstrated on a few examples.
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