Fermi’s golden rule, the origin and breakdown of Markovian master equations, and the relationship between oscillator baths and the random matrix model
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Fermi’s golden rule applies to a situation in which a single quantum state |ψ⟩ is coupled to a near-continuum. This “quasi-continuum coupling” structure results in a rate equation for the population of |ψ⟩. Here we show that the coupling of a quantum system to the standard model of a thermal environment, a bath of harmonic oscillators, can be decomposed into a “cascade” made up of the quasi-continuum coupling structures of Fermi’s golden rule. This clarifies the connection between the physics of the golden rule and that of a thermal bath, and provides a non-rigorous but physically intuitive derivation of the Markovian master equation directly from the former. The exact solution to the Hamiltonian of the golden rule, known as the Bixon-Jortner model, generalized for an asymmetric spectrum, provides a window on how the evolution induced by the bath deviates from the master equation as one moves outside the Markovian regime. Our analysis also reveals the relationship between the oscillator bath and the “random matrix model” (RMT) of a thermal bath. We show that the cascade structure is one of the generic elements of thermalizing many-body systems.

I. INTRODUCTION

The ability to model the effects of the environment on simple quantum systems is important in a wide range of fields, including those relevant to quantum technology and quantum information. Many systems that are important in quantum technologies are subject to relatively weak coupling to environments that, as a result, behave as generic thermal baths. This coupling induces relaxation and decoherence, and can be modeled by an interaction with a near-continuum of harmonic oscillators. This model of a bath leads to a very simple “Markovian” master equation for the system alone so long as certain conditions are satisfied by various timescales of the system and bath [1, 2]. This master equation is essentially a set of rate equations for the populations of, and coherences between, the various discrete energy levels of the system, and is extremely useful in modeling environmental effects in a wide range of systems.

The standard derivation of the master equation using a bath of harmonic oscillators is perturbative, involves approximations that are somewhat obscure (e.g. the approximation that the system and bath are in a product state at each time-step is demonstrably false), and provides little intuition about what happens as one moves outside the rate-equation regime [1, 2]. Nevertheless the result of this derivation is a set of valid conditions that determine in what regime such a bath will induce simple rate-equation dynamics. Here we introduce a way to analyze the dynamics of an oscillator bath that is quite different from traditional methods. Our motivations for presenting this approach, in which the interaction with the system is decomposed into a “cascade” of simple coupling structures, are as follows. First, it clarifies the relationship between the coupling structure of Fermi’s golden rule and that of an oscillator bath. It shows that the essential mechanism for generating rate equations is the same for both and clarifies the role of various parameters in this mechanism, such as the system transition frequency and the bath temperature. We suggest that the coupling structure of Fermi’s golden rule may be the only one by which quantum mechanics is able to generate rate equations. Second, because the Hamiltonian of the golden rule can be solved (almost) exactly [3–6], this approach provides insight into the distinct ways in which the evolution induced by an oscillator bath deviates from that of the master equation as the various conditions are relaxed. Third, it makes simple the relationship between the oscillator bath and another model of a thermal bath, the so-called “random matrix model” [7–13]. We show that while the oscillator bath generates a master equation in which the transition rates are independent of the initial state of the system, the random matrix model cannot do so. This difference is a result of the one essential structural difference between the two models, which is that the RMT lacks the cascade structure. Our analysis suggests that this structure is a consequence of the many-body nature of thermal baths, and thus is likely to be universal. This in turn suggests that state-independent transition rates are a general feature of real thermalizing baths.

The emergence of rate equations from quantum mechanics is also of fundamental interest from the point of view of the quantum-to-classical transition, the study of how classical dynamics arises from quantum dynamics as an emergent phenomenon [14–17]. Two classes of noise processes are ubiquitous in the classical world, the first is Gaussian noise and the second consists of “jump processes” of which the Poisson process is an example [18]. Gaussian noise emerges from the quantum dynamics of
thermalizing (many-body) systems (a fact connected to a remarkable theorem by Kac [19, 20]), while jumps processes are described by rate equations. The question of the (quantum mechanical) coupling structure(s) that are able to generate rate equations from unitary evolution is thus of fundamental interest.

In the next section we begin by defining the (thermal) Markovian master equation for weak damping, and enumerate the conditions under which it accurately describes the effect of a bath of oscillators. In Section III we show that a coupling to an oscillator bath can be decomposed into a cascade of the coupling structures of Fermi’s-golden-rule (FGR). In Section IV we derive the master equation from this structure and discuss some additional implications. In Section V we examine the exact solution for the FGR coupling structure (the Bixon-Jortner model) [3-6], and in Section VI we use this to obtain information about the distinct ways in which the dynamics of an open system deviates from the master equation as the various conditions are relaxed. In Section VII we describe the “random matrix model” for open systems and explain how it correctly includes key elements of a thermal bath. We then show that this model cannot produce the required initial-state-independence of the master equation, and that the ability to do so is provided by the cascade structure of the oscillator bath. In Section VIII we finish with some concluding remarks.

II. THE THERMAL MASTER EQUATION FOR WEAKLY DAMPED SYSTEMS

An interaction with an oscillator bath will induce a simple rate equation for a quantum system only when a number of conditions are satisfied. First there are conditions on the time-dependence of the system Hamiltonian. Here we assume that the system Hamiltonian is time independent, or if it is time-dependent then this time dependence causes only insignificant changes to the system’s eigenvalues and eigenvectors. This condition means that the dynamics induced by any time-dependent control is slow compared to the frequencies of the system’s transitions (to be defined below). Master equations can be derived for certain classes of time-dependent systems in which the above condition is broken, but we will not deal with these here [21-25].

To obtain the “standard” Markovian master equation, there are two remaining conditions that involve the parameters of the system. (Further conditions that involve the parameters of the bath itself will be discussed in the next section.) These conditions are required by the rotating-wave approximation (RWA) [2, 20, 26-28], and are also referred to as the conditions for weak damping.

First we need to introduce some terminology. Let us denote the energy eigenstates of our quantum system by $|\psi_n\rangle$, $n = 0,\ldots,N-1$, their respective energies by $E_n$ and their respective frequencies by $\tilde{\Omega}_n = E_n/\hbar$. A transition is defined as a pair of states, $\{|\psi_n\rangle,|\psi_m\rangle\}$, ordered so that $E_n > E_m$. We will label all the transitions of a system by $T_j$ with $j = 1,\ldots,M$. The “frequency” of a system transition $j$ is $\Omega_j \equiv \tilde{\Omega}_n - \tilde{\Omega}_m$. The “damping rate” of a system transition, $\gamma_j$, is the total rate at which jumps from $|\psi_n\rangle$ to $|\psi_m\rangle$ are induced by the bath when the bath is at zero temperature. The actual rate at which jumps occur for any given transition depends not only on $\gamma_j$ but also on the temperature $T$. In particular, the rate at which downward jumps occur is $\gamma_j^{-} = \gamma_j(n_T[\Omega_j]+1)$.

Here $n_T[\Omega_j]$, given below in Eq.(4), is the average number of quanta in a harmonic oscillator that has frequency $\Omega_j$ and is at temperature $T$. The rate at which upward jumps occur is $\gamma_j^{+} = \gamma_j n_T[\tilde{\Omega}_j]$.

A system is weakly damped if

1. $\gamma_j \ll \Omega_j, \forall j$,

2. Either i) $|\Omega_k - \Omega_j| \gg \max(\gamma_j, \gamma_k)$
   or ii) $|\Omega_k - \Omega_j| \ll \min(\gamma_j, \gamma_k)$

Condition 2 ensures that all pairs of transitions can be separated into those that are degenerate (have the same transition frequency from the point of view of the system/bath coupling) and those that are non-degenerate with respect to this coupling. If there are two or more transitions that are degenerate it is useful to re-label the transitions by the distinct frequencies. We will denote each distinct transition frequency by $\nu_j$, the number of transitions that are effectively degenerate with this frequency by $K_j$, and label each of the transitions by $T_{jk}$, $k = 1,\ldots,K_j-1$. Of course each of the transitions has an upper state and a lower state. We will denote the upper state by $|e_{jk}\rangle$ and the lower state by $|g_{jk}\rangle$. We present this notation in Table I for convenience.

We can write the thermal Markovian master equation in a compact form by using the definitions given in Table I and define “transition operators”, $L_j$, by

$$
L_j = \sum_{k=1}^{K_j} |g_{jk}\rangle \langle e_{jk}|.
$$

Note that each $L_j$ describes jumps for all the transitions that share the transition frequency $\nu_j$. The transitions arise from the coupling to the bath, a coupling that is proportional to some system operator $X$. There will be transitions between states $|g_{jk}\rangle$ and $|e_{jk}\rangle$ only if $X$ has a

| Symbol | Meaning |
|--------|---------|
| $\nu_j$ | Distinct transition frequencies |
| $K_j$ | Degeneracy of $\nu_j$ |
| $T_{jk}$ | $k^{th}$ transition with frequency $\nu_j$ |
| $L_j$ | Transition operator for frequency $\omega_j$ |
| $|e_{jk}\rangle$ | Upper state for transition $T_{jk}$ |
| $|g_{jk}\rangle$ | Lower state for transition $T_{jk}$ |

TABLE I. Notation to incorporate degenerate transitions
non-zero matrix element between these states. We also define a superoperator $\mathcal{D}$ by

$$\mathcal{D}[c]\rho \equiv c^\dagger c\rho - (c^\dagger c\rho + \rho c^\dagger c)/2$$

for any operator $c$, and the quantity

$$n_T[\omega] = (e^{\hbar\omega/2kT} - 1)^{-1}$$

in which $k$ is Boltzmann’s constant. This quantity is the average number of quanta in a harmonic oscillator with frequency $\omega$ at temperature $T$. We can now write the thermal Markovian master equation for weakly damped systems, which is

$$\dot{\rho} = -\frac{i}{\hbar}[H + H_L, \rho] + \sum_j \gamma_j \mathcal{D}[L_j]\rho + \sum_j \gamma_j n_T[\omega] \left[\mathcal{D}[L_j^\dagger] + \mathcal{D}[L_j]\right]\rho. \tag{5}$$

This equation tends to be referred to as the “standard” master equation; it describes the thermal relaxation of quantum systems in terms of a simple (Markovian) rate dynamics [2, 26]. It reduces, for example, to the “quantum optical” master equation for a cavity mode damped by a lossy end-mirror [20]. This master equation, while relevant in many applications, appears to lack a concise and convenient name. For want of such a name, we will refer to it here as the “MEW”, an acronym drawn from the phrase “master equation for weak damping”.

In the above equation $H_L$ gives the (small) changes to the energy levels due to the Lamb shift. These shifts depend explicitly on how the coupling between the system and the bath oscillators tapers off at high frequencies. We may choose this coupling to end abruptly at some sufficiently high frequency $\Omega$. In such a case the bath is referred to as having a “sharp cut-off” and $\Omega$ is called the cut-off frequency of the bath. We can alternatively allow the coupling to the bath oscillators to reduce gradually to zero in some way above some designated frequency, which in that case is also referred to as the “cut-off”. The Lamb shifts of the energy levels depend not only on the cut-off frequency but also on the nature of the cut-off. Here we will always use a sharp cut-off at a frequency $\Omega_c$. We discuss the origin and calculation of the Lamb shift in Section VI.3.

The standard derivation of the MEW, Eq.(5), can be found in [2, 26–29]. Note that the MEW is derived from the Schrödinger equation for the system and bath combined, and this equation is deterministic. Quantum mechanics however has randomness built into the definition of the states. The MEW, while itself deterministic, can be thought of as describing a random process, in a way very similar to the classical master equations that describe dynamics in which random jumps are occurring between discrete states [30]. Such classical master equations are deterministic only because they describe the evolving probability distribution over the states of the system, as opposed to an actual sample evolution in which the system will be seen to jump between states at random times. Similarly the dynamics described by the MEW can be rewritten as a stochastic equation for system in a pure state that changes at random times. These stochastic evolutions for quantum systems have been termed “quantum trajectories” [31], or “quantum Monte Carlo”/“quantum jump” methods [32–34], but we will not be concerned with them here.

### III. THE STRUCTURE OF AN OSCILLATOR BATH

An oscillator bath consists of a large number of oscillators whose frequencies are closely spaced on the real line. So long as the spacing of the oscillators is much smaller than all frequencies of the system, including the inverse of the time over which we wish to evolve the system, then the bath is well characterized by a quantity called the spectral density, usually denoted by $J(\omega)$. This density is the product of the actual density per unit frequency of the oscillators (assuming the limit in which the spacing between the oscillators tends to zero) with the square of the coupling between the system and each oscillator, which may also vary with frequency. Specifically, if we denote the annihilation operator for the oscillator with frequency $\omega$ by $a_\omega$, and write the Hamiltonian of the system and oscillator bath by

$$H = H_0 + \hbar X \int_0^{\infty} \tilde{g}(\omega) x_\omega d\omega + \int_0^{\infty} \tilde{D}(\omega) a_\omega^\dagger a_\omega d\omega, \tag{6}$$

then the spectral density is

$$J(\omega) = \tilde{g}^2(\omega)\tilde{D}(\omega). \tag{7}$$

Here $H_0$ is the Hamiltonian of the system, $X$ is a dimensionless system observable, and $x_\omega = a_\omega + a_\omega^\dagger$. Note that we have defined the coupling “strength” $\tilde{g}$, oscillator density $\tilde{D}$, and $J$ so that they are all dimensionless. We can define a version of the oscillator density, $D(\omega)$, that actually has units of inverse frequency by pulling out an (arbitrary) frequency $\omega_d$, from the integral so as to write

$$D(\omega) d\omega = \omega_d D(\omega) d\omega.$$

For weak coupling, as we shall see in what follows, each system transition couples primarily only to the oscillators within a small frequency band around the transition frequency. The resulting transition rates are then determined, to good approximation, by the value of the spectral density at the frequency of each transition. Thus it is only the values of the spectral density at each of the transition frequencies that affects the master equation, and this effect is merely to scale up or down each of the transition rates. Because the spectral density affects the resulting master equation only in this simple way, it is not important for our analysis exactly how we chose this density, except that we must consider what happens to it as $\omega \to \infty$, as we now explain.
The coupling strength $\tilde{g}(\omega)$ tends to zero as $\omega$ tends to infinity due to the fact that the spatial extent of the system is nonzero. For example, the effect on a given charge distribution of variations in the electric field that are much smaller than the volume of the distribution average themselves out over the volume. A system therefore has a “cut-off” frequency above which it does not couple to the bath oscillators. For our analysis we will take the bath to have a “sharp” cut-off frequency, $\Omega_c$, meaning that $\tilde{g}(\omega)$ is non-zero up until $\Omega_c$, and zero for all higher frequencies. We will also choose the simplest form for the coupling strength $g$ and the oscillator density, $D(\omega)$, setting them to be constant between $\omega = 0$ and $\omega = \Omega_c$. In particular $D(\omega) = D$ for $\omega \in [0, \Omega_c]$. Note that the bath actually consists of a discrete set of oscillators — the continuum description is merely an idealization. Choosing the spectral density of the oscillators to be uniform naturally means that the oscillators are equally spaced in frequency. We will denote this spacing by $\delta \omega$, and the resulting density $D$ for the discrete bath is then $D = 1/\delta \omega$. Since the evolution is unitary it is also reversible. The ability of the bath to induce apparently irreversible (thermodynamic) evolution in the system is due to the smallness of $\delta \omega$. We can think of the oscillators as dephasing over time, and we can expect that the resulting motion of the joint system will not repeat until all the oscillators have come back into phase. This happens on the timescale of $T = 1/\delta \omega = D$. Similarly, the thermodynamics that arises from large, many-body systems is possible only because the spacing between the energy levels of such systems is fantastically small. When $T$ is longer than all other timescales in the dynamics, including the timescale over which we wish to evolve the system, then we will refer to the frequencies of the oscillators as forming a quasi-continuum. In order for the bath to induce rate equations for the system (to good approximation), we must choose the cut-off frequency $\Omega_c$ to be larger than any frequency of the system. Together the requirements that $\delta \omega$ is small and $\Omega_c$ is large imply that the total number of oscillators is large.

For our analysis, since the set of oscillators is discrete, we will label them with an integer index $k = 0, 1, \ldots, N$, so that there are $N + 1$ oscillators, denote their respective annihilation operators by $a_k$ and their frequencies by $\omega_k$. The Hamiltonian of the bath is thus $H = \hbar \sum_{k=0}^{N} \omega_k a_k^\dagger a_k$, and for a uniform spectrum this is $H = \hbar \delta \omega \sum_{k=0}^{N} k a_k^\dagger a_k$. We assume that the system to be coupled to the bath has discrete energy levels, and write the interaction Hamiltonian as

$$H_I = \hbar g X \sum_{k=0}^{N} (a_k + a_k^\dagger),$$

as above, $X$ is a dimensionless Hermitian operator for the system, and its matrix elements are of order unity. Under the rotating-wave approximation, which requires that the decay rates generated by the interaction are much less than the non-degenerate transition frequencies, the interaction Hamiltonian becomes

$$H_I^{\text{RWA}} = \hbar g \sum_{k=0}^{N} \left( A^\dagger a_k + A a_k^\dagger \right),$$

in which $X = A + A^\dagger$, with $A$ being the upper triangular part of $X$ and $A^\dagger$ the lower triangular part. The diagonal elements of $X$ are taken to be zero, since their effect is only to induce shifts in the energy levels of the system. To analyze the structure of the coupling between the system and the oscillator bath it is useful to focus on a single system transition. If we denote the upper and lower levels of this transition by $|e\rangle$ and $|g\rangle$, respectively, and define the lowering operator $\sigma = |g\rangle \langle e|$, then the interaction between the system and bath that involves the transition is

$$H_{\text{int}} = \hbar g \sum_{k=0}^{N} \sigma a_k^\dagger + \sigma^\dagger a_k.$$  

We now consider how this interaction couples the joint eigenstates of the system and the bath.

1. Zero temperature: coupling to a continuum

Consider first what happens when the bath oscillators are at zero temperature (thus in their ground states) and

\[ \text{FIG. 1. A single transition (with frequency } \omega \text{) is coupled to a bath of harmonic oscillators, in which the frequencies of the oscillators are equally spaced in frequency from zero up to a “cut-off” frequency } \Omega_c. \text{ a) Here we show how the interaction couples the upper level of the transition to the lower level. In particular, when the bath is in any of its joint Fock states, and the system is in its upper level, then this initial state } (|\psi\rangle \text{ in the figure) is directly coupled to (and only to) a quasi-continuum of states, equally spaced in energy from } -\hbar \omega \text{ to } h\Omega = h(\Omega_c - \omega). \text{ The matrix elements for these couplings are determined by the energy in each of the bath oscillators. b) The same as in (a), but this time the initial state of the system is the ground state. In this case the initial state is also directly coupled to a quasi-continuum, this time with the range } -\hbar \Omega \text{ to } h\omega. \text{ For a given set of Fock states for the bath oscillators, the values of the matrix elements that couple the lower and upper levels are different.} \]
the system starts in the upper level, $|e\rangle$. The coupling between the system and the bath allows the system to transition to its ground state $|g\rangle$ while simultaneously adding one quantum of energy to one bath oscillator. Thus the initial state is coupled to $N + 1$ final states. Let us denote the joint vacuum state of the bath oscillators by $|0\rangle$ and the state in which the $k^{th}$ oscillator has 1 excitation (and the rest are in the vacuum state) as $|1_k\rangle$. With this notation the initial state is $|\psi\rangle = |e\rangle|0\rangle$ and the $N + 1$ final states are $|\phi_k\rangle = |g\rangle|1_k\rangle$. Recall that we have chosen the frequencies of the resonators so that they are equally spaced in frequency with spacing $\delta\omega$. If we set the arbitrary reference point for energy so that the energy of the initial state $|\psi\rangle$ is zero, then the energies of the final states $|\phi_k\rangle$ are $E_k = \hbar(k\delta\omega - \omega)$ with $k = 0, \ldots, N$. That is, the final states form a uniformly dense spectrum covering the frequency range $[-\omega, \Omega]$ with

$$\Omega \equiv N\delta\omega - \omega = \Omega_c - \omega.$$  

(11)

This coupling structure is shown in Fig. 2a. Thus the upper level of the transition is coupled to a quasi-continuum, which is precisely the scenario of Fermi’s golden rule (FGR), with the twist that the upper end of the quasi-continuum is close to the bath cut-off frequency (assuming $\Omega_c \gg \omega$) and the lower end is the (negative) frequency of the transition.

Both the original derivation of Fermi’s golden rule [35] and the Wigner-Weisskopf (WW) decay theory [36] are essentially different approaches to obtaining an approximate solution to the above situation, namely the decay of a single transition at zero temperature (or equivalently a single level coupled to a quasi-continuum). Neither of these treatments provides much information about how the evolution of the system deviates from the dynamics of ideal rate-equations due to the fact that both $\Omega$ and $\omega$ are not infinite compared to the decay rate $\gamma$. It turns out that very much more information is revealed by later treatments of the FGR/WW scenario that provide a more complete solution, in particular those by Bixon and Jortner [3, 4] and Fain [5, 6] (there are also treatments by Davidson and Kozak [37–39] and Hillery [40]), and we exploit these in what follows.

2. Non-zero temperature I: a cascade of couplings to continua

Now consider what happens when the bath is at a temperature $T > 0$. Since the bath starts in a thermal state, we can consider it to be in a mixture of its energy eigenstates. As a result, the evolution of the joint system can be obtained by first determining this evolution for each of these eigenstates and then averaging over the evolutions. For every eigenstate of the bath each of the bath oscillators is in a “number state” (Fock state) in which it has a definite number of photons. Thus to analyze the dynamics it is sufficient to assume that each bath oscillator is in a number state, and that each of these number states is picked at random from the Boltzmann distribution for each oscillator at the bath temperature, $T$.

Given that each oscillator starts in a number state, the situation is very similar to that discussed above for $T = 0$. If the system starts in the upper level, $|e\rangle$, then in making a transition to the lower level, since any one of the oscillators can absorb a single photon, the change in energy of the joint system can take any of the values $E_k$ from the dense spectrum defined above with the range $[-\omega, \Omega]$. If the system starts in the lower level, $|g\rangle$, then because the oscillators are not (in general) in their ground states, they can emit a single excitation allowing the system to transition to the upper level $|e\rangle$. In doing so the total change in energy can take any value in the range $[\omega, -\Omega]$. Thus regardless of the temperature of the bath, every eigenstate of the system, if coupled at all, is coupled to a quasi-continuum with a range defined by the transition frequency and the bath cut-off frequency.

So now imagine that the system starts in one of its energy eigenstates, and by virtue of its coupling to a quasi-continuum makes a transition to another of its eigenstates. Once in this second eigenstate the system is again coupled to a quasi-continuum, this time involving a entirely different set of states than the initial quasi-continuum, because the bath has also made a transition from its initial energy eigenstate to another. In fact, once the system has made its first transition the bath can be described as being in a superposition of all the states of the initial quasi-continuum. Every one of these states is coupled to it own distinct quasi-continuum. Thus the os-
cillator bath consists of a “cascade” of couplings, each of which involves a single initial state coupled to a distinct quasi-continuum. This structure is represented pictorially in Fig. 2.

3. Non-zero temperature II: randomized coupling

We have now elucidated the coupling structure (the network topology) that connects the joint energy eigenstates of the system and bath. But we also need to know the values of the matrix elements that couple the states together. The transition rates induced by the quasi-continuum coupling depend on these values. To determine these values we recall from the discussion above that, since the bath is in a thermal state, it is sufficient to assume that each of the bath oscillators is in a number state, in which the number of photons in each oscillator is picked from the Boltzmann distribution for that oscillator at temperature $T$. Without loss of generality we consider a downward transition for the system (in which one photon is added to the bath). Now, since the coupling Hamiltonian is given by Eq.(10), the matrix element that adds a photon to an oscillator that already contains $n$ photons is given by

$$x(n) = \hbar g \langle n + 1 | a^\dagger | n \rangle = \hbar g \sqrt{n + 1}. \quad (12)$$

Next, for a typical energy eigenstate of the bath at non-zero temperature there will be a different number of photons in each oscillator (each being sampled independently from the Boltzmann distribution). The matrix elements that couple any given state to its quasi-continuum will vary randomly as one moves across the states of this continuum, since the matrix element for each state is sampled independently of the others. The distribution from which a given matrix element is sampled is the Boltzmann distribution for the photon number, $n$, which is a function of the frequency of the oscillator, and thus varies across the quasi-continuum. We know, for example, that for the oscillator with frequency $\omega$ the mean value of $n$ for the Boltzmann distribution is $n_T[\omega]$ (defined in Eq.(4) above), and thus the mean value of the square of the matrix element that couples to the oscillator with frequency $\omega$ (for a downward transition) is

$$\langle |x(n)|^2 \rangle = \hbar^2 g^2 (\langle n \rangle + 1) = \hbar^2 g^2 (n_T[\omega] + 1). \quad (13)$$

4. Fermi’s golden rule for a randomized coupling

The original golden rule was derived under the assumption that the matrix elements that couple the initial state to each of the states in the quasi-continuum are all equal. We found, however, in our analysis of the oscillator bath above, that the quasi-continuum couplings have matrix elements that are randomly sampled. We now demonstrate that a randomized continuum coupling also obeys Fermi’s Golden rule, but with the square modulus of the (all identical) matrix elements replaced by the mean of the square moduli of these matrix elements:

$$\gamma = \frac{2\pi}{\hbar} \langle |x|^2 \rangle D[E] \quad (14)$$

in which $\gamma$ is the decay rate, $x$ is the random variable that is sampled to obtain the independent, identically distributed matrix elements that couple the state to the quasi-continuum, and $D[E]$ is the density of states (per unit energy) of the quasi-continuum. Equation (14) might be termed the “stochastic” version of the golden rule.

We have not found a way to derive Eq.(14) analytically, so we resort to verifying it numerically. (Numerical studies performed for random matrix models also indicate the validity of Eq.(14) [7–13, 41].) To this end we define an arbitrary angular frequency unit $f_s$, and simulate Fermi’s golden rule with a symmetric spectrum of width $W = 40 f_s = 2\Omega$, $N = 2^{16} = 64K$ levels and a coupling rate $g = \sqrt{3}\mu$ with $\mu = \sqrt{2} \times 10^{-3} f_s$. These choices result in a damping rate of $\gamma = 2\pi g^2 / N \approx 0.03$. We then perform the same simulation but this time with the matrix elements replaced by $\sqrt{n_B[\omega]}$, in which $n_B$ is sampled from the Boltzmann distribution with mean $\langle n_B \rangle = 3$. According to the “stochastic golden rule” this choice should
give the same evolution as the first simulation for sufficiently large $N$. To compare the randomized coupling with the constant coupling we also average the evolution generated by the former over a thousand instances, so as to eliminate any residual fluctuations that come from the sampling as a result of the finite number of levels. We plot the respective evolutions for the two cases in the inset in Fig. 3. They are indeed close, being barely distinguishable on the plot, although there is a small divergence discernible at later times. We examine this divergence more closely, and confirm that it reduces as the number of levels is increased, by plotting the difference between the two evolutions in Fig. 14 for $N = 2^{15}, 2^{16}$, and $2^{17}$.

Note that for the oscillator bath, for any given state, the probability distribution for the matrix elements that couple to the quasi-continuum varies across the continuum: this distribution is a function of the frequency of the oscillator that receives (or gives) a photon, because the Boltzmann distribution depends on frequency. Nevertheless, our analysis of the golden rule below shows that the width of the band of frequencies within the continuum that are important in generating the decay rate is on the order of the decay rate. Thus so long as the decay rate is small compared to the transition frequency (the weak-damping regime), we can replace the actual probability distribution with the Boltzmann distribution at the transition frequency.

IV. OBTAINING THE MASTER EQUATION FROM THE CASCADE STRUCTURE

We can now obtain the Markovian master equation directly from the structure we have elucidated above, combined with the generalization of Fermi’s golden rule for a randomized coupling, Eq. (14), and a single additional conjecture. First, we see from the cascade structure that for every transition of the system, every joint eigenstate of the system and bath (these are states for which the system is either in the upper or lower state of the given transition, and each bath oscillator is in a Fock state) is coupled to its own continuum. Acting by itself, this coupling will induce dynamics that corresponds to a downward transition for the system with rate

$$\gamma_- = \frac{2\pi}{\hbar} \langle (\hbar g \sqrt{n} + 1)^2 \rangle D[E] = \gamma(n_T[\omega] + 1)$$

(15)

and an upward transition with rate

$$\gamma_+ = \frac{2\pi}{\hbar} \langle (\hbar g \sqrt{n})^2 \rangle D[E] = \gamma n_T[\omega],$$

(16)

Here we have defined the rate

$$\gamma \equiv 2\pi g (\hbar g D[E]) = 2\pi g \left( \frac{g}{\delta \omega} \right),$$

(17)

in which $D[E]$ is the density of states of the quasi-continuum, and $\delta \omega$ is the frequency separation between the states in this continuum.

Now, if the initial state of the joint system is a superposition of eigenstates, the continuum couplings simultaneously induce dynamics for each eigenstate in the superposition. We now make our aforementioned “additional conjecture”: we assume that the rate-equations (those induced by a set of distinct continuum couplings) for each of a set of states remain the same for each state when the system is in a superposition of those states. It follows immediately from this assumption that once the system has made a transition, so that the state of the joint system is now a superposition over the many states that make up one of the quasi-continua, the populations of each of these states now evolve under the rate equations induced by their coupling to their own quasi-continuum, and so on down the cascade. Given this assumption it is clear why the rate equation behavior is not merely transient, but is maintained by the bath for all time.

The rates derived above for the populations are precisely those of the Markovian master equation (MEW). The rate equations for the coherences then follow in a straightforward way, either by deriving them directly from the continuum coupling (similar to the derivation of Fermi’s golden rule, see below), or by noting that they are the minimal rates of decoherence compatible with those for the populations. This completes our “derivation” of the MEW from Fermi’s golden rule. Note that the validity of the master equation can be considered evidence for the truth of the conjecture introduced above, since it is highly implausible that the dynamics could conspire to generate the master equation if it were not.
1. The requirement for well-separated transitions

The cascade structure of the oscillator bath, combined with the golden rule, makes it intuitively clear how and why the rate equations of the MEW emerge from an interaction with the bath, and especially why these rate equations are sustained for all time. The cascade structure also helps us understand why the MEW is only valid when the frequencies of the (non-degenerate) transitions of the system are separated by significantly more than their damping rates. In our analysis above we considered only a single transition, so now consider what happens if there are two, one with frequency $\omega$ and the other with frequency $\omega + \Delta \omega$. We note that since the system is coupled to a single quasi-continuum of harmonic oscillators, the downward (or, equivalently, upward) transition rates for both these transitions are induced by coupling to the same quasi-continuum. That is, given an initial state for the system that is a superposition of the upper levels for the two transitions (and an initial eigenstate for the bath), the two initial states in the superposition are coupled to the same quasi-continuum, and this is true of every quasi-continuum in the cascade. This situation is depicted in Fig.4.

The only significant difference between the two transitions, as far as their interaction with the bath is concerned, is the location in the quasi-continuum with which they are resonant. If these locations are well-separated, we can expect that even though they are coupled to the same continuum neither will notice the presence of the other. But when they are close together we can expect a more complex joint dynamics to arise, mediated by the bath levels simultaneously coupled to both. The mutual “interaction” between the two transitions drops off with their energy difference because the levels in the quasi-continuum have less effect on a given transition as they move out of resonance with it. By analyzing the dynamics of the continuum coupling (which we do in the following section), one can see that the interval of the coupling to the bath involves the mode operators $a$ and $a^\dagger$, and these give different matrix elements for subtracting ($a$) and adding ($a^\dagger$) a photon to each oscillator. These matrix elements, combined with the condition that all the oscillators are in their respective Boltzmann states, conspire to ensure that the rates, when averaged over the thermal states, satisfy the above condition for thermalization. Naively one would expect that only the thermal state of the oscillators would be required to thermalize the system. We will not investigate this question further here, but the need for a specific interaction would appear to be a special, rather than generic, property of the oscillator bath model.

2. The origin of the thermal steady state

Finally, it is interesting to note how the oscillator bath ensures the thermal (Boltzmann) steady-state. If we have a discrete set of states for which the dynamics is described by transition rates between pairs of states, then it can be shown that the ratio of the populations of states A and B in the steady state is given by $P_A/P_B = \gamma_{B\rightarrow A}/\gamma_{A\rightarrow B}$, in which $\gamma_{B\rightarrow A}$ is the transition rate from B to A and vice versa, so long as the full set of pairwise transition rates gives a consistent set of populations [42]. A steady-state that satisfies this relationship is said to arise from detailed balance (balancing of each transition).

The master equation will achieve the Boltzmann steady-state via detailed balance if the pairs of upward and downward transition rates satisfy

$$\frac{\gamma_+}{\gamma_-} = \exp \left[-\hbar \omega/(k_B T)\right],$$

in which $\gamma_+$ and $\gamma_-$ are upward and downward rates for a transition with energy gap $\hbar \omega$. $k_B$ is Boltzmann’s constant, $\omega$ is the transition frequency, and $T$ is the bath temperature. Since the densities of all the quasi-continua are the same, and independent of the bath temperature, the only way that the upward transition rates can be different from the downward rates, required by the above condition, is if the matrix elements that couple the lower state to its quasi-continuum are different from those for the upper state. That this is true is due to the fact that the coupling to the bath involves the mode operators $a$ and $a^\dagger$, and these give different matrix elements for subtracting ($a$) and adding ($a^\dagger$) a photon to each oscillator. These matrix elements, combined with the condition that all the oscillators are in their respective Boltzmann states, conspire to ensure that the rates, when averaged over the thermal states, satisfy the above condition for thermalization. Naively one would expect that only the thermal state of the oscillators would be required to thermalize the system.

V. SOLVING THE HAMILTONIAN OF FERMI’S GOLDEN RULE

In the previous section we saw that the oscillator bath consists of a cascade of coupling structures, each of which corresponds to that of Fermi’s golden rule (FGR). We now examine the analytic solution to the golden rule because it provides insight both into the emergence of rate equations and the way in which the dynamics deviates from these equations as the required conditions are relaxed. We note first that since quantum evolution is unitary, it must always consist of a sum of oscillations at a set of eigenfrequencies. The weightings in this sum are determined both by the energy eigenstates and the initial state. On the contrary, the evolution of the population of a state under a rate equation does not oscillate, but instead undergoes exponential decay to a steady-state. Thus in order for a rate equation to emerge from the unitary evolution of quantum mechanics, the eigenvalues and eigenvectors of the evolution must conspire in a special way: the resulting sum of complex exponentials, oscillating at the eigenfrequencies, must reproduce a decaying exponential. A coupling to a uniformly dense spectrum is, as far as we are aware, the only situation in
which this happens. As we will see it is only in the limit in which the dense spectrum is very dense, and when thus spectrum continues to positive and negative infinity, that an exact exponential decay is produced.

We consider a state $|\psi\rangle$ that will be initially populated, and assign to it an energy of 0. We then couple it to a set of $N + 1$ states that we denote by $|k\rangle$ and that we will call the “final states”. We take this coupling to have the following form: i) each final state is coupled to the initial state by a matrix element with the same value, iℏg; ii) the final states are equally spaced in energy, and the gap between two adjacent states is $h\delta\omega$; iii) the energy range for the set of final states will be taken to be either symmetric and equal to $h[-\Omega, \Omega]$ (in which case $\Omega \to \infty$ is the Brixon-Jortner model [3, 4]) or asymmetric and equal to $h[-\omega, \Omega]$ with $\omega < \Omega$.

The scenario described above can be solved (almost) exactly with little more effort than that required for the perturbative treatment usually found in textbooks for Fermi’s golden rule. While the following analysis is essentially that of Bixon and Jortner [3, 4], with the benefit of an extension obtained by Fain [5, 6], we feel it is worth presenting it here in a way that is tailored to our purposes. We begin by writing the state of our system, which consists of the initial state $|\psi\rangle$ and the states $|k\rangle$ that form the quasi-continuum, as

$$|\phi\rangle = d|\psi\rangle + c_k|k\rangle.$$  \hspace{1cm} (19)

The equations of motion are then

$$\dot{d} = g \sum_k c_k,$$  \hspace{1cm} (20)

$$\dot{c}_k = k\delta\omega c_k - gc, \quad \forall k$$  \hspace{1cm} (21)

where $g$ is the value of the coupling to each of the states $|k\rangle$ and $\delta\omega$ is the spacing between the oscillator frequencies. Here we have labelled the final states using $k = -K, \ldots, -1, 0, 1, \ldots, M,$ \hspace{1cm} (22)

so that the low end of the spectrum is given by $-\omega = -K\delta\omega$ and the high end by $\Omega = M\delta\omega$. If the spectrum is symmetric so that $\omega = \Omega$ then we take $N$ to be even so that $K = M = N/2$.

We want to find the evolution of $d$. To begin with we will take the quasi-continuum to be symmetric so that $K = M$. If we write the quantum state as the vector $\mathbf{v} = (d, c_{-K}, \ldots, c_M)$ and the equations of motion as $\dot{\mathbf{v}} = A\mathbf{v}$, then the solution is given by the eigenvectors and eigenvalues of $A$. If we denote the eigenvalues and eigenvectors of $A$ by $\lambda_n$ and $|v_n\rangle$, respectively, then the evolution of $c$ is given by

$$d(t) = \sum_{n=0}^{N+1} |\langle\psi|v_n\rangle|^2 e^{-i\lambda_nt} = \sum_{n=0}^{N+1} |v_{n0}|^2 e^{-i\lambda_nt},$$  \hspace{1cm} (23)

in which $v_{n0}$ is the first element of the $n^{th}$ eigenvector of $A$. If the eigenvalues of $A$ are approximately equally spaced, and we will find that they are, then the population of the initial state, $P = |d(t)|^2$, will decay exponentially only if the expression above is close to the Fourier series for this exponential. This in turn requires that the amplitudes of the first elements of the eigenvectors, $v_{n0}$, must be a Lorentzian function of the eigenvalues, $\lambda_n$. Luckily one can obtain an analytic expression for $v_{n0}$ for large $N$.

To determine the coefficients $v_{n0}$ we start, naturally, with the equations for the eigenvalues and eigenvectors of $A$, namely $A|v_n\rangle = \lambda_n|v_n\rangle$. In terms of the elements of the eigenvectors these equations are

$$g\left(\sum_k v_{nk}\right) = \lambda_nv_{n0},$$  \hspace{1cm} (24)

$$g|v_{n0}|^2 + \delta\omega|k-M-1|v_{nk} = \lambda_nv_{nk},$$  \hspace{1cm} (25)

where $k = 1, \ldots, N + 1$ and $v_{nk}$ is the $k^{th}$ element of $|v_n\rangle$. We can easily rearrange these equations to write the coefficients $v_{nk}$ in terms of $v_{n0}$ as

$$v_{nk} = \left(\frac{g}{\lambda_k - [k-M-1]\delta\omega}\right)v_{n0}.$$  \hspace{1cm} (26)

Now using this expression and the normalization condition for the eigenvectors $|v_{n0}|^2 + \sum_k |v_{nk}|^2 = 1$, we obtain the first element of $|v_n\rangle$ as a function only of the eigenvalue $\lambda_n$:

$$|v_{n0}|^2 = \left(1 + \sum_{j=-M}^{M} \frac{g^2}{(\lambda_n - j\delta\omega)^2}\right)^{-1}.\hspace{1cm} (27)$$

This expression does not look like a Lorentzian function of $\lambda_n$, but some tricks with infinite series reveal that it is. We first use the relation

$$\sum_{j=-\infty}^{\infty} (x - jq)^{-2} = (\pi/q)cosec^2(\pi x/q)$$  \hspace{1cm} (28)

to replace the sum in Eq.(27), which is an arbitrarily good approximation as $N \to \infty$.

We now return to the equations for the eigenvalues of $A$, Eqs.(24) and (25), where eliminating the elements of the eigenvectors allows us to write an equation for the eigenvalues alone, which is

$$\frac{\lambda}{g^2} = \sum_{j=-M}^{M} (\lambda - j\delta\omega)^{-1} = \frac{1}{\lambda} + 2\lambda^2 \sum_{j=1}^{M} \frac{1}{\lambda^2 - [j\delta\omega]^2} \to (\pi/\delta\omega)\cot(\pi\lambda/\delta\omega)\text{ as } M \to \infty.\hspace{1cm} (29)$$

With this equation for $\lambda$, along with the trigonometric relation $\cot^2\theta = cosec^2\theta - 1$ we can replace the cosec function in the expression for $|v_{n0}|^2$ to obtain

$$|v_{n0}|^2 = \frac{g^2}{(\frac{\pi g^2}{\delta\omega})^2 + (\frac{\delta\omega}{g^2})^2 + \lambda_n^2}.\hspace{1cm} (30)$$
This is indeed a Lorentzian function of the eigenvalues, and is the reason that an interaction with a quasi-continuum, and thus a bath of oscillators, generates rate equations.

We now show that the eigenvalues \( \lambda_j \) come in positive/negative pairs and are equally spaced, so that the expression for \( c(t) \) is indeed a close approximation to the Fourier series for a decaying exponential. Both these facts result from the equation we obtained above for the eigenvalues for large \( N \), namely,

\[
\lambda \left( \frac{\delta \omega}{\pi g^2} \right) = \cot \left( \lambda \left( \frac{\pi}{\delta \omega} \right) \right). \tag{31}
\]

This relation gives the eigenvalues as the intersections of a straight line (the LHS) with a cotangent function that has the period \( \delta \omega \) (the RHS). Adjacent eigenvalues will have a separation close to \( \delta \omega \) if the straight line has a slope that is sufficiently gentle, and this is the case when

\[
\left( \frac{\delta \omega}{g} \right)^2 \ll 1. \tag{32}
\]

The eigenvalues come in positive/negative pairs because Eq.\( (31) \) is symmetric in \( \lambda \).

We can now examine the expression for \( d(t) \) and extract the decay rate, \( \gamma \). We note first that the coefficients of the Fourier series, \( |c_n|^2 \), while Lorentzian, are not normalized correctly unless \((\delta \omega/g)^2 \ll \pi^2\). However, this condition is already subsumed by the condition obtained above for equal spacing of the eigenvalues. Given the condition in Eq.\( (32) \) we can write

\[
d(t) \approx \sum_{n=-(M+1)}^{M+1} \frac{g^2}{(\pi g^2/\delta \omega)^2 + \lambda_n^2} e^{-i\lambda_n t} = \sum_{n=1}^{M+1} \frac{2g^2}{\gamma_d + \lambda_n^2} \cos(\lambda_n t), \quad \lambda_n \approx \left( n - \frac{1}{2} \right) \delta \omega, \tag{33}
\]

where we have defined \( \gamma_d \equiv \pi g^2 / \delta \omega \). This expression for \( d(t) \) is the key result as far as Fermi’s golden rule is concerned; it shows that the unitary quantum dynamics of a coupling to a continuum results in a rate equation for the amplitude (and thus the population) of the initial state. Given the form of the Fourier transform of a decaying exponential, we can now read off the decay rate of \( d(t) \) which is \( \gamma_d \). The decay rate of the population \( P = |d|^2 \) is then \( \gamma = 2\gamma_d \), and this is

\[
\gamma = 2\pi g \left( \frac{g}{\delta \omega} \right) = \frac{2\pi}{\hbar} (\hbar g)^2 \mathcal{D}[E], \tag{34}
\]

where \( \mathcal{D}[E] = 1/(\hbar \delta \omega) \) is the density of states per unit energy of the quasi-continuum. This is Fermi’s golden rule.

In our analysis so far we have taken the quasi-continuum to have the symmetric spectral range \([-\Omega, \Omega]\), but we know that the oscillator bath contains quasi-continua with the asymmetric range \([-\omega, \Omega]\). We note that since the coefficients of the Fourier series in Eq.\( (33) \) are given by a Lorentzian with width \( \gamma \), the part of the spectrum closest to the energy of the initial state contributes most to the evolution, and parts of the spectrum that are much further away than \( \gamma \) contribute very little. Thus as long as both \( \omega \) and \( \Omega \) are sufficiently large the asymmetry of the spectrum can be safely ignored. However, if we want to know how the finite value of \( \omega/\gamma \) affects the dynamics, and distinguish this from the effect of a finite cut-off frequency \( \Omega \), then we need to include the fact that the spectrum is asymmetric. In the next section we show that this can be done quite easily.

We can extract from the above analysis two further conditions that are required for the emergence of rate equations. The first is that the inverse of the separation between the levels in the quasi-continuum, \( T_3 \equiv 2\pi/\delta \omega \) (being the density of the spectrum in units of time), must be much greater than any other timescale of interest, and in particular that of the damping time \( T = 1/\gamma \) (which is usually the next largest timescale in the problem). The resulting condition is \( g \gg \delta \omega/(2\pi) \). The final condition is that the Markovian timescale should be much smaller than the timescale of the dynamics in which we are interested. The smallest timescales in which we can be interested as far as the system is concerned is that of the system’s transitions. Characterizing the transition frequencies by \( \omega \gg \gamma \), the resulting condition is

\[
\sqrt{N} = \left( \frac{\Omega}{\delta \omega} \right)^{1/2} \gg \left( \frac{\omega}{\delta \omega} \right)^{1/2} \gg \frac{g}{\delta \omega} \gg 1. \tag{35}
\]

These relations encapsulate all but one of the conditions for the emergence of effective rate equations from a coupling to a continuum (the exception is the condition that non-degenerate transitions be well-separated), and confirm that the number of states in the dense spectrum must be very large. These conditions have been obtained via various methods in previous derivations of the master equation [2, 26–29].

VI. THREE DISTINCT WAYS IN WHICH AN OPEN SYSTEM DEVIATES FROM THE MASTER EQUATION

For real many-body thermal baths the density of levels in the near continuum is very, very high (think Avogadro’s number), so we can assume that we will not see deviations from rate-equations due to the finite density of the quasi-continuum. From our analysis above we can identify three distinct ways in which the bath or system parameters may deviate from the “ideal” dynamics of the master equation: i) the value of the cut-off \( \Omega \) may not be sufficiently large (compared to \( \omega \) and \( \gamma \)); ii) the system frequency \( \omega \) may not be sufficiently large (compared to \( \gamma \)); iii) the difference in frequency, \( \Delta \omega \), between two transitions may not be sufficiently large (compared
to $\gamma$). We now use our analysis above to determine the distinct ways in which each of these situations changes the dynamics.

1. The effect of a finite bath cut-off frequency: the Markovian timescale $\tau$

The expression for the evolution of the amplitude of the initial state, $d$, is a cosine series. Since the derivative of cosine at 0 is zero, so is the derivative of $d$ at $t = 0$. The initial evolution of $d$ is thus second order in time, which is demanded by the unitary evolution of quantum mechanics and the fact that the bath and system are initial in a separable state. The derivative of an exponential decay at $t = 0$ is equal to (minus) the decay rate multiplied by the initial value of $d$. Thus the cosine series cannot match exponential decay at the initial time. There is a time $\tau$ that much elapse before the rate of change of the cosine series has decreased by enough to reach the value $-\gamma$. It is only after this time has elapsed that the evolution of the populations is given by rate equations. This time is called the “Markovian timescale” (or equivalently the “non-Markovian timescale”) and it is only after this time that the evolution of the system is governed by an effectively Markovian master equation. The result of a nonzero value of $\tau$ is that the actual evolution of the populations due to the bath lags that given by the MEW by approximately $\tau$. Because of this the effect of a non-zero value of $\tau$ has been referred to by some authors as the “initial slip” [43]. So long as this lag is much smaller than the decay rate(s) themselves, the error in the values of the populations is very small.

We can use the cosine series to obtain an approximate value for $\tau$. First it is clear than $\tau$ is determined by the highest frequency in cosine sum, since $d(t)$ will not change on a timescale that is smaller than the inverse of this frequency. Recall that the derivative of $d(t)$ is initially 0, and must decrease until it reaches the value $-\gamma$. Similarly the curvature, which is initially negative, must increase to reach the value $\gamma^2$. Differentiating Eq.(33) gives us

$$d''(t) \approx -\frac{\gamma\delta\omega}{\pi} \sum_{n=1}^{M+1} \frac{\lambda_n^2}{\gamma_d^2 + \lambda_n^2} \cos(\lambda_n t) \quad (36)$$

The fact that $\Omega \gg \gamma$ means that for most values of $n$ in the above sum the expression in square brackets is unity, so that

$$d''(t) \approx -\frac{\gamma\delta\omega}{\pi} \sum_{n=1}^{M+1} \cos[(n - 1/2)\delta\omega t] \quad (37)$$

and $d''(0) \approx -\gamma\Omega/\pi$. All the cosines are initially unity, and as $t$ is increased they all start to decrease. The ones with the highest frequency (the largest values of $n$) are the ones that cross zero first to go negative, and as $t$ continues to increase, the value of $n$ for which $\cos[(n - 1/2)\delta\omega t]$ becomes negative sweeps down to smaller $n$. Thus in order for $d''(t)$ to increase to zero, approximately half of the cosines in the sum must go negative, meaning that $\cos[(M/2 - 1/2)\delta\omega t]$ hits zero. The Markovian timescale $\tau$ is therefore given approximately by $(M/2 - 1/2)\delta\omega \tau \approx (\Omega/2)\tau = \pi$ or

$$\tau \approx 2\pi/\Omega. \quad (38)$$

Previous derivations and discussions of the Markovian timescale can be found in, e.g. [2, 26–29, 44].

2. The effect of a finite transition frequency $\omega$: distortion due to an asymmetric spectrum

To determine the physical effects of the fact that $\Omega/\omega$ and $\omega/\gamma$ are finite, we need to know what happens when the spectrum is asymmetric, meaning that the transition energy $\hbar\omega$ is not in the center of the spectrum. It is now that the results of Fain’s analysis of a coupling to a continuum is invaluable [5, 6]. We have seen that for a symmetric spectrum the eigenvalues, and thus the Fourier series, has a range that is very nearly equal to that of the dense spectrum to which the initial state is coupled. Determining the behavior when the spectrum is asymmetric is now made simple by using the fact that the spectrum is very dense. Fain analyzed this situation
by first taking the limit in which the dense spectrum becomes a continuum. The resulting expressions reveal that the energy of each resulting eigenstate remains very close to that of a state in the dense spectrum, so that the range of the eigenstate energies matches closely that of the initial spectrum. We can therefore obtain a good approximation to the evolution simply by replacing the upper and lower limits in the Fourier series, Eq. (33), with those of the actual spectrum to which the transition is coupled. This means that the upper end of Fourier series is still \( \Omega \), but the lower end becomes \(-\omega\) (given that we have set the energy of the initial state to be zero). The resulting “lopsided” Fourier series can be decomposed into the original cosine series in Eq. (33) along with a sine series over the frequency range \([\omega, \Omega]\). Writing the resulting series as integrals we have

\[
d(t) \approx \int_0^\Omega F(\lambda) \cos(\lambda t) d\lambda + i \int_\omega^\Omega F(\lambda) \sin(\lambda t) d\lambda, \tag{39}
\]

in which \( F(\lambda) = (\gamma/\pi)/[\gamma^2 + \lambda^2] \).

The fact that the distortion of the exponential decay is given by a sine series means that it has little effect at \( t = 0 \) and thus does not have a major impact on the Markovian timescale. It does nevertheless cause a distortion of the exponential decay, a distortion whose oscillations are strongest in the vicinity of the transition frequency, since the function \( F \) is largest at this frequency. The overall size of the distortion can be obtained from the overall size of the coefficients of the sin series as a proportion of the coefficients of the cosine series. We therefore integrate the Lorentzian over the range \([\omega, \Omega]\), using the fact that \( \omega \gg \gamma \), and divide this by the integral over the full range \([0, \Omega]\). This calculation gives the size of the distortion as \( \gamma/(2\pi \omega) \). The error due to the finite transition frequency, \( \omega \), thus scales as \( 1/\omega \).

In Fig. 5 we compare the deviation from exponential decay (specifically, the deviation in the derivative of the population \( P = d^2 \) from that of an exponential decay) induced by a finite value of the cut-off \( \Omega \) to that induced by a finite value of \( \omega \). For these simulations we chose \( \gamma = 0.2/t_s \) where \( t_s \) is an arbitrary timescale. The blue curve is the error when \( \Omega = \omega = 100/t_s \) so that the spectrum is symmetric. We then compare the effect of reducing both \( \omega \) and \( \Omega \) (so that the spectrum remains symmetric and the deviation is due purely to the non-zero value of the Markovian timescale) to that of reducing only the transition frequency \( \omega \) so that the spectrum becomes asymmetric. We see from this that when we reduce both \( \omega \) and \( \Omega \) the Markovian timescale simply increases so that the entire error curve is merely stretched on the time axis. When we change only \( \omega \) we see that initially the error still decreases almost as rapidly as that for the blue curve (\( \Omega = \omega = 100/t_s \)), and while the error no longer crosses zero on the timescale \( \tau \), the finite value it reaches on this timescale is not far from that due to the oscillations of the error that occur for the blue curve. This provides a justification for the traditional view that the Markovian timescale is due to the finite value of the cut-off \( \Omega \) rather than \( \omega \), although clearly the situation is nuanced and is to some extent a matter of definition.

3. The effect of an asymmetric spectrum II: the Lamb shift

The Lamb shift is the well-known effect in which an interaction with an oscillator bath (and more generally the interaction of a localized system with a field) causes an effective shift in the transition frequencies of the system. This shift is especially curious in that it depends on the cut-off frequency \( \Omega \), and in particular it is only finite so long as \( \Omega \) is finite. This implies that the coupling of a localized system to a field must always drop off in some way at high frequencies. The Lamb shift also depends on exactly how the coupling decreases with frequency. In our simple bath model we have chosen the coupling to be constant for all frequencies up to \( \Omega \) and zero for all beyond. This is referred to as a “hard cut-off” at \( \Omega \).

When the spectrum of the quasi-continuum is symmetric (that is, the energy of the initial state is at the center of the quasi-continuum) there is no Lamb shift. One can view the Lamb shift as arising from the fact that for an oscillator bath the spectrum is asymmetric. It comes from the fact, which we ignored in the previous section, that the discrete frequencies that make up the approximate lopsided Fourier series for \( d(t) \) are not symmetrically placed about zero, and thus give to \( d(t) \) an overall frequency shift superimposed on top of the decay exponential. This effectively shifts the frequency of the initial state (corresponding to the upper state in the transition) with respect to the lower state. For a quasi-continuum whose frequency range is \([-\Omega_-, \Omega_+]\), and for which the density of states per unit frequency is constant, one can calculate the following approximate expression for the Lamb shift, \( \Delta \omega_L \) using contour integration methods \([4, 36]\):

\[
\Delta \omega_L = \left( \frac{\gamma}{2\pi} \right) \ln \left[ \frac{\Omega_+}{\Omega_-} \right] + \mathcal{O} \left( \frac{\gamma^2}{\Omega} \right), \tag{40}
\]

where we have assumed \( \Omega_+ > \Omega_- > 0 \). Thus for our spectrum, for which the range is \([-\omega, \Omega]\), the Lamb shift is approximately

\[
\Delta \omega_L \approx (\gamma/2\pi) \ln(\Omega/\omega). \tag{41}
\]

4. The effect of the finite separation between transitions: effective level coupling

As mentioned in Section IV 1, if two transitions are not well separated, so that the frequency difference between them, \( \Delta \omega \), is not much larger than the decay rates of both transitions, then the transitions are effectively coupled together by their mutual coupling to the quasi-continuum. When the transitions are exactly degenerate the MEW still describes the evolution correctly, but for the intermediate regime in which \( 0 \ll \Delta \omega \sim \gamma \) no
FIG. 6. The decay of two non-degenerate transitions (at zero temperature) whose behavior is outside that of the standard Markovian master equation due to their proximity. The upper set of plots shows the evolution when the transition with the higher frequency is the only one populated, and the lower set shows the evolution when only the lower transition is populated. For both plots the population of the higher-frequency transition is shown in red and that of the lower frequency transition in blue. The mauve curve is the usual exponential decay that occurs when the two levels are well separated. The frequency separation of the two transitions is denoted by $\Delta \omega$, the decay rate of the two levels by $\gamma$, and $t_s$ is an arbitrary timescale. For these simulations the frequency of the lower transition is fixed at $\omega = 5.5/t_s$, the decay rate of both levels is $\gamma = 0.025/t_s$, the cut-off frequency of the bath is $\Omega = 32/t_s$, and we used a bath with 128,000 oscillators (each oscillator contributes one state to the quasi-continuum).

As an example we simulate in Fig. 6 the evolution of two transitions, and examine how this evolution changes as the difference between their respective frequencies is reduced. In the top (bottom) row of Fig. 6 we place all the initial population in the upper level of the transition with the higher (lower) frequency. When the levels are well separated each decays exactly as predicted by the MEW, but as the separation is reduced population flows between the two levels as they decay. When it is the transition with the higher frequency that is populated the coupling causes its decay to be inhibited, while the reverse is initially true when the other transition is populated. When the transitions are sufficiently close to being degenerate the difference in their behavior reduces as it must. As far as we are aware this regime has not been extensively explored, although some previous simulations have been presented in [45].

VII. THE RANDOM MATRIX MODEL: STATE-INDEPENDENT RATES AND THE CASCADE STRUCTURE

To simulate the action of a thermal bath on a quantum system, a model must — at the very least — take every initial state and transform it into the Boltzmann state at temperature $T$ as $t \to \infty$. (Two caveats that we will always assume in the following are i) that the coupling to the thermal bath is sufficiently weak that it does not significantly change the energy levels of the system (note that the Boltzmann state is defined in terms of these levels, and thus assumes a sufficiently weak interaction), and ii) that thermalization will only occur if the operator by which the system couples to the bath couples enough of the systems eigenstates together so as to provide at least one path from any given state to every other.)

Coupling a system to a bath that consists of a near-continuum of independent harmonic oscillators achieves the above requirement, so long as all the oscillators are initially prepared in thermal states themselves. Moreover, such a bath is more than just a model, since it corresponds to the real bath of electromagnetic modes to which an atom couples in free space. This immediately implies to things: i) to the extent that real many-body baths possess universal behavior, the oscillator bath must
correctly describe this behavior; ii) if a model does not reproduce the behavior of an oscillator bath, then there is at least one real bath that the model fails to describe. For this reason one expects bath models to reproduce the basic behavior of the oscillator bath. In particular that it produce a simple set of rate equations that i) are independent of the initial state of the system, and ii) relax the system to the Boltzmann state for any initial state. Note that the oscillator bath is not the only real many-body bath for which a master equation has been derived. The collision model is another, and this also shares the above properties of the oscillator bath, providing the support for the hypothesis that this behavior is universal [46, 47]. We also note that the desire for concrete models is motivated by exploring the behavior of open systems outside the regime in which simple master equations suffice.

The “random matrix model” (RMM) of a quantum bath is constructed as follows [7–13]. One defines as the “bath” a system with \( N \) closely-spaced energy levels, and chooses these \( N \) levels so that, when arranged in order of increasing energy, their density with respect to energy increases exponentially with energy. The interaction between the system and bath is chosen to have the form \( XY \), in which \( X \) is any operator of the system, and \( Y \) is an operator of the bath that is a random matrix when written in the basis of its energy eigenstates states. The random matrix is defined in the standard manner of random matrix theory [48–51]. This model of a thermal bath has a number of compelling features. First, since each system transition is explicitly coupled to a continuum it is immediate that the model generates rate equations as per Fermi’s golden rule. Since the resulting rates are proportional to the density of states at the destination, the exponential increase in this density provides the correct ratio’s of upward and downward rates to generate the Boltzmann steady-state, and the temperature comes directly from the exponent chosen for the exponential density. The fact that real many body systems have a density of states that increases exponentially, and that it is precisely this exponent that sets the temperature is one of the models compelling aspects. Another is that the random interaction matrix reflects the fact that the eigenstates of real, thermalizing many-body systems have the typicality property of randomly sampled states [52–54]. Finally, the bath thermalizes the system without requiring that it is itself placed in a thermal state. The initial state of the bath may be chosen to be pure, and distributed uniformly over a sufficiently narrow energy window. This also reflects the state of real thermalizing many-body baths, and as such generates thermalization from first principles.

The RMM is interesting because it explicitly incorporates many features of real many-body systems, and does so in a simple way. Nevertheless, as we now show, it fails to reproduce one important property of the MEW, the fact that the MEW’s transition rates are independent of the initial state of the system. The reason for this failure is quite simple, and is a consequence of two things: i) to obtain the correct ratio of upward and downward transition rates, these rates are made to depend on the bath energy at the transition destination (by making the density of states depend on energy), and ii) the upward and downward transitions are mediated by coupling to the same bath states. Because the total energy of the system and bath are approximately conserved by the evolution, a necessary result of conditions i) and ii) is that the rate for a given transition (upward or downward) depends on the initial energy of the system (and thus on the initial state of the system), since this determines the energy the bath will have at the destination of any transition. This fact is most easily seen from a simple example.

Let us denote the initial energy of the bath by \( E_{bath} \), and consider a single transition of the system in which the upper level, \( |e\rangle \), has energy \( \Delta E \) and the lower level, \( |g\rangle \), has energy \( 0 \). If the system starts in the upper level, then when making the transition to the lower level the energy of the bath at the destination is \( E_{dest} = E_{bath} + \Delta E \). Now consider what happens when the system starts in the lower level and reaches \( |e\rangle \) by making the transition in the upward direction. In this case the total energy of the system and bath is \( E_{tot} = E_{bath} \). The system is now in state \( |e\rangle \) and is ready to make the downward transition. But the energy of the bath at the destination for this transition is merely \( E_{bath} \). Thus when the system starts in \( |e\rangle \) the transition rate for downward transitions is higher than when the system starts in \( |g\rangle \).

From our analysis in Section III we see that the oscillator bath avoids the above problem because the quasi-continua that couple upward transitions are not the same as those that couple downward transitions. This allows the bath to set the ratio of upward and downward rates independently of the energy of the bath. To modify the random matrix model so that different quasi-continua mediate the upward and downward transitions would require a structure with a complexity similar to that of the oscillator bath. To see this note that whenever the system undergoes a downward transition the final states of that transition become the initial states for the upward transition. One cannot couple these initial states for the upward transition back to those for the downward transition because then the upward and downward transitions are coupled to the same continuum. One must use new quasi-continua for the destination of the each traversal of the transition, which results in the cascade structure.

Since the oscillator bath results in a master equation that is independent of the initial state of the system, it is reasonable to assume that generic many-body thermal baths also have this property. This implies that the RMM is missing one of the key properties of many body systems, and that to extend the RMM to include this property requires adding at least as much complexity as that of the cascade structure of the oscillator bath. If one wishes to use the RMM as method for numerical simulation of open systems, this issue can be partially circumvented by using different initial states of the bath for different initial state of the system, so as to main-
tain the same initial total energy. However, this is only effective in restricted settings; it is not possible for simulations of systems with time-dependent Hamiltonians since the total energy changes with the Hamiltonian. We can conclude that RMM’s are only capable of simulating a restricted class of open systems.

VIII. CONCLUSION

We have presented an analysis of the oscillator bath in which it is decomposed into a network couplings that consists of a cascade of the quasi-continuum coupling structures of Fermi’s golden rule. This picture of the oscillator bath facilitates a comparison between the scenarios of Ferm’s golden rule, coupling to an oscillator bath, and the random matrix model of a thermal bath. This analysis makes it intuitively clear how the rates of the Markovian master equation emerge as a result of a cascade of couplings to quasi-continua, as well as revealing precisely the relationship between the oscillator bath model and the random matrix model. We have shown that the random matrix model fails to reproduce one important property of the oscillator bath (assumed to be a property of generic many-body baths), namely that the induced master equations are independent of the initial energy of the system. The analysis also makes it clear that in order to generate state-independent master equations an extension of the random matrix model would require at least as much complexity as the oscillator bath.

We have used the full solution to the scenario of Fermi’s golden rule to examine how the evolution induced by an oscillator bath deviates from the master equation due to the finite values of the bath cut-off frequency $\Omega$ and the transition frequency $\omega$. We have also examined, via simulations, the deviation due to the finite value of the difference between the frequencies of non-degenerate transitions, $\Delta \omega$. As a topic for future research, it may be interesting to ask whether a generalized version of Fermi’s golden rule with two initial states might provide a route to obtaining simple equations describing transitions separated by frequencies on the order of the decay rates, a regime outside of current master equation techniques.

Finally, we noted that the oscillator bath is able to generate thermal steady-states only because the coupling between the system and each of the bath oscillators is chosen to be proportional to the oscillator quadratures. There is no such requirement in coupling a system to a more generic many-body bath, since it can be expected to thermalize the system so long as it thermalizes its many constituents. As a topic for future research, it may be interesting to ask whether an analysis in terms of cascade structures might provide insight into the behavior of more generic bath models involving nonlinear systems, and the conditions under which such models induce thermal behavior.
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