Abstract—This paper investigates a hybrid solution which combines deep reinforcement learning (RL) and classical trajectory planning for the “following in front” application. Here, an autonomous robot aims to stay ahead of a person as the person freely walks around. Following in front is a challenging problem as the user’s intended trajectory is unknown and needs to be estimated, explicitly or implicitly, by the robot. In addition, the robot needs to find a feasible way to safely navigate ahead of human trajectory. Our deep RL module implicitly estimates human trajectory and produces short-term navigational goals to guide the robot. These goals are used by a trajectory planner to smoothly navigate the robot to the short-term goals, and eventually in front of the user. We employ curriculum learning in the deep RL module to efficiently achieve a high return. Our system outperforms the state-of-the-art in following ahead and is more reliable compared to end-to-end alternatives in both the simulation and real-world experiments. In contrast to a pure deep RL approach, we demonstrate zero-shot transfer of the trained policy from simulation to the real world.

I. INTRODUCTION

In many applications of human robot interaction a robot needs to stay near a user. These include capturing the video of physical activities or monitoring elderly people. Variants of following the user include following from behind, following in front, and following side by side [1], [2]. Although following from behind is well studied, it can be much more challenging to stay ahead of a user [3]. To follow a user from behind, one can use a proportional integral derivative (PID) controller to keep the person at the center and add a separate PID controller to maintain person-robot distance [4]. In contrast, following in front, robot needs to explicitly or implicitly predict the future trajectory of the person and navigate to a point of that trajectory while maintaining a safe distance. Behavioral experiments suggest that in following behind scenarios, the user frequently looks behind out of curiosity or to ensure the robot is within a safe distance [5]. Conversely, following in front can assist a person in different applications. Consider an autonomous shopping cart, self-driving luggage or autonomous guide dog; in all these applications, it is best if the robot is in front of the user. The user not only feels safer, but also can interact with the robot more conveniently.

In recent years, a variety of research shows the capability of deep reinforcement learning (RL) to solve hard game problems [6], [7]. Applying it to robotics problems can help to address navigational tasks while considering the user intents [8], [9]. Deep RL can implicitly account for robot dynamics and enable a continuous interaction of the robot and its environment. In the staying in front problem, deep RL can also implicitly predict a person’s future trajectory.

Fig. 1: A mobile robot following-ahead of a user. The robot must predict the user’s trajectory to stay in the correct position. In each step, robot considers previous states of the system to generate a goal (blue dot). Then a trajectory planner navigates the robot towards the goal (green line).

and continuously update the predictions to provide a smooth real-time experience for the user.

In this paper, we propose the Learning Based Goal Planning (LBGP) approach to address the problem of staying in front of the user. LBGP is a hybrid approach that uses the combination of deep RL and classical trajectory planners (see Figure 1). Our results show that combining deep RL with classical methods can greatly improve performance while maintaining its safety. We also show the benefits of using curriculum learning to train the agent on increasingly challenging human motions. Compared to training without a curriculum, our method trains the policy more efficiently while achieving a higher return. To generalize our model to unseen and real-world inputs, we add a Gaussian noise to our observations.

We demonstrate favorable results in simulation and real-world experiments compared to previous work. Our ablation studies show the benefits of our hybrid approach and curriculum. In particular, we show the effectiveness of our hybrid approach zero-shot transfer of the policy trained in simulation to the real world. Example of our system can be find in the supplementary video [10] in summary, our main contributions are as follows:

- We combine a robotics trajectory planner with deep RL to improve the safety and generalizability of our system.
- We use curriculum learning to reduce the training time while improving the final return.
- By evaluating our system in the simulation using a Clearpath Jackal and in the real world using a Turtlebot 2 robots, we show that our system can be more reliable and efficient for front-following in compare to an End-to-End or a hand-crafted approach.
- We demonstrate that the policy trained using our method
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can directly transfer to the real world without any re-training.

II. RELATED WORK

Person following has been studied for ground [3], [10], [11], aerial [12], [13] or even underwater environments [14], [15]. Following from behind is the dominant scenario in these studies. Classical methods have divided the person following problem to a number of sub-modules: user localization, path finding and trajectory tracking [4], [16]. Learning navigational tasks directly from sensor inputs with End-to-End approaches has gained popularity in recent years [10]. These techniques involve learning the task in simulation first and then possibly transfer the policy to the real world or generalize the policy to unseen environments [17]. For a comprehensive review of autonomous person following, we encourage the reader to refer to [18].

A. Following in Front

Few papers had studied the interesting problem of following in front. Moustris et al. [19] proposed a front-following system which incorporates a local dynamic planner along with a user intention recognition algorithm based on the user’s relative offset from the middle of robot’s view. Ho et al. [1] assumed a nonholonomic human model and used a Kalman filter to estimate human linear and angular velocity. They designed the robot motion planner such that it stays ahead of the user but the robot sometimes falls behind in specific situations like a T-junction. In a recent work, Nikdel et al. presented an Extended Kalman Filter (EKF) approach with joint 2D LiDAR and a fish-eye camera to detect and track the person [3]. Their EKF model assumes a linear motion model. The EKF predicted position of the person is corrected using a human motion model that consider obstacles. To the best of our knowledge, this system is the state-of-the-art for the staying in front task for Unmanned Ground Vehicles (UGVs). We compare our LBGP with the result of this approach in an obstacle-free environment. Our approach shows a notable improvement.

B. Reinforcement Learning

To the best of our knowledge, the staying in front task has not been explored using an RL framework. However, several studies used deep RL for related navigational tasks. Dewantara et al. proposed a guiding behaviour that optimize parameters of a social force model using Q-Learning [20]. Recently, Chen et al. presented a relational graph deep RL approach for robotic crowd navigation [8]. Using these relational graph, they encoded higher-order interactions between agents and used it to anticipate future. Curriculum learning approach has been used to increase the efficiency of RL training. Narvekar and Stone formulated a curriculum sequencing problem as a Markov Decision Process [21]. They show how curriculum learning can reduce training time. Kulhanek et al. presented another RL based navigation agent [9] which learns to navigate in an environment using only the raw images. They proposed to pre-train the network by transferring the learned policies from one environment to another and gradually increased the environment complexity. We deploy a similar approach by gradually increasing the difficulty of our person motion model. Bansal et al. proposed a navigational framework for combining optimal control and learning [22]. Their learning-based perception module produces a series of way-points that guides a robot toward the goal. One fundamental difference between our LBGT system and way point-based navigation approaches such as [22], [23] is the need to predict human trajectory which can make the task more challenging in comparison with navigating to a known goal.

III. PROBLEM SETUP

In this work, we study the problem of keeping an autonomous robot in front of a walking person. We assume an obstacle free environment in which the robot should avoid collision with the human. We represent the global state of the human and robot with \((X^h_t, Y^h_t, \Phi^h_t, v^h_t, \omega^h_t), (X^r_t, Y^r_t, \Phi^r_t, v^r_t, \omega^r_t)\), respectively. \((X_t, Y_t)\) is the position, \(\Phi_t\) is the orientation, \(v_t\) is the linear velocity and \(\omega_t\) is the angular velocity at time \(t\).

To make our approach transferable to real world and avoid over-fitting we use a relative state of the robot with respect to human, denoted \(z^r_t\):

\[
 z^r_t = (x^r_t, y^r_t, \phi^r_t) \tag{1}
\]

where

\[
 \begin{bmatrix}
 x^r_t \\
 y^r_t \\
 \phi^r_t
 \end{bmatrix} =
 \begin{bmatrix}
 \cos(\Phi^h_t) & -\sin(\Phi^h_t) & 0 \\
 \sin(\Phi^h_t) & \cos(\Phi^h_t) & 0 \\
 0 & 0 & 1
 \end{bmatrix}
 \begin{bmatrix}
 X^r_t - X^h_t \\
 Y^r_t - Y^h_t \\
 \Phi^r_t - \Phi^h_t
 \end{bmatrix}
\]

For the purpose of calculating rewards, we define \(\alpha_t = \text{atan2}(y^r_t, x^r_t)\) as the person-robot angle.

We also define a similar notation for the \(i\)th previous state of the human relative to their current state at time \(t\):

\[
 z^h_{t-i} = (x^h_{t-i}, y^h_{t-i}, \phi^h_{t-i}) \tag{2}
\]

where

\[
 \begin{bmatrix}
 x^h_{t-i} \\
 y^h_{t-i} \\
 \phi^h_{t-i}
 \end{bmatrix} =
 \begin{bmatrix}
 \cos(\Phi^h_t) & -\sin(\Phi^h_t) & 0 \\
 \sin(\Phi^h_t) & \cos(\Phi^h_t) & 0 \\
 0 & 0 & 1
 \end{bmatrix}
 \begin{bmatrix}
 X^h_{t-i} - X^h_t \\
 Y^h_{t-i} - Y^h_t \\
 \Phi^h_{t-i} - \Phi^h_t
 \end{bmatrix}
\]

As part of the observation, we consider a history of coordinates for both the robot and human. These coordinates are all respective to the latest position of the human. This relative system is visualized in Figure 2.
IV. Method

Our key insight in this paper is to combine an RL module with a classical trajectory planner. The agent uses our implementation of Deep Deterministic Policy Gradient (D4PG) [24] algorithm to generate a short-term navigational goal. A Time Elastic Bands (TEB) motion planner is used to navigate toward this goal, while treating the person as a dynamic obstacle. Our approach differs from typical policies trained with RL, which directly output an agent’s actions.

A. Observations and Navigational Goals

The observation is a stack of robot and human relative states \( (z_t^r, z_t^h, z_t^{h-1}, \ldots, z_t^{h-9}) \), with \( t \) being the current time step (see equations (1) and (2)). We stack states up to the last 10 frames (at 5 FPS).

The numbers are continuous and will be scaled to \([-1, 1]\). In simulation, we capture all the variables from Gazebo simulator. In real world, it can be obtained by a motion capture system or human detection algorithms (e.g. YOLOv2 [25]) with RGB-D inputs (this approach was previously used in [3]). To improve the transferability of our approach to the real world, we add Gaussian noise to the observations in simulation.

The output of our policy network is a target position relative to the person. This position is a short-term navigational goal based on the estimated path of the user. We feed this output to the TEB local planner to navigate the robot in a smooth trajectory.

![Fig. 3: Reward based on the robot’s relative position to the person. Increasing from black (-1) to white (+1).](image)

B. Reward

We define the reward function such that the agent receives a higher reward (R) if it stays in front of the person at a desired distance of 1.5 m and negative reward if it is far away, too close or behind the person. The reward is scaled to \([-1, +1]\). Figure [3] shows the reward function based on relative coordinates of the robot to human. The agent reward is defined as follows:

\[
R_d = \begin{cases} 
-1, & D < 0.5 \text{ or } 5 < D \\
-(1 - D), & 0.5 < D < 1 \\
0.5(0.5 - |D - 1.5|), & 1.0 < D < 2 \\
-0.25(D - 1), & 2 < D < 5 
\end{cases}
\]

\[
R_o = \begin{cases} 
0.5((25 - |\alpha|)/25), & |\alpha| < 25 \\
-0.25|\alpha|/180, & |\alpha| > 25 
\end{cases}
\]

\[
R = \min(\max(R_o + R_d, -1), 1)
\]

where \( D \) is the distance between the robot and the person, and \( \alpha \) is the angle between the person-robot vector and the person-heading vector (person-robot angle, in short). We terminate the episode if the agent is too close \((D < 0.5\) m) or far away \((D > 5\) m).

C. Policy Training Environment

Our LBGP system is implemented in ROS [26] and trained in the Gazebo robot simulator [27]. We use a Turtlebot 3 burger robot as the person and a Clearpath Jackal robot as the robot. The person is controlled using our person motion model. We design a world in the Gazebo simulator with four replicates of an environment each containing one learning agent. Three of agents explore the environment while the last one exploits the policy. This setup is arranged to mitigate the exploration exploitation trade-off. The simultaneously collected exposures are added to replay buffer to update the model weights.

D. Curriculum Learning

To improve learning efficiency, we employ curriculum learning to train the agent in a series of tasks with increasing difficulty. These tasks are defined based on the human trajectory. We start with a straight line and move to more difficult trajectories as we go further in the training. In our curriculum, there are four difficulty levels: straight, circles, smoothed curves and simulated human trajectories explained below (see Figure [4]). At each difficulty level, the robot is randomly spawned at positions between 1 to 2.5 meters away from the person with uniformly random orientations. The details of each difficulty level is elaborated below.

1) Straight: The person moves with an initial random linear velocity throughout the episode.

2) Circles: The person moves in a circle with a different radius each time. We create the circular motion by selecting a random initial linear velocity in \([0.2, 0.6]\) m/s and a random angular velocity in \([0.3, 0.8]\) rad/s.

3) Smoothed curves: The person moves in random curves generated by following linear velocities \( V^{l}_t \) and angular velocities \( V^{a}_l \):

\[
V^{l}_t = V^{l-1}_t - (V^{l-1}_t - R^{l-1}_t)/3.
\]

\[
V^{a}_t = V^{a-1}_t - (V^{a-1}_t - R^{a-1}_t)/3.
\]

where \( R_1, R_2 \) are random numbers between \([0, 1]\) and \([-1, 1]\) respectively.

4) Simulated trajectories: We first arbitrarily “draw” trajectories by moving a robot using a joystick in Gazebo to cover the space while recording robot coordinate points. The total length of all trajectories is roughly 50 meters.

During training, the person starts at a random point and tracks the above trajectories using a proportional integral derivative (PID) controller. To add variety to the data, we use 10 different environments and add the reverse of each trajectory to the library of trajectories as well.

V. SIMULATION EXPERIMENT

In this section, we present our experiments in simulation. We compare LBGP (our system) with two baselines: the latest Hand Crafted Following Ahead (HC) method in [3] and an End-to-End learning Following Ahead (E2E) approach.
We conduct three experiments with different human trajectories. In each experiment, we report the mean person-robot angle \( \alpha \), the mean robot-user distance \( D \) and the episode accumulated reward. The results of all the three experiments are included in Table I. In all experiments, the robot has no prior knowledge of the planned trajectory of the human.

### A. Straight

| Human Trajectory | Approach   | Distance mean ± std | Orientation mean ± std | Reward  |
|------------------|------------|----------------------|------------------------|---------|
| Straight ahead    | LBGP       | 1.53 ± 0.2           | 7.1 ± 6.7              | 28.31   |
|                   | HC         | 1.35 ± 0.2           | −1.1 ± 1.6             | 53.44   |
|                   | E2E        | 1.75 ± 0.3           | 8.9 ± 7.2              | 27.50   |
| Straight behind   | LBGP       | 1.59 ± 0.2           | 64.3 ± 62.6            | 10.50   |
|                   | HC         | 1.10 ± 0.2           | 86.1 ± 66.6            | 1.50    |
|                   | E2E        | 1.54 ± 0.5           | 91.8 ± 63.1            | −3.13   |
| Turning ahead     | LBGP       | 1.90 ± 0.3           | −5.7 ± 10.3            | 24.96   |
|                   | HC         | 1.04 ± 0.2           | −12.6 ± 11.6           | 20.20   |
|                   | E2E        | 1.96 ± 0.3           | −7.5 ± 4.6             | 22.44   |
| Turning behind    | LBGP       | 1.69 ± 0.3           | 81.7 ± 67.8            | 0.40    |
|                   | HC         | 1.07 ± 0.3           | 83.9 ± 83.4            | −5.03   |
|                   | E2E        | 1.62 ± 0.5           | 55.1 ± 81.1            | 0.17    |
| Turning inside    | LBGP       | 1.72 ± 0.3           | 1.6 ± 23.6             | 23.04   |
|                   | HC         | 0.98 ± 0.3           | 3.6 ± 24.1             | 8.37    |
|                   | E2E        | 2.11 ± 0.5           | −1.5 ± 18.7            | 11.36   |
| Turning outside   | LBGP       | 1.56 ± 0.2           | −33.1 ± 19.8           | 13.97   |
|                   | HC         | 1.07 ± 0.2           | −22.8 ± 18.7           | 13.68   |
|                   | E2E        | 1.32 ± 0.2           | 56.3 ± 72.1            | 2.53    |
| Trajectory one    | LBGP       | 1.37 ± 0.3           | 10.4 ± 15.4            | 27.17   |
|                   | HC         | 1.09 ± 0.3           | −8.8 ± 34.8            | 0.91    |
|                   | E2E        | 1.65 ± 0.2           | 22.9 ± 42.4            | 16.60   |
| Trajectory two    | LBGP       | 1.54 ± 0.2           | −4.7 ± 62.2            | 15.86   |
|                   | HC         | 1.12 ± 0.4           | −57.0 ± 45.8           | −5.83   |
|                   | E2E        | 1.62 ± 0.2           | −1.7 ± 72.4            | 10.99   |
| Trajectory three  | LBGP       | 1.59 ± 0.3           | 12.6 ± 81.0            | 11.79   |
|                   | HC         | 1.15 ± 0.4           | 6.2 ± 75.8             | −8.02   |
|                   | E2E        | 1.92 ± 0.3           | 11.0 ± 80.1            | 2.15    |

**TABLE I:** Comparison of our systems versus two baselines for all simulation trajectories.

The first experiment conducted on straight human motion trajectory to compare the behaviour of the three methods. The human simply start moving forward with a constant linear velocity of 0.6 m/s. We spawn the robot relative to person in two initial settings. **Ahead:** \((D = 1.5m, \alpha = 0^\circ)\) and **Behind:** \((D = 1.5m, \alpha = 180^\circ)\).

We compare our results with HC and E2E (Table I). For the Ahead setting, HC achieves the highest episode reward. HC can achieve a better results as the incorporated EKF relies on linearity of human motion and it can optimally follow the straight line. In LBGP training, we apply Gaussian noise thus the robot may slightly deviate to the sides. In the Behind setting, our approach achieves the highest reward as it has learned to keep a safe distance with the human by setting further navigational goals for TEB compared to HC.

### B. Turning

We assess different approaches with turning trajectories. In this case, the person moves with a linear velocity of 0.3 m/s and angular velocity of 0.3 rad/s. To cover a large variety of initial conditions, we evaluate four positions of the robot relative to person. **Ahead:** \((D = 1.5m, \alpha = 180^\circ)\), **Behind:** \((D = 1.5m, \alpha = 0^\circ)\), **Ahead-inside-the-turn:** \((D = 1.5m, \alpha = 45^\circ)\) or **Ahead-outside-the-turn:** \((D = 1.5m, \alpha = −45^\circ)\). The result of this experiment shows that our LBGP achieves the highest reward in all the settings (Table I).

### C. Simulated trajectories

We designed three simulated trajectories to further evaluate our system. Similar to the training phase, we employ PID controllers for the simulated human to follow totally unseen trajectories, and the learning agent attempts to stay in front of the simulated human. Figure 5 shows the robot’s trajectories corresponding to the three different human trajectories. In this experiment, we can see a more noticeable difference in performance of LBGP compared to both baselines (Table I). Compared to E2E, our method likely performs better as the usage of a trajectory planner abstracts navigation to predicting a goal, while the E2E method needs to implicitly learn the dynamics of the system.

Learning accurate dynamics can be challenging and may expose the E2E to over-fitting. Our method, LBGP, also outperforms the HC system, since LBGP predicts a goal based on a history of the human trajectory as opposed to using a linear human motion model as in HC.

![Fig. 5: Visualize the trajectory of robot (arrows) and human (triangle) during the simulated trajectory experiment for our system (LBGP) and two baselines, HC and E2E.](image-url)
D. Ablation Study

We perform an ablation study to evaluate the effectiveness of different modules and training procedures of our LBGP approach. We compare the performance of our approach to two variants of our it: 1) without curriculum learning (LBGP-no-curriculum), and 2) without a trajectory planner (E2E, same as described in Section V). As shown in Figure 6, both planner-no-curriculum and E2E have slow learning curves and reach a lower discounted cumulative reward bound compared to LBGP, our proposed method.

![Image](72x445 to 280x608)

Fig. 6: The shaded area represents half a standard deviation.

VI. Real World Experiment

We test LBGP on a TurtleBot 2 hardware testbed, and evaluate the transferability of the policy trained in simulation, using our approach, to the real world. We also compare our method’s sim2real ability with the two baselines, HC and E2E, defined on Section V. We performed three experiments each with 4 different initial relative states. In short, our approach demonstrates successful zero-shot sim2real transfer of the policy.

To keep the experiments consistent between different approaches, all the initial states of human and robot along with the trajectory of human are marked on the ground with color tapes. In each experiment, we report the total discounted cumulative reward, the mean person-robot angle (\(\alpha\)) and the mean person-robot distance (\(D\)) as a measures of the follow-ahead quality. To make the accumulated reward a fair evaluation, we keep a constant number of time steps for each setting. We use a motion capture system to record the robot and person’s states. For all the experiments we use the policy we trained in simulation with no changes.

For each setting. We use a motion capture system to record the robot and person’s states. For all the experiments we use the policy we trained in simulation with no changes.

### TABLE II: Comparison of our systems versus two baselines for straight trajectory.

| Human Trajectory | Approach | Distance mean ± std | Orientation mean ± std | Reward  |
|-------------------|----------|---------------------|------------------------|--------|
| Straight          | LBGP     | 1.63 ± 0.4          | −8.4 ± 26.6            | 27.42  |
|                   | HC       | 1.24 ± 0.6          | −11.8 ± 16.4           | 26.31  |
|                   | E2E      | Failed              | Failed                 |        |

| Straight          | LBGP     | 1.24 ± 0.3          | 2.1 ± 14.5             | 40.92  |
|                   | HC       | 1.14 ± 0.2          | 0.5 ± 3.0              | 61.08  |
|                   | E2E      | 1.14 ± 0.3          | −0.1 ± 10.0            | 41.59  |

| Straight          | LBGP     | 1.61 ± 0.4          | 30.2 ± 34.6            | 15.68  |
|                   | HC       | 1.28 ± 0.7          | 16.8 ± 21.6            | 14.24  |
|                   | E2E      | Failed              | Failed                 |        |

| Straight          | LBGP     | 1.85 ± 0.3          | 34.0 ± 95.2            | −6.79  |
|                   | HC       | 1.73 ± 0.3          | −105.7 ± 51.0          | −15.69 |
|                   | E2E      | Failed              | Failed                 |        |

B. S shaped Trajectory

In the second experiment, we evaluate our system for an S shaped trajectory. The initial relative position of robot is exactly similar to the Straight trajectory. The user deliberately follows a S shape path for all the settings. As shown in Table II, LBGP achieves the highest reward in all four settings. When the person travels along an S shaped trajectory, it is important to consider a history of the person to predict its future trajectory and a simple EKF as in HC cannot correctly predict the complexity of this motion. Figure 7 visualizes examples of the robot and human trajectories for Ahead-right and Behind settings. Similar to the Straight experiment, E2E failed three out of four settings by colliding with the user.

C. U-turn Trajectory

Lastly, we evaluate the LBGP when the person perform a U-turn. The initial positions of robot relative to human is: Ahead: \((D = 1.7m, \alpha = 0^\circ)\), Ahead-left \((D = 2m, \alpha = -55^\circ)\), Ahead-far-left \((D = 3.6m, \alpha = -75^\circ)\) and Behind \((D = 1.2m, \alpha = 180^\circ)\). Table IV shows the four settings along with the result of the U-turn experiment, and LBGP consistently accumulates the highest reward. For a challenging U-turn trajectory, it is important for the robot to “notice” these specific walking patterns and react spontaneously. This cannot be done in HC method as HC anticipate...
TABLE III: Comparison of our systems versus two baselines for "S shape" trajectory.

| Human Trajectory | Approach | Distance mean ± std | Orientation mean ± std | Reward |
|------------------|----------|---------------------|-----------------------|--------|
|                  | LBGP     | 1.86 ± 0.4          | 16.9 ± 28.3           | 5.15   |
|                  | HC       | 1.04 ± 0.3          | 38.9 ± 60.3           | -6.83  |
|                  | E2E      | 1.41 ± 0.4          | -35.4 ± 53.0          | 3.45   |

TABLE IV: Comparison of our systems versus two baselines for U-turn trajectory.

| Human Trajectory | Approach | Distance mean ± std | Orientation mean ± std | Reward |
|------------------|----------|---------------------|-----------------------|--------|
|                  | LBGP     | 1.30 ± 0.2          | 38.2 ± 70.9           | 7.84   |
|                  | HC       | 1.69 ± 0.4          | 12.2 ± 151.6          | -18.64 |
|                  | E2E      | Failed              | Failed                |        |

FIG. 7: real world Examples: the robot (in arrows) and user (in triangles) trajectories is depicted. Row 1 and 2, S shape experiment in ahead-right and behind settings. Row 3 and 4: U-turn experiment in ahead-left and behind settings.

B. Comparison to the End-to-End method

Although E2E achieves a comparable performance in simulation, it is unreliable in the real world. Using E2E, robot collided with the user in all the three real world experiments. We also saw robot shaking a lot when we use E2E. After investigating we identified the dynamics of the real world robot differs from the simulated one, which prevents E2E from extending the learned behaviour to the real world. In contrast, LBGP overcomes this model mismatch by abstracting away the dynamics using the TEB trajectory planner. This planner also helps our system to avoid any collision with person while staying in a safe distance.

VIII. CONCLUSION AND FUTURE WORK

We propose LBGP, a follow ahead method that uses both reinforcement learning and point based navigation. We address the limitations of classical methods and end-to-end approaches by combining Deep RL and classical motion planner. Our implementation outperforms previous work in an obstacle free environment [3]. To train our deep RL model we used a curriculum learning that gradually increased the difficulty of the person motion model to learn a robust policy for front following. Our results show that using a planner improves the generalizability and safety of the trained policy compared to an End-to-End method, and allows us to successfully perform zero-shot sim2real transfer.

In future work, we aim to improve the system by adding obstacles to the environment. We can use other source of information or active user interaction to improve our LBGP system, for instance, anticipate the user’s heading from gaze direction.
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