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Abstract: The extraction of parameters of solar photovoltaic generating systems is a difficult problem because of the complex nonlinear variables of current-voltage and power-voltage. In this article, a new implementation of the Gorilla Troops Optimization (GTO) technique for parameter extraction of several PV models is created. GTO is inspired by gorilla group activities in which numerous strategies are imitated, including migration to an unknown area, moving to other gorillas, migration in the direction of a defined site, following the silverback, and competition for adult females. With numerical analyses of the Kyocera KC200GT PV and STM6-40/36 PV modules for the Single Diode (SD) and Double-Diode (DD), the validity of GTO is illustrated. Furthermore, the developed GTO is compared with the outcomes of recent algorithms in 2020, which are Forensic-Based Investigation Optimizer, Equilibrium Optimizer, Jellyfish Search Optimizer, HEAP Optimizer, Marine Predator Algorithm, and an upgraded MPA. GTO’s efficacy and superiority are expressed by calculating the standard deviations of the fitness values, which indicates that the SD and DD models are smaller than \(10^{-16}\) and \(10^{-6}\), respectively. In addition, validation of GTO for the KC200GT module is demonstrated with diverse irradiations and temperatures where great closeness between the emulated and experimental P-V and I-V curves is achieved under various operating conditions (temperatures and irradiances).
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1. Introduction

Nowadays, it is obligatory for world governments to integrate renewable energy resources into electrical power networks because of the energy crisis, climate change, environmental concerns, and political challenges. The greener approach for humanity and the ecosystem is by using renewable energy [1]. The 17 Sustainable Development Goals (SDGs) developed by the United Nations traverse the sustainable path to the ecosystem [2]. SDG 7 maps energy sustainability to utilize various renewable energy sources such as solar, wind [3], biomass, hydro, and waves. Numerous countries have shifted their technologies toward renewable energy by fixing prices to decrease consumption per capita, becoming environmentally friendly, and reducing carbon dioxide emissions because of the variations of oil prices [4]. Although the installation costs of renewable energy are high, their running...
costs are low [5]. Among renewable energy resources, solar photovoltaic sources have been the most widely used and the most promising in alleviating energy challenges during the previous decade. Therefore, many academics recognize the need to focus on novel energy sources derived from solar cells and are intensifying research into them to maximize their utilization.

However, PV manufacturers may not include sufficient information in their data sheets to effectively replicate the characteristics of PVs, particularly under different environmental and operational conditions [6]. To address these issues, researchers have focused on parameter extraction of PVs from practical data and available data in data sheets. One of the most critical difficulties in assuring accurate modeling for the greatest performance operation and efficiency of PV technologies is parameter extraction of PVs. The accurate parameter estimation can properly characterize the nonlinear current-voltage (I–V) properties of solar cells, which are important in PV simulation, assessment, and maximum power extraction from PV systems [7,8]. Among the several extant models in the literature the following stand out: Single-Diode (SD) model [9], Double-Diode (DD) model [10], and Three-Diode (TD) model [11]. The SD model (SDM) is regarded as a reference model, and it is the most widely used because of the balance between ease of implementation and precision and the benefits of a reduced set of elements (five parameters). The DD model (DDM) is regarded as a seven-parameter model. Concerning the TD model, Khanna et al. [12] indicated that it is an appropriate platform despite its complication and the greater number of included factors (nine parameters).

Numerous approaches have been used to estimate parameters for solar PV systems. The first are analytical methods, which are distinguished by their ease of implementation at the expense of accuracy. In some situations, the main causes of significant errors in the estimated PV parameters are the values of selected points. Analytical methods depend mainly on the manufacturers’ data sheets, where the short-circuit current, open circuit voltage, and maximum power (current and voltage) needed to form I-V curves are the data inputs to the analytical techniques. To overcome these drawbacks, researchers adopted the numerical techniques that required taking into consideration all measured data on the I-V characteristic curve, and consequently achieved higher accuracy of the results and matched the estimated results with the measured. Numerical methods depend mainly on iterative numerical approaches that are used to resolve the problem by optimization algorithms. Finally, the researchers turned to metaheuristic methods for accurate and rapid solution achievement. Such methods are based on artificial intelligence optimization algorithms and can effectively overcome the nonlinearity and complexity of such problems.

To start with, analytical methods are easily applied; however, they are not accurate because their solutions depend on the selected initial points and the external environment. The parameters of the SDM were determined by neglection of the series and shunt resistances in [13]. The remaining three model parameters were derived under the assumption of the I-V curve. A Tandem Structure [14] was utilized with a 3-terminal measuring approach to extract the important solar sub-cell characteristics for the SDM. The parameters of crystalline PV modules, which are represented as an SDM, were extracted in [15] under any operating conditions using a straightforward manner based only on data sheet information. The second methods are numerical and are divided into deterministic or metaheuristic. The deterministic methods fall into local optimum if they deal with issues that include multiple local optima because they depend upon the initial values [16], while the metaheuristic methods do not rely on the initial value or the problem characteristics [17]. Therefore, several algorithms, in the following paragraphs, are used to cope with these issues.

For the SDM, many metaheuristics have been developed to extract PV parameters, such as Ant Lion Optimizer (ALO) [18], shuffled frog leaping algorithm [19], and an enhanced simplified swarm optimization [17]. In [20], per unit single diode with an explicit nonlinear model was illustrated, whereas a two-step linear least-squares technique with model equation intrinsic properties [21] was manifested to extract the PV electrical parameters of the SDM. In [22], a bacterial factorial optimization model was validated
through comparisons between both the simulation and experimental results. In [23], the uncertainties of measurements were considered when using Simulated Annealing to develop the parameters estimation. Moreover, in [24] the new version of a wind-driven technique was presented to extract the PV parameters of the SDM considering various conditions of weather.

For the DDM of a PV cell, several techniques such as cat swarm optimization [25], improved shuffled complex evaluation model [26], a biography-based optimization [27], combined differential evolution/wave optimizer [28], particle swarm optimizer (PSO) [29], salp swarm algorithm [30], a self-adaptive ensemble-based differential evolution [31] algorithm, and an opposition-based Learning Modified Salp Swarm Algorithm [32] are presented for both SDMs and DDMs. An improved whale optimization algorithm was introduced in [33] to precisely capture the parameters of various forms of PV modules and two actual PV stations. A performance-guided JAYA (PGJAYA) algorithm was developed in [34] for extracting the variables of various PV models, where individual effectiveness in the entire population is measured through utilizing the probability. A hybrid algorithm of flower pollination and bee pollinator [35] was developed for the parameter extraction problem of PV SDMs and DDMs with different environmental conditions.

In [36], the photo-generated and current parallel resistance were computed mathematically, and the remainder parameters were optimized for the TD model using the sunflower optimization algorithm. Combining the computation and the Harris Hawk Optimization (HHO) algorithm was manifested in [7]. The technique computed four parameters using equations and the manufacture’s data sheet of PV modules, whereas the remaining five parameters were identified using the HHO algorithm. However, the triple phase teaching learning-based optimizer [37], coyote optimizer [38], and evolutionary shuffled frog leapings as used in [39] were characterized to assess the PV parameters of the SD, DD, and TD model modules. The interval branch and bound global optimization algorithms were developed to find the optimal extracted parameter of different electrical photovoltaic models in [40]. The ecosystem optimizer was developed for finding the extracted parameters for the triple diode model [41]. Extracting the PV parameter at low radiation was implemented with the Marine Predators Optimizer [42]. The elephant herd optimization algorithm was developed in [43] for finding the optimal models of the third generation of perovskite photovoltaic solar cells and its applications in energy pumping systems [44].

The abovementioned survey illustrated that excessive efforts have been made to estimate accurately and precisely the parameters for the PV module. Although the outcomes obtained from these optimizers are satisfactory, they still lack accuracy and reliability. Accordingly, an approach named Gorilla Troops Optimization (GTO) [45] is described in this paper for estimating these electrical parameters. This optimizer has few parameters to be adjusted and is simple to employ in engineering applications. Five strategies of GTO have been illustrated to explain the exploration and exploitation of the optimization process. The three strategies used in the exploration phase are: migration to an unidentified place, movement to other gorillas, and migration in the direction of an identified location. The two strategies used in the exploitation phase are: follow the silverback and competition for adult females.

Assessment of GTO quality was performed by measuring the experimental data sets with handling the parameters of three models. These models were operated with two sets of I-V data from the Kyocera KC200GT PV Module and the STM6-40/36 PV Module. These data sets were selected to assess the performances of diverse methods of parameter extraction. GTO was applied on these modules and compared with recent optimizers and other existing optimizers to illustrate its superiority and efficacy among these optimizers. As a result, the following points define the observed features of the paper:

- Diverse recent optimizers were employed on the PV parameter extraction issue: the Forensic-Based Investigation Optimizer (FBI) [46], Equilibrium Optimizer (EO) [47], Jellyfish Search (JFS) Optimizer [48], HEAP Optimizer [49], Marine Predator (MPA) Algorithm [50], and an Enhanced MPA (EMPA) [50];
For SDMs and DDMs, the fitness value and convergence characteristics were examined to measure the GTO performance in comparison to other optimizers. The efficacy of GTO was assessed with respect to diverse recent optimizers and other existing optimizers when employed on the SDMs and DDMs of various PV modules from the manufacturer’s datasheet; the quality of GTO was evaluated through various experiments and statistical analyses, where the experimental results showed that the GTO technique had better or competitive performance in comparison to recently developed optimizers.

This paper is prepared in five sections: the mathematical formulation of the PV models is illustrated in Section 2, while the steps of GTO are characterized in Section 3. Section 4 explains and discusses the results obtained by GTO in comparison to the recently developed optimizers, whereas Section 5 presents concluding remarks to this article.

2. Problem Formulation

From basic construction of the PV solar cell, it can be thought of as a large diode that is subjected to sunshine [26]. Theoretically, the PV solar cell can be represented as an ideal photocurrent source in parallel with an ideal diode to describe the electrical behavior of ideal PV solar cells [51]. In these models, the produced current (I) of the PV module is evaluated from the module output voltage (V) and consequently the entire I–V characteristic curve can be obtained. This I–V characteristics curve is obtained at a certain temperature and irradiation, which are influenced on the I–V curve of the solar PV module.

2.1. Single-Diode Model

The SDM equivalent circuit is depicted in Figure 1 which represents the solar PV cell as the current source in parallel with an ideal single diode. The photocurrent ($I_{ph}$) is the produced current from the PV depending on solar radiation at a certain ambient temperature. The series resistance ($R_s$) is a lumped equivalent resistance in the path of the output current from the PV cell, which represents the electrode resistance, contact resistance, and material bulk resistance. The shunt resistance ($R_{sh}$) simulates the leakage current across the PN junction that includes semiconductor non-ideality caused by a partial short-circuit channel toward the cell’s edges. The two lumped resistors manifest the losses. For a given solar irradiance and surrounding temperature, the I–V relationship of the equivalent SDM can be described as follows [28,52]:

$$I = I_{ph} - I_{S1} \left[ \exp\left( \frac{V + IR_S}{\eta_1 V_{th}} \right) - 1 \right] - \frac{V + IR_S}{R_{sh}}$$

(1)

where ($I$) is the output current of the cell, while $I_{ph}$ and $I_{S1}$ are photocurrent and the diode reverse saturation current, respectively. Moreover, the thermal voltage and the diode ideality factor can be represented by $V_{th}$ and $\eta_1$, respectively. $V$, $R_s$ and $R_{sh}$ are the terminal voltage of the PV cell, the series resistance, and the shunt resistance, respectively. The constant $V_{th}$ is calculated as follows:

$$V_{th} = \frac{K_B T}{q}$$

(2)

where $K_B$ indicates the Boltzmann’s constant. $q$ and $T$ are the electron’s charge and the absolute temperature, respectively.
Therefore, it involves seven unknown parameters: $I_{ph}, I_{S1}, \eta_1, R_{sh}$ and $R_S$.

2.2. Double-Diode Model

Figure 2 shows the equivalent circuit of the DDM of the PV solar module, where diode $D1$ reflects the diffusion of minor carriers into the depletion layer, while $D2$ indicates the carrier recombination in the junction’s space charge area. Similar to the SDM, the I–V relationship can be represented as follows:

$$I = I_{ph} - I_{S1} \left[ \exp \left( \frac{V + IR_S}{\eta_1 V_{th}} \right) - 1 \right] - I_{S2} \left[ \exp \left( \frac{V + IR_S}{\eta_2 V_{th}} \right) - 1 \right] - \frac{V + IR_S}{R_{sh}}$$

(3)

where $I_{S2}$ is the reverse saturation current of $D2$, while $\eta_2$ represents its ideality factor.

2.3. Objective Function Formulation

To effectively use GTO in the PV parameter extraction problem, it is critical to first construct a suitable objective function. The major goal for parameter extraction of the two models (SD and DD) is to determine model parameters that minimize the differences between observed and calculated current. Essentially, the most correct set of parameter values should be somewhat greater or lower than the experimental values. In this respect, the widely accepted strategy for calculating the difference between the two I–V curves is established using the root mean square error (RMSE) [53]. Hence, the objective function can be determined as follows:

$$RMSE = \sqrt{\frac{1}{M} \sum_{j=1}^{M} \left( I_{exp}^j - I_{cal}^j \right)^2}$$

(4)

where $I_{exp}^j$ and $V_{exp}^j$ illustrate the current and voltage values of $j$th experimental point, respectively, while $M$ describes the number of empirical data points. The variable $x$ indicates the decision parameters of the optimization problem. In contrast, the term $(I_{cal}^j \ (V_{exp}^j , x))$ represents the computed current output.
3. Gorilla Troops Optimization for Parameters Extraction of Solar Cell Models

Gorilla troops optimization (GTO) is based on the group behaviors of gorillas, where five strategies are simulated. These strategies are migration to an undiscovered area, moving to other gorillas, migration in the direction of an identified location, following the silverback, and competition for adult females. They are mimicked and demonstrated to explain the exploration and exploitation of the optimization process. During the exploration phase, three techniques are used: migration to an undiscovered area, moving to other gorillas, and migration in the direction of an identified location. The two strategies used in the exploitation phase are follow the silverback and competition for adult females.

3.1. Exploration Phase

All gorillas are considered as candidate solutions in GTO, and at each optimization operation stage, the best candidate solution is considered as a silverback gorilla. Three different strategies are used for the exploration phase which are: migration to an unidentified place to raise the exploration of GTO, a movement to other gorillas to increase the balance among exploitation and exploration, and migration in the direction of an identified location to raise the GTO capability to search for diverse optimization spaces. When \( \text{rand} < p \), migration to an unidentified place strategy is chosen. Furthermore, a movement to other gorillas’ strategy is chosen if \( \text{rand} \geq 0.5 \), while a migration in the direction of an identified location is chosen if \( \text{rand} < 0.5 \). These three strategies in the exploration phase can be mathematically formulated as follows:

\[
GX(t+1) = \begin{cases} 
(UL - LL) \times r_1 + LL, & \text{rand} < p, \\
(r_2 - C) \times X_r(t) + L \times H, & \text{rand} \geq 0.5, \\
X(t) - L \times (L \times (X(t) - GX_r(t)) + r_3 \times (X(t) - GX_r(t))), & \text{rand} < 0.5
\end{cases}
\]  

where \( X(t) \) and \( GX(t+1) \) represent the current vector of gorilla position and the candidate position vector of the gorilla in the following \( t \) iteration, respectively, while \( \text{rand}, r_1, r_2, \) and \( r_3 \) signify random values in the range from 0 to 1. The parameter \( p \) demonstrates the probability of choosing the migration strategy to an unidentified position and must be specified in a range of 0–1 before the optimization operation. The parameters \( X_r \) and \( GX_r \) illustrate one member of the gorillas designated from the whole population and one of the vectors of gorilla candidate positions that can be randomly designated, respectively. \( LL \) and \( UL \) characterize the lower and upper limits of the variables, respectively. The variables \( C, L, \) and \( H \) can be mathematically represented according to Equations (7), (9) and (10), respectively.

\[
C = F \times (1 - It/MaxIt),
\]

\[
F = \cos(2 \times r_4) + 1,
\]

\[
L = C \times l,
\]

\[
H = Z \times X(t),
\]

\[
Z = [-C, C]
\]

where the symbols \( It \) and \( MaxIt \) denote the current iteration and the total iteration values of the optimization operation, respectively, while the symbols \( \cos \) and \( r_4 \) refer to the cosine function and random values in the range from 0 to 1, respectively. Furthermore, the symbols \( l \) and \( Z \) represent random values in the range of \([-1, 1]\) and \([-C, C]\), respectively.

The cost of all \( GX \) solutions is assessed at the end of the exploration phase, and if the cost of \( GX(t) < X(t) \), the \( GX(t) \) solution will replace the \( X(t) \) solution and become the best solution (silverback).

3.2. Exploitation Phase

Two strategies in the exploitation phase of GTO, which are follow the silverback and competition for adult females, are employed.
Using the $C$ value in Equation (7) and comparing it with parameter $W$ (which can be set), one of the two strategies can be chosen, as illustrated in the next section.

The silverback gorilla is the leader for a group that makes decisions and guides other gorillas in the direction of the food sources. This strategy is selected if $C \geq W$. This behavior can be mathematically represented according to Equation (11).

$$GX(t+1) = L \times M \times (X(t) - X_{\text{silverback}}) + X(t).$$  \hspace{1cm} (11)

$X(t)$ represents the gorilla position vector, while $X_{\text{silverback}}$ represents the silverback gorilla position vector which offers the best solution.

$$M = \left( \left\| (1/N) \sum_{i=1}^{N} GX_i(t) \right\|^{(1/g)} \right)$$  \hspace{1cm} (12)

$GX_i(t)$ illustrates the position of each candidate gorilla’s vector in iteration $t$, whereas $N$ signifies the number of gorillas.

$$g = 2^L.$$  \hspace{1cm} (13)

$L$ can be determined by Equation (9).

Competition for adult females is the second strategy designated for the exploitation phase if $C < W$. When young gorillas become mature, they compete violently with other males over selecting adult females. This behavior can be mathematically represented according to Equation (14).

$$GX(i) = X_{\text{silverback}} - (X_{\text{silverback}} \times Q - X(t) \times Q) \times A,$$  \hspace{1cm} (14)

$$Q = 2 \times r_5 - 1,$$  \hspace{1cm} (15)

$$A = \beta \times E,$$  \hspace{1cm} (16)

$$E = \begin{cases} N_1 \text{rand} \geq 0.5 \\ N_2 \text{rand} < 0.5 \end{cases}.$$  \hspace{1cm} (17)

$Q$ simulates the impact force, which is formulated in Equation (15), while the symbol $r_5$ manifests random values in the range $[0, 1]$. The coefficient $A$ represents a vector that indicates the degree of violence in case of conflicts and can be assessed with Equation (16). In Equation (16), the parameter $\beta$ is a specified value before the optimization maneuver, and $E$ is used to simulate the violence effect on the solutions’ dimensions.

The cost of all $GX$ solutions is assessed at the end of the exploitation phase, and if the cost of $GX(i) < X(t)$, the $GX(i)$ solution will replace the $X(t)$ solution and become the best solution (silverback). Figure 3 describes the main steps of the developed GTO for parameter extraction of solar cell models.
Figure 3. Main steps of GTO.
4. Simulation Results

The first solar module, which was mono-crystalline STM6_40/36, contained 36 cells connected in series with a cell size of \(38 \text{ mm} \times 128 \text{ mm}\) at 51 \(^{\circ} \text{C}\) and an irradiance of 1000 W/m\(^2\) [54]. The other solar module, which was a Kyocera KC200GT PV module, contained 54 multi-crystalline cells in series and had a short-circuit current and open circuit voltage of 8.21 A and 32.90 V, respectively. The maximum point voltage, current, and power of this module were, respectively, 26.30 V, 7.61 A, and 200 W. The measured data of the two modules contained 15 and 20 pairs of I and V values for the Kyocera KC200GT and STM6_40/36. The upper bounds (UB) and the lower bounds (LB) of parameters for the two modules are depicted in Table 1.

| Parameter            | STM6-40/36 PV Module | Kyocera KC200GT PV Module |
|----------------------|----------------------|---------------------------|
| \(I_{ph}\) (A)       | 0                    | 0                         | 2 | 10 |
| \(I_{S1}, I_{S2}\) (\(\mu\)A) | 0 | 0 | 50 | 10 |
| \(R_s\) (\(\Omega\)) | 0                    | 0                         | 0.36 | 2 |
| \(R_{sh}\) (\(\Omega\)) | 0 | 0 | 100 | 100 |
| \(\eta_1, \eta_2\)  | 1                    | 1                         | 2 | 2 |
| No of series cells   | 36                   | 54                        |

In this section, GTO was applied and tested for parameter extraction of the SDM and DDM of various solar cell/modules. To compare relative techniques in recent literature, the Kyocera KC200GT PV module and STM6-40/36 PV module were selected for parameter extraction, as they are widely employed as benchmarks to assess the performances of several parameter extraction methods. Furthermore, diverse solar irradiance and temperatures were applied to the Kyocera KC200GT PV module to validate the efficiency of GTO. It may be useful mentioning that all reported results of the unknown parameters are shown later in a value per cell.

4.1. Kyocera KC_200GT PV Module

4.1.1. Case 1: SDM

In this case, the parameters of the SDM of the Kyocera KC200GT PV module were extracted using GTO, and the result of this algorithm, which was characterized with the minimum error, was compared with various reported algorithms in the literature. This is elaborated in Table 2, which tabulates the comparative results of GTO. It achieved the minimum RMSE value and standard deviation values of 6.367E-4 and 4.405E-8, respectively, with respect to other recent optimization techniques, which were EO [47,55], FBI [46], HEAP [49,56], jellyfish search (JFS) optimizer [48,57], EMPA [58,59], and other reported optimization techniques, which were PSO [12], ALO [18], flexible PSO (FPSO) [29], PGJAYA [34], classified perturbation mutation PSO (CPMPSO) [60], Hybrid Firefly and Pattern Search (HFAPS) [61], Lightning Attachment Procedure Optimization (LAPO) [62], Barnacles Mating Optimizer (BMA) [63], neighborhood scheme-based Laplacian MBA (NLBMA) [64], hybrid PSO–GWO algorithm (PSOGWO) [65], Enriched Harris Hawks optimization (EHHO) [66], and multi-verse optimizer (MVO) [67]. As shown in Table 2, the GTO technique for the SDM of KC200GT had the minimum error value compared with the various reported algorithms in the literature. The minimum RMSE was 6.367E-4, which was obtained by means of GTO. On the other hand, the FBI [46] obtained a very close RMSE value of 9.88E-4. In addition, GTO showed a very small standard deviation of 4.405E-8, an error that was several orders of magnitude smaller than other methods, excepting the NLBMA [64] with a standard deviation value of 7.2452E-13. The main
reason for this was because of the excellent searching balance between the exploration and exploitation characteristics of GTO. GTO is a new algorithm that is based on different searching strategies.

Table 2. Statistical analysis of various techniques versus GTO for the SDM of KC200GT.

| Optimizer | Min     | Mean    | Max     | Std      |
|-----------|---------|---------|---------|----------|
| GTO       | 6.367E−4 | 6.367E−4 | 6.369E−4 | 4.405E−8 |
| EMPA      | 3.847E−3 | 1.5832E−2 | 2.7145E−2 | 5.562E−3 |
| MPA       | 1.487E−2 | 3.9118E−2 | 4.8449E−2 | 1.0157E−2 |
| JFS       | 9.477E−3 | 1.2126E−2 | 1.4112E−2 | 1.401E−3  |
| HEAP      | 7.425E−3 | 1.88E−2   | 2.7047E−2 | 5.239E−3  |
| EO        | 2.888E−3 | 9.771E−3  | 1.3209E−2 | 2.376E−3  |
| FBI [46]  | 9.88E−4  | 2.381E−3  | 4.135E−3  | 9.06E−4   |
| CPMPSO [60] | 1.53903E−3 | −         | −         | −         |
| PSO [12]  | 1.0195E−1 | 3.4467E−1 | 5.3291E−1 | 2.1325E−1 |
| LAPO [62] | 1.3813E−1 | 2.2513E−1 | 3.7493E−1 | 8.9065E−2 |
| PSOGWO [65] | 1.2700E−1 | 3.5490E−1 | 7.6074E−1 | 2.5853E−1 |
| BMA [63]  | 1.0244E−1 | 1.2442E−1 | 1.4986E−1 | 1.8412E−2 |
| NLBMA [64] | 3.3610E−2 | 3.3610E−2 | 3.3610E−2 | 7.2452E−13 |
| PGAYA [34] | 1.5455E−4 | −         | −         | −         |
| FPSO [29] | 2.8214E−2 | −         | −         | −         |
| HFAPS [61] | 4.9863E−2 | −         | −         | −         |
| BMA [63]  | 1.0244E−1 | −         | −         | −         |
| EHHO [66] | 5.9507E−2 | −         | −         | −         |
| MVO [67]  | 8.3800E−2 | −         | −         | −         |

Furthermore, the extracted electrical parameters relevant to GTO were 8.216767 A, 2.62E−16, 0.004826 Ω, 6.280209 Ω, and 1.212905 for the photo current, reverse saturation currents, series resistance, shunt resistance, and ideality factor for D1, respectively, as denoted in Table 3. Additionally, the same table displays the extracted electrical parameters using other recent and reported optimization techniques.

Table 3. Parameter estimation using various techniques versus GTO for the SDM of the Kyocera KC200GT PV module.

| Algorithm | \( I_{ph} \) (A) | \( I_{S1} \) (µA) | \( R_{s} \) (Ω) | \( R_{sh} \) (Ω) | \( \eta_{1} \) | RMSE     |
|-----------|------------------|-------------------|-----------------|-----------------|-------------|----------|
| GTO       | 8.216767         | 2.62E−2           | 0.004826        | 6.280209        | 1.212905    | 6.367E−4 |
| EMPA      | 8.21195          | 3.59E−2           | 0.004742        | 7.560713        | 1.232551    | 3.847E−3 |
| MPA       | 8.184927         | 7.94459E−2        | 0.004537611     | 92.148223504    | 1.285180059 | 1.487E−2 |
| JFS       | 8.193182         | 4.72E−2           | 0.004679        | 14.97462        | 1.250052    | 9.477E−3 |
| HEAP      | 8.200974         | 4.49E−2           | 0.004696        | 11.87468        | 1.246924    | 7.425E−3 |
| EO        | 8.209153         | 2.85E−2           | 0.004815        | 7.714703        | 1.218068    | 2.888E−3 |

The RMSE of GTO for the SDM of Kyocera KC200GT PV was compared to recently developed optimizers such as EO, FBI, HEAP, JFS, MPA, and EMPA, which are characterized in Figure 4, where 30 runs were performed to get the RMSE data for all algorithms. The developed GTO achieved an RMSE value of 6.367E−4 in the 30 run processes, which
represented the lowest value among the recently developed optimizers. The convergence characteristics of GTO for the Kyocera KC200GT PV module are developed in Figure 5, where the best convergence characteristics were achieved by GTO and its arrival at the optimal solution was quicker than other recently developed optimizers. Figures 6 and 7 illustrate the simulated behavior of the current-voltage (V-I) and the power-voltage (P-V) using the SDM result and compared to the data that were used for the parameter estimation. Table 4 illustrates the experimental, simulated power values, and the absolute errors of current and power (IAE and PAE) between them when employing GTO on the SDM of the Kyocera KC200GT module.

![Figure 4. RMSE of GTO compared to recent techniques for the SDM of the Kyocera KC200GT PV module.](image1)
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Figure 4. RMSE of GTO compared to recent techniques for the SDM of the Kyocera KC200GT PV module.

Figure 5. Convergence curves of GTO versus recent techniques for the SDM of the Kyocera KC200GT PV module.
**Figure 6.** Measured and calculated data by GTO for the I-V characteristics for the SDM of the KC200GT PV module.

**Figure 7.** Measured and calculated data by GTO for the P-V characteristics for the SDM of the Kyocera KC200GT PV module.

| Voltage (V) | Current (I) | Power (P) | Current Error (A) | Power Error (W) |
|------------|-------------|-----------|------------------|-----------------|
| 0          | 8.21        | 8.210458  | 0                | 0.000458        |
| 4.2        | 8.198       | 8.198082  | 34.4316          | 34.43194        |
| 8.3        | 8.186       | 8.185989  | 67.9438          | 67.94371        |
| 12.5       | 8.174       | 8.17347   | 102.175          | 102.1684        |
| 16.5       | 8.161       | 8.16016   | 134.6565         | 134.6426        |
| 20.2       | 8.136       | 8.135846  | 164.3472         | 164.3441        |
| 23.5       | 8.035       | 8.035615  | 188.8225         | 188.837         |
| 26.3       | 7.61        | 7.610914  | 200.143          | 200.167         |
| 27.9       | 6.915       | 6.915134  | 192.9285         | 192.9322        |
| 29.3       | 5.785       | 5.784098  | 169.5005         | 169.4741        |
| 30.4       | 4.458       | 4.457639  | 135.5232         | 135.5122        |
| 31.2       | 3.239       | 3.239311  | 101.0568         | 101.0665        |
| 31.9       | 2.006       | 2.005855  | 63.9914          | 63.98678        |
| 32.4       | 1.036       | 1.037325  | 33.5664          | 33.60932        |
| 32.9       | 0          | −0.0009   | 0                | −0.02951        |
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Table 4. Simulated current and power of GTO for the SDM of the KC200GT PV module.

| $V_{\text{exp}}$ (V) | $I_{\text{exp}}$ (A) | $I_{\text{cal}}$ (A) | $P_{\text{exp}}$ (W) | $P_{\text{cal}}$ (W) | IAE (A) | PAE (W) |
|------------------------|------------------------|-----------------------|----------------------|----------------------|---------|---------|
| 0                      | 8.21                   | 8.210458              | 0                    | 0                    | 0.000458| 0       |
| 4.2                    | 8.198                  | 8.198082              | 34.4316              | 34.43194             | 0.17E−05| 0.00034 |
| 8.3                    | 8.186                  | 8.185989              | 67.9438              | 67.94371             | 1.1E−05| 8.8E−05 |
| 12.5                   | 8.174                  | 8.17347               | 102.175              | 102.1684             | 0.00053 | 0.006619|
| 16.5                   | 8.161                  | 8.16016               | 134.6565             | 134.6426             | 0.0084 | 0.013864|
| 20.2                   | 8.136                  | 8.135846              | 164.3472             | 164.3441             | 0.00015| 0.003115|
| 23.5                   | 8.035                  | 8.035615              | 188.8225             | 188.837              | 0.00615| 0.01446 |
| 26.3                   | 7.61                   | 7.610914              | 200.143              | 200.167              | 0.00094| 0.02405 |
| 27.9                   | 6.915                  | 6.915134              | 192.9285             | 192.9322             | 0.00134| 0.00373 |
| 29.3                   | 5.785                  | 5.784098              | 169.5005             | 169.4741             | 0.009  | 0.02643 |
| 30.4                   | 4.458                  | 4.457639              | 135.5232             | 135.5122             | 0.00036| 0.01097 |
| 31.2                   | 3.239                  | 3.239311              | 101.0568             | 101.0665             | 0.000311| 0.00971 |
| 31.9                   | 2.006                  | 2.005855              | 63.9914              | 63.98678             | 0.0014 | 0.04619 |
| 32.4                   | 1.036                  | 1.037325              | 33.5664              | 33.60932             | 0.00125| 0.04292 |
| 32.9                   | 0                     | −0.0009               | 0                    | −0.02951             | 0.0009 | 0.029507|

4.1.2. Case 2: DDM

In this case, the parameters of the DDM of the PV panel of the Kyocera KC200GT PV module were extracted using GTO, and the result of this algorithm, which was characterized with the minimum error, was compared with various reported algorithms in the literature. These are shown in Table 5, which tabulates the comparative results of GTO. It achieved the minimum RMSE value and standard deviation value of 3.736E−04 and 9.482E−05 with respect to other recent optimization techniques, which were EO, FBI, HEAP, JFS, MPA, and EMPA, and other reported optimization techniques, which were particle swarm optimization (PSO) [12], Lightning Attachment Procedure Optimization (LAPO) [62], BMA [63], NLBMA [64], and hybrid PSO–GWO algorithm (PSOGWO) [65].

Table 5. Statistical analysis of recent reported techniques versus GTO for the DDM of the Kyocera KC200GT PV module.

| Optimizer | Min     | Mean   | Max     | Std     |
|-----------|---------|--------|---------|---------|
| GTO       | 3.736E−4 | 5.795E−4 | 6.367E−4 | 9.482E−5 |
| EMPA      | 2.425E−3 | 2.762E−3 | 2.57E−3  | 4.98E−5  |
| MPA       | 2.505E−3 | 2.762E−3 | 2.624E−3 | 3.51E−5  |
| JFS       | 2.426E−3 | 2.434E−3 | 2.443E−3 | 5.25E−6  |
| HEAP      | 2.428E−3 | 2.473E−3 | 2.52E−3  | 2.52E−5  |
| FBI [46]  | 2.425E−3 | 2.431E−3 | 2.443E−3 | 4.75E−6  |
| EO        | 2.425E−3 | 2.434E−3 | 2.453E−3 | 9.14E−6  |
| PSO [12]  | 1.2970E−1 | 4.5668E−1 | 7.9194E−1 | 3.1548E−1 |
| LAPO [62] | 1.1696E−1 | 0.122798   | 0.13230  | 6.3050E−3 |
| PSOGWO [65] | 0.12178   | 0.13013    | 0.135401 | 5.5456E−3 |
| BMA [63]  | 0.12492   | 0.21858    | 0.30902  | 8.7014E−2 |
| NLBMA [64] | 0.033043  | 0.033043   | 0.033043 | 2.6409E−16 |
As shown in Table 5, the GTO technique for the DDM of KC200GT had the minimum error, compared with various reported algorithms in the literature. The minimum RMSE was $3.736E^{-4}$. On the other hand, the FBI [46] obtained a very close RMSE value of $2.425E^{-3}$. In contrast, the NLBMA [64] provided the smallest standard deviation of $2.6409E^{-16}$, but its obtained minimum RMSE value of $3.3043E^{-2}$ was much larger than the minimum GTO RMSE value of $3.736E^{-4}$. Furthermore, the extracted electrical parameters relevant to GTO were $8.216007$ A, $2.07E^{-02}$ µA, $7.49E^{-1}$ µA, $0.00485$ Ω, $6.517429$ Ω, $1.199424$, and $1.966626$ for the photo current, reverse saturation currents, series resistance, shunt resistance, and ideality factor for D1, D2, respectively, as denoted in Table 6. Additionally, the same table displays the extracted electrical parameters using other recent and reported optimization techniques.

### Table 6. Parameter estimation using reported techniques versus GTO for the DDM of the Kyocera KC200GT PV module.

| Algorithm | $I_{ph}$ (A) | $I_{S1}$ (µA) | $I_{S2}$ (µA) | $R_s$ (Ω) | $R_{sh}$ (Ω) | $\eta_1$ | $\eta_2$ | RMSE  |
|-----------|--------------|---------------|---------------|----------|------------|--------|--------|-------|
| GTO       | 8.216007     | 2.07E−2       | 7.49E−1       | 0.00485  | 6.517429   | 1.199424 | 1.966626 | $3.736E^{-4}$ |
| EMPA      | 8.030514     | 4.25E−12      | 3.48          | 0.033369 | 27.27845   | 1.380775 | 1.351166 | $2.425E^{-3}$ |
| MPA       | 8.030354     | 2.62          | 4.25          | 0.032728 | 30.53537   | 1.067697 | 1.372776 | $2.505E^{-3}$ |
| JFS       | 8.030293     | 2.35          | 1.19          | 0.033339 | 28.17502   | 1.356141 | 1.346628 | $2.426E^{-3}$ |
| HEAP      | 8.030409     | 3.56          |              | 0.033326 | 28.33547   | 1.353583 | 1.354422 | $2.428E^{-3}$ |
| FBI [46]  | 8.030533     | 0.0771        | 3.44          | 0.033336 | 27.29641   | 1.335552 | 1.352567 | $2.425E^{-3}$ |
| EO        | 8.03054      | 1.04          | 2.44          | 0.033375 | 27.17874   | 1.351035 | 1.35097  | $2.425E^{-3}$ |

The RMSE of GTO for the DDM of the Kyocera KC200GT PV module was compared to recently developed optimizers such as EO, FBI, HEAP, JFS, MPA, and EMPA, as shown in Figure 8, where 30 runs were performed to obtain the RMSE data for all recent optimizers. The figure clearly shows that the developed GTO achieved an RMSE value of $3.736E^{-4}$ in the 30 run processes, which represents the lowest value among the recently developed optimizers. The convergence characteristics of GTO for the Kyocera KC200GT PV module are illustrated in Figure 9, where the best convergence characteristics were achieved by GTO, and its arrival at the optimal solution was quicker than other recently developed optimizers.

Figures 10 and 11 illustrate the simulated behavior of the current-voltage (V-I) and the power-voltage (P-V) using the SDM result compared to the data that were used for the parameter estimation.
in Figure 8, where 30 runs were performed to obtain the RMSE data for all recent optimizers. The figure clearly shows that the developed GTO achieved an RMSE value of $3.736 \times 10^{-4}$ in the 30 run processes, which represents the lowest value among the recently developed optimizers. The convergence characteristics of GTO for the Kyocera KC200GT PV module are illustrated in Figure 9, where the best convergence characteristics were achieved by GTO, and its arrival at the optimal solution was quicker than other recently developed optimizers.

Figure 8. RMSE of GTO compared to recent techniques for the DDM of the Kyocera KC200GT PV module.

Figure 9. Convergence characteristics of GTO versus recent techniques for the DDM of the Kyocera KC200GT PV module.
Figures 10 and 11 illustrate the simulated behavior of the current–voltage (V-I) and the power–voltage (P-V) using the SDM result compared to the data that were used for the parameter estimation.

Figure 10. Comparison of the measured and calculated data obtained by GTO for the I-V characteristics of the DDM of the Kyocera KC200GT PV module.

Figure 11. Comparison of the measured and calculated data obtained by GTO for the P-V characteristics of the DDM of the Kyocera KC200GT PV module.

4.1.3. GTO Validation with Diverse Irradiations and Temperatures

In this subsection, validation of GTO for the KC200GT module was demonstrated with diverse irradiations and temperatures. As a result, GTO was used to simulate varied voltage and current combinations while varying the irradiations and temperatures. The irradiations varied among 200, 400, 600, 800, and 1000 W/m², while the temperatures were recorded as 25, 47, 50, and 75 °C. The appropriate I-V curves of the KC200GT module tested and generated by GTO are shown in Figure 12, and Figure 13 depicts the matching P-V curves of the KC200GT module as tested and predicted by GTO. Variations in solar irradiation values and temperatures were observed to alter the model’s output power. As can be seen, there was a remarkable closeness between the emulated and experimental P-V curves, demonstrating GTO’s strong efficacy in adapting to this issue, even under various operating conditions (temperatures and irradiations). Therefore, GTO was validated under diverse irradiations and temperatures.
4.2. STM6_40/36 PV Module

4.2.1. Case 1: SD Model

In this case, the parameters of the SDM of the STM6_40/36 PV module were extracted using GTO, and the result of this algorithm, which was characterized by the minimum error, was compared with various reported algorithms in the literature. This is elaborated in Table 7, which tabulates comparative results of GTO. It achieved the minimum RMSE value and standard deviation value of $1.730 \times 10^{-3}$ and $1.333 \times 10^{-17}$, respectively, with respect to other recent optimization techniques comprising EO, FBI, HEAP, JFS, MPA, and EMPA, and the other reported optimization techniques of Simulated Annealing (SA) [23], three point based approach (TPBA) [68], hybridizing cuckoo search/biogeography-based optimization (BHCS) [69], improved teaching learning-based optimization (ITLBO) [70], improved cuckoo search (ImCSA) algorithm [71], and improved shuffled complex evolution (ISCE) [26]. Furthermore, the extracted electrical parameters relevant to GTO were...
improved cuckoo search (ImCSA) algorithm [71], and improved shuffled complex evolution (ISCE) [26]. Furthermore, the extracted electrical parameters relevant to GTO were 1.663905 A, 1.74 µA, 0.004274 Ω, 15.92829 Ω, and 1.520303 for the photo current, reverse saturation currents, series resistance, shunt resistance, and ideality factor for D1, respectively, as denoted in Table 8. Additionally, Table 8 displays the extracted electrical parameters using other recent and reported optimization techniques.

**Table 7.** Statistical analysis of recent and reported optimization techniques versus GTO for the SDM of the STM6_40/36 PV module.

| Optimizer | Min       | Mean      | Max       | Std      |
|-----------|-----------|-----------|-----------|----------|
| GTO       | 1.730E−3  | 1.730E−3  | 1.730E−3  | 1.333E−17|
| EMPA      | 1.769E−3  | 0.002973  | 0.00535   | 6.33E−4  |
| MPA       | 3.496E−3  | 0.005176  | 0.005882  | 4.47E−4  |
| JFS       | 1.807E−3  | 0.001906  | 0.001997  | 5.57E−5  |
| HEAP      | 3.33E−3   | 0.005103  | 0.00536   | 6.71E−4  |
| EO        | 1.733E−3  | 0.001835  | 0.001989  | 5.82E−5  |
| FBI [46]  | 1.73E−3   | 0.001734  | 0.001796  | 1.28E−5  |
| ISCE [26] | 1.79436E−3| 0.00179436| 0.00179436| 2.11E−14 |
| BHCS [69] | 1.7298E−3 | 0.0018365 | 0.00332985| 4.05942E−4|
| TPBA [68] | 1.774E−3  | –         | –         | –        |
| SA [23]   | 3.399E−3  | –         | –         | –        |

The RMSE of GTO for the SDM of the STM6_40/36 PV module was compared to recently developed optimizers, such as EO, FBI, HEAP, JFS, MPA, and EMPA, as shown in Figure 14, where 30 runs were performed to get the RMSE data for all recent optimizers. The figure clearly shows that the developed GTO achieves an RMSE value of 1.733E−3 in the 30 run processes, which represents the lowest value among the recently developed optimizers. The convergence characteristics of GTO for the STM6_40/36 PV module are shown in Figure 15, where the best convergence characteristics were achieved with GTO,
and its arrival at the optimal solution was quicker than other recently developed optimizers. Figures 16 and 17 illustrate the simulated behavior of the current-voltage (I-V) and the power-voltage (P-V) using the SDM result compared to the data that were used for the parameter estimation. Table 9 illustrates the experimental, simulated power values and the absolute errors between them when employing GTO on the SDM of the STM6_40/36 PV module.

**Figure 14.** RMSE of GTO compared to recent techniques for the SDM of the STM6_40/36 PV module.

**Figure 15.** Convergence characteristics of GTO versus recent techniques for the SDM of the STM6_40/36 PV module.
Figure 16. Comparison of the measured and calculated data obtained by GTO for the I-V characteristics of the SDM of the STM6_40/36 PV module.

Figure 17. Comparison of the measured and calculated data obtained by GTO for the P-V characteristics of the SDM of STM6_40/36 PV module.

4.2.2. Case 2: DD Module

In this case, the parameters of the DDM of the PV panel of the STM6_40/36 PV module were extracted using GTO, and the result of this algorithm, which was characterized with the minimum error, was compared with the various reported algorithms in the literature. This is shown in Table 10, which lists the comparative results of GTO. It achieved the minimum RMSE value and standard deviation value of $1.688 \times 10^{-3}$ and $1.369 \times 10^{-5}$, respectively, compared to other recent optimization techniques, such as EO, FBI, HEAP, JFS, MPA, and EMPA, and other reported optimization techniques, such as the novel bat algorithm (NBA) and the directional bat algorithm (DBA) [72], LCROA [73], EPSO [74], and FC-EPSO algorithm [75].
Table 9. Simulated current and power of GTO for the SDM of the STM6_40/36 PV module.

| $V_{exp}$ (V) | $I_{exp}$ (A) | $I_{cal}$ (A) | $P_{exp}$ (W) | $P_{cal}$ (W) | $IAE$ (A) | $PAE$ (W) |
|---------------|---------------|---------------|---------------|---------------|-----------|-----------|
| 0             | 1.663         | 1.663458256   | 0             | 0             | 0.000458  | 0         |
| 0.118         | 1.663         | 1.663252307   | 0.196234      | 0.196264      | 0.000252  | 3.00E−05  |
| 2.237         | 1.661         | 1.659550806   | 3.71567      | 3.712415      | 0.00145   | 0.003242  |
| 5.434         | 1.653         | 1.653914697   | 8.982402     | 8.987372      | 0.000915  | 0.00497   |
| 7.26          | 1.65          | 1.650565912   | 11.97         | 11.98311      | 0.00566   | 0.00411   |
| 9.68          | 1.645         | 1.645430603   | 15.9236       | 15.92777      | 0.000431  | 0.00417   |
| 11.59         | 1.64          | 1.639233535   | 19.0076       | 18.99872      | 0.00077   | 0.008883  |
| 12.6          | 1.636         | 1.633712694   | 20.6136       | 20.58478      | 0.00229   | 0.02882   |
| 13.37         | 1.629         | 1.627285806   | 21.77937      | 21.75681      | 0.00171   | 0.022919  |
| 14.09         | 1.619         | 1.618313573   | 22.81171      | 22.80204      | 0.00069   | 0.009672  |
| 14.88         | 1.597         | 1.603090042   | 23.76336      | 23.85398      | 0.00609   | 0.09062   |
| 15.59         | 1.581         | 1.581588374   | 24.64779      | 24.65696      | 0.000588  | 0.00917   |
| 16.4          | 1.542         | 1.542330588   | 25.2888       | 25.29422      | 0.000331  | 0.00542   |
| 16.71         | 1.524         | 1.521192631   | 25.46604      | 25.41913      | 0.00281   | 0.04691   |
| 16.98         | 1.5          | 1.499194742   | 25.47         | 25.45633      | 0.00081   | 0.013673  |
| 16.71         | 1.524         | 1.521192631   | 25.46604      | 25.41913      | 0.00281   | 0.04691   |
| 17.13         | 1.485         | 1.485275267   | 25.43805      | 25.44277      | 0.000275  | 0.00472   |
| 17.32         | 1.465         | 1.46565424    | 25.3738       | 25.38513      | 0.000654  | 0.01133   |
| 17.91         | 1.388         | 1.387589366   | 24.85908      | 24.85173      | 0.00041   | 0.007354  |
| 19.08         | 1.118         | 1.118391375   | 21.3344       | 21.33891      | 0.000391  | 0.00747   |
| 21.02         | 0             | −2.4810E−05   | 0             | −0.00052      | 2.5E−05   | 0.000522  |

4.2.2. Case 2: DD Module

In this case, the parameters of the DDM of the PV panel of the STM6_40/36 PV module were extracted using GTO, and the result of this algorithm, which was characterized with the minimum error, was compared with the various reported algorithms in the literature. This is shown in Table 10, which lists the comparative results of GTO. It achieved the minimum RMSE value and standard deviation value of 1.688E−03 and 1.369E−05, respectively, compared to other recent optimization techniques, such as EO, FBI, HEAP, JFS, MPA, and EMPA, and other reported optimization techniques, such as the novel bat algorithm (NBA) and the directional bat algorithm (DBA) [72], LCROA [73], EPSO [74], and FC-EPSO algorithm [75].

Furthermore, the extracted electrical parameters relevant to GTO were 1.663922 A, 3.24µA, 4.63E−4 µA, 0.007956 Ω, 17.15709 Ω, 1.644348, and 1 for the photo current, reverse saturation currents, series resistance, shunt resistance, and ideality factor for D1, respectively, as denoted in Table 11. Also, the table displays the extracted electrical parameters of the different techniques. The RMSE of GTO for the DDM of the STM6_40/36 PV module as compared to recently developed optimizers, such as EO, FBI, HEAP, JFS, MPA, and EMPA, is shown in Figure 18, where 30 runs were performed to get the RMSE data for all recent optimizers. The figure clearly shows that the developed GTO achieved an RMSE value of 1.688E−03 in the 30 run processes, which represented the lowest value among the recently developed optimizers. The convergence characteristics of GTO for the STM6_40/36 PV module are shown in Figure 19, where the best convergence characteristics were achieved by GTO, and its arrival at the optimal solution was quicker than other recently developed optimizers. Figures 20 and 21 illustrate the simulated behavior of the current-voltage (I-V) and the power-voltage (P-V) using the DDM result compared to the data that were used for the parameter estimation. Table 12 illustrates the experimental,
simulated power values and the absolute errors between them when employing GTO on the SDM of the STM6_40/36 PV module.

Table 10. Statistical analysis of various techniques versus GTO for the DDM of the STM6_40/36 PV module.

| Optimizer     | Min       | Mean      | Max       | Std       |
|---------------|-----------|-----------|-----------|-----------|
| GTO           | 1.688E−3  | 1.714E−3  | 1.730E−3  | 1.369E−5  |
| EMPA          | 1.735E−3  | 0.003322  | 0.005334  | 1.057E−3  |
| MPA           | 2.206E−3  | 0.005092  | 0.006513  | 8.21E−4   |
| JFS           | 1.851E−3  | 0.002383  | 0.002784  | 2.31E−4   |
| HEAP          | 3.33E−3   | 0.004826  | 0.005931  | 8.47E−4   |
| FBI           | 1.721E−3  | 0.001732  | 0.001756  | 5.82E−6   |
| EO            | 1.773E−3  | 0.001874  | 0.002061  | 7.67E−5   |
| LCROA [73]    | 1.712E−3  | −         | −         | −         |
| EPSO [74]     | 1.8307E−3 | −         | −         | −         |
| JFS-EPSO [75] | 1.772E−3  | −         | −         | −         |
| BA [72]       | 2.1946E−2 | 0.092023  | 0.01448059| 2.407E−2  |
| NBA [72]      | 1.8268E−3 | 0.0041404 | 0.007598  | 1.430E−3  |
| DBA [72]      | 1.7319E−3 | 0.004934  | 0.01372796| 2.893E−3  |

Table 11. Parameter estimation by different optimization techniques versus GTO for the DDM of the STM6_40/36 PV module.

| Algorithm     | \(I_{p,k} \) (A) | \(I_{S_1} \) (µA) | \(I_{S_2} \) (µA) | \(R_s \) (Ω) | \(R_{sh} \) (Ω) | \(\eta_1 \) | \(\eta_2 \) | RMSE      |
|---------------|-----------------|-----------------|-----------------|-------------|-------------|-----------|-----------|-----------|
| GTO           | 1.663922        | 3.24            | 4.63E−4         | 0.007956    | 17.15709    | 1.644348  | 1.00      | 1.688E−3  |
| EMPA          | 1.663663        | 1.60            | 1.56E−6         | 0.004171    | 16.54272    | 1.991067  | 1.511379  | 1.735E−3  |
| JFS           | 1.663119        | 2.27            | 2.11E−5         | 0.003355    | 17.39551    | 1.550411  | 1.898414  | 1.851E−3  |
| HEAP          | 1.661449        | 9.32            | 5.53E−6         | 0.00001     | 23.8459     | 1.6667    | 1.659115  | 3.33E−3   |
| FBI           | 1.663831        | 3.20            | 1.52E−6         | 0.004494    | 16.55124    | 1.583049  | 1.506537  | 1.721E−3  |
| EO            | 1.663011        | 1.94            | 1.99E−5         | 0.003974    | 17.18739    | 1.532521  | 1.20884   | 1.773E−3  |
| LCROA [73]    | 1.6637          | 72.2            | 3.28E−6         | 0.16717     | 16.7419     | 1.5739    | 2.00      | 1.712E−3  |
| EPSO [74]     | 1.6648          | 16.70           | 6.21E−6         | 0.5000      | 16.858      | 1.16649   | 1.87067   | 1.8307E−3 |
| FC-EPSO [75]  | 1.6634          | 1.85            | 9.72E−5         | 0.01101     | 16.5914     | 1.5818    | 1.5445    | 1.772E−3  |
| BA [72]       | 1.637941        | 1.59            | 3.94E−5         | 0.003887    | 24.6958     | 1.504536  | 1.4783    | 2.194577E−2|
| NBA [72]      | 1.662865        | 6.60            | 1.61E−6         | 0.004653    | 16.694049   | 1.678806  | 1.511867  | 1.82684E−3|
| DBA [72]      | 1.663860        | 1.80            | 3.66E−6         | 0.004167    | 16.066503   | 1.524098  | 1.43939   | 1.731960E−3|
Figure 18. RMSE of GTO compared to recent techniques for the DDM of the STM6_40/36 PV module.

Figure 19. Convergence characteristics of GTO versus recent techniques for the DDM of the STM6_40/36 PV module.
Figure 20. Measured and calculated I-V data obtained by GTO for the DDM of the STM6_40/36 PV module.

Figure 21. Comparison of the measured and calculated data obtained by GTO for the P-V characteristics of the DDM of the STM6_40/36 PV module.
Table 12. Experimental and simulated current and power of GTO for the DDM of the STM6_40/36 PV module.

| $V_{exp}$ (V) | $I_{exp}$ (A) | $I_{cal}$ (A) | $P_{exp}$ (W) | $P_{cal}$ (W) | $IAE$ (A) | $PAE$ (W) |
|----------------|----------------|----------------|----------------|----------------|-----------|-----------|
| 0.118          | 1.663          | 1.65900933     | 0.196234       | 0.195753       | 0.00408   | 0.000481  |
| 2.237          | 1.661          | 1.657371351    | 3.715657       | 3.70754        | 0.00363   | 0.008117  |
| 5.434          | 1.653          | 1.654802159    | 8.982402       | 8.992195       | 0.001802  | 0.00979   |
| 7.26           | 1.650          | 1.652940879    | 11.979         | 12.00035       | 0.002941  | 0.02135   |
| 9.68           | 1.645          | 1.648991785    | 15.9236        | 15.96224       | 0.003992  | 0.03864   |
| 11.59          | 1.640          | 1.642480987    | 19.0076        | 19.03635       | 0.002481  | 0.02875   |
| 12.6           | 1.636          | 1.636140201    | 20.6136        | 20.61537       | 0.00014   | 0.00177   |
| 13.37          | 1.629          | 1.628783702    | 21.77973       | 21.77684       | 0.00022   | 0.002892  |
| 14.09          | 1.619          | 1.618780269    | 22.81171       | 22.80861       | 0.00022   | 0.003096  |
| 14.88          | 1.597          | 1.602458291    | 23.76336       | 23.84458       | 0.005458  | 0.08122   |
| 15.59          | 1.581          | 1.580179795    | 24.64779       | 24.635         | 0.00082   | 0.012787  |
| 16.4           | 1.542          | 1.540779658    | 25.2888        | 25.26879       | 0.00122   | 0.020014  |
| 16.71          | 1.524          | 1.519823253    | 25.46604       | 25.39625       | 0.00418   | 0.069793  |
| 16.98          | 1.500          | 1.498182042    | 25.47          | 25.43913       | 0.00182   | 0.030869  |
| 17.13          | 1.485          | 1.484514576    | 25.43805       | 25.42973       | 0.00049   | 0.008315  |
| 17.32          | 1.465          | 1.46524093     | 25.3738        | 25.37797       | 0.000241  | 0.00417   |
| 17.91          | 1.388          | 1.388337911    | 24.85908       | 24.86513       | 0.000338  | 0.00605   |
| 19.08          | 1.118          | 1.118906384    | 21.33144       | 21.34873       | 0.000906  | 0.01729   |
| 21.02          | 0              | −0.00028274    | 0              | −0.00594       | 0.00028   | 0.005943  |

5. Conclusions

Gorilla Troops Optimization (GTO) was designed in this paper to extract properly the parameters of PV models, where GTO can achieve a good balance between exploitation and exploration. The superiority of GTO was initially demonstrated on the Kyocera KC200GT PV module and the STM6-40/36 PV module, both of which include SDMs and DDMs, to extract five and seven parameters, respectively. Comparisons with previously developed approaches to this problem and other techniques reported in the literature were demonstrated. GTO’s exceptional performance was validated. The experimental findings in the benchmark test PV modules in terms of final solution quality, convergence speed, robustness, and statistics demonstrated thoroughly that GTO can accelerate the global searching process and outperform competitors. Thus, GTO performed significantly better than the reported methods and was highly competitive with the recently developed parameter extraction methods. GTO’s efficacy and superiority were expressed by calculating the standard deviations of the fitness values, which showed that the SDMs and DDMs were smaller than $1E^{-16}$, and $1E^{-6}$, respectively. Also, validation of GTO for the KC200GT module was demonstrated with diverse irradiations and temperatures where great closeness between the emulated and experimental P-V and I-V curves was achieved under various operating conditions (temperatures and irradiations). Further testing and validation of other modules with different technologies are anticipated and varied conditions can be analyzed and simulated. The latter frames the way forward to extend this current effort using GTO.
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