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Abstract
Synaptic plasticity seems to be a capital aspect of the dynamics of neural networks. It is about the physiological modifications of the synapse, which have like consequence a variation of the value of the synaptic weight. The information encoding is based on the precise timing of single spike events that is based on the relative timing of the pre- and post-synaptic spikes, local synapse competitions within a single neuron and global competition via lateral connections. In order to classify temporal sequences, we present in this paper how to use a local hebbian learning, spike-timing dependent plasticity for unsupervised competitive learning, preserving self-organizing maps of spiking neurons. In fact we present three variants of self-organizing maps (SOM) with spike-timing dependent Hebbian learning rule, the Leaky Integrators Neurons (LIN), the Spiking_SOM and the recurrent Spiking_SOM (RSSOM) models. The case study of the proposed SOM variants is phoneme classification and word recognition in continuous speech and speaker independent.
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1. Introduction
Speech recognition, planning include the time parameter in an intrinsic manner. An obvious relation between the speech and time on the level of the phoneme is the scheduling of a sequence. It is obvious that a sequence of phonemes, carrying a message, cannot be modified by chance without enormously degrading the message.

The modification of the pronunciation of a phoneme in context is however a fact known in voice recognition. This contextualization of the phonemes shows the need to know the sequence of the former phonemes, and sometimes posterior thus the problem of the context is clearly a problem of sequence and thus of time.

Current connectionist model are often static systems. They are powerful for patterns with no evolution in time, like in character recognition, but present some weaknesses if patterns involve a temporal component like in phoneme recognition. In our model the temporal information is taken into account by using spiking neurons, and by using time dependent mechanisms for synaptic plasticity.

Spike Timing Dependent Plasticity (STDP) is a temporally asymmetric form of Hebbian learning induced by tight temporal correlations between the spikes of pre- and postsynaptic neurons [1]. Times of emission of action potentials have an influence on synaptic plasticity. The STDP is based over the moments of emission of action potentials of the neurons pre- and postsynaptic. This form of plasticity was highlighted by the discovery of the existence of an action potentials retro propagate in dendrites [2], [3], and its influence on the weight of the synapse [4], [5]. The difference between time of emission of the presynaptic neuron T_pre and time of postsynaptic emission of the
neuron \( T_{\text{post}} \) allowed the construction of temporal windows, defined the modification of the synaptic weight according to the difference \( T = T_{\text{pre}} - T_{\text{post}} \). For the synapses, the order of the emissions is significant, while for the inhibiting synapses, only the temporal proximity is taken into account.

In the following, we present the self-organizing map of Kohonen (SOM) and the Spiking self-organizing map model (SSOM), thereafter, we explain the recurrent Spiking SOM (RSSOM) and the Leaky Integrators Neurons model (LIN). Thereafter we expose Spike Timing Dependent Plasticity (STDP). Finally, we illustrate experimental results of the application of the three variants of SOM with Spike Timing Dependent Plasticity for phonemes and word recognition of TIMIT speech corpus.

### 2. Spiking Self-Organizing Map

Self-organizing in networks is one of the most popular neural network fields [6], [7]. Such networks can learn to detect regularities and correlations in their input and adapt their future responses to that input accordingly [8], [9]. The neurons of competitive networks learn to recognize groups of similar input vectors. Self-organizing maps learn to recognize groups of similar input vectors in such a way that neurons physically near each other in the neuron layer respond to similar input vectors.

A self-organizing map learns to categorize input vectors. It also learns the distribution of input vectors. Feature maps allocate more neurons to recognize parts of the input space where many input vectors occur and allocate fewer neurons to parts of the input space where few input vectors occur. Self-organizing maps also learn the topology of their input vectors.

An input vector \( x \in \mathbb{R}^n \) is compared with all \( m_i \), in any metric; in practical applications, the smallest of the Euclidian distances is usually used to define the best-matching unit (BMU). The BMU is the neuron whose weight vector \( m_i \) is closest to the input vector \( x \) determined by:

\[
||x - m_i|| = \min_{i \in [1..n]} \{||x - m_i||\} \forall i \in [1..n]
\]

(1)

Where \( n \) is the number of map units and \( ||x - m_i|| \) is a distance measure between \( x \) and \( m_i \).

In the context of spiking neuron networks [10] we given a set \( S \) of \( m \)-dimensional input vectors \( S = (s_1, ..., s_m) \) and a spiking neuron network with \( m \) input neurons and \( n \) output neurons, where each output neuron \( v_i \) receives synaptic feedforward input from each input neuron \( u_i \) with weight \( w_{ij} \) and lateral synaptic input from each output neuron \( v_k \), with weight \( w_{vk} \). At every epoch of the learning procedure one sample is randomly chosen and the input neurons are made fire such that they temporally encode input vectors [10], [11].

In the algorithm proposed here, the winner is selected from the subpopulation of units that fire the quickest in one simulation step. After choosing a winner, learning is applied as follows. The afferent weights of a competitive neuron \( j \) are adapted in such a way as to maximize their similarity with the current input pattern \( i \). A measure of the similarity is the difference between the postsynaptic potential \( s_i \) that encodes the input stimulus and the connection weight \( w_{ij} \). Furthermore, a spatial and a temporal neighborhood of the winner are created, such that only the neurons inside the \( S \) area and which have fired up until a reference time \( T \) (time interval of firing) are subject to learning.

The neighborhood-function, which is an important part of the SOM, is implemented here by the lateral connections among the output neurons. We assume that initially neurons which are topologically close together have strong excitatory lateral connections whereas remote neurons have strong inhibitory connections. This means that the firing of the winner neuron, say \( v_k \), at time \( t_k \) drives the firing times of neurons in the neighborhood of \( v_k \) towards \( t_k \), thus increasing the values they encode.

### 3. Recurrent spiking self organizing map

The recurrent Self-Organizing Map (RSOM) [12], [13] as an extension to the Self-Organizing Map (SOM), which allows storing certain information from the past input vectors. The information is stored in the form of difference vectors in the map units. The mapping that is formed during training has the topology preservation characteristic of the SOM. Recurrent SOM differs from the SOM only in its outputs. The outputs of the normal SOM are reseted to zero after presenting each input pattern and selecting best matching unit with the typical winner takes all strategy. Hence the map is sensitive only to the last input pattern. In the RSOM the sharp outputs are replaced with leaky integrator outputs, which once activated gradually lose their activity. The modeling of the outputs in RSOM is close to the behavior of natural neurons, which retain an electrical potential on their membranes with decay.

Thus, one can consider that the representation of time with this model is carried out by reintroducing in entry of the network the preceding state of the network. One
notice in this case that time is used as a state which allows the successive reintroduction of the sequences the previous moment. This implicit representation of time takes into account that the aspect of order.

The use of impulsive neuron makes it possible to improve the taking into account of the temporal parameters like the duration and continuity.

The model presented in this part has the same principle that spiking self organizing map except that the choice of the BMU is defined by a difference vector in each unit of the map. The difference vector is included in the recurring bond. Thus, the memory stores a linear sum of the preceding vectors.

The difference vector $I(n)$ in each unit of the map is defined there according to this equation:

$$y_i(t) = (1 - \alpha)y_i(t - 1) + \alpha(x(t) - m_i(t))$$  \hspace{1cm} (2)

Where $y_i(n)$ is the leaked difference vector in unit i, $0 < \alpha \leq 1$ is the leaking coefficient. $x(t)$ is the input vector and $m_i(t)$ is the weight vector of the unit i.

4. Leaky Integrators Neurons model

In this section we present an algorithm to train the temporal behavior of leaky integrator networks in the context of spiking neural networks. In a biological way, it is possible to convert temporal information into a static form by means of the low-pass filters, like those consisted the electric circuits with pair of resistance-condenser, as integrators [14]. This integrator is modeled with a simple mathematical model describing the change of potential inside a neuron by the use of temporal differential equations.

These dynamic neurons are called Leaky Integrators Neurons (LIN) [15].

In order to use leaky integrator units to create spiking neural network models for simulation experiments, a learning rule that works in continuous time is needed. The following formulation is motivated by [16] and describes how a backpropagation algorithm for leaky integrator units can be derived.

In this approach, the state of each neuron i is represented by a membrane potential $P_i(t)$, which is a function of the input $I(t)$ which measures the degree of matching between the neuron’s weight vector and the current input vector.

The differential equation of a membrane potential is:

$$\frac{dP_i}{dt} = \eta P_i(t) + I_i(t)$$  \hspace{1cm} (3)

Where $\eta < 0$. The input $I(t)$ of a neuron is a function of time. Particularly, the discrete version of the equation (3), often written as:

$$P_i(t) = \lambda P_i(t - 1) + I_i(t)$$  \hspace{1cm} (4)

LIN stores the last activation of each neuron i by using the variable $a_i(t)$, this variable called the Leaky Integrators Neurons Potential.

$$a_i(t) = \lambda a_i(t - 1) - \frac{1}{2} \| x(t) - w_i(t) \|^2$$  \hspace{1cm} (5)

where $0 \leq \lambda \leq 1$ is the memory depth constant, $x(t)$ is the input vector, and $w_i(t)$ is the weight vector of neuron i. Comparing equations (4) and (5), we find that $I_i(t) = -(\frac{1}{2}) \| x(t) - w_i(t) \|^2$.

5. Spike Timing Dependent Plasticity

We use a form of temporal synaptic plasticity corresponding to the STDP [17], [18]. The modelling of the STDP supposes the modification of the synaptic weight $\Delta W$ according to the difference $\Delta t = t_{pre} - t_{post}$, where $t_{pre}$ is the time of emission of pre-synaptic spike and $t_{post}$ the time of emission of post-synaptic spike.

There are several ways to modify the weights, of the synapse between neurons i and j, we can distinguish two variants from the STDP, the additive model and the multiplicative model.

With the additive model [19], [20], i.e. the variation of synaptic weight does not depend on the current weight, the optimal weights function of the difference between the pre-synaptic ($t_{pre}$) and post-synaptic ($t_{post}$) spike times is simply added to the synaptic weight.

The variation brought to the weight of the synapse is function of the difference between the pre-synaptic spike and the spike post-synaptic is updated by the rule:

$$\Delta W_{ij} = F(\Delta t)$$  \hspace{1cm} (6)

Where $F(\Delta t)$ is the optimal weights function of the difference between the pre-synaptic ($t_{pre}$) and post-synaptic ($t_{post}$) spike times.

With the multiplicative model [19], [21], the effective modification of the weights relates to the way of limiting the weights so that those do not reach biologically unrealistic values. It depends on the difference between the pre-synaptic ($t_{pre}$) and post-synaptic ($t_{post}$) spike times and the current weight.

Panchev in [22], they suggest using the following multiplicative model:
\[ \Delta W_{ij} = \begin{cases} w_{ij} + \eta F(\Delta t)(1-w_{ij}) & \text{if } \Delta t > 0 \\ w_{ij} + \eta F(\Delta t)w_{ij} & \text{if } \Delta t < 0 \end{cases} \] (7)

Where F (\(\Delta t\)) is the optimal weights function of the difference between the pre-synaptic (\(t_{\text{pre}}\)) and post-synaptic (\(t_{\text{post}}\)) spike times and \(\eta\) is the learning rate.

Soula in [23], they chose to modify the synaptic weights in the following way:

\[ \Delta W_{ij} = \left\{ F(\Delta t)w_{ij}(1-w_{ij}) \right\} \] (8)

Where F (\(\Delta t\)) is the optimal weights function of the difference between the pre-synaptic (\(t_{\text{pre}}\)) and post-synaptic (\(t_{\text{post}}\)) spike times, \(W_m\) represent the limit which the weights cannot exceed and \(\eta\) is the learning rate.

In our models we chose to modify the synaptic weight by using the following multiplicative model:

\[ \Delta W_{ij} = \begin{cases} w_{ij} + \eta F(\Delta t)(s_{ij} - w_{ij}) & \text{if } \Delta t > 0 \\ w_{ij} + \eta F(\Delta t)w_{ij} & \text{if } \Delta t < 0 \end{cases} \] (9)

Where F (\(\Delta t\)) is the optimal weights function of the difference between the pre-synaptic (\(t_{\text{pre}}\)) and post-synaptic (\(t_{\text{post}}\)) spike times and \(\eta\) is the learning rate.

The optimal weights function is modeled by the equation:

\[ F(\Delta t) = \begin{cases} \frac{\Delta t}{A_+ e^{\tau_+}} & \text{if } \Delta t > 0 \\ \frac{\Delta t}{-A_- e^{-\tau_-}} & \text{if } \Delta t < 0 \end{cases} \] (10)

Where \(A_+, A_-\), \(\tau_+, \tau_-\) are the parameters of the law.

6. Experimental results

6.1 The TIMIT speech database

The TIMIT acoustic-phonetic speech database was developed as a joint effort between researchers at the Massachusetts Institute of Technology (MIT), the Speech Research Institute (SRI) and Texas Instruments (TI) to evaluate factors related to acoustic variability in speech.

The database consists of three types of sentences that represent phonetic, contextual and speaker variations that are present in American English. The first type of sentences is the calibration sentences spoken by every speaker. These sentences were used to represent phonemes that would be spoken with the greatest amount of dialect variation (identified ‘sa1 ‘ and ‘ sa2 ’). The second type of sentences is the phonetically balanced and compact sentences spoken by several speakers. These sentences were created to represent the phonetic pairs in the English language (identified ‘ sx3 ‘ to ‘ sx452 ‘). Finally, the third type of sentences is randomly selected sentences to represent alternative occurrences of phonemes and to maximize the acoustic contexts, each sentence is marked only one time (identified ‘ si453 ‘ to ‘ si2343 ‘)[24], [25].

The database contains 6300 sentences, 10 sentences uttered by each of 630 speakers from 8 major dialect regions of the United States. The data were recorded at a sample rate of 16 KHz and a resolution of 16 bits.

6.2 Representation of speech data

We have used the TIMIT corpus for the purpose of developing and evaluating the proposed SOM variants for phonemes and word recognition in continuous speech and speaker independent.

The extraction of the best parametric representation of acoustic signals is an important task to produce a better recognition performance. The efficiency of this phase is important for the next phase since it affects its behavior.

A wide range of possibilities exist for parametrically representing the speech signal for the speaker recognition task, such as Linear Prediction Coding (LPC), Mel-Frequency Cepstrum Coefficients (MFCC), and others. MFCC is perhaps the best known and most popular.

Mel-Frequency Cepstral Coefficients (MFCC) is the standard preprocessing technique in the field of speech recognition. The MFCC are calculated as follows: First, the sample data is windowed using a hamming window and a FFT is computed, thereafter, the magnitude is run through the mel-scale (is a non-linear transformation of the frequency domain to model the human selectivity to certain frequency bands) filter bank and the log10 of these values is computed, finally, a cosine transform is applied to reduce the correlation among the individual features. The result is the cepstrum.

Speech utterance was sampled at a sampling rate of 16 KHz using 16 bits quantization. Speech frames are filtered by a first order filter whose transfer function is:

\[ H(z) = 1 - az^{-1}, 0.9 \leq a \leq 1.0 \] (11)

Where \(z^{-1}\) is the delay operator. In our experiments, a is chosen to be 0.95.

After the pre-emphasis, speech data consists of a large amount of samples that present the original utterance.
Windowing is introduced to effectively process these samples. This is done by regrouping speech data into several frames. In our system, a 256 sample window that could capture 16 ms of speech information is used. To prevent information lost during the process, an overlapping factor of 50% is introduced between adjacent frames.

After regrouping, each individual frame needs to be further pre-processed to minimize signal discontinuities at the beginning and at the end of each frame. A commonly used technique is to multiply the signal data with the hamming function. The earlier has smoothing effects at edges of the filter. This function can be described by the following equation:

\[
h(n) = 0.54 - 0.46 \times \cos\left(\frac{2\pi n}{N - 1}\right) \quad 0 \leq n \leq N, \quad N > 1 \quad (12)
\]

Where \(n\) is the sample number and \(N\) is the total number of samples per window. In our case, \(N\) is 256.

Thereafter, mel frequency cepstral analysis was applied to extract the 12 mel cepstrum coefficients. The mel scale is an equi-pitch scale describing the subjective and perceptual response to frequency of human listener. The implemented neural networks are trained by presenting them with 12 input values from 9 frames selected at the middle of each phoneme.

6.3 Results and discussions

We have implemented the Kohonen model based on sequential learning and the proposed SOM variants. The realized system is composed of three main components [26], [27]: a pre-processor sounds and producing mel cepstrum vectors. The sound input space is composed by 12 mel cepstrum coefficients. Each 16 ms frame, 9 frames are selected at the middle of each phoneme to generate data vectors. The second component is a competitive learning module. The third component is a phoneme recognition module.

All maps are trained for 80 iterations using a train data set. For all maps, the learning rate decrease linearly from 0.9 to 0.05. The radius width decrease also linearly from half the diameter of the lattice to one. All maps of the same size have same initial conditions (that is the same \(m_0(0)\)). The neural lattice was bidimensional.

For phoneme recognition, we have used the New England dialect region (DR1) composed of 31 male and 18 female. The corpus contains 18547 phonetic units. Each phonetic unit is represented by 9 frames selected at the middle of each phoneme to generate data vectors. Training has been made on phonemes for the seven macro classes of TIMIT database. Table 1 shows the list of phonemes of each macro-class of TIMIT data base.

| Macro-class       | Phonemes                                      |
|-------------------|----------------------------------------------|
| Affricates        | /jh/, /ch/                                   |
| Stops             | /b/, /d/, /g/, /p/, /t/, /k/, /dx/, /q/, /bcl/, /dcl/, /gcl/, /pcl/, /tcl/, /kcl/ |
| Others            | /pau/, /epi/, /h#/                           |
| Nasals            | /m/, /n/, /ng/, /em/, /en/, /eng/, /nx/      |
| Semi-vowels       | /l/, /r/, /y/, /v/, /b/, /h/, /cl/           |
| Fricatives        | /s/, /sh/, /z/, /zh/, /f/, /th/, /v/, /dzh/ |
| Vowels            | /iy/, /ih/, /eh/, /ey/, /ae/, /aa/, /aw/, /ay/, /ah/, /ao/, /oy/, /ow/, /uh/, /uw/, /ux/, /er/, /ax/, /ix/, /axr/, /axh/ |

Table 1: List of phonemes of phonemic classes of each macro-class

From table 2 RSSOM and LIN obtained an improvement of the classification rate of 10 % in comparison with SOM. RSSOM and LIN reach good classification rates in order to 96% for /affricate/.
The results in Table 2 show that Leaky Integrators Neurons provide best classification rate for /others/ and /Semi-vowels/ in order to 93%

| Macro-class       | SOM  | SSOM | RSSOM | LIN  |
|-------------------|------|------|-------|------|
| Affricates        | 79.59| 85.71| 95.91 | 95.91|
| Fricatives        | 67.67| 71.47| 74.07 | 77.33|
| Others            | 87.99| 89.96| 91.77 | 93.09|
| Nasals            | 71.83| 84.71| 84.71 | 84.71|
| Stops             | 47.05| 53.29| 54.20 | 56.38|
| Semi-vowels       | 84.61| 91.22| 91.98 | 93.06|
| Vowels            | 51.81| 60.42| 62.15 | 66.30|
| Average           | 70.07| 78.11| 79.25 | 80.96|

Table 2: General recognition rates of the 7 macro-classes of TIMIT data base (training set)

According to table 3, LIN obtained an improvement of the classification rate of 12% in comparison with SOM. LIN reaches good classification rates in order to 93% for /Nasals/.

For word recognition, we have used the New England dialect region (DR1) composed of 24 male and 14 female. The corpus contains 7380 word units for training. Each word unit is represented by 9 frames selected at the middle of each word to generate data vectors. Training has been made on words for ten sentences of TIMIT database. The sentences and words can be found in table 4.
According to table 5, LIN provides the best classification rate in order to 70%. With LIN we obtained an improvement of the classification rate in order to 12% in comparison with SOM.

It is also noticed that for the sentence ‘SA1’, the three variants (SSOM, RSSOM and LIN) have capacities of roughly similar recognition.

Table 5: Sentence SA1 recognition rates

| Word   | SOM   | SSOM | RSSOM | LIN   |
|--------|-------|------|-------|-------|
| she    | 80.11 | 77.48| 80.70 | 84.50 |
| had    | 73.97 | 82.45| 81.28 | 80.99 |
| your   | 36.47 | 42.85| 50.75 | 44.68 |
| dark   | 65.78 | 80.11| 78.07 | 90.93 |
| suit   | 60.78 | 69.00| 69.59 | 70.17 |
| in     | 74.08 | 78.96| 78.04 | 73.87 |
| greasy | 31.28 | 56.14| 49.41 | 51.75 |
| wash   | 46.78 | 44.73| 49.58 | 65.20 |
| water  | 37.71 | 45.90| 53.21 | 52.04 |
| all    | 74.26 | 76.02| 74.26 | 77.48 |
| year   | 55.26 | 70.76| 71.34 | 76.60 |
| Average| 57.85 | 65.89| 67.04 | 69.90 |

Table 6: Sentence SA2 recognition rates

| Word   | SOM   | SSOM | RSSOM | LIN   |
|--------|-------|------|-------|-------|
| don’t  | 67.30 | 68.57| 68.88 | 72.38 |
| ask    | 46.98 | 59.68| 58.73 | 62.53 |
| me     | 61.05 | 67.71| 71.57 | 60.00 |
| to     | 44.63 | 57.04| 49.66 | 66.44 |
| carry  | 57.14 | 73.65| 66.34 | 53.65 |
| an     | 47.95 | 60.54| 59.52 | 55.78 |
| oily   | 58.41 | 67.93| 69.52 | 66.66 |
| rag    | 62.22 | 72.06| 66.34 | 65.07 |
| like   | 19.36 | 37.14| 43.49 | 28.57 |
| that   | 72.06 | 73.96| 72.06 | 75.55 |
| Average| 52.30 | 63.40| 61.12 | 59.79 |

According to table 7, LIN model provide best classification rate in order to 97.24% in training set. With LIN we obtained an improvement of the classification rate in order to 30% in comparison with SOM.

With SOM model we can’t recognize some words like /for/ and /is/, recognition rates in the range of 0 and 20%, on the other hand the Leaky Integrators Neurons (LIN) provide a higher value of recognition rate (in the range of 90 and 100%).
According to table 8, Leaky Integrators Neurons (LIN) provides the best classification rate in order to 96.25%. With LIN we obtained an improvement of the classification rate in order to 19 % in comparison with SOM in training set.

A higher value of recognition rate for the words /looked/ and / bugeyed/ means a better performance of variant SOM.

From table 9 with the proposed SOM variants we obtained an improvement of the classification rate of 13 % in comparison with SOM.

The SOM variants reach good classification rates in order to 91% in training set.

From table 10 RSSOM, LIN and Spiking_SOM provide best classification accuracy in comparison with SOM. The variant LIN reaches good classification rates in order to 97.22%. However, this model reaches good recognition rates (in the range of 90 and 100%). With LIN we obtained an improvement of the classification rate in order to 15 % in comparison with SOM.

For the word /one/, SOM has the low recognition rate in order to 10%, but with the proposed variants models we obtained a recognition rate in order to 100%, this result prove the stability and performance of the SOM variants.

According to table 11, Leaky Integrators Neurons (LIN) provides the best classification rate in order to 96.25%. With LIN we obtained an improvement of the classification rate in order to 19 % in comparison with SOM in training set.

A higher value of recognition rate for the words /looked/ and / bugeyed/ means a better performance of variant SOM.
According to table 12, Leaky integrators neurons (LIN) and recurrent spiking SOM (RSSOM) provide best classification rate in order to 100% in training set. SOM model gives the weak result for the word /so/ in order to 44%, on the other hand, all the other models provide a higher value of recognition rate in order to 100%.

According to table 13, LIN provide best classification rate in order to 100% in training set. With LIN we obtained an improvement of the classification rate in order to 14 % in comparison with SOM.

According to table 14, the variant RSSOM provide best classification rate in order to 96% in training set.

With RSSOM and SSOM we obtained an improvement of the classification rate in order to 10 % in comparison with SOM.
7. Conclusions

In this paper, we have proposed a new approach of Kohonen’s algorithm for spiking neurons using temporal coding applied to speech recognition. The information encoding is based on the precise timing of single spike events. The idea is to provide a competitive learning algorithm, spike-timing dependent synaptic plasticity based on the relative timing of the pre- and post-synaptic spikes, local synapse competitions within a single neuron and global competition via lateral connections.

The case study of the proposed spiking self-organizing map models is phoneme and word recognition in continuous speech and speaker independent. The proposed SOM variants provide best classification rates of phonemes and word classification in comparison with the basic SOM model.

The LIN provides the best general recognition rates of the 7 macro-classes of TIMIT data base in order to 80.96% in training set and 76.64% in test set. The LIN provides the best general recognition rates of sentences of TIMIT data base in order to 95% in training set.

As a future work, we propose to implement a cooperative system of self-organizing spiking neurons (CoopSOSN) for phoneme and word recognition. The CoopSOSN is based on the association of different SOM variants of unsupervised and Spike-Timing Dependent Hebbian learning algorithms. The objective of such system is to create a cooperative system based on different competitive learning algorithms in order to improve classification rates.

We suggest also to hybridize SOM and genetic algorithm on one hand to fine tune SOM parameters and on the other hand for training data set input in the objective to ameliorate recognition rates.

References

[1] Bi GQ, and MM. Poo, Synaptic modification by correlated activity: Hebb’s postulate revisited. Neuroscience, 2001, Vol. 24, pp. 139–166.
[2] H. Markram, and PJ. Helm, and B. Sakmann. Dendritic calcium transients evoked by single back-propagating action potentials in rat neocortical pyramidal neurons. Journal of Physiology, Vol 485, No. 1, 1995, pp. 1-20.
[3] ME. Larkum, and MG. Rioult, and HR. Luscher, Propagation of action potentials in the dendrites of neurons from rat spinal cord slice cultures. J. Neurophysiol., Vol. 75, No. 1, 1996, pp 154-170.
[4] H. Markram, and J. Lubke, and M. Frotscher, and B. Sakmann, Regulation of synaptic efficacy by coincidence of postsynaptic APs and EPSPs. Science, 1997, Vol. 275, pp. 213-215.
[5] JC. Magee, and D. Johnston, A synaptically controlled, associative signal for hebbian plasticity in hippocampal neurons. Science, Vol. 275, No. 5297, 1997, pp. 209-213.
[6] T. Kohonen, Self Organized Formation of Topologically Correct Feature Maps. Biological Cybernetics, 1982, Vol. 43, pp. 59-69.
[7] N. Arous, Hybridization des Cartes de Kohonen par les algorithmes génétiques pour la classification phonémique. Ph.D. thesis, Electrical Engineering Department, National Engineering School of Tunis, 2003.
[8] S. Haykin, Neural Network A Comprehensive Foundation, Prentice Hall Upper Saddle River, New Jersey, 1999.
[9] T. Kohonen, Self-organizing map. 3rd ed, Springer, 2001.
[10] W. Maass, Fast sigmoidal networks via spiking neurons, Neural Computation, 1997, Vol. 9, pp. 279-304.
[11] W. Maass, Computing with spiking neurons. In W. Maass and CM. Bishop, editors, Pulsed Neural Networks, chapter 2, MIT-Press, 1998, pp. 55-85.
[12] M. Varsta, and J. Heikonen, and R. Milan, A recurrent self-organizing map for temporal sequence processing. Proc. Int. Conf. on Artificial Neural Networks (ICANN997), Lausanne, Switzerland, 1997, pp. 421-426.
[13] T. Koskela, and M. Varsta, and J. Heikonen, and K. Kaski. Time Series prediction using recurrent SOM with local linear models. International Journal of Knowledge-based Intelligent Engineering Systems, Vol. 2, No.1, 1998, pp. 60-68.
[14] T. Kohonen, Self-organizing maps. 2nd extended edition, Springer-Verlag, 1997.
[15] JG. Taylor, Temporal patterns and leaky integrator neurons. Proc. Int. Conf. on Artificial Neural Networks (ICNN’90), Paris, 1990, pp. 952-955.
[16] T. Koskela, and M. Varsta, and J. Heikonen, and K. Kaski, Time Series prediction using recurrent SOM with local linear models. International Journal of Knowledge-based Intelligent Engineering Systems, Vol. 2, No.1, 1998, pp. 60-68.
[17] R. Froemke, and YY. Dan, Spike-timing-dependent synaptic modification induced by natural spike trains, Nature, 2002, Vol. 416, pp. 433–438.
[18] Y. Dan, and M. Poo, Spike timing-dependent plasticity: from synapse to perception, Physiol Rev, Vol. 86, No. 3, 2006, pp. 1033-048.
[19] PJ. Sjostrom, and GG. Turrigiano, and SB. Nelson, Rate, timing, and cooperativity jointly determine cortical synaptic plasticity. Neuron, 2001, Vol. 32, pp. 1149–1164.
[20] S. Song, and KD. Miller, and L. Abbott, Competitive hebbian learning through spike-timing dependent synaptic plasticity. Nature, 2000.
[21] Bi, GQ, and MM. Poo, Synaptic modifications in cultured hippocampal neurons : Dependence on spike timing, synaptic strength, and postsynaptic cell type. The Journal of Neuroscience, Vol. 18, No. 24, 1989, pp. 10464-10472.
[22] C. Panchev, and S. Wermter, Hebbian spike-timing dependent self-organization in pulsed neural networks. In: Proceedings of World Congress on Neuroinformatics, Austria, 2001, pp. 378–385.
[23] H. Soula, and G. Beslon, and O. Mazet, Spontaneous dynamics of asymmetric random recurrent spiking neural networks. Neural Computation, 2006, Vol 18, pp. 60-79.

[24] King, and E. Sarah, Evaluation of sentence list equivalency for the TIMIT sentences by cochlear implant recipients. Independent Studies and Capstones. Program in Audiology and Communication Sciences, Washington University School of Medicine, paper 74, 2007.

[25] V. Zae, and S. Seneff, and J. Glass, Speech database development at MIT, TIMIT, and beyond, Speech Commun, 1990, Vol. 9, pp. 351–356.

[26] N. Arous N, and N. Ellouze, Phoneme classification accuracy improvements by means of new variants of unsupervised learning neural networks, 6th World Multiconference on Systematics, Cybernetics and Informatics, Floride, USA, 2002, pp.14 – 18.

[27] N. Arous, and N. Ellouze, Cooperative supervised and unsupervised learning algorithm for phoneme recognition in continuous speech and speaker-independent context, Elsevier Science, Neurocomputing, Special Issue on Neural Pattern Recognition, 2003, Vol. 51, pp. 225 – 235.

Noureddine Ellouze received a Ph.D. degree in 1977 from l’Institut National Polytechnique at Paul Sabatier University (Toulouse-France), and Electronic Engineer Diploma from ENSEEIHT in 1968 at the same University.

In 1978, Dr. Ellouze joined the Department of Electrical Engineering at the National School of Engineer of Tunis (ENIT–Tunisia), as ASSISTANT PROFESSOR in statistic, electronic, signal processing and computer architecture. In 1990, he became Professor in signal processing; digital signal processing and stochastic process. He has also served as director of electrical department at ENIT from 1978 to 1983. General manager and President of the Research Institute on Informatics and Telecommunication IRSIT from 1987-1990, and President of the Institut in 1990-1994. He is now Director of Signal Processing Research Laboratory LSTS at ENIT, and is in charge of Control and Signal Processing Master degree at ENIT.

Pr Ellouze is IEEE fellow since 1987; he directed multiple Masters and Thesis and published over 200 scientific papers both in journals and proceedings. He is chief editor of the scientific journal Annales Maghrébines de l’Ingénieur. His research interest include neural networks and fuzzy classification, pattern recognition, signal processing and image processing applied in biomedical, multimedia, and man machine communication.

Tarek BEHI received the MS degree in electrical engineering (signal processing) from National School of Engineer of Tunis (ENIT–Tunisia), is currently working towards the Ph.D. degree in electrical engineering (signal processing) from ENIT. He is currently a computer science assistant in the informatics department at FST, Tunisia. Her research interests include speech recognition, spiking neural networks, hierarchical neural networks and evolutionary neural networks.

Najet AROUS received computer science engineering degree from Ecole Nationale des Sciences d’Informatique, Tunis, Tunisia, the MS degree in electrical engineering (signal processing) from the National School of Engineer of Tunis (ENIT–Tunisia), Tunisia, the Ph.D. degree in electrical engineering (signal processing) from ENIT. She is currently a computer science assisting master in the computer science department at FSM, Tunisia. Her research interests include scheduling optimization, speech recognition and evolutionary neural networks.