Direct interception or inertial impaction? A theoretical derivation of the efficiency power law for a simple and practical definition of capture modes
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We study the capture of particles advected by flows around a fixed cylinder. We derive theoretically the power law of the capture efficiency, usually obtained from data fitting only. Simulations of particle trajectories reveal that captured particles following the power law are smaller than the boundary layer of the cylinder and experience direct interception, whereas the ones diverging from it are larger and observe inertial impaction. We show that a simple comparison between the particle size and boundary layer thickness splits accurately numerical results into their dominant capture mode. This criterion is practical in experiments and simulations, and would lift the controversy on the scaling of the capture efficiency.

I. INTRODUCTION

Capturing particles is ubiquitous in the living world and a vital process by which many species survive. Plants capture pollen grains to reproduce,1 corals filter the sea water from plankton to feed,2 and larvae catch debris with their fans.3,4 For industrials too, particle capture is crucial to predict ash deposition on coal boilers and estimate fuel prices,5 or design efficient air filtering systems to ensure hygienic and safe conditions for workers, as well as for products, especially in sensitive sites such as food and pharmaceutical firms.6,7 The importance of particle capture and the prevalence of its application8,9 led several researchers to investigate this process and study how it depends on flow and particle parameters.

The problem we study consists of particles advected by a certain flow around a collector. Traditionally, the collector is a circular cylinder and particles are spherical. This choice is convenient since it brings the study back into a familiar fluid dynamics problem and constitutes a basic benchmark for comparison. In addition, the collector is usually considered as a perfect sink, meaning that particles are counted as captured once they touch the collector edge. Some works extend this model and take into account the possibility of particles to detach after interception10,11 or even to accumulate around the collector.12,13

The quantity evaluating the capture process is the capture efficiency, denoted usually as \( \eta \). The definition of \( \eta \) is not unique in the literature, though represents globally the fraction of captured particles from those initially launched.13 Instead of calculating the number, an equivalent definition considers the rate of captured particles \( \dot{N} \) normalised by the rate of initially released ones \( \dot{N}_{\text{init}} \):

\[
\eta = \frac{\dot{N}}{\dot{N}_{\text{init}}}. \tag{1}
\]

The first parameter affecting capture efficiency is the ratio of the particle diameter \( d_p \) to the cylinder diameter \( D \)

\[
R = \frac{d_p}{D}. \tag{2}
\]

Theoretical16 experimental17 and numerical18,19 studies agree that the capture efficiency increases quadratically with the diameter ratio \( \eta \sim R^2 \). The second parameter involved in the capture efficiency is the collector-based Reynolds number

\[
Re = \frac{\rho U_0 D}{\mu_l}, \tag{3}
\]

where \( U_0, \rho_l, \) and \( \mu_l \) are respectively the upstream flow speed, the fluid density, and its dynamic viscosity. Unlike the diameter ratio, there is a large discrepancy regarding the exponent \( n \) in the scaling \( \eta \sim Re^n \). Whereas water flume experiments of Palmer et al.20 and direct numerical simulations (DNS) of Haugen and Kragset21 showed that \( \eta \sim Re^{0.7} \), the semi-analytical derivation of the capture efficiency done by Weber and Paddock17 revealed a smaller exponent \( \eta \sim Re^{0.5} \). On the other hand, using two-dimensional and three-dimensional DNS, Espinosa-Gayoso et al.19 found that the exponent \( n \) is not constant, and rather decreases from 0.7 down to 0.5 depending on the state of the flow. When the flow is two-dimensional, it takes values from \( n = 0.7 \) for \( Re \approx 50 \), then decreases for \( 50 < Re \leq 180 \) until reaching \( n = 0.5 \) beyond \( Re > 200 \), as the flow exhibits three-dimensional features.

One important missing part in the literature is a theoretical derivation of the scaling of the capture efficiency in terms of the Reynolds number \( \eta \sim Re^n \). A theoretical derivation of a scaling, found either numerically or experimentally, is essential in any research topic because it gives insight on the basic physics of the process and unveils its underlying mechanisms. Haugen and Kragset13 particularly attempted an analytical derivation of the efficiency using boundary layer considerations, but they arrived at the scaling \( \eta \sim Re^{0.5} \) instead of \( \eta \sim Re^{0.7} \), contradicting their own numerical results.

Perhaps the variety in the scaling \( \eta \sim Re^n \) from one author to the other is due to the difference in the nature of particle trajectories in each study, as Haugen and Kragset13 noticed from the behaviour of \( \eta \) when varying the Stokes number. Each
type of particle trajectory brings about a specific mode of particle capture. If a particle follows perfectly the flow streamlines and intercepts the collector because of its non-zero size, then the capture is called a ‘direct interception’, whereas if it deviates from streamlines and hits the collector with important inertia, then the capture is an ‘inertial impaction’. Typically, the first case is observed for small or neutrally buoyant particles, and the second case corresponds to large or heavy particles. A possible step to lift the discrepancy in the exponent of these modes, which is based on particle trajectories and streamlines, is vague and qualitative. Even if we concede that a researcher succeeds in tracking particles and comparing their trajectories with streamlines, there is no quantitative threshold that determines to which extent they should diverge or superimpose to consider capture as inertial impaction or direct interception. Marking limits between each mode will make the classification of particle capture results in the literature easier and clearer. Haugen and Kragset proposed for each mode a particular range of Stokes numbers, but these limits depend on the simulation case considered, therefore are hard to generalise.

In this paper we present, for the first time, a theoretical method to demonstrate both the square variation in the diameter ratio and the square root variation in the Reynolds number $\eta \sim R^2 Re^{1/2}$. While supporting this finding with numerical simulations of particle trajectories, we found that this scaling fits only for particles that are both smaller than the boundary layer and following streamlines. This scaling underestimates the capture efficiency for the particles larger than the boundary layer and carrying more inertia. From this respect, we will show that a simple comparison of the ratio of the particle diameter to the boundary layer thickness with a certain threshold suffices to determine the dominant mode involved in the capture process.

II. THEORETICAL DERIVATION

We study the interception of particles of diameter $d_p$, advected by a flow of upstream velocity $U_0$ around a cylinder of diameter $D$, and positioned at the origin of a polar coordinate system $(r, \theta)$ as illustrated in Fig. 1(a). By definition, the capture rate $\dot{N}$ is the number of particles that the cylinder intercepts per unit time. Spreading particles along a starting line from a distance $x_0$ prior to the cylinder, there is necessarily an opening around the symmetry line from which all the ultimately intercepted particles enter. We call this opening the capture window, and we denote its size as $w$ (see Fig. 1). As a consequence, the rate $\dot{N}$ also equals the flux of particles through this capture window

$$\dot{N} = C_0 U_0 w,$$

where $C_0$ is the particle concentration per unit length ($#/m^2$), which we assume constant and uniform.

Owing to the definition (4), we start our derivation of $\dot{N}$ by finding an expression for the size $w$ of the capture window. This latter intervenes in the following balance equation by virtue of mass conservation inside the control volume shown in Fig. 1(b)

$$\int_{\partial V} U_t \, dn + \int_{\partial V} U_{\theta} \, dn + \int_{\partial V} U_r \, dn + \int_{\partial V} U_\theta \, dn = 0,$$  (5)

where $U_t$ denotes the flow velocity. We dropped the fluid density $\rho_1$ from Eq. (5) because we assume it is constant. The boundaries of the control volume are: the capture window $(\partial V)$, the trajectories $(\partial \mathcal{S})$ of the outermost captured particles, the cylinder’s arc of circle $(\partial \mathcal{C})$ defined between the maximum capture angles $\pm \theta_c$, and the two segments $(\partial \mathcal{B})$ linking the cylinder edge and particle centre. The vector $dn$ is the integration element pointing outwards. In this problem, the angle $\theta_c$ is taken as a constant, independent of any flow parameter.

Because of the no-slip condition at the cylinder edge, the integral over $(\partial \mathcal{S})$ is equal to zero. Also, assuming that particles follow exactly the streamlines, the integral over $(\partial \mathcal{C})$ vanishes. Therefore, we are left with

$$-wU_0 + 2 \int_{D/2}^{D/2 + d_p/2} U_\theta \, dr = 0,$$  (6)

with $U_\theta$ the tangential component of the fluid velocity. Next, we introduce the stream function $\psi$ through $U_\theta = + \partial \psi / \partial r$ (note the ‘+’ sign due to the clockwise orientation of the polar angle $\theta$). Then Eq. (6) becomes

$$wU_0 = 2 \psi(r, \theta) \big|_{r = D/2 + d_p/2, \theta = \theta_c}.$$  (7)

Now we switch to dimensionless variables

$$\eta = \frac{\dot{N}}{C_0 U_0 D}, \quad \bar{w} = \frac{w}{D}, \quad R = \frac{d_p}{D}, \quad \bar{\psi} = \frac{\psi}{U_0 D}, \quad \bar{r} = \frac{r}{D}.$$  (8)

Note that the dimensionless capture rate is exactly the capture efficiency considered in previous studies and defined in Eq. 1, since $C_0 U_0 D = N_{\text{initial}}$ is the flux of particles initially launched from an opening of size $D$. Thus, from Eqs. (4) and (7) we can write

$$\eta = \bar{w} = 2 \bar{\psi}(\bar{r}, \theta) \big|_{\bar{r} = 1/2, \theta = \theta_c}.$$  (9)

For very small particles $R \ll 1$, the capture efficiency in Eq. (9) can be expressed as a Taylor series around $\bar{r} = 1/2$

$$\eta \approx 2 \bar{\psi}(\bar{r}, \theta) \big|_{\bar{r} = 1/2, \theta = \theta_c} + \left( \frac{R}{2} \right)^2 \frac{\partial^2 \bar{\psi}}{\partial \bar{r}^2} \big|_{\bar{r} = 1/2, \theta = \theta_c}.$$  (10)

Again, $\partial \bar{\psi} / \partial \bar{r} |_{\bar{r} = 1/2} = 0$ due to the no-slip condition, and $\bar{\psi} |_{\bar{r} = 1/2} = 0$ because the cylinder edge is a streamline per se.
FIG. 1. (a) Schematics of particle interception by a fixed cylinder. Particles are launched from a distance $x_0$ upstream from the cylinder. Because it starts near the symmetry line, the blue particle is captured, whereas the red particle starts from a large $y$-position and succeeds in crossing the cylinder and escaping capture. The gray particle is the farthest particle that the cylinder intercepts. Its trajectory starts from the ordinate $y^+$, and defines the upper border of the capture domain. The size of the capture window is equal to $w = y^+ - y^-$, and $\theta_c$ represents the maximum angle of capture. (b) Control volume considered in Eq. (5).

We thus obtain the quadratic variation in the diameter ratio of the dimensionless capture efficiency

$$\eta \approx \frac{1}{4} R^2 \frac{\partial^2 \bar{\psi}}{\partial \bar{r}^2} \bigg|_{r=1/2, \theta=\theta_c}. \quad (11)$$

This is the stage where previous works ended their theoretical analysis, agreeing on the quadratic variation in the diameter ratio. Here we continue our derivation and propose a method to get into the square root variation in the Reynolds number.

Because we assume the particle very small compared to the cylinder, the cylinder wall appears like a flat plate. In this case we can use the analytical expression of the stream function in the boundary layer

$$\bar{\psi} = \sqrt{\frac{2 \bar{\xi}}{Re \, f}} \left( \bar{\xi} \sqrt{\frac{Re}{2 \bar{\kappa}}} \right), \quad (12)$$

where $Re$ is the cylinder-based Reynolds number, and $f$ is the solution of the Blasius equation. Our approach is to consider a new coordinate system that transforms a flat plate in the $(x,y)$-plane into a circle in the $(\theta, \zeta)$-plane

$$x = x(\theta, \zeta), \quad (13a)$$
$$y = y(\theta, \zeta). \quad (13b)$$

To find the expression of $\bar{\psi}$ in the new $(\theta, \zeta)$-plane, we cannot insert (13) straightforwardly into (12), because this latter is an inner expansion of the boundary layer solution. Instead, we turn to the Kaplun’s correlation theorem, which states that if the plate is defined by $(x,y=0)$, and the new wall geometry is defined by $(\theta, \zeta=0)$, then the stream function in the new coordinate system reads

$$\bar{\psi} = \bar{\psi} \left( \bar{\xi}(\theta,0), \zeta \frac{\partial \bar{\psi}}{\partial \zeta}(\theta,0) \right). \quad (14)$$

Let us consider the Joukowski transformation

$$z = \mathcal{J}(Z) = Z + \frac{(D/2)^2}{Z}, \quad (15)$$

where $D$ is the cylinder diameter, $Z$ is the complex coordinate in the $(x,y)$-plane, and $z$ is the complex coordinate in the $(\theta, \zeta)$-plane.
et al.

In Eq. (11) we have

\[ R = \frac{D/2}{\bar{x} + D/2} \cos \theta, \quad \text{(16a)} \]

\[ R = \frac{D/2}{\bar{x} + D/2} \sin \theta. \quad \text{(16b)} \]

The Joukowsk transformation is shown in Fig. 2. This transformation fulfills the condition of Kaprun’s theorem since \( \bar{\zeta} = 0 \), which represents the circle of radius \( D/2 \), leads to \( y = 0 \). From Eq. (16) we obtain

\[ x(\theta, \bar{\zeta})|_{\bar{\zeta}=0} = D \cos \theta, \quad \text{(17a)} \]

\[ \bar{\zeta} \frac{\partial y(\theta, \bar{\zeta})}{\partial \bar{\zeta}}|_{\bar{\zeta}=0} = 2 \bar{\zeta} \sin \theta, \quad \text{(17b)} \]

which reads in dimensionless variables

\[ x(\theta, \bar{\zeta})|_{\bar{\zeta}=0} = \cos \theta, \quad \text{(18a)} \]

\[ \bar{\zeta} \frac{\partial \bar{y}(\theta, \bar{\zeta})}{\partial \bar{\zeta}}|_{\bar{\zeta}=0} = 2 \bar{\zeta} \sin \theta. \quad \text{(18b)} \]

Therefore, replacing Eq. (18) in (12) using (14) we get

\[ \Psi = \sqrt{\frac{2 \cos \theta}{Re}} f \left( 2 \bar{\zeta} \sin \theta \sqrt{\frac{Re}{2 \cos \theta}} \right), \quad \text{(19)} \]

Finally, coming back to the original variable \( \bar{r} = \bar{\zeta} + 1/2 \), and since \( \frac{\partial^2}{\partial \bar{r}^2} = \frac{\partial^2}{\partial r^2} - \frac{2}{r} \frac{\partial}{\partial r} \) and the second derivative of the stream function at \( \bar{r} = 1/2 \) (i.e. \( \bar{\zeta} = 0 \) ) is

\[ \frac{\partial^2 \Psi}{\partial \bar{r}^2} \big|_{\bar{r}=1/2, \theta=\theta_0} = (2 \sin \theta_0)^2 \sqrt{\frac{Re}{2 \cos \theta_0}} f''(0), \quad \text{(20)} \]

with \( f''(0) = 0.4696_{26}^{20} \). Substituting Eq. (20) into the capture efficiency in Eq. (11) we have

\[ \eta \approx \frac{\sin^2 \theta_0 f''(0)}{\sqrt{2 \cos \theta_0}} R^2 Re^{1/2}. \quad \text{(21)} \]

We find a capture efficiency which varies with the square of the diameter ratio \( R \) and the square root of the Reynolds number \( Re \). Notice that the particle intervenes in the formula of \( \eta \) in Eq. (21) only through its size, whereas its density does not figure in any part of the derivation. This independence is in harmony with the simulations of Espinosa-Gayoso et al.\textsuperscript{[23]} which yielded capture efficiencies unaffected by the particle density when the Stokes number is very small \( Stk \ll 1 \).

To validate the scaling in Eq. (21), we simulate the advection of particles having diameter ratios \( 0.008 \leq R \leq 0.1 \) in fluid flows at Reynolds numbers \( 3 \leq Re \leq 300 \) around a circular collector, following the same methodology described in Boudina et al.\textsuperscript{[27]} In brief, we perform two-dimensional DNS with CADYFF\textsuperscript{[27]} an in-house monolithic finite element solver. Then we export the flow solution into PARAVECT\textsuperscript{[28]} a Python code that integrates the momentum equation of each particle. This latter is subjected to hydrodynamic drag, pressure load, and added mass force. However, we neglect Brownian motion, and consider non-motile particles, meaning they cannot change actively their trajectories by swimming for instance. Again, we calculate the capture efficiency via the size of the capture window \( \eta = \bar{w} \), using the method of automated dichotomy.\textsuperscript{[25]} Because of the periodic vortex shedding, the efficiency varies in time. We assume it has the following ansatz

\[ \eta(t) = \langle \eta \rangle + \eta_a \sin \left( \frac{2\pi t}{T} + \varphi \right), \quad \text{(22)} \]

where \( T_c \) is the vortex shedding period and \( \varphi \) the phase.

We find that \( \eta_a/\langle \eta \rangle < 0.02 \), thus the transient term in (22) represents a small fluctuation, and we will focus only on the mean term \( \langle \eta \rangle \). Fig. 3 shows the variation of \( \langle \eta \rangle \) with the product \( R^2 Re^{1/2} \). We can distinguish two regimes: for \( R^2 Re^{1/2} < 0.028 \) the mean capture efficiency conforms to the power law (21), whereas beyond it diverges towards \( \sim R^2 Re \). In this latter zone, our results agree with the finding of Hau- gen and Kragset\textsuperscript{[15]} where the efficiency varied linearly with the Stokes number \( \eta \sim Stk \sim R^2 Re \) when \( Stk > 1 \).

III. ‘DIRECT INTERCEPTION’ VERSUS ‘INERTIAL IMPACTION’

Because of the quadratic variation in the diameter ratio, the product \( R^2 Re^{1/2} \) stays lower than the threshold 0.028 for small particles \( R \leq 0.031 \) advected by flows of Reynolds number \( 3 \leq Re \leq 300 \), in which case the mean capture rate verifies \( \langle \eta \rangle \sim R^2 Re^{1/2} \). This result is consistent with the analytical derivation in section II, recalling that we assumed particles extremely small (\( R \ll 1 \) ) and following streamlines. So what do particles in each regime have in special?

Fig. 4 contrasts the sizes of the boundary layer thickness of a flow at \( Re = 100 \) with the particles \( R = 0.015 \) and 0.1. These cases have a product of \( R^2 Re^{1/2} = 0.002 \) and 0.1 respectively. The particle \( R = 0.015 \) is so small that the boundary layer can entirely englobe it. To hit the cylinder, this particle has no choice but to penetrate the boundary layer. As a result, the boundary layer is an inevitable element in the capture process. On the other hand, the particle \( R = 0.1 \) is twice larger than the boundary layer, and is able to hit the cylinder from outside. The boundary layer in this case plays no role in the capture process.

To identify the behaviour of particle dynamics in this regime, let us examine in Fig. 5 the time evolution of the total dimensionless hydrodynamic force applied on each of these particles, projected in the radial and angular directions \( \bar{F}_{\text{total}, r} = \bar{F}_{\text{total}} \cdot \bar{e}_r \) and \( \bar{F}_{\text{total}, \theta} = \bar{F}_{\text{total}} \cdot \bar{e}_\theta \) (see Fig. 4(a) for the polar frame definition). This force is non-dimensionalised by the quantity \( m_p U_0^2 / D \), where \( m_p \) is the mass of a single particle. Regarding the small particle \( R = 0.015 \), we notice that the trajectory comprises three phases. From the starting line, the total force points almost radially away from the cylinder (\( \bar{F}_{\text{total}, r} > 0 \) and \( \bar{F}_{\text{total}, \theta} \bar{F}_{\text{total}, r} < 1 \)), meaning that the particle travels almost in a straight line without deviation until it slows down near the cylinder. We term this phase as the
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FIG. 2. Joukowski transformation as defined in Eqs. (15) and (16). The circle \( \zeta = 0 \) in the \((X,Y)\)-plane corresponds to the flat plate \( y = 0 \) in the \((x,y)\)-plane.
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FIG. 3. The mean capture efficiency for a fixed cylinder versus \( R^2 Re^{1/2} \) for \( 3 \leq Re \leq 300 \) and \( 0.008 \leq R \leq 0.1 \). The black dashed line is the power function fit of data points for \( R^2 Re^{1/2} < 0.028 \) (\( r^2 = 0.99 \)): \( \langle \eta \rangle = c R^a Re^b \) with \( a = 2.09 \pm 0.06 \), \( b = 0.52 \pm 0.01 \) and \( c = 0.378 \pm 0.044 \). The gray dotted line depicts the variation in \( \sim R^2 Re \).
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**approach.** The next phase, the *turn*, starts when the radial component takes over the angular one, i.e. from the moment when \( \vec{F}_{\text{total},r} \geq \vec{F}_{\text{total},\theta} \). The fluid then slows down the particle near the stagnation point, then carries it sideways and curves its trajectory. After that, while the particle enters the boundary layer, the radial hydrodynamic force drops below zero and changes its sign \( \vec{F}_{\text{total},r} \leq 0 \). This moment announces the starting of the phase we term as the *settling*. During this phase, the repulsive action of the hydrodynamic load transitions into an attracting action towards the cylinder. While following gently streamlines, the particle drifts and settles down directly at the cylinder edge. From this description of the trajectory, we can therefore classify this capture mode as a ‘direct interception’.

As for the large particle \( R = 0.1 \), in contrast, we first notice that it moves faster than the smaller one described above, and the durations of the three phases shrink. In the approach phase, \( \vec{F}_{\text{total},\theta} \) starts climbing up whereas \( \vec{F}_{\text{total},r} \) is still important, meaning that the particle deviates early and keeps a considerable radial momentum. We also point out that the trajectory is not sharply curved during the turn, and travels as much distance in it as in the settling phase. Also, at the instant of capture, the magnitude of the radial and angular components of the total force take values \( \vec{F}_{\text{total},r} \approx -0.30 \) and \( \vec{F}_{\text{total},\theta} \approx 0.70 \), which are 10 and 35-fold greater than in the previous case \( \vec{F}_{\text{total},r} \approx -0.03 \) and \( \vec{F}_{\text{total},\theta} \approx 0.02 \). Because this particle deviates from streamlines, moves rapidly, and impacts the cylinder with high momentum, we deduce that the capture mode in this case is an ‘inertial impaction’.

Inspired from Fig. 4, we put forward that the capture mode is a direct interception, hence verifying the scaling
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\( \eta \sim R^2Re^{1/2} \), only if the particle diameter \( d_p \) is smaller than a fraction \( M \) of the boundary layer thickness \( \delta \)

\[ \frac{d_p}{\delta} < M. \]  

(23)

The constant \( M \) is an upper bound that we should determine.

The boundary layer thickness is inversely proportional to the square root of the cylinder-based Reynolds number\(^{23} \) and we assume that

\[ \frac{\delta}{D} \approx \frac{1}{Re^{1/2}}. \]  

(24)

Therefore, we have

\[ \frac{d_p}{\delta} = \frac{d_p}{D} \frac{D}{\delta} = Re^{1/2}, \]  

(25)

and the direct interception condition becomes equivalent to

\[ RRRe^{1/2} < M. \]  

(26)

We seek the value of \( M \) graphically such that the curve \( R^* = M/\sqrt{Re} \) separates numerical data of direct interceptions (○) and inertial impactions (×) in the phase diagram \((R, Re)\) shown in Fig. 3. We find that \( M \approx 0.7 \) is the best value which is consistent with the results of the mean capture rate in Fig. 3 and splits the domain into two distinct regions. Indeed, we see that small particles \( R \leq 0.031 \) for all Reynolds numbers belong to the region \( d_p/\delta < 0.7 \) (green), and the larger ones \( R = 0.05 \) and 0.1 have, respectively, three cases \( 200 \leq Re \leq 300 \) and five case \( 100 \leq Re \leq 300 \) belonging to the region \( d_p/\delta > 0.7 \) (yellow). More rigorous than a simple graphical argument, we also find the value \( M = 0.7 \) from a mathematical perspective, which we develop in appendix A.

Henceforth, in order to score a direct interception, the particle diameter should be smaller than \( 70\% \) of the boundary layer thickness

\[ \frac{d_p}{\delta} < 0.7, \]  

(27)

which is also equivalent to

\[ RRRe^{1/2} < 0.7. \]  

(28)

It is worth mentioning that the separatrix \( R^* = 0.7/\sqrt{Re} \) being inversely proportional to the square root of the Reynolds number could have been noticed when we derived analytically the expression of \( \langle \eta \rangle \) in section II. Indeed, we dealt with small arguments \( \bar{y} \sim \sqrt{Re} \) of the Blasius solution at a distance from the cylinder wall \( \bar{\rho} \sim R \); in other words \( R\sqrt{Re} = d_p/\delta \) was small.

IV. DISCUSSION AND CONCLUSION

For the first time, a complete theoretical derivation of the scaling of the particle capture efficiency of a fixed cylinder \( \eta \sim R^2Re^{1/2} \) is proposed. Throughout this derivation, we saw that the exponent 1/2 in the Reynolds number comes from the effect of the boundary layer thickness on the capture process. Indeed, as noted by Haugen and Kragset\(^{15} \), the boundary layer...
FIG. 5. Time evolution of the dimensionless radial $\vec{F}_{\text{total},r}$ and angular $\vec{F}_{\text{total},\theta}$ components of the total hydrodynamic force applied on the farthest captured particles advected by a flow at $Re = 100$. The radial vector $e_r$ points away from the cylinder and the angular vector $e_\theta$ is clockwise (see Fig. 1(a) for the polar frame definition). In the case of the particle $R = 0.015$ (top), $\vec{F}_{\text{total},r}$ is positive during the approach phase (in yellow), meaning that it resists the particle from coming to the cylinder. Meanwhile, $\vec{F}_{\text{total},\theta}$ is negligible, hence the particle follows a straight path. In the turn phase (in green) we have $\vec{F}_{\text{total},\theta} > \vec{F}_{\text{total},r}$, and this latter keeps decreasing until it drops below zero at $t \approx 4.6$. Subsequently, during the settling phase (in blue), the hydrodynamic force brings the particle even closer to the cylinder. However, for $R = 0.1$ (bottom), since $\vec{F}_{\text{total},\theta}$ intersects with $\vec{F}_{\text{total},r}$ while this latter is still around its peak, the particle deviates early before getting close to the cylinder. Also, the force components take values of $\vec{F}_{\text{total},r} \approx -0.3$ and $\vec{F}_{\text{total},\theta} \approx 0.7$, which is larger than in the previous case $\vec{F}_{\text{total},r} \approx -0.03$ and $\vec{F}_{\text{total},\theta} \approx 0.02$.

acts as a ‘shield’ for the cylinder. For low Reynolds numbers, it thickens and protects the cylinder from incident particles, as a result of which the capture is low. For high Reynolds numbers, it becomes thin and weakens in front of the incident particles, whence the capture is high.

We applied the Blasius boundary layer solution to a circular cylinder via the Joukowski conformal transformation. This latter, however, transforms a circle into a finite plate, so one could think of the use of the Blasius solution as debatable since it deals with infinite plates. In our case, the domain of interest where we calculate the scaling is the frontal region of the cylinder, which corresponds to the tip of the finite plate. For the small particle, that zone is far from the endpoint of the plate, where we could expect the solution to be substantially different. Therefore we deem the use of the Blasius solution legitimate. Further studies might elaborate on this model by considering other approximations of the laminar boundary layer solution.

Additionally, although the flow is in reality periodic due to vortex shedding, we presumed in this derivation that the flow is steady. We think this assumption is reasonable as long as we stay in the frontal region. In fact, streamlines upstream from the cylinder do not deform significantly, so the control volume we considered in Fig. 1(b) remains fixed. Or, from another standpoint, we can view flow variables as time-averaged, as it was the case in the analysis of Espinosa-Gayosso et al.

Another assumption to revisit concerns the invariance of the maximum angle of capture $\theta_c$ with the Reynolds number. The numerical factor we obtained in the power law in Eq. (21) is a function of $\theta_c$, which we considered independent of flow variables. Weber and Paddock compiled previous numerical studies and found that the angle $\theta_c$ varied between $70^\circ$ at $Re = 1$ to $47^\circ$ at $Re = 200$. This variation of $\theta_c$ with $Re$ could lead to a theoretical exponent for the capture rate in $Re$ different from $1/2$. This remains to be explored.

After examining the trajectory behaviour of particles prior
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...to and during capture, we found that those verifying the scaling \( \eta \sim R^2 Re^{1/2} \) have a capture mode of type ‘direct interception’, as qualitatively described by definition. The fact that these particles are intercepted within the boundary layer led us to think of direct interception as a consequence of the particle diameter being smaller compared to the boundary layer. How small should it be? The answer we provide in this paper is 70% of the boundary layer thickness. We recall that this value was obtained assuming that the boundary layer thickness equals exactly the inverse of the square root of the Reynolds number \( \delta / D = 1 / Re^{1/2} \). Formally, nonetheless, we should consider a numerator \( f(\theta) \) varying with the angular position \( \delta / D = f(\theta) / Re^{1/2} \) because the thickness is not constant along the cylinder’s arc of circle. According to the numerical simulations of Haugen and Kragset\(^{15}\) the function \( f(\theta) \) does not vary much around the cylinder: it is equal to 1.7 at \( \theta = 10^\circ \), drops down to 0.45 at \( \theta = 55^\circ \), then climbs up to 0.8 at \( \theta = 90^\circ \). Thus, it is fair to take unity as a representative value. To avoid any confusion, we stress that the quantitative definition of direct interception we propose should read verbatim \( dp / \delta = RRe^{1/2} < 0.7 \).

This formulation also shows that the validity range of the scaling \( \eta \sim R^2 Re^{1/2} \) depends on the Reynolds number and diameter ratio altogether through the product \( RRe^{1/2} \), and not only on the Reynolds number as described in Weber and Paddock\(^{16}\) and Espinosa-Gayosso et al.\(^{19}\). It makes sense why they got distinct Reynolds ranges: the validity range was \( 1 \leq Re \leq 200 \) for the former, and \( 200 \leq Re \leq 1000 \) for the latter. Haugen and Kragset\(^{15}\) were more careful by stating a validity range in terms of the Stokes number which regroups \( R \) and \( Re \), i.e. \( Stk \sim R^2 Re^{1/2} \). As such, they indirectly agree with our idea about comparing the sizes of the particle and boundary layer given that \( Stk \sim (RRe^{1/2})^2 \sim (dp / \delta)^2 \). Having said that, we believe that reasoning in terms of the ratio \( dp / \delta \) is more insightful since it is a geometrical comparison between sizes, whereas the Stokes number, by definition, is a comparison between timescales.

As for the model of particle advection, we included the added mass force to the particle momentum balance, which was ignored in the work of Haugen and Kragset\(^{15}\). We considered an always constant mass coefficient (equal to 1/2 for spherical particles). This assumption becomes invalid near the cylinder, though, because particles would experience a repulsive force as they approach the cylinder. This issue can be rectified by entering an expression of the added mass coefficient varying with the distance to the cylinder wall\(^{51}\) or model the repulsive force, as did Béguin et al.\(^{12}\) then add it in the force balance. Moreover, since particles are constantly swimming or undergoing Brownian motion\(^{33}\) a realistic effect could be depicted by including, for instance, a random displacement proportional to the diffusion coefficient while integrating the momentum equation.

Also we should mention that we simulated two-dimensional DNS even for Reynolds numbers \( Re \geq 200 \), where vortex shedding becomes three-dimensional. Espinosa-Gayosso et al.\(^{19}\) emphasised that running two-dimensional simulations in this regime returns erroneous results, and three-dimensional DNS is the right choice. It is believable that three-dimensional

FIG. 6. Phase diagram of the particle advection simulation cases. The bold black line \( R^* = 0.7 / \sqrt{Re} \) is the separatrix between the direct interception (green) and inertial impaction (yellow) regions. Open circles (○) indicate simulation cases verifying the scaling \( \eta \sim R^2 Re^{1/2} \), and crosses (×) indicate those that diverge from it. Between the two vertical dashed lines \( Re = 47 \) and \( Re = 180 \) is the regime of two-dimensional vortex shedding. Although all simulations performed here are two-dimensional, beyond \( Re \geq 180 \) the real flow is three-dimensional.
DNS could lead to some circles (○) in the region \( Re \geq 200 \) in Fig. 6 to be converted into crosses (×) and vice versa. We recognise that the separatrix \( R^* = 0.7/\sqrt{Re} \) between direct interception and inertial impaction might be altered for capture events in flows at \( Re \geq 200 \). Notwithstanding, there is room for this separatrix to hold even in three-dimensional flows, because the streamlines upstream from the cylinder, which determine the scaling as we have seen in the theoretical derivation, are left unaffected by three-dimensional artifacts. Three-dimensional variability in the flow starts slightly at the rear of the cylinder and becomes important only downstream from it. We leave the door open for future works to inspect the robustness of the criterion \( R^* = 0.7/\sqrt{Re} \) in three-dimensional regime.

Finally, when the particle diameter is larger than 70% of the boundary layer thickness, the dominant capture mode is the inertial impaction, and the scaling of the capture efficiency has a certain exponent in the Reynolds number greater than 1/2 (more precisely linear in the Reynolds number \( \eta \sim Re \)). From this perspective, we can explain the scaling \( \eta \sim Re^{0.7} \) in the experiments of Palmet et al. in the simulations of Haugen and Kragset by the fact that the capture mode was transitioning to an inertial impaction. In this way, our definition wipes out the apparent contradiction between results in prior studies.

Despite the limitations mentioned above, the classification of capture modes by comparison of the particle diameter with the boundary layer thickness is general and practical in research pertaining to particle capture. It provides a clear cut and quantitative limit to distinguish between direct interception and inertial impaction, which is essential to reconcile the pretended discrepancies of results regarding capture efficiency in the literature. We hope this classification will be useful and serve a wide range of studies in the field of particle filtering.
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Appendix A: Mathematical method to determine the separatrix

In section III we defined direct interception as the capture mode of any particle of diameter ratio \( R \) in a flow of Reynolds number \( Re \) verifying the following inequality

\[
\frac{d_p}{\delta} = Re^{1/2} < M. \tag{A1}
\]

Graphically, we found that the constant \( M = 0.7 \) yields the right separatrix \( R^* = 0.7/\sqrt{Re} \) that splits well the numerical data in the phase diagram in Fig. 6. In this appendix we propose a more rigorous way to find the value \( M = 0.7 \).

Let \( \mathcal{D}_{ir} \) be the set of particle advection cases where the capture mode is a direct interception

\[
\mathcal{D}_{ir} = \left\{(R, Re) \in [0,0.008,0.1] \times [3,300], \frac{d_p}{\delta} = Re^{1/2} < M \right\}, \tag{A2}
\]

which can also be rewritten as

\[
\mathcal{D}_{ir} = \left\{ R \in [0,0.008,0.1], \sqrt{Re} < \min \left( \frac{M}{R}, \frac{0.028}{R^2} \right) \right\}. \tag{A3}
\]

Our analysis of the trajectories in Fig. 4 revealed that captured particles following the scaling \( \eta \sim R^2Re^{1/2} \) experience a direct interception. Yet, we have seen from the curve fitting in Fig. 3 that a subset of particles verifying this scaling is

\[
\mathcal{D}_{ub} = \left\{(R, Re) \in [0,0.008,0.1] \times [3,300], R^2 \sqrt{Re} < 0.028 \right\}
\]

\[
= \left\{ R \in [0,0.008,0.1], \sqrt{Re} < \frac{0.028}{R^2} \right\}. \tag{A4}
\]

Thus, we should have

\[
\mathcal{D}_{ub} \subset \mathcal{D}_{ir}. \tag{A5}
\]

It implies that the upper bound of the first set is necessarily smaller than the upper bound of the second set

\[
\forall R \in [0,0.008,0.1], \quad \min \left( \frac{M}{R}, \frac{0.028}{R^2} \right) < \min \left( \frac{0.028}{R^2}, \frac{\sqrt{300R}M}{\sqrt{300R}} \right), \tag{A6}
\]

or equivalently, by multiplying by \( R \) in both sides,

\[
\forall R \in [0,0.008,0.1], \quad \min \left( \frac{0.028}{R}, \frac{\sqrt{300RM}}{\sqrt{300R}} \right) < \min \left( \frac{0.028}{R}, \frac{\sqrt{300M}}{\sqrt{300}} \right). \tag{A7}
\]

The left-hand side function in \( [A7] \) has a maximum at \( R_0^* = \sqrt{0.028/300} \approx 0.04 \). Then \( M \) is taken as the smallest constant verifying the inequality \( [A7] \) for all particles considered, which is

\[
M = \sqrt{300R_0^*} \approx 0.70. \tag{A8}
\]
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