MINIMAL FREE RESOLUTIONS OF FIBER PRODUCTS

HUGH GELLER

Abstract. We construct free resolutions for quotient rings \( R/(I', IJ, J') \), give conditions for the quotient to be realized as a fiber product, and give criteria for the construction to be minimal. We then specialize this result to fiber products over a field \( k \) and recover explicit formulas for Betti numbers, graded Betti numbers, and Poincaré series.

1. Introduction

Throughout the paper, let \((S, \mathfrak{M}_S, k)\) and \((T, \mathfrak{M}_T, k)\) both be commutative, local (or standard graded), noetherian rings with \( S \cong A/I' \) and \( T \cong B/J' \) where \( A \) and \( B \) are regular local rings (or polynomial rings over \( k \)). Both \( S \) and \( T \) come equipped with a natural surjection \( S \pi \longrightarrow k \pi T \leftarrow T \) which are used to build the fiber product of \( S \) and \( T \) over \( k \) given by \( S \times_k T := \{ (s, t) \in S \times T : \pi_S(s) = \pi_T(t) \} \). Much research has been conducted comparing and contrasting the homological properties of \( S \) and \( T \) with those of \( S \times_k T \), e.g., the Cohen-Macaulay, Gorenstein, Golod, finite representation type, and Arf properties (see \([1, 2, 4, 5, 7–13]\)).

We continue this line of inquiry by explicitly constructing a minimal free resolution of the fiber product \( F = S \times_k T \) over an appropriate regular local ring or polynomial ring; see Theorem 5.3 and Corollary 5.6. In particular, this construction yields the following formulas for Poincaré series; see Corollary 5.5.

Theorem 1.1. Set \( x = x_1, \ldots, x_m \) and \( y = y_1, \ldots, y_n \). Suppose \( I' \subseteq \langle x \rangle^2 \) and \( J' \subseteq \langle y \rangle^2 \). Consider either of the two following cases with \( k \) a field;

1. \( A = k[x] \) and \( B = k[y] \) with \( R = k[x, y] \);
2. \( A = k[x] \) and \( B = k[y] \) with \( R = k[x, y] \).

Set \( S = A/I' \) and \( T = B/J' \) and consider the fiber product \( F := S \times_k T \). Then one has the following formulas for Poincaré series:

\[
\frac{P^R_F(t) - P^R_{R/(I'+\mathfrak{M}_R)}(t) - P^R_{R/(\mathfrak{M}_A+J')})(t) + P^R_{R/\mathfrak{M}_A}(t)}{P^R_{\langle x, y \rangle}(t)} = t(1+t)
\]

as well as

\[
\frac{P^R_F(t) - (1+t)^n P^A_S(t) - (1+t)^m P^R_F(t) + (1+t)^{m+n}}{((1+t)^m - 1)((1+t)^n - 1)} = \frac{t+1}{t}
\]

Section 2 of this paper documents background material for use in Sections 3 and 4. In addition, this section contains a few results about indicator functions.
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(inspired by the use of measure theory within probability and stochastics) which we use to reduce significantly the number of cases needed for our results and proofs.

Section 3 is devoted to Construction 3.1 that builds a minimal resolution over a polynomial ring for a quotient of that polynomial ring by certain products of ideals. One can then recover the results of [15] on edge ideals of complete bipartite graphs by specializing Theorem 3.4 using \( I = \langle x \rangle \) and \( J = \langle y \rangle \).

Section 4 utilizes (hard) truncations, tensor products, and shifts in order to manipulate the minimal resolutions of \( S \) and \( T \) over distinct polynomial rings into resolutions over our desired ring. Construction 4.5 shows how to build specific chain maps from these new resolutions to the one constructed in Theorem 4.8 so that the associated mapping cones provide resolutions of the desired quotients.

Section 5 is dedicated to the criteria for and consequences of the construction in Theorem 4.8 being minimal. Corollary 5.6 specifically identifies the application to fiber products. The section concludes by giving formulas for the Betti numbers (Corollary 5.4) and Poincaré series (Corollary 5.5) for the minimal construction.

2. Notation and Background

Throughout the paper, let \((R, \mathfrak{M}_R)\) be a local or standard graded rings with flat ring. If \( S \) is a chain complex of finite-rank free \( R \)-modules such that \( S_i = 0 \) for all \( i < 0 \), then its generating function is

\[
\mathbb{P}_S^R(t) = \sum_{n \geq 0} \text{rank}_R S_n t^n.
\]

If \( S \) is acyclic and minimal, then the Poincaré series for \( H_0(S) \) is \( P_{H_0(S)}(t) = P_S(t) \).

We denote the \( \ell \)th suspension (or shift) of \( S \) as \( \Sigma^\ell S \). In the case \( \ell = 1 \), we set \( \Sigma S := \Sigma^1 S \). We write \( S_{\geq p} \) for the (hard) truncation of \( S \) in degrees greater than or equal to \( p \). This complex is given by

\[
(S_{\geq p})_m = \begin{cases} 
S_q & q \geq p \\
0 & q < p
\end{cases}
\]

and

\[
\partial_q^{S_{\geq p}} = \begin{cases} 
\partial_q^S & q > p \\
0 & q \leq p
\end{cases}
\]

Two \( R \)-modules \( M \) and \( N \) are said to be Tor-independent if \( \text{Tor}_i^R(M, N) = 0 \) for all \( i \geq 1 \). If \( I, J \subseteq R \) are ideals such that \( R/I \) and \( R/J \) are Tor-independent, then we say \( I \) and \( J \) are Tor-independent.

**Proposition 2.1.** Consider the ideals \( I' \subseteq I \) and \( J' \subseteq J \), all in \( R \), such that \( I \cap J = IJ \), e.g., such that \( I \) and \( J \) are Tor-independent. Set \( W = R/(I + J) \). We then have

\[
\frac{R}{(I, IJ, J')} \cong \frac{R}{I/I + J} \times_W \frac{R}{I + J'}
\]

**Proof.** Set \( F = \frac{R}{I + J} \times_W \frac{R}{I + J'} = S \times_W T \) and note that \( I' \subseteq I \) and \( J' \subseteq J \) gives us natural surjections \( \pi_S : S \to W \) and \( \pi_T : T \). Moreover, fiber products come with
a universal mapping property making the following diagram commute

\[
\begin{array}{c}
R \\
\downarrow \mu \quad \downarrow p_2 \quad \downarrow p_1 \\
F & \rightarrow & T \\
\downarrow \pi_S \quad \downarrow \pi_T \\
S & \rightarrow & W
\end{array}
\]

where \( p_1 \) and \( p_2 \) are the natural surjections from \( R \) to \( S \) and \( T \), respectively. It is straightforward to check that \( \mu \) is surjective and yields the following isomorphism.

\[
F \cong \frac{R}{\ker \mu} = \frac{R}{\ker p_1 \cap \ker p_2} = \frac{R}{(I' + J') \cap (I + J')}. 
\]

From here we observe that

\[
I' + IJ + J' \subseteq (I' + J) \cap (I + J').
\]

To obtain the other containment, we consider \( \alpha \in (I' + J) \cap (I + J') \). We can then write \( \alpha = \alpha_{I'} + \alpha_J = \alpha_I + \alpha_J' \) where the subscript denotes which ideal each element comes from, i.e., \( \alpha_{I'} \in I' \). Set \( \beta = \alpha_{I'} - \alpha_I \) and note that \( I' \subseteq I \) and \( J' \subseteq J \) means we have

\[
\beta = \alpha_{I'} - \alpha_I = \alpha_J' - \alpha_J \in I \cap J = IJ.
\]

From here we can conclude that

\[
\alpha = \alpha_I + \alpha_J' = \alpha_{I'} - \beta + \alpha_J' \in I' + IJ + J',
\]

which then gives the desired containment and isomorphism of rings.

\[\square\]

Example 2.2. Consider rings \( S \cong k[[x]]/I' \) and \( T \cong k[[y]]/J' \). Set \( R = k[[x,y]] \) and consider the ideals of \( I' = I'R \) and \( J' = J'R \). We then have \( S \cong R/(I' + (y)) \) and \( T \cong R/(x + J') \). Combining these isomorphisms with Proposition 2.1 yields the following.

\[
S \times_k T \cong \frac{R}{I' + (y)} \times \frac{R}{x + (y)} = \frac{R}{(I', x, J')}. 
\]

We further note that this isomorphism holds if the power series rings are replaced with polynomial rings.

Throughout this paper, we utilize indicator functions \( \mathbf{1}_{[a]} \). These functions return 1 if the input makes the statement \(*\) true and 0 if false. In particular, we make use of the following properties.

**Lemma 2.3.** Let \( W_1 \) and \( W_2 \) be statements that can be evaluated as true or false, and let \( W_1^* \) represent “not \( W_1 \)”. Then the following hold.

(a) \( \mathbf{1} = \mathbf{1}_{[W_1]} + \mathbf{1}_{[W_2]} \)
(b) \( \mathbf{1}_{[W_1 \cap W_2]} = \mathbf{1}_{[W_1]} \mathbf{1}_{[W_2]} \)
(c) \( \mathbf{1}_{[W_1 \cup W_2]} = \mathbf{1}_{[W_1]} + \mathbf{1}_{[W_2]} - \mathbf{1}_{[W_1 \cap W_2]} \)
(d) If \( W_1 \) implies \( W_2 \), then \( \mathbf{1}_{[W_1]} \mathbf{1}_{[W_2]} = \mathbf{1}_{[W_1]} \), and we say that \( \mathbf{1}_{[W_2]} \) is redundant.
(e) If \( W_1 \) implies \( W_2^* \), then \( \mathbf{1}_{[W_1]} \mathbf{1}_{[W_2]} = 0 \).
(f) If \( W_1 \) is a logical statement such that \( W_1 \) implies \( x = x_0 \), then for any function \( f \) with \( x_0 \) in the domain of \( f \), we have \( \mathbf{1}_{[W_1]} f(x) = \mathbf{1}_{[W_1]} f(x_0) \).
Proof. We prove part (i) by cases. If $W_1$ is true, then $W_1^c$ is false and we have $1_{|W_1|} + 1_{|W_1^c|} = 1 + 0 = 1$. The case where $W_1$ is false follows similarly.

The proofs of (ii) through (v) can be proven similarly. To prove (vi) in a similar fashion, we first set $g(x) = 1_{|W_1|}f(x) - 1_{|W_1|}f(x_0) = 1_{|W_1|}(f(x) - f(x_0))$. One can then use cases to show $g(x) = 0$ for all $x$, which returns the desired result. □

3. Free Resolutions for Products of Certain Ideals

We next consider a construction that takes the minimal resolutions of $R/I$ and $R/J$ over $R$ and outputs the minimal resolution of $R/IJ$. We then specialize the construction in a corollary to reproduce the minimal, cellular resolution constructed in [15] for fiber products of the form $k[x, y]/(xy)$.

Construction 3.1. Let $\mathcal{X}$ and $\mathcal{Y}$ be complexes of free $R$-modules. The star product of $\mathcal{X}$ and $\mathcal{Y}$ over $R$, denoted $\mathcal{X} \ast_R \mathcal{Y}$, is the chain complex given by

$$(\mathcal{X} \ast_R \mathcal{Y})_n = \begin{cases} (\mathcal{X}_0 \otimes_R \mathcal{Y}_0)_{n+1} & n \geq 1 \\ 0 & n = 0 \text{ and } \partial^\mathcal{X} \ast_R \mathcal{Y} = \begin{cases} \partial^\mathcal{X}_{n+1} \otimes \mathcal{Y}_1 & n \geq 2 \\ \partial^\mathcal{Y}_1 \otimes \partial^\mathcal{X}_1 & n = 1 \\ 0 & n \leq 0 \end{cases} \end{cases}$$

In summary, $\mathcal{X} \ast_R \mathcal{Y}$ is obtained by truncating $\mathcal{X}$ and $\mathcal{Y}$, tensoring the truncations, then shifting and augmenting the tensor product. In particular, it is straightforward to show that $\mathcal{X} \ast_R \mathcal{Y}$ is a bounded below complex of free $R$-modules. We denote simple tensors of positive degree in $\mathcal{X} \ast_R \mathcal{Y}$ as $\alpha \ast \beta$ where $\alpha \in \mathcal{X}$ and $\beta \in \mathcal{Y}$.

Example 3.2. Set $\mathcal{X} = K[x,y]/(x)$ be the Koszul complex for $x = x_1, \ldots, x_m$. Similarly, set $\mathcal{Y} = K[x,y]/(y)$ be the Koszul complex for $y = y_1, \ldots, y_n$. Then, for $R = k[x, y]$, we have $(\mathcal{X} \ast_R \mathcal{Y})_0 \cong k[x, y]$ and, for $\ell \geq 1$,

$$(\mathcal{X} \ast_R \mathcal{Y})_{\ell} = \bigoplus_{i=1}^{\ell} k[x, y]^{(n)} \otimes_R k[x, y]^{(m)} \cong k[x, y]^{(n)} \otimes_R k[x, y]^{(m)}.$$

In particular, if we set $R = k[x, y]$ and consider $m = 2 = n$, then $\mathcal{X} \ast_R \mathcal{Y}$ has the following form.

$$0 \to R \to R^4 \to R^4 \to R \to 0$$

The following lemma allows us to express the differential $\partial^{\mathcal{X} \ast_R \mathcal{Y}}$ in terms of $\partial^\mathcal{X}$, $\partial^\mathcal{Y}$, and indicator functions. In particular, it removes the need to call on the truncated complexes and will simplify later proofs.

Lemma 3.3. For $n \geq 1$, the differential $\partial^{\mathcal{X} \ast_R \mathcal{Y}}$ acts on $(\mathcal{X} \ast_R \mathcal{Y})_n$ by

$$\partial^{\mathcal{X} \ast_R \mathcal{Y}}(a \ast b) = 1_{|a|+|b|} \partial^\mathcal{X}(a) \ast b + 1_{|a|}(-1)^{|a|}a \ast \partial^\mathcal{Y}(b) + 1_{|a|,|b|} \partial^\mathcal{Y}(a) \ast \partial^\mathcal{X}(b).$$

Proof. Since $n$ is a positive integer, we have $1_{|a| \neq 1} = 1_{|a|+|b|-1 \geq 2}$. Moreover, we have $n = 1$ if and only if $|a| = 1 = |b|$, thus $1_{|a| = 1} = 1_{|a|,|b| = 1}$. Thus, parts (iii) and (iv) of Lemma 2.3 allow us to conclude

$$\partial^{\mathcal{X} \ast_R \mathcal{Y}}(a \ast b) = 1_{|a|+|b| \geq 2}(\partial^\mathcal{X}(a) \ast b + (-1)^{|a|}a \ast \partial^\mathcal{Y}(b)) + 1_{|a|,|b| \geq 1} \partial^\mathcal{X}(a) \ast \partial^\mathcal{Y}(b).$$
Lemma 2.3(a), (e), and (f) implies that \( \partial_X^{n-1}(a) \ast b = 1_{|a|>1} \partial_X(a) \ast b \) and \( a \ast \partial_Y^{n-1}(b) = 1_{|b|>1} a \ast \partial_Y(b) \). Using Lemma 2.3(d), we note that \( 1_{|a|>1} \) is redundant in the presence of both \( 1_{|a|>1} \) and \( 1_{|b|>1} \) and can then be dropped to produce the desired formula.

Revisiting Example 3.2, one can check that the complex given in the case of \( m, n = 2 \) is in fact a free resolution of \( k[x, y]/\langle xy \rangle \) over \( k[x, y] \). This matches with the construction by Visscher in [15], which is a particular case in the following theorem. It should also be noted that the following theorem was proved independently and simultaneously by VandeBogert in [14].

**Theorem 3.4.** Let \( \mathcal{X} \) and \( \mathcal{Y} \) be free resolutions of \( R/I \) and \( R/J \) over \( R \), respectively. If \( I, J \subseteq R \) are Tor-independent ideals, then the star product \( \mathcal{X} \ast_R \mathcal{Y} \) is a free resolution of \( R/IJ \) over \( R \). Moreover, if \( \mathcal{X} \) and \( \mathcal{Y} \) are minimal, then \( \mathcal{X} \ast_R \mathcal{Y} \) is also minimal.

**Proof.** To verify the first conclusion, we need only show that the construction is acyclic and resolves the desired ring. For exactness in degrees \( n \geq 2 \), we observe that \( H_n(\mathcal{X} \ast_R \mathcal{Y}) = H_{n+1}(\mathcal{X}_{\geq 1} \otimes_R \mathcal{Y}_{\geq 1}) = \text{Tor}_{n-1}^R(I, J) \cong \text{Tor}_{n+1}^R \left( \begin{array}{c} R \\ \mathcal{I} \\ \mathcal{J} \end{array} \right) = 0 \).

To treat the case of \( n = 1 \), we consider the commutative diagram

\[
\begin{array}{ccc}
\mathcal{X} \otimes_R \mathcal{Y} & \rightarrow & \mathcal{X} \ast_R \mathcal{Y} \\
\partial_X \otimes \partial_Y & \rightarrow & \partial_X \ast_R \partial_Y \\
\text{Im} \partial_X \otimes_R \text{Im} \partial_Y & \rightarrow & \text{Im} \partial_X \otimes_R \text{Im} \partial_Y \\
\end{array}
\]

and observe that \( \ker (\partial_X \otimes \partial_Y) \subseteq \ker \partial_{X \ast_R Y} \) with equality if the map \( \mu \) sending \( \alpha \otimes \beta \in \mathcal{I} \otimes_R \mathcal{J} \) to \( \alpha \beta \in \mathcal{I} \mathcal{J} \) is injective. To show that \( \mu \) is injective, consider the long exact sequence in Tor obtained by applying \( \mathcal{I} \otimes_R - \) to the short exact sequence

\[
0 \rightarrow \mathcal{J} \rightarrow R \rightarrow R/I \mathcal{J} \rightarrow 0.
\]

This yields the exact sequence

\[
0 \rightarrow \text{Tor}_1^R \left( \begin{array}{c} \mathcal{I} \\ \mathcal{J} \end{array} \right) \rightarrow \mathcal{I} \otimes_R \mathcal{J} \rightarrow \mathcal{I} \otimes_R R \rightarrow \mathcal{I} \otimes_R R/I \mathcal{J} \rightarrow 0
\]

from which we deduce the exact sequence

\[
0 \rightarrow \mathcal{I} \otimes_R \mathcal{J} \rightarrow \mathcal{I} \mathcal{J} \rightarrow 0.
\]

Thus, \( \mu \) is an isomorphism so \( \ker (\partial_X \otimes \partial_Y) = \ker \partial_{X \ast_R Y} \).
We note that $\partial_X^1 : X_1 \to \text{Im} \partial_X^1$ and $\partial_Y^1 : Y_1 \to \text{Im} \partial_Y^1$ are both surjections. It follows that

$$X_1 \otimes_R Y_1 \xrightarrow{\partial_X^1 \otimes_R \partial_Y^1} \text{Im} \partial_X^1 \otimes_R \text{Im} \partial_Y^1 \to 0$$

is exact. Furthermore, [6, p. 267] shows us that kernel of this surjection is given by

$$\ker \partial_X^1 \otimes_R Y_1 = \ker (\partial_X^1 \otimes_R \partial_Y^1) = \ker \partial_X^1 \otimes_R Y_1 + X_1 \otimes_R \ker \partial_Y^1 = \text{Im} \partial_X^1 \otimes_R Y_1 + X_1 \otimes_R \text{Im} \partial_Y^1 \implies \text{Im} \partial_X^1 \otimes_R Y_1 + X_1 \otimes_R \text{Im} \partial_Y^1.$$

Moreover, we note

$$H_0(\mathcal{X} \ast_R \mathcal{Y}) = \frac{X_0 \otimes_R Y_0}{\text{Im} (\partial_X^1 \otimes_R \partial_Y^1)} \cong \frac{R \otimes_R \mathcal{I} \otimes_R \mathcal{J}}{\mathcal{I} \otimes_R \mathcal{J}}.$$

Lastly, it is straightforward to check minimality. □

As we discuss in the introduction, setting $\mathcal{I} = \langle x \rangle$ and $\mathcal{J} = \langle y \rangle$ in the case of $R = k[x, y]$ in Theorem 3.4 recovers the main result of Visscher in [15]. Next, we document consequences for Betti numbers.

**Corollary 3.5.** We have the following formulas for the Betti numbers and graded Betti Numbers of $R/\mathcal{IJ}$ for $\ell > 0$.

$$\beta^R(\ell, R/\mathcal{I}) = \sum_{i=1}^{\ell} \beta_i^R(\ell, \mathcal{I}) \beta_{\ell+1-i}^R(\ell, \mathcal{J})$$

$$\beta^R_{\ell,k}(\ell, \mathcal{I}) = \sum_{i=1}^{\ell} \sum_{j=0}^{k} \beta_i^R(\ell, \mathcal{I}) \beta_{\ell+1-i,k-j}^R(\ell, \mathcal{J})$$

**Proof.** Use the fact that $\mathcal{X} \ast_R \mathcal{Y}$ is minimal and obtained by truncating, tensoring, shifting, and augmenting minimal resolutions to get the desired formulas. □

We conclude this section by interpreting Corollary 3.5 in terms of Poincaré series.

**Corollary 3.6.** We have the following relationship of Poincaré series:

$$P^R_{R/\mathcal{I}, \mathcal{J}}(t) = 1 + \frac{1}{t}(P^R_{R/\mathcal{I}}(t) - 1)(P^R_{R/\mathcal{J}}(t) - 1).$$

4. Extending the Star Product

In this section, we use $\mathcal{X} \ast_R \mathcal{Y}$ to build a resolution of $R/\langle \mathcal{I}', \mathcal{I}, \mathcal{J}'\rangle$ over $R$ where $\mathcal{I}' \subseteq \mathcal{I}$ and $\mathcal{J}' \subseteq \mathcal{J}$. Taking $R = k[[x, y]]$, we will show how this specializes to fiber products of the form $k[[x]]/\mathcal{I}' \times_k k[[y]]/\mathcal{J}'$ and note the same can be done in the polynomial case.

**Notation 4.1.** Throughout this section, we fix the following notation.

1. Let $\mathcal{X}$ resolve $\mathcal{I}$ over $R$.
2. Let $\mathcal{Y}$ resolve $\mathcal{J}$ over $R$.
3. Let $\mathcal{S}$ resolve $\mathcal{I}'$ over $R$.
4. Let $\mathcal{J}$ resolve $\mathcal{J}'$ over $R$.
5. The pairs $\{\mathcal{I}, \mathcal{J}\}$, $\{\mathcal{I}', \mathcal{J}\}$, and $\{\mathcal{I}, \mathcal{J}'\}$ are Tor-independent ideals in $R$.
The next example shows that some ideals from Example 2.2 are Tor-independent for use in our proof of Theorem 1.1.

**Example 4.2.** Suppose that we either have one of the following cases.

1. \( A = k[x] \) and \( B = k[y] \) with \( R = k[x, y] \).
2. \( A = k[[x]] \) and \( B = k[[y]] \) with \( R = k[[x, y]] \).

If \( M \) is an \( A \)-module and \( N \) is a \( B \)-module, both finitely generated, then a standard prime filtration argument on dimension shows that \( M \otimes_A R \) and \( N \otimes_B R \) are Tor-independent \( R \)-modules.

The Tor-independence in Notation 4.1(5) is needed to ensure the vanishing of homology in Construction 3.1 and in the following lemma.

**Lemma 4.3.** Under the assumptions in Notation 4.1 we have \( \Sigma^{-1}(S_{\geq 1} \otimes_R \mathcal{Y}) \) resolves \( \mathcal{I}' \cdot R/I \mathcal{J} \) over \( R \) while \( \Sigma^{-1}(\mathcal{X} \otimes_R \mathcal{I}_{\geq 1}) \) resolves \( \mathcal{J}' \cdot R/I \mathcal{J} \).

**Proof.** We prove the case of \( \Sigma^{-1}(S_{\geq 1} \otimes_R \mathcal{Y}) \). Since \( \mathcal{I}' \) and \( \mathcal{J} \) are Tor-independent, we have \( \mathcal{I}' \cap \mathcal{J} = \mathcal{I}' \mathcal{J} \). Combining this with the fact that \( \mathcal{I}' \subseteq \mathcal{I} \), we have

\[
\mathcal{I}' \mathcal{J} \subseteq \mathcal{I}' \cap \mathcal{I} \mathcal{J} \subseteq \mathcal{I}' \mathcal{J} = \mathcal{I}' \mathcal{J}
\]

yielding \( \mathcal{I}' \mathcal{J} = \mathcal{I}' \cap \mathcal{I} \mathcal{J} \). Thus, we have the following chain of isomorphisms:

\[
\mathcal{I}', \quad \frac{R}{\mathcal{I} \mathcal{J}} = \frac{\mathcal{I}' + \mathcal{I} \mathcal{J}}{\mathcal{I} \mathcal{J}} = \frac{\mathcal{I}'}{\mathcal{I}' \cap \mathcal{I} \mathcal{J}} \cong \frac{\mathcal{I}'}{\mathcal{I} \mathcal{J}} \cong \frac{\mathcal{I}'}{\mathcal{I} \mathcal{J}} \otimes_R \frac{R}{\mathcal{I} \mathcal{J}}.
\]

It is straightforward to check that \( H_0(\Sigma^{-1}(S_{\geq 1} \otimes_R \mathcal{Y})) = \mathcal{I}' \otimes_R R/\mathcal{J} \). For \( i \geq 1 \), we use the Tor-independence of \( \mathcal{I}' \) and \( \mathcal{J} \) to get

\[
H_i(\Sigma^{-1}(S_{\geq 1} \otimes_R \mathcal{Y})) = \text{Tor}_i^R(\mathcal{I}', \frac{R}{\mathcal{J}}) \cong \text{Tor}_{i+1}^R(\mathcal{I}', \frac{R}{\mathcal{J}}) = 0.
\]

Thus, \( \Sigma^{-1}(S_{\geq 1} \otimes_R \mathcal{Y}) \) is the desired resolution. \( \square \)

**Note 4.4.** Since \( \mathcal{I}' \subseteq \mathcal{I} \), we have a natural surjection \( R/I \mathcal{J} \to R/I \mathcal{J} \) which lifts to a chain map \( \phi : S \to \mathcal{X} \). We also lift the surjection \( R/I \mathcal{J} \to R/I \mathcal{J} \) to a chain map \( \psi : \mathcal{J} \to \mathcal{Y} \). In the next construction, we lift \( \phi \) and \( \psi \) to chain maps \( \Phi : \Sigma^{-1}(S_{\geq 1} \otimes_R \mathcal{Y}) \to \mathcal{X} \otimes_R \mathcal{Y} \) and \( \Psi : \Sigma^{-1}(\mathcal{X} \otimes_R \mathcal{I}_{\geq 1}) \to \mathcal{X} \otimes_R \mathcal{Y} \).

**Construction 4.5.** For \( \alpha \otimes \beta \in \Sigma^{-1}(S_{\geq 1} \otimes_R \mathcal{Y}) \), we define

\[
\Phi(\alpha \otimes \beta) := \begin{cases} 
(\alpha^{-1})|\alpha|+|\beta| \phi(\alpha) * \beta & |\beta| > 0 \\
0 & |\beta| = 0, |\alpha| = 1 \\
\sum_{|\beta|=1} \frac{\beta}{|\alpha|} \phi(\alpha) * \beta & |\beta| = 0, |\alpha| > 1 
\end{cases}
\]

Thus, \( \Sigma^{-1}(S_{\geq 1} \otimes_R \mathcal{Y}) \) is the desired resolution.

In the case that \( \alpha \otimes \beta \in \Sigma^{-1}(\mathcal{X} \otimes_R \mathcal{I}_{\geq 1}) \), we define

\[
\Psi(\alpha \otimes \beta) := \begin{cases} 
(\alpha^{-1})|\alpha|+|\beta|-1 \alpha * \psi(\beta) & |\alpha| > 0 \\
0 & |\alpha| = 0, |\beta| = 1 \\
\sum_{|\alpha|=1} \frac{\alpha}{|\beta|} \phi(\alpha) * \beta & |\alpha| = 0, |\beta| > 1 
\end{cases}
\]

The second equality in both definitions follow as in the proof of Lemma 3.3.

**Lemma 4.6.** The maps \( \Phi \) and \( \Psi \), as defined in Construction 4.5, are chain maps.
Proof. For the $\Phi$ computations, we use the following formula
\begin{equation}
\partial^S_i^{-1}(s_{r+1} \otimes n)^Y (\alpha \otimes \beta) = - \partial^S_i^{-1}(s_{r} \otimes n)^Y (\alpha \otimes \beta) \nonumber \\
(4.6.1) \\
= - \left( \partial^S_i^{-1}(\alpha) \otimes \beta + (-1)^{|\alpha|} \alpha \otimes \partial^Y(\beta) \right) \\
\tag{2.3.4}
= - 1_{[|\alpha| > 1]} \partial^S_i (\alpha) \otimes \beta - (-1)^{|\alpha|} \alpha \otimes \partial^Y(\beta)
\end{equation}

Note that the first two equalities follow by definition.

To see that $\Phi$ is a chain map, we use Lemma 2.3.3 to get $1_{[|\beta| = 1]} = 1_{[|\beta| = 1]1_{[|\beta| > 0]}$ and $1_{[|\beta| > 1]} = 1_{[|\beta| > 1]1_{[|\beta| > 0]}$. Since $\phi$ is a chain map with $\phi_0 = 1_{k_*}$, we have $\partial^S_i (\alpha) = \partial^Y(\phi(\alpha))$. Lastly, we note that Lemma 2.3.4 yields
\begin{equation}
1_{[|\beta| = 0]}1_{[|\alpha| = 1]} \partial^Y(\partial^S_i (\alpha) * \beta) = 0.
\end{equation}

Thus, for all $i \in \mathbb{Z}$ we have
\begin{equation}
(1_{[|\alpha| > 1]} \Phi_{i-1}^{-1}(\alpha \otimes \beta)) (\Phi_{i-1}^{-1}(\alpha \otimes \beta)) = 1_{[|\alpha| > 1]}1_{[|\beta| > 0]}(-1)^{|\alpha|+|\beta|} \partial^X(\phi(\alpha)) * \beta \\
\tag{2.3.5}
+ 1_{[|\beta| > 1]}(-1)^{|\alpha|+|\beta|} \partial^X(\phi(\alpha)) * \beta
\end{equation}

The unmarked equality follows from the linearity of $\partial^X \circ n^Y$ while starred equality follows from the fact that $\phi$ is a chain map and that $|\partial^Y(\beta)| = |b| - 1$. The proof that $\Psi$ is a chain map is similar.

The following result is a special case of Theorem 1.1.

**Theorem 4.7.** The complex $\text{Cone}(\Phi)$ resolves $R/(\mathcal{I}, \mathcal{L})$ over $R$, and $\text{Cone}(\Psi)$ resolves $R/(\mathcal{L}, \mathcal{J})$ over $R$. 
Proof. Since $\Sigma (\Sigma^{-1} (S \geq 1 \otimes_R Y)) = S \geq 1 \otimes_R Y$, the short exact sequence of complexes associated with the mapping cone is given by

\[0 \rightarrow \mathcal{X} \ast_R Y \rightarrow \text{Cone}(\Phi) \rightarrow S \geq 1 \otimes_R Y \rightarrow 0.\]

Since $\mathcal{X} \ast_R Y$ only has homology in degree 0 and $S \geq 1 \otimes R Y$ only has homology in degree 1, the corresponding long exact sequence in homology reduces to the top row in the following commutative diagram. Moreover, the Short-Five Lemma tells us that the diagram is an isomorphism of short exact sequences.

\[\begin{array}{ccccccccc}
0 & \rightarrow & H_1 (S \geq 1 \otimes_R Y) & \rightarrow & H_0 (\mathcal{X} \ast_R Y) & \rightarrow & H_0 (\text{Cone}(\Phi)) & \rightarrow & 0 \\
0 & \rightarrow & \mathcal{T}' \cdot \frac{R}{IJ} & \rightarrow & \frac{R}{IJ} & \rightarrow & \frac{R}{(\mathcal{T}', \mathcal{IJ})} & \rightarrow & 0
\end{array}\]

The argument for $\text{Cone}(\Psi)$ follows nearly identical arguments. \qed

In the next result we use a short exact sequence of complexes to intertwine the mapping cones from Theorem 4.7.

**Theorem 4.8.** Let $\Phi$ and $\Psi$ be as in construction 4.5, set $\Omega = (\Phi \cdot \Psi) : \Sigma^{-1} (S \geq 1 \otimes_R Y) \oplus \Sigma^{-1} (\mathcal{X} \otimes_R \mathcal{T} \geq 1) \rightarrow \mathcal{X} \ast_R Y$.

Then $\text{Cone}(\Omega)$ is a free resolution of $R/\langle I' \cdot R, J' \cdot R \rangle$ over $R$.

**Proof.** By definition of $\Omega$, it is straightforward to show that the following sequence is exact:

\[0 \rightarrow \mathcal{X} \ast_R Y \oplus \text{Cone}(\Phi) \rightarrow \text{Cone}(\Psi) \rightarrow \text{Cone}(\Omega) \rightarrow 0.\]

We use the associated long exact sequence in homology to see that $H_i (\text{Cone}(\Omega)) = 0$ for $i > 1$, leaving the case $i = 1$.

$H_1 (\text{Cone}(\Omega))$

\[\cong \ker [H_0 (\mathcal{X} \ast_R Y) \rightarrow H_0 (\text{Cone}(\Phi))] \cap \ker [H_0 (\mathcal{X} \ast_R Y) \rightarrow H_0 (\text{Cone}(\Psi))]\]

\[\cong \ker \left[\frac{R}{\mathcal{T} \cdot \mathcal{IJ}} \rightarrow \frac{R}{(\mathcal{T}', \mathcal{IJ})} \right] \cap \ker \left[\frac{R}{\mathcal{T} \cdot \mathcal{IJ}} \rightarrow \frac{R}{(\mathcal{I}, \mathcal{J}, J')} \right]\]

\[= \left(\mathcal{T}' \cdot \frac{R}{\mathcal{I} \cdot \mathcal{J}} \right) \cap \left(\mathcal{J}' \cdot \frac{R}{\mathcal{I} \cdot \mathcal{J}} \right)\]

This intersection is 0 because the assumptions $\mathcal{T}' \subseteq I$ and $\mathcal{J}' \subseteq J$, along with Tor-independence, imply that $$(\mathcal{T}' + \mathcal{I} \cdot \mathcal{J}) \cap (\mathcal{I} \cdot \mathcal{J} + \mathcal{J}') \subseteq \mathcal{I} \cap \mathcal{J} = \mathcal{I} \mathcal{J}$$

so we get $H_1 (\text{Cone}(\Omega)) = 0$. 


The long exact sequence in homology now reduces to the top row of the following commutative diagram.

\[
\begin{array}{ccccccccc}
0 & \xrightarrow{1} & H_0(\mathcal{X} \ast_R \mathcal{Y}) & \oplus & H_0(\text{Cone}(\Phi)) & \oplus & H_0(\text{Cone}(\Omega)) & \xrightarrow{0} & 0 \\
0 & \xrightarrow{R(I \mathcal{X}, J \mathcal{J})} & R/I \mathcal{X} & \oplus & R/I \mathcal{J} & \oplus & R/I \mathcal{J}', J'' & \xrightarrow{0} & 0 \\
\end{array}
\]

Thus, \text{Cone}(\Omega) resolves the desired quotient. \qed

5. Minimality Conditions

To make full use of the mapping cone in Theorem 4.8, we want to ensure it is minimal. We saw in Theorem 4.8 that if the resolutions \mathcal{X} and \mathcal{Y} are minimal, then \mathcal{X} \ast_R \mathcal{Y} is minimal. In this section, we give conditions guaranteeing \text{Cone}(\Omega) from Theorem 4.8 is minimal.

**Lemma 5.1.** Using the notation of 4.1, let \mathcal{I} be generated by a regular sequence with minimal resolution \mathcal{X} with underlying graded module \mathcal{X}^2. If \mathcal{M} \subseteq \mathcal{X}^2 is a submodule such that \partial^\mathcal{X}(\mathcal{M}) \subseteq (\mathcal{I})^2 \mathcal{X}, then \mathcal{M} \subseteq \mathcal{I}\mathcal{X}.

**Proof.** Since \mathcal{I} is generated by a regular sequence, we know that \mathcal{X} is a Koszul complex. For any \mathcal{m} \in \mathcal{M}, we have \partial^\mathcal{X}(\mathcal{m}) \in (\mathcal{I})^2 \mathcal{X}. By [13 Lemma 2.8(ii)], we have \mathcal{m} \in \mathcal{I}\mathcal{X} and thus \mathcal{M} \subseteq \mathcal{I}\mathcal{X}. \qed

**Proposition 5.2.** With the notation of 4.1, suppose the ideal \mathcal{I} \subset R is generated by a regular sequence and that \mathcal{I}' \subseteq \mathcal{I}^2. If \mathcal{X} and \mathcal{S} are minimal, then \phi : \mathcal{S} \to \mathcal{X} from Note 4.1 can be chosen such that \phi_0 = 1 and (\text{Im } \phi)_{\geq 1} \subseteq \mathcal{I}\mathcal{X} \subseteq \mathcal{M}_{R\mathcal{X}}.

**Proof.** Since \mathcal{I}' \subseteq \mathcal{I}^2, the natural surjection \mathcal{R}/\mathcal{I}' \to \mathcal{R}/\mathcal{I} can be factored through \mathcal{R}/\mathcal{I}^2, so it suffices to check that \mathcal{R}/\mathcal{I}^2 \to \mathcal{R}/\mathcal{I} lifts to a chain map \phi with the claimed property. Thus, we assume without loss of generality that \mathcal{I}' = \mathcal{I}^2. Since \mathcal{S} and \mathcal{X} resolve powers of \mathcal{I}, [3 Corollary A2.13, Exercise A2.17(d)] tells us that \text{Im } \partial_i^\mathcal{S} \subseteq \mathcal{I}\mathcal{S} and \text{Im } \partial_i^\mathcal{X} \subseteq \mathcal{I}\mathcal{X} for all i.

Consider \text{Im } \phi_1 \subseteq \mathcal{X} and note that \partial^\mathcal{S}_1 (\mathcal{S}_1) = \mathcal{I}^2. It follows that

\[
\partial^\mathcal{X}(\text{Im } \phi_1) = \partial^\mathcal{X}(\phi_1(\mathcal{S}_1)) = \phi_0(\partial^\mathcal{S}(\mathcal{S}_1)) = \phi_0(\mathcal{I}^2) = \mathcal{I}^2.
\]

It follows from Lemma 5.1 that \text{Im } \phi_1 \subseteq \mathcal{I}\mathcal{X}_1. Proceeding with induction, we observe that if \text{Im } \phi_{j-1} \subseteq \mathcal{I}\mathcal{X}_{j-1}, then

\[
\partial^\mathcal{X}(\text{Im } \phi_j) = \partial^\mathcal{X}(\phi_j(\mathcal{S}_j)) = \phi_{j-1}(\partial^\mathcal{S}(\mathcal{S}_j)) \subseteq \mathcal{I}\phi_{j-1}(\mathcal{S}_j) \subseteq \mathcal{I}^2 \mathcal{X}_{j-1}.
\]

Applying Lemma 5.1 again, we obtain \text{Im } \phi_j \subseteq \mathcal{I}\mathcal{X}_j. Thus by induction, we observe that (\text{Im } \phi)_{\geq 1} \subseteq \mathcal{I}\mathcal{X}. \qed

We now use this proposition to obtain the following theorem.

**Theorem 5.3.** Suppose \mathcal{I}' \subseteq \mathcal{I}^2 and \mathcal{J}' \subseteq \mathcal{J}^2 with both \mathcal{I} and \mathcal{J} generated by regular sequences. If the resolutions \mathcal{X}, \mathcal{Y}, \mathcal{S}, and \mathcal{I} are all minimal and we choose \phi and \psi as in Proposition 5.2, then \text{Cone}(\Omega) from Theorem 4.8 is minimal.
Proof. To prove minimality we just need to show that \( \text{Im} \, \partial^\text{Cone(Ω)} \subseteq \mathcal{M}_R \text{Cone (Ω)} \).

To see this, we first note that

\[
\partial^\text{Cone(Ω)} = \begin{pmatrix}
\partial_i^{X \ast_R Y} & \Phi_{i-1} & \Psi_{i-1} \\
0 & \partial_i^{S \geq 1 \otimes_R Y} & 0 \\
0 & 0 & \partial_i^{X \otimes_R S_{\geq 1}}
\end{pmatrix},
\]

By the minimality of our four resolutions, we know the entries on the main diagonal all lie in \( \mathcal{M}_R \). Thus, we need only address \( \Phi_{i-1} \) and \( \Psi_{i-1} \). We are argue the case of \( \Phi_{i-1} \).

For any \( \alpha \otimes \beta \) in the domain of \( \Phi \), we have \( \alpha \in S_{\geq 1} \). It follows that \( \phi(\alpha) \in IY \) and thus \( \phi(\alpha) \ast \beta \in I (X \ast_R Y) \subseteq \mathcal{M}_R (X \ast_R Y) \). Moreover, we know \( \partial_S(\alpha) \in IS \) and thus \( \partial_S(\alpha) \ast \beta \in I (X \ast_R Y) \subseteq \mathcal{M}_R (X \ast_R Y) \). Combining these observation with the definition of \( \Phi \) in Construction 4.5, we have \( \Phi(\alpha \otimes \beta) \in \mathcal{M}_R (X \ast_R Y) \) for all \( \alpha \otimes \beta \in \Sigma^{-1} (S_{\geq 1} \otimes_R Y) \) as desired. \( \square \)

Corollary 5.4. If \( I \) is generated by \( m \) elements and \( J \) by \( n \) elements, then for \( F := R/(I', IJ, J') \) and \( \ell \geq 1 \), we have the following formula for Betti numbers.

\[
(5.4.1) \quad \beta^R_{\ell}(F) = \sum_{i=1}^{\ell} \beta^R_i(R/I') \left( \binom{n}{\ell - t} + \binom{m}{t - 1} \right) + \ldots + \left( \binom{m + n}{\ell + 1} - \binom{m}{\ell + 1} - \binom{n}{\ell + 1} \right).
\]

In addition, if all the ideals are homogeneous then we get the following formulas for the graded Betti numbers: for \( \ell = 0 \), we have \( \beta^R_{0,k}(F) = \beta^R_{0,k}(R/J') \), while for \( \ell > 0 \), we have

\[
\beta^R_{\ell,k}(F) = \beta^R_{\ell,k}(R/IJ') + \sum_{i=1}^{\ell} \sum_{j=0}^{k} \beta^R_{i,j}(R/IJ') \beta^R_{\ell-i,k-j}(R/J').
\]

Proof. Since \( I \) and \( J \) are generated by regular sequences, we have \( \beta^R_i(R) = \left( \binom{m}{i} \right) \) and \( \beta_i^R(R/J') = \left( \binom{m}{i} \right) \).

We note that \( \text{Cone (Ω)}^2 \cong (X \ast_R Y)^2 \otimes (S_{\geq 1} \otimes_R Y)^2 \otimes (X \otimes_R S_{\geq 1})^2 \) as \( R \)-modules. Combining this observation with the fact that \( \Sigma^{-1} (S_{\geq 1} \otimes_R Y) \) resolves \( I' \otimes_R Y \) and \( \Sigma^{-1} (X \otimes_R S_{\geq 1}) \) resolves \( J' \otimes_R J' \), we have

\[
(5.4.2) \quad \beta^R_{\ell}(F) = \beta^R_{\ell}(R/IJ') + \beta^R_{\ell-1}(I' \otimes_R R/J') + \beta^R_{\ell-1}(R/IJ').
\]

For \( \ell = 0 \), the last two terms vanish and the problem reduces to Corollary 3.3.

For the case of \( \ell \geq 1 \), we address each of three terms in equation (5.4.2). For the first term, we combine Vandermonde's identity

\[
(5.4.3) \quad \binom{m + n}{r} = \sum_{i=0}^{r} \binom{m}{t} \binom{n}{r-t}.
\]
with Corollary 5.5 to get

$$\beta^R_{\ell} \left( \frac{R}{IJ} \right) \stackrel{5.5}{=} \sum_{i=1}^{\ell} \beta^R_i \left( \frac{R}{I} \right) \beta^R_{\ell+1-i} \left( \frac{R}{J} \right)$$

$$= \sum_{i=0}^{\ell-1} \binom{m}{i} \left( \frac{n}{\ell + 1 - i} \right) - \binom{m}{0} \left( \frac{n}{\ell + 1} \right) - \binom{m}{\ell + 1} \left( \frac{n}{0} \right)$$

$$\stackrel{5.4.3}{=} \binom{m+n}{\ell+1} - \binom{m}{\ell + 1} - \binom{n}{\ell + 1}.$$

For the other two terms, we make use of the Tor-independence of our ideals. Moreover, by construction we have

$$\beta^R_{\ell-1} \left( I' \otimes_R \frac{R}{J} \right) = \sum_{i=0}^{\ell-1} \beta^R_i (I') \beta^R_{\ell-1-i} \left( \frac{R}{J} \right)$$

$$= \sum_{i=0}^{\ell-1} \beta^R_{i+1} \left( \frac{R}{I} \right) \left( \frac{n}{\ell - (i + 1)} \right)$$

$$= \sum_{i=1}^{\ell} \beta^R_i \left( \frac{R}{I} \right) \left( \frac{n}{\ell - i} \right).$$

The same reasoning is used to obtain the desired formula $\beta^R_{\ell-1} \left( \frac{R}{I} \otimes_R J' \right)$. Substituting these into equation 5.4.2 yields equation 5.4.1 which is our desired result.

For the graded Betti numbers, we note that there is an analogous expression of equation 5.4.2. For $\ell > 0$, the argument follows the non-graded case using the formula

$$\beta^R_{\ell-1,k} \left( I' \otimes_R \frac{R}{J} \right) = \sum_{i=0}^{\ell-1} \sum_{j=0}^{k} \beta^R_{i,j} (I') \beta^R_{\ell-1-i,k-j} \left( \frac{R}{J} \right).$$

The case of $\ell = 0$ reduces to Corollary 3.5.

We now obtain the Poincaré series portion of Theorem 4.1. In the case of fiber products, setting $I = \langle x \rangle$ and $J = \langle y \rangle$ with $R = k[x, y]$ (or its completion) recovers 8 Corollary 5.1.3].

**Corollary 5.5.** The Poincaré series of $F := R/\langle I', I J, J' \rangle$ satisfies

$$\frac{P_F^R(t) - P_{R/(I+J)}^R(t) - P_{R/(I+J')}(t) + P_{R/(I+J')}(t)}{P_{I'}^R(t)} = t(1+t)$$

and

$$\frac{P_F^R(t) - (1+t)^n P_{R/I}^R(t) - (1+t)^m P_{R/J}^R(t) + (1+t)^{m+n}}{((1+t)^m - 1)((1+t)^n - 1)} = \frac{t+1}{t}.$$ 

**Proof.** The unlabeled equalities in the following display are by definition.

$$P_F^R(t) = \mathbb{P}_{X_{/R}}(t) + \mathbb{P}_{S_{\geq 1} \otimes_R Y}(t) + \mathbb{P}_{X \otimes_R J_{\geq 1}}(t)$$

$$= P_{R/I}^R(t) + \mathbb{P}_{S_{\geq 1}}(t) \mathbb{P}_{Y}(t) + \mathbb{P}_{X}(t) \mathbb{P}_{J_{\geq 1}}(t)$$

$$= 1 + t \cdot P_{I'}^R(t) + (P_{R/I}^R(t) - 1) P_{R/J}^R(t) + P_{R/I}^R(t) (P_{R/I}^R(t) - 1).$$
Rearranging and applying Corollary 5.5.2 yields
\[
P_F^R(t) - P_{R/I}(t)P_{R/J}(t) - P_{R/I/J}(t) = 1 + t \cdot P_{I/J}(t) - P_{R/I}(t).
\]

Our Tor-independence assumptions in Notation 4.1 guarantee the following equations
\[
\begin{align*}
P_{R/I}(t)P_{R/J}(t) &= P_{R/(I+J)}(t) \\
P_{R/I}(t)P_{R/J}(t) &= P_{R/(I+J')}(t) \\
P_{R/I}(t)P_{R/J}(t) &= P_{R/(I+J')}(t) \\
(5.5.4) \quad t^2 \cdot P_{I/J}(t) &= \left(P_{R/I}(t) - 1\right) \left(P_{R/J}(t) - 1\right).
\end{align*}
\]

Combining these four equations with equation (5.5.3) yields
\[
P_F^R(t) - P_{R/(I+J)}^R(t) - P_{R/(I+J')}^R(t) = tP_{I/J}^R(t) + t^2 P_{I/J}^R(t) - P_{R/(I+J')}^R(t).
\]

Isolating \((1 + t)\) on the right-hand side provides equation (5.5.1).

To get equation (5.5.2) recall that \(I\) and \(J\) are generated by a regular sequence and thus \(\mathcal{X}\) and \(\mathcal{Y}\) are Koszul complexes. It follows that \(P_{R/I}(t) = (1 + t)^n\) and \(P_{R/J}^R(t) = (1 + t)^m\). These expressions and equation (5.5.3) combine with equation (5.5.1) to produce equation (5.5.2).

Lastly, we explicitly state how to combine Example 4.2 with Theorem 5.3 to obtain Theorem 1.1.

**Corollary 5.6.** Suppose the rings \(R, A,\) and \(B\) satisfy either case of Example 4.2. If \(I' \subseteq M_{A}^2\) and \(J' \subseteq M_{R}^2\), then \(\text{Cone}(\Omega)\) is a minimal free resolution over \(R\) of \(A \times_k B \cong \mathcal{R}_{(I'/I) \otimes_A B} (J' \otimes_B J)\) where \(I' = I' \otimes_A R\) and \(J' = J' \otimes_R R\).
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