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Abstract

Video action recognition, as a critical problem towards video understanding, has attracted increasing attention recently. To identify an action involving higher-order object interactions, we need to consider: 1) spatial relations among objects in a single frame; 2) temporal relations between different/same objects across multiple frames. However, previous approaches, e.g., 2D ConvNet + LSTM or 3D ConvNet, are either incapable of capturing relations between objects, or unable to handle streaming videos. In this paper, we propose a novel dynamic graph module to model object interactions in videos. We also devise two instantiations of our graph module: (i) visual graph, to capture visual similarity changes between objects; (ii) location graph, to capture relative location changes between objects. Distinct from previous models, the proposed graph module has the ability to process streaming videos in an aggressive manner. Combined with existing 3D action recognition ConvNets, our graph module can also boost ConvNets’ performance, which demonstrates the flexibility of the module. We test our graph module on Something-Something dataset and achieve the state-of-the-art performance.

1. Introduction

Video action recognition has received significant development over the past few decades. Despite the remarkable progress made in the merits of deep learning models and newly released datasets, e.g., Kinetics [18], and Something-Something [10, 27], the higher-order interactions contained in actions are often ignored. Here we refer “higher-order interactions” as interactions involving more than two objects (or parts of an object). To recognize actions containing object interactions, we postulate that two general relations should be taken into consideration: 1) interaction between different objects in a single frame; and 2) transition of the same object (or the same part of an object) across multiple frames. We denote the former relation as spatial relation, and the latter one as temporal relation. Both relations stem from long-range dependencies of different objects during interactions and are crucial to recognize actions involving multiple objects. An effective action recognition model should be able to capture both relations precisely and simultaneously. A classical approach is to utilize a 2D ConvNet to model spatial relations and then applies a recurrent neural network, e.g., Long-short term memory (LSTM) [15], to capture temporal relations. However, since the inputs to the LSTM are squeezed to 1D vectors, rich spatial relation information in the original frames is lost. An alternative way is to extend 2D ConvNet to 3D ConvNet [34] by expanding a 2D kernel along temporal dimension. Although 3D convolution is capable of modeling both spatial and temporal relations implicitly, usually it recognizes actions in a clip after receiving all the frames.

Despite many recent works [2, 16, 40, 28, 36] exploring ways to model higher-order interactions between objects, few of them specifically build models to capture object interactions contained in video actions explicitly. Non-local network [38] achieved competitive results on various video action recognition tasks recently. It updates each value in a feature map based on the weighted sum of other values. Though the published non-local formalism does not explicitly contain nodes and edges, it does build a graph based
on feature map implicitly, treating each value in the feature map as a graph node. Wang et al. [39] interprets a video as a space-time graph and adopts graph convolution to model interactions between different objects. However, there still remains some limitations, e.g., (1) the graph cannot handle streaming videos since it needs to sample frames from an entire video to construct an adjacent matrix, and (2) building a graph for an entire video is computationally expensive. We cannot assume real-world videos are segmented already before we classify them.

To overcome the above limitations, we propose dynamic graph modules (DGM) to capture object interactions from the beginning of a video in a progressive way to recognize actions. Similar to LSTM, we maintain a hidden graph across time steps. When a new frame arrives, regions of interest in this frame are regarded as nodes and connected with nodes in the hidden graph. Once edges are constructed, messages from nodes in the new arriving frame will be passed to the hidden graph explicitly. After the message passing process, nodes in the hidden graph exchange information through edges, and then edge weights will be updated. A global aggregation function is applied to the hidden graph to recognize actions at this time step. When the next frame arrives, we repeat the above steps. The dynamic structure of the hidden graph captures spatial relation contained in each arrival frame. The structure also evolves in temporal domain capturing temporal relation across multiple frames. To fully exploit diverse relations between different objects, we propose two instantiations of our graph modules: visual graph and location graph. The visual graph is built based on the visual similarity of regions of interest to link the same or similar objects and model their relations. The location graph is built on locations/coordinates of regions of interest. Spatially overlapped or close objects are connected in the location graph. Our model is capable of recognizing actions with a few starting frames. As more frames get in, the accuracy of our model increases steadily. Our graph module is plug-and-play and can be combined with any 2D or 3D backbone ConvNet designed for action recognition and boosts its performance.

To demonstrate the effectiveness of our dynamic graph module in improving recognition performance of the backbone network, we conduct our experiments on a large human-object interactions dataset: Something-Something [10] 27]. This dataset is challenging as most actions in these videos are interactions between objects in both spatial and temporal domains. We devise a streaming version model to test the ability of our graph module to recognize actions in streaming videos and the experiment results demonstrate that our graph module can generate action classes in a progressive manner without considering all frames from an entire video. We also provide a static model in which we apply our graph module to boost the recognition accuracy of the backbone ConvNet. The experiment results exhibit that our graph module can help improve the performance of the backbone ConvNet.

Our main contributions include: (i) A dynamic graph module to tackle the video action recognition problem by modeling higher-order interactions between objects in both spatial and temporal domains; (ii) Two instantiations of the graph module, visual graph based on object appearance information and location graph based on object coordinate information, to recognize actions in streaming videos; (iii) State-of-the-art performance on a challenging video action recognition dataset.

The rest of the paper is organized as follows: Sec. 2 summarizes related works in action recognition and graph networks; Sec. 3 describes our dynamic graph module; Sec. 4 describes a full model combining our graph module with a 3D ConvNet model; Sec. 5 describes configurations of experiments and evaluates the performance; Sec. 6 is the ablation study of our model; Sec. 7 presents the conclusion.

2. Related Works

Video action recognition with deep learning. Convolutional neural network models have gained great success in solving image-related problem. Inspired by such success, many works have applied convolutional networks to tackle video action recognition problems [17, 31, 35, 37, 45]. Karpathy et al. [17] explored various approaches of fusing RGB frames in temporal domain. Simonyan et al. [31] devised a two-stream model to fuse RGB features and optical flow features to recognize actions. Tran et al. [35] applied a 3D kernel to convolve a sequence of frames in spatio-temporal domain. However, the proposed C3D network is shallow and only capable of processing very short videos. The later work [37] extended the 3D kernel to deep 2D convolutional networks, e.g., ResNet [13], and achieved better performance. To overcome the difficulties in training deep 3D ConvNets, [6] proposed inflated 3D convolutional networks (I3D) which utilizes parameters in 2D ConvNets pre-trained on ImageNet [20]. Wang et al. [38] added a non-local layer to 3D ConvNets to compute a global weighted sum for value in feature maps and further improved the performance of I3D [6] network. The work [37] proposed temporal segment network (TSN) and claimed that due to redundant information contained in adjacent frames, sparsely sampled frames can also achieve relatively good performance. Most recently, Zhou et al. [45] showed that the order of frames is crucial for correct recognition since some videos require reasoning in temporal domain. Zolfaghari et al. [46] proposed an online video understanding system which combines a 2D ConvNet and a 3D ConvNet sequentially. An alternative way to model the temporal relation across multiple frames is using recurrent neural networks to fuse features extracted from a sequence.
of static RGB frames. Donahue et al. [7] applied LSTM to fuse features extracted by 2D ConvNet. More works can be found in [22][24][44][17][26]. However, one limitation of recurrent neural networks is that the input at each time step has to be a 1D feature in which the rich spatial information conveyed in original frames is lost.

**Graphical model / Graph neural networks.** In recent literatures, some approaches combine graphical models with deep neural networks, denoted as graph neural network (GNN). One of the most intuitive ways is to adopt features extracted from CNN to define potential functions and build a graphical model. Some works [9][30] extend convolution operation which operates on Euclidean grid data structures, e.g., image pixel arrays, to non-Euclidean structured data, e.g., graphs, and denote such extended convolutional network as graph convolutional network (GCN). Graph neural network was first introduced in [19] and then further developed by [30]. [23] added gates to the graph during message passing process, giving GNN the capability of handling sequence input. On the merits of inherent ability to model relations among structural data, GNN has been applied to various fields, including computer vision field [33][32][8][42][43][28]. However, few works have successfully utilized graph neural network to video action recognition task. Wang et al. [39] is the first to represent videos as space-time graphs for video action recognition. In the work [39], a similarity graph and a spatial-temporal graph are built to capture long term dependencies among objects in multiple frames. We refer readers to review literature [5][8][11] for a comprehensive survey of models and applications of GNNs.

Similar to [39], we devise a dynamic graph module based on region proposals in video frames and utilize the graph structure to model relations between interactive objects in/across multiple frames. However, distinct from previous works, our work builds graphs in both spatial and temporal domains dynamically at each time step. We also add an explicit message-passing process to propagate interactions among objects. Our model can classify actions in an incremental manner which endows our model with the ability to process partially observed videos, e.g., video streams.

### 3. Dynamic Graph Modules

**Definition and Notations.** We denote a video as $V = \{f_1, f_2, \ldots, f_T\}$ where $f_t$ represents the feature map of the $t$-th frame extracted by a 2D or a 3D ConvNet. For each feature map, we keep its top-$N$ region proposals generated by a Region Proposal Network (RPN) [29], and denote the set of proposals as $B_t = \{b_{t_1}^1, b_{t_2}^1, \ldots, b_{t_N}^1\}$, where the superscript denotes the frame index and the subscript indexes proposals in the current frame. For each proposal, we extract its feature $b_{t_k}^1$ and coordinates (top-left and bottom-right). By analogy with the hidden state in LSTM, we maintain a hidden graph at each time step for processing the video, where $t = 1$ initializes the hidden graph. We define a hidden graph as $G = (X, E)$, where $X = \{x_1, x_2, \ldots, x_M\}$ denotes the set of nodes and $E = \{E(x_m, x_k)\}$ denotes the set of weighted edges. Here, we assume that the graph is fully-connected and includes self-connections at each node. Each node in the hidden graph has a feature vector and a pair of (virtual) coordinates (top-left, bottom-right). For simplicity, we also use $x_m$ to denote the feature of the $m$-th node in the hidden graph and use $(m_{x,1}, m_{y,1}, m_{x,2}, m_{y,2})$ to denote the coordinate of this node.

**Graph Module Overview.** In Fig. 2 we provide an unrolled version of our dynamic graph module where we omit the backbone network and RPN for simplicity. During the initialization, we average pool all proposals in the first feature map as an initial context vector to warm up our graph module. For each of the following feature maps, proposals are fed into the graph module to update the structure of the hidden graph via an explicit message passing process. We design two types of hidden graphs, visual graph and location graph, based on two different dynamic updating strategies which will be elaborated in Sec. 3.1 and Sec. 3.2.

At each time step, the hidden graph contains both visual features and interaction information of different regions accumulated in all previous time steps. For classifying an action, we apply a global aggregation function to select a group of the most relevant and discriminative regions. Attention mechanism [1][41] acts as such a function to aggregate nodes from the hidden graph to make a recognition at each time step. More details are provided in subsection 3.3.

**Region Proposal Network.** Region Proposal Network (RPN) [29] is applied to propose bounding boxes of objects on each video frame. Specifically, we adopt a RPN with ResNet-50 pre-trained on Microsoft COCO dataset [25]. Note that bounding boxes proposed by the RPN are class-agnostic. For each frame, we only keep the top-$N$ boxes with their confidence sorted in the descending order. Then, we apply RoIAlign [12] to extract features for the top-$N$ proposals. Finally, we feed the RoIAlign features and proposal coordinates into our graph module.

#### 3.1. Visual Graph

Our visual graph aims to link objects with similar appearances and is built based on proposal features. The graph building process is illustrated in Fig. 2.

We use the average feature of top-$N$ proposals at $t = 1$ time step to initialize the features of all nodes in the hidden graph. At time step $t$, we measure the pair-wise visual similarity between the $N$ proposals in the $t$-th feature map and the $M$ nodes in the hidden graph. The visual similarity between the $n$-th proposal in $t$-th feature map and $m$-th node in the hidden graph is defined as:

$$F_v(b_{n_t}^t, x_m) = h(b_{n_t}^t) g(x_m)$$  \hspace{1cm} (1)
Figure 2. The unrolled version of our graph network (backbone ConvNet and RPN are omitted). A “hidden graph” is built dynamically in temporal domain. At each time step, the hidden graph incorporates information from proposals and generates a context vector (denoted as “\(\text{ctx}\)” in the figure). The context vector summarizes all nodes in the hidden graph and serves for two purposes: 1) to generate a video representation for recognition at the current time step; 2) to act as a query vector at the next time step.

where both \(h(\cdot)\) and \(g(\cdot)\) are linear transformations and \(\top\) denotes transpose. Inspired by [39], we apply \(\text{softmax}(\cdot)\) to normalize the weights of edges connecting the \(m\)-th node in the hidden graph and all proposals in the \(t\)-th feature map, so that we have:

\[
F_v'(b_n^t, x_m) = \frac{\exp F_v(b_n^t, x_m)}{\sum_{n=1}^{N} \exp F_v(b_n^t, x_m)}. \tag{2}
\]

Each node in the hidden graph incorporates information from all \(N\) proposals of the \(t\)-th feature map gated by \(F_v'(b_n^t, x_m)\). Therefore, the total amount of inflow information gathered from the \(t\)-th feature map to node \(m\) is:

\[
\hat{x}_m = \sum_{n=1}^{N} F_v'(b_n^t, x_m)h(b_n^t). \tag{3}
\]

An intuitive explanation is that each node in the hidden graph looks for the most visually similar proposals and establishes a connection based on the similarity. Subsequently, the node updates its state by absorbing the incoming information:

\[
x_m = x_m + \text{ReLU}(\hat{x}_m). \tag{4}
\]

If a proposal and a node are more visually similar in the projected space, more information will flow from this proposal to the node. We apply \(\text{ReLU}(\cdot)\) to ensure that only positive information will be propagated to update the node state.

After incorporating the information from all \(N\) proposals of the \(t\)-th feature for all nodes, the hidden graph will update the edges. We assume that the hidden graph is fully-connected initially, including self-connections. The weights of all edges are computed as:

\[
E_v(x_k, x_m) = \phi(x_k)^\top \phi(x_m), \tag{5}
\]

where \(\phi(\cdot)\) is a linear transformation with learnable parameters. Eq. 5 is similar to Eq. 1 except that both \(x_m\) and \(x_k\) are features of nodes in the hidden graph. After the edges of the hidden graph are updated, we propagate information for each node inside the hidden graph using a strategy similar to Eqs. 2-3 and 4. Note that for Eqs. 2 and 3, we replace \(b^t_n\) with \(x_k\), and replace \(h(\cdot)\) with \(\phi(\cdot)\). Then we move forward to the next time step \(t+1\) and repeat the above process. Taking advantage of the iterative processing, our model is capable of dealing with continuous streaming videos.

3.2. Location Graph

Visual graph captures visual similarity between nodes in the hidden graph and proposals, however, this is not enough to model spatial and temporal dynamics, e.g., the displacement of objects. To capture spatial relations between each
To address this problem, we propose a set of fixed coordinates to represent nodes in the hidden graph. The location-based relation between the $n$-th proposal in the $t$-th feature map and the $m$-th node in the hidden graph at time step $t$ is defined as:

$$F_t(b^t_n, x_m) = \sigma^t_{n,m},$$

(6)

where $\sigma^t_{n,m}$ represents the amount of Intersection-Over-Union (IoU) between the $n$-th box in the $t$-th feature map and the $m$-th node in the hidden graph. Similar to [39], we adopt L-1 norm to normalize weights connecting the $m$-th node in the hidden graph and all proposals in the $t$-th feature map:

$$F'_t(b^t_n, x_m) = \frac{F_t(b^t_n, x_m)}{\sum_{n=1}^{N} F_t(b^t_n, x_m)}. \quad (7)$$

By analogy with the message passing process in visual graph, each node in the hidden graph receives messages from all connected proposals from the $t$-th feature map:

$$\hat{x}_m = \sum_{n=1}^{N} F'_t(b^t_n, x_m)p(b^t_n) \quad (8)$$

$$x_m = x_m + \text{ReLU}(\hat{x}_m), \quad (9)$$

where $p(\cdot)$ is a linear transformation. After message passing from all proposals to the hidden graph, we update edges in the hidden graph dynamically. We compute IoU between each pair of nodes inside the hidden graph using Eq. [10] which is similar to Eq. [6]

$$E_t(x_k, x_m) = \sigma_{k,m}, \quad (10)$$

where $x_k$ and $x_m$ are features of nodes in the hidden graph. Note that unlike the visual graph, the building process of the location graph does not contain any learnable parameters. After the graph is built, message can be propagated by applying Eqs. [7][8] and [9] where we replace $b^t_n$ with $x_k$, and replace $p(\cdot)$ with another linear transformation $\psi(\cdot)$.

**Coordinates updating.** One issue in building the location graph is how to decide the coordinates (bounding box) of each node in the hidden graph. Since nodes in the hidden graph incorporate information from proposals in feature map at each time step, it is unsuitable to adopt a group of fixed coordinates to represent nodes in the hidden graph. To address this problem, we propose a coordinate shifting strategy to approximate the coordinates of each node in the hidden graph.

We use the average coordinates of top-$N$ proposals at $t = 1$ time step to initialize the coordinates of all nodes in the hidden graph. At time step $t$, suppose the top-left and bottom-right coordinate of the $m$-th node in hidden graph is $(m_{x,1}, m_{y,1}, m_{x,2}, m_{y,2})$, and the coordinates of the $n$-th proposal in the $t$-th feature map are $(n_{x,1}, n_{y,1}, n_{x,2}, n_{y,2})$. The normalized weight (IoU) between the $m$-th node in hidden graph and the $n$-th proposal in the $t$-th feature map is $F'_t(b^t_n, x_m)$. The larger weight, the more information will flow from the $n$-th proposal to the $m$-th node. Therefore, the coordinates of the $m$-th node will shift more towards the position of the $n$-th proposal. The target position of the $m$-th node after message passing is the weighted average positions of all proposals in the $t$-th feature map connected to the $m$-th node. Formally, this position is computed as:

$$\begin{align*}
m_{x,1} &= \sum_{n=1}^{N} F'_t(b^t_n, x_m)n_{x,1}^t, \\
m_{y,1} &= \sum_{n=1}^{N} F'_t(b^t_n, x_m)n_{y,1}^t, \\
m_{x,2} &= \sum_{n=1}^{N} F'_t(b^t_n, x_m)n_{x,2}^t, \\
m_{y,2} &= \sum_{n=1}^{N} F'_t(b^t_n, x_m)n_{y,2}^t.
\end{align*} \quad (11)$$

Following the shifting strategy, coordinates attached to nodes in the hidden graph will update dynamically according to connected proposals at each time step.

### 3.3. Attention on Graph

At each time step, the hidden graph contains accumulated information from all preceding time steps. The recognition decision is generated based on the state of hidden graph. We need an aggregation function $\rho$ to aggregate information from all nodes in the hidden graph. As suggested in [3], such function should be invariant to permutations of all nodes, e.g., mean, maximum, and summation. However, one obvious deficiency of these primitive functions is that they cannot assign different importance to different nodes. In video action recognition, each proposal corresponds to a certain area and not all proposals contribute equally to the recognition result. Hence, the above aggregation functions are not proper in this task.

Attention mechanism was first proposed in [11] and it takes a weighted average of all candidates based on a query [19]. We add a virtual node to summarize the hidden graph at each time step. The feature of this virtual node takes a weighted average of all candidates based on a query 

$$q_{t+1} = \sum_{m=1}^{M} \alpha_{t+1,m} \cdot \mathbf{x}_{t+1,m},$$

(14)

where $\mathbf{W}_c, \mathbf{W}_h$ and $\mathbf{W}_o$ are linear transformations. Note that at the first time step $t = 0$, the feature of the virtual
node is just the average feature of all proposals in the first feature map. Once the feature of virtual node is computed, we can conduct action recognition by passing the feature into a multi-layer perceptron.

Figure 4. We devise two versions of the full model: streaming version (indicated by green box) and static version (indicated by yellow box). Given a sequence of sampled frames, we input them to a backbone 3D ConvNet and a RPN network separately. Then we apply RoIAlign on the sequence of feature maps to get features of proposals. In the streaming version, we input proposals to our dynamic graph module and conduct recognition at each time step. In the static version, we only use the feature generated by the graph module at the last time step and concatenate it with the backbone feature. The concatenated feature is used as action representation.

4. Full Model for Action Recognition

In this section, we introduce the full model combining our dynamic graph module with a backbone convolutional network. We introduce two versions of our models: streaming version and static version, as illustrated in Fig. 4. The former version suits for handling streaming videos and the latter one can achieve better performance.

Streaming Version. Given a video clip (around 5 second), our model first randomly samples 32 frames from it. The sampled frames are input into a backbone convolutional neural network. In our case, we apply a 3D ConvNet [6]. The output of the backbone is a sequence of 3D feature maps with the shape of \( T \times C \times H \times W \) where \( T \) indicates the sequence dimension in temporal domain. Meanwhile, we apply a region proposal network (RPN) [29] to extract proposals for each sampled frame. Next, we conduct RoI align [12] on the sequence of feature maps combined with proposal boxes proposed by the RPN. We build our graph module dynamically upon a sequence of RoI proposals from the feature maps. We maintain a “hidden graph” which evolves along temporal dimension and generates a recognition result at each time step except for \( t = 1 \). This process is in analogy with LSTM. However, our model retains richer spatial information as the input to our graph module is a group of RoI features and coordinates instead of just a 1D vector.

Static Version. To achieve better recognition accuracy, it is beneficial to utilize all information contained in a video. We provide a static version of our model in which our graph module can boost the performance of backbone network. We sample frames from an entire video and input all sampled frame into both the backbone 3D ConvNet and a RPN. We average pool the features output by the 3D ConvNet from \( T \times C \times H \times W \) to \( C \times 1 \). Different from the streaming version where we conduct recognition using features generated by the graph module at each time step, we only select the graph module feature at the last time step whose size is \( C' \times 1 \). Then, we concatenate this feature with the feature from 3D ConvNet to form a new feature whose shape is \( (C + C') \times 1 \). The concatenated feature is forwarded into a multi-perception to recognize actions.

5. Experiment

Dataset. We evaluate our dynamic graph module on a large human-object interaction datasets: Something-Something [10, 27]. Distinct from other action recognition datasets, actions defined in Something-Something dataset involve higher-order interactions among multiple (parts of) objects. The Something-Something-V1 [10] dataset contains more than 100K short videos and Something-Something-V2 [27] contains around 220K videos. The average video duration is about 3 to 6 seconds. There are 174 total action classes and each video corresponds to exact one action. For both V1 and V2 dataset, we follow the official split to train and test our model.

Metrics. Since all videos in Something-Something dataset are single-labeled, we adopt recognition accuracy as our evaluation metrics.

Compared methods. To verify that our dynamic graph module is capable of modeling higher-order interactions between objects, we design a baseline model: at each time step, instead of forwarding top-\( N \) proposals to the graph module, we average pool these proposals to get a 1D vector and then input it to a LSTM. We compare our streaming version model with the baseline as both of them can handle streaming videos. We also compare our static version model with some recent works [45, 39] to verify that our graph module can help improve the performance of existing 3D ConvNet for action recognition.

5.1. Implementation Details

Training. We first train our backbone 3D model [6, 38] on Kinectis dataset and then fine-tune it on Something-Something dataset.
Something dataset. We randomly sample 32 frames and extract visual features via the backbone 3D ConvNet. Following [39], input frames are randomly scaled with shorter side resized to [256, 320]. Then we randomly crop out an area of $224 \times 224$ and randomly flip frames horizontally before passing them to the backbone model. The Dropout [14] before classification layer in the backbone model is set to 0.5. We train our backbone model with batch size of 24. We set the initial learning rate to 0.00125. We apply stochastic gradient descent (SGD) optimizer and set momentum to 0.9 and weight decay to 0.0001. We adopt cross-entropy loss during our training.

Next, we describe how we train our full model with dynamic graph module. For each input frame, we propose RoI proposals using RPN with ResNet-50 pre-trained on Microsoft COCO. We project proposal coordinates from the input frames back to the feature maps generated by the penultimate convolutional block of 3D backbone. Since 32 input frames are reduced to 8 feature maps in temporal domain, we select 8 input frames (i.e., 0-th, 4-th, 8-th, ...) to match the 8 feature maps. We apply RoIAlign [12] with the same configuration in [39] to extract features for each proposal. We fix the backbone 3D ConvNet and only train our graph module and classification layer. We adopt the same learning strategy as the fine-tuning of the backbone.

Inference. We uniformly sample 32 frames and rescale them with the shorter side to 256. Then we center crop each frame to $224 \times 224$. The other configurations are kept the same as training.

5.2. Results of Streaming Version Model

Videos in Something-Something dataset usually contain two to three objects including a person. We keep the top 20 region proposals for each frame. We plot a part of our results in Fig. 5.

The accuracy of the baseline model is significantly low than any one of our graph module, indicating that the combination of average pooling over proposals and LSTM fails to capture interactions between objects. One possible explanation is that the average pooling operation discards spatial relation contained in proposals and the only temporal relation modeled by LSTM is insufficient to capture interactions. On the contrary, as our graph module adopts a graphical structure to keep both spatial and temporal relations among proposals, it can model the complex interactions between objects.

In the three graph modules, we notice that the joint graphs outperform the visual graph, and the visual graph outperforms the location graph. That is possibly because the visual graph contains more parameters than the location graph, which gives the visual graph more powerful modeling ability. We also note that the joint graph improves the accuracy slightly compared with the visual graph. It indicates that the interactions captured by the visual graph and location graph have a large range of overlap. In other words, the graph module structure intrinsically has the ability to model interactions regardless of any specific instantiation.

The accuracy of all three graph modules increases steadily as the number of frames increases. When it comes to 7-th feature map, the accuracy has already achieved a high level compared to the last feature map. It demonstrates that our graph module has the ability to recognize actions in streaming videos even if only parts of frames are forwarded into the module.

5.3. Results of Static Version Model

We compare our static version model with some recent works [45, 21, 39] as shown in Table 5. The evaluation is performed on validation set. For Something-Something V1 dataset, the backbone 3D ConvNet has achieved 45.6% in top-1 accuracy and 76.0% in top-5 accuracy. By adding our three types of dynamic graph modules to the backbone, the performance improves more than 1%. For Something-Something V2 dataset, our graph module also boosts the performance of the backbone around 1% for top-1 accuracy.

Note that compared with the visual graph or the location graph, the improvement brought by the joint graphs is not significantly. It proves that the interactions learned by the two proposed graph modules are similar. Therefore, we can draw the conclusion that the modeling ability of the graph module is independent of any concrete instantiation.
6. Ablation Study

In this section, we examine several factors that could have effects on experiment results, e.g., the number of proposals, the number of nodes in hidden graph. All ablation studies are conducted on Something-Something V1 dataset.

6.1. Number of Proposals

We set RPN to propose different numbers of proposals to analyze how it affects the performance of our model. Due to the sparsity of objects in Something-Something videos, we set the number of proposals to 5, 10, 20, 50 separately, and report results in Table 6. Both average accuracy and last time step accuracy increase as the number of proposals increases, and achieve the best when the number of proposals is 20. Then the accuracy drops with the number of proposals increases continually. Both visual graph and accuracy graph have a similar trend. It implies when proposals cover the entire video area, we can get the best performance. Less proposals loss necessary information contained in frames, while more proposals provide redundant information.

6.2. Number of Nodes in Hidden Graph

One advantage of our graph module is that it allows us to configure different numbers of nodes in the hidden graph. We keep the number of RPN proposals fixed to 20 and alter the number of nodes in hidden graph to be 10, 20 and 40 separately. The results are reported in Table 6. For both visual and location graph, only when the number of nodes in hidden graph equals to the number of proposals, we can get the best performance. Interestingly, fewer graph nodes deteriorate the performance more seriously than more graph nodes. One possible explanation is a graph with fewer nodes compresses relations conveyed by proposals and causes information loss, while a graph with more nodes inserts irrelevant relations to the group of proposals and results in disrupting original information contained in videos. Keeping an equal amount of proposals and nodes in hidden graph ensures that information precisely flows from proposals into the hidden graph.

7. Conclusion

We propose a novel dynamic graph module to model higher-orders interactions in video activities. We devise two instantiations of the graph module: visual graph and location graph. We also provide two versions of the full model to process streaming videos and entire videos. Experiments exhibit that our model achieves competitive results. In the future, we will extend our graph module to tackle video prediction problems.
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