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Abstract

The gray level conservation is the underlying hypothesis of Digital Image Correlation (DIC). However, it may be challenging to enforce in some experimental configurations. Brightness and contrast corrections (BCCs) may be added to the registration procedure. Different types of BCCs were implemented for global DIC, and their benefits were analyzed for localized and diffuse sources of brightness changes. As a case study to apply BCCs, a refractory castable was placed inside a climatic chamber, and cracks were generated due to localized expansions during its curing and drying. To choose the best BCC for this case, two sets of images were considered. The first one allowed the noise floor levels to be evaluated. The second one dealt with the development of a crack network. The BCCs significantly reduced gray level residuals enabling cracks with small openings to be detected. The coarse discretization was effective in correcting lighting changes and avoided its coupling with the measured kinematic fields and other local phenomena.
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1. Introduction

Digital Image Correlation (DIC) registers images to measure displacement fields on specimen surfaces [1, 2] and in the bulk via digital volume correlation [3, 4]. The displacements may, for instance, be caused by mechanical loads [5] or thermal histories [6]. The images can be 2D [7], generated not only by visible light but also by infrared radiation [8, 9] or electron beams as in Scanning Electron Microscopy (SEM) [10, 11]. They can also be 3D volumes reconstructed from tomographic scans [12, 13].

Two advantages of DIC over conventional extensometry are highlighted. It provides full-field measurements (instead of point-data), and no physical contact is needed between the material and the probe [2, 5]. The first advantage represents an increase of the amount of gathered information. For example, displacement fields of entire surfaces are measured, and not only the crack mouth opening displacement during fracture tests. The correlation between measured fields and close-form solutions can be used to calibrate fracture mechanics parameters [14, 15]. The second advantage enables the technique to be applied to soft materials [16, 17] or at high temperatures [6, 18].

Independently of the image modality, the central hypothesis in DIC techniques is the gray level conservation when the reference and deformed images are matched (i.e., through the determination of the optical flow [19]). Many phenomena can disturb the optical flow, i.e., they can change the gray levels of pixels. Some of them are due to lighting of the experiment [20, 21, 2, 22, 23], drifts of electron beams in SEMs [11, 24], and variations of the refractive index caused by temperature gradients between the imaging device and the sample [18, 25]. The use of lighting with band pass filters [26, 27, 18] mitigated radiation effects due to high temperatures, or working at shorter wavelengths [14] as suggested by Planck’s law [28]. Besides the afore-mentioned hardware solutions, software solutions were also implemented very early on [20, 2]. It is worth noting that oftentimes these corrections are uniform over each interrogation window [21, 22, 23] and linear with respect to the reference image. The
Zero-Normalized Cross-Correlation (ZNCC) criterion is one of the most popular corrections [29, 21, 2, 22, 23]. For instance, this type of correction was used to investigate crack propagation in rocks [30]. Another known correction is a gray level average to minimize high temperature effects [31].

Gray level corrections were also introduced in global DIC via brightness and contrast field changes [32]. Some specific cases used the gray level corrections, for example, DIC analyses of infrared pictures [8, 9], and distortion corrections of infrared lenses [33]. Tests performed at temperatures up to 1860°C, for which gray level inversions occurred, can also be monitored via global DIC [28]. Such procedures were extended to global stereocorrelation to account for illumination variations [34], in hybrid multiview correlation to register images of different modalities [35]. In digital volume correlation, the determination of metric and topological differences on 3D woven composite samples also required gray level corrections [36]. Similarly, thanks to such corrections, the gap between modeling and analysis could be bridged for 3D woven composites [37].

To study the effect of brightness and contrast corrections in the results of global DIC, the monitoring of cracks during curing and drying of an MgO containing refractory castable was chosen as a case study. The conservation of gray levels was disturbed by temperature and air humidity (processing conditions) because they alter the refractive index of air [38]. In the field of refractory materials, DIC has been applied to their characterization [39, 40, 41, 14], and to the detection of initiation and propagation of cracks [42, 43]. For instance, DIC was used to analyze drying of mortar [44], and the crack pattern during curing and drying of refractory castables [45]. In the present work, small corrections in gray levels are proposed since the temperature levels remained less than 60 °C but the duration of the test was very long (i.e., 60 h). The corrections are based on brightness relaxation, contrast relaxation, or both, to reduce the changes in gray level residuals.

As the case study consists in monitoring cracks in a cube made of refractory castable put inside a climatic chamber, there are two sources of gray level variations, namely, the experimental environment (i.e., temperature and hu-
midity) and the development of crack networks. The corrections were applied to two different sets of images. The first set (set #1) used ten images acquired before crack initiation and investigated the influence of the environment. The second set (set #2) used all the images of the experiment to account for how the corrections affect the quantification of cracks. The outline of the paper is as follows. First, the material, the experiment and the enriched DIC framework are presented. Second, uncertainty quantifications are performed with set #1 for two different discretizations and three different corrections. Third, set #2 is studied by varying the same set of parameters. Their effect on the gray level residuals and maximum principal strain data will be assessed.

2. Material and Methods

2.1. Refractory castable

The refractory castable studied herein belongs to the group of high alumina refractories [46], and it contains 6 wt.% of caustic magnesia ($d_{90} < 33$ µm). The castable was formulated following the Alfred packing model with $q = 0.26$. The raw materials were tabular alumina (Almatis, Germany) and reactive aluminas CL370 and CT3000SG. A polycarboxylate ether-based dispersing agent (Castament® FS60, BASF, Germany) was selected. The amount of water was adjusted to provide 80% of the initial flow under vibration [47]. The Al$_2$O$_3$-MgO castable formulation is summarized in Table 1.
Table 1: Composition of the studied Al$_2$O$_3$-MgO based castable

| Raw materials                        | wt.% |
|--------------------------------------|------|
| Tabular alumina ($d \leq 6$ mm)      | 81   |
| Tabular alumina ($d < 45$ mm)        | 6    |
| Reactive alumina (CL370)             | 2    |
| Reactive alumina (CT3000SG)          | 5    |
| Caustic magnesia ($SA = 24.57 \text{ m}^2\text{g}^{-1}$) | 6    |
| Water                                | 5.1  |
| Dispersant                           | 0.2  |

A cubic specimen of size $\approx 70 \times 70 \times 70$ mm$^3$ was produced as follows:

- the castable was homogenized for 10 min in a rheometer;
- the mix was cast under vibration into a silicone mold with cavity dimensions of $70 \times 70 \times 70$ mm$^3$;
- the specimen and mold were stored in an in-house developed climatic chamber for 3 h at 50°C and 50% of air humidity before been unmolded;
- a face was painted using only black paint speckled on the light and mat hued surfaces to provide contrast for DIC purposes.

More details about the specimen production and the climatic chamber used in the experimental set-up can be found in Ref. [48].

2.2. Image acquisition

The hardware parameters of the optical setup are reported in Table 2. An exposure time of 3.2 s was chosen to perform a physical average of the intensity acquired by each pixel [49]. LED lights were put inside the climatic chamber for lighting purposes.
Table 2: DIC hardware parameters

| Parameter                  | Specification                                      |
|----------------------------|-----------------------------------------------------|
| Camera                     | CANON T5 Rebel                                     |
| Definition                 | 3529 × 5296 pixels (Bayer pixels)                   |
| Color filter               | Bayer                                               |
| Gray Levels amplitude      | 16 bits                                             |
| Lens                       | CANON 100-mm macro                                 |
| Aperture                   | f/22                                                |
| Field of view              | 65 × 65 mm²                                        |
| Image scale                | 50 µm/pixel                                         |
| Stand-off distance         | 102 cm                                              |
| Image acquisition rate     | 6 fpmin (set #1) and 2 fph (set #2)                 |
| Exposure time              | 3.2 s                                               |
| Patterning technique       | sprayed black paint                                |
| Pattern feature size       | 4 pixels (B/W)                                      |

*evaluated as full width at half maximum of autocorrelation function*

The images were acquired as RAW files and then converted to gray scale TIFF images using the Bayer filter [50]. The latter is an assembly of RGB filters arranged as a mosaic with a proportion of 25% red, 50% green, and 25% blue on the camera sensor. The conversion from RAW to TIFF was performed as the average of one red, two green, and one blue levels, which reduces the image definition by a factor $2 \times 2$. The time interval between acquisitions was 10 s for set #1 and 30 min for set #2 (i.e., ≈ 200 images were acquired during the test).

2.3. Gray Level Corrections in Global DIC

Global DIC consists in performing registrations over the whole ROI (and not subdividing it into small interrogation windows). The first propositions were based upon spectral decompositions of the displacement field [51, 52]. Then, finite element discretizations were considered [53, 54, 55]. The sought
The displacement field is written as

\[ \mathbf{v}(\mathbf{x}) = \sum_i v_i \Psi_i(\mathbf{x}), \]  

(1)

where \( \Psi_i(\mathbf{x}) \) are, in the present case, finite element shape functions, and \( v_i \) nodal displacements. The deformed image corrected by such displacement fields becomes

\[ \tilde{g}_{\{v\}}(\mathbf{x}) = g(\mathbf{x} + v_i \Psi_i(\mathbf{x})), \]  

(2)

where the column vector \( \{v\} \) gathers all nodal displacements \( v_i \). In global DIC, the gray level differences are globally minimized over the ROI

\[ T_g(\{v\}) = \|\tilde{g}_{\{v\}}(\mathbf{x}) - f(\mathbf{x})\|_{\text{ROI}}^2 \]  

(3)

such that the sought displacement is the argument that minimizes \( T_g(\{v\}) \)

\[ \{v\}_{\text{DIC}} = \arg \min_{\{v\}} T(\{v\}). \]  

(4)

Such writing corresponds to a nonlinear least squares minimization. For instance, a Gauss-Newton scheme can be selected. Let us then consider small amplitudes of nodal displacement corrections \( \delta v_i \), and Taylor expand \( \tilde{g} \) with respect to the current estimate of the nodal displacements \( \{v\} \)

\[ \tilde{g}_{\{v\}}(\mathbf{x} + \delta v_i \Psi_i(\mathbf{x})) = \tilde{g}_{\{v\}}(\mathbf{x}) + \nabla \tilde{g}_{\{v\}}(\mathbf{x}) \cdot \Psi_i(\mathbf{x}) \delta v_i + H.O.T. \]  

\[ \approx \tilde{g}_{\{v\}}(\mathbf{x}) + \nabla \tilde{f}(\mathbf{x}) \cdot \Psi_i(\mathbf{x}) \delta v_i, \]  

(5)

where the additional assumption \( \nabla \tilde{g}_{\{v\}}(\mathbf{x}) \approx \nabla \tilde{f}(\mathbf{x}) \) was used. With such linearization, the approximated least squares functional is quadratic in terms of displacement corrections. Its minimization then leads to a linear system

\[ [\mathbf{H}]_{\{v\}} = \{\mathbf{j}\}, \]  

(6)

where \([\mathbf{H}]\) is the (symmetric semi-definite positive) Hessian, and \( \{\mathbf{j}\} \) the right-hand side term, whose components read

\[ H_{ij} = \sum_{\text{ROI}} \left( \nabla \tilde{f}(\mathbf{x}) \cdot \Psi_i(\mathbf{x}) \right) \left( \nabla \tilde{f}(\mathbf{x}) \cdot \Psi_j(\mathbf{x}) \right) \]  

\[ j_i = \sum_{\text{ROI}} \left( \nabla \tilde{f}(\mathbf{x}) \cdot \Psi_i(\mathbf{x}) \right) \rho_{\{v\}}(\mathbf{x}) \]  

(7)
with
\[ \rho_{\{v\}}(x) = f(x) - \tilde{g}_{\{v\}}(x) \] (8)
the gray level residuals associated with the current estimate of the nodal displacements \{v\}. Iteratively solving system of equations (6), the nodal displacements and corrected image are updated. The procedure continues until a convergence criterion is reached, namely, the maximum amplitude of the nodal displacement corrections becomes less than a selected threshold (i.e., \(10^{-4}\) px in the present case).

In the above-described procedure, gray level conservation was assumed during optical flow. If such hypothesis is no longer satisfied, the previous residuals \(\rho_{\{v\}}(x)\) can still be lowered in a second step by considering brightness and contrast corrections (with no changes in displacements)
\[ \rho_{\text{bcc}}(x) = \rho_{\{v\}}(x) + q(x, f), \] (9)
where \(q(x, f)\) is the gray level correction field that depends on the pixel position \(x\), and the gray levels of \(f\). In the present work, the first two terms are selected
\[ q(x, f) \approx b(x) + c(x) f(x) \] (10)
and correspond to the brightness correction field \(b\), and contrast correction field \(c\). Such hypothesis leads to an affine model at the pixel level, which is commonly performed at the subset level in local DIC [20, 21, 2, 22, 23], yet generally not written in this form. In the following, non uniform corrections are considered. Various spatial approximations were proposed [32, 33, 9, 36]. Finite element discretizations were selected for the sake of simplicity and adaptability. As for the displacement field, the two correction fields are written as
\[ b(x) = \sum_k b_k \theta_k(x) \quad \text{and} \quad c(x) = \sum_k c_k \theta_k(x), \] (11)
where \(\theta_k(x)\) are (scalar) finite element shape functions, \(b_k\) nodal brightness and \(c_k\) nodal contrast corrections. The latter ones are obtained by minimizing the L2-norm of \(\rho_{\text{bcc}}\) with respect to the column vector \(\{\varsigma\}\) gathering all corrections \(b_k\).
and $c_k$. In the present case, a standard least squares minimization is performed (i.e., no iterations are needed). From these estimates, a corrected reference image $\hat{f}$ is computed

$$\hat{f}(x) = b(x) + (1 + c(x))f(x)$$

and instead of using $f$ in the first DIC step, the corrected reference image $\hat{f}$ is considered. Therefore, a staggered algorithm is used to minimize $\rho_{\text{bcc}}(x)$, namely, first minimizing $\rho_{\{\nu\}}(x)$ for given gray level corrections, and then $\rho_{\text{bcc}}(x)$ at fixed nodal displacements $\rho_{\{\nu\}}(x)$. These two steps are repeated until final convergence [36]. In the present case, final convergence is still checked on the maximum amplitude of the nodal displacement corrections (to become less than $10^{-4}$ px). All the results reported herein satisfied the convergence criterion in less than 200 iterations. This rather large number is due to the complexity of the studied phenomenon (i.e., crack network) in comparison with the very low displacement threshold, and the coupling between BCC and DIC steps.

It is worth noting that the shape functions of BCCs (Equation (11)) do not need to be identical to those used in the kinematic basis (Equation (1)). Consequently, the scale at which the displacement field is discretized can be different from that associated with brightness and contrast corrections. This remark shows that the present framework is adaptable to various situations. Two very different discretizations are studied hereafter.

2.4. Correction types

In the following analyses, three different types of gray level corrections were used, namely only brightness correction (B), only contrast correction (C), brightness and contrast (BC) corrections. Two discretizations were used, namely one 8-noded quadrilateral element (Q8) with the same size of the ROI. This Q8 element was used to perform gray level corrections taking into account the variations of brightness and contrast over the entire surface (i.e., with eight degrees of freedom (DOFs) per corrected component). A fine mesh (FM) composed of 3-noded triangular elements (T3) was used with an average size of 5 px.
mesh is made of 40,000 nodes. This second mesh was also utilized for the discretization of the displacement fields (i.e., DIC + BCCs) and for the analyses with no correction (i.e., no BCC).

The fine mesh can be seen in a zoomed zone shown in Figure 1. Such mesh covers the whole ROI but the elements are too small to be displayed in the reference image with no zoom. The results were designated by a tag as no BCC (i.e., no applied correction), and the mesh used in the correction followed by the type of correction. For example, Q8 B means only brightness correction using the 8-noded quadrilateral element.

Figure 1: Reference image used in the DIC analyses with an indication of the ROI and a zoomed zone containing one open pore

The images were processed using the Correli 3.0 framework [56] in which BCCs were implemented (Table 3).
Table 3: DIC analysis parameters

| Parameter                          | Value                          |
|------------------------------------|-------------------------------|
| DIC software                       | Correli 3.0 [56]              |
| Image filtering                    | none                          |
| Element length                     | 5 pixels                      |
| Shape functions                    | linear (T3)                   |
| Mesh                               | regular (see Figure 1)        |
| Matching criterion                 | see text                      |
| Interpolant                        | cubic                         |
| Displacement noise-floor            | see Table 4                   |
| Strain calculation                 | derivative of shape functions |
| Strain noise-floor                  | see Table 4                   |

3. Results

3.1. Uncertainty quantification

The effect of the experimental set-up in terms of gray level fluctuations and corresponding measurement uncertainties was analyzed using the image set #1. Each image was used as one reference, while the other nine as “deformed” pictures. This permutation resulted in 81 pairs analyzed by applying the three corrections, each one using the two discretizations as described in Section 2.4. In the following, the RMS nodal residuals are reported. They correspond to the integration of the gray level residuals $\rho_{\{\nu\}}$ weighted by the shape functions associated with each node of the finite element mesh. They were subsequently normalized by the dynamic range of the reference image for DIC with no BCC and compared to their counter-parts provided by DIC + BCC (i.e., $\rho_{bcc}$) using Q8 (Figure 2(a)), or FM discretization (Figure 2(b)). If there is no effect using the BCC procedure, then the data should lie on the 45° line. Further, the values of $\rho_{bcc}$ resulting from the two discretizations used in the BCCs are compared in Figure 2(c).

The results for $\rho_{bcc}$ with the three corrections and the two discretizations mostly lie below the 45° line, thereby proving that the BCCs reduced the overall
gray level residuals. This result shows that the BCC procedure is beneficial to the reported DIC analyses. For the Q8 element, C and BC corrections achieved lower levels in comparison to B corrections (Figure 2(a)). For the FM mesh, the analyses using B or BC corrections led to lower residuals than that using C correction only (Figure 2(b)). This difference in general trend is confirmed in Figure 2(c). Because more DOFs are available for BC corrections with respect to B or C, the residuals could be reduced more significantly. However, the results for BC corrections are very close irrespective of the number of DOFs.

Figure 2: Normalized nodal residuals associated with $\rho_{\text{bcc}}$ (expressed in % of the dynamic range) for each type of correction: brightness (B), contrast (C), brightness and contrast (BC) compared with DIC residuals with no BCC (computed from $\rho_{\text{DIC}}$). Two different discretizations were considered in the corrections. (a) Effect of BCCs using the Q8 element, and (b) the fine mesh (FM). (c) Comparison between the results obtained with both discretizations. The circled crosses depict the mean level of each case.
In Figure 2(c), the residuals obtained with both discretizations used for BCCs are compared. The results are close to the 45° line. The FM discretization performs better when applied with correction B than with C in which the results lie above the 45° line. It can be a consequence of the coupling between C corrections and the underlying kinematics because the same mesh is used for both of them. Besides, BC corrections performed equally well with the two discretizations. The fact that the residuals remain close allows the global BCC with a single Q8 element to be validated in addition to the FM discretization.

The same comparison procedure and permutation of images of set #1 was used to study the standard displacement uncertainties, which are reported in Figure 3.

![Figure 3](image)

Figure 3: Standard nodal displacement uncertainty (expressed in cpx) for each correction: brightness (B), contrast (C), as well as brightness and contrast (BC). The corrections were applied using different discretizations: (a) Q8 element and (b) fine mesh (FM). (c) Comparison between the two discretizations. The circled crosses depict the mean level of each case.
Only the horizontal component of the nodal displacements is reported since the same levels were found for the vertical component. The small level is a result of acquiring the images at the very beginning of the experiment, before crack network initiation (i.e., it allows for an estimation of the noise-floor levels). Further, the short time intervals (i.e., 10 s) between acquisitions reduce the amount of drift that may occur. Thus, in addition to acquisition noise, brightness differences (due to illumination variations) are the main source of displacement fluctuations for image set #1. The standard deviation of each nodal displacement was computed thanks to the 81 analyses, and then it was averaged over all considered nodes for various corrections.

Figures 3(a,b) show that there is a significant reduction (i.e., one order of magnitude) in standard displacement uncertainty for any of the applied corrections and the two discretizations in comparison to DIC with no BCC. In the present case, the C and BC corrections are more effective than B (Figure 3(c)). Such observations apply to both discretizations. The fact that the gray level residuals could be reduced in addition to achieving lower displacement uncertainties validates the BCC procedures in the present experimental configuration.

The case study discussed herein consists of monitoring and quantifying cracks induced by curing and drying. Therefore, the maximum principal strain field is one of the essential quantities to analyze since it can be related to the crack opening displacement [45, 48]. With the selected elements (i.e., T3), the strains are uniform over each element. These values were considered with no filtering, and the in-plane principal strains were computed, of which the maximum level was selected since cracks are detected with this quantity [13]. Figure 4 shows that the general trends are very close to those observed with displacement data (Figure 3) since strain uncertainties are proportional to displacement uncertainties [57].
Figure 4: Standard deviation of the maximum principal strain (expressed in %₀/₀₀₀₀₀₀₀) for each correction type: brightness (B), contrast (C), brightness and contrast (BC). The corrections were applied using different discretizations: (a) Q8 element and (b) fine mesh (FM). (c) Comparison between the two discretizations. The circled crosses depict the mean level of each case.

The previous results are summarized in Table 4. For both discretizations studied herein, the BC correction leads to the lowest gray level residuals. For the displacement and strain uncertainties, the coarse discretization provides slightly lower levels. This observation means that, in the present case, the increase in DOF (FM) is irrelevant for the gray level variations, which uniformly affect the surface of interest, and the Q8 discretization is sufficient. The latter has a scale separation with the kinematic basis that will avoid couplings between the two steps of the registration procedure.
3.2. Applying BCCs to curing and drying experiment

The BCC procedure was applied to image set #2 during curing and drying of the refractory cube. The discretizations and DIC parameters were the same as those used in set #1 (Table 3 and Figure 1). The gray level residual $\rho$ and maximum principal strain $\varepsilon_1$ fields obtained with DIC with no BCC are shown in Figure 5 for the last acquired image of the experiment (i.e., when the crack network is the most developed). Both fields show the presence of cracks. They appear as high absolute gray levels in the residual field because they do not satisfy displacement continuity and new gray levels are created by their opening. The elements located on the cracks lead to a high value of maximum principal strain. Both fields are grainy, which indicates the presence of fluctuations affecting them.
Figure 5: (a) Gray level residuals (in % of dynamic range) and (b) maximum principal strain (dimensionless) field for the last image acquired during curing and drying of the refractory cube.

Figure 6 shows the gray level residual fields $\rho_{\text{bcc}}$ when BCCs were applied. The use of B and BC corrections for Q8 and FM discretizations significantly reduced the levels of the residual field, when the BCCs results are compared to those with no BCC (see Figure 5). The regions without cracks presented very low levels $\approx 0.05\%$ (Figure 6(a,b,e,f)). When only C corrections were applied, both Q8 and FM results induced gray level residual fields similar to that provided by DIC with no BCC. These fields are very grainy, which makes the larger cracks barely distinguishable (Figure 6(c,d)) for both discretizations.
Figure 6: Normalized gray level residuals (in % of dynamic range) for the last image captured during curing and drying when three corrections: brightness (B), contrast (C), brightness and contrast (BC) were carried out with two discretizations (Q8 and FM).

Pores are regions with low contrast, i.e., regions with uniform dark gray pixels due to the shadow formed by the depth of these artifacts (Figure 1), which may be considered as defects and corrected by the BCC procedures. Besides, the cracks create new gray levels during their opening, as mentioned herein, which makes them an additional source of gray level variation. However, the cracks caused by MgO hydration and their quantification are the main objective for the present case study. If the corrections affect the detection of cracks, it is important to check the effect of BCCs on their representation. One can notice
that the Q8 discretization shows high values of gray level residuals in porous regions \(i.e., \approx 5\%\), for B or BC corrections. Though, the residuals are low for the same regions in the FM results \(\approx 0.5\%\), which means that the FM can correct such effect thanks to the high number of nodes, and the element size close to the pore one (Figure 1), \(i.e.,\) enough DOFs (80,000 for FM BC). Conversely, the FM correction spreads the gray level residuals in the cracked regions. It may compromise the evaluation of the crack positions. The effect of smeared residuals around cracks is reduced in the Q8 results because of the minimal number of DOFs (16 for Q8 BC) that ignores the effect of the pores, and also reduces the issue in crack detection.

The results obtained by different BCCs are further compared using histograms of gray level residuals (Figure 7). The histograms for C corrections using both discretizations are close to those with no BCC. The FM C case increased the range of gray level residuals by \(\approx 30\%\), thereby showing a lower quality of the results. Such effect is due to the coupling of contrast correction and the kinematic, which should be avoided [32]. The other corrections \(i.e.,\) B and BC) resulted in distributions centered about zero for both discretizations, which are significantly lower for the FM one. This shape is expected for the standard acquisition noise, which usually is white and Gaussian as a first approximation [32]. Further, there are many pixels close to zero gray level residuals that correspond to regions with no crack \(i.e.,\) clusters of aggregates. Comparing B and BC results for both discretizations, B resulted in slightly wider distributions because it uses two times fewer DOFs.
The frame-wise RMS of the gray level residuals is reported for the image set #2 (i.e., entire experiment) in Figure 8. The DIC result with no BCC is related to various sources of gray level changes such as lighting and vapor stream. The C correction performed poorly compared to B and BC. Further, the FM C analysis randomly increased the fluctuations in different frames. In the present case, such corrections should not be used. Conversely, the RMS residuals were significantly reduced with B and BC corrections, from an average RMS of 5% for DIC with no BCC to 1.5% for B and BC corrections. Last, the RMS levels start to increase after frame 100 for all corrections. This trend is related to the opening of numerous cracks, i.e., they are one source of gray level residuals even when corrections with many DOFs (FM B and FM BC) are used.
Figure 8: RMS residuals (in % of dynamic range) for the six BCC analyses. (a) All analyses. (b) Details for the sets of parameters with smaller RMS residuals. The BCC using coarse or fine discretizations reduced the residual levels when compared to DIC with no BCC.

In Figure 8(b), the three cases with higher RMS residuals (i.e., no BCC and C corrections with both discretizations) are excluded to make easier the comparison between B and BC results. The BC correction for Q8 and FM reduced the residuals, and increased the difference between the results of the two discretizations for B, which indicates that BC is more sensitive to the mesh type than B. However, the mean difference of RMS residuals between B and BC...
corrections remains small \(i.e., \approx 0.5\%\) of the dynamic range.

The maximum principal strain \(\epsilon_1\) fields for the last image of the experiment (frame 200) were obtained using all BCC procedures (Figure 9).

![Maximum principal strain for DIC with BCC](image)

Figure 9: Maximum principal strain (dimensionless) field for the last image acquired during the experiment using the corrections: brightness (B), contrast (C), brightness and contrast (BC), carried out with two discretizations (Q8 and FM).

The levels of \(\epsilon_1\) are uniform, mainly for B and BC corrections and close to zero in cluster regions, which is different for the grainy fields obtained using DIC with no BCC (see Figure 5(b)). The low strain regions are expected because the MgO hydration is a heterogeneous expansion that occurs in the matrix of the castable [46]. The B and BC corrections allowed small cracks to be detected \(i.e.,\)
elements with low $\epsilon_1$ levels), which were more difficult to spot in DIC results with no BCC. Further, the effect of the pores mentioned in the gray level residuals is not observed in the strain fields for the cases using the FM discretization. The latter erases spurious gray level variations caused by the pores. However, they may lead to higher strain levels, which would be considered as cracks in some analyses, such as the crack density [48], and thereby reduce the accuracy of the damage evaluation.

The BCCs reduced not only the effect of the pores but also that one of the cracks, which are localized sources of gray level changes. This phenomenon causes the appearance of elements with very small $\epsilon_1$ in the crack path as if the BCCs tried to close the cracks. It is mainly relevant for corrections using FM because this discretization has more DOFs that enable BCCs to act in localized segments of the surface of interest. FM C corrections resulted in a grainy field caused by their coupling with the underlying kinematics. The FM B and FM BC routes led to similar $\epsilon_1$ fields, except for the apparent wider cracks in FM BC and their levels smaller than the FM B results. To make the comparison easier between the fields of a pair of BCCs, their differences $\Delta \epsilon_1$ are reported in Figure 10.

As the case study discussed in this paper concerns the monitoring of open cracks, it means that the maximum principal strain $\epsilon_1$ is always positive. This feature is useful to distinguish the effect of each BCC by the level in the $\Delta \epsilon_1$ fields of Figure 10. For example, in Q8 B - Q8BC $\Delta \epsilon_1$ (Figure 10(a)) the blue artifacts are due to Q8 BC, because it represents negative values in the color map. These artifacts are pore effects that were better corrected by Q8 B than Q8 BC. In the strain difference FM B - FM BC, no pore effect is observed in Figure 10(b). However, they can be seen in red in Figures 10(c,d), and are attributed to Q8 B and Q8 BC, respectively. These results confirm the hypothesis that the FM procedures correct the pore effects, but the Q8 ones do not. Such feature of the FM procedures is due to the localized effect of the corrections provided by the higher number of DOFs (i.e., 40,000 for B and 80,000 for BC corrections).
Figure 10: Difference of maximum principal strain fields $\Delta \epsilon_1$ (dimensionless) between: (a) Q8 B and Q8 BC, (b) FM B and FM BC, (c) Q8 B and FM B, and (d) Q8 BC and FM BC to show how different corrections affect the cracks. The range of the color map was reduced to improve the contrast.

The effect of the BCCs on the crack opening (or equivalently on the strain fields) is analyzed in the sequel. In Figure 10(b), a red crack path due to FM B is mostly surrounded by blue levels provided by FM BC corrections. Red crack paths (Figures 10(c,d)) are due to Q8 corrections, which do not have a localized effect, as observed for correcting the pore effects. The paths are surrounded by the same blue artifacts, which are due to FM B and FM BC corrections that spread the grey level residuals and, consequently, reduce the $\epsilon_1$ levels in the main paths and increase it in some adjacent elements.

Histograms are also used to compare different distributions for the $\epsilon_1$ fields.
(Figure 11). The vertical axis is represented in logarithmic scale to make possible the visualization of the number of elements with high $\epsilon_1$ levels. Similar to the histograms obtained for the gray level residuals, the C corrections, mainly the FM C, are not efficient since they are close to the strain distributions of DIC with no BCC. The other corrections led to distributions with a higher number of elements in low and high strains than in DIC with no BCC, i.e., there is a clear separation of cluster zones ($\epsilon_1 \approx 0$) and cracks (high $\epsilon_1$). Moreover, the distributions are very similar for B and BC corrections using both discretizations. Large crack openings led to deviations, mainly for the FM BC, which showed fewer elements in high $\epsilon_1$ because this procedure has a strong localized effect and corrects the increase in gray level residuals due to cracks.

![Figure 11: Histograms of maximum principal strain (dimensionless) for all BCC procedures using the last image of the experiment](image)

The mean and standard deviation of maximum principal strains are plotted as a function of time (Figure 12). As expected from the previous analyses, the C corrections are very close to DIC with no BCC throughout the whole history. They are fluctuating in time a lot more than the other corrections, which are consistent for both reported quantities. The differences between the various corrections are more important on the mean levels of $\epsilon_1$ than on its standard
deviation. This observation proves that when the corrections are not optimal, the mean $\epsilon_1$ is over-estimated.

By considering all the previous results, it is concluded that only the contrast correction is not advisable as it led to results very close to those with no correction at all. The brightness and contrast correction is the best type (as it lowers the residuals the most) even though the brightness correction alone also gave good results. The small number of DOFs required with one Q8 element...
makes it the best choice for the discretization.

4. Conclusion

A case study where a refractory cube was kept in a climatic chamber during curing and drying was presented. Inside the chamber, the vapor stream and the temperature (50°C) acted all over the surface of interest, thereby inducing gray level changes. Besides, there were two localized sources of gray level variation, namely, open pores on the photographed surface and cracks, which were due to the hydration of MgO present in the castable formulation. Brightness and contrast corrections (BCCs) were performed in the registration, namely brightness (B), contrast (C), and brightness and contrast (BC). The BCCs made use of two discretizations for the same region of interest: one 8-noded quadrilateral element (Q8) and a fine mesh (FM with 5-px triangular elements) also used to measure displacement fields. The acquired images were divided into set #1 composed of 10 images at the beginning of the experiment (i.e., before crack initiation), and set #2 covering the whole experiment. Set #1 was used to analyze the performance of the BCCs against the effects of vapor stream and the temperature, whereas the goal of BCCs with set #2 was to correct the pore effect without compromising the crack quantification.

The uncertainty quantifications (with set #1) showed that all BCCs were able to lower the gray level residuals due to experimental variations of lighting with no cracks. BC corrections led to the lowest displacement and strain uncertainties for both discretizations, which were one order of magnitude less than DIC results with no BCC. Conversely, B and C corrections were discretization-dependent. Such results highlight the gains that can be expected if such corrections are implemented.

BCCs significantly reduced the gray level residuals in the presence of cracks. The coupling between C corrections and cracks made them ineffective. B and BC corrections resulted in maximum principal strain and gray level residual fields with high values mostly concentrated in the cracked regions, and lower values
in the zones around them containing aggregate clusters. This result enabled
the visualization of small cracks that were difficult to pinpoint via DIC with
no BCC. The Q8 discretization should be selected to avoid interpreting pores
as cracks because it fully decouples the very details of the kinematics from BC
corrections. It is worth noting that finer meshes (e.g., of the characteristic size
that of pores) but not as fine as that used for capturing the complex kinematics
induced by crack networks could also be investigated in the future to confirm
this hypothesis.

The above discussions showed that BCCs were desirable in the case studied
herein as they led to significant gains in terms of noise-floor levels and detection
of very localized features (i.e., cracks). Special care should be exercised in
the choice of discretization since it may lead to undesired couplings with the
underlying kinematics. BCCs provide additional DOFs that have to be selected
with good understanding of the phenomena at stake in the studied experiment
(e.g., illumination conditions, image modality, kinematic basis). Once properly
selected, they mitigate temporal fluctuations (Figure 12) that are nonphysical
with no need for other regularization strategy.
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