Unsupervised domain adaptation for medical imaging segmentation with self-ensembling
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A B S T R A C T

Recent advances in deep learning methods have redefined the state-of-the-art for many medical imaging applications, surpassing previous approaches and sometimes even competing with human judgment in several tasks. Those models, however, when trained to reduce the empirical risk on a single domain, fail to generalize when applied to other domains, a very common scenario in medical imaging due to the variability of images and anatomical structures, even across the same imaging modality. In this work, we extend the method of unsupervised domain adaptation using self-ensembling for the semantic segmentation task and explore multiple facets of the method on a small and realistic publicly-available magnetic resonance (MRI) dataset. Through an extensive evaluation, we show that self-ensembling can indeed improve the generalization of the models even when using a small amount of unlabeled data.

1. Introduction

In the past few years, the research community has witnessed the fast developmental pace of deep learning (LeCun et al., 2015) approaches for unstructured data analysis, arguably establishing an important scientific milestone. Deep neural networks constitute a paradigm shift from traditional machine learning approaches for unstructured data. Whereas the latter rely on hand-crafted feature engineering for improving learning over images, text, audio, and similarly unstructured inputs, deep neural networks are capable of automatically learning robust hierarchical features, in what is known as representation learning. Deep learning approaches have achieved human-level performance on many tasks and, indeed, sometimes even surpassing it in applications such as natural image classification (He et al., 2016), or arrhythmia detection (Rajpurkar et al., 2017).

Due to its popularity and compelling results in many domains, deep learning attracted a lot of attention from the medical imaging community. A recent survey by Litjens et al. (2017) analyzed more than 300 medical imaging studies, and found that deep neural networks have become pervasive throughout the field of medical imaging, with a significant increase in the number of publications between 2015 and 2016. The survey also identified that the most addressed task is image segmentation, likely due to the importance of quantification of anatomical structures and pathologies (Gros et al., 2018) for disease diagnosis and prognosis, as opposed to less informative tasks such as classification of pathologies or detection of structures, which can be posed as a segmentation tasks as well, but not the opposite.

Deep neural networks are thus becoming the norm in medical imaging, though there are still several unsolved challenges that remain to be addressed. For instance, one of the most well-known problems is the high sample complexity, or how much data deep learning requires to accurately learn and perform well on unseen images, which is related to the concepts of model complexity and generalization, active areas of research in learning theory (Neyshabur et al., 2017).

The large amount of required data to train deep neural networks can be partially mitigated with techniques such as transfer learning (Yosinski et al., 2014; Zamir et al., 2018). However, transfer learning is problematic in medical imaging because a large dataset is still required so the models can benefit from the inductive transfer process. Unlike the case of natural images, where annotations can be easily provided by non-experts, medical images require careful and time-consuming analysis from trained experts such as radiologists.

Yet another challenge when deploying deep learning models to medical imaging analysis – and perhaps one of the most difficult to solve – is the so-called data distribution shift, wherein different imaging scenarios (e.g. parameter choices, different protocols) can result in vastly different data distributions, despite imaging a common object. Therefore, models trained under the empirical risk minimization (ERM) principle, might fail to generalize to other domains due to its strong assumptions. ERM is the statistical learning principle behind many machine learning...
methods, and it offers good learning guarantees and bounds if its assumptions hold, such as the fact that the training and test datasets derive from similar domains. However, in practice, this assumption is often violated.

When a deep learning model that assumes independent and identically-distributed (iid) data is trained with images from one domain and is subsequently deployed on images from a different domain (e.g. distinct imaging center), that follow a distinct data distribution, its performance often degrades by a large margin. An example of domain shift can be seen in magnetic resonance imaging (MRI) in different centers, where machine vendor, software versions, radio-frequency coils, and sequence parameters (e.g., slice positioning, image resolution) often vary, producing images that come from different distributions. Fig. 1 illustrates those inter-center differences in data distribution, based on data from the Gray Matter (GM) segmentation challenge (Prados et al., 2017). Fig. 2 illustrates the associated voxel intensity distribution for the same dataset.

Although this distribution shift is common in medical imaging, the problem is surprisingly ignored during the design of many different challenges in the field. It is common to have the same domain data (same machine, protocol, etc.) on both training and test sets. However, this homogeneous data split often does not represent the reality and in many cases will produce over-optimistic evaluation results. In practice, it is rare to have labeled data available from a new center before training a model, hence it is common to use a pre-trained model from a different domain on completely different data. Therefore, it is paramount to have a proper evaluation avoid contaminating the test set with data from the same domain that is present in the training set. Incurring the risk of the detrimental effects of inadequate evaluations (Zech et al., 2018). The name given to learn a classifier model or any other predictor with a shift between the training and the target/test distributions is known as “domain adaptation” (DA). In this work we expand upon a previously-developed method (French et al., 2017) for DA based on the Mean Teacher (Tarvainen and Valpola, 2017) approach, to segmentation tasks, the most addressed task in medical imaging.

We provide the following contributions: (i) we extend the unsupervised DA method using self-ensembling for the semantic segmentation task; to the best of our knowledge, this is the first time this method is used for semantic segmentation in medical imaging; (ii) we explore some model components such as different consistency losses, and evaluate the performance of our method on a series of experiments using a realistic small MRI dataset; (iii) we perform an ablation experiment to provide strong evidence that unlabeled data is responsible for the observed performance improvement, ruling out the effects of the exponential moving average; (iv) we provide visualizations to derive insight into the model dynamics of the unsupervised DA task.

This paper is organized as follows. In Section 2 we present related work, in Section 3 we give a brief treatment to the unsupervised DA task and its connection to semi-supervised learning. In Section 4 we describe our method in terms of model architecture and corresponding design decisions. In Section 5 we describe the dataset used in our experiments and how we performed the data split for the DA scenario. In Section 6 we provide the experiment results, followed by an ablation study in Section 7. In Section 8 we provide visual insights from the adaptation dynamics.

Fig. 1. Samples of axial MRI from four different centers (UCL, Montreal, Zurich, Vanderbilt) that participated in the SCGM Segmentation Challenge (Prados et al., 2017). Top row: original MRI images. Bottom row: crop of the spinal cord (green rectangle). Reproduced from (Perone and Cohen-Adad, 2018b). Best viewed in color.

Fig. 2. MRI axial-slice pixel intensity distribution from four different centers (UCL, Montreal, Zurich, Vanderbilt) that collaborated to the SCGM Segmentation Challenge (Prados et al., 2017). Normalized between 0 and 1 per center.
of the model for multiple domains. Finally, in Section 9 we discuss our findings and limitations of our work. In the spirit of open science and reproducibility, we also provide more information regarding data and source-code availability in Section 10.

2. Related work

Deep learning methods for medical imaging has become a popular research focus in recent years (Lijens et al., 2017). Before the development of deep learning models, initial work was focused mostly on patch-based (Coupé et al., 2011) segmentation. With the growing interest in deep learning for computer vision, the first attempts using Convolutional Neural Networks (CNNs) for image segmentation processed image patches through a sliding window, to yield segmented patches, which were then stitched together to yield the final segmented image (Lai, 2015). The main drawbacks of this approach are computational cost (i.e., several forward passes are required to produce the segmented images) and inconsistency in predictions, the latter of which can be fixed or partially mitigated by overlapping sliding windows, depending on the network architecture.

Though patch-wise methods continue to be actively researched (Hou et al., 2016) and have led to several advances in segmentation (Lai, 2015), presently, the most common deep architecture for segmentation is or is based on the so-called Fully Convolutional Network (FCN) (Long et al., 2015). This architecture is solely based on convolutional layers with the final result not depending on the use of fully-connected layers. FCNs can provide a fully-segmented image within a single forward step, and with variable output size depending on the size of the input tensor. One of the most well-known FCNs for medical imaging is the U-net (Ronneberger et al., 2015), which combines convolutional, down-sampling, and upsampling operations with skip non-residual connections. In this work we used the U-Net architecture, although the proposed framework is decoupled from the choice of network architecture, as further discussed in Section 4.3.

Deep Domain Adaptation (DDA), which is a field unrelated in essence to medical imaging, has been widely studied in the recent years (Wang & Deng, 2018). We can divide the literature on DDA as follows: (i) methods based on building domain-invariant feature spaces through auto-encoders (Ghifary et al., 2016), adversarial training (Ganin et al., 2016), GANs (Hoffman et al., 2017; Sankaranarayanan et al., 2018), or disentanglement strategies (Liu et al., 2018; Cao et al., 2018); (ii) methods based on the analysis of higher-order statistics (Li et al., 2016; Sun and Saenko, 2016); (iii) methods based on explicit discrepancy between source and target domains (Tseng et al., 2014); and (iv) self-ensembling methods based on implicit discrepancy (French et al., 2017; Tarvainen and Valpola, 2017).

In (Hoffman et al., 2017), the authors trained GAN with cycle-consistent loss functions (Zhu et al., 2017) to remap the distribution from the source to the target dataset, thereby creating target domain specific features for completing the task. In (Sankaranarayanan et al., 2018), GANs were employed as a means of learning aligned embeddings for both domains. Similarly, disentangled representations for each domain have been proposed (Liu et al., 2018; Cao et al., 2018) with the goal of generating a feature space capable of separating domain-dependent and domain-invariant information.

In (Li et al., 2016), the authors proposed to change parameters of the neural network layers for adapting domains by directly computing or optimizing higher-order statistics. More specifically, they proposed an alternative for batch normalization called Adaptive Batch Normalization (AdaBN) that computes different statistics for the source and target domains, hence creating domain-invariant features that are normalized according to the respective domain. In a similar fashion, Deep CORAL (Sun and Saenko, 2016) provides a loss function for minimizing the covariances between target and source domain features.

Discrepancy-based methods pose a different approach to DDA. By directly minimizing the discrepancy between activations from the source and target domain, the network learns to generate reasonable predictions while incorporating information from the target domain. The seminal work of Tseng et al. (2014) directly minimizes the discrepancy between a specific layer with labeled samples from the source set and unlabeled samples from the target set.

Implicit discrepancy-based methods such as self-ensembling (French et al., 2017) have become widely used for unsupervised domain adaptation. Self-ensembling is based on the Mean Teacher network (Tarvainen and Valpola, 2017), which was first introduced for semi-supervised learning tasks. Due to the similarity between unsupervised domain adaptation and semi-supervised learning, there are very few adjustments that need to be made to employ the method for the purposes of DDA. Mean Teacher optimizes a task loss and a consistency loss, the latter minimizing the discrepancy between predictions on the source and target dataset. We further detail how Mean Teacher works in Section 4.1.

There are a few studies that report results of using different data domains for medical imaging by making use of the unsupervised domain adaptation literature. The work (Al-Badawy et al., 2018) discusses the impact of deep learning models across different institutions, showing a statistically significant performance decrease in cross-institutional train-and-test protocols. A few studies have applied domain adaptation to medical imaging directly by using adversarial training (Nam et al., 2017; Chen et al., 2018; Zhang et al., 2018; Lafarge et al., 2017; Javanmardi and Tasdizen, 2018; Dou et al., 2018), with some studies using generative models to augment training (Mahmood et al., 2018; Madani et al., 2018). Nevertheless, to the best of our knowledge, this present work is the first to address the problem of domain shift in medical image segmentation by extending the unsupervised DA self-ensembling method to semantic segmentation tasks.

3. Semi-supervised learning and unsupervised domain adaptation

A common approach for improving training when few labeled examples are available is semi-supervised learning, which is defined as follows: given a labeled dataset with distribution \( \mathcal{P}(X_l) \) and unlabeled data with distribution \( \mathcal{P}(X_u) \), learn from both labeled and unlabeled data in order to improve a supervised learning task (say, classification) or an unsupervised learning task (say, clustering).

Semi-supervised learning methods tend to perform well when unlabeled data actually come from the same distribution as the labeled data. This allows the learning algorithm to leverage its knowledge using unlabeled data, which usually represents the majority of samples. As promising as semi-supervised learning is, the assumption that the distribution of unlabeled data \( \mathcal{P}(X_u) \) is similar to \( \mathcal{P}(X_l) \) often fails in real-world applications. We refer the reader to a thorough evaluation of semi-supervised learning methods and their limitations in (Odena et al., 2018).

It often happens that models are applied in situations that are largely different from those in which they were originally trained. Examples include different weather conditions for outdoor activity recognition, or different cities for training driverless vehicles. These changes in scenario shift the data distribution \( \mathcal{P}(X_l) \), reducing the quality of the predictions in cases where the model was not properly adapted to the desired condition.

The difference between the distributions from the examples used in training and test sets is called domain shift. Consider a source dataset with input distribution \( \mathcal{P}(X_l) \) and label distribution \( \mathcal{P}(Y|X_l) \), as well as a target dataset with input distribution \( \mathcal{P}(X_t) \) and labels \( \mathcal{P}(Y|X_t), \mathcal{P}(X) \neq \mathcal{P}(X_t) \). Domain adaptation can be addressed via a supervised approach where labeled data from the target domain is available, or via unsupervised learning where only unlabeled data is available for the target domain.

When a method addresses the problem of domain adaptation using unlabeled data for the target domain, which is the most common and useful scenario, the task at hand is called unsupervised domain adaptation. Unsupervised domain adaptation methods assume that distributions \( \mathcal{P}(X_l), \mathcal{P}(Y|X_l) \) and \( \mathcal{P}(X_t) \) are available, while \( \mathcal{P}(Y|X_t) \) is not. In other words, only the source dataset provides labeled examples. Hence, the
task is to leverage knowledge from the target domain using the unlabeled data available in \(P(X_t)\).

4. Method

This section details the base domain adaptation methods that we used for the medical image application. We further discuss the changes that are needed to enable unsupervised domain adaptation for segmentation tasks, as opposed to the typical classification scenario.

4.1. Self-ensembling and mean teacher

Self-ensembling was originally conceived as a viable strategy for generating predictions on unlabeled data (Laine and Aila, 2016). The original paper proposes two different models for self-ensembling. The first model, called \(\Pi\), employs a consistency loss between predictions on the same input. Each input from a batch is passed twice through a neural network, each time with distinct augmentation parameters, to yield two different predictions. A squared difference between those predictions is minimized along with the cross-entropy for the labeled examples. The second model, called \(\text{temporal ensembling}\), works under the assumption that as the training progresses, averaging the predictions over time on unlabeled samples may contribute to a better approximation of the true labels. This pseudo-label is then considered as a target during training. The squared difference between the averaged predictions and the current one is minimized along with the cross-entropy for labeled examples. The network performs the exponential moving average (EMA) to update the generated targets at every epoch:

\[
f'(x) = a f(x)_{t-1} + (1-a)f(x),
\]

(1)

Where \(t\) is the step, \(x\) is the data, \(f(\cdot)\) is the network and \(a\) is a momentum term that controls how far the ensemble reaches training history data.

Self-ensembling was extended to directly combine model weights instead of predictions. This adaptation is called the Mean Teacher (Tartinen and Valpola, 2017) model. Considering Eq. (1) for updating the target pseudo-labels, Mean Teacher updates the model weights at each step, thus generating a slightly improved model compared to the model without the EMA, a framework which is linked to the Polyak-Ruppert Averaging (Polyak and Juditsky, 1992; Ruppert, 1988). In this scenario, the EMA model was named teacher, and the standard model, student. The update function is as follows:

\[
\theta'_t = a \theta_{t-1} + (1-a)\theta,
\]

(2)

where \(\theta\) are the model parameters, \(t\) is the step and \(a\) is the hyperparameter regulating the importance of the current model’s weights with respect to previous models. The best results are achieved when \(a\) is increased later on during training, as the student is close to convergence, causing the teacher model to benefit from having a larger memory of its past weights.

Each training step involves a loss component for both labeled and unlabeled data. All samples from a batch are evaluated by both the student and teacher models, with their respective predictions compared via the consistency loss. The labeled data, however, is also compared to its ground truth, as traditionally performed in segmentation tasks, in which we call the task loss:

\[
J(\theta) = J_{\text{task}}(\theta) + \gamma J_{\text{consistency}}(\theta) + \lambda R(\theta)
\]

(3)

where \(\gamma\) and \(\lambda\) are the Lagrange multipliers that represent, respectively, the consistency and regularization weights. The \(\gamma\) hyperparameter was empirically found to improve results when it varied through time, given that in the earlier training steps the network continues to generate poor results. The consistency weight follows a sigmoid ramp-up saturating at a given user-defined value.

Mean Teacher follows the dynamics of model distillation (Hinton et al., 2015). In this scenario, a trained model is used for predicting instances and its output is used as labels for another, smaller model. This is considered a good practice as soft labels tend to better represent the characteristics of the classes (e.g., the representation distance between a Siberian Husky and an Alaskan Malamute should arguably be smaller than the distance between a Siberian Husky and a Persian Cat). Unlike traditional distillation formulations, the Mean Teacher framework also uses the teacher model to generate labels for unlabeled data and represents a model of the same size that is simultaneously updated during training.

The Mean Teacher framework was also extended for unsupervised domain adaption in (French et al., 2017). Among the proposed changes, the authors modified the data batches such that each batch consists of images from both the source and target domains. At each step, the student model evaluates images from the source domain and computes derivatives via a task loss based on the ground truth. The target domain images, which are unlabeled, are used to compute the consistency loss by comparing predictions from both student and teacher models. It differs from its original formulation in that the teacher model only has access to unlabeled examples (in this case, examples from the target domain). Each loss function is thus responsible for improving learning at a single domain. The task loss is evaluated by comparing the predictions against the ground truth for the labeled examples (source domain). For the consistency loss, MSE is often used to evaluate the predictions from both student and teacher models for the unlabeled examples (target domain).

4.2. Adapting mean teacher for segmentation tasks

Both the original and adapted Mean Teacher versions for unsupervised domain adaptation rely on the cross-entropy classification cost. Given that we are not dealing with classification but with a segmentation task, we need to minimize a different loss function that takes into consideration the particularities of that task. Originally proposed in (Milletari et al., 2016), the Dice loss generates reliable segmentation predictions due to its low sensitivity to class imbalance:

\[
J_{\text{task}}(\theta) = -\frac{2\sum_{i=1}^{N}p_i \hat{g}_i - \sum_{i=1}^{N}p_i \hat{g}_i}{\sum_{i=1}^{N}p_i + \sum_{i=1}^{N}g_i}
\]

(4)

where \(p_i\) and \(g_i\) are flattened predictions and ground truth values for an instance, respectively. Dice was kept as the task loss for both baseline and adaptation experiments. Note that the dice loss is computed for the entire batch at once, unlike the typical strategy of averaging when using cross-entropy, for instance.

A second problem when training the student and teacher models for segmentation tasks is the inconsistency introduced between training samples of the student and teacher models when a spatial transformation (e.g., translation, rotation, or any similar spatial transformation for the purpose of data augmentation) is applied with different parameters to both inputs of the teacher and student models.

To solve that problem we used the same approach employed by (Perone and Cohen-Adad, 2018a) as shown in Fig. 4. The spatial transformation \(g(x; \phi)\), where \(x\) is the input data and \(\phi\) are the transformation parameters (i.e., rotation angle), is applied to the student model before feeding data into the model. For the teacher model, the same transformation \(g(x; \phi)\) is applied to the predictions of the teacher model, causing both predictions to be aligned for the consistency loss. This framework is possible because backpropagation only occurs for the student model and therefore there is no need for differentiation on the delayed augmentation of the teacher model. The proposed method is illustrated in Fig. 4. Examples of images after data augmentation and their respective compensated ground truth are shown in Fig. 3.

We decided to only conduct data augmentation at the slice-level, not taking into consideration column-wise cord deformations. This makes
implementation easier and also more generalizable for datasets that do not have access to full-volume data, with the cost of maybe not producing realistic results. Another advantage is the possibility to generate augmented data during training without much computational cost. The actual augmentation protocol we follow is an elastic transformation, a random affine transform, and a random tensor channel shift that adds or subtract a value which is sampled from a uniform distribution into the entire channel (voxel-wise).

4.3. Model architecture

Since the U-net (Ronneberger et al., 2015) is widely applied in medical imaging field for diverse tasks, in order to provide results that can generalize to a wide spectrum of applications, for all experiments we employed the U-net (Ronneberger et al., 2015) model architecture with 15 layers, group normalization (Wu and He, 2018), and dropout. The rationale behind group normalization and not batch normalization is discussed later.

To provide a fair comparison, we followed the recommendations from (Oliver et al., 2018) and kept the same model for the baseline and for our method. While the Mean Teacher model also acts as a regularizer, we kept the same regularization weights for all comparisons. Regularization weights can be fine-tuned, however, possibly improving even further the results of Mean Teacher.

4.4. Baseline employed

Our baseline is exactly the same U-Net architecture that was employed for the teacher and student models in our method. The training hyper-parameters are also the same as used on our method, in order to make a fair comparison among the baseline and our proposal, following the same methodology used in (Oliver et al., 2018). The only difference between the baseline and our method is that whereas in the baseline we train the model in a standard supervised learning fashion with no additional unlabeled data, in our method we follow the framework protocol described in Section 4.

We conducted an extensive hyperparameter search to find a proper baseline model, yielding a mini-batch size of 12 and a dropout rate of 0.5. For training, we used the Adam optimizer (Kingma and Ba, 2015) with $L_2$ penalty factor of $\lambda = 6 \times 10^{-4}$, $\beta_1 = 0.99$, and $\beta_2 = 0.999$. For learning rate, we used a sigmoid learning rate ramp-up strategy until epoch 50 followed by a cosine ramp-down until epoch 350. Eq. (5) shows the sigmoid ramp-up strategy:

$$R_u(m) = \alpha e^{-5(1-m)^2}$$

where $\alpha$ is the highest learning rate and $m$ represents the ratio between current epoch and the total ramp-up epochs. Eq. (6) presents the cosine ramp-down strategy:

$$R_{\text{down}}(r) = \alpha \frac{\cos(\pi r) + 1}{2}$$

where $\alpha$ is the highest learning rate and $r$ is the ratio between the number of epochs after the ramp-up procedure and the total number of epochs expected for training.

For a fair comparison, and to be able to assess the specific benefits of domain adaptation, no hyperparameter from the baseline model was changed in the adaptation scenario. The only change concerned the hyperparameters, which only affect the domain adaptation training procedure.

4.5. Consistency loss

The consistency loss is one of the most important aspects of Mean Teacher. If the difference between predictions from teacher and student is not representative enough for distilling the knowledge on the student model, the method will not properly work or training may even diverge. In the original implementation of the Mean Teacher method, the mean squared error (MSE) was proposed:

$$J_{\text{MSE}}(\theta) = \frac{\sum_i (p_i - g_i)^2}{N} \quad (7)$$

where $p_i$ and $g_i$ are flattened predictions from student and teacher, respectively.

As an alternative, the cross-entropy is more commonly used for classification tasks. The cross-entropy is defined as:

$$J_{\text{CE}}(\theta) = -\sum_i p_i \log g_i \quad (8)$$

where $p_i$ and $g_i$ are predictions from student and teacher, respectively. However, cross-entropy is also known to be sensitive to class imbalance.

Our preliminary experiments led to use MSE with different weights per class to address the problem of class imbalance. However, this approach relies on thresholding predictions from the teacher to define binary expected voxel values for the student. Defining both the correct weights and the threshold value is a difficult task that did not seem to improve overall results.

The same problem happens with more complex losses, e.g., the Focal Loss (Lin et al., 2018), due to additional hyperparameters (in this case, $\gamma$ and $\beta$).

We have thus explored other losses: the Dice loss, presented in Section 4, and the Tversky loss (Salehi et al., 2017). The Tversky loss is a variation of the dice loss that aims at mitigating the problem of class imbalance, which is common in medical image segmentation tasks. It is defined as:

$$J_{\text{Tversky}}(\theta) = -\frac{\sum_i p_i g_i}{\sum_i p_i \alpha_i + \sum_i g_i \beta_i + \beta \sum_i p_i g_i} \quad (9)$$

where $p_i$ and $g_i$ represent the predicted probabilities and expected ground-truth of a voxel that belongs to the correct tissue, whereas $p_i$ and $g_i$ respectively represent the predicted probabilities and expected ground-truth (0 or 1) of a voxel that belongs to any other tissue. The $\alpha$
and $\beta$ hyperparameters address the problem of class imbalance. The Tversky loss, however, is hampered by the difficulty of determining more hyperparameters alongside the consistency weight value (same issue as noted above with the weighted MSE).

We have also noticed that both Dice and Tversky coefficients are problematic when used as consistency losses. Albeit properly representing the nature of the task, their formulation is based on multiplication and it is assumed that the ground-truth is binary, i.e. $g \in \{0,1\}$. However, given that we use the teacher soft outputs (i.e., not binary), both Dice and Tversky losses do not obey the proper score orientation: $S(G,y) > S(G',y)$, where $S$ is the scoring function and $y$ is the ground truth. This relationship should hold only if $G$ is a better probabilistic forecast, which is not the case for Tversky and Dice when using soft targets.

For example, if $p_i = 0.9$ and $g_i = 1.0$, the numerator yields 0.9. However, when $p_i = 0.9$ and $g_i = 0.9$, the score should increase (because the predicted and ground-truth are the same), but instead the numerator decreases to 0.81 and the output score also decreases.

One way to overcome this issue is to threshold the teacher’s predictions such that the loss functions can work as expected. However, identifying suitable threshold values is not trivial since they drastically impact how the network adapts, and reduces the benefits of using a distillation-based (Hinton et al., 2015) approach. An alternative to thresholding is to modify the formulations of the loss functions such that they can properly handle non-binary labels. A detailed analysis of such modifications falls outside the scope of this paper so we left it for future work.

### 4.6. Batch normalization and group normalization for domain adaptation

Batch Normalization (Ioffe and Szegedy, 2015) (BN) is a method used to improve the training of deep neural networks through the stabilization of the distribution of layer inputs. Nowadays, Batch Normalization is pervasive in most deep learning architectures, enabling the use of large learning rates and helping with convergence.

Initially thought to help with the internal covariate shift (ICS) problem (Ioffe and Szegedy, 2015), Batch Normalization was recently found (Santurkar et al., 2018) to smooth the optimization landscape of the network due to the improvement of the Lipschitzness, or $\beta$-smoothness (Santurkar et al., 2018) of both loss and gradients.

Batch Normalization works differently for training and inference. During training, the normalization happens using the batch statistics, while on inference it uses the population statistics, usually estimated with moving averages on each batch during the training procedure. This strategy, however, is problematic for domain adaptation via Mean Teacher, given that there are multiple distributions being fed during training, causing the Batch Normalization statistics to be computed with both source and target data.

One possible approach to overcome that issue is to use different batch statistics for the source and the target domains as done in AdaBN (Li et al., 2016). Implementing this approach within the training procedure is easily achieved using modern frameworks because it only requires to forward the batch to each domain separately (French et al., 2017). However, in the implementation of French et al., both source and target domain data were used to compute the running average at inference. One should ideally perform running averages and population statistics on both domains separately, though at the expense of increased complexity on training, especially when running on a multi-GPU scenario with small batch sizes, a very common scenario in segmentation tasks where synchronization is also required. Another alternative to Batch Normalization limitations is to use Weight Normalization (Salimans and Kingma, 2016) instead. In Weight Normalization, the weight vectors have their norm controlled in order to improve convergence. Although not using mini-batch statistics — which is our main concern on BN — research showed that it fails to compete with BN in many tasks (Wu and He, 2018).

Besides the mentioned issues, Batch Normalization also suffers from sub-optimal results when using small batch sizes (Wu and He, 2018), which are very common in segmentation tasks due to memory requirements. For those reasons, we chose Group Normalization (Wu and He, 2018), an alternative to Batch Normalization where channels are divided into groups and where mean and variance are computed within each group regardless of batch sizes. Group Normalization works consistently better than Batch Normalization with small batch sizes (typically $\leq 15$) and does not require storing running averages for the population statistics, simplifying the training and inference procedures and providing better results for our scenario that involves domain adaptation and segmentation tasks.

### 4.7. Hyperparameters for unsupervised domain adaptation

A problem shared by many techniques for unsupervised domain adaptation is how to set proper hyperparameters such as the learning rate or the consistency weight. In unsupervised settings, there are no labeled data from the target domain so the estimation of hyperparameters from the source distribution alone can be completely different from those from the target distribution.

An alternative method to solve this issue is to use reverse cross-validation (Zhong et al., 2010), which was also used in (Ganin et al., 2016). The variant of this method, as used in (Ganin et al., 2016) works as following: given the labeled source sample $S$ and the unlabeled target sample $T$, each set is split into training sets and validation sets ($S_V$ and $T_V$ respectively) (Ganin et al., 2016).

The labeled set $S$ and the unlabeled target set $T$ are then used to learn a classifier $\eta$. Using the same algorithm, a reverse classifier $\eta_r$ is learnt using the self-labeled set $\{(x, \eta(x))\}_{x \in S}$ and the unlabeled part of $S'$ as target sample. The reverse classifier $\eta_r$ is then evaluated on the validation set $S_V$ of source sample (Ganin et al., 2016).

However, once again, this approach comes at the expense of increasing the complexity of the validation process. Nevertheless, we found that the estimation of hyperparameters for Mean Teacher on the source domain yielded robust results, therefore we adopted them in our experiments. We are aware that such a simple strategy is a limitation of our evaluation procedure since we could probably achieve better results for our proposed method by incorporating a more sophisticated hyperparameter estimation procedure.

### 5. Materials

The Spinal Cord Gray Matter Challenge (Prados et al., 2017) dataset is a multi-center, multi-vendor, and publicly-available MRI data collection that is comprised of 80 healthy subjects with 20 subjects from each center.

The demographics of the dataset range from a mean age of 28.3 up to 44.3 years old. Three different MRI systems were employed (Philips Achieva, Siemens Trio, Siemens Skyra) with distinct acquisition parameters. The voxel size resolution of the dataset ranges from 0.25 $\times$ 0.25 $\times$ 2.5 mm up to 0.5 $\times$ 0.5 $\times$ 5.0 mm and the number of axial slices ranged from 3 to 28. The dataset is split between training (40) and test (40) sets, and the test set labels are hidden (not publicly available). For each labeled slice in the dataset, 4 gold-standard segmentation masks were manually created by 4 independent experts (one per participating center). For more detailed information regarding the dataset (e.g., the MRI parameters), please see (Prados et al., 2017). We considered each slice/rater pair an independent sample, thus using 4 times the number of slices for training and testing than the total number of samples.

Since the Spinal Cord Gray Matter Challenge dataset contains data from all 4 centers both in the training and test sets, we used a non-standard split in order to evaluate our technique within the domain adaptation scenario, where the domain present in the test set is not contaminated by the training data domain. Therefore, we used centers 1 and 2 as the training set, center 3 as the validation set, and center 4 as the test set.

We used the unlabeled data from center 4 test set (which does not
contain publicly-available labels) as the unlabeled data for the target
domain, and we used the training data from center 4 (with labels) as the
test set to evaluate the final performance of our model. We also slice all
3D samples into 2D axial slices and resampled each slice to 0.25 × 0.25
mm. An overview of the dataset is presented in Fig. 5.

6. Experiments

We have designed several experiments to understand the behavior of
different aspects of domain adaptation on the medical imaging domain.
We have also performed ablation studies and evaluated multiple metrics
for each center.

6.1. Adapting to different centers

We trained the network with both centers 1 and 2 in a supervised
fashion. We then adapted the network to centers 3 and 4 separately. With
this setup, we were able to address three related research questions on
adaptation and semi-supervised learning:

1. How do predictions change at inference time when images from do-
   mains different than the source domain are presented?
2. How does the network change its predictions to the novel domain
   after performing domain adaptation?
3. How well does an adapted network generalize when presented with
   images that were not used during training, neither as a supervised
   signal nor as an unsupervised adaptation component?

Results of this first experiment are presented in Table 1, where all
metrics were computed on axial slices on a 2D fashion and in the
resampled target space.

Regarding Question 1. Both centers 1 and 2 are included in the
training set and we would like to assess whether additional unsupervised
data from different domains (centers 3 or 4) improve generalization on
the centers 1 and 2. For both adapted centers 3 and 4, results for all
metrics (except for recall) outperform the baseline, suggesting a positive
change in prediction performance for the source domain after domain
adaptation on unseen domains leveraging unlabeled data.
To answer Question 2, one can analyze the rows where both evaluation and adaptation centers are the same (3 or 4). Both rows present the highest values for almost all metrics (again, excepted for recall). This suggests that domain adaptation is working properly for that scenario.

Regarding Question 3, by looking at evaluation on center 3 and adaptation using center 4 (and vice-versa), we observe gains over the baseline once again for most metrics, suggesting that domain adaptation improves generalization for unseen centers.

6.2. Varying the consistency loss

We executed multiple runs of the Mean Teacher algorithm by varying the consistency loss to determine which one works best. We focused just on losses that do not contain additional hyperparameters. The Tversky Loss (Salehi et al., 2017), for instance, is quite similar to the Dice loss but with two additional hyperparameters ($\alpha$ and $\beta$).

Our choices of losses were thus limited to cross-entropy, mean squared error (MSE), and Dice, as previously described in Section 4. We believe, however, that a thorough analysis of distinct loss functions is of great importance for domain adaptation and should be explored in future work.

6.3. Behavior of dice loss and thresholding

A well-known fact regarding the Dice loss is that it usually produces predictions concentrated around the upper and lower bounds of the probability distribution, with very low entropy. As in (Perone and Cohen-Adad, 2018b), we used a high threshold value (0.99) for the Dice probability distribution, with very low entropy. As in (Perone and Cohen-Adad, 2018b), we used a high threshold value (0.99) for the Dice probability distribution, with very low entropy. As in (Perone and Cohen-Adad, 2018b), we used a high threshold value (0.99) for the Dice probability distribution, with very low entropy. As in (Perone and Cohen-Adad, 2018b), we used a high threshold value (0.99) for the Dice probability distribution, with very low entropy. As in (Perone and Cohen-Adad, 2018b), we used a high threshold value (0.99) for the Dice probability distribution, with very low entropy.

6.4. Training stability

For unsupervised domain adaptation, it is important to have a stable training procedure. Since, in the most difficult scenarios, there are no annotations for validating the adaptation, an unstable training may produce sub-optimal adaptation results.

To evaluate the training stability, we tried distinct consistency weights for each possible consistency loss and we evaluated the difference between the best values that were found and the final results after 350 epochs. Table 2 summarizes results of this analysis. We also conducted experiments with an alternative formulation for dice loss where the denominator is the sum of the squared terms. We found that it heavily alleviated the problem of low-stability, but had poor results in terms of the dice score for every center, specially for Center 3.

We can observe that cross-entropy consistently fails, even with different weights, potentially due to the class imbalance of this particular task. Though it also achieves high dice values in its best scenario during training. Thus cross-entropy becomes a possible alternative to MSE when the dice score for every center, specially for Center 3.

One way to alleviate this issue is to conduct an early stopping in the training. However, as we must assume that there are no labeled examples from the target center, the early stopping must be conducted with data from source centers. We investigated whether the epoch when drop in scores happen in the target center matches the one in source centers. We found that the drop somewhat appears at the same moment, but the
target center dropped a bit earlier, see Fig. 7. This means that the early stopping should be conservative, choosing a model of several stages prior to when the drop in scores effectively occurred. We leave more of this discussion for future work.

We can observe that both Dice and cross entropy have trouble stabilizing the training after achieving high results. However, MSE tends to be more invariant to consistency weight, thus being a robust approach when no annotated data is available at the target center. As in (French et al., 2017), we also tried confidence thresholding, although we did not observe improvements.

7. Ablation studies

This section describes the ablation analyses, the purpose of which was to better understand the behavior of different components in the domain adaptation scenario.

7.1. Exponential moving average (EMA)

The improvement seen in Table 1 could also be explained by introducing the exponential moving average (EMA) during the training procedure, since it averages and smooths the SGD trajectories.

To demonstrate that the improvement is specific to using unlabeled data and does not only come from the exponential average component, we performed an ablation experiment that leaves the EMA active but sets the consistency weight to zero. This experiment allowed us to evaluate the impact of the exponential average in the absence of the unlabeled data used to enforce consistency.

We reproduced the same experimental setup from Table 1 but with the consistency weight set to zero. Results are presented in Table 3 and show that the EMA model (teacher) is very similar to the baseline model. For every metric in the baseline we conducted a paired t-test, finding statistically significant results ($p < 0.03$) for dice, intersection over union, precision, and specificity metrics. Although statistically significant, there is only a small improvement, which could arguably be due to a poorly chosen $\alpha$. However, note that Mean Teacher, which heavily relies on the EMA model, was nevertheless able to outperform a purely-supervised method by a great margin as seen in Table 1.

8. Domain shift visualization

Next, we investigated how domain adaptation affects the prediction space of segmentation at distinct centers. By using t-SNE (Maaten and Hinton, 2008), a non-linear dimensionality reduction technique, we were able to assess changes on the predictive perception of the network regarding unsupervised data. All data presented in the following figures were not used for training.

We created two baselines for this experiment. The first model was trained in a supervised fashion following the same hyperparameters presented in Section 4.4. The second was an adaptation scenario where both centers 1 and 2 were used as supervised centers and 3 as adaptation target. The vectors projected with t-SNE represents the features from the network prior to the final sigmoid activation.

Both t-SNE executions had a learning rate set to 10, perplexity to 30, and were executed for about 1000 iterations. We notice that more iterations than 1000 preserved the groups’ structure but further compressed them. This made visualizing the centers harder, so 1000 was a good trade-off between identifying emerging groups and interpretability.

Results from the supervised experiment are shown in Fig. 8a. Note that there is a clear separation between data from centers used during training (1 and 2) and unseen centers (3 and 4). This shows that the network predictions greatly differ according to the center to which the sample belongs to.

When adapting the network with unlabeled samples from a different domain, predictions become more diffuse, at least for centers presented during training. Results from the unsupervised adaptation experiment are shown in Fig. 8b. In that scenario, centers with labeled data (centers 1 and 2) form clusters with domains seen only in an unsupervised manner (3) or not presented to the network at all (4). A possible explanation for the change in clusters is that the model learns to map the manifold as it best suits for the task, instead of creating clusters of predictions based on whether the domain was seen or unseen during training.

9. Conclusion and limitations

Variability and scarcity of annotations in the medical imaging context is still challenging for machine learning. The large set of parameters that can be used to acquire image modalities and the lack of standardized protocols or industry standards are pervasive across the entire field.
In this work, we have shown that unsupervised domain adaptation, without depending on annotations, is an effective way to increase the performance of machine learning models for medical imaging across multiple centers.

Through the evaluation of multiple metrics in a large set of experiments, we have shown how self-ensembling methods can improve generalization on unseen domains through the leverage of unlabeled data from multiple domains. We also performed an ablation study that demonstrated strong evidence that the improvements come by the introduction of the unlabeled data and not only due to the exponential moving average.

We assessed how cross-entropy (when used as a consistency loss function) fails at maintaining training stability when the number of epochs progresses. We have discussed how this can lead to potential problems in more challenging scenarios for multiple centers. We also discussed issues related to the Dice loss when used as consistency loss.

We acknowledged the following limitations in our study. Firstly, we did not evaluate adversarial training methods for domain adaptation. Even considering the Mean Teacher as the current state-of-the-art method on many datasets, we believe that further analyses on the same realistic small data regime could significantly increase the importance of our contributions, and thus we leave that aspect for future work.

Secondly, the single-task evaluation of the gray matter segmentation could be extended to other tasks in other domains. Increasing the number of centers alongside the number of tasks would be relevant for confirming results obtained in the present study.

Further work on the field could lead to methods capable of measuring the risk of adaptation to particular centers or domains. This would be an important step towards understanding the limitations of the domain adaptation methods.

We believe that the problems that arise from the variability of medical imaging modalities require rethinking some of the strong assumptions made in machine learning models and training procedures. An important step in that direction is to reassess the importance of proper multi-domain evaluation in studies and medical imaging challenges, which rarely provide a test set from different domains (such as different centers, machines, etc) that contain the variability found in real-world scenarios.

10. Source-code and dataset availability

In the spirit of Open Science and reproducibility, the source-code used to perform the experiments presented in this study is publicly available.2

The dataset used for this work is also available on the Spinal Cord Gray Matter Segmentation Challenge website.3
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