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Abstract. We consider the question of when the Laplace eigenfunctions on an arbitrary flat torus \( \mathbb{T}_\Gamma := \mathbb{R}^d / \Gamma \) are flexible enough to approximate, over the natural length scale of order \( 1/\sqrt{\lambda} \) where \( \lambda \gg 1 \) is the eigenvalue, an arbitrary solution of the Helmholtz equation \( \Delta h + h = 0 \) on \( \mathbb{R}^d \). This problem is motivated by the fact that, by the asymptotics for the local Weyl law, “approximate Laplace eigenfunctions” do have this approximation property on any compact Riemannian manifold. What we find is that the answer depends solely on the arithmetic properties of the spectrum. Specifically, recall that the eigenvalues of \( \mathbb{T}_\Gamma \) are of the form \( \lambda_k = Q_\Gamma(k) \), where \( Q_\Gamma \) is a quadratic form and \( k \in \mathbb{Z}^d \). Our main result is that the eigenfunctions of \( \mathbb{T}_\Gamma \) have the desired approximation property if and only \( Q_\Gamma \) is a multiple of a quadratic form with integer coefficients. In particular, the set of lattices \( \Gamma \) for which this approximation property holds has measure zero but includes all rational lattices. A consequence of this fact is that when \( Q_\Gamma \) is a multiple of a quadratic form with integer coefficients, Laplace eigenfunctions exhibit an extremely flexible behavior over scales of order \( 1/\sqrt{\lambda} \). In particular, there are eigenfunctions of arbitrarily high energy that exhibit nodal components diffeomorphic to any compact hypersurface of diameter \( O(1/\sqrt{\lambda}) \).

1. Introduction

The analysis of high energy eigenfunctions on compact Riemannian manifolds in general, and on flat tori in particular [12, 11, 13, 17] is a central topic in geometric analysis where techniques from a number of areas of mathematics come into play.

In this paper we are interested in high energy eigenfunctions on flat tori of dimension \( d \geq 2 \). We shall use the notation \( \mathbb{T}_\Gamma := \mathbb{R}^d / \Gamma \) for the flat torus defined by a full-rank lattice \( \Gamma \subset \mathbb{R}^d \). It is well known that the set of full-rank lattices on \( \mathbb{R}^d \) is \( \mathcal{L}_d := \text{GL}_d(\mathbb{R}) / \text{GL}_d(\mathbb{Z}) \), and that the set of flat tori can be naturally identified with \( \mathcal{L}_d / \text{O}(d) \), that is, with the set of full-rank lattices up to an orthogonal transformation. Laplace eigenfunctions of \( \mathbb{T}_\Gamma \) satisfy the equation

\[
\Delta u + \lambda u = 0
\]

on \( \mathbb{R}^d \) for some nonnegative constant \( \lambda \) and the periodicity condition

\[
u(x + \gamma) = u(x)
\]

for all \( x \in \mathbb{R}^d \) and all \( \gamma \in \Gamma \).

The local behavior of a high energy eigenfunction on a flat torus (and, actually, on any compact Riemannian manifold) over length scales of order \( 1/\sqrt{\lambda} \) is described by a solution to the Helmholtz equation,

\[
\Delta h + h = 0.
\]
In our setting, this is an obvious consequence of the fact that the rescaled eigenfunction \( v(x) := u(x/\sqrt{\lambda}) \) does satisfy the Helmholtz equation.

A well known partial converse is that, given any ball \( B \subset \mathbb{R}^d \), one can pick a sequence of approximate Laplace eigenfunctions on the flat torus \( T_\Gamma \) of approximate frequency \( \lambda \) whose behavior on a ball of radius \( 1/\sqrt{\lambda} \) reproduces that of any fixed solution \( h \) to the Helmholtz equation (1.1) on \( B \) modulo a small error. More precisely, by the well known asymptotics for the local Weyl law [14], given any Helmholtz solution \( h \), any positive integer \( l \) and any \( \varepsilon > 0 \), for any \( \eta > 0 \) and all large enough \( \lambda \) one can construct a linear combination \( U \) of eigenfunctions with eigenvalues in the interval \( I_\lambda := [(1 - \eta)\lambda, (1 + \eta)\lambda] \) such that

\[
\| U(\cdot / \sqrt{\lambda}) - h \|_{C^l(B)} < \varepsilon.
\]

For the benefit of the reader, we sketch this construction (which works on any compact Riemannian manifold) in the Appendix. It is worth mentioning that the size of the interval \( I_\lambda \) can be made substantially smaller, see e.g. [2] and references therein.

A slightly imprecise but very intriguing question is when one can replace approximate eigenfunctions by bone fide eigenfunctions in the estimate (1.2). Our objective in this paper is to answer this question completely in the class of flat tori. To frame the problem, let us make the following definition:

**Definition 1.1.** The flat torus \( T_\Gamma \) has the inverse localization property if for any solution of the Helmholtz equation \( h \) on \( \mathbb{R}^d \), any ball \( B \subset \mathbb{R}^d \) and any positive integer \( l \), there exists a sequence of Laplace eigenfunctions \( u_n \) on \( T_\Gamma \) with eigenvalues \( \lambda_n \to \infty \) whose rescalings approximate \( h \) as

\[
\lim_{n \to \infty} \| u_n(\cdot / \sqrt{\lambda_n}) - h \|_{C^l(B)} = 0.
\]

Several comments are in order. Firstly, note that Definition 1.1 can be trivially extended to arbitrary compact Riemannian manifolds using the exponential map \( \exp_p \) at a point \( p \) in the manifold, and that in this more general setting it makes sense to use different base points \( p_n \) for the exponential. However, as the isometry group of \( T_\Gamma \) is transitive and Laplace eigenspaces are invariant under isometries, in the case of flat tori that we study in this paper there is no loss of generality in only considering scalings centered at a fixed point, which we take to be the origin.

Also, let us point out that the technical details of Definition 1.1 are unimportant in the sense that the specific norm and the specific sets used in the estimate (1.2) (which we have chosen, for concreteness, as a certain \( C^l \) norm on balls \( B \)) and whether the function \( h \) satisfies the Helmholtz equation on the whole \( \mathbb{R}^d \) or only in a neighborhood of \( B \) are actually irrelevant. Roughly speaking, the choice of a norm is irrelevant because, on scales of order \( 1/\sqrt{\lambda} \), the eigenfunction satisfies an elliptic equation with bounded coefficients, so standard elliptic estimates can be used to pass from bounds in a weak norm (say \( L^2(B') \)) to bounds in a stronger norm (say \( C^l(B) \)). The fact that the choice of the sets and the domain of definition of the function \( h \) are not important either comes from the existence of global approximation theorems for the Helmholtz equation, which permit to approximate solutions to the Helmholtz equation on sets satisfying certain mild technical hypotheses by solutions on the whole space. We will get back to this point in Section 6.
The inverse localization property was established in [10] for Laplace eigenfunctions on the round sphere $S^d$ and the standard flat torus $T^d$, and in [5] for the quantum harmonic oscillator in Euclidean space. In the context of Beltrami fields (i.e., eigenfunctions of the curl operator) an analogous inverse localization property also holds [9] on $S^3$ and $T^3$. These results were used to construct high-energy eigenfunctions with nodal sets of complicated topologies. We want to emphasize that there are fundamental differences between the inverse localization property for eigenfunctions on $S^d$ and $T^d$. While the former holds for any sequence of eigenvalues $\lambda_n \to \infty$, the latter needs to restrict to special sequences enjoying certain number theoretic properties (related to the so called Linnik’s problem). Moreover, the inverse localization on $S^d$ exhibits a concentration property that allows us to extend it to quotients of $S^d$ by finite isometry groups (lens spaces) [10]; an analogous concentration result is not true on $T^d$, which is consistent with the fact that the inverse localization property changes drastically if one considers flat tori $T_\Gamma$ for different lattices.

Let us now state our results. For this, we record here that the Laplace eigenvalues of the flat torus $T_\Gamma$ are $\{4\pi^2|\xi|^2 : \xi \in \Gamma^*\}$, where $\Gamma^*$ is the dual lattice. Therefore, the eigenvalues are labeled in terms of an integer vector $k \in \mathbb{Z}^d$ as

$$\lambda_k = Q_\Gamma(k),$$

where $Q_\Gamma$ is a positive-definite quadratic form defined by the lattice. The multiplicity of $\lambda_k$ is given by the number of integral points on the ellipsoid $Q_\Gamma^{-1}(\lambda_k)$. It can be proved that the multiplicity of the eigenvalues is unbounded if, but not only if, $Q_\Gamma$ is a multiple of a quadratic form with integer coefficients. Recall that a quadratic form

$$B(k) = \sum_{1 \leq i \leq j \leq d} b_{ij} k_i k_j$$

is said to have integer coefficients if $b_{ij} \in \mathbb{Z}$; the key point to note here is that the sum ranges over $i \leq j$ so the factor in front of, say, $k_1 k_2$ is not necessarily even.

Our main result asserts that the inverse localization property holds if and only if $Q_\Gamma$ has integer coefficients up to a multiplicative constant:

**Theorem 1.2.** The $d$-dimensional flat torus $T_\Gamma$ has the inverse localization property if and only if $Q_\Gamma$ is a multiple of a quadratic form with integer coefficients.

In terms of the lattices $\Gamma$, one can analyze the validity of the inverse localization principle as follows:

**Theorem 1.3.** For a full measure set of lattices, $T_\Gamma$ does not have the inverse localization property. However, $T_{r\Gamma}$ does have the inverse localization property when a scaling of $\Gamma$ is an integer lattice, that is, when $r\Gamma \subset \mathbb{Z}^d$ for some $r > 0$.

It should be noted that being able to approximate any solution of the Helmholtz equation implies that Laplace eigenfunctions exhibit an extremely flexible behavior over scales of order $1/\sqrt{\lambda}$. For example, in view of the results about solutions to the Helmholtz equation proved in [6, 3], a manifold with the inverse localization property must have eigenfunctions of arbitrarily high energy that present a nodal component diffeomorphic to any given compact hypersurface of $\mathbb{R}^d$, and any fixed number of nondegenerate critical points in a certain geodesic ball of radius $C/\sqrt{\lambda}$. We will make this assertion precise in Theorem 7.1.
The paper is organized as follows. In the next two short sections, we shall recall some formulas for eigenfunctions on flat tori and a global approximation result for the Helmholtz equation that we will need later on. In Section 4 we show that if $Q_\Gamma$ is not a multiple of a quadratic form with integer coefficients, then $T_\Gamma$ cannot have the inverse localization property. The proofs of the converse implication and of Theorem 1.3 are respectively presented in Sections 5 and 6. An application to the study of nodal sets and critical points of eigenfunctions on flat tori when $Q_\Gamma$ has integer coefficients up to a constant is detailed in Section 7.

### 2. Spectral theory of flat tori

In this section we recall some well known facts about Laplace eigenfunctions on the $d$-dimensional flat torus $T_\Gamma$.

Let us start by taking a basis $\{a_j^\Gamma\}_{j=1}^d$ of the lattice $\Gamma$ and letting $A_\Gamma \in \text{GL}_d(\mathbb{R}^d)$ be the matrix whose rows are the vectors $a_j^\Gamma$. Equivalently, $A_\Gamma$ is any matrix such that $\Gamma = A_\Gamma \mathbb{Z}^d$. The dual lattice, $\Gamma^* := \{\xi \in \mathbb{R}^d : \xi \cdot x \in \mathbb{Z} \text{ for all } x \in \Gamma\}$, is then $\Gamma^* = B_\Gamma \mathbb{Z}^d$ with

\[
B_\Gamma := (A_\Gamma^*)^{-1}.
\]

Here and in what follows, the star denotes the transposed matrix.

It is easy to see that the functions

\[
\{e^{2\pi ix \cdot \xi} : \xi \in \Gamma^*\} = \{e^{2\pi ix \cdot B_\Gamma k} : k \in \mathbb{Z}^d\}
\]

are an orthogonal basis of $L^2(T_\Gamma)$. Since

\[
\Delta e^{2\pi ix \cdot \xi} = -4\pi^2|\xi|^2 e^{2\pi ix \cdot \xi},
\]

one infers that the spectrum of $T_\Gamma$, counting multiplicities, is $\{\lambda_k : k \in \mathbb{Z}^d\}$ with

\[
\lambda_k := Q_\Gamma(k).
\]

With some abuse of notation, let us denote by $Q_\Gamma$ the symmetric matrix defined by the quadratic form via

\[
Q_\Gamma(k) := k \cdot Q_\Gamma k.
\]

We then have

\[
Q_\Gamma := 4\pi^2 B_\Gamma^* B_\Gamma,
\]

so that

\[
Q_\Gamma(k) = 4\pi^2|B_\Gamma k|^2.
\]

Therefore, if one sets

\[
K_k := \{k' \in \mathbb{Z}^d : Q_\Gamma(k') = Q_\Gamma(k)\},
\]

it follows that

\[
\{e^{2\pi ix \cdot B_\Gamma k'} : k' \in K_k\}
\]

is an orthogonal basis of the eigenspace $U_{\lambda_k}$ corresponding to the eigenvalue $\lambda_k$. 
3. Helmholtz solutions and Fourier transforms of distributions supported on the unit sphere

In some parts of the paper, it will be very useful to approximate solutions of the Helmholtz equation on a ball by global solutions of this equation that are given by the Fourier transform of an absolutely continuous measure on the unit sphere

\[ S^{d-1} := \{ \xi \in \mathbb{R}^d : |\xi| = 1 \} \]

with a nice density.

Let us recall that, by a classical result of Herglotz [15, Theorem 7.1.28], the integrability properties of this density function are closely related to the decay at infinity of the solution. Specifically, any solution of the Helmholtz equation on \( \mathbb{R}^d \) which satisfies the sharp \( L^2 \) decay condition

\[
\| h \|_{C^l(\Omega)}^2 := \limsup_{R \to \infty} \frac{1}{R} \int_{|x| < R} h(x)^2 \, dx < \infty
\]

can be written as the Fourier transform of a measure of the form \( H \, d\sigma \) with \( H \in L^2(S^{d-1}) \), and that in fact the \( L^2 \) norm of \( H \) and the above seminorm are equivalent in the sense that

\[
\frac{\| H \|_{L^2(S^{d-1})}}{C} \leq \| u \| \leq C \| H \|_{L^2(S^{d-1})}.
\]

The basic result about Helmholtz solutions of the form \( h = \hat{H} \, d\sigma \) that we will employ in this paper is the following, which was established in a slightly different form in [7, 8]. Throughout, \( d\sigma \) will denote the spherical measure on \( S^{d-1} \).

**Theorem 3.1.** Let \( h_0 \) satisfy the Helmholtz equation (1.1) in a neighborhood of the closure of a bounded open set \( \Omega \subset \mathbb{R}^d \) whose complement \( \mathbb{R}^d \setminus \Omega \) is connected. Then for any positive integer \( l \) and any \( \varepsilon > 0 \), there exists a complex-valued Hermitian polynomial \( p \) (i.e., \( p(-\xi) = \overline{p(\xi)} \)) such that

\[
h(x) := \int_{S^{d-1}} e^{ix \cdot \xi} p(\xi) \, d\sigma(\xi)
\]

approximates \( h_0 \) as

\[
\| h - h_0 \|_{C^l(\Omega)} < \varepsilon.
\]

Furthermore, \( h \) satisfies the Helmholtz equation on \( \mathbb{R}^d \) and the sharp pointwise decay condition

\[
|h(x)| \lesssim (1 + |x|)^{(1-d)/2}
\]

**Proof.** It was proved in [8] that this global approximation property holds for a function \( h \) given by a finite Fourier–Bessel series of the form

\[
h(x) = \sum_{l=0}^L \sum_{m=1}^{d_l} a_{lm} J_{l+\frac{d}{2}-1}(|x|) Y_{lm} \left( \frac{x}{|x|} \right),
\]

for some real coefficients \( a_{lm} \). Here \( L \) is an integer, \( J_\nu \) denotes the Bessel function of order \( \nu \) and \( \{ Y_{lm}(\xi) \} \) is a real-valued orthonormal basis of \( d \)-dimensional spherical harmonics; the order \( l \) means that the spherical harmonic is the restriction to the sphere \( S^{d-1} \) of a homogeneous harmonic polynomial of degree \( l \), and \( d_l \) is the multiplicity of this space.
Since
\[ b_l Y_{lm} \, d\sigma(x) = \frac{J_{l+\frac{d-1}{2}}(|x|)}{|x|^{\frac{d-1}{2}}} Y_{lm} \left( \frac{x}{|x|} \right), \]
for some explicit nonzero constant \( b_l \) that does not depend on \( m \) (see e.g. [11, Proposition 2.1]), one finds that in fact one can write
\[ h(x) = \int_{S^{d-1}} \sum_{l=0}^{L} \sum_{m=1}^{d_l} a_{lm} b_l Y_{lm}(\xi) e^{ix \cdot \xi} \, d\sigma(\xi) =: \int_{S^{d-1}} p(\xi) e^{ix \cdot \xi} \, d\sigma(\xi) \]
for some explicit constants \( b_l \). Obviously, \( p(\xi) \) is Hermitian because \( h \) is real-valued. □

Remark 3.2. The function \( h \) can be written as \( h = P \mathcal{J} \), where \( P := p(-i\nabla) \) is a differential operator with constant coefficients and \( \mathcal{J} \) is the spherical Bessel function
\[
\mathcal{J}(x) := \int_{S^{d-1}} e^{ix \cdot \xi} \, d\sigma(\xi) = c_d |x|^{\frac{1}{2}-d}J_{\frac{d}{2}-1}(|x|),
\]
which is the only spherically symmetric solution to the Helmholtz equation on \( \mathbb{R}^d \) up to a multiplicative factor. In this formula, \( c_d \) is an explicit dimensional constant. Note that the pointwise decay condition (3.2) obviously implies the \( L^2 \)-decay condition (3.1).

4. NON-INTEGER FORMS AND FAILURE OF THE INVERSE LOCALIZATION PROPERTY

Our objective in this section is to prove the following theorem, which asserts that flat tori for which \( Q_\Gamma \) is not a multiple of a quadratic form with integer coefficients do not possess the inverse localization property. This is a slightly more precise statement of the “only if” part of Theorem 1.2.

Theorem 4.1. Fix a ball \( B \subset \mathbb{R}^d \). If \( Q_\Gamma \) is not a multiple of a quadratic form with integer coefficients, there is a solution of the Helmholtz equation \( h \) on \( \mathbb{R}^d \) and some \( \varepsilon > 0 \) such that any Laplace eigenfunction \( u \) on \( \mathbb{T}_\Gamma \) satisfies
\[ \int_B \left[ h(x) - u(x/\sqrt{\lambda}) \right]^2 \, dx > \varepsilon. \]
Here \( \lambda \) denotes the eigenvalue of \( u \).

4.1. Proof of the theorem. Next we present the proof of Theorem 4.1. Consequently, in the rest of this section we shall assume that \( Q_\Gamma \) is not a multiple of a quadratic form with integer coefficients. For concreteness, we also assume without any loss of generality that the set \( B \) contains the origin of the coordinate system. Throughout, we shall use the notation
\[ v(x) := u(x/\sqrt{\lambda}) \]
for the rescaled eigenfunctions.

As we mentioned in the Introduction, one should observe that the choice of the norm in which one approximates the Helmholtz solution \( h \) is immaterial. This is because the difference \( h - v \) obviously satisfies the Helmholtz equation on \( \mathbb{R}^d \), so for any fixed \( l \) one has
\[ ||h - v||_{C^l(B)} \leq C ||h - v||_{L^2(B')} \]
by standard elliptic estimates, provided that the closure of $B$ is contained in the interior of $B'$.

By Equation (2.2), the Laplace eigenvalues of $\mathbb{T}_\Gamma$ can be written as
$$\lambda = Q_\Gamma(k)$$
with $k \in \mathbb{Z}^d$, and the corresponding eigenspace consists of the real-valued linear combinations of the form
$$u(x) = \sum_{k' \in K_k} \alpha_{k'} e^{2\pi i B_x k' \cdot x}.$$ 
with $\alpha_{k'} \in \mathbb{C}$ and $K_k$ given by (2.6). By Equation (2.5), the rescaled eigenfunctions are therefore the real-valued linear combinations
$$v(x) = \sum_{k' \in K_k} \alpha_{k'} e^{ix \cdot \xi_{k'}}$$
with
$$\xi_{k'} := \frac{B_x k'}{|B_x k'|} \in \mathbb{S}^{d-1}.$$ 

To further analyze the rescaled eigenfunction $v$, we need to use the hypothesis that the form coefficients $q_{ij}$, defined as
$$Q_\Gamma(k) := \sum_{1 \leq i \leq j \leq d} q_{ij} k_i k_j,$$
cannot be written as $q_{ij} = \beta b_{ij}$ with $b_{ij} \in \mathbb{Z}$ and $\beta \in \mathbb{R}$. An efficient way of doing so is by noticing that this means that there is some integer $m \in [2, \frac{1}{2}d(d+1)]$ for which one can write
$$Q_\Gamma(k) = \sum_{r=1}^{m} \beta_r Q_r(k),$$
where the real numbers $\beta_1, \ldots, \beta_m$ are independent over the integers (that is, the only solution to the equation
$$\sum_{r=1}^{m} n_r \beta_r = 0$$
with $(n_1, \ldots, n_m) =: n \in \mathbb{Z}^m$ is $n = 0$), and the quadratic forms
$$Q_r(k) := \sum_{(i,j) \in \mathcal{I}_r} b_{ij} k_i k_j$$
have integer coefficients (that is, $b_{ij} \in \mathbb{Z}$). Here $\mathcal{I}_1, \ldots, \mathcal{I}_m$ is a partition of the set
$$\mathcal{I} := \{(i,j) : q_{ij} \neq 0, \ 1 \leq i \leq j \leq d\}$$
(that is, the sets $\mathcal{I}_r$ are disjoint and their union is $\mathcal{I}$). Since $Q_\Gamma$ is positive definite, $d \leq \#\mathcal{I} \leq \frac{1}{2}d(d+1)$.

With these definitions in hand, the following result is obvious:

**Lemma 4.2.** With $Q_\Gamma$ as in (4.3), $k' \in K_k$ if and only if $Q_r(k') = Q_r(k)$ for all $1 \leq r \leq m$. 
Proof. Since the equation \( Q_{\Gamma}(k') = Q_{\Gamma}(k) \) can be written as
\[
\sum_{r=1}^{m} \beta_r \left[ Q_r(k') - Q_r(k) \right] = 0
\]
and \( Q_r(k') \in \mathbb{Z} \) for all \( k' \in \mathbb{Z}^d \), the lemma follows from the independence of \( \beta_r \) over the integers. \( \square \)

Theorem 4.1 then follows from the following lemma. In the statement we use the spherically symmetric solution of the Helmholtz equation \( J \) introduced in Remark 3.2.

**Lemma 4.3.** With \( Q_{\Gamma} \) as above, there is some \( \varepsilon > 0 \) such that
\[
\| J - u(\cdot/\sqrt{\lambda}) \|_{C^2(B)} > \varepsilon
\]
for any eigenvalue \( \lambda \) and any eigenfunction \( u \in \mathcal{U}_\lambda \).

**Proof.** Suppose that there is a sequence of rescaled eigenfunctions \( v_n \) as above, corresponding to eigenvalues \( \lambda_n := Q_{\Gamma}(k_n) \) with \( k_n \in \mathbb{Z}^d \), which approximate \( J \) so that
\[
r_n(x) := J(x) - v_n(x) \to 0
\]
in \( C^2(B) \) as \( n \to \infty \). Lemma 1.3 implies that \( K_{k_n} = K^n \), with
\[
K^n := \{ k \in \mathbb{Z}^d : Q_{\Gamma}(k) = Q_{\Gamma}(k_n), \ Q_1(k) = Q_1(k_n) \}.
\]
We have already seen that \( v_n \) must be of the form
\[
v_n(x) = \sum_{k \in K^n} \alpha_k e^{i \xi_k \cdot x}
\]
for some complex constants \( \alpha_k \). As \( \xi_k = 2\pi B_{\Gamma} k / \sqrt{Q_{\Gamma}(k)} \), it follows that
\[
P(\xi_k) = \frac{Q_1(k_n)}{Q_{\Gamma}(k_n)} =: c_n
\]
for all \( k \in K^n \), where \( P \) is the quadratic form
\[
P(\xi) := \frac{1}{4\pi^2} Q_1(B_{\Gamma}^{-1} \xi).
\]
Also, note that the constants \( c_n \) are uniformly bounded as
\[
|c_n| \leq \max_{\xi \in S^{d-1}} \frac{Q_1(\xi)}{Q_{\Gamma}(\xi)} < \infty
\]
because the quadratic form \( Q_{\Gamma} \) is positive definite.

Let us denote by \( P \) and \( Q_1 \), with some abuse of notation, the symmetric matrices defined by the corresponding quadratic forms via the identity (2.3). One then has
\[
P = \frac{1}{4\pi^2} (B_{\Gamma}^{-1})^* Q_1 B_{\Gamma}^{-1}.
\]
This implies that \( P \) cannot be a multiple of the identity, for if \( P = \gamma I_d \) with \( \gamma \in \mathbb{R} \), then
\[
Q_1 = 4\pi^2 \gamma B_{\Gamma}^* B_{\Gamma} = \gamma Q_{\Gamma},
\]
which is absurd because the quadratic form \( Q_{\Gamma} \) is not a multiple of \( Q_1 \) by (4.3).
Consider the second order differential operator with constant coefficients
\[ L := P(-i\nabla) \]
associated with this quadratic form. Equation (4.6) implies that
\[ Lv_n = \sum_{k \in K^n} \alpha_k P(\xi_k) e^{i\xi_k \cdot x} = c_n v_n. \]
It is easy to check that the fact that the symmetric matrix \( P \) is not a multiple of the identity then implies that \( L J \) (or the action of \( L \) on any nonconstant radial function) is not spherically symmetric.

Now, let us consider the action of the operator \( L - c_n \) on the identity (4.5). One obtains
\[ (L - c_n) r_n = (L - c_n) J. \]
The left hand side is bounded on \( B \) as
\[ |(L - c_n) r_n| \leq C \| r_n \|_{C^2(B)} \]
with \( C \) independent of \( n \) by (4.7), and thus tends uniformly to 0. However, \( L J \) is a fixed non-radial function that does not vanish on any open set (because it is analytic), while \( J \) is a radial function. Therefore \( L J - c_n J \) cannot tend to zero on \( B \), contradicting the hypothesis. The lemma is then proven. \( \square \)

**Remark 4.4.** The choice of \( J \) as the Helmholtz solution one tries to approximate is not incidental, since approximating \( J \) is a sort of acid test for the inverse localization property. This is because, as we showed in Remark 3.2, any Helmholtz solution can be approximated by a function of the form \( P J \), where \( P \) is a differential operator with constant coefficients.

**Remark 4.5.** A heuristic way (albeit non rigorous) of understanding the proof of Lemma 4.3 is the following. For all \( k \in K^n \) the points \( \xi_k \) lie on the intersection of \( S^{d-1} \) with the quadric \( \{ P(\xi) = c_n \} \); let us denote this set by \( \mathcal{P}_n \). Since the matrix associated to \( P \) is not a multiple of the identity, \( \mathcal{P}_n \) is a set on \( S^{d-1} \) of codimension at least 1. Taking into account that the function \( J \) is the Fourier transform of the Lebesgue measure on \( S^{d-1} \) it is reasonable to think that \( J \) cannot be approximated (on compact sets) by the Fourier transform of measures supported on \( \mathcal{P}_n \). The proof of Lemma 4.3 is a way to make this intuition rigorous.

### 4.2. The case of surfaces.
It is worth noticing that, when \( d = 2 \), one can find a slightly easier proof of Theorem 4.1 that in fact provides some more refined information. In this subsection we shall explore this fact, always under the assumption that \( Q \) is not a multiple of a form with integer coefficients.

The key observation, a variation of which will be key for the proof of Theorem 1.3 as well, is the following:

**Lemma 4.6.** If \( d = 2 \), all the eigenspaces of the Laplacian are of multiplicity at most 4.

**Proof.** We start by observing that, when \( d = 2 \), the set \( \mathcal{I} \) defined in (4.1) consists of two or three elements and \( m \) is either 2 or 3. In either case, at least one of the sets \( \mathcal{I}_r \), say \( \mathcal{I}_1 \), has exactly one element. Relabeling the coordinates and redefining the constant \( \beta_1 \) if necessary, one can assume that
\[ Q_1(k) = k_1^2 \quad \text{or} \quad Q_1(k) = k_1 k_2. \]
Let us first assume that \( Q_1(k) = k^2_1 \). By Lemma [1,2] this ensures that any \( k' \in \mathcal{K}_k \) must satisfy \( k'_1 = \pm k_1 \). If \( m = 3 \), either \( Q_2(k) \) or \( Q_3(k) \) is simply \( k^2_2 \), so one infers that \( k'_2 = \pm k_2 \). Therefore, \( \# \mathcal{K}_k \leq 4 \).

If \( m = 2 \), the vectors \( k' \in \mathcal{K}_k \) must satisfy an equation of the form
\[
Q_2(k') = b_{22}k^2_2 + b_{13}k'_1k'_2 = Q_2(k).
\]
For each value of \( k'_1 = \pm k_1 \), this is a quadratic equation for \( k'_2 \), so it has at most two solutions. Therefore, \( \# \mathcal{K}_k \leq 4 \) also in this case.

Let us now consider the remaining case, \( Q_1(k) = k_1k_2 \). If there are no forms \( Q_r \) of the form \( k^2_1 \), this ensures that \( m = 2 \) and
\[
Q_2(k) = b_{11}k^2_1 + b_{22}k^2_2.
\]
Consider now a vector \( k' \in \mathcal{K}_k \). One can then multiply the equation \( Q_2(k') = Q_2(k) \) by \( k^2_1 \) and use the fact that \( Q_1(k') = Q_1(k) \) to obtain a quartic equation for \( k'_1 \):
\[
b_{11}k^4_1 + b_{22}Q_1(k)^2 = Q_2(k)k^2_1.
\]
This equation for \( k'_1 \) has at most 4 solutions. As \( k'_1 \) determines \( k'_2 \), the lemma is proven. \( \square \)

To show that the multiplicity bound \( \# \mathcal{K}_k \leq 4 \) implies that the inverse localization property does not hold on \( \mathbb{T}_\Gamma \) we use the following fact:

**Lemma 4.7.** If \( \# \mathcal{K}_k \leq 4 \) for all \( k \), then for any open set \( B \subset \mathbb{R}^2 \) there exists a solution \( h \) of the Helmholtz equation on the plane and some \( \varepsilon > 0 \) such that
\[
\| h - u(\cdot / \sqrt{\lambda}) \|_{L^2(B)} > \varepsilon
\]
for any eigenvalue \( \lambda \) of the 2-dimensional torus \( \mathbb{T}_\Gamma \) and any eigenfunction \( u \in \mathcal{U}_\lambda \).

**Proof.** Let us define the set
\[
\mathcal{V} := \left\{ \sum_{j=1}^4 \alpha_j e^{iz_j \cdot x} : \alpha_j \in \mathbb{C}, \ z_j \in \mathbb{R}^2, \ |z_j| = 1 \right\},
\]
which can be understood as a (closed) submanifold of \( L^2(B) \) of real dimension 12. It is clear that one can take linear combinations of plane waves on \( \mathbb{R}^2 \) with frequencies of unit norm whose distance to \( \mathcal{V} \) (measured in \( L^2(B) \)) is positive. An example is
\[
h(x) := \sum_{j=1}^J \cos \left( x_1 \cos \frac{2\pi j}{J} + x_2 \sin \frac{2\pi j}{J} \right)
\]
with \( J \geq 5 \).

Note that any rescaled eigenfunction \( v \) corresponding to an eigenvalue \( \lambda_k \) belongs to \( \mathcal{V} \) because \( v \) is of the form
\[
v(x) = \sum_{k' \in \mathcal{K}_k} \alpha_{k'} e^{i k' \cdot x}
\]
and \( \# \mathcal{K}_k \leq 4 \). Therefore,
\[
\inf_{k \in \mathbb{Z}^2} \inf_{u \in \mathcal{U}_k} \left\| h - u(\cdot / \sqrt{\lambda_k}) \right\|_{L^2(B)} \geq \text{dist}_{L^2(B)}(h, \mathcal{V}) > 0.
\]
The lemma then follows. \( \square \)
Remark 4.8. The proof remains valid in higher dimensions with trivial modifications. Therefore, if $\Gamma$ is a $d$-dimensional lattice and $|\mathcal{K}_k| \leq c$ for all $k \in \mathbb{Z}^d$, then $T_\Gamma$ does not have the inverse localization property.

Note that the strategy of proof we have presented in the case of surfaces cannot be easily extended to higher dimensions. Indeed, for $d \geq 3$ there are lattices, such as the one spanned by the vectors $\{2^{1/4}e_1, e_2, \ldots, e_d\}$ and associated with the quadratic form $Q_\Gamma(k) = \sqrt{2}k_1^2 + k_2^2 + \cdots + k_d^2$, for which the multiplicities of the eigenvalues are unbounded yet $T_\Gamma$ does not have the inverse localization property.

5. Integer forms and Linnik’s problem

In this section we consider the case

\[(5.1) \quad Q_\Gamma = 4\pi^2 \beta Q, \]

where $Q$ is a quadratic form with integer coefficients and $\beta > 0$. Our goal is to prove the following result, which corresponds to the “if” part of Theorem 1.2.

**Theorem 5.1.** With $Q_\Gamma$ as in (5.1), there are sequences of integers $n_j \to \infty$ such that $\lambda_j := 4\pi^2 \beta n_j$ is an eigenvalue and

$$
\lim_{j \to 0} \inf_{u \in \mathcal{U}_j} \|h - u(\cdot/\sqrt{\lambda_j})\|_{C^1(B)} = 0
$$

for any solution $h$ of the Helmholtz equation on $\mathbb{R}^d$.

To prove this result, we start by noting that, as a consequence of Theorem 3.1, for the purposes of Theorem 5.1 there is no loss of generality in assuming that $h(x) = \int_{S^{d-1}} e^{ix \cdot \xi} p(\xi) \, d\sigma(\xi)$, where $p$ is a polynomial.

To prove Theorem 5.1 we will use equidistribution properties of integer points on ellipsoids. We shall say that

$$
\mathcal{K}^n := \{k \in \mathbb{Z}^d : Q(k) = n\}
$$

is asymptotically equidistributed over the ellipsoid

\[(5.2) \quad \mathcal{E} := \{x \in \mathbb{R}^d : Q(x) = 1\}
\]

along a certain sequence of integers $n_j$ if, for every function $f \in C^\infty(\mathbb{R}^d)$,

$$
\lim_{j \to \infty} \frac{1}{\#\mathcal{K}^{n_j}} \sum_{k \in \mathcal{K}^{n_j}} f(k/\sqrt{n_j}) = \frac{1}{|\mathcal{E}|} \int_{\mathcal{E}} f(\eta) \, d\sigma_{\mathcal{E}}(\eta),
$$

where $d\sigma_{\mathcal{E}}$ is the hypersurface measure.

The way we will use equidistribution is through the following lemma. In the statement, the Jacobian function $J_\mathcal{E}$ is defined through the transformation formula for measures

$$
d\sigma(\xi) = J_\mathcal{E} \, d\sigma_{\mathcal{E}}(\eta)
$$

when $\xi := B\eta$, $B := \beta^{-1/2}B_\Gamma$ and $\xi \in S^{d-1}$. Note that, in this case,

$$
1 = |\xi|^2 = Q(\eta).
$$
Since the transformation between $\xi$ and $\eta$ is linear, it is clear that the Jacobian function is simply the constant $J = |\det B| \neq 0$. Also, in the statement we make use of the unit vectors defined for each $k \in K^n$ as in (4.2), which one can write as

$$\xi_k := \frac{Bk}{\sqrt{n}}.$$  

**Lemma 5.2.** If $K^n$ is asymptotically equidistributed over the ellipsoid (5.2) along a certain sequence of integers, then

$$\left(5.3\right) \quad \frac{|\det B| \cdot |E|}{\#K^n} \sum_{k \in K^n} p(\xi_k) e^{ix \cdot \xi_k} \to \int_{S^{d-1}} e^{ix \cdot \xi} p(\xi) \, d\sigma(\xi)$$

in $C^l(B)$ as $n \to \infty$ along that sequence. Here $p$ is any polynomial.

**Proof.** For any multiindex $\alpha = (\alpha_1, \ldots, \alpha_d)$ of nonnegative integers, we denote by $(B\eta)^\alpha$ the polynomial given by $(B\eta)^{\alpha_1}_1 \cdots (B\eta)^{\alpha_d}_d$, where $(B\eta)_j$ is the $j$-th component of the vector $B\eta$. Since

$$\left\{ (B\eta)^\alpha e^{ix \cdot B\eta} p(B\eta) J_\xi(\eta) : x \in B, |\alpha| \leq l \right\}$$

is a uniformly bounded subset of $C^m(E)$ for any $m$, the lemma follows directly from the identity

$$\int_{S^{d-1}} e^{ix \cdot \xi} p(\xi) \, d\sigma(\xi) = \int_{E} e^{ix \cdot B\eta} p(B\eta) J_\xi(\eta) \, d\sigma_\xi(\eta) = |\det B| \int_{E} e^{ix \cdot B\eta} p(B\eta) \, d\sigma_\xi(\eta)$$

and the equidistribution hypothesis. 

Since the left hand side of (5.3) is a rescaled eigenfunction with eigenvalue $4\pi^2 \beta n$ by (4.1), to prove Theorem 5.1 it suffices to show that the integer points on $Q^{-1}(n)$ are asymptotically equidistributed as $n \to \infty$ along a certain sequence of integers. This is a problem of Linnik type in analytic number theory. For $d \geq 3$ it is standard that there are sequences of integers $n$ with the desired equidistribution property. Specifically, for $d \geq 4$ one can use the Hardy–Littlewood circle method to show [16, Theorem 11.5] that integer points on $Q^{-1}(n)$ are asymptotically equidistributed as $n \to \infty$ over integers satisfying the congruence

$$n = Q(k_0) \mod 2^7(|\det Q'|)^3$$

for some $k_0 \in \mathbb{Z}^d$, while for $d = 3$ one must additionally impose [16, Theorem 11.6] that $n$ be square-free and that the greatest common divisor of $n$ and $2|\det Q'|$ be 1. Here $Q'$ is the $d \times d$ symmetric matrix with integer components defined by the quadratic form via $Q(k) =: \frac{1}{2} k \cdot Q' k$. This proves Theorem 5.1 when $d \geq 3$.

The case $d = 2$ is more involved. To tackle this case, we will employ a result of Cilleruelo and Córdoba asserting that, if $q$ is a square-free positive integer, there exists a sequence of integers $N_j \to \infty$ along which the integer points on the two-dimensional ellipsoid

$$K_1^2 + qK_2^2 = N_j$$

are asymptotically equidistributed. More precisely (see [4, Section II.D]), the integers are of the form

$$N_j := \prod_{m=1}^{|j\sqrt{4q+1}|} (qm^2 + 1).$$
To reduce our problem to this case, let us start by writing out the components of the quadratic form $Q$, 

\[ Q(k) = q_{11}k_1^2 + q_{12}k_1k_2 + q_{22}k_2^2, \]

with $q_{ij} \in \mathbb{Z}$. Let us consider the determinant 

\[ \tilde{q} := 4q_{11}q_{22} - q_{12}^2. \]

Since the quadratic form is positive, $\tilde{q}$ is a positive integer. Let us write $\tilde{q} = p^2q$, where $q$ is a square-free integer and $p$ is a positive integer. Note that $p = 1$ when $\tilde{q}$ is square-free. Let us now introduce the linear change of variables $k =: TK$ defined by

\[ k_1 =: pK_1 - q_{12}K_2, \quad k_2 =: 2q_{11}K_2 \]

and note that $T$ is a matrix with integer components. A short computation reveals that

\[ Q(TK) = p^2q_{11}\tilde{Q}(K) \]

with

\[ \tilde{Q}(K) := K_1^2 + qK_2^2. \]

Consequently, if we write

\[ n := p^2q_{11}N \]

and restrict our attention to those $k \in \mathbb{Z}^2$ that can be written as $k = TK$ with $K \in \mathbb{Z}^2$, the equation $Q(k) = n$ reduces to

\[ \tilde{Q}(K) = N. \]

Furthermore, one has the relation

\[ |BTK|^2 = Q(TK) = p^2q_{11}\tilde{Q}(K) \]

for all $K \in \mathbb{R}^d$. We will also be interested in the matrix

\[ M := \frac{1}{p\sqrt{q_{11}}}BT, \]

which is related to the quadratic form $\tilde{Q}$ through the identity

\[ \tilde{Q}(K) = |MK|^2. \]

As $q$ is square-free, the aforementioned result of Cilleruelo and Córdoba ensures that there is a sequence of integers $N_j$ for which the integer solutions $\tilde{K}^{N_j} := \{ K \in \mathbb{Z}^2 : \tilde{Q}(K) = N_j \}$ to Equation (5.6) are asymptotically equidistributed on the ellipse 

\[ \tilde{E} := \{ \eta \in \mathbb{R}^2 : \tilde{Q}(\eta) = 1 \}. \]

We shall denote by $d\sigma_{\tilde{E}}$ the corresponding measure and introduce the Jacobian $J_{\tilde{E}}$ as above, i.e., through the formula

\[ d\sigma(\xi) = J_{\tilde{E}}d\sigma_{\tilde{E}}(\eta) \]
when \( \xi = M \eta \in S^1 \). Note \( \xi \in S^1 \) if and only if \( \eta \in \tilde{E} \) by (5.7). As before, the Jacobian is simply the constant
\[
J_{\tilde{\varepsilon}} = \left| \det M \right| = \frac{\left| \det B \right| \left| \det T \right|}{p^2 q_{11}}.
\]

As \( T \) maps \( \mathbb{Z}^2 \) into \( \mathbb{Z}^2 \), it is clear in view of (5.4) that
\[
(5.8)
\]
\[T \tilde{K}_N \subset K^n \]
with \( n \) given by (5.5). Since
\[
MK \sqrt{N} = BT K \frac{\left| BT K \right|}{p^2 q_{11}} = \xi K
\]
with \( \xi_k \) defined by (4.2), one can apply Lemma 5.2 to the asymptotically equidistributed sets \( \tilde{K}_N \) on the ellipsoid \( \tilde{E} \) to conclude that
\[
\left| \det M \right| \cdot \left| \tilde{E} \right| \sum_{K \in \tilde{K}_N} p(\xi K) e^{ix \cdot \xi K} = \left| \det M \right| \cdot \left| \tilde{E} \right| \sum_{k \in T \tilde{K}_N} p(\xi_k) e^{ix \cdot \xi_k}
\]
\[
\to \int_{S^1} e^{ix \cdot \xi} p(\xi) d\sigma(\xi)
\]
in \( C^1(B) \) as \( N \to \infty \) along the sequence \( N_j \). By (5.8), the right hand side of the first line is a rescaled eigenfunction in \( U_{\beta n} \), thereby completing the proof of Theorem 5.1 when \( d = 2 \).

6. PROOF OF THEOREM 1.3

The main idea of the proof of Theorem 1.3 is to study the case where the coefficients of the quadratic form \( Q_\Gamma \) satisfy a Diophantine condition. Recall that a vector \( z \in \mathbb{R}^N \) is Diophantine if there exist constants \( c > 0 \) and \( \tau > N - 1 \) such that
\[
|K \cdot z| > c |K|^{-\tau}
\]
for all \( K \in \mathbb{Z}^N \setminus \{0\} \). It is well known that the set of Diophantine vectors has full measure on \( \mathbb{R}^N \).

With some abuse of notation, let us denote by \( Q_\Gamma = (q_{ij}) \) the \( d \times d \) symmetric matrix associated with the quadratic form \( Q_\Gamma \) via (2.3). Understanding \( Q_\Gamma \) as a \( \frac{1}{2}d(d+1) \)-component vector, we will say that the quadratic form \( Q_\Gamma \) is \textit{Diophantine} if there are constants \( c > 0 \) and \( \tau > \frac{1}{2}d(d+1) - 1 \) such that
\[
\left| \sum_{1 \leq i \leq j \leq d} q_{ij} K_{ij} \right| > c \left( \sum_{1 \leq i \leq j \leq d} |K_{ij}| \right)^{-\tau}
\]
for all \( (K_{ij})_{1 \leq i \leq j \leq d} \in \mathbb{Z}^{d(d+1)/2} \setminus \{0\} \).

An important first observation is the following:

\textbf{Lemma 6.1.} If \( Q_\Gamma \) is Diophantine, the multiplicity of each eigenvalue is at most \( 2^d \).

\textit{Proof.} In the notation of Equation (4.3), the assumption that \( Q_\Gamma \) is Diophantine ensures that \( m = \frac{1}{2}d(d+1) \). Therefore, Lemma 4.2 ensures that
\[
k_i k_j = k'_i k'_j
\]
for all $k'$ belonging to the set $K_k$ defined in (2.6). Thus $k' \in K_k$ if and only if $k'_j = \pm k_j$, so necessarily $\#K_k \leq 2^d$ for all $k \in \mathbb{Z}^d$.

□

Corollary 6.2. If $Q_\Gamma$ is Diophantine, $T_\Gamma$ does not have the inverse localization property.

Proof. An immediate consequence of Lemma 6.1 and Remark 4.8. □

In view of these results, to prove Theorem 1.3 it suffices to show that a Diophantine condition is satisfied for almost all lattices:

Lemma 6.3. For a full measure set of lattices, $Q_\Gamma$ is Diophantine.

Proof. By Equation (2.4),

$$q_{ij} = 4\pi^2 \sum_{k=1}^d b_{ki} b_{kj},$$

where $B_\Gamma = (b_{ij})$ is the matrix associated with the dual lattice $\Gamma^*$. Let us henceforth identify the space of $d \times d$ matrices (to which $B_\Gamma$ belongs) with $\mathbb{R}^{d^2}$ and denote a typical element of this space by $B = (b_l)^{l=1}_{d^2}$. Note that the map

$$F : \mathbb{R}^{d^2} \rightarrow \mathbb{R}^{d^2(d^2+1)/2}$$

defined by

$$F(B) := (b_l b_J)_{1 \leq I \leq J \leq d^2}$$

is analytic and that its image $F(\mathbb{R}^{d^2})$ cannot be contained in any proper linear subspace of $\mathbb{R}^{d^2(d^2+1)/2}$ because $F$ is a quadratic function whose components are linearly independent monomials. This is well known to imply that the vector $F(B)$ is Diophantine for almost all $B \in \mathbb{R}^{d^2}$. Therefore, for a full measure set of dual lattices $\Gamma^*$, $Q_\Gamma$ is Diophantine.

To conclude, we notice that if a set of dual lattices has full measure, the corresponding set of lattices has full measure as well. This is because, by Equation (2.1), the matrix $A_\Gamma$ defining the lattice can be written as

$$A_\Gamma := G(B_\Gamma),$$

with $G(B) := (B^*)^{-1}$ being a diffeomorphism $\mathbb{R}^d \setminus Z \rightarrow \mathbb{R}^d \setminus Z$. Here

$$Z := \{B \in \mathbb{R}^{d^2} : \det B = 0\}$$

is the set of non-invertible matrices, which has measure zero.

The lemma, and thus Theorem 1.3 are then proven. □

7. Applications to nodal sets and critical points of eigenfunctions

In this section we shall present a simple application of the inverse localization property to the study of nodal sets and critical points of eigenfunctions on flat tori that we alluded to in the Introduction.

Let us begin by introducing some notation. If $X$ is a subset of $\mathbb{R}^d$, we denote its dilation by factor $c > 0$ and its translation by $p \in \mathbb{R}^d$ by

$$cX := \{cx : x \in X\}, \quad X + p := \{x + p : x \in X\}.$$
Also, here \( B_R \) denotes the ball centered at the origin of radius \( R \), which we can understand as a subset of \( \mathbb{R}^d \) or of \( T_\Gamma \) when \( R \) is small enough.

In the statement of the following theorem we say that a collection of pairwise disjoint compact hypersurfaces \( \{ \Sigma_j \}_{j=1}^N \subset \mathbb{R}^d \) is not linked if there are pairwise disjoint contractible domains \( V_j \) such that \( \Sigma_j \subset V_j \).

**Theorem 7.1.** If a multiple of \( Q_\Gamma \) is a quadratic form with integer coefficients, there exists a sequence of eigenvalues \( \lambda_n \to \infty \) such that, given any \( N \) and a collection of compact embedded hypersurfaces \( \Sigma_j \) \((1 \leq j \leq N)\) of \( \mathbb{R}^d \) that are not linked, any positive integer \( l \) and any \( \varepsilon \), there exists some \( R > 0 \) such that for all large enough \( n \) there is an eigenfunction \( u_n \) with eigenvalue \( \lambda_n \) having in the ball \( B_{R\lambda_n^{-1/2}} \) at least \( N \) nodal components of the form 
\[
\Sigma^*_n := \lambda_n^{-1/2} \Phi_n (c_j \Sigma_j + p_j)
\]
and at least \( N \) nondegenerate local extrema. Here \( c_j > 0 \), \( p_j \in \mathbb{R}^d \), and \( \Phi_n \) is a diffeomorphism of \( \mathbb{R}^d \) which is close to the identity: \( \| \Phi_n - id \|_{C^1(\mathbb{R}^d)} < \varepsilon \).

**Proof.** Let us choose the constants \( c_j \) so that the first Dirichlet eigenvalue of the domain \( \Omega_j \) bounded by the rescaled hypersurface \( c_j \Sigma_j \) is 1. Let us now pick any vectors \( p_j \in \mathbb{R}^d \) so that the translated domains \( \Omega'_j := \Omega_j + p_j \) have disjoint closures (which is possible because \( \Sigma_j \) are not linked), and take some large ball \( B_R \) so that \( \Omega'_j \subset B_R \) for all \( j \). It was proved in [6, 8] that then there exists a solution \( h \) to the Helmholtz equation which has structurally stable nodal sets diffeomorphic to 
\[
\Sigma'_j := c_j \Sigma_j + p_j
\]
and at least \( N \) nondegenerate local extrema in \( B_R \). The reason why we can assume that the local extrema are nondegenerate is that for generic domains, the first Dirichlet eigenfunctions are Morse [20]. More precisely, there exists some \( \delta > 0 \) such that any function \( v \) on \( \mathbb{R}^d \) with
\[
\| v - h \|_{C^1(B_R)} < \delta
\]
has at least \( N \) nondegenerate local extrema in \( B_R \) and the zero level set \( v^{-1}(0) \) has at least \( N \) components of the form \( \Phi(\Sigma'_j) \), where \( \Phi \) is a diffeomorphism of \( \mathbb{R}^d \) with \( \| \Phi - id \|_{C^1(\mathbb{R}^d)} < \varepsilon \).

By Theorem 5.1 there exists a sequence of rescaled eigenfunctions \( v_n := u_n (\cdot / \sqrt{\lambda_n}) \) with eigenvalues \( \lambda_n \to \infty \) such that
\[
\lim_{n \to \infty} \| v_n - h \|_{C^{1,1}(B_R)} = 0 ,
\]
so the result then follows from the above stability property of the function \( h \). \qed
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Appendix A. Approximation of Helmholtz solutions by approximate eigenfunctions

For the benefit of the reader, we shall next recall the standard construction of approximate eigenfunctions with the property (1.2); for the probabilistic counterpart of this result see e.g. [18]. By Theorem 3.1, we can assume that the Helmholtz solution is of the form
\[ h(x) = \int_{S^{d-1}} p(\xi) e^{ix \cdot \xi} d\sigma(\xi), \]
with \( p \) a polynomial.

In this Appendix, \((M, g)\) will be a compact Riemannian manifold of dimension \(d\). If \(u_j\) is an orthonormal basis of Laplace eigenfunctions, satisfying the equation
\[ \Delta_M u_j + \lambda_j u_j = 0 \]
on \(M\), the spectral function of \(M\) corresponding to the interval \(I \subset \mathbb{R}\) is
(A.1) \[ E_I(x, y) := \sum_{\lambda_j \in I} u_j(x) u_j(y). \]

Note this is simply the kernel of the spectral projector onto the direct sum of the eigenspaces corresponding to the eigenvalues \(\lambda_j \in I\).

Consider now the interval \(I_\Lambda := [(1 - \eta)^2 \Lambda^2, (1 + \eta)^2 \Lambda^2]\), with \(\Lambda \gg 1\), and denote by \(d_M(x, y)\) the distance between two points \(x, y \in M\), which we assume that are close enough. Consider points of the form
(A.2) \[ x = \exp_{x_0}(X/\Lambda), \quad y = \exp_{x_0}(Y/\Lambda), \]
where \(x_0\) is a fixed point in \(M\) and \(X, Y\) lie on the ball \(B_R \subset \mathbb{R}^d\) of radius \(R \gg 1\). Hörmander’s local Weyl law [14] ensures that, in this case,
\[ E_I(\Lambda, x, y) = \left( \frac{\Lambda}{2\pi} \right)^d \int_{1 - \eta < |\xi| < 1 + \eta} \frac{e^{i \Lambda y_g(\xi, \exp^{-1} x)} d\xi}{\sqrt{\det g_y}} + O_R(\Lambda^{d-1}) \]
\[ = \left( \frac{\Lambda}{2\pi} \right)^d \int_{1 - \eta < |\xi| < 1 + \eta} e^{i (X - Y) \cdot \xi} d\xi + O_R(\Lambda^{d-1}). \]

Notice that \(|\exp_y^{-1} x| = d_M(x, y)|. The subscript emphasizes that the error is not uniform in \(R\). The reader can consult e.g. [2] for a lucid summary of more recent refinements, which we will ignore in our discussion.

Now let \(F(\xi)\) be any smooth function on \(\mathbb{R}^d\) such that \(F(\xi) := p(\xi/|\xi|)\) if \(|\xi| \in (\frac{1}{2}, 2)\) and \(F(\xi) := 0\) if \(|\xi| < \frac{1}{4}\) or \(|\xi| > 4\). As its Fourier transform is Schwartz, it is then clear that
\[ \int_{|Y| > R} |\hat{F}(Y)| dY \leq C_N R^{-N} \]
for any \(N > 0\) and any multiindex \(\alpha\). With \(K\) a constant to be specified later, let us now define the function
\[ f_\Lambda(y) := K \hat{F}(\Lambda \exp_{x_0}^{-1} y) \chi_1 \left( \frac{\Lambda}{R} \exp_{x_0}^{-1} y \right), \]
where \(\chi_1\) is the indicator function of the ball of radius 1. Note that the function \(f_\Lambda\) is supported on a geodesic ball centered at \(x_0 \in M\) of radius \(R/\Lambda\) and is possibly discontinuous across the boundary of this ball.
Denoting by $dV$ the Riemannian measure on $M$, consider the function

$$U(x) := \int_M E_{I_{\Lambda}}(x, y) f_{\Lambda}(y) \, dV(y).$$

This is a linear combination of eigenfunctions with energies in the interval $I_{\Lambda}$ as a consequence of the identity (A.1). Furthermore, it satisfies the asymptotic estimate

$$U(x) = K \left( \frac{\Lambda}{2\pi} \right)^d \left[ \int_{|Y|<R} \int_{1-\eta<|\xi|<1+\eta} \hat{F}(Y) e^{i(X-Y)\cdot \xi} \, d\xi \, dY + K\eta O_R(\Lambda^{d-1}) \right]$$

$$= K \left( \frac{\Lambda}{2\pi} \right)^d \left[ \int_{\mathbb{R}^d} \int_{1-\eta<|\xi|<1+\eta} \hat{F}(Y) e^{i(X-Y)\cdot \xi} \, d\xi \, dY + O(R^{-N}) \right] + K\eta O_R(\Lambda^{d-1}).$$

Here we are still assuming that $x, y$ are of the form (A.2). With $\eta \ll 1$, one can use the Fourier inversion formula and the fact that $F(\xi) = p(\xi/|\xi|)$ for $|\xi|$ near 1 to write

$$U(x) = K\Lambda^d \left[ \int_{1-\eta<|\xi|<1+\eta} p \left( \frac{\xi}{|\xi|} \right) e^{iX\cdot \xi} \, d\xi + O(R^{-N}) \right] + K\eta O_R(\Lambda^{d-1})$$

$$= 2\eta K\Lambda^d \left[ h(X) + O(\eta) + O(R^{-N}) \right] + K\eta O_R(\Lambda^{d-1}).$$

Therefore, setting

$$K := \frac{1}{2\eta\Lambda^d}$$

one concludes that one can take a small enough $\eta$ and large enough $R$ and $\Lambda$ so that

$$\left\| U \circ \exp_{x_0} \left( \frac{\cdot}{\Lambda} \right) - h \right\|_{C^1(B_R)} < \varepsilon,$$

as claimed.
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