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The advent of noisy intermediate-scale quantum (NISQ) devices offers crucial opportunities for the development of quantum algorithms. Here we evaluate the noise tolerance of two quantum neural network (QNN) architectures on IBM’s NISQ devices, namely, dissipative QNN (DQNN) whose building-block perceptron is a completely positive map, and the quantum approximate optimization algorithm (QAOA). We compare these two approaches to learning an unknown unitary. While both networks succeed in this learning task, we find that a DQNN learns an unknown unitary more reliably than QAOA and is less susceptible to gate noise.

I. INTRODUCTION

The classical simulation of many body quantum systems is fundamentally limited by the exponential growth – in the system size – of the required computational resources. It was Feynman who first understood that what would become quantum computing can overcome this obstruction and offer classically unattainable computational possibilities [1]. This dream has come much closer to reality, particularly in the past year, as progress on engineering quantum computers has accelerated rapidly. In parallel, the exploration of various quantum algorithms is progressing steadily, already leading to early implementations of quantum machine learning [2][4].

Quantum machine learning models executed on quantum computers are expected to outperform their classical counterparts in numerous tasks (see, e.g., [2] [5] and references therein for a cross-section of results). Such models are largely implemented as parameterized quantum circuits [8][9] which are executed on a quantum computer and whose parameters are variationally optimized via classical side computation [8][10][12].

In recent years a variety of parametrized quantum circuit architectures for quantum machine learning have been proposed [1]. Prominent amongst these are quantum neural networks (QNNs), defined by quantum analog with classical neural networks. Their fundamental building block, the quantum perceptron, has been defined in many ways [13][28]. QNNs have been successfully used to learn unitaries [13][29], perform classifications tasks [14][15][30], and denoise quantum data [24][31][32], to name a few applications. The focus of this paper is on the model of [13], who define a quantum perceptron to be a completely positive map, leading to dissipative QNN (DQNN) [33]. An alternative parametrized quantum circuit class which has attracted considerable interest for its practical benefits in implementations is that arising in the quantum approximate optimization algorithm (QAOA), which features a sequence of alternating unitary operators [34][35]. This variational class of quantum circuits has led to promising results for learning unitaries [37] and solving combinatorial problems [38][40].

Successfully executing QNNs and the QAOA on today’s noisy intermediate-scale quantum (NISQ) devices remains extremely challenging [48]. When exploiting gradient-based training methods, the presence of barren plateaus, i.e., exponentially vanishing cost gradients, can significantly diminish their performance [49][52]. The increasing noise levels in higher-depth quantum circuits also poses a major challenge for accurately computing costs and gradients [41][47][53][54]. Thus, any approach to implementing these algorithms on currently available quantum hardware must be evaluated and optimized for their noise tolerance.

In this paper we exploit, and compare, DQNN and QAOA on current quantum hardware. The task we evaluate is that of learning an unknown unitary operator. The DQNN is implemented as a parameterized quantum circuit which is trained via gradient descent; the architecture of the resulting quantum circuit is optimized to mitigate the effect of noise. We compare the DQNN circuit with a similar implementation via the QAOA [34], where the QAOA is described as a QNN. A notable difference between these approaches, is how the input information propagates through the network. In the case of DQNN, perceptron maps act on layers of different qubits, whereas the QAOA defines them as a sequence of operations on the same qubits. Both quantum circuits are implemented via Qiskit [55] and executed on simulated and real quantum devices hosted by IBM [59].

Our paper is organized as follows: In Section II, we review the network model and the corresponding quantum circuit for DQNN and the QAOA. Section III features the architecture-specific details and implementation of learning via gradient descent. In Section IV, we present our numerical results, where we compare both networks in terms of their robustness to noise and their generalization capabilities. Concluding remarks are found in Section V.
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II. NETWORK MODELS

In this section we review DQNNs and the QAOA and, for each network, describe the network model and its implementation as a quantum circuit.

A. Dissipative QNN

The general structure of a DQNN is described in [13]. It features one input layer ($l = 0$), $L \geq 0$ hidden layers ($l = 1, 2, \ldots, L$), and one output layer ($l = L + 1$). The input and output layers consist of $m = m_0 = m_{L+1}$ neurons, respectively, while the hidden layers consist of an arbitrary number of neurons $m_l \geq 1$. (Generally, $m_{L+1} \neq m_0$ is possible but would correspond to a non-unitary transformation, which is out of the scope of the current paper.) The input neurons are initialized in a given state $|\phi^\text{in}\rangle$ while the neurons of the remaining layers are initialized in the vacuum product state $|0\ldots0\rangle$. Two neighboured layers, $l-1$ and $l$, are fully connected via the layer unitary $U^l = U^l_{m_0} \cdots U^l_1$. The quantum perceptron $U^l_1$ is defined neuron-wise as a general unitary operator acting on all $m_{l-1}$ neurons of layer $l-1$ and the $j$th neuron of layer $l$. Layer by layer, the unitary $U^l$ is applied to all input states (layer $l-1$) and output states (layer $l$). The states related to layer $l-1$ are traced out afterward leaving only the output state of the remaining qubits as an input for the next layer. The resulting evolution is hence given, in general, by a completely positive map. This iterative process induces the feed-forward nature of the network. Thus, the network’s final output state $\rho^\text{out}$ is obtained by:

$$\rho^\text{out} \equiv \text{tr}_{\text{hid}} (\mathcal{U} (\rho^\text{in} \otimes |0\ldots0\rangle_{\text{hid,out}} \langle 0\ldots0|) U^l_1),$$  \hspace{1cm} (1)$$

where the network unitary is $\mathcal{U} = U^{L+1} \cdots U^l$ and the input state $\rho^\text{in} = |\phi^\text{in}\rangle \langle \phi^\text{in}|$.

The quantum circuit

For our concrete implementation of a DQNN we represent each neuron with a corresponding qubit yielding a quantum circuit on $M = \sum_{l=0}^{L+1} m_l$ qubits. The network’s $2^M$-dimensional Hilbert space is the tensor product of $M$ single-qubit Hilbert spaces. The quantum perceptron $U^l_j$ is composed of two-qubit canonical gates $\text{CAN}(t_1, t_2, t_3)$ [57]. To guarantee the network’s universality, additional single-qubit gates $u(\theta, \phi, \lambda)$ are applied to all qubits. The
canonical gate is composed of three two-qubit gates:

\[
\text{CAN}(t_1, t_2, t_3) = e^{-i\frac{\pi}{4} t_1 X \otimes X} e^{-i\frac{\pi}{4} t_2 Y \otimes Y} e^{-i\frac{\pi}{4} t_3 Z \otimes Z} = \text{RXX}(t_1 \pi) \text{RYY}(t_2 \pi) \text{RZZ}(t_3 \pi),
\]

where \(X = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \), \(Y = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix} \), and \(Z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} \) are the Pauli matrices and \(t_1, t_2, t_3 \in \mathbb{R} \). The single-qubit gate \(u(\theta, \phi, \lambda) \) is defined as

\[
u(\theta, \phi, \lambda) = \begin{pmatrix} \cos(\theta/2) & -e^{i\lambda} \sin(\theta/2) \\ e^{i\phi} \sin(\theta/2) & e^{i(\lambda+\phi)} \cos(\theta/2) \end{pmatrix},
\]

where \(\theta, \phi, \lambda \in \mathbb{R} \).

The quantum circuit simulating a DQNN is structured layer-wise. The first \(m\) qubits are initialized in a given state \(|\phi^{|m}\rangle\), while all remaining qubits are initialized in \(|0\rangle\). The \(u\) gates are applied first, layer by layer (\(l = 1, \ldots, L + 1\)), to all \(m - 1\) input qubits. After that, the layer unitary \(U^l = \prod_{j=m}^{m-1} U^l_j\) is applied to all input and output qubits. Here, \(U^l_j\) is a sequence of \(m_{l-1}\) CAN gates where the \(i\)th CAN gate acts on the \(i\)th input and the \(j\)th output qubit. After each layer \(l\), the \(m_{l-1}\) input qubits are neglected. The \(m_l\) output qubits of this layer serve as the input qubits for the next layer \(l + 1\). By this, the partial trace of Eq. (1) is realized. After the output layer \(L + 1\), again, \(u\) gates are applied to the remaining \(m\) output qubits. Thus, the quantum circuit consists of \(N_p = 3m + 3\sum_{l=1}^{L+1} m_{l-1} (1 + m_l)\) parameters. This procedure is illustrated in Fig. 1b for a \(\overrightarrow{O}\) DQNN.

### B. QAOA

The QAOA consists of a sequence of alternating unitary operators \(e^{-iA_{t_1}} e^{-iB_{t_1}} \in U(d)\), where \(t_1, t_2 \in \mathbb{R}\) and \(A\) and \(B\) are hermitian matrices initially randomly generated from the gaussian unitary ensemble [34]. The total action of \(N\) such operator pairs can be written as

\[
U = e^{-iB T} e^{-iA T} \cdots e^{-iB_{t_1}} e^{-iA_{t_1}}
\]

so that the output state is given by \(\rho^\text{out} = U |\phi^{|m}\rangle \langle \phi^{|m}| U^\dagger\). The QAOA can be interpreted as an \((N + 1)\)-layer QNN featuring \(m\) neurons per layer. We identify each operator pair \(e^{-iA_{t_1}} e^{-iB_{t_1}}\) as the layer \(l + 1\) unitary acting on all \(m\) neurons of layer \(l\). The resulting state is the input for the neurons of the next layer \(l + 1\).

### The Quantum Circuit

The QAOA’s quantum circuit is implemented using only \(m\) qubits as each layer is represented by the same set of qubits. The Hilbert space is the same as for the DQNN but with lower dimension \(2^m\). We initialize the \(m\) qubits in a given state \(|\phi^{|m}\rangle\) with dimension \(d = 2^n\). \(N\) is chosen to be \(d^2/2\) so that the QNN converges to an optimal solution [37]. Thus, the number of total parameters equals \(N_p = d^2 = 4^n\). An exemplary quantum circuit for \(m = 2\) is depicted in Fig. 1c.

### III. TRAINING THE NETWORKS

In this section we describe the learning algorithm applied and present its implementation.

#### A. Learning Algorithm

For both QNNs, the task is to learn an unknown unitary \(V \in U(2^m)\) from a given training set \(\{\phi^{|m}_x, \phi^{|m}_x\}_N\) where \(\phi^{|m}_x\) = \(\phi^{|m}_x\). As a general measure for the network’s performance we evaluate the fidelity of the desired output \(|\phi^{|m}_x^\text{out}\rangle\) and the network’s output \(\rho^{|m}_x^\text{out}\). Averaging over all pairs \(x\) in the training set yields the training cost of the network:

\[
C_T = \frac{1}{N_T} \sum_{x=1}^{N_T} \langle \phi^{|m}_x^\text{out} | \rho^{|m}_x^\text{out} | \phi^{|m}_x^\text{out} \rangle.
\]

The networks are trained iteratively by gradient descent. Both are implemented as quantum circuits parameterized by \(N_p\) independent parameters. The parameters are initialized as \(\vec{p}_0 = (p_1, \ldots, p_{N_p})^T\). At each epoch, all parameters are updated so that they (locally and infinitesimally) maximize the training cost. The new parameters are given by \(\vec{p}_{k+1} = \vec{p}_k + \delta \vec{p}\). The update step is defined as \(\delta \vec{p} = \eta \nabla C(\vec{p}_k)\) with the learning rate \(\eta\). The gradient of the training cost is approximated by:

\[
\nabla_k C(\vec{p}_k) = \frac{C(\vec{p}_k + \epsilon \bar{e}_k) - C(\vec{p}_k - \epsilon \bar{e}_k)}{2 \epsilon} + O(\epsilon^2)
\]

where \(\bar{e}_k\) has components \(\bar{e}_k^l = \delta_{k}^l\), \(k, j = 1, \ldots, N_p\) and \(\epsilon > 0\). In the following, \(\epsilon\) and \(\eta\) are called the hyperparameters of our networks.

After training we evaluate the networks’ generalization via a validation set \(\{\phi^{|m}_x, \phi^{|m}_x\}_{N_V}\) built in the same way as the training set. Analogously, the validation cost is defined as:

\[
C_V = \frac{1}{N_V} \sum_{x=1}^{N_V} \langle \phi^{|m}_x^\text{out} | \rho^{|m}_x^\text{out} | \phi^{|m}_x^\text{out} \rangle.
\]

#### B. Implementation

The execution of the QNNs involves three crucial steps.  

i. Initialization: First, a set of training pairs as well as a set of validation pairs, if not already given, are generated from a target unitary \(V \in U(d)\). The hyperparameters are set according to the problem and network at hand. The parameters \(\vec{p}_0\) are initialized randomly.

1. Update Step: After each epoch the parameters \(\vec{p}_k\) are updated using the gradient descent method

\[
\nabla_k C(\vec{p}_k) = \frac{C(\vec{p}_k + \epsilon \bar{e}_k) - C(\vec{p}_k - \epsilon \bar{e}_k)}{2 \epsilon} + O(\epsilon^2)
\]

where \(\bar{e}_k\) has components \(\bar{e}_k^l = \delta_{k}^l\), \(k, j = 1, \ldots, N_p\) and \(\epsilon > 0\). In the following, \(\epsilon\) and \(\eta\) are called the hyperparameters of our networks.

After training we evaluate the networks’ generalization via a validation set \(\{\phi^{|m}_x, \phi^{|m}_x\}_{N_V}\) built in the same way as the training set. Analogously, the validation cost is defined as:

\[
C_V = \frac{1}{N_V} \sum_{x=1}^{N_V} \langle \phi^{|m}_x^\text{out} | \rho^{|m}_x^\text{out} | \phi^{|m}_x^\text{out} \rangle.
\]
ii. **Learning:** The following steps are repeated for a given number of epochs. The full quantum circuit (see Fig. 1a) consists of three main parts. In the first part, a set of $m$ qubits is initialized in the state $|\phi_x^{\text{out}}\rangle$ and another $m$ qubits in $|\phi_x^{\text{in}}\rangle$. The remaining qubits, if necessary, are initialized in $|0\rangle$. The second part features the network’s evaluation of $|\phi_x^{\text{in}}\rangle$. In the last part, the fidelity is calculated using the destructive swap test [58, 59]. The full circuit is executed for all states in the training set to calculate the training cost. The network parameters are updated using gradient descent as described in section IIIA.

iii. **Validation:** The network is evaluated using a validation set. Its states are unknown to the network and uncorrelated to the training set. The resulting validation cost yields a measure for the networks’ generalization capabilities.

### IV. RESULTS

In this section, we perform numerical studies of the previously described networks. This includes an analysis of their generalization capabilities and noise robustness. Additionally, we train both networks on real quantum computers.

#### A. Setup

To analyze and compare the two networks described in Section II, we choose a target unitary of dimension $d = 4$. Thus, both networks have $m = 2$ input and output qubits, respectively. We train a one-layer DQNN of the form \( \otimes \otimes \) and a QAOA network with $N = 8$ layers. These shallow network architectures are well suited for an analysis of both network types. They already exhibit the quantum entanglement and implement the basic structure of QNNs. This enables a generalization of the main results to more extensive networks. These networks are implemented using 6 (4) qubits for the DQNN (QAOA), including the initialization and measurement as described in Section IIIB. Training these networks requires the learning of 24 (16) parameters, respectively. Due to the small number of parameters for both networks, we do not encounter the effects of barren plateaus. For the DQNN, the parameters are initialized in the range $[0, 2\pi]$. Here, we found $\eta = 0.5$ and $\epsilon = 0.25$ as the optimal hyperparameters. For the QAOA, we initialize the parameters in the range $[-1, 1]$ and found the hyperparameters $\eta = 0.075$ and $\epsilon = 0.05$ optimal.

The implementation and execution of the corresponding quantum circuits was carried out using the open-source SDK Qiskit [55] and the quantum devices hosted by IBM [56]. Qiskit allows decomposition of the parameterized networks mentioned in Section II to a predefined set of elementary gates yielding a quantum circuit that the IBM quantum devices execute. While the number of required basis gates for the initialization (6-12 single-qubit gates and 6 CNOT gates) and the fidelity measurement (2 single-qubit gates and 2 CNOT gates) is independent of the network type, the required qubits for implementing the core network circuit differs. For example, mapping the network’s circuit to the H-topology of ibmq_casablanca [56] results in 57 (97) single-qubit gates and 63 (57) CNOT gates for the DQNN (QAOA).

The training of the network was executed in a hybrid manner. At each epoch, the cost was evaluated by the quantum execution, which was then used to update the parameters classically. To guarantee the training’s success, it was necessary to use a training set that was large enough to determine the transformation of the target unitary. For a 2-2 network \( (V \in U(4)) \), this was achieved using four training pairs [60].

#### B. Generalization Analysis

Due to the generally limited amount of quantum data, it is of paramount interest to analyze the network’s generalization capabilities, i.e., how does it perform on previously unseen data. We quantify this via a validation cost defined by four validation pairs while training the network using only $N_T = 1, \ldots, 4$ training pairs. The validation cost represents a fair metric to compare QNN architectures as it quantifies the influence of overfitting where a QNN architecture maximises the training cost at the expense of performance on unseen data.

We executed the quantum circuits on a simulator incorporating the real-time noise of ibmq_casablanca, which we set constant for all values of $N_T$. The training was repeated several times to average over different initial parameters, target unitaries, and noise snapshots.

The results of this study are shown in Fig. 2a. Alongside the validation costs as a function of the number of training pairs, the networks’ identity costs are also shown. The identity cost is calculated using $V = 1$ and corresponding parameters so that the respective network acts as the identity. Each gate is still applied and adds noise to the circuit. Thus, the identity cost provides an estimate for the best possible costs of an ideally trained network.

Our studies show that both networks are capable of generalizing the available information. As expected, the validation costs increase with the number of training pairs. According to the higher identity cost, the DQNN also reaches higher validation costs than the QAOA. Additionally, the DQNN generalizes with higher reliability as its different training sessions for $N_T = 4$ yield very few outliers. In contrast, the QAOA’s validation cost is approximately uniformly distributed around the mean.
FIG. 2: Training on simulated devices. (a) shows the validation cost (○) after training both networks with $N_T = 1, \ldots, 4$ training pairs for 1000 epochs. The identity cost (⋯) gives an estimate for the cost of an ideally trained network. Although the networks use identical device simulations, the DQNN generally reaches higher validation costs. In (b), the networks are trained for varying gate noise until the validation cost converges, whereby the training cost (▲) is shown, additionally. Here, $k = 1$ corresponds to the gate noise of currently available NISQ devices. Especially in this region, the DQNN performs better. In both analyses, the quantities are averaged over 20 (a) and 5 (b) training sessions with different target unitaries $V$ and start parameters $\vec{p}_0$.

C. Gate Noise Analysis

The success of the DQNN and the QAOA is strongly affected by the noise of the executing quantum device. The primary sources are readout noise and gate noise. Both networks are equally influenced by readout noise as they are evaluated by the same measurement method. Our focus in this paper is on the comparison of both networks and thus we neglect readout noise. The influence of gate noise, however, does differ because the networks consist of different gates. To test the influence of gate noise on both networks’ performances, we trained the DQNN and the QAOA using a depolarizing quantum error channel. It was parametrized by the depolarization probabilities $\lambda^g = k\lambda^g_0$ with basis gates $g =$ CNOT, SX, RZ and scaling factor $k$. The parameter $\lambda^g_0$ was chosen to match the gate error probabilities of current NISQ devices. Here, we chose $\lambda^{\text{CNOT}}_0 = 3.14 \times 10^{-2}$, $\lambda^{\text{SX}}_0 = 1.18 \times 10^{-3}$, $\lambda^{\text{RZ}}_0 = 0$, which is an approximation for $ibmq\_16\_melbourne [56]$. We also used $ibmq\_16\_melbourne$’s qubit coupling map.

Fig. 2(b) shows the numerical results comparing the DQNN and the QAOA for different error probability factors $k$. Note that $k = 1$ corresponds to the gate noise of currently available NISQ devices. For $k = 0$, i.e., a noise-free quantum device, both QNNs perform equally well. In the presence of gate noise, however, the DQNN has a higher identity cost, which in each case also yields a higher training and validation cost. This indicates that the DQNN is more suitable for learning unitaries on NISQ devices than the QAOA.

D. NISQ Device Execution

Apart from simulating the QNNs to study their main properties, we have to execute them on actual NISQ devices to broaden our knowledge about their real-world applications and benefit from their advantages. To demonstrate both the challenges and the potential of training QNNs on NISQ devices, we present results of a single training session, respectively. By this, we can evaluate the direct effect of the real device noise on the different costs. We trained both QNNs using the IBM 7-qubit device $ibmq\_casablanca [56]$.

The relevant costs during training the DQNN and the QAOA to learn an unknown unitary $V \in U(d)$ are shown in Fig. 3. In the noise-free case, the training cost should always be monotone increasing for well-chosen hyperparameters. Here, the variance in the training cost indicates
FIG. 3: Training on quantum computers. This figure shows the relevant quantities measured while training the DQNN (a) and the QAOA (b). Both networks have been trained for 100 epochs. Each epoch, the training cost (−) is calculated via four 4 training pairs. Every fifth epoch, the validation cost (−●−) is measured using 4 validation pairs, as well as the identity cost (−□−) using 4 output training states.

the networks’ response to gate and measurement noise. However, the training and validation costs seem to be correlated to the varying identity cost. That indicates that the variance of the identity cost is not only a statistical error but arises from a noise drift of the quantum device itself. In the previous analyses, the identity cost served as the upper limit for the training and validation cost. Here, the training cost exceeds the identity cost after a few epochs. This indicates the networks’ surprising ability to factor in the noise circumstances of the real device. Having noted this, the high validation to identity cost ratio demonstrates the remarkable capability of both networks to generalize the provided information despite the high noise levels.

V. DISCUSSION AND OUTLOOK

In this paper we introduced a dissipative Quantum Neural Network ansatz and compared it to the Quantum Approximate Optimization Algorithm. Both QNNs were implemented and trained on IBM’s quantum computers. It was found that a DQNN learns an unknown unitary better than the QAOA, as quantified by the validation cost. Our analysis demonstrates that the DQNN generalizes with higher reliability and accuracy than the QAOA. Moreover, we found that the DQNN is less susceptible to gate noise than the QAOA, most notably in the region of current NISQ device noise levels. We demonstrated the ability of both networks and the gradient descent-based learning algorithm to withstand the noise of today’s quantum devices. However, it should be noted that noise still prevents QNNs from reaching high fidelities.

Besides the reduction of noise, the further development of quantum devices holds potential in providing resettable qubits. This would reduce the number of qubits required to operate a DQNN and thus allow the exploration of multiple layers. It is a fascinating problem whether DQNN for higher-dimensional unitaries and non-unitary maps offer similar advantages. We leave this question to future work.

The code is available at https://github.com/qigitphannover/DeepQuantumNeuralNetworks.
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