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Abstract: Functional Data Analysis represents a field of growing interest in statistics. Despite several studies have been proposed leading to fundamental results, the problem of obtaining valid and efficient prediction sets has not been thoroughly covered. Indeed, the great majority of methods currently in the literature rely on strong distributional assumptions (e.g., Gaussianity), dimension reduction techniques and/or asymptotic arguments. We propose a new nonparametric approach in the field of Conformal Prediction, based on a new family of non-conformity measures inducing conformal predictors able to create closed-form finite-sample valid or exact prediction sets for functional data under very minimal distributional assumptions. In addition, our proposal ensures that the prediction sets obtained are bands, an essential feature in the functional setting that allows the visualization and interpretation of such sets. The procedure is also fast,
scalable, does not rely on functional dimension reduction techniques and allows
the user to select different nonconformity measures depending on the problem at
hand always obtaining valid bands. Within this family of measures, we propose
also a specific measure leading to prediction bands asymptotically no less efficient
than those with constant width.
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1. Introduction

One of the main roles of statistics in our new, data-rich world is to provide
scientists, business people and policy makers with tools able to deal with an
increasing amount of data, of increasing complexity. Automated sensor ar-rays and measuring systems now provide huge quantities of high-frequency
and high-dimensional data about all sorts of social or physical phenomena.

Among the most popular toolboxes that have the capacity to deal with
this kind of complex data one can find Functional Data Analysis (FDA,
Ramsay and Silverman [2005]). FDA is an ebullient field of statistics which
aim is to develop theory and methods to deal with data sets made of func-
tions defined over a domain, either uni- or multidimensional, and usually
caracterized by some degree of smoothness. In the following, we will indi-
cate with $\mathcal{Y}(\mathcal{T})$ the family of functions $y : \mathcal{T} \rightarrow \mathbb{R}$ belonging to $L^\infty(\mathcal{T})$ with $\mathcal{T}$ closed and bounded subset of $\mathbb{R}^d$, $d \in \mathbb{N}_{>0}$, and with $y_1, \ldots, y_n$ possible realizations of $n$ i.i.d. random functions $Y_1, \ldots, Y_n \sim P$ taking values in $\mathcal{Y}(\mathcal{T})$. Without loss of generality, hereafter we will consider $d = 1$ since it is the most common practical case. Despite being born in relatively recent times ([Ramsay, 1982]), a plethora of standard multivariate tools have ported to the functional realm: among others Functional Principal Component Analysis ([Ramsay and Silverman, 2005], Chapter 10), Functional Linear Regression ([Ramsay and Silverman, 2005], Chapter 12) and Functional Boxplots ([Sun and Genton, 2011]).

A problem that, perhaps surprisingly, has not been covered in a satisfactory way in the FDA literature is the issue of uncertainty quantification in prediction and forecasting. In a more formal way, the interest is in the creation of prediction sets, namely subsets of $\mathcal{Y}(\mathcal{T})$ that include a new function $Y_{n+1}$ (i.i.d to $Y_1, \ldots, Y_n$) with a certain nominal confidence level $1 - \alpha$. In particular, the aim is to obtain either exact - i.e. ensuring a coverage equal to the nominal confidence level - or at least valid - i.e. ensuring a coverage no less than the nominal confidence level - prediction sets. Recent works in FDA provide novel insights into this very meaningful applied and theoretical issue. These attempts can be broadly classified in two classes:
The first one is composed of works based mainly on bootstrapping techniques, either parametric (e.g., Degras, 2011; Cao et al., 2012) or, via the use of functional quantiles, via nonparametric bootstrap techniques (e.g., Cuevas et al., 2006; Berg et al., 2017; Schüssler and Trede, 2016). The first two references are involved with construction of simultaneous confidence bands for the mean of functional data, but it should be noted that in the case of Gaussian functional data this problem and the issue of forecasting a new functional observation are essentially equivalent, and one can transform the simultaneous confidence bands for the mean into simultaneous prediction bands via a simple rescaling. The second class is represented by cases in which a dimensionality reduction technique is applied to render the naturally infinite-dimensional problem more tractable by projecting it on a finite dimensional functional basis (e.g., Hyndman and Shahid Ullah, 2007; Antoniadis et al., 2016). These approaches carry some shortcomings: the first group of techniques is computationally intensive, thus requiring long calculation times, while the second ones rely on the approximations introduced by basis projection. Both of them, in any case, either rely on not easily provable distributional assumptions and/or on asymptotic results.

The framework of this manuscript is Conformal Prediction (Vovk et al., 2005; Shafer and Vovk, 2008), a novel method of forecasting firstly devel-
oped in the Machine Learning community as a way to define prediction intervals for Support Vector Machines (Gammerman et al., 1998). The interested reader can find a recent review in Fontana et al. (2023). In univariate setting, Conformal Prediction is able to generate distribution-free, valid prediction intervals and it has also been used as a data exploration tool for Functional Data (Lei et al., 2015), via the use of a truncated basis approach.

In this article, we build on top of the literature about set prediction for functional data and Conformal Prediction, by introducing several theoretical and methodological innovations.

1. After having introduced the importance in interpretative terms of obtaining functional prediction sets having a specific shape (i.e. prediction bands) in Section 2.2, functional prediction sets are formally defined and the Semi-Off-Line Inductive Conformal framework, also known simply as Split Conformal, is introduced. Specifically, we contribute in two ways to the Conformal Prediction literature: via enriching the results about the validity of split conformal prediction sets by making the exact probability reached by them explicit (Theorem 1) and we provide what is to the best of our knowledge the first formal proof of the exactness of smoothed split conformal prediction sets.
2. In Section 2.3 we propose a nonconformity measure inducing a conformal predictor able to create closed-form finite-sample either valid or exact prediction bands of constant amplitude, under minimal distributional assumptions. The procedure is fast, scalable and does not rely on widespread functional dimension reduction techniques.

3. In Section 2.4 we propose a family of nonconformity measures (to which the nonconformity measure introduced in Section 2.3 belongs) indexed by modulation function \( s_{\tau_i} \) that allows for prediction bands with non-constant width, but able to keep all the aforementioned appealing properties. As a consequence, prediction bands induced by the nonconformity measures belonging to this family can be compared on the basis of features other than validity, such as efficiency (i.e. the size).

4. In Section 2.4 we focus on a specific nonconformity measure belonging to this family which leads to valid prediction bands asymptotically no less efficient than those obtained by not modulating (Theorem 2, Theorem 3).

Finally, in Section S2 in the Supplementary Materials we propose a simula-
tion study to compare our method with four alternatives, and in Section 3 we apply our approach to the Berkeley Growth Study data set (Tuddenham and Snyder, 1954). Section 4 provides an overview of the main results.

2. Conformal Prediction Bands

2.1 The Importance of Being a Band

Set prediction is an issue of key importance in the statistical community. Specifically, three main features characterize a prediction set: shape, coverage, and size. We start by tackling, in this section, the first issue, while the last two are explored in Section 2. In the classical multivariate statistical setting, elliptic regions have been and are still considered as the standard shapes for prediction sets. Differently, in the functional context many authors (López-Pintado and Romo, 2009; Lei et al., 2015) note how the focus should be on a particular type of prediction set, commonly known as prediction band. Formally, a band is defined as

\[ \{ y \in \mathcal{Y}(\mathcal{T}) : y(t) \in B_n(t), \ \forall t \in \mathcal{T} \}, \]

with \( B_n(t) \subseteq \mathbb{R} \) interval for each \( t \in \mathcal{T} \) (López-Pintado and Romo, 2009; Degras, 2017). The focus on this type of sets, that can be defined as the Cartesian product of the (infinitely many) intervals \( \{ B_n(t) : t \in \mathcal{T} \} \), comes
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from the fact that – differently from a generic region of $\mathcal{Y}(\mathcal{T})$ – such a shape can be easily visualized on a plot (i.e., it is a band, in parallel coordinates, as noted by L´ opez-Pintado and Romo, 2009) and thus interpreted with respect to the domain $\mathcal{T}$.

It should also be noted that, differently from prediction sets characterized by other shapes, prediction bands always coincide with (and are not only a subset of) their envelope. In view of this, the development of a method that necessarily outputs prediction bands - instead of more general prediction sets - represents the starting point of this work.

2.2 Conformal Prediction

The framework we use to develop our prediction sets is Conformal Prediction, a nonparametric approach proposed in the multivariate literature for the first time by Gammerman et al. (1998) and thoroughly described in Vovk et al. (2005), that can be used to construct finite-sample either valid or exact prediction sets under no assumptions other than i.i.d. data (for a review of the topic see, e.g., Lei et al. 2018 Fontana et al., 2023). Even though the theory holds also under the weaker assumption of exchangeable data, in this manuscript we will focus on the case of i.i.d. data which is a very common case in applications and in particular on the case of i.i.d.
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functional data taking value in $\mathcal{Y}(T)$.

Following the notation of Vovk et al. (2005), given a set of i.i.d. random functions $Y_1, \ldots, Y_n \sim P$ and an independent random function $Y_{n+1} \sim P$, a valid prediction set $C_{n,1-\alpha} := C_{n,1-\alpha}(Y_1, \ldots, Y_n)$ for $Y_{n+1}$ is a set such that

$$\mathbb{P}(Y_{n+1} \in C_{n,1-\alpha}) \geq 1 - \alpha$$

(2.1)

for any significance level $\alpha \in (0, 1)$ and with $\mathbb{P}$ the probability corresponding to the product measure induced by $P$ (Lei et al., 2015). If the inequality in (2.1) is replaced by the equality, the prediction set is also said to be exact.

In order to avoid ambiguity, later in the discussion the term coverage (or unconditional coverage) will be used to refer to $\mathbb{P}(Y_{n+1} \in C_{n,1-\alpha})$, the term conditional coverage will be used to refer to $\mathbb{P}(Y_{n+1} \in C_{n,1-\alpha} | C_{n,1-\alpha})$ and the terms empirical coverage and empirical conditional coverage will be used to refer to the estimate - from simulated data - of the coverage and conditional coverage respectively.

Specifically, we will focus on the Semi-Off-Line Inductive Conformal framework, also known simply as Split Conformal, a computationally efficient modification of the original Transductive Conformal method (firstly proposed in Papadopoulos et al., 2002). In order to present this approach, let us consider the following procedure: given data $y_1, \ldots, y_n$, let $\{1, \ldots, n\}$
be randomly divided into two sets $\mathcal{I}_1, \mathcal{I}_2$ and let us define the training set as $\{y_h : h \in \mathcal{I}_1\}$ and the calibration set as $\{y_h : h \in \mathcal{I}_2\}$, with $|\mathcal{I}_1| = m$, $|\mathcal{I}_2| = l$ and $m, l \in \mathbb{N}_{>0}$ such that $n = m + l$. Let us also define nonconformity measure as any measurable function $A(\{y_h : h \in \mathcal{I}_1\}, y)$ taking values in $\mathbb{R}$ whose aim is to score how different $y \in \mathcal{Y}(\mathcal{T})$ is from the training set.

The split conformal prediction set constructed on the basis of the observed sample $y_1, \ldots, y_n$ is defined as $C_{n,1-\alpha} := \{y \in \mathcal{Y}(\mathcal{T}) : \delta_y > \alpha\}$, with

$$
\delta_y := \frac{|\{j \in \mathcal{I}_2 \cup \{n + 1\} : R_j \geq R_{n+1}\}|}{l + 1}
$$


and nonconformity scores $R_j := A(\{y_h : h \in \mathcal{I}_1\}, y_j)$ for $j \in \mathcal{I}_2$, $R_{n+1} := A(\{y_h : h \in \mathcal{I}_1\}, y)$. In particular, hereafter we will focus on nonconformity scores $\{R_h : h \in \mathcal{I}_2\}$ having a continuous joint distribution, an assumption generally satisfied in the functional context.

The essential result (due to Vovk et al., 2005) traditionally evoked when dealing with the Conformal approach concerns the validity of split prediction sets: indeed, under the exchangeability assumption (a direct consequence of having i.i.d. data) $\delta_Y$ is uniformly distributed over $\{1/(l + 1), 2/(l + 1), \ldots, 1\}$ and then (2.1) holds. Theorem 1 proves and enriches such known result by making the exact probability reached by split prediction sets explicit. The proof is given in Supplementary Material S1.1.

**Theorem 1.** Let $C_{n,1-\alpha}$ be a split conformal prediction set. If $Y_1, \ldots, Y_{n+1}$
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are i.i.d. and \( \{R_h : h \in \mathcal{I}_2\} \) have a continuous joint distribution, then

\[
P(Y_{n+1} \in C_{n,1-\alpha}) = 1 - \frac{\lfloor (l + 1)\alpha \rfloor}{l + 1}.
\]

Specifically, \( C_{n,1-\alpha} \) always satisfies

\[
1 - \alpha \leq P(Y_{n+1} \in C_{n,1-\alpha}) < 1 - \alpha + \frac{1}{l+1}.
\] (2.2)

A natural consequence of the first part of Theorem 1 is that when \( \lfloor (l + 1)\alpha \rfloor = (l + 1)\alpha \) the procedure automatically outputs exact prediction sets: in practice, since in most cases both \( \alpha \) and \( l \) are given by the application in hand, such property should be simply considered as an useful by-product that may occur in some circumstances. More generally, Theorem 1 states that the Conformal approach ensures an easy-to-compute precise coverage for split prediction sets, and not only their validity. Furthermore, the second part of Theorem 1 suggests that the coverage provided by split conformal prediction sets is no less than \( 1 - \alpha \) and over-coverage is basically avoided when sample size is large. In particular, inequality (2.2) represents a minimal modification of Theorem 2 of Lei et al. (2018): the only difference - besides notation - is the change of "\( \leq \)" with "\( < \)" in the upper bound of (2.2).

Conformal inference is a field of deep interest as minimal assumptions are required on \( P \) to obtain prediction sets satisfying (2.1) for any finite
sample size \( n \), a property particularly appealing in the functional context.

A slight modification \cite{Vovk2005a} of the aforementioned procedure even allows to obtain a stronger version of Theorem 1 in order to present it, first of all let us introduce an element of randomization \( \tau_{n+1} \), realization of a uniform random variable in \([0, 1]\). The smoothed split conformal prediction set is defined as \( C_{n, 1-\alpha, \tau_{n+1}} := \{ y \in Y(\mathcal{T}) : \delta_{y, \tau_{n+1}} > \alpha \} \), with

\[
(l + 1) \cdot \delta_{y, \tau_{n+1}} := |\{ j \in \mathcal{I}_2 : R_j > R_{n+1} \}| + \\
\tau_{n+1} \cdot |\{ j \in \mathcal{I}_2 \cup \{ n + 1 \} : R_j = R_{n+1} \}|.
\]

Smoothed split conformal prediction sets are, by construction, exact for any \( \alpha, l \), i.e. \( \mathbb{P}(Y_{n+1} \in C_{n, 1-\alpha, \tau_{n+1}}) = 1 - \alpha \): to the best of our knowledge, in the literature there is no formal proof of this well-established result \cite{Vovk2005a}, and so a proof is given in Supplementary Material S1.1.

**Remark 1.** Our discussion was limited to the split setting because our work only focuses on it, but the results of this section are very general and require just little changes to be applied to the Transductive/Full Conformal framework. In addition, as highlighted by \cite{Vovk2005a} and briefly mentioned at the beginning of this section, Theorem 1 and the result about exactness of smoothed prediction sets hold even when the weaker assumption of exchangeability is formulated instead of the traditional hypothesis.
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of i.i.d. data.

**Remark 2.** The division of data into the training and calibration sets always induces an element of randomness into the procedure, also in the non-smoothed scenario. A possible approach to limit the effect of this evidence consists of combining prediction sets obtained from different splits, but the results provided by Lei et al. (2018) suggest to perform a single split. As a consequence, in this article the aforementioned single-split process is considered. The computation of the effect of splitting - as well as the impact of the specific values \( m \) and \( l \) - on the procedure has not yet been properly analyzed in the Conformal Prediction literature (see e.g. Fontana et al., 2023), but it is a topic worth of further research.

**Remark 3.** The Conformal approach can be also successfully applied to regression and classification problems. A detailed presentation is not included hereafter being out of scope, but an exhaustive discussion can be found in Vovk et al. (2005).

**Remark 4.** Although we focus on the functional setting, the Conformal framework has initially been developed in the traditional univariate and multivariate settings and so all arguments and results presented in this section can also be applied to univariate variables and random vectors.
2.3 The Nonconformity Measure

Although some authors proposed different approaches to find prediction bands under the Gaussian assumption (Yao et al., 2005) and through finite dimensional projection (Lei et al., 2015), to the best of our knowledge no method to create valid prediction bands by only assuming i.i.d. functional data and by avoiding dimension reduction is available in the literature.

In light of this and of the discussion in Section 2.1, we propose a fast and scalable split conformal predictor that outputs closed-form finite-sample valid (or even exact) prediction bands under only the i.i.d. assumption. Indeed, the Conformal framework ensures, by construction, that the prediction sets obtained are always valid, but other features such as shape and size depend on the specific nonconformity measure used: as a consequence, the core of the Conformal approach is represented by the choice of such measure.

In particular, the nonconformity measure we propose automatically allows to obtain prediction bands and is based on the essential supremum:

$$A(\{y_h : h \in I_1\}, y) = \text{ess sup}_{t \in T} |y(t) - g_{I_1}(t)|,$$

with $g_{I_1} : T \rightarrow \mathbb{R}$ a function belonging to $L^\infty(T)$ based on $\{y_h : h \in I_1\}$ and acting as a point predictor of the new observation. Although valid
prediction bands are obtained regardless the specific \( g_{I_1} \) involved, a careful choice of this function helps to obtain small prediction bands, a desirable property from an application point of view which will be investigated in Section 2.4 (Lei et al., 2018). In view of this, \( g_{I_1} \) is typically a point predictor summarizing information provided by \( \{y_h : h \in I_1\} \), e.g. the sample functional mean. However, since the purpose of the article is to construct either valid or exact prediction bands starting from any point predictor in order to obtain a widely usable procedure, later in the discussion we will always consider \( g_{I_1} \) as given - and properly chosen by the expert according to the specific framework considered. Focusing on the non-smoothed scenario (the minor changes needed for the smoothed case are introduced in the Supplementary Material S1.4), first of all it is possible to notice that if \( \alpha \in (0, 1/(l + 1)) \) then \( C_{n,1-\alpha} = \mathcal{Y}(\mathcal{T}) \) since \( \delta_y \) can not be less than \( 1/(l + 1) \): for this reason, later in the discussion we will always consider \( \alpha \in [1/(l + 1), 1) \), unless otherwise stated. If \( \alpha \in [1/(l + 1), 1) \), the definition of \( C_{n,1-\alpha} \) and \( \delta_y \) implies that \( y \in C_{n,1-\alpha} \iff R_{n+1} \leq k \), with \( k \) the
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\[ [(l + 1)(1 - \alpha)] \text{th smallest value in the set } \{R_h : h \in \mathcal{I}_2 \}. \]

Then

\[ \text{ess sup}_{t \in \mathcal{T}} |y(t) - g_{I_1}(t)| \leq k \iff \]

\[ |y(t) - g_{I_1}(t)| \leq k \quad \forall t \in \mathcal{T} \iff \]

\[ y(t) \in [g_{I_1}(t) - k, g_{I_1}(t) + k] \quad \forall t \in \mathcal{T}. \]

Therefore, the split conformal prediction set induced by the nonconformity measure (2.3) is

\[ C_{n,1-\alpha} := \{ y \in \mathcal{Y}(\mathcal{T}) : y(t) \in [g_{I_1}(t) - k, g_{I_1}(t) + k] \forall t \in \mathcal{T} \}. \tag{2.4} \]

Besides having the shape of a band, the introduced prediction set can be found in closed form, an appealing property that incredibly speeds up computation time. In addition, the Conformal framework and the simplicity of the nonconformity measure ensure highly scalable prediction bands as, on top of the cost needed to build the point predictor \( g_{I_1} \), the time required to find \( k \) increases linearly with \( l \). Then, if a particularly sophisticated predictor is chosen for \( g_{I_1} \), one is justified in expecting the total computation cost to be dominated by the calculation of such point predictor. Moreover, as usual in the prediction framework the band is built around a “central” object \( g_{I_1} \) in this case), a fact that further suggests to define this function as a data-driven point predictor. Finally, the prediction bands defined in (2.4)
are simultaneous by construction, i.e. bands ensuring the desired coverage globally (in addition to the pointwise validity). Similarly to the multivariate setting, a simple concatenation of pointwise prediction intervals based on the pointwise nonconformity score \( |y(t) - g_{\mathcal{I}}(t)| \) for all \( t \in \mathcal{T} \) would lead to a prediction band: that is a subset of the simultaneous prediction band (2.4) (the proof is given in Supplementary Material S1.2); with guaranteed pointwise coverage for all \( t \in \mathcal{T} \); but whose simultaneous coverage over the domain \( \mathcal{T} \) can be dramatically lower than the desired one.

Remark 5. In application scenarios where data are characterized by specific features (e.g., positivity, monotonicity etc...), the approach presented in this Section allows to remove portions of the observed prediction bands that violate such known characteristics, without affecting the coverage. An example of this band trimming procedure is given in Section 3. This possibility is a desirable implication which derives from using a fully nonparametric approach to prediction, since this takes away the burden of an explicit and possibly non-trivial modeling of the existing constraints.
2.4 Improving Efficiency: the Choice of the Modulation Function

It can be easily noted that the width of (2.4) over \( T \) is constant and equal to \( 2k \) but, intuitively, prediction bands that do not adapt their width according to the local variability of functional data, even though theoretically sound, may be of limited interest in real applications. For this reason it is of key importance to create prediction bands whose width can be adapted to the local variability of functional data.

Let us consider the following running example: let \( y_1, \ldots, y_{198} \) be independent realizations of the random function \( Y(t) := X_1 + X_2 \cos(6\pi t) + X_3 \sin(6\pi t) \), with \( t \in [0, 1] \) and \((X_1, X_2, X_3)\) being a Gaussian random vector such that \( \text{E}[X_i] = 0, \text{Var}[X_i] = 1, \text{Cov}[X_i, X_j] = 0.6 \) for \( i, j = 1, 2, 3 \), \( i \neq j \). The solid light grey band in the left panel of Figure 1 shows the prediction band obtained by the procedure presented in Section 2.3 considering \( \alpha = 0.1, m = n/2 \) and \( g_{\bar{X}} \) sample functional mean of the training set: given the different variability of functional data over \( T \), in the low-variance parts of the domain the prediction band is dramatically large containing all the pointwise evaluations of the functional data (see, for example, \( t = 0.5 \) and nearby points).

A possible solution to this drawback consists of defining the following
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Figure 1: The left panel shows the split conformal prediction band computed as in (2.4) (solid light grey band) and that computed as in (2.6) by considering the standard deviation function as $s_{T_1}$ (dashed band). For visualization, a random subsample of $y_1, \ldots, y_{198}$ is plotted. The right panel shows the empirical pointwise conditional coverage reached by the first band (solid light grey line) and by the second one (dashed line). $\alpha = 0.1$. 
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nonconformity measure and nonconformity scores:

\[ A(\{y_h : h \in \mathcal{I}_1\}, y) = \text{ess sup}_{t \in \mathcal{T}} \left| \frac{y(t) - g_{\mathcal{I}_1}(t)}{s_{\mathcal{I}_1}(t)} \right|, \quad (2.5) \]

\[ R^*_j := \text{ess sup}_{t \in \mathcal{T}} \left| \frac{y_j(t) - g_{\mathcal{I}_1}(t)}{s_{\mathcal{I}_1}(t)} \right|, \]

\[ R^*_{n+1} := \text{ess sup}_{t \in \mathcal{T}} \left| \frac{y(t) - g_{\mathcal{I}_1}(t)}{s_{\mathcal{I}_1}(t)} \right|, \]

with \( j \in \mathcal{I}_2 \) and \( s_{\mathcal{I}_1} := s(\{y_h : h \in \mathcal{I}_1\}) : \mathcal{T} \rightarrow \mathbb{R}_{>0} \) a function which belongs to \( L^\infty(\mathcal{T}) \) based on \( \{y_h : h \in \mathcal{I}_1\} \). At the interpretative level, the new nonconformity measure \((2.5)\) can be suitably considered as the nonconformity measure \((2.3)\) taking the transformed functions \( y^*(t) := y(t)/s_{\mathcal{I}_1}(t) \) and \( g^*_I(t) = g_{\mathcal{I}_1}(t)/s_{\mathcal{I}_1}(t) \ \forall t \in \mathcal{T} \) as input instead of the original functions \( y(t), g_{\mathcal{I}_1}(t) \). It is important to notice that, since \( s_{\mathcal{I}_1}(t) > 0 \ \forall t \in \mathcal{T} \), the function \( s_{\mathcal{I}_1} \) modulates the original data without altering the order of the functions at each point \( t \): for this reason, later in the discussion the term *modulation function* will be used to refer to \( s_{\mathcal{I}_1} \).

Therefore, the split conformal prediction band induced by the nonconformity measure \((2.5)\), obtained by replicating the computations of Section \(2.3\) (see Supplementary Material \(S1.3\) for the proof), is

\[ C^*_{n,1-\alpha} := \{y \in \mathcal{Y}(\mathcal{T}) : y(t) \in \]

\[ [g_{\mathcal{I}_1}(t) - k^* s_{\mathcal{I}_1}(t), g_{\mathcal{I}_1}(t) + k^* s_{\mathcal{I}_1}(t)] \ \forall t \in \mathcal{T} \}, \]

\[ (2.6) \]
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with \( k^* \) the \( \lceil (l+1)(1-\alpha) \rceil \)th smallest value in the set \( \{ R^s_h : h \in I_2 \} \). In other words, the procedure presented in this section consists of modulating the data, computing the prediction band (2.4) by using the transformed data and back-transforming it in the non-modulated space: in so doing, prediction bands adapt their width according to the specific modulation function chosen and their validity is guaranteed by the Conformal framework. A similar consideration has been highlighted also in the scalar regression setting by Lei et al. (2018), who proposed a locally weighted Split Conformal method to vary the width of the prediction sets over the covariates \( x \in \mathbb{R}^p \).

In order to understand the modification introduced by the modulation function, let us consider the aforementioned running example and specifically the left panel of Figure 1: in this case, the band obtained by considering the standard deviation function (Ramsay and Silverman, 2005) as \( s_{\mathcal{I}_1} \) (dashed band) is deeply different from the one in the top panel and it seems to better adapt to the variability of the data over \( \mathcal{T} \). Intuitively, one is justified in accepting the bands to become wider in the parts of the domain where data show high variability in order to obtain narrower and more informative prediction bands in those parts characterized by low variability.

Remark 6. Replacing function \( s_{\mathcal{I}_1} \) with \( s_{\mathcal{I}_2} \) does not allow to obtain closed-form valid prediction bands. This is due to the fact that their dependence on
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the calibration set involves \( \{R_h^k : h \in \mathcal{I}_2 \cup \{n+1\}\} \) not being exchangeable, and consequently validity not being guaranteed.

**Remark 7.** Prediction bands induced by the modulation functions \( s_{\mathcal{I}_1} \) and \( \lambda \cdot s_{\mathcal{I}_1} \), with \( \lambda \in \mathbb{R}_{>0} \), are identical. The proof is given in Supplementary Material S1.3. As a consequence, an equivalence relation naturally arises and so for each specific equivalence class (made up of modulation functions equal up to a multiplicative factor) we will consider the modulation function whose integral is equal to 1. In view of this, the original nonconformity measure (2.3) can be interpreted as the nonconformity measure induced by the modulation function \( s^0(t) := 1/|\mathcal{T}| \forall t \in \mathcal{T} \), whose notation does not include the subscript \( \mathcal{I}_1 \) to underline the lack of dependence of this function on the training set.

**Remark 8.** One of the aim of the introduction of \( s_{\mathcal{I}_1} \) is to reduce the variability of the pointwise miscoverage over \( \mathcal{T} \). In order to clarify this concept, let us consider the right panel of Figure 1. The solid light grey (dashed respectively) line shows the empirical pointwise conditional coverage of the solid light grey (dashed respectively) prediction band showed in the left panel of the same figure, that was obtained by setting \( \alpha = 0.1 \). The empirical conditional coverage has been computed considering the number of times that 200,000 - independent from and identically distributed
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to the original sample - new functions belong to the two prediction bands over $\mathcal{T}$. As expected, the absence of modularization involves the empirical pointwise coverage being highly variable over $\mathcal{T}$, whereas the use of the standard deviation function as modulation function leads to an empirical pointwise coverage concentrated around 0.98.

However, in absence of an optimality criterion there are no formal reasons to prefer a specific modulation function over another, as the Conformal approach ensures valid prediction sets regardless the choice of $s_{\mathcal{T}_1}$. In this regard, a criterion that naturally arises in the prediction framework to discriminate between modulation functions is maximization of efficiency, i.e. minimization of the size of prediction sets (Vovk et al., 2005). The reason of this choice is very intuitive: since prediction bands are, by construction, valid, one is justified in seeking small prediction bands because they include subregions of the sample space where the probability mass is concentrated (Lei et al., 2013). In view of this, first of all it is essential to define what the size of a prediction band is, a nontrivial topic in the functional framework. The definition we will consider is simply the area between the upper and lower bound of the prediction band:

$$Q(s_{\mathcal{T}_1}) := \int_{\mathcal{T}} 2 \cdot k^* \cdot s_{\mathcal{T}_1}(t)dt = 2 \cdot k^*, \quad (2.7)$$

that is equal to $k^*$ up to a constant and proportional to $2k^*/|\mathcal{T}|$, i.e. the
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average width of the prediction band over the domain $\mathcal{T}$.

Formally, in the usual finite-dimensional setting the aim would be to find the optimal modulation function that minimizes the risk functional $E[k^s]$. Unfortunately, in the functional setting even the concept of probability density function is generally not well defined since there is no $\sigma$-finite dominating measure (Delaigle et al., 2010), and so that minimization is not feasible for general $P$. As a consequence, the minimization problem must be simplified: by considering $k^s$ as a non-random quantity depending on observed functions $y_1, \ldots, y_n$ instead of random functions $Y_1, \ldots, Y_n$, the aim becomes the direct minimization of $k^s$. Although initially it may seem like an oversimplification to some readers, it is important to underline that this approach is made possible by a well-established principle representing the core idea of many algorithms and methods (e.g. machine learning techniques) known as empirical risk minimization principle (Vapnik, 1992).

The proposed adjustment reduces the complexity of the optimization task, but the problem still presents tricky aspects. Indeed, not only the minimization cannot be analytically addressed by calculus of variations given the complexity of $k^s$, but also the optimal modulation function cannot be uniquely determined given the specific structure of $R_h^s, h \in \mathcal{I}_2$. In fact, the dependency of $s_{\mathcal{I}_1}$ only on the functions of the training set and of
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the numerator of $R_h^*$ (i.e. $|y_h(t) - g_{I_1}(t)|$, $h \in I_2$) also on the functions of the calibration set makes the optimization unfeasible for all $P$ and the general problem ill-posed.

In such a non-standard context, the line of reasoning must necessarily be changed. Therefore, in the discussion below we focus on finding a function - called $c$-function hereafter for the sake of simplicity - satisfying the definition of modulation function but depending also on the calibration set through $\{y_h : h \in I_2\}$ and such that

1. For $m, l \to +\infty$ it converges to a given function and its training counterpart (i.e. the function - called $t$-function hereafter - equal to the $c$-function but whose dependence on $\{y_h : h \in I_2\}$ is replaced by the dependence on the training set through $\{y_h : h \in I_1\}$) converges to the same function.

2. it leads to prediction bands that are not wider (in the sense of (2.7)) than those obtained by not modulating (i.e. by using $s^0$).

If these two conditions are met, the use of the $t$-function as modulation function ensures that valid prediction bands are obtained (due to its dependence only on $\{y_h : h \in I_1\}$) and that asymptotically the second condition is satisfied. Specifically, that condition represents a desirable and appeal-
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In order to construct a c-function able to meet these two conditions, it is important to focus on what $k^s$ is: ignoring just for now the contribution of the modulation function, $k^s$ is a quantity derived by the $\lceil (l+1)(1-\alpha) \rceil$th least conforming function between those in the calibration set, in which the concept of "conformity" is induced by the metric used, being deemed as "conforming" a function whose distance from $g_{I_1}$ is particularly high. In light of this, the guidelines we decided to follow in the construction of a meaningful c-function are two. First of all, the behavior of the $l - \lceil (l+1)(1-\alpha) \rceil$ most extreme functions in the calibration set should not be taken into account since they do not affect the value of $k^s$. Secondly, given the specific nonconformity measure considered, the c-function should modulate data considering the remaining $\lceil (l+1)(1-\alpha) \rceil$ functions on the basis of the most extreme value observed $\forall t \in T$.

Inspired by these guidelines, we propose the following c-function:

$$\tilde{s}^c_{I_1}(t) := \frac{\max_{j \in H_2} |y_j(t) - g_{I_1}(t)|}{\int_T \max_{j \in H_2} |y_j(t) - g_{I_1}(t)| dt} \quad (2.8)$$
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with

$$H_2 := \{ j \in I_2 : \text{ess sup}_{t \in T} |y_j(t) - g_{I_1}(t)| \leq k \}$$

and $k$ defined as in Section 2.3, i.e. the $[(l+1)(1-\alpha)]$th smallest value in the set $\{R_h : h \in I_2\}$. The corresponding $t$-function is

$$\bar{s}_{I_1}(t) := \frac{\max_{j \in H_1} |y_j(t) - g_{I_1}(t)|}{\int_T \max_{j \in H_1} |y_j(t) - g_{I_1}(t)| dt}$$  \hspace{1cm} \text{(2.9)}$$

with $H_1 = I_1$ if $[(m+1)(1-\alpha)] > m$, otherwise

$$H_1 := \{ j \in I_1 : \text{ess sup}_{t \in T} |y_j(t) - g_{I_1}(t)| \leq \gamma \}$$

with $\gamma$ the $[(m+1)(1-\alpha)]$th smallest value in the set $\{\text{ess sup}_{t \in T} |y_h(t) - g_{I_1}(t)| : h \in I_1\}$.

In order not to overcomplicate the notation, in the definition of $\bar{s}^c_{I_1}$ and $\bar{s}_{I_1}$ we quietly assumed that both numerators are different from 0 $\forall t \in T$ almost surely. If not, the adjustment described in Supplementary Material S1.3 is developed. From an operational point of view, $t$-function $\bar{s}_{I_1}(t)$ ignores the most extreme functions (i.e. the functions belonging to $I_1 \setminus H_1$) and modulates data on the basis of the remaining non-extreme functions. Specifically, the dependence of $\gamma$ on $\alpha$ allows to provide carefully chosen modulation process according to the specific level $1-\alpha$ chosen for the prediction set.
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The fulfillment of the two aforementioned conditions by the function \((2.8)\) is proved by the following two theorems.

**Theorem 2.** Let \(m/n = \theta\) with \(0 < \theta < 1\) and let \(\text{Var}[g_{I_1}(t)] \to 0\) when \(m \to +\infty\). Then \(\bar{s}_{I_1}^c\) and \(\bar{s}_{I_1}\) converge to the same function when \(n \to +\infty\) and \(\lim_{n \to +\infty} C_{n,1-\alpha}^{\bar{s}_c} = \lim_{n \to +\infty} C_{n,1-\alpha}^{s_c} \forall \alpha \in (0, 1)\).

**Theorem 3.** \(Q(s^0) \geq Q(\bar{s}_{I_1}^c)\). Specifically, \(Q(s^0) = Q(\bar{s}_{I_1}^c)\) if and only if \(\max_{j \in \mathcal{H}_2} |y_j(t) - g_{I_1}(t)|\) is constant almost everywhere.

Both proofs are given in Supplementary Material [SI.3]. It is important to notice that Theorem 2 requires very mild conditions, an evidence that allows it to hold in many general contexts.

In light of this, the function \((2.9)\) represents an outstanding candidate in the choice of the modulation function since the Conformal setting and the nonconformity measure \((2.5)\) guarantee valid prediction bands - as well as all the other desirable properties highlighted in Section 2.3 - and at the same time to asymptotically obtain prediction bands no less efficient than those induced by \(s^0\).

**Remark 9.** The fact that \(\bar{s}_{I_1}^c(t)\) leads to prediction bands that are not wider than those obtained by not modulating is not the only relevant result that is possible to obtain. The following Theorem shows that prediction
bands induced by \( \bar{s}^c_{I_1} \) are also smaller than those induced by the functions belonging to a specific group. This theorem provides a further theoretical justification for preferring function (2.9) to other possible modulation functions.

**Theorem 4.** Let us define \( \mathcal{CH}_2 := \mathcal{I}_2 \setminus \mathcal{H}_2 \) and let \( t^*_i \) be the value such that

\[
|y(t^*_i) - g_{I_1}(t^*_i)| = \text{ess sup}_{t \in \mathcal{T}} |y(t) - g_{I_1}(t)| \quad \forall i \in \mathcal{I}_2. \tag{2.10}
\]

If \( t^*_i \) is not unique, it is randomly chosen from the values that satisfy (2.10).

Let \( s^d_{I_1} \) be a modulation function such that:

1. \( s^d_{I_1} \neq \bar{s}^c_{I_1} \) in the sense of Lebesgue, i.e. \( \exists \mathcal{T}^* \subseteq \mathcal{T} \) such that \( s^d_{I_1}(t) \neq \bar{s}^c_{I_1}(t) \forall t \in \mathcal{T}^* \) and \( \mu(\mathcal{T}^*) > 0 \), with \( \mu \) the Lebesgue measure

2. \( s^d_{I_1}(t^*_i) \leq \bar{s}^c_{I_1}(t^*_i) \forall i \in \mathcal{CH}_2 \)

If \( |\mathcal{H}_2| = \lceil (l + 1)(1 - \alpha) \rceil \), then \( Q(s^d_{I_1}) > Q(\bar{s}^c_{I_1}) \).

The proof is given in Supplementary Material [S1.3](#), along with the demonstration that Theorem 3 is not a direct consequence of Theorem 4 since \( s^0 \) may not fulfill \( s^0(t^*_i) \leq \bar{s}^c_{I_1}(t^*_i) \forall i \in \mathcal{CH}_2 \). Also in this case, the field of application of Theorem 4 is particularly wide since the condition about the cardinality of \( |\mathcal{H}_2| \) is always met under the assumption concerning the continuous joint distribution of \( \{R_h : h \in \mathcal{I}_2\} \) made in Section 2.2.
Remark 10. The definitions of functions (2.8), (2.9) and Theorems 2, 3 and 4 can be easily generalized to hold also in the Smoothed Conformal framework. Technical details are provided in Supplementary Material S1.4.

Remark 11. As it is the case with the mean function $g_{I_1}$ that is chosen according to the specific applicative problem at hand, the choice of the modulation function $s_{I_1}$ has to be performed in a similar fashion. Indeed it has to be selected on a case-by-case basis by taking into consideration the specific characteristics of the modelling task at hand (e.g., homoscedasticity/heteroscedasticity along the domain or presence/absence of outliers).

3. Application

In order to show the wide generality of our approach, in this section we apply our Conformal approach to a well known data set in the FDA community (i.e., the Berkeley Growth Study data set (Tuddenham and Snyder, 1954)) that is characterized by features that cannot be trivially framed in a standard probabilistic parametric model, i.e.: heteroscedasticity along the functional domain, phase misalignment, presence of outlier curves, and positivity constraint. The specific data set contains in detail the heights (in cm) of 54 female and 39 male children measured quarterly from 1 to 2 years, annually from 2 to 8 years and biannually from 8 to 18 years. We focus
on the first derivative of the growth curves, which are estimated in a standard fashion by the R function smooth.monotone of fda package [Ramsay et al. 2020] implementing monotonic cubic regression splines [Ramsay and Silverman 2005] (chap. 6). Specifically, the prediction bands here reported refer to the growth velocity curves between 4 and 18 years for girls and boys separately comparing, in the Non-Smoothed Conformal framework, the three modulation functions analyzed in Section 5 and with $g_i$, being simply for each group the corresponding functional sample mean, $\alpha = 0.5$, $m = 27$ for girls, $m = 20$ for boys.

The prediction bands are shown in Figure 2. Note that since the application at hand does not allow the functions to be negative in any subset of the domain, the prediction bands can be (and are indeed) truncated to 0 without decreasing their coverage.

Focusing on Figure 2, the graphical representation of the prediction bands highlights the well-known different growth path between girls and boys, in which the latter group typically starts to grow later but achieves higher growth velocities. In terms of the role of modulation functions, their impact on female growth velocity prediction seems to be less than the one on the male bands. From a prediction point of view, girls’ curves represent a simpler scenario in which the variance is lower along the domain, while boys’
Figure 2: Berkeley Growth Study data: each panel shows the prediction band obtained considering a different modulation function ($s^0$ on the left, the normalised pointwise standard deviation function $s_{\sigma}^\tau$ in the middle, $\bar{s}_{\bar{\tau}}$ on the right). In all cases, the dashed line represents $g_{\bar{\tau}}$. Predictions for girls at the top and predictions for boys at the bottom.

Curves represent a more complex scenario with strong heteroskedasticity of the functions over $T$ (due to the joint presence of misalignment of data and a very localized high peak around 13 years of age). As expected from these considerations, the prediction bands for a new girl’s velocity curve obtained using the different modulation functions are relatively similar, with the pre-
|          | $s^0$ | $s_{Z_t}^0$ | $\tilde{s}_{Z_t}$ |
|----------|-------|-------------|------------------|
| Females  | 2.904 | 3.244       | 2.811            |
| Males    | 3.334 | 3.107       | 2.690            |

Table 1: Berkeley Growth Study data: average width of the prediction bands.

diction band associated to $\tilde{s}_{Z_t}$ being slightly narrower due to the presence of outliers. Instead focusing on boys’ curves, the strong heteroskedasticity forces the prediction band induced by $s^0$ to be uselessly large in some parts of the domain, whereas in general the prediction band induced by $s_{Z_t}^0$ seems to be smoother than that induced by $\tilde{s}_{Z_t}$, whose “bumps” are idiosyncratic and caused by the specific modulation function used which is not point-wise related to an average but on the specific value assumed by one of the functions. This creates narrower but less smooth bands. Both for boys and girls $s_{Z_t}$ outputs the smallest prediction band, as shown in Table 1 where the quantity $Q(\cdot)/|T|$ is reported.

Additionally, we have explored the role that the pointwise predictor covers with respect to the prediction performance in this applied case. The explored methods are, similarly to the simulation study, a baseline method,
Table 2: Berkeley Growth Study data: average width of the prediction bands for different point predictors, using $\bar{s}_{I_1}$ as the modulation function represented by the sample mean (stylised "Mean", accompanied by the functional median (stylised "Median"), where the point predictor is represented by the deepest curve of the sample, according to MBD. and by a trimmed functional mean, computed excluding the 10% of the shallowest curves in the sample, again according to MBD. The the modulation function selected is $\bar{s}_{I_1}$.

Some useful information can be also provided by the comparison between the proposed approach and its pointwise counterpart, in which the prediction band is constructed by applying a coherent univariate Conformal approach at each point $t$ separately. Indeed, by construction the former creates prediction bands larger or equal than those obtained by the latter, but on the other hand it guarantees simultaneous (and not pointwise) validity and of course it interprets a function as a whole, a key aspect in the func-
Figure 3: Berkeley Growth Study data: the prediction band represented at the bottom right of Figure 2 (light grey) and the corresponding pointwise conformal prediction band (dark grey).

In order to clarify this concept, let us consider Figure 3 in which the pointwise prediction band (dark grey) is overlaid to the bottom-right panel of Figure 2. As expected, the pointwise prediction band is simply modulated by the local variability of the 50% central curves. Differently, the prediction bands here proposed instead take also into consideration the behavior of the functions along the domain $T$ with the effect of generating narrower or wider bands also in presence of similar local variabilities and so not just obtaining a simple expansion of the pointwise prediction band.
4. Conclusion

The creation of prediction sets for functional data is still an open problem of paramount importance in statistical methodology research. In order to define and compute them, the great majority of methods currently presented in the literature rely on non-provable distributional assumption, dimension reduction techniques and/or asymptotic arguments. On the contrary, the approach proposed in this article represents an innovative proposal in this field: indeed, the Conformal framework ensures that finite-sample either valid or exact prediction sets are obtained under minimal distributional assumptions, whereas the specific family of nonconformity measures introduced guarantees - besides prediction sets that are bands - also a fast, scalable and closed-form solution. Moreover, despite the fact that our approach works regardless the specific choice of $s_{Z_1}$ (which can be chosen, for example, a priori), we proposed a specific data-driven modulation function, namely $\bar{s}_{Z_1}$, which leads to prediction bands asymptotically no less efficient than those obtained by not modulating. The focus of this article was on i.i.d. data, but we envision an extension of the procedure to regression and classification problems.

Our procedure is able to achieve encouraging results and could represent a promising starting point for future developments, but at least two aspects,
among others, should be carefully investigated. First of all, the division of data into the training and calibration sets induces an intrinsic element of randomness into the method and, although this phenomenon is well known in the Conformal literature, a quantification of the effect of the split process - and also of the values $m$ and $l$ - on the procedure has not yet been properly analyzed. Secondly, the prediction sets proposed in this article are purposely shaped as functional bands. This geometrical characterization in most application scenarios can be considered well suited. Nevertheless, one can think at more complicated scenarios (e.g., functional mixtures) where prediction set made of multiple bands could be considered more suited from an application point of view. This possible extension will be the object of future work.

**Supplementary Materials**

The supporting material contains the technical proofs and the supplementary material for the simulation study.
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