Improving Classification Model Performance on Chest X-Rays through Lung Segmentation
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Abstract

Background: Chest radiography is an effective screening tool for diagnosing pulmonary diseases. In computer-aided diagnosis, extracting the relevant region of interest, i.e., isolating the lung region of each radiography image, can be an essential step towards improved performance in diagnosing pulmonary disorders.

Methods: In this work, we propose a deep learning approach to enhance abnormal chest x-ray (CXR) identification performance through segmentations. Our approach is designed in a cascaded manner and incorporates two modules: a deep neural network with criss-cross attention modules (XLSor) for localizing lung region in CXR images and a CXR classification model with a backbone of a self-supervised momentum contrast (MoCo) model pre-trained on large-scale CXR data sets. The proposed pipeline is evaluated on “Shenzhen Hospital (SH) data set” for the segmentation module, and “COVIDx data set” for both segmentation and classification modules. Novel statistical analysis is conducted in addition to regular evaluation metrics for the segmentation module. Furthermore, the results of the optimized approach are analyzed with gradient-weighted class activation mapping (Grad-CAM) to investigate the rationale behind the classification decisions and to interpret its choices.

Results and Conclusion: Different data sets, methods, and scenarios for each module of the proposed pipeline are examined for designing an optimized approach, which has achieved an accuracy of 0.946 in distinguishing abnormal CXR images (i.e., Pneumonia and COVID-19) from normal ones. Numerical and visual validations suggest that applying automated
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segmentation as a pre-processing step for classification improves the generalization capability and the performance of the classification models.
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Introduction

Computer-aided analysis of chest x-ray (CXR) images assists radiologists in interpretation, triaging [1], and diagnostic decision-making [2]. In general, the process contains three steps: localize region of interest (ROI), extract features from the ROI, and apply machine learning models for the diagnosis or the detection of diseases [3]. Significant research progress in deep learning has led to enhanced performance in analyzing CXR images. In [4], the authors achieved an area under the curve (AUC) of 0.960 on the classification of CXR images. Another research [5] on abnormality classification of CXR images led to an AUC of 0.982.

There are challenges in developing deep learning models for the analysis of CXR images. First, supervised deep learning relies on images with annotations; however, human-powered labeling for providing high-quality labels is labor-intensive, slow, and expensive. To alleviate this, natural language processing (NLP), as a fast and inexpensive alternative, is used to create image labels from medical records. Nevertheless, the NLP approach can be unreliable and produce label errors when applied alone. Additionally, some visible but minor abnormalities may have been ignored in the radiology reports. Therefore, this information will not be extracted by an NLP algorithm [6, 7, 8] but can be essential for the diagnosis of diseases.

Secondly, there exists a large feature gap between pre-trained feature extractors and target data sets. Due to the limited number of training data, CXR image analysis normally relies on a transfer learning approach, which adopts a deep neural network pre-trained on a large natural image data set (e.g., ImageNet [9]), and then fine-tunes it on a target medical data set. This approach has demonstrated its effectiveness; however, the modalities of natural and medical images differ considerably, which can degrade transfer learning performance significantly [10, 11].

Thirdly, characteristics associated with each CXR image data set also affect model performance. For example, COVIDx is an open-access benchmark data set and it comprises 16,352 CXR images from a multinational cohort of 15,346 patients from at least 51 countries [12]. Like other CXR databases, the COVIDx data set contains a considerable number of images with peculiarities, some of which are demonstrated in Fig. 1. Body parts, including a patient’s head, hands, and abdomen, are often captured in pediatric CXR images (Fig. 1a). Foreign objects such as implanted devices and wires appear in CXR images (Fig. 1b). Some images are under-penetrated radiographs (Fig. 1c). In addition, there are cases where the lung is surrounded by a black box and/or with the presence of symbols and text (Fig. 1d). Moreover, parameters such as age, gender, heart
dimension, and pathology cause lung appearance to vary among patients. These complexities can cause a computer-aided diagnostic system to make decisions based on irrelevant information. Therefore, we hypothesize that the localization and subsequent analysis of lung area can improve the performance of computer-aided diagnostic systems for CXR images.

Fig.1: Example of noisy and distorted CXR images from COVIDx dataset.

To address the above challenges, we propose a deep learning approach to enhance the classification performance of CXR images. The approach is designed in a cascaded manner with two modules, a deep neural network with criss-cross attention modules (XLSor) for localizing lung region in CXR images, and a CXR classification model with a backbone of a self-supervised momentum contrast (MoCo) model pre-trained on large-scale CXR data sets. For the segmentation module, we compare two deep learning models, one inspired by U-Net (UNB) [13], and the other comprising criss-cross attention modules (XLSor) [14]. These two models are evaluated using both traditional measures, including Intersection-over-Union (IoU) [15] and Dice coefficient [16], and by novel statistical metrics which we design specifically for CXR images without lung masking labels. Once the best model is chosen, it is used to generate bounding boxes as an automated pre-processing step for classification. We opt to use bounding boxes as opposed to fine lung segmentation masks to avoid information loss from potential segmentation errors. This leads to a more reliable and generalizable segmentation approach for CXR images.

The extracted lung regions produced in the segmentation step are therefore used for training deep classification models. The COVIDx dataset [12] (Version 5) is used for the evaluation of the models. Since COVID-19 is not the focus of this study, Pneumonia and COVID-19 are combined and merged into one class called “abnormal”. As a result, deep learning models are trained and evaluated on a binary classification task (normal vs. abnormal). To train the classification models, we use Momentum Contrast (MoCo) [17] backbone pre-
trained on large CXR data sets, and then fine-tune it on the segmented lung data set. As a self-supervised approach, the MoCo model was proposed to learn image representations using a large number of unlabelled data [17, 18]. In this work, we adopt a MoCo model that has been pre-trained on large-scale CXR image benchmark databases [19]. Therefore, this backbone fits more closely with CXR classifications than the ImageNet data set. As a result, the proposed approach not only avoids the need for large-scale image labelings, but also addresses the feature gap.

Providing explainability for medical image classifiers is as important as achieving high performance. It is unacceptable to deploy models that do not use correct image features for making decisions, even if they have achieved high performance metrics. Therefore, we further evaluate the classifiers using Gradient-weighted Class Activation Mapping (Grad-CAM) [20]. The Grad-CAM generates heat maps indicating regions most relevant for classification predictions [21]. An advantage of Grad-CAM visualizations is its ability to be class-discriminative [20].

Our main contributions are as follows:

- Proposed a cascaded design comprising segmentation and classification of CXR images for improved image classification with reliable features;
- Applied attention to the classification through selecting the best lung segmentation approach using novel statistical metrics for evaluation;
- Adopted a self-supervised deep learning model for the classification of CXR images, which addresses label needs and feature gaps;
- Studied model explainability through cross-checking different scenarios for the classification of CXR images with and without segmentation.

Methods

Fig. 2 shows the pipeline of our proposed approach, which consists of two main modules: segmentation and classification. The non-segmented COVIDx data set (NSDS) is fed to the segmentation model to generate segmentation masks for the segmentation module. A bounding box is then calculated from the mask. Finally, the image is cropped based on the bounding box to generate the segmented data set (SDS). The SDS is then used to fine-tune a MoCo pre-trained encoder, generating the segmented model (SM). In parallel, NSDS, as the original non-segmented data set, is used to fine-tune a MoCo pre-trained encoder to generate a non-segmented model (NSM). Both the SDS and the NSDS are split into the same training and test splits, and test splits are reserved as unseen data for evaluation. The SM and NSM are evaluated on both the SDS test split and the NSDS test split.
Dataset

The following two data sets are adopted in this paper:

- Shenzhen Hospital (SH) Data Set: The SH data set contains 566 manually segmented lung masks from Shenzhen No.3 Hospital, Shenzhen, China. The dataset comprises normal and abnormal CXR images with markings of tuberculosis [22, 23, 24].

- COVIDx Data Set: The COVIDx Data Set consists of 15,279 CXR images from three different classes, Normal (8,851 images), Pneumonia (6,045 images), and COVID-19 (383 images). The data set is the largest open-access data set in terms of the number of Covid-19 positive patient cases [12]. It should be noted that the COVIDx data set does not provide lung masks.

Both data sets are used for the evaluation of different segmentation approaches. In addition, the chosen segmentation approach will be applied to the COVIDx data set for generating SDS. Both versions of the COVIDx data set, SDS and NSDS, are used for fine-tuning and evaluating the classification models.
Model Architecture and Research Pipeline

Segmentation

To perform segmentation and extract lung areas from CXR images, we adopt and compare two different segmentation approaches, namely UNB [13] and XLSor [14]. The UNB was explicitly invented to deal with biomedical images [13], and it is very well-known in medical image segmentation [25]. As an example, in [26], a U-Net-based image segmentation outperformed most conventional methods on lung, heart, and clavicle segmentation in the chest radiograph, and it delivered better results on more challenging structures. U-Net comprises the encoder, which reduces the spatial dimension by continuously merging the layers to extract feature information, and the decoder, which restores the target detail and the spatial dimension according to the feature information [27]. Moreover, compared to other deep learning-based image segmentation, U-Net contains shortcut connections from the analysis path to expansion path between the layers of equal resolution, in order to provide essential high-resolution features to the deconvolution layers [28].

The XLSor was invented to improve on the UNB. In [14], the authors claim that, when testing on unseen abnormal CXR images, the performance of a U-Net Based segmentation approach is not very promising due to capturing insufficient contextual information of the lungs. However, the XLSor can capture long-range contextual information using a fully convolutional network and two criss-cross attention modules with shared weights. The criss-cross attention module collects contextual information in horizontal and vertical directions to enhance pixel-wise representative capability [29].

Both architectures were trained on Japanese Society of Radiological Technology (JSRT) [30], and Montgomery County chest X-ray (MC) databases [31]. In order to train a robust lung segmentation network on small data sets, each approach has a different strategy to enrich the training data. For UNB, a combination of affine transformations, such as shifting, zooming in/out, rotation and flipping, were applied to augmenting CXR images in real-time while the model was still in training. However, XLSor adopted MUNIT [32], an image-to-image translation method (i.e., from normal CXR images to abnormal ones) for data augmentation. Moreover, UNB uses ADAM optimizer with cross-entropy loss function, while XLSor uses mean square error loss function and SGD optimizer.

The segmentation pipeline is the same for both approaches, as illustrated in Fig. 3. First, the CXR images are resized. Then, the lung lobes are segmented by the trained models. Next, the bounding box is calculated based on the segmented areas. The coordinates of the bounding box are re-scaled based on the original size of the image. Finally, the original image is cropped using the coordinates of the re-scaled bounding box. As a result, the high-resolution images will be preserved for the classification step. We opt to use bounding boxes as opposed to the fine lung segmentation masks to avoid information loss from potential segmentation errors. This allows the segmentation module to be more reliable and generalized for CXR classification tasks.
To evaluate both approaches, we first apply them to the SH data set, which contains lung masks. The models are also evaluated on the COVIDx data set. Since this data set does not contain lung masks, bounding boxes are computed based on segmentation outputs from the models. Then, statistical analysis on the centers of the bounding boxes (CBB) is conducted to compare model performance. As complementary parameters to CBB, two more parameters are defined as follows:

- **SA/LLA**: Ratio of the smallest detected area (SA) to the largest detected area (LLA).
- **LA/LLA**: Ratio of the second-largest detected area (LA) to the largest detected area.

Contrary to CBB, these parameters do not depend on the location of the detected bounding box. Instead, they evaluate the proportion of two segmented lung lobes, i.e., left and right lobes.

**Classification**

To perform classification tests, CXR images with uneven dimensions are padded. Next, the images are resized to $224 \times 224$. Finally, the pixel values of the images are normalized. After these pre-processing steps, we fine-tune a self-supervised model based on the MoCo method \cite{He2020}, which has been pre-trained on MIMIC-CXR data set \cite{Johnson2019} and CheXpert data set \cite{Irvin2019}. Sriram et al. \cite{Sriram2020} provided these models developed in the pre-training step for COVID-19 prognosis. Despite performing a different classification task in this paper, we leverage the extractor that has been pre-trained on CXR data, as opposed to applying transfer learning on traditional models pre-trained on the ImageNet data set. Features extracted using the latter approach do not match those of medical data. This pre-trained MoCo model acts as the embedding extractor, and a linear classification layer with randomly initialized weights is appended afterward to complete the transfer learning architecture. The pre-trained model is then fine-tuned on the COVIDx data set.
Table 1: The train/test split of COVIDx-CXR data set

| COVIDx Split | Normal | Abnormal |
|--------------|--------|----------|
| Train        | 7966   | 5976     |
| Test         | 885    | 694      |

We perform two different experiments to evaluate the effectiveness of our proposed pipeline. These experiments can be broadly classified into (1) Our proposed pipeline, i.e., classification of segmented lung regions from the COVIDx data set into normal or abnormal (2) Traditional classification implementation, i.e., classification of entire CXR images from the COVIDx data set into normal or abnormal. To distinguish the models, hereafter, we call them Segmented-Model (SM) for experiment (1) and Non-Segmented-Model (NSM) for experiment (2). For NSM, all segmentation blocks, including bounding box detection and image cropping, are not needed.

The process for training the SM and the NSM is as follows. The train/test split for the COVIDx data set is listed in Table 1. First, the Pneumonia and Covid-19 classes are combined into the abnormal class, creating a two-class (normal vs. abnormal) classification problem. We reserve the test split as unseen data until the end, and all classification results are evaluations on this test set. The extracted lung regions of the train split are used to train the SM, and full CXR images of the train split are used to train the NSM. Both train splits are further divided via a 0.1 validation split during training to track performance. Due to the uneven distribution of normal and abnormal classes, oversampling is used to sample all classes uniformly in each mini-batch. No data augmentation is used to isolate the characteristics of the segmented and non-segmented data sets during training.

Training parameter settings are as follows. The SGD optimizer is used with a momentum of 0.9 and $10^{-4}$ weight decay. The learning rate is set at $10^{-4}$, and exponential step decay is applied as the learning rate reduction method during training. The step decay is applied at the same epochs for both models with steps of 4 and a decay factor of 0.94. Both models were trained for 100 epochs.

Performance assessment

In this study, two types of deep learning models are involved in terms of their purposes: lung segmentation and CXR classification. For the segmentation models (i.e., UNB and XLSor), overlap-based metrics are adopted to evaluate their performances. These metrics quantify the overlapping area between reference boundary and predicted segmentation. The two most common metrics are: IoU [15] and Dice coefficient [16]. Both measures have a range of values between 0 and 1, where 1 indicates fully overlapped segmentation. For the COVIDx data
set with no annotations of lung masks, instead of computing the overlap-based metrics, we design state-of-the-art parameters to compare structural information \[34, 35\] from segmented lung areas and computed bounding boxes around the detected lung segments. These parameters have been introduced in the previous section.

For CXR classification models (i.e., both SM and NSM), after training and fine-tuning, each model is evaluated on the segmented variant of the test split, so-called SDS, and the non-segmented variant the test split, so-called NSDS. That is, the SM would be tested on both the SDS and NSDS and likewise for the NSM. This is done because CXR image quality can differ drastically in real-life applications, and a good model should perform well in both the segmented and non-segmented variants of CXRs. Evaluating the models on the test split from different experiments allows us to answer following questions:

- Can providing extracted lung regions to train the SM model guide the model to focus on relevant information (i.e., lung area) in CXR images?
- How robust and generalized is the SM model when applied to challenging CXR images?
- Considering that the NSM is trained on challenging and noisy images, would it have better performance on SDS as simplified and de-noised images, comparing to its performance on NSDS?

On top of numerical metrics (accuracy, positive predictive value, sensitivity, F1 score), we also adopt Grad-CAM \[20\] to compute a visual representation of how the models make predictions. For medical image analysis, it is imperative to have confidence in knowing that the models are making decisions based on the correct information. To achieve this, Grad-CAM \[20\] is applied to the final convolution layer in the models to produce a coarse localization map highlighting important regions on a CXR image that each model uses to make predictions.

**Results and Discussion**

We evaluate the segmentation and classification modules through 1) adopting novel evaluation metrics and methods, 2) testing on different data sets, 3) fine-tuning the networks, and 4) visualization by Grad-CAM. In the following, we will discuss and interpret all the results obtained through these evaluation processes.

**Segmentation**

We nominated two different deep learning-based segmentation approaches pre-trained on CXR data sets. To select one of the methods for the next step of our designed pipeline, we first applied them to the SH data set containing lung masks. Table 2 indicates the performance of the two segmentation approaches...
on the SH data set based on Dice and IoU metrics averaged over all 566 images. XLSor outperformed UNB with a mean IoU of 0.938 and a mean Dice of 0.968. Our results are consistent with what is stated in [14], where U-Net [13] was applied for comparison to demonstrate the effectiveness of the criss-cross attention-based XLSor. In [14], XLSor also achieved better results than U-Net on different data sets.

Table 2: Performance of the two segmentation approaches on the SH data set.

|        | Mean IoU | Mean Dice |
|--------|----------|-----------|
| UNB    | 0.913    | 0.954     |
| XLSor  | 0.938    | 0.968     |

Challenges such as deformation due to pulmonary diseases may cause the lung region not to be accurately and entirely annotated by a segmentation algorithm. Indeed, the missing lung areas from the annotation are mostly those that contain essential information about an abnormality. The presence of these areas is necessary for further processing, especially for computer-aided diagnosis. Considering the good performance of both networks on the SH data set, it is expected that they would have a robust performance on the majority of COVIDx images.

We further evaluate the two segmentation models on the COVIDx data set. Fig. 4 illustrates CBBs, calculated for each CXR image separately. Fast minimum covariance determinant (FAST-MCD) [36] was applied to CBBs of all COVIDx images to find the outliers. Here, outliers are defined as those CXR images in which the extracted information from their segmented lung areas and detected bounding boxes have different behavior from most images. The FAST-MCD method selects $h$ observations out of $n$ (where $n/2 < h \leq n$) whose
classical covariance matrix has the lowest possible determinant. The MCD mean is the mean of the h selected observations.

According to Fig. 4, it can be seen that the majority of CBBs (in blue) in both methods are placed in the same area of CXR images (i.e., same lung area in CXR images). The main difference is related to the outliers (CBBs in red). In UNB, many outliers are far from the blue mass (see Fig. 4-a). Additionally, in contrast to XLSor, UNB could not detect the lung area and therefore failed to compute bounding boxes for 30 images (i.e., outliers located at the origin of the coordinate system in Fig. 4-a labeled with red cross). These images were mostly cases surrounded by large black frames (Fig. 1-d) or of under-penetrated radiographs (Fig. 1-c). However, as the outputs of XLSor, the outliers are mostly placed around the blue mass with no samples at the origin of the coordinate (see Fig. 4-b).

Table 3: Number of outliers per class of COVIDx dataset as a result of FAST-MCD.

|            | Abnormal | Normal | Total |
|------------|----------|--------|-------|
| UNB        | 374 (5.8%) | 120 (1.4%) | 494 (3.2%) |
| XLSor      | 283 (4.4%) | 146 (1.6%) | 429 (2.8%) |

For quantitative comparison, Table 3 lists the number of outliers for both classes of the data set as the output of FAST-MCD. Also, the results were calculated in percentage by considering the number of observations in each class. Applying the XLSor, slightly more outliers were detected than applying the UNB to the class of “Normal” (1.6%). However, the overall performance of XLSor (2.8%) is better than UNB (3.2%). It should be considered that the blue mass for XLSor (Fig. 4-b) is denser than UNB’s (Fig. 4-a). Given that the outliers are defined based on blue masses containing the majority of samples’ CBBs with the same behavior, those samples counted as outliers for XLSor may not be detected as outliers for UNB. Indeed the evaluation process is more strict for XLSor than UNB, and this still confirms the better performance of XLSor.

When applying a segmentation network, multiple regions may be returned as detected lung areas from each image. To complement the CBB, SA/LLA (Ratio of the smallest detected area to the largest detected area) and LA/LLA (Ratio of the second-largest detected area to the largest detected area) are used to evaluate lung lobe detection. Ideally, a reliable automated lung segmentation approach must find two complete lung lobes (i.e., two regions). In this case, (LA/LLA) and (SA/LLA) will be identical. Fig. 5 illustrates (LA/LLA) as a function of (SA/LLA). Commonly for both methods, the majority of observations follow an identity function, which means the algorithms mostly found two lung lobes per image. For those observations that did not follow the identity function, the two methods behaved differently. The difference is mainly rooted
Fig. 5: (LA/LLA) as a function of (SA/LLA). (a) UNB, (b) XLSor.

Fig. 6: Example of detected lung region by the two networks in the same image (a: UNB, b: XLSor).

In two scenarios. Fig. 6 shows an example of a detected lung region by the two networks in the same image. In challenging CXR images, the methods may find more than one region per lung lobe (XLSor, Fig. 6b). In this scenario, the segmented area does not have a significant effect on the final boundary box. However, in the second scenario, the algorithm mistakenly selects another area excluding the lung lobes (e.g., other parts of the body or background) as part of the lung area (UNB, Fig. 6a). In this scenario, the final bounding box may cover a larger area than the lung region. Although the segmentation approach would not cause any loss of information for the second scenario, it questions the main purpose of lung segmentation (i.e., removing irrelevant regions and accurate localization of the lung area). As illustrated in Fig. 5, while XLSor mostly followed the first scenario, UNB followed the second one. Therefore, XLSor is a better segmentation network than UNB.

For each method, Table 4 lists the number of observations which did not follow the identity function in Fig. 5. Overall, the XLSor has better performance.
Table 4: Number of outliers from the COVIDx dataset as a result of computing ratio parameters: (LA/LLA) and (SA/LLA).

|        | Abnormal | Normal | Total  |
|--------|----------|--------|--------|
| UNB    | 343 (5.3%) | 66 (0.7%) | 409 (2.7%) |
| XLSor  | 219 (3.4%) | 47 (0.5%) | 266 (1.7%) |

Table 5: Performance of MoCo models on different test data set

| Model → Dataset | Accuracy | Sensitivity | Precision | F1-Score |
|-----------------|----------|-------------|-----------|----------|
| NSM → NSDS      | 0.946    | 0.935       | 0.942     | 0.939    |
| NSM → SDS       | 0.870    | 0.973       | 0.783     | 0.868    |
| SM → SDS        | 0.946    | 0.931       | 0.944     | 0.938    |
| SM → NSDS       | 0.928    | 0.860       | 0.974     | 0.914    |

than the UNB with fewer outliers.

Considering the results and our observation, we chose XLSor as the segmentation approach for our pipeline. Therefore, the extracted lung regions from the COVIDx data set as the output of the XLSor were the input of the classification step. Despite our comprehensive evaluation of the two different segmentation approaches, it is noted that the ultimate goal is not segmentation optimization in this paper but rather to investigate its actual benefit on the resulting classification.

Classification

As discussed in the previous section, we optimized two models for the classification of CXR images: SM and NSM. For a comprehensive evaluation, these models were applied on both SDS data containing extracted lung areas and NSDS data containing entire CXR images. Table 5 lists the results of evaluating the models on different test data sets. The (→) symbol represents applying a specific model to a specific test data set. The evaluation metrics for different scenarios have been calculated using the confusion matrices shown in Fig. 7.

For SM tested on SDS and NSM tested on NSDS, both models achieved an accuracy of 0.946. In other words, when the models were tested on the data variant they were trained on, their performance was the same. When the SM was applied on the NSDS, there was a slight drop in accuracy from 0.946 to 0.928 (1.8%), along with a sensitivity drop from 0.931 to 0.860 (i.e., more false-negative cases). However, when the NSM was applied to SDS, a more severe accuracy drop of 0.946 to 0.870 (7.6%) with a corresponding sharp
precision drop of 0.942 to 0.783 (i.e., more false-positive cases) was observed. Therefore comparatively, the SM performed much better on the NSDS than the NSM on the SDS. While the two models have similar performance on the data variants they were trained on, the cross-check results show that the NSM generalizes poorly on the SDS, whereas the SM still retains good performance on the NSDS. Since the SDS contains only lung regions, the NSM’s significant performance degradation suggests its use of clinically irrelevant regions to make predictions. We verify this hypothesis with Grad-CAM.

To explain the performance differences observed in Table 5 we computed Grad-CAM heat maps and selected those that contain the general trend of model attention when applied on the two different test splits. Fig. 8 contains examples where NSM classified the abnormal NSDS case correctly, but SM did not. The first image is the original image from left to right in each row, followed by a heat map generated from Grad-CAM for NSM applied to NSDS and SM applied to NSDS. Red areas in heat maps refer to the regions the network deems important for prediction. In both examples, although the NSM made the correct prediction, it focused on the spinal area, mistaking it as a lung abnormality.

On the other hand, the SM focused on the lung region to decide, despite being wrong. This highlights why a medical image classifier should not be chosen
based exclusively on numerical metrics. In addition, the features the classifier uses to make predictions should also be taken into consideration. Although the NSM seems to be a classifier as good as SM in terms of its accuracy, it failed to focus on clinically meaningful abnormal regions of the CXR images to detect abnormal cases. Instead, it predicted abnormality based on the wrong features, making it undesirable as a practical classifier.

Fig. 8: Grad-CAM visualization of SM and NSM performances on NSDS.

Fig. 9 contains examples that demonstrate a complementary trend where the SM classified the normal SDS case correctly, but NSM did not. From left to right in each row, the first image is the original image; the second image is the extracted lung region as the output of XLSor, followed by heat map generated from Grad-CAM for NSM applied to SDS and finally, SM applied to SDS. As in Fig. 8 with the NSDS, the SM focuses correctly on the lung regions for SDS in Fig. 9. Comparatively, the NSM heat maps focus on irrelevant whiteness on CXR images such as the sternum (i.e., breastbone) or spine instead of the lungs, causing the classifier to over-classify abnormal cases. The model falsely predicts these regions as parts of the lung affected by COVID-19 or Pneumonia. One possible reason is that symptoms of Pneumonia or COVID-19, including lung inflammation, glass opacity, peripheral linear opacity, and consolidation, are also seen as whiteness in the lungs on CXR images depending on the severity of the disease. In addition, white shadows on CXR can represent dense or solid tissues, such as bones or the heart. In contrast, in normal CXR images, healthy lungs that predominantly contain air appear black [37]. This issue can clearly be
very problematic, especially since the color spectrum of x-ray images is limited to gray-scale for different entities. The lung regions in a CXR image typically occupy around one-third or even less of the entire image [38]. Thus, a model needs to first properly recognize the lung area and only then begin looking for whiteness to be effective amidst these distractions. The NSM evidently has not learned to do this and is biased toward any whiteness detected in the image as a sign of lung abnormality. On the other hand, the SM, which was trained on extracted lung images, seems to focus on the lung region for NSDS as well as SDS. The model trained with the segmented data set (SDS) was able to distinguish whiteness in the lung region specifically, with Grad-CAM heat maps concentrated on clinically relevant regions for both NSDS and SDS. This made it generalize well for both data sets and reduced performance degradation significantly.

If the model evaluation was based solely on accuracy and on corresponding test split (NSM on NSDS, SM on SDS), the advantage of applying the segmentation pre-processing step is not apparent; however, the significant performance degradation of the NSM on SDS and the Grad-CAM heat maps proved the opposite. The proposed segmentation step helped the classifier learn to focus more on clinically meaningful regions of the CXR images. Moreover, the cross-check results revealed that SM has better performance than the NSM model when facing a different set of data other than the one trained on. Therefore, in our proposed pipeline, we choose SM over NSM due to the improved reliability and
Conclusion

In this study, we developed a deep learning-based approach to distinguish abnormal CXR images from normal ones. Validations of the approach suggest that applying automated segmentation as a pre-processing step for classification improves the generalization capability and the performance of the classification models. A distinctive characteristic of our approach is the use of features from the most meaningful part (i.e., the lung regions) of the CXR images to improve classification accuracy and reliability. In particular, we demonstrate that irrelevant features extracted outside the lung regions have misled the classifier’s decision. In a worse scenario, the classifier focused on meaningless features despite making a correct decision.

Our investigation suggests that segmentation has a considerable impact on CXR image classification in extracting and using reliable features, and it should be applied as a pre-processing step for the classification of CXR images. The adoption of a self-supervised learning approach also leads to excellent model performance while addressing the many challenges in medical image analysis.

The future scope of this study is to go one step further than CXR binary classification and evaluate our proposed approach facing different types of lung diseases, including COVID-19. Given the excellent performance of the MoCo model in this study, we plan to conduct further analysis on the different self-supervised approaches (e.g., SimCLR \cite{he2020momentum}) to analyzing CXR images.
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