Error mitigation and quantum-assisted simulation in the error corrected regime
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A standard approach to quantum computing is based on the idea of promoting a classically simulable and fault-tolerant set of operations to a universal set by the addition of ‘magic’ quantum states. In this context, we develop a general framework to discuss the value of the available, non-ideal magic resources, relative to those ideally required. We single out a quantity, the Quantum-assisted Robustness of Magic (QRoM), which measures the overhead of simulating the ideal resource with the non-ideal ones through quasiprobability-based methods. This extends error mitigation techniques, originally developed for Noisy Intermediate Scale Quantum (NISQ) devices, to the case where qubits are logically encoded. The QRoM shows how the addition of noisy magic resources allows one to boost classical quasiprobability simulations of a quantum circuit and enables the construction of explicit protocols, interpolating between classical simulation and an ideal quantum computer.

Introduction. Large-scale quantum computing would allow us to solve computational problems that are intractable for classical computers. Due to the fragility of quantum information encoded in physical systems, quantum error correction will be a central component of these machines. However, several restrictions exist to the possibility of achieving a ‘universal’ set of fault-tolerant quantum gates [1, 2]. In a standard setting, the stabilizer operations (which involve computational basis preparation and measurement, Clifford unitaries, partial trace and classical randomness [3, 4]) are fault-tolerant and hence ‘free’. Curiously, the Gottesman-Knill theorem tells us that these operations can be simulated efficiently on a classical computer [3, 5]. Stabilizer operations can be promoted to universality by injecting magic states, which are thus a ‘resource’ for quantum computation. Magic states may come at a limited rate, since their fault-tolerant preparation involves complex distillation schemes [6–11]. Also, much of the residual noise in an error-corrected computation can originate from these elements.

In this work we go beyond the dichotomy free/resourceful and think in terms of the resource content of an ideal quantum resource relative to an available one. We formulate questions such as “How valuable is an ideal magic state, compared to its noisy version, as a function of the noise level?” or “How valuable are the r available magic states, compared to the t > r ideally needed?” Our notion of relative value stems from the overhead of simulating ideal resources with non-ideal ones through quasiprobability based error mitigation [12–16]. As such, it is endowed with a clear operational significance.

Quasiprobability-based error mitigation is a technique that allows one to remove bias from the outcome probabilities of a measurement by expressing the ideal circuit elements as linear combinations of non-ideal ones. The coefficients of the decomposition define a quasiprobability, since they are real and sum to one. By sampling from the absolute value of this quasiprobability and performing the corresponding non-ideal operations, one can remove the bias at the price of a sampling overhead.

We extend these ideas from Noisy Intermediate-Scale Quantum devices (NISQ) [12–16] to fault-tolerant quantum computing. In this context, we single out a measure, the Quantum-assisted Robustness of Magic (QRoM), which loosely speaking is a distance of the ideal elements relative to the available ones. The QRoM provides a unified setting to analyze several central computational and simulation tasks, investigated separately in the literature:

(1) Classical simulation: classically sample from the outcome probabilities of an ideal quantum circuit with t magic T-states $|T⟩ = (|0⟩ + e^{iπ/4}|1⟩)/√2$ as input ($t$ is known as the T-count). Having no quantum resources at hand, the QRoM coincides with the Robustness of Magic (RoM), a known measure of the overhead of quasiprobability-based classical simulation [4, 17–19].

(2) Error mitigation in the quantum error corrected regime: given a quantum circuit involving t ideal T-states, obtain the average of measurement outcomes using a circuit with t noisy T-states. The overhead is measured by the QRoM [20].

(3) Quantum-Assisted Simulation: obtain the average of measurement outcomes of an ideal quantum circuit involving t ideal T-states, given that we can inject only r < t noisy T-states. This task can be seen as an intermediate scenario between classical simulation ($r = 0$) and error mitigation ($r = t$), where some quantum resources are available but fewer than what is needed. The residual overhead is quantified by the QRoM.

By analytically or numerically solving optimization problems for the QRoM, we construct quasiprobability-based error mitigation and quantum-assisted simulation algorithms in the error corrected regime, and analyze how the addition of quantum resources gradually interpolates between a classical simulation and an ideal quantum computation.

Quantum-assisted Robustness of Magic. The QRoM is a generalization of the RoM and formalizes the idea of robustness of an ideal quantum computational resource relative to the (fewer, noisier) available ones. Consider a quantum computer where magic states are injected by
the ideal circuit. Distillation rounds. Due to practical limitations, these
sphere. The black dot represents the pure magic state \(|T\rangle\). The
orange, full octahedron represents the convex hull of stabilizer
states, while the orange, shaded region, is the set
\(Q_1(\tau_0)\) representing all states achievable from the available
resource (a noisy \(T\)-state \(\tau_0 = (1-\delta)\sqrt{T}\langle T\rangle + \delta I/2\) with \(\delta = 0.1\))
by stabilizer operations. Geometrically, the relative robustness is the
minimum mixing needed to bring the \(T\)-state inside
\(Q_1(\tau_0)\) (in this case, mixing with \(Z\tau_0\)).

means of \(t\) ancilla qubits. A resource state \(\sigma_r\) on \(r \leq t\)
qubits is given, e.g., \(T\)-states resulting from a number of
distillation rounds. Due to practical limitations, these
states are in general fewer and noisier than required by the ideal
circuit.

In broad generality, one can denote by \(Q_t(\sigma_r)\) all the
t-qubit states achievable from the resource \(\sigma_r\) by means
of stabilizer operations. The relative robustness of a t-qubit ideal
resource \(\rho_t\) with respect to the available resource \(\sigma_r\) is
\[
R(\rho_t|\sigma_r) = \min \left\{ s \geq 0 \mid \frac{\rho_t + s\eta}{1 + s} \in Q_t(\sigma_r), \eta \in Q_1(\sigma_r) \right\}.
\] (1)
The relative robustness represents the minimum amount of
mixing between \(\rho_t\) and a state in \(Q_t(\sigma_r)\) that results in a state also in \(Q_t(\sigma_r)\).
Since all pure stabilizer states on \(t\) qubits can be generated by applying \(t\)-qubit
Clifford unitaries to \(|0\rangle\otimes^t\) [3], \(R(\rho_t|\sigma_r)\) is the robustness
relative to a set given by stabilizer states augmented by
the available resources, as illustrated in Fig. 1.

The QRoM is the negativity required to decompose
the ideal resource \(\rho_t\) in terms of the available ones in \(Q_t(\sigma_r)\):
\[
\mathcal{R}(\rho_t|\sigma_r) = \min \left\{ \sum_x |q_x| |\rho_t = \sum_x q_x \eta_x, \eta_x \in Q_t(\sigma_r) \right\}.
\] (2)

Note that \(q_x \in \mathbb{R}\) and \(\sum_x q_x = 1\), so \(q_x\) defines
a quasiprobability. The two quantities just defined
are closely related, as they satisfy \(\mathcal{R}(\rho_t|\sigma_r) = 1 + 2\mathcal{R}(\rho_t|\sigma_r)\) (see Appendix A). When \(\sigma_r\) can be written as
a mixture of stabilizer states, the QRoM reduces to the
well-known RoM of Ref. [17] (denoted by \(\mathcal{R}(\rho_t)\)), which
measures the overhead to classically simulate the resource
\(\rho_t\) via the Gottesman-Knill theorem. We will show that
\(\mathcal{R}(\rho_t|\sigma_r)\) has an analogue interpretation in the presence
of the quantum resource \(\sigma_r\). The QRoM has desirable
properties of a resource theoretical measure [21], similar
to those of the Wigner negativity [22–25]: faithfulness,
monotonicity, convexity (see Appendix B).

In general, \(\mathcal{R}(\rho_t|\sigma_r) \leq \mathcal{R}(\rho_t)\). As we shall see, the
QRoM makes quantitative the intuition that the available
quantum resources decrease the negativity and hence the
computational overhead. The QRoM is an operationally
motivated concept suitable to study classical simulation,
quantum-assisted simulation and error mitigation in the
error corrected regime under a unified umbrella.

Error mitigation in the quantum error corrected
regime. The first task where the QRoM plays a role is
error mitigation. We want to perform a quantum computa-
tion on \(n\) data qubits, which can be assumed to be
initialized in state \(|0\rangle\otimes^n\). The circuit involves Clifford
unitaries, typically taken from a fundamental gate set, and
\(T\)-gates:
\[
T = |0\rangle\langle 0| + e^{i\pi/4}|1\rangle\langle 1|.
\] (3)
The latter promote the computation to universality [26].
Since we assume our qubits to be logically encoded in a
suitable quantum error correcting code, we take all Cliff-
ord operations to be perfect (this assumption will be
relaxed later). Each one of the \(t\) \(T\)-gates is realized via
a gate teleportation gadget involving a \(T\)-state \(|T\rangle\) [27].
In practice, \(T\)-states will be noisy. While our approach
is general, for simplicity we focus on noisy magic states
with standard form
\[
\tau_\delta = (1-\delta)\tau + \delta I/2,
\] (4)
where \(\tau = |T\rangle\langle T|\), \(I\) is the identity matrix and \(\delta \in [0,1]\)
is the noise level [21]. The quantum computation terminates
with the measurement of a Pauli operator \(P\). We want to estimate its average \(\langle P\rangle\) in the final state of the
ideal circuit.

Since \(T\)-states are noisy, the measured average cannot
be expected to be an unbiased estimator of \(\langle P\rangle\). In or-
der to cancel the bias via error mitigation, first we find a
decomposition of the form in Eq. (2). Ideally we wish to
find an optimal decomposition according to Eq. (2) (with
\(\rho_t = \tau^\otimes t\) and \(\sigma_t = \tau_\delta^\otimes t\)), but in practice the decom-
position need not be optimal. Setting \(|q|_1 = \sum_x |q_x|\), the
algorithm works as follows:

1. Sample \(x\) with probability \(|q_x|/|q|_1\).
2. Run the quantum circuit with input \(\eta_x \otimes |0\rangle\otimes^n\) [28].
3. Measure the Pauli operator \(P\), getting outcome \(p = -1\) or \(1\).
4. Output \(o = p|q|_1\text{sign}(q_x)\).

Sampling \(M\) times and taking the arithmetic average
of the outputs, one obtains an unbiased estimator for \(\langle P\rangle\). By
Hoeffding’s inequality [29], after \(M \geq 2\ln(2/e)|q|_1^2/\Delta^2\) runs the estimate is within additive
error \(\Delta\) of \(\langle P\rangle\) with probability \(1 - \epsilon\) (see Appendix D).
Hence, this protocol cancels the error on \( \langle P \rangle \) from the noisy \( T \)-states at the price of a sampling overhead. By using an optimal decomposition,

\[
M = 2\ln(2/e)R(\tau_{\delta}^{0^t})^2 / \Delta^2
\]  

(5)
suffices. Since for an ideal quantum computer one needs \( M_{\text{ideal}} = 2\ln(2/e) / \Delta^2 \) runs to obtain the same guarantee, the QRoM squared quantifies the overhead.

Finding the optimal decomposition in Eq. (2) is a convex optimization problem [30] whose size scales super-exponentially with the \( T \)-count [31]. While such an approach is unscalable, we obtain upper and lower bounds

\[
\frac{\mathcal{M}(\tau_{\delta}^{0^t})}{\mathcal{M}(\tau_{\delta}^{t})} \leq R(\tau_{\delta}^{0^t} \mid \tau_{\delta}^{t}) \leq [R(\tau_{\delta}^{k} \mid \tau_{\delta}^{k})]^t / k.
\]  

(6)

Lower bounds can be derived from any convex magic monotone \( \mathcal{M} \), see Appendix E. Taking \( \mathcal{M} \) to be the dyadic negativity [32], we show that \( R(\tau_{\delta}^{0^t} \mid \tau_{\delta}^{t}) \) grows exponentially with the \( T \)-count \( t \) for any \( \delta \in (0, 1) \):

\[
R(\tau_{\delta}^{0^t} \mid \tau_{\delta}^{t}) \geq \min \left\{ \frac{1}{1 - \delta/2} t / |2(1 - \sqrt{2}) t| \right\}.
\]

The upper bounds are based on the submultiplicativity of the QRoM. Taking \( t \) to be divisible by \( k \), \( \tau_{\delta}^{0^t} = \tau_{\delta}^{0^k} \otimes \cdots \otimes \tau_{\delta}^{0^k} \), decompositions for \( \tau_{\delta}^{0^k} \) give (sub-optimal) block decompositions for \( \tau_{\delta}^{0^t} \). These can be used in practical error mitigation protocols.

Let us start with \( k = 1 \). The QRoM is

\[
R(\tau \mid \tau_{\delta}) = \begin{cases} \sqrt{2} = R(\tau), & \delta > \delta_{\text{th}}, \\ 1 / (1 - \delta), & \delta \leq \delta_{\text{th}}. \end{cases}
\]  

(7)

Above a noise threshold \( \delta_{\text{th}} = 1 - \sqrt{2} / 2 \approx 0.293 \) the RoM is recovered [17]. The optimal decomposition for \( \delta \leq \delta_{\text{th}} \) is instead

\[
\tau = \frac{1 - \delta/2}{1 - \delta} \tau_{\delta} - \frac{\delta/2}{1 - \delta} Z \tau_{\delta} Z,
\]  

(8)

where \( Z \) is the Pauli \( z \) matrix. The threshold corresponds to the point where the noisy magic state \( \tau_{\delta} \) enters the set of stabilizer states (inner octahedron in Fig. 1). By tuning the noise, the QRoM interpolates between error mitigation and classical simulation. The latter is recovered at \( \delta = \delta_{\text{th}} \), since at that point the noise is so large that the quantum resources can be classically simulated efficiently.

For \( k = 2, 3 \) the situation is similar, but computing the QRoM exactly is hard. In Appendix F we obtain explicit decompositions whose performance is presented in Fig. 2.

In the small error regime, realistic for quantum error corrected setups (\( \delta \leq 10^{-2} \)), global decompositions only marginally outperform the single-qubit decomposition of Eq. (8) [33]. Already at \( \delta = 10^{-2} \) and moderate overheads (\( \sim 10^2 \)) one can error mitigate in regimes (\( t \sim 230 \)) in which classical simulation is currently unfeasible even with state-of-the-art algorithms [32, 34, 35].
For $\delta < \delta_{th}$, the corresponding sampling overhead (which upper bounds $R(\mathcal{U}\{|A_c\})$) is

$$
\left(\frac{2 - \delta}{(1 - \delta)(1 - \delta_c)^2} - 1\right)^{2t/\tau} \left(1 + \frac{\delta_c}{1 - \delta_c}\right)^{2n_s(r)} \left(1 + \frac{\delta}{1 - \delta_c}\right)^{2n_s(t)}.
$$

For $\delta_c = 0$ we recover $1/(1 - \delta)^{2t}$, as expected from Eq. (7) [36]. The $T$-gate overhead is rather close to the one found for ideal Clifford gates.

Magic state distillation protocols [1] can be combined with error mitigation, in order to decrease the initial $T$-state error. In Fig. 3 we illustrate this by presenting the maximum number of Cliffords and $T$-gates whose noise can be mitigated with moderate overhead ($\leq 10^2$) after zero, one or two rounds of the Bravyi-Haah $14 \rightarrow 2$ magic state distillation protocol [7]. To highlight the performance of the error mitigation stage, we assumed an ideal distillation protocol. However, we show in Appendix H that also the noise in the Clifford unitaries required in the distillation round can be error mitigated.

**Quantum-Assisted Simulation.** What happens when the $T$-count $t$ of the ideal quantum circuit exceeds the available resources? That is indeed a generic situation. Specifically, suppose we have at our disposal only $r < t$ noisy $T$-states and ideal Cliffords to simulate the circuit. We call this task quantum-assisted simulation, as it interpolates between classical simulation (where $r = 0$) and error mitigation (where $r = t$).

Injection of insufficient $T$-states, as well as noise on each $T$, both lead to bias on the expectation value $\langle P \rangle$ which can be corrected by quasiprobability methods. To do so, find a decomposition of the form in Eq. (2) with $\rho_t = \tau^\otimes t$ and $\sigma_r = \tau^\otimes r$, with $r$ a fraction of $t$. Then, apply the algorithm steps 1-4 above. By construction, in step 2 of the protocol at most $r$ noisy magic states are injected, rather than the $t$ ideally required. Nevertheless, after taking

$$
M = 2\ln(2/\epsilon)R(\tau^\otimes t|\tau^\otimes r)^2/\Delta^2,
$$

samples, the output average will be within $\Delta$ of the ideal average with probability $1 - \epsilon$. From

$$
R(\tau^\otimes t|\tau^\otimes r) \leq [R(\tau^\otimes t/|\tau)]^r,
$$

explicit protocols can obtained by decomposing each $t/r$ $T$-states using a single noisy $T$-state.

We find find analytical decompositions upper bounding the QRoM for $t/r = 2$ and $t/r = 3$ (see Appendix F). The performance of the corresponding protocols is compared to the best known classical algorithms based on the RoM in Fig. 3. For $\delta = 10^{-2}$ and $t/r = 3$ (inject a third of the required $T$-states) we get a scaling overhead $1.45715^4$, compared to $1.637^4$ of the best classical algorithm given in Ref. [18]. Even injecting a fraction of the required quantum resources leads to orders of magnitudes improvements over the classical protocol.

The previous protocol injects fewer magic states at the price of a sampling overhead. Nevertheless, it still requires an $n$-qubit quantum computer. However, suppose we only have $r < n$ noisy qubits and we want to use them to assist a classical computer to estimate outcome probabilities of an ideal circuit with $T$-count $t = kr$ ($k = 2, 3, \ldots$). We can proceed as follows. If $P = \Pi_1 - \Pi_{l-1}$, in steps 2-3 of the previous algorithm we need to sample the measurement outcome $p = 0, 1$ with probability

$$
\text{Tr} \left[ \Pi_p A \left( U_A (\tau^\otimes \delta^\delta \otimes |0\rangle\langle 0|^{t-s}) \otimes |0\rangle\langle 0|^{n} \right) \right],
$$

where $A$ is some (adaptive) Clifford circuit and $s \leq r$. To sample from the above, we make use of the extended Gottesman-Knill theorem [37] (also see [34, 35, 38]). Given a description of $A$ we classically obtain in poly$(n + t)$ time a description of a new adaptive Clifford circuit $\mathcal{A}$ involving at most $s$ measurements. Then from a sample of Tr $[\Pi_p(\mathcal{A}(\tau^\otimes \delta^\delta))]$ and a poly$(n + t)$ computation one can obtain a sample of Eq. (12). Steps 2-3 have now been reduced to a task that can be performed on the $s$-qubit noisy quantum computer. The number of required samples is again quantified by the QRoM $R(\tau^\otimes t/r|\tau_{s})^r$.

**Discussion.** Our analysis led to practical protocols for error mitigation in currently classical intractable regimes and quantum-assisted simulation outperforming the best known quasiprobability-based algorithms. These proposals appear relevant for a regime in which full magic state distillation is unavailable. Alternative QRoMs can also defined, e.g., by restricting stabilizer operations to account for specific architecture limitations. In this regard it should be also noted that our work, like all quasiprobability-based error cancellation methods, is limited by the requirement of well-characterized noise. We suggest that similar approaches can be envisioned to boost alternative simulation methods based on the stabilizer rank [32, 34, 35, 39, 40] or on generalized Wigner
functions [41, 42].
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Appendix A: Robustness and negativity

Here we prove that $R(\rho_t|\sigma_r) = 1 + 2R(\rho_t|\sigma_r)$.

Proof. The proof follows using standard techniques. First we prove $R(\rho_t|\sigma_r) \leq 1 + 2R(\rho_t|\sigma_r)$. Let $\xi, \eta$ be elements of $Q_t(\sigma_r)$ such that

$$\xi = \frac{\rho_t + R(\rho_t|\sigma_r)\eta}{1 + R(\rho_t|\sigma_r)}.$$ (A1)

Then $\rho_t = (1 + R(\rho_t|\sigma_r))\xi - R(\rho_t|\sigma_r)\eta$. By decomposing $\eta$ and $\xi$ in terms of the states in $Q_t(\sigma_r)$, we obtain a decomposition of the form in Eq. 2 in the main text with $||q||_1 = 1 + 2R(\rho_t|\sigma_r)$. Since $||q||_1 \geq R(\rho_t|\sigma_r)$, it follows that $R(\rho_t|\sigma_r) \leq 1 + 2R(\rho_t|\sigma_r)$.

Now we prove $R(\rho_t|\sigma_r) \geq 1 + 2R(\tau_t|\rho_t)$. Consider an optimal decomposition

$$\rho_t = \sum s q_x \eta_x,$$ (A2)

where $\eta_x \in Q_t(\sigma_r)$ and $||q||_1 = R(\rho_t|\sigma_r)$. Then

$$\rho_t = \sum_{x|q_x \geq 0} q_x \eta_x - \sum_{x|q_x < 0} |q_x| \eta_x = (1 + s)\xi - s\eta,$$ (A3)

where $s = \sum_{x|q_x < 0} |q_x|$ and

$$\xi = \frac{1}{1 + s} \sum_{x|q_x \geq 0} q_x \eta_x, \quad \eta = \frac{1}{s} \sum_{x|q_x < 0} |q_x| \eta_x.$$ (A4)

Note that $\xi, \eta \in Q_t(\sigma_r)$ since $Q_t(\sigma_r)$ is a convex set. It follows that

$$\rho_t + s\eta \frac{1}{1 + s} \in Q_t(\sigma_r).$$ (A5)

Then $R(\rho_t|\sigma_r) \leq s$. However, $R(\rho_t|\sigma_r) = 1 + 2s$, so we conclude $R(\rho_t|\sigma_r) \geq 1 + 2R(\rho_t|\sigma_r)$.

Appendix B: Properties of the QRoM

In this appendix we show for completeness some properties of the QRoM $R(\rho_t|\sigma_r)$ defined in Eq. 2 of the main text. Most of the properties and their proofs are straightforward generalizations of those of the RoM $R(\rho_t)$ that can be found in Ref. [17].

P1 Faithfulness: $R(\rho_t|\sigma_r) = 1$ if and only if $\rho_t \in Q_t(\sigma_r)$.

P2 Sub-multiplicativity with respect to both arguments: if $r_{1,2} \leq t_{1,2}$

$$R(\rho_{t_1} \otimes \rho_{t_2}|\sigma_{r_1} \otimes \sigma_{r_2}) \leq R(\rho_{t_1}|\sigma_{r_1})R(\rho_{t_2}|\sigma_{r_2}).$$ (B1)

P3 Monotonicity: let $E$ be a stabilizer operation. Then

$$R(E(\rho_t)|E(\sigma_r)) \leq R(\rho_t|\sigma_r),$$ (B2)

$$R(\rho_t|E(\sigma_r)) \geq R(\rho_t|\sigma_r).$$ (B3)

P4 Invariance under Cliffords: let $U$ be a Clifford unitary CPTP map. Then $R(U(\rho_t)|\sigma_r) = R(\rho_t|\sigma_r)$ and $R(\rho_t|U(\sigma_r)) = R(\rho_t|\sigma_r)$.

P5 ‘Convexity’:

$$R(\sum_k \lambda_k \rho_t^{(k)}|\sigma_r) \leq \sum_k |\lambda_k| R(\rho_t^{(k)}|\sigma_r).$$

P6 RoM recovery: let $\sigma_r$ be a mixture of stabilizer states, i.e., $\sigma_r = \sum_k p_k \sigma_k$ with $p_k \geq 0$ and $s_k$-qubit stabilizer states. Then $R(\rho_t|\sigma_r) = R(\rho_t)$.

Proof.

P1. It follows immediately from the fact that $Q_t(\sigma_r)$ is a convex set and that Tr($\rho_{t_1}$) = Tr($\eta_{t_2}$).

P2. The optimal decompositions associated with $R(\rho_{t_1}|\sigma_{r_1})$ and $R(\rho_{t_2}|\sigma_{r_2})$ induce a block-decomposition $\rho_{t_1} \otimes \rho_{t_2} = \sum s q_x \eta_x$ with each $\eta_x$ a product of a state in $Q_{t_1}(\sigma_{r_1})$ and one in $Q_{t_2}(\sigma_{r_2})$. The negativity of this decomposition is $||q||_1 = R(\rho_{t_1}|\sigma_{r_1})R(\rho_{t_2}|\sigma_{r_2})$. The property follows by noticing that, for every $x$, $\eta_x \in Q_{t_1+t_2}(\sigma_{r_1} \otimes \sigma_{r_2})$.

P3. Let $\rho_t = \sum_x q_x \rho_x$ an optimal decomposition, which satisfies $\sum_x |q_x| = R(\rho_t|\sigma_r)$ and $\eta_x \in Q_t(\sigma_r)$ for every $x$. Then $E(\rho_t) = \sum_x q_x E(\eta_x)$ is an allowed (albeit not necessarily optimal) decomposition of $E(\rho_t)$ using states $E(\eta_x) \in Q_t(E(\sigma_r))$. Then $R(E(\rho_t)|E(\sigma_r)) \leq R(\rho_t|\sigma_r)$. Furthermore, $Q_t(E(\sigma_r)) \subseteq Q_t(\sigma_r)$, so $R(\rho_t|E(\sigma_r)) \geq R(\rho_t|\sigma_r)$.

P4 The first equality follows immediately from P3. In fact, P3 implies $R(E(\rho_t)|\sigma_r) \leq R(E(\rho_t)|E(\sigma_r)) \leq R(\rho_t|\sigma_r)$ for every stabilizer operation $E$. Since for any Clifford unitary $U$, both $U$ and $U^\dagger$ are stabilizer operations, we have

$$R(\rho_t|\sigma_r) \geq R(U(\rho_t)|\sigma_r) \geq R(U^\dagger U(\rho_t)|\sigma_r) = R(\rho_t|\sigma_r).$$ (B4)

The second equality in P4 follows by noticing that Clifford operations leave the set $Q_t(\sigma_r)$ unchanged, i.e.,
\(Q_t(\sigma_r) = Q_t(U(\sigma_r))\).

P5. Let \(\rho_t^{(k)} = \sum_x q_x^{(k)} \eta_x\) be the optimal decompositions associated with the QRoMs \(R(\rho_t^{(k)}|\sigma_r) = \sum_x |q_x^{(k)}|\). They induce a decomposition of \(\sum_k \lambda_k \rho_t^{(k)}\) as

\[
\sum_k \lambda_k \rho_t^{(k)} = \sum_x w_x \eta_x, \tag{B5}
\]

with \(w_x = \sum_k \lambda_k q_x^{(k)}\). This implies that

\[
R\left(\sum_k \lambda_k \rho_t^{(k)}|\sigma_r\right) \leq \sum_x |w_x| \leq \sum_k |\lambda_k| \sum_x |q_x^{(k)}| = \sum_k |\lambda_k| R(\rho_t^{(k)}|\sigma_r). \tag{B6}
\]

P6. Since \(\sigma_r\) is a stabilizer state, by definition \(Q_t(\sigma_r)\) coincides with the set of all stabilizer states. Then the definition of the QRoM reduces to that of the RoM. \(\square\)

Appendix C: Overview of some basic notions

It is well-known that the Clifford group is generated by the single-qubit Hadamard gate \(H = (X + Z)/\sqrt{2}\), the phase gate \(S = Z^{1/2} = |0\rangle \langle 0| + i|1\rangle \langle 1|\) acting on all possible qubits and by the CNOT gate, CNOT = \(|0\rangle \langle 0| \otimes I + |1\rangle \langle 1| \otimes X\) acting on all possible pairs of qubits [3]. The addition of the \(T\) gate

\[
T = \begin{pmatrix} 1 & 0 \\ 0 & e^{i\pi/4} \end{pmatrix} \tag{C1}
\]

acting on any qubit promotes the set \(\{H, S, \text{CNOT}\}\) to a universal gate set [26].

The \(T\)-gate can also be obtained by injecting the magic state

\[
|T\rangle = |T\rangle_+ = \frac{1}{\sqrt{2}} (|0\rangle + e^{i\pi/4}|1\rangle). \tag{C2}
\]

into the adaptive Clifford circuit shown in Fig. 4, a procedure known as “gadgetization” [1, 6, 44].

\[
|\psi\rangle \xrightarrow{S} T|\psi\rangle
\]

\[
|T\rangle \xrightarrow{Z} |T\rangle
\]

FIG. 4. Gate teleportation circuit with data qubit in a generic state \(|\psi\rangle\) and auxiliary state in the magic state \(|T\rangle\). The output of the \(Z\) measurement on the auxiliary qubit can be \(\lambda_Z = \pm 1\). If \(\lambda_Z = 1\) the identity is applied to the data qubit, while if \(\lambda_Z = -1\) the phase gate \(S\) is applied. This protocol applies a \(T\) gate to the data qubit.

Appendix D: Overhead and QRoM

Here we discuss in generality the protocol that allows to simulate the ideal resources \(\rho_t\) from the available ones \(\sigma_r\), with overhead given by \(R(\rho_t|\sigma_r)\). Error mitigation and quantum-assisted simulation are special instances of this protocol.

We start from a decomposition of the form

\[
\rho_t = \sum_x q_x \eta_x, \quad \eta_x \in Q_t(\sigma_r). \tag{D1}
\]

We then follow step 1-4 of the quasiprobability sampling protocol given in the main text. Let \(P = \Pi_1 - \Pi_{-1}\). The output of the protocol is a random variable \(O\) whose average \(\langle O \rangle\) reads

\[
\sum_x |q_x| \sum_{p=\pm 1} \text{Tr} \left[ \Pi_p A (|0\rangle \langle 0| \otimes \eta_x) p|q|_1 \text{sign}(q_x) \right]
\]

where \(\eta_x\) is a \(t\)-qubit state and \(A\) is the (adaptive) Clifford circuit to be simulated, including the state injection gadgets. It is not difficult to see that the previous expression equals

\[
\text{Tr} \left[ P A (|0\rangle \langle 0| \otimes \rho_t) \right] = \langle P \rangle. \tag{D2}
\]

Hence \(O\) is an unbiased estimator of \(\langle P \rangle\).

Let us consider the case in which we repeat the protocol \(M\) times. The output of each run is a random variable \(O_i\), \(i = 1, \ldots, M\) as discussed above. The random variables \(O_i\) are assumed to be statistically independent. Moreover, the \(O_i\) are identically distributed and \(O_i \in [-||q||_1, +||q||_1]\). Thus, the range of \(O_i\) is \(r = 2||q||_1\). Hoeffding’s inequality states that [29]

\[
\text{Prob} \left( \left| \frac{1}{M} \sum_{i=1}^M (O_i - \langle O \rangle) \right| \geq \Delta \right) \leq 2 \exp \left( -\frac{2M\Delta^2}{r^2} \right), \tag{D3}
\]

with \(\Delta\) the maximum error on the estimate of \(\langle O \rangle\). We can ensure that the probability of having additive error greater than \(\Delta\) is less than an arbitrary \(\epsilon \in (0, 1]\) by requiring that \(2 \exp(-2M\Delta^2/r^2) \leq \epsilon\), which implies \(M \geq 2 \ln(2/\epsilon)||q||^2_1/\Delta^2\). The QRoM is defined by the optimal decomposition achieving the minimum value of \(||q||_1\).

Appendix E: Lower bound on QRoM

Here we derive a useful, general lower bound on \(R(\tau^{\otimes n}|\rho^{\otimes n})\) defined in Eq. 3 in the main text. Let \(\rho\) be an \(n\)-qubit density matrix. All we need to derive a bound on the QRoM is to assume the existence of a convex magic monotone, i.e. a functional \(M\) with the following standard properties:

1. ‘Convexity’: \(M(\sum_k \lambda_k \rho^{(k)}) \leq \sum_k |\lambda_k| M(\rho^{(k)}), \quad \lambda_k \in \mathbb{C}\).
2. Monotonicity: $\mathcal{M}(\mathcal{E}(\rho)) \leq \mathcal{M}(\rho)$ for every stabilizer operation $\mathcal{E}$.

Let us consider the optimal decomposition associated with $R(\tau_{\delta}^{\otimes t} | \tau_{\delta}^{\otimes r})$, which can always be written as

$$\tau_{\delta}^{\otimes t} = \sum_{x} q_{x} \mathcal{E}_{x}(\tau_{\delta}^{\otimes r} \otimes |0\rangle \langle 0|^{\otimes t-r}),$$

with $\mathcal{E}_{x}$ stabilizer operations. Then the magic monotone $\mathcal{M}(\tau_{\delta}^{\otimes t})$ satisfies

$$\mathcal{M}(\tau_{\delta}^{\otimes t}) = \mathcal{M}\left(\sum_{x} q_{x} \mathcal{E}_{x}(\tau_{\delta}^{\otimes r} \otimes |0\rangle \langle 0|^{\otimes t-r})\right) \leq \sum_{x} |q_{x}| \mathcal{M}(\mathcal{E}_{x}(\tau_{\delta}^{\otimes r} \otimes |0\rangle \langle 0|^{\otimes t-r})) \leq \sum_{x} |q_{x}| \mathcal{M}(\tau_{\delta}^{\otimes r}) \leq \mathcal{M}(\tau_{\delta}^{\otimes r}) \leq \mathcal{M}(\tau_{\delta}^{\otimes t}) = \mathcal{M}(\tau_{\delta}^{\otimes t}) \cdot \mathcal{M}(\tau_{\delta}^{\otimes r}).$$

We thus obtain the general lower bound

$$R(\tau_{\delta}^{\otimes t} | \tau_{\delta}^{\otimes r}) \geq \frac{\mathcal{M}(\tau_{\delta}^{\otimes t})}{\mathcal{M}(\tau_{\delta}^{\otimes r})}. \quad (E6)$$

Noticing that the RoM satisfies all the assumed properties of $\mathcal{M}$ [17], we can use it to bound the QRoM. For instance for $t = r = 1$ we obtain, for $\delta \leq \delta_{th}$, $R(\tau)/R(\tau_{\delta}) = 1/(1-\delta)$, which shows that the decomposition in Eq. (7) in the main text is optimal. However, in order to obtain bounds for large $t$ using the RoM, we need to evaluate $R(\tau_{\delta}^{\otimes t})$, which gets harder as $t$ increases.

More convenient bounds can be obtained by considering magic monotones that are multiplicative at least for tensor products of single-qubit states. For instance, a monotone that has this property is the dyadic negativity introduced in Ref. [32] and there denoted by $\Lambda$. In terms of the dyadic negativity the bound on the QRoM becomes

$$R(\tau_{\delta}^{\otimes t} | \tau_{\delta}^{\otimes r}) \geq \frac{\Lambda(\tau_{\delta})^{t}}{\Lambda(\tau_{\delta})^{r}}. \quad (E7)$$

We obtain $\Lambda(\tau_{\delta})$ by finding an explicit dyadic decomposition that matches the numerically optimum for every $\delta$:

$$\tau_{\delta} = q_{1} |+\rangle \langle +| + q_{1} |i\rangle \langle i| + q_{2} |+\rangle \langle i| + q_{2}^{*} |i\rangle \langle +|, \quad (E8)$$

where

$$q_{1} = 1 - \frac{1}{\sqrt{2} + \delta}, \quad q_{2} = \left(\frac{1}{2} + \frac{i}{\sqrt{2}}\right) \left(-\sqrt{2}\delta + \sqrt{2} - 1\right). \quad (E9)$$

We get

$$\Lambda(\tau_{\delta}) = \begin{cases} 1, & \delta \geq \delta_{th}, \\
\frac{2(2 - \sqrt{2})(1 - \delta/2)}{1 - \delta}, & \delta \leq \delta_{th}, \end{cases} \quad (E11)$$

and, setting $t = r$, we obtain the bound reported in the main text.

**Appendix F: Analytical decompositions and expressions for the upper bounds on the QRoM**

In this section we define the pure stabilizer states:

$$|s_{1}\rangle = \frac{1}{\sqrt{2}}(|01\rangle - |10\rangle), \quad |s_{2}\rangle = \frac{1}{\sqrt{2}}(|00\rangle - i|11\rangle) \quad (F1)$$

and the mixed stabilizer states

$$\eta_{\pm} = \frac{1}{2} |\pm\rangle \langle \pm| + \frac{1}{2} |\pm i\rangle \langle \pm i|. \quad (F2)$$

In what follows we give details of the decompositions of $\tau_{\delta}^{\otimes t}$ in terms of $\tau_{\delta}^{\otimes r}$ for the different $t$ and $r$ presented in the main text.

1. **Decomposition for $t = 2, r = 1$**

Consider the four-states decomposition

$$\tau^{\otimes 2} = \sum_{a=1}^{4} q_{a} \eta_{a}. \quad (F3)$$

Here $\eta_{i} = |s_{i}\rangle \langle s_{i}|$ for $i = 1, 2$ and

$$\eta_{3} = \frac{1}{2} (\tau_{\delta} \otimes \eta_{+} + \eta_{+} \otimes \tau_{\delta}), \quad (F4)$$

$$\eta_{4} = \frac{1}{2} (Z \tau_{\delta} Z \otimes \eta_{-} + \eta_{-} \otimes Z \tau_{\delta} Z). \quad (F5)$$

Set the coefficients in the decomposition as

$$q_{1} = q_{2} = \frac{1}{2} - \frac{\sqrt{2}}{1 + \sqrt{2} - \delta}, \quad (F6)$$

$$q_{3} = \frac{2(1 + \sqrt{2})(-2 + \delta)}{-4 - 3\sqrt{2} + (4 + 3\sqrt{2})\delta - 2\delta^{2}}, \quad (F7)$$

$$q_{4} = \frac{-2\delta + 2\sqrt{2}\delta}{-4 - 3\sqrt{2} + 4\delta + 3\sqrt{2}\delta - 2\delta^{2}}. \quad (F8)$$

The negativity of this decomposition is

$$||q||_{1} = \frac{4 + 5\sqrt{2} - \sqrt{2}\delta - 2\delta^{2}}{(4 + 3\sqrt{2})(1 - \delta + 2\delta^{2})}. \quad (F9)$$

This coincides with the result obtained from a full numerical optimization over a subset of $Q_{2}(\tau_{\delta}^{\otimes 1})$, which includes all two-qubit stabilizer states and all two-qubit Cliffords applied to $\tau_{\delta} \otimes |0\rangle \langle 0|$. 
2. Decomposition for $t = 2, r = 2$

Consider the four-states decomposition

$$\tau^{\otimes 2} = \sum_{a=1}^{4} q_a \eta_a. \quad (F10)$$

Here $\eta_i = |s_i\rangle\langle s_i|$ for $i = 1, 2$ and

$$\eta_3 = \tau_\delta \otimes \tau_\delta, \quad \eta_4 = Z\tau_\delta Z \otimes Z\tau_\delta Z. \quad (F11)$$

Set the coefficients in the decomposition as

$$q_1 = q_2 = \frac{(-2 + \delta)\delta}{2(2 - 2\delta + \delta^2)}, \quad (F12)$$

$$q_3 = \frac{(2 - \delta)^2}{2(2 - 4\delta + 3\delta^2 - \delta^3)}, \quad (F13)$$

$$q_4 = -\frac{\delta^2}{2(2 - 4\delta + 3\delta^2 - \delta^3)} \quad (F14)$$

The negativity of this decomposition is

$$\|q\|_1 = \frac{2 - 2\delta^2 + \delta^3}{2 - 4\delta + 3\delta^2 - \delta^3} := R(\tau^{\otimes 2}|\tau_\delta^{\otimes 2}). \quad (F15)$$

This coincides with the result obtained from a full numerical optimization over a subset of $Q_2(\tau_\delta^{\otimes 2})$, which includes all two-qubit stabilizer states and all two-qubit Cliffords applied to $\tau_\delta \otimes |0\rangle\langle 0|$ and $\tau_\delta^{\otimes 2}$.

3. Decomposition for $t = 3, r = 1$

In this instance we perform a numerical optimization involving three-qubit stabilizer states, as well as all tensor products of single-qubit Cliffords applied to $\tau_\delta \otimes |\Phi_s\rangle\langle \Phi_s|$ (and its swapped versions) with $|\Phi_s\rangle$ a two-qubit stabilizer state. We find a decomposition whose negativity is

$$\frac{7.025 + 44.899\delta - 11.055\delta^2 - 6.682\delta^3}{4.025 + 22.561\delta - 25.664\delta^2 + 6.682\delta^3}. \quad (F16)$$

which is then an upper bound for $R(\tau^{\otimes 3}|\tau_\delta)$. The analytic expression results from a fit of the numerics and the approximation is within $10^{-4}$.

4. Decomposition for $t = 3, r = 3$

Let $\xi_{12} = \frac{1}{2} |s_1\rangle\langle s_1|_{12} + \frac{1}{2} |s_2\rangle\langle s_2|_{12}$, where the label '12' refers to the fact that $\xi_{12}$ has support on qubits 1 and 2. Similarly we define $\xi_{23}$ and $\xi_{12}$.

Consider the four-state decomposition

$$\tau^{\otimes 3} = \sum_{a=1}^{4} q_a \eta_a. \quad (F17)$$

$$\eta_1 = \frac{1}{3}(\tau_{\delta,1} \otimes \xi_{23} + \xi_{13} \otimes \tau_{\delta,2} + \xi_{12} \otimes \tau_{\delta,3}), \quad (F18)$$

$$\eta_2 = \frac{1}{3}(Z\tau_{\delta,1}Z \otimes \xi_{23} + \xi_{13} \otimes Z\tau_{\delta,2}Z + \xi_{12} \otimes Z\tau_{\delta,3}Z), \quad (F19)$$

$$\eta_3 = \tau_\delta \otimes \tau_\delta \otimes \tau_\delta, \quad (F20)$$

$$\eta_4 = Z\tau_\delta Z \otimes Z\tau_\delta Z \otimes Z\tau_\delta Z, \quad (F21)$$

Set the coefficients in the decomposition as

$$q_1 = \frac{3(\delta - 2)}{2(\delta - 1)((\delta - 2)\delta + 4)(3(\delta - 2)\delta + 4)}, \quad (F22)$$

$$q_2 = \frac{3(\delta - 2)}{2(\delta - 1)((\delta - 2)\delta + 4)(3(\delta - 2)\delta + 4)}, \quad (F23)$$

$$q_3 = \frac{2(\delta - 2)^3}{(\delta - 1)((\delta - 2)\delta + 4)(3(\delta - 2)\delta + 4)}, \quad (F24)$$

$$q_4 = \frac{2(\delta - 2)^3}{(\delta - 1)((\delta - 2)\delta + 4)(3(\delta - 2)\delta + 4)}. \quad (F25)$$

The negativity of this decomposition is

$$\|q\|_1 = \frac{4 + 6\delta - 3\delta^2}{4 - 6\delta + 3\delta^2 - \delta^3} := R(\tau^{\otimes 3}|\tau_\delta^{\otimes 3}). \quad (F26)$$

The decomposition is optimal when considering the subset defined in Subsec. F3 augmented with the states obtained by applying all tensor products of single-qubit Cliffords to $\tau_\delta^{\otimes 3} \otimes |0\rangle\langle 0|$ (and its swapped versions) and to $\tau_\delta^{\otimes 3}$.

Appendix G: Error mitigation with noisy Cliffords

We now study a scenario where a noisy $T$-state $\tau_\delta$ enters the state injection circuit in Fig. 4, but the Clifford unitaries involved are affected by depolarising noise. Specifically we assume that all the Cliffords on the data qubits, as well as each of the (two) gates involved in the state injection circuit in Fig. 4, have probability $1 - \delta_c$ of working correctly, and probability $\delta_c$ of fully depolarizing the state on which they are acting.

Let’s first focus on the noisy state injection circuit. Instead of performing an ideal $T$-gate $T(\cdot) = T(\cdot)T^\dagger$, upon injecting a noisy $T$-state $\tau_\delta$ we realize the completely-positive trace-preserving map

$$T_{\delta,\delta_c} = (1 - \delta)(1 - \delta_c)^2 T + \delta(1 - \delta_c)^2 D + [1 - (1 - \delta_c)^2]G,$$

where $D$ is the depolarizing channel (a map removing the off-diagonal elements in the computational basis) and $G$ is the depolarising channel (transforming every state into the maximally mixed state $I/2$). Note that the channel depends on $\delta_c$, since the injection circuit itself is faulty.
To error mitigate the above channel, consider the quasiprobability decomposition
\[ T = q_1 T_{\delta, \delta} + q_2 Z \circ T_{\delta, \delta} + q_3 G , \]
where \( q_1 = \frac{(2-\delta)}{2(1-\delta)(1-\delta_c)^2} \), \( q_2 = \frac{\delta}{2(1-\delta)(1-\delta_c)^2} \), \( q_3 = \frac{\delta_c(2-\delta)}{1-\delta_c} \). Note that all three operations appearing in the decompositions can be performed under our noise model. In particular, \( Z \circ T_{\delta, \delta} \) can be realized by injecting a rotated noisy T-state \((1-\delta)\mathcal{T}_{\delta, \delta} + \delta I/2 \) into faulty version of the circuit in Fig. 4.

Whenever a T-gate \( T \) appears in the circuit, we instead perform \( T_{\delta, \delta} \) with probability \( q_1 \|q\|_1, Z \circ T_{\delta, \delta} \) with probability \( q_2 \|q\|_1 \) and \( G \) with probability \( q_3 \|q\|_1 \) (the latter can be realized by random single qubit Paulis). The error mitigation overhead (compared to the ideal circuit) is quantified by \( \|q\|_1^2 \), with \( t \) the T-count, where
\[ \|q\|_1 = \frac{2-\delta}{(1-\delta)(1-\delta_c)^2} - 1. \]  
Note that for \( \delta_c = 0 \) we recover \( \|q\|_1 = 1/(1-\delta) = \mathcal{R}(\tau_{\delta, \delta}) \), as expected from our analysis of error mitigation of the noisy T-state with ideal Cliffords.

Now let us consider the \( k = 1, 2 \) qubit Clifford unitaries \( \mathcal{U}^{(k)} \) on the data qubits. These can be mitigated using the quasiprobability decomposition discussed in Refs. [12, 15]:
\[ \mathcal{U}^{(k)} = s_1 \mathcal{U}_{\delta_c}^{(k)} + s_2 \left( \frac{1}{2^{2k}} \sum_{i=1}^{2^{2k}-1} \mathcal{P}_i^{\delta_c} \right) , \]
where \( \mathcal{U}_{\delta_c}^{(k)} = (1-\delta_c)\mathcal{U}^{(k)} + \delta_c \mathcal{G}_k (\mathcal{G}_k(\rho) = I/2^k \text{ for all } \rho) \), and \( \mathcal{P}_i^{\delta_c} = (1-\delta_c)\mathcal{P}_i + \delta_c \mathcal{G}_k \), where \( \mathcal{P}_i \) are all single or two-qubit Pauli unitaries (excluding the identity). The coefficients are
\[ s_1 = 1 + \frac{(2^{2k} - 1)\delta_c}{2^{2k}(1-\delta_c)}, \quad s_2 = -\frac{(2^{2k} - 1)\delta_c}{2^{2k}(1-\delta_c)}. \]
Whenever a single qubit Clifford unitary is performed on the data qubits, we instead perform a noisy version \( \mathcal{U}_{\delta_c}^{(k)} \) with probability \( s_1 \|s\|_1 \) and, with probability \( s_2 \|s\|_1 \), we perform a random noisy Pauli \( \mathcal{P}_i^{\delta_c} \). The error mitigation overhead (compared to the ideal circuit) is quantified by \( \|s\|_1^{2n^{(k)}_c} \), with \( n^{(k)}_c \) the number of \( k = 1, 2 \) qubit Cliffords. In particular
\[ \|s\|_1 = \frac{1 + \delta_c/2}{1 - \delta_c}, \quad \text{for } k = 1, \]
\[ \|s\|_1 = \frac{1 + 7\delta_c/8}{1 - \delta_c}, \quad \text{for } k = 2. \]
The total overhead for error mitigation of a circuit involving \( n_c^{(1)} \) single qubit Cliffords and \( n_c^{(2)} \) two-qubit Cliffords on the data qubits, as well as \( t \) T-gates, is
\[ \left( \frac{2-\delta}{(1-\delta)(1-\delta_c)^2} - 1 \right)^{2t} \left( 1 + \frac{\delta_c/2}{1 - \delta_c} \right)^{2n_c^{(1)}} \left( 1 + \frac{7\delta_c/8}{1 - \delta_c} \right)^{2n_c^{(2)}} . \]

**Appendix H: Mitigating errors in magic state distillation protocols**

In the main text, we analyzed how magic state distillation can increase the number of Cliffords and T-gates that can be mitigated with a given overhead. In particular, Fig. 3 (left) was obtained taking as input the residual T-state noise after \( m \) distillation rounds \((m = 1, 2)\) of the Bravyi-Haah 14 \( \rightarrow \) 2 protocol [7]. Implicitly, this assumes the standard analysis of the distillation stage, where Cliffords are taking to be noiseless. Here, we show how this assumption can be lifted. Specifically, we apply the same quasiprobability-based protocol discussed in the main text to mitigate the error on the Cliffords required by the distillation protocol.

As in the main text, we focus on the Bravyi-Haah protocols based on triorthogonal matrices. We refer the reader to the original paper in Ref. [7] for all the technical details. A general \( n \rightarrow k \) Bravyi-Haah protocol requires \( n \) input noisy T-states and \( n \) input target qubits starting in the reference state \( |+\rangle^{\otimes n} \otimes |0\rangle^{\otimes (n-k)} \). The essential operations involved in the protocol are the following:

1. Encoding of the target qubits in \( k \) logical ‘+’ states of a suitable CSS code [26].
2. Application of \( n \) noisy T-gates, using the \( n \) noisy T-states in the gate teleportation gadget of Fig. 4.
3. Application of a Clifford gate composed only of \( CZ = |0\rangle\langle 0| \otimes I + |1\rangle\langle 1| \otimes Z, S \) and \( S^t \) elementary gates.
4. X syndrome measurements associated with the CSS code with post-selection on the output.
5. Decoding of the CSS code.

Encoding and decoding for general stabilizer codes, and thus also for CSS codes, can be implemented with Clifford gates. Let \( r \) be the rank (over GF(2)) of the X part of the \( k \times 2n \) stabilizer generator matrix of the encoding unitary (the rank of the first \( n \) columns). It is known that the number of two-qubit Cliffords needed to encode in a stabilizer code is upper bounded by \( k(n-k-r) + r(n-1) \), and the number of one-qubit ones is bounded by \( r \) (see Chap. 4 in Ref. [45]). Since decoding is the inverse operation of encoding, the number of single and two-qubit Cliffords for these operations is at most \( 2k(n-k-r) + 2rn. \) For the 14 \( \rightarrow 2 \) Bravyi-Haah protocol (which has \( r = 3 \)), assuming that we can directly perform \( CZ, S \) and \( S^t \) only, 10 elementary gates are needed in step 3 of the protocol and at most 120 for encoding and decoding. Thus, we obtain that the total number of elementary Cliffords is upper bounded by \( n_{c,d}^{\text{max}} = 130. \)

We assume that also these additional Cliffords can be affected by depolarizing noise as in Eq.(9) in the main text, with noise parameter \( \delta_{c,d} \) (where \( d \) stands for ‘distillation’). In what follows, we assume that also the Cliffords needed in the distillation protocol are error mitigated using the same gate mitigation protocol (1, 2’, 3, 4) discussed in the main text. This cancels the noise in the elementary unitaries used for the distillation stage, at the price of an additional sampling overhead. As in the main text, we assume the worst-case scenario in which such unitaries are all treated as two-qubit gates. For this protocol, we obtain that the upper bound on the sampling overhead at the \( m \)-th distillation round is
Error mitigation and noisy distillation

Maximin number of $T$-gates ($t$) and one or two-qubit Cliffords ($n_c$) that can be error mitigated with moderate overhead ($\leq 100$) after two rounds of Bravyi-Haah 14 $\rightarrow$ 2 distillation. The residual $T$-state depolarizing noise after two rounds of distillation is taken to be $\delta \approx 2 \times 10^{-3}$, and the Clifford unitaries on the data qubits are assumed to be affected by depolarizing noise $\delta_c = 10^{-5}$, as in the main text. One and two-qubit gates of the distillation stage are taken to be affected by depolarizing noise $\delta_{c,d} \in \{0, 10^{-7}, 10^{-6}, 10^{-5}\}$. All noise sources (including those of the distillation stage) are error mitigated with the protocol (1, 2', 3, 4) presented in Section ‘Error mitigation with noisy Clifffords’ of the main text.

where $\delta_m = 7\delta_{m-1}$ is the error after the $m$-th distillation round, $\delta_0 = \delta$ is the noise on the $T$-states before distillation, and we defined $\ell(t) = 14t(t-1)/2$, with $t^{(0)} = t$ the number of $T$ gates. Two rounds of distillation are sufficient to enter classically intractable regimes when one adds to $\delta_c = 10^{-5}$ an error $\delta_{c,d} = 10^{-5}$ (see Fig. 5). Due to the large number of elementary gates involved in the distillation stage, noise is of course rather detrimental to the overall performance.

Our analysis illustrates the potential idea of applying error mitigation techniques to the distillation protocol itself. However, a much more detailed analysis is required to investigate the potential impact of this idea. On the one hand, our current analysis is based on a general, and potentially loose, upper bound on the number of elementary gates required in the encoding and decoding stages of the distillation protocol. Then, one can anticipate lower overheads in the context of specific, optimized implementations of distillation protocols. On the other hand, a more realistic analysis would require lifting further implicit idealizations (e.g. ideal measurements, noise beyond depolarization model) which will increase the overhead. Hence, we leave to future work a more detailed analysis of error mitigation in distillation protocols in the context of specific implementations.
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