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Abstract
Images, such as photographs and diagrams, play an important role in the teaching and learning of science. To optimize student learning, educational science images should be designed to facilitate the cognitive processes relevant to comprehension. One such process is comparison, which involves aligning multiple representations on the basis of their common relational structure. This structural alignment process can be facilitated by cognitive supports that are inherent to an image, including its spatial layout. Yet, little is known about the extent to which students must engage in comparison to learn from science images, and whether widely-used educational materials are conducive to structural alignment. To address these issues, we sampled multiple chapters from each of three popular U.S. middle school life science textbooks. We coded each image for the presence of prompts for comparison using cues within the images and surrounding text. For each image that prompted comparison, we coded whether its layout facilitated relevant structural alignment (direct placement of matched pairs) or obscured alignment (impeded placement). Overall, we found that comparisons were prompted for more than a third of the images. However, fewer than half of the images that required comparison had a spatial layout that provided strong support for comparison—that is, direct placement of matched objects/parts. We propose that, in concert with other cognitive supports for learning from multiple representations, spatial supports for comparison could be applied broadly to increase the effectiveness of educational science images.
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Introduction

Images—photos, illustrations, diagrams, etc.—play a central role in the teaching and learning of science (e.g., Ainsworth, 2006; Ainsworth et al., 2011; Castro-Alonso & Uttal, 2019; Forbus et al., 2011; Jee et al., 2014; Newcombe, 2017). Compared to text alone, learning is consistently superior when text is accompanied by pictures, the multimedia principle (Mayer, 2021). Yet, interpreting and comprehending science images can be challenging for students (Rau, 2017). In many cases, explanatory images in textbooks are not accompanied by written explanations, or the relevant text is not in the same location as the image (Betrancourt et al., 2012; Nyachwaya et al., 2016; Slough et al., 2010). When studying unfamiliar diagrams, novice learners tend to overlook key information (Jee et al., 2014), and are more likely to experience cognitive overload (Chen et al., 2017; Sweller, 2010). Less-experienced students are also more likely to misinterpret visual conventions—such as before-and-after, and part-whole—that appear in instructional images (Boucheix et al., 2020). To optimize student learning, educational materials should be designed to facilitate the cognitive processes relevant to comprehension (Kintsch, 1994; Mayer, 2021). In this paper we consider the extent to which educational science images support one such process, comparison.

Comparison and structural alignment in science learning

To comprehend a scientific image, a student often needs to determine the relationships that link its various parts (Ainsworth, 2006; Boucheix et al., 2020; Jee et al., 2010). Comparing across examples can help learners zero in on conceptually-relevant information, such as geological structures in photos (Jee et al., 2013), diseases in x-rays (Kok et al., 2013), anomalies in skeletons (Kurtz & Gentner, 2013), and features of buildings that reflect elementary engineering principles (Gentner et al., 2016). Comparison of examples also facilitates the learning of concepts defined by common relations, such as catalyst or adaptation, which are pervasive in science (Goldwater & Schalk, 2016).

According to Structure-mapping theory, comparison involves aligning two examples in terms of their common relational structure, a process of structural alignment in which elements of the examples are placed into correspondence according to their role in a common system of relations (Falkenhainer et al., 1989; Gentner, 1983, 2010; Gentner & Markman, 1997). As an illustration, Fig. 1 is a textbook diagram that shows the bones in the forelimbs of several kinds of animals. To glean the important information, the student must align the spatial-relational patterns across the forelimbs of the different animals, placing the individual bones in correspondence according to their roles in the shared structure. Thus, the human humerus aligns with the cat humerus, the cat ulna with the bat ulna, and so on (these alignments are supported by the colors in the image, as well as the spatial layout). Even though the humerus, ulna, and radius vary in size and shape across the five animals, carrying out a structural alignment across the different forelimbs highlights their common structure. This alignment process also paves the way for further inferences. In this case, the similar structure of the limbs (termed homology in the biological sciences) suggests that these organisms share a common ancestor in evolutionary history.

Structural alignment also highlights differences that are connected to a shared system of relations (Markman & Gentner, 1993a, 1993b; Sagi et al., 2012); for example, the greater relative length of the ‘finger’ bones in the bat than in the human. More broadly, comparison
promotes the selection, organization, and integration of relevant information—key aspects of meaningful learning—both from text materials (Goldwater & Gentner, 2015; Sweller, 2010) and from multimedia (Mayer, 2021; Schnotz, 2005; Schnotz & Bannert, 2003; Seufert & Brünken, 2006). Yet, comparison is effective only if students create accurate structural alignments (e.g., Kurtz et al., 2001). This requires the mapping of correspondences on the basis of shared relationships, while rejecting correspondences that might be suggested by more superficial details, such as local perceptual matches. For example, to understand how flexor and extensor muscles cooperate to bend and straighten an arm (see Fig. 2), a student must align the two flexor muscles across the two examples. This alignment must be based on shared structural roles, and avoid the incorrect matches suggested by perceptual similarity.

**Spatial supports for comparison**

Students often require assistance to select and cognitively integrate the relevant information in a lesson. One effective method is to explicitly teach students about the deep, relational connections between two representations (Seufert & Brünken, 2006). Similarly, prompting students to “self-explain” pairs of related images can encourage deeper, conceptual
learning (Rau et al., 2015). Students may also benefit from general training that teaches them how to cognitively process and integrate multiple representations (Bodemer et al., 2005), though lower-knowledge students may lack the conceptual knowledge to benefit from such training (Rau, 2018; Seufert, 2019). Indeed, inexperienced students may require relatively high levels of cognitive support, because they cannot rely on prior knowledge to make accurate inferences (Kintsch, 1994; Vosniadou & Skopeliti, 2017) or to reduce cognitive load during learning (Chen et al., 2017; Kalyuga, 2007).

With comparison in particular, novice students benefit when an instructor indicates the correspondences between examples through the use of language and/or gestures (e.g., Gentner & Rattermann, 1991; Gentner et al., 2011, 2016; Jee & Anggoro, 2019; Richland et al., 2007; Rittle-Johnson et al., 2019; Yuan et al., 2017). Yet, these helpful cues are seldom available when students engage in self-paced or out-of-classroom learning. In these contexts, cognitive supports embedded within the instructional materials are especially critical.

A number of spatial factors have been found to support student learning from images and multimedia materials. When the structure of a diagram aligns with the intended mental model of the depicted system—a “task-appropriate” image—comprehension is enhanced relative to a structurally-incompatible diagram (Schnotz et al., 2003). When pairs of science images are shown, comparison is faster and more accurate when the orientations of the images are the same as opposed to different (Kurtz & Gentner, 2013). In addition, people tend to learn more when corresponding words and pictures are displayed in close proximity to one another—the spatial contiguity principle of multimedia learning (Mayer, 2021; Moreno & Mayer, 1999). Spatial contiguity reduces the burden of dividing attention between separate sources of information, and facilitates cognitive integration (Ayres & Sweller, 2014; Mayer & Moreno, 2003; Schroeder & Cenkcí, 2018).

In the present work, we focus on a spatial factor that can affect the ease of structural alignment involving images: the spatial placement of the visual units—objects, parts, etc.—that are being compared (Kurtz & Gentner, 2013; Matlen et al., 2011, 2020). (We further define “visual unit” and other key terms in the section “Methods”). To illustrate spatial placement, Fig. 3 shows different layouts for the same pairs of units: shape triplets, box plots, and skeletal structures. In the top row, the visual units have horizontal axes, in the bottom row, vertical. In each case, the unit in the upper left can be paired with the unit directly below it, and with the one on its right. For the horizontal units, the correspondences between each pair (represented by connecting lines in Fig. 3) are clear and direct when the layout is vertical, with one unit above the other. We refer to this as a direct placement of the paired units.

In direct placement, the paths between matched pairs of visual units are clear and unobstructed. This arrangement minimizes competing matches, facilitating the intended alignment and reducing the chances of an incorrect alignment. In contrast, the alignment of the horizontal units is difficult when the layout is horizontal, with units side by side, because finding the optimal correspondences is impeded by nonmatching elements (thus the crossed connecting lines). We refer to this as an impeded placement. For the vertical units, the opposite is true: a horizontal layout constitutes a direct placement, and a vertical layout an impeded placement.

Prior research indicates that comparison is not only faster, but is consistently more accurate when placement is direct as opposed to impeded (Matlen et al., 2020). Substantial improvements in the accuracy of same/different judgments have been found with shape triplet pairs like those in Fig. 3 ($d = .49$; Matlen et al., 2020, Experiment 4), and with purely relational pairs, such as square-square-circle to blue-blue-red (Matlen et al., 2020). The
benefit of direct placement for the comparison of figures extends to young children, aged 6 and 8 (Zheng et al., 2020, in press), and to middle schoolers’ and adults’ performance on a comparison task involving complex images, similar to the skeletal structures in Figs. 1 and 3 (Simms et al., 2019).

Whereas direct placement facilitates structural alignment, impeded placement makes it more difficult. Compared to a baseline condition in which paired units were laid out diagonally, impeded placement led to slower and less accurate comparisons (Matlen et al., 2020). The root of the difficulty is that impeded placement introduces irrelevant competing element matches that interfere with structural alignment. Putting up a solid visual barrier between a matched pair does not counteract the benefits of direct placement 1; however, introducing a third structured example between the pair results in slower and less accurate responses (Matlen et al., 2020).

As with impeded placement, intervening visual units with detailed structure can introduce competing, nonmatching elements that derail the intended alignment. To illustrate, a comparison between the human and frog forelimbs in Fig. 1 could be hindered by the presence of the cat forelimb between them—an intervening visual unit with comparably detailed structure. Comparing the human and bird pair could be more problematic, because three forelimbs are intervening. The deleterious effect of intervening visual units is consistent with the finding that irrelevant visual objects in a display are more likely to distract attention when they match the properties of the target/relevant object (Folk et al., 1992; Gibson & Kelsey, 1998).

---

1 Though a sufficiently large barrier could make comparison less efficient by increasing the spatial distance between a matched pair (e.g., Pouw et al., 2019).
Exploring comparisons in real-world educational science images

Prior research sheds light on the kinds of spatial layouts that facilitate comparison. Yet, we don’t know how often students are expected to perform comparisons when learning from authentic educational science images, let alone whether the layouts of these images are conducive to structural alignment. This research aims to fill that gap by analyzing images that students are likely to encounter in formal education: the images that appear in science textbooks. Textbooks are one of the most popular mediums of instruction (McDonald, 2016; Valverde et al., 2002; Woodward, 1993), and are widely used around the world (Betrancourt et al., 2012; Boucheix et al., 2020; Slough et al., 2010; Wiley et al., 2017). Though their name suggests otherwise, textbooks contain an abundance of images. In fact, images take up about the same amount of page space as does text (Betrancourt et al., 2012; Mayer, 1993; Slough et al., 2010). Middle and high school science texts contain about 1.5 images per page (Liu & Treagust, 2013). This number has increased over the past several decades, while the number of words per page has gone down (Lee, 2010).

Science textbooks also contain different kinds of images, such as photos and diagrams. These different types tend to play distinct instructional roles (Anagnostopoulou et al., 2012; Mayer, 1993; Wiley et al., 2017). Photos and illustrations are often used to represent objects or categories (Lee, 2010); however, some convey relational structure, such as how the parts of an object or system are connected (Pozzer & Roth, 2003). Diagrams are typically used to convey relational information, such as spatial configurations or causal processes. In this research, we separated structure diagrams—which convey static spatial structure—from process diagrams, which convey causal processes and changes over time (Heiser & Tversky, 2006). In addition to exploring the overall frequency of spatial supports for comparison, we consider how these supports are distributed across different image types.

Research overview

Our main research questions concern how often students are expected to engage in comparison when learning from educational science images, and whether image layouts tend to support relevant structural alignments. To address these questions, we sampled two chapters each from the three most popular middle school science textbooks in the U.S., identifying 313 educational images in total. We focused on middle school science textbooks, because middle school (typically grades 6–8 in the U.S.) is a time when students are taught a number of complex scientific topics, including evolution and physiology. We coded each image for whether comparison was elicited, using cues in the images and surrounding text. For each image that involved comparison, we determined whether matched visual units had direct or impeded placement (Matlen et al., 2020). Structural alignment should be enhanced when matched visual units have direct placement, and should be hampered when placement is impeded. We also identified when the space between a matched pair was occupied by intervening units (visual units from another comparison), as these may interfere with the structural alignment of a matched pair. By examining the presence of spatial supports for comparison in widely-used educational science images, our findings address whether such images are likely to facilitate students’ comprehension of scientific ideas, and could be used to improve how educational science images are designed.
Methods

Materials

Our goal was to examine authentic educational images that students are likely to encounter in school. The 2012 National Survey of Science and Mathematics Education: Status of Middle School Science found that about 80% of US middle school science classes used commercially-published materials (Weis, 2013). The most commonly used science textbooks came from three publishers: McGraw-Hill, Houghton Mifflin Harcourt, and Pearson (Weis, 2013). We selected a current edition (circa. 2017) of the middle school science book from each publisher. We coded physical, bound copies of each textbook. We did not include any digital or other supplemental materials in our coding, as many included dynamic images (videos) and interactive activities that fell outside the scope of the current project.

We focused on two topics in each book, human anatomy and evolution. We chose these topics because together they cover a range of concrete and abstract concepts, and because prior research suggests that visual comparison may be consequential to learning them (Kok et al., 2013; Kurtz & Gentner, 2013). In total, we coded 176 textbook pages across the 3 books. Of these, 95 pages were about human anatomy and 81 about evolution.

Coding process

We defined an image as any photo, diagram, chart, or graph appearing on the page, excluding background pictures and patterns. The coding of each image was separated into two phases. We describe each coding phase below, and clarify key terms related to analyzing each comparison. Table 1 contains a summary of these terms along with examples based on Fig. 1.

Coding phase 1

The first phase involved classifying the type of image, whether it involved comparison, and (if so) identifying all visual units being compared within the image. A unit was defined as a whole object or part within an image, as in the forelimbs in Fig. 1.

The categories for type of image included: (1) Photo: a picture taken by a camera; (2) Structure diagram: a stylized drawing that shows the organization (and sometimes behavior) of the parts of an object or system; (3) Process diagram: a stylized drawing that shows a causal process and/or sequence of events; (4) Chart: a table containing information; and (5) Graph: a representation of quantitative data in the form of lines, bars, points, etc. This coding system mainly distinguishes images by their form; however, given our focus on relational structure, we also wanted to distinguish between diagrams that primarily expressed spatial relations (structure diagrams) vs. those that expressed causal relations (process diagrams). This distinction aligns well with Mayer’s (1993) science image coding, which distinguished “organizational” and “explanative” illustrations, and the approach of Wiley et al. (2017), which distinguished between “depictive” and “explanatory” graphics.

For each image, we determined whether it involved comparison by using cues in the surrounding text (including figure captions and labels) and cues within the image itself. These cues included terms that explicitly related objects or parts within the image (e.g.,
Table 1  Summary and examples of key terms related to the analysis of visual comparisons

| Term               | Definition                                                                 | Example from Fig. 1                                      |
|--------------------|---------------------------------------------------------------------------|---------------------------------------------------------|
| Units              | The objects or parts compared within an image                              | Each animal forelimb (human, cat, frog, bat, and bird.) |
| Paired units       | Each pair of units being compared within a figure                         | Each unique pair of forelimbs (e.g., human and cat, human and frog, etc.) |
| Elements           | The components of a unit                                                   | The bones (or bone groups) of each forelimb              |
| Axis [of unit]     | The intrinsic axis along which the unit changes substantially; typically, its longest axis | The axis of the human forelimb runs from its shoulder to its fingertips |
| Orientation [of unit] | The direction along which the axis is displayed: Vertical, horizontal, or diagonal with respect to the page | The human forelimb is oriented vertically |
| Layout [of paired units] | How units are arranged: Vertical (above/below), horizontal (next to each other), diagonal positive (leftmost unit below rightmost), or diagonal negative (leftmost above rightmost) | The human and cat forelimb pair has a horizontal layout |
| Spatial placement [of paired units] | Image layout with respect to resulting correspondences between paired units: Direct or impeded | The human and cat forelimb pair exemplifies direct placement |
| Intervening unit   | A unit that occupies the space between a matched pair                      | The cat forelimb is an intervening unit between the human and frog pair |

“How do the two types of bone differ?” or generalized across several visual units (e.g., “Fig. 9 illustrates examples of all three types of adaptations in the desert jackrabbit”). We also used nonverbal symbols, such as arrows or color highlighting, that conveyed a connection between visual units within an image. Some images involved comparisons at multiple levels of granularity, with comparisons of both larger units and their component parts. Figure 1 has this multi-level structure—the limbs of the different animals are to be compared, as are the individual bones within the limbs. When multiple levels of comparison occurred within the same image, we focused our coding on the largest-scale visual units; in most cases, the spatial layout of smaller units was consistent with that of the larger ones.

For each image that involved comparison, we identified every pair of units that was being compared. The coders relied on both text-based cues (as in the examples just above) and non-text cues to identify the pairs. For example, when a diagram contained a sequence of three units, as in a causal chain of events (e.g., Unit 1 → Unit 2 → Unit 3), all neighboring steps (1:2, 2:3) were identified as paired units. When the image contained 3 units to be compared, each combination (1:2, 2:3, 1:3) was considered a matched pair.

Coding phase 2

The second phase of coding focused on dimensions relevant to spatial placement. For each pair of units in an image, we coded the orientation of each unit (vertical, horizontal, or n/a) and the layout of the pair (vertical, horizontal, diagonal positive, or diagonal negative). Together, the orientation and layout of the units determined whether the spatial placement of the pair was direct or impeded (see Fig. 3). We also coded the number of intervening
units between each matched pair. As with impeded placement, intervening units invite incorrect correspondences that could interfere with the intended structural alignment.

We coded the orientation of each visual unit by first identifying its axis, the line along which the greatest change occurs. In most cases this was operationalized as the longest straight line that intersected at least two points on the unit. For example, in Fig. 1, the axis of the human forelimb runs from shoulder to fingertip. Some shapes, like circles and squares, have no single longest intersecting line, and so the axis was coded as “not applicable (n/a)” in such cases. When the unit had two competing longest lines, we selected the one that fell within its largest area/part. The orientation of each unit’s axis was coded as vertical or horizontal with respect to the layout of the textbook page on which it appeared. The axis parallel to the height of the page was considered vertical, and the axis parallel with the width was considered horizontal. Units with a primary axis within 44° of the page’s vertical axis (in the clockwise or counterclockwise direction) were coded as vertical. Those with a primary axis within 44° of the page’s horizontal axis were coded as horizontal. In rare cases in which the primary axis was a 45° diagonal, it was coded as n/a. We aimed to avoid assigning different orientation codes to units that were close to, but on opposite sides of the 45° line. In the few cases in which this issue arose, we assigned both units to the same category (V or H) using the unit axis farthest from the 45° line as the determinant.

The layout of unit pairs refers to the relative spatial location of a pair of units within an image. We coded pair layout as either vertical (one above the other), horizontal (one next to the other), diagonal positive (the leftmost unit below the rightmost), or diagonal negative (the leftmost unit above the rightmost). When there were competing coding alternatives, we considered the amount of vertical, horizontal, and diagonal overlap between the units, and selected the layout category for which overlap was greatest.

Intervening units are those units occupying the space between a matched pair. We operationalized “intervening” as falling on the path of the shortest possible straight line between a pair of units. We counted only those units that were also involved in comparison within the image, excluding background objects and parts of the image that were irrelevant to a comparison. The total number of intervening units was counted for each pair.

Results

Coding reliability and finalization

The research team collaborated to create a comprehensive coding guide, refining the criteria for each category through iterative testing and adjustment with sample pages of the textbooks. After studying the coding guide and performing several rounds of practice, members of the research team coded each textbook page independently. Given the novelty of our coding scheme, we opted to have two coders for every page. There were three coders altogether—one who coded all of the images on each coding variable for both Phase 1 and 2, a second who coded all of Phase 1, and a third who coded all of Phase 2. Table 2 shows the intercoder reliability for the full set of Phase 1 and 2 variables. The kappa values are all at or above .70, suggesting adequate reliability (Landis & Koch, 1977). Furthermore, the research team discussed all coding inconsistencies until they reached 100% agreement. The data we report are based on the finalized, agreed-upon coding. Phase 1 of the coding was completed before the coders began Phase 2.
Types of images

We identified 313 total images across 176 textbook pages, a mean of 1.78 images per page (1.75 in the anatomy chapters, and 1.81 for evolution). Figure 4 shows the number of each type of image for each topic and overall.

The five types of images differed widely in frequency, \( \chi^2(4, N = 313) = 206.98, p < .001 \). Overall, photos were the most common type, followed closely by structure diagrams, and then process diagrams. Charts and graphs seldom appeared. Altogether, structure and process diagrams accounted for 163 (52%) of the 313 images. The different types of images were distributed similarly in the anatomy and evolution chapters, \( \chi^2(4, N = 313) = 3.56, p = .47 \); though, as shown in Fig. 4, structure diagrams were especially prevalent in the anatomy chapters. The three textbooks varied somewhat in terms of the types of images that were included, \( \chi^2(8, N = 313) = 15.34, p = .05 \), the largest disparity being that one of the textbooks (HMH Science Fusion) had relatively few process diagrams (n = 4) compared to the other two texts [n = 16 (Pearson), and n = 24 (McGraw-Hill)].

Images involving comparison

Figure 4 also shows the number of each type of image that involved comparison, by topic and overall. Of the 313 total images, 116 (37%) were identified as involving comparison. Images in the evolution chapters were slightly more likely to involve comparison

### Table 2  Coding variables, category values, and intercoder reliabilities

| Variable | Categories | Reliability |
|----------|------------|-------------|
| Phase 1: for each image | | |
| Type of image | – Photo K = .70 | |
| | – Structure diagram 95% CI [.62, .78] | |
| | – Process diagram | |
| | – Chart (tables and lists) | |
| | – Graph | |
| Comparison involved | – Yes K = .75 | |
| | – No 95% CI [.67, .83] | |
| Paired units | – Open-ended (based on image content) 83% full agreement | |
| Phase 2: for each pair of units | | |
| Unit orientation | – Vertical K = .88 | |
| | – Horizontal 95% CI [.85, .91] | |
| | – n/a | |
| Layout of unit pairs | – Vertical K = .89 | |
| | – Horizontal 95% CI [.85, .93] | |
| | – Diagonal positive | |
| | – Diagonal negative | |
| # Intervening units | – Any number \( \geq 0 \) (actual range: 0–7) K = .84 | |
| | 95% CI [.79, .89] | |

We report intercoder reliability in terms of Cohen’s Kappa (K) except for the open-ended coding of paired units, for which we report % agreement.
Spatial supports for comparison in educational science images

than images in the anatomy chapters, $\chi^2(1, N = 313) = 3.99, p = .05$. There was a considerably stronger relationship between frequency of comparison and the image type, $\chi^2(4, N = 313) = 79.03, p < .001$. Comparison was invoked for 93% of the process diagrams. In contrast, only 20% of photos—the most common image type—involved comparison. The proportion of images involving comparison did not significantly vary between the three textbooks, $\chi^2(2, N = 313) = 1.58, p = .46$.

The coders noted text-based cues for about 85% of the comparisons, such as, “Do you see any similarities between the bones of the bat and cat limbs and the bones of the human arm?”; “Examine the pictures and observe how the item has changed over time”; “Compare and Contrast: The photos show two bones. Label the healthy bone and the bone with osteoporosis.” Image-based symbols, such as arrows and matching colors, accounted for the remaining 15% of the comparison cues.

Altogether, we find that science textbooks included a substantial proportion of images—nearly 40% overall—for which students must engage in comparison to extract key information. Though comparison was most often required for diagrams (especially process diagrams), comparison was also prompted for several photos. Thus, we find comparison to be involved across the full range of visual representations in the texts.

**Spatial supports for comparison**

The following analyses explore spatial supports for comparison in the images—in particular, the presence of direct vs. impeded spatial placements, and intervening visual units. Spatial placement and intervening information data are available via the Open Science Framework: [https://osf.io/pg3vz/?view_only=ac6c426b961c4b7e96a181e170f38c35](https://osf.io/pg3vz/?view_only=ac6c426b961c4b7e96a181e170f38c35). Given the small number of charts and graphs that involved comparison (only 3 of each type; see Fig. 4), we focused on the other types—process diagrams, structure diagrams,
and photos. We removed from our analysis four images that had extraordinarily high numbers of unit pairs (more than 22.1 pairs—2 SD above the mean). We also excluded three images that consisted of large arrays of objects, for example, a display of dozens of shells with the prompt, “Even though the snail shells in Fig. 7 are not all exactly the same, they are all from snails of the same species.” We considered these broad comparisons inappropriate for our analysis. This left us with 103 images in our working data set.

**Spatial placement of matched pairs**

Because direct placement has been found to enhance structural alignment—whereas impeded placement undermines this process—our chief concern was the number of images that contained each placement type. First, we identified pairs in which the axes of both units had the same orientation (both units either horizontal, vertical, or n/a). Out of 395 total pairs, 350 (about 89%) were coded as having the same orientation. Of these 350 pairs, 168 (48%) were coded as both horizontal, 140 (40%) as both vertical, and 42 (12%) as both n/a. Second, the *layout* of the paired units—that is, their relative spatial position—was coded as either horizontal, vertical, diagonal positive, or diagonal negative, focusing on the 308 pairs for which the units’ axis orientations were both vertical or both horizontal. Prior research and theory on comparison makes a clear prescription for the optimal layout in such cases: horizontal pairs should have a vertical layout (one above the other), and vertical pairs should have a horizontal layout (one next to the other). Pairs with an optimal layout were coded as *direct placements*. Horizontal pairs with horizontal layout and vertical pairs with vertical layout were coded as *impeded placements*. When the layout was diagonal positive or negative, we coded the placement as “other.”

Of the 103 images in our working data set, 72 (70%) contained at least one direct or one impeded placement. Because direct and impeded placements were not normally distributed, we used nonparametric analyses to compare the frequencies of images containing each placement type. Figure 5 shows the frequencies of images with direct spatial placements only, impeded only, and those with a mixture of direct and impeded. Overall, images with direct placements only were the most common, followed by those with impeded placements only, and those with a mixture of direct and impeded. The frequencies of the three spatial placement types varied with the chapter topic, \( \chi^2(2, N = 72) = 35.58, p < .001 \). The frequencies of the three spatial placement types varied with the chapter topic, \( \chi^2(2, N = 72) = 6.86, p = .03 \), mainly because anatomy images were more likely than evolution images to have direct placement only (see Fig. 5). The frequencies of the spatial placement types did not vary significantly with the type of image (photo, structure diagram, process diagram), \( \chi^2(4, N = 72) = 0.26, p = .99 \), or the textbook source, \( \chi^2(4, N = 72) = 0.47, p = .98 \).

Based on our results, one might conclude that images were more likely to have an optimal layout for comparison—i.e., paired units in direct placement—than a suboptimal layout. Yet, if we consider the number of images with direct placements only \( n = 47 \) relative to the total number of images involving comparison \( n = 103 \), the results seem less favorable: fewer than half had an optimal layout for comparison. Moreover, several images with impeded placements appeared to compromise conceptually-relevant information. For example, in the left side of Fig. 6a, the leg and foot bones of horses across evolution are displayed in a vertical orientation and a vertical layout, resulting in impeded placements. In contrast, in Fig. 6b, from a different textbook, the bones are displayed vertically but in a horizontal layout, resulting in direct placements. Though the two diagrams convey similar information, the layout of Fig. 6b should make it easier to compare the shape of the bones and number of toes across species.
Intervening units between matched pairs

Besides spatial placement, competing element matches between a matched pair—*intervening visual units*—may also affect structural alignment. Our main interest was whether the presence of intervening units varies with spatial placement type. If matched pairs with direct placement are more likely to include intervening visual units, this could indicate a tradeoff between two factors that facilitate structural alignment. Of the 47 images with direct placement only, 14 contained one or more intervening units (30%) compared with 4 out of the 18 images with impeded placement only (22%) and 0 out of the 7 images with mixed placement (0%). Although this pattern is consistent with the possibility of a tradeoff, the presence of intervening units did not vary significantly with spatial placement type, $\chi^2(2, N=72) = 2.98, p = .23$.

We also explored whether the presence of intervening units varied with the type of image, the topic, and the textbook source. There was a slight but significant relationship between the frequency of images with intervening units and the figure type, $\chi^2(2, N=72) = 7.12, p = 0.03$. Structure diagrams were more likely to contain intervening units (12 of 31; 39%) than process diagrams (3 of 31; 10%) and photos (3 out of 10; 30%). The frequency of images with intervening units did not vary significantly with the topic (anatomy and evolution), $\chi^2(1, N=72) = 0.00, p = 1.00$, or the textbook source of the image, $\chi^2(2, N=72) = 0.04, p = 0.98$. In sum, intervening units were moderately common in the textbook images, and appeared more often in structure diagrams.

Discussion

Summary of results

In this study we examined instructional images through a cognitive lens, asking how often a student must engage in comparison to understand an image, and how often comparisons are supported by the spatial layout of matched pairs within an image. We found that
students are frequently required to perform comparisons to comprehend images in middle school science textbooks. Textbooks contained almost two images per page, and over a third of these involved comparisons. Although comparisons were common, images often were not optimally designed to support structural alignment. Intervening visual units were detected in a quarter of the images that had direct and/or impeded placement (18 out of 72). More significantly, fewer than half of the images (47 of 103) were arranged such that matched pairs of visual units were optimally placed—that is, in direct placement. In about a quarter of the images (25 out of 103), one or more matched pairs were in impeded placement.

**Implications for learning from science images**

Our findings highlight the prevalence of visual comparison in student learning and suggest ample room for improving the spatial design of science images. Given the important role of images in teaching and learning, there may be a considerable payoff for doing so. When a student’s goal is to understand a specific topic in a chapter, they spend relatively more time looking at images than at text (Schnotz & Wagner, 2018; Zhao et al., 2020). Successful students are aware of the types of images—such as explanatory process diagrams—that support comprehension, and can budget their attention accordingly (Wiley et al., 2017). Students also treat instructional images differently than text, engaging in more high-level thinking, such as inference-making, when studying diagrams (Cromley et al., 2010). If images appear without written explanations—as is frequently the case (Betrancourt et al., 2012)—supports for structural alignment could play a pivotal role in students’ efforts to comprehend visual material.
Our approach to image-based comparison is complementary to research on the cognitive integration of information across representations and modalities (e.g., Mayer, 2021; Rau, 2018; Schnitz, 2005). Several studies have found that students benefit from prompts and training to make conceptual connections between visual representations (Ardac & Akaygun, 2004; Bodemer et al., 2005; Linenberger & Bretz, 2012; Seufert, 2019; Stieff & Wilsensky, 2003; Van der Meij & de Jong, 2011). When students are explicitly taught to compare and contrast the information within diagrams, their understanding tends to improve (Cromley & Mara, 2018). Spatial supports for comparison could be incorporated into such training. For example, students, especially early in learning, may benefit from easier-to-align materials earlier in instruction, followed by more challenging alignments later—a method known as progressive alignment (Gentner et al., 2011; Kotovsky & Gentner, 1996; Thompson & Opfer, 2010). The initial presence of spatial supports for alignment could compensate for a novices’ lack of domain knowledge, which can otherwise hinder their attempts to integrate multiple representations (e.g., Rau, 2018; Seufert, 2019). Similarly, spatial supports for alignment could extend to instructional methods in which structurally-related representations are presented systematically to convey the underlying deep structure; for example, concreteness fading—a progression from concrete/grounded representations to abstract/formal representations (e.g., Day & Goldstone, 2012; Fyfe et al., 2014), and bridging analogy—building from an intuitive to a nonintuitive case through successive comparison (Clement, 1993; Jee et al., 2010). These applications are an interesting possibility for future research.

The benefits of direct spatial placement appear similar to those of spatial contiguity between text and images, which reduces the cognitive burden of sorting through alternative matches (Mayer, 2019). Students spend less time looking at irrelevant images and report lower extraneous cognitive load when spatial contiguity is incorporated into a lesson (Makransky et al., 2019). Similarly, direct spatial placement could make it easier for a student to match related objects/parts within an image, and avoid irrelevant, competing correspondences. In future research it will be interesting to explore spatial placement effects in more depth; for example, by tracking participants’ eye movements as they use matched pairs of images for simple judgments (as in Matlen et al., 2020) or higher-order sense making. In addition to revealing the time course of the comparison process (e.g., Thibaut & French, 2016), eye tracking could shed light on the effects of direct vs. impeded placements in different tasks and for images with different levels of familiarity and conceptual complexity.

Limitations and future directions

Of course, spatial support for comparison is not the only consideration for producing effective science images. Indeed, other properties, like color and labeling, can facilitate the comparison of visual representations in science (Jee & Anggoro, 2021). Our finding that fewer than half of the textbook images had an optimal spatial layout for comparison does not imply that these images lacked other cognitive supports. Besides supporting comparisons, image designers may be interested in preserving realism, capturing attention, or following established visual conventions in a domain. Designers may also have to fit their images within pre-specified dimensions on a page, and may therefore sacrifice some desirable qualities out of necessity. Nevertheless, there is still likely to be a substantial number of images that could be enhanced by adjusting spatial placement. If student learning is the main priority, then designers of educational images should aim to support relevant
cognition first and foremost (Ainsworth, 2006; Postigo & López-Manjón, 2019). From a broader educational policy perspective, even interventions with small to moderate effects could be cost-effective if they are also cost-efficient (e.g., Kraft, 2020). Incorporating cognitive supports in textbooks places little burden on developers, and can produce positive effects on student learning over the course of a year-long curriculum (Davenport et al., 2020).

The present research involved the development of and implementation of coding methods to identify and classify visual comparisons in real-world instructional images. These methods could be applied and extended in future research in STEM and related disciplines. Yet, we focused on describing spatial supports for comparison, not testing their effects. Whether and how spatial placement affects students’ learning of science is an important question that we are actively pursuing. Encouragingly, recent work indicates that spatial placement improves both the efficiency and efficacy of the comparison process (e.g., Matlen et al., 2020; Simms et al., 2019; Zheng et al., 2020, 2022). Also, though we sampled several types of textbook images, we concentrated on middle school material, biology in particular. Texts for younger children tend to contain mostly iconic/realistic pictures, while those for older children have more abstract diagrams (Wiley et al., 2017). Although we did not find substantial differences in the frequency of direct spatial placement across types of images (process diagrams, structure diagrams, and photos), spatial supports for alignment in textbooks may depend on the topic and the audience for which the images are intended.

Another open question is the degree to which a student’s preexisting domain knowledge affects the importance of optimal placement. Prior evidence suggests that cognitive supports, such as spatial contiguity, are especially beneficial when students are unfamiliar with the topic of instruction (Ayers & Sweller, 2014; Mayer & Fiorella, 2014). Similarly, students with little domain knowledge are highly likely to benefit from spatial supports for comparison (Gentner et al., 2016; Jee & Anggoro, 2019). Direct spatial placement could help to illuminate the deeper relational structure in an image, drawing the student’s attention to the elements involved in a shared system of relations. Novices are also more likely to experience cognitive overload when learning new, complex topics (Chen et al., 2017; Seufert, 2019). Comparison in particular can require novices to maintain a substantial amount of information in working memory while also inhibiting irrelevant material (Begolli et al., 2018). Spatial support for alignment could reduce the burden of these cognitive activities. It is possible that supports for alignment will be less helpful for students with high levels of domain knowledge. Indeed, instructional methods that enhance novice learning can produce negligible or even detrimental results for more knowledgeable learners (Kalyuga, 2007). This is a possibility to explore in future research.

The impact of spatial supports for comparison may also depend on a student’s general cognitive skills, such as spatial thinking. Those who are adept at spatial thinking processes, such as mental rotation and spatial perspective taking, tend to perform better on science tasks (Downs & DeSouza, 2006; Newcombe, 2017; Uttal & Cohen, 2012; Wai et al., 2009). However, instructional supports can help students overcome the limits of their spatial skills (Hegarty et al., 2007; Jaeger et al., 2016; Sanchez & Wiley, 2014; Taylor & Hutton, 2013). For example, the use of concrete models was found to help chemistry students—especially those with low spatial skill—translate between different 2D representations of molecules (Stull et al., 2012). Optimal spatial placement might confer a similar benefit by eliminating the need to mentally rotate or rearrange visual objects in order to align them.
Conclusions

Images are central to science instruction. Our research found that students often must compare parts or objects within an image to extract relevant scientific ideas. Yet spatial supports for comparison—direct spatial placements, in particular—were often lacking in science textbook images. Greater attention to image-based supports for comparison could facilitate student learning without adding further burden to instructors.
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