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Abstract Mental healthcare has seen numerous benefits from interactive technologies and artificial intelligence. Various interventions have successfully used intelligent technologies to automate the assessment and evaluation of psychological treatments and mental well-being and functioning. These technologies include different types of robots, video games, and conversational agents. The paper critically analyzes existing solutions with the outlooks for their future. In particular, we: i) give an overview of the technology for mental health, ii) critically analyze the technology against the proposed criteria, and iii) provide the design outlooks for these technologies.
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1 Introduction

Artificial Intelligence (AI) is among the oldest disciplines of computer science that builds systems that resemble humans in learning, thinking, problem-solving, and
The field received significant interest in the previous decade, mainly due to advances in automated machine learning (ML) and deep learning (DL). They learn useful patterns from a large amount of data and keep the acquired knowledge as model structures and parameters that can be further applied to make predictions by interpreting unseen data \cite{1}. These models are either a set of elements or features that contribute when making decisions (in ML) or are organized into several layers of abstraction (such as neural networks) for general and specific interpretation tasks (in DL).

Healthcare provision and medicine are one of the most significant challenges of AI due to being the pillars for a global society and the necessity of providing higher-quality assistance to the healthcare workforce \cite{2}.

An emerging and expanding domain for application of AI is mental health. Readily available and ubiquitous devices and applications enable the provision of flexible mental care - on-demand, at any time, both at healthcare facilities and at home. Societal challenges, such as the ongoing Covid-19 pandemic, can necessitate physical distancing. Consequently, prolonged social isolation brings common risks for mental health and well-being, potentially triggering conditions such as loneliness, anxiety, and depression \cite{3,4}. The growing demand for telemedicine as contactless, remote, and accessible healthcare services can help users stay connected, visit their doctors remotely, and self-manage their mental functioning during the global Covid-19 lockdown \cite{3}.

As they move into the digital era, mental healthcare is seeing substantial benefits from interactive technologies and ML/DL, including treatment both at home and in hospitals. Medical decision-making is by its very nature uncertain, unknown, inconsistent, and lacking data from multi-dimensional spaces. At the same time, it must capture patients' heterogeneity to adjust healthcare decisions, prescriptions, and therapies to the individual. Moreover, healthcare professionals must understand the automated decision-making process to verify it. Prevention is crucial here. It maintains normal mental functioning, avoids the onset of critical conditions, prevents existing illnesses from progressing, reduces healthcare burden, and makes people satisfied and happier \cite{5}. Reducing the gap between health and well-being is something that traditional healthcare may struggle to achieve. These technologies can help by ingraining positive health habits through sustained user engagement \cite{6,7}.

This paper does not focus on the implementation and performance details of the AI models and algorithms, but the consequences they have for the user experience of a specific healthcare technology employing these models. In particular, we concentrate on user-related aspects of these technologies that may influence their acceptance and the effectiveness of mental healthcare provision.

The paper is structured as follows. Section 2 describes a landscape of mental health interventions organized as robotic technologies, video games, and conversational agents that can sense and respond to human emotions. Section 3 introduces the criteria used to analyze the technologies. Section 4 presents the results of the analysis, with the future outlook. Section 5 concludes the paper.
2 Related Work

We describe the intelligent interactive technologies for mental healthcare as they emerged. The systems are grouped as robotic technologies, video games, and conversational agents that can recognize and adapt to users’ emotions (being an emerging requirement for digital mental health therapy).

2.1 Robotic technologies

Social robotics has proved to be a useful method for treating autism spectrum disorder (ASD) in children. Previous research attests to the various benefits of robotic devices targeting specific aspects of ASD behavior. The outcomes range from decreasing repetitive and stereotyped behaviors [8], through enhanced attention and imitation behavior for social learning [9], to the induction of spontaneous linguistic behavior [10–12]. The results of using socially assistive robots to improve mental health are mixed and there is a lack of empirical evidence or utility of using them in mental health interventions [13].

One of the most popular programmable humanoid robots is NAO. It has multiple degrees of freedom and sensors, as well as the integrated speech recognition support. There is a wide range of applications of NAO robot, including interventions for children with ASD [14], diabetes management [15], reduction of apathy and stabilization of cognitive performance in advanced dementia patients [16], supporting the learning of pupils with severe intellectual disabilities [17], rehabilitation training [18], reducing pediatric distress and pain in medical settings [19], and logopedic interventions [20–21]. Pepper is a humanoid robot that uses the same underlying platform. A study shows there are no differences in expectations between the models related to the physical appearance - before the interaction. However, it changes after the interaction [22].

Pediatric care is a field in which the use of intelligent robotic technology is increasing. Huggable is a smartphone-based social robot designed to address the emotional needs of hospitalized children by engaging them in playful interactions and promoting their socio-emotional well-being [23]. It has 12 degrees of freedom and can move its head, shoulders, elbows, waist, muzzle, and ears. Another example of an Android-based robot platform that leverages smartphones to drive computation and display an animated face is Tega [24]. The platform is designed to support long-term, in-home interactions with children in early-literacy education, from vocabulary to storytelling.

Medi is another example of a social robot used in pediatrics, designed to reduce the level of anxiety and stress when children cope with pain [25]. The robot uses a set of behaviors derived from pain management literature and cognitive behavioral therapy (CBT). The built-in functions include personalized greetings, playing games, storytelling, and dancing. Robots such as the THERAPIST are used in motoric and neurorehabilitation therapies for children through different games activities activi-
ties, but require complex cognitive architectures to provide optimal and personalized experiences [26].

CommU is a smaller humanoid robot with 14 degrees of freedom - including directed eye gaze - was used by teenagers with ASD to converse with their teacher [27]. The robot was designed to be small and cute to avoid fearfulness among the children. Regardless of the lack of ML/DL, the robot’s characteristics make it compatible for their future implementation. When designing the robot’s exterior and appearance, robustness and sanitation ability are important factors for use in the hospital environment. Actroid-F is another robot used as an intermediary for communication with young adults with ASD [28].

Toy robot Pekoppa, shaped like a bilobed plant with a responsive stem and leaves, was used as a listener in communication with neurotypical and children with autism aged 6–7 years [29]. The robot’s form is compatible with the finding that children with autism show a preference for minimalist objects to which they can assign their own mental states or those of others [30].

Other than the previous solutions, open-source robotic technologies are emerging. For example, the Poppy project is a community-centered robotic project that provides free specifications for 3D printing of a humanoid robot, torso, or arm [31]. The printouts can be combined with affordable controllers, including Arduino, RaspberryPi, and others. Other examples are iCub, a humanoid robot designed to support research in embodied AI [32], and Oncilla [33]. Additional sensors could be integrated into the solution to improve the Human-Robot Interaction experience [34].

A large user group that prefers and benefits from interacting with physically embodied robots are older people [35–37]. Social robotics developed for this user group is mainly oriented towards preventing dementia [38] and loneliness [39]. Telenoid [40] and Giraff [41] are examples of robots designed to support telepresence. The Nurse-Bot project is a RaspberryPi based robot system to provide medical assistance in later life [42].

The main concern with robotic technologies is user acceptance, influenced by how likable and trustworthy they are. If a robot looks too human-like but does not match social expectations in terms of behavior, the user might distrust these systems [43]. Social robotics is unlikely to be ubiquitous in the near future due to its higher cost compared to other technologies, while physical presence is not a prerequisite for emotional expression [94].

2.2 Video games

Another stream of research and system development shows the various benefits of video games for the mental health and well-being of different target user groups [44–57].

The most common properties of video games concerning enhanced mental well-being include feedback on progress, points and scoring, rewards and prizes, narratives, personalization, and customization [50]. The related target aspects of mental
well-being are anxiety, well-being, alcohol use, and depression. On the other hand, games suffer from methodological issues concerning the validity and generalizability of their findings. Games are used as a black-box solution without understanding their underlying mechanism and how they approach and tackle specific mental health conditions. The concrete health outcomes are described in terms of perceivable user experience elements (as the ones mentioned above), and not in relation to the game mechanics, comprehensive explanations of how they are used, and causal relationships between game tasks/rules and elements of human mental functioning [50]. Resolving the latter challenges is crucial for the correct application of games in mental healthcare.

As we get older, we notice many changes. Our brain may also show signs of ageing. Cognitive decline in thinking, language, memory, understanding, and judgment are often a normal part of ageing. It can also be an early sign of dementia, a group of brain disorders characterized by a more severe, irreversible decline in cognitive functions. Engaging in activities that stimulate the brain throughout life is thought to enhance cognition in later life and reduce the risk of age-related cognitive decline and dementia.

Cognitive training is an intervention that provides structured practice on tasks relevant to different aspects of cognition, such as attention, memory, or executive functions [51]. Training can focus on a single cognitive domain (e.g., memory) or multi-domain training (including attention and processing speed). As such, video games have been used to design the cognitive training.

In cognitive/emotional training, most mental health interventions used action games (i.e., Call of Duty: Modern Warfare3 in [53], followed by puzzle games (i.e., Angry Birds from [54]) [52]. The prevalent aspects of cognition that are trained include processing speed and reaction times, memory, task-switching/multitasking, and mental spatial rotation [52].

One of the main difficulties in obtaining a clear picture of the effects of video game training is the significant variability of several key variables of the intervention studies - the type of video game used, the cognitive process assessed, how these cognitive processes were evaluated, and the different personal characteristics of the trainees [50][52][56]. This variability seems to be the leading cause of the mixed results reported in the literature [52]. The reviewed studies indicate that video game training improves some aspects of cognition but not others [50][56]. The main limitations are relatively small sample sizes in longitudinal intervention studies, the diversity of motivational factors for playing video games, and the placebo effect resulting from familiarity with the investigators [50][52][56].

Concerning specific target groups, video games are increasingly used to help autistic children improve and maintain their social and cognitive skills [43][49]. For example, the ECHOES game [44] uses AI to control a virtual character during a joint attention and communication skills training program. The agent acts as a social partner to autistic children when learning. This technological intervention includes interactive storytelling elements, medium-term goals, and rewards for success. The evaluation revealed that children initiated interactions with the virtual character more often.
The children are motivated to engage with the games, find them easy to use, and learn relevant content over a short period. There are important questions about how effective and how much is learned using video games. Regarding effectiveness, games’ clinical validation does not meet evidence-based medicine standards, and there is a lack of connection and compatibility between the game design and the clinical validation [48, 49]. Concerning learning, the results show that it is important to provide an educational game context that meets the children’s diverse interests and preferences. The majority of existing games have a positive effect on high-functioning individuals [46, 48]. In general, games represent a complex design space requiring research on how different gamification approaches can affect the experiences of participants with inherently varied motivations and interests in gaming [56]. The heterogeneity of the children with autism impacts how the user model of a serious game for different users needs to be constructed.

The success of gamified cognitive training has been demonstrated for both commercial and noncommercial video games [52, 56]. Some studies (dealing with emotion regulation) even suggest using commercial games rather than games developed with specific purposes due to prolonged engagement, which is critical for effective mental health treatment [55, 56]. On the other hand, current gamified technologies lack standardized terminology, development and study protocols, best practices in matching games and mental health tasks, and clear ethical procedures [56].

Similarly, gamification as the practice of using game elements in non-game settings [57] has been recently proposed for digital health interventions [58]. The work described in [58] offers a model of gamification principles for digital healthcare. The principles are articulated as user requirements and cover meaningful purpose, meaningful choice, supporting player archetypes, feedback, and visibility (see [58] for details). They were empirically validated in a user study (N=113 raters) by assessing user satisfaction against Web and mobile applications (N=17). The study revealed a significant correlation between three variables (supporting player archetypes, feedback, and visibility) and the test of application quality concerning engagement, functionality, aesthetics, and information quality (known as MARS [59]).

From an AI perspective, video games are a promising technology as many features are integrated into commercial (and available) gaming environments and platforms such as Unity[2]. For example, the Unity games can implement intelligent agents moving in a synthetic game environment, detecting, reacting to collisions, interacting with other agents, games’ objects, and avoiding dynamic obstacles[3]. The Unity Perception uses computer vision and augmented reality to detect and interpret real-world and digital game objects and characters[4]. Aside from using AI algorithms, a
recent achievement of games is the automated generation and annotation of training data for such algorithms at scale.

2.3 Conversational agents

Technology-based health interventions are increasingly using a shared design metaphor - a personal, intelligent assistant (also known as a chatbot) that provides healthcare through natural conversation. The main reason is to make existing services more user-friendly - an agent takes a patient through a turn-taking dialog, exchanging questions and answers to complete a task, similar to how doctors do [60]. Successful examples of such agents in mental health care are Woebot [60] designed to help with depression, and Vincent, aimed at raising self-compassion [61]. The technology is integrable into popular messaging platforms, such as Facebook Messenger, Slack, Telegram, and Skype. Although current chatbots do not possess the same level of physical presence as humans, even unimodal interactions (such as text or voice) can still have behavioral significance, while being less costly to design and deploy [62]. Users display positive sentiments and trust towards virtual agents that provide emotional and functional affordances and dominate the users’ experience with these agents [63]. A common finding was that the agents’ functionality and social interactivity are equally important and complementary rather than separate [64]. In digital healthcare, chatbots provide low-cost, easy access to medical triage (e.g., Babylon [65]), mental health support and well-being (e.g., Woebot [60]), and health-promoting behavior change (e.g., Florence [66]).

Recently, conversational agents have been used successfully to automate the assessment and evaluation of psychological treatments through social support, supporting mental well-being and promoting psychological functioning [61, 67]. They act as digital avatars and communicate with their users through natural dialogue. In this way, they enable medical professionals to continue mental health counseling and therapy. Some prominent examples are Woebot [60] and Wysa [68]. Woebot [60] is a virtual mental therapist who monitors users’ mood and suggests tips and mental activities. Wysa [68] offers emotional support during conversation with its users to improve their mental health and well-being. CBT is an umbrella term for various treatments that aim to enhance or re-establish normal functioning concerning specific mental states and emotions. Agents implement online, remote CBT as a guided dialogue that commences with diagnosing patients’ mental conditions. Based on the diagnosis, the agent suggests and assists in specific exercises and monitors them through structured conversations. The measures of a treatment’s progress are extracted from patients’ responses as free-form text or selected options. The underlying logic analyzes and interprets patients’ input using Natural Language Processing (NLP) and ML algorithms to estimate and make successive decisions during therapy. The virtual therapist reduces the gap between health and well-being.

6 Use Unity’s perception tools to generate and analyze synthetic data at scale to train your ML models: https://bit.ly/3rwofrt (Retrieved on Dec 25, 2020).
facilitating individual resilience to mental disorders (i.e., depression, stress, and anxiety) by developing desirable self-care habits through personalized mental exercise (such as mindfulness, self-awareness, and optimism).

The requirement for emotionally sensitive chatbots assumes multimodal sensing capabilities and expressing emotions in more complex ways. Computer science methods have been applied to visual, audio, and textual data to infer emotion [69]. In many cases, this involves detecting subtle signals in high-dimensional data. While verbal and nonverbal cues both contain rich information about a person’s emotional state, researchers have found significant improvement in automated understanding of nonverbal behavior by combining signals from numerous modalities (such as speech, gestures, and language) [69]. Multimodal human behavior analysis requires a sufficient amount of high-quality, diversified datasets annotated manually for facilitating learning [70–75].

In general, the underlying ML/DL algorithms of mental health chatbots can learn about users’ behavior from verbal and nonverbal signals.

**Verbal signals.** Linguistic patterns and word choice could be linked to a user’s affective state. The LIWC [76] software package enables the automatic extraction of linguistic style features by capturing the frequency of words from different categories. Matching a person’s linguistic style (for example, through word choice) is perhaps one of the simplest ways an assistant can be designed to emotionally bond with a person. Speech signals convey linguistic and paralinguistic information features [77, 78]. Selecting a suitable and robust set of features is a challenging task. The features that have been used in the recently published research are pitch, intensity, formants, Mel-frequency cepstral coefficients (MFCCs), and filter bank energies (FBE) [78]. Tools for syntactic and semantic analysis of discourse allow for natural language understanding and generation to provide meaningful conversations with users based on context analysis [79, 80]. However, speech recognition may be difficult due to the specifics of the patients’ spoken language and an insufficient corpus for training speech recognition algorithms in these specific situations [79].

**Nonverbal signals.** Facial expressions are one of the richest sources of affective information. Automated facial action coding can be performed using highly scalable frameworks [81], allowing analysis of large datasets (for example, millions of individuals). These tools are easily accessible and relatively simple to integrate into other applications. They can even execute on resource-constrained devices enabling mobile applications of facial expression analysis. While expressed affective signals are those that are most used in social interactions, physiology plays a significant role in emotional responses. Computer systems can measure many of these signals in a way that an unaided human could not. The current state of work offers physiological emotion databases combining unimodal signals that can be used for measuring the nervous system’s activities connected with emotions. They contain data including electroencephalogram (EEG), functional near-infrared (fNIR), cardiopulmonary parameters (heart and respiration rates), and skin conductance [73, 74]. Despite advances in sensing emotions, specific challenges in objective measurement remain. The sparsity and lack of specificity within unimodal cues (such as facial expression) are key reasons why multimodal affective computing systems have been found
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Table 1 The dimensions to analyze intelligent interactive technologies for mental well-being.

| Dimension                        | Description                                                                 |
|----------------------------------|-----------------------------------------------------------------------------|
| Transparency                     | Exposing a certain level of accessibility to the system’s data and algorithms. |
| Explainability                   | Clarifying what the system can do, how well the system can do it, and why the system made a decision. |
| Privacy                          | Protecting user data during collection, analysis and use.                    |
| Error management                 | Error prevention and recovery strategies.                                    |
| Context awareness                | Recognizing and responding to the environment.                               |
| Learning and personalization     | Learning about user behavior and adapting and evolving accordingly.          |
| Empathy and social behavior      | Understanding and responding to user emotions, and exposing sociability.     |
| Healthcare provision             | Healthcare services for prevention, diagnosis, and treatment.                |

to be consistently better than unimodal ones [82]. The most common approach to label emotions is discrete categorization, which uses a set of basic emotions and the associated cognitive, physiological, and behavioral processes [83]. While several categorizations have been proposed, the most used set is the so-called “basic” list of emotions: anger, fear, sadness, disgust, surprise, and joy [83].

3 Analytical Framework

In analyzing intelligent interactive technologies for mental health, we focus on elements of Human-AI interaction. We start from and adapt Human-AI interaction guidelines to explore existing technologies [84]. The original guidelines are instrumental and prescriptive concerning principles or rules to implement in interactive AI technologies [7]. In contrast, we provide a descriptive analysis of how end-users perceive and interact with these technologies. Consequently, the dimensions are extracted, combined, and extended to capture relevant user-related aspects of mental health diagnosis, prevention, and treatment services (as summarized in Table 1).

Transparency and Explainability

Ground truth may not exist in making various medical decisions, including prevention, diagnosis, and treatment. The “black-box” nature of current AI medical systems (meaning that details on how their learning models work are not clear nor visible to non-technical people) can raise concerns with their users [7][85]. One of the critical aspects of ML systems in medicine is that they do not understand context, being

7 The interactive cards with practical examples of the guidelines: https://bit.ly/3b3VMUr (Retrieved on Dec 25, 2020).
focused on the statistical processing of the data - they can identify phenomena but still do not explain them \[86\]. For example, the data can reveal that the users who received a particular treatment demonstrated improvement but cannot tell us why that happened.

There is a tradeoff between increased requirements for ML/DL accuracy and explainability - higher accuracy can be less transparent (i.e., Convolutional Neural Network, CNN), while algorithms offering clear explanations (i.e., Decision Tree classifier) can lack accurate predictions \[87\]. In general, concerns regarding the lack of control in Human-AI interactions are emerging (such as decision making of the vehicle in autonomous driving). In a situation in which an AI algorithm can assist or be independent in making decisions, it will be necessary for users to understand how the algorithm came to a decision \[88\]. Consequently, there is an increasing demand for intelligent systems in healthcare that are not only learning about their users well (being personalized and useful) but are transparent, explainable, and understandable for medical professionals and patients \[7\]. These attributes are also important in building user trust and facilitating acceptance of these technologies. Currently, medical professionals use intelligent technologies as a means of support rather than a replacement. Even if future AI systems possess greater autonomy in healthcare decision making, doctors will still need to understand and follow the process.

Measuring the quality of explanations and communicating the explanations to different stakeholders (including doctors and patients) in a comprehensible and user-friendly way is an emerging requirement for medical AI systems \[7, 89\]. Some researchers have even proposed explanation interfaces for the underlying AI models and algorithms that can measure explainability as the quality of human-AI interaction \[2\], similar to usability (describing the ease of use). These interfaces should speak using non-technical language to provide understandable and trustable explanations for their decisions to users. Often, people do not fully understand the effects of certain health behaviors which may negatively influence their motivation. Providing comprehensible explanations can facilitate understanding, raise awareness concerning benefits, and persuade users to adopt a healthy lifestyle \[7\].

According to the source guidelines \[84\], transparency and explainability concerning system capabilities should be stated and clarified at the start of interactions with users.

**Privacy**

The issue of users’ privacy is widely acknowledged in digital healthcare \[90\]. The main elements include ensuring that user data is always secure, that users can control their data, and that AI systems collect only necessary information about users \[91\].

ML/DL-based solutions store and use a high amount of data to provide a more advanced and more personalized service. Some systems also engage additional remote resources (usually cloud-based for data storage or processing) to improve performance. Therefore, how personal data is stored and transferred over the network is
crucial - namely, what kind of encryption is used and if it is used correctly. This aspect is important through the device/solution’s lifespan, including cases where it is stolen, broken, or discarded. Data anonymization functions, if applied correctly, can significantly improve privacy protection by removing personally identifiable information. If the solution uses remote resources or sends statistical data to the provider for further analysis, there is a risk of revealing the user’s geographical location and daily patterns.

**Error management**

Since the AI technology in medicine generally does not provide deterministic or predictable outcomes per se, managing errors is important. The occurrence of errors can be avoided by design, and systems can capture, handle, or learn from errors after they occur.

The occurrence of errors in the systems’ is highlighted in the guidelines from [84]. They propose efficient support in the event of errors, dismissal and recovery, and error prevention by scoping functions based on the clear understanding of users’ goals.

**Context awareness**

Humans act in a material world and spend their time in different environments (including home, work, indoors, and outdoors). Therefore, the ability to sense, interpret and respond to the user’s environment is an important factor in learning about their habits and behavior [92]. Combined with AI models that learn and predict specific mental conditions, they can improve automated decision-making accuracy. The capabilities are supported by mobile and wearable technologies for continuous monitoring, diagnosis, and treatment of mental health conditions [92].

The guidelines from [84] stress the necessity of continuous context understanding throughout Human-AI interaction. The system should provide services and information based on the user’s current task and environment in a timely manner.

**Learning and personalization**

This dimension’s focus is the quality of the ML/DL algorithms’ output concerning individual user’s needs. The outcome ultimately depends on the algorithm’s design, including the design of the model itself, data collection, and training process. However, given the nature of our analysis, we will not analyze the technical details of these algorithms, but their effectiveness as perceived by end-users. Specifically, how well they learn about users over time (perceived as accuracy and suitability of their outputs and decisions as recommendations, instructions, or answers), and what
type of control over this process they provide to their users (being customizable concerning their services to match user preferences and expectations).

The guidelines in [84] suggest a Human-AI interaction that evolves so that the system keeps a record of its users’ actions, learns about the users’ behaviors and adapts its services accordingly, provides timely feedback on user actions and new capabilities and is customizable in that users can communicate their preferences and control the system’s behavior.

**Empathy and social behavior**

Emotions play a crucial role in our well-being and communication with other people. Vice versa, the way we communicate with others influences our feelings. Interactive intelligent computer systems that respond to social and emotional cues can be more engaging and trusted while performing complex tasks in a more socially acceptable manner [93]. The field of affective computing concerns the design and development of computer systems that sense, interpret, adapt to, and potentially respond appropriately to human emotions [69]. Some authors even propose a taxonomy of the perceivable design elements connected with particular emotions [94]. The elements can be visual, verbal, auditory, and invisible (such as tactile sensations).

The starting guidelines [84] indicate that the results should be delivered to respect the user’s social context and cultural background and avoid biases and stereotypical behavior towards users.

**Healthcare provision**

We analyze the type of healthcare service that the system offers as prevention, diagnosis, and treatment; the number of target conditions (single or more); and the involvement of different stakeholders (such as patients, family, friends, peers, and medical professionals) [95].

4 Discussion and outlook

Here, we analyze the state of the art technologies with respect to the dimensions from Table 1. and identify outlooks for the future.

4.1 Discussion

The discussion is structured according to the dimensions described in chapter 3 (Table 1).
Transparency and Explainability

Robotic technologies and video games serve two general purposes concerning support for instrumental and hedonic activities. The instrumental activities are focused on fulfilling practical goals, such as activities for daily living and specific mental therapies with robotic technologies [8, 12, 14–22, 27, 34]. The hedonic activities are engaged in for fun and enjoyment, while the concrete health outcome is a side-effect of the gameplay [50–57].

Concerning explainability, robotic technologies do not generally provide reasons for their decisions, instructions, or suggestions to users [14–22, 27, 30–35, 37]. The details of the underlying AI algorithms and data are not accessible to users (which may be expected since the robots have physical appearances.) [14–22].

The video games, by their nature, do not expose the ‘serious’ parts concerning AI mechanisms and data to their users, nor they explain the rules and decision of the gameplay [44–57].

On the other hand, conversational agents have dialogues with their users, and each talk may require an exchange of explanations for mutual understanding between the collocutors [60–68]. This understanding is critical in conversations between doctors and patients due to healthcare complexity and uncertainty. Mental chatbots, such as Wysa [68] and Woebot [60], clarify their decisions and the reasons for asking the user for specific data to some extent [95]. The chatbots’ capabilities need to be set in advance for their users to match expectations regarding mental health provision (stating what they can do).

Privacy

Observed privacy is mainly manifested with user data collection. By analyzing the existing literature, we found that systems can collect data either explicitly or implicitly. The former assumes that users provide their data explicitly, such as data entry from the system’s interface, responding to a questionnaire, or through conversations. The latter concerns using various sensors (such as cameras, eye-tracking devices, and mobile device sensors for measuring position and orientation) that monitor and record user behavior during interaction ors logging user actions for future analysis.

In robotic technologies [8, 12, 14, 22, 35, 41] and video games [44–57], data collection is predominantly implicit. Conversational agents collect data from their users explicitly during conversation sessions [60–68].

Dealing with implicitly collected data requires caution as they can reveal the user’s identity from biometric information [101].
Error management

The evidence on error prevention and breakdown management is scarce in robotic technologies and video games. More specific strategies and actions concerning error prevention, support, dismissal, and recovery are not clearly described.

Dialog breakdowns are common in conversational agents as their knowledge and capabilities still do not match humans.

A common error prevention technique is scoping the dialog as multiple questions with user choice constraints such as predefined answers [60, 68, 95].

Error repair methods mainly involve preventing users from modifying previous inputs [60, 68, 95]. Although framing conversations with close-ended questions can help chatbots understand their users, user input errors can still occur.

Context awareness

Robotic technologies are meant to be used in the physical world and interact with their users in different environments (i.e., homes, schools, public spaces, healthcare facilities, etc.). The prerequisites for a successful interaction include sensing, interpreting, and responding to the user’s environment. The majority of the robots are equipped with sensors that collect various data about the physical environment (i.e., light, noise, temperature, objects and structures) and the users (i.e., posture, gait, speech, facial expression and other people) [8–12, 14–22, 27–41].

The collected information is used to supplement previously learned tasks and user behaviors to improve the quality of the robot’s services.

Video games run in a virtual environment and the majority of them do not make use of the context information [44–57].

Similarly, chatbots implement natural language understanding and generation solely from the underlying algorithmic data and information collected from dialogs with their users [60, 68].

Learning and personalization

All technologies can learn about their users and adjust mental healthcare provision for better outcomes. We highlight their specificities.

Robotic technologies learn about user activities, habits, preferences and mental health conditions. Over time, they collect data implicitly from monitoring user’s activities (using multiple sensors) and recording explicit interactions with them. The collected data are continuously integrated and analyzed. The results of the analyses provide insights on the user’s health conditions, based on which the system generates recommendations for activities (in case of diagnosis and prevention) or adapts instructions in ongoing training sessions (in case of therapy or rehabilitation) [8, 12, 14, 22, 27, 41]. Additionally, most robots provide feedback on the user’s progress concerning current training and activities, and offer options for
users to specify their preferences and needs from the system (enabling customization). [8–12, 14–22, 27–41].

Video games naturally hide healthcare tasks from their users. In this sense, the customization and feedback are implemented, but mainly concerning the gameplay (i.e., fun purpose) not their healthcare role (i.e., serious purpose) [44–57]. The games are designed so that particular gameplay tasks are matched with healthcare tasks. This way, the gameplay represents a facade for prevention, diagnosis, or therapy activities in the background. The data are collected while users are playing the game, and analyzed for the correct assessment of users’ health conditions. Based on the user’s leaned behaviour, the game adapts to the users’ to maintain or improve the health conditions’ parameters [44–57]. Some features of the games (such as levels, activities engaging one or multiple human cognitive functions/senses/actuators, and rewards) lend themselves well to mental healthcare. However, it may not always be possible to find or design a suitable game.

Commercial gaming platforms (see section 2.2, last paragraph) are increasingly integrating AI elements into their services. We see this as a future opportunity for developing learning capabilities of digital healthcare applications.

Chatbots learn from the dialogs they conduct with their users on a regular basis (using text, speech, visual elements, or a combination of the three). They analyze user input to extract and understand intentions, create content for responses, and communicate natural language responses. [102]. The described mechanism is used to study about user behavior to deliver mental healthcare in conversation sessions. NLP algorithms are crucial for engaging in a human-like conversation with users. In particular, correct understanding of user utterances and providing appropriate responses are critical due to the complexity and diversity of languages. The chatbots are still not capable of conversing as humans do, such as inferring meaning from the context of a complex text or speech, dealing with dialects, and recognizing metaphors, jokes, or sarcasm, etc.

Empathy and social behavior

Video games expose empathy by communicating messages containing emotional cues to their users during gameplay to incentivize their players (such as motivational tips, greetings, etc.). Overall, they are not capable of recognizing and responding to user emotions during the interactions.

On the other hand, implementing emotionally-aware behavior in robotic technologies and conversational agents has received significant attention in research [62, 82, 93–97]. A related phenomenon regarding robots is the uncanny valley effect [103] describing the relationship between the degree to which a robot resembles a human and the emotional response to such a robot. In case the robot imperfectly resembles a human, they can provoke feelings of uneasiness and repulsion in observers.

At the moment, conversational agents expose emotionally-sensitive behavior mainly from the written dialogs with their users [60, 68]. They extract sentiments
from users’ utterances and generate appropriate responses as they detect the change in the user’s mood during the conversation. In addition, recent research suggests chatbot design elements (textual, visual, and auditory) that can elicit particular emotions from users [94].

**Healthcare provision**

Robotic technologies are used in treating particular mental conditions or facilitating mental well-being as prevention. Some robots address several related aspects of mental functioning, such as in ASD [8, 14, 27, 28]. Others tackle different conditions (i.e., NEO robot from [15–20]). Pediatric care robots are mainly used to preserve children’s mental functioning [23–30]. Robotic technologies for older adults are also applied primarily during the prevention stage of mental health [35–42]. Stakeholders other than target user groups are not directly involved the use of technologies with respect to their purpose.

Video games are mainly present in the prevention period to alleviate certain conditions (such as ASD) [44–49] and maintain cognitive functioning in old age [50–57]. Overall, gameplay does not include stakeholders from their users’ social circles (i.e., doctors, formal/informal carers, and family members).

Mental health chatbots encompass all aspects of healthcare: prevention, diagnosis, and therapy [60–68]. Interactions are conducted with patients. They offer sustained conversations with users in their homes. In light of the current pandemic, telemedicine is becoming more ubiquitous [104, 105] as a remote and contactless healthcare provision. Chatbots represent a fundamental part of this change’ gear of that shift.

**4.2 The outlook**

We articulate the outlook for designing intelligent interactive technologies for mental health along three main lines.

**Emotionally-aware systems.** The technology can be described from the user perspective, in terms of the desirable hedonic and pragmatic qualities. Hedonic or experiential attributes refer to the affective and mental affordances it should provide (such as trust, emotions, personalization, and learning from interactions). Pragmatic or instrumental qualities concern the functional affordances it should enable (such as usability or ease of use, and usefulness).

One of the main criticisms of existing technologies for mental healthcare is that they are not capable of empathy, namely recognizing users’ emotional states and tailoring responses that reflect these emotions [62, 93, 96, 97]. The lack of empathy negatively affects engagement with the technology. Sustained and regular user engagement is an prerequisite for effective health intervention and crucial for creating training data to improve algorithms for learning about users. A successful
affective system would be one that could learn about a person’s nuanced expressions and responses, and adapt to different situations and contexts.

These models have common requirements. Firstly, the models should be machine-readable and computable. Secondly, they should combine verbal and nonverbal cues from different modalities (such as speech, text, and vision) to improve emotion recognition accuracy.

**Scalable and scaffolded learning about user behavior.** Cognitive psychology proposes bottom-up information processing (created from our senses) and top-down inference (based on the existing knowledge about the things from the world such as words, concepts, objects, actions, and relations) [98].

Similarly, hybrid learning that combines top-down models (such as knowledge graphs, rule-based systems, and symbolic representations) and bottom-up approaches (such as ML and DL) can yield higher quality automatic predictions and decisions [99], or make (healthcare) AI systems more comprehensible to their users [100]. Although algorithms use approximations of real-world data and simulate human abilities, knowledge about users can unfold over time while making the system readily understandable. The technological framework can integrate different modalities (e.g., facial expressions, text and speech content and linguistic patterns, and physiological signals) to optimize accuracy, performance, and computational cost.

Concerning the interpretation of emotions, different models of emotions can be employed, such as a circular, two-dimensional space in which points close to one another are highly correlated [83]. This approach may provide a continuous and fine-grained interpretation of multiple emotions at once. For example, in some cases, none of the “basic” emotion labels may apply to a specific, observed emotional response, but that response can lie somewhere within the dimensional space. The deployed framework can generate domain-specific training data (or model) for emotion recognition applications that embrace the target user group’s cognitive and socio-demographic characteristics.

**Continuous and affordable mental healthcare provision.** A multi-stage intervention that combines in-hospital treatment and out-of-hospital care. Current healthcare systems aim for a balance among improving the health of specific populations, delivering quality care to individuals, and cost control. Computerized, personalized, and online assistance and mental health treatment can reduce the burden on healthcare providers and services while increasing their effectiveness. This approach can also support informal caregiving (at places other than hospitals, such as in the home) in mental therapy to improve its overall effectiveness. This methodology brings three significant benefits.

Such an approach can enable customized and adaptive online treatment (including a mobile version) that can combine different design elements and assess their effectiveness in improving mental health and well-being with decreased data acquisition and evaluation costs.

Subsequently, advanced evaluation and quality assurance of mental health treatments in terms of existing medical standards, user attitudes, usability, and treatment
effectiveness. The possibility to engage a larger number and a broader range of participants with different levels of cognitive functioning or home bound users.

Finally, the formation of a multidisciplinary community for human-friendly AI for healthcare that brings together experts from related fields (such as medicine, artificial intelligence, human-computer interaction, and information systems). The community can raise the profile of this research within these communities.

5 Conclusion and limitations

This paper provides an overview of existing interactive AI technologies for mental health and well-being. The technologies were analyzed from different aspects of Human-AI interaction. The findings can be informative for various stakeholders, including medical professionals, researchers, engineers, and end-users. In line with the existing initiatives for more inclusive and accessible healthcare \[104, 105\], we consider this paper a step towards this global goal.

Being a literature/research review, the present study does not claim to be comprehensive. Instead, we summarize the existing literature and research at the time of writing and focus on the shared elements of different technologies from the Human-AI interaction perspective. We identify and describe the aspects concerning the analytical framework and derive the outlook for future research. Our analysis is based on papers and not on real systems due to their lack of availability (this excludes publicly available chatbots such as Woebot \[60\] and Wysa \[68\]). It may influence overall findings. Further analysis of the specific technologies is required.
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