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Abstract—Due to the growing awareness of driving safety and the development of sophisticated technologies, advanced driving assistance system (ADAS) has been equipped in more and more vehicles with higher accuracy and lower price. The latest progress in this field has called for a review to sum up the conventional knowledge of ADAS, the state-of-the-art researches, and novel applications in real-world. With the help of this kind of review, newcomers in this field can get basic knowledge easier and other researchers may be inspired with potential future development possibility.

This paper makes a general introduction about ADAS by analyzing its hardware support and computation algorithms. Different types of perception sensors are introduced from their interior feature classifications, installation positions, supporting ADAS functions, and pros and cons. The comparisons between different sensors are concluded and illustrated from their inherent characters and specific usages serving for each ADAS function. The current algorithms for ADAS functions are also collected and briefly presented in this paper from both traditional methods and novel ideas. Additionally, discussions about the definition of ADAS from different institutes are reviewed in this paper, and future approaches about ADAS in China are introduced in particular.

Index Terms—ADAS, Perception Sensor, ADAS Algorithm, Automated Driving Classification.

I. INTRODUCTION

The development of automated driving (AD) is nowadays to meet the driving assistant demands in real-world situations. The architecture of automated driving can be categorized as environment perception, behavior planning and motion control [1], according to the autonomous execution process. Based on the implementation of automated driving and the responsibility of driving behaviors, the Society of Automotive Engineers (SAE) released a taxonomy and classified automated driving from level 0 (fully human control) to level 5 (fully automated driving) [2]. In reference to the classification of SAE, ADAS merely reaches up to level 2, which assumes duties such as detecting the surrounding of vehicles, warning drivers for emergency and carrying out one or more simple control functions including for example speed control and adaptation, emergency brake execution and so forth. Currently, a few research institutes realize autonomous driving as far as the functions in level 3 and most of commercial vehicles only support self-driving up to level 2 to make a full assistance in human driving [3]. In other words, the existing implementation of automated driving mainly reaches up to the class of ADAS. For this reason, it is worthwhile to make a detailed introduction about ADAS and summarize current applied ADAS functions and implementations.

ADAS, as one of the most significant systems embedded in commercial vehicles, focuses on reducing human-related errors and avoiding the amount and the severity of potential traffic accidents [4]. According to the summary of 2019-2020 MWL-Associated Open Safety Recommendations [5], eliminated distractions, implementing a comprehensive strategy to reduce speeding-related crashes, increasing implementation of collision avoidance systems in all new highway vehicles and reducing fatigue-related accidents are all in the top 10 of most wanted list of transportation safety improvements. In fact, all the above requirements can all be components of ADAS.

ADAS was first introduced in the commercial vehicle market with the feature of ABS (Antilock Braking System) in late 1980s [6], which works as a passive safety assistance for vehicle insurance. These kinds of ADAS functions were only provided as luxury features for upscale brands in 20 century and in early 2000. However, ADAS has developed rapidly since 2000, thanks to the related automated driving competitions and challenges such as the DARPA Urban Challenge (2007) [7], the VisLab Intercontinental Autonomous Challenge (2010) [8], the Grand Cooperative Driving Challenge (2011) [9] and so on. It is now a complex and well-developed system composing of both hardware architecture for perception and software design for post processing [10]. It improves the driving comfort by helping or reshaping driving behaviors and avoids traffic crashes to ensure driving safety [11]. Moreover, with the technology development and the reduced price of hardware sensors, ADAS has generally become a standard and indispensable equipment embedded in current vehicles to provide exterior information [12], warn drivers in time and even exert simple control, and offer additional support for the vehicles.

The related research for ADAS indeed has nowadays raised much attention in both institutes and development departments in many companies. The amount of published papers about the research and implementation of ADAS functions has been on
the rise in the past five years. In 2019 alone, there were more than 500 related papers published on the Web of Science. Academic groups from Carnegie Mellon University, Stanford University, Cornell University, University of Pennsylvania and Peking University all built up their own intelligent vehicles for the researches in this field. Companies, like Audi, BMW, Volvo, also invested a lot for the improvement and deployment of ADAS.

To conclude current development of ADAS and provide possible research direction, it is necessary to make a summary about ADAS with the state-of-the-art researches and to present details in ADAS implementation and hardware constructions. However, to our best knowledge, the current reviews and surveys are usually merely focusing on the developments or latest news about autonomous vehicles. ADAS, the fully realized element of self-driving car, is just briefly introduced as a small section in the current reviews about autonomous vehicles. As seen in Table I, we make a summary of the current related papers. Most of the latest reviews about intelligent vehicles are autonomous driving related, which commonly focus on the architecture of the whole system or mainly pay attention to the high level of automated driving, such as decision-making and control. Even in the reviews written specifically for the perception function of self-driving, the sensors are proposed for their inherent features but presented in isolation with the total construction of vehicles and current usage in real-world traffic situations. Paper contributions refer to the system design and architecture of automated driving, related sensors and hardware features, and detailed introduction of localization, mapping, perception, planning and decision making.

| Paper | Year | AD/ADAS | Contribution |
|-------|------|---------|--------------|
| A Survey of Autonomous Driving: Common Practices and Emerging Technologies | 2017 | AD | a. the system design and architecture of automated driving b. related sensors and hardware features c. detailed introduction of localization, mapping, perception, planning and decision making |
| Self-driving Cars: A survey | 2018 | AD | a. perception introduction with related sensor usage and algorithms b. decision making introduction c. architecture of their intelligent vehicle design |
| A Review of Sensor Technologies for Perception in Automated Driving | 2019 | AD | a. inherent characters and corresponding technologies of perception sensors b. the application of sensors in automated driving c. history of automated driving perception |
| Autonomous Vehicle Perception: The Technology of Today and Tomorrow | 2020 | AD | a. history and background information about automated driving b. sensors served for automated driving and the potential future improvements about sensor applications c. localization approaches and algorithms |
| Review of Advanced Driver Assistance Systems (ADAS) | 2021 | AD/ADAS | a. the usage introduction of ADAS b. inherent characters of related sensors |
| Perception, Planning, Control, and Coordination for Autonomous Vehicles | 2017 | AD | a. inherent features of each sensor and their related software algorithms b. introduction of planning algorithms c. implementation of control |
| Overview of Environment Perception for Intelligent Vehicles | 2017 | AD | a. briefly introduction of each sensor b. detection technology introduction based on the software implement process |
| A Survey of ADAS Technologies for the Future Perspective of Sensor Fusion | 2016 | AD/ADAS | a. the usage introduction of ADAS b. inherent characters of related sensors |
| A Survey of Motion Planning and Control Techniques for Self-driving Urban Vehicles | 2016 | AD | a. decision making b. planning and control |
| A Review of Motion Planning Techniques for Automated Vehicles | 2016 | AD | a. motion planning |
| Automated Driving and Autonomous Functions on Road Vehicles | 2015 | AD | a. evolution of control implementation b. perception sections for highly automated driving |
| Three Decades of Driver Assistance Systems: Review and Future Perspectives | 2014 | ADAS | a. history and background information about driver assistance b. current state of related technology and researches c. future developments |
| Advanced Driver Assistance Systems - Past, Present and Future | 2011 | AD | a. embedded unit design for each ADAS functions |

II. Perception Sensors

This paper aims to make a detailed explanation about ADAS from hardware support, state-of-the-art research algorithms and commercial applications. The main contributions of this paper are summarized as follows. Firstly, this paper is based on specific ADAS functions rather than high level automated driving tasks. We hope to present ADAS related knowledge clearly for newcomers and summarize current development focusing on ADAS only. Secondly, the introduction in this paper is specifically related to current commercial vehicles, instead of vehicles from institutions or laboratories, to better show current level of ADAS and actual extent. For example, all the sensor information is presented with their practical application in commercial vehicles such as installation locations, category selection, pros and cons for applied ADAS functions. Thirdly, most of collected papers were published in recent three years, so that the algorithms are all the most state-of-the-art and of great reference value for future development.
The structure of the paper is organized as follows. Section II makes an introduction about conventional perception sensor of ADAS, such as LiDAR (light detection and ranging sensor), camera, radar, ultrasonic transceiver and some other localization sensors. Their usual locations on the vehicle, related ADAS functions together with their advantages and disadvantages are all included in this section. Section III reviews the latest researches about traffic sign detection, road detection system and moving object detection, applying the sensors mentioned in Section II. In Section IV, the deployment of ADAS in different car brands are compared to show the discrepancy of the application of ADAS in various areas.

Perception, as the first step of ADAS, refers to collect environmental information and provide useful surrounding messages for drivers to avoid possible risks and improve driving comfort [18]. It is achieved relying on different types of sensors mounted on vehicles. As can be seen, the common installation positions and corresponding ADAS function supports about exterior perception sensors such as LiDAR, camera, radar and ultrasonic transceiver are illustrated in Fig.1. Detailed implementation information and other related requirements about the above hardware are presented in the following content. Moreover, interior perception sensors for ADAS are also introduced in this section.

A. LiDAR

LiDAR is an important segment of autonomous vehicle development. It is mainly used for real-time vicinity perception and high-resolution mapping. This section introduces LiDAR sensor from its related ADAS features including the usage for perception and localization. Its practical installation and selection methods inside the vehicle are also presented to make a brief summary for specific ADAS functions. Besides, the strengths and shortcomings are listed at the end of this part.

The first notable application of LiDAR was in the 2005 Grand DARPA Challenge [24], where the winner (Stanley) mounted 5 LiDAR on the roof to measure and detect forward as far as 25 meters. Since the great performance of LiDAR in that race, it has caught great attention and become one of the most significant part of the advanced driving sensor suite.

In ADAS, the most important role of LiDAR sensor is for object detection, e.g., collision avoidance, pedestrian detection and park assistance. LiDAR for short range perception like forward collision prevention systems uses inexpensive low-range and low-resolution versions to measure the range between 1 and 10 meters [21]. It is also implemented in some low speed scenes, such as parking assistance and emergency brake assist [11], which are all the key features in the commercial vehicle development plans like “City Safety” (Volvo 2014) and “City Stop” (Ford 2014). For long range detection as pedestrian recognition and object tracking, LiDAR can provide accurate range information and larger field of view, since the emitted laser light can reach up to 200 meters before reflection and the 3D point clouds it builds help for better segmentation [25]. The sensor can distinguish between obstacles for which a vehicle needs to stop such as pedestrians who are crossing a street and those where a vehicle does not need to stop such as rising emissions, road damage.

Another common usage of LiDAR sensor in ADAS is localization. LiDAR-based localization methods [14] offer measurement accuracy and easiness of processing. The reflectance intensity distribution of environment measured by LiDAR scanner can build the 3D object image in the environment, which can be further processed for object recognition or motion prediction.

Currently, LiDAR sensors are installed around the vehicle or above the vehicle. At present, most autonomous vehicle R&D Labs have chosen the same installation way as Grand
DARPA Challenge to equip LiDAR sensor on the roof of the car. This kind of sensor is mostly multi-line LiDAR (usually more than 16-lines), which can scan the surrounding in 360°, to make long-distance detection and precise mapping for 3D road condition. Another way to assemble LiDAR sensor is installing them around the car. This kind of sensor, usually single-line LiDAR or LiDAR under 8-lines, can only detect in partial angle, but it is much more convenient to install them inside the vehicle rather than expose directly outside the body shell. Audi released A8 Sedan equipped with Valeo’s Scala LiDAR in late 2017, which is the first mechanical spinning LiDAR equipped into mass-produced commercial car.

LiDAR is a well-established tool in ADAS in poor light condition. LiDAR uses shorter wave length and superior beam properties than the traditional radar sensor, which offers a more suitable choice for 3D imaging and point cloud generation. However, LiDAR may present a bad behavior in poor weather conditions such as heavy rain, snow, or fog, since these kinds of weather influence light reflection and refraction. Present LiDAR sensor has a steep price tag which also affects its commercial promotion in ADAS market.

Although the traditional electro-mechanical LiDAR mentioned above is able to rotate and scan the surrounding in a quite long range, they are bulky in design and expensive in sale. In this case, some other state-of-the-art methods like solid state LiDAR come out and integrate the construction of LiDAR sensor on one chip. Since no moving mechanical parts are involved, it is more resilient in vibration, space-saving in construction and even has higher resolution and scanning rate.

B. Camera

This section makes a brief representation about camera. Different types of camera served for ADAS are introduced according to their installation positions. Some other special-used cameras are presented by analyzing their specific features. In the end, pros and cons about camera are concluded.

Camera is one of the leading sensors for ADAS due to its wide perception of the environment and acceptable price. The capability of acquiring the texture and color of all objects at the same time makes camera especially suitable for road surface estimation and traffic signal detection. If it is used in pairs, as stereo vision system, camera system is also capable of measuring distance, which can be further processed for localization and mapping.

According to the location of cameras in the vehicle, it can be summed as exterior camera and interior camera, which focus on surrounding environment perception and driver state detection respectively. The exterior cameras can be subdivided as the front camera and the surround view camera served for different ADAS functions.

Front cameras are usually attached behind the top of windshield and provide long-range visibility to detect forward situation and distant objects. Many basic ADAS functions are achieved based on front cameras. Forward collision warning, as one of the most basic assistant applications, uses front cameras to detect obstacles, refine their relative position and classify them into cars, tracks or pedestrians. Traffic sign recognition informs drivers with current speed limits, road rules and warnings with the color and shape recognition capability of cameras. Lane departure warning (LDW) is realized with front cameras by capturing ground information in real-time and distinguishing the lane marker using computer vision algorithms. These features can be further applied in lane keeping system and lane centering assistant function with the help of mechanical constructions.

Surround view cameras, mounted around the vehicle, are usually short range cameras. To provide 360° bird’s eye view for the car, the surround view system sensor suite normally consists of four wide-angle cameras, mounted i.e. at the front bumper, rear bumper and the other two under each side mirrors. This kind of cameras works at low frame rate. In this case, it is designed for some low-speed situation like parking. After the image geometric and photometric alignment, there will be a bird’s eye view providing for drivers as park assistance function. Moreover, the surround view system also benefits in blind spot monitor function by detecting the surrounding objects approaching the vehicle.

The interior camera is usually installed at the top of the instrument cluster, detecting driver’s head pose and tracing eye information to monitor the driver’s state. It is designed to identify driver state condition when the driver’s head changes abnormally or the driver’s gaze is not facing forward to achieve driver drowsiness detection. The advanced function of interior camera is to distinguish whether the driver is drunken or not, which makes pivotal contribution to road safety.

Besides the conventional monocular camera mentioned above, there are some other special cameras for specific functions. When cameras are used in pairs, as stereo camera, due to the perspective differences between the two camera images, the movement of the front objects and their distance can be measured within a range of 20-30 meters. Therefore, in the vehicle manufacture, stereo camera can be used as a substitute of LiDAR sensor with lower price but also smaller field of view. Thermal camera is also widely used in ADAS. It can detect anything that generates or contains heat which shows a great performance in night vision or in bad weather conditions. Furthermore, in daytime driving, with the help of thermal cameras, the image capture can be better processed to reduce the redundancy from visible cameras.

Camera is widely used in ADAS functions for many reasons. It is small in size so that the freedom of installation is high. Due to the color capture capability of cameras, the specific object recognition like traffic lights and gesture can be distinguished with fewer post process. Moreover, with the support of deep learning, high-resolution image collected by cameras can better present the surrounding information. There are still some weak points of camera sensor, since the traditional monocular camera is sensitive to lighting and weather condition. And the extraction of this kind of information requires a complex and heavy computational process.

C. Radar

Radar is introduced from three classic types in this section. The basic knowledge and inherent features about radar are
firstly presented. And then their suitable ADAS functions are proposed. Benefits and weaknesses about radar are summed at last, together with the potential future challenges for radar applications and development.

Radar, as the standard configuration in ADAS suite, is the first sensor applied on the vehicles among all the perception hardware [33]. It plays an important role in distance measurement and relative velocity detection by emitting electromagnetic waves and receiving reflections.

In recent years, radar is usually used coupled with camera or LiDAR to make up for the loss caused by blind spots or environmental conditions ensuring driving safety and ride comfort. It can be classified into short-range, medium-range and long-range installing at different locations for diverse ADAS functions.

Long-range radar, which is capable to reach objects up to 200 meters, is always fitted at the middle of the front bumper. It can detect from 10-250 meters at the wide-range of ±15° and recognize multiple objects simultaneously, which is particularly suitable for long distance forward obstacles detection and collision avoidance. Since the ability of remote obstacle recognition prepares enough range and time for braking, it is used in ADAS like automatic emergency braking and traffic jam assistance [34], which guarantees high speed safety. By measuring the reflection of electromagnetic waves, radar can also help in relative speed calculation, which ensures the adaptive cruise control (ACC) function.

Medium-range radar, with field of vision to about 60 meters and ±40°, is fit for pedestrian detection and blind spot warning (BSW) [10]. It is symmetrically mounted below each headlight to monitor the environment behind or next to the vehicle. In this case, medium-range radar is used in lane departure assistance system by detecting the blind spot around the host vehicle and warning the driver in real-facing mirrors. It can also be used in cross-traffic alert systems, when there are cyclists or pedestrians approaching the vehicle from blind spots.

The widest field of view among radar is short-range radar. It is capable to detect from 0.5-20 meters with the wide of ±80°. Most short-range radars are placed at the corner of the front and rear bumpers and some vehicles even have short-range radars on both side of doors [35]. The main ADAS function of short-range radar is to support parking assistance system to alert the driver when reversing out from a parking space.

As the key sensor of ADAS system, radar shows a unique performance at a reasonable price [36]. It is robust to inclement environments and insensitive to lighting or weather change. With the Doppler effect, radar signal is easier to make a distinction between still and moving objects. Compared with LiDAR, it shows better detection capability, since the electromagnetic waves can see through many obstacles and feedback with more environment information. On the other side, the signal of automotive radar is usually in low resolution [11], which makes it challenging in object classification. Owing to the reflection process, it can be inaccurate in curved object representation and there might be loss of signal in multi-path reflection. With the rapid development of ADAS system and the popularity of intelligent vehicle, the issue about the same frequency radar signal interference has also caught extensive attention, which is also one of an urgent problem to be solved [37].

D. Ultrasonic Transceiver

Ultrasound sensor is the basic and numerous perception sensor mounted on the vehicle, owing to the lower price and robust performance. It transmits over 2000 Hz frequency magnitude signal and calculates the source-object distance when receiving the echo [34].

This kind of sensor is mainly used in parking assistance system, since it is suitable for near-range detection, which reaches up to only 10 meters and it prefers to work in low speed scenarios [36], because of the sound signal attenuation. In 2016, Tesla released Model S with the new version of Autopilot, which provides automatic “Reverse Park Assist” function. This vehicle is equipped with 12 ultrasonic sensors and each of them is placed on the corners of the car body to offer wide range perception [33]. Based on the parking zone surrounding information from ultrasonic sensors, the vehicle can successfully park in parallel or into the garage. Moreover, ultrasonic sensor can also be used in some ADAS functions like blind spot detection or collision avoidance to detection obstacles and warn the driver in real-time.

Ultrasound sensor is generally the cheapest among all the sensor and independent from atmospheric conditions or light level, which results in the wide use in ADAS. But the slow responding time [39] and only one-dimensional distance measurement [40] limit the further implementation of ultrasonic sensor. The low resolution leads to the inability of small object detection and precise target feature extraction. The noise signal interference and sound wave disturbance are also difficulties in this field for further analysis.

To make better choices for each ADAS function in sensor selection, features about the above four exterior sensors are concluded and compared in Fig.2. As can be seen, LiDAR is the most expensive perception sensor and requires for large computation cost, but it shows the best performance in all other features. Camera is suitable for perception in almost all fields, for this reason, it is the most widely used sensor in current ADAS market. Long-range radar is specific useful in distance detection, while ultrasonic sensor is the cheapest, which is affordable for vehicle of different qualities.

E. Localization Sensors

In addition to the traditional exteroceptive sensors mentioned above, there are some other types of sensors focusing on geolocation information collection, which helps for environment detection, vehicle motion decision and future path planning. Global positioning system (GPS) and inertial measurement unit (IMU) are representatives of this type of sensors.

GPS works by receiving data from more than three satellites to figure out the current time and position [41]. This kind of information can be utilized for vehicle navigation. The advantage of using GPS is that with the existing maps, the approximate location of a vehicle can be located. However,
GPS is only accurate to around 1-2 meters, and it requires map data updating in time [42]. Moreover, the signal from satellites can be very weak in indoor areas such as tunnels, and high-rise buildings in a city may also influence signal receiving [43]. IMU sensor provides internal movement information by measuring a vehicle’s acceleration along X, Y, Z axes. It shows the vehicle motion trace rather than self-location information and the accuracy degrades along the time, due to error accumulation [44]. However, integrating those localization sensors with novel mapping sensors like LiDAR can help to reduce positioning cost to a certain extent [45], improve the accuracy to only a few centimeters, and relieve from the computation pressure of real-time calculation.

III. PREDICTION ALGORITHMS

In this section, state-of-the-art researches about ADAS implementation methods are presented. These algorithms use raw data collected directly from the above perception sensors and obtain relevant features for ADAS to achieve the purpose of assisting or warning drivers.

ADAS functions can be classified into several sections, according to their oriented approaches and practical driving assistant efficacies [15]. In this paper, ADAS functions are concluded into three main types as in Table II, based on detailed ADAS targets. Supporting hardware sensors for each function are also marked in the above table. In this case, the following subsections are organized to explain the implementation algorithms about ADAS based on perception sensors in detail.

A. Traffic Sign Detection

Traffic sign detection, which has raised much attention in recent years, is an inevitable task for ADAS and intelligent vehicles. Since traffic signs present with different colors and shapes, there are many solutions to make detection and classification. In this section, recent works about traffic sign detection are categorized based on the sensor usage.

1) Camera-Based: Due to the advanced computer vision technology and the efficient image processing, camera is already used as the main sensor for traffic sign detection. The pattern recognition is realized based on traditional methods like color, Histogram of Oriented Gradient (HOG) or edge feature extraction or machine learning [46].

[47] has raised a semi-supervised learning approach and used limited numbers of labeled signs to train a large number of traffic signal recognition. They extract signal features from color, edge features, HOG features, and train models based on the above three tags using different feature sets. Samples with high confidence are added into labeled data set for following convolutional neural networks (CNN) model training and final classification results come from the Adaboost algorithm.

The machine learning-based method is regarded as a fast and simple recognition solution. In this case, it is attractive to find out the most suitable framework via methods comparison. In [48], authors have made an algorithm comparison of convolutional neural networks like region based CNN (R-CNN), region based fully convolutional network (R-FCN), single shot multibox detector (SSD) and you only look once (YOLO), based on their performance in object detection using color image. They present their final result referring to the metrics, namely mean average precision, memory usage, running time, number of parameters, and so forth, and give recommended algorithms based on different requirements. [49] has compared several stochastic gradient descent optimization algorithms and analyzed their influence on CNN about the traffic signal detection work.
Owing to the depth information limitation of cameras, traffic sign can be very small in images. In this case, many researches have been made specifically on small pattern detection in traffic recognition task.\cite{50} has tried to tackle small size sign detection using ResNet-50 network to build a pyramidal framework and combined features extracted from different layers to obtain high-level semantic feature maps in all scales. In\cite{51}, a multi-scale cascaded R-CNN has been presented to tackle the traffic signal recognition problem in small size and low resolution under bad weather condition.\cite{52} proposed a method using diverse region based CNN (DR-CNN) concatenating features from both shallow layers and deep layers to improve the accuracy of small traffic sign detection. The fused feature map of different layers can provide higher resolution and larger semantic information, and the point-wise convolution in this algorithm help weaken invalid background noise, which all benefit in small pattern detection.

2) Sensor-Fusion: The detection only based on cameras is limited by many real-life factors like weather condition, shadows of surrounding objects, environment light and so on. The fusion of other sensors is for this reason necessary to improve robustness and reliability of traffic sign detection task.

Owing to the limitation of monocular camera in position collection,\cite{53} has built a novel system integrating both mobile LiDAR and digital images. Mobile LiDAR is mainly used for signal position detection by figuring out their point cloud features according to prior knowledge of traffic poles. After the confirmation of signal position, segmentation of signal point cloud is projected onto digital image for content classification. A convolutional capsule has been used in\cite{54} to recognize different types of traffic signs.

\cite{55} has fused LiDAR sensor, ±360° camera with GPS based on mobile mapping system to locate traffic signs. The panoramic video captured by camera is processed for traffic signal detection as the first step, since image processing technique is much quicker than other related methods. Other sensors are used for traffic position detection and collation to avoid false positives.

Apart from traffic signs recognition, the detection of traffic light state is also an important task for ADAS. Unlike variable types and different locations of traffic signs, traffic lights are usually built on the cross and generally include three visible states. In this case,\cite{56} has presented a traffic light recognition method based on camera detection and 3D map information. With the help of other self-location hardware embedded on the host vehicle, the location of surrounding traffic lights can be obtained previously. The region of interest about traffic lights in the image can then be fed into CNN for further classification.

3) Other Related Works: Since all the traffic signs are placed outdoor, there is definitely some degradation on the signs like losing colors or out of shape owing to poor maintenance. These kinds of problems may influence the accuracy of traffic sign detection. For this reason,\cite{57} has proposed a novel methodology to solve degraded traffic sign recognition. They use a novel flexible linear mapping technique to first fix outer rim color fade problem and then send the output into a flexible Gaussian mixture dynamically updating split and merge scheme to capture the feature of the original signal. It shows a superior outcome compared with traditional hand crafted feature method, which can greatly improve the performance of traffic sign detection technology in actual application scenarios.

The images captured directly from camera also include a lot of unrelated pixels related to the background environment, which will cause large computation cost and even a reduction of accuracy. To help build a slimmer and more accurate traffic sign classification system,\cite{58} has presented a two-lightweight convolutional neural network, which is specially suitable for intelligent mobile vehicle system. The first one focuses on feature distillation, which serves for the second traffic classification network. In this case, there will be fewer parameters and lower computations in the second network than that of the first one.

B. Road Detection System

Many ADAS functions can be included into road detection system like lane departure warning, lane centering, lane change assistance, adaptive cruise control, intersection assistance, and so on. Among them, the perception of road scenarios and detection of painted lane markers are the principal tasks and they are vital challenges for safety insurance. In this section, road detection tasks are introduced according to camera-based and sensor fusion approaches.

1) Camera-Based: Most of current mature road detection systems are based on vision technology, owing to extensive computer vision knowledge background and cost-effective character of cameras.\cite{59}.

To improve road detection methods based on camera and extend classification image dataset in this field,\cite{60} has raised a large-scale dataset named DrivingScene containing traffic scenarios under different weather condition, road structure driving locations and so forth. Based on this dataset, they have also proposed a novel multi-label neural network for category prediction learning and supervised learning. Their network can extract features from different sizes of inputs and reserve the most of image information.

The deep learning algorithm is the most popular choice for image process and the application of deep learning in traffic detection shows a rapid increase compared with conventional approaches. Among them, the convolutional neutral network is most commonly used thanks to its powerful extraction ability and superior robust performance.\cite{61} has presented a hybrid 2D-3D CNN model based on transfer learning to make the semantic detection of road space.\cite{62} has rebuilt the surrounding 3D construction with the high-density information from stereo camera for scene detection by putting point clouds feature into a pre-trained mode to make scene classification.

For painted lane detection researches,\cite{63} has proposed a novel lane detection method by transferring the image lane structure into a waveform, which strengthens the lane marking features and helps to simplify the detection process when approaching or departing lane markers. When it comes to complex road conditions, the machine learning method is used with pretreated collected image data to eliminate non-lane regions before the generation of waveforms.
Due to the movement of vehicles and the possible influential environment factors, \cite{64} has proposed a multiple of continuous driving scenes detection to reduce false negatives of lane detection via a hybrid deep neural network. It has combined deep convolutional neural networks (DCNN) and deep recurrent neural networks (DRNN), in which DCNN is used for semantic segmentation manner and DRNN shows its time-series analyzing capability to process with continuous image frames. This system specially suits for lane detection in real-world since the time-series processing offers much more information for lane feature extraction and host vehicle motion prediction.

Considering structural features in visual signal detection, \cite{65} has introduced a multi-task deep convolutional network by integrating CNN and RNN detectors. CNN is responsible for lane structure modeling using pre-trained geometric information model, while RNN is applied for lane boundary detection. Moreover, due to the prediction ability of RNN, this system can also be used to fix the hidden lane boundary caused by obstacles on the lane, which is useful in practical traffic scenes.

\cite{66} has presented a self-attention distillation (SAD) method in a lane detection task. This model can learn from itself without any other addition label requirement and external supervision. It can be attached to any feed-forward convolutional neural networks to pre-train model preparing for lane detection without additional real-time computation cost. Similar to \cite{66, 67} has presented an attention module by combining self-attention and channel attention. They utilize global and channel content together to distinguish whether a pixel belongs to lane marker or not, and in this case, realize the lane detection task.

\cite{68} has presented a lane detection method with stereo camera. The stereo image information is mainly used for obstacle segmentation and results are fed into self-adaptive traffic lane model for parallel lane detection. The self-adaptive traffic lane model is designed in Hough Space with maximum likelihood angle region of interest (ROI) and dynamic poles detection ROI. Based on the lane feature and range from host vehicle, detected lanes are classified to provide traffic rules for drivers.

2) Sensor-Fusion: Finding out the region of roads can be much easier with the 3D environment structure information from LiDAR sensor.

In \cite{69}, a novel road detection method is introduced by fusing monocular camera and LiDAR sensor. A framework named conditional random field (CRF) is used to change road detection task into a binary labeling problem. The point cloud information and image pixels from the two sensors are labeled serving for road boundary detection. \cite{70} has presented a novel fusion fully convolutional neural network and integrate camera image with LiDAR points clouds for road detection. The innovation in this system is training to make cross connections between the two sensor information processing branches in all layers, which shows the best performance among all other similar FCN systems.

Since the depth available and more robust information from LiDAR can help monocular camera to better detect and segment the environment content, many researches begin to integrate these two sensors together on road detection tasks. However, the simple sensor data fusion approaches, like directly projecting 3D LiDAR data into 2D image plane, can cause reduction of depth information, which makes road areas even less distinguishable in following process. \cite{71} has introduced a novel progressive LiDAR adaptation-aided road detection (PLARD) method to help LiDAR data more compatible with image information. This approach uses altitude difference-based transformation to align 3D data with perspective view and applies cascaded fusion structure for feature adaptation. Through the two adaptation modules, they exploit most of information from these sensors and largely improve the robustness of road detection in urban scenes.

C. Moving Object Detection

Moving object detection is one of the most significant tasks for ADAS. It is responsible for surrounding environment detection and object classification. Object position, moving speed and even motion intention are also sometimes required to be figured out in this subsystem. These information analyzed from sensors ensures driving safety and works for ADAS like collision avoidance, parking assistance, pedestrian protection, cross traffic alert and so on. According to hardware application, it can be categorized into camera-based, LiDAR-based and sensor fusion methods.

1) Camera-Based: With direct color view capture ability, camera is always regarded as the most traditional and suitable sensor for object detection. Although there are some limitations about usage condition of camera, some new methods are proposed to improve camera behavior in this task.

To overcome low-resolution capture feature of visible-light camera at a dusky lighting condition, \cite{72} has used faster R-CNN in their present. The modified faster R-CNN is trained and a random additive white gaussian noise is added in this system for better robust performance against noise and illumination. In the practice test, the weighted summation of successive frame features is added in this application to provide temporal information.

\cite{73} has come up with three novel deep learning solutions based on YOLO to make up for limitation of camera performance in bad weather condition, like hazy days. A weighted combination layer is introduced in their presentation to raise pedestrian detection accurate output. To relieve computation pressure, linear bottleneck and depth wise separable convolution are used, which can lead to lower computation cost and fewer parameters.

Due to distinctiveness of human-like object detection, thermal sensor shows a superior performance in long-distance and low visibility environments. \cite{74} has introduced a novel pedestrian detection framework, which shows great performance in all day lighting condition using camera information only (monocular and thermal camera). The multi-spectral information under daytime and nighttime is firstly collected and is put into two-stream deep convolutional neural networks to extract data features under different illumination conditions, which benefits in the semantic segmentation and pedestrian detection.
In fact, the velocity of object is also possible to be obtained once the detection and classification process are finished. The base of velocity detection is the acquisition of depth information. A dynamic simultaneous localization and mapping (SLAM) algorithm is presented in [75], which extracts velocity information using a RGB-deep (RGB-D) camera. Semantic segmentation in this experiment is used for rigid object motion estimation without the requirement of any other prior knowledge, which greatly helps the detection of object speed and provides assistance in implementation tasks, like collision avoidance and adaptive cruise control.

2) LiDAR-Based: Traditional camera is unable to obtain distance information and it is also challenging to detect small objects on image owing to the limited resolution. In this case, LiDAR is another suitable alternate for camera in object detection task. The larger field of view and higher density environment information make LiDAR a right detection sensor.

[76] has showed a traditional method for pedestrian recognition using 3D LiDAR. The 3D point cloud data collected from LiDAR is firstly projected on the 2D plane and then is computed by a support vector machine (SVM) pre-trained classifier for pedestrian selection. Once it is recognized as a pedestrian, the information about initial 3D points cloud position and velocity of host vehicle will be considered together for pedestrian tracking. The surrounding information like curb position and road width will be taken into account to avoid the possible collision accident.

[77] has also proposed a real time object detection and classification system using LiDAR sensor alone. It is an end-to-end training approach based on extending YOLO-v2. The 3D LiDAR point cloud data is first projected into two bird’s eye view grid map for height and density feature extraction and then is fed into this framework for 3D bounding boxes marking for object detection. With information from LiDAR point cloud, the system present acceptable accuracy and real time performance.

[78] has made a great contribution and breakthrough in the LiDAR usage. A novel architecture for object detection based on 3D LiDAR data is introduced in this paper. It unifies feature extraction from point cloud data and 3D bounding boxes, and make together in a trainable deep network named VoxelNet, which simplifies the procedure of 3D detection since there is no need to extra project 3D points cloud into 2D plane. It makes the most of sparse point structure feature of LiDAR sensor and the parallel processing method of VoxelNet raise efficiency of computation. Based on the superior 3D object detection result, it shows encouraging results in classification of objects, such as pedestrians and cyclists.

[79] has designed a multi-view semantic learning network (MVS) based on LiDAR data. The multiple view generator (MVG) module projects 3D point cloud into bird’s eye view, rotated front view, rotated left view and rotated right view, which ensures the preservation of low-level feature. Spatial recalibration fusion module is used for four views’ alignment to prepare for object detection in the following 3D region proposal network (RPN) module.

3) Sensor-Fusion: In order to integrate the advantages of different sensors and present more accurate real-time results, sensor fusion methods are put forward.

[80] has presented a real-time multi-modal vehicle detection methodology together with color camera and 3D LiDAR. LiDAR, as the sole sensor in this present, is applied for providing dense-depth map and reflectance map. Camera, in this design, is used for the alignment of 3D LiDAR to reduce the misdetection rate. The three individual data modalities serve as the input of a Deep ConvNet-based framework to generate bounding boxes of each vehicle in the detection results. This decision-level fusion surpasses a lot compared with individual modality detectors, which shows superior performance on road vehicle perception.

Sensor fusion detection method of [81] is based on CNN and image upsampling theory. By extracting depth features from point cloud of LiDAR data, the greatest limitation of RGB camera can be remedied. RGB data together with depth information is sent into a deep CNN for feature learning using purely supervised learning to make object detection and classification. Compared with traditional methods that use camera or LiDAR only, the sensor fusion approach shows higher accuracy and superior classification performance.

To make better use of LiDAR sensor, [82] has raised a complementary object identification approach with the fusion of 3D LiDAR and vision camera. To reduce processing time, object-region from 3D spatial information is firstly extracted using 3D LiDAR in three steps: figuring out ground area from 3D point cloud and making the removal, segmenting the rest non-ground point into isolation and then generating the final region proposal, which can be used as the inputs of CNN model. The object classification result is presented after the feature extraction in CNN.

[83] has realized object detection with the fusion of 3D LiDAR and stereo camera rather than the traditional vision camera, since the depth and stereo information from camera can improve 2D bounding boxes to 3D, which helps to compute efficiently. The 3D features can be further extracted by structured SVM and the outputs are fed into a 3D object detection neural network to predict 3D bounding boxes of objects. These high-quality 3D object detection results show better classification performance in CNN model.

IV. THE APPLICATION OF ADAS

Although hardware performance like accuracy and implementation capability for ADAS keeps improving, sensor installation on vehicles is all in readiness, and the related technologies develop quickly, it is still challenging for further promotion on ADAS deployment. Therefore, it is necessary to make corresponding localization adjustments for the regions where vehicles are actually used in order to fit for specific weather conditions, traffic features and humanistic environments.

The current most popular classification about automated driving and ADAS is the taxonomy from SAE 2016, which determines driving automation level classification by distinguishing the charging role during the whole dynamic driving task between driving user and driving system. Moreover, in this recommended practice document, it has also raised some
examples about specific ADAS features based on each level like ACC, LDW, BSW, and so on. This clear and structured taxonomy is definitely helpful for automobile manufacturers and it is also useful in the planning of the overall intelligent vehicle development. Actually, before the SAE taxonomy released in 2016, there are also some other simple reports or policies which are made to set simply definitions about levels of vehicle automation. In 2013, the national highway safety administration (NHTSA) of USA defined the levels of vehicle automation for the first time in the world for intelligent vehicle institutes, which made a preparation for automated vehicle development. Based on this, other hardware or electric elements standards were made to keep pace with the intelligent vehicle development. Related novel features added on vehicles were also equipped in their new car assessment program (NCAP) for safety test. However, descriptions of each level in this document are in loosely descriptive terms and the definition of each term is not quite specific. In late 2013, German federal highway research institute posted their standard in ‘Legal consequences of an increase in vehicle automation’, which is performed based on German law, and it is also the main reference of SAE standard.

On basis of these classification standards, at the end of 2020, China published the national standard for the automatic classification of automated driving. Compared with previous classification standards, the taxonomy in this standard is product-oriented and mainly defines the classification of driving automation systems and model technical requirements for the system, rather than requirements for driving automation system users. Except for automatic level definition, the documents about detailed definitions of ADAS features and specific feature testing methods were all released, such as sections of intelligent vehicle innovation and development strategy in China. It is planned in the strategy that by 2025, technological innovation, industrial ecology, infrastructure, regulations and standards, product supervision and network security system of intelligent vehicles in China will be basically formed. Smart cars that is able to realize conditional autonomous driving can be produced in mass production, and smart cars that is able to realize highly autonomous driving can be marketed in specific environments. The concept of “cloud” is proposed for the first time in this strategy, and it strives to realize a collaborative system between vehicles and other traffic participants, vehicles and vehicles, vehicles and road infrastructure, and vehicles and cloud service platforms. It not only formulates autonomous driving classification standards in China, which provides a basis for the subsequent promulgation of laws and regulations related to autonomous driving, but also provides guidelines for enterprises to develop autonomous driving, and helps accelerate the development of autonomous driving industries.

### TABLE III: ADAS Support in Commercial Vehicles

| Brand     | Country | Model             | LiDAR | Camera              | Radar                        | Ultrasonic | GPS | ADAS Features                                      |
|-----------|---------|-------------------|-------|---------------------|------------------------------|------------|-----|---------------------------------------------------|
| Tesla     | USA     | Model S (AUTOPilot) | -     |                     | 1 Forward-facing Long-range   | 12         | ✓   | Emergency Braking System                         |
|           |         |                   |       |                     | 2 Short-range                |            |     | Lane Change Assistance                           |
|           |         |                   |       |                     | Lane Departure Warning       |            |     | Blind Spot Detection                              |
|           |         |                   |       |                     | Adaptive Cruise Control      |            |     | Pre-Collision Assist Braking                      |
|           |         |                   |       |                     | Lane Centering               |            |     | Lane Keeping                                     |
|           |         |                   |       |                     | Post Collision Braking       |            |     | Moving Object Detection                           |
| BWM       | Germany | 7 Series(Pro)     | -     |                     | 1 Long-range                 | 12         | ✓   | Traffic Signal Recognition                       |
|           |         |                   |       |                     | 4 Short-range                |            |     | Active Distance Assist                            |
|           |         |                   |       |                     | Adaptive Cruise Control      |            |     | Active Lane Change                                |
|           |         |                   |       |                     | Turn Assist                  |            |     | Active Speed Limit Assist                         |
| Audi      | Germany | A8                | ✓      |                     | 1 Front Long-range           | 12         | ✓   | Emergency Stop Assist                             |
|           |         |                   |       |                     | 2 Front Multi-mode           |            |     | Blind Spot                                       |
|           |         |                   |       |                     | 2 Rear Multi-purpose         |            |     | Lane Keeping                                     |
|           |         |                   |       |                     | Traffic Signal Recognition   |            |     | Active Cruise Assist                              |
|           |         |                   |       |                     | Collision Avoidance Assist   |            |     | Collision Avoidance Assist                        |
|           |         |                   |       |                     | Traffic Sign Recognition     |            |     | Traffic Sign Recognition Speed Limit              |
|           |         |                   |       |                     | Distance Limit               |            |     | Adaptive Cruise Control                           |
|           |         |                   |       |                     | Pilot Assist                 |            |     | Lane Keeping Aid                                 |
|           |         |                   |       |                     | Passing assistance           |            |     | Collision Avoidance Assist                        |
|           |         |                   |       |                     | Blind Spot Information       |            |     | Traffic Jam Pilot                                |
| NIO       | China   | ES8 (NIOpilot)    | -     |                     | 1 Medium-range               | 12         | ✓   | Lane Keeping Assist                               |
|           |         |                   |       |                     | 4 Short-range                |            |     | Cross Traffic Alert-Front                         |
|           |         |                   |       |                     | Traffic Sign Recognition     |            |     | Traffic Sign Recognition Advanced Parking        |

TABLE III: ADAS Support in Commercial Vehicles

- Example: Tesla USA Model S (AUTOPilot) - LiDAR: 3 Front, 2 Side, 1 Rear, 1 Backward; Camera: 1 Forward-facing Long-range, 1 Short-range.
To make improvement of the ADAS deployment, in addition to specify automated standards according to each national condition, it is also important for vehicle companies to adjust the embedded ADAS features based on each region conditions. For example, cameras mounted outside vehicles may meet severe sunstrike due to sunlight angled almost horizontally in northern Europe especially during winter. And in Germany, owing to the lack of speed limit on parts of the autobahn, the speed differences between vehicles may become larger. Therefore, it is much challenging for features like speed detection and collision avoidance. Table III shows the specific ADAS features and the embedded hardware sensors of some famous vehicle companies from different areas. However, as can be seen, there are little differences in the hardware applications and providing ADAS features.

V. CONCLUSION

In this paper, basic perception sensors are introduced from their inherent features and the practical applications in commercial vehicles together with the supporting ADAS functions. Current novel algorithms and researches for ADAS implementation are briefly presented according to traffic signal recognition, road field detection and moving object detection.

In the last section of this paper, different versions of taxonomy about automated driving are listed and discussed. Corresponding projects and plans in China about automated driving and ADAS are presented in detail. This paper mainly focuses on ADAS features and introduces basic ADAS functions from both hardware supports and implemented algorithms, which provides a clear representation for newcomers in the automated driving field. We pay much attention on commercial vehicle construction and possible implemented researches, and also analyze the current ADAS application situation at the end of this paper. Through the efforts above, this paper is dedicated to show readers the mass production situation of ADAS and raise potential development for them.

For further development and wider deployment of ADAS, except for researches about hardware and algorithms, it is necessary to make standards and requirements combining local environment, and manufacturers shall adjust the basic ADAS features for region conditions.
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