Symmetry Constraints in Inflation, $\alpha$-vacua, and the Three Point Function

Ashish Shukla, Sandip P. Trivedi, and V. Vishal

Department of Theoretical Physics, Tata Institute of Fundamental Research, Colaba, Mumbai, 400005, India

E-mail: ashish@theory.tifr.res.in, sandip@theory.tifr.res.in, vishal@theory.tifr.res.in

Abstract: The Ward identities for conformal symmetries in single field models of inflation are studied in more detail in momentum space. For a class of generalized single field models, where the inflaton action contains arbitrary powers of the scalar and its first derivative, we find that the Ward identities are valid. We also study a one-parameter family of vacua, called $\alpha$-vacua, which preserve conformal invariance in de Sitter space. We find that the Ward identities, up to contact terms, are met for the three point function of a scalar field in the probe approximation in these vacua. Interestingly, the corresponding non-Gaussian term in the wave function does not satisfy the operator product expansion. For scalar perturbations in inflation, in the $\alpha$-vacua, we find that the Ward identities are not satisfied. We argue that this is because the back-reaction on the metric of the full quantum stress tensor has not been self-consistently incorporated. We also present a calculation, drawing on techniques from the AdS/CFT correspondence, for the three point function of scalar perturbations in inflation in the Bunch-Davies vacuum.
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1 Introduction

Inflation is a successful paradigm which explains the observed approximate homogeneity and isotropy of the universe. It also gives rise to perturbations due to quantum effects, which lead to the anisotropy of the CMB and seed the growth of large scale structure in the universe. During the inflationary epoch, the universe was approximately de Sitter space, which is a maximally symmetric solution to the Einstein’s equations with a positive cosmological constant. The symmetry group of four dimensional de Sitter space is $O(1, 4)$, with ten generators\(^1\). It is interesting to ask what constraints are imposed by this big symmetry group, which is approximately preserved during inflation, on the quantum fluctuations generated during the inflationary epoch. Such an analysis has been carried out by a number of authors, see [1–14].

The symmetry algebra of $O(1, 4)$ is the same as the symmetry algebra of a three dimensional Euclidean Conformal Field Theory. In [15–17], following the seminal works [18] and [19], single field slow-roll inflation was studied and it was shown that the symmetry constraints on the correlation functions of scalar and tensor perturbations can be expressed in terms of the Ward identities of conformal invariance. These Ward identities give rise to the Maldacena consistency condition, and additional similar constraints arising due to the special conformal transformations.

In fact, further study showed, [20], that these identities follow from the constraints of reparametrization invariance and should be generally valid. This allows the breaking of conformal invariance during inflation, due to the evolution of inflaton, to be incorporated systematically even beyond leading order in the slow-roll parameters. Related references where the constraints are often thought of as following from non-linear realization of conformal symmetries include [21–42].

The situation is analogous to what happens in a field theory which is not scale invariant. The correlations in such a theory still satisfy the Callan-Symanzik equation, which now involves contributions due to the non-vanishing of the beta functions. In the conformally invariant limit, the beta functions vanish and the Ward identities simplify and constrain the correlators in a more powerful way. In the near conformal limit, where the beta functions are small, there can still be significant constraints from the Ward identities. In the same way, for inflation it was found in [20] that the Ward identities are generally valid since they arise from the constraints of spatial reparametrization invariance, which is a gauge symmetry of general relativity, and must hold very generally. In the slow-roll limit, where there is approximate conformal invariance, these conditions can impose significant constraints on the correlation functions for the scalar and tensor perturbations.

An important aspect of this symmetry based analysis is that it is model independent. Constraints which arise, for example, in the approximately conformally invariant limit, probe basic features of the inflationary model in a model independent way. These constraints can have significant observational consequences, and can therefore give rise to model independent tests for the inflationary paradigm.

\(^1\)For our analysis, we will be interested only in the connected subgroup of $O(1, 4)$.
In this paper, we continue to explore these symmetry properties of the correlation functions for perturbations produced during inflation. In section 3, we consider a class of models which are not of the standard slow-roll type. Instead, in these models, called generalized single field models, the inflaton can roll quickly in units of the Hubble parameter, $H$, while the spacetime is still approximately de Sitter space. Using the earlier calculations of three and four point correlations for scalar perturbations in these models, \([43]\) and \([44]\), we explicitly check that the Ward identities derived in \([20]\) are in fact valid. Some checks of these Ward identities were carried out earlier in \([27]\).

It is usually assumed in inflation that the initial state of the universe, when inflation commenced, was the Bunch-Davies vacuum. This assumption is well motivated. It corresponds to taking the modes with wavelength much smaller than $H^{-1}$ to be in their “ground state”, i.e. in the state they would occupy in Minkowski space. The physical picture here is that at length scales much smaller than the Hubble scale the universe should be well approximated by Minkowski space. One positive feature of this choice is that the back-reaction due to the quantum stress tensor in this vacuum is small, and this makes the calculations, where only classical effects are included to leading order, self-consistent and well justified.

However, since one of our purposes here is to examine various inflationary possibilities in a more model independent manner, we turn next to examining the Ward identities mentioned above in a class of vacua called $\alpha$-vacua, which are different from the Bunch-Davies vacuum. For a suitable choice of parameters these vacua preserve conformal invariance in de Sitter space, see \([45]\). It is therefore quite interesting to ask if the Ward identities hold in these vacua as well, since the approximate conformal invariance of these vacua in inflation could then also lead to significant constraints on correlation functions. There is one drawback to these vacua, however. Modes of arbitrarily short wavelength in these vacua can be viewed as being highly excited as compared to their ground state in the Minkowski vacuum. As a result, the quantum stress tensor in these vacua is not small, and in fact is expected to diverge. This gives rise to a question as to whether such vacua can in fact arise in a self-consistent way in any inflationary model.

Since the thrust of our analysis is a model independent one, only tied to symmetry considerations, we lay aside this worry in the beginning. In section 4, to begin with we study a probe scalar field, for which the quantum back-reaction can indeed be self-consistently neglected by taking the $M_{Pl} \to \infty$ limit (while keeping $H$ fixed). We verify that the $\alpha$-vacua do preserve the full conformal symmetry\(^2\). In an interacting theory obtained by adding a cubic term, we find that the resulting three point function does satisfy the Ward identities of conformal invariance, as expected. This analysis in the probe case serves as a test of some of the basic issues involving the $\alpha$-vacua.

Next, we turn to the more complicated case of inflation. Working with the same vacua, we calculate the three point function for scalar perturbations and find that the Ward identities now do not hold. For example, we find that the Maldacena consistency condition is violated. We argue that this violation is because the back-reaction has not

---

\(^2\)This is true barring some subtleties involving zero modes for a massless field which we do not address, see \([45, 46]\).
been included consistently for the analysis in these vacua. Unlike the probe case, we cannot set $M_{Pl}$ to be infinite here because the perturbations involved arise from gravity itself. It is therefore not consistent to neglect the back-reaction of the quantum stress tensor while incorporating quantum effects also suppressed in $M_{Pl}$ for the calculation of the three point function. This inconsistency, we argue, is why the Ward identities do not hold.

To elaborate on this some more, the Ward identities, as we have mentioned above, arise because of spatial reparametrization invariance. The conditions ensuring this invariance are in fact part of the Einstein equations. By neglecting the back-reaction we do not meet the Einstein equations consistently. It is therefore not surprising that the Ward identities, which are consequences of these equations, are also not met.

We end the paper in section 6 by discussing the scalar three point function in slow-roll inflation in some detail. This correlation function, which is observationally most significant in the study of non-Gaussianity, was first calculated in [18]. The Ward identities suggest a somewhat different way to calculate this correlation function. These identities relate the three point function to a scalar four point function in a particular limit, with the coefficient of the four point function being suppressed by a power of the slow-roll parameter $\dot{\phi}/H$. This suggests that the leading slow-roll result for the three point function can be calculated from the four point function in the de Sitter approximation (where the slow-roll parameters can be set to vanish). We make this explicit in section 6 by carrying out the calculation along these lines. We show that replacing one of the legs in the four point calculation in de Sitter space with a factor of the slow-roll parameter $\dot{\phi}/H$ does give the correct result for the three point function. This way of thinking about the three and higher point correlators, motivated by the AdS/CFT correspondence, and the resulting discussion of the Ward identities was implicit in some of the earlier literature, [16], and has also played an important role in the recent discussions in [47].

The paper also includes appendices A-F which give additional important details.

Notation: The Planck mass is given by $M_{Pl} = 1/\sqrt{8\pi G}$. We denote the conformal time coordinate by $\eta$. Spatial three vectors are denoted by boldface letters, e.g. $\mathbf{x}, \mathbf{k}$ etc. $\mathbf{k}_a, a = 1, 2, \ldots$ denotes the momentum vectors $\mathbf{k}_1, \mathbf{k}_2, \ldots$ etc, whereas $k^i, i = 1, 2, 3$ denotes the components of $\mathbf{k}$. The magnitude of a vector is denoted by the corresponding ordinary letter, e.g. $x \equiv \lvert \mathbf{x} \rvert$. A dot above a quantity denotes ordinary time derivative, e.g. $\dot{f} \equiv df/dt$.

2 Basic Properties of de Sitter Space

We start by presenting some key properties of de Sitter space, which we will refer to throughout the rest of the paper. Four dimensional de Sitter space in planar coordinates is given by the line element

$$ds^2 = -dt^2 + e^{2Ht}dx^i dx_i,$$

where $-\infty < t, x^i < \infty$. In our calculations, we will make use of the conformal time coordinate $\eta$, given by

$$\eta = -\frac{1}{H} e^{-Ht},$$

(2.2)
where $-\infty < \eta \leq 0$. The line element in eq. (2.1) then takes the form

$$ds^2 = \frac{1}{H^2\eta^2} (-d\eta^2 + dx^i dx_i).$$

(2.3)

Note that the coordinates $(t, \mathbf{x})$ or $(\eta, \mathbf{x})$ cover only half of de Sitter space.

Four dimensional de Sitter space has the following isometries,

(i) Translations: $x^i \rightarrow x^i + \epsilon^i$;

(ii) Rotations: $x^i \rightarrow x^i + \omega_j^i x^j$, $\omega_{ij} = -\omega_{ji}$;

(iii) Dilatations: $\eta \rightarrow (1 + \epsilon)\eta$, $x^i \rightarrow (1 + \epsilon)x^i$;

(iv) Special Conformal Transformations: $\eta \rightarrow (1 + 2b \cdot \mathbf{x})\eta$,

$$x^i \rightarrow x^i + 2b \cdot \mathbf{x} x^i + b^i(\eta^2 - \mathbf{x}^2).$$

(2.4d)

Here, the parameters $\epsilon^i, \omega_{ij}, \epsilon$ and $b^i$ are all infinitesimal. These isometries impose important constraints on the correlation functions of inflationary perturbations.

### 3 Conformal Invariance and General Single Field Models of Inflation

The canonical single field slow-roll models of inflation are characterized by the action

$$S = \frac{M_{Pl}^2}{2} \int d^4x \sqrt{-g} \left( R - g^{\mu\nu} \partial_\mu \phi \partial_\nu \phi - 2V(\phi) \right),$$

(3.1)

where $V(\phi)$ is the potential for the inflaton $\phi$. For inflation to occur, the potential is assumed to be approximately flat over a range of values for $\phi$. The inflaton evolves slowly along this flat part during inflation, leading to exponential expansion. In the homogeneous limit, the inflaton is purely a function of time, $\phi = \bar{\phi}(t)$, and the metric is the unperturbed FRW metric,

$$ds^2 = -dt^2 + a(t)^2 \delta_{ij} dx^i dx^j,$$

(3.2)

where $a(t)$ is the scale factor of the universe. The metric can equivalently be expressed in terms of the conformal time coordinate $\eta$ as

$$ds^2 = a(\eta)^2 (-d\eta^2 + \delta_{ij} dx^i dx^j).$$

(3.3)

Also, the Hubble parameter is given by

$$H = \frac{\dot{a}}{a}.$$  

(3.4)

\[ ^3 \text{The general relation between the ordinary time } t \text{ and the conformal time } \eta \text{ is } \]

$$d\eta = \frac{dt}{a(t)}.$$
The homogeneous field $\bar{\phi}$ satisfies the equations

$$
\begin{align*}
3H^2 &= \frac{1}{2} \ddot{\bar{\phi}}^2 + V(\bar{\phi}), \\
\dot{H} &= -\frac{1}{2} \dot{\bar{\phi}}^2, \\
0 &= \dddot{\bar{\phi}} + 3H\dot{\bar{\phi}} + \frac{dV(\bar{\phi})}{d\bar{\phi}}.
\end{align*}
$$

(3.5)

The slow-roll conditions are imposed by setting the slow-roll parameters $\epsilon_1, \delta_1$ to be much less than unity, where

$$
\begin{align*}
\epsilon_1 &= -\frac{\dot{H}}{H^2}, \\
\delta_1 &= \frac{\dddot{H}}{2HH}.
\end{align*}
$$

(3.6, 3.7)

The slow-roll criterion $\epsilon_1, \delta_1 \ll 1$ ensures that the universe remains approximately de Sitter during the inflationary phase. The slow-roll conditions can also be expressed in terms of the slow-roll parameters $\epsilon, \delta$, where

$$
\begin{align*}
\epsilon &= \frac{1}{2} \frac{\dot{\bar{\phi}}^2}{H^2}, \\
\delta &= \frac{\dddot{\bar{\phi}}}{H\dot{\bar{\phi}}}.
\end{align*}
$$

(3.8, 3.9)

Note that $\epsilon = \epsilon_1$ and $\delta = \delta_1$ in the canonical slow-roll model due to the background equations eq.(3.5). Another set of slow-roll parameters are the potential slow-roll parameters, defined by

$$
\begin{align*}
\epsilon_v &= \frac{1}{2} \left( \frac{V'}{V} \right)^2, \\
\eta_v &= \frac{V''}{V}.
\end{align*}
$$

(3.10)

In the slow-roll approximation, these are also related to the parameters $\epsilon_1, \delta$ due to the background equations eq.(3.5), via $\epsilon_v = \epsilon_1$ and $\eta_v = \epsilon_1 - \delta$.

Perturbations to the homogeneous situation discussed above are introduced in the ADM formalism. The metric in the ADM formalism takes the form

$$
\begin{align*}
ds^2 &= -N^2dt^2 + h_{ij}(dx^i + N^i dt)(dx^j + N^j dt),
\end{align*}
$$

(3.11)

where $h_{ij}$ is the induced metric on the spatial three surface labeled by time $t$, and $N, N^i$ are the lapse and shift functions, respectively. One needs to make a choice of gauge to fix the diffeomorphism invariance of the theory. A convenient choice is the synchronous gauge, defined by imposing the conditions

$$
N = 1, N^i = 0.
$$

(3.12)
The perturbed metric in this gauge has the form
\[ h_{ij} = a^2 [(1 + 2\zeta)\delta_{ij} + \tilde{\gamma}_{ij}], \]  \hspace{1cm} (3.13)

where \( \zeta, \tilde{\gamma}_{ij} \) are the scalar and tensor perturbations in the metric, respectively, with \( \tilde{\gamma}_{ij} \) being traceless. The perturbed inflaton is given by
\[ \phi = \phi(t) + \delta\phi(t, \mathbf{x}). \]  \hspace{1cm} (3.14)

Note that in the ADM formalism \( \phi, h_{ij} \) are the dynamical variables, whereas \( N, N^i \) are Lagrange multipliers. One thus needs to impose the equations of motion of \( N, N^i \) as constraints in the gauge eq. (3.12). In the wave function of the universe approach, the equations of motion of \( N, N^i \) correspond to time and spatial reparametrization invariance of the wave function. In [20], general Ward identities were derived for single field models of inflation as a consequence of these reparametrization invariance constraints. These Ward identities are satisfied by the correlation functions of the curvature perturbation \( \zeta \), and the transverse and traceless tensor perturbations \( \tilde{\gamma}_{ij} \).  \(^4\)

For instance, for a scaling transformation, we have
\[
\left( 3(n - 1) + \sum_{a=1}^{n} k_a \frac{\partial}{\partial k_a} \right) \langle \zeta(k_1) \cdots \zeta(k_n) \rangle' = \frac{1}{\langle \zeta(k_{n+1}) \zeta(-k_{n+1}) \rangle'} \langle \zeta(k_1) \cdots \zeta(k_{n+1}) \rangle \bigg|_{k_{n+1} \to 0},
\]  \hspace{1cm} (3.15)

where \( \cdot' \) on a correlation function denotes the suppression of the overall momentum conserving \( \delta \)-function; for e.g.
\[
\langle \zeta(k_1) \cdots \zeta(k_n) \rangle = (2\pi)^3 \delta^3 \left( \sum_{a=1}^{n} k_a \right) \langle \zeta(k_1) \cdots \zeta(k_n) \rangle'.
\]  \hspace{1cm} (3.16)

Similarly, for special conformal transformations, we have the Ward identity
\[
\langle \delta(\zeta(k_1)) \cdots \zeta(k_n) \rangle + \cdots + \langle \zeta(k_1) \cdots \delta(\zeta(k_n)) \rangle = -2 \left( b \cdot \frac{\partial}{\partial k_{n+1}} \right) \frac{\langle \zeta(k_1) \cdots \zeta(k_{n+1}) \rangle}{\langle \zeta(k_{n+1}) \zeta(-k_{n+1}) \rangle'} \bigg|_{k_{n+1} \to 0},
\]  \hspace{1cm} (3.17)

where \( \delta(\zeta(k)) \) is given by
\[
\delta(\zeta(k)) = \hat{\mathcal{L}}_k^b \zeta(k) + 6 b^m k^i \int \frac{d^3 \tilde{k}}{(2\pi)^3} \frac{1}{k^2} \zeta(k - \tilde{k}) \tilde{\gamma}_{im}(\tilde{k}) \]  \hspace{1cm} (3.18)
\[ + 2 b^m k^i \int \frac{d^3 \tilde{k}}{(2\pi)^3} \frac{1}{k^2} \tilde{\gamma}_{ij}(k - \tilde{k}) \tilde{\gamma}_{jm}(\tilde{k}), \]

and the operator \( \hat{\mathcal{L}}_k^b \) is given by
\[
\hat{\mathcal{L}}_k^b = 2 \left( k \cdot \frac{\partial}{\partial k} \right) (b \cdot \frac{\partial}{\partial k}) - (b \cdot k) \left( \frac{\partial}{\partial k} \cdot \frac{\partial}{\partial k} \right) + 6 \left( b \cdot \frac{\partial}{\partial k} \right). \]  \hspace{1cm} (3.19)

\(^4\)In the gauge eq.(3.12), the tensor perturbations \( \tilde{\gamma}_{ij} \) can be made transverse, \( \partial_i \tilde{\gamma}_{ij} = 0 \), at late times, using the spatial reparametrization \( x' \to x' + v'(x) \).

- 7 -
Here, we have reproduced the Ward identities satisfied by the correlation functions of $\zeta$. Similar Ward identities are satisfied by the correlation functions of the tensor perturbation $\hat{\gamma}_{ij}$ as well. For details, see [20].

We would now like to check the validity of these Ward identities for more general single field models of inflation, where the matter part of the Lagrangian density is an arbitrary function of the scalar field $\phi$ and its first derivatives. These models of inflation follow from the action (see [48, 49])

$$S = \frac{1}{2} \int d^4x \sqrt{-g} \left[ M_{Pl}^2 R + 2P(X, \phi) \right],$$

(3.20)

where

$$X = -\frac{1}{2} g^{\mu\nu} \partial_\mu \phi \partial_\nu \phi,$$

(3.21)

and $P(X, \phi)$ is an arbitrary function of $X, \phi$. The speed of sound parameter $c_s$ which characterizes these general single field models of inflation is defined as

$$c_s^2 = \frac{P_{,X}}{P_{,X} + 2XP_{,XX}}.$$  

(3.22)

Clearly, for the canonical slow-roll model of inflation, where $P(X, \phi) = X - V(\phi)$, the speed of sound is $c_s = 1$. For models with more general form of the matter Lagrangian $P(X, \phi)$ than the canonical slow-roll model, we have $c_s \neq 1$.

In these general models of single field inflation, one defines three “slow-variation parameters,” given by $\epsilon_1$, eq.(3.6), and

$$\eta_1 = \frac{\dot{\epsilon}_1}{\epsilon_1 H},$$

(3.23)

$$s = \frac{\dot{c}_s}{c_s H}.$$  

(3.24)

For inflation to occur, the three slow-variation parameters must be small,

$$\epsilon_1, \eta_1, s \ll 1.$$  

(3.25)

However, the parameter $\epsilon$, eq.(3.8), which is small in the canonical slow-roll model of inflation, need not be small for the more general models.\footnote{Consider, for instance, the DBI model of inflation [50, 51]. In this model, one has

$$P(X, \phi) = -\frac{1}{f(\phi)} \sqrt{1 - 2X f(\phi)} + \frac{1}{f(\phi)} - V(\phi),$$

where the inflaton $\phi$ is the position of a D3 brane moving in a warped throat, and $f(\phi)$ is the warping factor. The energy density and pressure for this model are given by}

$$\rho = \frac{1}{f(\phi) \sqrt{1 - 2X f(\phi)}} - \frac{1}{f(\phi)} + V(\phi),$$

and

$$p = -\frac{1}{f(\phi) \sqrt{1 - 2X f(\phi)}} + \frac{1}{f(\phi)} - V(\phi).$$
The two, three and four point functions for the curvature perturbation $\zeta$ in these models of inflation have been computed explicitly. For our purpose, we follow the references [43, 44]. We have reproduced their results in appendix A for completeness.

For the case of $n = 2$, the scaling Ward identity eq. (3.15) becomes,

$$\left(3 + \sum_{a=1}^{2} k_{a} \frac{\partial}{\partial k_{a}}\right) \left\langle \zeta(k_{1})\zeta(k_{2})\right\rangle' = -\left\langle\frac{\zeta(k_{1})\zeta(k_{2})\zeta(k_{3})\zeta(k_{4})'}{\zeta(k_{3})\zeta(-k_{3})'}\right\rangle'_{k_{3} \to 0},$$

which is also known as the Maldacena consistency condition. An explicit check for its validity in the $P(X, \phi)$ models of inflation was performed in [43], and it was found to hold true.

We now check the Ward identities eqs. (3.15) and (3.17) for the case of $n = 3$. Their explicit form is

$$\left(6 + \sum_{a=1}^{3} k_{a} \frac{\partial}{\partial k_{a}}\right) \left\langle \zeta(k_{1})\zeta(k_{2})\zeta(k_{3})\right\rangle' = -\left\langle\frac{\zeta(k_{1})\zeta(k_{2})\zeta(k_{3})\zeta(k_{4})'}{\zeta(k_{4})\zeta(-k_{4})'}\right\rangle'_{k_{4} \to 0},$$

for the scaling transformation, and for the special conformal transformation we have

$$\left(\sum_{a=1}^{3} \hat{L}_{k_{a}}\right) \left\langle \zeta(k_{1})\zeta(k_{2})\zeta(k_{3})\right\rangle = -2 \left( b \cdot \frac{\partial}{\partial k_{4}}\right) \left\langle\frac{\zeta(k_{1})\zeta(k_{2})\zeta(k_{3})\zeta(k_{4})'}{\zeta(k_{4})\zeta(-k_{4})'}\right\rangle'_{k_{4} \to 0}.$$

The speed of sound can be calculated using eq. (3.22), and is given by

$$c_{s} = \sqrt{1 - 2Xf(\phi)}.$$

Working in the homogeneous limit, the inflaton becomes purely a function of time, $\phi \equiv \phi(t)$. We then have $X = \dot{\phi}^{2}/2$. The speed of sound then becomes

$$c_{s} = \sqrt{1 - \dot{\phi}^{2}f(\phi)}.$$

In this model, the inflaton evolves relativistically, and the parameter $\epsilon$ defined in eq. (3.8) is not small. Consequently, the speed of sound is very small, $c_{s} \ll 1$. This gives an approximate expression for $\dot{\phi},$ \[|\dot{\phi}| \approx \frac{1}{\sqrt{f(\phi)}}.\]

Also, the Friedmann and continuity equations have the form

$$3M_{p}^{2}H^{2} = \rho,$$

$$\dot{\rho} = -3H(\rho + p).$$

Using these equations, one finds that the expression for the slow-variation parameter $\epsilon_{1}$, defined in eq. (3.6), is given by

$$\epsilon_{1} = \frac{3\dot{\phi}^{2}}{2\left(\frac{1}{2}(1 - c_{s}) + c_{s}V\right)} \approx \frac{3}{2} \frac{1}{1 + c_{s}fV},$$

where the approximate expression follows from the condition that $c_{s} \ll 1$. To get a de Sitter like phase of exponential expansion, one must have $\epsilon_{1} \ll 1$. Thus, the potential must satisfy the condition

$$2c_{s}fV \gg 1.$$
Using the expressions for the three and four point functions given in appendix A, we performed a check of these Ward identities on Mathematica. We find that the scaling Ward identity is met, since the LHS and RHS of eq.(3.27) vanish individually. Similarly, we find that the special conformal Ward identity, eq.(3.28), is also met. As discussed in appendix A, the four point function has two parts, one coming from a contact interaction term and the other from an intermediate scalar exchange. An interesting point to note is that the dominant contribution to the RHS of eq.(3.28) in the limit $k_4 \to 0$ comes from the four point contact interaction term, whereas the intermediate scalar exchange contribution is subleading. Let us note before we conclude this section that the special conformal Ward identity eq.(3.28) above is a generalization of the identity given in eq.(37) of [27]. Eq.(3.28) reduces to the identity in [27] if one substitutes $b \propto k_4$.

4 The Probe Approximation: A Massless Interacting Scalar Field in de Sitter Space

We now proceed to check the validity of the Ward identities for a family of vacuum states which respect conformal invariance, called the “$\alpha$-vacua” states, [45]. The properties of these vacuum states were also investigated in [52–57]. Our eventual aim is to investigate the possibility of having the $\alpha$-vacua as initial states in the inflationary scenario. However, in the present section, we consider the simpler case of a massless scalar field in de Sitter space with a cubic interaction term. This helps us in defining the interacting $\alpha$-vacua states. We then compute the three point function for the probe scalar field in an interacting $\alpha$-vacua state, and check for the conformal invariance of the resulting answer. The more interesting case of $\alpha$-vacua states in inflation is considered in the next section.

4.1 Defining the $\alpha$-vacua

We would like to first introduce the $\alpha$-vacua states in a free theory. These vacuum states can be most conveniently defined in terms of mode functions which are a generalization of the mode functions for a field in the Bunch-Davies vacuum state. We start by considering a massless free scalar field in de Sitter space. The action is given by

$$S = -\frac{1}{2} \int d^3x \, d\eta \, \sqrt{\frac{1}{H^2}} \, \partial_\mu \varphi \partial_\nu \varphi$$

$$= \frac{1}{2} \int d^3x \, d\eta \, \frac{1}{\eta H^2} \left( (\partial_\eta \varphi)^2 - \left( \partial_i \varphi \right)^2 \right),$$

where we have made use of the de Sitter metric given in eq.(2.3). The equation of motion for $\varphi$ can be obtained by varying the action eq.(4.1). It is given by

$$\varphi'' - \frac{2}{\eta} \varphi' - \partial^2 \varphi = 0,$$

where $\prime$ denotes a derivative with respect to the conformal time $\eta$, $\prime \equiv \partial / \partial \eta$. On quantization, the mode expansion for the scalar field $\varphi$ in the Bunch-Davies vacuum is given by

$$\varphi(\eta, x) = \int \frac{d^3k}{(2\pi)^3} \left[ a_k \, u_k(\eta) + a^\dagger_{-k} \, u^*_{-k}(\eta) \right] e^{i k \cdot x},$$

where $u_k(\eta)$ and $u^*_{-k}(\eta)$ are the mode functions, and $a_k$ and $a^\dagger_{-k}$ are the creation and annihilation operators, respectively.
where the mode functions $u_k(\eta)$ are given by

$$u_k(\eta) = \frac{H}{\sqrt{2k^3}}(1 + ik\eta)e^{-ik\eta}. \quad (4.4)$$

The free Bunch-Davies vacuum state $|0\rangle$ itself is defined as the state that gets annihilated by the operator $a_k$,

$$a_k|0\rangle = 0 \forall k. \quad (4.5)$$

The operators $a_k, a_k^\dagger$ satisfy the canonical commutation relations

$$[a_k, a_p^\dagger] = (2\pi)^3 \delta^3(k - p), \quad [a_k, a_p] = 0, \quad [a_k^\dagger, a_p^\dagger] = 0. \quad (4.6)$$

In [45], a two real parameter family of vacuum states for the free field $\varphi$ invariant under the connected de Sitter group was constructed. We denote such two parameter vacuum states by $|\alpha, \beta\rangle$. The mode expansion for the massless free scalar field in an $|\alpha, \beta\rangle$ vacuum state is given by

$$\varphi(\eta, x) = \int \frac{d^3k}{(2\pi)^3} \left[ b_k \tilde{u}_k(\eta) + b_k^\dagger \tilde{u}_k^*(\eta) \right] e^{ik \cdot x}, \quad (4.7)$$

where the mode functions $\tilde{u}_k(\eta)$ are given by

$$\tilde{u}_k(\eta) = \frac{H}{\sqrt{2k^3}} \left\{ A(1 - ik\eta)e^{ik\eta} + B(1 + ik\eta)e^{-ik\eta} \right\}. \quad (4.8)$$

with the normalization condition\(^6\)

$$|B|^2 - |A|^2 = 1. \quad (4.9)$$

The choice of parametrization that satisfies eq.(4.9) and respects de Sitter invariance is (see [45])

$$A = -ie^{i\beta}\sinh(\alpha),$$

$$B = \cosh(\alpha). \quad (4.10)$$

Thus, for every choice of values for the two real parameters $(\alpha, \beta)$, we get a unique set of mode functions $\tilde{u}_k(\eta)$, eq.(4.8), with the coefficients $A, B$ determined from eq.(4.10). The operators $b_k, b_k^\dagger$ appearing in the mode expansion act as the annihilation and creation operators, respectively, for the corresponding $|\alpha, \beta\rangle$ vacuum state. In particular,

$$b_k|\alpha, \beta\rangle = 0 \forall k, \quad (4.11)$$

with $b_k, b_k^\dagger$ satisfying the canonical commutation relations

$$[b_k, b_p^\dagger] = (2\pi)^3 \delta^3(k - p), \quad [b_k, b_p] = 0, \quad [b_k^\dagger, b_p^\dagger] = 0. \quad (4.12)$$

\(^6\)The condition eq.(4.9), when combined with eq.(4.12), leads to the standard commutation relation between the field $\varphi$ and its conjugate momentum $\pi$, given by $[\varphi(\eta, x), \pi(\eta, x')] = i\delta^3(x - x').$
From eq. (4.10), we see that the Bunch-Davies vacuum is a special case of the $|\alpha, \beta\rangle$ vacuum states, with $\alpha = 0$. More explicitly, the vacua $|\alpha, \beta\rangle$ are related to the Bunch-Davies vacuum $|0\rangle$ by

$$|\alpha, \beta\rangle = \prod_k \frac{1}{\sqrt{|B|}} \exp\left( \frac{A^*}{2B^*} a_k^\dagger a_{-k}^\dagger \right) |0\rangle. \quad (4.13)$$

We can see that the $|\alpha, \beta\rangle$ vacuum state contains excitations of the Bunch-Davies vacuum in pairs of particles which carry equal and opposite momenta. One can explicitly check that the state $|\alpha, \beta\rangle$ satisfies

$$\hat{P}|\alpha, \beta\rangle = \int \frac{d^3 p}{(2\pi)^3} p a_p^\dagger a_p |\alpha, \beta\rangle = 0. \quad (4.14)$$

The two sets of creation and annihilation operators $a_k, a_k^\dagger$ and $b_k, b_k^\dagger$ are related to each other by the Bogolyubov transformations

$$b_k = B^* a_k - A^* a_k^\dagger, \quad a_k = B b_k + A b_k^\dagger. \quad (4.15)$$

In this paper, for simplicity and clarity, we will restrict ourselves to the case where $\beta = 0$. As argued in [45], to get de Sitter invariance in global de Sitter space, we should set the parameter $\beta = 0$. Strictly speaking, this is true only for a massive scalar. The massless case being considered here is different due to subtleties coming from zero modes. We will ignore these subtleties in this paper, since our primary interest is modes with non-zero spatial momentum, $k \neq 0$. Also, in our discussion, we will study invariance only under the connected subgroup of the de Sitter symmetry group $O(1,4)$.

Setting $\beta = 0$ gives a one real parameter family of full de Sitter invariant vacuum states denoted by $|\alpha\rangle$; these states are called the “$\alpha$-vacua” states. From eq.(4.8) and eq.(4.10), the mode functions for the $\alpha$-vacua states are given by

$$\tilde{u}_k(\eta) = \frac{H}{\sqrt{2k}} \left\{ \cosh(\alpha)(1 + ik\eta) e^{-ik\eta} - i \sinh(\alpha)(1 - ik\eta) e^{ik\eta} \right\}. \quad (4.16)$$

Following eq.(4.13), the $\alpha$-vacua states can be expressed in terms of the free Bunch-Davies vacuum $|0\rangle$ as

$$|\alpha\rangle = \frac{1}{N} \exp\left( \frac{\alpha}{2} \tanh(\alpha) \int \frac{d^3 k}{(2\pi)^3} a_k^\dagger a_{-k}^\dagger \right) |0\rangle, \quad (4.17)$$

where we have substituted the values of $A, B$ from eq.(4.10) into eq.(4.13), and set $\beta = 0$. In eq.(4.17), $N$ is an overall normalization constant.

After defining the free $\alpha$-vacua states, we now move on to define the interacting $\alpha$-vacua states. Suppose that there is an interaction term for the field $\varphi$ in the action eq.(4.1), and the theory is not free. We propose that for such an interacting theory, the corresponding

\[\text{See [58] for a pedagogical discussion.}\]
interacting $\alpha$-vacua, denoted by $|\alpha\rangle_I$, are given by an expression of the form similar to the one in eq. (4.17),

$$|\alpha\rangle_I = \frac{1}{\sqrt{N}} \exp\left(\frac{i}{2} \tanh(\alpha) \int \frac{d^3k}{(2\pi)^3} a^\dagger_k a^\dagger_{-k} \right) |\Omega\rangle,$$

(4.18)

where $|\Omega\rangle$ is the Bunch-Davies vacuum of the interacting theory. As we show in appendix B, these vacua preserve conformal invariance.\(^8\)

Notice that the creation operators $a^\dagger_k$ which appear in eq. (4.18) are defined in terms of the free field $\varphi$ through the mode expansion eq. (4.3). This expansion is valid in the interaction picture as well, as the interaction picture field $\varphi_I$ behaves like a free field. Thus eq. (4.18) can be taken to be the definition of the $|\alpha\rangle_I$ vacuum in the interaction picture.

### 4.2 The Three Point Function in the $|\alpha\rangle_I$ Vacua

In this subsection, we consider the three point function which arises in an $\alpha$-vacuum for the interacting theory of a massless scalar field in de Sitter space, with a cubic self interaction term. The action is given by

$$S = -\int d^4x \sqrt{-g} \left( \frac{1}{2} g^\mu\nu \partial_\mu \varphi \partial_\nu \varphi + \frac{\lambda}{3!} \varphi^3 \right),$$

(4.19)

with the metric given in eq. (2.1). From the action eq. (4.19), we can read off the interaction Hamiltonian, which is given by

$$H_{\text{int}} = \int d^3x \ e^{3Ht} \frac{\lambda}{3!} \varphi^3.$$

(4.20)

We will compute the three point function using the in-in formalism. The general expression for the vacuum expectation value of an operator $O$ at time $t$ in the in-in formalism is given by

$$\langle \text{vac}|O|\text{vac}\rangle(t) = \langle \text{vac}|T\left(e^{i \int t_0^t H^I_{\text{int}}(t') dt'}\right)O_I(t)T\left(e^{-i \int t_0^t H^I_{\text{int}}(t') dt'}\right)|\text{vac}\rangle,$$

(4.21)

where the vacuum state $|\text{vac}\rangle$ is defined on an initial time slice located at $t = t_0$, $O_I$ is the operator $O$ written in the interaction picture, and $H^I_{\text{int}}$ is the interaction Hamiltonian in the interaction picture. $T$ and $\tilde{T}$ are the time and anti-time ordering operators, respectively.

Working to the leading order in the coupling constant, eq. (4.21) reduces to

$$\langle \text{vac}|O|\text{vac}\rangle(t) = \langle \text{vac}|O_I(t)|\text{vac}\rangle - i \int_{t_0}^t dt' \langle \text{vac}|[O_I(t), H^I_{\text{int}}(t')]|\text{vac}\rangle.$$

(4.22)

For the purpose of calculations, it will be beneficial if we express the vacuum expectation value in terms of conformal time. The expression then becomes

$$\langle \text{vac}|O|\text{vac}\rangle(\eta) = \langle \text{vac}|O_I(\eta)|\text{vac}\rangle - i \int_{\eta_0}^\eta d\eta' \langle \text{vac}|[O_I(\eta), H^I_{\text{int}}(\eta')]|\text{vac}\rangle.$$

(4.23)

\(^8\)There are some subtleties having to do with surface terms which appear in commutators for the special conformal transformations; see eq. (B.31). Also, we are once again ignoring subtleties having to do with the zero modes for the massless case, [45, 46].
We now come back to the case of our interest, eq.(4.19). Going to the interaction picture and converting to conformal time, we have

\[ H_{\text{int}}(\eta) = \int d^3x \frac{1}{\eta^2 H^2} \frac{\lambda}{3!} \phi^3(\eta, x). \] (4.24)

Thus, following eq.(4.23), the three point function of \( \varphi \) is given by

\[
\langle \text{vac}|\phi(k_1)\phi(k_2)\phi(k_3)|\text{vac}\rangle(\eta) = \langle \text{vac}|\phi_I(\eta, k_1)\phi_I(\eta, k_2)\phi_I(\eta, k_3)|\text{vac}\rangle
\]

\[
- i \frac{\lambda}{3!} \int_{\eta_0}^{\eta} d\eta' \frac{1}{(\eta' H)^2} \int \left[ \prod_{a=1}^{\frac{3}{2}} \frac{d^3p_a}{(2\pi)^3} \right] (2\pi)^3 \delta^3 \left( \sum_{a=1}^{\frac{3}{2}} p_a \right) \times
\]

\[
\langle \text{vac}|\phi_I(\eta, k_1)\phi_I(\eta, k_2)\phi_I(\eta, k_3), \phi_I(\eta', p_1)\phi_I(\eta', p_2)\phi_I(\eta', p_3)\rangle|\text{vac}\rangle.
\] (4.25)

This is the expression which we will use for our computations.

### 4.2.1 Computing the Three Point Function

We now compute the three point function for the probe field \( \varphi \) in the vacuum state \(|\alpha\rangle_1\), eq.(4.18), using eq.(4.25). The mode expansion for the interaction picture free field \( \phi_I \) is given by eq.(4.7), with the modes \( \tilde{u}_k(\eta) \) given by eq.(4.16). We will replace the interacting Bunch-Davies vacuum state \(|\Omega\rangle\) on the RHS of eq.(4.18) with the free vacuum \(|0\rangle\), annihilated by \( a_k \), accompanied by a change in the contour for the \( \eta \)-integral in eq.(4.25), so that it is now carried out over complex values of \( \eta \) given by

\[ \eta \rightarrow \eta(1 \pm i\theta), \] (4.26)

where \( \theta \) is a positive infinitesimal parameter. The sign of the imaginary term in eq.(4.26) is determined by the requirement that the resulting time evolution projects on to the ground state of the interacting theory, \(|\Omega\rangle\). We see that after making this replacement, and the choice eq.(4.26) of contour for the \( \eta \)-integral, the calculation in the \(|\alpha\rangle_1 \) vacua reduces to one in free field theory.

In effect, in making these changes, we are assuming that the system can be prepared in the \(|\alpha\rangle_1 \) vacuum in the far past in two steps. First, we start in the free vacuum \(|0\rangle\) at \( \eta = -\infty \) and evolve it to obtain the state \(|\Omega\rangle\) (this is the standard procedure used for computations in the interacting Bunch-Davies vacuum); then we act with the operator

\[ \exp \left( i \frac{\lambda}{2} \tanh(\alpha) \int \frac{d^3k}{(2\pi)^3} a_k^\dagger a_{-k}^\dagger \right) \] on this state to obtain \(|\alpha\rangle_1\), eq.(4.18). We are not being very careful about separating these two steps in the procedure discussed above, and there could be a worry about this. The final result we get will turn out to be conformally invariant (up to contact terms), and this is one reason to believe that the procedure above works. In fact, the whole calculation turns out to be quite insensitive to this issue. In appendix C, we show that for the \( \phi^3 \) interaction being considered here, eq.(4.20), the free vacuum \(|0\rangle\) and the interacting vacuum \(|\Omega\rangle\) agree in the far past. We also find, in the calculations below, that the rotated contour of eq.(4.26) does not turn out to be required to ensure convergence of the integrals. We could have therefore, for purposes of this calculation, as well not have rotated the contour and simply replaced \(|\Omega\rangle\) by \(|0\rangle\) in the far past \( \eta \rightarrow -\infty \).
From eq. (4.25), with the vacuum $|\text{vac}\rangle$ now being $|\alpha\rangle$, along with the accompanying choice of the complex contour for the $\eta$-integral as discussed above, we get after a straightforward calculation that at late time,

$$1\langle \alpha | \varphi(k_1) \varphi(k_2) \varphi(k_3) | \alpha \rangle_1 = \lambda H^2 (2\pi)^3 \delta^3 \left( \sum_{a=1}^{3} k_a \right) \left[ \prod_{a=1}^{3} \frac{1}{(2k_a^2)} \right] \times$$

$$\left[ \left( \frac{\pi}{6} \sinh(4\alpha) - \frac{8}{9} \cosh^2(2\alpha) \right) \sum_{a=1}^{3} k_a^3 + \left( \frac{5}{3} - \cosh(4\alpha) \right) k_1 k_2 k_3 - \frac{2}{3} \cosh^2(2\alpha) \sum_{a \neq b} k_a k_b^2 + \frac{1}{3} \left[ \tilde{S} + \tilde{S}^* \right] \sum_{a=1}^{3} k_a^3$$

$$+ \frac{1}{3} \sinh^2(2\alpha) \left( [V_1 + V_1^*] (k_1^3 - k_2^3 + k_3^3) + [V_2 + V_2^*] (k_1^3 - k_2^3 + k_3^3) + [V_3 + V_3^*] (k_1^3 + k_2^3 - k_3^3) \right) \right],$$

(4.27)

where $\tilde{S}$ is given by

$$\tilde{S} = \int_{-\infty}^{0} \frac{d\eta}{\eta} e^{iK\eta},$$

(4.28)

with $K = k_1 + k_2 + k_3$, and $V_a, a = (1, 2, 3)$ are given by

$$V_a = \int_{-\infty}^{0} \frac{d\eta}{\eta} e^{i(K-2k_a)\eta}.$$

(4.29)

Notice that if we set $\alpha = 0$, eq. (4.27) reproduces the result for the three point function in the Bunch-Davies vacuum. This is discussed in ref [17]; see also appendix C.

The integrals eqs. (4.28) and (4.29) are divergent as $\eta \to 0$. Introducing a cut-off $\varepsilon$, where $\varepsilon \to 0^-$, gives

$$\tilde{S} \approx \int_{-\infty}^{\varepsilon} \frac{d\eta}{\eta} e^{iK\eta} = -\Gamma[0, -iK\varepsilon] = \gamma + \ln(-iK\varepsilon) + O(\varepsilon),$$

(4.30)

where $\gamma$ is the Euler-Mascheroni constant. Similarly for $V_a, a = (1, 2, 3)$ we get

$$V_a \approx \int_{-\infty}^{\varepsilon} \frac{d\eta}{\eta} e^{i(K-2k_a)\eta} = -\Gamma[0, -i(K-2k_a)\varepsilon] = \gamma + \ln[-i(K-2k_a)\varepsilon] + O(\varepsilon).$$

(4.31)

Note that $k_1, k_2, k_3$ form the three sides of a triangle, with lengths $k_1, k_2, k_3$, respectively. The triangle inequality ensures that $k_1 + k_2 > k_3$ etc, so the quantity $(K-2k_a)$ appearing in the expression for $V_a$ is always positive. Using eqs. (4.30) and (4.31), the result eq. (4.27)
can now be written as

\[ 1 \langle \alpha | \varphi(k_1) \varphi(k_2) \varphi(k_3) | \alpha \rangle_1 = \lambda H^2 (2\pi)^3 \delta^3 \left( \sum_{a=1}^{3} k_a \right) \left[ \prod_{a=1}^{3} \frac{1}{2k_a^3} \right] \times \]

\[ \left[ \left( \frac{\pi}{6} \sinh(4\alpha) - \frac{8}{9} \cosh^2(2\alpha) \right) \frac{1}{2} \sum_{a=1}^{3} k_a^3 + \left( \frac{5}{3} - \cosh(4\alpha) \right) k_1 k_2 k_3 \right. \]

\[ - \frac{2}{3} \cosh^2(2\alpha) \sum_{a \neq b} k_a k_b^2 + \frac{2}{3} (\gamma + ln|\varepsilon|) \cosh^2(2\alpha) \sum_{a=1}^{3} k_a^3 + \frac{2}{3} \left( \sum_{a=1}^{3} k_a^3 \right) ln(K) \]

\[ + \frac{2}{3} \sinh^2(2\alpha) \left[ ( - k_1^3 + k_2^3 + k_3^3 ) ln(-k_1 + k_2 + k_3) + ( k_1^3 + k_2^3 - k_3^3 ) ln(k_1 + k_2 - k_3) \right] \]

(4.32)

Eq.(4.32) is the final expression for the three point function of the probe field. We next discuss the symmetry properties of this result.

4.2.2 Checking for Conformal Invariance

It is clear that the presence of the cut-off $\varepsilon$ in eq.(4.32) violates scale invariance in the theory. This feature can be seen in the Bunch-Davies vacuum itself, which corresponds to setting $\alpha = 0$ in eq.(4.32), giving

\[ \langle \Omega | \varphi(k_1) \varphi(k_2) \varphi(k_3) | \Omega \rangle = \frac{2}{3} \lambda H^2 (2\pi)^3 \delta^3 \left( \sum_{a=1}^{3} k_a \right) \left[ \prod_{a=1}^{3} \frac{1}{2k_a^3} \right] \times \]

\[ \left[ - \frac{4}{3} \sum_{a=1}^{3} k_a^3 - \sum_{a \neq b} k_a k_b^2 + k_1 k_2 k_3 + \left( \gamma + ln|\varepsilon| + ln(K) \right) \left( \sum_{a=1}^{3} k_a^3 \right) \right] \]

(4.33)

In the more general case of $\alpha$-vacua, there are additional terms proportional to $V_\alpha$ in eq.(4.27) which give rise to additional logarithmic pieces, as can be easily seen by comparing eq.(4.32) with eq.(4.33). These again violate scale invariance.

The symmetry properties of the three point function in eq.(4.32) can be conveniently studied by examining the coefficient function for the cubic term in the late time wave function. The wave function $\Psi[\varphi]$ has the schematic form

\[ \Psi[\varphi] = \exp\left( -\frac{1}{2} \int \varphi \varphi \langle OO \rangle + \frac{1}{3!} \int \varphi \varphi \varphi \langle OOO \rangle + \cdots \right), \]

(4.34)

where

\[ \langle O(k_1)O(k_2) \rangle = (2\pi)^3 \delta^3(k_1 + k_2) \frac{k_1^3}{H^2} \frac{1}{\cosh(2\alpha)} \]

(4.35)

and $\langle OOO \rangle, \ldots$ are the coefficient functions. Note that the operators $O$ behave as marginal scalar operators in a three dimensional Euclidean CFT. From eqs.(4.32) and (4.34), we can
deduce that the coefficient function \( \langle O O O \rangle \) has the form
\[
\langle O(k_1)O(k_2)O(k_3) \rangle' = \frac{\lambda}{2H^4} \frac{1}{\cosh^3(2\alpha)} \left[ \left( \frac{\pi}{6} \sinh(4\alpha) - \frac{8}{9} \cosh^2(2\alpha) \right) \sum_{a=1}^{3} k_a^3 \right.
\]
\[
+ \left( \frac{5}{3} - \cosh(4\alpha) \right) k_1 k_2 k_3 - \frac{2}{3} \cosh^2(2\alpha) \sum_{a\neq b} k_a k_b^2 + \frac{2}{3} (\gamma + \ln|\epsilon|) \cosh^2(2\alpha) \sum_{a=1}^{3} k_a^3
\]
\[
+ \frac{2}{3} \left( \sum_{a=1}^{3} k_a^3 \right) \ln(K) + \frac{2}{3} \sinh^2(2\alpha) \left[ \left( -k_1^3 + k_2^3 + k_3^3 \right) \ln(-k_1 + k_2 + k_3)
\]
\[
+ \left( k_1^3 - k_2^3 + k_3^3 \right) \ln(k_1 - k_2 + k_3) + \left( k_1^3 + k_2^3 - k_3^3 \right) \ln(k_1 + k_2 - k_3) \right].
\] (4.36)

From the RHS above, we see that the terms which go like \( \ln|\epsilon| \) and break scale invariance are contact terms, since they are proportional to \( \sum_a k_a^3 \). Up to these contact terms, the result preserves the Ward identities for conformal invariance.

In fact, the Ward identity for special conformal transformations is met identically,
\[
\left( \sum_{a=1}^{3} \mathcal{L}_k^b \right) \langle O(k_1)O(k_2)O(k_3) \rangle' = 0,
\] (4.37)
where the operator \( \mathcal{L}_k^b \) is given by
\[
\mathcal{L}_k^b = 2 \left( k \cdot \frac{\partial}{\partial k} \right) \left( b \cdot \frac{\partial}{\partial k} \right) - \left( b \cdot k \right) \left( \frac{\partial}{\partial k} \right)^2.
\] (4.38)

On the other hand, the Ward identity for scale invariance is
\[
\left( \sum_{a=1}^{3} k_a \cdot \frac{\partial}{\partial k_a} \right) \langle O(k_1)O(k_2)O(k_3) \rangle'
\]
\[
= 3 \langle O(k_1)O(k_2)O(k_3) \rangle' + \frac{\lambda}{3H^4 \cosh(2\alpha)} \left( \sum_{a=1}^{3} k_a^3 \right),
\] (4.39)
with the extra term on the RHS arising from the violation of scale invariance mentioned above.

In the Bunch-Davies case, eq.(4.36) with \( \alpha = 0 \), we have
\[
\langle O(k_1)O(k_2)O(k_3) \rangle' = \frac{\lambda}{3H^4} \left[ -\frac{4}{3} \sum_{a=1}^{3} k_a^3 + k_1 k_2 k_3 - \sum_{a\neq b} k_a k_b^2 + (\gamma + \ln(|\epsilon|K)) \sum_{a=1}^{3} k_a^3 \right].
\] (4.40)

The result in eq.(4.40) is consistent with the Operator Product Expansion (OPE), and this in fact explains why the log violation of scale invariance occurs in momentum space. This is discussed in appendix B of [17]. Briefly, the OPE for two marginal operators gives
\[
O(0)O(x) = \frac{A}{x^3} O(0) + \cdots.
\] (4.41)
Now, the coefficient function in momentum space is related to the position space expression via a Fourier transform,

\[
\langle O(k_1)O(k_2)O(k_3)\rangle = \int d^3x_1d^3x_2d^3x_3 e^{-i(\sum_a x_3k_a)}\langle O(x_1)O(x_2)O(x_3)\rangle
\]

\[
= (2\pi)^3 \delta^3(\sum_{a=1}^3 k_a)\int d^3x d^3y e^{-i(k_2+\mathbf{k}_3'y)\cdot\mathbf{x}}\langle O(0)O(0)O(y)\rangle
\]

\[
\approx (2\pi)^3 \delta^3(\sum_{a=1}^3 k_a)\left(\int d^3x e^{-ik_2\cdot\mathbf{x}} A x_3^3 \right)\left(\int d^3y e^{-ik_3\cdot\mathbf{y}} \frac{1}{H^2} \frac{1}{y^6}\right),
\]

where in the second step we have made use of the notation \(x_2 - x_1 = x\) and \(x_3 - x_1 = y\), while in the third step we have used the OPE eq.(4.41), and the position space analog of eq.(4.35) with \(\alpha = 0\), given by

\[
\langle O(x)O(y)\rangle = \frac{1}{H^2} \frac{1}{|x-y|^6}.
\]

From eq.(4.42), we see that the Fourier transform is not well defined and a cut-off needs to be introduced to carry it out,

\[
\int d^3x e^{-ik_2\cdot x} \frac{1}{x_3^3} \sim \ln(\varepsilon k_2), \text{ where } \varepsilon \to 0.
\]

This gives rise to the violation of scale invariance in momentum space. Making use of eq.(4.44) and the fact that \(O(k)\) has mass dimension \(-1\), eq.(4.42) gives

\[
\langle O(k_1)O(k_2)O(k_3)\rangle' \sim \frac{A}{H^2} k_3^3 \ln(\varepsilon k_2).
\]

The result eq.(4.45) agrees with the limiting behaviour obtained from eq.(4.40), upto additional contact terms, in the limit when \(k_1 \approx k_2 \gg k_3\).

The general solutions to the Ward identities of conformal invariance were studied in [17, 59, 60]. It was found that there are four independent solutions, all of which violated scale invariance up to contact terms. These are of the form given in eq.(B.22) of [17]. Requiring that the OPE in eq.(4.41) is valid gives rise to a unique answer, which is the Bunch-Davies result, eq.(4.40). The result we have obtained for the three point function for a general \(\alpha\)-vacuum can be shown to be a linear combination of the four solutions mentioned above. However, it does not agree with the OPE in eq.(4.41). In fact, one can show that the additional terms present for \(\alpha\)-vacua cannot be reproduced by assuming that there is an operator product expansion for the operators \(O\). For instance, in the limit \(k_1 \approx k_2 \gg k_3\), the leading non-contact term for the \(\alpha\)-vacua result in eq.(4.36) is

\[
\frac{\lambda}{H^4} \frac{\sinh^2(2\alpha)}{\cosh^3(2\alpha)} k_2(k_2 \cdot k_3) \ln\left(\frac{k_2k_3 + k_2 \cdot k_3}{k_2k_3 - k_2 \cdot k_3}\right).
\]

The OPE cannot give rise to such a term. Instead, if the OPE is valid, the leading non-contact term in this limit must be the product of two functions, one only dependent on \(k_2\) and the other only on \(k_3\), analogous to what happens in eq.(4.45).
Let us end this section with a few more comments. First, from the point of view of a possible dS/CFT duality, it would be interesting to ask what kind of a field theory would be dual to the \( \alpha \)-vacua, in view of the fact that the three point function has the more general form found above, which is not consistent with the existence of an operator product expansion. Second, it might seem surprising at first that the form of the three point function is not uniquely determined by conformal invariance, and the Ward identities allow for four linearly independent solutions. In position space it is certainly the case, that up to possible contact terms, there is a unique solution to the Ward identities. However, it does not follow automatically that the Ward identities in momentum space give the same number of linearly independent solutions. This is true only if the correct boundary conditions are imposed. Requiring the OPE to be valid is one way to impose these boundary conditions. More generally, however, the Ward identities are first order equations in position space but second order in momentum space, and thus the number of independent solutions in the two cases can be different. It would be interesting to try and work out the form of the four independent solutions in position space, but the Fourier transforms are not easy to do and we will not attempt this here.

Finally, in the probe approximation we have discussed above, we work in the limit \( M_{Pl} \to \infty \), keeping the Hubble scale \( H \) fixed. The quantum stress tensor in the \( \alpha \)-vacua actually diverges, as discussed in appendix E. However, since \( M_{Pl} \to \infty \), the back reaction on the geometry, in a formal sense, is suppressed in this approximation.

5 Correlation Functions with \( \alpha \)-vacua in Inflation

Having dealt with the properties of correlation functions of scalar fields in de Sitter space, we now consider the more general scenario of inflation with \( \alpha \)-vacua as initial states. We compute the two and three point functions for the scalar perturbation \( \zeta \), and discuss the Maldacena consistency condition.

5.1 Basic Setup

Following the approach in [18], we consider the single field slow-roll model of inflation, which is described by the action eq.(3.1). With the ADM form of the metric, eq.(3.11), the action eq.(3.1) takes the form

\[
S = \frac{1}{2} \int d^4x \sqrt{h} \left( NR^{(3)} - 2NV + \frac{1}{N} (E_{ij}E^{ij} - E^2) \\
+ \frac{1}{N} (\dot{\phi} - N^i \partial_i \phi)^2 - Nh^{ij} \partial_i \phi \partial_j \phi \right),
\]

where \( R^{(3)} \) is the Ricci scalar curvature of the spatial slice, and\(^9\)

\[
E_{ij} := NK_{ij} = \frac{1}{2} (\dot{h}_{ij} - \nabla_i N_j - \nabla_j N_i),
\]

\[
E = h_{ij} E^{ij},
\]

\(^9\)Note that the covariant derivative in eq.(5.2), \( \nabla_i \), is to be taken with respect to the 3-metric \( h_{ij} \).
with $K_{ij}$ being the extrinsic curvature.

We need to make a gauge choice to fix the diffeomorphism invariance of the theory. For the derivation of the Ward identities, it is more convenient to work in the synchronous gauge, eq.(3.12); see [20] for a detailed discussion. However, for calculating the inflationary correlation functions, it is more convenient to choose one of the following two gauges,

\[
\begin{align*}
\text{Gauge 1} : & \quad \delta \phi = 0, \, \zeta \neq 0, \, \partial_i \gamma_{ij} = 0, \, \text{or} \\
\text{Gauge 2} : & \quad \delta \phi \neq 0, \, \zeta = 0, \, \partial_i \gamma_{ij} = 0.
\end{align*}
\]

For our present calculations, we will work in Gauge 1. In this gauge, the inflaton is homogeneous and the scalar perturbations are present in the metric; also the tensor perturbation $\gamma_{ij}$ is both transverse and traceless. Our focus will be on computing the correlation functions for the scalar field $\zeta$ at late times, when the modes of interest have exited the horizon.

Once we have chosen gauge 1, we can expand the action in eq.(5.1) to the desired order in the scalar and tensor perturbations $\zeta, \gamma_{ij}$. This requires us to solve the equations of motion for the Lagrange multipliers $N, N^i$ in terms of the perturbations, and their solutions to be substituted back into the action eq.(5.1); see [18] for details. From the expression for the action up to the desired order, one can calculate the correlation functions of interest.

### 5.2 The Two Point Function

Expanding the action eq.(5.1) up to the quadratic order for the scalar perturbation $\zeta$, we get

\[
S^{(2)} = \int d^4x \, \epsilon \left( a^3 \dot{\zeta}^2 - a (\partial \zeta)^2 \right),
\]

where $\epsilon$ is the slow-roll parameter defined in eq.(3.8). Working to the order where $\epsilon$ can be taken to be time independent, the action in eq.(5.4) can be mapped to the action of a massless free scalar field in exact de Sitter space, eq.(4.1), with the identification

\[
\zeta = \frac{1}{\sqrt{2 \epsilon}} \varphi.
\]

The free field $\zeta$ can thus be mode-expanded as follows,

\[
\zeta(\eta, \mathbf{x}) = \int \frac{d^3k}{(2\pi)^3} \left[ b_k \, v_k(\eta) + b_k^\dagger \, v_k^*(\eta) \right] e^{i\mathbf{k} \cdot \mathbf{x}},
\]

where the mode functions $v_k(\eta)$ are given by

\[
v_k(\eta) = \frac{H}{\sqrt{4\epsilon k^3}} \left\{ \cosh(\alpha) \left( 1 + ik\eta \right) e^{-ik\eta} - i \sinh(\alpha) \left( 1 - ik\eta \right) e^{ik\eta} \right\}.
\]

As before, the operators $b_k, b_k^\dagger$ act as the annihilation and creation operators for the free $\alpha$-vacua,

\[
b_k |\alpha\rangle = 0 \forall k.
\]

The two point function can now be calculated in a straightforward manner,

\[
1 \langle \alpha | \zeta(\mathbf{k}_1) \zeta(\mathbf{k}_2) | \alpha \rangle \tilde{\zeta}(\eta) = \langle \alpha | \zeta(\eta, \mathbf{k}_1) \zeta(\eta, \mathbf{k}_2) | \alpha \rangle
\]

\[
= (2\pi)^3 \delta^3(\mathbf{k}_1 + \mathbf{k}_2) |v_{k_1}(\eta)|^2,
\]
which on substituting the expression for \( v_{k_1}(\eta) \) from eq.(5.7) and taking the late time limit gives
\[
1\langle \alpha | \zeta(k_1) \zeta(k_2) | \alpha \rangle_1 = (2\pi)^3 \delta^3(k_1 + k_2) \frac{H^2}{4\epsilon k_1^3} \cosh(2\alpha).
\]

From eq.(5.10), it is clear that for small \( \alpha \), the leading order term is independent of \( \alpha \), and the subleading term is proportional to \( \alpha^2 \); there is no term linear in \( \alpha \).

### 5.3 The Three Point Function

We now proceed to calculate the three point function for the scalar field \( \zeta \) in the interacting \( \alpha \)-vacuum. From [18], we find that the third order term in the action eq.(5.1) is given by
\[
S^{(3)} = \int d^4x \left[ e^2 \left\{ a^2 \dot{\zeta}^2 + a^2 \zeta (\partial \zeta)^2 \right\} - 2\epsilon a^3 \dot{\zeta} \zeta \partial_i \chi \right],
\]
where eq.(5.11) follows from the eq.(3.9) of [18] after dropping the terms subleading in the slow-roll parameters, and incorporating the changes due to the field redefinition
\[
\zeta = \tilde{\zeta} + \lambda \tilde{\zeta}^2,
\]
\[
\lambda = \frac{1}{2} \frac{\ddot{\phi}}{H} + \frac{1}{4} \frac{\dot{\phi}^2}{H^2}.
\]

Also,
\[
\chi = \epsilon \partial^{-2} \tilde{\zeta}.
\]

We need the three point function for the variable \( \zeta \) and not \( \tilde{\zeta} \). The two are related via
\[
\langle \zeta(\mathbf{x}_1) \zeta(\mathbf{x}_2) \zeta(\mathbf{x}_3) \rangle = \langle \tilde{\zeta}(\mathbf{x}_1) \tilde{\zeta}(\mathbf{x}_2) \tilde{\zeta}(\mathbf{x}_3) \rangle + 2\lambda \left[ \langle \zeta(\mathbf{x}_1) \zeta(\mathbf{x}_2) \rangle \langle \zeta(\mathbf{x}_1) \zeta(\mathbf{x}_3) \rangle + \text{Perms} \right].
\]

The strategy is to first calculate the three point function for the variable \( \tilde{\zeta} \), and then add to it the contribution due to the field redefinition, eq.(5.14), to get the three point function for \( \zeta \). The interaction Hamiltonian for the field \( \tilde{\zeta} \) can be easily read off from the action eq.(5.11),
\[
H_{int} = -\int d^4x \left[ e^2 \left\{ a^2 \ddot{\zeta}^2 + a^2 \zeta (\partial \zeta)^2 \right\} - 2\epsilon a^3 \dot{\zeta} \zeta \partial_i \chi \right].
\]

Knowing the interaction Hamiltonian eq.(5.15), we can now perform the calculation for the three point function of \( \tilde{\zeta} \) using the in-in formalism, eq.(4.23),
\[
1\langle \alpha | \tilde{\zeta}(k_1) \tilde{\zeta}(k_2) \tilde{\zeta}(k_3) | \alpha \rangle_1(\eta) = \langle \alpha | \tilde{\zeta}_1(\eta, k_1) \tilde{\zeta}_1(\eta, k_2) \tilde{\zeta}_1(\eta, k_3) | \alpha \rangle
- i \int d\eta' \langle \alpha | \left[ \tilde{\zeta}_1(\eta, k_1) \tilde{\zeta}_1(\eta, k_2) \tilde{\zeta}_1(\eta, k_3), H_{int}^I(\eta') \right] | \alpha \rangle,
\]
where \( \tilde{\zeta}_1 \) is the interaction picture free field with the mode expansion eq.(5.6). Also, \( H_{int}^I \) is the interaction Hamiltonian in the interaction picture, which can be obtained from eq.(5.15) by replacing the field \( \tilde{\zeta} \) with the free field \( \tilde{\zeta}_1 \). The state \( | \alpha \rangle_1 \) is the interacting \( \alpha \)-vacuum.
eq. (4.18); this can be related to the free vacuum $|\alpha\rangle$ as in the case of the probe $\varphi^3$ theory discussed in section 4.2.1, by rotating the time integration contour with the addition of a small imaginary part, eq. (4.26). Some details of the calculation are given in appendix D. The final late time result is given by

$$\langle \alpha|\zeta(k_1)\zeta(k_2)\zeta(k_3)|\alpha\rangle = (2\pi)^3\delta^3\left(\sum_{a=1}^3 k_a\right) \prod_{a=1}^3 \frac{1}{(2k_a^3)} \frac{H^4}{4\epsilon} \times \left[ -\sum_{a=1}^3 k_a^3 + \sum_{a\neq b} k_a k_b^2 + \frac{8}{K} \sum_{a<b} k_a^2 k_b^2 + \frac{2(\epsilon + \delta)}{\epsilon} \cosh^2(2\alpha) \left( \sum_{a=1}^3 k_a^3 \right) \right. $$

$$\left. + \sinh^2(2\alpha) \left\{ -\sum_{a=1}^3 k_a^3 + \sum_{a\neq b} k_a k_b^2 + 8 \left( \sum_{a<b} k_a^2 k_b^2 \right) \times \left( \frac{1}{k_1 + k_2 - k_3} + \frac{1}{k_1 - k_2 + k_3} + \frac{1}{-k_1 + k_2 + k_3} \right) \right\} \right] , \quad (5.17)$$

where $\epsilon, \delta$ are defined in eqs. (3.8), (3.9). From eq. (5.17), we immediately see that by setting $\alpha = 0$, we recover the three point function for the field $\zeta$ in the interacting Bunch-Davies vacuum computed in [18]. We also see that the non-Gaussianity can be significantly enhanced in the $\alpha$-vacua, growing as $e^{2\alpha}$ for $\alpha \gg 1$. This is due to the last two terms on the RHS of eq. (5.17), going like $\cosh^2(\alpha)$ and $\sinh^2(\alpha)$, respectively. The second of these, with coefficient $\sinh^2(\alpha)$, is proportional to a non-contact term. Some references where estimates of non-Gaussianity in the $\alpha$-vacua states are discussed in more detail are [61–63]; see also [64, 65].

It is worth noting that the result obtained for inflation does not have any infrared divergences, and does not require an infrared cutoff as $\eta \to 0$ to obtain a finite answer. As a result, there is no violation of scale invariance due to the presence of $ln(\epsilon)$ terms, unlike what was seen for the probe $\varphi^3$ theory. However, compared to the probe $\varphi^3$ case, it is important here to work with the contour for $\eta$ with a small imaginary part so that convergence is ensured at early times $\eta \to -\infty$.

### 5.3.1 Squeezed Limit and the Consistency Condition

The Maldacena consistency condition is given by

$$\lim_{k_3 \to 0} \langle \zeta(k_1)\zeta(k_2)\zeta(k_3) \rangle' = -n_s \langle \zeta(k_1)\zeta(-k_1) \rangle' \langle \zeta(k_3)\zeta(-k_3) \rangle' , \quad (5.18)$$

where $n_s$ is the scalar spectral tilt, given by

$$n_s = -2(\epsilon + \delta) . \quad (5.19)$$

From eq. (5.10), we can easily compute the RHS of the consistency condition,

$$-n_s \langle \zeta(k_1)\zeta(-k_1) \rangle' \langle \zeta(k_3)\zeta(-k_3) \rangle' = \frac{2\epsilon + \delta}{\epsilon^2} \frac{H^4}{8} \frac{1}{k_1^3 k_2^3} \cosh^2(2\alpha) . \quad (5.20)$$

\[10\] See [57] for a similar and related discussion.
Now, the LHS of the consistency condition, computed using the result eq.(5.17), is given by

$$\lim_{k_3 \to 0} \langle \zeta(k_1)\zeta(k_2)\zeta(k_3) \rangle' = \frac{1}{k_1^3 k_3^3} \frac{H^4}{8} \left( \frac{2\epsilon + \delta}{\epsilon^2} \cosh^2(2\alpha) + 4 \frac{k_1 \sinh^2(2\alpha)}{k_3 \sin^2\theta_{k_1 k_3}} \right). \quad (5.21)$$

We can clearly see that due to the presence of the second term in the parentheses of eq.(5.21), the consistency condition is not met for $\alpha \neq 0$. In fact, the ratio $k_1/k_3 \to \infty$ in the limit $k_3 \to 0$, so the second term in eq.(5.21) dominates.

As was emphasized in section 3, the consistency conditions are a consequence of the underlying spatial reparametrization invariance, [20]. This would suggest that they should remain valid for $\alpha$-vacua also, at odds with what we have found above.

The underlying explanation is simply that the calculation for the three point function, and also the two point function, are not reliable for non-zero $\alpha$. In fact, the zeroth order solution itself is not reliable, since for $\alpha$-vacua, the quantum stress tensor makes a non-trivial and in fact diverging contribution to the total stress-energy tensor. This contribution has been neglected in the zeroth order solution, which only included the classical stress-energy due to the inflaton. As a result of this, the zeroth order solution itself does not actually solve Einstein’s equations. Now, the requirement of spatial reparametrization invariance arises from the Einstein’s equations (obtained by varying the shift and lapse functions in the action), and is also therefore not met by the zeroth order solution. It is thus not surprising that the consequences of spatial reparametrization invariance are also not satisfied by the perturbations about this inconsistent zeroth order solution.

An estimate of the quantum stress-energy tensor in $\alpha$-vacua is given in appendix E.

6 Bulk Calculation of the Scalar Three Point Function in Inflation

The three point function for the scalar perturbation $\zeta$, eq.(3.13), in inflation was computed in [18] using the in-in formalism. In this section, we present an alternate approach for computing the same. This approach arises as a consequence of the scaling and special conformal Ward identities relating the three and four point functions at the leading order in the slow-roll approximation, see [17]. The Ward identities suggest that the three point function must follow from a computation of the four point function, with one of the external legs replaced by the time derivative of the homogeneous background, $\dot{\phi}$. Working in the Bunch-Davies vacuum, we will show that this is indeed the case, providing another check for the validity of the Ward identities. Our method follows the approach utilized in [16] for computing the inflationary four point function of $\zeta$. The discussion here is also related to [47] and [66], where related ideas are used to examine the effect of higher spin fields on non-Gaussianity.

The present technique for computing the inflationary three point function relies on an important analogy between calculations in dS and AdS spaces. We first calculate the wave function, in terms of the late time values for the perturbations, and then the correlation

\[^{11} \theta_{k_1 k_3} \text{ denotes the angle between } k_1 \text{ and } k_3.\]
functions can be computed from the wave function. To compute the inflationary three point function for $\zeta$, we need to evaluate the wave function $\Psi[\delta \phi]$, where $\delta \phi$ is the perturbation
to the inflaton, eq. (3.14), and is related to $\zeta$ by a change of gauge. The wave function $\Psi[\delta \phi]$ has the schematic form

$$\Psi[\delta \phi] = \exp \left[ \frac{M_{Pl}^2}{H^2} \left( -\frac{1}{2} \int \delta \phi \delta \phi \langle OO \rangle + \frac{1}{3!} \int \delta \phi \delta \phi \delta \phi \langle OOO \rangle + \cdots \right) \right], \quad (6.1)$$

where

$$\langle O(k_1)O(k_2) \rangle = (2\pi)^3 \delta^3(k_1 + k_2) k_1^3, \quad (6.2)$$

and $\langle OOO \rangle, \ldots$ are the coefficient functions. Once we have the wave function $\Psi[\delta \phi]$, in particular the cubic coefficient $\langle OOO \rangle$, we can get the three point function for $\delta \phi$ by using

$$\langle \delta \phi \delta \phi \delta \phi \rangle = \frac{\int [D\delta \phi] \delta \phi \delta \phi \delta \phi \mid \Psi[\delta \phi] \mid^2}{\int [D\delta \phi] \mid \Psi[\delta \phi] \mid^2}, \quad (6.3)$$

which is the standard quantum mechanical prescription to compute expectation values. Knowing the three point function for $\delta \phi$, we can get the three point function for $\zeta$ by simply performing a change of gauge. Thus, the whole computation boils down to computing the cubic term $\langle OOO \rangle$ in the wave function $\Psi[\delta \phi]$.

The analogy with AdS space also suggests that this cubic term can be calculated using the analogue of Feynman-Witten bulk-to-boundary propagators. In fact, as already mentioned, the three point function gets related to the four point function with one leg replaced by the background value of the inflaton, $\dot{\bar{\phi}}$, as shown in figure 1, see [17, 47].

The propagators in figure 1 are bulk-to-boundary propagators in de Sitter space, and the interaction vertex is given in figure 2, which arises by expanding the action about the inflationary background as will be explained shortly. In fact, since de Sitter space can be analytically continued to Euclidean AdS (EAdS) space, the whole calculation can be done conveniently by first working in EAdS space and then continuing the result back to de Sitter space. Note that the Bunch-Davies vacuum in de Sitter space corresponds to choosing the boundary condition that deep in the interior of EAdS space all perturbations become regular. This is the procedure we follow in the computation below.

To be more specific, consider the metric of four dimensional EAdS space in Poincare coordinates,

$$ds^2 = \frac{R_{\text{AdS}}^2}{z^2} \left( dz^2 + \sum_{i=1}^3 dx_i dx_i \right), \quad (6.4)$$

where $R_{\text{AdS}}$ is the EAdS radius, and the coordinate $z \in [0, \infty)$. Under the analytic continuation

$$z = -i \eta, \quad (6.5)$$

and

$$R_{\text{AdS}} = \frac{i}{H}, \quad (6.6)$$

the metric eq.(6.4) goes to the metric of four dimensional de Sitter space, eq.(2.3). Also, the partition function in EAdS space is related to the wave function in de Sitter space via
the same analytic continuation. In the semiclassical approximation, where one can replace the path integral involved in the calculation of the partition function or the wave function by its saddle point value, one can write

\[ Z_{\text{EAdS}}[\Phi(x)] \equiv e^{-S_{\text{on-shell}}^{\text{EAdS}}[\Phi(x)]} \xrightarrow{z=\text{in, } R_{\text{AdS}}=\frac{3}{H}} \Psi[\Phi(x)] \equiv e^{iS_{\text{on-shell}}^{\text{dS}}[\Phi(x)]}, \]  

(6.7)

where the EAdS partition function \( Z_{\text{EAdS}} \) is a functional of the boundary value of the field \( \Phi(x) \) as \( z \to 0 \), whereas the wave function \( \Psi \) in de Sitter space is a functional of the late time value of the field \( \Phi(x) \) as \( \eta \to 0 \). The other boundary condition imposed while computing the on-shell action is to demand regularity of the solution deep in the interior, \( z \to \infty \), of EAdS; as mentioned above, this corresponds to the choice of Bunch-Davies vacuum in the far past, \( \eta \to -\infty \), in de Sitter space.

### 6.1 Computing the Coefficient Function \( \langle OOO \rangle \)

In the EAdS space, with the metric given by eq. (6.4), we start with the action

\[ S = \frac{M_{\text{Pl}}^2}{2} \int d^4x \sqrt{\bar{g}} \left( R - 2\Lambda - (\nabla \phi)^2 - 2V(\phi) \right), \]  

(6.8)

where \( \phi(z, x) = \bar{\phi}(z) + \delta \phi(z, x) \) is the inflaton written in AdS coordinates, and \( \Lambda \) is the cosmological constant, which is related to \( R_{\text{AdS}} \) by

\[ \Lambda = -\frac{3}{R_{\text{AdS}}^2}. \]  

(6.9)

We expand the metric perturbatively as

\[ g_{\mu\nu} = \bar{g}_{\mu\nu} + \delta g_{\mu\nu}, \]  

(6.10)

where \( \bar{g}_{\mu\nu} \) is the unperturbed background metric given in eq. (6.4), and \( \delta g_{\mu\nu} \) is the perturbation. Substituting eq. (6.10) into the action eq. (6.8) and expanding, we get

\[ S = S_0 + S_{\text{grav}}^{(2)} - \frac{1}{2} M_{\text{Pl}}^2 \int d^4x \sqrt{\bar{g}} \bar{g}^{\mu\nu} \partial_\mu(\delta \phi) \partial_\nu(\delta \phi) + S_{\text{int}}, \]  

(6.11)
Figure 2. The qualitative three point bulk interaction vertex between two scalars and a graviton.

where $S_0$ is the action for the unperturbed background, $S_\text{grav}^{(2)}$ is the part of the action which is quadratic in the metric perturbation $\delta g_{\mu\nu}$, and $S_{\text{int}}$ is the interaction term, given by

$$S_{\text{int}} = \frac{1}{2} M_{\text{Pl}}^2 \int d^4x \sqrt{\bar{g}} \delta g_{\mu\nu} T^{\mu\nu}, \quad (6.12)$$

where the energy-momentum tensor $T_{\mu\nu}$ for the scalar field $\phi$ is given by

$$T_{\mu\nu} = \partial_\mu \phi \partial_\nu \phi - \frac{1}{2} \bar{g}_{\mu\nu} \left( \partial^\alpha \phi \partial_\alpha \phi + 2V(\phi) \right). \quad (6.13)$$

The interaction term eq.(6.12) gives rise to an interaction vertex between two scalars and a graviton, depicted qualitatively in figure 2.

From $S_\text{grav}^{(2)}$, we can compute the propagator for the graviton. For doing so, we choose the gauge\footnote{This gauge naturally goes over to the gauge $N = 1, N^i = 0$ under analytic continuation, which is used in our inflationary calculations.} $\delta g_{zz} = 0, \delta g_{zi} = 0$, \quad (6.14)

with $i = 1, 2, 3$. The graviton propagator in this gauge is given by \cite{67, 68}

$$G_{ij,kl}(z_1, x_1; z_2, x_2) = \int \frac{d^3k}{(2\pi)^3} e^{ik\cdot(x_1-x_2)} \int_0^\infty dp^2 \frac{1}{2} \left[ \frac{J_2(pz_1)J_2(pz_2)}{\sqrt{z_1z_2(k^2 + p^2)}} \right] \left( T_{ik} \tilde{T}_{jl} + \tilde{T}_{il} \tilde{T}_{jk} - \tilde{T}_{ij} \tilde{T}_{kl} \right), \quad (6.15)$$

where

$$\tilde{T}_{ij} = \delta_{ij} + \frac{k_i k_j}{p^2}. \quad (6.16)$$

Note that the graviton propagator in eq.(6.15) is not transverse. We can however decompose it into a transverse part and a longitudinal part. The transverse graviton propagator is given by

$$\tilde{G}_{ij,kl}(z_1, x_1; z_2, x_2) = \int \frac{d^3k}{(2\pi)^3} e^{ik\cdot(x_1-x_2)} \int_0^\infty dp^2 \frac{1}{2} \left[ \frac{J_2(pz_1)J_2(pz_2)}{\sqrt{z_1z_2(k^2 + p^2)}} \right] \left( \tilde{T}_{ik} \tilde{T}_{jl} + \tilde{T}_{il} \tilde{T}_{jk} - \tilde{T}_{ij} \tilde{T}_{kl} \right), \quad (6.17)$$

where

$$\tilde{T}_{ij} = \delta_{ij} - \frac{k_i k_j}{k^2}. \quad (6.18)$$
The longitudinal part is then essentially the difference between the full propagator, eq.(6.15), and the transverse piece, eq.(6.17).

From eq.(6.11), we see that the scalar field $\delta \phi$ behaves essentially like a free scalar field in EAdS space, with only gravitational interactions. Thus for a particular momentum mode carrying momentum $k$, we have

$$
\delta \phi_k(x, z) = \phi_0(k)(1 + k z) e^{-kz} e^{ik \cdot x},
$$

(6.19)

where we have chosen the solution for $\delta \phi$ which is regular as $z \to \infty$.

To calculate the EAdS partition function, we need to compute the on-shell action. In particular, to extract the unknown coefficient $\langle OOO \rangle$, we need to evaluate the contribution from the Feynman-Witten diagrams of figure 3. This contribution is given by

$$
S_{EAdS, on-shell} = \frac{1}{2} M^2 R^2_{AdS} \int \frac{dz_1 dz_2}{z_1^2 z_2^2} d^3 x_1 d^3 x_2 \tilde{G}_{ij} g^{i1} g^{j1} T_{1i} (z_1, x_1) \times
$$

$$
G_{i2,j2,k2,l2}(z_1, x_1; z_2, x_2) \tilde{g}^{k1} \tilde{g}^{l1} T_{k2} (z_2, x_2),
$$

(6.20)

\[ S_{EAdS, on-shell} = \frac{1}{2} M^2 R^2_{AdS} (W + 2R), \tag{6.21} \]

where $W$ is the transverse graviton contribution,

$$
W = \int \frac{dz_1 dz_2}{z_1^2 z_2^2} d^3 x_1 d^3 x_2 T_{ij}(z_1, x_1) \tilde{G}_{ij,kl}(z_1, x_1; z_2, x_2) T_{kl}(z_2, x_2),
$$

(6.22)

\[ \text{Figure 3. Feynman-Witten diagrams for the } s, t, \text{ and } u \text{ channel processes contributing to the calculation of the EAdS partition function. } z = 0 \text{ is the EAdS boundary. The wavy line denotes the bulk-to-bulk graviton propagator, the solid lines represent the bulk-to-boundary propagators for the scalar field } \delta \phi, \text{ and the dashed line represents the background. The exchanged graviton carries momentum } k. \]
where we have used $\bar{g}^{ij} = z^2 \delta^{ij}$. The contribution to the on-shell action from the longitudinal part of the exchanged graviton is written in the form of a “remainder” term $\mathcal{R}$, which has the form

$$\mathcal{R} = \mathcal{R}_1 + \mathcal{R}_2 + \mathcal{R}_3,$$

(6.23)
with $\mathcal{R}_1, \mathcal{R}_2, \mathcal{R}_3$ given by

$$\mathcal{R}_1 = -\int \frac{dz}{z^2} d^3x T_{zz}(z, x) \frac{1}{\bar{g}^2} T_{zz}(z, x),$$

$$\mathcal{R}_2 = -\frac{1}{2} \int \frac{dz}{z} d^3x \partial_j T_{zz}(z, x) \frac{1}{\bar{g}^2} T_{zz}(z, x),$$

(6.24)

$$\mathcal{R}_3 = -\frac{1}{4} \int \frac{dz}{z^2} d^3x \partial_j T_{zz}(z, x) \left( \frac{1}{\bar{g}^2} \right)^2 \partial_i T_{zz}(z, x).$$

We can now perform the computation of the on-shell action. Some details of the calculation are given in appendix F. The contribution from the transverse part of the graviton exchanged vanishes, see appendix F.2. The contribution from the longitudinal part is calculated in appendix F.1, and is given by

$$\mathcal{R}_1 = \frac{1}{2} \frac{\dot{\phi}}{H} (2\pi)^3 \delta^3 \left( \sum_{a=1}^{3} k_a \right) \left( \prod_{a=1}^{3} \phi_0(k_a) \right) \times \left[ -\frac{1}{2} \sum_{a=1}^{3} k_a^3 + \frac{1}{2} \sum_{a \neq b} k_a k_b^2 + \frac{4}{K} \sum_{a < b} k_a^2 k_b^2 \right].$$

(6.25)

Using eq. (6.21), we see that the EAdS on-shell action is

$$S_{EAdS\ on\ - shell} = \frac{1}{2} M_{Pl}^2 R_{AdS}^2 \frac{\phi}{H} (2\pi)^3 \delta^3 \left( \sum_{a=1}^{3} k_a \right) \left( \prod_{a=1}^{3} \phi_0(k_a) \right) \times \left[ -\frac{1}{2} \sum_{a=1}^{3} k_a^3 + \frac{1}{2} \sum_{a \neq b} k_a k_b^2 + \frac{4}{K} \sum_{a < b} k_a^2 k_b^2 \right].$$

(6.26)

From eq. (6.26), by taking derivatives with respect to the boundary value $\phi_0$ of the field $\delta\phi$, we obtain the three point coefficient function $\langle OOO \rangle$,

$$\langle O(k_1)O(k_2)O(k_3) \rangle = -\frac{1}{2} \frac{\phi}{H} (2\pi)^3 \delta^3 \left( \sum_{a=1}^{3} k_a \right) \times \left[ -\frac{1}{2} \sum_{a=1}^{3} k_a^3 + \frac{1}{2} \sum_{a \neq b} k_a k_b^2 + \frac{4}{K} \sum_{a < b} k_a^2 k_b^2 \right].$$

(6.27)

where we have made use of the analytic continuation eq.(6.6).

6.2 The Three Point Function $\langle \zeta\zeta\zeta \rangle$

We now proceed to compute the inflationary three point function $\langle \zeta\zeta\zeta \rangle$. From the wave function eq.(6.1), one finds that

$$\langle \delta\phi(k_1)\delta\phi(k_2)\delta\phi(k_3) \rangle = \frac{1}{4} \frac{H^4}{M_{Pl}^4} \frac{\langle O(k_1)O(k_2)O(k_3) \rangle}{\prod_{a=1}^{3} \langle O(k_a)O(-k_a) \rangle}.$$
Substituting the result eq. (6.27) in eq. (6.28), and using eq. (6.2), we get

\[
\langle \delta \phi(k_1) \delta \phi(k_2) \delta \phi(k_3) \rangle = -\frac{1}{8} \frac{H^4}{M_{Pl}^4} \frac{\dot{\phi}}{H} (2\pi)^3 \delta^3 \left( \sum_{a=1}^{3} k_a \right) \left( \prod_{a=1}^{3} \frac{1}{k_a^3} \right) \times
\]

\[
- \frac{1}{2} \sum_{a=1}^{3} k_a^3 + \frac{1}{2} \sum_{a \neq b} k_a k_b + \frac{4}{K} \sum_{a < b} k_a^2 k_b^2.
\]

(6.29)

Now, to obtain the three point function for the perturbation \( \zeta \), we need to perform a change of gauge from \( \delta \phi \) to \( \zeta \) in eq. (6.29). The second order change of gauge relating \( \delta \phi \) and \( \zeta \) is given by (see [18] for details)

\[
\zeta = -\frac{H}{\phi} \delta \phi + \frac{1}{2} \left( \frac{1}{2} + \frac{\ddot{\phi} H}{\phi^3} \right) \delta \phi^2.
\]

(6.30)

Performing the change of gauge eq. (6.30) in eq. (6.29), we get the final result

\[
\langle \zeta(k_1) \zeta(k_2) \zeta(k_3) \rangle = (2\pi)^3 \delta^3 \left( \sum_{a=1}^{3} k_a \right) \left( \prod_{a=1}^{3} \frac{1}{(2k_a^3)} \right) \frac{H^4}{M_{Pl}^4} \frac{H^2}{\phi^2} \times
\]

\[
\left[ \frac{1}{2} + \frac{2H}{\phi^3} \right] \sum_{a=1}^{3} k_a^3 + \frac{1}{2} \sum_{a \neq b} k_a k_b + \frac{4}{K} \sum_{a < b} k_a^2 k_b^2 \right],
\]

(6.31)

which is indeed the expression for the three point function of \( \zeta \) computed in [18].

The present method of calculation also provides us with an understanding of which region in the bulk makes a significant contribution to the late time \( \eta \to 0 \) correlation functions. E.g. for the three point function, when \( k_3 \to 0 \) keeping \( k_1, k_2 \) fixed, the corresponding bulk-to-boundary propagators for the scalars, shown in figure 1, go deep inside the bulk. Thus the behaviour in the far past becomes important. This is a version of the UV-IR connection in de Sitter or inflationary space times, and has also been discussed in [47].

7 Conclusions

We have studied the Ward identities for scale and special conformal transformations in the context of inflation and de Sitter space in this paper. It was argued earlier, [20], that these Ward identities follow from the coordinate reparametrization symmetries of the system. The coordinate reparametrization invariance can be used to set the perturbation in the inflaton to vanish, \( \delta \phi = 0 \), at late times. The resulting perturbations in single field models then correspond to scalar perturbations \( \zeta \), and tensor perturbations \( \tilde{\gamma}_{ij} \) in the metric. The residual spatial reparametrization symmetries present give rise to Ward identities for the correlation functions of these perturbations. See [20] for details.

For generalized models of single field inflation, it was shown here that the Ward identities are indeed valid, as would be expected from the general nature of the arguments leading to these identities. We should mention that some of these Ward identities were checked in an earlier work [27].
We also explored a class of vacua, called $\alpha$-vacua, which preserve conformal invariance. For these vacua, we found that the scalar three point function $\langle \zeta \zeta \zeta \rangle$ did not meet the Maldacena consistency condition, which is the Ward identity for scale invariance. We argued that this is because the background inflationary solution, about which the perturbations have been computed, is itself not self-consistent. In the $\alpha$-vacua, the quantum stress tensor diverges, and thus the back-reaction of the quantum stress tensor cannot be neglected. The background solution though neglects this effect and only incorporates the classical potential and small corrections due to the rolling of the inflaton.

We also explored the nature of the $\alpha$-vacua in some detail for a probe scalar field. We showed directly, by constructing the conserved charges, that these vacua preserve conformal invariance in the interacting theory, up to subtleties having to do with zero modes and possible surface terms, see appendix B. We also calculated the late time three point function in the $\alpha$-vacua for a probe massless scalar field. We found that the result is conformally invariant, up to contact terms. However, interestingly, the corresponding non-Gaussian term in the wave function does not satisfy the operator product expansion. The implications for a possible dS/CFT correspondence are left for the future.

Finally, we described an alternate calculation for the three point function for scalar perturbations in standard slow-roll inflation in the Bunch-Davies vacuum. This calculation is motivated by techniques drawn from the AdS/CFT correspondence and is related to other recent papers, including [16, 47, 66], and could be useful in thinking about the implications of additional fields during inflation, including those with higher spin.
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A Correlation Functions of $\zeta$ for the $P(X,\phi)$ Models of Inflation

In this appendix, to make the paper self-contained, we present the results for the two, three and four point functions of the curvature perturbation $\zeta$ for the general single field models of inflation introduced in section 3. These results are taken from [43, 44].

The two point function is given by

$$\langle \zeta(k_1)\zeta(k_2) \rangle = (2\pi)^3 \delta^3(k_1 + k_2) \frac{H^2}{M_P^2} \frac{1}{c_s} \frac{1}{4\epsilon k_1^2}.$$ (A.1)
The three point function to the leading order in the “slow-variation” parameter $\epsilon$ is given by
\[
\langle \zeta(k_1)\zeta(k_2)\zeta(k_3) \rangle = (2\pi)^3 \delta^3 \left( \sum_{a=1}^{3} k_a \right) \frac{H^4}{M_{Pl}^4} \frac{2}{c_s^2 \epsilon^2} \prod_{a=1}^{3} \left( \frac{1}{2k_a^3} \right) A, \tag{A.2}
\]
where
\[
A = \left( \frac{1}{c_s^2} - 1 - \frac{2\lambda}{\Sigma} \right) \frac{3k_1^2 k_2^2 k_3^2}{2K^3} + \left( \frac{1}{c_s^2} - 1 \right) \left( -\frac{1}{K} \sum_{a<b} k_a^2 k_b^2 + \frac{1}{2K^2} \sum_{a \neq b} k_a^2 k_b^2 + \frac{1}{8} \sum_{a=1}^{3} k_a^3 \right), \tag{A.3}
\]
with $\lambda$ and $\Sigma$ being defined as
\[
\lambda = X^2 P_{XX} + \frac{2}{3} X^3 P_{XXX}, \tag{A.4}
\]
and
\[
\Sigma = XP_X + 2X^2 P_{XX}. \tag{A.5}
\]
Note that $K = k_1 + k_2 + k_3$. Another important quantity which we will need later is
\[
\mu = \frac{1}{2} X^2 P_{XX} + 2X^3 P_{XXX} + \frac{2}{3} X^4 P_{XXXX}. \tag{A.6}
\]

The four point function receives contributions from a contact interaction term, as well as from an intermediate scalar exchange. The complete expression for the four point function to the leading order is given by
\[
\langle \zeta(k_1)\zeta(k_2)\zeta(k_3)\zeta(k_4) \rangle = (2\pi)^3 \delta^3 \left( \sum_{a=1}^{4} k_a \right) \frac{H^6}{M_{Pl}^6} \frac{2}{c_s^5 \epsilon^3} \prod_{a=1}^{4} \left( \frac{1}{2k_a^3} \right) T, \tag{A.7}
\]
where $T$ is given by
\[
T = \left( \frac{\lambda}{\Sigma} \right)^2 T_{s1} + \left( \frac{1}{c_s^2} - 1 \right) T_{s2} + \left( \frac{1}{c_s^2} - 1 \right)^2 T_{s3} + \left( \frac{\mu}{\Sigma} - \frac{9\lambda^2}{\Sigma^2} \right) T_{c1} + \left( 3\frac{\lambda}{\Sigma} - \frac{1}{c_s^2} + 1 \right) T_{c2} + \left( \frac{1}{c_s^2} - 1 \right) T_{c3}. \tag{A.8}
\]
Here, $T_{s1}, T_{s2}, T_{s3}$ are contributions coming from an intermediate scalar exchange, and are given by
\[
T_{s1} = \left[ \frac{9}{8} \frac{k_1^2 k_2^2 k_3^2 k_4^2 k_{12}}{(k_1 + k_2 + k_{12})^3 M^3} \right] + 23 \text{ Permutations}, \tag{A.9}
\]

\textsuperscript{13}The term $A$ can have subleading corrections which are $O(\epsilon)$. For details, see [43].
\[ T_{s2} = \left[ \begin{array}{c}
- \frac{3}{32} (k_3 \cdot k_4) k_1 k_2^2 k_3^2 \left( \frac{1}{(k_1 + k_2 + k_1)^3} \right) F(k_3, k_4, M) \\
- \frac{3}{16} (k_{12} \cdot k_4) \frac{k_1^2 k_2 k_3^2}{k_{12}} \left( \frac{1}{(k_1 + k_2 + k_1)^3} \right) F(k_{12}, k_4, M) \\
- \frac{3}{16} (k_3 \cdot k_4) k_{12} k_1^2 k_2^2 G_{ab}(k_3, k_4) - \frac{3}{8} (k_{12} \cdot k_4) \frac{k_2^2 k_3^2}{k_{12}} G_{ab}(k_{12}, k_4) \\
- \frac{3}{16} (k_1 \cdot k_2) k_{12} k_3^2 k_4^2 G_{ba}(k_1, k_2) + \frac{3}{8} (k_{12} \cdot k_2) \frac{k_1^2 k_3^2 k_4^2}{k_{12}} G_{ba}(-k_{12}, k_2) \\
+ 23 \text{ Permutations,}
\end{array} \right] \\
\]

\[ T_{s3} = \left[ \begin{array}{c}
\frac{1}{128} (k_1 \cdot k_2)(k_3 \cdot k_4) k_{12} F(k_1, k_2, k_1 + k_2 + k_{12}) F(k_3, k_4, M) \\
+ \frac{1}{32} (k_1 \cdot k_2)(k_{12} \cdot k_4) \frac{k_1^2}{k_{12}} F(k_1, k_2, k_1 + k_2 + k_{12}) F(k_{12}, k_4, M) \\
- \frac{1}{32} (k_{12} \cdot k_2)(k_{12} \cdot k_4) \frac{k_1^2}{k_{12}} F(k_{12}, k_2, k_1 + k_2 + k_{12}) F(k_{12}, k_4, M) \\
+ \frac{1}{64} (k_1 \cdot k_2)(k_3 \cdot k_4) k_{12} G_{bb}(k_1, k_2, k_3, k_4) \\
+ \frac{1}{32} (k_1 \cdot k_2)(k_{12} \cdot k_4) \frac{k_1^2}{k_{12}} G_{bb}(k_1, k_2, k_{12}, k_4) \\
- \frac{1}{32} (k_{12} \cdot k_2)(k_3 \cdot k_4) \frac{k_1^2}{k_{12}} G_{bb}(-k_{12}, k_2, k_3, k_4) \\
- \frac{1}{16} (k_{12} \cdot k_2)(k_{12} \cdot k_4) \frac{k_1^2 k_2^2}{k_{12}} G_{bb}(-k_{12}, k_2, k_{12}, k_4) \\
+ 23 \text{ Permutations,}
\end{array} \right] \\
\]

where we have used the notation

\[ \tilde{K} = k_1 + k_2 + k_3 + k_4, \]
\[ k_{12} = k_1 + k_2, \]
\[ k_{12} = |k_{12}|, \]
\[ M = k_3 + k_4 + k_{12}. \]

Also, the functions \( F, G_{ab}, G_{ba} \) and \( G_{bb} \) used in eqs. (A.10) and (A.11) above are defined as

\[ F(u, v, m) = \frac{1}{m^3} \left[ 2uv + (u + v)m + m^2 \right], \quad (A.13) \]

\[ G_{ab}(u, v) = \frac{1}{M^3 K^3} \left[ 2uv + (u + v)M + M^2 \right] + \frac{3}{M^2 K^4} \left[ 2uv + (u + v)M \right] + \frac{12}{MK^5} uv, \quad (A.14) \]

\[ G_{ba}(u, v) = \frac{1}{M^3 K} + \frac{1}{M^3 K^2} (u + v + M) + \frac{1}{M^3 K^3} \left[ 2uv + 2(u + v)M + M^2 \right] + \frac{3}{M^2 K^4} \left[ 2uv + (u + v)M \right] + \frac{12}{MK^5} uv, \quad (A.15) \]
\begin{align*}
G_{bb}(u,v,x,y) & \equiv \frac{1}{M^3 K} [2xy + (x + y)M + M^2] \\
& + \frac{1}{M^3 K^2} [2xy(u + v) + (2xy + (u + v)(x + y))M + (u + v + x + y)M^2] \\
& + \frac{2}{M^3 K^3} [2uvxy + (2xy + uv)(x + y)M \\
& \quad + (uv + ux + uy + vx + vy + xy)M^2] \\
& + \frac{6}{M^2 K^4} uvxy \left( 2 + M \left( \frac{1}{u} + \frac{1}{v} + \frac{1}{x} + \frac{1}{y} \right) \right) + \frac{24}{MK^5} uvxy.
\end{align*}

Also, \( T_{c1}, T_{c2}, T_{c3} \) in eq. (A.8) are contributions coming from the four point contact interaction, and are given by

\begin{align*}
T_{c1} &= 36 \frac{k_1^2 k_2^2 k_3^2 k_4^2}{K^5}, \\
T_{c2} &= -\frac{1}{8} \frac{k_1^2 k_2^2 (k_3 \cdot k_4)}{K^3} \left( 1 + \frac{3(k_3 + k_4)}{K} + \frac{12k_3 k_4}{K^2} \right) + 23 \text{ Permutations},
\end{align*}

and

\begin{align*}
T_{c3} &= \frac{1}{32} \frac{(k_1 \cdot k_2)(k_3 \cdot k_4)}{K} \left( 1 + \sum_{a < b} k_a k_b \frac{1}{K^2} + \frac{3k_1 k_2 k_3 k_4}{K^3} \sum_{a=1}^{4} \frac{1}{k_a} \\
& \quad + \frac{12k_1 k_2 k_3 k_4}{K^4} \right) + 23 \text{ Permutations}.
\end{align*}

\section*{B Isometries, Conserved Charges, and the Symmetries of \( \alpha \)-vacua}

The isometries of de Sitter space have been discussed in section 2, see eqs. (2.4a)-(2.4d).

The presence of isometries gives rise to conserved currents. Consider the matter part of the action given schematically as

\begin{align*}
S_m = \int d^4 x \sqrt{-g} L(g^{\mu \nu}, \phi, \partial_{\mu} \phi),
\end{align*}

where \( L \) is the Lagrangian of the system. If the isometry is given by

\begin{align*}
x^\mu \rightarrow x^\mu + \xi^\mu(x),
\end{align*}

where \( \xi^\mu \) is infinitesimal, then the current

\begin{align*}
J^\mu = \sqrt{-g} \xi^\nu T^{\mu \nu}
\end{align*}

is conserved.\textsuperscript{14} Here, \( T^{\mu \nu} \) is the energy-momentum tensor for matter, given by

\begin{align*}
T^{\mu \nu} &= \frac{2}{\sqrt{-g}} \delta S_m \delta g_{\mu \nu} \\
&= g^{\mu \nu} L - \frac{\partial L}{\partial (\partial_{\nu} \phi)} \partial_{\mu} \phi.
\end{align*}

\textsuperscript{14}The conservation of the current, \( \partial_{\mu} J^\mu = 0 \), follows from the fact that \( \xi^\mu \) satisfies the Killing equation

\begin{align*}
\nabla_\mu \xi_\nu + \nabla_\nu \xi_\mu = 0.
\end{align*}

and the energy-momentum tensor is covariantly conserved, \( \nabla_\mu T^{\mu \nu} = 0 \).
Associated with the conserved current $J^\mu$, we have the conserved charge

$$Q = \int_{\Sigma_t} d^3 x \, J^0(x), \quad (B.5)$$

where the integration is on a spacelike surface $\Sigma_t$ labeled by the time coordinate $t$. The conserved charges act as generators of the respective transformations on the fields in the system. For instance, under the transformation eq. (B.2), we have for a scalar,

$$\varphi(x) \rightarrow \varphi'(x) = U \varphi(x) U^{-1} = \varphi(x^\mu - \xi^\mu), \quad (B.6)$$

where $U$ is the operator obtained by exponentiating the conserved charge $Q$,

$$U = \exp(i\theta Q), \quad (B.7)$$

with $\theta$ being the parameter of the transformation.

### B.1 Conserved Charges for a Massless Free Scalar Field

Following the discussion above, we can construct the conserved charges corresponding to the de Sitter isometries for the massless free field theory. The action is given by eq.(4.1). The energy-momentum tensor for the field $\varphi$ can be calculated using eq.(B.4),

$$T^{\mu\nu} = g^{\mu\alpha} g^{\nu\beta} \partial_\alpha \varphi \partial_\beta \varphi - \frac{1}{2} g^{\mu\nu} g^{\alpha\beta} \partial_\alpha \varphi \partial_\beta \varphi. \quad (B.8)$$

Then, from eq.(B.5), the conserved charge for spatial translations, eq.(2.4a), is given by

$$P_i = \frac{1}{\eta^4 H^4} \int d^3 x : T^0_i : = \int \frac{d^3 k}{(2\pi)^3} k_i a_k^\dagger a_k, \quad (B.9)$$

where in deriving the last step we have used the mode expansion in eq.(4.3), with the modes $u_k(\eta)$ given by eq.(4.4). Similarly, for rotational symmetry eq.(2.4b), we obtain the conserved charge

$$L_{ij} = \frac{1}{\eta^4 H^4} \int d^3 x : (x_j T^0_i - x_i T^0_j) : = i \int \frac{d^3 k}{(2\pi)^3} a_k^\dagger \left( k_i \frac{\partial}{\partial k^j} - k_j \frac{\partial}{\partial k^i} \right) a_k. \quad (B.10)$$

Consider next the case of dilatations, eq.(2.4c). The conserved charge is

$$D = \frac{1}{\eta^4 H^4} \int d^3 x : x^\mu T^0_\mu : = i \int \frac{d^3 k}{(2\pi)^3} a_k^\dagger \left( k_i \frac{\partial}{\partial k^i} + \frac{3}{2} \right) a_k. \quad (B.11)$$
Finally, we consider the special conformal transformation, eq. (2.4d). The conserved charge is given by

\[ K_i = \frac{1}{\eta^4 H^4} \int d^3 x : \left( 2 \eta x_i T_0^0 + 2 x_i x^j T^0_j + (\eta^2 - x^2) T_i^0 : \right), \]

\[ = \int \frac{d^3 k}{(2\pi)^3} \left( \frac{9 k_i}{4 k^2} a_k^\dagger a_k - 3 a_k^\dagger \frac{\partial a_k}{\partial k^i} + a_k^\dagger k_i \frac{\partial^2 a_k}{\partial k_j \partial k^i} - 2 a_k^\dagger k_i \frac{\partial^2 a_k}{\partial k^i \partial k^j} \right). \]  

(B.12)

From equations (B.9), (B.10), (B.11) and (B.12), due to the normal ordering, it is clear that the Bunch-Davies vacuum, defined by the condition that \( a_k |0\rangle = 0 \forall k \), is annihilated by the generators of the de Sitter isometries, and is thus conformally invariant.

### B.2 Symmetries of the \( \alpha \)-vacua in the Massless Free Field Theory

We now consider \( \alpha \)-vacua in the massless free field theory. The expression for the free \( \alpha \)-vacua in terms of the Bunch-Davies vacuum is given in eq. (4.17). For compactness, we rewrite the expression as

\[ |\alpha\rangle = c_1 \exp \left( c_2 \int \frac{d^3 k}{(2\pi)^3} a_k^\dagger a_k^\dagger - k \right) |0\rangle, \]

(B.13)

where \( c_1 = 1/N \) and \( c_2 = \frac{i}{2} \tanh(\alpha) \).

The late time two point function for the probe in this vacuum is given by

\[ \langle \alpha | \varphi(k_1) \varphi(k_2) |\alpha\rangle = (2\pi)^3 \delta^3(k_1 + k_2) \frac{H^2}{2k^3} \cosh(2\alpha), \]

(B.14)

and can be shown to be conformally invariant. This shows that the \( \alpha \)-vacua are conformally invariant. More correctly, this is true up to subtleties involving zero modes, which we will ignore here.

In what follows, we will study the symmetry properties more directly in terms of the action of the conserved charges on the state eq. (B.13). Let \( U \) denote an element of the de Sitter isometry group. We then have

\[ U|\alpha\rangle = U \left[ c_1 \exp \left( c_2 \int \frac{d^3 k}{(2\pi)^3} a_k^\dagger a_k^\dagger - k \right) |0\rangle \right] = c_1 \exp \left( c_2 \int \frac{d^3 k}{(2\pi)^3} U a_k^\dagger U^{-1} |0\rangle \right), \]

(B.15)

where we have used the invariance of the Bunch-Davies vacuum under the action of the de Sitter isometry group, \( U|0\rangle = |0\rangle \). The operator \( a_k^\dagger \) can be expressed in terms of the field \( \varphi_k \) and its conjugate momentum \( \pi_k \) as

\[ a_k^\dagger = \left( i \sqrt{\frac{k}{2 \eta H^2}} \varphi_{-k}(\eta) - \frac{i}{\sqrt{2k^3}} (1 + i k \eta) \pi_{-k}(\eta) \right) e^{-i k \eta}, \]

(B.16)

where

\[ \varphi_{-k}(\eta) = \int d^3 x e^{i k x} \varphi(\eta, x), \quad \pi_{-k}(\eta) = \int d^3 x e^{i k x} \pi(\eta, x). \]

(B.17)
The transformation of \( a_k^\dagger \) under the action of \( U \) is thus given by

\[
U a_k^\dagger U^{-1} = i\frac{\sqrt{k}}{2\eta H} \left( \int d^3x \, e^{ik \cdot x} \, U \varphi(\eta, x) U^{-1} \right) e^{-i\eta} \\
- \frac{i}{\sqrt{2k^3}} \left( 1 + i k \eta \right) \left( \int d^3x \, e^{ik \cdot x} \, U \pi(\eta, x) U^{-1} \right) e^{-i\eta}.
\]  

(B.18)

Using the expression eq. (B.18), we can now check for the invariance of the \( \alpha \)-vacua under the de Sitter isometries on a case by case basis. For translations \( x \to x + r \), it is easy to see that \( a_k^\dagger \) picks up a phase,

\[
U_r a_k^\dagger U_r^{-1} = e^{ik \cdot r} a_k^\dagger,
\]  

(B.19)

which on substituting in eq. (B.15) gives

\[
U_r |\alpha\rangle = |\alpha\rangle.
\]  

(B.20)

We see that \( \alpha \)-vacua are translationally invariant. Similarly, for spatial rotations \( x \to \Lambda x \), we have

\[
U_r a_k^\dagger U_r^{-1} = a_{\Lambda^T k}^\dagger,
\]  

(B.21)

where \( \Lambda^T \) denotes the transpose of \( \Lambda \). Using the result of eq. (B.21) in eq. (B.15), we see that

\[
U_r |\alpha\rangle = |\alpha\rangle,
\]  

(B.22)

where in getting eq. (B.22), we have performed a change of variable \( k \to \Lambda k \) and used \( \Lambda^T \Lambda = 1 \). Eq. (B.22) proves that the \( \alpha \)-vacua are rotationally invariant as well.

Now consider a scaling transformation that scales the coordinates \( (\eta, x) \) to \( (\lambda \eta, \lambda x) \). Then the action of the scaling operator on \( \varphi(\eta, x) \) and \( \pi(\eta, x) \) is

\[
U_s \varphi(\eta, x) U_s^{-1} = \varphi(\lambda^{-1} \eta, \lambda^{-1} x),
\]

\[
U_s \pi(\eta, x) U_s^{-1} = \frac{1}{\lambda^3} \pi(\lambda^{-1} \eta, \lambda^{-1} x),
\]  

(B.23)

where the RHS of the second transformation has a factor of \( \lambda^{-3} \) because the scaling dimension of \( \pi(\eta, x) \) is 3. Using eq. (B.23) in eq. (B.18), and performing manipulations similar to the previous cases, we find that

\[
U_s a_k^\dagger U_s^{-1} = \lambda^{3/2} a_{\lambda k}^\dagger,
\]  

(B.24)

which when used in eq. (B.15) gives

\[
U_s |\alpha\rangle = |\alpha\rangle,
\]  

(B.25)

proving that scaling is also a symmetry of the \( \alpha \)-vacua states.

Finally, to argue for the invariance of \( \alpha \)-vacua for the case of special conformal transformations, we follow a different approach. This is because if we try to calculate \( U_\kappa a_k^\dagger U_\kappa^{-1} \) just as we did for the other isometries, there is no obvious way to express the result as a function
of $a_k^\dagger$ because of the nonlinear nature of the SCT. We start by considering eq. (B.13), which can also be written as

$$|\alpha\rangle = c_1 \exp \left( c_2 \hat{B} \right) |0\rangle; \quad \hat{B} = \int \frac{d^3 k}{(2\pi)^3} a_k^\dagger a_{-k}^\dagger. \quad (B.26)$$

Now, for the $\alpha$-vacua to be invariant under an SCT, we must have

$$U_k |\alpha\rangle = |\alpha\rangle, \quad (B.27)$$

where $U_k = e^{-i b \cdot K}$, with $b$ being the transformation parameter. Thus, we must have

$$[e^{-i b \cdot K}, \hat{B}] = 0, \quad (B.28)$$

or equivalently,

$$[K_i, \hat{B}] = 0. \quad (B.29)$$

Using the expression for $K_i$ given in eq. (B.12), we have

$$[K_i, \hat{B}] = 2 \int \frac{d^3 k}{(2\pi)^3} \left( -k_i \frac{\partial a_k^\dagger a_{-k}^\dagger}{\partial k_j\partial k_j} + 2k_j \frac{\partial a_k^\dagger a_{-k}^\dagger - \partial a_{-k}^\dagger a_k^\dagger}{\partial k_i\partial k_i} + 3a_k^\dagger \frac{\partial a_{-k}^\dagger}{\partial \partial k^i} \right). \quad (B.30)$$

Now, the RHS of the above expression is actually a surface term, and can be dropped. To see this, we change the integration variable $k \rightarrow -k$ in eq. (B.30), and perform several integrations by parts to get

$$[K_i, \hat{B}] = \int \frac{d^3 k}{(2\pi)^3} \left[ \frac{\partial}{\partial k^i} \left( a_k^\dagger a_{-k}^\dagger \right) - \frac{\partial}{\partial k^j} \left( a_k^\dagger \left( k_i \frac{\partial}{\partial k^j} - k_j \frac{\partial}{\partial k^i} \right) a_{-k}^\dagger \right) \right]. \quad (B.31)$$

Therefore, we see that up to surface terms in momentum space, the condition eq. (B.29) is indeed met. The surface terms will not contribute in any state where only finite momenta are excited. However, there is a subtlety in concluding from the above argument that the $\alpha$-vacua we are considering are invariant under $K_i$, since arbitrarily high $k$ modes are excited in these states above the Bunch-Davies vacuum. However, we saw at the beginning of the section that for the free theory, the two point function directly shows that the $\alpha$-vacua are indeed conformally invariant.

### B.3 Massless Interacting Scalar Field and Symmetries of the $|\alpha\rangle_1$ Vacua

We now briefly discuss symmetry properties of the interacting $\alpha$-vacua, which we have denoted by $|\alpha\rangle_1$. Consider the action eq. (4.19) for a massless interacting scalar field in de Sitter space, which we discuss below. This example will in fact illustrate a more general issue regarding the form conserved charges take in the Heisenberg and Interaction pictures.

For the interacting theory, eq. (4.19), the energy-momentum tensor has the form

$$T^{\mu\nu} = g^{\mu\alpha} g^{\nu\beta} \partial_\alpha \varphi \partial_\beta \varphi - \frac{1}{2} g^{\mu\alpha} g^{\nu\beta} \partial_\alpha \varphi \partial_\beta \varphi - g^{\mu\lambda} \lambda \frac{\partial}{\partial \varphi^3}, \quad (B.32)$$
and depends on the $\lambda \varphi^3$ interaction. As a result, the expressions for the conserved charges also change from the non-interacting case, since they depend on the form of $T_{\mu \nu}$. In particular, the generators of dilatation and special conformal transformations take the form,

$$D^{\text{int}} = D - \frac{1}{\eta^3 H^3} \frac{\lambda}{3!} \int d^3 x : \varphi^3 : ,$$

(B.33)

and

$$K^i_{\text{int}} = K_i - \frac{2}{\eta^3 H^4} \frac{\lambda}{3!} \int d^3 x : x_i \varphi^3 : .$$

(B.34)

However, the generators for translations and rotations stay the same, eqs. (B.9) and (B.10), for the interacting theory as well.

Note that in writing these expressions down we are working in the Heisenberg picture. The expressions for the charges, eqs. (B.9), (B.10), (B.33) and (B.34), have been obtained from the action eq. (4.19) using the Noether procedure. Varying the same action gives the equation of motion for the field $\varphi$ in the Heisenberg picture.

In contrast, in the interaction picture the form of the charges is different, and in fact the same as in the free field theory without interactions. This can be understood as follows. Consider dilatations and special conformal transformations. The charges must generate the symmetry transformations

$$\varphi(\eta, x) \xrightarrow{\text{Dilatation}} \varphi((1 - \epsilon)\eta, (1 - \epsilon)x),$$

$$\varphi(\eta, x) \xrightarrow{\text{SCT}} \varphi((1 - 2b \cdot x)\eta, x - 2(b \cdot x)x - b(\eta^2 - x^2)),$$

(B.35)

where the dilatations and special conformal transformations are given by eqs. (2.4c) and (2.4d) respectively. In the interaction picture, $\varphi$ continues to have the free field mode expansion, eq. (4.3). Thus the form of the charges in terms of $a_k, a_k^\dagger$, continues to be the same as given in eq. (B.11) and eq. (B.12) respectively, so that the field $\varphi$ transforms correctly as given by eq. (B.35).

Now, as the charges in the interaction picture continue to have the same form as for the free theory, they commute past the exponential in the definition of the interacting $\alpha$-vacuum in eq. (4.18), as discussed in appendix B.2. Assuming that the interacting Bunch-Davies vacuum $|\Omega\rangle$ is invariant under the $O(1, 4)$ symmetry algebra then implies that the interacting $\alpha$-vacua defined in eq. (4.18) also share the same symmetry algebra.\(^{15}\)

C Three Point Function in the Bunch-Davies Vacuum

The late time three point function for the probe field in the Bunch-Davies vacuum can be obtained from eq. (4.32) by setting the parameter $\alpha = 0$,

$$\langle \Omega | \varphi(k_1) \varphi(k_2) \varphi(k_3) | \Omega \rangle = \frac{2}{3} \lambda H^2 (2\pi)^3 \delta^3 \left( \sum_{a=1}^3 k_a \right) \left[ \prod_{a=1}^3 \frac{1}{2k_a} \right] \times$$

$$\left( -\frac{4}{3} \sum_{a=1}^3 k_a^3 - \sum_{a \neq b} k_a k_b^2 + k_1 k_2 k_3 + (\gamma + \ln|\epsilon|) \left( \sum_{a=1}^3 k_a^3 \right) + \ln(K) \left( \sum_{a=1}^3 k_a^3 \right) \right) \right).$$

(C.1)

\(^{15}\)Once again, there are subtleties due to boundary terms for $K_i$, see discussion below eq. (B.31), and also due to the presence of zero modes.
One may have tried to compute the three point function in the interacting Bunch-Davies vacuum not by following the standard in-in procedure, but by explicitly computing the state $|\Omega\rangle$ perturbatively as a series of corrections to the free vacuum $|0\rangle$, to the desired order in the parameter $\lambda$ on the initial time slice, and then evolving the resulting state in time. For the present case, one has to the leading order in $\lambda$,\textsuperscript{16}

$$
|\Omega\rangle = |0\rangle + \sum_m \frac{\langle m | H^I_{\text{int}}(\eta_0) | 0 \rangle}{E_0 - E_m} |m\rangle,
$$

(C.2)

where $|m\rangle$ is the $m^{th}$ energy eigenstate of the free Hamiltonian at $\eta = \eta_0$, and $H^I_{\text{int}}(\eta_0)$ is the interaction Hamiltonian in the interaction picture at $\eta = \eta_0$, eq. (4.24), where $\eta_0 \to -\infty$. Note that the $'$ symbol on the summation in eq. (C.2) implies the exclusion of the $m = 0$ term. Eq. (C.2) gives

$$
|\Omega\rangle = |0\rangle - \frac{\lambda}{3!} \frac{1}{\eta_0^3} \int d^3 x \varphi^I_3(\eta_0, x) |0\rangle.
$$

(C.3)

Now, the mode expansion of $\varphi^I_3(\eta_0, x)$ considering $\eta_0 \to -\infty$ is

$$
\varphi^I_3(\eta_0, x) \approx i\eta_0 H \int \frac{d^3 k}{(2\pi)^3} \frac{1}{\sqrt{2k}} \left( e^{-ik\eta_0} - a_k^\dagger e^{ik\eta_0} \right) e^{i k \cdot x}.
$$

(C.4)

Substituting eq.(C.4) into eq.(C.3), we get

$$
|\Omega\rangle = |0\rangle + \frac{i \lambda}{3!} \frac{1}{\eta_0} \sum_m \frac{1}{E_m} \left( \int \frac{d^3 k}{(2\pi)^3} \frac{1}{\sqrt{2k}} \left( e^{-ik\eta_0} - a_k^\dagger e^{ik\eta_0} \right) e^{i k \cdot x} \right) |m\rangle \times \right]
\right] |0\rangle.
$$

(C.5)

One can get contributions only from single and three particle states in eq.(C.5). On explicit computation, we find that the single particle contribution vanishes, and we are left with only the three particle contribution, giving

$$
|\Omega\rangle = |0\rangle - \frac{i \lambda}{3!} \frac{1}{\eta_0} \int \prod_{a=1}^3 \left( \int \frac{d^3 k_a}{(2\pi)^3} \frac{1}{\sqrt{2k_a}} \right) \left( e^{i K \eta_0} - a_{k_1}^\dagger a_{k_2}^\dagger a_{k_3}^\dagger |0\rangle \right).
$$

(C.6)

We see that in the limit $\eta_0 \to -\infty$, $|\Omega\rangle$ becomes $|0\rangle$. This would then give rise to the same expression for the three point function as in eq.(C.1). Note that the vanishing of the correction term due to $\eta_0$ sitting in the denominator happens only for the case of cubic self interaction that we have considered; if one considers quartic or higher powers in the interaction term, then there will be genuine corrections to $|0\rangle$ and the three point function.

\textsuperscript{16}Though the system is inherently time dependent, we are justified to use time independent perturbation theory because we are working on a fixed time slice at $\eta = \eta_0$. 

D Evaluating the Three Point Function in the $|\alpha I\rangle$ Vacuum

In this appendix, we provide some details for the evaluation of the inflationary three point function in the $|\alpha I\rangle$ vacuum, section 5.3. We follow the standard in-in calculation procedure which is outlined in section 4. We start by performing the field redefinition eq. (5.12). The interaction Hamiltonian for the redefined field is given by eq. (5.15). The complete three point function of $\zeta$ is then calculated by combining the contributions coming from the three point function of $\tilde{\zeta}$, eq. (5.16), and the field redefinition terms; see eq. (5.14). We make use of the prescription eq. (4.26), and the free field mode expansion given by eq. (5.6). A straightforward but lengthy calculation then gives

$$1(\alpha|\zeta(k_1)\zeta(k_2)\zeta(k_3)|\alpha)_I = (2\pi)^3\delta^3\left(\sum_{a=1}^3 k_a\right)\frac{1}{(2k_3^3)}\frac{H^4}{4\epsilon} \times$$

$$\left\{ \left[ i\left[ \cosh(\alpha) - i\sinh(\alpha) \right]^3 \left( \cosh^3(\alpha) I_1 + i\cosh^2(\alpha)\sinh(\alpha) I_2 ight) 
- \cosh(\alpha)\sinh^2(\alpha) I_3 - i\sinh^3(\alpha) I_4 \right] + c.c. \right\}$$

$$+ \{ k_1 \to k_2 \to k_3 \to k_1 \} + \{ k_1 \to k_3 \to k_2 \to k_1 \} + 2\frac{2\epsilon - \eta}{\epsilon} \cosh^2(2\alpha)\left( \sum_{a=1}^3 k_a^3 \right),$$

where $I_1, I_2, I_3$ and $I_4$ are the integrals

$$I_1 = \int_{\eta_0}^0 d\eta e^{iK\eta}(1 - ik_1\eta) \left[ F - \frac{1}{\eta^2}(1 - ik_2\eta)(1 - ik_3\eta)k_2 \cdot k_3 \right],$$

$$I_2 = \int_{\eta_0}^0 d\eta e^{i(k_1 + k_2 - k_3)\eta}(1 - ik_1\eta) \left[ F - \frac{1}{\eta^2}(1 - ik_2\eta)(1 + ik_3\eta)k_2 \cdot k_3 \right]$$

$$+ \int_{\eta_0}^0 d\eta e^{i(k_1 - k_2 + k_3)\eta}(1 - ik_1\eta) \left[ F - \frac{1}{\eta^2}(1 + ik_2\eta)(1 - ik_3\eta)k_2 \cdot k_3 \right],$$

$$I_3 = \int_{\eta_0}^0 d\eta e^{i(k_1 - k_2 - k_3)\eta}(1 - ik_1\eta) \left[ F - \frac{1}{\eta^2}(1 + ik_2\eta)(1 + ik_3\eta)k_2 \cdot k_3 \right]$$

$$+ \int_{\eta_0}^0 d\eta e^{i(-k_1 + k_2 + k_3)\eta}(1 + ik_1\eta) \left[ F - \frac{1}{\eta^2}(1 - ik_2\eta)(1 - ik_3\eta)k_2 \cdot k_3 \right],$$

$$I_4 = \int_{\eta_0}^0 d\eta e^{i(k_1 - k_2 - k_3)\eta}(1 + ik_1\eta) \left[ F - \frac{1}{\eta^2}(1 - ik_2\eta)(1 - ik_3\eta)k_2 \cdot k_3 \right]$$

$$+ \int_{\eta_0}^0 d\eta e^{i(-k_1 + k_2 + k_3)\eta}(1 + ik_1\eta) \left[ F - \frac{1}{\eta^2}(1 + ik_2\eta)(1 + ik_3\eta)k_2 \cdot k_3 \right].$$
and

\[ \mathcal{I}_4 = \int_{\gamma_0}^0 d\eta e^{-ik_\sigma(1 + ik_1\eta)(1 + ik_2\eta)(1 + ik_3\eta)k_2 \cdot k_3}, \]  

(D.5)

where the quantity \( \mathcal{F} \) is a function of \( k_1, k_2, k_3 \), given by

\[ \mathcal{F} = k_2^2 k_3^2 - k_2^2 k_1 \cdot k_3 - k_3^2 k_1 \cdot k_2. \]  

(D.6)

Now, to evaluate the three point function, we need to calculate the \( \eta \) integrals in \( \mathcal{I}_1 \) to \( \mathcal{I}_4 \). These are given by\(^{17}\)

\[ \mathcal{I}_1 + \text{c.c.} = 2(k_2 \cdot k_3) \frac{\cos(K\sigma)}{\sigma}, \]

\[ i\mathcal{I}_1 + \text{c.c.} = \frac{2\mathcal{F}}{K} \left( 1 + \frac{k_1}{K} \right) + 2(k_2 \cdot k_3) \left( \frac{k_1 k_2 k_3}{K^2} + \frac{k_1 k_2 + k_2 k_3 + k_3 k_1}{K} - K \right), \]  

(D.7)

\[ \mathcal{I}_2 + \text{c.c.} = (k_2 \cdot k_3) \left\{ \frac{2}{\sigma} \cos[(k_1 + k_2 - k_3)\sigma] \right. \]

\[ + (k_1 k_2 - k_2 k_3 - k_3 k_1) \delta(k_1 + k_2 - k_3) + k_1 k_2 k_3 \delta'(k_1 + k_2 - k_3) \}

\[ + \left\{ k_1 \to k_2 \to k_3 \to k_1 \right\} + \left\{ k_1 \to k_3 \to k_2 \to k_1 \right\} \]  

(D.8)

\[ i\mathcal{I}_2 + \text{c.c.} = -2K(k_2 \cdot k_3) \]

\[ + 2(k_2 \cdot k_3) \left\{ \frac{k_1 k_2 - k_2 k_3 - k_3 k_1}{k_1 + k_2 - k_3} - \frac{k_1 k_2 k_3}{(k_1 + k_2 - k_3)^2} \right\} \]

\[ + \left\{ k_1 \to k_2 \to k_3 \to k_1 \right\} + \left\{ k_1 \to k_3 \to k_2 \to k_1 \right\} \]

(D.9)

\[ + 2\mathcal{F} \left[ \frac{1}{k_1 + k_2 - k_3} + \frac{1}{k_1 - k_2 + k_3} + \frac{1}{-k_1 + k_2 + k_3} \right] \]

\[ + 2k_1 \mathcal{F} \left[ \frac{1}{(k_1 + k_2 - k_3)^2} + \frac{1}{(k_1 - k_2 + k_3)^2} + \frac{1}{(-k_1 + k_2 + k_3)^2} \right], \]

where \( \sigma \to 0 \) is a small \( |\eta| \) cutoff. Also, note that in the shorthand notation used in eqs.\((\text{D.8})\) and \((\text{D.9})\), the cyclic permutations in \( k_1, k_2, k_3 \) act only within the square brackets, leaving

\(^{17}\)A ’ on the delta function denotes a derivative with respect to its argument. For e.g. in eq.\((\text{D.8})\), we have

\[ \delta'(k_1 + k_2 - k_3) = \frac{\partial \delta(k_1 + k_2 - k_3)}{\partial(k_1 + k_2 - k_3)}. \]
the external $k_2 \cdot k_3$ factor unaffected. Finally, the results for the integrals $I_3$ and $I_4$ can be easily expressed as

$$I_3 + c.c. = I_2 + c.c. - iI_3 + c.c. = iI_2 + c.c. \quad \text{(D.10)}$$

and

$$I_4 + c.c. = I_1 + c.c. - iI_4 + c.c. = iI_1 + c.c. \quad \text{(D.11)}$$

Note that the sum of any two amongst $(k_1, k_2, k_3)$ is always greater than the third, as $k_1, k_2$ and $k_3$ form the three sides of a triangle. Hence, the terms involving $\delta$-functions or derivatives of $\delta$-functions in the equations above never click. Substituting results from eqs. (D.7)-(D.11) into eq. (D.1), we get the three point function given in eq. (5.17).

E Estimating the Back-reaction for $\alpha$-vacua

In this appendix, we compute the quantum stress-energy tensor in an $\alpha$-vacua state for the free scalar field theory in de Sitter space, eq. (4.1). This simple example helps in illustrating the fact that the contribution of the quantum stress tensor to the total stress-energy in an $\alpha$-vacua state is divergent.

We start by considering the expression for the stress tensor given in eq. (B.8), and use the mode expansion eq. (4.3) for the free field in the Bunch-Davies vacuum. Using the prescription of normal ordering, we get

$$\langle 0 | : T_{\mu\nu} : | 0 \rangle = 0, \quad \text{(E.1)}$$

e nsuring that there is no back-reaction on the background geometry for the Bunch-Davies vacuum. Note that the normal ordering is being done here with respect to the creation and annihilation operators $a_k, a_k^\dagger$, used in the definition of the Bunch-Davies vacuum. The rationale for this is that the short distance modes in the Bunch-Davies vacuum are in essentially the same state as in the Minkowski vacuum in flat space, and their contribution to $T_{\mu\nu}$, which is the source term for gravity, should therefore vanish.

Now, using the same normal ordering prescription, we can compute the quantum stress tensor in the $\alpha$-vacua state. This gives, for instance,

$$\langle \alpha | : T_{00} : | \alpha \rangle = \frac{H^2}{4\pi^2} \int_0^\infty dk \left[ (1 + 2k^2 \eta^2) \sinh^2 \alpha + \frac{\sinh(2\alpha)}{2} (\sin(2k\eta) - 2k\eta \cos(2k\eta)) \right], \quad \text{(E.2)}$$

which clearly shows that the back-reaction is divergent for large values of $k$. For the $T_{0i}$ component of the stress-energy tensor, we find that

$$\langle \alpha | : T_{0i} : | \alpha \rangle = iH^2 \eta \int \frac{d^3k}{(2\pi)^3} \frac{k_i k_i}{k} \left[ - \sinh^2 \alpha + \frac{\sinh(2\alpha)}{2} (k\eta \cos(2k\eta) - \sin(2k\eta)) \right], \quad \text{(E.3)}$$
which vanishes due to the integrand being an odd function of \( k \). We also get

\[
\langle \alpha | : T_{ij} : | \alpha \rangle = H^2 \int \frac{d^3 k}{(2\pi)^3} \frac{k_i k_j}{k^3} \left[ (1 + k^2 \eta^2) \sinh^2 \alpha \right. \\
\left. - \frac{\sinh(2\alpha)}{2} \left( 2k \eta \cos(2k \eta) + (k^2 \eta^2 - 1) \sin(2k \eta) \right) \right] + \delta_{ij} \frac{H^2}{4\pi^2} \int_0^\infty dk \frac{1}{k^2} \left[ - \sinh^2 \alpha + \frac{\sinh(2\alpha)}{2} \left( 2k \eta \cos(2k \eta) + (2k^2 \eta^2 - 1) \sin(2k \eta) \right) \right],
\]

(E.4)

which is divergent.

During inflation, linearizing about the homogeneous background, the scalar perturbations behave like a massless scalar field in approximately de Sitter space. The calculation above therefore shows that in the \( \alpha \)-vacua states, the back-reaction of the quantum stress tensor will diverge in the inflationary setting also, as mentioned in section 5.3.1.

F Calculating the EAdS on-shell Action

In this appendix, we provide some details for calculating the EAdS on-shell action to determine the unknown coefficient \( \langle OOO \rangle \).

F.1 The Longitudinal Graviton Contribution

We first compute the contribution to the EAdS on-shell action coming from the longitudinal part of the exchanged graviton, which we have denoted by \( \mathcal{R} \); see eq.(6.23). For the purpose of calculations, it will be convenient to express \( \mathcal{R}_1, \mathcal{R}_2, \mathcal{R}_3 \) given in eq.(6.24) in momentum space. We get

\[
\mathcal{R}_1 = \int \frac{dz}{z^2} \frac{d^3 k}{(2\pi)^3} T_{zz}(z,-k) \frac{1}{k^2} T_{zz}(z,k), \\
\mathcal{R}_2 = -\frac{i}{2} \int \frac{dz}{z^2} \frac{d^3 k}{(2\pi)^3} k_j T_{zj}(z,-k) \frac{1}{k^2} T_{zz}(z,k), \\
\mathcal{R}_3 = -\frac{1}{4} \int \frac{dz}{z^2} \frac{d^3 k}{(2\pi)^3} k_i k_j T_{zj}(z,-k) \frac{1}{k^4} k_i T_{zi}(z,k).
\]

(F.1)

Now, to compute the remainder terms, we need to find the quantities \( T_{zj}(z,k) \) and \( T_{zz}(z,k) \), with the energy-momentum tensor given in eq.(6.13). Note that to get the coefficient \( \langle OOO \rangle \), out of the two factors of \( T_{\mu\nu} \) in each of the remainder terms, one must give a contribution proportional to \( \delta \phi \delta \phi \), and the other must give a contribution proportional to \( \bar{\phi} \delta \phi \); see figure 3. Consider first the case when the energy-momentum tensor contributes a factor of \( \delta \phi \delta \phi \). For this case

\[
T_{zj}(z,x) = \partial_x \delta \phi \partial_x \delta \phi,
\]

(F.2)
which on substituting the expression for $\delta \phi$ from eq. (6.19) and converting to momentum space gives \(^\text{18}\)

$$
T_{zz}(z, k) = -iz (2\pi)^3 \delta^3(p + q - k) \phi_0(p) \phi_0(q) p^2 q_j (1 + qz) e^{-(p+q)z},
$$

where $p, q$ are the momentum labels carried by the two external $\delta \phi$ legs. Similarly, we also have

$$
T_{zz}(z, x) = \frac{1}{2} (\partial_z \delta \phi)^2 - (\partial_t \delta \phi)^2,
$$

which in momentum space takes the form

$$
T_{zz}(z, k) = \frac{1}{2} (2\pi)^3 \delta^3(p + q - k) \phi_0(p) \phi_0(q) \times \left[ p^2 q_j^2 z^2 + (p \cdot q)(1 + p z)(1 + q z) \right] e^{-(p+q)z}.
$$

Consider now the case when the energy-momentum tensor contributes one factor of $\bar{\phi}$ and one factor of $\delta \phi$. For this case, we have

$$
T_{zz}(z, x) = \partial_z \bar{\phi} \partial_j \delta \phi,
$$

which in momentum space is given by

$$
T_{zz}(z, k) = i (2\pi)^3 \delta^3(p - k) \partial_z \bar{\phi} \phi_0(p) p_j (1 + p z) e^{-pz},
$$

where $p$ is the momentum carried by the external leg $\delta \phi$. We also have \(^\text{19}\)

$$
T_{zz}(z, x) = \partial_z \bar{\phi} \partial_j \delta \phi - \frac{R_{\text{AdS}}^2}{z^2} V'(\bar{\phi}) \delta \phi,
$$

implying that

$$
T_{zz}(z, k) = -(2\pi)^3 \delta^3(p - k) \left[ p^2 z \partial_z \bar{\phi} + \frac{R_{\text{AdS}}^2}{z^2} V'(\bar{\phi})(1 + p z) \right] \phi_0(p) e^{-pz}.
$$

We can now jump into the computation of the remainder terms. Consider for instance the s-channel process shown in figure 3. The contribution from this process to $R_4$, defined in eq. (F.1), is

$$
R_4^1 = 2 \int \frac{dz}{z^2} \frac{dk}{(2\pi)^3} \left[ -iz (2\pi)^3 \delta^3(k_1 + k_2 + k) \phi_0(k_1) \phi_0(k_2) \times e^{-(k_1+k_2)z} \left\{ k_2 k_{2j} (1 + k_2 z) + k_{2k} k_{1j} (1 + k_1 z) \right\} \right] \times \frac{1}{k^2} \left[ i (2\pi)^3 \delta^3(k_3 - k) \partial_z \bar{\phi} \phi_0(k_3) k_{3j} (1 + k_3 z) e^{-k_3 z} \right].
$$

\(^{18}\)For $\delta \phi$ given in eq. (6.19), we have

$$
\partial_z \delta \phi_0(z, x) = -k^2 \phi_0(k) e^{-k_z x},
$$

$$
\partial_j \delta \phi_0(z, x) = ik_j \phi_0(k)(1 + k z) e^{-k_z x}.
$$

\(^{19}\)We use the notation $V'(\bar{\phi}) \equiv dV(\bar{\phi})/d\bar{\phi}$. Also note that we have an additional factor of $R_{\text{AdS}}^2$ multiplying the $V'(\bar{\phi})$ term in eq. (F.8) as compared to eq. (6.13). It is because in writing the EAdS on-shell action eq. (6.20), we extracted out an overall factor of $R_{\text{AdS}}^2$. 

---

\(^{18}\)For $\delta \phi$ given in eq. (6.19), we have

$$
\partial_z \delta \phi_0(z, x) = -k^2 \phi_0(k) e^{-k_z x},
$$

$$
\partial_j \delta \phi_0(z, x) = ik_j \phi_0(k)(1 + k z) e^{-k_z x}.
$$

\(^{19}\)We use the notation $V'(\bar{\phi}) \equiv dV(\bar{\phi})/d\bar{\phi}$. Also note that we have an additional factor of $R_{\text{AdS}}^2$ multiplying the $V'(\bar{\phi})$ term in eq. (F.8) as compared to eq. (6.13). It is because in writing the EAdS on-shell action eq. (6.20), we extracted out an overall factor of $R_{\text{AdS}}^2$. 

---
which on simplification yields

$$R^s_1 = -2 \frac{\dot{\phi}}{H} (2\pi)^3 \delta^3 \left( \sum_{a=1}^3 k_a \right) \left( \prod_{a=1}^3 \phi_0(k_a) \right) \frac{1}{k_3^2} \times$$

$$\int_0^\infty \frac{dz}{z^2} e^{-Kz} \left[ \left\{ k_1^2(k_2 \cdot k_3) + k_2^2(k_1 \cdot k_3) \right\} + z \left\{ k_1^2(k_2 \cdot k_3)(k_2 + k_3) + k_2^2(k_1 \cdot k_3)(k_1 + k_3) \right\} \right] \left( \int_0^\infty \frac{dz}{z^2} e^{-Kz} \right) \right) + z^2 \left\{ k_1^2(k_2 \cdot k_3)(k_2 + k_3) + k_2^2(k_1 \cdot k_3)(k_1 + k_3) \right\} \right].$$

We have used the fact that under the analytic continuation given in eq. (6.5), $z \partial_z \bar{\phi}$ goes over to $-\dot{\phi}/H$, and since we are working to the leading order in slow-roll, we can consider this factor to be a constant and pull it out of the $z$-integral. Eq. (F.11) gives

$$R^s_1 = -2 \frac{\dot{\phi}}{H} (2\pi)^3 \delta^3 \left( \sum_{a=1}^3 k_a \right) \left( \prod_{a=1}^3 \phi_0(k_a) \right) \frac{1}{k_3^2} \times$$

$$\left[ \frac{1}{K} \left\{ k_1^2(k_2 \cdot k_3) + k_2^2(k_1 \cdot k_3) \right\} + \left\{ k_1^2(k_2 \cdot k_3)(k_2 + k_3) + k_2^2(k_1 \cdot k_3)(k_1 + k_3) \right\} \right] \left( \int_0^\infty \frac{dz}{z^2} e^{-Kz} \right) \right) + \left\{ k_1^2(k_2 \cdot k_3) + k_2^2(k_1 \cdot k_3) \right\} \left( \int_0^\infty \frac{dz}{z^2} e^{-Kz} \right) \right].$$

Now, the remaining two integrals in eq. (F.12) are divergent. Let us replace the lower limit of the remaining integrals by $\rho$, where $\rho \to 0$. Then

$$\int_\rho^\infty \frac{dz}{z^2} e^{-Kz} = \Gamma[0, K\rho],$$

and

$$\int_\rho^\infty \frac{dz}{z^2} e^{-Kz} = \frac{1}{\rho} - K - K \Gamma[0, K\rho].$$

Using the results of eqs. (F.13) and (F.14) in eq. (F.12), we get

$$R^s_1 = -2 \frac{\dot{\phi}}{H} (2\pi)^3 \delta^3 \left( \sum_{a=1}^3 k_a \right) \left( \prod_{a=1}^3 \phi_0(k_a) \right) \frac{1}{k_3^2} \times$$

$$\left[ \frac{1}{K} \left\{ k_1^2(k_2 \cdot k_3) + k_2^2(k_1 \cdot k_3) \right\} + \left\{ k_1^2(k_2 \cdot k_3)(k_2 + k_3) + k_2^2(k_1 \cdot k_3)(k_1 + k_3) \right\} \right]$$

$$- \left( K + K \Gamma[0, K\rho] - \frac{1}{\rho} \right) \left\{ k_1^2(k_2 \cdot k_3) + k_2^2(k_1 \cdot k_3) \right\}$$

$$+ \Gamma[0, K\rho] \left\{ k_1^2(k_2 \cdot k_3)(k_2 + k_3) + k_2^2(k_1 \cdot k_3)(k_1 + k_3) \right\} \right].$$
This is our final answer for $\mathcal{R}_1^i$. From figure 3, it is clear that the t and u channel contributions to $\mathcal{R}_1$ can be easily obtained from $\mathcal{R}_1^i$ by performing momentum interchanges. In particular,

$$\mathcal{R}_1^i = \mathcal{R}_1^s(k_2 \leftrightarrow k_3),$$  \hspace{1cm} (F.16)

and

$$\mathcal{R}_1^u = \mathcal{R}_1^s(k_1 \leftrightarrow k_3).$$  \hspace{1cm} (F.17)

The complete expression for $\mathcal{R}_1$ is then

$$\mathcal{R}_1 = \mathcal{R}_1^s + \mathcal{R}_1^t + \mathcal{R}_1^u.$$  \hspace{1cm} (F.18)

Following exactly the same procedure as above, we can now compute $\mathcal{R}_2$, eq. (F.1). We get\(^{20}\)

$$\mathcal{R}_2 = -\frac{1}{2} \frac{\dot{\phi}}{H} (2\pi)^3 \delta^3 \left( \sum_{a=1}^{3} k_a \right) \left( \prod_{a=1}^{3} \phi_0(k_a) \right) \frac{1}{k_3^3} \times$$

$$\left[ \frac{1}{K^2} \left\{ k_1^2 k_2 k_3^2 (k_2 \cdot k_3) + k_1 k_2^2 k_3^2 (k_1 \cdot k_3) - k_1 k_2 k_3^3 (k_1 \cdot k_2) - k_1^2 k_2^2 k_3^3 \right\} 
+ \frac{1}{K} \left\{ k_1^2 k_3^2 (k_2 \cdot k_3) + k_2^2 k_3^2 (k_1 \cdot k_3) - k_1 k_2^3 (k_1 \cdot k_2) - k_1^2 k_2 k_3^2 
- k_3^3 (k_1 \cdot k_2) (k_1 + k_2) - 3 k_2^2 k_3 (k_2 \cdot k_3) - 3 k_1^2 k_3 (k_1 \cdot k_3) \right\} 
+ k_3^2 \left( K - \frac{1}{\rho} \right) (k_1 \cdot k_2) + 3 \left[ K + K \Gamma [0, K \rho] - \frac{1}{\rho} \right] \left\{ k_1^2 (k_2 \cdot k_3) + k_2^2 (k_1 \cdot k_3) \right\} 
- 3 \Gamma [0, K \rho] \left\{ k_1^2 (k_2 \cdot k_3) (k_2 + k_3) + k_2^2 (k_1 \cdot k_3) (k_1 + k_3) \right\} \right].$$

(F.19)

As before, we have

$$\mathcal{R}_2^t = \mathcal{R}_2^s(k_2 \leftrightarrow k_3), \quad \mathcal{R}_2^u = \mathcal{R}_2^s(k_1 \leftrightarrow k_3),$$  \hspace{1cm} (F.20)

and the complete expression is

$$\mathcal{R}_2 = \mathcal{R}_2^s + \mathcal{R}_2^t + \mathcal{R}_2^u.$$  \hspace{1cm} (F.21)

Finally, evaluating $\mathcal{R}_3$, we find that

$$\mathcal{R}_3 = -\frac{1}{4} \mathcal{R}_1.$$  \hspace{1cm} (F.22)

Combining the expressions for $\mathcal{R}_1, \mathcal{R}_2$ and $\mathcal{R}_3$, we get an expression for $\mathcal{R}$, eq. (6.23), given by

$$\mathcal{R} = \frac{1}{2} \frac{\dot{\phi}}{H} (2\pi)^3 \delta^3 \left( \sum_{a=1}^{3} k_a \right) \left( \prod_{a=1}^{3} \phi_0(k_a) \right) \times$$

$$\left[ -\frac{1}{2} \sum_{a=1}^{3} k_a^3 + \frac{1}{2} \sum_{a \neq b} k_a k_b^2 + \frac{4}{K} \sum_{a < b} k_a^2 k_b^2 - \frac{1}{2\rho} \sum_{a=1}^{3} k_a^2 \right].$$

(F.23)

\(^{20}\)In calculating $\mathcal{R}_2$, we have used the slow-roll approximation $V'(\dot{\phi}) \approx -3H \dot{\phi}$. 
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The cut-off dependent term in eq.(F.23) has to be removed by the addition of a suitable local counter-term. The final expression for the remainder term is then given by eq.(6.25).

**F.2 The Transverse Graviton Contribution**

We now proceed to calculate the contribution to the EAdS on-shell action coming from the transverse part of the exchanged graviton. This contribution is denoted by $\mathcal{W}$, and is defined in eq.(6.22). Out of the two $T_{ij}$ terms in $\mathcal{W}$, one must contribute a piece proportional to $\delta \phi \delta \phi$, and the other must contribute a piece proportional to $\partial_z \bar{\phi} \delta \phi$. Using the expression eq.(6.13) for the energy-momentum tensor, we get

$$T_{ij}(z, x) = - \left( \partial_z \bar{\phi} \partial_z \phi + \frac{R_{\text{AdS}}^2}{z^2} V'(\bar{\phi}) \delta \phi \right) \delta_{ij}. \tag{F.24}$$

The key point to note in eq.(F.24) is that $T_{ij}$ is proportional to $\delta_{ij}$. Thus, while calculating $\mathcal{W}$, the contraction of $T_{ij}$ with the transverse graviton propagator $\tilde{G}_{ij,kl}$ gives the trace $\tilde{G}_{ii,kl}$ which vanishes. Therefore, there is no contribution from the transverse graviton exchange to the EAdS on-shell action, i.e.

$$\mathcal{W} = 0. \tag{F.25}$$

Therefore, the only contribution to the EAdS on-shell action comes from the longitudinal part of the exchanged graviton, eq.(6.25).
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