CONVEX BODIES OF CONSTANT WIDTH IN SPACES OF CONSTANT CURVATURE AND THE EXTREMAL AREA OF REULEAUX TRIANGLES
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Abstract. Extending Blaschke and Lebesgue’s classical result in the Euclidean plane, it has been recently proved in spherical and the hyperbolic cases, as well, that Reuleaux triangles have the minimal area among convex domains of constant width \( D \). We prove an essentially optimal stability version of this statement in each of the three types of surfaces of constant curvature. In addition, we summarize the fundamental properties of convex bodies of constant width in spaces of constant curvature, and provide a characterization in the hyperbolic case in terms of horospheres.

1. Introduction

Let \( \mathcal{M}^n \) be either the Euclidean space \( \mathbb{R}^n \), hyperbolic space \( H^n \) or spherical space \( S^n \) for \( n \geq 2 \). We write \( V_{\mathcal{M}^n} \) to denote the \( n \)-dimensional volume (Lebesgue measure) on \( \mathcal{M}^n \), and \( d_{\mathcal{M}^n}(x, y) \) to denote the geodesic distance between \( x, y \in \mathcal{M}^n \). For \( x, y \in \mathcal{M}^n \) where \( x \neq -y \) if \( \mathcal{M}^n = S^n \), we write \([x, y]_{\mathcal{M}^n}\) to denote the geodesic segment between \( x \) and \( y \) whose length is \( d_{\mathcal{M}^n}(x, y) \). For \( X \subset \mathcal{M}^n \) where \( X \) is contained in an open hemisphere if \( \mathcal{M}^n = S^n \), we say is \( X \) convex if \([x, y]_{\mathcal{M}^n} \subset X \) for \( x, y \in X \). In addition, \( X \) is a convex body, if \( X \) is compact and convex with non-empty interior. For pairwise different points \( x, y, z \in \mathcal{M}^n \) (which are pairwise not antipodal in the spherical case), let \( \angle(x, y, z) \) be the angle of the geodesic segments \([x, y]_{\mathcal{M}^n} \) and \([y, z]_{\mathcal{M}^n} \) at \( y \). For \( z \in \mathcal{M}^n \) and \( r \geq 0 \), we write \( B_{\mathcal{M}^n}(z, r) = \{ x \in \mathcal{M}^n : d_{\mathcal{M}^n}(x, z) \leq r \} \) to denote the ball of radius \( r \) and center \( z \).

For a bounded set \( X \subset \mathcal{M}^n \), its diameter \( \text{diam}_{\mathcal{M}^n}X \) is the supremum of the geodesic distances \( d_{\mathcal{M}^n}(x, y) \) for \( x, y \in X \). We say that a bounded set \( X \subset \mathcal{M}^n \) is complete if adding any point \( z \notin X \) to \( X \), the diameter of \( X \cup \{ z \} \) is larger than \( \text{diam}_{\mathcal{M}^n}X \). It is a well-known property of the Euclidean space (see Groemer [20]) that complete sets of diameter \( D > 0 \) are the convex compact sets of constant width \( D \); namely, the distance between any two parallel supporting hyperplanes is \( D \). Here we provide the analogue of the statement in the hyperbolic space. Hyperplanes in the Euclidean space can be thought as hypersurfaces orthogonal to a family of parallel lines. In the hyperbolic setting, hypersurfaces orthogonal to a family of parallel lines are horospheres (see Section 4).

**Theorem 1.1.** A set \( K \subset H^n \) with \( \text{diam}_{H^n}X = D > 0 \), is complete if and only if \( K \) is compact convex and the distance between any two parallel supporting horospheres is \( D \).

The two equivalent conditions in Theorem 1.1 are also equivalent to Dekster’s [12] definition of a convex body of constant width \( D \) in a space of constant curvature (see Section 4).

For \( D > 0 \), let us consider the extremal values of the volume of a convex body of constant width \( D \) in a space of constant curvature \( \mathcal{M}^n \). According to the hyperbolic isodiametric inequality (see Schmidt [32, 33] and Bőröszy, Sagmeister [10] in \( \mathcal{M}^n \), balls of diameter \( D \) have the maximal volume among compact sets of diameter at most \( D \). Therefore, balls have maximal volume among compact convex sets of constant width \( D \).
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On the other hand, the minimal volume of a convex body of constant width \( D \) (which exists by Blaschke’s Selection Theorem \[2.2\] and Lemma \[2.3\]) is not even known in the Euclidean space \( \mathbb{R}^3 \) (see Chakerian \[11\], Schramm \[35\]). Therefore, we focus on the minimal volume of a convex body of constant width \( D \) in \( M^2 \).

A Reuleaux triangle in a surface of constant curvature is the intersection of three circular discs of radius \( r > 0 \) whose centers are vertices of a regular triangle of side length \( r \). It is a convex domain of constant width \( r \) (see Section \[4\] for definition and basic properties of convex bodies of constant width).

The Blaschke–Lebesgue Theorem, due to Blaschke \[6\] and Lebesgue \[29\] states that amongst bodies of constant width in the Euclidean plane, the Reuleaux triangle has the minimal area on the Euclidean plane (see Eggleston \[15\] for a particularly simple proof). The spherical version of the theorem was proved by Leichtweiss \[30\] based on some ideas of Blaschke. A new proof of the spherical case was recently published by K. Bezdek \[5\]. Here we prove the hyperbolic version of the Blaschke–Lebesgue Theorem.

**Theorem 1.2.** Let \( K \subseteq H^2 \) be a body of constant width \( D \) for some positive \( D \), and let \( U_D \subseteq H^2 \) denote a Reuleaux triangle of width \( D \). Then

\[
V_{H^2}(K) \geq V_{H^2}(U_D)
\]

with equality if and only if \( K \) is congruent with \( U_D \).

We note that Araujo \[2\] and Leichtweiss \[30\] provided an involved arguments to verify Theorem \[1.2\] if the boundary of \( K \) is piecewise smooth. Our proof is much simpler and elementary.

For some related results in the hyperbolic space, see Alfonseca, Cordier, Florentin \[1\], Gallego, Reventos, Solanes, Teufel \[19\], Jerónimo-Castro, Jimenez-Lopez \[25\].

For related surveys on spherical convex bodies, see Schramm \[36\], Lassak \[27\] and Lassak, Musielak \[28\]. In addition, Groemer \[20\] surveys properties of complete sets in Minkowski spaces.

The main result of our paper is the stability of the Blaschke–Lebesgue Inequality on any surface of constant curvature. Let \( M^2 \) be either \( \mathbb{R}^2 \), \( S^2 \) or \( H^2 \). To measure the distance of two compact sets \( X, Y \subseteq M^2 \), we use the Hausdorff distance

\[
\delta_H(X,Y) = \min \{ r \geq 0 : B_{M^2}(x,r) \cap Y \neq \emptyset \text{ and } B_{M^2}(y,r) \cap X \neq \emptyset \text{ for any } x \in X \text{ and } y \in Y \}.
\]

**Theorem 1.3.** Let \( M^2 \) be either \( \mathbb{R}^2 \), \( S^2 \) or \( H^2 \) and let \( D > 0 \) where \( D < \frac{\pi}{2} \) if \( M^2 = S^2 \). If \( K \subseteq M^2 \) is a body of constant width \( D \), \( \varepsilon \geq 0 \) and

\[
V_{M^2}(K) \leq (1 + \varepsilon)V_{M^2}(U_D),
\]

then there exists a Reuleaux triangle \( U \subseteq M^2 \) of width \( D \) such that \( \delta_H(K,U) \leq \theta \varepsilon \) where \( \theta > 0 \) is an explicitly calculable constant depending on \( D \) and \( M^2 \).

We note that if \( M^2 = \mathbb{R}^2 \), or \( M^2 = H^2 \) and \( d \leq 1 \), or \( M^2 = S^2 \) and \( d < \frac{\pi}{2} \), then \( \theta = c \cdot D \) can be chosen in Theorem \[1.3\] where \( c > 0 \) is an absolute constant. However, we have not made an attempt to actually calculate a constant \( \theta \) in Theorem \[1.3\] because we can’t expect one close formula for all \( D > 0 \) in the hyperbolic case. The reason is that if \( M^2 = H^2 \) and \( R(U_D) \) is the circumradius of the Reuleaux triangle \( U_D \subseteq H^2 \) of width \( D \), then the Law of Sine yields \( \sinh \frac{D}{2}/\sinh R(U_D) = \sin \frac{\theta}{2} \); therefore,

\[
\lim_{D \to 0} \frac{R(U_D)}{D/2} = \frac{2}{\sqrt{3}} \text{ and } \lim_{D \to \infty} \left( R(U_D) - \frac{D}{2} \right) = \ln \frac{2}{\sqrt{3}}.
\]

Next we show that the order of the error estimate as a function of \( \varepsilon \) is optimal in Theorem \[1.3\].

**Example 1.4.** Let \( M^2 \) be either \( \mathbb{R}^2 \), \( S^2 \) or \( H^2 \) and let \( D > 0 \) where \( D < \frac{\pi}{2} \) if \( M^2 = S^2 \), let \( v_1, v_2, v_3 \in M^2 \) be the vertices of a regular triangle with side length \( D \), let \( p \) be the circumcenter of
this triangle, and let \( u_3 \) be the point such that \( d_{\mathcal{M}^2}(v_3, u_3) = D \) and \( p \in [v_3, u_3]_{\mathcal{M}^2} \) (see Section 2 for notation). In particular, we may set \( U_D = \cap_{i=1,2,3} B_{\mathcal{M}^2}(v_i, D) \) to be our basic Reuleaux triangle.

For small \( \eta > 0 \), let \( u_3^{(\eta)} \) be the point such that \( d_{\mathcal{M}^2}(u_3^{(\eta)}, u_3) = \eta \) and \( u_3 \in [v_3, u_3^{(\eta)}]_{\mathcal{M}^2} \), and for \( i = 1, 2 \), let \( v_i^{(\eta)} \) be the intersection of \( \partial B_{\mathcal{M}^2}(u_3^{(\eta)}, D) \) with the shorter arc \( v_3, v_i \) of \( \partial B_{\mathcal{M}^2}(v_3-i, D) \).

We consider the “Reuleaux pentagon”

\[
P^{(\eta)} = B_{\mathcal{M}^2}(v_1, D) \cap B_{\mathcal{M}^2}(v_2, D) \cap B_{\mathcal{M}^2}(u_3^{(\eta)}, D) \cap B_{\mathcal{M}^2}(v_3^{(\eta)}, D) \cap B_{\mathcal{M}^2}(v_3^{(\eta)}, D)
\]

that is a convex body of constant width \( D \).

Now there exist constants \( \theta_1, \theta_2 > 0 \) depending on \( D \) and \( \mathcal{M}^2 \) such that \( V_{\mathcal{M}^2}(P^{(\eta)}) \leq (1 + \theta_1 \eta)V_{\mathcal{M}^2}(U_D) \), and \( \delta_H(P^{(\eta)}, U) \geq \theta_2 \eta \) for any Reuleaux triangle \( U \subset \mathcal{M}^2 \) of width \( D \). Therefore, if \( V_{\mathcal{M}^2}(P^{(\eta)}) = (1 + \varepsilon)V_{\mathcal{M}^2}(U_D) \), then \( \delta_H(P^{(\eta)}, U) \geq \frac{\theta_2}{\theta_1} \varepsilon \) for any Reuleaux triangle \( U \subset \mathcal{M}^2 \) of width \( D \) where \( \varepsilon \) can be arbitrarily small.

We note that stability versions of geometric inequalities is a well investigated subject. For example, essentially optimal stability version of the isoperimetric inequality in the terms of volume difference was proved by Fusco, Maggi, Pratelli [18] in the Euclidean case (see also Figalli, Maggi, Pratelli [16, 17], and the best known constant is achieved in Kolesnikov, Milman [26]). The analogous result in the hyperbolic case is verified by Bögelein, Duzaar, Scheven [7], and in the spherical case is proved by Bögelein, Duzaar, N. Fusco [8]. Stability versions of the isoperimetric inequality in \( \mathbb{R}^n \) in the terms of Hausdorff distance have been verified by Diskant [14] and Groemer [21] (see Groemer [22] for a survey on related stability results up to 1993).
2. Spaces of constant curvature

Let $\mathcal{M}^n$ be either $\mathbb{R}^n$, $H^n$ or $S^n$. Our focus is on the spherical- and hyperbolic space, and we assume that $S^n$ is embedded into $\mathbb{R}^{n+1}$ the standard way, and $H^n$ is embedded into $\mathbb{R}^{n+1}$ using the hyperboloid model. We write $\langle \cdot, \cdot \rangle$ to denote the standard scalar product in $\mathbb{R}^{n+1}$, and write $z^\perp = \{ x \in \mathbb{R}^{n+1} : \langle x, z \rangle = 0 \}$ for $z \in \mathbb{R}^{n+1} \setminus \{0\}$. Fix an $e \in S^n$. In particular, we have

\begin{align*}
S^n &= \{ x \in \mathbb{R}^{n+1} : \langle x, x \rangle = 1 \} \\
H^n &= \{ x + te : x \in e^\perp \text{ and } t \geq 1 \text{ and } t^2 - \langle x, x \rangle = 1 \}.
\end{align*}

For $H^n$, we also consider the following symmetric bilinear form $B$ on $\mathbb{R}^{n+1}$: If $x = x_0 + te \in \mathbb{R}^{n+1}$ and $y = y_0 + se \in \mathbb{R}^{n+1}$ for $x_0, y_0 \in e^\perp$ and $t, s \in \mathbb{R}$, then

$$B(x, y) = ts - \langle x_0, y_0 \rangle.$$

In particular,

$$(1) \quad B(x, x) = 1 \text{ for } x \in H^n.$$

We note that the isometries of $\mathbb{R}^n$ are the maps of the form $x \mapsto Ax + b$ where $A \in O(n)$ and $b \in \mathbb{R}$, the isometries of $S^n \subset \mathbb{R}^{n+1}$ are the maps of the form $x \mapsto Ax$ where $A \in O(n+1)$, and the isometries of $H^n \subset \mathbb{R}^{n+1}$ are the maps of the form $x \mapsto Ax$ where $A \in \mathrm{GL}(n+1, \mathbb{R})$ leaves $B(\cdot, \cdot)$ invariant and $\langle Ae, e \rangle > 0$. The isometry group of each $\mathcal{M}^n$ acts transitively, and the subgroup fixing a $z \in \mathcal{M}^n$ is isomorphic to $O(n-1)$.

Again let $\mathcal{M}^n$ be either $\mathbb{R}^n$, $H^n$ or $S^n$ using the models as above for $H^n$ and $S^n$. For $z \in \mathcal{M}^n$, we define the tangent space $T_z$ as

\begin{align*}
T_z &= \{ x \in \mathbb{R}^{n+1} : B(x, z) = 0 \} \text{ if } \mathcal{M}^n = H^n \\
T_z &= z^\perp \subset \mathbb{R}^{n+1} \text{ if } \mathcal{M}^n = S^n \\
T_z &= \mathbb{R}^n \text{ if } \mathcal{M}^n = \mathbb{R}^n.
\end{align*}

We observe that $T_z$ is an $n$-dimensional real vector space equipped with the scalar product $-B(\cdot, \cdot)$ if $\mathcal{M}^n = H^n$, and with the scalar product $\langle \cdot, \cdot \rangle$ if $\mathcal{M}^n = S^n$ or $\mathcal{M}^n = \mathbb{R}^n$.

For $z \in \mathcal{M}^n$ and unit vector $u \in T_z$, the geodesic line $\ell$ passing through $z$ and determined by $u$ consists of the points

$$p_t = \begin{cases} 
z \cosh t + u \sinh t & \text{if } \mathcal{M}^n = H^n \\
z \cos t + u \sin t & \text{if } \mathcal{M}^n = S^n \\
z + tu & \text{if } \mathcal{M}^n = \mathbb{R}^n
\end{cases}$$

for $t \in \mathbb{R}$. Here the map $t \mapsto p_t$ is bijective onto $\ell$ and satisfies $d_{\mathcal{M}^n}(z, p_t) = |t|$ for $t \in \mathbb{R}$ if $\mathcal{M}^n = H^n$ or $\mathcal{M}^n = \mathbb{R}^n$, and for $t \in (-\pi, \pi]$ if $\mathcal{M}^n = S^n$. If $t > 0$ provided $\mathcal{M}^n = H^n$ or $\mathcal{M}^n = \mathbb{R}^n$, or $0 < t < \pi$ provided $\mathcal{M}^n = S^n$, then we say that $u$ points towards $p_t$ along the geodesic segment

$$[z, p_t]_{\mathcal{M}^n} = \{ p_s : 0 \leq s \leq t \}$$

of length $t$.

A hyperplane $H$ in $\mathcal{M}^n$ passing through the point $z \in \mathcal{M}^n$ and having exterior unit normal $u \in T_z$, and the corresponding half-spaces $H^-$ and $H^+$ are defined as follows: $H^- = \mathcal{M}^n \setminus \text{int} H^+$,

\begin{align*}
H &= \{ x \in H^n : B(x, u) = 0 \} & H^+ &= \{ x \in H^n : -B(x, u) \geq 0 \} & \text{if } \mathcal{M}^n = H^n \\
H &= \{ x \in S^n : \langle x, u \rangle = 0 \} & H^+ &= \{ x \in S^n : \langle x, u \rangle \geq 0 \} & \text{if } \mathcal{M}^n = S^n \\
H &= \{ x \in \mathbb{R}^n : \langle x, u \rangle = \langle z, u \rangle \} & H^+ &= \{ x \in \mathbb{R}^n : \langle x, u \rangle \geq \langle z, u \rangle \} & \text{if } \mathcal{M}^n = \mathbb{R}^n.
\end{align*}

The reflection $\sigma_H$ through $H$ is the unique isometry of $\mathcal{M}^n$ different from the identity fixing the points of $H$. In particular, for $x \in \mathcal{M}^n$ where $x \neq \pm u$ in the case $\mathcal{M}^n = S^n$, $H$ is the hyperplane perpendicularly bisecting the segment $[x, \sigma_H x]_{\mathcal{M}^n}$ ($H$ going through the midpoint of $[x, \sigma_H x]_{\mathcal{M}^n}$).
An important tool to obtain convex bodies with extremal properties is the Blaschke Selection Theorem. First we impose a metric on compact subsets. Let $\mathcal{M}^n$ be either $\mathbb{R}^n$, $H^n$ or $S^n$. For a compact set $C \subseteq \mathcal{M}^n$ and $z \in \mathcal{M}^n$, we set $d_{\mathcal{M}^n}(z, C) = \min_{x \in C} d_{\mathcal{M}^n}(z, x)$. Depending on the space this geodesic distance is either
\[
d_{H^n}(x; y) = \arccosh (\mathcal{B}(x; y))
\]
or
\[
d_{S^n}(x; y) = 2 \cdot \arcsin \left( \frac{d_{\mathcal{R}^{n+1}}(x; y)}{2} \right),
\]
and in $\mathbb{R}^n$ we use the Euclidean metric. For any non-empty compact set $C_1, C_2 \subset \mathcal{M}^n$, we define their Hausdorff distance
\[
\delta_{\mathcal{M}^n}(C_1, C_2) = \max \left\{ \max_{x \in C_2} d_{\mathcal{M}^n}(x, C_1), \max_{y \in C_1} d_{\mathcal{M}^n}(y, C_2) \right\}.
\]
The Hausdorff distance is a metric on the space of compact subsets in $\mathcal{M}^n$. We say that a sequence $\{C_n\}$ of compact subsets of $\mathcal{M}^n$ is bounded if there is a ball containing every $C_m$. For compact sets $C_m, C \subset \mathcal{M}^n$, we write $C_m \to C$ to denote if the sequence $\{C_m\}$ tends to $C$ in terms of the Hausdorff distance.

For any $z \in \mathcal{M}^n$ and $r > 0$, let
\[
B_{\mathcal{M}^n}(z, r) = \{ x \in \mathcal{M}^n : d_{\mathcal{M}^n}(x, z) \leq r \}
\]
be the $n$-dimensional ball centered at $z$ where it is natural to assume $r < \pi$ if $\mathcal{M}^n = S^n$. When it is clear from the context what space we consider, we drop the subscript referring to the ambient space. In order to speak about the volume of a ball of radius $r$, we fix a reference point $z_0 \in \mathcal{M}^n$ where $z_0 = 0$ the origin if $\mathcal{M}^n = \mathbb{R}^n$. The volume of the unit ball $B_{\mathcal{R}^n}(0, 1)$ is denoted by $\kappa_n$.

The following is well-known (see Böröczky, Sagmeister [10]).

**Lemma 2.1.** For compact sets $C_m, C \subset \mathcal{M}^n$ where $\mathcal{M}^n$ is either $\mathbb{R}^n$, $H^n$ or $S^n$, we have $C_m \to C$ if and only if
(i): assuming $x_m \in C_m$, the sequence $\{x_m\}$ is bounded and any accumulation point of $\{x_m\}$ lies in $C$;
(ii): for any $y \in C$, there exist $x_m \in C_m$ for each $m$ such that $\lim_{m \to \infty} x_m = y$.

The space of compact subsets of $\mathcal{M}^n$ is locally compact according to the Blaschke Selection Theorem (see R. Schneider [31]).

**Theorem 2.2** (Blaschke). If $\mathcal{M}^n$ is either $\mathbb{R}^n$, $H^n$ or $S^n$, then any bounded sequence of compact subsets of $\mathcal{M}^n$ has a convergent subsequence.

For convergent sequences of compact subsets of $\mathcal{M}^n$, we have the following (see Böröczky, Sagmeister [10]).

**Lemma 2.3.** Let $\mathcal{M}^n$ be either $\mathbb{R}^n$, $H^n$ or $S^n$, and let the sequence $\{C_m\}$ of compact subsets of $\mathcal{M}^n$ tend to $C$.

(i): $\text{diam}_{\mathcal{M}^n} C = \lim_{m \to \infty} \text{diam}_{\mathcal{M}^n} C_m$

(ii): $V_{\mathcal{M}^n}(C) \geq \lim \sup_{m \to \infty} V_{\mathcal{M}^n}(C_m)$

Recall that for any compact set $X \subset \mathcal{M}^n$ and $\varrho \geq 0$, the parallel domain is
\[
X^{(\varrho)} = \{ z \in \mathcal{M}^n : \exists x \in X \text{ with } d_{\mathcal{M}^n}(x, z) \leq \varrho \} = \bigcup \{ B(x; \varrho) : x \in X \}.
\]
The triangle inequality and considering $x, y \in X$ with $d_{\mathcal{M}^n}(x, y) = \text{diam}_{\mathcal{M}^n} X$ show that
\[
\text{diam}_{\mathcal{M}^n} X^{(\varrho)} = 2 \varrho + \text{diam}_{\mathcal{M}^n} X.
\]
We discuss parallel sets based on Benyamini [3].

Lemma 2.4. If \( q \geq 0 \) and \( M^n \) is either \( \mathbb{R}^n \), \( H^n \) or \( S^n \), and the sequence \( \{C_m\} \) of compact subsets of \( M^n \) tends to \( C \), then

(i): \( \left\{ C_m^{(q)} \right\} \) tends to \( C^{(q)} \);

(ii): diam\(_{M^n}\) \( C^{(q)} = \lim_{m \to \infty} \text{diam}_{M^n} C_m^{(q)} \);

(iii): \( V_{M^n} \left( C^{(q)} \right) \geq \limsup_{m \to \infty} V_{M^n} \left( C_m^{(q)} \right) \);

(iv): for any \( \varepsilon > 0 \), \( V_{M^n} \left( C^{(q)} \right) \leq \liminf_{m \to \infty} V_{M^n} \left( C_m^{(q+\varepsilon)} \right) \).

Proof. We deduce (i) from Lemma 2.1, and in turn (ii) from (4) and (iii) from Lemma 2.3 (ii).

For (iv), we only observe that \( C^{(q)} \subset C_m^{(q+\varepsilon)} \) if \( m \) is large. \( \square \)

3. INRADIUS AND CIRCUMRADIUS OF A CONVEX BODY

For a compact convex set \( K \) in \( M^n \) where \( M^n \) is either \( \mathbb{R}^n \), \( H^n \) or \( S^n \), we define the inradius and circumradius of \( K \) as the maximal (and minimal) radius of a ball contained in (or containing) \( K \). We use the notations \( r(K) \) and \( R(K) \), so

\[ r(K) = \max \{r \geq 0 : \exists z \in M^n : B_{M^n}(z, r) \subseteq K\} \]

and

\[ R(K) = \min \{R \geq 0 : \exists z \in M^n : K \subseteq B_{M^n}(z, R)\} \]

We fix a regular \( d \)-dimensional simplex in \( M^n \) and of edge length \( D \) is denoted by \( \Delta_{M^n}(D) \). Note that \( \text{diam}_{M^n}(\Delta_{M^n}(D)) = D \).

The following version of Jung’s Theorem is well known (see say Dekster [13] in the hyperbolic case), but we verify it to have the exact statements we need later.

Lemma 3.1. If \( K \subset M^n \) a compact set of diameter \( D > 0 \) where \( M^n \) is either \( \mathbb{R}^n \), \( H^n \) or \( S^n \) and \( D < \frac{2}{n} \) in the case \( M^n = S^n \), then

(i): there is a unique point \( p \) such that \( K \subset B_{M^n}(p, R(K)) \);

(ii): for \( 2 \leq k \leq n+1 \), there is a set \( \{q_1; \ldots ; q_k\} \subset \partial_{M^n} K \cap \partial_{M^n} B_{M^n}(p, R(K)) \) such that \( p \in \text{relint} \{q_1, \ldots , q_k\}_{M^n} \) where \( \{q_1, \ldots , q_k\}_{M^n} \) is a \((k-1)\)-dimensional simplex in \( M^n \);

(iii):

\[ \frac{D}{2} \leq R(K) \leq R(\Delta_{M^n}(D)) < D; \]

(iv): \( R(K) = R(\Delta_{M^n}(D)) \) holds if and only if \( k = n+1 \) and \( \{q_1, \ldots , q_{n+1}\}_{M^n} \) is congruent with \( \Delta_{M^n}(D) \) in (ii).

Proof. To simplify notation, we drop the reference to \( M^n \) in the formulas.

Since the intersection of two different balls of radius \( q > 0 \) is contained in a ball of radius less than \( q \), we deduce that the circumcenter \( p \) of \( K \) is unique.

For \( \Xi = \partial K \cap \partial B(p, R(K)) \), we claim that

\[ \exists p \in \text{conv} \Xi. \]

We suppose that (5) does not hold, and hence there exists a closed half-space \( H^- \) containing \( \Xi \) with \( p \notin H^- \), and let \( H^+ \) be the complementary closed half-space. It follows that \( H^+ \cap K \subset \text{int} B(p, R(K)) \); therefore, there exists a \( p' \) closer to \( H^- \) than \( p \) such that \( K \subset \text{int} B(p', R(K)) \). This contradiction with the definition of \( R(K) \) yields (5).

It follows from (5) and Carathéodory’s theorem that there exist \( 2 \leq k \leq n + 1 \) and \( q_1; \ldots ; q_k \in \partial K \cap \partial B_{M^n}(p, R(K)) \) such that \( p \in \{q_1, \ldots , q_k\} \). Assuming that \( k \) is the possible smallest number with this property, we deduce that \( \{q_1, \ldots , q_k\} \) is a \((k-1)\)-dimensional simplex and \( p \in \text{relint} \{q_1, \ldots , q_k\} \).
Now readily $R(K) \geq D/2$. If $k = 2$, then $R(K) = D/2$. Therefore, to verify (iii) and (iv), we may assume that $k \geq 3$.

Let $u_1, \ldots, u_k \in T_p$ the unit vectors pointing towards $q_1, \ldots, q_k$, respectively. It follows from (7) that the origin $o$ of $T_p$ satisfies that $o \in [u_1, \ldots, u_k]_{T_p}$. Since $u_1, \ldots, u_k$ are contained in a $(k - 2)$-sphere in $T_p$ by $p \in \text{relint} [q_1, \ldots, q_k]$,

\begin{equation}
\max_{i,j=1,\ldots,k} \angle(u_i, o, u_j) \geq \arccos \frac{-1}{k-1}
\end{equation}

according to the fundamental result about packing $k$ equal spherical balls on a $(k - 2)$-sphere (see Theorem 6.1.1 in B"or"oczky [9]). In addition, equality holds in (8) if and only if $u_1, \ldots, u_k$ are vertices of a regular $(k - 1)$-simplex in $T_p$. Since $\angle(u_i, o, u_j) = \angle(q_i, p, q_j)$, we conclude (iii) and (iv) by the Law of Cosines for sides in $\mathcal{M}^2$.

Concerning the inradius, we have the following result.

**Lemma 3.2.** If $K \subseteq \mathcal{M}^n$ is a convex body where $\mathcal{M}^n$ is either $\mathbb{R}^n$, $H^n$ or $S^n$, and $B_{\mathcal{M}^n}(w, r(K)) \subseteq K$, then for $2 \leq k \leq n + 1$ there are points $t_1, \ldots, t_k \in \partial_{\mathcal{M}^n} B_{\mathcal{M}^n}(w, r(K))$ such that $[t_1, \ldots, t_k]_{\mathcal{M}^n}$ is a $(k - 1)$-dimensional simplex and $w \in \text{relint} [t_1, \ldots, t_k]_{\mathcal{M}^n}$.

**Proof.** To simplify notation, we drop the reference to $\mathcal{M}^n$ in the formulas.

For $\Xi = \partial K \cap \partial B(w, r(K))$, we claim that

\begin{equation}
w \in \text{conv} \Xi.
\end{equation}

We suppose that (7) does not hold, and hence there exists a closed half-space $H^-$ containing $\Xi$ with $w \notin H^-$, and let $H^+$ be the complementary closed half-space. It follows that $H^+ \cap \partial B(p, r(K)) \subseteq \text{int} K$; therefore, there exists a $w'$ farther from $H^-$ than $w$ such that $B(w', R(K)) \subseteq \text{int} K$. This contradiction with the definition of $r(K)$ yields (7).

It follows from (7) and Carathéodory’s theorem that there exist $2 \leq k \leq n + 1$ and $t_1; \ldots; t_k \in \partial K \cap \partial B_{\mathcal{M}^n}(w, r(K))$ such that $w \in [t_1, \ldots, t_k]$. Assuming that $k$ is the possible smallest number with this property, we deduce that $[t_1, \ldots, t_k]$ is a $(k - 1)$-dimensional simplex and $w \in \text{relint} [t_1, \ldots, t_k]$. \square

**Remark** Note that contrary to the circumscribed ball, the inscribed ball of a compact convex set $K$ is not necessarily unique in the Euclidean or the hyperbolic space. For example, take a segment $s$ and let $K$ be the set of points of distance at most $r$ from $s$ for a fixed $r > 0$.

### 4. Complete sets in a space of constant curvature

Let $\mathcal{M}^n$ be either $\mathbb{R}^n$, $H^n$ or $S^n$. We call $X \subset \mathcal{M}^n$ convex if $[x, y]_{\mathcal{M}^n} \subset X$ for any $x, y \in X$, and in addition, we also assume that $X$ is contained in an open hemisphere if $\mathcal{M}^n = S^n$. For $Z \subset \mathcal{M}^n$ where we assume that $Z$ is contained in an open hemisphere if $\mathcal{M}^n = S^n$, the convex hull $\text{conv}_{\mathcal{M}^n} Z$ is the intersection of all convex sets containing $Z$. Similarly to the notation of geodesic segments which are just the convex hulls of their endpoints, for a finite set of points $\{q_1, \ldots, q_k\}$ in $\mathcal{M}^n$ we use the notation $[q_1, \ldots, q_k]_{\mathcal{M}^n}$ for the convex hull of the set.

We remark that $B_{S^n}(z, r)$ is convex if $r \in (0, \frac{\pi}{2})$, and $B_{S^n}(z, r)$ is not convex if $r \in \left[\frac{\pi}{2}, \pi\right)$.

We call a $K \subseteq \mathcal{M}^n$ set **complete** if for each $y \in \mathcal{M}^n \setminus K$, $\text{diam}_{\mathcal{M}^n} (K \cup \{y\}) > \text{diam}_{\mathcal{M}^n} (K)$. Readily, any complete set is closed. A complete set $\tilde{K}$ is called a **completion** of $K$ if $K \subseteq \tilde{K}$ and they have the same diameter. The Zorn lemma yields the existence of completions.

**Lemma 4.1.** Assuming the Axiom of Choice, if $X \subset \mathcal{M}^n$ is a set of diameter at most $D > 0$ where $\mathcal{M}^n$ is either $\mathbb{R}^n$, $H^n$ or $S^n$ and $D < \frac{\pi}{2}$ in the case $\mathcal{M}^n = S^n$, then there exists a complete set $\tilde{X} \supset X$ of diameter $D$. 


Another useful statement about completions is the following:

**Lemma 4.2.** If $X \subset M^n$ is a set of diameter at most $D > 0$ where $M^n$ is either $\mathbb{R}^n$, $H^n$ or $S^n$ and $D < \frac{\pi}{2}$ in the case $M^n = S^n$, then

$$\text{diam}_{M^n} Y \leq D \quad \text{and} \quad X \subset Y$$

for $Y = \bigcap \{B_{M^n}(z, D) : X \subset B_{M^n}(z, D)\}$. 

**Proof.** Let $y, z \in Y$. Since $y \in B_{M^n}(x, D)$ for any $x \in X$, we deduce that $X \subset B_{M^n}(y, D)$, and hence $z \in Y \subset B_{M^n}(y, D)$. \(\square\)

For any closed convex set $K \subset M^n$ where $K$ is contained in an open hemisphere if $M^n = S^n$, and for any $z \in \partial K$, there exists a supporting half-space $H^+ \subset M^n$ such that $K \subset H^+$ and $z \in \partial H^+$. In this case, any non-zero vector $v \in T_z$ orthogonal to $\partial H$ and exterior normal to $H^+$ is called an exterior normal to $K$ at $z$. The convexity and closedness of $K$ yields that the set $N_{M^n}(K, z) \subset T_z$ consisting of the origin of $T_z$ and any exterior normal to $K$ at $z$ is a closed convex cone.

According to Dekster [12], a convex body $K$ in $M^n$ is of constant width $D$ where $D > 0$ (and in the spherical case we also assume $D < \frac{\pi}{2}$) if $\text{diam}_{M^n}(K) = D$, and for any $p \in \partial M^n K$ and any outer unit normal $v \in T_p$ of $K$ in $p$ there is a geodesic segment $[p, q]_{M^n} \subset K$ along $-v$ of length $D$.

**Proposition 4.3.** Let $M^n$ be either $\mathbb{R}^n$, $S^n$ or $H^n$, and let $K \subset M^n$ be a compact set of diameter $D > 0$ where $D < \frac{\pi}{2}$ if $M^n = S^n$. The following are equivalent:

(i): $K$ is of constant width $D$;

(ii): $K$ is complete;

(iii): $K = \bigcap_{x \in K} B_{M^n}(x, D)$.

**Proof.** To simplify notation, we drop the reference to $M^n$ in the formulas.

To show that (i) yields (ii), we assume that $K$ is of constant width $D$ and $z \notin K$. There exists a closest point $p \in K$ to $z$. Let $v \in T_p$ be the unit vector pointing along $[p, z]$, and hence $v$ is an exterior unit normal to $K$ at $p$. It follows that there is a $q \in K$ with $d(p, q) = D$ such that $-v$ points towards $q$ and $[p, q] \subset K$. Therefore, $\text{diam}(D \cup \{z\}) > D$, proving (ii).

Next if $K$ is complete, then (iii) directly follows from Lemma [12].

Finally, we prove that (iii) implies (i). First of all, (iii) yields that $K$ is a convex body. Let $p \in \partial K$. It follows that there exists some $x_0 \in K$ such that $K \subset B(x_0, D)$ and $p \in \partial B(x_0, D)$. Let $\tilde{N}(K, p) \subset T_p$ consist of the origin $o$ of $T_p$ and any exterior normal at $p$ to any ball $B(x, D)$ where $K \subset B(x, D)$, $x \in K$ and $p \in \partial B(x, D)$. Since $K$ is compact and int $K \neq \emptyset$, it follows that $\tilde{N}(K, p)$ is a closed convex cone such that $o$ is an apex of $\tilde{N}(K, p) \setminus \{o\}$ is contained in an open half-space of $T_p$ such that $o$ lies on the boundary. We claim that

$$\tilde{N}(K, p) = N(K, p).$$

We suppose that (8) does not hold, and seek a contradiction. Since readily $\tilde{N}(K, p) \subset N(K, p)$, there exists a non-zero exterior normal $v$ to $K$ at $p$ such that $v \notin \tilde{N}(K, p)$. As $o$ is an apex of $\tilde{N}(K, p)$, $v$ can be strictly separated from $\tilde{N}(K, p)$, namely, there exists some non-zero $u \in T_p$ such that

$$\angle(u, o, v) < \frac{\pi}{2} \quad \text{and} \quad \angle(u, o, w) > \frac{\pi}{2} \quad \text{for any} \quad w \in \tilde{N}(K, p) \setminus \{o\}.$$  

(9)

We choose a $q \notin K$ such that $u$ points towards $q$ along $[p, q]$ (and $d(p, q) < \frac{\pi}{2} - D$ if $M^n = S^n$). As $\angle(u, o, v) < \frac{\pi}{2}$, we have $[p, q] \cap K = \{p\}$. We consider a sequence $y_n \in [p, q] \setminus \{p\}$ tending to $p$, and hence $y_n \notin K$. It follows from (iii) that for each $y_n$ there exists $x_n \in K$ with $y_n \notin B(x_n, D)$. 

We may assume that $x_n$ tends to $\bar{x}_0 \in K$ where $d(p, \bar{x}_0) = D$ and $[p, q] \cap B(\bar{x}_0, D) = \{p\}$. It follows that the exterior unit normal $\bar{w}_0 \in T_p$ of $B(\bar{x}_0, D)$ at $p$ satisfies $\angle(u, o, \bar{w}_0) \leq \frac{\pi}{2}$, contradicting (9), and verifying (8).

Finally to prove that $K$ is of constant width $D$, we choose any unit normal $\nu \in T_p$ to $K$ at $p$. We deduce from (iii) and (8) that $\nu$ is also normal to a $B(x, D)$ with $x \in K$ and $p \in \partial B(x, D)$, completing the proof of Proposition 4.3.

The following Lemma is a corollary of the fact that bodies of constant width are exactly the complete sets in $M^n$ (see of Proposition 4.3).

**Lemma 4.4.** Let $M^n$ be either $\mathbb{R}^n$, $S^n$ or $H^n$, and let $K \subseteq M^n$ be a complete set of diameter $D > 0$ where $D < \frac{\pi}{2}$ if $M^n = S^n$. If $B_{M^n}(z, r) \subseteq K$ for $r > 0$ with $y \in \partial M^n B_{M^n}(z, r) \cap \partial M^n K$, then $w \in \partial K$ where $w$ is the unique point on the geodesic line through $y$ and $z$ such that $z \in [w, y]_{M^n}$ and $d_{M^n}(w, y) = D$.

Now we are ready to prove the following nice connection between the inradius and the circum-radius of complete sets.

**Proposition 4.5.** Let $M^n$ be either $\mathbb{R}^n$, $S^n$ or $H^n$. If $K \subseteq M^n$ is a complete set of diameter $D > 0$ where $D < \frac{\pi}{2}$ in the case $M^n = S^n$, then

$$R(K) + r(K) = D.$$ 

Furthermore, $K$ has a unique inscribed ball whose center is the circumcenter.

**Proof.** To simplify notation, we drop the reference to $M^n$ in the formulas.

Let $p \in K$ be the unique circumcenter, and hence $\bar{K} \subseteq B(p, R(K))$. Since $R(K) < D$ by Lemma 3.1 and $K$ is of constant width $D$ by Proposition 4.3, we deduce that $p \in \text{int } K$.

Let $\varrho > 0$ be the radius of the largest inscribed ball of $K$ with center $p$: $\varrho = \max \{r > 0 : B(p, r) \subseteq K\}$.

Let $z$ be a boundary point in $\partial K \cap \partial B(p, \varrho)$. By Lemma 4.4 there is a $y \in \partial K$ such that $d(y, z) = D$ and $p \in [y, z]$, and hence

$$R(K) \geq d(y, p) = D - \varrho,$$

which in turn yields that

$$(10) \quad r(K) \geq \varrho \geq D - R(K).$$

On the other hand, we claim if $B(w, r) \subseteq K$ for $r > 0$ and $w \in K$, then

$$(11) \quad r \leq D - R(K)$$

with equality if and only if $w = p$ and $r = \varrho$.

According to Lemma 3.1 there exist some $\{q_1, \ldots, q_k\} \subseteq \partial K \cap \partial B(p, R(K))$ for $2 \leq k \leq n + 1$ such that $p \in [q_1, \ldots, q_k]$ and $[q_1, \ldots, q_k]$ is a $(k - 1)$-dimensional simplex in $M^n$.

If $w = p$, then

$$B(p, \varrho) \subseteq K \subseteq B(q_1, D),$$

implying

$$r \leq \varrho \leq D - d(p, q_1) = D - R(K).$$

It follows from (10) that we have $r = D - R(K)$ if and only if $r = \varrho$.

If $w \neq p$, then let $H$ be the hyperplane at $p$ orthogonal to $[w, p]$ and let $H^+$ be the closed half-space with $w \in \text{int } H^+$. Since $p \notin \text{int } H^+$ and $p \in [q_1, \ldots, q_k]$, there is an index $1 \leq i \leq k$ such
that the point \( q_i \not\in \text{int} H^+ \) by the convexity of the open half-space, and so \( \angle (q_i, p, w) \geq \frac{\pi}{2} \). Now we have

\[
d(q_i, w) > d(q_i, p) = R(K)
\]

by the Law of Cosines for sides in \( \mathcal{M}^n \). It follows that

\[
\mathcal{B}(w, r) \subset K \subset \mathcal{B}(q_i, D),
\]

now implying

\[
r \leq D - d(q_i, w) < D - d(q_i, p) = D - R(K),
\]

concluding the proof of (11).

Finally, combining (10) and (11) yields Proposition 4.5. \( \square \)

Combining Lemma 3.1 and Proposition 4.5 implies the following.

**Corollary 4.6.** Let \( \mathcal{M}^n \) be either \( \mathbb{R}^n \), \( S^n \) or \( H^n \). If \( K \subset \mathcal{M}^n \) is a complete set of diameter \( D > 0 \) where \( D < \frac{\pi}{2} \) in the case \( \mathcal{M}^n = S^n \), then

\[
R(K) \leq R(\Delta_{\mathcal{M}^n}(D)) \quad \text{and} \quad r(K) \geq D - R(\Delta_{\mathcal{M}^n}(D)).
\]

Furthermore, either \( R(K) = R(\Delta_{\mathcal{M}^n}(D)) \) or \( r(K) = D - R(\Delta_{\mathcal{M}^n}(D)) \) if and only if \( K \) contains a congruent copy of \( \Delta_{\mathcal{M}^n}(D) \).

**Remark** According to Lemma 4.4 there exists a complete set \( K_0 \) of diameter \( D \) in \( \mathcal{M}^n \) containing a congruent copy of \( \Delta_{\mathcal{M}^n}(D) \). If \( n = 2 \), then there exists a unique such set up to congruency; namely, the Reuleaux triangle (see Section 6).

5. Complete sets in the hyperbolic space

If \( \mathcal{M}^n = H^n \), we say that \( K \) is of **constant horospherical width \( D \)** if \( w_i(K) = D \) for every \( i \) ideal point. The following lemma characterizes the completeness of a convex body in all spaces of constant curvature.

In the hyperbolic space \( H^n \), we also consider horoballs and horospheres “centered” at ideal points. An ideal point of \( H^n \) is represented by the linear hull of a \( \mathbb{w} \in \mathbb{R}^{n+1} \) with \( \mathcal{B}_{H^n}(w, w) = 0 \) and \( \mathcal{B}_{H^n}(w, e) > 0 \). Any hyperbolic line \( \ell = \Pi \cap H^n \) for a linear two-plane \( \Pi \) with \( \Pi \cap H^n \neq \emptyset \) contains exactly two ideal points. If \( p \in \ell \) and \( v \in T_p \cap \Pi \) is one of the two tangent vectors to \( \ell \) at \( p \) with \( \mathcal{B}_{H^n}(v, v) = -1 \), then the two ideal points are represented by the spans of \( u - v \) (“point of \( \ell \) at infinity” in the direction of \( v \)) and \( u + v \) (“point of \( \ell \) at infinity” in the direction of \( -v \)). We also observe that hyperbolic lines containing either ideal point of \( \ell \) are the lines parallel to \( \ell \).

Let \( w \in \mathbb{R}^{n+1} \) with \( \mathcal{B}_{H^n}(w, w) = 0 \) and \( \mathcal{B}_{H^n}(w, e) > 0 \), and let \( i \) be the ideal point represented by \( \text{lin} w \). For any \( p \in H^n \), there exists a unique line \( \ell \) passing through \( p \) and \( i \), and a unit tangent vector \( v \in T_p \ell \) to \( \ell \) is \( u - \mathcal{B}_{H^n}(p, w)^{-1} w \).

For \( s > 0 \), a horoball at \( i \) is

\[
A = \{ z \in H^n : \mathcal{B}_{H^n}(z, w) \geq s \},
\]

and the corresponding horosphere is

\[
\partial A = \{ z \in H^n : \mathcal{B}_{H^n}(z, w) = s \}.
\]

We observe that for any \( p \in \partial A \), the line passing through \( p \) and \( i \) is orthogonal to the horosphere \( \partial A \). If \( n = 2 \), then a horosphere is also called a horocycle.

If \( r > s \), then the horoball \( C = \{ z \in H^n : \mathcal{B}_{H^n}(z, w) \geq r \} \subset A \) satisfies that the distance of the parallel horospheres \( \partial A \) and \( \partial C \) is \( d > 0 \) where \( \frac{r}{s} = \cosh d + \sinh d \). In particular, any hyperbolic line \( \ell \) containing \( i \) satisfies that the distance between \( \ell \cap \partial A \) and \( \ell \cap \partial C \) is \( d \), and we set \( d = w(A \setminus \text{int} C) \) be the width of closed region bounded by the horospheres \( \partial A \) and \( \partial C \).
For Lemma 5.1, we also introduce the Poincaré disk model of the hyperbolic $n$-space. In the Poincaré disk model, the hyperbolic $H^n$ space is identified with the interior of the unit Euclidean ball $B^n$ in $\mathbb{R}^n$, and the set of ideal points are just $\partial B^n$. A hyperbolic line in the Poincaré disk model is the intersection of $\text{int}B^n$ and a Euclidean circle that is orthogonal to $\partial B^n$ at the two intersection points. A horosphere at an ideal point $i \in \partial B^n$ is of the form $\partial G \setminus \{i\}$ for a Euclidean $n$-ball $G \subset B^n$ of radius less than one and touching $\partial B^n$ in $i$. In addition hyperbolic $n$-balls, in the Poincaré model coincide with Euclidean $n$-balls contained in $\text{int}B^n$. In particular, the following Lemma 5.1 is a simple consequence of these properties of the Poincaré disk model.

**Lemma 5.1.** Any horoball $A$ in $H^n$ is closed and convex, and if $A$ and a ball $B_{H^n}(z,r)$, $r > 0$, have a common exterior normal $u \in T_y$ for some $y \in \partial A \cap \partial B_{H^n}(z,r)$, then $B_{H^n}(z,r) \subset A$ with $B_{H^n}(z,r) \cap A = \{y\}$.

Lemma 5.1 directly yields the following.

**Corollary 5.2.** If $A$ and $C$ are horoballs at an ideal point $i$ of $H^n$ with $C \subset A$, then $d_{H^n}(x,y) \geq w(A \setminus \text{int}C)$ for any $x \in \partial A$ and $y \in \partial C$ with equality if and only if the line $\ell$ passing through $x$ and $y$ has $i$ as an ideal point (and hence $\ell$ is orthogonal to $\partial A$ and $\partial C$).

We deduce the following properties of complete sets from Proposition 4.3 and Lemma 5.1.

**Corollary 5.3.** Let $K \subset M^n$ a $D$-complete set where $D > 0$ and $D < \frac{T}{2}$ in the case of $M^n = S^n$. Then the following hold:

1. $K$ is convex and compact.
2. For all $z \in \partial M^nK$ there is a $y \in \partial M^nK$ such that $d_{M^n}(y,z) = D$.
3. For any pair of points $y, z \in K$ if $\sigma$ denotes the shorter arc of some circle of radius at least $D$ through $y$ and $z$, then $\sigma \subset K$.

For a bounded set $X \subset H^n$ and an ideal point $i$, we define the horospherical width corresponding to $i$ as

$$w_i(X) = \min \{w(A \setminus \text{int}A_0) : A$ and $A_0$ are horoballs at $i$ such that $X \subset A \setminus A_0\}.$$

In the hyperbolic case, completeness can be also characterized in terms of constant horospherical width analogously to the characterization of a complete set $Z$ in the Euclidean space in terms of the constant width of the parallel strips containing $Z$.

**Proposition 5.4.** For $D > 0$ and a compact convex set $K \subset H^n$, $K$ is constant width $D$ if and only if $w_i(K) = D$ for any ideal point $i$.

**Proof.** First we assume that $K$ is of constant width $D$, and let $i$ be an ideal point. We consider the minimal horoball $A$ at $i$ containing $K$, and the maximal horoball $A_0$ at $i$ with $K \cap \text{int}A_0 = \emptyset$. Let $x \in \partial K \cap \partial A$ and $y \in \partial K \cap \partial A_0$. It follows that $A$ and $K$ have a common exterior normal at $x$, and as $K$ is of constant width $D$, the line $\ell$ orthogonal to $A$ at $x$ (and hence containing $i$) intersects $\partial K$ in a point $z$ such that $d(x,z) = D$. We deduce from the definition of $w(A \cap \text{int}A_0)$ and Corollary 5.2 that

$$D = d(x,z) \leq w(A \cap \text{int}A_0) \leq d(x,y) \leq \text{diam } K = D;$$

therefore, $w(A \cap \text{int}A_0) = D$.

Next we assume that $w_i(K) = D$ for any ideal point $i$. We consider $p, q \in \partial K$ such that $\text{diam } K = d(p,q)$. Let $\ell$ be the line passing through $p$ and $q$, and let $i$ the ideal point of $\ell$ such that $p$ lies between $i$ and $q$. Since $K \subset B(p,D) \cap B(q,D)$, it follows from Lemma 5.1 that $\text{diam } K = w(A \cap \text{int}A_0) = D$ for the horoballs $A$ and $A_0$ at $i$ with $p \in \partial A_0$ and $q \in \partial A$.

Let $x \in \partial K$, let $u \in T_x$ be an exterior normal to $K$ at $x$. We consider the line $\ell$ passing through $x$ along $u$, and let $i$ the ideal point of $\ell$ in the direction of $u$, and hence the open half-line connecting
We observe that $U_0 \Gamma = \gamma$ is contained in an open hemisphere $M \times$ to $K$ of diameter $M$ and $r$.

\textbf{Proposition 6.1.} Let $M = \left\{ x \in \mathbb{R}^2 \mid \left( x^2 + y^2 \right)^{1/2} \leq 1 \right\}$ be either $\mathbb{H}^2$, $\mathbb{R}^2$ or $\mathbb{S}^2$. If $v_1, v_2, v_3$ are the vertices of $\Delta_M (D)$, then a Reuleaux triangle $K$ of diameter $D$ is congruent to

\[ U_D = \bigcap_{i=1}^3 B_M (v_i, D). \]

We observe that $U_D$ is the unique complete set of diameter $D$ containing $\Delta_M (D)$ according to Proposition 1.3. The following statement bounding the inradii and circumradii of two-dimensional complete sets is a direct consequence of Corollary 4.6.

\textbf{Proposition 6.1.} If $K \subseteq M^2$ is complete with diameter $D > 0$, then

\[ r (U_D) \leq r (K) \leq R (K) \leq R (U_D), \]

and $r (U_D) = r (K)$ or $R (K) = R (U_D)$ yields that $K$ is a Reuleaux triangle.

When discussing convex domains bounded by circular arcs, we need the following two elementary properties of circles.

\textbf{Lemma 6.2.} Let $M^2$ be either $\mathbb{H}^2$, $\mathbb{R}^2$ or $\mathbb{S}^2$. For $D > 0$ (where $D < \frac{\pi}{2}$ provided $M^2 = \mathbb{S}^2$),

(i): if $0 < \rho \leq D$ and $0 < d_{M^2} (x, y) < D + \rho$, then $\partial B_{M^2} (x, D)$ and $\partial B_{M^2} (y, \rho)$ intersect in two points $a$ and $b$, and if even $\rho = D$, then the open longer arc $ab$ of $\partial B_{M^2} (x, D)$ lies outside of $B_{M^2} (y, D)$;

(ii): if $0 < \rho < D$ and $\rho < d_{M^2} (p, q) < 2D - \rho$, then there exist exactly two circular discs of radius $D$ that contain $B_{M^2} (p, \rho)$ and whose boundary touch $B_{M^2} (p, \rho)$ and contain $q$.

Let $M^2$ be either $\mathbb{H}^2$, $\mathbb{R}^2$ or $\mathbb{S}^2$. We say that $\Gamma \subseteq M^2$ is Jordan domain if is the union $\Gamma = \gamma \cup \Gamma_0$ where $\gamma \subseteq M^2$ is a simple closed curve and $\Gamma_0$ is the bounded component (or a bounded component if $M^2 = \mathbb{S}^2$) of $M^2 \setminus \gamma$ provided by the Jordan curve theorem. In particular $\text{int} \Gamma = \Gamma_0$ and $\partial M^2 \Gamma = \gamma$. In order to specify the component of $\mathbb{S}^2 \setminus \gamma$ in the case $M^2 = \mathbb{S}^2$, if $\gamma$ is contained in an open hemisphere $S_+$, then we assume that $\Gamma_0 \subseteq S_+$.

For $D > 0$ where $D < \frac{\pi}{2}$ if $M^2 = \mathbb{S}^2$, let $\Delta_M (D) = [v_1, v_2, v_3]_{M^2}$ be a regular triangle in $M^2$. We write $\tilde{p}$ to denote common circumcenter of $\Delta_M (D)$ and the Reuleaux triangle $U_D = \cap_{i=1,2,3} B_M (v_i, D)$ associated to $\Delta_M (D)$.

If $r (U_D) \leq \rho \leq \frac{D}{2}$, then we define the compact convex sets $\tilde{Q}_D (\rho)$ and $\tilde{W}_D (\rho)$ as follows. For $i = 1, 2, 3$, let $q_i = \tilde{q}_i (\rho, D) \in [\tilde{p}, v_i]_{M^2}$ satisfy $d_{M^2} (\tilde{p}, q_i) = D - \rho$, and let $\tilde{t}_i = \tilde{t}_i (\rho, D)$ be the point of the line passing through $v_i, q_i, \tilde{p}$ such that $\tilde{p} \in [\tilde{t}_i, q_i]_{M^2}$ and $d_{M^2} (\tilde{p}, \tilde{t}_i) = \rho$.

To define $\tilde{W}_D (\rho)$, we consider the circular arc $\sigma_{ij}$ of radius $D$ connecting $\tilde{q}_i$ and $\tilde{t}_j$ for $i \neq j$, $i, j \in \{1, 2, 3\}$ where the line through $\tilde{q}_i$ and $\tilde{t}_j$ separates $\sigma_{ij}$ from $\tilde{p}$, and let $\tilde{W}_D (\rho)$ be the convex compact set bounded by the six circular arcs $\sigma_{ij}, i \neq j$. In particular, $\tilde{W}_D (r_K (U_D)) = U_D$. 

For $\tilde{Q}_D (\varrho)$, we set $\tilde{Q}_D (r(U_D)) = U_D$ when $\varrho = r(U_D)$ and $\tilde{Q}_D (D/2) = U_D$ when $\varrho = D/2$. Next let $r(U_D) < \varrho < D/2$. For each $\tilde{q}_i$, $i = 1, 2, 3$, Lemma 6.2 (ii) provides two circular disks $B_{M^2}(\tilde{z}_{ij}, D)$ and $B_{M^2}(\tilde{z}_{ik}, D)$ containing $B_{M^2}(\tilde{p}, \varrho)$ with $\{i, j, k\} = \{1, 2, 3\}$ such that $\tilde{q}_i \in \partial B_{M^2}(\tilde{z}_{ij}, D)$ and $B_{M^2}(\tilde{p}, \varrho)$ touches $\partial B_{M^2}(\tilde{z}_{ij}, D)$ in $\tilde{w}_{ij}$ where $\tilde{w}_{ij}$ and $\tilde{q}_j$ lie on the same side of the geodesic line through $\tilde{q}_i$ and $\tilde{t}_i$.

Next, if $\{i, j, k\} = \{1, 2, 3\}$, then $\tilde{q}_j, \tilde{q}_k \in \text{int} B_{M^2}(\tilde{q}_i, D)$ and $\partial B_{M^2}(\tilde{q}_i, D)$ touches $B_{M^2}(\tilde{p}, \varrho)$ in $\tilde{t}_i$. Therefore, $\tilde{t}_i$ is contained in the open shorter arc $\tilde{w}_{ij} \tilde{w}_{kj}$ of $\partial B_{M^2}(\tilde{p}, \varrho)$. In particular, we can define $\tilde{Q}_D (\varrho)$ as the compact convex set in $M^2$ that is bounded by the six shorter circular arcs of the from $\tilde{w}_{ij} \tilde{w}_{ij}$ of $\partial B_{M^2}(\tilde{z}_{ij}, D)$ for $i, j = 1, 2, 3$, $i \neq j$, and the three shorter circular arcs of the from $\tilde{w}_{ij} \tilde{w}_{ij}$ of $B_{M^2}(\tilde{p}, \varrho)$ for $1 \leq i < j \leq 3$.

For $\{i, j, k\} = \{1, 2, 3\}$, let $\tilde{\Gamma}_i (\varrho)$ denote the Jordan domain enclosed by the shorter arc $\tilde{w}_{ij} \tilde{q}_i$ of $\partial B_{M^2}(\tilde{z}_{ij}, D)$; the shorter arc $\tilde{w}_{ik} \tilde{q}_i$ of $\partial B_{M^2}(\tilde{z}_{ik}, D)$, and the shorter arc $\tilde{w}_{ij} \tilde{w}_{ik}$ of $\partial B_{M^2}(\tilde{p}, \varrho)$. Then

$$
\tilde{Q}_D (\varrho) = B_{M^2}(\tilde{p}, \varrho) \cup \tilde{\Gamma}_1 (\varrho) \cup \tilde{\Gamma}_2 (\varrho) \cup \tilde{\Gamma}_3 (\varrho),
$$

(12)

$$
V \left( \tilde{Q}_D (\varrho) \right) = V \left( B_{M^2}(\tilde{p}, \varrho) \right) + V \left( \tilde{\Gamma}_1 (\varrho) \right) + V \left( \tilde{\Gamma}_2 (\varrho) \right) + V \left( \tilde{\Gamma}_3 (\varrho) \right)
$$

where $\tilde{\Gamma}_1 (\varrho)$, $\tilde{\Gamma}_2 (\varrho)$ and $\tilde{\Gamma}_3 (\varrho)$ are congruent.
We deduce from Lemma 6.2 (i) that if \( r(U_D) < \varrho \leq \frac{D}{2} \), then
\[
\tilde{W}_D(\varrho) \subsetneq \tilde{Q}_D(\varrho).
\]

**Lemma 6.3.** Using the notation as above in \( M^2 \), if \( r(U_D) < \varrho \leq \frac{D}{2} \), then
\[
V(\tilde{W}_D(\varrho)) \geq V(U_D).
\]

**Proof.** To simplify notation, we drop the reference to \( M^2 \). For the proof, we keep using the notation introduced for \( \tilde{W}_D(\varrho) \) as above.

For \( i = 1, 2, 3 \), let \( \{ u_i \} = \partial B(\tilde{p}, r(U_D)) \cap \partial B(v_i, D) \) be the point such that \( \tilde{p} \in [u_i, v_i] \), and for \( i, j = 1, 2, 3, i \neq j \), let \( \gamma_{ij} \subset \partial U_D \) be the shorter arc \( v_i u_j \) of \( \partial B(v_i, D) \). We frequently use the observation that if \( i \neq j \),
\[
(14) \quad d(\tilde{p}, \tilde{t}_j) = \varrho < D - r(U_D) = d(\tilde{p}, v_i).
\]

Since both \( \tilde{W}_D(\varrho) \) and \( U_D \) are symmetric through the line \( \ell_i \) passing through \( v_i, \tilde{q}_i, \tilde{p}, u_i \) and \( \tilde{t}_i \) for \( i = 1, 2, 3 \), we concentrate on the part of \( \tilde{W}_D(\varrho) \) and \( U_D \) between the half-lines \( \tilde{p}v_1 \) and \( \tilde{p}t_2 \). As \( \tilde{p} \in \text{int} B(v_2, D) \), we deduce that
\[
(15) \quad \tilde{q}_1 \in \text{int} B(v_2, D) \quad \text{and} \quad \tilde{t}_2 \notin B(v_2, D).
\]

Adding the fact \( \gamma_{12} \subset \partial B(v_2, D) \), it follows that \( \gamma_{12} \) intersects \( \sigma_{12} \subset \partial B(\tilde{z}_{12}, D) \) connecting \( \tilde{q}_1 \) and \( \tilde{t}_2 \) in a point \( d \) (and \( \{ d \} = \gamma_{12} \cap \sigma_{12} \) by Lemma 6.2).

Let \( H_1 \) be the closed half-plane bounded by \( \ell_1 \) and containing \( u_2 \) and \( \tilde{t}_2 \), and let \( H_2 \) be the closed half-plane bounded by \( \ell_2 \) and containing \( v_1 \) and \( \tilde{q}_1 \). We consider the Jordan domains
\[
\Omega_+ = \text{closure of } (H_2 \cap B(\tilde{z}_{12}, D)) \setminus B(v_2, D);
\]
\[
\Omega_- = \text{closure of } (H_1 \cap B(v_2, D)) \setminus B(\tilde{z}_{12}, D).
\]
In particular, \( \Omega_+ \) is bounded by \([u_2, \tilde{t}_2]\) and one subarc of \( \sigma_{12} \) and \( \gamma_{12} \) each, and \( \Omega_- \) is bounded by \([v_1, \tilde{q}_1]\) and one subarc of \( \sigma_{12} \) and \( \gamma_{12} \) each, and \( \Omega_+ \) and \( \Omega_- \) meet at \( d \). It follows from the symmetries \( \tilde{W}_D(\varrho) \) and \( U_D \)

\[
(16) \quad V(\tilde{W}_D(\varrho)) - V(U_D) = 6 \cdot (V(\Omega_+) - V(\Omega_-)).
\]

Let \( \ell \) be the line perpendicularly bisecting the segment \([v_1, \tilde{t}_2]\). It follows from (14) that the open half-plane bounded by \( \ell \) and containing \( \tilde{t}_2 \) also contains \( \tilde{p} \); therefore, the convexity of this half-plane yields that it also contains \( u_2 \in [\tilde{p}, \tilde{t}_2] \). We deduce that \( \ell \) intersects \( \gamma_{12} \) in a point \( e \). For any object \( X \) in \( \mathcal{M}^2 \), we write \( X' \) to denote the reflected image of \( X \) through \( \ell \). In particular, \( \gamma'_{12} \subset \partial B(v'_2, D) \) is the shorter arc connecting \( t_2 \) and \( u'_2 \). It follows that \( \gamma'_{12} \cap \sigma_{12} = \{e\} \), and \( \gamma'_{12} \) is orthogonal to the line \( \ell'_2 \) containing \( v_1, u'_2, \tilde{p} \) and \( v'_2 \) at \( u'_2 \).

We also consider the Jordan domain

\[
\tilde{\Omega} = \text{closure of } (H_2 \cap B(v'_2, D)) \setminus B(v_2, D),
\]

that is bounded by \([u_2, \tilde{t}_2]\) and one subarc of \( \gamma'_{12} \) and \( \gamma_{12} \) each meeting at \( e \). It follows that

\[
\tilde{\Omega}' = \text{closure of } (H'_2 \cap B(v_2, D)) \setminus B(v'_2, D)
\]

is bounded by \([u'_2, v_1]\) and one subarc of \( \gamma'_{12} \) and \( \gamma_{12} \) each meeting at \( e \).

Next we claim that

\[
(17) \quad q_1 \in \text{int} \tilde{\Omega}'.
\]

First, \( q_1 \in \text{int} B(v_2, D) \) according to (15). It follows from (14) that \( \angle(\tilde{p}, v_1, \tilde{t}_2) < \angle(\tilde{p}, \tilde{t}_2, v_1) \), and hence

\[
(18) \quad \angle(q_1, v_1, \tilde{t}_2) = \angle(\tilde{p}, v_1, \tilde{t}_2) < \angle(\tilde{p}, \tilde{t}_2, v_1) = \angle(u_2, \tilde{t}_2, v_1) = \angle(u'_2, v_1, \tilde{t}_2).
\]

As \( q_1 \in \text{int} B(v_2, D) \), we deduce that \( q_1 \in \text{int} H'_2 \).

Finally, \( q_1 \in \partial B(v_1, \varrho - r(U_D)) \) as \( d(q_1, v_1) = d(\tilde{t}_2, u_2) = \varrho - r(U_D) \). On the other hand, \( B(\tilde{t}_2, \varrho - r(U_D)) \) touches \( B(v_2, D) \) from the outside by construction; therefore, \( B(v_1, \varrho - r(U_D)) = B(\tilde{t}_2, \varrho - r(U_D))' \) touches \( B(v'_2, D) \) from the outside at \( u'_2 \). We conclude that \( q_1 \not\in B(v'_2, D) \), completing the proof of (17).
It follows from (17) that \( d \) is contained in the shorter arc \( e, v \) of \( \gamma_{12} \subset \partial B(V_2, D) \), which fact directly yields that \( \hat{\Omega} \subset \Omega_+ \), and together with (17) implies that \( \Omega_- \subset \hat{\Omega}' \) (where we have tacitly used Lemma 6.2 (i) concerning intersection patterns of circular arcs). We deduce from (16) that

\[
V \left( \hat{W}_D (\varrho) \right) - V(U_D) = 6 \cdot (V(\Omega_+) - V(\Omega_-)) \geq 6 \cdot \left( V(\hat{\Omega}) - V(\hat{\Omega}') \right) = 0,
\]

completing the proof of Lemma 6.3. \( \square \)

7. Proof of Theorem 1.2

We are now ready to prove the Blaschke–Lebesgue–Leichtweiss theorem in any surface of constant curvature.

Theorem 7.1. If \( K \subset \mathcal{M}^2 \) is a body of constant width \( D \) for \( D > 0 \) (where \( D < \frac{\pi}{2} \) provided \( \mathcal{M}^2 = S^2 \)), and \( U_D \subset \mathcal{M}^2 \) is a Reuleaux triangle of width \( D \), then

\[
V_{\mathcal{M}^2} (K) \geq V_{\mathcal{M}^2} (U_D)
\]

with equality if and only if \( K \) is congruent with \( U_D \).

Proof. Since we are only using the intrinsic geometry of \( \mathcal{M}^2 \), we drop it from the notation. Let \( \varrho = r(K) \), and hence \( R(K) = D - \varrho \) according to Lemma 4.5. According to Proposition 6.1, we may assume that \( \varrho > r(U_D) \).

Let \( p \) be the unique circumcenter of \( K \) (guaranteed by Lemma 3.1). Lemma 4.5 states that \( p \) is also the unique incenter of \( K \), so we have

\[
B(p, \varrho) \subseteq K \subseteq B(p, D - \varrho).
\]

It follows from Lemma 3.2 that there are points \( t_1; \ldots; t_k \in \partial K \cap \partial B(p, \varrho) \) such that \([t_1, \ldots, t_k]\) is a \((k - 1)\)-dimensional simplex and \( p \in \text{relint} [t_1, \ldots, t_k] \), where \( k \in \{2; 3\} \). In addition, there are points \( q_1; \ldots; q_k \in \partial K \) such that \( d(t_j, q_j) = D \) and \( p \in [t_j, q_j] \) for all \( 1 \leq j \leq k \). The rest of the proof will be divided into two cases depending on \( k \).

Case 1 \( k = 2 \)

If there are boundary points \( t_1; t_2 \in \partial K \) such that \( p \in [t_1, t_2] \), then \( q_1 = t_2 \) and \( q_2 = t_1 \), so \( \varrho = \frac{D}{2} \), and hence \( K = B(p, \frac{D}{2}) \). It follows from the isodiametric inequality in \( \mathcal{M}^2 \) (see Böröczky, Sagmeister [10] or Schmidt [32, 33]) that

\[
V \left( B \left( p, \frac{D}{2} \right) \right) > V(U_D).
\]

Case 2 \( k = 3 \)

Let \( \{i, j, k\} = \{1, 2, 3\} \) and let \( B(z_{ij}, D) \) be the disk such that \( B(p, \varrho) \subseteq B(z_{ij}, D) \), \( q_i \in \partial B(z_{ij}, D) \) and \( B(z_{ij}, D) \) touches \( B(p, \varrho) \) in \( w_{ij} \) where \( w_{ij} \) and \( q_j \) lie on the same side of the geodesic line through \( q_i \) and \( t_i \). In addition, Lemma 3.2 yields that

\[
p \in \text{int} [t_1, t_2, t_3] \quad \text{and} \quad p \in \text{int} [q_1, q_2, q_3].
\]
Since for any \(i = 1, 2, 3\), \(B(p, q) \subset B(q_i, D)\) where \(\{t_i\} = \partial B(p, q) \cap \partial B(q_i, D)\), it follows from (19) that
\[
(20) \quad t_i \notin \text{int} \ B(z_{ij}, D) \quad \text{and} \quad t_i \notin \text{int} \ B(z_{ik}, D) \quad \text{for} \quad \{i, j, k\} = \{1, 2, 3\}.
\]

We deduce from Lemma 5.3 that the shorter arc \(\overline{w_{ij}q_i}\) of \(\partial B(z_{ij}, D)\) is contained in \(K\). Now let \(\Gamma_i\) be the Jordan domain bounded by the shorter arc \(\overline{w_{ij}q_i}\) of the circles \(\partial B(z_{ij}, D)\), the shorter arc \(\overline{w_{ik}q_i}\) of the circles \(\partial B(z_{ik}, D)\), and the shorter arc \(\overline{w_{ij}w_{ik}}\) of \(B(p, q)\), \(\{i, j, k\} = \{1, 2, 3\}\). Then \(\Gamma_i \subseteq K\) for \(i = 1, 2, 3\), and (20) yields that
\[
(21) \quad \text{int} \Gamma_j \cap \text{int} \Gamma_k = \emptyset
\]
for \(i \neq j\). Now by the construction, \(\Gamma_i, \ i = 1, 2, 3\) are all congruent, and in turn congruent to \(\tilde{\Gamma}_k(\varrho)\), \(j = 1, 2, 3\) occurring at the definition of \(\tilde{Q}_D(\varrho)\), and hence (12) yields that
\[
V(K) \geq V(B(p, q)) + V(\Gamma_1) + V(\Gamma_2) + V(\Gamma_3) = V\left(\tilde{Q}_D(\varrho)\right).
\]
We conclude that
\[(22) \quad V(K) \geq V(Q_D(\varrho)) > V(W_D(\varrho)) \geq V(U_D)\]
by (13) and Lemma 6.3.

\[ \square \]

8. Proof of Theorem 1.3

Let \( \mathcal{M}^2 \) be either \( \mathbb{R}^2 \), \( S^2 \) or \( H^2 \) and let \( D > 0 \) where \( D < \frac{\pi}{2} \) if \( \mathcal{M}^2 = S^2 \). In this section, we use the notation introduced in Section 6 and Section 7.

The idea of the proof of Theorem 1.3 based on the argument for Theorem 1.2 runs as follows. If \( K \subset \mathcal{M}^2 \) is a convex body of constant width \( D \), and \( V_{\mathcal{M}^2}(K) \leq V_{\mathcal{M}^2}(U_D) + \varepsilon \) for small \( \varepsilon > 0 \), then using the notation of Theorem 7.1, combining

\[ V_{\mathcal{M}^2}(Q_D(r(K)) = V_{\mathcal{M}^2}(B(p, \varrho)) + V_{\mathcal{M}^2}(\Gamma_1) + V(\Gamma_2) + V_{\mathcal{M}^2}(\Gamma_3) \leq V_{\mathcal{M}^2}(K) \leq V_{\mathcal{M}^2}(U_D) + \varepsilon \]

and Lemma 8.4 below yields that \( r(K) \leq r(U_D) + O(\varepsilon) \). In order to verify Lemma 8.4, we provide a stability version of Lemma 6.3 about \( \tilde{W}_D(\varrho) \subset M \) if \( \varrho \) is close to \( r(U_D) \), and use that \( \tilde{W}_D(\varrho) \) is strictly contained in \( Q_D(\varrho) \) if \( \varrho \) is away from \( r(U_D) \). Finally, we conclude via Proposition 8.5 below that \( K \) is close to a Reuleaux triangle of width \( D \).

For the whole section, we fix \( \eta_0 = \frac{D}{4} - \frac{r(U_D)}{2} \). We observe that if \( \varrho = r(U_D) + \eta \) for some \( 0 < \eta \leq \eta_0 \), then

\[ r(U_D) < \varrho \leq \frac{D}{4} + \frac{r(U_D)}{2} < \frac{D}{2}. \]

We prepare the proof of Theorem 1.3 with a series of lemmas.

Lemma 8.1. For \( \varrho = r(U_D) + \eta \) with \( 0 < \eta \leq \eta_0 \), there exists an explicit positive constant \( \alpha_0 \) depending on \( D \) and \( \mathcal{M}^2 \) such that using the notation in the proof of Lemma 6.3, we have

\[ \angle(\tilde{q}_1, v_1, u_2') \geq \alpha_0. \]

Proof. We observe that

\[ \angle(\tilde{q}_1, v_1, u_2') = \angle(\tilde{p}, v_1, \tilde{p}') = \angle(\tilde{p}, \tilde{t}_2, \tilde{p}') = \angle(\tilde{p}, \tilde{t}_2, v_1) - \angle(v_1, \tilde{t}_2, \tilde{p}') = \angle(\tilde{p}, \tilde{t}_2, v_1) - \angle(\tilde{t}_2, v_1, \tilde{p}). \]

In the triangle \([\tilde{p}, \tilde{t}_2, v_1]\), we have \( \angle(\tilde{t}_2, \tilde{p}, v_1) = \frac{\pi}{3} \) and

\[ d_{\mathcal{M}^2}(\tilde{p}, v_1) = D - r(U_D) > \frac{D}{2} \]
\[ d_{\mathcal{M}^2}(\tilde{p}, \tilde{t}_2) = \varrho \leq \frac{D}{4} + \frac{r(U_D)}{2} < \frac{D}{2}. \]

In particular, \( \angle(\tilde{q}_1, v_1, u_2') = \angle(\tilde{p}, \tilde{t}_2, v_1) - \angle(\tilde{t}_2, v_1, \tilde{p}) \) is minimal if \( \tilde{t}_2 = \tilde{t}_{2,0} \) where \( d_{\mathcal{M}^2}(\tilde{p}, \tilde{t}_{2,0}) = \frac{D}{4} + \frac{r(U_D)}{2} \), and we set \( \alpha_0 = \angle(\tilde{p}, \tilde{t}_{2,0}, v_1) - \angle(\tilde{t}_{2,0}, v_1, \tilde{p}) > 0. \]

Now let us give a lower bound for the geodesic distance of \( \tilde{q}_1 \) from \( \gamma_1' \) inside \( \tilde{W}_D(\varrho) \) (cf. Lemma 6.3) if \( \varrho \) is close to \( r(U_D) \). We observe that \( d_{\mathcal{M}^2}(v_2, v_1) = d_{\mathcal{M}^2}(v_2, u_2) = D \), and hence \( d_{\mathcal{M}^2}(v_2, \tilde{t}_2) = d_{\mathcal{M}^2}(v_2, u_2') = D \), and hence \( \gamma_1' \subset \partial\mathcal{M}^2(v_2', D) \) and \( \sigma_{12} \subset \partial\mathcal{M}^2(\tilde{z}_{12}, D) \).

Lemma 8.2. If \( 0 < \eta \leq \eta_0 \) and \( \varrho = r(U_D) + \eta \), then for the arc \( \gamma_1' \subset \partial\mathcal{M}^2(v_2', D) \) defined in the proof of Lemma 6.3, the distance of \( q_1 \) from \( B(v_2', D) \), and hence from \( \gamma_1' \) is at least \( \theta_1 \eta \) for explicit \( \theta_1 > 0 \) depending on \( D \) and \( \mathcal{M}^2 \).
Proof. It is equivalent to prove that $d_{\mathcal{M}^2} (\bar{q}_1, v'_2) \geq D + \theta_1 \eta$ for explicit $\theta_1 > 0$ depending on $D$ and $\mathcal{M}^2$; or in other words,
\begin{align}
\left( d_{\mathcal{M}^2} (\bar{q}_1, v'_2) \right)^2 &\geq D^2 + \tilde{\theta}_1 \eta, & &\text{if } \mathcal{M}^2 = \mathbb{R}^2; \label{eq:23}
\cos d_{\mathcal{M}^2} (\bar{q}_1, v'_2) &\leq \cos D - \tilde{\theta}_1 \eta, & &\text{if } \mathcal{M}^2 = S^2; \nonumber
\cosh d_{\mathcal{M}^2} (\bar{q}_1, v'_2) &\geq \cosh D + \tilde{\theta}_1 \eta, & &\text{if } \mathcal{M}^2 = H^2. \nonumber
\end{align}
for explicit $\tilde{\theta}_1 > 0$ depending on $D$ and $\mathcal{M}^2$. Let $\alpha = \angle (\bar{q}_1, v_1, v'_2)$, and hence $\alpha \geq \alpha_0$ for the constant $\alpha_0 > 0$ of Lemma 8.1. Using that
\[
d_{\mathcal{M}^2} (v_1, \bar{q}_1) = \varrho - r (U_D) = \eta
\]
and
\[
d_{\mathcal{M}^2} (v_1, v'_2) = d_{\mathcal{M}^2} (t_2, v_2) = R (U_D) + \varrho = D + \eta,
\]
we express the geodesic distance $d_{\mathcal{M}^2} (\bar{q}_1, v'_2)$ by applying the Law of Cosines for the triangle $[v_1, \bar{q}_1, v'_2]$, $\mathcal{M}^2$. The rest of the argument is divided into three cases depending on $\mathcal{M}^2$.

If $\mathcal{M}^2 = \mathbb{R}^2$, then
\[
d_{\mathcal{M}^2} (\bar{q}_1, v'_2) = \eta^2 + (D + \eta)^2 - 2 \eta (D + \eta) \cos \alpha = D^2 + 2 \eta (D + \eta) (1 - \cos \alpha)
\geq D^2 + 2D (1 - \cos \alpha_0) \cdot \eta.
\]
If $\mathcal{M}^2 = S^2$, then
\[
\cos (d_{\mathcal{M}^2} (\bar{q}_1, v'_2)) = \cos (\eta) \cdot \cos (D + \eta) + \sin (\eta) \cdot \sin (D + \eta) \cdot \cos \alpha
= \cos ((D + \eta) - \eta) - \sin (\eta) \cdot \sin (D + \eta) (1 - \cos \alpha)
\leq \cos D - \left( \frac{1 - \cos \alpha_0}{4} \right) \sin D \cdot \eta.
\]
Finally, if $\mathcal{M}^2 = H^2$, then
\[
\cosh (d_{\mathcal{M}^2} (\bar{q}_1, v'_2)) = \cosh (\eta) \cdot \cosh (D + \eta) - \sinh (\eta) \cdot \sinh (D + \eta) \cdot \cos \alpha
= \cosh ((D + \eta) - \eta) + \sinh (\eta) \cdot \sinh (D + \eta) (1 - \cos \alpha)
\geq \cosh D + (1 - \cos \alpha_0) \sinh D \cdot \eta,
\]
verifying \eqref{eq:23}, and in turn Lemma 8.2. $\square$

We will use the following area estimate in the proof of Proposition 8.4 if $\varrho = r (U_D) + \eta$ for $\eta \geq \eta_0$.

**Lemma 8.3.** There exists an explicit positive constant $\theta_2$ depending on $D$ and $\mathcal{M}^2$ such that if $r (U_D) + \eta_0 \leq \varrho \leq D/2$, then
\[
V_{\mathcal{M}^2} (\bar{Q}_D (\varrho)) \geq V_{\mathcal{M}^2} (U_D) + \theta_2.
\]

**Proof.** We observe that the largest angle of the isosceles triangle whose sides are $D - r (U_D)$, $D - r (U_D)$, and $D$ is $\frac{2 \pi}{3}$. Therefore, there exists $\vartheta_0 > 0$ such that the largest angle of the isosceles triangle whose sides are $D - (r (U_D) + \eta_0)$, $D - (r (U_D) + \eta_0)$, and $D$ is $\frac{2 \pi}{3} + \vartheta_0$; namely,
\[
\sin \left( \frac{\pi}{3} + \frac{\vartheta_0}{2} \right) = \begin{cases} 
\frac{D/2}{\sin (D/2)} & \text{if } \mathcal{M}^2 = \mathbb{R}^2 \\
\frac{\sin (D/2)}{\sin (D - (r (U_D) + \eta_0))} & \text{if } \mathcal{M}^2 = S^2 \\
\frac{\sinh (D/2)}{\sinh (D - (r (U_D) + \eta_0))} & \text{if } \mathcal{M}^2 = H^2
\end{cases}
\]
Next we fix $a \in \mathcal{M}^2$, and choose $b, c \in \partial \mathcal{M}^2 B_{\mathcal{M}^2} (a, \frac{D}{2})$ such that $\angle (b, a, c) = \vartheta_0$. In addition, let $f \in \mathcal{M}^2$ satisfy that $d_{\mathcal{M}^2} (b, f) = d_{\mathcal{M}^2} (c, f) = D$ and $a \in [b, c]_{\mathcal{M}^2}$. We claim that $\theta_2 = V_{\mathcal{M}^2} (\Xi_0)$...
In particular, the sides of the triangle \( \triangle \) we deduce that connecting \( \widetilde{b} \) and \( \widetilde{c} \) and the shorter arc of \( \partial_{M^2} B_{M^2} (f, D) \) connecting \( b \) and \( c \).

To prove Lemma 8.3 with this \( \theta_2 \), we may assume that \( r(U_D) + \eta_0 < \varrho < D/2 \). Let \( \Theta \) be the part of \( \tilde{Q}_D (\varrho) \) cut off by the circular arc \( \sigma_{12} \) of radius \( D \) connecting \( \tilde{q}_1 \) and \( \tilde{t}_2 \) on the boundary of \( \tilde{W}_D (\varrho) \); namely, \( \Theta \) is a Jordan domain bounded by \( \sigma_{12} \), by the arc \( \tilde{t}_2 \tilde{w}_{12} \subset \partial_{M^2} B_{M^2} (\tilde{p}, \varrho) \) and the arc \( \tilde{w}_{12} \tilde{q}_1 \subset \partial_{M^2} B_{M^2} (\tilde{z}_{ij}, D) \), and satisfies

\[
V_{M^2} (\tilde{Q}_D (\varrho)) = V_{M^2} (\tilde{Q}_D (\varrho)) + 6V_{M^2} (\Theta).
\]

Since \( B_{M^2} (\tilde{p}, \varrho) \) and \( B_{M^2} (\tilde{z}_{12}, D) \) are touching each other in \( \tilde{w}_{12} \), it follows that \( \tilde{p} \in [\tilde{z}_{12}, \tilde{w}_{12}]_{M^2} \), and hence

\[
d_{M^2} (\tilde{z}_{12}, \tilde{p}) = D - \varrho = d_{M^2} (\tilde{q}_1, \tilde{p}).
\]

In particular, the sides of the triangle \([\tilde{z}_{12}, \tilde{p}, \tilde{q}_1]_{M^2} \) are of length \( D - \varrho \), \( D - \varrho \) and \( D \), and \( \varrho > r(U_D) + \eta_0 \) yields that the angle \( \angle (\tilde{z}_{12}, \tilde{p}, \tilde{q}_1) \) is of the form \( \frac{2\pi}{3} + \vartheta \) for \( \vartheta > \vartheta_0 \). As \( \angle (\tilde{t}_2, \tilde{p}, \tilde{q}_1) = \frac{\pi}{3} \), we deduce that \( \angle (\tilde{w}_{12}, \tilde{p}, \tilde{t}_2) = \vartheta \).

Let \( \xi (D/2) \) be the shorter circular arc of radius \( D/2 \) connecting \( \tilde{w}_{12} \) and \( \tilde{t}_2 \) and being separated by the segment \([\tilde{w}_{12}, \tilde{t}_2]_{M^2} \) from \( \tilde{p} \), let \( \xi (D) \) be the shorter circular arc of radius \( D \) connecting \( \tilde{w}_{12} \) and \( \tilde{t}_2 \) and being separated by the segment \([\tilde{w}_{12}, \tilde{t}_2]_{M^2} \) from \( \tilde{p} \), and let \( \Xi \) be the Jordan domain bounded by \( \xi (D/2) \) and \( \xi (D) \). Since \( \varrho < D/2 \), it follows that

\[\Xi \subset \Theta \subset \tilde{Q}_D (\varrho) \setminus \tilde{W}_D (\varrho) .\]

On the other hand, \( \angle (\tilde{w}_{12}, \tilde{p}, \tilde{t}_2) = \vartheta > \vartheta_0 \) implies that \( \Xi \) contains a congruent copy of \( \Xi_0 \); therefore,

\[
V_{M^2} (\tilde{Q}_D (\varrho)) \geq V_{M^2} (\tilde{Q}_D (\varrho)) + 6V_{M^2} (\Xi_0) > V_{M^2} (\tilde{Q}_D (\varrho)) + \theta_2. \quad \square
\]

One of the main auxiliary statement towards proving Theorem 1.3 is the following statement.

**Proposition 8.4.** There exists an explicit positive constant \( \theta_3 \) depending on \( D \) and \( M^2 \) such that if \( r(U_D) \leq \varrho \leq D/2 \) and \( \varrho = r(U_D) + \eta \), then

\[
V_{M^2} (\tilde{Q}_D (\varrho)) \geq V_{M^2} (U_D) + \theta_3 \eta.
\]

**Proof.** If \( \eta \geq \eta_0 \), then Lemma 8.3 yields that any \( \theta_3 > 0 \) with

\[
\theta_3 \leq \frac{\theta_2}{\frac{D}{2} - r(U_D)}
\]

works in Proposition 8.4. Therefore, we assume that

\[
\varrho = r(U_D) + \eta \quad \text{for} \quad \eta \leq \eta_0 .
\]

Since \( \tilde{W}_D (\varrho) \subset \tilde{Q}_D (\varrho) \), and we have seen in the proof of Lemma 6.3 that

\[
\tilde{W}_D (\varrho) \setminus U_D \supseteq \Omega_+ \setminus \tilde{\Omega} ,
\]

it is sufficient to prove that if \( \eta \leq \eta_0 \), then

\[
V_{M^2} (\Omega_+ \setminus \tilde{\Omega}) \geq \theta_3 \eta.
\]

for explicit \( \theta_3 > 0 \) depending on \( D \) and \( M^2 \). We recall that the closure of \( \Omega_+ \setminus \tilde{\Omega} \) is the Jordan domain bounded by the arc \( \tilde{t}_{12}, e \) of \( \gamma_{12} \) where \( e = \gamma_{12} \cap \gamma_{12}' \), the arc \( \tilde{t}_{12}, d \) of \( \sigma_{12} \) where \( d = \gamma_{12} \cap \sigma_{12} \) and the arc \( d, e \) of \( \gamma_{12} \).
To verify (25), first we claim that the angle $\angle(v'_2, \tilde{t}_2, \tilde{z}_{12})$ of the tangents of the circles $\partial B_{M^2}(v'_2, D)$ and $\partial B_{M^2}(\tilde{z}_{12}, D)$ at $\tilde{t}_2$ satisfies

\begin{equation}
\angle(v'_2, \tilde{t}_2, \tilde{z}_{12}) \geq \theta_4 \eta
\end{equation}

for some explicit positive constant $\theta_4$ depending only on $D$ and $M^2$. It follows from Lemma 8.2 that $d_{M^2}(v'_2, q_1) \geq D + \theta_2 \eta$ where $q_1 \in \sigma_{12} \subset \partial B_{M^2}(\tilde{z}_{12}, D)$; therefore, the triangle inequality yields that $d_{M^2}(v'_2, \tilde{z}_{12}) \geq \theta_2 \eta$. Writing $m$ to denote the midpoint of the segment $[v'_2, \tilde{z}_{12}]_{M^2}$, we have $\angle(v'_2, m, \tilde{t}_2, m) = \frac{\pi}{2}$ and hence the sine of angle $\angle(v'_2, \tilde{t}_2, m) = \frac{1}{2} \angle(v'_2, \tilde{t}_2, \tilde{z}_{12})$ can be expressed in terms of $d_{M^2}(v'_2, m) \geq \frac{\theta_2}{2} \cdot \eta$ and $d_{M^2}(v'_2, \tilde{t}_2) = D$ using the Law of Sines for the triangle $[v'_2, \tilde{t}_2, m]_{M^2}$. In turn, we conclude (26).

As $\angle(\tilde{t}_2, \tilde{p}, v_1) = \frac{\pi}{3}$, $d_{M^2}(\tilde{p}, v_1) = D - r(U_B) > \frac{D}{2}$, we deduce that $d_{M^2}(\tilde{t}_2, v_1) > \frac{D}{4}$. Thus the property $d_{M^2}(\tilde{t}_2, e) = d_{M^2}(v_1, e)$ of the point $e = \gamma_{12} \cap \gamma'_{12}$ yields that $d_{M^2}(\tilde{t}_2, v_1) > \frac{D}{8}$. Therefore if $a_\gamma \in \gamma'_{12}$ has the property that $d_{M^2}(\tilde{t}_2, a_\gamma) = \frac{D}{16}$ and $a_\sigma \in \sigma_{12}$ has the property that $d_{M^2}(\tilde{t}_2, a_\sigma) = \frac{D}{16}$, then

$$\Psi \subset \text{cl} \left( \Omega_+ \setminus \tilde{\Omega} \right)$$

for the Jordan domain $\Psi$ bounded by the arc $\tilde{t}_2, a_\gamma$ of $\gamma'_{12}$, the arc $\tilde{t}_2, a_\sigma$ of $\sigma'_{12}$ and the shorter $\tilde{a}_\gamma, \tilde{a}_\sigma$ of the circle $\partial B_{M^2}(\tilde{t}_2, \frac{D}{16})$. Here $\angle(a_\gamma, \tilde{t}_2, a_\sigma)$ equals the angle of the arcs $\gamma'_{12}$ and $\sigma_{12}$, which is at least $\theta_4 \eta$ according to (26). We observe that $V_{M^2}(\Psi) = V_{M^2}(\tilde{\Psi})$ for the circular sector $\tilde{\Psi}$ of $B_{M^2}(\tilde{t}_2, \frac{D}{16})$ bounded by the segments $[\tilde{t}_2, a_\gamma]_{M^2}$ and $[\tilde{t}_2, a_\sigma]_{M^2}$ where

$$V_{M^2}(\tilde{\Psi}) = \frac{\angle(a_\gamma, \tilde{t}_2, a_\sigma)}{2\pi} \cdot V_{M^2}\left(B_{M^2}(\tilde{t}_2, \frac{D}{16})\right) \geq \frac{\theta_4 V_{M^2}(B_{M^2}(\tilde{t}_2, \frac{D}{16}))}{2\pi} \cdot \eta.$$

We deduce that

$$V_{M^2}\left(\Omega_+ \setminus \tilde{\Omega}\right) \geq V_{M^2}(\Psi) = V_{M^2}(\tilde{\Psi}) \geq \frac{\theta_4 V_{M^2}(B_{M^2}(\tilde{t}_2, \frac{D}{16}))}{2\pi} \cdot \eta.$$

We conclude the claim (25), which in turn yields Proposition 8.4 by (24). $\square$

**Lemma 8.5.** There exist explicit constants $\theta_4 > 0$ and $\tilde{\eta}_0 \in (0, \eta_0]$ depending on $D$ and $M^2$ such that if $\varrho = r(U_B) + \eta$ for $0 < \eta \leq \tilde{\eta}_0$ and $\{i, j, k\} = \{1, 2, 3\}$, then

\begin{equation}
\angle(\tilde{w}_{ij}, \tilde{p}, \tilde{w}_{ik}) \geq \frac{2\pi}{3} - \theta_4 \eta.
\end{equation}

**Proof.** We may assume that $i = 1$. The proof of Lemma 8.5 is rather technical; therefore, we sketch the main idea. Let $\tilde{v}_1$ be the intersection of $\partial B(\tilde{q}_2, D)$ and the half-line $\tilde{p}v_1$, and hence $v_1 \in [\tilde{p}, \tilde{v}_1]_{M^2}$. Our first claim is that there exists an explicit positive constant $\theta_5$ depending on $D$ and $M^2$ such that if $\eta \leq \eta_0$, then

\begin{equation}
d_{M^2}(\tilde{v}_1, v_1) \leq \theta_5 \eta,
\end{equation}

which in turn yields $d_{M^2}(\tilde{v}_1, \tilde{q}_1) \leq (\theta_5 + 1)\eta$ as $d_{M^2}(v_1, \tilde{q}_1) = \eta$.

Next the circle $\partial B_{M^2}(\tilde{q}_2, D)$ passing through $\tilde{v}_1$ touches the circle $B_{M^2}(\tilde{p}, \varrho)$ at $\tilde{t}_2$. Let $\tilde{a}$ be the point of the shorter arc $\tilde{t}_2, \tilde{v}_1$ of $\partial B_{M^2}(\tilde{q}_2, D)$ satisfying $d_{M^2}(\tilde{p}, \tilde{a}) = d_{M^2}(\tilde{p}, \tilde{q}_1)$. Since the circle $\partial B_{M^2}(\tilde{z}_{12}, D)$ passing through $\tilde{q}_1$ touches the circle $B_{M^2}(\tilde{p}, \varrho)$ at $\tilde{w}_{12}$, we deduce that the triangles $[\tilde{t}_2, \tilde{p}, \tilde{a}]_{M^2}$ and $[\tilde{w}_{12}, \tilde{p}, \tilde{q}_1]_{M^2}$ are congruent where $\angle(\tilde{t}_2, \tilde{p}, \tilde{a}) = \angle(\tilde{w}_{12}, \tilde{p}, \tilde{q}_1)$. Since $\angle(\tilde{w}_{12}, \tilde{p}, \tilde{w}_{13}) = \angle(\tilde{t}_2, \tilde{p}, \tilde{a}) = \angle(\tilde{w}_{12}, \tilde{p}, \tilde{q}_1)$.
which statement we verify using (28); more precisely, using $d_{\mathcal{M}^2}(\tilde{v}_1, \tilde{q}_1) \leq (\theta_5 + 1)\eta$.

To prove (28), we observe that $\angle(\tilde{v}_1, \tilde{p}, \tilde{q}_2) = \frac{2\pi}{3}$, $d_{\mathcal{M}^2}(\tilde{v}_1, \tilde{q}_2) = D$ and $d_{\mathcal{M}^2}(\tilde{q}_2, \tilde{p}) = R(U_D) - \eta$ in the triangle $[\tilde{v}_1, \tilde{p}, \tilde{q}_2]_{\mathcal{M}^2}$, and $\angle(v_1, \tilde{p}, v_2) = \frac{2\pi}{3}$, $d_{\mathcal{M}^2}(v_1, \tilde{p}) = R(U_D)$, $d_{\mathcal{M}^2}(v_1, v_2) = D$ and $d_{\mathcal{M}^2}(v_2, \tilde{p}) = R(U_D)$ in the triangle $[v_1, \tilde{p}, v_2]_{\mathcal{M}^2}$. For $s \in [\frac{2\pi}{3}, R(U_D)]$, let $f(s) \in [R(U_D), D]$ be defined in a way such that there exists a triangle with side lengths $s, f(s), D$ and having angle $\frac{2\pi}{3}$ opposite to the side of length $D$. In particular, $f(R(U_D) - \eta) = d_{\mathcal{M}^2}(\tilde{v}_1, \tilde{p})$ and $f(R(U_D)) = d_{\mathcal{M}^2}(v_1, \tilde{p})$, and the Law of Cosines yields
\[
D^2 = s^2 + f(s)^2 + s \cdot f(s) \quad \text{if } \mathcal{M}^2 = \mathbb{R}^2
\]
\[
\cos D = \cos s \cdot \cos f(s) - \frac{1}{2} \sin s \cdot \sin f(s) \quad \text{if } \mathcal{M}^2 = S^2
\]
\[
\cosh D = \cosh s \cdot \cosh f(s) + \frac{1}{2} \sinh s \cdot \sinh f(s) \quad \text{if } \mathcal{M}^2 = H^2.
\]

It follows that
\[
f'(s) = \begin{cases} 
-\frac{2s + f(s)}{s + 2f(s)} & \text{if } \mathcal{M}^2 = \mathbb{R}^2 \\
-\frac{\sin s \cdot \cos f(s) + \frac{1}{2} \cos s \cdot \sin f(s)}{\cos s \cdot \sin f(s) + \frac{1}{2} \sin s \cdot \cos f(s)} & \text{if } \mathcal{M}^2 = S^2 \\
-\frac{\sinh s \cdot \cosh f(s) + \frac{1}{2} \cosh s \cdot \sinh f(s)}{\cosh s \cdot \sinh f(s) + \frac{1}{2} \sinh s \cdot \cosh f(s)} & \text{if } \mathcal{M}^2 = H^2.
\end{cases}
\]

therefore, $-\theta_5 \leq f'(s) \leq 0$ for an explicit positive constant $\theta_5$ depending on $D$ and $\mathcal{M}^2$. As $d_{\mathcal{M}^2}(\tilde{v}_1, v_1) = f(R(U_D) - \eta) - f(R(U_D))$, we conclude (28).

The estimate that we really need is not (28), but its corollary
\[
d_{\mathcal{M}^2}(\tilde{v}_1, \tilde{q}_1) \leq (\theta_5 + 1)\eta,
\]
which follows from $d_{\mathcal{M}^2}(v_1, \tilde{q}_1) = \eta$.

Next, we prove (29). For $\beta \in [\frac{2\pi}{3}, \pi]$, let $a(\beta)$ be the point of the shorter arc of $\partial B_{\mathcal{M}^2}(\tilde{q}_2, D)$ satisfying $\angle(a(\beta), \tilde{p}, \tilde{q}_2) = \beta$, and hence $a(\frac{2\pi}{3}) = \tilde{v}_1$ and $a(\pi) = \tilde{t}_2$. Let $\tilde{a} \in (\frac{2\pi}{3}, \pi)$ satisfy that $\tilde{a} = a(\tilde{\beta})$.

We observe that $\angle(a(\beta), \tilde{p}, \tilde{q}_2) = \beta$, $d_{\mathcal{M}^2}(a(\beta), \tilde{q}_2) = D$ and $d_{\mathcal{M}^2}(\tilde{q}_2, \tilde{p}) = R(U_D) - \eta$ in the triangle $[a(\beta), \tilde{p}, \tilde{q}_2]_{\mathcal{M}^2}$. We set $g(\beta) = d_{\mathcal{M}^2}(a(\beta), \tilde{p})$ and $R_{\eta} = R(U_D) - \eta$, and hence the Law of Cosines in the triangle $[a(\beta), \tilde{p}, \tilde{q}_2]_{\mathcal{M}^2}$ yields
\[
D^2 = \eta^2 + g(\beta)^2 - R_{\eta} \cdot g(\beta) \cdot \cos \beta \quad \text{if } \mathcal{M}^2 = \mathbb{R}^2
\]
\[
\cos D = \cos R_{\eta} \cdot \cos g(\beta) + \sin R_{\eta} \cdot \sin g(\beta) \cdot \cos \beta \quad \text{if } \mathcal{M}^2 = S^2
\]
\[
\cosh D = \cosh R_{\eta} \cdot \cosh g(\beta) - \sinh R_{\eta} \cdot \sinh g(\beta) \cdot \cos \beta \quad \text{if } \mathcal{M}^2 = H^2.
\]

It follows that
\[
g'(\beta) = \begin{cases} 
-\frac{R_{\eta} g(\beta) \sin \beta}{2g(\beta) - R_{\eta} \cos \beta} & \text{if } \mathcal{M}^2 = \mathbb{R}^2 \\
-\frac{R_{\eta} \sin g(\beta) \cdot \sin \beta}{\cos R_{\eta} \cdot \sin g(\beta) - \sin R_{\eta} \cdot \cos g(\beta) \cdot \cos \beta} & \text{if } \mathcal{M}^2 = S^2 \\
-\frac{R_{\eta} \sinh g(\beta) \cdot \sinh \beta}{\cosh R_{\eta} \cdot \sinh g(\beta) - \sinh R_{\eta} \cdot \cosh g(\beta) \cdot \cos \beta} & \text{if } \mathcal{M}^2 = H^2;
\end{cases}
\]

where $\cos \beta < 0$ (as $\beta \geq \frac{2\pi}{3}$), $r(U_D) \leq g(U_D) \leq D$ and $\frac{D}{2} \leq R_{\eta} \leq D$. Therefore, $g'(\beta) < 0$ if $\beta \geq \frac{2\pi}{3}$, and there exists an explicit positive constant $\theta_6$ depending on $D$ and $\mathcal{M}^2$ such that $g'(\beta) \leq -\theta_6$ if $\beta \in [\frac{2\pi}{3}, \frac{5\pi}{6}]$. We observe that $g\left(\frac{2\pi}{3}\right) = d_{\mathcal{M}^2}(\tilde{v}_1, \tilde{p})$,
\[
g(\tilde{\beta}) = d_{\mathcal{M}^2}(a(\tilde{\beta}), \tilde{p}) = d_{\mathcal{M}^2}(\tilde{q}_1, \tilde{p}) \geq g\left(\frac{2\pi}{3}\right) - (\theta_5 + 1)\eta
\]
by (30), and \((\theta_5 + 1)\eta \leq \theta_6 \cdot \frac{\pi}{6}\) if \(\eta \leq \tilde{\eta}_0\) for

\[ \tilde{\eta}_0 = \min \left\{ \eta_0, \frac{\theta_6 \cdot \frac{\pi}{6}}{\theta_5 + 1} \right\}. \]

Therefore, if \(0 \leq \eta \leq \tilde{\eta}_0\), then

\[ \angle(\tilde{t}_2, \tilde{p}, \tilde{a}) = \pi - \tilde{\beta} = \frac{\pi}{3} - \left( \tilde{\beta} - \frac{2\pi}{3} \right) \geq \frac{\pi}{3} - \frac{\theta_5 + 1}{\theta_6} \cdot \eta, \]

and hence we may choose \(\theta_4 = 2 \cdot \frac{\theta_5 + 1}{\theta_6}\) in (29). In turn, we conclude Lemma 8.5. \(\square\)

Now we are all set to prove our main result, Theorem 1.3. For the reader’s convenience, we also restate Theorem 1.3 in an equivalent form that suits better the actual argument.

**Theorem 1.3.** Let \(\mathcal{M}^2\) be either \(\mathbb{R}^2\), \(S^2\) or \(H^2\) and let \(D > 0\) where \(D < \frac{\pi}{2}\) if \(\mathcal{M}^2 = S^2\). If \(K \subset \mathcal{M}^2\) is a body of constant width \(D, \varepsilon \geq 0\) and

\[ V_{\mathcal{M}^2}(K) \leq V_{\mathcal{M}^2}(U_D) + \varepsilon, \]

then there exists a Reuleaux triangle \(U \subset \mathcal{M}^2\) of width \(D\) such that \(\delta_H(K, U) \leq \theta \varepsilon\) where \(\theta > 0\) is an explicitly calculable constant depending on \(D\) and \(\mathcal{M}^2\).

**Proof.** Let \(K\) be convex body in \(\mathcal{M}^2\) of constant width \(D\) with \(V(K) < V(U_D) + \varepsilon\). During the argument, we use the notation of Theorem 7.1. First we assume that \(0 < \varepsilon \leq \varepsilon_0\) for \(\varepsilon_0 = \theta_3 \tilde{\eta}_0\) where \(\theta_3\) comes from Proposition 8.4 and \(\tilde{\eta}_0\) comes from Lemma 8.5.

Let \(\varrho = r(K)\) and let \(Q\) be the union of \(B(p, \varrho), \Gamma_1, \Gamma_2, \Gamma_3\), and hence \(V(Q) = V(\tilde{Q}_D(\varrho))\). It follows from Proposition 8.4 that \(\varrho = r(U_D) + \eta\) where \(\eta \leq \theta_3 \varepsilon \leq \tilde{\eta}_0\). We deduce from Lemma 8.5 that if \(\{i, j, k\} = \{1, 2, 3\}\), then

\[ \angle(w_{ij}, p, w_{ik}) \geq \frac{2\pi}{3} - \theta_7 \varepsilon \]

for \(\theta_7 = \theta_4 \theta_3^{-1}\) where \(\theta_4\) comes from Lemma 8.5. As the interiors of the triangles \([w_{12}, p, w_{13}]_{\mathcal{M}^2}, [w_{22}, p, w_{23}]_{\mathcal{M}^2}\) and \([w_{31}, p, w_{32}]_{\mathcal{M}^2}\) are pairwise disjoint by (21). Since the segment \([p, q_i]_{\mathcal{M}^2}\) halves the angle \(\angle(w_{ij}, p, w_{ik})\) when \(\{i, j, k\} = \{1, 2, 3\}\), we deduce that if \(i \neq j\), then

\[ \frac{2\pi}{3} - \theta_7 \varepsilon \leq \angle(q_i, p, q_j) \leq \frac{2\pi}{3} + 2\theta_7 \varepsilon. \]

(31)

We may assume that that triangles \([q_1, q_2, q_3]_{\mathcal{M}^2}\) and \([\tilde{q}_1, \tilde{q}_2, \tilde{q}_3]_{\mathcal{M}^2}\) have the same orientation, \(p = \tilde{p}\) and \(q_i = \tilde{q}_1\). First \(\varrho \leq r(U_D) + \theta_3 \varepsilon\) yields that

\[ \delta_H \left( \tilde{Q}_D(\varrho), U_D \right) < \theta_9 \varepsilon \]

for an explicit \(\theta_9 > 0\) depending on \(D\) and \(\mathcal{M}^2\). We deduce from (31) that \(\angle(q_2, p, \tilde{q}_2) \leq 2\theta_7 \varepsilon\) and \(\angle(q_3, p, \tilde{q}_3) \leq 2\theta_7 \varepsilon\); therefore,

\[ \delta_H \left( \tilde{Q}_D(\varrho), U_D \right) < \theta_{10} \varepsilon \]

for an explicit \(\theta_{10} > 0\) depending on \(D\) and \(\mathcal{M}^2\). Let

\[ M = \bigcap_{i=1}^{3} B_{\mathcal{M}^2}(\tilde{q}_i, D + \theta_{10} \varepsilon), \]

and hence \(\tilde{Q}_D \subset M\) and \(K \subset M\) where we use (33) and that the diameter of \(K\) is at most \(D\) to verify \(K \subset M\). Since

\[ \delta_H \left( \tilde{Q}_D(\varrho), M \right) < \theta_{11} \varepsilon \]

(34)
for an explicit $\theta_{11} > 0$ depending on $D$ and $\mathcal{M}^2$, we deduce from (32), (33), (34) and $Q_D \subset K \subset M$ that

\begin{equation}
\delta_H(K, U_D) < \theta_{12} \varepsilon
\end{equation}

for an explicit $\theta_{12} > 0$ depending on $D$ and $\mathcal{M}^2$.

Finally, if $\varepsilon \geq \varepsilon_0$, then we can position $K$ and $U_D$ in a way such that $\delta_H(K, U_D) \leq 2D$; therefore, we can choose $\theta = \max \left\{ \theta_{12}, \frac{2D}{\varepsilon_0} \right\}$ in Theorem 1.3. $\square$
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