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Abstract

Supersymmetric $U(N_C)$ gauge theory with $N_F$ massive hypermultiplets in the fundamental representation is given by the brane configuration made of $N_C$ fractional D$p$-branes stuck at the $\mathbb{Z}_2$ orbifold singularity on $N_F$ separated D$(p+4)$-branes. We show that non-Abelian walls in this theory are realized as kinky fractional D$p$-branes interpolating between D$(p+4)$-branes. Wall solutions and their duality between $N_C$ and $N_F - N_C$ imply extensions of the s-rule and the Hanany-Witten effect in brane dynamics. We also find that the reconnection of fractional D-branes occurs in this system. Diverse phenomena in non-Abelian walls found in field theory can be understood very easily by this brane configuration.
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1 Introduction

Yang-Mills-Higgs systems admit stable topological solitons; instantons, monopoles, vortices and domain walls. When they saturate energy bounds in supersymmetric (SUSY) gauge theories, they are called Bogomol’nyi-Prasad-Sommerfield (BPS) states preserving some fraction of SUSY. There are no forces between BPS solitons in general and all of these solutions constitute moduli spaces. The ADHM construction for instantons \[1\] and the Nahm construction for BPS monopoles \[2\] were given long time ago and have been applied to a lot of subjects in physics and mathematics. In particular monopoles and instantons played crucial roles in non-perturbative dynamics in \( \mathcal{N} = 2 \) and \( \mathcal{N} = 1 \) SUSY gauge theories in four dimensions \[3\]. Contrary to these developments, it was, however, the last year that the moduli space of multiple vortices was constructed by Hanany and Tong in non-Abelian gauge theories \[4, 5, 6\] following the discovery of the moduli space for a single vortex \[7\]. There have been few discussions for explicit constructions of moduli spaces of walls; notable exceptions are the cases of \( \mathcal{N} = 1 \) generalized Wess-Zumino models \[8\], \( \mathcal{N} = 1 \) SUSY gauge theories \[9, 10\] and \( \mathcal{N} = 2 \) SUSY gauge theories with Abelian gauge group \[11, 12\]. Construction for wall solutions and their moduli space in \( \mathcal{N} = 2 \) SUSY non-Abelian gauge theory with eight supercharges was desired.

Recently a systematic method to construct all exact wall solutions in \( U(N_C) \) gauge theory with \( N_F \) hypermultiplets in the fundamental representation, which we call non-Abelian walls, has been given in \[13, 14\] (see \[15\] for a review). Their moduli space has been completely determined to be the complex Grassmann manifold \( G_{N_F, N_C} \equiv SU(N_F)/[SU(N_C) \times SU(N_F - N_C) \times U(1)] \) endowed with a deformed metric. One of interesting aspects is that this moduli space is a total space containing all topological sectors with different boundary conditions and with different number of walls. Moreover the construction method has been generalized in \[16\] to exact solutions for a set of 1/4 BPS equations which are made of walls, vortices and monopoles in the Higgs phase \[17, 18, 5, 19, 20\], and to those for another set of 1/4 BPS equations \[5\] for vortices and instantons in the Higgs phase \[21\].

D-branes in string theory realize SUSY gauge theories on their world-volume at low energy. Using this property non-perturbative dynamics for SUSY gauge theories was clarified by brane dynamics in several brane configurations and vice versa \[22\]–\[27\]. Also D-brane configurations are very useful tools to describe various aspects of BPS solitons in SUSY gauge theories. Instantons are realized by a Dp-D(p+4) system \[28\] where \( k \) Dp-branes are regarded as \( k \)-instantons in the effective \( U(N) \) gauge theory on \( N \) D(p+4)-branes. The ADHM conditions are obtained as the SUSY vacuum conditions in the effective \( U(k) \) gauge theory on the Dp-branes. Taking a T-dual of this configuration we obtain one made of \( k \) D(p+1)-branes ending on \( N \) D(p+3)-branes. This is a brane configuration for BPS monopoles \[29\] giving the Nahm construction in the same way. The brane configuration for vortices was realized by Hanany and Tong \[4, 5\] on Dp-brane world-volume in a Dp-D(p+2)-D(p+4)-NS5 system. There are several advantages to consider brane configurations for analysis of BPS solitons. One advantage is that we can interpret the ADHM or other conditions for the moduli space of solitons by the F- and D-flatness conditions of SUSY vacua as stated above. For vortices the brane configuration is the only available method to construct their moduli space although there exists some ambiguity in the moduli metric \[4, 6\]. The other advantage is for instance that these brane configurations give solitons in non-commutative space if we turn on an NS-NS B-field as a background \[30, 31, 32\].

\footnote{We call solitons with co-dimension four as instantons.}
In this paper we give a D-brane configuration for non-Abelian walls found in \cite{13,14}, generalizing the kinky D-brane in the type II string theories given by Lambert and Tong \cite{33,11} for Abelian walls in SUSY $U(1)$ gauge theory (with eight supercharges) containing $N_F$ massive hypermultiplets in the fundamental representation and a Fayet-Iliopoulos (FI) term (see Fig. 1). Here we recall their discussion \cite{33} briefly. In the case of massless hypermultiplets, the moduli space of vacua in the original theory is realized as a $D_p$-brane world-volume theory in a $D_p(D(p+4))$ system in type II string theories with a constant $B$-field perpendicular to the single $D_p$-brane along the coincident $N_F$ $D(p+4)$-branes. The effective action for the $D(p+4)$-branes with the $B$-field is a non-commutative $U(N_F)$ gauge theory whereas the $D_p$-brane inside them can be regarded as a non-commutative instanton \cite{30}. The effective theory on the $D_p$-brane is the SUSY $U(1)$ gauge theory with eight supercharges containing $N_F$ massless hypermultiplets and the FI-term proportional to the $B$-field. The moduli space of vacua in the $D_p$-brane theory coincides with the ADHM moduli space for the single non-commutative instanton. Turning on masses for hypermultiplets correspond to placing $D(p+4)$-branes at separated positions where mass differences determine distances of adjacent $D(p+4)$-branes. (Here we consider real masses most suitable to consider 1/2 BPS walls although mass parameters can become complex for $p=3$, triplet for $p=2$ and quartet for $p=1$.) The effective theory on the single $D_p$-brane has a potential due to the FI-term, from which the theory contains $N_F$ discrete degenerate vacua corresponding to $N_F$ positions of the $D(p+4)$-branes \cite{33}. Multiple domain wall configuration is realized as a kinky $D_p$-brane interpolating between one $D(p+4)$-brane to another $D(p+4)$-brane successively as illustrated in Fig. 1 where transverse modes of the $D_p$-brane perpendicular to $D(p+4)$-brane world-volume are parametrized by the scalar field components in the vector multiplets and those along the $D(p+4)$-branes are decoupled because of single $D_p$-brane. The 1/2 BPS condition allows the $D_p$-brane to curve into only one direction as illustrated in Fig. 1 and this is why it is enough to consider real masses for 1/2 BPS states even in higher dimensions.

![Figure 1: A kinky D-brane configuration for Abelian walls. The theory is realized on a single Dp-brane in the background of NF D(p+4)-branes with separated positions and the B-field. Multiple walls in SUSY U(1) gauge theory are realized as a single kinky D-brane interpolating between the separated D(p+4)-branes \cite{33,11}. The extra coordinate is denoted by $y = x^1$.](image)

Naive extension to multiple $N_C$ $D_p$-branes gives SUSY $U(N_C)$ gauge theory with eight supercharges containing an adjoint hypermultiplet in addition to $N_F$ fundamental hypermultiplets on their world volume. The adjoint hypermultiplet describes positions of the $D_p$-branes along the $D(p+4)$-brane world-volume which is not decoupled unless $N_C = 1$ discussed above; on the other hand, walls in \cite{13,14} are constructed in SUSY gauge theory without adjoint hypermultiplets. To remove that unwanted adjoint hypermultiplet we divide the orthogonal space $C^2$ of
the Dp-branes along the D(p + 4)-brane world-volume by $\mathbb{Z}_2$. The fixed point of the $\mathbb{Z}_2$-action becomes an orbifold singularity of $C^2/\mathbb{Z}_2$. Fractional Dp-branes mean Dp-branes with the fractional tension of the ordinary Dp-branes, which are stuck at the singularity and a part of whose world-volume is wrapped on the shrunken cycles of the orbifold. Since they do not have degree of freedom to move in the D(p + 4)-brane world-volume, their world-volume theory does not contain adjoint hypermultiplets corresponding to these directions. We thus realize the SUSY $U(N_C)$ gauge theory with $N_F$ fundamental hypermultiplets without adjoint hypermultiplets on fractional Dp-branes stuck at the orbifold singularity. Ground states of the fractional Dp-branes can be understood as Yang-Mills instantons in the orbifold $C^2/\mathbb{Z}_2$ whose singularity is blown up by $S^2$ to the $A_1$ gravitational instanton, namely, the Eguchi-Hanson space. Yang-Mills instantons in gravitational instantons were constructed in and were later interpreted by D-brane configurations. Non-Abelian walls are realized as multiple kinky fractional Dp-branes in such a system.

This paper is organized as follows. We give a brief review of the field theoretical results for non-Abelian walls in Sec. 2. We discuss the vacuum structure of our theory by a brane configuration of a Dp-D(p + 4) system with $C^2/\mathbb{Z}_2$ in Sec. 3. Taking a T-dual it becomes a brane configuration of Hanany-Witten made of $N_C$ D(p + 1)-branes stretched between two parallel NS5-branes with orthogonal $N_F$ D(p + 3)-branes. There the s-rule (see for review) is essential to count the vacua, and the Hanany-Witten effect explains the duality between two gauge theories with $N_C \leftrightarrow N_F - N_C$ for vacuum states. Sec. 4 contains the main results in this paper. There we realize non-Abelian walls as multiple kinky fractional Dp-branes in the original brane configuration before taking T-duality. The brane picture is very useful to read the vacua which appear when two adjacent walls are separated enough. We show that the tension of the fractional Dp-branes correctly reproduce the tension of walls. We also calculate the tension of walls as the tension of the D(p + 1)-branes in the T-dualized configuration. We find that the s-rule and the Hanany-Witten effect are extended to kinky D-brane configurations to understand the dynamics of non-Abelian walls found in. The reconnection (recombination) of Dp-branes is found to occur in our kinky Dp-brane configurations. Dimensions of the wall moduli space and its topological sectors are calculated in the brane picture. Sec. 5 is devoted to conclusion and discussions such as a brane configuration for 1/4 BPS states of wall, vortices and monopoles, a brane configuration for non-BPS walls, extension to degenerate masses or complex or more general masses for hypermultiplets and a brane configuration for a wall junction.

2 Non-Abelian Walls

In this section we briefly present field theoretical description of non-Abelian walls. We consider five-dimensional ($D = 4 + 1$) theory because it is the maximal dimension with massive hypermultiplets admitting domain walls. We denote space-time indices by $M, N, \cdots = 0, 1, 2, 3, 4$ with the metric $\eta_{MN} = \text{diag}(+1, -1, -1, -1, -1)$. Physical bosonic fields in the vector multiplet are gauge field $W_M = W_M^IT_I$, and a real scalar field $\Sigma = \Sigma^IT_I$ in the adjoint representation of the $U(N_C)$ gauge group, with $T_I$ ($I = 0, 1, \cdots, N_C^2 - 1$) generators for the Lie algebra of $U(N_C)$. Physical bosonic fields in the hypermultiplets are an $SU(2)_R$ doublet of complex scalars represented by two $N_C \times N_F$ matrices $(H^i)^{rA} \equiv (H^{irA})$ with $SU(2)_R$ $i = 1, 2$, color $r = 1, \cdots, N_C$ and flavor $A = 1, \cdots, N_F$ indices.
The bosonic Lagrangian is given by

\[ \mathcal{L} = -\frac{1}{2g^2} \text{Tr} \left( F_{MN} F^{MN} \right) + \frac{1}{g^2} \text{Tr} \left( \mathcal{D}_M \Sigma \mathcal{D}^M \Sigma \right) + \text{Tr} \left[ \mathcal{D}^M H^i (\mathcal{D}_M H^i)^\dagger \right] - V, \tag{2.1} \]

where \( g \) is the gauge coupling constant taken common for \( U(1) \) and \( SU(N) \) gauge groups. The covariant derivatives are defined by \( \mathcal{D}_M \Sigma = \partial_M \Sigma + i [W_M, \Sigma] \), \( \mathcal{D}_M H^i = (\partial_M + i W_M) H^i \), and the field strength by \( F_{MN} = \frac{1}{2} [\mathcal{D}_M, \mathcal{D}_N] = \partial_M W_N - \partial_N W_M + i [W_M, W_N] \). The potential \( V \) is given by

\[ V = \frac{g^2}{4} \text{Tr} \left[ \left( H^1 H^{1\dagger} - H^2 H^{2\dagger} - c \mathbf{1}_{N_C} \right)^2 + 4 H^2 H^{1\dagger} H^{2\dagger} \right] + \text{Tr} \left[ (\Sigma H^i - H^i M)(\Sigma H^i - H^i M)^\dagger \right], \tag{2.2} \]

where we have taken a triplet of the Fayet-Iliopoulos (FI) parameters to the third direction as \( (0, 0, c) \), using the \( SU(2)_R \) rotation without loss of generality. Here the mass matrix is defined by \( (M)^A_B = m_A \delta^A_B \). We consider non-degenerate masses \( m_A \neq m_B \) for \( A \neq B \) and order them as \( m_{A+1} < m_A \). The flavor group \( SU(N_F) \) is explicitly broken to \( U(1)^{N_F - 1} \) by these non-degenerate masses. For (partially) degenerate masses this flavor group is (partially) recovered.

In the massless case \( m_A = 0 \) for all \( A \) the moduli space of vacua becomes the Higgs branch given by a hyper-Kähler quotient \( [38] \) resulting the cotangent bundle over the complex Grassmann manifold \( [39, 40] \)

\[ \mathcal{M}^{M=0}_{\text{vacua}} \simeq T^* G_{N_F, N_C} = T^* \left[ \frac{SU(N_F)}{SU(N_C) \times SU(N_C) \times U(1)} \right], \tag{2.3} \]

with \( N_C \equiv N_F - N_C \), on which flavor symmetry \( SU(N_F) \) acts as a tri-holomorphic isometry. Turning on masses for hypermultiplets, most points on \( \mathcal{M}^{M=0}_{\text{vacua}} \) are lifted leaving the discrete SUSY vacua given by

\[ H^{1rA} = \sqrt{c} \delta^{1rA}, \quad H^{2rA} = 0, \quad \Sigma = \text{diag}(m_{A_1}, m_{A_2}, \cdots, m_{A_{N_C}}). \quad \tag{2.4} \]

Note that there are no non-baryonic Higgs branches \( [41] \) due to the FI-parameters. These SUSY vacua (the baryonic Higgs branch) can be labeled by a set of non-zero elements \( A_r \) as

\[ \langle A_1, \cdots, A_{N_C} \rangle, \tag{2.5} \]

and therefore the number of SUSY vacua is obtained as

\[ N_F C_{N_C} = \frac{N_F!}{N_C! N_C!}. \tag{2.6} \]

For partially degenerate masses continuously degenerate vacua appear.

The BPS equations are obtained by either the 1/2 BPS condition on the fermion fields or the Bogomol’nyi completion on energy density as

\[ \mathcal{D}_y \Sigma = \frac{g^2}{2} \left( c \mathbf{1}_{N_C} - H^1 H^{1\dagger} + H^2 H^{2\dagger} \right), \quad 0 = -g^2 H^2 H^{1\dagger}, \]

\[ \mathcal{D}_y H^1 = -\Sigma H^1 + H^1 M, \quad \mathcal{D}_y H^2 = \Sigma H^2 - H^2 M, \quad \tag{2.7} \]
where we have denoted the extra dimension perpendicular to walls by $y$. The tension of multiple BPS walls, interpolating between a vacuum labeled by $\langle A_1, \cdots, A_{N_C} \rangle$ at $y \to +\infty$ and a vacuum $\langle B_1, \cdots, B_{N_C} \rangle$ at $y \to -\infty$, is obtained as

$$T_w = \frac{c}{2} \left[ \text{Tr} \Sigma \right]_{y=+\infty}^{y=-\infty} = \frac{c}{2} \left( \sum_{r=1}^{N_C} m_{A_r} - \sum_{r=1}^{N_C} m_{B_r} \right). \tag{2.8}$$

To solve the BPS equations (2.7), it is convenient to define a matrix function $S(y)$ taking values in $GL(N_C, \mathbb{C})$ by

$$\Sigma + i W_y \equiv S^{-1} \partial_y S. \tag{2.9}$$

Then the hypermultiplets can be solved from the third and forth equations in (2.7) as

$$H^1(y) = S^{-1}(y) H^1_0 e^{M_y}, \quad H^2(y) = S^\dagger(y) H^2_0 e^{-M_y} \tag{2.10}$$

with $H^i_0$ ($i = 1, 2$) $N_C \times N_F$ constant complex matrices. In our choice of the FI-parameter, the vacua are obtained with $H^2 = 0$ as Eq. (2.4). It was shown in Appendix C in \cite{14} that $H^2_0$ must vanish for any wall configuration interpolating between these vacua:

$$H_0 \equiv H^1_0 \neq 0, \quad H^2_0 = 0 \tag{2.11}$$

with $H_0$ being a rank $N_C$ matrix, which we call the moduli matrix.

Defining an $N_C \times N_C$ gauge invariant matrix

$$\Omega \equiv SS^\dagger, \tag{2.12}$$

the first equation in (2.7) can be rewritten as

$$\partial_y^2 \Omega - \partial_y \Omega \Omega^{-1} \partial_y \Omega = g^2 (c \Omega - H_0 e^{2M_y} H_0^\dagger). \tag{2.13}$$

Once a solution $\Omega(y)$ of this equation is obtained, $S$ can be calculated by Eq. (2.12) with fixing a gauge. Then all physical quantities $H^i(y)$, $\Sigma(y)$ and $W_y(y)$ can be obtained from $S$ by Eqs. (2.9) and (2.10).

A set $(S', H^1_0')$ and another set $(S, H_0)$ related by the following relation give the same physical quantities:

$$S' = VS, \quad H'_0 = VH_0, \tag{2.14}$$

with $V \in GL(N_C, \mathbb{C})$. We call this transformation by $GL(N_C, \mathbb{C})$ the world-volume symmetry.

All moduli parameters in wall solutions are contained in the moduli matrix $H_0$. However the world-volume symmetry (2.14) enforces a equivalence relation on $H_0$, and not all of parameters in $H_0$ are independent. Therefore the moduli space $\mathcal{M}_{\text{wall}}$ for wall configurations are obtained as the complex Grassmann manifold

$$\mathcal{M}_{\text{wall}} \simeq \left\{ H_0 \left| H_0 \sim VH_0, V \in GL(N_C, \mathbb{C}) \right\} \simeq G_{N_F,N_C} \simeq \frac{SU(N_F)}{SU(N_C) \times SU(N_C) \times U(1)}. \tag{2.15}$$
In particular its real dimension is
\[ \dim \mathcal{M}_{\text{wall}} = 2N_C\bar{N}_C = 2N_C(N_F - N_C). \] (2.16)

This moduli space contains all topological sectors with different possible boundary conditions:
\[ \mathcal{M}_{\text{wall}} = \sum_{\text{BPS}} \mathcal{M}^{(A_1, \ldots, A_{N_C}) \leftarrow (B_1, \ldots, B_{N_C})} \] (2.17)

where \( \mathcal{M}^{(A_1, \ldots, A_{N_C}) \leftarrow (B_1, \ldots, B_{N_C})} \) is defined as the topological sector with boundary conditions, \( \langle A_1, \ldots, A_{N_C} \rangle \) at \( y \to +\infty \) and \( \langle B_1, \ldots, B_{N_C} \rangle \) at \( y \to -\infty \). Therefore we call \( \mathcal{M}_{\text{wall}} \) the total moduli space for walls.

To obtain a (multiple) wall configuration in the topological sector \( \mathcal{M}^{(A_1, \ldots, A_{N_C}) \leftarrow (B_1, \ldots, B_{N_C})} \) we need to fix the world-volume symmetry (2.14) in a proper way. Any moduli matrix for such a configuration in that topological sector can be uniquely fixed as the form of

\[
H_0 = \sqrt{c} \begin{pmatrix}
A_1 & A_r & y \to \infty & B_1 & B_r \\
\cdots & 1 & \cdots & \ast & \cdots & e^{v_1} & \cdots & 0 \\
\vdots & & \vdots & & & \vdots \\
0 & 1 & \cdots & \cdots & e^{v_r} & 0 & \cdots \\
\vdots & & \vdots & & & \vdots \\
0 & 1 & \cdots & \cdots & e^{v_{N_C}} & 0 & \cdots \\
A_{N_C} & B_{N_C}
\end{pmatrix} < r, \quad (2.18)
\]

where in the \( r \)-th row the left-most non-zero \((r, A_r)\)-elements are fixed to be one, the right-most non-zero \((r, B_r)\)-elements are denoted by \( e^{v_r} (\in \mathbb{C}^* \equiv \mathbb{C} - \{0\} \simeq \mathbb{R} \times S^1) \), and elements between them denoted by \( \ast (\in \mathbb{C}) \) are complex parameters which can be zero. We call this matrix the standard form of \( H_0 \). Here \( A_r \) are ordered as \( A_r < A_{r+1} \) using the world-volume symmetry (2.14), but \( B_r \) cannot be ordered in general. When \( B_r \) are not ordered some elements between 1 and \( e^{v_r} \) must be eliminated to fix the world-volume symmetry (2.14) completely, where the positions of zeros can be uniquely determined (see Appendix B in [14]). On the other hand, when \( B_r \) happen to be ordered all elements can be non-zero and we call that moduli matrix the generic moduli matrix in that topological sector. This implies that the generic region of the topological sector \( \mathcal{M}^{(A_1, \ldots, A_{N_C}) \leftarrow (B_1, \ldots, B_{N_C})} \) is covered by the moduli parameters in the generic moduli matrix, whereas those of the other moduli matrices cover regions with smaller dimensions which are boundaries of the generic region. Each topological sector is completely covered by patches \( U^{(A_1, \ldots, A_{N_C} \leftarrow B_1, \ldots, B_{N_C})} \) of moduli matrices in the standard form (2.18) with all allowed ordering of \( B_r \) with \( A_r < B_r \).\(^2\) The topological sector can be decomposed as
\[
\mathcal{M}^{(A_1, \ldots, A_{N_C}) \leftarrow (B_1, \ldots, B_{N_C})} = \sum_{\sigma [A_r \leq B_{\sigma(r)}]} U^{(A_1, \ldots, A_{N_C} \leftarrow B_{\sigma(1)}, \ldots, B_{\sigma(N_C)})} \] (2.19)

where \( \sigma \) denotes an element of the permutation group acting on the ordered \( B_r \), and the sum is taken over all allowed permutations under the condition \( A_r < B_{\sigma(r)} \) for each \( r \)-th row. Here each pair of \( U \)'s does not have overlap because the standard form is unique once the ordering for \( B_r \) is given.

\(^2\)Here we put an arrow inside a bracket because we cannot arrange \( B_r \) to be ordered in one standard form (2.18) and the ordering of \( B_r \) is important.
It is in general so difficult to solve Eq. (2.13) explicitly. For finite gauge coupling with particular values some exact solutions are obtained for $U(1)$ gauge theories \[33, 42, 43, 44\]. We can obtain exact solutions with full generic moduli for non-Abelian gauge theories by taking the strong gauge coupling limit $g \to \infty$. In this limit Eq. (2.13) can be algebraically solved to give

$$\Omega_{g \to \infty} \equiv \Omega_0 = c^{-1} H_0 e^{2M_y H_0^\dagger}. \quad (2.20)$$

The original Lagrangian (2.1) reduces to a hyper-Kähler nonlinear sigma model on the target space $T^*G_{N_F,N_C}(\simeq M_{\text{vacua}}^{M=0})$ in Eq. (2.3) with the potential term \[40\]. This method to obtain hyper-Kähler manifold is known as a hyper-Kähler quotient \[39, 38\]. The potential term can be written as square of a tri-holomorphic Killing vector \[45\] generated by $\sum A m_A t_A$ with $t_A$ a $U(1)[\subset U(1)^{N_F}]$ generator acting on $H^{irA}$ (the overall $U(1)$ is gauged away). This type of model is called a massive hyper-Kähler nonlinear sigma model and is known to admit various (composite) BPS solitons like (multiple) walls \[46, 11, 12, 47\], strings ending on a wall \[17\] and stretched between multiple walls \[16\], intersecting walls \[48\] and intersecting strings (lumps) \[49\].

3 Brane Configuration for Moduli Space of Vacua

3.1 Massless Hypermultiplets

First we discuss the case that all hypermultiplets are massless. Consider a $Dp$-$D(p + 4)$ system with $N_C$ $Dp$-branes and $N_F$ coincident $D(p + 4)$-branes in type IIA/IIB string theory. Moreover we divide the orthogonal space $C^2$ perpendicular to the $Dp$-branes inside the $D(p + 4)$-brane world-volume by $Z_2$ (to remove unwanted adjoint hypermultiplets) and turn on a constant self-dual NS-NS $B$-field on $C^2/Z_2$. The ALE space of the $A_1$-type, the Eguchi-Hanson space, is obtained by blowing up the orbifold singularity by inserting $S^2$. The positions of fractional $Dp$-branes inside the $D(p + 4)$-branes are localized at the fixed point of the orbifold singularity of $C^2/Z_2$ because they are $D(p + 2)$-branes wrapping around $S^2$ which blows up the singularity. In the case of $p = 1$ in the type IIB string theory, we obtain the following configuration (see Fig. 2)

$$N_C \text{ D1: } 01$$
$$N_F \text{ D5: } 012345$$
$$C^2/Z_2 \text{ ALE: } 2345 \quad (3.1)$$

The $N_C$ $Dp$-branes are interpreted as instantons (with the instanton number $N_C$) on the ALE space in the effective $U(N_F)$ gauge theory on the $D(p + 4)$-branes. The moment maps of $U(N_C)$ gauge group for the ADHM moduli space of instantons in the ALE space are found by Kronheimer and Nakajima \[35\] to be

$$\mu_C = IJ, \quad \mu_R = II^\dagger - J^\dagger J \quad (3.2)$$

with $I$ and $J$ being $N_C \times N_F$ and $N_F \times N_C$ matrices with complex components, respectively. A set of $I$ and $J$ can be interpreted as an $N_C \times N_F$ matrix of hypermultiplets arisen from a string stretched between the $Dp$-branes and the $D(p + 4)$-branes. Then the ADHM moduli space is obtained as a hyper-Kähler quotient \[38\], to yield

$$\mathcal{M}_{\text{vacua}}^{M=0} \simeq \{(I, J) | \mu_C = 0, \mu_R = c\}/U(N_C) \simeq T^*G_{N_F,N_C} \quad (3.3)$$
where \( c \) is interpreted as the FI-parameter of the effective gauge theory on the fractional D\( p \)-branes. Eq. (3.3) is understood as the moduli space of vacua in the effective theory on the fractional D\( p \)-branes which coincides with the field theoretical result (2.3) [40]. Let \( g_s \) and \( l_s = \sqrt{\alpha'} \) the string coupling constant and the string length, respectively. We now express the parameters in the effective gauge theory on the fractional D\( p \)-branes in terms of them. The FI-parameter \( c \) blows up the \( \mathbb{Z}_2 \) orbifold singularity by inserting \( S^2 \) with the area

\[
A = \text{Area}(S^2) \sim c \frac{l_{s}^{p+1}}{g_s}
\]

where we will determine the \( g_s \) dependence in Eq. (4.3), below. The gauge coupling constant \( g \) is given by

\[
\frac{1}{g^2} = b \frac{\tau_{p+2} l_s^2}{g_s^{p-3}}
\]

with \( \tau_{p+2} = 1/g_s l_{s}^{p+3} \) the D\((p+2)\)-brane tension and \( b \) the B-field flux integrated over the \( S^2 \), \( b \sim AB_{ij} \). The decoupling limit of gravity and higher derivative corrections (the gauge theory limit) is taken as \( l_s \to 0 \) with keeping \( g^2 \) and \( c \) fixed (the limit of \( g_s \to 0 \) or \( \infty \) depends on \( p \)).

Second, we consider the T-dual picture of this configuration. Compactifying the \( x^2 \)-direction \( \mathbb{C}^2/\mathbb{Z}_2 \) becomes the Taub-NUT space and then taking T-duality along that direction it becomes two NS5-branes. The D\( p \)- and D\((p+4)\)-branes are mapped to D\((p+1)\)- and D\((p+3)\)-branes, respectively. This brane configuration with \( p = 3 \) is the same as the theory admitting vortices [5]. In the case of \( p = 1 \) the brane configuration is given as

\[
N_{C} \text{ D2: 012 } \\
N_{F} \text{ D4: 01 345 } \\
2 \text{ NS5: 01 6789}.
\]

This configuration is illustrated in Fig. 3. Here the positions of the two NS5-branes have the following physical meanings. The distance \( \Delta x^2 \) between the NS5-branes along the \( x^2 \)-coordinate is proportional to inverse of the square of the gauge coupling constant \( g \) in the effective gauge theory on the D\((p+1)\)-branes:

\[
\frac{1}{g^2} = \frac{\Delta x^2}{\tau_{p+1} l_s^4} = \frac{\Delta x^2}{g_s l_{s}^{p-2}}
\]
with $g_s$ and $l_s = \sqrt{\alpha'}$ the string coupling constant and the string length in the T-dualized type II string theory, respectively.$^3$ The triplet of the FI-parameters correspond to the distance between the two NS5-branes in the coordinates $x^3$, $x^4$ and $x^5$:

$$c^a = \frac{1}{g_s l_s} (\Delta x^3, \Delta x^4, \Delta x^5).$$

In the limit of vanishing FI-parameters, there can appear non-baryonic Higgs branches realized by $D(p+1)$-branes stretched between two NS5-branes directly [22, 24, 25]. Due to non-vanishing FI-parameters, these $D(p+1)$-branes cannot be supersymmetric without total gauge symmetry breaking and therefore non-baryonic branches are prohibited.

Strings connecting $N_C$ D($p+1$)-branes and $N_F$ D($p+3$)-branes give the $N_C \times N_F$ matrix of hypermultiplets. The effective gauge theory on the world-volume of $D_p$-branes is insensitive to the positions of the $N_F$ D($p+3$)-branes in the $x^2$-coordinate, and so they are arbitrary. The moduli space of the vacua $M_{\text{vacua}}^{M=0}$ of the theory is identical to the one $T^*G_{N_F,N_C}$ in Eq. (3.3) before taking the T-duality. We can count the dimension of $M_{\text{vacua}}^{M=0}$ easily, if the configuration is viewed from the $x^6, x^7, x^8, x^9$-directions as in Fig. 4. The D($p+1$)-branes stretched between D($p+3$)-branes can move freely in the $x^3, x^4, x^5$-coordinates. Here we have a very important rule called the s-rule (see for review and references in [27]) which requires that at most one $D(p+1)$ can be stretched between a $D(p+3)$ brane and a NS5-brane. Thanks to this rule some D($p+1$)-brane cannot move in the $x^3, x^4, x^5$-coordinates because they are connected to one of NS5-branes directly, and therefore the dimension of the moduli space of vacua can be calculated by counting the freedom of the D($p+1$)-branes as [27]

$$\dim M_{\text{vacua}}^{M=0} = 4 \left[ \sum_{k=1}^{N_C} k + N_C(N_F - 1 - 2N_C) \right] = 4N_C(N_F - N_C) = \dim T^*G_{N_F,N_C}$$

$^3$The gauge theory limit in this T-dualized type II string theory is different from the one before taking T-duality.
Figure 4: The moduli space for vacua. Its dimension can be counted as the D2-brane degree of freedom in the $x^{3,4,5}$-positions and the position on $S^1$ in the M-theory. The s-rule plays a crucial role for this counting.

which coincides again with the field theoretical result (2.3). The factor four comes from the freedom of the D$(p+1)$-brane endpoint positions on the world-volume $x^3$, $x^4$ and $x^5$ of the D$(p+3)$-branes and position on $S^1$ of the eleventh direction when this system is promoted from the type IIA theory to the M-theory.

If we did not divide $C^2$ by $\mathbb{Z}_2$ there would be no NS5-branes and therefore the s-rule does not play any roles in its T-dual picture. Then the moduli space dimension becomes $4N_C N_F$, and the difference $4N_C^2$ with the dimension (3.9) is supplied from adjoint hypermultiplets which are projected out by $\mathbb{Z}_2$ in our case. Therefore the s-rule was essential to get correct results for our $\mathbb{Z}_2$ case.

### 3.2 Massive Hypermultiplets

For the presence of domain walls in the theory we need to give mass differences to the hypermultiplets. We consider the case of non-degenerate masses and briefly discuss the partially degenerate masses in Sec. 4. In the T-dual picture, masses for hypermultiplets are obtained by sliding D$(p+3)$-branes along the NS5-brane world-volume as shown in Fig. 5. Note that the freedom of sliding and therefore the number of mass parameters for one hypermultiplet depend on the dimension $p$. There exist four degrees of freedom in the case of $p = 1$,

$$\Delta \vec{m} = \frac{1}{l_s^2} (\Delta x^6, \Delta x^7, \Delta x^8, \Delta x^9). \quad (3.10)$$

However we simply exploit one freedom for instance the $x^6$-direction in the brane configuration in this paper, and therefore hypermultiplets have real masses with this choice. The whole discussion in this paper holds in any dimensions $p = 1, 2, 3, 4$.

We consider the vacua of this theory. Again the s-rule plays an important role: at most one D$(p + 1)$-brane can stretch between a D$(p + 3)$-brane and a NS5-brane. Therefore vacua are discrete and isolated, and the number of them is $N_F C_{NC}$ recovering the field theoretical result (2.6). The case of hypermultiplets with degenerate masses can be considered by letting positions
Figure 5: The brane configuration for massive hypermultiplets. Hypermultiplets coming from strings stretched between D2- and D4-branes become massive by placing D4-branes with distances in the $x^{6,7,8,9}$-coordinates. $\Delta m$ and $\Delta m'$ denote mass differences for the hypermultiplets. The relation with coordinates is $\Delta \vec{m} = l_s^{-2}(\Delta x^6, \Delta x^7, \Delta x^8, \Delta x^9)$.

of some D($p + 3$)-branes to coincide. There appear more massless degrees of freedom from strings stretched between D($p + 1$)-branes and D($p + 3$)-branes resulting in continuous vacua as in the massless case.

Next let us consider the original brane configuration before the T-dualization. Masses of hypermultiplets correspond to the positions of the D($p + 4$)-branes. In the case of $p = 1$, the quartets of masses (8.10) are given by the D($p + 4$)-brane positions in the $x^{6,7,8,9}$-directions as seen in Fig. 6. We assume real masses for hypermultiplets by placing D($p + 4$)-branes parallel along the $x^6$-direction. The D($p + 4$)-branes are ordered by the single coordinate $x^6$ for real masses. We label D($p + 4$)-branes by $A = 1, \cdots, N_F$ such that a larger $x^6$ position corresponds to a smaller $A$. To be consistent with the s-rule in the T-dual picture, we find that at most one D$p$-brane can be absorbed into the $\mathbb{Z}_2$ fixed point of one D($p + 4$)-brane. We thus have “the exclusion principle of D$p$-branes”. It will play an important role to consider domain wall dynamics in the next section. From this exclusion principle the discrete vacua are labeled by a set of the flavor indices $A_r (r = 1, \cdots, N_C)$ corresponding to the $A_r$-th D($p + 4$)-brane into which

Figure 6: The brane configuration for massive hypermultiplets before the T-dualization. Hypermultiplets coming from strings stretched between D1- and D5-branes become massive by placing D5-branes with distances in the $x^{6,7,8,9}$-coordinates.
the $r$-th D$p$-brane is absorbed. Such a configuration can be read from the vacuum expectation values for hypermultiplets

$$H^{\dagger}H = c \operatorname{diag} (0, \cdots, 1, 0, \cdots, 1, 0, *, \cdots, *),$$

where positions of the D$p$-branes can be read from the elements 1. We label such a vacuum by $\langle A_1, \cdots, A_{N_C} \rangle$ as in Eq. (2.5). Again, the number of vacua can be calculated as $N_F C_{N_C}$ recovering the field theoretical result (2.6).

### 3.3 Duality

In this subsection we discuss a duality between theories with the gauge groups $U(N_C)$ and $U(\tilde{N}_C)$ and the same number of hypermultiplets, where the dual gauge group is defined by $\tilde{N}_C \equiv N_F - N_C$. When a NS5-brane moves across a D($p + 3$)-brane, a D($p + 1$)-brane is created (annihilated) between these branes (see Fig. 7). This phenomenon is known as the Hanany-Witten effect [22, 26].

![Figure 7: The Hanany-Witten effect. A D2-brane is created (annihilated) when NS5-brane moves across a D4-brane.](image)

Let us exchange the positions of two NS5-branes both across the D($p + 3$)-branes in the brane configuration in Fig. 5 with noting the Hanany-Witten effect. Then we obtain the vacuum configuration for the dual gauge theory on the D($p + 1$)-branes with $U(\tilde{N}_C)$ gauge group with $N_F$ fundamental hypermultiplets (see Fig. 8). From this figure we can see that the sign of the

![Figure 8: The duality between $N_C$ and $\tilde{N}_C = N_F - N_C$ in the brane configuration.](image)
FI-parameter is flipped under this duality. As a result roles of $H^1$ and $H^2$ in hypermultiplets are exchanged

$$(H^1, H^2, c) \leftrightarrow (\tilde{H}^2, \tilde{H}^1, \tilde{c} = -c) \quad (3.12)$$

with $\tilde{H}^1$ and $\tilde{H}^2$ denoting a doublet of $\tilde{N}_C \times N_F$ matrices of hypermultiplets in the dual theory. For instance $\tilde{H}^2$ ($H^1$) and $\tilde{H}^1$ ($H^2$) parametrize the base and cotangent space of the vacuum manifold $T^* G_{N_F, N_C}$ ($T^* G_{N_F, \tilde{N}_C}$), respectively, after (before) taking the duality.

In the spirit of $\mathcal{N} = 1$ Seiberg duality the above duality merely means the possibility of continuous deformation of parameters of the theory. Namely there is no phase boundary between two theories resulting in the identical low-energy effective theory. On the other hand Eq. (3.7) implies that the distance $\Delta x^2$ of the two NS5-branes in the $x^2$-coordinate is proportional to the inverse of the gauge coupling constant squared in the gauge theories on the D($p + 1$)-branes for both brane configurations. Therefore this duality becomes exact in the limit of $\Delta x^2 \to \pm 0$. In fact these gauge theories reduce to nonlinear sigma models on $T^* G_{N_F, \tilde{N}_C}$ in this limit, and the duality $N_C \leftrightarrow \tilde{N}_C$ becomes exact (3.13).

In the original brane picture for the vacua in Fig. 6 before taking the T-duality the Hanany-Witten effect can be understood as a rule to exchange existence and non-existence of the D$p$-branes at every D$(p + 4)$-brane although creation/annihilation is not so clear (see Fig. 9). In the strong coupling limit, the duality between theories with $N_C$ and $\tilde{N}_C = N_F - N_C$ holds as can be seen in Eq. (2.3). Since we know that only fields parameterizing the base space of the target space participate in constructing walls, we set $H^2 = 0$ and $\tilde{H}^1 = 0$. Then the duality is determined by [see Eq. (D.5) in [14]]

$$H^1 \dagger H^1 + \tilde{H}^2 \dagger \tilde{H}^2 = c 1_{N_F},$$

(3.13)

where $H^1$ is for $U(N_C)$ gauge theory and $\tilde{H}^2$ is that in $U(\tilde{N}_C)$ gauge theory. This equation implies the relation between $H^1$ and $\tilde{H}^2$ [see Eq. (D.4) in [14]]

$$H^1 \tilde{H}^2 \dagger = 0.$$

(3.14)

The vacuum expectation values of hypermultiplets in the vacuum configuration after taking a duality are found from Eqs. (3.11) and (3.13) as

$$\tilde{H}^2 \dagger \tilde{H}^2 = c \text{diag}(1, \cdots, 0, 1, \cdots, 0, 1, *, \cdots, *).$$

(3.15)

$A_1 \quad A_2$

\footnote{The convention to label the index $i = 1, 2$ on $H^i$ is opposite to that in Appendix D in our previous work [13]. Since the sign of the FI-parameter is flipped, the present one is more natural.}
The elements 1 and 0 in Eqs. (3.11) and this equation are exchanged under the duality, indicating Fig. 9. In the next section we will see that the Hanany-Witten effect is generalized to kinky configurations.

4 Non-Abelian Walls as Multiple Kinky D-branes

4.1 Multiple Kinky D-branes

As shown above the effective theory on the fractional Dp-branes is the SUSY $U(N_C)$ gauge theory with massive $N_F$ hypermultiplets and the FI-term. Since the adjoint scalar field $\Sigma$ represents transverse fluctuations of Dp-branes, the diagonal components of (the vacuum expectation value of) $\Sigma$, in the gauge of diagonal $\Sigma$, can be identified as the positions of $N_C$ Dp-branes along the $x^6$-coordinate. In that gauge $N_C$ diagonal components of $\Sigma$ for a wall solution are plotted as functions $x^6 = \Sigma_{rr}(x^1)$ in Fig. 10. They represent multiple kinky Dp-branes curved in the $(x^1,x^6)$-plane and these curves are determined by the BPS equations (2.4).

![Figure 10: Multiple kinky fractional D-branes.](image)

To be more precise, all Dp-branes are absorbed into some $N_C$ $D(p+4)$-branes in the limit $y = x^1 \to +\infty$. The configuration tends to a vacuum state $\langle A_1, \cdots, A_{N_C} \rangle$ in this limit where we have labeled the $r$-th Dp-brane counted from the right of Fig. 10 by $A_r$. On the other hand, in the opposite limit $y \to -\infty$, they approach another vacuum configuration labeled by $\langle B_1, \cdots, B_{N_C} \rangle$. The $N_C$ Dp-branes exhibit kinks somewhere in the $y$-coordinate as illustrated in Fig. 11. Here we labeled $B_r$ such that the $A_r$-th brane at $y \to +\infty$ goes to the $B_r$-th brane at $y \to -\infty$. The labels $r$ for the vacua are now understood to be given for the $r$-th Dp-brane. Hence a set of $B_r$ does not have to be ordered. If we separate adjacent walls far enough the configuration between these walls approach a vacuum. The brane configurations are very useful to figure out such a vacuum as illustrated in Fig. 11.

It is sometimes troublesome to take a gauge of diagonal $\Sigma$. Without taking that gauge the positions of the Dp-branes in the $x^6$-coordinate can be described in a gauge invariant way by solutions $\lambda$ of the eigenvalue equation

$$0 = \det(\lambda 1_{N_C} - \Sigma) = \det \left( \lambda - \frac{1}{2} \Omega^{-1} \partial_y \Omega \right).$$

(4.1)
Figure 11: Multiple non-Abelian walls as kinky D-branes. An example of the $N_C$ kinky $D_p$-branes interpolating between the vacua $\langle A_1, \cdots, A_{N_C} \rangle$ and $\langle B_1, \cdots, B_{N_C} \rangle$ is displayed. Intermediate vacua between two adjacent walls plotted on the right of the figure can be easily read from this kinky brane configuration.

We now calculate the wall tension (2.8) using the brane configurations a) before and b), c), d) after taking T-duality using figures a) and b), c), d) of Fig. 12 respectively.

a) The orbifold singularity in $C^2/Z_2$ is blown up by $S^2 \simeq CP^1$ and $C^2/Z_2$ becomes the $A_1$ gravitational instanton, the Eguchi-Hanson space $T^*CP^1$. Fractional $D_p$-branes are $D(p+2)$-branes two of whose spatial dimensions are wrapped around the 2-cycle $S^2$ with the area proportional to the FI-parameter $c$ as in Eq. (3.4). Since fractional $D_p$-branes for the vacuum state in Fig. 6 are actually $D(p+2)$-branes with size $\sqrt{c}$ of this $S^2$, the tension of a fractional $D_p$-brane is proportional to the area of the fractional $D_p$-brane ($\sim c \Delta x^1$) which diverges because of the world-volume extending to the $x^1$-coordinate. Kinky fractional $D_p$-branes in Fig. 10 also wrap around the $S^2$ with the area $c$ as illustrated in Fig. (12) a). The tension of a kinky $D_p$-brane interpolating between adjacent $D(p+4)$-branes with the distance $\Delta x^6 \sim \Delta m$ increases from the one for a vacuum state by the finite amount coming from the area of the kinky region of the $D_p$-brane. That amount of the tension contributed from a kink can be calculated by subtracting the tension of the fractional $D_p$-brane for vacuum states from that of the kinky configuration, to give

$$\tau_{p+2}[\text{Area (kinky frac. } D_p) - \text{Area (vacuum frac. } D_p)] = \frac{1}{g_s l_s^{p+3}} [A(\Delta x^1 + \Delta x^6) - A \Delta x^1] = c \Delta m \tag{4.2}$$

with $\tau_{p+2} = 1/g_s l_s^{p+3}$ and $\Delta x^6 = l_s^2 \Delta m$ in Eq. (3.10). The last equality holds provided that the $g_s$ dependence of the area $A$ of $S^2$ in Eq. (3.4) is given by

$$A = cg_s l_s^{p+1} = \frac{c}{\tau_p} \tag{4.3}$$
Figure 12: Calculating the wall tension in the brane configuration before a) and after b), c), d) taking T-duality. a) The wall tension is given by the tension of the fractional Dp-branes subtracted by the one for the Dp-branes in the vacuum state. b) The wall profile (kinky D(\(p + 1\))-branes) in the T-dualized brane configuration with suppressing the directions \(x^{3,4,5}\) for the FI term. c) The wall profile with suppressing the direction \(x^1 = y\) of the co-dimension of the wall. The D(\(p + 1\))-branes stay at the segments RR' and S'S for \(y \to -\infty\). They move up around \(y = y_0\) apart from the lower D(\(p + 3\))-brane. Here they have to bend to the \(x^3\) direction to be connected with each other. Finally they stay at the segments PR' and Q'Q for \(y \to +\infty\). d) The movement of the D(\(p + 1\))-brane depending on \(y\) is drawn in the same figure. The wall tension is given by at the square PQSR. Tensions proportional to the squares PP'R'R and QQ'S'S are contributions from vacua.
For multiple fractional Dp-branes exhibiting multiple kinks, the sum of the kink contributions to the tension of the kinky Dp-branes can be obtained as

$$\tau_{p+2} \sum_{r=1}^{N_C} [\text{Area (r-th kinky frac. Dp)} - \text{Area (r-th vacuum frac. Dp)}] = c \sum_{r=1}^{N_C} (m_{A_r} - m_{B_r}).$$  \hspace{1cm} (4.4)

Therefore the tension of the fractional Dp-branes in our brane configuration correctly reproduces the tension formula (2.8) of walls.

b), c), d) The wall tension (2.8) can also be calculated in the brane configuration after taking T-duality. The directions corresponding to the FI-term are not displayed in Fig. 12-b). This figure is not useful to calculate the wall tension. Instead, we consider Fig. 12-c) and d) where the co-dimension \( y = x^1 \) of walls is not displayed. The two D\((p+1)\)-branes ending on the lower D\((p+3)\)-brane along the segment RS at \( y \to \infty \) are expressed by the segments RR' and SS'. They go to the D\((p+1)\)-branes, ending on the upper D\((p+3)\)-brane along PQ, expressed by the segments PP' and QQ' at \( y \to \infty \), respectively. At intermediate \( y \sim y_0 \) with \( y_0 \) the wall position, the two D\((p+1)\)-branes cannot end on any D\((p+3)\)-branes and therefore they have to bend to the \( x^3 \)-direction to be connected with each other as drawn in Fig. 12-c). By drawing the configurations at all \( y \) in the same figure, we have the configuration illustrated in Fig. 12-d). We now calculate the wall tension in Fig. 12-d). The tension of the D\((p+1)\)-brane is given by the sum of three pieces, Area (PQSR), Area (PP'R'R) and Area (QQ'S'S). The contribution from the last two terms

$$\tau_{p+1} \Delta x^2 \Delta x^6 = \frac{\Delta m}{y^2 s^2 l_s^2}$$

diverges in the limit \( l_s \to 0 \), where we have used Eqs. (3.7) and (3.10). However this is contribution from the vacuum energy and we have to subtract it to obtain the wall tension. This fact can be understood by taking the limit \( \Delta x^3 \sim c \to 0 \). In this limit the two D\((p+1)\)-branes are connected with each other to become one D\((p+1)\)-brane directly stretched between the two NS5-branes at all \( y \). The D\((p+1)\)-brane at each \( y \) corresponds to a vacuum in the baryonic branch. Therefore the D\((p+1)\)-brane tension contributed from the kink is calculated from Eqs. (3.8) and (3.10), to yield

$$\tau_{p+1} \times \text{Area(PQSR)} = \tau_{p+1} \Delta x^3 \Delta x^6 = c \Delta m$$

(4.6)

with \( \tau_{p+1} = 1/g s l_s^{p+2} \). We thus have reproduced the wall tension (2.8) in this brane configuration.

A brane configuration for a recently found monopole in the Higgs phase (a confined monopole) \[18, 16\] has been given by Hanany and Tong \[5\] (see also \[20\]). It looks very similar with our brane configuration for walls in Fig. 12-d). We discuss this issue in Sec. 5.

### 4.2 Duality for Walls and Extension of the Hanany-Witten Effect

In the strong gauge coupling limit the duality between the theories with the gauge groups \( U(N_C) \) and \( U(\tilde{N}_C) \) with the same number \( N_F \) of hypermultiplets holds exactly also for wall solutions as shown in \[14\] by a field theoretical analysis. Let us now consider the implication of this field theoretical result of duality of the non-Abelian walls to the Hanany-Witten effect in the brane configuration. Since the gauge coupling constant on the D\((p+1)\)-branes in the T-dualized
configuration is given in Eq. (3.7), the strong gauge coupling limit corresponds to the positions of the two NS5-branes with $\Delta x^2 \to \pm 0$ as stated above. The original Hanany-Witten effect explains the duality of the vacua at both infinities $y \to \pm \infty$ when the positions of the two NS5-branes in the $x^2$-coordinate are exchanged. It is, however, difficult to visualize what happens for kinky configurations in the finite region of $y$.

Therefore we consider the original brane configuration before the T-dualization. Then the result in [14] implies that this duality $N_C \leftrightarrow \tilde{N}_C$ in the strong gauge coupling limit can be drawn in Fig. 13. Here wall configurations are given by $H^1$ with $H^2 = 0$ ($\tilde{H}^2$ with $\tilde{H}^1 = 0$) for the theory with $U(N_C)$ [U(\tilde{N}_C)], since flip of the sign of the FI-parameter occurs and the roles of $H^1$ and $H^2$ are exchanged in both configurations as explained in Eq. (3.12). We define the moduli matrix for the dual theory generating $\tilde{H}^2$ by $\tilde{H}_0$. Here Eqs. (2.9) and (2.10) with tilde on all quantities hold for the dual theory and we have $\tilde{H}_0^1 = 0$, $\tilde{H}_0^2 = \tilde{H}_0$ for its moduli matrices instead of Eq. (2.11). Then the relation (3.14) between the hypermultiplets $H^1$ and $\tilde{H}^2$ in both theories implies the relation between the moduli matrices $H_0$ and $\tilde{H}_0$, given by [see Eq. (D.14) in [14]]

$$H_0\tilde{H}_0^\dagger = 0.$$ (4.7)

For a given moduli matrix $H_0$ in the original theory, the form of the moduli matrix $\tilde{H}_0$ for the dual theory is determined up to the world-volume symmetry (2.14) from this equation.

Wall solutions in dual theories can be mapped to each other in the strong gauge coupling limit as stated above, but they are not identical for finite gauge coupling in general. Namely, wall solutions under exact duality for the two NS5-branes with $\Delta x^2 \to \pm 0$ are deformed for finite gauge coupling with $\Delta x^2 \neq 0$ in different ways in both configurations. Although we did not obtain exact wall solutions for finite gauge coupling, dual configurations can be determined without loss of exactness by the same relation (4.7) between the moduli matrices for both configurations. Although the relation (4.7) was originally found in the strong gauge coupling limit we define the dual configuration for finite gauge coupling by that equation. We thus conclude that the Hanany-Witten effect should be extended to kinky D-brane configuration.

Figure 13: Duality between wall configurations in theories with gauge groups $U(N_C)$ and $U(N_F - N_C)$. Examples of wall configurations in the theory with $N_F = 5$ and $N_C = 3$ and its dual theory with $N_F = 5$ and $\tilde{N}_C = 2$ are illustrated. The broken curves are wall configurations in the dual theory in both figures. The dual wall configurations curve oppositely due to the flip of the sign of the FI-parameter under the duality.
4.3 Impenetrable Walls and Extension of the S-rule/ Reconnection of D-branes

We show that a lot of interesting phenomena of non-Abelian walls found in field theory [14] can be explained very easily by means of the brane configurations. A double wall configuration for $N_C = 1$ and $N_F = 3$ is shown in Fig. 14-a). These two walls are labeled by $\langle 1 \leftarrow 2 \rangle$ and $\langle 2 \leftarrow 3 \rangle$ using the vacuum labels at $y \to +\infty$ and $y \to -\infty$. Positions of these walls cannot be exchanged (they are called *impenetrable*) because the configuration approaches a single wall $\langle 1 \leftarrow 3 \rangle$ when they are compressed [Fig. 14-b)]. The moduli matrices for these configurations before and after compression are

$$H_0 = \sqrt{c}(1, e^r, e^s),$$  \hspace{1cm} (4.8)

$$H_0 = \sqrt{c}(1, 0, e^s),$$  \hspace{1cm} (4.9)

respectively, with $e^r \in \mathbb{C}$ and $e^s \in \mathbb{C}^*$. In the strong gauge coupling limit, the wall solution for Fig. 14-a) can be obtained by substituting the moduli matrix (4.8) to Eq. (2.20) and by using Eqs. (2.9) and (2.12), to yield

$$\Sigma = \frac{m_1 e^{2m_1 y} + m_2 e^{2m_2 y+2\text{Re}(r)} + m_3 e^{2m_3 y+2\text{Re}(s)}}{e^{2m_1 y} + e^{2m_2 y+2\text{Re}(r)} + e^{2m_3 y+2\text{Re}(s)}}, \quad W_y = 0. \quad (4.10)$$

The positions of kinks can be roughly estimated as (see Appendix A in [14])

$$y_1 = \frac{\text{Re}(r)}{m_1 - m_2}, \quad y_2 = \frac{\text{Re}(s - r)}{m_2 - m_3},\quad (4.11)$$

which are valid when these two walls are well separated. The wall configuration in Fig. 14-b) is obtained in the limit of $\text{Re}(r) \to -\infty$ with the center of position $s$ of two walls fixed. [It is also obtained from the moduli matrix (4.9).] There the interpretation of parameters in Eq. (4.11) as the positions becomes meaningless. We call this compressed wall a *level-1* compressed wall, where the “level” of compression have been defined by the number of zero components between 1 and the non-zero element.

Figure 14: Compressing two walls (a self-compressed brane).
In the same way positions of walls made by the same Dp-brane cannot commute and they are impenetrable. So the Abelian walls in the U(1) gauge theory are all impenetrable. A level-l compressed wall in U(N_C) gauge theory is generated by a moduli matrix in the form of

\[ H_0 = \sqrt{c} \begin{pmatrix} \cdots & 1 & 0 & 0 & \cdots & e^r & \cdots \\ \cdots \\ \end{pmatrix}. \]  

(4.12)

We can obtain this configuration by compressing elementary walls \( l \) times.

The dual theory of the above example with \( N_C \leftrightarrow N_\bar{C} \) is the theory with \( N_C = 2 \) and \( N_F = 3 \). The double wall configuration in this model was discussed in detail in Sec. 4 in Ref. [14]. The dual brane configuration of Fig. 14 is shown in Fig. 15 (with \( y \to -y \)). In this case the process of compressing two walls is very interesting. A double wall configuration in Fig. 15-a) can be labeled as \( \langle 12 \leftrightarrow 23 \rangle \). The moduli matrix for that configuration is given by

\[ H_0 = \sqrt{c} \begin{pmatrix} 1 & e^r & 0 \\ 0 & 1 & e^s \end{pmatrix}, \]  

(4.13)

with \( e^r, e^s \in \mathbb{C}^* \). [Also this can be obtained from the moduli matrix (4.8) using the relation (4.7) with relabeling \( \tilde{H}_0 \) by \( H_0 \).] The wall solution is obtained in Eq. (4.17) of [14] as

\[ \Sigma^0 = m - \frac{e^{2my} - e^{-2my}}{e^{2my} + e^{-2my} + e^mR} \sim \begin{cases} \pm m, & 2|y| \gg R, \quad y = \pm |y| \\ 0, & 2|y| \ll R \end{cases}, \]

\[ |\Sigma^3| = 2m \sqrt{\frac{(\cosh(2my) + e^mR)^2 - 1}{e^{2my} + e^{-2my} + e^mR}} \sim \begin{cases} m, & 2|y| \gg R \\ 2m, & 2|y| \ll R \end{cases}, \]

\[ \sqrt{(W_1^1)^2 + (W_2^1)^2} = \frac{\sqrt{4m^2 e^m R(e^{2my} + e^{-2my} + e^m R)}}{(\cosh(2my) + e^m R)^2 - 1}, \]

\[ \Sigma^1 = \Sigma^2 = W_3^3 = 0, \]  

(4.14)
where we have set $M = \text{diag}(m, 0, -m)$ and $(s, r) = (mR/2+i\theta/2, -mR/2-i\theta/2)$ for simplicity. The configuration approaches the vacuum $\langle 13 \rangle$ between these two walls. Therefore this double wall configuration is approximately made of two walls $\langle 12 \leftarrow 13 \rangle$ and $\langle 13 \leftarrow 23 \rangle$.

We now discuss the limit of compressing these two walls in Fig. 15-b) in the level of the moduli matrix (4.13). (This limit for the solution (4.14) in strong coupling will be discussed in (4.18), below.) To take this limit we first need to transform $H_0$ by a world-volume symmetry (2.14) as

$$H_0 \rightarrow H'_0 = V H_0 = \sqrt{c} \begin{pmatrix} 1 & 0 & -e^{r+s} \\ 0 & 1 & e^s \\ -e^{r+s} & e^s & 1 \end{pmatrix}, \quad V = \begin{pmatrix} 1 & -e^r \\ 0 & 1 \end{pmatrix}. \quad (4.15)$$

Taking the limit

$$e^s \rightarrow 0, \quad e^r \rightarrow \infty \quad (4.16)$$

with keeping $-e^{r+s}(\equiv e^t \in \mathbb{C}^*)$ fixed, we obtain the moduli matrix

$$H_0 = \sqrt{c} \begin{pmatrix} 1 & 0 & e^t \\ 0 & 1 & 0 \end{pmatrix}. \quad (4.17)$$

We express this moduli matrix by $\langle 12 \leftarrow 32 \rangle$. In the strong gauge coupling limit the wall solutions for this moduli matrix can be calculated, to yield

$$\Sigma = \begin{pmatrix} m_1 e^{2m_1(y-y_1)} + m_3 e^{2m_3(y-y_1)} & 0 \\ e^{2m_1(y-y_1)} + e^{2m_3(y-y_1)} & m_2 \end{pmatrix}, \quad W_y = 0, \quad y_1 = \frac{\text{Re}(t)}{m_1 - m_3} \quad (4.18)$$

where $y_1$ denotes the position of the compressed wall. This gives a compressed kinky configuration in Fig. 15-b). The configuration is made of the D$p$-brane interpolating between the first and the third D$(p+4)$-branes and the one staying at the second D$(p+4)$-brane representing a vacuum state [see Fig. 15-b)]. They correspond to the first and the second rows in the matrix (4.17), respectively.\(^5\)

This phenomenon can be understood by recalling the s-rule as the exclusion principle for D$p$-branes which states that two D$p$-branes cannot be placed at the same D$(p+4)$-brane. Although this s-rule was originally suggested for vacuum states, we find from this example that the s-rule for vacuum states is extended to the case of kinky D-brane configurations. We may call it the extended s-rule.

Moreover this phenomenon can be understood in terms of the reconnection (recombination) of D-branes. A reconnection process was analyzed in Ref. [37] in the gauge theory on D-branes.\(^6\) There a reconnection of straightly intersecting D-branes was examined. In the case of an intersection of a $(p, q)$-string and a D-string with a particular angle determined by $p$ and $q$, the configuration is BPS. The reconnection occurs by off-diagonal elements of gauge fields as a marginal deformation of a moduli parameter as shown by K. Hashimoto and W. Taylor in [37].\(^7\) Our model gives a similar but complicated example of the reconnection of two D$p$-branes in a

\(^5\)The $\Sigma_{11}$ component in this solution coincides with the solution (4.10) in the limit $\text{Re}(r) \rightarrow -\infty$ with $s$ fixed in the dual theory. Therefore the duality holds exact in this strong gauge coupling limit as expected.

\(^6\)We would like to thank Koji Hashimoto for valuable discussions.

\(^7\)In the case of an intersection of D1-branes, the configuration is unstable and contains a tachyon. The reconnection occurs with the tachyon condensation and the configuration does not contain a moduli parameter [37].
kinky configuration, which still can be analyzed in the gauge theory on D-branes. In the case of a singular gauge transformation is needed to connect the left and the right sides of the configuration in the limit when the reconnection occurs. In fact, completely the same thing occurs in our case also. The world-volume transformation $V$ in Eq. (4.15) diverges in the limit (4.16) of the reconnection. Correspondingly a singular gauge transformation is needed in that limit as seen as follows. We take $\theta = 0$ without loss of generality. With a gauge choice $\Sigma^1 = \Sigma^2 = W^3 = 0$, we find that an off-diagonal component of the gauge field

$$W^1_y = \frac{\sqrt{4m^2e^{mR}(e^{2my} + e^{-2my} + e^{mR})}}{(\cosh(2my) + e^{mR})^2 - 1}, \quad W^2_y = 0$$

exists before the reconnection. This off-diagonal component $W^1_y$ can be regarded as a moduli parameter of a marginal deformation instead of $R$ because it is a function of $R$. This tends to the delta function, $W^1_y \rightarrow \pi\delta(y)$, in the limit of the reconnection ($R \rightarrow -\infty$). To eliminate it we need a singular gauge transformation $W^1_y \rightarrow W^1_y' = W^1_y + \partial_y\Lambda(y) = 0$ with a gauge parameter of the step function, $\Lambda(y) = \pi\Theta(-y)$. The wall solution becomes the one in Eq. (4.18) [with $M = \text{diag.}(m, 0, -m)$ and $(s, r) = (mR/2 + i\theta/2, -mR/2 - i\theta/2)$]. Therefore we conclude that the reconnection process in this model is the same as the one of the BPS case in [37]. This observation suggests that the extended s-rule can be understood in terms of the reconnection process.

We make a brief comment here. The moduli matrix (4.17) is one called $U(1)$-factorisable as defined in Sec. 3.7 in [14]. In the $U(1)$-factorisable cases the BPS equations reduce to a set of those of the $U(1)$ gauge theory, and therefore they can be solved if those in the $U(1)$ gauge theory are solved. The compressed wall solution, generated by the moduli matrix (4.17), in the theory with $N_C = 2$ and $N_F = 3$ for the finite gauge coupling coincides with the single wall solution, generated by the moduli matrix (4.9), in the dual theory with $N_C = 1$ and $N_F = 3$ for the same gauge coupling. Namely the kinky $Dp$-branes in Fig. (4.11b) and Fig. (4.15b) coincide with each other even for finite gauge coupling, and the vacuum $Dp$-brane in the latter does not contribute to wall configurations. Therefore both configurations before and after taking the duality coincide with each other for the same distance between the two NS5-branes [because of the relation (3.7)], except for the vacuum $Dp$-brane in the middle D($p+4$)-brane. Thus the extended Hanany-Witten effect happens to give an exact duality in this case.\(^8\)

This example shows that existence of a compressed wall or a reconnected wall reduces the number of the moduli parameters in the same topological sector. In other words, the full dimensionality of the topological sector can be counted only when the configuration is generic, namely with no compressed walls nor reconnected branes, as will be discussed in the subsection 4.5.

### 4.4 Penetrable Walls

All walls are impenetrable in the $U(1)$ gauge theory as stated in the last subsection. A characteristic feature of non-Abelian walls is that there also exist pairs of walls whose positions can be exchanged under a marginal deformation by changing moduli parameters slowly. They are called penetrable walls. This can occur because the size of the matrix $\Sigma$ is greater than two for

\(^8\)We cannot expect that such an exact duality holds in finite gauge coupling in general. Even for this model, when walls are not compressed, configurations for both sides [Figs. (11a) and (12a)] will be deformed in different ways.
a non-Abelian gauge group. However the case of \( N_C = 2 \) and \( N_F = 3 \) does not allow such walls because the theory is dual to \( N_C = 1 \) as shown in the last subsection. So we consider the case of \( N_C = 2 \) and \( N_F = 4 \) to exhibit this phenomenon. We show that the brane picture explains this phenomenon very easily although it is complicated in the field theory.

There exist pairs of impenetrable walls as in the \( N_F = 3 \) case in the last subsection. A wall configuration with penetrable walls is generated by the moduli matrix

\[
H_0 = \begin{pmatrix}
1 & e^r & 0 & 0 \\
0 & 0 & 1 & e^s
\end{pmatrix}
\]  

(4.20)

with \( e^r, e^s \in \mathbb{C}^* \). The wall solution in the strong gauge coupling limit is obtained [14], to give

\[
\Sigma = \begin{pmatrix}
\frac{m_1 e^{2m_1 y + m_2 e^{2m_2 y} + 2 \text{Re}(r)}}{e^{2m_1 y + e^{2m_2 y} + 2 \text{Re}(r)}} & 0 \\
0 & \frac{m_3 e^{2m_3 y + m_4 e^{2m_4 y} + 2 \text{Re}(s)}}{e^{2m_3 y + e^{2m_4 y} + 2 \text{Re}(s)}}
\end{pmatrix}, \quad W_y = 0.
\]  

(4.21)

This brane configuration is illustrated in Fig. 16. The positions of the kink interpolating between the first and the second \( D(p+4) \)-branes and the one between the third and the fourth \( D(p+4) \)-branes are (exactly) given by

\[
y_1 = \frac{\text{Re}(r)}{m_1 - m_2}, \quad y_2 = \frac{\text{Re}(s)}{m_3 - m_4},
\]  

(4.22)

respectively. In this brane picture, the existence of penetrable walls becomes very manifest

![Diagram](image)

Figure 16: A pair of penetrable walls \( \langle 13 \leftarrow 24 \rangle \) in \( N_C = 2, N_F = 4 \) before [a)] and after [b)] exchanging wall positions.

although this phenomenon is complicated in the field theory. The first and the second rows in the matrix [4.20] correspond to the kinky \( D(p) \)-brane connecting the first and the second \( D(p+4) \)-branes and the one connecting the third and the fourth ones, respectively. When the positions of two walls are exchanged, the configuration in Fig. 16-a) becomes that in Fig. 16-b), and vice versa. Both configurations in Fig. 16-a) and b) are labeled by \( \langle 13 \leftarrow 24 \rangle \), but different vacua \( \langle 13 \rangle \) and \( \langle 23 \rangle \) appear in the intermediate \( x^1 \) in Fig. 16-a) and b), respectively. This is why it is complicated in field theory; By exchanging positions of two walls, the wall at bigger (smaller) \( y \) connecting \( \langle 13 \rangle \) and \( \langle 14 \rangle \) (\( \langle 14 \rangle \) and \( \langle 24 \rangle \)) in Fig. 16-a) is transformed to the one at smaller (bigger) \( y \) connecting \( \langle 23 \rangle \) and \( \langle 24 \rangle \) (\( \langle 13 \rangle \) and \( \langle 23 \rangle \)) in Fig. 16-b). Therefore walls before and
after exchange are not identical in ordinary definition of walls in field theory, since they connect different vacua. However from the brane picture we find that the identities of walls are maintained by this exchange.

There exist two more configurations admitting penetrable walls in the topological sector \( \mathcal{M}^{(12)\leftarrow(34)} \) in this model with \( N_C = 2 \) and \( N_F = 4 \). They are generated by the moduli matrices

\[
H_0 = \begin{pmatrix} 1 & 0 & e^r & 0 \\ 0 & 1 & 0 & e^s \end{pmatrix}, \quad \quad \quad H_0 = \begin{pmatrix} 1 & 0 & 0 & e^u \\ 0 & 1 & e^v & 0 \end{pmatrix}
\]

with \( e^r, e^s, e^u, e^v \in \mathbb{C}^* \). The brane configurations corresponding to these matrices are illustrated in Figs. 17 and 18 respectively. In Fig. 17 two level-1 compressed walls [the first and the second rows in the first matrix in (4.23)] are penetrable. Note that they are penetrable only when both of them are compressed. In Fig. 18 an elementary wall [the second row in the second matrix in (4.23)] and a level-2 compressed single wall [the first row in the same matrix] are penetrable. For both cases there appear different vacua before and after exchanging positions of two walls.

\[\begin{array}{cccc}
m_4 & m_3 & m_2 & m_1 \\
A_2 & A_1 & & \\
B_2 & B_1 & & \\
\end{array}\]

\[\begin{array}{cccc}
m_4 & m_3 & m_2 & m_1 \\
A_2 & A_1 & & \\
B_2 & B_1 & & \\
\end{array}\]

Figure 17: Another pair of penetrable walls in \( N_C = 2, N_F = 4 \) \( (12 \leftarrow 34) \) before [a)] and after [b)] exchanging wall positions.

\[\begin{array}{cccc}
m_4 & m_3 & m_2 & m_1 \\
A_2 & A_1 & & \\
B_1 & B_2 & & \\
\end{array}\]

\[\begin{array}{cccc}
m_4 & m_3 & m_2 & m_1 \\
A_2 & A_1 & & \\
B_1 & B_2 & & \\
\end{array}\]

Figure 18: The third pair of penetrable walls \( (12 \leftarrow 43) \) in \( N_C = 2, N_F = 4 \) before [a)] and after [b)] exchanging wall positions.
4.5 Moduli Space and Indices for Non-Abelian Walls

In this subsection we calculate dimensions of the moduli space and its topological sectors in our brane picture. To this end we should classify compressed walls into two classes. The first type is a compressed wall made of single D$p$-brane as in Fig. 14(b). This reduces the number of moduli parameters in the topological sector so we should not consider it to count dimensions. We call this type a “self-compressed brane”. The second type is a compressed wall configuration made of two D$p$-branes as in Fig. 15(b). This occurs if and only if some of $B_r$ are not ordered as $B_1 \leq B_2 \leq \cdots \leq B_N$. We call this type a “crossing brane”. The latter can be distinguished from the former by the presence of the reconnection.

The dimension of any topological sector can be counted if there are no compressed walls namely if there are no self-compressed branes and no crossing branes. We call such a configuration a “maximally kinky configuration” in that sector (see Fig. 19). The dimension of a given topological sector can be counted by considering the maximally kinky configuration in that sector, and it is given by two times the number of kinks where the factor two exists because each kink carries the translational and $U(1)$ zero modes. See Fig. 19 as an example.

The maximal topological sector is the topological sector with the maximal dimension. It connects the right-most vacuum $\langle 1, 2, \cdots, N_C \rangle$ and the left-most vacuum $\langle N_F - N_C, N_F - N_C + 1, \cdots, N_F - 1, N_F \rangle$. The brane configuration for the maximally kinky configuration in the maximal topological sector is illustrated in Fig. 20. Then the dimension of the maximal topological sector, or the dimension of the total moduli space, can be calculated from Fig. 20 to yield

$$\dim \mathcal{M}_{\text{wall}} = 2 \left[ 2 \sum_{k=1}^{N_C} k + N_C(N_F - 1 - 2N_C) \right]$$

$$= 2N_C(N_F - N_C) = \dim G_{N_F,N_C}. \quad (4.24)$$

Therefore we recover the field theoretical result (2.16) obtained in [14]. Comparing Fig. 20 for the wall moduli and Fig. 4 for the massless Higgs branch, we can understand that the dimension of the former is the half of the latter.\(^9\)

\(^9\)Although there figures are very similar we do not know a deep connection between them yet.
Figure 20: Counting the dimension of the maximal topological sector of the moduli space. It can be counted by the configuration interpolating between the right-most vacuum \( \langle A_1, \cdots, A_{N_C} \rangle = \langle 1, 2, \cdots, N_C \rangle \) and the left-most vacuum \( \langle B_1, \cdots, B_{N_C} \rangle = \langle N_F - N_C + 1, \cdots, N_F \rangle \).

We now introduce more elegant method to count dimensions of the topological sectors. The index of a given vacuum \( \langle A_1, \cdots, A_{N_C} \rangle \) is defined by the real dimension of the maximally kinky configuration in the topological sector which connects that vacuum and the left-most vacuum \( \langle N_F - N_C + 1, N_F - N_C + 2, \cdots, N_F \rangle \). The moduli matrix for such a configuration is given by

\[
H_0 = \sqrt{c} \begin{pmatrix}
A_1 & A_r \\
\vdots & \vdots \\
0 & 1 & \cdots & 0 & e^{v_0} & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \cdots & e^{v_r} & 0 & \cdots & 0 \\
\vdots & \vdots & & \cdots & 0 & 1 & \cdots & 0 \\
0 & 0 & \cdots & 0 & e^{v_{N_C}} & 0 & \cdots & 0 \\
A_{N_C}
\end{pmatrix}^r, \quad (4.25)
\]

and corresponding brane configuration is illustrated in Fig. 21. Then the index can be calculated by either the matrix (4.25) or Fig. 21 to give

\[
\nu_{(A_1, \cdots, A_{N_C})} = 2 \sum_{r=1}^{N_C} (N_F - N_C + r - A_r) = 2N_C(N_F - N_C) + N_C(N_C + 1) - 2 \sum_{r=1}^{N_C} A_r. \quad (4.26)
\]

Actually, this index can be shown to coincide with the Morse index of the wall moduli space, or the base manifold \( G_{N_F, N_C} \) of the massless Higgs branch \( T^* G_{N_F, N_C} \) [50]. Using this index we
can calculate the dimension of arbitrary topological sector $M^{(A_1, \cdots, A_N_C) \leftarrow (B_1, \cdots, B_N_C)}$. If we join a sector connecting $(B_1, \cdots, B_N_C)$ and the left-most vacuum, $M^{(B_1, \cdots, B_N_C) \leftarrow (N_F - N_C + 1, \cdots, N_F)}$, to the end of that sector (see Fig. 22), we get the index $\nu_{(A_1, \cdots, A_N_C)}$. Therefore the real dimension

corresponding to translation and $U(1)$ zero modes is given by the difference between the indices for these vacua:

$$\dim M^{(A_1, \cdots, A_N_C) \leftarrow (B_1, \cdots, B_N_C)} = \nu_{(A_1, \cdots, A_N_C)} - \nu_{(B_1, \cdots, B_N_C)} = 2 \sum_{r=1}^{N_C} (B_r - A_r) . \quad (4.27)$$

This result recovers that of the field theory. For instance the dimension (4.24) of the wall moduli space is given by $\nu_{(1, \cdots, N_C)}$.

As discussed in Sec. 4.3 the number of the moduli parameters reduces from the dimension of the topological sector (the dimension of the generic moduli matrix for that sector) whenever
there exist crossing branes. These kinds of configurations are not suitable to count the dimension of that topological sector as stated above. We can recognize them by looking at the standard form \( (2.18) \) of the moduli matrix; They occur when \( B_r \) are not ordered because we have to eliminate some components to fix the world-volume symmetry \( (2.14) \) as stated below \( (2.18) \). In \( \mathcal{M}(13) \) such a standard form of the moduli matrix was shown to parameterize a patch with less dimensions in the same topological sector with the generic moduli matrix given by ordered \( B_r \).

The reduced number of dimension of such a patch is given by the number of intersection: the number of sets of \((i, j)\) with \( \sigma(i) < \sigma(j) \) and \( i > j \), where \( \sigma \) is an element of the permutation group in Eq. \( (2.19) \). To count this number by using brane configurations we define the intersection number by the number of intersections of \( D_p \)-branes with the sign determined as follows. When the \( r \)-th \( D_p \)-brane (connecting \( A_r \) at \( y \to \infty \) and \( B_r \) at \( y \to -\infty \)) intersects anti-clockwise with the \( s \)-th \( D_p \)-brane, we give \(+1\) \((-1)\) as an intersection number at that intersection point if \( r < s \) \((r > s)\). In either case the \( r \)-th \( D_p \)-brane must be compressed by the \( s \)-rule. Then the total intersection number \( I \) of a given configuration is defined as the sum of the intersection numbers of all intersection points in that configuration, \( I = \sum_p \text{sign}(s-r) \) with \( p \) intersection points. By its definition \( I \) is non-negative and \( I = 0 \) corresponds to the generic moduli matrix, generating the maximally kinky configuration in general. The important thing is that \( I \) is invariant under the change of the positions of kinks provided that reconnections do not occur. For instance the configuration in Fig. \( \text{Fig. 17a) } \) intersect twice with different sign and therefore it can be changed to Fig. \( \text{Fig. 17b) } \) without reconnection and is generated by the generic moduli matrix. On the other hand if a reconnection occurs the ordering of \( B_r \) changes. We find that the number of reduced moduli (the number of inversion) coincides with the total intersection number \( I \) of the configuration. For instance both figures in Fig. \( \text{Fig. 16} \) (Fig. \( \text{Fig. 17} \) have the intersection number zero, and therefore they are described by the generic moduli matrix with ordered \( B_r \) (with some zero elements) in \( \mathcal{M}(13) \leftrightarrow (24) \) \( \mathcal{M}(12) \leftrightarrow (34) \)). On the other hand both the configurations in Fig. \( \text{Fig. 18} \) have the intersection number one and therefore they are not described by the generic moduli matrix in that sector.

Moduli matrices in the standard form with various ordering of \( B_r \) contain moduli parameterizing coordinate patches in the topological sector \( \mathcal{M}(A_1, \cdots, A_{N_C}) \leftrightarrow (B_1, \cdots, B_{N_C}) \) as in Eq. \( (2.19) \). The generic moduli matrix generating the maximally kinky configuration corresponds to the patch \( U(A_1, \cdots, A_{N_C}) \leftrightarrow (B_1, \cdots, B_{N_C}) \) with ordered \( B_r \) and with \( I = 0 \). Other patches with non-ordered \( B_r \) are obtained by causing some reconnections. Such the minimum number of reconnections is given by the intersection number \( I \). However all configurations in a given topological sector \( \mathcal{M}(A_1, \cdots, A_{N_C}) \leftrightarrow (B_1, \cdots, B_{N_C}) \) cannot be classified by only the intersection number or the number of the reconnection because there exist configurations with the same intersection number \( I \), which cannot be transformed to each other. The real dimension of arbitrary patch in Eq. \( (2.19) \) can be calculated, to yield

\[
\dim U(A_1, \cdots, A_{N_C}) \leftrightarrow (B_{\sigma(1)}, \cdots, B_{\sigma(N_C)}) = \dim \mathcal{M}(A_1, \cdots, A_{N_C}) \leftrightarrow (B_1, \cdots, B_{N_C}) - 2I(\sigma) = 2 \sum_{r=1}^{N_C} (B_r - A_r) - 2I(\sigma). \tag{4.28}
\]

Before closing this section we discuss Nambu-Goldstone (NG) modes in this system. Wall configurations break the translational symmetry as well as the \( U(1)^{N_F - 1} \) flavor symmetries. Correspondingly there appear massless NG modes on the world-volume theory on the walls. The complex number of moduli parameters coincides with the (real) number of walls and is greater
than $N_F - 1$ in general. The real parts of the moduli parameters correspond to wall positions. The $N_F - 1$ imaginary parts of the moduli parameters are NG bosons for broken $U(1)^{N_F - 1}$ symmetry. The rest of imaginary parts are zero modes which are not dictated by the spontaneously broken symmetry, and are called quasi-NG (QNG) bosons [51]. Together with ordinary NG bosons they constitute complex scalar fields needed for unbroken four SUSY. The number of QNG bosons was calculated as

$$N_{QNG} = (N_C - 1)(\tilde{N}_C - 1) \quad (4.29)$$

in the maximal topological sector [14]. We can now easily count the number of QNG bosons in arbitrary topological sector in the brane picture because only one kink carries a $U(1)$ NG zero mode (the overall phase) but the others are QNG zero modes in each intermediate space between adjacent $D(p+4)$-branes. For instance the number of the QNG bosons in Fig. [19] is counted as one because there exist two kinks between the second and the third $D(p+4)$-branes. In the case of the maximal topological sector the field theoretical result (4.29) is recovered from Fig. 20.

5 Conclusion and Discussion

We have realized BPS non-Abelian multi-walls in SUSY $U(N_C)$ gauge theory with $N_F$ fundamental hypermultiplets by a brane configuration made of $N_C$ kink fractional $D_p$-branes interpolating between $N_F$ $D(p+4)$-branes separated by amounts corresponding to hypermultiplet mass differences. The tension formula (2.8) for non-Abelian walls has been correctly reproduced as the kinky D-brane tension. The duality between wall configurations in the theories with gauge groups $U(N_C)$ and $U(\tilde{N}_C)$ found in field theory in the strong gauge coupling limit has been explained by exchange of the two NS5-branes and the Hanany-Witten effect extended to the kinky configurations. Compressing two walls made of two $D_p$-branes has been explained by the extended s-rule, and the reconnection (recombination) of these two $D_p$-branes has been found to occur. We have shown that the dimensions of the moduli space for non-Abelian walls and its topological sectors can be counted by the brane configuration. In particular we have defined the index which is useful to count their dimensions. The total moduli space $M_{wall} \simeq G_{N_F,N_C}$ for non-Abelian walls has been understood to have the dimension of the base space of the Higgs branch in the massless limit, $M_{\text{vacua}}^{M=0} \simeq T^*G_{N_F,N_C}$, of the theory, by comparing these two brane configurations (Figs. 4 and 20). Some more correspondences between field theoretical results and the brane configuration have been clarified.

Let us discuss the several issues in the following.

A brane configuration for a monopole in the Higgs phase. Recently a monopole in the Higgs phase (a confined monopole) has been found [18, 16], and it has been shown to be a 1/4 BPS state realized as a kink in the vortex effective theory. The brane configuration for a monopole in the Higgs phase has been given by Hanany and Tong in Fig. 3 in Appendix A of [5]. (The same configuration has been discussed in [20].) It looks very similar with our brane configuration for walls in Fig. 12-d), but is not identical to ours as explained as follows. The configuration is possible for $p \geq 3$. In the case of $p = 3$ the $U(N_C)$ gauge theory with $N_F$ hypermultiplets in four dimensions is realized on $D4$-branes obtained by taking T-duality in the $x^8$- and $x^9$-directions in Fig. 5. $k$ vortices in that theory are realized as $k$ D2-branes stretched between D4-branes [4].
and the total configuration becomes

\[\begin{align*}
  k \text{ D2:} & \quad 0 & 3 & 8 \\
  N_C \text{ D4:} & \quad 012 & 89 \\
  N_F \text{ D6:} & \quad 01 & 345 & 89 \\
  2 \text{ NS5:} & \quad 01 & 6789 \\
\end{align*}\]

In Fig. 12-d) vortices as D2-branes are at the segment PQ or RS. In [5] a monopole in the Higgs phase has been realized as a D\((p - 1)\)-brane whose position at the \(x^6\)-coordinate depends on \(y = x^1\) such that it is at RS when \(y \to -\infty\) and at PQ when \(y \to +\infty\). At intermediate \(y\) the D\((p - 1)\)-brane along \(\Delta x^3\) cannot end and therefore it bends and extends to the \(x^2\)-coordinate to attach itself to the two NS5-branes. Then the configuration becomes very similar with Fig. 12-d). However they are different because branes ending on the NS5-branes are the D\((p - 1)\)-branes for their case of kinks inside vortices but the D\((p + 1)\)-branes for our case of kinks themselves. The mass of the monopole can be calculated by the tension of the D\((p - 1)\)-brane. In this case, the contribution from Area (PQSR) is the energy of the vortex and we have to subtract it, contrary to our case for walls. Therefore the monopole mass is calculated from \(\Delta x^2 \Delta x^6\) which is the sum of Area (PP'R'R) and Area (QQ'S'S), to give

\[\tau_{p-1} \Delta x^2 \Delta x^6 = \frac{\Delta m}{g^2}\]

where we have used Eqs. (3.7) and (3.8). This correctly reproduces the mass of a monopole in the Higgs phase [18, 16]. This also coincides with the mass of an ordinary monopole in the Coulomb phase because we get the brane configuration [22] (see also [5, 20]) for a monopole in the Coulomb phase in the limit \(\Delta x^3 \sim c \to 0\).

In Ref. [16] we have given the exact solutions for 1/4 BPS states including all of walls, monopoles and vortices. A brane configuration for these mixed states should be realized as a mixture of ours and the one in [5].

**Non-BPS walls.** Brane-anti-brane systems are usually unstable. Kink-anti-kink configurations made of a single Dp-brane are also unstable and decay to a vacuum state. However we can construct stable non-BPS wall configurations by multiple kinky Dp-branes at least one of which is anti-BPS. This is possible if the flavor \(N_F\) is greater than four and the color \(N_C\) and \(\tilde{N}_C\) are greater than two. The simplest solution can be obtained from the BPS double wall solution (4.21) in the model with \(N_F = 4\) and \(N_C = 2\), by flipping the sign of \(y\) in one BPS wall solution, say the \(1,1\)-element of \(\Sigma\) in Eq. (4.21) and the upper-left block in the hypermultiplets \(H\), to make it anti-BPS:

\[
\Sigma = \begin{pmatrix}
  \frac{m_1 e^{-2m_1 y + m_2 e^{-2m_2 y - 2Re(r)}}}{e^{-2m_1 y + e^{-2m_2 y - 2Re(r)}}} & 0 \\
  0 & \frac{m_3 e^{2m_3 y + m_4 e^{2m_4 y + 2Re(s)}}}{e^{2m_3 y + e^{2m_4 y + 2Re(s)}}}
\end{pmatrix}, \quad W_y = 0
\]

where we have rewritten \(r\) as \(-r\). The corresponding brane configuration is illustrated in Fig. 23. We did not examine if the two walls are non-interactive or interactive with each other where interaction may arise from the fluctuation in the off-diagonal elements in \(\Sigma\) and/or the off-diagonal blocks in \(H\). However we can show that this configuration is likely stable as follows. The solution (5.3) has two complex moduli parameters \(r\) and \(s\), and positions of the two walls are still given by Eq. (4.22). If the relative position (distance) is large enough, \(R \to \infty\), the system...
reduces to two separated (anti-)BPS walls and gives the stable minimum with respect to the small fluctuations, because the BPS energy bound is saturated at one region and the anti-BPS energy bound at another region, separately. Therefore we find that there does not exist repulsive force between walls for the whole region of $R$. This situation is completely different from the one in \cite{52} where there exists repulsive force between BPS and anti-BPS walls. Then we have two possibilities. If that stable situation continues to hold even for small $R$ the above solution is an absolute minimum, and they are penetrable. If we have a negative potential for small fluctuation at small $R$, it is likely that we have stable bound states. We thus conclude that the non-BPS configuration is most likely to be stable. A concrete discussion is desired.

More subtle configuration which is stable for small fluctuations and metastable for large fluctuations has been considered in the strong gauge coupling limit of the model with $N_F = 2$ and $N_C = 1$ \cite{53}. Effective action for these non-BPS walls was constructed by the nonlinear realizations and the Green-Schwarz method \cite{54}. Discussing implications of these states by means of brane configurations in string theory is very interesting and remains as a future problem.

Degenerate masses. Only $U(1)$ Nambu-Goldstone (NG) bosons are localized on walls in our model with non-degenerate masses for hypermultiplets, because $SU(N_F)$ flavor group is explicitly broken down to $U(1)^{N_F-1}$ by non-degenerate masses. If all masses for hypermultiplets are degenerate, the moduli space of vacua becomes the continuously connected manifold $\mathcal{M}_{\text{vacua}}^{M=0} \simeq T^*G_{N_F,N_C}$ parametrized by (quasi-) NG bosons for spontaneously broken $SU(N_F)$. However walls cannot exist in this case. If there are non-degenerate masses even partially, the vacuum manifold consists of disconnected manifolds, and walls can exist. In the case of partially degenerate masses, global symmetry contains non-Abelian groups, instead of $U(1)^{N_F-1}$. If vacuum corresponding a degenerate mass appears at a boundary ($y \to \pm \infty$), we need to specify the boundary condition with respect to such a non-Abelian global symmetry, since different points in the space of the global symmetry group are physically distinct points. In such a situation, the NG modes for the broken non-Abelian global symmetry is not a physical normalizable modes localized on walls (but are the bulk modes), since their wave functions extend to the infinity. If vacua with degenerate mass appear at both infinities ($y \to \pm \infty$), the relative rotation modes of two global symmetry transformations are localized on the wall and are physical NG bosons. In this way, one can obtain non-Abelian NG bosons localized on the wall. A field theoretical analysis for the example of $N_C = 2$ and $N_F = 4$ with the mass matrix $M = \text{diag.}(m, m, -m, -m)$ was discussed by Shifman...
Figure 24: Two walls in the model with $N_C = 2$ and $N_F = 4$ and the hypermultiplet masses $M = \text{diag.} \,(m, m, -m, m)$. They are penetrable because the s-rule allows two D$p$-branes can exist inside two coincident D$(p+4)$-branes.

and Yung [55]. It admits two walls and $U(2)$ NG bosons appear when they are coincident. More detailed analysis for general models with degenerate masses will be reported elsewhere [56].

In the brane picture the vacua are realized by some coincident D$(p+4)$-branes. Flavor symmetry is enhanced to non-Abelian by the freedom of open strings on the coincident D$(p+4)$-branes. The s-rule allows at most $n$ D$p$-branes to be placed at $n$ coincident D$(p+4)$-branes. This drastically changes the dynamics of walls realized as kinky D$p$-branes. For instance, as a result of the s-rule, two walls in the theory [55] with the degenerate masses $M = \text{diag.} \,(m_1, m_2, m_3, m_4) = \text{diag.} \,(m, m, -m, -m)$ are penetrable (see Fig. 24), although they become impenetrable in generic configuration with mass perturbation $M = \text{diag.} \,(m + \Delta m, m, -m, -m - \Delta m)$ by small mass $\Delta m$. Moreover kinky D$p$-branes traveling through the coincident D$(p+4)$-branes can break the non-Abelian flavor symmetry arisen from coincidence of D$(p+4)$-branes. Thus corresponding non-Abelian NG bosons can be localized on walls. We expect that almost all discussions in this paper such as counting dimensions hold for these cases with degenerate hypermultiplet masses.

Complex, triplet and quartet masses. In this paper we have assumed real masses for hypermultiplets. Actually D$p$-branes with $p = 4, 3, 2, 1$ allow real, complex, triplet and quartet masses, respectively. Considering these general masses does not change our discussion drastically because 1/2 BPS states can become kinky along only one spatial coordinate. However these more general mass parameters become important if we consider BPS states preserving less than 1/2 SUSY. For instance a domain wall junction was constructed in [42] as a 1/4 BPS state in the $D = 4$, $\mathcal{N} = 2$ SUSY QED with three hypermultiplets with complex masses, embedding the known exact solutions [57]. The theory is realized on a D3-brane in the brane configuration

\[
\begin{align*}
1 \text{ D3:} & \quad 0123 \\
3 \text{ D7:} & \quad 01234567 \\
\mathbb{C}^2/\mathbb{Z}_2 \text{ ALE:} & \quad 4567 .
\end{align*}
\]

Positions of the three D7-branes in the $(x^8, x^9)$-plane correspond to three complex masses for hypermultiplets. A junction depends on two coordinates, say $x^2$ and $x^3$ of the D3-brane world volume $x^0, x^1, x^2, x^3$. The D3-brane position in $x^8$ and $x^9$ depends on $x^2$ and $x^3$. The value of the complex adjoint scalar $\Sigma$ of the vector multiplet corresponds to the D3-brane position in the $(x^2, x^3)$-plane. At three directions in $x^2, x^3 \rightarrow \infty$ with keeping $x^2/x^3$ fixed, there appear three D7-branes corresponding to the three possible vacua. Between each three pairs of D7-branes, we
Figure 25: Kinky D-branes for theory with an adjoint hypermultiplet. Walls can move to the $x^{2,3,4,5}$ directions parametrized by adjoint hypermultiplets. Therefore they are mostly penetrable.

obtain three different walls represented by kinky D3-branes. A junction interpolates among three vacua (D7-branes) as a function of the entire $(x^2, x^3)$-plane. Therefore the junction is represented by a curved D3-brane, interpolating among three D7-branes. The world volume is $\mathbb{R}^{1,1} \times \Sigma$ with a two dimensional surface $\Sigma$. The triplet or quartet masses may be required to construct 1/8 BPS states.

Other representations/gauge groups. Generalization to theories with other representations is an interesting problem. An adjoint hypermultiplet can be introduced if we do not divide the D$(p + 4)$-brane world-volume by $\mathbb{Z}_2$. The adjoint hypermultiplet represents positions of the D$p$-branes inside the D$(p + 4)$-branes, and the vacua realize the ADHM moduli space for instantons. It gives (likely) non-normalizable moduli parameters in wall solutions which may be fixed by the boundary conditions and may not be localized on walls (see Fig. 25). Since the positions of the D$p$-branes inside the D$(p + 4)$-branes do not coincide in general, non-Abelian walls made of different kinky D$p$-branes are mostly penetrable with each other although all walls made of one kinky D$p$-brane are still impenetrable. If we consider masses for the adjoint hypermultiplet also, the vacuum structure is drastically changed. This is realized by the Scherk-Schwarz dimensional reduction along a common direction of D$p$- and D$(p + 4)$-brane world-volume using the rotational symmetry of four co-dimensions of the D$p$-branes in the D$(p + 4)$-branes. The massive adjoint hypermultiplet may participate in constituting walls.

On the other hand if we divide the D$(p + 4)$-brane world-volume by $\mathbb{Z}_{n+1}$ ($A_n$-type) or other discrete subgroups of $SU(2)$ ($D_n$- or $E$-type), we obtain the quiver gauge theories of $A$ ($D$ or $E$)-types with a product gauge group $U(N_1) \times U(N_2) \times \cdots$ and bifundamental hypermultiplets. The behaviors of the fundamental hypermultiplets can be considered to be similar with our model, but those of the bifundamental hypermultiplets are not clear. These may allow richer structures for non-Abelian walls.

Other gauge groups such as $SO(N)$ or $Sp(N)$ can be discussed by introducing orientifold planes. However one immediate question is how to introduce naturally a $U(1)$ factor in the gauge group and a FI term which are needed to obtain discrete vacua.

Breaking to $\mathcal{N} = 1$ SUSY. Here let us consider $D = 4$, $\mathcal{N} = 2$ SUSY gauge theory for $p = 3$ in the T-dualized brane configuration. We have the corresponding brane configurations,

\[10\text{Walls in this theory are being analyzed by David Tong. Similar non-normalizable moduli parameter for wall solutions was discussed in a simpler model [58].}

\[11\text{We would like to thank Yuji Tachikawa for pointing this out.}\]
if we replace D2-branes by D4-branes occupying 01267 and D4-branes by D6-branes occupying 0134567 in Fig 3. First pull out all the D6-branes to the spatial infinity at \( x^2 = +\infty \). Then there appear \( N_F - N_C \) semi-infinite D4-branes attached on the right of the right NS5-brane by the Hanany-Witten effect [22]. By rotating one of NS5-branes holomorphically in the \( v-w \) plane, where \( v = x^8 + ix^9 \) and \( w = x^3 + ix^4 \), the \( \mathcal{N} = 2 \) SUSY gauge theory reduces to \( \mathcal{N} = 1 \) SUSY gauge theory [59, 60]. In the field theory side this deformation corresponds to adding a large mass for the adjoint scalar field \( \Sigma \). Relation with the known results for walls [9, 10] in \( \mathcal{N} = 1 \) SUSY gauge theory would be an interesting subject. In particular the Seiberg duality is realized by exchanging rotated NS5-branes. Investigating implications of duality on walls is interesting.

**Direct derivation of the wall effective action.** It is desirable to replace kinky D-branes by other orthogonal straight D-branes connecting D\((p+4)\)-branes. This is because it immediately leads to the effective field theory on non-Abelian walls in the D-brane picture; If we could do this it would be possible to construct the moduli space for non-Abelian walls by the vacuum conditions on the effective theory as other solitons like instantons [28], monopoles [29] and vortices [4]. It might be possible to understand not only their dimensionality but also why the wall moduli space \( \mathcal{M}_\text{wall} \simeq G_{N_F,N_C} \) is a special Lagrangian submanifold of the Higgs branch \( \mathcal{M}_{\text{vacua}}^{M=0} \simeq T^* G_{N_F,N_C} \) in the massless limit. Also this may be related to the problem of gauge field localization, because the world-volume theory on D-branes contains localized gauge fields by its definition.

**Higher derivative corrections.** Let us discuss two points on higher derivative corrections. The first point is the higher derivative corrections coming from the Dirac-Born-Infeld (DBI) action on D\( p \)-branes. In the case of monopoles, BPS solutions in the field theory are not modified (up to some order) when the theory is promoted to the DBI action which includes higher derivative terms.\(^{12} \) Therefore they can be understood as solitons in the DBI theory called the BIons [61]. It is very interesting to investigate if wall solutions are also unchanged when we promote the theory to the DBI action and if we can interpret them as BIons with co-dimension one.

The second point is higher derivative corrections in the effective action on walls. The Manton’s effective theory on the non-Abelian walls was constructed as (5.5) in [13, 14] in the strong gauge coupling limit:

\[
\mathcal{L}_{\text{w}} = \frac{c}{8\pi^2} \int d^4\theta \int dy \log \det \Omega_{g \rightarrow \infty} = \frac{c}{8\pi^2} \int d^4\theta \int dy \log \det(H_0e^{2MgH_0^\dagger})
\]

(5.5)

where we have promoted the moduli matrix to \( D = 4, \mathcal{N} = 1 \) chiral superfield \( H_0(x, \theta, \bar{\theta}) \) satisfying \( \bar{D}_\theta H_0 = 0 \), and \( d^4\theta \) denotes integration over superspace.\(^{13} \) It is valid at low energies up to two derivative terms because it is constructed under the assumption of slowly moving collective coordinates. The higher derivative corrections to this action is expected to exist but they are not known in general. If we could realize walls by straight D-branes as stated above but not by kinky D-branes, higher derivative corrections to this action would be realized by the DBI action.

**Embedding to SUGRA.** Wall solutions for \( U(1) \) gauge theory in the strong gauge coupling limit were embedded into \( D = 5 \) SUGRA [62]. There it was shown that matter parts of solutions are not changed. These works may be extended to full kinky D-brane configuration in non-Abelian gauge theory and/or at finite gauge coupling constant, coupled with SUGRA. It would be interesting to investigate the AdS/CFT correspondence in these configurations.

\(^{12}\)We would like to thank K. Hashimoto.

\(^{13}\)For finite gauge coupling there exists \( 1/g^2 \) correction to this Kähler potential [59].
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