LOW-DOSE CT DENOISING USING A STRUCTURE-PRESERVING KERNEL PREDICTION NETWORK
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ABSTRACT

Low-dose CT has been a key diagnostic imaging modality to reduce the potential risk of radiation overdose to patient health. Despite recent advances, CNN-based approaches typically apply filters in a spatially invariant way and adopt similar pixel-level losses, which treat all regions of the CT image equally and can be inefficient when fine-grained structures coexist with non-uniformly distributed noises. To address this issue, we propose a Structure-preserving Kernel Prediction Network (StructKPN) that combines the kernel prediction network with a structure-aware loss function that utilizes the pixel gradient statistics and guides the model towards spatially-variant filters that enhance noise removal, prevent over-smoothing and preserve detailed structures for different regions in CT imaging. Extensive experiments demonstrated that our approach achieved superior performance on both synthetic and non-synthetic datasets, and better preserves structures that are highly desired in clinical screening and low-dose protocol optimization.

Index Terms— Image Denoising, Kernel Prediction Network, Low-dose CT

1. INTRODUCTION

Low-dose computed tomography (LDCT) is of great clinical importance to reduce radiation risk to patients in clinical screening and diagnosis. Extensive efforts have been made to develop computational approaches for low-dose image reconstruction and denoising. Examples include sinogram filtering [1,2], iterative reconstruction [3-5], and image post-processing [6-8] algorithms. However, these studies tend to show a slow computational convergence with over-smoothing appearances. Furthermore, preserving high-quality image characteristics is still challenging from noisy inputs and corresponding CT-based interpretation is yet to be elucidated.

Recent deep learning approaches have demonstrated their superiority for LDCT denoising and post-processing. For example, Chen et al. proposed RED-CNN [9] with convolution and deconvolution layers and skip connections for image denoising. Kang et al. [10] proposed applying U-net [11] for denoising on the wavelet coefficients. Despite advances, we recognize that over-smoothed outputs and potential artifacts are commonly seen in these studies. Existing CNN-based methods [9] [10] approximate the input-dependent and spatially variant mapping between noisy and ground truth images with an overcomplicated non-linear filter, constructed by a sequence of spatial invariant kernels and non-linear activation functions in convolution layers. When the noise distribution is close to uniform across the image, a sequence of convolution layers can give a close approximation of the desired mapping. It is known that CT images contain a relatively narrow span of contents representing specific regions of the human organs. However, the noise patterns are highly variant in different regions within an image and across different images. In addition, fine-grained structures are widely seen in the targeted normal dose CT (NDCT) images. It thus becomes increasingly challenging to perform accurate discrimination between these structures and the spatially variant noises.

Dispite CNN models can form more complicated mappings by increasing the number of filter channels and convolution layers, the efficiency of such an approximation approach remains questionable. Furthermore, during model training, these CNN networks usually apply the same loss to every pixel in the image. Such uniform losses guide the network towards the same objective for inputs with different characteristics, which can result in sub-optimal convergence and can cause over-smoothing, artifacts, and less detailed contents.

To address the above challenges, we propose a Structure-preserving Kernel Prediction Network, termed as StructKPN, to achieve strong performance on low-dose medical image denoising. Our approach draws inspiration by kernel prediction network (KPN) [12], a kernel-based network promises to gen-
generate a dedicated filter for every pixel of the input, offering superior ability for approximating input dependent filters. In our task, our analysis combines two key insights that (1) using kernel weights on pixels greatly improves local pattern consistency; (2) unlike applying non-linear transformations to the input image, our approach specializes in predicting kernel weights and makes the network input-dependent by nature. Furthermore, we introduce a novel structure-aware objective function by utilizing gradient statistics of local neighborhoods and assigning weights to different loss functions. We demonstrated that StructKPN can generate spatially-variant filters to significantly enhance noise removal in flat areas, prevent over-smoothing at sharp edges and preserve details in fine-structured regions of CT images.

2. METHODS

2.1. Kernel Prediction Network

In this work, we focus on the single frame LDCT denoising problem. To better estimate the spatially variant filters for the LDCT denoising problem, we adopt an efficient model based on Kernel Prediction Network (KPN). For an input image of height $H$, width $W$, instead of regressing the output pixels with one same network, KPN uses a deep network $F$ to generate a set of $k \times k$ kernels for each pixel position where $k = 2r + 1$ is the output kernel size, $r$ is the half kernel size. By applying the kernels to neighborhood patches of size $k \times k$, the output pixels are computed in the Local Convolution Layer as

$$
\hat{Y}_{m,n} = \hat{Q}(m, n, c) = \sum_{s=-r}^{r} \sum_{t=-r}^{r} \left[ X_{m-s-n-t} \times V_{m,n,(s+r)k+t+r+1} \right] (1)
$$

As can be seen in Eq. (1), KPN is explicitly input-dependent. Thus, the supervision for the kernels is directly depending on input, output and ground truth pixels, which makes KPN a suitable candidate to be guided by specially designed loss functions based on image gradient statistics, such as the one we will introduce in 2.2. Furthermore, since one can examine the denoising process by directly visualizing the output kernels, KPN is more interpretable than CNN networks, which is highly desired for clinical usage.

In this work, we use a KPN architecture with residual block structure to generate the kernel weights. The detailed network structure is shown in Fig. 1.
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Fig. 1. Overall structure of the kernel prediction network. Numbers on the top of the layers denote numbers of output channels. $3 \times 3$ and $1 \times 1$ denote the convolution layers with kernel size $3 \times 3$ and $1 \times 1$. G2 denotes convolution with 2 groups. Res denotes the residual blocks. LocalConv denotes the Local Convolution Layer that filters input pixels with dedicated kernels according to Eq. 1.
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Fig. 2. (a) An NDCT image from the NIH dataset. (e): The corresponding components of Structure-aware Loss that have the largest weight, where red, orange and gray represent L2, SSIM and L1 loss respectively. (b)(c)(d) show the enlarged regions marked in (a). The green arrows indicate where the kernels are taken for visualization. (f)(g)(h) show visualization of representative kernels produced by the proposed StructKPN in regions (b)(c)(d) respectively. At flat regions, StructKPN tends to smooth over a large neighborhood of the center pixel. At fine-grained structures, StructKPN enhances structure preservation by learning asymmetric filters that fit specific local structures.
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Fig. 3. Visual comparison on the NIH dataset. StructKPN recovers clearer details of the mesenteric vein, which is important for discriminating acute mesenteric ischemia from acute abdomen.
Table 1. Denoising performance (PSNR/SSIM) on the NIH dataset by different methods. Best results are displayed in bold.

| Dataset | LDCT | K-SVD | BM3D | WavResNet | RED-CNN | StructKPN |
|---------|------|-------|------|-----------|---------|-----------|
| NIH     | 27.93/0.829 | 31.11/0.860 | 31.48/0.871 | 32.32/0.876 | 32.35/0.887 | **32.56/0.893** |

2.2. Structure-aware Loss Function

To guide KPN to generate kernels according to different types of neighborhood, we design a structure-aware loss that combines three commonly-used losses based on neighborhood gradient statistics of NDCT images. Inspired by RAISR [13] which divides the image super-resolution problem into sub-problems for different local structures, we compute the gradient statistics: strength $\lambda$ and coherence $\mu$ for the patch $P_{m,n}$ of size $k_r$ surrounding every pixel position $(m, n)$ in the ground truth image:

$$
\lambda_{m,n} = \lambda_{1,m,n} \\
\mu_{m,n} = \frac{\sqrt{\lambda_{1,m,n} - \lambda_{2,m,n}}}{\sqrt{\lambda_{1,m,n} + \lambda_{2,m,n}}}
$$

where for the size $k_r \times k_r \times 2$ flattened 2D patch gradient matrix $G$, $\lambda_1, \lambda_2$ are its eigenvalues in decreasing order. Eigenvalues are computed using Singular Value Decomposition (SVD) in our implementation. Typically, for a pixel neighborhood patch, a large strength means abrupt changes of pixel values, which indicates clear structures in the patch. A large coherence suggests coherent directions in patches that contain edges or stripes. Accordingly, we categorize the patches into three types based on $\lambda$ and $\mu$: a) edges, having high strength and coherence, b) fine-grained structures, having high strength but lower coherence than edges, and c) flat regions, low in both strength and coherence.

For edges, good denoising should preserve the sharpness and direction of the edge. L2 loss, which increases the penalty for larger differences and reduces over-smoothing, is suitable for such type of patches. For fine-grained structures, we choose SSIM loss [14] to enhance the structural similarity between denoised images and ground truth. Following the findings by Zhao et.al [15] that using L1 loss in denoising tasks leads to less splotchy artifact than L2 and SSIM loss, we apply L1 loss to flat regions. For a pixel position $(x, y)$, the structure-aware loss is expressed as

$$
L_S(\hat{Y}, Y) = \sum_{m=1}^{H} \sum_{n=1}^{W} \frac{L_w(m, n) + L_1(\hat{Y}_{m,n}, Y_{m,n})}{2H \cdot W}
$$

$$
L_w(m, n) = \gamma_1 \cdot L_2(\hat{Y}_{m,n}, Y_{m,n}) + \gamma_2 \cdot L_1(\hat{Y}_{m,n}, Y_{m,n}) - \gamma_3 \cdot SSIM(P_{m,n}, Q_{m,n})
$$

where $Q_{m,n}$ is the NDCT patch corresponding to $P_{m,n}$, $\gamma_1, \gamma_2; \gamma_3$ are the sum-to-one weights for three loss components, and $\sigma_{L_2}, \sigma_{L_1}$ are constant hyper-parameters to control the relative importance of three losses. In this work, we choose $k_r = 11, \sigma_{L_2} = 1.8, \sigma_{L_1} = 0.35$. An illustration of the combination of three losses and the corresponding local structures is shown in Fig.2(a)-(e).

3. EXPERIMENTS AND RESULTS

3.1. Datasets

In this work, we utilize three datasets for evaluation. The 2016 NIH-AAPM-Mayo LDCT dataset [18] (denoted by NIH in the rest of the paper) contains 2378 aligned pairs of 3mm LDCT-NDCT images from ten patients with simulated noise. We use 1156 pairs from the first five patients as the training set, and the rest are reserved for evaluation. To assess the quality of denoised images, we compare the average peak signal to noise ratio (PSNR) and structural similarity index measure (SSIM) against NDCT images.

To further validate the generalization ability and clinical value of the proposed method, we used two additional non-synthetic image datasets for evaluation. Firstly, the PHANTOM dataset contains 15 sets of scans under varied radiation dose levels by different combinations of three tube voltages (80, 120, 140kV) and five tube currents (30, 90, 150, 210, 270mA). The scans are taken on a commercially available CT phantom that consists of the basic chest and epigastrial structures. The images with different radiation doses are well aligned. We choose radiation dose $d_{ND} = 270mA$ as

Fig. 4. Visual comparison on the DOSE dataset. The enlarged region contains a calcification in the left lobe of liver. The NDCT image is picked by the radiologist and only serves as a reference of desired beam-hardening effect recovery and texture of liver parenchyma as the NDCT is not perfectly aligned with LDCT. Compared to RED-CNN [9], StructKPN shows better beam-hardening effect recovery. K-SVD [8] and WavResNet [16] suffer from artifacts, and BM3D [17] has severe over-smoothing.

$$
[\gamma_1, \gamma_2, \gamma_3] = \text{Softmax}([\mu_{m,n} * \sigma_{L_2}, \sigma_{L_1}, \lambda_{m,n}])
$$

where $Q_{m,n}$ is the NDCT patch corresponding to $P_{m,n}$, $\gamma_1, \gamma_2; \gamma_3$ are the sum-to-one weights for three loss components, and $\sigma_{L_2}, \sigma_{L_1}$ are constant hyper-parameters to control the relative importance of three losses. In this work, we choose $k_r = 11, \sigma_{L_2} = 1.8, \sigma_{L_1} = 0.35$. An illustration of the combination of three losses and the corresponding local structures is shown in Fig.2(a)-(e).
3.2. Baseline Methods

We choose four methods to compare with our proposed model. Two of them are classical methods that do not require training data. K-SVD [20] generates denoised image patches by linear combinations of an overcompleted low-rank dictionary obtained from the noisy image. Block Matching 3D Filtering (BM3D) [21] is a nonlocal self-similarity method that groups similar 2D patches into 3D groups and performs linear transforms. For selecting the hyperparameters of BM3D and K-SVD, we follow [17] and [8] respectively. RED-CNN [9] and WavResNet [16] are two neural network baselines that adopt residual encoder-decoder and wavelet domain CNN.

3.3. Results and Analysis

On the NIH dataset, our method performs favorably against the baseline methods (see Table 1). Visually, BM3D and K-SVD have severe over-smoothing problems. As in Fig 5, the proposed StructKPN recovers clearer veins, whereas RED-CNN and WavResNet produce more blurry results.

We also perform visual analysis for the DOSE dataset. Since the LDCT and NDCT images were from CT scans at different dates, no aligned LDCT-NDCT pair can be obtained. Nevertheless, the quality of reconstructed images can be qualitatively assessed with corresponding LDCT images as Fig 4.

On the PHANTOM dataset, StructKPN results in better performance on different radiation doses (see Fig 5). Due to both the spatially invariant filter architectures and the uniform pixel-level loss functions, RED-CNN and WavResNet perform denoising less effectively when the LDCT voltage and current are high, resulting in over-smoothed images. In contrast, StructKPN has good denoising performance when testing on various radiation doses under low and high LDCT voltages and currents. The explicitly input-dependent design of KPN and the Structure-aware loss enable the proposed method to produce robust denoising filters without requiring massive training datasets that cover all the radiation doses in the test data. We provide representative visual comparisons in the supplementary materials.

3.4. The Effectiveness of Structure-aware Loss

We conduct an ablation experiment to study the effectiveness of using the structure-aware loss function for guiding the network towards better behavior at different types of regions. As seen in Table 2, adopting the structure-aware loss improves the performance for both RED-CNN and KPN models, whereas KPN gains more increase in PSNR, which is probably due to the supervision signals that are directly propagated to the KPN’s predicted kernels. Visual comparison is shown in Fig 6, where after applying the structure-aware loss, the liver texture is closer to the NDCT image and less blurry.

4. CONCLUSION AND DISCUSSION

In this work, we have proposed StructKPN, an efficient approach that combines kernel prediction network and a structure-aware non-uniform loss function to exploit the spatially-variant characteristics for LDCT denoising. Both quantitative and qualitative evaluations on synthetic and non-synthetic LDCT datasets provide superior performance.

Table 2. Denoising performance (PSNR/SSIM) by RED-CNN and KPN models trained with different loss functions. L1 denotes the L1 loss. $L_S$ denotes the structure-aware loss described in [22].

| Model           | RED-CNN+L1 | RED-CNN+L_S | KPN+L1 | KPN+L_S |
|-----------------|------------|-------------|--------|---------|
| NIH             | 32.35/0.887| 32.42/0.890 | 32.45/0.888 | 32.56/0.893 |

Fig. 5. Denoising performance of different methods on the PHANOMOM dataset under different LDCT tube voltages and currents. In all experiments of the three tube voltages, the CT images under tube current 270mA and the corresponding tube voltages are used as NDCT images for computing the PSNR.

Fig. 6. (a): A ground truth image in NIH dataset, (b): enlarged LDCT image, (c): enlarged NDCT image, and the denoising results by (d) RED-CNN [9] with L1 loss, (e) RED-CNN with $L_S$, (f) KPN with L1 loss (g) KPN with $L_S$.

NDCT current. Secondly, the DOSE dataset [19] contains 60 scans from 30 patients who enrolled in a population-based lung cancer screening. The patients received preoperative NDCT scans within a month after the LDCT scans, therefore accurately anatomical correspondence could not be provided in the dataset. Nevertheless, we invite radiologists to examine the dataset and pick image pairs that contain organ parts with close correspondence that are important for diagnosis.
against prior methods, revealing strong structure preservation and noise removal capability of StructKPN. By evaluating on datasets under various radiation doses, we show that StructKPN trained with public synthetic data can be used for robust denoising of real LDCT images.
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A. DISCUSSION ON KPN KERNEL SIZE

In this section we discuss the effect of denoising kernel size, the major hyperparameter of KPN, on the LDCT denoising performance. As can be seen in the table below, when the kernel size is small, the denoising filter is not expressive enough, and when kernel size is too large, the performance gain is negligible while the model has more parameters and can be harder to train.

| k   | NIH   |
|-----|-------|
| 15  | 32.50/0.890 |
| 19  | 32.55/0.893 |
| 21  | 32.56/0.893 |
| 23  | 32.58/0.894 |
| 27  | 32.53/0.891 |

B. ADDITIONAL VISUAL RESULTS

In this section we include additional visual comparisons of different methods on DOSE, PHANTOM and NIH datasets and provide qualitative analysis on clinically important regions.

Fig. 7. Visual comparison on DOSE dataset. The NDCT image is picked by the radiologist and only serves as a reference as it is not perfectly aligned with LDCT. StructKPN results in better recovery of streaking artifacts caused by photon starvation and beam-hardening effect around bones.
**Fig. 8.** Visual comparison on DOSE dataset. StructKPN results in more realistic and uniform liver parenchyma texture, more sharpened lesion edge, less painterly rendering sensation and quantum noise.

**Fig. 9.** Visual comparison on PHANTOM dataset with LDCT voltage 80kV and tube current 90mA by different methods. Severe stripe artifacts can be seen in the BM3D [17] result. StructKPN results in better preservation of edge sharpness and more consistent texture.
**Fig. 10.** Visual comparison on PHANTOM dataset with LDCT tube current 90mA by different methods. StructKPN results in better noise removal and more consistent texture.

| Method      | PSNR/SSIM   |
|-------------|-------------|
| BM3D        | 25.48/0.812 |
| WavResNet   | 25.62/0.825 |
| RED-CNN     | 26.09/0.829 |
| StructKPN   | 26.38/0.832 |

**Fig. 11.** Visual comparison on PHANTOM dataset with LDCT tube current 30mA by different methods. StructKPN results in better noise removal and fewer artifacts.

| Method      | PSNR/SSIM   |
|-------------|-------------|
| BM3D        | 24.49/0.834 |
| WavResNet   | 24.23/0.817 |
| RED-CNN     | 24.89/0.834 |
| StructKPN   | 26.07/0.843 |
Fig. 12. Visual comparison on NIH dataset. StructKPN recovers clearer vein details, which is important for discriminating acute mesenteric ischemia from acute abdomen.