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Abstract

We provide a unified method for obtaining upper bounds for certain functional integrals appearing in quantum mechanics and non-relativistic quantum field theory, functionals of the form $E[e^{\mathcal{A}_T}]$, the (effective) action $\mathcal{A}_T$ being a function of particle trajectories up to time $T$. The estimates in turn yield rigorous lower bounds for ground state energies, via the Feynman-Kac formula. The upper bounds are obtained by writing the action for these functional integrals in terms of stochastic integrals. The method is illustrated in familiar quantum mechanical settings: for the hydrogen atom, for a Schrödinger operator with $1/|x|^2$ potential with small coupling, and, with a modest adaptation of the method, for the harmonic oscillator. We then present our principal applications of the method, in the settings of non-relativistic quantum field theories for particles moving in a quantized Bose field, including the optical polaron and Nelson models.

1 Introduction

The intent of this article is to provide simple upper bounds on moment-generating functions arising from problems in elementary quantum mechanics and non-relativistic quantum field theories. The bounds are applicable to Feynman-Kac expectations $E_x[\exp(-\int_0^T V(s, X_s)ds)]$ in quantum mechanics, with $E_x[\cdot]$ expectation with respect to $d$-dimensional Brownian motion $X_s$ starting at $x$. ($E^0$ will be written as $E$.) The bounds are also applicable to problems involving non-relativistic particles interacting with a quantized Boson field. After integrating out the field variables, one typically encounters expectations of the sort

$$E_x^\theta \left[ \exp \left( \int_0^T \int_0^t f(t-s)/|X_s^{(i)} - X_s^{(j)}|^\theta \, ds \, dt \right) \right],$$

in which particle $i$ interacts with its past trajectory or that of another particle $j$. The bounds are valid for all times $T \geq 0$, including $T \to \infty$. It will be important to us in applications that the bounds be log-linear in time $T$, $T \to \infty$, in order that energy expressions $-\lim_{T \to \infty} \frac{1}{T} \ln(E[\cdot])$ be finite.

The basic strategy for obtaining these bounds in both quantum mechanical and quantum field theoretic applications is twofold. First, one writes the argument of the exponential, i.e., the action, as its expectation plus a “fluctuating” part, the latter represented by a stochastic integral. Provided the action is an $L^2$-functional, it can be decomposed in this manner, with the integrand of the stochastic integral determined with the aid of the Clark-Ocone formula. Second, one then uses a martingale argument to bound the moment generating functional for the stochastic integral, typically in terms of a new action less singular than that of the initial problem. We do not claim that the strategy is altogether new; but we believe that a succinct
description of it, together with an investigation into the efficacy of the resulting bounds in a wide range of applications, is useful.

Perhaps the simplest illustration of the applicability of these bounds is the case of the hydrogen problem with Hamiltonian

$$H_\alpha = -\frac{\Delta}{2} - \frac{\alpha}{|x|}$$

acting in $L^2(\mathbb{R}^3)$. The method shows that the Feynman-Kac expression

$$E \left[ \exp \left( \int_0^T \frac{\alpha}{|X_t|} \, dt \right) \right]$$

is bounded above by $\exp(2\sqrt{2/\pi}T^{1/2} + \alpha^2T/2)$ for all $\alpha \geq 0$ and $T \geq 0$. We note that this expression has the correct asymptotic behavior for small $T$, and that it provides a lower bound for the ground state energy by Feynman-Kac. This lower bound is sharp:

$$\inf \text{spec } H_\alpha = -\frac{\alpha^2}{2} = -\lim_{T \to \infty} \frac{1}{T} \ln \left( E \left[ \exp \left( \int_0^T \frac{\alpha}{|X_t|} \, dt \right) \right] \right)$$

(see section 3.1). The method accommodates Hamiltonians with potentials having different powers of $|x|$ including the critical case $V = -\alpha|x|^{-2}$ in $d \geq 3$ dimensions, $\alpha$ suitably small, as well as situations where $\alpha$ is replaced by a time-dependent function (see section 3.2).

Another elementary example to be discussed is the use of a stochastic integral representation applied to the harmonic oscillator of quantum mechanics. The result is another derivation of a Cameron-Martin formula, meaning here an exact expression for the functional integral yielding the ground state energy of the harmonic oscillator [3] (see also [12, 26]). Rather than simply writing the action as its expectation plus a stochastic integral however, the strategy is to solve a Hamilton-Jacobi-like equation for the action appearing in the functional integral, the action still involving a stochastic integral. Discussion of the harmonic oscillator has been placed at the end of the article so that its analysis may be contrasted with the method described above (see the appendix, section A.3). We have included this example with its adaptation, suggesting a way of sharpening the method in specific applications.

To illustrate the method as it applies in non-relativistic quantum field theory, we consider the case of the optical polaron model of H. Fröhlich [9], a simple model of a non-relativistic electron interacting with the phonons of an ionic crystal. Its Hamiltonian takes the form

$$H_\alpha \equiv p^2/2 + \sum_{k \in \mathbb{R}^3} a_k^\dagger a_k + \frac{\sqrt{\alpha}}{2\sqrt{4\pi}} \int_{k \in \mathbb{R}^3} \frac{1}{|k|} (a_k e^{ikx} + a_k^\dagger e^{-ikx}) \, dk,$$

where $\alpha$ is a dimensionless constant, $x$ is in $\mathbb{R}^3$, $p = -i\nabla$, and the $a_k$ and $a_k^\dagger$ are Boson annihilation and creation operators that satisfy $[a_k, a_k^\dagger] = \delta(k - k')$. Of interest to us will be Feynman’s functional integral

$$E \left[ \exp \left( \frac{\alpha}{\sqrt{2}} \int_0^T \int_0^t e^{-\theta s} \, ds \, dt \right) \right],$$

which is of the form $\left[ \left[ \delta_x \otimes \Omega_0, e^{-\theta H_0} \mathbb{1} \otimes \Omega_0 \right] \right]$ with $f(t) = \alpha e^{-t/\sqrt{2}}$ and $\theta$ equal to 1. This expression is equal to the formal semigroup matrix element $\langle \delta_x \otimes \Omega_0, e^{-tH_0} \mathbb{1} \otimes \Omega_0 \rangle = \Omega_0$, where $\Omega_0$ is the ground state of the Boson field and $\mathbb{1}$ is the function identically equal to 1 on $\mathbb{R}^3$; $\left[ \left[ \delta_x \otimes \Omega_0, e^{-tH_0} \mathbb{1} \otimes \Omega_0 \right] \right]$ is obtained from the matrix element by integrating out the Bose field variables. The limit

$$-\lim_{T \to \infty} \frac{1}{T} \ln \left[ \langle \delta_x \otimes \Omega_0, e^{-tH_0} \mathbb{1} \otimes \Omega_0 \rangle \right]$$

then yields the ground state energy of the polaron. We obtain $-\alpha - \alpha^2/4$ as a lower bound for this energy, which is correct to leading order in $\alpha$ for small $\alpha$ and is off from the known behavior $\sim -0.109\alpha^2$ [5, 18] by a factor of about 2.5 for large $\alpha$. The method is applicable to the multipolaron case as well, see [1, 2, 8]. See section 3.3 for more details.
Finally, we consider an application of our method to analyzing the Feynman-Kac expression
\[
E \left[ \exp \left( \alpha \sum_{m,n} \int_0^T \int_{k \in \mathbb{R}^3} \frac{1}{\omega(k)} e^{ik(X_m^t - X_n^s)} e^{-\omega(k)(t-s)} \chi_A(k) \, dk \, ds \, dt \right) \right]
\]
(1.8)
for the Nelson model [23], a model for \(N\) nucleons interacting with a scalar meson field, with Hamiltonian
\[
\sum_{n=1}^N \frac{p_n^2}{2} + \int_{k \in \mathbb{R}^3} \omega(k) a_k^{\dagger} a_k \, dk + \sum_{n=1}^N \sqrt{\alpha} \int_{k \in \mathbb{R}^3} \frac{\chi_A}{\omega(k)} (e^{ikx_n} a_k + e^{-ikx_n} a_k^{\dagger}) \, dk.
\]
(1.9)
Here \(\omega(k) = \sqrt{k^2 + \mu^2}\), where \(\mu \geq 0\) is the meson mass. An ultraviolet cutoff \(\chi_A = 1_{|k| \leq \Lambda}\) has been imposed in the particle-field interaction term, for otherwise the Hamiltonian would not be bounded below. The functional integral (1.8) is analogous to (1.6) for the polaron.

In E. Nelson’s initial, remarkable work [22] on his models, the effective action was expanded into a sum of terms: a deterministic integral, logarithmically divergent as the ultraviolet cutoff is removed, and additional integrals, including single and double stochastic integrals, which are convergent as the ultraviolet cutoff is removed. He then provided bounds on the moment-generating functions for these additional terms. This work was superseded by his later work [24] on the models, in which he employed a Gross transformation to carry out the renormalization and show the existence of a regularized Hamiltonian by then perhaps more transparent and familiar operator-theoretic methods.

Recently, Gubinelli, Hiroshima and Lörinczi [11] have revisited Nelson’s stochastic integral approach for massive Nelson models or models with an additional infrared cutoff via stochastic integrals, giving a complete construction of a regularized Hamiltonian, as well as greatly clarifying his original approach. For small coupling they also uncover an effective attractive Yukawa-like potential between particles. They write the effective action for the models in terms of stochastic integrals much in the spirit of Nelson’s original work, but using now well-developed methods for estimating the moment-generating function for these integrals, e.g., the Girsanov formula, (closely related to the martingale argument we employ). In the analysis of (1.8), one encounters further expectations of the sort (1.1) given in the introductory paragraph with \(1 < \theta < 2\). Our Theorem 2.2 provides a bound on such expectations, log-linear in time \(T\), for large \(T\). The connection of Theorem 2.2 with the work of Gubinelli et al., appears in section 3.4.

To give an overview, section 2 presents three theorems bounding the moment-generating functions for simple effective actions of particles interacting with their past trajectories and with those of other particles. Section 3 gives applications of the bounds to the models of quantum mechanics and non-relativistic quantum field theory previously mentioned. Section 4.1 presents the main ideas behind the proofs of the bounds. Section 4.2 completes the proofs of the theorems, and 4.3 outlines alternative approaches to estimating functional integrals. An appendix provides introductory but sufficient material on Malliavin calculus and the Clark-Ocone formula for our needs, ancillary lemmas used in the proof of the theorems, and the harmonic oscillator application.

We have taken care to estimate the constants in our theorems, particularly their dependence on the coupling function \(f(t)\), the exponent \(\theta\), and the spatial dimension \(d\), in order to test the theorems numerically in specific applications. The method certainly accommodates other forms for the actions, e.g., Yukawa- or Cauchy-like potentials. Finally, we remark that the bounds we obtain are of special utility in understanding both the effective attraction between particles and the question of stability of non-relativistic quantum field-theoretic Hamiltonians as a function of the number of particles. These applications will be addressed elsewhere.

## 2 Theorems

In this section, because of their similarity, our main results are stated together. We emphasize again that the bounds are log-linear in time \(T\) for large \(T\). In all of the following, \(T\) will be a fixed, finite, non-negative time; \(f\) will denote a measurable, non-negative function defined on \([0, T]\); \(\theta\) will be a number in \((0, 2)\); \(X\) and \(Y\) will denote independent, \(d\)-dimensional Brownian motions; and \(d\) will be an integer greater than 1. For a function \(g\), the norm \(||g||_{p,s}\), for \(1 \leq p \leq \infty\), will represent the \(L^p\) norm of the function \(g1_{[0,s]}\).
We will make use below of the following definition. For a measurable, non-negative function \( f \) on \([0, T]\), we define the \( * \)-operation as \( f_*(t) = \text{ess sup}_{t<s<T} f(s) \) - a non-increasing version of \( f \), with domain \([0, T]\). An application of \( * \) is the most natural way of turning an arbitrary non-negative function into a non-increasing one if one notices that \( f \) is (essentially) non-increasing if and only if \( f = f_* \) (a.e.). Notice also that this mapping stabilizes after a single application: \( f_{**} = f_* \), and that it behaves well under scaling: if \( \alpha > 0 \), \((\alpha f)_* = \alpha f_* \). The map will flatten out the bumps of the function, from right to left. Some of our theorems will make use of the \( * \)-operation, but the reader should always bear in mind that in most applications the function appearing will itself be non-increasing, and so \( f_* \) will be equal to \( f \) in these cases.

We will now state the main theorems. Theorem 2.1 concerns explicit estimates for the functional integrals for sub- and super-Coulomb potentials with generally time-dependent coupling. Theorem 2.2 is the analogue of Theorem 2.1 with double integration. Theorem 2.3 corresponds to Theorem 2.2 for the case of independent Brownian motions. The theorems will make use of certain \( \theta \)- and \( d \)-dependent coefficients, which we now define:

\[
A_\theta = \frac{2^{(3\theta-2)/(2-\theta)} \theta^\theta/(2-\theta)(2-\theta)}{(d-\theta)^{2\theta/(2-\theta)}}, \\
B_\theta = \frac{\theta \Gamma([(d-\theta)/2]}{(2\theta/2 \Gamma(d/2))}, \\
C_\theta = \frac{2^{(3\theta-2)/(2-\theta)} \theta^\theta/(2-\theta)(2-\theta)}{(d-1)^{2\theta/(2-\theta)}}, \\
D_\theta = \frac{\theta^{1/(2-\theta)} \Gamma([d-1]/2)](d-1)^{(2-2\theta)/(2-\theta)}}{2^{(6-5\theta)/(4-2\theta) \Gamma(d/2)}}. 
\]

**Theorem 2.1.** Let \( f \) be a non-negative measurable function. If \( 1 \leq \theta < 2 \),

\[
\sup_{x \in \mathbb{R}^d} E^x \left[ \exp \left( \int_0^T \frac{f(t)}{|X_t|^\theta} \, dt \right) \right] 
\]

is bounded above by

\[
\exp \left( A_\theta \|f_*\|_{1,T}^{2/(2-\theta)} + B_\theta \|f_*(t)/t^{\theta/2}\|_{1,T} \right),
\]

whereas if \( 0 < \theta \leq 1 \), it is bounded above by

\[
\exp \left( C_\theta \|f_*\|_{1,T}^{(2-2\theta)/(2-\theta)}\|f_*^{2/(2-\theta)}\|_{1,T} + D_\theta \left( \|f_*\|_{1,T}^2 \|f_*^{2}\|_{1,T}^{1/(1-\theta)/(2-\theta)} \right) \right). 
\]

(If \( \|f_*\|_{1,T} = 0 \), then \( f_* = f = 0 \) almost everywhere, and therefore the functional integral \(E\) is 1.) Moreover, for every \( 0 < \theta < 2 \), the supremum above is attained at \( x = 0 \).

**Theorem 2.2.** For a non-negative measurable function \( f \),

\[
E \left[ \exp \left( \int_0^T \frac{f(t-s)}{|X_t - X_s|^\theta} \, ds \, dt \right) \right] 
\]

is bounded above by

\[
\exp \left( A_\theta \int_0^T \|f_*\|_{1,t}^{2/(2-\theta)} \, dt + B_\theta \int_0^T \|f_*(s)/s^{\theta/2}\|_{1,t} \, dt \right)
\]

for \( 1 \leq \theta < 2 \), and by

\[
\exp \left\{ C_\theta \left( \int_0^T \|f_*\|_{1,t} \, dt \right)^{(2-2\theta)/(2-\theta)} \left( \int_0^T \|f_*^{2}\|_{1,t} \, dt \right)^{\theta/(2-\theta)} + D_\theta \left( \int_0^T \|f_*\|_{1,t} \, dt \right) \left( \int_0^T \|f_*^{2}\|_{1,t} \, dt \right)^{-1/(1-\theta)/(2-\theta)} \int_0^T \|f_*(s)/s^{1/2}\|_{1,t} \, dt \right\} 
\]
for $0 < \theta \leq 1$. (If $\int_0^T \| f \|_{1,T}^2 \, dt = 0$, then $f_* = f = 0$ almost everywhere, in which case (2.8) is 1.)

**Theorem 2.3.** If $f$ is a non-negative, measurable function,

$$\sup_{x,y \in \mathbb{R}^d} E^{x,y} \left[ \exp \left( \int_0^T \int_0^t f(t-s) \frac{|X_t - Y_s|}{\theta} \, ds \, dt \right) \right]$$

is bounded above by

$$\exp \left( 2^{\theta/(2-\theta)} A_\theta \| f \|_{1,T}^{2/(2-\theta)} T + 2^{-\theta/2} (1 - \theta/2)^{-1} B_\theta \| f \|_{1,T} T^{1-\theta/2} \right)$$

when $1 \leq \theta < 2$, and by

$$\exp \left( 2^{\theta/(2-\theta)} C_\theta \| f \|_{1,T}^{2/(2-\theta)} T + 2^{(4-3\theta)/2(2-\theta)} D_\theta \| f \|_{1,T}^{1/(2-\theta)} T^{1/2} \right)$$

when $0 < \theta \leq 1$.

### 3 Applications

#### 3.1 The hydrogen atom

Consider the hydrogen atom Hamiltonian

$$H = -\frac{\Delta}{2} - \frac{\alpha}{|x|}$$

acting in $L^2(\mathbb{R}^3)$, whose ground state energy is equal to

$$-\lim_{T \to \infty} \frac{1}{T} \ln \left\{ E \left[ \exp \left( \int_0^T \frac{\alpha}{|X_t|} \, dt \right) \right] \right\}.$$  

(3.2)

It is well known that the value above is $-\alpha^2/2$. A direct application of Theorem 2.1 with $f$ the constant $\alpha$ and $\theta$ equal to 1 yields the following bound, which is asymptotically sharp for large $T$:

$$E \left[ \exp \left( \int_0^T \frac{\alpha}{|X_t|} \, dt \right) \right] \leq \exp \left[ \frac{\alpha^2 T}{2} + \frac{2\sqrt{2}\alpha}{\sqrt{\pi}} T^{1/2} \right].$$

(3.3)

It should be stressed that this bound is for all $T$, and not just for large times. Note also that the upper bound captures both the correct long- and short-time behaviors: we have by Jensen’s inequality that

$$E \left[ \exp \left( \int_0^T \frac{\alpha}{|X_t|} \, dt \right) \right] \geq \exp \left( E \int_0^T \frac{\alpha}{|X_t|} \, dt \right) = \exp \left( \frac{2\sqrt{2}\alpha}{\sqrt{\pi}} T^{1/2} \right).$$

(3.4)

After one takes logarithms, this agrees with the right side of (3.3) to leading order in time $T$ for small $T$.

#### 3.2 The singular potential $1/|x|^2$

Consider the Hamiltonian

$$H = -\frac{\Delta}{2} - \frac{\alpha}{|x|^2}$$

acting in $L^2(\mathbb{R}^d)$, $d \geq 3$. This Hamiltonian is discussed in an elementary way in [4, 6]; see also [25, Sections X.1 and X.2] for a more thorough treatment. If $\alpha$ is sufficiently small, one can show by simple arguments (consisting of a completion of the square) that $H$ can be rewritten as $A^\dagger A$ for some operator $A$, and therefore that $H$ is positive for small $\alpha$. Moreover, since $H$ has the scaling property that the replacement $x \mapsto \lambda x$
leads to $\frac{1}{\alpha} H$, which is unitarily equivalent to $H$, the ground state energy ($\text{inf spec}(H)$) is zero for small $\alpha$. (This scaling property is unique to this particular potential.) Furthermore, for sufficiently large $\alpha$ one can construct a state with negative expectation under this Hamiltonian, and the scaling property then implies that $H$ cannot be bounded below. There is a critical threshold for $\alpha$, $\alpha_c = (d - 2)^2/8$, dividing these two cases. Our bounds are able to detect this sharp constant, at least in the following sense: Let $\mathcal{E}_\alpha$ be the ground state energy of the Hamiltonian

$$\Delta \frac{\alpha}{2} - \frac{\alpha}{|x|^2}$$

for $1 \leq \theta < 2$. By Theorem 2.1 we obtain,

$$\mathcal{E}_\alpha^\theta \geq -2^{(\theta-1)/(2-\theta)} (2 - \theta) \frac{\alpha}{|x|^2} \theta^\theta/2 (d - \theta)^{-2\theta/(2-\theta)} \alpha^{2/(2-\theta)},$$

and therefore (using $\mathcal{E}_\alpha^0 \leq 0$)

$$\lim_{\theta \to 2^-} \mathcal{E}_\alpha^\theta = 0$$

for $\alpha < \alpha_c$.

### 3.3 The polaron model

As another simple application of the bounds, consider the 1-electron polaron model, whose ground state energy is inferred from the large-time behavior of Feynman’s functional integral [7]

$$E \left[ \exp \left( \frac{\alpha}{\sqrt{2}} \int_0^T \int_0^t \frac{e^{-\alpha|X_t - X_s|}}{\sqrt{T - t}} ds dt \right) \right],$$

which, by Theorem 2.2 is bounded by $e^{(\alpha + \alpha^2/4)T}$. This implies that the ground state energy is bounded below by $-\alpha - \alpha^2/4$. We emphasize that the expectation is with respect to normalized Brownian motion and corresponds to the Fröhlich Hamiltonian having kinetic energy operator $-\Delta/2$. This bound is comparable to, and a slight improvement of, Lieb and Yamazaki’s bound [19], which says that the ground state energy is bounded below by $-\alpha - \alpha^2/3$. It is also to be compared with the exact expression for large $\alpha$, $-0.109\alpha^2 + o(\alpha^2)$ [3] [18], the first term of which being the ground state energy of the Pekar functional [21] [16]. Also, by Jensen’s inequality, and as noted by Feynman [7],

$$E \left[ \exp \left( \frac{\alpha}{\sqrt{2}} \int_0^T \int_0^t \frac{e^{-\alpha|X_t - X_s|}}{\sqrt{T - t}} ds dt \right) \right] \geq \exp \left( \frac{\alpha}{\sqrt{\pi T}} \int_0^T \int_0^t \frac{e^{-\alpha|X_t - X_s|}}{\sqrt{(t-s)}} ds dt \right) \sim \exp \alpha T$$

for large $T$, and so to leading order in $\alpha$, $\alpha$ small, the ground state energy is bounded above by $-\alpha$.

The bounds can be applied to estimate the ground state energy of the bipolaron without inter-electronic repulsion (two electrons in a crystal lattice; see, for instance [8] Proof of Lemma 2, where a functional integral representation for this model is used). Its Hamiltonian is given by

$$\sum_{n=1}^2 \frac{\alpha^2}{2} + \sum_{n=1}^2 \frac{\alpha^2}{2^{2n+1}} \int \frac{1}{|k|} (e^{ikx} a_k + e^{-ikx} a_k^\dagger) dk,$$

with functional integral

$$E \left[ \exp \left( \frac{2\alpha}{\sqrt{2}} \int_0^T \int_0^t \frac{e^{-\alpha|X_t - Y_s|}}{|X_t - Y_s|} ds dt + \frac{\alpha}{\sqrt{2}} \int_0^T \int_0^t \frac{e^{-\alpha|X_t - Y_s|}}{|X_t - Y_s|} ds dt + \frac{\alpha}{\sqrt{2}} \int_0^T \int_0^t \frac{e^{-\alpha|Y_t - Y_s|}}{|Y_t - Y_s|} ds dt \right) \right].$$

Using Theorems 2 and 3 and Cauchy-Schwarz, we deduce that the expectation is bounded by

$$E \left[ \exp \left( \frac{4\alpha}{\sqrt{2}} \int_0^t \int_0^t \frac{e^{-\alpha|X_t - Y_s|}}{|X_t - Y_s|} ds dt \right) \right]^{1/2} E \left[ \exp \left( \frac{2\alpha}{\sqrt{2}} \int_0^T \int_0^t \frac{e^{-\alpha|X_t - Y_s|}}{|X_t - Y_s|} ds dt \right) \right]$$

$$\leq \exp \left( \alpha^2 T + \frac{2\alpha}{\sqrt{2}} T^{1/2} \right) \exp \left( \frac{(2\alpha + \alpha^2)}{\sqrt{2}} \right),$$

where

$$\exp \left( \frac{(2\alpha + \alpha^2)}{\sqrt{2}} \right),$$

(3.13)
which provides the lower bound $-2\alpha - 2\alpha^2$ for the bipolaron ground state energy. This result may be compared with an upper bound that is implicit in the analysis in [1], provided by the Pekar-Tomasevich functional: $-0.87\alpha^2$. For large $\alpha$, the disagreement of the lower bound provided here with this upper bound is the same as in the one-polaron case (a factor of about 2.5).

### 3.4 The Nelson models

The bounds are also applicable to functional integrals arising in the Nelson models. As noted in the introduction, Gubinelli, Hiroshima, and Lörinczi [11] also write the effective action for the Nelson models with ultraviolet cutoff (and with infrared cutoffs for the massless case) using stochastic integrals. These integrals converge as the ultraviolet cutoff is removed, ultimately resulting in the construction of a regularized Hamiltonian.

Regarding this work, however, we add the following remarks. Their expansion for the action includes one-particle self-interaction terms, slightly simplified here for expositional purposes, each of the form

$$Y^\tau \equiv \int_0^T \int_{t-\tau}^t \nabla_x \phi(X_t - X_s, t - s) \, ds \, dX_t,$$

(3.14)

with $\tau > 0$ fixed, $X_t$ a three-dimensional Brownian motion, and with

$$\phi(x, t) = \int_{\mathbb{R}^3} \frac{e^{-ikx - \omega(k)t}}{2\omega(k)(\omega(k) + k^2/2)} \, dk,$$

(3.15)

and dispersion $\omega(k) = \sqrt{p^2 + k^2}$. Their Lemma 2.10 in [11] provides a log-linear bound on the moment-generating functional for $Y^\tau$. To prove the bound, they first use Girsanov’s theorem (closely related to the proof of our Martingale Estimate Lemma; see the next section) to obtain the bound

$$E\left[e^{\alpha Y^\tau}\right] \leq E\left[e^{\gamma Q^\tau}\right]^{1/2},$$

(3.16)

for a suitable constant $\gamma = \gamma(\alpha, \tau)$, and

$$Q^\tau \equiv \int_0^T \int_s^{(s+\tau)\wedge T} |X_t - X_s|^{-\theta} \, dt \, ds,$$

(3.17)

with $1 < \theta < 2$. (Analogous expressions are obtained for the interaction terms between particles, but with $X_t - X_s$ replaced by $X^i_t - X^j_s$, $i$ and $j$ labeling the particles.) The authors then estimate $E\left[e^{\gamma Q^\tau}\right]$ by Jensen’s inequality,

$$E\left[e^{\gamma Q^\tau}\right] \leq \frac{1}{T} \int_0^T E\left[\exp \left(T\gamma \int_s^{s+\tau} |X_t - X_s|^{-\theta} \, dt\right)\right] \, ds,$$

(3.18)

and then state that the right side is log-linearly bounded (see their Eq.(2.39)). But since $\int_s^{s+\tau} |X_t - X_s|^{-\theta} \, dt$ is an unbounded random variable, its moment-generating functional cannot be log-linearly bounded in $T$; in fact, one can see by scaling and Feynman-Kac that this moment generating functional behaves as $\exp(cT^{1/(1-\theta/2)})$ for a suitable constant $c$, hence so does the right side of (3.18). The situation can be remedied, however. Application of Theorem 2.22 with $f(s) = \chi_{[0, \tau]}(s)$ gives the log-linear bound

$$E\left[e^{\gamma Q^\tau}\right] \leq \exp \left(c(1 + \gamma^2/(2-\theta))T\right),$$

(3.19)

for $c = c(\theta, \tau)$ a suitable constant. In particular, this argument confirms the authors’ log-linear bound on the moment-generating functional for $Y^\tau$ asserted in their Lemma (2.10).

In another application to the Nelson model, a judicious manipulation of the functional integral

$$E\left[\exp \left(\alpha \sum_{m,n=1}^N \int_0^T \int_0^t \int_{k \in \mathbb{R}^3} \frac{e^{ik(X^m_t - X^n_s)}e^{-\omega(k)(t-s)}\chi_A(k)}{\omega(k)} \, dk \, ds \, dt\right)\right],$$

(3.20)

gives a lower bound for the renormalized model, as a function of the number of particles $N$ and the coupling constant $\alpha$. More details about this will be provided in a future article.
4 Proof of the theorems

In the following, integrals \( \int \rho_t dX_t \), with \( X_t \) d-dimensional Brownian motion, are to be regarded as Itô integrals. Our analysis will make use of the Malliavin derivative \( D_u \). A brief primer of the derivative acting on elementary functionals and its extension to a larger class of functionals is included in the appendix. Some necessary real analysis issues are addressed there. We recall that given an \( \mathcal{F}_T \)-measurable functional \( A_T \) in \( L^2(\Omega) \), there exists a unique \( \mathbb{R}^d \)-valued adapted process \( \rho_t \) in \( L^2(\Omega \times [0,T]) \), the stochastic derivative of \( A_T \), such that

\[
A_T = E[A_T] + \int_0^T \rho_t dX_t.
\]  

4.1 Principal lemmas

The following lemma summarizes the key ideas underlying the functional integral bounds.

**Lemma 4.1. (Martingale Estimate Lemma)** Let a time \( T, 0 \leq T < \infty \) be given and let \( A_T \) be a real-valued, \( \mathcal{F}_T \)-measurable, \( L^2 \)-functional, and let \( \rho = \rho_t \) be its stochastic derivative. Then, if \( p > 1 \),

\[
E[e^{A_T}] \leq e^{E[A_T]} E\left[ \exp\left( \frac{p^2}{2} \int_0^T \rho_t^2 dt \right) \right]^{1-1/p}.
\]

(4.2)

Moreover, if \( \rho \) is in \( L^\infty(\Omega \times [0,T]) \), then

\[
E[e^{A_T}] \leq e^{E[A_T]} \exp\left( \frac{\|\rho\|_{L^\infty}^2 T}{2} \right).
\]

(4.3)

**Proof.** Since \( A_T \) is \( \mathcal{F}_T \)-measurable and in \( L^2 \), as noted above, it can be decomposed as \( A_T = E[A_T] + \int_0^T \rho_t dX_t \), so that by Hölder’s inequality, with \( p > 1 \),

\[
E[e^{A_T}] = E\left[ \exp \left( E[A_T] + \int_0^T \rho_t dX_t \right) \right]
= e^{E[A_T]} E\left[ \exp \left( \int_0^T \rho_t dX_t - \frac{p}{2} \int_0^T \rho_t^2 dt \right) \right] \exp\left( \frac{p}{2} \int_0^T \rho_t^2 dt \right)
\leq e^{E[A_T]} E\left[ \exp \left( \int_0^T p \rho_t dX_t - \frac{1}{2} \int_0^T (p \rho_t)^2 dt \right) \right]^{1/p} E\left[ \exp\left( \frac{p^2}{2} \int_0^T \rho_t^2 dt \right) \right]^{1-1/p}.
\]

(4.4)

The second factor in the last line is such that

\[
E\left[ \exp \left( \int_0^T p \rho_t dX_t - \frac{1}{2} \int_0^T (p \rho_t)^2 dt \right) \right] \leq 1,
\]

(4.5)

giving the first assertion of the lemma, Ineq. (4.2). To see that this latter inequality holds, one can use a simple stopping-time argument: Let \( \tau^{(n)} = \tau^{(n)}(\omega) = \inf\{t:0 \leq t \leq T\} \{t: \int_0^t \rho_s^2(\omega) ds \geq n\} \) or if \( \int_0^T \rho_s^2(\omega) ds < n \) let \( \tau^{(n)}(\omega) = T \). Then \( \tau^{(n)} \to T \), a.s., \( n \to \infty \), since \( \int_0^T \rho_s^2(\omega) ds \) is a.s. finite. Let \( \rho^{(n)} = \rho^{(n)}_s \) be \( \rho_s \) up to time \( \tau_n \), and equal to zero thereafter. Then \( M^{(n)}_t = \exp \left( \int_0^t p \rho_s^{(n)} dX_s - \frac{1}{2} \int_0^t (p \rho_s^{(n)})^2 ds \right) \) is a martingale for each \( n \) (by, e.g., Novikov’s criterion) and as a consequence has expectation 1 for all \( t \leq T \). Inequality (4.5) follows from an application of Fatou’s lemma; the left side is bounded by \( \lim_{n \to \infty} E[M^{(n)}_T] = 1 \).

The second assertion, inequality (4.3), follows by bounding \( \rho \) with its \( L^\infty \)-norm and then taking the limit \( p \to 1^+ \).

\[ \square \]
Remark. Both Nelson himself [22] and particularly Gubinelli et al. [11] (see the proof of their Lemma 2.10) use this inequality as well in their analysis of the Nelson model, in the case \( p = 2 \).

Also essential to the proofs is the following lemma: Let \( p_t(z) \) denote the \( d \)-dimensional heat kernel \( (2\pi t)^{-d/2} \exp(-z^2/2t) \).

**Lemma 4.2.** (Convolution Lemma) Let \( h \) be a bounded measurable function \([0, \infty) \to \mathbb{C} \). Then, for any \( 0 < \theta < 2 \),

\[
\int_0^\infty h(t) \int_{\mathbb{R}^d} \frac{p_t(y)(x - y)}{|x - y|^{\theta+2}} \, dy \, dt = a(\theta, |x|, h) \frac{x}{|x|^\theta},
\]

where

\[
|a(\theta, |x|, h)| \leq \frac{2\|h\|_\infty}{\theta(d - \theta)}.
\]

**Proof.** It can be directly verified that

\[
\frac{1}{|x|^2} = \frac{(2\pi)^{d/2}}{2^d \Gamma(\theta/2)} \int_0^\infty s^{(d-\theta-2)/2} p_s(x) \, ds,
\]

and so,

\[
\begin{align*}
\int_0^\infty h(t) \int_{\mathbb{R}^d} \frac{p_t(y)(x - y)}{|x - y|^{\theta+2}} \, dy \, dt &= -\frac{1}{\theta} \int_0^\infty h(t) \nabla_x \int_{\mathbb{R}^d} \frac{p_t(y)}{|x - y|^{\theta}} \, dy \, dt \\
&= -\frac{(2\pi)^{d/2}}{2^d \Gamma(\theta/2) \theta} \int_0^\infty h(t) \nabla_x \int_{\mathbb{R}^d} p_t(y)p_s(x - y)s^{(d-\theta-2)/2} \, dy \, ds \\
&= -\frac{(2\pi)^{d/2}}{2^d \Gamma(\theta/2) \theta} \int_0^\infty h(t) \int_{\mathbb{R}^d} s^{(d-\theta-2)/2} p_{t+s}(x) \, ds \\
&= -\frac{(2\pi)^{d/2}}{2^d \Gamma(\theta/2) \theta} \int_0^\infty h(t) x \int_0^\infty \int_0^\infty h(t|x|^2) s^{(d-\theta-2)/2} \frac{1}{t + s} p_{t+s}(1) \, ds \, dt = a(\theta, |x|, h) \frac{x}{|x|^\theta}.
\end{align*}
\]

where the substitutions \( t \mapsto |x|^2 t \) and \( s \mapsto |x|^2 s \) were made in the last line. Now, \( a(\theta, |x|, h) \) may be bounded in absolute value from above as

\[
\frac{\|h\|_\infty}{2^d \Gamma(\theta/2) \theta} \int_0^\infty \int_0^\infty s^{(d-\theta-2)/2} e^{-1/(2(t+s))} g(t) \, ds \, dt,
\]

and, with the substitution \( u = 1/(2(t+s)) \) for \( t \), this becomes

\[
\frac{2^{d/2} \|h\|_\infty}{2^d \Gamma(\theta/2) \theta} \int_0^\infty \int_0^{1/(2u)} s^{(d-\theta-2)/2} e^{-u} u^{d/2-1} \, du \, ds
\]

\[
= \frac{2^{d/2} \|h\|_\infty}{2^d \Gamma(\theta/2) \theta} \int_0^\infty \int_0^{1/(2u)} s^{(d-\theta-2)/2} e^{-u} u^{d/2-1} \, du \, ds
\]

\[
= \frac{2^{d/2} \|h\|_\infty}{2^d \Gamma(\theta/2) \theta} \int_0^\infty \frac{2 e^{-u} u^{d/2-1}}{(d-\theta)(2u)^{d-\theta/2}} \, du = \frac{2 \|h\|_\infty}{\theta(d - \theta)},
\]

which proves the assertion. \( \square \)

### 4.2 Proofs of the theorems

#### 4.2.1 Proof of Theorem 2.1

Let \( \mathcal{A}_T = \mathcal{A}_t(f) = \int_0^T f(t) \, dx + x^\theta \, dt \). Since \( f \leq f_* \) almost everywhere, \( E[\exp(\mathcal{A}_T(f))] \leq E[\exp(\mathcal{A}_T(f_*))] \); we can thus assume that \( f \) is non-increasing. We may also assume that \( f \) is bounded. This last condition will be relaxed at the end of the proof. With these assumptions, \( f = f_* \) and \( \|f\|_{\infty,T} < \infty \).
Note that $A_T$ is an $L^2(\Omega)$-functional; the multiple integral $E[A_T^2]$, which has a non-negative integrand, can be estimated using the Markov property of Brownian motion and the maximality lemma A.3 of the appendix. The computations are similar to those in the proof of the Convolution Lemma and so are omitted. The main idea of the proof then is to use the Martingale Estimate Lemma, first computing the expectation of $A_T$ and then estimating its conditioned Malliavin derivative.

Let $^*$ denote the symmetric decreasing rearrangement operation, applied to a function $[17]$. (This is not to be confused with $^*$, although they are somewhat related, since in one dimension the outcomes can look similar in some cases.) Then, since for positive functions $u, v \int uv \leq \int u^*v^*$, and by Fubini,

$$E\left[ \int_0^T \frac{f(t)}{|X_t + x|^q} dt \right] = \int_0^T f(t) E\left[ \frac{1}{|X_t + x|^q} \right] dt = \int_0^T f(t) \int_{\mathbb{R}^d} \frac{1}{|y + x|^q} p_t(y) dy dt$$

$$\leq \int_0^T f(t) \int_{\mathbb{R}^d} \left( \frac{1}{|y + x|^q} \right)^* p_t(y) dy dt = \int_0^T f(t) \int_{\mathbb{R}^d} \left( \frac{1}{|y|^q} \right) p_t(y) dy dt$$

$$= \Gamma \left( \frac{d-q}{2} \right) \left( \frac{2}{q/2} \right) \int_0^T f(t) \frac{1}{t^q/2} dt. \quad (4.12)$$

In the remainder, we will first assume that $1 \leq \theta < 2$. The stochastic derivative of $A_T, \rho$, is computed as its conditioned Malliavin derivative, here a $d$-dimensional vector, which may be estimated as

$$|E[D_u A_T | F_u]| = \left| E\left[ D_u \int_0^T \frac{f(t)}{|X_t + x|^q} dt | F_u \right] \right|$$

$$= \left| \theta \int_u^T f(t) \int_{\mathbb{R}^d} \frac{(X_u + x) - y}{|(X_u + x) - y|^{q+2}} p_{s-u}(y) dy dt \right|$$

$$= \left| \theta \int_0^{T-u} f(t+u) \int_{\mathbb{R}^d} \frac{(X_u + x) - y}{|(X_u + x) - y|^{q+2}} p_t(y) dy dt \right|$$

$$\leq 2\left\| f(\cdot + u) \right\|_{\mathbb{R}^d,T-u} \left( \frac{2}{(d-\theta)|X_u + x|^q-1} \right) = 2\left\| f(u) \right\|_{\mathbb{R}^d,T-u} \left( \frac{2}{(d-\theta)|X_u + x|^q} \right). \quad (4.13)$$

In going from the third to the fourth line, we have used the Convolution Lemma. Going from the first line to the second is formally clear, but this step requires justification for bringing the derivative $D_u$ through the $\int dt$ integral, and then differentiating a singular integrand. The argument involves mollifying the integrand and approximating the integral by a Riemann integral. See the appendix for a sketch of the argument. Therefore, with $C \equiv 2p^2/(p-1)(d-\theta)^2$, we get, from the Martingale Estimate Lemma,

$$E[e^{A_T}] \leq e^{E[A_T]} E \left[ \exp \left( C \int_0^T \frac{f(t)^2}{|X_t + x|^{2q-2}} dt \right)^{1-1/p} \right]. \quad (4.14)$$

Now, we use Young’s inequality, $ab \leq a^q/q + b^r/r$ for non-negative $a$ and $b$, and $q$ and $r$ conjugate ($q^{-1} + r^{-1} = 1$) as follows:

$$\frac{Cf(t)^2}{|X_t + x|^{2q-2}} = \frac{Cf(t)}{r^{1/r}} \cdot \frac{f(t)^{1/r}}{|X_t + x|^{2q-2}} \leq \frac{C}{r^{q/r}} \left( \frac{f(t)^{1/r}}{|X_t + x|^{2q-2}} \right)^q + \frac{f(t)}{|X_t + x|^{(2\theta-2)r}}. \quad (4.15)$$

Then, with $(2\theta-2)r = \theta$ and $q$ equal to the conjugate of $r$, we obtain

$$E[e^{A_T}] \leq e^{E[A_T]} E \left[ \left( D_\theta \int_0^T f(t)^{2/(2-\theta)} dt \right)^{1-1/p} \right] \exp \left( \frac{f(t)}{|X_t + x|^q} \right). \quad (4.16)$$

with $D_\theta = \frac{2-\theta}{\theta} \left( \frac{\theta}{2(\theta-1)} \right)^{-2(\theta-1)/(2-\theta)} C^{\theta/2(\theta-1)}, \ (D_1 = C)$, i.e.,

$$E[e^{A_T}] \leq e^{E[A_T]} \exp \left[ (p-1)D_\theta ||f^{2/(2-\theta)}||_{1,T} \right]. \quad (4.17)$$
In this last step it was assumed that \( E[e^{A_T}] \) is finite. It is easy to see why this is true. First note that if \( \theta = 1 \), then equation (4.14) shows that \( E[e^{A_T}] \) is finite. If \( 1 < \theta < 2 \), a finite number of applications of the bound (4.14) will lower the exponent in the denominator to a number in \([0,1]\). If the number lies in \((0,1)\), an argument involving Young’s inequality (see below, in this same proof) will raise the exponent to 1, in which case finiteness will be concluded. Setting now \( p = \theta \), in order to minimize \((p - 1)D^{\theta/(2-\theta)}\), completes the proof of the theorem for \( \theta \geq 1 \).

If \( 0 < \theta < 1 \), we compare with the \( \theta = 1 \) case by using Young’s inequality, as mentioned above, this time picking \( q = 1/(1 - \theta) \), \( r = 1/\theta \), \( a = f^{1/\theta}/(\varepsilon^{\theta}r^{1/r}) \), \( b = f^{1/\theta}/r^{1/r}\varepsilon^{\theta}/|X_t + x|^\theta \), to get

\[
E \left[ \exp \left( f(t) \int_0^T \frac{1}{|X_t + x|^\theta} dt \right) \right] 
\leq \exp \left( \frac{(1 - \theta)\theta^{\theta/(1-\theta)}}{\varepsilon^{\theta/(1-\theta)}} \int_0^T f(t) dt \right) E \left[ \exp \left( \varepsilon \int_0^T \frac{f(t)}{|X_T + x|^\theta} dt \right) \right].
\] (4.18)

But by the \( \theta = 1 \)-case above, this is in turn bounded by

\[
\exp \left( \frac{(1 - \theta)\theta^{\theta/(1-\theta)}}{\varepsilon^{\theta/(1-\theta)}} \|f\|_{1,T} + \frac{2\varepsilon^2}{(d - 1)^2} \|f\|_{2,T}^2 + \frac{\Gamma((d - 1)/2)\varepsilon}{2^{1/2}\Gamma(d/2)} \int_0^T \frac{f(t)}{t^{1/2}} dt \right).
\] (4.19)

This concludes the proof in the case of a non-increasing, bounded function \( f \). Suppose now that \( f \) is again non-increasing, but this time unbounded. Then \( f \) must be infinite on an interval \([0,S]\), and finite otherwise. If \( S > 0 \), then all the norms on the right hand side of the inequality we are proving are infinite, and therefore the assertion is true. If \( S = 0 \), then one may truncate \( f \) by considering the family of functions \( f_a(t) = f(t) \) if \( a \leq t \leq T \) and \( f_a(t) = f(a) \) if \( 0 \leq t \leq a \). Then \( f_a \) is bounded and non-increasing for all \( 0 < a \leq T \). The assertion then follows by applying the result for bounded and non-increasing functions and then taking the limit \( a \to 0^+ \). This is justified by monotone convergence. The final part of the theorem follows from an optimization in \( \varepsilon \) of the first two terms in equation (4.19) (leading to \( \varepsilon = \theta^{1/(2-\theta)} ((d - 1)^2\|f\|_{1,T}/(4\|f\|_{2,T}^2))^{(1-\theta)/(2-\theta)} \)). The statement concerning maximality is proven in the appendix. □

4.2.2 Proof of Theorem 2.2

The proof in this case is very similar to that of the previous theorem. Here the action is given by \( A_T = \int_0^T \int_0^t f(t-s) \frac{1}{|X_t - X_s|^\theta} ds dt \). We again assume that \( f \) is non-increasing and bounded. This restriction may be eliminated in the way detailed in the previous proof, and an explanation of how this is done in this case will be omitted. We will again consider first the case \( 1 \leq \theta < 2 \) and then \( 0 < \theta < 1 \). One can check that \( A_T \) is indeed in \( L^2(\Omega) \). The use of the Martingale Estimate Lemma is again the main component of the proof. We then determine \( E[A_T] \):

\[
E[A_T] = \int_0^T \int_0^t f(t-s) E \left[ \frac{1}{|X_t - X_s|^\theta} \right] ds dt = \int_0^T \int_0^t f(t-s) \int_{\mathbb{R}^d} \frac{1}{|y|^\theta} p_{t-s}(y) dy ds dt
\]

\[
= \frac{1}{(2\pi)^{d/2}} \int_0^T \int_0^t \frac{f(t-s)}{(t-s)^{\theta/2}} \int_{\mathbb{R}^d} e^{-y^2/2} |y|^\theta dy ds dt
\]

\[
= \frac{|\mathbb{S}^{d-1}|}{(2\pi)^{d/2}} \int_0^T \int_0^t \frac{f(t-s)}{(t-s)^{\theta/2}} \int_0^\infty e^{-r^2/2r^{d-1-\theta}} dr ds dt
\]

\[
= \frac{\Gamma((d - \theta)/2)|\mathbb{S}^{d-1}|}{2^{\theta/2} \Gamma(d/2)} \int_0^T \int_0^t \frac{f(t-s)}{(t-s)^{\theta/2}} ds dt
\]

\[
= \frac{\Gamma((d - \theta)/2)|\mathbb{S}^{d-1}|}{2^{\theta/2} \Gamma(d/2)} \int_0^T \int_0^t \frac{f(t-s)}{s^{\theta/2}} ds dt = K \int_0^T \int_0^t \frac{f(t-s)}{s^{\theta/2}} ds dt.
\] (4.20)
Next, we proceed to compute the stochastic derivative $\rho$ of $A_T$, which, as before, will be equal to $E[D_uA_T|F_u]$:

$$E[D_uA_T|F_u] = -\theta \int_u^T \int_0^u f(t-s) E \left[ \frac{(X_t - X_s)}{|X_t - X_s|^\theta + 2} \bigg| F_u \right] ds \, dt$$

$$= -\theta \int_u^T \int_0^u f(t-s) \left[ \frac{(X_t - X_u) + (X_u - X_s)}{|(X_t - X_u) + (X_u - X_s)|^\theta + 2} \right] ds \, dt$$

$$= -\theta \int_u^T \int_0^u f(t-s) \int_{\mathbb{R}^d} \frac{y + (X_u - X_s)}{|y + (X_u - X_s)|^\theta + 2} \rho_{t-u}(y) \, dy \, ds \, dt$$

$$= \theta \int_0^T \int_u^T f(t+u-s) \int_{\mathbb{R}^d} \frac{(X_s - X_u) - y}{|(X_s - X_u) - y|^\theta + 2} \rho_1(y) \, dy \, ds \, dt$$

$$= \theta \int_0^T \|f(t+u-s)\|_{\infty,T-u} a(\theta, |X_s - X_u|, 1_{[0,T-u]}) \frac{X_s - X_u}{|X_s - X_u|^\theta} \, ds,$$  \hspace{1cm} (4.21)

where the convolution lemma was used in the last line. The first line requires justification: The derivative has been brought through the double integral and then acted upon a singular integrand. The step is justified by considering limiting mollified actions analogous to those discussed in the appendix for the single integral case. Proceeding, we use the inequality

$$\|f(t+u-s)\|_{\infty,T-u} = \operatorname{ess \sup}_{t \in [u-s,T-s]} f(t) \leq f_s(u-s) = f(u-s),$$  \hspace{1cm} (4.22)

and Cauchy-Schwarz, to get

$$|E[D_uA_T|F_u]| \leq \frac{2}{d-\theta} \int_0^u \frac{f(u-s)}{|X_u - X_s|^\theta - 1} ds \leq \frac{2}{d-\theta} \|f\|_{1,u}^{1/2} \left( \int_0^u \frac{f(u-s)}{|X_u - X_s|^{2\theta - 2}} ds \right)^{1/2}.$$  \hspace{1cm} (4.23)

The Martingale Estimate Lemma tells us then that

$$E \left[ \exp \left( \int_0^T \int_0^t \frac{f(t-s)}{|X_t - X_s|^\theta} ds \, dt \right) \right] \leq \exp \left( K \int_0^T \int_0^t \frac{f(s)}{s^{\theta/2}} ds \, dt \right) E \left[ \exp \left( \frac{2p^2}{(d-\theta)^2 (p-1)} \int_0^T \int_0^u \|f\|_{1,u}^{1/2} \frac{f(u-s)}{|X_u - X_s|^{2\theta - 2}} ds \, du \right) \right]^{1-1/p}$$

$$\equiv \exp \left( K \int_0^T \int_0^t \frac{f(s)}{s^{\theta/2}} ds \, dt \right) E \left[ \exp \left( L \int_0^T \|f\|_{1,u}^{1/2} \int_0^u \frac{f(u-s)}{|X_u - X_s|^{2\theta - 2}} ds \, du \right) \right]^{1-1/p},$$  \hspace{1cm} (4.24)

which shows in particular that $E[\exp(A_T)]$ is finite, as noted in the proof of the previous theorem. We now proceed as before, using Young’s inequality, assuming that $\theta \geq 1$:

$$L \int_0^T \|f\|_{1,u} \int_0^u \frac{f(u-s)}{|X_u - X_s|^{2\theta - 2}} ds \, du \leq \frac{2 - \theta}{\theta} \left( \frac{\theta}{2(\theta - 1)} \right)^{2(\theta - 1)/(2-\theta)} L^{\theta/(2-\theta)} \int_0^T \|f\|_{1,u}^{2/(2-\theta)} \, du$$

$$+ \int_0^T \int_0^u f(u-s) \frac{|X_u - X_s|^\theta ds \, du.}$$  \hspace{1cm} (4.25)

We obtain finally

$$E \left[ e^{A_T} \right] = E \left[ \exp \left( \int_0^T \int_0^t \frac{f(u-s)}{|X_t - X_s|^\theta} ds \, dt \right) \right]$$

$$\leq \exp \left( pK \int_0^T \|f(s)/s^{\theta/2}\|_{1,t} dt + (p-1)c_0 L^{\theta/(2-\theta)} \int_0^T \|f\|_{1,t}^{2/(2-\theta)} dt \right).$$  \hspace{1cm} (4.26)
with \( c_\theta = \frac{2-\theta}{\theta} \left( \frac{\theta}{2(\theta-1)} \right)^{2(\theta-1)/(2-\theta)} \), \( c_1 = 1 \). We pick \( p = \theta \) to minimize \( (p-1)L^{\theta/(2-\theta)} \), and the result follows, again for \( \theta \geq 1 \).

Now, assume that \( 0 < \theta < 1 \). Again applying Young’s inequality to the action and comparing with the \( \theta = 1 \) case, we get

\[
E[e^{At}] = E \left[ \exp \left( \int_0^T \frac{f(t-s)}{|X_{t-s}|^\theta} ds \right) \right] \\
\leq \exp \left( (1-\theta)\theta^{\theta/(1-\theta)} \varepsilon^{-\theta/(1-\theta)} \int_0^T \|f\|_{1,t} dt \right) E \left[ \exp \left( \varepsilon \int_0^T \frac{f(t-s)}{|X_{t-s}|^\theta} ds \right) \right] \\
\leq \exp \left\{ (1-\theta)\theta^{\theta/(1-\theta)} \varepsilon^{-\theta/(1-\theta)} \int_0^T \|f\|_{1,t} dt + \frac{\Gamma((d-1)/2)}{2^{1/2}\Gamma(d/2)} \varepsilon \int_0^T \|f(s)/s^{1/2}\|_{1,t} dt \right\}.
\]

(4.27)

The parameter \( \varepsilon \) is now chosen to minimize the sum of the first two terms (\( \varepsilon \) having the same numerical coefficient as the \( \varepsilon \) of the previous proof). This completes the proof for \( 0 < \theta < 1 \).

4.2.3 Proof of Theorem 2.3

We proceed as in the proof of [8, Lemma 2]: With a simple change of variable \( u = t-s \),

\[
E \left[ \exp \left( \int_0^T \frac{f(t-s)}{|X_{t-s}+(x-y)|^\theta} ds \right) \right] = E \left[ \exp \left( \int_0^T f(u) \int_0^{T-u} \frac{ds}{|X_{u+s}-(x-y)|^\theta} du \right) \right] \\
= E \left[ \exp \left( \frac{1}{\|f\|_{1,T}} \int_0^T f(u) \int_0^{T-u} \frac{\|f\|_{1,T}}{|X_{u+s}-(x-y)|^\theta} ds du \right) \right] \\
\leq \frac{1}{\|f\|_{1,T}} \int_0^T f(u) E \left[ \exp \left( \int_0^T \frac{\|f\|_{1,T}}{|X_{u+s}-(x-y)|^\theta} ds \right) \right] du,
\]

(4.28)

where Jensen’s inequality is used from the second to the last line. This last line can be written as

\[
\frac{1}{\|f\|_{1,T}} \int_0^T f(u) E \left[ \exp \left( \int_0^T \frac{\|f\|_{1,T}}{|X_{u}+(X_{u+s}-(x-y))|^\theta} ds \right) \right] du \\
= \frac{1}{\|f\|_{1,T}} \int_0^T f(u) E \left[ \exp \left( \int_0^T \frac{\|f\|_{1,T}}{|X_{u}+\sqrt{2W^u_s}+(x-y)|^\theta} ds \right) \right] du,
\]

(4.29)

where \( W_s^u \equiv \frac{1}{\sqrt{2}} (X_{u+s} - X_u - Y_s) \) is, for fixed \( u \), a standard \( d \)-dimensional Brownian motion independent of \( X_u \). By the maximality result in the second part of the appendix, the above is bounded simply by

\[
E \left[ \exp \left( \frac{\|f\|_{1,T}}{2^{\theta/2}} \int_0^T \frac{ds}{|W_s|^\theta} \right) \right].
\]

(4.30)

An application of Theorem 2.1 completes the proof of Theorem 2.3 with the role of \( f \) played by the constant \( 2^{-\theta/2}\|f\|_{1,T} \) on the interval \([0,T]\). \( \square \)

Remark. This theorem can certainly be proved in the manner of the first two theorems. To give a glimpse of what is involved, the expectation term in the Clark-Ocone formula can be computed by a direct application
of the Hardy-Littlewood-Sobolev inequality:

\[
E^{x,y} [\mathcal{A}_T(f, X, Y, \theta)] = E \left[ \int_0^T \int_0^t \frac{f(t-s)}{|X_t - Y_s + (x-y)|^\theta} ds \right] \\
= \int_0^T \int_0^t \int_0^t \int_0^t f(t-s)p_t(a)p_s(b) \, da \, db \, ds \, dt = \int_0^T \int_0^t \int_0^t \int_0^t \int_0^t f(t-s)p_t(a-x)p_s(b-y) \, da \, db \, ds \, dt \\
\leq C_{HLS}(\theta) \int_0^T \int_0^t f(t-s)\|p_t\|p_s\|_p \, ds \, dt = C_{HLS}(\theta)p^{-d/p}(2\pi)^{-d/2q} \int_0^T \int_0^t f(t-s) \frac{1}{t^{d/2q}s^{d/2q}} \, ds \, dt, \tag{4.31}
\]

where \( C_{HLS}(d, \theta) \) is the Hardy-Littlewood-Sobolev constant \(^{[17]}\) with \( p \) determined by \( 2/p + \theta/d = 2 \), \( q \) is conjugate to \( p \), and \( p_t \) is the heat kernel. The conditioned Malliavin derivative of the action can be estimated similarly. But the resulting estimate of the coefficient of \( T \) in the exponential is smaller (better) via the Jensen's inequality approach used here than via the martingale approach, the former proof making better use of the independence of the two Brownian motions. For this reason, and because of its simplicity, we present only the proof given above which does, however, use Theorem \([2.1]\).

### 4.3 Remarks on alternative approaches to double integral estimates

There are alternative approaches to estimating the moment-generating functions for the actions considered in this article, for instance the self-attacting case

\[
\mathcal{A}_T = \int_0^T \int_0^t \frac{f(t-s)}{|X_t - X_s|^\theta} ds \, dt \tag{4.32}
\]

(the action of Theorem \([2.2]\)), particularly methods drawing on the work on self-intersecting (renormalized) local times \([27]\) for planar Brownian motion, c.f., Le Gall \([13, 15]\), and Marcus and Rosen \([20]\). Le Gall's method, adapted to our purposes, begins by decomposing the upper triangular region of integration \( R \equiv \{(s, t) : 0 \leq s \leq t \leq T\} \) into an infinite union of disjoint dyadic squares

\[
R = \bigcup_{n \geq 1} \bigcup_{k=1}^{2^{n-1}} R_{n,k}, \tag{4.33}
\]

with

\[
R_{n,k} = \left\{ (s, t) : \frac{2k-2}{{2^n}} T < s \leq \frac{(2k-1)T}{{2^n}}, \quad \frac{(2k-1)T}{{2^n}} < t \leq \frac{2kT}{{2^n}} \right\}, \tag{4.34}
\]

\( k = 1, 2, \ldots, 2^{n-1} \), so that in an obvious notation,

\[
\mathcal{A}_T = \sum_{n \geq 1} \sum_{k=1}^{2^{n-1}} \mathcal{A}(R_{n,k}) \\
= \sum_{n \geq 1} \sum_{k=1}^{2^{n-1}} \int_{R_{n,k}} f(t-s) \frac{1}{|X_t - X_s|^\theta} ds \, dt. \tag{4.35}
\]

Note that for fixed \( n \), the \( \mathcal{A}(R_{n,k})'s, k = 1, \ldots, 2^{n-1} \) are i.i.d. Assuming a suitable (approximate) scaling relation for \( f \), one can then relate \( \mathcal{A}(R_{n,k}) \) to \( \mathcal{A}(R_{1,1}) \). An application of Hölder's inequality for an infinite product gives an upper bound on \( E[\exp \mathcal{A}_T] \) in terms of the moment-generating function \( E[\exp(\alpha \mathcal{A}(R_{1,1}))] \) for \( \mathcal{A}(R_{1,1}) \). Estimating the latter expectation, in which \( s \) and \( t \) essentially stay away from each other, presents simpler, although non-trivial, tasks. For \( f \) integrable, one can use conditioning with respect to \( \mathcal{F}_{T/2} \), Feynman-Kac for Schrödinger operators, and then operator and differential equation methods to estimate \( E[\exp \mathcal{A}_T] \). Note that Le Gall also provides a lower bound for the exponential moment of \( \mathcal{A}_T \). By contrast, the stochastic integral approach provides a fairly direct route for bounding \( E[\exp \mathcal{A}_T] \) from above, particularly its log-linear behavior in \( T \). (We would like to thank D. Brydges for calling our attention to this alternative approach.)
In the event that the function $f$ extends to a symmetric $(f(t) = f(-t))$ positive definite function, one may construct a simple lower bound to the exponential moment of the self-attracting action (4.32), valid for large time $T$ and agreeing at least in the large coupling regime with the upper bound presented above (Theorem 2.2). Since $1/|x|^\theta$ is itself positive definite, it follows from Young’s inequality that

$$A_T = \int_0^T \int_0^t \frac{f(t-s)}{X_t - X_s} ds dt$$

$$\geq \int_{y \in \mathbb{R}^d} \int_0^T \int_0^T \frac{f(t-s)\xi(y)}{|X_t - y|^\theta} dy ds dt$$

$$- \frac{1}{2} \int_0^T f(t-s) ds dt \int_{y \in \mathbb{R}^d} \int_{x \in \mathbb{R}^d} \frac{\xi(x)\xi^*(y)}{|X_t - x|^\theta} dx dy$$

$$= 2\|f\|_1 \int_0^T \int_{y \in \mathbb{R}^d} \frac{\xi(y)}{|X_t - y|^\theta} dy dt - \|f\|_1 T \int_{y \in \mathbb{R}^d} \int_{x \in \mathbb{R}^d} \frac{\xi(x)\xi^*(y)}{|X_t - x|^\theta} dx dy + o(T)$$

for any $\xi$ (and with $\|f\|_1 = \int_0^\infty |f(t)| dt$). Thus, by Feynman-Kac,

$$E [e^{t\mathcal{V}}]$$

$$\geq \exp \left( -\|f\|_1 T \int_{y \in \mathbb{R}^d} \int_{x \in \mathbb{R}^d} \frac{\xi(x)\xi^*(y)}{|X_t - x|^\theta} dx dy + o(T) \right) E \left[ \exp \left( -\int_0^T \mathcal{V}(X_t) dt \right) \right]$$

$$\simeq \exp ( -TE_{f,\theta} )$$

(4.37)

where $\mathcal{V}_{\xi}(x) = 2\|f\|_1 \frac{1}{|x|^\theta} \xi(x)$, $\xi$ is chosen optimally (ultimately as $\psi^2$, see below), and $E_{f,\theta}$ is given by a Pekar functional in complete analogy with the optical polaron case (alluded to in subsection 3.3),

$$E_{f,\theta} = \inf_{\{\psi: \|\psi\|_2 = 1\}} \left( \frac{1}{2} \int_{\mathbb{R}^d} |\nabla \psi|^2 dx - \|f\|_1 \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \frac{\psi(x)^2\psi(y)^2}{|x-y|^\theta} dx dy \right).$$

(4.38)

We note here that $E_{f,\theta}$ scales as $\|f\|_1^{2/(2-\theta)}$, in agreement with the scaling of the first term in the upper bound provided by Theorem 2.2. (We thank E. Lieb for this argument as it pertains to the polaron case. See also [5], where positive definiteness of $f$ was used to obtain a lower bound on the functional integral.)
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Appendix

A.1 Introduction to Malliavin calculus and the Clark-Ocone formula

The following is intended as a self-contained introduction to the elements of Malliavin calculus used throughout the article. A standard reference for it is [24]. The framework consists of the finite time horizon Wiener space $(\Omega, \mathcal{F}_T, P)$, with $\Omega = C([0,T])$; $\mathcal{F}_T = \sigma(X_t : 0 \leq t \leq T)$, where $X$ is the standard $d$-dimensional Brownian motion on $\Omega$, namely $X_t(\omega) = \omega(t)$; and $P$ is Wiener measure. A real-valued function $F$ in $L^2(\Omega)$ is called a Brownian functional. For a Brownian functional $F$ which is $\mathcal{F}_T$ measurable, there is a unique $\mathbb{R}^d$-valued, adapted $L^2$-process $\rho = \rho_t$ such that

$$F = E[F] + \int_0^T \rho_t dX_t.$$  \hspace{1cm} (A.1)

This, in a sense, is a “fundamental theorem of calculus” for Brownian functionals. We call $\rho_t$ the stochastic derivative of $F$. The theorem is stated and proved in standard references on stochastic analysis, such as [12] Section 3.4]; see also [24] and [13].
Despite the appeal of the formula (A.1), it is not clear at the outset how one can calculate the stochastic derivative of a given function \( F \) in \( L^2(\Omega) \). There is, however, a particular class of functions for which it is possible to explicitly compute \( \rho_t \), which we now describe. Let \( H \) be the Hilbert space of square integrable \( \mathbb{R}^d \)-valued functions \( H = L^2([0,T], dt) \). Define the mapping \( H \to L^2(\Omega) \) given by
\[
g \mapsto W(g) \equiv \int_0^T g_t \, dX_t.
\] (A.2)
This mapping is an isometry onto a closed subspace of \( L^2(\Omega) \) and defines a Gaussian process on \( H \). In particular,
\[
E[W(g)W(h)] = (g, h)_H.
\] (A.3)
Armed with these notions, we now define \( S \) as the space of functions in \( L^2(\Omega) \) of the form
\[
F = f(W(g_1), \ldots, W(g_m)),
\] (A.4)
for some smooth function \( f : \mathbb{R}^m \to \mathbb{R} \) with polynomial growth and functions \( g_1, \ldots, g_m \) in \( H \). We define the Malliavin derivative operator \( D \) acting on functions in \( S \) and taking values in \( L^2(\Omega \times [0,T]) \) as follows: For \( F \) of the form (A.4), \( DF \) evaluated at a given time \( t \) is given by
\[
D_tF = \sum_{i=1}^n \frac{\partial f}{\partial x_i} (W(g_1), \ldots, W(g_m)) g_i(t).
\] (A.5)
It can be shown that \( D \) is a closable (unbounded) operator with domain \( S \). Finally, let us define \( \mathbb{D} \) as the subspace of \( L^2(\Omega) \) given by the square integrable functions \( F \) such that there is a sequence \( F_j \) in \( S \) that converges to \( F \) in \( L^2 \), and also with the property that \( DF_j \) is Cauchy (and therefore converges to an element in \( L^2(\Omega \times [0,T]) \)). \( \mathbb{D} \) amounts to the completion of \( S \) under the inner product
\[
(F, G) = E[FG] + E[(DF, DG)_H].
\] (A.6)
The fact that \( D \) is closable as an operator from \( S \) to \( L^2(\Omega) \) implies that \( D \) can be extended as an unbounded operator to all of \( \mathbb{D} \) as follows: \( DF = \lim_{j \to \infty} DF_j \), where \( F_j \) is any sequence such that \( F_j \to F \) in \( L^2 \) and \( DF_j \) is \( L^2(\Omega \times [0,T]) \)-Cauchy.

We are now in a position to state the formula that concerns us in this paper: For any \( F \) in \( \mathbb{D} \),
\[
F = E(F) + \int_0^T E(D_tF|\mathcal{F}_t) \, dX_t,
\] (A.7)
which provides a means for computing its stochastic derivative. This identity is called the Clark-Ocone formula.

The definition for a stochastic derivative given above, (A.5), is not of direct use in computing the stochastic derivatives of the actions encountered in this work, since they are typically not in \( S \). In all cases, however, the stochastic derivatives can be rigorously calculated. We sketch now, as an example, the computation of the stochastic derivative of a typical action we encounter in the text,
\[
\mathcal{A}_T = \int_0^T \frac{dt}{|X|^\theta},
\] (A.8)
which is in \( L^2(\Omega) \) for \( \theta < 2 \). Noting the obvious \( D_iX_s = 1 \) for \( t < s, = 0 \) otherwise, \( i = 1, 2, \ldots, d \), the Malliavin derivative of \( \mathcal{A}_T \) is given formally by
\[
D_t \mathcal{A}_T = -\theta \int_t^T \frac{X_s}{|X|^{\theta+2}} ds,
\] (A.9)
and is in \( L^2(\Omega \times [0,T]) \) for \( \theta < d/2 \), which may be seen by means of the Convolution Lemma. For \( \theta \) in this range, the derivative above is not merely formal but actually the right answer. This is justified if one
considers the limit $\varepsilon \to 0$ of mollified actions $A_T(\varepsilon) = \int_0^T (X_t^2 + \varepsilon^2)^{-\theta/2} dt$; the derivative comes through the integration in the mollified integrals by approximating them as Riemann sums. This implies, in particular, that $A_T$ is in $\mathbb{D}$ when $\theta < d/2$. However, if $\theta \geq d/2$, $D_t A_T$, as computed formally in (A.9), is not in $L^2(\Omega \times [0, T])$ – this can be verified again using the Convolution Lemma. Nevertheless, the conditioned derivative $E[D_t A_T | F_t]$, and which with some abuse of notation we continue to write in this manner, is again obtained as an $L^2$-limit of mollified derivatives, and is given by

$$-\theta \int_{y \in \mathbb{R}^d} \int_t^T \frac{y + X_t}{y + X_t^{\theta + 2}} p_{s-t}(y) \, ds \, dy. \quad (A.10)$$

This expression is bounded by $\text{const} \times |X_t|^{-\theta+1}$, again from the Convolution Lemma, and is indeed in $L^2(\Omega \times [0, T])$ for $\theta < 2$. Eq.(A.7) holds as well for $A_T$ via a straightforward dominated convergence argument using mollified actions. All other derivative computations in the text may also be justified in this way.

### A.2 Maximality of functional integrals at $x = 0$

This section of the appendix provides a proof of the maximality of

$$E^x \left[ \exp \left( \int_0^T f(t) \, dt \right) \right] \quad (A.11)$$

at $x = 0$, when $0 \leq \theta < 2$, $f$ non-negative. We will actually prove this for more general functionals. See Glimm and Jaffe [10] for basic formulae for Gaussian integrals.

**Lemma A.3.** Let $A$ and $B$ be $d$-dimensional positive definite matrices. Let

$$F(x) \equiv \int_{\mathbb{R}^d} \exp \left( -\langle y, Ay \rangle - \langle (x+y), B(x+y) \rangle \right) dy. \quad (A.12)$$

Then $\ln(F(x))$ is quadratic and concave in $x$ and maximal at $x = 0$.

**Proof.** By completing the square, one finds that

$$F(x) = \pi^{d/2} (\det(A + B))^{-1/2} \exp \left( \langle Bx, (A + B)^{-1} Bx \rangle - \langle x, Bx \rangle \right). \quad (A.13)$$

Since $A$ and $B$ are positive definite, $B \leq A + B$, $(A + B)^{-1} \leq B^{-1}$, and so $B(A + B)^{-1} B - B$ is negative definite.

Call $h(x)$ Gaussian definite provided that $h$ has an integral representation

$$h(x) = \int_0^\infty \hat{h}(s)e^{-sx^2} \, ds,$$

with $\hat{h}(s)$ non-negative. More generally $h$ could be of the form

$$h(x) = \int e^{-\langle x, A_s x \rangle} \, d\mu(s),$$

with $\{A_s\}$ a family of positive definite matrices, $\mu$ a positive measure. Then

**Lemma A.4.** Suppose that $h_1, h_2, \ldots, h_n$ are Gaussian definite functions of $x \in \mathbb{R}^d$. Then

$$F(x) = \int_{\mathbb{R}^d} \exp(-\langle y, Ay \rangle) \prod_{i=1}^n h_i(x + y) \, dy \quad (A.14)$$

is maximal at $x = 0$. 
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Proof. Write the product using the integral representations for the $h_i$'s and apply Fubini.

**Theorem A.5.** Let $V$ be a Gaussian definite potential. For any measurable, non-negative function $f$,

$$\sup_{x \in \mathbb{R}^d} E^x \left[ \exp \left( \int_0^T f(t)V(X_t)\,dt \right) \right] = E \left[ \exp \left( \int_0^T f(t)V(X_t)\,dt \right) \right]. \quad (A.15)$$

Proof. Expanding the exponential as a power series yields an infinite sum of integrals of terms of the form

$$E(V(X_{t_1}) \ldots V(X_{t_n})) = C \int e^{-(y,Ay)}V(y_1 + x) \ldots V(y_n + x)\,dy \quad (A.16)$$

for some $0 < t_1 < \ldots < t_n < T$, constant $C$, and positive matrix $A$. The result then follows from the previous lemma.

In particular, we have that $|x|^{-\theta}$ is Gaussian-definite for $0 \leq \theta \leq 2$, hence the maximality at $x = 0$ of expectations of the sort (A.11) considered in this article.

### A.3 Note on the harmonic oscillator

Here we provide a brief account of the 1-dimensional harmonic oscillator, and how our method can be modified to compute exactly the functional integral yielding its ground state energy. The result is a Cameron-Martin formula of which several proofs exist: see Cameron and Martin [3] (1945), and also [12, 26]. The derivation we provide here is simply an alternate route to their result.

The harmonic oscillator Hamiltonian is given by

$$H = -\frac{1}{2} \frac{d^2}{dx^2} + \frac{\omega^2}{2} x^2$$

with eigenvalues $E_n = (n + 1/2)\omega$, $n = 0, 1, \ldots$. Its Feynman-Kac action is thus

$$S_T = -\frac{\omega^2}{2} \int_0^T X_t^2\,dt. \quad (A.17)$$

Expanding this action via Clark-Ocone gives for example $E[S_T] = -\frac{\omega^2 T^2}{4}$, which is not log-linear, growing as $T^2$ rather than $T$ and unlikely to be helpful in estimating the ground state energy. But, with the quadratic potential, one can solve explicitly a Hamilton-Jacobi-like equation, albeit in integral form, for the stochastic integral integrand $\rho_T(s, \omega)$ given by the integral equation

$$S_T = \int_0^T \rho_T(s)\,dX_s - \frac{1}{2} \int_0^T \rho_T(s)^2\,ds + f(T) \quad (A.18)$$

so that

$$E[e^{S_T}] = e^{f(T)}E \left[ \exp \left( \int_0^T \rho_T(s)dx(s) - \frac{1}{2} \int_0^T \rho_T(s)^2\,ds \right) \right] = e^{f(T)}, \quad (A.19)$$

with the ground state energy $E_0 = -\lim_{T \to \infty} \frac{f(T)}{T}$.

Writing Eqs. (A.17) (A.18) in a Clark-Ocone expansion, we have that

$$E[D_sS_T|F_s] = -\omega^2 (T - s)X_s$$

$$= \rho_T(s) - \int_s^T E[\rho_T(t)D_s\rho_T(t)|F_s]\,dt, \quad (A.20)$$

and then, having determined $\rho_T(s)$, we set

$$f(T) = E[S_T] + \frac{1}{2} E \left[ \int_0^T \rho_T(s)^2\,ds \right]. \quad (A.21)$$
Because of the simple form of the quadratic potential, we make the ansatz \( \rho_T(s) = r(s, T)X_s \), with \( r(s, T) \) deterministic, so that (A.20) reduces to a deterministic integral equation

\[
-\omega^2(T - s) = r(s, T) - \int_s^T r(t, T)^2 dt
\]

(A.22)

with solution given by \( r(s, T) = \omega \tanh(\omega(s - T)) \). (Note that the integral equation (A.22) provides the boundary condition \( r(T, T) = 0 \).) Then \( f(T) \) is readily computed:

\[
f(T) = -\frac{1}{2} \ln (\cosh (\omega T)).
\]

(A.23)

From this one infers the ground state energy \( E_0 = \frac{\omega}{2} \) and, with some ingenuity, the higher eigenvalues \( E_n \) with \( n = 2, 4, ... \), as well.

The above calculations amount to a derivation of the transformation

\[
X_t \rightarrow X_t + \int_0^t \rho_T(s) ds = X_t + \omega \int_0^t \tanh(\omega(s - T))X_s ds.
\]

(A.24)

This is a special case both of the transformations constructed by Cameron and Martin in their derivation of Eq. (A.23) and for expectations in related time-inhomogeneous problems with quadratic potentials. They used differential equation methods, however, rather than stochastic integrals.
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