Classification of Electronic Nose Data Using the Least Squares Support Vector Machine
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Abstract—In this study, the response signals of three kinds of dry alfalfa volatile odors were collected by an electronic nose (E-nose), and the collected data were processed by principal component analysis (PCA) and linear discriminant analysis (LDA). A least squares support vector machine (LS-SVM) model was established to classify and evaluate the data. For the combined E-nose algorithm, the classification accuracies of the PCA-LS-SVM and LDA-LS-SVM models are 85% and 100%, respectively. LDA as the input model has better classification accuracy than the PCA-based model. The results show that the combination of the LDA and LS-SVM algorithms using an E-nose signal is effective in identifying different drying alfalfa. The performance of the LDA-based LS-SVM model is slightly higher than that of the PCA-based LS-SVM model. It can be concluded that the E-nose system combined with the LDA-based model has great potential to distinguish different dry alfalfa.

1. INTRODUCTION

Alfalfa, also referred to as perennial leguminous forage, or “forage crown”, not only produces a high yield but also exhibits good quality. This plant is not only good forage for livestock but also is a dish favored by consumers worldwide. Alfalfa is a high-quality food that can provide abundant protein. In addition to being used as feed, it can be directly eaten and has good nutritional, medical and health functions.

With the continuous improvement in people’s living standards, consumers have been paying more attention to the nutrition of healthy food. As a result, alfalfa is becoming increasingly popular among individuals. Every spring, many people eat the tender leaves of alfalfa, which are restricted for seasonal reasons. Only through dehydration and drying can alfalfa maintain its original quality, eating period and a fresh form to meet the requirements of consumers. The characteristics and quality of variously dried alfalfa products are different. The correct classification of dried alfalfa products in quality assurance is an important issue facing the commercial market.

Traditionally, hay classification usually uses sensory methods to determine observable characteristics, such as the color, odor, herbage species and inorganic hybrids, utilizes chemical methods to determine nutrient composition and uses digestibility tests to determine the solubility of the soluble content. The digestible nutrient content and aroma measurement technology gas chromatography–mass spectrometry (GC-MS), analysis) is usually used in production practice. Because these methods take a long time and are expensive, they also need special equipment and skilled operators with considerable experience. An electronic nose (E-nose) is a tool that imitates olfaction [8,9]. Using the chemical sensor array of the device, volatile substances can be detected and distinguished. Specifically, the device is designed to use...
a series of chemical sensors to detect and distinguish mixed substances [10]. The system can provide real-time information, which greatly facilitates the use of an E-nose to quickly monitor volatile components [11], and as a result, it can compensate for the shortcomings of traditional methods.

The E-nose system is designed to detect and distinguish complex volatile substances. The sensor group in the E-nose system consists of a series of nonspecific sensors that can generate fingerprint features of the sensor array. Aromatic patterns or fingerprints from known aromas are used to establish database systems and training models so that unknowns can be classified and identified[4]. E-nose technology has been successfully applied to agriculture [5], medicine [6], clinical diagnosis [10,11], environmental control [7] and other fields. During the past decade, E-nose technology has been mainly used to identify and analyze various food and agricultural products, such as milk [14], edible oil [15,16], beverages [12,13], fish [19], meat [17,18], vegetables [20,21], and fruits [22,23]. Current studies have mostly focused on the classification and recognition of tomatoes, peaches, citrus fruits, apples and other agricultural products. For animal husbandry, the classification of high-quality forage, grass products and livestock products has not been reported, and the real-time application and online recognition model based on E-nose technology has not yet been established. To solve this problem, the main work of this paper is as follows: first, the E-nose is used to collect the aroma data of different dry alfalfa, then principal component analysis (PCA) and linear discriminant analysis (LDA) are used to reduce the dimension, and finally, the least squares support vector machine (LS-SVM) model is established to evaluate the classification effect.

2. EXPERIMENTAL

2.1. Preparation of the Samples
First, three kinds of dry alfalfa, which were sun-dried, shady dried and mildewed, were selected from the laboratory of Inner Mongolia Agricultural University. Each dry alfalfa sample was ground into powder by a high-speed electric grinder, and then some impurities were removed by a 1 mm screen. Five grams of alfalfa powder were weighed and loaded into a 50 ml test tube. Thirty-five dry alfalfa samples were prepared for each kind, and a total of 105 samples were prepared. Finally, these samples were sealed with fresh-keeping film for the experiment.

2.2. Electronic Nose System
The experimental device is a metal oxide sensor (MOS) system based on an E-nose designed by PEN3 (Airsense Analytics, Germany) (Fig. 1). The system consists of five parts: a sample room, a sensor room, a data acquisition system, a control unit and a graphical user interface. Other parts in the system include pipes, electric valves and pumps. The sample chamber is a cylindrical 40 ml glass bottle, which is connected to the sensor room through an air diaphragm pump. Ten heating MOSs and temperature sensors are installed in the sensor room.

The measurement process is as follows: ambient air flows into and out of the sensor room for 240 seconds. This process ensures that the sensor chamber is free from any previous volatile interferences, while enabling the sensor to reach a stable baseline. The sample chamber is connected to the sensor chamber to absorb the sample odor into the sensor chamber for a period of 240 seconds. Then, the sensor room is swept for 240 seconds. During the measurement, the response signals of each sensor are recorded (Fig. 2). Ninety seconds is sufficient to stabilize the sensor. In this process, the volatile gas is pumped to the sensor room at a flow rate of 400 ml/min. The sampling interval is 1 second. At the end of the measurement, the average value of the last 5 seconds is selected as the characteristic variable. Therefore, each sample can extract 10 feature data points from the original sensor.
3. RESULTS

3.1. Principal Component Analysis (PCA)
PCA is suitable for data sets to identify different types of models. PCA applications convert the acquired nose data into two or three components to produce representative information data. The purpose of the transformation is to transform high-dimensional data into low-dimensional data to minimize the relevance of the original data set. The PCA diagram shows the similarities that are grouped together to extract functionality and reduce the dimensions. The results of the PCA are shown in Fig.3. From the PCA diagram, that different samples that belong to different categories exist independently. The first component explained 49.366% of the variance, the second component explained 20.688% of the variance, and the third component explained 17.117% of the variance. The cumulative contribution rate of the three components was 87.171%. There are overlapping phenomena on the edges of the three samples, but only individual samples are distributed separately. The results show that PCA cannot completely separate the three samples.
3.2. Linear Discriminant Analysis (LDA)

LDA is a commonly used method in the field of chemometrics and is widely used for classifying data. In our previous work, LDA was successfully used in various areas of classification. LDA aims to find a linear combination of the feature groups to represent the different types of interests. This functional combination is later used in combination with a linear classifier to perform the classification. However, for two types of separation cases, it was later defined as a multilevel classification case. Compared with complex classification, LDA has the advantages of simplicity and can ensure the accuracy of the model.

In the current work, a step-by-step LDA program is used to visualize the sample dispersion. This step-by-step discriminant method is used to select variables. In each step, the input variables, which can minimize the overall Wilks’ lambda distribution, include the maximum number of steps (20), the minimum partial F to be input (3.84), and the maximum partial F to be removed (2.71). As shown in Fig.4, two discriminant functions (LD) explain 100% of the total variance of the discriminant function (75.7% for the first and 24.3% for the second). It was found that three kinds of dry samples could be easily distinguished, and no overlap was found in all samples. Therefore, the LDA classification function is more effective than PCA.

3.3. Least Squares Support Vector Machine (LS-SVM)

As a nonlinear classification model, the (LS-SVM model is used) in this work. LS-SVM comes from the classification of two kinds of problems, in which LS-SVM can be considered as creating two sets of classification data of the hyperplane. If the linear boundary in a low-dimensional space is insufficient to divide into two categories, then a hyperplane can be created to allow linear partitioning into larger features. In LS-SVM, data are converted from low-dimensional space to high-dimensional space from the conversion function. The result is realized by the kernel function, which maps the indivisible data into the high-dimensional space and divides it into the high-dimensional space linearly. Generally, the LS-SVM model has three kernels: polynomial, Gaussian and sigmoid. Kernel functions have a great
impact on the LS-SVM performance. The functions of the three cores, namely, the Gaussian kernel function, are simple in structure and fast in operation. The Gaussian kernel function is usually the best choice. Therefore, only the Gaussian kernel function is tested, and its structure is a radial basis function (RBF), so it is called the RBF kernel function.

To optimize the performance of the model, two parameters ($\gamma$, $\sigma^2$) in the LS-SVM model must be optimized. In this experiment, for the LS-SVM classifier, cross-validation technology is used in combination with grid acquisition. The network searches for values in a specified area ($\gamma$, $\sigma^2$). Cross validation is used to avoid over fitting.

In the PCA-LS-SVM model, the optimal parameters specified by grid search are (20, 0.1). In the five-fold cross-validation procedure, the three-dimensional data sets are randomly divided into five equal parts. Four of them are selected for training and the remaining one is selected for testing. This process is repeated five times, and then the average value of the result is calculated as the classification accuracy. As shown in Fig. 5, the LS-SVM model can classify odor characteristics, and with PCA as the input, this model has a final classification accuracy of 95.238%. Further understanding shows that two dry samples were misclassified as sun-dried samples, six dry samples were misclassified as sun-dried samples, two moldy samples were classified as sun-dried samples, and a few of them were not identified. Therefore, it can be concluded that three kinds of dry alfalfa can be separated normally using odor characteristics.

In the LDA-LS-SVM model, the optimal parameters of the grid search are (10, 0.02). Similarly, two-dimensional data sets are divided into five equal parts, 20% of which are selected as tests, and the remaining 80% are selected as training. The process was repeated five times, with the average as the classification result. As shown in Fig. 6, three kinds of dried alfalfa, i.e., sun-dried, shade-dried and mildewed are distributed separately in a two-dimensional plane and can be completely separated. The results show that LDA can be used as input to separate the odor characteristics with a 100% accuracy.

![LS-SVM classification effect map based on PCA](image)
4. CONCLUSION
In this work, it is proven that an E-nose combined with the LS-SVM model can distinguish dry alfalfa of different qualities. A comparison of the classification results of the PCA and LDA shows that LDA-LS-SVM achieves the optimal discrimination results. The accuracy is 100%. This proves that LDA can extract the odor features of the classification. The LS-SVM classification model shows the feasibility and potential of the scheme, thus providing a fast and easy-to-operate new method for the market.
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