Comparison of Two Hybrid Models for Forecasting the Incidence of Hemorrhagic Fever with Renal Syndrome in Jiangsu Province, China
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Abstract

Background
Cases of hemorrhagic fever with renal syndrome (HFRS) are widely distributed in eastern Asia, especially in China, Russia, and Korea. It is proved to be a difficult task to eliminate HFRS completely because of the diverse animal reservoirs and effects of global warming. Reliable forecasting is useful for the prevention and control of HFRS.

Methods
Two hybrid models, one composed of nonlinear autoregressive neural network (NARNN) and autoregressive integrated moving average (ARIMA) the other composed of generalized regression neural network (GRNN) and ARIMA were constructed to predict the incidence of HFRS in the future one year. Performances of the two hybrid models were compared with ARIMA model.

Results
The ARIMA, ARIMA-NARNN ARIMA-GRNN model fitted and predicted the seasonal fluctuation well. Among the three models, the mean square error (MSE), mean absolute error (MAE) and mean absolute percentage error (MAPE) of ARIMA-NARNN hybrid model was the lowest both in modeling stage and forecasting stage. As for the ARIMA-GRNN hybrid model, the MSE and MAE of forecasting performance were less than the ARIMA model, but the MAPE of forecasting performance did not improve.

Conclusion
Developing and applying the ARIMA-NARNN hybrid model is an effective method to make us better understand the epidemic characteristics of HFRS and could be helpful to the prevention and control of HFRS.
Introduction

Hemorrhagic fever with renal syndrome (HFRS) is a rodent-borne disease caused by Hantaviruses from the family Bunyaviridae. Cases of HFRS are widely distributed in eastern Asia, particularly in China, Russia, and Korea. China accounts for about 90% of total reported cases worldwide [1]. Nowadays, HFRS is endemic in 28 of 31 provinces in mainland China [2]. Jiangsu province, a highly developed coastal province, is one of the most severely affected provinces in China [3]. Although the government has adopted effective and comprehensive ways to control the transmission of HFRS [4], there are still some factors such as diverse animal reservoirs and effects of global warming will influence control effects. Therefore, it is proved to be a difficult task to eliminate HFRS completely.

Statistical models have been widely used in infectious disease forecasting. Reliable forecasting can make people better understand the epidemic characteristics of infectious disease and prepare for intervention measures in advance. Nowadays, statistical models including autoregressive integrated moving average (ARIMA) model [5–7] and linear regression model [8, 9] have been used to predict the incidence of HFRS. However, these linear assumption models cannot always fit complex real-world problems well which generally exhibit some nonlinear characteristics. Models based on artificial neural networks (ANNs) can effectively extract nonlinear relationships in the data [10]. However, ANNs cannot handle both linear and nonlinear patterns equally well [11]. Therefore, many researchers have developed some hybrid models combining ARIMA model with ANNs to forecast the incidence or prevalence of infectious disease and achieved good effects. Hybrid model combining ARIMA model and nonlinear autoregressive neural network (NARNN) model has been used to forecast the prevalence of schistosomiasis [12] and the incidence cases of hand-foot-mouth disease [13]; Hybrid model combining ARIMA model and generalized regression neural network (GRNN) has been used to predict incidence of bacillary dysentery [14] and tuberculosis [15, 16]. All of these hybrid models have higher quality prediction accuracy than ARIMA model alone. There is nearly no article devoted to a study of prediction of HFRS based on these hybrid models. Therefore, we intended to create two hybrid models, one composed of NARNN and ARIAM the other composed of GRNN and ARIMA to predict HFRS incidence in Jiangsu province, China. Performances of the two hybrid models were compared with ARIMA model. The aim of this study is to explore the optimal model and to describe the future trend of HFRS more accurate. This will be useful for the prevention and control of HFRS.

Materials and Methods

Study Area and Data Collection

Jiangsu is located at 116.60°~121.67° east longitude and 31.01°~34.89° north latitude on the central coast of China and has an area of 102.6 thousand square kilometers [17]. Jiangsu borders Shandong in the north, Anhui to the west, and Zhejiang and Shanghai to the south. Jiangsu has a coastline of over 1,000 kilometers along the Yellow Sea, and the Yangtze River passes through the southern part of the province. Most of Jiangsu has a humid subtropical climate, beginning to transition into a humid continental climate in the far north. Rain falls frequently between spring and summer, typhoons with rainstorms occur in late summer and early autumn.

HFRS is one of Nationally Notifiable Infectious Diseases in China. The monthly data of reported HFRS incidence in Jiangsu Province from January 2004 to December 2012 was obtained from the Chinese National Surveillance System (CNSS) established in 2004. The original time series data is presented in S1 File. The time series data of HFRS incidence in
Jiangsu Province showed an obvious seasonality trend, with higher incidence rates in spring and autumn-winter seasons (Fig 1). In order to compare the modeling and forecasting performances of two hybrid models and ARIMA model, we divided the data set into two parts. The data set between January 2004 and December 2011 was used as the modeling data set, while the data set between January 2012 and December 2012 was used as the forecasting data set. Ethical statement was not necessary because the data are for public access secondary data.

ARIMA Model Construction

ARIMA model is a traditional method to study the time series data. Because there was a strong seasonality trend in this study, therefore we constructed a seasonal ARIMA \((p,d,q) \times (P,D,Q)_s\) model. The model was defined with the number of auto-regressive lags \(p\), moving-average lags \(q\), seasonal auto-regressive lags \(P\), seasonal moving-average lags \(Q\), differences and seasonal differences \(d\) and \(D\), and the length of the seasonal period \(s\). Augmented Dickey-fuller Unit Root (ADF) test was applied to estimate the stationary of the time series with Eviews 8.0 (http://www.eviews.com). If the series is not stationary, differencing can be used to transform it into a stationary series. The Box and Jenkins strategy was used to construct the seasonal ARIMA model. The conditional Least Squares method was applied to estimate the model parameters. R square, Stationary R square, root mean square error (RMSE), normalized Bayesian Information Criterion (BIC) and Ljung-Box Q test was used to compare the goodness-of-fit among ARIMA models.

ARIMA-GRNN Model Construction

ANNs are one of the artificial intelligence techniques and have been used widely in fitting non-linear models. ANNs can gain the regularity by training the known data and then predict the unknown data. Among various artificial neural network models, GRNN model is a universal approximator for smooth functions based on nonlinear regression theory [15]. GRNN model was devised by Speckt, has four layers: the input layer, pattern layer, summation layer, and output layer. The network architectures of GRNN have been previously mentioned [16, 18]. After ARIMA model established, we could obtain the estimated monthly incidence of HFRS.
the ARIMA model had been used to analyze the linear part of the actual data, the residuals should contain nonlinear relationships [15]. In order to include more effective and useful information in GRNN model, it is necessary to use the time values as one input of GRNN especially when there was a strong seasonality trend. In this study, the estimated monthly incidence values of ARIMA and corresponding time values were used as two inputs of GRNN model, while the actual monthly incidence values were used as the output of GRNN model. Then we can capture the nonlinear component through this hybrid model. The performance of the GRNN mainly depends on the spread factor [19]. The selection of optimal spread factor needs a certain amount of trial. The spread was chosen with the method proposed by Specht [20]. We selected two samples randomly in the modeling data set as testing samples; the other samples were used to fit the GRNN model.

**ARIMA-NARNN Model Construction**

In this section, we first generated the residual series with formula: $e_t = y_t - \hat{L}_t$. Where $e_t$ is the residual, $y_t$ is the actual monthly incidence and $\hat{L}_t$ is the predicted monthly incidence by the ARIMA model at time $t$. According to the principle of NARNN model, there is only one series involved and the series will be dealt as time series automatically. The future values of a time series are predicted only from past values of that series. Then the residual series was used to construct the NARNN model in this study. NARNN is a dynamic neural network based on the back-propagation neural network with the feedback layers to approximate the non-linear function [21]. There is a default tan-sigmoid transfer function in the hidden layer and a linear transfer function in the output layer. A feedback connection from the network output is used as one input of this network. After the network has been trained, this feedback connection can be closed. For each of these inputs, there is a tapped delay line to store previous values. In the course of assigning the network architecture for a NARNN, we should select the delays associated with each tapped delay line, and also the number of hidden layer neurons by trial and error. The modeling data set was randomly divided into three parts, the training subset used to train the network, the validation subset used to stop training before over fitting, the testing subset used as a completely independent test of network generalization the study [12]. In this study, the modeling data set was randomly divided, with 90% used for training, 5% for validation and 5% for testing. The network used the default Levenberg-Marquardt algorithm for training. The error autocorrelation plot, the time series response plot and the correlation coefficient (R) were analyzed to choose the optimal model [12]. All of the training was done in open loop, including the validation and testing steps. After the network was trained, it was transformed to closed loop for multistep-ahead prediction. Based on the adjusted residuals, we could obtain the expected monthly incidence of HFRS with equation: $\hat{y}_t = \hat{L}_t + \hat{N}_t$. Where $\hat{y}_t$ is the expected monthly incidence, $\hat{L}_t$ is the predicted monthly incidence by the ARIMA model and $\hat{N}_t$ is the residual adjusted by NARNN model at time $t$.

**Model Evaluation Index**

The mean square error (MSE), mean absolute error (MAE) and mean absolute percentage error (MAPE) were selected as the measures of evaluation of ARIMA, ARIMA-GRNN and
ARIMA-NARNN models.

\[
\text{MSE} = \frac{1}{n} \sum_{t=1}^{n} (y_t - \hat{y}_t)^2
\]

\[
\text{MAE} = \frac{1}{n} \sum_{t=1}^{n} |y_t - \hat{y}_t|
\]

\[
\text{MAPE} = \frac{1}{n} \sum_{t=1}^{n} \frac{|y_t - \hat{y}_t|}{y_t}
\]

Data Analyses Using Computer Software

The ARIMA model was performed with SPSS 22.0. Neural Network Toolbox of MATLAB provides functions and apps for modeling complex nonlinear systems that are not easily modeled with a closed-form equation. The ARIMA-GRNN model and ARIMA-NARNN model were constructed with the Neural Network Toolbox in MATLAB R2014b. The MSE, MAE and MAPE were computed with Microsoft Excel spreadsheets.

Results

The Best-fitting ARIMA Model

In the ARIMA analysis, the data set between January 2004 and December 2011 was used to construct model. After the first-order regular difference and the first seasonal difference (Fig 2) the time series was stationary (ADF test: \( t = -3.0656, P = 0.0026 \)). A series of candidate models were tested. The models were eliminated if they could not pass the parameter test or residual test. At last, three models remained: ARIMA (0,1,1)×(0,1,1)\(_{12}\), ARIMA (0,1,1)×(1,1,0)\(_{12}\) and ARIMA (1,1,0)×(1,1,0)\(_{12}\). Comparison of three candidate models are displayed in Table 1.
best model generated from the modeling data set was ARIMA (0,1,1)×(0,1,1)_{12} according to the goodness-of-fit (R^2 = 0.7327, stationary R^2 = 0.4392, RMSE = 0.0119, normalized BIC = -8.7533, Ljung-Box Q statistics = 15.8386, P = 0.4643). The parameter estimates of ARIMA (0,1,1)×(0,1,1)_{12} are shown in Table 2. The incidence values from January 2012 to December 2012 were forecasted with the constructed ARIMA (0,1,1)×(0,1,1)_{12} model.

ARIMA-GRNN Hybrid Model

In order to construct the ARIMA-GRNN hybrid model, the predicted monthly incidence values of HFRS from ARIMA and corresponding time values were used as the inputs of GRNN model, while the actual monthly incidence values were used as the target data. There were thirteen samples lost because of the first-order regular difference and the first seasonal difference. Therefore, the data between February 2005 and December 2011 was used to construct GRNN model. The data of June 2007 and November 2009 were randomly chosen as the testing samples to determine the optimal spread. Generally speaking, the spread is optimal when the RMSE for the testing samples is the least. The spreads between 0.02 and 0.03 with an interval of 0.0005 were used to find the minimum RMSE. By trial and error, we found that when the spread was 0.0265, the RMSE for the testing samples is the least (Fig 3). Therefore, we constructed the GRNN with the spread 0.0265. The forecasted incidence values of ARIMA model from January 2012 to December 2012 were used as the input of the constructed ARIMA-GRNN hybrid model. The prediction incidence values were forecasted with the constructed hybrid model.

ARIMA-NARNN Hybrid Model

Residual values between February 2005 and December 2011 were used to construct the NARNN model. By trial and error, when the number of hidden units and delays were 35 and 6, respectively, the NARNN model was optimal. The plot of actual residual values and NARNN model fitted values is shown in Fig 4. The R value was 0.8884 greater than 0.8. The error autocorrelation function plot is shown in Fig 5. The correlations, except for the one at zero lag, fall approximately within the 95% confidence limits around zero, so the model seems to be

### Table 1. Comparison of three candidate ARIMA models.

| Model                        | R^2   | Stationary R^2 | RMSE  | BIC      | Ljung-Box test |
|------------------------------|-------|----------------|-------|----------|----------------|
| ARIMA (0,1,1)×(0,1,1)_{12}  | 0.7327| 0.4392         | 0.0119| -8.7533  | 15.8386        |
| ARIMA (0,1,1)×(1,1,0)_{12}  | 0.7139| 0.3998         | 0.0123| -8.6853  | 15.7424        |
| ARIMA (1,1,0)×(1,1,0)_{12}  | 0.6614| 0.2896         | 0.0134| -8.5168  | 23.3827        |

### Table 2. Parameter estimates and their testing resulting of the final seasonal ARIMA (0,1,1)×(0,1,1)_{12} model.

| Model parameter | Estimate | Standard error | t statistic | P value |
|-----------------|----------|----------------|-------------|---------|
| MA1             | 0.7462   | 0.0827         | 9.0182      | 0.0000  |
| Seasonal MA1    | 0.7111   | 0.1336         | 5.3209      | 0.0000  |

doi:10.1371/journal.pone.0135492.t001
doi:10.1371/journal.pone.0135492.t002
Fig 3. The selection of the optimal spread of the ARIMA-GRNN hybrid model. When the spread was 0.006, the RMSE for the testing samples is the least.

doi:10.1371/journal.pone.0135492.g003

Fig 4. The plot of actual residual values and NARNN model fitted values.

doi:10.1371/journal.pone.0135492.g004
adequate. Time series response plot is displayed in Fig 6. This plot displays the inputs, targets and errors versus time. In the training, validation and testing samples the errors were acceptable. The adjusted residuals from January 2012 to December 2012 were forecasted with the constructed ARIMA- NARNN hybrid model.

Fig 6. The time series response plot of target series. This plot displays the inputs, targets and errors versus time. In the training, validation and testing samples the errors were small. We assured that the model was suitable.

doi:10.1371/journal.pone.0135492.g006
Comparison of Modeling and Forecasting Performance

The fitting and forecasting incidence values of different methods are displayed in Fig 7. All of the three models fitted and predicted the seasonal fluctuation well. Incidence values for 2012 forecasted by three models are shown in Table 3. The performances of three models were compared in Table 4. Among the three models, the MSE, MAE and MAPE of ARIMA-NARNN hybrid model was the lowest both in modeling stage and forecasting stage. As for the ARIMA-GRNN hybrid model, although the MSE, MAE and MAPE of modeling performance and the MSE and MAE of forecasting performance were less than the ARIMA model, but the MAPE of forecasting performance was bigger than the ARIMA model.

Table 3. Incidence values for 2012 forecasted by ARIMA, ARIMA-GRNN and ARIMA-NARNN model.

| Time   | Observed | ARIMA  | ARIMA-GRNN | ARIMA-NARNN |
|--------|----------|--------|------------|-------------|
| January| 0.0266   | 0.0272 | 0.0372     | 0.0202      |
| February| 0.0152 | 0.0061 | 0.0134     | 0.0066      |
| March  | 0.0152   | 0.0040 | 0.0154     | 0.0176      |
| April  | 0.0304   | 0.0066 | 0.0172     | 0.0159      |
| May    | 0.0177   | 0.0156 | 0.0248     | 0.0215      |
| June   | 0.0266   | 0.0193 | 0.0266     | 0.0297      |
| July   | 0.0101   | 0.0065 | 0.0172     | 0.0111      |
| August | 0.0025   | -0.0004| 0.0099     | 0.0030      |
| September| 0.0076 | -0.0014| 0.0079     | 0.0203      |
| October| 0.0291   | 0.0302 | 0.0400     | 0.0279      |
| November| 0.0646 | 0.0733 | 0.0802     | 0.0818      |
| December| 0.0747 | 0.0472 | 0.0556     | 0.0571      |

doi:10.1371/journal.pone.0135492.t003
In this study, we constructed two hybrid models based on traditional ARIMA model to fit and forecast the HFRS incidence, one combined with GRNN and the other combined with NARNN. As far as we know, this is the first study to use the two hybrid models to fit and predict the HFRS incidence in China.

Time series analysis is used to deal with the probabilistic and structural inference about a sequence of data evolving through time. ARIMA model is one of the most commonly used methods in time series analysis because the Box-Jenkins methodology is a well-developed method in the modeling process and we can obtain the exact model parameters. ARIMA model is one of the most effective linear models for seasonal time series forecasting [10]. In this study, the ARIMA model well captured the seasonal fluctuation of HFRS, but the performances of modeling and forecasting were not satisfactory. As is known to all, the occurrence of HFRS is affected by a lot of factors such as animal reservoir, climatic and socioeconomic variations [22, 23]. We supposed that nonlinear relations may exist among the monthly HFRS incidences and the ARIMA model cannot extract the full relationship efficiently. In order to improve the model, we decided to construct hybrid models combining the ARIMA model and ANNs.

ANNs are based on present understanding of the biological nervous system the ability to learn through example [24] and have been widely used as efficient methods in modeling nonlinear and dynamic systems [25]. GRNN is one of the widely used static neural networks. Compared with the back propagation neural network GRNN has advantages of fast training time, easy network parameter and great stability in the training stage [14]. Most of the published studies focusing on ARIMA-GRNN hybrid model got the same result that the MSE, MAE and MAPE of ARIMA-GRNN model were less than single ARIMA model both in modeling and forecasting stage [14–16]. In this study, the MSE, MAE and MAPE of ARIMA-GRNN model were less than single ARIMA model in modeling stage, and the MSE and MAE of ARIMA-GRNN model were also less than single ARIMA model in forecasting stage, but the MAPE of ARIMA-GRNN model did not improve. The MAPE of ARIMA-GRNN and ARIMA model was 0.4899 and 0.4859, respectively. The GRNN is based on nonparametric kernel regression. The appropriate underlying regression surface is automatically extracted from the data. The spread factor plays a main role in function approximation. A smaller spread factor leads to a steeper radial basis function, then the fitting values will more close to the real values, but the generalization ability will be weak. On the other hand, a bigger spread factor will make the fitting curve smoother, but the performance of fitting will be poor. In this study, we just need to select the appropriate spread with the method proposed by Specht [20] in modeling training. Two samples were selected randomly in the modeling data set as testing samples to select the optimal spread factor. The series of HFRS incidence values has a strong seasonality trend and it is

| Model       | Modeling performance | Forecasting performance |
|-------------|----------------------|-------------------------|
|             | MSE      | MAE        | MAPE | MSE      | MAE        | MAPE |
| ARIMA       | 1.3857   | 0.0089     | 0.4219 | 1.4866   | 0.0090     | 0.4859 |
| ARIMA-GRNN  | 0.6785   | 0.0063     | 0.2815 | 0.9746   | 0.0078     | 0.4899 |
| ARIMA-NARNN | 0.2836   | 0.0042     | 0.2199 | 0.9401   | 0.0074     | 0.3566 |

Note: ALL MSE values should be multiplied by $10^{-4}$.

doi:10.1371/journal.pone.0135492.t004

Discussion

In this study, we constructed two hybrid models based on traditional ARIMA model to fit and forecast the HFRS incidence, one combined with GRNN and the other combined with NARNN. As far as we know, this is the first study to use the two hybrid models to fit and predict the HFRS incidence in China.

Time series analysis is used to deal with the probabilistic and structural inference about a sequence of data evolving through time. ARIMA model is one of the most commonly used methods in time series analysis because the Box-Jenkins methodology is a well-developed method in the modeling process and we can obtain the exact model parameters. ARIMA model is one of the most effective linear models for seasonal time series forecasting [10]. In this study, the ARIMA model well captured the seasonal fluctuation of HFRS, but the performances of modeling and forecasting were not satisfactory. As is known to all, the occurrence of HFRS is affected by a lot of factors such as animal reservoir, climatic and socioeconomic variations [22, 23]. We supposed that nonlinear relations may exist among the monthly HFRS incidences and the ARIMA model cannot extract the full relationship efficiently. In order to improve the model, we decided to construct hybrid models combining the ARIMA model and ANNs.

ANNs are based on present understanding of the biological nervous system the ability to learn through example [24] and have been widely used as efficient methods in modeling nonlinear and dynamic systems [25]. GRNN is one of the widely used static neural networks. Compared with the back propagation neural network GRNN has advantages of fast training time, easy network parameter and great stability in the training stage [14]. Most of the published studies focusing on ARIMA-GRNN hybrid model got the same result that the MSE, MAE and MAPE of ARIMA-GRNN model were less than single ARIMA model both in modeling and forecasting stage [14–16]. In this study, the MSE, MAE and MAPE of ARIMA-GRNN model were less than single ARIMA model in modeling stage, and the MSE and MAE of ARIMA-GRNN model were also less than single ARIMA model in forecasting stage, but the MAPE of ARIMA-GRNN model did not improve. The MAPE of ARIMA-GRNN and ARIMA model was 0.4899 and 0.4859, respectively. The GRNN is based on nonparametric kernel regression. The appropriate underlying regression surface is automatically extracted from the data. The spread factor plays a main role in function approximation. A smaller spread factor leads to a steeper radial basis function, then the fitting values will more close to the real values, but the generalization ability will be weak. On the other hand, a bigger spread factor will make the fitting curve smoother, but the performance of fitting will be poor. In this study, we just need to select the appropriate spread with the method proposed by Specht [20] in modeling training. Two samples were selected randomly in the modeling data set as testing samples to select the optimal spread factor. The series of HFRS incidence values has a strong seasonality trend and it is
necessary to use the time values as one input of GRNN. In the study, the estimated monthly incidence values of ARIMA and corresponding time values were used as two inputs of GRNN model. The performance of ARIMA-GRNN improved greatly than only used the estimated monthly incidence values of ARIMA as input of GRNN.

Dynamic neural networks are good at time series prediction. NARNN is a dynamic neural network, and is always more powerful than static neural networks because it has memory and can be trained to learn time-varying patterns [12]. In the study, the performance of dynamic neural network NARNN was better than static neural network GRNN. During the training of the network we could obtain the true output, in order to obtain a more accurate network, we used the open loop architecture, in which the true output was used instead of feeding back the estimated output. With the ARIMA-NARNN hybrid model, the linear and nonlinear components of the HFRS incidence in Jiangsu province China were extracted efficiently and the modeling and forecasting performance increased sharply.

Some limitations in this study should be taken into account. Firstly, we just conducted time series analysis without considering the factors affected the occurrence of HFRS such as animal reservoir, climatic and socioeconomic variations. Secondly, since the CNSS was established in 2004, we could only obtain the data from 2004 to 2012. More data can improve the efficacy of these models. Thirdly, this study only focused on Jiangsu province. Whether these models are suitable for other epidemic places or other infectious diseases needs further study.

Conclusions
On the whole, the ARIMA-NARNN hybrid model is superior to the ARIMA model and ARIMA-GRNN hybrid model in fitting and forecasting the incidence of HFRS in Jiangsu Province, China. Developing and applying the ARIMA-NARNN hybrid model is an effective method to make us better understand the epidemic characteristics of HFRS and could be helpful to the prevention and control of HFRS. It is necessary to apply the hybrid model in other epidemic places or other infectious diseases to detect the degree of generalization of the findings obtained in this study.

Supporting Information
S1 File. Monthly HFRS incidence series of Jiangsu province in China from January 2004 to December 2012.
(XLSX)

Author Contributions
Conceived and designed the experiments: WW JQG SYA BSZ. Performed the experiments: WW PG YWR. Analyzed the data: WW JQG SYA. Contributed reagents/materials/analysis tools: YWR LZX. Wrote the paper: WW JQG.

References
1. Song G. Epidemiological progresses of hemorrhagic fever with renal syndrome in China. Chinese medical journal. 1999; 112(5):472–7. Epub 2001/10/12. PMID: 11593522.
2. Yan L, Fang LQ, Huang HG, Zhang LQ, Feng D, Zhao WJ, et al. Landscape elements and Hantaan virus-related hemorrhagic fever with renal syndrome, People’s Republic of China. Emerging infectious diseases. 2007; 13(9):1301–6. Epub 2008/02/07. doi: 10.3201/eid1309.061481 PMID: 18252099; PubMed Central PMCID: PMCPmc2857277.
3. Fang LQ, Cao WC, Chen HX, Wang BG, Wu XM, Yang H, et al. [Study on the application of geographic information system in spatial distribution of hemorrhage fever with renal syndrome in China]. Zhonghua...
4. He X, Wang S, Huang X, Wang X. Changes in age distribution of hemorrhagic fever with renal syndrome: an implication of China’s expanded program of immunization. BMC public health. 2013; 13:394. Epub 2013/04/30. doi: 10.1186/1471-2458-13-394 PMID: 23622420; PubMed Central PMCID: PMCPmc3670207.

5. Li Q, Guo NN, Han ZY, Zhang YB, Qi SX, Xu YG, et al. Application of an autoregressive integrated moving average model for predicting the incidence of hemorrhagic fever with renal syndrome. The American journal of tropical medicine and hygiene. 2012; 87(2):364–70. Epub 2012/08/03. doi: 10.4269/ajtmh.2012.11-0472 PMID: 22855772; PubMed Central PMCID: PMCPmc3414578.

6. Liu Q, Liu X, Jiang B, Yang W. Forecasting incidence of hemorrhagic fever with renal syndrome in China using ARIMA model. BMC infectious diseases. 2011; 11:218. Epub 2011/08/16. doi:10.1186/1471-2334-11-218 PMID: 21838933; PubMed Central PMCID: PMCPmc3169483.

7. Liu X, Jiang B, Bi P, Yang W, Liu Q. Prevalence of haemorrhagic fever with renal syndrome in mainland China: analysis of National Surveillance Data, 2004–2009. Epidemiology and infection. 2012; 140(5):851–7. Epub 2011/07/28. doi: 10.1017/s0950268811001063 PMID: 21791148.

8. Bi P, Wu X, Zhang F, Parton KA, Tong S. Seasonal rainfall variability, the incidence of hemorrhagic fever with renal syndrome, and prediction of the disease in low-lying areas of China. American journal of epidemiology. 1998; 148(3):276–81. Epub 1998/08/05. PMID: 9690365.

9. Olsson GE, Hjertqvist M, Lundkvist A, Hornfeldt B. Predicting high risk for human hantavirus infections, Sweden. Emerging infectious diseases. 2009; 15(1):104–6. Epub 2009/01/01. doi: 10.3201/eid1501.080502 PMID: 19116065; PubMed Central PMCID: PMCPmc2660694.

10. Zhang X, Liu Y, Yang M, Zhang T, Young AA, Li X. Comparative study of four time series methods in forecasting typhoid fever incidence in China. PLOS ONE. 2013; 8(5):e63116. Epub 2013/05/08. doi: 10.1371/journal.pone.0063116 PMID: 23650546; PubMed Central PMCID: PMCPmc3641111.

11. Ren H, Li J, Yuan ZA, Hu JY, Yu Y, Lu YH. The development of a combined mathematical model to forecast the incidence of hepatitis E in Shanghai, China. BMC infectious diseases. 2013; 13:421. Epub 2013/09/10. doi: 10.1186/1471-2334-13-421 PMID: 24010871; PubMed Central PMCID: PMCPmc3847129.

12. Zhou L, Yu L, Wang Y, Lu Z, Tian L, Tan L, et al. A hybrid model for predicting the prevalence of schistosomiasis in humans of Qianjiang County, China. PLOS ONE. 2014; 9(8):e63116. Epub 2014/08/15. doi: 10.1371/journal.pone.0063116 PMID: 25119880; PubMed Central PMCID: PMCPmc4319900.

13. Yu L, Zhou L, Tan L, Jiang H, Wang Y, Wei S, et al. Application of a new hybrid model with seasonal auto-regressive integrated moving average (ARIMA) and nonlinear auto-regressive neural network (NARNN) in forecasting incidence cases of HFMD in Shenzhen, China. PLOS ONE. 2014; 9(6):e98241. Epub 2014/06/04. doi: 10.1371/journal.pone.0098241 PMID: 24893000; PubMed Central PMCID: PMCPmc4043537.

14. Yan W, Xu Y, Yang X, Zhou Y. A hybrid model for short-term bacillary dysentery prediction in Yichang City, China. Japanese journal of infectious diseases. 2010; 63(4):264–70. Epub 2010/07/27. PMID: 20657066.

15. Cao S, Wang F, Tam W, Tse LA, Kim JH, Liu J, et al. A hybrid seasonal prediction model for tuberculosis incidence in China. BMC medical informatics and decision making, 2013; 13:56. Epub 2013/05/04. doi: 10.1186/1472-6947-13-56 PMID: 23638635; PubMed Central PMCID: PMCPmc3653787.

16. Zhang G, Huang S, Duan Q, Shu W, Hou Y, Zhu S, et al. Application of a hybrid model for predicting the incidence of tuberculosis in Hubei, China. PLOS ONE. 2013; 8(11):e80969. Epub 2013/11/14. doi: 10.1371/journal.pone.0080969 PMID: 24223232; PubMed Central PMCID: PMCPmc3819319.

17. Bao C, Liu W, Zhu Y, Liu W, Hu J, Liang Q, et al. The spatial analysis on hemorrhagic fever with renal syndrome in Jiangsu province, China based on geographic information system. PLOS ONE. 2014; 9(9):e83848. Epub 2014/09/11. doi: 10.1371/journal.pone.0083848 PMID: 25207806; PubMed Central PMCID: PMCPmc4160164.

18. Montano Moreno JJ, Palmer Pol A, Munoz Gracia P. Artificial neural networks applied to forecasting time series. Psycotherema. 2011; 23(2):322–9. Epub 2011/04/21. PMID: 21504688.

19. Ozyildirim BM, Avci M. Generalized classifier neural network. Neural networks: the official journal of the International Neural Network Society. 2013; 39:18–26. Epub 2013/01/10. doi: 10.1016/j.neunet.2012.12.001 PMID: 23298551.

20. Specht DF. A general regression neural network. IEEE transactions on neural networks / a publication of the IEEE Neural Networks Council. 1991; 2(6):568–76. Epub 1991/01/01. doi: 10.1109/72.97934 PMCID: 18282872.
21. Connor JT, Martin RD, Atlas LE. Recurrent neural networks and robust time series prediction. IEEE transactions on neural networks / a publication of the IEEE Neural Networks Council. 1994; 5(2):240–54. Epub 1994/01/01. doi: 10.1109/72.279188 PMID: 18267794.

22. Xiao H, Tian HY, Gao LD, Liu HN, Duan LS, Basta N, et al. Animal reservoir, natural and socioeconomic variations and the transmission of hemorrhagic fever with renal syndrome in Chenzhou, China, 2006–2010. PLoS neglected tropical diseases. 2014; 8(1):e2615. Epub 2014/01/15. doi: 10.1371/journal.pntd.0002615 PMID: 24421910; PubMed Central PMCID: PMCPmc3888453.

23. Bi P, Tong S, Donald K, Parton K, Ni J. Climatic, reservoir and occupational variables and the transmission of haemorrhagic fever with renal syndrome in China. International journal of epidemiology. 2002; 31(1):189–93. Epub 2002/03/27. PMID: 11914320.

24. Zivko-Babic J, Lisjak D, Curkovic L, Jakovac M. Estimation of chemical resistance of dental ceramics by neural network. Dental materials: official publication of the Academy of Dental Materials. 2008; 24 (1):18–27. Epub 2007/04/03. doi: 10.1016/j.dental.2007.01.006 PMID: 17397915.

25. Guan P, Huang DS, Zhou BS. Forecasting model for the incidence of hepatitis A based on artificial neural network. World journal of gastroenterology: WJG. 2004; 10(24):3579–82. Epub 2004/11/10. PMID: 15534910.