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Abstract. The aim of this study is to provide a mathematical framework for studying node cooperation, and to define strategies leading to optimal node behaviour in ad hoc networks. In this study we show time performances of three different methods, namely, Dijkstra's algorithm, Dijkstra's algorithm with battery times and cooperative flow game algorithm constructed from a flow network model. There are two main outcomes of this study regarding the shortest path problem which is that of finding a path of minimum length between two distinct vertices in a network. The first one finds out which method gives better results in terms of time while finding the shortest path, the second one considers the battery life of wireless devices on the network to determine the remaining nodes on the network. Further, optimization performances of the methods are examined in finding the shortest path problem. The study shows that the battery times play an important role in network routing and more devices provided to keep the network. To view the time performance analysis of the methods MATLAB is used. Also, considering the cooperation between the nodes, it is envisaged that using cooperative game theory brings a new approach to network traffic engineering and routing methods.
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1. Introduction. Wireless networks are considered necessary for the support of emerging services with their increasing requirements and are characterized by a distributed, dynamic, self-organizing architecture. These wireless networks are categorized according to their specific characteristics. Typical examples are ad hoc, mesh, sensor, cognitive radio networks, etc.

An ad hoc network is a wireless network without any fixed infrastructure or centralized control. The operation of the network is based on cooperation. The network consists of terminals, which act as routers in the network. The terminals in the network cooperate and relay the traffic of each other with inter-terminals [27]. The terminal is not only responsible for sending and receiving its own data, but it also has to forward the traffic of the other terminals. An ad hoc network is illustrated in Figure 1.

![Figure 1. An ad hoc network](image)

The problem of energy in ad hoc networks has been addressed before in [9], [10], [27], [38], [43]. The approach in those works is to minimize the total consumed energy to reach the destination, which minimizes the energy consumed per unit flow or packet. The potential problem in current protocols in ad hoc networks is that they find the lowest energy route and use that for every communication. However, that is not the best thing to do for network lifetime. Using a low energy path frequently leads to energy depletion of the nodes along that path and in the worst case may lead to network losses.

Ad hoc devices generally operate on batteries. The remaining battery capacity limits the lifetime of nodes and the possibility of sending, receiving or relaying data. There is also an important influence on the overall communication performance and the lifetime of the ad hoc mobile wireless net, because the lack of nodes can result in partitioning of the network. So power consumption becomes an important issue in network routing. To counteract this problem, we propose algorithms to select the routes and the corresponding power levels such that the time until the batteries of the nodes drain-out is maximized. In order to maximize the lifetime of the nodes (or can be thought as network), the traffic should be routed such that the energy consumption is balanced among the nodes in proportion to their energy reserves, instead of routing to minimize the absolute consumed power.

In the early to mid-1990, game theory was applied to networking problems including flow control, congestion control, routing and pricing of Internet services. More recently, there has been growing interest in adopting game-theoretic methods to model today’s leading communications and networking issues, including power control and resource sharing in wireless and peer-to-peer networks [26]. In the past three to four years there has been renewed interest in developing networking games, this time to analyze the performance of ad hoc networks. Since the game theoretic models developed for ad hoc networks focus on distributed systems, results and conclusions generalize well as the number of players (nodes) are increased [25], [30], [43].
Functionalities of the network layer which is the third layer of OSI (Open Systems Interconnection) include the establishment of routes and the forwarding of packets along those routes [26], [40]. In most cases, game theory may be applied to aid a node in determining which the optimal route is deciding whether it should forward a received packet or not.

Today, the availability of wireless devices has increased immensely. However, the availability is limited because of the devices have to be charged in certain periods. In providing communication in ad hoc networks, it also experienced a slight decrease in wireless devices’ battery. On account of battery energy at network nodes is a very limited resource that needs to be utilized efficiently [9], [38], [46]. Therefore, we use the shortest path problem with the objective of maximizing the network lifetime given the sets of source and destination nodes and propose a cooperative flow game algorithm constructed from a flow network model.

A suitable game theoretic model to support decision making of coalition values is that of cooperative games. Cooperative games have been proved useful for solving sharing problems in situations in cooperative environments. The model of cooperative games has had a broad applicability in Operational Research, climate negotiations and policy, in environmental management and pollution control, etc.

In this game, the players are associated with arcs of the network. The value of a coalition is the maximum flow value from the ‘source’ to the ‘sink’ in the sub-network consisting of the original vertex set and those arcs corresponding with the players in the coalition. For certain classes of cooperative games, such as flow games and minimum cost spanning tree games, there is a natural way to formulate them as (generalized) linear production games [28].

The recent interest in ad hoc networks has led to a number of routing algorithms that use the limited resources available at nodes more efficiently. These algorithms typically try to find the minimum energy path to optimize energy usage at a node. In this paper we take the view that always using lowest energy paths may not be optimal from the point of view of network (node) lifetime and long-term connectivity. To optimize these measures, we propose a new algorithm called Dijkstra’s algorithm with battery times that uses the battery times of the nodes as a second parameter in the general Dijkstra’s algorithm. It is believed that Dijkstra’s algorithm with battery times, which is modified from general Dijkstra’s algorithm and cooperative flow game algorithm constructed from flow network model, contribute to the literature. We present simulation results which show the improved performance obtained by our method and the increase in network lifetime. While the primary metric of interest is network length, we also show the performance results with regard to other metric as battery times.

Cooperative game theory provides analytical tools to study the behaviour of rational players when they cooperate and consider the utility of all the players. An important application of cooperative games (also called coalitional games) is that they provide a mathematical formulation for collective decision-making and optimization problems. Under such circumstances, very often, the characteristic function value of a coalition can be represented succinctly as the optimum value of a combinatorial optimization problem. Such cooperative games are called combinatorial optimization games [35].

The aim of this study is to show the performances of three different methods in ad hoc networks. These methods are Dijkstra’s algorithm, Dijkstra’s algorithm with battery times and cooperative flow game algorithm constructed from a flow...
network model. There are two main outcomes of this study by taking the shortest problem. The first one finds out which method gives better results in terms of time while finding the shortest path. The shortest path represents the shortest connection between two vertices (or nodes) in a network. The second one, considers the battery life of wireless devices on the network while finding the shortest path, to determine the remaining nodes on the network. Simulations in MATLAB (for details see Tables 1, 2 and 3) is done for the performance analysis. So, system will be implemented with the optimal performance.

The five main contributions of this paper are:

(i) The new Dijkstra’s algorithm with battery times is generated from general Dijkstra’s algorithm. With this algorithm, the battery times of ad hoc devices are used as a second parameter in network routing. Eventually, simulation results show that the battery times also play an important role in network routing and more devices provided to keep the network.

(ii) Finding the shortest problem, cooperative flow game algorithm constructed from a flow network model has found the shortest way using the cost of cooperation between the nodes and gave even better results than other algorithms.

(iii) We present two new algorithmic techniques to shortest path problem.

(iv) The simulation models with 10, 15 and 20 nodes in ad hoc network is supported by simulation results and related tables.

(v) Due to the interdisciplinary character of our work, we intend this study to be accessible for researchers from different areas.

Now, we give related research about the study in the framework of optimization algorithms for networks and game theory. The shortest path problem which is one of the most studied network optimization problems has been used frequently in the literature [1], [8], [13], [17], [23], [31], [34], [45]. Game theoretic approaches of the shortest path problem including both noncooperative games [6], [29], [45], [48] and cooperative games [7], [14] have been studied, too. Also, some applications in ad hoc networks with game theoretic approaches can be seen [3], [15], [26], [28], [30], [31], [41], [43]. Different from the studies in literature we make cooperation between nodes in network routing provided by cooperative game theory and using battery time parameter as a second parameter in Dijkstra’s algorithm.

Given the results from the literature, we want to see how to bring together flow games, shortest path games, ad hoc networks and some algorithms. We hope that this might give us some insight with a comparison of the three different methods for ad hoc networks.

The organization of the paper is as follows. In Section 2, some basic concepts from cooperative game theory, cooperative flow game, shortest path problem, and Dijkstra’s algorithm that will be used in later sections are given. We give Dijkstra’s algorithm with battery times which is modified from general Dijkstra’s algorithm and cooperative flow game algorithm constructed from flow network model in section 3. Further, we compare Dijkstra’s algorithm, Dijkstra’s algorithm with battery times and cooperative flow game algorithm constructed from flow network model in an ad hoc network in Section 4, and we devote this section to give simulation results. Finally, we conclude in Section 5, with an offer on future research and application.

2. Preliminaries. In this section, we give some basics from cooperative game theory and cooperative flow game, shortest path problems and Dijkstra’s algorithm.
2.1. Some basics from cooperative game theory and cooperative flow game. We give in the following some basics from classical games in coalitional form and some basics from cooperative flow games. For an extensive description see [13], [18], [24], [35].

A cooperative *n*-person game in coalitional form is an ordered pair $< N, c >$, where $N = \{1, 2, \ldots, n\}$ (the set of players) and $c : 2^N \to \mathbb{R}$ is a map, assigning to each coalition $S \subseteq 2^N$ a real number, such that $c(\emptyset) = 0$. This function $v$ is called the characteristic function of the game, $c(S)$ is called the *worth* (or *value*) of coalition $S$. Often, we identify a game $< N, c >$ with its characteristic function.

Now, we define cooperative flow games constructed from a flow network model, which we use in our model.

A cooperative flow network can be described by a graph with node set $V$ and arc set $E$ a cooperative flow network derives games are called cooperative flow games. There are two distinguished nodes: the source ($S_o$) and the sink ($S_i$). It is allowed that several arcs have the same end points [18], [24].

Consider a directed network $D = (V, E; t)$ and $t : E \to \mathbb{R}$ is the data transmission time.

Then the cooperative flow game $\Gamma_f = (E, v)$ associated with the network $D$ is defined as follows: (i) The player set is $N = \{1, 2, \ldots, n\}$; (ii) The arc set is $E = \{(i, j) \mid i, j \in N, i \neq j\}$; (iii) For each coalition $S \subseteq E$, $c(S)$ is the value of the flow from $S_o$ to $S_i$ in the network of $D$ consisting only of arcs belonging to $S$.

The Shapley value [39] is one of the most interesting one-point solution concepts in classical cooperative game theory. The Shapley value associates to each $n$-person game one (payoff) vector in $\mathbb{R}^n$.

Let $\pi(N)$ be the set of all permutations $\sigma : N \to N$. The set $P^\sigma(i) = \{r \in N \mid \sigma^{-1}(r) < \sigma^{-1}(i)\}$ consists of all predecessors of $i$ with respect to the permutation $\sigma$. Let $c \in G^N$ and $\sigma \in \pi(N)$. The marginal vector $m^\sigma(c) \in \mathbb{R}^n$ with respect to $\sigma$ and $v$ has as $i$-th coordinate $m^\sigma_i(c) = c(P^\sigma(i) \cup \{i\}) - c(P^\sigma(i))$ for each $i \in N$. The Shapley value $\Phi(v)$ of a game $v \in G^N$ is the average of the marginal vectors of the game, i.e., $\Phi(v) = \frac{1}{n!} \sum_{\sigma \in \pi(N)} m^\sigma(v)$.

$$ \Phi(v) = \frac{1}{n!} \sum_{\sigma \in \pi(N)} m^\sigma(v). \quad (1) $$

2.2. The shortest-path problem. The shortest-path problem is one of the most studied network optimization problems. The shortest-path problem is a particular network model that has received a great deal of attention for both practical and theoretical reasons. The essence of the problem can be stated as follows: Given a network with distance $d_{ij}$ (or travel time, or cost, etc.) associated with each arc, find a path through the network from a particular origin (source) to a particular destination (sink) that has the shortest total distance. The simplicity of the statement of the problem is somewhat misleading, because a number of important applications can be formulated as shortest- (or longest-) path problems where this formulation is not obvious at the outset. These include problems of equipment replacement, capital investment, project scheduling, and inventory planning [11], [37], [47]. Further, the shortest-path problem often occurs as a sub-problem in more complex situations, such as the sub-problems in applying decomposition to traffic-assignment problems [1].
Table 1. The pseudo code of Dijkstra’s Algorithm

| Line | Code |
|------|------|
| 1    | function Dijkstra(Graph, source): |
| 2    | dist[source] := 0 // Distance from source to source |
| 3    | for each vertex v in Graph: // Initializations |
| 4    | if v ≠ source |
| 5    | dist[v] := infinity // Unknown distance function from source to v |
| 6    | previous[v] := undefined // Previous node in optimal path from source |
| 7    | end if |
| 8    | add v to Q // All nodes initially in Q (unvisited nodes) |
| 9    | end for |
| 10   | while Q is not empty: // The main loop |
| 11   | u := vertex in Q with min dist[u] // Source node in first case |
| 12   | remove u from Q |
| 13   | for each neighbor v of u: // where v has not yet been removed from Q. |
| 14   | alt := dist[u] + length(u, v) |
| 15   | if alt < dist[v]: // A shorter path to v has been found |
| 16   | dist[v] := alt |
| 17   | previous[v] := u |
| 18   | end if |
| 19   | end for |
| 20   | end while |
| 21   | return dist[], previous[] |
| 22   | end function |

Algorithms for this problem have been studied for a long time [2], [5], [9], [13], [16], [18], [19], [20], [21]. Until recently, all theoretical developments in the single source shortest paths problem for general graphs (networks) were based in Dijkstra’s algorithm. We note that the problem may also be solved directly (and more efficiently) using a variant of Dijkstra’s algorithm.

In fact, we can interpret the shortest-path problem as a network-flow problem very easily. We simply want to send one unit of flow from the source to the sink at minimum cost. At the source, there is a net supply of one unit; at the sink, there is a net demand of one unit; and at all other nodes there is no net inflow or outflow.

2.3. Dijkstra’s algorithm. Dijkstra’s algorithm, conceived by computer scientist Edsger Dijkstra in 1956 and published in 1959 [13], is a graph search algorithm that solves the single-source shortest path problem for a graph with non-negative edge path costs, producing a shortest path tree. This algorithm is often used in routing and as a subroutine in other graph algorithms.

Table 1. The pseudo code of Dijkstra’s Algorithm.

The algorithm which can be seen in Table 1 as a pseudo code, the code \( u := \text{vertex in } Q \text{ with min dist}[u] \), searches for the vertex \( u \) in the vertex set \( Q \) that
has the least \( \text{dist}[u] \) value. The command \( \text{length}(u, v) \) returns the length of the edge joining (i.e., the distance between) the two neighbour-nodes \( u \) and \( v \). The variable \( \text{alt} \) is the length of the path from the root node to the neighbour node \( v \) if it were to go through \( u \). If this path is shorter than the current shortest path recorded for \( v \), that current path is replaced with this alt path. The previous array is populated with a pointer to the “next-hop” node on the source graph to get the shortest route to the source.

For a given source vertex (node) in the graph, the algorithm finds the path with lowest cost (i.e., the shortest path) between that vertex and every other vertex. It can also be used for finding costs of shortest paths from a single vertex to a single destination vertex by stopping the algorithm once the shortest path to the destination vertex has been determined. For example, if the vertices of the graph represent cities and edge path costs represent driving distances between pairs of cities connected by a direct road, Dijkstra’s algorithm can be used to find the shortest route between one city and all other cities. The connections can be between cities, power sources, batteries, access times, base stations, etc. As a result, the shortest path algorithm is widely used in network routing protocols, most notably IS-IS (Intermediate System to Intermediate System to) and OSPF (Open Shortest Path First) [18].

The functionality of Dijkstra’s algorithm can be extended with a variety of modifications. For example, sometimes it is desirable to present solutions which are less than mathematically optimal. To obtain a ranked list of less-than-optimal solutions, the optimal solution is first calculated. A single edge appearing in the optimal solution is removed from the graph, and the optimum solution to this new graph is calculated. Each edge of the original solution is suppressed in turn and a new shortest-path in calculated. The secondary solutions are then ranked and presented after the first optimal solution [36], [46].

As Dijkstra’s algorithm is used to solve shortest path problems, it is possible to use this algorithm also in other network situation such as genetic networks [21], railroad transport on wide-area networks [36], sparse network [46]. To be precise in [4], a method for the study of cluster stability is purposed. Pairs of samples from the data, according to two sampling distributions are used. The first distribution corresponds to the high density zones of data-elements distribution. The second one, associated with the cluster margins, is related to the low density zones. The resemblance is measured by the total number of edges, in the clusters minimal spanning trees, connecting points from different samples.

3. The Methods. Our main contributions and their algorithms are given in this section.

3.1. Dijkstra’s algorithm with battery times. In this section, we extend the Dijkstra’s algorithm which has been defined by Dijkstra (1956). We name the new algorithm as Dijkstra’s algorithm with battery times.

Most ad hoc mobile devices operate on batteries. The remaining battery capacity limits the lifetime of hosts and with that the possibility to send, receive or relay data. There is also an important influence on the overall communication performance and the lifetime of the ad hoc mobile wireless net, because the lack of hosts can result in partitioning of the network. Herewith, power consumption becomes an important issue [41]. It is possible to give priority to battery life when using Dijkstra’s algorithm for routing with some of the changes made in pseudo code in
Table 2. The pseudo code of Dijkstra’s Algorithm with Battery Times

```
1 function DijkstraBatteryTime(Graph, source):
2    dist[source] := 0 // Distance from source to source
3    for each vertex v in Graph: // Initializations
4        if v ≠ source
5           dist[v] := infinity // Unknown distance function from source to v
6        previous[v] := undefined // Previous node in optimal path from source
7    end if
8    add v to Q // All nodes initially in Q (unvisited nodes)
9    end for
10   while Q is not empty: // The main loop
11      u := vertex in Q with min dist[u] // Source node in first case
12      remove u from Q
13      for each neighbor v of u: // where v has not yet been removed from Q.
14         alt := dist[u] + length(u, v)
15         battime:=dist[u]+length(u,v)
16         if alt < dist[v]: // A shorter path to v has been found
17            if battime<dist[v]: // A shorter path to v has been found
18               dist[v]:=battime
19               previous[v]:=u
20            end if
21         end if
22      end for
23    end while
24   return dist[], previous[]
25 end function
```

Table 2. The changes have been made mainly after line 10 and can be seen in Table 2.

3.2. Cooperative flow game algorithm. Now, we define cooperative flow game algorithm constructed from a flow network model. The pseudo code of cooperative flow game constructed from flow network model is given with by Table 3.

3.2.1. Example. Now, we give a simple example for better understanding.

Example: Consider a network with 4 nodes and these nodes act as routers. Node 1 is the source node and node 4 is the destination node. The others are the intermedi nodes. The aim of each node is to transmit the IP (Internet Protocol) packets to next and nearest node. Factors such as suitable bandwidth, the intensity of data traffic on the line, the transmission rate, the number of routers on the path, may constitute reasons for the selected nodes. In this example, the transmission time between nodes is chosen as the criterion.
Table 3. The pseudo code of cooperative flow game algorithm

```
1 function CooperativeFlowGame(Graph, source):
2    dist[source] := 0 // Distance from source to source
3  for each vertex v in Graph: // Initializations
4      if v ≠ source
5          dist[v] := infinity // Unknown distance function from source
to v
6      previous[v] := undefined // Previous node in optimal path
7          end if
8      add v to Q // All nodes initially in Q (unvisited nodes)
9    end for
10   subset[v]; // Calculate all the subset’s (coalitions) values
11   while Q is not empty: // The main loop
12      u := vertex in Q with min dist[u] // Source node in first case
13         remove u from Q
14     for each coalition vs of u: // where vs has not yet been
15        alt := dist[u] + length(u, vs)
16            if alt < dist[vs]: // A shorter path to vs has been found
17                dist[vs] := alt // Choose this coalition
18                previous[vs] := u
19            end if
20     end for
21   end while
22   return dist[], previous[]
23 end function
```

Let $\Gamma_f = (E, v)$ be a cooperative flow game with $N = \{1, 2, 3, 4\}$. The arc set is $E = \{(1, 2), (2, 4), (1, 4), (1, 3), (3, 4)\}$. When we model the game according to Figure 2, the value of the coalitions can be calculated as $c(\{1\}) = 6$, $c(\{1, 2\}) = 5$, $c(\{1, 3\}) = 7$, $c(\{1, 2, 3, 4\}) = 12$, and $c(\{\emptyset\}) = 0$ otherwise.

Player 1 and player 4 must be in the coalition because one of them is the source node and the other one is the destination node. Here, as a measure of the shortest path between two nodes, the data transmission time between nodes is given in Figure 2. The optimum path in this network with minimum cost is the $(1 \rightarrow 2 \rightarrow 4)$ way. For the first step, node 2 is chosen because its value is less than the one of the node 3. Going to the destination node with the value of node 2 and node 4 can be seen as an optimal path. The reason of not selecting the path $(1 \rightarrow 4)$ is that $3+2$ is less than $6$. Furthermore, path $(1 \rightarrow 3 \rightarrow 4)$ is not chosen because of $3+2 < 5+2$.

Then the marginal vectors are given in the following table, where $\sigma : N \rightarrow N$ is identified with $(\sigma(1), \sigma(2), \sigma(3), \sigma(4))$. Firstly, for $\sigma_0 = (1, 2, 3, 4)$ we calculate the marginal vectors as follows:

$m^{\sigma_0}_{1^1}(c) = c(\{1\}) = 0$,
$m^{\sigma_0}_{2^1}(c) = c(\{1, 2\}) - c(\{1\}) = 0$,
$m^{\sigma_0}_{3^1}(c) = c(\{1, 2, 3\}) - c(\{1, 2\}) = 0$, 

...
Table 4. The marginal vectors of the cooperative flow game

| \( \sigma \) | \( m_1^\sigma \) | \( m_2^\sigma \) | \( m_3^\sigma \) | \( m_4^\sigma \) | \( \sigma \) | \( m_1^\sigma \) | \( m_2^\sigma \) | \( m_3^\sigma \) | \( m_4^\sigma \) |
|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|
| \( \sigma_1 = (1, 2, 3, 4) \) | 0 | 0 | 0 | 12 | \( \sigma_{13} = (3, 1, 2, 4) \) | 0 | 0 | 0 | 12 |
| \( \sigma_2 = (1, 2, 4, 3) \) | 0 | 0 | 12 | 0 | \( \sigma_{14} = (3, 1, 4, 2) \) | 0 | 7 | 0 | 5 |
| \( \sigma_3 = (1, 3, 2, 4) \) | 0 | 0 | 0 | 12 | \( \sigma_{15} = (3, 2, 1, 4) \) | 0 | 0 | 0 | 12 |
| \( \sigma_4 = (1, 3, 4, 2) \) | 0 | 7 | 0 | 5 | \( \sigma_{16} = (3, 2, 4, 1) \) | 5 | 0 | 0 | 7 |
| \( \sigma_5 = (1, 4, 2, 3) \) | 0 | 0 | 12 | 0 | \( \sigma_{17} = (3, 4, 1, 2) \) | -1 | 7 | 0 | 6 |
| \( \sigma_6 = (1, 4, 3, 2) \) | 0 | 7 | 5 | 0 | \( \sigma_{18} = (3, 4, 2, 1) \) | 5 | 1 | 0 | 6 |
| \( \sigma_7 = (2, 1, 3, 4) \) | 0 | 0 | 0 | 12 | \( \sigma_{19} = (4, 1, 2, 3) \) | 0 | 0 | 12 | 0 |
| \( \sigma_8 = (2, 1, 4, 3) \) | 0 | 0 | 12 | 0 | \( \sigma_{20} = (4, 1, 3, 2) \) | 0 | 7 | 5 | 0 |
| \( \sigma_9 = (2, 3, 1, 4) \) | 0 | 0 | 0 | 12 | \( \sigma_{21} = (4, 2, 1, 3) \) | 0 | 0 | 12 | 0 |
| \( \sigma_{10} = (2, 3, 4, 1) \) | 5 | 0 | 0 | 7 | \( \sigma_{22} = (4, 2, 3, 1) \) | 5 | 0 | 7 | 0 |
| \( \sigma_{11} = (2, 4, 1, 3) \) | 0 | 0 | 12 | 0 | \( \sigma_{23} = (4, 3, 1, 2) \) | -1 | 7 | 6 | 0 |
| \( \sigma_{12} = (2, 4, 3, 1) \) | 5 | 0 | 7 | 0 | \( \sigma_{24} = (4, 3, 2, 1) \) | 5 | 1 | 6 | 0 |

\[ m_4^{\sigma_1}(c) = c(\{1, 2, 3, 4\}) - c(\{1, 2, 3\}) = 12. \]

The other marginal vectors can be calculated similarly, which is shown in Table 4.

Table 4. The marginal vectors of the cooperative flow game.

\[ \Phi(c) = (1.1667, 1.8333, 4.5, 4.5). \]

The Shapley value shows that the selection of path \((1 \rightarrow 2 \rightarrow 4)\) is reasonable for collaborative selection.

To find this path, we use Dijkstra’s algorithm and cooperative flow game algorithm constructed from flow network model. The path \((1 \rightarrow 2 \rightarrow 4)\) is seen as the optimal choice.

4. Simulation. Let us consider three ad hoc networks consisting of 10, 15 and 20 nodes, respectively. In each ad hoc network, there is one source node, one destination node and the other nodes are inter-nodes. The aim of these ad hoc networks is to find the shortest path. To determine the shortest path between source node and destination node, Dijkstra’s algorithm (DA), Dijkstra’s algorithm
with battery times (DWBT) and cooperative flow game algorithm (CFGA) methods are used. The time performances of the methods are compared. Additionally, three networks which consist of 10, 15 and 20 nodes are created and the transfer time of transmission between nodes is determined randomly.

In this section, some simulation results including different transmissions areas and made with different number of nodes are assessed. The number of nodes can be varied as 10, 15, 20, and transmissions gap of nodes is selected as 3, 4, 5 in the analysis. The packet size was fixed at 64 byte and the simulation time is fixed at 180 seconds. Moreover, the bandwidth of network is fixed at 1 Mbps and the network is assumed to be unobstructed. With the successful conclusion of the application, to identify an optimum routing behaviour model, DA, DWBT, CFGA are designed and modeled in the network. In the simulation results, using all three algorithms, the same optimal behaviour is obtained, but in different times. In Figure 3, the time performances of DA, DWBT and CFGA methods in the network with 10, 15, 20 nodes can be seen.

![Figure 3. Time Performances of three algorithms](image)

In the 10-node network, the shortest path is found in 2.8 seconds with DA, in 3.3 seconds with DWBT and in 1.5 seconds with CFGA. In the 15-node network, the shortest path is found in 3.1 seconds with DA, in 3.7 seconds with DWBT and in 1.7 seconds with CFGA. In the 20-node network, the shortest path is found in 3.7 seconds with DA, in 4.5 seconds with DWBT and in 2.1 seconds with CFGA. When the number of nodes increases, the time to find the shortest path also increases. As
can be seen from the values, in three different networks, CFGA is the most efficient one. Further, DWBT is slower than the others in finding the shortest way.

In the other simulation, we try to show the necessity of the consideration of an ad hoc device battery life while finding the shortest path. The networks with 10, 15 and 20 nodes are used again. Values between nodes are taken as the battery times. During 180 seconds after the simulation has started, the lifetimes of nodes in the network are shown in Figure 4.

Figure 4. The lifetime of the nodes

Whenever the nodes die (when its battery power gets completely drained) during the course of a simulation, our simulation code would check whether the graph become partitioned. To avoid the termination of a simulation due to the battery power exhaustion at source or destination nodes, all source and sink nodes are configured to have “infinite” power resources. All the other ‘intermediate’ nodes are configured with identical initial battery power levels.

In the 10-node network after 180 seconds in simulation, the shortest path is found by DA with 4 nodes, by DWBT with 3 nodes and by CFGA with 2 nodes which fall from the network. In the 15-node network, the shortest path is found by DA with 5 nodes, by DWBT with 4 nodes, by CFGA with 2 nodes which fall from the network. In the 20-node network, while the shortest path is found by DA with 7 nodes, by DWBT with 6 nodes, by CFGA with 4 nodes which fall from the network.

When we include the battery times to DA, the time to find the optimal path takes longer. However, the remaining life of DWBC is longer than the one of DA owing to the number of nodes. As in the time performances, CFGA gives optimal results on the remaining nodes in the networks. When the nodes cooperate with each other in order to work for longer, less nodes fall from the network by using DA and DWBT.

In Table 5, a brief comparision of three methods in each ad hoc network is provided.

For example, \( CFGA < DA \) means that \( CFGA \) is faster than \( DA \). And \( CFGA > DWBT \) means that \( CFGA \) nodes is more than \( DWBT \) nodes.
Table 5. The comparison of three methods

|                      | Time performances | Lifetime of nodes |
|----------------------|-------------------|-------------------|
|                      | $CFG A < DA < DWBT$ | $CFG A > DWBT > DA$ |

5. **Conclusion and outlook.** In this study, we try to show the performances of three different methods in an ad hoc network within the shortest path problem. To this end, Dijkstra’s algorithm, Dijkstra’s algorithm with battery times and cooperative game algorithm constructed from cooperative flow network model is generated and tested for time and network performance. Finally, as a result of this study, cooperative game constructed from cooperative flow network model is found as the best optimal solution.

One of the contributions of this study occurs by modifying the Dijkstra’s algorithm in order to use this algorithm in ad hoc networks. The battery time of the devices in ad hoc networks is important for the continuation of the network. Because, transmitting the IP packets to the node which locates in the routing table is required to complete the routing. If the packet cannot find the node, the packet is lost and the routing is failed. This is likely to occur because of using wireless devices in ad hoc networks.

But when such a scenario considered, Dijkstra’s algorithm which uses one single metric as a cost between nodes is insufficient, although Dijkstra’s algorithm is helpful for inferring the underlying interaction of nodes in order to gain an insight about the pathway structure in a network based on the maximum interaction of nodes. Thanks to Dijkstra’s algorithm with battery times which we introduce by extending the general Dijkstra’s algorithm and cooperative flow game algorithm constructed from flow network model, the nodes can stay longer in the networks. Furthermore, the algorithms can find the shortest path in a short time compared to the Dijkstra’s algorithm.

The interrelation between Operations Research and cooperative game theory is a widely studied research area and can be summarised under the heading of Operational Research games. In practical situations, a number of important cooperative games arise from Operational Research situations. One can say that an important part of the interplay between cooperative games and Operations Research situations occurs by using the basic structure of a graph, network or a system that underlies various types of combinatorial optimization problems. Minimum spanning tree games, fixed tree games, flow games, assignment games, transportation games, etc., are under the area of Operational Research games. If one assumes that at least two players are located in the control parts (e.g., vertices, edges, resource bundles, jobs) of the underlying system, then a cooperative game can be constructed. Operations Research situation analyse cases in which one decision maker, guided by an objective function, faces an optimization problem. Cooperative game theory concentrates on the question of how to act in an optimal way and, in particular, on the issues of computational complexity and the design of efficient algorithms.

The readers’ attention is drawn to the fact that economic situations and Operations Research applications provide the analytical tools of optimization, systems theory and decision making through which significant present challenges are investigated and solutions are offered in cooperative game theory.
As a future work, this study can be applied to the other optimization situations such as minimum-cost spanning trees, transportation problems, maximum-flow augmenting paths, postman and related arc routing problems, the traveling salesman and related vertex routing problems, location problems, etc. in the framework of cooperative game theory. Furthermore, the simulation results this study shows that the routing algorithms can be compared with each other and the other cooperative games. These routing algorithms can be Bellman-Ford algorithm, Flooding algorithm as static routing and distance vector algorithm, link state algorithm as dynamic routing in future studies. Also, fuzzy routing, hierarchical routing, heuristic routing and geographic routing situations can be modelled with cooperative game theory, too. It is envisaged that using cooperative game theory will bring a new approach to network traffic engineering.
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