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Abstract

Public key cryptography important in protecting the key exchange between two parties for secure mobile and wireless communication. RSA is one of the most widely used public key cryptographic algorithms, but the Modular exponentiation involved in RSA is very time-consuming when the bit-size is large, usually in the range of 1024-bit to 4096-bit. The speed performance of RSA comes to concerns when thousands or millions of authentication requests are needed to handle by the server at a time, through a massive number of connected mobile and wireless devices. On the other hand, NTRU is another public key cryptographic algorithm that becomes popular recently due to the ability to resist attack from quantum computer. In this paper, we exploit the massively parallel architecture in GPU to perform RSA and NTRU computations. Various optimization techniques were proposed in this paper to achieve higher throughput in RSA and NTRU computation in two GPU platforms. To allow a fair comparison with existing RSA implementation techniques, we proposed to evaluate the speed performance in the best case.
(least ‘0’ in exponent bits), average case (random exponent bits) and worse case (all ‘1’ in exponent bits). The overall throughput achieved by our RSA implementation is about 12% higher in random exponent bits and 50% higher in all 1’s exponent bits compared to the implementation without signed-digit recoding technique. Our implementation is able to achieve 17713 and 89043 2048-bit modular exponentiation per second on random exponent bits in GTX 960M and GTX 1080, which represent the two state of the art GPU architecture. We also presented the implementation of NTRU in this paper, which is 62.5 and 38.1 times faster than 2048-bit RSA in GTX 960M and GTX 1080 respectively.
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1 Introduction

Mobile and wireless communication technologies are growing by leaps and bounds in the past decade, which foster the emergence of Cloud Computing. One of the key aspects of these technologies is the security features offered to protect the user’s privacy during communication. RSA is a Public Key Cryptosystem (PKC) widely used for encrypting messages or generating digital signatures to provide authentication feature in secure communication. The core operation in RSA is modular exponentiation, which can be represented by the equation \( C = M^e \mod N \), where \( M \) is the plaintext, \( C \) is the ciphertext, \( e \) is the exponent and \( N \) is a large prime number. Computing modular exponentiation is non-trivial when the integer size is large. For example, RSA is consider insecure if the bit-size is smaller than 1024-bit; this implies that the implementation of modular exponentiation in RSA needs to handle integers of at least 1024-bit.

A straightforward implementation of 1024-bit modular exponentiation with the exponent as large as 1024-bit will require a lot of modular multiplication to be performed. Moreover, each modular multiplication involves a 2048-bit (2049-bit if the carry present) product followed by an expensive division. To simplify the computation, Montgomery Multiplication [7] was introduced to avoid the expensive division by replacing it with cheaper shift operations. Binary method [8] is also widely used to reduce the number of modular multiplication needed to compute a modular exponentiation.
The emergence of Quantum Computer (QC) posed a serious challenge on many current PKC that builds upon factorization (RSA) and elliptic curve (ECC) hard problems. Nth-degree truncated polynomial ring (NTRU) [9] is an emerging PKC that is resistant to QC attack and widely known as one of the strong candidates for post quantum cryptography. NTRU is built upon the shortest vector problem in a lattice, which is not known to be susceptible to QC attack. The main operation in NTRU encryption and decryption is polynomial multiplication, which is known to be faster than RSA. NTRU can be computed even faster if coefficients of the polynomial used are of small values (binary or ternary) and sparse. It is also being standardized under IEEE [10].

Graphics Processing Unit (GPU) is massively parallel processors capable of computing thousands of threads in parallel. GPU has been used in various applications to accelerate cryptographic algorithms [1–4]. This motivates us to explore the possibility to compute RSA in parallel using GPU, which is very useful for server applications that need to handle millions of authentications from the clients simultaneously, such as assessing personal and business information through mobile devices.

GPU was used in computing cryptographic algorithms including RSA. Neves et al. [1] analyzed different methods to interleave Montgomery multiplication on GPU with Tesla architecture and found FIOS and FIPS method is better than the most commonly used CIOS method. They were able to achieve throughput of 41426 512-bit modular exponentiations per second. On the other hand, Leboeuf et al. [2] mentioned that CIOS method is more suitable for GPU with Fermi architecture; their implementation was able to achieve throughput of 1.24 to 1.72 times greater than the fastest implementation on the same GPU. Recently, Emmart and Weems [3] introduced four methods to perform multiply-accumulate instruction across multiple generations of GPU (Tesla, Fermi, Kepler, and Maxwell) and compared their performance. They found that every GPU architecture achieved its best performance with different methods, as the clock per operation for the multiply-accumulate instruction are different for some GPU. In another work, Emmart et al. [4] discovered the optimal use of the instructions, memory, registers, and threads on the GPU with Maxwell architecture. In addition, they claimed that their implementation is much faster than the state of the art by using the row-oriented multiply and reduce. However, the work from Emmart et al. [3, 4] do not consider the signed digit recoding technique, which can further improve the performance of Montgomery exponentiation. Wu et al. [5] proposed a technique CMM-SDR
which improve the conventional signed-digit recoding method to accelerate modular exponentiation. However, no experimental result was presented in their paper.

Based on our observation of previous works [1–4], we found that the experiments were only performed based on random bit exponent. Since the number of bit “1” occurs in the exponent can greatly reduce the performance of modular exponentiation, it is not fair to evaluate the performance solely based on random bit exponent that is not reproducible. Hence, we proposed to evaluate the performance by including the best case (least ‘0’ in exponent bits) and worst case (all ‘1’ in exponent bits). This gives a better understanding of the actual performance of an implementation as well as providing a fair and reproducible comparison.

In this paper, we implemented the CMM-SDR method proposed by Wu et al. [5] in GPU. We evaluated the performance in two GPUs, GTX 960M (Maxwell) and GTX 1080 (Pascal). GTX 960M is similar to the GPU used by Emmart et al. [3, 4], while GTX 1080 represents the state of the art GPU architecture available in the market as of 2017. Our implementation can achieve 19528 (best case), 17713 (random exponent) and 17822 (worst case) 1024-bit modular exponentiations per second in GTX 960M. On GTX 1080, the performance is 102379 (best case), 89043 (random exponent) and 90562 (worst case) 1024-bit modular exponentiations per second. We also implemented NTRU in the same GPU platforms to compare its performance with RSA.

The layout of this paper is organized as follows. In Section 2, we introduce the background of Montgomery multiplication, binary exponentiation, signed digit recoding algorithm [5] and the CMM-SDR Montgomery algorithm [5] and followed by our proposed GPU implementation. In Section 3, the experimental setup and result, then Section 4, analysis and discussion. Lastly, the conclusion of our work in Section 5.

2 Background

To compute arithmetic involving large integer size, a common method is to represent the large integer in radix form. The coefficients of the radix form are stored in an array; the arithmetic computations are then performed on these coefficients. If one of these coefficients overflows, we need to perform carry propagation to avoid error. For example, the number 12345 can be represented in radix form of base 10:
12345 = 1 \times 10^4 + 2 \times 10^3 + 3 \times 10^2 + 4 \times 10^1 + 5 \times 10^0 \quad (1)

We store 1, 2, 3, 4, 5 in an array in this case. In this paper, the large integer is represented in radix $2^{32}$ as the GPU is a 32-bit processor. Hence, a 1024-bit integer can be represented in radix form with 32 coefficients (which is also referred to as limbs in the literature). Similarly, 2048-bit can be represented using 64 limbs, each limb is 32-bit.

### 2.1 Montgomery Multiplication

The conventional way to perform modular multiplication requires expensive division operation. Instead of using expensive division, Montgomery multiplication is able to perform the reduction by using addition and bit shifting with a base to the power of two, which is optimized for majority hardware architectures. Notice that, this requires conversion from radix form to Montgomery form at the beginning of computation; it also requires another conversion back to radix form at the end of the computation. These two conversions are expensive, but it is still beneficial to use Montgomery multiplication for modular exponentiation because most of the computations can be done in Montgomery form. Algorithm 1 shows the operations involved.

Note that if the $b$ is selected as a power of two, the modular reduction in line 6 can be replaced by bitwise shifting, which is very fast in most of the computer hardware.

---

**Algorithm 1: Montgomery Multiplication.**

Input: $x_0 = (x_{n-1} \ldots x_1 x_0)_b$, $y_0 = (y_{n-1} \ldots y_1 y_0)_b$, $m_0 = (m_{n-1} \ldots m_1 m_0)_b$ with $0 \leq x_0, y_0 < m_0$, $R = b^n$ with $\gcd(m_0, b) = 1$, and $m' = -m^{-1} \mod b$

// $m^{-1}$ is the inverse modular of $b$

Output: $A = x_0 y_0 R^{-1} \mod m$ or $\text{Mont}(x, y)$

// $R^{-1}$ is the inverse modular of $m$

1. begin
2. $A = 0$; // $A = (a_n a_{n-1} \ldots a_1 a_0)_b$
3. for $i = 0$ to $n - 1$ do
4. begin
5. $u_i = (a_0 + x_i y_0) m' \mod b$;
6. $A = (A + x_i y_0 u_i) / b$;
7. end;
8. if $A \geq m$ then $A = A - m$;
9. Return$A$;
10. end.
2.2 Binary Montgomery Exponentiation

Binary method (Algorithm 2) can be used in conjunction with Montgomery multiplication to perform modular exponentiation. The algorithm begins by scanning the exponent bits from right to left; if the bit is ‘0’, only squaring is performed; if the bit is ‘1’, an additional Montgomery multiplication is performed.

2.3 Signed Digit Recoding

In binary method for exponentiation, the speed performance is determined by the number of ‘1’ bit in the exponent, as additional multiplication is required for every ‘1’ bit. Signed-digit recoding (Algorithm 3) reduce the number of ‘1’ bit in the exponent. The output of this recoding method always has extra one digit than the binary representation. For example, decimal 31 is represented as [1, 1, 1, 1, 1] (5 digits) in binary, but represented as [1, 0, 0, 0, 0, –1] after signed digit recoding (6 digits). The number of zero has been increased compared to the binary representation, but the number of one is reduced.

2.4 CMM-SDR Montgomery Algorithm

Wu et al. [5] proposed an improvement to the conventional signed-digit recoding technique, named CMM-SDR (Algorithm 3). For each iteration, if the scanned bit is “1” or “–1”, then it is a multiply and square, if “0”, then it is only a squaring.
Algorithm 3: Signed Digit Recoding.
Input: \( E = (r_{m-1}r_{m-2}...r_0)^2 \) where \( r_i \) is the binary representation of \( E \)
Output: \( E_{SD} = (e_n e_{n-1}...e_0)^{SD} \)
// \( e_i \) is the signed digit representation of \( E \), where \( n \geq i \geq 0 \)
and \( e_i \in \{ 0, 1, -1 \} \)
1. \textbf{begin}
2. \( c_0 = 0 \); \( r_{m+1} = 0 \); \( r_m = 0 \);
3. \textbf{for} \( i = 0 \) \textbf{to} \( m \) \textbf{do}
4. \textbf{begin}
5. \( c_{i+1} = \lfloor (c_i + r_i + r_{i+1})/2 \rfloor \); \( \lfloor x \rfloor \): the largest integer \( \leq x \)
6. \( e_i = c_i + r_i - 2(c_{i+1}) \);
7. \textbf{end};
8. \textbf{end}.

Algorithm 4: CMM-SDR Montgomery Algorithm.
Input: \( M, N, E_{SD}, R \) where \( M \) is the message, \( N \) is the modular
and \( E_{SD} \) is the exponent in signed digit form
// \( R \) is the input of Algorithm 1 and \( E_{SD} \) is the output of Algorithm 3
Output: \( C = M^{E_{SD}} \mod N \)
1. \textbf{begin}
2. \( S \equiv MR \mod N, C \equiv R \mod N, D \equiv R \mod N \)
3. \textbf{for} \( i = 0 \) \textbf{to} \( m \) \textbf{do}
4. \textbf{begin}
5. \textbf{if} \( (e_i = 1) \) \textbf{then} \( C = \text{Mont}(S, C) \); \( \text{Multiplication} \)
6. \textbf{if} \( (e_i = -1) \) \textbf{then} \( D = \text{Mont}(S, D) \); \( \text{Multiplication} \)
7. \( S = \text{Mont}(S, S) \); \( \text{Squaring} \)
8. \textbf{end};
9. \( C = \text{Mont}(C, 1) ; \ D = \text{Mont}(D, 1) \);
10. \( C \equiv C \times D^{n-1} \mod N \); \( \text{CMM-SDR} \)
11. \textbf{end}.

Based on the theoretical complexity analysis by Wu et al. \[5\], as the
probability of computing \( \text{REDC}(S, C) \), \( \text{REDC}(S, D) \) and \( \text{REDC}(S, S) \) are
same with the occurrence of the signed digit “1”, “-1” and “0”, then together
with the respective \( n \) number of single precision multiplications. Thus, in
averagely:

- \( \text{REDC}(S, C) \) requires \( \frac{1}{6} (2n^2 + n) \) single-precision multiplications;
- \( \text{REDC}(S, D) \) requires \( \frac{1}{6} (2n^2 + n) \) single-precision multiplications;
- \( \text{REDC}(S, S) \) requires \( \frac{2}{3} (n^2 + 2n + 2) \) single-precision multiplications.

With CMM-SDR, the occurrence of “0” digit is higher and able to save the
number of multiplication compared to the original method. For example, to
compute the exponent of decimal 31 (scan from right to left):
In binary, \([1, 1, 1, 1, 1]\), requires 
\[
5(2n^2 + n) + 5(n^2 + 2n + 2) = 15n^2 + 15n + 10
\]
single-precision multiplications;

- In signed digit, \([1, 0, 0, 0, 0, -1]\), requires 
\[
2(2n^2 + n) + 6(n^2 + 2n + 2) = 10n^2 + 14n + 12
\]
single-precision multiplications.

Notice that, there is an operation involved modular inverse at the end of this algorithm. In order to reduce the extra cost of computing expensive in the modular inverse, we can perform the inverse modular multiplication with the technique introduced by Koc et al. [6] which still utilize the usage of cheap division in reduction.

3 NTRU Encrypt

NTRU is a lattice-based PKC devised by Hoffstein et al. [9] in 1996. Besides the outstanding security level (quantum computer resistant), NTRU is also attracting many attentions for its performance on embedded platforms with low resources, due to its low power consumption and fast encryption speed.

3.1 NTRU Key Generation

The degree of truncated polynomial ring \((N)\) is set to be a prime integer. In this paper, we only implement \(N = 401\), which has a security level of 112-bit [11], similar to 2048-bit RSA. Vectors \(f\) and \(g\) are randomly chosen from the truncated polynomial ring (usually the coefficients is small in size for better performance), whereas \(p\) and \(q\) are a co-prime integer pair for coefficient modular operations. In practical implementations, the more accepted value for \(p = 3\) and \(q = 2048\) (power of 2). The key generation is performed through the equation below:

\[
H = pf_q \ast g \mod q \tag{2}
\]

\(f_q\) is the multiplicative inverses of \(f\). Note that each coefficient in the polynomial requires a modular operation for all the calculations. The symbol ‘\(\ast\)’ denotes convolution production of polynomial (polynomial multiplication). \(H\) is used as the public key, while \(f\) is kept as the private key.

3.2 NTRU Encryption

Before encryption, the plaintext is first translated into the polynomial form \(M\). NTRU encryption is expressed as the follows:

\[
E = r \ast H + M \mod q \tag{3}
\]
$r$ is a random polynomial used in encryption process to obfuscate the correlation between plaintext and ciphertext. To achieve fast encryption speed, $r$ is usually a polynomial with binary (0 and 1) or ternary (−1, 0 and 1) coefficients. Note that the polynomial multiplication (*) between $r$ and $H$ is the most time-consuming operation in NTRU encryption. However, since $r$ is sparse, various techniques can be applied to speed up the polynomial multiplication. The plaintext $M$ in polynomial form is added to the result of convolution to complete the encryption process.

### 3.3 NTRU Decryption

Polynomial $f$ and its multiplicative inverse $f_q$ are kept as private key. Decryption is performed through the three following steps:

\[
\begin{align*}
D_1 &= E \ast f \mod q \\
D_2 &= D_1 \mod p \\
D_3 &= f_p \ast D_2 \mod p
\end{align*}
\]

To date, NTRU is still considered secure from various attacks. Moreover, there is no known attack from Shor’s algorithm, which makes it a quantum resistant PKC. Moreover, NTRU is more efficient compared to RSA, which makes it an attractive alternative to commonly used PKC.

### 4 Proposed GPU Implementation

#### 4.1 RSA Implementation

GPU has deep memory architecture with various memory types; each of them has their own strength and limitation. We implemented CMM-SDR Montgomery multiplication based on coarse-grained parallelism, whereby each thread is assigned to compute one modular exponentiation. Since each thread is independent of each other, there is no intense communication between threads, so shared memory does not provide significant benefits to our implementation. At the same time, the computations within one thread are somehow more intensive compared to fine-grained implementation. Thus, we do not limit the number of registers used per thread and let the compiler allocates as much as it could.

First, we precompute the values of $R$, $C$, $D$ and $S$, then copy these pre-computed values, together with $M'$ (required to compute Montgomery multiplication), $M$ and $E_{SD}$ to global memory in GPU. Notice that all the
values are represented in multi-limbs (32-bit each) and store in the form of arrays, except $M'$ which is store in register.

Next, 32000 threads are launched to perform 32000 modular exponentiations; the threads are organized as 125 blocks per grid, and 256 threads per block. Each thread has to load the values of $R$, $M$, $E_{SD}$, $C$, $D$ and $S$ into local memory and $M'$ into register. During the computations, $C$, $D$ and $S$ will be used to store the intermediate values. The results of Montgomery exponentiation are stored in global memory and copied to the CPU memory after the computations are completed.

### 4.2 NTRU Implementation

According to the key management recommendation of NIST [12], 2048-bit RSA has a security level of around 112-bit. We implemented NTRU with $N = 401$ and $q = 2048$, which has the same security level as 2048-bit RSA. Following the new parameters proposed by Hoffstein et al. [11], each of the polynomial $r$ (random values), $H$ (public key) and $M$ (plaintext) in NTRU encryption process has 401 coefficients. In this paper, $r$ is represented as a ternary polynomial with hamming weight $d_m = 101$; $M$ is also represented as ternary polynomial; $H$ is a dense polynomial. However, all polynomial multiplications in this paper are treated as dense polynomial and sparse polynomial multiplication. Further performance improvement can be obtained by using the product form polynomial, which is out of the scope of this paper.

GPU is responsible for performing the polynomial multiplications (between $r$ and $H$) and polynomial addition with $M$. 51328 threads are launched to perform 128 polynomial multiplication and additions; the threads are organized as 128 blocks per grid, and 401 threads per block. In another
word, NTRU is implemented with fine grain parallelism, whereby each block is responsible to perform one NTRU encryption (including polynomial multiplication and additions).

We have implemented two versions of NTRU encryption:

- **NTRU-Naïve**: the polynomial multiplication between \( r \) and \( H \) is performed as conventional convolution process with complexity \( O(N^2) \). The random polynomial \( r \) is pre-computed in CPU and copied to the shared memory of GPU. Public key \( H \) is also stored in shared memory for frequent access;

- **NTRU-Sparse**: The random polynomial \( r \) is pre-computed in CPU and the location of nonzeros are copied to the shared memory of GPU. Public key \( H \) is also stored in shared memory for frequent access. The polynomial multiplication between \( r \) and \( H \) only needs to be performed for nonzero coefficients in \( r \), which greatly improved the encryption efficiency.

Similar to RSA computation, the results of polynomial multiplication and addition are stored in global memory and copied to the CPU memory after the computations are completed.

## 5 Experimental Setup and Result

Most of the available works evaluate the performance based on random bit patterns on the exponents. However, these random bit patterns are difficult to reproduce by others as no information is provided regarding the random seed and algorithm used for generating random numbers. In order to perform a fair comparison with other available works, we proposed to evaluate the performance based on three different bit patterns. The first bit pattern is the smallest exponent (prime number with least number of ‘0’ in the exponent), the second bit pattern is random exponent and third bit pattern is the largest exponent (prime number with the most number of ‘1’ in the exponent). This corresponds to the best case, average case and worst case respectively.

We evaluated the performance of 1024-bit and 2048-bit modular exponentiation on GTX 960M (Maxwell) and GTX 1080 (Pascal). We design and setup three different scenarios to compute the modular exponentiations, with the largest, smallest and random exponent bits. Each scenario is performed for 20 times and the average result is reported. Besides, we only record the time taken for memory transaction within GPU and the computation of modular exponentiation. The time for pre-computation, copy data in between CPU and GPU and result verification are not recorded.
The throughput is calculated as the number of modular exponentiation computed per second.

Figure 2 and 3 show the results of our experiment on GTX 960M and GTX 1080. The results are compared with conventional Montgomery Multiplication without CMM-SDR technique.

Figure 4 shows the results of NTRU-Naïve and NTRU-sparse implementation on GTX 960M and GTX 1080 with \( N = 401 \), \( q = 2048 \), and \( dm = 101 \).
6 Analysis and Discussion

6.1 The Smallest Exponent Bits (Best Case)

From Figure 2 and 3, we can see that the throughputs for the conventional method are always higher than the CMM-SDR method in this particular case. Referring to Table 1, the number of non-zero remains the same as in CMM-SDR; instead, CMM-SDR method has an extra computation of zero in both 1024 bits and 2048 bits. In fact, CMM-SDR requires extra one additional Montgomery Multiplication (compare line 7, Algorithm 2 and line 9, Algorithm 4) and the extra computation of modular inverse and modular multiplication (line 10, Algorithm 4). CMM-SDR suffers the computation overhead in this case. As a result, the conventional method is more efficient than CMM-SDR for the case of smallest exponent bits.

6.2 The Largest Exponent Bits (Worst Case)

The CMM-SDR method started to shine in this scenario as its throughput is around 50% higher than the conventional method. From the Table 2, we

|                     | Conventional | CMM-SDR   |
|---------------------|--------------|-----------|
| Non-zero            | 1            | 1         |
| Zero                | 1023/2047    | 1024/2048 |

Table 1 Numbers of non-zero and zero in smallest exponent bits for conventional and CMM-SDR (1024-bit and 2048-bit modular exponentiation)
can see that the number of non-zero is greatly reduced in CMM-SDR. In this scenario, the conventional method needed to compute 1024 (1024 bits) and 2048 (2048 bits) times of squaring and multiplication, whereas CMM-SDR method only needed to compute 2 times (1024 bits and 2048 bits). Thus, the CMM-SDR method is more efficient in this case.

6.3 Random Exponent Bits (Average Case)
In random exponent bits, the CMM-SDR method still able to outperform the conventional method, the overall throughput is about 12% higher than the conventional method. From the Table 3, we can see that the number of non-zero is still greatly reduced in CMM-SDR, from 497 to 7 in 1024-bit modular exponentiation and 1015 to 16 in 2048-bit modular exponentiation. However, the computation overhead as mentioned in Section 5.1 which limits the maximum achievable throughput.

6.4 Performance Comparison of Our Work with Recent Work
The work from Emmart and Weems [3] is the fastest among all coarse grain modular exponentiation in GPU. They are using the GTX 750Ti (640 cores) from Maxwell architecture, which is the same with GTX 960M (640 cores) we used. We are able to achieve 17.17k modular exponentiation per second (random exponent bits) which is slower than the achievement by Emmart and Weems [3] (22.72k). However, our implementation is not fully optimized compared to them. Firstly, they used fixed window exponentiation which scans multiple bits per iteration, but our method only scans one bit per iteration.

| Table 3 | Numbers of non-zero and zero in random exponent bits for conventional and CMM-SDR (1024-bit and 2048-bit modular exponentiation) |
|---------|----------------------------------------------------------------------------------------------------------------------------------|
|         | Conventional | CMM-SDR |
| Non-zero | 497/1015 | 7/16 |
| Zero     | 527/1033 | 1017/2032 |
Secondly, we have not fully optimized the operation to store and load the message, modulus, and exponent in GPU, which involves optimized usage of local memory and registers. Thirdly, they also used CUDA PTX assembly code to fully optimized the implementation. In fact, our work can be integrated with the techniques proposed by Emmart and Weems [3] to further improve the throughput of modular exponentiation in GPU.

On the other hand, we also evaluated the same implementation in GTX 1080 with the latest GPU architecture, Pascal. GTX 1080 consists of 2560 cores, which is four times more than GTX 960M (640 cores). From our experiments, the throughput achieved by GTX 1080 is 3.5–4.2 times more than GTX 960M, which is coherent with the hardware capability of both hardware platforms. GTX 960M is more widely used for low-end mobile computing system like laptops; we selected this platform to perform a direct comparison with Emmart and Weems [3]. Conversely, GTX 1080 can be used in a server environment to handle massive digital signatures (RSA) in parallel.

6.5 Comparing NTRU and RSA

The results presented in Section 5 shows that NTRU has better speed performance compared to 2048-bit RSA for same security level (112-bit). The best throughput of 2048-bit RSA in GTX 960M and GTX 1080 are summarized in Table 4, together with the throughput achieved by NTRU-Naïve and NTRU-Sparse.

NTRU-Naïve is 62.5 (GTX 960M) and 38.1 (GTX 1080) times faster than the best throughput achieved by 2048-bit RSA (where the majority of the exponent bits are 0). This shows that NTRU is a strong candidate to replace RSA as it is quantum resistant and very efficient. By skipping the computations in zero coefficients, NTRU-Sparse is 2.0–3.8 times faster than NTRU-Naïve in two different GPU platforms, which further improve the speed performance of NTRU implementation.

|                      | GTX 960M | GTX 1080 |
|----------------------|----------|----------|
| 2048-bit RSA (smallest exponent) | 2563     | 12274    |
| NTRU-Naïve           | 160296   | 467208   |
| NTRU-Sparse           | 610760   | 951238   |
7 Conclusion

In this paper, we have shown that our GPU implementation is able to achieve high throughput by incorporating the CMM-SDR method by Wu et al. [5]. Although our proposed implementation does not show good result in smallest exponent bits, it eventually shows good result in random exponent bits which is more closely related to the real world scenarios. By integrating the technique proposed in this paper to the work from Emmart and Weems [3], the modular exponentiation can achieve higher throughput in GPU platforms. On the other hand, we have also shown that NTRU encryption is eventually much faster than RSA at the similar security level. By employing sparse polynomial multiplication technique, the speed of NTRU encryption can be greatly improved.
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