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SUMMARY In the realization of convolutional neural networks (CNNs) in resource-constrained embedded hardware, the memory footprint of weights is one of the primary problems. Pruning techniques are often used to reduce the number of weights. However, the distribution of nonzero weights is highly skewed, which makes it more difficult to utilize the underlying parallelism. To address this problem, we present SENTEI, filter-wise pruning with distillation, to realize hardware-aware network architecture with comparable accuracy. The filter-wise pruning eliminates weights such that each filter has the same number of nonzero weights, and retraining with distillation retains the accuracy. Further, we develop a zero-weight skipping inter-layer pipelined accelerator on an FPGA. The equalization enables inter-filter parallelism, where a processing block for a layer executes filters concurrently with straightforward architecture. Our evaluation of semantic-segmentation tasks indicates that the resulting mIoU only decreased by 0.4 points. Additionally, the speedup and power efficiency of our FPGA implementation were 33.2x and 87.9x higher than those of the mobile GPU. Therefore, our technique realizes hardware-aware network with comparable accuracy.
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1. Introduction

Convolutional neural networks (CNNs) [1] deliver state-of-the-art performance in computer-vision tasks such as object classification, object detection, and semantic segmentation. They have been increasingly required in a variety of embedded systems such as robots, self-driving cars, and drones. However, CNNs involve too many parameters (especially weights) for resource-constrained embedded hardware to store in its on-chip memory.

To address this problem, several network-compression techniques have been proposed. Pruning [2] is a compression technique that eliminates unnecessary weights from CNNs. Figure 1 details the procedure of pruning; it consists of three steps: training weights, pruning unnecessary weights, and retraining the remaining weights. Firstly, network connectivity (weights) are trained with a dataset. The resulting weight values indicate the magnitude of effect of each connection on the accuracy. Secondly, pre-trained weights below a threshold are pruned, and the unit is typically layer-by-layer. Finally, the remaining weights are retrained with the same dataset to achieve the original accuracy. The pruning technique leads to more than a 10-fold reduction in the amount of parameters with comparable accuracy [2]. However, as for the calculation latency, the utilization of high-degree parallelism becomes more difficult because the distribution of nonzero weights is skewed. The hardware requires fine-grained data parallelism with a flexible data path, which leads to a significant overhead.

To address this problem, we propose SENTEI filter-wise pruning with distillation. At the pruning step, SENTEI prunes weights such that each filter has the same number of nonzero weights. Thus, each output neuron has the same number of connections with the previous ones, which makes it easier to utilize inter-filter parallelism. At the retraining step, the remaining weights are retrained with a distillation technique, where dense and sparse networks serve as the teacher and the student, respectively. By using the dense network’s training information, the sparse network’s accuracy can be increased and training convergence accelerated. Additionally, we develop a zero-weight skipping inter-layer pipelined accelerator on an FPGA. Because each filter has the same number of nonzero weights, utilizing inter-filter parallelism does not require complicated functions. Therefore, our architecture achieves a high degree of parallelism with simple hardware complexity.

The contributions of this study are summarized below.
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SENTEI is a Japanese word that means pruning. SENTEI not only trims a tree to make it look better, but also allows it to utilize nutrients efficiently. We decided this name since the effect is very similar to our technique’s effect to CNN.
1. We propose SENTEI, filter-wise pruning with distillation. With comparable accuracy, it performs pruning such that each filter has the same number of weights to achieve a high degree of parallelism.

2. We develop a zero-weight skipping inter-layer pipelined accelerator that utilizes inter-filter parallelism. The accelerator realizes a high degree of parallelism while maintaining hardware simplicity.

3. We evaluate SENTEI based on a semantic-segmentation task. The results indicate that the accuracy is comparable with those of its dense-network counterparts.

4. We compare our system on an FPGA with a mobile GPU. The latency speedup and energy efficiency of the FPGA were 33.2× and 87.9× better than those of the mobile GPU.

This paper is an extension of a previous publication [3]. The rest of the paper is organized as follows: Sect. 2 provides motivation of our work. Section 3 explains a basic knowledge used throughout this paper. Section 4 introduces our proposed pruning technique, SENTEI (filter-wise pruning with distillation). Section 5 explains our accelerator for filter-wise pruned CNN. Section 6, 7, and 8 are experimental results, related works, and conclusion, respectively.

2. Motivation

Pruning is often used to reduce the number of weights for CNN implementation in resource-constrained embedded hardware. The procedure of the typical pruning technique [2] is given below:

1) Train the network weights
2) Prune the small weights below a threshold
3) Retrain the remaining weights

After pruning, most weights become zero; the weights are stored in a format such as the coordinate (COO) format or the compressed sparse row (CSR) format. As an example, we consider the pseudo-code shown in Fig. 2 for sparse convolution (CONV) with the COO format. The code consists of four loops. In each loop, a weight and an address (row, column, and channel values) are loaded, and the multiply-accumulate (MAC) operation is performed as many times as the number of non-zero weights. We categorize parallelism into the following different types based on the unrolling strategies.

1. Spatial Parallelism, where loop L2, loop L3, or both are unrolled
2. Inter-filter Parallelism, where loop L1 is unrolled
3. Intra-filter Parallelism, where loop L4 is unrolled

To realize high-speed calculation, we must utilize the above three types of parallelisms flexibly based on network architectures.

Figure 3 shows the nonzero-weight ratio of each pruned filter in a customized AlexNet [4]. There is a significant difference in the nonzero-weight ratios between a certain pair of filters. Similar to the case in the example, certain pruned networks have highly skewed nonzero-weight distributions [5]. Owing to the imbalance, it becomes more difficult to utilize inter- and intra-filter parallelisms. To address this problem, some studies have developed exclusive compilers or accelerators. However, they incur high development costs or feature complicated architecture. Our key idea is to equalize the number of nonzero weights of each filter during the training phase. This equalization makes it easier to exploit the underlying inter- and intra-filter parallelisms without complicated techniques.

3. Preliminary

3.1 Convolution (CONV)

Let $X^i(r, c, h)$ be an input feature map (IFM) value at $(r, c, h)$ coordinates in $i$-th layer, $W^i(r, c, h)$ be a weight value, $w_{bias}$ be a bias, $S^i(r, h)$ be an intermediate variable, $f_{act}(x)$ be an activation function, and $X^{i+1}(w, h)$ be an $(i+1)$-th IFM, or output feature map (OFM). The $KW_i \times KH_i$ 2D CONV at $(w, h)$ coordinates in $(i+1)$-th layer is as follows:

$$S^{i+1}(w, h) = w_{bias} + \sum_{ch=1}^{CH_i} \sum_{c=1}^{KH_i} \sum_{r=1}^{KW_i} X^i(w + r, h + c, ch) \times W^{i+1}(r, c, ch)$$

where $CH_i$ is the $i$-th IFM channels, $r$, $c$, and $ch$ are coordinates of width-axis, height-axis, and channel-axis, respectively. The input is multiplied by the weight and the resulting sum is applied to the activation function. In this paper, we use the rectified linear unit (ReLU) functions as the activation function. When $KH_i = KW_i = 1$ (or pixel-wise CONV), it plays the role of classification corresponding to the part of input images.

3.2 Sparse CONV

After a pruning technique is applied, many weight values become zero. To store such weight parameters formed in the sparse matrix to block RAMs (BRAMs) efficiently, we employ a coordinate (COO) format. The arrays, row, col, ch, and weight store its row, column, channel indices, and nonzero-weights of the sparse matrix, respectively. Since
pruning realizes a high-sparse matrix, the overhead of additional memory requirement (row, col, and ch arrays) is not critical. When COO format is introduced, the sparse CONV at \((w, h)\) coordinates is formulated as follows.

\[
S^{i+1}(w, h) = w_{bias} + \sum_{j=1}^{N} X^i(w + r_j, h + c_j, ch_j) \ast w_j
\]

\[
X^{i+1}(w, h) = f_{act}(S^{i+1}(w, h)),
\]

where \(N\) is the number of nonzero-weights, \(w_j\) is a weight value, and \(col_j\) and \(row_j\) are column and row indices, respectively.

4. **SENTEI**

In this paper, we present SENTEI, a filter-wise pruning with distillation. SENTEI consists of two steps: filter-wise pruning and retraining with distillation. The procedure is detailed below:

1) Train network weights

2) Sort the trained weights of each filter by their absolute values

3) Prune the small weights by a preset percent filter-by-filter

4) Retrain the remaining weights with distillation

By following the above procedure, each filter is the same sparse ratio, which simplifies the pruned-CNN accelerator. Moreover, retraining the weights with distillation retains the accuracy. We note that the retraining time does not change from conventional pruning [2]. The distillation scheme is detailed in the next section.

4.1 Distillation Scheme for Retraining Weights

Distillation [6] is a compression technique, where a network (student network) is trained using the outputs of a larger network (teacher network) to imitate the same outputs. The outputs of a teacher network are used to improve the accuracy of a smaller student network. This study exploits this concept to obtain a highly sparse network while maintaining the accuracy. To the best of our knowledge, this is the first study to implement the distillation technique for retraining weights. It accelerates the convergence while increasing the accuracy of the sparse network.

Figure 4 presents an outline of the distillation scheme with the AlexNet-based network that we have used. We assign a dense network as the teacher and a sparse network as the student. A training objective function \(L_{\text{train}}\) is written as:

\[
L_{\text{train}} = \frac{1}{M} \sum_{m=1}^{M} L_{\text{soft}}^m + \beta L_{\text{hard}}
\]

where \(M\) is the number of connections between the teacher and the student networks (this paper sets \(M = 3\)), \(\beta\) is a hyper-parameter to balance their losses. \(L_{\text{soft}}^m\) is the \(m\)-th mean squared loss using both the network’s feature map (FM), and \(L_{\text{hard}}\) is the pixel-wise cross entropy loss using ground truth. \(L_{\text{soft}}^m\) is defined by

\[
L_{\text{soft}}^m = \alpha_m \frac{C_{H_i} H_i W_i}{C_{H_i} H_i W_i \sum_{ch=1}^{C_{H_i}} \sum_{h=1}^{H_i} \sum_{w=1}^{W_i} \left(X_i^m(w, h, ch) - X_i^m(w, h, ch)\right)^2},
\]

where \(\alpha_m\) is a hyper parameter to balance their losses, \(W_i, H_i,\) and \(C_{H_i}\) indicate the \(i\)-th FM’s width, height, and channel. \(X_i^m(w, h, ch)\) and \(X_i^m(w, h, ch)\) are the \(i\)-th FM values at \((w, h, ch)\) in the student and the teacher networks, respectively. \(L_{\text{hard}}\) changes by a task, and in this paper we employ a semantic segmentation task for evaluation. Therefore, \(L_{\text{hard}}\) is pixel-wise cross entropy loss and defined by

\[
L_{\text{hard}} = -\frac{1}{H_{in} W_{in}} \sum_{ch=1}^{\text{class}} \sum_{h=1}^{H_{in}} \sum_{w=1}^{W_{in}} \log (\sigma(w, h, ch) \ p(w, h, ch)),
\]

where \(H_{in}\) and \(W_{in}\) denote input image size, \(\sigma(w, h, ch)\)
is predicted class probabilities, and \( p(w, h, ch) \in [0, 1] \) is the ground truth class probabilities at \((w, h, ch)\) coordinates.

5. Hardware Implementation

Figure 5 shows the overall architecture. The design consists of buffer parts for parameters and the convolutional block (CB) parts, which constitute the inter-layer pipelined architecture. A combination of SENTEI and inter-layer pipelining enables a high degree of parallelism, together with architectural simplicity, because each layer has only one filter loop count owing to SENTEI. All parameters, including weights and biases, are loaded into on-chip buffers from DDR3 memory. Thereafter, the processor sends an input image to the design, and in the first CB, CONV operations are performed. The output feature maps are sent to the ping-pong buffer in the next CB to be read to compute the next layer operation. Finally, the outputs of the last CB (7-th CB in this study) are sent to the ARM processor. Weight matrices are stored in on-chip memory in the COO format.

5.1 Convolutional Block

Figure 6 shows the architecture of a convolutional block (CB). It consists of a COO decoder, a COO counter, a counter for convolutional operation, a ping-pong buffer for feature maps (FMs), MAC units, and a processing element (PE) for both BN and ReLU. The calculations of MAC and PE are in the half-precision floating-point representation.

The COO counter counts the number of non-zero weights of each filter; the COO decoder obtains the number and outputs the corresponding relative address or row, column, and channel values. Next, to fetch the FM values, the absolute address is calculated using both the relative address and the convolutional counter, which indicates the coordinates where the CONV operation is performed. Figure 7 presents an example of the functionality. The CONV coordinates are \((w, h) = (1, 1)\), and the relative address is \((row, col, ch) = (1, 2, 0)\). Therefore, the absolute coordinates of the corresponding FM value are \((w + row, h + col, ch) = (2, 3, 0)\). The fetched value and the weight are fed into a multiply-accumulate (MAC) unit, followed by PE for BN and ReLU. Finally, the output is stored in the next ping-pong buffer in the next CB.

This study employs spatial and inter-filter parallelisms. The parallelism improves throughput by at least 2\(x\) while the utilization of BRAMs little increases. Since exploiting inter-filter parallelism processes with two filters concurrently, the expected improvement of throughput is 2\(x\) at least, which implies that high-level synthesis may optimize the inter-filter parallel architecture automatically. As for BRAMs, there are two types of BRAMs in our architecture: for FMs and COO formatted arrays. Using inter-filter parallelism does not change the number of BRAMs for feature maps since we only change the BRAM configuration from single-port mode to double-port mode. On the other hand, since the previous architecture uses distributed single-port LUTs to store COO formatted arrays, we change these LUTs to dual-port BRAMs, leading to an increase of the BRAM utilization. Thus, we expect throughput is at least 2\(x\), and the BRAM utilization increases. From two coordinates of nonzero weights in a certain pair of filters, several successive FM values along to the width-axis are fetched and sent simultaneously. The corresponding weights are broadcast to the corresponding MAC units. As for COO indices, we used true dual port BRAMs as COO index buffers to read two corresponding indices in one cycle.

6. Experimental Results

In our experiments, we used an AlexNet-based network for the following reasons: 1) pruned AlexNet has a highly skewed distribution of nonzero weights, which means that filter-wise pruning without distillation leads to significant accuracy degradation. By using AlexNet, we can evaluate
the effectiveness of SENTEI in preventing it. 2) AlexNet is very useful for efficient edge-device implementation because big kernels in the first two layers reduce the input FM resolution; buffer size of the FM is one of the primary problems in the implementation of resource-constrained hardware. The network architecture is presented in Table 1. In this study, the total sparse ratio was 93.6%, and sparse ratio of the last layers was lower than that of the first layers to maintain accuracy.

6.1 Semantic Segmentation

Semantic segmentation is a fundamental task in image processing that performs pixel-wise classification, as shown in Fig. 8. In this paper, we employ semantic segmentation tasks to evaluate our proposal. We employ three metrics that are often used to measure performance. Let \( n_{ij} \) is the number of pixels of class \( i \) predicted as class \( j \). The metrics are as follows:

1. **Pixel-wise accuracy (PwiseAcc),**
   \[
   \frac{\sum_{i=1}^{n} n_i}{\sum_{j=1}^{c} \sum_{i=1}^{n} n_{ij}}.
   \]

2. **Mean class accuracy (mClassAcc),**
   \[
   \frac{1}{n_{\text{class}}} \sum_{i=1}^{n_{\text{class}}} n_i \frac{\sum_{j=1}^{n} n_{ij}}{n_i}.
   \]

3. **Mean intersection over union (mIoU),**
   \[
   \frac{1}{n_{\text{class}}} \sum_{i=1}^{n_{\text{class}}} \frac{\sum_{j=1}^{n} n_{ij}}{n_i + \sum_{j=1}^{n} n_{j} - n_{ij}}.
   \]

6.2 Pruning Technique Evaluation

We used the CamVid [7] dataset, which is one of the popular datasets for the semantic-segmentation task. The image size is set as \((width, height) = (480, 360)\), and the number of the categories is 11. Our network cannot be compared with other networks because there is considerable difference in their network architectures. Therefore, we used the dense AlexNet-based network in floating precision as the baseline network.

Table 2 presents the results of an accuracy comparison. Our sparse model delivered performance comparable to that of a dense model. The results indicate that SENTEI realizes a high-sparse network with negligible accuracy degradation.

6.3 Comparison of FPGA Implementation with Various Image Sizes

We implemented our network for various image sizes on an FPGA by using Xilinx Inc. SDSoC 2017.4 with a timing constraint of 99.9 MHz. The FPGA board is a Xilinx Inc. Zynq UltraScale+ MPSoC zcu102 evaluation one, equipped with a Xilinx Zynq UltraScale+ MPSoC FPGA (ZU9EG, 68,520 Slices, 269,200 FFs, 1,824 18k BRAMs, 2,520 DSP48Es). Table 3 presents the implementation results. To increase the memory bandwidth, our architecture uses array partitioning and ping-pong buffers for FMs; therefore, the utilization of the BRAM is dominant, and our architecture cannot realize the implementation for an image size larger than \((300, 225)\). Additionally, inter-filter parallelism replaces distributed LUTs with BRAMs, increasing the BRAM utilization from the previous implementation.

6.4 Platform Comparison

We compared the performances of the FPGA and a Jetson.

Table 3 presents the results of the accuracy comparison. Our sparse model delivered performance comparable to that of a dense model. The results indicate that SENTEI realizes a high-sparse network with negligible accuracy degradation.
TX2 GPU (NVIDIA Corp.). Note that we used the same sparseness of CNN for both the platforms for a fair comparison, and the Chainer framework [8] was used for the GPU implementation. Table 4 presents the performance-comparison results. Power consumption is dynamic power consumption. The inter-filter parallelism and auto optimization of high-level synthesis improved throughput more than 2× from the previous implementation. In comparison with the mobile GPU, FPGA reduced the power by 1.1 watts, and increased the speed 33.2×, which meets the real-time processing requirement (30 FPS). In terms of performance per power consumption (FPS/W), the FPGA was 87.9 times better than its mobile GPU counterpart.

### 7. Related Works

#### 7.1 Sparseness Approach for Weight Memory Reduction

A modern CNN requires a large number of weight parameters, and an FPGA on-chip memory cannot store all the parameters. To address this issue, there are two types of sparseness (pruning) methods for after and during training.

As for pruning during training, [9] proposed a gradual pruning method that increases the weight pruning ratio using a binary mask variable. In [10], various sparse dropout strategies were used for both fully connected and convolutional layers to realize high sparsity, and in [11], the rank of the parameter matrix in each layer was reduced.

In contrast, there are many studies conducted on pruning after training, and the representative one is deep compression [2], which combines quantization, weight pruning, and Huffman coding method to achieve a 3-4× speedup. For the hardware of SIMD architecture, [12] proposed a SIMD-aware weight pruning that provides high parallelism using a specific format such as the compressed sparse rows (CSR) format.

We propose SENTEI, which eliminates weights filter-by-filter by a preset percent after training. From our preliminary experiments, it makes training convergence faster than those of pruning while training.

#### 7.2 Sparse Convolutional Network Architecture

Our sparsity approach has attracted increasing interests as it reduces the data footprint and eliminates computation, and it achieves a good balance between compression ratio and accuracy. The following are three types of architectures based on the values that are skipped: weights, activations, and both.

### 7.2.1 Zero-Weight Skipping Architecture

It eliminates the zero-weight calculations only. Cambricon-X [13] allows weight buffers in different processing elements to load new data from the memory asynchronously to improve the overall efficiency since the numbers of weights of different neurons may differ significantly. J. Li, et al. [5] proposed a concise convolution rule (CCR) that decomposes sparse kernels into multiple effective non-zero sub-kernels using triplet representation.

#### 7.2.2 Zero-Activation Skipping Architecture

It skips zero-activation calculations only. CNVLUTIN [14] architecture skips zero-activation multiplications to improve both performance and energy efficiency.

#### 7.2.3 Zero-Weight and -Activation Skipping Architecture

It skips all inefficient computations. The EIE [15] exploits both sparsity and the indexing overhead. PermDNN [16] outperforms the EIE by generating a hardware-friendly structured sparse neural network using permuted diagonal matrices. Cambricon-S [17] introduces block pruning to reduce the irregularity. The SCNN [18] achieves a performance improvement of 2.7× with Cartesian product-based processing. STICKER [19] applied two-way set associative PEs to SCNN architecture, thereby reducing the memory area to 92%. Wang, et al. [20] improved the hash-based accelerator for SCNN using a load-balancing algorithm, and SpAW [21] proposed a dual-indexing module to utilize the sparsity more efficiently. For the efficient utilization of the SIMD architecture, B. Lai et al. [22] proposed weight rearrangement that parses through the weights at compile time and redistributes the nonzero weights to balance the computation.

We developed a zero-weight skipping architecture for filter-wise pruned CNNs because the zero-weight skipping architecture has achieved the best trade-off between speedup and hardware-complexity as mentioned in [5]. The primary difference from conventional architectures is not multiplexer-based architecture, but BRAM-based architecture. While the accelerator proposed by [13] is a multiplexer-based architecture, our accelerator is a BRAM-based architecture for random access to corresponding IFMs, which is an important contribution to efficient FPGA implementation from the viewpoint of area efficiency. Thus, we decided that a pruning unit is a filter-wise unit to use BRAMs efficiency, and our architecture is more optimal for FPGA implementation of sparse CNNs.

### 8. Conclusion

We presented SENTEI, filter-wise pruning with distillation, to realize hardware-aware network architecture while retaining a comparable accuracy. Equalizing the number of
non-zero weights in each filter allowed the easy utilization of inter- and intra-filter parallelisms, and retraining weights with distillation retained the accuracy. We believe that our technique achieves a better trade-off between accuracy and network complexity in comparison with conventional pruning techniques.
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