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1 Introduction

Difference-of-convex (DC) programming has been an active area of research in nonconvex and nonsmooth optimization [19,20,44,27,1,42]. They arise in extensive applications such as sparsity learning [55,28], clustering [23], molecular conformation [25], trust region subproblem [45,7], portfolio optimization [48,47,38], control theory [36], natural language processing [40], image denoising [56], mixed-integer optimization [22,35,31,39] and eigenvalue complementarity problem [24,37,34,33], to name a few; see [27] and the references therein for a comprehensive introduction about DC programming and its applications.

In this paper, we focus on a composite DC program in form of

$$\min \{ F(x) := f(x) + g(x) - h(x) : x \in \mathbb{R}^n \} ,$$  \hspace{1cm} (P)

where the following are assumed throughout the manuscript:

Assumption 1 (a) \( f \) and \( g \) are proper convex functions from \( \mathbb{R}^n \) to \(( -\infty, \infty]\), \( h : \mathbb{R}^n \to \mathbb{R} \) is convex; moreover, \( g \) is closed.

(b) There exists a nonempty closed and convex set \( Y \subseteq \mathbb{R}^n \) such that \( \text{dom}(g) \subseteq Y \subseteq \text{int}(\text{dom}(f)) \).

(c) \( f \) is \(L\)-smooth over \( Y \), i.e., the gradient of \( f \) is \( L\)-Lipschitz over \( Y \).  

(d) \( F \) is bounded from below, i.e., there exists scalar \( F^* \) such that \( F(x) \geq F^* \) for all \( x \in \mathbb{R}^n \).

Note that we do not require that the loss function \( f \) is real-valued over \( \mathbb{R}^n \) since the scope of the model can be limited in this way. Next, by setting \( h \equiv 0 \) in \((P)\) we derive the convex optimization problem

$$\min \{ \Phi(x) := f(x) + g(x) : x \in \mathbb{R}^n \} ,$$  \hspace{1cm} (P_c)$

for which we additionally assume the following:

Assumption 2 The optimal solution set of \((P_c)\) is nonempty, and its optimal value is denoted by \( \Phi^* \).

The classical DCA [44,45,26,46] is renowned for solving \((P)\), which has been introduced by Pham Dinh Tao in 1985 and extensively developed by Le Thi Hoai An and Pham Dinh Tao since 1994. One possible (commonly used) DC decomposition for \((P)\) takes the following form

$$\min \{ F(x) := G(x) - H(x)^1 : x \in \mathbb{R}^n \} ,$$  \hspace{1cm} (1)

where \( G(x) = L\|x\|^2/2 + g(x) \) and \( H(x) = L\|x\|^2/2 - f(x) + h(x) \) when \( x \in Y \) and \( \infty \) otherwise. Then DCA applied for this DC decomposition yields the proximal DC algorithm (pDCA) proposed in [17]. For the special case where \( Y = \mathbb{R}^n \), the accelerated variant of DCA (ADCA) [50], which incorporated the Nesterov’s extrapolation [29,30] for potential acceleration, can be applied for solving \((1)\); meanwhile, Wen et al. [54] used the same extrapolation technique for solving \((P)\).
A variable metric and extrapolated proximal DCA with backtracking

In some practical applications, the Lipschitz constant of the gradient of $f$ might be hard to estimate. The (monotone) backtracking line search procedure [6] is a common strategy for addressing this issue. However, in this way the step-size is nonincreasing, which may seriously affect the convergence speed if the local curvature of the loss function is relatively large near the initial iterates but small near the tail; see [53] for an illustration of this by the compressed sensing and the binary logistic regression problems. In addition, for those problems with the above property, the (global) Lipschitz constant is generally larger than the local one, thus the constant step-size strategy is not recommended. Taking this into account, [53] proposed a non-monotone backtracking strategy for addressing this kind of problems. Note that model ($P$) inherits the above issues in ($P_c$).

In this paper, in term of the success of Nesterov’s extrapolation techniques for acceleration, the variable metric method for better local approximation [10, 11], and the non-monotone backtracking for adaptive step-sizes selection, we incorporate all of these techniques to propose a scaled proximal DC algorithm with extrapolation and backtracking (SPDCAe) for solving problem ($P$). We prove that for suitable selections of the extrapolation parameters and the scaling matrices, if the generated sequence of SPDCAe is bounded, then any limit point of this sequence is a critical point of ($P$). Moreover, we also demonstrate that SPDCAe for the convex case ($P_c$), denote as SFISTA, enjoys the optimal $O(1/k^2)$ convergence rate in function values. This rate of convergence coincides with that of the well-known FISTA algorithm [6] and SFBEM [10] (a scaling version of FISTA with monotone backtracking). Finally, we point out that our SPDCAe (resp. SFISTA) actually covers pDCAe (resp. SFBEM).

The rest of the paper is organized as follows. Sect. 2 reviews some notations and preliminaries in convex analysis. In Sect. 3, we describe the DC optimization problem as well as its convex case we are concerned in this paper and present our algorithm SPDCAe and its convex version SFISTA. Sect. 4 focuses on establishing the subsequential convergence of SPDCAe and the
optimal convergence rate of SFISTA. Numerical results on problems of sparse binary logistic regression and compressed sensing with Poisson noise are summarized in Sect. 5.

2 Notations and preliminaries

Let $\mathbb{R}^n$ denote the $n$-dimensional column vector space endowed with canonical inner product $\langle \cdot, \cdot \rangle$ and its induced norm $\| \cdot \|$. For an extended real-valued function $p : \mathbb{R}^n \to (-\infty, \infty]$, the set

$$\text{dom}(p) := \{ x \in \mathbb{R}^n : p(x) < \infty \}$$

denotes its effective domain. If $\text{dom}(p) \neq \emptyset$ and $p$ does not attain the value $-\infty$, then $p$ is called a proper function. The notation $\text{int}(\text{dom}(p))$ denotes the interior set of $\text{dom}(f)$, and

$$\text{epi}(p) := \{ (x, t) \in \mathbb{R}^n \times \mathbb{R} : p(x) \leq t \}$$

denotes the epigraph of $p$. We have the definition that $p$ is closed (or convex) if $\text{epi}(p)$ is closed (or convex).

Let $p : \mathbb{R}^n \to (-\infty, \infty]$ be a proper function and $x \in \text{int}(\text{dom}(p))$. Then $p$ is said to be differentiable at $x$ if there exists $g \in \mathbb{R}^n$ such that

$$\lim_{d \to 0} \frac{p(x + d) - p(x) - \langle g, d \rangle}{\|d\|} = 0.$$ 

The unique vector $g$ as above is called the gradient of $p$ at $x$, and is denoted as $\nabla p(x)$. Finally, we say that $p$ is $L$-smooth over $Y$ if $p$ is differentiable over $Y$ and $\|\nabla p(x) - \nabla p(y)\| \leq L\|x - y\|$ for any $x$ and $y$. In addition, if $Y$ is convex, then we have the next descent lemma.

**Lemma 2.1 (see e.g., [5])** Let $p : \mathbb{R}^n \to (-\infty, \infty]$ be an $L$-smooth function ($L \geq 0$) over a given convex set $Y$. Then for any $x, y \in Y$,

$$p(y) \leq p(x) + \langle \nabla p(x), y - x \rangle + \frac{L}{2}\|x - y\|^2. \quad (2)$$

Now, let $p : \mathbb{R}^n \to (-\infty, \infty]$ be a proper closed and convex function. A vector $g \in \mathbb{R}^n$ is called a subgradient of $p$ at $x$ if

$$p(y) \geq p(x) + \langle g, y - x \rangle, \forall y \in \mathbb{R}^n,$$

and the subdifferential of $g$ at $x$ is defined by

$$\partial p(x) = \{ g \in \mathbb{R}^n : p(y) \geq p(x) + \langle g, y - x \rangle, \forall y \in \mathbb{R}^n \}. $$

The proximal mapping of $p$ is the operator defined by

$$\text{Prox}_p(x) = \arg\min_{u \in \mathbb{R}^n} \left\{ p(u) + \frac{1}{2} \|u - x\|^2 \right\}, \forall x \in \mathbb{R}^n.$$ 

Next, we summarize some properties about the proximal mapping.
Lemma 2.2 (see e.g., [5]) Let \( p : \mathbb{R}^n \to (-\infty, \infty] \) be a proper closed and convex function. Then

- \( \text{Prox}_p(x) \) is a singleton for any \( x \in \mathbb{R}^n \).
- \( \text{Prox}_p \) is nonexpansive, i.e., for any \( x \) and \( y \) it holds that
  \[ \|\text{Prox}_p(x) - \text{Prox}_p(y)\| \leq \|x - y\|. \]
- If \( z = \text{Prox}_p(x) \), then \( x - z \in \partial p(z) \).

Note that if \( p \) is the indicator function \( \delta_Y \) of a nonempty and closed convex set \( Y \), i.e., \( \delta_Y(x) = 0 \) if \( x \in Y \) and \( \infty \) otherwise, then \( \text{Prox}_{\delta_Y} \) is the projection operator over \( Y \), denoted as \( \Pi_Y \). The notations \( \text{Prox}_Q^p \) and \( \Pi_Y^Q \) (\( Q \) is a positive definite matrix) are adopted, the former actually means

\[
\text{Prox}_Q^p(x) = \arg\min_{u \in \mathbb{R}^n} \left\{ p(u) + \frac{1}{2} \|u - x\|_Q^2 \right\}, \quad \forall x \in \mathbb{R}^n.
\]

In this case, \( z = \text{Prox}_Q^p(x) \) implies that \( x - z \in Q^{-1}\partial p(z) \).

For two vectors \( x, y \in \mathbb{R}^n \), their Hardmard product, denoted as \( x \odot y \), is the vector comprising the component-wise products: \( x \odot y = (x_i y_i)_{i=1}^n \). The nonnegative orthant is denoted by \( \mathbb{R}^n_+ \). Next, \( \text{diag}(x) \) denotes the \( n \times n \) diagonal matrix with its diagonal vector being \( x \). The set of all \( n \times n \) symmetric matrices is denoted as \( \mathbb{S}^n \); moreover, \( \mathbb{S}^n_+ \) (or \( \mathbb{S}^n_{++} \)) means the set of all \( n \times n \) positive semidefinite (or positive definite) matrices. For \( D_1, D_2 \in \mathbb{S}^n \), \( D_1 \preceq D_2 \) means that \( D_2 - D_1 \in \mathbb{S}^n_+ \). For \( \mu > 0 \), \( D_\mu \) denotes the set \( \{ D \in \mathbb{S}^n : \mu I \preceq D \} \), where \( I \) is the identity matrix.

Finally, we present a technical lemma, adapted from [8, Proposition A.31], which will be utilized for establishing the convergence property of our proposed method SPDCAe for \((P)\) and its convex version SFISTA for \((P_c)\).

Lemma 2.3 ([8]) \( \{a_k\}, \{\xi_k\}, \{\zeta_k\}, \) and \( \{\gamma_k\} \) be nonnegative sequences of real numbers such that

\[ a_{k+1} \leq (1 + \zeta_k)a_k - \xi_k + \gamma_k, \quad k = 1, 2, \ldots, \]

and

\[ \sum_{k=1}^{\infty} \zeta_k < \infty, \quad \sum_{k=1}^{\infty} \gamma_k < \infty. \]

Then \( \{a_k\} \) converges to a finite value and \( \{\xi_k\} \) converges to 0.

3 Problem formulation and the proposed algorithms

In this section, we first introduce the DC optimization problem we focus on in this paper and present our proposed algorithm SPDCAe for \((P)\), which incorporates the Nesterov’s extrapolation, the backtracking line search (monotone and non-monotone), and the variable metric method. Next, we describe in
detail the algorithmic procedure of SFISTA, which is the convex version of SPDCAe with non-monotone backtracking for (P).

In this paper, we specifically focus on the composite DC program

\[
\min \{ F(x) := f(x) + g(x) - h(x) : x \in \mathbb{R}^n \}.
\]

Some assumptions for the involved functions are summarized in Assumption 1. Note that we do not follow the assumption of the two accelerated algorithms ADCA and pDCAe developed respectively in [50, 54] that \( f \) is real-valued over the whole space since the scope of the model can be limited in this way. For example, the loss function in the Poisson noise model [18] is the generalized Kullback-Leibler divergence, whose effective domain is larger than the non-negative orthant but not equal to the whole space. Indeed, their algorithms can be generalized for this situation by additionally projecting the extrapolation point onto the set \( Y \) at each iteration. We describe in Algorithm 1 our proposed algorithm SPDCAe for solving problem (P). The parameters \( \beta_k, L_k, \) and \( D_k \) remain to be specified. Later, we will prove that with suitable selections of parameters, any limit point of the sequence generated by SPDCAe, denoted as \( x^* \), is a critical point of problem (P), i.e.,

\[
0 \in \nabla f(x^*) + \partial g(x^*) - \partial h(x^*).
\]

At the moment, we just assume the following for the scaling matrices \( \{D_k\} \) and defer the specified selection to the numerical part in Sect. 5.

**Assumption 3** The scaling matrices \( \{D_k\} \) satisfy that

\[
\{D_k\} \subseteq D_\mu, \quad D_{k+1} \preceq (1 + \eta_k)D_k, \quad k = 1, 2, \ldots,
\]

where \( \mu > 0 \) and \( \{\eta_k\} \) is a nonnegative sequence such that \( \sum_{k=1}^{\infty} \eta_k < \infty \).
Remark 3.1 Assumption 3 implies that there exists $c > 0$ such that
\[ \mu I \preceq D_k \preceq cD_1, \quad k = 1, 2, \ldots, \]
where $c = \prod_{k=1}^{\infty} (1 + \eta_k)$.

To determine $\beta_k$ and $L_k$, we distinguish the next two backtracking strategies:

- **Non-monotone backtracking** Here, we use the heuristic method suggested in [53] to determine $\{L_k\}$. Specifically, let $T_1$ be a positive integer, the initial guess $L_k$ (as in line 2 of Algorithm 1) is set as the previously returned $L_{k-1}$ if $k$ is not divisible by $T_1$ and as $\rho L_k$ otherwise, where $\rho \in (0, 1)$. Next, two common methods for updating $\{\beta_k\}$ is as follows:
  - **Contract method** sets $\beta_1 = 0$ and $\beta_k = \theta_{k-1} - \theta_k$ for $k \geq 2$, where $\theta \in (0, 1)$ is a contractive factor (generally close to 1) and $\{\theta_k\}_{k \geq 1}$ is the sequence recursively defined by
    \[ \theta_1 = 1, \quad \theta_l = \frac{1 + \sqrt{1 + 4\theta_{l-1}^2L_l/L_{l-1}}}{2}, \quad l = 2, 3, \ldots. \]  
  - **Restart method** updates $\{\beta_k\}$ via the fixed restart scheme or the fixed and adaptive restart scheme proposed in [41]. Specifically, let $T_2$ be a positive integer. For the fixed restart scheme, one starts to update $\{\theta_l\}$ by (3) and obtain $\beta_1 = 0$ and $\beta_k = \frac{\theta_{k-1} - 1}{\theta_k}$ for $k \geq 2$, then reset $\theta_{k+1} = 1$ if $T_2$ is divisible by $k$. For the fixed and adaptive restart scheme, the restart condition shall be modified as either $T_2$ is divisible by $k$ or $\langle x^k - x^{k-1}, y^k - x^k \rangle > 0$.

- **Monotone backtracking** In this situation, the initial trail $L_k$ is set as the previously returned $L_{k-1}$. Then, about the update of $\{\beta_k\}$, the only difference from the non-monotone one is that (3) should be modified as
  \[ \theta_1 = 1, \quad \theta_l = (1 + \sqrt{1 + 4\theta_{l-1}^2})/2, \quad l = 2, 3, \ldots. \]

Remark 3.2 1. The restart schemes as described above were also used in [54] for their proposed algorithm pDCAe. Moreover, our SPDCAe with monotone backtracking is exactly pDCAe if the domain of $f$ is the whole space, $L_k$ is selected as the smoothness parameter of $f$, and the scaling matrix $D_k$ is set as the identity matrix at each iteration.
2. For SPDCAe with monotone backtracking, $x^{k-1} + \beta_k(x^{k-1} - x^{k-2})$ can be computed out of the inner loop.
3. The inner loop in Algorithm 1 can stop in finite step [10].
4. For the monotone backtracking, $L_k \geq L$ can be omitted, besides, the boundedness of $\{D_k\}$ as in Remark 3.1 can imply that $0 < \liminf L_k < \limsup L_k < \infty$; while for the non-monotone one, $L_k \geq L$ guarantees that $\liminf L_k > 0$, and thus $0 < \liminf L_k \leq \limsup L_k < \infty$. 

Algorithm 2: SFISTA with non-monotone backtracking for \((P_c)\)

```
Input: \(\theta_0 = 1, t_0 = 0, \eta > 1.\) Set \(x^0 = x^{-1} \in Y \subseteq \mathbb{R}^n.\)

for \(k = 1, 2, 3, \cdots\) do
  pick \(L_k > 0;\)
  set \(i = 0;\)
  repeat
    (1) update \(L_k\) by \(\eta^i L_k\) and set \(t_k = 1/L_k;\)
    (2) compute \(\theta_k = \frac{1 + \sqrt{1 + 4\theta_k^2 - 1/t^2_k - 1/t_{k-1}}}{2};\)
    (3) pick \(D_k \in S^{n}_{++},\) calculate \(y^k = \Pi_{D_k} Y (x^k - t_k D_k^{-1} \nabla f(y^k));\)
    (4) compute \(x^k = \text{Prox}_{D_k} (x^k - t_k D_k^{-1} \nabla f(y^k));\)
    (5) update \(i\) by \(i + 1.\)
  until \(f(x^k) \leq f(y^k) + \langle \nabla f(y^k), x^k - y^k \rangle + \frac{1}{2t_k} \|x^k - y^k\|^2_{D_k};\)
end
```

Next, we describe in Algorithm 2 the algorithmic procedure of SFISTA with non-monotone backtracking line search (the convex version of SPDCAe with non-monotone backtracking). Note that SFISTA with monotone backtracking is exactly SFBEM proposed in [10] and thus we omit to present it here. In [53], Scheinberg et al. showed that for some practical applications, such as the compressed sensing and the logistic regression problems, the local Lipschitz constant of the gradient of loss function is generally smaller than the global one, especially when approaching the tail. Thus, the monotone backtracking will lead to slow convergence near the solution set, while the non-monotone backtracking helps to overcome this issue to some extent. Later, we will show that SFISTA is equipped with the optimal convergence rate \(\Phi(x^k) - \Phi^* \leq O(1/k^2),\) which coincides with that of SFBEM and the classical FISTA [6].

4 Convergence analysis

In this section, we will investigate the convergence property of SPDCAe for \((P)\) and its convex version SFISTA for \((P_c)\). For the former, we demonstrate the subsequential convergence to a critical point; while for the latter, the optimal convergence rate \(\Phi(x^k) - \Phi^* \leq O(1/k^2)\) is established.

The convergence analyses of both SPDCAe and SFISTA are based on the following key inequality.

**Proposition 4.1** Suppose that \(f, g,\) and \(h\) satisfy properties (a), (b), and (c) of Assumption 1. For any \(x \in \mathbb{R}^n, h \in \partial h(x), y \in Y, D \in S^{n}_{++},\) and \(t > 0\) satisfying

\[
f(y) \leq f(y) + \langle \nabla f(y), y - y \rangle + \frac{1}{2t} \|y - y\|^2_D,
\]

where \(y := \text{Prox}_{D}^D (y - t D^{-1} \nabla f(y) - h)\), it holds that

\[
F(y) \leq F(x) + \frac{1}{2t} \|x - y\|^2_D - \frac{1}{2t} \|x - y\|^2_D.
\]
Proof It follows from $\bar{y} = \text{Prox}_{D}^{0}(y - tD^{-1}[\nabla f(y) - h])$ that $y - tD^{-1}[\nabla f(y) - h] - \bar{y} \in tD^{-1}\partial g(y)$ (term 3 of Lemma 2.2), which has the equivalent form

$$D(y - y) - t[\nabla f(y) - h] \in t\partial g(y).$$

Then, it holds that

$$tg(x) \geq tg(y) + \langle x - y, D(y - y) - t[\nabla f(y) - h] \rangle. \quad (5)$$

Thus, we have

$$F(y) = f(y) + g(y) - h(y)$$

$$\leq f(y) + \langle \nabla f(y), \bar{y} - y \rangle + \frac{1}{2t}\|\bar{y} - y\|_{D}^{2}$$

$$+ g(y) - \frac{1}{t}\langle x - \bar{y}, D(y - y) - t[\nabla f(y) - h] \rangle - h(y)$$

$$\leq f(y) + g(x) + \langle \nabla f(y), x - y \rangle + \frac{1}{t}\langle x - \bar{y}, D(y - y) \rangle + \frac{1}{2t}\|\bar{y} - y\|_{D}^{2}$$

$$- \langle x - \bar{y}, h \rangle - h(y)$$

$$\leq F(x) + \frac{1}{t}\langle x - \bar{y}, D(y - y) \rangle + \frac{1}{2t}\|\bar{y} - y\|_{D}^{2} - \langle x - \bar{y}, h \rangle - h(y) + h(x)$$

$$\leq F(x) + \frac{1}{t}\|x - y\|_{D}^{2} - \frac{1}{2t}\|x - \bar{y}\|_{D}^{2},$$

where the second inequality follows by $f(y) + \langle f(y), x - y \rangle \leq f(x)$, the last inequality holds since $h \in \partial h(x)$ and thus $h(\bar{y}) \geq h(x) + \langle \bar{y} - x, h \rangle$. $\square$

4.1 Subsequential convergence of SPDCAe

Now, we start to establish the subsequential convergence of SPDCAe with non-monotone backtracking and the update rule for $\{\beta_{k}\}$ as introduced in Sect. 3. The proof for SPDCAe with monotone backtracking follows similarly and thus omitted.

**Theorem 4.1** Suppose that Assumption 1 and Assumption 3 hold. Let $\{x_{k}\}$ be the sequence generated by Algorithm 1. Then, the following statements hold:

(i) The sequence $\{F(x_{k})\}$ converges and $\lim_{k \to \infty} \|x_{k} - x_{k-1}\| = 0$;

(ii) If $\{x_{k}\}$ is bounded, then any limit point of $\{x_{k}\}$ is a critical point of (P).

**Proof** (i) Let $k \geq 1$. Replace $x, h, y, \bar{y}, D, t$ in Proposition 4.1 by $x^{k-1}, h^{k-1}, y^{k}, x^{k}, D_{k}, t_{k}$, respectively. Then, we obtain

$$F(x^{k}) \leq F(x^{k-1}) + \frac{1}{2t_{k}}\|x^{k-1} - y^{k}\|_{D_{k}}^{2} - \frac{1}{2t_{k}}\|x^{k} - x^{k-1}\|_{D_{k}}^{2}. \quad (6)$$
Note that $y^k = \Pi^{D_k}_y (x^{k-1} + \beta_k (x^{k-1} - x^{k-2}))$ and $x^{k-1} \in Y$, thus we have
\[
\|x^{k-1} - y^k\|_D^2 \leq \beta_k^2 \|x^{k-1} - x^{k-2}\|_D^2.
\] (7)

Plunge (7) into (6) and then consider the update rule for $\{\beta_k\}$, it is easy to check that for $k \geq 2$,
\[
F(x^k) \leq F(x^{k-1}) + \frac{\alpha_k}{2t_{k-1}} \|x^{k-1} - x^{k-2}\|_D^2 - \frac{1}{2t_k} \|x^k - x^{k-1}\|_D^2,
\]
where $\alpha_k = \delta^2(1 - 1/\theta_k)(1 - 1/\theta_{k-1})^2$ (resp. $\alpha_k = (1 - 1/\theta_k)(1 - 1/\theta_{k-1})^2$) for 
the contract method (resp. restart method) for updating $\{\beta_k\}$ as introduced in Sect. 3. Clearly, for either of the selection methods, it holds that $\{\alpha_k\} \subseteq (0, 1)$ 
with $\sup_k \alpha_k < 1$. Next, denote $\tilde{F}(x^k) = F(x^k) - F^* + \frac{1}{2t_k} \|x^k - x^{k-1}\|_D^2$, we have
\[
\tilde{F}(x^k) = F(x^k) - F^* + \frac{1}{2t_k} \|x^k - x^{k-1}\|_D^2 \leq F(x^{k-1}) - F^* + \frac{1}{2t_{k-1}} \|x^{k-1} - x^{k-2}\|_D^2 - \frac{1}{2t_k} \|x^k - x^{k-1}\|_D^2 \leq F(x^{k-1}) - F^* + \frac{1}{2t_{k-1}} \|x^{k-1} - x^{k-2}\|_D^2 - \frac{1}{2t_k} \|x^k - x^{k-1}\|_D^2 \leq (1 + \eta_{k-1}) \tilde{F}(x^{k-1}) - \frac{1 - \alpha_k}{2t_{k-1}} \|x^{k-1} - x^{k-2}\|_D^2,
\]
where the second inequality follows by Assumption 3 for $\{D_k\}$. Based on the facts that $\sup_k \alpha_k < 1$ 
and $\{t_k\}$ is bounded from above (term 4 of Remark 3.2), it follows that the sequence $\{1 - \alpha_k/2t_{k-1}\}_{k\geq 2}$ has positive limit inferior. Then 
invoking Lemma 2.3, it holds that
\[
\lim_{k \to \infty} \|x^{k-1} - x^{k-2}\|_D^2 = 0,
\] (8)
and $\{\tilde{F}(x^k)\}$ converges to a finite value. Clearly, we have $\{F(x^k)\}$ converges to a finite value. Besides, $\{D_k\}$ satisfies that $\mu I \preceq D_k$ for $k \geq 1$. Thus, $\|x^{k-1} - x^{k-2}\|_D^2 \geq \mu \|x^{k-1} - x^{k-2}\|_D^2$, then (8) implies $\lim_{k \to \infty} \|x^{k-1} - x^{k-2}\| = 0$.

(ii) Take into account that $\lim_{k \to \infty} \|x^k - x^{k-1}\| = 0$ and $\mu I \preceq D_k$ for all $k$, we obtain from (7) that $\lim_{k \to \infty} \|x^k - y^k\| = 0$. Let $\bar{x}$ be any limit point of $\{x^k\}$, then there exists a convergent subsequence such that $\lim_{i \to \infty} x^{k_i} = \lim_{i \to \infty} y^{k_i} = \bar{x}$. Moreover, because the sequence $\{h^{k_i-1}\}$ is bounded in $\mathbb{R}^n$, we can assume without loss of generality that $\{h^{k_i-1}\}$ is convergent with limit $\bar{z}$. Then, it follows from $h^{k_i-1} \in \partial h(x^{k_i-1})$ for all $i$, $h^{k_i-1} \to \bar{z}$, $x^{k_i-1}$ \to $\bar{x}$, and the closedness of the graph $\partial h$ that $\bar{z} \in \partial h(\bar{x})$ [52, Theorem 24.4]. On the other hand, $x^k = \text{Prox}_{t_k D_k}^D(y^k - t_k D_k^{-1}(\nabla f(y^k) - h^{k_i-1}))$ implies that
\[
\frac{1}{t_{k_i}} D_k (y^{k_i} - x^{k_i}) - [\nabla f(y^{k_i}) - h^{k_i-1}] \in \partial g(x^{k_i}).
\] (9)
Consider also \( \{D_k\} \) bounded from above (Remark 3.1), thus the left-hand side of (9) converges to \(-\nabla f(\bar{x}) + \bar{z}\). Combining this with the facts that \( \{x_k\} \to \bar{x} \) and the closedness of the graph \( \partial g \), we have

\[
-\nabla f(\bar{x}) + \bar{z} \in \partial g(\bar{x}),
\]

thus \( 0 \in \nabla f(\bar{x}) + \partial g(\bar{x}) - \bar{z} \). Then we conclude that \( \bar{x} \) is a critical point of \( (P) \) since \( \bar{z} \in \partial h(\bar{x}) \). \( \square \)

4.2 Optimal convergence rate \( O(1/k^2) \) of SFISTA

In this part, we start to establish the optimal convergence rate of SFISTA with non-monotone backtracking (Algorithm 2) for \( (P_c) \).

**Theorem 4.2** Suppose that Assumption 2 holds. Let \( \{x_k\} \) be the sequence generated by Algorithm 2. Then, for any optimal solution \( x^* \) of \( (P_c) \), the following statements hold:

(i) For \( k \geq 0 \), denote \( v^k = x^k + \theta_k(x^k - x^{k-1}) \). Then, for \( k \geq 1 \) we have

\[
t_k \theta_k^2 (\Phi(x^k) - \Phi^*) + \frac{1}{2} \|x^* - v^k\|_D^2 \leq t_{k-1} \theta_{k-1}^2 (\Phi(x^{k-1}) - \Phi^*) + \frac{1}{2} \|x^* - v^{k-1}\|_D^2.
\]

(ii) If \( \{D_k\} \) satisfies Assumption 3, then there exists \( C > 0 \) such that for \( k \geq 2 \)

\[
\Phi(x^k) - \Phi^* \leq \frac{C}{(k+1)^2}.
\]

**Proof** (i) Let \( k \geq 1 \). Note that in this situation \( h \equiv 0 \) and \( \partial h(x) = \{0\} \). Replace \( h, y, \bar{y}, D, t \) in Proposition 4.1 by \( 0, y^k, x^k, D_k, t_k \), respectively. Then, we obtain

\[
\Phi(x^k) \leq \Phi(x) + \frac{1}{2t_k} \|x - y^k\|_D^2 - \frac{1}{2t_k} \|x - x^k\|_D^2
\]

\[
= \Phi(x) + \frac{1}{t_k} \langle x - x^k, D_k(x^k - y^k) \rangle + \frac{1}{2t_k} \|x^k - y^k\|_D^2. \tag{10}
\]

Set \( x = x^{k-1} \) and \( x = x^* \) respectively in (10), it follows that

\[
\Phi(x^k) \leq \Phi(x^{k-1}) + \frac{1}{t_k} \langle x^{k-1} - x^k, D_k(x^k - y^k) \rangle + \frac{1}{2t_k} \|x^k - y^k\|_D^2,
\]

\[
\Phi(x^k) \leq \Phi^* + \frac{1}{t_k} \langle x^* - x^k, D_k(x^k - y^k) \rangle + \frac{1}{2t_k} \|x^k - y^k\|_D^2.
\]
Moreover, the update of \( \theta_k^{-1} \) and \( \theta_k^{-1} \) respectively and next add them together, then we obtain

\[
\phi(x^k) - \Phi \leq (1 - \theta_k^{-1})(\phi(x^{k-1}) - \Phi) + \frac{1}{2\theta_k}||x^k - y^k||_D^2
\]

\[
+ \frac{1}{t_k}((1 - \theta_k^{-1})x^{k-1} - x^k + \theta_k^{-1}x^*, D_k(x^k - y^k))
\]

\[
= (1 - \theta_k^{-1})(\phi(x^{k-1}) - \Phi) + \frac{1}{2\theta_k}||(1 - \theta_k^{-1})x^{k-1} + \theta_k^{-1}x^* - y^k||_D^2
\]

\[
- \frac{1}{2t_k}||(1 - \theta_k^{-1})x^{k-1} + \theta_k^{-1}x^* - x^k||_D^2.
\] (11)

Note that

\[
y^k = \Pi_{D_k}(x^{k-1} + \frac{\theta_k^{-1}-1}{\theta_k}(x^{k-1} - x^{k-2}))
\]

\[
= \Pi_{D_k}((1 - \theta_k^{-1})x^{k-1} + \theta_k^{-1}v^{k-1})
\]

and \( (1 - \theta_k^{-1})x^{k-1} + \theta_k^{-1}x^* \in Y \), thus

\[
||(1 - \theta_k^{-1})x^{k-1} + \theta_k^{-1}x^* - y^k||_D \leq \|\theta_k^{-1}(x^* - v^{k-1})\|_D
\] (12)

moreover, \( v^k = x^{k-1} + \theta_k(x^k - x^{k-1}) \) implies that

\[
||(1 - \theta_k^{-1})x^{k-1} + \theta_k^{-1}x^* - x^k||_D = \|\theta_k^{-1}(x^* - v^k)\|_D.
\] (13)

Thus, combining (11), (12), and (13), we have

\[
t_k \theta_k^2(\phi(x^k) - \Phi) + \frac{1}{2}||x^* - v^k||_D^2 \leq t_k(\theta_k^2 - \theta_k) (\phi(x^{k-1}) - \Phi) + \frac{1}{2}||x^* - v^{k-1}||_D^2.
\]

Moreover, the update of \( \{\beta_k\} \) (line 6 of Algorithm 2) implies that \( \theta_k^2 - \theta_k - t_{k-1}/t_k \theta_k^{-2} = 0 \). Plunge this into the above inequality, we prove (i).

(ii) For \( k \geq 1 \), define \( a_k = t_k \theta_k^2(\phi(x^k) - \Phi) + \frac{1}{2}||x^* - v^k||_D^2 \). Thus,

\[
a_{k+1} = t_{k+1} \theta_{k+1}^2(\phi(x^{k+1}) - \Phi) + \frac{1}{2}||x^* - v^{k+1}||_D^2
\]

\[
\leq t_k \theta_k^2(\phi(x^k) - \Phi) + \frac{1}{2}||x^* - v^k||_D^2
\]

\[
\leq t_k \theta_k^2(\phi(x^k) - \Phi) + \frac{1 + \eta_k}{2}||x^* - v^k||_D^2
\]

\[
\leq (1 + \eta_k)(t_k \theta_k^2(\phi(x^k) - \Phi) + \frac{1}{2}||x^* - v^k||_D^2)
\]

\[
= (1 + \eta_k)a_k
\]

where the first inequality follows from the targeted inequality in term (i).

Then, invoking Lemma 2.3 we conclude that the sequence \( \{a_k\} \) converges and thus bounded. Let \( C_1 > 0 \) satisfy \( a_k \leq C_1 \) for all \( k \), then we have for \( k \geq 1 \)

\[
\phi(x^k) - \Phi \leq \frac{C_1}{t_k \theta_k^2}.
\]
Now, for \( k \geq 2 \) we have
\[
\sqrt{t_{k-1} \theta_{k-1}} = \sqrt{\theta_k (\theta_k - 1) t_k} \leq \sqrt{\theta_k} - \frac{\sqrt{\theta_k}}{2}.
\]
Summing the above inequality from 2 to \( k \) and then by rearranging, we have
\[
\frac{1}{\theta_k} \sqrt{\theta_k} \leq \frac{1}{(\sqrt{t_1} + \frac{1}{2} \sum_{i=2}^{k} \sqrt{t_i})^2} \leq \frac{4}{(k+1)^2 t_{\min}}.
\]
Then, let \( C = 4C_1/t_{\min} \), it holds that for all \( k \geq 2 \)
\[
\Phi(x^k) - \Phi^* \leq \frac{C}{(k+1)^2}.
\]
Therefore, we obtain the optimal convergence rate.

5 Numerical results

In this section, we conduct numerical simulations on problems of sparse binary logistic regression and compressed sensing with Poisson noise. All experiments are implemented in MATLAB 2019a on a 64-bit PC with an Intel(R) Core(TM) i5-6200U CPU (2.30GHz) and 8GB of RAM.

5.1 Sparse binary logistic regression

In this part, we consider the following DC regularized sparse binary logistic regression model:
\[
\min_{x \in \mathbb{R}^n} \left\{ \frac{1}{m} \sum_{i=1}^{m} \log(1 + \exp(-b_i (\mathbf{a}_i^T x))) + \lambda \|x\|_1 - \lambda \|x\|_2 \right\},
\]
where \( \lambda > 0 \) is a regularization parameter and \( \{(\mathbf{a}_1, b_1), \cdots, (\mathbf{a}_m, b_m)\} \) is a training set with observations \( \mathbf{a}_i \in \mathbb{R}^n \) and labels \( b_i \in \{-1, 1\} \). This fits \((P)\) with \( f(x) = \sum_{i=1}^{m} \log(1 + \exp(-b_i (\mathbf{a}_i^T x))) \), \( g(x) = \lambda \|x\|_1 \), and \( h(x) = \lambda \|x\|_2 \).

Here, we use \( \ell_{1-2} \) regularizer \cite{55} for promoting sparsity; see \cite{12} for alternative nonconvex regularizers. For this model, \( Y \) in Algorithm 1 is the whole space and \( \Pi_{Y}^{D_k} \) is the identity operator. Besides, the computation about the proximal map \( \text{Prox}_{D_k}^t \) has closed form, which can be found in \cite[Example 6.8]{5}.

Two tested datasets, \texttt{w8a} and \texttt{CINA}, obtained from \texttt{libsvm} \cite{13} are utilized to show the performances of our proposed method SPDCAe (Algorithm 1). We compare four algorithms for (14): the first two are versions derived from SPDCAe, the other are pDCAe \cite{54} and ADCA \cite{50}. Note that all of these algorithms are equipped with Nesterov’s extrapolation, and here we do not compare that out of this type, such as pDCA \cite{17} and the general iterative
shrinkage and thresholding algorithm (GIST) [16], since in general these methods do not work better than that with extrapolation; see [54] for a comparison of pDCA, pDCAe, and GIST. Next, we discuss the implementation details of the involved algorithms below:

- **SPDCAe** is SPDCAe with scaling and non-monotone backtracking line search. The scaling matrix $D_k$ is selected by the following procedure. Let $g^k = \nabla f(y^k)$ and $\bar{g}^k = \sum_{i=1}^k g^k \circ g^k$, then set
  \[
  D_k = \text{diag} \left( \max \left( \frac{1}{\gamma_k}, \min \left( \gamma_k, \sqrt{\bar{g}^k + \varepsilon e_n} \right) \right) \right),
  \]
  where $\varepsilon = 10^{-6}$ and $\gamma_k = \sqrt{1 + \frac{10^{13}}{1+10^2}}$. Here, all of the above operators are conducted componentwise. Note that the update of the scaling matrices as above is motivated by that in the adaptive gradient (AdaGrad) algorithm [14]. The selection of $\{\gamma_k\}$ can guarantee that $\{D_k\}$ satisfies Assumption 3 since $\{D_k\}$ converges to the identity matrix. In addition, $L$ is set as $10^{-10}$. The factor $\eta$ is set as 2 and the initial guesses $L_1$ for the datasets are fixed as 1; then for $k \geq 2$, the initial guess $L_k$ is selected as $L_{k-1}/2$ if $k$ is not divisible by 5, otherwise as $L_{k-1}$. The selection of extrapolation parameter $\{\beta_k\}$ uses the fixed ($T_2 = 200$) and adaptive restart scheme as introduced in Sect. 3.

- **PDCAe** is SPDCAe without scaling and with non-monotone backtracking line search. Compared with that implementation of SPDCAe1, two modifications are in order. First, the initial guesses $L_1$ for the datasets are set as 0.1. Second, the scaling matrix is the identity matrix.

- **pDCAe** also uses the fixed ($T_2 = 200$) and restart scheme for updating $\{\beta_k\}$. The smoothness parameter of logistic loss $f$ is estimated by computing the largest eigenvalue of the Hessian matrix of $f$.

- **ADCA** uses the same bound of smoothness parameter of $f$ as that in pDCAe. Besides, the parameter $q$ in ADCA is set as 3.

In our experiments, $\lambda$ are all set as $10^{-3}$. The initial point for all of the involved algorithms is randomly generated by the MATLAB command $\texttt{rand(n,1)}$. We stop the algorithms via the relative error $(F(x^k) - F^*)/F^* \leq tol$, where $x^*$ is an approximately solution derived by running PDCAe1 for 10000 iterations and $F^*$ is its corresponding function value.

Table 1 demonstrates the performances for w8a and CINA datasets. The total number of iterations and CPU time (in seconds) averaged on 10 runs for $tol \in \{10^{-2} : i \in \{1, 2, 3, 4\}\}$ are reported. The mark “Max” means the number of iterations exceeds 10000. We visualize in Fig. 1 the trend of the relative error with respect to the CPU time. It is observed tat SPDCAe1 performs the best among the involved algorithms, hitting all of the tolerances with the least amount of time and the least number of iterations. On the contrary, pDCAe does not work well, especially for CINA dataset. For w8a dataset, PDCAe1 is better than ADCA; while for CINA dataset the result is opposite. It seems that ADCA converges very fast when approaching the
A variable metric and extrapolated proximal DCA with backtracking

Next, by comparing SPDCAe1 with PDCAe1, the benefit from scaling is indicated; while by comparing PDCAe1 and pDCAe, we observe that the non-monotone backtracking promotes the performance. Finally, consider that SPDCAe1 performs the best, the benefits from both scaling and the non-monotone backtracking are indicated.

**Table 1** Total number of iterations and CPU time (in seconds) averaged on 10 runs for w8a and CINA datasets. Bold values correspond to the best results for each dataset.

| Dataset | Algorithm | tol : $10^{-2}$ | tol : $10^{-4}$ | tol : $10^{-6}$ | tol : $10^{-8}$ |
|---------|-----------|-----------------|-----------------|-----------------|-----------------|
|         |           | Time | Iter. | Time | Iter. | Time | Iter. | Time | Iter. |
| w8a     | SPDCAe1   | 0.11  | 18    | 0.18  | 32    | 0.23  | 41    | 0.29  | 50    |
|         | PDCAe1    | 0.20  | 36    | 0.32  | 57    | 0.38  | 70    | 0.48  | 89    |
|         | pDCAe     | 0.84  | 148   | 2.93  | 587   | 5.84  | 1113  | 7.75  | 1571  |
|         | ADCA      | 1.03  | 153   | 2.12  | 356   | 3.08  | 486   | 4.24  | 739   |
| CINA    | SPDCAe1   | 0.16  | 186   | 0.49  | 684   | 0.72  | 1059  | 1.01  | 1524  |
|         | PDCAe1    | 0.47  | 743   | 1.42  | 1992  | 3.56  | 3799  | 3.89  | 5964  |
|         | pDCAe     | 3.43  | 5781  | Max   | Max   | Max   | Max   | Max   | Max   |
|         | ADCA      | 0.91  | 1082  | 1.29  | 1656  | 1.76  | 2467  | 2.28  | 3152  |

![Graph](image1.png)

(a) w8a  
(b) CINA

**Fig. 1** Trend of the relative error for w8a and CINA datasets

5.2 Compressed sensing with Poisson noise

In this subsection, we consider the problem of recovering the sparse signal corrupted by Poisson noise. Specifically, we assume the observed data $b \in \mathbb{R}^m$ is the realization of a Poisson random vector with expected values being $Ax_{true} + bg$, where $x_{true}$ is the (actually unknown) signal of interest, $A \in \mathbb{R}^{m \times n}$ is the measurement matrix, and $bg$ (a small scalar close to 0) is a positive background. In case of Poisson noise, the generalized Kullback-Leibler
KL(x) := ∑_{i=1}^{n} \left\{ b_i \log \frac{b_i}{(Ax + bg)_i} + (Ax + bg)_i - b_i \right\}

is used to measure the distance of x from the observed data b. To recover the true solution x_{true}, we use the following DC optimization model

$$\min_{x \in \mathbb{R}^n} \{KL(x) + \lambda \|x\|_1 - \lambda \|x\|_2\},$$  \hspace{1cm} (15)

where \( \lambda > 0 \) is a regularization parameter. In [10], the \( \ell_1 \) norm is utilized for inducing sparsity, here we use \( \ell_1 - 2 \) penalty instead. Then (15) matches \((P)\) with \( f(x) = KL(x) \), \( g(x) = \lambda \|x\|_1 + \delta_{\mathbb{R}_+}(x) \), and \( h(x) = \lambda \|x\|_2 \). Thus \( Y \) in Algorithm 1 is the nonnegative orthant and \( \Pi^{\mathbb{R}^+}_Y \) is not up to the underlying inner product. Besides, the computation about the proximal map \( \text{Prox}_{D_k}^{(g)} \) has closed form, which can be found in [5, Lemma 6.5].

We use the same procedure in [10] to generate the experimental data. The measurement matrix A actually depends on a probability, which is set as 0.9 in our test. For reader’s convenience, we describe the procedure below:

- The matrix A has been generated as detailed in [51] so that A preserves both the positivity and the flux of any signal (i.e., if \( z \geq 0 \), then \( (Az)_i \leq \sum_{i=1}^{n} z_i \)).
- The signal \( x_{true} \in \mathbb{R}^{5000} \) has all zeros except for 20 nonzeros entries drawn uniformly in the interval \([0, 10^5] \).
- The observed signal \( b \in \mathbb{R}^{1000} \) has been obtained by corrupting the vector \( Ax_{true} + bg \) (\( bg = 10^{-10} \)) by means of the MATLAB \texttt{imnoise} function.

Note that in this situation, the estimate of the bound of the smoothness parameter of KL is problematic since it is an extremely large number [18]. Thus, taking into account the efficiency, the aforementioned pDCAe and ADCA are not applicable; however, SPDCAe is still valid, from which we derive four versions: SPDCAe1, PDCAe1, SPDCAe0, and PDCAe0. The first two have already been introduced in the above subsection. Here, SPDCAe0 and PDCAe0 are their counterparts with monotone backtracking line search. Specifically, the first is SPDCAe with scaling and monotone backtracking, while the second is SPDCAe without scaling and with monotone backtracking. Our intention here is to show the effect from incorporating both the variable metric method and the non-monotone backtracking.

In our experiment, \( \lambda \) is set as \( 10^{-3} \). The scaling matrices for SPDCAe1 and SPDCAe0 have been selected by writing the gradient of KL as

$$-\nabla KL(x) = U_{KL}(x) - V_{KL}(x)$$

with \( U_{KL}(x) \geq 0 \) and \( V_{KL}(x) > 0 \); see [21] for a detailed description of such a decomposition. Then \( D_k \) is defined as

$$D_k = \text{diag} \left( \max \left( \frac{1}{\gamma_k}, \min \left( \gamma_k, \frac{y_k}{V_{KL}(y_k)} \right) \right) \right)^{-1}$$
with $\gamma_k = \sqrt{1 + \frac{10^{13}}{(k+1)^2}}$. Next for SPDCAe1 and PDCAe1, $L$ is set as $10^{-10}$; besides, the factor $\eta$ in SPDCAe1 and PDCAe1 is set as 2, while that in SPDCAe0 and PDCAe0 is set as 1.2. The initial guesses $L_1$ for SPDCAe1 and SPDCAe0 are set as 0.1, and that for PDCAe1 and PDCAe0 are set as $10^{-5}$. Moreover, for $k \geq 2$, the initial guesses for SPDCAe1 and PDCAe1 are selected as $L_{k-1}/2$ if $k$ is not divisible by 5, otherwise as $L_{k-1}$. Next for the involved algorithms, the initial point is the $n$-dimensional column vector of all ones and the extrapolation parameter $\{\beta_k\}$ is all updated via the fixed ($T_2 = 200$) and adaptive restart scheme. We stop the algorithms via the relative error $(F(x^k) - F^*)/F^* \leq tol$, where $x^*$ is an approximately solution derived by running PDCAe1 for 10000 iterations and $F^*$ is its corresponding function value.

In Table 2, we present in detail the total number of iterations and CPU time (in seconds) averaged on 10 runs for $tol \in \{10^{-i} : i \in \{1, 2, \cdots, 5\}\}$. The mark “Max” means the number of iterations exceeds 10000. Here, we observes that among all of the involved algorithms, PDCAe0 performs the worst, which requires 2910 steps to reach the tolerance $tol = 10^{-1}$ and always hits the maximum iterations 10000 for other tolerances; on the contrary, SPDCAe1 performs the best, hitting all of the tolerances with the least amount of time and the least number of iterations. Next in Fig. 2(a), the trend of the relative error with respect to the CPU time is plotted. Here, by comparing the trends of SPDCAe1 and SPDCAe0 (also PDCAe1 and PDCAe0) we observe the benefit from introducing the non-monotone backtracking; next by comparing SPDCAe1 and PDCAe1 (also SPDCAe0 and PDCAe0), the benefit from scaling is indicated; besides, by comparing SPDCAe0 and PDCAe1 we observe that the former benefits much from the scaling procedure and later is worse than PDCAe1. Anyway, SPDCAe1 works the best, indicating the benefit from both the scaling method and the non-monotone backtracking. Finally, we observe from Fig. 2(b) that the solution recovered by SPDCAe1 is very close to the true solution.

As a conclusion, for the Poisson denoising problem, SPDCAe1 could be a promising algorithm since the benefit from incorporating the inexpensive diagonally scaling procedure for better local approximation and using the non-monotone backtracking for adaptive step-sizes selection.

| Algorithm | $tol : 10^{-1}$ | $tol : 10^{-2}$ | $tol : 10^{-3}$ | $tol : 10^{-4}$ | $tol : 10^{-5}$ |
|-----------|----------------|----------------|----------------|----------------|----------------|
|           | Time | Iter. | Time | Iter. | Time | Iter. | Time | Iter. | Time | Iter. |
| SPDCAe1   | 0.22 | 28   | 0.29 | 38   | 0.31 | 42   | 0.39 | 54   | 0.40 | 55   |
| PDCAe1    | 0.57 | 78   | 0.80 | 101  | 0.81 | 104  | 0.96 | 110  | 0.97 | 112  |
| SPDCAe0   | 0.56 | 79   | 1.86 | 298  | 3.25 | 456  | 6.91 | 953  | 18.62| 2508 |
| PDCAe0    | 19.66| 2910 | Max  | Max  | Max  | Max  | Max  | Max  | Max  | Max  |
6 Conclusion

In this paper, we propose a DC programming algorithm, called SPDCAe, for solving a composite DC program \((P)\), which incorporates the variable metric method, the Nesterov’s extrapolation, and the backtracking line search (not necessarily monotone). We establish the subsequential convergence to a critical point of SPDCAe under suitable selections of the extrapolation parameters and the scaling matrices. Besides, we also demonstrate that the convex version of SPDCAe for \((P_c)\), denoted by SFISTA, enjoys the optimal \(O(1/k^2)\) convergence rate in function values. This rate of convergence coincides with that of the well-known FISTA algorithm \([6]\) and SFEM \([10]\) (a scaling version of FISTA with monotone backtracking). Numerical simulations on sparse binary logistic regression demonstrate the good performances of our methods (especially that with scaling and non-monotone backtracking) compared with pDCAE \([54]\) and ADCA \([50]\). Furthermore, for compressed sensing with Poisson noise problem, both pDCAe and ADCA are not applicable, while our algorithm is still valid, where we show the benefits of including scaling and non-monotone backtracking.

As further researches, first, the global sequential convergence of SPDCAe to a critical point under the Kurdyka-Lojasiewicz property \([9,3,4]\) is worth noting; second, the SPDCAe could be compared with other accelerated algorithms, e.g., boosted-DCA \([2,38]\), inertial-DCA \([43,56]\) and accelerated methods based on second-order ODE \([32,15]\) for some suitable applications; moreover, it deserves developing some ingenious procedures for both scaling and adaptive step-sizes selection. Finally, it might be meaningful for designing some inexact variants for addressing the case where the computation of the proximal mapping of \(g\) can not be exactly conducted.

Fig. 2 Performance for the Poisson denoising problem

(a) Trend of relative error

(b) The true solution and the solution obtained by SPDCAe under \(tol = 10^{-5}\)
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