Delocalization in two and three-dimensional Rydberg gases
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Abstract

As was recently shown in Abumwis et al (2020 Phys. Rev. Lett. 124 193401), many eigenstates of a random Rydberg gas with resonant dipole–dipole interactions are highly delocalized. Although the high degree of delocalization is generic to various types of power-law interactions and to both two and three-dimensional systems, in their detailed aspects the coherence distributions are sensitive to these parameters and vary dramatically between different systems. We calculate the eigenstates of both two and three-dimensional gases and quantify their delocalization throughout the atoms in the gas using a coherence measure. By contrasting the angular dependence of the dipole–dipole interaction with an isotropic interaction we obtain additional information about the generic physical principles underlying random interacting systems. We also investigate the density of states and microwave absorption spectra to obtain information about the types of measurements where these delocalized states play a role, and to check that these delocalized eigenstates are robust against various types of perturbation.

Keywords: Rydberg atoms, localized or extended states, coherent interactions

1. Introduction

Resonant dipolar interactions are ubiquitous in nature. They are the subject of extensive study in molecular aggregates [1] and photosynthetic systems [2]. These systems are typically quite regularly arranged and exhibit excitonic states that are delocalized over several particles. Such regular arrangements have also been studied in other systems, for example in ultracold molecules [3] and Rydberg atoms [4]. A renewed interest in random arrangements has developed in recent years, stemming from measurements on very dilute gases containing both ground state atoms and atoms in their first excited state [5–11]. A paradigmatic interacting random system is the single-exciton scenario, where one ↑ excitation is added to an assembly of \( N - 1 \) particles all in the state ↓. In the absence of interactions, the single-exciton wave functions are of the form

\[
|n\rangle = |↓\rangle_1 \cdots |↓\rangle_n \cdots |↑\rangle_N,
\]

where the particle at position \( n \) is promoted to the ↑ state. The single-exciton Hamiltonian takes the form

\[
H = \sum_{n=1}^{N} c_n |n\rangle \langle n| + \sum_{n \neq m=1}^{N} V_{nm}(R_n, R_m) |n\rangle \langle m|.
\]

The excitation is shared between sites as described by the collective eigenstate

\[
|\psi\rangle = \sum_{n} c_n^{(\ell)} |n\rangle.
\]

An ultracold gas of Rydberg atoms is ideally suited to study these strongly-interacting coherent systems [12–15]. The long-range nature of Rydberg interactions and the sufficiently long atomic lifetimes allow coherent processes to take place on experimental timescales without any significant decoherence due to thermal motion or spontaneous decay [16–20]. The interaction between two well-separated Rydberg atoms is determined by the multipole expansion of each Rydberg charge cloud [18]. Due to the large interatomic separations at typical densities, these interactions are usually small compared to the energy separation between states with different principal quantum number. This implies that an essential state picture can be adopted. In our case, the Hilbert space of each atom is...
restricted to only include two Rydberg states coupled by the dipole matrix element. For concreteness, we consider the $s$ and $p$ Rydberg states with the same principal quantum number $\nu$. We label these states $|\uparrow\rangle$ and $|\downarrow\rangle$, respectively. This two-state approximation is adequate for most parameter regimes, but it can be invalidated in special circumstances, such as at very high density or principal quantum number, in the presence of significant external fields, or if unfavorable parameters are chosen, leading to accidental near-degeneracies with states outside of our two-state subspace [21].

Recently, we studied the eigenstates of a three-dimensional random gas of $N$ Rydberg atoms and focused in particular on their delocalization as described by the distribution of coefficients $c_n$ [22]. We observed that the majority of these collective states are remarkably delocalized, having coherences—a measure of delocalization—which grow linearly with the number of gas particles. This delocalization in spite of the random arrangement of particles is facilitated by the dipole–dipole interactions. The random spatial arrangement of the atoms leads to nearby clusters of two or more atoms. These interact strongly due to their proximity and energetically decouple from the remaining system, which now has no clusters and resembles a network with quasi-homogeneous spacing. Because of the long-range nature of the dipole–dipole interaction the atoms remaining in this network have non-negligible interactions even at these larger separations, and can therefore delocalize over many sites.

While [22] focuses on the experimentally most relevant scenario of anisotropic dipole–dipole interactions in a three-dimensional (3D) gas, in the present work we additionally study two-dimensional (2D) arrangements and isotropic interactions. A two-dimensional gas can be realized in present-day Rydberg experiments with sufficiently tight confinement [23], and it provides a very useful experimental complement to the three-dimensional gas as it allows one to modify the isotropy of the interaction in a simple way by varying the relative angle between an applied magnetic field and the confinement axis. The 2D case also relates to the investigation of molecules randomly placed on surfaces [24, 25]. Much additional information about the nature of the delocalized states observed in [22] can be gleaned from the study of other power-law interactions, system dimensions, and interaction isotropy, as we undertake in the present work. We also study the dependence of the localization on the structure of the interaction Hamiltonian, which can be modified due to disorder or the Rydberg blockade. These effects can either reduce or increase the degree of localization. Through these various manipulations of the system’s Hamiltonian we can build a body of observations which reveals trends and dependencies of the localization in the Rydberg gas and embed our conclusions in the broader context of strongly interacting finite systems.

The paper is organized as follows. In section 2 we outline the theoretical background for this system, describing the interactions, absorption spectrum, various measures to quantify the system delocalization, and the details of the numerical simulation. This is followed in section 3 by a characterization of the eigenstates obtained by this calculation in terms of their coherence distributions and robustness to disorder. Section 4 compares the density of states (DoS) and absorption distributions for the various scenarios, and section 5 studies the dependence of the eigenstate properties on the nature of the long-range interactions. In section 6 we consider some simplistic analytic models of this system in order to qualitatively explain some of the observed behavior. We conclude in section 7.

## 2. Theoretical background

### 2.1. Long-range interactions in the essential state Hamiltonian

The form of the $s-p$ Rydberg-Rydberg interaction is

$$V_{nm}(\vec{r}_n, \vec{r}_m) = \frac{1}{3} \frac{|f|^2}{|\vec{R}_n - \vec{R}_m|^3} f(\theta_{nm}),$$

where $\mu$ is the transition dipole between $\uparrow$ and $\downarrow$ states and $\alpha = 3$ since this is a resonant dipole interaction. The interaction is anisotropic, $f(\theta_{nm}) = (1 - 3 \cos^2 \theta_{nm})$. In general, the presence of degenerate magnetic sublevels in the $\downarrow$ and $\uparrow$ states result in this operator taking on a tensorial form [21, 26]; to simplify it we have assumed that a magnetic field of a few tens of Gauss is applied to the gas. This field is not strong enough to modify the Rydberg states themselves, but shifts each $m_l$ level at a rate of $1.4 \text{ MHz G}^{-1}$ via the Zeeman term [4]. In this fashion, one can excite only the $m_l = 0$ states and thus simplify the angular dependence of the interaction to a function $f(\theta_{nm})/3$, depending only on the relative angle between the interparticle distance and the magnetic field. The factor $\frac{1}{3}$ comes also from this separation of degenerate $m$-sublevels. In the present work we study also isotropic interactions, having $f(\theta_{nm}) = 1$, as can be implemented experimentally in the two-dimensional gas by orienting the magnetic field perpendicular to the plane of atoms. Since the key properties of Rydberg atoms scale with the level of excitation and can thereby be tuned extensively, experimentalists can access a wide parameter range [27–29]. We work in a parameter regime where motion induced by the dipole–dipole interaction can be neglected on the timescales of interest. Note that strong forces can be present between atoms in close proximity, leading to acceleration and a breakdown of the frozen gas approximation [30–33]. For extended atomic networks, conical intersections might play a role [34].

### 2.2. Absorption spectrum

For a given random realization of atomic positions, $H$ is diagonalized to obtain the eigenstates. The transition frequencies between $s$ and $p$ states range from a few GHz down to hundreds of MHz. Therefore, the eigenstates can be excited from the initial state, $|G\rangle = |\uparrow\rangle \ldots |\uparrow\rangle$, by microwave absorption. A specific state $|\psi_i\rangle$ can be excited provided that this microwave frequency is detuned from the atomic transition by that state’s eigenenergy and that the transition strength, $A_i$, is finite. For a microwave where the electric field component is aligned parallel to the external magnetic
field, the transition strength is

\[ A_\ell = \left| \langle \psi | \sum c_n^{(\ell)} | G \rangle \right|^2 = \sum_n c_n^{(\ell)} \left| c_n^{(\ell)} \right|^2. \]  

(5)

This assumes identical transition dipoles and weak interactions with the microwave. We consider a situation where the extent of the Rydberg gas is small compared to the wavelength of the microwave radiation so that phase variations of the field can be neglected. The presence of large absorption strengths requires a large delocalization: an absorption of \( N \) can only be achieved by a perfectly delocalized collection of atoms, i.e. \( c_{nd} = N^{-1/2} \). However, the reverse is not true: a large delocalization does not imply a large absorption, and hence the absorption spectrum is not a sensitive probe of delocalized states.

2.3. Localization measures

The delocalization of a quantum state can be quantified using a variety of measures. The two most common ones, due to their ease of interpretation, are the coherence and the participation ratio. Using the density matrix, \( \rho^{(\ell)} = | \psi^{(\ell)} \rangle \langle \psi^{(\ell)} | \), the coherence is defined as [35]

\[ C_\ell = \sum_n \sum_{m=n} \left| \rho^{(\ell)}_{nm} \right| \]  

(6)

where \( \rho^{(\ell)}_{nm} = c_n^{(\ell)} c_m^{(\ell)} \). Note that for our symmetric Hamiltonian the wavefunction coefficients \( c_n^{(\ell)} \) can be chosen to be real. Using only the wavefunction itself, the ‘participation ratio’ (PR), sometimes called the inverse of the ‘inverse participation ratio’ (IPR), is

\[ N_{\ell}^{PR} = \left[ \sum_n \left( \rho^{(\ell)}_{nn} \right)^2 \right]^{-1}. \]  

(7)

In general, the value of either measure corresponds roughly to the number of atoms coherently sharing the excitation. The PR for a perfectly delocalized state having equal amplitude on each atom equals \( N \), while the coherence is \( N - 1 \). A dimer state, with only two atoms participating, has a coherence of 1 and a PR of 2. We show in the appendix that both coherence and PR measures give similar results, but the coherence highlights asymmetries in the distributions and spectra that are less clear in the PR.

2.4. Numerical implementation of the Rydberg gas

The positions of the Rydberg atoms are determined by the random positions of the ground state atoms and on the details of the excitation process. Typically, only a fraction (~1%) of the ground state atoms are selected at random to become Rydberg atoms [27]. By varying the laser power, higher or lower densities can be achieved.

However, during this process the so-called Rydberg blockade mechanism can influence the spatial distribution of Rydberg atoms [36–39]. Due to the van der Waals interaction, the interaction energy of two adjacent Rydberg atoms in the \( \downarrow \) state can exceed the laser bandwidth and thus prevent their mutual excitation. The relevant length scale is given by the blockade radius \( R_B \), which scales as \( R_B \propto \left( \mu^{11/\Omega_{\text{las}}^3} \right)^{1/6} \). Thus, for a given density of ground state atoms, both the principle quantum number \( \nu \) and the laser bandwidth \( \Omega_{\text{las}} \) can be used to prevent the excitation of closely-spaced Rydberg atoms. This both reduces the density of \( \downarrow \)-state atoms relative to the initial ground-state gas density and also removes pronounced inhomogeneities in the gas formed by random clustering.1 In the present work we use a simplified description of the blockade mechanism and assume that, when two or more ground state atoms are closer than \( R_B \), only one of them can be excited into a Rydberg state and the others play no role. This is implemented in our simulation by removing from the initially seeded atoms one from every pair which have a separation smaller than \( R_B \). We therefore neglect the many-body nature of the blockaded state.

In our simulation, the positions of Rydberg atoms are drawn at random from a uniform distribution. To take into account fluctuations due to the random gas realizations, we take as the system volume a rectangle of volume \( L^D \), where \( D = 2, 3 \) is the dimension and \( L \) is the side length. For all cases we fix the number of atoms to \( N = 1000 \); for the atomic densities, excitation efficiencies, and dimensions of a typical ultracold gas experiment, this number can typically be produced in each shot. As a result, these edge effects crudely model the physical boundaries of the laboratory gas. For certain trapping configurations the distribution of Rydberg atoms can have sharp boundaries within a specifically shaped area [23]; on the other hand, in atomic vapors the boundaries can be very diffuse. We have verified that the boundary effects are only minor by reproducing these results with a spherical distribution of atoms and with atoms distributed according to a normal distribution.

The Rydberg density \( n_{\text{Ryd}} \) is determined by the dimensions of the simulation volume following \( n_{\text{Ryd}} = N/(2R)^D \). We define scaled length and energy units which remove the dependence of the Hamiltonian on density and let us deal with dimensionless quantities only. We use the Wigner–Seitz radius, \( a_{\text{ref}}(D) \), as our unit of length. This is defined in two and three dimensions as

\[ a_{\text{ref}}(2) = \left( \frac{1}{\pi n_{\text{Ryd}}} \right)^{1/2}; \quad a_{\text{ref}}(3) = \left( \frac{3}{4\pi n_{\text{Ryd}}} \right)^{1/3}. \]  

(8)

This unit of length, in turn, defines a characteristic energy scale. The nearest neighbor interaction energy (neglecting the anisotropy of the interaction) between two particles separated by the respective Wigner–Seitz radius is

\[ E_{\text{ref}}(D) = \frac{1}{3} \frac{\mu^2}{\left[ a_{\text{ref}}(D) \right]^6}. \]  

(9)

We measure energies in units of \( E_{\text{ref}}(D) \). The density, principal quantum number \( \nu \), and \( E_{\text{ref}}(D) \) are all related and can be tuned accordingly to match laboratory constraints, as shown for the case \( D = \alpha = 3 \) in figure 1. For the transition dipole

\[ \text{1 One can even use this blockade mechanism in conjunction with appropriate laser detuning to form anti-blockaded atoms in regular arrangements [40–42].} \]
we use $\mu = \mu_0 d^2$, where $\mu_0$ is the transition dipole between the ground and first excited state.

### 3. Characterization of the eigenstates

In this section we show the main results of this numerical computation: the coherence and absorption distributions and the densities of states for a random Rydberg gas interacting via the dipole–dipole interaction ($\alpha = 3$). We present the results from the four possible combinations of anisotropic and isotropic interactions within two- and three-dimensional gases together in order to facilitate a phenomenological comparison.

#### 3.1. Coherence and eigenenergy distributions

Figure 2 displays the distribution of coherences and eigenenergies. The distribution in the top left panel, for the three-dimensional gas with anisotropic interactions, is the main result of [22]. This distribution is narrower on the negative energy side than on the positive, and has a pronounced peak feature at very small negative energies but large coherences. For both positive and negative energies near zero almost all states have a large coherence, and essentially none have a low coherence value. In total, states with coherence values of nearly $N/3$ are remarkably common, and localized states with coherence $< 10$ are present in the tails of this distribution. The large energy shifts of these states identify them as small clusters with strong interactions.

The bottom two panels show the results for a two-dimensional gas. For both anisotropic and isotropic interactions the overall coherence lengths are smaller than in three dimensions, but still exhibit large peaks near zero energy. The isotropic distribution still shows a sharp asymmetry, with a wide spread of delocalized states at positive energies. One notable difference can be seen in the highest probability peaks of both distributions (red color), which are prominent at blue detuning for the anisotropic interaction but at red detuning for the isotropic interaction. This sign change is related with the fact that the anisotropic case has both positive and negative interactions, while in the isotropic case it is purely non-negative. In section 6 we provide a simple analytical model that provides insight into these findings.

As demonstrated by the top right panel of figure 2, this distribution is very sensitive to the anisotropy of the interaction. When the interaction is isotropic the overall delocalization decreases slightly, and the asymmetry about zero energy becomes much stronger. At all negative energies except very close to zero, the states are all highly localized; in contrast, one can find highly delocalized states at all positive energies within the range considered here. Unlike in the anisotropic case, these blue-detuned states are spread almost uniformly over a large range of coherence values, lacking only population in the tiny clusters (very small coherence) or extremely large coherence range.

Although the distributions of figure 2 are asymmetric in several important ways, the marginal coherence distributions integrated over either all negative or all positive energies are very similar (see red and green curves of figure 3), both resembling the overall marginal distribution plotted as the blue curve in figure 3. This distribution has been discussed in detail in [22]; it consists of two contributions. The first, highlighted in the inset, is composed of the tightly clustered states with very large interaction strengths. The second is the broad-tailed distribution of delocalized states which span a large fraction of the gas.

#### 3.2. Role of interactions in delocalization

The nature and properties of these delocalized states—their asymmetry with respect to positive and negative energies,
their differences in two and three dimensions, their large sizes— are linked rather subtly to the matrix elements in the Hamiltonian. In this section we examine three different modifications to these matrix elements in order to test the stability of these states and to reveal aspects of their structure.

Static energy fluctuations and decoherent processes are known to lead to localization in many systems. A sophisticated study of these effects requires a full inclusion of this physics into the evolution of the density matrix, which is beyond the scope of this article. However, we can perform a proof of principle test of the robustness of these delocalized states by modifying the Hamiltonian to include diagonal disorder, i.e. by adding uniformly distributed random values between $\pm V$ to the on-site energies $\epsilon_n$. As seen in figure 4 (top), even at disorder strengths $V$ on the order of the energy unit $E_{\text{ref}}(D)$ we do not observe any significant changes in the distributions. In the insets we see in particular that the decoupled strongly-interacting cluster distribution is completely unaffected by this disorder.

As a second check of robustness, we apply a cutoff to the interactions between atoms, setting all matrix elements smaller than a given value $W_c$ to zero. Although this model does not correspond to a specific physical mechanism, it tests if the stability of these delocalized states is contingent on very fragile long-range networks bound by weak interactions. As shown in figure 4 (middle), we see that the delocalized states are robust against the removal of even quite large interactions, further confirming their stability and also demonstrating that these states are based on extended networks of strongly interacting atoms. We observe that the number of very small clusters increases with increasing cutoff strength, as evinced by the insets. We see that the 3D case is less sensitive to the cut-off than the 2D case, and attribute this to the fact that in 3D each atom can have more neighbors. One curious note is that the delocalized states are more stable against this loss in the isotropic case than in the anisotropic, and indeed in three-dimensions the largest coherence lengths even grow when these interactions are clipped. In fact, the coherence distributions for the anisotropic case and the isotropic case become nearly equal for the two values of $W_c$ shown in figure 4 (bottom) although the delocalization distribution in the unperturbed case are quite different with much larger values in the anisotropic case. This indicates that in the anisotropic case small interactions are more important than in the isotropic case.
The final interaction modification is the removal of large interactions in the gas, which can be realized experimentally via the Rydberg blockade. By imposing the blockade at various strengths we prevent the formation of small clusters of strongly interacting atoms on the scale of $R_B$, and hence remove the high-energy tails of the distributions. As seen in the distributions in figure 4 (bottom) the increasing Rydberg blockade radius manifests itself in a shifting of population from highly localized states into delocalized arrangements. Eventually, and particularly in the two-dimensional system, the Rydberg blockade eliminates all small clusters, as previously seen in [22].

4. Density of states and absorption spectra

It is instructive to compare the energy and coherence resolved plots of figure 2 with the DoS and the corresponding microwave absorption spectra. The DoS and absorption spectra are shown in the left and right panels of figure 5, respectively. The results for the case with no disorder and no Rydberg blockade are shown in black in all panels, while various disorder and blockade strengths are shown in the red and blue curves, respectively.

We first study the DoS. In all four cases it is very similar: it is roughly symmetric and does not reflect the strong asymmetry observed in figure 2. Note that the DoS is the marginal distribution of the probability density of figure 2 when one sums over all coherence values. This highlights the usefulness of the representation of figure 2.

The absorption spectra exhibits large differences between all four cases. Note the enlarged energy range of the isotropic case compared to the anisotropic case. While the 3D anisotropic spectrum is roughly symmetric, all other spectra have a strong asymmetry. The anisotropic 2D case shows strong absorption at negative energies and only very small contributions at small energies. For the isotropic cases there is essentially no absorption at negative energies, and in particular the absorption spectrum for the isotropic $D = 3$ case bears very little resemblance to its the respective DoS. We have found that in all cases delocalized states contribute to the absorption. In section 6 we will use a very simple model to get a basic understanding of these observations.

We now also briefly discuss how disorder and blockade affect the DoS and the absorption spectra. As expected, the blockade strongly removes contributions in the far wings of DoS and absorption. For the energy region shown in the DoS this effect is barely visible. For absorption one sees for the isotropic case even the cutoff (for large blockade radius) at around $E \approx 10$. Disorder leads to a broadening of the peak at zero energy.

5. Power law dependence

It is instructive to consider also other power law exponents to study the role of the interaction strength and effective range on the delocalization and to better understand the behavior of the $\alpha = 3$ power law. We calculate eigenstates for a variety of power laws, $\alpha = 2, 3, \ldots 6$, to obtain the coherence and eigenenergy distributions shown in figure 6. Clearly, the coherence lengths and amount of asymmetry increase with the range of the interaction. This asymmetry continues to be strongest in the isotropic case, and particularly for the $\alpha = 2$ results is manifested by a nearly instantaneous transition from totally localized dimer states as $E \rightarrow 0^-$ to potentially highly delocalized states as $E \rightarrow 0^+$. This observation, borne out of the coherence distribution shown here, is supported by a close inspection of many wave functions for many realizations. We observe an unusual peak structure in the 3D $\alpha = 2$ results, which is even more dominant in the $\alpha = 1$ case (not shown). While these power-laws are difficult to realize in a Rydberg setup, they might be relevant in other randomly arranged nanosystems.

6. Analytical considerations

Some basic features of the observed differences between the isotropic and anisotropic cases can be understood by considering a very simple model of two dimers that weakly interact.
6.1. Single dimer

Let us first consider a single dimer. In the basis of localized excitations $\uparrow\downarrow, \downarrow\uparrow$ the Hamiltonian can be written as

$$H = \begin{pmatrix} 0 & V \\ V & 0 \end{pmatrix}.$$  \hspace{1cm} (10)

The eigenstates are $|\psi_\pm\rangle = \frac{1}{\sqrt{2}}(|\uparrow\downarrow\rangle \pm |\downarrow\uparrow\rangle)$ with eigenenergies $E_\pm = \pm V$. The coherence of both eigenstates is $\mathcal{A}_\pm = 1$, but the absorption strengths differ greatly: $\mathcal{A}_+ = 2$ and $\mathcal{A}_- = 0$. From these results we see that for isotropic interactions (where all interactions are positive) the system’s DoS is symmetric around zero and the coherence is the same for positive and negative energies. In contrast, only the states with positive energy absorb, producing a strong asymmetry in the absorption spectrum. This is very different in the case of the anisotropic interaction. Here, depending on the relative orientation of the two atoms with respect to the magnetic field the interaction, $V \sim 1-3\cos^2 \theta$, can be positive or negative. Therefore also the absorption spectrum becomes more symmetric, because for negative dipole–dipole coupling $V$ the absorbing state is at negative energies. This model explains the regions of large eigenenergies, which is dominated by dimers, in the case of much higher $N$. It is also helpful to understand the following model of coupled dimers.

6.2. Coupled dimers

We consider now the case of four atoms. As for the dimer case above, in the basis of localized excitations the Hamiltonian can be written as

$$H = \begin{pmatrix} 0 & V_{12} & V_{13} & V_{14} \\ V_{12} & 0 & V_{23} & V_{24} \\ V_{13} & V_{23} & 0 & V_{34} \\ V_{14} & V_{24} & V_{34} & 0 \end{pmatrix}.$$ \hspace{1cm} (11)

For general arrangements of the atoms one cannot get a simple analytical form of the eigenstates. Therefore, we will now assume that $V_{23} = V_{13} = V_{14} = V_{24} \equiv W$. In matrix form this reads

$$H = \begin{pmatrix} 0 & V_A & W & W \\ V_A & 0 & W & W \\ W & W & 0 & V_B \\ W & W & V_B & 0 \end{pmatrix},$$ \hspace{1cm} (12)

where $V_A \equiv V_{12}$ and $V_B \equiv V_{34}$. This Hamiltonian corresponds in the isotropic case to the situation where atoms 1 and 2 are close, atoms 3 and 4 are close, and the two pairs of atoms are so far apart that interactions between the two dimers are approximately equal. Clearly, $W \ll V_A$ and $W \ll V_B$. With this simple model we are able to draw some general conclusions.
Let us first look at the case $V_A = V_B \equiv V$, which gives analytical results amenable to study. The four eigenvalues are $-V, -V, V, V \pm 2W$. Note that the coupling is asymmetric: the dimer energies $-V$ from the two-atom model are unshifted, while the coupling modifies the two energies $V$. The eigenstates corresponding to the eigenvalue $-V$ are both antisymmetric dimer states (coherence $\mathcal{C}=1$) with eigenvectors $(-1, 1, 0, 0)/\sqrt{2}$ or $(0, 0, -1, 1)/\sqrt{2}$. This implies that there is no absorption strength associated with these states. The eigenstate corresponding to the energy $V - 2W$ is $(-1, -1, 1, 1)/2$ and also does not have absorption strength. On the other hand, the state at energy $V + 2W$ is $(1, 1, 1, 1)/2 2^{-1}(1, 1, 1, 1)$ and has an absorption strength which is four times that of a single atom. Note that these two states are fully delocalized with coherence $\mathcal{C}=3$. For the isotropic case these results imply that, as in the dimer case, there is absorption only for positive energies, which corresponds to the numerical observation of figure 5. Furthermore, at positive energies the coherence is much larger than at negative energies, which is also in general agreement with figure 2. For the anisotropic case the situation becomes more complicated, since $V$ and $W$ can both be positive and negative. When $V$ is positive the delocalized absorbing state is on the positive side (we consider $V > W$). For negative $V$ the delocalized absorbing state is at negative energies. This leads to results that are rather symmetric with respect to the zero of energy.

We now consider the case $V_A \neq V_B$. The resulting eigenenergies and eigenstates are given in table 1. One sees again that there are two dimer eigenstates ($\ell = 1, 2$) with coherence $\mathcal{C}=1$ that do not absorb. For the other two states the situation is more complicated. In the isotropic case $V_{\text{mean}}$ is positive and thus the states $\ell = 3, 4$ are located at positive energies. When $V_A$ and $V_B$ are similar, then $V_{\text{diff}}$ is small and $\tilde{S} \approx 1$. Both states are delocalized and the state 4 has a large absorption strength while state 3 has a small absorption strength. When $V_{\text{diff}}$ is larger than 1, then the coherence length approaches—for increasing $V_{\text{diff}}$—dimer-like coherence. That means that for isotropic interactions the absorbing states are at positive energies and can have coherences ranging from 1 to the maximal coherence. For the anisotropic case a variety of combinations of the signs and magnitudes of $V_A$, $V_B$ and $W$ is possible. Now, if $V_A \approx V_B$ it can happen that $V_{\text{mean}} \approx 0$. Then one sees that the delocalized and absorbing states are situated around the zero of energy. The discussion presented above provides a basic understanding of the observations made in figures 2 and 5. A more detailed discussion (e.g. by integrating over angular distributions) goes beyond the aim of the present work, but would likely be a fruitful avenue to pursue.

7. Conclusions

Through our study of the eigenstates of an interacting random Rydberg gas, we have seen that the surprisingly high amount of delocalization in these states first observed in [22] persists in both 3D and 2D gases. These delocalized states are very robust against a range of disorder or decoherence processes. The Rydberg blockade, by creating a more regular arrangement array of background $\downarrow$ ground states, leads to even larger degrees of delocalization. These delocalized states persist for the various power-law interactions studied here. They are less pronounced when the interaction becomes isotropic. We have used a simple model of coupled dimers to provide basic insight into the strong differences between the isotropic and anisotropic case. In the future, it would be useful to extend these models to try to capture some of the distinctions between two and three-dimensional configurations.

The Hamiltonians underlying the present study fall into the class of so-called ‘Euclidean random matrices’ [43, 44]. For such matrices powerful analytical tools have been developed [44], in particular to describe the density of states. It would be interesting to compare the numerical findings of the specific systems of the present work with simple analytical considerations going beyond the model of section 6. In particular, an extension of the analytic results for eigenvalues given by these studies of Euclidean random matrices to the eigenstates could provide useful insight.

We have seen that density of states and absorption are not sufficient to obtain direct information about the delocalization properties of the eigenstates. As demonstrated in [22], one can use strong microwave pulses of well-determined durations and Rabi frequencies to selectively populate delocalized states and probe them directly. The existence of such delocalized states has implications for nonlinear spectroscopy of many-body systems in randomly arranged systems since the localization of many-body states will be determined by the extent of the underlying one-exciton domains.
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### Appendix A. Comparison of coherence and participation ratio

In this appendix we revisit some of the results shown in the main text, but now using PR rather than coherence as the
and PR and eigenenergies measure of delocalization. Figure A1 compares the distributions of coherence values with the distributions of PRs for the two-dimensional gas. The coherence and PR binwidth is 0.5 and the energy binwidth is 0.01.

Figure A1. Distribution of coherence values and eigenenergies (top) and PR and eigenenergies (bottom) for the two-dimensional gas. The coherence and PR binwidth is 0.5 and the energy binwidth is 0.01.

This is true for all power law interactions, as seen in figure A2, although in the 3D case the distribution is still markedly asymmetric. For this reason, although for most features the PR and coherence provide equivalent information about delocalization, coherence is a slightly more sensitive measure especially in two dimensions.

Figure A2. PR and energy distributions for the the various power-law interactions. The PR binwidth is 0.5 and the energy binwidth is 0.01.
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