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Abstract: Identification of tree species plays a key role in forestry related tasks like forest conservation, disease diagnosis and plant production. There had been a debate regarding the part of the tree to be used for differentiation, whether it should be leaves, fruits, flowers or bark. Studies have proven that bark is of utmost importance as it will be present despite seasonal variations and provides a characteristic identity to a tree by variations in the structure. In this paper, a deep learning based approach is presented by leveraging the method of computer vision to classify 50 tree species, on the basis of bark texture using the BarkVN-50 dataset. This is the maximum number of trees being considered for bark classification till now. A convolutional neural network (CNN), ResNet101 has been implemented using transfer-learning based technique of fine tuning to maximise the model performance. The model produced an overall accuracy of >94% during the evaluation. The performance validation has been done using K-Fold Cross Validation and by testing on unseen data collected from the Internet, this proved the model's generalisation capability for real-world uses.
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I. INTRODUCTION

Bark is the outermost covering of trees and shrubs plays an essential role in its survival. One of the main functions of bark is to deliver products obtained by photosynthesis to the plant tissues. The protective nature of bark is also notable as it acts as a shield against herbivory and fire and provides insulation from cold weather. Bark usually covers the trunks and branches of trees and is made up of several layers. Its appearance is mainly dependent on cork development. The variation in thickness and texture is often brought in by the environment in which it grows. A lot of commercially and medically important products are derived from the bark of trees.

Researchers in the field of environment, physiology, meteorology etc. have high regard for tree identification. They take into account various parameters like leaf, stem, colour, fruit, flower, bark etc. for the classification. These practices are conducted at high expense and risk by experts having years of related experience and domain knowledge by venturing into the forested areas. Even after these the results are not highly accurate or consistent, as seen in [1] where two experts analysed data collected on Austrian tree species and achieved an accuracy of 56.6% and 77.8% during classification. To solve this problem various works have been done in the related identify tree species on the basis of bark texture classification using techniques of image processing, machine learning and deep learning.

Recent advances in technology have paved the way for deep learning based neural networks to learn and extract features from data to produce accurate results. With the advent of computer vision, machines became capable enough to make predictions from images and videos. However a large amount of data is often required for deep learning algorithms to obtain better performance. Despite being a prime area of importance in agricultural research, tree recognition received limited attention which can be attributed to the lack of related datasets with multiple classes and diversity. From the literature, it is found that databases like the AFF dataset [1] contains only 1,200 images of 11 classes while datasets like BarkNet 1.0 have over 23,000 images of 23 different tree species of Canada.

In this work, I am focusing on classifying the maximum number of tree species we are using with the BarkVN-50[2] dataset consisting of 50 tree species and 5,678 images of 303 x 404 pixels size. For the purpose of multi-class classification a novel architecture of ResNet101 with Back Propagation [3] is proposed, a fine tuning approach has been followed to classify the bark texture and thereby identify the original tree species. The model performance can be accessed by evaluation metrics like accuracy, precision, recall and f1-score.
This paper is organised into five sections. In Section II, a literature survey on related works is done to understand the methods used and the results obtained. This is followed by Sections III and IV consisting of the details regarding the proposed techniques, data and tools used for the purpose of bark texture classification. Finally, Section V contains the detailed report of the experiments performed and the results obtained while Section VI concludes the work by noting down the key achievements, limitations and the scope for improvement.

II. RELATED WORKS

Different types of approaches are adopted for the classification of texture; some include using traditional machine learning based techniques along with image processing techniques for texture feature analysis. However not much work has been done using Convolutional Neural Networks (CNNs) [4], which have now become the pioneers for feature extraction from images. Some of them include filtering methods like Fourier and Gabor Filters, morphological filters, wavelet based [5,6] etc. A texture descriptor, statistical macro binary pattern (SMBP) [7] is used for extracting statistical information and performing neighbourhood sampling helped them achieve an accuracy 71%.

In [8] a technique of feature extraction is done by combining textural features through GLCM (Grey level co-occurrence matrix), which is commonly used for second order textural analysis and fractal dimension features then using the feature vectors the bark images are classified into their respective classes using Artificial Neural Networks (ANNs). Automated identification of plant species have also grown over the years where supervised machine learning [9] and deep learning techniques based on transfer learning [10] are put to use.

M. Carpentier et al. [11] made a custom dataset, BarkNet-1.0 with 23,000 images covering 23 different tree species of Canada. This data is then used to train a ResNet architecture using pre-trained weights from the ImageNet dataset (made up of over 1 million images of around 10,000 classes of objects) for weight initialisation. From experimentation it was seen that the model accuracy varied between 93.88% and 97.81%. Terrestrial Laser Scanning (TLS) method is used in [12] to obtain 3D point clouds for identifying individual tree species from mixed plantations. To calculate roughness measures and shape attributes, the three-dimensional geometric texture of the bark is analysed and then fed as input to the Random Forest classifier for tree species classification. Through this method of 3D based technology accuracy ranges between 83% and 100% is obtained for different tree species.

Application of class activation mapping is seen in [13], where two convolutional neural networks with different architectures are proposed to classify 42 species of trees and achieve an accuracy above 90%. Class activation mapping (CAM) enables modifications in some parameters of CNN architecture and highlights the influential regions used for the prediction purpose. Textural features extracted through multispectral spiral wide-sense Markov model, which benefits from full descriptive colour and rotational invariance are applied for tree bark identification in [14]. The performance evaluation has been done using datasets like the BarkNet, BarkText, Trunk12 and AFF.

A portable tree identification system, Deep BarkID [15] which is deployed on a smartphone with no requirement for database connection and internet access has performed well in classifying 10 tree species in Indiana, USA. The authors have also made a dataset, the Indiana Bark Dataset with thousands for images and is available for public use. A new method based on the application of Gabor filters has been used with different orientations and scales for feature extraction is seen in [16]. Further the feature vectors are fed as input to RBPNN and SVM classifiers for bark classification. The recognition rate by using distinct colour spaces like RGB, HSV, Grey scale etc. has also been documented in this work.

III. PROPOSED METHODOLOGY

In this work tree species are identified by classifying the bark texture of trees, which is considered important since it remains the same and is not susceptible to seasonal changes. Classifying into multiple classes has always been a challenge faced by researchers, but with the advent of technology techniques like deep learning gained popularity since we have more computational power and data available for training huge networks.

It is an undeniable fact that the power of deep learning based networks to learn increases with the depth of the network and by the amount of data. Here in this research we have a dataset containing 50 classes of trees and 5780 images; but this quantity of data is in range 60 - 220, which is not enough to train a Convolutional Neural Network (CNN) based classifier from scratch. The problem is further intensified by the number of classes into which the images should be classified. To solve this problem the technique of Transfer Learning is introduced, in which the feature extracting experience gained by pre-built networks after
training on various high volume datasets like ImageNet, COCO etc. can be utilised as per use cases. In short a model created for one specific task is reused for another.

Transfer learning based approach of Fine-Tuning is used, which allows chances in the architecture apart from reusing the pre-built neural network. The method of fine tuning offers an advantage here as the fully connected layers or the outer layers of the deep neural network architecture can be tuned or replaced by the specific use case here, where the image feature extract part by convolutional as well as other related layers remains intact without any changes. This way the feature vectors extracted by the first part through transfer learning can be used by the classification layers for classifying the bark texture into 50 classes. Before training the network is instantiated with the pre-trained weights obtained during the training using ImageNet dataset, which contains over 1 million images and more than 10,000 classes.

Fig 1. Idea behind transfer learning

The challenge posed by the class imbalance problem must also be addressed because even if the model performs well during the training phase, there is a significant probability that the model might show some bias towards those classes with more samples. This happens because of the fact that the model has seen the common data more compared to the ones having a small proportion of data. In order to solve this the technique of Data Augmentation has been performed to, where the proportion of images per class is increased by artificially generating more samples by the application of image processing techniques. Here the Python package of Augmentor is used to generate synthetic images using the same data. The count is increased to a limit of 110 images per class as the median and mean values of the image count per class of the original dataset was in a similar range. This task thus involved random oversampling and undersampling.

Fig 2. An example of data augmentation

The classes containing more images are considered as majority classes and ones with minimum images are termed as minority classes. Through the approach adopted here, the required amount of data is randomly selected from the majority class while minority class data gets augmented. Hence the majority class undergoes undersampling while the minority class undergoes oversampling. This will also preserve the length of the original dataset as there will be 5500 images instead of 5678, which is not a drastic difference. These images are then resized to 160 x 160 pixels to reduce the complexity as well as the computational power required for
training. Since three channels (Red(R), Green(G) and Blue(B)) are used the input array dimension becomes: \(h \times w \times 3\), where \(h\) is the image height and \(w\) is the image width.

The computational power required for training the model in this work is still significant as large deep learning based networks have higher processing and memory (RAM) needs which traditional PC machines fail to offer. A GPU-accelerated training using NVIDIA GPUs is always beneficial as it reduces time taken. Users can either prefer a GPU based computer or a cloud platform for the training. Various cloud based platforms are available for training like Google Cloud Platform (GCP), Amazon AWS, Microsoft Azure, IBM Cloud etc. But the most commonly used platform for research purposes is Google Colaboratory (Google Colab).

![Speed Comparison for Training CNNs](image)

Figure 3. Comparison of difference in training speeds

IV. PROJECT WORKFLOW

The proposed work is divided into four parts - Data Collection, Resampling, Data Pre-Processing and Model Building. Modularisation has been done so that project management can be effective and help in reducing the time taken for debugging the errors in the code base.

A. Data Collection:-

The image data, BarkVN-50 used in this work has been collected by Vinh Truong Hoang of the Ho Chi Minh City Open University for the research purpose. And has been provided for open source access [2]. A total of 5,768 images of 50 tree categories are present in this dataset. The images represent the bark textures of the trees and are of dimensions 303 x 404 pixels. The dataset has been specifically made for the purpose of image classification.

B. Re-sampling:-

After exploring the contents of the dataset it was noticed that there existed a significant imbalance in the dataset, which could have affected the model performance by introducing a bias towards classes with more samples. It was not feasible to either perform only one among the traditional techniques of upsampling or downsampling since the motive was to preserve the class ratio and the original size of the dataset. Hence a mixture of both has been applied to produce a sample strength of 5500 images divided into 50 classes i.e; 110 images per class. Image processing operations like zoom, flip top-bottom, random distortion and random brightness change has been done to synthetically create new data by setting a probability parameter for each action to take place.

C. Data Pre-Processing:-

The re-sampled images are further pre-processed by resizing them into 160 x 160 pixels RGB images for the ease of computation. All the three channels R, G and B of the colour image are used without converting to grayscale as colour can also act as a differential factor for some species. The pixel intensity values are then scaled down to be in range 0 and 1 for faster processing and to reduce any bias. The data is then stored in numpy arrays for easy access and operations.

D. Model Building:-

A transfer learning based approach, fine tuning is followed in the model building process. ResNet-101, having 101 layers, is used as the base model for extracting distinctive features from the images. The fully connected
layers are custom built for the purpose of classification. A total of 4 fully connected layers are there, in which the first two have dropout layers in between which cut off 45% of the connections in between them. The dropout layers are used to control the model overfitting. There are 512 neurons each in the first and second layers, while the penultimate layer has 256 neurons whereas the final output layer has 50 neurons representing the classes. Each of the first three layers have relu activation to bring in non-linearity in the network. For aiding in the process of backpropagation, Adam optimizer along with categorical loss entropy loss function has been used. The final layer has softmax activation function, which gives a probabilistic output of the probable class to which the image belongs to.

**E. Model Evaluation:**

After the process of training the model has been evaluated through metrics like Accuracy, Precision, Recall and F1-score. K-Fold Cross Validation has been performed here to validate the model performance and to assess the models capability to generalise; in the process the entire dataset is split into k folds are then fed as input to the neural network the respective performance scores after each fold is stored for evaluation purpose. A holistic evaluation has been done using classification reports, and from the average performance scores obtained from the cross validation.

![Model Plot](Fig 4. Model Plot)
V. EXPERIMENTATION AND RESULTS

The images used in this experiment are of dimension 160 x 160 pixels with depth of 24 bits/pixel. The image data is stored in the numpy array after stages of re-sampling and pre-processing are then split into training and testing sets in the ratio 80:20 respectively.

For feature extraction as mentioned in Section IV, the model is relying heavily on the transfer learning based approach where the convolution base has prior experience in creating feature vectors from images. The model configuration has been clearly outlined in Fig 5. For model training, Google Colaboratory has been used which provides on demand cloud resources for research tasks. The platform has allocated a 16 GB memory version of NVIDIA Tesla P-100 GPU along with 25 GB RAM and 170 GB of storage. The provision of GPU will enable distributed processing of data and ensure faster training speeds for the experimental purpose.

The best model architecture for this work has been chosen after experimenting with prominent CNN based networks like VGG 19, ResNet-50, ResNet-101, InceptionV3 and MobileNetV4, in which ResNet-101 was better in terms of overall performance measured in terms of accuracy. The learning rate of the Adam optimizer has been set to 0.0001 initially. The model is instantiated using the pre-trained weights from ImageNet classification. These weights are subjected to change during the training by weight updation through the process of backpropagation. The model is trained for different epochs in range 20 - 200 and the respective measures of accuracy, loss are stored. An epoch value between 30 and 40 is seen as optimal as there is no significant change in performance afterwards. Through analysis epoch value of 32 is chosen and obtained an overall accuracy of 99.40% and 94.3% in the phases of training and testing respectively.

| TABLE I | Testing Phase Results |
|---------|-----------------------|
| Accuracy | Precision  | Recall  | F1-Score |
| 94.36%   | 94.66%     | 94.37%  | 94.33%   |
Graphs showcasing the accuracy and loss throughout the training process have been plotted to understand how the loss has gone down and the accuracy got improved over time. In Fig 8,9 the plots are made in such a way that the epoch count is represented by the X-axis while the Y-axis represents accuracy and loss respectively.
Further analysis of the respective evaluation metrics per class can be obtained from the classification report which depicts the identification and generalisation capability of the model in general. From Fig 10, an overall idea of the model's performance on unseen data can be seen as the model is able to classify the different image instances into their respective groups precisely. Here, support represents the count of actual occurrences of the particular class in the test set. The results obtained from K-Fold Cross Validation are also satisfactory, k value of 5 has been set to split the dataset into 5 distinct folds and are noted down in Table II.

| TABLE II | K-Fold Cross Validation Performance Report |
|----------|------------------------------------------|
|          | Fold - 1       | Fold - 2       | Fold - 3       | Fold - 4       | Fold - 5       | Average     |
| Testing  |               |                |                |                |                |             |
| Accuracy | 94.01%        | 94.30%        | 94.09%        | 94.11%        | 94.08%        | 94.118%     |
| Precision| 94.65%        | 94.51%        | 94.63%        | 94.59%        | 94.60%        | 94.596%     |
| Recall   | 94.49%        | 94.23%        | 94.07%        | 94.11%        | 94.20%        | 94.22%      |

VI. CONCLUSION

In this paper, a deep learning based model capable of classifying 50 different species of trees from its bark texture has been presented. Here the feature extraction is done by convolutional neural networks, which has state of the art architectures for obtaining feature vectors from image data of any dimension and quality. Through the evaluation phase the generalisation ability of the model and its capability to precisely classify has been validated. Moreover, different architectures based on CNN have been explored and experimented with to choose the best performing one ie; ResNet101 here. Further the accuracy, precision and recall measures obtained in this work >90% is higher in comparison to other works since the highest number of classes is considered here. There is still scope of improvement as more data can turn useful for training purposes. In addition to that, data can be collected from different lighting and weather conditions so that the models get ready for real-world deployment. Also different image processing techniques like using filtering techniques, wavelet transforms etc. for extracting more textural features from the bark images can be tried out before feeding as input to the CNN networks. Usage of advanced techniques like Attention-Based mechanisms, CNN-RNN combination and LSTMs for image classification can also be explored.

REFERENCES

[1] Fiel, Stefan & Sablatnig, Robert. (2010). Automated identification of tree species from images of the bark, leaves or needles.
[2] Truong Hoang, Vinh (2020), "BarkVN-50", Mendeley Data, V1, doi: 10.17632/9gt4t4tdntt.1
[3] Buscema, Massimo. (1998). Back Propagation Neural Networks. Substance use & misuse. 33. 233-70. 10.3109/10826089091158863.
[4] S. Albawi, T. A. Mohammed and S. Al-Zawi, "Understanding of a convolutional neural network," 2017 International Conference on Engineering and Technology (ICET), 2017, pp. 1-6, doi: 10.1109/ICEngTechnol.2017.8308186.
[5] Randen, T., Husky, J.H.: Filtering for Texture Classification: A Comparative Study. IEEE Trans. Pattern Anal. Mach. Int. 21 (4) (1999) 291 - 310
[6] Clausi, David & Deng, Huang. (2005). Design-based texture feature fusion using Gabor filters and co-occurrence probabilities. IEEE transactions on image processing : a publication of the IEEE Signal Processing Society. 14. 925-36. 10.1109/TIP.2005.849319.
[7] Boudra, Safia & Yahiaoui, Itheri & Behloul, Ali. (2018). Plant identification from bark: A texture description based on Statistical Macro Binary Pattern. 10.1109/ICPR.2018.8545798.
[8] Huang, Z.-K., Zheng, C.-H., Du, J.-X., & Wan, Y. (2006). Bark Classification Based on Textural Features Using Artificial Neural Networks. Lecture Notes in Computer Science, 355–360. doi:10.1007/11760023_52
[9] Wäldchen J, Ramzy M, Seeland M, Mäder P (2018) Automated plant species identification—Trends and future directions. PLOS Computational Biology 14(4): e1005993.
[10] Sun, Yu, et al. "Deep learning for plant identification in natural environment." Computational intelligence and neuroscience 2017 (2017). Sun, Yu, et al. "Deep learning for plant identification in natural environment." Computational intelligence and neuroscience 2017 (2017).
[11] Carpentier, Mathieu, Philippe Giguere, and Jonathan Gaudreault. "Tree species identification from bark images using convolutional neural networks." In 2018 IEEE/RSJ International Conference on Intelligent Robots and Systems (IROS), pp. 1075-1081. IEEE, 2018.
[12] Othmani, Ahlem et al. “Tree Species Classification Based on 3D Bark Texture Analysis.” Lecture Notes in
Kim, T.K., Hong, J., Ryu, D. et al. Identifying and extracting bark key features of 42 tree species using convolutional neural networks and class activation mapping. Sci Rep 12, 4772 (2022).

Václav Remeš, Michal Haindl, Bark recognition using novel rotationally invariant multispectral textural features, Pattern Recognition Letters, Volume 125, 2019, Pages 612-617, ISSN 0167-8655

Wu, F., Gazo, R., Benes, B. et al. Deep BarkID: a portable tree bark identification system by knowledge distillation. Eur J Forest Res 140, 1391–1399 (2021)

Z.-k. Huang, D.-s. Huang and Z.-h. Quan, "Bark Classification Using RBPNN Based on Gabor Filter in Different Color Space," 2006 IEEE International Conference on Information Acquisition, 2006, pp. 946-950, doi: 10.1109/ICIA.2006.305863.