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Abstract
In this paper we present the ongoing work at RWTH Aachen University for building a speech-to-speech translation system within the TC-Star project. The corpus we work on consists of parliamentary speeches held in the European Plenary Sessions. To our knowledge, this is the first project that focuses on speech-to-speech translation applied to a real-life task. We describe the statistical approach used in the development of our system and analyze its performance under different conditions: dealing with syntactically correct input, dealing with the exact transcription of speech and dealing with the (noisy) output of an automatic speech recognition system. Experimental results show that our system is able to perform adequately in each of these conditions.
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1 Introduction
Speech-to-speech translation is an outstanding research goal in the machine translation community. Up to now, most of the projects dealing with this issue have dealt only with artificial or very limited tasks (Wahlster, 2000; EnTransProject, 2000; Lavie et al., 2001; Ueffing and Ney, 2005). The goal of the TC-STAR project is to build a speech-to-speech translation system that can deal with real life data. For this purpose we have collected data from parliamentary speeches held in the European Parliament Plenary Sessions (EPPS) to build an open domain corpus. There are three different versions of the data, the official version of the speeches as available on the web page of the European Parliament, the actual exact transcription of the speeches produced by human transcribers and the output of an automatic speech recognition system. We evaluate our system under these three conditions.

The structure of the paper is as follows: In Section 2 we will describe the statistical approach to machine translation and in Section 3 further methods used in our translation system. The EPPS databases and experimental results will be presented in Section 4. We will draw conclusions in the last Section.

2 Statistical Machine Translation
In a machine translation framework we are given a sentence $f_1^J = f_1 \ldots f_J$ in a source language that is to be translated as sentence $e_1^I = e_1 \ldots e_I$ into a target language ($f$ and $e$ stand for ‘French’ and ‘English’ in the original paper (Brown et al., 1993)). For the statistical approach, we use Bayes decision rule which states that we should choose the sentence that maximizes the posterior probability

$$\hat{e}_1^I = \arg\max_{e_1^I} p(e_1^I | f_1^J).$$

$$= \arg\max_{e_1^I} p(e_1^I) p(f_1^J | e_1^I),$$

(2)

where the argmax operator denotes the search process. The transformation from (1) to (2) using Bayes rule allows us to use two sources of information, the translation model $p(f_1^J | e_1^I)$ and the target language model $p(e_1^I)$. The translation model can be further decomposed into a lexicon model, which gives the probability for word translations, and an alignment model, which connects the words in the source and target sentences. Let us consider the HMM Alignment model as presented in (Vogel et al., 1996) in order to illustrate this decomposition. This model decomposes the translation probability as follows:

$$p_\theta(f_1^J | e_1^I) = \sum_{a_1^J} \prod_{a_j^I=1}^J [p_\theta(a_j | a_{j-1}, I, J)p_\theta(f_j | e_{a_j})],$$

(3)

where the term $p_\theta(a_j | a_{j-1}, I, J)$ is a first-order model for the alignment, and the term
For a more exact formulation we should also include a length model \( p_\lambda(f_j | e_n) \) for simplicity it is left out in this presentation.

\( p_\lambda(f_j | e_n) \) is the lexicon model\(^1\), both dependent on a set of parameters \( \theta \). The architecture of such a system is depicted in Figure 1.

### 2.1 Training

The parameters of the statistical models are estimated using the available training data, normally using the maximum likelihood criterion. The maximum likelihood criterion states that the set of parameters \( \hat{\vartheta} \) that maximizes the term

\[
\hat{\vartheta} = \arg \max_{\vartheta} \sum_s \log p_\vartheta(f_{s+1} | e_s), \tag{4}
\]

where \( s \) is a running index over the training sentence pairs \( (f_{s+1}, e_s) \). That is, we try to maximize the probability that our statistical model gives to the observed training sentences. In the case of the HMM alignment model (3) the set of parameters is composed of the alignment probabilities \( p_\vartheta(a_t | a_{t-1}, I, J) \) and the lexicon probabilities \( p_\vartheta(f_j | e_n) \). The maximization process is carried out with a modified version of the EM algorithm (Brown et al., 1993).

### 3 Refined Methods for Machine Translation

#### 3.1 Phrase Based Models

The HMM model discussed in Section 2, as well as the IBM models introduced in (Brown et al., 1993), constitute the so-called single-word based models because the lexicon probabilities depend only on one word. One major disadvantage of these approaches is that contextual information is not taken into account. The translation of a given word, however, depends heavily on the surrounding words. In the single-word based translation approach, this disambiguation is addressed by the language model only, which is not often capable of doing this.

One way to incorporate the context into the translation model is to learn translations for whole phrases instead of single words. Here, a phrase is simply a sequence of words, no other linguistic meaning is required. So, the basic idea of phrase-based translation is to segment the given source sentence into phrases, then translate each phrase and finally compose the target sentence from these phrase translations.

First an alignment between source and target sentence is found by using a chain of single-word based models\(^2\) in both directions (source-to-target and target-to-source) and combining the two obtained alignments (Och and Ney, 2003). Given this alignment an extraction of contiguous phrases is carried out and their probabilities are computed by mean of relative frequencies (Zens and Ney, 2004). An example of an alignment between two sentences and a (possible) set of phrases to be extracted is shown in Figure 2.

#### 3.2 Log-linear Model

As an alternative to the traditional source-channel approach given in Equation (2) we can model the translation probability directly using a log-linear model (Och and Ney, 2002):

\[
p(e_i | f_j) = \frac{\exp \left( \sum_{m=1}^M \lambda_m h_m(e_i, f_j) \right)}{\sum_{e_i} \exp \left( \sum_{m=1}^M \lambda_m h_m(e_i, f_j) \right)}, \tag{5}
\]

\(^1\)For a more exact formulation we should also include a length model \( p_\lambda(f_j | f_i) \). For simplicity it is left out in this presentation.

\(^2\)Usually the used models are IBM-1, HMM and IBM-4.
with $h_m$ different models, $\lambda_m$ scaling factors and the denominator a normalization factor that can be ignored in the maximization process. We choose the $\lambda_m$ by optimizing a performance measure over a development corpus using the downhill simplex algorithm as presented in (Press et al., 2002). The source-channel model (3) is a special case of (5) with appropriate feature functions. The log-linear model, however, has the advantage that additional models can be easily included. In particular the inclusion of phrase translation probabilities in both directions, additional word based models and heuristics like word and phrase penalty have proven adequate in practice (Zens and Ney, 2004).

3.3 N-best Lists

It is a well known fact that the quality of the output of any current machine translation system is far from being perfect. For efficiency reasons in most tasks, the whole search space can not be treated directly. So some pruning has to be carried out in the search process, which can lead to the rejection of valid translations (so-called search errors). The state-of-the-art algorithms used in current systems, however, allow to minimize these kinds of errors, so the main source of errors still lies in the probability models, i.e. sentences which are better translations do not get a better score (a higher probability).

In order to alleviate this effect, we can make use of word graphs and $n$-best lists (Ueffing et al., 2002). These are representations of different possible translations for a given sentence. Once we have this representation we can use further models in order to compute an additional score for each of the possible candidates and then choose the one with the best score. Ideally these additional models would be integrated into the generation algorithm, but most of them are too costly to include in the search procedure or do not have a structure which allows this kind of coupling. How to efficiently compute $n$-best lists and word graphs for the phrase-based approach is presented in (Zens and Ney, 2004).

3.4 IBM1 Rescoring

Although the IBM1 model is the easiest one of the single-word based translation models and the phrase based models clearly outperform this approach, the inclusion of the scores of this model, i.e.

$$h_{IBM1}(f_i^j|e_i^j) = \frac{1}{(I+1)^J} \prod_{j=1}^{J} \sum_{i=0}^{I} p(f_j|e_i)$$

has been shown experimentally to improve the performance of a machine translation system (Och et al., 2003).

3.5 LM Rescoring

During the generation process, a single language model is used. However, additional language models specific to each sentence to be translated can help to improve the machine translation quality (Hasan and Ney, 2005). The motivation behind this lies in the following observation: the syntactic structure of a sentence is influenced by its type. It is obvious that an interrogative sentence has a different structure from a declarative one due to non-local dependencies arising e.g. from wh-extraction. As an example, let us consider the syntax of the following sentences: “Is the commissioner ready to give an undertaking?” and “The commissioner is ready to give an undertaking.” If we look closer at the first four words of each sentence (is, the, commissioner and ready), the trigrams observed are quite different, leading to the hypothesis that a language model that can discriminate between these cases also performs better than the traditional approach.

We apply a method based on regular expressions to cluster the sentences into specific classes. A very simple trigger for an interrogative class is e.g. a question mark “?” . This information is then used to train class-specific language models which are interpolated with the main language model in order to elude data sparseness.

4 Experimental results

4.1 EPPS Databases

The European Parliament (EP) usually holds plenary sessions six days each month. The major part of the sessions takes place in Strasbourg (France) while the residual sessions are held in Brussels (Belgium). Today the European Parliament consists of members from 25 countries, and 20 official languages are spoken. The sessions are chaired by the President of the European Parliament. Simultaneous translations of the original speech are provided by interpreters in all official languages of the EU.
It is possible to categorize speakers in two ways: Firstly there are native speakers as well as non-native speakers who have more or less pronounced accent. Secondly there are original speakers and interpreters. Although most of the speeches are planned, almost all speakers exhibit the usual effects known from spontaneous speech (hesitations, false starts, articulatory noises). The interpreters’ speaking style is somewhat choppy: dense speech intervals (“bursts”) alternate with pauses when the interpreter is listening to the original speech.

The European Union’s TV news agency, Europe by Satellite (EbS)3 broadcasts the EP Plenary Sessions live in the original language and the simultaneous translations via satellite on different audio channels: one channel for each official language of the EU and an extra channel for the original untranslated speeches. These channels are also available as 30 minute long internet streams for one week after the session.

A preliminary version of the texts of the speeches given by members of the European Parliament are published on the EUROPARL website4 on the day after the EPPS. After a time period (about two months) in which the politicians are allowed to make corrections the speeches are available in its final form, known as Final Text Edition (FTE), in all official languages of the EU. The website also provides all previous reports since April 1996. We worked with the available reports building an English-Spanish parallel text corpus for the TC-Star project. The FTE aims for high readability, and therefore does not provide a strict word-by-word transcript. Notable deviations from the original speech include removal of hesitations, false starts and word interruptions. Furthermore transposition, substitution, deletion and insertion of words can be observed in the reports. An example is given in Table 1. Additionally human transcribers were asked to produce an accurate verbatim transcription of the speeches of the politicians.

4.2 Experimental Setup

Before training the translation models, some preprocessing steps have been carried out in order to better adapt the training material to the evaluation conditions.

For the FTE, the goal is to produce high quality translations, as produced by human transla-3http://europa.eu.int/comm/ebs/ tors. This includes punctuation marks and true casing. So, hardly any preprocessing of the data is needed. In order to aid the translation system, a categorization of the text has been carried out where numbers, dates, proper names, etc. have been detected and marked. The text is also lowercased in order to reduce the vocabulary size, and the case information is restored after the translation with help of the disambig tool from the SRILM toolkit (Stolcke, 2002).

For the verbatim transcriptions, we did some additional preprocessing. In the texts to be translated, we did some normalization, like expanding contractions (“I am” instead of “I’m”, “we will” instead of “we’ll”, etc.) and eliminating hesitations (“uhm-”, “ah-”, etc.). In addition, as current state-of-the-art speech recognition systems do not generate (reliable) punctuation marks and most of them produce only lowercased text, we eliminated the punctuation marks of the training texts. Additionally, all numbers are written out (e.g. “forty-two” instead of “42”). The statistics of the training corpus are given in Table 2.

The statistics of the corpus used for evaluation can be seen in Table 3. The texts correspond to the plenary sessions held between the 15th and 18th November 2004. It should be noted that the notion of ‘sentences’ is slightly different in both conditions. In the FTE the ‘sentences’ correspond to grammatical sentences, while for the verbatim transcriptions the ‘sentences’ correspond to the segmentation used for the speech recognition systems. This is guided by the silences in the audio signal more than by the grammatical constructs.

4.3 Evaluation Metrics

In a later phase of the TC-Star project, a human evaluation of the output of the translation systems will be carried out. In this early stage however, only an automatic evaluation of the results has been performed. We used the four standard evaluation metrics WER, PER, BLEU and NIST:

- WER (word error rate): The WER is computed as the minimum number of substitution, insertion and deletion operations that have to be performed to convert the generated sentence into the reference sentence.
- PER (position-independent word error rate): A shortcoming of the WER is that it requires a perfect word order. The word
Verbatim Transcription | Final Text Edition
---|---
It is for our Parliament, as we have already marked in a symbolic ceremony outdoor, a special and extraordinary moment. It was described in Dublin last Saturday captured in the words of Ireland’s Nobel literature laureate Seamus Heaney, he talked about and I quote ...

It is for our Parliament, as we have already marked in a symbolic ceremony outside, a special and extraordinary moment. In Dublin last Saturday, Ireland’s Nobel literature laureate Seamus Heaney captured this special event with the words ...

Table 1: Excerpt of the verbatim transcription corpus and the corresponding Final Text Edition.

| | Spanish | English |
|---|---|---|
| Sentence pairs | 1,207,740 | |
| Running Words | 34,851,423 | 33,335,048 |
| Running Words without Punct. Marks | 31,360,260 | 30,049,555 |
| Vocabulary | 139,587 | 93,995 |
| Singletons | 48,631 | 33,891 |

Table 2: Statistics of the EPPS training corpus.

order of an acceptable sentence can be different from that of the target sentence, so that the WER measure alone could be misleading. The PER compares the words in the two sentences ignoring the word order.

- BLEU and NIST scores: These scores are a weighted n-gram precision in combination with a penalty for sentences which are too short, and were defined in (Papineni et al., 2002) and (Doddington, 2002). Both measure accuracy, i.e. large scores are better.

All of these metrics can be extended to the case where we have multiple references by calculating the value for each of the reference translations and choosing the best one among them. In our case we had two references per sentence.

4.4 Results
The results for the FTE corpus are given in Table 4. The baseline results refer to the output of the translation system, as described in Section 3.1, without any of the further improvements discussed in Section 3. It can be seen that the log-linear combination of models significantly improves the translation quality. For Spanish to English, the WER is reduced by 14% absolute, from 49.2% to 35.2%. Both the IBM1-rescoring and the additional language models also help to improve the quality of the translation, although in a lesser way (1% WER for both models combined). The improvements are consistent in all the evaluation metrics.

The results for the verbatim transcriptions can be found in Table 5. We can observe a slight degradation in the performance of the system. This is mainly due to ungrammatical structures in the sentences. Additionally Table 6 shows the oracle error rate; the error rate of the best translations contained in an n-best list selected by comparing with reference translations, depending of the size of the list. These values were computed in a separate EPPS development corpus on which we optimized the scaling factors. It can be seen that the WER decreases as the size of the list increases. In our experiments we used a 10,000-best list.

The last line in each of the blocks of Table 5 shows the performance of the translation system when the input of the system is not the verbatim transcription of the speeches but the output of the speech recognizer. It is worth noting that the loss in performance is much smaller than the word error rate of the speech recognition system. For example, for English to Spanish translation, the degradation of the translation quality is about 4% WER while the WER of the speech recognition system is 9.5%. This shows that the statistical approach to speech-to-speech translation is robust with respect to errors in the speech recognition system. Table 7 shows some translation examples and the effect of speech recognition errors.

5 Conclusions
In this paper we have presented our ongoing work on a speech-to-speech translation system within the TC-STAR project. The task, trans-
Table 3: Statistics of the EPPS test corpus.

|                  | Spanish | English |
|------------------|---------|---------|
| Sentences        | 840     | 1094    |
| Running Words    | 22,756  | 26,885  |
| Vocabulary       | 3644    | 3744    |
| OOVs (running words) | 40     | 102     |

Table 4: Results for the Final Text Editions (FTE) corpus.

|                         | WER [%] | PER [%] | BLEU [%] | NIST |
|-------------------------|---------|---------|----------|------|
| **English to Spanish**  |         |         |          |      |
| Phrase based model      | 50.7    | 44.7    | 29.4     | 6.35 |
| Log-linear model        | 40.9    | 32.0    | 46.3     | 9.80 |
| + IBM-I rescoring       | 40.1    | 30.9    | 47.8     | 9.88 |
| + LM rescoring          | 39.9    | 30.6    | 48.6     | 9.95 |
| **Spanish to English**  |         |         |          |      |
| Phrase based model      | 49.2    | 43.4    | 29.3     | 6.53 |
| Log-linear model        | 35.2    | 26.7    | 53.8     | 10.48|
| + IBM-I rescoring       | 34.5    | 25.9    | 54.8     | 10.65|
| + LM rescoring          | 34.3    | 25.9    | 55.0     | 10.68|

The translation of parliamentary speeches, as the domain is a difficult translation task, as the domain is a broad one with a big vocabulary and long sentences. The results obtained are competitive or superior to the ones presented by other groups on this and similar tasks. We have also shown that, with these methods, it is possible to directly translate the output of a speech recognition system, and the statistical approach to translation is able to recover from errors produced by the speech recognizer.

There are still open questions that will be subject of further research within the project. In order to draw more relevant conclusions we have to further analyze the training and testing data. It is important to measure the overlap of topics between both corpora. Due to the chronological nature of the selected data, this overlap is probably high. This is proved for example by the small number of out of vocabulary words in the test data. It is also interesting to investigate the overlap of speakers between the training and testing corpora. It is possible that taking information about the speaker into account helps to adapt the translation model to the specific speaking style of the politicians.

Due to the limited audio data available, which has to be manually transcribed, for these experiments we have also included the text spoken by the interpreters as part of our test data. Of course, the ultimate goal will be to translate only the politicians’ speeches. New data is being collected and for the next evaluation within the project we expect to be able to make experiments on a politician-only evaluation corpus.

Another research topic is to include additional sources of information, like morphosyntactic information into the translation process. Having Spanish as one of the languages, this should especially improve the translation quality, as this language has a very rich verb morphology. By examining the generated translations, one can see that for the direction English to Spanish the tense of the Spanish verb is often not chosen correctly. This can partly explain the difference in performance between the two translation directions.

Furthermore, a tighter coupling between the speech recognition and translation system is being worked on. For the experiments reported in this paper, we used a serial architecture, i.e. the speech recognition system receives the audio signal and produces a transcription which is passed on to the translation system. Ongoing
| English to Spanish | verbatim | WER [%] | PER [%] | BLEU [%] | NIST |
|-------------------|----------|---------|---------|----------|------|
| ASR               |          | 46.1    | 35.4    | 42.5     | 9.33 |
| \(\%\)            |          | 49.8    | 38.6    | 38.7     | 8.73 |

| Spanish to English | verbatim | WER [%] | PER [%] | BLEU [%] | NIST |
|-------------------|----------|---------|---------|----------|------|
| ASR               |          | 42.5    | 31.7    | 45.9     | 9.75 |
| \(\%\)            |          | 46.6    | 35.4    | 41.5     | 9.12 |

Table 5: Results for Verbatim and ASR.

| size | WER \(\%\) |
|------|-------------|
| 1    | 37.0        |
| 5    | 27.8        |
| 10   | 25.2        |
| 25   | 22.3        |
| 50   | 20.7        |
| 100  | 19.4        |
| 500  | 17.3        |
| 5000 | 16.1        |

Table 6: Oracle word error rate (on development data) for different sized \(n\)-best lists.

research aims to integrate both systems so that the translation system can benefit from multiple hypothesis produced by the first system.
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