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ABSTRACT
Autism spectrum disorder (ASD) is characterized by deficits in social interactions, impairments in language and communication, and highly restricted behavioral interests. Transcranial direct current stimulation (tDCS) is a widely used form of noninvasive stimulation and may have therapeutic potential for ASD. So far, despite the widespread use of this technique in the neuroscience field, its effects on network-level neural activity and the underlying mechanisms of any effects are still unclear. In the present study, we used electroencephalography (EEG) to investigate tDCS induced brain network changes in children with ASD before and after active and sham stimulation. We recorded 5 min of resting state EEG before and after a single session of tDCS (of approximately 20 min) over dorsolateral prefrontal cortex (DLPFC). Two network-based methods were applied to investigate tDCS modulation on brain networks: 1) temporal network dynamics were analyzed by comparing “flexibility” changes before vs after stimulation, and 2) frequency specific network changes were identified using non-negative matrix factorization (NMF). We found 1) an increase in network flexibility following tDCS (rapid network configuration of dynamic network communities), 2) specific increase in interhemispheric connectivity within the alpha frequency band following tDCS. Together, these results demonstrate that tDCS could help modify both local and global brain network dynamics, and highlight stimulation-induced differences in the manifestation of network reconfiguration. Meanwhile, frequency-specific subnetworks, as a way to index local and global information processing, highlight the core modulatory effects of tDCS on the modular architecture of the functional connectivity patterns within higher frequency bands.

1. Introduction
In the last two decades, transcranial direct current stimulation (tDCS) has made remarkable contributions to neuroscience (Dedoncker et al., 2016). Non-invasive brain stimulation techniques are assumed to directly modulate neuronal activity by means of sustaining weak direct currents (Kunze et al., 2016; Mancini et al., 2016). Recently, abundant evidence has supported the capability of such currents to induce polarity-specific effects that are not strictly restricted to the stimulated site (Mancini et al., 2016; Koester, 2011; Pellecchiari et al., 2013). Since electrical stimulation affects large areas of cortex, tDCS-induced cortical modification would result in a complex combination of both local and global excitation/inhibition phenomena (Borchers et al., 2012). These ideas have motivated a paradigm shift from analyzing just the simulated site to understanding interventions by mapping structural and functional connectivity of the whole brain network. Nevertheless, the modulatory effects of tDCS on functional brain networks in humans is still not well understood, even though it is key for better understanding the mechanisms of tDCS. Understanding network phenomenon is important for both scientific and clinical reasons. Better understanding may lead to targeted clinical trials and discovery of adjunct therapies, especially important in neurodevelopmental disorders, as is the case in autism spectrum disorder (ASD).

ASD is a complex neurodevelopmental disorder characterized by highly restrictive behavioral interests, and impairments in social interaction and communication (Krown et al., 2017). ASD affects one child out of every 68 children in the U.S. (Baio, 2018), which places heavy burdens on affected individuals, their families, and society. Such statistics highlight the need for interventions targeting young children (Osório and Brunoni, 2019). Common interventions consist of...
psychoeducational; behavioral approaches and psychotropic interventions (Francis, 2005). However, treatment efficacy is limited and available therapies cannot focus on the relevant brain pathophysiology (MacMaster et al., 2016). There is considerable interest in the potential of using tDCCS to ameliorate the deficits of ASD (MacMaster et al., 2016; Kang, 2018; Van Steenburgh et al., 2017). Extensive evidence support the application of tDCCS for enhancing cognitive function and motor skills in healthy individuals and as therapeutic intervention for patients with neurological and physiological disorders (Hummel, 2005; Minussi, 2008), including ASD.

To better understand the changes to rest-state electroencephalograph (EEG) brain networks of ASD children induced by tDCCS, we ask two questions. We first ask “how does tDCCS change network dynamics?” We hypothesized that tDCCS increases flexibility (how often network states change) of brain networks by reconfiguring network connections. Our tDCCS-driven network reorganization assumption is inspired by recent works that demonstrate human brain networks would dynamically reorganize before behavior changes (Bassett et al., 2011). Studies have shown that metabolic resource redistribution between strong and weak connections may reasonably support the hypothesis of network reorganization, supporting different network functions (Khambhati, 2015). We test this hypothesis by comparing pre and post-tDCCS connectivity networks using a dynamic network analysis method. The method tracks profiles of functional connection strengths over time, which in network theory terminology is collectively referred to as the network’s topological structure (Khambhati, 2015). To compute flexibility, we cluster time points with similar connection strength profiles to obtain network states and find the number of states and how quickly states change over time.

We next asked “how does tDCCS change functional connections at specific frequencies?” A recent theoretical framework models brain networks as hierarchical and near-decomposable networks consisting of multiple and partially discrete modules (sub-networks) (Bullmore and Sporns, 2012; Bassett et al., 2011; Zhou et al., 2020). We hypothesized that tDCCS changes connection profiles of subnetworks in specific frequencies important to ASD. To test our hypothesis, we identified frequency-specific components of functional brain networks using non-negative matrix factorization (NMF), an unsupervised machine learning technique (Lee and Seung, 1999). Intuitively, NMF could decompose functional brain networks into: (1) additive subnetworks consisting of clusters of graph edges (channel pairs) that interact with each other, and (2) corresponding frequency-specific coefficients that quantify the weight level to which a subnetwork interacts at each frequency (Khambhati et al., 2018a, 2018b; Chai, 2017). This method maps the architecture of subnetworks, showing whether they are local or long-range and shows the frequencies at which subnetworks are active and the relative strength of activity pre- and post-tDCCS.

2. Materials and methods

2.1. Participants

In the present study, we recruited thirty-eight participants, which included eighteen participants (eleven males, seven females) who received tDCCS stimulation and twenty participants (eleven males, nine females) who received sham stimulation as a control group. Two participants were excluded from the analysis due to excessive noise in the EEG recording during sham tDCCS. Therefore, we analyzed data from thirty-six participants, which included eighteen participants (eleven males, seven females; mean ± SD age: 6.5 ± 1.4 years) who received tDCCS stimulation and eighteen participants (eleven males, seven females; mean ± SD age: 6.7 ± 1.3 years) who received sham stimulation. Participants were all diagnosed with ASD by professional psychiatrists in a Chinese hospital based on PEP-III (Chen et al., 2011) and DSM-IV-TR criteria (Sadler and Fulford, 2006).

The research protocol strictly followed safety procedures for non-invasive brain stimulation (Poreisz et al., 2007; Fertonani et al., 2015) and was approved by the ethics committee of Beijing Normal University. Informed consent was obtained from all parents before the start of the experiment. All protocols of this study conform to the Declaration of Helsinki guidelines.

3. Stimuli and procedures

Fig. 1 shows the experimental protocol. For each participant, we recorded 5 min of resting state EEG before (pre-tDCCS) and after (post-tDCCS) a single session of tDCCS (of approximately 20 min) over dorso-lateral prefrontal cortex (FC3); both recordings were performed during an eyes-open resting condition. The experiment was double-blind in design and consisted of two conditions: anodal (18 participants) and sham tDCCS (20 participants).

tDCCS was delivered by a battery driven constant current stimulator (HuahengJingxin Medical GmbH, Nanchang, China) using a saline-soaked surface sponge active anode. The anode (size = 30 cm²; current density = 0.03 mA/cm²) was placed over the dorso-lateral prefrontal cortex underneath the EEG cap, through an eyelet in a site corresponding to the FC3 electrode, which was then removed. The cathode, 30 cm², was placed over the right eyebrow. A constant current of 1 mA was applied for 20 min, with 30 s of fade-in/fade-out. For sham tDCCS, the electrodes were located in the same positions as in the active stimulation, but the current was supplied for the first 30 s ramp up, 30 s of stimulation, and then the stimulator was turned off (Gandiga et al., 2006). This procedure ensured that the participants felt the tingling sensation at the beginning of the stimulation. Tensient EEG artifacts were observed only during the fade-in and fade-out phases of tDCCS stimulation. A similar protocol has been employed in comparable studies (Kunze et al., 2016; Mancini et al., 2016; Kang, 2018; Lauro, 2014). At the end of the experimental protocol, all participants were asked to complete a questionnaire to assess whether the stimulation caused any discomfort (Fertonani et al., 2015) (see Supplemental Materials).

4. EEG recording and preprocessing

EEG equipment (Electrical Geodesics Inc., Eugene, Oregon, U.S.) was used to record continuous EEG activity before and during tDCCS. EEG data were collected using a 128-channel EEG system with sampling rate of 1,000 Hz. Resting-state EEG data were acquired while the children were instructed to sit comfortably and relax. Children were usually accompanied by their caregiver and were in a sound-attenuated, electrically shielded room. A research assistant sat to the side of the caregiver and child and assisted in keeping the children calm and still by presenting a quiet toy to the child if he or she became fussy.

Signals were processed using a 0.1 Hz high-pass analog hardware filter and online re-referenced to the vertex (channel Cz) through Net-Station software (Electrical Geodesics Inc.). Electrode impedances were kept below 50KΩ in accordance with the impedance values of the high-impedance amplifiers of the recording system (Ferree et al., 2001). Based on the standard International 10–10 system, we selected 62 channels of interest from the 128-channel Geodesic Sensor Net to ensure maximum spatial coverage of the whole brain (including frontal, central, temporal, and occipital).

For each channel, a 0.5 Hz digital high-pass filter and a 45 Hz low-pass filter was applied. Data sampled at 1000 Hz were then resampled with interpolation to 512 Hz (resampling was performed after filtering to avoid aliasing higher frequencies when resampling). Independent components analysis (ICA) was performed on cleaned data using FastICA (Rogasch, 2014) to obtain 62 spatiotemporal features corresponding to independent components (ICs). Then, ICs corresponding to blink/oculomotor, muscle, or transient electrode artifacts were identified via visual inspection and via channel-based scalp topography.
measures and power spectral density (PSD) measures (median, variance and kurtosis) and subtracted from the data. The EEG data were then referenced to the average reference and mean signal and detrended. In order to ensure the quality of the resting-state data, the middle portion of the data (about 2 min in duration) was used for subsequent analysis, since it was less noisy than the entire time series. The EEG data were then cut into 30 non-overlapping segments of 4 s each (Fig. 2A).

5. Multi-layer network construction

We constructed a functional network for each 4-s time window using multi-taper coherence estimation. Network connection strength between an electrode pair was defined as the power spectral similarity of signal activity in a specific frequency band. We used custom-built MATLAB scripts along with Chronux software (Bokil et al., 2010) to estimate the multi-taper coherence. Specifically, we first calculated multi-taper coherence with time-bandwidth product of 5 tapers for each spectral frequency, in accordance with a prior study (Kramer et al., 2011). In this study, we adopted the imaginary part of coherence based on multi-taper coherence. For each participant, time window, and frequency band, we computed the multi-taper coherence coefficient between the preprocessed EEG signals from each pair of electrodes, this process would produce an $N \times N$ adjacency matrix, where $N$ is the number of electrodes (62). For each participant, we then combined the individual adjacency matrices at all $T$ (30) time windows and across all $F$ frequencies into a multi-layer network, stored in an $N \times N \times F \times T$ space-frequency-time connectivity tensor $M$ (Fig. 2B). We analyze the network in two approaches: temporal dynamics (averaging over frequency) and frequency-specific interactions (averaging over time windows).

6. Temporal network analysis methods

6.1. Uncovering network states

Our novel approach is based on the dynamic community detection technique (Mucha et al., 2010) to track network states (i.e., temporal changes in network topology) by clustering a configuration-similarity matrix (Chai et al., 2016). First, we construct time-varying network $A'$ by averaging across the frequency dimension (3rd dimension) of tensor $M$, which preserves temporal and spatial patterns. This procedure produces an $N \times N \times T$ adjacency tensor $A'$ for each participant (Fig. 2C).
Second, using the symmetry in tensor $A^*$, we reorganize the order of entries to construct a network configuration matrix $\hat{A}$ (Fig. 2D) by unraveling the upper triangle of each $N \times N$ network connectivity matrix that is a slice of $A^*$, resulting in a matrix with dimensions $E = \frac{N \times (N - 1)}{2}$ connections by $T$ time windows. Third, we calculate similarity between time windows in $\hat{A}$ to obtain a $T \times T$ configuration-similarity matrix $S$ (Fig. 2E), using the Pearson correlation coefficient to measure the similarity in pairwise-electrode-coherence ($E$-length vector) between each pair of time windows. This configuration-similarity matrix $S$ is then partitioned into $n$ communities (Fig. 2F) (representing clusters or network states) by maximizing the modularity index $Q$ (Newman and Girvan, 2004) using a Louvain-like locally greedy algorithm (Blondel et al., 2008). A high value of $Q$ indicates that the temporal connectivity pattern can be aggregated sensibly into different states that exhibit similar connectivity profiles (Bassett et al., 2013).

6.2. Temporal network statistics

To examine the relationship among brain regions within a community to characterize the dynamic reconfiguration of spatially distributed neural sources before and after stimulation, our analysis investigated two community metrics, flexibility (Bassett et al., 2011) and module quantity.
“Flexibility” is the number of times that each node changes module allegiance, normalized by the total possible number of changes (Bassett et al., 2011). To measure changes in the composition of modules, we defined the flexibility of a single node $f_i$ to be the number of times that node changed modular assignment throughout the session, normalized by the total number of changes that were possible. We then defined the flexibility of the entire network as the mean flexibility over all nodes in the network: $F = \frac{1}{N} \sum_{i=1}^{N} f_i$, where $N$ is the total number of temporal windows. A high value of flexibility means the brain network often switches between modes of activity, i.e. has a high rate of reconfiguration. Module quantity evaluated how much regions communicate with subnetworks in the community structure.

To find substantial changes in metrics across the pre-tDCS and post-tDCS intervals, two-way analysis of variance (ANOVA) was used to analyze the values of flexibility and module quantity before and after tDCS stimulation between sham and stimulation groups. In cases where multiple comparisons were carried out, a Bonferroni correction to the alpha value was used to determine significance. The data met the assumptions of the statistical tests used: data normality were confirmed with Shapiro-Wilk test ($p > 0.05$). Data are expressed as mean ± standard error of mean (SEM) unless otherwise specified.

7. Frequency-specific network construction

7.1. Constructing group-level frequency-specific brain networks

We construct frequency-specific connectivity networks to study the functional interactions between brain areas at distinct frequencies before and after tDCS intervention. To construct a frequency-specific network, we average across time the coherence values of connectivity tensor $M$ (i.e., mean of the 4th dimension). This produces an $N \times N \times F$ adjacency tensor $B$ for each EEG session of each participant. Then, the three-dimension tensor $B$ were converted to two-dimensional configuration matrix $B$, which arrange all pair-wise edge weights across $F$ frequencies by unraveling the upper triangle of each frequency slice of $B$ into a column vector. Thus, $B$ has dimensions $E \times F$, and we have one such matrix per EEG recording session and participant.

Next, we construct a group-level matrix $V$ for identification of group-level network components across all $S$ participants and four EEG recordings (i.e., pre- and post- tDCS and sham stimulation). We concatenate the single participant network configuration matrices $B$ across all participants and all EEG recordings, making $V$ size $E\times(4FS)$ (Fig. 3A).

7.2. Learning functional subnetworks via NMF

To identify frequency-specific patterns in brain networks, we apply non-negative matrix factorization (NMF) (Lee and Seung, 1999), an unsupervised machine-learning algorithm, on group-level matrix $V$. This technique allows us to approximately decompose the group-level network into topological subnetworks (Fig. 3B) and corresponding network coefficients whose strength vary over frequency bins (Fig. 3C).

Mathematically, NMF is a multivariate-decomposition technique that approximates a data matrix $M$ (here, size $E \times (4FS)$) as the product of two non-negative matrices, $W$(size $E \times k$) and $H$(size $k \times (4FS)$).

![Fig. 3](image_url) Learning frequency-specific subnetworks of the brain network. (A) We concatenated all channel pairs over recording time points, participants, and sessions, and we generated a single frequency-dependent network configuration matrix $V$. We then applied nonnegative matrix factorization, which decomposed $V$ into two matrices: one represents (B) spatial architecture; and the other (C) a participant-and-session-specific spectral profile. NMF-based network components detection requires optimizing three meta-parameters: (D) the number of network components; (E) the spectral sparsity of network component expression; and (F) the regularization parameter for network component edge weights. The kernel-density estimates of each parameter along with cross-validation error are shown by contour plots, where darker shades indicate higher probability mass. The best meta-parameters were chosen as the average values that produce minimum cross-validation error in the sample distribution, indicated by the green dashed line. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
They correspond to the first dataset, we then sought a mapping of patterns \([0, 1]\) to subnetworks that minimized the objective function \((\|V - WH\|^2_F)\). To rearrange connectivity patterns of the second dataset so that they reliably spanned the observed network topology space (Khambhati et al., 2018). Based on these criteria, we chose the parameter set \((\vec{e}, \vec{p}, \pi)\) on the aggregate matrix to determine a final \(W\) and \(H\). In the present study, we set \(R = 100\).

### 7.3. Test-retest reliability of connectivity patterns

To assess the reproducibility of connectivity patterns, we measure the extent to which the network pattern's edge weights fitted from the first dataset predicts the edge weights fitted from the second dataset. We first applied NMF with the optimized parameter set to two different datasets \((V_1\) and \(V_2\)), giving two subnetwork matrices \((W_1\) and \(W_2\)). The columns of \(W_1\) may not necessarily have the same order as the columns of \(W_2\). To rearrange connectivity patterns of the second dataset so that they correspond to the first dataset, we then sought a mapping \(X_{ij}\) from the subnetwork \(W_1\) to subnetwork \(W_2\), where \(W_1\) represent the \(i^{th}\) subnetwork from the first dataset, \(W_2\) represent the \(j^{th}\) subnetwork from the second dataset, and \(X\) is a Boolean matrix which assess whether \(W_1\) is uniquely assigned to \(W_2\). To identify a unique \(X\), we used the Hungarian algorithm to minimize the cost function \(\sum_{i, j} X_{ij}^2\) (Kuhn, 1955). We first calculated an optimal assignment between connectivity patterns of the two datasets. We then quantified the similarity of the connectivity patterns between assigned subnetwork pairs (i, j) by calculating the Pearson correlation coefficient (Khambhati, 2018). This approach enables us to evaluate the reproducibility of each network component depending on the magnitude of the Pearson correlation similarity measure relative to accidental expectation (Kambhhati et al., 2018).

### 7.4. Frequency-specific subnetwork statistical evaluation and network visualization

The outcome of NMF consisted of two matrices. One matrix represents spatial brain structure. We reorganized the rows and columns of each subnetwork’s \(N \times N\) matrix \(W\) that contained spatial brain structure, and we then visualized it as a ring graph. The other matrix contains the participant-specific spectral profile for each subnetwork, we calculated the participant- and condition-specific spectral energy or peak frequency to characterize subnetworks’ differences.

To facilitate frequency-specific network component comparisons in frequency-specific metrics (spectral power or alpha peak frequency) across the pre-tDCS and post-tDCS intervals, two-way analysis of variance (ANOVA) was used to analyze the effects before and after tDCS stimulation on frequency-specific metrics between sham and stimulation groups for each network component. In cases where multiple comparisons were carried out, a Bonferroni correction to the alpha value was used to determine significance. The data met the assumptions of the statistical tests used: data normality were confirmed with Shapiro-Wilk test \((p > 0.05)\). All statistical analyses and graphical representations were produced using GraphPad Prism 8.0 Software. Data are expressed as mean ± standard error of mean (SEM) unless otherwise specified.

### 8. Results

#### 8.1. Tolerability & safety

Immediately following stimulation, participants completed an adapted form of the side-effect questionnaire. This questionnaire asked about two commonly-reported side effects (tingling, burning sensation) as well as an “other” discomfort category that allows participants to describe experiences/sensations not otherwise covered. There were no serious adverse events and no participants withdrew, suggesting that tDCS met basic safety parameters. Tolerability was comparable between active and sham tDCS with 1 mA intensity (t-test of combined frequency of all three sensations comparing between groups, \(p > 0.9\)). Tingling was rarely endorsed (0% in active; 5% in sham). Burning sensation and other discomfort were not endorsed (0% in active; 0% in sham). One participant from the sham group reported feeling tingling but did not provide a severity rating. In summary, there were no significant differences between active and sham groups in reports of side effects across the entire sample (Supplemental Materials, Table 1).

TDCS is a non-invasive method of brain stimulation which is generally regarded as safe and well tolerated. Studies have examined the safety and tolerability of tDCS and blinding of tDCS studies at stimulation intensities of 2 mA or greater, up to 3 mA (Reckow, 2018; Paneri, 2016). Empirical findings suggest similar side effect profiles between active and sham tDCS (Giordano, 2017; Borckardt, 2012). Given the Table 1

| P-value | Adj. P. | CI       |
|---------|---------|----------|
| Flexibility | Module quantity |
| Pre-sham vs. Pre-tDCS | >0.12 | 0.94 | [-0.2, 0.1] | >0.12 | 0.57 | [-0.1, 0.5] |
| Pre-Sham vs. Post-Sham | >0.12 | 0.15 | [-0.1, 0.01] | >0.12 | 0.91 | [-1.1, 0.6] |
| Pre-tDCS vs. Post-tDCS | <0.03 | 0.04 | [-0.3, -0.003] | <0.03 | 0.02 | [-1.8, -0.1] |
current study’s focus on children, a constant current of 1 mA was applied to the active group, with 30 s of fade-in/fade-out. This setting ensures consistency of safety and tolerability between the active and sham groups. The protocol required study team members to immediately alert the senior author (LXL) to any serious adverse events; none were reported by participants or observed by the study team members.

8.2. Network dynamics change with stimulation

We first asked, “how does tDCS change network dynamics?” To answer the question, we applied a recent approach to detect network states, defined by unique patterns of channel-channel network connectivity among T = 30 time windows (see Materials and methods; Fig. 2C-F) (Khambhati, 2015). We define a network state as a collection of all time windows that exhibit similar functional connectivity patterns, more formally referred to as “network geometry” in the network science literature (Khambhati, 2015; Khambhati et al., 2018). To measure geometric similarity, we computed the Pearson correlation coefficient among configuration vectors (vectors of all pairwise electrode coherence values) (Fig. 2D). This procedure produced a symmetric 30 × 30 configuration-similarity matrix (Fig. 2E). We then applied a community detection method to the configuration-similarity matrix (Fig. 2F, see Materials and methods). The community detection approach assigns each time window to a network community (or network state), and each community/network state consists of time windows which exhibit similar network topologic. We found that the brain network transitions through a diversity of network states before and after tDCS.

In the first main ANOVA, the results showed a statistically significant effect on the main factor of time (post-tDCS and pre-tDCS) in flexibility: F (1, 17) = 13.38; p < 0.0017, suggesting that the flexibility value significantly increased following the tDCS. The results also showed a statistically significant effect on the main factor of group (tDCS versus sham) in flexibility: F (1, 17) = 4.625; p < 0.044, suggesting that the flexibility changes induced by tDCS were not merely a placebo effect. The interaction between time and group was not significant (F(1, 15) = 3.74; p = 0.072).

In the second main ANOVA design showed similar a significant changes in module quantity that include time (F (1, 17) = 7.18; p < 0.014) and group (F (1, 17) = 10.59; p < 0.0042) factors. The result implied the module quantity value would significantly increase following the tDCS stimulation. The interaction between time and group was not significant (F(1, 15) = 3.04; p = 0.1).

We also performed the post-hoc comparison (Fig. 4). We compared the baseline levels of the two condition-specific group (pre-tDCS vs. pre-sham), and we did not observe the significant difference in flexibility (p = 0.94) and module quantity (p = 0.57) between pre-sham and pre-tDCS. This means that there is no difference at baseline level. Then, we evaluated the post-pre change of flexibility (Fig. 4A) and module quantity (Fig. 4B) for each treatment group (i.e., tDCS group and sham group). The result showed that the tDCS-induced changes of flexibility and module quantity is significantly higher than sham group (p < 0.05), it strongly suggested that tDCS could significant increase the flexibility and module quantity of brain network in ASD children (see Table 1 for a detailed list of p value found).

To conclude, our result demonstrated that tDCS had a strong immediate effect on the regulation of brain network, significantly increasing the switching speed of network states; the sham stimulation did not show any significant modulation of network temporal characteristics (p > 0.12).

8.3. Frequency-dependent network components

We next asked “how does tDCS change functional connections at specific frequencies?” To analyze interactions in the network at specific frequencies, we constructed group-level (pooled data among participants) frequency-dependent brain networks, represented as matrix V with dimensions N x (4FS) (Fig. 3A) (see Methods and materials for details), where N = 62 channels, F = 689 frequency bins (2 to 45 Hz with step 0.0625 Hz), S = 18 represent participants, and four is the number of EEG recording time points. Here, we averaged across time windows. We retained and analyzed all pairwise connection weights between channels without applying any threshold. This V matrix was then used as input to the non-negative matrix factorization algorithm and subsequent processing.

We applied NMF to the group-level connectivity network (Fig. 3A). The parts-based decomposition algorithm decomposed the network edges into additive functional subnetworks (i.e., frequency-specific network patterns; Fig. 3B) and accompanying frequency-specific expression coefficients over participants (Fig. 3C) (Chai, 2017; Khambhati et al., 2018). Each subnetwork was represented by a 62 × 62 adjacency matrix, and each subnetwork’s participant-specific frequency coefficients were composed of a vector of length 49,608 (i.e. 4FS). Thus, the subnetworks comprised the spatial topological network components, and the expression frequency domain coefficients quantified their synchronized interactions in particular frequency bands. A critical part of using NMF is the optimization of meta-parameters (i.e., number of subnetworks, k; spectral profile sparsity of subnetwork expression, α; and regularization parameter for subnetwork edge weights, β) to avoid overfitting. We used a five-fold cross-validation scheme, and we minimized the average cross-validation error on held-out participants. The optimal number of subnetworks was found to be five, the spectral profile sparsity to be 0.65, and the regularization parameter for the subnetwork edge weights to be 0.39 (Fig. 3D; see Materials and methods). We reordered the channels to group together brain regions and then visualized the resulting adjacency matrices as ring graphs, along with their corresponding spectral profiles. We categorized the extracted network

---

**Fig. 4.** Network state temporal characteristics. (A) Mean ±SEM of flexibility before and after intervention for each treatment group. (B) Mean ± SEM of module quantity before and after intervention for each treatment group. * p < 0.03. ns, no significant.
components into two groups based on the characteristics of spectral profiles for statistics, with (Pattern A, B; Fig. 5) and without clear peak frequency (Pattern C-E; Fig. 6) among spectral profiles.

We subsequently explored the topology of the resulting network components, and each with participant-specific spectral profiles (Fig. 5). Specifically, for Pattern A and B, the participant-averaged spectral profiles were band-limited to a certain frequency range, which moreover showed a consistent peak frequency across participants. This suggests that these subnetworks represent frequency-specific rhythmic directed interactions between key regions in this tDCS-relevant large-scale network. Pattern A reflected predominantly inter-hemispheric connections from left prefrontal lobe to right posterior occipital lobe (Fig. 5 A), with a median peak frequency at 13 Hz. However, neither the group (real versus sham): \( F(1, 17) = 2.99, p = 0.1 \), nor the time (before versus after): \( F(1, 17) = 0.712, p = 0.4 \) were significant. For the post-hoc comparisons, we did not observe a significant difference in peak frequency between pre- vs. post-sham stimulation (\( p > 0.1 \)) and pre- vs. post-tDCS (\( p > 0.1 \)).

Pattern B reflected predominantly homotopic inter-hemispheric connections from left temporal lobe to right temporal lobe, with a median peak frequency at 10 Hz. We observed a significant changes on time (\( F(1, 17) = 12.27, p = 0.0027 \)) and group factor (\( F(1, 17) = 4.65, p = 0.0457 \)). The result implied the peak frequency value would significantly shift toward higher frequency following the tDCS stimulation. The interaction between time and group was not significant (\( F(1, 15) = 3.04; p = 0.1 \)). For the multiple comparisons, we observed a significant increase in peak frequency between pre-tDCS and post-tDCS (\( p < 0.01 \)). In the other hand, we did not observe a significant change between pre-

---

**Fig. 5.** Subnetworks obtained from NMF show frequency- and region-specific interaction. Leftmost panels for each subnetwork shows topological architecture in a ring graph, where edges were threshold at the 90th percentile for visualization. The spectra show the median spectral profile across participant. The histograms show the distribution of the participant-specific peak frequency before and after intervention for each treatment group. The gray spectrum is the average of pre-stimulation. The red spectrum is the average of post-stimulation. The purple shade between the dotted lines indicate the stimulation-induced change of spectrum, and is the area to be statistical analysis. Rightmost panels show statistics result of tDCS-induced changes of peak frequency for each treatment group. * \( p < 0.03 \). ns, no significant. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
Fig. 6. Subnetworks obtained from NMF show frequency- and region-specific interaction. Left panel for each subnetwork shows topological architecture in a ring graph, where edges were threshold at the 90th percentile for visualization. Middle panel for each subnetwork shows the median spectral profile across participant. The gray spectrum is the average of pre-stimulation. The red spectrum is the average of post-stimulation. The purple shade between the dotted lines indicate the stimulation-induced change of spectrum. Rightmost upper panels show mean ± SEM of frequency power before and after intervention for each treatment group. Rightmost panels show statistics result of tDCS-induced changes of band power for each treatment group. * $p < 0.03$. ** $p < 0.002$. ns, no significant. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
We next investigated the network components which had a tDCS-induced changes of coherence over more broadband spectral profile (Fig. 6). Pattern C which predominantly interconnecting right temporal lobe and left temporal lobe showed somewhat more variability in their beta band across subjects after tDCS. The main ANOVA result showed a significant effect on the main factor: time ($F(1, 17) = 13.44, p = 0.0019$), but we did not observe a significant effect on the group factor ($F(1, 17) = 1.29, p = 0.27$). For the multiple comparisons, we observed a significant difference in beta power between pre-tDCS and post-tDCS ($p < 0.01$).

Pattern D was a tDCS-induced local pattern, with a robust and relatively dense pattern of connectivity over left prefrontal areas. The main ANOVA showed a significant effect on the main factor: time ($F(1, 17) = 9.871, p = 0.0059$), but we did not observe a significant effect on the group factor ($F(1, 17) = 0.055, p = 0.81$). For post-hoc comparisons, we observed a significant difference in gamma power between pre-tDCS and post-tDCS ($p < 0.03$). The result implies a significant and dramatic power decrease in local gamma over left prefrontal areas after tDCS treatment.

Pattern E was somewhat spatially more localized, with predominantly right intra-hemispheric short-range connections mainly distributed in posterior occipital and posterior temporal regions. Neither the group (real group versus sham group): $F(1, 17) = 2.99, p = 0.1$, nor the time: $F(1, 17) = 0.712, p = 0.4$ were significant. For the post-hoc comparisons, we observed a broadband decrease of coherence for frequencies from 30 Hz to 40 Hz in the post-tDCS period (red line), compared with the baseline period (grey line), but not statistically significant ($p > 0.05$).

Through all the patterns, another observation is that tDCS made oscillations more harmonic (indicated by a sharpening of the frequency spectrum with clearer peaks), indicating synchronization during tDCS oscillations more harmonic (indicated by a sharpening of the frequency spectrum with clearer peaks), indicating synchronization during tDCS.

In summary, tDCS significantly modulated the homotopic inter-hemispheric pattern from left temporal regions to right temporal regions, with shifting alpha peak frequency towards higher frequencies (Pattern B). Overall, subnetwork-specific median peak frequencies ranged from the lower end of the theta range (5 Hz) to the lower end of the beta range (20 Hz). In addition, tDCS significantly enhanced synchronization over heterotopic interhemispheric patterns from right temporal region to left temporal region (Pattern C). Meanwhile, tDCS significantly weakened synchronization over localized frontal regions in the left hemisphere for gamma band (Pattern D). In conclusion, tDCS could modulate ASD-related functional connectivity by inter-hemispheric over-synchronization and local under-synchronization within higher frequency bands (alpha, beta and gamma).

### 9. Discussion

In the present study, we use EEG recordings to measure pre- and post-stimulation brain connectivity changes induced by anodal tDCS. The aim was to evaluate the tDCS-induced effect on the brain functional connectivity in persons with autism. The first interesting finding was that rapid network reconfiguration of dynamic network communities were observed (revealed by increasing network flexibility) following tDCS. The second result was that tDCS-induced frequency-specific subnetworks, as a way to index local and global information processing, highlight the fundamental modulation in the modular architecture of functional connectivity patterns within higher frequency bands (alpha, beta, and gamma). Specifically, a connectivity increase was observed over inter-hemispheric areas within alpha (8–13 Hz) band following tDCS.

#### 9.1. Reconfiguration of network after tDCS

Regarding the first result, we investigated network reconfigurations from resting state EEG following tDCS using dynamic community detection (Mucha et al., 2010) without prior knowledge of specific topological structure (Khambhati, 2015). Changes in functional network organization before and after stimulation were characterized using metrics from network science: network flexibility, a metric that describes how often each node changes the community to which it is allied (Bassett et al., 2011). This analysis captures whether stimulation drives certain brain regions to cohere with different communities in a manner that is different from their community participation prior to stimulation. We observed a significant increase in flexibility after tDCS. Our results suggest a rapid reconfiguration of the resting community organization following tDCS stimulation, rather than enhancement of a single community. The results extend previous research that has found network flexibility successfully characterizes large-scale functional differences in executive function (Braun, 2015) and mood (Betzel et al., 2017).

Most previous neuroimaging studies (Klein et al., 2016; Palomar-García et al., 2017), which address the connectivity of functional networks, focus on static functional connectivity and did not specifically target the nonstationary nature of the functional connectivity that contains a wealth of information (Li et al., 2020). Our results showed a profound and noticeable dynamic integration of brain functional systems, more frequent state changes after tDCS compared to before (higher flexibility). Our results suggest that tDCS is capable of reconfiguring the brain network of children with autism to change states more often. One compelling current theory posits that even small and short-term changes in connectivity are able to initiate switching of network dynamics (Hansen et al., 2015). Greater switching of network states illustrates enhanced brain plasticity (Li et al., 2020). Our results provide evidence for tDCS-induced brain plasticity, and the experiment may help to establish effective tDCS modulation therapy strategies for children with ASD and other neurological disorders.

#### 9.2. Subnetworks show frequency-dependent functional interaction changes after tDCS

Regarding the second finding, we investigate frequency band-specific communities (subnetworks) from a concatenated functional network of all the subjects and four EEG recording time points (pre-sham, post-sham, pre-tDCS and post-tDCS) in frequency points (scales) using the NMF technique. Data-driven decomposition of the overall network into smaller subnetworks revealed several spatially constrained components, corresponding to local and/or long-range interactions (Schoffelen et al., 2017). The clear frequency-resolved profile displayed by some of these connectivity patterns indicate that the interaction is modulated by rhythmic synchronization between regions. Our results showed that there was an increasing trend in the alpha band global inter-hemispheric connectivity after tDCS, the frequency distribution of rhythmic synchronizations was sharpened and peak frequency slightly shifted towards higher frequencies within alpha band (pattern B).

Another observation was that there was a significant decrease in the gamma band (30–40 Hz) connectivity over local intra-hemispheric parts
of the left prefrontal-temporal region after tDCS stimulation (pattern D).

The present findings agree with recent literature reporting an increase of alpha band after tDCS (Vecchio et al., 2016). They also agree with studies reporting a higher beta coherence in the sensorimotor cortex underlying anodal tDCS (Notturno et al., 2014). Furthermore, a previous study has demonstrated that, in the resting brain, tDCS alters ongoing brain activity, specifically in the alpha band rhythm (Spitoni et al., 2013).

While low-frequency alpha rhythms are supposed to reflect the regulation of global cortical arousal (Klimesch, 1999). Such lower EEG frequency activity, ranging across delta, theta and alpha, has been interpreted as global activity arising from long-distance coordination of synchronized neural firing in disparate brain regions (Brunel and Wang, 2003). Changes in power in high frequencies, such as beta and gamma, have been used to infer local dynamics arising from the synchronization of populations of neurons (Klimesch, 1999).

An involvement in the alpha rhythm after the application of anodal tDCS, as observed in our study, has been reported in other recent works. Alpha frequency modulations, in terms of an increase in the peak alpha frequency (Amatachaya, 2015) and an increase in alpha frequency power (Pellicciari et al., 2013; Mangia et al., 2014), have been reported during and post-anodal stimulation, emphasizing the role this band plays as a cortical marker of the neuromodulatory effects induced by tDCS. Recent studies suggest that an increase in EEG spectral coherence values can be interpreted as an enhancement of the linear functional connections and information transfers (i.e., functional coupling or binding), reflecting the interaction of individual cortical structures. Increased coherence in alpha or in faster EEG frequencies reflects a greater facilitation, or functional connectivity (Vecchio et al., 2016).

Interestingly, in our previous study (Zhou et al., 2020), we found that the brains of children affected by ASD were characterized by a general trend toward long-range under-connectivity within alpha band, particularly in interhemispheric connections, combined with short-range over-connectivity within beta band. The results were also supported by other studies (O’Reilly et al., 2017). A substantial body of research results have shown that the ASD brain is characterized by a pattern of short-range over-connectivity (Belmonte et al., 2004) and long-range under-connectivity (Geschwind and Levitt, 2007), or even global under-connectivity (Just et al., 2004). The clear lateralization in the local pattern of connections support the notion that tDCS-induced changes in functional connectivity potentially bias (e.g., activate or deactivate) certain functional networks (Kunze et al., 2016). A targeted bias of functional networks might explain the numerous positive effects that tDCS has on neurological and psychiatric diseases (Fregni and Pascual-Leone, 2007; Lindenberg et al., 2010). The atypicalities in functional connectivity patterns in individuals with ASD could be regulated by tDCS stimulation. The results provide evidence for tDCS-induced brain plasticity, and the modulation may indicate that tDCS is feasible in children with ASD and might be used as a novel rehabilitation technique.

10. Experimental design considerations

Our experimental design did not employ cathodal tDCS over left DLPFC, instead, we placed the anodal tDCS over left DLPFC to investigate the neurostimulation effect on brain networks, based on the rightward lateralization hypothesis of ASD (Floris, 2016).

The abnormal function of specific brain areas (e.g., amygdala and fusiform gyrus) which participate in face processing and social cognition, have been consistently demonstrated to be hypo-activation in individuals with autism spectrum disorder (Hubl, 2003; Corbett, 2009). The hypo-activation of these specific brain areas, found especially in the left hemisphere, called rightward lateralization, was commonly found evidence in individuals with autism (Cardinale et al., 2013). Several research results showed that anodal tDCS over the left hemisphere (as employed in the present study) might be useful for improving the hypo-activation of atypical rightward lateralization and cortical plasticity in autistic individuals (Amatachaya, 2014). Our findings of tDCS-induced modulation of alpha band inter-hemispheric connection strongly support these research results, which suggest anodal tDCS over the DLPFC could ameliorate rightward lateralization. Meanwhile, a recent study also suggests that anodal tDCS could possibly modify cortical connectivity more effectively with respect to cathodal tDCS (Vecchio et al., 2016), which coincided with the aim of our present study to test the neuromodulation effect over stimulated connectivity.

The absence of a control group (TD) could represent a limitation of the experimental paradigm. Nevertheless, it should be emphasized that the aim of the present study was to investigate the connectivity difference before stimulation and after stimulation. The sham condition helps us rule out a placebo effect; the lack of a control group (TD) does not seem to be of remarkable importance. Furthermore, it is very difficult to perform tDCS stimulation on typically developing children in a practical experiment. Nevertheless, further studies should evaluate modulation with a control group comparison.

11. Limitations

Limitations exist in the current study. First, the experimental design only contained a single tDCS group and a single sham group, without multiple intervention sessions. This makes us focus only on the immediate effects of tDCS and ignore the cumulative effects of tDCS on the brain network. Second, there was a lack of clinical data (behavior scores) before and after stimulation of the children with ASD, such as Autism Behavior Checklist (ABC) (Volkmar et al., 1998), Social Communication Questionnaire (SCQ) (Rutter et al., 2007), Social Responsiveness Scale (SRS) (Constantino and Gruber, 2012), and Clancy Behavior Scale (Sun et al., 2013).

In the present study, we were unable to observe improvement of behavior in individuals with ASD due to the absence of clinical data. Nevertheless, it should be emphasized that the aim of the present study was to investigate tDCS modulation of brain functional connectivity. Here we have shown a complex interplay between local and global information processing. In other words, we show that stimulating a focal region can have distal effects on many other brain regions. Despite these general effects, our coarse-level results are merely the first step since much more work must be completed to determine the robustness and credibility of many of these network modulation effects, including longitudinal clinical studies, analyses of correlation with intellectual level, and examining long-lasting effects of stimulation, of which our current study does not tackle.

On the other hand, our results underline the idea that tDCS affects the topological organization of specific functional brain networks at specific frequency bands. This study demonstrates that tDCS can change ongoing network dynamics, some studies have also obtained similar results with Transcranial Magnetic Stimulation (TMS) (Pascual-Leone, 2011). Their results indicate that TMS could lead to cortical plasticity and changes in network dynamics (Pascual-Leone, 2011), which could be a promising approach to the treatment of ASD (Oberman, 2016). A recent study (Lauro, 2014) has focused on the combined effects of TMS and tDCS in the modulation of brain networks. It would be worthwhile for future work to study the similarities and differences in the modulation of brain networks by TMS and tDCS.

12. Conclusion

In summary, we applied two network-based methodologies to investigate tDCS-induced network alteration. Our findings highlight the differences in rapid reconfiguration of the resting community organization following tDCS stimulation, and the fundamental modulation in the modular architecture (local and global) of the functional connectivity patterns within specific frequency bands. Our results may help to establish effective tDCS modulation therapy strategies for children with...
ASD and other neurological disorders.
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