Asymptotics of eigenvalues for an energy operator of the one model of quantum physics.
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In this paper we consider eigenvalues asymptotics of the energy operator in the one of the most interesting models of quantum physics, describing an interaction between two-level system and harmonic oscillator. The energy operator of this model can be reduced to some class of infinite Jacobi matrices. Discrete spectrum of this class of operators represents the perturbed spectrum of harmonic oscillator. The perturbation is an unbounded operator compact with respect to unperturbed one. We use slightly modified Janas-Naboko successive diagonalization approach and some new compactness criteria for infinite matrices. Two first terms of eigenvalues asymptotics and the estimation of remainder are found.

1 Introduction and main results.

We consider the energy operator of the following form

\[ \hat{H} = \frac{\hbar \omega_0}{2} \hat{\sigma}_z + \hbar \omega \hat{a}^+ \hat{a} + \hbar \lambda (\hat{\sigma}_+ + \hat{\sigma}_-)(\hat{a} + \hat{a}^+) , \]

where \( \hat{\sigma}_z, \hat{\sigma}_+, \hat{\sigma}_- \) are the \( 2 \times 2 \) matrices of form

\[ \hat{\sigma}_z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \quad \hat{\sigma}_+ = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}, \quad \hat{\sigma}_- = \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix}, \]

\( \hat{a} \) and \( \hat{a}^+ \) are the creation and annihilation operators for harmonic oscillator, \( \lambda \) is the interaction constant, \( \omega \) is the oscillator frequency, \( \omega_0 \) is the transition frequency in the two-level system. These matrices and operators are satisfies by the following commutative relations

\[ [\hat{\sigma}_+, \hat{\sigma}_-] = \hat{\sigma}_z, \quad [\hat{\sigma}_z, \hat{\sigma}_+] = 2 \hat{\sigma}_+ , \quad [\hat{\sigma}_z, \hat{\sigma}_-] = -2 \hat{\sigma}_- , \quad [\hat{a}, \hat{a}^+] = 1 \]

In the work [1] it was shown that the hamiltonian of this model is represented by the two Jacobi matrices. These matrices have the following general form

\[ A = \begin{pmatrix} c_1 & g \sqrt{1} & 0 & 0 & 0 & \ldots \\ g \sqrt{1} & 1 + c_2 & g \sqrt{2} & 0 & 0 & \ldots \\ 0 & g \sqrt{2} & 2 + c_1 & g \sqrt{3} & 0 & \ldots \\ 0 & 0 & g \sqrt{3} & 3 + c_2 & g \sqrt{4} & \ldots \\ 0 & 0 & 0 & g \sqrt{4} & 4 + c_1 & \ldots \\ \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \end{pmatrix} \quad (1.1) \]

where \( g, c_1, c_2 \) are real parameters. As it is well known [2, 3] that the matrix \( A \) defines a selfadjoint operator with simple spectrum and the domain \( D(A) \) is dense in the space \( l_2(\mathbb{N}) \).
As the operator $A$ can be considered as relatively compact perturbation of the main diagonal, its spectrum is discrete.

The main goal of this paper is the investigation of the eigenvalues $\lambda_n(A)$ behavior for large values of $n$ and fixed other parameters. The result is given by the following asymptotic formula (Theorem 3.1)

$$\lambda_n(A) = n - g^2 + \frac{c_1 + c_2}{2} + O\left(\frac{1}{n^{1/4}}\right), \quad n \to \infty \quad (g \neq 0)$$

## 2 Selection of the main component in the asymptotics.

Let’s present the operator $A$ in (1.1) in the form

$$A = A_0 + \frac{c_1 + c_2}{2} I + \frac{c_1 - c_2}{2} R,$$

where $I$ is the identical matrix, $A_0$ and $R$ are defined in the following way

$$A_0 = \begin{pmatrix}
0 & g \sqrt{1} & 0 & 0 & \ldots \\
g \sqrt{1} & 1 & g \sqrt{2} & 0 & \ldots \\
o & g \sqrt{2} & 2 & g \sqrt{3} & \ldots \\
o & o & g \sqrt{3} & 3 & \ldots \\
\ldots & \ldots & \ldots & \ldots & \ldots
\end{pmatrix}, \quad R = \begin{pmatrix}
1 & 0 & 0 & 0 & \ldots \\
o & -1 & 0 & 0 & \ldots \\
o & 0 & 1 & 0 & \ldots \\
o & 0 & 0 & -1 & \ldots \\
\ldots & \ldots & \ldots & \ldots & \ldots
\end{pmatrix}.$$

The matrix $A_0$ represents so called ”shifted oscillator” operator: $a^+ a + g (a + a^+)$, where $a^+$ and $a$ are the creation and annihilation operators. If we use its matrix representation, we obtain exactly the matrix $A_0$.

Eigenvalues problem for the operator $A_0$ has an exact solution. This solution can be obtained by the different ways. For example, with the help of Bogolubov’s transformation [4] or by using continued fractions [5]. This solution has the form

$$A_0 e_n = \mu_n e_n, \quad \mu_n = n - g^2, \quad n = 0, 1, 2, \ldots$$

(2.2)

Here $e_n$ are the normalized eigenvectors of the operator $A_0$. Its expansion through the basis vectors $a_n$ of the matrix representation (1.1) has the form

$$e_m = U a_m = \sum_{n=0}^{\infty} U_{n,m} a_n, \quad U_{n,m} = \exp \{-g^2/2\} \sqrt{\frac{n!}{m!}} g^{m-n} L_n^{(m-n)}(g^2) = \omega_n^{(m-n)}(g^2),$$

(2.3)

where the matrix elements $U_{n,m}$ of the orthogonal transformation $U$ are defined by Feynman-Schwinger’s formula [6, 7] (see also [8]); $L_n^{(s)}(x)$ are the generalized Chebyshev-Laguerre’s polynomials [10]

$$L_n^{(s)}(x) = \frac{(n + s)!}{n!} \sum_{i=0}^{n} C_n^i (-1)^i \frac{x^i}{(i + s)!}, \quad C_n^i = \frac{n!}{i!(n - i)!}, \quad (s \geq 0)$$

$$L_n^{(-s)}(x) = (-x)^s \frac{(n - s)!}{n!} L_n^{-s}(x),$$

and $\omega_n^{(s)}(x)$ are the normalized Laguerre’s functions

$$\omega_n^{(s)}(x) = \sqrt{\frac{n!}{(n + s)!}} e^{-x/2} x^{s/2} L_n^{(s)}(x), \quad \int_0^{+\infty} \omega_n^{(s)}(x) \omega_m^{(s)}(x) dx = \delta_{n,m}$$
Let’s note here that the completeness of the “shifted oscillator” eigenfunctions (in coordinate representation) for complex values of the parameter $g$ is considered in [9].

Let’s us find the matrix of the operator $R$ in the basis of the operator $A_0$ eigenvectors. Denoting the elements of the transformed matrix as $\tilde{R}_{k,m}$ and taking into account that $R_{n,m} = (-1)^n \delta_{n,m}$, we obtain

$$\tilde{R}_{k,m} = (Re_m, e_k) = (U^TRU)_{k,m} = \sum_{n=0}^{\infty} (-1)^n U_{n,k} U_{n,m} \tag{2.4}$$

Let’s present the matrix elements $U_{n,m}$ as contour integral

$$U_{n,m} = \exp\{-g^2/2\} \sqrt{n!/\pi} \ g^{n-m} \frac{1}{2\pi i} \oint_C x^{m-1} \left(\frac{1}{x} - 1\right)^n \exp\left\{\frac{g^2}{x}\right\} dx,$$ \hspace{1cm} \tag{2.5}

where $C$ is a unit circle centered in the origin of the complex plane $x$.

Substituting (2.5) in (2.4) and summing up over $n$, we find

$$\tilde{R}_{k,m} = \exp\{-2g^2\} \sqrt{k! \pi} \ g^{-m-k} \frac{1}{(2\pi)^2} \oint_C \oint_{C'} (x)^{m-1} (x')^{k-1} \exp\left\{g^2 \left(\frac{2}{x} + \frac{2}{x'} - \frac{1}{xx'}\right)\right\} dx \, dx'$$

Contour integrals in this expression can be calculated consistently with the help of residues. As a result, we obtain

$$\tilde{R}_{k,m} = (-1)^k \exp\{-2g^2\} \sqrt{m!} \ \frac{(2g)^m}{k!} \sum_{i=0}^{k} C_i^k (-1)^i \frac{(4g^2)^i}{(i + m - k)!} \tag{2.6}$$

(if the expression $(i + m - k)$ in the denominator of the last sum is negative, the corresponding term must be considered equal to zero).

Comparing this expression with (2.3), we obtain

$$\tilde{R}_{k,m} = (-1)^k \ \omega_{(m-k)} (4g^2) \tag{2.6}$$

In spite of seeming asymmetry, the matrix $\tilde{R}_{k,m}$ is symmetric ($\tilde{R}_{k,m} = \tilde{R}_{m,k}$). It can be easily verified with the help of the known property of the generalized Chebyshev-Laguerre’s polynomials [10]

$$L^{(s)}_{n}(x) = (-x)^{s} \frac{(n-s)!}{n!} L^{(s)}_{n-s}(x)$$

Using the asymptotics of the generalized Chebyshev-Laguerre’s polynomials [10]

$$L^{s}_{n}(x) = \pi^{-1/2} n^{s/2-1/4} x^{-s/2-1/4} e^{x/2} \left\{\cos(2\sqrt{nx} - s\pi/2 - \pi/4) + O(n^{-1/2})\right\}, \ n \to \infty, \tag{2.7}$$

we find

$$\lim_{n \to \infty} \tilde{R}_{n,n+p} = 0, \ \forall p \in \mathbb{Z} \tag{2.8}$$

In what follows we will need the following result [11]

**Lemma 2.1 (J. Janas-S. Naboko)** Let $D$ be a selfadjoint operator in a Hilbert space $H$ with simple discrete spectrum $(De_n = \mu_n e_n)$, where $\{e_n\}$ is an orthonormal basis of eigenvectors in $H$ and $\mu_n$ are simple eigenvalues ($\mu_n \to \infty$), ordered by $|\mu_i| \leq |\mu_{i+1}|$. Assume that $|\mu_i - \mu_k| \geq \epsilon_0 > 0$, $\forall i \neq k$. If $R$ is a compact operator in $H$ then the eigenvalues $\lambda_n(T)$ of the operator $T = D + R$ (with discrete spectrum too) become simple for large values of $n$ and satisfy to the asymptotic formula

$$\lambda_n(T) = \mu_n + O(\|R^*e_n\|), \ n \to \infty, \tag{2.9}$$

where $R^*$ is the adjoint operator with respect to $R$. 
The matrix $R$ and the matrix similar to it $\tilde{R} = U^T RU$, represents bounded noncompact operator (projector) since $R^2 = I$. Therefore we can’t apply here at once the Lemma (2.1).

Let’s prove the following theorem:

**Theorem 2.1** Let $D$ be a selfadjoint operator in a Hilbert space $H$ with eigenvalues $\mu_n = n$, $(n = 0, 1, 2, \ldots)$ and complete system of corresponding eigenvectors in $H$. Let $R$ be a bounded, selfadjoint, noncompact operator and its matrix $R_{n,k}$ in the basis of operator $D$ eigenvectors satisfy to the condition

$$\lim_{n \to \infty} R_{n, n+p} = 0, \quad \forall p \in \mathbb{Z} \quad (2.10)$$

Then the eigenvalues $\lambda_n(T)$ of the operator $T = D + R$ (having a discrete spectrum too) become simple for large values of $n$ and satisfy to the following asymptotic estimation

$$\lambda_n(T) = n + R_{n,n} + O(s_n), \quad n \to \infty, \quad (2.11)$$

where

$$s_n = \sqrt{\sum_{k \neq n} |R_{k,n}|^2 / (n - k)^2},$$

and $s_n \to 0$ at $n \to \infty$.

For the proof of this theorem we need the following compactness criteria for infinite matrices.

**Lemma 2.2** Let $V$ be a bounded, noncompact operator in a Hilbert space $H$. Let its matrix $V_{i,j}$ ($i, j = 0, 1, \ldots$) in some orthonormal basis satisfy to the condition

$$\lim_{n \to \infty} V_{n, n+p} = 0, \quad \forall p \in \mathbb{Z} \quad (2.12)$$

Let $b = \{b_i\}_{i=-\infty}^{\infty}$ is an arbitrary $l_2$-sequence

$$\|b\|^2 = \sum_{i=-\infty}^{\infty} |b_i|^2 < \infty \quad (2.13)$$

Then the operator $K$ with matrix $K_{i,j} = b_{i-j}V_{i,j}$ ($i, j = 0, 1, \ldots$) is compact in $H$.

**Proof.** Let’s show at first that the operator $K$ is bounded. For that we need to prove the estimates

$$\sum_{j=0}^{\infty} |K_{i,j}| < A, \quad \forall i; \quad \sum_{i=0}^{\infty} |K_{i,j}| < A, \quad \forall j, \quad (2.14)$$

where $A$ is a constant independent of $i$ and $j$ ($\|K\| \leq A$). Using Cauchy’s inequality, we have

$$\sum_{j=0}^{\infty} |K_{i,j}| = \sum_{j=0}^{\infty} |b_{i-j}V_{i,j}| \leq \left( \sum_{j=0}^{\infty} |b_{i-j}|^2 \right)^{1/2} \left( \sum_{j=0}^{\infty} |V_{i,j}|^2 \right)^{1/2} \leq \|b\| \sqrt{(VV^*)_{i,i}} \leq \|b\| \cdot \|V\|$$

Due to (2.13) the first estimate in (2.14) is fulfilled. By the same way the validity of the second estimate in (2.14) is established. Thus the operator $K$ is compact. Let’s prove now its compactness.

Let’s define the cut-off function $b^{(n)} = \{b_i^{(n)}\}_{i=-\infty}^{\infty}$ of the sequence $\{b_i\}$

$$b_i^{(n)} = \begin{cases} 0, & |i| > n \\ b_i, & |i| \leq n \end{cases}$$
Let’s define the sequence of operators $K^{(n)}$ by the formula $K^{(n)}_{i,j} = b^{(n)}_{i-j} V_{i,j}$. It follows from this definition and from (2.12) that $K^{(n)}$ is a compact operator for arbitrary $n$. We have further so as at the proof of (2.14)

$$\|K - K^{(n)}\| \leq \|b - b^{(n)}\| \cdot V$$

Terefore

$$\|K - K^{(n)}\| \to 0, \quad n \to \infty,$$

and $K$ is compact as a limit by norm of compact operators [12, 13].

Proof of the theorem (2.1). Let’s associate to each operator the matrix in the basis of the operator $D$ eigenvectors, remaining the same notations.

Following the main ideas of the work [11] let’s show that there exist such anti-hermitian operator $K$ ($K^* = -K$) that

$$(I + K)T - D_1(I + K) = B,$$  

where $B$ is compact operator and $D_1 = D + \text{diag}\{R_{n,n}\}$. (So $D_1$ is the diagonal matrix with elements $(D_1)_{n,n} = n + R_{n,n}$). Suppose that such operator $K$ have found. The condition (2.15) means that

$$T = (I + K)^{-1}(D_1 + B(I + K)^{-1})(I + K)$$

(The existence of the inverse operator $(I + K)^{-1}$ follows from the anti-hermitianness of $K$). That is the operators $T$ and $D_1 + B(I + K)^{-1}$ are similar and have the same spectrum. But the operator $B$ is compact and the eigenvalues of $D_1$ due to (2.10) satisfy to the requirements of Lemma (2.1). Applying the Lemma (2.1) we obtain

$$\lambda_n(T) = n + R_{n,n} + O(\|B^* e_n\|)$$  

Therefore for the proof of the theorem we should establish the existence of such the operator $K$ and find the matrix of the compact operator $B$. Substituting the expressions for the matrices $T$ and $D_1$ in (2.15) we obtain

$$(I + K)T - D_1(I + K) = R_1 - [D, K] + KR - \text{diag}\{R_{n,n}\} K,$$  

where $[\cdot, \cdot]$ is the commutator and $R_1$ is the matrix of the operator $R$ with zero main diagonal ($R_1 = R - \text{diag}\{R_{n,n}\}$).

This expression will be the matrix of compact operator if we can find such an compact operator $K$ that the condition $[D, K] = R_1$ is valid, or in matrix form: $K_{i,j} (i-j) = (R_1)_{i,j}$. It follows from that

$$K_{i,j} = \frac{R_{i,j}}{i - j}, \quad i \neq j; \quad K_{i,i} = 0, \quad i = 0, 1, \ldots$$  

As the operator $R$ is selfadjoint the corresponding to the matrix (2.18) operator $K$ is anti-hermitian. Its compactness follows from the Lemma (2.2). Actually, if we choose the sequence $\{b_i\}$ as $\{1/i\}$ ($i \neq 0$) then from (2.10) it follows that all conditions of the Lemma (2.2) are fulfilled.

Now from (2.17) we find the form of the compact operator $B$:

$$B = KR - \text{diag}\{R_{n,n}\} K,$$

and taking into account (2.18) we obtain

$$O(\|B^* e_n\|) = O(\|K^* e_n\|) = O\left(\sqrt{\sum_{k \neq n} \frac{|R_{k,n}|^2}{(n-k)^2}}\right)$$
Substituting this estimate to (2.16), we obtain the formula (2.11). The theorem is proved.

Due to (2.8), the condition (2.10) of the Theorem (2.1) is fulfilled. Hence, applying the Theorem (2.1) and taking into account (2.2) and (2.1) we have the following result

$$\lambda_n(A) = n - g^2 + \frac{c_1 + c_2}{2} + O(s_n), \quad n \to \infty,$$

where

$$s_n = \sqrt{\sum_{k \neq n} |\tilde{R}_{k,n}|^2} = \sqrt{\sum_{k \neq n} |\omega_k^{(n-k)}(4g^2)|^2/(n-k)^2} \quad (2.19)$$

3 Estimation of the remainder.

To estimate the decreasing rate of the sequence $s_n$ we should have another estimation for the Laguerre’s functions $\omega_n^{(s)}(x)$ than the estimation following from (2.7) (in (2.7) the parameter $s$ is fixed). We could not find this result among known one and therefore we give here not only the formulation but the proof of it.

**Lemma 3.1** Suppose that $x > 0$, $s \in \mathbb{Z}_+$. Then the following estimate for the Bessel functions $J_s(x)$ is valid

$$|J_s(x)| \leq 2 \sqrt{\frac{2}{\pi x}} \left(1 + \frac{s}{x}\right)^s$$

**Proof.** Let’s use known representation [14]

$$J_s(x) = \sqrt{\frac{2}{\pi x}} \left(P(x, s) \cos(x - s\pi/2 - \pi/4) - Q(x, s) \sin(x - s\pi/2 - \pi/4)\right),$$

where

$$P(x, s) = \frac{1}{2\Gamma(s + 1/2)} \int_0^\infty e^{-u} u^{s-1/2} \left\{ \left(1 + \frac{iu}{2x}\right)^{s-1/2} + \left(1 - \frac{iu}{2x}\right)^{s-1/2} \right\} du$$

$$Q(x, s) = \frac{1}{2i\Gamma(s + 1/2)} \int_0^\infty e^{-u} u^{s-1/2} \left\{ \left(1 + \frac{iu}{2x}\right)^{s-1/2} - \left(1 - \frac{iu}{2x}\right)^{s-1/2} \right\} du$$

It is evident that

$$|J_s(x)| \leq \sqrt{\frac{2}{\pi x}} \left(\|P(x, s)\| + \|Q(x, s)\|\right), \quad (3.1)$$

and everything reduces to the estimation of the integrals $P(x, s)$ and $Q(x, s)$. Let us consider the integral for $P(x, s)$. The estimation for $Q(x, s)$ is the same. At $s = 0$ we have $|P(x, s)| \leq 1$, $|Q(x, s)| \leq 1$ and the estimation (3.1) gives the required inequality. Suppose that $s \in \mathbb{N}$. In this case we have

$$|P(x, s)| \leq \frac{1}{\Gamma(s + 1/2)} \int_0^\infty e^{-u} u^{s-1/2} \left(1 + \frac{u}{2x}\right)^{s-1/2} du$$
Expanding the binomial in this integral in the series on $u/2x$

$$
\left(1 + \frac{u}{2x}\right)^{s-1/2} = 1 + \sum_{k=1}^{p-1} \frac{(s-1/2) \cdot \ldots \cdot (s-1/2-(k-1))}{k!} \left(\frac{u}{2x}\right)^k + \frac{(s-1/2) \cdot \ldots \cdot (s-1/2-(p-1))}{k!} (1 + \theta)^{s-p-1/2} \left(\frac{u}{2x}\right)^p, \quad \theta \in (0, u/2x)
$$

and putting $p = s$ we have $(1 + \theta)^{s-p-1/2} < 1$ and therefore

$$
\left(1 + \frac{u}{2x}\right)^{s-1/2} < 1 + \sum_{k=1}^{s} \frac{(s-1/2) \cdot \ldots \cdot (s-1/2-(k-1))}{k!} \left(\frac{u}{2x}\right)^k
$$

Integrating by terms we obtain

$$
|P(x, s)| \leq 1 + \sum_{k=1}^{s} \frac{\Gamma(s + k + 1/2)}{\Gamma(s + 1/2)} \frac{(s-1/2) \cdot \ldots \cdot (s-1/2-(k-1))}{k!} \frac{1}{(2x)^k} < 
$$

$$
< 1 + \sum_{k=1}^{s} (2s)^k \frac{s \cdot \ldots \cdot (s-(k-1))}{k!} \frac{1}{(2x)^k} = \left(1 + \frac{s}{x}\right)^s
$$

For $Q(x, s)$ the same estimate is valid and the formula $(3.1)$ leads again to the required inequality. Lemma is proved.

**Lemma 3.2** If $x > 0$; $n, s \in Z_+$ and $s^{16} \leq n$ then

$$
|\omega_n^{(s)}(x)| \leq \frac{C(x)}{(n + 1)^{1/4}}, \quad (3.2)
$$

where the constant $C(x)$ depends on $x$ only.

**Proof.** Let’s use Laguerre’s functions integral representation through the Bessel functions $^{10}$

$$
\omega_n^{(s)}(x) = \frac{e^{x/2}}{\sqrt{n! (n+s)!}} \int_0^\infty e^{-t} t^{n+s} J_s(2\sqrt{tx}) \, dt, \quad n, s \in Z_+
$$

Let us split this integral into two one

$$
\omega_n^{(s)}(x) = \frac{e^{x/2}}{\sqrt{n! (n+s)!}} \left( \int_0^{t_0} + \int_{t_0}^\infty \right)
$$

where $t_0 \geq 0$ is an arbitrary now.

For estimation of the first integral let’s use the known inequality $^{14}$

$$
|J_s(x)| \leq 1, \quad s \in Z_+, \quad x \in R;
$$

For estimation of the second integral we use more precise estimate from Lemma $(3.1)$

$$
|J_s(x)| \leq 2 \sqrt{\frac{2}{\pi x}} \left(1 + \frac{s}{x}\right)^s < 2e \sqrt{\frac{2}{\pi x}}, \quad x \geq s^2
$$
Putting \( t_0 = s^4/4x \) (so that at \( t \geq t_0 \) one can use the last estimate) we have

\[
|\omega_n^{(s)}(x)| \leq \frac{e^{x/2}}{\sqrt{n!}(n+s)!} \left[ \int_0^{t_0} e^{-t} t^{n+s} \, dt + \frac{2e}{\sqrt{\pi x}} \int_{t_0}^{\infty} e^{-t} t^{n+s-1/4} \, dt \right] \leq \frac{e^{x/2}}{\sqrt{n!}(n+s)!} \left[ \frac{2e}{\sqrt{\pi x}} \Gamma(n+s/2+3/4) \right] = e^{x/2} \left[ \frac{s^4}{4x} \frac{e^{-(n+s/2)^2}}{\sqrt{n!}(n+s)!} + \frac{2e}{\sqrt{\pi x}} \frac{\Gamma(n+s/2+3/4)}{\sqrt{n!}(n+s)!} \right]
\]

Using known inequalities for Gamma-function following from Stirling’s formula

\[
C_1 z^{s-1/2} e^{-z} \leq \Gamma(z) \leq C_2 z^{s-1/2} e^{-z}, \quad z \geq \delta > 0,
\]

where \( C_1, C_2 \) are some constants independent of \( z \), let’s estimate each term in square brackets. We have

\[
\frac{2e}{\sqrt{\pi x}} \frac{\Gamma(n+s/2+3/4)}{\sqrt{n!}(n+s)!} \leq C(x) \frac{(n+s/2+3/4)^{n+s/2+1/4}}{(n+1)^{n/2+1/4}(n+s+1)^{n/2+s/2+1/4}} \leq \frac{C(x)}{(n+1)^{1/4}} \frac{1 + \frac{s}{2(n+1)}}{1 + \frac{s}{n+1}} \quad (n \geq s^2)
\]

At last, if we put \( n \geq s^2 \) then

\[
\frac{2e}{\sqrt{\pi x}} \frac{\Gamma(n+s/2+3/4)}{\sqrt{n!}(n+s)!} \leq \frac{C(x)}{(n+1)^{1/4}}, \quad (n \geq s^2)
\]

Similarly, we can estimate the second term

\[
\frac{s^4}{4x} \frac{e^{-(n+s/2)^2}}{\sqrt{n!}(n+s)!} \leq C(x) \frac{s^4(n+s/2)^{n+s/2}}{(n+1)^{n/2+1/4}(n+s+1)^{n/2+s/2+1/4}} \leq \frac{C(x)}{(n+1)^{1/4}} \frac{1 + \frac{s}{2(n+1)}}{1 + \frac{s}{n+1}} \quad \frac{s^4}{8(n+1)}
\]

If \( n \geq s^{16} \) then

\[
\frac{s^4}{4x} \frac{e^{-(n+s/2)^2}}{\sqrt{n!}(n+s)!} \leq \frac{C(x)}{(n+1)^{1/4}}, \quad (n \geq s^{16})
\]

From (3.3), (3.4) it follows that

\[
|\omega_n^{(s)}(x)| \leq \frac{C(x)}{(n+1)^{1/4}}, \quad (n \geq s^{16}),
\]

q.e.d.

Having the estimate (3.2) and the orthogonality condition of the transformation \( U \):

\[
\sum_{k=0}^{\infty} |U_{k,n}|^2 = \sum_{k=0}^{\infty} |\omega_k^{(n-k)}|^2 = \sum_{k=0}^{n} |\omega_k^{(k)}|^2 + \sum_{k=1}^{\infty} |\omega_n^{(k)}|^2 = 1, \quad \forall n \in \mathbb{Z}_+
\]

(3.5)
Combining both estimates, we obtain
\[\sum_{k\neq n} \frac{\left|\omega_{n-k}^{(k)}\right|^2}{(n-k)^2} = \sum_{k=1}^{n} \frac{\left|\omega_{n-k}^{(k)}\right|^2}{k^2} + \sum_{k=1}^{\infty} \frac{\left|\omega_{n-k}^{(k)}\right|^2}{k^2} \quad (3.6)\]

From Lemma (3.2) it follows that
\[\left|\omega_{n-k}^{(k)}\right|^2 \leq \frac{C}{(n-k+1)^{1/2}} \quad n - k \geq k^{16} \quad (n \geq k^{16} + k)\]
\[\left|\omega_{n}^{(k)}\right|^2 \leq \frac{C}{(n+1)^{1/2}} \quad n \geq k^{16} \quad (k \leq n^{1/16})\]

Let \(k_n \geq 0\) be a maximal nonnegative integer of \(k\), satisfying to the equation \(n \geq k^{16} + k\). It is evident that \(k_n \leq n^{1/16}\). Hence
\[\left|\omega_{n-k}^{(k)}\right|^2 \leq \frac{C}{(n-n^{1/8}+1)^{1/2}}, \quad k \leq k_n\]
\[\left|\omega_{n}^{(k)}\right|^2 \leq \frac{C}{(n+1)^{1/2}}, \quad k \leq k_n\]

Let’s present the sum (3.6) in the form
\[\sum_{k\neq n} \frac{\left|\omega_{n-k}^{(k)}\right|^2}{(n-k)^2} = \left[\sum_{k=1}^{k_n} \frac{\left|\omega_{n-k}^{(k)}\right|^2}{k^2} + \sum_{k=1}^{\infty} \frac{\left|\omega_{n-k}^{(k)}\right|^2}{k^2}\right] + \left[\sum_{k=k_n+1}^{n} \frac{\left|\omega_{n-k}^{(k)}\right|^2}{k^2} + \sum_{k=k_n+1}^{\infty} \frac{\left|\omega_{n-k}^{(k)}\right|^2}{k^2}\right]\]

Due to last inequalities we have
\[\left[\sum_{k=1}^{k_n} \frac{\left|\omega_{n-k}^{(k)}\right|^2}{k^2} + \sum_{k=1}^{\infty} \frac{\left|\omega_{n-k}^{(k)}\right|^2}{k^2}\right] \leq \frac{2C}{(n-n^{1/8}+1)^{1/2}} \sum_{k=1}^{k_n} \frac{1}{k^2} = O\left(\frac{1}{n^{1/2}}\right)\]

Since \(k_n \sim n^{1/16}\), we have using (3.6)
\[\left[\sum_{k=k_n+1}^{n} \frac{\left|\omega_{n-k}^{(k)}\right|^2}{k^2} + \sum_{k=k_n+1}^{\infty} \frac{\left|\omega_{n-k}^{(k)}\right|^2}{k^2}\right] \leq \frac{1}{(k_n+1)^2} \left[\sum_{k=k_n+1}^{n} \frac{\left|\omega_{n-k}^{(k)}\right|^2}{k^2} + \sum_{k=k_n+1}^{\infty} \frac{\left|\omega_{n-k}^{(k)}\right|^2}{k^2}\right] \leq \frac{1}{(k_n+1)^2} = O\left(\frac{1}{n^{1/8}}\right)\]

Combining both estimates, we obtain
\[\sum_{k\neq n} \frac{\left|\omega_{n-k}^{(k)}\right|^2}{(n-k)^2} = O\left(\frac{1}{n^{1/2}}\right) + O\left(\frac{1}{n^{1/8}}\right) = O\left(\frac{1}{n^{1/8}}\right)\]

Taking into account the formula (2.19), we come to the following main result

**Theorem 3.1** The eigenvalues \(\lambda_n(A)\) of the operator \(A\) (1.1) at \(g \neq 0\) have the following asymptotics
\[\lambda_n(A) = n - g^2 + \frac{c_1 + c_2}{2} + O\left(\frac{1}{n^{1/16}}\right), \quad n \to \infty\]
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