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This paper aims to derive asymptotical distributions of the spiked eigenvalues of the large-dimensional spiked Fisher matrices without Gaussian assumption and the restrictive assumptions on covariance matrices. We first establish invariance principle for the spiked eigenvalues of the Fisher matrix. That is, we show that the limiting distributions of the spiked eigenvalues are invariant over a large class of population distributions satisfying certain conditions. Using the invariance principle, we further established a central limit theorem (CLT) for the spiked eigenvalues. As some interesting applications, we use the CLT to derive the power functions of Roy Maximum root test for linear hypothesis in linear models and the test in signal detection. We conduct some Monte Carlo simulation to compare the proposed test with existing ones.

1. Introduction. Motivated by several applications of hypothesis on two-sample covariance matrices and linear hypothesis on regression coefficient matrix in linear models, we consider the following spiked model. Let \(\Sigma_1\) and \(\Sigma_2\) be the covariance matrices from two \(p\)-dimensional populations, and \(S_1, S_2\) be the corresponding sample covariance matrices with sample sizes \(n_1\) and \(n_2\). The two-sample spiked model assumes that \(\Sigma_2 = \Sigma_1 + \Delta\), where \(\Delta\) is a \(p \times p\) matrix of finite rank \(M\). It is of great interest to study statistical inference on the spikes, including but not limited to, testing the presence of the spikes, testing the number of the spikes, and calculating the power under the alternative hypothesis in two-sample testing problems. Thus, it is critical to establish the asymptotic properties of the spiked eigenvalues of a Fisher matrix \(F = S_1 S_2^{-1}\). It is of particular interest to derive the asymptotical distribution of \(\lambda_{\text{max}}(F)\), the largest eigenvalue of \(F\). In this paper, we first establish an invariance principle for the spiked eigenvalues of the Fisher matrix, and the invariance principle can be used as a universal probability tool to derive the asymptotical distribution of local spectral statistics of \(F\).

The one-sample spiked model \(\Sigma = I_p + \Delta\) has received a lot of attentions in the literatures, where \(I_p\) is the identity matrix, and \(\Delta\) is a low-rank \(p \times p\) matrix. Since the seminal work [21], a pioneer work on one-sample spiked model under the setting of the dimension \(p\) is of the same order of the sample size \(n\), many works have been published and focus on the research of the asymptotic law for the spiked eigenvalues of large-dimensional covariance matrix [6, 2, 7, 26, 11, 24, 25]. Also see [12, 15, 14, 18] for a more general one-sample
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spiked model. These works establish the limiting distribution for the spiked eigenvalues of the sample covariance matrices under different settings.

Compared with the one-sample spiked model, there are relatively few studies on two-sample spiked model. [35] derived the limiting distribution of the eigenvalues of a Fisher matrix and establish a CLT for a wide class of functionals of all the eigenvalues as a whole. According to [17], the largest eigenvalue of the Fisher matrix follows the Tracy-Widom law under some conditions. Therefore, the results in [35] are not applicable for the local spectral statistics, especially for those made of spiked eigenvalues. For a simplified two-sample spiked models assuming that $\Sigma_1 \Sigma_2^{-1}$ is a rank $M$ perturbation of identity matrix with diagonal independence and bounded population fourth moment, [33] established CLT for the extreme eigenvalues of large-dimensional spiked Fisher matrices. [23] proposed the rank-one two-sample spiked models that represent the James’ classes in [20], and further derived the asymptotic behavior of the likelihood ratios in large-dimensional setting. The aforementioned works impose some restrictive or unrealistic conditions such as only one threshold, diagonal assumption, rank-one perturbation, etc. The first two conditions (i.e., only one threshold and diagonal assumption) imply that the spiked eigenvalues and non-spiked eigenvalues are generated by independent variables. The assumption of rank-one perturbation means that there is only one spike.

In this paper, we study the asymptotical properties of Fisher matrix of a two-sample spiked model under a new setting, which allows that (a) two populations may have very different covariance matrices, (b) the spiked eigenvalues of the Fisher matrix may be scattered into the spaces of a few bulks, and (c) the largest eigenvalue may tend to infinity. Under this new setting, the fourth moments of population are not required to be bounded. For ease of presentation, we refer to a Fisher matrix with this new setting as a generalized spiked Fisher matrix. Under a general setting, we establish an invariance principle for the generalized spiked Fisher matrix by using a similar but more complicated technique in [18]. With the invariance principle of generalized spiked Fisher matrix, we establish a CLT for the local spiked eigenvalues of a generalized spiked Fisher matrix. As applications, we use the CLT to derive the power functions of Roy maximum root test on linear hypothesis in large-dimensional linear models and the signal detection test.

Compared with existing works on spiked Fisher matrices, this work relaxes the bounded fourth-moment condition on population to a tail probability condition, which is a regular and necessary condition in the weak convergence of the largest eigenvalue. Under the new setting, we establish an invariance principle theorem for the generalized spiked Fisher matrix. With the aid of the invariance principle theorem, we further establish the CLT for the local spiked eigenvalues of large-dimensional generalized spiked Fisher matrices under mild assumptions on the population distribution. As a by-product, our results naturally extend the result of [33] to a general case under which we can successfully remove the diagonal or block-wise diagonal assumption on the matrix $\Sigma_1 \Sigma_2^{-1}$. Our setting allows that the spiked eigenvalues may be generated from the variables partially dependent on the ones corresponding to the non-spiked eigenvalues. Our setting also allows a few pairs of thresholds for bulks of spiked eigenvalues. In summary, our setting is more realistic than the ones in the existing works.

The rest of this paper is organized as follows. We establish the invariance principle and the CLT of generalized spiked Fisher matrix in Sections 2 and 3, respectively. We use the CLT to derive the local power functions of Roy maximum root test for linear hypothesis in large-dimensional linear models and the test in signal detection in Section 4. We present some numerical study in Section 5. Some technical proofs are given in Section 6. Additional technical proofs are presented in the supplementary material.

2. Invariance principle for spiked generalized Fisher matrix.
2.1. Phase transition for the spiked eigenvalues. Suppose that $\tilde{x}_j, j = 1, \ldots, n_1$ and $\tilde{y}_l, l = 1, \ldots, n_2$ are random samples from $p$-dimensional populations $\tilde{x}$ and $\tilde{y}$ with $E(\tilde{x}) = E(\tilde{y}) = 0$ and $\text{Cov}(\tilde{x}) = \Sigma_1$ and $\text{Cov}(\tilde{y}) = \Sigma_2$, respectively. Define $\tilde{x}_j = \Sigma_1^{-1/2} \tilde{x}_j$ and $\tilde{y}_l = \Sigma_2^{-1/2} \tilde{y}_l$, for $j = 1, \cdots, n_1$ and $l = 1, \cdots, n_2$. For ease of presentation, we represent the samples as $\Sigma_1^{1/2} X$ and $\Sigma_2^{1/2} Y$, where $X = (x_1, \ldots, x_{n_1}) = (x_{ij})$ and $Y = (y_1, \cdots, y_{n_2}) = (y_{il})$ are two independent $p$-dimensional arrays with components having zero mean and identity covariance matrix. To broaden the application of new theory developed in this paper, we allow both $X$ and $Y$ to be complex matrix, and denote $A^*$ to be the conjugate transpose of a complex matrix $A$. Define $T_p = \Sigma_1^{1/2} \Sigma_2^{-1/2}$ and assume that the spectrum of $T_p^* T_p$ is formed as

$$
(1) \quad \beta_{p,1}, \cdots, \beta_{p,j}, \cdots, \beta_{p,p}
$$

in descending order. Denote the spikes as $\alpha_k := \beta_{p,j_k+1} = \cdots = \beta_{p,j_k+m_k}$ with $j_k$’s being arbitrary ranks in the array (1). All the spikes, $\alpha_1, \cdots, \alpha_K$, with multiplicity $m_k, k = 1, \cdots, K$ are lined arbitrarily in groups among all the eigenvalues, satisfying $m_1 + \cdots + m_K = M$, a fixed integer. Additionally, the spiked eigenvalues are allowed to be extremely larger or smaller than the non-spiked ones, which is useful when considering system fluctuations. Such settings have not been considered in other existing literatures. The corresponding sample covariance matrices of the two observations are

$$
(2) \quad S_1 = \frac{1}{n_1} \Sigma_1^{1/2} XX^* \Sigma_1^{1/2}, \quad S_2 = \frac{1}{n_2} \Sigma_2^{1/2} YY^* \Sigma_2^{1/2},
$$

respectively. We will investigate the eigenvalues of the generalized spiked Fisher matrix $F = S_1 S_2^{-1} = \Sigma_1^{1/2} \tilde{S}_1 \Sigma_2^{1/2} \tilde{S}_2^{-1/2} \Sigma_2^{-1/2} \tilde{S}_2^{-1/2} \Sigma_2^{1/2}$, where $\tilde{S}_1 = (1/n_1) XX^*$ and $\tilde{S}_2 = (1/n_2) YY^*$ are the standardized sample covariance matrices, respectively. It is well known that the eigenvalues of $F$ are the same of the matrix with the form (Still use $F$ for brevity, if no confusion):

$$
(3) \quad F = T_p^* \tilde{S}_1 T_p \tilde{S}_2^{-1}.
$$

Define the singular value decomposition of $T_p$ as

$$
(4) \quad T_p = U \begin{pmatrix} D_1^{1/2} & 0 \\ 0 & D_2^{1/2} \end{pmatrix} V^*,
$$

where $U, V$ are unitary matrices (orthogonal matrices for real case), $D_1$ is a diagonal matrix of the $M$ spiked eigenvalues of the generalized spiked Fisher matrix $F$, and $D_2$ is the diagonal matrix of the non-spiked ones with bounded components.

Let $J_k = \{j_k + 1, \cdots, j_k + m_k\}$ be the set of ranks of $\alpha_k$ with multiplicity $m_k$ among all the eigenvalues of $T_p^* T_p$. Set the sample eigenvalues of the generalized spiked Fisher matrix $F$ in the descending order as $l_{p,1}(F), \cdots, l_{p,j}(F), \cdots, l_{p,p}(F)$. To derive the limiting law for the spiked eigenvalues of $F$, we impose some conditions as follow.

**Assumption 1** The two double arrays $\{x_{ij}, i, j = 1, 2, \ldots\}$ and $\{y_{ij}, i, j = 1, 2, \ldots\}$ consist of independent and identically distributed (i.i.d.) random variables with mean 0 and variance 1. Furthermore, $E x_{ij}^2 = 0$ and $E y_{ij}^2 = 0$ hold for the complex case if the variables and $T_p$ are complex.

**Assumption 2.** Assuming that $c_{n_1} = p/n_1 \in (0, \infty)$, $c_{n_2} = p/n_2 \in (0, 1)$ is considered throughout the paper when $\min(p, n_1, n_2) \to \infty$. The matrix $T_p = \Sigma_1^{1/2} \Sigma_2^{-1/2}$ is non-random and the empirical spectral distribution of $\{T_p^* T_p\}$ excluding the spikes, $H_n(t)$, tends to proper probability measure $H(t)$ if $\min(p, n_1, n_2) \to \infty$. (**Dandan: why $c_2$ has to be in (0,1)**)
Assumption 3. Assume \( \lim_{\tau \to \infty} \tau^4 P(|x_{11}| > \tau) = 0 \) and \( \lim_{\tau \to \infty} \tau^4 P(|y_{11}| > \tau) = 0 \) for the i.i.d. samples, where both of the fourth-moments are not necessarily required to exist.

Assumption 4 Suppose that
\[
\max_{t,s} |u_{ts}|^2 \left[ E\{ |x_{11}|^4 \delta(|x_{11}| < \eta_{n_1} \sqrt{n_1}) \} - \mu_1 \right] \to 0,
\]
\[
\max_{t,s} |v_{ts}|^2 \left[ E\{ |y_{11}|^4 \delta(|y_{11}| < \eta_{n_2} \sqrt{n_2}) \} - \mu_2 \right] \to 0,
\]
where for some constants \( \mu_1 \) and \( \mu_2 \), \( \delta(\cdot) \) is the indicator function and \( U_1 = (u_{ts}) \), \( V_1 = (v_{ts}) \) are the first \( M \) columns of matrix \( U \) and \( V \) defined in (4), respectively.

Assumption 5 The spiked eigenvalues of the matrix \( F \), \( \alpha_1, \ldots, \alpha_K \), with multiplicities \( m_1, \ldots, m_K \) laying outside the support of \( H(t) \), satisfy \( \psi'(\alpha_k) > 0 \), for \( 1 \leq k \leq K \), where
\[
\psi_k := \psi(\alpha_k) = \frac{\alpha_k \left\{ 1 - c_1 \int \frac{t}{(t - \alpha_k)} dH(t) \right\}}{1 + c_2 \int \frac{t}{(t - \alpha_k)} dH(t)}
\]
is the limit of the distant sample spiked eigenvalues of a generalized spiked Fisher matrix.

The limit in (5) is derived by [19] when \( x_{ij} \) and \( y_{ij} \) have bounded fourth moments, and is detailed in the following proposition.

**Proposition 2.1.** For any spiked eigenvalue \( \alpha_k \) with multiplicity \( m_k, k = 1, \ldots, K \) of \( F \) defined in (3), let
\[
\rho_k = \begin{cases} 
\psi(\alpha_k), & \text{if } \psi'(\alpha_k) > 0; \\
\psi(\alpha_k), & \text{if there exists } \alpha_k \text{ such that } \psi'(\alpha_k) = 0, \text{ and } \psi'(t) < 0, \text{ for all } \alpha_k < t < \alpha_k; \\
\psi(\alpha_k), & \text{if there exists } \alpha_k \text{ such that } \psi'(\alpha_k) = 0, \text{ and } \psi'(s) < 0, \text{ for all } \alpha_k < s \leq \alpha_k,
\end{cases}
\]
where \( \psi(\alpha_k) \) is defined in (5). Then under the Assumptions 1-2, and the bounded fourth-moment assumption, it holds that for all \( j \in J_k \), \( \{l_{p,j} \} \) almost surely that \( \{l_{p,j}/\rho_k - 1\} \) converges to 0.

Since the convergence of \( c_{n_1} \to c_1 \), \( c_{n_2} \to c_2 \) and \( H_n(t) \to H(t) \) may be very slow, the difference \( \sqrt{n}(l_{p,j} - \psi_k) \) may not have a limiting distribution. Thus, we use
\[
\psi_{n,k} := \psi_n(\alpha_k) = \frac{\alpha_k \left\{ 1 - c_1 \int \frac{t}{(t - \alpha_k)} dH_n(t) \right\}}{1 + c_2 \int \frac{t}{(t - \alpha_k)} dH_n(t)},
\]
instead of \( \psi_k \) in \( \rho_k \), and \( n \) denotes \( (n_1, n_2) \), especially the case of CLT. Then, we only require \( c_{n_2} = p/n_1; c_{n_2} = p/n_2 \), and both the dimensionality \( p \) and the sample sizes \( n_1, n_2 \) grow to infinity simultaneously, but not necessarily in proportion.

Note that the Proposition 2.1 holds under the bounded fourth-moment assumption. To relax the bounded fourth-moment assumption to Assumption 3 on the tail probability, we introduce the following truncation procedures.

Let \( \delta(A) \) be the indication of set \( A \). Let \( \hat{x}_{ij} = x_{ij} \delta(|x_{ij}| < \eta_{n_1} \sqrt{n_1}), \hat{y}_{ij} = (\hat{x}_{ij} - E\hat{x}_{ij})/\sigma_{n_1} \), and \( \bar{y}_{ij} = y_{ij} \delta(|y_{ij}| < \eta_{n_2} \sqrt{n_2}), \bar{y}_{ij} = (\bar{y}_{ij} - E\bar{y}_{ij})/\sigma_{n_2} \), where \( \sigma_{n_1}^2 = E|\hat{x}_{ij} - E\hat{x}_{ij}|^2 \) and \( \sigma_{n_2}^2 = E|\bar{y}_{ij} - E\bar{y}_{ij}|^2 \). By the related techniques of the proofs in Supplement B of [18], we can show that it is equivalent to replace the entries of \( x_{ij}, y_{ij} \) with their corresponding truncated and centralized variables by Assumption 3. In addition, the convergence rates of arbitrary moments of \( \hat{x}_{ij} \) and \( \bar{y}_{ij} \) are the same as the ones depicted in Lemma C.1 in [18]. Therefore, it is reasonable to consider the generalized spiked Fisher matrix \( F = S_1 S_2^{-1} \), which is generated from the entries truncated at \( \eta_{n_1} \sqrt{n_1} \) for \( x_{ij} \) and \( \eta_{n_2} \sqrt{n_2} \) for \( y_{ij} \), centralized and renormalized. For simplicity, we assume that \( |x_{ij}| < \eta_{n_1} \sqrt{n_1}, |y_{ij}| < \eta_{n_2} \sqrt{n_2}, \)
Ex_{ij} = Ey_{ij} = 0, E|x_{ij}|^2 = E|y_{ij}|^2 = 1 for the real case and Assumption 3 is satisfied. But
for the complex case, the truncation and renormalization cannot preserve the requirement of
Ex_{ij}^2 = Ey_{ij}^2 = 0. However, one may prove that Ex_{ij} = o(n_1^{-1}) and Ey_{ij} = o(n_2^{-1}). By
the truncation procedures, the Proposition 2.1 still holds in probability without the bounded
fourth-moment assumption if the Assumption 3 is satisfied.

2.2. Invariance principle theorem. For the generalized spiked Fisher matrix \( F = T_pS_1T_pS_1^{-1} \) defined in (3), we consider the arbitrary sample spiked eigenvalue of \( F \),
\( l_{p,j}, j \in J_k, k = 1, \ldots, K \). By the singular value decomposition of \( T_p \) in (4) and the eigen-

\[
0 = |l_{p,j}I - F| = |l_{p,j}I - V \begin{pmatrix} D_{1,1} & 0 \\ 0 & D_{2,2} \end{pmatrix} U^*S_1U \begin{pmatrix} D_{1,1}^{-1} & 0 \\ 0 & D_{2,2}^{-1} \end{pmatrix} V^*S^{-1}|.
\]

It is equivalent to

\[
0 = |l_{p,j}V^*V - \text{diag}(D_{1,1}^{1/2}, D_{2,2}^{1/2})U^*S_1U\text{diag}(D_{1,1}^{1/2}, D_{2,2}^{1/2})|.
\]

If we consider \( l_{p,j} \) as an sample spiked eigenvalue of \( F \), but not of \( D_{2,2}^{1/2}U_2^*S_1U_2D_{2,2}^{-1/2} \)
\cdot(V_2^*S_2V_2)^{-1}\), then the following equation holds for every sample spiked eigenvalue,
\( l_{p,j}, j \in J_k, k = 1, \ldots, K \)

\[
0 = |l_{p,j}V_1^*S_2V_1 - D_{1,1}^{1/2}U_1^*S_1U_1D_{1,1}^{1/2} - (l_{p,j}V_1^*S_2V_2 - D_{1,1}^{1/2}U_1^*S_1U_2D_{2,2}^{1/2})Q^{-1/2} \\
\cdot(l_{p,j}I - Q^{-1/2}D_{2,2}^{1/2}U_2^*S_1U_1D_{1,1}^{1/2})Q^{-1/2} - 1Q^{-1/2}(l_{p,j}V_2^*S_2V_1 - D_{2,2}^{1/2}U_2^*S_1U_2D_{2,2}^{1/2})Q^{1/2}|,
\]

\[
= \left| \frac{l_{p,j}}{n_2}V_1^*YY^*V_1 - \frac{l_{p,j}}{n_2}V_1^*YY^*V_2Q^{-1/2}(l_{p,j}I - \tilde{F})^{-1}Q^{-1/2}V_2^*YY^*V_1 \\
- \frac{l_{p,j}}{n_1}D_{1,1}^{1/4}U_1^*X((l_{p,j}I - \tilde{F})^{-1}X^*U_1D_{1,1}^{1/4}) \\
+ \frac{l_{p,j}}{n_2}V_1^*YY^*V_2Q^{-1/2}(l_{p,j}I - \tilde{F})^{-1}Q^{-1/2}\frac{1}{n_1}D_{2,2}^{1/4}U_2^*XX^*U_1D_{1,1}^{1/4} \\
+ \frac{l_{p,j}}{n_1}D_{1,1}^{1/4}U_1^*XX^*U_2D_{2,2}^{1/4}Q^{-1/2}(l_{p,j}I - \tilde{F})^{-1}Q^{-1/2}\frac{1}{n_2}V_2^*YY^*V_1 \right|
\]

\[
= \left| \psi_{n,k} + c_2\psi_{n,k}^2 m(\psi_{n,k}) \right| I_M + \psi_{n,k}m(\psi_{n,k})D_1 + \frac{1}{\sqrt{p}}\gamma_{kj}\psi_{n,k}I_M \\
+ B_1(l_{p,j}) + B_2(l_{p,j}) + \frac{\psi_{n,k}}{\sqrt{p}}\Omega_M(\psi_{n,k}, X, Y) + o(\frac{\psi_{n,k}}{\sqrt{p}})
\]

where \( Q = V_2^*S_2V_2 \), and \( \tilde{F} \) and \( \bar{F} \) are defined as

\[
\tilde{F} = \frac{1}{n_1}Q^{-1/2}D_{2,2}^{1/4}U_2^*XX^*U_2D_{2,2}^{1/4}Q^{-1/2}, \quad \bar{F} = \frac{1}{n_1}X^*U_2^*D_{2,2}^{1/4}Q^{-1/2}D_{2,2}^{1/4}U_2^*X;
\]

\( \psi_{n,k} \) is used instead of \( \psi_k \) to avoid the slow convergence as mentioned in Section 2.1, \( \gamma_{kj} = \sqrt{p}(l_{p,j}/\psi_{n,k} - 1) \), \( j \in J_k \) and

\[
B_1(l_{p,j}) = \frac{\psi_{n,k}^2}{n_2}V_1^*YY^*V_2Q^{-1/2}(\psi_{n,k}I - \tilde{F})^{-1}Q^{-1/2}V_2^*YY^*V_1
\]
\[
- \frac{l_{p,j}^2}{n_2^2} V_1^* YY^* V_2 Q^{-\frac{1}{2}} (l_{p,j} I - \tilde{F})^{-1} Q^{-\frac{1}{2}} V_2^* YY^* V_1;
\]

\[
B_2(l_{p,j}) = \frac{\psi_{n,k}}{n_1} D_{l_1}^2 U_1^* X (\psi_{n,k} I - \tilde{F})^{-1} X^* U_1 D_{l_2}^2 - \frac{l_{p,j}^2}{n_1^2} D_{l_1}^2 U_1^* X (l_{p,j} I - \tilde{F})^{-1} X^* U_1 D_{l_2}^2.
\]

Moreover, the \( \Omega_M(\lambda, X, Y) \) is defined as

\[
\Omega_M(\lambda, X, Y) = \sum_{j=1}^5 \Omega_{M,j}(\lambda, X, Y),
\]

where

\[
\Omega_{M,1}(\lambda, X, Y) = \sqrt{p} V_1^* (\hat{S}_2 - I) V_1
\]

\[
\Omega_{M,2}(\lambda, X, Y) = \frac{\sqrt{p} \lambda}{n_2} \left\{ \text{tr}(\lambda I - \tilde{F})^{-1} I - \frac{1}{n_2} V_1^* YY^* V_2 Q^{-\frac{1}{2}} (\lambda I - \tilde{F})^{-1} Q^{-\frac{1}{2}} V_2^* YY^* V_1 \right\}
\]

\[
\Omega_{M,3}(\lambda, X, Y) = \frac{\sqrt{p}}{n_1 \lambda} D_{l_1}^2 \left[ \frac{\lambda}{n_1} \left\{ \text{tr}(\lambda I - \tilde{F})^{-1} I - U_1^* X (\lambda I - \tilde{F})^{-1} X^* U_1 \right\} \right] D_{l_2}^2
\]

\[
\Omega_{M,4}(\lambda, X, Y) = \frac{\sqrt{p}}{n_1 n_2} V_1^* YY^* V_2 Q^{-\frac{1}{2}} (\lambda I - \tilde{F})^{-1} Q^{-\frac{1}{2}} D_{l_1}^2 U_1^* XX^* U_1 D_{l_2}^2
\]

\[
\Omega_{M,5}(\lambda, X, Y) = \frac{\sqrt{p}}{n_1 n_2} D_{l_1}^2 U_1^* XX^* U_2 D_{l_2}^2 Q^{-\frac{1}{2}} (\lambda I - \tilde{F})^{-1} Q^{-\frac{1}{2}} V_2^* YY^* V_1.
\]

Note that the covariance matrix between \( U_1^* X \) and \( V_1^* Y \) is a zero matrix \( 0_{M \times M} \), then according to Lemma 2.7 in [8] and equation (9) in [19]), we also obtain that \( \psi_k \) satisfies the following equation

\[
\psi_k + c_2 \psi_k^2 m(\psi_k) + \psi_k m(\psi_k) \alpha_k = 0,
\]

where \( m(\lambda), m(\lambda) \) are the Stieltjes transforms of the limiting spectral distributions of \( \tilde{F} \) and \( \bar{F} \) defined in (8), respectively.

We establish the invariance principle of the generalized spiked Fisher matrix in the following theorem. The invariance principle implies that the limiting distribution of the spiked eigenvalues of a generalized spiked Fisher matrix remain the same provided that the population distributions satisfy the Assumptions 1–5.

**Theorem 2.1. (Invariance Principle Theorem) Assuming that \((X, Y)\) and \((W, Z)\) are two pairs of double arrays, each of which satisfies Assumptions 1–5, \((X, Y)\) and \((W, Z)\) have the same limiting distribution, provided that one of them has a limiting distribution.**

The proof of Theorem 2.1 is given in Section 6. According to Theorem 2.1, we may assume that \( X \) and \( Y \) are consist of entries with i.i.d. standard normal variables in deriving the limiting distributions of \( B_1(l_{p,j}) \), \( B_2(l_{p,j}) \), and \( \Omega_M(\psi_{n,k}, X, Y) \). Firstly, define \( m_2(\lambda) = \int 1/(\lambda - x)^2 d\tilde{F}(x) \), \( m_2(\lambda) = \int 1/(\lambda - x)^2 d\bar{F}(x) \), where \( \tilde{F}(x) \) and \( \bar{F}(x) \) are the limiting spectral distributions of the matrices \( \tilde{F} \) and \( \bar{F} \), respectively. Then, by the formula \( A^{-1} - B^{-1} = A^{-1}(A - B)B^{-1} \) for any two invertible square matrices \( A \) and \( B \), we obtain that

\[
B_1(l_{p,j}) = \frac{1}{\sqrt{p}} \sum_{k} \left\{ c_2 \psi_{n,k}^3 m_2(\psi_{n,k}) + 2 c_2 \psi_{n,k}^2 m(\psi_{n,k}) \right\} I_M + o(\frac{\psi_{n,k}}{\sqrt{p}});
\]

\[
B_2(l_{p,j}) = \frac{1}{\sqrt{p}} \sum_{k} \left\{ \psi_{n,k}^2 m_2(\psi_{n,k}) + \psi_{n,k} m(\psi_{n,k}) \right\} D_1 + o(\frac{\psi_{n,k}}{\sqrt{p}}),
\]

\[
\Omega_M(\lambda, X, Y) = \sum_{j=1}^5 \Omega_{M,j}(\lambda, X, Y),
\]
Thus, it follows from the equation (7)

\[ 0 = \{ \psi_{n,k} + c_2\psi_{n,k}^2m(\psi_{n,k}) \} I_M + \psi_{n,k}m(\psi_{n,k})D_1 \]

\[ + \frac{1}{\sqrt{p}} \gamma_{kj} \left\{ \psi_{n,k} + c_2\psi_{n,k}^2m_2(\psi_{n,k}) + 2c_2\psi_{n,k}^2m(\psi_{n,k}) \right\} I_M \]

\[ + \left\{ \psi_{n,k}^2m_2(\psi_{n,k}) + \psi_{n,k}m(\psi_{n,k}) \right\} D_1 \]  
\[ + \frac{\psi_{n,k}}{\sqrt{p}} \Omega_M(\psi_{n,k}, X, Y) + o\left( \frac{\psi_{n,k}}{\sqrt{p}} \right). \]

Furthermore, the limiting distribution of \( \Omega_M(\psi_{n,k}, X, Y) \) is derived in the following corollary by replacing the entries in \( X \) and \( Y \) with the i.i.d. standard normal variables. The detailed proof is in Section ??.

**COROLLARY 2.1.** Suppose that both \( X \) and \( Y \) satisfy the Assumptions 1-5, and let

\[ \theta_k = c_2 + c_2^{2}2\psi_{n,k}^2m_2(\psi_{n,k}) + 2c_2\psi_{n,k}m(\psi_{n,k}) + c_1\alpha_2^2m_2(\psi_{n,k}) + 2c_1\alpha_2m_3(\psi_{n,k}), \]

where \( m_3(\lambda) = \int x/(\lambda - x)^2 dF(x) \). Then, it holds that \( \Omega_M(\psi_{n,k}, X, Y) \) tends to a limiting distribution of an \( M \times M \) Hermitian matrix \( \Omega_{\psi_k} \), where \( \theta_k^{-1/2} [\Omega_{\psi_k}]_{kk} \) is Gaussian Orthogonal Ensemble (GOE) for the real case, with the entries above the diagonal being i.i.d. \( N(0,1) \) and the entries on the diagonal being i.i.d. \( N(0,2) \). For the complex case, the \( \theta_k^{-1/2} [\Omega_{\psi_k}]_{kk} \) is Gaussian Unitary Ensemble (GUE), where the diagonal entries are i.i.d. real \( N(0,1) \), and the off diagonal entries are i.i.d. complex \( CN(0,1) \).

**REMARK 2.1.** If the Assumption 4 is weaken to the following Assumption 4’,

\[ \beta_{x,i_1j_1} = \lim_{n \to \infty} \sum_{t=1}^{p} \bar{u}_{t_1i_1}u_{t_2j_1}E\{|x_{11}|^4\delta(|x_{11}| \leq \sqrt{n}) \} - 2q \] < \infty ,

\[ \beta_{y,i_1j_1} = \lim_{n \to \infty} \sum_{t=1}^{p} \bar{v}_{t_1i_1}v_{t_2j_1}E\{|y_{11}|^4\delta(|y_{11}| \leq \sqrt{n}) \} - 2q \] < \infty ,

where \( q = 1 \) for real case and \( 0 \) for complex, \( u_i = (u_{i_1}, \ldots, u_{i_p}) \) is the \( i \)th column of the matrix \( U_1 \) and \( v_j = (v_{j_1}, \ldots, v_{j_p}) \) is the \( j \)th column of the matrix \( V_1 \), then all the conclusions of Corollary 2.1 still holds, but the limiting distribution of \( \Omega_M(\psi_{n,k}, X, Y) \) turns to an \( M \times M \) Hermitian matrix \( \Omega_{\psi_k} = (\omega_{ij}) \), which has the independent Gaussian entries of mean 0 and variance

\[ \text{Cov}(\omega_{i_1j_1}, \omega_{i_2j_2}) = \begin{cases} (q + 1)\theta_k + \beta_{x,i_1}^2 \nu_1 + \beta_{y,i_1}^2 \nu_2, & i_1 = j_1 = i_2 = j_2 = i; \\
\theta_k + \beta_{x,i_1j_2}^2 \nu_1 + \beta_{y,i_1j_2}^2 \nu_2, & i_1 = i_2 = i \neq j_1 = j_2 = j; \\
\beta_{x,i_1j_2}^2 \nu_1 + \beta_{y,i_1j_2}^2 \nu_2, & \text{other cases.} \end{cases} \]

Here \( \theta_k \) is defined in (12), \( \nu_1 = c_1\alpha_2^2m_2(\psi_{n,k}) \) and \( \nu_2 = c_2\{1 + c_2\psi_{n,k}m(\psi_{n,k})\}^2 \).

The proof of this remark is given in Section ???. In the case of Assumption 4’, a partial invariance principle theorem may be required in the calculation of Remark 2.1, which only replaces \( U_1^*X, V_2^*Y \) by \( U_2^*W \) and \( V_2^*Z \) as column to column, respectively, but keeps \( U_1^*X, V_1^*Y \) unchanged. Due to space constraints, we opt to omit the details of the partial invariance principle theorem here, and these can be further refined in future work. This remark is used in the simulations of Case I under non-Gaussian assumptions.
3. CLT for generalized spiked Fisher matrices. We employ the invariance principle to show the CLT for the spiked eigenvalues of a generalized spiked Fisher matrix \( F \). As mentioned in Proposition 2.1, a packet of \( m_k \) consecutive sample eigenvalues \( \{ l_{p,j}(F), j \in \mathcal{J}_k \} \) converge to a limit \( \rho_k \) laying outside the support of the limiting spectral distribution (LSD) of \( F \). To improve the CLT in [33], we consider a more general spiked Fisher matrix, \( F \), in (3) and the renormalized random vector.

\[
\gamma_k = (\gamma_{kj}, j \in \mathcal{J}_k) := \left( \sqrt{\beta}\left\{ \frac{l_{p,j}(F)}{\psi_n(\alpha_k)} - 1 \right\}, j \in \mathcal{J}_k \right).
\]

Then, the CLT for the renormalized random vector \( \gamma_k \) is provided in the following theorem.

**Theorem 3.1.** Suppose that Assumptions 1–5 hold. For each distinct spiked eigenvalue \( \alpha_k \) (i.e., \( \psi'(\alpha_k) > 0 \), [19]) with multiplicity \( m_k \), the \( m_k \)-dimensional real vector \( \gamma_k \) defined in (13) converges weakly to the joint distribution of the \( m_k \) eigenvalues of Gaussian random matrix \( -[\Omega_{\psi_k}]_{kk}/\phi_k \), where \( \phi_k = 1 + c_2 \psi_k^2 m_2(\psi_k) + 2c_2 \psi_k m(\psi_k) + \alpha_k \psi_k m_2(\psi_k) + \alpha_k m(\psi_k) \) and \( \psi_k^2 m_2(\psi_k) \) is the limit of \( \psi_{n,k}^2 m_2(\psi_{n,k}) \) even if \( \alpha_k \to \infty \). Furthermore, \( \Omega_{\psi_k} \) is defined in Corollary 2.1 and \( [\Omega_{\psi_k}]_{kk} \) is the \( k \)th diagonal block of \( \Omega_{\psi_k} \) corresponding to the indices \( \{i, j \in \mathcal{J}_k\} \).

**Proof.** As shown in Section 2, every sample spiked eigenvalue of \( F \), \( l_{p,j}, j \in \mathcal{J}_k, k = 1, \cdots, K \), satisfies the equation (11). Furthermore, since \( \psi_{n,k} \) satisfies the equation (10), it means that the population spiked eigenvalues \( \alpha_u \) in the \( u \)th diagonal block of \( D_1 \) makes \( \psi_{n,k} + c_2 \psi_{n,k}^2 m(\psi_{n,k}) + \psi_{n,k} m(\psi_{n,k}) \alpha_u \) keep away from 0, if \( u \neq k \); and satisfies \( \psi_{n,k} + c_2 \psi_{n,k}^2 m(\psi_{n,k}) + \psi_{n,k} m(\psi_{n,k}) \alpha_k = 0 \). For non-zero limit of spiked eigenvalue, \( \psi_{n,k} \), each \( k \)th diagonal block of the equation (11) is multiplied \( p^{1/4} \) by rows and columns, respectively. Then, by Lemma 4.1 in [5], it follows from equation (11) that

\[
\gamma_{kj} \psi_{n,k} \{ 1 + c_2 \psi_{n,k}^2 m_2(\psi_{n,k}) + 2c_2 \psi_{n,k} m(\psi_{n,k}) + \alpha_k \psi_{n,k} m_2(\psi_{n,k}) + \alpha_k m(\psi_{n,k}) \} I_{m_k} + \psi_{n,k} [\Omega_M(\psi_{n,k}, X, Y)]_{kk} + o(\psi_{n,k}) = 0,
\]

where \( [\cdot]_{kk} \) is the \( k \)th diagonal block of a matrix corresponding to the indices \( \{i, j \in \mathcal{J}_k\} \). According to the Skorokhod strong representation in [31, 16], it follows that the convergence of \( \Omega_M(\psi_{n,k}, X, Y) \) and (11) can be achieved simultaneously in probability 1 by choosing an appropriate probability space.

Let \( \phi_k = 1 + c_2 \psi_{n,k}^2 m_2(\psi_{n,k}) + 2c_2 \psi_{n,k} m(\psi_{n,k}) + \alpha_k \psi_{n,k} m_2(\psi_{n,k}) + \alpha_k m(\psi_{n,k}) \). The equation (14) arrives at \( \gamma_{kj} \phi_k I_{m_k} + [\Omega_{\psi_k}]_{kk} + o(1) = 0 \). Thus, it is obvious that, \( \gamma_{kj} \) asymptotically satisfies the following equation

\[
\gamma_{kj} \cdot \phi_k I_{m_k} + [\Omega_{\psi_k}]_{kk} = 0,
\]

where \( \Omega_{\psi_k} \) is an \( M \times M \) Hermitian matrix, being the limiting distribution of \( \Omega_M(\psi_{n,k}, X, Y) \).

Therefore, by the equation (15), the \( m_k \)-dimensional real vector \( \{ \gamma_{kj}, j \in \mathcal{J}_k \} \) converges weakly to the distribution of the \( m_k \) eigenvalues of the Gaussian random matrix \( -[\Omega_{\psi_k}]_{kk}/\phi_k \) for each distinct spiked eigenvalue. The distribution of \( \Omega_{\psi_k} \) is detailed in Corollary 2.1. Then, the CLT for each distinct spiked eigenvalue of a generalized spiked Fisher matrix is established.
REM A R K 3.1. Suppose that \( \mathbf{X}, \mathbf{Y} \) satisfy Assumptions 1, 2, 3 and 5, but Assumption 4 is weakened to Assumption 4’ in Remark 2.1. Then all the conclusions of Theorem 3.1 still hold, but the limiting distribution of \( \Omega_M(\psi_{n,k}, \mathbf{X}, \mathbf{Y}) \) tends to an \( M \times M \) Hermitian Gaussian matrix \( \Omega_{\phi_k} = (\omega_{st}) \) whose variances and covariances are defined in Remark 2.1.

4. Applications. In this section, we present two applications of Theorem 3.1 in the linear regression model and statistical signal processing. First one is to derive the theoretical power of Roy Maximum Root test in linear regression model, the other is applied to the signal detection in wireless communication.

4.1. Linear regression model. Consider a \( p \)-dimensional linear regression model

\[
\mathbf{w}_i = \mathbf{Bz}_i + \varepsilon_i, \quad i = 1, \ldots, n,
\]

where \( \varepsilon_i, i = 1, \ldots, n \) is a sequence of independent and identically distributed normal error vector \( \mathcal{N}_p(0, \Sigma) \), \( \mathbf{B} \) is a \( p \times q_0 \) regression matrix, and \( (\mathbf{z}_i)_i, \ldots, n \) a sequence of known regression variables of dimension \( q_0 \). In this section, assume that \( n \geq p + q_0 \) and the rank of \( \mathbf{Z} = (\mathbf{z}_1, \ldots, \mathbf{z}_n) \) is \( q_0 \).

Define a block decomposition \( \mathbf{B} = (\mathbf{B}_1, \mathbf{B}_2) \) with \( q_1 \) and \( q_2 \) columns, respectively \( q_0 = q_1 + q_2 \). Partition the regression variables \( \{\mathbf{z}_i\} \) accordingly as in \( \mathbf{z}_i = (\mathbf{z}_i', \mathbf{z}_i'')' \).

Consider to test hypothesis that

\[
\mathcal{H}_0: \mathbf{B}_1 = \mathbf{B}_1^0 \text{ v.s. } \mathcal{H}_1: \mathbf{B}_1 \neq \mathbf{B}_1^0,
\]

where \( \mathbf{B}_1^0 \) is a known matrix. Roy in [30] proposed \( \lambda_1 \), the maximum eigenvalue of \( \mathbf{H}\mathbf{G}^{-1} \), to test on linear regression hypothesis (17), where

\[
\mathbf{G} = n\hat{\Sigma} = \sum_{i=1}^n (\mathbf{w}_i - \hat{\mathbf{Bz}}_i)(\mathbf{w}_i - \hat{\mathbf{Bz}}_i)', \quad \mathbf{H} = (\hat{\mathbf{B}_1} - \mathbf{B}_1^0)A_{11:2}(\hat{\mathbf{B}_1} - \mathbf{B}_1^0)',
\]

\( \hat{\mathbf{B}} \) is the maximum likelihood estimators of \( \mathbf{B} \), \( \hat{\mathbf{B}}_1 \) denotes as the former \( q_1 \) columns of \( \hat{\mathbf{B}} \), and \( A_{11:2} = \sum_{i=1}^n \mathbf{z}_i\mathbf{z}_i' - \sum_{i=1}^n \mathbf{z}_i\mathbf{z}_i'\left(\sum_{i=1}^n \mathbf{z}_i\mathbf{z}_i'\right)^{-1} \sum_{i=1}^n \mathbf{z}_i\mathbf{z}_i'\). The distribution of \( \lambda_1 \) can be obtained from the joint density by the integration over the supporting set of all eigenvalues. Roy in [29] developed a method of integration and gave the distribution of \( \lambda_1/(1 + \lambda_1) \) when \( p = 2 \). However, the integration is more difficult than that for the density of the roots of \( \mathbf{H}\mathbf{G}^{-1} \) with the increasing the dimensionality. By Lemmas 8.4.1 and 8.4.2 in [1], it is known that \( \mathbf{G} \sim W_p(\Sigma, n - q_0), \) \( \mathbf{H} \sim W_p(\Sigma, q_1), \) and they are independent on each other under the Gaussian assumption. So \( (n - q_0)q_1^{-1}\mathbf{H}\mathbf{G}^{-1} \) can be viewed as a generalized spiked Fisher matrix. Consider the large-dimensional setting

\[
\tilde{c}_{n_1} = p/q_1 \rightarrow \tilde{c}_1 \in (0, \infty), \quad \tilde{c}_{n_2} = p/(n - q_0) \rightarrow \tilde{c}_2 \in (0, 1).
\]

As shown in [17], the largest root of \( (n - q_0)q_1^{-1}\mathbf{H}\mathbf{G}^{-1} \), \( l_{p,1} = (n - q_0)q_1^{-1}\lambda_1 \), follows the Tracy-Widom law under the null hypothesis. Its rejection region at the 0.05 significance level is

\[
\{l_{p,1} > \psi_0 + \sigma_{tw}C_{0.95}\},
\]

where \( h^2 = \tilde{c}_1 + \tilde{c}_2 - \tilde{c}_1\tilde{c}_2 \), \( \psi_0 = (1 + h)^2(1 - \tilde{c}_2)^{-2} \) is the limit of the largest root under the null hypothesis and \( C_{0.95} \) is the 95th percentile of the Tracy-Widom distribution.

The value of \( \sigma_{tw} \) is given by several trigonometric equations in [17]. In order to give a simpler expression, [33] provided a result according to [17]. Their result is only related to one of sample sizes and the dimensionality. Thus, we compared the results of the two and
found that they were not the same. Therefore, we recompute the value of $\sigma_{tw}$ according to \cite{17} and provide a simpler expression as follows, which is identical with the one in \cite{17}, i.e.

$$
\sigma_{tw}^2 = \frac{\bar{c}_1^2 (\bar{c}_1 + h)^4 (\bar{c}_1 + \bar{c}_2)^6}{(n - q_0 + q_1)^2 h \sigma^2 \{ (\bar{c}_1 + \bar{c}_2)^2 - \bar{c}_2 (\bar{c}_1 + h)^2 \}^4}.
$$

Based on the rejection region (19), Theorem 3.1 is applied to derive the asymptotic distribution of $l_{p,1}$ and provide the power function under the alternative hypothesis, which is detailed as below.

**THEOREM 4.1.** For testing hypothesis (17), if the large-dimensional limiting scheme (18) holds, then the asymptotic distribution of the largest sample eigenvalue of $(n - q_0)q_1^{-1} \mathbf{H} \mathbf{G}^{-1}$, $l_{p,1}$, is

$$
\Lambda_1 = \sqrt{n} \left( \frac{l_{p,1}}{\psi_{n,1}} - 1 \right) / \sigma_1 \Rightarrow \mathcal{N}(0,1), \text{ under } \mathcal{H}_1,
$$

where $\sigma_1^2 = 2\theta_1 / \phi^2$ for the general real case with Assumption 4 and $\sigma_1^2 = (2\theta_1 + \beta_{1,iii} \nu_1 + \beta_{p,1,ii} \nu_2) / \phi^2$ for the case with Assumption 4’ instead. Then, the power of Roy Maximum Root test on linear regression hypothesis is calculated by

$$
power = \Phi \left( - \sqrt{n} \left( \psi_0 + \sigma_{tw} C_{0.95} - \psi_{n,1} \right) / \psi_{n,1} \sigma_1 \right),
$$

where $C_{0.95}$ is 95% quantile of Tracy-Widom distribution and $\Phi$ is standard Gaussian distribution.

In practice, $\psi_{n,1}, \sigma_1$ in the asymptotic distribution (20) is involved with the unknown population largest spike $\alpha_1$ and the LSD of $(n - q_0)q_1^{-1} \mathbf{H} \mathbf{G}^{-1}$, so we provide some estimations to calculate the estimated test statistic $\hat{\Lambda}_1$ instead of $\Lambda_1$ in (20) as follows.

First, for the population spike $\alpha_1$, it follows by the first equation in (10) that the equation

$$
1 + \bar{c}_2 l_{p,1} m(l_{p,1}) + m(l_{p,1}) \alpha_1 = 0
$$

holds approximately. So we get the estimation of $\alpha_1$,

$$
\hat{\alpha}_1 = \frac{1 + \bar{c}_2 l_{p,1} m(l_{p,1})}{m(l_{p,1})},
$$

where $m(l_{p,1})$ and $\bar{m}(l_{p,1})$ can be estimated by

$$
\hat{m}(l_{p,1}) = \frac{1}{p - |\mathcal{J}_1|} \sum_{i \notin \mathcal{J}_1} (l_{p,i} - l_{p,1})^{-1} \quad \text{and} \quad \bar{m}(l_{p,1}) = \frac{1}{l_{p,1}} - \frac{\bar{c}_1}{l_{p,1}} + \bar{c}_1 \bar{m}(l_{p,1}),
$$

respectively, with $r_i$ and $\mathcal{J}_1$ defined as $r_i = |l_{p,i} - l_{p,1}| / |l_{p,1}|$ and $\mathcal{J}_1 = \{ i \in (1, \cdots, p) : r_i \leq 0.2 \}$. The set $\mathcal{J}_1$ is selected to avoid the effect of multiple roots and make the estimator more accurate. The constant 0.2 is a more suitable threshold value according to our simulated results. Moreover, the following estimators may be used to calculate $\psi_{n,1}$ and $\sigma_1$.

$$
\hat{\psi}_{n,1} = \psi(\hat{\alpha}_1);
$$

$$
\hat{m}(\psi_{n,1}) = \frac{1}{p} \sum_{i \in \mathcal{J}_1} (l_{p,i} - \hat{\psi}_{n,1})^{-1}; \quad \bar{m}(\psi_{n,1}) = -\frac{1 - \bar{c}_1}{\psi_{n,1}} + \bar{c}_1 \bar{m}(\hat{\psi}_{n,1});
$$
We define the Fisher matrix
\[
\hat{\Sigma} = \frac{1}{m} \sum_{i=1}^{m} (X_i - \hat{\mu}_i)(X_i - \hat{\mu}_i)^T
\]
In engineering, one can have additional independent noise-only observations
\[
\text{(23)}
\]
A fundamental task in signal processing is to test
\[
\text{H}_0 : \mathbf{A} = 0 \quad \text{v.s.} \quad \text{H}_1 : \mathbf{A} \neq 0.
\]
In engineering, one can have additional independent noise-only observations
\[
\text{(24)}
\]
We define the Fisher matrix
\[
\text{(25)}
\]
and use the symbols \(l_1\) and \(\beta_1\) to denote the largest eigenvalue of \(\mathbf{F}\) and \(\Sigma^{-1}(\mathbf{AA}^* + \Sigma)\), respectively. We use the statistic \(l_1\) to test the hypothesis (23). According to [17], \(l_1\) after scaling tends to Tracy-Widom law under the null hypothesis \(\mathbf{A} = 0\). By (20), we conclude the theoretical power for correlated noise detection as
\[
\text{(26)}
\]
where the notations defined similar to Theorem 4.1. It is worth pointing out that Theorem 7.1 in [33] is a special case of (26).

5. Simulation Study. We first conduct simulation to compare the performance of the limiting distribution for the two-sample spiked model with the one derived in [33].

5.1. Simulations for Section 3. We consider two scenarios:

Case I: The matrix \(\mathbf{T}_p^*\mathbf{T}_p\) is taken to be a finite-rank perturbation of an identity matrix \(\mathbf{I}_p\), where \(\Sigma_2 = \mathbf{I}_p\) and \(\Sigma_1\) is an identity matrix with the spikes \((20, 0.2, 0.1)\) of the multiplicity \((1, 2, 1)\) in the descending order and thus \(K = 3\) and \(M = 4\) as proposed in [33].

Case II: The matrix \(\mathbf{T}_p^*\mathbf{T}_p\) is a general positive definite matrix, but not necessary with diagonal blocks independence assumption. It is designed as below: \(\Sigma_2 = \mathbf{I}_p\) and \(\Sigma_1 = \mathbf{U}_0\mathbf{A}\mathbf{U}_0^*\), where \(\mathbf{A}\) is a diagonal matrix consisting of the spikes \((20, 0.2, 0.1)\) with multiplicity \((1, 2, 1)\) and the other eigenvalues being 1 in the descending order. Let \(\mathbf{U}_0\) be equal to the matrix composed of eigenvectors of the \(p \times p\) matrix \((\rho^{i-j})_{i,j=1,...,p}\) with \(\rho = 0.5\).
For each scenario, we first consider two populations as following: In the first population, $x_{ij}$ and $y_{ij}$ are both i.i.d. samples from $N(0, 1)$. In the second population, $x_{ij}$ and $y_{ij}$ are i.i.d. samples from $P(x_{ij} = \pm 1) = P(y_{ij} = \pm 1) = 1/2$. Thus, $E|x_{ij}|^4 = E|y_{ij}|^4 = 1$. This aims to illustrate the invariance principle of large-dimensional spiked Fisher matrices.

To further demonstrate the CLT derived in Section 3 is valid for a distribution with infinite fourth moments under Assumption 4, we generate i.i.d. samples $x_{ij}$ and $y_{ij}$ from $2^{-1/2}t(4)$ population distribution under the setting of Case II, hence, $E|x_{ij}| = E|y_{ij}| = 0$, $E|x_{ij}^2| = E|y_{ij}^2| = 1$, while the fourth moments of $x_{ij}, y_{ij}$ are infinite. Since Assumptions 4' for the CLT derived in Section 3 is not met in the distribution $t(4)$ under the setting of Case I, then the new CLT does not hold for $t(4)$ with Case I. Furthermore, the limiting distribution for the two-sample spiked model derived in [33] is not applicable for $t(4)$ either. Thus, we examine the performance of the newly derived limiting distribution only. In this simulation, we set $p = 200$, $n_1 = 1000$ and $n_2 = 400$, and we conduct 1000 replications for each case.

For Case I, Remark 3.1 may be applied. For the largest and least single population spikes $\alpha_1 = 20$ and $\alpha_3 = 0.1$, the following CLTs are obtained,

$$\gamma_k = \sqrt{p - 4}\left(\frac{t_{p,j}(F)}{\psi_{n,k}} - 1\right) \rightarrow N(0, \sigma_k^2),$$
where \( j = 1 \) for \( k = 1 \) and \( j = p \) for \( k = 3 \), \( \psi_{n,1} = 42.667, \sigma_2^2 = 2.383 \) and \( \psi_{n,3} = 0.0737, \sigma_3^2 = 1.343 \) under the Gaussian Assumption; meanwhile, \( \sigma_1^2 = 1.116 \) and \( \sigma_2^2 = 0.180 \) for the distribution with binary outcome. To make it more accurate, we use \( p - M \) instead of \( p \) in the calculation.

For the spikes \( \alpha_2 = 0.2 \) with multiplicity 2, we consider the sample eigenvalue \( l_{1,p-1} \), \( l_{1,p-2} \), and obtain that the two-dimensional random vector

\[
\gamma_2 = (\gamma_{21}, \gamma_{22})' = \left( \sqrt{p - 4 \left( \frac{l_{p,p-2}(F)}{\psi_{n,2}} \right)}, \sqrt{p - 4 \left( \frac{l_{p,p-1}(F)}{\psi_{n,2}} \right)} - 1 \right)'
\]

converges to the eigenvalues of random matrix \(-[\Omega_{\psi_2}]_{22}/\phi_k\), where \( \psi_{n,2} = 0.133 \), \( \phi_k = 1.439 \) for the spike \( \alpha_2 = 0.2 \). Furthermore, the matrix \([\Omega_{\psi_2}]_{22}\) is a 2 \times 2 symmetric matrix.
Case I

FIG 2. Histograms of standardized estimated eigenvalues over 1000 simulation when $P(x_{ij} = \pm 1) = P(y_{ij} = \pm 1) = 1/2$. Caption is the same as that in Figure 1.

Case II

FIG 3. Histograms of standardized estimated eigenvalues over 1000 simulations under Case II when $x_{ij}$ and $y_{ij}$ follow the $2^{-1/2}t(4)$. Caption is the same as that in Figure 1.
with the independent Gaussian entries, of which the \((s, t)\) element has mean zero and the variance given by \(\text{var}(w_{st}) = 1.163\) if \(s \neq t\) and \(\text{var}(w_{st}) = 2.326\) if \(s = t\) under the Gaussian Assumption. All the results are the same except \(\text{var}(w_{st}) = 0.502\) if \(s = t\) under the second population (i.e. binary outcomes). Under Case II, it follows by Theorem 3.1 that the asymptotical means and covariances for all the three distributions considered in this simulation are the same as the ones of Case I under Gaussian assumption, even if the population fourth moments are infinite, such as \(t(4)\).

Let \(F(u)\) be the cumulative distribution function (cdf) of a random variance \(U\), and \(F_n(u)\) be its empirical cdf based on a sample \(u_1, \ldots, u_n\). Define Kolmogorov-Smirnov (KS) statistic as follows:

\[
KS = \sum_u |F_n(u) - F(u)|
\]

In our simulation, we set \(F(u)\) to be the cdf of \(N(0, 1)\), and \(U\) be the standardized estimated eigenvalues of the generalized spiked Fisher matrix. We evaluate \(F_n(u)\) based on 1000 simulations.

Table 1 depicts the nine typical percentiles of the empirical distributions of the standardized estimated eigenvalues, in which the \(\psi_{n,k}\) and \(\sigma_k^2\) were calculated by two methods: one is derived in Theorem 3.1, and the other one is derived in [33], to compare the finite sample properties of our method and Wang and Yao’s method [33]. The corresponding KS statistics of the two methods are also reported in Table 1. To see the overall pattern of the empirical distributions of the estimated spiked eigenvalues, we present their histograms based on 1000 simulations along with the kernel density estimate and asymptotic limiting distributions in Figures 1–3.

Figure 1 depicts the histograms and kernel density estimate of estimated eigenvalues when \(x_{ij}\) and \(y_{ij}\) follow \(N(0, 1)\). From Figure 1, we can see that under Gaussian population, both the empirical distributions of our method and Wang and Yao’s method are close to the asymptotical ones. This is further confirmed by the top panel of Table 1. The KS statistics of \(\hat{\gamma}_1\) for Cases I and II and \(\hat{\gamma}_3\) for Case II are very close for the two methods. Our newly proposed method has much smaller KS statistics than Wang and Yao’s method.

Figure 2 depicts the histograms and kernel density estimate of estimated eigenvalues when \(P(x_{ij} = \pm 1) = P(y_{ij} = \pm 1) = 1/2\). Figure 2 clearly indicates that our method works well for both Case I and II, while Wang and Yao’s method works well for Case I, but not for Case II. The middle panel of Table 1 also delivers the same message. Except for \(\hat{\gamma}_1\) in Case I, our method has much smaller KS statistics than Wang and Yao’s method. For the percentiles, it seems that Wang and Yao’s method has more spreading-out percentile. This implies it has larger variance.

Figure 3 depicts the histograms and kernel density estimate of estimated eigenvalues when \(x_{ij}\) and \(y_{ij}\) follow \(2^{-1/2} t(4)\). Figure 3 looks similar to the histograms for Case II in Figure 1. This implies that our method works well when the fourth moment of population distribution is unbounded. This can be further confirmed by comparing the bottom panel of Table 1 and the corresponding ones in the top panel of Table 1.

5.2. Numerical for Section 4. In this section, we conduct numerical study to compare the newly proposed test procedure for (17) in Section 4 with the corrected likelihood ratio test (CLRT) proposed by [4]. The simulation results for signal detections in Section 4.2 are similar to those for (17), we opt to omit them here to save space.

For testing hypothesis (17), we generate the elements of \(B_2\) be from \(N(1, 1)\) for each simulation. Under the null hypothesis, we set \(B_1 = 0\), while under the alternative hypothesis,
half of the entries in the first column of $B_1$ were generated from $\mathcal{N}(0.5, 1)$ and the rest are zeros. Assume that the errors $\varepsilon_i$ in (16) follows $\mathcal{N}(0, I_p)$. All elements of $z_i$ in the model are independent and identically distributed and are sampled from $\mathcal{N}(1, 0.5)$.

We consider two cases: $q_1/q_0 = 0.8$ and $q_1/q_0 = 0.2$. For each case, set $p = 50, 100, 200, \tilde{c}_1 = 0.5, 2, 5$ and $\tilde{c}_2 = 0.2, 0.5, 0.8$. The limiting null distribution of Roy’s test $\lambda_1(H G^{-1})$ follows the Tracy-Widom law for $\tilde{c}_1/\tilde{c}_2 \lambda_1$ proposed by [17]. In order to avoid the calculation of the complex integral in the Tracy-Widom law, we derive the explicit expressions of the Tracy Widom law for $\tilde{c}_1/\tilde{c}_2 \lambda_1$ by Theorem 1.12 in [3] based on the functional relationship of canonical correlation matrix and Fisher matrix. Then we report both empirical sizes and powers with 1000 replications at a significance level $\alpha = 0.05$. The simulation results are summarized in the Tables 2.

The simulation illustrates that the limiting distribution of the Roy test in the linear regression model provides good sizes and powers in our simulation settings. Table 2 shows that the Roy’s test in this simulation setting seems to be more powerful than the CLRT. As seen from Table 2, the powers of the Roy test rapidly increases to 1 as the sample size increase. For instance, for the case of $q_1/q_0 = 0.2$, $p = 50, \tilde{c}_1 = 2, \tilde{c}_2 = 0.8$ (i.e., $p = 50, n = 187, q_0 = 125, q_1 = 25$), the power is 0.547 and increases to 0.996 for the case of $q_1/q_0 = 0.2$, $p = 50, \tilde{c}_1 = 2, \tilde{c}_2 = 0.5$ (i.e., $p = 50, n = 225, q_0 = 125, q_1 = 25$). In general, both the Roy’s test and the CLRT are expected to have good sizes, but our approach has higher powers in most cases. It is worth to noting that the CLRT cannot obtain the sizes and powers in the large-dimensional setting, since the log-likelihood ratio involved in the test statistic is approaching infinity for such cases. The limiting distribution derived in Section 4

| $q_1/q_0 = 0.2$ | $q_1/q_0 = 0.8$ |
|-----------------|-----------------|
| $c_1 = 5, c_2 = 0.8$; | $c_1 = 5, c_2 = 0.5$; | $c_1 = 5, c_2 = 0.2$; | $c_1 = 2, c_2 = 0.8$; | $c_1 = 2, c_2 = 0.5$; | $c_1 = 2, c_2 = 0.2$; | $c_1 = 0.5, c_2 = 0.8$; | $c_1 = 0.5, c_2 = 0.5$; | $c_1 = 0.5, c_2 = 0.2$; |
| $p$ | New CLRT | Power | New CLRT | Power | New CLRT | Power | New CLRT | Power |
|-----|----------|-------|----------|-------|----------|-------|----------|-------|
| 50  | 0.053    | 0.058 | 0.815    | 0.632 | 0.054    | 0.069 | 0.985    | 0.794 |
| 100 | 0.043    | 0.053 | 1        | 0.935 | 0.051    | 0.046 | 1        | 0.899 |
| 200 | 0.048    | N.A.  | 1        | N.A.  | 0.051    | N.A.  | 1        | N.A.  |
| 50  | 0.043    | 0.057 | 1        | 0.998 | 0.051    | 0.049 | 1        | 1     |
| 100 | 0.047    | 0.058 | 1        | 1     | 0.040    | 0.059 | 1        | 1     |
| 200 | 0.039    | N.A.  | 1        | N.A.  | 0.044    | N.A.  | 1        | N.A.  |
| 50  | 0.034    | 0.044 | 1        | 1     | 0.030    | 0.055 | 1        | 1     |
| 100 | 0.038    | 0.049 | 1        | 1     | 0.043    | 0.052 | 1        | 1     |
| 200 | 0.030    | N.A.  | 1        | N.A.  | 0.042    | N.A.  | 1        | N.A.  |

### Table 2

**Empirical sizes and powers**

| $c_1 = 5, c_2 = 0.5$; | $c_1 = 5, c_2 = 0.2$; | $c_1 = 2, c_2 = 0.8$; | $c_1 = 2, c_2 = 0.5$; | $c_1 = 2, c_2 = 0.2$; | $c_1 = 0.5, c_2 = 0.8$; | $c_1 = 0.5, c_2 = 0.5$; | $c_1 = 0.5, c_2 = 0.2$; |
|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| $p$ | New CLRT | Power | New CLRT | Power | New CLRT | Power | New CLRT | Power |
|-----|----------|-------|----------|-------|----------|-------|----------|-------|
| 50  | 0.042    | 0.056 | 0.547    | 0.461 | 0.051    | 0.058 | 0.838    | 0.598 |
| 100 | 0.041    | 0.043 | 0.998    | 0.680 | 0.052    | 0.058 | 1        | 0.752 |
| 200 | 0.057    | N.A.  | 0.957    | 0.628 | 0.055    | N.A.  | 1        | N.A.  |
| 50  | 0.035    | 0.053 | 0.996    | 0.803 | 0.042    | 0.048 | 1        | 0.988 |
| 100 | 0.052    | 0.056 | 1        | 0.995 | 0.041    | 0.052 | 1        | 1     |
| 200 | 0.050    | N.A.  | 1        | N.A.  | 0.031    | N.A.  | 1        | N.A.  |
| 50  | 0.041    | 0.062 | 1        | 1     | 0.041    | 0.046 | 1        | 1     |
| 100 | 0.038    | 0.068 | 1        | 1     | 0.043    | 0.038 | 1        | 1     |
| 200 | 0.047    | N.A.  | 1        | N.A.  | 0.038    | N.A.  | 1        | N.A.  |
can still be used to calculate the empirical powers even with the increasing dimension, while the CLRT fails when $p = 200$. 
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