CDGNet: A Cross-Time Dynamic Graph-based Deep Learning Model for Traffic Forecasting
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ABSTRACT
Traffic forecasting is important in intelligent transportation systems of webs and beneficial to traffic safety, yet it is very challenging because of the complex and dynamic spatio-temporal dependencies in real-world traffic systems. Prior methods use the pre-defined or learnable static graph to extract spatial correlations. However, the static graph-based methods fail to mine the evolution of the traffic network. Researchers subsequently generate the dynamic graph for each time slice to reflect the changes of spatial correlations, but they follow the paradigm of independently modeling spatio-temporal dependencies, ignoring the cross-time spatial influence. In this paper, we propose a novel cross-time dynamic graph-based deep learning model, named CDGNet, for traffic forecasting. The model is able to effectively capture the cross-time spatial dependence between each time slice and its historical time slices by utilizing the cross-time dynamic graph. Meanwhile, we design a gating mechanism to sparse the cross-time dynamic graph, which conforms to the sparse spatial correlations in the real world. Besides, we propose a novel encoder-decoder architecture to incorporate the cross-time dynamic graph-based GCN for multi-step traffic forecasting. Experimental results on three real-world public traffic datasets demonstrate that CDGNet outperforms the state-of-the-art baselines. We additionally provide a qualitative study to analyze the effectiveness of our architecture.

CCS CONCEPTS
• Information systems → Spatial-temporal systems; • Computing methodologies → Neural networks.
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1 INTRODUCTION
Traffic forecasting is important for traffic management and dispatch, which is the most challenging task in Intelligent Transportation Systems (ITS) of webs [10]. The task aims to predict the traffic condition, e.g., traffic speed, volume, and consumption of vehicles, through the recorded historical traffic states [11, 21, 24]. Traffic forecasting is challenging because of its complex and dynamic spatio-temporal dependencies in real-world road networks. Researchers dive into the task for decades and many methods are proposed. Traditional statistical methods such as Auto-Regressive Integrated Moving Average (ARIMA) [36] and Kalman filtering [35] usually rely on the stationary assumption, which is often violated by the traffic data. Shallow machine learning methods [32, 37] and some deep learning methods [13, 43] capture the temporal dependence of sensors individually and ignore the complex spatial dependence. Consequently, [41, 42] integrate the convolution neural networks (CNNs) [15] into recurrent neural networks (RNNs) [29] to capture spatio-temporal dependencies simultaneously. However, CNNs restrict the model to process 2D-grid structures (e.g., images and videos), and do not consider non-Euclidean correlations dominated by irregular road networks. Graph convolution networks (GCNs) [18] achieve splendid success in handling non-Euclidean data. As shown in Figure 1a, 1b, and 1c, we divide existing graph-based models into three categories according to the graph generation style, and all of them follow the paradigm of independently modeling spatio-temporal dependencies, i.e., they use graph neural networks to capture the internal spatial dependence of each time slice and univariate time series networks to capture the temporal dependence of each sensor. 1) Pre-defined static graph generated according to the fixed prior graph knowledge and used for all time slices. [21, 24, 40] combine the pre-defined static graph-based GCN with univariate time series models such as temporal convolution networks (TCNs) [3] and RNNs to perform spatio-temporal prediction on non-Euclidean data. 2) Learnable static graph generated from the back-propagation through the data-driven manner is used for all time slices. [2, 38] use the learned graph to avoid the bias caused by prior knowledge.
3) Dynamic graph generated according to the temporal feature of each time slice. [44] uses the spatial self-attention to dynamically calculate edge weights for the graph of each time slice and [16] learns the graph for each time slice.

Although dynamic graph-based methods achieve outstanding performance in traffic forecasting, they still have some shortcomings. 1) They calculate correlations between each pair of sensors and generate the complete graph to capture the spatial dependence, which is contrary to sparse spatial correlations of road networks in the real world [30]. Thus, messages will transmit by two unrelated sensors, which brings negative samples of edge to GCNs and decrease the accuracy of the forecast. 2) The impact of events will take a certain amount of time to spread to other areas in the road network, resulting in a lag in spatial dependence. For instance, traffic jams in the morning and evening rush hours will last for a long time and will affect the surrounding roads for a period in the future. Therefore, we need to extract not only the internal spatial dependence in each time slice but also the inter-spatial dependence between each time slice and its historical time slices for traffic forecasting. However, previous methods follow the paradigm of individually capturing the spatial dependence of each time slice. They ignore the continuity and hysteresis of the spatial impact and thus fail to capture the correct spatial dependence.

In this paper, we propose a cross-time dynamic graph-based deep learning model, named CDGNet, for traffic forecasting. As shown in Figure 1d, the cross-time dynamic graph generated by our model can capture not only the intra-spatial dependence in each time slice but also the inter-spatial dependence across different time slices. When using a cross-time graph-based GCN (CDGCN), the historical spatio-temporal dependencies can be captured, unlike using the univariate time series network to capture only the historical temporal dependence. Additionally, we design a gating mechanism to sparse the cross-time dynamic graph in our model to ensure that each sensor will not be disturbed by sensors with opposite temporal patterns during the training process, which further enhances the robustness of our model. Finally, we design a novel encoder-decoder architecture to incorporate the cross-time graph-based GCN and perform multi-step traffic forecasting. The performance of long-term and short-term prediction in our model is balanced, because our architecture does not produce accumulative errors like the dynamic decoding in RNNs and does not utilize the transform attention like GMAN [44]. The contribution of this paper can be summarized as:

- We propose the cross-time dynamic graph and utilize the cross-time dynamic graph-based GCN (CDGCN) to capture the intra and inter spatial dependence. To the best of our knowledge, CDGCN is the first network of traffic forecasting that considers the cross-time spatial dependence.
- CDGNet, a novel cross-time dynamic graph-based deep learning model, which integrates the CDGCN into an novel encoder-decoder architecture to forecast multi-step traffic speed.
- Experiments on three real-world traffic datasets are conducted to evaluate the performance of our model and verify the effectiveness of each component in our model. Results show that our model outperforms the accuracy of state-of-the-art baselines.

2 RELATED WORKS
2.1 Graph Convolution Network

Recently, graph convolution networks (GCNs) and subsequent variants achieve state-of-the-art results in various application areas, including but not limited to social networks [17], multivariate time series forecasting [5], and natural language processing [39]. GCNs are an efficient variant of CNNs on graphs. At first, GCNs [4] need to calculate the eigen-decomposition of the Laplacian matrix, which consumes enormous computing resources. [8, 18] propose to use the k-order polynomial approximation as the spectral filter to update graph representations. Later works [1, 6] use the residual connection and the feature selection to increase the depth of GCNs and delay the occurrence of over-smoothing [22]. Besides, Performer [7] points out that self-attention can also be represented as a complete graph convolution network.

2.2 Traffic Forecasting

Traffic forecasting has been studied for decades. In the early years, traditional statistical methods (e.g., auto-regressive integrated moving average [36] and vector auto-regression [23]) are used for traffic forecasting. However, these methods rely on the stationary assumption and violate the non-linear traffic data. Shallow machine learning methods (e.g., support vector regression [37] and k-nearest neighbor [32]) can capture non-linear dependencies, but they need hand-crafted features, which require experts to do this. As the development of deep learning, [13, 20, 43] use simple univariate time series models such as RNNs and TCNs to capture temporal dependence of each sensor individually, ignoring the spatial correlations between sensors. Later, researchers use CNNs to extract the spatial dependence in the image-based traffic forecasting task [28, 41, 42], and CNNs are limited in the road network-based traffic forecasting task. DCRNN and STGCN [24, 40] generate a static graph according to the distance between sensors in the road network and use GCNs to capture spatial dependence. Moreover, [12] applies GCN to image-based traffic prediction tasks and achieves certain results, and [25] further proposes a hierarchical graph convolution network to make fine-grained predictions for higher-resolution images. Subsequently, [2, 26, 38] replace the distance-based static graph in
DCRNN and STGNN with the learned static graph to avoid the bias injected by prior knowledge. Besides, [31] performs neural architecture search on the combination of 1D convolution and graph convolution to select the best architecture for traffic prediction. For the dynamic graph aspect, GMAN and STGNN [34, 44] use the dot-product to generate graph for each time slice through the temporal feature. DMSTGNN [16] learns graphs through back-propagation for one day to reduce parameters. The performance of STGNN and DMSTGNN is worse than GMAN because the STGNN does not adopt the encoder-decoder architecture and the DMSTGNN does not generate graphs for each time slice. Besides, GMAN ignores that spatial correlations of sensors in the road network are sparse and not consider the inter-spatial dependence.

3 PROBLEM STATEMENT

We focus on traffic speed forecasting. Let $X_t = (x_t[1], ..., x_t[N]) \in \mathbb{R}^{N \times 1}$ denotes the recorded speed of $N$ sensors at time step $t$, where $x_t[i] \in \mathbb{R}$ denotes the value of the $i$-th sensor at time step $t$.

Definition 3.1 (Graph). A graph is formulated as $\mathcal{G} = (\mathcal{V}, \mathcal{E})$, where $\mathcal{V}$ is the set of nodes, and $\mathcal{E}$ is the set of edges. We use $N$ to denote the number of nodes in a graph.

Definition 3.2 (Node Neighborhood). Let $v \in \mathcal{V}$ to denote a node and $\epsilon = (v, u) \in \mathcal{E}$ to denote an edge pointing from $v$ to $u$. The neighborhood of a node $v$ is defined as $N(v) = \{u \in \mathcal{V} | (v, u) \in \mathcal{E}\}$.

Definition 3.3 (Adjacency Matrix). The adjacency matrix is a mathematical representation of a graph, denoted as $A \in \mathbb{R}^{N \times N}$ with $A_{vu} = 1$ if $(v, u) \in \mathcal{E}$ and $A_{vu} = 0$ if $(v, u) \notin \mathcal{E}$.

Problem 1. Given the observations of $N$ sensors at historical $P$ time slices $X = (X_1, X_2, ..., X_P) \in \mathbb{R}^{P \times N \times 1}$, we aim to predict the traffic speed of the next $F$ time slices for all sensors by minimizing the $l_1$ loss, denoted as $\mathcal{L} = \sum_{i=1}^{P} \sum_{j=1}^{N} \left| \hat{Y}_{ij} - \hat{Y}_{ij} \right|$, where $\hat{Y}_{ij} \in \mathbb{R}^{F \times 1}$.

4 PRELIMINARIES

4.1 Graph Convolution Network

The first-order approximate GCN [18] can be written as:

$$X^{(l)} = \sigma(\tilde{D}^{-\frac{1}{2}} \tilde{A} \tilde{D}^{-\frac{1}{2}} X^{(l-1)} W)$$

where $\sigma$ denotes the activation function and $W$ denotes the parameter of projection. $\tilde{A} = A + I$ represents the adjacency matrix with the identity matrix $I$, and $\tilde{D}$ is the degree matrix of $A$. Besides, the symmetric transition matrix $D^{-\frac{1}{2}} \tilde{A} D^{-\frac{1}{2}}$ can be replaced with the random walk transition matrix $\tilde{D}^{-1} A$ [19]. Formulated as:

$$X^{(l)} = \sigma(\tilde{D}^{-1} \tilde{A} X^{(l-1)} W)$$

4.2 Spatial & Temporal Self-Attention

Self-attention [33] has been successful in many fields, such as natural language processing [9] and computer vision [27], which uses the scaled dot-product to calculate the correlation matrix between all pairs of queries and keys, then updates values by the correlation matrix. Besides, self-attention can be rewritten as a dynamic graph convolution form [7]:

$$Attention(Q, K, V) = D^{-1} A V$$

where $A = \exp(\frac{Q K^T}{\sqrt{d}})$, (3)

where $\exp(\cdot)$ is the exponential operation and $d$ is the feature dimension of inputs. $D$ is the degree matrix of $A$.

Multi-head self-attention is the most widely adopted self-attention in practice, which means to jointly attend to information from different representation subspaces, formally:

$$MultiHead(Q, K, V) = Concat(head_1, ..., head_h) W^O$$

where $head_i = Attention(Q W_i^Q, K W_i^K, V W_i^V)$, (4)

where $Concat(\cdot)$ indicates the concatenate operation, $W_i^Q \in \mathbb{R}^{d \times d}$, $W_i^K \in \mathbb{R}^{d \times d}$, $W_i^V \in \mathbb{R}^{d \times d}$, and $W^O \in \mathbb{R}^{d \times d}$ are parameter matrices of projections.

GMAN [44] applies the self-attention to the temporal and spatial dimension to dynamically capture the temporal dependence for each sensor and the spatial dependence for each time slice. The temporal and spatial self-attention can be formulated as:

$$TAttn = Concat(ta_1, ..., ta_n, ..., ta_q)$$

where $ta_n = MultiHead(X[n], X[n], X[n])$, (5)

where $X[n] \in \mathbb{R}^{T \times d}$ indicates the traffic data of sensor $n$. Generally, a causal mask matrix is additionally used in $TAttn(\cdot)$ to avoid receiving future information. When the input is the historical data, $T = P$, and when the input is the predicted data, $T = F$.

$$SAttn = Concat(sa_1, ..., sa_t, ..., sa_T)$$

where $sa_t = MultiHead(X_t, X_{t-1}, X_t)$, (6)

where $X_t \in \mathbb{R}^{N \times d}$ indicates the traffic data at time $t$.

5 METHODOLOGY

Figure 2 illustrates the framework of our CDGNet, which adopts an encoder-decoder architecture for traffic forecasting. Each layer in encoder is composed of the cross-time dynamic graph-based graph convolution network (CDGNet) and the feed forward sub-layer to capture spatio-temporal dependencies from history. Compared with encoder, in addition to using the CDGNet and feed forward sub-layer to capture spatio-temporal dependencies from predicted sequences, decoder further uses the encoder-decoder cross-time dynamic graph-based graph convolution network (CDGNet-ED) to extract historical information from the output of encoder.

5.1 Input Layer

As shown in Figure 2, we use fully connected layers before traffic data $X \in \mathbb{R}^{P \times N \times 1}$ enters the model to transform the data from traffic speed to high-dimensional space to make our model more robust, formally:

$$X^0 = ReLU(W^I X + b^I)W^O + b^O$$

where $W^I \in \mathbb{R}^{1 \times d}$, $b^I \in \mathbb{R}^{d}$, $W^O \in \mathbb{R}^{d \times d}$, and $b^O \in \mathbb{R}^{d}$ are learnable parameters. $d$ is the dimension of the feature space.
5.2 Encoder and Decoder Stacks

5.2.1 Encoder. The encoder consists of L stacked identical layers, each layer includes two sub-layers. The first is our CDGCN, and the second is a simple fully connected feed-forward network. We adopt residual connection for each sub-layer and employ layer normalization to normalize each sub-layer. The overall equations for l-th encoder layer are summarized as $X_{en}^{l} = Encoder(Concat(X_{en}^{l-1}, STE_{en}))$, where $STE_{en} \in \mathbb{R}^{P \times N \times d}$ is the spatio-temporal embedding of the graph structure and time information. Details are shown as follows:

$$
D_{en}^{l} = LayerNorm(CDGCN(Concat(X_{en}^{l-1}, STE_{en})) + X_{en}^{l-1})
$$

$$
X_{en}^{l} = LayerNorm(FeedForward(D_{en}^{l}) + D_{en}^{l}),
$$

where CDGCN(·) denotes the cross-time dynamic graph-based graph convolution and we will give a detailed description of it in the next section.

5.2.2 Decoder. Each layer in decoder contains the CDGCN and CDGCN-ED, which can refine the prediction and utilize the past spatio-temporal information, respectively. Suppose there are L layers in decoder. With the hidden states $X_{de}^{l}$ from encoder, the equation of l-th layer in decoder can be summarized as $X_{de}^{l} = Decoder(Concat(X_{de}^{l-1}, STE_{de}), X_{en}^{L})$, details are:

$$
D_{de}^{l} = LayerNorm(CDGCN(Concat(X_{de}^{l-1}, STE_{de})) + X_{de}^{l-1})
$$

$$
D_{de}^{l} = LayerNorm(CDGCN - ED(D_{de}^{l}, X_{en}^{L}) + D_{de}^{l})
$$

$$
X_{de}^{l} = LayerNorm(FeedForward(D_{de}^{l}) + D_{de}^{l}),
$$

where $X_{de}^{0} = Concat(X_{en}^{0}, X_{0}) \in \mathbb{R}^{(E+F) \times N \times d}$. $X_{0} \in \mathbb{R}^{P \times N \times d}$ denotes placeholders filled with zero. Dimension $d$ of all layers in our model is 64 in order to facilitate the residual connection.

5.3 Output layer

Similarly with encoder, we use fully connected layers to convert the output of decoder from high-dimension space to the traffic speed:

$$
\hat{Y} = ReLU(X_{de}^{L}W_{O1} + b_{O1})W_{O2} + b_{O2} .
$$

where $W_{O1} \in \mathbb{R}^{d \times d}$, $W_{O2} \in \mathbb{R}^{d \times 1}$, $b_{O1} \in \mathbb{R}^{d}$, and $b_{O2} \in \mathbb{R}$ are learnable parameters.

5.4 Cross-time Dynamic Graph-based Graph Convolution Network

It is important to capture the dynamic spatial dependence in the road network, but existing dynamic graph-based traffic forecasting methods, such as [44], calculate the dense adjacency matrix at each time slice by the dot-product operation, ignoring the sparsity of spatial correlations. Therefore, we design a gating mechanism to sparse the dense adjacency matrix obtained from the dot-product and add a identity matrix to the sparse adjacency matrix to enhance the self-expression ability, formally:

$$
\hat{A} = ReLU(QK^{T}) + I,
$$

where $ReLU(·)$ is the non-linear activation function.

Besides, the exponential operation in self-attention can cause the gradient to disappear or explode, so we normalize the sparse adjacency matrix by dividing its degree matrix $\hat{D} \in \mathbb{R}^{N \times N}$. The dynamic graph convolution network in our model is:

$$
DGCN(Q, K, V) = \hat{D}^{-1}\hat{A}V.
$$

We further extend the DGCN to multi-head to attend information from different subspaces:

$$
MHDGCN(Q, K, V) = Concat(head_{1}, ..., head_{k})W_{O}
$$

where $head_{i} = DGCN(QW_{i}^{Q}, KW_{i}^{K}, VW_{i}^{V})$.
Figure 3: The left is the original CDGCN, the center is the final CDGCN, and the right is the used DGCN in CDGCN. Gate, ADD, and Norm indicates the gating mechanism, add identity matrix, and degree normalization.

where \( W^Q \in \mathbb{R}^{d \times d} \), \( W^K \in \mathbb{R}^{d \times d} \), \( W^V \in \mathbb{R}^{d \times d} \) are the projection parameters, and \( W^O \in \mathbb{R}^{d \times d} \) is the parameter of the final projection.

On the other hand, prior dynamic graph-based methods ignore that two dimensions of temporal and spatial in the road network are not isolated but related. For instance, when accidents occur in the road network, it does not affect all nodes in time but has a hysteresis. In other words, the farther away the node is from the accident, the slower it will be affected, just like the transmission of sound waves takes time. Using spatial self-attention in isolation for each time slice without considering the spatial impact along with the temporal dimension cannot capture the inter-spatial dependence caused by message passing in the traffic system. Therefore, we propose a novel cross-time dynamic graph based graph convolution network to capture the inter-spatial dependence. As shown in the left of Figure 3, DGCN is used not only for each time slice but also between each time slice and their previous time slices to capture inter-spatial dependence in the original CDGCN, formally:

\[
\text{CDGCN}_{\text{Original}} = \text{Concat}(\text{cdgcnn}_1, ..., \text{cdgcnn}_t, ..., \text{cdgcnn}_N)
\]

where \( \text{cdgcnn}_t = \text{TAtt}(\text{MHDCGCN}(X_t, X_{t-1}, X_{t+1})) \),

where \( X_t \in \mathbb{R}^{N \times d} \) and \( X_{t\pm1} \in \mathbb{R}^{N \times d} \) represent the data at time \( t \) and all the data before time \( t \), respectively. We use \( \text{TAtt}(\cdot) \) in Equation 14 to the weighted sum for the states with historical spatial dependencies for each time slice.

5.4.1 Efficient Computation. Although we can use the original CDGCN to capture the inter-spatial dependence across time, its complexity is \( O(T^2N^2d^2) \) and is difficult to parallelize because of the nested two layers of loops. The consumption of the original CDGCN is unaffordable for us. As shown in the center of Figure 3, we reverse the original process to simplify CDGCN, i.e., we move \( \text{TAtt}(\cdot) \) in Equation 14 into \( \text{MHDCGCN}(\cdot) \). Specifically, we first use \( \text{TAtt}(\cdot) \) to sum the key and value with historical information, and then perform dynamic graph convolution on the compressed key and value to obtain the inter-spatial dependence. The complexity of the final version of our CDGCN is reduced to \( O(T^3N^2d^2) \). In addition, the final CDGCN can be processed in parallel to reduce time consumption. The final CDGCN can be formalized as follows:

\[
\text{CDGCN} = \text{MHDCGCN}(X, \text{TAtt}(X), \text{TAtt}(X))
\]

5.4.2 Encoder-Decoder CDGCN. In order to interact with historical information, we utilize the encoder-decoder CDGCN (i.e., CDGCN-ED) in the decoder. The difference between CDGCN-ED and CDGCN is that the key and value of them are the output of the encoder and the output of the last sub-layer. Moreover, because all historical information should be received in the predicted sequence, \( \text{TAtt}(\cdot) \) in CDGCN-ED no longer uses the causal mask matrix.

5.5 Other Components

5.5.1 Feed-Forward Networks. Each layer in our encoder-decoder architecture contains a fully connected feed-forward network, which consists of two linear transformations with a ReLU(·) function.

\[
\text{FeedForward} = \text{ReLU}(XW^F_1 + b^F_1)W^F_2 + b^F_2, \quad (16)
\]

where \( W^F_1, W^F_2 \in \mathbb{R}^{d \times d}, b^F_1, b^F_2 \in \mathbb{R}^d \) are learnable parameters.

5.5.2 Spatial-Temporal Embedding. In order to more effectively distinguish sensors in different times, we concatenate the spatio-temporal embedding (STE) with input before each layer so that the model can take graph structure and time information into account. The spatial embedding matrix is a learnable matrix \( SE \in \mathbb{R}^{N \times d_{se}} \), which is initialized with the matrix generated by node2vec [14]. The temporal embedding matrix \( TE \in \mathbb{R}^{(T \cdot F) \times d_{te}} \), which is initialized with the matrix generated by one-hot encoding. Then we fed the spatial and temporal embedding matrices into two fully connected layers and derive the \( SE \in \mathbb{R}^{N \times d} \) and \( TE \in \mathbb{R}^{(T \cdot F) \times d} \), respectively. To obtain the time-variant vertex representations, we fuse the aforementioned spatial and temporal embedding as \( \text{STE} \in \mathbb{R}^{(T \cdot F) \times N \times d} \).

5.6 Loss Function

We can train our model end-to-end via back-propagation by minimizing the L1 loss between predicted values and ground truths:

\[
\mathcal{L}(\Theta) = \frac{1}{F \cdot N} \sum_{t=1}^{F} \sum_{n=1}^{N} \| \hat{Y}_t[n] - X_t[n] \|, \quad (17)
\]

where \( \Theta \) indicates all the parameters in our model.

Model Complexity Analysis

The complexity of the vanilla spatial and temporal self-attention is \( O(T^2N^2d^2) \) and \( O(NT^2d^2) \), respectively. For the original CDGCN, we utilize the DGCGN between each time slice and their history time slices; the process requires two layers of loops and cannot be processed in parallel, and we need a temporal self-attention to aggregate historical spatial information. The complexity of original CDGCN is \( O(T^3N^2d^2) \). We further remove the double loops in the original CDGCN and simply stack temporal and spatial self-attention to capture the inter-spatial dependence across time. Therefore, the complexity of final CDGCN is \( O(T^3N^2d^2) \).

6 EVALUATION

6.1 Experimental Settings

6.1.1 Datasets. We conduct experiments on three real-world traffic datasets, which are METR-LA, PEMS-BAY, and PEMS-D4 [21, 24].

| Datasets   | #Nodes | #Edges | #TimeSlices | Timespan         |
|------------|--------|--------|-------------|------------------|
| METR-LA    | 207    | 1515   | 34272       | 3/1/2012-6/30/2012 |
| PEMS-BAY   | 325    | 2369   | 52116       | 1/1/2017-5/31/2017 |
| PEMS-D4    | 307    | 340    | 16992       | 1/1/2018-2/28/2018 |

Table 1: Dataset statistics.
Statistics of these datasets are summarized in Table 1. METR-LA and PEMS-BAY are divided into a training set (70%), validation set (10%), and test set (20%) in chronological order. PEMSD4 is divided into a training set (60%), validation set (20%), and test set (20%) in chronological order. For both datasets, we utilize the history of 12 horizons to predict the next 12 horizons (1 hour) and use Z-score normalization to preprocess input data.

6.1.2 Metrics. We use three evaluation metrics, including Mean Absolute Error (MAE), Rooted Mean Square Error (RMSE), and Mean Absolute Percentage Error (MAPE). Note that the lower value of these metrics represents the higher prediction accuracy.

6.1.3 Baselines. We compare our model with following baselines:

- **DCRNN** [24]: Diffusion convolution recurrent neural network, which integrates the static distance graph-based diffusion convolution in recurrent neural networks to capture spatio-temporal dependencies simultaneously.
- **STGCN** [40]: Spatial-temporal graph convolution network, which incorporates the static distance graph-based graph convolution with 1D convolutions to capture spatio-temporal dependencies.
- **STFGNN** [21]: Spatial-temporal fusion graph neural networks, which propose a novel temporal graph to capture more spatial correlations calculated by the dynamic time warping algorithm.
- **AGCRN** [2]: Adaptive graph convolution recurrent network is based on DCRNN. It learns a more complete posterior graph through back-propagation. In addition, it proposes a method to accelerate graph convolution.
- **MTGNN** [38]: A general graph neural network framework, which learns graph based mix-hop with dilated inception to extract spatio-temporal dependencies without any prior knowledge. Besides, it proposes a novel curriculum learning method for multi-step traffic forecasting.
- **STGNN** [34]: A model that combines GCN, GRU, and temporal self-attention. At the same time, it uses the spatial self-attention to dynamically calculate graphs for each time slice.
- **DMSTGCN-P** [16]: It is based on STGCN and learns the posterior graph for one day through back-propagation. Besides, it uses traffic volume to assist speed prediction. To be fair, we only use the primary feature of traffic speed in the comparison.
- **GMAN** [44]: A graph multi-attention network, which uses spatial self-attention and temporal self-attention to capture dynamic spatio-temporal dependencies, respectively, and utilizes a gated fusion to fuse results after spatio-temporal self-attention.

6.1.4 Hyper-Parameters and Other Settings. All of our experiments are conducted on a CentOS server (CPU: Intel(R) Xeon(R) Gold 6132 CPU @ 2.60GHz, GPU: Tesla-V100). We use the Adam optimizer to train our model with 10 epochs. The learning rate is halved every epoch after the fifth epoch, starting with $1e^{-3}$. The batch size of our model is 16. There are four important hyper-parameters in our model, the dimension of each head is $d_{h} = 8$, the number of heads is $h = 8$, so the dimension of our model is $d = 64$, and the number of layers in the encoder-decoder architecture is $L = 3$. The dimension of the node embeddings from node2vec is $d_{ne} = 64$ and the dimension of one-hot encoding is $d_{te} = 295$, following [44].

6.2 Experimental Results and Analysis

6.2.1 Main Results. Table 2 provides the experimental results of CDGNet and baselines on three traffic speed datasets. We repeat each experiment 5 times and report the average of MAE, RMSE, and MAPE. We compare graph-based deep learning methods and divide them into two types according to the graph used in GCN belong to static or dynamic. DCRNN and STGCN are the first to use GCN to predict traffic speed, they generate the static graph based on the distance between sensors in the road network. STFGNN not only uses a GCN based on the static distance-based graph, but also uses a GCN based on the temporal graph created by the similarity of time series. Because the prior knowledge is incomplete or misleading, the performance of static prior knowledge-based GCN models is adequate. Although AGCRN and MTGNN replace the prior knowledge-based graph with the posterior graph learned through a data-driven manner on the basis of DCRNN and STGCN to improve the forecasting performance, they still use one adjacency matrix at all times, ignoring dynamic spatial correlations. The performance of DMSTGCN-P and GMAN on the three datasets proves the importance and correctness of using dynamic graph. However, DMSTGCN-P allows all dates to share the learned adjacency matrix of one day, but the temporal pattern of working days and holidays is very different, which results in over-fitting. Using self-attention to dynamically calculate the adjacency matrix of each time slice seems to be very good, but existing methods do not use self-attention well. First, self-attention-based models need to follow Transformer [33] construction, i.e., they must include residual connections, layer normalization, and feed-forward. STGNN uses spatial self-attention to generate the dynamic graph, but performance is poor because it does not adopt a Transformer architecture. Second, using transform attention between in encoder and decoder like GMAN is not sensitive to local history information, resulting in poor short-term prediction results. We not only design a novel encoder-decoder architecture to solve the problem of imbalanced performance of multi-step forecasting but also capture inter-spatial correlations dynamically. Therefore, we observe our CDGNet achieves state-of-the-art results on all tasks in Table 2.

6.2.2 Results of the Encoder-Decoder Architecture. In order to verify the effectiveness of our proposed encoder-decoder architecture for multi-step traffic forecasting, we use our architecture to replace the GMAN architecture for experiments. The experimental results of MAE on the METR-LA dataset are shown in Table 3. As shown in Table 3, compared with the original GMAN, using our proposed architecture achieves better results on all tasks and significantly reduces short-term prediction errors, because our architecture interacts with the encoder and is sensitive to local history information.

6.2.3 Results on Weekdays and Weekends. We further compare the forecasting performance of models in weekdays and weekends. Traffic flow on weekdays and weekends are widely divergent and jams are more likely to occur on weekdays, i.e., traffic conditions and the spatial dependence on the weekdays are more complicated. For example, people prefer to stay at home rather than go to office on weekends. Table 4 shows the experimental results with weekdays and weekends on the METR-LA dataset. Our model achieves the best results for all periods of the weekdays and weekends. Weekends
### Table 2: Traffic forecasting performance comparison of CDGCN and other baseline models.

| Datasets   |   | Horizon 3 | Horizon 6 | Horizon 12 | Average |
|------------|---|-----------|-----------|------------|---------|
|            | Methods      | MAE      | RMSE     | MAPE (%)  | MAE     | RMSE     | MAPE (%)  | MAE     | RMSE     | MAPE (%)  |
| METR-LA    | DCRNN        | 2.79     | 5.82     | 7.20      | 3.16    | 6.44     | 8.63      | 3.61    | 7.50     | 10.39     | 3.15     | 6.56     | 8.67     |
|            | STGCN        | 2.87     | 5.89     | 7.57      | 3.49    | 7.37     | 9.56      | 4.52    | 9.48     | 12.37     | 3.69     | 7.43     | 9.67     |
|            | STFGNN       | 2.77     | 5.62     | 7.33      | 3.15    | 6.35     | 8.75      | 3.65    | 7.47     | 10.49     | 3.18     | 6.40     | 8.81     |
|            | AGCRN        | 2.78     | 5.74     | 7.48      | 3.10    | 6.43     | 8.52      | 3.50    | 7.49     | 9.99      | 3.11     | 6.47     | 8.54     |
|            | MTGNN        | 2.69     | 5.30     | 7.12      | 3.07    | 6.33     | 8.39      | 3.51    | 7.42     | 9.92      | 3.06     | 6.35     | 8.38     |
| PEMS-BAY   | STGNN        | 2.74     | 5.57     | 7.63      | 3.15    | 6.60     | 9.28      | 3.58    | 7.62     | 10.96     | 3.10     | 6.52     | 9.08     |
|            | DMSTGCN-P    | 2.69     | 5.29     | 7.11      | 3.06    | 6.33     | 8.38      | 3.49    | 7.40     | 9.91      | 3.05     | 6.50     | 8.36     |
|            | GMAN         | 2.80     | 5.53     | 7.37      | 3.10    | 6.42     | 8.39      | 3.44    | 7.32     | 9.99      | 3.08     | 6.41     | 8.31     |
|            | CDGCNet      | 2.66     | 5.19     | 6.91      | 2.98    | 6.10     | 8.22      | 3.32    | 7.03     | 9.71      | 2.94     | 6.03     | 8.12     |

| PEMS4      | DCRNN        | 1.39     | 2.96     | 2.92      | 1.76    | 3.99     | 3.93      | 2.09    | 4.76     | 4.95      | 1.75     | 3.92     | 3.93     |
|            | STGCN        | 1.36     | 2.97     | 2.89      | 1.83    | 4.26     | 4.18      | 2.46    | 5.66     | 5.81      | 1.87     | 4.28     | 4.30     |
|            | STFGNN       | 1.36     | 2.81     | 2.83      | 1.67    | 3.79     | 3.78      | 1.97    | 4.52     | 4.64      | 1.66     | 3.74     | 3.77     |
|            | AGCRN        | 1.40     | 3.02     | 3.15      | 1.66    | 3.89     | 3.83      | 1.96    | 4.54     | 4.49      | 1.67     | 3.85     | 3.72     |
|            | MTGNN        | 1.33     | 2.80     | 2.79      | 1.64    | 3.77     | 3.70      | 1.94    | 4.50     | 4.55      | 1.64     | 3.73     | 3.70     |
|            | CDGCNet      | 1.29     | 2.77     | 2.71      | 1.59    | 3.66     | 3.57      | 1.84    | 4.31     | 4.34      | 1.52     | 3.55     | 3.42     |

| PEDES4     | DCRNN        | 1.42     | 2.98     | 2.82      | 1.79    | 4.04     | 3.79      | 2.23    | 5.14     | 4.99      | 1.75     | 4.03     | 3.73     |
|            | STGCN        | 1.42     | 2.93     | 2.78      | 1.84    | 4.02     | 3.83      | 2.39    | 5.27     | 5.13      | 1.81     | 4.05     | 3.76     |
|            | STFGNN       | 1.40     | 2.93     | 2.77      | 1.72    | 3.87     | 3.66      | 2.07    | 4.70     | 4.60      | 1.68     | 3.80     | 3.56     |
|            | AGCRN        | 1.43     | 3.13     | 3.01      | 1.69    | 3.87     | 3.64      | 2.02    | 4.73     | 4.47      | 1.68     | 3.87     | 3.60     |
|            | MTGNN        | 1.35     | 2.88     | 2.69      | 1.67    | 3.82     | 3.59      | 2.01    | 4.68     | 4.57      | 1.66     | 3.79     | 3.58     |
|            | CDGCNet      | 1.41     | 3.01     | 2.74      | 1.72    | 3.96     | 3.64      | 1.96    | 4.63     | 4.44      | 1.69     | 3.89     | 3.65     |

### Table 3: Transfer performance of architecture on the METR-LA dataset with MAE metric.

| Datasets   | Methods     | Horizon 3 | Horizon 6 | Horizon 12 | Average |
|------------|-------------|-----------|-----------|------------|---------|
| METR-LA    | GMAN (Original) | 2.80  | 3.10     | 3.44      | 3.08    |
|            | GMAN (ours)  | 2.74  | 3.07     | 3.41      | 3.02    |
| PEMS-BAY   | GMAN (Original) | 1.35  | 1.64     | 1.92      | 1.63    |
|            | GMAN (ours)  | 1.32  | 1.63     | 1.90      | 1.57    |
| PEDES4     | GMAN (Original) | 1.42  | 1.65     | 1.91      | 1.63    |
|            | GMAN (ours)  | 1.43  | 1.63     | 1.91      | 1.58    |

verify the positive impact of each component in our model, we design three variants: Basic, SAtt, and DGCN:

- **Basic**: In this variant, we replace the CDGCN in the encoder-decoder architecture in CDGCNet with the static distance graph-based vanilla GCN. Besides, we replace CDGCN-ED in the decoder with GCN, which means that we utilize GCN between all future time slices and the last time slice of the encoder output.

- **SAtt**: In this variant, we replace the vanilla GCN in the encoder-decoder architecture in Basic with spatial self-attention. Besides, we replace GCN-ED in the decoder with SAtt-ED, which means that utilize spatial self-attention between all future time slices and the last time slice of the encoder output.

- **DGCN**: In this variant, we replace the spatial self-attention in the encoder-decoder architecture in SAtt with the dynamic graph convolution network in our paper. Besides, we replace SAtt-ED in the decoder with DGCN, which means that utilize the dynamic graph convolution network between all future time slices and the last time slice of the encoder output.

We repeat each experiment 5 times with 10 epochs per repetition and report the average of 3 horizon, 6 horizon, 12 horizon, and average results of MAE, RMSE, MAPE on three datasets in Figure 4. Compared to Basic, SAtt achieves better performance, indicating that the dynamic graph based on the temporal feature reflects conditions of the road network better than the static graph based.
Table 4: Experimental results with weekdays and weekends on the METR-LA dataset.

| Model / T      | Horizon 3 |          | Horizon 6 |          | Horizon 12 |          | Average |
|---------------|-----------|----------|-----------|----------|-----------|----------|---------|
|               | MAE       | RMSE     | MAPE (%)  | MAE      | RMSE      | MAPE (%) | MAE     | RMSE    | MAPE (%) |
| CDGCNet (Days) | 2.58      | 5.17     | 6.75      | 3.01     | 6.32      | 8.13     | 3.49    | 7.51    | 9.88     |
|                | 2.60      | 5.17     | 6.76      | 3.01     | 6.32      | 8.13     | 3.49    | 7.51    | 9.88     |
| MTGNN (Weekends) | 2.74      | 5.53     | 7.30      | 3.04     | 6.45      | 8.57     | 3.35    | 7.24    | 9.77     |
| GMAN (Weekdays) | 2.58      | 5.17     | 6.75      | 3.01     | 6.32      | 8.13     | 3.49    | 7.51    | 9.88     |
| CDGCNet (Weekends) | 2.94      | 5.67     | 7.68      | 3.32     | 6.69      | 9.18     | 3.71    | 7.69    | 10.86    |
| DCRNN (Weekdays) | 3.26      | 7.01     | 8.30      | 3.96     | 8.72      | 10.56    | 5.03    | 10.93   | 13.94    |
| MTGNN (Weekdays) | 3.03      | 5.75     | 7.94      | 3.38     | 6.77      | 9.69     | 3.76    | 7.70    | 11.24    |
| GMAN (Weekends) | 3.15      | 6.13     | 8.74      | 3.51     | 7.13      | 10.20    | 3.85    | 7.97    | 11.57    |
| CDGCNet (Weekends) | 2.94      | 5.67     | 7.68      | 3.32     | 6.69      | 9.18     | 3.71    | 7.69    | 10.86    |

Figure 5: Hyper-parameter study on the METR-LA dataset.

on distance. Compared to SAtt, DGCN performs better demonstrates importance of the sparse graph in traffic forecasting. The outperformance of CDGCN over DGCN indicates the importance of capturing the inter-spatial dependence across time.

6.2.5 Hyper-Parameter Study. We conduct a hyper-parameter study on three core hyper-parameters which affect the model complexity and list these hyper-parameters: Number of layers in CDGCNet, we conduct a grid search over $L = \{1, 2, 3, 4, 5\}$. Number of head in CDGCN, we conduct a grid search over $h = \{1, 4, 8, 12, 16\}$. Number of feature dimension of single head in CDGCN, we conduct a grid search over $d_h = \{2, 4, 8, 16, 32\}$. We repeat each experiment 5 times with 10 epochs each time and report the average of MAE and MAPE on the validation set of METR-LA. The default settings are $L = 3$, $h = 8$, and $d_h = 8$. As shown in Figure 5a, appropriately
increasing the feature dimension can improve performance of our model, but too large feature dimension leads to over-fitting. Results in Figure 5b indicate that when the number of heads in CDGCN is large, increasing the number of heads is not cost-effective in terms of consumption and performance. Compared with the number of heads and feature dimensions, our model is not sensitive to the number of layers as the results in Figure 5c, but a moderate increase in the number of layers can also improve performance.

6.2.6 Visualization. In Figure 6a and 6b, we visualize the adjacency matrix for the first 29 sensors in the morning and evening on 6/30/2012 in METR-LA, and we observe that they are different and correlations are denser in the morning, because of the dynamic spatial dependence. We further enlarge spatial correlations of the 29-th sensor under different methods in Figure 6c. SAtt does not learn the self-correlation and considers the 19-th sensor is important, but temporal patterns of 19-th sensor and 29-th sensor are completely inconsistent in Figure 6d. Besides, as shown in Figure 6d, the rush hour in the morning at the location of 9-th sensor is earlier than 29-th sensor, i.e., the traffic flow pass to 29-th sensor after a period of propagation. However, SAtt and DGCN fail to capture the correlation between 29-th sensor and 9-th sensor, i.e., they fail to capture the cross-time spatial dependence with hysteresis.

7 CONCLUSION
In this paper, we propose a novel CDGNet to forecast traffic speed. We design a novel cross-time dynamic graph-based GCN for each time slice to capture intra-spatial dependence and inter-spatial dependence. Besides, we use a gating mechanism to sparse the cross-time dynamic graph. To make better use of CDGCN, we design a novel encoder-decoder architecture to balance the performance of long short-term forecasting. We evaluate CDGNet on three real-world traffic datasets and it achieves state-of-the-art performance on all tasks compared with baselines. In the future, we will apply our model to other multivariate time series forecasting tasks.
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