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Abstract—Existing deep learning-enabled semantic communication systems often rely on shared background knowledge between the transmitter and receiver that includes empirical data and their associated semantic information. In practice, the semantic information is defined by the pragmatic task of the receiver and cannot be known to the transmitter. The actual observable data at the transmitter can also have non-identical distribution with the empirical data in the shared background knowledge library. To address these practical issues, this paper proposes a new neural network-based semantic communication system for image transmission, where the task is unaware at the transmitter and the data environment is dynamic. The system consists of two main parts, namely the semantic coding (SC) network and the data adaptation (DA) network. The SC network learns how to extract and transmit the semantic information using a receiver-leading training process. By using the domain adaptation technique from transfer learning, the DA network learns how to convert the data observed into a similar form of the empirical data that the SC network can process without re-training. Numerical experiments show that the proposed method can be adaptive to observable datasets while keeping high performance in terms of both data recovery and task execution.

Index Terms—Task-unaware semantic communication, semantic blucoding, domain adaptation.

I. INTRODUCTION

With the booming development of machine learning (ML) and computer hardware, native intelligence is envisioned to be an essential component of 6G mobile networks [1]. As a new intelligence-enabled communication paradigm, semantic communication, sometimes also called task-oriented communication, has drawn lots of research interest recently. By extracting and transmitting the key feature of the data relevant to the specific task at the receiver, called semantic information, semantic communication can significantly improve transmission efficiency and reliability [2], [3]. It is promising for a wide range of human-centric and machine-centric applications, such as smart transportation, augmented reality (AR), interactive hologram, and intelligent humanoid robots.

Based on the information-theoretic formulation of semantic communication in [4], [5], a number of deep learning (DL)-enabled semantic communication systems have been proposed [2], [6]–[12]. Despite the difference in details, these systems share a common general framework. Specifically, semantic information is regarded as the hidden features of observable information, where the relationship between semantic information and observable information is not directly given. However, empirical data tuple of observable information and associated semantic information is provided in a large enough knowledge base. Since the joint distribution between semantic information and observable information could be too complicated to accurately estimate by traditional methods, neural networks (NNs) are hence deployed. They will be trained with the knowledge base, learning how to extract the semantic information and transmit it over communication channels [7]–[9]. This NN-based semantic communication framework is capable of processing various types of data, including images [8], vocal speeches [10], language texts [11], etc. Compared to communication systems with traditional source and channel coding algorithms applied, these NN-based semantic communications can largely improve the effectiveness of pragmatic task execution such as classification, detection, and other image processing tasks, under the same transmitting rate.

However, it is worthwhile to mention that in many practical scenarios, the original setup of fully shared background knowledge with complete observable and semantic information does not stand for granted. As pointed out in [11], semantic information is the information that can best support the pragmatic task of the receiver, which makes it task-oriented information instead of an intrinsic property of the observable information. For example, the pragmatic task on an image might be object recognition, target detection and etc., and the corresponding semantic information for these tasks is also different. Since the pragmatic task is typically unknown to the transmitter, the implementation of the training process at the transmitter and the receiver, which has been overlooked in many existing works, is non-trivial. Ideally, the receiver can feed all of its local empirical semantic information that is relevant to its personalized tasks back to the transmitter. But this procedure will have a high communication and time cost. It may also suffer privacy concern if the receiver does not want the transmitter to know about its own pragmatic use of the data.

Meanwhile, as considered in [12], the distribution of the transmitted data can be varying and different from that of the original background knowledge. For example, the training...
data may be drawn from the MNIST dataset, but the actual transmit data may be drawn from the SVHN dataset, which has a similar but different distribution from the previous one. As the scalability of NN is limited, the performance of NN will decline when the data distributions are changed. This is similar to the over-fitting phenomenon when the assumptions of training samples are different from those of test samples. Retraining NN can improve performance, but again, it requires extra communication and computing overhead.

To address the above practical issues, in this paper, we focus on a receiver-leading dynamic semantic communication system, for image transmission in particular, where the transmitter is unaware of the pragmatic task. Moreover, the neural network training in this system is divided into two stages, namely the preparation stage and the working stage, where the actual observable data in the working stage has non-identical distribution from the empirical data that is known in the working stage as background knowledge. This setup leads to two major challenges in the NN-based approach. First, the receiver has to enlighten the transmitter on how to encode semantic information and observable information in the training process, since the receiver-specific empirical semantic information is unknown to the transmitter and cannot be sent to the transmitter either. Second, the semantic communication strategy should be adaptive to accommodate the possible difference between empirical data and observable data. A transfer learning-based method is applied to accelerate the model re-training in [12], however, it still requires extra communication between transmitter and receiver for the transfer learning of the coder NNs.

In our considered semantic communication system with the task-unaware transmitter in a dynamic data environment, we propose a new neural network-based semantic communication framework to solve the two challenges above. There are two goals in this semantic communication system, i.e., pragmatic task [8], [13] and observable information reconstruction [9], [14]. The proposed framework consists of a semantic coding network and a data adaptation network, which are trained in two separated stages. More specifically, in the first stage the semantic coding network is jointly trained at the transmitter and receiver to encode observable information and decode accordingly based on the empirical data in background knowledge whose semantic information is known to the receiver only. In the second stage, the data adaptation network is trained at the transmitter side only to convert the newly observed type of data into the form of data that the semantic coding network trained in the first stage can be re-used without re-training.

The main contribution of this paper is three-folded. First, a receiver-leading training process is proposed for the semantic coding network with the task-unaware transmitter. With this process, the receiver can coordinate the network training at the transmitter, without announcing to the transmitter what the task exactly is. Hence the transmitter can learn how to encode the observable information with some limited feedback from the receiver. As such, the focus is on the design of crucial feedback information for network training at the transmitter without disclosing the specific task carried out at the receiver, rather than the design of specific NN architecture as considered in the literature.

Second, a set of loss functions tailored for image transmission are proposed for this semantic coding network accordingly. Though the structure of loss functions that consists of bit-wised distortion measure and semantic-wised distortion measure has already been proposed in some previous works [7], [15], we sort the tasks into two categories based on the output of the pragmatic function and propose the distortion measure function for each category especially. Moreover, an algorithm in empirical sampling form for NN training is also proposed accordingly, in order to fit the theoretic loss function in probabilistic form into our training process.

The third contribution is the introduction of the data adaptation network at the transmitter to tackle the issue with different data environments. By using the domain adaptation technique of transfer learning, this network can be trained locally at the transmitter end without any communication to the receiver needed, and with only a few shots of observable data. Generally, the more similar the historical empirical data is to the current observable data, the more efficient our data adaptation network will be. Hence, we also propose a theoretic measure function to sketch this similarity between datasets.

Extensive numerical experiments are conducted in this paper to verify the effectiveness of the proposed semantic communication system. First, it is demonstrated that the proposed receiver-leading training process can well train the semantic coding network for the receiver-specific pragmatic tasks, including handwritten digit recognition, image classification, and image segmentation, with no direct information on pragmatic tasks disclosed to the transmitter. It is also shown that, with the proposed loss function design, the semantic coding network is able to strike a flexible balance between data recovery performance, e.g., peak signal-to-noise ratio (PSNR), and task execution performance, e.g., classification accuracy, in response to different compression rates, as compared with existing schemes. The proposed scheme outperforms baseline schemes, especially when the source is complex and the channel condition is poor. Finally, when the observable dataset is different from the library dataset, experimental results show that the proposed data adaptation method without re-training the semantic coding network significantly outperforms the case if no data adaptation is employed. Meanwhile, it also has a very close performance to the ideal case with full retraining.

The rest of the paper is organized as follows. In Section II, related work is presented. In Section III, the formal problem setup will be introduced. In Sections IV and V, we will show the semantic coding network training process and the data adaptation network design, respectively. In Section VI, experimental results will be given. Finally, Section VII will conclude the paper.

II. RELATED WORK

A. Definition of Semantic Information

In [16], R. Carnap et al. first discover a problem with Shannon’s information theory, namely that a self-contradictory sentence in Shannon’s information theory is supposed to contain a great deal of information, yet the receiver will not
accept it and think this sentence has no information. Inspired by this, the theory of strong semantic information based on truth value rather than probability distribution was proposed [4], [17]. Semantic information is also defined as the syntactic information that a physical system has about its environment in [18], and as the relative importance of random information sources in [19]. In addition, there are many other works that have defined semantic information is defined from different aspects, as described in [20]–[23].

B. NN-based Semantic Communications

With the development of artificial intelligence (AI), an increasing number of AI-enabled semantic communication systems have been proposed, which can automatically learn to extract and transmit semantic information based on the current environment in this task. Specifically, the framework of semantic communication between intelligent agents is proposed in [15]. A multi-semantic communication system for the image classification task with different granularity is built based on a fully convolutional network in [7]. A multi-modal semantic communication system based on long short term memory (LSTM) [24] is proposed in [11], which can transmit both image data and text data simultaneously. Besides, a multi-user semantic system is proposed, where partial users transmit images while the others transmit texts to inquire about the information about the images [11]. A semantic signal processing framework based on ResNet [25], which can be changed for specific tasks easily, is proposed in [26]. In the Internet of Things (IoT), where the computing power of each device is limited, a semantic communication system based on ADNet [27] is proposed to transmit text in [28].

Given the above, one can see that AI-enabled methods can train a variety of models for transmitting various kinds of data, such as images [7], [29], video [30], speech [10], [31] and text [32], [33]. These previous works utilize AI methods to jointly train neural networks (NNs) as semantic encoders and decoders to make the recovery of the semantic information to fit the empirical semantic information, in terms of some given measure such as Kullback-Leibler (KL) divergence or quadratic loss [7], [9]. This method has proved to be effective in many practical cases when the semantic information is labeled in advance as ground truth [6], [8].

C. Previous Works on Domain Adaptation

Another important area in this paper is domain adaptation (DA). As a special kind of transfer learning [34], DA fulfills new tasks by transforming the samples in the source domains into the samples in the related target domain [35]. DA is commonly used in computer vision because the domains of the datasets for training and that of the datasets for inference in the tasks are often different. As such, DA is naturally suitable to solve the mismatch issues between the actual observable dataset and the empirical dataset considered in this paper.

Recent advances on DA can be categorized as follows:

- DA based on divergence, which is implemented by minimizing the divergence between the data distribution in the source domain and the target domain to achieve domain-invariant feature representation [36]–[38].
- DA based on reconstruction, which not only can learn to correctly identify the target data, but can also save information about the target data [39]–[41].
- Adversarial DA, which utilizes generative adversarial networks (GAN) to generate a synthetic target data related to the source domain (for example by retaining labels) [35], [42], [43].

Among the above DA methods, adversarial DA will be adopted in our work. Specifically, we will utilize the GAN to generate the data to ensured that the receiver can understand and execute the task accordingly.

III. System Model

In this section, we give the formal introduction of our proposed DL-enabled semantic communication system with a task-unaware transmitter in the dynamic data environment, including the physical communication model and the proposed learning model.

The overall system architecture is shown in Fig. 1. There is a dataset called “observation space” $S$, whose empirical knowledge is unknown at the transmitter prior to system operation. There is also another dataset called “library dataset” $K$, which is a collection of empirical data $K$ and its corresponding pragmatic task $Z$ from background knowledge. Our system works in two stages, namely the preparation stage and the working stage. In the preparation stage, the transmitter and receiver train the coder networks collectively with the empirical data $K$. While in the working stage, the transmitter further trains the data adaptation network with both the empirical data $K$ and the observable data $\hat{S}$. The alphabet of $S, K, Z$ are denoted as $\Gamma_S, \Gamma_K, \Gamma_Z$, respectively. In this paper, we focus on image data with RGB format. Hence both $S$ and $K$ are modeled as sequences of three-dimensional vectors with 8-bit symbols. As a remark, the empirical data $K$ is known by both the transmitter and receiver, while its pragmatic task $Z$ is only available to the receiver. Meanwhile, the empirical data $K$ and observable data $\hat{S}$ may be drawn from different observation spaces. To our best knowledge, a knowledge base with different access level has never been considered in conventional works on semantic communications. Though semantic communications with a dynamic data environment have been studied in [12], however, their method cannot be applied here due to the privacy requirement in our model.

The data communication process of this system is as follows. The goal of the transmitter is to send some data to the receiver for both pragmatic task use and recovering observable data. When the receiver initiates a data request, the transmitter will sample data $S$ from the observation space. If the observation space and the library set indeed follow different distributions, the sampled data $S$ will be converted into a different form of data, denoted by $\hat{S}$, by a function $G_K(\cdot)$ as $\hat{S} = G_K(S)$. The transferred data $\hat{S}$, which is in a similar form to the empirical data $K$, will be encoded by an encoder $f(\cdot)$ to get the channel input $X$, whose alphabet
is denoted as $\Gamma_X$. For the image source with RGB format, both the sampled data $S$ and the empirical data $K$ are modeled as a sequence of three-dimensional vectors with 8-bit symbols. In order to coincide with the RGB format image source, the channel input $X$ is also set as a sequence of the three-dimensional vectors with 8-bit symbols. As such, the compression rate can be defined as $CR = \log |\Gamma_X| / \log |\Gamma_K|$, which is equivalent to the ratio between image resolution and the sequence length of channel input. The encoded signal $X$ will be transmitted through an AWGN channel, where the channel output is denoted as $Y = X + N$. The power of channel noise $N$ is fixed but unknown. Upon receiving $Y$, the receiver can reconstruct a distorted version of observable data as $\hat{S}$ according to decoder $g(\cdot)$, and further reconstruct a distorted pragmatic task output $\hat{Z}$ by pragmatic task function $\phi(\cdot)$.

In our approach, the data converting function, the encoding function, and the decoding functions, namely $G_K(\cdot)$, $f(\cdot)$, $g(\cdot)$, are all realized by neural networks. Meanwhile, in this paper, we set the pragmatic function $\phi(\cdot)$ as a given one. It can be regarded as the mathematical abstraction of the pragmatic task, while how to obtain it is not the focus of this paper.

As mentioned, the three networks are trained in two stages sequentially. The first stage is the preparation stage, which is before the appearance of observable data. In this stage, the encoder $f(\cdot)$ and the decoder $g(\cdot)$ are jointly trained, based on the library dataset $K$. Together the neural network of $f(\cdot)$ and the neural network of $g(\cdot)$ are called as the semantic coding network. The encoder $f(\cdot)$ aims to extract and transmit the data containing most semantic information and observable information, while the decoder $g(\cdot)$ aims to reconstruct the data related to the pragmatic task and the empirical data. Since the empirical data $K$ is known to both the transmitter and the receiver, but the empirical pragmatic task $Z$ is only available to the receiver, hence the receiver will lead the training process. By comparing the reconstructed data and raw data, the receiver can teach the transmitter how to improve its encoder. The detailed training process of the receiver-leading semantic coding network and its loss function design will be described later in Section IV.

The second stage is the working stage, which is after enough observable data $S$ is collected. In this stage, the function $G_K(\cdot)$ is trained to convert $S'$ into a similar form of the empirical data $K$, so that the well-trained encoder $f(\cdot)$ can still extract and transmit the semantic information without re-training. The network of $G_K(\cdot)$ is called as the data adaptation network. A discriminator is introduced to help this conversion. When the discriminator is unable to distinguish the converted data and the empirical data from the library set, the converter is regarded as good enough. In this training process, no information on the pragmatic task is required. Hence the second stage of training can be conducted locally at the transmitter end, without communication to the receiver. The detailed architecture for the data adaptation network and its loss function design will be described later in Section V.

### Algorithm 1: semantic coding training algorithm.

1. Set epoch counter $t = 1$.
2. while the training stop condition is not met do
3. Take a batch of the samples $K_t \subset K$ (transmitter).
4. Encode and send all $X = f_{\theta_1}(K_t)$ in $K_t$ (transmitter).
5. Decode data $\hat{X} = g_{\theta_2}(Y)$ (receiver).
6. $\hat{Z} = \phi(\hat{X})$ (receiver).
7. Calculate the gradients $\nabla_{\theta_2} \mathcal{L}(T)$ based on (2) and update $g_{\theta_2}(\cdot)$ (receiver).
8. Calculate the gradient $\nabla_{T} \mathcal{L}(Y)$ (receiver).
9. Send $\nabla_{T} \mathcal{L}$ and $Y$ to the transmitter (receiver).
10. Calculate $\mathbb{E}_{\sim T} [\nabla_{\theta_1} \mathcal{L}]$ based on (1) and update $f_{\theta_1}(\cdot)$ (transmitter).
11. $t = t + 1$.
12. end while

### IV. THE SEMANTIC CODING NETWORK

In this section, we give a detailed illustration of the semantic coding network, including the receiver-leading training process in Section IV-A, where the training strategy and algorithm are proposed; and the corresponding loss function design in Section IV-B, where both the theoretic loss function and explicit training function for each epoch are provided.

#### A. Semantic Coding Network Training

The system flow for semantic coding is shown in Fig. 2. The semantic encoder $f(\cdot)$ aims to extract and transmit the information which can recover observable information and are most correlated with the pragmatic task $Z$, and the decoder $g(\cdot)$ aims to reconstruct the empirical data correspondingly. We model the encoder $f_{\theta_1}(\cdot)$ and decoder $g_{\theta_2}(\cdot)$ as two deep neural networks (DNNs), where $\theta_1$ and $\theta_2$ are the two sets of network parameters, respectively. Here there is no specific requirement on the network architecture.
The training process is as follows. In each training epoch \( t \in \{1, 2, \cdots\} \), the transmitter draws samples of \( K \) from library dataset \( \mathcal{K} \) uniformly at random to form a training batch \( \mathcal{K}_t \). For each sample \( K \in \mathcal{K}_t \), the transmitter encodes it as \( X = f_{\theta_1}(K) \) and then sends the encoded signal \( X \) to the receiver. Hence the transmitter can obtain reconstructed data \( \hat{K} = g_{\theta_2,t}(Y) \) and the corresponding reconstructed pragmatic output \( \hat{Z} = \phi\left(\hat{K}\right) \). Meanwhile, the receiver is also aware of the original sample \( K \) and the ground-truth pragmatic output \( Z \) of \( K \). Hence, a complete training sample is defined as a tuple \( T \triangleq (K, \hat{K}, Z, \hat{Z}) \), and a collection of these samples form a complete random training batch, which is denoted as \( \mathcal{T}_t \). As a remark, all contents in the complete training sample \( \mathcal{T}_t \) are fully available to the receiver, while the transmitter only has the data in training batch \( \mathcal{K}_t \).

Our goal is to find the optimal encoding and decoding functions so that the loss of both semantic information and observable information can be minimized. Equivalently, it is to optimize the parameters \( \theta_1 \) and \( \theta_2 \). We call this loss function semantic distortion (SD), and denote it as \( \mathcal{L}(K, \hat{K}, Z, \hat{Z}) \), or \( \mathcal{L}(T) \) equivalently for short. When the average gradients over the training batch denoted as \( \mathbb{E}_{\mathcal{T}_t}[\nabla_{\theta_1} \mathcal{L}] \) and \( \mathbb{E}_{\mathcal{T}_t}[\nabla_{\theta_2} \mathcal{L}] \) are known by the transmitter and receiver respectively, we can utilize the Adam algorithm [44] to update the parameters as

\[
\theta_{i,t+1} = \theta_{i,t} - \eta \frac{\rho_i}{\sqrt{\nu_i} + \epsilon} \quad (i \in \{1, 2\}),
\]

where \( \rho_i \) and \( \nu_i \) are the first and second order momenta of gradients, respectively. \( \epsilon \) is a smooth term to prevent the denominator of the second term from being zero, and \( \eta \) is the learning rate.

Next, we present, how to obtain \( \mathbb{E}_{\mathcal{T}_t}[\nabla_{\theta_1} \mathcal{L}] \), and \( \mathbb{E}_{\mathcal{T}_t}[\nabla_{\theta_2} \mathcal{L}] \) is the most essential issue. As mentioned, the complete training samples are available at the receiving end, hence \( \nabla_{\theta_1} \mathcal{L}(T) \) for each sample \( T \) can be readily obtained by the receiver as Eq. (2). However, the transmitter only has the information of \( K \), so it requires the receiver’s feedback of some necessary values to obtain \( \nabla_{\theta_1} \mathcal{L}(T) \). According to the chain rule, the gradient of loss function over the encoder network parameter, namely \( \nabla_{\theta_1} \mathcal{L}(K, \hat{K}, Z, \hat{Z}) \), can be derived as Eq. (1). Specifically, the item in the first underbrace, i.e., the gradient of the loss function with respect to the channel output, can be calculated locally at the receiver end, therefore its numerical result can be obtained and sent to the transmitter. Meanwhile, since \( \theta_1 \) is unknown to the receiver, the receiver sends the channel output \( Y \) back to the transmitter and lets the transmitter compute \( \nabla_{\theta_1} \mathcal{L}(T) \). Hence the feedback content can be written as the data tuple \( \{\nabla_{\theta_1} \mathcal{L}(T), Y\} \). We can see that no direct information about the pragmatic function is leaked to the transmitter, which ensures a weak level of security. That is, knowing \( \nabla_{\theta_1} \mathcal{L} \) alone is not sufficient for the transmitter to determine the pragmatic use of its transmitted data. In addition, from the information-theoretic security perspective, though secrecy is a quantitative problem, our proposed feedback method is still secure enough to prevent privacy leakage when the size of the transmitted data is sufficiently larger than that of the pragmatic output as shown in [45].

Besides, since the transmitter and receiver are regarded as unequal participants in our model, where the receiver is the dominant one with more communication resources and data authorization privilege, we assume that the receiver has enough power to enjoy a noiseless feedback channel noiseless.

The above training procedure is outlined in Algorithm 1. Since the NNs are trained over epochs, here we define \( f_{\theta_1,t}(\cdot) \) and \( g_{\theta_2,t}(\cdot) \) as the encoding and decoding function of the \( t \)-epoch, which will converge with the training process. Note that the pragmatic function \( \phi(\cdot) \) is assumed known by the receiver in advance, as we already mentioned in Section III.

B. Loss Function Design for Semantic Coding

Compared with the traditional coding system, an essential difference of semantic communication is that not only the performance of traditional data recovery but also the performance

\[
\nabla_{\theta_1}(\mathcal{L}_{\theta_1,\theta_2}(K, \hat{K}, Z, \hat{Z})) = \nabla_{Y}(\mathcal{L}_{\theta_1,\theta_2}(K, \hat{K}, Z, \hat{Z})) \cdot \nabla_{\theta_1} Y \quad \text{at the receiver}
\]

\[
\nabla_{\theta_2}(\mathcal{L}_{\theta_1,\theta_2}(K, \hat{K}, Z, \hat{Z})) = \nabla_{\hat{K}}(\mathcal{L}_{\theta_1,\theta_2}(K, \hat{K}, Z, \hat{Z})) \cdot \nabla_{\theta_2} \hat{K} \quad \text{at the transmitter}
\]
for further pragmatic use are required. In the work of Liu et al. [5], the semantic source coding is modeled as a rate-distortion problem, where there are two distortion constraints for recovering semantic information $S$ and observable information $X$ respectively. Many other existing works on NN-based semantic communication systems [7], [15] also follow this idea. The loss function of these neural networks all contains both items of semantic information loss and observable information loss, in the KL divergence or quadratic measure of information difference. In the considered task-unaware semantic communication system, we inherit this binary structure with both semantic information and observable information.

With the gradient and the parameters of the decoder function $\{\nabla_Y \mathcal{L}(T), Y\}$ sent back from the receiver, the transmitter can adjust its encoding neural network accordingly. That is to say, the transmitter can learn the encoding function that contains the most semantic information, without exactly knowing what the semantic information is. Next, we will define the semantic distortion mathematically.

**Definition 1.** Consider the scenario where the semantic encoder and decoder are jointly optimized. The loss function is defined as semantic distortion (SD), which is expressed as

$$
\mathcal{L}_{\theta_1, \theta_2}(K, \tilde{K}, Z, \tilde{Z}) \triangleq \lambda \alpha D_{ob}(K, \tilde{K}) + (1 - \lambda) D_{pr}(Z, \tilde{Z}),
$$

where $D_{ob}$ and $D_{pr}$ are distortion measure functions for observable information and pragmatic output respectively, which can be the KL divergence, cross entropy, the mean square error (MSE), etc.; $\alpha$ is a hyper-parameter to scale the value of distortion $D_{ob}$ for the alignment with the dynamic range of distortion $D_{pr}$, when their definitions are different.

Note that different from the loss functions of the other semantic communication based on the end-to-end learning method, we emphasize that semantic information is determined by specific tasks, instead of being an intrinsic feature of the source. Therefore, we consider both the observable information and pragmatic information simultaneously. In addition, SD is a generic metric where $D_{pr}$ can be extended for multi-task or multi-semantic scenarios.

With the given training dataset, we can derive the empirical form of the loss function as follows.

**Definition 2.** Given a training batch $\mathcal{T}$ as a collection of training sample $T = (K, Z, \tilde{K}, \tilde{Z})$, the empirical semantic distortion (ESD) is defined as

$$
\mathcal{L}_{\theta_1, \theta_2}^{\mathcal{T}, \mathbb{E}_{\sim \mathcal{T}}} \triangleq \lambda \alpha \mathbb{E}_{\sim \mathcal{T}}[D_{ob}(K, \tilde{K})] + (1 - \lambda) \mathbb{E}_{\sim \mathcal{T}}[D_{pr}(Z, \tilde{Z})],
$$

where $\mathbb{E}_{\sim \mathcal{T}}(\cdot)$ is the expectation w.r.t. the empirical distribution of the training batch $\mathcal{T}$.

Another important and practical issue is related to the hyper-parameter $\lambda$. The hyper-parameter $\lambda$ balances the pragmatic information and the observation information. The main difficulty is that the tradeoff ratio is unclear. Thus, $\lambda$ can only be adjusted case by case manually. This is similar to the way hyper-parameters are normally treated in machine learning. In this paper, we propose a bouncy way to define the initial value of $\lambda$.

**Definition 3.** A bouncy tradeoff hyper-parameter $\lambda_s$ is defined as

$$
\lambda_s = 1 - CR = 1 - \frac{\log |\Gamma_X|}{\log |\Gamma_K|},
$$

where $\Gamma_X$ and $\Gamma_K$ stand for the alphabet of observable $K$ and the encoded data $X$.

The $\lambda_s$ gives us an initial value of hyper-parameter to start adjusting from, but not a fixed value in practical use. There is definitely a certain reason to pick this value. As a lossy joint source-channel coding with a limited coding rate, the compression rate of semantic communication takes values from $[0, 1]$. Besides, when the compression rate is large, our semantic encoder has the option to encode the semantic information, as well as the non-semantic information, and its performance converges to the traditional encoder. While the compression rate is small, the semantic encoder can give a high priority to the semantic information, and converge to a pragmatic encoder correspondingly.

According to the above definition, the joint optimization problem of $f_{\theta_1}$ and $g_{\theta_2}$ for a given compression rate constraint $CR_0$ can be written as

$$
\min_{\mathcal{T}, CR=CR_0} \lambda \alpha \mathbb{E}_{\sim \mathcal{T}}[D_{ob}(K, \tilde{K})] + (1 - \lambda) \mathbb{E}_{\sim \mathcal{T}}[D_{pr}(Z, \tilde{Z})].
$$

The specific function of distortion measure $D_{pr}$ varies with pragmatic tasks. In previous works, pragmatic tasks can be classification tasks [46], detection tasks [47], segmentation tasks [48], generation tasks [49], etc. Generally, the pragmatic tasks can be sorted into two categories, based on whether the output of the pragmatic function can be regarded as a discrete random variable with finite alphabet cardinality asymptotically or not.

When the pragmatic output is a discrete random variable with finite alphabet, for example the image classification task, $D_{ob}$ is often chosen to be MSE. Besides, pragmatics is a classification task, and $D_{pr}$ is often chosen to be the cross entropy (CE). Hence the optimization goal in (4) can then be re-written as

$$
\min_{\mathcal{T}, \theta_1, \theta_2} \lambda \alpha \mathbb{E}_{\sim \mathcal{T}}[D_{MSE}(K, \tilde{K}, g_{\theta_2}(f_{\theta_1}(K)))]
$$

$$
+ (1 - \lambda) \mathbb{E}_{\sim \mathcal{T}}[D_{CE}(Z, \phi(g_{\theta_2}(f_{\theta_1}(K)))]
$$

where $D_{MSE}$ and $D_{CE}$ are MSE and CE w.r.t. the empirical distribution of the training batch $\mathcal{T}$, respectively. By taking the specific expressions of $D_{MSE}$ and $D_{CE}$ into (8), ESD for image classification task can be represented as

$$
\mathcal{L}_{\theta_1, \theta_2}^{\mathcal{T}, \mathbb{E}_{\sim \mathcal{T}}} = \sum_{T \in \mathcal{T}} \lambda \alpha \|K - \tilde{K}\|_2
$$

$$
- (1 - \lambda) \sum_{i} p(Z_i) \log q(Z_i),
$$

where $p(Z_i)$ and $q(Z_i)$ are the empirical likelihood probability that $K$ and $\tilde{K}$ are classified to the $i$-th category respectively.
While the pragmatic output is no longer a discrete random variable with a finite alphabet, for example, as in image segmentation tasks, we set both $D_{ob}$ and $D_{pr}$ are MSE. Hence the ESD can be written as

$$L''(\theta_1, \theta_2, E \sim T) = \sum_{T \in T} \left[ \lambda \alpha \| K - \hat{K} \|_2 - (1 - \lambda) \| Z - \hat{Z} \|_2 \right],$$  \hspace{1cm} (10)

where $Z$ and $\hat{Z}$ are matrices that are used to distinguish different categories and have the same shape as $K$ and $\hat{K}$. Numerical examples with image segmentation tasks can be found in Section VI-A as well, which use (10) as the loss function.

The communication cost during the training process is related to the size of raw data, compression rate, training epochs, and the complexity of the decoder network. In order to reduce the communication overhead during the training process, the semantic encoder and decoder networks can be pre-trained locally by minimizing the observation reconstruction loss $E_{\sim T} \left[ D_{ob}(K, \hat{K}) \right]$ at the receiver. When the pre-training is completed, the receiver sends the parameters of the encoder network to the transmitter. Then, the transmitter and the receiver train the networks collectively with the whole loss $L(\theta_1, \theta_2, E \sim T)$.

V. THE DATA ADAPTATION NETWORK

During the working stage of the considered semantic communication system, when the observed dataset $S$ is different from the library dataset $K$, we propose data adaptation to transfer the observable data to the library data without re-training the semantic coding networks using the domain adaptation (DA) technique. In this section, we first introduce the architecture and algorithm of the data adaptation network and then analyze its performance and feasibility.

A. Domain Adaptation Architecture

In this subsection, we apply cycle GAN (CGAN) [40] based domain adaptation in transfer learning to realize the function of data adaptation. It includes a novel architecture using the corresponding loss function design. The main purpose of this NN is to convert the observable data into a similar form of library data that the well-trained semantic coding network can be re-used without further training.

In [12], transfer learning is also applied to overcome the instability of the semantic communication system. Their strategy is to freeze some parameters and only re-train the rest part of them, so the re-training cost in communication and computation is reduced. Compared to the previous work, there are two major differences in our method. First, we introduce the domain adaptation NN to pre-process the actually observed data, while keeping the whole semantic coding network unchanged. This domain adaptation NN can be trained locally at the transmitter end, without any communication need with the receiver. Second, the architecture design of our method is for the purpose of image transmission. The CGAN architecture in our method has proved its performance advantages in image processing [40]–[42]. Meanwhile, the transfer learning method proposed in [12] is designed based on the architecture of the transformer network, which is used for NLP tasks.

The architecture of the data adaptation network is shown in Fig. 3. There is a function converting the observed dataset into a similar representation of the library dataset, which is called the generator $G_K(\cdot)$. There is also a discriminator function $D_K(\cdot)$ to distinguish the library data $K$ and the data converted from observable data $G_K(S)$. When the discriminator is unable to tell these two kinds of data apart, then the network is trained well. Besides, there is also a reconverting function called generator $G_S(\cdot)$ and the corresponding discriminator $D_S(\cdot)$. The reconverting function is well enough, if it can successfully fool the discriminator $D_S(\cdot)$ to confuse the observable data and the data reconverted from library data. The two discriminators feedback the differences between the generated data and the ground-truth data to guide the updates of the two generators, as shown in the red line. Although there are two pairs of generators and discriminators in the system, which are utilized in the training process of DA, only $G_K(S)$ is needed in the inference process of DA.

We can see here in our architecture, that the generator function and the discriminator function play the role of two adversaries. Over the competition of the generator function and the discriminator function, the output of the converter becomes more and more similar to the library data, and the output of the generator becomes more and more similar to the observable data. Therefore, the GAN is applied as the data adaptation network in CGAN. Correspondingly, our data adaptation network can have the following advantages by the deployment of CGAN.

- **Does not require too many labeled training samples.** In the scenario where the transmitter does not have the sufficient number of the pragmatic outputs given by the receiver, this approach allows the transmitter to train GANs. For example, self-supervised learning methods for CGAN do not need labeled data, while semi-supervised learning for SGAN only needs a small amount of labeled data.
- **Can re-use the semantic encoders.** Since the encoder and decoder for the previous dataset already exist, existing coders can continue to be applied if only the new dataset is converted to the corresponding previous dataset. This method saves a lot of communication costs in online learning for the new semantic coders and the pragmatic function.
- **Make semantic communication more scalable.** Poor scalability is a common issue in many existing semantic communication systems. For datasets with similar semantic domains, the same framework and different individual modules can be used to handle the tasks for these datasets, respectively.

Now, we introduce the detailed loss function design of the data adaptation network. In this paper, we define the library data $K \in K \sim p_{lib}(k)$ in the source domain and the observable data $S \in S \sim p_{pr}(s)$ in the target domain. The goal of CGAN is to learn two functions $G_K(\cdot)$ and $G_S(\cdot)$ to implement two mappings, i.e., $G_S : \Gamma_K \rightarrow \Gamma_S$ and $G_K : \Gamma_S \rightarrow \Gamma_K$. To
\[ \mathcal{L}_{\text{GAN}}(G_S, D_S, K, S) = \mathbb{E}_{S \sim p_{\text{pro}}(s)}[\log D_S(S)] + \mathbb{E}_{K \sim p_{\text{lib}}(k)}[\log (1 - D_S(G_S(K))] \] (11)

\[ = \sum_S p_{\text{pro}}(s) \log D_S(S) + \sum_K p_{\text{lib}}(k) \log D_S(G_S(K)) \] (12)

\[ \mathcal{L}_{\text{GAN}}(G_K, D_K, K, S) = \sum_K p_{\text{lib}}(k) \log D_K(K) + \sum_S p_{\text{pro}}(s) \log D_K(G_K(S)) \] (13)

\[ \mathcal{L}_{\text{CGAN}}(G_K, D_K, G_S, D_S, K, S) = \mathcal{L}_{\text{GAN}}(G_K, D_K, K, S) + \mathcal{L}_{\text{GAN}}(G_S, D_S, K, S) + \mathcal{L}_{\text{cycle}}(G_K, G_S, K, S) \] (14)

---

**B. Performance Analysis For Data Adaptation**

This subsection first provides a measurement function of the similarity between the library dataset and the observed dataset. To accomplish this target, two adversarial discriminators \( D_K \) and \( D_S \) are trained at the same time. \( D_K \) aims to distinguish the real data \( K \) and the corresponding generated data \( G_S(K) \), and \( D_S \) works correspondingly.

In conventional GAN, the adversarial loss in [50] is often utilized to optimize the generator and the discriminator simultaneously. Specifically, the adversarial loss between \( G_S \) and \( D_S \), which is denoted as \( \mathcal{L}_{\text{GAN}}(G_S, D_S, K, S) \), is defined in (12). Meanwhile, the adversarial loss between \( G_K \) and \( D_K \), which is denoted as \( \mathcal{L}_{\text{GAN}}(G_K, D_K, K, S) \), is defined accordingly in (13).

The two forward cycles in CGAN are \( K \rightarrow G_S(K) \rightarrow G_K(G_S(K)) \approx K \) and \( S \rightarrow G_K(S) \rightarrow G_K(G_K(S)) \approx S \). The loss function of the forward cycles in CGAN is set to be

\[ \mathcal{L}_{\text{cycle}}(G_K, G_S, K, S) = \mathbb{E}_{K \sim p_{\text{lib}}(k)} \left[ ||G_K(K) - K||_1 \right] + \mathbb{E}_{S \sim p_{\text{pro}}(s)} \left[ ||G_K(S) - S||_1 \right], \] (15)

where \( || \cdot ||_1 \) represents \( L_1 \)-norm. The whole objective function can then be written as in (14), where \( D_K \) and \( D_S \) aim to maximize \( \mathcal{L}_{\text{CGAN}}(G_K, D_K, G_S, D_S, K, S) \), while \( G_K \) and \( G_S \) need to minimize it. That is,

\[ \min_{G_S} \max_{D_S} \min_{G_K} \max_{D_K} \mathcal{L}_{\text{CGAN}}(G_K, D_K, G_S, D_S, K, S). \] (16)

The optimization problem in (16) can be iteratively solved until the training stop condition is met. We present the training process of CGAN in Algorithm 2.

As a remark, another kind of GAN called semi-supervised GAN (S-SGAN) [51] can also be used here. CGAN can be used for cases when there is no label information with the target data, while S-SGAN is suitable for cases when there are a few labels. There are also several other differences between the deployment of S-SGAN and CGAN, but in general, these two networks are quite similar. Hence, in this paper, the detailed algorithm of S-SGAN is omitted.

**Algorithm 2** Training algorithm for the data adaptation networks.

1. Initialize the two generators \( G_K, G_S \), two discriminators \( D_K, D_S \), epoch \( t = 1 \) and batch size \( V \).
2. while the training stop condition is not met do
   3. Randomly select \( V \) samples \( K \sim p_{\text{lib}}(k) \) and \( V \) samples \( S \sim p_{\text{pro}}(s) \).
   4. Generate fake pairs \( \{G_S(K), G_K(G_S(K))\}, \{G_K(S), G_S(G_K(S))\} \).
   5. Utilize \( D_S \) and \( D_K \) to get \( \mathcal{L}_{\text{GAN}} \) and \( \mathcal{L}_{\text{GAN}} \), respectively.
   6. Calculate \( \mathcal{L}_{\text{cycle}} \) by (16).
   7. Combining \( \mathcal{L}_{\text{GAN}} \), \( \mathcal{L}_{\text{GAN}} \), and \( \mathcal{L}_{\text{cycle}} \) to get \( \mathcal{L}_{\text{CGAN}} \).
   8. Update \( G_K \), \( G_S \) by some iterative optimization algorithm to minimize \( \mathcal{L}_{\text{CGAN}} \).
   9. Update \( D_K \), \( D_S \) by some iterative optimization algorithm to maximize \( \mathcal{L}_{\text{CGAN}} \).
10. end while

for some particular pragmatic task. This measure function can be an indicator to justify whether the library dataset and observed dataset are matching. Then we also introduce a machine learning method to approximate this measure function for numerical evaluation.

We define the domain as a pair consisting of a distribution \( p(\cdot) \) on inputs and a labeling function \( \upsilon(\cdot) \) mapping the inputs to \([0, 1]^n\), where \( n \) is the dimensions of the feature. For example, when the pragmatic task is digit classification, the function \( \upsilon(\cdot) \) can be the ground truth of whether the image is of a particular number. The domain of the library dataset and observation space can be denoted as \( \{p_{\text{lib}}, \upsilon_{\text{lib}}\} \) and \( \{p_{\text{pro}}, \upsilon_{\text{pro}}\} \), respectively. We also define the hypothesis as the indicator function \( h : K \rightarrow \{0, 1\}^n \), which can be regarded as an extreme case of the labeling function. Then the difference of the two labeling functions \( \upsilon \) and \( \upsilon' \) over the library set can be defined as [52]

\[ \epsilon_{\text{lib}}(\upsilon, \upsilon') \triangleq \mathbb{E}_{K \sim p_{\text{lib}}} ||\upsilon(k) - \upsilon'(k)||, \] (17)
and \( \epsilon_{\text{pro}}(u, v') \) can be defined accordingly. Moreover, a metric of the difference between two datasets called \( \mathcal{H}\Delta\mathcal{H} \)-divergence can also be defined as follow.

**Definition 4.** The discrepancy measure between the domains of the library and observed datasets, which is called \( \mathcal{H}\Delta\mathcal{H} \)-divergence, can be defined as

\[
d_{\mathcal{H}\Delta\mathcal{H}} = \sup_{h, h' \in \mathcal{H}} \left[ |E_{h \sim \text{lib}} 1[h(k) \neq h'(k)] - E_{s \sim \text{pro}} 1[h(s) \neq h'(s)]| \right]
\]

where \( 1[\cdot] \) is the indicator function, \( h \) and \( h' \) are two hypotheses, \( \mathcal{H} \) is the hypothesis space. Besides, the symmetric difference hypothesis space \( \mathcal{H}\Delta\mathcal{H} \) is the set of hypotheses that satisfy

\[
\beta \in \mathcal{H}\Delta\mathcal{H} \Leftrightarrow \beta(k) = h(k) \oplus h'(k),
\]

for all \( h, h' \in \mathcal{H} \), where \( \oplus \) is the XOR function and \( \beta \) is an indicator function in the symmetric difference hypothesis space \( \mathcal{H}\Delta\mathcal{H} \).

Here the lower bound of \( \mathcal{H}\Delta\mathcal{H} \)-divergence in (20) can be regarded as the total variation between two probability functions, which denote the error probability of decoding the pragmatic output of library data and observed data respectively. Hence, (20) means that for a fixed hypothesis space \( \mathcal{H} \), \( d_{\mathcal{H}\Delta\mathcal{H}}(\mathcal{K}, \mathcal{S}) \) is the intrinsic difference between the domains of the library and observed datasets, which is fixed and determined by the characteristics of the data distributions.

Specifically, if the pragmatic outputs in \( \mathcal{K} \) and \( \mathcal{S} \) are almost the same, \( d_{\mathcal{H}\Delta\mathcal{H}}(\mathcal{K}, \mathcal{S}) \) will be small. Otherwise, this item will increase with the difference in the pragmatic outputs in the two domains. Therefore, we select datasets with the same category as each other in the experiment, such as the USPS and MNIST datasets. Since the data in both domains are available at the transmitter, the transmitter can easily figure out the differences between different domains. In general, (20) provides guidance on whether the semantic communication system needs to be retrained.

Besides the upper bound introduced above, \( \mathcal{H}\Delta\mathcal{H} \)-divergence between \( p_{\text{lib}} \) and \( p_{\text{pro}} \) can also be tightly approximated by the so-called proxy \( d_{\mathcal{A}} \)-distance (PAD). PAD follows a machine learning method. Specifically, we first construct a new dataset as

\[
\tilde{K} = \{k_i, 0\}_{k_i \sim p_{\text{lib}}} \cup \{s_j, 1\}_{s_j \sim p_{\text{pro}}},
\]

where \( \{k_i, 0\}_{k_i \sim p_{\text{lib}}} \) denotes the set of samples following distribution \( p_{\text{lib}} \), which are labeled as zero, and \( \{s_j, 1\}_{s_j \sim p_{\text{pro}}} \) is defined similarly. Then, a linear classifier such as support vector machine (SVM) [53] and multilayer perceptron (MLP) [54] is trained on a sub-set of the dataset \( \tilde{K} \). Suppose the classification error is \( \epsilon \), then PAD is defined as [55]

\[
d_{\mathcal{A}} = 2(1 - 2\epsilon).
\]

It is seen that the smaller \( d_{\mathcal{A}} \) means that these two domains are more similar.

Note that as a machine learning method, PAD serves as a good approximation of \( \mathcal{H}\Delta\mathcal{H} \)-divergence and is convenient for numerical evaluation. Some experimental results shall be given later in Section VI-B.

VI. NUMERICAL EXPERIMENTS

In this section, we validate the performance of the semantic coding part and the data adaptation part, respectively. Generally speaking, both the bit-wise performance and the semantic performance are tested under different compression rate \( CR \) at different channel conditions. Detailed setups will be given for each specific experiment respectively. As a remark, according to the information bottleneck theory [56], compared with the convolution function of the convolutional layers or the linear function of fully connected layers, activation functions of NNs can lead to greater amounts of information loss. Therefore, the NNs of the semantic coders do not contain activation functions in our experiments. An additional normalization layer is also added at the semantic encoder output to ensure the transmit power constraint. Throughout the experiments, the signal-to-noise ratio (SNR) of the AWGN channel is set to be 3dB and 10dB, representing the low and high SNR regimes, respectively.

A. Experiments on semantic coding Network

In this subsection, we test our semantic coding network on three representative experiments, handwritten digit recognition on the MNIST dataset, image classification on the CIFAR-10 dataset, and image segmentation on the PASCAL-VOC2012 dataset, respectively. For comparison, two benchmark schemes are considered. The first one is the traditional separate source-channel coding which employs JPEG2000 [57] for image compression and capacity-achieving codes for reliable channel transmission at rate \( \frac{1}{2}\log(1 + \text{SNR}) \) bits per channel use. Hence, the compression rate of JPEG2000 should be that of our proposed neural network encoder times \( \frac{1}{2}\log(1 + \text{SNR}) \). The second one is the variational auto-encoder (VAE)-based semantic communication [58] with the KL divergence loss, which is written as VAE-based method for convenience. Note that we choose VAE instead of a standard autoencoder since VAE can better respond to the effects of noise as shown in the existing experiments [58], [59].

1) Semantic Communication for MNIST Digit Recognition:

The MNIST dataset consists of 60,000 images with each being handwritten numbers with \( 28 \times 28 \) grayscale pixels [60]. Among the dataset, 50,000 images are used for training, and the rest 10,000 images are used for testing. The pragmatic function \( \phi(\cdot) \) used at the receiver for digit recognition is trained in advance using the ground-truth label. In our method, the encoding and decoding neural networks are both with one fully connected layer. In the VAE-based method, the encoding and decoding neural networks are both with two fully connected layers. We use two important criteria to evaluate the performance of different methods, namely, the accuracy.
Fig. 4: Performance comparison with the MNIST dataset.

Fig. 5: Performance comparison with the CIFAR10 dataset.

of digit recognition for pragmatic task and the peak signal-to-noise ratio (PSNR) for image reconstruction.

Fig. 4 compares the performance of our method with benchmark schemes in terms of recognition accuracy and PSNR against compression rates. It is seen from Fig. 4(a) that, the proposed method has the highest accuracy among all the considered schemes when $CR$ is less than 0.4, and the VAE method performs the worst at all different $CR$. This is because the proposed loss function can weight the importance of observable information and pragmatic information according to different compression rates. When the compression rate is low, the proposed scheme will give priority to ensuring the performance of tasks, i.e., the accuracy of digit recognition. When the compression rate is greater than 0.2, there is a minor difference between the proposed method and JPEG2000-based method, for both 3dB and 10dB SNR. In particular, when the value of $CR$ is within the region $[0.1, 0.4]$, the recognition accuracy of the proposed method is better, while when $CR \in [0.6, 0.9]$, the recognition accuracy of the JPEG2000-based method is slightly better. In general, the advantages of the proposed method are not obvious in this case. This is because the samples in the MNIST data set are so simple that they can be encoded at a very low compression rate but with negligible information loss, making the performance advantage of JSCC very minor over SSCC.

Meanwhile, we can see from Fig. 4(b) that, the proposed method has no performance advantage in terms of PSNR at both 3dB and 10dB SNR. On the other hand, the VAE method has the best PSNR performance at 10dB SNR, and JPEG2000-based method performs the best when $CR$ is within the region $[0.2, 0.9]$ at 3dB SNR and $[0.6, 0.9]$ at 10dB SNR. This phenomenon coincides with the loss function design of the proposed method. Combine with the results in Fig. 4(a), we can see the priority tradeoff between pragmatic task and image reconstruction in the proposed method. When the compression is low, the priority of pragmatic tasks will damage the performance of image reconstruction. But when $CR$ is high, the focus of the encoder in the proposed method will return to image reconstruction, and its PSNR performance can exceed that of other methods.

2) Semantic Communication for CIFAR-10 Image Classification: The CIFAR-10 dataset [61] consists of 60,000 RGB images with size $32 \times 32$ in 10 classes, with 6,000 images per class. Among the dataset, 50,000 images are used for training and the rest 10,000 images are used for testing. The pragmatic use here is image classification. Hence, here we still use accuracy and PSNR as the criteria to compare with.

Fig. 5(a) plots the test classification accuracy under different compression rates. We can see that the proposed method has the best performance among the three methods under low $CR$, and is very robust to the change of $CR$ for both cases with 3dB and 10dB SNR. In particular, the classification accuracy...
of the proposed method is still as high as 93% when $CR$ is 0.1 at 3dB SNR, while the accuracy of the JPEG2000 method and the VAE method is only 91.8% and 82.4% respectively, at the same compression rate and same channel condition. This is because the image in CIFAR10 is more complicated than that in MNIST, and classifying images in CIFAR10 is more difficult than digit recognition. Hence the classification accuracy cannot be guaranteed, unless the reconstructed image is very close to the raw image, like the situation of the JPEG2000-based method with a high compression rate, or taking image classification as a target in encoding, like the proposed method.

Fig. 5(b) plots the PSNR against compression rates. Similar to the experiments on the MNIST dataset, the proposed method has the best PSNR performance when $CR$ is low. When $CR$ is high, the JPEG2000-based method has the best PSNR performance. We can still see the trade-off between pragmatic performance and image reconstruction. Because the image in CIFAR10 and the coder networks are more complicated, modeling the distribution of these images with NN converges more easily to a poor local optimum. When $CR$ is higher, the coder networks are more complex, which makes it harder to converge to a better local optimum. However, the advantage of the proposed algorithm is apparent when the compression rate is $CR$ is less than 0.2 at 3dB SNR. Specifically, the trade-off between information compression and noise reduction is more important in this case, and the proposed method adopts JSCC of end-to-end learning, so it can balance the two in a learning way.

Fig. 6 gives visible results of the recovered images, compression rates $CR = 0.1$ and 0.8 respectively and $SNR = 3$dB. It is seen that the margin of the recovered images of the proposed scheme is severely polluted, but the object in the image is still the clearest picture recovered by the three methods. While there are many chromatic aberrations in the images recovered by the VAE-based methods. It can be seen that the proposed method and the JPEG2000-based method have similar resolution for the recovered images. Meanwhile, the reconstructed image of VAE method can only present approximate outlines of the objects in the raw image. These reconstructed images coincide with the intuition of
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three methods. The JPEG2000-based method is to transmit the contour of the image first, and then gradually transmit the data, constantly improving the image quality, so that the image is from hazy to clear display. Hence, the outline of its reconstructed images is visibly close to that of the raw images, while the colors of the subsequent fill in the reconstructed images are different from that in the raw images. The proposed method focuses on both pragmatic performance and image reconstruction, so its constructed images still keep the outline of raw images, but more blur than that of the JPEG2000-based method at $CR$ equals 0.1. This also matches with the numerical results in Fig. 5(b). The VAE is a semi-generative model, hence in some sense it is more like trying to build a new image, and its reconstructed image looks the most dislike to the raw image among three methods.

3) Semantic Communication for Image Segmentation: The PASCAL-VOC2012 dataset consists of 2,913 RGB images with sizes $513 \times 513$ in 20 categories [62]. Among the dataset, 10,582 images are used for training and the rest 1,449 images are used for testing. For our method, we use a five-layer CNN and deconvolution NN as the encoder and decoder, respectively. Each layer of CNN adopts a convolution kernel with the same size of $w \times w$, where $w = \left\lfloor \log \frac{|X|}{5} \right\rfloor \times \left(1 - \sqrt{CR}\right)$.

Two objective criteria are used to evaluate the performance, namely, the intersection of union (IoU), and PSNR. IoU is widely used in computer vision. It is defined as the ratio
between the intersection area and union area of the segmented parts in recovery and raw images. Fig. 7(a) shows the IoU performance for all three methods under different compression rates. We can see that for such a complicated dataset and pragmatic use, two NN-based methods have an overwhelming advantage in the pragmatic performance than the JPEG2000-based method within 10dB SNR. We can see the pragmatic performance of our method is robust with $CR$ grows, while in previous two experiments, the pragmatic performance is not very sensitive to the compression rate. It proves that image segmentation takes far more information than classification.

However, the graph of PSNR against compression rate in Fig. 7(b) shows that the JPEG2000-based method still has the best pixel-wise performance within 10dB SNR. The gap between the PSNR of the JPEG2000-based method and that of the proposed method becomes smaller when $CR$ increases. However, the pixel-wise performance of the proposed method is better than that of the JPEG2000-based method within 3dB SNR and low $CR$. This is because JSCC can outperform SSCC when the source is complex and the channel condition is poor. We can still see the trade-off between pragmatic task and image reconstruction in the proposed method. But since the pragmatic task occupies more information, the PSNR performance of the proposed method in this experiment is not as good as that in previous experiments.

Fig. 8 gives a more direct comparison of all three methods by visible results. Each row includes the raw image and image recovered by the VAE-based method, the proposed method, and the JPEG2000-based method. The coding rate compression rate for all three encoders is fixed at 1,895,064 bits, i.e., an (RGB) image with resolution 281×281. We can find that though the details of the recovered image of the proposed method are not as clear as that of the JPEG2000-based method, the proposed method can better preserve the outline of different areas. This is because the proposed method prioritizes data that can influence the pragmatic performance. However, the part containing semantic information in the proposed method is clearly visible. This is because the proposed method emphasizes protecting the part containing semantic information. There are also many chromatic aberrations in the reconstructed image of JPEG2000. Besides, the reconstructed image of JPEG2000 with $CR=0.1$ has more contaminated patches of color than that with $CR=0.8$.

Generally speaking, the above experiments find out that our proposed semantic coding network can have a better performance on pragmatic task than the JPEG2000-based method when the compression rate $CR$ is low. However, the threshold value of compression rate within which our semantic coding network has dominant performance varies with the complexity of the dataset and pragmatic task.

B. Experiments on Data Adaptation Network

In this subsection, we conduct two representative experiments. In the first experiment, We use MNIST as the library dataset, and use two datasets SVHN and USPS respectively as the observed dataset. The SVHN dataset [63] is a real-world image dataset, which takes house numbers from Google street view images. It has thus ten categories of numbers. Besides, every sample in the SVHN dataset has $32 \times 32$ three-channel pixels. On the other hand, the USPS dataset [64] includes 7,291 training and 2,007 test images of handwritten digits (ten categories), and each sample has $16 \times 16$ grayscale pixels.

In the second experiment, CIFAR10 is used as the library dataset with STL10 being the observed dataset. The STL10 dataset [65] is similar to the CIFAR10 dataset. There are fewer labeled training samples for each class in the STL10 dataset than that in the CIFAR-10 dataset. Besides, each sample in the STL10 dataset is also an RGB image, and has a higher resolution ($96 \times 96$ pixels) than that in the CIFAR10 dataset.
Two benchmarks are used to compare with our proposed method. The first benchmark is obtained by inputting the observed data directly into the semantic coding network encoder. Since image data in different datasets have different resolution, we use image up-sampling or down-sampling to make observed image data as the same size with that in the library dataset. We call this benchmark as the method without DA, whose performance relies on the scalability of the semantic coding network. Another benchmark is obtained by re-training the whole semantic coding networks with observed data, which can be regarded as an ideal upper bound of performance, though unpractical due to the communication overhead. As a remark, all three methods are named as “dataset (No DA)”, “dataset (Retrained)” and “dataset (DA)” in the legends of the figures, respectively.

1) DA-Based Semantic Communication for MNIST: This subsection is meant to show that a well trained semantic coding network can be re-used for different observed datasets. For example, here the MNIST library set can be used for the SVHN data set or USPS dataset, where the first step of training is independent of the choice of the observed dataset.

Fig. 9 shows the accuracy performance of digit recognition task for all three methods, when SVHN is the observed dataset. Here the compression rate is set as 0.1 and channel SNR is set as 3dB. Fig. 9(a) plots the accuracy performance against the number of training epochs. It shows that our method can converge to the ideal result almost within 80 epochs. Fig. 9(b) plots the accuracy performance against compression rate. We can see that the performance of our method is very close to that of the ideal case, and far better than that of directly using the semantic coding network after reshaping the SVHN image. Fig. 10 also shows the accuracy performance of digit recognition task, but when USPS is the actually observed dataset. Here the compression rate and channel SNR are still set as 0.1 and 3dB, respectively. Fig. 10(a) plots the accuracy performance against the number of training epochs. In this case, it shows that our method can converge to the ideal result almost within 5 epochs, and the difference in classification accuracy can be less than 10%. Meanwhile, Fig. 10(b) plots the accuracy performance against the compression rate. Since
the USPS dataset is more similar to MNIST than SVHN, we can see that the performance of our method here is even better than that with the SVHN dataset. As shown in the results of this section, the DA network in our system will converges with only a few epochs and dozens of training samples, especially when two datasets share a high similarity.

The visible results of the experiments above are shown in Fig. 11 and Fig. 12. We remain our focus on the case where the compression rate is 0.1 and channel SNR is 3dB. We can see that, for both experiments, the data adaptation network can convert the actually observed images into corresponding library images, while the semantic information is successfully kept. Under such a low compression rate, the recovered images are blurred for human eyes, but still can be recognized by computers.

As a reference, the PAD, as introduced in Section V-B, between the USPS dataset and the MNIST dataset is 0.5, while the PAD between the SVHN dataset and the MNIST dataset is 1.48. It means that the similarity between MNIST dataset and USPS dataset is larger than the similarity between the MNIST dataset and SVHN dataset. These numbers coincide with the visible results in Fig. 11 and Fig. 12, and also coincide with the performances shown in Fig. 9 and Fig. 10.

2) DA-Based Semantic Communication for CIFAR10: This experiment is meant to show that our method can be applied for a different combination of the library dataset and the observed dataset. As mentioned, in this experiment, the library set is CIFAR-10, and the observed set is STL-10. The contents of images are also extended from digits to multiple objects, including animals, ships, airplanes, etc.

Fig. 13(a) gives the classification accuracy performance for all three methods, where the compression rates and the SNR of the channel are set to be 0.1 and 3dB, respectively. As can be seen, with less than 80 epochs, the classification accuracy of our method can reach 5% less than that of the re-training schemes. The final result of accuracy performance with our DA method is 59.3% higher than that of the scheme without DA. Meanwhile, Fig. 13(b) shows the accuracy under different compression rate. It can be seen that, our proposed DA method always outperforms the scheme without DA, and can be as good as the ideal case, for all $CR \in [0.1, 0.9]$.

Fig. 14 presents the visualized results. As can be seen, the semantic information on the data after DA remains unchanged. Though images after DA are more blur than the raw images, they still can keep the outlines of the objects, and hence keeps the semantic information of the image.

VII. CONCLUSION

In this paper, we proposed a NN-based semantic communication system, where the transmitter is unaware of the specific task at the receiver and the dataset required by the receiver is dynamic. This system contains two individual parts, namely the semantic coding network and the data adaptation network. To address the task-unaware issue, we establish a receiver-leading training process, which can jointly train the encoder and decoder in the semantic coding network, without leaking direct information of the pragmatic task to the transmitter. Based on the proposed training process, a semantic-oriented loss function is proposed, which can carefully choose the proper information distortion metric for different pragmatic tasks. To deal with the dynamic dataset, we introduce a domain adaptation-based method to save the communication.
costs for re-training the system. Numerical results show that our semantic coding network can enhance the performance of the pragmatic task by losing very little bit-wise performance, and our data adaptation network can have an upper bound achieving performance over different combinations of observed datasets and library datasets.

This paper is the first work addressing the applicability of semantic or task-oriented communication in practical scenarios with unequal participants and varying data environments. There are many interesting problems to further investigate in the future, such as how to coordinate the training of semantic encoder and decoder with minimum communication cost, how to adapt the semantic communication to time-varying channel environment, to name a few. We believe such studies can accelerate the deployment of semantic communications in practical scenarios, like on IoT devices or UAVs.
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