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Abstract

Many unsupervised representation learning methods belong to the class of similarity learning models. While various modality-specific approaches exist for different types of data, a core property of many methods is that representations of similar inputs are close under some similarity function. We propose EMDE (Efficient Manifold Density Estimator) – a framework utilizing arbitrary vector representations with the property of local similarity to succinctly represent smooth probability densities on Riemannian manifolds. Our approximate representation has the desirable properties of being fixed-size and having simple additive compositionality, thus being especially amenable to treatment with neural networks – both as input and output format, producing efficient conditional estimators. We generalize and reformulate the problem of multi-modal recommendations as conditional, weighted density estimation on manifolds. Our approach allows for trivial inclusion of multiple interaction types, modalities of data as well as interaction strengths for any recommendation setting. Applying EMDE to both top-k and session-based recommendation settings, we establish new state-of-the-art results on multiple open datasets in both uni-modal and multi-modal settings. We release the source code and our own real-world dataset of e-commerce product purchases, with special focus on modeling of the item cold-start problem.

1 Introduction

An increasingly common problem setting in many domains is that predictions must be made from multi-modal interaction data, with many interaction types, object metadata coming from multiple domains, and having different types of attributes. Interactions often have one or more weight values
attached, representing e.g. cardinality, strength, duration, or monetary value. Such a landscape is prevalent in applications from IoT sensor networks, through social networks to brick-and-mortar retail and e-commerce. A natural habitat for multimodal, multi-attribute interaction data is that of recommender systems. Their task is to suggest items which a user might find interesting, often in the setting of online stores or social media. There exist multiple recommendation-based sub-tasks such as session-based recommendation (where the input is an ordered collection of items based on a single user shopping session), or top-k recommendation (where the item collection is an unordered set of items which user found interesting, usually over a longer timespan). Usually, each of these sub-problems is solved by one specialized algorithm. Moreover, state-of-the-art collaborative filtering systems in both top-k and session-based recommendation usually offer no simple way to incorporate multi-modal item information i.e. images or text, and are limited to a single type of interaction. However, a joint multi-modal representation of a single object is a native construct of the human brain which enables us to form complex associations based on multi-level semantic similarity [36][37], so performance gains can be expected from such representations.

In order to address these issues, we present EMDE (Efficient Manifold Density Estimator) – a one-pass algorithm for efficient, approximate representation of smooth probability densities on Riemannian manifolds. EMDE can utilize any locally-similar embedding to construct a structured representation of the vector embedding manifold (that we call sketch). It preserves local geometry, and allows estimation of arbitrary smooth probability densities out of samples scattered on the manifold.

In this paper, we generalize and reformulate recommendation tasks as conditional density estimation on manifolds allowing us to use EMDE. We then apply EMDE to both top-k and session-based recommendation tasks – considering multiple types of interactions as well as multi-modal input. Symmetrically we produce multi-modal output, which enables an elegant solution of the item cold-start problem (recommending items with no interactions, due to being freshly introduced into inventory). [9] and [26] observe the phantom progress problem in recommender systems: carefully tuned simple heuristics (such as nearest-neighbor methods) in practice often outperform complex deep learning models, while algorithm performance is heavily dependent on the dataset and chosen performance metrics. In response to this, we test our approach on a wide range of referential metrics and datasets. We show that our approach consistently outperforms both the most advanced models and simple heuristics alike.

Our contributions are the following:

We introduce an efficient, approximate representation of smooth probability densities on Riemannian manifolds called EMDE. It represents real-valued multisets of arbitrary high-dimensional vectors on a locally-similar embedding manifold in the form of locality-sensitive sketches. Representations produced by EMDE have constant size and are independent of the number of samples and original embeddings dimensions. Thus the size of downstream model, that utilizes this representations, does not depend on the number of samples and embedding dimensionality. Flexibility comes from the ability to combine various modalities of input data without the necessity to create a joint embedding model, the ability to aggregate multiple samples with attached weights into a fixed-size structure, and from an efficient readout method.

We establish new state-of-the-art results on several datasets for session-based and top-k scenarios. To this end, we introduce a generalization and reformulation of recommendation tasks as conditional density estimation on manifolds. Our formulation trivially allows the use of multi-modal data, multiple types of interactions, and arbitrary non-negative weights attached to interactions (e.g. counts, durations, monetary values), for all types of recommendation problems.

We prove that EMDE naturally solves the item cold-start problem. We also release a new dataset: Online Sales, aimed specifically at testing item cold-start scenario. The dataset is collected from real life user-item interactions in our system. This allows us to acquire naturally occurring cold start items, avoiding artificial manipulations of older datasets where cold start items are naturally few [13]. We also release the code for EMDE and our experiments.

2 Related Work

Sketching-based density estimators. [4] introduce methods for KDE based on locality-sensitive hashing (LSH). Subsequently [38] utilize a sketch-based structure for a compressed representation of
multiple LSH partitions for KDE estimation. Both methods require a computation-heavy sampling procedure to arrive at density estimates. [5] introduce RACE - a LSH sketch-based method for KDE, which does not require sampling to arrive at density estimates. [6] further explores the technique of LSH sketching for approximate nearest-neighbor search on streaming data. In these methods, the manifold considered is $R^n$. We instead disentangle the notion of the manifold on which data lies from the densities to be estimated on the manifold. We do not use kernel functions, and our estimates are piecewise-constant. Our primary interest is in manifold probability densities as an input and output format for neural models.

Session-based recommenders. Following [26] we compare our method to both simple baselines like S-KNN, V-SKNN and recent deep-learning based models i.e. Gru4Rec [16], NARM [24], STAMP [24], NextItNet [47], and SR-GNN [46].

Top-k recommenders. [9] find out that among 18 recently published algorithms, only 7 could be reproduced, and 6 of them can often be outperformed with simple heuristics. Thus, we compare our method to MultVAE [25], as it proves to be the only method among the 18 that could be both reproduced and is not outperformed by simple methods. We also implement two recent state-of-the-art methods MacridVAE [29] and EASE [39].

Content-based recommenders. Methods with explicit side-information are often tuned to specific datasets or tasks (e.g. news recommendation) [10] [17]. To the best of our knowledge, there has been no attempt at a generalized multi-modal system in session-based setting. The more general top-k recommender systems ingest image [15], audio [42] or knowledge base [48] side information, or a selected combination of modalities [2]. [45] learn a joint representation of content information and collaborative filtering ratings. [13] extend SVD to enable incorporation of categorical side data. Although some of them are very recent, none of these methods has been shown to outperform the top performing uni-modal models such as EASE or MacridVAE, their evaluation is often done against weaker baselines.

Our work differs from cited papers in several aspects: 1) we outperform the best currently known recommendation systems, 2) we impose no restrictions on the task (top-k or session-based), or dataset, 3) we make no assumptions as to the type and number of utilized data modalities 4) we support partial modality coverage and do not discard items with missing modalities, and 5) we support a cold-user scenario, where test set can contain unseen users.

3 Algorithm

Intuitively, EMDE is a form of a piecewise-constant probability density estimator which can work on arbitrary Riemannian manifolds locally embedded in $R^n$, while efficiently scaling to extremely large dimensionalities. Our solution is inspired by two well known algorithms: locality sensitive hashing (LSH) [20] and count-sketch / count-min sketch (CMS) [8]. We utilize vector representations coming from upstream metric representation learning methods on any modality of data to perform multiple partitionings of the embedding manifold, using data-dependent LSH methods. The partitionings define regions of the manifold analogous to CMS hash function buckets. When multiple such partitionings are combined, intersection of regions from independent partitionings allows to describe sub-regions much smaller than the resolution of each individual partition. This way of representation constitutes a compressed map of the manifold, allowing to store and accumulate values assigned to local regions. Pointwise estimates can then be retrieved efficiently by aggregating stored values over regions overlapping the query point.

3.1 Unsupervised similarity learning and Riemannian manifolds

The goal of (deep) metric representation learning is to learn a function $h_\theta(x) : \mathcal{X} \rightarrow \mathbb{R}^n$ mapping inputs from the data manifold in $\mathcal{X}$ onto points in $\mathbb{R}^n$ which are metrically close if and only if they are semantically similar. In practice, $h_\theta(\mathcal{X}) \subset \mathbb{R}^n$ forms a Riemannian manifold locally embedded in euclidean space. Our method requires that the aforementioned property of local similarity under a locally-euclidean metric holds at least approximately. Not all methods of deep representation learning follow the metric learning paradigm, even though they are very popular in practice, optimizing e.g. skip-gram, masked-language-model, next sentence prediction, CPC, InfoNCE or DeepInfoMax objectives [31][11][43][19]. Nonetheless, [29] show that all the aforementioned self-supervised ob-
j ectives correspond to InfoNCE, while [40] observe that InfoNCE has a direct formulation in terms of metric learning. Thus, most existing representation learning methods produce embeddings indirectly optimized for local similarity, and can be utilized by our method.

The starting point of our algorithm is a manifold $M := h_\theta(X)$ locally embedded in $\mathbb{R}^n$. Our goal is to create a compressed, approximate, piecewise-constant representation for any smooth probability density on the manifold, from point samples.

### 3.2 Efficient Manifold Density Estimator

Given samples from a data manifold $M \subset \mathbb{R}^n$ and parameters $N, K \in \mathbb{N}^+$ we first construct a density-dependent mapping function $V(x) : M \to (e_1, \ldots, e_N)$ where $e_i \in \{1, \ldots, 2^K\}$ assigning inputs $x \in M$ to multiple local regions of the manifold. To this end, we utilize a modified version of LSH algorithm we call Density-dependent LSH (DLSH). We start with choosing $K$ random vectors $r_i$, then for $v \in M$ we let $hash_i(v) = \text{sgn}(v \cdot r_i - b_i)$, drawing the bias value $b_i$ from $Q_i(U \sim \text{Unif}(0,1))$, where $Q_i$ is the quantile function of $\{v \cdot r_i : v \in M\}$. In contrast to LSH, this scheme is density-dependent, cutting the manifold into non-empty parts, thus avoiding unutilized regions. We combine $K$ independent binary hash values into bit strings, which we interpret as short integers, giving a partitioning of the input manifold into $2^K$ regions. We perform the procedure $N$ times, resulting in a sketch structure of width $2^K$ and depth $N$. Local similarity of the data manifold allows $V(x)$ to assign semantically similar inputs to the same sketch regions frequently. This effect captures the local metric prior induced by the underlying representation learning method which produced the vectors $M$. In practice $M$ can represent a single view or modality of information, such as text, image, audio or network interaction embeddings.

An empty sketch is instantiated as 2-dimensional array $N \times 2^K$ and can be indexed by the outputs of $V$. Filled with zeros, it represents a degenerate zero density. We add samples $x \in H$ weighted by $w \in \mathbb{R}^+$ from a smooth probability measure on the manifold $M$, where $f$ is the probability density function, by performing $\text{sketch}_\text{samples}[V(x)] := \text{sketch}_\text{samples}[V(x)] + w_x$ for all $x \in H$ and their corresponding weights $w \in \mathbb{R}^+$. Our final representation is $\text{sketch} := \text{sketch}_\text{samples}/\sum w_x$. From the definitions of $\text{sketch}_\text{samples}$ and $\sum w_x$, it is clear that both are additive, can be merged with simple point-wise summation and can be constructed incrementally in a streaming setting. We call values stored in the final array sketch content.

To get an un-normalized point estimate $\hat{f}$ of the probability density function $f$, for any $z \in M$, we let $\hat{f}(z) = \text{GeometricMean}([\text{sketch}[V(z)])$. We verify the choice of geometric mean empirically, while strong theoretical arguments behind its suitability can be found in [12] and [21], when we notice that every sketch contains $N$ probability mass function estimates over all $2^K$ regions of the manifold $M$ each, effectively forming an ensemble of probability densities.

Due to their additive compositionality and fixed-size representation, our sketch structures are a natural fit for representing real-valued multisets of vectors (i.e. sets of vectors with attached weights). Sketch structure, defined by the mapping function $V(x)$, captures local semantic similarity of data – inputs metrically close on the underlying manifold have a high probability to share buckets in the sketch array. Sketch content refers to the accumulated density estimates. For example user’s purchased, viewed, and searched items can all be represented in sketches with visual item similarity structure, but represent different content. Multiple such structure-content combinations are possible, enabling numerous usage scenarios. Sketches with different structure and content can be concatenated, while retaining their favorable properties.

### 3.3 Conditional and multi-modal estimation

A simple feed-forward neural network can be used as a conditional density estimator, where sketches are both the input and output format. This allows for both multi-modal input and output. We set the loss function for conditional estimation to be $\text{Softmax + CrossEntropy}$, where both are applied only width-wise – independently for each level of depth for every sketch, and the resulting values averaged. This approach is consistent with sketches representing an ensemble of PMFs over regions of the manifold.
3.4 Recommendation as conditional density estimation on manifolds

An example research field where multiple modalities of data are present and multisets of events must be aggregated into compact representations, is that of recommender systems. Items can be described by their interactions with users (sometimes interactions of different types, e.g. click, purchase, favorite), by their names, attributes, images – all of which constitute different modalities of input. Users are represented by their interactions with items. Assuming each item is described in several modalities \(X_1, \ldots, X_p\), and via upstream unsupervised or self-supervised representation learning methods, and those modalities are encoded on manifolds \(M_1, \ldots, M_p\), we can construct sketches structurally representing the manifolds and concatenate them.

Recommendation problems have a natural interpretation as density estimation – user-item interactions can be considered to be samples from a user’s interest distribution over the space of all items. For top-k recommendations, we treat both input and output as simple sets, which can be represented as a uniform probability distribution over all inputs in the set. So in the density representation, we set all weights \(w = 1\). For session-based recommendations, when items can occur multiple times, with timestamps or sequential ordering, we can utilize weights \(w\) to reflect their relative importance, e.g. setting \(w = \text{occurrences(item)}\) or \(w = \lambda_{\text{position(item)}}\) to reflect decaying interest in items seen long ago. It is worth noting that other non-negative scalars accompanying interactions, e.g. amount of money spent on an item, duration of time an item was viewed, etc. can be trivially incorporated with our framework if available – via the weights \(W\) either in place of, or in addition to the proposed sketches via concatenation.

We apply this form of multi-modal encoding to both input and target of the learning problem, using a simple feed-forward neural network to learn conditional estimation in between. The input may have more sketches, e.g. differentiating between most recent and historic interactions, while the output needs to have at least one modality to perform item score retrieval. Retrieving item scores is performed by applying the point estimate procedure \(\hat{f}(z)\) to item vectors \(z \in M\). We pick items with the highest scores as output recommendations. Contrary to conventional recommendation systems, provided that item embeddings are given beforehand, computational complexity of the training phase is independent of the number of items, and depends exclusively on the number and dimensions of input and output sketches – item scores are retrieved only during inference or validation with recommendation-specific metrics.

3.5 Simple baseline for locally similar network embedding

In order to disentangle performance of our framework from the quality of common upstream representation learning methods, we utilize an extremely simple network embedding method with the desired property of local similarity for both item attributes and interaction data.

Given an interaction network (e.g. between users and items) with edges \(E\), we define the random walk transition matrix \(M\), where where \(e_{ij}\) is the number of edges running from \(i\) to \(j\), as \(M_{ij} = \frac{e_{ij}}{d_i}\) for \(ij \in E\); 0 for \(ij \notin E\).

We initialize the embedding matrix \(T_0 \in \mathbb{R}^{N \times d} \sim U\) \((-1, 1)\), where \(d\) is the dimensionality. Then for \(q\) iterations, we perform: \(T_i = M \cdot T_{i-1}\); \(L_2\) normalize rows of \(T_i\). \(T_q\) is our final embedding matrix. The method can be interpreted as iterated \(L_2\) normalized weighted averaging of neighboring nodes’ representations. After just 1 iteration, nodes with similar 1-hop neighborhoods in the network will have similar representations. Further iterations extend the same principle to q-hop neighborhoods. As our experiments show, despite its extreme simplicity, the method works well enough for EMDE.

4 Experiments

We report results for unimodal EMDE (no multimodal data, only basic user-item interactions), and EMDE MM – configurations where selected multimodal channels are present. For each experiment, we carefully fine-tune the baselines or use the best configurations reported by the authors. We implement all algorithms in the same frameworks of [9] [27], keeping to their selected performance measures and datasets. We simplify our experimental setting by using modality embeddings obtained with our embedding algorithm described in [55] which is the same for representing both text
and interaction networks (for text we create a graph of item-word edges). We leave experiments with elaborate embeddings such as BERT [11] for future research. We explore only a subset of all possible dataset modalities. In Tables 1 and 2 we show the results while detailed descriptions of the datasets can be found in the Appendix.

4.1 EMDE as a Session-Based Recommender System

We compare against benchmark methods from [27], adding one recent graph neural model [46].

Datasets. We conduct experiments on six datasets, three from the music domain (NOWP [35], 30MUS [41], AOTM) and three from the e-commerce domain (RETAIL, DIGI, RSC15). We use evaluation framework from [27], with already optimized hyper-parameters for other methods and a number of metrics evaluated on these datasets. Each dataset was split into five time-contiguous subsets to be able to make multiple measurements in order to minimize the risk of random effects.

EMDE Configuration On top of EMDE, we use a simple 3-layer feed forward network with leaky ReLU activations, batch normalization and residual connections between layers. Whenever possible, we incorporate multimodal item features such as additional metadata or data from different sources such as search queries, playlists, purchases etc. More details about training configuration for each dataset are available in Appendix 1.2.

EMDE Performance. As presented in Table 1, EMDE significantly outperforms competing approaches when multi-modal data is available (EMDE MM), and it is a very strong baseline in the uni-modal case (EMDE). [27] find that neural methods generally underperform compared to simple approaches (nearest-neighbors). In contrast, EMDE MM – a neural model – outperforms all competitors on RETAIL, DIGI and 30MU datasets by a large margin. We were unable to locate additional modalities of item data for 2 music datasets (AOTM and NOWP). This problem is rather artificial as in a practical setting each item is nearly always characterized with some multimodal data (i.e. product name and attributes at the very least). Still, EMDE achieves state-of-the-art results on NOWP and has the highest MRR on AOTM. Consistently with [27], the RSC15 dataset proves to be an outlier where EMDE is either the top performer or a close follower of NARM depending on metric.

4.2 EMDE as a top-k Recommender System

Datasets. We conduct experiments on two real-world, large-scale datasets: Netflix Prize [3] and MovieLens20M. The datasets contain movie ratings from viewers. Dataset characteristics and pre-processing are consistent with [9].

Baselines. We compare against recent state-of-the-art VAE-based neural models: MultVAE [25] and MacridVAE [29], and a non-neural algorithm EASE [39], as well as simpler baselines used by [9].

EMDE Configuration On top of EMDE, we use a simple one-hidden-layer feed-forward neural network with 12,000 neurons and leaky ReLU activations. As additional modalities we choose the interactions of users with disliked items (items which received a rating lower than 4). For MovieLens20M, we also experiment with textual descriptions of movies and lists of movie actors, treated as a network with our embedding method (edges between items and tokens, or items and cast members). We do not observe improvements with incorporation of these modalities, which we hypothesize to be implicitly modeled by liked and disliked item interactions. For Netflix, there is no multi-modal data accessible apart from movie titles and movie production year (both have low relevance for user preferences). We put 80% of randomly shuffled user items into the input sketch, and the remaining 20% into the output sketch to reflect train/test split ratio of items for a single user.

EMDE Performance. We observe that our approach consistently and significantly outperforms the baselines especially for lower $k$ values in the top-k recommended item rankings, which is consistent with CMS being a heavy-hitters estimator. The density of output sketches is determined by data distribution, e.g. the median user liked item count for Netflix is 60, so the median sketch density is 12 items (20% out of 60) - the sketch is not expected to decode items for much higher $k$. In practice, the very top recommended items are key for user satisfaction as they are given the most attention by users, considering the limitation of item display capabilities and user’s attention in the real world.
### Table 1: Session-based recommendation results

| Model          | MRR@20 | P@20 | R@20 | HR@20 | MAP@20 |
|----------------|--------|------|------|-------|--------|
| **EMDE MM**    | 0.4649 | 0.4974 | 0.6028 | 0.5026 |
| **EMDE**       | 0.3522 | 0.4635 | 0.5774 | 0.2777 |
| **GruRec**     | 0.3237 | 0.4599 | 0.5669 | 0.2732 |
| **S-GNN**      | 0.2957 | 0.4273 | 0.5277 | 0.2429 |
| **STAMP**      | 0.2527 | 0.3922 | 0.462 | 0.2024 |
| **SR**         | 0.2453 | 0.3539 | 0.4174 | 0.1994 |
| **CT**         | 0.2407 | 0.387 | 0.3533 | 0.4367 | 0.0205 |
| **NextVNet**   | 0.2308 | 0.3 | 0.3051 | 0.3779 |

### Table 2: Top-k recommendation results

| Model          | R@1 | NDCG@3 | R@3 | NDCG@5 | R@5 | NDCG@10 | R@10 | NDCG@20 | R@20 | NDCG@50 | R@50 | NDCG@100 | R@100 |
|----------------|-----|--------|-----|--------|-----|---------|------|---------|------|---------|------|----------|-------|
| **MovieLens 20M** |     |        |     |        |     |         |      |         |      |         |      |          |       |
| **EMDE MM**    |     |        |     |        |     |         |      |         |      |         |      |          |       |
| **EMDE**       |     |        |     |        |     |         |      |         |      |         |      |          |       |
| **GruRec**     |     |        |     |        |     |         |      |         |      |         |      |          |       |
| **S-GNN**      |     |        |     |        |     |         |      |         |      |         |      |          |       |
| **STAMP**      |     |        |     |        |     |         |      |         |      |         |      |          |       |
| **SR**         |     |        |     |        |     |         |      |         |      |         |      |          |       |
| **CT**         |     |        |     |        |     |         |      |         |      |         |      |          |       |
| **NextVNet**   |     |        |     |        |     |         |      |         |      |         |      |          |       |

### Netflix Prize

| Model          | R@1 | NDCG@3 | R@3 | NDCG@5 | R@5 | NDCG@10 | R@10 | NDCG@20 | R@20 | NDCG@50 | R@50 | NDCG@100 | R@100 |
|----------------|-----|--------|-----|--------|-----|---------|------|---------|------|---------|------|----------|-------|
| **EMDE MM**    |     |        |     |        |     |         |      |         |      |         |      |          |       |
| **EMDE**       |     |        |     |        |     |         |      |         |      |         |      |          |       |
| **GruRec**     |     |        |     |        |     |         |      |         |      |         |      |          |       |
| **S-GNN**      |     |        |     |        |     |         |      |         |      |         |      |          |       |
| **STAMP**      |     |        |     |        |     |         |      |         |      |         |      |          |       |
| **SR**         |     |        |     |        |     |         |      |         |      |         |      |          |       |
| **CT**         |     |        |     |        |     |         |      |         |      |         |      |          |       |
| **NextVNet**   |     |        |     |        |     |         |      |         |      |         |      |          |       |

### Online Sales Dataset (Cold Start Scenario)

| Model          | R@1 | NDCG@3 | R@3 | NDCG@5 | R@5 | NDCG@10 | R@10 | NDCG@20 | R@20 | NDCG@50 | R@50 | NDCG@100 | R@100 |
|----------------|-----|--------|-----|--------|-----|---------|------|---------|------|---------|------|----------|-------|
| **EMDE MM**    |     |        |     |        |     |         |      |         |      |         |      |          |       |
| **EMDE**       |     |        |     |        |     |         |      |         |      |         |      |          |       |
| **GruRec**     |     |        |     |        |     |         |      |         |      |         |      |          |       |
| **S-GNN**      |     |        |     |        |     |         |      |         |      |         |      |          |       |
| **STAMP**      |     |        |     |        |     |         |      |         |      |         |      |          |       |
| **SR**         |     |        |     |        |     |         |      |         |      |         |      |          |       |
| **CT**         |     |        |     |        |     |         |      |         |      |         |      |          |       |
| **NextVNet**   |     |        |     |        |     |         |      |         |      |         |      |          |       |

---

**EMDE MM** could not complete hyperparameter tuning
**NextVNet** could not complete hyperparameter tuning
4.3 EMDE as a Multimodal Output Recommender System for cold item prediction

In the above experiments recommender output consisted of only one sketch with both structure and density based on user-item interactions. Nonetheless, we can utilize a concatenation of multimodal sketches on the output. This approach permits additional functionalities, such as solving the problem of cold items. Such items can be few in mature datasets collected over a longer timespan (MovieLens20M only has 612 of them for 20,720 total items), so dataset manipulations to artificially sample cold items are necessary [13]. In practice however cold items can be numerous, especially in newly opened stores or quickly changing item stock. There are works which explicitly focus on the cold item scenario [2] [44], however we treat this functionality as a nice added benefit to other advantages of EMDE.

**Online Sales Dataset.** To truthfully reflect the scale of the problem in the real world top-k setting, we collect user-item interactions from a single store in our production system for one month. After filtering out users with less than 2 interactions, we obtain 12491 purchased items and 12958 users from which we sample 1500 users for both valid and test set. For the 3000 non-trainable users, we obtain 1675 cold items, which means that on average, 56% of users have bought a cold item. Additionally, as the second input/output modality, for each item we collect product titles, which are represented as a bag-of-words composed of hashed tokens. Whenever an item cannot be retrieved from the regular interactions sketch output, given no interactions in the training set, its score is retrieved from just the item title sketch. Non-cold items have their scores averaged from both interaction and title sketches. Our results show that this way many relevant cold-start items can be retrieved by multioutput EMDE (EMDE MM mout) (Table 2). Contrary to previous tendencies, here we obtain significant gains especially for large k. This is because densities in the titles sketch tend to be more uniform (i.e. lower for top results). We boost the scores of cold items by multiplying them by a constant of 1.3 estimated empirically on the validation set. Depending on practical need, the scores can be artificially boosted even further to suggest more recently added items.

Simple baselines generally outperform other neural methods on this dataset, probably because of the small size of this dataset which makes complex models hard to optimize. Especially MultVAE proved hard to converge, as the obtained results were close to 0 for all metrics irrespective of the parameter configuration.

4.4 Ablation studies

In order to understand the effects of crucial parameters for training and decoding of EMDE, we conduct additional experiments in session-based scenario. We run experiments on RETAIL dataset, treating the best configuration for this dataset as our baseline. We report the results for MRR@20 and P@20 in Table 3. Results for other metrics are available in the Appendix.

**Manifold partitioning.** In addition to our density-dependent LSH variant (DLSH) we verify the impact of partitioning the manifold with product quantization methods (PQ) which decompose high-dimensional space into the Cartesian product of low-dimensional subspaces which are quantized separately. We also analyze its enhanced and optimized version (OPQ) [14]. We can see that DLSH is a strong baseline, leading at MRR@20 in comparison to other coders. However, we note that OPQ achieves competitive results, which indicates potential for improvement in density-based manifold partitioning methods.

**Score ensembling.** We perform point estimates from the output sketch by ensembling independent probability mass functions across sketch depth using geometric mean. While arguments behind the choice of geometric mean for ensembling probability measures can be found in [12] and [21], we empirically confirm the choice, comparing with: minimum, arithmetic mean and harmonic mean.

**Sketch width and depth.** Considering the fact that we ensemble densities from all sketch regions depth-wise, the higher the depth, the lower is the variance of final values. Sketch width is responsible for the amount of regions the manifold is split into. Holding depth × width constant, we investigate the trade-off between them. Obtained results show that width of 128 acts best results. In our experiments with other datasets, width of 128 seems to be a universally good value.

**Choice of manifold** We investigate how the choice of input embedding manifold influences performance of downstream recommendation tasks. We compare our multi-modal item sketches with uni-modal sketches built on item-user interaction embeddings, item attribute metadata embeddings,
Table 3: Ablation study results. Bolded headers indicate parameters used in experiments.

| Metrics     | DLSH | OPQ | PQ | mean | min | mean | hmean | 10x128 | 5x256 | 20x64 | multi-modal | interactions | metadata | random |
|-------------|------|-----|----|------|-----|------|-------|--------|-------|-------|--------------|---------------|----------|--------|
| P@20        | 0.05564 | 0.05708 | 0.0519 | 0.05564 | 0.04634 | 0.05254 | 0.05172 | 0.05564 | 0.0522 | 0.05565 | 0.05067 | 0.05067 | 0.05144 | 0.03844 |
| MRR@20      | 0.36493 | 0.35937 | 0.35138 | 0.36493 | 0.31195 | 0.35922 | 0.34112 | 0.36493 | 0.34122 | 0.35019 | 0.32813 | 0.32813 | 0.23885 |

and random item embeddings without a metric prior. All sketches have the same dimensions for a fair comparison. Not only random item vectors have the lowest performance due to the lack of a metric prior, but the manifolds for item interaction similarity and item attribute similarity confer different benefits, outperforming each other in MRR@20 and P@20 respectively. The multi-modal sketch is a clear winner in both metrics.

5 Conclusions

We present an efficient multimodal density estimator on Riemannian manifolds, which achieves state-of-the-art results in recommendation system setting. EMDE is computationally efficient, scalable and allows to efficiently encode multisets. In contrast to other recommendation systems, we can use one algorithm for session-based and top-k recommendations. Although we focused on recommendations here, efficiency and flexibility of EMDE indicate that it could be applied to other machine learning tasks, which we leave for future research. In the next steps we plan to investigate EMDE interpretability, a reformulation for scalar field estimation and applications to cross-modality recommendation.

6 Broader Impact

We believe that our work has a generally positive overall impact. More accurate recommendations will allow consumers to receive suggestions more to their liking, reducing their time browsing shop inventories. It is known that exposition to too many irrelevant options leads to the paradox of choice – an action paralysis and poor final choice, followed by dissatisfaction [33]. With growing sizes of shop inventories, it is important to shield customers from this negative psychological effect. Greater customer exhibition to relevant items will also mean higher turnover in retail.

A negative effect might be that more shops will be forced to invest in appropriate hardware for running the more elaborate recommender systems. However, we believe that shops will be willing to invest as the overall effort of creating valid recommendations will be lowered by the use of an accurate digital recommender.
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