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Abstract. Similarity-preserving hashing is an important method to solve approximate nearest neighbour search problem for image retrieval. Lots of works have been proposed on supervised hashing and image category labels are utilized as supervised information. However, current works ignore a fact that images can be described by a set of attributes. Intuitively, images of different categories with close visual features can be separated by their attribute features because attributes keep more detailed information. In this paper, we propose a novel supervised deep hashing method with image attribute guidance. Specifically, hash codes are learnt through image visual features and guided by image attributes by maintaining pair wise similarities between images as well as the corresponding attribute descriptions. Extensive experimental results on two benchmark datasets show that our proposed method achieves better performance compared with the state of the art hashing methods.

1. Introduction

Similarity-preserving hashing is an important method to solve approximate nearest neighbour search problem. The key idea of similarity preserving hashing is to learn a hashing function to project data points from the original feature space into binary codes in the Hamming space, aiming to minimize Hamming distance of similar data points and maximize Hamming distance of dissimilar data points [1]. Lots of works have been proposed on hashing for image retrieval. Among various hashing methods, supervised hashing has achieved remarkable progress [2-10]. By taking advantage of image category, supervised hashing methods keep pair wise similarity between images, i.e., two images with same category labels are similar while two images with different category labels are dissimilar [10].

However, images can be described by a set of attributes. Take biological images for example, attributes are used to describe precise biological features thus keep more detailed information. Images of different categories with close visual features can be separated via attribute descriptions, since images of different categories have more dissimilar biological information. Hash codes should not only preserve information from image visual features but also from the corresponding attribute descriptions of images. Current works [2-10] only take image categories into consideration and fail to focus on image attribute descriptions, thus catch less information. For example, as is shown in Figure 1, the hash code of image of Wilson Warbler have a distant Hamming distance with the hash code of image of Black Bird, which implies that two images are dissimilar. If attribute descriptions are not kept by hash codes, the Hamming distance between the hash code of image of Yellow Warbler and the hash code of image of Wilson Warbler is small, indicating two images are similar and should be classified into the same category, which is wrong. If attribute descriptions are maintained, the
Hamming distance between the hash code of image of Yellow Warbler and the hash code of image of Wilson Warbler is larger, which implies that two images are dissimilar and are from different categories.

Figure 1. Comparison between hash code with no attribute and hash code with attributes.

In this paper, we propose a novel deep hashing method with image attribute guidance. Specifically, hash codes are learnt through image visual features and guided by the corresponding attribute descriptions. We first learn refined attribute features for the corresponding attribute descriptions of images, which is supervised by image category labels. Then hash codes of images are generated through visual features and guided by the refined attribute features. To take advantage of image attributes, pairwise similarities are maintained among images, as well as image attributes, by an objective function based on Weighted Maximum Likelihood estimation [11]. In this way, our proposed method can generate hash code that keeps information from both image visual feature and image attribute description.

Our major contributions are summarized as follows:

- We propose a novel deep hashing method with image attribute guidance. To maintain similarity among images as well as image attributes, our proposed method can learn a hash function that keeps information from both image visual features and attribute descriptions. For images of different categories with close visual features, the learnt hash function can generate hash codes with distant Hamming distance.

- Extensive experimental results on two datasets, including Caltech-UCSD Birds 200 [12] and Animal with attribute 2 [13], show that our proposed method can achieve better performance compared with the state of the art hashing methods.

2. Related Work

Existing hashing methods for image retrieval can be categorized into data independent hashing and data dependent hashing. Data independent hashing methods, like Locality Sensitive Hashing (LSH) [14] use no data for training and achieve less satisfactory performance while data dependent hashing methods utilize image data to generate hashing codes thus achieve better results. Generally, data dependent hashing methods consist of two kinds: unsupervised hashing methods and supervised hashing methods. Unsupervised hashing methods use no data labels for training and maintain image similarity in the Euclidean space, like Iterative Quantization Hashing (ITQ) [15] and PCA Hashing (PCAH) [16]. Supervised hashing methods use labeled data for training and take label information to supervise hash code learning. FSSH [17] adopts image labels together with images visual features to generate hash codes. Recent researches try to combine deep learning with hashing for image retrieval. Convolutional neural networks are applied to extract image features for hash code learning, which is supervised by image category labels [18-22]. CNNH [18] proposes the first work to combine deep
learning with hashing. DSH [19] proposes to optimize real value code to get discrete hashing code. DPSH [20] proposes to maintain pair wise similarity among images for hash code learning. DCMH [21] focuses on cross modal hashing for images and texts. HashNet [22] proposes a new activation function to learn discrete hash codes.

Existing works mainly focus on utilize image category labels as supervised information for hash code learning. However, they ignore a fact that images can be described by attributes which maintain more detailed information. In this paper, we propose a novel deep hashing method with image attribute guidance to keep information from both images visual features and images attributes.

3. Deep Hashing with Attribute Guidance

3.1. Problem formulation

Suppose we have n data points \( D = \{d_i\}_{i=1}^n \), \( d_i = (x_i, a_i, t_i) \). For each data point \( d_i \), \( x_i \) represents image visual feature. \( a_i = [a_{i1}, a_{i2}, \ldots, a_{ik}] \) is the attribute description annotation, where \( k \) is the number of attributes. \( a_{im} = 1 \) means the data point \( d_i \) has the \( m \)-th attribute where \( a_{im} = 0 \) means the data point \( d_i \) does not have the \( m \)-th attribute. \( t_i \) represents its category label. For our proposed method, similarity information is provided by a set of pair wise labels \( S = \{s_{ij}\} \) with \( s_{ij} \in \{0, 1\} \). \( s_{ij} = 1 \) means data point \( d_i \) and data point \( d_j \) have same category labels and are similar images while \( s_{ij} = 0 \) means data point \( d_i \) and data point \( d_j \) have different category labels and are dissimilar.

The goal of the proposed method is to learn a hashing function \( H(x_i) \) which generates a binary hash code \( b_i \in \{-1, 1\}^c \) for each image \( x_i \), where \( c \) is the code length. The binary codes \( B = \{b_i\}_{i=1}^n \) should perverse similarity in \( S \). If \( s_{ij} = 1 \), \( b_i \) and \( b_j \) have a small Hamming distance. Otherwise if \( s_{ij} = 0 \), \( b_i \) and \( b_j \) have a distant Hamming distance. The hashing function to learn is denoted as \( H(x_i) \rightarrow b_i \).

For two binary hash codes \( b_i \) and \( b_j \), their inner product \( < b_i, b_j > \) and their Hamming distance \( dis_B(b_i, b_j) \) can be formulated as:

\[
dis_H(b_i, b_j) = \frac{1}{2} (c - < b_i, b_j >)
\]

If two binary hash codes have a distant Hamming distance, their inner product should be small, and vice versa. The pair wise similarity probability of two data points is defined by a likelihood function [20]:

\[
P(s_{ij}|b_i, b_j) = \left\{ \begin{array}{ll} \sigma(b_i^T b_j), & s_{ij} = 1 \\ 1 - \sigma(b_i^T b_j), & s_{ij} = 0 \end{array} \right. \]

(2)

Where \( \sigma(x) = \frac{1}{1+\exp(-x)} \). A large condition probability \( p(1|b_i, b_j) \) implies a large inner product \( < b_i, b_j > \) and a small Hamming distance \( dis_B(b_i, b_j) \), which indicates image \( x_i \) and image \( x_j \) are similar, and vice versa.

Similar to hash codes, the pair wise similarity probability between two features \( f_i \) and \( f_j \) can be calculated by their inner product \( < f_i, f_j > \), which can be formulated as:

\[
P(s_{ij}|f_i, f_j) = \left\{ \begin{array}{ll} \sigma(f_i^T f_j), & s_{ij} = 1 \\ 1 - \sigma(f_i^T f_j), & s_{ij} = 0 \end{array} \right. \]

(3)

3.2. Proposed Method

As is shown in Figure 2, our hashing learning network consists of two parts: attribute refinement learning and image hash code learning. The former part learns refined attribute features for the corresponding attribute descriptions of images. The latter part learns a hash function to generate hash codes that keep information from both image visual features and image attribute descriptions.
3.2.1. Attribute Refinement Learning. In order to discover abundant information from image attribute description, we adopt a two fc layers network as an attribute refinement network denoted as $R(\cdot)$ and take $relu$ as the activation function to obtain refined features. For images $x_i$, the refined attribute features $e_i$ can be learnt from attribute descriptions $a_i$ which can be formulated as:

$$e_i = R(a_i, \theta^a)$$  \hspace{1cm} (4)

Where $\theta^a$ is the network parameter. For image $x_j$, a refined attribute feature $e_j$ can also be learnt from the corresponding attribute description $a_j$. The learnt refined attribute features $e_i$ and $e_j$ should keep the similarity from $S$. For all training data points, the Weighted Maximum Likelihood estimation of the refined attribute features $\{e_i\}_{i=1}^N$ for all data points can be formulated as:

$$logP(S|E) = \sum_{s_{ij}\in S} w_{ij} logP(s_{ij}|e_i, e_j)$$ \hspace{1cm} (5)

$$w_{ij} = \begin{cases} 1 & s_{ij} = 1 \\ 0 & s_{ij} = 0 \end{cases}$$ \hspace{1cm} (6)

Where $S = \{s_{ij} \in S : s_{ij} = 1\}$ is the set of similar pairs for all training datapoints. By taking equation (3) into equation (5), the objective optimization function of attribute refinement learning for all data points can be formulated as:

$$\min_{\theta^a} J_1 = \sum_{s_{ij}\in S} w_{ij} log \left( 1 + \exp(e_i^T e_j) \right) - s_{ij}(e_i^T e_j)$$ \hspace{1cm} (7)

By minimizing $J_1$, we can get refined features $e_i$ and $e_j$ that preserve attribute information as well as similarity between image $x_i$ and $x_j$.

3.2.2. Image Hash Code Learning. To obtain image visual feature, we employ Alexnet [23] denoted as $G(\cdot)$ and take the last fc layer output as image visual feature, since Alexnet has been proven effective in many visual tasks [24]. For image $x_i$, its visual feature $v_i$ can be obtained as follow:

$$v_i = G(x_i, \theta^v)$$ \hspace{1cm} (8)

Where $\theta^v$ is the network parameter. Next, we adopt a fc layer as hashing layer denoted as $H(\cdot)$ to get an intermediate representation $u_i$ for hash code learning and take $tanh$ as the activation function as follow:

$$u_i = H(tanh(v_i), \theta^h)$$ \hspace{1cm} (9)

Where $\theta^h$ is the network parameter. The binary code $b_i$ of image $x_i$ are obtained as follow:

$$b_i = sign(u_i)$$ \hspace{1cm} (10)
Similar to image \( x_i \), we can get an intermediate representation \( u_j \) and its binary code \( b_j \) for image \( x_j \). For images \( x_i \) and \( x_j \), their learned intermediate representations \( u_i \) and \( u_j \) should preserve similarity from \( S \). Similar to attribute refinement learning, the objective optimization problem for all data points can be formulated as follow:

\[
\min_{\theta_v, \theta_h} J_2 = \sum_{s_{ij} \in S} w_{ij} \log \left( 1 + \exp \left( u_i^T u_j \right) \right) - s_{ij} \left( u_i^T u_j \right) \tag{11}
\]

To take advantage of image attributes, intermediate representations should be learnt by the guidance of attribute refined features so that information from attributes can be maintained. The learning of representation \( u_i \) should be guided by the corresponding attribute feature \( e_i \) of image \( x_i \) so that its own attribute information can be kept. The objective function can be formulated as follow:

\[
\min_{\theta_v, \theta_h} J_3 = \sum_{s_{ij} \in S} w_{ij} \log \left( 1 + \exp \left( u_i^T e_i \right) \right) - s_{ij} \left( u_i^T e_i \right) \tag{12}
\]

The learning of intermediate representation \( u_i \) should also be guided by the attribute feature \( e_j \) of image \( x_j \) to keep similarity between images \( x_i \) and \( x_j \) from \( S \). The objective function can be formulated as follow:

\[
\min_{\theta_v, \theta_h} J_4 = \sum_{s_{ij} \in S} w_{ij} \log \left( 1 + \exp \left( u_i^T e_j \right) \right) - s_{ij} \left( u_i^T e_j \right) \tag{13}
\]

Similar to the learning of \( u_i \), the learning of intermediate representation \( u_i \) should be guided by its attribute refined features \( e_j \). The objective function can be formulated as follow:

\[
\min_{\theta_v, \theta_h} J_5 = \sum_{s_{ij} \in S} w_{ij} \log \left( 1 + \exp \left( u_i^T e_j \right) \right) - s_{ij} \left( u_i^T e_j \right) \tag{14}
\]

The learning of intermediate representation \( u_j \) should also be guided by the attribute feature \( e_i \) of image \( x_i \) to keep similarity between images \( x_i \) and \( x_j \) from \( S \). The objective function can be formulated as follow:

\[
\min_{\theta_v, \theta_h} J_6 = \sum_{s_{ij} \in S} w_{ij} \log \left( 1 + \exp \left( u_j^T e_i \right) \right) - s_{ij} \left( u_j^T e_i \right) \tag{15}
\]

For binary code learning, we take regularization terms as follow:

\[
\min_{\theta_v, \theta_h} J_7 = \| b_i - u_i \|_2^2 + \| b_j - u_j \|_2^2 \tag{16}
\]

The overall objective function is as follow:

\[
\min_{\theta_v, \theta_h} J = J_1 + J_2 + \beta (J_3 + J_4 + J_5 + J_6) + \eta J_7 \tag{17}
\]

Where \( \beta \) and \( \eta \) are hyper-parameters.

4. Experiments and Results

4.1. Datasets

The experiments are conducted on two benchmark image retrieval datasets: Caltech-UCSD Birds 200 [12] and Animal with attribute 2 [13]:

- Caltech-UCSD Birds 200 is an image dataset with photos of 200 bird categories. It has 11788 images in total. Each bird category has a 312-dimension attribute description vector and each dimension represents one attribute. We take the official dataset split for training and test. 5994 images are used as training data and retrieval base data while 5794 images are used as queries for test.

- Animal with attribute 2 is an image dataset with photos of 50 animal categories. It has 37322 images in total. Each animal category has a 80-dimension attribute description vector and each dimension represents one attribute. We randomly select 10000 images for training. For test, we select 5000 images as queries and take the rest 32322 images as retrieval base data.
4.2. Evaluation Metrics

The retrieval performance of hashing method is evaluated based on two metrics: Mean Average Precision (MAP) and Precision curves with respect to different numbers of top returned samples. Specially, we evaluate MAP on top 10 returned samples for Caltech-UCSD Birds 200 and on top 50 returned samples for Animal with attribute 2 with respect to 16 bit, 32 bit, 48 bit and 64 bit hash code. We evaluate precision on top 100, top 200, top 300 and top 400 returned samples for both datasets with respect to 32 bit and 64 bit hash code.

We compare our proposed method with 7 hashing methods: FSSH [17], HashNet [22], DPSH [20], DSH [8], ITQ [15], PCAH [16] and LSH [14].

4.3. Implementation Details

For our proposed methods, we utilize the Pytorch package [25] to construct our network architecture and perform backpropagation to update network parameters. Stochastic gradient decent (SGD) is applied for attribute refinement learning and image hash code learning. The initial learning rate is set to 0.001, momentum is set to 0.9 and weight decay is set to 0.0005. For the hyper-parameters, $\beta$ is set to 0.01 and $\eta$ is set to 0.0001.

For compared hashing methods, we adopt their publicly released code and the same experimental settings. For FSSH, ITQ, PCAH and LSH, we apply the pretrained Alexnet in Pytorch torchvision implementation Details to construct our network architecture and take the last fc layer outputs as image features for hash code learning.

4.4. Results

We conduct our experiments on two benchmark image retrieval datasets, Caltech-UCSD Birds 200 and Animal with attribute 2. The experimental results of MAP and Precision curves are demonstrated in Table 1, Figure 3 and Figure 4.

4.4.1. Map Results. The MAP results on two datasets are reported in Table 1. We can find that our method can achieve better performance compared with other 7 hashing methods. For instance, on Caltech-UCSD bird 200, with different length of hash codes, the MAP results of our proposed method shows a relative improvement of 1.36% ~ 3.10% against the second best result. On Animal with Attribute 2, our proposed method performs better and gains a relative improvement of 0.47% ~ 0.77%. Compared with other 7 methods, our proposed hashing method takes advantage of image attribute descriptions and utilizes an objective function based on pair wise similarity to maintain similarity among images as well as the corresponding attribute descriptions. For our proposed method, the learnt hashing function can generate hash codes with more information kept from image visual features and attributes.

| Methods  | Caltech-UCSD Birds 200 | Animal with attribute 2 |
|----------|------------------------|-------------------------|
|          | 16 bits | 32 bits | 48 bits | 64 bits | 16 bits | 32 bits | 48 bits | 64 bits |
| Ours     | 27.85   | 29.34   | 32.05   | 34.27   | 52.64   | 64.15   | 67.49   | 67.75   |
| HashNet  | 26.33   | 27.98   | 28.95   | 31.25   | 52.17   | 63.67   | 66.85   | 66.98   |
| DPSH     | 11.45   | 11.55   | 13.01   | 14.31   | 51.90   | 57.83   | 62.91   | 63.55   |
| DSH      | 3.24    | 4.28    | 4.48    | 4.7     | 13.12   | 14.85   | 15.53   | 15.84   |
| FSSH     | 1.18    | 1.4     | 1.43    | 1.64    | 3.35    | 6.03    | 5.71    | 6.4     |
| ITQ      | 7.81    | 8.07    | 15.43   | 14.11   | 33.57   | 42.77   | 46.43   | 55.08   |
| PCAH     | 7.33    | 9.35    | 11.64   | 12.01   | 22.38   | 35.05   | 35.71   | 41.07   |
| LSH      | 3.13    | 5.06    | 6.44    | 6.65    | 12.15   | 14.76   | 21.51   | 24.86   |

4.4.2. Precision curves. Figure 3 demonstrates the Precision curves with respect to top 100, top 200, top 300 and top 400 returned samples for 32 bit hash code and Figure 4 demonstrates the Precision curves for 64 bit hash code. It can be observed that our hashing method achieves better performance compared with other 7 hashing methods consistently on different number of top returned numbers for
both Caltech-UCSD Birds 200 and Animal with attribute 2. Compared with other 7 hashing methods, our proposed method utilizes the corresponding attribute descriptions to guide hash code learning, thus images of the same category can have hash codes with smaller Hamming distance while images of different categories can have hash codes with more distant Hamming distance.

5. Conclusion
In this paper, we propose a novel deep hashing method with image attribute guidance. By keeping similarity among images as well as image attribute descriptions, our proposed hashing method is able to generate hash codes that maintain information from both image visual features and image attribute descriptions. Extensive experimental results on two datasets, Caltech-UCSD Birds 200 and Animal with attribute 2, show that our proposed method can achieve better performance.
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