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Abstract. Despite many important applications of α-Fe₂O₃ and Fe doped SnO₂ in semiconductors, catalysis, sensors, clinical diagnosis and treatments, one fundamental issue that is crucial to these applications remains theoretically equivocal—the reversible carrier-type transition between n- and p-type conductivities during gas-sensing operations. Here, we give unambiguous and rigorous theoretical analysis in order to explain why and how the oxygen vacancies affect the n-type semiconductors, α-Fe₂O₃ and Fe doped SnO₂ in which they are both electronically and chemically transformed into a p-type semiconductor. Furthermore, this reversible transition also occurs on the oxide surfaces during gas-sensing operation due to physisorbed gas molecules (without any chemical reaction). We make use of the ionization energy theory and its renormalized ionic displacement polarizability functional to reclassify, generalize and to explain the concept of carrier-type transition in solids, and during gas-sensing operation. The origin of such a transition is associated to the change in ionic polarizability and the valence states of cations in the presence of (a) oxygen vacancies and (b) physisorbed gas molecules.

1. Introduction

Carrier-type transitions (n- to p-type) in oxides can be achieved by doping Fe²⁺,³⁺ into the n-type SnO₂. Interestingly, this Fe doped SnO₂ also behaves like an n-type semiconductor if the surface is exposed to oxygen molecules at higher temperatures. [1] Note here that these transitions (n → p → n) have different causes (but same origin), in which, the former n- to p-type transition is entirely due to Fe doping. The latter p- to n-type transition is due to the physisorbed oxygen molecules onto the p-type surface (Fe-doped SnO₂ surface) at elevated temperatures. We will come to understand in the subsequent sections why these two transitions are non-trivially chemical and electronic in origin. For example, apart from temperature, the carrier-type transition can only be tuned by

X1: changing the chemical element compositions or their valence states (by creating defects) on the surfaces of sensors or

Y1: changing the chemical element compositions of gaseous (or its concentrations) that are in contact with the surfaces.

These manipulations will give rise to the corresponding changes to the electronic polarization of the surface atoms or ions, as well as the adsorbed neutral or charged gas molecules, which will eventually lead to the reversible carrier-type transition.
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Note here that higher temperatures give rise to more excited electrons (due to Fermi-Dirac statistics), which then enhances the conductivity due to electrons (n-type semiconductor). \[1\]

In fact, the first observation for the carrier-type transition due to $Y_1$ was observed in $\text{Cr}_2\text{O}_3$ exposed to ethanol by Bielanski et al. \[2\] On the other hand, $\alpha$-$\text{Fe}_2\text{O}_3$ is an n-type in pure form (without defects) that has been made to be a p-type semiconductor by deliberately removing the oxygen atoms from the bulk $\alpha$-$\text{Fe}_2\text{O}_3$ nanostructures [transition due to $X_1$]. \[3\] Subsequently, these nanostructures show an n-type [p- to n-type transition due to $X_1$ again] behavior when they are exposed to reductive ambient. \[3\] Lee et al. \[3\] proposed that oxygen ordering in the bulk is the cause for p- to n-type transition. Apparently, these results are different from the oxygen ion adsorption model that takes surface work function into account via the surface contact potential. \[4\] For example, the bulk $\alpha$-$\text{Fe}_2\text{O}_3$ sample is an n-type semiconductor, which has been made to be a p-type after exposing it to high concentration of oxygen gas. This n- to p-type transition is associated to an increased adsorbed oxygen ions, an increased in band bending and a higher hole concentration. \[4\]

Subsequent exposure to CO (reductive ambient) have resulted in CO reacting with the adsorbed surface oxygen, thus releasing free electrons into the surface conduction band to give n-type conductivity. \[4\] Clearly, the $n \rightarrow p \rightarrow n$ transitions observed by Gurlo et al. \[4\] are entirely due to $Y_1$, and are different from the $n \rightarrow p \rightarrow n$ transitions reported by Lee et al. \[5\], which are due to $X_1$ only. In addition, the $n \rightarrow p \rightarrow n$ transitions discussed by Galatsis et al. \[1\] are caused by both $X_1$ and $Y_1$. Therefore, it is essential to evaluate these electro-chemical carrier-type transitions due to $X_1$ or $Y_1$ or both explicitly, and microscopically (with quantum effects).

However, there is only one semi-classical explanation available (based on the conduction, valence and impurity bands) on the carrier-types in semiconductors as given by Ashcroft and Mermin. \[5\] These commonly accepted theoretical definitions for n-type and p-type semiconductors are based only on cations oxidation or valence states. For example, semiconductors with holes as charge carriers are known as p-types as a result of the dopants oxidation states, which are lower than the matrix intrinsic semiconductor. For instance, B doped Si (matrix) is a p-type and B$^{3+}$ here acts as an acceptor that attracts free holes from Si$^{4+}$. Likewise, As doped Si semiconductor is an n-type with electrons as charge carriers due to positively-charged As$^{5+}$ (acts as a donor) \[5\] attracts free electrons from Si$^{4+}$. Apparently, these definitions cannot be applied directly for oxides that has oxygen concentration as an additional doping variable.

Therefore, re-evaluation of our microscopic understanding of this carrier-type transition are not only crucial for conceptual understanding, but it is also essential for the advancement of numerous applications, such as in gas sensors, solar energy converters, water splitters, photocatalysts, chemical warfare agents (for defense), and for cancer-cell ablation, shape-memory effect and bio-imaging of cells. \[6\] \[7\] \[8\] \[9\] \[10\] \[11\] \[12\] \[13\] \[14\] \[15\] \[16\] \[17\] \[18\] \[19\] \[20\] \[21\] \[22\] \[23\] In this work, however, we will not study exotic oxides such as cuprates and manganites, which have been discussed elsewhere with respect to oxygen-deficient normal state conductivity and ferromagnetism. \[24\] \[25\] Apart from these applications, specially coated
α-Fe₂O₃ (for bio-stability) is also used in the fields of biomedical and bioengineering, such as for drug and protein delivery, and for cell separation and detoxification of biological fluids due to its magnetic properties. In this case, the existence of Fe²⁺ and Fe³⁺ in α-Fe₂O₃₋ₓ due to oxygen vacancies (x) may improve its magnetic properties as it resembles the ferrimagnetic Fe₃O₄, which also contains the mixed iron valence.

As pointed out earlier, the carrier-type transition is also closely related to oxygen vacancies on the solid surfaces [X1]. The existence of this association has been shown experimentally by Lee et al. [26]. Within the context of oxygen vacancies, Chen et al. [27] have also reported the process of systematic removal of oxygen anions via diffusion from the α-Fe₂O₃ nanowires and nanobelts. Creation of such vacancies in α-Fe₂O₃ were possible due to an innovative and universal approach proposed by Cvelbar et al. [28]. In this technique, the synthesis of α-Fe₂O₃ nanowires and nanobelts were carried out by direct plasma oxidation of bulk Fe materials. This method was originally proposed by Mozetič et al. [29] to synthesize high-density niobium oxide nanowires. For more general and recent details on the properties of iron oxides, we refer the readers to a recent review by Chirita and Grozescu [30] that covers the different polymorphs of the iron oxides as well as their electrochemical properties in the context of photoelectrochemistry.

It is to be noted here that rigorous experimental investigations on the p- to n-type transition have been carried out by Vaidhyananath et al. [31], and Murugavel and Asokan [32] for chalcogenide glasses. They used the model developed by Kolobov [33] that is based on the modification of the charged defect states and dangling bonds to explain such carrier-type reversal as a result of Pb doping in Pb-Ge-Se-Te glasses. In addition to that, the effect of polarizability in this transition was also first proposed by Elliot and Steel. [34] In this work, however, we will need to exclude this material (chalcogenides) because all the elements in this class of materials are multi-valent, for example, Pb²⁺, Ge²⁺, Se²⁺ and Te²⁺, for Pb, Ge, Se, and Te, respectively. Therefore, it is unlikely for us to narrow down the origin of carrier-type transition in chalcogenides based on the IET. In other words, the uncertainties from the IET analysis will be too large for one to make any sense.

The paper is organized as follows. Theoretical details on the IET are only briefly discussed where the details can be found elsewhere. A thorough and rigorous analysis are given on the carrier-type transition in both traditional, oxide semiconductors, and the n- and p-type carrier classifications. Subsequently, we apply our refined classification to explain the reversible carrier-type transition in α-Fe₂O₃ and Fe doped SnO₂ due to X1. Prior to conclusions, further analysis are carried out to explain the carrier-type transition during sensor operation [due to Y1 in the presence of X1]. We conclude that all of our theoretical analysis are in agreement with the experimental results reported in Refs. [1, 2, 3] without any violation and with high-level self consistency.

2. Theoretical details

The theoretical concept described here is based on the ionization energy theory (IET) formalism [41] where the polarizability of cations and anions can be obtained from the renormalized ionic displacement polarizability equation [42].
\[ \alpha_d = \frac{e^2}{M} \left[ \exp\left(\frac{\lambda(E^0_F - \xi)}{\omega_{\text{ph}} - \omega^2} \right) \right], \]

where \( \omega_{\text{ph}} \) is the phonon frequency of undeformable ions, \( 1/M = 1/M^+ + 1/M^- \) in which, \( M^+ \) and \( M^- \) are the positively and negatively charged ions due to their different polarizabilities. Here, \( \lambda = \frac{(12\pi\epsilon_0/e^2)}{a_B} \), \( a_B \) is the Bohr radius of atomic hydrogen, \( e \) and \( \epsilon_0 \) are the electronic charge and the permittivity of space, respectively.

Recent examples on the application of IET are reported in Ref. [43].

2.1. Carrier-type classification. Our first step to re-define the carrier types is to start with the well established semiconductors such as donor- and acceptor-doped Si, prior to analyzing \( \alpha\text{-Fe}_2\text{O}_3 \) and related oxides. The IET requires us to determine the energy-level spacing between the dopant (acceptor or donor) and the host (matrix) material, Si. Undoped Si is an intrinsic semiconductor, in which, the carrier-type can be regarded as an \( n \)-type due to the dominant conductivity contribution of excited electrons, while the conductivity due to holes strictly require the contribution of the strongly bound electrons in the valence band. Therefore, \( n \)-type conductivity is relatively larger than the \( p \)-type for intrinsic semiconductors, including for defect-free \( \alpha\text{-Fe}_2\text{O}_3 \). Furthermore, higher temperatures may also favor \( n \)-type as opposed to \( p \)-type due to high conductivity of excited electrons. Note here that we have invoked the principle of least action that determines the path and/or the carrier type with least resistance. From now onwards, we will drop the term \( \alpha \) attached to iron oxides for convenience.

Now, we can start consider the extrinsic Si based \( n \)- and \( p \)-type semiconductors. For example, the doped element As in \( \text{Si}_{1-x}\text{As}_{x}^{5+} \) is a donor with charge \( +e \) that attracts a free charge \( -e \) from the surrounding host atoms. Moreover, the binding energy of an electron \( (-e) \) to the \( +e \) (As ion center) is assumed to be small compared to the band gap \( (E_g) \) that introduce a donor impurity level just below (due to small binding energy) the conduction band. If the dopant is B as in \( \text{Si}_{1-x}\text{B}_{x}^{3+} \), then B acts as an acceptor with charge \( -e \) that attracts the free holes from the host Si material. The acceptor impurity level is now just above the valence band, again due to small binding energy of a hole to \( a -e \) (B acceptor center). Obviously, the donor impurities attract the electrons from the host Si, which makes them to be \( n \)-type. Whereas, acceptors attract holes from the surrounding Si matrix, which in turn one obtains the \( p \)-type carriers.

However, it is important to mention here that there are three implicit assumptions for the above-stated explanations— (i) the binding energy of an electron (due to donor) or hole (due to acceptor) should be small relative to \( E_g \), (ii) the valence state of an acceptor must be less than the host material, and the opposite is true for a donor (this is physically necessary), and (iii) the existence of the conduction band (semiclassical picture). It should be clear here that conditions (i) and (ii) cannot be defined rigorously for oxides such as \( \text{Fe}_2\text{O}_3 \), as well as cannot be used directly to explain the \( n \)- to \( p \)-type transition. Therefore, we will present a refined, a more general and rigorous classification for the carrier types based on the IET formalism.

The new classification (I) does not require assumption (iii), (II) assumption (ii) is only required for \( p \)-types due to the principle of least action given earlier, (III) assumption (i) can be replaced by the energy-level spacing and (IV) an additional
The averaged atomic ionization energies for all the elements considered here are given in Table 1 in which, the averaging follows Ref. [24] Prior to averaging, all the atomic ionization energies were taken from Ref. [44] From Fig. 1, p- and n-type semiconductors have been reclassified based on these two respective conditions.

\[ \text{condition } A1 : \xi_{k}^{a+} < \xi_{l}^{b+} \land a < h \land x_{a} < y_{h}. \]

\[ \text{condition } B2 : \neg A1, \]

where \( \xi_{k}^{a+}, \xi_{l}^{b+} \) denotes the acceptors or donors averaged ionization energy, with \( a \) and \( d \) being their respective valence states. Furthermore, \( y_{h} = 1 - x_{a,b} \). \( y_{h} \) is the host (matrix) element composition and \( x_{a,b} \) is the acceptor or donor composition, for example, the elemental composition for Si-B and Si-As systems can be written as \( \text{Si}_{y_{h}}^{i+}B_{x_{a}}^{3+} \) and \( \text{Si}_{y_{h}}^{i+}As_{x_{a}}^{5+} \), respectively; and \( \{a, b, d\} \in \mathbb{N} \), where \( \mathbb{N} \) is the set of natural numbers including zero. The symbol \( \land \) implies that \( \xi_{k}^{a+} < \xi_{l}^{b+} \) and \( a < h \) and \( x_{a} < y_{h} \) must be satisfied simultaneously. The p-type classification given in condition \( A1 \) means that the ionization energy of the dopant (acceptor) and its valence state and its elemental content must be less than the host material (Si\( _{4}^{i+} \) in this case). Whereas, \( \neg A1 \) means any other condition that is not \( A1 \). Condition \( A1 \) can be violated in seven different ways, in which six of the violations point toward
the \( n \)-type carriers, while the last one is equivalent to \( \mathcal{A}1 \) as proven in the last section (Mathematical analysis).

Table 1. Averaged atomic ionization energies (\( \xi \)) for individual ions, and the averaging were carried out based on the valence state for each element. These elements are arranged with increasing atomic number \( Z \) for clarity. The unit \( \text{kJmol}^{-1} \) is adopted for numerical convenience.

| Ion | Atomic number | Valence state | \( \xi \) (kJmol\(^{-1}\)) |
|-----|---------------|---------------|-----------------------------|
| B   | 5             | 3+            | 2296                        |
| C   | 6             | 2+            | 1720                        |
| O   | 8             | 2+            | 2351                        |
| Al  | 13            | 3+            | 1713                        |
| Si  | 14            | 4+            | 2488                        |
| P   | 15            | 5+            | 3414                        |
| Fe  | 26            | 2+            | 1162                        |
| Fe  | 26            | 3+            | 1760                        |
| Ga  | 31            | 3+            | 1840                        |
| Ge  | 32            | 4+            | 2503                        |
| As  | 33            | 5+            | 3272                        |
| In  | 49            | 3+            | 1694                        |
| Sn  | 50            | 4+            | 2248                        |
| Sb  | 51            | 5+            | 2906                        |
| Tl  | 81            | 3+            | 1813                        |
| Bi  | 83            | 5+            | 2910                        |

Subsequently, one can write down the mechanism for the \( p \)-type conductivity as follows: lower ionization energy of the acceptor dopant (\( A^{a+} \)), compared to its host material implies easier electronic polarizations and/or excitations of the electrons from the acceptor ion centers toward the holes at \( \text{Si}^{4+} \) ion sites. The required relationship between ionization energy and the polarizability is given in Eq. (2.1). The electron-polarization from the acceptor to the host ions implies the attraction of holes from the host to the acceptors, which gives rise to \( p \)-type conductivity. This mechanism is based on condition \( \mathcal{A}1 \) that is also in agreement with the original mechanism explained in Ref. [5]. Further increasing the acceptor content (\( \text{Si}_{1-x}^{4+}A_{x}^{a+} \)) reduces the energy-level spacing and therefore, increasing the probability of excitations of the holes from the \( \text{Si} \) host material.

On the other hand, to obtain \( n \)-type carriers, the donor dopant, \( D^{d+} \) in \( \text{Si}_{1-x}^{4+}D_{x}^{d+} \) needs to satisfy a somewhat less restrictive sub-conditions, which are derived from the primary condition \( \mathcal{B}2 \) (see the section on mathematical analysis for details).

3. Reversible carrier-type transition in oxides

Having understood the reason why and how the polarizability of cations with different valence states and ionization energies affect the \( \text{Si} \) based semiconductors, we can now extend this knowledge to evaluate the reversible carrier-type transition in \( \text{Fe}_2\text{O}_3 \). Recall here that the diffusion of oxygen ions creates oxygen vacancies,
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Figure 2. (A) Based on condition A1, A = Fe$^{2+}$, H = Fe$^{3+}$, $\xi_{Fe^{2+}} < \xi_{Fe^{3+}}$, and $0 < y < \frac{1}{2}$ (small Fe$^{2+}$ content), and these properties strictly imply Fe$_{2y}^{2+}$Fe$_{2-2y}^{3+}$O$_{3-y}^{2-}$ is a p-type semiconductor for $y \neq 0$. (B) Similarly, Sn$_{1-x}^{4+}$Fe$_{2x}^{3+}$O$_{2-x}^{2-}$ is also a p-type semiconductor by identifying A = Fe$^{3+}$, H = Sn$^{4+}$, $\xi_{Fe^{3+}} < \xi_{Sn^{4+}}$, $x < \frac{1}{2}$ and $x \neq 0$. Their respective values for $\xi$ are given in Table I. The energy levels are not to scale and the oxygen content are different in both systems. Therefore, one cannot compare system (A) with (B) quantitatively, except for $2-x = 3-y$. See text for details.

which in turn have given rise to Fe$^{3+} \rightarrow$ Fe$^{2+}$. The reversible transition is examined by changing the energy-level spacing based on the constituent atoms composition in a given oxide.

Figure 2 shows the energy level spacing, and n- to p-type transition and classifications with respect to condition A1 for Fe$_{2y}^{2+}$Fe$_{2-2y}^{3+}$O$_{3-y}^{2-}$ and Sn$_{1-x}^{4+}$Fe$_{2x}^{3+}$O$_{2-x}^{2-}$. Here, $y$ is bounded in $\{y : y \leq 1\} \in \mathbb{R}$ while $x$ is bounded in $\{x : x \leq \frac{1}{2}\} \in \mathbb{R}$, where $\mathbb{R}$ is the set of real numbers. These bounds mean that if $y = 1$, then

$$\text{Fe}_{2y}^{2+}\text{Fe}_{2-2y}^{3+}\text{O}_{3-y}^{2-} \rightarrow \text{Fe}^{2+}\text{O}^{2-},$$

and if $y = 0$, then

$$\text{Fe}_{2y}^{2+}\text{Fe}_{2-2y}^{3+}\text{O}_{3-y}^{2-} \rightarrow \text{Fe}^{3+}\text{O}^{2-}.$$ 

Similarly, if $x = \frac{1}{2}$,

$$\text{Sn}_{1-2x}^{4+}\text{Fe}_{2x}^{3+}\text{O}_{2-x}^{2-} \rightarrow \text{Fe}^{3+}\text{O}^{2-},$$

and if $x = 0$,

$$\text{Sn}_{1-2x}^{4+}\text{Fe}_{2x}^{3+}\text{O}_{2-x}^{2-} \rightarrow \text{Sn}^{4+}\text{O}^{2-}.$$ 

On the one hand, substitution of Fe$^{3+}$ into Sn$^{4+}$ sites creates oxygen vacancies, O$_{2-x}$ as a result of different valence states between Sn$^{4+}$ and Fe$^{3+}$. On the other hand, oxygen vacancies ($y$) initiates the transition, Fe$^{3+}$ → Fe$^{2+}$ for the oxide Fe$_{2}^{3+}$O$_{3}^{2-}$. In all these cases, the ionization energy approximation can be applied with respect to different cation content ($y$ or $x$).
3.1. Iron oxides: Fe$_2$O$_3$, FeO and Fe$_2$O. Figure 2(A) indicates the energy levels for Fe$^{2+}$ and Fe$^{3+}$ where $\xi_{Fe^{2+}} < \xi_{Fe^{3+}}$ from Table 1. We now invoke condition A1 with which, one can associate the acceptor $A = Fe^{2+}$, the host $H = Fe^{3+}$, and therefore, $\xi_{Fe^{2+}} < \xi_{Fe^{3+}}$ where $a < h$. In addition, $x_a < y_h \iff 2y < 2 - 2y$ due to the fact that $0 < y < \frac{1}{2}$. The reason $y$ should be less than $\frac{1}{2}$ is solely to invoke the existence of small Fe$^{2+}$ concentration as a result of small concentration of oxygen vacancies. In the absence of vacancies, $y = 0$ and all iron ions exist as Fe$^{3+}$. On the other end with $y = 1$, only Fe$^{2+}$ ions exist. As a consequence, Fe$_{2y}^{3+}$Fe$_{2-2y}^{3+}$O$_{3-y}$ is a bulk $p$-type semiconductor, and it is a robust one because $n$-type can only be obtained if $y = 0$ (defect-free Fe$_2$O$_3$) or $y = 1$ (defect-free FeO).

However, if one were to create interstitial oxygen defects in FeO in such a way to obtain Fe$_{2z}^{3+}$Fe$_{1-2z}^{2+}$O$_{1+z}$, we will end up with $n$-type semiconductor. In this oxygen-interstitial case, Fe$_{2z}^{3+}$Fe$_{1-2z}^{2+}$O$_{1+z}$ will satisfy one of the seven conditions (B52) that violates A1 (see the section on mathematical analysis for details). Here, we first need to recognize Fe$^{3+}$ as the donor, D, Fe$^{2+}$ as the host, H, and therefore $\xi_{D^{+}} > \xi_{H^{+}}$ where $d > h$. Subsequently, we can write $x_a < y_h \iff 2z < 1 - 2z$ due to $0 < z < \frac{1}{2}$ where $z$ is bounded in 0 ≤ $z$ ≤ $\frac{1}{2}$. If $z = 0$, Fe$_{2z}^{3+}$Fe$_{1-2z}^{2+}$O$_{1+z}$ ⇒ FeO, whereas, Fe$_{2z}^{3+}$Fe$_{1-2z}^{2+}$O$_{1+z}$ ⇒ Fe$_2$O$_3$ for $z = \frac{1}{2}$.

If we introduce oxygen vacancies into FeO, then one obtains Fe$_{2z}^{3+}$Fe$_{1-2z}^{2+}$O$_{1-v}^{-}$. Subsequently, we identify $A$ as Fe$^{3+}$ and $H$ as Fe$^{2+}$. Hence, $\xi_{A^{+}} < \xi_{H^{+}}$ where $a < h$. As such, we can write $x_a < y_h \iff 2v < 2 - 2v$ due to $0 < v < \frac{1}{2}$ where $v$ is bounded in 0 ≤ $v$ ≤ $\frac{1}{2}$. These identifications and conclusions clearly satisfy condition A1, which indicate that Fe$_{2v}^{3+}$Fe$_{1-2v}^{2+}$O$_{1-v}^{-}$ is a $p$-type semiconductor. Finally, if $v = 0$, we obtain FeO and Fe$_2$O$_3$ for $v = \frac{1}{2}$ from Fe$_{2z}^{3+}$Fe$_{1-2z}^{2+}$O$_{1-v}^{-}$.

3.2. Tin oxides: Fe doped SnO$_2$. Having explained the $n$- and $p$-type classifications for iron oxides, we can now use the similar arguments for Fe doped tin oxides, Sn$_{1-2x}$Fe$_{2x}$O$_{2-x}$. Figure 2(B) plots the energy levels for Fe$^{3+}$ and Sn$^{4+}$ that satisfy $\xi_{Fe^{3+}} < \xi_{Sn^{3+}}$. We can recognize that $H^{h+} = Sn^{4+}$, $A^{e+} = Fe^{3+}$ where $a < h$. The presence of Fe$^{3+}$ initiates oxygen vacancies and since the concentration of Fe$^{3+}$ is small, we have $x_a < y_h \iff 2x < 1 - 2x$ and all these inequalities satisfy condition A1. Therefore, Sn$_{1-2x}$Fe$_{2x}$O$_{2-x}$ is a $p$-type semiconductor within these well-defined inequalities provided that $0 < x < \frac{1}{4}$. However, $x$ is bounded in 0 ≤ $x$ ≤ $\frac{1}{2}$ with which, one obtains SnO$_2$ for $x = 0$, and Fe$_2$O$_3$ for $x = \frac{1}{2}$.

Unfortunately, we are unable to directly compare system (A), Fe$_{2y}^{3+}$Fe$_{2-2y}^{3+}$O$_{3-y}$, with system (B), Sn$_{1-2x}$Fe$_{2x}$O$_{2-x}$, where the energy levels and the spacing in Fig. 2 are for Fe$^{2+}$, Fe$^{3+}$ and Sn$^{4+}$. This means that we did not take oxygen concentration into account because oxygen is an anion. In our discussion earlier, the comparison based on cations are valid because we were only interested in the carrier-type transition that heavily relies on the cations valence states. Nevertheless, we can compare these two systems provided that their [system (A) and (B)] oxygen content are the same, i.e., $2 - x = 3 - y$. This latter condition implies that the energy-level spacing for Fe$_2$O$_2$ (= FeO) < SnO$_2$ (due to $\xi_{Fe^{2+}} < \xi_{Sn^{3+}}$) which is in accordance with the band gap measurements given in Refs. 45, 46. The optical $E_g$ values for FeO and SnO$_2$ are 2.4 and 3.9 eV, respectively.
4. Reversible carrier-type transition during gas-sensing operation

In the previous sections, we have explained why and how oxygen defects and cation-doping influenced the changes to the cation valence states, which in turn initiated the carrier-type transition on the oxide surfaces [due to X1 only]. Here, we will study the effect of the changes to the chemical compositions of the adsorbed species (or its concentrations) [due to Y1: these species can be atoms, ions or molecules] in the presence of X1. It is important to note here that one need to first identify the carrier-type of oxide surfaces, before interpreting the carrier-type transition due to physisorption. The situation is slightly complicated for nanowires because surface conductivity is only applicable for thin or thick solid films, whereas, for solid nanowires, the conduction is through the whole nanowires, and therefore defect densities strongly affect the conductivity. For example, the conduction mechanism along a single-wall carbon nanotube is indeed complicated when one has to deal with defects along the conducting path. [47]

In any case, we have already explained the reasons why and how a given gas molecule intrinsically prefers a particular oxide surface for optimum sensitivity as a result of different polarizabilities between the gas molecule and the oxide surface. [48] The carrier-type transition model based on the IET formalism presented here does not take into account the gas molecules reacting on the surfaces of the oxide materials to create oxygen vacancies. Hence, the oxygen-vacancy model described in Ref. [52] will be suitable to study the surface chemical reactions, and then followed by the IET analysis to evaluate the carrier-type transition.

The following section develops the analysis required for \( n \rightarrow p \rightarrow n \) transitions in SnO\(_2\) and Fe-doped SnO\(_2\) semiconductors in the presence of O\(_2\) molecules. Subsequently, we explain how and why the said transitions are influenced by both X1 and Y1. Next, we apply the IET based carrier-type classification to understand the same transitions occurring in the \( \alpha\)-Fe\(_2\)O\(_3\) nanowires in the presence of reductive ambient. Unlike SnO\(_2\) samples stated above, we will find that, only X1 is responsible for the \( n \rightarrow p \rightarrow n \) transitions in \( \alpha\)-Fe\(_2\)O\(_3\) nanowires. Finally, the bulk \( \alpha\)-Fe\(_2\)O\(_3\) samples that are exposed to O\(_2\) and followed by CO molecules give rise to the \( n \rightarrow p \rightarrow n \) transitions entirely due to Y1. Hence, we have three types of different samples that have different causes (due to X1 and/or Y1) for carrier-type transitions. However, all of these causes will be shown to have a single origin, which is due to the difference in the polarizability of electrons from the oxide surface and the physisorbed molecules.

4.1. SnO\(_2\) and Fe-doped SnO\(_2\) in the presence of O\(_2\) molecules. We first recall the results reported by Galatsis et al. [1], in which, they found that a pure SnO\(_2\) is an n-type semiconductor, and after doping with Fe, it started to behave like a p-type semiconductor when both doped and undoped samples are exposed to O\(_2\) molecules. [1] This n- to p-type transition is in accordance with our analysis given earlier where at a lower temperature, there is a lower probability for electrons to be excited to conduct electricity. In addition, we assume here that O\(_2\) molecules attract electrons from the oxide surface (smaller polarizability of O\(_2\) molecule compared to oxide surfaces), which will enhance the concentration of surface holes, and therefore, Fe doped SnO\(_2\) is expected to remain as a p-type semiconductor for a lower O\(_2\) concentration and at a lower temperature (350°C). This assumption is valid if the oxide surfaces contain dangling bonds and low valence state defects (high
Figure 3. The larger polarizability magnitude for both the $O_2$ molecule and the oxide surface implies these two strongly polarized entities may repel each other, giving rise to an effective dissociation and negligible conductance response. The magnitude of the electron-electron ($e-e$) repulsion, size of the molecules and the electron polarization are not to scale. See text for details.

Valence state defects will reduce the polarizability of the oxide surface). However, note here that $p$- to $n$-type transition is possible at a much higher $O_2$ concentration. Consequently, we can surmise here that $n$-type conductivity is favored at high temperatures, while higher oxygen concentration favors $p$-type carriers (due to large electron affinity or small polarizability of $O_2$ molecules). This means that adsorbed oxygen species competes with increasing temperatures to maintain $p$-type conductivity.

Having said that, we can now explore the experimental data measured at 400°C, where $p$- to $n$-type transition has been observed for 0.1 and 1% of $O_2$ concentrations. This transition is entirely due to temperature effect where $O_2$ content is insufficient to maintain $p$-type conductivity. As anticipated, much higher concentration of $O_2$ (10%) have attracted (due to low polarizability) the excited electrons (due to 400°C > 350°C) from the oxide surface so as to maintain the $p$-type conductivity. Finally, for 450°C and 10% of $O_2$, $p$- to $n$-type transition was observed, which means that 10% of $O_2$ molecules are insufficient to attract the additional excited electrons due to a much higher temperature (450°C > 400°C) from the oxide surface. However, a reverse $n$- to $p$-type transition may not be observable for a much higher $O_2$ content (> 10%) at 450°C due to polarized electron-electron repulsion from both the polarized oxide surface and $O_2$ molecules (see Fig. 3). In addition, at a much higher temperature (> 450°C), chemical reactions between $O_2$ and a given oxide surface could be the dominant surface process with O atoms diffuse into the oxide surface. Here, we have explained why both X1 (due to Fe doping) and Y1 (due to adsorbed $O_2$ molecules) are responsible for the carrier-type transitions during gas-sensing operations.

Finally, $SnO_2$ has remained as an $n$-type throughout the measurements for different $O_2$ concentrations (0.1 to 10%) and temperatures (350 to 450°C). This is simply because $SnO_2$ does not satisfy condition A1, in which, there are no lower concentration of acceptor ions with smaller valence states (compared to $Sn^{4+}$), and with smaller ionization energy to create holes as charge carriers.
4.2. \(\alpha\text{-Fe}_2\text{O}_3\) nanowires in the presence of reductive ambient. We now recall the results of Lee et al. They have made p-type \(\alpha\text{-Fe}_2\text{O}_3\) nanowire semiconductor by creating oxygen vacancies inside the nanowire, rather than on the surface of the nanowire. This conclusion is supported by their EELS measurements, which confirms the nanowire surfaces contain negligible amount of oxygen vacancies, while inside the \(\alpha\text{-Fe}_2\text{O}_3\) nanowire one finds highly ordered oxygen vacancies. From our analysis earlier, \(\alpha\text{-Fe}_2\text{O}_3\) with oxygen vacancies should be a p-type semiconductor (due to the existence of \(\text{Fe}^{2+}\) in the presence of oxygen vacancies). This p-type conductivity is observable because the conduction is through the whole nanowire instead of only on the nanowire surface. The reason is that if the conduction was to occur only on the nanowire surface (that contains insufficient oxygen vacancies), then one should observe n-type conductivity based on the IET analysis and EELS measurements. Interestingly, our analysis are in complete agreement with the experimental results and proposals reported in Ref. [3], where oxygen-vacancy ordering in the centre is responsible for the p-type conductivity.

Furthermore, exposing this p-type \(\alpha\text{-Fe}_2\text{O}_3\) nanowires to reductive ambient have transformed them into n-type nanowires (due to p- to n-type transition). This is interesting given the fact that the EELS measurements further confirms the existence of higher oxygen-vacancy densities in the centre, which is also in accordance with previous reports. Higher oxygen-vacancy densities imply that the oxygen ordering in the centre has been destroyed via further diffusion of oxygen ions to the surface. Parallel to this, we propose here that such a heavy oxygen diffusion process during the reductive ambient annealing will give rise to oxygen accumulation on the nanowire surface with increased surface thickness with stoichiometric \(\alpha\text{-Fe}_2\text{O}_3\). As a consequence, n-type carriers (due to stoichiometric \(\alpha\text{-Fe}_2\text{O}_3\) on the surface) should dominate the conductivity, in which, high-defect concentration in the centre is no longer favorable for conduction. Again, we have invoked the principle of least action. Recall here that stoichiometric \(\alpha\text{-Fe}_2\text{O}_3\) means that \(\alpha\text{-Fe}_2\text{O}_3\) with negligible oxygen vacancies and \(\text{Fe}^{2+}\). In summary, we have explained the reasons why and how only \(X_1\) has come to play in determining the carrier-type transitions during gas-sensing operations (due to creation of oxygen-vacancy ordering, and followed by random oxygen vacancies created due to exposure to reductive ambient). Parallel to the thermal method, one can also synthesize these \(\alpha\text{-Fe}_2\text{O}_3\) nanowires using the plasma oxidation method (POM) with a much shorter synthesizing time (120 s) as shown in Fig. 4. The nanowires created on the iron-metal surface using the low temperature POM have been highlighted in the introduction, where these nanowires have been found to contain highly ordered oxygen vacancies. The readers are referred to Refs. [34, 33] for more details on these vacancies observed with TEM, and the POM experimental procedure.

The next sub-section will explain how one can obtain the \(n \rightarrow p \rightarrow n\) transitions entirely due to \(Y_1\), in the absence of \(X_1\) (the carrier-type on the oxide surfaces are not changed by doping and/or creating oxygen vacancies and/or defects). It is worth to mention here that there is also an earlier transistor-effect study reported on n- and p-type \(\alpha\text{-Fe}_2\text{O}_3\) nanobelts. In their experiments, Fan et al. have used Zn dopant to obtain the carrier-type transition from n- to p-type by controlling the temperature during the doping process. This transition is due to \(X_1\).

4.3. \(\alpha\text{-Fe}_2\text{O}_3\) exposed to \(\text{O}_2\) and followed by \(\text{CO}\) molecules. Our aim to understand the carrier-type transition during the gas-sensing operation so far has
Figure 4. $\alpha$-Fe$_2$O$_3$ nanowires with oxygen-vacancy ordering synthesized on an iron metal surface after direct low temperature plasma oxidation in radio-frequency (RF) oxygen. Visible oxygen vacancies in these nanowires have been captured via the TEM images, which are given in Refs. [34, 33].

not directly depended on any assumption on surface energy band bending, work function, and so on as reported by Gurlo et al. [4, 56]. However, we have made three important assumptions along the way to this sub-section, namely, (1) oxygen molecule’s polarizability is smaller than the SnO$_2$ and Fe doped SnO$_2$ surfaces, (2) the conducting paths for a nanowire is through the whole nanowire, and not only on its surfaces, and (3) sufficient surface thickness with stoichiometric $\alpha$-Fe$_2$O$_3$ is a preferable conduction path with least resistance compared to the nanowire centres with high and randomly oriented defect densities. Assumption (1) is valid if the surface defects contain (i) cations with smaller valence states such as Fe$^{2+}$ (due to $\xi_{\text{Fe}^{2+}} < \xi_{\text{Fe}^{3+}}$) and/or (ii) dangling bonds. These dangling bonds are nothing but unpaired or free electrons (not literally free, but bound to the surface parent ion) that did not happen to make any bond due to defects, and usually occur on the surfaces of solids for well-known reasons. Obviously, if the electrons are bonded, then it is much more difficult to polarize them. Both (i) and (ii) will give rise to a larger surface polarizability. [48] Our assumptions in (2) and (3) are also valid because even though charge carriers tend to flow on the surface (skin effect) [5], this is not the case for nanowires with inhomogeneous defect distribution. Unlike the $n \rightarrow p \rightarrow n$ transitions discussed earlier by Galatsis et al. [1] and Lee et al. [3], which are due to both X1 and Y1, and X1 only, respectively, the same transitions reported by Gurlo et al. [4] are entirely due to Y1 as pointed out in the introduction. Gurlo et al. [4] started out the measurements with an n-type $\alpha$-Fe$_2$O$_3$, by first exposing it to O$_2$ gas. In their analysis, sufficient amount of oxygen-ion adsorption on the surfaces (ionsorption model) leads to an inversion layer that changes the conduction-type from n- to p-type as a result of decreasing conductance (due to decreasing electrons) and followed by increasing conductance (due to increasing holes) with increasing work function (due to increasing oxygen concentration) [4] [see Fig. 5(A)].
Figure 5. The expected changes to the conductance, $G$ are sketched in (A) due to increasing amount of $O_2$ molecules exposed onto the $\alpha$-Fe$_2$O$_3$ surface. The conductance first decrease due to decreasing electron concentration, and increase after reaching a minimum (intrinsic conductance) as a result of increasing hole concentration. In this case, we obtained the $n$- to $p$-type transition. Subsequently, exposing CO onto the oxygen adsorbed $\alpha$-Fe$_2$O$_3$ surface [as shown in (B)], leads to a reverse transition, namely, $p$- to $n$-type. See text for details.

Subsequent exposure to CO (reductive ambient), have led CO reacting with adsorbed oxygen ions on the $\alpha$-Fe$_2$O$_3$ surface, releasing electrons from the adsorbed oxygen ions into the surface conduction band. As a consequence, this increasing electron concentration gives rise to smaller magnitude of the surface band bending, in which, with enough concentration of CO, the Fermi level can be brought above the intrinsic level to give $p$- to $n$-type transition [see Fig. 5(B)]. In this case, the conductance decreases first due to decreasing hole concentration and with further increasing of CO, the conductance increases again because the concentration of free-electrons is increasing with respect to decreasing band bending. Hence, it is clear now that the above stated $n \rightarrow p \rightarrow n$ transitions are indeed because of Y1 only. We know from the IET and from our previous discussion (recall the analysis for Fe doped SnO$_2$) $O_2$ molecules have smaller polarizability, which can attract the excited surface electrons (due to temperature), and with increasing $O_2$ concentration one should be able to observe the $n$- to $p$-type transition. In this case, the conductance is expected to be similar to the one observed in Ref. [4], where the conductance first decreases (due to decreasing electrons) and followed by increasing conductance due to increasing holes as a result of increasing $O_2$ concentration (again, this transition
is similar to Fe doped SnO$_2$ exposed to O$_2$). On the other hand, introducing CO after O$_2$ exposure is somewhat complicated and our arguments are as follow.

We first need to evaluate the polarizability of CO relative to O$_2$ molecules following the procedure discussed in Ref. [48]. Here, C$^{2+}$ acts as a cation and 2 electrons are transferred from C$^{2+}$ to O$^{2-}$ giving the charge states, C$^{2+}$O$^{2-}$. Such electron-transfers are due to $\alpha_{d}^{CO} > \alpha_{d}^{O_2}$, which is from $\xi_{C^{2+}} < \xi_{O^{2-}}$ (see Table 1).

For an oxygen molecule however, both O atoms in O$_2$ are identically cationic and anionic in electronic structure. This means that there is no effective electron transfer, but we can treat one of the O atom in O$_2$ as a cation, while the other as an anion, and we can switch those O atoms by requiring the former cation as the anion and the previous anion as the cation. Hence, there are 2 electrons contributed by O$^{1}$, and another 2 from O$^{2}$ atom, and this 4 electrons are responsible for the polarizability of O$_2$ molecule. We can now readily obtain the inequality $\alpha_{d}^{CO} > \alpha_{d}^{O_2}$ from $\xi_{C^{2+}} < \xi_{O^{2-}}$. This allows us to conclude that the electrons from O$_2$ molecule is relatively more difficult to be polarized compared to CO molecule. In other words, the assumption (1) made earlier is further supported by the IET analysis, even if the comparison here is with CO, and not with SnO$_2$ or Fe doped SnO$_2$. Add to that, our polarizability evaluation is also strictly valid even though the diatomic bonding energy for CO (1077 kJmol$^{-1}$) is larger than O$_2$ (498 kJmol$^{-1}$) molecule. These bonding energy values were obtained from Ref. [44]. Smaller bonding energy of a diatomic molecule (such as O$_2$ molecule) that has smaller polarizability relative to a CO molecule means that any attempt to increase O$_2$ polarizability significantly due to temperature will lead to the breaking of the O–O bond first, before significant polarizability could occur. Whereas, CO molecule can be easily polarized (compared to O$_2$) without first breaking the C–O bond. In fact, we have cautioned the readers of this scenario where one should be careful in interpreting the bonding energies for polarizability calculations. [41, 42] Note that the dash sign “−” written above for O–O and C–O, do not in any way represent the number of bonds.

Further evidences in support of the IET based polarizability analysis (for O$_2$ and CO) come from the work of Reed [49] and Bogaard et al. [50]. The molecular polarizability for O$_2$ is given by $1.75 \times 10^{-40}$ Cm$^2$V$^{-1}$ (we have converted the unit from cm$^3$ (Gaussian) to SI). [49] Whereas, the molecular polarizability [50] for CO is $2.031 \times 10^{-40}$ Cm$^2$V$^{-1}$, which indicate the correctness of our analysis where $\alpha_{d}^{CO} > \alpha_{d}^{O_2}$. The conversion coefficient to convert the Gaussian to SI unit reads $4\pi\varepsilon_0(10^{-6})$ where $\alpha_{d}^{SI} = 4\pi\varepsilon_0(10^{-6})\alpha_{d}^{Gaussian}$. We stress here that the IET analysis is based on the atomic energy-level spacing renormalization technique [51], and therefore we did not use the standard variational principle to solve the many-body Hamiltonian. This means that we can derive the required analytic functions for accurate and strictly self-consistent analysis of the physico-chemical mechanisms. Sometimes, these analysis can be made quantitative with remarkable agreements with the experimental results. [25]

We can now revisit the $p$- to $n$-type transition occurring on the oxygen adsorbed $\alpha$-Fe$_2$O$_3$ surface. Contrary to Ref. [3], there is no convincing spectroscopic measurements to justify the existence of oxygen ionosorption, such as O$_2^−$, O$^−$ and O$_2^{2−}$. [52, 57] Parallel to this, we have proposed above that the adsorbed oxygen molecule attract the electrons from the oxide surface and consequently, gives rise to $n$- to $p$-type transition. Subsequent exposure to high concentration of CO molecules
reduces the polarizability strength of the adsorbed \( \text{O}_2 \) molecules. The reason is that in the presence of CO, adsorbed \( \text{O}_2 \) molecules will also attract the electrons from the highly polarizable CO molecules (due to \( \alpha_*^{\text{CO}} > \alpha_*^{\text{O}_2} \)), thus reducing the \( \text{O}_2 \) strength to attract the electrons from the \( \alpha\)-\( \text{Fe}_2\text{O}_3 \) surface. Therefore, we obtain the \( p \)- to \( n \)-type transition.

In summary, Fig. \( \text{III}(\text{A}) \) and (B) are also valid for the IET analysis, in which, our analysis for the SnO\(_2\), Fe doped SnO\(_2\) and \( \alpha\)-Fe\(_2\)O\(_3\) samples are all in agreement with the experimental results, as well as highly self-consistent. This completes our analysis and explanations as to why and how carrier-type transition occur during gas-sensing operations. Moreover, the discussion and analysis presented here based on the polarizability effect do not require physical electron transfer from a molecule to the surface or vice versa, which leaves the adsorbed molecules to be charged. The individual system (adsorbed molecules or the oxide surface) during conductivity measurements may remain neutral, but can be strongly polarized to either enhance or reduce the conductance as explained earlier and in Ref. \[48\].

5. Mathematical analysis

As stated earlier, condition \( \mathcal{A}1 \) can be violated in seven different ways and the first six will give rise to \( n \)-type carriers, while the last one is shown to be exactly equal to \( \mathcal{A}1 \). Here, we list all the possible sub-conditions (seven in total) for condition \( \mathcal{B}_k \) where \( k = 1, 2, \ldots, 7 \).

\[
\begin{align*}
\mathcal{B}_1 \mathcal{2} : & \quad \xi_1^{a^+} > \xi_1^{h^+} \land a < h \land x_1 < y_1; \\
\mathcal{B}_2 \mathcal{2} : & \quad \xi_2^{a^+} < \xi_2^{h^+} \land a > h \land x_2 < y_1; \\
\mathcal{B}_3 \mathcal{2} : & \quad \xi_3^{a^+} < \xi_3^{h^+} \land a < h \land x_3 > y_1; \\
\mathcal{B}_4 \mathcal{2} : & \quad \xi_4^{a^+} > \xi_4^{h^+} \land a > h \land x_4 < y_1; \\
\mathcal{B}_5 \mathcal{2} : & \quad \xi_5^{a^+} > \xi_5^{h^+} \land a < h \land x_5 > y_1; \\
\mathcal{B}_6 \mathcal{2} : & \quad \xi_6^{a^+} < \xi_6^{h^+} \land a > h \land x_6 > y_1; \\
\mathcal{B}_7 \mathcal{2} : & \quad \xi_7^{a^+} > \xi_7^{h^+} \land a > h \land x_7 > y_1.
\end{align*}
\]

We start with \( \mathcal{B}_1 \mathcal{2} \) and construct a general hypothetical system that has the form, \( \mathcal{H}_y^{a^+} \mathcal{A}_x^{a^+} \). Recall here that \( \mathcal{H} \) and \( \mathcal{A} \) denote host and acceptor cations, respectively. Next, we invoke the violation, which is given by \( \xi_A > \xi_H \) implying the additional \(-e\) at the \( \mathcal{A}^{a^+} \) center cannot be easily excited toward the \( \mathcal{H}^{h^+} \) centers or conversely, it is difficult for a hole to be attracted toward the \( \mathcal{A}^{a^+} \) center. This process favors the electrons from \( \mathcal{H}^{h^+} \) as the effective carriers (\( n \)-type). Note here that \( \mathcal{B}_1 \mathcal{2} \) stays intact without any transformation because transformations are only required if \( a < h \) or \( x_a < y_H \) or both are violated (see below for other sub-conditions). Subsequently, the violation for \( \mathcal{B}_2 \mathcal{2} \) is due to \( a > h \). In this case, we require the transformation, \( \mathcal{H}_y^{a^+} \mathcal{A}_x^{a^+} \rightarrow \mathcal{H}_y^{a^+} \mathcal{D}_0^{d^+} \) due to \( a \rightarrow d \) in which, \( \mathcal{A}_x^{a^+} \) and \( \xi_A^{a^+} \) have been replaced by \( \mathcal{D}_0^{d^+} \) and \( \xi_0^{d^+} \), respectively. This sub-condition still favors electrons entirely due to \( x_0 < y_H \) because if \( x_0 > y_H \), then \( d \rightarrow h \) and \( h \rightarrow a \) and these latter transformations imply \( p \)-type. The newly transformed \( \mathcal{B}_2 \mathcal{2} \) for \( n \)-type carriers is given by \( \xi_0^{d^+} < \xi_0^{h^+} \land d > h \land x_0 < y_H \). Next, if \( \mathcal{B}_3 \mathcal{2} \) is true, then the violations are caused by \( x_A > y_H \). Consequently, \( \mathcal{H}_y^{a^+} \mathcal{A}_x^{a^+} \rightarrow \mathcal{H}_y^{a^+} \mathcal{D}_0^{d^+} \) due to \( a \rightarrow h \) and \( h \rightarrow d \). Hence, the transformed \( \mathcal{B}_3 \mathcal{2} \) is given by \( \xi_0^{h^+} < \xi_0^{d^+} \land h < d \land y_H > x_0 \) that gives \( n \)-type carriers.
The following three sub-conditions, $B_1 2$, $B_5 2$ and $B_6 2$ deal with any two inequalities that violate condition $A_1$ simultaneously. Invoking $B_2 2$ with two violations, $\xi^{a+}_h > \xi^{h+}_a$ and $a > h$ impose $a \rightarrow d$ and $A^{a+}_{n_a} \rightarrow D^{d+}_{n_d}$ that consequently lead to $H_{y_h}^{h+} A^{a+}_{n_a} \rightarrow H_{y_y}^{y_d} D^{d+}_{y_d}$ and $\xi^{d+}_s > \xi^{h+}_d \land d > h \land y_h < y_y$. Therefore, one can transform $B_1 2 \rightarrow B_2 2$ to obtain $n$-type carriers. The two violations in sub-condition $B_5 2$ are $\xi^{a+}_d > \xi^{h+}_s$ and $a > h$. We can transform $B_5 2$ using $a \rightarrow h$ and $h \rightarrow d$ to obtain $\xi^{h+}_d \land h < d \land y_h > y_d$ where $B_5 2 \rightarrow B_2 2$, which is in agreement with $n$-type carriers. For $B_6 2$, $a > h$ and $x_h > y_h$ give rise to the transformations, $a \rightarrow h$ and $h \rightarrow a$, thus $B_6 2$ can be rewritten as $\xi^{a+}_h \land a < h \land x_h < y_h$, which is equivalent to $B_1 2$ that satisfies $n$-type carriers. Finally, $B_2 2$ violates all three inequalities and the required transformations are $a \rightarrow h$ that is due to $x_h > y_h$ and $h \rightarrow a$ due to $a > h$. After the usual transformations one can obtain $\xi^{d+}_h \land h > a \land y_h > x_h$ and this is nothing but $A_1$.

It is not surprising that we have shown the existence of these equalities, $B_1 2 = B_5 2$, $B_2 2 = B_5 2$, $B_3 2 = B_3 2$, and $B_2 1 = B_1 2$. This property arises entirely from the symmetry in the mathematical transformation of the inequalities ($\rightarrow \land \land \land$) in all the sub-conditions stated earlier.

6. Conclusions

We have developed a rigorous and unequivocal strategy to understand the unavoidable oxygen diffusion that creates oxygen vacancies in oxides as a mean to switch the carrier types in iron oxides and Fe doped tin oxides. In addition, we have explained how different gas environments may interact with a given oxide to initiate the reversible carrier-type switching in metal-oxide sensors. This reversible switching can be achieved on the oxide surface entirely due to different gaseous environment or through doping the oxide, and followed by exposure to a particular gas. All these scenarios have been explained self-consistently within the IET based carrier-type classification and polarizability functional.

We found that the $p$-type semiconducting oxides strictly bounded within a narrow range of certain critical parameters as compared to $n$-type oxides. In particular, $p$-type semiconductors can only be observed if the acceptor’s ionization energy ($\xi$), valence state ($a+$) and concentration ($x_h$) are all less than the host cations. Any other possibility will give rise to $n$-type carriers. However, higher temperatures and/or $x_h \ll y_h$ may also give rise to $n$-type carriers such that, $p$-type carriers may not be observable. Our refined and extended classification within the IET also agrees with the original mechanism explained for traditional Si based semiconductors. Apart from that, all our predictions can be tested with different oxide surfaces exposed to different gas molecules. The required measurements are the conductance for different temperature and gas concentrations, and the electron energy loss spectroscopy on the oxide surface before and after exposing to different gas environments.

The knowledge derived from the carrier-type reclassification and its analysis on gas-sensing oxides have provided valuable information for one to exploit and to develop tailor-made breath-sensors (medicine), gas sensors (engineering) and odor sensors (food processing) with specific and improved physico-chemical properties. These properties enhance the sensitivity of the sensors, which can also be used to open up new applications such as nanostructure transistors and $n$- or $p$-type nanoparticle-functionalization with bio-molecules for medical diagnosis.
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