On a Question of the Information Technology Construction Based on Self-learning Medicine Intelligent System
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Abstract—A main construction approaches of an information technology-based self-learning intelligent system are described in the paper. The technology is designed to increase the accuracy of the differential diagnosis of bronchial asthma by using self-learning principle. Optimal combination of different approaches from mathematic, pattern recognition, probability theory, mathematical statistics, artificial intelligence and machine learning is the basis of the intelligent system.
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I INTRODUCTION

A development of information technologies applied to various problem areas is one of the most important in the modern research. Necessity the development of information technology applied to solving medical tasks connected to a degradation of the health of the population.

Intelligent systems (IS) is a basis for many information technologies. World-renowned scientist D. A. Pospelov made enormous contribution to the IS development [1]. Features of the development of medical intelligent systems (IMS) are presented in publications [2, 3] at most detailed form.

Construction of self-learning IS is very relevant today. The main reason is using of self-learning IS allowing more accurate diagnostic decision-making, because a self-learning will increase the training sample representativeness.

We offer construction of self-learning intelligent medical systems (SIMS) on the basis of test methods of pattern recognition, as well as earlier constructed IS [4-8], because the test methods of pattern recognition require a much smaller size of training sample in compare with statistical methods [9].

SIMS constructucted with usage fuzzy logic increase the accuracy of decision-making when variables (symptoms) defined as fuzzy sets and it is good way for reflection medical data and knowledge specificity. Let us note that fuzzy set theory as part of soft computing was suggested by Lotfi Zadeh in 1965 and developed in paper [10].

Using different approaches, methods, techniques, kind of logic inference in construction SIMS leads to synergy effect and provides to the reasonable of hybrid SIMS (HYSIMS) construction.

A justification of decision-making as part intelligent systems have a very important significance. Usage cognitive tools allowing justify the decisions in static and dynamic SIMS to predict and simulate of the disease progress.

In the paper is described a problem background; mathematical basics of SIMS and HYSIMS; brief information about the construction and applications HYSIMS, as well as directions for further research.

II PROBLEM BACKGROUND

Intelligent medical systems based on the different approaches with using of statistical methods [11], Bayesian networks [12], logical-combinatorial methods [13], logical-probabilistic and logical-combinatorial-probabilistic methods [13], test methods of the pattern recognition [9, 13], fuzzy and threshold logics [14], genetic algorithms [14, 15], neural networks [14], etc. is used in science, education and medical practice for a long time.

The overwhelming majority of researches about models creation and software tools development in the field of the medicine is aimed at understanding of the disease and its diagnosis [11, 12, 16-18]. A smaller part of the carried out mathematical and computer researches with aims to methods development and forecasting tools [19, 20], and very small part carried out to complex rehabilitation choose [21, 22]. Figure 1 shows the distribution of the number of publications over the years, found in SCOPUS for search queries: «Computer-Assisted System for Medical Diagnosis», «Computer-Assisted System for Rehabilitation».
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Let us mention the main papers about the construction of self-learning intelligent systems similar to our work, but based on another approaches. The basic concept of self-learning evolving fuzzy systems was determined in papers of the following authors: P. Angelov, D. Filev, N. Kasabov, E.D. Lughofer, R. Yager in the early 2000s.

Most of evolving fuzzy systems are systems based on rules, in which the adaptation of knowledge base and optimize direction of antecedent and consequent parts of the rules takes place depending on the flow of incoming data. The adaptation of knowledge base is based on recursive clustering algorithms in most cases [37-39] today. Consequent parameters are updated with usage of the recursive least square method [40] in all known evolving fuzzy systems based on rules.

Two main directions of research can be identified in the field of evolving fuzzy systems: fuzzy self-learning systems based on rules [41] and self-learning neuro-fuzzy networks [42].

Cognitive tools used to construction the SIMS are given in the end of this section.

The main function of n-simplex is a representation of a disposition of object under study among other objects of a learning sample and the representation same distance between all objects under study. Additionally, n-simplex has other useful functions for a decision-making person. One of these functions is a representation of some numerical values, for example, an admissible error of recognition preassigned by the user [43].

Visualization of data and knowledge, as well as decision-making and decision justification on the basis of a 3-simplex is based on the theorem of conservation of the sum of the distances from the point to the edges of the n-simplex and the relationship between these distances [44-46]. Detailed description of visualization of objects with usage 3-simplex is presented in the paper [47].

III Mathematical Basis of the Construction SIMS AND HYSIMS

The basis of the most our IS is a matrix model representation of data and knowledge give in the paper [13]. The matrix model includes integer description matrix (Q) and distinguishing matrices (R).

Rows of the matrix Q are associated with training objects, while columns – with characteristic features described each object. In addition, the element \( q_{ij} \) of the matrix Q could has an undefined value (–) or has an interval of values (“dash”).

Rows of the matrix R are associated with rows of the matrix Q and columns – with classification features that specify levels of distinguish (classification mechanisms). Classification features take integer values and are interpreted as the numbers of classes to which objects belong.

The objects that have the same combination of classification feature values corresponding to a certain solution are assumed to belong to the same pattern. Thus, the number of not repeating rows of the matrix R equal the number of patterns, and each subset of rows of the matrix Q to which identical
rows of the matrix \( R \) are associated with describe a certain pattern [13, 48].

Each pattern is assigned a number. The matrix \( R' \), which consists of one column, is used to indicate the patterns to which objects belong.

This model allows one to represent not only data but also expert knowledge, since one row of the matrix \( Q \) can define (in the interval form using the “dash” value) the subset of objects that have the same solution given by a corresponding row of the matrix \( R \).

A diagnostic test (DT) [9, 13, 48, 49] is a set of features that distinguish any pairs of objects that belong to different patterns. A diagnostic test is called non-redundant (dead end [9]) if it involves a non-redundant number of features. An unconditional non-redundant diagnostic test is characterized by the simultaneous presentation of all included features of an object under study for decision-making.

By regularities we mean the features that are constant (taking the same value for all patterns), stable (constant only within a pattern), non-informative (not distinguishing a single pair of objects), alternative (in terms of inclusion into the DT), dependent (in terms of inclusion of subsets of distinguishable pairs of objects), irrelevant (not included into a single non-redundant DT), obligatory (included into all non-redundant DTS), and pseudo obligatory (not obligatory but included into all UNTDs that are involved in decision making), fault tolerant (features that are tolerant to measurement errors), signal feature (signal feature first kind and signal feature second kind) as well as all minimum and all (or several for a large feature space) non-redundant distinguishing subsets of features that are essentially minimum DTS and non-redundant DTS, respectively. Weight coefficients [9] of characteristic features, as well as their information weights, are also called regularities [9, 13, 48].

Unfortunately, the paper size limitations do not allow to mention the solid mathematical apparatus to identify different kinds of regularities, which include construction a fault-tolerant unconditional non-redundant diagnostic tests (FT UNTD) [13]; FT mixed diagnostic tests (FT MDT) [13] where MDT is a compromise between unconditional and conditional components; FT optimal subsets of signal characteristics (FT MSSC) [50] of the first and second kind; as well as way of the choice of optimal subsets (OS) FT UNTD; FT MDT [50]. Since the construction of the above-mentioned FT UNTD, FT MDT are reduced to the solution of NP-complete problems. On the set of OS FT UNTD and OS FT MDT are constructed decision rules, which used for final decision-making with usage of a voting procedure. The voting procedure is performed taking into account the weight coefficients of decision rules for each of the FT UNTD and FT MDT, as well as the weight of expert, which involved in construction distinguishing matrices (each expert construct one distinguishing matrix).

Decision-making on the object under study (examinee) is based on the decision-making rules. Current for this moment, description and distinguish matrices is supplemented with description of the object under study and result of the decision-making about it only in case the decision is made with an accuracy not exceeding the preassigned. This leads to increase the size of the training sample and will increase the accuracy of the decision-making for new object under study. That is proposed approach to self-learning.

Justification of the decision-making is based on our naturalistic [7, 13] and invariant to problem fields [13, 43, 47] of cognitive tools. Process of self-learning can be represented with using our cognitive tools.

Let us introduce the following notation to describe the principles of work Pittsburgh fuzzy classifier used as part as HYSIMS [51]: \( x = (x_1, x_2, x_3, \ldots, x_n) \) is vector of characteristic features; \( A_{ji} \) – the membership function which characterizes \( k \)-feature in \( i \)-rule (\( i \in \{1, 2, \ldots, n\} \)), \( u \) is the number of rules; \( m \) is the number of classes; \( \varepsilon_j \) is identifier of \( j \)-class, \( j \in \{1, 2, \ldots, m\} \); \( w \) is weigh of rule; \( CF_{ji} \) is rule weighing coefficient or degree of belief of \( ji \)-rule, \( CF_{ji} \) is defined at the interval [0, 1].

Pittsburgh fuzzy classifier work based on following type of rules:

\[
R_{ji}: \text{IF } x_{i1}=A_{1j}, \ldots, x_{in}=A_{nj} \text{ AND } x_{i2}=A_{2j} \text{ AND } \ldots \text{ AND } x_{iu}=A_{uj} \text{ THEN } \text{class} = c_j, ji=CF_{ji}.
\]  

The fuzzy classification is described by the function, which refers the classified object to \( j \)-th class with the definite grade of membership being calculated in the following way:

\[
\beta_j = \sum_{R_{ji}} \prod_{i=1}^{n} (A_{ji}(x_i)) \cdot CF_{ji}, j \in \{1, 2, \ldots, m\}.
\]

The classifier output is the class being defined in the following way:

\[
\text{class} = c_j, \text{if } \hat{c}^* = \arg \max_{1 \leq j \leq m} (\beta_j)
\]

Estimate of Pittsburgh fuzzy classifier confidence in its decision is calculated by the following formula:

\[
d = \frac{\sum_{j=1}^{m} CF_{ji}}{u}
\]

Construction SIMS based on self-learned Pittsburgh fuzzy classifier named PFC was based on usage recursive mountain clustering method suggested by P. Angelov, D. Filev [52] and recurrent adaptive fuzzy clustering method of the Gustafson and Kessel [53].

IV BRIEF INFORMATION ABOUT THE CONSTRUCTION AND APPLICATIONS HYSIMS

Set of previously realized IMS and hybrid IMS [4-8, 32-34, 55] as component providing self-learning on the base abovementioned approaches is basis for construction SIMS and HYSIMS.

SIMS is constructed on the basis of intelligent instrumental software (tool) IMSLOG [54].
HYSIMS includes SIMS and PFC. The decision-making in the HYSIMS is carry out on the base of voting procedure taking into account the degree of reliability in accepted decisions by each of IS and confident levels of each decision of these IS.

HYSIMS is applicable for differential diagnosis in different kind of diseases. HYSIMS have been applying for differential diagnosis of asthma in the first time. Unfortunately, the paper size limitation does not allow describing more the representation of results of the HYSIMS with cognitive tools which are component of the HYSIMS.

Experts in the field bronchus asthma introduced the following naturalistic way of knowledge representation about the disease. Naturalistic way of cognitive knowledge representation follows when familiar graphic images of real objects are used by cognitive tools.

Knowledge is structured as a tree where ending tops are cross-sections (cuts) of the real world objects (bronchus) that characterize object's condition. Cross-section is colored with different colors and colored part is equal to the scale of the pathological process (spasm, edema of mucous, hypersecretion).

Perception of the bronchus condition comes out of the expert's individual experience and her knowledge of the pathological process's origin [55].

Figure 2 shows one graphic example relevant for differential diagnosis of asthma.

Since this figure displays the objects related to the four patterns, both the objects belonging to the corresponding pattern and the patterns are painted in different colors for better perception, as shown in Fig. 3:

Another way for represent descriptions manifestation degree of bronchial asthma different people under study are visualized on the base of the 3-simplex, as shown in Fig. 3.

Pattern 1 (normal), corresponded to the lower edge is painted in red.

Pattern 2 (spasm), corresponded to the near left edge is painted in orange.

Pattern 3 (edema of mucous), corresponded to the distant edge is painted in yellow.

Pattern 4 (hypersecretion), corresponded to the near right edge is painted in green.

The same colors are used to display the distance from the object under study to the corresponding edge of the 3-simpex.

Points over the pattern numbers 2, 4 indicate that these 3-simplex edges are visible.

The cognitive tool “2-simplex prism” is used for representation of different kind of dynamic processes in the HYSIMS.

The cognitive tool “2-simplex prism” (Figure 4) is based on 2-simplex and represents the right triangular prism which contains in basics and cuttings 2-simplexes which are corresponded fixed time moments.

Distance from the basis of the prism to i-th 2-simplex $h'_i$ corresponds to the fixation moment of object under study features and it is calculated based on the following formula:

$$h'_i = H', \frac{T_i - T_{min}}{T_{max} - T_{min}}$$

where $H'$ - length of 2-simplex prism preassigned by a user and corresponded to the investigation duration, $T_i$ - timestamp of features fixation of object under study for i-th examination, $T_{min}$ - timestamp of features fixation of object under study for the 1-st examination, $T_{max}$ - timestamp of features fixation of object under investigation for the last examination.
Because 2-simplex prism is based on the 2-simplex description of all 2-simplex objects is also right for 2-simplex prism.

2-simplex prism allows representing visually as well the dynamic processes not only for medicine and for treatment process modeling/

Example of 2-simplex prism in medical application is given in the paper [44].

V CONCLUSION

Basis of the construction self-learning intelligent medicine systems and hybrid self-learning intelligent medicine systems are given.

In the paper is detailed described an intelligent medical systems.

Mathematical apparatus of the construction SIMS and HYSIMS is given briefly and 2 approaches for self-learning as well as approaches for SIMS construction are proposed.

Optimal combination of different approaches from mathematic, pattern recognition, test methods of pattern recognition, probability theory, mathematical statistics, fuzzy and threshold logics, artificial intelligence and machine learning is the basis of HYSIMS. Effectiveness proposed combination approaches is beyond a question.

Using different approaches, methods, techniques, kind of logic inference in construction HYSIMS leads to synergy effect.

HYSIMS is constructed with usage of intelligent instrumental software (tool) IMSLOG.

Cognitive tools are used for a justification of decision-making in the SIMS, HYSIMS, also significance of cognitive tools are shown.

Usage cognitive tools allowing justify the decisions in static and dynamic SIMS to predict and simulate of the disease progress.

Proposed cognitive tools are based on 2 approaches: naturalistic and invariant to problem fields that important for application not only for medicine, but also for modeling one or another process which is necessary for a big amount of problems and cross-disciplinary areas: medicine, economy, genetics, building, radioelectronics, sociology, education, psychology, geology, design, ecology, geo-ecology, eco-bio-medicine etc.

For justification of decision-making at dynamic processes proposed to use 2-simplex prism in SIMS and HYSIMS.
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