Use of point scale models to improve conceptual understanding in complex aquifers: An example from a sandstone aquifer in the Eden valley, Cumbria, UK
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Abstract
Understanding catchment functioning is increasingly important to enable water resources to be quantified and used sustainably, flood risk to be minimized, as well as to protect the system from degradation by pollution. Developing conceptual understanding of groundwater systems and their encapsulation in models is an important part of this understanding, but they are resource intensive to create and calibrate. The relative lack of data or the particular complexity of a groundwater system can prevent the development of a satisfactory conceptual understanding of the hydrological behaviour, which can be used to construct an adequate distributed model. A time series of daily groundwater levels from the Permo-Triassic sandstones situated in the River Eden Valley, Cumbria, UK have been analysed. These hydrographs show a range of behaviours and therefore have previously been studied using statistical and time series analysis techniques. This paper describes the application of AquiMOD, impulse response function (IRF) and combined AquiMOD-IRF methods to characterize the daily groundwater hydrographs. The best approach for each characteristic type of response has been determined and related to the geological and hydrogeological framework found at each borehole location. It is clear that AquiMOD, IRF and a combination of AquiMOD with IRF can be deployed to reproduce hydrograph responses in a range of hydrogeological settings. Importantly the choice of different techniques demonstrates the influence of differing processes and hydrogeological settings. Further they can distinguish the influences of differing hydrogeological environments and the impacts these have on the groundwater flow processes. They can be used, as shown in this paper, in a staged approach to help develop reliable and comprehensive conceptual models of groundwater flow. This can then be used as a solid basis for the development of distributed models, particularly as the latter are resource expensive to build and to calibrate effectively. This approach of using simple models and techniques first identifies specific aspects of catchment functioning, for example influence of the river, that can be later tested in a distributed model.
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INTRODUCTION

Understanding catchment functioning is increasingly important to enable water resources to be quantified and used sustainably, for example Hutchins et al. (2018), flood risk to be minimized, for example Rogger et al. (2017), as well as to protect the system from degradation by pollution, for example Wang and Burke (2017). However, catchments often have a high degree of heterogeneity and complexity in their geology and topography, for example Di Lazzaro et al. (2015), which affects their surface and groundwater hydrology, for example Oudin et al. (2010). To manage such catchments well a good understanding of their functioning is required. This can be achieved with a variety of data analysis approaches. Typically these involve a series of activities: a combination of data gathering and monitoring, the interpretation of these data to develop a conceptual understanding of surface and groundwater flow regimes and the subsequent testing of that understanding using mathematical modelling, for example Abesser et al. (2017). The refinement of the conceptual model and its encapsulation in the numerical model is, by its nature iterative and benefits from the use of different data types to develop understanding and to compare model outputs (Schilling et al., 2019). This sequence of activities or workflow leads, ideally, to the creation of a model with the ability to be used to make forecasts or predictions of future behaviour under differing conditions.

However, these activities are time consuming and require significant resources (i.e. person years of effort), they require access to suitable datasets as well having the appropriate techniques that can be used to successfully analyse these data. The interpretation of time series of observed data from catchments, such as groundwater levels or stream flows, are essential for the understanding the response of catchment hydrological system to the inputs of rainfall and groundwater recharge. To be reliable this analysis and interpretation should be carried out in a systematic and reproducible way and could take the form of statistical analysis, transfer function approaches such as impulse response function (IRF) or relatively simple lumped parameter models. Application of these techniques means that the data can be interrogated efficiently and the conceptual understanding developed and subsequently tested without the need to develop a fully distributed numerical model.

Observed hydrological catchment variables are usually measured sequentially in time, and when collected over a predominantly fixed sampling interval they form a historical time series (Cowpertwait & Metcalfe, 2009), allowing the investigation of temporal behaviour. From a statistical point of view such historical time series can be treated as different sequences of random variables that can be interpreted by time series analysis. Groundwater systems can be conceptualized as filters transforming an input signal (e.g. rainfall) into an output signal (e.g. flow or groundwater level) by application of a transfer function (Delbart et al., 2016; Mangin, 1984). Once defined, these mathematical relationships can be used to help determine the functioning and structure of aquifers. There are number of time series techniques that have been routinely used to characterize groundwater systems, with a range of functions (extensively described by Box et al., 2015) that can offer a systemic and quantified approach to analysing these systems.

An IRF is a way of converting a series of input time series into an output variable. Typically, this consists of a relationship between response factor and time (see Figure 1 for an example) that can take various shapes according to the behaviour of the modelled system. Applied successfully an IRF can define the temporal relationship of the particular input variable, for example rainfall, and the output variable, such as groundwater head. It can help characterize the system response and be related to the physical processes operating in the catchment. Recently, the IRF methodology has been used to analyse groundwater flooding in the United Kingdom to offer explanations for differing observation borehole groundwater level responses to a flooding event in winter 2013/2014 (Ascott et al., 2017). IRFs have also been used to understand the impact of rainfall/drought events and changing groundwater abstraction on groundwater levels in the United States (Russo & Lall, 2017) and to estimate recharge rates to Australian aquifers (Hocking & Kelly, 2016). IRFs have underpinned the development of the Transfer Function Noise approach (von Asmuth et al., 2002) and have been used in understanding time series length required for model calibration (van der Spek & Bakker, 2017).

Deterministic models provide a well-established way of simulating groundwater systems and addressing particular questions such as data gaps, for example in the Dumfries Basin; (Jackson et al., 2005) and the impacts of climate change on water resources, for example in the Berkshire Downs (Jackson et al., 2011). However, a fully distributed, time variant model can often be resource-intensive to develop and relies on a mature understanding of groundwater flow in the aquifer and a well-developed conceptual model for its ability to reproduce observed behaviour. Where resources, data or understanding are less available lumped parameter or point models offer a parsimonious method by which the conceptual understanding of the observed groundwater level response at a borehole can be tested. These are relatively simple models, which represent parts of the hydrological system as a series of interconnected single stores which can represent different volumes in the system. They are often applied in situations

FIGURE 1 Example of impulse response function (IRF) response curve (μ – mean; σ – 1 standard deviation)
where there is insufficient data to adequately parameterise a distributed model or where the hydrogeology appears so complicated or uncertain that this is the only way that it can reasonably be mathematically represented. Recent examples of the application of lumped parameter models are found in Mackay et al. (2014a, 2014b) who demonstrate the application of different model structures using the AquiMOD code (Mackay et al., 2014a, 2014b) to help improve conceptual understanding and simulate groundwater hydrograph responses in a range of different UK aquifers. Lumped models have been used to simulate discharge to rivers from aquifers (Anaya & Wanakule, 1993; Rozos et al., 2004), and water levels in a representative observation well within the aquifer (Barrett & Charbeneau, 1997; Scanlon et al., 2003) or head gradient towards a river (Hughes, 2004).

To explore how simpler approaches, which stop short of a fully distributed model, can be applied to develop conceptual understanding a case study in the Permo-Triassic sandstone in the Eden Valley, Cumbria has been used. A systematic study of the available groundwater level time series data was, therefore, undertaken by the application of AquiMOD, IRF and combined AquiMOD-IRF methods to daily hydrographs. The geological and hydrogeological framework of the study area, the groundwater level data set and AquiMOD and the IRF methods (basic and stress related implemented in AquiMOD) are outlined. The AquiMOD model code applied to study the variation between the different borehole groundwater responses is described and the subsequently obtained results presented. Following on from this, the IRF methods, both basic and stress-related, are presented and described. Finally, the implications for understanding the recharge and groundwater flow processes operating in the Eden Valley Permo-Triassic sandstone aquifers are discussed, with reference to the results from the application of both AquiMOD, IRF and the combined AquiMOD-IRF approach to analyse the groundwater level time series.

2 | METHODOLOGY

2.1 | Study area

The River Eden Valley (Cumbria, UK) is a large rural area with a relatively low population density, in which agriculture and tourism provide the main sources of income. Permo-Triassic sandstones form the major aquifers in the region and have the potential to provide significant groundwater resources (Butcher et al., 2006). A number of water management issues have been identified, which operate over a wide range of scales for this area, including flooding (Leedal et al., 2013; Mayes et al., 2006), pollutant transport, particularly nitrates (Wang & Burke, 2017) and ecology (Hulme et al., 2012). However, there is no detailed conceptual model and associated numerical groundwater model for the Permo-Triassic sandstone aquifers in the Eden Valley, which could be used to address these issues. Moreover, any investigation of the impact of climate change on the groundwater flow in the River Eden catchment would require a reliable understanding of the aquifers’ responses to recharge at different time scales.

2.2 | Geological and hydrogeological setting

The Permo-Triassic rocks of the Eden Valley lie in a fault-bounded basin (Stone et al., 2010) (approximately 50 km long and 5–15 km wide) that is straddled to the southwest by the high ground of Lake District and to the northeast by the hills of the North Pennines (Figure 2). This basin contains Permian and Triassic strata (see Table 1) which dip gently to the north east (Figure 2). The Pennine Fault and associated North Pennine escarpment form the eastern boundary of what has been interpreted as a half-graben, resulting in Permo-Triassic rocks outcropping against Carboniferous or Lower Palaeozoic rocks. To the west, the Permo-Triassic succession wedges out against the underlying Carboniferous strata (Allen et al., 1997), which consist of a sequence of layers of limestones, sandstones, mudstones and coals (Table 1; Figure 2).

The Penrith Sandstone formation, which lies unconformably over the Carboniferous, was deposited in a structurally-controlled intermontane basin orientated along the present Eden Valley. These sandstones, mostly of aeolian origin, reach a thickness of about 900 m in the centre of the basin (see cross-section; Figure 3). The basal breccias locally known as Brockram become progressively more dominant southwards. This is composed of angular fragments of dolomitised limestone embedded in a strongly cemented calcareous sandstone matrix (Millward, 2004). The Penrith sandstone (Hughes, 2003) itself consists of well-rounded and well-sorted, medium to coarse grains. Less well-sorted finer grained sandstone beds with thin mudstone intercalations are common, mainly at the top of the sequence and at the margins of the basin, indicating episodes of fluvial deposition. In the northern part of the basin, parts of the top 100 m of the formation have been secondarily cemented by silica. Where such cement is abundant, the relief is stronger (Hughes, 2003; Millward, 2004; Stone et al., 2010). These cemented sandstones are much indurated and exhibit a very low hydraulic conductivity (Butcher et al., 2006; Waugh, 1970), lower down in the sequence the Penrith sandstones are moderately cemented and form some of the most permeable strata of the Permo-Triassic sandstones of the Eden Valley (Allen et al., 1997).

The Eden Shale Formation overlies the Penrith Sandstone (Figure 3) and is formed of mudstone and siltstone; sandstone, breccias and conglomerate intercalations being subordinate. Gypsum and anhydrite (at depth) are present as beds, nodules, cements and veins (dissolved in places and likely to be responsible for localized high groundwater salinities). This formation has a low permeability and acts as a confining layer capping the Penrith Sandstone. The outcrop of the Eden Shale occupies the centre of the Eden Valley syncline. The St Bees Sandstone formation conformably overlies the Eden Shale formation. This formation consists mainly of very fine to fine-grained, indurated sandstone. Mudstone beds are generally subordinate, though increase in abundance towards the boundary with the underlying Eden Shale formation (Stone et al., 2010).

Over three quarters of the Eden catchment bedrock geology is covered by Quaternary superficial deposits (Figure 3). Extensive areas of exposed bedrock are mainly restricted to the Lake District, the
Northern Pennine escarpment and the outcrop of the Great Scar Limestone Group. Nevertheless, exposed areas of sandstone (‘drift windows’) are present, mainly in the southern part of the catchment. The stratigraphy of the superficial deposits is complex, with interdigitations of sand, gravel, silt and clay that may each develop their own piezometric levels, resulting in complex perched water tables above the bedrock formations (Allen et al., 1997).

The Penrith and St Bees Sandstones are considered as the major aquifers in the Eden Valley (Table 1). They are characterized by moderate-high permeability and porosity. The Penrith Sandstone displays both vertical and horizontal heterogeneity (in terms of cementation and grain size), however the St Bees Sandstone tends to be more homogeneous and likely to behave as one aquifer. The hydrodynamic properties of both sandstones are summarized in Table 1 of Lafare et al. (2016), which uses core data from Allen et al. (1997). Generally, the regional groundwater flow is dominated by intergranular flow whilst flow into boreholes is predominantly contributed through fractures, which are only locally inter-connected (Allen et al., 1997). There are very limited pumping test data for the St Bees Sandstone Formation in the Eden Valley indicating transmissivity values ranging from 167 to 276 m²/day. In the Penrith Sandstone Formation the transmissivities from 15 different pumping test sites range from tens of m²/day to nearly 2000 m²/day locally in the area of Cliburn, with a geometric mean of 390 m²/day (Allen et al., 1997). The sandstone aquifers are covered by superficial deposits of variable lithology and thickness (up to 30 m in the northern part of the Eden catchment).
seems likely that these deposits will have a significant impact on recharge and its distribution (Butcher et al., 2006).

The Permo-Triassic sandstones lie in a shallow synclinal structure aligned along the Eden valley. Where exposed they have been found to be heavily faulted though the superficial deposits probably limit the observation of much of the faulting. However, its impact on the groundwater flow system may be important especially in areas where silicification is found.

The principal aquifer types within the Eden catchment are fourfold:

1. Unconfined sandstone with little or no superficial deposit cover.
2. Unconfined sandstone covered by superficial deposits (>5 m thick) and an unsaturated zone within the sandstone.
3. Confined sandstone with groundwater levels that fluctuate within superficial deposits.
4. Limestone exhibiting significant fracture flow, with potentially enlarged fractures.

The surface water flow in the Eden catchment is derived from rivers flowing from adjacent uplands (Carboniferous Limestone and older formations), direct runoff within the Eden Valley and base flow contribution from the Permo-Triassic sandstone aquifers and other secondary aquifers.

Daily groundwater level time series are available from 18 boreholes, drilled into the Permo-Triassic Sandstones for a time period between 2000 and 2012, were obtained from the Environment Agency of England. They have been used for this study and their locations are presented in Figure 3. Further details of the boreholes and their setting can be found in Lafare et al. (2014). Figure 4 shows the normalized groundwater level time series plotted for each of these 18 boreholes. Of these boreholes 12 are in the Penrith Sandstone and Brockram Major, and 6 in the St Bees Sandstone (Lafare et al., 2014). It can be seen that the hydrographs from the different observation boreholes provide a variety of groundwater level responses in terms of shape and amplitude. Geographical, geological and hydrogeological information was collated and used to provide a qualitative description of the setting for each borehole. This information is summarized in Table 2 along

with metrics and parameters related to the subsequently described modelling approaches.

### 2.3 Modelling approach adopted

Time series of daily groundwater level fluctuations have been obtained for 18 boreholes in the Permo-Triassic sandstones of the Eden Valley. These hydrographs show a range of behaviours and therefore have been studied using statistical and time series analysis techniques (Lafare et al., 2016). Several characteristic behaviours have been identified and related to the geological and hydrogeological setting of each borehole. In this study, a range of lumped groundwater level time series modelling techniques are implemented and tested using the same data set, with the aim of assessing which modelling approach, which structure and which parameterization is the most suitable for simulating each characteristic behaviour. To achieve this, AquiMOD models have been calibrated to the groundwater time series, the IRF approach has been applied and finally, a combined IRF-AquiMOD approach is implemented which allows input stresses (rainfall, potential evaporation [PE] and river stage) to be used to define the IRF. These approaches are described in turn below.

### 2.4 AquiMOD lumped groundwater level time series modelling

The AquiMOD model code has been developed and applied to various sites in the United Kingdom (Mackay et al., 2014a, 2014b). A summary is provided below for completeness, but further details are available in Mackay et al. (2014a, 2014b) and its application for seasonal forecasting is found in Mackay et al. (2015). AquiMOD consists of three basic elements: soil, unsaturated zone and the saturated zone, as described below:

1. Soil processes – recharge: The modified FAO method (Griffiths et al., 2008) is used to calculate recharge from the soil zone on a daily basis.
2. Unsaturated zone (UZ): Flow through the unsaturated zone is modelled either as a by-pass flow (no UZ) or using a Weibull distribution function to allow for the delay and attenuation of the soil discharge (recharge) in its passage to the saturated zone.
3. Saturated zone – different possible model structures are available: The basic unit of the saturated zone is the single ‘block’ with a head-dependent outflow. The block can consist of up to three layers with different transmissivities and or hydraulic conductivities and thicknesses, elevation of outflow and storage coefficients, including specific yield for the uppermost layer. A single block with a single transmissivity can also be used. A varying number of layers within the blocks can be used to test the effect of a variety of model structures on the hydrograph response.

The results are assessed by fitting to observed groundwater level fluctuations, numerically using the Nash Sutcliffe Efficiency (NSE)
criterion and graphically. Monte Carlo simulations are also used to identify, where possible, more focused ranges for the various parameters. The best model structures and parameter sets are identified for each borehole hydrograph. The identifiability of the structures and parameters sets is assessed and a first attempt at classification is proposed.

2.5 Impulse response functions: Basic application

In order to assess and/or refine the previously proposed classification, an IRF methodology was applied, to obtain a fit to the observed daily groundwater level fluctuations using rainfall and the temperature as driving variables. The model comprises the simulation of two processes in series. The first is the process of generating recharge from precipitation; the second is recharge entering storage and causing a system response like groundwater head change. The methodology here is based on the Rainfall-Response Aquifer and Watershed Flow Model (RRAWFLOW; Long, 2015), a lumped model that is partially based on unit-hydrograph theory applied to streamflow. The model simulates a time-series record for a measurement point of streamflow, spring flow, groundwater level, or solute transport in response to a system input of precipitation, recharge, or solute injection.
The recharge calculation for this method is described in Long and Mahler (2013). The convolution is a time-series operation that is commonly used in non-distributed hydrologic models to simulate streamflow, spring flow, or groundwater level in response to recharge. The use of convolution in modelling also has been described as a linear reservoir model and a transfer-function model. The discrete form of the convolution integral for uniform time steps used here is:

\[ y_i = \Delta t \sum_{j=0}^{N} h_{i-j} u_j + \phi_i \pm d_0; i,j = 0,1,...N, \]

where \( h_{i-j} \) is the IRF, \( u_j \) is the input or forcing/stress function; \( j \) and \( i \) are time-step indices corresponding to system input and output, respectively; \( N \) is the number of time steps in the output record; \( \beta \) is an optional time-varying IRF scaling coefficient; \( \phi_i \) represents the errors resulting from measurement inaccuracy, sampling interval, or simplifying model assumptions; and \( d_0 \) is a hydraulic-head datum, namely the level to which hydraulic head would converge if the local recharge was eliminated (Long, 2015). The difference between \( i \) (output time step index) and \( j \) (input time step index), that is \( i - j \), represents the delay time from impulse to response, and the IRF represents a distribution of these delay times. The input function is, in this case, the recharge, and the system response the groundwater level fluctuations. The IRF of the hydrologic system is approximated by a parametric function: the gamma function, equivalent to the Pearson type III function:

\[ r(t) = \frac{x^\eta e^{-x}}{\Gamma(\eta)}; \lambda, \eta > 0, \]  
\[ \Gamma(\eta) = \int_{t=0}^{\infty} t^\eta e^{-t} dt, \]

where \( \lambda \) and \( \eta \) are non-dimensional shape parameters. The equation is approximated in RAWFLOW by the discrete form:

\[ \Gamma(\eta) = \Delta t \sum_{t=0}^{N} t^\eta e^{-\Delta t}, \]

where \( t \) is time centred on each discrete time step, \( t_0 \) and \( N \) are time centred on the initial and final time steps, respectively, and \( \Delta t \) is the time step duration (Long, 2015). An additional scaling coefficient \( \varepsilon \) is introduced for increasing the range of hydrological applications:

\[ h(t) = \varepsilon r(t), \]

where \( \varepsilon \) (non-dimensional) compensates for hydrological systems that do not have a one-to-one relation between system input and output.
## Summary of AquiMOD results

| No | Name          | Code | Formation | Type  | Borehole | Bedrock     | Superficial | Model type | Performance | Soil component | Ununsaturated | Saturated |
|----|---------------|------|-----------|-------|----------|-------------|-------------|------------|-------------|---------------|---------------|------------|-----------|
|    |               |      |           |       |          |             |             |            |             |               |              |            |           |
|    |               |      |           |       |          |             |             |            |             |               |              |            |           |
| 6  | Ainsdale      | 54/10| Penrith   | Till  | 2        | 2           | 3           | 60.17.86   | 0.8377      | 0.2077       | 0.8277       | 0.1810     | 3123.754  |
| 24 | Barrowend     | 58/16| Penrith   | Sand  | 3        | 4           | 3           | 58.47.67   | 0.3789      | 0.2891       | 0.3847       | 0.3392     | 50.06.1    |
| 22 | Carland       | 55/71| St Bees   | Glacis| 2        | 2           | 1           | 59.81.89   | 0.6740.4    | 0.2877       | 0.3877       | 0.3392     | 50.06.1    |
| 19 | Clifton       | 52/24| Penrith   | Sand  | 2        | 2           | 3           | 68.00.72   | 0.37746.1  | 0.2877       | 0.3877       | 0.3392     | 50.06.1    |
| 21 | Clifton Lynes | 42/40| Penrith   | Alluv.3| 3       | 1           | 3           | 60.81.69   | 0.7875.1    | 0.2877       | 0.3877       | 0.3392     | 50.06.1    |
| 20 | Clifton Lynes | 42/41| Penrith   | Alluv.2| 2       | 2           | 2           | 68.61.83   | 0.7875.2    | 0.2877       | 0.3877       | 0.3392     | 50.06.1    |
| 35 | Clifton Teindle | 55/25| Penrith   | Alluv.1| 3       | 3           | 2           | 61.31.89   | 0.6875.1    | 0.2877       | 0.3877       | 0.3392     | 50.06.1    |
| 17 | Clifton Teindle2D | 55/26| Penrith   | Alluv.1| 3       | 3           | 2           | 60.81.20   | 0.6775.4    | 0.2877       | 0.3877       | 0.3392     | 50.06.1    |
| 5  | Coupland      | 71/23| Penrith   | Sandy clay | 5      | 3           | 3           | 60.71.69  | 0.6775.4    | 0.2877       | 0.3877       | 0.3392     | 50.06.1    |
| 13 | Croglin       | 54/54| St Bees   | -     | 2        | 0           | 0           | 60.21.80  | 0.6775.4    | 0.2877       | 0.3877       | 0.3392     | 50.06.1    |
| 12 | East Brownrigg| 53/9 | Penrith   | Till  | 10       | 4           | 2           | 64.91.89   | 0.6775.4    | 0.2877       | 0.3877       | 0.3392     | 50.06.1    |
| 10 | Great Musgrave| 71/3 | Penrith   | Till  | 24       | 3           | 2           | 60.81.00  | 0.6775.4    | 0.2877       | 0.3877       | 0.3392     | 50.06.1    |
| 9  | Hilton        | 72/9 | St Bees   | Till  | 11       | 2           | 2           | 60.81.00  | 0.6775.4    | 0.2877       | 0.3877       | 0.3392     | 50.06.1    |
| 7  | Howenside     | 58/16| St Bees   | Sand  | 3        | 4           | 3           | 64.81.80  | 0.6775.4    | 0.2877       | 0.3877       | 0.3392     | 50.06.1    |
| 4  | Skirwith      | 63/2 | St Bees   | Till  | 3        | 1           | 2           | 60.81.00  | 0.6775.4    | 0.2877       | 0.3877       | 0.3392     | 50.06.1    |

**Note:**
- Darker green = higher NSE and better calibration.
- Darker orange = lower NSE and poorer calibration.

Data or gen. = higher NSE and better calibration. 

DOI 10.1002/2018LA000251
(as for recharge and groundwater level fluctuations). An important feature of RRAWFLOW is the possibility of using up to two superimposed gamma functions: allowing either to represent quick flow and slow flow/conduit and diffuse flow. Each parametric function represents one of the two flow components. This feature is used here to identify the borehole hydrographs that are better reproduced using a representation with more than one flow component. Moreover, different IRFs are considered for dry and wet periods within the simulation period (these periods are determined using a moving average of the rainfall).

Using a combination of manual trial-and-error and automatic optimisation based on the Monte Carlo approach (Hill & Tiedeman, 2006), the IRF parameters were fitted in order to produce a good fit to the borehole hydrographs. A single IRF was first considered, and its parameters fitted. This allowed the range of parameters used as input for the optimisation process to be reduced, and to include a second IRF. The resulting IRF for each borehole was then extracted, plotted, and described using a number of metrics. These metrics were chosen to quantify a number of characteristics of the IRF shapes. To define these metrics, the IRF was assumed to be a frequency distribution of the transit times of the response (hydraulic head). The selected metrics quantify the IRF shape independently from the scale so that comparisons are not weighted by IRF amplitude (which can vary from one location to another). Therefore, a number of ratios are calculated. The metrics included two scale-independent moments, skewness and kurtosis, and five ratios: standard-deviation/mean, standard-deviation/memory, mean/memory, mode/memory, peak-height/area. These seven metrics were quantified for wet and dry periods separately, resulting in 14 metrics. These metrics are tabulated along with the general shapes of the optimized IRF, allowing comparison of the results for each borehole, and a new classification to be proposed.

2.6 | AQUIMOD-IRF: Impulse response functions using different stresses

The modelling approach described above allows the identification of whether a particular groundwater level fluctuation behaviour requires the combination of two (or more) IRFs to obtain a reasonably good fit. This methodology was extended to use IRF to simulate groundwater level fluctuation, using rainfall, potential evapotranspiration (PE) and surface water level (river stage) as driving variables. Indeed, such a modelling approach has been shown to be able to decompose series of groundwater level fluctuations into partial components, each representing the contribution of an individual stress. Here the objective was to evaluate the potential impact of the local surface water level variation (river stage) on the groundwater level fluctuations.

This method used here is based on the work presented by von Asmuth et al. (2008) and involves the implementation of a time series modelling approach that aims to reproduce groundwater head fluctuations subjected to multiple stresses. Using predefined IRFs, multiple stresses that may influence groundwater level fluctuations can be taken into account. Each stress has a specific parametric IRF and related parameters.

Here we use three different stresses represented by input time series: the rainfall time series, the PE time series, and the local surface water level time series. Further explanation of the mathematics of the approach is given in Appendix A. This methodology was incorporated into the AquiMOD code by adding an IRF approach to each of the soil moisture, unsaturated zone and saturated zone components. For each time step the input from each stress was combined to produce a single groundwater head. The results reported here use the IRF approach for the saturated zone to integrate the stresses on a time series basis together with recharge from the unsaturated zone to create a time series of groundwater heads.

To calibrate the model, Monte Carlo simulation was performed using an initial range of parameters, for all the boreholes. An initial fit, using only the climatic stresses (rainfall and evaporation) was obtained. This allowed a reduction in the range of parameters of the climatic IRF \( \sigma_p \) (see Equation (A4)) and the parameters produced which scale the evaporation \( \{e, f \} \) in Equation (A3). Using the reduced initial ranges, a second Monte Carlo run was carried out, this time including the surface water level stress and the associated IRF. In this way, the contribution of the surface water level stress to the improvement of the fit to the groundwater level fluctuations could be assessed. The boreholes for which the surface water level has a significant influence were then identified.

3 | RESULTS

The results are described and discussed first separately for each method used, and then summarized and discussed as a whole. The first application of AquiMOD to simulate the borehole response is described, then the single and double responses and finally the double response function with stresses are presented.

3.1 | Application of AquiMOD

A number of model structures have been tested; these include varying the number of layers for the saturated zone from one to three, as well as the inclusion or absence of an Unsaturated Zone. The results are summarized in Table 2 for the best-fit model (highest NSE) for each AquiMOD model. Table 2 presents the best model structures and parameters sets for each borehole. The NSE for the best model for both calibration and evaluation are presented. In general, the NSE is higher for boreholes within the St. Bees and shows less consistency between calibration and validation for the Penrith sandstone boreholes. The NSE for the evaluation period is particularly poor for Ainstable (54/10), Baronwood (54/56), Cilburn Hill (52/2H), Coupland (71/23), East Brownrigg (53/9), Renwick (54/55) and Scaleby (46/3). Some of this poor performance can be explained by the short data periods, for example Coupland and Renwick. It is also possible to improve the fit by removing the Unsaturated Zone components for
the shallow boreholes situated on the banks of the River Leith, that is numbers 17/18 and numbers 20/21. However, in general it is more difficult to identify a model structure that reproduces effectively the hydrographs for the boreholes drilled in the Penrith sandstone. It is, therefore, necessary to understand what processes can be contributing to this failure to reproduce the hydrographs with the model.

Given that the best fit, consistently good for the calibration and the validation period, was obtained for the boreholes drilled into the St Bees sandstone formation, an example of the match obtained between modelled and observed is presented for the Hilton OBH (No. 9) which has a NSE of 0.94 for both calibration and validation (Figure 5). To illustrate the identifiability or otherwise of the parameters obtained during calibration, an example of a sensitivity analysis is presented (Figure 6). Specific yield shows identifiability and these are consistent between the fitted parameters (and model structures) for most of the St Bees boreholes. The exception is Scaleby, No. 6, which is situated in the north, on the outcrop of the Kirklington sandstone, which is more silicified than the St. Bees sandstone, so represents a significantly different lithology.

It appears that to simulate the borehole response for the Penrith sandstone a different approach is required to that of just using AquiMOD as a lumped parameter groundwater model. The methods used to investigate the flow processes that could be operating, but which may not be able to be simulated by a lumped model are, therefore, described in the following section.

3.2 | Single, double impulse response function

Table 3 summarizes the IRF metrics and IRF response curves for the various boreholes. They show a general pattern for each type of observation borehole setting:

1. A single IRF with a relatively long tail and a slightly delayed peak is usually obtained to reproduce the hydrographs of the St Bees sandstone, for example Croglin (No. 13).
2. A double IRF is consistently needed for simulating the hydrographs of the silicified Penrith sandstone: a sharp and nearly immediate peak, followed by a significantly delayed (10 months or more) peak, spread over a long period (months) and with a long tail, for example Baronwood (No. 24).
3. A double IRF is generally needed for the central Penrith sandstone outcrop (banks of the River Leith), for example Cliburn Townbridge (No. 17): a sharp and immediate peak (usually more intense in the case of the shallow boreholes); a delayed and more widely spread peak, of various shapes which varies from one borehole to another (see Table 3).

FIGURE 5 Comparison of observed and hydrograph and AquiMOD model output for best Nash Sutcliffe Efficiency (NSE) for calibration and validation at Hilton (No. 9; St. Bees)
4. A single IRF with an exponentially decreasing shape is obtained for the two boreholes situated in the Brockram at the base of the Penrith sandstone, for example Coupland (No. 14).

As mentioned earlier this work is an extension of that presented by Lafare et al. (2016) where three types of aquifer response were identified by correlation analysis: Northern Penrith, Southern Penrith and St. Bees.

Figures 7–9 show examples of groundwater level fluctuation fitting, with the shapes of the optimized IRF for Cliburn Townbridge (No. 17), East Brownrigg (No. 12) and Skirwith (No. 5).

Cliburn Townbridge (Figure 7) exhibits a double IRF both of which have a peak within a short time interval (~1 day) and then a decay. One of the IRF curves has a second peak around 200 days. This demonstrates two relationships: a fast flow component and a second, longer timescale component. The fast flow component provides the flashy part of the hydrograph (fracture flow or the influence of the river) whilst the longer time input demonstrates the inter-annual variation (water provided from storage within the sandstone).

East Brownrigg (Figure 8) has a double IRF again similar to Cliburn Townbridge which had a peak within a short time interval and then both with secondary peaks one after ~200 days and the other after 600 days. Whilst the short timescale peaks produce subdued flashy response the later peaks provide the inter-annual variation.

Skirwith (Figure 9) has two IRF curves with single peaks both after ~50 days. This configuration of the IRFs results in a very smooth response with little or no flashiness.

To investigate how surface water flows and levels can influence groundwater response more fully the stress related IRF was implemented.

3.3 | AUQIMOD-IRF: Stress related double impulse response functions

Figures 10–12 show examples of fitting, IRF shapes and contribution of each simulated stress for the Brockram Penrith sandstone boreholes. The results for Great Musgrave (Figure 10) are taken as an example, as there is a gauging station close by (River Eden at Great Musgrave Bridge) with a long record of river stage. The fitting is slightly better in terms of NSE compared to the AquiMOD model and the timing and amplitude of the peaks are well represented; the river stage contribution is particularly useful for simulating accurately the higher peaks. In boreholes drilled in the central Penrith sandstone (e.g. Cliburn Lyvennet [shallow]; Figure 11) the fit is consistently
FIGURE 7 Modelled groundwater level (GWL) hydrograph using impulse response function (IRF) for Cliburn Townbridge (BH No. 17); green line simulated; black dots observed

FIGURE 8 Modelled groundwater level (GWL) hydrograph using impulse response function (IRF) for East Brownrigg (BH No. 12); green line simulated; black dots observed

FIGURE 9 Modelled groundwater level (GWL) hydrograph using impulse response function (IRF) for Skirwirth (BH No. 5); green line simulated; black dots observed
better when the IRF is introduced to the AquiMOD code even though the river stage is recorded at the Temple Sowerby gauging station on the river Eden which is some distance from the boreholes. The impact of the river stage is more important for the shallow borehole than for the deep boreholes and the peaks are well reproduced. The Cliburn Woodhouse 2 (deep) borehole (Figure 12) does not show a significant
contribution from the river stage component as evidenced by the lack of river stage (represented by $h(s)$ on Figure 12) response function. The stress-related IRF provides another way of decomposing a groundwater level fluctuation time series, and provides reliable information on the degree of connection between aquifers and surface water in this groundwater system.

3.4 General discussion: Which modelling approach should we use depending on the shape/behaviour of the hydrograph?

Previous work on the Eden catchment (Lafare et al., 2016) used the Seasonal Trend analysis by Loess (STL) method to identify seasonality, trend and noise components for the groundwater hydrographs produced from the Eden boreholes. By examining the variance of these three different components two classes of response could be identified: namely Silicified Penrith Sandstone and the shallow boreholes around the River Leith. Further work using clustering analysis by principal component analysis (PCA) enabled the identification of groups in both the St. Bees Sandstone and the Penrith Sandstone. Using the IRF approach (Table 3) has extended this analysis to identify four types of hydrograph response associated with differing hydrogeological settings: (1) St. Bees Sandstone; (2) in the Brockram; (3) in the Silicified Penrith Sandstone; and (4) in the central part of the Penrith Sandstone heavily influenced by the interaction with rivers.

AquiMOD simulates the hydrograph response in the St. Bees sandstone well. It also performs well on those borehole hydrographs from the central Penrith Sandstone close to the rivers. However, there are problems in some of the simulations, particularly with the validation for the Silicified Penrith Sandstone (Ainstable, Baronwood and East Brownrigg). Examination of the IRF curves for these boreholes indicates that there is a fast flow response together with a longer-time response. The fast response is likely to represent fracture flow which AquiMOD is not designed to simulate. Similarly, some of the Penrith Sandstone time series, where they are close to rivers did not produce good results (Cliburn Woodhouse and Cliburn Townbridge). This is likely to be due to the aquifer here exhibiting dual fast and slow flow responses.

The poorest AquiMOD model results occurred when there are differences between the two seasonal IRF curves for each borehole, for example Baronwood, which suggests differing seasonal responses. As well as Baronwood, both Ainstable and East Brownrigg time series proved difficult to model and had the lowest NSEs for the AquiMOD modelling. This could perhaps be due to differing seasonal behaviour, due to changing saturation of the superficial deposits.

Lumped parameter models such as AquiMOD perform better when simpler IRF response are observed, that is single peak IRF curves that are similar between wet and dry periods. Complications such as twin peaks, very fast decay of the IRF curve or significantly different IRF curves between dry and wet periods are the most difficult for AquiMOD to simulate. It is suggested that a screening approach
undertaken by producing the IRF curves would then be able to identify the likelihood for a successful model calibration.

The shortcomings of the AquiMOD approach can be addressed using the time series IRF incorporated into the AquiMOD code structure (AquiMOD-IRF). In particular, the influence by other factors such as river stage on groundwater hydrographs can be explored by adding this as a stress within the IRF approach. It can be seen (e.g. Figure 10) that including this stress improves the simulation of groundwater hydrograph behaviour. This is particularly the case for the shallow boreholes which show a distinct influence from the river. Indeed proximity to rivers becomes an important factor in successfully deploying the combined AquiMOD-IRF approach.

4 SUMMARY AND CONCLUSIONS

This paper has presented the application of both lumped parameter models (AquiMOD) and IRFs to help understand and characterize the groundwater flow processes of the St Bees and Penrith sandstones in the Eden valley, Cumbria. Using these techniques daily groundwater hydrographs from 2002 to 2012 have been analysed, four types of response identified in different regions of the aquifer: (1) St. Bees Sandstone; (2) in the Brockram; (3) in the silicified Penrith Sandstone; and (4) in the central part of the Penrith Sandstone heavily influenced by the interaction with rivers.

It is clear that AquiMOD, IRF and a combination of AquiMOD with IRF can be deployed to reproduce hydrograph responses in a range of hydrogeological settings. Importantly the choice of a variety of techniques demonstrates the influence of differing processes and hydrogeological settings. For example, where groundwater hydrographs are influenced by river stage variation then the AquiMOD-IRF approach produces. Further the relative importance of differences in water level time series behaviour between observation boreholes can be characterized. Nevertheless care must be taken in choosing the particular methodology to employ. For example, using double IRF which produce clear differences between the curves suggest difficulties in AquiMOD calibration.

This work has clearly shown that the use of the lumped parameter models and IRFs in the analysis of groundwater level time series can distinguish the influences of differing hydrogeological environments and the impacts these have on the groundwater flow processes. They can be used, as shown in this paper, in a staged approach to help develop reliable and comprehensive conceptual models of groundwater flow. This can then be used as a solid basis for the development of distributed models, particularly as the latter are resource expensive to build and to calibrate effectively. This approach of using simple models and techniques first identifies specific aspects of catchment functioning, for example influence of the river, that can be later tested in a distributed model. Further as demonstrated here, these techniques allow the identification of particular processes to be included in the distributed model, for example two timescales of

| TABLE 3  | IRF summary statistics |
|-----------|------------------------|
| IRF metrics | Single or double Dry | Skewness | Kurtosis | St. Dev. / Mean | St. Dev. / Memory | Mean / Memory | Median / Memory | Peak-Height / Area | Memory (days) | Peak time 1 (days) | Peak time 2 (days) | Peak time 2 (days) |
| Ainstable | D | 3.811773 | 16.26352 | 3.198571 | 0.072839 | 0.022722 | 2.98E-15 | 1.96352 | 1273 | 5 | 392 |
| Barrowood | D | 1.91779 | 16.52136 | 0.02976 | 0.03185 | 1.69E-04 | 1.520398 | 1403 | 5 | 210 |
| CastleCarrock | S | 5.907844 | 35.83516 | 5.009416 | 1.168385 | 0.233447 | 5.89E-17 | 2.394712 | 284 | 41 |
| CilburnHill | D | 3.855062 | 29.07136 | 4.695129 | 1.25574 | 0.279018 | 2.36E-17 | 2.914823 | 317 | 67 |
| CilburnLyve | D | 3.623382 | 12.45 | 0.301058 | 0.052966 | 0.017474 | 0.00056 | 1.314339 | 999 | 1 | 143 |
| CilburnLyve2 | D | 40.12337 | 219.9255 | 16.73142 | 12.95278 | 0.774159 | 4.25E-38 | 66.73757 | 49 | 1 |
| CilburnLyve3 | D | 40.26342 | 234.724 | 3.071925 | 7.86897 | 0.974858 | 0.001201 | 31.0917 | 406 | 1 |
| CilburnWh1 | D | 2.81679 | 10.36703 | 2.38847 | 1.059846 | 0.444222 | 6.41E-07 | 1.822271 | 972 | 1 | 438 |
| CilburnWh2 | D | 39.58325 | 1992.285 | 7.175745 | 0.543069 | 0.075681 | 1.11E-08 | 25.93333 | 876 | 1 | 401 |
| CilburnWh3 | D | 33.93398 | 1584.527 | 5.04368 | 0.454074 | 0.090928 | 1.47E-08 | 17.07808 | 893 | 1 | 401 |
| CilburnWh4 | D | 20.48461 | 213.1313 | 4.134027 | 2.79762 | 0.672748 | 8.12E-07 | 7.96001 | 562 | 1 |
| CilburnWh5 | D | 6.716376 | 94.64375 | 3.530984 | 3.437923 | 0.973514 | 8.12E-07 | 5.526105 | 588 | 1 | 146 |
| CilburnWh6 | D | 11.15138 | 175.7125 | 4.364945 | 0.488414 | 0.111107 | 2.18E-10 | 5.376113 | 593 | 3 | 201 |
| CilburnWh7 | D | 11.15138 | 175.7125 | 4.364945 | 0.488414 | 0.111107 | 2.18E-10 | 5.376113 | 593 | 3 | 201 |
| CilburnWh8 | D | 13.15248 | 405.5819 | 1.912211 | 0.192783 | 0.104917 | 0.02266 | 4.557236 | 3173 | 1 | 469 |
| Coupland | S | 7.450043 | 73.86359 | 4.527949 | 1.586427 | 0.350363 | 1.63E-06 | 5.316285 | 521 | 1 |
| Cragin | D | 7.450043 | 73.86359 | 4.527949 | 2.39762 | 0.525545 | 2.44E-06 | 5.316285 | 521 | 1 |
| EastBrownrigg | S | 3.515045 | 11.76245 | 3.030056 | 0.352104 | 0.116181 | 3.95E-06 | 0.956423 | 748 | 81 |
| GreatMussgrave | S | 1.913149 | 6.254781 | 1.793107 | 0.02518 | 0.014043 | 0.00076 | 0.906481 | 1783 | 1 | 196 |
| GreatMussgrave | S | 0.970095 | -0.5178 | 1.18484 | 0.033809 | 0.030279 | 0.011443 | 0.389561 | 2894 | 1 | 621 |
| Hillton | S | 4.283402 | 18.34627 | 3.566241 | 0.146853 | 0.041179 | 5.20E-08 | 1.331873 | 578 | 42 |
| Renwick | S | 3.835148 | 14.72128 | 3.096767 | 0.169777 | 0.054824 | 1.10E-09 | 1.104672 | 798 | 26 |
| Skirrow | S | 3.997125 | 15.85757 | 3.309763 | 0.125067 | 0.037787 | 6.57E-07 | 1.180799 | 676 | 41 |
| Skirrow | S | 3.835148 | 14.72128 | 3.096767 | 0.133998 | 0.04327 | 8.86E-06 | 1.104672 | 798 | 26 |
response (fast and slow). For distributed models, the zonation of hydrograph response identified using these techniques can be used directly in providing an initial basis for the distribution of parameters. It has been demonstrated that these techniques can help in the definition of areas of significant heterogeneity, the influence of various lithological horizons and of surface water/groundwater interaction on the groundwater piezometric behaviour.
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APPENDIX A.

Implementing the impulse response function with stresses within AquiMOD (AquiMOD-IRF)

According to Von Asmuth et al. (2008), in continuous time, the contribution from each stress to the groundwater level fluctuations time series can be represented by the following equation:

\[ h_i(t) = \int_{-\infty}^{t} R_i(t-t') \phi_i(t-t') dt', \]  

(A1)

where \( h_i(t) \) is the predicted head at time \( t \) attributable to stress \( i \). \( R_i(t) \) is the value of stress \( i \) at time \( t \), and \( \phi_i(t) \) is the IRF of stress \( i \). The output groundwater head fluctuations time series is then obtained by summing the separate effects of all stresses. For the case where a number of \( N \) stresses influence the head, the equation for a continuous groundwater level time series model can be written as:

\[ h(t) = \sum_{l=1}^{N} h_i(t) + d + n(t), \]  

(A2)

where \( h \) is the observed head at time \( t \), \( d \) is the local drainage level relative to some reference level \( L \), and \( n \) is the residual series \( L \).

Von Asmuth et al. (2008) distinguish a number of stresses that potentially influence the groundwater level fluctuations, including precipitation (\( p \)), evaporation (\( e \)), groundwater withdrawal (or injection) (\( w \)), surface water level or river stage, barometric pressure and (hydrological) interventions. Currently, only the stresses: precipitation, evaporation and withdrawal, along with river stage have been implemented in the AquiMOD software. The effect of the evaporation \( e \) on the head \( h \) is considered to be essentially the...
same as that of precipitation \( p \), but it is negative and is modelled as follows:

\[
  h_p(t) = \int_{-\infty}^{t} -e(\tau) f \theta_p(t - \tau) d\tau, \tag{A3}
\]

where \( \theta_p \) is the response of the system to precipitation and \( f \) is a reduction factor of \( e \) as compared to the reference evaporation series. The response of an impulse of precipitation is simulated using a Pearson type III distribution function (PIII):

\[
  \theta_p(t) = A b^n \exp(-bt) \Gamma(n), \tag{A4}
\]

where \( A, b, \) and \( n \) are parameters that define the shape of \( \theta_p \).

Although the PIII function is very flexible, it proves to be less effective for non-distributed types of stress. For surface water level fluctuations response functions based on analytical solutions of simple hydrogeological conceptualisations are proposed. It is assumed that the functions chosen capture the essential behaviour of the stress type regardless the exact hydrogeological setting. For this kind of stress, the polder function of Bruggeman (Von Asmuth et al., 2008) is used. This function represents a sudden unit increase of the water level at the boundary of a one-dimensional semi-confined aquifer of semi-infinite extent. The derivative gives the IRF \( \theta_s \), the response to a very short rise and fall of the surface water level:

\[
  \theta_s(t) = \frac{-1}{\sqrt{4\pi Dt}} \exp\left(\frac{-x^2 S t}{4KD} - \frac{t}{cS}\right), \tag{A5}
\]

where \( x \) denotes the distance between the surface water feature and the observation well. In order to make the IRF usable for different hydrogeological settings, the equation is converted to the following parametric IRF:

\[
  \theta_s(t) = \frac{-1}{\sqrt{\pi \alpha^2 \beta^2 t}} \exp\left(\frac{-x^2 S t}{\beta^2 t} - \frac{t}{\alpha^2 \beta^2 t}\right), \tag{A6}
\]

where \( \alpha, \beta, \) and \( \gamma \) are parameters that no longer have a direct physical meaning (Von Asmuth et al., 2008).