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The prediction of regenerative chatter stability has long been recognized as an important issue of concern in the field of machining community because it limits metal removal rate below the machine’s capacity and hence reduces the productivity of the machine. Various full-discretization methods have been designed for predicting regenerative chatter stability. The main problem of such methods is that they can predict the regenerative chatter stability but do not efficiently determine stability lobe diagrams (SLDs). Using third-order Newton interpolation and third-order Hermite interpolation techniques, this study proposes a straightforward and effective third-order full-discretization method (called NI-HI-3rdFDM) to predict the regenerative chatter stability in milling operations. Experimental results using simulation show that the proposed NI-HI-3rdFDM can not only efficiently predict the regenerative chatter stability but also accurately identify the SLD. The comparison results also indicate that the proposed NI-HI-3rdFDM is very much more accurate than that of other existing methods for predicting the regenerative chatter stability in milling operations. A demonstrative experimental verification is provided to illustrate the usage of the proposed NI-HI-3rdFDM to regenerative chatter stability prediction. The feature of accurate computing makes the proposed NI-HI-3rdFDM more adaptable to a dynamic milling scenario, in which a computationally efficient and accurate chatter stability method is required.

1. Introduction

The control of cutting vibration and machining instability plays a significant role in high quality and high-efficiency machining of a workpiece, such as titanium alloy and high-temperature alloy thin-walled components. The vibrations existing in the machining processes consist of free vibration, forced vibration, and self-excited vibration, where the last one can be further divided into three main categories: regenerative chatter, model coupling chatter, and frictional chatter [1, 2]. With respect to milling operations, it has been proved that the main factor that influences the machining stability is regenerative chatter [3], which may limit metal removal rate below the machine’s capacity and hence reduce the productivity of the machine. Therefore, accurate and efficient regenerative chatter stability prediction is a critical task in milling operations for determining the potential regions of stable machining.

The main advance in the study of machining dynamics in the past few years has come in recognizing and interpreting a variety of different delay-differential equations (DDEs) that arise in the milling processes when considering the regenerative effects [4, 5]. Stability lobe diagrams (SLDs) obtained with DDEs [6, 7] are the most widely applied tools for revealing the boundary between stable (i.e., chatter-free) and unstable (i.e., with chatter) machining and locating their possible optimal chatter-free parameters (e.g., spindle speed and depth of cut). The theoretical advances in numerical analysis methods and the use of on-line computers for solving DDEs in machining process modeling have led to increased interest in creating SLDs for stable machining parameter selection. These techniques are referred to as frequency-time methods (e.g., zero order analytical (ZOA) [8] and multifrequency (MF) [9]) and time-domain methods (e.g., temporal finite element analysis (TFEA) [10], first-order semidiscretization method (1stSDM) [11], updated...
In recent years, intensive research efforts have been made in the use of time-domain techniques as an effective approach to regenerative chatter stability prediction. Bayly et al. [10] proposed a TFEA method to predicting milling stability. A comparative study indicated that the performance of their proposed method was superior to that of traditional frequency-domain methods with regard to computation accuracy. Insperger et al. [11] proposed the 1stSDM, where the latter had higher computation efficiency and computation accuracy. Long and Balachandran [12] developed the USDM for a milling dynamics model with consideration of the loss-of-contact and time-delay effects and indicated that period-doubling bifurcations of periodic orbits can occur in low-immersion operations. Ding et al. [13] proposed the 1stFDM for milling stability prediction. A comparative study indicated that the proposed 1stFDM was superior to the 1stSDM with regard to computation efficiency.

Recently, the Hermite interpolation polynomial is one of many polynomial interpolation algorithms that have drawn increasing attention for their attractive properties and excellent error estimates on a wide range of numerical summation problems. Hermite interpolation polynomials not only define the coordinate value of each node but also specify the derivative of the curve at each node, which has been shown to be superior to the Newton interpolation and Lagrange interpolation in keeping the stability of the curve. While the Hermite interpolation polynomial solution may be the globally stable optimum, current FDM methods tend to fall into a local unstable solution. The unsuitable connection problem is unlikely to occur with Hermite interpolation polynomial. Therefore, Hermite interpolation polynomial can provide excellent performance for milling stability prediction problems.

To the best of the authors’ knowledge, only three studies in the literature have focused on the Hermite interpolation polynomial-based machining stability prediction for milling operations. Liu et al. [23] predicted the machining stability in milling operations using the 3rdHAM and compared their results with those obtained using the 1stSDM and 2ndFDM. In the efficient FDM, linear interpolation and Hermite interpolation were approximate to the state item and time-delay item, respectively. Compared with the results obtained using the 1stSDM and 2ndFDM, their FDM reduced computation time by almost 53% and 10%, respectively. Ji et al. [24] used the 3rdH-NAM to resolve the problem of machining stability prediction for milling processes. In the 3rdH-NAM, third-order Hermite interpolation and third-order Newton interpolation were used to approximate the state item and time-delay item, respectively. Simulations showed that their approach was superior to Guo’s 3rdFDM and Liu’s 3rdHAM in terms of the accuracy of identifying the milling stability boundaries. Liu et al. [25] proposed a HFDM to resolve the problem of machining stability prediction for turning processes and showed that their HFDM improved calculation efficiency by about 50% compared to the very efficient 2ndFDM. In the HFDM, Lagrange
interpolation and Hermite interpolation were used to approximate the state values and delayed state values, respectively. Although the results of these studies were promising, the problem of stability prediction accuracy has still remained unsolved, and more accurate trials are needed.

In the present research, based on third-order Newton interpolation polynomial and third-order Hermite interpolation polynomial techniques, this study proposes a straightforward and effective third-order full discretization Method (called NI-HI-3rdFDM) to predict the regenerative chatter stability in milling operations. Experimental results using simulation show that the proposed NI-HI-3rdFDM can not only efficiently predict the regenerative chatter stability but also accurately identify the SLD. The comparison results also indicate that the proposed NI-HI-3rdFDM is very much more accurate than that of other existing methods for predicting the regenerative chatter stability in milling operations. A demonstrative experimental verification is provided to illustrate the usage of the proposed NI-HI-3rdFDM approach to regenerative chatter stability prediction. The feature of accurate computing makes the proposed NI-HI-3rdFDM more adaptable to a dynamic milling system in which a computationally efficient and accurate method is required.

The study is organized as follows. Section 2 describes the mathematical model of milling dynamics adopted in this study. The proposed NI-HI-3rdFDM for solving the mathematical model of milling dynamics for regenerative chatter stability prediction is described in Section 3. Section 4 presents the performance comparisons of the proposed NI-HI-3rdFDM with those of existing methods in the literature. Experimental results are given in Section 5, and these indicate that the proposed NI-HI-3rdFDM is capable of efficiently creating superior SLDs for accurate and efficient regenerative chatter stability prediction. Finally, Section 6 is devoted to conclusions and directions for future research.

2. Mathematical Model of Milling Dynamics

It is generally accepted that the behavior characteristic of a milling operation is just as much the product of DDE as the morphology. Thus, by considering regenerative effects, the behavior which can be adequately explained by the classical mathematical theory of milling dynamics is described in state-space form by the equation as follows:

\[ \dot{x}(t) = A_0 x(t) + B(t) [x(t) - x(t - T)], \]  

(1)

where \( A_0 \) is a constant matrix and represents the time-invariant nature of the system and \( B(t) \) is one periodic-coefficient matrix and satisfies \( B(t + T) = B(t) \).

The general response of equation (1) can thus be obtained via direct numerical integration as follows:

\[ x(t) = e^{A_0 (t - t_0)} x(t_0) + \int_{t_0}^{t} e^{A_0 (t - \xi)} B(\xi) [x(\xi) - x(\xi - T)] d\xi. \]  

(2)

In order to solve equation (2), by introducing a time interval \( t \), the time period \( T \) is equally divided into \( m \) small time intervals, and therefore, \( T = m t \). On each time interval \( t \in [kT, (k + 1)T] \) \((k = 0, 1, \ldots, m)\), equation (2) can be rewritten as the following equation:

\[ x(t) = e^{A_0 (t - kT)} x(kT) + \int_{kT}^{T} e^{A_0 (t - \xi)} B(\xi) [x(\xi) - x(\xi - T)] d\xi. \]  

(3)

Let \( x_k \) denote \( x(kT) \), then \( x_{k+1} \) can be got from equation (3) as the following equation:

\[ x_{k+1} = e^{A_0 T} x_k + \int_{0}^{T} e^{A_0 (\tau - \delta)} B(\delta) [x(\delta) - x(\delta - T)] d\delta, \]  

(4)

where \( \delta = \xi - kT, \delta \in [0, T]. In earlier investigations, it has been demonstrated that the performance of several approaches including NIIM, CDSD, RK-CDM, FDM, and its variants are very sensitive to interpolation polynomial for approximating the state item and time-delay item. In the current study, the state term \( x(\delta) \) is interpolated by third-order Newton interpolation polynomial, while the time-delay term \( x(\delta - T) \) is approximated by third-order Hermite interpolation polynomial. Specifically, on the time interval \([kT, (k + 1)T]\), the nodal values \( x(kT + T), x(kT), x(kT + T - T) \), and \( x(kT + 2T - T) \) (denoted as \( x_{k+1}, x_k, x_{k-1}, \) and \( x_{k-2} \), respectively) are used to approximate \( x(\delta) \), and the nodal values \( x(kT - T), x(kT + T - T) \), and \( x(kT + 2T - T) \) (denoted as \( x_{k-1}, x_{k+1-m}, x_{k+2-m} \), respectively) are used to approximate \( x(\delta - T) \). In addition, because high order interpolation of \( B(\delta) \) has no apparent effect on improving the computation efficiency and computation accuracy of the dynamic milling system [27], linear interpolation is employed to approximate \( B(\delta) \) with the boundaries \([B(kT), B(kT + T)]\), which is denoted here as \([B_{k}, B_{k+1}]\).

The state term \( x(\delta) \) is determined by third-order Newton interpolation polynomial as follows:

\[ x(\delta) = a_1 x_{k+1} + b_1 x_k + c_1 x_{k-1} + d_1 x_{k-2}, \]  

(5)

where

\[ a_1 = \frac{\delta^3 + 3\tau \delta^2 + 2\tau^2 \delta}{6\tau^3}, \]

\[ b_1 = \frac{\delta^3 + 3\tau \delta^2 + 2\tau^2 \delta}{2\tau^3} - \frac{\delta^3 + 3\tau \delta^2 + 2\tau^2 \delta}{2\tau^3}, \]

\[ c_1 = \frac{\delta + 2\tau}{\tau} - \frac{\delta^2 + 3\tau \delta + 2\tau^2}{\tau^2} + \frac{\delta^3 + 3\tau \delta^2 + 2\tau^2 \delta}{6\tau^3}, \]

\[ d_1 = \frac{\delta + 2\tau}{\tau} + \frac{\delta^3 + 3\tau \delta + 2\tau^2}{\tau^2} - \frac{\delta^3 + 3\tau \delta^2 + 2\tau^2 \delta}{6\tau^3}. \]  

(6)

Using the derivative formula, the first time derivative of the \( x(t) \) at \( t = t_{k-m} \) and \( t = t_{k+1-m} \) could be got from

\[ \dot{x}_{k-m} = \frac{x_{k+1-m} - x_{k-m}}{\tau}, \]

\[ \dot{x}_{k+1-m} = \frac{x_{k+2-m} - x_{k+1-m}}{\tau}. \]  

(7)
Then, the time-delay term \( x(\delta - T) \) is obtained by third-order Hermite interpolation polynomial at the time span \([t_{k,m}, t_{k+1,m}]\) and expressed as
\[
x(\delta - T) = a_2 x_{k,m} + b_2 x_{k+1,m} + c_2 x_{k+2,m},
\]
where
\[
a_2 = \frac{\tau^3 - 3 \tau^2 \delta - \tau \delta^2 + \delta^3}{\tau^3},
b_2 = \frac{\tau^3 - 2 \tau^2 \delta + 2 \tau \delta^2 - 2 \delta^3}{\tau^3},
c_2 = \frac{\delta^3 - \tau \delta^2}{\tau^3}.
\]
Similarly, the periodic-coefficient term is achieved by linear interpolation at the time span \([kr, (k + 1)r]\), resulting in
\[
B(\delta) = \frac{\delta}{r} B_{k+1} + \frac{\tau - \delta}{r} B_k.
\]
Substituting equations (5), (8), and (10) into equation (4) leads to
\[
\begin{align*}
(H_{k,1} - I)x_{k+1} &+ (H_{k,0} + H_{k,1})x_k + H_{k-1}x_{k-1} + H_{k-2}x_{k-2} = H_{k,m}x_{k-m} + H_{k,m-1}x_{k+1,m} + H_{k,m-2}x_{k+2,m}, \\
&
\end{align*}
\]
where
\[
H_0 = \Phi_0 = e^{A_0 \tau},
H_{k,1} = \Phi_2 + 3 \tau \Phi_4 + 2 \tau^2 \Phi_3 B_{k+1} + \frac{\Phi_5 - 2 \tau \Phi_4 + \tau^2 \Phi_3 + 2 \tau^3 \Phi_2}{6 \tau^4} B_{k},
H_{k,0} = \Phi_2 + 4 \tau \Phi_4 + 5 \tau^2 \Phi_3 B_{k+1} + \frac{\Phi_5 - 3 \tau \Phi_4 - \tau^2 \Phi_3 + 3 \tau^3 \Phi_2 + 2 \tau^4 \Phi_1}{2 \tau^4} B_{k},
H_{k,-1} = \Phi_2 + 4 \tau \Phi_4 - 2 \tau^2 \Phi_3 B_{k+1} + \frac{\Phi_5 + 3 \tau^2 \Phi_3 - 2 \tau^3 \Phi_2}{2 \tau^4} B_{k},
H_{k,-2} = \Phi_2 - \tau \Phi_4 - \tau^2 \Phi_3 B_{k+1} + \frac{\Phi_5 + 2 \tau \Phi_4 - \tau^2 \Phi_3}{6 \tau^4} B_{k},
H_{k,m-1} = \Phi_2 + 2 \tau \Phi_4 + \tau^2 \Phi_3 B_{k+1} + \frac{\Phi_5 - 4 \tau \Phi_4 + \tau^2 \Phi_3 + 2 \tau^3 \Phi_1}{\tau^4} B_{k},
H_{k,m} = \Phi_2 - \tau \Phi_4 - \tau^2 \Phi_3 B_{k+1} + \frac{\Phi_5 + 2 \tau \Phi_4 - 2 \tau^3 \Phi_2 + \tau^4 \Phi_1}{\tau^4} B_{k},
\]
\[
\Phi_1 = \int_0^r e^{-A_0 \delta} d\delta,
\Phi_2 = \int_0^r e^{-A_0 \delta} \delta d\delta,
\Phi_3 = \int_0^r e^{-A_0 \delta} \delta^2 d\delta,
\Phi_4 = \int_0^r e^{-A_0 \delta} \delta^3 d\delta,
\Phi_5 = \int_0^r e^{-A_0 \delta} \delta^4 d\delta.
\]
The matrices \( \Phi_1 - \Phi_5 \) could be calculated by \( \Phi_0 \) and \( A_0 \) as
\[
\Phi_1 = A_0^{-1}(\Phi_0 - I),
\Phi_2 = A_0^{-1}(\Phi_1 - \tau I),
\]
\[ \Phi_3 = A_0^{-1}(2\Phi_2 - r^2I), \quad (15) \]
\[ \Phi_4 = A_0^{-1}(3\Phi_3 - r^2I), \quad (16) \]
\[ \Phi_5 = A_0^{-1}(4\Phi_4 - r^2I). \quad (17) \]

Note that it is thus highly desirable to find a one-to-one discrete mapping between the current and previous period [27]; all the current period variables \( x \) (i.e., \( x_{k+1}, x_k, x_{k-1}, x_{k-2} \)) should be located in the left hand side of equation (11), while all the previous period variables \( x \) (i.e., \( x_{k+2-m}, x_{k+1-m}, x_{k-m} \)) in the right hand side of equation (11). If not, corresponding terms need to be converted into a required range. In equation (11), when \( k = 1 \), the left hand side variables \( x_{k-1} \) and \( x_{k-2} \) of equation (11) are equal to \( x_0 \) and \( x_{-1} \) which are also presented as \( x_{m-m} \) and \( x_{m-1-m} \) in the previous period. Therefore, equation (11) is rewritten as

\[
\begin{align*}
&\left( H_{1,1} - I \right)x_2 + \left( H_0 + H_{1,0} \right)x_1 = H_{1,m}x_{1-m} + H_{1,m-1}x_{2-m} \\
&+ H_{1,m-2}x_{3-m} - H_{1,-1}x_{m-m} - H_{1,-2}x_{m-1-m}.
\end{align*}
\]

(18)

When \( k = 2 \), the left hand side variable \( x_{k-2} \) of equation (11) is equal to \( x_0 \) which is also equal to \( x_{m-m} \) in the previous period. Then, equation (11) can be rewritten as

\[
\begin{bmatrix}
1 & 0 & 0 & 0 & \cdots & 0 & 0 & 0 & 0 & 0 \\
H_0 + H_{1,0} & H_{1,1} - I & 0 & 0 & \cdots & 0 & 0 & 0 & 0 & 0 \\
H_{2,-1} & H_0 + H_{2,0} & H_{2,1} - I & 0 & \cdots & 0 & 0 & 0 & 0 & 0 \\
H_{3,-2} & H_{3,-1} & H_0 + H_{3,0} & H_{3,1} - I & \cdots & 0 & 0 & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & 0 & \cdots & H_{m-1,-2} & H_{m-1,-1} & H_0 + H_{m-1,0} & H_{m-1,1} - I & 0 \\
0 & -H_{m,m-2} & 0 & 0 & \cdots & 0 & H_{m,-2} & H_{m,-1} & H_0 + H_{m-1,0} & H_{m-1,1} - I \\
0 & H_{1,m} & H_{1,m-1} & H_{1,m-2} & 0 & 0 & \cdots & -H_{1,-2} & -H_{1,-1} & 0 \\
0 & H_{2,m} & H_{2,m-1} & H_{2,m-2} & 0 & 0 & \cdots & 0 & -H_{2,-2} & 0 \\
0 & 0 & H_{3,m} & H_{3,m-1} & H_{3,m-2} & \cdots & 0 & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & 0 & \cdots & H_{m-1,m} & H_{m-1,m-1} & H_{m-1,m-2} & \cdots & 0 \\
0 & 0 & 0 & 0 & \cdots & 0 & H_{m,m} & H_{m,m-1} \\
\end{bmatrix} \]

(20)

According to equations (11) and (18)–(20), the discrete mapping is obtained as

\[
D_1 \begin{bmatrix} x_1 \\ x_2 \\ \vdots \\ x_m \\ x_{m+1} \end{bmatrix} = D_2 \begin{bmatrix} x_{1-m} \\ x_{2-m} \\ \vdots \\ x_{m-m} \\ x_{m+1-m} \end{bmatrix},
\]

(21)

where

\[
\Phi = (D_1)^{-1}D_2.
\]

(23)

The transition matrix of dynamic system \( \Phi \) is defined over one period \( T \) as

Finally, if the maximum modulus for the eigenvalue of the transition matrix \( \Phi \) is the at most one, then conclude that the dynamic milling system is in stable (i.e., chatter-free) machining in accordance with Floquet theory [28]; otherwise, conclude that the dynamic milling system is in unstable (i.e., with chatter) machining in accordance with Floquet theory [28].

3. The Proposed Method for Milling Stability Analysis

The motion of a single DOF milling system with single discrete time delay can be expressed as a functional differential equation as follows:
\[
\ddot{q}(t) + 2\zeta \omega_n \dot{q}(t) + \omega_n^2 q(t) = -\frac{wh(t)}{m} [q(t) - q(t - T)],
\]
where \(\zeta\), \(\omega_n\), \(m\), \(w\), and \(q(t)\) denote the relative damping, natural frequency, modal mass, depth of cut, and displacement vector of the cutter, respectively. Tooth-passing period \(T\) is equal to \(60/(N\Omega)\), where \(N\) is the number of teeth and \(\Omega\) is the spindle speed. The directional cutting force coefficient \(h(t)\) is one periodic function with period \(T\) and is defined as
\[
h(t) = \sum_{j=1}^{N} \frac{g(\phi_j(t)) \sin(\phi_j(t)) \left[ K_t \cos(\phi_j(t)) + K_n \sin(\phi_j(t)) \right]}{60},
\]
where \(K_t\) and \(K_n\) are the tangential and normal cutting force coefficients, and \(\phi_j(t)\) denotes the \(j\)th tooth’s angular position and is expressed as
\[
\phi_j(t) = \frac{2\pi \Omega t + 2\pi (j - 1)}{N}.
\]

The window function \(g(\phi_j(t))\) is defined by
\[
g(\phi_j(t)) = \begin{cases} 
1, & \phi_{st} < \phi_j(t) < \phi_{ex}, \\
0, & \text{otherwise},
\end{cases}
\]
where \(\phi_{st}\) and \(\phi_{ex}\) are the start and exit angles, respectively. As for up-milling, \(\phi_{st} = 0\) and \(\phi_{ex} = \arccos(1 - 2a/D)\); as for down-milling, \(\phi_{st} = \arccos(2a/D - 1)\) and \(\phi_{ex} = \pi\), where \(a/D\) is the radial depth of the cut ratio [5].

Let \(p(t) = mq\dot{q}(t) + m\zeta \omega_n q(t)\) and \(x(t) = [q(t) \ p(t)]\), then equation (16) can be expressed as
\[
\dot{x}(t) = A_0 x(t) + B(t) [x(t) - x(t - T)],
\]
where
\[
A_0 = \begin{bmatrix}
-\zeta \omega_n & m_i^{-1} \\
m_i (\zeta \omega_n)^2 - m_i \omega_n^2 - \zeta \omega_n \\
0 & 0 \\
-\omega h(t) & 0
\end{bmatrix},
\]
\[
B(t) = \begin{bmatrix}
m_i \\
m_i \omega_n^2 - \zeta \omega_n \\
0 \\
0
\end{bmatrix}.
\]

The modal parameters relating to the dominant mode of the milling system are given in Table 1. For more information about periodic DDEs, one can refer to the literature [5].

### 3.1. Convergence Rate
In order to evaluate the convergence rate of different time-domain methods such as the NIM, 3rdHAM, 3rdFDM, and the proposed NI-HI-3rdFDM, the local error \(||u|| - ||u_0||\) is expressed as the function of the discrete number. Noting that \(||u||\) is the maximum modulus of the eigenvalue of the transition matrix and \(||u_0||\) is obtained by the 1stSDM [11] at \(m = 200\). All the other parameters for the milling process are summarized in Table 2. All of the calculation programs are written in MATLAB 9.2 and run on a personal computer Intel® Core™ i5-7400 CPU and 8 GB memory.

Figure 1 presents the convergence rates of the NIM, 3rdHAM, 3rdFDM, and the proposed NI-HI-3rdFDM in predicting the milling stability. Figure 1 indicates that the proposed NI-HI-3rdFDM can converge sooner than the NIM, 3rdHAM, and 3rdFDM can. Specifically, the local errors \(||u|| - ||u_0||\) of the NIM, 3rdHAM, 3rdFDM, and the proposed NI-HI-3rdFDM were 0.0155, 0.0084, 0.0233, and 0.6272 × 10^{-5}, respectively, when \(\Omega = 5000\) rpm, \(w = 0.5\) mm, and \(m = 40\). The local error of the proposed NI-HI-3rdFDM decreased by 90%, 92.5%, and 97.3% in comparison to that of the NIM, 3rdHAM, and 3rdFDM, respectively. Although the proposed NI-HI-3rdFDM converged a little slower than 3rdHAM in case of \(w = 0.5\) mm and \(||u_0|| = 1.0726\), for other three cases, the proposed NI-HI-3rdFDM was fairly faster than 3rdHAM. This slow convergence rate can be explained by the fact the derivability of the state item was utilized to enhance the calculation precision in 3rdHAM.

### 3.2. Stability Lobe Diagrams
In order to demonstrate the computation accuracy and computation time performances of the proposed NI-HI-3rdFDM, the SLDs obtained with the NIM, 3rdHAM, 3rdFDM, and the proposed NI-HI-3rdFDM for \(m = 20, 30,\) and 40 are summarized in Table 3. Note that the machining operation is up-milling operation, the ratio of radial cutting depth and tool diameter is \(a/D = 1\), the spindle speed \(\Omega\), and depth of cut \(w\) is set to be 5000 rpm to 10000 rpm and 0 mm to 4 mm over a 200 × 100 sized grid of parameters, respectively [14]. It is also worth noting that in Table 3 the stability charts obtained with the 1stSDM for \(m = 200\) in red color were regarded as the criterion-referenced SLDs. As can be seen, the stability charts of the proposed NI-HI-3rdFDM were much closer to the criterion-referenced lobe diagrams than those of the NIM, 3rdHAM and 3rdFDM. Table 3 indicates that the proposed NI-HI-3rdFDM can also achieve better or at least comparable performance with existing methods such as the NIM, 3rdHAM, and 3rdFDM with respect to the computation time. Specifically, in the case of \(m = 30\), the computation time of the NIM, 3rdHAM, 3rdFDM, and the proposed NI-HI-3rdFDM were 10s, 92s, 38s, and 23s, respectively. In this case, the computation efficiency of the proposed NI-HI-3rdFDM increased by 75% and 39.5% compared with that of the 3rdHAM and 3rdFDM, respectively, except for the NIM. Although the computation time of the proposed NI-HI-3rdFDM was slightly greater than that of the NIM, the computation accuracy obtained with the proposed NI-HI-3rdFDM (corresponding computation time = 23s) was even equal to that of the NIM when \(m = 60\) (corresponding computation time = 37s). Moreover, in the case of \(m = 40\), the stability charts of the proposed NI-HI-3rdFDM were in good agreement with the criterion-referenced lobe. A visual examination of Table 3 also revealed that the proposed NI-HI-3rdFDM not only obtained successfully accurate milling stability prediction but also saved a lot of computation time.

In addition, the proposed NI-HI-3rdFDM can also be extended to a multifreedom milling system. A stability prediction of a two-DOF milling system was employed to evaluate the accurate and efficient performances of NI-HI-
3rdFDM in predicting milling stability. Note that the same system parameters taken from the literature [5] were used. The SLDs calculated from up-milling operations with \( m = 40 \) and \( a/D = 1, 0.5, 0.1, \) and \( 0.05 \) are shown in Table 4. As can be seen in Table 4, the SLD of the proposed NI-HI-3rdFDM was relatively identical to that of the 1stFDM and the 1stSDM, but the computation time of the proposed NI-HI-3rdFDM was much less than that of the 1stFDM and the 1stSDM under the same milling parameters. The proposed NI-HI-3rdFDM achieved better and comparable efficiency.
Table 3: SLD for the single DOF milling model using the NIM, 3rdHAM, 3rd FDM, and the proposed NI-HI-3rdFDM.

| NIM [18] | Criterion-referenced lobe |
|----------|---------------------------|
| 0        |                           |
| 1        |                           |
| 2        |                           |
| 3        |                           |
| 4        |                           |

| 3rdHAM [23] | Criterion-referenced lobe |
|-------------|---------------------------|
| 0           |                           |
| 1           |                           |
| 2           |                           |
| 3           |                           |
| 4           |                           |

| 3rdFDM [15] | Criterion-referenced lobe |
|-------------|---------------------------|
| 0           |                           |
| 1           |                           |
| 2           |                           |
| 3           |                           |
| 4           |                           |

| The proposed NI-HI-3rdFDM | Criterion-referenced lobe |
|---------------------------|---------------------------|
| 0                         |                           |
| 1                         |                           |
| 2                         |                           |
| 3                         |                           |
| 4                         |                           |

$m = 20$

Computation time 6 s

Computation time 55 s

Computation time 22 s

Computation time 15 s
Table 3: Continued.

$m = 30$

Computation time 10 s

Computation time 92 s

Computation time 38 s

Computation time 23 s
compared with the 1stFDM and the 1stSDM. Especially for \( a/D = 0.05 \), the runtime of the proposed NI-HI-3rdFDM decreased from 200 s to 160 s when compared with the 1stFDM and from 1197 s to 160 s when compared with the 1stSDM.

4. Comparison and Discussion

Performances of the proposed NI-HI-3rdFDM were compared with those of existing methods in the literature. In order to illustrate the fact that specific interpolations of state and time-delay items can be associated independently with different problems when relevant process knowledge is accessible, the other candidate method called 3rdH-HAM for chatter stability prediction that uses two three-order Hermite approximation algorithms to simultaneously approximate the state item and time-delay item, respectively, is also provided in the comparison between the proposed NI-HI-3rdFDM and other existing methods. Figure 2 compares the convergence rate for chatter stability prediction of the proposed NI-HI-3rdFDM with that of the 3rdH-HAM, 3rdUFDM, and 3rdH-NAM. As seen in Figure 2, the proposed NI-HI-3rdFDM outperformed all the compared methods in converging local discretization differences between the approximate and the exact solution over the discretization interval, except in the case of \( w = 0.2 \) mm and \( |u_0| = 0.8192 \). In this case, there existed many weak points for the proposed NI-HI-3rdFDM when compared with the 3rdH-NAM. This relatively slow convergence can be
Table 4: SLD for the two-DOF milling model using the 1stSDM, 1stFDM, and the proposed NI-HI-3rdFDM.

| Radial depth of cut ratio | 1stSDM [11] | 1stFDM [13] | The proposed NI-HI-3rdFDM |
|--------------------------|-------------|-------------|---------------------------|
| a/D = 1                  | ![Graph](image1.png) | ![Graph](image2.png) | ![Graph](image3.png) |
| Computation time         | 1247 s      | 282 s       | 256 s                     |
| a/D = 0.5                | ![Graph](image4.png) | ![Graph](image5.png) | ![Graph](image6.png) |
| Computation time         | 1189 s      | 243 s       | 190 s                     |
| a/D = 0.1                | ![Graph](image7.png) | ![Graph](image8.png) | ![Graph](image9.png) |
| Computation time         | 1204 s      | 202 s       | 163 s                     |
| a/D = 0.05               | ![Graph](image10.png) | ![Graph](image11.png) | ![Graph](image12.png) |
| Computation time         | 1197 s      | 200 s       | 160 s                     |
explained by the fact that the derivative of $x(\delta)$ in the 3rdH-NAM was utilized to approximate the state term with low axial depth of cut, which resulted in the increase of accumulative precision. It can also be concluded from Figure 2, especially from this case, that the method using third-order Newton interpolation algorithm and third-order Hermite interpolation algorithm simultaneously approximated the state item and time-delay item, respectively (i.e., NI-HI-3rdFDM) and outperformed the method using two three-order Hermite interpolation algorithms to simultaneously approximate the state item and time-delay item, respectively (i.e., 3rdH-HAM). It means that three-order Hermite interpolation algorithm was ideal only when it was a time-delay item interpolator and failed to be ideal for the interpolation of state item.

Table 5 presents a comparison of the SLDs of the 3rdH-HAM, 3rdH-NAM, 3rdUFDM, and the proposed NI-HI-3rdFDM in creating lobe diagrams. Table 5 indicates that the proposed NI-HI-3rdFDM can create lobe diagrams more accurately than the 3rdH-HAM, 3rdH-NAM, and 3rdUFDM can. The proposed NI-HI-3rdFDM was also capable of creating lobe diagrams with smaller value of $m$, but without any loss in computation accuracy; the 3rdH-HAM, 3rdH-NAM, and 3rdUFDM had no such capability. As can be seen, using the third-order Hermite interpolation algorithm to approximate the time-delay term enhanced notably performances of the proposed NI-HI-3rdFDM, especially the computation accuracy. For a certain accuracy of SLD, the third-order Hermite interpolation algorithm was more effective than the third-order

Figure 2: Comparison of convergence rates between the proposed NI-HI-3rdFDM and existing methods. (a) $w = 0.2$ mm, $|u_0| = 0.8192$; (b) $w = 0.5$ mm, $|u_0| = 1.0726$; (c) $w = 0.7$ mm, $|u_0| = 1.2197$; (d) $w = 1$ mm, $|u_0| = 1.4040$. 
Newton interpolation algorithm in approximating the time-delay term. The abovementioned characterization of ideal interpolation implies that when special interpolation algorithms existed approximating the state item and time-delay item simultaneously in creating SLD for chatter stability prediction, it was more reasonable to combine the state-item interpolation and time-delay-item interpolation information into one scheme and analyzed their behavior jointly. The simultaneous analysis of state and time-delay items was very helpful in the approximation search for each discretization step. The third-order Newton interpolation algorithm was obviously not good enough for the proposed NI-HI-3rdFDM to find the optimal interpolation solution of the state item. However, when the third-order Newton interpolation algorithm approximated the state item, the proposed NI-HI-3rdFDM increased the efficiency by 84.8% (1-37/243) compared with the 3rdH-NAM and by 17.8% (1-37/45) compared with the 3rdUFDM under the similar accuracy condition. Therefore, it can be concluded that a third-order Newton interpolation of state item and a third-order Hermite interpolation of time-delay item were a good compromise between the performance and the execution time of the proposed NI-HI-3rdFDM.

5. Experimental Verification

In this section, a two-DOF milling system with \( m = 40 \) was utilized to verify how the proposed NI-HI-3rdFDM can function effectively in the chatter stability prediction. The same experimental verification was also carried out by Gradišek et al. [29]. The modal parameters and cutting experiment data applied to the proposed NI-HI-3rdFDM were the same as those used in the study of Gradišek et al. [29], thereby ensuring unbiased verification. Figure 3 shows the SLDs for up-milling operations with \( a/D = 1, 0.5, 0.1, \) and 0.05. The results of the investigation indicate that for \( a/D = 1 \) and 0.5 the chatter stability boundaries of the proposed NI-
HI-3rdFDM absolutely agreed with Gradišek’s experimental observations. For \( a/D = 0.1 \) and 0.05, the proposed NI-HI-3rdFDM also possessed good stability prediction capability, but not without weak points for some specific cutting regimes. It was relatively difficult for the proposed NI-HI-3rdFDM to predict the stability boundaries as radial immersion was decreased. The abovementioned weak points of the chatter stability prediction capability could be tackled by means of additional consideration of certain nonlinear factors such as tool deflection and effects of edge forces residing in the low radial immersion milling. The variation of the radial immersion during cutting due to the tool deflection and the effects of edge forces could be attached to the milling dynamics modeling to improve the chatter stability prediction performance of the proposed NI-HI-3rdFDM with regard to \( a/D = 0.1 \) and 0.05.

6. Conclusions

Regenerative chatter can be related to different assignable causes that affect adversely a machining operation, such as limiting metal removal rate below the machine’s capacity and reducing the productivity of the machine. Therefore, the prediction of regenerative chatter stability is very helpful for optimally stable cutting parameter selection in ensuing a high-performance machining. In past years, various full-discretization methods have been designed for predicting regenerative chatter stability. The main problem of such
methods is that they can predict the regenerative chatter stability but do not efficiently determine SLDs. In this study, using third-order Newton interpolation and third-order Hermite interpolation techniques, a straightforward and effective NI-HI-3rdFDM was developed for the prediction of regenerative chatter stability. The experimental results obtained using simulation indicate that the proposed NI-HI-3rdFDM can not only efficiently predict the regenerative chatter stability but also accurately identify the SLD. Empirical comparisons showed that the proposed NI-HI-3rdFDM outperformed the existing approaches in the literature in predicting the regenerative chatter stability, while also providing the capability of faster and more accurate computation that facilitates dynamic milling scenario, in which a computationally efficient and accurate chatter stability prediction method is required. This study also demonstrated that the chatter stability boundaries of the proposed NI-HI-3rdFDM agree with experimental observations.

In this study, only a linear milling dynamics model was adopted; thus, the predictions and experiments agree only qualitatively (i.e., with respect to the structure of the stability boundary) for lower radial immersions. Hence, for applying the proposed NI-HI-3rdFDM in a practical chatter stability prediction scenario, other common types of nonlinear factors (e.g., tool deflection and effects of edge forces) should also be included in the milling dynamics modeling to overcome the usage limitation of the proposed method.
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