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Quantum physical unclonable functions, or QPUFs, are rapidly emerging as theoretical hardware solutions to provide secure cryptographic functionalities such as key-exchange, message authentication, entity identification among others. Recent works have shown that in order to provide provable security of these solutions against any quantum polynomial time adversary, QPUFs are required to be a unitary sampled uniformly randomly from the Haar measure. This however is known to require an exponential amount of resources. In this work, we propose an efficient construction of these devices using unitary \( t \)-designs, called QPUF\(_t\). Along the way, we modify the existing security definitions of QPUFs to include efficient constructions and showcase that QPUF\(_t\) still retains the provable security guarantees against a bounded quantum polynomial adversary with \( t \)-query access to the device. This also provides the first use case of unitary \( t \)-design construction for arbitrary \( t \), as opposed to previous applications of \( t \)-designs where usually a few (relatively low) values of \( t \) are known to be useful for performing some task. We study the noise-resilience of QPUF\(_t\) against specific types of noise, unitary noise, and show that some resilience can be achieved particularly when the error rates affecting individual qubits become smaller as the system size increases. To make the noise-resilience more realistic and meaningful, we conclude that some notion of error mitigation or correction should be introduced.

1 Introduction

The need for performing the secure exchange of communication, even in presence of adversaries, has motivated a rich field of cryptography. In its early form, cryptography was mostly concerned with creating ciphers that could not be inverted by an enemy eavesdropper. The initial form of cryptography was only based on heuristics and ad-hoc approaches. But with the rise of modern cryptography courtesy Claude Shannon\textsuperscript{1}, systematic mathematical approaches leading to rigorous security definitions and cryptanalysis has come into prominence. Modern cryptography constructs and analyses protocols against a third party trying to obtain relevant information of the protocol, and provides security in the form of confidentiality, data integrity, authentication, non-repudiation among others\textsuperscript{2–4}.
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With the advent of internet, information security has become a central talking point and substantial works have gone into proposing cost-effective solutions across distributed networks. An important result in this direction by Canetti and Fishelin states that it is impossible to achieve secure classical cryptographic protocols in practice without making any assumptions on the setup\(^5\). This result has motivated a new line of research on designing both classical and quantum protocols based on hardware assumptions. An emerging outcome of this is the proposal of quantum physical unclonable function, also called QPUF\(^6\)–\(^11\). These are hardware devices that utilise the properties of quantum mechanics and the random physical disorders that occur in the manufacturing process to construct secure devices. The randomness ensures that the device has the desired security feature of high min-entropy, thus ensuring no dependency on extra cryptographic properties or assumptions. A QPUF is accessed by querying it with a quantum challenge, (for example, the quantum state in the form of an electrical signal, an optical pulse, temperature signal, etc.) and obtaining a recognisable response that is robust for a particular QPUF token but highly variable for different but very similar QPUF tokens such that each token seems to output a random response. Each QPUF has a unique identifier associated with it which denotes specific randomisation used in its creation.

Multiple theoretical and experimental constructions of QPUF have been proposed to date. These include the quantum read-out PUF (QR-PUF) where the underlying system is a quantum device but the challenges and responses are classical data. The proposal of QR-PUF included the works of Skoric et. al\(^7\), Nikolopoulos et. al\(^9\), Gianfelici et. al\(^10\), and Young et. al\(^8\). The limiting factor in all the above proposals is that they provide the security against only specific bounded adversary attacks such as intercept-resend\(^7\), approximate quantum cloning\(^12\), and challenge estimation attacks\(^13\). This was addressed by the works of Arapinis et. al\(^6\) who formalised the definition of QPUF as a unitary transformation which satisfies the standard completeness requirements of robustness, uniqueness, and collision-resistance, and thus ensures the crucial security property of unknownness (high-min entropy) which is a primary requirement in building any provably-secure cryptographic protocol. An interesting result that they showed is that in order to prove the unknownness property against any quantum polynomial time (QPT) adversary, the QPUF unitary needs to be sampled uniformly randomly from the Haar measure. The authors however did not prove the crucial uniqueness property - a requirement that allow producing multiple QPUFs sufficiently distinguishable from each other.

Here, we first address this issue by proving the uniqueness property for unitaries sampled from the Haar measure. This shows that such a construction would indeed be a good candidate construction, as random sampling from the Haar measure produces maximum single-shot distinguishable QPUFs with an exponentially (in the device size) high probability. This Haar random sampling construction is however not practically motivated as the resources required in the construction of such a QPUF scales exponentially in the input size\(^14\).

The second part of this work overcomes this exponential requirement in the resources by constructing the quantum physical unclonable functions using approximate unitary \(t\)-designs\(^15,16\). We refer to this as \(\text{QPUF}_t\). These unitary designs have the property that they mimic sampling from the Haar measure on the unitary group up to \(t\)-th order, but can nevertheless be generated efficiently using quantum circuits of relatively simple structure, and circuit depth scaling polynomially with the input size and the order \(t\) of the design. Unitary \(t\)-designs have found multiple applications including efficient benchmarking of quantum systems via randomised benchmarking\(^17\), constructing secure private channels\(^18\), modeling black holes\(^19\), and in providing candidates for devices to exhibit computational
speedup using quantum resources\textsuperscript{20–22}. Our work provides yet another application of these designs in the field of quantum cryptography. Contrary to the previous applications where designs with low $t$ values suffice, we provide, to the best of our knowledge, the first use case of constructing a unitary $t$-design for arbitrary $t$ in a sense that higher the $t$ value, the security of protocols with QPUF$_t$ can be analysed with higher resourced adversaries.

Our candidate construction for QPUF$_t$ is based on the random quantum circuit model (RQC) for generating approximate unitary $t$-designs originally proposed in\textsuperscript{23}, but uses at its core a relaxation of technical requirements for RQC recently introduced in\textsuperscript{24}. Our construction has a more natural interpretation in the measurement-based model for quantum computing\textsuperscript{25} (MBQC); as it can be viewed as performing random single qubit $XY$ plane measurements chosen from the interval $[0, 2\pi]$ on the non-output qubits of a regularly structured graph state. Equivalently, as in\textsuperscript{22,26}, our construction can be viewed as a constant depth 2D nearest-neighbour circuit, making its implementation tailor-made on noisy intermediate scale devices\textsuperscript{27}. To avoid any confusion and back and forth translations between circuit model and MBQC, in this work we view our construction only as a RQC, that is, a 1D circuit composed of nearest neighbour two-qubit gates and scaling depth.

We base the security of our QPUF$_t$ construction in the standard game based model as proposed in\textsuperscript{6}. This involves a manufacturer of the QPUF$_t$ device, clients who intend to use it for their desired task (authentication, key exchange etc.), and a bounded quantum polynomial (BQP) adversary who is allowed limited query access to the device during its transition from the manufacturer to the clients and in between clients. In our work, the security is provided against this adversary and we assume that the manufacturer and the clients are curious but behave honestly. This is a practically motivated setting where the manufacturer intends to establish a secure task with the legitimate clients and wants to prevent impostors from getting valuable secret information of the task. As an example, a smart-phone company could insert the QPUF$_t$ chip with the intention that only the legitimate user can unlock the smart-phone with their fingerprint credential, and no impostor can get into the system without a valid fingerprint.

In this work, we show that our QPUF$_t$ device construction satisfies the standard security requirements of robustness, uniqueness and collision resistance. In particular, we provide numerical evidence of our construction exhibiting uniqueness- an essential property to mass produce multiple devices such that they are sufficiently distinguishable to each other. Further, we show that a QPUF$_t$ is practically unknown to a BQP adversary with limited query access to the device. In order to do so, we modify the existing unknownness criteria introduced by\textsuperscript{6} to allow for efficient constructions of such devices. This is a crucial result for the security of any protocol built on top of QPUF$_t$ as this enables one to restrict the knowledge that the BQP adversary can gain about the device and thus ensuring that secure protocols can be built on top of it. Another important security issue that one needs to take into consideration is the effect of experimental imperfections the device construction. We show that as long as the imperfection during preparation is restricted to the unitary noise, our noisy device still exhibits all the desired security properties.

We organise this paper in the following manner. Section 2 provides the necessary ingredients required for our work including providing formal definition of a QPUF. We talk about the distance measures and also provide a brief introduction into $t$-designs. Next we revisit the QPUF proposal of Arapinis et. al\textsuperscript{6} in section 3 and prove an essential property of uniqueness which was not proven in the previous work. Section 4 introduces the QPUF$_t$ with an explicit construction and proves the required security properties including robustness, collision resistance and uniqueness. Further, we provide a new practical definition of unknownness of QPUF to allow for efficient constructions of these devices. Next, in
section 5 we allow for imperfections in QPUF_t preparation and show that it is still secure against any BQP adversary with limited query access to the device. Finally, we conclude in section 6 with some important take away from our work.

2 Ingredients

This section provides the important tools required construction of QPUF_t. We provide a brief formal definition of a QPUF and a brief introduction into unitary t-designs.

2.1 Quantum Physical Unclonable Functions

A quantum PUF, or QPUF, is a secure hardware cryptographic device which utilises the property of quantum mechanics. Similar to a classical PUF, a QPUF is assessed via challenge and response pairs (CRP). However, in contrast to a classical PUF where the CRPs are classical states, the QPUF CRPs are quantum states.

A QPUF involves a manufacturing process with a quantum generation algorithm, QGen, which takes as an input a security parameter λ and generates a PUF with a unique identifier id,

\[ \text{QPUF}_\text{id} \leftarrow \text{QGen}(\lambda) \] (1)

Next we define the mapping provided by QPUF_id which takes any input quantum state \( \rho_{\text{in}} \) in \( \mathcal{H}^{d_{\text{in}}} \) to the output state \( \rho_{\text{out}} \) in \( \mathcal{H}^{d_{\text{out}}} \). Here \( \mathcal{H}^{d_{\text{in}}} \) and \( \mathcal{H}^{d_{\text{out}}} \) are the input and output Hilbert spaces respectively corresponding to the mapping that QPUF_id provides. This process is captured by the QEval algorithm which takes as an input a unique QPUF_id device and the state \( \rho_{\text{in}} \) and produces the state \( \rho_{\text{out}} \),

\[ \rho_{\text{out}} \leftarrow \text{QEval}(\text{QPUF}_\text{id}, \rho_{\text{in}}) \] (2)

It is essential for any cryptographic device to satisfy the correctness and soundness properties. Correctness property ensures that in absence of any adversary, the device validates the honest behaviour with probability close to 1 in the security parameter. Soundness property ensures that the device invalidates the success of any malicious behaviour with probability close to 1 in the security parameter. A QPUF is labelled well constructed if it satisfies these desired properties. The correctness property is characterised by three requirements: robustness, collision-resistance, and uniqueness.

1. Robustness: This property is characterised by the indistinguishability of output responses generated by the QPUF. It ensures that if the QPUF is queried separately with two input quantum states \( \rho_{\text{in}} \) and \( \sigma_{\text{in}} \) that are \( \delta_r \)-indistinguishable to each other in the fidelity measure, then the output quantum states \( \rho_{\text{out}} \) and \( \sigma_{\text{out}} \) must also be \( \delta_r \)-indistinguishable,

\[ \Pr[|F(\rho_{\text{out}}, \sigma_{\text{out}}) - F(\rho_{\text{in}}, \sigma_{\text{in}})| \geq 1 - \delta_r] \geq 1 - \epsilon(\lambda) \] (3)

where \( \epsilon(\lambda) \) is a negligible quantity dependent on the desired security parameter. Here \( \delta \)-indistinguishability for any two quantum states \( \rho \) and \( \sigma \) is defined as \( F(\rho, \sigma) \leq 1 - \delta \), where \( F(\rho, \sigma) \) is the fidelity distance measure between the quantum states. Alternatively, other distance measures such as trace norm, euclidean norm (shatten-p norm) can also be used to define security requirements for QPUF.

2. Collision Resistance: This property is characterised by the distinguishability of output responses generated by the QPUF. It ensures that if the same QPUF is queried separately with two input quantum states \( \rho_{\text{in}} \) and \( \sigma_{\text{in}} \) that are \( \delta_c \)-distinguishable, then the output
states $\rho_{out}$ and $\sigma_{out}$ must also be $\delta_c$- distinguishable with an overwhelmingly high probability,

$$\Pr[F(\rho_{out}, \sigma_{out}) \leq 1 - \delta_c | F(\rho_{in}, \sigma_{in}) \leq 1 - \delta_c] \geq 1 - \epsilon(\lambda) \tag{4}$$

3. **Uniqueness:** This property captures the QPUF generation process to ensure that sufficiently distinguishable QPUFs are generated. This is captured by mapping the each QPUF as a quantum operation characterised by a completely positive trace preserving (CPTP) map that takes the input quantum states in $\mathcal{H}_{in}$ to output states in $\mathcal{H}_{out}$. We say that two such maps $\text{QPUF}_{id_i}$ and $\text{QPUF}_{id_j}$ are $\delta_u$ distinguishable if,

$$\Pr[\|\text{QPUF}_{id_i} - \text{QPUF}_{id_j}\| \geq \delta_u | i \neq j] \geq 1 - \epsilon(\lambda) \tag{5}$$

where $\| \cdot \|_\diamond$ is the diamond norm distance measure for the distinguishability between any two QPUFs.

The parameters $\delta_r$, $\delta_c$, and $\delta_u$ are determined by the security parameter $\lambda$. For QPUF, the two constraints $\delta_r \leq \delta_u$ and $\delta_r \leq \delta_c$ ensure a clear distinction between different QPUFs.

Once the requirements of a well constructed QPUF is defined, one often looks for constructions that satisfy these requirements. It was shown by Arapinis et. al$^6$ that a unitary device sampled from Haar measure set of unitaries satisfies the robustness and collision resistance requirements of a QPUF. In this work, we show that such a construction also satisfies the uniqueness property, thus establishing that it is a suitable candidate for a QPUF. This however is not a practical construction as it is known to require exponential resources in the input size. Hence our work focuses on an alternative resource efficient construction of QPUF based on the random circuit model for generating approximate unitary $t$-designs$^{23}$. In Section 4, we show that this construction satisfies all the QPUF requirements.

Next, in order to build cryptographic applications such as authentication, device identification among others on top of QPUF, one requires that they satisfy the soundness property. This is characterised by ‘unknownness’. Also referred to as min-entropy property or randomness property of QPUF, it is quantified by the amount of knowledge possessed by the adversary about the QPUF before the start of a QPUF-based protocol. We provide a formal definition of unknownness in the Sections 3 and 4. This unknownness property is highly crucial in restricting the pre-protocol knowledge of the adversary and to prove that the QPUF construction is ‘selectively unforgeable’ which is a requirement to prove security in applications built on top of QPUF. Formally the device is selectively unforgeable against a quantum polynomial time (QPT) adversary if given access to a polynomial number of challenge-response pairs of QPUF, the probability that the adversary receives a new random challenge $\rho_{in}$ from a set of challenges $\text{Set}$, and performs a local operation $A_{\text{QPT}}$ to produce the response $\sigma \leftarrow A_{\text{QPT}}(\rho; S \in (\rho_i, \sigma_i)_{1 \leq i \leq \text{poly}(n)})$ which is $\mu$-indistinguishable from the response produced by QPUF, $\rho_{out}$ on the same challenge, is bounded by a factor $\epsilon$,

$$\Pr[F(\sigma, \rho_{out}) \geq 1 - \mu | \rho \xleftarrow{\$} \text{Set}, S] \leq \epsilon(\lambda) \tag{6}$$

### 2.2 Distance Measure

1. **Fidelity.** This is a measure of distance between two quantum density operators. Although, not being a metric itself, it is related to the metric, *Bures distance* $D_b = \sqrt{2 - 2F}$. The fidelity of density operators $\rho$ and $\sigma$ is defined as,

$$F(\rho, \sigma) = \text{Tr}[\sqrt{\sqrt{\rho} \sigma \sqrt{\rho}}] \tag{7}$$
2. **Diamond norm.** Diamond norm is a distance metric for any two completely positive trace preserving quantum operations $U_1$, $U_2$. It is defined as,

$$\|U_1 - U_2\|_\diamond = \max_\rho(\|(U_1 \otimes I)[\rho] - (U_2 \otimes I)[\rho]\|_1)$$  \hfill (8)

Operationally it quantifies the maximum probability of distinguishing operation $U_1$ from $U_2$ in a single use. More generally, the diamond norm of an operator $A$ has this form defined as,

$$\|A\|_\diamond = \sup_\rho\|A \otimes I\|_{1,1},$$

where

$$\|B\|_{1,1} = \sup_{X \neq 0} \|B(X)\|_1,$$

and $\|\cdot\|_1$ is the usual trace norm.

2.3 **Haar Measure Group**

A Haar measure is a non-zero measure on any locally compact group $G$ such that $\mu : G \to [0, \infty]$ such that for all $X \subseteq G$ and $x \in G$:

$$\mu(xX) = \mu(Xx) = \mu(X)$$ \hfill (9)

where,

$$\mu(X) = \int_{x \in G} d\mu(x)$$ \hfill (10)

In particular, the Haar measure $d\mu(U)$ can be defined for a unitary group $U(d)$ acting on $\log_2 d$ qubits. Choosing unitaries from the Haar measure on $U(d)$ can be thought as a natural notion of uniform sampling from the unitary group. In practice however, sampling from the Haar measure is exponentially costly. As an example, for $d = 2$, the unitary matrix can be represented as $U = e^{i\phi}$, with $0 \leq \phi \leq 2\pi$. The Haar measure $d\mu(U) = d\phi$ can then be easily verified to measure the uniformity of the unitary group, since $d\mu(U_0 U) = d\mu(UU_0) = d\mu(U)$, which translates to $d(\phi + \phi_0) = d(\phi)$ for any fixed unitary $U_0 = e^{i\phi_0}$,

$$\mu(U) = \int_{x \in U} d\mu(x) = \int_0^{2\pi} d\phi$$ \hfill (11)

For a general $d$, the Haar measure on the unitary group can be similarly constructed by invoking the group invariant measure $d\mu(U_0 U) = d\mu(UU_0) = d\mu(U)$ for any fixed $U_0 \in U(d)$.

2.4 **Unitary $t$-designs**

A unitary $t$-design on $U(d)$ is a set of $\log_2 d$-qubit unitaries $U = \{U_i\}_{i=1,..,k} \subset U(d)$ together with a probability distribution over $U$ which results in sampling each unitary $U_i \in U$ with probability $p_i \geq 0$ ($\sum_{i=1}^k p_i = 1$) for $i = 1, \ldots, k$. We will denote a unitary $t$-design as a set of couples $\{p_i, U_i\}_{i=1,..,k}$. A unitary $t$-design *mimics* sampling from the Haar measure up to $t$-th order in the statistical moments either *exactly* (called exact unitary $t$-designs) or *approximately* up to some precision $\varepsilon$ (called $\varepsilon$-approximate $t$-designs). The construction of exact unitary $t$-designs for any $t$ and any dimension $d$ of the unitary group has long been a notoriously difficult task. Recently however, showed how to construct exact unitary $t$-designs for any $t$ and $d$; although the quantum circuits needed to implement these constructions were not discussed in. Since we are interested in practical implementations of QPUFs achievable by means of quantum circuits of well-known and
relatively simple structure, we will focus in this paper on sampling from $\varepsilon$-approximate $t$-designs, a task which has been shown possible by using the simple model of random quantum circuits (RQC) \(^{23}\).

Now we go on to defining an $\varepsilon$-approximate $t$-design. Various definitions of approximate designs suitable for various applications have been proposed (see for example \(^{32}\) for an overview of these definitions), the definition we will focus on henceforth in this paper is that of an additive $\varepsilon$-approximate $t$-design, since this is sufficient for our purposes. Thus, whenever we say $\varepsilon$-approximate $t$-designs throughout this paper we will mean additive $\varepsilon$-approximate $t$-designs, unless specified otherwise. Let $\mu_H$ be the Haar measure on $U(d)$, \(\{p_i, U_i\}_{i=1,...,k}\) is said to be an (additive) $\varepsilon$-approximate unitary $t$-design if the following holds

$$\|\delta_t - \delta_t^H\|_0 \leq \varepsilon.$$ 

Here, $\delta_t$ is a quantum channel defined as

$$\delta_t(Y) = \sum_{i=1,...,k} p_i U_i^{\otimes t} Y U_i^\dagger \otimes t,$$

where $Y$ is a density matrix on a Hilbert space of dimension $d^t$. The equivalent Haar random quantum channel associated with $Y$ is,

$$\delta_t^H(Y) = \int U^{\otimes t} Y U^\dagger \otimes t \mu_H(dU).$$

Note that any approximate $t$-design is also an approximate $m \leq t$-design. Using this we construct the QPUF$_t$ in section 4.

### 3 QPUF construction from Haar random Unitary

In this section, we revisit the QPUF construction proposed by \(^6\). The authors showed that the desired correctness requirements of robustness and collision-resistance of QPUF of size $d$ can be satisfied by a unitary map of dimension $d$ sampled from the Haar measure unitary set. Further they also showed that it satisfies the crucial unknownness property against any QPT adversary. Figure 1 provides an illustration of such a unitary map which takes an input state $\rho_{in} \in \mathcal{H}^d$ and maps to an output state $\rho_{out} \in \mathcal{H}^d$. Our contribution here is to explicitly show that this construction satisfies the crucial uniqueness property too which is crucial to ‘mass-produce’ sufficiently distinguishable QPUFs.

![Figure 1: Illustration of QPUF as a unitary operation with input and output quantum states in $\mathcal{H}^d$. The blue and green boxes are single-qubit gates, while red boxes are two-qubit gates. These are the building blocks for the qPUF construction.](image)
3.1 Robustness & Collision-Resistance

It is fairly straightforward to check that any unitary map satisfies the robustness and collision-resistance requirements. This is due to the crucial property of a unitary map $U$ that $U^\dagger U = I$. Any unitary acting independently on two input states $\rho_{in}$ and $\sigma_{in}$, produces the corresponding output state $\rho_{out} = U\rho_{in}U^\dagger$ and $\sigma_{out} = U\sigma_{in}U^\dagger$ respectively. Since the fidelity is a unitary invariant measure, hence $F(\rho_{in},\sigma_{in}) = F(\rho_{out},\sigma_{out})$. Hence this implies the both robustness and collision-resistance properties in a ‘strict’ sense i.e. Eq 3 and 4 are satisfied with a probability 1.

3.2 Uniqueness

The previous two requirements can be satisfied by any unitary map. However, in order to produce multiple sufficiently distinguishable QPUFs, we show that sampling a QPUFs from a Haar random unitary set is sufficient to ensure maximum distinguishability with exponentially high probability. We note that, this is not the only method to produce QPUFs which satisfy the uniqueness property. One could alternatively ensure that they pick distinguishable unitaries in the manufacturing process enforce the uniqueness requirement. However, this method would incur two key problems. One being that in order to ensure that the two unitaries picked are sufficiently distinguishable, the manufacturer of the QPUF needs to know the full description of the unitaries. This information would not normally be known to the manufacturer especially if there are random pertubations (in the form of noise) in the manufacturing process. Secondly, as we see in the next section, this would compromise the unknownness property, a key requirement to prove security of applications built on top of QPUF.

Next, for the uniqueness property we use the following theorem,

**Theorem 1** If QGen algorithm samples two unitaries $QPUF_{id_i}$ and $QPUF_{id_j}$ uniformly randomly from the Haar measure set of unitaries, then the probability that they are $\delta_u$-far is exponentially close to 1.

**Proof:** Let us denote the two QPUFs sampled uniformly randomly from the Haar measure set of unitaries to be $QPUF_{id_i} = U_0$ and $QPUF_{id_j} = U_1$. Then for any positive operator $X$, we can construct two unitary channels given by $\Phi_0(X) = U_0XU_0^\dagger$ and $\Phi_1(X) = U_1XU_1^\dagger$.

For these two channels, the diamond norm can be expressed as,

$$\|\Phi_0 - \Phi_1\|_\diamond = \max_\rho(||(\Phi_0 \otimes I)[\rho] - (\Phi_1 \otimes I)[\rho]|_1\|)$$

$$= 2\sqrt{1 - \delta(U_0U_1)^2}$$

where $\delta(X)$ is the minimum absolute value taken over the numerical range of the operator $X$ i.e.,

$$\delta(X) = \min_{|\phi\rangle} \langle \phi | X | \phi \rangle$$

where the minimum is over all the input states $|\phi\rangle$. Since the diamond norm is unitarily invariant, hence with no loss of generality, one can set $U_0 = 1$ and $U_1 = U$ where $U$ is picked uniformly randomly from the Haar measure. Let us denote the numerical range of a Haar random unitary $U$ as $W(U)$,

$$W(U) = \{ \langle \phi | U | \phi \rangle : \langle \phi | \phi \rangle = 1 \}$$

It can be easily checked that the numerical range is unitarily invariant, i.e. $W(UV^\dagger UV) = W(U)$ for any unitary matrix $V$. Since a unitary matrix is also a normal matrix, hence we
can write a unitary $U = V^\dagger \Lambda V$, where $\Lambda := \text{diag}(\lambda_i)_{i=1}^d$, where $\Lambda$ has eigenvalues of $U$ on its diagonal and $V$ is a unitary matrix.

Let us denote a unit quantum state vector $|\phi\rangle := [\phi_1, \cdots, \phi_d]^T$. From Eq 14 and the unitarily invariant property of numerical range, we obtain

$$W(U) = W(\Lambda) = \langle \phi | \Lambda | \phi \rangle = \sum_{i=1}^d |\lambda_i|^2$$

(15)

where $|\phi_i| \geq 0$ for all $i \in [d]$ and $\sum_{i=1}^d |\phi_i|^2 = 1$. Thus the numerical range of a unitary matrix $U$ is just a convex hull of its eigenvalues.

So the problem of obtaining a lower bound on the diamond norm reduces to bounding the absolute value of the numerical range of $U$:

$$\delta(U) := \min_{t_1, \cdots, t_d} |\sum_{i=1}^d \lambda_i t_i|$$

subject to $t_i \geq 0 \ \forall i \in [d], \sum_{i=1}^d t_i = 1$.

(16)

First let us consider the eigenvalues of a general unitary matrix $U$. These eigenvalues are in general complex numbers with absolute value 1. Let us denote them by $\{e^{i\alpha_1}, \cdots, e^{i\alpha_d}\}$. To prove the main theorem, we first prove the following lemma.

**Lemma 1.1** If all the eigenvalues $\{e^{i\alpha_1}, \cdots, e^{i\alpha_d}\}$ of a general unitary matrix $U$ lie in an arc of size $\theta$, then $\delta(U)$ is lower bounded by a function of $\theta$.

**Proof**: If all the eigenvalues lie in the arc $\theta \leq \pi$ then there exists $j_0, k_0$ such that $|\alpha_{j_0} - \alpha_{k_0}| = \theta$. For all other $j, k \in [D]$, $|\alpha_j - \alpha_k| \leq \theta$. If the arc $\theta > \pi$ then there exists $j_0, k_0$ such that $|\alpha_{j_0} - \alpha_{k_0}| = \pi - \min_{j,k \in [d]} |\pi - |\alpha_j - \alpha_k||$.

To find $\delta(U)$, we first bound $|\sum_{j=1}^d e^{i\alpha_j} t_j|$,

$$|\sum_{j=1}^d e^{i\alpha_j} t_j| = \left[\left(\sum_{j=1}^d t_j \cos(\theta_j)\right)^2 + \left(\sum_{j=1}^d t_j \sin(\theta_j)\right)^2\right]^{1/2}$$

$$= \left[\left(\sum_{j=1}^d t_j^2 + 2 \sum_{j \neq k} t_j t_k \cos(\theta_j - \theta_k)\right)^{1/2}

\geq \left[1 - 2 \sum_{j \neq k} t_j t_k (1 - \cos(\theta_j - \theta_k))\right]^{1/2}

\right]^{1/2}$$

(17)

where, from 3-rd to 4-th line, we have used the convexity argument that given $t_j \geq 0$ for all $j \in [D]$ and $\sum_{j=1}^d t_j = 1$, we get the maximization of $\sum_{j \neq k} t_j t_k (1 - \cos(\theta_j - \theta_k))$ when $t_i \neq 0$ for $j_0, k_0$ and is 0 otherwise. This implies that even if the arc is spanned by multiple eigenvalues, the maximisation occurs with a convex span of only two eigenvalues $\{e^{i\alpha_{j_0}}, e^{i\alpha_{k_0}}\}$.

Now when the convex span is over only two eigenvalues, then $t_{j_0} = 1 - t_{k_0}$. From Eq 17, we can compute the quantity $\delta(U)$ as,

$$\delta(U) = \min_{t_{j_0}} \sqrt{1 - 2t_{j_0}(1 - t_{j_0}) (1 - \cos(\theta_{j_0} - \theta_{k_0}))}$$

$$= \sqrt{\frac{1}{2} + \frac{1}{2} \cos(\theta_{j_0} - \theta_{k_0})}$$

(18)
This completes the proof of the lemma. Few corollaries that emerge as a consequence of this lemma are,

**Corollary 1.1** For $\theta \leq \pi$, the minimum of absolute value of number range of a unitary $U \in U_D$ is $\delta(U) = \sqrt{\frac{1}{2} + \frac{1}{2}\cos \theta}$

**Corollary 1.2** If $\theta > \pi$, then for large $d$ and when the eigenvalues are normally distributed along any specified sub-length of the arc, the minimum of absolute value of number range of a unitary $U$ is $\delta(U) \approx 0$. This is because there exists $j_0, k_0$ such that $|\alpha_{j_0} - \alpha_{k_0}| = \pi - \min_{j,k \in [D]} |\pi - |\alpha_j - \alpha_k|| \approx \pi$ in the limit of large $d$.

Now to prove the main theorem, we first use the result from\textsuperscript{33} which states the following: Suppose a unitary $U \in U(d)$ is sampled randomly from the Haar measure. Then for a fixed arc $\theta$ of a unit circle, let $Y$ be the random variable corresponding to the number of eigenvalues of $U$ which lie in the $\theta$ arc. Then as the size $d$ grows, the quantity $Z := (Y - E[Y])/\sqrt{\sigma(Y)}$ is asymptotically normally distributed, where $\sigma(Y)$ is the variance of $Y$.

Suppose we look at such a random variable $Y$ for the fixed arc $\theta = \pi - \epsilon$, with $\epsilon \ll 0$. Then\textsuperscript{33} show that, the expected value of $Y$ is,

$$E(Y) = \frac{d(\pi - \epsilon)}{2\pi} \approx \frac{d}{2}$$

and the variance,

$$\sigma(Y) = \frac{1}{\pi^2}(\log d + 1 + \gamma + \log \left|2 \sin \left(\frac{\pi - \epsilon}{2}\right)\right|) + o(1) \approx \frac{1}{\pi^2}(\log d + 1 + \gamma + \log 2) + o(1)$$

where $\gamma \approx 0.57721$.. is Euler’s constant.

Thus it means the for $\theta \approx \pi$, on expectation, about half the number of eigenvalues lie within the arc, with the variance given by Eq\textsuperscript{20}. Also in the large $d$ limit, since $Z$ follows a normal distribution, then it follows using Chernoff-Hoeffding bound that,

$$\Pr[|Y - E[Y]| > E[Y]] \leq e^{-E[Y]^2/2\sigma(Y)^2} \approx e^{-d\pi^2/4 \log d}$$

This result implies that when any two QPUF\textsubscript{id} and QPUF\textsubscript{id} are sampled uniformly randomly from the Haar measure, then probability that they are not perfectly distinguishable i.e. $\|\text{QPUF}_{\text{id}} - \text{QPUF}_{\text{id}}\|_\infty \leq 2$ is exponentially low. Next we briefly mention the required unknownness property of the QPUF.

### 3.3 Unknown property

In this section, we revisit the ‘unknownness’ definition provided by\textsuperscript{6} and highlight the drawback of this definition in allowing for resource efficient QPUF constructions. The original unknown definition is captured in the following definition (slightly modified\textsuperscript{6}),

**Definition 1 ($\epsilon, \lambda, \delta$-Unknown QPUF)** We say that a QPUF constructed as a unitary transformation $U$ from a set $S \subseteq U(d)$ is ($\epsilon, \lambda, \delta$)-unknown, if for any quantum polynomial time (QPT) adversary $A$, before making any query to $U$, the probability of outputting a response $A(\rho)$ with fidelity at least $1 - \delta$ with respect to the ideal response $U\rho U^\dagger$ on every state $\rho = |\psi\rangle\langle\psi|$, with $|\psi\rangle \in \mathcal{H}^d$ is bounded by:

$$\Pr[\forall |\psi\rangle \in \mathcal{H}^d : F(A(\rho), U\rho U^\dagger) \geq 1 - \delta] \leq \epsilon(\lambda)$$
An immediate consequence of this definition is that if the $U$ is a Haar random unitary, then $\epsilon(\lambda) = \text{negl}(\log_2(d))$ for any $\delta$ with $1-\delta = \text{non-negl}(\log_2(d))$. Thus this definition ensures that apriori, the adversary has negligibly small information of the QPUF, and thus it is essentially unknown.

The definition 1 bounds the prior knowledge of any QPT adversary $A$ in terms of their ability to correctly produce the output states given any random state $\rho$ picked from the Haar measure set of states. However, one major drawback of this definition is that it limits the capability of ‘any’ QPT adversary. This automatically rules out a QPUF construction which is composed of polynomial sized circuit since if there was such a QPUF construction, then there would exist ‘a’ QPT adversary which would generate the correct response of any state $\rho$ with a probability 1. In that case, that adversary would be described by the QPUF unitary itself.

In the next section, we propose a construction of QPUF using resource efficient unitary $t$-designs i.e. the description of the unitary would be composed of only $\text{poly}(\log d)$ gates, where $d$ is the Hilbert space in which the unitary resides.

4 QPUF from unitary $t$-designs

To overcome the issue of inefficient construction of QPUF as a unitary sampled uniformly randomly from Haar measure, we introduce a resource efficient construction of these devices using a unitary sampled uniformly randomly from the $t$-design set of unitaries. For a brief introduction into the designs, we refer the reader to section 2.4.

4.1 QPUF$_t$ Generation and Evaluation

Similar to the original proposal of$^6$, a QPUF$_t$ involves a manufacturing process where the manufacturer samples uniformly from set of unitaries $U : \{U_1, \ldots U_k\} \in \mathcal{U}(d)$ acting on $n = \log_2 d$ qubits which form an approximate unitary $t$-design. This is formally defined via the manufacturer’s quantum generation algorithm,

$$\text{QGen} : \text{QPUF}_{t, \text{id}} = U_{\text{id}} \leftarrow \{U_1, \ldots U_k\}$$

(23)

The QPUF$_t$ generated via this process needs to have good completeness requirements of robustness, collision-resistance and uniqueness. What could be potentially problematic in the case of constructions of $\epsilon$-approximate unitary $t$-designs is the uniqueness property. The reason behind this is that these constructions usually sample from a set of unitaries forming an approximate design$^{23}$. Depending on the construction, this sampling (or equivalently the QGen algorithm) could be highly redundant in the sense that it samples the same unitary with high probability when implemented twice in succession. Furthermore, these identical unitaries could have different identifiers. For example, in the RQC model different runs of RQC’s characterized by different two-qubit gates applied at different positions could (in this case, the unique identifier is the set of gates and set of positions where these gates are applied), depending on the two-qubit gate set used, produce the same overall unitary (possibly up to global phase). This is detrimental to the uniqueness property which, as seen previously, demands that two QPUFS with different identifiers be distinguishable with high probability. To overcome this issue, we use a specific construction for $\epsilon$-approximate $t$-designs which we will detail in the next paragraph.

Our QGen process involves a particular type of circuit sampling from an approximate $t$-design inspired by the measurement based quantum computing (MBQC) approach$^{25,34}$,
and from a recent result of\textsuperscript{24}.\footnote{We note that our construction can also be viewed in the MBQC framework as a 2D graph state which results in a constant depth quantum circuit\textsuperscript{22,26}}. Note that our circuit is closely related to that of\textsuperscript{35}, with the main difference being that the circuit in\textsuperscript{35} was shown to sample from an approximate 2-design, whereas our construction samples from an approximate $t$-design for any $t$, which is key for our security definition of \textit{practical unknownness} defined over the next sections. Although the results of\textsuperscript{35} should in principle be extendable to any $t > 2$, it is not immediately clear from\textsuperscript{35} how this can be done, hence we do not consider their construction in this work. We now explain the parallel random circuit construction, a type of RQC on which our construction is based.

Let $G \subset U(4)$ be a set of unitaries which is \textit{approximately universal} on $U(4)$, in the sense that any $U \in U(4)$ can be approximated to an arbitrary accuracy $\gamma$ (in some norm) by a product of length $l(\gamma)$ of unitaries $\prod_{i=1}^{l(\gamma)} V_i$, where each $V_i \in G$. The parallel random circuit construction was first defined in\textsuperscript{23} as follows on a 1D circuit of $n$ qubits initially in some state $|\psi\rangle$.

- **Step 1**: On the 1D circuit, apply with a probability $0.5$, either the unitary
  
  $$ U_{12} \otimes U_{34} \cdots \otimes U_{n-1n} \quad \text{(for even $n$)} \quad \text{or} \quad U_{12} \otimes U_{34} \cdots \otimes U_{n-2n-1} \quad \text{(for odd $n$)} $$

  or the unitary
  
  $$ U_{23} \otimes U_{45} \cdots \otimes U_{n-2n-1} \quad \text{(for even $n$)} \quad \text{or} \quad U_{23} \otimes U_{45} \cdots \otimes U_{n-1n} \quad \text{(for odd $n$)} $$

  where $U_{ii+1}$ for $i = 1, \ldots, n - 1$ is a unitary chosen uniformly at random from $G$ and which acts on qubits $i$ and $i + 1$ of the 1D circuit.

- **Step 2**: Repeat **Step 1** $k \geq C(G)t^9(2nt\log(2) + \log(\frac{1}{\varepsilon}))$ times, where $t$ is a positive integer, $C(G)$ is a positive constant which depends on the choice of gate set $G$, and $0 < \varepsilon < 1$.

The output of this RQC is the state $U_{\text{tot}}|\psi\rangle$, where $U_{\text{tot}}$ is the product of all unitaries applied in the parallel random circuit construction, and which was shown in\textsuperscript{23} to be a unitary sampled from a $2\varepsilon$-approximate unitary $t$-design. However, the main restriction in\textsuperscript{23} was that the unitaries in $G$ had to be \textit{symmetric} (if $V \in G$, then $V^\dagger \in G$) and composed entirely of algebraic entries, this strictly limits the choice of allowed gate sets $G$. However, the main result of\textsuperscript{24} (and to an extent also that of\textsuperscript{36}) was removing the symmetric and algebraic entries requirements. Indeed,\textsuperscript{24} show that any choice of an approximately universal gate set $G \in U(4)$ results in a $2\varepsilon$-approximate $t$-design in a parallel random circuit construction where **Step 1** is repeated $\geq O(k)$ times, with $k$ as defined in **Step 2**. Using the relaxation of\textsuperscript{24}, we construct our parallel random circuit where our gate set $G$ will be of the form

$$ G = \{ CZ \cdot (X(\alpha + m_1 \pi)Z(\beta + m_2 \pi) \otimes (X(\gamma + m_3 \pi)Z(\delta + m_4 \pi))) \}_{m_1,..,m_4,\alpha,\beta,\delta,\gamma}, $$

where $\alpha, \beta, \gamma, \delta$ range over all angles in the interval $[0, 2\pi]$, and $m_i \in \{0, 1\}$ for $i = 1, .., 4$.

Thus, choosing $U_{ii+1}$ (whose circuit implementation is shown in Figure 2) uniformly from $G$ corresponds to applying a unitary

$$ U_{ii+1} = CZ_{ii+1} \cdot (X_i(\alpha + m_1 \pi)Z_i(\beta + m_2 \pi) \otimes X_{i+1}(\gamma + m_3 \pi)Z_{i+1}(\delta + m_4 \pi)), $$
acting on qubits $i$ and $i + 1$ of the 1D circuit, where $\alpha, \beta, \delta, \gamma$ are chosen uniformly from $[0, 2\pi]$ and $m_1, m_2, m_3, m_4$ are random bits chosen independently with probability $1/2$ from the set $\{0, 1\}$.

The reason why the binary bits $m_i$ appear is because our construction is based upon an MBQC construction similar to those in $34,35,37$ which have been provably shown to converge to approximate $t$-designs. The bits $m_i$ have a natural interpretation in this setting as the random measurement results of single qubits in some basis (see for example $25$). Although we will not go into details of MBQC constructions here, we keep this structure of the gate set to illustrate that one can go straightforwardly between both circuit and MBQC models using translations such as those in $37$. This translation may be useful in implementing our construction on different hardware, such as, for example trapped ions $38$.

Note that the choice of the angles $\alpha, \beta, \gamma, \delta$ uniformly from $[0, 2\pi]$ will give us a good uniqueness. This is demonstrated by our numerical findings seen later on in section 4.3. The intuition behind why this should be true is that running two different instances of our construction, it would be highly unlikely that the same sets of angles (or even close sets of angles) are obtained; therefore the two output unitaries of these two runs should be sufficiently distinct (and therefore distinguishable) with high probability.

![Figure 2: An instance of the block unitary $U_{ii+1}$ chosen uniformly from the set $G$. The unitary $U_{ii+1}$ acts on the qubits $i$ and $i + 1$, where $\alpha, \beta, \delta, \gamma$ are chosen uniformly from $[0, 2\pi]$ and $m_1, m_2, m_3, m_4$ are bits chosen independently with probability $1/2$ from the set $\{0, 1\}$.](image)

It can be easily seen that applying a parallel random circuit with $G$ as defined above amounts in the circuit picture to constructing the circuit composed of unitary blocks shown in Figure 2$^2$. An instance of our parallel random circuit construction in the circuit picture is given in Figure 3.

We still need to prove that our chosen set $G$ is approximately universal on $U(4)$, as required in the construction of approximate designs we use$^{23,24}$. We will use a result of$^{39}$ which shows that the set of all single qubit gates together with an entangling gate is approximately universal on $U(4)$. Observe that the set $\{X(\alpha), Z(\beta)\}$ with $\beta$ and $\alpha$ ranging from 0 to $2\pi$ is dense in $U(2)$. Indeed, any single qubit unitary can be represented as a product of gates from this set. Furthermore, $CZ$ is an entangling gate. Thus, our chosen set $G$ is approximately universal on $U(4)$ from$^{39}$ since it contains a dense set in $U(2)$ together with an entangling gate.

The evaluation process of this construction is captured by $\text{QEval}$ which maps the any input state $\rho_{in} \in \mathcal{H}^d$ to the output state $\rho_{out} \in \mathcal{H}^d$,

$$\text{QEval} : \rho_{out} = \text{QPUF}_{t,\text{id}} \rho_{in} \text{QPUF}^\dagger_{t,\text{id}}$$  \hspace{1cm} (24)

Next we show that our construction satisfies the security notions characterised by robustness, collision-resistance, uniqueness and unknownness requirements.

---

$^2$In the equivalent MBQC picture, this amounts to constructing a regular graph state followed by a series of $XY$ measurements where the angles are chosen from $[0, 2\pi]$.  
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Figure 3: An instance of a parallel local random circuit with \( k = 4 \) (left), and its realisation in the circuit picture (right). Each block from 1 to 4 corresponds to Step 1 in our parallel random circuit construction. The \( U_{i+1}, V_{i+1}, W_{i+1}, \) and \( U_{i+1} \) are unitaries chosen uniformly at random from our chosen set \( G \) and acting on qubits \( i \) and \( i + 1 \). As mentioned in the main text, our choice of \( G \) and our parallel random circuit construction can be implemented naturally in the circuit picture with parameterised single qubit \( X \) (in green) and \( Z \) (in yellow) gates and the unparameterised CZ gate (right part of figure). The gate parameters \( \alpha'_{i}, \beta'_{i}, \gamma'_{i}, \delta'_{i} \) are equal to \( \alpha_{i} + m_{1,i} \pi, \beta_{i} + m_{2,i} \pi, \gamma_{i} + m_{3,i} \pi, \delta_{i} + m_{4,i} \pi \) respectively, where \( \alpha_{i}, \beta_{i}, \delta_{i}, \) and \( \gamma_{i} \) are \( XY \) angles chosen uniformly from \( [0, 2\pi] \), and \( m_{1,i}, m_{2,i}, m_{3,i}, m_{4,i} \) are bits chosen independently with probability \( 1/2 \) from the set \( \{0, 1\} \).

4.2 Robustness & Collision-Resistance

Following the same arguments as in section 3.1, the unitary property of \( \text{QPUF}_t \) ensures that the device satisfies the robustness and collision-resistance properties.

4.3 Uniqueness

In this section, we provide numerical evidences that our parallel random circuit based approximate \( t \)-design construction of \( \text{QPUF}_t \) satisfies the uniqueness condition with an overwhelmingly high probability. For our numerical analysis, we construct two instances \( U_0 \) and \( U_1 \) of our parallel random circuit as shown in Figure 3. This amounts to randomly choosing the parameters of the \( X \) and \( Z \) gates and computing the diamond norm between the resulting unitaries. We are able to infer that the diamond norm between any two such unitaries is overwhelmingly close to 2 (which corresponds to maximum distinguishability between the two unitaries). Further, we infer that the diamond norm closeness to 2 increases as one increases the circuit size: number of qubits and blocks. In the following figures, we plot the diamond norm between two unitaries picked using our construction (on the \( y \)-axis) with the number of instances (runs) of creating these unitaries (on the \( x \)-axis). The diamond norm in the plots between two such unitary channels is computed using the Equation 12 and Lemma 1.1. In other words, the diamond norm between \( U_0 \) and \( U_1 \) is expressed as a function of the numerical range \( \delta(U_0^\dagger U_1) \). Further, this numerical range is computed using the convex hull of the eigenvalues of \( U_0^\dagger U_1 \). This in turn is computed using Lemma 1.1 which tells us that the numerical range is equal to the minimum difference in angle (radians) of the two distinct eigenvalues of \( U_0^\dagger U_1 \). Note that the eigenvalue (\( \alpha \)) of a
unitary matrix is of the form $e^{i\alpha}$, where $\alpha$ is the angle associated with the eigenvalue in the complex plane.

Figures 4,5,6 correspond to the plots of diamond norm vs number of runs for number of qubits ($\log_2 d$) corresponding to 4, 6 and 8 respectively. Each figure is plotted by considering up-to 4 blocks. Within each figure, we see that the closeness to the maximum value of 2 increases by adding more blocks in the circuit. This would be expected since adding more blocks amounts to randomly choosing parameters for more gates and hence the randomness in the circuit increases. Thus the probability that two such randomly picked circuits would be the same, decreases with increasing number of blocks.

![Figure 4](image.png)

Figure 4: Figure depicting the diamond norm vs number of runs for two independent circuits construction using our QPUF, construction for circuit of size corresponding to 4 qubits. We observe that across the 50 runs, the diamond norm for circuits corresponding to blocks 1, 2, 3, and 4 are lower bounded by 1.93, 1.98, 1.98, and 1.99 respectively.

4.4 Unknownness property

As highlighted in the previous sections, the unknownness property of QPUF is essential to show the soundness property against an adversary trying to leverage information of the device in the query access model. We pointed out in section 3.3 that the unknownness definition initially proposed for the Haar-random construction of QPUF ($U \in U(d)$) by implies that any QPT adversary, who has not apriori queried $U$, has negligible probability of producing the correct response $U\rho U^\dagger$, for all input states $\rho \in \mathcal{H}^d$. We also mentioned that such an construction of a Haar random sampled unitary is impractical in the sense that the size of quantum circuits needed to sample from the Haar measure is exponential in $\log_2 d$.

The above definition of unknownness does not allow constructing a practical QPUF (i.e a QPUF generated by a poly($\log_2 d$)-time algorithm). To see this, suppose that $U$ can be generated by a quantum circuit $C$ composed of poly($\log_2 d$) gates. Suppose $A$ implements $C$ (it is well within $A$’s power to do so, since we assume a polynomial time adversary). $A$ now has exactly reproduced $U$, and therefore can produce with probability one a correct response (i.e a response which is exactly equal to the ideal response $U\rho U^\dagger$), for all states $\rho \in \mathcal{H}^d$. The above definition rejects any such construction of a QPUF (since the probability
Figure 5: Plot of diamond norm vs number of runs for circuit of size corresponding to 6 qubits. We observe that across the 50 runs, the diamond norm for circuits corresponding to blocks 1, 2, 3, and 4 are lower bounded by 1.994, 1.998, 1.999, and 1.999 respectively.

Figure 6: Plot of diamond norm vs number of runs for circuit of size corresponding to 8 qubits. We observe that across the 50 runs, the diamond norm for circuits corresponding to blocks 1, 2, 3, and 4 are lower bounded by 1.99952, 1.99996, 1.99999, and 1.99999 respectively.

of producing a correct response over all the states should be negligible for any poly(log₂ d) quantum circuit C). Therefore, the only circuits allowed for generation of QPUF in the above definition are super-polynomial time circuits.

In order to get around this problem, we adopt a modified definition of unknownness than that of⁹, but which nevertheless is a reasonable definition of what a QPUF should be, and furthermore is satisfied naturally for ε-approximate unitary t-designs. We will call this practical unknownness.

Definition 2 (ε, t, d- Practical unknownness) : We say that a QPUF constructed as a uni-
tary transformation $U$ from a set $S \subseteq U(d)$ is $(\epsilon, t, d)$-practically unknown if provided a bounded number $t \leq \text{poly}(\log_2 d)$ of queries $U_p U$, for any $p \in H^d$, the probability that any poly($\log_2 d$)-time adversary can perfectly distinguish $U$ from a Haar distributed unitary is upper bounded by $1/2(1 + 0.5\epsilon)$.

Here $0 < \epsilon < 1$ and $t$ are functions of $\log_2 d$, and $\lim_{\log_2(d) \to \infty} \epsilon = 0$.

Here distinguishability of two states $|\psi\rangle$ and $|\phi\rangle$ (for simplicity we describe the distinguishability in terms of pure states, but it can be naturally extended to mixed states) implies the ability to distinguish between $|\psi\rangle$ and $|\phi\rangle$ by performing some unitary transformation $V$ on each of these states followed by measuring the qubits of these two states in some basis. This definition of distinguishability is captured naturally in the definition of the $\|\cdot\|_1$, a norm used to quantify the behaviour of an approximate $t$-design. Indeed, when $\||\psi\rangle\langle\psi| - |\phi\rangle\langle\phi||_1 = 2$ it means that $|\phi\rangle$ and $|\psi\rangle$ are orthogonal, and thus maximally distinguishable; conversely when $\||\psi\rangle\langle\psi| - |\phi\rangle\langle\phi||_1 = 0$, then $|\psi\rangle = |\phi\rangle$ and these states are indistinguishable. Suppose we are given two states $\rho_1$ and $\rho_2$ uniformly at random, and we wish to derive a procedure for distinguishing $\rho_1$ from $\rho_2$. Any procedure we can think of amounts to performing a unitary $V$ followed by some positive operator-valued measure (POVM), which could be 2-valued for a sophisticated enough choice of $V$. Suppose we want to assign the measurement outcome 0 to $\rho_1$ and 1 to $\rho_2$ (in that case the POVM is 2-valued). In that case, it can be shown (see for example) that the probability of distinguishing $\rho_1$ from $\rho_2$ (i.e. getting the measurement result 0 and having the state $\rho_1$, or getting the measurement result 1 and having the state $\rho_2$) is given by

$$P_{\text{distinguish}} = \frac{1}{2} + \frac{1}{4}\|\rho_1 - \rho_2\|_1.$$  

Thus, if $\|\rho_1 - \rho_2\|_1 = 2$ there is a procedure which can perfectly distinguish $\rho_1$ from $\rho_2$. On the other hand, if $\|\rho_1 - \rho_2\|_1 = 0$ no process can do better than guess (with probability 1/2) whether the state is $\rho_1$ or $\rho_2$, and in that case the states are completely indistinguishable. In general, the smaller the norm $\|\rho_1 - \rho_2\|_1$, the less distinguishable are the states $\rho_1$ and $\rho_2$.

To see why this definition of unknownness is natural for unitary $t$-designs, consider a given a unitary $U$ unknown to the adversary $\mathcal{A}$, and which is sampled from an $\epsilon$-approximate $t$-design $\{p_i, U_i\}_{i=1,\ldots,k}$. Suppose the adversary has access to $m \leq t$ copies of $U |\phi\rangle$, where $|\phi\rangle \in H^d$ is any pure state known to $\mathcal{A}$, and possibly of his choosing. The mixed state seen by the adversary is then

$$\rho = \sum_{i=1,\ldots,k} p_i U_i^{\otimes m} (|\phi\rangle\langle\phi|)^{\otimes m} U_i^{\dagger \otimes m} \tag{25}$$

where the sum ranges over all elements of $\{p_i, U_i\}_{i=1,\ldots,k}$. By the definition of a $\epsilon$-approximate $t$-design seen previously, 

$$\|\rho - \rho_H\|_1 \leq \sup p_i \|\delta_m \otimes \mathbb{I}(X) - \delta_m^H \otimes \mathbb{I}(X)\|_1 \leq \|\delta_m - \delta_m^H\|_0 \leq \epsilon, \tag{26}$$

The $\|\cdot\|_1$ norm, as seen before (see $P_{\text{distinguish}}$), relates directly to the distinguishability between two states, and is bounded in the case of approximate $t$-designs by an arbitrarily small chosen constant $\epsilon$. Furthermore, in standard constructions of $t$-designs one can choose $t = \text{poly}(\log_2 d)$, and $\epsilon = O(1/\exp(\log_2 d))$ with only a $\text{poly}(\log_2 d)$ increase in the depth of the quantum circuit sampling from the approximate $t$-design. Note that in this framework, we get a natural interpretation of the order $t$ of the design, it is simply
the maximal number of queries an adversary can make such that the unitary $U$ remains practically unknown.

Finally, we note that the desired soundness property of selective unforgeability of our QPUF$_t$ construction against any bounded quantum adversary (see section 2.1 for definition on selective unforgeability) follows naturally from the proof presented by for Haar random unitary QPUF construction. This follows from the fact that the failure of an adversary to produce the correct response of a selected challenge state (not selected by the adversary) is solely due to the fact that the challenge state is chosen from the Haar measure. The unknownness property developed here only excludes any attacks where the adversary can leverage the pre-protocol information of the QPUF and thus would be able to trivially copy the device and thus be successful in producing the responses of any challenge state (even if the challenge is not prepared by the adversary).

5 Noise-resilience of QPUF$_t$

Real-world implementation of QPUF$_t$ construction would involve the presence of undesired noise in the circuits. In this section, we consider the effects of a special type of noise, unitary noise, and show that our $t$-design based QPUF construction is resilient to this noise model. Unitary noise maps is a special case of general noise map which transforms an ideal unitary $U$ to another $U'$ representing the experimental imperfections. $U'$ should still be close enough to $U$, this closeness is quantified in Equation (27) below.

Assume that ideal manufacturer has an approximate $t$-design set consisting of $U = \{U_1, \ldots, U_k\}$ elements that are sampled with the probabilities $\{p_1, \ldots, p_k\}$ respectively. However, in reality, due to experimental implementations, the unitaries $\{U_1, \ldots, U_k\}$ are noisy. Under the unitary noise model, every unitary $U_i$ is subjected to a unitary noise channel $\Lambda_i$. More precisely, for a given quantum state $\rho$, $\Lambda_i \circ U_i(\rho) = U'_i \rho U'_i ^\dagger$, where $U'_i$ the unitary implemented due to the unitary noise.

Under this noise model, we immediately see that the requirements of robustness and collision-resistance are still preserved for QPUF$_t$ since these requirements only require the construction to be a unitary map. The requirements of uniqueness and practical unknownness leverage the $t$-design sampling property of the construction. As we show now, our chosen noise model still preserves the unitary sampling from the approximate $t$-design. We show this with theorem 2.

**Theorem 2** If the noiseless QPUF$_t$ corresponds to $\epsilon$-approximate $t$-design, then the $\epsilon_t$ additive unitary noise QPUF$_t$ corresponds to $\epsilon + \epsilon_t$-approximate $t$-design.

**Proof:** If the $\epsilon_t$-unitary noise map is denoted by $\Lambda_i$, then for all $U_i \in U$, we have

$$\|ad_{U_i^{\otimes t}} - ad_{U_i^{\otimes t}}^{\Lambda_i}\|_o \leq \epsilon_t,$$

where $ad_{U_i^{\otimes t}}(\cdot) = U_i^{\otimes t}(\cdot)U_i^{\dagger \otimes t}$, $ad_{U_i^{\otimes t}}^{\Lambda_i}(\cdot)$ is defined similarly to $ad_{U_i^{\otimes t}}(\cdot)$ but with each $U_i$ now acted upon by the noise channel $\Lambda_i$, $0 < \epsilon_t < 1$ is the noise parameter, which is usually a function of $t$, it can be understood naturally as the overall noise strength acting on the tensor product $U_i^{\otimes t}$, where each of the $t$ copies of $U_i$ is acted upon by $\Lambda_i$.

Now, since $\{p_i, U_i\}_{i=1, \ldots, k}$ is a $\epsilon$-approximate unitary $t$-design it satisfies (see Equation (26))

$$\|\delta_t - \delta_t^H\|_o \leq \epsilon,$$

(28)
where $\delta_t(Y) = \sum_i p_i U_i^{\otimes m} Y U_i^{\otimes m} = \sum_i p_i a d_{U_i^{\otimes t}}(Y)$, $\delta^H_m(Y) = \int a d_{U_\otimes t}(Y) d\mu(U)$ are as defined previously in Equation (26), and we define $\delta^\Lambda_t(Y) = \sum_i p_i a d_{U_i^{\otimes t}}(Y)$ to be the noisy version of $\delta_t(Y)$ where each $U_i$ is acted upon by the noise channel $\Lambda_i$. By a triangle inequality,

$$\|\delta^\Lambda_t - \delta^H_t\|_\infty \leq \|\delta^\Lambda_t - \delta_t\|_\infty + \|\delta_t - \delta^H_t\|_\infty \leq \|\delta^\Lambda_t - \delta_t\|_\infty + \varepsilon.$$

Now,

$$\|\delta^\Lambda_t - \delta_t\|_\infty \leq \sum_i p_i \|a d_{U_i^{\otimes t}} - a d_{U_i^{\otimes t}}\|_\infty \leq \varepsilon_t \sum_i p_i \leq \varepsilon_t.$$

Replacing this in the above equation we obtain

$$\|\delta^\Lambda_t - \delta^H_t\|_\infty \leq \varepsilon + \varepsilon_t. \quad (29)$$

Equation (29) is a meaningful definition of an $\varepsilon$-approximate $t$-design when $\varepsilon' = \varepsilon + \varepsilon_t \leq 1$, this means that the noise strength should satisfy $\varepsilon_t \leq 1 - \varepsilon$. Note that Equation (29) may not be a very practical definition of noise-resilience. Indeed it somehow demands that the overall noise strength $\varepsilon_t$ be at most a constant independent of $t$. This would mean, that as the system size increases, the error rates of single qubits should decrease so that this condition remains satisfied. We expect that in order to get a better notion of noise-resilience, some notion of fault-tolerance and quantum error correction should be invoked.

6 Discussion

Quantum physical unclonable functions have become a rapidly emerging cryptographic technology to provide solutions for tasks including device and message authentication, secure key exchange among others. Although these have gained significant interest in recent times, a rigorous resource-efficient construction with provable security guarantees have been missing. Our work addresses this issue by proposing a QPUF based on an approximate unitary $t$-design construction; called QPUF$_t$. We utilise the parallel random circuit based $t$-design construction$^{23,24}$ and show that this construction provides provable security guarantees against a BQP adversary with bounded $t$-query access to the device. Further, our construction involves only nearest neighbour interaction of qubits, which makes our construction highly practical. When viewed in the measurement based quantum computation model$^{22,25,27}$, our circuit is constant depth, which is a further indication of its potential near-term implementation.

Our work also proposes the first use case of approximate $t$-designs for arbitrary $t$-values. We note that the previous use cases of $t$-designs have been restricted only to some (usually low) $t$ values; our work on the contrary states that higher the $t$ value our QPUF is constructed with, higher the level of security it provides. By this, we mean that we empower the adversary to be able to do more queries to the device in the pre-protocol in order to leverage key information of the device and thus use it during the protocol run. This can also be viewed alternatively that the QPUF can be allowed to remain in an unsecured environment for a longer period of time if its constructed with approximate designs of higher $t$ values (the adversary performs queries on the device while its in the unsecured environment).

We realise that our work is just the beginning of (what could be) proposing efficient construction of these hardware-based cryptographic primitives with provable security guarantees. We envision the future work where these constructions are proven secure against adversaries who are not just restricted to the black-box query access model. Specifically, security in the white-box model would make these devices much more tailored to real world
deployment. Under the white-box model, the adversary would know the circuit layout which would be in the public domain, but would not know the parameters of $X$ and $Z$ gates. Hence the security would depend on the classical randomness with which each of these parameters is chosen.

Another natural extension of our work would be to prove noise-resilience for general noise maps (including stochastic noise maps). We believe that this would involve construction and the use of approximate $t$-design completely positive trace preserving (CPTP) channels instead of the approximate $t$-design unitaries that we consider in this work. This is due to the fact that a general noise map in the Kraus formulation is written as a general CPTP map. Hence it is important to prove that the noisy general CPTP QPUF would satisfy the required security notions.
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