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Spatial systems that experience congestion can be modeled as weighted networks whose weights dynamically change over time with the redistribution of flows. This is particularly true for urban transportation networks. The aim of this work is to find appropriate network measures that are able to detect critical zones for traffic congestion and bottlenecks in a transportation system. We propose for both single and multi-layered networks a path-based measure, called dynamical efficiency, which computes the travel time differences under congested and free-flow conditions. The dynamical efficiency quantifies the reachability of a location embedded in the whole urban traffic condition, in lieu of a myopic description based on the average speed of single road segments. In this way, we are able to detect the formation of congestion seeds and visualize their evolution in time as well-defined clusters. Moreover, the extension to multilayer networks allows us to introduce a novel measure of centrality, which estimates the expected usage of inter-modal junctions between two different transportation means. Finally, we define the so-called dilemma factor in terms of number of alternatives that an interconnected transportation system offers to the travelers in exchange for a small increase in travel time. We find macroscopic relations between the percentage of extra-time, number of alternatives and level of congestion, useful to quantify the richness of trip choices that a city offers. As an illustrative example, we show how our methods work to study the real network of a megacity with probe traffic data.

Analyzing urban mobility is one of the fundamental tasks of traffic engineering. This is due to the enormous consequences that efficient or inefficient transportation system can have on all citizens’ lives not only in terms of travel time but also of pollution, stress, safety, public expenses. In modern cities, urban traffic is represented by an integrated and interconnected system that includes private cars but also public transportation like the underground, buses, car and/or bike-sharing system, etc.. This system of systems cannot be understood and properly managed by decomposing its components’ properties, as it is governed by non-linear interactions of entities with various objectives in a limited urban space. The new era of big data has raised our expectations to make mobility more predictable and controllable through a better utilization of existing resources and capacity. Capacity has many different dimensions in transport systems, as it can refer to roads, vehicles or networks, all in a time-dependent manner. The influence of local bottlenecks at the network level is still unclear, despite recent efforts in network modeling (see for example Refs.1–4), but we have now the possibility to exploit real-time information and not fine-grained dynamic equilibrium models (that require a large number of parameters and are difficult to calibrate) in order to understand the network criticalities and how they change overtime. A key challenge here is to define appropriate measures to quantify the performance of integrated multimodal urban transportation systems.

In the literature, especially in the domain of the complex networks studies, the analysis of the network performance affected by congestion has been mostly studied with a percolation approach5–10, considering a congested road inaccessible when the average speed in that segment goes below a certain threshold. However, each road can contain large numbers of vehicles, and the service time required for such vehicles to reach their destinations is not taken into account. Interesting results about the robustness of the transportation network and the disruption of the main connected component come from the results in Ref.11, where the authors identify the critical links for the mobility in real urban networks of different cities. Other studies suggest that also the functional and the geometrical topology of the transportation network influence the congestion propagation and they use structural...
information to recognize traffic hotspots (for example \(^{14,15}\)). Moreover, concepts as simplicity \(^{16}\) and straightness centrality \(^{17}\) have been correlated with the navigation and the drivers' behaviour, and in ultimate analysis with the network response to a severe traffic demand \(^{18-20}\). The accessibility of huge urban sensing data permit to obtain detailed information on human mobility, and then to calibrate models and networks analysis in urban transportation as done, for instance in Refs. \(^{21-23}\). Another interesting study on the evaluation of transportation networks at different spatial scales using information on traffic pattern and on stations topology has been conducted in Ref. \(^{24}\).

In the last decades, there has been a large interest in the analysis of multimodal transportation systems and in the optimization of traffic flows in systems with interdependent public and private mobility. Reference \(^{25}\) has approached the problem of finding optimized algorithms for the computation of shortest paths in multimodal environments, while the authors of Ref. \(^{26}\) have empirically investigated the interconnectivity between different modes of transportation in large data sets of real trip choices. A theory of maximum traffic flow for co-existing transportation modes based on the relation among accumulation, speed and flow has been introduced in Ref. \(^{27}\), together with the concept of the three-dimensional Macroscopic Fundamental Diagram (3D-MFD), and has been applied to analyze real case studies as in Ref. \(^{28}\). MFD gathers together and measures the network effects of traffic on a region of the city. Empirical observations \(^{29,30}\) have shown that by spatially aggregating the noisy plots of flow vs. density from individual links (known as Fundamental Diagram), the scatter decreases and a well-defined curve exists between space-mean flow and density. The shape of MFD is a property of the network topology and traffic control operations, while it is also influenced by the spatial heterogeneity of congestion. MFD can also be utilized to introduce elegant perimeter control or pricing strategies to improve mobility in multi-region and multi-modal networks, like in Refs. \(^{31,32}\), and others. These findings are of great importance because the concept of an MFD can be applied for heterogeneously loaded cities with multiple centers of congestion. Nevertheless, we remark that all network structure and node-to-node path choice is lost due to this spatial aggregation, meaning that the granularity to identify critical nodes does not allow the aggregation does not allow.

In this work we propose a general framework to characterize the interplay between the topology of a transportation network and the dynamical patterns of traffic demands and congestion. Such a framework allows a global analysis of an entire mobility system, identifies the formation of congestion seeds, and visualizes their evolution in time. In multimodal transportation networks, our method allows to introduce a novel measure of centrality, which estimates the expected usage of inter-modal junctions, i.e. of those junctions connecting two different transportation modes.

Crucitti et al. in Ref. \(^{17}\) have defined a concept of network efficiency by comparing the shortest path distance \(d_{ij}\) between nodes \(i\) and \(j\) to their Euclidean distance, without considering traffic demands from \(i\) to \(j\). Later, Nagurney et al. \(^{33}\) have defined a new measure of efficiency that, instead of the distance \(d_{ij}\), considers the equilibrium travel time \(\lambda_{ij}\) from \(i\) to \(j\), weighted by the demand \(\delta_{ij}\) of this specific Origin-Destination pair. They also proposed a pseudo dynamic version of this measure which is an overall average performance from time 0 to \(T\) (e.g. the whole duration of a simulation or a whole day) where \(\lambda_{ij}\) and \(\delta_{ij}\) vary across time. The quantity \(\lambda_{ij}\) is defined according to Wardrop's principle, where the cost of all used routes between \(i\) and \(j\) are the same, while the rest is higher. This is equivalent to that all trips from \(i\) to \(j\) travel through the shortest travel-time path.

In our work, inspired both by Refs. \(^{17,33}\), we define the dynamical efficiency as a real dynamical measure that changes every short period (e.g. 5–15 min). Such a measure allows to see how congestion development during the peak periods influences the efficiency of the network. We also investigate how the spatial distribution of node efficiency at the local level can help to identify the critical nodes of a network. Interestingly, we observe that nodes with high efficiency during uncongested conditions may have very different values when the network gets congested. This detailed consideration of efficiency in a finer spatio-temporal resolution allows to identify node criticalities and relate this with traffic congestion in a way that was not possible with the existing definitions of other network measures, as betweenness and others. Thus, we propose to utilize the efficiency not to evaluate the average performance of networks, but to integrate in the dynamic framework of congestion and possibly create a new metric to trigger decisions for real-time traffic management. In our work we do not estimate travel times based on equilibrium models, but we receive this information from real-time GPS data. Then, we estimate shortest travel-time paths in the network based on the real link travel times. In such a way, the main objectives we achieve are: (i) to describe how traffic influences the level of performance of a multimodal transportation network considering realistic human behaviour (limited number of changes and choices) at local level; (ii) to obtain link efficiency values spatially smoothed that highlight congested zones and their gradual propagation in the spatial network; (iii) to estimate the state of a link based on its communication with the whole transportation network system and not as independent entity; (iv) to compute the ratio of the users' travel time flexibility over the number of alternatives gained as the congestion grows and establish the level of multimodal richness of urban transportation system.

The paper is organized as follows. In the results section we introduce our centrality measures for single- and multi-layer transport systems. We also propose an efficient algorithm to compute shortest path in multiplex networks with constraints on the number and type of layer changes. We then devote an entire section of the article to show a practical application of our framework to the case of Shenzhen, a megacity in China for which GPS taxis traces and operational data from the underground metro are available.

Results

Dynamical efficiency in a single layer. We describe a transportation system at time step \(t\) as a weighted graph \(G(\mathcal{V},\mathcal{L},\mathcal{F},\tau(t))\), where \(\mathcal{V} = \{n_1,n_2,\ldots,n_N\}\) is the set of nodes, \(\mathcal{L} = \{l_1,l_2,\ldots,l_L\}\) is the set of links and \(\mathcal{F} = \{\tau_1(t),\tau_2(t),\ldots,\tau_y(t)\}\) is a set of positive real numbers associated to the links. The number of nodes \(N = |\mathcal{V}|\) and links \(L = |\mathcal{L}|\) is fixed and we assume that topology of the network does not change in time, i.e. nodes and links cannot be created or removed, while the link weights can take different values at different...
time steps \( t \), depending on the traffic conditions. The weight \( \tau_j(t) \) at time step \( t \) of link \( \ell_{(i,j)} = (i,j) \) connecting node \( i \) to node \( j \) represents the travel time associated to traverse the link at a given temporal state \( t \) of the system. For each time step \( t \), we have \( \tau_j(t) \geq \tau_j \), where \( \tau_j \) is the travel time at free flow speed between \( i \) and \( j \). Knowing the weights of all the links, at each given time step \( t \) it is possible to construct the path with the shortest possible travel time from any source node \( i \) to any destination node \( h \), and therefore to define the travel time \( \tau_{ih}(t) \) from \( i \) to \( h \). Even in this case \( \tau_{ih}(t) \geq \tau_{ih} \forall t \) where \( \tau_{ih} \) is the minimum experienced travel time at free flow speed. Paths and travel times changes dynamically with the traffic, depending on the weights that network has at time step \( t \).

Then, for each link \( \ell_{(i,j)} \) and time \( t \) we can define the dynamical efficiency of the link as: \( E(\ell_{(i,j)}) = \frac{c_i(t)}{1 - |N|} \), where

\[
e_i(t) = \frac{1}{|N| - 1} \sum_{h \in \mathcal{V}[i]} \tau_{ih}(t).
\]

The dynamical efficiency measures the ‘reachability’ of a link, which changes with the degree of network congestion. This quantity has the nice property of being spatially smoothed, and this is useful for traffic engineering to visualize the congested zones of a spatial network, without the need of any clustering algorithm\(^{33,34} \), and to apply congestion mitigation strategies, e.g. perimeter control as in Refs.\(^{35,36,39} \).

By definition \( E(\ell(t)) \) takes values that range between \( 0 \) and \( 1 \). If \( E(\ell(t)) = 0 \), then link \( \ell \) is almost inaccessible because the travel time to reach \( \ell \) from other locations in network is much longer than in free flow condition. In the other extreme case, when \( E(\ell(t)) \approx 1 \), for each node of the network there is a path connecting link \( \ell \) to the node with the minimum travel time.

The dynamical efficiency of the network \( \mathcal{G}(\ell(t)) \) can finally be defined as an average over the efficiency of all its links at time step \( t \), \( E(\mathcal{G}(\ell)) = \frac{1}{|E|} \sum_{(i,j) \in E} E(\ell_{(i,j)}) \), and it is as well a quantity ranging in \([0, 1]\). What in the standard definition of network efficiency proposed in Ref.\(^{17} \) was the Euclidian distance between two points in the network is here replaced by the shortest time path in free-flow condition, while the length of the shortest path replaced by the shortest time at a given state \( t \) of the network. This metric is similar to the static definition proposed in Ref.\(^{33} \), but include dynamic information. We will also show in the paper the importance of the evolution of link level efficiency \( E_i \) in understanding congestion propagation and network criticalities. Another quantity that, using the introduced definition of travel times between two nodes, can be generalized to a dynamical case, is that of edge betweenness\(^{37,38} \). In the standard definition this is equal to the proportion of shortest paths containing a given link. Here, we can define the dynamical betweenness centrality \( B(\ell(t)) \) of link \( \ell \in \mathcal{L} \) at time \( t \) as:

\[
B(\ell(t)) = \frac{1}{N(N - 1)} \sum_{i,j \in \mathcal{V}, i \neq j} v_{ij}(\ell(t)) \end{equation}

where \( v_{ij}(t) \) and \( v_{ij}(\ell(t)) \) are respectively the total number of shortest time paths from node \( i \) to node \( j \) at time \( t \) and those among them which pass through link \( \ell \). While in the standard definition of betweenness centrality (without the effect of congestion), links with the highest values of betweenness are located in the geometrical center of the network\(^{34,35} \), in congested transportation networks the dynamical betweenness takes into account the ‘spatial’ centrality of the links but also their contribution to the whole network performance in terms of travel time featuring, in this way, the fastest arterial roads but also the most critical ones for traffic load. This opens up new opportunities to study the evolution of urban congestion in terms of edge centralities of the network.

**Dynamical efficiency in multilayered networks.** Let us now extend our argument to the case of multimodal transportation systems. This can now be modeled as a weighted graph with many layers\(^{41,42} \), \( \mathcal{G}(t) \) whose weights change over time. If we indicate with \( M \) the number of layers, each layer \( m \), with \( m = 1,2,...,M \), is described at time \( t \) by the weighted graph \( \mathcal{G}^m(t) = (\mathcal{N}^m, \mathcal{L}^m, \varphi^m, \mathcal{F}^m(t)) \), where \( \mathcal{N}^m \), \( \mathcal{L}^m \), and \( \mathcal{F}^m(t) \) are respectively the set of nodes, links and weights at layer \( m \), and \( \mathcal{N}^m = \cup_{i=1}^M \mathcal{N}^m \) and \( \mathcal{L}^m = \cup_{i=1}^M \mathcal{L}^m \) are the numbers of nodes and links at layer \( m \). Notice that even in this case the topology of each layer is fixed while the weights change in time depending on the traffic conditions. The links in \( \mathcal{L}^m \) are called intralayer links. In order to fully specify a multimodal transportation system, we also need to define the links \( \ell_{(k\in\mathcal{N}[m]|i\in\mathcal{N}[n])} \) connecting a pair of nodes \( k \in \mathcal{N}[m] \) and \( h \in \mathcal{N}[n] \) of two different layers \( m \) and \( n \), which are called interlayer links. In our case study, we will consider only multiplex networks, a particular type of networks with many layers where all the interlayer links \( \ell \) connect only the same node \( k \) in different layers, that is \( \ell_{(k\in\mathcal{N}[m]|i\in\mathcal{N}[n])} \), with \( k \in \mathcal{N}[m] \). Nevertheless, all our results can be easily extended to the more general case of multilayer networks. Finally, we define a station as an extreme point \( k \) of an interlayer link \( \ell_{(k\in\mathcal{N}[m]|i\in\mathcal{N}[n])} \) and \( \mathcal{K}^m = \{ \mathcal{K}[m]|n \} \) the number of stations between two layers \( \mathcal{N}[m] \) and \( \mathcal{N}[n] \).

The multilayer networks have been used in several domains since their first appearance in literature\(^{43,45} \). In particular, urban multimodal transportation systems can be easily represented by a multilayered network where each layer represents the topology and the characteristics of each single system (private cars, metro, bus, car- and bike-sharing, etc.) and where the interlayer links stand for the interchange stations that bridge one system to another.

*The shortest H-path.* Computing shortest paths in multilayered networks requires, in general, a huge computational effort due to the higher complexity with respect to a single layer network. Nevertheless, the fact that a traveler changes from one layer to another, with no limitation on the number of swaps, to follow the fastest path to his/her destination is not realistic. Therefore, we assume that in the transportation environment the most realistic paths are of 2 types\(^{46,47} \): (I) with only a change between one layer to another; or (II) with two opposite changes from a layer \( \mathcal{G}^m \) to \( \mathcal{G}^n \) by passing through two different interchange stations \( h \neq k \in \mathcal{N}[m,n] \). Figure 1
**Figure 1.** H-paths of type I and II in multimodal transportation networks. A transportation system is represented in the central panel as a multilayer network, where each layer accounts for a different mode of transportation, e.g., private cars (road), walking, bus system, metro. The left panel shows in red an example of a shortest H-path of type I with source and destination at two different layers and only one change at station \( k \). The right panel is an example of a shortest H-path of type II. In this case the user moves to layer \([bm]\) and travels in this layer from node \([bm]_{k}\) to node \([bn]\), and then continues her trip in the original layer until the final destination \([an]\) is reached. As shown in this example, a layer can also be constructed by the aggregation of 2 or more layers (for example bus+metro \([bm]\]).

shows an example of type I and II. We call a path with these characteristics H-path. This strong but consistent assumption does not only take into consideration the peculiar properties of urban spatial paths but also, thanks to a computationally fast algebraic algorithm, it allows to drastically reduce the calculation cost. We show that for computing the shortest H-paths at any time \( t \) between a node \( i \) and a node \( j \) using two layers \([m]n(t)\) and \([n]i\), we just need to run the all shortest paths algorithm individually for each layer and then sum the \( i \)-row of the node-to-node distance matrix of \([m]n(t)\) and the \( j \)-column of the corresponding distance matrix of \([n]\) to obtain the vector \( v_{ij}^{[m]}(t) = [v_{ij}^{[m]}(t)]_{k\in[m]} \) of travel times from \( i \in [m] \) to \( j \in [n] \) changing in station \( k \). The minimum value \( H_{ij}^{[m]}(t) = v_{ij}^{[m]}(t) = \min v_{ij}^{[m]}(t) \) will be the travel time of the shortest H-path between \( i \) and \( j \) at time \( t \), and \( k^* (\neq i, j) \) the most convenient interchange station. A more detailed explanation of the algorithm has been reported in SI (Fig. S2).

An example of the H-path type-I is when a trip is made by car for the first part and for the rest by public transportation, while type-II represents the case when a traveller walks from an origin location to a metro station, takes the metro to move to another station and arrives at his/her destination by walking again. As in the example shown in Fig. 1, we can consider a layer as the aggregation of different single transportation networks as the ensemble of public transportation and then, in a second moment, calculate the shortest H-paths between this aggregated one and another layer of the transportation system. As shown in Fig. S3 of the SI, the complexity of this algorithm grows linearly with the number of layers \( M \), while the complexity of an all-shortest-path algorithm in a multiplex network grows as a function of \( M \) as a power law with an exponent larger than 2. This algorithm can be extended allowing a larger number of transfers but this is beyond the scope of this work (as the majority of trips are of type-I or II).

**Extended formula of dynamical efficiency.** In a multilayer transportation network, we use the definition of shortest H-paths in duplex to compute the multilayer dynamical efficiency. We denote \( H_{ij}^{[m]}(t) \) the time of the shortest H-path between \( i \) and \( j \) using layer \( m \) and \( n \) at time \( t \) and \( H_{ij}^{[m\leftrightarrow n]}(t) = H_{ij}^{[m\leftrightarrow n]}(t) \leq H_{ij}^{[m]}(t) \) the shortest H-path of the whole network realized by the duplex \([m\leftrightarrow n]\). Keeping the notation in Eq. (1), we define \( H_{ij}^{[m\leftrightarrow n]}(t) \geq e_{ij}^{[m\leftrightarrow n]} \), for all time \( t \), the shortest H-path in a free flow condition in the multiplex \( \mathcal{M} \).

The duplex dynamical efficiency for a link \( \ell\in\mathcal{L}^{[m\leftrightarrow n]} \) is defined as \( E(\ell_{ij}(t)) = e_{ij}^{[m\leftrightarrow n]} = \frac{e_{ij}(t) + e_{ij}(t)}{2} \), where

\[
\epsilon_{ij}^{[m\leftrightarrow n]}(t) = \frac{1}{N^{[m\leftrightarrow n]}} - 1 \sum_{\ell \in \mathcal{L}^{[m\leftrightarrow n]}} \frac{t_{ij}^{(\theta)}}{H_{ij}^{[m\leftrightarrow n]}(t)},
\]

and \( N^{[m\leftrightarrow n]} = |\mathcal{L}^{[m\leftrightarrow n]}| = |\mathcal{L}^{[m]}| \cup |\mathcal{L}^{[n]}| \), while the multiplex dynamical efficiency as \( E(\ell_{ij}(t)) = e_{ij}(t) + e_{ij}(t) \), where

\[
\epsilon_{ij}(t) = \frac{1}{N^{[\#]} - 1} \sum_{\ell \in \mathcal{L}^{[\#]}} \frac{t_{ij}^{(\theta)}}{H_{ij}^{[\#]}(t)},
\]

with \( N^{[\#]} = |\mathcal{L}^{[\#]}| = \bigcup_{m=1}^{M} |\mathcal{L}^{[m]}| \).

**Layer performance analysis and station centrality.** By comparing the efficiency of the entire multiplex \( \mathcal{M}(t) \) with the efficiency of \( \mathcal{M}^{[m]}(t) = \bigcup_{n \neq m, n \leq M} [g^{[m]}(t)] \), that is \( \mathcal{M}(t) \) without layer \( [m] \), we define the dynamical layer gain as
$$LG(m(t)) = \frac{E(M[m](t))}{E(M(t))}. \quad (5)$$

This represents a powerful analysis tool to quantify the contribution of each layer to the whole mobility and a first step to calculate the cost/benefits of a transportation network component by component. For example, it can highlight the advantages in mobility by adding a number of bike sharing stations in critical locations of a city. Another important measure is the station centrality

$$I^{[m,n]}(k(t)) = \frac{1}{N^{[m,n]}[N^{[m,n]} - 1]} \sum_{i,j \in \mathcal{A}^{[m,n]}(k)} s_{ij}^{m,n}(i,j,[m,n])(t) \quad (6)$$

where $s_{ij}^{m,n}(i,j,[m,n])(t) = 1$ if the shortest H-path between $i$ and $j$ goes through station $k$ from layer $m$ to layer $n$ (i.e., $k = k^*$ and $[m,n] = [m^*,n^*]$) at time $t$ and 0 otherwise. This measure is an indicator of how many times a station $k$ has been used as interlayer junction by the all shortest H-paths algorithm. The station centrality is highly dependent on our original definition of shortest H-path and it can be seen, in a more general point of view, as the betweenness of the interlayer links considering one (type-I) or two opposite changes (type-II) for the shortest paths. Interestingly, stations with high betweenness based on the network topology can have low centrality when a layer of the network is highly congested.

**The $\alpha$ and $\beta$ dilemma factors.** While travelers have the tendency to select paths that minimize their own travel time in a selfish way, there might be alternatives with slightly longer travel time that, if selected, can enhance the mobility of the entire system. This flexibility in terms of choice of routes with similar travel times under congested conditions could be an important practical tool for operators to decrease the price of anarchy and push the system to solutions closer to the system optimum.

For each couple $(i,j) \in \mathcal{A}^{[m]} \times \mathcal{A}^{[n]}$ and time $t$, we are able to determine the rank of convenience of each interchange station $k \in \mathcal{X}^{[m,n]}$ by ordering the values of travel time in vector $v_{ij}^{[m,n]}(t)$. Therefore, we can establish a measure of replacement of each station $k$, that we called dilemma factor and it tells us whether some other alternative H-paths, with respect to the fastest, are still convenient or not. The dilemma comes from the following question: is it better to have faster but non-replaceable paths or to have a larger number of alternative paths that are slightly slower than the fastest one? And, how much does it cost to users in terms of extra travel time to have more valid alternatives in a multimodal transportation system?

For the sake of clarity, in the following definitions whenever there is no ambiguity, we will omit the apex $^{[m,n]}$, being clear that all measures refer to shortest H-paths computed on a couple of layers $[m,n]$ of the multiplex $\mathcal{M}(t)$. For each trip from node $i$ to node $j$, we define $v_{ij}^{[m,n]}(t)$ the shortest H-path, and $v_{ij}^{k,t}(t) \leq v_{ij}^{k,t}(t) \leq \cdots \leq v_{ij}^{r,t}(t)$ the $r$th shortest H-path. Then, for all $k^* \in \mathcal{X}^{[m,n]}$ and $\beta$ fixed integer number of alternative stations we can compute the maximum percentage $\alpha^{\beta}_{ij}^{k^*}(t)$ of the travel time $H_{ij}(t)$, such that $[k \in \mathcal{X}^{[m,n]} : \frac{v_{ij}^{r,t}(t) - H_{ij}(t)}{H_{ij}(t)} < \alpha^{\beta}_{ij}^{k^*}(t)] < \beta^*$. Indicating $\mathcal{P}(k^*(t))$ the number of shortest H-paths that change in $k^*$ at time $t$, we define $\beta^*$-dilemma factor as

$$\alpha^{\beta*}(k^*(t)) = \frac{1}{\mathcal{P}(k^*(t))} \sum_{i \neq j} \mathcal{R}^{\beta*}_{ij}^{k^*}(k^*(t)), \quad (7)$$

In a dual point of view, we define $\alpha^{\beta*}$-dilemma factor for the station $k^*$ the average number of alternative stations that implies a percentage $+\alpha^{\beta*}$ of travel time more than the shortest H-paths that pass through $k^*$. In formula:

$$\beta^{\alpha*}(k^*(t)) = \left( \frac{1}{\mathcal{P}(k^*(t))} \right) \sum_{i \neq j} \mathcal{R}^{\alpha*}_{ij}^{k^*}(k^*(t)) \quad (8)$$

where $\mathcal{R}^{\alpha*}_{ij}^{k^*}(k^*(t))$ is the set of the alternative stations which their H-path from $i$ to $j$ is not longer than the $\alpha^{\beta*}$ of the shortest H-path at time $t$. The average of all the $\beta^{\alpha*}(k^*(t))$ is the $\beta^{\alpha*}$-dilemma factor of the duplex $\mathcal{G}^{[m,n]}$ at time $t$, that is $\beta^{\alpha*}([m,n])(t) = \frac{1}{\mathcal{P}([m,n])} \sum_{k \in \mathcal{X}^{[m,n]}} \beta^{\alpha*}(k^*(t))$. These two factors can be used in urban management to move closer to a system optimal traffic assignment by fixing the minimum number of alternatives or the maximum flexibility of users; in other words, to compute the price of anarchy in multimodal traffic dynamical systems.

Moreover, we revealed a relation between these two factors that maintains linear behaviour for small values of $\beta^{\alpha*}$ and $\alpha^{\beta*}$ at every level of congestion. As explained in detail in the following section, the angular coefficient $\Gamma(\alpha^{\beta*}, \beta^{\alpha*})$ between the two of them evaluates a general property of the whole transportation network in sense of adequate offer of multimodal path alternatives during severe traffic condition with limited users flexibility. For this reason, we called $\Gamma$ the Network Congestion Elasticity.

**Weighted dynamical efficiency.** Until now, the definition of the dynamical efficiency has been based on an all-couples shortest H-paths algorithm, that corresponds to one and only one trip between all possible couples of nodes in the multilayer transportation network. If we want to quantify a user-oriented and not only network-oriented dynamical efficiency, we need an Origin-Destination (OD) matrix $Q^{[m,n]}(t)$, whose coordinates $q_{ij}^{[m,n]}(t)$ are proportional to the recorded or estimated traffic between locations $i$ and $j$ at time period indicated by $t$ for each transportation mode $(m = n)$ or coupled modes $(n \neq n)$. In the case where only the origin-destination information is known and not the mode choice, then we can assign $q_{ij}^{[m,n]}(t) = q_{ij}(t)$ for each
mode $m, n \in [1, \ldots, M]$. We will denote the weighted quantities for the dynamical efficiency with a tilde over them. For a location $i$, the weighted node dynamical efficiency at time $t$ will be

$$\tilde{e}_i(t) = \frac{1}{Q(t)} \sum_{p, i \in [m,n] \setminus \{i\}} Q_{ip}^{[m,n]}(t) \frac{\tilde{v}_{ip}^{[m,n]}(t)}{H_{ip}^{[m,n]}(t)},$$

where $Q_{ip}^{[m,n]}(t) = \sum_p \sum_{i \in [m,n]} Q_{ip}^{[m,n]}(t)$. For the link $\tilde{e}_{ip}^{[m,n]}(t) = (\tilde{e}_i(t) + \tilde{e}_j(t))/2$. This measure gives us an idea of how many users experience a certain efficiency and at the same time reveals the link betweenness changes according to the congestion and the traffic pattern. As we will describe later, ignoring these demand patterns can create counter-intuitive results. Nagurney et al., introduced a similar measure of static efficiency for single layer networks by considering the flows of links. These flows were computed based on traffic assignment models of user equilibrium and not based on direct travel time measurements.

**A large-scale urban network application with real data**

In this section, we show the results of the application of the multilayer dynamical efficiency definition in the case of the central part of Shenzhen, a large and important metropolis of China in Guangdong province where we have an extensive dataset of taxis GPS that gives us an accurate estimation of links speeds for the road network with a frequency of 5 minutes. The road network that we consider is composed of 2013 links and 1858 nodes and the metro network with 11 lines, 75 stations and 163 links. We note that many of the nodes in the road network are intermediate nodes and not all of them represent an intersection. Moreover, we extracted from OpenStreetMap detailed information of the metro system of the studied area about speed, frequency, location, distances (more details in SI, Figs. S1, S8, S9). For the sake of simplicity, we located every metro station to the closest node of the road network. We also took into account the walking time needed to go from a node to the closest metro station and added the average waiting time to the travel time through underground metro.

In order to show the potential of the dynamical efficiency in a multimodal transportation system, we also simulated how a distributed bike-sharing system with an arbitrary fixed number of stations (200) would improve the multi-layered transportation system of the city of Shenzhen in terms of absolute values and homogeneity of the level of service. For the details of this application and the results, please refer to Figs. S11 and S12 in SI.

In panel (a) of Fig. 2, we plot the average road dynamical efficiency for vehicular traffic of the network during a whole day, specifically the 7th September 2011, in Shenzhen. As free flow condition, we set at 30 [mph] the maximum speed of all the links (being 29.81 [mph] the maximum link speed measured in our dataset). For the definition of dynamical efficiency, we compare the travel time in free flow condition with the effective travel time calculated with the available speed data. The results show the presence of two distinct peak hours (PH): one at 8 a.m. and the other, more severe, around 6 p.m. The average usage of each layer during the day is reported in panel (b) of Fig. 2. Here, for each hour, the average percentage of each shortest H-path belonging to road or to metro layer has been calculated. While in the histogram below (panel (c)), the amount of intermodal changes (i.e. the sum of all station centralities) during the day has been reported. We notice how road congestion increases the usage of public transportation. Panel (d) of Fig. 2 illustrates the coloured map of Shenzhen, based on the corresponding efficiency calculated for 3 different networks at evening peak hour: on the left, it represented the metro network efficiency, on the right the road efficiency and in the center the multilayer network of the integrated system of cars and metro. This panel clearly visualizes the increment in terms of service that each transportation layer brings to urban mobility, especially during the most congested hour. We want to remark that for the metro network the travel time from a location $i$ to a destination $j$ has been considered as the composite trip of walk and metro plus the waiting time at departing station and, whenever it is needed, for the metro line transfers (this is from the point of view of a traveler that uses only public transportation). For this reason, around the metro stations (black points) the efficiency is much higher than in the zones far from any public service.

In Fig. 3 the distribution over the links of the dynamical efficiency values of the road layer is shown and, thanks to their geometrical smoothness, it is possible to follow the spreading of congestion over the network and visualize the perimeter of the congested zones. This represents one of the main differences with the link speeds map where there is no clear spatial value progression within adjacent links (SI, Figs. S5, S6).

For a single layer of the network (road layer), we compare in Fig. 4, the spatial distribution of dynamical efficiency (Fig. 4a) to the distributions of link speed (Fig. 4b) and betweenness (without (Fig. 4c) and with (Fig. 4d) traffic). For panels (a), (b) and (d) we have considered the link travel times during the evening peak hour (6 p.m.). In panels (e)–(g) we report the scatter plots between the dynamical efficiency and the other measures. Each point refers to a link of the network. With respect to spatial distribution of link speed, the values of link dynamical efficiency are distributed in such a way that the most congested zones are clearly identified. Moreover, the betweenness centrality (Fig. 4c) does not appropriately describe the mobility characteristics of the network and the most critical links, not even when link travel times are considered as the weights of the graph (Fig. 4d). One of the features of the dynamical efficiency that distinguishes it from classical network centralities is its capacity of describing, on one hand, the variation in time of the network elements’ efficiency (links, stations) and, on the other hand, the evaluation of each link with respect to the whole network (distinguishable and smoothed congestion pattern).

We compute the shortest H-paths between all pairs of nodes considering the private car layer and the metro system. Every time a shortest H-path of type (I) or (II) passes through a station $k$, the value of the centrality of $k$ (and $h$ for type-II) increases. The size of the red spots in Fig. 3 is proportional to the station centrality at different times. As the congestion grows in the central area the centrality of the stations becomes more important. This measure, as already mentioned, can be fundamental to estimate the best station capacity and at the same time, in a park and ride system the size of the parking spots or their relative cost based on the time period in an
optimized pricing policy. In this figure, we show how much this measure is sensitive to the congestion and how it recognizes the best location to change between car and metro. This is because in severe traffic condition the presence of public transportation alternatives is more suitable, especially for the aim to protect the central zones of a city from unmanageable traffic jams. Moreover, the station centrality information and the dilemma factor defined in Eqs. (7) and (8) can be used to regulate the distribution of users in a network and avoid unexpected accumulation and, consequentially, congestion.
Figure 5 represents the average of the $\beta^*$− (Fig. 5a) and $\alpha^*$− (Fig. 5b) dilemma factors during the day and the relation between these two measures. One can notice that both quantities change significantly only during the evening peak hour where the severity and the spatial distribution of traffic becomes critical. There exists a strong dependence between these two factors during the whole day and the congestion grows that we pointed out in Fig. 5c to be linear for small $\beta$. The slope of this dependence, that we indicate with $\hat{W}(\alpha^*, \beta^*)$, stands for the influence that the congestion has on the dilemma factors. In particular, it is the variability, due to the congestion, of the $\alpha^*$-dilemma factor (number of close stations) over the $\beta^*$ factor (extra-time flexibility to have $\beta^*$ paths options). So, we claim that $\hat{W}$ evaluates the multilayer network not in terms of the efficiency (shortest travel times) but in terms of richness of close alternatives to the best H-path in all traffic conditions. The higher the $\hat{W}$, the more the choice when congestion arrives with fixed users’ flexibility. Figure 5c shows that the relation between the two factors remains constant during the whole day, i.e. $\hat{W}(t) \propto \Gamma(\alpha^*, \beta^*)$. We notice that the two factors are negatively correlated, $\hat{W}(\alpha^*, \beta^*) < 0$. In fact, when $\alpha^*$ reaches its minimum value (at 6 p.m.), $\beta^*$ has its maximum peak. For example, $\alpha^* = 3$ goes from 8% of extra travel time at free flow condition to 5% at peak hour (6 p.m.). This means that a user that in free flow condition needs to spend in average 8% extra of its travel time to have at least 3 more alternative paths, during the peak hour it will spend only 5% more than its shortest H-path. On the other hand, Fig. 5b says that with a fixed travel time flexibility, for example $\alpha^* = 5%,$
Figure 4. Comparison of the dynamical efficiency to betweenness and link speed. Panels (a)–(d) show the spatial distribution of the link values at 6pm for: dynamical efficiency, link speed, betweenness centrality and dynamical betweenness respectively. The scatter plots in panels (e) through (g) show the correlations between the dynamical efficiency and the other measures, while that in (h) refers to the correlation between classical and dynamical betweenness. Each blue point represents a link, while the black line is the linear regression of the plotted data. In each panel the value of the $R^2$ of the corresponding linear regression is also reported.
during peak hour the number of alternative paths goes from an average of 3 to an average of 5. Here, we reported the parameter $\hat{W}(\alpha^*, \beta^*)$ only for the cases $\beta^* = 2, 3$ and $\alpha^* = 3, 5\%$. These are the most representative cases because they interpret the dependence on the extra travel time $\alpha^*$ to have one or two more alternatives than the shortest H-path. Finally, the sub-panel (d) in Fig. 5d illustrates how the parameter $\hat{W}$ scales for different values of factors $\alpha^* = 1, 3, 5, 7\%$ and $\beta^* = 2, 3$.

By adding the information of daily demand between different zones of the city and calculating the usage of a road based on the estimated volume of traffic, we reported in Fig. 6a the comparison between the dynamical efficiency ($E(t)$) and the weighted dynamical efficiency ($\tilde{E}(t)$) and reconstructed in Fig. 6b the map of weighted efficiency defined in Eq. (9). The origin-destination (OD) matrix that we used is based on more than 200k taxis trips per hour for a whole day with peaks of 13k at 9 a.m. and 6 p.m. The thickness of the roads represented in Fig. 6b is proportional to the amount of shortest H-paths passing through it and the color represents the corresponding link dynamical efficiency. We notice that in general $E(t) < \tilde{E}(t)$, this is because more travellers use the overloaded road and these count more in the average formula for $\tilde{E}$ than for $E$. The methods and the results of this OD estimation are illustrated in the dedicated section of SI (Figs. S8 and S9).

**Figure 5.** The $\alpha$ and $\beta$ dilemma factors and their correlations. Daily variations of the network dilemma factors (averages are taken over all the station nodes of the network) for two fixed values of $\beta^*$ (a) and two different values of $\alpha^*$ (b). Correlations between the two dilemma factors are studied by the scatter plot $(\alpha^*, \beta^*)$ reported in panel (c). Each point here represents a different hour of the day, from midnight to 11 p.m. (peak-hour 6 p.m. and free-flow regime 3 a.m. are shown with up- and down-pointing triangles respectively), while the color indicates a different pair of values $(\alpha^*, \beta^*)$. The linear relation between the two factors is highlighted by a linear fitting in four studied cases. (d) The $\Gamma$ correlation coefficients obtained from the slope of the fitting in eight different cases corresponding to $\beta^* = 2, 3$ (grey and black) and four values of $\alpha^* = 1, 3, 5, 7\%$. The colors of the four central diamonds correspond to the four cases reported in (c). $\Gamma$ quantifies the richness of the alternative paths that the transportation system offers to travellers if we allow paths with travel times $\alpha^*\%$ longer than the shortest H-path.
Conclusion

A distinctive feature of urban transportation networks is the complex interplay among their physical structure (e.g. roads, public transport, bike-sharing stations), the traffic demand (e.g. origin-destination matrix) and the traffic condition (e.g. link speed data). While many works have focused on each of these aspects considered separately, we aimed instead at the definition of singular measures for time-varying transportation networks, such as the dynamical efficiency proposed in this article, that can embrace all the aspects at once. This makes such measures particularly suited to practical applications in real world case studies.

One of the key points of this paper is the definition of the H-paths. These paths correspond to trips taking place over two layers of a transportation network, with either one or two intermodal changes. Examples of H-paths are park and ride schemes, or trips coupling public transportation systems (bus, metro, etc.) with the first and/or the last mile made by walk or bike. From the point of view of the computational cost, the evaluation of the all shortest H-paths has some advantages, as the all-shortest path algorithm needs to be applied to each layer individually and not to the whole multilayer network (see Fig. S3 in SI). In addition to this, H-paths allow to describe the majority of real urban trips and to define other important measures like the station centrality and the dilemma factor. The station centrality quantifies how convenient is to change in a station from a layer to another at each time \( t \), and can be easily implemented in on-line mobile applications (as proposed, for example, in48), or used for parking spot management and pricing\(^{31,49}\), or for station capacity regulation and optimized traffic control strategies. The second quantity, the dilemma factor, measures the richness of equivalent transportation alternatives and can be used in traffic assignment management and control to quantify the feasibility of some path recommendation and route pricing strategies\(^{50}\). In particular, this measure quantifies the set of sub-optimal paths among travelers’ choice in a bounded rationality framework for traffic assignment models as in\(^{51,52}\). For each station, the dilemma factor is all about the conversion rate between the extra travel time \( \alpha^* \) with respect to the shortest H-path and the number \( \beta^* \) of alternatives. We noticed that this rate changes during the day because of the congestion but that, if we look at the entire network for small values of \( \alpha^* \) and \( \beta^* \), the relation between the increase in congestion and the rate change is linear (the so-called network congestion elasticity \( \dot{\bar{w}}(\alpha^*, \beta^*) \)). This means a more accurate prediction on users’ adhesion to traffic control strategies with a data-driven travel time
flexibility $\alpha^*$ and an estimation of the number of the trip alternatives $\beta^*$ that the urban mobility, in its multi-level complexity, offers under congested conditions.

Another factor that might influence the dynamical efficiency and the network congestion elasticity is the introduction of a new transportation mean (e.g. bus system, bike-sharing) that changes not only the topology of the multilayer network but also the link travel times and their intermodal traffic dependence making the whole system more or less elastic to congestion stress. An example on the effect that the introduction of a bike-sharing system with fixed stations would have on the network dynamical efficiency is shown in Figs. S11–S12 of SI. We are confident that other insightful results can come from the comparative analysis of multilayer transportation systems of different cities.

The strength of the dynamical efficiency in single and multilayered networks is that it merges the network topology (betweeness, H-path, intermodal junctions) and the dynamics of traffic captured by high frequency link speed data (instantaneous travel time). These two combined factors differentiate our definition of efficiency from the static measures existing in the literature$^{17,33,38,42}$ and from more recent works based on the annual average traffic estimation (e.g. Ref.$^{53}$) that look at long-term transport planning applications and not at the daily traffic pattern changes. Another advantage is that the dynamical efficiency of a network can be weighted also based on the real or estimated origin-destination flows. We showed how the demand pattern may influence not only the global performance of the transportation systems but also the usage of roads and stations. Given an OD matrix $Q(t)$ Eq. (9) returns the weighted dynamical efficiency of a given location $i$ at time $t$. This opens new perspectives on the applications of traffic models that take into account not only the hour-by-hour link speed map but also the traffic flow among different zones of the city during the day (i.e. on-/off-peak hour, morning/evening, day/night, working days/weekend, bad/good weather conditions, etc.). It should also be highlighted that if trajectory data with high penetration rates is available, real paths of travellers will be known and the same metrics can be estimated without the need to run shortest-path algorithms. Moreover, the values of the dynamical efficiency are spatially smoothed through the network and this is useful to visualize the congested zones where and when to apply strategies that involve clustering algorithms and congestion perimeter delimitation.

Another aspect of the superiority of dynamical efficiency in real-world applications is its robustness with respect to sparse data errors and network percolation. We calculated the dynamical efficiency of the same Shenzen’s network after performing 50 times a random percolation (of $P$ links) per each $P = 40, 80, 120, 160, 200$. The results reported in Figs. S13–S17 of SI, show that, on the one hand, the average value of network dynamical efficiency decreases smoothly and proportionally with the number of percolated links and, on the other hand, that the spatial configuration of the dynamical efficiency pattern during the day can be highly influenced by the link removal. In other words, that the dynamical efficiency keeps regularity and robustness characteristics when we look at the network features (i.e. average value) while describing with immediate and clear feedback the local effects of congestion.

As shown in very recent works$^{45,46}$, the congestion tends to propagate from some distributed seeds to adjacent links through diffusion-like process. Moreover, it has been observed that close links influence each others traffic state: that is, a link adjacent to a congested link has high probability to become congested later on. This suggests that it is worth investigating the relation between links with high dynamical efficiency and their probability to get congested. In this direction, the dynamical efficiency can be used to design a predictive model for link and station congestion. Finally, the user-oriented efficiency proposed in this study is a practical and powerful mean to calibrate and estimate the mobility in the city and to describe the path distribution needed to optimize mobility flows.
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