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Abstract

A spanning tree of a graph $G$ is a connected acyclic spanning subgraph of $G$. We consider enumeration of spanning trees when $G$ is a 2-tree, meaning that $G$ is obtained from one edge by iteratively adding a vertex whose neighborhood consists of two adjacent vertices. We use this construction order both to inductively list the spanning trees without repetition and to give bounds on the number of them. We determine the $n$-vertex 2-trees having the most and the fewest spanning trees. The 2-tree with the fewest is unique; it has $n-2$ vertices of degree 2 and has $n^2$ spanning trees. Those with the most are all those having exactly two vertices of degree 2, and their number of spanning trees is the Fibonacci number $F_{2n-2}$.

1 Introduction

The problem of counting spanning trees in a graph has attracted much attention [1, 2, 3, 4, 5, 6, 7, 8, 9]. This number can be computed efficiently using the Matrix Tree Theorem [4]. By “enumeration” we instead mean the listing of all spanning trees. We consider the special case of 2-trees, which form a well-known subclass of the family of chordal graphs. A 2-tree is a graph obtained from the graph consisting of two adjacent vertices by iteratively adding one new vertex whose neighborhood consists of two adjacent vertices.

For general graphs, the tree-listing algorithms in the literature use backtracking or generate trees from fundamental cycles [1, 2, 3, 4, 5, 6]. For $n$-vertex 2-trees, we show that the number of spanning trees is always between $2^{n-2}$ and $3^{n-2}$, so it is not possible to list them in polynomial time. Nevertheless, the structural description of 2-trees yields a simple sequential algorithm that lists all spanning trees without repetition. This approach is simpler than that in [1, 2, 3, 4, 5, 6], but the domain of 2-trees is much simpler than the contexts of those papers. Given a vertex $v$ of degree 2 in a 2-tree $G$, we list the spanning trees in $G$ in terms of the spanning trees in $G - v$, separately those in which $v$ is a leaf and those in which $v$ is not a leaf.
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This algorithm, presented in Section 2, immediately yields lower and upper bounds $2^{n-2}$ and $3^{n-2}$ on the number of spanning trees in an $n$-vertex 2-tree. We improve both bounds to obtain optimal values and characterize the $n$-vertex 2-trees achieving equality. We provide the constructions in Section 3 and prove optimality in Sections 4 and 5.

The minimum number of spanning trees in an $n$-vertex 2-tree is $n!^{n-3}$, achieved uniquely by the 2-tree having $n-2$ vertices of degree 2. This 2-tree is obtained from the graph with two vertices and one edge by iteratively adding vertices of degree 2 adjacent to the two original vertices; it is sometimes called the $n$-book, denoted $B_n$.

The $n$-vertex 2-trees having the most spanning trees are those having exactly two vertices of degree 2. Somewhat surprisingly, all such 2-trees have the same number of spanning trees. The value is asymptotic to $\frac{1}{\sqrt{5}}(2.618)^{n-2}$; the exact value is the Fibonacci number $F^{n-2}$, where $F_0 = 0$, $F_1 = 1$, and $F_m = F_{m-1} + F_{m-2}$ for $m \geq 2$. Such 2-trees include the graphs obtained from an $n$-vertex path by (1) making one endpoint adjacent to all the other vertices or (2) adding edges joining vertices separated by distance 2 along the path.

We use standard graph-theoretic notation. In particular, $V(G)$ and $E(G)$ denote the vertex set and edge set of a graph $G$. The neighborhood of a vertex $v$ is the set $N(v)$ of vertices adjacent to $v$, that is, the set $\{u \in V(G) : uv \in E(G)\}$. The complete graph $K_n$ is the $n$-vertex graph in which any two vertices are adjacent, and a clique is a set of pairwise adjacent vertices. The subgraph of a graph $G$ induced by a vertex subset $S$, written $G[S]$, is the subgraph defined by $V(G[S]) = S$ and $E(G[S]) = \{uv \in E(G) : u, v \in S\}$. When $v \in V(G)$, we write $G - v$ for the graph $G[V(G) - \{v\}]$.

A vertex in a graph is simplicial if its neighborhood is a clique. A simplicial elimination ordering of a graph $G$ is an ordering $(v_n, \ldots, v_1)$ of $V(G)$ such that each $v_i$ is a simplicial vertex of the induced subgraph $G[\{v_i, \ldots, v_1\}]$. Traditionally, simplicial elimination orderings have also been called “perfect elimination orderings” (see [11]), but there are now many types of elimination orderings, so using the word “simplicial” is more informative. Our definition of 2-trees explicitly constructs them in the reverse of a simplicial elimination ordering.

A graph is chordal if no induced subgraph is a cycle of length at least 4. It was proved by Dirac [12] that a graph is chordal if and only if it has a simplicial elimination ordering. Thus the 2-trees form a special class of chordal graphs. They are the connected chordal graphs having a simplicial elimination ordering in which except for the last two vertices, all vertices have degree 2 when deleted. We thus call a simplicial elimination ordering of a 2-tree a 2-simplicial ordering. Note that 2-trees have no cut-vertices, and hence a vertex in a 2-tree is simplicial if and only if it has degree 2.
2 Enumeration without Repetition

Given a 2-tree $G$ and an associated 2-simplicial ordering $(v_n, \ldots, v_1)$, we present an algorithm to list all spanning trees in $G$ without repetition. Finding a 2-simplicial ordering is trivial; a 2-tree with more than two vertices has a simplicial vertex of degree 2, and every vertex of degree 2 is simplicial and can be used as the next vertex in the ordering. Hence maintaining the vertex degrees makes it very easy to generate a 2-simplicial ordering.

Given a 2-tree $G$ with 2-simplicial ordering $(v_n, \ldots, v_1)$, let $G_i = G[v_i, \ldots, v_1]$. Starting with $G_2$, which is isomorphic to $K_2$, we iteratively obtain the spanning trees of $G_2, \ldots, G_n$ in order. In particular, from the spanning trees of $G_{n-1}$ we obtain the spanning trees of $G_n$, by listing first those in which $v_n$ is a leaf and then those in which $v_n$ is not a leaf. The justification of our algorithm is based on the following observation.

**Observation 2.1.** Let $G$ be a 2-tree in which $v$ is a simplicial vertex with neighborhood $\{x, y\}$. A subgraph $T$ of $G$ is a spanning tree in which $v$ is not a leaf if and only if $v$ has degree 2 in $T$, the edge $xy$ is not in $T$, and the spanning subgraph $T'$ of $G - v$ with $E(T') = E(T) \cup \{xy\} - \{vx, vy\}$ is a spanning tree in $G - v$.

**Algorithm 1** Enumerate-Spanning-trees-without-repetitions($G$)

1: Input: A 2-tree $G$ with 2-simplicial ordering $(v_n, \ldots, v_1)$, for $n \geq 2$; define $G_i = G[v_i, \ldots, v_1]$ for $1 \leq i \leq n$.
2: Initialize LIST with the single spanning tree of $G_2$.
3: Let $\{x, y\}$ be the neighborhood of $v_i$ among $\{v_{i-1}, \ldots, v_1\}$.
4: for each spanning tree $T$ of $G_{i-1}$ in LIST, do
5: Append to LIST the two spanning trees of $G_i$ obtained by adding the edges $v_ix$ or $v_iy$ to $T$.
6: if $xy \in E(T)$, then Append to LIST the spanning tree of $G_i$ obtained by replacing $xy$ with the edges $v_ix$ and $v_iy$.
7: end for

**Theorem 2.2.** For a 2-tree $G$, Algorithm 1 lists all spanning trees of $G$ without repetition.

**Proof.** Let $G$ have $n$ vertices. We use induction on $n$, with trivial basis. Assume that the algorithm lists the spanning trees of $G_{n-1}$ without repetition. Deleting $v_n$ from any spanning tree of $G_n$ where $v_n$ is a leaf yields a spanning tree of $G_{n-1}$, which in the algorithm produces it in Step 5. By Observation 2.1 any spanning tree in which $v_n$ is not a leaf is produced by the algorithm in Step 6. Thus the algorithm lists all spanning trees of $G$ without repetition. Furthermore, since the trees are built by iteratively adding one vertex, the time taken is proportional to $nt$, where $t$ is the number of spanning trees. \qed
3 Bounds and Constructions

Let $T(G)$ denote the number of spanning trees in a 2-tree $G$. Again let $G_i = G[{v_i, \ldots, v_1}]$, where $(v_n, \ldots, v_1)$ is a 2-simplicial ordering of $G$.

**Theorem 3.1.** Fix $n \in \mathbb{N}$ with $n \geq 2$. If $G$ is an $n$-vertex 2-tree, then $2^{n-2} \leq T(G) \leq 3^{n-2}$.

**Proof.** From each spanning tree of $G_{n-1}$, the algorithm generates two spanning trees of $G_n$ in which $v_n$ is a leaf, and for each spanning tree containing the edge joining the neighbors of $v_n$, it generates one more tree in which $v_n$ is not a leaf. Hence the bounds follow immediately from Theorem 2.2 by induction on $n$. □

The bounds in Theorem 3.1 are not sharp. The constructions we present in this section actually minimize and maximize $T(G)$ among $n$-vertex 2-trees $G$. We will show in the next two sections that they are all the extremal 2-trees. Recall that the $n$-book $B_n$ is the $n$-vertex 2-tree obtained from the complete graph $K_2$ with vertices $x$ and $y$ by iteratively adding simplicial vertices with neighborhood $\{x, y\}$; it has $n-2$ simplicial vertices.

**Theorem 3.2.** The $n$-vertex 2-tree $B_n$ has $n2^{n-3}$ spanning trees.

**Proof.** To count the spanning trees directly, note that those containing the edge $xy$ simply partition the remaining vertices into neighborhoods of $x$ and neighbors of $y$; hence there are $2^{n-2}$ such trees. When $xy$ is not used, one of the $n-2$ remaining vertices is adjacent to both $x$ and $y$, and the remaining $n-3$ vertices are partitioned into neighbors of $x$ and neighbors of $y$. Hence $T(B_n) = 2^{n-2} + (n-2)2^{n-3} = n2^{n-3}$. □

It is well known that every chordal graph that is not a complete graph has (at least) two nonadjacent simplicial vertices (Dirac [12]).

**Lemma 3.3.** An $n$-vertex 2-tree $G$ has exactly two simplicial vertices if and only if $G$ has a 2-simplicial ordering $(v_n, \ldots, v_1)$ such that each $v_i$ is adjacent to $v_{i-1}$, for $2 \leq i \leq n$. That is, the vertices $v_n, \ldots, v_1$ form a path in order.

**Proof.** Since a vertex in a 2-tree with $n \geq 3$ is simplicial if and only if it has degree 2, the neighborhood in $G$ of a simplicial vertex $v$ contains at most one simplicial vertex of $G - v$ (if $n \geq 3$). Hence $G$ has at least as many simplicial vertices as $G - v$.

The only 2-tree with four vertices has exactly two simplicial vertices. If $n \geq 5$, then $G - v$ has the same number of simplicial vertices as $G$ if and only if $v$ is adjacent to some simplicial vertex of $G - v$. Hence in generating a larger 2-tree from the 4-vertex 2-tree by the reverse of a 2-simplicial ordering, the number of simplicial vertices remains 2 if and only if each subsequent added vertex is adjacent to a current simplicial vertex.
When there are exactly two simplicial vertices, this process can be reversed, because any simplicial vertex can be deleted next in a 2-simplicial ordering. In particular, we can avoid deleting one of the two original simplicial vertices. Since the number of simplicial vertices cannot decrease below 2, each vertex we delete from the “other end” is adjacent to one simplicial vertex, thus forming the desired path.

Various 2-trees having exactly two simplicial vertices. One is the “square” of the $n$-vertex path $P_n$, with vertices $\{v_i, \ldots, v_1\}$ and edges $\{v_i v_j : |i-j| \leq 2\}$. Another is obtained from $P_n$ by making one endpoint adjacent to all the other vertices. The number of spanning trees in the latter graph has been well studied (for example, see [13]). Surprisingly, all such 2-trees with $n$-vertices have the same number of spanning trees. We prove a more detailed statement for use later in proving the extremal result.

**Definition 3.4.** For a set $S$ of edges in a graph $G$, let $T(G; S)$ denote the number of spanning trees of $G$ containing $S$; we write simply $T(G; e)$ when $S = \{e\}$. Also, the Fibonacci sequence $\langle F \rangle$ is defined by $F_0 = 0$, $F_1 = 1$, and $F_n = F_{n-1} + F_{n-2}$ for $n \geq 2$. (The solution formula is $F_n = \frac{1}{\sqrt{5}}[(\phi^n - (-\phi)^{-n}]]$, where $\phi = (1 + \sqrt{5})/2$.)

**Theorem 3.5.** Let $e_0$ be an edge in a 2-tree $\hat{H}$, and let $\alpha = T(\hat{H})$ and $\beta = T(\hat{H}; e_0)$. For $p \geq 1$, let $G_p$ be a 2-tree grown from $\hat{H}$ by successively adding simplicial vertices $w_1, \ldots, w_p$ such that for $i \geq 2$ the neighbors of $w_i$ are the endpoints of an edge $e_{i-1}$ incident to $w_{i-1}$ ($w_1$ is adjacent to the endpoints of $e_0$). Letting $t_p = T(G_p)$ and $s_p = T(G_p; e_p)$, we have

$$t_p = F_{2p+1}\alpha + F_{2p}\beta \quad \text{and} \quad s_p = F_{2p+1}\alpha + F_{2p-1}\beta.$$ 

**Proof.** We use induction on $p$. Set $G_0 = \hat{H}$, so $t_0 = \alpha$ and $s_0 = \beta$. Extending the Fibonacci sequence by $F_{-1} = 1$ (preserving the recurrence), the claim holds for $p = 0$.

Consider $p \geq 1$. As in Theorem 2.2 we have $t_p = 2t_{p-1} + s_{p-1}$ and $s_p = t_{p-1} + s_{p-1}$. Using the induction hypothesis,

$$t_p = (2F_{2p-1}\alpha + 2F_{2p-2}\beta) + (F_{2p-2}\alpha + F_{2p-3}\beta) = F_{2p+1}\alpha + F_{2p}\beta,$$

$$s_p = (F_{2p-1}\alpha + F_{2p-2}\beta) + (F_{2p-2}\alpha + F_{2p-3}\beta) = F_{2p}\alpha + F_{2p-1}\beta.$$ 

**Corollary 3.6.** For an $n$-vertex 2-tree $G$ with exactly two simplicial vertices, $T(G) = F_{2n-2}$. The value is asymptotic to $\frac{1}{\sqrt{5}}[(1 + \sqrt{5})/2]^{2n-2}$, which is approximately $1.1708(2.618)^n$.

**Proof.** We grow $G$ from the 2-tree with two vertices by $n-2$ steps that add simplicial vertices. Thus we apply Theorem 3.5 with $p = n-2$ and $\alpha = \beta = 1$ to obtain $T(G) = F_{2n-2}$. 

\[ \square \]
4 2-Trees with the Most Spanning Trees

In this section we prove that the \( n \)-vertex 2-trees with the most spanning trees are those having exactly two simplicial vertices. We do this by proving that if \( G \) is an \( n \)-vertex 2-tree with more than two simplicial vertices, then some 2-tree with fewer simplicial vertices than \( G \) has more spanning trees than \( G \). We need additional computations based on Theorem 3.3.

**Lemma 4.1.** Let \( H \) and \( J \) be 2-trees properly containing the edge \( xy \). For every set \( S \subseteq E(J) \) such that \( S \) contains no cycle, \( T(H \cup J; S) \) is a strictly increasing function of \( T(H; xy) \).

**Proof.** We use induction on \( |V(J)| \); note \( |V(J)| \geq 3 \). Let \( v \) be a simplicial vertex of \( J \) not in \( \{x,y\} \), and let \( J' = J \setminus v \). Let \( N_J(v) = \{w,z\} \), and let \( e = wz \) (see Figure 1). For \( S \subseteq E(J') \), let \( t = T(H \cup J'; S) \) and \( s = T(H \cup J'; S \cup \{e\}) \). Note that \( S \cup \{e\} \) may contain a cycle when \( e \notin S \), in which case \( s = 0 \). Also \( S \cup \{e\} = S \) when \( e \in S \). By considering which edges in a spanning tree of \( H \cup J \) are incident to \( v \) (as in earlier arguments), we compute

\[
\begin{array}{c|c|c}
T(H \cup J; S) & \text{if } e \notin S & \text{if } e \in S \\
T(H \cup J; S \cup \{vw\}) & = 2t + s & = 2s \\
T(H \cup J; S \cup \{vz\}) & = t + s & = s \\
T(H \cup J; S \cup \{vw, vz\}) & = t + s & = s \\
\end{array}
\]

When \( |V(J)| = 3 \), the value \( t \) is independent of \( s \) and hence constant as a function of \( s \), but adding \( s \) gives the desired behavior. When \( |V(J)| > 3 \) and the specified set is acyclic, by the induction hypothesis all summands are strictly increasing in \( s \).

![Figure 1: 2-trees \( H \) and \( J \) sharing an edge \( xy \) in Lemma 4.1.](image)

**Lemma 4.2.** Let \( e_0 \) be an edge in a 2-tree \( \hat{H} \) with at least three vertices, and let \( \alpha = T(\hat{H}) \) and \( \beta = T(\hat{H}; e_0) \). For \( p \geq 1 \), let \( G_p \) be a 2-tree grown from \( \hat{H} \) by successively adding simplicial vertices \( w_1, \ldots, w_p \) such that the neighbors of \( w_i \) are the endpoints of an edge \( e_{i-1} \) incident to \( w_{i-1} \) (\( w_1 \) is adjacent to the endpoints of \( e_0 \)). Let \( e' \) be the edge of \( G_1 \) other than \( e_1 \) that is incident to \( w_1 \) and \( e_0 \). The numbers of spanning trees containing \( e_0 \) and \( e' \) satisfy

\[
T(G_p; e_0) = F_{2p+1} \beta \quad \text{and} \quad T(G_p; e') = F_{2p-1} \alpha + F_{2p} \beta
\]

In addition, \( T(G_p; e_p) > T(G_p; e_0) \) and \( T(G_p; e_p) > T(G_p; e') \).
Proof. See Figure 2. By Theorem 3.5, \( T(G_p; e_p) = F_{2p+1}\alpha + F_{2p}\beta \). Hence the final statement follows immediately from the claimed formulas for \( T(G_p; e_0) \) and \( T(G_p; e') \).

For \( T(G_p; e_0) \), note that the vertices of \( e_0 \) form a separating 2-set in \( G_p \). Let \( G' \) be the subgraph of \( G_p \) induced by the endpoints of \( e_0 \) and the vertices \( w_1, \ldots, w_p \). Every spanning tree in \( G_p \) containing \( e_0 \) is the union of two trees containing \( e_0 \): a spanning tree in \( \hat{H} \) and a spanning tree in \( G' \). Note that \( G' \) is a 2-tree with two simplicial vertices and can be grown in reverse order by switching the roles of \( e_0 \) and \( e_p \). Thus \( T(G'; e_0) \) is the value of \( s_p \) from Theorem 3.5 when starting with \( \alpha = \beta = 1 \), since \( G' \) is grown from a 2-tree consisting of one edge. Multiplying by \( T(G_0; e_0) \) yields \( T(G_p; e_0) = (F_{2p} + F_{2p-1})\beta = F_{2p+1}\beta \).

For \( T(G_p; e') \), we subtract from \( T(G_p) \) the number \( \tau \) of spanning trees of \( G_p \) that do not contain \( e' \). Deleting \( e' \) leaves the common vertex of \( e_0 \) and \( e_1 \) as a cut-vertex. Hence \( \tau \) is the product of the numbers of spanning trees in the two blocks of \( G_p - e' \). One block is just \( G_0 \). The other is a 2-tree with \( p + 1 \) vertices having exactly two simplicial vertices. By Corollary 3.6, it has \( F_{2p} \) spanning trees. By Theorem 3.5, \( T(G_p) = F_{2p+1}\alpha + F_{2p}\beta \). Altogether, we have \( T(G_p; e') = F_{2p+1}\alpha + F_{2p}\beta - F_{2p}\alpha = F_{2p-1}\alpha + F_{2p}\beta \). \( \square \)

![Figure 2: Growing \( G_6 \) from \( \hat{H} \) containing \( e_0 \) in Lemma 4.2](image)

For an \( n \)-vertex 2-tree \( G \) with more than two simplicial vertices, an appropriate decomposition of \( G \) will allow us to invoke these two lemmas to obtain an \( n \)-vertex 2-tree with more spanning trees.

**Theorem 4.3.** If \( n \geq 4 \) and \( G \) is an \( n \)-vertex 2-tree with more than two simplicial vertices, then \( G \) has fewer spanning trees than the \( n \)-vertex 2-trees with two simplicial vertices.

**Proof.** There is only one 4-vertex 2-tree, and it has two simplicial vertices. For \( G \) as specified, we obtain an \( n \)-vertex 2-tree \( G' \) with more spanning trees. We do this by expressing \( G \) as \( H \cup J \) with one common edge to apply Lemma 4.1 and we will apply Lemma 4.2 after forming \( G' \) by attaching \( J \) at an edge belonging to more spanning trees than \( e \) in \( H \).

Let \( v \) and \( v' \) be two simplicial vertices in \( G \); they are not adjacent. While there remain other simplicial vertices, iteratively delete a simplicial vertex not in \( \{v, v'\} \). This begins a 2-simplicial ordering of \( G \). When the process cannot continue further, what remains is a 2-tree \( H' \) contained in \( G \); the only simplicial vertices of \( H' \) are \( v \) and \( v' \). See Figure 3.
Let $q = |V(H')|$. Let $(v_q, \ldots, v_1)$ be the 2-simplicial ordering of $H'$ where $v_q = v$ and $v_1 = v'$. Each vertex of $G$ not in $H'$ belongs to a 2-tree that shares exactly one edge with $H'$ and grows from that edge by adding 2-simplicial vertices. Such an edge $e$ cannot be incident to $v$ or $v'$, since $v$ and $v'$ are simplicial in $G$. Either $e$ consists of the neighbors of some $v_j$ when $v_j$ is deleted in $(v_q, \ldots, v_1)$, or $e$ consists of $v_j$ and one such neighbor. Let $j^*$ be the largest such index $j$. Let the resulting edge $e$ be the crucial edge, specified as the edge incident to $v_{j^*}$ rather than the one joining the neighbors of $v_{j^*}$ if both choices are available. The example in Figure 3 shows the case where $e$ is incident to $v_{j^*}$. Let $p = q - j^* + 1$, and let $w_i = v_{j^*-1+i}$ for $1 \leq i \leq p$.

Let $\hat{H}$ be the 2-tree obtained from $G$ by deleting $w_p, \ldots, w_1$ and all the vertices not in $H'$ that belong to the maximal 2-tree sharing only the crucial edge $e$ with $H'$. In the language of Lemma 4.2, restoring $w_p, \ldots, w_1$ yields a 2-tree $G_p$ with the edge $e_p$ being incident to $v$ and $e$ playing the role of $e'$ or $e_0$. By Lemma 4.2 $T(G_p; e_p) > T(G_p; e)$.

Now let $H = G_p$, and let $J$ be the 2-tree induced by the endpoints of $e$ and all the vertices outside $H'$ deleted from $G$ to form $\hat{H}$; note that $G = H \cup J$. Let $G'$ be the 2-tree obtained as $H \cup J$ by using $e_p$ as the common edge instead of $e$. Setting $S = \emptyset$ in Lemma 4.1 now yields $T(G') > T(G)$.

\[ \text{Figure 3: Reattaching } J \text{ to form } G' \text{ from } G \text{ in Theorem 4.3.} \]

5 2-Trees with the Fewest Spanning Trees

We close by proving that the unique $n$-vertex 2-tree having the fewest spanning trees is $B_n$, the 2-tree with $n - 2$ simplicial vertices (see Theorem 3.2).

**Theorem 5.1.** If $G$ is a $n$-vertex 2-tree other than $B_n$, then $T(G) > T(B_n)$.

**Proof.** It suffices to show that some $n$-vertex 2-tree other than $G$ has fewer spanning trees than $G$. The book $B_n$ is characterized by the fact that every two simplicial vertices have
the same neighborhood. If $G \neq B_n$, then let $v_1$ and $v_2$ be simplicial vertices in $G$ whose neighborhoods are not equal. Let $H = G - \{v_1, v_2\}$.

For $i \in \{1, 2\}$, let $e_i$ be the edge joining the neighbors of $v_i$, let $\beta_i = T(H; e_i)$, and let $G_i$ be the graph obtained from $H$ by adding two simplicial vertices each having neighborhood $N_G(v_i)$ (see Figure 5.1). Let $\gamma = T(H; \{e_1, e_2\})$.

Spanning trees in $G$ have two, three or four edges incident to $\{v_1, v_2\}$; we compute $T(G) = 4T(H) + 2\beta_1 + 2\beta_2 + \gamma$. Spanning trees in $G_i$ have two or three edges not in $H$; we compute $T(G_i) = 4T(H) + 4\beta_i$. Thus

$$2T(G) = 8T(H) + 4\beta_1 + 4\beta_2 + 2\gamma,$$

$$T(G_1) + T(G_2) = 8T(H) + 4\beta_1 + 4\beta_2.$$

Since a spanning tree can be grown from any subtree, $\gamma \neq 0$. Thus $T(G_1) + T(G_2) < 2T(G)$, and $G_1$ or $G_2$ has fewer spanning trees than $G$. □

![Figure 4: Graphs $G_1$ and $G_2$ compared with $G$ in Theorem 5.1.](image)
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