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Abstract—The increasing penetration of non-synchronous renewable energy sources (NS-RES) alters the dynamic characteristic, and consequently, the frequency behaviour of a power system. To accurately identify these changing trends and address them in a systematic way, it is necessary to assess a large number of scenarios. Given this, we propose a frequency stability assessment framework based on a time-series approach that facilitates the analysis of a large number of future power system scenarios. We use this framework to assess the frequency stability of the Australian future power system by considering a large number of future scenarios and sensitivity of different parameters. By doing this, we identify a maximum non-synchronous instantaneous penetration range from the frequency stability point of view. Further, to reduce the detrimental impacts of high NS-RES penetration on system frequency stability, a dynamic inertia constraint is derived and incorporated in the market dispatch model. The results show that such a constraint guarantees frequency stability of the system for all credible contingencies. Also, we assess and quantify the contribution of synchronous condensers, synthetic inertia of wind farms and a governor-like response from de-loaded wind farms on system frequency stability. The results show that the last option is the most effective one.

Index Terms—Frequency control, future power system security, minimum system inertia, rotational kinetic energy, synchronous condensers, synthetic inertia.

I. INTRODUCTION

FUTURE power system (FPS) security will be challenged by the increasing penetration of non-synchronous renewable energy sources (NS-RES). With high penetration levels of NS-RES, power system’s dynamic complexity increases, which makes it very difficult to define the worst case scenarios used for system stability assessment. Furthermore, with a high level of uncertainty related to NS-RES, even the process of defining the worst case scenarios becomes a challenging task. Therefore, the traditional way of assessing system stability, where the worst case scenarios are usually defined, may no longer be valid. As a result, using the current widely accepted criteria for defining critical operation points and contingencies may fail to identify all critical conditions that might threaten power system stability. This, particularly, has a profound impact on system frequency stability where the increased penetration of NS-RES reduces the total inertia, as well as the governor response of the system. This, in turn, has adverse effects on the system frequency control, and can significantly change the system frequency behaviour, as characterised by the rate of change of frequency (RoCoF) and the frequency nadir [1]–[4].

Therefore, with a high penetration of NS-RES, system frequency control becomes a challenging task, and needs to be dealt with in a systematic way. Thus, in this paper, we propose a frequency stability assessment framework to evaluate the frequency stability of a system with high penetration of NS-RES for a large number of scenarios. We utilise the proposed methodology to assess the frequency stability of the Australian FPS for a large number of scenarios by considering different penetration of NS-RES and prosumers [1]. Further, we perform sensitivity analysis to study the impact of different load model and inertia location on system frequency stability. Finally, we use some of conventional and non-conventional resources to improve system frequency response, and quantify their contribution on system frequency control.

Studies have shown that with high penetration of NS-RES, it might be very difficult to maintain system frequency within the stable limits [1]–[7]. In [3], the frequency stability of the US Western Interconnection was assessed. The results show that a 50% non-synchronous instantaneous penetration (NSIP) deteriorates the frequency response of the system compared to the current situation; however, it is not considered as an immediate issue provided that adequate fast frequency responsive resources are available. In contrast, EirGrid in Ireland has introduced a maximum of 50% NSIP to maintain the system frequency response within the permissible bounds [7]. Although the above studies give some insight into the effect of high penetration of NS-RES on system frequency stability, it is difficult to make a general conclusion. Nonetheless, studies have shown that system frequency stability is an especially serious issue for small and weakly interconnected systems, such as Ireland grid [1] and the Australian National Electricity Market (NEM). Hence, the Australian Energy Market Operator (AEMO) has identified system frequency control as an immediate challenge for FPS security [6], mainly because the transmission network is very long, and areas can be disconnected.

Currently, in the NEM, eight frequency control ancillary service (FCAS) markets conjointly operate with other spot

1Consumers equipped with distributed generation (e.g. rooftop-PV) and battery storage (BS) are referred to prosumers (producer - consumer).
markets in real time [3]. These FCAS markets provide primary frequency support with three different speeds of response - 6 s, 1 min, and 5 min. Hence, the primary frequency control might not be considered as an immediate issue for the FPSs provided that a similar model is implemented. On the other hand, a higher RoCoF, which is a consequence of low system inertia, is considered as an immediate challenge [5], [6]. Indeed, low system inertia was identified as one of the main reasons for the South Australia’s (SA) blackout on 28 September 2016 [7]. After separation of the SA system from rest of the NEM, inertia was very low in the SA system, which resulted in a considerably fast RoCoF; consequently, the system frequency dropped below 47 Hz before the activation of the under frequency load shedding (UFLS) scheme.

Note that a higher RoCoF leaves insufficient time for activation and deployment of primary frequency response, and it might trigger generators RoCoF protection, which would result in tripping of additional synchronous generators (SGs). Further, with the increased RoCoF, the maximum torque and mechanical stress increases in the machines. In some situations, with a RoCoF of $-1 \text{ Hz s}^{-1}$, an under-excited machine’s rotor cannot follow the fast speed reduction of the grid, so it loses its opposed force and speeds up, which would eventually result in pole slip [10]. It has also been reported that fast frequency events can have detrimental effects on combustion turbines because of potential turbine combustor lean-blowout [11].

Therefore, with a high penetration of NS-RES, it is crucial to maintain system frequency within its stable limits. To deal with this issue, some studies have proposed a maximum NSIP limit, which requires a certain portion of power to be produced by the SGs at all times [11], [12]. Similar approaches have been proposed in [13] and [14], where a frequency control security constraint was integrated in the market dispatch model. However, before integrating any frequency control security constraint in the market dispatch model, it has to be defined precisely, and the limits for this constraint have to be identified accurately. To do this in a systematic way, it is vital to have a suitable framework to precisely assess the frequency stability of FPSs, and determine the maximum NSIP that a system can operate without violating its frequency stability limits.

With such an objective, this paper proposes a frequency stability assessment framework based on time-series analysis in Section II. Then, in Section III, we use the proposed framework to perform scenario based sensitivity analysis, which allows us to accurately assess the frequency stability of the Australian FPS for all credible contingencies (CCs; e.g. loss of largest in-feed generator). By doing this, we can identify the highest NSIP ranges that the system can withstand without violating its frequency stability limits. In Section IV, we employ the proposed framework to incorporate a RoCoF based dynamic inertia constraint into the market dispatch model to improve frequency stability of the system with high penetration levels of NS-RES. Further, we use some of the conventional, such as synchronous condensers (SC) [14], and non-conventional resources, such as wind farm’s (WF’s) synthetic inertia [15], and a governor-like response from WFs to improve frequency response of the system. By doing this, we can evaluate and quantify the contribution of these resources on system frequency control, as well as identify the most effective option for system frequency control. Note that the WFs’ governor-like response can be achieved by initially curtiling wind energy and operating the WFs in a de-loaded (suboptimal) mode, and changing their operation mode from sub-optimal to optimal in the inception of an event [16]. Finally, conclusions are presented in Section V.

### II. FREQUENCY STABILITY ASSESSMENT FRAMEWORK AND CASE STUDIES

Our framework is based on the stability scanning framework proposed in [17], [18]. Algorithm 1 summarises the proposed framework. Notice that it not only captures the most relevant aspects of power system operation that alter frequency response of the system following a CC, but also defines and identifies the CCs for large number of scenarios using time-series approaches.

#### A. Inputs and Scenarios

Unlike previous deterministic studies where a few specific operation points were used to assess the frequency stability of a system [3], our framework utilises a large number of scenarios, which is crucial for identifying principal issues related to system frequency stability. For extensive time-series studies proposed in this paper, use of a simplified network model would be sufficiently accurate and computationally efficient [4]. Although the simplified model provides an approximate result, it would be a good representation of qualitative trend in the system dynamic behaviours. Furthermore, the Australian NEM has one of the longest transmission networks (i.e. more than 5000 km long), in which four states are weakly connected [19]. Considering these, we use a simplified four-area network model of the NEM as shown in Fig. 1 where each state is represented by one area (i.e. Queensland (QLD), New South Wales (NSW), Victoria (VIC) and SA). The inter-state transmission lines are augmented accordingly to accommodate the new generation and demand for the year 2040 [20]. As the base scenario, we use the

---

**Algorithm 1 FPS Frequency Stability Assessment Framework**

**Inputs:** Network data, generation data, ancillary service requirements (e.g. spinning reserve), wind, solar and demand traces for each scenario $s \in S$ in the studied year.

```
1: for $s \leftarrow 1, |S|$ do
2:   for $t \leftarrow 1, |T|$ do
3:     Market simulation (generation dispatch);
4:     Identify credible contingencies;
5:     Load-flow analysis;
6:     end for
7:   for $c \leftarrow 1, |C|$ do
8:     for $t \leftarrow 1, |T|$ do
9:       Frequency stability assessment by;
10:      Considering all the credible contingencies;
11:     end for
12:   end for
13: end for
```

**Outputs:** Frequency stability indices (i.e. minimum RoCoF and frequency nadir) for each time slot $t \in T$, for each sensitivity case $c \in C$, and for each scenario $s \in S$. 

current NEM generation portfolio, summarised in Table I with approximately 10% non-synchronous annual penetration (NSAP) (i.e. 10% of annual energy is supplied by NS-RES predominantly WFs). Then, we incrementally retire the coal fired generators and increase the NSAP by 10% up to 90%. To do this, we use the Australian 100% renewable studies as guidelines [20]–[22]; this will result in a total of nine different scenarios; |S| = 9. In order to perform a comprehensive study, each scenario is analysed for one year at hourly resolution, |T| = 8760, to capture a wide range of intra day and inter seasonal demand and generation variations. The hourly demand, wind and solar traces for each scenario are extracted from the Australian National Transmission Network Development Plan (NTNDP) [23].

### B. Market Simulation (Line 1-6, Algorithm 7)

In restructured power systems, market dynamics can affect system operation, and consequently, system frequency stability [24]. Furthermore, system frequency dynamics can be influenced by several factors as follows [14]:

\[
\frac{df}{dt} = \frac{f_0}{2T_s I_s} p_{\infty} - \frac{f_0}{2T_s D_{load}} f,
\]

where \( f_0 \) is the reference frequency of the system prior an incident, \( p_{\infty} \) is size of the CC, \( D_{load} \) denotes the frequency damping of the system load, \( f \) is the system frequency, and \( I_s \) represents the level of system synchronous inertia, given by:

\[
I_s = \sum_{i=1}^{N} H_{g,i} S_{B,i},
\]

where \( H_{g,i} \) and \( S_{B,i} \) are inertia constant, and rated MVA of generator \( i \), respectively, and \( N \) is the number of online SGs in the system. Note that the above parameters as well as system governor response, and system primary reserve

\[^2\text{http://www.nem-watch.info/}\]

would change from one period to the following; therefore, to capture the effect of market dynamics and other changes on system frequency stability, we run the market dispatch model. The market dispatch model is based on a modified unit commitment (UC) problem that aims to fulfil the demand requirement while minimising generation cost by considering fixed, start-up, shut-down and fuel cost of all generators. In addition, the dispatch decisions are constrained by the minimum thermal stable limits, ramp rates, minimum up/down time of SGs, renewable resource availability and thermal limits of transmission lines [25]. In the market dispatch model, it is assumed that the conventional SGs, such as coal fired power plants, open cycle gas turbines (OCGT) and combined cycle gas turbines (CCGT) bid at their respective short-run marginal cost (SRMC), estimated using the predicted fuel price, thermal efficiency, and variable operation and maintenance (O&M) cost in 2040 [26]; while, the NS-RES generators (e.g. WFs and PV plants) bid with zero SRMC. Notice that the NS-RES would push the conventional SGs out of the merit order. This, in turn, can significantly reduce the size and the operation point of CCs (e.g. largest in-feed units). Therefore, during the market simulation, we identify the size and operating point of the CCs using equation [7][3].

\[
p_{g,t}^i = \max (p_{g,t}) \quad g \in G^{\text{syn}},
\]

where, \( p_{g,t} \) represents the dispatch level of generator \( g \) during time period \( t \), and \( G^{\text{syn}} \) is the set of all SGs. Once the dispatch results for a specific hourly scenario are generated and the CCs are identified, we perform load flow analysis, which provides the initial condition for dynamic simulations.

### C. Sensitivity Cases and Frequency Stability Assessment (Line 7-13, Algorithm 7)

For a comprehensive frequency stability assessment, we consider the sensitivity of some of the most relevant parameters given in [1] including the load model, as well as the size and the location of contingencies as shown in Fig. 4. The static load model (Ls) is a constant impedance, due to high simulation burden, we consider only the largest in-feed unit as a CC and find its operation point. For more detail studies, we can monitor the in-feed power at every node to find the node with the highest in-feed power, and consider it as a CC.

![Fig. 1. Simplified network diagram of the NEM.](http://www.nem-watch.info/)

![Fig. 2. A summary of scenarios and sensitivity cases, NSXX is the NSAP and varies from 10% to 90%.](http://www.nem-watch.info/)
current and power (ZIP) model \cite{27}; whereas, the dynamic load model (Ld) consists of 40\% induction machines \cite{28}, and 60\% ZIP. For the size of the variable contingency (Cv), we use the values obtained from \cite{3}; whereas, for the size of the fixed contingency (Cf), we use the size of the largest in-feed generator that currently operates in the NEM, i.e. 666 MW \cite{19}. We consider the above cases in all areas; namely, QLD, NSW, VIC and SA. So, considering the number of scenarios \(|S| = 9\), and sensitivity cases (2x2x4)=16, we will assess a total of 144 cases in a year; \(|C| = 144\), with \(|T| = 8760\) in a year; resulting in 1,261,440 simulation runs. Based on Fig. 2, we use the following convention to present the results; for the form \(NSxx-Ls/d,Cv/f,Location-Metre\) shows the contingency size, i.e. \(Cv\) and \(Cf\); Location provides information regarding the location of the CC; and Metre is the bus where the measurements were taken. An example is give as follows:

- \(NS40-LdCvNSW-SA\): the NSAP is 40\%; dynamic load model is used; contingency size is obtained from equation \(3\); contingency location is NSW; and the measurement is taken from the SA's bus.

\section{Outputs}

The proposed framework provides a set of outputs for every simulated hour; namely, the minimum RoCoF and frequency nadir. We use these output indicators to estimate the critical range of NSIP that the Australian FPS can accommodate from a system frequency stability point of view. The NSIP for every period \(t\) is defined as follows:

\begin{equation}
\text{NSIP} = \frac{p_t^{\text{NS-RES}}}{p_t^{\text{NS-RES}} + p_t^{\text{SGs}}},
\end{equation}

where \(p_t^{\text{NS-RES}}\) and \(p_t^{\text{SGs}}\) are the power contribution of NS-RES and SGs, respectively.

\section{Frequency Stability Assessment Results}

The framework proposed in Section II is used for the frequency stability assessment of the Australian FPS. All SGs are modelled with their governor, excitation system and power system stabilisers \cite{19, 29}. Also, all WFs are modelled as Type IV wind turbine generators, and all utility PV plants are modelled as full converter interface generators.

![Fig. 3. Histograms of system synchronous inertia for all scenarios; for consistency all histograms are plotted on the same scale.](image)

![Fig. 4. System primary reserve for all scenarios; \(P_{\text{max}}(t) - P_g(t), g \in G^{\text{syn}}\).](image)

![Fig. 5. Size of credible contingency (Cv) based on Algorithm 1.](image)

\subsection{Market Dispatch Results}

We perform UC simulation for the nine scenarios introduced in Section II. First, we examine the generation mix generated by solving the nine UC scenarios. To deal with the unpredictability of load and generations, we considered a minimum of 10\% spinning reserve from SGs for scenarios \(NS10\) to \(NS80\) in each region. With such a constraint, it was infeasible to increase the NSAP to above 83\%; therefore, in scenario \(NS90\) we dropped the spinning reserve constraint. Notice that behind scenario \(NS80\) the system is predominantly renewable based with some biofuel fired OCGTs in each region that provide operational flexibility for the system \cite{21}; hence, scenario \(NS90\) can be considered as a 100\% renewable based network with a generation mix of WFs, Hydro, concentrated solar power (CSP), PV-plants and OCGTs. Second, we evaluate the impact of high penetration of NS-RES on the amount of available synchronous inertia and system primary reserve, which can be directly linked to the RoCoF and frequency nadir \cite{14}. As illustrated in Fig. 3 with the increasing penetration of NS-RES, not only the system synchronous inertia reduces, but it also becomes more time variant. For instance, in scenario \(NS10\), the synchronous inertia varies between 114 GWs and 234 GWs with a mean value of 159 GWs; whereas, in scenario \(NS90\), the variation is between 4 GWs and 178 GWs with a mean value of 18 GWs. The system primary reserve follows a similar trend, as shown in Fig. 4. The combined reduction of synchronous inertia as well as system primary reserve can have significant detrimental impacts on system frequency stability, which will be analysed in the next subsection. Third, we evaluate the changes in the size of CCs. As shown in Fig. 5 there is a significant discrepancy among the sizes of CCs in different scenarios, e.g. in scenario \(NS10\), the size of CC falls below 666 MW approximately 10\% of the time; whereas, in scenario \(NS80\), this time increases to more than 95\%. This might have a positive impact on system frequency stability. Therefore, it is very important to consider these changes and assess their
imposition on system frequency stability. Finally, we use the UC results to perform load flow analysis. The load flow results are used as the initial conditions for the frequency stability assessment of the system in the following subsection.

B. Frequency Stability Results

We analyse the frequency behaviour of the system for the first 50 s following a CC for all the cases introduced in Section II. This will allow us to quantify the impacts of reduced inertia, and primary reserves on system frequency stability; namely RoCoF and frequency nadir. Fig. 6 summarises the inertia, and primary reserves on system frequency stability; namely, load model, CC size, CC location and prosumers in the following subsections.

1) The Impact of the Load Model: The effect of the load model on the system frequency stability performance is significant. As an example, Fig. 8a illustrates the RoCoF considering static load model (NS80-LsCvVIC-VIC) and dynamic load model (NS80-LdCvVIC-VIC). Observe that with the Ls, the RoCoF deteriorates compared to Ld. Overall, it was observed that the impact of load model is more evident with a high NSIP and load level, e.g. Fig. 8b, $t = 36$ h. This is because with a high NSIP and load level, the system inertia decreases, while the frequency damping of the system load ($D_{load}$) increases. Therefore, the term including $D_{load}$ in equation (1) becomes more dominant; as a result, the contribution of load dynamic becomes more significant.

2) The Impact of Contingency Size: The impact of contingency size is evidently significant on system frequency stability indices. For instance, observe in Fig. 8b that the RoCoF is notably better in Case NS80-LsCvVIC-VIC, where the CC size was identified during the market simulation, compared to Case NS80-LsCvNSW-SA, where a fixed CC size was assumed. Observe how the size of CC in Fig. 8 affects the RoCoF in Fig. 8b. As shown in Fig. 8 for scenario NS80 only less than 5% of the time the CC size obtained from Algorithm (Cv) is the same as the assumed CC size (Cf); while, in about 60% of the time the Cv size can be as small as half size of the Cf. As shown in equation (1) the size of CC is directly proportional to RoCoF. As a result, the RoCoF is considerably better in Case NS80-LsCvVIC-VIC, with variable contingency size compared to Case NS80-LsCvVIC-VIC, where the contingency size is fix. This clearly demonstrates the importance of CC size; hence, accurate identification of CC size would be crucial for frequency stability assessment of FPSs.

3) The Impact of Contingency Location: The effect of contingency location on RoCoF is shown in Fig. 8c. Observe that in Case NS80-LsCvNSW-SA, where the contingency is occurring in NSW, the RoCoF is not as severe as the Case NS80-LsCvSA-SA, where the incident is in SA. This illustrates the impact of network strength on frequency stability performance.
Overall, it was observed that the network strength plays a crucial role on frequency stability behaviour. For instance, the end regions of the NEM that are weakly connected to the system, QLD and SA, were more vulnerable to an incident than the middle regions that are strongly connected to system, NSW and VIC.

4) The Impact of Prosumers: To study the impact of prosumers on system frequency stability, we use the generic demand model proposed in [31]. This model aims to capture the aggregated effect of prosumers for market modelling and stability studies. Notice that of the total demand on each state, the percentage of prosumers with battery storage (BS) for NSW, VIC, QLD, and SA are 6.3%, 8.6%, 16%, and 22%, respectively inspired by AEMO [32]. Further, to assess the sensitivity of BS capacity, BS capacities of 1.8 kW h [32], and 3 kW h per 1 kW of rooftop-PV are considered. Observe that with the increased penetration of prosumers, the net demand profile of the system becomes smoother as shown in Fig. 9a. This is because prosumers utilise their rooftop-PV and exploit the flexibility of their BS system to shift their consumption from peak hours to non-peak hours by maximising their self-consumption [31]. This, in turn, has an implication on the amount of available inertia as well as the size of CC as shown in Fig. 9b and c, respectively. Notice that with high penetration of prosumers not only the net demand of the system, but also the system inertia and the size of CC reduces in some hours, e.g. $t = 18$ h to 24 h. The combined reduction of system inertia as well as CC size results in a better system RoCoF as illustrated in Fig. 9d. Overall, it was observed that BS cases had the least number of hours that the RoCoF violated its limits.

5) Summary: The results suggest that the system frequency response is sensitive to many parameters that can change from one period to the following, which makes it difficult to define a single NSIP that would ensure the stable operation of the system. Therefore, instead of defining a single critical NSIP, a critical NSIP range has to be defined as shown in Fig. 10. After analysing the sensitivity of different parameters, we identify the most vulnerable cases, i.e. those with the highest number of hours that the RoCoF violates its limits, and present the results in Fig. 10. Observe that for a critical RoCoF, $\frac{df}{dt} = -0.5$ Hz s$^{-1}$, the system critical NSIP range would be 60% to 67%, which can increase up to 84% for a critical RoCoF, $\frac{df}{dt} = -1$ Hz s$^{-1}$. To ensure that the RoCoF is within its permissible bounds in all operation conditions, we will introduce a dynamic inertia constraint in the next Section.

IV. Improving Frequency Response of the System With High Penetration of NS-RES

To improve frequency response of the system with high penetration of NS-RES following a contingency, we explore following approaches: 1) adding a dynamic inertia constraint to the market dispatch model, 2) using other resources, such as WFs and SCs.

A. Dynamic Inertia Constraint

Initially, we implemented a global inertia constraint for the whole system; however, for the NEM, which has a very long transmission network (over 5000 km from QLD to SA), as shown in Fig. 11 the global inertia constraint was ineffective because inertia location is also very important as demonstrated in Section III-B. Therefore, in the time domain simulations, the RoCoF violated its limits due to uneven distribution of inertia in different regions. To assure that each region has sufficient amount of inertia that would prevent the RoCoF from violating its limits, we consider regional RoCoF constraints for each region. To do this, first we identify the size of CC, $p_{cc,r,t}$, in each region as follows:

$$p_{cc,r,t} = \max \{ p_{g,t} \} \quad g \in \{ G^S \cap G_r \},$$
where $G_r$ is set of all generators in region $r \in R$. Then, we incorporate the regional inertia constraint in the UC problem. Note that at the inception of an incident, we can assume that the contribution of the load damping on the RoCoF is insignificant; thus, by simplifying equation (1), we can consider the following inertia constraint for each region:

$$I_{s,r} \geq \frac{f_0 \rho_{cc,r}}{2[\frac{df}{dt}]_{cc}}$$

where $I_{s,r}$ represents the total inertia of region $r \in R$, which is determined considering status (i.e. on/off), inertia constant $H_g$ and MVA rating of each SG, as given in equation (7), with $N_r$ being the number of total SG in region $r \in R$. $f_0$ is system frequency at the inception of the event, $\rho_{cc,r}$ is the size of CC in region $r \in R$ identified from equation (5), and $\frac{df}{dt}$ is the critical RoCoF (i.e. considered as $-0.5$ Hz s$^{-1}$).

$$I_{s,r} = \sum_{i=1}^{N_r} H_{g,i} S_{B,i}$$

The effectiveness of regional inertia constraints on system synchronous inertia level as well as RoCoF is illustrated in Fig. 11. Observe that with no inertia constraint in Case NS80-LdCvQLD-QLD the system synchronous inertia can reduce to below 26 GW s. Whereas, with the inertia constraint in Case NS80-LdCvQLD-QLD-IC a minimum synchronous inertia of $I_s \approx 30$ GW s is maintained. As a result, with the inertia constraint, the RoCoF does not violate its limits as shown in Fig. 11b. Nonetheless, incorporation of inertia constraint in the UC problem results in curtailment of 380 GW h energy from WFs. Note that by curtailing wind energy in a coordinated way, we might be able to add more flexibility to the system, which will be explored in the next subsection.

### B. Utilisation of Other Sources for Frequency Control

To improve system frequency response, we use three different techniques and perform time-series analysis for a whole year. This will allow us to compare and quantify the contribution of each option. To do this, we use Case NS80-LdCvQLD-QLD as the base case and explore the following options:

- **Normal**: This is the reference option and no additional source is used for improving system frequency response.
- **SC**: In every region, we consider one synchronous condenser (SC), with ($S = 400$ MV A) and ($H = 6$ s). This would add a total synchronous inertia of $(I_s = 9.6$ GW s) to the system around the clock.
- **IE**: Since the contingency is located in QLD, we consider one of the QLD’s WFs that operates at near its rated capacity and provides $P_{WF,t} = 600$ MW all over the year. We apply the inertia emulation (IE) technique [33] to exploit the rotational kinetic energy of this WF for frequency control.
- **DL**: We use the same WF introduced earlier and de-load (DL) it by 5%, which results in $P_{WF,t} = 570$ MW. The de-loading is achieved by pitching the blade angles and increasing the rotor speeds of the wind turbines [16]. Note that the total curtailed energy of the WF over the year would be 263 GW h compared to 380 GW h resulted from implementation of inertia constraint.

Fig. 12 summarises the minimum RoCoF and the frequency nadir of the system for all options. Observe that in the Normal option the RoCoF violates its critical value (i.e. $-0.5$ Hz s$^{-1}$) in many hours; whereas, in the other options, i.e. SC, IE and DL, the RoCoF does not violate its critical value and falls between $-0.5$ Hz s$^{-1}$ and $-0.1$ Hz s$^{-1}$. Thus, from the RoCoF perspective, the most effective option is SC followed by DL and IE, as shown in Fig. 13. This is because in Option SC the amount of synchronous inertia is considerably high compared to other options. Further, in contrast to DL and IE options that require control action to provide inertial response, SC provides natural response, which is more effective. Note that the available kinetic energy of the WF in Option DL is more than Option IE because the de-loading is achieved by increasing the rotor speed of the wind turbines as well as pitching of the wind turbines’ blades.

The frequency nadir, however, has been affected differently as shown in Fig. 11b. For instance, in Option SC, since the SC provides inertial response but not governor response, it reduces the minimum RoCoF and delays the frequency nadir, but has insignificant impact on the value of the frequency nadir. In
Option IE, the RoCoF improves; however, the frequency nadir deteriorates compared to base case in some hours as shown in Fig. [12]. This is because extraction of kinetic energy from a wind turbine reduces its rotor speed, and in turn, its coefficient of performance. Recovery of the coefficient of performance following inertia emulation requires kinetic energy that should be provided by the grid. In some situations, this would result in a second frequency nadir as shown in Fig. [13]. As a result, the number of hours that the frequency nadir falls between 49.3 Hz and 49.8 Hz slightly increases compared to base case. Nonetheless, Option DL not only improves RoCoF and frequency nadir, but it also has a positive impact on settling frequency; because, in addition to kinetic energy, it releases additional power to the grid using a governor-like control.

V. Conclusions

This paper introduces a framework for frequency stability assessment of future power systems. By utilising this framework, we performed a comprehensive scenario based sensitivity analysis on the Australian future power system, and identified a critical range of non-synchronous instantaneous penetration that the system can accommodate without violating its frequency stability limits. Further, it was shown that there are many parameters that affect the frequency stability of the system that change from one period to the following. Therefore, to consider those changes, and to maintain system frequency response within its permissible bounds at all time, we proposed a dynamic inertia constraint and incorporated it into the market dispatch model. It was shown that by implementation of such constraint the frequency control criteria can be satisfied. Nonetheless, enforcement of this constraint resulted in curtailment of wind energy. We showed that by curtailing wind energy in a coordinated way we can add more flexibility to the system. This was done by de-loading the wind farms and engaging them to frequency control using a governor-like response, which not only improved the RoCoF and the frequency nadir, but also improved the settling frequency following a contingency. Moreover, by performing extensive time-series simulation, we quantified the contribution of synchronous condenser and wind farm synthetic inertia on system frequency response.
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