Exploring tradeoffs in pleiotropy and redundancy using evolutionary computing
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ABSTRACT
Evolutionary computation algorithms are increasingly being used to solve optimization problems as they have many advantages over traditional optimization algorithms. In this paper we use evolutionary computation to study the trade-off between pleiotropy and redundancy in a client-server based network. Pleiotropy is a term used to describe components that perform multiple tasks, while redundancy refers to multiple components performing one same task. Pleiotropy reduces cost but lacks robustness, while redundancy increases network reliability but is more costly, as together, pleiotropy and redundancy build flexibility and robustness into systems. Therefore it is desirable to have a network that contains a balance between pleiotropy and redundancy. We explore how factors such as link failure probability, repair rates, and the size of the network influence the design choices that we explore using genetic algorithms.
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1. INTRODUCTION
Evolutionary computation involves using solution space search procedures inspired by biological evolution.\textsuperscript{1} These search procedures use ideas from biological evolution such as mating, fitness, and natural selection. Individuals undergo natural selection, whereby organisms with the most favorable traits are more successful in having offspring. Genetic algorithms (GAs) rely on describing systems in terms of their traits (or phenotype) and then a fitness function (or how well they reproduce). Then we can evolve better solutions (with a higher fitness function) by allowing transfer of hereditary characteristics (genes) to the next generation for fit functions. The idea of applying such biological concepts to evolutionary computing was originates with John Holland in his seminal paper on the topic of adaptive systems.\textsuperscript{2}

Evolutionary computational techniques such as genetic algorithms have many advantages over traditional optimization algorithms. Current optimization algorithms require many assumptions to be made about the problem, for example with gradient-based searches, the requirement is that the function be smooth and differentiable. Evolutionary algorithms require no such assumptions, only requiring a way of measuring the “fitness” of a solution.\textsuperscript{3} With each succeeding generation, the algorithm tries to better fulfill the specifications described by the fitness function. The other advantage is adaptability to a changing problem. For example with traditional optimization procedures, any change in the specification or problem constraints requires solving the problem from the start. This is not necessary with evolutionary algorithms where one can continue the algorithm with a different set of constraints or solution using the current “population” or set of solutions.\textsuperscript{4} GAs can offer advantages over related techniques such as hill climbing.\textsuperscript{5, 6}
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Although there are a large number of applications of genetic algorithms to designing neural networks, there are very few devoted to designing computer or telecommunication networks, and none of these explicitly capture the issue of pleiotropy. An alternative evolutionary approach, cellular automata, has been applied to pleiotropy versus redundancy tradeoffs in an organizational system. Pleiotropy is a term used to describe components that perform multiple tasks, while redundancy refers to multiple components performing one task. Such pleiotropy and redundancy of components can be clearly seen in a client-server based network comprising of server nodes and client nodes. The conventional setup of such networks can have servers serving multiple clients, which is an example of pleiotropy, while clients can be connected to many servers, which is an example of redundancy.

A typical engineering problem is to determine the optimal design solution or set of solutions, while maximizing efficiency. The main aim of the project is to use evolutionary computation algorithms to search for an optimal client-server network, which minimizes cost and maximizes reliability and flexibility by exploring the pleiotropy-redundancy search space.

2. MOTIVATION

Any system whose fundamental drive is to either function over a period of time (as an entity in its own right), or reproduce entities of great, but not exact similarity, has to work within two opposing constraints. First, it must maintain its integrity, whether over the time of existence of that individual system, or from one generation to the next. Secondly, the system must be able to adapt to (and potentially use) change both within itself and that imposed upon it by the environment. The use of pleiotropy and redundancy within biological systems allows a system to work within those constraints.

Biological systems provide the best and most adaptive examples of pleiotropy and redundancy. Intercellular messenger molecules such as cytokines may act as links between nodes (cells). If it were possible to understand how pleiotropy and redundancy worked within the cytokine networks, then manipulation of disease states would be possible.

Redundancy is where one task or outcome is determined by more than one agent (assuming the independence of agents, either acting independently or together). It has the advantage of conferring robustness (integrity) upon the system, because if one agent were to fail, others are able to perform the task. However, redundancy may be costly, as the overlapping of agents may be inefficient or wasteful. Despite this, in some systems the wastage may be justified if the task or outcome is so important that the system will fail in its absence, and therefore be selectively disadvantaged. Figure 1 shows an example of a redundant system.
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**Figure 1.** This figure shows the task labeled 1 being performed by agents A, B, and C, thus two of these agents are redundant. An example in a network situation would be load-balancing a web server, where any one of three servers can server a particular site to a client. Note that there is an extra cost associated with this redundancy, so in this example we are paying for three servers instead of one. However the system is robust, so if one of the servers is busy or breaks down, then the task (such as serving a web site) can still be performed.

The opposite of redundancy is pleiotropy, where one agent may perform many tasks. This has a number of distinct advantages. It is efficient, and allows for spatial and temporal flexibility. Its major cost is that it is dependent upon the history of the system, that is, any given agent may only be working under particular conditions which have certain constraints imposed upon it by the peculiar evolutionary history of that system. Despite this, both temporal and spatial pleiotropy may exist, where a given agent can perform qualitatively
different tasks, as well as perform the same task (or different tasks) at different times. As pleiotropy enables efficiency, it therefore confers selective advantages. How pleiotropic an agent is will depend upon the context in which it is working. Some agents may in and of themselves be highly non-specific, and so the outcome is defined by the context in which the agent works, for example, the effect of nitric oxide (NO) is defined not by NO itself, but the molecular context in which NO is bound. At the other extreme, some outcomes may be the result of highly specific interactions, for example protein – protein binding (receptor - ligand interactions). A simple pleiotropy example is shown in Figure 2.
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**Figure 2.** This figure shows a single agent, A, performing multiple tasks, labeled 1, 2 and 3. An example in a network situation could be a server handling multiple client requests, such as sending email to client 1 while sending a web page to client 2. While this is cost effective, it lacks the robustness to failure of a redundant system as shown in Figure 1.

What happens if you combine the two? When both pleiotropy and redundancy are combined, the system possesses properties that it otherwise lacks when pleiotropy or redundancy exist on their own. The advantages include an increase in the robustness of the system due to the redundancy build into it. It is more efficient due to the pleiotropy. The system becomes inherently more flexible and the costs of redundancy are offset by the increase in efficiency due to the presence of pleiotropy. An example of a system with a combination of pleiotropy and redundancy is shown in Figure 3.
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**Figure 3.** This figure shows two agents, both of which perform multiple tasks. An example in a network situation would be two servers, both providing the same email and web services to a number of clients. This system has robustness as if one server fails, both email and web services can still be provided. It also minimizes cost, as it would cost the same as two servers with one providing just email services and the other hosting a web site.

### 3. METHODS

In this section we describe the structure and representation of the network, the details of the genetic algorithm used, the initialization and parameters used for designing the network using the genetic algorithm, and the fitness function. We developed a graphical user interface (GUI) for running the genetic algorithm, to allow for easy user modification of the network parameters, this also allows one to watch the evolution of the network.

#### 3.1. Network structure

The network consists of a set of servers, a set of clients (which can also function as routers), and a set of links between those various nodes. A graph data structure is used to represent the network, with each node (client or server) in the graph having the following properties:

- node label, “C” for a client (including routers) or “S” for a server
• node ID, which also serves as a grid reference of the node for display in a GUI
• node failure rate, a value between zero and one giving the probability of failure per time step
• current state, working or non-working
• number of time steps since failure, zero if working
• details of the inbound and outbound network connections.

The edges, the links in the network, have the following properties:

• link label indicating whether the link is a link between clients (including routers) or between a client or router to a server
• edge ID, which also serves as a pair of grid references for display in a GUI
• edge failure rate, a value between zero and one giving the probability of failure
• current state, working or non-working
• number of time steps since failure, zero if working.

3.2. Network construction and maintenance

We initially start with a set of clients \( \mathcal{C} \) and servers \( \mathcal{S} \), with no links. The positions of the clients and servers are set at random, with a minimum spacing between them. Each client \( i \in \mathcal{C} \) is assigned a traffic value, \( T_i \), at random \((0 < T_i < T_{\text{max}})\), which indicates the amount of traffic requested by the client that is to be transmitted across the network. Each server \( j \in \mathcal{S} \) has a fixed amount \( T_s \) of traffic it can serve. We define a utilization parameter,

\[
U = \frac{\sum_{i \in \mathcal{C}} T_i}{|\mathcal{S}|T_s},
\]

(1)
describing how well the servers are able to deliver their available load to the clients. If the utilization is less than 0.75, then more links are added at random to carry the extra server capacity to clients. If, on the other hand, the utilization is greater than 0.85 then either links are removed (reducing the amount of traffic that is able to be requested from servers) or more servers are added. The network thus evolves by starting without any connections, and through mutations including:

• adding links to increase \( U \)
• removing links to decrease \( U \)
• adding servers to decrease \( U \)
• links failing
• links being repaired.

An example of an evolved network is shown in Figure 4.

Having established a network, we then need to measure its fitness.
Figure 4. This figure shows an example of an evolved network, with clients and servers and a set of links between them. The clients and servers have been positioned at random, with a minimum spacing to avoid clutter.

3.3. Fitness and cost functions

The aim is to find an optimal network, which minimizes cost ($P$) and maximizes reliability ($R$). With this in mind, we define our fitness function, $F$, to be:

$$F = \frac{R}{P},$$

(2)

where the cost function, $P$, is defined to be the total sum of all the edge lengths of the network. Each node is assigned an $x$ and $y$-coordinate, therefore the edge length, is the length of the straight line connecting the 2 nodes. The reliability function, $R$, is defined as the probability that a connection can be made between any two points. In order to calculate this probability, we randomly pick $N$ pairs of points in the network. For each pair picked we check whether a path exists between those two points. We compute $R$ from the number of pairs for which a path exists divided by $N$, the total number of pairs examined.

3.4. Redundancy and pleiotropy functions

We define the overall measure of redundancy for the whole network as

$$D = \frac{\sum_{i \in C} O_i}{|S|},$$

(3)

where $D$ is the redundancy, $O_i$ the out degree or number of links out of client $i \in C$, and $S$ the set of servers. Similarly, the overall measure of pleiotropy is

$$L = \frac{\sum_{i \in S} I_i}{|C|},$$

(4)

where $L$ is the pleiotropy, $I_i$ the in degree or number of links into server $i \in S$, and $C$ the set of clients.
3.5. Genetic algorithm

Using the fitness function, we evaluate each network (represented as described above) using the fitness function. We then use two different strategies for evolving the network:

1. In this strategy we set a variable number of offspring per generation, and at each step pick the single fittest network to reproduce by mutations to create that many offspring, and repeat the process.

2. The second strategy involves creating a fixed number (10) offspring at each step, by picking the fittest two networks and producing five offspring from each.

We do not consider any mating or crossover between the two due to the complexity of defining a mating operation for networks, and only mutate networks to produce offspring. Crossover would allow a much faster evolution and result in more stability once a fitness plateau is reached.20

4. RESULTS

4.1. Overview

We used both GA strategies to build a network for a number of different link failure probabilities and repair rates, and evaluated the performance of the strategies, and found the best network parameters to use. Using these network parameters, we then used the best GA strategy to find the best network possible. Note that our GA, since it currently lacks mating and crossover, is more like a Monte-Carlo method for finding the best network than a true GA.

4.2. Varying failure probability

We tested the both GA evolution strategies with the link failure probability set to two values, 0.01 per time step, representing a reasonable failure probability given regular network construction, and 0.001, representing a low failure probability given a high quality network construction. Figure 5 shows the evolution of a solution to each of these link failure probabilities using both GA strategies, with an optimal solution being reached in about 50 generations, after that the random mutations and random link additions or removals result in noise about the optimum solution, as the GA has reached a fitness plateau. The 50 generation mark was common to all our results, thus our tables show the mean and standard deviation of only the network generations occurring after generation 50. Using the first GA strategy results in a higher network reliability and lower cost, because it allows more variation at each iteration and can thus climb to a higher fitness (reliability/cost) plateau.

Table 1. This table shows the mean and standard deviation, over generations 50-150 of the GA, of the cost and reliability functions for both GA strategies, and for link failure probabilities 0.01 and 0.001. We use generations 50-150 as by generation 50 the GA has optimized the network to a fitness plateau, as evident in Figure 5. Note that our measure of reliability has a maximum achievable value of one. The results indicate no significant difference between the reliabilities of the two failure probabilities, however there is some significant difference between the costs, with strategy two performing better for a lower failure probability (t-test, confidence level of 95%).

|                      | failure prob. = 0.01 | failure prob. = 0.001 |
|----------------------|----------------------|-----------------------|
| Mean reliability, strategy one  | 0.988                | 0.979                 |
| SD reliability, strategy one    | 0.012                | 0.028                 |
| Mean reliability, strategy two   | 0.974                | 0.948                 |
| SD reliability, strategy two     | 0.025                | 0.040                 |
| Mean cost ($ '000s), strategy one | 244.7                | 246.1                 |
| SD cost ($ '000s), strategy one  | 11.7                 | 10.0                  |
| Mean cost ($ '000s), strategy two | 277.4                | 228.3                 |
| SD cost ($ '000s), strategy two  | 24.0                 | 19.2                  |
Figure 5. These graphs show the cost, reliability, and redundancy/pleiotropy functions for both GA strategies and for two link failure probabilities, 0.01 and 0.001. Initial spikes in the graph are caused by sampling error when there are only a few links in the network with which to calculate the measures.
4.3. Varying repair rate

We tested the both GA evolution strategies with the link repair time set to repair times of 2, 10, and 50 generations, representing ideal, average, and worst case repair processes. Figure 6 shows the evolution of a solution to each of these repair times using both GA strategies, again we find an optimal solution being reached in 50 generations, after that the random mutations and random link additions or removals result in noise about the optimum solution. Using the first GA strategy results in a higher network reliability and lower cost, because it allows more variation at each iteration and can thus climb to a higher fitness (reliability/cost) plateau.

![Figure 6](image-url)  
(a) This figure shows the reliability measure for GA strategy one for varying repair rates.  
(b) This figure shows the cost measure for GA strategy one for varying repair rates.  
(c) This figure shows the redundancy/pleiotropy measure for GA strategy one for varying repair rates.  
(d) This figure shows the reliability measure for GA strategy two for varying repair rates.  
(e) This figure shows the cost measure for GA strategy two for varying repair rates.  
(f) This figure shows the redundancy/pleiotropy measure for GA strategy two for varying repair rates.

Figure 6. These graphs show the cost, reliability, and redundancy/pleiotropy functions for both GA strategies and for varying repair rates. The repair process fixes links after 2, 10 or 50 generations as selected by the user of the software. Initial spikes in the graph are caused by sampling error when there are only a few links in the network with which to calculate the measures.

4.4. Number of offspring for GA strategy one

Here we considered what happens if we change the number of offspring produced at each step of GA strategy one. The results are shown in Table 3, indicating that 10 offspring produces the fittest network.
Table 2. This table shows the mean and standard deviation, over generations 50-150 of the GA, of the cost and reliability functions for both GA strategies, and varying repair rates (2, 10, and 50 generations). We use generations 50-150 as by generation 50 the GA has optimized the network to a fitness plateau, as evident in Figure 6. Note that our measure of reliability has a maximum achievable value of one. Here there is a significant difference as we go from 2 to 50 generations (t-test, confidence level of 95%).

|                      | 2 generations | 10 generations | 50 generations |
|----------------------|---------------|----------------|----------------|
| Mean reliability, strategy one | 0.973         | 0.902          | 0.679          |
| SD reliability, strategy one     | 0.034         | 0.054          | 0.072          |
| Mean reliability, strategy two  | 0.966         | 0.901          | 0.661          |
| SD reliability, strategy two     | 0.045         | 0.055          | 0.073          |
| Mean cost ($ '000s), strategy one | 240.5         | 288.3          | 162.1          |
| SD cost ($ '000s), strategy one | 17.8          | 51.8           | 25.5           |
| Mean cost ($ '000s), strategy two | 266.4         | 253.1          | 194.0          |
| SD cost ($ '000s), strategy two | 14.8          | 35.2           | 33.5           |

Table 3. This table shows the mean and standard deviation, over generations 50-150 of the GA, of the cost and reliability functions for GA strategy one, and varying number of offspring (10, 20, and 50). We use generations 50-150 as by generation 50 the GA has optimized the network to a fitness plateau (not shown). Note that our measure of reliability has a maximum achievable value of one.

|                      | 10 offspring | 20 offspring | 50 offspring |
|----------------------|--------------|--------------|--------------|
| Mean reliability     | 0.957        | 0.910        | 0.901        |
| SD reliability       | 0.039        | 0.050        | 0.060        |
| Mean cost ($ '000s) | 254.1        | 274.7        | 249.4        |
| SD cost ($ '000s)   | 35.7         | 34.6         | 36.2         |

5. CONCLUSIONS

Genetic algorithms rapidly converge on optimal real-world network design solutions, where both cost and reliability are important. Pleiotropy helps reduce the cost, and redundancy improves the reliability and network traffic flows. For the parameters and methods considered, we found that strategy one found the best networks (in terms of $R/C$, so lowest cost and highest reliability) for a range of link failure and repair rates. This was due to more variance at each generation, allowing the network to climb to a higher fitness plateau. Furthermore, we found that strategy one works best when 10 offspring are produced from the fittest network at each generation, higher numbers of offspring tend to add too much variance to the process.

In future work we propose using the GA on not just the network layout but to include the failure and repair rates in the “genome”. A basic implementation of crossover would allow for much better network designs. Making the fitness function as a summation of a set of local fitness functions for individual clients would provide a faster and more accurate way of measuring the fitness.
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