Abstract—Private information retrieval protocols guarantee that a user can privately and losslessly retrieve a single file from a database stored across multiple servers. In this work, we propose to simultaneously relax the conditions of perfect retrievability and privacy in order to obtain improved download rates when all files are stored uncoded on a single server. Information leakage is measured in terms of the average success probability for the server of correctly guessing the identity of the desired file. The main findings are: i) The derivation of the optimal tradeoff between download rate, distortion, and information leakage when the file size is infinite. Closed-form expressions of the optimal tradeoff for the special cases of “no-leakage” and “no-privacy” are also given. ii) A novel approach based on linear programming (LP) to construct schemes for a finite file size and an arbitrary number of files. The proposed LP approach can be leveraged to find provably optimal schemes with corresponding closed-form expressions for the rate-distortion-leakage tradeoff when the database contains at most four bits. Finally, for a database that contains 320 bits, we compare two construction methods based on the LP approach with a nonconstructive scheme downloading subsets of files using a finite-length lossy compressor based on random coding.
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I. INTRODUCTION

PRIVATE information retrieval (PIR) was introduced in a seminal work by Chor et al. [2], [3] about 25 years ago. Since then, PIR has received a great deal of attention in both the information theory literature [4]–[9] (and references therein) and in the computer science literature [10]–[13]. The main motivation for introducing the concept of PIR is to allow a user to download an arbitrary data item (either a single bit or a file) stored in a set of databases without disclosing in an information-theoretic sense any information about which file the user is interested in to the servers storing the databases. From the original work of Chor et al., it is known that downloading the entire database is optimal in terms of the overall number of bits uploaded and downloaded (or the overall communication cost) when the database is stored on a single server, hereafter referred to as the single server scenario. In order to circumvent this drawback, the early works on PIR either focused on increasing the storage overhead by replicating the database on several servers, or by relaxing the information-theoretic full privacy condition by allowing for computational privacy, leading to the concept of computationally-private information retrieval (CPIR). In CPIR, proposed as early as 1997 [14], the privacy relies on an intractability assumption (e.g., the hardness of deciding quadratic residuosity is considered in [14]), and in contrast to information-theoretic PIR, the identity of the requested file can be determined precisely given enough computational resources. In 2017 [15], a rather simple CPIR protocol was proposed that brings the communication complexity down to a constant independent of the number of data items, and where the security relies on a fully homomorphic encryption scheme.

The concept of PIR caught the attention of the information theory society about a decade ago and due to practical considerations—the noncolluding assumption being questionable in many real-world scenarios—the single server scenario has received renewed interest, e.g., by considering that the user has some priori side information on the content of the database. Furthermore, the upload cost is commonly neglected as for practical use cases the data items are reasonably big files, and then the download cost dominates. This has led to the definition of PIR capacity, which is defined as the highest achievable download rate over all possible PIR protocols. As shown in [16], the download rate can indeed be improved by considering side information, while preserving information-theoretic privacy. Two cases are considered in [16], namely whether or not the privacy of the side information needs to be preserved. Several parallel and follow-up works have appeared recently, see, e.g., [17], [18], and references therein. An alternative line of research has considered relaxing the full privacy condition of PIR in order to improve the download cost, referred to as weakly-private information retrieval (WPIR) [19]–[22]. In [20], an exact expression for the WPIR capacity in the single server scenario was derived using both mutual information and maximal leakage (MaxL) [23], [24] as a privacy metric. Recently, the multi-server WPIR problem under the MaxL metric has also been studied in [25], [26].

In this paper, in addition to relaxing the full privacy condition of PIR (as in [20]), we further propose to relax the condition of perfect retrievability, which we refer to as lossy WPIR (LWPIR), in order to obtain improved download rates compared to single-server WPIR. To the best of our knowledge, relaxing the perfect reconstruction condition in
information-theoretic privacy-related problems has not been considered in the literature previously. The motivation for allowing for some level of distortion when reconstructing the desired file at the user is that in several scenarios, e.g., when retrieving video, audio, or image files a small level of distortion is perfectly acceptable. In practice, the range of acceptable distortion is typically limited and will be decided by the application and the user. Moreover, as is common for information-theoretic PIR, the upload cost will be ignored as typically it does not scale with the file size since queries for a small file size can be reused for larger file sizes [4], [5]. In this work, the information leakage is measured in terms of the average success probability for the server of correctly guessing the identity of the requested file, which can be shown to be equivalent to the MaxL metric.

Our main contributions are two-fold:

i) The characterization of the optimal tradeoff between download rate, distortion, and information leakage when the file size is infinite, revealing a connection to conditional rate-distortion theory [27], [28] (Theorem 2 and Corollary 1).

ii) A novel approach based on linear programming (LP) to construct schemes for a finite file size and an arbitrary number of files.

For i), we also show that for the special cases of “no-leakage” and “no-privacy” the optimal tradeoff can simply be expressed as the number of files times the conventional rate-distortion function and as the rate-distortion function by itself, respectively (Corollary 2). However, for intermediate privacy levels, as opposed to the special cases above, applying an optimal lossy compressor on top of the scheme from [20] (as formulated in Theorem 1) is not optimal (in terms of download rate) as we show in Sections IV-B and IV-C, even for the finite file size case. Hence, there is more to the concept of LWPIR than just a straightforward composition of WPIR and optimal lossy compression.

For ii), the LP approach is used to find provably optimal schemes with corresponding closed-form expressions for the rate-distortion-leakage tradeoff when the database contains two or four bits (Theorems 3 and 4). These optimal schemes can again be used to construct schemes for a larger number of files and for a larger file size. In a similar manner and by leveraging the LP approach, we construct schemes from lossy compressors found by a simulated annealing based heuristic search. For a database containing 320 bits, we compare the two construction methods above based on the LP approach with a nonconstructive scheme based on downloading subsets of files using a finite-length lossy compressor based on random coding that is adapted from [29, Cor. 17].

A similar setup to the one in this paper was considered in our companion paper [30]. However, in [30] the focus was on real-world datasets and on learning efficient schemes through a generative adversarial approach. This is in contrast to the current work which considers the case of independent and identically distributed (i.i.d.) files and the derivation of results on the optimal rate-distortion-leakage tradeoff.

The remainder of this paper is organized as follows. Section II presents the notation, definitions, and problem statement for single-server LWPIR. In Section III, we consider applying an optimal lossy compressor on top of a WPIR scheme, both for a finite and an infinite file size. In Section IV, we derive the optimal tradeoff between download rate, distortion, and information leakage for an infinite file size. The optimal tradeoff is formulated as an optimization problem that can be numerically solved. In Section V, we consider the finite file size case and present an equivalent LP formulation. Closed-form expressions for the optimal rate-distortion-leakage tradeoff when the database contains two or four bits are also provided, along with explicit schemes for achieving these. In Section VI, two construction methods of LWPIR schemes for a finite file size and binary data are suggested; both based on the proposed LP approach (Sections VI-A and VI-B). By borrowing some useful results from finite-length lossy compression (Section VI-C1) and by constructing a pool of lossy compressors by running a simulated annealing based search (Section VI-C2), the two construction methods, along with the composition scheme of Section III, are compared for a scenario of 16 files, each composed of 20 bits. Finally, Section VII concludes the paper.

II. PRELIMINARIES AND PROBLEM STATEMENT

A. Notation

We denote random variables (RVs) and functions by capital letters (the distinction should be clear from the context), e.g., $X$, and vectors by bold italic font, e.g., $x$. Bold capitals denote random vectors, e.g., $X$, calligraphic capitals denote sets, e.g., $X$, and sans-serif capitals denote matrices, e.g., $A$. For a given index set $N$, we use $N^*$ to represent $\{X^{(m)} : m \in N\}$. The all-zero vector (of some arbitrary length) is denoted by $0$. We let $[n] \triangleq \{1,2,\ldots,n\}$ and let $d_H(x,y)$ denote the Hamming distortion measure, which equals 0 if $x = y$, and 1 otherwise. The set of real numbers is denoted by $\mathbb{R}$ and the set of nonnegative real numbers is denoted by $\mathbb{R}_{\geq 0}$. Furthermore, some constants are depicted by Greek letters or a special font, e.g., $X$. The probability of the event “$X = x$” is denoted by $P[X = x]$ and $P_X[\cdot] \triangleq$ denotes expectation with respect to $X$ (the subscript is sometimes dropped if it is clear from the context). The binary entropy function is denoted by $H_b(\cdot)$. $P_X$ denotes the probability distribution of the RV $X$, and if it is clear from the context, we sometimes drop the subscript, i.e., $P_X(\cdot) = P(\cdot)$. We write $X \sim \mathcal{U}(X)$ to denote that $X$ is uniformly distributed over the set $X$ and also write $X \sim P(\cdot)$ to denote that $X$ is distributed according to $P(\cdot)$. If $Y$ is a deterministic function of RVs $X_1, \ldots, X_n$, we conventionally use $Y$ to denote both the function and the RV, i.e., $Y = Y(X_1, \ldots, X_n)$. $(X; Y)$ denotes the mutual information between $X$ and $Y$ (in bits).

Values of a discrete RV $X$ can be encoded into variable-length binary codewords by an optimal lossless source code (e.g., a Huffman code). Throughout this paper, for every message $x$, we denote by $\ell(x)$ the codeword length in bits, and by $\ell^*(x)$ the codeword length in an optimal code. Furthermore, $\text{conv}(f,g)(x)$ represents the lower convex envelope of two functions $f(x)$ and $g(x)$ defined on the same interval $I$, i.e., $\text{conv}(f,g)(x) \triangleq \sup\{h : h$ is convex and $h \leq \min\{f,g\}$ over $I\}$.
data by the user, and 3) the amount of information leaked about what the user wants to download.

C. Download Rate, Distortion, and Information Leakage

In order to transmit the response, we encode it with a lossless source code, which in general depends on the query. We define the download rate as

\[ R = \frac{\mathbb{E}_{A,Q}[\ell(A) | Q]}{\beta} \]

where \( d: \mathcal{X} \times \hat{\mathcal{X}} \to \mathbb{R}_{\geq 0} \) is a per-symbol distortion function, which is chosen based on the particular type of data considered, and

\[ D = \frac{1}{\beta} \sum_{q \in Q} \mathbb{E}_{X,M}[d(X^m, \hat{X}^m)] = \mathbb{E}_M[D^m], \]

where \( D^m = \frac{1}{\beta} \sum_{i=1}^{\beta} \mathbb{E}_{q,X,M}[d(X_i^m, \hat{X}_i^m)], \forall m \in [M]. \)

Note that a scheme might have distortions for some files that are worse than the average distortion \( D. \) However, as we show in Proposition 1 in Appendix A any LWPIR scheme can be transformed into a scheme with equal distortions for all the files.

The only source of undesirable leakage is the query \( Q, \) and we denote and define the leakage of a given \( P_{Q|M} \) as the probability of the maximum-likelihood (ML) guess as

\[ L(P_{Q|M}) = \frac{1}{M} \sum_{m=1}^{M} \max_{q \in Q} P_{Q|M}(q|m). \]

It is clear that we have \( \frac{1}{M} \leq L \leq 1 \) under this privacy metric. More precisely, \( L = \frac{1}{M} \) corresponds to the “no-leakage” case where the server cannot do anything better than randomly guess the index \( M. \) On the other hand, \( L = 1 \) corresponds to the “no-privacy” case where the server always guesses \( M \) correctly. We remark here that the robust MaxL metric introduced in [23], [24] is given by \( \log [M - L(P_{Q|M})]. \)

Hence, our leakage measure is equivalent to MaxL and has a clear operational meaning.\(^3\)

If \( d_{\text{H}}(x,y) \) is used as per-symbol distortion, then the distortion \( D \) is the average number of incorrectly reconstructed symbols of \( X^m, \) and the best estimate is the per-symbol ML estimate \( \hat{X}^m = (\hat{X}_1^m, \ldots, \hat{X}_M^m), \) where

\[ \hat{X}_i^m(q, a) \triangleq \arg \max_{y \in \mathcal{X}} \mathbb{E}[A = a | Q = q, X_i^m = y]. \]

Our goal is to characterize the minimum download rate (over all LWPIR schemes) under a given distortion constraint \( D \leq D \) and a given leakage level \( L \leq L, \) for either a finite or an infinite file size \( \beta. \) In the finite setting of \( M \) files of length \( \beta, \) we denote such a minimum rate by \( R^*(D, L; M, \beta). \) For the infinite setting, we define

\(^1\)Throughout the paper, we assume for simplicity that \( M \sim \mathcal{U}([M]) \) and also that the file sizes are equal and fixed. The distribution \( P_M \) does not affect the generality of our results, and it is also common to have equal and fixed file sizes in the PIR/PIR literature. These assumptions can be lifted, which is referred to as semantic PIR in the literature [31].

\(^2\)Similarly, we can say that the joint probabilities \( P_{Q|M} = P_M P_{Q|M} = P_{Q|M}/M \) are public. This allows for a straightforward generalization for the case when the index \( M \) is not uniformly distributed.

\(^3\)Other leakage metrics can also be considered, like, e.g., mutual information and worst-case information leakage, but they have a less clear operational meaning [24], [32].
$R^*(D, L; M) \triangleq \lim_{\beta \to \infty} R^*(D, L; M, \beta)$. For notational convenience, we sometimes omit the argument $M$ if it is contextually unambiguous. Similarly to the accustomed characteristic of the PIR problem, we define the single-server LWPIR capacity as the reciprocal of the minimum download rate $R^*(D, L; M)$.

Note that from a source coding perspective, given a particular query $Q = q$, the server produces the response $A_q(X^{[M]}) \triangleq A(q, X^{[M]})$, which can be seen as a lossy compressor of $X^{[M]}$. The rate of an LWPIR scheme is then the average compression rate over the distributions of $Q$ and $X^{[M]}$.

This builds a strong connection between LWPIR and lossy compression. For instance, as $\beta \to \infty$, the server can separately compress each file $X^{(1)}, \ldots, X^{(M)}$ with rate $R_X(D)$, where $R_X(D)$ is the rate-distortion function of the source $X$ (prototype RV for the symbols of the files) with distortion measure $d(x, \hat{x})$, i.e.,

$$R_X(D) \triangleq \min_{P_{X|X}(x)|d(x, \hat{x}) \leq D} I(X; \hat{X})$$

and send all the compressed versions together to the user, who can then recover the file of interest with distortion $D$. Such a scheme has leakage $L = 1/M$ and download rate $R = M R_X(D)$. In the next section, such a composition of WPIR and (optimal) lossy compression is explored further.

III. WPIR COMPOSED WITH LOSSY COMPRESSION

In this section, we consider the composition of the optimal WPIR scheme from [20] with a lossy compressor. Clearly, this gives an LWPIR scheme. We refer to such schemes as WPIR+LC schemes. To make the paper self-contained, we formally describe the steps of this scheme as follows.

- The user chooses uniformly at random a subset $\mathcal{I} \subset [M]$ of cardinality $|\mathcal{I}| = N$ such that the index of interest $M$ is in $\mathcal{I}$, and sends $\mathcal{I}$ to the server.
- The server concatenates the files indexed by $\mathcal{I}$ into a block of $N\beta$ symbols, compresses it with some pre-agreed lossy compressor, and sends it back to the user.
- The user reconstructs (with distortion) the compressed files and keeps only the desired one, $X^{(M)}$. The remaining $N - 1$ files have been requested only to “trick” the server and are thus discarded.

The rate and the distortion follow from the properties of the chosen lossy compressor, and from the server’s perspective, $M$ is uniformly distributed over $\mathcal{I}$, and thus the leakage is $1/N$. In particular, the distortion is equal to the distortion of the compressor (because of uniformity of the query $\mathcal{I}$), while the rate is $N$ times the rate of the compressor.\(^4\) This approach is general and works for both finite and infinite $\beta$. For infinite $\beta$, the compressor can be made optimal and the corresponding optimal rate is given by the well-known rate-distortion function. For a finite $\beta$, we denote by $R_X(D; \beta)$ the optimal rate of a finite-length source coding scheme with distortion constraint $D$ and block length $\beta$. In the limit as $\beta$ tends to infinity, $R_X(D; \beta)$ approaches the rate-distortion function, and for notational convenience, $R_X(D; \infty) \triangleq R_X(D)$. We remark that by time-sharing schemes with different values of $N$, we can construct LWPIR schemes for arbitrary leakage levels (not only reciprocals of integers).

Theorem 1: Consider $M$ files and a fixed file size $\beta$ (finite or infinite). For any $N \in [M - 1]$, $0 \leq \alpha \leq 1$, distortion constraint $D$, and leakage constraint $L = \alpha/N + (1-\alpha)/(N+1)$, the download rate

$$R_{\text{WPIR}+\text{LC}}(D, L; \beta) = (N + 1 - \alpha) R_X(D; \beta)$$

is achievable.\(^5\)

Proof: For any $N \in [M - 1]$, we know that both $NR_X(D; \beta)$ and $(N + 1)R_X(D; \beta)$ are achievable by using a source coding scheme with rate $R_X(D; \beta)$ and distortion $D$. Then, it can be seen that the leakage $L = \alpha/N + (1-\alpha)/(N+1)$ and the download rate $\alpha N R_X(D; \beta) + (1-\alpha)(N + 1) R_X(D; \beta) = (N + 1 - \alpha) R_X(D; \beta)$ are also achievable in a time-sharing manner.

As we will show below in Section IV (see Examples 1 (Continued) and 2 in Sections IV-B and IV-C, respectively), the simple scheme of Theorem 1 is in general not optimal (in terms of download rate), even for an infinite file size and when the leakage is a reciprocal of an integer. Hence, there is more to the concept of LWPIR than just a straightforward composition of WPIR and optimal lossy compression.

A. Example 1: Binary Data With Hamming Distortion for $M = 3$ Files

We next present an example to illustrate Theorem 1 in the infinite file size case. In this example, we assume $X \sim \text{U}([0, 1])$ (uniform binary source). It is known that $R_X(D) = 1 - H_2(D)$, $0 \leq D \leq 1/2$. Now, if we require the leakage to be $L = 1/2 + 1/2 + (1 - 1/2)/3 = 1/2$, Theorem 1 shows that the WPIR+LC scheme gives a rate of $R_{\text{WPIR}+\text{LC}} = 1/2 [2R_X(D) + 1/2 |3R_X(D)|]$. In particular, the scheme is constructed as follows. During a fraction $\alpha = 1/2$ of the time, the user requests any two of the three files, and the server uses a pre-agreed lossy compressor with rate $R_X(D)$ and distortion $D$ to compress each file separately. This gives a rate of $2R_X(D)$ and a leakage of $1/2$. In the remaining time, the user requests all three files, and the server compresses them separately with distortion $D$ to achieve a rate of $3R_X(D)$ and a leakage of $1/3$. Note that the WPIR+LC scheme we consider here is equivalent to using the following $P_3(q|m)$:

| $q$ | $q_1$ | $q_2$ | $q_3$ | $q_4$ |
|-----|-----|-----|-----|-----|
| $P_3(q|1)$ | $1/4$ | $1/4$ | $0$ | $1/2$ |
| $P_3(q|2)$ | $1/4$ | $0$ | $1/4$ | $1/2$ |
| $P_3(q|3)$ | $0$ | $1/4$ | $1/4$ | $1/2$ |

Here, $q_1$ is the query requesting files 1 and 2, $q_2$ is the query requesting files 1 and 3, $q_3$ is the query requesting files 2 and 3, and $q_4$ is the query requesting all three files. In all cases the requested files are compressed with a pre-agreed lossy compressor that compresses each file separately with distortion

\(^5\)In the following, $R_{\text{WPIR}+\text{LC}}(D, L) \triangleq R_{\text{WPIR}+\text{LC}}(D; L; \infty)$.\(\)
D. At the user side, the received answer is decompressed and then the desired file is extracted. Due to the structure of the table above, the desired file is always compressed into the answer. For instance, if \( M = 1 \), then (according to the table above) either \( q_1 \), \( q_2 \), or \( q_3 \), but not \( q_4 \), is sent to the server. In all cases, the desired file is compressed into the answer, and hence a decompressed version of it can be extracted at the user.

Note that this scheme can be seen as a simple composition of the optimal WPIR scheme from [20] and optimal lossy compression. However, as shown below, it is suboptimal for the considered scenario.

IV. The Optimal Rate-Distortion-Leakage Tradeoff for an Infinite File Size

In this section, we focus on the rate-distortion-leakage tradeoff for an infinite file size \( \beta \). We first characterize the optimal tradeoff, and then give two examples.

A. Minimum Download Rate

In this subsection, we derive the minimum download rate \( R^*(D, L; M) \).\(^6\) We express it as a solution of an optimization problem, where the objective function is a weighted sum of rate-distortion functions.

**Theorem 2:** The minimum download rate \( R^*(D, L; M) \) of LWPIR with \( M \) files is the minimum value of the optimization problem

\[
\min_{P_Q \mid M} \min_{D_q^{(m)}} \sum_{q \in Q} \left( P_Q(q) \sum_{m \in [M]} \mathcal{R}_X(D_q^{(m)}) \right) \tag{1a}
\]

\[
s.t. \frac{1}{M} \sum_{q \in Q} \max_{m \in [M]} P_Q(q|m) \leq L, \tag{1b}
\]

\[
\frac{1}{M} \sum_{q \in Q} \sum_{m \in [M]} P_Q(q|m) D_q^{(m)} \leq D, \tag{1c}
\]

with \( |Q| = M + 3 \).

The detailed proof can be found in Appendix B and here we only sketch its main steps.

First, we show how to construct an LWPIR scheme from an optimal solution of (1). For a fixed \( Q = q \), the server can compress each file \( X_q^{(m)} \) with a given distortion \( D_q^{(m)} \) and the corresponding rate \( \sum_{m \in [M]} \mathcal{R}_X(D_q^{(m)}) \) is achievable as \( \beta \to \infty \). Averaging over the distribution of \( Q \), the optimal value of (1a) is achieved.

The converse part is shown by combining the standard converse proof for the rate-distortion function and the approaches of joint and conditional rate-distortion theory [28]. Finally, the equality constraint on the size of \( Q \) is proved by applying Carathéodory’s theorem [33, Thm. 15.3.5].

We remark here that for the special case where \( D = 0 \) and the so-called normal distortion measure is used [34], it can be shown that the optimal LWPIR scheme from Theorem 2 is the WPIR scheme presented in [20, Sec. VI].

In fact, given an arbitrary conditional distribution \( P_Q|M \), the inner minimization over the variables \( \{D_q^{(m)}\} \) in Theorem 2 can be solved, as stated in the following corollary.

**Corollary 1:** Assume that the rate-distortion function \( \mathcal{R}_X(\cdot) \) is differentiable in \( D \). Then,

\[
R^*(D, L; M) = \min_{P_Q \mid M} \sum_{q \in Q} \left( P_Q(q) \sum_{m \in [M]} \mathcal{R}_X(D_q^{(m)}) \right),
\]

where the per-file and per-query distortion values \( D_q^{(m)} \), \( m \in [M] \), \( q \in Q \), satisfy

\[
\frac{P_Q(q)}{P(m, q)} \frac{d\mathcal{R}_X}{dD} \bigg|_{D = D_q^{(m)}}, \lambda, \quad \forall m \in [M], q \in Q, \text{such that } D_q^{(m)} > 0,
\]

\[
\frac{P_Q(q)}{P(m, q)} \frac{d\mathcal{R}_X}{dD} \bigg|_{D = D_q^{(m)}}, \lambda, \quad \forall m \in [M], q \in Q, \text{such that } D_q^{(m)} = 0.
\]

The Lagrange multiplier \( \lambda \) must be chosen such that

\[
\sum_{m \in [M]} \sum_{q \in Q} P(m, q) D_q^{(m)} = D. \tag{3}
\]

**Proof:** The rate-distortion function \( \mathcal{R}_X(\cdot) \) is nonincreasing, convex, and continuous (see, e.g., [35, Ch. 3]). Fix a feasible \( P_Q|M \) in the optimization problem (1), and thus \( P_Q \) is also fixed. Then, the objective function

\[
\sum_{q \in Q} \left( P_Q(q) \sum_{m \in [M]} \mathcal{R}_X(D_q^{(m)}) \right)
\]

is a nonnegative weighted sum of convex functions, and therefore it is convex (cf. [36, Sec. 3.2.1]). The result then follows immediately from the Karush–Kuhn–Tucker optimality conditions for convex minimization problems [36, Sec. 5.5.3].

The following corollary gives expressions for the minimum download rate in two special cases.

**Corollary 2:** The minimum download rate \( R^*(D, L; M) \) of LWPIR with \( M \) files in the “no-leakage” and “no-privacy” special cases are \( R^*(D, L = 1/M; M) = M \mathcal{R}_X(D) \) and \( R^*(D, L = 1; M) = \mathcal{R}_X(D) \), respectively.

**Proof:** See Appendix C.

B. Example 1 (Continued)

We now present a scheme by using Corollary 1 to obtain the optimal rate-distortion tradeoff for Example 1 (i.e., for the same given \( P_1(q|m) \), but the corresponding per-file and per-query distortions will be designed according to Corollary 1).\(^8\)

Note that \( \frac{d\mathcal{R}_X}{dD} = \log_2(\mathcal{D}/(1-D)) \).

From Corollary 1, we get the optimal values \( \{D_q^{(m)}\} \) as follows:

\(^6\)The results for minimum download rate automatically give analogous results for capacity.

\(^7\)In the proof, we show that without loss of optimality, the size of \( Q \) can be made no larger than \( M + 3 \). Here, we simply made it an equality \( |Q| = M + 3 \); since if the actual query size is indeed less than \( M + 3 \), one would obtain \( P_Q(q) = 0 \) for some queries in the optimal solution of (1). These queries will not influence either the rate, the distortion, or the leakage of the scheme.

\(^8\)As before, \( q_i, j \in [3] \), denote the queries requesting any two of the three files, and \( q_4 \) is the query that requests all the files.
Furthermore, from (2) and (3), $D^*_1$ and $D^*_2$ should satisfy
\[
\frac{2}{1} \frac{dR_X}{dD}(D^*_1) = \frac{3}{1} \frac{dR_X}{dD}(D^*_2),
\]
with $\frac{1}{2}D^*_1 + \frac{1}{2}D^*_2 = D$,
for $D^*_1, D^*_2 > 0$. From this, the optimal solution $D^*_1$ is the
(unique) root of
\[
\left(\frac{1}{2D - D^*_1} - 1\right)^\frac{q}{2} - \frac{1}{D^*_1} + 1,
\]
and $D^*_2 = 2D - D^*_1$. We remark that the optimal solution does
not satisfy $D^*_1 = D^*_2 = D$, provided $D < 1/2$. This implies
that an WPIR+LC scheme cannot be optimal.

C. Example 2: K-ary Data With Hamming Distortion for $M = 3$ Files

We now present another example, which shows that Theo-
rem 2 could also give a better (compared Theorem 1) LWPIR
scheme when the leakage is a reciprocal of an integer, i.e.,
when $L = \frac{1}{N}$, $N \in \mathbb{N}$. In this example, we consider a K-ary
uniform source $X \sim \mathcal{U}([K])$ with Hamming distortion [33,
Problem 10.5]. Its rate-distortion function can be shown to be
\[
R_X(D) = \log_2 K - H_b(D) - D \log_2 (K - 1),
\]
for $0 \leq D \leq 1 - 1/k$. Next, let $P_2(q|m)$ be defined as
\[
\begin{array}{|c|c|c|c|c|}
\hline
q & q_1 & q_2 & q_3 & q_4 \\
\hline
P_2(q[1]) & 1/4 & 0 & 0 & 3/4 \\
P_2(q[2]) & 0 & 1/4 & 0 & 3/4 \\
P_2(q[3]) & 0 & 0 & 1/4 & 3/4 \\
\hline
\end{array}
\]
The leakage for $P_2(q|m)$ is given by $L(P_2(q|m)) = 1/2$. Applying Corollary 1 we get the optimal solution of
$\{D_q^{(m)}\}_{m \in \mathbb{N}, q \in \{1, 2, 3, 4\}}$ as follows:
\[
\begin{array}{|c|c|c|c|c|}
\hline
q & q_1 & q_2 & q_3 & q_4 \\
\hline
D_q^{(1)*} & D_1^* & 0 & 0 & D_2^* \\
D_q^{(2)*} & 0 & D_1^* & 0 & D_2^* \\
D_q^{(3)*} & 0 & 0 & D_1^* & D_2^* \\
\hline
\end{array}
\]
Similar to Example 1 of Section IV-B, from (2) and (3), $D^*_1$
and $D^*_2$ must satisfy
\[
\frac{dR_X}{dD}(D^*_1) = \frac{3}{1} \frac{dR_X}{dD}(D^*_2),
\]
with $\frac{1}{4}D^*_1 + \frac{3}{4}D^*_2 = D$,
for $D^*_1, D^*_2 > 0$. Since there is no apparent closed-form
solution for $D^*_1$ and $D^*_2$, we instead numerically solve the

\footnote{Here, $q_1$ is the query requesting the first file, $q_2$ is the query requesting the second file, $q_3$ is the query requesting the third file, and $q_4$ is the query requesting all three files.}

system of equations for $K = 64$ and plot the corresponding
achievable rate curve in Fig. 2. Here, the blue curve corresponds to $R_{WPIR+LC}(D, 1/2) = 29R_X(D)$ (the download rate from Theorem 1), and the cyan curve represents the optimal rate-distortion curve for the given $P_2(q|m)$, where its rate is represented by $R_{P_2}(D)$. As can be seen from the figure, we obtain a lower rate-distortion tradeoff curve $conv (29R_X, R_{P_2})$ than $29R_X(D)$ by taking the lower convex envelope of the blue and cyan curves (marked in red).

From the example above and Example 1 in Section IV-B, we
observe that the optimality of an WPIR+LC scheme strongly
depends on the behavior of the corresponding nonlinear rate-
distortion function. In fact, given a fixed $P(q|m)$, the first
condition of (2) indicates that the tangent lines of the curves
$P_2(q|R_X(D)/P(m,q))$ at the optimal peak $D_q^{(m)*}$ must be par-
allel. Thus, a joint time-sharing approach in both leakage
and distortion is necessary—a scheme directly composed of
WPIR and optimal lossy compression is in general suboptimal,
depending on the chosen distortion measure.

V. THE RATE-DISTORTION-LEAKAGE TRADEOFF FOR A
FINITE FILE SIZE

In this section, we consider the rate-distortion-leakage trade-
off for a finite file size $\beta$. We first give an equivalent LP
formulation, and then derive the exact optimal tradeoff for
$M/\beta \leq 4$ using the LP formulation.

A. Equivalent Linear Programming Formulation

In this subsection, we assume that the alphabet $\mathcal{X}$
is finite and show how to transform the problem of finding
$R^*(D, L; M/\beta)$ into an LP. The solution of the LP provably
provides the value of $R^*(D, L; M/\beta)$ and a corresponding
scheme.

First, we concentrate on response functions. For a fixed
value of the query $Q \equiv q$, it is a deterministic function
\[
A_q(x) : \mathcal{A}^{M/\beta} \to \mathcal{A}
\]
of $M\beta$ symbols. A fixed response function $A_q(\cdot)$ defines a RV $A_q(X^{[M]})$ with rate

$$R_q = \frac{E_{X^{[M]}}[\ell^*(A_q(X^{[M]}))]}{\beta},$$

(4)

where, as before, $\ell^*(\cdot)$ stands for the codeword length in bits for an optimal lossless source code for $X^{[M]}$.

Second, the per-file distortion is

$$D_q^{(m)} = \frac{1}{\beta} \sum_{i=1}^{\beta} \mathbb{E}_{X^{(m)}}[d(X_i^{(m)}, \hat{X}_i^{(m)}) \mid Q = q], \forall m \in [M].$$

An important observation is that for a fixed $Q = q$, the values $R_q$ and $D_q^{(m)}$, $m \in [M]$, are only determined by the function $A_q(\cdot)$ and do not depend on the way the user generates other queries. Thus, we can express the rate and distortion of an LPWIR as

$$R = \mathbb{E}_Q[R_q] = \frac{1}{M} \sum_{m \in [M]} \sum_{q \in Q} P(q|m)R_q,$$

$$D = \mathbb{E}_{M,Q}[D_Q^{(m)}] = \frac{1}{M} \sum_{m \in [M]} \sum_{q \in Q} P(q|m)D_q^{(m)},$$

and the leakage of the ML estimate by the server as

$$L = \frac{1}{M} \sum_{q \in Q} \max_{m \in [M]} P(q|m).$$

Now, assume all the possible response functions $\{A_q: q \in Q\}$ defined over $X^{M\beta}$ are given, and their corresponding $R_q$, $D_q^{(m)}$, $m \in [M]$, are pre-calculated. Then, the problem of rate minimization can be formulated as an LP in the decision variables $P \triangleq \{P(q|m): m \in [M], q \in Q\}$ for each pair of target values of distortion $D$ and leakage $L$ as

$$\min_P \quad \frac{1}{M} \sum_{m \in [M]} \sum_{q \in Q} P(q|m)R_q$$

s.t. \quad \sum_{q \in Q} P(q|m) = 1, \quad m \in [M],

$$\frac{1}{M} \sum_{m \in [M]} \sum_{q \in Q} P(q|m)D_q^{(m)} \leq D,$$

$$\frac{1}{M} \sum_{q \in Q} \xi_q \leq L,$$

$$0 \leq P(q|m) \leq \xi_q, \quad q \in Q, m \in [M].$$

(5a)

(5b)

(5c)

Here, the auxiliary variables $\xi_q$ are introduced to model the behavior of the max function.

1) Function Filtering: To obtain an optimal solution, one needs in principle to consider all possible $(|X|^{M\beta})$ response functions, which grows super-exponentially in $M$ and $\beta$. However, many of them are in fact equivalent up to a permutation of $A$. More precisely, consider the following (unordered) partition of the set $X^{M\beta}$ induced by $A_q$: $x, x' \in X^{M\beta}$ belong to the same part of the partition if and only if $A_q(x) = A_q(x')$. Then if two functions $A_{q_1}$ and $A_{q_2}$ induce the same partition of $X^{M\beta}$, we call them equivalent. Intuitively, this means that there exists a bijection $\pi: A \rightarrow A$ between outputs of $A_{q_1}$ and $A_{q_2}$, i.e., for all $x \in X^{M\beta}$, $A_{q_1}(x) = \pi(A_{q_2}(x))$. Equivalent functions have the same rates $R_q$ and per-file distortions $D_q^{(m)}$. Furthermore, many more functions can be filtered out as described in the following.

Associate with each $A_q, q \in Q$, the $(M + 1)$-dimensional point $c_q = (R_q, D_q^{(1)}, D_q^{(2)}, \ldots, D_q^{(M)})$, and define

$$c_{\text{max}} = \max_{q \in Q} \left\{ c_q : \max_{q \in Q} D_q^{(1)} \leq \ldots \leq \max_{q \in Q} D_q^{(M)} \right\}.$$  

Form the set of points $V = \{c_q: q \in Q\}$ union $c_{\text{max}}$ and construct its convex hull $P(V)$. Since $V$ is finite, $P(V)$ is a convex polytope whose vertices are points from $V$. Clearly, $c_{\text{max}}$ is necessarily a vertex of $P(V)$, as it is not less than any of the original points in each of the coordinates. Let the remaining vertices of $P(V)$ be $c_{q_1}, c_{q_2}, \ldots$, and define the set of corresponding queries as $Q_{c_q} = \{q_1, q_2, \ldots\} \subset Q$.

Lemma 1: The optimal solution of (5) can be obtained by choosing $Q = Q_v$. In other words, all $P(q|m)$ can be set to 0 for $q \in Q \setminus Q_v$.

Proof: See Appendix D.

While the problem of finding the vertices of a convex hull can be solved (somewhat) efficiently (e.g., using the Quickhull algorithm [37]), the efficient search for candidate response functions (that would be an input for the Quickhull algorithm) in general remains an open question for future research.

Alternatively, one can restrict the response functions to a subclass, for which the values of $R_q$ and $D_q^{(m)}$ are relatively easy to calculate. Using these functions in the LP, we can find provably optimal solutions in this restricted case. The schemes found can be used as suboptimal constructive schemes for the original (unrestricted) problem.

2) Beyond Function Filtering for Larger $M$ and $\beta$: Assume that for one file of size $\beta$ we have $k$ response functions $A_1, A_2, \ldots, A_k : X^\beta \rightarrow A$ having distortions $D_1, D_2, \ldots, D_k$ and rates $R_1, R_2, \ldots, R_k$, correspondingly. Now, if we want to construct schemes for $M$ files of size $\beta$, we can form a pool of response functions for $M$ files, where a response function is combined from responses for each file. More precisely, we define $Q = [k]^M$ and for $q = (q_1, q_2, \ldots, q_M) \in Q$ and $x^{(1)}, x^{(2)}, \ldots, x^{(M)} \in X^\beta$, we have

$$A_q(x^{(1)}, \ldots, x^{(M)}) = (A_{q_1}(x^{(1)}), \ldots, A_{q_M}(x^{(M)})).$$

The rate of $A_q$ is $R_q = R_{i_1} + R_{i_2} + \cdots + R_{i_M}$ and the per-file distortions are $D_q^{(m)} = D_{q(m)}$ for all $m \in [M]$.

Now, with these functions we can solve the LP in (5).

The same idea can be used to combine response functions with multiple number of files as inputs, but for the sake of clarity, we do not describe this in detail.

3) Solving the Optimization Problem of Theorem 2: A similar LP formulation as the one in (5) can be used to solve the optimization problem in (1) of Theorem 2 with any required precision. For that, we find a piecewise-linear continuous approximation $R_{X_{\text{PWL}}}(D)$ of $R_X(D)$ defined in some $s$ approximation points $D_1 \leq \cdots \leq D_s$. If the approximation error is bounded as $|R_{X_{\text{PWL}}}(D) - R_X(D)| \leq \varepsilon$ for any $D$ and we substitute $R_{X_{\text{PWL}}}$ in (1) with $R_X$, the error in the objective function will not be larger than $Me$.

\[^{10}\]In fact, the responses $A_i_1(x^{(1)}), A_i_2(x^{(2)}), \ldots, A_i_M(x^{(M)})$ can be re-encoded together and thus $R_q$ is potentially a bit smaller, but we omit this for the sake of clarity.
Next, assume that in the optimal solution of (1) with $\mathcal{R}_{X}^{PWL}$ we have for some $m_0$ and $q_0$ that $D_{q_0}^{(m_0)} = (1 - \alpha)D_{i} + \alpha D_{i+1}$, $\alpha \in (0, 1)$, where $D_i$ and $D_{i+1}$ are the two closest approximation points to $D_{q_0}^{(m_0)}$. Then, we can substitute the query $q_0$ with new $q'$ and $q''$, such that $D_{q'}^{(m)} = D_i$, $D_{q''}^{(m)} = D_{i+1}$, and $D_{q'}^{(m)} = D_{q''}^{(m)} = D_{q_0}^{(m)}$ for $m \in [M] \setminus \{m_0\}$. Additionally, $P_{Q|M}(q'|m) = (1 - \alpha)P_{Q|M}(q_0|m)$ and $P_{Q|M}(q''|m) = \alpha P_{Q|M}(q_0|m)$ for all $m \in [M]$. It is not difficult to check that this new scheme has exactly the same rate, distortion, and leakage.

Continuing in the same manner, we can construct a scheme where each of the values $\{D_{q}^{(m)}\}$ belong to the set of approximation points. Thus, we can search for optimal solutions with this restriction. In other words, we can set $Q = [s]^{M}$ and for $q = (i_1, \ldots, i_M) \in Q$, $D_{q}^{(m)} = D_{i_m}$. Thus, $\{D_{q}^{(m)}\}$ are not decision variables any more and the optimization problem becomes an LP. The drawback of this approach is a possible large size of such a $Q$ but this is compensated by available fast LP solvers.

Finally, the problem in (1) with a piecewise-linear rate-distortion function is equivalent to the LP formulation of (5).

As a remark, we note that since the LWPIR problem can be reformulated as an LP, the optimal tradeoff curve $R^∗(D, L; M, \beta)$ is a piecewise-linear, convex, nonincreasing function of $D$ when $L$ is fixed (or vice versa) and $X$ is finite. This follows since the number of response functions is finite for a finite $X$ (cf. [38, Thm. 6.6]).

B. Optimal Tradeoffs for $M\beta \leq 4$ and $X = \{0, 1\}$

In this subsection, we assume $X = \{0, 1\}$ with Hamming distortion $d_H$. To illustrate the LP method in Section V-A, we present more details for the cases of 1) $M = 2$ files and $\beta = 1$ bit, and 2) $M = 2$ files and $\beta = 2$ bits. We start with the former and state the exact optimal rate-distortion-leakage tradeoff in the following theorem.

**Theorem 3 (Optimal tradeoff for $M = 2$, $\beta = 1$):** For $M = 2$ files each of $\beta = 1$ bit, the minimum rate is

$$R^∗(D, L; \beta) = \begin{cases} 3 - 2L - 4D & \text{if } D \in [0, 1 - L], \\ 1 - 2D & \text{if } D \in [1 - L, 1/2] \end{cases}.$$  

**Proof:** See Appendix E.

In contrast to Theorem 3, we do not provide a formal proof for the second case of $M = 2$ files and $\beta = 2$ bits as such a proof does not bring much more insight compared to the proof outlined in Appendix E and furthermore as the technical derivations become very involved. Hence, we proceed as follows.

For the latter case of $M = 2$ files and $\beta = 2$ bits, since the input to each $A_q$ is 4 bits in total, there are not more than $2^4$ different elements in its image and thus the size of $A$ can be limited to $2^4$. Therefore, the number of different functions from $\{0, 1\}^4$ to $A$ is $(2^4)^{2^4} \approx 1.8 \times 10^{19}$. Discarding all the equivalent ones, we have roughly $10^{10}$, which further drops to 11 after filtering as outlined in Section V-A1. An LP of this size can be solved easily, e.g., by using Gurobi [39]. Moreover, the LP can be solved symbolically which gives a closed-form expression for the optimal tradeoff.

Using the same approach, we can find a closed-form expression for the optimal tradeoff for the case of $M = 4$ files and $\beta = 1$ bit as well. However, we omit the details.

In Appendix F, we describe explicit schemes able to meet the optimal rate-distortion-leakage tradeoff for all binary cases with $M\beta = 4$.

VI. FINITE-SIZE LWPIR SCHEMES

In this section, we present some schemes for $X = \{0, 1\}$ with Hamming distortion $d_H$.

A. LWPIR Schemes From Small Optimal Schemes

We can further use the optimal schemes obtained for $M\beta \leq 4$ with the LP method (see Section V-B) in order to construct schemes for larger $M$ and $\beta$. First, the longer files can be split into smaller blocks and then a small scheme is run on the corresponding blocks. The resulting scheme has the same rate, distortion, and leakage as the small scheme. Second, a large set of files can be split into subsets and a small scheme is run on each subset of the files. The construction gives a higher rate but smaller leakage, while distortion does not change.

We note that in both approaches the user needs to generate the query only once and can reuse it for all instances of the small scheme. Additionally, all the answers obtained from the small schemes can be re-coded together, thus potentially decreasing the overall rate. Finally, the two aforementioned constructions can be combined.

For example, consider an optimal scheme $S$ for $M = 2$ files of $\beta = 2$ bits each with leakage $L = 1/2$, distortion $D = 5/16$, and rate $R = 1/2$. The scheme uses only one response function (i.e., $Q = \{q_0\}$), which outputs 0 if $X = \{2\} \in \{1100, 1010, 0110, 1110, 1111\}$, and 1 otherwise. 11Note that $\mathbb{P}[\hat{A} = 0] = 1 - \mathbb{P}[\hat{A} = 1] = 5/16$. The response 0 is decoded to the estimates $(X^{(1)}, X^{(2)}) = (1110, 1)$, and 1 to 0001.

Assume we need a scheme $S'$ for $M' = 2, \beta' = 20$, and $L' = 1/2$. As in $S$, the user always sends the (only) query $q_0$. The server splits its 20-bit files into 2-bit blocks and apply the same response functions to each corresponding pair of 2-bit blocks. For example:

| $X^{(1)}$ | 00 11 11 10 10 00 00 10 01 01 |
| $X^{(2)}$ | 01 11 10 11 11 10 01 01 00 01 |
| $A$ | 1 0 0 1 0 1 1 1 1 1 |

The server’s response is then the 10-bit string 1001011111, which is sent back to the user. The user decodes each bit of

11In the codewords, we use the alphabet consisting of 0 and 1 in typewriter font for visual clarity.
the response into a 4-bit block (in the order corresponding to encoding) and obtains two 20-bit estimates \( \hat{X}^{(1)} \) and \( \hat{X}^{(2)} \):

\[
\begin{align*}
  A : & 1 & 0 & 0 & 1 & 0 & 1 & 1 & 1 & 1 \\
  \hat{X}^{(1)} : & 00 & 11 & 11 & 00 & 10 & 00 & 00 & 00 & 00 \\
  \hat{X}^{(2)} : & 01 & 10 & 10 & 01 & 10 & 01 & 01 & 01 & 01
\end{align*}
\]

Finally, the user uses the estimate of the file she wanted. The rate of such a scheme is \( R = \frac{10}{20} = \frac{1}{2} \). However, before sending back to the user, this 10-bit string can be compressed using a Huffman code, which has an average length of 8.99 bits (averaging over the distribution of 10-bit responses). The rate of the new scheme is \( R' = 8.99/20 = 0.45 \) and the distortion is \( D' = D = \frac{5}{16} \).

We used the scheme with a single query for simplicity. If the size of the query set \( Q \) would be larger than one, the user would generate one of the queries and send it to the server. The further procedure will be similar just with a different response function (and the decoding procedure corresponding to that response function).

Further, we can construct a scheme \( S'' \) for \( M'' = 16 \), \( \beta'' = 20 \), and \( L'' = 1/16 \) as follows. Files are split as \( X^{[16]} = (X^{(1)}, X^{(2)}, (X^{(3)}, X^{(4)}), \ldots, (X^{(15)}, X^{(16)}) \) and the scheme \( S' \) runs on each of these pairs of files. If the user wants file \( X^{(4)} \), she keeps the answer corresponding to \( (X^{(3)}, X^{(4)}) \) and obtains \( X^{(4)} \) with distortion \( D'' = D' \). The rate is \( R'' = 8R' = 3.60 \) and the leakage is \( L'' = L'/8 = 1/16 \).

**B. LP-Based Method From Lossy Compressors**

A lossy compressor that takes as input \( \beta \) bits and compresses them to an encoded output that allows for reconstruction per-bit distortion \( D \) is in fact equivalent to a response function \( A \) with distortion \( D \). The rate of \( A \) can be calculated as in (4). Next, if we have a set of lossy compressors, each accepting an input of \( \beta \) bits but allowing for different distortion levels, we are exactly in the situation considered in Section V-A2. Therefore, we can find schemes for arbitrary \( M \) files and leakage level \( L \) by solving the LP problem as described there.

**C. Examples of Lossy Compressors**

The method in Section VI-B only needs a lossy compressor(s). Below, we describe two ways to obtain them.

1) **Nonconstructive:** In the context of finite-length information theory, the authors in [29] derived an achievable rate of lossy compression for any fixed block length \( \beta \) and thus, proved existence of a corresponding lossy compressor. The special case of the source \( \mathcal{X} \sim \mathcal{U} (\{0, 1\}) \) is addressed in [29, Cor. 17]. However, the fidelity criterion used in [29, Cor. 17] is the excess-distortion probability, while most of the works in rate-distortion theory, as well as our work, focus on the average distortion. Since for a nonnegative RV \( Z \), it holds that \( \mathbb{E}[Z] = \int_{0}^{\infty} \mathbb{P}[Z > z] \, dz \), we can derive results for the average distortion criterion from the results in [29].

We remark here that there do exist more advanced finite-length lossy compressors than the one from [29, Cor. 17], see, e.g., [40, Thm. 5]. However, our focus here is on the construction of response functions for LWPIR schemes rather than on the best finite-length lossy compression scheme, which by itself is an interesting research direction in finite-length information theory.

2) **Simulated Annealing Based Search:** As an alternative, we implemented a search based on simulated annealing among a restricted set of deterministic functions (these functions can be seen as lossy compressors). More precisely, for a fixed number of input bits \( \beta \) and rate \( R \) (such that \( \beta R \) is an integer), this set consists of functions mapping \( \beta \)-bit strings to \( [2^{\beta R}] \), with the additional requirement that the pre-image set of every element in \([2^{\beta R}]\) has size \( 2^{\beta (1-R)} \). Such functions obviously have rate \( R \) but different distortions when used as lossy compressors.

The simulated annealing search works as follows. We start with a randomly generated function (satisfying the aforementioned requirements) and proceed with a random walk on the set of such functions. At each step, the next function to consider is constructed from the current one by randomly swapping two elements of different pre-images. If the new function has smaller distortion, it becomes the current function. Otherwise, it can be still accepted (with some probability that changes during the iterations). The iterations continue until a maximum number of iterations is reached. The search is restarted many times and the function with the smallest distortion is stored. The best functions for different values of \( R \) then form the pool of lossy compressors.

**D. Numerical Results**

In Fig. 3, we plot achievable rate curves corresponding to different LWPIR schemes for \( M = 16 \) files of \( \beta = 20 \) bits each.

First, similarly to the example in Section VI-A, we constructed other schemes from the optimal schemes obtained with the LP method for \( M\beta \leq 4 \) (cf. Appendix F). The corresponding rate-distortion-leakage curves are labeled by \( R_{\text{avg}}(D, L) \). This approach is inferior to the two below (except for very small distortions where the next one produces worse rates). On the other hand, it provides easier constructions.

Second, we used the WPIR+LC approach outlined in Section III based on the lossy compressor from Section VI-C1. The curves corresponding to the schemes obtained in this way are labeled by \( R_{\text{avg}}(D, L) \). Note that this approach comes at the price of being nonconstructive, since the achievable rates presented in [29, Cor. 17] are based on random coding arguments, while the approaches above and below give constructive schemes.

Third, we used the lossy compressors found by the search described in Section VI-C2 together with the LP-based method in Section VI-B. The corresponding curves are labeled by \( R_{\text{avg}}(D, L) \). This approach gives rates comparable to the previous one but is constructive, i.e., it produces particular schemes.

Finally, we also plot the corresponding asymptotic curves \( R^*(D, L) \) (i.e., when \( \beta \to \infty \), obtained from Corollary 2 (for \( L = 1 \) and \( 1/16 \)) or by numerically solving the optimization problem in Theorem 2 as described in Section V-A3 with Gurobi [39] (for \( L = 1/8 \)). The asymptotic curves serve as lower bounds on the finite-size curves.
As a reminder, the curves for $L = 1$ ("no privacy") essentially represent different lossy compression schemes and serve as upper bounds for the finite-length rate-distortion function.

VII. CONCLUSION AND FUTURE WORK

We proposed to simultaneously relax the conditions of perfect retrievability and full privacy of standard PIR, referred to as LWPIR, in order to obtain improved download rates for the case when all files are stored uncoded on a single server. In particular, we characterized the optimal rate-distortion-leakage tradeoff for an arbitrary number of asymptotically large files, and also proposed a method based on LP to construct schemes for a finite file size and an arbitrary number of files. By leveraging the LP approach, provably optimal LWPIR schemes and corresponding closed-form expressions for the rate-distortion-leakage tradeoff were derived for the case when the database contains two or four bits. Finally, for a database that contains 320 bits, we compared two construction methods based on the LP approach with a nonconstructive scheme downloading subsets of files using a finite-length lossy compressor based on random coding.

The study of rate-distortion theory in the context of PIR is significant since it allows for further reducing the communication cost. One direct future work is to solve the remaining open problems in this paper, e.g., determining the exact closed-form expression for the optimal rate-distortion-leakage tradeoff when the file size is infinite. Also, when the leakage is a reciprocal of an integer, it is interesting to investigate the fundamental property for a distortion measure to assert the optimality of optimal lossy compression on top of a WPIR scheme. Moreover, several natural extensions of single-server LWPIR, including multiple replicated noncolluding and colluding servers, are of great interest for future research. On the other hand, as a by-product of the constructive optimal LWPIR schemes when the database contains at most four bits, we find that the proposed LP approach is of independent interest in the context of finite-length lossy compression. Here, the obtained optimal LWPIR scheme with $L = 1$ serves as an optimal lossy source coding scheme that achieves the minimum average distortion value of a given rate and a fixed code length $\beta$. This is similar to the research line of [41], [42], where the objective is to determine the best possible codes that minimize the average error probability for small-to-moderate block lengths of a given channel. Given a source coding rate and a finite code length, the source code structure that minimizes the average distortion value remains an open problem.

Appendix A

Uniform Distortion for Each File

Proposition 1 (uniform distortion): Assume there is a scheme with distortion $D$. Then there exists a scheme $S'$ with uniform per-file distortion

$$D_{S'}^{(m)} = D, \forall m \in [M],$$

while the leakage and the rates are the same for both schemes.

Proof: For the sake of simplicity, we prove the proposition for $M = 2$.

Assume we have a scheme $S_1$ with $D_{S_1}^{(1)} \neq D_{S_1}^{(2)}$. The distortion of the scheme is

$$D = D_{S_1} = \frac{D_{S_1}^{(1)} + D_{S_1}^{(2)}}{2}.$$

We can construct a scheme $S_2$ where the handling of the files $X^{(1)}$ and $X^{(2)}$ is swapped. More precisely,

$$P_{Q|M=1}^{(S_1)} = P_{Q|M=2}^{(S_2)}, \quad P_{Q|M=2}^{(S_2)} = P_{Q|M=1}^{(S_1)},$$

$$A_{S_2}(Q, X^{(1)}, X^{(2)}) = A_{S_1}(Q, X^{(2)}, X^{(1)}),$$

$$\hat{X}_{S_2}^{(1)}(Q, A) = \hat{X}_{S_1}^{(2)}(Q, A), \quad \hat{X}_{S_2}^{(2)}(Q, A) = \hat{X}_{S_1}^{(1)}(Q, A).$$

Note that the leakage and the rate of the scheme $S_2$ are the same as in $S_1$. However, the per-file distortions are swapped:

$$D_{S_2}^{(1)} = D_{S_1}^{(2)} \text{ and } D_{S_2}^{(2)} = D_{S_1}^{(1)}.$$

Now, we can apply time-sharing to $S_1$ and $S_2$ with a time-sharing coefficient of $\alpha = 1/2$. The per-file distortions of the resulting scheme $S''$ are both equal to $D$, being the arithmetic average of $D_{S_1}^{(1)}$ and $D_{S_1}^{(2)}$.

The proof for $M > 2$ follows along the same lines but considers all schemes associated with all permutations of the files.

Appendix B

Proof of Theorem 2

The achievability proof is clear from the sketch of proof. Here, we only need to prove the converse part and the upper
bound on \(|Q|\).

1) **Converse:** To prove the converse part to Theorem 2, we first note that it was already shown in the converse proof of [30, Thm. 1] (see [30, App. B]) that
\[
R^*(D, L) \geq \min_{P_{\hat{X} | X}, L \in F(D, L)} I(X[M]; \hat{X}[M] \mid Q),
\]
for any \(\beta\), where \(X[M] \sim \mathcal{U}(X[M])\) and
\(F(D, L) \triangleq \left\{ \left( P_{\hat{X} | X}, P(\hat{x}[M] \mid x[M], q) : E_{M,Q}[d(X[M], \hat{X}[M])] \leq D, L(P_{\hat{X} | X}) \leq L \right\} \).

Next, consider an arbitrary \((P_{\hat{X} | X}, P(\hat{x}[M] \mid x[M], q)) \in F(D, L)\). By definition, each distribution \(P(\hat{x}[M] \mid x[M], q), q \in Q\), results in the distortions
\[
\hat{D}_q^{(m)} \triangleq \sum_{x[M], \hat{x}[M]} P(x^{(m)} \mid q)P(\hat{x}^{(m)} \mid x^{(m)}, q)d(x^{(m)}, \hat{x}^{(m)}),
\]
for \(m \in [M]\), satisfying the overall constraint
\[
\sum_{m \in [M], q \in Q} P(m, q)\hat{D}_q^{(m)} \leq D.
\]

Now, let \(\mathbf{D}_q \triangleq (D_q^{(1)}, \ldots, D_q^{(M)})\), \(q \in Q\), denote an \(M\)-dimensional vector of nonnegative distortion values. Define
\(D(D, P_{\hat{X} | X}) \triangleq \left\{ \mathbf{D}_q : q \in Q, \sum_{m \in [M]} P(m, q)D_q^{(m)} \leq D \right\}\)
of such vectors that satisfy a given overall distortion constraint \(D\) for a given conditional distribution \(P_{\hat{X} | X}\). Let \(\mathbf{D}_q \triangleq (\hat{D}_q^{(1)}, \ldots, \hat{D}_q^{(M)})\). It follows that
\[
I(X[M]; \hat{X}[M] \mid Q) = \sum_{q \in Q} P(q)I(X[M]; \hat{X}[M] \mid Q = q) \geq (a) \sum_{q \in Q} P(q)\mathcal{R}_{X[M]}(\mathbf{D}_q) \geq (b) \min_{\mathbf{D}_q \in D(D, P_{\hat{X} | X})} \sum_{q \in Q} P(q)\mathcal{R}_{X[M]}(\mathbf{D}_q),
\]
where \((a)\) follows from the definition of the joint rate-distortion function [28], and \((b)\) holds since \(\{\mathbf{D}_q\}_{q \in Q} \in D(D, P_{\hat{X} | X})\).

Therefore, taking the minimization on both sides of (6) with respect to \((P_{\hat{X} | X}, P(\hat{x}[M] \mid x[M], q)) \in F(D, L)\) yields
\[
R^*(D, L) \geq \min_{P_{\hat{X} | X}, L \in F(D, L)} \min_{\mathbf{D}_q \in D(D, P_{\hat{X} | X})} \sum_{q \in Q} P(q)\mathcal{R}_{X[M]}(\mathbf{D}_q),
\]
for any \(\beta\), where \((a)\) follows since \(\mathcal{R}_{X[M]}(\mathbf{D}_q) = \sum_{m \in [M]} \mathcal{R}_X(D_q^{(m)})\) as \(\{X^{(m)}\}_{m \in [M]}\) are independent and identically distributed [28, Thm. 3.1].

2) **Size Bound on Query Set:** We use the standard approach of applying Carathéodory’s theorem [33, Thm. 15.3.5] to limit the size of the query set \(Q\) (these kind of bounding techniques are also discussed in [35, App. C]). First, note that for all possible choices of query set \(Q\), joint distribution \(P_{M,Q}\), and distortion variables \(\{D_q\}_{q \in Q}\), it can easily be seen that the set of all achievable tuples \((R, D, L)\) satisfying
\[
R \geq \sum_{q \in Q} P(q)\mathcal{R}_{X[M]}(\mathbf{D}_q), \quad D \geq \sum_{q \in Q} P(q) \max_{m \in [M]} P_{M,Q}(m \mid q)D_q^{(m)}, \quad L \geq \sum_{q \in Q} P(q) \max_{m \in [M]} P_{M,Q}(m \mid q),
\]
is convex (again, see [30, App. B]). Now, consider a given choice for the query set \(Q\), the joint distribution \(P_{M,Q} = P_{M}P_{Q|M}\), and the distortion variables \(\{D_q\}_{q \in Q}\). To show that the right-hand side of (7) can still be achieved with a certain restricted size of \(Q\), we first define the \((M+2)\)-dimensional vector
\[
v_q \triangleq \left( \mathcal{R}_{X[M]}(\mathbf{D}_q), \sum_{m \in [M]} P_{M,Q}(m \mid q)D_q^{(m)}, \max_{m \in [M]} P_{M,Q}(m \mid q), P_{M,Q}(1 \mid q), \ldots, P_{M,Q}(M-1 \mid q) \right)
\]
for each \(q \in Q\). Note that the probabilities \(P_{M}(m) = \sum_{q \in Q} P(q)P_{M,Q}(m \mid q), \ \forall m \in [M]\), are given. Then, let
\[
v = \sum_{q \in Q} P(q)v_q = \left( \sum_{q \in Q} P(q)\mathcal{R}_{X[M]}(\mathbf{D}_q), \sum_{q \in Q} P(q) \sum_{m \in [M]} P_{M,Q}(m \mid q)D_q^{(m)}, \sum_{q \in Q} P(q) \max_{m \in [M]} P_{M,Q}(m \mid q), \sum_{q \in Q} P(q)P_{M}(1 \mid q), \ldots, \sum_{q \in Q} P(q)P_{M}(M-1 \mid q) \right)
\]
be a convex combination of \(v_{q_1}, \ldots, v_{q_{|Q|}}\). Now, Carathéodory’s theorem states that any \(d\)-dimensional vector in a convex set \(V\) can be represented as a convex combination of at most \(d + 1\) points in \(V\). Hence, it follows that the size of \(Q\) can be reduced to being at most \(M + 3\), while keeping \(v\) the same, i.e., the values of the right-hand side of (7) and the given values of \(P_{M}(m), m \in [M]\), are unchanged. This completes the proof.

**APPENDIX C**

**PROOF OF COROLLARY 2**

1) **“No-Leakage” Case** \((L = 1/M)\): In this case, the leakage constraint (1b) reduces to
\[
\sum_{m \in [M]} \max_{q \in Q} P_{Q|M}(q \mid m) \leq 1.
\]
For any \(q \in Q\), if we choose an arbitrary \(m_0 \in [M]\), by definition we have \(P_{Q|M}(q \mid m_0) \leq \max_{m \in [M]} P_{Q|M}(q \mid m)\),
which leads to

\[ 1 = \sum_{q \in \mathcal{Q}} P_{Q|M}(q|m_0) \leq \sum_{q \in \mathcal{Q}} \max_{m \in [M]} P_{Q|M}(q|m) \leq 1. \]

This is only possible if and only if \( P_{Q|M}(q|m_0) = \max_{m \in [M]} P_{Q|M}(q|m) \), for all \( q \in \mathcal{Q} \). Since \( m_0 \) is chosen arbitrarily, we can conclude that for all \( q \in \mathcal{Q} \), we have \( P_{Q|M}(q|m) = \max_{m' \in [M]} P_{Q|M}(q|m') = P_{Q}(q), \quad \forall m \in [M] \).

In other words, RVs \( Q \) and \( M \) are independent and the leakage constraint (1b) is satisfied (with equality). Thus, (1) becomes

\[
\min_{P_{Q|M}} \min_{D_q^{(m)}} \sum_{q \in \mathcal{Q}} \left( P_{Q}(q) \sum_{m \in [M]} \mathcal{R}_X(D_q^{(m)}) \right) \\
\text{s.t. } \sum_{q \in \mathcal{Q}} \sum_{m \in [M]} \frac{P_{Q}(q)}{M} D_q^{(m)} \leq D. \tag{8}
\]

Since \( \sum_{q \in \mathcal{Q}} P_{Q}(q) = 1 \), it follows that

\[
\sum_{q \in \mathcal{Q}} \sum_{m \in [M]} \frac{P_{Q}(q)}{M} = 1.
\]

Moreover, the objective function is bounded from below as

\[
\sum_{q \in \mathcal{Q}} \left( P_{Q}(q) \sum_{m \in [M]} \mathcal{R}_X(D_q^{(m)}) \right) \\
= M \sum_{q \in \mathcal{Q}} \sum_{m \in [M]} \frac{P_{Q}(q)}{M} \mathcal{R}_X(D_q^{(m)}) \\
\overset{(a)}{\geq} M \mathcal{R}_X \left( \sum_{q \in \mathcal{Q}} \sum_{m \in [M]} \frac{P_{Q}(q)}{M} D_q^{(m)} \right) \overset{(b)}{=} M \mathcal{R}_X(D), \tag{9}
\]

where (a) follows from the convexity of \( \mathcal{R}_X \) and Jensen’s inequality [33, Sec. 2.6]; and (b) holds because of (8) and the fact that \( \mathcal{R}_X \) is nonincreasing. Finally, the lower bound in (9) is achievable by choosing \( D_q^{(m)} = D \) (and any distribution of \( Q \)), which concludes the proof for the “no-leakage” case.

2) “No-Privacy” Case (\( L = 1 \)): Here, we directly show that the objective function in (1a) can be bounded from below by

\[
\sum_{q \in \mathcal{Q}} \left( P_{Q}(q) \sum_{m \in [M]} \mathcal{R}_X(D_q^{(m)}) \right) \\
\overset{(a)}{=} \sum_{q \in \mathcal{Q}} \left( \left( \sum_{m' \in [M]} P_{Q|M}(q|m') \right) \sum_{m \in [M]} \mathcal{R}_X(D_q^{(m)}) \right) \\
\overset{(b)}{\geq} \sum_{q \in \mathcal{Q}} \sum_{m \in [M]} \frac{P_{Q|M}(q|m)}{M} \mathcal{R}_X(D_q^{(m)}) \overset{(c)}{\geq} \mathcal{R}_X \left( \sum_{q \in \mathcal{Q}} \sum_{m \in [M]} \frac{P_{Q|M}(q|m)}{M} D_q^{(m)} \right) \overset{(d)}{=} \mathcal{R}_X(D).\]

Here, (a) follows from the law of total probability; (b) is the result of dropping all other terms in the sum of \( \sum_{m' \in [M]} P_{Q|M}(q|m')/M \) except for \( P_{Q|M}(q|m)/M \); (c) is from the convexity of \( \mathcal{R}_X \) and Jensen’s inequality [33, Sec. 2.6]; and (d) is from (1c) and the fact that \( \mathcal{R}_X \) is nonincreasing.

Finally, the value of \( \mathcal{R}_X(D) \) of the objective function is attained by setting \( P_{Q|M}(q|m_0) = 1 \) for exactly one \( m_0 \in [M] \) (and zero otherwise) for any \( q \in \mathcal{Q} \), and \( D_q^{(m)} \triangleq D \), which concludes the proof for the “no-privacy” case.

APPENDIX D

PROOF OF LEMMA 1

In the following, for notational convenience, let \( p_{qm} \triangleq P(q|m) \). Fix some feasible solution \( \{p_{qm}\}, \{\xi_q\} \) of (5) and consider \( q_0 \in \mathcal{Q} \setminus \mathcal{Q}_r \), i.e., \( c_{q_0} \) is not a vertex of \( P(V) \). Then, \( c_{q_0} \) can be expressed as a convex combination of vertices (the coefficients are nonnegative and sum up to 1) as

\[
c_{q_0} = \sum_{q \in \mathcal{Q}} \alpha_q c_q + \alpha_{\max} \varepsilon_{\max}.
\]

From this, for all \( m \in [M] \),

\[
D_q^{(m)} = \sum_{q \in \mathcal{Q}} \alpha_q D_q^{(m)} + \alpha_{\max} \sum_{q \in \mathcal{Q}} \alpha_q D_q^{(m)},
\]

\[
R_{q_0} \geq \sum_{q \in \mathcal{Q}} \alpha_q' R_q, \quad \alpha_q' \triangleq \sum_{q \in \mathcal{Q}} \alpha_q, \quad q \in \mathcal{Q}_r.
\]

Now, construct a new solution \( \{p'_{qm}\}, \{\xi'_q\} \) by redistributing probability mass from \( p_{qm} \) as follows:

\[
p'_{qm} = \begin{cases} p_{qm} + \alpha_q' p_{q_0, m} & \text{if } q \in \mathcal{Q}_r, \\ p_{qm} & \text{otherwise}, \end{cases}
\]

\[
\xi'_q = \begin{cases} \xi_q + \alpha_q' \xi_{q_0} & \text{if } q \in \mathcal{Q}_r, \\ \xi_q & \text{otherwise}. \end{cases}
\]

It can be straightforwardly verified that this is also a feasible solution and that the corresponding objective value is not larger than the original one. Therefore, we can remove all variables \( p_{qm} \), \( \xi_{q_0} \) from (5). In the same manner, we can remove all the variables corresponding to all \( q \in \mathcal{Q} \setminus \mathcal{Q}_r \) and further assume \( \mathcal{Q} = \mathcal{Q}_r \). Note that there is no query corresponding to \( c_{\max} \) in the LP.

APPENDIX E

PROOF OF THEOREM 3

Before proving the theorem, we recall a well-known result about LP. Consider the conventional LP problem

\[
\begin{align*}
\min_{\mathbf{x}} & \quad c^\top \mathbf{x} \tag{10a} \\
\text{s.t.} & \quad A \mathbf{x} = \mathbf{b}, \tag{10b} \\
& \quad \mathbf{x} \geq 0, \tag{10c}
\end{align*}
\]

where matrix \( A \in \mathbb{R}^{k \times n} \), \( \text{rank}(A) = k \leq n \), \( \mathbf{x} \in \mathbb{R}^n \), and \( \mathbf{b} \in \mathbb{R}^k \).

Let \( B \subseteq [n] \) be some set of \( k \) linearly independent columns in \( A \) and define \( N' \triangleq [n] \setminus B \). With sets \( B \) and \( N' \), without loss of generality, (10) can be written as

\[
\begin{align*}
\min_{\mathbf{x}} & \quad c_B^\top \mathbf{x}_B + c_N^\top \mathbf{x}_N \tag{10d} \\
\text{s.t.} & \quad A_B \mathbf{x}_B + A_N \mathbf{x}_N = \mathbf{b}, \\
& \quad \mathbf{x}_B, \mathbf{x}_N \geq 0,
\end{align*}
\]
where \(A_J\) represents the submatrix of \(A\) restricted in columns by the set \(J\), and \(x_J\) is the subvector of \(x\) with entries indexed by \(J\).

**Proposition 2** ([43, p. 44]): If all the entries of the vectors \(A_B^{-1}b\) and \(c_N^T - c_B^T A_B^{-1} A_N\) are nonnegative, then the optimal solution to the LP is \(c_B^T A_B^{-1} b\).

Now, we prove the theorem by solving the LP in (5). Note that the total number of all possible set partitions of \(\{0, 1\}^2\) is 15. We present all of them in Table I. Therein, we list the subsets of all the partitions. After filtering (by constructing the convex hull \(P(V)\) as outlined in Section V-A1), one can conclude that the vertex set of the convex hull \(P(V)\) is \(\{c_{q_1}, c_{q_2}, c_{q_3}, c_{q_4}\} \cup \{(2, 1/2, 1/2)\}\). Thus, according to Lemma 1, the query set \(Q\) in (5) can be set to \(Q_s = \{q_1, q_2, q_3, q_4\}\). For example, the convex representation of the vector corresponding to the partition \(\{00, 11\}, \{01\}, \{10\}\) is \((3/2, 1/4, 1/4) = 1/2(2, 0, 0) + 1/4(0, 1/2, 1/2) + 1/4(2, 1/2, 1/2).\) Similar expressions can be easily written for other functions that have been filtered out.

Next, we reformulate our problem in the form of (10) as follows:

\[
\begin{align*}
\min_{p_{qm}} & \quad \frac{1}{M} \sum_{m \in [M]} \sum_{q \in Q} p_{qm} R_q \\
\text{s.t.} & \quad \sum_{q \in Q} p_{qm} = 1, \quad m \in [M], \quad (11a) \\
& \quad \sum_{q \in Q} \xi_q = M L, \quad (11b) \\
& \quad \sum_{m \in [M]} \sum_{q \in Q} p_{qm} D_q^{(m)} = M D, \quad (11c) \\
& \quad p_{qm} - \xi_q + s_{qm} = 0, \quad q \in Q, \quad m \in [M], \quad (11d) \\
& \quad p_{qm}, \xi_q, s_{qm} \geq 0, \quad (11e)
\end{align*}
\]

where we have used the short-hand notation \(p_{qm} \triangleq P(q|m)\) for notational convenience. Note that we have introduced slack variables \(s_{qm}\) in (11e), which allows (11e) to become an equality. Also, the inequality constraint in (5b) has been replaced by an equality constraint in (11d). The latter is true if we assume \(D \leq 1/2\) and because \(D_q^{(1)} = D_q^{(2)} = 1/2\), \(R_q = 0\). Indeed, we can always move the probability mass to \(p_{qm}, m \in [M]\), until we reach equality to \(D\), and the objective function will only decrease. We also assume \(L \in [1/M, 1] = [1/2, 1]\). The matrix \(A\) corresponding to this LP is presented in (12). For visual clarity, we have substituted zeros with dots.

Consider the following choices of \(B\):

- \(B = \{1, 2, 4, 5, 7, 8, 9, 10, 11, 12, 15, 18\}\). Then, \(A_B^{-1}b = 2(1 - D - L - 1/2, 1 - D - L - 1/2, D, D - 1/2, D) \geq 0\), provided \(D \leq 1 - L\). Also \(c_N^T - c_B^T A_B^{-1} A_N = 1/2(0, 0, 1, 2, 1, 2, 1) \geq 0\).

Therefore, the solution \(c_B^T A_B^{-1} b = 3 - 2L - 4D\) is optimal.

- \(B = \{2, 4, 7, 8, 9, 10, 11, 12, 15, 16, 17, 18\}\). In this case, \(A_B^{-1}b = 2(1 - L - 2, 1 - 1/2, D, 2D + 1 - 1, 0, L - 1/2, 3/2 - 2D - L, 2D + L - 1/2, 3/2 - 2D - L, 2D + 2L - 2, 0, L - 1/2) \geq 0\) if \(1 - L \leq D \leq 1/2\). Also \(c_N^T - c_B^T A_B^{-1} A_N = 1/2(1, 1, 1, 0, 0, 0, 0, 0) \geq 0\) and the solution \(c_B^T A_B^{-1} b = 1 - 2D\) is optimal.

**APPENDIX F**

**SMALL OPTIMAL LOSSY COMPRESSORS**

For small sizes of up to 4 bits, we were able to exhaustively search for the best lossy compressors with fixed-size input and arbitrary-size output. In particular, we found the following compressors for 4 bits of input. We present them by their Huffman codes.

1) **Compressor 1:** Any input from the set \(\{0000, 0001, 1001, 0101, 0011\}\) is encoded as 00 and decoded back to 0001 (giving an average per-bit distortion of 1/5 on these inputs); any input from the set \(\{1100, 1001, 1011, 0111, 1111\}\) is encoded as 01 and decoded back to 1111 (again, per-bit distortion of 1/5). The remaining inputs are encoded as follows: 1000 as 110, 0100 as 111, 1100 as 1000, 0010 as 1011, 1010 as 1010, and 0110 as 1011, and they are decoded back to themselves (with no distortion). With this encoding scheme, the length of the codeword is 2, 3, and 4 with probabilities \(10/16, 2/16, 4/16\), respectively, and the average per-bit codeword length (i.e., the rate) is \(R = 21/32\). The distortion is \(1/5\) with probability \(10/16\) and 0 with probability \(6/16\) thus giving an average distortion of \(D = 1/8\).

2) **Compressor 2:** Similarly, the encoding/decoding is as follows:

- \(\{0000, 0010, 1010, 0110, 0011\}\) → 00 → 0010,
- \(\{1100, 1001, 1011, 0111, 1111\}\) → 01 → 1111.
• \{0000, 1000, 1001, 1100, 1101\} \rightarrow 01 \rightarrow 1001,
• \{0100, 1100, 1110\} \rightarrow 10 \rightarrow 1100,
• \{0101, 0111, 1111\} \rightarrow 11 \rightarrow 0111.

The compressor has rate \( R = \frac{1}{2} \) and distortion \( D = \frac{3}{16} \).

3) Compressor 3: The encoding/decoding is as follows:
• \{1100, 1010, 0110, 1111\} \rightarrow 0 \rightarrow 1110,
• \{0000, 1000, 0010, 0001, 1001, 0101, 1101, 0111, 1011, 1111\} \rightarrow 1 \rightarrow 0001.

The compressor has rate \( R = \frac{1}{4} \) and distortion \( D = \frac{5}{16} \).

4) No-Distortion Compressor: The compressor encodes the input to itself, thus providing distortion \( D = 0 \) and rate \( R = 1 \).

5) Random-Guess Compressor: This is a virtual compressor, which encodes any input to an empty string, thus having \( R = 0 \) and distortion of random guess \( D = \frac{1}{2} \).

In fact, with these five compressors used as response functions, we can construct optimal LWPIR schemes for the set-ups:
• \( M = 4 \) files of \( \beta = 1 \) bit each,
• \( M = 2 \) files of \( \beta = 2 \) bits each,
• \( M = 1 \) file of \( \beta = 4 \) bits,
i.e., the set-ups with \( M\beta = 4 \). Note only that the rates should be normalized by \( \beta \).
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