Quantum Field Theoretical Analysis on Unstable Behavior of Bose-Einstein Condensates in Optical Lattices
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We study the dynamics of Bose-Einstein condensates flowing in optical lattices on the basis of quantum field theory. For such a system, a Bose-Einstein condensate shows an unstable behavior which is called the dynamical instability. The unstable system is characterized by the appearance of modes with complex eigenvalues. Expanding the field operator in terms of excitation modes including complex ones, we attempt to diagonalize the unperturbed Hamiltonian and to find its eigenstates. It turns out that although the unperturbed Hamiltonian is not diagonalizable in the conventional bosonic representation the appropriate choice of physical states leads to a consistent formulation. Then we analyze the dynamics of the system in the regime of the linear response theory. Its numerical results are consistent with those given by the discrete nonlinear Schrödinger equation.
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I. INTRODUCTION

The Bose-Einstein condensates (BECs) of trapped atoms, first realized in 1995 [1, 2, 3], are ideal systems for studying quantum many-body phenomena. This is because the systems are dilute, weakly interacting ones and we can easily control the configuration of the trap and even the strength of atomic interaction. Recently much attention has been focused on the BEC in an optical lattice, which provides us with rich phenomena such as superfluid-insulator quantum phase transition [4] and Bloch oscillations [5], and also enables us to observe directly the quantum fluctuation as quantum depletion from the condensate [6].

Fluctuations and excitation spectra of a BEC are determined from the Bogoliubov-de Gennes (BdG) equation, which is obtained by the linearization of the time dependent Gross-Pitaevskii (TDGP) equation. Numerical calculation of the excitation spectra of a BEC in an optical lattice was performed in Ref. [7]. The analytical studies under the tight-binding approximation [8, 9] gave the theoretical result in a good agreement with the experiment [6].

In this paper, we focus on the BECs flowing in optical lattices. For such a system, two types of instability are known: Landau and dynamical instabilities. The Landau instability is an energetic instability which is caused by negative energies of the quasi-particle [10]. The dynamical instability is that of condensates caused by the complex eigenvalues of the BdG equations [11, 12]. The Landau instability (energetic instability) is not observed at low temperature [13], because it requires the thermal cloud which brings a dissipative mechanism and drives the condensate toward a lower energy state. On the other hand, the dynamical instability can occur even at zero temperature.

The emergence of complex eigenvalues in the BdG equations is not restricted to the superfluidity of BECs in optical lattices, but is found widely, such as in the BECs with highly quantized vortices [14, 15, 16, 17, 18] or gap solitons [19], or in the multi-component BECs [20, 21]. In all the cases, a naive scenario of the dynamical instability is as follow: When the complex eigenvalues appear, the small deviations from the static condensation have the time-dependence with the complex frequency and will grow exponentially, and consequently the initial configuration of the static condensate is destroyed. The dynamical instability of the superfluidity flowing in an optical lattice was observed at the experiments and the decay rates of the condensate are well reproduced by the theory based on the TDGP equation [14, 22]. In the case of a highly quantized vortex of BECs, the imaginary part of the complex eigenvalue is considered to be related to the experimentally observed lifetime of the vortex [18]. It is also mentioned that the numerical result of the TDGP is in a good agreement with the experimental data [23].

The c-number theories seem to describe the dynamical instability well. But there are quantum fluctuations even at zero-temperature. So a consistent treatment of the BEC in full quantum field theory (QFT) is needed for describing the unstable behavior with quantum fluctuations. Because of the presence of trapping potentials, this QFT becomes one for finite volume systems in which...
the spatially translational invariance is lost and all the energy levels are discrete. The Bose-Einstein condensation is considered as a spontaneous breakdown of a global phase symmetry, so the Nambu-Goldstone (NG) mode inevitably appears. This zero-mode requires us subtle treatments, closely related to its observable effects and several theoretical matters such as the inequivalent vacua, Ward-Takahashi relations and Hugenholtz-Pines theorem.

It is desirable to include complex modes into the QFT in addition to the zero-mode. We have attempted to formulate QFT in the presence of complex-energy modes in the case of highly quantized vortices in the previous paper. In this paper we present a consistent formulation of QFT with complex modes for the BECs flowing in an optical lattice. These formulations in full quantum theory are expected to go beyond the conventional c-number approach of the mean-field approximation and the BdG equations.

Needless to say, QFT in nonequilibrium situations is needed in wide area, for example, in particle physics, cosmology and condensed matter physics, and its construction is still a challenging subject. The QFT description of unstable behaviors, presented here, may become important for some nonequilibrium systems.

This paper is organized as follows. In Sec. II, the model action and Hamiltonian are given. We assume that the solution of the Gross-Pitaevskii (GP) equation satisfies the Bloch condition. In Sec. III, we expand the field operator in terms of the adequate complete orthonormal set and make the tight-binding approximation in the unperturbed Hamiltonian. In Sec. IV, solving the equation of time evolution for the operators, we find eigenmodes, some of whose eigenvalues may be complex. We show that the operators in the complex mode sector are not subject to the usual bosonic commutation relations and that the unperturbed Hamiltonian cannot be diagonalized in the usual bosonic representation. One can check that the canonical commutation relations for the field operators which are the fundamental requirements in QFT are kept under the tight-binding approximation and in the presence of complex modes. Next, we obtain the eigenstates of complex modes and their properties. In Appendix A, we summarize the eigenfunctions of the Bogoliubov-de Gennes (BdG) equation, in connection with the discussion in Sec. IV. In Sec. V, we introduce the conditions for physical states which provide us with a consistent QFT description of the unstable behavior. In Sec. VI, applying Kubo’s linear response theory (LRT) to the physical states introduced in Sec V, we calculate the density response of the system against the external perturbation, whose lengthy expression is given in Appendix B. Our numerical results of the density response reproduce those of the discrete nonlinear Schrödinger equation (DNSE), which is obtained by applying the tight-binding approximation to the TDGP equation. Section VII is devoted to summary.
and the total action $S_\varepsilon$ is defined by

$$S_\varepsilon = S + \Delta S.$$  

Here $\varepsilon$ is an infinitesimal dimensionless parameter and $\varepsilon$ represents a typical energy scale of the system. The total action $S_\varepsilon$ is not invariant under the global phase transformation of $\Psi(x)$, due to the additional breaking term.

The above method corresponds to the Bogoliubov’s quasi-average, known in the treatment of spontaneously broken systems \cite{37}. The breaking term specifies the “direction” of the symmetry breakdown, so a corresponding vacuum is selected among many degenerate ones. The singularity associated with the Nambu-Goldstone (NG) vacuum is restored.

We move to the interaction representation of the canonical formalism. The canonical commutation relations (CCR) for the field operators are given as follows:

$$\hat{[}\phi(x,t),\hat{\phi}^\dagger(x',t)] = \delta(x-x'), \quad (10)$$

The total Hamiltonian of the system is divided into the two terms,

$$\hat{H} = \hat{H}_0 + \hat{H}_{\text{int}}, \quad (12)$$

where the unperturbative Hamiltonian $\hat{H}_0$ and the interaction one $\hat{H}_{\text{int}}$ are given as

$$\hat{H}_0 = \int d^3x \left[ \hat{\phi}^\dagger (K + V - \mu) \hat{\phi} + \frac{g}{2} (4|\phi|^2 \hat{\phi}^\dagger + v^* \hat{\phi}^\dagger \hat{\phi} + v^2 \hat{\phi}^\dagger \hat{\phi}) \right], \quad (13)$$

$$\hat{H}_{\text{int}} = \int d^3x \left[ v^* (K + V - \mu + g|\phi|^2 - \varepsilon \phi) \hat{\phi} + \hat{\phi}^\dagger (K + V - \mu + g|\phi|^2 - \varepsilon \phi) \hat{\phi} + g \left( v^2 \hat{\phi}^\dagger \hat{\phi} + v^* \hat{\phi}^\dagger \phi + \frac{1}{2} \phi^\dagger \phi \right) \right], \quad (14)$$

respectively. The renormalization counter terms are suppressed.

The condition (7) at the tree level (zero-loop level) derives the following classical equation for $v(x)$:

$$(K + V_{\text{opt}} + g|v(x)|^2 - \mu - \varepsilon \bar{v}) \cdot \nabla \bar{u}_k(x) = 0. \quad (15)$$

This equation is nothing but the Gross-Pitaevskii (GP) equation (10) at the limit of $\varepsilon \to 0$. The quantity $|v(x)|^2$ is identified with the density of condensed particles $n(x)$ as $n(x) = |v(x)|^2$. The total condensate particle number $N_c$ is given by $N_c = \int d^3x |v(x)|^2$.

A. Bloch condition for Gross-Pitaevskii equation

In this paper we assume that the density of condensate particles $n(x) = |v(x)|^2$ has the same periodicity as the lattice as $n(x + G) = n(x)$, although it may not be periodic strictly. Under the assumption of this periodicity, the solution of the GP equation (15) is expressed by a function satisfying the Bloch condition \cite{38}:

$$v_k(x) = e^{ik\cdot x} \bar{v}_k(x) \quad (k_i = \frac{2\pi l_i}{L_i}), \quad (16)$$

$$\bar{v}_k(x + G) = \bar{v}_k(x). \quad (17)$$

Hereafter we specify the solution of the GP equation by the vector $k$ as $v_k(x)$. Here $l_i$ ($i = x, y, z$) is an integer and $L_i$ represents a length of the system in each direction.

In this paper, we are interested in the solution of the GP equation with the condensate flow in an optical lattice. Only when $v_k(x)$ is complex, the condensate can have a flow. The velocity of the condensate flow is given by

$$v_k = \frac{\hbar}{m} k + \frac{\hbar}{m} \nabla S_k(x), \quad (18)$$

where $S_k(x)$ is the phase of $\bar{v}_k(x)$.

III. TIGHT-BINDING APPROXIMATION IN OPTICAL LATTICE

Here we discuss BECs in a cubic lattice for simplicity $(d = d_x = d_y = d_z)$. Consider the following eigenvalue equation:

$$[K + V_{\text{opt}} + g|v_k|^2 - \mu - \varepsilon \bar{v}] f_{kq}(x) = \epsilon_{kq} f_{kq}(x). \quad (19)$$

The density of the condensate particles $n_k(x) = |v_k(x)|^2$ has the periodicity of the lattice spacing $d$, so that one may require $f_{kq}(x)$ to satisfy the Bloch condition as

$$f_{kq}^{(n)}(x) = e^{iq\cdot x} f_{kq}^{(n)}(x), \quad (20)$$

$$f_{kq}^{(n)}(x + G) = f_{kq}^{(n)}(x), \quad (21)$$

where $q$ and $n$ are a Bloch wave vector and a band index, respectively. Equation (19) has the zero-energy solution which is proportional to $v_k(x)$ as

$$v_k(x) = \sqrt{N_c} e^{ik\cdot x} f_{kk}^{(1)}(x), \quad (22)$$

with $\epsilon_{kk}^{(1)} = 0$. The completeness and orthonormal conditions are

$$\int d^3 x f_{kq}^{(n')\dagger}(x) f_{kq}^{(n)}(x) = \delta_{n'n} \delta_{q'q}, \quad (23)$$

$$\sum_{n,q} f_{kq}^{(n)}(x)^* f_{kq}^{(n')}(x') = \delta(x - x'). \quad (24)$$

We consider the situation in which the strength of the lattice potential $V_0$ is so large that the wave packet of the condensate wavefunction is localized in each site of
the lattice. The wave packet localized in each site is represented by a Wannier function, whose set \{\psi_{k_1}(x)\} is related to the set \{f_{k_1}(x)\} by the unitary transformation,

\[
\psi_{k_1}(x) = I_s^{-\frac{1}{2}} \sum_q e^{-i\mathbf{q} \cdot \mathbf{x}} f_{k_1}^{(n)}(x),
\]

where \(I_s\) is the total number of lattice sites and \(x_i\) is the position of the \(i\)-th site, with integers \(i_j (j = x, y, z)\). The Bloch wave vector \(q\) runs over the Brillouin zone. The completeness and orthonormal condition of the Wannier functions is guaranteed by Eqs. (22) and (23),

\[
\int d^3 x w_{k_1}^{(n')} (x) w_{k_1}^{(n)} (x) = \delta_{n'n} \delta_{ij},
\]

\[
\sum_{n, i} w_{k_1}^{(n)} (x') w_{k_1}^{(n)} (x) = \delta (x - x').
\]

If the density of condensate particle \(n_k(x)\) has the reflection symmetry \((n_k(-x) = n_k(x))\), we can easily derive the following relation

\[
f_{k-q}^{(n)*} (x) = f_{kq}^{(n)} (x).
\]

Then it is shown from Eq. (25) that the Wannier functions become real. But, in our discussions below, we do not assume the reflection symmetry.

The field operator is expanded in terms of the set \{\psi_{k_1}(x)\} as

\[
\hat{\phi}(x, t) = \sum_{n, i} \hat{\phi}_{k_1}^{(n)} (t) \psi_{k_1}^{(n)} (x),
\]

where the operator \(\hat{\phi}_{k_1}^{(n)}\) satisfies the usual bosonic commutation relations, \([\hat{\phi}_{k_1}^{(n)}, \hat{\phi}_{k_1}^{(n')}\] = \(\delta_{ij} \delta_{nn'}\) and \([\hat{\phi}_{k_1}^{(n)}, \hat{\phi}_{k_1}^{(n')}\] = \([\hat{\phi}_{k_1}^{(n)}, \hat{\phi}_{k_1}^{(n')}\] = 0. The solution of the GP equation \(\psi_k(x)\) can be rewritten as

\[
\psi_k(x) = n_c \sum_i e^{i\mathbf{k} \cdot \mathbf{x_i}} \psi_{k_1}^{(n)} (x),
\]

\[
n_c = \frac{N_c}{I_s}.
\]

Here we use Eq. (22) and the inverse transformation of Eq. (25),

\[
f_{k_1}^{(n)} (x) = I_s^{-\frac{1}{2}} \sum_i e^{i\mathbf{q} \cdot \mathbf{x_i}} \psi_{k_1}^{(n)} (x),
\]

following from the formula,

\[
\frac{1}{I_s} \sum_i e^{i(\mathbf{q} - \mathbf{q}') \cdot \mathbf{x_i}} = \delta_{\mathbf{q}' \mathbf{q}}.
\]

Substituting Eq. (30) into Eq. (16) and Eqs. (24) and (31) into Eq. (13), and making use of Eq. (26), one can rewrite the GP equation and the unperturbed Hamiltonian as

\[
0 = \sum_{k_2} \left\{ -J_{i, k_2}^{(n_1)} + n_c \sum_{k_1, k_4} e^{i\mathbf{k} \cdot (\mathbf{x}_i - \mathbf{x}_4)} U_{i, k_1, k_4}^{(111)} - (\mu + \varepsilon) \delta_{i, k_2} \delta_{n_1} \right\} e^{i\mathbf{k} \cdot \mathbf{x}_2},
\]

\[
\hat{H}_0 = \frac{1}{2} \sum_{n_1, n_2, k_{1, 2}} \left\{ -J_{k_1, k_2}^{(n_1 n_2)} - \mu \delta_{k_1, k_2} \delta_{n_1, n_2} \right\} \hat{\phi}_{k_1}^{(n_1)} \hat{\phi}_{k_2}^{(n_2)}
\]

\[
+ n_c \sum_{k_1, k_4} \left\{ 4U_{k_1, k_4}^{(n_1 n_2)} e^{i\mathbf{k} \cdot (\mathbf{x}_4 - \mathbf{x}_3)} \hat{\phi}_{k_1}^{(n_1)} \hat{\phi}_{k_4}^{(n_2)} + U_{k_1, k_4}^{(n_1 n_2)} e^{i\mathbf{k} \cdot (\mathbf{x}_4 + \mathbf{x}_3)} \hat{\phi}_{k_1}^{(n_1)} \hat{\phi}_{k_4}^{(n_2)}
\]

\[
+ U_{k_1, k_4}^{(n_1 n_2)} e^{i\mathbf{k} \cdot (\mathbf{x}_4 + \mathbf{x}_3)} \hat{\phi}_{k_1}^{(n_1)} \hat{\phi}_{k_4}^{(n_2)} \right\}.
\]

with the notations of

\[
J_{k_1, k_2}^{(n_1 n_2)} = -\int d^3 x w_{k_1}^{(n_2)*} (K + V_{opt}) w_{k_2}^{(n_1)} ,
\]

\[
U_{k_1, k_2, k_3, k_4}^{(n_1 n_2)} = \int d^3 x w_{k_1}^{(n_2)*} w_{k_2}^{(n_1)} w_{k_3}^{(n_2)*} w_{k_4}^{(n_1)}.
\]

\[
\sum_i w_{k_1}^{(n)} (x') w_{k_1}^{(n)} (x) = \delta (x - x'),
\]

Suppose that the system is so cold that we may restrict excitations only in the first band. Then the completeness condition holds in the first band,
or equivalently from Eq. (32),

$$\sum_q f_{kq}^* (x') f_{kq} (x) = \delta(x - x').$$  \hspace{1cm} (38)

Here and hereafter the band index \((n = 1)\) is omitted.

By taking the most relevant terms for the kinetic terms \(J_{1i,1j}\) and the on-site terms for interaction \(U_{ii,ij,i,j}\) (tight-binding limit), Eqs. (34) and (35) are reduced to

$$z - \mu = \sum_{l=x,y,z} \left( J_{le} e^{ik_i d} + J_{le}^* e^{-ik_i d} \right) - U n_e + \varepsilon \lambda,$$

$$\hat{H}_0 = - \sum_{<i,j>} J_{ij} \hat{a}_{ki}^\dagger \hat{a}_{kj} + \sum_i \left\{ (z - \mu + 2U n_e) \hat{a}_{ki}^\dagger \hat{a}_{ki} + \frac{U n_e}{2} \left( e^{-2ik_i x_i} \hat{a}_{ki}^\dagger \hat{a}_{ki} + e^{2ik_i x_i} \hat{a}_{ki}^\dagger \hat{a}_{ki}^\dagger \right) \right\},$$

where \(<i,j>\) represents the sum over the nearest neighbours and the following notations are introduced: \(J_i = J_{ii+1}, J_i^* = J_{ii+1}^*\), \(z = -J_{ii}\) and \(U = U_{iiii}\). Here \(1_x\) is the unit vector along the \(l\)-direction, e.g. \(1_x = (1,0,0)\). We consider the Fourier representation of the operators \(\hat{a}_{ki}\) and \(\hat{a}_{ki}^\dagger\)

$$\hat{a}_{ki} = \int_\pi \frac{dq}{2\pi} \sum_q \hat{c}_{kq} e^{iq \cdot x_i},$$

$$\hat{a}_{ki}^\dagger = \int_\pi \frac{dq}{2\pi} \sum_q \hat{c}_{kq}^\dagger e^{-iq \cdot x_i},$$

where the operators \(\hat{c}_{kq}\) and \(\hat{c}_{kq}^\dagger\) satisfy the bosonic commutation relations

$$[\hat{c}_{kq}, \hat{c}_{kq'}^\dagger] = \delta_{qq'},$$

$$[\hat{c}_{kq}, \hat{c}_{kq'}] = [\hat{c}_{kq}^\dagger, \hat{c}_{kq'}^\dagger] = 0.$$  \hspace{1cm} (43) \hspace{1cm} (44)

Substituting the Fourier representation of the operators \(\hat{a}_{ki}\), \(\hat{a}_{ki}^\dagger\) and the chemical potential \([33]\) into the unperturbed Hamiltonian \([10]\), we reduce it to

$$\hat{H}_0 = \sum_{kq} \lambda_{kq} \hat{c}_{kq}^\dagger \hat{c}_{kq} + \frac{U n_e}{2} \sum_{kq} \left( 2 \hat{c}_{kq}^\dagger \hat{c}_{kq}^\dagger \hat{c}_{kq} + \hat{c}_{k-q}^\dagger \hat{c}_{k-q} \hat{c}_{k-q}^\dagger + \hat{c}_{k-q} \hat{c}_{k-q}^\dagger \hat{c}_{k-q}^\dagger \right),$$

$$\lambda_{kq} = \sum_{l=x,y,z} 4|J_l| \sin \left( \Theta_l + k_l d + \frac{q_l}{2} \right) \sin \left( \frac{q_l}{2} \right) + \varepsilon \lambda,$$

where we write \(J_l = |J_l| e^{i\Theta_l}\) and replace \(q) with \(k + \bar{q}\). Hereafter our notation is simplified as \(\lambda_{kq} = \lambda_{kk+\bar{q}} \Rightarrow \lambda_{kq}\). Each component of \(\bar{q}_i\) runs only over \(-\pi/d \leq q_i \leq \pi/d \) (i = x, y, z) in the summation, because \(\hat{c}_{kq}(t)\) and \(\lambda_{kq}\) have the periodicity as \(\hat{c}_{kq-K}(t) = \hat{c}_{kq}(t)\) and \(\lambda_{kq+K} = \lambda_{kq}\) where \(K\) is the reciprocal vector.

The expansion of the quantum field operator Eq. (29) can be rewritten with help of Eqs. (32) and (41) as

$$\hat{\phi}(x) = \sum_{kq} \hat{c}_{kq}(t) f_{kq}(x)$$

under the tight-binding approximation.

IV. HAMILTONIAN WITH COMPLEX EIGENVALUES AND ITS EIGENSTATES

Let us consider the equation of time evolution for \(\hat{c}_{kq}(t)\) and \(\hat{c}_{k-q}(t)\) as

$$i\hbar \frac{d}{dt} \hat{c}_{kq}(t) = \left[ \hat{c}_{kq}(t), \hat{H}_0 \right] = T_{kq} \hat{c}_{kq}(t),$$

where we have introduced the doublet notation

$$\hat{c}_{kq}(t) = \left( \begin{array}{c} \hat{c}_{kq}(t) \\ \hat{c}_{k-q}(t) \end{array} \right).$$

The \(2 \times 2\)-matrix \(T_{kq}\) is given by

$$T_{kq} = \left( \begin{array}{cc} (\lambda_{kq} + Un_e) & Un_e \\ -Un_e & -(\lambda_{k-q} + Un_e) \end{array} \right).$$

To solve Eq. (45), we attempt to diagonalize \(T_{kq}\). Let us set up the eigenequation

$$T_{kq} \Psi_{kq} = \hbar \omega_{kq} \Psi_{kq},$$

which gives two independent eigenvalues \(\hbar \omega_{kq}^{(\pm)}\) and doublet eigenvectors \(\Psi_{kq}^{(\pm)}\). The eigenvalues \(\hbar \omega_{kq}^{(\pm)}\) are found to be

$$\hbar \omega_{kq}^{(\pm)} = \hbar \omega_{kq}^{(1)} \pm \hbar \omega_{kq}^{(2)},$$

$$\hbar \omega_{kq}^{(1)} = \frac{1}{2}(\lambda_{kq} - \lambda_{k-q}),$$

$$\hbar \omega_{kq}^{(2)} = \sqrt{\lambda_{kq}^2 + 2Un_e\lambda_{kq}};$$

where

$$\lambda_{kq} = \frac{\lambda_{kq} + \lambda_{k-q}}{2}.$$

Note that these eigenvalues become complex if the condition,

$$\lambda_{kq}^2 + 2Un_e\lambda_{kq} < 0,$$

is satisfied. In Fig. 1 we plot the stability phase diagram for different values of \(n_e U/|J|\).

For a one-dimensional system, this condition is rewritten simply as

$$\cos(kd + \Theta) \left\{ \cos(kd + \Theta) \sin^2 \left( \frac{qd}{2} \right) + \frac{Un_e}{2J} \right\} < 0,$$

at the limit of \(\varepsilon \to 0\).
A. Some properties of eigenvalues and eigenvectors

We investigate some common properties of the eigenvalues \( \omega_{k\bar{q}}^{(\mp)} \) and eigenvectors \( x_{k\bar{q}}^{(\pm)} \).

We find the following two algebraic properties of the non-Hermitian matrix \( T_{k\bar{q}} \) which may be expressed as

\[
T_{k\bar{q}} = \omega_{k\bar{q}}^{(\pm)}(\Lambda_{k\bar{q}} + U_{nc})\sigma_0 + iU_{nc}\sigma_2,
\]

where \( \sigma_0 \) is the unit matrix and \( \sigma_i \) (\( i = 1, 2, 3 \)) represents \( i \)-th Pauli matrix.

As the first property, the matrix \( T_{k\bar{q}} \) is pseudo-Hermitian:

\[
\sigma_3 T_{k\bar{q}}^\dagger \sigma_3 = T_{k\bar{q}}.
\]

Then the inner-product of the doublet eigenvectors is naturally introduced as

\[
(x, x') = x^\dagger \sigma_3 x',
\]

since we will later see the orthogonality of eigenvectors with respect to this inner-product, coming from the relation

\[
(x, Tx') = (Tx, x'),
\]

for any pseudo-Hermitian matrix \( T \) in the sense of Eq. (59). Note that the metric with respect to this inner-product is indefinite.

The second property is derived as

\[
\sigma_1 T_{k\bar{q}} \sigma_1 = \omega_{k\bar{q}}^{(\pm)}(\Lambda_{k\bar{q}} + U_{nc})\sigma_0 - iU_{nc}\sigma_2 = -\omega_{k\bar{q}}^{(\mp)}(\Lambda_{k\bar{q}} + U_{nc})\sigma_0 + iU_{nc}\sigma_2 = -T_{k\bar{q}}.
\]

It is also clear from Eqs. (52)–(55) that the eigenvalues \( \omega_{k\bar{q}}^{(\pm)} \) and \( \omega_{k\bar{q}}^{(\mp)} \) are related to each other,

\[
\omega_{k\bar{q}}^{(\pm)} = -\omega_{k\bar{q}}^{(\mp)}.
\]

Thus the eigenequations \( T_{k\bar{q}} x_{k\bar{q}}^{(\pm)} = \omega_{k\bar{q}}^{(\pm)} x_{k\bar{q}}^{(\pm)} \) imply

\[
T_{k\bar{q}} \sigma_1 x_{k\bar{q}}^{(\pm)} = \omega_{k\bar{q}}^{(\mp)} \sigma_1 x_{k\bar{q}}^{(\pm)},
\]

and therefore

\[
x_{k\bar{q}}^{(\mp)} = \sigma_1 x_{k\bar{q}}^{(\pm)}.
\]

We may introduce the traceless part of \( T_{k\bar{q}} \) by

\[
\tilde{T}_{k\bar{q}} = (\Lambda_{k\bar{q}} + U_{nc})\sigma_3 + iU_{nc}\sigma_2,
\]

for which we have the eigenequations

\[
\tilde{T}_{k\bar{q}} x_{k\bar{q}}^{(\pm)} = \pm \omega_{k\bar{q}}^{(\pm)} x_{k\bar{q}}^{(\pm)},
\]

where \( \omega_{k\bar{q}}^{(\pm)} \) is defined in Eq. (51). Note that \( x_{k\bar{q}}^{(\pm)} \) and \( x_{k\bar{q}}^{(\mp)} \) are degenerate states because \( \omega_{k\bar{q}}^{(\pm)} = \omega_{k\bar{q}}^{(\mp)} \). The matrix \( \tilde{T}_{k\bar{q}} \) satisfies the algebraic relation,

\[
\sigma_1 \tilde{T}_{k\bar{q}} \sigma_1 = -\tilde{T}_{k\bar{q}}.
\]

Similarly in the previous paragraph, we easily find that

\[
\tilde{T}_{k\bar{q}} \sigma_1 x_{k\bar{q}}^{(\pm)} = \mp \omega_{k\bar{q}}^{(\mp)} \sigma_1 x_{k\bar{q}}^{(\pm)}
\]

leading to

\[
x_{k\bar{q}}^{(\mp)} = \sigma_1 x_{k\bar{q}}^{(\pm)}.
\]

Thus we can express the four eigenvectors \( x_{k\bar{q}}^{(\pm)} \) and \( x_{k\bar{q}}^{(\mp)} \) only by two parameters, say \( u_{k\bar{q}} \) and \( v_{k\bar{q}} \), except for a trivial phase factor:

\[
\begin{align*}
x_{k\bar{q}}^{(+)} &= x_{k\bar{q}}^{(-)} = \begin{pmatrix} u_{k\bar{q}} \\ v_{k\bar{q}} \end{pmatrix}, \\
x_{k\bar{q}}^{(-)} &= x_{k\bar{q}}^{(+)} = \begin{pmatrix} v_{k\bar{q}} \\ u_{k\bar{q}} \end{pmatrix}.
\end{align*}
\]

B. Real eigenvalues

In this subsection we consider the case where all eigenvalues are real, e.g., the region I in Fig. 1. From Eq. (61), one obtains the following relation

\[
(h\omega_{k\bar{q}}^{(s)} - h\omega_{k\bar{q}}^{(s')})(x_{k\bar{q}}^{(s)} \cdot x_{k\bar{q}}^{(s')}) = 0,
\]

where \( s \) and \( s' \) are + or −. Therefore we obtain the orthogonality condition

\[
(x_{k\bar{q}}^{(-)} \cdot x_{k\bar{q}}^{(+)} = 0.
\]

Noting that \( u_{k\bar{q}} \) and \( v_{k\bar{q}} \) are real numbers, we may set the normalization condition as

\[
u_{k\bar{q}}^2 - v_{k\bar{q}}^2 = 1.
\]

Then Eqs. (70) and (71) imply that the eigenvectors are normalized with the indefinite metric as

\[
\begin{align*}
(x_{k\bar{q}}^{(+)} \cdot x_{k\bar{q}}^{(+)} &= 1, \\
(x_{k\bar{q}}^{(-)} \cdot x_{k\bar{q}}^{(-)} &= -1.
\end{align*}
\]
The elements of the eigenvectors are determined explicitly as
\[
    u_{k\bar{q}} = \frac{1}{\sqrt{2}} \left( \begin{array}{c} 1 + \frac{\Lambda_{k\bar{q}} + Un_c}{\hbar\omega^{(2)}_{k\bar{q}}} \\ 1 + \frac{\Lambda_{k\bar{q}} + U_{n\bar{c}}}{\hbar\omega^{(2)}_{k\bar{q}}} \end{array} \right),
\]
(77)
\[
    v_{k\bar{q}} = -\frac{1}{\sqrt{2}} \left( \begin{array}{c} 1 + \frac{\Lambda_{k\bar{q}} + Un_c}{\hbar\omega^{(2)}_{k\bar{q}}} \\ -1 + \frac{\Lambda_{k\bar{q}} + U_{n\bar{c}}}{\hbar\omega^{(2)}_{k\bar{q}}} \end{array} \right),
\]
(78)
Note that \(u_{k\bar{q}}\) and \(v_{k\bar{q}}\) are singular in the limit of \(\varepsilon \to 0\).

The matrix \(T_{k\bar{q}}\) is diagonalized by the matrix \(O_{k\bar{q}}\) as
\[
    O^{-1}_{k\bar{q}} T_{k\bar{q}} O_{k\bar{q}} = \left( \begin{array}{cc} \hbar\omega^{(+)}_{k\bar{q}} & 0 \\ 0 & \hbar\omega^{(-)}_{k\bar{q}} \end{array} \right),
\]
(79)
where
\[
    O_{k\bar{q}} = \left( \begin{array}{cc} x^{(+)}_{k\bar{q}} & x^{(-)}_{k\bar{q}} \\ x^{(-)}_{k\bar{q}} & x^{(+)}_{k\bar{q}} \end{array} \right).
\]
(80)
The orthonormal conditions \(\langle k\bar{q}\bar{q}' \rangle = 1\), \(\langle k\bar{q}\bar{q}' \rangle = 0\), and \(\langle k\bar{q}\bar{q}' \rangle = 0\) are equivalent to \(O^{-1}_{k\bar{q}} \sigma_3 O_{k\bar{q}} = \sigma_3\), yielding
\[
    O^{-1}_{k\bar{q}} = \sigma_3 O^{-1}_{k\bar{q}} \sigma_3.
\]
(81)
The operators, defined by
\[
    \hat{b}_{k\bar{q}} = \left( \begin{array}{c} \hat{b}^{\dagger}_{k\bar{q}} \\ \hat{b}^{\dagger}_{k\bar{q}'} \end{array} \right) = O^{-1}_{k\bar{q}} \hat{c}_{k\bar{q}}
\]
(82)
satisfy the bosonic commutation relations \([\hat{b}_{k\bar{q}}, \hat{b}^{\dagger}_{k'\bar{q}'}] = \delta_{\bar{q}\bar{q}'}\) and \([\hat{b}_{k\bar{q}}, \hat{b}_{k\bar{q}'}] = 0\). By using the \(b\)-operators, one obtains the equation of time evolution in a diagonalized form from Eq. \(\ref{eq:H0}\),
\[
    i\hbar \frac{d}{dt} \hat{b}_{k\bar{q}}(t) = \left( \begin{array}{cc} \hbar\omega^{(+)}_{k\bar{q}} & 0 \\ 0 & -\hbar\omega^{(+)}_{k\bar{q}} \end{array} \right) \hat{b}_{k\bar{q}}(t),
\]
(83)
where Eq. \(\ref{eq:H0}\) has been made use of. Thus the time evolution of the operator \(\hat{b}_{k\bar{q}}\) is simply given as
\[
    \hat{b}_{k\bar{q}}(t) = \hat{b}_{k\bar{q}} e^{-i\omega^{(+)}_{k\bar{q}} t}.
\]
(84)
In terms of the \(\hat{b}\)-operators, the unperturbed Hamiltonian \(\ref{eq:H0}\) is diagonalized as
\[
    \hat{H}_0 = \sum_{\bar{q}} \hbar\omega^{(+)}_{k\bar{q}} \hat{b}^{\dagger}_{k\bar{q}} \hat{b}_{k\bar{q}} + \text{const.}
\]
(85)

The real eigenvalue \(\hbar\omega^{(+)}_{k}\) can be interpreted as an energy of the quasi-particle, and can be negative in our present model. The negative energy causes an energetic instability which is called the Landau instability. For one-dimensional system, the condition of the quasi-particle energy \(\hbar\omega^{(+)}_{k\bar{q}}\) being negative is written as
\[
    \cos^2 \left( \frac{\bar{q}d}{2} \cos(\bar{k}d + \Theta) \right) \left\{ \cos(\bar{k}d + \Theta) + \frac{U_{n\bar{c}}}{2J} \right\} > 0
\]
(86)
at the limit of \(\varepsilon \to 0\).

The operator \(\hat{b}_{k\bar{q}}\) represents the zero-mode, as its energy eigenvalue becomes
\[
    \hbar\omega_{k\bar{q}} = (\varepsilon \bar{q})^{\frac{1}{2}} (2Un_c + \varepsilon \bar{q})^{\frac{1}{2}} \to 0 \quad \text{as} \quad \varepsilon \to 0,
\]
(87)
from Eqs. \(\ref{eq:H0}\), \(\ref{eq:H1}\), \(\ref{eq:H2}\). This zero-mode is presumed to be the Nambu-Goldstone (NG) mode appearing in the spontaneous breakdown of global phase symmetry. In order to prove that it is actually the NG mode, one needs to check the Ward-Takahashi relations \(\ref{eq:WT}\), but this has not been confirmed yet when complex modes appear. The singular elements of \(\frac{k\bar{q}}{k\bar{q}}\) are calculated from Eqs. \(\ref{eq:ukq}\) and \(\ref{eq:vkq}\) as
\[
    u_{k\bar{q}} = (4\varepsilon \bar{q})^{-\frac{1}{2}} \left\{ \alpha + \frac{(\varepsilon \bar{q})^{\frac{1}{2}}}{2\alpha} \right\} + O \left( \varepsilon^{\frac{3}{2}} \right),
\]
(88)
\[
    v_{k\bar{q}} = -(4\varepsilon \bar{q})^{-\frac{1}{2}} \left\{ \alpha - \frac{(\varepsilon \bar{q})^{\frac{1}{2}}}{2\alpha} \right\} + O \left( \varepsilon^{\frac{3}{2}} \right),
\]
(89)
where \(\alpha = (Un_c)^{1/4}\). Regularizing the zero-mode this way, we can include it as a real mode, as was done in our previous works \(\ref{27,31}\).

C. Complex eigenvalues

Next, let us consider the case where all eigenvalues are complex, e.g., the region II in Fig. 1. Then the eigenvalues \(\hbar\omega^{(\pm)}_{k\bar{q}}\) are complex conjugate to each other as \(\hbar\omega^{(\pm)}_{k\bar{q}} = \hbar\omega^{(\mp)}_{k\bar{q}}\). Now the elements of eigenvector \(u_{k\bar{q}}\) and \(v_{k\bar{q}}\) become complex numbers. From the relation \(\hbar\omega^{(s)}_{k\bar{q}} - \hbar\omega^{(s)}_{k\bar{q}}(x_{k\bar{q}}^{(s)} x_{k\bar{q}}^{(s)} = 0\) where the superscript \(s\) stands for \(s\) stands for \(\pm\), we obtain
\[
    (x_{k\bar{q}}^{(s)}, x_{k\bar{q}}^{(s)}) = 0,
\]
(90)
\[
    (x_{k\bar{q}}^{(s)}, x_{k\bar{q}}^{(s)}) = 0,
\]
(91)
where Eqs. \(\ref{eq:ukq}\) and \(\ref{eq:vkq}\) have been used and \(C\) turns out to be a pure imaginary constant. In order to fix the constant \(C\) in Eq. \(\ref{eq:ukq}\), we take \(u_{k\bar{q}}^* u_{k\bar{q}} - v_{k\bar{q}}^* v_{k\bar{q}} = 1\) for convenience. Then the expressions for the elements of the eigenvectors in Eqs. \(\ref{eq:ukq}\) and \(\ref{eq:vkq}\) are true for pure imaginary \(\hbar\omega^{(2)}_{k\bar{q}}\), and the simple relation,
\[
    v_{k\bar{q}}^* = iu_{k\bar{q}},
\]
(92)
is found. This choice corresponds to fixing $C = i$, and the orthonormal conditions (90) and (91) are summarized as

$$O^{-1}_{k\vec{q}}\sigma_3 O_{k\vec{q}} = \sigma_2,$$  \hspace{1cm} (93)

which derives

$$O^{-1}_{k\vec{q}} = \sigma_2 O^{-1}_{k\vec{q}}\sigma_3,$$  \hspace{1cm} (94)

Similarly as in Eq (92), we introduce the new operators,

$$A_{k\vec{q}} = \begin{pmatrix} \hat{A}_{k\vec{q}} \\ \hat{B}_{k-\vec{q}}^\dagger \end{pmatrix} = O^{-1}_{k\vec{q}}c_{k\vec{q}},$$

$$\begin{pmatrix} u_{k\vec{q}} & i\nu_{k\vec{q}}^* \\ i\nu_{k\vec{q}} & u_{k\vec{q}} \end{pmatrix} \begin{pmatrix} \hat{c}_{k\vec{q}} \\ \hat{c}_{k-\vec{q}}^\dagger \end{pmatrix}. $$  \hspace{1cm} (95)

The operators $\hat{A}_{k\vec{q}}$ and $\hat{B}_{k\vec{q}}$ satisfy the following relations

$$\hat{A}_{k\vec{q}} = i\hat{A}_{k-\vec{q}}^\dagger,$$  \hspace{1cm} (96)

$$\hat{B}_{k\vec{q}} = -i\hat{B}_{k-\vec{q}}^\dagger.$$  \hspace{1cm} (97)

The commutation relations among the $\hat{A}_{k\vec{q}}$ and $\hat{B}_{k\vec{q}}$ operators become

$$[\hat{A}_{k\vec{q}}, \hat{B}_{k'\vec{q}'}^\dagger] = -[\hat{A}_{k'\vec{q}'}, \hat{B}_{k\vec{q}}^\dagger] = \delta_{\vec{q}\vec{q}'} \delta_{k k'},$$

$$[\hat{A}_{k\vec{q}}, \hat{B}_{k\vec{q}}^\dagger] = [\hat{A}_{k'\vec{q}'}, \hat{B}_{k'\vec{q}'}^\dagger] = -i\delta_{\vec{q} - \vec{q}'} \delta_{k k'},$$

$$[\hat{A}_{k\vec{q}}, \hat{A}_{k'\vec{q}'}^\dagger] = [\hat{B}_{k\vec{q}}, \hat{B}_{k'\vec{q}'}^\dagger] = 0.$$  \hspace{1cm} (100)

The equation of time evolution (118) is reduced to the diagonalized form,

$$ih_\frac{d}{dt} \hat{A}_{k\vec{q}}(t) = \begin{pmatrix} h\omega_{k\vec{q}}^+ & 0 \\ 0 & h\omega_{k\vec{q}}^+ \end{pmatrix} \hat{A}_{k\vec{q}}(t),$$  \hspace{1cm} (101)

so the operators $\hat{A}_{k\vec{q}}$ and $\hat{B}_{k-\vec{q}}^\dagger$ develop in time with the complex frequencies as follows:

$$\hat{A}_{k\vec{q}}(t) = e^{-i\omega_{k\vec{q}}^+ t} \hat{A}_{k\vec{q}},$$

$$\hat{B}_{k-\vec{q}}^\dagger(t) = e^{-i\omega_{k\vec{q}}^+ t} \hat{B}_{k-\vec{q}}^\dagger.$$  \hspace{1cm} (103)

The unperturbed Hamiltonian (15) is reduced to

$$\hat{H}_0 = \sum_{\vec{q}} \left( \frac{h\omega_{k\vec{q}}^+}{2} \hat{B}_{k\vec{q}}^\dagger \hat{A}_{k\vec{q}} + \frac{h\omega_{k\vec{q}}^+}{2} \hat{A}_{k\vec{q}}^\dagger \hat{B}_{k\vec{q}} \right).$$  \hspace{1cm} (104)

This way the Hamiltonian for complex modes is put into a diagonal form, but does not have a representation in a Fock space, and the complex eigenvalue cannot be interpreted as a quasi-particle energy.

D. Hamiltonian and canonical commutation relations

Generally both real and complex eigenvalues can coexist, e.g., the region III in Fig. 1. In such a case, the arguments in the preceding two subsections give the following Hamiltonian in a diagonal form,

$$\hat{H}_0 = \sum_{\vec{q}_e} \left( \frac{h\omega_{k\vec{q}_e}^+}{2} \hat{B}_{k\vec{q}_e}^\dagger \hat{A}_{k\vec{q}_e} + \frac{h\omega_{k\vec{q}_e}^+}{2} \hat{A}_{k\vec{q}_e}^\dagger \hat{B}_{k\vec{q}_e} \right)$$

$$+ \sum_{\vec{q}_r} \frac{h\omega_{k\vec{q}_r}^+}{2} \hat{b}_{k\vec{q}_r}^\dagger \hat{b}_{k\vec{q}_r} + \text{const.},$$  \hspace{1cm} (105)

where the Bloch wave number $\vec{q}$ is distinguished by its subscript depending on the property of the eigenvalue, i.e., $\vec{q}_r$ for real eigenvalue and $\vec{q}_c$ for complex one.

The operator $\hat{c}_{k\vec{q}}$ is now written in terms of $\hat{b}_{k\vec{q}}, \hat{A}_{k\vec{q}}$ and $\hat{B}_{k-\vec{q}}^\dagger$ as

$$\hat{c}_{k\vec{q}}(t) = u_{k\vec{q}, \vec{q}_e} \hat{b}_{k\vec{q}_e} e^{-i\omega_{k\vec{q}_e} t} + v_{k\vec{q}, \vec{q}_r} \hat{B}_{k-\vec{q}_r}^\dagger e^{i\omega_{k\vec{q}_r}^+ t},$$

$$\hat{c}_{k\vec{q}}(t) = u_{k\vec{q}, \vec{q}_e} \hat{A}_{k\vec{q}_e} e^{-i\omega_{k\vec{q}_e} t} - i\nu_{k\vec{q}, \vec{q}_c} \hat{B}_{k-\vec{q}_c} e^{-i\omega_{k\vec{q}_c} t}.$$  \hspace{1cm} (106)

The expansion of the field operator Eq. (117) becomes

$$\hat{\phi}(x) = \sum_{\vec{q}_e} \left( u_{k\vec{q}, \vec{q}_e} f_{k\vec{q}_e}(x) \hat{b}_{k\vec{q}_e} e^{-i\omega_{k\vec{q}_e} t} + v_{k\vec{q}, \vec{q}_r} f_{k\vec{q}_r}(x) \hat{B}_{k-\vec{q}_r}^\dagger e^{i\omega_{k\vec{q}_r}^+ t} \right)$$

$$+ \sum_{\vec{q}_c} \left( u_{k\vec{q}, \vec{q}_e} f_{k\vec{q}_e}(x) \hat{A}_{k\vec{q}_e} e^{-i\omega_{k\vec{q}_e} t} - i\nu_{k\vec{q}, \vec{q}_c} f_{k\vec{q}_c}(x) \hat{B}_{k-\vec{q}_c} e^{-i\omega_{k\vec{q}_c} t} \right).$$  \hspace{1cm} (106)

One can easily check that the field operators satisfy the CCRs in the first band,

$$[\hat{\phi}(x, t), \hat{\phi}^\dagger(x', t)] = \delta(x - x'),$$

$$[\hat{\phi}(x, t), \hat{\phi}(x', t)] = [\hat{\phi}^\dagger(x, t), \hat{\phi}^\dagger(x', t)] = 0.$$(107)
E. Eigenstate of complex mode

In order to find eigenstates of the Hamiltonian, we introduce the operator that transforms $\hat{c}_{k\bar{q}}$ to $\theta_{k\bar{q}}$ or $\hat{A}_{k\bar{q}}$ and $\hat{B}_{k\bar{q}}$, defined by

$$\hat{V} = \exp \left[ \sum_{k\bar{q}} i\theta_{k\bar{q}} \hat{G}_{k\bar{q}} \right],$$

where $\hat{G}_{k\bar{q}}$ is

$$\hat{G}_{k\bar{q}} = i \left( \hat{c}_{k\bar{q}} \hat{c}_{k\bar{q}} - \hat{c}_{k\bar{q}}^\dagger \hat{c}_{k\bar{q}}^\dagger \right).$$

We first define new vacuum states by

$$|0\rangle_A = \hat{V}|0\rangle_e,$$

$$|0\rangle_B = \hat{V}^{-1}|0\rangle_e,$$

and

$$A|0\rangle = \epsilon|0\rangle_e \hat{V}^\dagger,$$

$$B|0\rangle = \epsilon|0\rangle_e \hat{V}^{-1},$$

where $|0\rangle_e$ is the vacuum of $\hat{c}_{k\bar{q}}$. They are annihilated by $\hat{A}_{k\bar{q}e}$, $\hat{A}_{k\bar{q}e}^\dagger$, $\hat{B}_{k\bar{q}e}$ and $\hat{B}_{k\bar{q}e}^\dagger$, as follows:

$$\hat{A}_{k\bar{q}e}|0\rangle_A = \hat{A}_{k\bar{q}e}^\dagger|0\rangle_A = 0,$$

$$\hat{B}_{k\bar{q}e}|0\rangle_B = \hat{B}_{k\bar{q}e}^\dagger|0\rangle_B = 0,$$

Note that $\theta_{k\bar{q}}$ is in general a complex number, and it is written by a pair of real numbers, $\theta_{k\bar{q}}^R$ and $\theta_{k\bar{q}}^I$, as

$$\theta_{k\bar{q}} = \theta_{k\bar{q}}^R + i\theta_{k\bar{q}}^I,$$

so the operator $\hat{V}$ is not unitary unless the parameter $\theta_{k\bar{q}}^R$ vanishes identically. As is well known, the operator $\hat{V}$ gives rise to the Bogoliubov transformation when all the parameters $\theta_{k\bar{q}}$ are real. Even for complex $\theta_{k\bar{q}}$, the transformation generated by the operator $\hat{V}$ may be written down as

$$\hat{V} \left( \hat{c}_{k\bar{q}} \right) \hat{V}^{-1} = O^{-1}(\theta_{k\bar{q}}) \left( \hat{c}_{k\bar{q}}^\dagger \right),$$

where

$$O^{-1}(\theta_{k\bar{q}}) = \begin{pmatrix} \cosh(\theta_{k\bar{q}}) & -\sinh(\theta_{k\bar{q}}) \\ -\sinh(\theta_{k\bar{q}}) & \cosh(\theta_{k\bar{q}}) \end{pmatrix}.$$ 

Now, we look for the parameter values of $\theta_{k\bar{q}}$ for which the above $O^{-1}(\theta_{k\bar{q}})$ reproduces the matrix $O_{k\bar{q}}^{-1} \hat{c}_{k\bar{q}}$ in Eq. (82) for real eigenvalues or in Eq. (95) for complex ones. Simple calculations show

$$\theta_{k\bar{q}}^R = 0,$$

$$\cosh \theta_{k\bar{q}}^R = u_{k\bar{q}},$$

$$\sinh \theta_{k\bar{q}}^R = v_{k\bar{q}}$$

for real eigenvalues, and

$$\theta_{k\bar{q}}^I = -\frac{\pi}{4},$$

$$\frac{1}{\sqrt{2}} \left( \cosh \theta_{k\bar{q}}^R - i \sin \theta_{k\bar{q}}^R \right) = u_{k\bar{q}}$$

for complex eigenvalues.

Let us focus on the complex eigenvalue sector in which we have explicitly

$$\hat{A}_{k\bar{q}e} = \hat{V} \hat{c}_{k\bar{q}} \hat{V}^{-1},$$

$$\hat{B}_{k\bar{q}e}^\dagger = \hat{V} \hat{c}_{k\bar{q}}^\dagger \hat{V}^{-1},$$

and

$$\hat{A}_{k\bar{q}e}^\dagger = V^{-1} \hat{c}_{k\bar{q}}^\dagger V \hat{V}^{-1},$$

$$= -i \hat{A}_{k\bar{q}e},$$

$$\hat{B}_{k\bar{q}e} = V^{-1} \hat{c}_{k\bar{q}} V \hat{V}^{-1},$$

$$= -i \hat{B}_{k\bar{q}e}^\dagger.$$
Let us evaluate $A\langle 0 \vert 0 \rangle_A$, which is rewritten as

$$A\langle 0 \vert 0 \rangle_A = \langle 0 \vert \hat{W} \vert 0 \rangle_c,$$

$\hat{W} = \exp \left[ \frac{i}{\hbar} \sum_{q_e} \left( \hat{c}_{k q_e} \hat{c}_{k - q_e} - \hat{c}_{k q_e}^\dagger \hat{c}_{k - q_e}^\dagger \right) \right].$ \hspace{1cm} (138)

Consider a state $\vert \xi \rangle$, $\langle \xi \vert \equiv \exp \left[ \sum_{q_e} -\xi \left( \hat{c}_{k q_e} \hat{c}_{k - q_e} - \hat{c}_{k q_e}^\dagger \hat{c}_{k - q_e}^\dagger \right) \right] \vert 0 \rangle_c$

$$= \exp \left[ -\ln \cosh \xi + \sum_{q_e} \hat{c}_{k q_e}^\dagger \hat{c}_{k - q_e} \tanh \xi \right] \vert 0 \rangle_c,$$

then we have the relation $A\langle 0 \vert 0 \rangle_A = \langle 0 \vert \hat{W} \vert 0 \rangle_c$. Obviously $\langle 0 \vert \hat{W} \vert 0 \rangle_c$ diverges at the limit $\xi \rightarrow -i\pi/2$, so does $A\langle 0 \vert 0 \rangle_A$. Similarly, $B\langle 0 \vert 0 \rangle_B$ is also divergent.

Using Eqs. (122–125), one easily derives

$$A\langle 0 \vert 0 \rangle_B = 1, \hspace{1cm} (140)$$

$$B\langle 0 \vert 0 \rangle_A = 1. \hspace{1cm} (141)$$

The commutation relations in Eqs. (98–100) lead to

$$A\langle N_C \vert N_C \rangle_B = \prod_{q_{e_i}} \delta_{n_{q_{e_i}}, n_{q_{e_i}}}, \hspace{1cm} (142)$$

$$B\langle N_C \vert N_C \rangle_A = \prod_{q_{e_i}} \delta_{n_{q_{e_i}}, n_{q_{e_i}}}. \hspace{1cm} (143)$$

Let us rewrite the completeness relation in the complex mode sector, using the complete set of $\vert N_C \rangle_c$,

$$\mathbf{1}_C = \sum_{N_C} \vert N_C \rangle_c c\langle N_C \vert, \hspace{1cm} (144)$$

where $\mathbf{1}_C$ is the identity operator in the complex sector and

$$\vert N_C \rangle_c \equiv \prod_{q_{e_i}} \sqrt{\frac{1}{n_{q_{e_i}}!}} (\hat{c}_{k q_{e_i}}^\dagger)^{n_{q_{e_i}}} \vert 0 \rangle_c. \hspace{1cm} (145)$$

Having $\hat{V}$ and $\hat{V}^{-1}$ operate on Eq. (144) from the left and right, respectively, we obtain the completeness relation using the states $\vert n_{q_{e_i}}, \ldots, n_{q_{e_i}} \rangle_A$ and $\langle n_{q_{e_i}}, \ldots, n_{q_{e_i}} \vert$ as

$$\mathbf{1}_C = \sum_{N_C} \hat{V} \vert N_C \rangle_c c\langle N_C \vert \hat{V}^{-1}$$

$$= \sum_{N_C} \vert N_C \rangle_A B\langle N_C \vert. \hspace{1cm} (146)$$

Similarly another relation using the states $\vert N_C \rangle_B$ and $A\langle N_C \vert$ follows:

$$\mathbf{1}_C = \sum_{N_C} \vert N_C \rangle_B A\langle N_C \vert. \hspace{1cm} (147)$$

One may say that a natural conjugate of $\vert N_C \rangle_A$ is $B\langle N_C \vert$ and vice versa \cite{33}. 

V. PHYSICAL STATES

In the previous section, we have “diagonalized” the unperturbed Hamiltonian including complex eigenvalues and have found its eigenstates. The state space is not a simple Fock one. We need to impose appropriate conditions to construct a restricted physical state space. In QFT, unstable behaviors of system are described in a stable picture such as the Beliaev process. We should now establish a stable particle picture specified by the unperturbed Hamiltonian, and the decay processes are described as the higher order of perturbation. We presume that unstable behaviors of the BECs in optical lattices occur due to external perturbation.

As in Ref. \cite{34}, we require the following physical state conditions (PSCs).

i) $\langle \Omega \vert \hat{\Psi}(x) \vert \Omega \rangle = v(x)$, 

ii) $\langle \Omega \vert \hat{\Psi}(x) \hat{\Psi}(x) \vert \Omega \rangle$ is time-independent, 

iii) $\langle \Omega \vert \hat{G} \vert \Omega \rangle$ is real, when $\hat{G}$ is any Hermitian operator, 

iv) $\langle \Omega \vert \hat{\Omega} \rangle = 1$,

where $\langle \Omega \rangle$ is the natural conjugate of $\vert \Omega \rangle$. If $\langle \Omega \rangle$ and $\vert \Omega \rangle$ satisfy the above four conditions, we call them physical states. The conditions i) and ii) mean that the order parameter and density distribution are stationary without perturbation. The condition iii) guarantees that the expectation value of any Hermitian operator can interpreted as physical quantity. The condition iv) is necessary for the probability interpretation. The vacuum states which satisfy the PSCs are obtained as direct sum of $\vert 0 \rangle_A$ and $\vert 0 \rangle_B$,

$$\vert 0 \rangle_{\oplus} \equiv \frac{1}{\sqrt{2}} (\vert 0 \rangle_A \oplus \vert 0 \rangle_B), \hspace{1cm} (148)$$

$$\langle 0 \rangle_{\oplus} \equiv \frac{1}{\sqrt{2}} (\langle 0 \rangle_B \oplus \langle 0 \rangle_A). \hspace{1cm} (149)$$

The proof that these direct sum states satisfy PSCs is given in Ref. \cite{34}. Here we add that the direct sum of the excited states $\vert N_C \rangle_A$ and $\vert N_C \rangle_B$ are also physical states,

$$\vert N_C \rangle_{\oplus} \equiv \frac{1}{\sqrt{2}} (\vert N_C \rangle_A \oplus \vert N_C \rangle_B), \hspace{1cm} (150)$$

$$\langle N_C \rangle_{\oplus} \equiv \frac{1}{\sqrt{2}} (\langle N_C \rangle_B \oplus \langle N_C \rangle_A). \hspace{1cm} (151)$$

VI. LINEAR RESPONSE

So far, we have developed the description of QFT with complex eigenvalues. But complex eigenvalues are not directly connected with the instability of a condensate. In this section, we discuss the dynamics of the system with complex eigenvalues, studying the response of a condensate against external perturbation. To derive theoretical expressions is straightforward in the linear response theory (LRT) \cite{12} with our formulation of QFT.
We also show numerical results of LRT and compare them with those from the TDGP equation, concretely those from the discrete nonlinear Schrödinger equation (DNSE) which is obtained by applying the tight-binding approximation to the TDGP equation [35, 36].

A. Formula

The field operator $\hat{\Psi}$ is expanded in terms of the Wannier functions as $\Psi = u_k + \sum_i \hat{a}_{ki} w_{ki}$. The particle number operator $\hat{N} = \int d^3x \hat{\Psi}^\dagger \hat{\Psi}$ is written as

$$\hat{N} = \sum_i \rho_i(t),$$

where

$$\dot{\rho}_i(t) = \rho^{(0)}_i(t) + \rho^{(ex)}_i(t),$$

$$\rho^{(0)}_i(t) = n_c + n_c^2 e^{-i\omega_{ki}q_i t} \hat{a}_{ki}(t) + n_c^2 e^{i\omega_{ki}q_i t} \hat{a}_{ki}^\dagger(t),$$

$$\rho^{(ex)}_i(t) = \hat{a}_{ki}^\dagger(t) \hat{a}_{ki}(t),$$

where $\rho_i(t)$ is the particle density operator at the $i$-th site, and $\hat{a}_{ki}(t)$ is

$$\dot{\hat{a}}_{ki}(t) = \sum q_i e^{i(k+q_i)x_i} \hat{c}_{ki} + \sum q_i e^{-i(k+q_i)x_i} \hat{c}_{ki}^\dagger, $$

where

$$\hat{c}_{ki}(t) = u_k \hat{b}_{ki} e^{-i\omega_{ki}q_i t} + v_k \hat{b}_{ki}^\dagger e^{i\omega_{ki}q_i t},$$

$$\hat{c}_{ki}(t) = u_k \hat{a}_{ki} e^{-i\omega_{ki}q_i t} - v_k \hat{a}_{ki}^\dagger e^{i\omega_{ki}q_i t}. $$

We consider the external perturbation as

$$\tilde{H}_{pert}(t) = \int d^3x \hat{\Psi}^\dagger V_{pert}(x,t) \hat{\Psi}$$

$$= \sum_{ij} \delta V_{ij}(t) \left( n_c + n_c^2 e^{-i\omega_{ki}q_i t} \hat{a}_{kj} + \hat{a}_{ki}^\dagger \hat{a}_{kj} \right),$$

where

$$\delta V_{ij}(t) = \int d^3x w_{ki} \delta V_{pert} w_{kj}. $$

The function $\delta V_{pert}(x,t)$ represents the time-dependent modification of trap. We use the on-site approximation for $\delta V_{ij}(t)$. The external perturbative Hamiltonian becomes

$$\tilde{H}_{pert}(t) = \sum_i \delta V_i(t) \dot{\rho}_i(t),$$

where we write $\delta V_i(t) \equiv \delta V_{ki}(t)$. From the linear response theory (LRT) [42], the change in the $i$-th site particle density $\langle \delta \rho_i(t) \rangle$ is given as

$$\langle \delta \rho_i(t) \rangle = \langle \delta \rho^{(0)}_i(t) \rangle + \langle \delta \rho^{(ex)}_i(t) \rangle, $$

$$\langle \delta \rho^{(0)}_i(t) \rangle = \sum_j \frac{1}{i\hbar} \int_{-\infty}^{t} dt' \langle [\dot{\rho}^{(0)}_i(t), \rho_j(t')] \rangle \delta V_j(t'),$$

$$\langle \delta \rho^{(ex)}_i(t) \rangle = \sum_j \frac{1}{i\hbar} \int_{-\infty}^{t} dt' \langle [\dot{\rho}^{(ex)}_i(t), \rho_j(t')] \rangle \delta V_j(t'). $$

Here the expectation $\langle \cdot \rangle$ is taken to be $\langle N | \cdot | N \rangle$ where $|N\rangle$ is a direct product of a Fock state for real mode $|N_R\rangle$ and the physical state for complex mode $|N_C\rangle$ in Eq. (161) with Eqs. (154) and (155):

$$|N\rangle = |N_R\rangle |N_C\rangle, $$

$$|N_R\rangle = \prod_{\vec{q},\nu} \frac{1}{\sqrt{n_{\vec{q},\nu}}} \langle \hat{b}_{\vec{q},\nu}^\dagger \hat{a}_{\vec{q},\nu} \rangle |0\rangle_b. $$

The correlation function of Eq. (163) becomes

$$\langle [\rho^{(0)}_i(t), \rho_j(t')] \rangle$$

$$= \frac{2in_c}{i\hbar} \sum_{\vec{q}} \left( u_k v_{\vec{q}} + v_k u_{\vec{q}} \right)^2$$

$$\times \sin \left( \vec{q} \cdot (x_i - x_j) - \omega_{ki} \delta(t - t') \right). $$

Note that $\vec{q} = 0$ mode is cancelled in Eq. (167) and does not show divergence in the limit of $\varepsilon \to 0$.

The correlation function of Eq. (164) becomes

$$\langle [\rho^{(ex)}_i(t), \rho_j(t')] \rangle$$

$$= \frac{2i}{i\hbar} \sum_{\vec{q},\vec{q}',\nu} \left( (n_{\vec{q}} + 1)(n_{\vec{q}} - 1) - n_{\vec{q}} n_{\vec{q}'} \right)$$

$$\times \text{Re} \left[ u_k v_{\vec{q}} v_{\vec{q}'} (u_k v_{\vec{q}} + u_k' v_{\vec{q}}') \times \sin \left( \vec{q} \cdot (x_i - x_j) - \omega_{k} \delta(t - t') \right) \right]. $$

This term gives rise to the singularity at $\vec{q} = 0$ in the limit $\varepsilon \to 0$. The infrared divergence caused by the zero-mode singularity can be removed in the careful treatments of renormalization [27] or of the quantum coordinates [28]. In the numerical calculations below we drop the divergent term in Eq. (168) for simplicity, since the zero-energy contributions are numerically small after the treatments in Refs. [27, 28].
In this subsection, we show some numerical results of LRT with complex eigenvalues and compare those obtained from DNSE. Here we assume a system of one dimension in space for simplicity.

DNSE is given as follows

\[ i\hbar \frac{\partial}{\partial t} \Psi_i = -J(\Psi_{i-1} + \Psi_{i+1}) + (\delta V_i + U|\Psi_i|^2) \Psi_i. \]  

Here the quantity $|\Psi_i|^2$ represents the density of condensate particle at the $i$-th site. Without external potential ($\delta V_i(t) = 0$), DNSE has a stationary solution

\[ \Psi_i^{(in)}(t) = n_c^2 e^{i k x_i} e^{-\pi \mu t}. \]  

We adopt this solution for the initial state of the wavefunction, and define the density response as

\[ \delta n_i(t) = |\Psi_i(t)|^2 - |\Psi_i^{(in)}(t)|^2. \]  

We focus on the external potential of the form

\[ \delta V_i(t) = S \exp \left( \frac{x_i - I_s d/2}{\sigma} \right)^2 \theta(t - t_0), \]  

which pushes up the center of the lattice, switched on at $t = t_0$. The detailed form of the density response is given in Appendix B. We have calculated the condensate particle density $n(x)$ numerically, and have confirmed that $n(x)$ is symmetric under the conversion of $x \rightarrow -x$, i.e., all the GP solutions for the one-dimensional system we found satisfy $n(x) = n(-x)$. When $n(x)$ has the reflection symmetry, the Wannier functions and $J$ become real. So we can set $\Theta = 0$ which is the phase of $J$.

We set the parameter $S/J = 0.0001$, $U/J = 0.01$, $\sigma/d = 0.2$ and the total number of lattice sites $I_s = 51$ with the condensate particle number per site $n_c = 2$.

The density response in Eq. (122)–(151) depends on the choice of the state $|N\rangle$ in Eq. (165). As we are interested mainly in complex modes in this paper, we take the vacuum for real modes in our numerical calculations:

\[ |N_R\rangle = |0\rangle_b. \]  

First, we take the vacuum state of complex modes,

\[ |N_C\rangle_{\oplus} = |0\rangle_{\oplus}. \]  

The critical value of $k$, giving a boundary between real and complex modes, is determined from $kd = \pi/2$. In Fig. 2, the time evolution of the changes of the density at the 10th site are plotted for (a) $kd = 10\pi/51$ and (b) $kd = 20\pi/51$, in both of the cases all the eigenvalues are real. We can see that the results of LRT fit that of DNSE with high precision, as is expected.

Move to the case in which complex modes appear. In Fig. 3, the time evolution fo the change of the density at the 10th site is plotted for $kd = 26\pi/51$, this time the complex eigenvalues exist. One can find that the density response for small perturbation show the characteristic behavior. The change of density for $kd = 26\pi/51$ is larger than that of $kd = 10\pi/51$ or $kd = 20\pi/51$ and grows exponentially. This behavior is caused by the complex eigenvalues. The result of LRT is in good agreement with that of DNSE again. Recall that the operators $\hat{A}_{k\vec{q}_i}$, $\hat{B}_{k\vec{q}_i}$ and the state $|0\rangle_{\oplus}$ are essential in our LRT formulation. The above agreement is not trivial at all when there are complex eigenmodes.

Next, we focus on one of the complex modes, characterized by the Bloch vector $\vec{q}_i = 2\pi/51$, and employ the following singly excited state for $|N_C\rangle_{\oplus}$

\[ |N_C\rangle_{\oplus} = |0 \cdots n_{\vec{q}_i} \cdots 0\rangle_{\oplus}. \]  

In Fig. 4, the quantity $\langle \delta \hat{\rho}_{10}(t) \rangle$ is plotted as a function of time. As $n_{\vec{q}_i}$ increases, the amplitude of the response becomes larger and the exponentially diverging behavior becomes prominent. Thus it seems that the excitations of the complex modes hasten the collapse of condensates.
We have attempted to diagonalize the unperturbed Hamiltonian under the tight-binding approximation, but it is not diagonalizable in the conventional bosonic representation. Nevertheless one can find its eigenstates, i.e., the vacuum and excited states in the complex mode sector. Then, the physical state conditions (PSCs) were introduced to restrict the state space, so that we can start with the consistent stable particle in QFT.

As an application of our formulation to the problem of the dynamical instability, we consider the response of a condensate against external perturbation in the regime of the linear response theory (LRT). The numerical results of LRT with complex modes are to be compared with those from the discrete Schrödinger equation (DNSE). It is remarkable that both of the results coincide with each other although the two methods are quite different. The state $|0\rangle_\oplus$ and the operators $A_{k\bar{q}_c}$ and $B_{k\bar{q}_c}$ are crucial for our formulation of LRT. It is an interesting observation that the excited state in the complex mode sector hastens the collapse of the condensate in comparison with the vacuum state.

**VII. SUMMARY**

We have investigated the dynamical instability of Bose-Einstein condensation flowing in an optical lattice. The formulation in this paper is based on quantum field theory (QFT). The field operator must include complex modes for the dynamically unstable system, otherwise the canonical commutation relations would be violated.

We have attempted to diagonalize the unperturbed Hamiltonian under the tight-binding approximation, but it is not diagonalizable in the conventional bosonic representation. Nevertheless one can find its eigenstates, i.e., the vacuum and excited states in the complex mode sectors. Then, the physical state conditions (PSCs) were introduced to restrict the state space, so that we can start with the consistent stable particle in QFT.

As an application of our formulation to the problem of the dynamical instability, we consider the response of a condensate against external perturbation in the regime of the linear response theory (LRT). The numerical results of LRT with complex modes are to be compared with those from the discrete Schrödinger equation (DNSE). It is remarkable that both of the results coincide with each other although the two methods are quite different. The state $|0\rangle_\oplus$ and the operators $A_{k\bar{q}_c}$ and $B_{k\bar{q}_c}$ are crucial for our formulation of LRT. It is an interesting observation that the excited state in the complex mode sector hastens the collapse of the condensate in comparison with the vacuum state.
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**APPENDIX A: EIGENFUNCTIONS OF THE BOGOLIUBOV–DE GENNES EQUATION**

In this Appendix, we rephrase the contents in Sec. VI from the viewpoint of the Bogoliubov-de Gennes (BdG) equation. The QFT formalism on the trapped BECs with vortices in Ref. [34] is based on the BdG equation.

The relevant BdG equation is, in the doublet notation,

$$ T x_n(x) = ħω_n x_n(x) \quad (A1) $$

where

$$ T = \begin{pmatrix} L & M \\ -M^* & -L \end{pmatrix}, \quad (A2) $$

$$ x_n(x) = \begin{pmatrix} f_n(x) \\ g_n(x) \end{pmatrix}, \quad (A3) $$

$$ L = K + V_{\text{opt}} - μ + 2g|v(x)|^2, \quad (A4) $$

$$ M = gv^2(x). \quad (A5) $$

The operator $T$ has the pseudo-Hermitian property of

$$ σ_3 T^\dagger σ_3 = T \quad (A6) $$

correspondingly to Eq. [39]. This leads us to define the following inner product for an arbitrary pair of doublets,

$$ (r, s) \equiv \int d^3 x r^\dagger(x) σ_3 s(x) \quad (A7) $$

$$ = \int d^3 x [r_1^\dagger(x)s_1(x) - r_2^\dagger(x)s_2(x)], \quad (A8) $$

![FIG. 3: (Color online) Time evolution of the change of the density at the 10th site for $kd = 26π/51$ (region for complex eigenvalues) with $T = Jt/ℏ$. The solid line represents the result of DNSE $δn_{10}(T)$ while the dashed line represents that of LRT $δρ_{10}(T)$.](image)

![FIG. 4: (Color online) Time evolution of the density at the 10th site for $kd = 26π/51$ (region for complex eigenvalues) with $T = Jt/ℏ$, calculated with the state defined in Eq. (175) for the interval between $T = 300$ and $T = 500$. The solid, dashed and dashed-dotted lines correspond to $n_{\bar{q}_c} = 1, 10$ and 20, respectively.](image)
where
\[ r(x) = \begin{pmatrix} r_1(x) \\ r_2(x) \end{pmatrix}, \quad s(x) = \begin{pmatrix} s_1(x) \\ s_2(x) \end{pmatrix}. \] (A9)

We may also define a (squared) “norm” of \( r \) as \( |r|^2 \equiv (r, r) \), which is not positive-definite. One easily obtains
\[ (\hbar \omega_n - \hbar \omega_n^*)(x_n', x_n) = 0. \] (A10)

As a counterpart of Eq. (A2) we find the relation,
\[ \sigma_1 T^* \sigma_1 = -T. \] (A11)

It turns out that for any eigenvector \( x_n(x) \) whose eigenvalue is denoted by \( \hbar \omega_n \), the doublet \( y_n(x) = \sigma_1 x_n^*(x) \) becomes an eigenvector with the eigenvalue \(-\hbar \omega_n^*\).

When the eigenvalues are real, we have the following orthonormal relations, consistent with Eq. (A10):
\[ (x_n', x_n) = \delta_{n'n}, \] (A12)
\[ (y_n', y_n) = -\delta_{n'n}, \] (A13)
\[ (y_n', x_n) = 0. \] (A14)

Complex modes appear in a pair for the BdG equation (A1), i.e., any eigenstate \( \zeta_m \) belonging to a complex eigenvalue \( \hbar \omega_m \) is accompanied by another eigenstate \( \eta_k \) whose eigenvalue \( \hbar \omega_k \) is a complex conjugate of \( \hbar \omega_m \), \( \hbar \omega_k = \hbar \omega_m^* \). This fact is shown in constructing eigenstates explicitly in Sec. IV. The “norm” of the eigenstates of complex eigenvalues is zero,
\[ ||\zeta_m||^2 = ||\eta_k||^2 = 0, \] (A15)

since \( (\hbar \omega_m - \hbar \omega_m^*) \) is not zero in Eq. (A10). The “zero norm” is a necessary condition for the emergence of complex eigenvalues. The pair of the eigenvectors \( \zeta_m \) and \( \eta_k \) are not orthogonal to each other in general,
\[ (\eta_k, \zeta_m) \neq 0 \] (A16)
as there is a vanishing factor of \( (\hbar \omega_m - \hbar \omega_m^*) \) on the left-hand side of Eq. (A10).

Let us expand the field operator in the doublet notation in terms of the eigenfunctions of the BdG equation,
\[ \hat{\Phi}(x, t) = \sum_{\mathbf{q}_k} [x_{\mathbf{kq}}(x) \hat{b}_{\mathbf{kq}}(t) + y_{\mathbf{kq}}(x) \hat{b}_{\mathbf{kq}}^*(t)] + \sum_{\mathbf{q}_e} [\zeta_{\mathbf{kq}}(x) \hat{A}_{\mathbf{kq}}(t) + \eta_{\mathbf{kq}}(x) \hat{A}_{\mathbf{kq}}^*(t)], \] (A17)

where
\[ \hat{\Phi}(x, t) = \begin{pmatrix} \hat{\phi}(x, t) \\ \hat{\phi}^*(x, t) \end{pmatrix}, \] (A18)
as in the case of a BEC with a vortex [33]. Comparing this expansion with Eq. (106) and its Hermitian conjugate, we have
\[ x_{\mathbf{kq}}(x) = \begin{pmatrix} u_{\mathbf{kq}} f_{\mathbf{kq}}(x) \\ v_{\mathbf{kq}} f_{\mathbf{kq}}^*(x) \end{pmatrix}, \] (A19)
\[ y_{\mathbf{kq}}(x) = \begin{pmatrix} v_{\mathbf{kq}} f_{\mathbf{kq}}(x) \\ u_{\mathbf{kq}} f_{\mathbf{kq}}^*(x) \end{pmatrix}, \] (A20)
\[ \zeta_{\mathbf{kq}}(x) = \begin{pmatrix} u_{\mathbf{kq}} f_{\mathbf{kq}}(x) \\ -i v_{\mathbf{kq}} f_{\mathbf{kq}}^*(x) \end{pmatrix}, \] (A21)
\[ \eta_{\mathbf{kq}}(x) = \begin{pmatrix} -i v_{\mathbf{kq}} f_{\mathbf{kq}}(x) \\ u_{\mathbf{kq}} f_{\mathbf{kq}}^*(x) \end{pmatrix}. \] (A22)

It is straightforward to check the following orthonormal relations,
\[ (x_{\mathbf{kq}'}, x_{\mathbf{kq}}) = \delta_{\mathbf{q}', \mathbf{q}} \] (A23)
\[ (y_{\mathbf{kq}'}, y_{\mathbf{kq}}) = -\delta_{\mathbf{q}', \mathbf{q}} \] (A24)
\[ (y_{\mathbf{kq}'}, x_{\mathbf{kq}}) = 0, \] (A25)

and
\[ (\zeta_{\mathbf{kq}'}, \zeta_{\mathbf{kq}}) = 0, \] (A26)
\[ (\eta_{\mathbf{kq}'}, \eta_{\mathbf{kq}}) = 0, \] (A27)
\[ (\eta_{\mathbf{kq}'}, \zeta_{\mathbf{kq}}) = i \delta_{\mathbf{q}', \mathbf{q}}. \] (A28)

**APPENDIX B: EXPRESSION OF DENSITY RESPONSE**

In this Appendix, we give the detailed expression of the density response \( \langle \delta \hat{\rho}_i(t) \rangle \). The state by which the expectation \( \langle \cdot \rangle \) is taken is found in Eq. (162). We restrict ourselves to the case of one dimension in space.

The external perturbation is given as
\[ \delta V_i(t) = S \exp \left( \frac{x_i - I_i d/2}{\sigma} \right)^2 \theta(t - t_0). \] (B1)

Then the expression of the density response becomes
\[ \langle \delta \hat{\rho}_i(t) \rangle = \langle \delta \hat{\rho}^{(0)}_i(t) \rangle + \langle \delta \hat{\rho}^{(ex)}_i(t) \rangle, \] (B2)

where
\begin{align}
\langle \delta \hat{p}_i^{(0)}(t) \rangle &= \frac{2S}{\hbar I_s} \sum_{j,q} \exp \left( \frac{x_j - I_s d/2}{\sigma} \right)^2 n_c(u_{kq} + v_{kq})^2 \omega_{kq}^{(+)} \left[ \cos \left\{ \hat{q} (x_i - x_j) - \omega_{kq}^{(+)} (t - t_0) \right\} - \cos \{ \hat{q} (x_i - x_j) \} \right], \\
\langle \delta \hat{p}_i^{(ex)}(t) \rangle &= \frac{2S}{\hbar I_s} \sum_j \sum_{\bar{q}_1, \bar{q}_2 \neq 0} \exp \left( \frac{x_j - I_s d/2}{\sigma} \right)^2 \left\{ (n_{\bar{q}_1} + 1)(n_{\bar{q}_2} + 1) - n_{\bar{q}_1} n_{\bar{q}_2} \right\} \\
&\quad \times \text{Re} \left[ \frac{u_{kq_1} v_{kq_2} (u_{kq_1} + v_{kq_2})}{(\omega_{kq_1}^{(+)} + \omega_{kq_2}^{(+)} I_s)} \right] \left\{ \cos \left( (\hat{q}_1 - \hat{q}_2)(x_i - x_j) - (\omega_{kq_1}^{(+)} + \omega_{kq_2}^{(+)} I_s)(t - t_0) \right) \\
&\quad \quad - \cos \left( (\hat{q}_1 - \hat{q}_2)(x_i - x_j) \right) \right\} .
\end{align}

[1] N.H. Anderson, J.R. Ensher, M.R. Matthews, C.E. Wieman, and E.A. Cornell, Science 269, 198 (1995).
[2] K.B. Davis, M.O. Mewes, M.R. Andrews, N.J. van Druten, D.S. Durfee, D.M. Kurn and W. Ketterle, Phys. Rev. Lett. 75, 3969 (1995).
[3] W. Ketterle, D.S. Durfee, and D.M. Stamper-Kurn in Bose-Einstein Condensation in Atomic Gases, edited by M. Inguscio, S. Stringari, and C. E. Wieman, (IOS Press, Amsterdam, 1999).
[4] M. Greiner, O. Mandel, T. Esslinger, T. H"ansch, and I. Bloch, Nature 415, 39 (2002).
[5] M.B. Dahan, E. Peik, J. Reichel, Y. Castin, and C. Salomon, Phys. Rev. Lett. 76, 4508 (1996).
[6] K. Xu, Y. Liu, D.E. Miller, J.K. Chin, W. Setiawan, and W. Ketterle, Phys. Rev. Lett. 96, 180405 (2006).
[7] M. Ichikawa and K. Machida, J. Phys. Soc. Jpn. 72, 2137 (2003).
[8] D. van Oosten, P. van der Straten, and H.T.C. Stoof, Phys. Rev. A 63, 053601 (2001).
[9] A.M. Rey, K. Burnett, R. Roth, M. Edwards, C.J. Williams, and C.W. Clark, J. Phys. B 36, 825 (2003).
[10] K. Igaya, S. Konabe, I. Danshita, and T. Nikuni, Phys. Rev. A 74, 053611 (2006).
[11] B. Wu and Q. Niu, Phys. Rev. A 64, 061603(R) (2001).
[12] B. Wu and Q. Niu, New J. Phys. 5, 104 (2003).
[13] L. De Sarlo, L. Fallani, J.E. Lye, M. Modugno, R. Saers, C. Fort, and M. Inguscio, Phys. Rev. A 72, 013603 (2005).
[14] H. Pu, C.K. Law, J.H. Eberly, and N.P. Bigelow, Phys. Rev. A 59, 1533 (1999).
[15] L.J. Garay, J.R. Anglin, J.I. Cirac and P. Zoller, Phys. Rev. Lett. 85, 4643 (2000); Phys. Rev. A 63, 023611 (2001).
[16] D.V. Skryabin, Phys. Rev. A 63, 013602 (2000).
[17] M. M"att"onen, T. Mizushima, T. Isohata, M.M. Salomon, and K. Machida, Phys. Rev. A 68, 023611 (2003)
[18] Y. Kawaguchi and T. Ohmi, Phys. Rev. A 70, 043610 (2004)
[19] K.M. Hilligse, M.K. Oberthaler, and K-P. Marzlin, Phys. Rev. A 66, 063605 (2002).
[20] W. Zhang, D.L. Zhou, M.-S. Chang, M.S. Chapman, and L. You, Phys. Rev. Lett. 95, 180403 (2005).
[21] D.C. Roberts and M. Ueda, Phys. Rev. A 73, 053611 (2006).
[22] L. Fallani, L. De Sarlo, J.E. Lye, M. Modugno, R. Saers, C. Fort, and M. Inguscio, Phys. Rev. Lett. 93, 140406 (2004).
[23] A.M. Mateo and V. Delgado, Phys. Rev. Lett. 97, 180409 (2006).
[24] Y. Nambu and G. Jona-Lasinio, Phys. Rev. 122, 345 (1961).
[25] M. Lewenstein and L. You, Phys. Rev. Lett. 77, 3489 (1996).
[26] H. Matsumoto and S. Sakamoto, Prog. Theor. Phys. 107, 679 (2002).
[27] M. Okumura and Y. Yamanaka, Phys. Rev. A 68, 13609 (2003).
[28] M. Okumura and Y. Yamanaka, Prog. Theor. Phys. 111, 199 (2004).
[29] M. Mine, T. Koide, M. Okumura, and Y. Yamanaka, Phys. Rev. A115, 683 (2006).
[30] M. Okumura and Y. Yamanaka, Physica A348, 157 (2005).
[31] M. Mine, M. Okumura, and Y. Yamanaka, J. Math. Phys. 46, 042307 (2005).
[32] M. Okumura and Y. Yamanaka, Physica A365, 429 (2006).
[33] H. Enomoto, M. Okumura, and Y. Yamanaka, Ann. Phys. 321, 1892 (2006).
[34] M. Mine, M. Okumura, T. Sunaga, and Y. Yamanaka, Ann. Phys. (in press).
[35] A. Trombettoni and A. Smerzi, Phys. Rev. Lett. 86, 2353 (2002).
[36] A. Smerzi, A. Trombettoni, P.G. Kevrekidis, and A.R. Bishop, Phys. Rev. Lett. 89, 170402 (2002).
[37] N.N. Bogoliubov, Lectures on Quantum Statistics (McDonald Technical and Scientific, London, 1971).
[38] E. Taylor and E. Zaremba, Phys. Rev. A 68, 053611 (2003).
[39] H. Umezawa, Advanced Field Theory — Micro, Macro
and Thermal Physics, (AIP, New York, 1993).

[40] E.P. Gross, Nuovo Cimento 20, 454 (1961); J. Math. Phys. 4, 195 (1963).
L.P. Pitaevskii, Zh. Eksp. Teor. Fiz. [Sov. Phys. JETP] 40, 646 (1961); Sov. Phys. JETP 13, 451 (1961).

[41] D. Jaksch, C. Bruder, J.I. Cirac, C.W. Gardiner, and P. Zoller, Phys. Rev. Lett. 81, 3108 (1998).

[42] R. Kubo, J. Phys. Soc. Jpn. 12, 570 (1957).