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ABSTRACT

This study is informed by two research gaps. One, Artificial Intelligence’s (AI’s) Machine Learning (ML) techniques have the potential to help separate information and misinformation, but this capability has yet to be empirically verified in the context of COVID-19. Two, while older adults can be particularly susceptible to the virus as well as its online infodemic, their information processing behaviour amid the pandemic has not been understood. Therefore, this study explores and understands how ML techniques (Study 1), and humans, particularly older adults (Study 2), process the online infodemic regarding COVID-19 prevention and cure. Study 1 employed ML techniques to classify information and misinformation. They achieved a classification accuracy of 86.7% with the Decision Tree classifier, and 86.67% with the Convolutional Neural Network model. Study 2 then investigated older adults’ information processing behaviour during the COVID-19 infodemic period using some of the posts from Study 1. Twenty older adults were interviewed. They were found to be more willing to trust traditional media rather than new media. They were often left confused about the veracity of online content related to COVID-19 prevention and cure. Overall, the paper breaks new ground by highlighting how humans’ information processing differs from how algorithms operate. It offers fresh insights into how during a pandemic, older adults—a vulnerable demographic segment—interact with online information and misinformation. On the methodological front, the paper represents an intersection of two very disparate paradigms—ML techniques and interview data analyzed using thematic analysis and concepts drawn from grounded theory to enrich the scholarly understanding of human interaction with cutting-edge technologies.

1. Introduction

When the internet was introduced to daily life, it was meant to offer immensely diverse knowledge and information (Ratchford et al., 2001). The internet has however also led to a growth of ignorance in various forms and guises that are labelled using terms such as fake news, disinformation and misinformation. This study specifically uses the term ‘misinformation’. Access to the internet is now, often, access to resources that reinforce biases, ignorance, prejudices, and absurdity. Parallel to a right to information, some researchers believe that there is a right to ignorance (Froehlich, 2017).

Meanwhile, a pandemic, COVID-19, has exposed several difficulties with the present global health care system. A societal concern for healthcare organizations and the World Health Organization (WHO) has been the spread of online misinformation that can exacerbate the impact of the pandemic (Ali, 2020). Almost 90% of Internet users seek online health information as one of the first tasks after experiencing a health concern (Chua & Banerjee, 2017). Therefore, regarding the pandemic COVID-19, where there is little a priori information and knowledge, individuals are likely to explore the online avenue. However, when searching for such information on the internet and social media, one is faced with an avalanche of information referred to as an ‘infodemic’, which includes a mixture of facts and hoaxes that are difficult to separate from one another (WHO, 2020a). If a hoax related to COVID-19 prevention and cure is mistaken as a fact, there could be serious ramifications on people’s health and well-being. Conceivably,
healthcare organizations and public health authorities are keen to ensure that people are not deceived by COVID-19-related misinformation that has been circulating online. This is reflected in their propensity to submit misinformation-exposing posts on their social media channels (Raamkumar et al., 2020).

Social media, also known as online social networks (OSN), have now emerged as contemporary ways to reach the consumer market. Artificial Intelligence (AI)—traditionally referring to an artificial creation of human-like intelligence that can learn, reason, plan, perceive, or process natural language (Russell & Norvig, 2009)—is associated with social media. It is “an area of computer science that aims to decipher data from the natural world often using cognitive technologies designed to understand and complete tasks that humans have taken on in the past” (Sall, 2018, para. 4). The adoption of AI, a cutting-edge technology, has been propelled to an unprecedented level in the wake of the pandemic. With regards to health, AI-enabled mobile applications are now widely used for infection detection and contact-tracing (Fong et al., 2020). Even with regards to the infodemic, AI’s ML techniques can play a crucial role. Research has shown that ML techniques can help separate information from misinformation (Katsaros et al., 2019; Kinsora et al., 2017; Shu et al., 2017; Tacchini et al., 2017). However, despite the hype and enthusiasm around AI and social media, there is still a lack of understanding in terms of how consumers interact and engage with these technologies (Ameen et al., 2020; Capatina et al., 2020; Rai, 2020; Wesche & Sonderegger, 2019). The extent to which algorithms can help detect misinformation amid information related to COVID-19 is therefore worth investigating.

Older adults constitute a consumer demographic group that is particularly susceptible to COVID-19 (WHO, 2020b). The pandemic causes pneumonia and symptoms such as fever, cough and shortness of breath among older adults (Adler, 2020), who usually exert maximal effort to understand and complete tasks that humans have taken on in the past. The adoption of AI, a cutting-edge technology, has been propelled to an unprecedented level in the wake of the pandemic. With regards to health, AI-enabled mobile applications are now widely used for infection detection and contact-tracing (Fong et al., 2020). Even with regards to the infodemic, AI’s ML techniques can play a crucial role. Research has shown that ML techniques can help separate information from misinformation (Katsaros et al., 2019; Kinsora et al., 2017; Shu et al., 2017; Tacchini et al., 2017). However, despite the hype and enthusiasm around AI and social media, there is still a lack of understanding in terms of how consumers interact and engage with these technologies (Ameen et al., 2020; Capatina et al., 2020; Rai, 2020; Wesche & Sonderegger, 2019). The extent to which algorithms can help detect misinformation amid information related to COVID-19 is therefore worth investigating.

With this overarching research aim, the objective of this study is two-fold. First, it investigates the extent to which algorithms can distinguish between information and misinformation related to COVID-19 prevention and cure (Study 1). For this purpose, a supervised ML framework was developed to classify facts and hoaxes.

Second, the study investigates older adults’ information processing behaviour in the face of the COVID-19 infodemic (Study 2). Informed by the results of Study 1 along with the theoretical lenses of misinformation, information processing and trust, 20 older adults were interviewed to understand how they had been coping with the infodemic associated with COVID-19 prevention and cure in their daily lives.

The study is important and timely for several reasons. First, The World Health Organization (WHO) declared that besides finding preventive plans and cures for the pandemic, it was also concerned about the online infodemic. By addressing the infodemic problem from both the computational and behavioral perspectives, the study represents a timely endeavour in the aftermath of the COVID-19 outbreak. Second, the study introduces a machine learning framework to classify information and misinformation related to COVID-19 prevention and cure. As will be shown later, the classification performance was generally promising. Third, the study offers fresh insights into how older adults, a vulnerable consumer group of society, interact with information and misinformation during a pandemic. The findings can provide insights to health organizations on how to better reach this vulnerable group for creating awareness.

The rest of this study proceeds as follows: Section 2 reviews the literature on AI, misinformation—particularly healthcare misinformation—older adults’ ICT adoption as well as trust. Section 3 describes the research methods for both Study 1 and Study 2. Section 4 and Section 5 present the findings of Study 1 and Study 2 respectively. Section 6 discusses the findings while Section 7 closes the study with a conclusion.

2. Literature review

2.1. AI and misinformation

AI is increasingly becoming the veiled decision-maker of the present era (Dharaiya, 2020; Fong et al., 2020). Nonetheless, the definition of AI is problematic as researchers apply it according to the situation and context in question (e.g., McCarthy, 2007; Minsky, 1968; Hernandez-Orallo, 2017). One of the problems with defining and understanding the nature of AI are the associated paradigms or components of intelligence that include, Machine Learning, Deep Learning and Neural Networks (Wooldridge, 2018). Fig. 1 illustrates some of the component paradigms and their relationships under the umbrella term of AI.

In this study, AI’s definition includes using machines for scanning large numbers of internet and OSN related web pages quickly and efficiently. These are activities that human beings cannot complete as rapidly and effectively as machines. This is due to the machines being algorithmically trained to do so; thereby expediting tasks. Research has also found that AI is a key component of the popular OSNs used every single day (Hernández-Orallo, 2017; Russell & Norvig, 2009).

Many of AI’s most impressive capabilities are powered by machine learning, a subset of AI that enables trained machine systems to make accurate predictions based on large sets of data (Kaliyar, 2018; Tacchini et al., 2017). There is evidence that machine learning can help address the problem of online misinformation (Katsaros et al., 2019; Kinsora et al., 2017; Wooldridge, 2018).

The proliferation of the internet and OSNs has transformed the cyberspace into a storehouse of online falsehood, which is often expressed using a variety of terms such as fake news, disinformation and misinformation. According to the UK Parliament (2018), the term fake news is ‘bandied around’ without any agreed definition. It also has a political flavour (Vosoughi et al., 2018); thus, is avoided in the rest of this study. False online information is called disinformation when shared deliberately but misinformation when propagated inadvertently (Pal & Banejee, 2019). The lines are often blurred between the two as one seldom has insights into people’s motivations at the point when they share false information. Therefore, this study uses ‘misinformation’ as an umbrella term when referring to false information swirling online.

Misinformation accelerates propaganda, creates anxiety, induces fear, and sways public opinion; thereby having adverse societal impacts (Bradshaw and Howard, 2018; Subramanian, 2017). A particularly worrying trait of misinformation is that it spreads “farther, faster, deeper, and more broadly” compared with information (Vosoughi et al., 2018, p. 1146). Moreover, humans are seldom able to detect misinformation (Dunbar et al., 2017; Levine, 2014). Misinformation has been shown to be detrimental in various domains that range from the stock market (Bollen et al., 2011) and natural disasters (Gupta et al., 2013) to terror attacks (Starbird et al., 2014), politics (Berinsky, 2017) and healthcare (Wang et al., 2019).

Studying healthcare misinformation related to disease prevention and cure; namely COVID-19 presently where not much previous information and knowledge exists; is particularly necessary. Due to online channels, people now have free access to abundant, but often questionable, healthcare information (Adams, 2010). This information...
that patients as well as those who are vulnerable can act based on online information and misinformation without an a priori feature set (Kaliyar, Banerjee, & Shim, 2019). Therefore, in recent years, scholars have been shedding light on the management of health-related misinformation with a renewed sense of urgency (for a review, see Wang et al., 2019). Joining this academic discourse, the current study specifically focuses on how AI can be used to separate information from misinformation about COVID-19 prevention and cure.

2.2. Tackling healthcare misinformation during crises

Healthcare misinformation is often fuelled during crises situations such as disease outbreaks. In the past, the world has witnessed outbreaks of Ebola and SARS, with both giving rise to a fair share of healthcare misinformation (Fung et al., 2016; Ma, 2008). But no crisis in the history of mankind comes anywhere close to the magnitude of the COVID-19 pandemic, with so many countries being affected simultaneously in a short period of time. The infodemic that the pandemic of such a scale has engendered makes it difficult for people to find reliable guidance about COVID-19 prevention and cure (WHO, 2020a).

Nonetheless, as most of the globe has been enduring lockdown, people’s likelihood to be exposed to—and in turn overwhelmed by—the infodemic is high. Worryingly, by early 2020, posts from authoritative sources such as the WHO and the US Centers for Disease Control and Prevention (CDC) cumulatively only achieved some hundred thousand engagements, considerably eclipsed by hoax and conspiracy theory sites, which amassed over 52 million (Mian & Khan, 2020). These suggest that healthcare organizations have their task cut out to protect the public from COVID-19-related prevention and cure misinformation.

Broadly speaking, healthcare organizations can tackle the problem using a two-step process. The first step involves detection, which seeks to identify misinformation from the pool of online content. On the scholarly front, a common technique in this vein is to employ AI-powered machine learning algorithms to classify online messages as either information or misinformation. Traditionally, these algorithms take as their input an array of features based on common linguistic properties of authentic and fictitious information (Chua & Banerjee, 2016; Katsaros et al., 2019; Kinsora et al., 2017; Shu et al., 2017; Tacchini et al., 2017). However, as content style is ever evolving, a pre-determined set of linguistic features may not always help in the detection. Therefore, more sophisticated algorithms leverage deep learning that automatically learns nuances in patterns between information and misinformation without an a priori feature set (Kalijar, 2018). In addition, there are platforms such as Hoaxy that monitor misinformation using network analysis and visualisation (Shao et al., 2018). Furthermore, independent third-party platforms such as Snopes.com also help detect misinformation.

Once misinformation is detected, the second step involves correction that seeks to expose and refute the false claim. Healthcare organizations can develop corrective messages to combat misinformation (Pal et al., 2020; Tanaka et al., 2013). WHO, for example, maintains a repository of corrective messages debunking COVID-19 misinformation. Public Health England has also been posting misinformation-correcting messages on its social media channels (Raamkumar et al., 2020).

Despite such efforts from healthcare organizations, the literature is silent about several pertinent questions: When people come across dubious information, how do they detect message veracity? How do they process corrective messages? How do they engage with the social media posts of health organizations—if at all, and why? To what extent do healthcare organizations’ efforts to create awareness about misinformation actually work? This study attempts to answer these questions in the context of COVID-19 by specifically focusing on older adults, an under-investigated but worth-investigating segment of the population.

2.3. Older adults’ ICT adoption and online information behavior

Older adults are an extremely diverse group varying considerably in their abilities, skills and experiences, which makes it particularly challenging to generalize their needs and life conditions (Ostlund et al., 2015). Hence, they are often categorized (Whitford, 1998) as pre-seniors (aged 50–64 years), young-old (aged 65–74 years), and old-old (aged 75–85 years).

For older adults, ICT adoption presents a double-edged sword. For one, the use of technology promotes independent living (Chumba et al., 2004). Contrastingly, it fosters a digital divide, which refers to the gap in the adoption of digital information and communication tools between those who are tech-savvy and those who are tech-averse (Choudrie & Vyas, 2014; Choudrie et al., 2020). The literature has consistently documented older adults as being relatively less confident in technology use (Magsamen-Conrad et al., 2015; Wagner et al., 2010; Yoon et al., 2020). Even when they are willing to use technology, they are thwarted by previous experiences of discomfort, a perceived lack of support, and a perceived low usefulness of technology. These ultimately inhibit their technology adoption (Peine et al., 2013; Selwyn et al., 2003) and could lead to them being socially and digitally excluded, and lonely and socially isolated.

In the wake of the lockdown caused by COVID-19, as the degree of face-to-face communication shrank abruptly, older adults were reportedly forced to rely on online channels for information seeking even though it is outside their comfort zone (Vie et al., 2021). Amid the uncertainty under such a circumstance, investigating how they decide what to trust and what not to trust is crucial to better understand their ability to discern between information and misinformation while navigating the infodemic.
2.4. Trust and older adults

There exist various definitions of trust. For instance, trust has been conceptualized as an institutional construct by sociologists or economists, a personal trait by personality theorists, and a willingness to be vulnerable by social psychologists (Beldad et al., 2010; Lewicki & Bunker, 1996). According to Flavian et al. (2006), trust consists of three user perceptions, namely, honesty, benevolence, and competence of the trust target. As a cognitive (thinking) construct, trust can be split into two different types (Anderson & Narus, 1990; Doney & Cannon, 1997; Panteli & Sockalingam, 2005). The first type is dispositional trust which is mainly motivated by faith in humanity (McKnight et al., 1998). A second type of trust is conditional trust that is usually found in the initial period of a relationship when there are no cues for distrust (Panteli & Sockalingam, 2005).

Despite the lack of consensus in definitions, scholars unanimously highlight the necessity to study trust under situations of uncertainty (Beldad et al., 2010; Corritore et al., 2003; Racherla et al., 2012). Trust issues are critical for web-based systems including e-commerce and online shopping (Gefen et al., 2003; Golbeck & Hendler, 2006; Stewart, 2006). More pertinently, research has started to shed light on trust in the realm of health-related online information (Chua et al., 2016; Sillence et al., 2004, 2007). However, little is known about how trust-related decision-making unfolds, especially from the perspective of older adults. Clearly, there is a need for qualitative research to offer a deeper understanding of this phenomenon.

In this vein, two competing possibilities present themselves. One, older adults might be overly suspicious about the veracity of all online content, which they could thus choose to ignore altogether. Instead, they could rely on advice from healthcare organizations, governments and the traditional media, thereby not being susceptible to the infodemic (Magsamen-Conrad et al., 2015; Seo et al., 2021). Two, they could take all online content without a pinch of salt; thereby, reaching a point of being vulnerable to the infodemic (McKnight et al., 2002; Riegelsberger et al., 2005).

To capture the continuum between the two extremes, this study defines trust as older adults’ willingness to treat the infodemic with a sense of relative security that it contains information but little misinformation. Older adults are likely to be more comfortable with, and hence pay more attention to, traditional media vis-à-vis new media (Magsamen-Conrad et al., 2015; Seo et al., 2021; Xie et al., 2021). Yet, the pandemic has made it difficult for the public to resist the temptation to go online and search for COVID-19 prevention and cure. Therefore, how older adults have been coping with the COVID-19 infodemic is worth exploring.

2.5. Outcome of the literature review

The outcome of the literature review is two-fold. First, even though AI has the potential to help separate information and misinformation, this potential has yet to be empirically verified in the context of COVID-19. Second, while older adults can be particularly susceptible to the virus as well as its infodemic, their information processing behaviour amid the pandemic has not been understood.

To illustrate the relationship between the various themes of this study that will be useful for the qualitative study 2, Fig. 2 is provided.

To address these research gaps, a mixed methods research was conducted. Study 1 constitutes the quantitative aspect while Study 2 is qualitative.

3. Research methodology

3.1. Study 1

Data Collection. For this quantitative study, true and false claims, related to COVID-19 prevention and cure, were collected between February and April 2020. These claims came from primarily three sources: fact-checking websites, news portals, and websites of non-government organizations. A variety of fact-checking websites such as, Factly, FactCheck, HealthFeedback, SMHox Slayer, Snopes, etc., were consulted. News portals such as, The Guardian, The New York Times, The Huffington Post, BBC News, Washington Times, and The Independent, etc. were also leveraged. For further data triangulation, data were also drawn from the websites of non-government organizations such as, the Centers for Disease Control and Prevention (CDC), National Health Service (NHS), State Administration of Traditional Chinese Medicine, the WHO, etc.

While the sampling was non-random and self-selected, the scope of data collection was confined to only those claims that had been verified by one or more of the authoritative sources listed above as either true or false. If the veracity of a claim was still under investigation at the point of data collection, it was not admitted. The data was collated manually. Thereafter, a standard data cleaning and pre-processing process was utilised to remove punctuations, special characters and white spaces. Standard stop words (excluding the negation words) were also removed manually. Given the contemporary phenomenon under investigation, there exists no labelled ground truth dataset of true and false claims.

The manual process eventually led to a sample size of 143. Of these, 61 were true claims (information) and the remaining 82 false (misinformation). For each entry, the dataset includes not only the information/misinformation claims but also the successive investigations carried out by the authoritative sources.

Data Analysis. Fig. 3 depicts the AI-enabled framework developed for the classification of COVID-19 information and misinformation. After the manual data collection, five features were finalized to develop and train the model. These include: (1) Claim (containing the textual claim), (2) Text (detailed explanation of the claim in the article), (3) Investigation (text describing the investigation of the claim as carried out by a fact checking site or any other authoritative body), (4) Claim Supporting Agency Presence (indicating whether the authoritative body that carried out the investigation is explicitly stated), and (5) Label (ground truth of either true or false).

Thereafter, the 143 data points were divided such that 90% was used for classifier training and the remaining 10% for model testing. The study used four traditional machine learning algorithms; namely, Support Vector Machine (SVM), Decision Tree (DT), Random Forest (RF), Stochastic Gradient Descent (SGD), along with two deep learning models: Long Short-Term Memory (LSTM), and Convolutional Neural Network (CNN). The classification performance was measured using the metrics of precision: recall, F1-measure, specificity, sensitivity and accuracy (Gadekallu et al., 2020; Roy et al., 2020; Schültze et al., 2008).

3.2. Study 2

Data Collection. Following Study 1, the purpose of Study 2 was to acquire a richer and deeper understanding of online information and
misinformation from the experiences of older adults. For this purpose, a qualitative approach was used that employed the data collection technique of in-depth, semi-structured interviews.

Specifically, 20 older adults from various sectors and cultures were interviewed (see Table 1). A non-random, convenience, purposive and snowball sampling approach was used. The data collection period ranged from June 1 to July 15, 2020. Due to the lockdown, to replace face to face interviews, data collection occurred using the digital platforms of Zoom and Teams that individuals could easily access.

For participant recruitment, snowball sampling was used where contact was made with non-government organizations such as, Age (UK) Hertfordshire, public sector organizations departments for elderly services and other such organizations. The selection criteria included seeking older adults aged 50 years and above, who had regular internet use experience. Participant recruitment was accomplished using word of mouth and invitation to those invited by the charity organization. The sample size was not known a priori. Prior to data collection, it was estimated that approximately between 12 and 40 participants would be needed (Saunders & Townsend, 2016). We proceeded with additional interviews beyond the 12 to provide supplementary and substantial perspectives (i.e., adding value to the study), to ensure the theoretical saturation of the empirical data.

Data Analysis. The open-ended interviews commenced after obtaining ethics clearance. The questions were informed by the theoretical constructs drawn from previous studies of trust, and older adults’ information behaviour amid crises. During the interview, participants were also shown items related to information and misinformation identified in Study 1 and were asked to comment on the accuracy of the items; thereby, ensuring triangulation. They were also asked to explain the ways in which they decided whether to trust the relayed content.

Each interview lasted between 1 and 1.5 h and were recorded. The collection of data was based on the view that “[w]hat we call our data are really our own constructions of other people’s constructions of what they and their compatriots are up to” (Geertz, 1973). The principal author conducted the interview and after analysing the transcriptions, discussed the results with a diverse member of the writing team to avoid biases. Secondary data (e.g., websites of various health care organizations, OSNs) and field notes were also used. The collection of various data ensured triangulation and cross-checking (Orlikowski, 1993).

The analysis was conducted using a deductive approach, where the process began with a preliminary examination of the data, which assisted the coding procedure. The coding technique was based on the classical (or Glasserian) grounded theory methodology (Glasser & Strauss, 1967). The coding scheme was derived from the extant literature, by referring primarily to conceptualizations of trust, and older adults’ information processing behaviour. The specific coding technique was chosen over others because it offered a robust and systematic instrument for coding, without necessarily restricting the researcher into any preconceived codes and categories, while offering a tangible method for building relationships between them.

Open coding commenced by identifying as many codes as possible. In many instances, some concepts were newly emergent; i.e., not suggested by the literature; thus, these were placed into newly created codes for further examination. Open codes were then grouped together, to develop our study’s core categories. This formed the stage of selective coding, where several open codes were grouped into subcategories, being each other’s variants, or dimensions and properties of the core category (Urquhart, 2012). This resulted in identifying the core categories, i.e., misinformation, trust, older adult’s information processing behaviour; thus, allowing us to scale up the analysis.

Then, ‘first-order data’ that referred to the interviewee’s constructions, ‘key idea’ referred to the extraction of the quotation’s essential meaning, and ‘second-order concepts’ contained our constructions, based on our analysis and extant literature were formed (Walsham, 1995). Finally, while developing our study’s chains of evidence, the analysis began revealing the relationships among the various core categories. This entailed extracting representative vignettes from the empirical material to support the arguments. Fig. 4 shows the link between the two studies.

4. Findings of study 1

This study sought to classify information and misinformation related to COVID-19 prevention and cure. Table 2 presents the classification performance. The model achieved an accuracy of 86.7% with the Decision Tree classifier, and 86.67% with the Convolutional Neural Network model. When classifying using CNN a SoftMax threshold was kept to avoid any false negatives. This was utilised to ensure that none of the fake news was classified as a true sample. Due to this stringent threshold some of the true news was classified as false. These steps were applied to ensure that the users are not misled by the ML model. The performance is in line with previous usage of classification on comparable or smaller sample sizes, when limited data points are available for training (Barz & Denzler, 2020; Codella et al., 2015, pp. 118–126; Liu & An, 2020).

In the dataset, there were several causes and cures of COVID-19. The common causes included 5G, dairy products, and China engaging in biological war. The common cures included drinking lukewarm water with lemon slices, gargling, eating root vegetables and vitamins. There was also an emphasis on medicines like Hydroxychloroquine.
An apparent difference between the true and the false claims was that the true posts were linked to authoritative sources (e.g., the WHO), and usually had some scientific backing. However, the false ones could not be linked to either authoritative sources or scientific evidence. In fact, authoritative sources had to intervene to debunk them categorically through counterevidence. Among the OSNs, it was found that several of the misinformation claims circulated widely on Facebook but were relatively less conspicuous on Twitter.

5. Findings of study 2

5.1. AI, ICT adoption, and trust

To triangulate and verify the findings of study 1, this study explored how the infodemic regarding COVID-19 prevention and cure is dealt with by older adults. The questions asked were about how older adults had been handling the online COVID-19 infodemic. During the interviews, participants were asked to view and comment on the true and the false claims that were classified in Study 1.

At this point, several disparities between algorithms and humans emerged. When participants viewed posts that were not known to them,
they identified them as false, or being unaware and as such could not comment upon their credibility. This was applicable to content from websites such as, the WHO.

Participants were shown the WHO’s COVID-19 myth busters page,\(^1\) which contained several corrective messages that debunked misinformation. When individuals viewed the page, they were largely unsure about its veracity. Many of them deemed it as false. Upon further probing, they commented upon it being too colorful and containing pictures, which they did not associate with a non-government organization like the WHO.

The researcher remained silent throughout the entire process as individuals scrolled through the page and attempted to identify the authenticity of the page. Once their probe ended, the researcher informed them of the page being true. This led to much surprise among the participants: “This does not look like a page that a UN type of organization would have. I would have expected it to have fewer pictures and less content than it presently has.” (M1). “No, that cannot be. The things that they have there are all known, what is so new about the items from WHO?” said Q1.

Sources from other countries were mostly viewed with a pinch of salt. For example, on viewing a page from the China Daily,\(^2\) B1 indicated that the page did not look credible due to the right-hand side containing the editor’s picks. B1 also commented that he was not likely to read such a page as he relied on classic news websites, or their apps. “I would seek information from a third party; for example, I would look at BBC, Reuters, Guardian and such” (B1). A page containing misinformation from The New York Times,\(^3\) a well-known source, perplexed A1: “I did not expect this to be a false story because this is New York Post. It’s well known” (A1).

To determine whether an individual can identify true or false claims from OSN/social media, a post from Facebook was also shown.\(^4\) The initial reaction from most participants was that it was false. But as they probed further, they became increasingly uncertain.

These activities confirmed that older adults were not always sure of posts’ veracity. This caused much confusion, which in turn could lead to participants to miss out on important information. Comparatively, these findings revealed that a trained algorithm will focus on the assigned task and not have any confusion. On the other hand, human participants have diverse ways of identifying true and false posts, which could be influenced by their previous information processing behaviour. That is, if someone is used to visiting a certain website and becomes familiar with it, they will identify the content according to their preconceptions.

What was also discovered is that with human participants, website features such as, spellings, images, advertisements, images of famous individuals, such as, celebrities were pertinent in forming decisions, which is not the case with AI. With AI, the results were based on the training that was provided.

5.2. Classic versus innovative communication channels

When considering the way that older adults process information during the COVID-19 period, it was found that there was a reliance on classic communication channels such as, the radio, personal networks, the personal General Practitioner doctor, friends and family. Many individuals found the televised 5 o’clock evening bulletins to offer most up-to-date information on COVID-19 prevention and cure. They also mentioned missing the bulletins presently as they felt that the bulletins revealed a lot of important information such as, the lockdown measures that were in place, the statistics about COVID-19 and its global impacts, or the numbers of deaths occurring over 24 h.

For recent, up-to-date information on COVID-19, many participants also referred to a suggestion that the government should implement a central website dedicated to COVID-19 content. This was because such a website would be focused only on COVID-19 issues, and not have many results to go through as in the case of the central GOV. UK website. Many participants referred to GOV. UK. But due to it being a central site for all government matters, it resulted in information overload. Instead, participants mentioned and suggested that a solely COVID-19 website should be developed. If such a website was implemented, it should serve as the first port-of-call for COVID-19 related matters.

What was also learnt from the interviews is that many participants viewed OSNs as being a source of misinformation; therefore, either individuals had no OSN account, or if they did, they screened the content. As an individual commented: “OSN leads to too much volume that makes it difficult to filter the right and wrong information. For me, emails, texts are the best ways. However, if texts and emails are from an unknown source, I will delete it” (V1). V1 also revealed that the only OSN that he trusted was LinkedIn due to its being an OSN for professionals. Another OSN that V1 used was WhatsApp, but that was more for professional ways as the individual kept in touch with international academic partners, friends and families from their countries of origin. In the context of OSN, some individuals felt that they offered little value, and in fact led to problems. “I was hacked in my Facebook account, and suffered a financial loss, so I do not see the value of the OSN,” said D1.

5.3. Regimes of control and regimes of work

From the interviews, a serendipitous finding became apparent. During the earlier COVID-19 period, Government lockdown prevented individuals from attending their workplaces, which meant that individuals including older adults were working at home. This was a situation that many of the older adults faced (i.e. the young-old, pre-senior and old-old). This was a novel finding as generally, older adults are expected to retire and pursue other interests and the home is a place of enjoyment and solace. However, in our study, except for the old-old older adult who was teaching small children how to play the keyboard, all the other older adults were in employment, or entrepreneurs and as such, an organizational perspective emerged.

This led us to consider within organizations, the concept of a number of rules, operational regimes and regulations that pertain to regimes of work and control (Kallinikos & Hasselbladh, 2009). Regimes of control are “formal templates for structuring and monitoring the collective contributions of people in organizations, irrespective of the nature and particular character of that contribution” (Kallinikos & Hasselbladh, 2009, p. 269). On the other hand, regimes of work are made of “technological solutions, forms of knowledge, skill profiles, and administrative methods” (Kallinikos & Hasselbladh, 2009, p. 267).

In this sense, regimes of control related to the diffusion of formal organizations and shaped the criteria of relevance to work regimes. They are thus associated to the aims and priorities of particular groups (e.g., managers). On the other hand, regimes of work are more than the goals of a collective or of an individual but are the result of intentionally designed structures and task processes (Kallinikos & Hasselbladh, 2009). Hence, within the work environment, one acted according to one’s training and in line to the particular work regimes. Actions align to the work routines and standard procedures behavioural aspects blend together in a way that it was difficult to distinguish one from the other (Kallinikos, 2006).

In our study, all the older adults referred to working in their routine ways in their workplace and even if information about COVID-19 prevention and cure arrived, it was not attended to instantaneously. Instead, individuals mentioned dismissing such information and

---

\(^1\) https://www.who.int/emergencies/diseases/novel-coronavirus-2019/advice-for-public/myth-busters. Viewed: November 15, 2020.

\(^2\) https://covid-19.chinadaily.com.cn/a/202003/17/WS5e702f52a310d821727fa19.html. Viewed: November 15, 2020.

\(^3\) https://nypost.com/2020/02/22/dont-buy-chinas-story-the-coronavirus-may-have-leaked-from-a-lab/. Viewed: November 15, 2020.

\(^4\) https://www.facebook.com/mohan.kashira/posts/2544522515654318. Viewed: November 15, 2020.
continuing with their routine: “I paid attention to other sources such as, the official letter from the Prime Minister and the booklet about COVID-19, but not information that was sent to me from OSNs” (N1).
What was also discovered is that due to individuals usually having a schedule (generally work based), any information about COVID-19 was not attended to. This was the case, particularly if the details came from unknown sources. Instead, it could be attended to at a certain time of the day; eg. in the morning, afternoon, or evening as the individuals were logging out of the workplace system.

6. Discussion

The aim of this study was to explore and understand how AI’s ML techniques (Study 1) and older adults (study 2) process the infodemic regarding COVID-19 prevention and cure. For this, a mixed methods research was conducted. This led to this study unravelling several findings that are worth discussing in view of the literature.

Firstly, this study shows that humans, particularly older adults—a consumer group that is not researched extensively, cannot process information ‘algorithmically’ to separate hoaxes from facts. Building on previous computational research (Katsarou et al., 2019; Kinsera et al., 2017; Shu et al., 2017; Taschini et al., 2017), this study shows the possibility to classify information and misinformation related to COVID-19 prevention and cure with a reasonable level of accuracy. This promising result notwithstanding, older adults were often left confused about the veracity of such online content. This is consistent with the unanimous finding in the literature that humans are not adept in detecting deception (Dunbar et al., 2017; Levine, 2014). Nonetheless, extending prior research, this study offers a possible reason for this phenomenon: Unlike algorithms, humans make veracity decisions not by examining the content per se. They are also influenced by their prior assumptions, predispositions, previous online experiences as well as a suite of heuristics related to website features. This could be why their perceptions of authenticity were not always in harmony with actual authenticity.

Secondly, the study demonstrates how older adults, a vulnerable population segment who lie at the wrong end of the digital divide, process information and misinformation during a pandemic. COVID-19 prevention and cure information and misinformation were being transmitted using various channels. For instance, news websites offered details of the pandemic updates. General practitioners sent letters to their patients with underlying conditions. The Prime Minister sent a letter and a booklet about COVID-19. In addition, OSN transmitted information about COVID-19. Corroborating earlier works (Mason-Conrad et al., 2015; Seo et al., 2021; Xie et al., 2021), it was found that older adults were more inclined to rely on traditional media rather than new media. This is a positive finding because their reliance on the classic communication channels and authoritative sources rendered them relatively immune to online misinformation. This has important implications for the younger generation who tend to explore OSNs at the expense of professional advice, and hence tend to be easily misled by misinformation. It is ironic that older adults, who are expected to be less confident in ICT adoption, seem more immune to online misinformation than the youth, who are believed to be more tech-savvy. The former was also less likely to be overwhelmed by the online information overload.

Thirdly, the study demonstrates that corrective messages with attractive presentation may not be considered convincing by older adults. In this regard, the literature on the difference between misinformation and rebuttals should be brought to bear. There seems to be an implicit assumption that misinformation is more sensational than corrective messages, and hence the former tends to become viral more easily than the latter (Chua and Banerjee, 2016; Pal et al., 2020; Tanaka et al., 2013). In consequence, corrective messages need to be more attractive and persuasive to compete with misinformation. However, this study challenges such an implicit assumption by showing that when corrective messages come with attractive pictures, older adults may treat the corrective messages as if they were misinformation. As M1 summarized, “This does not look like a page that a UN type of organization would have. I would have expected it to have fewer pictures and less content than it presently has.”

7. Conclusions

7.1. Implications to theory and practice

This study makes important theoretical contributions to the literature on digital divide, older adults’ information processing, AI and misinformation. Set in the context of COVID-19, the study goes beyond the nature of the cutting-edge technology AI and misinformation research that has been undertaken within the AI community by using a mixed methods approach. Study 1 commenced by collecting claims verified to be either true or false through a rigorous fact-checking process. A classification framework was developed that included both traditional machine learning algorithms and deep learning. The classification performance was generally promising. Next, using a sample of older adults and a qualitative approach of semi-structured interviews in Study 2, it was learnt that individual prejudices lead to biases.

Everything included, it can be said that Kozyrkov’s (2019) view of bias not arising from AI algorithms but from individuals holds true. By combining the computational and behavioural paradigms, the study offers a more holistic understanding of the digital divide, and human interaction with cutting-edge technologies compared with previous works (e.g., Choudrie & Vyas, 2014; Sarker et al., 2011). Additionally, it leverages the socio-technical research during the COVID-19 era by understanding the role of a vulnerable demographic group in implementation outcomes. The study highlights that trust is important within the older adults demographic consumer group, but that the trust is placed much more in classic communication channels such as, TV and radio, or the government and general practitioners rather than the contemporary OSN platforms such as, Facebook, Twitter or Instagram.

The study has implications for research during the COVID-19 period as the pandemic has given rise to new directions of inquiry. Previous COVID-19 studies on the theme of computers in human behaviour such as, Li et al. (2020) examined YouTube videos for their usability and reliability. The videos were analyzed using the novel COVID-19 Specific Score (CSS), modified DISCERN (mDISCERN) and modified JAMA (mJAMA) scores. From the fact checking dataset in Study 1, it was found that some of the false claims circulated on YouTube. But from the interviews in Study 2, YouTube was viewed to be a source of knowledge and information by older adults. Brennen et al. (2020) identified some of the main types, sources and claims of COVID-19 misinformation by combining a systematic content analysis of fact-checked claims about the virus and the pandemic, with social media data indicating the scale and scope of engagement. The emphasis of this study was on the linguistic nuances of the claims. From the interviews however, the older adults mostly did not pay attention to the English language nuances to separate misinformation from information. The only exception was those with computer science or information systems backgrounds.

The study also has practical relevance on several fronts. For one, it achieved a classification accuracy of 86.7% with the Decision Tree classifier, and 86.67% with the Convolutional Neural Network model. Despite the promising classification performance, misinformation was found to be widely prevalent on Facebook. Therefore, the extent to which OSNs employ AI to periodically weed out misinformation remains unclear.

Besides, it was found that older adults paid more attention to traditional media rather than new media when identifying information. Therefore, to reach this segment of the population, healthcare organizations and public authorities are recommended to invest in mass media messages rather than OSN, which could be more appropriate to raise awareness among the youth. They also need to rethink their strategy to develop the corrective messages. Augmenting the messages with
attractive pictures may not be the most appropriate strategy. Finally, the finding that older adults are relatively immune to online misinformation has significance for the youth. The younger generation may want to take a leaf out of the older generation’s book in terms of how to take online information with a pinch of salt and rely on official sources. While the use of the internet, social media and OSN has its value, the youth needs to be cautious when it comes to acting upon health-related online content.

7.2. Key lessons learnt

In sum, the following key lessons can be learnt from this study: First, ML techniques can distinguish between COVID-19 prevention and cure information and misinformation with reasonable accuracy. Second, humans cannot process information ‘algorithmically’ to separate information from misinformation. Third, older adults are often left confused about the veracity of information related to COVID-19 available on OSNs. Fourth, older adults prefer traditional media to digital media for COVID-19 information seeking, and hence are quite immune to online misinformation. Fifth, corrective messages with attractive presentation may not always be perceived as convincing.

Overall, the study contributes in several ways. Contextualised in COVID-19, it breaks new ground by highlighting how humans’ information processing differs from the ways that algorithms operate. It offers fresh insights into how during a pandemic, older adults—a vulnerable demographic segment—interact with online information and misinformation. On the methodological front, the study represents an intersection of two very disparate paradigms; namely, machine learning algorithms and interview data analyzed using thematic analysis and concepts drawn from grounded theory to enrich the scholarly understanding of human interaction with cutting-edge technologies.

7.3. Limitations and future research directions

The findings of this study need to be viewed in consideration of the following limitations. In Study 1, the size of the dataset was small. Related research in the future is recommended to acquire a larger database of information and misinformation. Apart from ML techniques, clustering algorithms may also be implemented on the COVID-19 information and misinformation of information and misinformation. In Study 2 solely relied on older adults who are competent in using digital platforms such as Zoom and Teams. This could be a source of bias in the sample; and hence in the responses obtained. Nonetheless, given that the interviews were conducted during the lockdown period in the UK, it was not feasible to reach older adults who would not be reachable through virtual platforms. Future research needs to incorporate the views of a more diverse set of older adults, including but not limited to doctors, business owners, social activists, religious leaders, government officials, and even jobless individuals. In this way, the sample size could also be increased.

In addition, the study reveals a conundrum that scholars need to address going forward. On the one hand, if corrective messages that debunk misinformation are plain and simple, they may not become viral easily on social media. If so, they will lose out to misinformation. On the other hand, if corrective messages contain attractive pictures, they may be mistaken as unconvincing. This has been shown to be true at least for older adults. Therefore, this study hopes to ignite a body of research that will focus on understanding the ideal characteristics of misinformation-debunking messages online.
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