Facilitating the Transition to an Inverter Dominated Power System: Experimental Evaluation of a Non-Intrusive Add-On Predictive Controller
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Abstract: The transition to an inverter-dominated power system is expected with the large-scale integration of distributed energy resources (DER). To improve the dynamic response of DERs already installed within such a system, a non-intrusive add-on controller referred to as SPAACE (set point automatic adjustment with correction enabled), has been proposed in the literature. Extensive simulation-based analysis and supporting mathematical foundations have helped establish its theoretical prevalence. This paper establishes the practical real-world relevance of SPAACE via a rigorous performance evaluation utilizing a high fidelity hardware-in-the-loop systems test bed. A comprehensive methodological approach to the evaluation with several practical measures has been undertaken and the performance of SPAACE subject to representative scenarios assessed. With the evaluation undertaken, the fundamental hypothesis of SPAACE for real-world applications has been proven, i.e., improvements in dynamic performance can be achieved without access to the internal controller. Furthermore, based on the quantitative analysis, observations, and recommendations are reported. These provide guidance for future potential users of the approach in their efforts to accelerate the transition to an inverter-dominated power system.
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1. Introduction

The integration of renewables within the electrical power system is a trend encouraged in many countries driven by environmental policies, fossil fuel restrictions, and energy security requirements. US Energy Information Administration projects that renewables (e.g., solar, wind, and hydro) will provide nearly half (49%) of the world’s electricity demand by 2050 as end-use consumption experiences increasing electrification. For comparison, in 2018, only 28% of global electricity was generated from renewable energy sources, more than half of which was from hydropower.

In particular, both the United States and United Kingdom have increasingly installed more renewables over the past few years. In the United States, electricity generation from solar and wind resources has been steadily increasing since 2013. Wind and solar accounted for 6.8% and 2.8% of the total electricity generation in September 2019, a 31% and 15% increase from the same period in 2018 (while the total energy production increased by a mere 0.9%). Similarly in the United Kingdom, the share of generation from renewables grew to 38.9% in the third quarter of 2019, marginally exceeding generation from gas for the first time. On- and offshore wind dominated the renewables share at 19% with biomass second at 12%.
The increasing incorporation of power electronically interfaced renewables is accelerating the paradigm shift from a traditional synchronous generation dominated power system to an inverter-dominated power system. In a renewables-rich inverter-dominated grid, the operation and control under low and variable inertia conditions need renewed attention for the following reasons. First, lower inertia corresponds to a larger deviation of the system variables from their reference set points for any given system disturbance. Moreover, some disturbances may cause enough deviation to lead to instability. Second, the inverters themselves, due to their semiconductor switches, are more sensitive to such deviations which may cause physical damage. Third, the expected diurnal changes in the generation-load patterns can require frequent retuning of the controllers.

Several efforts have attempted to design robust set point tracking controllers to accommodate such emergent requirements. The established approaches in the literature, as summarized in Table 1, require either the system model or access to the internal parameters of the controller. These requirements present limitations due to vendor practices that do not always provide access to the internal parameters of the inverter and the unavailability of the system model with inverters. These approaches are often decentralized, implemented within an inverter, to ensure fast and high precision set point tracking-yielding a dynamically robust performance. The response of more than one inverter can be coordinated to support the response of a particular individual inverter or to achieve a global common objective. Such approaches, referred to as distributed control approaches, have been abundantly proposed in the literature [1–4]. However, the focus of this paper is on decentralized approaches to improve the dynamic response of inverters.

### Table 1. Comparison of methods to improve the dynamic response of a system

| Approach                     | References | No Model | Noninternal |
|------------------------------|------------|----------|-------------|
| PI gain scaling              | [5,6]      | ✓        | X           |
| Set point ramping            |            | ✓        | ✓           |
| Model predictive control     | [7–11]     | X        | X           |
| Adding a D-term to PI        | [12–14]    | X        | X           |
| Extremum seeking             | [15–22]    | ✓        | X           |
| Posicast                     | [23–28]    | X        | ✓           |
| Sliding mode control         | [29–32]    | X        | X           |
| Model free control           | [33–38]    | ✓        | X           |

It is also important to note that the control approaches summarized in Table 1 are mutually exclusive, i.e., only one chosen approach can be implemented for a given set point tracking objective. An alternative approach is to supplement the existing controllers with an add-on controller to enhance its performance under abnormal circumstances. Examples of such control approaches in the literature are adaptive gain adjustments of controllers using methods such as fuzzy logic [39–41] or more recently machine learning (also referred to as data-driven or artificial intelligence methods) [42,43]. Although such approaches are supplementary to the existing controllers, modification of the gain/parameters requires access to the internal control itself.

In [44], an add-on controller, referred to as SPAACE (set point automatic adjustment with correction enabled), that employs predictive set point modulation (SPM) to ensure robust performance subject to uncertain system conditions is proposed. SPAACE modifies the reference set point without the need for access to the low-level controller or knowledge of the system, in contrast to formerly described controls. Furthermore, SPAACE can be incorporated within any set point tracking application, independent of the primary control approach utilized (such as Proportional-Integral or model predictive control). Such an approach can be incorporated within existing devices within the field, improving their response by (i) reducing the overshoot, (ii) reducing the settling time, or (iii) both—thereby enhancing the utilization of existing infrastructure. The effectiveness of SPAACE to enhance dynamic performance of a system with (i) no access to its internal controller and (ii) minimal
system knowledge is shown in [45]. SPAACE uses prediction of the response behavior, and a number of predictors are proposed, with their applicability for varied applications demonstrated in [46–49].

Theoretically, the SPAACE approach is well-established, with extensive mathematical formulations, stability analysis, and simulation-based performance evaluation published. However, the following research gaps still exist:

- The choice of predictor for a given application has not been discussed.
- The fundamental hypothesis of SPAACE, i.e., the feasibility of its incorporation without requiring access to an internal controller, has not been verified. One reported experimental evaluation of SPAACE was limited to the implementation of SPAACE within the development environment of an inverter controller itself [45].
- SPAACE is a generic approach with wide application potential, yet its adoption and deployment are limited due to a lack of established evidence of its practical feasibility for real-world applications.

This paper addresses these three identified gaps via the following contributions:

- The practical feasibility and robustness of SPAACE have been established utilizing a high fidelity hardware-in-the-loop systems level test bed. Conventional approaches to DER validation, commonly undertaken as equipment testing [50], are unable to de-risk the performance of the control when connected to an unknown and continuously changing system. The systems level test bed, with its reproduction of close to real-world environments, enabled the rigorous validation of SPAACE, endowing high confidence in its performance.
- For the DER controller application under consideration, a comprehensive evaluation with a set of practical variations is undertaken, i.e., analysis of choice of predictors, implementations (within and outwith the DER inherent controller), expected modes of operation and subject to a selected range of day to day operational scenarios.
- The methodological approach to ascertain computational and dynamic performance, and the subsequent detailed quantitative analysis, form the basis for the observations and recommendations reported. These are intended to serve as a reference guide for potential future users of the approach.

Therefore, this paper, with its key contributions and findings, provides archived evidence of the feasibility and applicability of SPAACE for DERs, building confidence for its adoption in the real world (by distribution system operators, virtual power plant operators or demand aggregators) and thereby facilitating the transition of the power system to an inverter-dominated grid.

2. Predictive Set Point Modulation

The predictive set point modulation approach, referred to as SPAACE, is a control method proposed to enhance the dynamic performance of a system with limited model information and no access to its internal controller parameters. Its incorporation enables the realization of a dynamically robust overall control architecture. In this section, the fundamentals of SPAACE are explained, including the theoretical foundation and the role of prediction strategies, and this is followed by the practicalities of parameter selection and real-world applications.

2.1. Fundamentals of Space

2.1.1. Theoretical Foundation

Consider a single-input single-output (SISO) unit (dashed box in Figure 1a); denoting the reference set point of this controlled unit as \( x_{sp} \) and its measured output as \( x(t) \), the system representation with the incorporation of SPAACE as an add-on to the existing controllers of the unit is shown in Figure 1a. The primary controller is typically a PI-based controller designed for set point tracking; the secondary controller is a higher-level controller that decides the system reference set points. SPAACE monitors
the response $x(t)$ and based on its trend and proximity to the constraints, applies a temporary change in the reference set point $x_{sp}(t)$, denoted by $x'_{sp}$, to achieve the desired response trajectory.

(a) Relationship between SPAACE and existing controllers.

(b) Demonstration of SPAACE performance. Top: the response with and without SPAACE; bottom: the modified set point created by SPAACE.

**Figure 1.** Fundamentals of the SPAACE operation.

To explain this further, consider the example presented in Figure 1b. The original system response is referred to as the inherent response while the response with SPAACE is referred to as the modified response. For a step change in the reference set point $x_{sp}$ from $x_1$ to $x_2$ ($x_2 > x_1$), the inherent and modified responses of the system are presented. The inherent response exhibits undesired dynamic characteristics such as large overshoot and a long settling time. Conventionally, such characteristic behavior of the controller can be alleviated by controller redesign requiring knowledge of system parameters and access to the internal controller parameters. In contrast to the conventional approach, SPAACE responds to such a scenario by treating the original controller as a black box. As shown in Figure 1b, SPAACE defines a tolerance band around the set point and upon digression of the response outside the defined tolerance band $\epsilon$, a modified set point $x'_{sp}$ is issued to remedy the situation as

$$x'_{sp} = \begin{cases} 
  x_2, & x_{sp}^+ > x(t) > x_{sp}^- \\
  (1 - m)x_2, & x(t) > x_{sp}^+ \\
  (1 + m)x_2, & x(t) < x_{sp}^- 
\end{cases} $$

(1)

where $m$ is a scaling factor. By shaping the response to be limited to the band around the set point, smaller overshoot and shorter settling times are obtained represented by the modified response. A negative step change ($x_1 > x_2$) is dealt with similarly.

SPAACE does not limit itself to issuing only one temporary set point modification; if after one set point modification the response still does not follow the desired trajectory, SPAACE issues subsequent set point changes. However, SPAACE includes logic to avoid (i) issuing too many set point modifications within a short period of time which may subject the system (especially if mechanical) to stress, and (ii) applying indefinite set point modifications if for any reason they do not improve the system response.

The theoretical foundations pertaining to the existence of an improved response for several classes of dynamic systems can be found in [46–48].

**2.1.2. Prediction Strategies**

The operation of the SPAACE as defined in Equation (1) is responsive. The performance of SPAACE can be further improved if a preemptive operation is enabled by utilizing a predicted value of
For a given response $x(t)$, the prediction method estimates the response at time $T_{\text{pred}}$ into the future, where $T_{\text{pred}}$ is the horizon of prediction. Any prediction method relies on $n$ past historical data points and the number $n$ depends on both the prediction method and the emphasis on historical data points: a smaller $n$ produces predictions that rely only on recent past data but may suffer from noise, whereas a larger $n$ produces smoother predictions but may slow down the response.

Each prediction method fits a parametrized function to the past measurements of the controlled variable $x(t)$ and uses this fit to estimate the future value of $x(t)$. Data fitting is performed using well-established methods such as least-square error (LSE). To ensure real-time implementation, the predictors typically employ cases of LSE that allow for significant simplifications, enabling their use for SPAACE with a smaller sampling time.

In this paper, we discuss and compare the results for three prediction methods as reported in the literature: linear, quadratic, and exponential. Other prediction methods have also been employed in SPAACE, e.g., lead compensator in [45] and Lagrangian polynomials in [47].

(a) Linear prediction: Linear prediction, arguably the simplest predictor, uses the following fitting function:

$$\hat{x}(t_0 + T_{\text{pred}}) = x(t_0) + r(t_0)T_{\text{pred}},$$

where $r(t_0)$ is the average rate of change calculated over the historical data based on LSE. With only one historical data point, linear prediction essentially results in the current value of $x(t)$ being equal to the average of the historical data point and the predicted term:

$$\hat{x}(t_0 + T_{\text{pred}}) = 2x(t_0) - x(t_0 - T_{\text{pred}}).$$

(b) Quadratic prediction: In quadratic prediction, two parameters need to be calculated based on LSE:

$$\hat{x}(t_0 + T_{\text{pred}}) = x(t_0) + r(t_0)T_{\text{pred}} + \frac{1}{2}q(t_0)T_{\text{pred}}^2$$

where $r(t_0)$ is as defined previously and $q(t_0)$ is a measure of the second derivative of historical data—both calculated based on the LSE formulation.

(c) Exponential prediction: Exponential prediction assumes that in the short-term, the response of the controlled system can be approximated as an exponential rise or decay. Consequently, it fits an exponential function to the historical data as

$$\hat{x}(t + T_{\text{pred}}) = ae^{b(t_0 + T_{\text{pred}})}$$

where $a$ and $b$ are calculated based on LSE.

2.2. Implementation Considerations

2.2.1. Parameter Selection

The fundamental premise of SPAACE is to ensure that parameter selection does not represent a complex task. This is achieved through the adaptive nature of SPAACE as it continually monitors the response and its reference tracking performance. However, the discussion below offers some insights on best practices for choosing SPAACE parameters:

(a) Scaling factor: Selecting a smaller $m$ creates modified set points that are closer to the original set point and thus changes to the set point are smaller and smoother. In contrast, a larger $m$ introduces more severe set point changes that can help with achieving faster damping. In most cases, a modest value of $m = 0.2$ seems to produce reasonably fast results. A more detailed discussion of the effect of $m$ on the system performance is presented in [47,49]; an analytical discussion is presented in [46].
(b) Prediction strategy and prediction horizon: Several parameters can affect the accuracy of the prediction. In addition to the nature of the system response which suggests the type of fitting function (prediction strategy), prediction horizon $T_{\text{pred}}$, and window of prediction history $T_{\text{past}}$ are important design parameters. In general, $T_{\text{pred}}$ should correspond to the inverse of the system dominant natural frequency $\omega_0$. That is, a faster system needs a smaller $T_{\text{pred}}$ and vice versa. Heuristically, an acceptable rule of thumb is to choose $T_{\text{pred}} = 10 \times \frac{2\pi}{\omega_0}$.

c) Tolerance band: Typically the band is chosen to be symmetrical around the set point, but this is not a requirement for SPAACE operation, rather a design preference.

2.2.2. Real-World Implications

(a) Feasibility: Most real-world systems are non-linear in nature, for which linear (taking advantage of established linearization methods) and non-linear control approaches have been widely utilized. As SPAACE is an add on controller, its incorporation is independent of the control approach (linear or non-linear) and the non-linearities within the unit under consideration. Therefore, in theory, SPAACE can be incorporated within a unit under consideration for any application where precise and high-speed set point tracking is imperative. By enabling the unit under consideration to be treated effectively as a black box, SPAACE can increase the potential utilization of the existing infrastructure by reducing transients, which in turn reduces the need to overdesign the system. Furthermore, the stability of SPAACE was discussed in [46]. It was shown that the incorporation of SPAACE within an apparatus does not impact the stability of the wider system, i.e., if the system with the apparatus was stable without SPAACE, it will remain stable with the incorporation of SPAACE. Therefore, SPAACE can readily be adopted within power system applications, ranging from small isolated systems such as electric propulsion applications to larger systems such as HVDC segmented power systems.

This paper, in particular, discusses the incorporation of SPAACE in DERs coupled to the remainder of the power system via power electronic interfaces (inverters or converters). This choice is motivated by the current practices and challenges faced by the community: transition to a renewable rich inverter-dominated grid (utility systems), interest in incorporation within small-scale systems with variable and flexible architectures (remote microgrids and propulsion applications), to name a few. Furthermore, it provides a more relevant example for demonstration as DER manufacturer’s practices historically present limitations in access to the internal parameters of the inverter and the unavailability of the system model with inverters.

(b) Architecture and Communications: SPAACE is designed for incorporation within an individual apparatus with a view to improving its dynamic response. SPAACE does not require any additional information outwith the apparatus, and therefore no communication is required. From an architectural perspective, the implementation of SPAACE can be referred to as decentralized. Depending on whether SPAACE is incorporated within the controller of the DER or on an external controller, very short distance communications via analog connection may be present.

(c) Responsibility: The responsibility to incorporate SPAACE would essentially lie with the owner of the DER. An end user, such as a residential customer with a battery energy storage system (BESS) interfaced via an inverter, might not have an incentive for the incorporation of SPAACE. However, the benefits the approach brings to the wider grid system might interest distribution system operators, virtual power plant operators, or demand aggregators to provide incentives to the end user for its incorporation. Alternatively, this can be set forth as a requirement by a demand aggregator for any end user BESS unit to participate within ancillary service markets.

(d) Commercialization: The details of the implementation of SPAACE and its corresponding prediction strategies have been summarized in this work. SPAACE does not exist as a commercial product, however, the entities identified above (distribution system operators,
virtual power plant operators, or demand aggregators) can develop their own solutions with confidence instilled in real-world applicability through contributions of this paper.

3. Experimental Setup

This paper validates several variants of the SPAACE algorithm in both an experimental setup and a real-time HIL environment to determine its practicality.

3.1. Test Rig

The performance evaluation of SPAACE is undertaken at the University of Strathclyde’s Dynamic Power Systems Laboratory (DPSL). DPSL Microgrid is a 115 kVA, 400 V three-phase facility; its simplified one-line diagram is shown in Figure 2a. DPSL comprises equipment representing both conventional and non-synchronous generation, static and dynamic loads, arranged in such a way as to be able to run as three independent islands (or cells, as in Figure 2a) or brought together in any combination as a single system. State-of-the-art HIL techniques such as seamless initialization and synchronization of large test setups [51], experimental setup time-delay characterization [52] and measurements delay identification [53] and compensation [54] enable the realization of a high fidelity systems-level testing facility able to robustly de-risk novel control solutions for emerging power systems.

3.2. Test Configurations

The DPSL hardware-in-the-loop configuration utilized for the validation is presented in Figure 2b. A 15 kVA back to back (B2B) power module by Triphase is used as the DER unit, referred to as TP15 henceforth. The rest of the network constitutes a 90 kVA B2B Triphase power module serving as a grid emulator, two 12 kVA load banks, and a 7.5 kVA induction motor. A simple network, comprising a synchronous generator (SG) and an on load tap changer (OLTC) simulated within a digital real-time simulator (DRTS), provides the reference voltage for reproduction by the 90 kVA power interface. The chosen configuration is one of many configurations made possible by the flexible architecture of the DPSL Microgrid (Figure 2a). The two bus configuration is representative of a community microgrid with a lumped representation of residential customers, water pumps, and energy storage systems [55,56]. Larger system studies can be undertaken owing to the power hardware-in-the-loop capability of the DPSL, although this has not been fully exploited here. Examples of such setups for varied applications can be found in [57–60].

As SPAACE is an add-on controller, two different implementation approaches for its real-world applications are possible as described next.
3.2.1. Space within the DER Controller

If the controller of the DER is open for modifications by the user, the SPAACE algorithm can be implemented within the development environment of the DER controller. This is the most straightforward implementation of SPAACE. This implementation within the DPSL is shown in Figure 3a where the SPAACE algorithm is implemented within the controller (real-time target–RTT) of the TP15 power module.

3.2.2. Space Outwith the DER Controller

As discussed previously, SPAACE does not necessarily need access to the lower-level controls of the DER, it can be implemented within an external RTT or microcontroller. This still requires the DER to accept analog or digital communications, which most vendors provide, specifically when the development environment is closed for users. This implementation within the DPSL is shown in Figure 3b. The network configuration remains the same as explained earlier except that SPAACE is implemented within an external controller communicating with TP15 using analog communication. A twisted pair copper wire is used for the analog communications, with a propagation speed of \( \sim 2 \times 10^8 \text{ m/s} \) and the distance between the microcontroller and TP15 of approximately 50 m, yielding a delay of approximately 2.5 \( \mu \text{s} \).

3.3. Controls for Grid-Connected and Islanded Operation

To demonstrate the applicability of SPAACE, two scenarios are considered for the operation of the DER: (i) grid-connected, and (ii) islanded. The incorporation of SPAACE in these two modes are discussed below:

3.3.1. Grid-Connected Operation

In the grid-connected mode, the DER is operated as a current-controlled voltage source. The real and reactive power set points are received by the DER controller. The incorporation of SPAACE within such DER control is shown in Figure 4a, where \( P_{\text{sp}}, Q_{\text{sp}} \) are the real and reactive power set points; \( P_{\text{meas}}, Q_{\text{meas}} \) are the measured real and reactive powers; and \( P'_{\text{sp}}, Q'_{\text{sp}} \) are the SPAACE-modified real and reactive power set points. \( V_{dq} \) is the direct and quadrature components of the voltage obtained by Park’s transform. The inputs of the inner current control loop are the direct and quadrature components of the current \( I_{dq} \); its output is sent to the modulation block for the generation of the gating signals. SPAACE modulates the real and reactive power reference set points to improve the dynamic response.
3.3.2. Islanded Operation

In the islanded mode of operation, a DER is responsible for regulating the voltage and frequency at its output terminal. A single DER responsible for maintaining the voltage and frequency of a small microgrid is considered in this paper. The incorporation of SPAACE within such DER control is shown in Figure 4b, where $V_{sp}$, $f_{sp}$ are the voltage and frequency set points; $V_{meas}$ and $f_{meas}$ are the measured voltage and frequency; $V'_{sp}$, $f'_{sp}$ are the SPAACE-modified set points of voltage and frequency.

4. Performance Evaluation

This section analyzes the performance of SPAACE. The methodology for the evaluation is presented followed by the computational and dynamic performance evaluation.

4.1. Methodology

The performance of the three variants of SPAACE discussed in this paper are quantitatively evaluated within both grid-connected and islanded modes of operation of the DER based on the following metrics:

4.1.1. Computational Complexity

Computational complexity refers to the processing resources required for the execution of an algorithm. Computational complexity plays an important role in experimental validations due to the limited resources of RTTs and microcontrollers. This analysis presents the complexity of the different variants of the SPAACE algorithm with respect to the RTT utilized for its run and therefore is application- and scenario-agnostic. The following two key indicators are defined:

- Execution time: This refers to the time taken for the execution of SPAACE represented by $T_{exec}$.
- Memory requirement: This refers to the memory requirement of the algorithm as represented by $M$.

4.1.2. Dynamic Response

The performance of SPAACE is assessed for a change in the DER reference set point and by subjecting DER to a set of predefined common external disturbances based on the following key indicators:
• Settling time: The settling time $T_{\text{settling}}$ is the time elapsed from the time of the disturbance to the time when the measured output signal $x(t)$ stays within the defined tolerance band $\epsilon$.

$$T_{\text{settling}} = \arg \min \{ T_{\text{settling}} \in \mathbb{R} | \forall t > T_{\text{settling}} : x^+ < x(t) < x^- \}$$ (6)

• Overshoot: Defining the maximum excursion of $x(t)$ subject to an external disturbance or after a step change in the reference set point as $x_{\text{max}}$, the overshoot is calculated as

$$x_{\text{os}} = \left| \frac{x_{\text{max}} - x_{\text{sp}}}{x_{\text{sp}}} \right|$$ (7)

• Cumulative tracking error: Cumulative tracking error is defined as the sum of the tracking errors at every time step $T_s$ from the application of the step or the disturbance to the time when the measured output signal has settled, i.e., $T_{\text{settling}}$.

$$S_e = \sum_{k=0}^{N} (x_{\text{sp}}[k] - x[k]) T_s$$ (8)

where $N = T_{\text{settling}} / T_s$. A smaller $S_e$ corresponds to better set point tracking capability.

4.2. Computational Complexity Evaluation

The time and space complexity comparison of the three variants of SPAACE are presented in Figure 5 and Table 2 respectively. All implementations of SPAACE (linear, exponential, or quadratic) have a few common functions within and for the purpose of comparison only the mutually exclusive functions are considered. As can be observed from Figure 5, the linear predictor is computationally most efficient with an average $T_{\text{exec}} = 4.01 \mu s$, followed by quadratic with an average $T_{\text{exec}} = 4.95 \mu s$. The exponential predictor is computationally the most expensive with an average $T_{\text{exec}} = 185 \mu s$.

The space complexity is calculated in terms of the number of bits of storage required at a given point in time to allow for the prediction strategy to operate. The linear implementation requires only 32 bits (1 float value), followed by quadratic that requires 64 bits (2 float values) while the exponential prediction strategy has the highest space complexity requiring 320 bits (10 float values). The space complexity of linear and quadratic prediction strategies does not increase with larger prediction horizons for real-time implementation. On the other hand, the space complexity of exponential strategy increases linearly with the increase in the prediction horizon.

Table 2. Memory requirement comparison.

|       | Linear | Exponential | Quadratic |
|-------|--------|-------------|-----------|
| $M$   | 32     | 320         | 64        |

Figure 5. Execution time comparison.
4.3. Dynamic Response

4.3.1. Grid-Connected Operation

The DER dynamic response improvement is characterized subject to seven different events as summarized in Table 3. These events are chosen to be indicative of common scenarios in an inverter-dominated power system. The response of the DER subject to these seven events is presented in Figure 6a,b, where the former presents results when SPAACE is implemented within the DER while the latter where the SPAACE is implemented outwith the DER. The subfigures (a), (b), and (c) in both figures represent linear, exponential, and quadratic prediction strategy respectively. The results are further discussed below.

Table 3. Cases under consideration for the grid-connected operation

| No. | Event                      | Change          |
|-----|----------------------------|-----------------|
| 1   | Real power set point change | 2 kW to 6 kW    |
| 2   | Voltage change             | 1 pu to 1.1 pu  |
| 3   | Voltage change             | 1.1 pu to 1 pu  |
| 4   | Virtual impedance change   | 50 µH to 5 µH   |
| 5   | Virtual impedance change   | 5 µH to 50 µH   |
| 6   | Real power set point change| 6 kW to 2 kW    |
| 7   | Induction motor energization| 7.5 kVA soft-start |

(a) Set point change in real power: Events 1 and 6 emulate the day to day operations of a DER where, for example, the reference real power set point of a DER is changed based on its commitment to contribute to frequency control. The response of the DER subject to a real power set point change from 2 kW to 6 kW at \( t = 0.1 \) s and from 6 kW to 2 kW at \( t = 5.1 \) s is shown in columns 1 and 6 of Figure 6a,b with the performance indicators presented in Table 4. When SPAACE is incorporated, a minimum overshoot reduction of 16.52% for set point increase and 11.25% for set point decrease is observed. For step increase in set point, a minimum of 84.4% reduction in settling time is observed while for step decrease in set point the system response did not violate the tolerance band \( \epsilon \) and therefore the settling time reported as 0 s.

(b) Grid voltage set point change: Events 2 and 3 represent a set of transient conditions that can be expected within a distribution grid with high penetration of solar photovoltaic installations. A sudden cloud cover across a distribution feeder can lead to a drop in voltage, and the clearing of the cloud cover can lead to an increase in voltage. In this case study, the voltage magnitude is changed using the 90 kVA B2B module. The response of the DER subject to a grid voltage set point change from 1 pu to 1.1 pu at \( t = 1.1 \) s and from 1.1 pu to 1 pu at \( t = 2.1 \) s is shown in columns 2 and 3 of Figure 6a,b with the performance indicators presented in Table 4. The inherent controller employed for the grid-connected mode, in this case, works as a poorly tuned controller, for which the increase in system voltage causes oscillations in the power output. With SPAACE, the response of the system is well damped with improvement in overshoot observed.

(c) Impact of system short-circuit ratio (SCR): Events 4 and 5 evaluate the dynamic performance of the DER subject to a change in system short circuit ratio (SCR). For 100% inverter-penetrated microgrids, changing the virtual impedance \( Z_v \) of individual inverters is an effective solution to improve overall system stability [61]. Changing \( Z_v \) of individual inverters in turn impacts the SCR of the system. The response of the DER to a change in virtual impedance is shown in columns 4 and 5 of Figure 6a,b, where \( Z_v \) is reduced from 50 µH to 5 µH at \( t = 3.1 \) s and increased back to 50 µH at \( t = 4.1 \) s. The minimum improvement with SPAACE observed for overshoot reduction is 5.67%. With SPAACE, the response of the system does not violate the tolerance band \( \epsilon \), thus having a 0 s settling time.
Table 4. Dynamic response performance indicators for the seven events under the grid-connected mode for operation.

| Event | Inherent | Linear | Exponential | Quadratic |
|-------|----------|--------|-------------|-----------|
|       | Within DER | Within DER | Outwith DER | Within DER | Outwith DER | Within DER | Outwith DER |
|       | $x_{in}$ | $T_{in}$ | $S_{in}$ | $x_{ex}$ | $T_{ex}$ | $S_{ex}$ | $x_{in}$ | $T_{in}$ | $S_{in}$ | $x_{ex}$ | $T_{ex}$ | $S_{ex}$ | $x_{in}$ | $T_{in}$ | $S_{in}$ | $x_{ex}$ | $T_{ex}$ | $S_{ex}$ |
| (%)   | (a) × 10^6 | (%)   | (a) × 10^6 | (%)   | (a) × 10^6 | (%)   | (a) × 10^6 | (%)   | (a) × 10^6 | (%)   | (a) × 10^6 | (%)   | (a) × 10^6 | (%)   | (a) × 10^6 | (%)   | (a) × 10^6 | (%)   | (a) × 10^6 | (%)   | (a) × 10^6 | (%)   |
| 1     | 21.75 | 0.44 | 2.34 | 4.72 | 0.07 | 0.55 | 5.23 | 0.06 | 0.42 | 4.13 | 0.05 | 0.59 | 4.36 | 0.06 | 0.49 | 4 | 0.06 | 0.38 | 5.1 | 0.07 | 0.46 |
| 2     | 18.95 | - | 5.34 | 2.72 | - | 0.22 | 3.63 | - | 0.26 | 2.87 | - | 0.88 | 3.92 | - | 0.28 | 3.03 | - | 0.23 | 5.25 | - | 0.47 |
| 3     | 35.64 | 0.34 | 2.01 | 0 | 0 | 0.02 | 0.0 | 0 | 0.06 | 0 | 0 | 0.13 | 0 | 0 | 0.03 | 0 | 0 | 0.14 |
| 4     | 8.72 | 0.18 | 0.43 | 2.06 | 0 | 0.01 | 2.97 | 0 | 0.04 | 2.2 | 0 | 0.09 | 3.32 | 0 | 0.18 | 2.15 | 0 | 0.01 | 3.33 | 0 | 0.09 |
| 5     | 9 | 0.17 | 0.36 | 1.83 | 0 | 0.06 | 1.37 | 0 | 0.15 | 2.96 | 0 | 0.06 | 2.97 | 0 | 0.15 | 1.63 | 0 | 0.01 | 3.33 | 0 | 0.1 |
| 6     | 16.2 | 0.22 | 0.91 | 4.95 | 0 | 0.66 | 1.8 | 0 | 0.63 | 4.45 | 0 | 0.65 | 2.5 | 0 | 0.63 | 4.65 | 0 | 0.64 | 2.3 | 0 | 0.5 |
| 7     | 96.75 | 0.33 | 1.53 | 91.9 | 0.31 | 0.9 | 84.55 | 0.246 | 0.89 | 91.15 | 0.25 | 0.94 | 90.85 | 0.25 | 0.96 | 91.1 | 0.25 | 0.92 | 86.95 | 0.25 | 0.93 |

(a) SPAACE implemented within the DER controller.
(b) SPAACE implemented outwith DER controller.
(d) Induction motor energization: Event 7 evaluates the response of the DER subject to a switching transient on the network. For the system under study, the switching transient is emulated by...
the energization of a 7.5 kVA induction motor. The response of the DER is shown in column 7 of Figure 6a,b. From the performance indicators presented in Table 4, it is evident that SPAACE improves the system performance with minimum overshoot reduction of 4.85% and a 7.4% reduction in settling time.

(e) Cumulative tracking error: Table 4 also presents a comparison of the cumulative tracking error \( S_e \) for the inherent controller and the three variants of SPAACE under both implementations (within and outwith the DER). All variants of SPAACE reduce \( S_e \) for each of the seven events under consideration under both implementations. There is no distinctive performance difference between the three variants and the two implementations.

(f) Summary: In this subsection, the dynamic performance of a weak controller operating in the grid-connected mode is evaluated. For the seven events under consideration, SPAACE considerably improves the dynamic performance with respect to each of the key indicators defined. This paper shows the feasibility of the implementation of SPAACE outwith the DER. In most cases, the performance of SPAACE when implemented outwith the DER is slightly inferior to its performance when it is implemented within the DER controller. This can be attributed to the communications delay to communicate the modified set point from the microcontroller to the DER internal controller. SPAACE’s performance can be further optimized by considering the time delay during the design of the predictor.

### 4.3.2. Islanded Operation

The performance of SPAACE in the islanded mode of operation is evaluated for the DER subject to two events: (i) set point change in voltage from 1 pu to 0.9 pu at \( t = 1.1 \) s and (ii) increase in the real power of the load from 2 kW to 8 kW at \( t = 2.1 \) s. Figure 7 shows the DER response with SPAACE implemented outwith the controller, where subfigures (a), (b), and (c) represent linear, exponential, and quadratic prediction strategies, respectively. The performance indicators for islanded operation are summarised in Table 5.

| Event | Inherent | Linear | Exponential | Quadratic |
|-------|----------|--------|-------------|-----------|
|       | Within DER | Within DER | Outwith DER | Within DER | Outwith DER | Within DER | Outwith DER |
|       | \( x_{os} \) | \( T_r \) | \( S_e \) | \( x_{os} \) | \( T_r \) | \( S_e \) | \( x_{os} \) | \( T_r \) | \( S_e \) | \( x_{os} \) | \( T_r \) | \( S_e \) | \( x_{os} \) | \( T_r \) | \( S_e \) | \( x_{os} \) | \( T_r \) | \( S_e \) |
|       | (%) | \( \times 10^2 \) | (%) | \( \times 10^4 \) | (%) | \( \times 10^2 \) | (%) | \( \times 10^4 \) | (%) | \( \times 10^2 \) | (%) | \( \times 10^4 \) | (%) | \( \times 10^2 \) | (%) | \( \times 10^4 \) |
| 1     | 0     | 2.81  | 0.05 | 1.75 | 0.02 | 1.81 | 0.03 | 1.76 | 0.03 | 1.81 | 0.03 | 1.76 | 0.03 | 1.81 | 0.03 | 1.82 | 0.04 |
| 2     | 0     | 0     | 3.24 | 0    | 3.22 | 0    | 3.24 | 0    | 3.23 | 0    | 3.23 | 0    | 3.23 | 0    | 3.23 | 0    | 3.24 |

The DER controller utilized for islanded operation typically needs to be well-tuned and robust to be able to maintain the voltage under varied load conditions. As can be observed, although the inherent controller does not present any overshoot for a change in voltage set point, SPAACE still does improve the speed of its response. The increase in load causes a transient in voltage that is well mitigated by the inherent controller; SPAACE brings the system to the steady-state even faster. This behavior is corroborated by the cumulative tracking error \( S_e \) presented in Table 5, where reduced \( S_e \) for event 1 corresponds to the increase in response speed. No significant difference in performance under a step increase in load is observed.
5. Conclusions

In this paper, a high-fidelity hardware-in-the-loop experimental test bed has been utilized to prove the practical real-world feasibility of an add-on controller, SPAACE, designed to improve the performance of existing controllers in an inverter-dominated power system. Following a methodological approach, first, an application- and scenario-agnostic computational performance evaluation of three prediction strategies for SPAACE is undertaken; followed by an application-oriented dynamic performance evaluation. With the defined computational and dynamic performance metrics, the following observations are highlighted:

- The linear predictor is computationally the most efficient with the least time and space complexity. In addition, the time and space complexity of a linear predictor does not increase with an increase in the prediction horizon.
- The choice of predictor only marginally impacts the dynamic performance and therefore, based on the computational performance evaluation, the use of a linear predictor is recommended. This is an application-specific recommendation, however, the trade-off between computational and dynamic performance should be assessed, specifically given the demonstrated close performance of linear and quadratic predictors.
- With a weak controller (in grid-connected mode), the incorporation of SPAACE leads to improvement in the dynamic properties (at least one of settling time, overshoot, and tracking error) of the response subject to the studied disturbances. With a strong controller (in islanded mode), the impact of SPAACE is limited to bringing the system to steady-state faster.
- The set of events chosen are non-exhaustive but sufficient for demonstration of the performance of the approach under a broad range of circumstances. However, given the versatility of its operation, the improvement of dynamics under unknown system conditions can be expected.

Furthermore, in this paper, SPAACE’s implementation external to a primary controller has been demonstrated. A slight deterioration in the performance of SPAACE compared to its implementation within the primary controller is observed. This deterioration in performance is associated with the time delay of the implementation that highlights an important aspect of future work, i.e., to incorporate time delay within the design of the predictor.

The requirement for incorporation of SPAACE is the existing capability DER controller to accept external setpoints (implementation outwith DER) or access to the internal control (implementation...
within DER). However, this does not present as a limitation as without either one of the above requirements, the DER would not be able to participate within ancillary services provision.
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Nomenclature

Abbreviations

| Abbreviation | Description                                      |
|--------------|--------------------------------------------------|
| SPAACE       | Set point automatic adjustment with correction enabled. |
| SPM          | Set point modulation.                            |
| DER          | Distributed energy resource.                    |
| HIL          | Hardware-in-the-loop.                            |
| SISO         | Single input single output.                     |
| LSE          | Least square error.                              |
| DPSL         | Dynamic power systems laboratory.                |
| B2B          | Back to back.                                    |
| RTT          | Real time target.                                |
| SCR          | Short circuit ratio.                             |
| HVDC         | High voltage direct current.                     |
| BESS         | Battery energy storage system.                   |
| DRTS         | Digital real-time simulator.                     |

Variables

- $x_{sp}$: Reference set point.
- $x$: Measured output.
- $x_1$: Initial reference set point.
- $x_2$: Final reference set point.
- $x'_{sp}$: Modified set point.
- $m$: Scaling factor.
- $T_{pred}$: Horizon of prediction.
- $n$: An integer value.
- $\hat{x}$: Predicted value of $x$.
- $r$: Average rate of change of historical data.
- $q$: Second derivative of historical data.
- $P_{sp}$: Real power set point.
- $Q_{sp}$: Reactive power set point.
- $P_{meas}$: Measured real power.
- $Q_{meas}$: Measured reactive power.
- $P'_{sp}$: Modified real power set point.
- $Q'_{sp}$: Modified reactive power set point.
- $V_{dq}$: Direct and quadrature components of voltage.
- $I_{dq}$: Direct and quadrature components of current.
- $V_{sp}$: Voltage set point.
- $f_{sp}$: Frequency set point.
- $V_{meas}$: Measured voltage.
- $f_{meas}$: Measured frequency.
- $V'_{sp}$: Modified voltage set point.
\( f_{sp}' \) Modified frequency set point.

\( S_{1-6} \) Switches within the utilized network.

\( L_{1-2p} \) Line impedances within the utilized network.

\( T_{\text{exec}} \) Execution time.

\( M \) Memory requirement.

\( T_{\text{settling}} \) Settling time.

\( x_{\text{max}} \) Absolute maximum value of \( x \).

\( T_s \) Time step.

\( S_e \) Cumulative tracking error.

\( x_{\text{os}} \) Overshoot.

\( Z_v \) Virtual impedance.

\( T_{\text{past}} \) Window of prediction history.

\( x_{\text{+band}} \) Upper threshold of tolerance band.

\( x_{\text{-band}} \) Lower threshold of tolerance band.

\( \epsilon \) Tolerance band.

\( \omega_0 \) Dominant natural frequency.
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