Minimum number of simulation runs for reliable building energy and peak load prediction at different building scales: a study on stochastic shade adjustment
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ABSTRACT
This paper investigates the impact of uncertain shade behavior on three facades (east, south and west) on energy performance. A previously developed stochastic shade behavior model and an occupancy model were used to conduct building co-simulation for determining energy-related performance uncertainty (annual energy demand and peak heating/cooling loads) at different building scales. Statistical test and Monte Carlo random sampling techniques were used to determine the required minimum simulation runs for obtaining reliable annual energy performance and peak loads. The results show that there is no significant difference in shading performance among seasons and orientations. In China, most newly-built office buildings are high-rise ones and thus, the influence of manual shades on the energy uncertainty of these office buildings can be neglected and a single simulation run is enough to obtain reliable annual heating, cooling and total energy demands. While for peak heating/cooling loads, the conclusion is different from annual energy demand and at least five simulation runs are required to obtain peak heating/cooling loads at building scales. For a smaller building, 120 simulation runs are suggested for peak load determination.

1. Introduction
Occupant behavior has been recognized as a major source of gaps between predicted and actual energy performance (Yang et al. 2017; Gilani, O’Brien, and Gunay 2018; Haldi and Robinson 2011; Delzendeh et al. 2017). For example, the energy prediction obtained from simulation tools typically deviates by more than 30% from actual energy consumption levels (Soebarto and Williamson 2001; Azar and Menassa 2012). Occupant behavior also leads to a significant building energy uncertainty. A study by Cleverger and Haymaker (Cleverger and Haymaker 2006) found that energy consumption might change by more than 150% if occupants have different energy patterns. Andersen, Olesen, and Jorn (Andersen, Olesen and Toftum 2007) found that building energy performance could vary by 324% from a low consumption scenario to a high consumption one. Therefore, it is important to consider realistic occupant behavior in building performance simulation for a higher prediction accuracy.

To understand occupant behavior patterns, field monitoring and survey studies of occupant behavior and related environmental factors have been conducted. For example, occupancy (Page et al. 2008; Li and Dong 2017), window opening (Yao and Zhao 2017; Andersen et al. 2013; Lai et al. 2018), light switching (Gilani and O’Brien 2018; Reinhart 2004; Zhu et al. 2017), air-conditioning (Yao 2018b; Ren, Yan, and Wang 2014), shade/blind adjustment (Reinhart and Voss 2003; Haldi and Robinson 2010) have been investigated and different types of occupant behavior models have been developed for integration into building performance simulation tools. Modern office buildings are mostly designed with large windows for a better daylighting performance, and some of them have glazed curtain walls. The negative impact of large windows includes glare risks, overheating and higher cooling energy demands. Thus, almost all of these buildings in China are installed with internal top-down roller shades operated manually due to its low cost and maintenance.

To date, a few shade behavior models have been reported. For example, Newsham’s study (Newsham 1994) proposed a shade model that was based on solar radiation. In this model, shades were closed when solar intensity on indoor occupants was higher than 233 W/m². Reinhart’s shade model (Reinhart 2004) assumed that manual shades were closed when direct solar irradiance on workplane is over 50 W/m². Similar shade models or assumptions based on workplane illuminance, solar radiation, luminance and glare indexes have been reported in review studies (Da Silva, Leal, and Andersen 2012; Yun, Park, and Kim 2017; O’Brien, Kapsis, and Athienitis 2013). However, these shade models or assumptions did not consider partial...
shading states (only fully open and fully closed scenarios were considered), which is not in line with realistic shade adjustment that most shade positions are deployed at intermediate positions (Correia Da Silva, Leal, and Andersen 2013; Yao 2014). In addition, some of these models are deterministic rather than stochastic, leading to a deterministic energy performance. This is also not in line with the fact that realistic energy performance is uncertain.

To overcome the limitations of the fully open and closed shade models, Haldi and Robinson (2010) developed an improved shade behavior model based on logistic regression curves with partial shading states being considered. This model is based on a rather unusual motorized shading system, which is different from manual solar shades widely used in China. Thus, the shade behavior pattern (67.1% of occupied time is fully opened) is different from that in Chinese office buildings (Yao 2014). Therefore, this model is not applicable to office buildings in China. In addition, this model is not applicable to east and west facades since it was developed based on south-facing windows.

To investigate the influence of manual shades on energy performance in China, a shade behavior model for east, south and west facades was developed based on a typical office building with internal top-down roller shades. This model has the benefits of considering partial shading states and was validated with realistic shade behavior patterns in that building. Energy, thermal, visual and life cycle economic performance of manual shades have been studied (Yao 2014; Yao et al. 2016; Yao 2018a; Yao, Chow, and Chi 2016; Yao 2019; Yao and Zheng 2019). This paper is a continuation of previous research and the focus of the current research is: (1) to compare shading performance difference between east, south and west facades; (2) to compare the difference in energy performance and uncertainty levels among the three facades; and (3) to determine the minimum number of simulation runs to obtain reliable annual energy and peak heating/cooling loads at different building scales. According to recent literature reviews on manual shades (Delzendeh et al. 2017; O’Brien, Kapsis, and Athienitis 2013; Hong et al. 2018; Gunay, O’Brien, and Beausoleil-Morrison 2013), these three aspects have not been studied, especially in Chinese office buildings. Therefore, the findings of this research may benefit practitioners in manual shade-related building performance analysis.

2. Methodology

2.1. Shade behavior model and simulation setting

2.1.1. Room model

To investigate the impact of manual shades on energy performance, a typical office cell was considered in this paper with dimensions of $4 \times 4 \times 3$ m (width×length×height). The model has an external wall with a $3.8 \times 2.8$ m (width×height) window as shown in Figure 1 (the other three walls were treated as internal walls). Three orientations (east, south and west) were considered by rotating the building model. The simulation setting of the office cell (including the setting of manually controlled shading devices) is shown in Table 1.

2.1.2. Occupancy model

To consider occupancy state, Page et al.’s (2008) occupancy algorithm was adopted. This model inputs the profile of probability of presence and the parameter of mobility and generates a time series (here it is whole year) of the state of presence (absent or present) based on Markov chain method. More detailed information of this algorithm can be found in (Page et al. 2008). To use this model, observation of occupancy state in seven office rooms was conducted using passive infrared (PIR) motion sensors.

2.1.3. Shade behavior model

The shade behavior model used in this paper was developed based on field measurements on a highly glazed tall building in hot summer and cold winter zone of China. This model considered five discrete shade positions (fully open, 75% open, 50% open, 25% open and fully closed) and thus five shading coefficients ($SC = 1, 0.75, 0.5, 0.25$ and 0) were used to represent these five shading states. For example, $SC = 0.75$ represents 75% open. The developed shade behavior model was based on the discrete-time Markov chain method and the stochastic adjustment of manual shades in next time step was predicted based on the shade position in the current step and current solar intensity on the façade (east, south and west façades were considered, respectively). The shade behavior model was modeled in Building Controls Virtual Test Bed (BCVTB) for co-simulation with EnergyPlus—an energy simulation engine developed by Lawrence Berkeley National Laboratory. More detailed information on this stochastic model and the co-simulation can be found in the previous paper (Yao 2014). A graphic illustration of the stochastic shade model combined with the occupancy model is shown in Figure 2.

2.2. Distribution of energy performance

Since the developed shade behavior model represents occupants’ random interaction with solar shades, the simulation output of this behavior model is stochastic. Thus, repeated simulation runs are needed to obtain the possible distribution of the simulation output (cooling, heating and total energy demands). To have a balance between computational cost and high accuracy, a suitable number of simulation runs was determined according to the graphical method recommended in (Robinson 2014), which has been
used for similar analysis in previous papers (Yao and Zheng 2019; Chapman, Siebers, and Robinson 2018). The minimum number of repeated simulations required is defined by the point at which the line (the cumulative mean of the simulated annual energy demand) becomes flat. In this paper, 100 simulation runs were conducted and the mean value of the fitted distribution was considered as the true mean energy demand since previous research has confirmed that this number was enough for determining the distribution of energy data (Gilani, O’Brien, and Gunay 2018; Yao 2019; Macdonald 2009).

2.3. Number of simulation runs for annual energy performance

For uncertainty of annual energy performance, the probability distribution function was used to fit to the

---

**Figure 1. Office cell model.**

**Table 1. Simulation setting.**

| Parameter                  | Value                                                                 |
|----------------------------|-----------------------------------------------------------------------|
| Location                   | Hangzhou city in China, latitude: 30°, longitude: 120°               |
| Orientation                | East, south, west                                                     |
| Dimension                  | Office cell: 4 × 4 × 3 m, Window: 3.8 × 2.8 m                        |
| Window and shading device  | Clear double-pane window: U-value: 3.6 W/m² K and Tt: 0.78, SHGC of the glazing: 0.698; Manually controlled internal roller shades, shade material: visual transmittance: 0.2. Shade behavior model: described in section 2.1.2 |
| Opaque envelope            | U-value for external wall: 1 W/m² K; Internal walls, roof and floor: adiabatic |
| Office hours               | Occupancy model: described in section 2.1.1                          |
| HVAC                       | Temperature set-points for heating and cooling: 20°C and 26°C, Temperature setback for heating and cooling: 5°C and 37°C Operation time: on during occupancy |
| Interior heat generation   | Light power density (LPD): 11 W/m²; equipment: 20 W/m²               |
| Breathing zone outdoor airflow | 40 m³/h.p                                                        |
annual energy data. In this paper, normal distribution was adopted (since the following analysis in section 3.2 confirmed the normal distribution of the data) and can be expressed as a function $f(x)$, where $x$ is the annual energy demand (cooling, heating and total). In common cases, $f(x)$ could be determined by the mean and the variance of $f(x)$, which can be modeled as a hypothesis problem (see below).

The Hypothesis: the estimated mean value $E$ is equal to the mean in the distribution and expressed as $H_0: E = \mu$.

The selected parametric test is $\Phi$: $H_0$ is accepted when $|E - \mu| \leq C$, and rejected otherwise.

where $E$ is the mean of the simulated energy demand. In statistics, a confidence level of $1 - \alpha$ can be expressed as

$$1 - \alpha \leq P(\mu - e \leq \mu \leq \mu + C)$$

(1)

For a hypothesis testing problem, the sample size $n$ is already known (here it is 100), and Equation 1 is used to determine a suitable $C$ which is based on the selected confidence level. The probability distribution of $E$ (denoted by $E \sim \phi(x, n)$) can be determined since the distribution of $x$ is already known and Equation 1 can be converted to:

$$1 - \alpha \leq P(\mu - C \leq \phi(x, n) \leq \mu + C)$$

(2)

The probability distribution function of $E$ can be expressed as
The derived statistic $T$ is

$$T = \frac{\sqrt{n}(|E - \mu|)}{\sigma}$$

Equation 2 can be further deduced as

$$1 - \alpha \leq P(\frac{\sqrt{nC}}{\sigma}) = 2\Phi\left(\frac{\sqrt{nC}}{\sigma}\right) - 1$$

where $\Phi(x)$ is the cumulative standard normal distribution function and it can be expressed as

$$\Phi\left(\frac{\sqrt{nC}}{\sigma}\right) \geq 1 - \frac{\alpha}{2}$$

The required simulation runs can be calculated as

$$n \geq \left(\frac{\mu_{a/2}\sigma}{C}\right)^2$$

where $\mu_{a/2}$ is the upper $a/2$ quantile of the standard normal distribution $\text{N}(0,1)$. $C$ is an acceptable deviation from the mean of the population distribution. Since $\mu$ and $\sigma$ were determined based on a single room, for multiple rooms it needs to consider the combination of these independently identically normal distributions. For example, the $\mu$ and $\sigma$ of a 10-room building are $10\mu$ and $\sqrt{10}\sigma$. In this paper, five different accuracy levels ranging from 95% to 99% were considered and $C$ has five values. For example, $C = 0.01$ represents 99% and $C = 0.05$ represents 95%.

### 2.4. Number of simulation runs for peak heating/cooling loads

For peak heating/cooling loads, the above method for average energy demand is not applicable since peak cooling/heating loads do not follow normal distributions (see section 3.2). Thus, peak cooling/heating loads for multiple rooms cannot be calculated by summing up peak heating/cooling loads of each room (due to the fact that peak loads occur at different time steps for different rooms). Therefore, Monte Carlo random sampling techniques were used and the following steps were adopted to determine the minimum number of simulation runs for peak heating/cooling loads:

1. determine the number of rooms (e.g. 50) for analysis;
2. make a Monte Carlo random sampling from the 100 simulation runs to obtain this number (e.g. 50) of sampled hourly heating/cooling loads;
3. the cooling/heating loads of each room were summed up for each hour to obtain hourly loads for the multiple rooms and the peak

heating/cooling loads were determined for this sampling;
4. steps (2)-(3) were repeated for 500 times to obtain the maximum cooling/heating loads (it is considered to represent true maximum load) for this number of rooms;
5. steps (2)-(3) were repeated for 200 times and the obtained peak cooling/heating loads were compared with the maximum ones in step (4) to check how many simulation runs (e.g. no less than 80) were enough based on the criterion that the difference between peak and maximum loads was less than 1% (an acceptable deviation);
6. step (5) was repeated for 100 times to finally determine the minimum required number of simulation runs, which was calculated based on the criterion that 95% (means a 95% confidence interval) of these 100 simulation runs obtain maximum loads after that number (e.g. 80) of simulation runs.

### 3. Results and discussion

#### 3.1. Shading performance

For the comparison of shading performance of east, south and west facades, annual average SC values and seasonal SC values are presented in Figure 3. It can be seen that all these SC values range from about 0.3 to 0.9, indicating a significant fluctuation. Meanwhile, one-way analysis of variance (ANOVA) was conducted to determine whether there are differences between seasons and orientations. The results show that no significant difference can be observed, from the statistical point of view, with the F factor of 1.14 and p value of 0.3337 (higher than the threshold value of 0.05). This means shade stochastic behavior follows similar trends (SC values) for different seasons and orientations.

![Figure 3. Seasonal average SC values for east, south and west facades (EW: east winter, SW: south winter, WW: west winter, ES: east summer, SS: south summer, WS: west summer, EA: east annual, SA: south annual, WA: west annual).](image-url)
3.2. Energy demand

To determine the distribution of annual cooling, heating and total energy data, the normal probability plot was used to graphically compare the distribution of these data to the normal distribution, which is represented by a straight line. If the data are normally distributed, the points in this plot will approximately lie on/near the straight line. Figure 4 gives a normal probability plot of energy data points for cooling, heating and total for east, south and west facades. It can be seen that annual cooling, heating and total energy data all lie on/near the straight line, indicating that the annual heating/cooling and total demands are normally distributed. Furthermore, a more rigorous statistical test of normality of these energy data points was conducted by Shapiro–Wilk test (Razali and Wah 2011). The null-hypothesis of this test is that the data are normally distributed. The results show that these p-values are all higher than 0.05, indicating the null hypothesis cannot be rejected and the energy data points follow normal distributions.

Furthermore, the Kruskal–Wallis test, a nonparametric version of classical one-way ANOVA, was used to determine if the energy data points for different seasons and orientations come from the same population (or the same distribution). This is because ANOVA is not suitable for this analysis due to the violation of the assumption that the energy data points follow normal distributions. The result (p value less than 0.05) shows that there is a significant difference between these different groups of energy data, indicating energy performance differs largely among seasons and orientations. This conclusion can also be easily identified from Figure 5, which shows

![Figure 4](image-url)  
*Figure 4. Normal probability plot of annual heating, cooling and total energy distributions of the 100 simulation runs for east, south and west facades.*

![Figure 5](image-url)  
*Figure 5. Energy demands for different seasons and different orientations (EW: east winter, SW: south winter, WW: west winter, ES: east summer, SS: south summer, WS: west summer, EA: east annual, SA: south annual, WA: west annual).*
the box plot of these different groups of energy data points. In addition, it can be seen that east and west facades have a higher energy demand than the south facade, indicating that the same size of window leads to a lower energy demand on the south facade and thus it is better to design large windows on this facade rather than east and west ones.

The peak cooling and heating load distributions of the 100 simulation runs for east, south and west facades are illustrated in Figure 6. Compared to annual energy demand, peak energy data does not follow normal distributions since Shapiro–Wilk test shows that some of these p values are less than 0.05. Thus, the following analysis for the required minimum number of simulation runs for determining peak cooling/heating loads cannot be accomplished by using equations described in section 2.3.

3.3. Energy uncertainty level

Section 3.2 has shown that energy performance varies among different simulation runs. To determine the energy uncertainty level at different building scales for these three orientations and different seasons, Figure 7 shows a comparison of the energy uncertainty for different orientations and energy types. It can be seen that as the number of rooms increases, cooling, heating and total energy uncertainties decrease significantly from about 25%-60% to about 2%-4%, and for 1–30 rooms there is a sharp decrease while after 50 rooms the energy uncertainty drops to a relatively stable value (around 2–4% depending on orientations and energy types), indicating that for a single room or small office buildings it is important to consider energy uncertainty due to stochastic shade behavior, while there is a relatively small impact of manual shades on energy performance for large buildings.

For the cooling and total energy, the trend for different orientations is similar. While for the heating energy, the south facade has a higher uncertainty than east and west facades. In general, heating uncertainty ranks highest, followed by cooling and total energy. This is because the absolute amount of heating energy is much less than cooling energy, which can be seen in Figure 8, and the same amount of variation in heating energy leads to a higher percentage uncertainty than cooling energy. Thus, stochastic shade behavior has a higher impact on uncertainty of heating energy performance and heating performance is more sensitive to occupant behavior than cooling.

3.4. Required simulation runs

3.4.1. Annual heating, cooling and total energy demands

Figure 9 shows the minimum number of required simulation runs for representing reliable annual energy performance for different building scales and accuracy levels. It can be seen that at single or double room scale the required number varies largely depending on required accuracy levels. In this figure, \( C = 0.01 \) represents a 99% prediction accuracy. For a 5% deviation.

Figure 6. Normal probability plot of peak cooling/heating load distribution of the 100 simulation runs for east, south and west facades.
(C = 0.05 u), this number can be less than 30. While for a 1% deviation, this number increases to more than 1000 for south heating and there is a big difference among orientations. Therefore, the computation time and effort are costly for a high accuracy energy prediction at room scale and different orientations cannot be considered equally.

However, this number reduces significantly to lower than 30 as the number of rooms increases to over 20 for all energy types, orientations and accuracy levels. For example, for a 100-room building, this number is only about 1.5 for an accuracy level of 99% and is only 1 if accuracy levels are lower than 99%. The calculated number according to Equation 7) can be less than 1 as the number of room increases to a certain value. However, the actual number of simulation runs cannot be less than 1 and thus 1 was used instead if calculated number was less than 1 (the minimum number of simulations was 1 as can be seen in Figure 9). In China, most office buildings are high-rise ones with room numbers over 30, and thus a single simulation run is enough to obtain reliable annual heating, cooling and total energy demands (which is not illustrated in this figure but has similar trend as cooling) of office buildings with manual shades, indicating the uncertainty of manual shade adjustment on annual energy performance can be ignored at building scale.

3.4.2. Peak heating and cooling loads uncertainty

For the peak heating/cooling loads, the uncertainty is also significant, which can be seen from Figure 6. For example, to illustrate the considerable variation of peak loads, Figure 10 presents the maximum deviation of cooling and heating loads from two single simulation runs. It can be seen that as the number of rooms increases the deviation rises to its highest value (over 100%) at around 5–15 rooms and then gradually reduces to less than 3% (for a 100-room building). The interesting finding from this figure is that the maximum deviation does not occur at single room level but at 5–15 rooms. This is mainly due to the fact that the peak loads do not occur at the same time step.
(e.g. the peak load for one room was at 3 pm July 27th, while another room was at 2 pm July 25th) for different simulation runs due to stochastic nature of occupant behavior, and thus as the number of room increases, some cases may have peak values of remaining at around single room level (e.g. the occurred time of peak load is equal to that of a single room which has the maximum value) while some cases may have peak values of being equal to around the sum of these rooms (e.g. 10 rooms have the same occurred time of peak load for one case and 30 rooms for another case), leading to a bigger deviation than at room level. However, as the number of room continues to increase, this deviation will diminish due to the smoothing and averaging effect. Therefore, it is important to conduct multiple simulation runs to reduce this uncertainty for a building scale less than 100 rooms.

According to section 2.4, random sampling techniques were used to calculate the probability of obtaining peak heating/cooling load at different numbers of simulation runs (see Figure 11). The number of rooms increases as the curves close to the left upper corner of each sub-figure. In general, the larger the building the higher probability to obtain peak heating/cooling load at similar number of simulations, except the cases (5–15 rooms) as described above, which have a lower probability than a single room. To have a better interpretation of this figure, a horizontal line at the y-axis of 95% (represent a 95% probability) can be drawn and the interaction points with the curves can be obtained and are illustrated in Figure 12, which shows the required simulation runs for obtaining reliable peak cooling and heating loads. The curve in this figure has a similar trend as that in Figure 10. It can be seen that peak cooling/heating loads cannot be obtained by a single simulation.
run even at a 100-room scale and the highest number can be over 120 simulation runs. Therefore, the conclusion for peak loads is different from annual energy demand for a whole building and at least five simulation runs are required to obtain peak heating/cooling loads at building scale. For a smaller building, 120 simulation runs are suggested for peak load determination.

4. Conclusion

This paper investigates the impact of uncertainty of manual solar shades on energy performance. Shading performance, annual heating, cooling and total energy demands were compared between the three orientations at different building scales as well as peak heating/cooling loads. Due to stochastic nature of manual shades, required minimum simulation runs for obtaining reliable annual energy performance and peak loads were calculated based on statistical analysis and random sampling techniques. The following conclusions can be made:

1. Statistical test shows that there is no significant difference in shading performance during different seasons between the three orientations.
2. Annual heating, cooling and total energy demands follow normal distributions while peak heating/cooling load does not. Although shading performance is similar among different orientations, statistical test shows that energy demands differ largely between these orientations. And it is better

Figure 10. Maximum deviation of cooling and heating load from two single simulation runs.
to design large window on the south facade rather than east and west ones. In addition, heating performance is more sensitive to occupant behavior than cooling.

(3) Energy uncertainty levels are high at room scale and drop quickly as the number of rooms increases for different energy types and orientations. In China, most newly built office buildings are high-rise ones and thus the influence of manual shades on the energy uncertainty of these office buildings can be neglected.

(4) For large office buildings, a single simulation run is enough to obtain reliable annual heating, cooling and total energy demands. While for peak heating/cooling loads, the conclusion is different from annual energy demand and at least five simulation runs are required to obtain peak heating/cooling loads at building scale. For a smaller building, 120 simulation runs are suggested for peak load determination.

However, the above conclusions are obtained based on the shade behavior model developed in a glazing curtain building in hot summer and cold winter zone of China. There are some limitations to the current research. First, it only includes one type of occupant behavior (i.e. roller shade adjustment, other occupant behaviors such as light switching, window opening were not considered). Second, behavior diversity among occupants was

Figure 11. Probability of obtaining peak heating/cooling load at different numbers of simulation runs.
not included in this paper. Third, the shade behavior model was developed based only on one type of buildings (office buildings). In addition, the case study was simulated based on building energy standards in this climate region. Therefore, the energy uncertainty at annual scale was found to be limited and the results may not be directly applicable to other building types and climate regions. Future research efforts are needed to further investigate the potential influence of these factors on shade behavior patterns and energy performance uncertainty.
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