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Abstract In this paper, we propose a Tikhonov-like regularization for dynamical systems associated with non-expansive operators defined in closed and convex sets of a Hilbert space. We prove the well-posedness and the strong convergence of the proposed dynamical systems to a fixed point of the non-expansive operator. We apply the obtained result to dynamical system associated with the problem of finding the zeros of the sum of a cocoercive operator with the subdifferential of a convex function.
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1 Introduction

Let $D$ be a closed and convex set of a Hilbert space $H$. In this paper, we are interested in the study of the following dynamical system

$$\begin{cases}
-x(t) = x(t) - T(x(t)) & \text{a.e. } t \geq 0, \\
x(0) = x_0 \in D,
\end{cases}$$

where $T : D \to D$ is a non-expansive operator (see Definition 2.1 below) and $x_0 \in D$. The consideration of this dynamical system is motivated by the study of the set of fixed points of the operator $T$. Indeed, every equilibrium point of the dynamical system (1) is a fixed point of $T$. 
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The framework (1) includes the dynamical system proposed by Antipin in [2]
\[
-\dot{x}(t) = x(t) - \text{proj}_C(x(t) - \mu \nabla \varphi(x(t))) \quad \text{a.e. } t \geq 0,
\]
\[
x(0) = x_0,
\]
where $\varphi : H \to \mathbb{R}$ is a convex $C^1$ function defined on a real Hilbert space $H$, $C$ is a nonempty closed and convex set of $H$, $x_0 \in H$, $\mu > 0$ and $\text{proj}_C$ denotes the projection operator on the set $C$. In this context, it was shown in [6] that the trajectory of (2) converges weakly to a minimizer of the optimization problem
\[
\inf_{x \in C} \varphi(x),
\]
provided that the latter is solvable. Latter, Abbas and Attouch [1] considered the following generalization of the dynamical system (2)
\[
-\dot{x}(t) = x(t) - \text{prox}_{\mu \Phi}(x(t) - \mu B(x(t))) \quad \text{a.e. } t \geq 0,
\]
\[
x(0) = x_0,
\]
where $\Phi : H \to \mathbb{R} \cup \{+\infty\}$ is a proper, convex and lower semicontinuous functions defined on a real Hilbert space $H$, $B : H \to H$ is a cocoercive operator, $x_0 \in H$, $\mu > 0$ and $\text{prox}_{\mu \Phi} : H \to H$
\[
\text{prox}_{\mu \Phi}(x) := \arg\min_{y \in H} \left\{ \Phi(y) + \frac{1}{2\mu} \|y - x\|^2 \right\},
\]
denotes the proximal point operator of $\Phi$. Finally, in [7], the authors prove the weak convergence of the orbits of the dynamical system (1) to a fixed point for the operator $T : H \to H$, extending the results mentioned above.

In this paper, we study following variant of the dynamical system (1)
\[
-\dot{x}(t) = x(t) - T(x(t)) + \epsilon(t)(x(t) - y) \quad \text{a.e. } t \geq 0,
\]
\[
x(0) = x_0 \in D,
\]
where $y \in D$ and $\epsilon : [0, \infty) \to [0, \infty)$ is an appropriate function. The system (4) corresponds to a Tikhonov-like regularization of the dynamical system (1). This kind of regularization has been considered by several authors (see, e.g., [8]). In [8], the authors consider the system
\[
-\dot{x}(t) = Ax(t) + \epsilon(t)x(t),
\]
where $A$ is a maximal monotone operator defined on a Hilbert space and $\epsilon(t)$ tends to 0 as $t \to +\infty$ with $\int_0^{+\infty} \epsilon(s)ds = +\infty$. They prove the strong convergence towards the least-norm point in $A^{-1}(0)$ provided that the function $\epsilon(t)$ has bounded variation. This setting includes the operator $A = I - T$ when $T$ is defined in all the Hilbert space $H$. However, when the operator $T$ is defined only in a closed convex subset $D \subset H$, it is not clear that the dynamical system (5) is well defined. One of the contributions of this paper is to prove that, under mild assumptions, the system (4) is well defined (see
Proposition 4.1) and that the orbits of (4) converge strongly to the point \( \text{proj}_{\text{Fix}T}(y) \) provided the set \( \text{Fix}T \) is nonempty (see Theorem 4.1).

The paper is organized as follows. In Section 2, we set the notation of the paper and prove preliminary results on non-expansive operators. In Section 3, we present the main properties of the dynamical system (1). In Section 4, we present the main result of the paper (see Theorem 4.1), namely, the strong convergence of the trajectories of the dynamical system (4) to a point in the set \( \text{Fix}T \). Then, we give some applications of the main result to the dynamical system (3). The paper ends with conclusions and final remarks.

2 Notation and preliminaries

Let \( H \) be a Hilbert space endowed with a scalar product \( \langle \cdot, \cdot \rangle \) and unit ball \( B \). Given a closed and convex set \( S \subset H \) we define the distance function \( d_S \) and the projection over \( S \) as the maps

\[
d_S(x) := \inf_{y \in S} \|y - x\| \quad \text{and} \quad \text{proj}_S(x) := \{ y \in H : d_S(x) = \|x - y\| \}.
\]

It is not difficult to prove that the map \( x \mapsto d_S^2(x) \) is differentiable with

\[
\nabla d_S^2(x) = 2(x - \text{proj}_S(x)) \quad \text{for all } x \in H.
\]

Moreover, the following inequality holds

\[
\langle x - \text{proj}_S(x), y - \text{proj}_S(x) \rangle \leq 0 \quad \text{for all } y \in S.
\] (6)

We refer to [4] for more details.

Let \( \Phi : H \to \mathbb{R} \cup \{+\infty\} \) be a proper, convex and lower semicontinuous function and \( \mu > 0 \). The proximal point operator of \( \Phi \) is defined as

\[
\text{prox}_{\mu \Phi}(x) := \arg\min_{y \in H} \left\{ \Phi(y) + \frac{1}{2\mu} \|y - x\|^2 \right\}.
\] (7)

The proximal point operator is everywhere well defined and the map \( x \mapsto \text{prox}_{\mu \Phi}(x) \) is Lipschitz of constant 1 (see [5, Section 12.4]). Moreover, when \( \Phi \) is the indicator function of a closed and convex set \( C \), then the proximal point operator coincides with the projection operator over \( C \), that is, \( \text{prox}_{\mu \Phi}(x) = \text{proj}_C(x) \).

The proximal point operator plays a fundamental role in optimization theory. Indeed, the proximal point operator is the basis of several optimization algorithms (see, e.g., [5]). Moreover, it is well known (see [5, Proposition 12.29]) that the set of fixed point of this operator coincides with the set of solution of the problem

\[
\inf_{x \in H} \Phi(x).
\]

The following definitions will be used throughout the paper.

**Definition 2.1** An operator \( T : D \subset H \to H \) is called
1. \( \beta \)-cocoercive on \( D \), if
\[
\langle T(x) - T(y), x - y \rangle \geq \beta \|T(x) - T(y)\|^2 \quad \text{for all } x, y \in D.
\]

2. Non-expansive on \( D \) if
\[
\|T(x) - T(y)\| \leq \|x - y\| \quad \text{for all } x, y \in D.
\]

3. Firmly non-expansive on \( D \) if
\[
\|T(x) - T(y)\|^2 + \|(\text{Id} - T)(x) - (\text{Id} - T)(y)\|^2 \leq \|x - y\|^2 \quad \text{for all } x, y \in D.
\]

It is important to mention that if \( D \) is closed and convex and \( T: D \to D \) is non-expansive, then the set \( \text{Fix} T \) is closed and convex (see, e.g., [5, Corollary 4.24]). Moreover, if, in addition, \( D \) is bounded, the Browder-Göhde-Kirk’s Theorem (see, e.g., [5, Theorem 4.29]) asserts that the set \( \text{Fix} T \) is nonempty. On the other hand, if \( T \) is \( \alpha \)-Lipschitz with \( \alpha \in [0, 1) \), then \( \text{Fix} T \) is a singleton.

Let us consider a non-expansive operator \( T: D \to D \) and define the operator \( G: D \to H \) given by
\[
G(x) = x - T(x).
\]

It is clear that the set of fixed point of \( T \) coincides with the set of zeros of \( G \). Moreover, according to [5, Proposition 4.4], if the operator \( T \) is non-expansive, then \( T \) is monotone. The following lemma gives the existence of approximate zeros of \( G \).

**Lemma 2.1** Assume that \( T: D \to D \) is non-expansive and fix \( y \in D \). Then, for every \( \varepsilon > 0 \) there exists a unique \( x_\varepsilon y \in D \) such that
\[
\varepsilon x_\varepsilon y + G(x_\varepsilon y) = \varepsilon y.
\]

**Proof** Since the operator \( T \) is non-expansive on \( D \), we can apply [5, Proposition 4.30], to obtain that for all \( \eta \in (0, 1) \) there exists a unique \( x_\eta y \in D \) such that
\[
x_\eta y = \eta y + (1 - \eta)T(x_\eta y).
\]

In particular, taking \( \eta = \frac{\varepsilon}{1+\varepsilon} \), we obtain the existence of a unique \( x_\varepsilon y \in D \) such that
\[
x_\varepsilon y = \frac{\varepsilon}{1+\varepsilon} y + \left(1 - \frac{\varepsilon}{1+\varepsilon}\right) T(x_\varepsilon y),
\]

which implies the result.

Now, let us define \( \mathcal{F}: (0, +\infty) \times D \to D \), given by
\[
\mathcal{F}(\varepsilon, y) = x_\varepsilon y,
\]

where \( x_\varepsilon y \) is the unique solution of (9) given by Lemma 2.1.

The next results give us some properties of the trajectory \( x_\varepsilon y \).

**Lemma 2.2** Consider the function \( \mathcal{F} \) defined in (10). Then,

i) For all \( \varepsilon > 0 \) the function \( \mathcal{F}(\varepsilon, \cdot) \) is firmly nonexpansive on \( D \).

ii) If \( \text{Fix} T = \emptyset \), then for all \( y \in D \), \( \lim_{\varepsilon \to 0} \|\mathcal{F}(\varepsilon, y)\| = \infty \).
iii) For all \( \varepsilon > 0 \), and all \( x^* \in \text{Fix} T \)
\[
\|y - \mathcal{F}(\varepsilon,y)\|^2 + \|\mathcal{F}(\varepsilon,y) - x^*\|^2 \leq \|y - x^*\|^2.
\]

iv) If \( \text{Fix} T \neq \emptyset \), then
\[
\lim_{\varepsilon \to 0^+} \mathcal{F}(\varepsilon,y) = \text{proj}_{\text{Fix} T}(y).
\]

v) For all \( y \in D \), the function \( \varepsilon \to \|y - \mathcal{F}(\varepsilon,y)\| \) is decreasing.

vi) For all \( y \in D \), the function \( \mathcal{F}(\cdot,y) \) is continuous.

Proof See [5, Proposition 4.30].

The following result is fundamental to establish continuity properties for the map \( \varepsilon \mapsto \mathcal{F}(\varepsilon,y) \) for \( y \in D \) fixed.

Lemma 2.3 Consider \( \mu > \lambda > 0 \). Then for every \( y \in D \)
\[
\mathcal{F}(\lambda,y) = \mathcal{F} \left( \mu, \frac{\lambda}{\mu} y + \left( 1 - \frac{\lambda}{\mu} \right) \mathcal{F}(\lambda,y) \right). \tag{11}
\]

Proof We observe that
\[
\mathcal{F}(\lambda,y) \in D, \quad \text{and} \quad \frac{\lambda}{\mu} y + \left( 1 - \frac{\lambda}{\mu} \right) \mathcal{F}(\lambda,y) \in D,
\]
thus (11) is well-defined.

To end the proof, it is enough to verify that \( \mathcal{F}(\lambda,y) \) satisfies (9) with
\[
\varepsilon = \mu \quad \text{and} \quad z = \frac{\lambda}{\mu} y + \left( 1 - \frac{\lambda}{\mu} \right) \mathcal{F}(\lambda,y).
\]

Indeed,
\[
\mu \mathcal{F}(\lambda,y) + G(\mathcal{F}(\lambda,y)) = \mu \mathcal{F}(\lambda,y) + \lambda \mathcal{F}(\lambda,y) + G(\mathcal{F}(\lambda,y)) - \lambda \mathcal{F}(\lambda,y)
\]
\[
= \mu \mathcal{F}(\lambda,y) + \lambda y - \lambda \mathcal{F}(\lambda,y)
\]
\[
= \mu \left( \frac{\lambda}{\mu} y + \left( 1 - \frac{\lambda}{\mu} \right) \mathcal{F}(\lambda,y) \right),
\]

which ends the proof.

The following proposition establishes the continuity and differentiability almost everywhere of the map \( \varepsilon \mapsto \mathcal{F}(\varepsilon,x) \) for \( x \in D \) fixed.

Proposition 2.1 For every \( \varepsilon_1, \varepsilon_2 > 0 \) and \( x \in D \)
\[
\|\mathcal{F}(\varepsilon_2,x) - \mathcal{F}(\varepsilon_1,x)\| \leq \frac{|\varepsilon_2 - \varepsilon_1|}{\min\{\varepsilon_1, \varepsilon_2\}} \|x - \mathcal{F}(\min\{\varepsilon_1, \varepsilon_2\},x)\|. \tag{12}
\]

Consequently, for every \( x \in D \) the function \( \mathcal{F}(\cdot,x) \) is locally Lipschitz and for all \( x \in D \) and a.e. \( t > 0 \)
\[
\left\| \frac{d}{dt} \mathcal{F}(\cdot,x)(t) \right\| \leq \frac{1}{t} \|x - \mathcal{F}(t,x)\|.
\]
Proof Fix \( x \in D \) and assume that \( \varepsilon_2 > \varepsilon_1 \). Then, according to Lemma 2.3,

\[
\| \mathcal{F}(\varepsilon_2, x) - \mathcal{F}(\varepsilon_1, x) \| = \left\| \frac{\varepsilon_1}{\varepsilon_2} x + (1 - \frac{\varepsilon_1}{\varepsilon_2}) \mathcal{F}(\varepsilon_2, x) \right\|.
\]

Next, due to Lemma 2.2 i), we know that \( \mathcal{F}(\varepsilon_2, \cdot) \) is nonexpansive. Thus,

\[
\| \mathcal{F}(\varepsilon_2, x) - \mathcal{F}(\varepsilon_1, x) \| \leq \left( 1 - \frac{\varepsilon_1}{\varepsilon_2} \right) \| x - \mathcal{F}(\varepsilon_2, x) \| = \frac{\varepsilon_2 - \varepsilon_1}{\varepsilon_2} \| x - \mathcal{F}(\varepsilon_2, x) \|.
\]

Repeating the argument for \( \varepsilon_1 > \varepsilon_2 \), we obtain the result.

3 Dynamical systems associated with nonexpansive operators

In this section, we study the following dynamical system

\[
\begin{cases}
-\dot{x}(t) = x(t) - T(x(t)) & \text{a.e. } t \geq 0, \\
x(0) = x_0 \in D,
\end{cases}
\]

where \( T : D \to D \) is a nonexpansive operator defined over a closed and convex set \( D \subset H \). The dynamical system (13) was considered in [7] for a non-expansive operator \( T : H \to H \). The following proposition establishes the well-posedness of (13).

**Proposition 3.1** If \( T : D \to D \) is a nonexpansive operator, then the dynamical system (13) admits a unique solution \( x \in AC_{\text{loc}}([0, +\infty); H) \). Moreover, this solution satisfies \( x(t) \in D \) for all \( t \geq 0 \)

**Proof** See the proof of Proposition 4.1.

The following proposition establishes convergence properties of the dynamical system (13). Its proof follows in the same way as [7] Theorem 6.

**Proposition 3.2** Let \( T : D \to D \) be a nonexpansive operator such that \( \text{Fix} T \neq \emptyset \). Let \( x(\cdot) \) be the unique solution of (13). Then the following assertions hold:

(i) the trajectory \( x \) is bounded and \( \int_0^{+\infty} \| x(t) \|^2 dt < +\infty \);
(ii) \( \lim_{t \to +\infty} (T(x(t)) - x(t)) = 0 \) and for all \( t > 0 \)

\[
\| x(t) - Tx(t) \| \leq \frac{1}{\sqrt{t}} \text{dist}(x_0, \text{Fix} T);
\]

(iii) \( \lim_{t \to +\infty} k(t) = 0 \);
(iv) \( x(t) \) converges weakly to a point in \( \text{Fix} T \), as \( t \to +\infty \).

Moreover, if \( T \) is \( \alpha \)-Lipschitz with \( \alpha \in [0, 1) \), then the unique fixed point \( x^* \) of \( T \) is globally exponentially stable, that is,

\[
\| x(t) - x^* \| \leq e^{-(1 - \alpha \varepsilon)} \| x_0 - x^* \| \quad \text{for all } t \geq 0
\]
4 Tikhonov regularization

In this section, we study the Tikhonov regularization of the projected dynamical system (1). Let us consider the following assumptions:

**Assumption 1** Let $\varepsilon : \mathbb{R}_+ \to \mathbb{R}_+$ be a positive function satisfying

(a) $\varepsilon$ is absolutely continuous, nonincreasing and $\lim_{t \to +\infty} \varepsilon(t) = 0$;
(b) $\int_0^{+\infty} \varepsilon(s) ds = +\infty$;
(c) $\lim_{t \to +\infty} \varepsilon(t) = 0$.

We observe that, for example, the function $\varepsilon(t) = \frac{1}{1+\beta t}$ with $\beta \in (0,1)$ satisfy Assumption 1.

Now, we consider the following dynamical system:

\[
\begin{cases}
-\dot{x}(t) = x(t) - T(x(t)) + \varepsilon(t)(x(t) - y) & \text{a.e. } t \geq 0, \\
x(0) = x_0 \in D,
\end{cases}
\]  

(14)

where $T : D \to D$ is a nonexpansive operator, $y \in D$ and $\varepsilon$ is a function satisfying Assumption 1. The following proposition establishes the well-posedness of the dynamical system (14).

**Proposition 4.1** Fix $y \in D$ and assume that $T : D \to D$ is a nonexpansive operator. If $\varepsilon \in L^1_{\text{loc}}(\mathbb{R}_+)$, then the dynamical system (14) admits a unique solution $x \in AC_{\text{loc}}(\mathbb{R}_+;H)$. Moreover, this solution satisfies $x(t) \in D$ for all $t \geq 0$.

**Proof** Let us consider the dynamical system

\[
\begin{cases}
-\dot{x}(t) = \text{proj}_D(x(t)) - T(\text{proj}_D(x(t))) + \varepsilon(t)(\text{proj}_D(x(t)) - y) & \text{a.e. } t \geq 0, \\
x(0) = x_0 \in D,
\end{cases}
\]  

(15)

According to the classical Cauchy-Lipschitz theorem (see, e.g., [9, Proposition 6.2.1]), if $\varepsilon \in L^1_{\text{loc}}(\mathbb{R}_+)$, then the dynamical system (15) has a unique solution $x \in AC_{\text{loc}}(\mathbb{R}_+;H)$. We aim to prove that $x(t) \in D$ for all $t \geq 0$. To do that, we define the function $\psi(t) := \frac{1}{2}d^2_D(x(t))$. This function is absolutely continuous and for a.e. $t \geq 0$

\[
\psi(t) = \langle x(t) - \text{proj}_D(x(t)), \dot{x}(t) \rangle = \langle x(t) - \text{proj}_D(x(t)), T(\text{proj}_D(x(t))) - \text{proj}_D(x(t)) \rangle + \varepsilon(t)(x(t) - \text{proj}_D(x(t)), y - \text{proj}_D(x(t))) \leq 0,
\]

where we have used the inequality (6). Thus, since $\psi(0) = 0$, it follows that $\psi(t) = 0$ for all $t \geq 0$. Therefore, $\text{proj}_D(x(t)) = x(t)$ for all $t \geq 0$, which proves that $x$ is the unique solution of (14).
The next theorem establishes, under mild assumptions, that the point \( \text{proj}_{\text{Fix}T}(y) \) is globally asymptotically stable for the dynamical system (14), that is,

\[
x(t) \to \text{proj}_{\text{Fix}T}(y) \text{ as } t \to +\infty.
\]

The proof is strongly based on [8], where the authors use the Tikhonov regularization technique to deal with the set of zeros of maximal monotone operators. It is worth noting that the results from [8] does not apply in our setting because the operator \( I - T \) is not necessarily maximal monotone.

**Theorem 4.1** Fix \( y \in D \) and suppose that \( T : D \to D \) is a non-expansive operator with \( \text{Fix}T \neq \emptyset \). If Assumption [7] holds, then the unique solution of (14) \( x(t) \) converges strongly to \( \text{proj}_{\text{Fix}T}(y) \), as \( t \to +\infty \).

**Proof** Define the operator

\[
G(x) := x - T(x).
\]

Since \( T \) is nonexpansive on \( D \), it is clear that \( G \) is a monotone operator on \( D \) (see, e.g., [5] Chapter 4).

Denote \( x_\varepsilon := \mathcal{F}(\varepsilon, y) \) (see Lemma 2.2) and consider the function

\[
\theta(t) := \frac{1}{2}||x(t) - x_\varepsilon(t)||^2.
\]

According to Proposition 2.1, \( \theta \) is absolutely continuous and for a.e. \( t > 0 \)

\[
\dot{\theta}(t) = \left\langle x(t) - x_\varepsilon(t), \dot{x}(t) - \dot{\varepsilon}(t) \frac{d}{d\varepsilon} x_\varepsilon(t) \right\rangle
\]

\[
= \left\langle x(t) - x_\varepsilon(t), -G(x(t)) + \varepsilon(t)y - \varepsilon(t)x(t) - \dot{\varepsilon}(t) \frac{d}{d\varepsilon} x_\varepsilon(t) \right\rangle
\]

\[
= \left\langle x(t) - x_\varepsilon(t), -G(x(t)) + G(x_\varepsilon(t)) \right\rangle + \varepsilon(t) \left\langle x(t) - x_\varepsilon(t), x_\varepsilon(t) - x(t) \right\rangle
\]

\[
- \left\langle x(t) - x_\varepsilon(t), \dot{x}(t) \frac{d}{d\varepsilon} x_\varepsilon(t) \right\rangle
\]

where we have used the definition of \( x_\varepsilon(t) \) (see equation (9)). Furthermore, since \( G \) is monotone (see, e.g., [5] Proposition 4.4) and \( x(t) \in D \) for all \( t \geq 0 \), the following inequality holds

\[
\left\langle x(t) - x_\varepsilon(t), -G(x(t)) + G(x_\varepsilon(t)) \right\rangle \leq 0.
\]

Thus, for a.e. \( t \geq 0 \)

\[
\dot{\theta}(t) \leq -2\varepsilon(t) \theta(t) - \varepsilon(t) \left\| \frac{d}{d\varepsilon} x_\varepsilon(t) \right\| \sqrt{2\theta}
\]

\[
\leq -2\varepsilon(t) \theta(t) - \frac{\dot{\varepsilon}(t)}{\varepsilon(t)} ||y - x_\varepsilon(t)|| \sqrt{2\theta}
\]

\[
\leq -2\varepsilon(t) \theta(t) - \frac{\dot{\varepsilon}(t)}{\varepsilon(t)} ||y - \text{proj}_{\text{Fix}T}(y)|| \sqrt{2\theta},
\]
where we have used Proposition 2.1 and assertion v) of Lemma 2.2.

Thus, for a.e. \( t \geq 0 \)

\[
\dot{\theta}(t) + 2\varepsilon(t)\theta(t) \leq -\frac{\dot{\varepsilon}(t)}{\varepsilon(t)}\|y - \text{proj}_{\text{Fix}T}(y)\|\sqrt{2\theta}.
\]

Hence, the function \( \varphi(t) = \sqrt{2\theta} \) satisfies for a.e. \( t \geq 0 \)

\[
\dot{\varphi}(t) + \varepsilon(t)\varphi(t) \leq -\frac{\dot{\varepsilon}(t)}{\varepsilon(t)}\|y - \text{proj}_{\text{Fix}T}(y)\|.
\]

Therefore, for all \( t \geq 0 \)

\[
\varphi(t) \leq \exp\left(-\int_0^t \varepsilon(\tau)d\tau\right) \left(\varphi(0) + \|y - \text{proj}_{\text{Fix}T}(y)\| \int_0^t \frac{\dot{\varepsilon}(s)}{\varepsilon(s)} \exp\left(\int_0^s \varepsilon(\tau)d\tau\right) ds\right)
\]

Moreover, since Assumption 1 holds, the right-hand side in the last inequality goes to zero. Indeed,

\[
\lim_{t \to +\infty} \exp\left(-\int_0^t \varepsilon(\tau)d\tau\right) \int_0^t \frac{\dot{\varepsilon}(s)}{\varepsilon(s)} \exp\left(\int_0^s \varepsilon(\tau)d\tau\right) ds = \lim_{t \to +\infty} \frac{\dot{\varepsilon}(t)}{\varepsilon^2(t)} = 0.
\]

Finally, according to Lemma 2.2 iv,

\[
\limsup_{t \to +\infty} \|x(t) - \text{proj}_{\text{Fix}T}(y)\| \leq \limsup_{t \to +\infty} \left(\|x(t) - x_{\varepsilon(t)}\| + \|x_{\varepsilon(t)} - \text{proj}_{\text{Fix}T}(y)\|\right),
\]

which ends the proof.

**Remark 4.1** Theorem 4.1 has several advantages compared with Proposition 3.2.

1. The trajectories are always defined in the set \( D \). Thus, \( T \) needs only to be defined in this set.
2. The cost of discretizing (14) is, relatively, the same as discretizing the dynamical system (13).
3. The convergence obtained in Theorem 4.1 is strong, while the convergence in Proposition 3.2 is weak.
4. All the trajectories of (14) (regardless of the starting point) converge strongly to the point \( \text{proj}_{\text{Fix}T}(y) \).

## 5 Applications

In this section, we present some applications of Theorem 4.1.

Consider a proper, convex and lower semicontinuous function \( \Phi : H \to \mathbb{R} \cup \{+\infty\} \) and its proximal point operator defined in (7). Assume that \( B : \text{dom} \Phi \to H \) is a \( \beta \)-cocoercive operator, that is,

\[
\langle Bx - By, x - y \rangle \geq \beta \|Bx - By\|^2 \quad \text{for all } x, y \in \text{dom} \Phi.
\]

The following result is a well known property
Proposition 5.1 If $\mu \in (0, 2\beta)$, then the operator $T := x \mapsto \text{prox}_{\mu \Phi} (x - \mu Bx)$ is non-expansive. Moreover, for all $x, y \in \text{dom} \Phi$

$$\|Tx - Ty\|^2 + \mu (2\beta - \mu)\|Bx - By\|^2 \leq \|x - y\|^2.$$ 

Thus, as a direct consequence of Theorem 4.1, we have the following result.

Theorem 5.1 Assume that $B : \text{dom} \Phi \to H$ is a $\beta$-cocoercive operator with $\mu \in (0, 2\beta)$. Let $x_0, y \in \text{dom} \Phi$ and $\varepsilon$ be a function satisfying Assumption 1 and suppose that $\text{zer}(\partial \Phi + B) \neq \emptyset$. Let $x : [0, +\infty) \to H$ be the unique solution of

$$\begin{cases}
-\dot{x}(t) = x(t) - \text{prox}_{\mu \Phi} (x(t) - \mu Bx(t)) + \varepsilon(t)(x(t) - y) \\
x(0) = x_0.
\end{cases}$$

Then $x(t)$ converges strongly to $\text{proj}_{\text{zer}(\partial \Phi + B)}(y)$, as $t \to +\infty$.

Remark 5.1 It is worth to emphasize that in the last theorem the operator $B$ must to be defined only in $\text{dom} \Phi$ and not in all the space as in [7].

To end this section, we mention the following result from [10], which is a Baillon-Haddad theorem for convex functions defined in open and convex sets (see also [4, Theorem 3.3] for the twice continuously differentiable case).

Proposition 5.2 Let $C$ be a nonempty open convex subset of $H$, let $f : C \to \mathbb{R}$ be convex and Fréchet differentiable on $C$, and let $\beta > 0$. Then $\nabla f$ is $\beta$-Lipschitz continuous if and only if it is $1/\beta$-cocoercive.

The importance of the following Proposition 5.2 is that it shows a class of cocoercive operators which are not necessarily defined in the whole space.

6 Conclusions and final remarks

In this paper, we propose a Tikhonov-like regularization for dynamical systems associated with non-expansive operators defined in closed and convex sets (possibly not defined in the whole space $H$). Our main contribution is to deal with non-expansive operators defined in a closed and convex set. Moreover, we prove that the Tikhonov regularization converges strongly to a specific point in the set $\text{Fix} T$, provided the latter is not empty. This result extends known results in the literature and, in particular, proposes a dynamical system whose solution is defined in the domain of the non-expansive operator $T$. We expect that the discretization of the dynamical systems in this paper will be the basis for the design of algorithms of Forward-Backward type to find fixed points of non-expansive operators.
References

1. Abbas, B., Attouch, H.: Dynamical systems and forward-backward algorithms associated with the sum of a convex subdifferential and a monotone cocoercive operator. Optimization 64, 2223–2252 (2015)
2. Antipin, A.: Minimization of convex functions on convex sets by means of differential equations. J. Differential Equations 30(9), 1365–1375 (1994)
3. Attouch, H., Cominetti, R.: A dynamical approach to convex minimization coupling approximation with the steepest descent method. J. Differential Equations 128(2), 519–540 (1996)
4. Bauschke, H.H., Combettes, P.L.: The Baillon-Haddad theorem revisited. J. Convex Anal. 17(3-4), 781–787 (2010)
5. Bauschke, H.H., Combettes, P.L.: Convex analysis and monotone operator theory in Hilbert spaces, second edn. CMS Books Math/Ouvrages Math. SMC. Springer, Cham (2017)
6. Bolte, J.: Continuous gradient projection method in hilbert spaces. J. Optim. Theory Appl. 119(2), 235–259 (2003)
7. Boţ, R.I., Csetnek, E.R.: A dynamical system associated with the fixed points set of a nonexpansive operator. J. Dynam. Differential Equations 29(1), 155–168 (2017)
8. Cominetti, R., Peypouquet, J., Sorin, S.: Strong asymptotic convergence of evolution equations governed by maximal monotone operators with Tikhonov regularization. J. Differential Equations 245(12), 3753–3763 (2008)
9. Haraux, A.: Systèmes Dynamiques Dissipatifs et Applications, Recherches en Mathématiques Appliquées, vol. 17. Masson, Paris (1991)
10. Pérez-Aros, P., Vilches, E.: An enhanced Baillon-Haddad theorem for convex functions on convex sets. Submitted. (2019)