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Abstract

A classical limit of Grover’s algorithm is discussed by assuming a very rapid decoherence (or dephasing) between consecutive Grover’s unitary operations, which leads pure quantum states to completely decohered mixed states. One can identify a specific element among \(N\) unsorted elements by a probability of the order of unity after \(k \sim N/4\) steps of classical amplification defined by the decohered mixed states, in contrast to Grover’s \(k \sim \pi\sqrt{N}/4\) steps in quantum mechanical amplification. This difference is caused by the loss of quantum coherence with or without the loss of entanglement depending on each case.

1 Introduction

Grover’s algorithm is fundamental in the study of the basic mechanism of speedups of the quantum computer relative to classical digital computers. The algorithm is defined for a search problem of a specific element among the unsorted \(N\)-number of elements \(\{1, 2, ..., N\}\) with \(N = 2^n\). The classical search problem is first transcribed into a quantum search problem; a specification of the quantum problem is important and we mainly work on a generic qubit model such as an Ising spin-type model [1].

Following the general idea of measurement theory in quantum mechanics [2], one may start with an initial state that is a superposition of \(N\)-number of quantum states with equal probability together with an ancilla \(|0\rangle\)

\[
\frac{1}{\sqrt{N}} \sum_{i=1}^{N} |i\rangle \otimes |0\rangle.
\]
The unitary operator that searches the specific element $a$, which is represented by a quantum state $|a\rangle$, is given by

$$\tilde{U} = \sum_{i \neq a} |i\rangle \langle i| \otimes I + |a\rangle \langle a| \otimes X$$  \hspace{1cm} (1.2)

where

$$X = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}$$  \hspace{1cm} (1.3)

with $X|0\rangle = |1\rangle$ and $X|1\rangle = |0\rangle$. The fact that we can identify the state $|a\rangle$ implies that we have some means to distinguish $|a\rangle$ from the rest of states. This identification is also required in the classical search and thus not specific to the present quantum search. It is also important that we assume the existence of such a state $|a\rangle$ when we search the entire given Hilbert space and we are not giving the existence (or absence) proof of such a state $|a\rangle$. After the application of the unitary measurement operator $\tilde{U}$ in (1.2), the state (1.1) becomes

$$\frac{1}{\sqrt{N}} \sum_{i \neq a} |i\rangle \otimes |0\rangle + \frac{1}{\sqrt{N}} |a\rangle \otimes |1\rangle.$$  \hspace{1cm} (1.4)

When one measures the ancilla states, one finds the state $|1\rangle$ with probability $1/N$ and one identifies the state $|a\rangle$, analogously to the use of the particle path (which corresponds to $|1\rangle$) to identify the spin direction (which corresponds to $|a\rangle$) in the Stern-Gerlach experiment. This probability is the same as in the classical search problem without a merit of dealing with the superposition of states

$$|+\rangle \equiv \frac{1}{\sqrt{N}} \sum_{i=1}^{N} |i\rangle.$$  \hspace{1cm} (1.5)

In this paper, we first recapitulate the essence of Grover’s algorithm which speeds up the data search and then study a classical limit of Grover’s algorithm using the idea of decohering a pure state to a completely mixed state.

## 2 Grover’s algorithm

The efficient algorithm of Grover [3, 4] is based on the measurement operator

$$U = \sum_{i \neq a} |i\rangle \langle i| - |a\rangle \langle a|$$  \hspace{1cm} (2.1)
which corresponds to the choice of the ancilla state as \( \frac{1}{\sqrt{2}}[|0\rangle - |1\rangle] \) in (1.1), or

\[
U = \sum_{all \ i} (-1)^{f(i)}|i\rangle\langle i|
\]

(2.2)

with the oracle \( f(i) = 0 \) for \( i \neq a \) and \( f(a) = 1 \). How this identification of a specific state is done by the oracle (subroutine) is not the issue at this moment, but it could be time consuming. The appearance of the state \( |a\rangle \), which we are looking for, in the unitary operator (2.1) shows that we have a means to identify the state \( |a\rangle \) among the states in the unsorted data but it does not imply that we already know the answer to the search problem. We also introduce another unitary operator

\[
V = 2|+\rangle\langle +| - I,
\]

(2.3)

with \( I = \sum_i |i\rangle\langle i| \). The basic procedure is to amplify the target state \( |a\rangle \) in the initial state (1.5) that is written as

\[
|+\rangle = \sqrt{\frac{N-1}{N}} \sum_{i \neq a} |i\rangle + \frac{1}{\sqrt{N}} |a\rangle
\]

(2.4)

where

\[
|b\rangle = \frac{1}{\sqrt{N-1}} \sum_{i \neq a} |i\rangle
\]

(2.5)

with \( \langle b|b\rangle = 1 \) and \( \langle a|b\rangle = 0 \), and then we measure the final state by the basis \( \{|i\rangle\}_i^N \). We also define

\[
|-\rangle = \sqrt{\frac{N-1}{N}} |a\rangle - \frac{1}{\sqrt{N}} |b\rangle
\]

(2.6)

which is normalized and orthogonal to \( |+\rangle \).

When one defines a new complete orthonormal basis set by \( \{|a\rangle, |b\rangle, \ldots\} \), we have

\[
U = |b\rangle\langle b| - |a\rangle\langle a|, \quad V = |+\rangle\langle +| - |\rangle\langle -|,
\]

(2.7)

which are relevant to the present problem. It is important that these two unitary operators are defined in the limited 2-dimesional space spanned by \( \{|a\rangle, |b\rangle\} \), which is equivalent to the space spanned by \( \{|+\rangle, |-\rangle\} \). By defining at \( t = 0 \), for example,

\[
\sin \theta = \langle a|+\rangle = \sqrt{1/N}, \quad \cos \theta = \langle b|+\rangle = \sqrt{(N-1)/N},
\]

(2.8)
we have $|+\rangle = \cos \theta |b\rangle + \sin \theta |a\rangle$, $|-\rangle = \cos \theta |a\rangle - \sin \theta |b\rangle$ and

$$VU|+\rangle = \cos 2\theta |+\rangle + \sin 2\theta |-\rangle,$$

$$= \cos 3\theta |b\rangle + \sin 3\theta |a\rangle$$  \hspace{1cm} (2.9)

and by noting

$$(VU)^k|a\rangle = \cos 2k\theta |a\rangle - \sin 2k\theta |b\rangle,$$

$$(VU)^k|b\rangle = \cos 2k\theta |b\rangle + \sin 2k\theta |a\rangle,$$  \hspace{1cm} (2.10)

we have for general $k$ assuming $\theta \simeq 1/\sqrt{N}$,

$$(VU)^k|+\rangle = \cos (2k + 1)\theta |b\rangle + \sin (2k + 1)\theta |a\rangle$$

$$\simeq [1 - \frac{1}{2}(2k + 1)\frac{1}{\sqrt{N}}]^2 |b\rangle + (2k + 1)\frac{1}{\sqrt{N}}|a\rangle.$$  \hspace{1cm} (2.11)

The optimal amplification of the state $|a\rangle$ is achieved for

$$k \sim \frac{\pi}{4}\sqrt{N},$$

namely, one can identify the specific state $|a\rangle$ with a probability of the order of unity after the amplification of $k$-number of steps. The unsorted quantum data is transformed to the data with a probability distribution

$$p_i = \langle +|(VU)^k|i\rangle\langle i|(VU)^k|+\rangle$$  \hspace{1cm} (2.13)

that is peaked at $i = a$, which is the location of the element we are looking for, when measured by the basis $\{|i\rangle\}_{i=1}^N$. The prediction of the formation of a peak at a specific point $i = a$ is analogous to the formation of peaks on the screen after the accumulation of data in the double-slit interference experiment. We know the characteristics of the state $|a\rangle$ beforehand, and thus it is essential to locate the position of the state $|a\rangle$ in the set $\{|i\rangle\}_{i=1}^N$. This is the essence of Grover’s algorithm \[3, 4, 5, 6, 7, 8\].

It is significant that the above operation is performed essentially on a superposition of only two states $\{|a\rangle, |b\rangle\}$; if more states are involved, one would need more parameters in addition to $\theta$ to point the state to the direction of $|a\rangle$. It will be crucial to construct a single well-defined state $|b\rangle$ as a superposition of all the rest of original states, which is strictly orthogonal to other $N - 2$ states formed of linear combinations of $\{|i\rangle\}_{i=1}^{N-1}$, in a realistic quantum computer.

It appears that the entanglement does not play any explicit role in the above analysis. But if one studies the simplest model of two Ising spins $H = -J\sigma_{1z}\sigma_{2z}$ -
\[(\sigma_z + \sigma_z) h \text{ with positive constants } J \text{ and } h, \text{ for example, one may start with a product state that has no entanglement}
\]

\[|+\rangle = \frac{1}{2} (|0\rangle + |1\rangle) \otimes (|0\rangle + |1\rangle) = \frac{1}{2} (|0\rangle \otimes |0\rangle + |0\rangle \otimes |1\rangle + |1\rangle \otimes |0\rangle + |1\rangle \otimes |1\rangle) \quad (2.14)\]

which becomes after marking the lowest energy state \(|a\rangle \equiv |0\rangle \otimes |0\rangle\), for example, by the unitary operator (2.1)

\[U|+\rangle = \frac{1}{2} [|-0\rangle \otimes |0\rangle + |0\rangle \otimes |1\rangle + |1\rangle \otimes |0\rangle + |1\rangle \otimes |1\rangle]. \quad (2.15)\]

This last expression is no more a product state and in fact entangled, as is confirmed by considering the partial trace of the density matrix \(\rho' = U|+\rangle \langle +|U^\dagger\) that is reduced to a mixed state [9, 10]. In this sense, the entanglement plays a role in Grover’s algorithm in the process of identifying the states \(|a\rangle\) and \(|b\rangle\). In fact, any state (2.11) is entangled except for the cases with \(\sin 2k\theta = 0\) for which \((VU)^k|+\rangle = \cos \theta |b\rangle + \sin \theta |a\rangle = |+\rangle\) or \(\cos (2k+1)\theta = 0\) for which \((VU)^k|+\rangle = |a\rangle\), if one chooses the initial state as a generalization of (2.14). See also [11] and references therein.

Incidentally, the initial state such as (2.14) and the final state \(|a\rangle\), which are in principle described by both the classical and quantum formulations, are generally chosen to be product states and not entangled.

It is also important to recall that the quantum states \(|a(t)\rangle\) and \(|b(t)\rangle\) in (2.11) are time dependent in general and contain complex phases, although the orthonormality, \(\langle a(t)|a(t)\rangle = 1\), \(\langle b(t)|b(t)\rangle = 1\) and \(\langle a(t)|b(t)\rangle = 0\), are assumed to be preserved in the present paper.

### 3 Classical probability amplification

To analyze the notion of classical amplification it is natural to start with a density matrix corresponding to the initial state (1.5) with no quantum coherence

\[\rho = \sum_{i=1}^{N} \frac{1}{N} |i\rangle \langle i| \quad (3.1)\]

with \(\text{Tr} \rho = 1\), which gives an equal probability

\[p_i = \text{Tr} |i\rangle \langle i| \rho = \frac{1}{N} \quad (3.2)\]

for any state $|i\rangle$. The amplification of the appearance probability of the specific state $|a\rangle$ implies that we realize a density matrix $\rho = \sum_i w_i |i\rangle\langle i|$. 

We discuss how a classical amplification in the above sense is realized in Grover’s algorithm when one assumes that the very rapid decoherence takes place between consecutive Grover’s unitary operations.

In quantum mechanics which keeps $\langle \psi | \psi \rangle$ invariant under the unitary transformation, we have

$$|\psi_0\rangle = \cos \theta |b\rangle + \sin \theta |a\rangle \rightarrow |\psi_1\rangle = VU |\psi_0\rangle = \cos 3\theta |b\rangle + \sin 3\theta |a\rangle$$

after an operation of amplification as in (2.9). The incoherent mixed state after the complete decoherence (or dephasing), $|\psi_1\rangle \equiv \rho_0 = |\psi_0\rangle\langle \psi_0|$, is defined by

$$\rho_0 = |\psi_0\rangle\langle \psi_0| \Rightarrow Tr_\rho_0 = \sin^2 \theta |a\rangle\langle a| + \cos^2 \theta |b\rangle\langle b|$$

with

$$Tr_\rho_0 = Tr\{\sin^2 \theta |a\rangle\langle a| + \cos^2 \theta |b\rangle\langle b|\} = 1. \quad (3.5)$$

After the quantum amplification operation (2.10) of $\rho_0$, we have

$$\rho_1 = VU \rho_0 (VU)\dagger = \sin^2 \theta VU |a\rangle\langle a| (VU)\dagger + \cos^2 \theta VU |b\rangle\langle b| (VU)\dagger$$

which becomes after the complete decoherence (or dephasing),

$$\bar{\rho}_1 = VU \rho_0 (VU)\dagger = \sin^2 \theta VU |a\rangle\langle a| (VU)\dagger + \cos^2 \theta VU |b\rangle\langle b| (VU)\dagger$$

where we used $VU |a\rangle = \cos 2\theta |a\rangle - \sin 2\theta |b\rangle$ and $VU |b\rangle = \cos 2\theta |b\rangle + \sin 2\theta |a\rangle$ in (2.10), and thus after the complete decoherence (or dephasing)

$$\bar{VU} |a\rangle (\bar{VU} |a\rangle)\dagger = (\cos 2\theta |a\rangle - \sin 2\theta |b\rangle)(\cos 2\theta |a\rangle - \sin 2\theta |b\rangle)\dagger$$

$$= \cos^2 2\theta |a\rangle\langle a| + \sin^2 2\theta |b\rangle\langle b|,$$

$$\bar{VU} |b\rangle (\bar{VU} |b\rangle)\dagger = (\cos 2\theta |b\rangle + \sin 2\theta |a\rangle)(\cos 2\theta |b\rangle + \sin 2\theta |a\rangle)\dagger$$

$$= \cos^2 2\theta |b\rangle\langle b| + \sin^2 2\theta |a\rangle\langle a|.$$
and thus

$$\text{Tr}_1 = 1. \quad (3.10)$$

Similarly, we have

$$\rho_2 = VU\rho_1(VU)^\dagger = [\sin^2 2\theta \cos^2 2\theta + \cos^2 2\theta \sin^2 2\theta][\cos^2 2\theta |a\rangle\langle a| + \sin^2 2\theta |b\rangle\langle b|]$$

$$+ [\sin^2 2\theta \sin^2 2\theta + \cos^2 2\theta \cos^2 2\theta][\cos^2 2\theta |b\rangle\langle b| + \sin^2 2\theta |a\rangle\langle a|]$$

$$= [\sin^2\theta(\cos^4 2\theta + \sin^4 2\theta) + \cos^2\theta(2 \sin^2 2\theta \cos^2 2\theta)]|a\rangle\langle a|$$

$$+ [\cos^2\theta(\cos^4 2\theta + \sin^4 2\theta) + \sin^2\theta(2 \sin^2 2\theta \cos^2 2\theta)]|b\rangle\langle b| \quad (3.11)$$

with

$$\text{Tr}_2 = 1. \quad (3.12)$$

One thus has an iteration formula

$$\rho_{k-1} = c_{k-1}|a\rangle\langle a| + d_{k-1}|b\rangle\langle b|,$$

$$\rho_k = (c_{k-1} \cos^2 2\theta + d_{k-1} \sin^2 2\theta)|a\rangle\langle a|$$

$$+ (c_{k-1} \sin^2 2\theta + d_{k-1} \cos^2 2\theta)|b\rangle\langle b|, \quad (3.13)$$

with $\rho_0 = \sin^2\theta|a\rangle\langle a| + \cos^2\theta|b\rangle\langle b|$. This relation is exactly solved as,

$$\rho_k = c_k|a\rangle\langle a| + d_k|b\rangle\langle b|,$$

$$c_k = \cos^4 2\theta \sin^2 2\theta + \frac{1 - \cos^k 4\theta}{1 - \cos 4\theta} \sin^2 2\theta$$

$$= \frac{1}{2} - \left(\frac{1}{2} - \sin^2\theta\right) \cos^k 4\theta$$

$$= \frac{1}{2} - \left(\frac{1}{2} - \frac{1}{N}\right)[1 - \frac{8}{N}(1 - \frac{1}{N})]^k$$

$$\simeq \frac{1}{2} \left(1 - \exp[-\frac{8}{N}\frac{k}{N}]\right) \quad (3.14)$$

for $N \to$ large with fixed $k/N$ \footnote{\[1 - \frac{8}{N}(1 - \frac{1}{N})]^k = \exp[k\ln(1 - \frac{8}{N}(1 - \frac{1}{N}))] \simeq \exp[-8\frac{k}{N}]\] for $N \to$ large with fixed $k/N.$}, and $d_k = 1 - c_k$. The maximum amplification $c_k \simeq 1/2$ is achieved at $k/N = 1$ if one considers $k \leq N$; in the classical amplification, (3.13) shows that $d_k$ is amplified if $c_k > 1/2$.

One can then confirm that, after a $k$-number of operations,

$$\rho_k \simeq [\theta^2 + k(2\theta)^2]|a\rangle\langle a| + [1 - (\theta^2 + k(2\theta)^2)]|b\rangle\langle b| \quad (3.15)$$
to the accuracy of $O(\theta^2) = O(\frac{1}{N})$. This $\rho_k$, in both the exact form and approximate form, satisfies the basic condition of the density matrix

$$\text{Tr} \rho_k = 1,$$

and thus the present way of achieving decoherence (or dephasing) is consistent as a model of the very rapid decoherence of the density matrix between consecutive unitary operations.

The classical limit of Grover’s algorithm thus shows

$$p_i = \text{Tr}\{|i\rangle\langle i|\rho_k\} \simeq (1 + 4k)/N$$

for $i = a$ after $k$-iteration, where we used $\theta^2 = 1/N$ and $p_i$ is the probability of finding the state $|i\rangle$. Thus the probability of finding the rest of states becomes

$$p_i = \text{Tr}\{|i\rangle\langle i|\rho_k\} \simeq 1 - (1 + 4k)/N$$

for $i \neq a$ if one uses the original states $\{|i\rangle\}_{i=1}^{N}$. After the iteration of the order $k \sim N/4$ times, we thus have the amplified probability of the order of unity $|3.17\rangle$ (in fact $p_a \simeq 1/2$ in the more accurate estimate using (3.14)) to find the state $a$ by a single trial. The classical amplification does not change the total $k \sim N$ steps required to identify a specific state $a$ although the numerical factor in front of $N$ is generally modified, in contrast to the quantum Grover’s algorithm where $k \sim \sqrt{N}$. The appearance of $k \sim \sqrt{N}$ in Grover’s algorithm is due to the fact that we work on the complex probability amplitude in quantum mechanics instead of the real classical probability, without any irreversible non-unitary effects such as the external thermal agitation.

The reduction of the problem to an effective two-dimensional space spanned by $\{|a\rangle, |b\rangle\}$, i.e., the target state and a superposition of all the rest of states, using the superposition principle plays an important role in the present classical amplification; otherwise, the natural incoherent density matrix would follow the equal a priori probability rule for all the involved states (see (3.14)) and consequently a smaller amplification of a specific state. An illuminating analogy is to imagine a system consisting of two almost degenerate states with very unbalanced occupation numbers $n_a \ll n_b$ with $n_a + n_b = N$; one would then obtain an enormous amplification of $n_a, n_a \sim n_b \sim N/2$, by simply touching the system to a heat bath (a kind of inverse purification).

4 Discussion and conclusion

Grover once posed the following question [12]: Why is it not possible to search in fewer than $O(\sqrt{N})$ steps? What is lacking is a simple and convincing two line argument that shows why one would expect this to be the case.
The present analysis was motivated by this remark, and we studied a classical limit of Grover’s algorithm. Our analysis may not answer the basic question, but it is natural to assume that the classical amplification does not reduce the total search steps to fewer than $O(N)$-steps when formulated in terms of a classical Ising spin, for example. If this is the case, the quantum search process, which deals with the complex probability amplitude rather than the real classical probability itself, can accomplish the search in $O(\sqrt{N})$ steps but not in fewer steps, since otherwise the classical search could be achieved in fewer than $O(N)$ steps. To be more explicit, the coherent treatment of the probability amplitude (2.11) gives after the $k$-steps of amplification

$$\sim k(2\theta)|a\rangle,$$  \hspace{1cm} (4.1)

while the treatment of the incoherent density matrix (3.15) gives

$$\sim k(2\theta)^2|a\rangle\langle a|.$$  \hspace{1cm} (4.2)

To achieve the coefficient of the state $|a\rangle$ of the order of unity, one thus needs $k \sim 1/\theta \sim \sqrt{N}$ and $k \sim 1/\theta^2 \sim N$, respectively.

An analog model of Farhi and Gutmann [13], which does not use entanglement in an obvious way, is similarly understood. The time evolution operator is defined by [13]

$$U(t) \equiv e^{-iHt} = e^{-iEt}\left\{ \cos(xEt) - i\sin(xEt) \left( \frac{x}{\sqrt{1-x^2}} \right) \frac{\sqrt{1-x^2}}{-x} \right\},$$  \hspace{1cm} (4.3)

with the initial condition

$$\psi(0) = \left( \begin{array}{c} x \\ \sqrt{1-x^2} \end{array} \right) = x|w\rangle + \sqrt{1-x^2}|r\rangle,$$

$$\rho(0) = \frac{\psi(0)\psi^\dagger(0)}{x^2|w\rangle\langle w| + (1-x^2)|r\rangle\langle r|}.$$  \hspace{1cm} (4.4)

where $x$ and $E$ are constant parameters and $|w\rangle$ and $|r\rangle$ correspond to our $|a\rangle$ and $|b\rangle$, respectively. The solution of the Schroedinger equation $\psi(t) = U(t)\psi(0)$ is given by

$$\psi(t) = e^{-iEt}\left\{ (x\cos(xEt) - i\sin(xEt))|w\rangle + \sqrt{1-x^2}\cos(xEt)|r\rangle \right\}.$$  \hspace{1cm} (4.5)
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For an infinitesimal $\Delta t$

$$U(\Delta t) \sim e^{-iE\Delta t}\{1 - \frac{1}{2}(xE\Delta t)^2 - i(xE\Delta t)\left(\frac{x}{\sqrt{1 - x^2}} \sqrt{1 - x^2} - \frac{1}{x}\right)\},$$

$$\psi(\Delta t) \sim e^{-iE\Delta t}\{(x - ixE\Delta t)|w\rangle + \sqrt{1 - x^2}(1 - \frac{1}{2}(xE\Delta t)^2)|r\rangle\},$$

$$\overline{\rho}(\Delta t) = \frac{U(\Delta t)\overline{\rho}(0)U^\dagger(\Delta t)}{\overline{U}(\Delta t)|w\rangle\langle w|U^\dagger(\Delta t)} \approx (x^2 + (xE\Delta t)^2)|w\rangle\langle w| + (1 - x^2)(1 - (xE\Delta t)^2)|r\rangle\langle r|, \quad \text{(4.6)}$$

where we used the complete decoherence (or dephasing)

$$\overline{U}(\Delta t)|w\rangle\langle w|U^\dagger(\Delta t) = (1 - (xE\Delta t)^2(1 - x^2))|w\rangle\langle w| + (xE\Delta t)^2(1 - x^2)|r\rangle\langle r|,$$

$$\overline{U}(\Delta t)|r\rangle\langle r|U^\dagger(\Delta t) = (xE\Delta t)^2(1 - x^2)|w\rangle\langle w| + (1 - (xE\Delta t)^2(1 - x^2))|r\rangle\langle r|. \quad \text{(4.7)}$$

After $k$-iteration for $xE\Delta t \ll 1$ and choosing $\Delta t$ to be the minimum uncertainty time $E\Delta t = 1$, we have

$$\psi(k\Delta t) \approx e^{-ikE\Delta t}\{(x - ik\theta E\Delta t)|w\rangle + \sqrt{1 - x^2}(1 - \frac{1}{2}(kxE\Delta t)^2)|r\rangle\}$$

$$\approx e^{-ik}\{x(1 - ik)|w\rangle + \sqrt{1 - x^2}(1 - \frac{1}{2}(kx)^2)|r\rangle\},$$

$$\overline{\rho}(k\Delta t) \approx (x^2 + k(xE\Delta t)^2)|w\rangle\langle w| + (1 - x^2)(1 - k(xE\Delta t)^2)|r\rangle\langle r|$$

$$\approx x^2(1 + k)|w\rangle\langle w| + ((1 - x^2) - kx^2)|r\rangle\langle r|. \quad \text{(4.8)}$$

When one sets $x = \theta = 1/\sqrt{N}$ in (4.8) following [13], the essence of Grover’s formula is recovered. The coefficients of the state $|w\rangle$ show that the transition from the quantum $k \sim \sqrt{N}$ to classical $k \sim N$ behavior is caused by the loss of quantum coherence but not by the loss of entanglement in this example.

The present analysis will help understand what is the probability amplification in the classical context, which will simultaneously deepen our understanding of quantum amplification. The analysis of the effect of decoherence on Grover’s algorithm is also crucial in the realistic study of the quantum search [14, 15, 16, 17, 18]. Our simple analytic formula (4.14) will be useful to understand the decoherence effect in an idealized model. We also mention that other approaches to the classical analogues of Grover’s algorithm have been discussed in the past [19, 20]. These approaches are, however, very different from the present analysis based on the rapid decoherence (or dephasing) of a pure quantum state to a decohered mixed density matrix.

In conclusion, the quantum computation is based on the processing of superposition states [21] and Grover’s algorithm shows speedups of the quantum search problem, for example, the reduction of $N = 10^6$ steps to $\sqrt{N} = 10^3$ steps. The practical
implementation of Grover’s algorithm in quantum search problems in comparison with the classical computation has been carefully examined [22], and the prospect of the superiority of quantum algorithm does not appear to be self-evident depending on each case. In the related optimization problems, which are often formulated in terms of Ising spin glass models [1], the idea of simulated annealing is known [23]. This is the standard approximation procedure used in classical digital computers. Recently, the possible speedup in the search of the ground state of the Ising model was suggested using the idea of quantum annealing [24]. A closely related idea of quantum computation is the scheme of quantum adiabatic evolution [25]. A naive application of Grover’s algorithm to a search of the ground state in the Ising model with 150 spins, for example, implies \( k \sim \sqrt{N} = 2^{75} \) which is a very large number. Practically, the quantum mechanical unitary operation does not speed up the search of the ground state enough, and a modified scheme which allows the non-unitary operation (and possibly phase transition) has been suggested [26]. In practical combinatorial optimization problems, which are expected to require about \( 10^5 \) qubits, one would need quantum heuristics and approximation schemes using some clever mixtures of quantum and classical computations.

One of us (KF) thanks M. Hayashi for a lucid explanation of Grover’s algorithm and C.H. Oh for a helpful comment.

References

[1] F. Barahona, “On the computational complexity of Ising spin glass models”, J. Phys. A15, 3241 - 3253 (1982).

[2] M.A. Nielsen and I.L. Chuang, Quantum Computation and Quantum Information (Cambridge University Press, Cambridge, 2000).

[3] L. K. Grover, “A fast quantum mechanical algorithm for database search”, Proceedings of 28th Annual ACM Symposium on the Theory of Computing (ACM Press, Philadelphia, 1996) p. 212. arXiv:9605043. [See also Phys. Rev. Lett. 79, 325 (1997). arXiv:quant-ph/9706033]

[4] L. K. Grover, “Quantum computers can search rapidly by using almost any transformation”, Phys. Rev. Lett. 80, 4329 (1998). arXiv:9712011.

[5] C. H. Bennett, E. Bernstein, G. Brassard, U.Vazirani, “Strengths and weaknesses of quantum computing”, SIAM Journal on Computing, 26, 1510 (1997).
[6] C. Zalka, “Grover’s quantum searching is optimal”, Phys. Rev. A 60, 2746 (1999). arXiv:quant-ph/9711070

[7] G. Brassard, P. Hoyer and A. Tapp, “Quantum counting”, 25th Intl. Colloquium on Automata, Languages, and Programming (ICALP), LNCS 1443, pp. 820-831, 1998. arXiv: quant-ph/9805082

[8] M. Boyer, G. Brassard, P. Hoeyer and A. Tapp, “Tight bounds on quantum searching”, Fortsch. Phys. 46, 493 (1998). arXiv:quant-ph/9605034

[9] P. G. Kwiat, J. R. Mitchell, P. D. D. Schwindt, and A. G. Whiteet, “Grover’s search algorithm: An optical approach“, J. Mod. Opt. 47, 257 (2000).

[10] M. O. Scully and M. Suhail Zubairy, “Quantum search protocol for an atomic array”, Phys. Rev. A 64, 022304 (2001).

[11] Yiyuan Fang, D. Kaszlikowski, Chunming Chin, Ken Tay, L.C. Kwek, C.H. Oh, “Entanglement in the Grover search algorithm”, Phys. Lett. A 345 (2005) 265?272.

[12] L. K. Grover, “From Schroedinger’s equation to the quantum search algorithm”, American Journal of Phys. 69, 769 (2001). arXiv:0109116.

[13] E. Farhi and S. Gutmann, “An analog analogue of a digital quantum computation”, Phys. Rev. A 57, 2403 (1998).

[14] H. Azuma, “Decoherence in Grover’s quantum algorithm: Perturbative approach”, Phys. Rev. A65, 042311 (2002).

[15] E. Biham and D. Kenigsberg, “Grover’s quantum search algorithm for an arbitrary initial mixed state”, Phys. Rev. A 66, 062301 (2002).

[16] P.J. Salas, “Noise effect on Grover algorithm”, Eur. Phys. J. D 46, 365?373 (2008).

[17] P. Gawron, J. Klamka, R. Winiarczyk, “Noise effects in the quantum search algorithm from the viewpoint of computational complexity”, Int. J. Appl. Math. Comput. Sci., 22, 493?499 (2012).

[18] P. Botsinis, Z. Babar, D. Alanis, D. Chandra, H. Nguyen, S. X. Ng, and L. Hanzo, “Quantum error correction protects quantum search algorithms against decoherence”, Sci. Rep. 6, 38095 (2016).
[19] S. Lloyd, “Quantum search without entanglement“, Phys. Rev. A 61, 010301 (2000).

[20] L. K. Grover and A. M. Sengupta, “Classical analog of quantum search“, Phys. Rev. A 65, 032319 (2002).
S. Bhattacharjee, “Another classical analog of Grover’s quantum search”, arXiv:1411.6551.

[21] D. Deutsch and R. Jozsa, “Rapid solution of problems by quantum computation”, Proc. R. Soc. Lond. A 439, 553 (1992).

[22] G. F. Viamontes, I. L. Markov, and J. P. Hayes, “Is quantum search practical?”, Computing in Science and Engineering, 7, 62 (2005).

[23] S. Kirkpatrick, C. D. Gelatt Jr., M. P. Vecchi, “Optimization by simulated annealing”, Science 220, 671 - 680 (1983).

[24] T. Kadowaki and H. Nishimori, “Quantum annealing in the transverse Ising model”, Phys. Rev. E 58, 5355 (1998).

[25] E. Farhi, J. Goldstone, S. Gutmann, J. Lapan, A. Lundgren and D. Preda, “A quantum adiabatic evolution algorithm applied to random instances of an NP-complete problem”, Science 292, 472 - 475 (2001).

[26] F. Verstraeta, M. M. Wolf, and J. I. Cirac, “Quantum computing, quantum state engineering and quantum phase transition”, Nature Phys. 5, 633 (2009).
T. Inagaki, et al., “A coherent Ising machine for 2000-node optimization problems”, Science 354, 603 - 606 (2016).