Neural network approach to recognition of visible constellations by sky photo image
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Abstract. The current paper demonstrates the effective capabilities of deep neural networks in solving the problem of identification of constellations from a photo of the sky in conditions of a priori uncertainty, incomplete observability and stochastic disturbances. The quality of solution 0.927 by metric F1 is obtained. In order to achieve the result, the original ResNet-like architecture of the convolution neural network was synthesized; statistical analysis of the dataset was carried out, the function of losses and strategy of neural network training were developed, and an accurate criterion of constellation observability in the image was formed.

1. Introduction
Celestial navigation is a set of methods for determining the navigational parameters of objects, based on information about stars position in the sky. Celestial navigation is often used for orientation and control of various mobile ground-based, surface, air and space objects. Astronavigation is currently used as a supplement to the inertial navigation system, but it should be noted that celestial navigation, unlike other navigation systems, is autonomous, protected against intentional distortion, does not accumulate errors and has an unlimited in space scope of application. Therefore, the development and improvement of celestial navigation methods is an urgent task. The publication [1] presented a new method of astronavigation of ground objects based on the image of the starry sky and a number of parameters based on a deep neural network, which is an effective solution for a quick “cold start” of the navigation system. The resulting solution has few drawbacks, the main of which is the low resulting accuracy of the algorithm, which is associated with the fundamental mathematical property of the astronavigation problem, which belongs to the class of incorrect inverse problems.

Finding navigational parameters of the object naturally results from the construction of navigation triangles linking the equatorial and horizontal celestial coordinate system. When the navigation triangle is solved, different relations arise between the parameters of the two systems of coordinates, namely the horizontal system parameters: \( h, A \) – altitude and azimuth angle of the star and the parameters of the equatorial system: \( \delta, \alpha \) – declination and right ascension of the star respectively, as well as the parameters of the Earth observer \( \varphi, \lambda, \Omega \) – latitude, longitude and GMT.

Here is the basic ratio of celestial navigation (for one star):

\[
\cos \left( \frac{\pi}{2} - h \right) = \sin(\delta) \sin(\varphi) + \cos(\delta) \cos(\varphi) \cos(\Omega - \lambda - \alpha),
\]

(1)
in which the two target variables to be found are \( \varphi \) and \( \lambda \). The stars parameter \( h \) and time \( \Omega \) are measured with instruments. Obviously, two equations are needed to find two variables, so several stars (at least two) are used to find the observer's position. It is also worth mentioning that you need to know the parameters of the stars \( \delta \) and \( \alpha \), being measured a priori, i.e. you need to know which stars are to be measured. Otherwise, under the condition of a priori uncertainty, the tasks of celestial navigation, as well as those of celestial orientation, become incorrectly defined, because the condition of uniqueness of the solution is not fulfilled. That is, the uncertainty of the observer's position arises.

There are various ways to reduce the task described above to the correct one, for example, by taking additional measurements of a selected star at a fixed point in space, but at a different time. However, a more effective approach to removing this uncertainty is to solve the task of identifying stars.

2. Statement of the Problem and Related Work
The key to the astronavigation task is to solve the task of identifying stars, using star sensors [2] in order to compare stars on the observed image and stars in a catalogue.

There are two separate groups of methods:

- **Lost-In-Space algorithms** when there is no a priori information about the position of the system or the observed area of the starry sky.
- **Recursive algorithms** where a priori information is available.

It should be noted that the algorithms of the second group work much faster, but they require a priori information that is not always available to the observer, so the development of the algorithms of the first group is a more relevant task, but significantly more complicated.

The input data for the Lost-In-Space algorithms is a list of vectors containing the navigation parameters of stars (coordinates) and some of their characteristics (luminosity), which are obtained by processing, filtering and selecting stars from the original image of the starry sky. A star catalogue with which stars are compared is also required.

Approaches to the Lost-In-Space task can be divided into two groups of algorithms by the type of features extraction from data (star vectors):

- **Algorithms based on subgraph isomorphism.** The stars represent the nodes of a graph, and the characteristics (features) between the stars are the edges with some weights, and the task of identifying the stars is to search for an isomorphic subgraph in the general graph of the star catalogue with the graph obtained from the original image. The following algorithms belong to this group: polygon angular matching algorithm, triangle algorithms, group match algorithms, and the pyramid algorithm and other.
- **Algorithms based on pattern recognition.** A pattern is associated with each star in the image and star directory. In this case, the task of identifying the stars is to compare the patterns and find the most "similar" pattern. This group includes such approaches as: grid algorithms, the singular value method algorithm, the Log-Polar transform algorithm, the Hidden Markov Model based algorithm and other.

A comprehensive description of these algorithms, an assessment of their computational complexity and an analysis of their noise is included into the review [3, 4, 5].

All of the above algorithms are based on the same idea – to construct the features “manually” in such a way as to maintain resistance to noise and achieve a high speed of comparison with similar features in a star catalogue. Modern approaches to solving multiple tasks, based on deep learning, make it possible to automatically identify the most relevant features for the task and “put” the learning data and algorithm for solving the task inside neural network. Hence the idea to apply deep neural networks to the task of identifying stars. As a result, there is no need to design features from the data and make comparisons with the star catalogue, and at the prediction stage the algorithm has a constant computational complexity of \( O(1) \).

It should be noted that most star identification works are based on working with the navigation parameters and characteristics of the stars extracted from the image. However, this approach requires the development of additional selection algorithms and does not take into account all available
information in the image of the starry sky. Attempts have been made to identify stars directly from an image of a starry sky [5, 6, 7]. The proposed approaches are based on a comparison of the resulting image of the starry sky and pre-constructed, template images. The main disadvantage of this approach is that it is necessary to store template images, the number of which depends exponentially on the size of the angle of view of the stellar sensor.

The idea that neural networks can be used for the identification of stars purposes dates back to 1989. Early works used simple MLP architectures with only one hidden layer, and the input for neural networks was features that were also “manually” extracted. An article [8] was published in 2019 and it presented a method for identifying stars based on two neural networks, which can be referred to as pattern recognition algorithms. The authors' idea is as follows, using a neural network-generator on the context (neighbouring stars) for the selected guiding star, a unique and optimal pattern is created, which is then recognised by the neural network-classifier. Their method is currently one of the most accurate, 98% of the actual star data set and the fastest, and it is worth noting that there is no comparison with the star directory and there is no need to store it. Moreover, the method presented is extremely noise-resistant. However, the input data for the algorithm is the extracted navigation parameters and luminosity of the stars. Identifying stars from the original, raw picture is therefore still a relevant task.

In addition to the task of identifying stars, a simplified task can be investigated – the identification of constellations, which is to identify the constellations observed in the image of a starry sky. In modern astronomy, the constellations are called the 88 sections of the celestial sphere (sometimes 89, breaking the Serpens constellation on its Serpens Caput and Serpens Cauda), which are used for convenient orientation in the starry sky. The boundaries of the constellations are arcs on a sphere in the equatorial coordinate system, which in turn is not connected with the body's own rotations. It follows that by neglecting the stars' proper motions, celestial bodies do not move between constellations.

The results from the constellation recognition task can be used as a priori information for recursive star identification algorithms [4], using observable constellations, constellation graphs and markings of constellation belonging to specific stars. The task can be interpreted as “bridge” between the Lost-In-Space tasks and the identification task for stars with a priori information. The solution of the constellation identification task based on comparison of templates was presented in report [10]. The declared accuracy on test images is 71.4% and the average recognition time is 85 seconds, which is unacceptable for most practical applications.

This paper presents an approach to the constellation recognition task based on a deep convolution neural network. The input to the neural network is the raw images of the starry sky, without other a priori information (as in the Lost-In-Space task), and the resulting (output) values are the marks of the constellations present in the image.

3. Experiment Results

3.1 Raw Data and Dataset Preparation
To train the neural network, iteratively on the parameters of the Earth observer (location of the observer, viewing angles and GMT), a data set was formed, which includes 1 284 780 images of the starry sky with the size of $240 \times 240$ pixels, the field of view angle of $20 \times 20$ and answers to the image, representing a binary vector with 89 coordinates long, in which 1 – the constellation is observed and 0 – the constellation is absent. To test the generalization of the model, a test data set was generated that does not intersect with the tutorial. The number of copies in the verification dataset is 48 772. The dataset was generated from the data of the star catalog Tycho-2.

3.2 Neural networks architecture
To solve the problem of recognition of constellations, the architecture of a deep convolution neural network was designed, which is a modification of the classic ResNet architecture [12]. Software implementation of the neural network is carried out in the pytorch framework version 1.6.0. The depth of the network is equal to 26 trained layers. The size of the network input $1 \times 240 \times 240$ is a single-
channel image, the output size of the resulting vector is 89. Activation function on the output layer is a sigmoid function, characterizing the probability of class appearance (observation of the constellation). The total number of configurable network parameters is 415,193. To estimate the quality of network approximation $F_1$ score was used [11].

3.3 Classifier Training and Work Flow Tuning

Initially, a binary cross entropy [11] was used to teach the neural network, which was further weighed to neutralize class imbalance. The Adam optimizer was used for learning for 15 epochs with standard learning speed and batch size of 256. The results of testing the resulting solution are shown in Table 1.

| Table 1 | Accuracy of the reference solution on test data set |
|---------|---------------------------------------------------|
| $F_1$, min | 0.234 | $F_1$, median | 0.450 | $F_1$, max | 0.799 |

It can be seen from the results presented in Table 1 that the neural network is actually non-functional. Proceeding from the fact that the deep neural network is a universal approximator [13] and the solution of the problem is possible, the exploratory analysis of the data was carried and in accordance with its results, the training strategy of the neural network was corrected, the loss function was adapted and the criterion of observability of the constellation in the image was refined.

During the data-set analysis, the observed distribution (within the picture) of the following main characteristics was analyzed: the number of boundary constellations, the area of the constellation, the number of stars included in the constellation.

To train the neural network, we developed our own loss function based on the binary cross entropy weighted by relative constellation areas. The basic learning strategy was changed: for the first 7 epochs, the Adam optimizer with standard parameters was used, then, for 15 epochs, the SGD optimizer was used, with an initial learning rate of 0.05, which is then reduced by 2 times every 3 epochs. Moreover, starting from the 15th epoch SGD optimizer was used with the change of the loss function to a logarithmically weighted product of the constellation area and number of stars in it, binary cross entropy. For all the components of the presented training strategy, the mini-batch size is 256 samples.

The results of the training and the test after the above modifications are presented in Table 2, where experiment №1 is performed on “pure data”, and experiment №2 on noisy data (the training and the test). It is necessary to state that introduced noise disturbances physically correspond to influences to which in a reality the star sensor is exposed, namely:

1. Noise with normal distribution law – corresponds to the noise of the image quantization.
2. Impulse noise distributed by binomial law -- corresponds to impulse effects that lead to “false stars”.
3. Closing a random part of the image is equivalent to obstructing the vision of the part of the stars that are actually in view.
4. Random rotation of the image related to the center can be regarded as rotation of the camera around the line of sight.
5. Random mirroring – image orientation errors in the star sensor.

| Table 2 | Accuracy of the modified solution on a test set of data. Experiment: №1 – “clear images”, №2 – images with superimposed noise. |
|---------|-----------------------------------------------------------------------------------------------------------------|
| $F_1$, min | 0.940 | 0.81 |
| $F_1$, median | 0.981 | 0.927 |
| $F_1$, max | 0.996 | 0.971 |
3.4 Outcome Analysis
From the presented results it follows that the artificial neural network successfully approximates the mapping between the image of the starry sky and the space of constellations, and also has a generalizing ability and copes with the solution of the problem in conditions of a priori uncertainty, incomplete observability and stochastic disturbances.

It is necessary to notice that in experiment №2, with noisy images of the star sky, on an input of a neural network any “pure image” during training did not arrive. However, the neural network formed its representation in its latent space and successfully identified on the new images.

4. Additional section

4.1 Network invariance relatively to the local movements of stars
Let's study the effect of local changes in the position of stars on neural network functionality. This type of noise impact occurs naturally when light is refracted from stars or for other reasons.

To begin with, we investigate the effect of this type of transformation on the accuracy of already trained networks from the previous sections. When constructing images of the starry sky, we will add a random perturbation to the coordinates of the true centre of the star \([x_0, y_0]\) distributed uniform in the \(U[0,5]\) range, so that the new, random star centre will be placed in a square \([x_0 - 5, x_0 + 5] \times [y_0 - 5, y_0 + 5]\).

The results of the evaluation of previously trained neural networks in the case of accidental wandering of stars relatively each other are shown in Table 3. It can be seen from the results that although the network trained in the conditions of noise for large constellations shows functionality (but with low accuracy), in general there is a tendency for the accuracy of the networks to drop, which leads to their inoperability.

| Neural network №1 | Neural network №2 |
|-------------------|-------------------|
| \(F_1\), min      | 0.02              | 0.311              |
| \(F_1\), median   | 0.092             | 0.493              |
| \(F_1\), max      | 0.383             | 0.698              |

In order to improve the quality and resistance of networks to this type of noise and to extend the conditions under which the network is able to operate, we will train the network under the conditions of local uncertainty. Due to computational features, it is not possible to effectively create an adequate training set of data, nor is it possible to generate images with a random “on-the-fly” shift of stars. The stars' wandering will be therefore replacing with blur, which simulates the smearing of stars and causes uncertainty in both the position and size of stars. Blur will be introduced using the following strategy: we will use a motion blur with a random grease size \([8, 15]\) pixels, a random grease angle \([-30, 30]\) degrees and a random number of times \([0, 3]\). We will also introduce Gaussian noise and false stars by simulating Bernoulli's distributions.

Let's conduct network training in the configuration described above. The results of the training are shown in Table 4, where we used an assessment on the same test data set but under different noise conditions. Experiment №1 was performed in data transformation to evaluate the same distribution as the training dataset, while experiment №2 was performed under the same conditions as the experiments in Table 3.

We can see the adaptability of the trained network to local shifts in the star centres, although in fact we have replaced this type of noise by introducing local uncertainty through the blur. To sum up, the artificially introduced uncertainty has expanded the area of invariant neural network solution. The next
step is to integrate motion blur noise into the general noise superimposition scheme, which is presented in section 3.3.

| Table 4 | Accuracy of the trained neural network considering blur. Experiment 1 - evaluation on a test data set when all noise is entered. Experiment 2 - evaluation on a dataset with a random stars centres. |
|---------|----------------------------------------------------------------------------------------------------------|
|         | Experiment №1                                      | Experiment №2                                      |
|         | $F_1$, min          | 0.714                  | 0.596                  |
|         | $F_1$, median      | 0.885                  | 0.707                  |
|         | $F_1$, max         | 0.960                  | 0.823                  |

We will use two types of neural networks to conduct this experiment:

1. The network used in the previous sections.
2. Exactly the same neural network as in point 1, but the width of each layer is doubled to increase the capacity of the model. This is done under the assumption that all types of noise increase the complexity and volume of the general distribution, which a standard network would most likely not be able to approximate.

Let's summarize the results in Table 5. The trained neural networks (especially the wide network) show acceptable assessment accuracy on noisy data.

| Table 5 | Accuracy of the trained neural network considering blur. Experiment 1 – evaluation on a test data set when all noise on a conventional network is entered. Experiment 2 – evaluation on the test data set when all noise on a high-capacity network is entered into the test data set. |
|---------|----------------------------------------------------------------------------------------------------------|
|         | Experiment 1                                      | Experiment 2                                      |
|         | $F_1$, min          | 0.577                  | 0.738                  |
|         | $F_1$, median      | 0.849                  | 0.894                  |
|         | $F_1$, max         | 0.971                  | 0.951                  |

4.2 Random distortion of the pattern
To summarise the general distribution on which the neural network operates, random distortion of the constellation pattern is applied, using a random prospective image transformation.

This transformation of the geometry of stars can be implemented in the following way. For each angle of the image $[x_i, y_i]$ we'll set a random number in the square $[x_i - 30, x_i + 30] \times [y_i - 30, y_i + 30]$ and apply a random perspective transformation from four angles. This type of transformation makes the task very difficult because it is non-linear and it randomly transforms the constellation pattern. A strategy identical to the previous sections was used to train the neural network. The evaluations obtained are shown in Table 6. It should be noted that with the exception of small classes, the neural network shows high adaptability to accidental distortion of the constellation pattern. This experiment indicates that the neural network does not simply memorise the spherical, pixel spacing of stars or other features, but forms exactly the patterns of star clusters.

| Table 6 | Neural network accuracy on test data set under conditions of random transformations |
|---------|----------------------------------------------------------------------------------|
|         | $F_1$, min          | $F_1$, median      | $F_1$, max         |
|         | 0.514                  | 0.841                  | 0.970                  |

5. Conclusion
The presented paper has demonstrated that deep neural networks can be effectively applied to identify constellations in a photo of the night sky. The quality of solution 0.927 by $F_1$ score has been obtained. To achieve the result, an original ResNet similar neural network architecture has been synthesized (26 trainable layers, 415 193 configurable parameters), and a statistical analysis...
of dataset structural characteristics has been carried out. On the basis of this analysis, a special neural network training strategy has been developed and an adequate criterion of constellation observability in the image has been formed. In addition, a study of the impact of noise and errors in input data on the quality and stability of the resulting solutions has been conducted.

Further research of this issue involves a comprehensive analysis of the resulting constellation identification solution and its integration into astronomical navigation and astronomical orientation.
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