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ABSTRACT
In recommendation systems, utilizing the user interaction history as sequential information has resulted in great performance improvement. However, in many online services, user interactions are commonly grouped by sessions that presumably share preferences, which requires a different approach from ordinary sequence representation techniques. To this end, sequence representation models with a hierarchical structure or various viewpoints have been developed but with a rather complex network structure. In this paper, we propose three methods to improve recommendation performance by exploiting session information while minimizing additional parameters in a BERT-based sequential recommendation model: using session tokens, adding session segment embeddings, and a time-aware self-attention. We demonstrate the feasibility of the proposed methods through experiments on widely used recommendation datasets.
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1 INTRODUCTION
After the great success of the collaborative filtering algorithm [36], the recommendation system has gone through another breakthrough with leverage of sequential information [15, 18, 31, 38]. Models using RNN [15] or attention mechanism [18, 38], which has been successfully studied in natural language processing [8, 42], recommend products that fit user taste by understanding and analyzing the user’s interaction history as sequence information. However, when using a recommendation system in real-life service, a sequence encoding technique different from natural language processing is required because user activities are performed in the unit of sessions [32]. As one of the research directions, session-based recommendation, which recommends using only a relatively short history of the current session, has been widely studied [3, 15, 22, 25, 48]. Meanwhile, in the case with known user history, the session-aware model is also being studied, that is, a method of making a recommendation considering the user’s long-term preference and short-term preference at the same time [20, 28, 50, 58]. In this case, the sequence is grouped through hierarchy or represented into graphs [10, 39, 44, 52, 60, 63]. Moreover, temporal information can be induced as part of inductive bias [4, 23, 28] or various user intents can be considered [1, 2, 35, 43, 49, 54, 55, 59, 64]. However, these session-aware methods commonly come with a rather complex model structure in order to explicitly represent the session information.

On the other hand, in the case of the BERT model [8, 42], which is having great success in natural language processing, the model is trained with a masked language model (MLM) using a learnable mask token. In addition, to perform the task of inferring the relationship between two sentences [5, 13, 33], the input sentences are distinguished through sentence segment embeddings. When applying BERT in the recommendation system [38], it is difficult to take advantage of the pretraining using MLM, but these components still have room for utilization in recommendation models [7, 62].

As another element of sequential recommendation, temporal information can be used, which normally does not exist in other sequence modeling tasks [51, 53, 57]. In the interaction history of the user, not only the order of the item but also the time the interaction was performed is important [53]. By exploiting the temporal information, it is possible to take long-term and short-term interests into account and analyze preferences more thoroughly. For time information, usually expressed as unix timestamp, feature engineering is usually required due to a unit problem [21, 45], is often transformed into triangular functions based on Bochner’s Theorem [51] so that it can be used for vector calculation. Recently, using learnable parameters for temporal embedding is proposed to minimize feature engineering [10] which can utilize absolute and relative time information as needed.

In this paper, taking ideas from the aforementioned components, we propose three methods to embed session-awareness into a model with minimum additional model structure: using session tokens, adding session segment embeddings, and a temporal self-attention. We conduct experiments on widely used recommendation datasets,
Various models have been developed to utilize temporal information. The BERT-based sequential recommendation model is trained through the masked language model [8]. First, as model input, a user’s interaction history is cut to a fixed length $L$; the item embedding is set as the token embedding, and the learnable positional embedding is added according to the position of an item. We stack a few Transformer [42] layers and predict items through the softmax classifier in the last layer. In the training step, a randomly selected item is replaced with a mask token, and we train the model to predict the item in the corresponding position. At the inference step, the last-positioned item token is set to a mask token in order to predict the next item.

### 3.2 Session Token

The simplest way to distinguish sessions in the sequence of items is to insert a delimiter between item sequences [28]. A learnable extra token called session token (ST) is inserted between sessions as if it is an item embedding. Unlike the padding token, it is not excluded from attention, and it has the effect of shifting the positional embedding by one per session. The advantage of this method is that it can indicate whether the input is a new session or not at inference time.

#### 3.3 Session Segment Embedding

Segment embedding can be used as another way to differentiate sessions. When inferring the relationship between two sentences in natural language processing, segment embedding is added to the input representation to distinguish two sentences [5]. Similarly, we use learnable session segment embedding (SSE) that indicates the ordinal position of sessions, which can be thought of as another positional embedding that provides a hierarchy of sequences. Note that similar to the session token, this method can also indicate whether it is a new session or not at inference time.

For $p$-th item $i$ in $j$-th session of a user, our input representation becomes:

$$x = IE_i + PE_j + SSE_j$$

where $IE$ is an item embedding, $PE$ is a positional embedding from BERT, and $SSE$ is a session segment embedding. The maximum number of sessions is limited so that only the most recent $m$ sessions are considered. As in the implementation of positional embedding, ordinals are attached in the most recent order and padding is filled to match the model input length $L$.

### 3.4 Temporal Self-Attention

Among many temporal encoding methods for the time-aware sequential recommendation [4, 10, 45, 51, 53, 55, 57], we adopt the learnable temporal encoding methodology from [10] and the representation concatenation for the self-attention scheme from [51]. With this strategy, we can consider both long or short-term preference if necessary since temporal characteristics are implicitly reflected through training the temporal parameters, rather than explicitly engineering the unix timestamp features [4].

For a timestamp $t$, we define a temporal encoding (TE) as follows:

$$TE(t) = [\cos(\omega_1 t + \theta_1) \cdots \cos(\omega_{d_T} t + \theta_{d_T})]^{T},$$

where $d_T$ is a temporal dimension, and $\omega_i, \theta_i$ are learnable parameters. We concatenate temporal encoding vectors $T$ to the input representation $X$, which gives us a temporal self-attention (TAS) as follows:

$$TAS(X, T) = \text{softmax} \left( \frac{[X]^{T}[X]^{T}}{\sqrt{d_X + d_T}} X, \right)$$

---

**Figure 1:** Input layer from model architecture showing proposed methods: session token (ST), session segment embedding (SSE), and temporal self-attention (TAS).
Table 1: Dataset statistics after preprocessing. $Q_i$ denotes $i$-th quantile.

| Dataset       | Steam  | ML-1M   | ML-20M  |
|---------------|--------|---------|---------|
| #users        | 6,330  | 1,196   | 23,404  |
| #items        | 4,331  | 3,327   | 12,239  |
| #rows         | 49,163 | 158,498 | 1,981,866 |
| density       | 0.18%  | 3.98%   | 0.69%   |
| item/user     | $Q_1/Q_2/Q_3$ | 5/6/8 | 73/137/200 | 35/68/124 |
| session/user  | $Q_1/Q_2/Q_3$ | 2/2/2 | 2/2/3  | 2/2/3 |
| item/session  | $Q_1/Q_2/Q_3$ | 2/3/3 | 8/26/70 | 6/15/39 |

where $d_X$ is an input dimension of $X$. Here we can see that the attention weight $a_{ij}$ between $(x_i, t_i)$ and $(x_j, t_j)$ is calculated as

$$a_{ij} = x_i^\top x_j + TE(t_i)^\top TE(t_j),$$

so that the weight becomes sum of self-attentiveness and temporal attentiveness [51].

For multi-layered and multi-headed Transformer layers, we concatenate TE on each layer and head. Note that TE can be trained on each layer or head separately, but empirically no significant improvements were found.

3.5 Model Architecture

The input representation layer including all proposed methods is shown in Figure 1. The rest part of the model is identical to BERT4Rec [38]. Note that the difference from SASRec [18], which uses an autoregressive decoder, is that information other than item embedding such as positional embedding, session segment embedding, and temporal encoding can be utilized at inference time for the to-be-predicted item.

4 EXPERIMENT

4.1 Experimental Design

4.1.1 Datasets and preprocessing. We evaluate our approach on three real-world recommendation datasets: MovieLens 1M and 20M and Steam [18]. In the preprocessing step, similar to [18], each review or rating information was considered as an implicit positive interaction. For the quality of the dataset, items with an interaction count of 5 or less were removed, and users with a history length of 5 or less were also removed. For time-related information, unix timestamp units are used, and as in [3], sessions are separated if there is no activity for 1-day. In order to create a multi-session environment, the number of sessions per user is limited to 2 or more, the number of items configured per session is 2 or more, and only 200 recent items are used. The statistics of datasets after preprocessing are shown in Table 1. For each user, the last item was used as a test item, the second most recent item as validation, and the rest as a training set. Note that items in the validation were removed, and only 200 recent items are used. The statistics of datasets after preprocessing are shown in Table 1. For each user, the last item was used as a test item, the second most recent item as validation, and the rest as a training set. Note that items in the validation were also enclosed when testing.

4.1.2 Evaluation metrics. As evaluation metrics, Recall and NDCG were used [14]. For each user, 100 negative items not in interaction history were randomly sampled and ranked together with the ground-truth item. As is known from [19], random negatives are biased samplers, so we additionally construct popular negatives and all negatives. Popular negatives take sorted items based on popularity as negative items, which act as a kind of "hard negatives". In the case of all negatives, the entire item including the user’s positive items is used as a candidate set and ranked together. In a real-world commercial recommendation system, post-processing is often conducted after selecting recommendation candidate items, thus all negatives metric presumably imitates real-world performance.

4.1.3 Implementation details. We use PyTorch implementation of the standard BERT implementation [38] and trained from scratch using the AdamW [26] optimizer on a Titan Xp GPU. All hyper-parameters were tuned through grid search, and we report the one with the best performance in the final result. Hidden dimension is searched among [8, 16, 32, 64, 128, 256], mask probability from [0.05, 0.1, 0.15, 0.2, 0.25, 0.3], number of attention head from [1, 2, 4, 8], max session segments from [2, 3, 4, 5], and temporal dimension from [8, 16, 32, 64]. Based on dataset statistics, the max sequence length is set to 200, 100, and 15 for ML-1M, ML-20M, and Steam respectively.

All source codes including model implementation, dataset preprocessing, experiments with hyper-parameter tuning is released to the public in https://github.com/theeluwin/session-aware-bert4rec.

4.2 Recommendation Performance

As shown in Table 2, all of our proposed methods outperform the baseline. Although combinations of our methods do not necessarily help the task performance, each method encourages at least some aspects of the evaluation metric or dataset. With proper selection of session information exploitation, we can get significant performance gain with a very little increment of the number of model parameters. More specifically, in the case of a session token, the parameters are only added as much as one additional item. In the case of session segment embedding, the parameters are increased by the number of segments, which are not many in most cases. For the temporal embedding, only twice as many additional parameters as the temporal dimension are used. Altogether, only about 0.1% of additional parameters are used, which is minor compared to the parameters that make up the transformer layers and item embeddings. Meanwhile, performance on NDCG with all negatives is improved from 8% to 50% or more in BERT4Rec.

![Figure 2: Impact of hyper-parameters on ML-1M dataset.](image-url)
Table 2: Recommendation performance comparison with ablation study on various evaluation metrics. Bold and underline text indicate the best and the second-best score, respectively.

| Dataset | Model          | #params     | R@10 Ran. | N@10 Ran. | R@10 Pop. | N@10 Pop. | R@10 All | N@10 All |
|---------|----------------|-------------|-----------|-----------|-----------|-----------|----------|----------|
| Steam   | SASRec         | 5,385,708   | 0.7834    | 0.6726    | 0.5523    | 0.5007    | 0.5164   | 0.4610   |
|         | BERT4Rec       | 5,385,708   | 0.7987    | 0.6915    | 0.5670    | 0.5196    | 0.5313   | 0.4782   |
|         | + ST           | 5,385,964   | 0.8063    | 0.7060    | 0.5919    | 0.5482    | 0.5528   | 0.5138   |
|         | + SSE          | 5,386,988   | 0.8060    | 0.7034    | 0.5978    | 0.5543    | 0.5558   | 0.5147   |
|         | + TSA          | 5,389,996   | 0.8079    | 0.7129    | 0.5670    | 0.5196    | 0.5577   | 0.5179   |
|         | + ST + SSE     | 5,387,244   | 0.8125    | 0.7103    | 0.5997    | 0.5551    | 0.5566   | 0.5181   |
|         | + ST + TSA     | 5,390,252   | 0.8120    | 0.7093    | 0.6030    | 0.5596    | 0.5616   | 0.5187   |
|         | + SSE + TSA    | 5,391,276   | 0.8125    | 0.7103    | 0.5997    | 0.5551    | 0.5566   | 0.5181   |
|         | + ST + SSE + TSA| 5,391,532 | 0.8093    | 0.7078    | 0.5979    | 0.5486    | 0.5581   | 0.5118   |
| ML-1M   | SASRec         | 4,918,016   | 0.7199    | 0.4962    | 0.4189    | 0.2674    | 0.1480   | 0.0742   |
|         | BERT4Rec       | 4,918,016   | 0.7341    | 0.5100    | 0.5025    | 0.3211    | 0.1129   | 0.0508   |
|         | + ST           | 4,918,272   | 0.7508    | 0.5160    | 0.4900    | 0.3271    | 0.1338   | 0.0618   |
|         | + SSE          | 4,918,784   | 0.7383    | 0.5260    | 0.5109    | 0.3348    | 0.1455   | 0.0678   |
|         | + TSA          | 4,919,136   | 0.7408    | 0.5259    | 0.4933    | 0.3239    | 0.1522   | 0.0790   |
|         | + ST + SSE     | 4,919,040   | 0.7533    | 0.5230    | 0.5134    | 0.3362    | 0.1497   | 0.0739   |
|         | + ST + TSA     | 4,919,392   | 0.7441    | 0.5256    | 0.5125    | 0.3328    | 0.1564   | 0.0728   |
|         | + SSE + TSA    | 4,919,904   | 0.7492    | 0.5270    | 0.4900    | 0.3086    | 0.1513   | 0.0704   |
|         | + ST + SSE + TSA| 4,920,160 | 0.7458    | 0.5298    | 0.5217    | 0.3283    | 0.1505   | 0.0701   |
| ML-20M  | SASRec         | 9,464,272   | 0.9014    | 0.6954    | 0.4370    | 0.2839    | 0.1489   | 0.0807   |
|         | BERT4Rec       | 9,464,272   | 0.9053    | 0.6944    | 0.4729    | 0.3051    | 0.1381   | 0.0724   |
|         | + ST           | 9,464,528   | 0.9058    | 0.6958    | 0.4985    | 0.3287    | 0.1436   | 0.0750   |
|         | + SSE          | 9,465,552   | 0.9070    | 0.6975    | 0.4711    | 0.3079    | 0.1450   | 0.0740   |
|         | + TSA          | 9,481,040   | 0.9114    | 0.7010    | 0.4690    | 0.3025    | 0.1439   | 0.0754   |
|         | + ST + SSE     | 9,465,808   | 0.9096    | 0.6967    | 0.4845    | 0.3183    | 0.1418   | 0.0735   |
|         | + ST + TSA     | 9,481,296   | 0.9105    | 0.7024    | 0.4960    | 0.3258    | 0.1499   | 0.0790   |
|         | + SSE + TSA    | 9,482,320   | 0.9111    | 0.7029    | 0.4847    | 0.3202    | 0.1447   | 0.0756   |
|         | + ST + SSE + TSA| 9,482,576 | 0.9114    | 0.7029    | 0.4921    | 0.3211    | 0.1492   | 0.0786   |

4.3 Impact of Hyper-parameters
We also conducted experiments on the impact of session-related hyper-parameters, namely max session segments and temporal dimension, as shown in Figure 2. The performance between popular negatives and all negatives was expected to have a high correlation, but the experimental results show that the optimal hyper-parameter is slightly different depending on the evaluation metric. In the case of max session segments (Figure 2a), a significant performance gain in all negatives is achieved only when the value exceeds a certain level, as expected in Table 1. For the case of the temporal dimension (Figure 2b), hyper-parameter tuning for each dataset is required, which can be seen as a drawback as mentioned in the experimental results of [10].

5 LIMITATIONS AND FUTURE WORKS
In this paper, we demonstrated exploiting session information for BERT-based, session-aware sequential recommendations through a learnable session token, session segment embedding, and temporal self-attention. Although experiment results show the potential of the proposed methods, there are limitations on datasets with different statistical characteristics related to the number of sessions per user and the number of items per session. Specifically, additional experiments were performed on datasets including Amazon reviews, LastFM, RetailRocket, and Diginetica, but it was difficult to acquire performance gain, which is presumed to be due to differences in data sparsity and session-related statistical characteristics. As an ongoing work, we will proceed and develop novel methodologies to utilize session information more thoroughly and consistently in session-aware sequential recommendation tasks.
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