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Abstract

We study two kinematical limits, the Regge limit and the Lorentzian OPE limit, of the four-point function of the stress-tensor multiplet in Super Yang-Mills at weak coupling. We explain how both kinematical limits are controlled by the leading twist operators. We use the known expression of the four-point function up to three loops, to extract the pomeron residue at next-to-leading order. Using this data and the known form of pomeron spin up to next-to-leading order, we predict the behaviour of the four-point function in the Regge limit at higher loops. Specifically, we determine the leading log behaviour at any loop order and the next-to-leading log at four loops. Finally, we check the consistency of our results with conformal Regge theory. This leads us to predict the behaviour around $J = 1$ of the OPE coefficient of the spin $J$ leading twist operator in the OPE of two chiral primary operators.
## Contents

1 Introduction  

2 Four-point function of stress-energy multiplets  
   2.1 Weak coupling expansion  
   2.2 Conformal block expansion  

3 Lorentzian OPE limit  
   3.1 Weak coupling expansion  
   3.2 Anomalous dimensions and OPE coefficients  
   3.3 Higher loop prediction for leading logs  

4 Regge limit  
   4.1 Weak coupling expansion  
   4.2 Pomeron spin and residue  
   4.3 Higher-loop prediction for leading logs  
   4.4 Next-to-leading log at four loops  

5 Conformal Regge Theory  
   5.1 Prediction for OPE coefficients  

6 Conclusion  

A SO(6) projectors  

B Anomalous dimensions and OPE coefficients  

C Harmonic sums and reflection symmetry  

D Integral representation for leading logs  

E Lorentzian OPE limit at four loops  

F Recursion relation for leading logs
1 Introduction

Correlation functions of local operators are the basic observables in a Conformal Field Theory (CFT). Two-point and three-point functions of primary operators are fixed by conformal invariance up to a few dynamical constants (conformal dimensions and structure constants). The four-point functions are more interesting because conformal invariance allows for a general function of two independent cross ratios,

\[ u = \frac{x_{12}^2 x_{34}^2}{x_{13}^2 x_{24}^2}, \quad v = \frac{x_{14}^2 x_{23}^2}{x_{13}^2 x_{24}^2}, \]

where \( x_{ij}^2 = (x_i - x_j)^2 \) is the square of the distance between points \( x_i \) and \( x_j \). This function of \( u \) and \( v \) is not entirely arbitrary because the operator product expansion (OPE) implies that it has specific power series behaviour in the limit \( x_i \to x_j \). Imposing the complete set of these OPE constraints leads to the Conformal Bootstrap program [1] that has experienced a recent revival [2]. This is a very promising research avenue but it relies on numerical techniques that are rather opaque for physical intuition. Therefore, it is useful to consider specific limits of the four-point function that reduce the complexity of the OPE constraints and lend themselves to analytical study.

In this paper, we consider two kinematical limits that essentially reduce the four-point function to a function of a single variable. The first limit, which we call Lorentzian OPE, corresponds to making \( x_{12} \) approach the lightcone. In this limit, the OPE is dominated by the operators with lowest twist \( \tau \), defined by the difference between conformal dimension \( \Delta \) and spin \( J \). This limit is relevant for phenomenological applications like Deep Inelastic Scattering and it has recently been analyzed in the context of the crossing equations [3, 4]. An important result, derived in [5], is the convexity of the leading Regge trajectory \( \Delta(J) \) as a function of the spin \( J \). The leading Regge trajectory is the set of operators of lowest dimension for each spin \( J \), also known has leading-twist operators.

The second kinematical limit we shall consider is the Regge limit, which basically corresponds to performing a large boost on points \( x_1 \) and \( x_2 \) (the precise definition is given in section 4). Naively, this limit is dominated by the operators with maximal spin. However, since there are operators with arbitrarily large spin, a more careful analysis requires summing up the contributions from an infinite number of operators with increasing spin. This has been done in [6, 7] using Regge theory methods that involve the analytic continuation of the leading Regge trajectory \( \Delta(J) \) to complex values of spin.

The general expectation for the behaviour of the leading Regge trajectory in a CFT is depicted in figure[1]. We expect the leading-twist operators to play a double role. On the one hand, the operator with minimal twist (usually the stress tensor with protected dimension \( \Delta(2) = d \) for a \( d \)-dimensional CFT) dominates the Lorentzian OPE limit. On the other hand, the Regge limit is controlled by the intercept \( j_0 \) defined by \( \Delta(j_0) = d/2 \), where \( \Delta(J) \)
is the analytic continuation of the dimension of the leading-twist operators of spin $J$.

In this paper, we focus on the four-point function of the stress-tensor multiplet in $\mathcal{N} = 4$ Super Yang-Mills (SYM), which we review in section 2. This is an interesting laboratory because the four-point function is known up to three loops in terms of (multiple) polylogarithms \[^8\] and up to six loops (in the planar limit) as an integral representation \[^9\]. The anomalous dimension of leading-twist operators in SYM is also known up to four loops \[^10\]. Furthermore, the relevant structure constants or OPE coefficients have been computed up to three loops \[^11\].

In the weak coupling limit of SYM, the leading Regge trajectory breaks up into three branches as shown in figure 2. In particular, the horizontal branch that controls the Regge limit and the diagonal branch that controls the Lorentzian OPE limit become almost independent. In particular, the perturbative expansion around each branch of the leading Regge trajectory contains very different information. There is only a small set of consistency conditions that must be satisfied at the meeting point at $\Delta = 3$ and $J = 1$ \[^12\]. From the four-point function point of view, this means that at each order in perturbation theory the Lorentzian OPE limit and the Regge limit provide independent information that can be used to constrain its general form.

At weak coupling, all leading-twist operators have twist equal to two plus a small anomalous dimension. In section 3, we review how this leads to logarithms in the Lorentzian OPE limit. In particular, we explain how one can predict the leading logarithms in the Lorentzian OPE limit at higher loop orders using lower-loop information. In section 4, we perform a similar analysis of the Regge limit in perturbation theory. In particular, we show that the Regge limit of the four-point function up to three loops is compatible with the predictions of Conformal Regge theory \[^7\], and compute the pomeron residue at next-to-leading order. Moreover, we predict the form of the leading logarithms in the Regge limit at higher loop

\[^1\] Another possibility is that a trajectory of higher-twist operators has an analytic continuation with larger intercept $j_0$ and therefore dominates in the Regge limit. We think this is unlikely but are not aware of any proof.
Figure 2: Leading Regge trajectory with vacuum quantum numbers in SYM. At weak coupling $g \to 0$, the trajectory breaks up into three branches.

orders. As explained above, we expect the knowledge of the behaviour of the four-loop four-point function, in the Lorentzian OPE limit and in the Regge limit, to be very useful in constraining a tentative ansatz for the full answer. In section 5, we explore the consistency conditions that follow from conformal Regge theory and, in particular, from the fact that the three branches in figure 2 are a degeneration of a single curve when the coupling constant goes to zero. Generalizing the approach of [13], we predict the behaviour of the structure constants between (the chiral primary component of) two stress-tensor multiplets and a leading-twist operator of spin $J$, around $J = 1$ to all orders in perturbation theory.

2 Four-point function of stress-energy multiplets

Our central object of study is the four-point function of stress-energy multiplets in $\mathcal{N} = 4$ SYM theory. The super primary operator for the supermultiplet is constructed by taking the trace of a particular bilinear combination of scalars fields,

$$\mathcal{O}(x, y) = y^{I} y^{J} \text{Tr}(\phi_{I}(x)\phi_{J}(x)),$$

where $y_{I}$ denote a set of auxiliary complex variables transforming in the vector representation of $SO(6)$ and obeying $y^{I}y^{I} = 0$. All other operators in the supermultiplet can be obtained from (2) by applying supersymmetry transformations.

The stress-energy multiplet is $\frac{1}{2}$-BPS. This implies that the four-point functions of any operators in the multiplet are uniquely determined in terms of the four-point functions of the primary operators $\mathcal{O}(x, y)$. Therefore we will focus on the four-point function

$$G(1, 2, 3, 4) = \langle \mathcal{O}(x_{1}, y_{1})\mathcal{O}(x_{2}, y_{2})\mathcal{O}(x_{3}, y_{3})\mathcal{O}(x_{4}, y_{4}) \rangle.$$

The correlation function $G$ is a homogeneous polynomial of degree 2 in each of the $y_{i}$ variables. There are six such polynomials reflecting the fact that there are precisely six different $SO(6)$ channels in the decomposition of the four-point function.

Superconformal symmetry imposes strong constraints on the form of the correlation function $G$. In fact it takes the form

$$G(1, 2, 3, 4) = G^{(0)}(1, 2, 3, 4) + R(1, 2, 3, 4) \frac{F(u, v)}{x_{13} x_{24}}.$$


The first term above, \( G^{(0)}(1, 2, 3, 4) \), is a rational function of the \( x_i \) and can be identified with the leading-order contribution to the correlation function in perturbation theory,

\[
G^{(0)}(1, 2, 3, 4) = \frac{(N^2 - 1)^2}{4(4\pi^2)^4} \left( \frac{y_{12}y_{34}^4}{x_{12}^2x_{34}^2} + \frac{y_{13}y_{24}^4}{x_{13}^2x_{24}^2} + \frac{y_{14}y_{23}^4}{x_{14}^2x_{23}^2} \right) + \frac{N^2 - 1}{4(4\pi^2)^4} \left( \frac{y_{12}y_{23}y_{34}y_{41}^2}{x_{12}^2x_{23}^2x_{34}^2x_{41}^2} + \frac{y_{12}y_{34}y_{13}y_{21}^2}{x_{12}^2x_{34}^2x_{13}^2x_{21}^2} + \frac{y_{13}y_{32}y_{24}y_{11}^2}{x_{13}^2x_{32}^2x_{24}^2x_{11}^2} \right). \tag{5}
\]

Here we have used the notation \( y_{ij}^2 = y_i \cdot y_j = y_i^I y_j^I \).

The second term in (4) consists of a coupling-independent factor, \( R(1, 2, 3, 4) \), and a \( y \)-independent factor, \( F(u, v) \). The factor \( R \) is given explicitly by

\[
R(1, 2, 3, 4) = 2(N^2 - 1) \left( \frac{y_{12}y_{23}y_{34}y_{41}^2}{x_{12}^2x_{23}^2x_{34}^2x_{41}^2} \left( x_{13}^2x_{24}^2 - x_{12}^2x_{34}^2 - x_{14}^2x_{23}^2 \right) + \frac{y_{12}y_{24}y_{13}y_{23}^2}{x_{12}^2x_{24}^2x_{13}^2x_{23}^2} \left( x_{14}^2x_{23}^2 - x_{12}^2x_{34}^2 - x_{13}^2x_{24}^2 \right) + \frac{y_{13}y_{32}y_{24}y_{11}^2}{x_{13}^2x_{32}^2x_{24}^2x_{11}^2} \left( x_{12}^2x_{34}^2 - x_{13}^2x_{24}^2 - x_{14}^2x_{23}^2 \right) + \frac{y_{12}y_{34}^4}{x_{12}^2x_{34}^2} + \frac{y_{13}y_{24}^4}{x_{13}^2x_{24}^2} + \frac{y_{14}y_{23}^4}{x_{14}^2x_{23}^2} \right). \tag{6}
\]

The factor \( F(u, v) \) is a function of the two conformal cross-ratios,

\[
u = \frac{x_{12}^2x_{34}^2}{x_{13}^2x_{24}^2}, \quad v = \frac{x_{14}^2x_{23}^2}{x_{13}^2x_{24}^2}, \tag{7}
\]
as well as, implicitly, the gauge coupling and gauge group. Since the leading order contributions to the correlator are captured by \( G^{(0)}(1, 2, 3, 4) \), the function \( F \) actually receives contributions in perturbation theory from one loop onwards,

\[
F(u, v) = \sum_{l=1}^{\infty} g^2 F^{(l)}(u, v). \tag{8}
\]

Here we have chosen to express the perturbative expansion in terms of the 't Hooft coupling,

\[
g^2 = \frac{g_{YM}^2 N}{16\pi^2}. \tag{9}
\]

Restricting to the gauge group \( SU(N) \), the functions \( F^{(l)} \) also have an implicit dependence on the number of colours \( N \). In fact the first genuine \( 1/N^2 \) corrections arise at four loops [9]. The fact that the coupling dependence factorises from the \( y \)-dependence is a non-trivial consequence of superconformal symmetry, and has been referred to as ‘partial non-renormalisation’ [13]. As made explicit in [4], it follows that the full correlation function is determined by its tree-level part and a single function of two variables, \( F(u, v) \).
2.1 Weak coupling expansion

The function $F(u, v)$ has an interesting structure in perturbation theory. Up to three loops it can be expressed in the following form,

$$F(u, v) = \frac{f(z, \bar{z})}{z - \bar{z}} + \frac{1}{(z - \bar{z})^2} \left( g(z, \bar{z}) + u g\left(\frac{1}{z}, \frac{1}{\bar{z}}\right) + v g\left(\frac{1}{1 - z}, \frac{1}{1 - \bar{z}}\right) \right)$$

$$+ \frac{1}{z - \bar{z}} \left( \frac{1 + u}{1 - u} h(z, \bar{z}) - \frac{1 + v}{1 - v} h(1 - z, 1 - \bar{z}) + \frac{u + v}{u - v} h\left(1 - \frac{1}{z}, 1 - \frac{1}{\bar{z}}\right) \right). \quad (10)$$

Here we have employed the variables $z, \bar{z}$ which are related to the cross-ratios $u, v$ as follows,

$$u = z\bar{z}, \quad v = (1 - z)(1 - \bar{z}). \quad (11)$$

The functions $f$ and $h$ are antisymmetric in the exchange of $z$ and $\bar{z}$ while $g$ is symmetric. It may seem that we have taken a step backwards in expressing a single two-variable function $F$ in terms of three two-variable functions $f, g$ and $h$. However the functions $f, g$ and $h$ all have the property that their perturbation expansion is expressed in terms of pure transcendental functions of degree equal to twice the loop order. All three functions are single-valued in the Euclidean region where $z$ and $\bar{z}$ are related by complex conjugation.

We write the perturbative expansion of the functions $f, g$ and $h$ as follows:

$$f(z, \bar{z}) = \sum_l g^{2l} f^{(l)}(z, \bar{z}), \quad g(z, \bar{z}) = \sum_l g^{2l} g^{(l)}(z, \bar{z}), \quad h(z, \bar{z}) = \sum_l g^{2l} h^{(l)}(z, \bar{z}). \quad (12)$$

Up to two loops, the functions $f$ and $g$ can be expressed in terms of the following single-valued functions appearing in the ladder integrals,

$$\phi^{(l)}(z, \bar{z}) = \sum_{r=0}^l \frac{(-1)^r(2l - r)!}{r!(l - r)!l!} \log^r(z\bar{z})(\text{Li}_{2l-r}(z) - \text{Li}_{2l-r}(\bar{z})). \quad (13)$$

Explicitly we have at one loop $[15, 16]$,

$$f^{(1)}(z, \bar{z}) = -\phi^{(1)}(z, \bar{z}), \quad g^{(1)} = 0, \quad h^{(1)} = 0. \quad (14)$$

At two loops we have $[17]$,

$$f^{(2)}(z, \bar{z}) = 2\left[\phi^{(2)}(z, \bar{z}) + \phi^{(2)}\left(\frac{1}{z}, \frac{1}{\bar{z}}\right) + \phi^{(2)}\left(\frac{1}{1 - z}, \frac{1}{1 - \bar{z}}\right)\right].$$

$$g^{(2)}(z, \bar{z}) = \frac{1}{2} \phi^{(1)}(z, \bar{z})^2.$$

$$h^{(2)}(z, \bar{z}) = 0. \quad (15)$$

---

\[^2\text{We hope that the context is sufficient to distinguish between the 't Hooft coupling } g^2 \text{ and the function } g(z, \bar{z}).\]
At three loops, in addition to ladder integrals, there is the ‘tennis-court’ integral (which is in fact identical to the three-loop ladder [18]) as well as two genuinely new integrals, known as Easy and Hard [19]. These new three-loop integrals were evaluated in [8]. The result is that at three loops we have

\[
\begin{align*}
    f^{(3)}(z, w) &= -6 \left[ \phi^{(3)}(z, w) + \phi^{(3)}(1 - \frac{1}{z}, 1 - \frac{1}{w}) + \phi^{(3)}(\frac{1}{1-z}, \frac{1}{1-w}) \right] \\
    &\quad - 2 \left[ E(1 - z, 1 - w) - E(1 - \frac{1}{z}, 1 - \frac{1}{w}) - E(z, w) \right] \\
    &\quad + E(\frac{z-1}{z-1}, \frac{w-1}{w-1}) + E(\frac{1}{1-z}, \frac{1}{1-w}) \\
    g^{(3)}(z, w) &= -2\phi^{(1)}(z, w)\phi^{(2)}(1 - \frac{1}{z}, 1 - \frac{1}{w}) - H^{(a)}(z, w) - H^{(a)}(1 - z, 1 - w), \\
    h^{(3)}(z, w) &= -2 \left[ E(1 - z, 1 - w) + E(1 - \frac{1}{z}, 1 - \frac{1}{w}) \right] - H^{(b)}(1 - z, 1 - w). 
\end{align*}
\]  

(16)

The function \( E \) arises in the Easy integral while the functions \( H^{(a)} \) and \( H^{(b)} \) arise in the Hard integral. Their explicit form can be found in [8]. The functions \( E \) and \( H^{(b)} \) can be expressed in terms of single-variable harmonic polylogarithms. Only the function \( H^{(a)} \) involves genuine multiple polylogarithms.

### 2.2 Conformal block expansion

The conformal block expansion of (3) was analyzed in detail in [20]. Here, we summarize the main points relevant for our analysis.

To understand the operators that are exchanged in the OPE, recall that the tensor product of two 20’s (symmetric traceless two-index tensor of \( SO(6) \)) decomposes in irreducible representations as follows

\[
20 \otimes 20 = 1 \oplus 15 \oplus 20 \oplus 84 \oplus 105 \oplus 175.
\]  

(17)

The four-point function can then be expanded in R-charge sectors\(^3\)

\[
G(1, 2, 3, 4) = \frac{(N^2 - 1)^2}{4(4\pi^2)^4} 20 \frac{20}{x_1^4 x_2^4 x_3^4} \sum_R P_R(y_1, y_2, y_3, y_4) A_R(u, v)
\]  

(18)

where \( R = 1, 15, 20, 84, 105, 175 \) denotes the irreducible representations of \( SO(6) \) and \( P_R \) are projectors given in appendix [A]. Using the explicit form of the projectors, we conclude that

\[
\begin{align*}
    A_1 &= 1 + \frac{u^2(1 + v^2)}{20v^2} + \frac{u(u + 10(v + 1))}{15v(N^2 - 1)} + \frac{2u(1 + v^2)(u - 8u(v + 1) + 10(v(v + 4) + 1))}{15v(N^2 - 1)} F(u, v), \\
    A_{20} &= \frac{u^2(1 + v^2)}{20v^2} + \frac{u(u + 10(v + 1))}{30v(N^2 - 1)} + \frac{u(u - 5u(v + 1) + 10(v - 1)^2)}{15v(N^2 - 1)} F(u, v)
\end{align*}
\]  

(19)

and similar expressions are given in appendix [A] for the other \( A_R \).

\(^3\)We normalize the reduced correlators \( A_R \) such that the identity operator contributes 1 to \( A_1 \).
Each $R$-charge sector can then be expanded in conformal blocks \[21\]

\[ A_R(u, v) = \sum_{\Delta, J} a_{\Delta, J}^R G_{\Delta, J}(u, v), \tag{20} \]

where the constant $a_{\Delta, J}^R$ is given by the product of the OPE coefficients that appear in the three-point function of two external operators and the primary operator of dimension $\Delta$, spin $J$ and $R$-charge representation $R$. The conformal block $G_{\Delta, J}$ was written in \[22\] in terms of hypergeometric $\,_2F_1$ functions for the present case of $d = 4$ spacetime dimensions.

The four-point function is a rather involved function of two variables ($u$ and $v$). It is convenient to consider kinematical limits where it simplifies significantly. In the next sections, we consider two such limits that reduce complexity to a function of a single variable.

3 Lorentzian OPE limit

The Lorentzian OPE limit is defined by the limit where $x_{12}$ becomes light-like. In terms of the conformal invariant cross-ratios, this means that $u \to 0$ with $v$ fixed.

3.1 Weak coupling expansion

It is instructive to consider the Lorentzian OPE limit of each perturbative contribution to the four-point function (3). The general structure is given by

\[ F^{(l)}(u, v) = \sum_{k=0}^{l} (\log u)^{l-k} \theta_{k}^{(l)}(v) + \mathcal{O}(u) \tag{21} \]

where $k = 0$ is called leading log, $k = 1$ next-to-leading log, etc. Recalling the form (11) of the cross-ratios in terms of $z$ and $\bar{z}$, we see that the Lorentzian OPE limit can be implemented by taking $\bar{z} \to 0$, leaving $z$ fixed. In this limit the variable $v$ becomes simply $1 - z$, and it is convenient to express the results for $\theta_{k}^{(l)}(v)$ in terms of $z$.

Taking the limit on the form of $F(u, v)$ up to three loops, given in (10), we find that the rational prefactors simplify to be either $1/z$ or $1/z^2$. This means that up to three loops the functions $\theta_{k}^{(l)}(v)$ are always of the form

\[ \theta_{k}^{(l)}(v) = \frac{1}{z} \kappa_{k}^{(l)}(z) + \frac{1}{z^2} \tilde{\kappa}_{k}^{(l)}(z) \tag{22} \]

for pure transcendental functions $\kappa_{k}^{(l)}$ and $\tilde{\kappa}_{k}^{(l)}$.

In order to present explicit results for the limits considered in this paper, it is useful to introduce the family of harmonic polylogarithms (or HPLs) \[23\]. We will need the harmonic...
In the Lorentzian OPE limit, the conformal block simplifies to

\[ H_{0,w}(z) = \int_0^z \frac{dt}{t} H_w(t), \quad H_{1,w}(z) = \int_0^z \frac{dt}{1-t} H_w(t). \]  

(23)

The classical polylogarithms functions are the harmonic polylogarithms whose weight vectors are string of zeros followed by a single one, \( \text{Li}_n(z) = H_{0_{n-1},1}(z) \). As is common in the literature we will employ the shorthand notation whereby a string of \( (k-1) \) zeros followed by a 1 is contracted to the label \( k \), for example \( \text{Li}_4(z) = H_{0_{0},0,1}(z) = H_4(z) \) or \( H_{0_{1},0,0,1}(z) = H_{2,3}(z) \).

Expressing the OPE limit in terms of the harmonic polylogarithms we find at one loop,

\[ F^{(1)}(u,v) = \log u \frac{1}{z} H_1 - \frac{2}{z} H_2 + O(u). \]  

(24)

where we have left the argument \( z \) of the HPLs implicit. At two loops we have

\[
F^{(2)}(u,v) = \log^2 u \left( \frac{2}{z} H_2 + \frac{2}{z^2} H_{1,1} \right) \\
+ \log u \left( -\frac{2}{z} (6H_3 + H_{1,2} - H_{2,1}) - \frac{4}{z^2} (H_{1,2} + 2H_{2,1}) \right) \\
+ \frac{2}{z} (12H_4 + 3H_{1,3} + H_{2,2} - 4H_{3,1} + 2H_{1,1,2} - 2H_{1,2,1} + 6H_1 \zeta_3) + \frac{8}{z^2} (H_{2,2} + 2H_{3,1}) \\
+ O(u).
\]  

(25)

Moving to three loops we quote here the result for the coefficient of \( \log^2 u \),

\[ \theta_0^{(3)}(1-z) = -\frac{4}{3z} (H_{1,2} - 2H_3) + \frac{4}{3z^2} (4H_{1,2} + 2H_{2,1} + 3H_{1,1,1}) \]  

(26)

and the coefficient of \( \log^2 u \),

\[ \theta_1^{(3)}(1-z) = -\frac{4}{z} (8H_4 - H_{1,3} - H_{2,2} - 2H_{3,1} + H_{1,2,1} - H_{2,1,1}) \\
- \frac{4}{z^2} (8H_{1,3} + 8H_{2,2} + 8H_{3,1} + 4H_{1,1,2} + 3H_{1,2,1} + 5H_{2,1,1}). \]  

(27)

### 3.2 Anomalous dimensions and OPE coefficients

In the Lorentzian OPE limit, the conformal block simplifies to

\[ G_{\Delta,J}(u,v) = u^{\frac{\Delta-J}{2}} \left( \frac{v-1}{2} \right)^J F(\Delta + J, 1 - v) \left[ 1 + O(u) \right]. \]  

(28)

with

\[ F(x, z) \equiv \, _2F_1 \left( \frac{x}{2}, \frac{x}{2}, x, z \right). \]  

(29)
We conclude that the operators that dominate in the Lorentzian OPE are those with lowest twist $\Delta - J$. The identity operator has twist zero and contributes 1 to $A_1$. In SYM at finite coupling constant, the next minimal twist is 2 and corresponds to a small number of protected operators like conserved currents and the stress-energy tensor. However, in the weak coupling limit, an infinite tower of operators (with any spin $J$) have twist 2. We shall focus on their contribution.

Consider first the $R$-charge sector 20, using the expansion (21) for the function $F(u,v)$ in (19), we obtain

$$ A_{20} = \frac{u}{3v(N^2 - 1)} \left[ (1 + v) + 2(1 - v)^2 \sum_{l=1}^{\infty} a_l \sum_{k=0}^{l} (\log u)^{l-k} \theta_k^{(l)}(v) \right] + O(u^2). \quad (30) $$

In the 20 channel there is only one twist two primary operator for each even spin $J$ that can be exchanged. This is usually written as $\text{Tr} (Z D^{J} Z)$ where $D$ is a lightcone derivative and $Z$ is a complex scalar field of SYM. Therefore, we can write

$$ A_{20} = \sum_{J=0}^{\infty} a_J u^{1+\frac{\gamma(J)}{2}} \left( \frac{v - 1}{2} \right)^J F(2 + 2J + \gamma(J), 1 - v) + O(u^2) \quad (31) $$

where $\gamma(J)$ are the anomalous dimensions of the twist operators in the $R$-charge representation 20. Equating (30) and (31), it is possible to read the anomalous dimension and OPE coefficients in an efficient way \cite{24,11}. In particular, \cite{11} proposed a nice structure for the coefficients

$$ a_J = \frac{2}{3(N^2 - 1)} \frac{2^J \left( 1 + \frac{\gamma(J)}{2} \right)^2}{(1 + \gamma(J))^J} \sum_{n=0}^{\gamma(J)} g^2 a_n(J), \quad (32) $$

using the results up to three loops. Here we propose to express the pre-factor in terms of the Pochhammer symbol $(a)_x$, which simplifies the expression in \cite{11}. In this form the functions $a_n(J)$ can be written in terms of harmonic sums of transcendentality $2n$.

Regarding the anomalous dimension of these operators, integrability methods gave a spectacular boost to perturbative information, with explicit expressions known up to five loops. More recently, several works found perturbative data on OPE coefficients involving twist two operators \cite{11,25,26,27}. Writing the perturbative expansion in the simple form,

$$ \gamma(J) = \sum_{n=1}^{\gamma(J)} g^{2n} \gamma_n(J), \quad (33) $$

it is observed that at each order in perturbation theory the functions $\gamma_n$ have definite transcendentality (equal to $2n - 1$). The explicit expressions for $\gamma_n$ and $a_n$ up to $n = 3$ (three-loops) are given in appendix B.

In some special regimes, for example in the large spin limit $J \to \infty$, it was possible to determine all-loop information for the anomalous dimension \cite{28,29}. For OPE coefficients an all-loop formulae, in the large $J$ limit, was conjectured in \cite{27} (in fact this also implies an all-loop structure for the four point function).
Let us now consider the $R$-charge singlet channel of the four-point function. In this case, the conformal block expansion is more complicated because there are three twist-two operators that can be exchanged for each even spin $J$. At tree level they can be written as linear combinations of the following operators,

\[
\text{tr} \left( F_{\mu\nu_1} D_{\nu_2} \ldots D_{\nu_{J-1}} F_{\nu_J} \right), \quad \text{tr} \left( \phi_{AB} D_{\nu_1} \ldots D_{\nu_{J}} \phi^{AB} \right), \quad \text{tr} \left( \overline{\psi}^A D_{\nu_1} \ldots D_{\nu_{J-1}} \Gamma_{\mu} \psi^A \right).
\]

At one loop only specific combinations of these operators form primary operators defining three different Regge trajectories; their expressions are given in appendix E of [7]. The anomalous dimensions of all the above twist-two operators are related by supersymmetry. Defining the anomalous dimension of the spin $J$ operator in the $20'$ channel as $\gamma(J)$, then the three twist-two operators of spin $J$ in the singlet channel have anomalous dimensions given by

\[
\gamma(J + 2), \quad \gamma(J), \quad \gamma(J - 2).
\]

The anomalous dimension for operators in the leading Regge trajectory, which contains the energy-momentum tensor, is the one with $\gamma = \gamma(J - 2)$.

Thus, it is not surprising that OPE coefficients between protected scalars from the $20'$ representation and twist-two operators in the representations $(17)$ can also be related by supersymmetry. At the level of the four-point function, and for twist-two operators in the singlet and $20$ representations, this is encoded in (19) which can be used to relate $A_1$ and $A_{20}$. In the $u \to 0$ limit this relation becomes

\[
A_1 - 1 + \frac{4u(1 + v)}{(N^2 - 1)(1 - v)^2} = 2 \frac{1 + 4v + v^2}{(1 - v)^2} A_{20} + O(u^2).
\]

On the other hand, the singlet channel four-point function can also be expanded in conformal blocks

\[
A_1 = 1 + u \sum_{J=2}^{\infty} b_J \frac{\gamma(J - 2)}{2} \left( \frac{v - 1}{2} \right)^J F(2 + 2J + \gamma(J - 2), 1 - v)
+ u \sum_{J=2}^{\infty} b_J' \frac{\gamma(J)}{2} \left( \frac{v - 1}{2} \right)^J F(2 + 2J + \gamma(J), 1 - v)
+ u \sum_{J=0}^{\infty} b_J'' \frac{\gamma(J + 2)}{2} \left( \frac{v - 1}{2} \right)^J F(2 + 2J + \gamma(J + 2), 1 - v) + O(u^2),
\]

where the 1 corresponds to the contribution of the identity and we denoted by $b_J$, $b_J'$ and $b_J''$ the product of OPE coefficients associated with the three trajectories of twist-two operators that exist in the singlet sector. Using the relation (19) between the two channels $A_1$ and $A_{20}$, and their conformal block expansions (37) and (31), we conclude that

\[
b_2 \left( \frac{v - 1}{2} \right)^2 F(6, 1 - v) + \frac{4(1 + v)}{(N^2 - 1)(1 - v)^2} = 2 \frac{1 + 4v + v^2}{(1 - v)^2} a_0 F(2, 1 - v)
\]
and
\[
12 \left( \frac{1}{z^2} - \frac{1}{z} + \frac{1}{6} \right) \sum_{J=2}^{\infty} a_J u^{\gamma/2} \frac{z^J}{2^J} F \left( 1 + J + \frac{\gamma}{2}, z \right) = \\
\sum_{J=2}^{\infty} \frac{z^J u^{\gamma/2}}{2^J} \left( b_{J+2} \frac{z^2}{4} F \left( 3 + J + \frac{\gamma}{2}, z \right) + b'_J F \left( 1 + J + \frac{\gamma}{2}, z \right) + b''_{J-2} \frac{4}{z^2} F \left( J - 1 + \frac{\gamma}{2}, z \right) \right),
\]
where we used \( v = 1 - z \) and shifted the summation variable \( J \) so that the function \( \gamma \) has argument always given by \( J \). Equation (38) follows from the twist-two contributions to (19) with no anomalous dimensions (like the energy-momentum tensor), and leads to
\[
a_0 = \frac{2}{3(N^2 - 1)}, \quad b_2 = \frac{8}{45(N^2 - 1)}.
\] (40)

Equation (39) encodes the contributions of all other twist-two operators. It is valid for small, but still finite, coupling constant, as long as the anomalous dimensions of the twist-two operators are small enough that higher order terms in the expansion (37), from higher twist operators, are subleading. Thus, in this equation at finite coupling, terms with different \( J \) can not mix because they have different powers of \( u \). This means that
\[
12 \left( \frac{1}{z^2} - \frac{1}{z} + \frac{1}{6} \right) a_J F \left( 1 + J + \frac{\gamma}{2}, z \right) = \\
b_{J+2} \frac{z^2}{4} F \left( 3 + J + \frac{\gamma}{2}, z \right) + b'_J F \left( 1 + J + \frac{\gamma}{2}, z \right) + b''_{J-2} \frac{4}{z^2} F \left( J - 1 + \frac{\gamma}{2}, z \right),
\]
for all \( J = 2, 4, 6, \ldots \). Analyzing the Taylor expansion in \( z \) on both sides, we see that this equation is satisfied if
\[
b''_{J-2} = 3a_J, \quad b'_J = \frac{(\gamma(J) + 2J)(\gamma(J) + 2J + 2)}{2(\gamma(J) + 2J - 1)(\gamma(J) + 2J + 3)} a_J, \\
b_{J+2} = \frac{3(\gamma(J) + 2J + 2)^2(\gamma(J) + 2J + 4)}{16(\gamma(J) + 2J + 1)(\gamma(J) + 2J + 3)^2(\gamma(J) + 2J + 5)} a_J.
\] (42)

These relations are non-perturbative. They follow from supersymmetry as explained in [20]. Notice that for \( J = 0 \), we find \( b_2 = 4a_0/15 \) which is compatible with (40).

### 3.3 Higher loop prediction for leading logs

The conformal block expansion (20) can also be used to extract the leading behaviour of the four-point function in the \( u \to 0 \) limit. More precisely, comparing equations (30) and (31) it is easy to conclude that the leading log at any loop order is given by
\[
\theta_0^{(l)} (1 - z) = \frac{4l(1 - z)}{l! z^2} \sum_{J=0}^{\infty} \frac{J!^2}{(2J)!} (S_1(J))^l z^J F(2 + 2J, z),
\] (43)
which only involves tree-level OPE coefficients and one-loop anomalous dimensions. In fact, at \( n \)-loop order, the anomalous dimension and OPE coefficients at the same \( n \)-loop order only enter through the linear and constant terms in the \( \log u \) expansion. All the other higher \( \log u \) terms are determined by lower order anomalous dimension and OPE coefficients. For example, one can use information on anomalous dimensions up to four loops \([13, 10]\), and on OPE coefficients up to three loops \([11]\), to fix the small \( u \) behaviour up to the \( (\log u)^{-1} \) independent term \( \theta_4^{(4)} \). In appendix \( \text{D} \) we give an integral representation for the sum in \( \text{[43]} \).

Using formula \( \text{[43]} \) we can predict the leading log behaviour at four loops,

\[
\kappa_0^{(4)} = \frac{8}{3} \left( H_4 - H_{1,3} - H_{2,2} \right),
\]

where we used the notation \( \text{[22]} \) to write the result. Using the known form of the anomalous dimensions of the leading twist operators up to four loops and OPE coefficients up to three loops, we can also predict the sub-leading logs \( \theta_k^{(4)} \) for \( k = 1, 2, 3 \). We give these predictions in appendix \( \text{E} \).

We shall see in the next section that in the Regge limit of the four-point function a similar strategy can be used to fix some leading logs from knowledge of the BFKL spin and Regge residue.

### 4 Regge limit

In a conformal field theory the Regge limit of a four-point function is obtained from a specific Lorentzian kinematical limit where all the points are taken to null infinity \([6, 30]\). This limit can be defined by \( x_{14}^+ \to \lambda x_{14}^+ \), \( x_{23}^+ \to \lambda x_{23}^+ \), \( x_3^- \to \lambda x_3^- \), \( x_4^- \to \lambda x_4^- \) and \( \lambda \to \infty \), keeping the causal relations \( x_{14}^2, x_{23}^2 < 0 \). We will choose all the other \( x_{ij}^2 > 0 \), as show in figure \( \text{3} \), although this is not essential. This Lorentzian regime, needed to take the Regge limit, can be obtained from the Euclidean regime by analytic continuation. This is done by fixing \( \bar{z} \) and by analytically continuing in \( z \) counter clockwise around 0 and 1, as also show in figure \( \text{3} \). The analytically continued function defines the Lorentzian correlation function. Physical space-time points now correspond to both \( z \) and \( \bar{z} \) real numbers. For the specific form we took the Regge limit, which kept \( x_{14}^2, x_{23}^2 < 0 \), we have both \( z \) and \( \bar{z} \) small and positive. It is then convenient to introduce the variables \( \sigma \) and \( \rho \) via

\[
z = \sigma e^\rho, \quad \bar{z} = \sigma e^{-\rho}.
\]

They are related to the cross ratios \( u \) and \( v \) defined in \( \text{[7]} \) by

\[
u = \sigma^2, \quad v = (1 - \sigma e^\rho)(1 - \sigma e^{-\rho}) \approx 1 - 2\sigma \cosh \rho.
\]

The Regge limit corresponds now to \( \sigma \to 0 \) with fixed \( \rho \).
4.1 Weak coupling expansion

In the Regge limit the general structure of the function \( F(u, v) \), with loop expansion defined in \( [8] \), is given by

\[
uF^{(l)}(u, v) = \sum_{k=0}^{l-2} (\log \sigma)^{l-2-k} \xi_k^{(l)}(\rho) + O(\sigma),
\]

where \( k = 0 \) is called leading log, \( k = 1 \) next-to-leading log, etc. The invariance of \( F(u, v) \) under the interchange of \( z \) and \( \bar{z} \) implies that \( \xi_k^{(l)}(\rho) = \xi_k^{(l)}(-\rho) \). Note that only the two-loop and higher contributions to \( F(u, v) \) enter in (48). In fact, if we take the Regge limit on the form of \( F(u, v) \) up to three loops \( [10] \), we see that only the functions \( g \) and \( h \) contribute,

\[
uF(u, v) = \frac{r}{(1-r)^2} \left( g(z, \bar{z}) + g\left(\frac{1}{1-z}, \frac{1}{1-\bar{z}}\right)\right) - \frac{r}{1-r^2} h(1-z, 1-\bar{z}) + O(\sigma),
\]

where \( r = z/\bar{z} = e^{2\rho} \). Since \( g \) and \( h \) vanish at one loop, the four-point function at this order has a subdominant behavior in the Regge limit \( \sigma \to 0 \).

The two-loop contribution was calculated in \( [30] \), where it was found that

\[
uF^{(2)}(u, v) = \xi_0^{(2)}(\rho) + O(\sigma) = -\frac{8r}{(1-r)^2} \pi^2 \log^2 r + O(\sigma).
\]

As expected, the result is invariant under \( r \to 1/r \).

At three loops one finds from the explicit results of \( [8] \) that the coefficient of the log-divergent term is given by\(^5\)

\[
\xi_0^{(3)}(\rho) = -\frac{32r}{(1-r)^2} \pi^2 \left( H_{0,0,0} + 2H_{1,0,0} - 2\zeta_3 \right),
\]

\(^5\)More details on the analytic continuation are given in Appendix \( E \).
where the argument of the harmonic polylogarithms is \( r = e^{2\rho} \) and \( \zeta_x = S_x(\infty) \) is the Riemann zeta function. The coefficient of the finite term is given by

\[
\xi_1^{(3)}(\rho) = 64\pi^2 \frac{r}{(1-r)^2} \left( H_{0,0,0,0}(r) + 2H_{1,0,0,0}(r) + 4H_{1,1,0,0}(r) + 2H_{2,0,0}(r) \right.
- 2\zeta_3 (H_0(r) + 2H_1(r)) + \frac{\zeta_2}{2} H_{0,0}(r) - 3\zeta_4 \right) + \frac{i\pi}{2} \xi_0^{(3)}.
\] (52)

Note that, although at three loops the function \( h \) is non-zero, in the Regge limit its analytic continuation is power suppressed as \( \sigma \to 0 \). Therefore at three loops we do not see any contribution to the four-point function with the form of the second term in (49), with its prefactor \( r/(1-r^2) \). We will see, from the analysis we present in sections 4.2 - 4.4, that at four loops there is such a contribution.

### 4.2 Pomeron spin and residue

The Regge limit of CFT four-point functions has been studied in \[6, 31, 32, 33, 30, 34, 7\]. By studying the Regge limit of the conformal block expansion, the following general form was derived \[6, 7\]

\[
A_1 \approx 2\pi i \sum_t \int d\nu \alpha_t(\nu) \sigma^{1-j_t(\nu)} \Omega_{t\nu}(\rho).
\] (53)

where \( t \) labels Regge trajectories and this is valid in the Regge limit \( \sigma \to 0 \). The function \( \Omega_{t\nu} \) in (53) is a harmonic function in three-dimensional hyperbolic space and it is explicitly given by

\[
\Omega_{t\nu}(\rho) = \frac{\nu \sin(\rho \nu)}{4\pi^2 \sinh \rho}.
\] (54)

We shall refer to the functions \( j(\nu) \) and \( \alpha(\nu) \) as the Reggeon spin and residue, respectively.

Generically, there is a leading trajectory, with maximal intercept \( j_t(0) \), and the other trajectories describe subleading corrections at small \( \sigma \). This is believed to be the case in planar SYM at finite \('t\) Hooft coupling, where the leading Regge trajectory is called the pomeron. However, at weak coupling we expect many trajectories to have \( j(\nu) = 1 + O(g^2) \), of which the pomeron is the simplest example. The main difference in these trajectories is that \( \alpha(\nu) = O(g^{2n}) \) for a \( n\)-Reggeon trajectory \( (n = 2 \) for the pomeron), and only even \( n \) contributes to the singlet channel \( A_1 \). Therefore, subleading Regge trajectories only contribute to subleading logs at four-loops and higher. In the notation of (48), they only affect \( \xi_k^{(l)} \) for \( l \geq 4 \) and \( k \geq 2 \). Keeping in mind this subtlety, from now on, we shall drop the label \( t \) and write

\[
A_1 \approx 2\pi i \int d\nu \alpha(\nu) \sigma^{1-j(\nu)} \Omega_{\nu}(\rho).
\] (55)

\[6\] See for instance \[35\]. We thank Benjamin Basso for calling our attention to this accumulation of Regge trajectories in the weak coupling limit.
keeping only the pomeron trajectory. This is sufficient to describe leading and subleading logs at any loop order.

We write the expansion of the pomeron spin \( j(\nu) \) and the residue \( \alpha(\nu) \) in the usual form

\[
j(\nu) = 1 + \sum_{n=1} g^{2n} j_n(\nu), \quad \alpha(\nu) = \sum_{n=2} g^{2n} \alpha_n(\nu).
\]

(56)

Comparing equations (55), (48) and expression (19) for \( A_1 \), we conclude that

\[
\frac{8}{N^2 - 1} \xi_0^{(2)}(\rho) = 2\pi i \int d\nu \alpha_2(\nu) \Omega_{i\nu}(\rho),
\]

(57)

\[
\frac{8}{N^2 - 1} \xi_0^{(3)}(\rho) = -2\pi i \int d\nu \alpha_2(\nu) j_1(\nu) \Omega_{i\nu}(\rho),
\]

(58)

\[
\frac{8}{N^2 - 1} \xi_1^{(3)}(\rho) = 2\pi i \int d\nu \alpha_3(\nu) \Omega_{i\nu}(\rho).
\]

(59)

Using the explicit expressions (50), (51) and (52) for the Regge limit of the four-point function up to three loops, we can determine the functions \( \alpha_2(\nu) \), \( \alpha_3(\nu) \) and \( j_1(\nu) \) by inverting the integral transform above as explained in [6, 36]. In fact, the pomeron spin is known at leading order and next-to-leading order for quite a long time [37, 38].

\[
j_1(\nu) = 8\Psi(1) - 4\Psi\left(\frac{1 + i\nu}{2}\right) - 4\Psi\left(\frac{1 - i\nu}{2}\right),
\]

(60)

\[
j_2(\nu) = 4j_1''(\nu) + 24\zeta_3 - 2\zeta_2 j_1(\nu) - 8\Phi\left(\frac{1 + i\nu}{2}\right) - 8\Phi\left(\frac{1 - i\nu}{2}\right),
\]

(61)

where \( \Psi(x) = \Gamma'(x)/\Gamma(x) \) is the Euler \( \Psi \)-function and

\[
\Phi(x) = \sum_{k=0}^{\infty} \frac{2}{k + x} \sum_{r=0}^{\infty} \frac{(-1)^{r+1}}{(k + 1 + r)^2}.
\]

(62)

The function \( \alpha(\nu) \) was computed at leading order in [30] and it is given by

\[
\alpha_2(\nu) = i \frac{16\pi^5}{N^2 - 1} \frac{\tanh\left(\frac{\pi\nu}{2}\right)}{\nu \cosh^2\left(\frac{\pi\nu}{2}\right)}.
\]

(63)

Next we consider the computation of the next-to-leading order pomeron residue \( \alpha_3(\nu) \).

\[\text{Notice that the BFKL spin at NLO starts to contribute to the four-point function of the stress-energy tensor multiplet only at four loops.}\]
and
\[ \alpha(\nu) = \frac{\pi^2}{N^2 - 1} \frac{1}{\nu} \sum_{n=2}^{\infty} g^{2n} \left[ G_n\left(\frac{i\nu - 1}{2}\right) - G_n\left(\frac{-i\nu - 1}{2}\right) \right], \tag{65} \]
so that \( F_n \) and \( G_n \) have transcendentality \( 2n - 1 \) and can be written in terms of harmonic sums. In particular, for the above pomeron spin formulae \((60)\) and \((61)\), and for the pomeron residues determined from integrals \((57)\) and \((59)\), we have
\[
F_1(x) = -4 S_1, \tag{66}
\]
\[
F_2(x) = 4 \left( \pi^2 \ln 2 - \frac{3}{2} \zeta_3 + \frac{\pi^2}{3} S_1 + \pi^2 S_{-1} + 2S_3 - 4S_{-2,1} \right), \tag{67}
\]
\[
G_2(x) = 16 S_3, \tag{68}
\]
\[
G_3(x) = -128 \left( 2\zeta_3 S_2 - 4\zeta_3 S_{1,1} - 2S_{1,4} - 2S_{2,3} + 4S_{1,1,3} + 3\zeta_4 S_1 + S_5 + \frac{\zeta_2}{2} S_3 \right), \tag{69}
\]
\[ + i64\pi \left( S_4 + 2\zeta_3 S_1 - 2S_{1,3} \right), \]
where all harmonic sums have argument \( x \).

In [39] the next-to-leading order pomeron residue \( \alpha_3(\nu) \) was computed using the techniques of operator expansion over colour dipoles [40]. However, the proposed expression is different from our result obtained from taking directly the Regge limit of the three-loop contribution to the four-point function. We are confident that our result is correct, in part, because of the non-trivial consistency check that we will perform in section 5. Nonetheless, we are not able to pinpoint any specific mistake in the calculations of [39]. It would be interesting to return to this question using the recent works [41, 42].

Finally, let us just make a technical remark, that will be useful when analysing the residue of \( \alpha_3(\nu) \) near \( J = 1 \). It turns out that, using expression \((108)\) given in appendix C we can express \( \alpha_3(\nu) \) in terms of simpler functions
\[
\alpha_3(\nu) = \frac{1}{4} \alpha_2 \left( j_1^2 + 16\zeta_2 \right) - 16i\pi^7 \frac{\sinh\left(\frac{3\pi\nu}{2}\right) - 11 \sinh\left(\frac{\pi\nu}{2}\right)}{3\nu \cosh^5\left(\frac{\pi\nu}{2}\right)} + \frac{i\pi}{2} j_1 \alpha_2. \tag{70}
\]
Notice that the first two terms are imaginary and the last term is real because \( \alpha_2(\nu) \) is imaginary for real \( \nu \).

### 4.3 Higher-loop prediction for leading logs

In section 3.3 we saw that for the light-like OPE limit the leading log dependence in \( u \) at any loop order is fixed by the LO anomalous dimensions and OPE coefficients. Something analogous occurs in the Regge limit. In fact, the general form of the amplitude \((55)\) implies that knowledge of the leading order spin \( j_1(\nu) \) and residue \( \alpha_2(\nu) \), automatically fixes the leading log \( \sigma \) dependence of the amplitude at any loop order. More precisely, for \( n \geq 2 \) we have
\[
8 \left( \frac{\pi^2}{N^2 - 1} \zeta_0^{(n)}(\rho) = \frac{2\pi i}{(n-2)!} \int d\nu \alpha_2(\nu) [-j_1(\nu)]^{n-2} \Omega_{i\nu}(\rho). \tag{71}
\]
Using expressions (60), (63) and (54), we can write
\[ \xi_0^{(n)}(\rho) = -\frac{\pi^4 4^{n-2}}{(n-2)! \sinh \rho} I_{n-2}(\rho), \]
(72)

where
\[ I_n(\rho) = \int d\nu \frac{\tanh(\frac{\pi \nu}{2})}{\cosh^2(\frac{\pi \nu}{2})} \left[ S_1 \left( \frac{i\nu - 1}{2} \right) + S_1 \left( \frac{-i\nu - 1}{2} \right) \right]^n \sin(\nu \rho). \]
(73)

In appendix F, we show that this integral obeys a recursion relation. The final result reads
\[ \xi_0^{(n)}(\rho) = -\frac{\pi^2 4^{n-1}}{(n-2)!} \frac{r}{1-r} B_{n-2}(r), \]
(74)

where \( r = e^{-2\rho} \) and \( B_n \) obeys the recursion relation
\[ B_n(r) = \int_0^1 \frac{dx}{1-x} \left[ 2B_{n-1}(r) - B_{n-1}(rx) - \frac{1}{x} B_{n-1} \left( \frac{r}{x} \right) \right], \]
(75)

with initial condition
\[ B_0(r) = \log^2 \frac{r}{1-r}. \]
(76)

The solution of this recursion relation can always be written explicitly in terms of harmonic polylogarithms. For example, at four and five loops we predict that
\[ \xi_0^{(4)}(\rho) = \frac{64\pi^2 r}{(1-r)^2} \left( H_{0,0,0,0} + 4H_{2,0,0} + 4H_{1,0,0,0} + 8H_{1,1,0,0} - 4\zeta_3(H_0 + 2H_1) - 6\zeta_4 \right), \]
(77)
\[ \xi_0^{(5)}(\rho) = \frac{256\pi^2 r}{3(1-r)^2} \left( H_{0,0,0,0,0} + 6(4H_{1,2,0,0} + 2H_{2,0,0,0} + 4H_{2,1,0,0} + H_{1,0,0,0,0} + 4H_{1,1,0,0,0}) \right.
\[ + 8(H_{3,0,0,0,0} + 6H_{1,1,1,0,0}) - 6\zeta_3(4H_2 + H_{0,0} + 4H_{1,0} + 8H_{1,1}) - 6\zeta_4(H_0 + 6H_1) - 6\zeta_5 \big), \]

where we omitted the dependence of the harmonic polylogarithms in the variable \( r \).

In general, we expect the \( \xi_0^{(n)} \) to be given by the product of the rational pre-factor \( \pi^2 r/(1-r)^2 \) times a linear combination of harmonic polylogarithms of transcendentality \( n \) and invariant under \( r \to 1/r \).

### 4.4 Next-to-leading log at four loops

Since we know the NLO Regge spin and residue, we can also express the next-to-leading log (NLL) behaviour in \( \log \sigma \) as a transform with respect to the harmonic function \( \Omega_{\nu \nu} \). Let us consider for simplicity the case of four loops. In this case the NLL term is given by the following integral
\[ \frac{8}{N^2 - 1} \xi_1^{(4)}(\rho) = -2\pi i \int d\nu \left( j_2(\nu)\alpha_2(\nu) + j_1(\nu)\alpha_3(\nu) \right) \Omega_{\nu \nu}(\rho). \]
(78)
The integral over $\nu$ can be done using integral representations for the BFKL spin and residue, or just by deforming the contour picking poles and matching to an appropriate ansatz, with result

$$\xi_1^{(4)} = \frac{64\pi^2 r}{(r^2 - 1)} \left( 2H_{3,0,0} + 2H_{2,0,0,0} + 4H_{2,1,0,0} + \zeta_2 H_{0,0,0} - 2\zeta_3 (2H_2 + H_0) + \frac{5\zeta_4}{4}H_0 - 2\zeta_5 \right)$$

$$+ \frac{64\pi^2 r}{(1-r)^2} \left( H_{0,0,0,0,0} + 2H_{3,0,0} + \zeta_2 (H_{0,0,0} + 2H_{1,0,0}) + \zeta_3 (H_{0,0} - 2\zeta_2) - 6\zeta_4 H_0 - 12\zeta_5 \right)$$

$$+ \frac{256\pi^2 r}{(1-r)^2} \left( H_{0,0,0,0,0} + 4H_{3,0,0} + 4H_{1,0,0,0,0} + 6(2H_{1,2,0,0} + H_{2,0,0,0} - 2H_{2,1,0,0} + 4H_{1,1,1,0,0}$$

$$+ 2H_{1,1,0,0,0}) + \frac{\zeta_2 (H_{0,0,0} + 2H_{1,0,0} + 2\zeta_3)}{2} - 4\zeta_3 (3H_2 + H_{0,0} + 3H_{1,0} + 6H_{1,1})$$

$$- 3\zeta_4 (H_0 + 6H_1) - 4\zeta_5 \right) + \pi i \xi_0^{(4)},$$

(79)

where the first two lines correspond to the first term in [78] and the last three to the remaining part. Notice that there is a different prefactor which comes precisely from the $\Phi$ function in the Regge spin $j_2(\nu)$ in [60], that can be written using Harmonic Sums with negative indices. The term proportional to $\xi_0^{(4)}$ in the last line is imaginary.

5 Conformal Regge Theory

In the previous two sections, we considered two kinematical limits of the four point function of the stress tensor multiplet in SYM. A priori, these two limits seem unrelated. However, this is not the case. The connection between the two limits can be established through Conformal Regge Theory [7]. We shall not repeat the complete argument made in [7] but we will briefly review the main steps involved.

The starting point is the conformal block decomposition [20] written as

$$A_R(u, v) = \sum_{J=0}^{\infty} \int_{-\infty}^{\infty} d\nu \frac{i\nu d_R^J(\nu^2)}{\pi K_{2+i\nu, J}} G_{2+i\nu,J}(u, v),$$

(80)

where

$$K_{\Delta, J} = \frac{\Gamma(\Delta + J) \Gamma(\Delta - 1 + J)}{4^{J-1} \Gamma^6 (\frac{\Delta + J}{2}) \Gamma^2 (\frac{4 - \Delta + J}{2})}.$$  

(81)

To reproduce the exchange of an operator of dimension $\Delta$ and spin $J$, as written in [20], the partial amplitude must have the singular behaviour

$$a_R^J(\nu^2) \approx a_R^J \frac{K_{\Delta, J}}{\nu^2 + (\Delta - 2)^2},$$

(82)

such that we recover [20] by closing the integration contour in the lower half of the $\nu$ complex plane and perform the integral by residues.

---

8The existence of a relation was known before [38], but not the precise form of equation (81) given below.
From now on, we restrict our attention to the singlet channel \( A_1 \). The next step is to consider the Sommerfeld-Watson transform, keeping only the operators in the leading Regge trajectory, for which we have a relation \( \Delta = \Delta(J) = 2 + J + \gamma(J - 2) \) in the notation of section 3.2. Analytically continuing in the spin \( J \), the Sommerfeld-Watson integration over \( J \) can be done by picking the Regge pole \( j(\nu) \) defined by

\[
\nu^2 + \left( \Delta(j(\nu)) - 2 \right)^2 = 0,
\]

and we obtain the final result (55) where

\[
\alpha(\nu) = -\frac{\pi^2 2^{j(\nu)-3} e^{i\pi j(\nu)/2}}{\nu \sin \left( \frac{j(\nu)}{2} \right)} \frac{\gamma(\nu)\gamma(-\nu)j'(\nu)K_{2+i\nu,j(\nu)}}{b_{j(\nu)}},
\]

with \( b_J \) defined in (37) and

\[
\gamma(\nu) = \Gamma^2 \left( \frac{2 + j(\nu) + i\nu}{2} \right).
\]

We refer to the function \( \alpha(\nu) \) as the Regge residue, since it is related to the residue of the dominant Regge pole that follows from (82).

Equations (83) and (84) establish a precise relation between the two kinematical limits studies in the previous sections. The pomeron spin \( j(\nu) \) and residue \( \alpha(\nu) \) are related to analytic continuations of the dimensions \( \Delta(J) \) and (square of) OPE coefficients \( b_J \) of the leading twist operators. Since relation (83) does not commute with perturbation theory it is possible to obtain all-loop predictions for the function \( \Delta(J) \) from the BFKL spin \( j(\nu) \), and vice versa. This was explored at weak coupling in [13] and at strong coupling in [7]. In fact (83) was crucial in determining perturbative information about the anomalous dimension at four loops. The mismatch between the prediction coming from (83) and \( j(\nu) \), and known data at four loops computed from the asymptotic Bethe ansatz, was resolved by including wrapping effects [10]. Thus, both eqs. (83) and (84) can be used as a consistency check on the available data in both regimes. In particular, they also provide a new test that direct computations of OPE coefficients must pass.

### 5.1 Prediction for OPE coefficients

In this section we shall use equation (84) and the perturbative expressions of \( \alpha(\nu) \) given in section [4] to derive all loop predictions for the square of OPE coefficients, \( b_J \). As explained in [7], we take in (84) the double limit \( g^2 \to 0 \) and \( J \to 1 \), with fixed ratio \( g^2/(J - 1) \), and write the square of the OPE coefficients in an expansion around \( J = 1 \) as

\[
b_J = (J - 1) f \left( \frac{g^2}{J - 1} \right) + (J - 1)^2 h \left( \frac{g^2}{J - 1} \right) + O((J - 1)^3) ,
\]

with

\[
f(x) = \sum_{n=0} f_n x^n, \quad h(x) = \sum_{n=0} h_n x^n .
\]
Then, expanding (84) near \( \nu = -i \), we obtain a system of equations for the coefficients \( f_n \) and \( h_n \). With the knowledge of \( \alpha_2(\nu) \) and \( \alpha_3(\nu) \), this can be solved for all \( f_n \) and \( h_n \), with the first terms given by
\[
\begin{align*}
 f_0 &= \frac{2}{3}, & f_1 &= \frac{64}{9}, & f_2 &= \frac{32}{27} (61 - 3\pi^2), & f_3 &= \frac{256}{81} (223 - 12\pi^2 - 27\zeta_3), \\
 h_0 &= \frac{2}{9} (-8 + 3 \ln 2), & h_1 &= \frac{4}{27} (-244 + 9\pi^2 + 48 \ln 2), \\
 h_2 &= \frac{16}{27} (153\zeta_3 - 892 + 122 \ln 2 - 2\pi^2 (3 \ln 2 - 20)), & h_3 &= \frac{64}{1215} \left( 20 (669 \ln 2 - 27\zeta_3 (3 \ln 2 - 44) - 6320) + 171\pi^4 + \pi^2 (6405 - 720 \ln 2) \right).
\end{align*}
\]
Equations (42) and (32), together with the explicit results for the OPE coefficients up to three loops derived in [11] and reviewed in appendix B, can be used to check that all these coefficients are indeed correct. This check is extremely non-trivial, therefore confirming our NLO computation of the Regge residue \( \alpha_3(\nu) \) in (69). Moreover, forthcoming computations of OPE coefficients at higher loops must pass this test of conformal Regge theory. We state here the prediction for four loops
\[
\begin{align*}
 f_4 &= \frac{512 (15800 - 915\pi^2 - 36\pi^4)}{1215}, \\
 h_4 &= -\frac{256 (9\pi^4 (24 \ln 2 - 221) + 90\pi^2 (81\zeta_3 - 669 + 61 \ln 2))}{3645} \\
 &\quad + \frac{1280 (21870\zeta_5 - 218720 + 18960 \ln 2 + 31293\zeta_3)}{3645}.
\end{align*}
\]

6 Conclusion

We have studied the Regge limit and the Lorentzian OPE limit of the four-point function of stress tensor multiplets in SYM up to three loops. Its consistency with the OPE had previously been verified in [11] by taking limits on the individual integrals. Here we have verified its consistency with conformal Regge theory [7] by performing the relevant analytic continuation of the integrated result. In particular we were able to verify the leading log behaviour predicted by [7] and derive the next-to-leading log behaviour from the known analytic form of the four-point function at three loops [8]. Both the leading and next-to-leading log contributions respect maximal transcendentality. With the leading and next-to-leading log contributions in the Regge limit to hand we were able to make predictions at all orders in the 't Hooft coupling for the leading and next-to-leading contributions to the three-point functions of two stress tensors and one twist-two operator in the limit \( J \to 1 \).

Using our results for the Regge limit of the four-point function at three loops, we were also able to predict the behaviour of the four-point function in both kinematical limits at higher loop orders. These predictions place strong constraints on the form of the four-point function at higher loops. We hope that they can be used as input for perturbative bootstrap of the kind that has been successfully applied to scattering amplitudes in planar \( \mathcal{N} = 4 \) super
Yang-Mills theory in [43, 44, 45]. Indeed, the problems of bootstrapping the correlation function and scattering amplitudes are quite analogous. In both problems we have analytic constraints from an operator product expansion; in the case of the correlator this is just the Lorentzian OPE we studied in Section 3, while for the scattering amplitude it is the OPE of the dual light-like Wilson loop [46]. Also for both problems there is a Regge limit which, at least perturbatively, provides different information from the OPE.

In order to investigate the constraints imposed by the Lorentzian OPE and Regge limits on the correlation function at higher loops one must first construct an ansatz. The ansatz consists of two parts; firstly one needs the leading singularities, then one needs to specify the relevant class of pure transcendental functions. In the case of the three-loop correlator, the leading singularities are the rational functions of $z$ and $\overline{z}$ appearing as prefactors of the functions $f$, $g$ and $h$ in (10), while the pure transcendental functions are $f$, $g$ and $h$ themselves.

It is tempting to conjecture that no new leading singularities appear beyond three loops, i.e. that the four-point function can be written in the form (10) to all orders, with the functions $f^{(l)}$, $g^{(l)}$ and $h^{(l)}$ given by linear combinations of single-valued multiple polylogarithms of weight $2l$. The reason is that it is not obvious that one can introduce new prefactors, algebraic functions of $z$ and $\overline{z}$, which respect crossing symmetry and reduce to the required form in the Lorentzian OPE limit. However we have not investigated this question in detail and it could be that leading singularities of a different form do arise at some loop order. Ultimately this question can be answered by studying the form of the integrand at higher loops found in [9].

The relevant class of transcendental functions was partly uncovered in [8]. In addition to the letters $\{z, \overline{z}, 1 - z, 1 - \overline{z}\}$ appearing in the symbol of the four-point function up to two loops, a fifth letter $z - \overline{z}$ appears at three loops. Furthermore, a specific four-loop integral was evaluated using techniques developed in [47], and another letter $1 - z\overline{z}$ was needed. Further letters related by crossing symmetry are therefore needed to describe the same integral in different orientations. Thus a minimal ansatz for the class of transcendental functions is that they are given by single-valued multiple polylogarithms whose symbols are described by the set of eight letters $\{z, \overline{z}, 1 - z, 1 - \overline{z}, z - \overline{z}, 1 - z\overline{z}, 1 - z - \overline{z}, z + \overline{z} - z\overline{z}\}$.

It would be interesting to know whether the above ansatz is sufficient to admit a solution compatible with the OPE and Regge limit and if so, how many undetermined coefficients remain after imposing the constraints. We leave this exercise for the future.

Another interesting direction for future investigation is to consider four-point functions of $\frac{1}{2}$-BPS operators of the higher $SU(4)$ representations $[0, p, 0]$. Up to two loops such correlators are given in terms of the same integrals appearing in the stress-energy correlation function [38]. It would be interesting to see if a similar pattern continues at higher loops and whether such questions can be answered by applying consistency of OPE and Regge limits against an ansatz.
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A SO(6) projectors

The $S_0(6)$ projectors used in the main text were constructed in [20]. In our notation, they read

\[ P_1 = \frac{1}{20} y_{12}^4 y_{34}^4 , \]
\[ P_{15} = \frac{1}{4} y_{12}^2 y_{34}^2 (y_{24}^2 y_{13}^2 - y_{23}^2 y_{14}^2) , \]
\[ P_{20} = \frac{1}{10} y_{12}^2 y_{34}^2 (3y_{24}^2 y_{13}^2 + 3y_{23}^2 y_{14}^2 - y_{12}^2 y_{34}^2) , \]
\[ P_{84} = \frac{1}{3} (y_{13}^4 y_{24}^4 + y_{23}^4 y_{14}^4) + \frac{1}{30} y_{12}^4 y_{34}^4 - \frac{2}{3} y_{13}^2 y_{32}^2 y_{24}^2 y_{14}^2 - \frac{1}{6} y_{12}^2 y_{34}^2 (y_{24}^2 y_{13}^2 + y_{23}^2 y_{14}^2) , \]
\[ P_{105} = \frac{1}{6} (y_{13}^4 y_{24}^4 + y_{23}^4 y_{14}^4) + \frac{1}{60} y_{12}^4 y_{34}^4 + \frac{2}{3} y_{13}^2 y_{32}^2 y_{24}^2 y_{14}^2 - \frac{2}{15} y_{12}^2 y_{34}^2 (y_{24}^2 y_{13}^2 + y_{23}^2 y_{14}^2) , \]
\[ P_{175} = \frac{1}{2} (y_{13}^4 y_{24}^4 - y_{23}^4 y_{14}^4) - \frac{1}{4} y_{12}^2 y_{34}^2 (y_{24}^2 y_{13}^2 - y_{23}^2 y_{14}^2) . \]
Comparing with (4), we conclude that

\[
A_1 = 1 + \frac{u^2(1 + v^2)}{20v^2} + \frac{u(u + 10(v + 1))}{15v(N^2 - 1)} + \frac{2u(u^2 - 8u(v + 1) + 10(v(v + 4) + 1)) F(u, v)}{15v(N^2 - 1)},
\]

\[
A_{15} = \frac{u^2(v^2 - 1)}{20v^2} - \frac{2u(1 - v)}{5v(N^2 - 1)} - \frac{2u(v - 1)(u - 2(v + 1)) F(u, v)}{5v(N^2 - 1)},
\]

\[
A_{20} = \frac{u^2(1 + v^2)}{20v^2} + \frac{u(u + 10(v + 1))}{30v(N^2 - 1)} + \frac{u(u^2 - 5u(v + 1) + 10(v - 1)^2) F(u, v)}{15v(N^2 - 1)},
\]

\[
A_{84} = \frac{u^2(1 + v^2)}{20v^2} - \frac{u^2}{10v(N^2 - 1)} - \frac{u^2(u - 3(v + 1)) F(u, v)}{5v(N^2 - 1)},
\]

\[
A_{105} = \frac{u^2(1 + v^2)}{20v^2} + \frac{u^2}{5v(N^2 - 1)} + \frac{2u^3 F(u, v)}{5v(N^2 - 1)},
\]

\[
A_{175} = \frac{u^2(v^2 - 1)}{20v^2} + \frac{2u^2(v - 1) F(u, v)}{5v(N^2 - 1)}.
\]

\[\text{B Anomalous dimensions and OPE coefficients}\]

For completeness we present expressions for the anomalous dimensions of leading twist operators and associated OPE coefficients derived in [31]. The perturbative functions \(\gamma_n(J)\), as defined in the main text in (33), are given by

\[
\gamma_1 = 8S_1,
\]

\[
\gamma_2 = 8(2S_{-2,1} - S_{-3} - 2S_{-3}S_1 - 2S_1S_2 - S_3),
\]

\[
\gamma_3 = 64(3S_{-5} + 8S_{-4}S_1 + S_{-2}^2S_1 + 6S_{-3}S_1^2 + S_{-3}S_2 + 4S_{-2}S_1S_2 + 2S_1S_2^2 + 2S_{-2}S_3 + 2S_1S_3 + 2S_2S_3 + 3S_1S_4 + S_5 - 6S_{-4,1} - 12S_{1}S_{-3,1} - 6S_{-3,2} - 4S_1^2S_{-2,1} - 2S_2S_{-2,1} - 10S_1S_{-2,2} - 6S_{-2,3} + 12S_{-3,1,1} + 16S_1S_{-2,1,1} + 12S_{-2,1,2} + 12S_{-2,2,1} - 24S_{-2,1,1,1})
\]

The definition of the harmonic sums is given in equation (106) of the next appendix, and we omitted their argument, which is \(J\).

The perturbative expansion of the square of OPE coefficients in (32) is given by

\[
a_0 = 1,
\]

\[
a_1 = -4S_2,
\]

\[
a_2 = 16(3\zeta_3 S_1 + c_{2,4}),
\]

\[
a_3 = 64(\zeta_5 c_{3,1} + \zeta_3 c_{3,3} + c_{3,6}).
\]
where

\[ c_{2,4} = \frac{5}{2}S_{-4} + S_{-2}^2 + 2S_{-3}S_1 + S_{-2}S_2 + S_2^2 + 2S_1S_3 + \frac{5}{2}S_4 - 2S_{-3,1} - S_{-2,2} - 2S_{1,3}, \]  

(102)

\[ c_{3,1} = -\frac{25}{2}S_1, \]  

(103)

\[ c_{3,3} = -3S_{-3} - 10S_{-2}S_1 + \frac{4}{3}S_3^3 - 6S_1S_2 - \frac{4}{3}S_3 + 6S_{-2,1}, \]  

(104)

\[ c_{3,6} = -11S_{-6} + \frac{5}{2}S_{-3}^2 - 5S_{-4}S_{-2} - \frac{41}{2}S_{-5}S_1 - S_{-3}S_{-2}S_1 - 5S_{-4}S_1^2 - 2S_{-2}S_1^2 \]  

\[ + \frac{4}{3}S_{-3}S_1^3 - \frac{13}{2}S_{-4}S_2 - \frac{3}{2}S_{-2}S_2^2 - 10S_{-3}S_1S_2 - 2S_{-2}S_2^2 - S_2^3 - \frac{16}{3}S_{-3}S_3 \]  

\[ - 8S_{-2}S_1S_3 - 6S_1S_2S_3 - 3S_3^2 - 3S_{-2}S_4 + 9S_1^2S_4 - 4S_2S_4 + \frac{15}{2}S_1S_5 - \frac{13}{2}S_6 \]  

\[ + 14S_{-5,1} + 11S_1S_{-4,1} + 9S_{-4,2} - 12S_1S_{-3,2} + 10S_{-2}S_{-3,1} - 4S_1S_{-3,3} \]  

\[ + 8S_2S_{-3,1} + 4S_1S_{-3,2} + 9S_{-3,3} - 10S_{-3}S_{-2,1} + 14S_{-2}S_1S_{-2,1} - \frac{8}{3}S_1S_{-2,1} \]  

\[ + 4S_1S_2S_{-2,1} + \frac{20}{3}S_3S_{-2,1} + 10S_{-2}S_{-2,2} - 6S_2S_{-2,2} + 6S_2S_{-2,2} \]  

\[ + 6S_1S_{-2,3} + 11S_{-2,4} - 6S_2S_{1,3} - 4S_1S_{1,4} - 4S_{1,5} + 4S_1S_2S_3 + 4S_{2,4} - 12S_{-4,1,1} \]  

\[ + 8S_1S_{-3,1,1} - 2S_{-3,1,2} - 2S_{-3,2,1} - 24S_1S_{-2,2,1} - 20S_{-2}S_{-2,2,1} + 16S_1S_{-2,2,1} \]  

\[ - 8S_2S_{-2,1,1} + 16S_1S_{-2,1,2} - 6S_{-2,1,3} + 16S_1S_{-2,2,1} + 4S_{-2,2,2} - 6S_{-2,3,1} - 4S_1S_{1,1,3} \]  

\[ - 8S_{1,1,4} + 8S_{1,3,2} - 8S_{-3,1,1,1} - 48S_1S_{-2,1,1,1} - 20S_{-2,1,2,1} - 20S_{-2,2,1,1} + 16S_{1,1,1,3} + 64S_{-2,1,1,1,1}. \]

C Harmonic sums and reflection symmetry

Harmonic sums can be recursively defined as,

\[ S_{a_1,a_2,...,a_n}(x) = \sum_{y=1}^{x} \frac{\text{sign}(a_1)^y}{y^{|a_1|}} S_{a_2,...,a_n}(y), \]  

(106)

where the term with no indices is defined as \( S(y) = 1 \) and the argument \( x \) is assumed to be an integer. However, harmonic sums can be analytically continued to every value of \( x \); details can be seen in [49, 50].

There are certain quantities in the Regge kinematics that can be written as an antisymmetric or symmetric combination of harmonic sums at \( x \) and \(-1-x\), where \( x = (i\nu - 1)/2 \). For example, the BFKL spin is symmetric under the exchange of \( x \to -1-x \) while the prefactor \( \alpha \) contains an antisymmetric factor under this symmetry. In the perturbative regime the coefficients of the \( \ln \sigma \) terms in the four-point function are written as products like \( f^m_q \alpha^n_q \) which have well defined symmetry under \( x \to -1-x \), but involve products of harmonic sums with arguments \( x \) and \(-x-1\). It is sometimes possible to express these functions in terms
of linear combinations of harmonic sums without mixed arguments. As a simple example consider,

$$S_1(x)S_2(-1 - x) + S_1(-1 - x)S_2(x)$$  \hspace{1cm} (107)

which is equivalent to,

$$6\zeta_3 + \left(S_1(x)S_2(x) + S_3(x) - 2S_{21}(x) + (x \leftrightarrow -1 - x)\right).$$  \hspace{1cm} (108)

Identities like this one are sometimes useful to rewrite expressions in a simpler form as in equation (70). They can also be used in more technical aspects such as finding expansions near some point. We have discovered these identities performing numerical experiments but we are not aware of analytic derivations.

**D Integral representation for leading logs**

Consider the sum

$$T_n(z) = \sum_{J=0}^{\infty} \frac{J!^2}{(2J)!} (S_1(J))^n z^J F(2 + 2J, z).$$  \hspace{1cm} (109)

It is not hard to show that

$$T_0(z) = \frac{2 - z}{2(1 - z)}. \hspace{1cm} (110)$$

Let us use the integral representation of the hypergeometric function

$$\frac{J!^2}{(2J)!} z^J F(2 + 2J, z) = (2J + 1) \int_0^1 \frac{dt}{1 - zt} \left( \frac{zt(1 - t)}{1 - zt} \right)^J, \hspace{1cm} (111)$$

and of the harmonic sum

$$S_1(J) = \int_0^1 dx \frac{1 - x^J}{1 - x}, \hspace{1cm} (112)$$

to write

$$T_n(z) = \int_0^1 \frac{dt}{1 - zt} \prod_{k=1}^n \frac{dx_k}{1 - x_k} \sum_{J=0}^{\infty} (2J + 1) \left( \frac{zt(1 - t)}{1 - zt} \right)^J \prod_{i=1}^n (1 - x_i^J). \hspace{1cm} (113)$$

We can now expand the product

$$\prod_{i=1}^n (1 - x_i^J) = \sum_{\{w\}} (-1)^{\Sigma_i w_i} \left( \prod_{j=1}^n x_j^{w_j} \right)^J, \hspace{1cm} (114)$$

where the sum runs over all lists $\{w\} = \{w_1, \ldots, \omega_n\}$ with $w_i = 0, 1$. Finally, we can use

$$\sum_{J=0}^{\infty} (2J + 1) y^J = \frac{1 + 3y^2}{(1 - y^2)^2}, \hspace{1cm} (115)$$
to write
\[ T_n(z) = \int_0^1 \frac{dt}{1-zt} \int_0^1 \prod_{k=1}^n \frac{dx_k}{1-x_k} \sum_{\{w\}} (-1)^{\sum_i w_i} \frac{1 + 3y^2}{(1-y^2)^2} , \] (116)

where
\[ y = \frac{zt(1-t)}{1-zt} \prod_{j=1}^n x_j^w. \] (117)

### E Lorentzian OPE limit at four loops

In this appendix we give the explicit form of our predictions for the behaviour of the four point function at four loops in the Lorentzian OPE limit. The results are given in terms of harmonic polylogarithms following the notation of [22]:

\[ \kappa_1^{(4)} = \frac{8}{3} (10H_{1,4} - 20H_5 + 10H_{2,3} + 14H_{3,2} + 6H_{4,1} - 6H_{1,3,1} + 3H_{2,1,2} - 3H_{2,2,1} \\
+ 6H_{3,1,1} - 3H_{1,2,1,1} + 3H_{2,1,1,1}) , \] (118)

\[ \tilde{\kappa}_1^{(4)} = -\frac{8}{3} (36H_{1,4} + 36H_{2,3} + 44H_{3,2} + 24H_{4,1} + 24H_{1,1,3} + 28H_{1,2,2} + 16H_{1,3,1} \\
+ 28H_{2,1,2} + 16H_{2,2,1} + 28H_{3,1,1} + 15H_{1,1,1,2} + 15H_{1,1,2,1} + 12H_{1,2,1,1} + 18H_{2,1,1,1}) , \] (119)

\[ \kappa_2^{(4)} = 8(60H_6 - 10H_{1,5} - 10H_{2,4} - 22H_{3,3} - 40H_{4,2} - 38H_{5,1} + 8H_{1,1,4} + 8H_{1,2,3} \\
- 2H_{1,3,2} + 16H_{1,4,1} + 7H_{2,1,3} - 3H_{2,2,2} - 8H_{3,1,2} - 2H_{3,2,1} - 24H_{4,1,1} + 8H_{1,1,1,3} \\
+ H_{1,2,1,2} + 8H_{1,2,2,1} - 2H_{1,3,1,1} + 3H_{2,1,1,2} - 4H_{2,1,2,1} - 8H_{2,2,1,1} - 6H_{3,1,1,1} \\
+ 4H_{1,1,1,2} - 4H_{1,2,1,1,1}) + 1152\zeta_3(2H_3 - H_{1,2}) , \] (120)
\( \tilde{\kappa}_2^{(4)} = 8(60H_{1,5} + 60H_{2,4} + 84H_{3,3} + 120H_{4,2} + 96H_{5,1} + 24H_{1,1,4} + 36H_{1,2,3} + 50H_{1,3,2} + 30H_{1,4,1} + 36H_{2,1,3} + 50H_{2,2,2} + 30H_{2,3,1} + 58H_{3,1,2} + 34H_{3,2,1} + 72H_{4,1,1} + 13H_{1,1,1,3} + 19H_{1,1,2,2} + 14H_{1,1,3,1} + 23H_{1,2,1,2} + 3H_{1,2,2,1} + 18H_{1,3,1,1} + 23H_{2,1,1,2} + 19H_{2,1,2,1} + 22H_{2,2,1,1} + 26H_{3,1,1,1} + 8H_{1,1,1,1,2} - 6H_{1,1,1,2,1} - 4H_{1,2,1,1,1} + 2H_{1,2,1,1,1,1} \) + 1152\zeta_3(4H_{1,2} + 2H_{2,1} + 3H_{1,1,1}), \tag{121} \)

\( \kappa_3^{(4)} = -8(280H_7 + 20H_{1,6} + 20H_{2,5} - 4H_{3,4} - 88H_{4,3} - 208H_{5,2} - 300H_{6,1} + 80H_{1,1,5} + 64H_{1,2,4} + 28H_{1,3,3} - 14H_{1,4,2} + 22H_{1,5,1} + 74H_{2,1,4} + 26H_{2,2,3} - 6H_{2,3,2} - 54H_{2,4,1} + 36H_{3,1,3} - 20H_{3,2,2} - 36H_{3,3,1} - 38H_{4,1,2} - 42H_{4,2,1} - 120H_{5,1,1} + 46H_{1,1,1,4} + 26H_{1,1,2,3} + 18H_{1,1,3,2} - 10H_{1,1,4,1} + 18H_{1,2,1,3} + 11H_{1,2,2,2} + 5H_{1,3,1,1} + 7H_{1,3,1,2} - 12H_{1,3,1,2} - 42H_{1,4,1,1} + 18H_{2,1,1,3} + 15H_{2,1,2,2} - 25H_{2,1,3,1} + 2H_{2,2,1,2} - 12H_{2,2,2,1} - 28H_{3,2,1} - H_{3,1,1,2} - 13H_{3,1,1,2} - 32H_{3,2,1,1} - 14H_{4,1,1,1} + 12H_{1,1,1,1} + 32H_{1,1,1,2} - 8H_{1,1,2,1} + 11H_{1,1,2,2} + 5H_{1,1,2,2} - 2H_{1,2,1,1} + 11H_{1,2,1,1,2} - 13H_{1,2,1,2,1} - 26H_{2,2,1,1} - 12H_{3,1,1,1} - 6H_{2,1,1,1} + 2H_{2,1,1,1,2} + 4H_{2,2,1,1,1} + 4H_{2,2,1,1,1} - 768\zeta_3(H_{1,3} + 8H_{4} - 13H_{2,2} - 20H_{3,1} - 6H_{1,1,2} + 4H_{1,2,1} - 16H_{2,1,1} - 6H_{1,1,1,1}) - 21120\zeta_5H_2, \tag{122} \)

\( \tilde{\kappa}_3^{(4)} = -8(120H_{1,6} + 120H_{2,5} + 168H_{3,4} + 336H_{4,3} + 576H_{5,2} + 640H_{6,1} + 24H_{1,2,4} + 84H_{1,3,3} + 168H_{1,4,2} + 164H_{1,5,1} + 24H_{2,1,4} + 84H_{2,2,3} + 168H_{2,3,2} + 164H_{2,4,1} + 84H_{3,1,3} + 168H_{3,2,2} + 140H_{3,3,1} + 216H_{4,1,2} + 152H_{4,2,1} + 320H_{5,1,1} + 14H_{1,1,1,4} + 6H_{1,1,2,3} + 44H_{1,1,3,2} + 36H_{1,1,4,1} + 18H_{1,2,1,3} + 30H_{1,2,2,2} + 16H_{1,3,1,2} + 46H_{1,3,1,2} + 10H_{1,3,2,1} + 80H_{1,4,1,1} + 30H_{2,1,1,3} + 44H_{2,1,2,2} + 46H_{2,1,3,1} + 66H_{2,2,1,2} + 14H_{2,2,2,1} + 80H_{2,3,1,1} + 72H_{3,1,1,2} + 36H_{3,1,2,1} + 80H_{3,2,1,1} + 72H_{4,1,1,1} + 12H_{1,1,1,1,3} + 8H_{1,1,1,2,2} - 14H_{1,1,1,3,1} + H_{1,1,2,1,2} - 25H_{1,1,2,2,1} - 2H_{1,1,3,1,1} + 3H_{1,2,1,1,2} - 15H_{1,2,1,2,1} + 22H_{1,2,2,1,1} + 10H_{1,3,1,1,1} + 26H_{2,1,1,1,2} - 24H_{2,1,1,2,1} - 8H_{2,1,2,1,1} + 6H_{2,2,1,1,1} - 8H_{1,1,1,1,2} + 4H_{1,1,1,2,1,1} + 4H_{1,1,1,2,1,1} - 768\zeta_3(28H_{2,2} + 36H_{3,1} + 2H_{1,1,2} + 3H_{1,2,1} + 23H_{2,1,1} - 2H_{1,1,1,1} - 21120\zeta_5H_1, \tag{123} \)

F Recursion relation for leading logs

Consider the integral

\[ I_n = \int d\nu \frac{\tanh(\nu \pi/2)}{\cosh^2(\nu \pi/2)} \left[ S_1 \left( \frac{i\nu - 1}{2} \right) + S_1 \left( \frac{-i\nu - 1}{2} \right) \right]^n \sin(\nu \rho). \tag{124} \]

For \( n = 0 \) the integral gives

\[ I_0 = \frac{4\rho^2}{\pi^2 \sinh \rho}. \tag{125} \]
When $n > 0$ we use the following integral representation of the harmonic sum

$$S_1\left(\frac{i\nu - 1}{2}\right) + S_1\left(\frac{-i\nu - 1}{2}\right) = \int_0^1 dx \frac{2 - x^{-\frac{1+i\nu}{2}} - x^{-\frac{1-i\nu}{2}}}{1-x} = \int_0^1 \frac{2dx}{1-x} \left[1 - \frac{1}{\sqrt{x}} \cos\left(\frac{\nu}{2} \log x\right)\right].$$

(126)

In fact, we need to use this $n$-times

$$\left[S_1\left(\frac{i\nu - 1}{2}\right) + S_1\left(\frac{-i\nu - 1}{2}\right)\right]^n = \int_0^1 \prod_{k=1}^n \frac{2dx_k}{1-x_k} \prod_{k=1}^n \left[1 - \frac{1}{\sqrt{x_k}} \cos\left(\frac{\nu}{2} \log x_k\right)\right].$$

(127)

The next step is to use the following identity

$$\sin(\nu \rho) \prod_{k=1}^n \left[1 - \frac{1}{\sqrt{x_k}} \cos\left(\frac{\nu}{2} \log x_k\right)\right] = \sum_{\{w\}} \sin(\nu \rho(\{x\}, \{w\})) \prod_{k=1}^n (-2\sqrt{x_k})^{|w_k|},$$

(128)

where the sum runs over all lists $\{w\} = \{w_1, \ldots, \omega_n\}$ with $w_i = -1, 0, 1$ and

$$\rho(\{x\}, \{w\}) = \rho + \sum_{i \in S} \frac{w_i}{2} \log x_i.$$

(129)

This identity can be easily derived using the exponential representation of the trigonometric functions involved.

Putting everything together, we can write

$$I_n = \int_0^1 \prod_{k=1}^n \frac{2dx_k}{1-x_k} \sum_{\{w\}} \prod_{i=1}^n \frac{1}{(-2\sqrt{x_i})^{|w_i|}} \int d\nu \frac{\tanh\left(\frac{\pi \nu}{2}\right)}{\cosh^2\left(\frac{\pi \nu}{2}\right)} \sin\left(\nu \rho(\{x\}, \{w\})\right)$$

(130)

$$= \frac{4}{\pi^2} \int_0^1 \prod_{k=1}^n \frac{2dx_k}{1-x_k} \sum_{\{w\}} \prod_{i=1}^n \frac{1}{(-2\sqrt{x_i})^{|w_i|}} \frac{\left(\rho(\{x\}, \{w\})\right)^2}{\sinh \rho(\{x\}, \{w\})},$$

(131)

where the integral over $\nu$ became exactly of the same form of the one in $I_0$. From the last expression, one easily deduces the following recursion relation

$$I_n(\rho) = \int_0^1 \frac{2dx_n}{1-x_n} \left[I_{n-1}(\rho) - \frac{1}{2\sqrt{x_n}} I_{n-1} \left(\rho + \frac{1}{2} \log x_n\right) - \frac{1}{2\sqrt{x_n}} I_{n-1} \left(\rho - \frac{1}{2} \log x_n\right)\right],$$

(132)

where the three terms correspond to $w_n = 0, 1$ and $-1$, respectively.

Finally, it is convenient to use the variable $r = e^{-2\rho}$ and define $I_n(\rho) = \frac{2}{\pi^2} e^{-\rho} B_n(e^{-2\rho})$. Then, the recursion relation simplifies to

$$B_n(r) = \int_0^1 \frac{dx}{1-x} \left[2B_{n-1}(r) - B_{n-1}(rx) - \frac{1}{x} B_{n-1}\left(\frac{r}{x}\right)\right],$$

(133)

which can be iterated starting from

$$B_0(r) = \frac{\log^2 r}{1-r}.$$

(134)
G Analytic continuation of the four-point function

Here we give some details on the analytic continuation of the four-point function required to analyse the Regge limit described in Section 4.1. The two-loop calculation was performed in [30] and the only contribution came from the \[
\phi^{(1)}(z, \bar{z})^2
\] contribution to \(g\) given in equation (15). At three loops we recall from (49) that we need to consider the contributions to the functions \(g\) and \(h\). In fact all contributions to \(h\) at three loops (from the Easy function \(E\) and the Hard function \(H^{(a)}\)) are given in terms of single-valued combinations of harmonic polylogarithms [8] and calculating the analytic continuation is straightforward. The result is that at three loops the function \(h\) gives no contribution in the Regge limit (i.e. it is power suppressed in the limit \(\sigma \to 0\)).

The contributions to the function \(g\) are of two types. Firstly there are terms of the form \(\phi^{(1)} \phi^{(2)}\) coming from the product of one-loop and two-loop ladder integrals. These ladder contributions are again given in terms of single-valued combinations of harmonic polylogarithms and again their analytic continuation is straightforwardly obtained. The resulting contribution to the analytically continued four-point function in the Regge limit is,

\[
ladders \to 2\pi^2 \frac{r}{(1-r)^2} \log^2 r (2\pi^2 + \log^2 r - 4 \log^2 \sigma - 4i\pi \log \sigma). \tag{135}
\]

The second type of contribution to \(g\) comes from the Hard function \(H^{(a)}\) which is given in terms of a single-valued combination of two-variable multiple polylogarithm functions [8]. In general these functions are specified by a weight vector \(w = a_1 a_2 \ldots a_n\). If \(w\) is just a string of zeros, we define \(G(0^n; x) = \frac{1}{n!} \log^n x\). Then, if we write a general weight vector \(w\) as \(w = a_1 w'\) with \(w' = a_2 \ldots a_n\), the remaining functions can be defined recursively via

\[
G(w; x) = G(a_1, a_2, \ldots, a_n; x) = G(a_1, w'; x) = \int_0^x \frac{dt}{t - a_1} G(w'; t). \tag{136}
\]

Such multiple polylogarithms obey a shuffle product relation,

\[
G(w_1; z)G(w_2; z) = G(w_1 \shuffle w_2; z), \tag{137}
\]

and, if the word \(w\) does not have trailing zeros, a rescaling relation,

\[
G(a_1, \ldots, a_n; x) = G(\lambda a_1, \ldots, \lambda a_n; \lambda x), \quad a_n \neq 0. \tag{138}
\]

The harmonic polylogarithms used throughout are special cases where the weight vector consists only of zeros and ones. Due to unfortunate choices of conventions the precise relation involves a sign,

\[
G(w; x) = (-1)^{d(w)} H(w; x), \quad a_i \in \{0, 1\}, \tag{139}
\]

where \(d(w)\) is the number of “1” entries in \(w\).

Obtaining the analytic continuation for the contributions to \(g\) coming from the Hard function \(H^{(a)}\) is slightly more involved. Here we describe a method for obtaining the analytic
continuation based on an integral formula for $H^{(a)}$ given in Appendix B of [51],

$$H^{(a)}(1 - z, 1 - \overline{z}) =$$

$$= (2H_{0,0}(u) + 4H_0(u)H_0(v) + 8H_{0,0}(v)) \left( \mathcal{L}_{0,0,1,1} + \mathcal{L}_{1,1,0,0} - \mathcal{L}_{0,1,1,0} - \mathcal{L}_{1,0,0,1} \right)$$

$$- 8F_5(H_0(u) + 2H_0(v)) + F_6. \quad (140)$$

In the above equation the $\mathcal{L}$ functions are single-valued combinations of harmonic polylogarithms, defined by Brown [51]. We refer the reader to [51] for all the conventions on single-valued polylogarithms. The functions $F_5$ and $F_6$ are given by integral formulae,

$$F_n(z, \overline{z}) = \int dt \left[ \frac{X_{n-1}(t, \overline{z})}{t} - \frac{Y_{n-1}(t, \overline{z})}{1 - t} + \frac{Z_{n-1}(t, \overline{z})}{t - \overline{z}} \right] \quad (141)$$

$$= F_n^X(z, \overline{z}) + F_n^Y(z, \overline{z}) + F_n^Z(z, \overline{z}). \quad (142)$$

For $F_5$ the integrand in (141) is given by the following three functions which are again single-valued combinations of harmonic polylogarithms,

$$X_4(x, \overline{x}) = \left( \mathcal{L}_{0,0,1,1} - \mathcal{L}_{1,1,0,0} - \mathcal{L}_{0,1,1,1} + \mathcal{L}_{1,1,1,0} \right),$$

$$Y_4(x, \overline{x}) = \left( \mathcal{L}_{0,0,0,1} - \mathcal{L}_{1,0,0,0} - \mathcal{L}_{0,0,1,1} + \mathcal{L}_{1,1,0,0} \right),$$

$$Z_4(x, \overline{x}) = \left( \mathcal{L}_{0,0,1,1} + \mathcal{L}_{1,1,0,0} - \mathcal{L}_{0,1,1,0} - \mathcal{L}_{1,0,0,1} \right). \quad (143)$$

For $F_6$ the integrand in (141) is given by the following three functions,

$$X_5 = 20\mathcal{L}_{0,0,0,1} + 12\mathcal{L}_{0,0,1,1} - 32\mathcal{L}_{0,1,0,1} - 8\mathcal{L}_{0,1,0,1,1} - 12\mathcal{L}_{1,0,0,1,0} - 8\mathcal{L}_{0,1,1,0,1}$$

$$+ 16\mathcal{L}_{1,1,0,1,1} - 8\mathcal{L}_{1,0,0,1,1} + 8\mathcal{L}_{1,0,1,0,1} - 20\mathcal{L}_{1,1,0,0,0} + 8\mathcal{L}_{1,1,1,0,0} + 8\mathcal{L}_{1,1,1,1,0}$$

$$+ 32\mathcal{L}_{1,1,1,0,0} - 16\mathcal{L}_{1,1,1,1,0} - 16\mathcal{L}_{1,1,1,1,1}, \quad (144)$$

$$Y_5 = 20\mathcal{L}_{0,0,0,0,1} - 32\mathcal{L}_{0,0,0,1,1} - 8\mathcal{L}_{0,0,1,1,0} + 16\mathcal{L}_{0,0,1,1,1} - 8\mathcal{L}_{0,1,0,0,1} + 8\mathcal{L}_{0,1,1,0,0}$$

$$- 20\mathcal{L}_{1,0,0,0,0} + 8\mathcal{L}_{1,0,0,1,1} + 8\mathcal{L}_{1,0,0,1,0} + 32\mathcal{L}_{1,1,0,0,0} - 16\mathcal{L}_{1,1,1,0,0}$$

$$- 16\mathcal{L}_{1,1,1,1,0} - 16\mathcal{L}_{1,1,1,1,1} + 64\mathcal{L}_{1,1,1,1,1}, \quad (145)$$

$$Z_5 = 32F_5. \quad (146)$$

In the case of both $F_5$ and $F_6$ the $X$ and $Y$ parts of the integrand can be integrated immediately to obtain $F_n^X$ and $F_n^Y$ in terms of harmonic polylogarithms. The analytic continuation of these terms can therefore be obtained easily. For the $F_n^Z$ contributions we use the fact that the discontinuity around $z = 1$ can be moved through the integral sign,

$$\Delta_{1-z}F_n^Z(z, \overline{z}) = \int_1^z \frac{dt}{t - \overline{z}} \Delta_{1-t}Z_{n-1}(t, \overline{z}). \quad (147)$$

Since $Z_4$ is a combination of harmonic polylogarithms its discontinuity can be easily calculated. Then to obtain $\Delta_{1-z}F_5$ it remains to perform the integral. This can be done using multiple (or Goncharov) polylogarithms (see equations (136) and (139)),

$$\int_0^z \frac{dt}{t - \overline{z}} H_w(t) = (-1)^{d(w)} G(\overline{z}, w; z). \quad (148)$$
Having analytically continued around \(z = 1\) (there is no contribution from \(z = 0\)) it remains to take the Regge limit \(z, \bar{z} \to 0\) with fixed ratio \(r = z/\bar{z}\). This can be done by first extracting any trailing zeros from the word \(w\) appearing in the \(G\)-functions above by using the shuffle relations \([137]\). Having made any \(\log z\) and \(\log \bar{z}\) explicit, one may rescale the arguments of the \(G\)-functions using \([138]\),

\[
G(z, w; \zeta) = G(1, w/\zeta; r).
\]

Then any \(G\)-functions exhibiting a letter \(1/\zeta\) in the weight vector will be power suppressed in the Regge limit and may be dropped. Finally one obtains an expression in terms of powers of \(H_0(\sigma) = \log \sigma\) and harmonic polylogarithms of argument \(r\). The result for the Regge limit of \(F_5\) is

\[
F_5 \to 32\pi^2 \left( -2H_0(\sigma)H_{0,0}(r) + H_{0,0,0}(r) + 2H_{1,0,0}(r) - 2\zeta_3 + i\pi H_{0,0}(r) \right).\tag{150}
\]

For \(F_6\) we can perform the same analysis as above with the only difference that \(Z_5 = 32F_5\) so that we need to recycle our previous result for \(\Delta_{1-z}F_5(z, \bar{z})\) when calculating \(\Delta_{1-z}F_6^Z(z, \bar{z})\). This leads to some terms with two \(\bar{z}\) appearing in the arguments of the \(G\) functions. Otherwise the analysis is very similar and we find that the Regge limit of \(F_6\) is given by

\[
F_6 \to 8\pi^2 \left( -8H_{0,0}(r)H_{0,0}(\sigma) + 4H_0(\sigma)H_{0,0,0}(r) + 8H_0(\sigma)H_{1,0,0}(r) - 4H_{2,0,0}(r) - H_{0,0,0,0}(r) \\
- 4H_{1,0,0,0}(r) - 8H_{1,1,0,0}(r) + 4H_{0,0}(r)\zeta_2 + 6\zeta_4 + 4H_0(r)\zeta(3) - 8H_0(\sigma)\zeta_3 \\
+ 8H_1(r)\zeta_3 + 4i\pi H_0(\sigma)H_{0,0}(r) - 2i\pi H_{0,0,0}(r) - 4i\pi H_{1,0,0}(r) + 4i\pi\zeta_3 \right).	ag{151}
\]

Combining the above calculations we can now obtain the Regge limit of \(H^{(a)}(1 - z, 1 - \bar{z})\),

\[
H^{(a)}(1 - z, 1 - \bar{z}) \to 8\pi^2 \left( -2H_{0,0}(r)H_{0,0}(\sigma) + 2H_0(\sigma)H_{0,0,0}(r) + 4H_0(\sigma)H_{1,0,0}(r) \\
- 4H_{2,0,0}(r) - H_{0,0,0,0}(r) - 4H_{1,0,0,0}(r) - 8H_{1,1,0,0}(r) + 4H_{0,0}(r)\zeta_2 \\
+ 6\zeta_4 + 4H_0(r)\zeta_3 - 4H_0(\sigma)\zeta_3 + 8H_1(r)\zeta_3 - 2i\pi H_0(\sigma)H_{0,0}(r) \\
+ 2i\pi H_{0,0,0}(r) + 4i\pi H_{1,0,0}(r) - 4i\pi\zeta_3 \right).\tag{152}
\]

Similar calculations yield results for \(H^{(a)}(z, \bar{z})\) and \(H^{(a)}(\frac{1}{z}, \frac{1}{\bar{z}})\),

\[
H^{(a)}(z, \bar{z}) \to 16\pi^2 \left( -2H_{2,0,0}(r) - 2H_{1,0,0,0}(r) - 4H_{1,1,0,0}(r) + 3\zeta_4 + 2H_0(r)\zeta_3 + 4H_1(r)\zeta_3 \right),\tag{153}
\]

\[
H^{(a)}(\frac{1}{z}, \frac{1}{\bar{z}}) \to 8\pi^2 \left( -2H_{0,0}(s)H_{0,0}(s) + 2H_0(s)H_{0,0,0}(r) + 4H_0(s)H_{1,0,0}(r) - 4H_{2,0,0}(r) \\
- H_{0,0,0,0}(r) - 4H_{1,0,0,0}(r) - 8H_{1,1,0,0}(r) - 2H_{0,0}(r)\zeta_2 \right) + 6\zeta_4 + 4H_0(r)\zeta_3 \\
- 4H_0(s)\zeta_3 + 8H_1(r)\zeta_3 \right).	ag{154}
\]

Finally, as dictated by equations \([16]\) and \([49]\), we need to take the combination

\[
\frac{r}{(1 - r)^2} \left( -2H^{(a)}(z, \bar{z}) - H^{(a)}(1 - z, 1 - \bar{z}) - H^{(a)}(\frac{1}{z}, \frac{1}{\bar{z}}) \right),\tag{155}
\]

32
and combine with the ladder contributions (135) to obtain the results quoted in equations (51) and (52) of the main text. Note that the \( \log^2 \sigma \) divergence from the ladder contribution (135) is cancelled by similar divergences in (152) and (153) (recall \( 2H_{0,0}(\sigma) = \log^2 \sigma \)). This is necessary since the leading divergence in the four-point function at three loops should only be a single power of \( \log \sigma \). Likewise the imaginary divergent contribution from (135) is cancelled by a similar contribution from (152) which is necessary for the coefficient of the leading \( \log \sigma \) divergence to be real.
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