Water pollution time series analysis
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Abstract. The time series of the ammonium ions, phosphates in river water and the BOD (biochemical oxygen demand) prediction in river water are analyzed in the paper. These time series have got missing values. So, the first problem is to handle missing data. Splines are implemented to fill the data. After that the mathematical models of each time series are tested and models of dependencies between time series are analyzed. The ARIMA (p, d, q) models are used to explain time series behavior with its previous values. The ArDL (p, q) models and linear regression models are constructed in order to describe dependencies between time series. Quality of river water is very important ecological problem. Mathematical models are able to provide analysis of water pollution. The proposed methods can be used in other problems of analysis of time series with missing data.

1. Introduction
Ecology and environmental sciences problems are very important in modern world. Time series analysis methods, particularly an ARIMA family of models and related Box-Jenkins methodology are powerful methods developed in econometrics field to describe complex time-dependent behavior of different processes [1 – 3]. Also, it has been shown that such models could be used for analysis and prediction of ecological data [4]. In particular, ARIMA models have been successfully applied to air pollution data around the world [5 – 7]. Aim of this paper is to apply time series analysis methods to investigate water pollution in Ukraine. We are using datasets provided by the Ukrainian government (State Water Resources Agency of Ukraine) which contain information about biochemical oxygen demand (BOD) [8], ammonium ions concentration [9] and phosphate ions concentration [10] in river water. Values of concentration are measured at eight consequent water stations. The original data contest was aimed to predict concentration level at one of the stations using values at the other ones. Time series values have got periods of missing data. First of all, these missing parts need to be calculated. Spline functions have been used to solve this task. In the paper mathematical models describing behaviour of concentration and BOD level time series at the target station are built. Also, models aimed to describe dependence of concentration at the target station on levels at the other stations are constructed and investigated. Influence of pollution values at intermediate stations on levels at the target stations are investigated with statistical tests. The proposed technique can be used to investigate pollution at plants in other domains of industry and to handle missing values in various time series.
2. The dataset structure

We are concerned with three major indicators of water pollution: BOD (Biochemical Oxygen Demand, which is amount of dissolved oxygen that aerobic organisms need to break down organic pollutants), ammonium ions concentrations and phosphate ion concentrations (High phosphate and ammonium levels are usually detected in large cities and agricultural areas and could be sign of sewage contamination). We will refer to these datasets as BOD, ammonium and phosphate. Presented datasets are of the same structure. There are values of seven water station used to predict pollution level at the eighth one. The closest station to the target one has got number 1. The second one is situated further upstream. Thus, the number denotes distance from the target station. But there are two problems. Data of only two first stations is nearly complete. Values of other stations aren’t available. Also there are missing values in the data of the target and two intermediate stations. Missing values should be filled. After that it’s possible to investigate dependence between time series. Values denote average monthly concentrations. Ammonium ions concentration is measured in milligrams per cubic decimeter. The maximum permissible value of ammonium ions concentration (NH4) in Ukraine is 0.5 mg/cub. dm [9]. Concentration of phosphate ions (polyphosphates) (PxOy) is measured in mg/cub. dm [10]. The maximum permissible value of BOD in Ukraine is 3 mgO/cub. dm [8].

The missing values in all time series have been handled by means of spline functions. Splines have been constructed using known time series values closest to the missing ones. The statistical measures of parameters in the datasets [8–10] are calculated after the missing values are handles and they are shown in the tables 1, 2, 3.

The figures 1 – 3 demonstrate behaviour of the ammonium ions concentration [9] and the table 1 demonstrates its statistical parameters. The figures 4 – 6 demonstrate behaviour of the phosphate ions concentration [10] and the table 2 demonstrates its statistical parameters. The figures 7 – 9 demonstrate behaviour of the BOD time series [9] and the table 3 demonstrates its statistical parameters.

| Parameter | Mean | Standard deviation | Minimum | Maximum |
|-----------|------|--------------------|---------|---------|
| target    | 0.57 | 0.47               | 0       | 2.45    |
| x1        | 0.56 | 0.49               | 0       | 2.55    |
| x2        | 0.66 | 0.63               | 0       | 3.60    |

| Parameter | Mean | Standard deviation | Minimum | Maximum |
|-----------|------|--------------------|---------|---------|
| target    | 0.31 | 0.29               | 0       | 1.8     |
| x1        | 0.34 | 0.33               | 0       | 2.39    |
| x2        | 0.38 | 0.36               | 0       | 1.89    |

| Parameter | Mean | Standard deviation | Minimum | Maximum |
|-----------|------|--------------------|---------|---------|
| target    | 5.01 | 2.30               | 0       | 11.70   |
| x1        | 4.99 | 2.21               | 0       | 11.36   |
| x2        | 5.02 | 2.20               | 0       | 11.00   |

Maximum values in these tables show that there’s pollution above limits. In case of ammonium and phosphates concentrations evaluation it’s seen that mean values and standard deviation at the second station x2 are higher. This fact can point at pollution problems in this area.
3. Experiments
After missing values are handled it’s possible to construct mathematical models aiming to evaluate time series and to investigate dependencies between them.

3.1. ARIMA (p, d, q) models of the investigated time series
All time series handled in this research are presented in the form of ARIMA models. These results are shown in the tables 4 – 6. Levels of information criteria measure should be less for the models fitted to the investigated time series values better. At the same time they minimize orders p, q of the ARIMA(p, d, q) models. This question is observed in [2, 11].

Table 4. The ARIMA (p, d, q) models of the Ammonium prediction in river water dataset time series.

| Parameter | ARIMA model | AIC (Akaike information criterion value) | BIC (Bayes information criterion value) |
|-----------|-------------|------------------------------------------|------------------------------------------|
| target    | ARIMA(5, 1, 1) | 199.63 | 223.19 |
| $x_1$     | ARIMA(0, 1, 2) | 279.53 | 289.63 |
| $x_2$     | ARIMA(1, 0, 4) | 393.89 | 417.48 |

Table 5. The ARIMA (p, d, q) models of the Phosphate prediction in river water dataset time series.

| Parameter | ARIMA model | AIC (Akaike information criterion value) | BIC (Bayes information criterion value) |
|-----------|-------------|------------------------------------------|------------------------------------------|
| target    | ARIMA(0, 1, 3) | 6.95 | 20.41 |
| $x_1$     | ARIMA(1, 1, 2) | 100.23 | 113.69 |
| $x_2$     | ARIMA(2, 1, 3) | 121.69 | 141.88 |

Table 6. The ARIMA (p, d, q) models of the Prediction BOD in river water dataset time series.

| Parameter | ARIMA model | AIC (Akaike information criterion value) | BIC (Bayes information criterion value) |
|-----------|-------------|------------------------------------------|------------------------------------------|
| target    | ARIMA(2, 0, 1) | 909.42 | 926.27 |
| $x_1$     | ARIMA(0, 0, 1) | 970.18 | 980.29 |
| $x_2$     | ARIMA(0, 0, 1) | 945.87 | 955.98 |

In case of Prediction BOD dataset time series of the intermediate stations values are just MA (1) processes. It makes forecasting of their values impossible. The same is true for the ARIMA (0, 1, 3) model of the phosphates target station time series. Two last groups of time series have got the same degree of differencing.

Figure 1. The ACF function of the ammonium target time series.
Ammonium series is non-stationary, so order 1 differencing is required to achieve stationarity. ACF is trailing off, and PACF function cuts off. This indicates mostly autoregressive model, which is confirmed by information criterion fitting procedure.
Plot of phosphate concentration shows that actual levels are regularly exceeding maximum permissible value of 0.5 mg/cub. dm. and therefore water pollution is present. Notable observation of ACF and PACF is that there are spikes in correlations at regular intervals of 3 months. This suggests that quarter seasonality might be present. We were able to fit ARIMA models without seasonality before because first-order differencing was able to make the series stationary, but we could have lost important information. We have fitted new SARIMA models with assumed quarter seasonality. Results are shown in table 7.

Table 7. The SARIMA (p, d, q) (P, D, Q) models of the Phosphate prediction in river water dataset time series.

| Parameter | SARIMA model | AIC (Akaike information criterion value) | BIC (Bayes information criterion value) |
|-----------|--------------|------------------------------------------|-----------------------------------------|
| target    | ARIMA(0,1,2)(0,0,2)[3] | 5.12                                     | 21.95                                   |
| $x_1$     | ARIMA(1, 1, 2) | 100.23                                   | 113.69                                  |
| $x_2$     | ARIMA(1,1,2)(2,0,1)[3] | 122.57                                   | 146.13                                  |

Most notable improvement of seasonality introduction demonstrated by the model of phosphate ions concentration target series. Series $x_1$ is still best described by non-seasonal model.

![Figure 7. The ACF function of the BOD target time series.](image1)

![Figure 8. The PACF function of the BOD target time series.](image2)

![Figure 9. The BOD ions concentration at the target station time series.](image3)

3.2. Dependencies between the time series
To describe dependencies between time series, first of all, it’s necessary to prove cause-and-effect relationship. The Granger causality tests have been implemented to all time series in [1 – 3] datasets. It
can show whether changes in values of one time series can imply changes in other time series behaviour, if there’s mutual dependence between them or they behave independently from each other [12 – 16].

The Granger test has confirmed mutual dependence between BOD target and phosphates target time series. There are no dependencies between other pairs of time series including values at the target water station.

The time series measuring values of BOD, ammonium and phosphates concentration have been also checked separately.

The BOD target time series depends on the BOD \(x_1\) station time series.

There’s mutual dependence between the ammonium target time series and intermediate station time series. But values at the \(x_1\) and \(x_2\) stations are independent.

The \(\text{ArDL}(p, q)\) models constructing dependence behaviour between ammonium target time series and its values at the intermediate stations have been tested [17, 18]. The orders \(p\) and \(q\) have been increased until the highest order terms have become insignificant. After that stage the highest terms have been deleted from the model until the highest order term become significant again. The \(\text{ArDL}(2, 2)\) model structure connecting ammonium target time series with values at the intermediate stations is shown in the equation (1):

\[
\hat{q}_t = 0.07 + 0.57q_{t-1} - 0.19q_{t-2} + 0.49x_{p_1} - 0.10x_{p-1} + 0.12x_{p-2}. \tag{1}
\]

Here \(\hat{q}_t\) means evaluation of ammonium target time series value, \(q_{t-i}\) is its \(i\)-lagged value, \(x_{p_1}\) is current value \(x_1\) at the first station, \(x_{p-1}\) is its \(i\)-lagged value. \(R^2\) value of this model is 62%.

The same procedure has been made for other dataset about phosphates concentration and prediction of BOD.

Investigation of the phosphates concentration dataset leads to the \(\text{ArDL}(2, 3)\) model. One can see its structure in the expression (2):

\[
\hat{q}_t = 0.04 + 0.33q_{t-1} - 0.25q_{t-2} + 0.14q_{t-3} + 0.39x_{p_1} - 0.08x_{p-1} + 0.23x_{p-2}. \tag{2}
\]

Here \(\hat{q}_t\) means evaluation of phosphates target time series value, \(q_{t-i}\) is its \(i\)-lagged value, \(x_{p_1}\) is current value \(x_2\) at the second station, \(x_{p-1}\) is its \(i\)-lagged value. \(R^2\) value of this model is 51%. All terms in (2) are significant except the \(x_{p-1}\) term.

The best \(\text{ArDL}(p, q)\) model for the BOD prediction dataset is the \(\text{ArDL}(2, 3)\) model:

\[
\hat{q}_t = 1.93 + 0.54q_{t-1} - 0.25q_{t-2} - 0.11q_{t-3} + 0.44x_{p_1} - 0.15x_{p-1} + 0.14x_{p-2}. \tag{3}
\]

Here \(\hat{q}_t\) means evaluation of the BOD prediction target time series value, \(q_{t-i}\) is its \(i\)-lagged value, \(x_{p_1}\) is current value \(x_1\) at the first station, \(x_{p-1}\) is its \(i\)-lagged value. \(R^2\) value of this model is 47%. All terms in (3) are significant.

Low values of determination coefficient in equations (1) – (3) show that mathematical models predictions values at the target stations should include information from all seven concurrent water stations. In these experiments only information from two of them is used because in case of other ones there are almost no measured values at all.

Causal connections between time series of ammonium, phosphates ions concentration and BOD prediction target station values. The BOD target station level depends on the phosphates ions concentration. The \(\text{ArDL}(2, 3)\) model of this connection is shown in the expression (4):

\[
\text{BOD}_t = 4.09 + 0.59\text{BOD}_{t-1} - 0.25\text{BOD}_{t-2} - 0.15\text{BOD}_{t-3} + 1.05p_1 - 0.96p_{t-1} + 1.49p_{t-2}. \tag{4}
\]
Here $BOD_{t,q}$ is q-lagged value of BOD time series and $BOD_t$ is its current value; $p_{k,t}$ is k-lagged value of phosphates time series, $p_t$ is its current value. $R^2$ value of this model is 33%. All terms in (4) are significant.

Linear regressions adjusted with the ordinary least squares method have been constructed in this section. The models are compared by value of $R^2$ determination coefficient. Significance of terms is taken into account [19, 20].

The first model tested for each dataset is linear one (the target value is expressed linearly via $x_1$ and $x_2$ values). Then $x_1x_2$ product, logarithms of variables and their degrees ($x_1^2$, $x_2^3$) are consequently added to the model if $R^2$ grows and inserted terms are significant. Notation $t$ is used for the target variable in expressions. Though there are a few models with $R^2$ value close to the maximal level only the best models are shown in the paper.

The models of ammonium ions concentration at the target station are shown in the equations (5), (6). The first one has got $R^2 = 52\%$. $R^2$ of the second model is 53%.

$$\hat{i}_a = 0.05 + 0.70x_1 + 0.41x_2 - 0.23x_1x_2,$$  

(5)

$$\hat{i}_a = 0.07 + 1.62x_1 - 2.15x_1^2 + 1.83x_1^3 - 0.47x_1^4.$$  

(6)

Here $\hat{i}_a$ means evaluation of target time series value of ammonium ions concentration, $x_1$ and $x_2$ mean levels of this value at the intermediate stations.

Models of the same structure have been tested for the phosphates ions concentration dataset. The best model is shown in the expression (7). Its $R^2$ is 45%.

$$\hat{i}_p = 0.23 - 0.95x_1 + 3.36x_1^2 - 2.79x_1^3 + 0.66x_1^4 + 0.55x_1^2 - 0.25x_1^3.$$  

(7)

Here $\hat{i}_p$ means evaluation of target time series value of phosphates ions concentration, $x_1$ and $x_2$ mean levels of this value at the intermediate stations.

Linear regression models constructed to describe the BOD level have got determination coefficient value less than 30%.

4. Conclusion

The investigated datasets contain information about ammonium ions concentration [9], phosphate ions concentration [10] in river water and evaluation of BOD [8] in river water. There are missing values in the datasets. They have been handled with spline functions. Statistical tests show dependence between these values. Dependence of BOD value on the phosphates concentration has been proved. Regular excess of maximum permissible values and therefore water pollution is present.

ARIMA models describing time series behavior have been fitted. Phosphate ions concentration demonstrate quarter seasonality, which could indicate correlation with industrial processes cycles.

Linear regression models of ammonium and phosphates ions concentration level in river water have been constructed. The models (5) – (7) describe dependence of values at the target station on values at the intermediate ones. Determination coefficients of these models are between 45% and 53%. Low determination coefficients in regression model between target station and stations 1 and 2 could indicate that pollution is introduced somewhere on this interval.

The ArDL models describing connection between the BOD value and phosphates concentration level have been constructed (expression (4)). Also, mutual dependence between ammonium concentration time series behaviour and phosphates concentration time series values has been proved with statistical tests.

The ArDL models of dependencies between values at the intermediate stations and at the target one for ammonium, phosphates and BOD values are shown in the equations (1) – (3).
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