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Franz-Keldysh oscillations of the optical absorption in the presence of short-range disorder are studied theoretically. The magnitude of the effect depends on the relation between the mean-free path in a zero field and the distance between the turning points in electric field. Damping of the Franz-Keldysh oscillations by the disorder develops at high absorption frequency. Effect of damping is amplified by the fact that, that electron and hole are most sensitive to the disorder near the turning points. This is because, near the turning points, velocities of electron and hole turn to zero.

I. INTRODUCTION

Application of electric field to an insulator modifies the shape of the absorption spectrum in two respects: (i) below-threshold part of the spectrum develops a tail which becomes more voluminous upon increasing the field; (ii) above-the-threshold part of the spectrum acquires an oscillating component with a period of oscillations gradually decreasing as the field is increased. This effect predicted by Franz and Keldysh more than 60 years ago was subsequently observed on a large number of bulk semiconductors, see e.g. Ref. 3. Later, theoretical and experimental studies were extended to quantum wells and quantum wires. Less trivial is that Franz-Keldysh oscillations were observed in certain polymers and recently, in nanotubes, nanocrystals and perovskites. Polymers and perovskites are known to be highly disordered materials with carrier mobility ∼ 10 cm²·V⁻¹·s⁻¹. Then the question arises, how the inherent disorder in these materials affects the Franz-Keldysh effect. Apparently, the effect of an electric field on the tail part of the absorption spectrum is weakened by the disorder. This is because the disorder creates a tail of its own. Effect of disorder on the above-the-threshold oscillations is of a different physical origin. It is illustrated in Fig. 1. Upon absorption of a photon, electron and hole have kinetic energies ℏΩₑ and ℏΩₕ, respectively. They get, subsequently, reflected at the points ±xt, shown in the figure, and interfere with incident waves. The resulting density pattern resembles a standing wave. Presence of impurities “scrambles” the standing-wave pattern, leading to the suppression of the Franz-Keldysh oscillations. This suppression is studied theoretically in the present paper. Superficially, it is clear that, in order to distinguish between the weak and strong disorder limits, one has to compare xt to the mean free path, l. For a weak disorder one has l ≫ xt, so the oscillations are not affected. However, there is a non-trivial aspect to this picture, namely, upon approaching the corresponding turning points, ±xt, kinetic energies of electron and hole turn to zero. Thus, the local mean free paths decrease dramatically. This contributes to the suppression of the interference, and thus, to the damping of the oscillations.

II. SMEARING OF THE FRANZ-KELDYSH OSCILLATIONS BY THE DISORDER

Without the disorder, the oscillating part of the absorption coefficient of light with frequency, ω, in the presence of electric field, F, is given by

\[ A(\Omega) \propto \sin \left( c \left( \frac{\hbar \Omega}{E_0} \right)^{3/2} \right), \]  

(1)

where c is a constant, and \( \hbar \Omega = \hbar \omega - E_g \), where \( E_g \) is a band-gap. For equal masses of electron and hole one has
\[ c = \frac{2^{5/2}}{3}. \] Energy, \( E_0 \), in Eq. (1) is defined as
\[ E_0 = \left( \frac{h^2 F^2}{m} \right)^{1/3}. \] (2)

It has a meaning of the characteristic electron energy in the field, \( F \).

Our main result is that, in the presence of disorder, the spectrum \( A(\Omega) \) is multiplied by a damping factor \( \exp[-L(\Omega)] \), where the function \( L(\Omega) \) is defined as
\[ L(\Omega) = \frac{m \gamma}{\hbar^2 F} \ln \left( \frac{\hbar \Omega}{E_0} \right). \] (3)

Here \( \gamma \) is the factor in the correlation relation,
\[ \langle V(x)V(x') \rangle = \gamma \delta(x-x'), \] (4)
of the disorder potential, \( V(x) \). Disorder leads to a finite scattering time. For electron with energy, \( E \), the golden-rule calculation of the scattering time yields
\[ \frac{\hbar}{\tau(E)} = \frac{\gamma}{2} \left( \frac{2m}{\hbar^2 E} \right)^{1/2}. \] (5)

Expression in the square bracket is a 1D density of states. Upon approaching the turning point, kinetic energy of electron decreases, and, thus, the scattering time shortens. Decrease of velocity upon approaching the turning point leads to additional shortening of the mean free path.
\[ l_E = \left( \frac{2E}{m} \right)^{1/2} \tau(E) = \frac{2h^2}{m \gamma} E. \] (6)

Note, that oscillating absorption Eq. (1) corresponds to the large-argument asymptote of the square of the Airy function. It applies for \( \hbar \Omega \gg E_0 \) when the argument of sine is big.

Physical meaning of the prefactor \( \frac{m \gamma}{\hbar^2 F} \) in Eq. (3) is the following. Energy scale \( E_0 \) comes from the distance \( x_F \sim \frac{E_0}{F} \). From Eq. (1) it follows that the r.m.s. random potential within the distance \( x_F \) can be estimated as \( V(x_F) \sim \left( \frac{\gamma}{x_F^2} \right) \). Then the prefactor in Eq. (3) can be cast in the form \( \left( \frac{V(x_F)}{E_0} \right)^2 \).

### III. GENERAL EXPRESSION FOR THE ABSORPTION COEFFICIENT

The golden-rule expression for the absorption coefficient of light with frequency, \( \omega \), is the following
\[ A(\omega) \propto \sum_{\mu, \nu} \left| \int dr \psi_\mu^* (r) (\psi_\nu (r))^* \right|^2 \delta \left[ \hbar \Omega^\mu_\nu + \hbar \Omega^\mu_\nu - (\hbar \omega - E_g) \right], \] (7)

where \( \psi_\mu^* (r), \psi_\nu (r) \) are the eigenfunctions of the initial and final states, while \( \hbar \Omega^\mu_\nu \) and \( \hbar \Omega^\mu_\nu \) are the corresponding energies. Since the eigenfunctions carry information about the disorder, it is convenient to "decouple" the \( \delta \)-function as follows
\[ \delta (\Omega^\mu_\nu + \Omega^\mu_\nu - \omega + \frac{E_g}{\hbar}) = \int d\Omega_1 \int d\Omega_2 \times \delta \left( \omega - \frac{E_g}{\hbar} - \Omega_1 - \Omega_2 \right) \delta (\Omega_1 - \Omega^\mu_\nu) \delta (\Omega_2 - \Omega^\mu_\nu), \] (8)

and rewrite \( A(\omega) \) in the form
\[ A(\omega) = \int d\Omega_1 \int d\Omega_2 \delta (\Omega_1 + \Omega_2 + \frac{E_g}{\hbar} - \omega) \times \int d\Omega_1 \int d\Omega_2 \text{Im} G_e (r_1, r_2, \Omega_1) \text{Im} G_h (r_1, r_2, \Omega_2), \] (9)

where the imaginary parts of the Green functions are defined as
\[ \text{Im} G_e (r_1, r_2, \Omega_1) = \sum_\mu \psi_\mu^* (r_1) (\psi_\mu (r_2))^* \delta (\Omega^\mu_\mu - \Omega_1), \]
\[ \text{Im} G_h (r_1, r_2, \Omega_2) = \sum_\nu (\psi_\nu^* (r_1))^* \psi_\nu (r_2) \delta (\Omega^\nu_\nu - \Omega_2). \] (10)

In the presence of disorder, the product \( \text{Im} G_e \text{Im} G_h \) in the right-hand side should be averaged over different configurations. It is crucial, that the disorder-induced smearing of the interference patterns for electrons and holes is dominated by different impurities. This is illustrated in Fig. 1. As a result, the disorder averaging can be performed independently.

### IV. SEMICLASSICAL CALCULATION OF THE ABSORPTION DAMPING IN 1D

Franz-Keldysh oscillations emerge in semiclassical regime, when electron and hole states can be described by local wave vectors
\[ k_e (x) = \left( \frac{2m}{\hbar^2} \right)^{1/2} (\hbar \Omega_1 - Fx)^{1/2}, \] (11)
\[ k_h (x) = \left( \frac{2m}{\hbar^2} \right)^{1/2} (\hbar \Omega_2 + Fx)^{1/2}. \] (12)

In accordance with Fig. 1, \( k_e (x) \) turns to zero at the right turning point, while \( k_h (x) \) turns to zero at the left turning point. Electron and hole Green functions, which enter the light absorption Eq. (9) can be expressed in
terms of \( k_e(x) \) and \( k_h(x) \) as follows

\[
\text{Im}G_e^{(0)}(x_1, x_2, \Omega_1) = \frac{\cos \left( \Phi_e(x_1) - \frac{\pi}{4} \right) \cos \left( \Phi_e(x_2) - \frac{\pi}{4} \right)}{(k_e(x_1)k_e(x_2))^{1/2}},
\]

\[
\text{Im}G_h^{(0)}(x_1, x_2, \Omega_2) = \frac{\cos \left( \Phi_h(x_1) + \frac{\pi}{4} \right) \cos \left( \Phi_h(x_2) + \frac{\pi}{4} \right)}{(k_h(x_1)k_h(x_2))^{1/2}},
\]

where the semiclassical actions \( \Phi_e \) and \( \Phi_h \) are defined as

\[
\Phi_e(x) = \int_{x_1}^{x} dx' k_e(x'), \quad \Phi_h(x) = \int_{-\hbar\Omega_2/F}^{x} dx' k_h(x').
\]

Expressions Eq. \((13)\) are semiclassical and apply away from the turning points:

\[
\left( \frac{\hbar\Omega_1}{F} - x_1 \right) \gg \left( \frac{\hbar^2}{mF} \right)^{1/3} = x_F, \quad \left( x_1 + \frac{\hbar\Omega_2}{F} \right) \gg x_F.
\]

Our goal is to incorporate disorder into the Green functions. For this purpose we transform the products of the cosines into the sums

\[
\text{Im}G_e^{(0)}(x_1, x_2, \Omega_1)
= \cos \left( \Phi_e(x_1) - \Phi_e(x_2) \right) + \cos \left( \Phi_e(x_1) + \Phi_e(x_2) - \frac{\pi}{2} \right),
\]

\[
\text{Im}G_h^{(0)}(x_1, x_2, \Omega_2)
= \cos \left( \Phi_h(x_1) - \Phi_h(x_2) \right) + \cos \left( \Phi_h(x_1) + \Phi_h(x_2) + \frac{\pi}{2} \right),
\]

\[
\left( k_h(x_1)k_h(x_2) \right)^{1/2}.
\]

Physically, the first term in Eq. \((16)\) describes the propagation of electron from \( x_1 \) to \( x_2 \), while the second term describes the motion of electron from \( x_1 \) to the turning point, \( x = x_1 \) followed by reflection from the electrostatic barrier and return to \( x_2 \). It is shown in the Appendix in great detail that disorder averaging of the first term amounts to multiplying this term by \( \exp(-|x_2 - x_1|/\ell) \) when the mean free path, \( \ell \), does not depend on \( x \). Since, in electric field, kinetic energy of electron is a function of position, and \( l \) is a function of energy, we conclude that the mean free path is a function of position. Then the natural generalization of the damping factor is \( \exp \left( -\int_{x_1}^{x_2} \frac{dx}{\ell(x)} \right) \). Substituting the \( x \)-dependent kinetic energy into Eq. \((6)\), we get the following expressions for the mean free paths of electrons and holes

\[
l_1(x)^{-1} = \frac{m\gamma}{2\hbar^2(\hbar\Omega_1 - Fx)}; \quad l_2(x)^{-1} = \frac{m\gamma}{2\hbar^2(\hbar\Omega_2 + Fx)}.
\]

Thus, incorporation of disorder into the Green functions \( \text{Im}G_e^{(0)}(x_1, x_2) \) and \( \text{Im}G_h^{(0)}(x_1, x_2) \) amounts to ascribing to each cosine in Eqs. \((16)\) and \((17)\) its corresponding damping factor.

Turning to the product \( \text{Im}G_e^{(0)}\text{Im}G_h^{(0)} \) we notice that the piece of this product that captures the Franz-Keldysh oscillations involves both the reflection of electron from electrostatic barrier at \( x = x_1 \) and reflection of hole from electrostatic barrier at \( x = -x_1 \). This process is encoded into the product

\[
\cos \left( \Phi_e(x_1) + \Phi_e(x_2) - \frac{\pi}{2} \right) \cos \left( \Phi_h(x_1) + \Phi_h(x_2) + \frac{\pi}{2} \right)
= \frac{1}{2} \left[-\cos \left( \Phi_e(x_1) - \Phi_h(x_1) + \Phi_e(x_2) - \Phi_h(x_2) \right) + \cos \left( \Phi_e(x_1) + \Phi_h(x_1) + \Phi_e(x_2) + \Phi_h(x_2) \right) \right].
\]

It is the second cosine that captures two reflections. The damping factor corresponding to this cosine has the form \( \exp(-\mathcal{L}) \), where \( \mathcal{L} \) is given by

\[
\mathcal{L} = \int_{-\hbar\Omega_2/F}^{x_1} dx \frac{\hbar\Omega_1/F}{\ell_e(x)} + \int_{x_1}^{x_2} dx \frac{\hbar\Omega_1/F}{\ell_e(x)} + \int_{x_2}^{x_1} dx \frac{\hbar\Omega_1/F}{\ell_e(x)} + \int_{x_1}^{x_2} dx \frac{\hbar\Omega_2/F}{\ell_e(x)}.
\]

The remaining task is to substitute Eqs. \((19)\) and \((20)\) into Eq. \((9)\) and perform the integration over \( \Omega_1, \Omega_2, x_1, x_2 \). Integration is determined by rapidly changing cosine.
Concerning the damping factor, it is sufficient to substitute \( \Omega_1 = \Omega_2 = \frac{E_y \pm \hbar c}{2 m} \) and set \( x_1 = x_2 = 0 \). Integrals in Eq. (20) diverge logarithmically. A natural cutoff of the logarithms is \( x_F \), see Eq. (15). Then Eq. (20) reduces to our main result Eq. (3).

V. CONCLUDING REMARKS

In traditional semiconductor materials the shape of the Franz-Keldysh oscillations is quite robust. Previous theoretical studies were focused on the effect of electron-hole attraction on electroabsorption. Numerical calculations indicate that the excitonic effect does not alter the shape of the oscillations. Rather, a smooth background on which Franz-Keldysh oscillations does not alter the shape of the oscillations. Rather, a smooth background on which Franz-Keldysh oscillations are smeared when the applied field is smaller than 1

For example, setting \( m \) equal to the free electron mass, for disordered system with a tail \( E_c = 0.1 \text{ eV} \), we conclude that Franz-Keldysh oscillations are smeared when the applied field is smaller than 1.5 kV · cm\(^{-1}\). Note that, the tail, \( E_c \), can be estimated by equating the uncertainty, \( \frac{k}{(E_c)_{\text{abs}}} \), given by Eq. (6) to \( E_c \). This yields \( E_c = \left( \frac{\gamma}{(E_c)_{\text{abs}}} \right)^{2/3} \). Now the parameter \( \gamma \) can be expressed via the observable \( E_c \). Then, equating to one the prefactor, \( \frac{m}{\hbar F} \), in front of logarithm in Eq. (6) yields the value

\[
F_c = \frac{(m E_c^3)^{1/2}}{\hbar}.
\]

For \( \text{example, setting } m \text{ equal to the free electron mass, for disordered system with a tail } E_c = 0.1 \text{ eV, we conclude that Franz-Keldysh oscillations are smeared when the applied field is smaller than 1.5 kV \cdot cm}^{-1}. \text{ Note that, the tail, } E_c, \text{ can be estimated by equating the uncertainty, } \frac{k}{(E_c)_{\text{abs}}} \text{, given by Eq. (6) to } E_c. \text{ This yields } E_c = \left( \frac{\gamma}{(E_c)_{\text{abs}}} \right)^{2/3}. \text{ Now the parameter } \gamma \text{ can be expressed via the observable } E_c. \text{ Then, equating to one the prefactor, } \frac{m}{\hbar F}, \text{ in front of logarithm in Eq. (6) yields the value }

\[
F_c = \frac{(m E_c^3)^{1/2}}{\hbar}.
\]

By \( E + i\Gamma \), where parameter \( \Gamma \) emulates the disorder. It is used as a fitting parameter. In this regard, within our theory, the role of “coherence length” in Refs. \( 8,9 \) is played by the mean free path due to impurity scattering and \textit{depends strongly on, } F. \text{ We have restricted consideration to the 1D case. The result in 2D does not differ qualitatively. This is because the electron travel path towards the turning point lies close to the travel path of the reflected electron. This is illustrated in Fig. 3. Quantitatively, the difference between the 2D and 1D cases is that the density of states in 2D is constant, so that the mean free path grows with energy slower, as } E^{1/2} \text{ rather than as } E.

Appendix A: Average Green’s function near a wall

In the presence of a wall at \( y = 0 \), the Green’s function of a free electron in the half-space \( y > 0 \) has a form

\[
G^{(0)} (E, y, y') = \frac{i m}{\hbar^2 k_E} [ e^{-i k_E |y-y'|} - e^{-i k_E (y+y')} ],
\]

where \( k_E = \left( \frac{2 m E}{\hbar^2} \right)^{1/2} \) is a wave vector. The function \( G^{(0)} \) satisfies the boundary conditions \( G^{(0)} (E, 0, y') = G^{(0)} (E, 0, 0) = 0 \).

With a random disorder potential, \( V(y) \), the Green’s function satisfies the Dyson equation

\[
G(y_1, y_2) = G^{(0)} (y_1, y_2) + \int_0^{\infty} dy G^{(0)} (y_1, y) V(y) G(y, y_2).
\]

FIG. 3: (Color online) Illustration of the Franz-Keldysh oscillations in 2D. Semiclassical trajectory of electron from the point \( x_1, y_1 \) towards the electrostatic barrier is close to the trajectory from the barrier to the point \( x_2, y_2 \). Electron, moving along the semiclassical trajectory is scattered by the disorder, which “scrambles” the interference pattern responsible for the oscillations.
This equation is exact. It can be cast into a different form upon substituting the right-hand side into the integrand

\[
G(y_1, y_2) = G^{(0)}(y_1, y_2) + \int_0^\infty dy G^{(0)}(y_1, y)V(y)G^{(0)}(y, y_2) + \int_0^\infty dy \int_0^\infty dy' G^{(0)}(y_1, y)V(y)G^{(0)}(y, y')V(y')G(y', y_2).
\]

(A3)

A crucial step which allows to get a closed equation for the average Green’s function is decoupling of averaging in the integrand of Eq. (A3). Assuming that the potential \( V(y) \) is short-ranged

\[
\langle V(y)V(y') \rangle = \gamma \delta(y - y'),
\]

(A4)

and performing the averaging, we arrive to the closed RPA equation

\[
\langle G(y_1, y_2) \rangle = G^{(0)}(y_1, y_2)
\]

\[
+ \gamma \int_0^\infty dy G^{(0)}(y_1, y)G^{(0)}(y, y)\langle G(y, y_2) \rangle.
\]

(A5)

In the absence of the wall, the bare Green’s function is equal to \( G^{(0)} = \frac{im}{\hbar^2 k_E} e^{-ik_E|y-y'|} \) and the lower limit in the integral Eq. (A5) should be set to \(-\infty\). Then the average Green’s function depends only on the difference \((y_1 - y_2)\). This allows to solve Eq. (A5) with the help of the Fourier transform. As a result, the disorder leads to a factor \( \exp\left(-\frac{|y_1-y_2|}{l}\right) \) in the average Green’s function. Here \( l \) is the mean free path which can be expressed via the disorder strength as follows

\[
l = \frac{\hbar^4 k_E^2}{m^2 \gamma}.
\]

(A6)

The above result applies when the disorder is weak, namely, for \( k_El \gg 1 \).

In the presence of the wall, the translational symmetry is violated. Taking the Fourier transform is not permissible. Yet, the form of the disorder-modified average Green’s function can be established from the following reasoning. The travel distance between the points \( y_1 \) and \( y_2 \) is either \(|y_1 - y_2|\), when the particle travels directly, or \(|y_1 + y_2|\), when the travel involves the reflection from the wall. This suggests the following form

\[
\langle G(E, y, y') \rangle = \frac{im}{\hbar^2 k_E} \left[ e^{-ik_E|y-y'|} e^{-\gamma(y-y')} - e^{-ik_E(y+y')} e^{-\gamma(y+y')} \right].
\]

(A7)

of the average Green’s function.

A nontrivial question is a minimal distance at which Eq. (A7) applies. We will show that the condition of applicability is \( y_1, y_2 \gg \frac{1}{k_E} \).

To solve the equation Eq. (A5) approximately, we make a substitution

\[
\langle G(y, y') \rangle = \frac{im}{\hbar^2 k_E} \left[ R_1(y, y') e^{-ik_E|y-y'|} - R_2(y, y') e^{-ik_E(y+y')} \right],
\]

(A8)

and assume that \( R_1 \) and \( R_2 \) are slow functions on the scale \( k_E^{-1} \). Substituting the form Eq. (A8) into Eq. (A5), we cast it into the form

FIG. 4: (Color online) Illustration of the 2D Green’s function in the presence of a wall at \( y = 0 \). There are two classical paths between the points \((x_1, y_1)\) and \((x_2, y_2)\). One path is along the straight line, while the other path corresponds to the shortest classical trajectory reflected from the wall.
\[
\left( R_1(y, y') - 1 \right)e^{-ik_E|y-y'|} - \left( R_2(y, y') - 1 \right)e^{-ik_E(y+y')}
\]

\[
= \gamma \left( \frac{im}{\hbar^2k_E} \right)^2 \int_0^\infty dy_1 \left( e^{-ik_E|y-y'|} - e^{-ik_E(y+y')} \right) \left( 1 - e^{-2ik_Ey_1} \right) \left( R_1(y_1, y')e^{-ik_E|y_1-y'|} - R_2(y_1, y')e^{-ik_E(y_1+y')} \right).
\]

(A9)

Without the loss of generality we assume that \( y' > y \). The key step is dividing the integral in the right-hand-side of Eq. \( \text{(A9)} \) into three domains: (i) \( 0 < y_1 < y \), (ii) \( y < y_1 < y' \), and (iii) \( y_1 > y' \). Consider first the domain (i). In this domain, we have \( |y-y_1| = y-y_1, |y_1-y'| = y'-y_1 \). Out of six terms in the integrand only two terms, \( -e^{-ik_E|y-y_1|}R_2(y_1, y')e^{-ik_E(y+y')} = -e^{-ik_E(y+y')}R_2(y_1, y'), \) and \( -e^{-ik_E}R_1(y_1, y')e^{-ik_Ey'} = -e^{-ik_E(y+y')}R_1(y_1, y') \) do not oscillate with \( y_1 \), since the functions \( R_1 \) and \( R_2 \) are slow. All other terms, e.g., \( e^{-ik_E|y-y_1|}R_1(y_1, y')e^{-ik_E|y_1-y'|} = e^{-ik_E(y+y')}R_1(y_1, y')e^{2ik_Ey_1} \), contain rapidly oscillating exponential factors. These factors suppress the integral over the domain (i) down to \( k_E^{-1} \). Similar strategy is applied to the domains (ii) and (iii). It can be checked that in the domain (iii) there are no slow terms in the integrand. In the domain (ii) there are two slow terms in the integrand, namely \( R_1(y_1, y')e^{-ik(y'-y)} \) and \( R_1(y_1, y')e^{ik(y'-y)} \). Collecting the terms with slow integrand and equating coefficients in front of \( e^{-ik_E|y-y'|} \) and \( e^{-ik_E(y+y')} \) yields the system of equations

\[
R_1(y, y') = 1 - \gamma \left( \frac{im}{\hbar^2k_E} \right)^2 \int_y^{y'} dy_1 R_1(y_1, y').
\]

(A10)

\[
R_2(y, y') = 1 + \gamma \left( \frac{im}{\hbar^2k_E} \right)^2 \int_0^{y'} dy_1 R_1(y_1, y')
\]

\[
+ \gamma \left( \frac{im}{\hbar^2k_E} \right)^2 \int_0^y dy_1 R_2(y_1, y').
\]

(A11)

Exponential decay of \( R_1 \) follows from the fact that the derivative \( \frac{dR_1}{dy} \) is proportional to \( nR_1 \). It is easy to check that \( R_1 = \exp(-\frac{y-y'}{l}) \) with \( l \) defined by Eq. \( \text{(A6)} \) is the solution of Eq. \( \text{(A10)} \). Equivalently, the solution of Eq. \( \text{(A11)} \) is \( R_2 = \exp(-\frac{y'+y}{l}) \). Note that in deriving the system Eqs. \( \text{(A10)}, \text{(A11)} \) we assumed that \( k_Ey > 1, k_Ey' > 1 \), when the terms with rapidly oscillating integrands can be neglected.

It is straightforward to extend Eq. \( \text{(A7)} \) to the 2D case. The Green function is dominated by two classical paths. The first path with a length \( \rho_1 = [(x_1-x_2)^2+\varphi(y_1-y_2)^2]^{1/2} \) is along the straight line, while the second path involves the reflection from the wall. As illustrated in Fig. 4, the minimal length of the path of this type is \( \rho_2 = [(x_1-x_2)^2+(y_1+y_2)^2]^{1/2} \). Within the numerical factor, the 2D Green’s function has a form

\[
\langle G(E, x_1, y_1, x_2, y_2) \rangle = \frac{m}{(2\pi\hbar^2)^{1/2}} \left[ \frac{\exp(-ik_E\rho_1 - \frac{\rho_1}{l})}{(k_E\rho_1)^{1/2}} - \frac{\exp(-ik_E\rho_2 - \frac{\rho_2}{l})}{(k_E\rho_2)^{1/2}} \right].
\]

(A12)
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