REGULARITY CRITERIA FOR SUITABLE WEAK SOLUTIONS TO THE FOUR DIMENSIONAL INCOMPRESSIBLE MAGNETO-HYDRODYNAMIC EQUATIONS NEAR BOUNDARY
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ABSTRACT. In this paper, we consider suitable weak solutions of the four dimensional incompressible magneto-hydrodynamic equations. We give two different kind $\varepsilon$-regularity criteria. One only requires the smallness of scaling $L^{p,q}$ norm of $u$, another requires the smallness of scaling space time $L^2$ norm of $\nabla u$ and boundedness of scaling norm of $H$ or $\nabla H$. And as an application of the second kind criteria, we also prove that up to the boundary, the two-dimensional Hausdorff measure of the set of singular points is equal to zero.

1. INTRODUCTION

In this paper we consider the four dimensional incompressible magneto-hydrodynamic (MHD) equations:

$$
\begin{align*}
\begin{cases}
    u_t + u \cdot \nabla u - \Delta u + \nabla \Pi = H \cdot \nabla H, \\
    \nabla \cdot u = 0, \\
    H_t + u \cdot \nabla H - \Delta H - H \cdot \nabla u = 0, \\
    \nabla \cdot H = 0,
\end{cases}
\end{align*}
$$

in a cylindrical domain $Q_T \equiv \Omega \times (0, T)$, where $\Omega \subset \mathbb{R}^4$ is smooth. Here $u$ is the velocity vector, $H$ is the magnetic vector and $\Pi = p + \frac{|H|^2}{2}$ is the magnetic pressure. The boundary conditions of $u$ and $H$ are given as following:

$$
\begin{align*}
    u = 0, \quad \text{and} \quad H \cdot \nu = 0, \quad \nabla H \cdot \nu = 0, \quad \forall \ x \in \partial \Omega,
\end{align*}
$$

where $\nu$ is the outward unit normal vector along the boundary $\partial \Omega$. The boundary condition for $H$ is equivalent to the slip-condition described in [15] in three dimension. The MHD equations usually describe the dynamics of the interaction of moving conducting fluids with electro-magnetic fields which are frequently observed in nature and industry, e.g., plasma liquid metals, gases (see [5, 10]). We are interested in the partial regularity of suitable weak solutions $(u, \Pi, H)$ to (1.1) up to the boundary.

We say that a pair of functions $(u, \Pi, H)$ is a suitable weak solution to (1.1) in $Q_T$ with the boundary condition (1.2) if $(u, H) \in L_\infty(0, T; L^2(\Omega)) \cap L^2(0, T; W^{1,2}_2(\Omega))$ and $\Pi \in L^{3/2}(Q_T)$ satisfy (1.1) in the weak sense and additionally the generalized local energy inequality holds for any non-negative
functions $\psi_1, \psi_2 \in C^\infty(\bar{\Omega} \times (0, T])$ and $t \in (0, T]$:

\[
\begin{aligned}
&\text{ess sup}_{0<s\leq t} \int_\Omega \left( |u(x, s)|^2 \psi_1(x, s) + |H(x, s)|^2 \psi_2(x, s) \right) dx \\
&\quad + 2 \int_{Q_t} \left( |\nabla u|^2 \psi_1 + |\nabla H|^2 \psi_2 \right) dx ds \\
&\leq \int_{Q_t} |u|^2 (\partial_t \psi_1 + \Delta \psi_1) + (|u|^2 + 2\Pi) u \cdot \nabla \psi_1 dx \\
&\quad - 2 \int_{Q_t} H \cdot \nabla u \cdot H \psi_1 dx ds - 2 \int_{Q_t} (H \cdot u)(H \cdot \nabla \psi_1) dx ds \\
&\quad + \int_{Q_t} |H|^2 (\partial_t \psi_2 + \Delta \psi_2) + |H|^2 u \cdot \nabla \psi_2 dx ds \\
&\quad - 2 \int_{Q_t} (H \cdot u)(H \cdot \nabla H) \cdot u \psi_2 dx ds \\
&\quad - 2 \int_{Q_t} (H \cdot u)(H \cdot \nabla H) \cdot u \psi_2 dx ds.
\end{aligned}
\tag{1.3}
\]

One of our main results is that, for any suitable weak solution $(u, \Pi, H)$ to (1.1) with the boundary condition (1.2), the two dimensional space-time Hausdorff measure of the set of singular points up to the boundary is equal to zero.

It was shown in [10] that weak solutions for MHD equations exist globally in time and in the two-dimensional case weak solutions become regular. In the three-dimensional case, Sermange [29] proved that if a weak solution pair $(u, H)$ are additionally in $L^\infty(0, T; W^{1,2}(\mathbb{R}^3))$, then $(u, H)$ become regular. However, the question of the regularity and uniqueness of weak solutions to the MHD equations is still widely open. Meanwhile, as in the incompressible Navier–Stokes equations (see [1, 11, 31, 22, 23, 24, 30, 32, 33]), many authors have studied regularity conditions and the partial regularity of suitable weak solutions. He and Xin [13] presented some interior regularity conditions of suitable weak solutions in terms of the scaled mixed norm of the velocity and the magnetic field, and more new interior regularity conditions were presented by Kang and Lee in [14]. These interior regularity conditions require that the scaled norm of the velocity is small and the scaled norm of the magnetic field is bounded. Hence, the authors in [14] proposed the question: "Can the regularity of suitable weak solutions be ensured without the assumption that the scaled norm of the magnetic field is bounded?" Wang and Zhang gave a positive answer to this question in [34], they proved the following local $\varepsilon$-regularity criteria, when

\[
\begin{aligned}
\sup_{0<r<\rho_0} \rho^{1-\frac{2}{p} - \frac{2}{q}} \|u\|_{L^{p,q}(Q_{\rho}(z_0))} \leq \varepsilon
\end{aligned}
\]

is satisfied for some $\varepsilon$ near a interior point $z_0$, then $z_0$ is regular. Kang and Kim extended this kind criteria to the boundary case in [15]. The main idea of these works is that the terms induced by $\Pi$ and $H \cdot \nabla H$ in the local energy inequality (1.3) all contain the velocity $u$, if some scaled norm of $u$ is small, then these terms can be controlled by timing small parameter
on scale-invariant quantities of the pressure and using an iteration method. We also refer the reader to [2, 3, 4, 36, 37, 38] and the references therein for extended results.

For the four dimensional case, the problem is more super-critical and the compactness arguments in the blowup procedure used, for instance, in the original paper [1] as well as [19, 17] break down. In [12], Han and He studied the four dimensional incompressible MHD equations’ partial regularity for the interior case. However, the partial regularity to the four dimensional incompressible MHD equations for the boundary case seems still to be open. Meanwhile, similar problems for Navier–Stokes equations were studied in [7, 8, 9, 35]. The main idea in [7, 8, 9] is to first establish a weak decay estimate of certain scale-invariant quantities, and then successively improve this decay estimate by a bootstrap argument and the elliptic or parabolic regularity theory, thus the proof do not involve any compactness argument. Motivated by these works, we study the four dimensional incompressible MHD equations’ partial regularity for the boundary case in this paper by following the main idea in [7, 8, 9]. Our results extend Kang’s boundary regularity result from three dimension to four dimension and extend [12]’s interior result to the boundary case.

Now we state our main results, where we use some notation introduced at the beginning of the corresponding sections.

First, we have the following three boundary \( \varepsilon \)-regularity criteria.

**Theorem 1.1.** Let \( \Omega \) be a domain in \( \mathbb{R}^4 \). Let \((u, \Pi, H)\) be a suitable weak solution of (1.1) in \( Q_T \) with the boundary condition (1.2). There is a positive number \( \varepsilon_0 \) satisfying the following property. Assume that for a point \( z_0 = (x_0, t_0) \), \( \omega(z_0, R) = Q^+(z_0, R) \) for some small \( R \), and for some \( \rho_0 > 0 \) we have

\[
C_u(\rho_0) + C_H(\rho_0) + D(\rho_0) \leq \varepsilon_0.
\]

Then \( u \) and \( H \) are regular at \( z_0 \).

**Theorem 1.2.** Let \( \Omega \) be a domain in \( \mathbb{R}^4 \). Let \((u, \Pi, H)\) be a suitable weak solution of (1.1) in \( Q_T \) with the boundary condition (1.2). Suppose that for every pair \((p, q)\) satisfying \( \frac{4}{p} + \frac{2}{q} \leq 2 \), \( 2 < q \leq \infty \), and \((p, q) \neq (2, \infty)\), there is a positive number \( \varepsilon_0 \) depending only on \( p, q \) and satisfying the following property. Assume that for a point \( z_0 = (x_0, t_0) \), \( \omega(z_0, R) = Q^+(z_0, R) \) for some small \( R \) and the inequality

\[
\limsup_{r \searrow 0} \frac{F^p_q}{u}(r) \leq \varepsilon_0,
\]

holds. Then \( u \) and \( H \) are regular at \( z_0 \).

**Remark 1.3.** Motivated by [15, 34], we proved this \( \varepsilon \)-regularity criteria, which only requires that the scaled norm of the velocity is small.

**Theorem 1.4.** Let \( \Omega \) be a domain in \( \mathbb{R}^4 \). Let \((u, \Pi, H)\) be a suitable weak solution of (1.1) in \( Q_T \) with the boundary condition (1.2). There is a positive
number $\varepsilon_0$ satisfying the following property. Assume that for a point $z_0 = (x_0, t_0)$, $\omega(z_0, R) = Q^+(z_0, R)$ for some small $R$ and the inequality
\[
\limsup_{r \searrow 0} E_u(r) \leq \varepsilon_0, \quad \sup_{0 < r < r_1} A_H(r) < \infty \text{ for some } r_1
\]
or
\[
\limsup_{r \searrow 0} E_u(r) \leq \varepsilon_0, \quad \sup_{0 < r < r_1} E_H(r) < \infty \text{ for some } r_1
\]
holds. Then $u$ and $H$ are regular at $z_0$.

Remark 1.5. Theorem 1.4 implies that if $\limsup_{r \searrow 0} (E_u(r) + E_H(r)) \leq \varepsilon_0$, then $u$ and $H$ are regular at $z_0$.

Our next result is regarding the partial regularity of suitable weak solutions up to the boundary.

**Theorem 1.6.** Let $\Omega$ be a domain in $\mathbb{R}^4$ with uniform $C^2$ boundary. Let $(u, \Pi, H)$ be a suitable weak solution of (1.1) in $Q_T$ with the boundary condition (1.2). Then up to the boundary, the 2D Hausdorff measure of the set of singular points is equal to zero.

We explain the main steps and the main difficulties to prove the main results slightly below. Our proofs mainly follow the scheme in [8, 9] mentioned before. Firstly, we carry out the estimates for some scaled norms. The main strategy is that we control these scale-invariant quantities in a smaller ball by their values in a larger ball and use these estimates to build iteration scheme later. And as a result of this step, we can show that if the assumption of Theorem 1.2 or Theorem 1.4 is satisfied, then the assumption of Theorem 1.1 is satisfied. Compared to the Navier-Stokes equations ([8, 9]), the main difference in the MHD equations is to control the pressure $\Pi$ and the nonlinear term $H \cdot \nabla H$. As we explained before, motivated by [15, 34], we can control the terms induced by $\Pi$ and $H \cdot \nabla H$ in the local energy inequality (1.3) with the assumption of Theorem 1.2. However, Theorem 1.2 can not infer the optimal partial regularity result. In order to get the optimal partial regularity, we still need to get an $\varepsilon$-regularity criteria which use scaled norms of $\nabla u$. In this case, the space-time $L^3$ scaled norm of $u$ may not small, and we will encounter difficulties to control the pressure $\Pi$ without any assumption of $H$. On the other hand, we find that after adding bounded constrains on scaled norm of $H$, we can control the pressure $\Pi$ by timing a small parameter and employing an iteration argument. Thus, in this way, it is possible for us to get the $\varepsilon$-regularity criteria: Theorem 1.4.

The other difficulty in showing the partial regularity up to the boundary is that the estimate of $\Pi$ now contains slow decay terms by using a decomposition of the pressure $\Pi$ introduced by Seregin [25], which is different from the interior case and then the method in [12] seems not be applicable. We will use the iteration argument in [9] to conquer this difficulty.
Secondly, we will use an iteration scheme to establish an initial decay estimate. And lastly, we improve this decay estimate by a bootstrap argument, and apply the parabolic regularity theory to get a good estimate of the $L_{3/2}$-mean oscillations of $u$ and $H$ and prove the main results.

We remark that by using the same method we can get an alternative proof of Kang, Kim’s results [15] without using any compactness argument and our method also provides a different approach than [12] to prove interior partial regularity results. It remains an interesting open problem whether a similar result can be obtained for higher dimensional MHD equations ($d \geq 5$ for the time-dependent case). It seems to us that four is the highest dimension to which our approach (or any existing approach) applies. In fact, by the embedding theorem

$$L_\infty((0, T); L^2(\Omega)) \cap L^2((0, T); W^1_2(\Omega)) \hookrightarrow L^{2(d+2)/d}((0, T) \times \Omega),$$

which implies nonlinear term in the energy inequality cannot be controlled by the energy norm when $d \geq 5$.

This paper is organized as follows: In Section 2 we introduce the notation of certain scale-invariant quantities and some settings which will be used throughout the paper. In Section 3 we prove our results in three steps. In the first step, we give some estimates of the scale-invariant quantities, which are by now standard and essentially follow the arguments in [6, 19]. In the second step, we establish a weak decay estimate of certain scale-invariant quantities by using an iteration argument based on the estimates we proved in the first step. In the last step, we successively improve the decay estimate by a bootstrap argument, and apply parabolic regularity to get a good estimate of $L_{3/2}$-mean oscillations of $u, H$, which yields the Hölder continuity of $u, H$ according to Campanato’s characterization of Hölder continuous functions.

2. Notation and Settings

In this section, we introduce the notation which will be used throughout this paper. Let $\Omega$ be a domain in $\mathbb{R}^d$, $-\infty \leq S < T \leq \infty$, and $m, n \in [1, \infty]$. We denote $L_{m,n}(\Omega \times (S, T))$ to be the usual space-time Lebesgue spaces of functions with the norm

$$\|f\|_{L_{m,n}(\Omega \times (S, T))} = \left( \int_{S}^{T} \|f(t)\|_{L_{m}(\Omega)}^{n} \, dt \right)^{\frac{1}{n}} \quad \text{for} \quad n < +\infty,$$

$$\|f\|_{L_{m,n}(\Omega \times (S, T))} = \text{ess sup}_{t \in (S, T)} \|f(t)\|_{L_{m}(\Omega)} \quad \text{for} \quad n = +\infty.$$
We will also use the following Sobolev spaces:

\[ W^{1,0}_{m,n}(\Omega \times (S,T)) = \left\{ f \mid \|f\|_{L_{m,n}(\Omega \times (S,T))} + \|\nabla f\|_{L_{m,n}(\Omega \times (S,T))} < +\infty \right\}, \]

\[ W^{2,1}_{m,n}(\Omega \times (S,T)) = \left\{ f \mid \|f\|_{L_{m,n}(\Omega \times (S,T))} + \|\nabla f\|_{L_{m,n}(\Omega \times (S,T))} \right. \]

\[ \left. + \|\nabla^2 f\|_{L_{m,n}(\Omega \times (S,T))} + \|\partial_t f\|_{L_{m,n}(\Omega \times (S,T))} < +\infty \right\}. \]

Let \( p \in (1, \infty) \). We denote \( H^1_p \) to be the solution spaces for divergence form parabolic equations. Precisely,

\[ H^1_p(\Omega \times (S,T)) = \left\{ u : u, Du \in L_p(\Omega \times (S,T)), u_t \in \mathbb{H}^{-1}_p(\Omega \times (S,T)) \right\}, \]

where \( \mathbb{H}^{-1}_p(\Omega \times (S,T)) \) is the space consisting of all generalized functions \( v \) satisfying

\[ \inf \left\{ \|f\|_{L_p(\Omega \times (S,T))} + \|g\|_{L_p(\Omega \times (S,T))} \mid \nabla \cdot g + f \right\} < \infty. \]

We shall use the following notation of spheres, balls, parabolic cylinders and so on

\[ B(x_0, r) = \{ x \in \mathbb{R}^4 \mid |x - x_0| < r \}, \quad B(r) = B(0, r), \quad B = B(1); \]

\[ B^+(x_0, r) = \{ x \in B(x_0, r) \mid x = (x', x_4), \quad x_4 > x_{04} \}, \]

\[ B^+(r) = B^+(0, r), \quad B^+ = B^+(1); \]

\[ S^+(x_0, r) = \{ x \in \mathbb{R}^4 \mid |x - x_0| = r, \quad x = (x', x_4), \quad x_4 > x_{04} \}; \]

\[ Q(z_0, r) = B(x_0, r) \times (t_0 - r^2, t_0), \quad Q(r) = Q(0, r), \quad Q = Q(1); \]

\[ Q^+(x_0, r) = B^+(x_0, r) \times (t_0 - r^2, t_0), \quad Q^+(r) = Q^+(0, r), \quad Q^+ = Q^+(1); \]

\[ \Omega(x_0, r) = B(x_0, r) \cap \Omega, \quad \omega(z_0, r) = Q(z_0, r) \cap QT, \]

where \( z_0 = (x_0, t_0) \).

We also denote mean values of summable functions as follows:

\[ [u]_{x_0, r}(t) = \frac{1}{|\Omega|} \int_{\Omega(x_0, r)} u(x, t) \, dx, \]

\[ (u)_{z_0, r} = \frac{1}{|\omega|} \int_{\omega(z_0, r)} u \, dz, \]

where \( |A| \) as usual denotes the Lebesgue measure of the set \( A \).
Now we introduce the following important quantities:

\[ A_u(r) = A_u(r, z_0) = \text{ess sup}_{t_0-r^2 \leq t \leq t_0} \frac{1}{r^2} \int_{\Omega(x_0,r)} |u(x,t)|^2 \, dx, \]

\[ E_u(r) = E_u(r, z_0) = \frac{1}{r^2} \int_{\omega(z_0,r)} \left| \nabla u \right|^2 \, dz, \]

\[ C_u(r) = C_u(r, z_0) = \frac{1}{r^3} \int_{\omega(z_0,r)} |u|^3 \, dz, \]

\[ F_u^{p,q}(r) = F_u^{p,q}(r, z_0) = \frac{1}{r^{\frac{2}{q}} + \frac{2}{q} - 1} \left[ \int_{t_0-r^2}^{t_0} \left( \int_{\Omega(x_0,r)} |u|^p \, dx \right)^{\frac{q}{p}} \, dt \right]^{\frac{1}{q}}, \]

\[ D(r) = D(r, z_0) = \frac{1}{r^3} \int_{\omega(z_0,r)} |\Pi - [\Pi]_{x_0,r}|^{\frac{q}{2}} \, dz, \]

\[ G^{\kappa,\lambda} = G^{\kappa,\lambda}(r, z_0) = \frac{1}{r^{\frac{2}{\kappa} + \frac{2}{\kappa} - 2}} \left( \int_{t_0-r^2}^{t_0} \left( \int_{\Omega(x_0,r)} |\Pi - [\Pi]_{x_0,r}|^{\kappa} \, dx \right)^{\frac{\lambda}{\kappa}} \, dt \right)^{\frac{1}{\lambda}}, \]

\[ A_H(r) = A_H(r, z_0) = \text{ess sup}_{t_0-r^2 \leq t \leq t_0} \frac{1}{r^2} \int_{\Omega(x_0,r)} |H(x,t)|^2 \, dx, \]

\[ F_H^{p,q}(r) = F_H^{p,q}(r, z_0) = \frac{1}{r^{\frac{2}{q}} + \frac{2}{q} - 1} \left[ \int_{t_0-r^2}^{t_0} \left( \int_{\Omega(x_0,r)} |H|^p \, dx \right)^{\frac{q}{p}} \, dt \right]^{\frac{1}{q}}, \]

\[ E_H(r) = E_H(r, z_0) = \frac{1}{r^2} \int_{\omega(z_0,r)} \left| \nabla H \right|^2 \, dz, \]

\[ C_H(r) = C_H(r, z_0) = \frac{1}{r^3} \int_{\omega(z_0,r)} |H|^3 \, dz. \]

Notice that all these quantities are invariant under the natural scaling:

\[ u_\lambda(x,t) = \lambda u(\lambda x, \lambda^2 t), \quad \Pi_\lambda(x,t) = \lambda^2 \Pi(\lambda x, \lambda^2 t), \quad H_\lambda(x,t) = \lambda H(\lambda x, \lambda^2 t). \]

We shall estimate them in Section 3.

3. The proof

In the proofs below, we will make use of the following well-known interpolation inequality.

**Lemma 3.1.** For any functions \( u \in W^1_2(\mathbb{R}^4_+), \) \( u = 0 \) on \( x_4 = 0, \) and real numbers \( q \in [2,4] \) and \( r > 0, \)

\[ \int_{B^+(r)} |u|^q \, dx \leq N(q) \left[ \left( \int_{B^+(r)} |\nabla u|^2 \, dx \right)^{q-2} \left( \int_{B^+(r)} |u|^2 \, dx \right)^{2-q/2} + r^{-2(q-2)} \left( \int_{B^+(r)} |u|^2 \, dx \right)^{q/2} \right]. \]
Let $L := \partial_t - \partial_{x_i}(a_{ij}\partial_{x_j})$ be a (possibly degenerate) divergence form parabolic operator with measurable coefficients which are bounded by a constant $K > 0$. We will use the following Poincaré type inequality for solutions to parabolic equations. See, for instance, [10 Lemma 3.1].

**Lemma 3.2.** Let $z_0 \in \mathbb{R}^{d+1}$, $p \in (1, \infty)$, $r \in (0, \infty)$, $u \in H^1_p(Q^+(z_0, r))$, $g = (g_1, \ldots, g_d), f \in L_p(Q^+(z_0, r))$. Suppose that $u$ is a weak solution to $Lu = \nabla \cdot g + f$ in $Q^+(z_0, r)$. Then we have

$$
\int_{Q^+(z_0, r)} |u(t, x) - (u)_{z_0, r}|^p \, dz \leq Nr^p \int_{Q^+(z_0, r)} (|\nabla u|^p + |g|^p + |f|^p) \, dz,
$$

where $N = N(d, K, p)$.

Lastly, we recall the following two important lemmas which will be used to handle the estimate for the pressure $\Pi$.

**Lemma 3.3.** Let $\Omega \subset \mathbb{R}^d$ be a bounded domain with smooth boundary and $T > 0$ be a constant. Let $1 \leq m < +\infty$, $1 \leq n < +\infty$ be two fixed numbers. Assume that $g \in L_{m,n}(Q_T)$. Then there exists a unique function pair $(v, p)$, which satisfies the following equations:

$$
\begin{align*}
\partial_tv - \Delta v + \nabla p &= g \quad \text{in } Q_T, \\
\nabla \cdot v &= 0 \quad \text{in } Q_T, \\
p |_{\partial\Omega} &= 0 \quad \text{for a.e. } t \in [0, T], \\
v &= 0 \quad \text{on } \partial_p Q_T.
\end{align*}
$$

Moreover, $v$ and $p$ satisfy the following estimate:

$$
\|v\|_{W^1_{m,n}(Q_T)} + \|p\|_{W^1_{m,n}(Q_T)} \leq C\|g\|_{L_{m,n}(Q_T)},
$$

where the constant $C$ only depends on $m, n, T$, and $\Omega$.

**Lemma 3.4.** Let $1 < m \leq 2$, $1 < n \leq 2$, and $m \leq s < +\infty$ be constants and $g \in L_{s,n}(Q^+)$. Assume that the functions $v \in W^{1,0}_{m,n}(Q^+)$ and $p \in L_{m,n}(Q^+)$ satisfy the equations

$$
\begin{align*}
\partial_tv - \Delta v + \nabla p &= g \quad \text{in } Q^+, \\
\nabla \cdot v &= 0 \quad \text{in } Q^+,
\end{align*}
$$

and the boundary condition

$$
v = 0 \quad \text{on } \{y | y = (y', 0), |y'| < 1 \times [-1, 0) \}.
$$

Then, we have $v \in W^{2,1}_{s,n}(Q^+(\frac{1}{2}))$, $p \in W^{1,0}_{s,n}(Q^+(\frac{1}{2}))$, and

$$
\begin{align*}
\|v\|_{W^{2,1}_{s,n}(Q^+(\frac{1}{2}))} + \|p\|_{W^{1,0}_{s,n}(Q^+(\frac{1}{2}))} &\leq C\|g\|_{L_{s,n}(Q^+)} + \|v\|_{W^{1,0}_{m,n}(Q^+)} + \|p\|_{L_{m,n}(Q^+)},
\end{align*}
$$

where the constant $C$ only depends on $m, n$, and $s$.

We refer the reader to [24] for the proof of Lemma 3.3 and [26, 28] for the proof of Lemma 3.4.

Now we prove the main theorems in three steps.
3.1. Step 1. First, we control the quantities $A_u, C_u, A_H, C_H$ and $D$ in a smaller ball by their values in a larger ball under the assumption that $F_u^{p,q}$ is sufficiently small or \((3.18)\) or \((3.17)\) holds. Here we follow the argument in \([6]\), which in turn used some ideas in \([17, 19, 25]\).

**Lemma 3.5.** Suppose $\gamma \in (0, 1)$ and $\rho > 0$ are constants, and $\omega(z_0, \rho) = Q^+(z_0, \rho)$. Then we have

$$C_u(\gamma \rho) \leq N[\gamma^{-3}A_u^{1/2}(\rho)E_u(\rho) + \gamma^{-9/2}A_u^{3/4}(\rho)E_u^{3/4}(\rho) + \gamma C_u(\rho)], \quad (3.1)$$

$$C_H(\gamma \rho) \leq N[\gamma^{-3}A_H^{1/2}(\rho)E_H(\rho) + \gamma^{-9/2}A_H^{3/4}(\rho)E_H^{3/4}(\rho) + \gamma C_H(\rho)], \quad (3.2)$$

where $N$ is a constant independent of $\gamma, \rho, \text{ and } z_0$.

**Proof.** This is Lemma 2.8 of \([6]\) with the only difference that balls (or cylinders) are replaced by half balls (or half cylinders, respectively). By using the zero boundary condition, the proof remains the same with obvious modifications. We omit the details. $\square$

**Lemma 3.6.** Suppose $\gamma \in (0, 1/4)$, $\rho > 0, 1 < \lambda < \gamma < 2, \frac{4}{\lambda} + \frac{2}{\gamma} \geq 4, \kappa > \frac{4}{3}$ are constants, $\kappa'$ is any large number such that $3 - \frac{2}{\lambda} - \frac{1}{\kappa'} > 0$, and $\omega(z_0, \rho) = Q^+(z_0, \rho)$. Then we have

$$G^{\kappa, \lambda}(\gamma \rho) \leq N[\gamma^{2-\frac{4}{\lambda}-\frac{2}{\gamma}}(A_u^{2-\kappa}(\rho)E_u^{2-\kappa}(\rho) + A_H^{2-\kappa}(\rho)E_H^{2-\kappa}(\rho)) + \gamma^{3-\frac{4}{\lambda}-\frac{2}{\kappa} - \frac{4}{\lambda}}(G^{\kappa, \lambda}(\rho) + A_u^{1/2}(\rho) + E_u^{1/2}(\rho))], \quad (3.3)$$

where $N$ is a constant independent of $\gamma, \rho, \text{ and } z_0$. In particular, for $\kappa = \lambda = \frac{3}{2}, \kappa' = 24$, we have

$$D(\gamma \rho) \leq N[\gamma^{-3}(A_u^{1/2}(\rho)E_u(\rho) + A_H^{1/2}(\rho)E_H(\rho)) + \gamma^{9/4}(D(\rho) + A_u^{3/4}(\rho) + E_u^{3/4}(\rho))]. \quad (3.4)$$

**Proof.** Without loss of generality, by shifting the coordinates we may assume that $z_0 = (0, 0)$. By the scale-invariant property, we may also assume $\rho = 1$. We choose and fix a domain $\tilde{B} \subset \mathbb{R}^4$ with smooth boundary so that

$$B^+(1/2) \subset \tilde{B} \subset B^+, \quad \text{and denote } \tilde{Q} = \tilde{B} \times (-1, 0). \text{ Define } \tilde{f} = -u \cdot \nabla u + H \cdot \nabla H. \text{ For } 1 < \lambda < 2, \frac{4}{\lambda} + \frac{2}{\gamma} \geq 4, \kappa > \frac{4}{3}, \text{ then } 2 < \frac{16}{4 - \kappa} < 4. \text{ By using Hölder’s inequality, Lemma } \text{and the Poincaré inequality, we get}$$
\[
\left( \int_{B^+} |\tilde{f}|^{\frac{4n}{4n-\kappa}} \, dx \right)^{\frac{4n-\kappa}{4n}} \lambda
\leq \left( \int_{B^+} |\nabla u|^2 \, dx \right)^{\frac{1}{2}} \left( \int_{B^+} |u|^{\frac{4n}{4n-\kappa}} \, dx \right)^{\frac{4n-\kappa}{4n}} \lambda
\]

Moreover, we have

\[
\left( \int_{B^+} |\nabla H|^2 \, dx \right)^{\frac{1}{2}} \left( \int_{B^+} |H|^{\frac{4n}{4n-\kappa}} \, dx \right)^{\frac{4n-\kappa}{4n}} \lambda
\]

Since we also have \( \frac{4n}{4n-\kappa} > 1 \), then by Lemma 3.3, there is a unique solution \( v \in W^{2,1}_{\frac{4n}{4n-\kappa}}(\tilde{Q}) \) and \( p_1 \in W^{1,0}_{\frac{4n}{4n-\kappa}}(\tilde{Q}) \) to the following initial boundary value problem:

\[
\begin{aligned}
\partial_t v - \Delta v + \nabla p_1 &= \tilde{f} \quad \text{in} \quad \tilde{Q}, \\
\nabla \cdot v &= 0 \quad \text{in} \quad \tilde{Q}, \\
[p_1]_{\tilde{\partial Q}}(t) &= 0 \quad \text{for a.e.} \ t \in (-1,0), \\
v &= 0 \quad \text{on} \quad \partial_p \tilde{Q}.
\end{aligned}
\]

Moreover, we have

\[
\|v\|_{L^{\frac{4n}{4n-\kappa}}(\tilde{Q})} + \|\nabla v\|_{L^{\frac{4n}{4n-\kappa}}(\tilde{Q})} + \|p_1\|_{L^{\frac{4n}{4n-\kappa}}(\tilde{Q})} + \|\nabla p_1\|_{L^{\frac{4n}{4n-\kappa}}(\tilde{Q})} \leq N\|\tilde{f}\|_{L^{\frac{4n}{4n-\kappa}}(\tilde{Q})}
\]

\[
\leq N \left( \int_{-1}^0 \left( \int_{B^+} |\nabla u|^2 \, dx \right)^{\frac{2n-2}{2n}} \lambda \left( \int_{B^+} |u|^2 \, dx \right)^{\frac{2n-\kappa}{2n}} \, dt \right)^{\frac{1}{2}}
\]

\[
+ N \left( \int_{-1}^0 \left( \int_{B^+} |\nabla H|^2 \, dx \right)^{\frac{2n-2}{2n}} \lambda \left( \int_{B^+} |H|^2 \, dx \right)^{\frac{2n-\kappa}{2n}} \, dt \right)^{\frac{1}{2}}, \quad \text{(3.5)}
\]

where in the last inequality we used (3.5).

We set \( w = u - v \) and \( p_2 = \Pi - p_1 - [\Pi]_{0,1/2} \). Then \( w \) and \( p_2 \) satisfy

\[
\begin{aligned}
\partial_t w - \Delta w + \nabla p_2 &= 0 \quad \text{in} \quad \tilde{Q}, \\
\nabla \cdot w &= 0 \quad \text{in} \quad \tilde{Q}, \\
w &= 0 \quad \text{on} \quad \{\partial \tilde{B} \cap \partial \Omega\} \times [-1,0).
\end{aligned}
\]
By Lemma 3.4 together with a scaling and the triangle inequality, we have \( p_2 \in W^{1,0}_{r',\lambda}(Q^+(1/4)) \) and
\[
\|\nabla p_2\|_{L^{r',\lambda}(Q^+(1/4))} \\
\leq N \left[ \|u\|_{L^{\frac{4r}{r+4},\lambda}(Q^+(1/2))} + \|\nabla u\|_{L^{\frac{4r}{r+4},\lambda}(Q^+(1/2))} + \|p_2\|_{L^{\frac{4r}{r+4},\lambda}(Q^+(1/2))} \right] \\
\leq N \left[ \|u\|_{L^{\frac{4r}{r+4},\lambda}(Q^+(1/2))} + \|\nabla u\|_{L^{\frac{4r}{r+4},\lambda}(Q^+(1/2))} + \|p_1\|_{L^{\frac{4r}{r+4},\lambda}(Q^+(1/2))} \right].
\] (3.7)

Here the constant \( \kappa' \) is any sufficient large number. Then with (3.6) and Hölder’s inequality, we can obtain
\[
\|\nabla p_2\|_{L^{r',\lambda}(Q^+(1/4))} \\
\leq N \left[ \|u\|_{L^{\frac{4r}{r+4},\lambda}(Q^+(1/4))} + \|\nabla u\|_{L^{\frac{4r}{r+4},\lambda}(Q^+(1/4))} + \|p_1\|_{L^{\frac{4r}{r+4},\lambda}(Q^+(1/4))} \right].
\] (3.8)

Recall that \( 0 < \gamma \leq 1/4 \). Then by using the Sobolev–Poincaré, the triangle inequality, \( (3.6) \), \( (3.8) \), and Hölder’s inequality, we bound \( D(\gamma) \) by
\[
\frac{N}{\gamma^{2-\frac{2}{r}-\frac{2}{\lambda}}} \left( \int_{0}^{1} \left( \int_{B_+^{(\gamma)}} |\nabla p_1|^{\frac{4r}{r+4}} dx \right)^{\frac{r+4}{4r}} + \left( \int_{B_+^{(\gamma)}} |\nabla p_2|^{\frac{4r}{r+4}} dx \right)^{\frac{r+4}{4r}} \right)^{\frac{1}{\lambda}} \\
\leq N \left[ \gamma^{2-\frac{2}{r}-\frac{2}{\lambda}} E_{u_\gamma}(1) A_{u_\gamma}(1) + \gamma^{2-\frac{2}{r}-\frac{2}{\lambda}} E_{H_\gamma}(1) A_{H_\gamma}(1) \right] \\
+ N \gamma^{3-\frac{2}{r}-\frac{2}{\lambda}} \left( \int_{0}^{1} \left( \int_{B_+^{(\gamma)}} |\nabla p_1|^{\frac{4r}{r+4}} dx \right)^{\frac{r+4}{4r}} dt \right)^{\frac{1}{\lambda}} \\
\leq N \left[ \gamma^{2-\frac{2}{r}-\frac{2}{\lambda}} E_{u_\gamma}(1) A_{u_\gamma}(1) + \gamma^{2-\frac{2}{r}-\frac{2}{\lambda}} E_{H_\gamma}(1) A_{H_\gamma}(1) \right] \\
+ N \gamma^{3-\frac{2}{r}-\frac{2}{\lambda}} \left[ E_{u_\gamma}(1) A_{u_\gamma}(1) + E_{H_\gamma}(1) A_{H_\gamma}(1) \right] \\
\leq N \left[ \gamma^{2-\frac{2}{r}-\frac{2}{\lambda}} E_{u_\gamma}(1) A_{u_\gamma}(1) + E_{H_\gamma}(1) A_{H_\gamma}(1) \right] \\
+ \gamma^{3-\frac{2}{r}-\frac{2}{\lambda}} \left[ A_{u_\gamma}(1) + E_{H_\gamma}(1) \right].
\]

The lemma is proved. \( \square \)

**Lemma 3.7.** Suppose \( \gamma \in (0, 1/2) \) and \( \rho > 0 \) are constants, and \( \omega(z_0, \rho) = Q^+(z_0, \rho) \). Then we have
\[
A_\gamma(\gamma \rho) + E_\gamma(\gamma \rho) + A_H(\gamma \rho) + E_H(\gamma \rho) \\
\leq N \gamma^{-2} \left[ C_{u_\gamma}^{2/3}(\rho) + C_{H_\gamma}^{2/3}(\rho) + C_u(\rho) + C_u^{1/3}(\rho) D^{2/3}(\rho) + C_u^{1/3}(\rho) C_H^{2/3}(\rho) \right].
\]
In particular, when $\gamma = 1/2$ we have
\[
A_u(\rho/2) + E_u(\rho/2) + A_H(\rho/2) + E_H(\rho/2)
\leq N \left[ C_u^{2/3}(\rho) + C_H^{2/3}(\rho) + C_u(\rho) + C_u^{1/3}(\rho) D^{2/3}(\rho) + C_u^{1/3}(\rho) C_H^{2/3}(\rho) \right],
\tag{3.9}
\]

Proof. As before, we assume $\rho = 1$. In the energy inequality \ref{1.3}, we set $t = t_0$ and choose a suitable smooth cut-off function $\psi$ such that
\[
\psi \equiv 0 \text{ in } Q_{t_0} \setminus Q(z_0, 1), \quad 0 \leq \psi \leq 1 \text{ in } Q_T,
\quad \psi \equiv 1 \text{ in } Q(z_0, \gamma), \quad |\partial_t \psi| + |\nabla \psi| + |\nabla^2 \psi| \leq N \text{ in } Q_{t_0}.
\]
By using \ref{1.3} with $\psi_1 = \psi_2 = \psi$, and because $u$ is divergence free, we get
\[
A_u(\gamma) + 2E_u(\gamma) + A_H(\gamma) + 2E_H(\gamma)
\leq N \frac{1}{\gamma^2} \left[ \int_{Q^+(z_0, 1)} |u|^2 + |H|^2 dz + \int_{Q^+(z_0, 1)} (|u|^2 + |H|^2 + |\Pi - [\Pi]_{x_0, 1}|) |u| dz \right].
\]
Using Hölder’s inequality and Young’s inequality, one can obtain
\[
\int_{Q^+(z_0, 1)} |u|^2 dz \leq \left( \int_{Q^+(z_0, 1)} |u|^3 dz \right)^{2/3} \left( \int_{Q^+(z_0, 1)} dz \right)^{1/3} \leq NC_u^{2/3}(1),
\]
\[
\int_{Q^+(z_0, 1)} |H|^2 dz \leq \left( \int_{Q^+(z_0, 1)} |H|^3 dz \right)^{2/3} \left( \int_{Q^+(z_0, 1)} dz \right)^{1/3} \leq NC_H^{2/3}(1),
\]
\[
\int_{Q^+(z_0, 1)} |H|^2 |u| dz \leq \left( \int_{Q^+(z_0, 1)} |H|^3 dz \right)^{2/3} \left( \int_{Q^+(z_0, 1)} |u|^3 dz \right)^{1/3} \leq C_H^{2/3}(1) C_u^{1/3}(1),
\]
\[
\int_{Q^+(z_0, 1)} |\Pi - [\Pi]_{x_0, 1}| |u| dz \leq \left( \int_{Q^+(z_0, 1)} |\Pi - [\Pi]_{x_0, 1}|^{3/2} dz \right)^{2/3} \left( \int_{Q^+(z_0, 1)} |u|^3 dz \right)^{1/3} \leq C_u^{1/3}(1) D^{2/3}(1),
\]
Then the conclusion follows immediately. \hfill \Box

Lemma 3.8. Suppose $\rho > 0$ and $\gamma \in (0, 1/8]$ are constants, $\kappa, \lambda, p$ and $q$ satisfy that $\frac{1}{\kappa} + \frac{1}{\lambda} + \frac{1}{q} = 1$, $1 < \lambda < 2$, $\frac{3}{2} + \frac{2}{q} \leq 2$, and $\omega(z_0, \rho) = Q^+(z_0, \rho)$. Then we have
\[
A_u(\gamma \rho) + E_u(\gamma \rho) + A_H(\gamma \rho) + E_H(\gamma \rho) \leq N \gamma^2 (A_u(\rho) + A_H(\rho)) + N \gamma^3 F_u^{p,q}(\rho) [F_u^{2\kappa,2\lambda}(\rho)]^2 + G^\kappa(\gamma \rho) + [F_H^{2\kappa,2\lambda}(\rho)]^2,
\tag{3.10}
\]
where $N$ is a constant independent of $\rho$, $\gamma$, and $z_0$. In particular, for $p = 3, q = 3$, we have

$$A_u(\gamma \rho) + E_u(\gamma \rho) + A_H(\gamma \rho) + E_H(\gamma \rho) \leq N \gamma^2 (A_u(\rho) + A_H(\rho)) + N \gamma^{-3} \left[ C_u(\rho) + C_u^{1/3}(\rho) D^{2/3}(\rho) + C_{u_H}^{1/3}(\rho) C_{H_H}^{2/3}(\rho) \right].$$

(3.11)

Proof. As before, we assume $\rho = 1$. Define the backward heat kernel as

$$\Gamma(x,t) = \frac{1}{4\pi(\gamma^2 + t_0 - t)^2} e^{-\frac{|x-x_0|^2}{2(\gamma^2 + t_0 - t)}}.$$ 

In the energy inequality (1.3) we put $t = t_0$ and choose $\psi_1 = \psi_2 = \Gamma \phi$, where $\phi \in C^\infty_0(B(x_0, 1) \times (t_0 - 1, t_0 + 1))$ is a suitable smooth cut-off functions satisfying

$$0 \leq \phi \leq 1 \text{ in } \mathbb{R}^4 \times \mathbb{R}, \quad \phi \equiv 1 \text{ in } Q(z_0, 1/2),$$

$$|\nabla \phi| \leq N, \quad |\nabla^2 \phi| \leq N, \quad |\partial_t \phi| \leq N \text{ in } \mathbb{R}^4 \times \mathbb{R}.$$ (3.12)

By using the equality

$$\Delta \Gamma + \Gamma_t = 0,$$

we have

$$\int_{B^+(z_0,1)} (|u(x,t)|^2 + |H(x,t)|^2) \Gamma(t,x) \phi(x,t) \, dx + 2 \int_{Q^+(z_0,1)} (|\nabla u|^2 + |\nabla H|^2) \Gamma \phi \, dz$$

$$\leq \int_{Q^+(z_0,1)} \left\{ (|u|^2 + |H|^2) (\Gamma \phi_t + \Gamma \Delta \phi + 2 \nabla \phi \nabla \Gamma) + (|u|^2 + 2|\Pi - [\Pi]_{z_0,1}| + |H|^2) u \cdot (\nabla \phi + \phi \nabla \Gamma) \right\} \, dz$$

$$+ 2 \int_{Q^+(z_0,1)} |H|^2 |u| \nabla \Gamma \phi + \Gamma \nabla \phi | \, dz.$$ (3.13)

With straightforward computations, it is easy to see the following three properties:

(i) For some constant $c > 0$, on $Q^+(z_0, \gamma)$ it holds that

$$\Gamma \phi = \Gamma \geq c \gamma^{-4}.$$ 

(ii) For any $z \in Q^+(z_0, 1)$, we have

$$|\Gamma(z) \phi(z)| \leq N \gamma^{-4}, \quad |\phi(z) \nabla \Gamma(z)| + |\nabla \phi(z) \Gamma(z)| \leq N \gamma^{-5}.$$ 

(iii) For any $z \in Q^+(z_0, 1) \setminus Q^+(z_0, \gamma)$, we have

$$|\Gamma(z) \phi_t(z)| + |\Gamma(z) \Delta \phi(z)| + |\nabla \phi \nabla \Gamma| \leq N.$$ 

Then these properties together with (3.12), (3.13) and Hölder’s inequality yield

$$A_u(\gamma) + E_u(\gamma) + A_H(\gamma) + E_H(\gamma) \leq N \left[ \gamma^2 (A_u(1) + E_u(1)) + \gamma^{-3} F_u^{p,q}(1) [F_u^{2\kappa,2\lambda}(1)]^2 + G_{\kappa,\lambda}(1) + [F_{H_H}^{2\kappa,2\lambda}(1)]^2 \right].$$

Thus, the lemma is proved. \qed
Proposition 3.9. Suppose that for every pair \((p, q)\) satisfying \(\frac{1}{p} + \frac{2}{q} \leq 2\), \(2 < q \leq \infty\), then for any \(\varepsilon_0 > 0\), there exists \(\varepsilon_1 > 0\) depending on \(p, q\) small such that the following is true. For any \(z_0 = (x_0, t_0)\) satisfying \(\omega(z_0, R) = Q^+(z_0, R)\) for some small \(R\) and
\[
\limsup_{r \searrow 0} F_{p,q}^u(r) \leq \varepsilon_1,
\] (3.14)
we can find \(\rho_0\) sufficiently small such that
\[
A_u(\rho_0) + E_u(\rho_0) + A_H(\rho_0) + E_H(\rho_0) + C_u(\rho_0) + C_H(\rho_0) + D(\rho_0) \leq \varepsilon_0.
\]
Proof. By (3.10) and (3.14), for some small \(\varepsilon\), we can find \(\rho\) such that for every pair \((\rho, R)\) satisfying \(\omega(\rho, R) = Q^+(\rho, R)\) for some small \(R\) and
\[
A_u(\rho) + E_u(\rho) + A_H(\rho) + E_H(\rho) \leq \varepsilon.
\]

By (3.10) and (3.14), for some small \(\rho\), one can obtain
\[
A_u(\rho) + E_u(\rho) + A_H(\rho) + E_H(\rho) \leq \varepsilon.
\]

Since \(\frac{1}{p} + \frac{2}{q} \leq 2\), \(2 < q \leq \infty\), then \(2 \leq 2\kappa < 4, \frac{2\kappa - 2}{\kappa} \leq 1\), and using the interpolation inequality (3.1) and Young’s inequality, we can bound \([F_{p,q}^u(\rho)]^2\) by
\[
N\rho^{2-\frac{4}{\kappa}}\left(\int_{t_0-\rho^2}^{t_0} \rho^{-\frac{4\kappa - 4}{\kappa}}(\int_{B^+_{\rho}} |u|^2 dx)^{\lambda} dt\right)^{\frac{1}{\lambda}}
\]
\[
+ N\rho^{2-\frac{4}{\kappa}}\left(\int_{t_0-\rho^2}^{t_0} \left(\int_{B^+_{\rho}} |\nabla u|^2 dx\right)^{\frac{2\kappa - 2}{\kappa}}(\int_{B^+_{\rho}} |u|^2 dx)^{\frac{2\kappa - 2}{\kappa}} dt\right)^{\frac{1}{\lambda}}
\]
\[
\leq NA_u(\rho) + N\epsilon\gamma\rho^2(\rho)A_u(\rho)
\]
\[
\leq N(A_u(\rho) + E_u(\rho)).
\]

Similarly, \([F_{p,q}^u(\rho)]^2\) can be bounded by \(N(A_H(\rho) + E_H(\rho))\). Then, combining with (3.13) and using Young’s inequality again, we have
\[
A_u(\gamma) + E_u(\gamma) + A_H(\gamma) + E_H(\gamma) + \epsilon'G^{\kappa,\lambda}(\gamma)
\]
\[
\leq N\gamma^2(A_u(\rho) + A_H(\rho)) + N\gamma^{-3}\varepsilon_1(A_u(\rho) + E_u(\rho) + A_H(\rho) + E_H(\rho))
\]
\[
+ N\gamma^{-3}\varepsilon_1 G^{\kappa,\lambda}(\rho) + N\gamma-3\varepsilon_1 G^{\kappa,\lambda}(\rho) + N\gamma^3-\frac{4}{\kappa} - \frac{4}{\kappa} (A_u(\rho) + E_u(\rho) + A_H(\rho) + E_H(\rho))
\]
\[
\leq N\epsilon\gamma^3-\frac{4}{\kappa} - \frac{4}{\kappa} (A_u(\rho) + E_u(\rho)).
\]
(3.15)

For any small \(\varepsilon_0 > 0\), we choose sufficiently small \(\gamma, \epsilon', \varepsilon_1\) such that
\[
N\gamma^2 + N\gamma^3-\frac{4}{\kappa} - \frac{4}{\kappa} < \frac{1}{8}
\]
\[
N\gamma^2-\frac{4}{\kappa} - \frac{4}{\kappa} < \frac{1}{16}, \quad N\epsilon'\gamma^3-\frac{4}{\kappa} - \frac{4}{\kappa} < \frac{1}{16} \varepsilon_0.
\]
\[
N\gamma^{-3}\varepsilon_1 < \frac{1}{16}, \quad N\gamma^{-3}\varepsilon_1 < \frac{1}{16} \epsilon'.
\]
Then by using (3.15) with a standard iteration argument, we can get

$$A_u(\rho_1) + E_u(\rho_1) + A_H(\rho_1) + E_H(\rho_1) + \varepsilon'G^{\varepsilon,\lambda}(\rho_1) \leq \varepsilon'_0$$

for some $\rho_1$ small enough.

Owing to Lemma 3.1 with $q = 3$, we get

$$C_u(\rho) \leq N[A_u(\rho) + E_u(\rho)]^{3/2}, \quad C_H(\rho) \leq N[A_H(\rho) + E_H(\rho)]^{3/2}, \quad (3.16)$$

which imply that

$$C_u(\rho_1) + C_H(\rho_1) \leq N\varepsilon'_0^2.$$  

To estimate $D(\rho)$, recall (3.4), we have

$$D(\gamma \rho_1) \leq N\gamma^{9/4}D(\rho_1) + N\gamma^{-3}(A_u(\rho_1) + E_u(\rho_1) + A_H(\rho_1) + E_H(\rho_1)),$$

then we can use the standard iteration argument again to obtain

$$D(\gamma^K \rho_1) \leq 2N\gamma^{-3}\varepsilon'_0$$

with sufficiently large $K$.

Lastly, for any small $\varepsilon'_0$, since the choice of $\gamma$ is independent on $\varepsilon'_0$, we choose sufficiently small $\varepsilon'_0$ such that $N\varepsilon'_0^{3/2} \leq \varepsilon'_0$, $2N\gamma^{-3}\varepsilon'_0 \leq \varepsilon'_0$, and set $\rho_0 = \gamma^K \rho_1$ to complete the proof. \qed

**Proposition 3.10.** For any $\varepsilon_0 > 0$, there exists $\varepsilon > 0$ such that the following is true. For any $z_0 = (x_0, t_0)$ satisfying $\omega(z_0, R) = Q^+(z_0, R)$ for some small $R$ and

$$\limsup_{r \searrow 0} E_u(r) \leq \varepsilon_1, \quad \sup_{0 < r < r_1} A_H(r) \leq M < \infty \text{ for some } r_1 \quad (3.17)$$

or

$$\limsup_{r \searrow 0} E_u(r) \leq \varepsilon_1, \quad \sup_{0 < r < r_1} E_H(r) \leq M < \infty \text{ for some } r_1 \quad (3.18)$$

we can find $\rho_0$ sufficiently small such that

$$A_u(\rho_0) + E_u(\rho_0) + C_u(\rho_0) + A_H(\rho_0) + E_H(\rho_0) + C_H(\rho_0) + D(\rho_0) \leq \varepsilon_0.$$  

**Proof.** First, we derive the following inequality,

$$A_u(\gamma \rho) + E_u(\gamma \rho) + A_H(\gamma \rho) + E_H(\gamma \rho) \leq N\gamma^2(A_u(\rho) + A_H(\rho))$$

$$+ N\gamma^{-3}[C_u(\rho) + C_u^{1/3}(\rho)D^{2/3}(\rho) + F_u^{4,2}(\rho)F_H^{8/3,4}(\rho)], \quad (3.19)$$

which is slightly different from (3.11).

To derive the above inequality, we use the same cut-off function $\psi_1 = \psi_2 = \Gamma \phi$ used in the proof of Lemma 3.8 and estimate the term $\int_{Q^+(z_0, 1)} |H|^2 |u| |\nabla \Gamma \phi + \Gamma \nabla \phi| \, dz$ in (3.13) as:

$$\int_{Q^+(z_0, 1)} |H|^2 |u| |\nabla \Gamma \phi + \Gamma \nabla \phi| \, dz \leq \gamma^{-5} F_u^{4,2}(1) F_H^{8/3,4}(1).$$
Then by (3.13) and Hölder’s inequality, we can get
\[
\gamma^{-2}[A_u(\gamma) + E_u(\gamma) + A_H(\gamma) + E_H(\gamma)] \leq N[(A_u(1) + E_u(1)) \\
+ \gamma^{-5}C_u(1)\gamma^{-5}C_u^{1/3}(1)D^{2/3}(1) + \gamma^{-5}F_u^{4,2}(1)F_H^{8,3,4}(1)],
\]
and (3.19) is proved by scaling.

By the interpolation inequality (3.1) and the boundary Poincáré inequality, \(F_u^{4,2}(\rho)\) can be bounded by
\[
N\rho^{-1} \left( \int_{B_{\rho}^+}(\rho^{-2}\int_{B_{\rho}^+} |u|^2 \, dx + \int_{B_{\rho}^+} |\nabla u|^2 \, dx) \, dt \right)^{1/2} \leq NE_u(\rho).
\]
Using the interpolation inequality (3.1) again, we also have
\[
F_H^{8,3,4}(\rho) \leq N(A_H(\rho) + E_H(\rho)),
\]
\[
C_u(\rho) \leq NA_u^{1/2}(\rho)(F_u^{4,2}(\rho) + E_u(\rho)) \leq NA_u^{1/2}(\rho)E_u(\rho).
\]

If the condition (3.17) is satisfied, then for some small \(\rho\), we can use (3.19), (3.1) and Young’s inequality to obtain
\[
A_u(\gamma(\rho)) + E_u(\gamma(\rho)) + A_H(\gamma(\rho)) + E_H(\gamma(\rho)) + \varepsilon' D(\gamma(\rho)) \\
\leq N\gamma^{-2}(A_u(\rho) + A_H(\rho)) + N\gamma^{-3}[A_u^{1/2}(\rho)\varepsilon_1 + A_u^{1/6}(\rho)E_u^{1/3}(\rho)D^{2/3}(\rho)] \\
+ N\gamma^{-5}E_u(\rho)(A_H(\rho) + E_H(\rho)) + \varepsilon'\gamma^{-3}(A_u^{1/2}(\rho)\varepsilon_1 + A_H^{1/2}(\rho)E_H(\rho)) \\
+ N\varepsilon'\gamma^{-9/4}(D(\rho) + A_u^{3/4}(\rho) + E_u^{3/4}(\rho)) \\
\leq N\gamma^{-4}(A_u(\rho) + A_H(\rho)) + N\varepsilon_1 A_u(\rho) + N\gamma^{-6}\varepsilon_1 + N\gamma^{-1/6}D(\rho) + N\varepsilon_1^{2/3}A_u(\rho) \\
+ N\gamma^{-3}\varepsilon_1 A_H(\rho) + E_H(\rho) + N\varepsilon_1A_u(\rho) + N\varepsilon_1 A_H(\rho) + N\varepsilon_1 A_H(\rho) + N\varepsilon_1 A_H(\rho) \\
+ N\varepsilon'\gamma^{-3}M E_H(\rho) + N\varepsilon'\gamma^{-9/4}D(\rho) + N\gamma\varepsilon_1^{4}. \tag{3.20}
\]
For any small \(\varepsilon_0\), choose sufficiently small \(\gamma, \varepsilon', \varepsilon_1\) such that
\[
N\gamma^{-2} + N\gamma^{-9/4} \leq \frac{1}{16}, \\
N\gamma^{-3}M + \varepsilon' \gamma^{-3/2} \leq \frac{1}{16}, \quad N\gamma\varepsilon_1^4 < \frac{1}{4} \varepsilon_0, \\
N\varepsilon_1^{1/6} < \frac{1}{4}\varepsilon', \quad N\gamma^{-6}\varepsilon_1 \varepsilon'+ N\gamma^{-3}\varepsilon_1^{-3/2} < \frac{1}{4} \varepsilon_0, \\
N\gamma^{-3}\varepsilon_1 + N\varepsilon_1^{2/3} + N\varepsilon_1 \varepsilon_1 + N\varepsilon_1 \leq \frac{1}{16},
\]
then with a similar argument in the proof of Proposition 3.9, we can get the conclusion.

When (3.18) is satisfied, then in the last line of (3.20), the term \(N\varepsilon'\gamma^{-3}M E_H(\rho)\) becomes \(N\varepsilon'\gamma^{-3}MA_H(\rho)\), and the proof is almost the same.

In the rest of paper, we use \(A(\rho) = A_u(\rho) + A_H(\rho), C(\rho) = C_u(\rho) + C_H(\rho), E(\rho) = E_u(\rho) + E_H(\rho)\) to simplify the notation.
3.2. Step 2. In the second step, we will study the decay property of $A$, $C$, $E$, and $D$ as the radius $\rho$ goes to zero.

**Proposition 3.11.** There exists $\varepsilon_0 > 0$ satisfying the following property. Suppose that for some $z_0 = (x_0, t_0)$, $\rho_0 > 0$, and $\omega(z_0, \rho_0) = Q^+(z_0, \rho_0)$ satisfying

$$C(\rho_0) + D(\rho_0) \leq \varepsilon_0. \quad (3.21)$$

Then we can find $N > 0$ and $\alpha_0 \in (0, 1)$ such that for any $\rho \in (0, \rho_0/4)$ and $z_1 \in Q(z_0, \rho_0/4) \cap (\partial\Omega \times (t_0 - \rho_0^2/16, t_0))$, the following inequality will hold uniformly

$$A(\rho, z_1) + C^{2/3}(\rho, z_1) + E(\rho, z_1) + D(\rho, z_1) \leq N\rho^{\alpha_0}, \quad (3.22)$$

where $N$ is a positive constant independent of $\rho$ and $z_1$.

**Proof.** Let $\varepsilon' > 0$ be a small constant to be specified later. Due to (3.9) and (3.21), one can find $\varepsilon_0 = \varepsilon_0(\varepsilon') > 0$ sufficiently small such that,

$$A(\rho_0/2) + E(\rho_0/2) \leq \varepsilon', \quad D(\rho_0/2) \leq \varepsilon'.$$

Without loss of generality, we can assume that $\rho_0 = \varepsilon'$. If $\rho_0 \neq \varepsilon'$, since $C$, and $D$ are invariant under the natural scaling, we can get (3.22) with $N$ proportional to $\rho_0^{-\alpha_0}$ after a scaling.

By (3.16), we have

$$C(\rho_0/2) \leq N\varepsilon'^{3/2}.$$

For any $z_1 \in Q(z_0, \rho_0/4) \cap (\partial\Omega \times (t_0 - \rho_0^2/16, t_0))$, by using

$$Q^+(z_1, \rho_0/4) \subset Q^+(z_0, \rho_0/2) \subset Q_T,$$

we can get

$$A(\rho_1, z_1) + E(\rho_1, z_1) + C^{2/3}(\rho_1, z_1) + D(\rho_1, z_1) \leq N\varepsilon'$$

with $\rho_1 = \rho_0/4$.

Next, we shall prove inductively that

$$A(\rho_k, z_1) + E(\rho_k, z_1) + C^{2/3}(\rho_k, z_1) \leq \rho_k^{\frac{1}{10]], D(\rho_k, z_1) \leq \rho_k^{\frac{1}{10}}, \quad (3.23)$$

where $\rho_k = \rho_k^{(1+\beta)^k}$ and $\beta = \frac{1}{200}$ for $k = 1, 2, \cdots$.

It is easy to see that (3.23) holds for $k = 1, 2, 3$ by choosing $\varepsilon'$ sufficiently small. Suppose that (3.23) holds for $k \geq 3$. Since $\rho_{k+1} = \rho_k^{1+\beta}$, by using (3.11) with $\gamma = \rho_k^\beta$ and $\rho = \rho_k$, we have

$$A(\rho_{k+1}) + E(\rho_{k+1}) \leq N\rho_k^{2\beta}A(\rho_k) + N\rho_k^{-3\beta}(C(\rho_k) + C^{1/3}(\rho_k)D^{2/3}(\rho_k)) \leq N\rho_k^{2\beta + \frac{1}{10]] + N\rho_k^{-3\beta + \frac{7}{60}}. \quad (3.24)$$

Since

$$\min\{2\beta + \frac{1}{10], -3\beta + \frac{7}{60}\} \geq \frac{1}{10}(1 + \beta),$$

we can get

$$A(\rho_{k+1}) + E(\rho_{k+1}) \leq N\rho_k^{2\beta + \frac{1}{10]} + N\rho_k^{-3\beta + \frac{7}{60}}.$$
we have
\[ A(\rho_{k+1}) + E(\rho_{k+1}) \leq N \rho_{k+1}^{\frac{1}{10} + \xi} \] for some \( \xi > 0 \),
and by (3.10),
\[ C(\rho_{k+1}) \leq N \rho_{k+1}^{\frac{3}{10} + \frac{2}{\xi}}. \]
Here \( N \) is a constant independent of \( k \) and \( \xi \). By taking \( \epsilon' \) sufficiently small that \( N\epsilon^\xi < 1 \), we can obtain
\[ A(\rho_{k+1}) + E(\rho_{k+1}) + C^{2/3}(\rho_{k+1}) \leq \rho_{k+1}^{\frac{1}{10}}. \tag{3.25} \]
To estimate the remaining term \( D(\rho_{k+1}) \), we apply (3.4). It turns out that, different from above, using the estimates of \( A(\rho_k), E(\rho_k), \) and \( D(\rho_k) \), one cannot get the estimate of \( D(\rho_{k+1}) \) as claimed. Instead, we shall bound \( D(\rho_{k+1}) \) by using the estimates which we get in the \( k-2 \)-th step. By defining \( \beta = (1 + \beta)^3 - 1 \) and using (3.3) with \( \gamma = \rho_k^{\frac{3}{10}} \) and \( \rho = \rho_{k-2} \), we can get
\[
D(\rho_{k+1}) \leq \begin{aligned}
&N \rho_{k-2}^{-3/10} E_u(\rho_{k-2}) A_{1/2}^1(\rho_{k-2}) + N \rho_{k-2}^{-3/4} E_H(\rho_{k-2}) A_{1/2}^1(\rho_{k-2}) \\
+ &N \rho_{k-2}^{9/10} D(\rho_{k-2}) + N \rho_{k-2}^{9/4} (A_u^3(\rho_{k-2}) + E_u^{3/4}(\rho_{k-2})) \\
\leq &N \rho_{k-2}^{-3/10 + \frac{3}{20}} + N \rho_{k-2}^{9/4 + \frac{1}{10}} + N \rho_{k-2}^{9/4 + \frac{3}{20}}.
\end{aligned}
\]
Since \( \min\{-3\beta + \frac{3}{20}, \frac{9}{4} \beta + \frac{1}{10}, \frac{9}{4} \beta + \frac{3}{20}\} > \frac{1}{10} (1 + \beta)^3 \), we have
\[ D(\rho_{k+1}) \leq \rho_{k+1}^{\frac{1}{10}} \]
by taking \( \epsilon' \) sufficiently small, but independent of \( k \).

Now for any \( \rho \in (0, \rho_0/4) \), we can find a positive integer \( k \) such that that \( \rho_{k+1} \leq \rho < \rho_k \). Therefore,
\[
\begin{aligned}
A(\rho) + E(\rho) + C^{2/3}(\rho) + D(\rho) &\leq \rho_k^3 \rho_{k-1}^{-3/10} (A(\rho_k) + E(\rho_k) + C^{2/3}(\rho_k) + D(\rho_k)) \\
&\leq 2 \rho_k^{1/10 - 3\beta} < 2 \rho_k^{1/10 - 3\beta}.
\end{aligned}
\]
By choosing \( \alpha_0 = \frac{1}{10} \beta (\frac{1}{10} - 3\beta) \), the lemma is proved.

3.3. Step 3. In the final step, we shall use a bootstrap argument to successively improve the decay estimate (3.22). However, as we will show below, the bootstrap argument itself only gives the decay of \( E_u(\rho) \) no more than \( \rho^2 \), which is not enough for the Hölder regularity of \( u \) since the spatial dimension is four (so that we need the decay exponent \( 2 + \delta \) according to Campanato’s characterization of Hölder continuous functions). We shall use parabolic regularity to fill in this gap.

First we prove Theorem (3.4). We begin with the bootstrap argument. We will choose an increasing sequence of real numbers \( \{\alpha_k\}_{k=1}^m \in (\alpha_0, 2) \).
Under the condition \(3.21\), we claim that the following estimates hold uniformly for all \(\rho > 0\) sufficiently small and \(z_1 \in Q(z_0, \rho_0/4) \cap (\partial \Omega \times (t_0 - \rho_0^2/16, t_0))\) over the range of \(\{\alpha_k\}_{k=0}^m\):

\[
A(\rho, z_1) + E(\rho, z_1) \leq N\rho^\alpha_k, \; C(\rho, z_1) \leq N\rho^{3\alpha_k/2}, \tag{3.26}
\]

\[
D(\rho, z_1) \leq N\rho^{5\alpha_k/6}. \tag{3.27}
\]

We prove this via iteration. The \(k = 0\) case for \(3.26\) and \(3.27\) was proved in \(3.22\) with a possibly different exponent \(\alpha_0\). Now suppose that \(3.26\) and \(3.27\) hold with the exponent \(\alpha_k\). We first estimate \(A(\rho, z_1)\) and \(E(\rho, z_1)\).

Let \(\rho = \tilde{\gamma} \tilde{\rho}\) where \(\tilde{\gamma} = \rho^\mu\), \(\tilde{\rho} = \rho^{1-\mu}\) and \(\mu \in (0, 1)\) to be determined. We use \(3.11\), and \(3.26\) to obtain

\[
A(\rho) + E(\rho) \leq N\rho^{2\mu} \rho^\alpha_k(1-\mu) + N\rho^{-3\mu} \rho^\alpha_k(1-\mu).
\]

Choose \(\mu = \frac{\alpha_k}{90 + \alpha_k}\). Then \(3.26\) is proved for \(A(\rho) + E(\rho)\) with the exponent

\[
\alpha_{k+1} := \min \left\{ 2\mu + \alpha_k(1-\mu), \frac{19}{18} \alpha_k(1-\mu) - 3\mu \right\}
\]

\[
= \frac{92}{90 + \alpha_k} \alpha_k \in (\alpha_k, 2).
\]

The estimate in \(3.20\) with \(\alpha_{k+1}\) in place of \(\alpha_k\) for \(C(\rho, z_1)\) follows from \(3.16\) immediately. To prove the estimate in \(3.27\) with \(\alpha_{k+1}\) we will use \(3.4\). Let \(\rho = \tilde{\gamma} \tilde{\rho}\), where \(\tilde{\gamma} = \rho^\mu\) and \(\tilde{\rho} = \rho^{1-\mu}\) with a constant \(\mu \in (0, 1)\) to be specified. From \(3.4\), \(3.20\) with \(\alpha_{k+1}\) in place of \(\alpha_k\) and \(3.27\), we have

\[
D(\rho) \leq N[\rho^{-3\mu + \frac{3}{2} \alpha_k(1-\mu)} + \rho^{9\mu/4 + \frac{3}{2} \alpha_k(1-\mu)} + \rho^{9\mu/4 + \frac{9}{2} \alpha_k(1-\mu)}].
\]

Choose \(\mu = \frac{\alpha_{k+1}}{7 + \alpha_{k+1}}\). Then we can get

\[
\min \left\{ -3\mu + \frac{3}{2} \alpha_{k+1}(1-\mu), 9\mu/4 + \frac{5}{6} \alpha_k(1-\mu), 9\mu/4 + \frac{3}{4} \alpha_{k+1}(1-\mu) \right\}
\]

\[
= \frac{15\alpha_{k+1}}{14 + 2\alpha_{k+1}},
\]

and

\[
D(\rho) \leq N\rho^{\frac{15\alpha_{k+1}}{14 + 2\alpha_{k+1}}} \leq N\rho^{5\alpha_{k+1}/6}
\]

since \(\alpha_{k+1} \in (0, 2)\). Moreover,

\[
2 - \alpha_{k+1} = \frac{90}{90 + \alpha_k}(2 - \alpha_k) \leq \frac{90}{90 + \alpha_0}(2 - \alpha_k).
\]

Thus, for any sufficiently small \(\delta\), we can find a \(m\) that \(\alpha_m \geq 2 - \delta\).

Via the bootstrap argument, we have got the following estimates for all \(\rho > 0\) sufficiently small and \(z_1 = (x_1, t_1) \in Q(z_0, \rho_0/4) \cap (\partial \Omega \times (t_0 - \rho_0^2/16, t_0))\):
\[ \rho^2_{16}/16, \tau_0)]: \]

\[
\sup_{t_1 - \rho^2 \leq t \leq t_1} \int_{B^+(x_1, \rho)} |u(x, t)|^2 + |H(x, t)|^2 \, dx \leq N\rho^{4-\delta}, \tag{3.28}
\]

\[
\int_{Q^+(z_1, \rho)} |\Pi - [\Pi]_{x_1, \rho}|^{3/2} \, dz \leq N\rho^{3+\frac{2}{6}(2-\delta)}, \tag{3.29}
\]

\[
\int_{Q^+(z_1, \rho)} |u|^3 + |H|^3 \, dz \leq N\rho^{3+\frac{2}{6}(2-\delta)}. \tag{3.30}
\]

Now we rewrite (1.1) (in the weak sense) into

\[
\begin{align*}
\partial_t u_i - \Delta u_i &= -\partial_j(u_i u_j) - \partial_i \Pi + \partial_j(H_i H_j), \\
\partial_t H_i - \Delta H_i &= -\partial_j(u_i H_j) + \partial_j(u_i H_j). \tag{3.31}
\end{align*}
\]

Finally, we use the parabolic regularity theory to improve the decay estimate of mean oscillations of \( u \) and then complete the proof. Due to (3.28) and (3.30), there exists \( \rho_1 \in (\rho/2, \rho) \) such that

\[
\int_{B^+(x_1, \rho_1)} |u(x, t_1 - \rho^2_1)|^2 + |H(x, t_1 - \rho^2_1)|^2 \, dx \leq N\rho^{4-\delta},
\]

\[
\int_{t_1 - \rho^2_1}^{t_1} \int_{S^+(x_1, \rho_1)} |u|^3 + |H|^3 \, dx \, dt \leq N\rho^{2+\frac{2}{6}(2-\delta)}. \tag{3.32}
\]

Let \( v, h \) be the unique weak solution to the heat equation

\[
\begin{align*}
\partial_t v - \Delta v &= 0 \quad \text{in} \quad Q^+(z_1, \rho_1), \\
\partial_t h - \Delta h &= 0 \quad \text{in} \quad Q^+(z_1, \rho_1),
\end{align*}
\]

with the boundary condition \( v = u, h = H \) on \( \partial_p Q^+(z_1, \rho_1) \). Since \( v = 0, h \cdot \nu = 0, (\nabla \times h) \times h = 0 \) on the flat boundary part, it follows from the standard estimates for the heat equation, Hölder’s inequality, and (3.32) that

\[
\sup_{Q^+(z_1, \rho_1/2)} (|\nabla v| + |\nabla h|) \leq N\rho_1^{-6} \int_{t_1 - \rho^2_1}^{t_1} \int_{S^+(x_1, \rho_1)} (|v| + |h|) \, dx \, dt
\]

\[
+ N\rho_1^{-5} \int_{B^+(z_1, \rho_1)} (|v(x, t_1 - \rho^2_1)| + |h(x, t_1 - \rho^2_1)|) \, dx
\]

\[
\leq N\rho^{-1-\delta/2}. \tag{3.33}
\]

Denote \( w = u - v, h = H - h \). Then \( w, h \) satisfies the linear parabolic equation

\[
\begin{align*}
\partial_t w_i - \Delta w_i &= -\partial_j(u_i u_j) - \partial_i (\Pi - [\Pi]_{x_1, \rho}) + \partial_j(H_i H_j), \\
\partial_t h_i - \Delta h_i &= -\partial_j(u_i H_j) + \partial_j(u_i H_j).
\end{align*}
\]
with the zero boundary condition. By the classical $L_p$ estimate for parabolic equations, we have
\[
\| \nabla w \|_{L^{3/2}(Q^+(z_1, \rho_1))} \leq N \| |u|^2 \|_{L^{3/2}(Q^+(z_1, \rho_1))} + N \| H \|_{L^{3/2}(Q^+(z_1, \rho_1))} + N \| \Pi - [\Pi]_{x_1, \rho} \|_{L^{3/2}(Q^+(z_1, \rho_1))},
\]
and
\[
\| \nabla \tilde{h} \|_{L^{3/2}(Q^+(z_1, \rho_1))} \leq N \| |u|^2 \|_{L^{3/2}(Q^+(z_1, \rho_1))},
\]
which together with (3.29), (3.30), and the condition $f \in L^6$ yields
\[
\int_{Q^+(z_1, \rho_1)} \| \nabla w \|_{L^{3/2}} \| dz \leq N \rho^{3+5(2-\delta)/6},
\]
and
\[
\int_{Q^+(z_1, \rho_1)} \| \nabla h \|_{L^{3/2}} \| dz \leq N \rho^{3+3(2-\delta)/2}.
\]
Since $|\nabla u| \leq |\nabla w| + |\nabla v|, |\nabla H| \leq |\nabla h| + |\nabla \tilde{h}|$, we combine (3.33) and (3.34) to obtain, for any $r \in (0, \rho/4)$, that
\[
\int_{Q^+(z_1, r)} |\nabla u|^{3/2} \| dz \leq N \rho^{3+5(2-\delta)/6} + r^6 \rho^{-3/2-\frac{3}{4} \delta},
\]
\[
\int_{Q^+(z_1, r)} |\nabla H|^{3/2} \| dz \leq N \rho^{3+3(2-\delta)/2} + r^6 \rho^{-3/2-\frac{3}{4} \delta}.
\]
Upon taking $\delta = \frac{1}{20}$ and $r = \rho^{1000/973}/4$ (with $\rho$ small), we deduce
\[
\int_{Q^+(z_1, r)} |\nabla u|^{3/2} \| + |\nabla H|^{3/2} \| dz \leq N r^q,
\]
where
\[
q = \frac{36001}{8000} > 6 - \frac{3}{2}.
\]
Since $u \in H^{1/2}_{L^6}$ is a weak solution to (3.31), it then follows from Lemma 3.2, (3.35), (3.29), and (3.30) with $r$ in place of $\rho$ that
\[
\int_{Q^+(z_1, r)} |u - (u)_{z_1, r}|^{3/2} \| dz \leq N r^{3/2} \int_{Q^+(z_1, r)} |\nabla u|^{3/2} + |\nabla H|^{3/2} + (|u|^2)^{3/2} + ([\Pi - [\Pi]_{z_1, r}]^{3/2}) \| dz \\
\leq N r^{q+3/2},
\]
and
\[
\int_{Q^+(z_1, r)} |H - (H)_{z_1, r}|^{3/2} \| dz \\
\leq N r^{3/2} \int_{Q^+(z_1, r)} |\nabla H|^{3/2} + (|u| H)^{3/2} \| dz \\
\leq N r^{q+3/2}.
\]
We also can prove the above inequality for the interior point under the assumption of Proposition 3.11 by our method. Then by Campanato's characterization of Hölder continuous functions near a flat boundary (see, for instance, [18, Lemma 4.11]), that $u, H$ are Hölder continuous in a neighborhood of $z_0$. This completes the proof of Theorem 1.1.

Theorem 1.2 then follows from Theorem 1.1 by applying Proposition 3.9 and Theorem 1.3 then follows from Theorem 1.1 by applying Proposition 3.10. Finally, we can prove that Theorem 1.2, 1.4 also holds for a $C^2$ domain similarly by following the argument in [27, 20]. Lastly, under the assumption of Remark 1.5, the same $\varepsilon$-regularity criteria can be proved for interior point with a similar method in [9], then Theorem 1.6 is deduced by using the standard argument in the geometric measure theory, which is explained for example in [1].
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