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Abstract
The content of this contribution is based on the course on numerical analysis techniques for non-linear dynamics. After introducing basic concepts as the visual analysis of trajectories in phase space and the importance of the nature of fixed points in their topology and dynamics, the motion close to a resonance is presented, with simple non-linear map examples. The onset of chaotic motion and the modern methods used for their detection are detailed with a focus on frequency map analysis and concrete examples for a variety of rings and non-linear effects.

1 Introduction
The purpose of this lecture is to present techniques for the analysis of non-linear motion, with direct applications to particle accelerators. Starting from the basic principles of phase-space dynamics and in particular the stability of fixed points (or periodic orbits), the concept of Poincaré map is introduced, where the motion close to a resonance and the onset of chaotic motion can be analysed based on simple numerical examples. The second part is dedicated to numerical methods for the detection of chaos, with an emphasis to Frequency Map Analysis (FMA) and its application to various concrete beam dynamics problems.

2 Phase space dynamics
Following the evolution of trajectories in phase space $u, p_u$, with $u$ the “position” and $p_u$ the conjugate momentum, provides a valuable description for understanding the evolution of a dynamical system. In particular, the existence of an integral of motion, i.e. a constant quantity with time (e.g. the value of the “Hamiltonian” or the “energy” for a conservative system) imposes geometrical constraints on phase space flow. For the simple example of an harmonic oscillator, with eigen-frequency $\omega_0$

$$H = \frac{1}{2} (p_u^2 + \omega_0^2 u^2)$$

the phase space curves are ellipses parameterized by the Hamiltonian (energy) around the equilibrium point (see Fig. 1 left).

By simply changing the sign of the potential in the harmonic oscillator, i.e. for a Hamiltonian written as:

$$H = \frac{1}{2} (p_u^2 - \omega_0^2 u^2)$$

the phase trajectories become hyperbolas, which are symmetric around the equilibrium point, where two straight lines cross, moving towards and away from it. It is straightforward to generalise this picture for conservative non-linear oscillators having the Hamiltonian

$$H = \frac{1}{2} p_u^2 - V(u)$$

with the potential $V(u)$ being a general polynomial function of positions. The equilibrium points are associated with extrema of the potential. As examples, three non-linear oscillators phase space plots are
Figure 1: Phase-space plot \((u, p_u)\) of a simple harmonic oscillator corresponding to the Hamiltonian of eq. (1) (left) and one eq. (2) (right).

Presented in Fig. 2: one with a quartic potential with Hamiltonian \(H = \frac{1}{2}p_u^2 - \frac{1}{2}u^2 + \frac{1}{4}u^4\) with three equilibrium points corresponding to two minima and one maximum (left); a cubic potential (center) with Hamiltonian \(H = \frac{1}{2}p_u^2 - \frac{1}{2}u^2 + \frac{1}{3}u^3\) (one minimum and one maximum); and the well-known pendulum (right) \(H = \frac{1}{2}p_\phi^2 - \frac{g}{L} \cos \phi\), presenting periodic minima and maxima.

Figure 2: Phase-space plot \((u, p_u)\) of three non-linear oscillators with a quartic potential (left), a cubic potential (center) and the pendulum (right).

2.1 Fixed point analysis

Consider a general second order differential equation system

\[
\begin{align*}
\frac{du}{dt} &= f_1(u, p_u), \\
\frac{dp_u}{dt} &= f_2(u, p_u).
\end{align*}
\]

(4)
If the system is described by the Hamiltonian, (3), the above equations correspond to the Hamilton’s equations:

\[
\frac{du}{dt} = \frac{\partial H(u, p_u)}{\partial p_u} = p_u,
\]

\[
\frac{dp_u}{dt} = -\frac{\partial H(u, p_u)}{\partial u} = -\frac{\partial V(u)}{\partial u}.
\]

The equilibrium or “fixed” points at \((u, p_u) = (u_0, p_{u0})\) are defined by \(f_1(u_0, p_{u0}) = f_2(u_0, p_{u0}) = 0\) and are determinant for the topology of the close-by trajectories. In the case of the Hamiltonian (3), they are located at \((u, p_u) = (u_0, 0)\), where the position is obtained by \(\frac{\partial V(u)}{\partial u} |_{u = u_0} = 0\). The linearized equations of motion at their vicinity are

\[
\frac{d}{dt} \begin{bmatrix} \delta u \\ \delta p_u \end{bmatrix} = M_J \begin{bmatrix} \delta u \\ \delta p_u \end{bmatrix} = \begin{bmatrix} \frac{\partial f_1(u_0, p_{u0})}{\partial u} & \frac{\partial f_1(u_0, p_{u0})}{\partial p_u} \\ \frac{\partial f_2(u_0, p_{u0})}{\partial u} & \frac{\partial f_2(u_0, p_{u0})}{\partial p_u} \end{bmatrix} \begin{bmatrix} \delta u \\ \delta p_u \end{bmatrix},
\]

where \(M_J\) is the Jacobian matrix of the differential equation system. The fixed point nature is revealed by the nature of the eigenvalues of the Jacobian matrix \(M_J\), given by the solutions of the characteristic polynomial \(\det |M_J - \lambda I| = 0\).

For a conservative system with one degree of freedom, the second order characteristic polynomial for any fixed point has two possible solutions corresponding to:

- Two complex eigenvalues with opposite sign, representing elliptic fixed points. The phase space flow is described by ellipses, with particles evolving clockwise or anti-clockwise (see left side of Fig. 1).
- Two real eigenvalues with opposite sign, representing hyperbolic (or saddle) fixed points. The phase space flow is described by two lines (or manifolds), which are incoming (stable) and outgoing (unstable) (see right side of Fig. 1).

The pendulum, with length \(L\), gravitational constant \(g\) conjugate position and momenta \((\phi, p_\phi)\), represented by the Hamiltonian \(H = \frac{1}{2} p_\phi^2 - g L \cos \phi\) can serve as an example of the described fixed point analysis. The “fixed” points can be found by using eqs. (5) and they are located at \((\phi_n, p_\phi) = (\pm n\pi, 0)\), for \(n = 0, 1, 2, \ldots\). The Jacobian matrix is \(\begin{bmatrix} 0 & 1 \\ -\frac{g}{L} \cos \phi_n & 0 \end{bmatrix}\), with its eigenvalues \(\lambda_{1,2} = \pm i \sqrt{\frac{g}{L} \cos \phi_n}\). Two cases can be distinguished:

- For even multiples of the position (phase) \(\phi_n = 2n\pi\), the eigenvalues are purely imaginary \(\lambda_{1,2} = \pm i \sqrt{\frac{g}{L}}\) corresponding to elliptic fixed points.
- For odd multiples of the phase \(\phi_n = (2n + 1)\pi\), the eigenvalues are real \(\lambda_{1,2} = \pm \sqrt{\frac{g}{L}}\) corresponding to hyperbolic fixed points.

The separatrix represented by the blue curve in Fig. 2 (right) is defined by the stable and unstable manifolds through the hyperbolic points, separating bounded librations (green curves) and unbounded rotations (red curves).

2.2 Phase space for time-dependent systems

Consider a simple harmonic oscillator where the frequency \(\omega_0(t)\) is time-dependent and is represented by the Hamiltonian

\[
H = \frac{1}{2} \left( p_u^2 + \omega_0^2(t) u^2 \right).
\]
Plotting the evolution of a trajectory in phase space in Fig. 3 (left), provides curves that intersect each other, due to the fact that now the phase space is 3-dimensional, where time $t$ is the extra dimension. When the time dependence is periodic, as in the case of accelerator rings, the elimination of time can be achieved by rescaling it to become $\tau = \omega_0 t$. Considering every integer interval of the new “time” variable (i.e. every period $T_0 = \frac{2\pi}{\omega_0}$), the phase space looks like the one of the harmonic oscillator (see center part of Fig. 3). This is the simplest version of a Poincaré map or surface of section, which is useful for studying geometrically the phase space of multi-dimensional systems. The fixed point at the location $(u, p_u) = (u_0, 0)$ of the map is indeed a periodic orbit, as represented in Fig. 3 (right).

Figure 3: Phase-space plot $(u, p_u)$ for one trajectory of the time-dependent system (7) (left), Poincaré map for integer multiples of the period $T_0$ (center) and the periodic orbit passing through the origin $(u, p_u) = (u_0, 0)$ (right).

3 Poincaré map

The first recurrence or Poincaré map [1] or surface of section is defined by the successive intersections of trajectories of a dynamical system, with a fixed surface transversal to the phase space flow, i.e. for which trajectories intersect this surface and do not run parallel to it. For an autonomous Hamiltonian system $H(q, p)$ with no explicit time dependence, it can be chosen to be any surface in phase space, e.g. $q_i = 0$. In the case of a non-autonomous Hamiltonian system $H(q, p, t)$, with explicit periodic time dependence, this surface can be defined by multiples of the period $t = kT_0$, with $k$ and integer.

In a system with $n$ degrees of freedom (or $n + 1$ including the time), the phase space has $2n$ (or $2n + 2$) dimensions. By fixing the value of the Hamiltonian to $H = H_0$, a Poincaré map reduces the phase space dimensions to $2n - 2$ (or $2n$). This shows that the Poincaré map is particularly useful to be constructed and explored visually for a system with $n = 2$ degrees of freedom, or 1 degree of freedom plus time, as the motion on the map is described by 2-dimensional curves. For continuous system, there are numerical techniques [2] to compute the surface exactly.

For an accelerator ring, the construction of the Poincaré map is very natural as the periodicity is imposed by geometry itself. One could imagine a virtual Beam Position Monitor which is able to record positions and momenta at a location of the ring. This will give the usual ellipses for linear motion, which can be transformed to circles (see Fig. 4a) by the well-known Floquet transformation from the original variables $(u, u') \approx (u, p_u)$ \(^1\) to normalised coordinates $(U, U') \approx (U, p_U)$, with

\[
\begin{pmatrix}
U \\
p_U
\end{pmatrix} = \begin{pmatrix}
\frac{1}{\sqrt{\beta}} & 0 \\
\frac{\alpha}{\sqrt{\beta}} & \sqrt{\beta}
\end{pmatrix} \begin{pmatrix}
u \\
p_u
\end{pmatrix} = \sqrt{2J_u} \begin{pmatrix}
\cos(\phi_u) \\
-\sin(\phi_u)
\end{pmatrix},
\]

\(8\)

\(^1\)The approximation $u' \approx p_u$ assumes a term $\frac{p_u^2}{\beta}$ in the relativistic Hamiltonian which is only true for transverse magnetic fields, on-momentum motion and expansion of the square root involving momenta to lower orders, i.e. the “paraxial” approximation.
with \( J_u = \frac{1}{2}(\gamma_u u^2 + 2\alpha_u u p_u + \beta_u p_u^2) \) and \( \phi_u = \arctan \left( -\frac{p_u}{u} - \alpha_u \right) \) the action-angle variables. The particles are executing simple rotations on a circle of radius \( \sqrt{2J_u} \), which is an integral of motion with a change in the angle variable per turn \( \Delta \phi_{\text{turn}}^u = 2\pi\nu_{u0} \), with \( \nu_{u0} \) the unperturbed frequency of motion or tune. In integrable systems with more degrees of freedom, the phase space trajectories move in products of these circles, i.e. multi-dimensional tori parameterised by the action integrals and the angles are just varying linearly with "time" (or "turns" in the case of an accelerator ring). A resonance condition corresponds to a periodic orbit or fixed points on the Poincaré map. If a non-linearity is introduced at a certain location, represented like a change of momentum \( \delta P \) (or "kick" in the accelerator jargon), this will translate to a radius or an action change \( \delta(\sqrt{2J_u}) \) and thereby the circular phase space curve (or in general the torus) will be distorted.

Figure 4: Schematic plot of a Poincaré map \((u, p_u)\) for an accelerator ring (left), phase space trajectory in normalised coordinates \((U, p_U)\) for a linear system (center) and introduction of a non-linear "kick" (right).

### 3.1 Single Octupole map

A simple numerical example can be considered, by building the map composed by an uncoupled rotation in phase space with phase advances \((\mu_x, \mu_y)\)

\[
\begin{pmatrix}
    x \\
    p_x \\
    y \\
    p_y
\end{pmatrix}_{n+1} =
\begin{pmatrix}
    \cos(\mu_x) & \sin(\mu_x) & 0 & 0 \\
    -\sin(\mu_x) & \cos(\mu_x) & 0 & 0 \\
    0 & 0 & \cos(\mu_y) & \sin(\mu_y) \\
    0 & 0 & -\sin(\mu_y) & \cos(\mu_y)
\end{pmatrix}
\begin{pmatrix}
    x \\
    p_x \\
    y \\
    p_y
\end{pmatrix}_n,
\]

(9)

and a single octupole kick with integrated strength \( k_3 \):

\[
\begin{pmatrix}
    x \\
    p_x \\
    y \\
    p_y
\end{pmatrix}_{n+2} =
\begin{pmatrix}
    x \\
    p_x - k_3(x^3 - 3xy^2) \\
    y \\
    p_y - k_3(-3x^2y + y^3)
\end{pmatrix}_{n+1}.
\]

(10)

We can first restrict the motion in the \((x, p_x)\) phase plane, i.e. we set \( y_0 = p_{y0} = 0 \). The map is iterated for a number of "turns" (here 1000) and a few initial conditions.

The phase space trajectories (or Poincaré map) \((x, p_x)\) are plotted for \((\mu_x = 0.22)\) in Fig. 5 (left), whereas the action-angle space is depicted in Fig. 5 (right). Close to the closed orbit at \( x = p_x = 0 \), invariant curves appear, where the action variable seems to be almost constant, as it is very close to an integral of motion. As the trajectories are further away from the closed orbit, for larger amplitudes, the circular phase space trajectories are getting more distorted. Resonances are appearing as stable fixed
Figure 5: Poincaré map \((x, p_x)\) (left), and action-angle space \((J_x, \phi_x)\) for a simple model including an octupole kick and a rotation in phase space, for \(y_0 = p_{y0} = 0\) and a phase advance of \((\mu_x = 0.22)\).

points surrounded by curves forming "islands". The corresponding unstable fixed points are connected by separatrices (or unstable manifolds). At even larger amplitude the trajectories are no longer smooth as the motion becomes strongly chaotic. In the case of electromagnetic fields generated by the multi-pole expansion employed for electro-magnets in accelerators (polynomials in the transverse coordinates), the phase space is not bounded. In this respect, chaotic trajectories may eventually escape to infinity, introducing the concept of Dynamic Aperture (DA), which will be treated in a later section. For some fields like head-on beam-beam or space-charge which depend on the beam distribution line density (i.e. they vanish to infinity) chaotic particles cannot escape to infinity but they form a halo, which can be indeed lost if geometrical aperture restrictions are present.

4 Motion close to a resonance

Since the time of Poincaré [1], it is known that in the vicinity of a resonance \(k_1\omega_1 + k_2\omega_2 = 0\), standard canonical perturbation methods fail. This is due to the appearance of small denominators in the amplitudes of the Fourier series expansion representing the non-linear part of the Hamiltonian, which prevents its convergence. Secular perturbation theory was indeed introduced to overcome this problem, by constructing a special “resonant” Hamiltonian which represent motion the vicinity of the resonance (see [3, 4] for the general mathematical formalism, whereas its application to accelerator rings are described in [5–10] for Hamiltonians, whereas the elegant approach accelerator maps are treated references [11–13]). In brief, a canonical transformation is applied such that the new variables are in a frame remaining on top of the resonance. If one frequency is slow, one can average the motion and remain only with a 1 degree of freedom Hamiltonian which looks like the one of a pendulum. Thereby, one can find the location and nature of the fixed points measure the width of the resonance.

For simplicity we consider only one plane, for which any polynomial perturbation of the form \(x^{k_1}\), the “resonant” Hamiltonian is written as

\[
\hat{H}_2 = \delta J_3 + \alpha(J_2) + \frac{k_1}{2} J_2^{3/2} A_{k_1; p} \cos(k_1 \psi_2),
\]

(11)

with the very small distance to the resonance \(\delta \ll 1\) defined as \(\nu = \frac{p}{k_1} + \delta\). The non-linear shift of the tune is described by the term \(\alpha(J_2)\). This Hamiltonian is actually very close to the one of a pendulum, which is completely integrable, and several properties such as the frequency and resonance width can be computed analytically. The conditions for the fixed points can be found by setting the equations of motion equal to zero and obtain

\[
\sin(k_1 \psi_2) = 0, \quad \delta + \frac{\partial \alpha(J_2)}{\partial J_2} + \frac{k_1}{2} J_2^{3/2 - 1} A_{k_1; p} \cos(k_1 \psi_2) = 0.
\]

(12)

There are \(k_1\) fixed points for which \(\cos(k_1 \psi_2) = -1\) and the fixed points are stable (elliptic). They are surrounded by ellipses. There are also \(k_1\) fixed points for which \(\cos(k_1 \psi_2) = 1\) and the fixed points are unstable (hyperbolic). The trajectories are hyperbolas passing in their vicinity are hyperbolas.
We can apply this to the “resonant” Hamiltonian for a sextupole close to a third order resonance for which
\[ \hat{H}_2 = \delta J_2 + J_2^{3/2} A_{3p} \cos(3\psi_2); \]  
(13)
Note the absence of the non-linear tune-shift term, as this is a 1st order perturbation theory for a sextupole approximation. By setting the Hamilton’s equations equal to zero, three fixed points can be found at
\[ \psi_{20} = \pi/3, \quad 2\pi/3, \quad 5\pi/3, \quad J_{20} = \left( \frac{2\delta}{3A_{3p}} \right)^2 \]  
For \[ \delta > \frac{\pi}{3A_{3p}} \] all three points are unstable. Close to the elliptic one at \[ \psi_{20} = 0 \], the motion in phase space is described by closed circles that get more and more distorted to end up in the “triangular” separatrix uniting the unstable fixed points, as shown in Fig. 6. The tune separation from the resonance is
\[ \delta = \frac{3A_{3p}}{2J_{20}^{1/2}}. \]
As a numerical example, we consider a simple map with a single sextupole kick
\[
\begin{pmatrix}
  x \\
  p_x \\
  y \\
  p_y
\end{pmatrix}_{n+2} =
\begin{pmatrix}
  x \\
  p_x - k_2(x^2 - y^2) \\
  y \\
  p_y - k_2(-2xy)
\end{pmatrix}_{n+1},
\]
(14)
with integrated strength \( k_2 \) and a rotation with phase advances \( (\mu_x, \mu_y) \), see Eq. (9). Restricting the motion again in the \( (x, p_x) \) plane i.e. \( y_0 = p_{y0} = 0 \) and iterating for a number of “turns” (here 1000), we can produce the Poincaré maps of Fig. 7 for different phase advances. Indeed, for a phase advance close to the 3rd integer and depending on the tune-shift with the particles amplitude, the appearance of the 3rd order resonance is evident (top left of Fig 7), identified by the triangular shape of the trajectories at its vicinity. On the other hand, if the phase advance is away from that resonance, but close to the 4th, 5th, 6th, 7th etc. integer, the corresponding resonances appear, and several other higher orders (see top, right, and bottom plots of Fig. 7). The belief that sextupole resonances excite only 3rd order resonances is based on a 1st order perturbation theory approach, whereas at higher orders (i.e. iterating the map more then once, so that a higher order dependence on the sextupole strength appears), all resonances could be potentially excited.

We can apply the same formalism to the 4th order resonance, through the resonant Hamiltonian of Eq. (11), which in the case that \( k_1 = 4 \) becomes
\[ \hat{H}_2 = \delta J_2 + \alpha J_2^2 + J_2^2 A_{4p} \cos(4\psi_2); \]  
(15)
The second term \( \alpha J_2^2 \) represents the leading shift of the frequency with the action (e.g. from an octupole excitation at leading order). The fixed points are found by taking the derivative over the two variables and setting them to zero, i.e.
\[ \sin(4\psi_2) = 0, \quad \delta + 2\alpha J_2 + 2J_2 A_{4p} \cos(4\psi_2) = 0. \]  
(16)
The first trivial solution provides the closed orbit at \((J_{20}, \psi_{20}) = (0,0)\), with \(\delta = 0\). The solutions for the angles provide eight fixed points for \(J_{20} = \frac{\pi}{2(\lambda_4 \pm \alpha)}\) or \(J_{20} = -\frac{\pi}{2(\lambda_4 \pm \alpha)}\). Assuming that \(\lambda_4 \alpha > 0\), for half of them at \(\psi_{20} = (2k + 1)\pi/4\), with \(k\) an integer, there is a minimum in the potential, as \(\cos(4\psi_{20}) = -1\), and they are elliptic. The other half at \(\psi_{20} = k\pi/2\) are hyperbolic as \(\cos(4\psi_{20}) = +1\).

The topology of a 4th order resonance is shown in 8 (top left). Near the center, and around the closed orbit, regular motion is observed. For higher amplitudes, the trajectories are getting more and more deformed towards a rectangular shape, as they approach the 4th order. The separatrix passes through four unstable fixed points. Four stable fixed points exist and they are surrounded by stable motion, forming the so-called "islands of stability". Motion seems well contained, but this depends on the number and strength of octupoles. Another interesting observation is that the if \(\alpha = 0\), i.e. the first order tune-shift with amplitude is eliminated, the solution for the action is \(J_2 = 0\) and the eigenvalues of the Jacobian matrix (6) are real. This means that there is no minimum in the potential and the central fixed point becomes hyperbolic.

As for the sextupole, the octupole can excite any resonance, as can be observed in Fig. 8. Indeed, multi-pole magnets can excite any resonance order, depending on the tunes, the strength of the magnet and particle amplitudes.

In Fig. 9, the Poincaré map \((x, p_x)\) for a combined kick of a sextupole and an octupole, plus a phase space rotation is given, for different phase advances. Indeed, in that case, the chaotic motion region is getting wider when close to the 4th order resonance (see 9 right). On the other hand, the appearance of a non-zero amplitude detuning term \(\alpha\), allows the appearance of 3rd order resonance stable fixed points (see 9 left).
Figure 8: Poincaré map \((x, p_x)\) for a simple model including an octupole kick and a rotation in phase space, for \(y_0 = p_y0 = 0\) and a phase advance of \(\mu_x = 0.32\) (top, left), \(\mu_x = 0.28\) (top, right), \(\mu_x = 0.31\) (bottom, left) and \(\mu_x = 0.32\) (bottom, right).

Figure 9: Poincaré map \((x, p_x)\) for a simple model including a sextupole and an octupole kick with a rotation in phase space, for \(y_0 = p_y0 = 0\) and a phase advance of \(\mu_x = 0.34\) (left) and \(\mu_x = 0.22\) (right).

5 Onset of chaos

Unstable fixed points are indeed the source of chaos when a perturbation is added. When this perturbation becomes larger, the motion around the separatrix has a very complex form. A sketch of this motion close to the separatrix (adapted by [3]) is presented in Fig. 10 (left, top), where the splitting of the separatrix is shown. In fact the trajectories entering into the unstable fixed point (homoclinic orbits or stable manifolds) and the ones moving away from it (heteroclinic orbits or unstable manifolds) start forming tangles, which are very complicated structures, with the stable and unstable manifolds intersecting an infinite number of times. There is a mathematical method to prove this splitting, which implies the non-integrability of the system and the on-set of chaos, through the so called Melnikov function [14,15]. This function measures the distance between stable and unstable manifolds in the Poincaré map. When this
measure is equal to zero, the manifolds cross each other transversally and the trajectories will become chaotic.

Figure 10: Sketch of the separatrix splitting [3] (left, top), the creation of self-similar fixed points [4] (left, bottom) and a zoom in the separatrix of the 4th order resonance of Fig. 8 (right).

The theorem of Poincaré-Birkhoff [16] states that under perturbation of a resonance, only an even number of fixed points survives (half stable and the other half unstable). These fixed points get destroyed when the perturbation is getting increased, and so-on and so-forth. This makes the phase-space to look self-similar, as shown schematically in Fig. 10 (left, bottom). This fractal-like structure can be observed when one zooms closely to the chaotic zone of a destroyed separatrix like the one obtained by the octupole map close to the 4th order resonance, as shown in Fig. 10 (right).

5.1 Resonance overlap criterion

When the perturbation is increased, the resonance island width grows and resonances can overlap allowing diffusion of particles. Chirikov [17–19] proposed a criterion for the overlap of two neighbouring resonances and the onset of orbit diffusion. Using the resonant Hamiltonian (11), the distance between two resonances for a two degrees of freedom system

\[ k_1 \omega_1 + k_2 \omega_2 = 0 \]

and

\[ k'_1 \omega_1 + k'_2 \omega_2 = 0 \]

can be written as

\[ \delta \hat{J}_{k,k'} = \frac{2 \left( \frac{1}{k} - \frac{1}{k'} \right)}{\left| \frac{\partial^2 H_0(\hat{J})}{\partial \hat{J}^2} \right|_{\hat{J} = \hat{J}_0}} \]

with \( k = k_1 + k_2 \) and \( k' = k'_1 + k'_2 \) the resonance orders. The simple overlap criterion is when the sum of the half widths of the two resonances \( \Delta \hat{J}_{k,\text{max}} \) and \( \Delta \hat{J}_{k',\text{max}} \) are greater then the distance between the resonances, i.e. \( \Delta \hat{J}_{k,\text{max}} + \Delta \hat{J}_{k',\text{max}} \geq \delta \hat{J}_{k,k'} \). In that case, the separatrices of the two resonances can cross each other ("overlap") and then the particles can find a route to diffuse, as shown Fig. 11. Considering that the chaotic layer has a finite width and that secondary islands appear, Chirikov introduced a heuristic “two thirds” rule \( \Delta \hat{J}_{k,\text{max}} + \Delta \hat{J}_{k',\text{max}} \geq \frac{2}{3} \delta \hat{J}_{k,k'} \). Although the criterion was widely applied in dynamical system models with 2 degrees of freedom (or 1 degree of freedom, plus time), its geometrical nature makes its extension to systems of more than 2 degrees of freedom not practical.

5.2 Increasing dimensions

For \( (y_0, p_{y0}) \neq (0, 0) \), i.e. by adding another degree of freedom, the chaotic motion is enhanced, as shown in Fig. 12, where the simple octupole map is not plotted for two non-zero vertical initial conditions. Indeed, the larger is the vertical amplitude, the more chaotic seems the phase space. At the same
time, the analysis of the phase space trajectories on surfaces of section becomes difficult to interpret, as the trajectories are 4-dimensional objects projected on a 2-dimensional space (a plane).

Figure 12: Poincaré maps \((x, p_x)\) (left) for a simple model including an octupole kick and a rotation in phase space, for two different vertical initial conditions \(y_0, p_{y0}\) and phase advances of \(\mu_x, \mu_y\) = (0.22, 0.24).

6 Chaos detection methods

A series of methods exist for detecting chaotic orbits and applied in beam dynamics, including the estimation of the dynamic aperture (DA) or particle survival [20–22], the computation of Lyapunov exponents [23, 24] the variance of unperturbed action (a la Chirikov) [19, 25], the estimation of diffusion coefficients based or a statistical approach following the Fokker-Planck equation [26–28], etc. We will
briefly discuss a few of these methods with an emphasis on Frequency Map Analysis (FMA) (for a review of the method in particle accelerators see [29]).

6.1 Dynamic aperture

The most direct way to evaluate the non-linear dynamics performance of a ring is the computation of Dynamic Aperture (DA). Actually, the Hamiltonian for magnetic elements, with fields defined through the usual multi-pole expansion is not bounded, so particles inside the chaotic regions of the system can diffuse to very large amplitudes (i.e. infinity), or in a real accelerator will be certainly lost in the vacuum pipe. The focus of non-linear beam dynamics is to estimate and possibly explore mitigation measures in order to increase the area in real space where particles survive after some time, i.e. certain number of turns depending on the given application, the boundary of which defines the DA. This quantity or particle survival rates can be measured in a real ring, or computed through numerical integration of the equations of motions (“particle tracking”), for several initial conditions, with codes optimised for this task [30,31]. The tracking codes need to be symplectic, for guaranteeing area preserving properties of the Hamiltonian flow. One usually starts with 4D (only transverse) tracking but certainly needs to simulate 5D (constant energy deviation) and finally 6D (with synchrotron motion included). As multi-pole errors may not be completely known, one has to track through several machine models built by random distribution of these errors.

An example of such a study is plotted in Fig. 13 [32], for the validation of the HL-LHC operational scenario at the end of luminosity levelling (i.e. lower crossing angle compared to the baseline in order to meet the DA requirement) scenarios and the two leveled luminosity targets. The worst configuration is found at less than 1 $\sigma_{\text{beam}}$ from the statistical average, with the overall spread in the range of 0.2-0.3 $\sigma_{\text{beam}}$ [32].
for any given scenario is at the level of 0.3 $\sigma_{\text{beam}}$. This result is within the simulation noise, therefore the impact of the magnetic imperfections are assumed to be in the shadow of the effect of the beam-beam interactions at any DA target.

Figure 14: Optimization of the ALS lattice using MOGA with the solution front in the objectives space, composed by the horizontal emittance versus DA area, colour-coded with the horizontal beta function [35].

In recent years, Multi Objective Genetic Algorithms (MOGA) [33–35] have been popularised to optimise linear but also non-linear dynamics of electron low emittance storage rings. MOGA use various knobs such as quadrupole strengths, chromaticity sextupoles and correctors with some constraints and generate populations which evolve in generations based on natural evolution paradigms such as inheritance, mutation, selection, and crossover. An example for the optimisation of the Advanced Light Source (ALS) lattice is being shown in Fig. 14, where the target is the ultra-low horizontal emittance, but also high dynamic aperture with a constraint on optics, which in this example is the horizontal beta function in the ID location, for this specific example. The population creates an optimal front (called the Pareto front), where the best solution following these constraints can be chosen.

Figure 15: LHC run2 working point scan color-coded with the DA [36].
In the same line, the DA estimation can be better valued as a lifetime maximisation indicator, if used in a comparative way by varying certain lattice parameters. This approach was heavily used for the LHC [36, 37] and HL-LHC [32, 38]. An example for the LHC during Run2 is given in Fig. 15, where the working point scan color-coded by the DA is produced in order to reveal the reasons of the poor lifetime of beam 1, in particular after the reduction of the crossing angle at the end of 2016. These DA simulations showed that the nominal fractional working point at \((0.31, 0.32)\) was not optimal, in particular for the strong octupoles and 15 units of chromaticity, employed during LHC operation. The working point maximising the DA could be found in an area closer to the diagonal. A subsequent working point scan was performed in operation and proved indeed beneficial for the beam lifetime. This was clearly shown in operation, as presented in Fig. 16, where the intensity evolution of both beams is shown for consecutive LHC fills, with a clear improvement of Beam 1 (blue), when the new working point was applied.

Figure 16: Intensity of Beam1 (blue) and Beam 2 (red) for consecutive fills of the LHC [36].

### 6.2 Lyapunov exponent

By definition, chaotic motion implies sensitivity to initial conditions of nearby orbits. In fact, two infinitesimally close chaotic trajectories in phase space with initial deviation vector \(\delta Z_0\) will end-up diverging with rate \(|\delta Z(t)| \approx e^{\lambda t} |\delta Z_0|\), where with \(\lambda\) is the maximum Lyapunov exponent [39]. As the rate can be different for different phase space variables, there are as many exponents as the phase space dimensions, forming the so called Lyapunov spectrum. The largest one is the Maximal Lyapunov exponent (MLE) which is defined as

\[
\lambda = \lim_{t \to \infty} \lim_{\delta Z_0 \to 0} \frac{1}{t} \ln \frac{|\delta Z(t)|}{|\delta Z_0|}
\]

The MLE converges towards a positive value for a chaotic orbit, as shown in Fig. 17 (top), showing indeed exponential divergences of nearby trajectories. In the case of a regular orbit (Fig. 17, bottom), the MLE converges to zero, as the trajectories will never diverge.

The difficulty for using MLE in order to distinguish ordered from chaotic motion is indeed due to its definition, which requires very large and potentially infinite integration time, in particular for trajectories that are close to a resonance Fig. 18 (top) or close to the separatrix (Fig. 18 bottom). In both of these cases, the MLE converges more slowly towards zero. There are indeed several numerical methods which allow the efficient calculation of the Lyapunov exponent or its variants [40, 41], mostly applied to dynamical system beyond beam dynamics.

### 6.3 Frequency Map Analysis

The brute-force approach of DA estimations is extensively used in beam dynamics. However, it is not easy to correlate the excited resonances with the extent of the chaotic region, that limit the DA in order to provide correcting measures, in particular by just observing trajectories in the physical or phase space. The Frequency Map Analysis (FMA) attempts to connect the two effects by moving to the frequency...
Figure 17: Maximum Lyapunov Exponent for a chaotic (top) and regular (bottom) trajectory.

Figure 18: Maximum Lyapunov Exponent for a trajectory close to a resonance (top) and one close to the separatrix (bottom).

space. This method can be used as an early chaos indicator but also for computing numerically resonance strengths. It has been introduced by Laskar in astronomy [42–46] and subsequently used in several physics applications ranging from atomic physics [47] to Hamiltonian toy models [48–50]. During the last two decades, it became a standard tool of beam dynamics analysis for a variety of accelerators, such as hadron colliders [51–55], synchrotron light sources [56–60], high-intensity rings [61, 62], B-factories [63] and linear collider damping rings [64]. The method relies on the high precision estimation [65] of the associated frequencies of motion (or "tunes" in the accelerator jargon), which are supposed to be invariant (i.e. integrals of motion) in the case of quasi-periodic motion, as stated by the KAM theory [66–68]. In this respect, the variation of the frequencies over time [49–51] can provide an early stability indicator that has the advantage of connecting resonant phase-space structures and their overlap with diffusion of chaotic trajectories.
The back-bone of the method is the Numerical Analysis of Fundamental Frequencies (NAFF) algorithm [42, 43] or each variants [69]. The idea is to derive a quasi-periodic approximation, in form of a truncated to order $N$ Fourier series,

$$f'_j(t) = \sum_{k=1}^{N} a_{j,k} e^{i\omega_{jk} t}, \quad (19)$$

with $f'_j(t), a_{j,k} \in \mathbb{C}$ and $j = 1, \ldots, n$, of a complex phase space function $f_j(t) = q_j(t) + ip_j(t)$, formed by a pair of conjugate variables of a general $n$-degrees of freedom Hamiltonian system, which are determined by usual numerical integration or experimentally measured, for a finite time span $t = \tau$. The next step is to keep from the quasi-periodic approximation the fundamental frequencies of motion, corresponding most of the times to the frequency of the dominant Fourier component $\omega_{j1}$, for each degree of freedom. In this respect, the frequency vector $\nu = (\nu_1, \nu_2, \ldots, \nu_n)$ can be constructed, which, up to numerical accuracy [65], parameterises the KAM tori in the stable regions of a Hamiltonian system \(^2\). Then, the frequency map, an extended version of the so-called tune-footprint, can be produced [48–50, 56], by repeating the procedure for a set of initial conditions which are transversal to the orbits of interest. As an example, all the momenta $p$ could be kept constant, and explore the positions $q$ to produce the map $\mathcal{F}_\tau$:

$$\mathcal{F}_\tau : \mathbb{R}^n \rightarrow \mathbb{R}^n \quad \nu |_{p=p_0} \rightarrow \nu. \quad (20)$$

The dynamics of the system is then analysed by studying the regularity of this map on frequency or initial condition space. In addition, each initial condition can be associated with a diffusion indicator, by computing the frequency vector for two equal and successive time spans, which correspond to half of the total integration time $\tau$. The amplitude of the diffusion vector,

$$D|_{t=\tau} = \nu|_{t\in[0,\tau/2]} - \nu|_{t\in[\tau/2,\tau]} \quad , \quad (21)$$

can be used for characterising the extent of the chaotic behaviour and diffusion of each orbit. Through this representation, the traces of the resonances can be viewed in the physical space, as well, and set a threshold for the minimum DA. Moreover, a diffusion quality factor defined as the average of the local diffusion coefficient to the initial amplitude of each orbit, over a domain $R$ of the phase space:

$$D_{QF} = \langle \frac{|D|}{q_0} \rangle_R. \quad (22)$$

This quantity can be used for the comparison of different designs and the optimisation of the correction schemes proposed.

7 Application of frequency map analysis in accelerator models

7.1 Frequency maps for the LHC

The long term stability of the beam is the major concern for the design of a hadron collider, as the LHC or its high-luminosity upgrade HL-LHC not only during the long injection period of more than $10^7$ turns needed to fill the LHC with more than 2800 bunches per beam, in its nominal configuration, but also during collisions which take place for 10 hours. The particle trajectories are thereby perturbed strongly by non-linear magnet fields, mainly attributed to the multipole errors of the super-conducting magnets. In addition, collective stability requirements necessitate the use of high strength in the arc octupoles and sextupoles, providing the necessary tune-shift with amplitude and chromaticity to guarantee Landau

---

\(^2\)Strictly speaking, for the one-to-one correspondence of phase-space amplitudes, i.e. actions and their associated frequencies the system should be non-degenerate, i.e. the tune-shift with amplitude should be monotonic. This mathematical restriction does not limit though the applicability of the method.
damping, even in the presence and the continuous action of the transverse damper. In addition, at collision beam-beam effects but also e-cloud which are intrinsically non-linear can enhance diffusion of large amplitude particles and reduce beam lifetime, ideally dominated by the particle burn-off, as they collide in the detectors. In order to reach the target DA of 12 rms beam sizes $\sigma_x = \sigma_y = \sigma$, for the LHC injection optics, giving a necessary safety factor of 2 with respect to the physical aperture restriction of the beam at $6 \sigma$ (location of collimators protecting the super-conducting magnets), a target magnetic multi-pole error table was proposed [70]. A frequency map for this error table and for the nominal tunes ($Q_x = 64.28$, $Q_y = 59.31$) is shown in the top left part of Fig. 19 [51]. This specific machine gives an average DA of around $13 \sigma$ and a minimum of $12 \sigma$, values which are close to the average and minimum DA over all the 60 random realisation of the magnet errors. Each point in the frequency space corresponds to a particular on-momentum orbit tracked over 1000 turns. The different colours in the map correspond to orbits with different initial position amplitudes (from $0 - 16\sigma$) and the black dots label initial conditions with different amplitude ratios (from $15^\circ$ to $75^\circ$). The orderly spaced points correspond to regular orbits whereas the dispersed points to chaotic ones. This plot is a numerical construction of the so called Arnold web [67], the network of resonances $a \nu_x + b \nu_y + c = 0$, which appear as distortions of the map (empty and filled lines) and can be easily identified. For example, the importance of three 7th order resonances ($(a, b) = (7, 0), (6, -1)$ and $(-2, 5)$) is put in evidence. Especially the crossings of the resonant lines

Figure 19: Frequency (top) and diffusion (bottom) maps for the LHC target error table without (left) and with (right) the high $a_4$ value on the dipoles [51].
are the phase space areas, through which particles can easily diffuse: as an example, the evolution of
the frequency vector of an orbit starting close to the crossing of the $(7,0)$ with the $(-3, 6)$ and $(4, 6)$
resonances is shown (purple dots), as estimated over consecutive time-spans. The orbit diffuses along
the unstable manifold of the 7th order resonance and is lost after a few thousand turns. This is a clear
demonstration of the destructive nature of this resonance with respect to the DA of this model and came
to some as a surprise that such a high-order resonance could limit beam dynamics.

One of the main issues in the specification of the LHC injection optics, was the correction of
the systematic part of the lowest order multipole errors of the super-conducting dipoles, which limit
the DA [70], by using magnetic coils (“spool pieces”) placed at the ends of the dipoles. In the case of
more realistic error table with increased normal and skew octupoles, there was an important loss of
the DA [71] with respect to the target error table. A frequency map for the same random “seed” as for
the previous case with the increased skew octupole error in the dipoles is shown in the top right plot
of Fig. 19. The frequency maps now looks much more distorted. The most remarkable feature is the
huge increase of the tune variation with amplitude, to the point that particles are diffusing towards the
$(1, -1)$-resonance (which can be also the $(2, -2)$, $3, -3$, etc.) in the right bottom corner of the map.
On the other hand, particles close to horizontal motion at the top of the map are approaching the $(0, 3)$
resonance and the ones close to vertical motion the $(4, 0)$. This finding has been confirmed with Normal
Form analysis [71]. The DA could be recovered by tuning the skew octupole spool pieces such as to
cancel the $(1, -1)$ resonance [71].

The global dynamics of these two cases can be also explored in the physical space of the system
by mapping each initial condition with the diffusion vector (21), the amplitude of which can be used for
characterising the diffusion rate of each orbit. In Figs. 19 (bottom), the points in the configuration space
are plotted using a different colour coding corresponding to different diffusion indicators in logarithmic
scale: from grey for stable ($|D| \leq 10^{-7}$) to black for strongly chaotic particles ($|D| > 10^{-2}$), that actu-
ally are lost within that short integration time. Through this representation, the traces of the resonances
in the physical space are clearly visible, and thereby a threshold for the minimum DA can be set.

The diffusion quality factor (22) is a very efficient global chaos indicator for comparing differ-
et designs and optimising the correction schemes proposed [35, 52, 62]. For example, for the normal
oxoctupole $b_4$ and decapole $b_5$ correctors in the LHC, five schemes where proposed, regarding the pos-
tioning and the amount of the correctors [52]. Frequency maps were produced for all the correction
cases and two working points. In Fig. 20, the diffusion quality factor averaged over the angles is plotted
in logarithmic scale versus the amplitude, for both working points, for all correction schemes and for
the non-zero momentum deviation. These plots confirmed that all the correction schemes are quite sim-
ilar and indeed necessary, following the comparison with the diffusion quality factor with no correction
(black dots). They also indicated that the nominal (but most expensive) solution of including correctors
in all the super-conducting dipole (blue dots) was not performing better than the one with correctors in
every second dipole (red dots), which actually presented a slightly better diffusion quality factor. Based
on this study, the baseline correction for the LHC was decided tp include correctors in every second
dipole, a rather cost effective solution. Finally, this study demonstrated that the diffusion quality factor is
correlated with other global chaos indicators, such as the resonances driving terms norm and the dynamic
aperture [52].

7.2 Working point choice through frequency maps

Frequency map analysis is naturally very powerful for choosing the best working point of an accelerator.
An example is given in Fig. 21, where the value of the tune diffusion coefficient is plotted versus the mo-
mentum deviation $\delta p/p$, for all working points of the Spallation Neutron Source accumulator ring [61],
currently in operation in Oak-Ridge National Laboratory and holding the beam power world record.
The single-particle dynamics of this ring is dominated by edge effects in the magnets, and especially the
quadrupole fringe fields, which are octupole-like [11,73,74], at leading order, and given by the hard-edge
Figure 20: Evolution of the frequency variation averaged over all directions, with the particles’ amplitude (in $\sigma$) for $\delta p/p = 7 \times 10^{-4}$, and for two different tunes: $(Q_x, Q_y) = (0.28, 0.31)$ (left) and $(Q_x, Q_y) = (0.21, 0.24)$ (right) [52].

Hamiltonian for a quadrupole with strength $Q$:

$$H_f = \frac{\pm Q}{12 B \rho (1 + \frac{\rho}{p})} (y^2 p_y - x^2 p_x + 3 x^2 y p_y - 3 y^2 x p_x) ,$$

which does not only depend on positions $x, y$ but also on momenta $p_x, p_y$. The associated octupole-like tune-shift at leading order can be computed analytically [75]

$$\begin{pmatrix} \delta \nu_x \\ \delta \nu_y \end{pmatrix} = \begin{pmatrix} a_{hh} & a_{hv} \\ a_{hv} & a_{vv} \end{pmatrix} \begin{pmatrix} 2 J_x \\ 2 J_y \end{pmatrix} ,$$

with the “anharmonicity” coefficients (or “torsion” in the non-linear dynamics wording)

$$a_{hh} = \frac{-1}{16 \pi B \rho} \sum_i \pm Q_i \beta_{xi} \alpha_{xi} ,$$

$$a_{hv} = \frac{1}{16 \pi B \rho} \sum_i \pm Q_i (\beta_{xi} \alpha_{yi} - \beta_{yi} \alpha_{xi}) ,$$

$$a_{vv} = \frac{1}{16 \pi B \rho} \sum_i \pm Q_i \beta_{yi} \alpha_{yi} ,$$

depend on the optics functions $\beta_{x,y}, \alpha_{x,y}$ at the location $i$ of the fringe field.

In order to study their impact to SNS dynamics, four working points were selected and compared corresponding to the different curves of Fig. 21, using the diffusion indicator issued by FMAs. The peak values on the diffusion indicators, for all working points correspond to areas of the phase space that are perturbed due to 4th order resonances, showing the destructive effect of quadrupole fringe fields. The dotted lines on the plots represent the average values of the diffusion indicators for all tracked momentum deviations. It is clear that $(6.23, 6.20)$ is the best choice, followed by $(6.40, 6.30)$. Their performance can be further improved by using the available multi-pole correctors [61], for correcting the normal and skew 3rd order resonances, in the case of $(6.40, 6.30)$, and the 4th order normal resonances in the case of $(6.23, 6.20)$. The other two working points have the disadvantage of crossing major resonances, which are very difficult to correct. Based on this study, the nominal working point of the SNS ring was chosen to be $(6.23, 6.20)$ and was successfully used in commissioning and operation until today.
7.3 Chaotic behaviour due to the long range beam-beam interaction

In a colliding-beam storage ring, one of the largest perturbations affecting the motion of beam particles is the collision with the opposing beam. This interaction occurs, unavoidably, in the form of head-on collisions between bunches of the two beams at designated interaction points. Hadron colliders employ long trains of closely spaced bunches, and individual bunches encounter many others of the opposing beam at various long-range collision points, where the beams are not fully separated into two separate vacuum pipes. In general, the effect of the long-range collisions depends on the ratio of the beam separation to the local rms beam size, and on the total number of long-range collision points. For example, on either side of the two LHC main collision points, a beam encounters about 15 long-range collisions with an approximate average separation between the closed orbits of the two beams of 9.5 rms beam sizes.

Simulations predicted that the long-range collisions in hadron colliders give rise to a well defined border of stability [27, 53]. This was also recently verified by measurements in the LHC. Following standard ideas popularised by Chirikov and his collaborators [18, 19], a diffusion coefficient can be estimated in the chaotic region of phase space by calculating the variance of the unperturbed actions for a large number of turns and averaging over the quasi-randomly varying betatron phase variable as

\[ D(J) = \frac{1}{2\pi} \int_{0}^{2\pi} d\phi \left[ \Delta J(\phi) \right]^2. \]

Fig. 22 displays the change of the action variance, in terms of beam sizes, as computed by beam-beam simulations which consider the particle motion in a 4-dimensional transverse phase space for a model with 2 interaction points and parameters similar to those of the LHC [53]. The stability border is insensitive to the presence of the head-on collision (filled circles with dark blue curve), and only marginally
Figure 22: The change of action variance per turn as a function of the starting amplitude. Compared are the cases: head-on collisions only (dark blue), head-on and long-range collisions (red), long-range collisions plus triplet field errors (green) both types of collisions plus triplet field errors (light blue), the additional effect of a tune modulation at the synchrotron frequency (22 Hz) of amplitude $10^{-4}$ (pink), the additional effect of a Möbius twist (black) [53].

affected by the nonlinear field errors in the final-triplet quadrupoles (squares with green curve) or by a small additional tune ripple (empty circles with pink curve). This “diffusive aperture” with long-range collisions is equally insensitive to transverse closed-orbit offsets between the two beams at the head-on collision points [53].

The top part of figure 23 presents frequency maps obtained by tracking single particles over 1000 turns under the influence of beam-beam effects. Red dots represent particles with initial transverse amplitudes up to $5\sigma_{x,y}$, whereas blue dots show results for initial amplitudes up to $10\sigma_{x,y}$. The dramatic effect of the long-range collisions is revealed through the comparison of the maps obtained with (right) and without (left) the long-range effects. Up to initial particle amplitudes of around $6\sigma_{x,y}$, the effect of the head-on collisions dominates. Then, the long-range effect takes over and the frequency map flips, as the tune shift with amplitude changes direction. This non-monotonic dependence of the tune with respect to the amplitude is potentially dangerous for the stability of particles beyond this limit [49, 72]. The conclusions of the previous paragraph regarding the dominant destabilising role of the long-range collisions are also confirmed in the diffusion maps at the bottom plots of Fig. 23.

In Fig. 24, the diffusion quality factor versus the amplitude, averaged over all initial amplitude ratios is plotted, for different combinations of beam-beam and triplet nonlinearities (quadrupole magnets focusing the beam at the collision point). There are two thresholds marking the precision boundary and a particle loss boundary for tune changes bigger than $10^{-4}$. Considering linear frequency diffusion over time, this corresponds to one unit in frequency within $10^7$ turns, which certainly induces particle loss. For all the cases where long-range collisions and triplet field errors are included, the loss boundary is located at the same point, around $5.5\sigma_{x,y}$. For the case where the triplet field errors are not added to the beam-beam effect, the threshold is reached a little further, around $6\sigma_{x,y}$. The case with only triplet errors is clearly more stable, but indeed there is still a visible effect for larger initial amplitudes. For the case with only the head-on effect included, there is no apparent chaotic diffusion present, as the tune variation is very close to the precision limit of the method.
For the mitigation of the long range beam-beam effect, the use of electron lenses or DC wires was proposed and their effectiveness was tested experimentally [76, 77]. The positive experimental results of wire demonstrators at the LHC (IP1 and IP5). Using these compensators in different experimental studies (that are accompanied by numerical ones), it was shown a significant improvement in beam lifetime [77]. These results encouraged using the wire demonstrators in the upcoming Run 3 of the LHC and are also under study for their eventual implementation in the HL-LHC [78].

### 7.4 Dynamics of the CLIC Pre-damping rings

The main limitation of the DA in the low emittance lattices comes from the non-linear effects induced by the strong sextupole magnet strengths, which are introduced for the correction of the tune change with momentum (chromaticity). Following first order perturbation theory [79], the strength of a resonance $n_x Q_x + n_y Q_y = p$ of order $n$, with $|n_x| + |n_y| = n$ the order of the resonance and $p$ any integer, vanishes within an ensemble of $N_e$ cells, if the resonance amplification factor is [80]

$$ \left| \sum_{p=0}^{N_e-1} e^{ip(n_x \mu_{x,c} + n_y \mu_{y,c})} \right| = \sqrt{ \frac{1 - \cos[N_c(n_x \mu_{x,c} + n_y \mu_{y,c})]}{1 - \cos(n_x \mu_{x,c} + n_y \mu_{y,c})} } = 0 \ , $$

(26)
with $\mu_{x,y}$ the horizontal and vertical phase advance of the cell. Note that the tune is just the total phase advance for one turn. The previous condition is achieved when $N_c(n_x\mu_{x,c} + n_y\mu_{y,c}) = 2k\pi$, provided the denominator of Eq. (26) is non zero, i.e.: $n_x\mu_{x,c} + n_y\mu_{y,c} \neq 2k'\pi$, with $k$ and $k'$ any integers. From this, a part of a circular accelerator will not contribute to the excitation of any non-linear resonances, except of those defined by $v_x\mu_x + v_y\mu_y = 2k_3\pi$, if the phase advances per cell satisfy the conditions: $N_c\mu_x = 2k_1\pi$ and $N_c\mu_y = 2k_2\pi$, where $k_1$, $k_2$ and $k_3$ are any integers. Prime numbers for $N_c$ are interesting, as there are less resonances satisfying both diophantine conditions simultaneously.

The nonlinear optimisation of the pre-damping rings (PDR), in the injector complex of the future Compact Linear Collider (CLIC), was based on this “resonance free lattice concept” [64]. Tracking of particles with different initial conditions for 1024 turns, was performed with MADX-PTC [30], for a model of the lattice including sextupoles and fringe fields. Fig. 25 presents frequency and diffusion maps for trajectories that survived over 1024 turns, color-coded with the diffusion coefficient of Eq. (21),
for on-momentum particles. From the frequency maps it is observed that the tune is crossing the \((1, 4)\) resonance, which is not eliminated by the resonance free lattice and the phase advances chosen \((\mu_x = 5/17, \mu_y = 3/17)\). This seems to be the main limitation of the DA. The shape of the frequency maps, especially at high amplitudes, does not have the triangular shape expected by the linear dependence of the tune shift to the action, and foldings appear. This occurs when terms of higher order in the Hamiltonian become dominant over the quadratic terms, as the amplitude increases. This behaviour is expected due to the suppression of the lower order resonances, following the resonance free lattice concept.

Acknowledgements

I would like to thank F. Antoniou, F. Asvesta, H. Bartosik, W. Herr, J. Laskar, N. Karastathis, S. Kostoglou, S. Liuzzo, L. Nadolski, D. Pellegrini, D. Robin, C. Skokos, C. Steier, F. Schmidt, G. Sterbini, A. Wolski, F. Zimmermann for their collaboration and their various contributions to the material provided for this lecture. I would like to thank finally the CAS director H. Schmickler for his patience regarding the very late delivery of this report.

Bibliography

[1] H. Poincaré, Les methodes nouvelles de la mechanicque celeste, Gauthier Villard, 1899.
[2] M. Henon, On the numerical computation of Poincaré maps, Physica D: Nonlinear Phenomena, Volume 5, Issues 2–3, 1982, Pages 412-414, https://doi.org/10.1016/0167-2789(82)90034-3.
[3] M. Tabor, Chaos and Integrability in Nonlinear Dynamics, An Introduction, Willey, 1989.
[4] A.J Lichtenberg and M.A. Lieberman, Regular and Chaotic Dynamics, 2nd edition, Springer 1992.
[5] R. Hagedorn, Stability and amplitude ranges of two-dimensional non-linear oscillations with periodical Hamiltonian applied to betatron oscillations in circular Particle Accelerators, part I and II, CERN 57-1, March, 1957.
[6] A. Schoch, Theory of linear and non-linear perturbations of betatron oscillations in alternating-gradient synchrotrons, CERN 57-21, 1958.
[7] G. Guignard, The general theory of all sum and difference resonances in a three-dimensional magnetic field in a synchrotron, CERN 76-06, March, 1976.
[8] G. Guignard, A general treatment of resonances in accelerators , CERN 78-11, November, 1978.
[9] R. Ruth, Single Particle Dynamics and Nonlinear Resonances in Circular Accelerators, Lect. Notes Phys., 247, 37, US/CERN Accel. School, 1986.
[10] A. Wolski, Beam Dynamics in High Energy Particle Accelerators, Imperial College Press, 2014.
[11] E. Forest, Beam Dynamics - A New Attitude and Framework, Harwood Academic Publishers, 1998.
[12] E. Forest, From Tracking Code to Analysis - Generalised Courant-Snyder Theory for Any Accelerator Model, Springer, 2016.
[13] A.Chao, Advanced topics in Accelerator Physics, USPAS, 2000.
[14] Poincaré, Henri (1890). "Sur le probleme des trois corps et les équations de la dynamique. Acta Mathematica. 13: 1–270.
[15] Melnikov, V. K. (1963). On the stability of a center for time-periodic perturbations. Tr. Mosk. Mat. Obs. 12: 3–52.
[16] H. Poincaré, Sur un théorème de géométrie Rend. Circ. Mat. Palermo , 33 (1912) pp. 375–407; G. Birkhoff, Proof of Poincaré’s geometric theorem, Trans. Amer. Math. Soc., 14 (1913) pp. 14–22
[17] B.V. Chirikov, Resonance processes in magnetic traps, At. Energ. 6: 630, 1959, in Russian; Engl. Transl., J. Nucl. Energy Part C: Plasma Phys. 1: 253, 1960.
[18] B.V. Chirikov, A universal instability of many-dimensional oscillator systems, Phys. Rep. 52: 263-379, 1979.
[19] B. Chirikov, J. Ford and F. Vivaldi, Some numerical studies or Arnold diffusion in a simple model, AIP CP-57, 323-340, 1980.
[20] O. Brüning, et al., Comparison of measured and computed dynamic aperture for the SPS and HERA, Part. Accel. 54, 223-235, 1996.
[21] A. Chao et al., Experimental Investigation of Nonlinear Dynamics in the Fermilab Tevatron, Phys. Rev. Let. 61, 24, 2752-2755, 1988.
[22] F. Willeke, Comparison of measured and calculated dynamic aperture, Proc. 1995 PAC, Dallas, TX, USA, 2747–2751, 1996.
[23] F. Schmidt, F. Willeke and F. Zimmermann, "Comparison of methods to determine long-term stability in proton storage rings, Part. Accel. 35, 249–256, 1991.
[24] M. Giovannozi, W. Scandale and E. Todesco, "Prediction of long-term stability in large hadron colliders, Part. Accel. 56, 195–225, 1997.
[25] J. Tennyson, Beam-Beam stability in the SSC, a preliminary report, SSC-155, 1988.
[26] O. Brüning, An analysis of the long-term stability of the particle dynamics in hadron storage rings, PhD thesis Hamburg Univ., 1994.
[27] J. Irwin, "Diffusive losses from SSC particle bunches due to long range beam-beam interactions, SSC-233, 1989.
[28] T. Sen and J.A. Elisson, Diffusion due to Beam-Beam Interaction and Fluctuating Fields in Hadron Colliders, Phys. Rev. Lett. 77, 1051–1054, 1996.
[29] Y. Papaphilippou, Detecting chaos in particle accelerators through the frequency map analysis method, Chaos 24, 024412, 2014.
[30] F. Schmidt, et al, MAD-X PTC Integration, Proc. 2005 PAC, Knoxville, Tennessee, USA, 1272-1274, 2005.
[31] F. Schmidt, SIXTRACK version 1.2: single particle tracking code treating transverse motion with synchrotron oscillations in a symplectic manner; user’s reference manual, CERN-SL-94-56, 1994.
[32] N. Karastathis and Y. Papaphilippou, Beam-beam simulations for optimizing the performance of the High-Luminosity Large Hadron Collider Proton Physics, CERN-ACC-NOTE-2020-0026, 2020.
[33] D. Robin et al., Global Optimization of the Magnetic Lattice Using Genetic Algorithms, Proc. 2008 EPAC, Genoa, Italy, THPC033, 3050-3052, 2008.
[34] L. Yang, D. Robin, F. Sannibale, C. Steier and W. Wan, Nucl. Instrum. Methods Phys. Res., Sect. A 609, 50, 2009.
[35] C. Sun, et al, Small-emittance and low-beta lattice designs and optimizations, Phys. Rev. ST Accel. Beams 15, 054001, 2012, url = http://link.aps.org/doi/10.1103/PhysRevSTAB.15.054001.
[36] D. Pellegrini, et al., Incoherent Beam-Beam Effects and Lifetime Optimisation, Proc. 8th Evian Workshop on LHC beam operation, CERN-ACC-2019-012, p. 94, 2017.
[37] D. Pellegrini, F. Antoniou, S. Fartoukh, G Iadarola, Y. Papaphilippou, Multiparametric response of the LHC Dynamic Aperture in presence of beam-beam effects, Journal of Physics: Conference Series 874 (1), 012006, 2017.
[38] D. Pellegrini, S. Fartoukh, N. Karastathis, Y. Papaphilippou, Multiparametric response of the HL-LHC Dynamic Aperture in presence of beam-beam effects Journal of Physics: Conference Series 874 (1), 012007, 2017.
[39] A. M. Lyapounov, Problème Général du Mouvement (translated from Russian), Ann. Fac. Sci. Univ. Toulouse 9, 203–475, 1907. Reproduced in Ann. Math. Study, vol. 17, Princeton 1947.
[40] G. Benettin, L. Galgani, A. Giorgilli, J.-M. Strelcyn, Lyapunov Characteristic Exponents for
Smooth Dynamical Systems and for Hamiltonian Systems; A Method for Computing All of Them” Meccanica, 15 (1980), p. 9.

[41] C. Skokos, The Lyapunov Characteristic Exponents and Their Computation. In: J. Souchay, R. Dvorak (eds) Dynamics of Small Solar System Bodies and Exoplanets. Lecture Notes in Physics, vol 790. Springer, Berlin, Heidelberg. https://doi.org/10.1007/978-3-642-04458-8_2.

[42] J. Laskar, Secular evolution of the solar system over 10 million years, A&A 198, 341–362, 1988.

[43] J. Laskar, The chaotic motion of the solar system - A numerical estimate of the size of the chaotic zones, Icarus 88, 266-291, 1990.

[44] J. Laskar and P. Robutel, The chaotic obliquity of the planets, Nature 361, 608-612, 1993.

[45] J. Laskar, The chaotic motion of the solar system - A numerical estimate of the size of the chaotic zones, Icarus 88, 266-291, 1990.

[46] J. Laskar and P. Robutel, The chaotic obliquity of the planets, Nature 361, 608-612, 1993.

[47] J. von Milczewski, D. Farrelly and T. Uzer, Frequency Analysis of 3D Electronic $1/r < $ Dynamics: Tuning between Order and Chaos, Phys. Rev. Lett. 78, 1436–1439, 1997.

[48] J. Laskar, C. Froeschlé, and A. Celletti, The measure of chaos by the numerical analysis of the fundamental frequencies. Application to the standard mapping, Physica D 56, 253-269, 1992.

[49] J. Laskar, Frequency analysis for multi-dimensional systems. Global dynamics and diffusion, Physica D 67, 257-281, 1993.

[50] H. S. Dumas, J. Laskar, Global dynamics and long-time stability in Hamiltonian systems via numerical frequency analysis, Phys. Rev. Lett., 70, 2975-2979, 1993.

[51] Y. Papaphilippou, Frequency maps of LHC models, CERN-LHC-PROJECT-REPORT-299, Proc. 1999 PAC, New York, 1554–1556, 1999.

[52] Y. Papaphilippou, Correction Schemes for the Normal Octupole and Decapole Errors in the LHC Dipoles, CERN-LHC-Project-Report-411, 2000.

[53] Y. Papaphilippou and F. Zimmermann, Weak-strong beam-beam simulations for the Large Hadron Collider, Phys. Rev. ST Accel. Beams, 104001, 1999.

[54] Y. Papaphilippou and F. Zimmermann, Estimates of diffusion due to long-range beam-beam collisions, Phys. Rev. ST Accel. Beams, 074001, 2002.

[55] Y. Luo, et al, Six-dimensional weak-strong simulation of head-on beam-beam compensation in the Relativistic Heavy Ion Collider, Phys. Rev. ST Accel. Beams, 051004, 2012.

[56] J. Laskar and D. Robin, Application of frequency map analysis to the ALS, Part. Accel. 54, 183-192, 1996.

[57] D. Robin, et al, Global Dynamics of the Advanced Light Source Revealed through Experimental Frequency Map Analysis, Phys. Rev. Lett. 85, 558-561, 2000.

[58] L. Nadolski and J. Laskar, Review of single particle dynamics for third generation light sources through frequency map analysis, Phys. Rev. ST Accel. Beams, 114801, 2003.

[59] Y. Papaphilippou, et al, Probing the Non Linear Dynamics of the ESRF Storage Ring with Experimental Frequency Maps, Proc. 2003 PAC, Portland, OR, USA, 3189–3191, 2003.

[60] Y. Papaphilippou, et al, Experimental Frequency Maps for the ESRF Storage Ring, Proc. 2005 EPAC, Lucerne, Switzerland, 2050–2052, WEPLT084, 2004.

[61] Y. Papaphilippou, Frequency and Diffusion Maps for the SNS Ring, Proc. 2001 PAC, Chicago, IL, USA, 462–464, 2001.

[62] H. Bartosik and Y. Papaphilippou, Linear and Non-Linear Optimization of the PS2 Negative Momentum Compaction Lattice, Proc. HB2010, Morschach, Switzerland, 67–71, 2010.

[63] S.N. Liuuzzo, et al, Frequency Map Analysis for SuperB, Proc., of 3rd IPAC, New Orleans, LA,
USA, TUPPC073, 2012.

[64] F. Antoniou, and Y. Papaphilippou, Analytical considerations for linear and nonlinear optimization of the TME cells. Application to the CLIC pre-damping rings, Phys. Rev. ST Accel. Beams 17, 064002, 2014.

[65] J. Laskar, Introduction to Frequency Map Analysis, Proc. of NATO Advanced Study Institutes, "Hamiltonian Systems with Three or More Degrees of Freedom", vol. 533, 134-150, Kluwer, 1995.

[66] A. N. Kolmogorov, Preservation of conditionally periodic movements with small change in the Hamiltonian function Dokl. Akad. Nauk. SSSR, 98, 527-530, 1954 (in russian); english translation in Stochastic behaviour in classic and quantum Hamiltonian systems, Lecture notes in Physics 93, eds. G. Casati, G. and J. Ford.

[67] V.I. Arnol’d, Proof of A.N. Kolmogorov’s theorem on the invariance of quasiperiodic motions under small perturbation in the Hamiltonian, Russ. Math. Surveys, 18, 9-36, 1963.

[68] J. Moser, On invariant curves of area-preserving mappings of an annulus, Nachr. Akad. Wiss. Gött. Math. Phys. 2, 1-20, 1962.

[69] R. Bartolini and F. Schmidt, SUSSIX: A computer code for frequency analysis of non-linear betatron motion, Proc. of workshop on "Nonlinear and Stochastic Beam Dynamics in Accelerators : a Challenge to Theoretical and Computational Physics", 390-394, CERN-SL-98-17-AP, 1998.

[70] J.-P. Koutchouk, The LHC dynamic aperture, CERN-LHC-Project-Report-296, Proc. 1999 PAC, New York, 72–376, 1999.

[71] L. Jin, Y. Papaphilippou and F. Schmidt, "Improvement of LHC dynamic aperture via octupole spool pieces for the nominal tunes, CERN-LHC-Project-Report-253, 1998.

[72] J. Laskar, Frequency Map Analysis and Particle Accelerators, Proc. 2003 PAC, Portland, Oregon, USA, 378-382, 2003.

[73] E. Forest and J. Milutinovic, Leading order hard edge fringe fields effects exact in $(1 + \delta)$ and consistent with Maxwell’s equations for rectilinear magnets, NIMA 269, 474-482, 1988.

[74] Y. Papaphilippou, J. Wei, R. Talman, Deflections in magnet fringe fields, Physical Review E 67 (4), 046502, 2003.

[75] Y. Papaphilippou and D. T. Abell, Beam dynamics analysis and correction of magnet field imperfections in the SNS accumulator ring, Proc. 2000 EPAC, Vienna, Austria, 1453-1455, 2000.

[76] F. Zimmermann, 10 Years of wire excitation experiments in the CERN SPS, in Proceedings, ICFA Mini-Workshop on Beam-Beam Effects in Hadron Colliders (BB2013): CERN, Geneva, Switzerland, March 18-22 2013, 153–166, 2014.

[77] G. Sterbini et al., First results of the compensation of the beam-beam effect with DC wires in the LHC, in Proc. 10th IPAC, WEYYPLM3, 2019.

[78] K. Skoufaris et al., Numerical optimization of DC wire parameters for mitigation of the long range beam-beam interactions in HL-LHC, submitted to PRAB, 2021.

[79] J. Bengtsson, The Sextupole Scheme for the Swiss Light Source: An Analytic Approach, PSI SLS-Note 9/97, 1997.

[80] A. Verdier, Resonance free lattices for A.G. machines, Proc. 1999 PAC, New York, 398-400, 1999.