Video compression dataset and benchmark of learning-based video-quality metrics

Anastasia Antsiferova\textsuperscript{1,2,*}, Sergey Lavrushkin\textsuperscript{1,2,*}, Maksim Smirnov\textsuperscript{3,*}, Alexander Gushchin\textsuperscript{3,*}, Dmitriy Vatolin\textsuperscript{1,2,3,*}, Dmitriy Kulikov\textsuperscript{2,3,*}

ISP RAS Research Center for Trusted Artificial Intelligence\textsuperscript{1}
MSU Institute for Artificial Intelligence\textsuperscript{2}
Lomonosov Moscow State University\textsuperscript{3}
{aantsiferova, sergey.lavrushkin, maxim.smirnov.2025, alexander.gushchin, dmitriy, dkulikov}@graphics.cs.msu.ru

Abstract

Video-quality measurement is a critical task in video processing. Nowadays, many implementations of new encoding standards — such as AV1, VVC, and LCEVC — use deep-learning-based decoding algorithms with perceptual metrics that serve as optimization objectives. But investigations of the performance of modern video- and image-quality metrics commonly employ videos compressed using older standards, such as AVC. In this paper, we present a new benchmark for video-quality metrics that evaluates video compression. It is based on a new dataset consisting of about 2,500 streams encoded using different standards, including AVC, HEVC, AV1, VP9, and VVC. Subjective scores were collected using crowdsourced pairwise comparisons. The list of evaluated metrics includes recent ones based on machine learning and neural networks. The results demonstrate that new no-reference metrics exhibit high correlation with subjective quality and approach the capability of top full-reference metrics.

1 Introduction

Video constitutes the largest part of the world’s Internet traffic, and its volume has increased because of the Covid lockdowns. The network load has also increased, making efficient video compression extremely important. Development and comparison of new video encoders greatly relies on quality measurement, and many new compression standards implement machine-learning- and neural-network-based approaches. But traditional image- and video-quality metrics, such as PSNR and SSIM, emerged long before recent compression standards, and they did not account for neural-network-related artifacts. VMAF [26], a well-known video-quality metric from Netflix, was also trained using only H.264/AVC-compressed videos. Thus, quality measurement for new video-encoding standards is even more vital. The number of new image- and video-quality metrics has increased, and many recent algorithms employ learning-based approaches. Industry leaders have also created their own quality metrics: Apple’s Advanced Video Quality Tool (AVQT) [2], Tencent’s Deep Learning-Based Video Quality Assessment (DVQA) [1], and the aforementioned VMAF. Only a few of these metrics demonstrate high performance on independent benchmarks, however, and some new ones, including AVQT and DVQA, still await detailed analysis. A concern associated with

\textsuperscript{*} A. Antsiferova designed methodology and performed results analysis, led the benchmark and the paper preparation, S. Lavrushkin performed results analysis and the paper preparation, M. Smirnov developed the benchmark of no-reference metrics, A. Gushchin developed the benchmark of full-reference metrics, both of them performed the dataset research, results analysis and contributed to the paper preparation, D. Vatolin and D. Kulikov coordinated the benchmark and the dataset creation

36th Conference on Neural Information Processing Systems (NeurIPS 2022) Track on Datasets and Benchmarks.
metric-result reproducibility and verification is the outdated datasets for measuring video-compression quality. Most datasets containing compressed videos and subjective scores only employ H.264/AVC compression. In-lab tests were the source of subjective scores for many such videos. Owing to the complexity and high cost of subjective comparisons, those tests involved a small number of viewers and garnered only a few scores per video.

Quality-metric development seldom takes into account artifacts produced by video encoders that implement contemporary standards. For example, super-resolution in LCEVC and in new neural-network-based encoders yields distortions that traditional metrics are unable to handle. Fig. 1 demonstrates the difference between frame crops of x265-encoded video and lcevc_x265-encoded video: the latter contains more detail despite its lower PSNR and SSIM scores. Existing benchmarks for image- and video-quality metrics do not consider artifacts produced by new compression standards. Our research therefore analyzed metric performance on videos with various compression artifacts.

The goal of our investigation was to evaluate new and state-of-the-art image- and video-quality metrics independently, using a large dataset representing diverse compression artifacts from different video encoders. We thus propose a new dataset of 2,486 compressed videos and subjective scores collected using a crowdsourced comparison with nearly 11,000 participants. We also present a new benchmark based on that dataset, which we divide into open and hidden parts. This paper provides our assessment results for the open part as well as for the whole dataset.

2 Related Work

2.1 Video-Quality Datasets

Video-quality datasets with subjective scores break down into two types: legacy synthetically distorted (mainly through compression and transmission distortions, capture impairments, processing artifacts, and Gaussian blur), and authentic user-generated content (UGC). The former [43, 11, 42, 7, 32, 27, 37, 19] apply synthetic distortions to the original videos. The latter [14, 39, 36, 16, 44, 50] are gaining popularity, as videos produced today by amateurs often suffer from a wide variety of distortions. Many new video-quality metrics have undergone testing only for UGC videos. The latest studies employ a nearly identical pool of subjective video-quality datasets, summarized in Tab. 1.

2.2 Video-Quality Benchmarks

Most comparisons of IQA and VQA have appeared in papers that present new methods and a few benchmarks accept new methods for evaluation. Often, these comparisons either include an evaluation using open video datasets, for which existing metrics may have been tuned, or employ just a few methods. The authors of [39] published a comparison for a wide variety of datasets but evaluated only four methods. In [41] the authors compared no-reference VQA models using three UGC datasets

\[\text{https://videoprocessing.ai/benchmarks/video-quality-metrics.html}\]
### Table 1: Summary of subjective video-quality datasets and our new dataset.

| Dataset                        | Original videos | Average duration (s) | Distorted videos | Distortion | Subjective framework | Subjects | Answers |
|--------------------------------|-----------------|----------------------|------------------|------------|----------------------|----------|---------|
| MCL-JCV (2016) [42]           | 30              | 5                    | 1,560            | Compression | In-lab               | 150      | 78K     |
| VideoSet (2017) [43]          | 220             | 5                    | 45,760           | Compression | In-lab               | 800      | -       |
| UGC-VIDEO (2020) [25]         | 50              | >10                  | 550              | Compression | In-lab               | 30       | 16.5K   |
| CVD-2014 (2014) [36]          | 5               | 10-25                | 234              | In-capture  | In-lab               | 210      | -       |
| LIVE- Qualcomm (2016) [14]    | 54              | 15                   | 208              | In-capture  | In-lab               | 39       | 8.1K    |
| Gaming Video Set (2018) [9]   | 24              | 30                   | 576              | Compression | In-lab               | 25       | -       |
| KUGVD (2019) [3]              | 6               | 30                   | 144              | Compression | In-lab               | 17       | -       |
| KoNViD-1k (2017) [16]         | 1,200           | 8                    | 1,200            | In-the-wild | Crowdsource          | 642      | 205K    |
| LIVE-VQC (2018) [39]          | 585             | 10                   | 585              | In-the-wild | Crowdsource          | 4,776    | 205K    |
| YouTube-UGC (2019) [44]       | 1,500           | 20                   | 1,500            | In-the-wild | Crowdsource          | >8,000   | 600K    |
| LSVQ (2020) [50]              | 39,075          | 5-12                 | 39,075           | In-the-wild | Crowdsource          | 6,284    | 5M      |
| **Our dataset: open part (2022)** | 36          | 10, 15               | 1,022            | Compression (32 codecs) | Crowdsource | 10,800 | 320K    |
| **Our dataset: hidden part (2022)** | 36          | 10, 15               | 1,464            | Compression (51 codecs) | Crowdsource | 10,800 | 446K    |
| **Our dataset (2022)**        | 36              | 10, 15               | 2,486            | Compression (83 codecs) | Crowdsource | 10,800 | 766K    |

### Table 2: Summary of video-quality-measurement benchmarks and our new benchmark.

| Benchmark                        | Total number of videos | Total number of VQA methods | Total number of subjects | Distortion                                      |
|----------------------------------|------------------------|-----------------------------|--------------------------|-------------------------------------------------|
| Z. Sinno and A. Bovik (2018) [39]| 585                    | 4                           | 4,776                    | In-the-wild videos, 80 mobile cameras, 18 resolutions |
| Y. Li et al. (2020) [24]         | 550                    | 15                          | 28                       | H.264, H.265 compression, QP: 22, 27, 32, 37, 42 |
| UGC-VQA (2021) [41]             | 3,108 (LIVE-VQC, YouTube-UGC, KoNViD-1k) | 13                         | >13,000                  | Compression, transmission                        |
| **Our benchmark (2022)**        | 2,486                  | 26                          | 10,800                   | Compression (H.264, H.265, AV1, VVC, etc.)      |

and various experiments. They analyzed metrics applied to videos with different content types, resolution and quality subsets, temporal pooling, and computational-complexity-evaluation methods. Compression artifacts, however, played a minor role in that study. The main idea of [24] was to compare full- and no-reference metrics through subjective evaluation of UGC videos transcoded using different compression standards and levels, but this work only tested a few no-reference methods and codecs.

## 3 Benchmark

### 3.1 List of Metrics

This study aimed to evaluate new and state-of-the-art neural-network-based video- and image-quality metrics on a compression-oriented video dataset. We excluded several well-known metrics such as BRISQUE [33] and VIIDEO [34] because of their low correlations in many other studies [50, 22, 24].

#### 3.1.1 No-Reference Video-Quality Metrics

The no-reference video-quality metric **VIDEVAL** (2021) [41] chooses 60 features (related to motion, certain distortions, and aesthetics) from previously developed quality models. It performs well on existing UGC datasets, but it may suffer from overfitting, as users must set many of its parameters.

Most recent quality-assessment papers emphasize deep-learning-based approaches. **MEON** (2017) [29] is a model consisting of two sub-networks: a distortion-identification one and a quality-prediction one. It can also determine the distortion type.


VSFA (2019) [20] employs a pretrained ResNet-50 [15] as well as a deep content-aware feature extractor followed by a temporal-pooling layer for temporal memory. It performed poorly in the cross-dataset evaluation, so the authors proposed an enhanced version, MDTVSA (2021) [22]. This enhanced version follows a mixed-dataset training strategy and may have high computational complexity owing to recurrent layers and full-size-image inputs.

PaQ-2-PiQ (2020) [51] uses a deep region-based architecture trained on a large subjective image-quality dataset of 40,000 pictures. KonCept512 (2020) [17] is based on InceptionResNetV2 and was trained on the proposed KonIQ-10k dataset. SPAQ (2020) [13] implements three extra modifications of its baseline model: EXIF-data processing (MT-E), image-attribute observation (MT-A), and observation of a scene’s high-level semantics (MT-S). The creators of Linearity (2020) [21] introduced their own loss function, “norm-in-norm”, which converges 10 times faster than the MAE and MSE loss functions. NIMA (2018) [40] was trained on the large-scale Aesthetic Visual Analysis (AVA) dataset and predicts a quality-rating distribution.

3.1.2 Full-Reference Video-Quality Metrics

PSNR and SSIM [45] are among the most popular image- and video-quality metrics. We compared variations of SSIM and MS-SSIM [46] in our benchmark; the latter is an advanced version of the former calculated over multiple scales using subsampling.

LPIPS (2019) [52] is based on AlexNet and VGG. We chose a VGG-based version for testing because it serves as a generalization of “perceptual loss” [18]. DIST (2020) [12] was designed to tolerate texture resampling and to be sensitive to structural differences. It combines structure- and texture-similarity measurements for corresponding image embeddings and is based on a pretrained VGG network.

Tencent’s DVQA (2020) [1] is based on the C3DVQA network [49]. It uses 3D convolutional layers to learn spatiotemporal features and 2D convolutional layers to extract spatial information.

The main feature of FovVideoVDP (2021) [31] is consideration of peripheral visual acuity. This method models the human visual system’s response to temporal changes across the visual field. It can estimate flickering, juddering, and other temporal distortions, as well as spatiotemporal artifacts such as those appearing at different degrees of peripheral vision.

ST-GREED (2021) [30] can quantify reference and distorted videos of different frame rates without temporal preprocessing. It offers two primary features: SGreed and TGreed. The latter quantifies the statistics of temporal bandpass responses to both spatial and temporal distortions. The former obtains spatial bandpass responses using a local filtering scheme. Calculation of the final ST-GREED value employs the support-vector regressor.

Nowadays VMAF (2018) [26] is one of the most popular VQA metrics. It computes three base features—the detail-loss metric (DLM) [23], visual-information fidelity (VIF) [38], and temporal information (TI)—and combines them with a support-vector regressor. We also evaluated AVQT (2021) [2], developed by Apple, but the company has yet to publish any technical information.

3.2 Video Dataset

To analyze the relevance of quality metrics to video compression, we collected a special dataset of videos exhibiting various compression artifacts. For video-compression-quality measurement, the original videos should have a high bitrate or, ideally, be uncompressed to avoid recompression artifacts. We chose from a pool of more than 18,000 high-bitrate open-source videos from www.vimeo.com. Our search included a variety of minor keywords to provide maximum coverage of potential results—for example “a,” “the,” “of,” “in,” “be,” and “to.” We downloaded only videos that were available under CC BY and CC0 licenses and that had a minimum bitrate of 20 Mbps. The average bitrate of the entire collection was 130 Mbps. We converted all videos to a YUV 4:2:0 chroma subsampling. Our choice employed space-time-complexity clustering to obtain a representative complexity distribution. For spatial complexity, we calculated the average size of x264-encoded I-frames normalized to the uncompressed frame size. For temporal complexity, we calculated the average P-frame size divided by the average I-frame size. We divided the whole collection into 36 clusters using the K-means algorithm [28] and, for each cluster, randomly selected up to 10 candidate videos close to the cluster center. From each cluster’s candidates we manually chose one video, attempting to include different
genres in the final dataset (sports, gaming, nature, interviews, UGC, etc.). The result was 36 FullHD videos for further compression.

We obtained numerous coding artifacts by compressing videos through several encoders: 11 H.265/HEVC encoders, 5 AV1 encoders, 2 H.264/AVC encoders, and 4 encoders based on other standards. To increase the diversity of coding artifacts, we also used two different presets for many encoders: one that provides a 30 FPS encoding speed and the other that provides a 1 FPS speed and higher quality. The list of settings for each encoder is presented in the supplementary materials. Not all videos underwent compression using all encoders. We compressed each video at three target bitrates — 1,000 kbps, 2,000 kbps, and 4,000 kbps — using a VBR mode (for encoders that support it) or with corresponding QP/CRF values that produce these bitrates. Major streaming-video services recommend at most 4,500–8,000 kbps for FullHD encoding [3, 4, 5]. We avoided higher target bitrates because visible compression artifacts become almost unnoticeable, hindering subjective comparisons. Fig. 2 shows the distribution of video bitrates for our dataset. The distribution differs from the target encoding rates because we used the VBR encoding mode, but it complies with the typical recommendations.

The dataset falls into two parts: open and hidden (40% and 60% of the entire dataset, respectively). We employ hidden part only for testing through our benchmark to ensure a more objective comparison of future applications. This approach may prevent learning-based methods from training on the entire dataset, thereby avoiding overfitting and incorrect results. To divide our dataset, we split the codec list in two; the encoded videos each reside in the part corresponding to their respective codec. We also performed x265-lossless encoding of all compressed streams to simplify further evaluations and avoid issues with nonstandard decoders.

Tab. 1 shows the characteristics of the final parts of the dataset. Links to source videos and additional details about the collection process are in the supplementary materials. We also compared the statistics of PSNR uniformity and range for our dataset using the approach in [47]. As Fig. 3 shows, this dataset provides wide quality and compression-rate ranges.

### 3.3 Subjective-Score Collection

We collected subjective scores for our video dataset through the Subjectify.us crowdsourcing platform. Subjectify.us is a service for pairwise comparisons; it employs a Bradley-Terry model to transform the results of pairwise voting into a score for each video. A more detailed description of the method is at www.subjectify.us.

Because the number of pairwise comparisons grows exponentially with the number of source videos, we divided the dataset into five subsets by source videos and performed five comparisons. Each subset contained a group of source videos and their compressed versions. Every comparison produced and
evaluated all possible pairs of compressed videos for one source video. Thus, only videos from the same source were in each pair. The comparison set also included source videos. Participants viewed videos from each pair sequentially in full-screen mode. They were asked to choose the video with the best visual quality or indicate that the two are of the same quality. They also had an option to replay the videos. Each participant had to compare a total of 12 pairs, two of which had an obviously higher-quality option and served as verification questions. All responses from those who failed to correctly answer the verification questions were discarded.

To increase the relevance of the results, we solicited at least 10 responses for each pair. In total, we collected 766,362 valid answers from nearly 11,000 individuals. After applying the Bradley-Terry model to a table of pairwise ranks, we received subjective scores that are consistent within each group of videos compressed from one reference video. A detailed description of the subjective-comparison process, as well as collected statistics, is in the supplementary materials. Tab. 1 summarizes the parameters of our dataset.

3.4 Methodology

We used public source code for all metrics without additional pretraining, and we selected the default parameters to avoid overfitting. To get a video’s quality score using the IQA method, we compared the given distorted sequence and the reference video frame by frame, then averaged the resulting per-frame quality scores for each video. VQA methods generate a score for the whole distorted sequence and require no additional averaging.

Because the subjective scores are based on pairwise comparisons of videos produced from the same original sequence, they are comparable only within their respective groups. Each group size is three (the number of encoding bitrates) times the number of codecs applied to the reference video. For each reference-video/preset pair (resulting in one distorted-video group), we calculated Spearman and Kendall correlation coefficients (SROCC and KROCC, respectively) between the metrics and subjective scores. We then selected only those values calculated for groups whose number of samples exceed a threshold (15 for SROCC and 6 for KROCC) to provide more-statistically-reliable results.

Our next step was to use the Fisher Z-transform [10] (inverse hyperbolic tangent) and average the results, weighted proportionally to group size. The inverse Fisher Z-transform yielded a single correlation for the entire dataset. We provide the link to code example in Sec. 4.

To analyze metric performance in more detail, we added a few mutually nonexclusive categories with videos from the dataset: User-Generated Content, Shaking, Sports, Nature, Gaming / Animation, Low Bitrate (up to 1,000 Kbps), and High Bitrate (above 6,000 Kbps). To assign each video to one of these categories, we conducted a subjective survey of five people from our laboratory.

3.5 Results

We examined the results for the open part of the dataset as well as for the whole dataset, including the hidden part. Tab. 3 shows the Spearman and Kendall correlation coefficients for the metrics we analyzed, along with subjective quality scores. For the whole dataset, VMAF and its variations calculated using different chroma-component ratios exhibited the highest correlations. VMAF was originally to be calculated only using the luma component, but here we proved that YUV-VMAF performs better. Also, VMAF NEG (a no-enhancement-gain version [6]) correlated less well with subjective quality than the original version did. MDTVSFA and Linearity had the highest correlations among no-reference methods: about 0.93, nearly matching the top results of full-reference metrics (VMAF at 0.94). For the open dataset, SSIM and PSNR showed the highest correlations in addition to VMAF, followed by a recently-released AVQT by Apple.

We compared metrics using different video subsets: videos with low and high bitrates; videos encoded using HEVC/H.265, AV1, and VVC/H.266 (Tab. 4); and videos with different content types — UGC, Shaking, Sports, Nature, and Gaming/Animation (Tab. 5).

“High bitrate” and “Low bitrate” encoding. All metrics showed their lowest correlations for videos encoded at 6,000 Kbps or higher. The reason may be the low confidence of the subjective scores for this category. As we described in Sec. 3.2, viewers apparently have difficulty spotting compression artifacts in videos that employ high-quality encoding. The no-reference MDTVSFA,
Table 6 shows the computational complexity of the metrics we studied.

Fig. 4 shows the distribution of normalized metric scores for our dataset. Many metrics have a nonuniform “real-life” distribution of values resulting from compression artifacts. For example, the average SSIM is about 0.85, which corresponds with common statistics (an SSIM of 0.5 does not mean average quality, and values below 0.5 seldom appear in real situations).
We created a new diverse dataset containing 2,486 videos compressed by various encoding standards, including AVC, HEVC, AV1, and VVC. We used it to analyze the correlation between new learning-based objective-quality metrics and subjective-quality scores. Our analysis revealed that some new no-reference metrics, such as MDTVSA, have already caught up with full-reference metrics. At the same time, VMAF showed the highest correlation with subjective scores, making it the best full-reference option for assessing video-compression quality. The open part of the dataset is available publicly. The code, with an example metric launch running on that part of the dataset, is also available.

1https://videoprocessing.ai/datasets/vqa.html
2https://github.com/msu-video-group/MSU_VQM_Compression_Benchmark

Table 4: Results for SROCC and KROCC on five subsets of our dataset (by encoding category).

| Dataset | Low Bitrate (up to 1,000 kbps) | High Bitrate (above 6,000 kbps) | H.265 Encoding | AV1 Encoding | VVC Encoding |
|---------|-------------------------------|---------------------------------|----------------|--------------|--------------|
| Metric  | SROCC | KROCC | SROCC | KROCC | SROCC | KROCC | SROCC | KROCC | SROCC | KROCC |
| No-Reference |
| MEDON | 0.819 | 0.869 | 0.127 | 0.107 | 0.834 | 0.705 | 0.000 | 0.734 | 0.709 | 0.555 |
| Y-NQF [16] | 0.799 | 0.859 | 0.127 | 0.107 | 0.834 | 0.705 | 0.000 | 0.734 | 0.709 | 0.555 |
| Y-VEQAV [14] | 0.290 | 0.355 | 0.206 | 0.189 | 0.870 | 0.820 | 0.000 | 0.734 | 0.709 | 0.555 |
| KongCaps512 [11] | 0.366 | 0.430 | 0.206 | 0.189 | 0.870 | 0.820 | 0.000 | 0.734 | 0.709 | 0.555 |
| SISIM [40] | 0.804 | 0.764 | 0.161 | 0.141 | 0.804 | 0.726 | 0.000 | 0.734 | 0.709 | 0.555 |
| YUV-2-PGD [41] | 0.402 | 0.481 | 0.206 | 0.189 | 0.870 | 0.820 | 0.000 | 0.734 | 0.709 | 0.555 |
| SPAQ-M [42] | 0.100 | 0.146 | 0.417 | 0.344 | 0.901 | 0.808 | 0.000 | 0.734 | 0.709 | 0.555 |
| SPAQ-M [43] | 0.100 | 0.146 | 0.417 | 0.344 | 0.901 | 0.808 | 0.000 | 0.734 | 0.709 | 0.555 |
| VQA [12] | 0.945 | 0.942 | 0.831 | 0.841 | 0.565 | 0.589 | 0.019 | 0.999 | 0.709 | 0.555 |
| VQA [13] | 0.804 | 0.810 | 0.798 | 0.809 | 0.831 | 0.841 | 0.019 | 0.999 | 0.709 | 0.555 |
| Full-Reference |
| FOM-VIDEO [15] | 0.526 | 0.372 | 0.515 | 0.524 | 0.558 | 0.405 | 0.515 | 0.524 | 0.558 | 0.405 |
| LPIPS [42] | 0.774 | 0.877 | 0.774 | 0.877 | 0.774 | 0.877 | 0.774 | 0.877 | 0.774 | 0.877 |
| DQVA [41] | 0.781 | 0.854 | 0.103 | 0.103 | 0.780 | 0.828 | 0.780 | 0.828 | 0.780 | 0.828 |
| GREED [46] | 0.823 | 0.642 | 0.210 | 0.145 | 0.809 | 0.808 | 0.809 | 0.808 | 0.809 | 0.808 |
| Y-VMC [40] | 0.792 | 0.568 | 0.103 | 0.103 | 0.780 | 0.828 | 0.780 | 0.828 | 0.780 | 0.828 |
| DISTS [47] | 0.901 | 0.712 | 0.417 | 0.345 | 0.866 | 0.873 | 0.866 | 0.873 | 0.866 | 0.873 |
| AVQ [41] | 0.923 | 0.784 | 0.176 | 0.075 | 0.940 | 0.826 | 0.940 | 0.826 | 0.940 | 0.826 |
| YUV-PNSR | 0.907 | 0.869 | 0.129 | 0.119 | 0.884 | 0.880 | 0.884 | 0.880 | 0.884 | 0.880 |
| YUV-SSIM | 0.373 | 0.373 | 0.202 | 0.177 | 0.341 | 0.341 | 0.341 | 0.341 | 0.341 | 0.341 |
| Y-MSSSIM [46] | 0.912 | 0.897 | 0.299 | 0.214 | 0.901 | 0.801 | 0.901 | 0.801 | 0.901 | 0.801 |
| Y-MAF-VNEG [46] | 0.946 | 0.823 | 0.288 | 0.263 | 0.901 | 0.801 | 0.901 | 0.801 | 0.901 | 0.801 |
| YUV-YMAF-VNEG [46] | 0.945 | 0.876 | 0.245 | 0.146 | 0.920 | 0.925 | 0.920 | 0.925 | 0.920 | 0.925 |
| Y-MAF-VMAF [46] | 0.932 | 0.835 | 0.453 | 0.366 | 0.948 | 0.922 | 0.948 | 0.922 | 0.948 | 0.922 |
| YUV-YMAF-VMAF [46] | 0.932 | 0.846 | 0.274 | 0.216 | 0.946 | 0.936 | 0.946 | 0.936 | 0.946 | 0.936 |

Figure 4: Distribution of metric scores. Each metric appears on a separate axis.

4 Conclusion

We created a new diverse dataset containing 2,486 videos compressed by various encoding standards, including AVC, HEVC, AV1, and VVC. We used it to analyze the correlation between new learning-based objective-quality metrics and subjective-quality scores. Our analysis revealed that some new no-reference metrics, such as MDTVSA, have already caught up with full-reference metrics. At the same time, VMAF showed the highest correlation with subjective scores, making it the best full-reference option for assessing video-compression quality. The open part of the dataset is available publicly.

1https://videoprocessing.ai/datasets/vqa.html
2https://github.com/msu-video-group/MSU_VQM_Compression_Benchmark
We are accepting new methods for evaluation using our benchmark. Table 6: FPS evaluation for videos from the dataset. The metric testing used a configuration with two CPUs. For further development, our plan is to further increase the number of original videos and add new metrics. Our benchmark will remain an unbiased test of compression quality for new image- and video-quality metrics that evaluate video-compression artifacts. It can serve as a testbed for developing models that assess video-quality in a more comprehensive way.

Our proposed dataset will be useful for researchers and developers of image- and video-quality metrics that evaluate video-compression artifacts. It can serve in training models that assess video-compression quality to achieve more-precise results and higher correlation with subjective scores. Our benchmark will remain an unbiased test of compression quality for new image- and video-quality metrics.

We are accepting new methods for evaluation using our benchmark. During the few months since its publication, we have already received several submissions, as well as good reviews and requests for further development. Our plan is to further increase the number of original videos and add new encoders. Because the subjective tests are expensive, we estimate that our current dataset cost about $15,000. We are open to collaboration and sponsorship to improve the dataset more quickly and to provide more-reliable and more-valuable results.

———

5https://videoprocessing.ai/benchmarks/video-quality-metrics.html
4.1 Limitations

We did not retrain the tested metrics on the open part of our dataset. We used already trained models without tuning their parameters. This approach allowed us to prevent metrics from overfitting on our dataset. Nevertheless, some methods are not fitted for data that was absent from the training set (for instance, compression artifacts) or simply underwent training on small datasets. As a result, these metrics may show weak performance on our dataset. Future work will therefore include metric retraining on open part of the dataset and assessment of their quality on the hidden part.
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1 Appendix

1.1 Metric Calculations

Below we describe the steps for calculating metrics. To avoid overfitting on our dataset, we used already fitted image- and video-quality-assessment models with public source code. We left the default parameters of all metrics unchanged.

We tested some metrics (VMAF, PSNR, SSIM, MS-SSIM, VQM, and NIQE) on each color component (Y, U, and V) in addition to averaging the components using different weights. For example, one possibility is SSIM calculated solely on the Y component with a 6:1:1 weighted average.

Below are the steps for calculating different versions of such metrics.

1.2 IQA-Method Calculation

We used mean temporal pooling as a way to aggregate scores from multiple frames. Previous research showed no significant difference between pooling methods, and our tests confirmed that finding.

Therefore, to get a quality score for a whole video using an IQA method, we compared a given distorted sequence frame by frame with the corresponding reference video and then averaged the scores. We intend to include more data on this research in future publications.

To perform lossless conversion between file formats, we used the following commands:

36th Conference on Neural Information Processing Systems (NeurIPS 2022) Track on Datasets and Benchmarks.
1. .yuv –> .mp4
   ffmpeg -f rawvideo -vcodec rawvideo -s {width}x{height} -r {FPS} -pix_fmt yuv420p -i {video name}.yuv -c:v libx265 -x265-params "lossless=1:qp=0" -t {hours}:00:{seconds} -v sync 0 {video name}.mp4

2. .mp4 –> .png
   ffmpeg -i {sequence name}.mp4 {images dir}/image_%05d.png

1.3 Metric-Speed Measurement

We also measured the metric-speed performance, expressed in FPS (the execution time of a full model divided by the number of sequence frames).

- The calculation used the following:
  - Five reference videos compressed using the x264 codec (three target bitrates).
  - Three metric calculations for each distorted video.
  - In total, 15 compressed videos and 45 total measurements.
- Output: maximum FPS among three calculations for the given video.
- Calculations employed the following hardware:
  - Nvidia Titan RTX GPU
  - 64-CPU cluster based on Intel Xeon Silver 4216 processor @ 2.10GHz
1.4 Metric Correlation for Different Categories

Figure 3: SROCC values on full dataset.

Figure 4: KROCC values on full dataset.
Figure 5: SROCC values for “Low Bitrate” category.

Figure 6: KROCC values for “Low Bitrate” category.
Figure 7: SROCC values for “High Bitrate” category.

Figure 8: KROCC values for “High Bitrate” category.
Figure 9: SROCC values for “User-Generated Content” category.

Figure 10: KROCC values for “User-Generated Content” category.
Figure 11: SROCC values for “Shaking” category.

Figure 12: KROCC values for “Shaking” category.
Figure 13: SROCC values for “Sports” category.

Figure 14: KROCC values for “Sports” category.
Figure 15: SROCC values for “Nature” category.

Figure 16: KROCC values for “Nature” category.
Figure 17: SROCC values for “Gaming / Animation” category.

Figure 18: KROCC values for “Gaming / Animation” category.
1.5 Metrics Correlation for Different Compression Standards

Figure 19: SROCC values for AV1 encoding standard.

Figure 20: KROCC values for AV1 encoding standard.
Figure 21: SROCC values for H.265 encoding standard.

Figure 22: KROCC values for H.265 encoding standard.
Figure 23: SROCC values for VVC encoding standard.

Figure 24: KROCC values for VVC encoding standard.
1.6 Wilcoxon Test
Table 1: Results of one-sided Wilcoxon rank-sum test performed on SROCC values for the methods compared above. For each pair of methods, the table shows values for 11 subsets of our dataset: in the first row are the entire dataset, Low Bitrate, and High Bitrate; in the second are H.265 Encoding, AV1 Encoding, and VVC Encoding; in the third are User-Generated Content, Shaking, and Sports; and in the fourth are Nature and Gaming/Animation. A value of 1 indicates the method for that row is statistically superior to the method for that column. A 0 value indicates the opposite: the method for that column is statistically better than the one for that row. A hyphen (-) indicates they are statistically indistinguishable.
1.7 How to Submit an Algorithm for Benchmarking

To submit an algorithm for benchmarking, send an email to vqa@videoprocessing.ai with the following information:

- Method name, which we will use in our benchmark
- Method-launch script with the following options (or their analogs):
  - -ref — path to reference video (for full-reference metrics)
  - -dist — path to distorted video
  - -output — path to algorithm’s output
  - -t — threshold, if algorithm requires it
- Any other helpful information about the method (optional):
  - Desired parameters
  - Link to any papers about the method
  - Architectural characteristics

Our policy:

- We won’t publish the results for a method without the submitter’s permission.
- We share only the open part of our dataset; the rest is hidden.

2 Dataset Documentation

Here we provide documentation for our dataset in the common datasheets format [2].

2.1 Motivation

For what purpose was the dataset created? Was there a specific task in mind? Was there a specific gap that needed to be filled?

We produced the dataset to evaluate full- and no-reference video-quality metrics. To the best of our knowledge, it is the biggest compressed-video dataset that includes new encoding standards and subjective scores. Investigations of the performance of modern video- and image-quality metrics commonly employ videos compressed with older standards, such as AVC. Our goal was to create a dataset that uses numerous compression standards.

Who created the dataset (for example, which team, research group) and on behalf of which entity (for example, company, institution, organization)?

The dataset was a joint effort by Anastasia Antsiferova, Sergey Lavrushkin, Alexander Gushchin, Maksim Smirnov, Dmitriy Kulikov, Egor Sklyarov, Mikhail Erofeev, and Dmitriy Vatolin. The authors are researchers affiliated with the MSU Graphics and Media Lab.

Who funded the creation of the dataset? If there is an associated grant, please provide the name of the grantor and the grant name and number.

Part of the dataset was collected for the annual MSU Video Codecs Comparisons project [1].

The work received support through a grant for research centers in the field of artificial intelligence (agreement identifier 000000D730321P5Q0002, dated November 2, 2021, no. 70-2021-00142 with the Ivanikov Institute for System Programming of the Russian Academy of Sciences). Anastasia Antsiferova was supported by “Intellect”, a noncommercial fund for science and educational development.

2.2 Composition

What do the instances that comprise the dataset represent (for example, documents, photos, people, countries)? Are there multiple types of instances (for example, movies, users, and ratings; people and interactions between them; nodes and edges)?
The instances represent video files with corresponding subjective scores. Each video was produced by compressing the original with a specific encoder.

**How many instances are there in total (of each type, if appropriate)?**

The dataset has a total of 2,486 compressed videos with corresponding subjective scores. The open part contains 1,022 videos; the hidden part contains 1,464.

**Does the dataset contain all possible instances or is it a sample (not necessarily random) of instances from a larger set? If the dataset is a sample, then what is the larger set? Is the sample representative of the larger set (for example, geographic coverage)?**

The dataset contains all generated instances. But since it also includes reference videos, the dataset can be extended using new video encoders. Original videos were chosen based on SI-TI characteristics; they cover most possible cases of spatial and temporal complexity.

**What data does each instance consist of? "Raw" data (for example, unprocessed text or images) or features?**

Each instance is a video file in .mp4 format. Each subjective score is a floating-point number.

**Is there a label or target associated with each instance?**

Each instance has a corresponding subjective score that represents relative video quality compared with other instances generated from the same original video.

**Is any information missing from individual instances?**

No.

**Are relationships between individual instances made explicit (for example, users’ movie ratings, social network links)?**

We divided the videos into groups on the basis of a reference video, which is compressed using different encoders and bitrates to generate a group.

**Are there recommended data splits (for example, training, development/validation, testing)?**

We recommend splitting data according to the original videos. This way, all videos that are compressed representations of a given reference video will fall into the same group. Also, when obtaining the subjective scores, compressed versions of a given reference video were shown to crowdworkers, so correlations of video-quality-metric values with subjective scores apply only within a group.

**Are there any errors, sources of noise, or redundancies in the dataset?**

No.

**Is the dataset self-contained, or does it link to or otherwise rely on external resources (for example, websites, tweets, other datasets)?**

The dataset is self-contained.

**Does the dataset contain data that might be considered confidential (for example, data that is protected by legal privilege or by doctor-patient confidentiality, data that includes the content of individuals’ non-public communications)?**

We allow free distribution of the dataset’s open part. The hidden part contains confidential information that we must withhold.

**Does the dataset contain data that, if viewed directly, might be offensive, insulting, threatening, or might otherwise cause anxiety?**

No.

2.3 Collection Process

How was the data associated with each instance acquired? Was the data directly observable (for example, raw text, movie ratings), reported by subjects (for example, survey responses), or indirectly inferred/derived from other data (for example, part-of-speech tags,
model-based guesses for age or language)? If the data was reported by subjects or indirectly inferred/derived from other data, was the data validated/verified?

We formed the dataset using 36 reference clips chosen from more than 18,000 open-source high-bitrate videos (licensed under CCBY or CC0). They include recordings by professionals and amateurs. Almost half contain scene changes and high dynamism. Moreover, the ratio of synthetic to natural lightning is approximately 1:3.

Content types: nature, sports, humans close up, gameplay, music video, water or steam, and CGI. Effects and distortions: shaking, slow motion, grain/noise, overly dark/bright regions, macro shooting, captions (text), and extraneous objects on or near the camera lens. Such content diversity helps better simulate realistic conditions.

1. Resolution: 1,920×1,080—the most popular video resolution today (likely to increase over time)
2. Format: yuv420p.
3. FPS: 24, 25, 30, 39, 50, and 60.
4. Video duration: 10, 15 seconds (most cases).

We divided the video collection into 36 clusters using the K-means method. For each cluster, we randomly selected one to six candidate videos that were close to the cluster center and that had an appropriate license. From each set of candidates, we manually chose one video and attempted to include videos of different semantics in the final dataset.

![Figure 25: Selection of reference videos using the K-means clustering method.](image)

Tab. 2 lists URLs for the original videos.

Details about the crowdsourced study:

- Screen resolutions were from 640×320 to 3,840×1,080. Tab. 3 shows the most popular ones.
- Participants were from 78 countries.
- Participant ages ranged from 18 to 85 with an average of 36. Fig. 26 shows the distribution.

What mechanisms or procedures were used to collect the data (for example, hardware apparatuses or sensors, manual human curation, software programs, software APIs)? How were these mechanisms or procedures validated?

The subjective assessment (labeling) involved pairwise comparisons using Subjectify.us. Each pair, which was shown to hired participants, consisted of two samples of the same test video encoded by
Table 2: URLs for original videos.

| Video URL | Author |
|-----------|--------|
| https://vimeo.com/202290580 | Currently Unavailable |
| https://vimeo.com/87156909 | Al Caudullo Productions |
| https://vimeo.com/192252473 | IA Film Group |
| https://vimeo.com/98238216 | AIE (https://vimeo.com/aieedu) |
| https://media.xiph.org/video/derf/ (crowd_run) | Xiph.org Video Test Media |
| https://media.xiph.org/video/derf/ (tractor) | Xiph.org Video Test Media |
| https://vimeo.com/312309391 | kraftmovies (https://vimeo.com/kraftmovies) |
| https://vimeo.com/78721233 | SantaMarta and Astorga (https://vimeo.com/user5121153) |
| https://vimeo.com/259826267 | Animal Factory Films (https://vimeo.com/animalfactoryfilms) |
| https://media.withyoutube.com/ (gaming_71a5) | Youtube UGC Dataset |
| https://media.withyoutube.com/ (livemusic_3549) | Youtube UGC Dataset |
| https://media.withyoutube.com/ (Vlog_1080P-35cd) | Youtube UGC Dataset |
| https://media.withyoutube.com/ (CoverSong_1080p-5430) | Youtube UGC Dataset |
| https://media.withyoutube.com/ (Vlog_1080P-52fe) | Youtube UGC Dataset |
| https://media.withyoutube.com/ (Gaming_1080P-6db2) | Youtube UGC Dataset |
| https://media.withyoutube.com/ (Vlog_1080P-5904) | Youtube UGC Dataset |
| https://media.withyoutube.com/ (CoverSong_1080P-1b0c) | Youtube UGC Dataset |
| https://media.withyoutube.com/ (Vlog_1080P-23cb) | Youtube UGC Dataset |
| https://media.withyoutube.com/ (Vlog_1080P-4921) | Youtube UGC Dataset |
| https://media.withyoutube.com/ (Vlog_1080P-21f5) | Youtube UGC Dataset |
| https://media.withyoutube.com/ (Vlog_1080P-1df9) | Youtube UGC Dataset |
| https://media.withyoutube.com/ (Vlog_1080P-2600) | Youtube UGC Dataset |
| https://vimeo.com/198898016 | Christopher Stoney (https://vimeo.com/cstoney) |
| https://vimeo.com/150329182 | Andrew Jones (https://vimeo.com/jones3) |
| https://vimeo.com/163746200 | JTwo.tv (https://vimeo.com/jtwo) |
| https://vimeo.com/207154158#t=0 | niko (https://vimeo.com/igwana) |
| https://vimeo.com/204297495#t=140 | Scott (https://vimeo.com/slee1000) |
| https://vimeo.com/218791521#t=0 | Pyranha (https://vimeo.com/pyranhakayaks) |
| https://vimeo.com/280135236#t=347 | Currently Unavailable |
| https://vimeo.com/311282786#t=18 | Harold Aune (https://vimeo.com/haroldaune) |
| https://vimeo.com/245154516#t=42 | Rest Of My Family (https://vimeo.com/restofmyfamily) |
| https://vimeo.com/308829951#t=0 | Currently Unavailable |
| https://vimeo.com/189893327#t=173 | Currently Unavailable |
| https://vimeo.com/188799676#t=38 | Kona Bikes (https://vimeo.com/konaworld) |
| https://vimeo.com/130709443#t=49 | Keith W Roe (https://vimeo.com/user10596573) |
| https://vimeo.com/219044636#t=63 | George Manolis (https://vimeo.com/user7033472) |

various codecs at various bitrates. For each pair, participants were asked to choose the one with better visual quality. They also had the option to play the videos again or to indicate the videos have equal quality. Fig. 27 depicts the subjective experiment’s general process.

Because the necessary number of pairwise comparisons grows exponentially with the number of source videos, we divided the dataset into five subsets by source videos and performed five comparisons. Each subset contained a group of source videos and their compressed versions. In each comparison, all possible pairs of compressed videos for one source video were generated and
| Resolution   | Number of users |
|-------------|-----------------|
| 1366x768    | 10926           |
| 1920x1080   | 8421            |
| 1536x864    | 3397            |
| 1280x1024   | 2285            |
| 1600x900    | 2262            |
| 1440x900    | 1014            |
| 1280x720    | 984             |
| 1680x1050   | 677             |
| 1360x768    | 584             |
| 1280x800    | 420             |

Table 3: Most popular screen resolutions among crowdworkers.

To increase the relevance of the results, we solicited at least 10 responses for each pair. In total, we were able to collect 766,362 valid answers from nearly 11,000 individuals.

After applying the Bradley-Terry model to a table of pairwise ranks, we received subjective scores that are consistent within each group of videos compressed from a single reference video.
If the dataset is a sample from a larger set, what was the sampling strategy (for example, deterministic, probabilistic with specific sampling probabilities)?

The open part is a sample of our full dataset. It includes all nonconfidential material. The hidden part contains confidential information and cannot be published. We employ the former only for our benchmark testing to allow a more objective comparison of future algorithms. This approach may prevent learning-based methods from training on the entire dataset, avoiding overfitting and, thus, incorrect results. The full dataset is not a sample of a larger set.

Who was involved in the data collection process (for example, students, crowdworkers, contractors) and how were they compensated (for example, how much were crowdworkers paid)?

The subjective scores were collected through the www.subjectify.us crowdsourcing platform. The average payment to crowdworkers per pair of sequences was $0.05. We estimate the overall cost of the subjective tests was $15,000.

Over what timeframe was the data collected? Does this timeframe match the creation timeframe of the data associated with the instances (for example, recent crawl of old news articles)?

Collection of the dataset took place over four years, but the timeframe is immaterial in our case.

Were any ethical review processes conducted (for example, by an institutional review board)?

No, such processes were unnecessary in our case.

2.4 Preprocessing/Cleaning/Labeling

Was any preprocessing/cleaning/labeling of the data done (for example, discretization or bucketing, tokenization, part-of-speech tagging, SIFT feature extraction, removal of instances, processing of missing values)?

We encoded all samples using x264 with a constant quantization parameter and then calculated the temporal and spatial complexity of each scene. In our definition, spatial complexity is the average size of the I-frame normalized to the sample’s uncompressed frame size, while temporal complexity is the average size of the P-frame divided by the average size of the I-frame. Eventually, we added another preprocessing step to unify the chroma subsampling of videos, which affected evaluation complexity. All videos were converted to a YUV 4:2:0 chroma subsample.

For the open part of the dataset, we used 13 codecs implementing five compression standards (H.264, AV1, H.265, VVC, etc.) to encode the original videos. Each video had three target compression bitrates: 1,000 Kbps, 2,000 Kbps, and 4,000 Kbps. Each also had different real-life encoding modes: constant quality (CRF) and variable bitrate (VBR). Our chosen range of bitrates simplifies the subjective comparison, since video quality is more difficult to distinguish visually at high bitrates. Tab. 4 shows command lines that we used to compress videos.

To save repository space and prevent problems with nonstandard decoders, we transcoded YUV files to MP4 using lossless x265 encoding and the following command:

```
ffmpeg -f rawvideo -vcodec rawvideo -s {width}x{height} -r {FPS} -pix_fmt yuv420p -i {video name}.yuv -c:v libx265 -x265-params "lossless=1:qp=0" -t {hours:minutes:seconds} -vsync 0 {video name}.mp4
```

To decode videos back to YUV, we employed this command:

```
ffmpeg -i {video name}.mp4 -pix_fmt yuv420p -vcodec rawvideo -f rawvideo {video name}.yuv
```

Because Bradley-Terry scores were calculated only for encoded streams with the same reference video, correlations were calculated separately for each reference video (and corresponding encoded streams). To compute a single correlation for a whole dataset, we used the Fisher Z-transform to average group correlations weighted proportionally to group size. The quality-control pairs consisted of test videos compressed by the x264 encoder at 1 Mbps and 4 Mbps; they protect the comparison against random answers and bots. Responses from participants who failed in these cases were excluded.
Was the "raw" data saved in addition to the preprocessed/cleaned/labeled data (for example, to support unanticipated future uses)?

If we interpret "raw" data as streams encoded before decoding them back to YUV and transcoding with x265, the answer is no. But we share ground-truth (or reference) videos, which are necessary when calculating full-reference metrics.

Is the software that was used to preprocess/clean/label the data available?

We obtained some metric scores (VMAF, VQM, PSNR, SSIM, etc.) through the VQMT, available at www.compression.ru/video/quality_measure/vqmt_download.html. Also, all data was labeled through the Subjectify.us crowdsourcing service, which is at www.subjectify.us.

2.5 Uses

Has the dataset been used for any tasks already?

The dataset has served in two separate projects:

1. Measurement of video-quality metrics for distorted videos along with calculation of the correlation between these scores and subjective scores (video-quality-metric benchmark).
2. Comparing the effects (artifacts) of different compression standards and codecs (codec-comparison project).

The second project held annual comparisons using different datasets, from which we assembled the dataset in our paper.

Is there a repository that links to any or all papers or systems that use the dataset?

Video-quality benchmark is available through www.videoprocessing.ai/benchmarks/video-quality-metrics.html and the codec-comparison project through www.compression.ru/video/codec_comparison/index_en.html.

What (other) tasks could the dataset be used for?

The open part of the dataset can be used to train or validate a new metric and determine whether it can reliably meet most compression needs. Our video-quality-metric benchmark uses the hidden part to test submitted models.

Is there anything about the composition of the dataset or the way it was collected and preprocessed/cleaned/labeled that might impact future uses? For example, is there anything that a dataset consumer might need to know to avoid uses that could result in unfair treatment of individuals or groups (for example, stereotyping, quality of service issues) or other risks or harms (for example, legal risks, financial harms)? Is there anything a dataset consumer could do to mitigate these risks or harms?

One preprocessing stage is transcoding through the H.265 standard, which can affect bitstream-based-model performance. In addition, consumers cannot use subjective scores to directly compare distorted videos compressed from different original streams because of the subjective-evaluation procedure we employed for the dataset.

Are there tasks for which the dataset should not be used?

No.

2.6 Distribution

Will the dataset be distributed to third parties outside of the entity (for example, company, institution, organization) on behalf of which the dataset was created?

The open part of the dataset is available to everyone. The hidden part is only available to benchmark-support personnel for testing metric performance.

How will the dataset be distributed (for example, tarball on website, API, GitHub)? Does the dataset have a digital object identifier (DOI)?
The open part of the dataset is accessible through https://calypso.gml-team.ru:5001/sharing/lxSWi6vtg using the password c943=R3/nJwVV%P%. The benchmark is at www.videoprocessing.ai/benchmarks/video-quality-metrics.html

When will the dataset be distributed?
We have already released the dataset as test data for our benchmark, and we are now accepting submissions.

Will the dataset be distributed under a copyright or other intellectual property (IP) license, and/or under applicable terms of use (ToU)?
The dataset is available under a CC BY license.

Have any third parties imposed IP-based or other restrictions on the data associated with the instances?
All original videos have CC BY and CC0 licenses.

Do any export controls or other regulatory restrictions apply to the dataset or to individual instances?
No.

2.7 Maintenance

Who will be supporting/hosting/maintaining the dataset?
The CMC MSU Graphics and Media Lab hosts the dataset. The team that works with codecs and video-quality assessment methods maintains it. Also, the authors of this paper support the video-quality-metric benchmark.

How can the owner/curator/manager of the dataset be contacted (for example, email address)?
Contact our team at vqa@videoprocessing.ai.

Is there an erratum?
No. The dataset has remained unchanged since the benchmark’s release.

Will the dataset be updated (for example, to correct labeling errors, add new instances, delete instances)? If so, please describe how often, by whom, and how updates will be communicated to dataset consumers (for example, mailing list, GitHub)?
We are planning to extend the dataset to ensure benchmark results with the highest statistical credibility. Such updates will be rare, as they involve subjective evaluation—a time-consuming task that requires extensive preparation. Also, we understand the problems that consumers can face during updates. But after updates become public, they will receive notification primarily through the mailing list, and all the new information will be on the benchmark website.

If the dataset relates to people, are there applicable limits on the retention of the data associated with the instances (for example, were the individuals in question told that their data would be retained for a fixed period of time and then deleted)?
No.

Will older versions of the dataset continue to be supported/hosted/maintained?
We do not intend to create a version history, as every relevant edition of the dataset will include all previous editions.

If others want to extend/augment/build on/contribute to the dataset, is there a mechanism for them to do so? Will these contributions be validated/verified? If not, why not? Is there a process for communicating/distributing these contributions to dataset consumers?
We encourage everyone to share their ideas on extending our dataset to cover more compression cases and provide more-reliable results. Our method of subjective quality evaluation, however, is set; we recommend consumers contacting us by vqa@videoprocessing.ai to coordinate subjective
quality evaluation. Moreover, we can cover the costs of subjective scoring for videos that we find relevant to our research.
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Table 4: Encoding commands used for creating compressed videos.

| Encoder name and version | Encoding commands                                                                 |
|--------------------------|-----------------------------------------------------------------------------------|
| x265 v.3.0+1-ed72af837053 | "x265.exe -input %SOURCE_FILE% -input-res %WIDTH%x%HEIGHT% -fps %FPS% -preset placebo |