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Abstract: This study examined the influence of access to credit on agriculture production in Sub-Saharan Africa. The nature and availability of panel dataset constrained the study to analyze its aim through a panel co-integration approach. The analysis was carried out for 21 selected African countries, over the period 2000-2014. The findings indicated evidence of long run relationship between agriculture production and total credit. The estimations strongly revealed that total credit to agriculture has a positive and significant influence on the level of agriculture production in the region.
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1. Introduction

The upward trending of food imports in Sub-Saharan Africa, despite its huge fertile land, remains a great concern among the stakeholders. About 65 percent of the uncultivated arable land is abandoned and thus the continent spends nearly US$35 billion on yearly basis to import food [1]. The utilization of these land resources will boost the global food supply in the future. The huge importation of food has adversely affected the value of their currencies, increased the inflation rate and triggered high youth unemployment especially in the rural areas. Owing to this, African government needs to put in place measures in order to optimally utilize its agricultural potentials. However, there is a strong need to understand why agricultural production remains low in the region. Studies such as [16, 18, 23-24]; postulated that the low yields in Sub-Saharan Africa are caused by the inability of farmers to purchase external inputs such as chemical fertilized, pesticides and seeds. The low use of these external inputs is attributed to credit constraints confronting the farmers. This study intends to provide answers to the following research questions: Does credit to agriculture improve the agriculture yields in the region? Does the impact differ between cash and food crops?

Therefore, the study conducts a fine-grained analysis of yield effects of agriculture’s access to credit in Africa. In addition, it provides contexts for fully understanding the dynamics of agriculture output and credit access in the region. The existing-related studies are reviewed in the following section while methodology is presented in Section three. Empirical results are presented and discussed in Section Four. Section five concludes.

2. Related Literature Review

Prior to the 1990s, the government credit was the major source of finance for farmers engaging in the production of cereals and export cash crops. The measure resulted into fiscal deficits as farmers considered it as means of protection after harvests [24]. This led to its abolition in the 1990s and 2000s during Structural Adjustment. Government explored another channel to assist farmers through provision of subsidies to them in order to purchase fertilizers. The subsidy was provided in form of a reduction of fertilizer price or a coupon to farmers (as a direct transfer). Most subsidy schemes in the region were abolished by Structural Adjustment, while some African countries partially reviewed the scheme in the mid-2000s. For instance, Malawi and Tanzania government provide a coupon of an acre-sufficient fertilizer to many farmers, whereas Nigerian government utilized a reduction of fertilizer price.

Most of these government measures to assist farmers recorded low success due to the corrupt-environments of many African countries. Private-sector bank is used as a
means which farmers can finance the external inputs. However, previous studies identified a limited credit to farmers through this channel [24, 25]. This is as a result of high transaction costs, absence of collateral, and low recovery rate [9]. In addition, the work of [29] concluded that larger farmers in Cameroon, Ghana, Madagascar, and Malawi were only able to obtain bank credit. Another available source of finance to farmers is informal credit. This is obtained from friends and family and local moneylenders. This source provides huge funds for farmers to purchase inputs and consumption items [23, 29]. Furthermore, the tied output-credit or interlinked credit packages are another source of credit to farmers identified in [3, 24]. This deals with an output buyer or input seller that provides the input at the commencement of the season, and is reimbursed from the farmers’ harvest. Two different views on tied output-credit arrangement are emanated. The first view confirms that processing or export companies make the arrangement with traditional export cash crops, while the other found that processing and export companies do not frequently apply because of lack of trust in farmers [27, 24, 25, 6]. Interlinked credit scheme is offered by grain wholesalers and input dealers, and is commonly practised in Asia and SSA [3, 8, 19, and 29].

Access to credit has been considered as a means through which farmers especially small-scale ones can alleviate poverty, boost agriculture productivity, and trigger the transition from subsistence farming to large-scale and agribusiness farming [10, 26, 5, 11]. With the credit access, farmers can increase the use of external inputs as well as finance their operating expenses in the short-run, while in the long run, ability to make profitable investments is enhanced [8]. However, the low level of agriculture credit in the region is attributed to the dominance of the rural economy characterized with very low distribution of financial services. This study intends to examine how the private –bank credit influences agriculture yields in the sub-Saharan African region.

Agriculture still remains the significant backbone of the African economy, and accounts for more than 60 percent of jobs across the continent. However, the sector constitutes only 25 percent of its GDP, ranging from 3 percent of GDP in Botswana to nearly 50 percent in Chad, the Central Africa Republic, and Sierra Leone [1]. From 1990 till now, emerging countries witness a tremendous increase in their production cereals, for instance Brazil (164%), Uruguay (81%), Chile (96%), and Malaysia (43%). Whereas, the growth of cereal production in Africa records less than 40 percent on average in the same period. This is attributed to a relative underdevelopment of private sector infrastructure beyond production.

The successful business-led agriculture can be attained through the following: a large-scale dissemination of productivity-increasing technology and inputs, plus input intensity and capital intensity; designing input and output market structures as well as incentives to achieve the full potential production; and establishing a well-funded and competitive private sector that can drive long-term sustained growth agribusiness in the continent. In the light of this, this study aims to investigate the impact of credit on agriculture output in sub-Saharan Africa. In addition, it specifically provides an evidence-based framework for designing optimal means of utilizing private credit in transforming agriculture.

3. Methodology

The development of panel econometrics gives a room for the two-fold dimension, individual and temporal of the related data. Employing data observed for N entities over T periods provides the researcher a larger number of observations as well as the number of degrees of freedom. This minimizes the co-linearity among independent variables. In addition, the panel data models are appropriate to address the issue of missing or unobserved variables. Owing to inadequate data availability, the study is constrained to use two variables (Agriculture production and Credit) in performing its analysis.

3.1. Equation Specification

This study utilizes Panel Cointegration approach and Panel Fully Modified Least Squares (PFMLS) method to examine the role of total credit on agriculture output in selected African countries. The double log-linear equation can be specified as follows:

\[
\ln(Prod)_{it} = \beta_1 + \beta_2 \ln(Credit)_{it} + \epsilon_t
\]

Where \(Prod\) denotes agricultural production; \(Credit\) is total credit to agriculture; and \(\epsilon\) represents the error term. \(\beta_1\) and \(\epsilon_{it}\) denotes the intercept and the error term respectively. The slope parameter is represented by \(\beta_2\) which is expected to be positive, as an increase in total credit to agriculture is supposed to lead to a rise in agriculture production.

3.2. Panel Cointegration Approach

The use of panel cointegration analysis is as a result of many factors like the dimension and characteristics of the data. The traditional panel techniques such as random effect, fixed effect, etc. are appropriate for data with small T and large N mainly observed in the microeconomic datasets obtained from the survey. However, panel data analysis with T>N data might produce spurious results because the feature of the data behaviour tends to be close to time series. At macroeconomic level, the spuriousness increases as series in macro data are often non-stationary. [2] identifies two possible ways to address the problem generated by the accumulation of observation over time, namely: 1) heterogeneous regression for each individual to avoid the homogeneity of coefficients estimated with a single regression; and 2) the utilization of time series procedures to panels with the aim of dealing with non-stationarity and co-integrations among series. The panel co-integration is an extension of time series analysis to panel data with large T. Furthermore, its capacity to accommodate
long run information is included in panels in order to allow the short-run dynamic and fixed effect to be heterogeneous across the panel. Short and long run estimates are possible in the panel co-integration [22]. The steps involved can be summarized as follows: the preliminary investigation is a unit root test. If a series were confirmed to be integrated, there is need to check the possible co-integration among variables by running a co-integration test. Finally, if there is existence of co-integration, put differently, if there is a long-run equilibrium among variables, one would estimate the long-run coefficients.

Two means of employing panel models are micro-panels (with a short time dimension and a very large number of entities) which are devoted to examine the behaviour of firms and households, and macro panels (similar time and individual dimensions) which are devoted to national and global economic growth. This study employs a macro-panel approach.

4. Empirical Results and Discussions

4.1. Panel Unit Root

Several approaches have been applied to test the order of integration of series in panel data. [17] extended the technique of the augmented Dickey-Fuller (ADF) with introduction of his panel unit root test. The Levin unit root test is specified as:

$$\Delta y_{it} = \phi_{it}\psi_i + \rho y_{it-1} + \sum_{j=1}^{ni} \phi_{ij} \Delta y_{t-1-j} + \xi_{it}$$

Where $\phi_{it}$ entails individual deterministic components like fixed effect, trend or a mixture of fixed effects and trend; $\rho$ represents the autoregressive coefficients; $\xi_{it}$ is the error terms; and $n$ denotes the lag order.

The LLC test makes assumption of the constant value for $\rho$ across panels; this may lead to loss of power [4]. Therefore, [13] corrected this assumption by allowing $\rho$ to change across panels:

$$\Delta y_{it} = \phi_{it}\psi_i + \rho_{it} y_{it-1} + \sum_{j=1}^{ni} \phi_{ij} \Delta y_{t-1-j} + \xi_{it}$$

[4] addresses the issue of bias generated in applying LLC or IPS arising from the difference in size (between N and T because LLC and IPS are stronger when T is larger than N) or from the inclusion of an individual deterministic trend in the tests. However, the Fisher tests (ADF and PP) as noted by [7] apply the time series ADF and PP tests framework to panel data. The unique of this test is the combination of each series $p$-value generated from their unit root tests rather than the averaging individual test statistics. The [12] unit root technique depends on the Lagrangian multiplier and residuals obtained from individual ordinary least square regression on deterministic components to compute the statistics. In addition, Hadri tests unlike other tests are based on the homogeneity in the unit root process ($\phi_{it} = \rho$) across the panels.

The panel unit root tests used in this study entail individual effects and the deterministic time trend. The Akaike information criterion (AIC) and the Schwann information criterion (SIC) are utilized to determine the optimal lag length. The shadowy estimation is based on Bartlett kernel and the bandwidth is determined by Newey and West automatic lag selection.

As presented in Table 1, the results indicate fair evidence of stationarity of the variable after taking the first difference. All the tests reject the null hypothesis of non-stationarity for both agricultural production and private credit variables. This suggests all the concerned variables are order of integration one i.e. I (1).

Table 1. Panel Unit Root Tests.

| Series   | Levin, Lin & Chu t* | ADF - Fisher Chi-square | PP - Fisher Chi-square |
|----------|---------------------|-------------------------|------------------------|
| D(LNCRD) | -9.38***            | 144.03***               | 237.78***              |
| D(LNPROD)| -9.12***            | 151.20***               | 269.03***              |
| Individual effects |
| Series   | Levin, Lin & Chu t* | ADF - Fisher Chi-square | PP - Fisher Chi-square |
| D(LNCRD) | -4.92***            | 100.71***               | 220.37***              |
| D(LNPROD)| -4.48***            | 100.45***               | 233.88***              |
| Individual effects, individual linear trends |
| Series   | Levin, Lin & Chu t* | ADF - Fisher Chi-square | PP - Fisher Chi-square |
| D(LNCRD) | -4.30***            | 72.51***                | 213.14***              |
| D(LNPROD)| -2.45***            | 61.95***                | 197.69***              |

Note: ***, **, and * represent 1%, 5% and 10% respectively.

4.2. Co-integration Test

The presence of I (1) in the series calls for the need to examine the long-run equilibrium among the variables. Three co-integration test approaches are employed to the variables of interest, namely [21] panel and group statistics, [15, 28]
tests. Each test utilizes different methods and assumptions to compute statistics, with the null hypothesis of no co-integration among series, against the alternative that co-integration exists.

Pedroni panel tests rely on the within dimension analysis, and their statistics is computed through adding numerators and denominators along series independently. Its four components are panel $t$-statistic (a non-parametric test based on variances ratio), a panel-$\rho$, panel-PP and panel ADF statistics that are equivalent to PP $\rho$ statistics, PP $t$-statistics, and ADF $t$-statistics in univariate time series respectively.

Kao $t$-statistics utilizes an ADF framework with the assumption of homogeneity in the panels. Its statistics is obtained from panel least squared dummy variable (LSDV) analysis. However, the Westerlund test provides four alternatives, $G_t$, $G_a$, $P_t$, and $P_a$. The test applies an error correction model to investigate the presence of co-integration in individual panels or in the whole panel. By rejecting $Ga$ and $G_t$ null hypothesis indicates the existence of co-integration in at least one of the cross sections as the duo statistics utilizes individual weighted average process and individual $t$-statistics respectively. On the other hand, $P_a$ and $P_t$ employ a pooling process over cross-section, and the rejection of null hypothesis suggests that co-integration exists among variables in the panel as a whole.

Table 2 reports the outcomes of the co-integration tests based on Fisher approach. All these tests include none, individual intercept and trend. The finding suggests the evidence of a long-run relationship among variables. Put differently, variables are co-integrated. This indicates that the series tends to move together in the long run, and the difference between them is stationary.

### 4.3. Estimation/Robustness

Confirming that variables are co-integrated, the last stage is to estimate the link. In order to get more insights on the findings, the study carries out a short-run analysis. Furthermore, a series of robustness would aid the significance of the outcome. The common applied panel co-integration analyses are the dynamic OLS (DOLS) and the fully modified OLS (FMOLS).

The DOLS utilizes leads and lags of the first difference explanatory variables to estimate the long-run link among variables. In addition, its assumption of independence between cross sections is made. However, the test does not estimate the short-run parameter coefficients. In order to obtain the short-term estimates, the system GMM, the dynamic fixed effect (DFE), the Pooled mean Group (PMG) and the Mean Group (MG) estimators are utilized.

The system GMM addresses the puzzle of endogeneity by regarding each variable as endogenous, and instruments the variables by their own lag with the room of adding external instruments. However, the estimator is more efficient when $T<N$. DFE, MG and PMG are closely related. The DFE is based on the assumption that the slope of the co-integrating vectors and error variances are constant across panels. Put differently, all series are pooled, thus, making the slope parameter homogenous. Only intercepts are specific to each panel. The MG averages slopes across panels and the intercept. In addition, error variances are allowed to change across panels. In conclusion, the PMG is an intermediate between the MG and DFE by taking the average and pooling the coefficients across panels. The short-run coefficients are specific to each cross section, while the long run effect of the coefficients are limited to be homogenous across panels.

Results of the estimation including the robustness tests are reported in Table 3. The findings indicate that a 1% increment in total credit to agriculture, increases agriculture production by 0.17 percent. The output-effect of total credit to agriculture appears to be positive and significant with a 1% level. The positive influence of total credit on agriculture production is explained by the government measures put in place to stimulate the sector financially through the improved access to credit to the farmers. This supports the previous findings of [16, 18].

| Hypothesized                      | Fisher Stat.* | Fisher Stat.* |
|-----------------------------------|---------------|---------------|
| No. of CE(s)                      | (from trace test) | (from max-eigen test) |
| None                              | 185.50        | 169.20        |
| At most 1                         | 91.24         | 91.24         |

Table 3. Panel Fully Modified Least Squares (FMOLS).

| Series               | Coefficient | t-Statistic | Prob.  |
|----------------------|-------------|-------------|--------|
| Dependent Variable: LNPROD | 0.17        | 9.92        | 0.00   |
| LNCRREDIT            | 0.99        |             |        |
| Adjusted R-squared   |             |             |        |

### 5. Conclusion

This study attempted to examine the impact of total credit to agriculture on the level of agricultural production in Sub-Saharan Africa. To achieve its aim, the analysis utilized a panel co-integration approach to estimate the short and long-run relationship among the concerned variables. Results indicate clear evidence that total credit significantly and positively influenced the level of agricultural production in the region. The policy implication of the findings is that government needs to stimulate the distribution of financial services in the rural areas where the agriculture is the
mainstay of their economy. In addition, provision of relevant soft infrastructures that can enhance access to credit facilities for farmers, has to be made because the low level of agriculture performance in the region is attributed to inability of farmers to purchase external inputs. For instance, with 1 percent increased access to credit, the region’s agriculture output rises about 17 percent.
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