Heat transport through quantum Hall edge states: Tunneling versus capacitive coupling to reservoirs.
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We study the heat transport along an edge state of a two-dimensional electron gas in the quantum Hall regime, in contact to two reservoirs at different temperatures. We consider two exactly solvable models for the edge state coupled to the reservoirs. The first one corresponds to filling \( \nu = 1 \) and tunneling coupling to the reservoirs. The second one corresponds to integer or fractional filling of the sequence \( \nu = 1/m \) (with \( m \) odd), and capacitive coupling to the reservoirs. In both cases we solve the problem by means of non-equilibrium Green function formalism. We show that heat propagates chirally along the edge in the two setups. We identify two temperature regimes, defined by \( \Delta \), the mean level spacing of the edge. At low temperatures, \( T < \Delta \), finite size effects play an important role in heat transport, for both types of contacts. The nature of the contacts manifest themselves in different power laws for the thermal conductance as a function of the temperature. For capacitive couplings a highly non-universal behavior takes place, through a prefactor that depends on the length of the edge as well as on the coupling strengths and the filling fraction. For larger temperatures, \( T > \Delta \), finite-size effects become irrelevant, but the heat transport strongly depends on the strength of the edge-reservoir interactions, in both cases. The thermal conductance for tunneling coupling grows linearly with \( T \), whereas for the capacitive case it saturates to a value that depends on the coupling strengths and the filling factors of the edge and the contacts.

PACS numbers: 72.10.Bg, 73.43.-f, 73.43.Jn, 73.23.Ad

I. INTRODUCTION

One of the most remarkable properties of the quantum Hall effect (QHE) is the existence of topologically protected chiral edge states. Originally unveiled by Laughlin and Halperin, the remarkable stability of these states is a consequence of the peculiar chiral and topological nature of the quantum Hall effect. After the works of Wen and Kane and Fisher, these states are viewed as realizations of a chiral Luttinger liquid which is amenable to be investigated by means of transport experiments.

The structure of the edge states reveals fundamental properties of the quantum Hall state. At filling fraction \( \nu = 1 \) it consists of a single state located at the edge of the sample where electrons propagate chirally. Fractional quantum Hall states generally have a more complex structure of edge states, with one or more edge states. In general each edge state has a chirality (which can be different from the other edge states) and its excitations carry non-trivial quantum numbers such as (generally fractional) charge as well as spin. Some edge states do not carry charge (or spin) excitations at all and are thus neutral. Thus, edge states of fractional quantum Hall states contribute in non-trivial ways to the charge (and possibly spin) transport in the system. In addition, the edge states carry energy and hence contribute to the thermal transport. These interesting features have been recently investigated in systems in the integer and fractional Hall by means of different thermometry techniques. In this paper we will focus on the energy (heat) transport properties of the edge states of the simplest fractional quantum Hall states, the Laughlin states.

Evidence of the chiral propagation of the heat along an edge state in a GaAs/AlAs heterostructure with a two-dimensional electron gas in the integer quantum Hall regime has been presented in Ref. 9. The experiment was performed in the quantum Hall regime with filling \( \nu = 1 \) locally heated by injecting an ac current from a source reservoir. These experimental features can be captured by a simple one-dimensional model of non-interacting chiral fermions connected to reservoirs through tunneling couplings. It can be argued within that model that an analogous chiral propagation of the heat is expected if a stationary temperature gradient is applied between source and drain reservoirs, instead of heating with an ac current. Recent improvements in the technology of the edge state manipulations also enable the possibility of capacitive couplings. While for the case of tunneling coupling the heat current is accompanied with a particle current, for capacitive couplings, the energy currents are isolated from the particle flow. This feature is interesting since it opens the possibility for the study of energy and charge propagation separately.

Charge transport by tunneling coupling into the edge states has been the subject of many theoretical works. Heat transport along edge states has been
The edge states of a quantum Hall fluid are represented by a one-dimensional (1D) system, a ring of circumference $L$, along which chiral fermions circulate with velocity $v_F$. The edge of the fluid is coupled to $M$ reservoirs (the leads), which are being represented by a set of “edge states” of a nominal Fermi liquid (i.e. quantum Hall edge states with $\nu = 1$) of infinite length. We will focus, in particular, on the configuration sketched in Fig. 1 with $M = 3$ reservoirs. The drain ($\alpha = 1$) and source ($\alpha = 2$) reservoirs are at temperatures $T_1$ and $T_2$, respectively, with $T_2 > T_1$. The third reservoir corresponds to a thermometer which senses the local temperature $T_3$. The latter is defined from the condition of local thermal equilibrium, implying a vanishing heat flow between this reservoir and the edge. We work in units where $\hbar = k_B = e = 1$, but we will restore this universal constants in the discussion of the results.

A. Tunneling coupling

In this case we focus on a quantum Hall state with integer filling $\nu = 1$, which is the only exactly solvable case for the present geometry and under the effects of a

II. MODELS

The full system under consideration is sketched in Fig. 1. It is described by the following Hamiltonian

$$H = H_{\text{edge}} + \sum_{\alpha=1}^{M} [H_{\alpha} + H_{c,\alpha}].$$

Figure 1: (Color online) Sketch of the studied setup of a fractional (Laughlin) quantum Hall fluid in contact with a source and a drain and with a thermometer. The fractional quantum Hall edge state is represented by a ring. Two reservoirs, drain and source, with temperatures $T_1 < T_2$, are connected to the ring at positions $x_1$ and $x_2$, either through contacts that allow tunneling of particles with couplings strengths $w_1$, $w_2$, or through capacitive couplings with strengths $V_1$, $V_2$ where only an energy current can flow through the leads. A third reservoir is weakly connected at $x_3$ in order to sense the local temperature $T_3$. For tunneling contacts, the only exactly solvable case corresponds to filling $\nu = 1$. For capacitive coupling, any filling $\nu$ can be exactly treated.

considered in a smaller number of studies. In addition to the work by Kane and Fisher, we can mention Ref. 13 which focuses on an ac driven edge corresponding to a filling $\nu = 1$ and follows the experimental work by Granger et al.2 Another important recent work is Ref. 18 which is devoted to analyze thermoelectric effects between edge states through a coupled quantum dot in a quantum Hall bar with fillings $\nu = 5/2$ and $\nu = 2/3$.

The aim of the present work is to analyze heat transport induced by a temperature gradient applied at reservoirs that are capacitively coupled to an edge state of a quantum Hall state with filling $\nu$. We will consider the cases of an integer quantum Hall state, with $\nu = 1$, and of general Laughlin fractional quantum Hall states, with filling fraction $\nu = 1/m$ (with $m$ odd). We solve this problem exactly. For the particular case of filling $\nu = 1$, we compare with the behavior of the heat transport induced by a temperature gradient at reservoirs connected to the edge by tunneling at point contacts, which is also an exactly solvable problem. The more general case which involves tunneling at point contacts is not exactly solvable and will be discussed elsewhere. In all the cases we focus on two properties: a) the thermal conductance of the edge, and b) the behavior of the local temperature along the non-equilibrium edge. The latter is defined by recourse to a “thermometer”, which is realized by a third reservoir which is very weakly coupled to the edge. The temperature of this reservoir is such that the heat flow through the contact vanishes. In this paper we show that there is a different qualitative behavior of the heat conductance for tunneling and capacitive couplings. The behavior of the local temperature is, however, very similar in both cases. The local temperature displays a profile with discontinuities at the contacts to the reservoirs, indicating that the edge tends to thermalize with the closest upstream reservoir.

The paper is organized as follows. In Section II we introduce the two models to be exactly solved and define the heat currents in both cases. In Section III we discuss the energy balance along the devices and give explicit formal expressions for heat currents in terms of correlators. In Section IV we present the calculations of the heat transport using a Keldysh non-equilibrium Green function formalism. In Section V we present results for the behavior of the local temperature along the edge as well as the thermal conductance. Section VI is devoted to summary and conclusions. Finally, in Appendices A and B we gather some details of the calculations.
temperature gradient. The Hamiltonian is

\[ H_{\text{edge}} = -iv_F \int_0^L dx : \Psi^\dagger(x) \partial_x \Psi(x) : \]

\[ = \sum_p v_F p \Psi^\dagger_p \Psi_p, \]

where \( p = 2n\pi/L \), with \( n \) an integer. A large upper (UV) momentum cutoff \( \Lambda = D/\nu \) (where \( D \) is the bandwidth of the edge states) will be assumed. The bandwidth \( D \) will also be assumed to be small compared to the gap that separates the Landau levels.

We represent the reservoirs by systems of 1D chiral fermions of length \( L_\alpha \), which we will assume to be thermodynamically large, \( L_\alpha \to \infty \). The corresponding Hamiltonian \( H_\alpha \) for each of these systems reads

\[ H_\alpha = -iv_F \int_0^{L_\alpha} dr \partial_r \Psi^\dagger(r) \partial_r \Psi(r). \]

The source and drain reservoirs as well as the thermometer have the same chemical potential \( \mu \).

The contacts are described by the Hamiltonians

\[ H_{c,\alpha} = w_\alpha \sum_\sigma [\Psi^\dagger_\sigma(x_\alpha) \Psi_\sigma(r_\alpha^0) + \text{H.c.}], \]

where \( x_\alpha \) and \( r_\alpha^0 \) are, respectively, the positions of the ring and the reservoir at which the contact is established. We assume that the tunneling parameter \( w_\alpha \) is small compared to the gap that introduces negligible dephasing in the particle propagation along the ring.

### B. Capacitive coupling

In this section we define the model corresponding to a capacitive coupling between the edge and the reservoirs. Assuming a local coupling, this corresponds to considering the Hamiltonian of Eq. (1) with the terms \( H_{c,\alpha} = V_\alpha \Psi^\dagger(x_\alpha) \Psi(x_\alpha) \Psi^\dagger(r_\alpha^0) \Psi(r_\alpha^0) \), where \( r_\alpha^0 \) and \( x_\alpha \) are coordinates of the reservoir and the edge, respectively. As it is well-known, this type of quartic interactions can be more easily handled by adopting a bosonized representation of the edge states. In that language, the fermionic density becomes proportional to the spatial derivative of a free chiral bosonic field \( \phi(x) \), which represents a quantum fluctuations propagating along the edge of the quantum Hall fluid. Since the bulk of the quantum Hall fluid is gapped (and hence incompressible), the edge of the fluid can be regarded as a ring of finite length \( L \) of non-interacting chiral bosons (with a fixed “compactification radius” determined by the filling fraction of the bulk quantum Hall fluid, see Ref. [19]) capacitive coupled to reservoirs at different temperatures. The reservoirs are then described by 1D chiral bosons of infinite length (with the compactification radius corresponding to free fermions).

The total Hamiltonian has the structure of Eq. (1). In the bosonized language the Hamiltonian for the edge is given by

\[ H_{\text{edge}} = \frac{v_F}{4\pi\nu} \int_0^L dx : (\partial_x \phi(x))^2 : + \frac{\pi}{L} \hat{N}(\hat{N} + 1), \]

where \( \hat{N} \) is the number operator corresponding to the original fermionic system (See Ref. [20] for details) and \( \nu \) is the filling fraction. The present case can be solved for a quantum Hall state with a filling fraction \( \nu \), which can be integer as well as fractional with the law \( \nu = 1/m \), with \( m \) odd.

The Hamiltonians for the reservoirs read

\[ H_\alpha = \frac{v_F}{4\pi\nu_\alpha} \int_0^{L_\alpha} dr : (\partial_r \phi(r))^2 :. \]

As in the tunneling case, we will consider the leads to be infinitely long, \( L_\alpha \to \infty \). The contact between the central system and the two reservoirs is

\[ H_{c,\alpha} = V_\alpha \partial_r \phi(r_{\alpha}) |_{r_{\alpha} = r_\alpha^0} \partial_x \phi(x)|_{x = x_\alpha}, \]

where \( x_\alpha \) and \( r_\alpha^0 \) are the points on the ring and the reservoir, respectively, that intervene in the coupling.

The chiral Bose fields \( \phi(x) \) and \( \phi(r_{\alpha}) \) satisfy the equal-time commutation relations

\[ [\phi(r_{\alpha}), \phi(x)] = 0 \]

\[ [\phi(x), \phi(x')] = -i\pi\nu \text{sgn}(x - x') \]

\[ [\phi(r_{\alpha}), \phi(r_{\alpha}')] = -i\pi\nu_\alpha \text{sgn}(r_{\alpha} - r_{\alpha}'). \]

### III. ENERGY BALANCE AND HEAT CURRENT

Our aim is to evaluate the heat current flowing through the contacts between the edge state and a given reservoir \( \alpha \). To this end we analyze the time dependence of the energy stored in the reservoir. In the case of the tunneling coupling we consider

\[ \dot{Q}_\alpha = \dot{E}_\alpha - \mu \dot{N}_{\alpha} = -i[(H_\alpha - \mu N_\alpha, H_{c,\alpha})] = J^Q_{\alpha,t} \]

where \( E_\alpha \) and \( N_\alpha \) are, respectively the energy and the charge stored in the reservoir \( \alpha \). In order to relate energy flow to heat flow we subtracted the convective component \( \mu N_\alpha \). The result is

\[ J^Q_{\alpha,t} = -2\text{Re} \left\{ \int \frac{dp_{\alpha}}{2\pi} w_{p_{\alpha}} (\varepsilon_{p_{\alpha}} - \mu) G^<(x_{\alpha}, p_{\alpha}; t, t) \right\}, \]

where \( \varepsilon_{p_{\alpha}} = v_F p_{\alpha} \), and \( w_{p_{\alpha}} = w_{\alpha} e^{-i p_{\alpha} r_{\alpha}^0} / \sqrt{L_\alpha} \). The lesser Green function is

\[ G^<(x_{\alpha}, p_{\alpha}; t, t') = i \langle \{ \Psi^\dagger_{p_{\alpha}} (t') \Psi(x_{\alpha}, t) \rangle. \]
In the case of the capacitive coupling there is no particle flow. Thus, the energy flow is equivalent to the heat flow

\[ \dot{Q}_\alpha = \dot{E}_\alpha = -i[H_\alpha, \hat{H}_{c,\alpha}] = J_{\alpha}^{Q,c}. \] (14)

The calculation yields

\[ J_{\alpha}^{Q,c} = iV_\alpha \partial_x \partial^2_{\alpha} D^< (x, r_\alpha; t, t')|_{x = x_\alpha, r = r_\alpha}, \] (15)

with the lesser function defined as

\[ D^< (x, r_\alpha; t, t') = i(\phi(r_\alpha)(t')\phi(x, t)). \] (16)

Notice that \([\hat{N}, \partial_x \phi(x)] = 0\), thus the last term of (5) does not contribute to the heat current.

**IV. METHODOLOGY: NON-EQUILIBRIUM GREEN FUNCTIONS**

**A. Tunneling coupling**

In order to compute the current we must evaluate the lesser Green function given in Eq. (13). To this end, we define the retarded Green function

\[ \dot{G}^R (x, x'; t, t') = -i\Theta(t - t')\langle\{\Psi(x), \Psi^\dagger(x', t')\}\rangle \] (17)

where the function \( G^R (x_\alpha, x_\beta; \omega) \) is obtained from the second equation of the set of Eq. (A1) and \( f_\alpha(\omega) \) is the Fermi-Dirac function which depends on the chemical potential and temperature of the reservoir \( \alpha \). The hybridization function \( \Gamma_\alpha(\omega) \), defined in Eq. (A7), depends on the density of states of the reservoir, which in our case is a constant within the bandwidth characterized by an energy cutoff \( \Lambda \), and the square of the tunneling amplitude \( |\alpha_\alpha|^2 \) between the edge and the reservoir.

An alternative representation for this current is obtained by substituting the identity of Eq. (A9) into Eq. (13). The resulting expression reads

\[ J_{\alpha}^{Q,t} = -\int_{-\infty}^{+\infty} \frac{d\omega}{2\pi} (\omega - \mu) \left[ f_\alpha(\omega)2\text{Im}[G^R(x_\alpha, x_\alpha; \omega)] + \sum_{\beta=1}^{M} \Gamma_\alpha^t(\omega)|G^R(x_\alpha, x_\beta; \omega)|^2 \Gamma_\beta^t(\omega)f_\beta(\omega) \right], \] (18)

where \( x, x' \) are coordinates on the ring. This is a rather standard procedure which we summarize for completeness in the Appendix A. The lesser Green function entering the expression of the current of Eq. (12) can be calculated from Eqs. (A10). The result is

the reservoirs. The latter function in our case reads

\[ \mathcal{T}_{\alpha,\beta}(\omega) = \Gamma_\alpha^t(\omega)|G^R(x_\alpha, x_\beta; \omega)|^2 \Gamma_\beta^t(\omega) \] (20)

which depends on the Green function of the coupled edge and the hybridization functions of the coupled reservoirs.

A typical plot for the transmission function \( \mathcal{T}_{1,2}(\omega) \) of a two terminal setup is shown in Fig. 2a. It is evaluated by solving the set of two coupled equations defined by Eq. (A4) for \( M = 2 \) reservoirs and \( x' = x_\alpha \), with \( \alpha = 1, 2 \). The result is a sequence of resonances which define Lorentzian peaks at the positions \( \varepsilon_{k_n} = v_F 2\pi n/L \) of the energies of the isolated edge. The hybridization to the reservoirs generate finite lifetime of the electrons occupying those states, which is accounted by the width \( \propto \Gamma_\alpha^t \) of the peaks of the transmission function. For the present model of reservoirs, the widths as well as the heights of the resonant peaks, are constant.

**B. Capacitive coupling**

In this case the evaluation of the heat current of Eq. (15) requires the computation of the lesser function
which is given by Eq. (16). We define the retarded Green function

\[ D^R(x, x'; t, t') = -i\Theta(t - t')\langle [\phi(x, t), \phi(x', t')] \rangle, \]  

where the retarded Green function \( D^R(x, x'; \omega) \) is defined in Eq.(B10). Using the identity given in Eq.(B15), the heat current can be expressed as

\[ J_{Q,c}^\alpha = -\frac{1}{2} \int_{-\infty}^{+\infty} \omega \Gamma_{\alpha,\beta}^c(\omega) \left\{ \sum_{\beta=1}^{M} 2\text{Im}[D^R(x, x; \omega)]n_\alpha(\omega) + |D^R(x, x; \omega)|^2 \Gamma_\beta^c(\omega)n_\beta(\omega) \right\}, \]  

where we have defined the transmission function

\[ T_{\alpha,\beta}^c(\omega) = \Gamma_\alpha^c(\omega) |D^R(x, x; \omega)|^2 \Gamma_\beta^c(\omega)/2 \]  

This function has the same properties as its tunneling counterpart, \( T_{\alpha,\beta}(\omega) \). In particular, it satisfies the symmetry

\[ T_{\alpha,\beta}^c(\omega) = T_{\beta,\alpha}^c(\omega), \text{ for all } \alpha, \beta \]
which implies the continuity of the heat current.

The above expression for the heat current has the same structure as the corresponding one for tunneling contacts given in Eq. (19). The temperature difference imposed at the reservoirs enters in the present case in the Bose-Einstein functions instead of in the Fermi-Dirac ones. In the present case, there is no flow of particles. Thus, the energy transferred \( \omega \) is directly interpreted as heat. The transmission function depends on the amplitude of the capacitive couplings as well as on the spectral function of the bosonic reservoirs through the functions \( \Gamma^\alpha_n(\omega) \) defined in Eq. (B14).

A typical plot of the transmission function in a two-terminal configuration is shown in Fig. 2B. In the present case, we must evaluate the linear set of two equations defined by Eq. (B9) with \( M = 2 \) for \( x' = x_\alpha, \alpha = 1, 2 \). As in the tunneling case, the result consists of a set of resonances with a spacing \( \Delta \omega \sim 2\pi v_F/L \) corresponding to the energies of the uncoupled ring. The coupling to the reservoirs introduces a finite lifetime which determines the width \( \propto |\omega|V_n^2 \) of the peaks of the transmission function. As in the case of the tunneling coupling, the height of these peaks achieves the maximum value, equal to one, at resonance. However, at low energies \( |\omega| < 2\pi v_F/L \), there is a strong suppression of the spectral weight. As we will discuss in the next section, this effect renders the transmission of heat vanishing small for low temperatures.

V. RESULTS

We now turn to the discussion of the behavior of the thermal transport through the edge state. We will analyze the thermal conductance and the local temperature sensed by a thermometer non-invasively coupled along the edge. We consider a two terminal configuration with reservoirs at different temperatures, \( T_1 \) and \( T_2 \) connected, respectively, at \( x = x_1 \) and \( x = x_2 \).

A. Thermal conductance

We consider the source and drain reservoirs at slightly different temperatures \( T_1 = T \) and \( T_2 = T + \delta T \). The thermal conductance of the coupled edge state reads

\[
G_{th} = \lim_{\delta T \to 0} \frac{J^Q(T + \delta T) - J^Q(T)}{\delta T}, \tag{26}
\]

where \( J^Q \) is the heat current flowing through the contacts between the edge and the reservoirs. Notice that it is the same for the two contacts because of the continuity of the energy and charge flows. In the forthcoming discussion presented within this section, it is convenient to restore the units in terms of the fundamental constants \( h, e, k_B \).

1. Tunneling coupling

For tunneling coupling, we can recognize two different regimes: the mesoscopic case (\( k_B T \ll \Delta \)) and the macroscopic one (\( T \gg \Delta \)), where \( \Delta = \hbar v_F 2\pi/L \) is the level spacing of the edge. In the former, the conductance depends not only on \( T \) but also on the chemical potential \( \mu \). We distinguish two different situations depending on whether \( \mu \) coincides with one of the energy levels of the edge (resonance) or it lies between two energy levels (off-resonance). We hereafter focus on small \( k_B T/\mu \) where we can resort to Sommerfeld expansion in Eq. (19) provided that we are in a regime where the transmission function
is slowly varying with $\omega$. This expansion casts

$$J \propto \frac{k_B^2 \pi^2}{3h} \frac{d}{d\omega} \left[ (\omega - \mu)T_{2,1}^t(\omega) \right] |_{\omega=\mu} T \delta T, \quad (27)$$

which yields a linear behavior for the thermal conductance

$$G_{th}^t(T) = \kappa_0 T_{2,1}(\mu) T, \quad (28)$$

where $\kappa_0 = k_B^2 \pi^2 / 3h$ is the universal thermal conductance quantum constant. As shown in Fig. 2a, the transmission function has a structure with several peaks and can be approximated by the constant $T_{2,1}(\mu)$ only in two limits. The first one corresponds to a resonant $\mu$ and the ultra small range of temperatures $k_B T \ll \gamma$, being $\gamma$ the width of the peaks, where the transmission function is $T_{2,1}(\omega) \sim 1$. The second one corresponds to an off-resonant $\mu$ and also a small range $k_B T \ll \Delta$, where the transmission function is $T_{2,1}(\omega) \sim 0$.

In the macroscopic regime, $k_B T \gg \Delta$, the conductance also grows linearly with $T$ and does not depend on $\mu$,

$$G_{th}^t = f(\bar{w}_1, \bar{w}_2) \kappa_0 T, \quad (29)$$

where the function $f(\bar{w}_1, \bar{w}_2)$ has the form

$$f(\bar{w}_1, \bar{w}_2) = \frac{4w_1^2 w_2^2}{\bar{w}_1^2 + \bar{w}_2^2} \frac{1}{1 + w_1^2 w_2^2}, \quad (30)$$

where we have defined $\bar{w}_\alpha = w_\alpha / 2h \sqrt{v_F v_F' \gamma}$. In Appendix C we present an analytic derivation of this result. Interestingly, this implies that, in this regime, $G_{th}^t$ has a non-monotonic behavior as function of the ring-reservoir coupling strength, as shown in Fig. 3a. A similar behavior has been previously observed in Ref. 21 for the magnetization current in a XX spin-1/2 chain coupled to quantum reservoirs, and in steady state thermal current in an open XY spin-1/2 chain.\textsuperscript{22} We have also verified that a similar behavior takes place for the thermal conductance of a tight-binding chain connected to one-dimensional electron reservoirs through a tunneling coupling with a mismatching. The fact that the conductance at a fixed $T$ grows as a function of the coupling to the reservoirs until a maximum value and then decreases for even larger couplings is a priori non-intuitive. Interestingly, it is a consequence of the coherent nature of the heat propagation. In fact, notice that the quantity $v_\alpha = w_\alpha / 2h$ can be interpreted as the velocity with which the electrons travel through the tunneling coupling, while the quantity $\bar{w}_\alpha = (v_\alpha^2 / v_F') (v_\alpha^2 / v_F)$, entering in Eq. (30) is a measure of the velocity mismatch for the electron motion through the junction, the one within the reservoir and the one along the ring.

The behavior of Fig. 3a shows that a small thermal flow between the two reservoirs is expected for a high mismatching between these three velocities. This may occur for a very weak coupling $w_\alpha$ in which case the velocity of tunneling is much smaller than the velocities that the electrons have within the reservoirs and within the finite-size central edge. A similar effect is expected for a large $w_\alpha$, which corresponds to $v_\alpha^2 \gg v_F^2$, $v_\alpha^2 \gg v_F$. In this case the electrons jump through the contact at a much higher velocity than the one with which they propagate within the reservoirs and along the central ring, resulting in a poor net transmission from one reservoir to the other. It is important to notice that the function $f(\bar{w}_1, \bar{w}_2) \leq 1$. The thermal conductance is thus upper bounded by its ballistic value $\kappa_0 T$ and satisfies the limit set in Ref. 23. An alternative heuristic derivation of this limit consists in requesting that the thermal conductance satisfies the uncertainty principle $\Delta E \tau \geq \hbar/2$, where $\Delta E \sim k_B T$ and $\tau = k_B T / J Q^t$. Using $J Q^t = G_{th}^t T$, we get $G_{th}^t \leq 2k_B T / h$, which is approximately the exact upper bound.

The different regimes are illustrated in Fig. 4. The solid red plot corresponds to a resonant $\mu$ and we can distinguish a very narrow region close to $T = 0$ where $G_{th}^t(T)$ grows linearly (see the inset of the figure). For $T > \gamma$ there is a structure related to the end of the peak, while for $T > \Delta$ it grows again linearly. In the other plots, corresponding to off-resonant $\mu$, it can be seen a vanishing conductance for $T < |\mu - \varepsilon_c|$ where $\varepsilon_c$ is the energy of the energy level of the edge that is the closest one to $\mu$. A structure (maximum) related to the existence of a neighboring peak is observed and for larger $T$ the conductance is again linear. This behavior is repeated as $\mu$ is varied through the sequence of peaks and valleys, as shown in the contour plot of Fig. 5.
The low temperature behavior for the heat current is then described by Eq. (23),

\[ J^{Q, c} = \gamma_c \int_{-\infty}^{+\infty} d\omega \omega^3 \left[ n(T_1) - n(T_2) \right]. \]  

(33)

The above integral can be evaluated in the limit of \( T \rightarrow 0 \) following standard procedures leading to the result

\[ J^{Q, c} = (\gamma_c k_B^2 \pi^2/30) (T_1^4 - T_2^4) \]  

(34)

which implies the following law for the low-temperature behavior of the thermal conductance

\[ G_{th}^c(T) = \kappa_1 T^3, \quad k_B T \ll \Delta, \]  

(35)

with

\[ \kappa_1 = \kappa_0 k_B^2 \lambda_1, \quad \lambda_1 = \frac{128 \pi^6 \hbar^2 v_F^2}{5L^2} \left( \tilde{V}_1 \tilde{V}_2 \right)^2, \]  

(36)

and \( \tilde{V}_\alpha = \sqrt{v_\alpha v_\alpha/(\hbar v_F)}(\hbar v_F) \). For higher temperatures \( (k_B T \gg \Delta) \), the analysis is more subtle. An analytical computation can be performed by considering an approximate form of (29), valid in this macroscopic regime. We describe this approach in Appendix D. In contrast to the tunneling case, here an intermediate regime may emerge provided that the coupling strengths \( V_1 \) and \( V_2 \) satisfy \( 1/\sqrt{V_1 V_2} \gg \Delta \). Under this condition we can distinguish a regime where the thermal conductance follows again a cubic power law, but with a prefactor that is independent of the length of the edge,

\[ G_{th}^c(T) = \kappa_2 T^3, \quad \Delta \ll k_B T \ll 1/\sqrt{V_1 V_2}, \]  

(37)

with

\[ \kappa_2 = \kappa_0 k_B^2 \lambda_2, \quad \lambda_2 = \frac{32 \pi^4}{5} \frac{\tilde{V}_1^2 \tilde{V}_2^2}{V_1^2 + V_2^2}. \]  

(38)

On the other hand, in the high temperature regime defined by \( k_B T \gg \Delta \), the conductance reaches a saturation value,

\[ G_{th}^c = \frac{\sqrt{2\kappa_B}}{\pi \hbar} \frac{\sqrt{V_1 V_2}}{V_1^2 + V_2^2}, \quad k_B T \gg \frac{1}{\sqrt{V_1 V_2}}. \]  

(39)

In Fig. 3b we show the thermal conductance at a fixed temperature \( T \) within the regime \( k_B T \gg \Delta \) as function of the coupling strength. As in the case of tunneling contacts, the conductance decreases as the coupling goes to zero and as the coupling goes to infinity, while it peaks in between. This suggests a similar underlying mechanism to explain this behavior. The nature of the contact is, however different and the coupling mismatching is in this case quantified by the parameter \( M_\alpha = (k_B T) V_\alpha \). A dimensional analysis indicates that \( |V_\alpha| = EL^2 \). Then, it is appropriate to recast this parameter as \( V_\alpha = V_\alpha/(k_F^2 k_F) \), where \( |V_\alpha| = E \) and \( k_F \) and \( k_F \) are the Fermi wave vectors for particles with the Fermi energy within the reservoirs \( \alpha \) and the edge, respectively. With these definitions \( V_\alpha = \sqrt{v_\alpha v_\alpha/(\hbar v_F)}(\hbar v_F) \), where \( \hbar v_F \) and \( v_F \) are the
Fermi energy of the electrons within the reservoirs and the edge, respectively. Thus, \([\tilde{V}_0] = E^{-1}\) and the mismatching measurement \(M_\alpha = (k_B T) \sqrt{\nu_\alpha} \nu_\alpha / (\epsilon_F^x \epsilon_F)\) is dimensionless and can be interpreted as a ratio between the thermal energy times the coupling energy at the contact and the energy of the particles within the reservoir times the energy of the particles within the edge. As the temperature enters the matching measurement, the optimal coupling for which the conductance achieves its maximum value depends on \(T\), as shown in Fig. 6. This behavior contrasts to the one of the thermal conductance for tunneling coupling, in which case the maximum is independent of \(T\) (see Fig. 6a). The dependence on \(T\) of the matching measurement also suggests that the conductance saturates at high temperature. In fact, notice that in order to satisfy the quantum limit \(G_{\text{th}}^c \leq \kappa_0 T \frac{2 \pi}{\nu}\) the following condition must be fulfilled \(\lambda_2(k_B T)^2 \leq 1\), which implies a constant value of \(G_{\text{th}}^c\) for \((k_B T)^2 > 1/(\tilde{V}_1 \tilde{V}_2)\) as shown in Eq. (49).

The behavior of the thermal conductance within the different regimes discussed in the present section are illustrated in Fig. 6 for systems with different lengths. Notice that the length of the system affects only the low temperature cubic regime \(k_B T < \Delta\). A final remarkable feature worth of notice is the dependence on the filling factors \(\nu_\alpha\) and \(\nu\) of the thermal conductance within the three regimes.

### B. Local temperature

#### 1. Tunneling coupling

In order to define the local temperature, we follow a procedure similar to that originally introduced in Ref. 24, which was also the one adopted in Ref. 13. We define a thermometer consisting in a third reservoir which is non-invasively locally coupled to the edge at a point \(x_3\), i.e. \(w_3 \rightarrow 0\). The latter reservoir is assumed to satisfy the condition of local thermal equilibrium with the edge, which means that it has a temperature \(T_3\) for which the heat current \(J_3^{Q,t} = 0\). The so determined temperature \(T_3\), precisely, defines the local temperature sensed by the thermometer. We focus on the limit of low temperatures, compared to the chemical potential \(\mu\) but within the range \(T \gg \Delta\). The calculation is analogous to that of the thermal conductance.

\[
T_3 = \begin{cases} 
\sqrt{A T_1^2 + B T_2^2} & \text{if } x_1 < x_2 < x_3 \\
\sqrt{C^2 T_1^2 + D^2 T_2^2} & \text{if } x_1 < x_3 < x_2,
\end{cases}
\]

where the coefficients \(A, B, C, D\) are given by

\[
A = \frac{\tilde{w}_1 (1 - \tilde{w}_2^2)}{\sqrt{1 + \tilde{w}_1^2 \tilde{w}_2^2}} \frac{(1 + \tilde{w}_1^2) \tilde{w}_2}{\sqrt{1 + \tilde{w}_1^2 \tilde{w}_2^2}} (w_1^2 + w_2^2)
\]

\[
B = \frac{\tilde{w}_1 (1 + \tilde{w}_2^2)}{\sqrt{1 + \tilde{w}_1^2 \tilde{w}_2^2}} \frac{(1 + \tilde{w}_1^2) \tilde{w}_2}{\sqrt{1 + \tilde{w}_1^2 \tilde{w}_2^2}} (w_1^2 + w_2^2)
\]

\[
C = \frac{\tilde{w}_1 (1 + \tilde{w}_2^2)}{\sqrt{1 + \tilde{w}_1^2 \tilde{w}_2^2}} \frac{(1 + \tilde{w}_1^2) \tilde{w}_2}{\sqrt{1 + \tilde{w}_1^2 \tilde{w}_2^2}} (w_1^2 + w_2^2)
\]

\[
D = \frac{\tilde{w}_1 (1 - \tilde{w}_2^2)}{\sqrt{1 + \tilde{w}_1^2 \tilde{w}_2^2}} \frac{(1 + \tilde{w}_1^2) \tilde{w}_2}{\sqrt{1 + \tilde{w}_1^2 \tilde{w}_2^2}} (w_1^2 + w_2^2)
\]

where again, \(\tilde{w}_\alpha = w_\alpha / 2 \hbar \sqrt{\nu_F \nu_F^x}\).

The results are shown in Fig. 7a for the choice of coupling parameters \(w_1 = w_2\) between the ring and the source and drain reservoirs, which are kept at the same chemical potential but different temperatures \(T_1 > T_2\). In Fig. 7a the profile for the local temperature as a function of the position \(x_3\) at which the thermometer is connected is shown. The salient features of the Fig. are the discontinuities at the positions where the source and drain reservoirs are connected, which increase as the strength of the couplings to the source and drain reservoirs increase. Such a behavior is completely equivalent to that obtained in Ref. 13, where heat transport was induced by injection of an ac current at the source reservoir, instead of establishing an explicit temperature gradient.

The emergent picture is the following. Hot electrons tunnel from the source reservoir and propagate along the edge with a definite chirality along a given arm of the edge until they reach the colder drain reservoir, to which they can tunnel. Cold electrons tunnel from the drain reservoir and propagate with a given chirality along the other arm of the edge until they reach the drain reservoir, to which they can tunnel. The net result is the downstream arm of the edge mainly visited by hot electrons, while the upstream arm is visited by colder ones. The consequence is a higher temperature for the first arm of the edge in comparison to the second one, as observed in the Fig. 7a. The temperature along the arm is approximately constant, with small finite size oscillations of \(O(1/L)\), which are related to the structure of levels spaced in \(\Delta \propto 1/L\). The average values of these temper-
In comparison to the plots for tunneling coupling shown in Fig. 7b, we find the same qualitative behavior for the local temperature along the edge. Namely, discontinuities at the positions where the reservoirs are coupled and thermalization within each arm with the upstream reservoir, in agreement with the chiral propagation of the particles along the edge state. Concerning the effect of the filling factor on the temperature profile, its role is similar to a renormalization of the strength of the coupling to the reservoirs $V_1$, $V_2$, as can be inferred from the dependence of the Green functions on $\nu$ (see Eq. \ref{eq:G}).

Thus, the effect of thermalization of each branch with the closest upstream reservoir is more pronounced as this parameter increases. This is illustrated in the inset of Fig. 7b, where we show the difference between the average temperature along the downstream branch $T_d$ and the corresponding one to the upstream one $T_u$, as a function of $\nu$ for two different values of the couplings to the reservoirs. The temperature jump $T_u - T_d$ increases with $\nu$ following a non-universal law.

\section{VI. SUMMARY AND CONCLUSIONS}

We have analyzed the heat transport through edge states of a two-dimensional electron gas in the quantum Hall effect. We considered two exactly solvable configurations. One of the cases corresponds to a system with filling factor $\nu = 1$ coupled to reservoirs at different temperatures through tunneling couplings. The second case corresponds to capacitive coupling between the edge and the reservoirs and integer or fractional filling factor of the form $\nu = 1/m$.

The main features can be characterized in terms of two temperature regimes, defined with respect to the level spacing of the edge, $\Delta = \frac{2\pi e}{\hbar v F}$. In the mesoscopic regime, $T \ll \Delta$, finite size effects related to the discrete level spacing of the edge affect the behavior of the heat transport. In the tunneling case, the two terminal thermal conductance $G_{th}^\mu$ has a different behavior depending on the position of the chemical potential, relative to the positions of the energy levels of the edge. For ultra-low temperatures, $T \ll \gamma$, where $\gamma$ is the width of the peaks, it grows linearly with $T$, obeying the universal law $G_{th}^\mu \propto \kappa_0 T$, with $\kappa_0$ the universal thermal conductance quantum.

In the capacitive case, the thermal conductance behaves in a very different way within this regime. It displays a highly non-universal cubic law, $G_{th}^\nu \propto T^3$, with a coefficient depending on the couplings to the reservoirs and the edge length, through the combination $\frac{V_1^2 V_2^2}{J_3^2}$.

In the macroscopic regime, which takes place at higher temperatures, $T > \Delta$, finite-size effects become irrelevant, and thermal transport does not depend on the length of the system. However, the regime is not universal, in the sense that there is a strong dependence...
on the couplings to the reservoirs, for both tunneling and capacitive contacts. In particular, in the tunneling case, the two terminal thermal conductance is still a linear function of temperature, but with a proportionality coefficient that is a non-monotonic function of the coupling strengths (see Eq. (33)). In the capacitive case, this regime extends to any other filling $\nu$. Interestingly, an additional intermediate regime appears in this case for $\Delta \ll k_B T \ll \frac{1}{\sqrt{V_1 V_2}}$, with a thermal conductance characterized again by a cubic power law behavior, $G_{\text{th}}^c(T) = \kappa T^3$, with $\kappa$ depending on the filling factors $\nu$, $\nu_1$, $\nu_2$, and the couplings $V_1$ and $V_2$. As in the tunneling case, $\kappa$ is a non-monotonic function of the couplings (see Eq. (33)). Finally, at high temperatures, $k_B T \gg \frac{1}{\sqrt{V_1 V_2}}$, the capacitive thermal conductance reaches a saturation value, $G_{\text{th}}^c \sim \frac{1}{\nu} \frac{\sqrt{\nu_1 V_1 + \nu_2 V_2}}{V_1 V_2}$. This result strongly differs from the linear behavior of the tunneling thermal conductance in the same regime. Concerning the dependence on the filling factors, we are not able to exactly treat the case with $\nu \neq 1$ for tunneling contacts, in order to verify if the conductance is also independent of the filling. However, if we notice that the two terminal electrical conductance for point-like tunneling contacts is $G = e^2/h$, independent of $\nu$, it is likely that this independence also holds for the thermal conductance in the presence of tunneling couplings.

Our results indicate that the behavior of the local temperature along the edge, defined from the coupling to a thermometer, is qualitatively the same for tunneling and capacitive couplings. As in the case of the ac-driven edge considered in Refs. [113], the landscape of local temperature as a function of the position along the edge, is fully consistent with the chiral propagation of the energy along the edge state. This means that given a configuration of an edge in contact to reservoirs with different temperatures, each piece of the edge tends to thermalize with the closest upstream reservoir. Remarkably, this behavior does not depend on the nature of the contact. It is qualitatively the same for a tunneling contact, which injects particles that carry energy, and for capacitive contact where only energy is exchanged.

The practical outcome of our results is the fact that capacitive couplings are as suitable as tunneling ones for the study of heat along edge states. This opens the possibility for the study of hybrid setups including capacitive and tunneling connections. This could be particularly interesting in the studies of edge states of quantum Hall states with fillings $\nu = 2/3$ and $\nu = 5/2$ that have charged along with neutral modes, which are insensitive to a capacitive coupling. On the other hand, since our results indicate that thermal transport with capacitive contacts is sensitive to the values of $\nu$, $\nu_1$ and $\nu_2$, one could conceive a capacitive thermal device designed to measure filling fractions of quantum Hall samples.
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**Appendix A: Dyson equations for the fermionic Green functions. Tunneling coupling**

We define the retarded Green function

$$G^R(x, p; t, t') = -i\Theta(t - t')\langle \Psi(x, t), c^\dagger_{p, \alpha}(t') \rangle, \quad (A1)$$

The Dyson equation couples this function with the one defined in Eq. (17) as follows

$$G^R(x, x'; \omega) = G^{0,R}(x, x'; \omega) - \sum_{p, \alpha} G^R(x, p; \omega) w_{p, \alpha} G^{0,R}(x, x'; \omega), \quad (A2)$$

where we have defined the retarded Green function

$$g^R_{p, \alpha}(\omega) = \frac{1}{\omega - \varepsilon_{p, \alpha} + i\eta}, \quad (A3)$$

being $w_{p, \alpha} = v_F p, \alpha$. The second equation can be replaced into the first one resulting

$$G^R(x, x'; \omega) = G^{0,R}(x, x'; \omega) + \sum_{\alpha = 1}^{M} G^R(x, x_{\alpha}; \omega) \Sigma^{t,R}_{\alpha}(\omega) G^{0,R}(x, x'; \omega), \quad (A4)$$

where we have defined the retarded self-energies

$$\Sigma^{t,R}_{\alpha}(\omega) = |w_{\alpha}|^2 \int \frac{dp, \alpha}{2\pi} g^R_{p, \alpha}(\omega) \quad (A5)$$

which enclose the effect of the coupling to the reservoir. It is useful to define the spectral function

$$\Gamma^{t}_{\alpha}(\omega) = -2\text{Im}[\Sigma^{t,R}_{\alpha}(\omega)] \quad (A6)$$

which explicitly reads

$$\Gamma^{t}_{\alpha}(\omega) = \frac{|w_{\alpha}|^2}{v_F^2} \Theta(\Lambda - |\omega|) \quad (A7)$$

where $\Lambda$ is a high energy cutoff which defines the bandwidth of the reservoir, while the corresponding explicit expression for the retarded self-energy is

$$\Sigma^{t,R}_{\alpha}(\omega) = \ln \left| \frac{\Lambda - \omega}{\Lambda + \omega} \right| - i\frac{\Gamma^{t}_{\alpha}(\omega)}{2}. \quad (A8)$$
It is easy to verify that the Green functions evaluated from (A14) satisfy the following identity

\[ G^R(x, x'; \omega) - G^A(x', x; \omega) = -i \sum_{\beta=1}^{M} G^R(x, x_{\beta}; \omega) \]

\[ \times \Gamma_{\beta}(\omega) G^A(x_{\beta}, x'; \omega), \]  

(A9)

being \( G^A(x', x; \omega) = \{G^R(x, x'; \omega)\}^* \) the advanced Green function.

The Dyson’s equation for the lesser Green function can be straightforwardly derived from Eq. (A14) using Langreth’s rules:

\[ G^< (x, p_{\alpha}; \omega) = -G^< (x, x_{\alpha}; \omega) w_{p_{\alpha}} g_{p_{\alpha}}^A (\omega) \]

\[ -G^R (x, x_{\alpha}; \omega) w_{p_{\alpha}} g_{p_{\alpha}}^< (\omega), \]

\[ G^< (x, x'; \omega) = \sum_{\alpha=1}^{M} G^R (x, x_{\alpha}; \omega) \Sigma_{\alpha}^{<} (\omega) \]

\[ \times \{ G^R (x', x_{\alpha}; \omega) \}^*, \]  

(A10)

being

\[ \Sigma_{\alpha}^{<} (\omega) = i \int \frac{d\omega'}{2\pi} f_{\omega}(\omega) F_{\omega}^{\alpha}(\omega), \]  

(A11)

while

\[ g_{p_{\alpha}}^< (\omega) = i2\pi f_{\omega}(\omega) \delta (\omega - \varepsilon_{p_{\alpha}}), \]  

(A12)

with

\[ f_{\omega}(\omega) = \frac{1}{e^{(\omega - \mu)/T_{\alpha} + 1}}, \]  

(A13)

being the Fermi-Dirac distribution, and

\[ G^{0, R}(x, x'; \omega) = \frac{1}{L} \sum_{n=-N}^{N} \frac{e^{i k_n (x-x')}}{\omega - \varepsilon_{k_n} + i\eta}, \]  

(A14)

is the Green function of the decoupled ring, with \( \varepsilon_{k_n} = v_{F} k_n \) being \( k_n = 2\pi n/L \) and \( N \) is a positive integer which defines the high energy cutoff \( \Delta_r = v_{F} 2\pi N/L \). In the limit of \( N \to \infty \) the sum in the above non-interacting Green function can be computed analytically, and the result is

\[ G^{0, R}(x, x'; \omega) = \frac{1}{2v_{F}} \frac{e^{-i\omega(x-x')/v_{F}}}{\sin(\omega L/2)} \]

\[ \times \{ \Theta(x-x')e^{i\omega L/(2v_{F})} + \Theta(x'-x)e^{-i\omega L/(2v_{F})} \}, \]  

(A15)

Appendix B: Dyson’s equation for the bosonic Green function. Capacitive coupling

We follow a similar procedure to that exposed in the previous appendix. The differences are just due to the different type of commutation relations of Eq. (B1) obeyed by the chiral bosonic fields. As in the fermionic case, we start by defining the retarded Green function

\[ D^{\nu}(x, r; t', t) = -i\Theta(t-t') \langle [\phi(x, t), \phi(r, t')] \rangle, \]  

(B1)

In order to derive the Dyson’s equations, we evaluate the time evolution of the fields. For the retarded Green function defined above we get

\[ \frac{1}{\nu} \{ \partial_{x} - v_{F} \partial_{x'} \} D^{R}(x, x'; t-t') = 2\pi \delta (t-t') \text{sgn}(x-x') + 2\pi \sum_{\alpha} V_{\alpha} \partial_{r_{\alpha}} D^{R}(x, r_{\alpha}; t-t') \delta(r_{\alpha} - \nu_{\alpha}^{0}) \delta(x-x_{\alpha}) \]

\[ \frac{1}{\nu_{\alpha}} \{ \partial_{x} - v_{F}^{\alpha} \partial_{x'} \} D^{0, R}(r_{\alpha}, r_{\alpha}'; t-t') = \delta(t-t') \delta(r_{\alpha} - r_{\alpha}'). \]  

(B2)

We can now Fourier transform the second equation and find

\[ D^{R}(x, r_{\alpha}; \omega) = 2\pi V_{\alpha} \partial_{x'} D\langle x, x'; \omega \rangle |_{x'=x_{\alpha}} \]

\[ \times D^{0}(r_{\alpha}, r_{\alpha}; \omega), \]  

(B6)

For coordinates \( x, x' \) on the edge, we can also define the function \( D^{0}(x, x'; t-t') \) as the solution of

\[ \frac{1}{\nu} \{ \partial_{x} - v_{F} \partial_{x'} \} D^{0, R}(x, x'; t-t') = \delta(t-t') \delta(x-x'). \]  

(B7)

The corresponding Fourier transform reads

\[ D^{0, R}(x, x'; \omega) = -i\nu \partial_{x'} G^{0, R}(x, x'; \omega), \]  

(B8)
where $G^{0,R}(x,x';\omega)$ is given in (A13).

Performing the Fourier transform into the first of the equations (B12), substituting into Eq. (B10), and calculating the derivatives with respect to $x,x'$ results in the expression

$$D^R(x,x';\omega) = D^{0,R}(x,x';\omega) + \sum_{\alpha=1}^{M} D^R(x,x_\alpha;\omega) \times \Sigma^{c,R}_\alpha(\omega)D^{0,R}(x_\alpha,x';\omega),$$  \hspace{1cm} (B9)

where

$$D^R(x,x';\omega) = \frac{1}{2\pi} \partial_x \partial_{x'} D^R(x,x';\omega)$$  \hspace{1cm} (B10)

and

$$D^{0,R}(x,x';\omega) = \partial_{x'} D^{0,R}(x,x';\omega)$$  \hspace{1cm} (B11)

Thus, as in the tunneling case, we have eliminated the degrees of freedom of the reservoirs from the Dyson’s equation by defining self-energies

$$\Sigma^{c,R}_\alpha(\omega) = (2\pi V_\alpha)^2 \frac{\nu_\alpha}{v_F^2} \times \lim_{r_\alpha' \to r_\alpha^0} \frac{\partial}{\partial r_\alpha} \int_{-p}^{+p} dp_\alpha \frac{e^{-i\omega(r_\alpha' - r_\alpha)}}{2\pi i \omega - v_F^2 p_\alpha + i\eta},$$  \hspace{1cm} (B12)

which depend on the coupling to the reservoir as well as on their density of states. In the limit of the cutoff $\Lambda = v_F P \to \infty$ we obtain

$$\Sigma^{c,R}_\alpha = \frac{i}{2} \Gamma^{c}_\alpha(\omega),$$  \hspace{1cm} (B13)

with

$$\Gamma^{c}_\alpha(\omega) = (2\pi)^2 \frac{V_\alpha^2}{(v_F^2)^2} \nu_\alpha \omega \Theta(\Lambda - |\omega|).$$  \hspace{1cm} (B14)

Notice that Eq. (B9) has the same structure as (A4). These Green functions, thus, satisfy the following identity, analogous to (A9),

$$D^R(x,x';\omega) - D^A(x',x;\omega) = -i \sum_{\alpha=1}^{M} D^R(x,x_\alpha;\omega) \times \Gamma^{c}_\alpha(\omega)D^A(x_\alpha,x';\omega),$$  \hspace{1cm} (B15)

with $D^A(x',x;\omega) = [D^R(x,x';\omega)]^*$.

From (B9) we can derive the Dyson equations for the lesser Green functions by using the Langreth rules\textsuperscript{26}

$$D^<(x,x';\omega) = \sum_{\alpha=1}^{M} D^R(x,x_\alpha;\omega) \Sigma^{c,<}_\alpha(\omega) \times D^A(x_\alpha,x';\omega),$$  \hspace{1cm} (B16)

with

$$\Sigma^{c,<}_\alpha(\omega) = i\Gamma^{c}_\alpha(\omega)n_\alpha(\omega)$$  \hspace{1cm} (B17)

where

$$n_\alpha(\omega) = \frac{1}{e^{\omega/T_\alpha} - 1}$$  \hspace{1cm} (B18)

is the Bose-Einstein distribution function corresponding to the temperature $T_\alpha$ of the reservoir.

Finally, using Langreth rules in Eq. (B9) and performing the derivative with respect to $x$ and the second derivative with respect to $r_\alpha$ in the resulting equation we obtain the result

$$\partial_x \partial^2_{r_\alpha} D^<(x,x';\omega)|_{r_\alpha = r_\alpha^0} = (2\pi)^2 V_\alpha \{D^<(x,x';\omega)|_{x = x_\alpha} \partial^2_{r_\alpha} D^{0,A}(r_\alpha^0, r_\alpha;\omega)|_{r_\alpha = r_\alpha^0}$$

$$+ D^R(x,x';\omega)|_{x = x_\alpha} \partial^2_{r_\alpha} D^{0,<}(r_\alpha^0, r_\alpha;\omega)|_{r_\alpha = r_\alpha^0}\},$$  \hspace{1cm} (B19)

where $D^{0,A}(r_\alpha, r_\alpha';\omega) = [D^{0,R}(r_\alpha', r_\alpha;\omega)]^*$ and

$$\partial^2_{r_\alpha} D^{0,<}(r_\alpha^0, r_\alpha;\omega)|_{r_\alpha = r_\alpha^0} = - \int_{-p}^{+p} dp_\alpha p_\alpha^2 n_\alpha(\omega) \delta(\omega - v_F^2 p_\alpha).$$  \hspace{1cm} (B20)

Appendix C: Analytic calculation of the thermal conductance for the tunneling case in the macroscopic regime

We evaluate the thermal conductance for the tunneling case, in the macroscopic regime. We will employ the method of contour integration. In the following, we set
$v_F = v_F^0 = 1$. Starting from (19), and taking into account that $T = \frac{1}{\beta} \gg \Delta$, we find that $G_{th}^t$ is given by

$$G_{th}^t = \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} T_{12}^t(\omega) \frac{(\omega - \mu)^2 \beta^2 e^{\beta(\omega-\mu)}}{(1 + e^{\beta(\omega-\mu)})^2}, \quad (C1)$$

with

$$T_{12}^t(\omega) = \Gamma_1(\omega) \Gamma_2(\omega) |G^R(x_1, x_2; \omega)|^2, \quad (C2)$$

where $\Gamma_1(\omega)$ is given by Eq. (A7), and $G^R(x_1, x_2; \omega)$ is the full Green function of the ring.

In the limit $\Lambda \to \infty$, one has

$$T_{12}^t(\omega) = \frac{w_1^2 w_2^2}{4(1 + w_1^2 w_2^2/16)} \times \frac{1}{\sin^2(\omega L/2) + (\epsilon L/2)^2 \cos^2(\omega L/2)}, \quad (C3)$$

where we defined

$$\frac{\epsilon L}{2} = \frac{(w_1^2 + w_2^2)}{4(1 + w_1^2 w_2^2/16)}. \quad (C4)$$

We evaluate the integral in Eq. (C1) by closing the contour over the upper half complex plane. The poles that lie inside the contour are located at the points

$$\omega_n^F = \mu + \frac{(2n + 1) \pi i}{\beta}, \quad n = 0, 1, 2, \ldots \quad (C5)$$

and

$$\omega_n = \frac{i L}{4} \ln \left| \frac{1 + \epsilon L/2}{1 - \epsilon L/2} + \frac{2n\pi}{L} \right|. \quad (C5)$$

The first series of poles does not contribute in the limit $T \gg \Delta$. The residues of the second series of poles are given by

$$\text{Res}(\omega_n) = \frac{-i}{2\pi} \frac{w_1^2 w_2^2}{4(1 + w_1^2 w_2^2/16)^2} \frac{1}{\epsilon L/2} \times \frac{\beta^2 (2n\pi/L - \mu)^2 e^{\beta(2n\pi/L-\mu)}}{(1 + e^{\beta(2n\pi/L-\mu)})^2}. \quad (C6)$$

The integral can be written as a sum

$$G_{th}^t = 2\pi i \sum_n \text{Res}(\omega_n). \quad (C6)$$

In the high temperature limit ($\beta/L \to 0$), we can transform the summation into an integral

$$G_{th}^t = f(w_1, w_2) \frac{2\pi}{L} \int_{-\infty}^{\infty} \frac{dn}{2n\beta \pi L - \beta \mu} \frac{e^{\beta(2n\pi/L-\mu)}}{(1 + e^{\beta(2n\pi/L-\mu)})^2}. \quad (C7)$$

Performing the substitution $\frac{2n\pi}{L} - \beta \mu = k$, $dk = \frac{2\pi}{L} dn$ and evaluating the remaining integral, we obtain

$$G_{th}^t = f(w_1, w_2) \frac{\pi^2}{3} T \quad (C8)$$

where

$$f(w_1, w_2) = \frac{1}{2\pi} \frac{w_1^2 w_2^2}{w_1^2 + w_2^2 + (w_1^2 w_2^2/16)}. \quad (C9)$$

The behavior displayed in Fig. 3a corresponds to the case $w_1 = w_2 = w$, which yields

$$G_{th}^t = \frac{w^2}{4\pi(1 + w^4/16)} \frac{\pi^2}{3} T. \quad (C10)$$

### Appendix D: Analytic calculation of the thermal conductance for the capacitive case

As in the tunneling case, we evaluate the thermal conductance by the method of contour integration. For simplicity we set $v_F = v_F^0 = 1$ and $\nu = \nu_1 = \nu_2 = 1$. The dependence on these quantities will be recovered at the end of the computation. In the macroscopic regime, $T = \frac{1}{\beta} \gg \Delta$, the expression of Eq. (20) leads to

$$G_{th}^c = \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} T_{12}^c(\omega) \frac{\omega^2 \beta^2 e^{\beta\omega}}{(1 - e^{\beta\omega})^2}. \quad (D1)$$

In the limit $\Lambda \to \infty$, the transmission coefficient is

$$T_{12}^c(\omega) = \frac{(2\pi)^4 V_1^2 V_2^2 \omega^4}{(1 + \pi^4 V_1^2 V_2^2 \omega^4)^2} \times \frac{1}{4 \left| \sin^2(\omega L/2) + F^2(\omega) \cos^2(\omega L/2) \right|}. \quad (D2)$$

where we have defined

$$F(\omega) = \pi^2 \left( V_1^2 + V_2^2 \right) \omega^2 \left( 1 + \pi^4 V_1^2 V_2^2 \omega^4 \right). \quad (D3)$$

We evaluate the integral by closing the contour over the upper half complex plane. The poles that lie inside the contour are located at the points

$$\omega_n^B = \frac{2n\pi i}{\beta}, \quad n = 1, 2, \ldots \quad (D4)$$

and at the points given by the solutions of the transcendental equation

$$\tan \left( \frac{\omega L}{2} \right) = \frac{i \pi^2 (V_1^2 + V_2^2) \omega^2}{1 + \pi^4 V_1^2 V_2^2 \omega^4}. \quad (D5)$$

This equation cannot be solved exactly. However, the solutions can be very well approximated by

$$\omega_n \approx \frac{2n\pi}{L} + \frac{i}{L} \ln \left[ 1 + F(2n\pi/L) \right] \left[ 1 - F(2n\pi/L) \right]. \quad (D6)$$
As in the capacitive case, the poles $\omega_n^2$ do not contribute to the integral in the limit $\beta/L \to 0$. Thus, the integral can be written in terms of the residues at $\omega = \omega_n$ as

$$G_{th} = \frac{2\pi}{L} \frac{V_1^2V_2^2}{(V_1^2 + V_2^2)} \sum_n \frac{\omega_n^4}{(1 + \pi^2V_1^2\omega_n^2)} \frac{\beta^2 e^{2n\pi\beta/L}}{(1 - e^{2n\pi\beta/L})^2}.$$ \hspace{1cm} (D7)

In the limit $\beta/L \to 0$ we transform the summation into an integral and we then find

$$G_{th} = \frac{4}{\pi^2(V_1^2 + V_2^2)} \int_{-\infty}^{\infty} dx \frac{\pi^4V_1^2V_2^2x^4}{(1 + \pi^4V_1^2V_2^2x^2)} \frac{\beta^2 e^{\beta x}}{(1 - e^{\beta x})^2},$$ \hspace{1cm} (D8)

with $x = \frac{2\pi}{L}$. From this integral we obtain the following limiting behaviors, within the macroscopic regime, $T = \frac{1}{\beta} \gg \Delta$. At low temperatures, $T\sqrt{V_1V_2} \ll 1$, the conductance $G_{th}$ exhibits a power law behavior

$$G_{th} = \frac{16\pi^5}{15} \frac{V_1^2V_2^2}{(V_1^2 + V_2^2)^3} T^3.$$ \hspace{1cm} (D9)

whereas at high temperatures, $T\sqrt{V_1V_2} \gg 1$, it approaches a finite constant value

$$G_{th} = \frac{\sqrt{2}}{\pi} \frac{\sqrt{V_1V_2}}{(V_1^2 + V_2^2)^{1/2}}.$$ \hspace{1cm} (D10)

The dependence on the filling fractions and Fermi velocities are easily recovered by the substitutions $V_\alpha \to \sqrt{\nu_\alpha V_\alpha/\nu_F v_F^{(\alpha)}}$, with $\alpha = 1, 2$.

---
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