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Figure 1: Qualitative results of the proposed Pose2Pose on in-the-wild images. Our framework can produce accurate expressive 3D human pose and mesh, which includes body, hands, and face.

Abstract

Previous 3D human pose and mesh estimation methods mostly rely on only global image feature to predict 3D rotations of human joints (i.e., 3D rotational pose) from an input image. However, local features on the position of human joints (i.e., positional pose) can provide joint-specific information, which is essential to understand human articulation. To effectively utilize both local and global features, we present Pose2Pose, a 3D positional pose-guided 3D rotational pose prediction network, along with a positional pose-guided pooling and joint-specific graph convolution. The positional pose-guided pooling extracts useful joint-specific local and global features. Also, the joint-specific graph convolution effectively processes the joint-specific features by learning joint-specific characteristics and different relationships between different joints. We use Pose2Pose for expressive 3D human pose and mesh estimation and show that it outperforms all previous part-specific and expressive methods by a large margin. The codes will be publicly available.

1. Introduction

Expressive 3D human pose and mesh estimation aims to localize joints and mesh vertices of all human parts, includ-
ing body, hands, and face, simultaneously in the 3D space. By combining 3D pose and mesh of all human parts, we can understand not only human articulation and shape but also human intention and feeling, which can be useful in motion capture, virtual/augmented reality, and human action recognition. This is a very challenging task and has been addressed by only several recent approaches.

Previous 3D human pose and mesh estimation methods [5, 10, 16, 21, 22, 35, 49] mostly rely on only global image feature to predict 3D rotations of human joints (i.e., 3D rotational pose). They perform global average pooling (GAP) on the extracted image feature from ResNet [11] and pass the pooled feature to several fully connected layers for the 3D rotational pose prediction. The estimated 3D rotations are passed to human model layers (e.g., SMPL [26] for body, MANO [36] for hands, FLAME [23] for face, or SMPL-X [33] for all parts) for the final 3D pose and mesh. Although the global image feature can provide overall articulation of human, it lacks joint-specific local information, which can be obtained from features on the position of human joints (i.e., positional pose). However, GAP in their networks breaks the spatial domain; thus, it limits a chance of utilizing the local features on the positional pose.

To effectively utilize both local and global features, we present Pose2Pose, a 3D positional pose-guided 3D rotational pose prediction network. Our Pose2Pose consists of PositionNet and RotationNet. PositionNet predicts the 3D positional pose from an input image in a fully convolutional way. Then, a positional pose-guided pooling extracts joint-specific local and global features on the predicted positional pose of the ResNet output image feature. From the extracted joint-specific features, the RotationNet constructs a human skeleton graph and regresses the 3D rotational pose using a joint-specific graph convolution. Unlike the vanilla graph convolution [20] that shares learnable weights for all graph vertices, our joint-specific graph convolution uses separated learnable weights for each joint, which share a similar spirit of Liu et al. [25]. This joint-specific graph convolution effectively processes the joint-specific local and global features by learning joint-specific characteristics and different relationships between different joints.

We use our Pose2Pose for expressive 3D human pose and mesh estimation. The proposed Pose2Pose significantly outperforms previous 3D human pose and mesh estimation methods by a large margin. Figure 1 shows qualitative results of the proposed Pose2Pose.

Our contributions can be summarized as follows.

- We present Pose2Pose, a 3D positional pose-guided 3D rotational pose prediction network for expressive 3D human pose and mesh estimation. Our Pose2Pose utilizes joint-specific local and global features, extracted by a positional pose-guided pooling.

- To effectively process joint-specific local and global features, we propose to use a joint-specific graph convolution.

- We show that our Pose2Pose outperforms all previous part-specific and expressive 3D human pose and mesh estimation methods.

2. Related works

3D human body pose and mesh estimation. Current 3D human body pose and mesh estimation methods can be categorized into model-based and model-free approaches. The model-based approach predicts human model parameters (e.g., 3D rotations of joints and an identity latent code) and pass the predicted parameters to the human model layers (e.g., SMPL [26]). Kanazawa et al. [16] proposed an end-to-end trainable human mesh recovery system that uses the adversarial loss to make their output human shape is anatomically plausible. Pavlakos et al. [35] used 2D joint heatmaps and silhouette as cues for predicting accurate SMPL parameters. Omran et al. [31] proposed a similar system, which exploits human part segmentation as a cue for regressing SMPL parameters. Kolotouros et al. [21] introduced a self-improving system consists of the SMPL parameter regressor and iterative fitting framework [4].

On the other hand, the model-free approach estimates the joints and mesh vertices coordinates. Kolotouros et al. [22] designed a GraphCNN, which takes a template human mesh in a rest pose as input and outputs mesh vertices coordinates using image feature from ResNet [11]. Moon and Lee [29] proposed an image-to-lixel prediction network, which predicts three lixel-based 1D heatmaps for each joint or mesh vertex in x-, y-, and z-axis. Choi et al. [6] presented a GraphCNN that recovers 3D human mesh vertices coordinates from a 2D human pose.

3D human hand pose and mesh estimation. As the 3D human body pose and mesh estimation, current 3D human hand pose and mesh estimation methods also can be categorized into model-based and model-free approaches. MANO [36] is a widely used human hand model. Baek et al. [3] trained their network to estimate the MANO parameters using a differentiable renderer. Boukhayma et al. [5] trained their network that takes a single RGB image and estimates MANO parameters by minimizing the distance of the estimated hand joint locations and groundtruth.

On the other hand, several model-free approaches predict hand joints and mesh vertices coordinates. Ge et al. [9] proposed a GraphCNN, which directly estimates vertices coordinates of hand mesh from the extracted image feature. Moon and Lee [29] and Choi et al. [6] showed their networks also perform well not only on the human body but also on the human hand.
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Figure 2: The overall pipeline of Pose2Pose, which consists of PositionNet and RotationNet. The PositionNet predicts the 3D positional pose. Then, the positional pose-guided pooling extracts the joint-specific local and global features. The RotationNet takes the joint-specific features with the 3D positional pose/scores and predicts 3D rotational pose by the joint-specific graph convolution. The final 3D human pose and mesh are obtained by forwarding the predicted 3D human model parameters, including 3D rotational pose to a human model layer (e.g., SMPL-X [35]). For the simplicity, we only illustrated body part Pose2Pose and head and right ankle operations.

Our Pose2Pose greatly improves the previous regression-based methods [16, 21, 22, 35] can predict both 3D positional and rotational pose by a direct regression. However, previous regression-based methods suffer from low accuracy compared with detection-based methods because the previous ones rely only on global features, obtained by GAP.

Our Pose2Pose greatly improves the previous regression-based network by utilizing both local and global features. To this end, we combine the regression-based network with the detection-based network. Our detection-based network, PositionNet, provides the 3D positional pose. Then, we ex-
tract the local and global features on the predicted positional pose of the ResNet output image feature by the positional pose-guided pooling. Our regression-based network, RotationNet, accurately predicts the 3D rotational pose by the joint-specific graph convolution from the local and global features.

3. Pose2Pose

Figure 2 shows the overall pipeline of the proposed Pose2Pose. Pose2Pose consists of PositionNet and RotationNet, which will be described in the following subsections.

3.1. PositionNet

The PositionNet is designed as a fully convolutional network, which predicts 3D positional pose (i.e., 3D positions of human joints) \( \mathbf{P} = [p_1, \ldots, p_J]^T \in \mathbb{R}^{J \times 3} \) from an input image \( \mathbf{I} \). \( J \) denotes the number of joints representing the 3D positional pose. \( x \)- and \( y \)-axis of \( \mathbf{P} \) are defined in image space, and \( z \)-axis of it is defined in root joint (i.e., pelvis for the body and wrist for the hand)-relative depth space. For this, PositionNet extracts image feature \( \mathbf{F} \in \mathbb{R}^{C \times H \times W} \) from the input image by ResNet [11], where \( C \), \( H \), and \( W \) denote the number of channels, height, and width. Then, a 1-by-1 convolution predicts 3D heatmaps of human joints \( \mathbf{H} \in \mathbb{R}^{J \times D \times H \times W} \), where \( D \) denotes the depth dimension size. To predict the 3D heatmaps from the 2D feature map \( \mathbf{F} \), the 1-by-1 convolution first predicts a tensor of shape \( \mathbb{R}^{J \times D \times H \times W} \), and we reshape the tensor to the shape of \( \mathbf{H} \) following Sun et al. [41]. The 3D positional pose \( \mathbf{P} \) is calculated from \( \mathbf{H} \) by the soft-argmax operation [41] in a differentiable way.

3.2. RotationNet

The RotationNet is designed as a graph convolutional network (GraphCNN), which predicts the 3D rotational pose (i.e., 3D rotations of human joints) \( \mathbf{R} \in \mathbb{R}^{J \times 3} \), as illustrated in Figure 3. \( J \) denotes the number of joints representing the 3D rotational pose, which is often different from \( J \). To this end, we construct a graph \( \mathcal{G} = (\mathcal{V}, \mathbf{A}) \), where \( \mathcal{V} \) and \( \mathbf{A} \) are graph vertices and an adjacency matrix, respectively. The graph vertices represent human joints, where \( |\mathcal{V}| = \sum_{j} J_j \). The adjacency matrix \( \mathbf{A} \in \{0, 1\}^{J \times J} \) is constructed based on the human skeleton hierarchy in a preprocessing stage and fixed during the training and testing stage.

The initial feature of a \( j \)th graph vertex \( \mathbf{F}_j^{R} \in \mathbb{R}^{C+4} \) is a concatenation of a joint-specific local and global feature \( \mathbf{F}_j \in \mathbb{R}^{C} \), the predicted 3D positional pose of \( j \)th joint \( \mathbf{p}_j \in \mathbb{R}^{3} \), and 3D positional pose prediction confidence of \( j \)th joint \( c_j \in \mathbb{R} \). The joint-specific features provide semantic information to the graph, computed by the positional pose-guided pooling. Moreover, the 3D positional pose provides geometric evidence, which conveys essential human articulation information. Finally, the prediction confidence can tell whether the joint-specific image feature and the 3D positional pose of each joint are reliable or not. The initial features of all graph vertices \( \{\mathbf{F}_j^{R}\}_{j=1}^{J} \) are processed by the joint-specific graph convolution. We provide detailed descriptions of the positional pose-guided pooling and joint-specific graph convolution below.

**Positional pose-guided pooling.** The positional pose-guided pooling computes joint-specific local and global features \( \{\mathbf{F}_j^{R}\}_{j=1}^{J} \) using the predicted 3D positional pose \( \mathbf{P} \). Since the coordinates of \( \mathbf{p}_j \), \((x_j, y_j)\) are not integers, we obtain the \( j \)th joint feature \( \mathbf{F}_j \) at position \( \mathbf{p}_j \) using bilinear interpolation on the image feature map \( \mathbf{F} \). The interpolated feature \( \mathbf{F}_j \) is obtained from the exact position of the joint \( j \); thus, it contains a local feature. However, the interpolated feature is not restricted to the local feature because the large size of the receptive field of ResNet output makes \( \mathbf{F}_j \) contain information around the position of joint \( j \), as well. Thus, \( \mathbf{F}_j \) contains both joint-specific local and global features. The 3D positional pose prediction confidences \( \{c_j\}_{j=1}^{J} \) are also obtained by performing the positional pose-guided pooling on the estimated 3D heatmap \( \mathbf{H} \).

**Joint-specific graph convolution.** Our joint-specific graph convolution uses separated learnable weights for each graph vertex. Specifically, we define learnable weight matrices \( \{W_j \in \mathbb{R}^{C_{in} \times C_{out}}\}_{j=1}^{J} \) for all joints of each graph convolution layer, where \( C_{in} \) and \( C_{out} \) denotes input and output channel dimensions, respectively. Then, the out-
put graph feature of joint \( j \) is obtained by \( F_{\text{out}}^{j} = \sigma_{\text{ReLU}}(\sum_{i \in \mathcal{N}_{j}} \tilde{a}_{ji} \sigma_{\text{BN}}(W_i F_{\text{in}}^i)) \), where \( F_{\text{in}}^{j} \) is the input graph feature of joint \( i \). \( \sigma_{\text{ReLU}} \) and \( \sigma_{\text{BN}} \) denotes ReLU activation function and 1D batch normalization [12], respectively. \( \mathcal{N}_{j} \) is defined as \( \mathcal{N}_{j} \cup \{ j \} \), where \( \mathcal{N}_{j} \) denotes neighbors of a vertex \( j \). \( \tilde{a}_{ji} \) is an entry of the normalized adjacency matrix \( \tilde{A} \) at \( (j, i) \), where \( \tilde{A} = D^{-\frac{1}{2}}(A + I)D^{-\frac{1}{2}} \). \( D \) is a diagonal matrix of \( A + I \). The RotationNet follows the network architecture of Liu et al. [25], which consists of one graph convolutional block and four graph residual blocks. Each block consists of joint-specific graph convolution, 1D batch normalization, and ReLU activation function. All the graph features have a channel dimension of 128, except for that of the input and output features.

At the last part of the RotationNet, we flatten the graph features into a vector and use a single fully connected layer to predict 3D rotational pose \( R \).

4. Expressive 3D human pose and mesh estimation

For the expressive 3D human pose and mesh estimation, we construct three separate networks for the body, hand, and face following Choutas et al. [7], as shown in Figure 4. This separation enables us to use part-specific datasets such as FreiHAND [49] and FFHQ [18]. Each network is responsible for each part, and an integration module integrates outputs of each network in the testing stage. We provide descriptions of the networks of each part and the integration module below.

4.1. Body part

The body part uses Pose2Pose to predict 3D body global rotation \( \theta^g_b \in \mathbb{R}^3 \), 3D body rotational pose \( \theta_b \in \mathbb{R}^{21 \times 3} \), shape parameter \( \beta_b \in \mathbb{R}^{10} \), and camera parameter \( k_b \in \mathbb{R}^3 \), \( \theta^g_b \) and \( \theta_b \) are predicted from RotationNet, and \( \beta_b \) and \( k_b \) are predicted from the global average pooled \( F \) using a separated fully connected layer. Instead of directly predicting \( \theta_b \), we initially predict a latent code of VPoser [33] \( z_b \) and use VPoser to decode \( z_b \) to \( \theta_b \). The outputs are passed to the SMPL-X layer to obtain the final 3D body pose and mesh.

The body part additionally predicts hand and face bounding boxes to make the hand and face-cropped images during the testing stage. To this end, we concatenate the image feature \( F \) and 2D heatmap \( H' \) and pass it to two convolutional layers. The 2D heatmap \( H' \) is generated by making a Gaussian blob on the \((x, y)\) position of \( P \). The soft-argmax [41] is applied to the output of the convolutional layers for the box centers. The widths and heights of the boxes are computed by performing positional pose-guided pooling on the box centers of \( F \) and pass the features of each box center to separated fully connected layers.

4.2. Hand part

We use exactly the same network architecture like that of the body part. The hand part outputs 3D hand global rotation \( \theta^{g}_h \in \mathbb{R}^3 \), 3D hand rotational pose \( \theta_h \in \mathbb{R}^{15 \times 3} \), shape parameter \( \beta_h \in \mathbb{R}^{10} \), and camera parameter \( k_h \in \mathbb{R}^3 \). The outputs are passed to the MANO layer to obtain the final 3D hand pose and mesh.

4.3. Face part

Unlike the joints of the body and hand, most of the face keypoints do not move according to 3D rotations of joints, making it hard to apply Pose2Pose. Instead, we design a simple regressor that consists of ResNet and fully connected layers. We perform GAP on the image feature \( F \) and fed it to separated fully connected layers, which predict 3D face
global rotation $\theta^g \in \mathbb{R}^3$, 3D jaw rotation $\theta_f \in \mathbb{R}^3$, shape parameter $\beta_f \in \mathbb{R}^{10}$, and expression code $\psi \in \mathbb{R}^{10}$. The predicted parameters are passed to the FLAME layer to obtain the final 3D face pose and mesh.

4.4. Training the networks

The three networks of each part are trained separately. For all parts, we calculate $L_1$ loss between predicted and groundtruth 3D positional pose following Moon and Lee [29]. In addition, $L_1$ loss between predicted and groundtruth SMPL-X/MANO/FLAME parameters, 3D joint coordinates of SMPL-X/MANO/FLAME, and projected 2D joint coordinates are also calculated following Kolotouros [21]. For the hand and face box localization, we calculate $L_1$ loss between predicted and groundtruth box centers, widths, and heights.

4.5. Integration of all parts in the testing stage

The final expressive 3D human pose and mesh is obtained by forwarding $\{\theta^b, \theta_f, \theta^g, \beta^b, \beta_f, \psi\}$ to SMPL-X, where $\ast_{bh}$ and $\ast_{lh}$ denote $\ast$ is from right and left hand, respectively. The 3D hand pose parameter $\theta^b$ of MANO and 3D jaw rotation $\theta_f$ and face expression code $\psi$ of FLAME are compatible with those of SMPL-X; thus, we use them for the final prediction. As the body part often predicts wrong rotations of elbows and wrists in the roll axis, we selectively use the 3D hand global rotation $\theta^g$ to replace rotations of the elbows and wrists based on a simple thresholding. The thresholding assumes rotations of elbows and wrists in the roll axis are almost the same, which follows the anatomical structure of the human body. We provide detailed descriptions of the thresholding in the supplementary material.

5. Implementation details

PyTorch [32] is used for implementation. The backbone part is initialized with the publicly released ResNet50 [11] pre-trained on ImageNet [38]. The weights are updated by Adam optimizer [19] with a mini-batch size of 192. The human body region is cropped using groundtruth box in both of training and testing stages following previous works [16, 21, 22]. The hand and face images are cropped from the original image using groundtruth box in the training stage and the predicted box in the testing stage. The cropped image is resized to $256 \times 256$. Data augmentations, including scaling, rotation, random horizontal flip, and color jittering, are performed in training. All the 3D rotations except for $\theta^b$ are initially predicted in the 6D rotational representation of Zhou et al. [48] and converted to the 3D axis-angle rotations. We flipped all hands to the right hand during the training and testing stage of the hand part. The initial learning rate is set to $10^{-1}$ and reduced by a factor of 10 at the 10$^{th}$ epoch. We train each body, hand, and face part separately for 12 epochs with four NVIDIA RTX 2080 Ti GPUs.

6. Experiment

6.1. Training sets and evaluation metrics

Training sets. To train the body part, we use Human3.6M [13], MPI-INF-3DHP [27], MSCOCO [14, 24], and MPII [1]. For the hand part, FreiHAND [49], InterHand2.6M [30], and MSCOCO [14] are used for the training. Finally, FFHQ [18] and MSCOCO [14] are used for the face part training. We obtained SMPL/SMPL-X/MANO/FLAME fits of the datasets using SMPLify-X [33] and used them as pseudo-groundtruths. We will release all fits for the reproducible and continual study.

Evaluation metrics. MPJPE and MPVPE are widely used to evaluate 3D human body/hand pose and mesh estimation, where each calculates the average 3D joint distance (mm) and 3D mesh vertex distance (mm) between predicted and groundtruth, respectively, after aligning a root joint translation. PA MPJPE and PA MPVPE further align a rotation and scale. F-score is additionally used for the 3D hand pose and mesh estimation evaluation. For the face part, the average of the closest distance between a predicted 3D face mesh vertex and groundtruth 3D face scan point is used.

6.2. Ablation study

For the ablation study, we train the body part on Human3.6M, MSCOCO, and MPIII and report errors on 3DPW, which is a standard experimental protocol of recent 3D human body pose and mesh estimation works. We use SMPL for the human model of the body part. The same tendency of the ablation study was observed for the hand part.

Effectiveness of the positional pose-guided pooling. We show the effectiveness of the positional pose-guided pooling (PPP) in Table 1. For this, we report PA MPJPE of our Pose2Pose and its variants that use GAP or a combination of GAP and PPP. As the table shows, adding PPP to GAP or replacing GAP with PPP decrease the error regardless of the processing modules, fully connected layer (FC) and GraphCNN. It is noticeable that our PPP achieves significantly lower error compared with the combination of GAP and FC, the most widely used one in previous

| How to pool? | How to process? | PA MPJPE |
|-------------|----------------|----------|
| GAP         | FC             | 60.7 [16, 21, 35] |
| GAP+PPP     | FP             | 57.4 |
| PPP         | FC             | 57.6 |
|             | GraphCNN       | 56.8 (Ours) |

Table 1: PA MPJPE comparison between models with various pooling methods and processing modules on 3DPW.
works [16, 21, 35]. Interestingly, replacing GAP with PPP achieves a better result than adding PPP to GAP when the GraphCNN is used. This is because a global image feature from the GAP contains much unnecessary information, such as backgrounds, which makes the performance worse. On the other hand, the local and global features from the PPP contains essential human articulation information, and the GraphCNN aggregates the features by considering the human skeleton hierarchy, which makes the aggregated feature highly useful. The comparisons clearly show the benefit of PPP, which preserves joint-specific local and global features, while GAP cannot. For the experiment, we used the joint-specific graph convolution for all GraphCNN. When PPP is used, the local and global image features of joints and joint coordinates with the confidence are used for the final 3D rotational pose prediction.

**Effectiveness of the joint-specific graph convolution.** Table 2 shows the benefit of the joint-specific graph convolution. To this end, we report PA MPJPE of Pose2Pose and its variants that use GAP or the shared graph convolution. The shared graph convolution uses shared learnable weights for all graph vertices like the vanilla graph convolution [20]. Our joint-specific graph convolution achieves a lower error than the shared graph convolution regardless of the pooling method, GAP and PPP. Especially, the combination of the PPP and the joint-specific graph convolution significantly outperforms a combination of GAP and shared graph convolution, used in Kolotouros et al. [22]. We also found that the shared graph convolution increases the error a lot when the input features are from PPP. This is because the shared graph convolution applies the same weights to features of all graph vertices, while each feature of a graph vertex from PPP has distinctive joint-specific information. The comparisons clearly show the benefit of the joint-specific graph convolution.

**Inputs of the RotationNet.** We show how each input of the RotationNet affects the accuracy in Table 3. The table shows that taking both the image feature and joint coordinates with confidence achieves the best accuracy. The image feature extracted by PPP can provide local/global contextual information, and the joint coordinate with confidence predicted by PositionNet can provide 3D geometric information. We design our RotationNet to take both inputs, thus can utilize both local/global contextual information and 3D geometric information. The comparison clearly shows the validity of our RotationNet design.

**6.3. Comparison with state-of-the-art methods**

**Body part.** Table 4 shows comparison between our body part Pose2Pose and previous state-of-the-art methods on 3DPW [44]. It shows our Pose2Pose significantly outperforms previous works by a large margin, including both body-only methods and the expressive method [7]. Following previous works [6, 21, 29], we use SMPL for the human model, and 14 joints are used for the evaluation.

**Hand part.** Table 5 shows a comparison between our hand part Pose2Pose and previous state-of-the-art methods on FreiHAND [49]. It shows our Pose2Pose achieves comparable accuracy with a recent state-of-the-art hand-only method [29] and significantly outperforms the expressive method [7].
Table 7: PA MPVPE and PA MPJPE comparison on EHF. The numbers in hands are averaged values of left and right hands.

| Methods          | PA MPVPE All | PA MPVPE Hands | PA MPJPE Body | PA MPJPE Hands |
|------------------|--------------|----------------|---------------|----------------|
| SMPLify-X [33]   | 65.3         | 12.3           | 6.3           | 87.6           | 12.9           |
| MTC [45]         | 67.2         | -              | -             | 107.8          | 16.7           |
| ExPose [7]       | 54.5         | 12.8           | 5.8           | 62.8           | 13.1           |
| Pose2Pose (Ours) | 51.9         | 12.0           | 5.6           | 62.6           | 11.8           |

Face part. Table 6 shows comparison between our face part regressor and previous state-of-the-art methods on Stirling [8]. It shows our regressor achieves lower errors compared with the face-only method and expressive method [7].

All parts. Table 7 shows comparison between our Pose2Pose and previous expressive methods on EHF [33]. SMPL-X is used for the human model of the body part. For the evaluation, we integrated body, hand, and face parameters by our integration module, described in Section 4.5. The table shows our Pose2Pose outperforms previous methods by a large margin.

Taken together, our Pose2Pose outperforms all methods on all part-specific and expressive datasets. The comparisons clearly show the effectiveness of Pose2Pose, benefit from our novel positional pose-guided pooling and joint-specific graph convolution. Figure 5 shows qualitative results of Pose2Pose on MSCOCO.

6.4. Running time

From a single RGB image, the body and hand part Pose2Pose take 0.06 and 0.07 seconds per frame, respectively, and the face regressor takes 0.02 seconds per frame. The hand part takes the left and right hand images simultaneously. The integration module takes 0.01 seconds per frame, which includes the forwarding time to the SMPL-X layer. In total, our whole framework runs at 6.3 frames per second for expressive 3D human pose and mesh estimation from a single RGB image. This is the same running time as that of the previous expressive method, ExPose [7]. The running times are measured by using a single RTX 2080 Ti GPU and making the mini-batch size 1.

7. Conclusion

We present Pose2Pose, a 3D positional pose-guided 3D rotational pose prediction network for expressive 3D human pose and mesh estimation from a single RGB image. In contrast to previous works that rely on only global image feature, ours utilize joint-specific local and global features, extracted by the positional pose-guided pooling, with joint-specific graph convolution. We apply our Pose2Pose for ex-
pressive 3D human pose and mesh estimation and achieved state-of-the-art accuracy on all part-specific and expressive datasets.
Supplementary Material of “Pose2Pose: 3D Positional Pose-Guided 3D Rotational Pose Prediction for Expressive 3D Human Pose and Mesh Estimation”

In this supplementary material, we present more experimental results that could not be included in the main manuscript due to the lack of space.

Algorithm 1 Integration of body and hands

Input: \( \theta_b^0 \); Global rotation of body
Input: \( \theta_b = \{ \theta^j_{\text{b}} \}_{j=1}^{21} \); Local rotations of body joints
Input: \( \theta^g_{rh}, \theta^g_{lh} \); Global rotations of right and left hands
Output: \( \theta_b^\ast \); Updated local rotations of body joints

1. Compute global rotations of body joints \( \{ \theta^j_{\text{b}} \}_{j=1}^{21} \) from \( \theta_b^0 \) and \( \theta_b \) by forward kinematics
2. Let \( re, le, rw, lw \) denote joint index of right elbow, left elbow, right wrist, and left wrist, respectively.
3. for \( (e, w, h) \leftarrow ((re, rw, rh), (le, lw, lh)) \) do
4. \( \theta_w^g \leftarrow \theta_h^g \)
5. \( x\text{-axis of } \theta_e^g \leftarrow x\text{-axis of } (\theta_e^g + \theta_h^g)/2 \)
6. Compute new local rotations of elbow and wrist, \( \hat{\theta}_e^l \) and \( \hat{\theta}_w^l \), respectively, from \( \{ \theta^j_{\text{b}} \}_{j=1}^{21} \) by reversing forward kinematics
7. if \( |y\text{-axis of } \hat{\theta}_w^l| < \pi/4 \) and \( |z\text{-axis of } \hat{\theta}_w^l| < \pi/2 \) then
8. Update \( \theta_w^l \leftarrow \hat{\theta}_w^l \)
9. Update \( \theta_e^l \leftarrow \hat{\theta}_e^l \)
10. end if
11. end for

8. All parts integration module

As described in Section 4.5, we selectively use global rotations of right and left hands, \( \theta^g_{rh} \) and \( \theta^g_{lh} \), respectively, when integrating outputs of networks of each part. Algorithm 1 and Figure 6 show the integration procedure and how rotations of elbow and wrist change the body, respectively. First, we perform forward kinematics to compute global rotations of all body joints, including wrists and elbows (line 1). Then, we replace the global rotations of wrists and elbows using the global rotation of hands (lines 4 and 5). The replacement assumes \( x\text{-axis rotations (roll of Euler angle)} \) of the wrist and elbow are almost the same, which follows the anatomical structure of the human body, as shown in Figure 6. To avoid a sudden change of the elbow rotation, which can cause artifacts, we use an average rotation of the elbow and wrist (line 5). From the replaced global rotations of wrists and elbows, we compute new local rotations of wrists and elbows (line 6). Finally, we check the new local rotation follows the anatomical structure of the human body (line 7), where \( y\text{-} \) and \( z\text{-axis rotations are shown in Figure 6. If true, we update the local rotations of body joints, which become the final output of the integration (lines 8 and 9). We convert the 3D rotation of joints to Euler angles in line 3 - line 11. The integration is only performed when the distance between the center of the hand box and predicted wrist position is smaller than the box scale. If the distance is longer than the threshold, we consider the hand is not detected. In that case, we ignore all outputs from the hand part Pose2Pose by skipping Algorithm 1 and setting the hand pose to zero.

9. Effect of PositionNet

We show the effect of the PositionNet on the overall 3D pose accuracy in Table 8. To this end, we initialize ResNet of PositionNet with SimpleBaseline [46], pre-trained on 2D body keypoint of MSCOCO [24], instead of using weights pre-trained on ImageNet. As the table shows, initializing the ResNet with the pre-trained 2D human pose estimation network significantly improves the accuracy. This is because the pre-trained 2D human pose estimation network already can provide accurate 2D pose; thus, it can converge to a better 3D positional pose estimation network. This shows better PositionNet can lead to significant performance gain in our framework.

10. Hand and face box localization evaluation

We provide intersection over union (IoU) of hand and face bounding boxes, predicted by the body part Pose2Pose, in Table 9. As the table shows, ours is good at localizing the face; however, the IoU of the hand part is much lower than that of the face part. Most of the human pose estimation
11. Ablation study on hand part

We showed the effectiveness of the positional pose-guided pooling (PPP) and joint-specific graph convolution compared with the previous widely used approach (i.e., a combination of GAP and FC) in Table 1. As the table only provided the body part results, we additionally provide hand part results on FreiHAND [49] in Table 10. Like the results of the body part, our approach (second row) achieves significantly better accuracy compared with the previous widely used approach [5, 10, 37, 49] (first row) in the hand part. The comparison shows our approach, a combination of PPP and joint-specific graph convolution, is highly beneficial for both the human body and hand cases.

For the experiment, we split the FreiHAND training set into training and validation sets and report the results on the validation set. The validation set is randomly sampled at one-tenth of the original training set.

12. Qualitative results on internet images

Figure 7 shows qualitative results on internet images. Our Pose2Pose can generalize well to many unseen images with various body/hand poses and facial expressions. However, we observed several failure cases. For example, Pose2Pose suffers from depth ambiguity on images with hands close to the body or face. The 2D locations of the hands are correct, but the hands do not touch the body or face. We think this is due to the lack of training data that contain such situations, which should be addressed in future work.
Figure 7: Qualitative results on internet images. From top to bottom, left to right, the persons in the images are Freddie Mercury of band Queen, Lady Gaga, Adele, Dave Mustaine of band Megadeth, James Hetfield of band Metallica, David Draiman of band Disturbed, Lisa Su of AMD, Jensen Huang of NVIDIA, Steven Ogg of GTA 5, Steven Jobs of Apple, Elon Musk of Tesla, and Mark Zuckerberg of Facebook.
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