BGC: Multi-Agent Group Belief with Graph Clustering
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Abstract

Recent advances have witnessed that value decomposed-based multi-agent reinforcement learning methods make an efficient performance in coordination tasks. Most current methods assume that agents can make communication to assist decisions, which is impractical in some situations. In this paper, we propose a semi-communication method to enable agents to exchange information without communication. Specifically, we introduce a group concept to help agents learning a belief which is a type of consensus. With this consensus, adjacent agents tend to accomplish similar sub-tasks to achieve cooperation. We design a novel agent structure named Belief in Graph Clustering (BGC), composed of an agent characteristic module, a belief module, and a fusion module. To represent each agent characteristic, we use an MLP-based characteristic module to generate agent unique features. Inspired by the neighborhood cognitive consistency, we propose a group-based module to divide adjacent agents into a small group and minimize in-group agents’ beliefs to accomplish similar sub-tasks. Finally, we use a hyper-network to merge these features and produce agent actions. To overcome the agent consistent problem brought by GAT, a split loss is introduced to distinguish different agents. Results reveal that the proposed method achieves a significant improvement in the SMAC benchmark. Because of the group concept, our approach maintains excellent performance with an increase in the number of agents.

Introduction

The multi-agent system is widely applied in many real-life applications, including sensor networks, aircrafts formation flight, multi-robot cooperative control (Flütenrauch, Sosic, and Neumann 2017), and networked autonomous vehicles. In these systems, cooperative multi-agents aim to complete a specific task via cooperating (Busoniu, Babuska, and De Schutter 2008). Most methods assume that agents can communicate in cooperation, which is impractical in some situations. Even though agents can communicate, the connection is unreliable due to interferences in environments. In this situation, the solution will be sub-optimal.

Many animal populations tend to work in groups to execute tasks, such as ants and geese. This hints that the agents in the same group may achieve better performance with less communication or even no communication. The reason is that agents in the same group tend to achieve similar tasks. Moreover, by dividing all agents into specific groups, the relationship between all agents is decomposed into the connection between groups, significantly reducing the complexity. Inspired by these, we propose a group concept for multi-agent reinforcement learning (MARL) to handle cooperative tasks without communication. Specifically, we assume that each agent has a belief to assist in decision making, and agents in the same group tend to generate similar beliefs.

In the large-scale multi-agents scenario, it is challenging to model all agents in a limited time efficiently. A simple way is to use a bidirectional recurrent neural network to represent all agents as a group explicitly. Nevertheless, it ignores the second-order relationship information between agents and is limited by the sequence of agents. In this paper, we propose a straightforward approach to map agents. Inspired by the neighborhood cognitive consistency (Mao et al. 2019), we propose to use the k-Nearest Neighbor (KNN) method to map agent via agent-relative position. The idea is that agents in adjacent positions will have similar observation features, which leads to a similar decision.

Our contribution has four parts. (1) We design a novel modular agent structure that can achieve the Centralised Training and Decentralised Execution (CTDE), compared to the communication-based method. (2) We propose to use the agent belief to represent the approximate group feature which is optimized via the GAT module and achieve approximate performance without communication. (3) We propose an explicit method to mapping agents to achieve similar be-
lies in adjacent agents. (4) To overcome the consistent problem brought by GAT, we introduce a split loss to distinguish agents.

The proposed group-based method is evaluated on several unit micromanagement tasks based on StarCraft II (Vinyals et al., 2017). The results indicate that our algorithm performs better than traditional ones in the literature. The performance of the method scales well with the number of agents. To observe the correlation between group features and agents’ topology information, the t-SNE method (Laurens and Hinton, 2008) is used. The experimental result reveals that the feature of agents in adjacent positions are also adjacent.

Related Work

Over the past years, deep multi-agent reinforcement learning has made a considerable breakthrough, widely used in games, traffic control, and other fields. This research concentrates on cooperative MARL with a value function-based method. In this setting, all teams receive a global team reward, so it is essential to divide the global team reward into individual rewards. (Sunehag et al., 2017) decomposes the joint Q value into the individual Q value of each agent. Rashid et al. (2018) presents the constraint in which the joint Q value and the individual Q value have a monotonous setting based on the VDN algorithm. The suboptimal problem and decentralization in multi-agents are balanced by Son et al. (2019) via an L2-penalty term.

Among current multi-agent algorithms, communication is a crucial point. The communication-based approaches assume that multiple agents can make essential information interactions to assist in deciding. Foerster et al. (2016) applies a deep feedforward neural network to generate communication vectors for agents’ communication. Peng et al. (2017) utilizes a bidirectional recurrent neural network for communication between multiple agents. Ding, Huang, and Lu (2020) proposes a selectable recurrent communication method adopted to determine whether agents communicate with each other by constructing a belief vector. Unlike these methods, Jiang, Dun, and Lu (2018) employ graph convolution networks and multi-head dot-product attention to aggregate agent features. Because agents generate their actions based on other agents’ beliefs or relative features, these methods always need centralized execution that follows the CTCE framework. However, when the actual scenario restricts some agents from being difficult to communicate, the agent may obtain inaccurate beliefs or wrong beliefs, leading to sub-optimal actions.

Current researching on agent mapping always focus on the attention mechanism. (Liu et al., 2020) utilizes two-stage attention to build an adjacent matrix. Hard attention is devoted to delete related weak edges, and soft attention generates the weight coefficients of the retained graph structure. EPC-MADDPG (?) uses the scalar dot product attention to fuse the variable entity features to achieve a global mapping. However, simply using the attention mechanism to capture the association between agents for mapping will cause the algorithm to fall into a locally optimal solution. If the initial attention mechanism considers that two far apart agents are similar and tend to similar tasks, all agents will behave the same. All agents will consistent and lose the meaning of grouping.

Background

In the present research, the problem is regarded as a fully cooperative multi-agent task viewed as a Dec-POMDP (Oliehoek, Amato et al., 2016) comprising of a tuple \((\mathcal{I}, \mathcal{S}, \mathcal{U}, \mathcal{Z}, \mathcal{P}, \mathcal{R}, O, n, \gamma)\), where \(s \in \mathcal{S}\) depicts the global state of the environment. At any time, each agent \(i \in \mathcal{I} \equiv \{1, ..., n\}\) interacts with the environment by generating corresponding actions \(u_i \in \mathcal{U}\) through the observation vector \(z_i \in \mathcal{Z}\) according to the observation function \(O(s, i)\). Agents learn to maximize the reward \(R\) for environmental feedback. This process is based on a state transition function \(P(s' | s, a)\). Moreover, \(n\) signifies the number of agents, and \(\gamma\) represents a discount factor.

Interaction-based MARL algorithms are generally implemented via the centralized training with centralized execution (CTCE) framework. Agent’s strategy \(\pi_i(u_i | \tau_i)\) is generated based on the observation sequence \(\tau\), the global state \(s\), and the interactive features of other agents. Via introducing the modular mechanism, our framework is designed as the distributed and applying a regularization tool to generate representative group features without interaction.

Graph Attention Network

Graph Attention Network (GAT) can correlate similar features between agents using masked self-attentional layers. To better correlate similar features between agents, GAT uses masked self-attentional layers. By introducing the attention mechanism, the neural network can focus on the most relevant parts of the input, which helps learn the correlation features adaptively between nodes (Veličković et al., 2017). Besides, GAT can capture relative features between disconnect nodes by stacking GAT layers. GAT has two attention mechanism types, the Global Graph Attention and Masked Graph Attention. The former builds the attention operation between each one node and all the other, while the latter only performs the same operation on neighboring nodes.

Distant agents may bring a negative effect on the current agent. Also, it is very computationally expensive to calculate the relationship between all agents, which causes the Global Graph Attention-based method unreasonable in large-scale scenarios. While Masked Graph Attention-based method only captures the relationship between the adjacent agents, which leads neighbor agents to hold similar actions. Besides, agents can capture the unconnected agent features via stacking the Masked Graph Attention layers and broaden the receptive field of agents.

Method

In this section, we introduce the group concept into the multi-agent algorithm and propose the Belief in Graph Clustering (BGC) methods. The overall framework of the algorithm is shown in Figure 2. To obtain a distributed framework, a modular approach is applied to build an algorithm network and generate groups and individual features.
of agents separately. Due to the idea of modular construction, we utilize a new group feature network to represent agent group features without agent intersection. We use the group features to approximate the effect of communication to implement the distributed execution.

In the overall pipeline, each agent generates an individual Q value via its local observation and then passes it into a mixed network (such as QMIX) for generating the global Q value. Specifically, each agent encodes its local observation sequence via a GRU network to produce agent group features and individual features. The group features are obtained via exercising the multivariate Gaussian distribution condition on the observation sequence. The reparameterization trick is practiced for sampling to ensure the continuity of the gradient. Then, to cluster group features and obtain relationship features from adjacency agents, a GAT network is adopted. Group and individual features are feeds into a hyper network (Ha, Dai, and Le 2016) to generate individual Q Value. Besides, to prevent all group features from converging together, we introduce a split loss to distinguish non-adjacent agents.

**Adjacent Matrix via kNN**

In this section, we introduce a k-Nearest Neighbors (kNN) method to represent agent relationships on topology and construct the adjacency matrix for the masked attention-based GAT network. Due to the centralized training setting, it is easy to get all agents’ position information from agent observation. Agent adjacency graph is constructed by defining the agent with the k nearest agents as the same type.

Then we take the Laplace transform and regularization of adjacent graphs to produce the agent adjacency matrix.

In our setting, the hyperparameter k in kNN is two. In this setting, all agents will be divided into several groups, as shown in Figure 5(d). The non-information exchange between the group level leading different groups to achieve different sub-tasks to realize group diversity. Besides, when all agents are adjacent, it leads the group-level information transfer, which helps accomplish the finished task via group coordination.

**Belief in Graph Clustering**

In this part, we introduce the details on how to generate agent belief via graph clustering. First, we embed agent observation via an MLP network. To capture the relevant features on time series, we introduce the GRU module. To add the uncertainty to agent group features and enhance the exploration ability, we use a Gaussian Sampling module, which takes the condition on the embedding features of the GRU module. This module uses MLP networks to generate the mean and variance (take the exponential function on the logarithmic variance term) to construct the independent Gaussian distribution. Besides, we introduce the reparameterization trick to sample the actual group features for the gradient’s continuity.

\[
\begin{align*}
(\mu_{g_i}, \sigma_{g_i}, s_i) &= f(\tau_i; \theta_i) \quad \text{(1a)} \\
g_i &= \mu_{g_i} + \sigma_{g_i} \odot \epsilon_i \\
\epsilon_i &\sim N(0, 1) \quad \text{(1b)}
\end{align*}
\]

where \(\theta_i\) represents parameters of network, \(\mu_{g_i}\) and \(\sigma_{g_i}\) signify the mean and standard deviation of group features, \(s_i\)
represents individual features, \( g_i \) signifies the actual group feature, and \( \epsilon_i \) is noise.

In centralized training, agents can use some adjacent agent features to assist in deciding. After getting the adjacency matrix, we utilize the GAT module to cluster the relevant features into group features. Under this setup, the agent interacts with agents in the adjacent position via the attention mechanism and generates the correlation weight between agents. This weight is used to calculate the agent relationship features for the current agent, and the agent fuses these features to produce final group features.

\[
g'_i = \sigma \left( \sum_{j \in N_i} \alpha_{ij} g_j \right) \tag{2}
\]

where \( \sigma(\cdot) \) is the ReLu activation function, and \( \alpha \) is the clustering coefficient calculated via the function.

\[
e_{ij} = a\left( \|W g_i\| \|W g_j\| \right), j \in N_i \tag{3a}
\]

\[
\alpha_{ij} = \frac{\exp \left( \text{LeakyReLU} \left( e_{ij} \right) \right)}{\sum_{k \in N_i} \exp \left( \text{LeakyReLU} \left( e_{ik} \right) \right)} \tag{3b}
\]

Finally, we use a hyper network module to fuse group features and individual features to generate agent action. In this module, the group features are utilized to generate the MLP network weight, multiplying individual features to get the final action.

### Split Loss

Although mask attention-based GAT network can prevent all agents from forming a single group, current agents’ features will still extend to all other agents due to the time perspective. Therefore, we propose a split loss to alleviate this issue. We use Kullback-Leibler (KL) divergence to measure the difference. Therefore, we propose a split loss to alleviate this issue.

\[
\max_{\pi \in \Pi} \mathbb{E}_{\tau \sim \rho_{\pi}} \left[ \sum_{i=0}^{T} r(s_t, a_t) \right] \tag{4a}
\]

\[
s.t. \quad \text{KL}(g_i || g_j) \geq \delta, \forall \text{edge}(i, j) = \phi \tag{4b}
\]

where \( g_i \) represents agent group features and \( \text{edge}(i, j) \) determines whether there is a connection between agent \( i \) and agent \( j \).

Therefore, a split loss is introduced to separate the agent:

\[
L_{\text{split}} = -\sum_{i}^{N} \sum_{j}^{N} \min \left( \text{KL}(g_i || g_j) - \delta, 0 \right), \forall \text{edge}(i, j) = \phi, i \neq j \tag{5}
\]

The hyperparameter \( \delta \) is employed to keep agents at the \( \delta \) distance, changing with the scenario.

### Decentralization Execution

To realize the complete decentralized execution without agent interaction, we apply a new sub-network to learn the new group features and use the KL divergence to minimize the distance between the new group features and the original group features learned by the GAT network. Then, the gradient will flow through the new sub-network and train the new sub-network. This frame can be viewed as a teacher-student structure.

### Experiment

#### Starcraft II

In the experiment part, we test our algorithm in the SMAC benchmark. The difference between SMAC and the traditional Starcraft II environment is that it focuses on unit micromanagement. It leverages the natural multi-agent microstructure by proposing a modified version of the problem designed specifically for decentralized control. To test the algorithm robustness, we run our algorithm in 6 to 10 million steps in 4 random seeds. Besides, to estimate the performance of the method, we experiment in five scenarios, three standard maps of 5m (very hard), 8m (very hard), and 2 custom maps of 12m vs. 14m (very hard) and 15m vs. 17m (very hard).

Figure 3 illustrates the performance difference between the proposed algorithm and other benchmark algorithms in five scenarios. We first compare our method with the origin QMIX algorithm. The result shows that BGC-QMIX is outperforming the origin algorithm on the final test win rate and the performance variance, as shown in Figure 3 (BGC+QMIX vs. QMIX).

Except for the scenario with a small number of agents (very hard), our algorithm demonstrates a significant improvement compared to the baseline methods. In the 5m vs 6m scenario, the proposed algorithm has excellent advantages over other ones in terms of convergence speed. In this scenario set, the small number of agents causes agents’ group features to be consistent, leading to less than ideal performance. To check the influence of the number of agents, we further perform our method in other scenarios. Bottom right shows that it can maintain an excellent performance with the number of agents increases while QMIX does not. The results show that the mask attention-based GAT method and the split loss performance.

Furthermore, our algorithm is compared with G2ANet, which is also based on the attention mechanism. G2ANet practices the hard attention to determine the communication target and soft attention to complete the communication. G2ANet overlooks agent with topology information’s association using a bi-LSTM network to construct the hard attention operation. Further, the G2ANet is tested based on the QMIX framework, and the empirical result shows that our graph clustering-based algorithm performs better. (As the tests were under the hardware condition of RTX 2080Ti, 12m vs. 14m and 15m vs. 17m scenarios can cause cuda memory exhausted. Thus, only three standard scenes are tested.)
Figure 3: Result of starcraft II. The comparison between the group-based method and other algorithms with the number of agents increasing from 5 to 15. Empirical results show that as the number of agents increases, our algorithm show more superiority comparing with the baseline algorithm. Due to the limitation of graphics card memory (RTX2080Ti), we did not test the actual effect of G2ANet in the 12m vs 14m map and 15m vs 17m map.

Representation
To demonstrate the superiority of our proposed algorithm, the t-SNE algorithm is used to reduce the group features’ dimension for visually illustrating the effect of agent group. Pictures show the representation after compressing the group feature of the agent to two dimensions in multiple map scenarios. Pictures include various scenarios from the beginning of the game, the middle of the game, and the agent’s death in the later stage. Figure 5(c) shows that BGC-QMIX first divides the agent group features into three groups at the beginning. Agents’ group features are divided into two groups without any information interaction between groups with the game running. Figure 5(h) indicates that group features of the dead agents can be divided into a specific group that demonstrates the rationality of the algorithm. Moreover, we find that the agent mapping becomes more straightforward and more representative as the number of agents increases.

Ablation
To check the robustness of our proposed algorithm, an ablation experiment is conducted. The VDN network is used instead of the QMIX network to aggregate the independent Q values of the agent. Experimental results in 8m vs 9m map, 10m vs 11m map, and 12m vs 14m map are compared. In two scenarios, where the number of agents is small, the group clustering-based method has a certain degree of improvement compared with the VDN and even the QMIX algorithm. In the more significant number 12m vs 14m scenario, the VDN algorithm is better than that of QMIX; the VDN method based on graph clustering is still better than these two.

Distributed Execution
The introduced algorithm is tested within the distributed framework. The KL divergence method is used for the agents trained based on the CTCE framework to minimize the new group feature and the group feature after graph clustering. The overall algorithm training is about 0.5M steps, and the original network error on the test battle win mean index is within ±1%.

Conclusion
This paper introduces the group concept into multi-agent reinforcement learning to achieve excellent performance in the non-communication setup. We design a novel agent structure to realize this non-communication goal via an individual agent module to generate individual features and an agent belief module to produce group features. Apply a fusion module to fuse these features to generate agent actions. In the agent belief module, we take the GAT network to merge the adjacent agent features and use a split loss to prevent all agents from being consistent.
Figure 4: Ablation test. We test our graph clustering-based method base on the VDN framework. The result shows its superiority.

Empirical results show that the proposed algorithm’s effect is vastly improved compared to the current baseline algorithms, and this improvement increases with the increase in the number of agents. The t-SNE method is applied to verify that the group features of adjacent agents are more similar, indicating the agent group features representability under the graph attention network and the split loss. Additionally, the overall algorithm is integrated into the VDN network, and results show the performance improved compared to the original VDN network, even the QMIX method.

In future work, we will consider apply intrinsic rewards to group agents more efficiently and feasibly.
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