A New Modified Efficient Levenberg–Marquardt Method for Solving Systems of Nonlinear Equations
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For systems of nonlinear equations, a modified efficient Levenberg–Marquardt method with new LM parameters was developed by Amini et al. (2018). The convergence of the method was proved under the local error bound condition. In order to enhance this method, using nonmonotone technique, we propose a new Levenberg–Marquardt parameter in this paper. The convergence of the new Levenberg–Marquardt method is shown to be at least superlinear, and numerical experiments show that the new Levenberg–Marquardt algorithm can solve systems of nonlinear equations effectively.

1. Introduction

Consider the system of nonlinear equations

\[ F(x) = 0, \] (1)

where the function \( F(x) : \mathbb{R}^n \rightarrow \mathbb{R}^m \) is continuously differentiable. In this paper, we assume that the solution set of (1) (denoted by \( X^* \)) is nonempty, with \( \| \cdot \| \) referring to the 2-norm.

Newton method is an important method to solve system (1) in [1]. At each iteration, it uses the trial step

\[ d_k^N = -J_k^{-1} F_k, \] (2)

where \( F(x_k) = F_k \) and \( J_k = F'(x_k) \) is Jacobian matrix. When \( J(x) \) is Lipschitz continuous and nonsingular, then the convergence of this method is quadratic at the solution. However, trial step \( d_k^N \) may not exist and \( J_k \) is singular or near singular. Newton method may not be well defined. To overcome this difficulty, Levenberg–Marquardt (LM) method was created by Levenberg [2] and Marquardt [3] which uses the trial step \( d_k^{LM} \) at each iteration, where

\[ d_k^{LM} = -(J_k^T J_k + \lambda_k I)^{-1} J_k^T F_k, \] (3)

and \( \lambda_k \) is a nonnegative constant. By introducing a nonnegative parameter \( \lambda_k \), LM method overcomes the problem that \( J_k \) is singular or near singular; furthermore, excessive step size \( \| d_k \| \) is avoided. In this case, where \( \lambda_k = 0 \) and Jacobian matrix \( J_k \) is nonsingular, the LM method is reduced to Newton method.

The efficiency of the LM method is affected by the parameter \( \lambda_k \). For example, let \( \lambda_k = \| F(x_k) \|^2 \), under the local error bound condition, the LM method is shown to have quadratic convergence by Yamashita and Fukushima in [4]. However, when the sequence \( \{ x_k \} \) is far away from the set \( X^* \), \( \| F_k \| \) may be very big which may lead to large \( \lambda_k \). It will result in a smaller LM step size, further reducing the efficiency of the algorithm. In [5], Fan used \( \lambda_k = \mu_k \| F(x_k) \|^\delta \), \( \delta \in (1, 2] \), where \( \mu_k \) is updated with trust region technology in each iteration, the LM method also has quadratic convergence under some suitable conditions, and \( \lambda_k = \mu_k \| F(x_k) \|^\delta \) can alleviate the effect of the initial point being far away from the set \( X^* \).
To avoid this trouble, Amini used \( \lambda_k = \mu_k \|F_k\|/(1 + \|F_k\|) \) in [6]; when the sequence \( \{x_k\} \) is far from the solution set and \( \|F_k\| \) is very large, \( \lambda_k \) is close to \( \mu_k \), which effectively controls the range of \( \lambda_k \). Umar proposed some new LM parameters \( \lambda_k = (\|F_k\|/\|F_k\|^2) \), \( \lambda_k = (\|J_k^T F_k\|/\|J_k^T F_k\|^2) \) in [7]. Wang used \( \lambda_k = \eta_k/\|J_k^T F_k\|^2 \) with \( \eta_k \) updated by trust region techniques from iteration to iteration in [8].

Ma introduced \( \|J_k^T F_k\| \) into LM method and used a new LM parameter \( \lambda_k = \theta \|F_k\| + (1 - \theta) \|J_k^T F_k\| \) in [9], where \( 0 \leq \theta \leq 1 \). It is noticeable that \( \lambda_k \) is a convex combination of \( \|F_k\| \) and \( \|J_k^T F_k\| \), and the quadratic convergence of this method is proved. There are numerous other various LM methods to solve (1); interested readers are referred to [10–12] for related work. In order to discuss the range of parameter \( \lambda_k \), inspired by [6, 8, 9], in this paper, we choose a new LM parameter as follows:

\[
\lambda_k = \mu_k \left( \theta \frac{\|F_k\|^2}{1 + \|F_k\|^2} + (1 - \theta) \frac{\|J_k^T F_k\|^2}{1 + \|J_k^T F_k\|^2} \right), \quad \delta \in (0, 2], \theta \in [0, 1],
\]

(4)

where \( \lambda_k \) is a convex combination of \( \|F_k\|^2/(1 + \|F_k\|^2) \) and \( \|J_k^T F_k\|^2/(1 + \|J_k^T F_k\|^2) \) and \( \mu_k \) is updated with trust region technology in each iteration.

Now, we set

\[
\phi(x) = \|F(x)\|^2
\]

(5)

as the merit function for (1). We define the actual reduction and the predicted reduction of \( \phi(x) \) at the \( k \)th iteration as follows:

\[
\text{Ared}_k = \|F_k\|^2 - \|F(x_k + d_k)\|^2,
\]

(6)

\[
\text{Pred}_k = \|F_k\|^2 - \|F_k + J_k d_k\|^2,
\]

(7)

where \( d_k \) is computed by (3). The following ratio is

\[
r_k = \frac{\text{Ared}_k}{\text{Pred}_k}.
\]

(8)

Grippo applied the nonmonotone line search technique to Newton’s method in [13]; some authors have extended the nonmonotone techniques to trust region algorithm and proposed a lot of effective nonmonotone trust region methods in [14, 15]. And Amini proposed nonmonotone line search technique for the LM method in [6]. Numerical experiments show that the algorithm with the nonmonotone technique is more efficient than the algorithm without the nonmonotone technique. Inspired by these theories, we apply a nonmonotone strategy to LM method in this paper. Let us replace actual reduction (6) with the following actual reduction:

\[
\overline{\text{Ared}}_k = F_{t(k)}^2 - \|F(x_k + d_k)\|^2,
\]

(9)

where

\[
F_{t(k)} = \max_{0 \leq j \leq n(k)} \left\{ \|F_k\| \right\}, \quad k = 0, 1, \ldots,
\]

(10)

\( n(k) = \min\{N_0, k\} \), and \( N_0 \) is a positive integer constant. Obviously, by this change, \( \|F_{k+1}\| \) will be compared with the max\( \max_{0 \leq j \leq n(k)} \|F_{k-j}\| \) in each iteration, further leading to affect the ratio. The ratio after the change is

\[
r_k = \frac{\overline{\text{Ared}}_k}{\text{Pred}_k}.
\]

(11)

It can be used to decide whether the trial step is accepted and update the trust region parameter \( \mu_k \).

The paper is organized as follows. In Section 2, we present a new algorithm and then prove the global convergence of the new algorithm under some conditions. In Section 3, under the local error bound condition, the convergence of the new Levenberg–Marquardt method is shown to be at least superlinear. In Section 4, the new algorithm is an effective algorithm, which is demonstrated by numerical results. At last, we give some conclusions in Section 5.

2. The Efficient Algorithm and Global Convergence

In this section, firstly, we present the new efficient LM algorithm and then prove the global convergence of the new algorithm.

When sequence \( \{x_k\} \) is close to the solution, the steps may be too large, so we require

\[
\mu_k \geq m,
\]

(12)

in the new algorithm, where \( m \) is a positive constant, and this is implemented by Step 5.

**Lemma 1.** For all \( k \in N \), we have

\[
\text{Pred}_k \geq \|J_k^T F_k\| \min \left\{ \|d_k\|, \frac{\|J_k^T F_k\|}{\|J_k^T J_k\|} \right\}.
\]

(13)

**Proof.** This proof is directly derived from the important theory given by Powell in [16]. From literature [6], the following lemma can be obtained. \( \square \)

**Lemma 2.** Suppose the sequence \( \{x_k\} \) be generated by Algorithm 1, then the sequence \( \{F_{t(k)}\} \) converges.

Next we present some of the assumptions needed in the following content.

**Assumption 1**

(a) \( F(x) \) is continuously differentiable and Lipschitz continuous; i.e., there exists a positive constant \( L_2 \) that makes

\[
\|F(y) - F(x)\| \leq L_2 \|y - x\|.
\]

(14)
(b) $J(x)$ is Lipschitz continuous; i.e., there exists a positive constant $L_2$ such that
\[
\|J(y) - J(x)\| \leq L_2 \|y - x\|.
\] (15)

**Lemma 3.** If Assumption 1 holds, then we have
\[
\|F(y) - F(x) - J(x)(y - x)\| \leq L_1 \|y - x\|^2,
\] (16)
\[
J(x) \leq L_2.
\] (17)

**Proof.** The proof of (17) can be found in [17]. So, we only prove (16). Using mean value theorem, there exists $z \in [x, y]$ that makes
\[
F(y) = F(x) + J(x)(y - x),
\] (18)
and hence,
\[
F(y) - F(x) - J(x)(y - x) = (J(z) - J(x))(y - x).
\] (19)

According to the last equation, we can obtain
\[
\|F(y) - F(x) - J(x)(y - x)\| \leq \|J(z) - J(x)\| \|y - x\| \leq L_1 \|z - x\| \|y - x\| \leq L_1 \|y - x\|^2.
\] (20)

So (16) is true. \qed

**Theorem 1.** Suppose that Assumption 1 is true. Then, Algorithm 1 terminates in finite iterations or satisfies
\[
\liminf_{k \to \infty} \|F^T_{i(I(k))} = 0.
\] (21)

**Proof.** Assume that the theorem is incorrect; then, there exist a positive constant $\epsilon_0$ and a constant $k_0 \in N$ that makes
\[
\|F^T_{i(I(k))} \geq \epsilon_0, \quad \forall k \geq k_0.
\] (22)

Firstly, we prove that
\[
\lim_{k \to \infty} \|F(x_{i(k)})\| = \lim_{k \to \infty} \|F(x_k)\|.
\] (23)

Since $d_k$ is accepted by the algorithm, we have
\[
F_{i(k)}^2 - \|F(x_k + d_k)\|^2 \geq p_0 \text{Pred}_{i(k)}.
\] (24)

This, along with (17), (22), and Lemma 1, for all $k \geq k_0$, that means
\[
F_{i(I(k))}^2 - F_{i(I(k))} \geq p_0 \|F^T_{i(I(k))} \min \left\{ \|d_k\|, \frac{\|F^T_{i(I(k))} \|}{\|J_{i(I(k))}\|} \right\}
\] (25)
\[
\geq p_0 \epsilon_0 \min \left\{ \|d_k\|, \frac{\epsilon_0}{L_2^2} \right\}.
\]
Replacing $k$ with $l(k) - 1$, for all sufficiently large $k$, there is
\[
F_{i(I(k))}^2 - F_{i(I(k))} \geq p_0 \min \left\{ \|d_{i(I(k))}\|, \frac{\epsilon_0}{L_2^2} \right\}.
\] (26)

From Lemma 2
\[
\lim_{k \to \infty} \left( \|F_{i(I(k))}^2 - F_{i(I(k))}\|^2 \right) = 0,
\] (27)
which together with the last inequality yields
\[
\lim_{k \to \infty} \min \left\{ \|d_{i(I(k))}\|, \frac{\epsilon_0}{L_2^2} \right\}. \quad \text{(28)}
\]

$\epsilon_0/L_2$ is a positive constant, so
\[
\lim_{k \to \infty} \norm{d_{i(I(k))}} = 0. \quad \text{(29)}
\]

Using Assumption 1, the last equality implies that
\[
\lim_{k \to \infty} \|F(x_{i(k)})\| = \lim_{k \to \infty} \|F(x_{i(k)})\|. \quad \text{(30)}
\]

Let $\bar{I}(k) = I(k + N_0 + 2)$. Using induction, for all $j \geq 1$, we can show that
\[
\lim_{k \to \infty} \|d_{\bar{I}(k)-j}\| = 0. \quad \text{(31)}
\]

For $j = 1$, we can have from (31) that (29) is true. Assuming that (29) is true for given $j$, we show that (29) holds for given $j + 1$. Let $k$ be large enough such that $\bar{I}(k) - (j + 1) > 0$. Substituting $k$ with $\bar{I}(k) - j - 1$ and using (24), we obtain
\[
F_{i(I(k))}^2 - \|F_{i(I(k))} - F_{i(I(k))}\|^2 \geq p_0 \text{Pred}_{i(I(k))}. \quad \text{(32)}
\]

Similarly, we can deduce that
\[
\lim_{k \to \infty} \|d_{\bar{I}(k)-j}\| = 0. \quad \text{(33)}
\]

Therefore (31) holds. Along with Assumption 1 we imply that
\[
\lim_{k \to \infty} \|F(x_{\bar{I}(k)-j})\| = \lim_{k \to \infty} \|F(x_{\bar{I}(k)-j})\|. \quad \text{(34)}
\]

Similarly, for any given $j \geq 1$, we have $\lim_{k \to \infty} \|F(x_{\bar{I}(k)-j})\| = \lim_{k \to \infty} \|F(x_{\bar{I}(k)-j})\|$. On the one hand, for any $k$, we have
\[
x_{k+1} = x_{\bar{I}(k) - 1} - \sum_{j=1}^{\bar{I}(k)-j} d_{\bar{I}(k)-j}. \quad \text{(35)}
\]

Using (31) and the fact that $\bar{I}(k) - j - 1 \leq N_0 + 1$, we have
\[
\lim_{k \to \infty} \|x_{k+1} - x_{\bar{I}(k)}\| = 0. \quad \text{(36)}
\]

With Assumption 1, we conclude
\[
\lim_{k \to \infty} \|F(x_{k})\| = \lim_{k \to \infty} \|F(x_{\bar{I}(k)})\| = \lim_{k \to \infty} \|F(x_{k})\|. \quad \text{(37)}
\]
And then (22) is proved. By using (22) and (25), we can deduce that
\[
\lim_{k \to \infty} \|d_k\| = 0. \tag{38}
\]

Then, it follows from (3) in Algorithm 1, (17), and (22) that
\[
\mu_k \to \infty, \text{as } k \to \infty. \tag{39}
\]

On the other hand, by (6), (8), (17), (22), (38), and Lemma 1, we can deduce that
\[
r_k = \frac{\text{Ared}_k}{\text{Pred}_k} = \frac{\|F_k\|^2 - \|F_{k+1}\|^2}{\text{Pred}_k} = 1 + \frac{\|F_k + J_k d_k\|O(\|d_k\|^2) + O(\|d_k\|^4)}{\text{Pred}_k} \leq 1 + \frac{\|F_k + J_k d_k\|O(\|d_k\|^2) + O(\|d_k\|^4)}{\|J_k F_k\| \min(\|d_k\|, \|J_k F_k, F_k J_k\|)} \leq 1 + \frac{O(\|d_k\|^4)}{\|d_k\|^4} \to 1.
\]

And then combined with (8) and (10), we can see that
\[
r_k = \frac{\text{Ared}_k}{\text{Pred}_k} = \frac{\|F_k\|^2 - \|F_{k+1}\|^2}{\text{Pred}_k} = 1 + \frac{\|F_k + J_k d_k\|O(\|d_k\|^2) + O(\|d_k\|^4)}{\text{Pred}_k} \leq 1 + \frac{\|F_k + J_k d_k\|O(\|d_k\|^2) + O(\|d_k\|^4)}{\|J_k F_k\| \min(\|d_k\|, \|J_k F_k, F_k J_k\|)} \leq 1 + \frac{O(\|d_k\|^4)}{\|d_k\|^4} \to 1.
\]

Considering Algorithm 1, obviously, for all large k, there exists a positive constant \( \bar{M} > m \) such that \( \mu_k < \bar{M} \), which conflicts with (22) and so Theorem 1 is true. \( \square \)

3. Local Convergence

Definition 1. Let \( N \) be a subset of \( \mathbb{R}^n \) that makes \( N \cap X^* \neq \emptyset \). We say \( \|F(x)\| \) provides a local error bounded on \( N \) for (1), where \( \|x_k - \bar{x}_k\| = \text{dist}(x_k, X^*) \), if there exists a positive constant \( C_1 \) such that
\[
\|F(x)\| \geq C_1 \text{dist}(x, X^*), \quad \forall x \in N. \tag{42}
\]

Assumption 2

(a) \( F(x) \) is continuously differentiable, and \( \|F(x)\| \) provides a local error bound on subset \( N(x^*, b) \) for problem (1), where
\[
N(x^*, b) = \{ x \in \mathbb{R}^n \| x - x^* \| \leq b, \quad 0 < b < 1. \tag{43}
\]

(b) \( F(x) \) and \( J(x) \) are both Lipschitz continuous on \( N(x^*, b) \); that is, there exist two positive constants \( L_1, L_2 \) that make
\[
\|J(y) - J(x)\| \leq L_1 \|y - x\|, \quad \forall x, y \in N(x^*, b), \tag{44}
\]
\[
\|F(y) - F(x)\| \leq L_2 \|y - x\|, \quad \forall x, y \in N(x^*, b), \tag{45}
\]
which implies
\[
\|F(y) - F(x) - J(x)(y - x)\| \leq L_1 \|y - x\|^2, \quad \forall x, y \in N(x^*, b). \tag{46}
\]

Lemma 4. Suppose that Assumption 2 is true. Then, for all sufficiently large \( k \), we have the following.

(1) There exists a positive constant \( M > m \) that makes \( \mu_k \leq M. \tag{47} \)

(2) \( \lambda_k \geq C_3 \|x_k - \bar{x}_k\|^6 \), where \( C_3 = (C_1/2)m\theta + (C_2/2)m(1 - \theta). \)

Proof. The proof process of (1) is the same as that of Lemma 3.2 in [6], so we are not going to prove it here and only give the proof of (2).
\[
\|F_k\|^2 = F^T_k F_k = F^T_k (F(x_k) + J_k(x_k - \bar{x}_k)) + F^T_k V_k. \tag{48}
\]

We can obtain from Definition 1 and (45) and (46) that
\[
\|J^T_k F_k\| \|x_k - \bar{x}_k\| \geq C_3^2 \|x_k - \bar{x}_k\|^3 - L_1 L_2 \|x_k - \bar{x}_k\|^2, \tag{50}
\]
\[
\|J^T_k F_k\| \geq C_3 \|x_k - \bar{x}_k\| - L_1 L_2 \|x_k - \bar{x}_k\|^2 \geq C_3 \|x_k - \bar{x}_k\|. \tag{51}
\]

Thus we obtain
\[
\|J^T_k F_k\|^6 \geq C_3^6 \|x_k - \bar{x}_k\|^6. \tag{52}
\]

Then we show the following inequalities:
\[
\frac{\|F_k\|^6}{1 + \|F_k\|^6} \leq \frac{C_1^6}{2} \|x_k - \bar{x}_k\|^6, \tag{53}
\]
\[
\frac{\|J^T_k F_k\|^6}{1 + \|J^T_k F_k\|^6} \leq \frac{C_3^6}{2} \|x_k - \bar{x}_k\|^6. \tag{54}
\]

If \( \|F_k\| \leq 1 \), then the following holds:
\[
\frac{\|F_k\|^6}{1 + \|F_k\|^6} \geq \frac{C_1^6}{2} \|x_k - \bar{x}_k\|^6, \tag{55}
\]
and if \( \|F_k\| > 1 \), then
\[
\frac{\|F_k\|^\delta}{1 + \|F_k\|^\delta} > \frac{1}{2}
\]

(54)

Through the above two inequalities, we have
\[
\frac{\|F_k\|^\delta}{1 + \|F_k\|^\delta} \geq \max \left\{ \frac{1}{2}, \frac{C_\delta}{2} \|x_k - \bar{x}_k\|^\delta \right\}.
\]

(55)

Similarly, if \(\|J_k^TF_k\| \leq 1\), then the following holds
\[
\frac{\|J_k^TF_k\|^\delta}{1 + \|J_k^TF_k\|^\delta} \geq \frac{\|J_k^TF_k\|^\delta}{2} \geq \frac{C_\delta^2}{2} \|x_k - \bar{x}_k\|^\delta.
\]

(56)

and if \(\|J_k^TF_k\| > 1\), we have
\[
\frac{\|J_k^TF_k\|^\delta}{1 + \|J_k^TF_k\|^\delta} > \frac{1}{2}
\]

(57)

Hence, we obtain
\[
\frac{\|J_k^TF_k\|^\delta}{1 + \|J_k^TF_k\|^\delta} \geq \max \left\{ \frac{1}{2}, \frac{C_\delta^2}{2} \|x_k - \bar{x}_k\|^\delta \right\}.
\]

(58)

From Algorithm 1, (52), and (58), we have
\[
\lambda_k = \mu_k \left( \theta \frac{\|F_k\|^\delta}{1 + \|F_k\|^\delta} + (1 - \theta) \frac{\|J_k^TF_k\|^\delta}{1 + \|J_k^TF_k\|^\delta} \right)
\]
\[
\geq \frac{C_\delta}{2} m \theta \|x_k - \bar{x}_k\|^\delta + \frac{C_\delta^2}{2} m (1 - \theta) \|x_k - \bar{x}_k\|^\delta \geq C_3 \|x_k - \bar{x}_k\|^\delta,
\]

(59)

where \(C_3 = (C_\delta^3/2)m\theta + (C_\delta^3/2)m (1 - \theta)\). So when \(\|x_k - \bar{x}_k\|\) is sufficiently small,
\[
\lambda_k \geq C_3 \|x_k - \bar{x}_k\|^\delta.
\]

(60)

**Lemma 5.** Suppose that Assumption 2 is true, for all sufficiently large \(k\). \(\|d_k\|\) computed by (3) satisfies
\[
\|d_k\| \leq O\left(\|x_k - \bar{x}_k\|\right).
\]

(61)

**Proof.** If we set \(\varphi_k (d) = \|F_k + J_k d\|^2 + \lambda_k |d|^2\), then we have from (3) that \(d_k\) is a minimizer of \(\varphi_k (d)\), so it follows from Algorithm 1, (12), (45), (46), and \(\|F(\bar{x}_k)\| = 0\) that
\[
\|d_k\|^2 \leq \frac{1}{\lambda_k} \varphi_k (x_k - \bar{x}_k)
\]
\[
= \frac{1}{\lambda_k} \left( \|F_k + J_k (x_k - \bar{x}_k)\|^2 + \lambda_k \|x_k - \bar{x}_k\|^2 \right)
\]
\[
\leq \frac{1}{C_3} \|x_k - \bar{x}_k\|^\delta \left( \|F_k + J_k (x_k - \bar{x}_k)\|^2 + \lambda_k \|x_k - \bar{x}_k\|^2 \right)
\]
\[
\leq \frac{L_2^4 \|x_k - \bar{x}_k\|^4 + \|x_k - \bar{x}_k\|^2}{C_3} \|x_k - \bar{x}_k\|^\delta
\]
\[
= O\left(\|x_k - \bar{x}_k\|^\delta\right).
\]

(62)

So there is
\[
\|d_k\| \leq O\left(\|x_k - \bar{x}_k\|\right).
\]

(63)

**Lemma 6.** Suppose that Assumption 2 is true, for all sufficiently large \(k\). So, we have
\[
\lambda_k \leq C_4 \|x_k - \bar{x}_k\|^\delta.
\]

(64)

**Proof.** Firstly, we deal with these two equations:
\[
\frac{\|F_k\|^\delta}{1 + \|F_k\|^\delta} \leq \frac{\|J_k^TF_k\|^\delta}{1 + \|J_k^TF_k\|^\delta} \leq \frac{\|J_k^TF_k\|^\delta}{\|J_k^TF_k\|^\delta} \leq \|J_k^TF_k\|^\delta \leq \|F_k - F(\bar{x}_k)\| \leq L_2 \|x_k - \bar{x}_k\|^\delta.
\]

(65)

On the other hand,
\[
\frac{\|J_k^TF_k\|^\delta}{1 + \|J_k^TF_k\|^\delta} \leq \frac{\|J_k^TF_k\|^\delta}{\|J_k^TF_k\|^\delta} \leq \frac{\|J_k^TF_k\|^\delta}{\|J_k^TF_k\|^\delta} \leq \|J_k^TF_k\|^\delta \leq \frac{L_2 \|x_k - \bar{x}_k\|^\delta}{\|J_k^TF_k\|^\delta}.
\]

(66)

We conclude
\[
\lambda_k = \mu_k \left( \theta \frac{\|F_k\|^\delta}{1 + \|F_k\|^\delta} + (1 - \theta) \frac{\|J_k^TF_k\|^\delta}{1 + \|J_k^TF_k\|^\delta} \right)
\]
\[
\leq M \left( \theta \|x_k - \bar{x}_k\|^\delta + (1 - \theta) \lambda_k \|x_k - \bar{x}_k\|^\delta \right)
\]
\[
\leq C_4 \|x_k - \bar{x}_k\|^\delta,
\]

where \(C_4 = M \theta L_2^4 + M (1 - \theta)L_2^4 L_2^\delta\).
Without loss of generality, for all \( x \in N(x^*, b) \cap X^* \), suppose that \( \text{rank}(J(x)) = r \), and we prove the local convergence of Algorithm 1 by singular value decomposition (SVD) of \( J(x) \).

\[
J(x) = [U_1, U_2] \begin{bmatrix}
\Sigma_1 & 0 \\
0 & \Sigma_2
\end{bmatrix} \begin{bmatrix}
V_1^T \\
V_2^T
\end{bmatrix},
\]

(68)

where \( \Sigma_1 = \text{diag}(\sigma_1, \ldots, \sigma_r) \) with \( \sigma_1 \geq \sigma_2 \geq \cdots \geq \sigma_r > 0 \), \( \text{rank}(\Sigma_1) = r \), \( U = [U_1, U_2] \), and \( V = [V_1, V_2] \). And assume the SVD of \( J(x) \) are as follows:

\[
J(x) = U \Sigma V^T = [U_1, U_2, U_3] \begin{bmatrix}
\Sigma_1 & 0 & 0 \\
0 & \Sigma_2 & 0 \\
0 & 0 & \Sigma_3
\end{bmatrix} \begin{bmatrix}
V_1^T \\
V_2^T \\
V_3^T
\end{bmatrix},
\]

(69)

where \( U = [U_1, U_2, U_3] \) and \( V = [V_1, V_2, V_3] \) are two orthogonal matrices. \( \Sigma_1 = \text{diag}(\sigma_1, \sigma_2, \ldots, \sigma_r) \), \( \sigma_1 \geq \sigma_2 \geq \cdots \geq \sigma_r > 0 \), and \( \Sigma_3 = \text{diag}(\sigma_{r+1}, \sigma_{r+2}, \ldots, \sigma_{r+q}) \), \( \sigma_{r+1} \geq \sigma_{r+2} \geq \cdots \geq \sigma_{r+q} > 0 \).

Since \( J(x) \) is Lipschitz continuous, by the theory of matrix perturbation [18], we have

\[
\|\text{diag}(\Sigma_1 - \Sigma_1, \Sigma_2, 0)\| \leq \|J_k - J_k\| \leq L_1 \|x_k - x_k\|.
\]

(70)

So there is

\[
d_k = -V_1 (\Sigma_1^2 + \lambda_k I)^{-1} \Sigma_1 U_1^T F_k - V_2 (\Sigma_2^2 + \lambda_k I)^{-1} \Sigma_2 U_2^T F_k,
\]

(73)

\[
F_k + J_k d_k = F_k - U_1 \Sigma_1 (\Sigma_1^2 + \lambda_k I)^{-1} \Sigma_1 U_1^T F_k - U_2 \Sigma_2 (\Sigma_2^2 + \lambda_k I)^{-1} \Sigma_2 U_2^T F_k
\]

\[
= \lambda_k U_1 (\Sigma_1^2 + \lambda_k I)^{-1} U_1^T F_k + \lambda_k U_2 (\Sigma_2^2 + \lambda_k I)^{-1} U_2^T F_k.
\]

(74)

From (47), (71), Definition 1, and Lemma 5, we have

\[
\|F_k + J_k d_k\| \leq \lambda_k \|U_1 U_1^T F_k\| + \|U_2 U_2^T F_k\|
\]

(75)

\[
\leq C_4 \|x_k - x_k\|^\delta \|\|x_k - x_k\|\| + O\left(\|x_k - x_k\|^2\right)
\]

\[
\leq C_4 \|x_k - x_k\|^\delta \|\|x_k - x_k\|\| + O\left(\|x_k - x_k\|^2\right)
\]

\[
\leq O\left(\|x_k - x_k\|^\delta \|\|x_k - x_k\|\| + O\left(\|x_k - x_k\|^2\right)\right).
\]

(76)

From (44), (46), (74), Definition 1, and Lemma 5, we conclude that

\[
C_1 \|(x_{k+1} - x_{k+1})\| \leq \|F(x_{k+1})\| = \|F(x_k + d_k)\|
\]

(77)

\[
\leq O\left(\|x_k - x_k\|^\delta \|\|x_k - x_k\|\| + O\left(\|x_k - x_k\|^2\right)\right).
\]

On the other hand, it is obvious that

\[
\|x_k - x_k\| \leq \|x_{k+1} - x_k\| + \|x_k - x_{k+1}\| + d_k.
\]

(78)

It follows from (75) and Lemma 5 that \( \|x_k - x_k\| \leq 2\|d_k\| = O\left(\|x_k - x_k\|\right) \) holds for all sufficiently large \( k \). So, \( \|d_k\| = O\left(\|x_k - x_k\|\right) \), and this is related to (75).

We deduce that if \( \delta \in (0, 1) \), \( \|x_k - x_k\| = O\left(\|d_k\|^{1+\delta}\right) \). If \( \delta \in [1, 2) \), \( \|x_k - x_k\| = O\left(\|d_k\|^2\right) \). So if \( \delta \in (0, 1) \), \( \{x_k\} \) converges superlinearly to the solution; otherwise, if \( \delta \in [1, 2) \), \( \{x_k\} \) converges quadratically to the solution.

\section{4. Numerical Experiments}

In Section 5, we compare the performance of Algorithm 1 with Algorithm 2.1 (writing Algorithm 2.1 as AELM) in [6] through some numerical experiments. The test function \( F(x) \) is improved by the method in [19]. The form is as follows:

\[
F(x) = F(x) - J(x^*) A (A^T A)^{-1} A^T (x - x),
\]

(79)
Input: given $x_0 \in \mathbb{R}^n, N_0 > 0, \mu_0 > m > 0, \varepsilon > 0, 0 < p_0 < p_1 < p_2 < 1, k := 0$

Output:

Step 1. If $\|J^T_k F_k\| \leq \varepsilon$, stop. Otherwise, set

$$
\lambda_k = \mu_k (\theta \|F_k\| / (1 + \|F_k\|) + (1 - \theta) \|J^T_k F_k\| / (1 + \|J^T_k F_k\|)),
$$

where $\theta \in [0, 1], \delta \in (0, 2]$.

Step 2. Compute the search direction

$$
d_k = (J^T_k J_k + \lambda_k I)^{-1} J^T_k F_k.
$$

Step 3. By (7), (8), and (10), compute $\text{Pred}_k, \overline{A}_{\text{red}}_k, \overline{r}_k$.

Step 4. Set

$$
x_{k+1} = \begin{cases} 
  x_k + d_k, & \overline{r}_k \geq p_0 \\
  x_k, & \overline{r}_k < p_0 
\end{cases}
$$

Step 5. Choose $\mu_{k+1}$ as

$$
\mu_{k+1} = \begin{cases} 
  4\mu_k, & \overline{r}_k < p_1 \\
  \mu_k, & \overline{r}_k \in [p_1, p_2] \\
  \max\{\left(\mu_k / 4\right), m\}, & \overline{r}_k > p_2
\end{cases}
$$

Step 6. Set $k := k + 1$, and go to Step 1.

**Algorithm 1:** A modified efficient Levenberg–Marquardt algorithm.

**Table 1:** Results on singular nonlinear equations with rank($F'(x^*)$) = $n - 1$.

| Problem                  | $n$ | $x_0$ | AELM | Algorithm with $\delta = 1$ | Algorithm with $\delta = 2$ |
|--------------------------|-----|-------|------|-----------------------------|-------------------------------|
|                          |     |       |      | $\theta = 0$ | $\theta = 0.5$ | $\theta = 0$ | $\theta = 0.5$ | $\theta = 1$ |
|                           |     |       |      |                |                               |                             |                             |               |
| Helical valley function   | 3   | -100  | 7/7  | 7/7            | 8/8                          | 9/9                          | 7/7                          | 7/7            |
|                          |     | -10   | 6/6  | 6/6            | 7/7                          | 7/7                          | 6/6                          | 6/6            |
|                          |     | -1    | 9/9  | 9/9            | 9/9                          | 9/9                          | 9/9                          | 9/9            |
|                          |     | 10    | 8/8  | 8/8            | 8/8                          | 9/9                          | 8/8                          | 8/8            |
|                          |     | 100   | 8/8  | 8/8            | 8/8                          | 8/8                          | 8/8                          | 8/8            |
| Discrete boundary value   | 10  | -100  | 14/14| 14/14          | 14/14                        | 14/14                        | 14/14                        | 14/14          |
|                          |     | -10   | 11/11| 10/10          | 10/10                        | 10/10                        | 10/10                        | 10/10          |
|                          |     | -1    | 8/8  | 8/8            | 8/8                          | 7/7                          | 7/7                          | 7/7            |
|                          |     | 10    | 3/3  | 3/3            | 3/3                          | 4/4                          | 4/4                          | 4/4            |
|                          |     | 100   | 9/9  | 9/9            | 9/9                          | 9/9                          | 9/9                          | 9/9            |
|                          |     | -10   | 14/14| 13/13          | 14/14                        | 13/13                        | 14/14                        | 14/14          |
|                          |     | -10   | 11/11| 9/9            | 11/11                        | 8/8                          | 9/9                          | 9/9            |
|                          |     | -1    | 12/12| 5/5            | 5/5                          | 4/4                          | 4/4                          | 4/4            |
|                          |     | 1     | 4/4  | 4/4            | 4/4                          | 3/3                          | 3/3                          | 3/3            |
|                          |     | 10    | 7/7  | 7/7            | 7/7                          | 7/7                          | 5/5                          | 8/8            |
|                          |     | 100   | 12/12| 11/11          | 12/12                        | 11/11                        | 12/12                        | 12/12          |
|                          |     | -100  | 15/15| 13/13          | 15/15                        | 12/12                        | 14/14                        | 15/15          |
|                          |     | -10   | 8/8  | 6/6            | 7/7                          | 5/5                          | 6/6                          | 6/6            |
|                          |     | -1    | 6/6  | 5/5            | 4/4                          | 4/4                          | 4/4                          | 4/4            |
|                          |     | 1     | 1/1  | 1/1            | 1/1                          | 1/1                          | 1/1                          | 1/1            |
|                          |     | 10    | 8/8  | 6/6            | 7/7                          | 5/5                          | 6/6                          | 6/6            |
|                          |     | 100   | 15/15| 12/12          | 14/14                        | 11/11                        | 13/13                        | 14/14          |
### Table 1: Continued.

| Problem                         | n   | $x_0$  | AELM  | Algorithm with $\delta = 1$ | Algorithm with $\delta = 2$ |
|--------------------------------|-----|--------|-------|-----------------------------|-----------------------------|
|                                |     |        |       | $\theta = 0$ | $\theta = 0.5$ | $\theta = 0$ | $\theta = 0.5$ | $\theta = 1$ |
| Discrete integral equation     | 30  |        |       | 16/16         | 16/16         | 16/16         | 16/16         | 16/16         |
|                                |     |        |       | 11/11         | 11/11         | 11/11         | 11/11         | 11/11         |
|                                |     | 9/9    |       | 9/9           | 9/9           | 9/9           | 9/9           | 9/9           |
|                                |     | 7/7    |       | 7/7           | 7/7           | 6/6           | 6/6           | 6/6           |
|                                |     | 11/11  |       | 11/11         | 11/11         | 11/11         | 11/11         | 11/11         |
|                                |     | 10/10  |       | 10/10         | 10/10         | 10/10         | 10/10         | 10/10         |
|                                |     | 16/16  |       | 16/16         | 16/16         | 16/16         | 16/16         | 16/16         |
|                                |     | 12/12  |       | 12/12         | 12/12         | 12/12         | 12/12         | 12/12         |
|                                | 100 | 9/9    |       | 10/10         | 10/10         | 10/10         | 10/10         | 10/10         |
|                                |     | 8/12   |       | 8/12          | 8/12          | 8/12          | 8/12          | 8/12          |
|                                |     | 11/11  |       | 11/11         | 11/11         | 11/11         | 11/11         | 11/11         |
|                                |     | 10/10  |       | 10/10         | 10/10         | 10/10         | 10/10         | 10/10         |
|                                |     | 100    |       | 100/100       | 100/100       | 100/100       | 100/100       | 100/100       |
|                                | 500 | 9/9    |       | 10/10         | 10/10         | 10/10         | 10/10         | 10/10         |
|                                |     | 8/12   |       | 8/12          | 8/12          | 8/12          | 8/12          | 8/12          |
|                                |     | 11/11  |       | 11/11         | 11/11         | 11/11         | 11/11         | 11/11         |
|                                |     | 10/10  |       | 10/10         | 10/10         | 10/10         | 10/10         | 10/10         |
|                                |     | 100    |       | 100/100       | 100/100       | 100/100       | 100/100       | 100/100       |

### Table 2: Numerical results for singular nonlinear equations with $rank(F'(x^*) = n - 1)$.

| Problem                      | n   | $x_0$  | AELM (times: 3.63) | Iters/fnorm/trust/El |
|------------------------------|-----|--------|--------------------|----------------------|
| Rosenbrock                   | 2   | 1      | 16/1.5876e-07      | 07/1.1044            |
|                              |     | 10     | 18/1.199e-07       | 07/1.038             |
|                              |     | 100    | 21/1.360e-07       | 07/1.034             |
|                              |     | 1      | 40/2.090e-07       | 07/1.017             |
|                              |     | 10     | 25/3.4159e-07      | 07/1.028             |
|                              |     | 100    | 30/3.4445e-07      | 07/1.023             |
|                              |     | 4      | 16/1.5876e-07      | 07/1.044             |
|                              |     | 10     | 19/1.9262e-07      | 07/1.037             |
|                              |     | 100    | 22/2.8391e-07      | 07/1.032             |
|                              | 3    | 1      | 8/7.2842e-07       | 07/1.090             |
|                              |     | 10     | 23/7.9915e-07      | 07/1.030             |
|                              |     | 100    | 45/6.5326e-07      | 07/1.015             |
|                              | 10   | 1      | 3/0.00016727       | 01/2.59               |
|                              |     | 10     | 11/5.6012e-07      | 01/0.064             |
|                              |     | 100    | 9/9.2906e-07       | 01/0.079             |
|                              | 30   | 1      | 7/9.5122e-07       | 01/1.103             |
|                              |     | 10     | 11/9.8059e-07      | 01/1.064             |
|                              |     | 100    | 10/1.0601e-07      | 01/0.071             |
|                              | 10   | 1      | 8/5.2977e-07       | 01/1.008             |
|                              |     | 10     | 19/2.3813e-07      | 01/0.037             |
|                              |     | 100    | –/46.227e-07       | –/29.583/01          |
|                              | 10   | 1      | 14/2.2087e-07      | 01/0.050             |
|                              |     | 10     | 16/1.1269e-07      | 01/0.044             |
|                              |     | 100    | 19/3.702e-07       | 01/0.037             |
|                              | 30   | 1      | 9/2.2916e-07       | 01/1.007             |
|                              |     | 10     | 14/1.419e-05       | 01/0.050             |
|                              |     | 100    | 17/2.5157e-05      | 01/0.041             |
|                              | 1    | 12/4.227e-07 | 01/0.059           |
|                              | 30   | 10     | 18/4.5992e-06      | 01/0.039             |
|                              |     | 100    | 24/2.7182e-07      | 01/0.029             |

**Mathematical Problems in Engineering**
### Table 3: Results on singular nonlinear equations with rank \((F'(x^*) = n - 2)\)

| Problem                      | \(n\) | \(x_0\) | \(\theta = 0\) | \(\theta = 0.5\) | \(\theta = 0\) | \(\theta = 0.5\) | \(\theta = 1\) |
|------------------------------|-------|---------|----------------|----------------|----------------|----------------|------------|
| **Powell badly scaled**      | 2     | –100    | 852/717        | 275/250        | 169/158        | 1802/1521      | 2585/2168  | 366/318    |
|                              |       | –10     | 183/167        | 97/79          | 3/103          | 2754/2296      | 2585/2168  | 341/279    |
|                              |       | 1       | 1288/1076      | 128/111        | 127/105        | –             | 996/833    | 711/591    |
|                              |       | 10      | 3/3            | 92/76          | 3/3            | 7/4            | 7/4         | 1043/873   |
|                              | 100    | 3/3     | 92/76          | 3/3            | 7/4            | 7/4            | 1043/873   | 1954/1622  |
| **Discrete boundary value**  | 10    | –100    | 14/14          | 14/14          | 14/14          | 14/14          | 14/14      | 14/14      |
|                              |       | –10     | 11/11          | 10/10          | 11/11          | 10/10          | 10/10      | 10/10      |
|                              |       | –1      | 8/8            | 8/8            | 8/8            | 7/7            | 7/7         | 7/7         |
|                              |       | 1       | 3/3            | 3/3            | 3/3            | 4/4            | 4/4         | 4/4         |
|                              |       | 10      | 11/11          | 10/10          | 10/10          | 9/9            | 9/9         | 9/9         |
|                              | 100    | 10/10   | 10/10          | 10/10          | 10/10          | 10/10          | 10/10      | 10/10      |
| **Discrete integral equation** | 100   | –100    | 14/14          | 13/13          | 14/14          | 13/13          | 14/14      | 14/14      |
|                              |       | –10     | 11/11          | 9/9            | 11/11          | 8/8            | 9/9         | 9/9         |
|                              |       | –1      | 6/6            | 5/5            | 5/5            | 4/4            | 4/4         | 4/4         |
|                              |       | 1       | 4/4            | 4/4            | 4/4            | 3/3            | 3/3         | 3/3         |
|                              |       | 10      | 7/7            | 9/9            | 7/7            | 7/7            | 8/8         | 8/8         |
|                              | 100    | 13/13   | 12/12          | 13/13          | 11/11          | 12/12          | 13/13      | 13/13      |
| **Discrete integral equation** | 30    | –100    | 16/16          | 16/16          | 16/16          | 16/16          | 16/16      | 16/16      |
|                              |       | –10     | 11/11          | 11/11          | 11/11          | 11/11          | 11/11      | 11/11      |
|                              |       | –1      | 9/9            | 9/9            | 9/9            | 9/9            | 9/9        | 9/9        |
|                              |       | 1       | 7/7            | 7/7            | 7/7            | 6/6            | 6/6         | 6/6         |
|                              |       | 10      | 11/11          | 11/11          | 11/11          | 11/11          | 11/11      | 11/11      |
|                              | 100    | 12/12   | 12/12          | 12/12          | 12/12          | 12/12          | 12/12      | 12/12      |
| **Discrete integral equation** | 100   | –100    | 16/16          | 16/16          | 16/16          | 16/16          | 16/16      | 16/16      |
|                              |       | –10     | 12/12          | 12/12          | 12/12          | 12/12          | 12/12      | 12/12      |
|                              |       | –1      | 10/10          | 10/10          | 10/10          | 9/9            | 9/9         | 9/9         |
|                              |       | 1       | 8/8            | 7/7            | 8/8            | 7/7            | 7/7         | 7/7         |
|                              |       | 10      | 12/12          | 11/11          | 11/11          | 11/11          | 11/11      | 11/11      |
|                              | 100    | 14/14   | 14/14          | 14/14          | 14/14          | 14/14          | 14/14      | 14/14      |

### Table 4: Numerical results for singular nonlinear equations with rank \((F'(x^*) = n - 2)\)

| Problem                       | \(n\) | \(x_0\) | AELM (times: 4.655) | Iters/fnorm/trust/EL | \(\delta = 1\) (times: 3.374) | \(\delta = 2\) (times: 3.614) |
|-------------------------------|-------|---------|---------------------|----------------------|--------------------------------|--------------------------------|
| **Rosenbrock**                | 1     | 10/10   | 14/14               | 14/14                | 11/11                          | 12/12                          |
|                              | 100   | 5/5     | 5/5                 | 5/5                  | 5/5                            | 5/5                            |
| **Powell badly**              | 2     | 10/10   | 10/10               | 10/10                | 10/10                          | 10/10                          |
|                              | 100   | 3/3     | 3/3                 | 3/3                  | 3/3                            | 3/3                            |
| **Wood**                      | 4     | 10/10   | 10/10               | 10/10                | 10/10                          | 10/10                          |
|                              | 100   | 3/3     | 3/3                 | 3/3                  | 3/3                            | 3/3                            |
| **Helical valley**            | 3     | 10/10   | 10/10               | 10/10                | 10/10                          | 10/10                          |
|                              | 100   | 3/3     | 3/3                 | 3/3                  | 3/3                            | 3/3                            |
| **Brown almost-linear**       | 1     | 10/10   | 10/10               | 10/10                | 10/10                          | 10/10                          |
|                              | 100   | 3/3     | 3/3                 | 3/3                  | 3/3                            | 3/3                            |
| **Discrete boundary value**   | 1     | 10/10   | 10/10               | 10/10                | 10/10                          | 10/10                          |
|                              | 100   | 3/3     | 3/3                 | 3/3                  | 3/3                            | 3/3                            |
| **Discrete integral equation**| 30    | 10/10   | 10/10               | 10/10                | 10/10                          | 10/10                          |
|                              | 100   | 3/3     | 3/3                 | 3/3                  | 3/3                            | 3/3                            |
Table 4: Continued.

| Problem                        | $n$ | $x_0$ | AELM (times: 4.655) | $\delta = 1$ (times: 3.374) | $\delta = 2$ (times: 3.614) |
|--------------------------------|-----|-------|---------------------|-------------------------------|-----------------------------|
| Trigonometric                  | 10  | 10    | 13/2.2087e − 05/1.054 | 13/9.9955e − 06/0.1054 | 14/7.3496e − 06/1.1001 |
|                               | 100 |       | 31/1.113e − 09/0.1022 | 22/1.003e − 08/0.1002 | 16/2.087e − 05/1.054 |
|                               |     |       | 1/15.261/01         | 1/120.79/01               | 19/48/170.57/01           |
|                               | 10  | 10    | 14/2.2087e − 05/1.054 | 14/2.2087e − 05/1.050 | 14/2.087e − 05/1.081 |
|                               | 100 |       | 16/1.1269e − 05/0.1044 | 16/1.1269e − 05/0.1044 | 16/1.1269e − 05/0.1071 |
|                               |     |       | 19/3.702e − 05/0.1037 | 19/3.702e − 05/0.1037 | 19/3.702e − 05/0.1059 |
|                               | 30  | 10    | 14/1.4189e − 05/1.050 | 14/1.419e − 05/1.050   | 14/1.419e − 05/1.081    |
|                               | 100 |       | 17/2.5157e − 05/1.041 | 17/2.5157e − 07/1.041 | 17/2.5157e − 05/1.066  |
|                               | 30  | 10    | 12/4.2271e − 07/1.059 | 12/4.2313e − 06/1.059 | 12/4.2305e − 06/1.095  |
|                               | 100 |       | 18/4.5992e − 07/1.039 | 18/4.2297e − 06/1.039 | 18/4.5984e − 06/1.062  |
|                               |     |       | 24/2.7182e − 07/1.029 | 24/2.7182e − 06/1.029 | 24/2.7178e − 06/1.046  |

where $A \in \mathbb{R}^{nxk}$ ($1 \leq k \leq n$) has full column rank, and $F(x^*) = 0$. It is certain that

$$
\tilde{T}(x^*) = J(x^*) \left( I - A A^T \right)^{-1} A^T,
$$

(78)

where test problems $F(x)$ are nonsingular test functions from [20]. We take $A = [1, 1, \ldots, 1]^T \in \mathbb{R}^{n\times1}$, rank of $\tilde{T}(x^*)$ as $n - 1$, and choose

$$
A = \begin{bmatrix} 1 & 1 & \cdots & 1 \\ 1 & -1 & \cdots & \pm 1 \end{bmatrix},
$$

(79)

rank of $\tilde{T}(x^*)$ as $n - 2$.

By numerical experiments, we find the numerical results of Algorithm 1 are the same as the numerical results of AELM in some functions. So we only list the results of other experiments in the following tables. Further, we adopt the efficiency index defined as EI in [21] to compare the performance of algorithm AELM and Algorithm 1. The results of the four experiments with rank $f(x^*) = n - 1$ are shown in Tables 1 and 2, and the results of the four experiments with rank $f(x^*) = n - 2$ are shown in Tables 3 and 4, respectively. We use six starting points $\pm 100x_0, \pm 10x_0$, and $\pm x_0$ for each test problem, where $x_0$ is suggested in [20].

(i) NF stands for the quantity of function calculations
(ii) NJ stands for the quantity of Jacobian calculations
(iii) ‘−’ indicates that the iteration number is more than $10^4$
(iv) $E.I. = \frac{\rho^{1/NF}}{\rho^{1/NF}}$, where $\rho$ is the convergence order of the algorithm.

It is shown in Table 1 that when $\theta = 0.5$ and $\delta = 2$, the effect of Algorithm 1 is obviously better than that of AELM. Algorithm 1 wins 40.5% of the numerical results while AELM wins 2.38%, and 57.1% of the two algorithms have the same results. The advantage of Algorithm 1 is not obvious when $\theta = 0.5$ and $\delta = 1$. Algorithm 1 can win 19% of the numerical results while AELM win 7.14%, and 73.8% of two algorithms have the same result.

Table 3 shows that when $\theta = 0.5$ and $\delta = 1$, Algorithm 1 and AELM have the best experimental results. Algorithm 1 wins 23.3% of the numerical results, and 76.6% of the two algorithms have the same result. The advantage of Algorithm 1 is not obvious when $\theta = 0.5$ and $\delta = 2$. Algorithm 1 wins 40% of the numerical results while AELM wins 20%, and 40% of the two algorithms has the same results.

Further, we adopt the EI and let $\theta = 0.5$ in the experiment. Tables 2 and 4 show that when $\delta = 1$, the experimental data EI of AELM and Algorithm 1 are similar, but when $\delta = 1$, the EI of Algorithm 1 is obviously larger than that of AELM. In addition, in terms of the experimental time, except when ranking $(F(x^*) = n - 2)$ and $\delta = 1$, the execution time of Algorithm 1 is longer than that of AELM. In other cases, the execution time of Algorithm 1 is close to or less than that of AELM.

In general, it is shown that for most test problems, Algorithm 1 performs better than AELM. So it can indicate that Algorithm 1 is more efficient than AELM to solve systems of nonlinear equations.

5. Conclusion

In this paper, we propose a new LM algorithm by modifying the LM parameter for systems of nonlinear equations. Through numerical experiments, we find the calculation amounts of Algorithm 1 smaller than AELM in the case where $\theta$ and $\delta$ take some suitable value, which shows the effectiveness of the new Algorithm 1. Under some conditions, the global convergence of the new LM method is proved, and the local convergence of the new LM method is shown to be at least superlinear. Numerical results show that the new algorithm is efficient.
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