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Abstract

Zero forcing is a coloring game played on a graph that was introduced more than ten years ago in several different applications. The goal is to color all the vertices blue by repeated use of a (deterministic) color change rule. Probabilistic zero forcing was introduced by Kang and Yi in [Probabilistic zero forcing in graphs, Bull. Inst. Combin. Appl. 67 (2013), 9–16] and yields a discrete dynamical system, which is a better model for some applications. Since in a connected graph any one vertex can eventually color the entire graph blue using probabilistic zero forcing, the expected time to do this is a natural parameter to study. We determine expected propagation time exactly for paths and cycles, establish the asymptotic value for stars, and present asymptotic upper and lower bounds for any graph in terms of its radius and order. We apply these results to obtain values and bounds on \( \ell \)-round probabilistic zero forcing, throttling number for probabilistic zero forcing, and confidence levels for propagation time.
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1 Introduction

Zero forcing is a coloring process on a graph that was introduced independently in the study of control of quantum systems in mathematical physics [7] and the maximum nullity problem in combinatorial matrix theory [3]. It was later observed to have connections with graph searching [14] and power domination [5]. Variants of zero forcing and derived parameters such as propagation time and throttling have also been studied (see, for example, [10]).

Zero forcing on a graph \( G \) is described by the following (standard) zero forcing color change rule: Given a set \( B \) of vertices of \( G \) that are colored blue with the remaining vertices colored white, a blue vertex \( u \) can change the color of (force) a white vertex \( w \) to blue if \( w \) is the only white neighbor of \( u \); this is denoted by \( u \rightarrow w \). A zero forcing set of
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$G$ is a set $Z \subseteq V(G)$ of vertices such that when the vertices of $Z$ are colored blue and the remaining vertices are colored white, every vertex can eventually be colored blue by repeated applications of the color change rule. The zero forcing number of $G$, $Z(G)$, is the minimum cardinality of a zero forcing set. Throughout this paper the terms zero forcing, zero forcing color change rule, and zero forcing set will refer to the definitions just given; a force performed using the zero forcing color change rule is also called a deterministic force.

Probabilistic zero forcing was introduced by Kang and Yi in [12, Definition 1.1]. Given a set $B$ of currently blue vertices, in one round each blue vertex $u \in B$ fires at, i.e., attempts to force (change the color to blue), each of its white neighbors $w \in B$ independently with probability

$$\Pr(u \to w) = \frac{|N[u] \cap B|}{\deg u}. \tag{1}$$

The coloring rule just described is the probabilistic color change rule (in [12] $\Pr(u \to w)$ is denoted by $F(u \to w)$). Probabilistic zero forcing refers to the process of coloring a graph blue by repeatedly applying the probabilistic color change rule. As noted in [12], the definition of probability of a force in (1) has the property that a deterministic force will be performed with probability one.

The probabilistic color change rule produces a discrete dynamical system that plausibly describes many applications. For example, zero forcing is sometimes used to model rumor spreading in social networks, and given human nature a probabilistic model is more realistic. A probabilistic model is also more realistic for the spread of infection among a population, or the spread of a computer virus in a network.

Probabilistic zero forcing also presents an entirely new perspective on graph coloring, and it is necessary to revise the parameters of interest. For zero forcing, determining the minimum number of vertices needed to color the graph blue is a main research question (on a connected graph of order at least three that is not a path, no one vertex is a zero forcing set). However, in probabilistic zero forcing any one vertex in a connected graph can eventually force the entire graph blue. Since a minimum zero forcing set is not of interest, it is natural to ask what parameter(s) are most interesting to study for probabilistic zero forcing.

Kang and Yi define the probability $P_A(G)$ as follows: Let $k_o$ be the first round in which it is possible to have a deterministic zero forcing set colored blue, starting with exactly the vertices in $A$ colored blue. Define $P_A(G)$ to be the probability that a deterministic zero forcing set has been colored blue in round $k_o$. We discuss this parameter in Section 3, where we present a counterexample to one of the properties claimed for it in [12].

A more natural object of study is the expected number of rounds needed to color all vertices blue with a given starting set of vertices, especially starting with a single vertex; this is the parameter studied in Section 2. In the deterministic case, the propagation time $pt(G, Z)$ of a zero forcing set $Z$ for $G$ is the number of time steps needed to color all vertices blue, performing independent forces simultaneously at each time step. The propagation time $pt(G)$ of a graph $G$ is the minimum of $pt(G, Z)$ over all minimum zero forcing sets $Z$.

We can recast the definition of zero forcing in parallel with that of probabilistic zero forcing, which is particularly useful for defining a time step in the study of propagation time. Given a set $B$ of currently blue vertices, in one time step (analogous to a round) each
blue vertex $u \in B$ fires at, i.e., attempts to force (change the color to blue), each of its white neighbors $w \in \overline{B}$ independently with probability

$$\Pr(u \rightarrow w) = \begin{cases} 
1 & \text{if } w \text{ is the only white neighbor of } u \\
0 & \text{otherwise}
\end{cases}.$$ 

The probabilistic propagation time of a nonempty set $Z$ of vertices of a connected graph $G$, $\text{pt}_{\text{pzf}}(G, Z)$, is a random variable that reflects the time (number of the round) at which the last white vertex turns blue when applying a probabilistic zero forcing process starting with the set $Z$ blue (if $G$ is not connected, we assume $Z$ contains at least one vertex from each connected component of $G$). For a graph $G$ of order $n$ and a set $Z \subseteq V(G)$ of vertices, the expected propagation time of $Z$ for $G$ is the expected value of the propagation time of $Z$, i.e.,

$$\text{ept}(G, Z) = \mathbb{E}[\text{pt}_{\text{pzf}}(G, Z)].$$

The expected propagation time of a connected graph $G$ is the minimum of the expected propagation time of $Z$ for $G$ over all one vertex sets $Z$, i.e.,

$$\text{ept}(G) = \min \{ \text{ept}(G, \{v\}) : v \in V(G) \}.$$ 

In Section 2 we determine $\text{ept}(G)$ exactly when $G = P_n$ (a path on $n$ vertices) or $G = C_n$ (a cycle on $n$ vertices). We also determine asymptotic upper and lower bounds on expected propagation time and apply them to additional families of graphs.

Aazami introduced the study of $\ell$-round zero forcing in \cite{1, 2} (an $\ell$-round zero forcing set can force the entire graph blue in at most $\ell$ time steps). In Section 4 we define $\ell$-round probabilistic zero forcing as the probability of all vertices being colored blue in $\ell$ rounds; this parameter is a possible alternative to $P_A(G)$, the parameter introduced by Kang and Yi in \cite{12}. In Section 5 we approach propagation time from the perspective of confidence level, such as what is the minimum number of rounds need to ensure the entire graph will be blue with probability at least $\alpha$ (e.g., $\alpha = .95$ for a 95% confidence level). Many of the results on expected propagation time can be applied to obtain results for these parameters.

Another parameter of interest in the study of zero forcing and other graph search parameters is throttling number. Throttling, initially considered in \cite{8}, refers to considering a combination of the resources used to accomplish a task and time needed to accomplish the task and has been studied for variants of zero forcing and Cops and Robbers on graphs. For a zero forcing set $Z$ of $G$, $\text{th}(G, Z) = |Z| + \text{pt}(G, Z)$, and the throttling number of $G$ is $\text{th}(G) = \min \{ \text{th}(G, Z) \}$. Probabilistic throttling is defined using expected propagation time:

$$\text{th}_{\text{pzf}}(G, Z) = |Z| + \text{ept}(G, Z) \quad \text{and} \quad \text{th}_{\text{pzf}}(G) = \min \{ \text{th}_{\text{pzf}}(G, Z) \};$$

$\text{th}_{\text{pzf}}(G)$ is called the probabilistic throttling number and is discussed in Section 6. Throttling for confidence propagation time is discussed in Section 7. Many of the results on expected propagation time can be applied to the throttling parameters.

We conclude this introduction with some notation that will be used throughout and statements of results from probability theory that will be used repeatedly. The distance
between vertices \( u \) and \( v \) is denoted by \( \text{dist}(u, v) \), and \( \text{dist}(u, S) = \min_{x \in S} \text{dist}(u, x) \) for \( S \subseteq V(G) \). For functions \( f(n) \) and \( g(n) \) from the nonnegative or positive integers to the real numbers, asymptotic bounds are defined as follows: \( f(n) = o(g(n)) \) if \( \lim_{n \to \infty} \frac{f(n)}{g(n)} = 0 \), \( f(n) = O(g(n)) \) if there exists \( c > 0 \) such that \( f(n) \leq cg(n) \) for all \( n \) sufficiently large, \( f(n) = \omega(g(n)) \) if \( g(n) = o(f(n)) \), \( f(n) = \Omega(g(n)) \) if \( g(n) = O(f(n)) \), and \( f(n) = \Theta(g(n)) \) if \( f(n) = O(g(n)) \) and \( f(n) = \Omega(g(n)) \).

**Theorem 1.1** (Markov’s inequality). Let \( X \) be a nonnegative random variable. For any constant \( a > 0 \),

\[
\Pr(X \geq a) \leq \frac{\mathbb{E}[X]}{a}.
\]

**Theorem 1.2** (Chebyshev’s inequality). Let \( X \) be a random variable. For any constant \( c > 0 \),

\[
\Pr(|X - \mathbb{E}[X]| \geq c) \leq \frac{\text{Var}(X)}{c^2}.
\]

**Observation 1.3.** If the probability of an event is \( p \), then the expected trial of the event’s first occurrence in repeated trials is \( \frac{1}{p} \).

## 2 Expected propagation time

In this section we determine the expected propagation time for several families of graphs. We also develop several tools for bounding the expected propagation time.

**Proposition 2.1.** For a cycle of order \( n > 2 \),

\[
ept(C_n) = \begin{cases} 
\frac{n}{2} + \frac{1}{3} & \text{if } n \text{ is even} \\
\frac{n}{2} + \frac{1}{2} & \text{if } n \text{ is odd}
\end{cases}.
\]

**Proof.** Observe that \( \text{ept}(C_n) \) is the sum of the expected number of rounds until the first successful probabilistic force plus the number of rounds for the remainder of the vertices to be deterministically forced blue, since the process becomes deterministic as soon as there are at least two adjacent blue vertices. Since the probability that one blue vertex forces at least one of its white neighbors in any round is \( \frac{3}{4} \), the expectation for the first force is \( \frac{4}{3} \) by Observation 1.3. The number of rounds \( r \) needed to deterministically force all remaining vertices once two or three consecutive vertices are blue is the maximum of the distance \( \text{dist}(w, B) \) of a white vertex \( w \) to the set \( B \) of (two or three) blue vertices. For \( n \) even, \( r = \frac{n-2}{2} \) (regardless of whether there are two or three blue vertices), so \( \text{ept}(C_n) = \frac{n}{2} + \frac{n-2}{2} = \frac{n}{2} + \frac{1}{2} \).

Now assume \( n \) is odd. The case of three blue vertices must be distinguished from two blue vertices because it affects \( r = \max_{w \in V(G) \setminus B} \text{dist}(w, B) \). When there are three consecutive blue vertices, \( r = \frac{n-3}{2} \), whereas with two adjacent blue vertices \( r = \lceil \frac{n-2}{2} \rceil = \frac{n-1}{2} \). Assuming that the first force has taken place in the prior round, the probability of exactly three blue vertices (two forces occurred) is \( \frac{1}{3} \) and the probability of exactly two blue vertices (one force occurred) is \( \frac{2}{3} \). Thus \( \text{ept}(C_n) = \frac{4}{3} + \frac{1}{3} \left( \frac{n-3}{2} \right) + \frac{2}{3} \left( \frac{n-1}{2} \right) = \frac{n}{2} + \frac{1}{2} \). \( \square \)
Proposition 2.2. For a path of order \( n > 2 \),

\[
ept(P_n) = \begin{cases} 
\frac{n}{2} + \frac{2}{3} & \text{if } n \text{ is even} \\
\frac{n}{2} + \frac{1}{2} & \text{if } n \text{ is odd}
\end{cases}.
\]

Proof. The proof is similar to that of Lemma 2.1. Number the vertices of \( P_n \) in order from 1 to \( n \) and let \( u = \lceil \frac{n}{2} \rceil \) be the blue vertex. For odd \( n \), the situation is the same as that of a cycle and \( ept(P_n) = \frac{4}{3} + \frac{1}{3}(n-3) + \frac{2}{3}(n-1) = \frac{n}{2} + \frac{1}{2} \).

Now assume \( n \) is even, which means the distance from \( u = \frac{n}{2} \) to \( n \) is \( \frac{n}{2} \) whereas the distance from \( u \) to 1 is \( \frac{n}{2} - 1 \). Assuming that at least one force takes place, the probability of \( \frac{n}{2} + 1 \) being forced (with or without \( \frac{n}{2} - 1 \) being forced) is \( \frac{2}{3} \) and the probability of only \( \frac{n}{2} - 1 \) being forced is \( \frac{1}{3} \). Thus \( ept(P_n) = \frac{4}{3} + \frac{2}{3}(\frac{n}{2} - 1) + \frac{1}{3}(\frac{n}{2}) = \frac{n}{2} + \frac{2}{3} \).

A probabilistic zero forcing process is a Markov chain; see [12] for a discussion of the construction of the Markov transition matrix, or see the proof of Lemma 2.4 for an actual such matrix. In the next remark, we explain how to use the Markov transition matrix \( M \) to compute the expected propagation time \( ept(G, Z) \).

Remark 2.3. Given a graph \( G \) and an initial set of blue vertices \( Z \), each possible set of blue vertices in the probabilistic zero forcing process is a state. Suppose there are \( m \) states, in state 1 the blue vertices are exactly those in \( Z \), and in state \( m \) all vertices are blue. Let \( M \) denote the Markov transition matrix and \( q = [1, 0, \ldots, 0] \). Then the probability that all vertices are blue after round \( r \) is \( (qM^r)_m = (M^r)_{1m} \), so

\[
ept(G, Z) = \sum_{r=1}^{\infty} r \left( (M^r)_{1m} - (M^{r-1})_{1m} \right).
\]

The method described in Remark 2.3 is particularly useful for specific small cases, as in the next lemma.

Lemma 2.4. Let \( G \) be a graph and let \( v \) be a vertex of \( G \). Then

\[
ept(G[N[v]]) \leq \begin{cases} 
1 & \text{if } \deg v = 1 \\
2 & \text{if } \deg v = 2 \\
2.76316 & \text{if } \deg v = 3 \\
3.34171 & \text{if } \deg v = 4
\end{cases}.
\]

Proof. Let \( d = \deg v \). Let \( G' \) be the graph obtained from \( G[N[v]] \) by removing all edges except for those adjacent to \( v \), so \( G' \) is a star. Since the degree of \( v \) is the same in both \( G \) and \( G' \) and additional forcing of vertices in \( G[N[v]] \) may be possible in \( G \), \( ept(G[N[v]]) \leq ept(G', \{v\}) \). Thus it suffices to determine \( ept(G', \{v\}) \) for \( d = 1, 2, 3, 4 \).

The case \( \deg v = 1 \) is deterministic zero forcing. For \( \deg v = 2 \), \( ept(G', \{v\}) = ept(P_3) = 2 \) by Proposition 2.1. The remaining probabilities are computed using the Markov transition.
matrices $M_d$ for $d = 3, 4$ with states 0, 1, \ldots, $d$ blue leaves where
\[
M_3 = \begin{bmatrix}
8 & 4 & 2 & 1 \\
27 & 9 & 9 & 27 \\
0 & 1 & 1 & 0 \\
0 & 0 & 0 & 1
\end{bmatrix}
\quad \text{and} \quad
M_4 = \begin{bmatrix}
81 & 27 & 27 & 3 & 1 \\
256 & 64 & 64 & 3 & 1 \\
0 & 1 & 3 & 3 & 1 \\
0 & 0 & 1 & 3 & 1 \\
0 & 0 & 0 & 0 & 1
\end{bmatrix};
\]
see [11] for the computational details.

Next we prove a main lemma that provides an upper bound for expected propagation time for the neighborhood of a vertex based on its degree.

**Lemma 2.5.** Let $G$ be a graph. Then for any vertex $v$ of $G$,
\[
\text{ept}(G[N[v]]) = O(\log \deg v).
\]

**Proof.** Let $d = \deg v$. As in the proof of Lemma [2.4] let $G'$ be the graph obtained from $G[N[v]]$ by removing all edges except for those adjacent to $v$; note that the order of $G'$ is $d + 1$. It suffices to prove that $\text{ept}(G', \{v\}) = O(\log d)$. Since asymptotic bounds are for sufficiently large values, we assume $d \geq 272$. We establish the following three claims, using $b$ to denote the number of currently blue vertices in $G'$ and $w = d + 1 - b$ to denote the number of currently white vertices.

(C1) For $1 \leq b \leq 4$, the probability of at least one new blue vertex in $G'$ in one round is at least $\frac{1}{2}$.

(C2) For $4 \leq b \leq \frac{d}{2}$, the probability of at least $\frac{b}{2}$ new blue vertices in $G'$ in one round is at least $\frac{1}{3}$.

(C3) For $1 \leq w \leq \frac{d}{2}$, the probability of at least $\frac{w}{4}$ new blue vertices in $G'$ in one round is at least $\frac{16}{17}$.

Once the three claims have been established, by Observation [1.3] the expected number of rounds to satisfy the condition for one new blue vertex, at least $\frac{b}{4}$ new blue vertices, or at least $\frac{w}{4}$ new blue vertices, is at most 2, 3, or $\frac{17}{16}$, respectively. Thus the expected number of rounds to go from one to at least four blue vertices is $O(1)$. Starting with between 4 and $\frac{d}{2}$ blue vertices, the expected number of rounds until the number of blue vertices goes up by 25% is at most 3. Thus the expected number of rounds until the number of blue vertices is at least $\left(\frac{2}{3}\right)^r 4$ is at most $3r$, and the expected number of rounds to go from at least four blue vertices to at least $\frac{d}{2} + 1$ blue vertices is $O(\log d)$. Starting with at least $\frac{d}{2} + 1$ blue vertices, or at most $\frac{d}{2}$ white vertices, the expected number of rounds until the number of white vertices decreases by 25% is $\frac{17}{16}$. Thus the expected number of rounds until the number of white vertices is at most $\left(\frac{3}{4}\right)^r \left(\frac{d}{2}\right)$ is at most $\frac{17}{16}r$, and the expected number of rounds to go from at least $\frac{d}{2} + 1$ blue vertices to all blue vertices is $O(\log d)$. Thus $\text{ept}(G', \{v\}) = O(\log d)$. 


For (C1), note that when there are $b$ blue vertices, the probability that at least one additional vertex gets colored blue in the current round is

$$1 - (1 - \frac{b}{d})^{d+1-b} \geq 1 - (1 - \frac{b}{d})^{d-b} \geq 1 - \frac{1}{e^{b(d-b)/d}} \geq \frac{1}{2}$$

for $b \leq 4$.

For (C2), let $p(b)$ be the probability that the number of vertices forced in the current round is at least $\frac{b}{4}$, given that there are currently $b$ blue vertices and $4 \leq b \leq \frac{d}{2}$. For each white vertex $v_1, \ldots, v_{d+1-b}$, define $X_i$ to be 1 if $v_i$ is colored blue in this round and 0 otherwise. Let $X = \sum_{i=1}^{d+1-b} X_i$. Since the $X_i$’s are independent identically distributed (i.i.d.) with $E[X_i] = \frac{b}{d}$ and $\text{Var}[X_i] = \frac{b(d-b)}{d^2}$, we have $E[X] = \frac{b(d+1-b)}{d} > \frac{b}{2}$ and $\text{Var}[X] = \frac{b(d-b)(d+1-b)}{d^2} \leq b$. We consider two subcases: $36 \leq b \leq \frac{d}{2}$ and $4 \leq b \leq 35$. For $36 \leq b \leq \frac{d}{2}$,

$$1 - p(b) = \Pr\left(X < \frac{b}{4}\right) \leq \Pr\left(X \leq \frac{b}{4}\right) = \Pr\left(\frac{b}{2} - X \geq \frac{b}{4}\right) \leq \Pr\left(E[X] - X \geq \frac{b}{4}\right)$$

$$\leq \frac{\text{Var}[X]}{(\frac{b}{4})^2} \leq \frac{16}{b} < \frac{1}{2}$$

where $\Pr\left(|X - E[X]| \geq \frac{b}{4}\right) \leq \frac{\text{Var}[X]}{(\frac{b}{4})^2}$ is Chebyshev’s inequality and the other equalities and inequalities follow from the definitions, the values above, or algebraic manipulation. Thus in this case $p(b) > \frac{1}{2} > \frac{1}{3}$. For $4 \leq b \leq 35$ note first that $d \geq 272$ implies $\frac{d+1-b}{d} \geq \frac{7}{8}$.

$$\Pr\left(X \leq \frac{b}{4}\right) = \Pr\left(\frac{7b}{8} - X \geq \frac{5b}{8}\right) \leq \Pr\left(E[X] - X \geq \frac{5b}{8}\right)$$

$$\leq \Pr\left(|X - E[X]| \geq \frac{5b}{8}\right) \leq \frac{\text{Var}[X]}{(\frac{5b}{8})^2} \leq \frac{64}{25b} < \frac{2}{3}.$$

Thus in this case $p(b) > \frac{1}{3}$.

For (C3), let $q(w)$ be the probability that the number of new blue vertices in the current round is at least $\frac{w}{4}$, given that there are currently $w \leq \frac{d}{2}$ white vertices in $G'$. For each white vertex $v_1, \ldots, v_w$, define $Y_i$ to be 1 if $v_i$ is colored blue and 0 otherwise. Let $Y = \sum_{i=1}^{w} Y_i$. Since the $Y_i$’s are i.i.d. with $E[Y_i] = \frac{d+1-w}{d}$ and $\text{Var}[Y_i] = \frac{(d+1-w)(w-1)}{d^2}$, we have $E[Y] = \frac{(d+1-w)w}{d} \geq \frac{w}{2}$ and $\text{Var}[Y] = \frac{(d+1-w)(w-1)w}{d^2}$. Since $d \geq 272$,

$$1 - q(w) \leq \Pr\left(Y \leq \frac{w}{4}\right) = \Pr\left(\frac{w}{2} - Y \geq \frac{w}{4}\right) \leq \Pr\left(E[Y] - Y \geq \frac{w}{4}\right)$$

$$\leq \Pr\left(|Y - E[Y]| \geq \frac{w}{4}\right) \leq \frac{\text{Var}[Y]}{(\frac{w}{4})^2} \leq \frac{16}{d} \leq \frac{1}{17}. \quad \square$$

**Corollary 2.6.** If a graph $G$ of order $n$ has a universal vertex, then $\text{ept}(G) = O(\log n)$.

**Theorem 2.7.** For the star on $n + 1$ vertices, $\text{ept}(K_{1,n}) = \Theta(\log n)$.
Proof. The upper bound follows from Lemma 2.5. For the lower bound, let \( h(b) \) be the probability that the number of new blue vertices colored in the current round is at most \( 4b \), given that there are currently \( b \) blue vertices in \( K_{1,n} \) and the center vertex is blue. Using the same setup with the random variables \( X_i \) for each \( i = 1, \ldots, n+1-b \) and \( X = \sum_{i=1}^{n+1-b} X_i \) as in Lemma 2.5, \( \mathbb{E}[X] = \frac{b(n+1-b)}{n} \leq b \) and \( \text{Var}[X] = \frac{b(n-b)(n+1-b)}{n^2} \leq b \). We again use Chebyshev’s inequality to show that \( h(b) = 1 - O(\sqrt{n}^{-1}) \) for \( \sqrt{n} \leq b \leq \frac{n}{2} \):

\[
1 - h(b) \leq \Pr(X - b \geq 3b) \leq \Pr(|X - \mathbb{E}[X]| \geq 3b) \leq \frac{\text{Var}[X]}{(3b)^2} \leq \frac{1}{9b} \leq \frac{1}{9\sqrt{n}} = O\left(\frac{1}{\sqrt{n}}\right).
\]

Since starting with \( \sqrt{n} \leq b \leq \frac{n}{2} \) blue vertices and coloring at most \( 4b \) additional vertices blue means there are at most \( 5b \) blue vertices after the round, the probability that there are at most \( 5^r b \) blue vertices after \( r \) rounds is at least \( \left(1 - O(\frac{1}{\sqrt{n}})\right)^r \). Thus going from \( b \leq \sqrt{n} \) blue vertices to at least \( \frac{n}{2} \) blue vertices requires that \( 5^r \sqrt{n} \geq \frac{n}{2} \), or \( r \geq \log_5 \left(\frac{\sqrt{n}}{2}\right) \). Thus with probability at least \( (1 - O(\sqrt{n}^{-1}))^{\log_5 (\sqrt{n}/2)} = 1 - o(1) \), it takes at least \( \log_5 \left(\frac{\sqrt{n}}{2}\right) \) rounds for the number of blue vertices to increase from at most \( \sqrt{n} \) to at least \( \frac{n}{2} \). Since \( \sqrt{n} \geq 2 \) for \( n > 3 \), we have covered the case in which the first blue vertex is a leaf rather than the center, because in that case the expected propagation time is one more than the expected propagation time starting with two blue vertices, one of which is the center. Thus \( \text{ept}(K_{1,n}) = \Omega(\log n) \).

\[\square\]

**Proposition 2.8.** For the complete graph on \( n \) vertices, \( \text{ept}(K_n) = \Omega(\log \log n) \).

**Proof.** Let \( \hat{h}(b) \) be the probability that the number of additional blue vertices colored in the current round is at most \( 4b^2 \), given that there are currently \( b \) blue vertices. For each white vertex \( v_1, \ldots, v_{n-b} \), define \( X_i \) to be 1 if \( v_i \) gets colored blue and 0 otherwise and \( X = \sum_{i=1}^{n-b} X_i \). Since the \( X_i \)'s are i.i.d. with \( \mathbb{E}[X_i] = 1 - \left(1 - \frac{b}{n-1}\right)^b \) and \( \text{Var}[X_i] = \left(1 - \left(1 - \frac{b}{n-1}\right)^b\right)^2 \left(1 - \frac{b}{n-1}\right)^b \), we have \( \mathbb{E}[X] = \left(1 - \left(1 - \frac{b}{n-1}\right)^b\right)(n-b) \), and furthermore \( \text{Var}[X] = \left(1 - \left(1 - \frac{b}{n-1}\right)^b\right)^2 \left(1 - \frac{b}{n-1}\right)^b (n-b) \leq \mathbb{E}[X] \leq b^2 \) by Bernoulli’s inequality. By algebraic manipulation and Chebyshev’s inequality,

\[
1 - \hat{h}(b) \leq \Pr(X - b^2 \geq 3b^2) \leq \Pr(|X - \mathbb{E}[X]| \geq 3b^2) \leq \frac{\text{Var}[X]}{(3b^2)^2} \leq \frac{1}{9b^2} = O\left(\frac{1}{b^2}\right)
\]

Since starting with \( \log n \leq b \leq n \) blue vertices and coloring at most \( 4b^2 \) additional vertices blue means there are at most \( 5b^2 \leq b^3 \) blue vertices after the round for \( b \geq 5 \), the probability that there are at most \( b^{(3^r)} \) blue vertices after \( r \) rounds is at least \( \left(1 - O(\frac{1}{\log n})\right)^r \). Thus going from \( b \leq \log n \) blue vertices to \( n \) blue vertices requires that \( (\log n)^{3^r} \geq n \), or \( r \geq \log_3 \left(\frac{\log n}{\log \log n}\right) \). Thus with probability at least \( 1 - o(1) \), it takes \( \Omega(\log \log n) \) rounds for the number of blue vertices to increase from at most \( \log n \) to exactly \( n \). Therefore \( \text{ept}(K_n) = \Omega(\log \log n) \).

\[\square\]

The next result is immediate from Lemma 2.5 and Proposition 2.8.
Corollary 2.9. There exist constants $c, C > 0$ such that $c \log \log n \leq ept(K_n) \leq C \log n$.

The next lemma will be used to establish a general upper bound.

Lemma 2.10. Let $G$ be a graph and suppose that the vertices $v_1, \ldots, v_b$ each have degree at most $k$ and all are colored blue. Then the expected number of rounds until all of their neighbors are colored blue is $O(\log b \log k)$.

Proof. In Lemma 2.5, we proved that if $v$ is a vertex with $k$ neighbors, then once $v$ turns blue, the expected number of rounds before all of the neighbors of $v$ are blue is at most $c \log k$ for some constant $c$.

Define a block as a consecutive sequence of $2c \log k$ rounds. By Markov’s inequality the probability that all of the neighbors of $v$ get colored within one block after $v$ is colored is at least $\frac{1}{2}$. We bound the expected number of blocks for all neighbors of the vertices $v_1, \ldots, v_b$ to be successfully colored from the first time at which all of $v_1, \ldots, v_b$ have been colored blue.

Let $X_i$ be the random variable for the number of blocks that it takes for all the neighbors of $v_i$ to be colored blue, and define $X = \max(X_i : 1 \leq i \leq b)$. If $F(x) = \min(Pr(X_i \leq x) : 1 \leq i \leq b)$, then observe that $Pr(X \leq x) \geq F(x)^b$.

Note that $F(x) \geq 1 - \left(\frac{1}{2}\right)^{\lfloor x \rfloor}$, so

$$E[X] \leq \int_0^\infty \left(1 - \left(1 - \left(\frac{1}{2}\right)^{\lfloor x \rfloor}\right)^b\right) dx \leq \sum_{n=0}^\infty \left(1 - \left(\frac{1}{2}\right)^n\right)^b \leq \sum_{n=0}^\infty \min\left(1, b\left(\frac{1}{2}\right)^n\right) \leq \lfloor \log_2 b \rfloor + 3.$$

Thus if the vertices $v_1, \ldots, v_b$ all are colored blue, then the expected number of rounds for all neighbors of $v_1, \ldots, v_b$ to get colored is $O(\log b \log k)$.

Since a vertex at a distance $r$ from the one initially blue vertex cannot be reached in fewer than $r$ rounds, it is natural to develop general bounds that apply to all graphs in terms of both the radius, $\text{rad}(G)$, and the order of $G$.

Theorem 2.11. For all connected graphs $G$ of order $n$,

$$\text{rad}(G) \leq ept(G) = O(\text{rad}(G)(\log n)^2)$$

and the lower bound is asymptotically tight.

Proof. The lower bound of $\text{rad}(G)$ is immediate because the vertices colored in round $i$ can be distance at most $i$ from the one vertex that was colored blue initially. The path and cycle show that the lower bound is asymptotically tight (see Propositions 2.2 and 2.1).

For the upper bound, initially color a center vertex of $G$ blue. At an arbitrary step of the coloring process, suppose that there are $b \leq n$ blue vertices $v_1, \ldots, v_b$ that have at least one white neighbor. In Lemma 2.10 we proved that if $v_1, \ldots, v_b$ are vertices each with at
most $k$ neighbors, then there exists a constant $c$ such that once $v_1,\ldots,v_b$ are all blue, the expected number of rounds before all of their neighbors are blue is at most $c\log k \log b$.

Thus after the round during which the last of $v_1,\ldots,v_b$ is colored blue, the expected number of rounds before all of their neighbors are blue is at most $c\log k \log b$. Since all vertices in $G$ are within distance $\text{rad}(G)$ of the initial blue vertex, the expected number of rounds until every vertex in $G$ is blue is $O(\text{rad}(G)(\log n)^2)$.

We do not have any examples showing the upper bound in Theorem 2.11 is tight.

**Corollary 2.12.** For fixed $0 < p < 1$, with high probability $\text{ept}(G(n, p)) = O((\log n)^2)$.

**Proof.** For fixed $0 < p < 1$, with high probability the random graph $G(n, p)$ has diameter 2, so with high probability $G(n, p)$ has radius at most 2. Thus the result follows from Theorem 2.11.

In a tree each vertex is a cut-set, which means that in PSD zero forcing (introduced in [4] and defined below) a blue vertex can force each white neighbor (deterministically) in each time step. This resembles probabilistic zero forcing because in the latter each blue vertex fires at each white neighbor. The **PSD color change rule** consists of coloring $w_i \in W_i$ blue when $w_i$ is the only white neighbor in $G[W_i \cup B]$ of a blue vertex $v$, where $B$ is the set of blue vertices and $W_1,\ldots,W_k$ are the sets of white vertices corresponding to the connected components of $G - B$. Other terms such as PSD zero forcing set are defined analogously to those for zero forcing. Starting with a PSD zero forcing set of blue vertices $Z$, the number of time steps required for this process to color all vertices is the **PSD propagation time** of $Z$, denoted by $\text{pt}_+(G, Z)$ [13].

**Remark 2.13.** Let $T$ be a tree and $Z$ be a nonempty set of vertices of $T$. Since each vertex of $T$ is a cut-set, the probability of a blue vertex $v$ forcing a white neighbor $w$ is one using deterministic PSD zero forcing, and at most one using probabilistic zero forcing. Thus the propagation time for probabilistic zero forcing cannot be less than PSD propagation time. This implies $\text{ept}(T, Z) \geq \text{pt}_+(T, Z)$ for every tree $T$ and nonempty set $Z$ of vertices in $T$.

Similarly, for every cycle $C$ and set $Z$ of vertices in $C$ with $|Z| \geq 2$, $\text{pt}_+(C, Z) \leq \text{ept}(C, Z)$, because any two blue vertices allow deterministic PSD zero forcing to begin.

A **spider** is a tree with exactly one vertex of degree at least three, which is called the **body vertex**. The **legs** are the paths that result from deleting the body vertex. The number of legs is the degree of the body vertex.

**Proposition 2.14.** Let $G$ be a spider with $k$ legs. Then $\text{ept}(G) = \text{rad}(G) + O(\log k)$.

**Proof.** By Theorem 2.11, $\text{ept}(G) \geq \text{rad}(G)$. For the upper bound, we initially color a center $v$ of $G$ blue. Let $u$ be the body vertex of $G$. If $v \neq u$, then the expected time of first force is $\frac{4}{3}$. After the first force the process becomes deterministic until $u$ is colored blue. By Lemma 2.5, the number of rounds after $u$ is colored blue for all of $u$’s neighbors to get colored blue is $O(\log k)$. Then the process becomes deterministic until the graph is all blue. This proves the upper bound since all vertices of $G$ are within $\text{rad}(G)$ of $v$. 

10
Recall that a full $k$-ary tree of height $h$, denoted by $T_{k,h}$, is constructed from a root by performing $h$ steps in which $k$ leaves are appended to each vertex of degree at most one. Observe that the order of $T_{k,h}$ is $n = \frac{k^{h+1} - 1}{k-1}$, so $h = \log_k((k - 1)n + 1) - 1$.

**Proposition 2.15.** Let $T_{k,h}$ be a full $k$-ary tree of order $n$. Then $\log_k((k - 1)n + 1) - 1 \leq \text{ept}(T_{k,h}) = O((\log n)^2)$, where the constant in the upper bound depends on $k$.

**Proof.** The lower bound follows from Theorem 2.11 and $\text{rad}(T_{k,h}) = h = \log_k((k - 1)n + 1) - 1$. For the upper bound, we initially color the root vertex $v$ of $G$ blue. The expected number of rounds for all of the neighbors of $v$ to be colored blue is $O(\log k)$ by Lemma 2.5.

Suppose that at some stage of the coloring process, all of the $k^t$ vertices $v_1, \ldots, v_{k^t}$ in level $t$ of the $k$-ary tree have been colored blue. By Lemma 2.10 the expected number of rounds for all neighbors of $v_1, \ldots, v_{k^t}$ to get colored after $v_1, \ldots, v_{k^t}$ have been colored is $O(t)$, where the constant in the bound depends on $k$.

Since $T_{k,h}$ has $h = \Theta(\log n)$ levels (where the constants in the bound depend on $k$), the expected number of rounds for every vertex in $G$ to be colored is $\sum_{t=1}^{O(\log n)} O(t) = O((\log n)^2)$.

In zero forcing adding an edge can raise or lower the number of vertices in a minimum zero forcing set, and raising the number of vertices usually lowers propagation time and vice versa. In theory adding an edge could either raise or lower the expected propagation time (raise it by raising a degree of a vertex, lower it by providing a shorter route between vertices. In practice adding an edge never seems to raise expected propagation time, but our data is limited.

**Question 2.16.** For all graphs $G$ and $H$ on the same set of vertices with $H$ a subgraph of $G$, is $\text{ept}(G) \leq \text{ept}(H)$?

## 3 Discussion of Kang and Yi’s $P_A(G)$

In this section we discuss Kang and Yi’s parameter $P_A(G)$ defined in [12] and present a counterexample to one of its claimed properties.

A graph $G$ together with an assignment of one of the colors blue and white to each vertex of $G$ is called a colored graph. We use $G_B$ to denote the colored graph with underlying graph $G$ and set of blue vertices $B$. For $B \subseteq V(G)$, $S_B^k$ denotes the set of colored graphs that are possible (i.e., have positive probability) after the $k$th round starting with $G_B$; note that $S_B^0 = \{G_B\}$. For $R^k \subseteq S_B^k$, $P^k(\cdot)R^k$ is the probability that after round $k$ the result is one of the colored graphs in $R^k$. Let $T_B^k = \{G_Z \in S_B^k : Z$ is a zero forcing set for $G\}$. Then $P_B(G) = P^{k_0}(T_B^{k_0})$ where $k_0$ is the least $k$ that $T_B^k \neq \emptyset$ [12] (and $P_0(G) = 0$).

In [12] page 13, Kang and Yi claim the following three properties are clear for $P_B(G)$:

1. $P_0(G) = 0$.
2. If $Z$ is a zero forcing set for $G$, then $P_Z(G) = 1$.
3. If $A \subseteq B \subseteq V(G)$, then $P_A(G) \leq P_B(G)$. 
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The first of these properties is by definition (this was not explicit in the definition in [12] but is clearly what is intended), and the second follows from the fact that \( T^0_Z = \{G_Z\} \) since \( Z \) is a zero forcing set, and thus \( P^{(0)}(T^0_Z) = 1 \). However, the third property, \( A \subseteq B \Rightarrow P_A(G) \leq P_B(G) \), is not true. The problem is that the definition depends on the round in which it is first possible to have a zero forcing set colored blue. With a larger \( B \), this may occur in an earlier round but with lower probability. This is illustrated in the next example.

Example 3.1. Let \( G \) be the graph shown in Figure 3.1 with two colorings \( A = \{1\} \) and \( B = \{1,3\} \). Any zero forcing set for \( G \) must contain at least one of 4 and 5, and this is sufficient to guarantee a zero forcing set is blue given that vertex 1 is blue.

For \( G_A \), it takes at least three rounds to reach vertex 4 or 5 and it is possible to color 4 or 5 blue in the third round. Thus \( P_A(G) = P^{(3)}(T^3_A) \) where \( T^3_A \) is the set of all colored graphs attainable from \( G_A \) in three rounds that have at least one of 4 or 5 blue. Vertex 2 is forced in the first round and vertex 3 is colored blue in the second round, so \( T^3_A = \{G_{\{1,2,3,4\}}, G_{\{1,2,3,5\}}, G_{\{1,2,3,4,5\}}\} \). The probability \( 3 \to 4 \) (or \( 3 \to 5 \)) in the third round is \( \frac{2}{3} \), so the probability of at least one of 4 and 5 being colored blue is \( 1 - \left( \frac{2}{3} \right) \left( \frac{1}{3} \right) = \frac{8}{9} = P^{(3)}(T^3_A) = P_A(G) \).

For \( G_B \), it is possible to color at least one of 4 or 5 in round one. The probability of \( 3 \to 4 \) (or \( 3 \to 5 \)) is \( \frac{1}{3} \), so the probability of at least one being forced in round one is \( 1 - \left( \frac{1}{3} \right) \left( \frac{1}{3} \right) \left( \frac{1}{3} \right) = \frac{5}{9} = P^{(1)}(T^1_B) = P_B(G) \). Thus

\[
P_A(G) = \frac{8}{9} > \frac{5}{9} = P_B(G).
\]

4 \( \ell \)-round probability

While we believe that expected propagation time is the most interesting parameter associated with probabilistic zero forcing, in this section we define the \( \ell \)-round probability, which has the first and third properties desired by Kang and Yi and a modified form of the second (see Proposition 4.1 below). We find these three properties intuitive for \( \ell \)-round probability, but the proof of the third is surprisingly subtle. Given a connected graph \( G \), a set \( B \) of blue vertices, and a positive integer \( \ell \), the \( \ell \)-round probability of \( B \), \( P_B^{(\ell)}(G) \), is the probability that all vertices of \( G \) are blue after \( \ell \) rounds of probabilistic zero forcing starting with exactly the vertices of \( B \) blue. The \( \ell \)-round probability of \( G \), \( P^{(\ell)}(G) \), is the maximum of \( P_B^{(\ell)}(G) \) over all one vertex sets \( B \). Note that Aazami [1, 2] introduced the study of \( \ell \)-round zero forcing.
Let $G$ be a graph and $\ell$ be a positive integer. Then

(i) $P_0^{(\ell)}(G) = 0$.

(ii) If $Z$ is a zero forcing set for $G$ and $\ell \geq pt(G, Z)$, then $P_Z^{(\ell)}(G) = 1$.

(iii) If $A \subseteq B \subseteq V(G)$, then $P_A^{(\ell)}(G) \leq P_B^{(\ell)}(G)$.

Proof. For (i), since only blue vertices can force, $P_0^{(\ell)}(G) = 0$. For (iii), let $Z$ be a zero forcing set. Using only zero forcing will color the entire graph blue in $pt(G, Z)$ time steps (rounds). Since probabilistic zero forcing is not slower, $P_Z^{(\ell)}(G) = 1$.

For (iii), we prove a stronger result. For any $C, A \subseteq V(G)$, define $P_A^{(\ell)}(C)$ to be the probability that all vertices of $C$ are blue after $\ell$ rounds of probabilistic zero forcing starting with exactly the vertices of $A$ blue. We prove that $P_A^{(\ell)}(C) \leq P_B^{(\ell)}(C)$ for any $C \subseteq V(G)$ and $A \subseteq B \subseteq V(G)$. Choosing $C = V(G)$ then establishes (iii).

Suppose that $A \subseteq B \subseteq V(G)$. We treat the event space for the probabilistic zero forcing process through the $\ell$th round as a multidimensional unit cube, where each possible event corresponds to a dimension in the event space. For each ordered pair $(u, v)$ such that $u$ and $v$ are adjacent and each $i = 1, \ldots, \ell$, we define the event that vertex $u$ colors vertex $v$ in round $i$ to mean that $v$ is blue after round $i - 1$ or $u \rightarrow v$ in round $i$ (it does not matter if other vertices also force $v$ in round $i$). This differs slightly from probabilistic zero forcing in that $u$ cannot force $v$ if $v$ is already blue. However, this modification results in the same vertices being blue and white after each round. We can define an event space for each of $A$ and $B$.

For the event space of $A$, we define a hierarchy of partitions $R_{A,i}$ of the space for $0 \leq i \leq \ell$. First $R_{A,0}$ is defined as the whole cube. Given $R_{A,i}$, we define $R_{A,i+1}$ to consist of the multidimensional rectangles obtained from those in $R_{A,i}$ by cutting each rectangle on the dimensions corresponding to the possible events for the $(i + 1)$st round according to their probabilities of occurrence. Each rectangle will also be assigned a subset of vertices as a label; $R_{A,0}$ is labeled with the subset $A$. For each rectangle $R$ in $R_{A,i}$, the rectangles obtained from $R$ in $R_{A,i+1}$ will have labels that contain $R$’s label as a subset. Next we describe how to generate rectangles in $R_{A,i+1}$ from the rectangles and labels of $R_{A,i}$.

If $v$ is blue after round $i$ in $R$, then the dimension corresponding to each event of the form vertex $u$ colors vertex $v$ in round $i + 1$ in $R$ will be cut into lengths of $1$ (probability of success) and $0$ (probability of failure). If vertices $u$ and $v$ are both not blue after round $i$ in $R$, then the dimension corresponding to each event of the form vertex $u$ colors vertex $v$ in round $i + 1$ in $R$ will be cut into lengths of $0$ (probability of success) and $1$ (probability of failure). If $u$ is blue, has $b$ blue neighbors after round $i$ in $R$ (i.e., $b$ neighbors of $u$ are in the label for $R$), and $\deg u = d > b$, then the dimension corresponding to each event of the form vertex $u$ colors vertex $v$ in round $i + 1$ in $R$ for white neighbor $v$ will be cut into lengths of $\frac{b+1}{d}$ (probability of success) and $\frac{d-b-1}{d}$ (probability of failure).

For each of the rectangles in $R_{A,i}$ for $i \geq 1$, we label the rectangle with the subset of vertices that are blue either because they are in $A$ or as a result of a successful event in the rectangle. Note that any dimensions of the rectangle corresponding to failed fires do not
contribute any elements to the subset label for the rectangle. Observe that the volume of each rectangle is the probability that all of the events in the rectangle occur in the first $i$ rounds, and that $P^{(i)}_A(C)$ is the sum of the volumes of the rectangles in $R_{A,i}$ whose label sets contain $C$ as a subset.

For each $i$, we now transform $R_{A,i}$ into a set of rectangles for the event space of $B$ up to turn $i$ by cutting a subset of the rectangles in each dimension and modifying their subset labels. The modifications are performed in order of rounds. The only modification to $R_{A,0}$ is its subset label, which is changed from $A$ to $B$. For each rectangle $R \in R_{A,i}$, the rectangles obtained from modifying $R$ will be called the descendants of $R$. The transformation will have the property that $P^{(i)}_B(C)$ is the sum of the volumes of the descendants from $R_{A,ℓ}$ whose labels contain $C$ as a subset. Also note that the transformation will only cut dimensions of rectangles corresponding to failed fires. Since dimensions of rectangles corresponding to failed fires do not contribute any elements to subset labels, the transformation will only add elements to the subset labels of all descendants (or leave the subset labels unchanged), so we will obtain $P^{(i)}_A(C) \leq P^{(i)}_B(C)$.

Since $A \subseteq B$, the transformation adds a nonnegative number of blue vertices at the beginning of the process, and propagates their effects through the first $i$ rounds. Fix $R \in R_{A,i+1}$, and suppose that $R$ was constructed from $Q \in R_{A,i}$. For any vertex $u$ that is blue as a result of the first $i$ rounds in $R$ (and $Q$), suppose that $u$ has $b$ blue neighbors after round $i$ in $R$ (and $Q$) and $\text{deg } u = d > b$. Thus the sidelength of $R$ corresponding to the event $\text{vertex } u \text{ colors vertex } v \text{ in round } i + 1$ for white neighbor $v$ is either $\frac{b+1}{d}$ or $\frac{d-b-1}{d}$ depending on whether this dimension is a success or failure in $R$.

To construct each descendant of $R$, we cut $R$ in the dimensions corresponding to the events of the first $i$ rounds to form the descendants of $Q$ when restricted to those dimensions, and we add the same vertices to the subset labels of the new rectangles that were added in the descendants of $Q$. For any descendant $Q'$ of $Q$, if adding the vertices of $B - A$ causes $v$ to be colored in the first $i$ rounds in $Q'$, then the probabilities of the event $\text{vertex } u \text{ colors vertex } v \text{ in round } i + 1$ are $1$ (success) and $0$ (failure). If $R$ has success for the event $\text{vertex } u \text{ colors vertex } v \text{ in round } i + 1$, then the descendants of $R$ in this dimension have the same sidelength as $R$ and gain no new vertices in the label from this dimension, since $R$ already had $v$ in the label. If $R$ has failure for the event, then we add $v$ to the subset label of the descendant of $R$ obtained from $Q'$ and make the same sidelength for the dimension as $R$.

If adding the vertices of $B - A$ does not cause $v$ to be colored in the first $i$ rounds in $Q'$ but does introduce $s$ new blue neighbors of $u$ within the first $i$ rounds, then the probabilities for the event $\text{vertex } u \text{ colors vertex } v \text{ in round } i + 1$ for white neighbor $v$ are $\frac{b+s+1}{d}$ (success) and $\frac{d-b-s-1}{d}$ (failure). If $R$ has success for the event $\text{vertex } u \text{ colors vertex } v \text{ in round } i + 1$, again the descendants of $R$ in this dimension have the same sidelength as $R$ and gain no new vertices in the label from this dimension. If $R$ has failure for the event, then the descendants of $R$ obtained from $Q'$ have sides of length $\frac{s}{d}$ and $\frac{d-b-s-1}{d}$ in the dimension (as a result of splitting the side of length $\frac{d-b-1}{d}$ in $R$) and $v$ is added to the subset label of the descendant with sidelength $\frac{s}{d}$.

If adding the blue vertices of $B - A$ causes $u$ to be colored in the first $i$ rounds in $Q'$ (and $u$ was not colored in $R$), and if $u$ has $b$ blue neighbors after round $i$ in $Q'$ and $\text{deg } u = d > b$,
then the probabilities for the event \( \text{vertex } u \) colors \( \text{vertex } v \) in round \( i + 1 \) for white neighbor \( v \) are \( \frac{k+1}{d} \) (success) and \( \frac{d-k-1}{d} \) (failure). Since \( R \) has failure for the event and length 1, then the descendants of \( R \) obtained from \( Q' \) have sides of length \( \frac{k+1}{d} \) and \( \frac{d-k-1}{d} \) in the dimension (as a result of splitting the side of length 1 in \( R \)) and \( v \) is added to the subset label of the descendant with sidelength \( \frac{k+1}{d} \).

Observe that all of the alterations have been on dimensions corresponding to failed fires in \( R \), and failed fires did not contribute any elements to the subset labels for \( A \). Thus for each rectangle \( R \in R_{A,\ell} \), the alterations have produced a set of rectangles with the same volume as \( R \) that each have subset labels which contain all of the vertices in the subset label of \( R \). Thus the sum of the volumes of the descendants of \( R_{A,\ell} \) whose label subsets contain all of the elements of \( C \) is at least the sum of the volumes of the rectangles in \( R_{A,\ell} \) whose label sets contain \( C \) as a subset. This implies \( P_A^{(\ell)}(C) \leq P_B^{(\ell)}(C) \).

Property (3) of Proposition 4.1 has the added stipulation that \( \ell \geq \text{pt}(G, Z) \), which is necessary and seems reasonable given the definition of \( \ell \)-round probability. In the definition of \( P_A(G) \), the probability is measured after the first round in which a zero forcing set can be colored blue, and as shown in Section 3 this is incompatible with the third property.

**Proposition 4.2.** For a cycle of order \( n > 2 \), \( P^{(\ell)}(C_n) = 0 \) for \( \ell < \left\lceil \frac{n}{2} \right\rceil \), and for \( \ell \geq \left\lceil \frac{n}{2} \right\rceil \),

\[
P^{(\ell)}(C_n) = \begin{cases} 1 - \left(\frac{1}{4}\right)^{\ell-n/2+1} & \text{if } n \text{ is even} \\ 1 - \frac{3}{4}\left(\frac{1}{4}\right)^{\ell-(n-1)/2} & \text{if } n \text{ is odd} \end{cases}.
\]

**Proof.** The probability that the first force occurs in the \( k \)-th round is \( \left(\frac{1}{4}\right)^{k-1}\left(\frac{3}{4}\right) \). The probability that two forces occur in the first round that has a force is \( \frac{1}{3} \), and the probability that only one force occurs on the first round that has a force is \( \frac{2}{3} \).

First assume \( n \) is even. Then there will be \( \frac{n}{2} - 1 \) rounds after the first force, regardless of how many forces occur on the first round that has a force (call this round \( k \)). Thus, the process takes \( t = \frac{n}{2} - 1 + k \) rounds with probability \( \left(\frac{1}{4}\right)^{k-1}\left(\frac{3}{4}\right) = \frac{3}{4}\left(\frac{1}{4}\right)^{t-n/2} \). This implies that \( P^{(\ell)}(C_n) = 0 \) for \( \ell < \frac{n}{2} \) and

\[
P^{(\ell)}(C_n) = 1 - \sum_{t=\ell+1}^{\infty} \frac{3}{4}\left(\frac{1}{4}\right)^{t-n/2} = 1 - \left(\frac{1}{4}\right)^{\ell-n/2+1}
\]

for every \( \ell \geq \frac{n}{2} \).

Now assume \( n \) is odd. Then there will be \( \frac{n-1}{2} \) rounds after the first force if there is only one force on the first round that has a force, and there will be \( \frac{n-3}{2} \) rounds after the first force if there are two forces on the first round that has a force. The probability of two forces in the first round is \( \frac{1}{3}\left(\frac{3}{4}\right) = \frac{1}{4} \), and \( t = 1 + \frac{n-3}{2} = \frac{n-1}{2} \) rounds are needed to color all vertices blue. For each \( t \geq \frac{n-1}{2} + 1 \), there are two ways to achieve the last vertex turning blue in round \( t \): Only one force happens in round \( t - \frac{n-1}{2} \) (and no forces earlier) with probability \( \frac{3}{4}\left(\frac{1}{4}\right)^{t-(n-1)/2-1}\left(\frac{3}{4}\right) \). Two forces happen in round \( t - \frac{n-1}{2} + 1 \) (and no forces earlier) with probability \( \frac{1}{3}\left(\frac{1}{4}\right)^{t-(n-1)/2}\left(\frac{3}{4}\right) \). So the probability of the last vertex turning blue in round \( t \geq \frac{n-1}{2} + 1 \) is \( \frac{9}{16}\left(\frac{1}{4}\right)^{t-(n+1)/2} \). This implies that \( P^{(\ell)}(C_n) = 0 \) for \( \ell < \frac{n-1}{2} \) and
\[ P^{(\ell)}(C_n) = \frac{1}{4} + \frac{3}{4} \left( 1 - \left(\frac{1}{4}\right)^{\ell-(n-1)/2} \right) = 1 - \frac{3}{4} \left(\frac{1}{4}\right)^{\ell-(n-1)/2} \]

for every \( \ell \geq \frac{n-1}{2} \).

**Proposition 4.3.** For a path of order \( n > 2 \), \( P^{(\ell)}(P_n) = 0 \) for \( \ell < \left\lfloor \frac{n}{2} \right\rfloor \), and for \( \ell \geq \left\lfloor \frac{n}{2} \right\rfloor \),

\[ P^{(\ell)}(P_n) = \begin{cases} 1 - \frac{1}{2} \left(\frac{1}{4}\right)^{\ell-n/2} & \text{if } n \text{ is even} \\ 1 - \frac{3}{4} \left(\frac{1}{4}\right)^{\ell-(n-1)/2} & \text{if } n \text{ is odd} \end{cases}. \]

**Proof.** The probability of the first force occurring on the \( k \)th round and the probabilities of one or two forces in the round with the first force are the same as for a cycle. If \( n \) is odd, then the situation is the same as for a cycle, so \( P^{(\ell)}(P_n) = 0 \) for \( \ell < \frac{n-1}{2} \) and \( P^{(\ell)}(P_n) = 1 - \frac{3}{4} \left(\frac{1}{4}\right)^{\ell-(n-1)/2} \) for every \( \ell \geq \frac{n-1}{2} \).

If \( n \) is even, then as in the proof of Proposition 2.2, we need to distinguish whether the neighbor in the longer direction is forced: There will be \( \frac{n}{2} - 1 \) rounds after the first force with probability \( \frac{2}{3} \), and there will be \( \frac{n}{2} \) rounds after the first force with probability \( \frac{1}{3} \). Thus if \( n \) is even, then the process takes \( t = \frac{n}{2} \) rounds with probability \( \left(\frac{3}{4}\right)\left(\frac{2}{3}\right) = \frac{1}{2} \) and \( t \geq \frac{n}{2} + 1 \) rounds with probability \( \left(\frac{3}{4}\right)^{t-n/2} \left(\frac{4}{3}\right)^{-t} \left(\frac{1}{3}\right)^{t-n/2} \). This implies that \( P^{(\ell)}(P_n) = 0 \) for \( \ell < \frac{n}{2} \) and \( P^{(\ell)}(P_n) = \frac{1}{2} + \frac{1}{2} (1 - \left(\frac{1}{4}\right)^{\ell-n/2}) \) for every \( \ell \geq \frac{n}{2} \).

The next lemma is an application of Markov’s inequality.

**Lemma 4.4.** If \( G \) is a connected graph and \( \ell > \text{ept}(G) \), then \( P^{(\ell)}(G) \geq 1 - \frac{\text{ept}(G)}{\ell} \).

We can also obtain numerous corollaries about \( P^{(\ell)} \) from prior results about expected propagation time and the next lemma, which follows from the previous one.

**Lemma 4.5.** For all connected graphs \( G \), \( \text{ept}(G) = O(f(n)) \) implies \( P^{(\ell)}(G) = 1 - o(1) \) for \( \ell = \omega(f(n)) \).

**Corollary 4.6.** \( P^{(\ell)}(G) = 1 - o(1) \) for \( \ell = \omega(\log n) \) for every graph \( G \) with a universal vertex.

**Corollary 4.7.** \( P^{(\ell)}(K_{1,n}) = 1 - o(1) \) for \( \ell = \omega(\log n) \) and \( P^{(\ell)}(K_{1,n}) = o(1) \) for \( \ell = o(\log n) \).

**Proof.** The first bound follows from Corollary 4.6 while the second bound is proved by the method used in the proof of Theorem 2.7.

**Corollary 4.8.** \( P^{(\ell)}(K_n) = 1 - o(1) \) for \( \ell = \omega(\log n) \) and \( P^{(\ell)}(K_n) = o(1) \) for \( \ell = o(\log \log n) \).

**Proof.** The first bound follows from Corollary 4.6 while the second bound is proved by the method used in the proof of Proposition 2.8.

**Corollary 4.9.** \( P^{(\ell)}(S) = 1 - o(1) \) for \( \ell = \omega(\text{rad}(S) + \log k) \) for every spider \( S \) with \( k \) legs.

**Corollary 4.10.** \( P^{(\ell)}(T) = 1 - o(1) \) for \( \ell = \omega((\log n)^2) \) for every full \( k \)-ary tree \( T \).
Corollary 4.11. With high probability, \( P^{(\ell)}(G(n,p)) = 1 - o(1) \) for \( \ell = \omega((\log n)^2) \) for fixed \( 0 < p < 1 \).

Corollary 4.12. \( P^{(\ell)}(G) = 0 \) for \( \ell < \text{rad}(G) \) and \( P^{(\ell)}(G) = 1 - o(1) \) for all \( \ell = \omega(\text{rad}(G)(\log n)^2) \) for every connected graph \( G \).

Proof. The first statement is true since the number of steps in the coloring process cannot be less than \( \text{rad}(G) \) if we start with only one blue vertex. The second statement follows from Lemma 4.5 and Theorem 2.11.

5 Confidence propagation time

Define \( pt_{\text{paf}}(G,Z,\alpha) \) to be the least number of rounds \( t \) such that the probability that all the vertices are blue after round \( t \) is greater than or equal to \( \alpha \), assuming that the vertices in \( Z \) are colored initially. This can be thought of as the the time at which you have \( \alpha \)-confidence that the graph is all blue when staring with \( Z \), and is called the \( \alpha \)-confidence propagation time. Define \( pt_{\text{paf}}(G,\alpha) = \min_{v \in V(G)} pt_{\text{paf}}(G,\{v\},\alpha) \).

Confidence propagation time can be determined immediately from \( \ell \)-round probability when this is known, as for cycles and paths (Propositions 4.2 and 4.3).

Corollary 5.1. For a cycle of order \( n \),

\[
pt_{\text{paf}}(C_n,\alpha) = \begin{cases} 
\frac{n}{2} + \ell & \text{if } n \text{ is even and } 1 - \left(\frac{1}{4}\right)\ell < \alpha < 1 - \left(\frac{1}{4}\right)^{\ell+1} \\
\frac{n-1}{2} & \text{if } n \text{ is odd and } 0 < \alpha \leq \frac{1}{4} \\
\frac{n-1}{2} + \ell & \text{if } n \text{ is odd and } 1 - \frac{3}{4}(\frac{1}{4})^{\ell-1} < \alpha \leq 1 - \frac{3}{4}(\frac{1}{4})^{\ell}
\end{cases}
\]

Corollary 5.2. For a path of order \( n \),

\[
pt_{\text{paf}}(P_n,\alpha) = \begin{cases} 
\frac{n}{2} & \text{if } n \text{ is even and } 0 < \alpha \leq \frac{1}{2} \\
\frac{n}{2} + \ell & \text{if } n \text{ is even and } 1 - \frac{1}{2}(\frac{1}{4})^{\ell-1} < \alpha \leq 1 - \frac{1}{2}(\frac{1}{4})^{\ell} \\
\frac{n-1}{2} & \text{if } n \text{ is odd and } 0 < \alpha \leq \frac{1}{4} \\
\frac{n-1}{2} + \ell & \text{if } n \text{ is odd and } 1 - \frac{3}{4}(\frac{1}{4})^{\ell-1} < \alpha \leq 1 - \frac{3}{4}(\frac{1}{4})^{\ell}
\end{cases}
\]

The next lemma is analogous to Lemma 4.4 in the last section.

Lemma 5.3. If \( G \) is a connected graph, then \( pt_{\text{paf}}(G,\alpha) \leq \frac{\text{ept}(G)}{1-\alpha} \).

Proof. By Markov’s inequality, the probability that \( G \) is not all blue by time \( T \) is at most \( \frac{\text{ept}(G)}{T} \). When \( T = \frac{\text{ept}(G)}{1-\alpha} \), this probability is at most \( 1 - \alpha \).
Corollary 5.5. For every constant $0 < \alpha < 1$, $pt_{paf}(K_{1,n}, \alpha) = \Theta(\log n)$.

Corollary 5.6. For every constant $0 < \alpha < 1$, $pt_{paf}(K_n, \alpha) = O(\log n)$ and $pt_{paf}(K_n, \alpha) = \Omega(\log \log n)$.

Corollary 5.7. For every constant $0 < \alpha < 1$, $pt_{paf}(T, \alpha) = O((\log n)^2)$ for every full $k$-ary tree $T$, where the constant in the bound depends on $k$.

Corollary 5.8. For every constant $0 < \alpha < 1$, $rad(G) \leq pt_{paf}(G, \alpha) = O(rad(G)(\log n)^2)$ for every connected graph $G$.

Corollary 5.9. For every constant $0 < \alpha < 1$, with high probability $pt_{paf}(G(n, p), \alpha) = O((\log n)^2)$ for all fixed $0 < p < 1$.

For spiders, we obtain a tighter bound than what is given by Lemma 5.3. This follows from a proof very similar to Proposition 2.14, using Markov’s inequality on the sum of the times for the first force to occur and for all neighbors of the body vertex to be colored after the body vertex is colored.

Proposition 5.10. If $G$ is a spider with $k$ legs, then $pt_{paf}(G, \alpha) = rad(G) + O(\log k)$, where the constant in the $O(\log k)$ depends on $\alpha$.

6 Probabilistic throttling

Many results about expected propagation time can be applied to obtain results about probabilistic throttling, $th_{paf}(G, Z) = |Z| + ept(G, Z)$, and the probabilistic throttling number $th_{paf}(G) = \min \{th_{paf}(G, Z)\}$. The next result follows from Lemma 2.10 by choosing a dominating set, with $\gamma(G)$ denoting the domination number and $\Delta(G)$ denoting the maximum degree.

Corollary 6.1. For any connected graph $G$ of order $n$, $th_{paf}(G) \leq \gamma(G) + O(\log \gamma(G) \log \Delta(G))$.

Corollary 6.2. With high probability, $th_{paf}(G(n, p)) = O(\log n \log \log n)$ for any fixed $0 < p < 1$.

Proof. With probability at least $1 - o(1)$, $G(n, p)$ has domination number $O(\log n)$. Thus by Corollary 6.1, the throttling number of $G(n, p)$ is $O(\log n \log \log n)$ with high probability.

For a tree $T$, we use $th_+(T)$ to denote the throttling number of $T$ for PSD zero forcing. On trees, this throttling number coincides with the throttling numbers for Cops and Robbers and distance domination, which are both equal to $\min_k \{k + \text{rad}_k(T)\}$ [3]. By Observation 2.13, $th_+(T, Z) \leq th_{paf}(T, Z)$ for all sets of vertices $Z$, and similarly for cycles when $Z$ contains at least two vertices.

Proposition 6.3. $th_{paf}(C_n) = \sqrt{2n} + O(\log n)$ and $th_{paf}(P_n) = \sqrt{2n} + O(\log n)$.
Proof. The lower bound follows from the relationship with PSD throttling and the fact that \( \text{th}_+(P_n) = \text{th}_+(C_n) = \left\lceil \sqrt{2n} - \frac{1}{2} \right\rceil \) (for the cycle \( n \geq 4 \) is needed) [9, Theorems 3.2, 3.3].

For the upper bound, suppose that we place \( k = \left\lceil \sqrt{\frac{n}{2}} \right\rceil \) blue vertices \( v_1, \ldots, v_k \) on the graph so that every vertex in the graph is within distance \( \left\lceil \sqrt{\frac{n}{2}} \right\rceil \) of a blue vertex, as in the proofs of Theorems 3.2 and 3.3 in [9]. Note that the expected time for all of the initial blue vertices to have a blue neighbor is \( O(\log k) = O(\log n) \) by Lemma 2.10. After all initial blue vertices have a blue neighbor, the probabilistic zero forcing process becomes deterministic, so the remaining time to color the whole graph blue is at most \( \left\lceil \sqrt{n} \right\rceil \).

Proposition 6.4. If \( T \) is a spider of order \( n \), then \( \text{th}_p(T) = \text{th}_+(T) + O(\log n) \).

Proof. The lower bound is immediate since \( \text{th}_p(T) \geq \text{th}_+(T) \) for any tree \( T \). For the upper bound, choose a set \( Z \) of vertices in \( T \) that achieves \( \text{th}_+(G) \) and initially color all vertices in \( Z \) blue. Let \( u \) denote the body vertex.

The expected number of rounds before all vertices in \( Z \) other than \( u \) (if \( u \in Z \)) have a blue neighbor is \( O(\log n) \) by Lemma 2.10. The expected number of rounds before all neighbors of \( u \) are successfully forced is \( O(\log n) \) by Lemma 2.5.

Thus the expected number of rounds for all vertices in \( Z \) to have a blue neighbor (and for all neighbors of \( u \) to be successfully forced if \( u \in Z \)) is \( O(\log n) \). If \( u \in Z \), then the process is deterministic until \( G \) is all blue and the upper bound follows. If \( u \notin Z \), then the process is deterministic until \( u \) is colored blue. The expected number of rounds after that point for all neighbors of \( u \) to get colored blue is \( O(\log n) \). Then the process is deterministic until \( G \) is all blue and the upper bound follows.

Theorem 6.5. Among connected graphs of order \( n \), the maximum possible probabilistic throttling number is \( \Omega(\sqrt{n}) \) and \( O(\sqrt{n} \log(n)^2) \).

Proof. By Proposition 6.3, the path and the cycle achieve \( \Omega(\sqrt{n}) \). For the upper bound, let \( T \) be a spanning subtree of \( G \). Initially color a subset \( Z \) of \( \left\lceil \sqrt{n} \right\rceil \) vertices such that \( Z \) is a \( \left\lceil \sqrt{n} \right\rceil \)-center of \( T \).

At an arbitrary step of the coloring process, suppose that there are \( b \leq n \) blue vertices \( v_1, \ldots, v_b \) that have at least 1 white neighbor. By Lemma 2.10 we have that after the first round during which all of \( v_1, \ldots, v_b \) are colored, the expected number of rounds for all neighbors of \( v_1, \ldots, v_b \) to get colored is \( O((\log n)^2) \).

Since all vertices in \( T \) are within distance \( \left\lceil \sqrt{n} \right\rceil \) of a vertex in \( Z \), the expected number of rounds until every vertex in \( T \) is blue is \( O(\sqrt{n}(\log n)^2) \).

7 Confidence throttling

In this section we define throttling for confidence propagation time. The confidence throttling number of a graph \( G \) is

\[
\text{th}(G, \alpha) = \min_{Z \subseteq V(G)} \left( |Z| + \text{pt}_p(G, Z, \alpha) \right).
\]
In order to derive a general upper bound on confidence throttling for connected graphs, we use a bound on $pt_{\text{pf}}(G, Z, \alpha)$. The next lemma generalizes Lemma 5.3 and is proved the same way.

**Lemma 7.1.** If $G$ is a connected graph and $Z$ is any set of vertices, then $pt_{\text{pf}}(G, Z, \alpha) \leq \frac{\text{ept}(G, Z)}{1 - \alpha}$.

**Corollary 7.2.** For all $0 < \alpha < 1$, the maximum possible value of $\text{th}(G, \alpha)$ among connected graphs of order $n$ is $O(\sqrt{n} \log(n)^2)$, where the constant depends on $\alpha$.

The next result on confidence throttling for paths and cycles has nearly the same proof as Proposition 6.3 from the last section. The expected time for all of the vertices in the initial blue set to have a blue neighbor is $O(\log n)$ by Lemma 2.10, so by Markov’s inequality, it takes $O(\log n)$ rounds for the probability to exceed $\alpha$ that all of the vertices in the initial blue set have a blue neighbor, where the constant in the $O(\log n)$ depends on $\alpha$.

**Lemma 7.3.** For all $0 < \alpha < 1$, $\text{th}(C_n, \alpha) = \sqrt{2n} + O(\log n)$ and $\text{th}(P_n, \alpha) = \sqrt{2n} + O(\log n)$, where the constant in the $O(\log n)$ depends on $\alpha$.

**Corollary 7.4.** For all $0 < \alpha < 1$, the maximum possible value of $\text{th}(G, \alpha)$ among connected graphs of order $n$ is $\Omega(\sqrt{n})$.

Like in the last section, we obtain a tighter throttling bound for spiders. This follows from a proof very similar to Proposition 6.4 using Markov’s inequality on the sum of the times for every vertex in the initial blue set to have a blue neighbor and for all white neighbors of the body vertex to be forced after the body vertex is colored.

**Lemma 7.5.** If $T$ is a spider of order $n$, then $\text{th}(T, \alpha) = \text{th}_+ (T) + O(\log n)$, where the constant in the $O(\log n)$ depends on $\alpha$.

### 8 Concluding remarks

In [12] Kang and Yi provide key definitions for probabilistic zero forcing: the probability of a force and the concept of a round. Here we use these definitions to begin the study of expected propagation time, $\ell$-round probability, probabilistic throttling, and confidence propagation and throttling. The fact that so many results from expected propagation time can be applied to obtain results on $\ell$-round probability, confidence propagation, and probabilistic throttling provides additional evidence that expected propagation time is a parameter worthy of study.

Many questions about expected propagation time remain, including Question 2.16 and the determination of an asymptotically tight upper bound for all graphs of order $n$. Another question that may be of interest is how to identify a vertex $u \in V(G)$ such that $\text{ept}(u) \leq \text{ept}(v)$ for all $v \in V(G)$. Also, the idea in Corollary 6.1 of using a dominating set could be extended to a distance dominating set.
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