Universal lower bounds on the kinetic energy of electronic systems with noncollinear magnetism
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The distribution of noncollinear magnetism in an electronic system provides information about the kinetic energy as well as some kinetic energy densities. Two different everywhere-positive kinetic densities related to the Schrödinger–Pauli Hamiltonian are considered. For one-electron systems described by a single Pauli spinor, the electron density, spin density and current density completely determines these kinetic energy densities. For many-electron systems, lower bounds on the kinetic energy densities are proved. These results generalize a lower bound due to von Weizsäcker, which is based on the electron density alone and plays an important role in density functional theory. The results have applications in extensions of density functional theory that incorporate noncollinear spin densities and current densities.

INTRODUCTION

Electronic states with noncollinear spin magnetization occur in molecules and materials subject to non-uniform magnetic fields, geometric frustration, or relativistic spin-orbit coupling. A global spin quantization axis is energetically unfavorable in such systems and, unlike the collinear case, the direction of local spin magnetic moments therefore varies over space. A paradigmatic example is a spiral spin-density wave. The net magnetic moments therefore varies over space. A paradigmatic example is a spiral spin-density wave. The noncollinear spin magnetization density is shown that the noncollinear spin magnetization density in principle provides information about the underlying many-body wave function (or mixed state), and therefore also about other properties. In the present work, it is shown that the noncollinear spin magnetization density, together with the electron density and current density, provides particularly direct information about the non-relativistic kinetic energy and kinetic energy density: For a single-electron system, the exact kinetic energy density is a simple function of these quantities. For a general many-electron system, the same simple function provides a lower bound the actual kinetic energy density. This type of bound is a general consequence of the non-relativistic quantum-mechanical description and no quantum state can give rise to densities that violate the non-relativistic quantum-mechanical description and density. This type of bound is a general consequence of a general many-electron system, the same simple function of these quantities. For a single-electron system, the exact kinetic energy and kinetic energy density is a simple function of these quantities. For a general many-electron system, the same simple function provides a lower bound the actual kinetic energy density. This type of bound is a general consequence of the non-relativistic quantum-mechanical description and no quantum state can give rise to densities that violate the bound.

An arbitrary N-electron state can be represented by a density matrix \( \Gamma(\mathbf{x}_1, \ldots, \mathbf{x}_N; \mathbf{x}'_1, \ldots, \mathbf{x}'_N) \), where \( \mathbf{x}_k = (\mathbf{r}_k, \omega_k) \) contains the spatial and spin coordinates. Integrating out all but one particle coordinate yields the reduced one-particle reduced density matrix \( \gamma(\mathbf{x}, \mathbf{x}') \), which in turn can be decomposed into natural occupation numbers (eigenvalues) \( n_k \) and natural Pauli spinors (eigenvectors) \( \phi_k(\mathbf{x}) \),

\[
\gamma(\mathbf{x}, \mathbf{x}') = \sum_{l=1}^{\infty} \phi_l(\mathbf{x}) \phi_l(\mathbf{x}')^*,
\]

where the occupation number is absorbed into the normalization, \( \langle \phi_l | \phi_l \rangle = n_l \). The occupation numbers can be fractional, but always satisfy \( n_l \geq 0 \) and \( \sum_l n_l = N \), and the decomposition is valid irrespective of whether the state \( \Gamma \) is weakly or strongly correlated. Each natural spinor contributes additively to the total electron density \( \rho(\mathbf{r}) = \sum_l \rho_l(\mathbf{r}) \), spin density \( \mathbf{m}(\mathbf{r}) = \sum_l \mathbf{m}_l(\mathbf{r}) \), and paramagnetic current density \( \mathbf{J}_p(\mathbf{r}) = \sum_l \mathbf{J}_{pl}(\mathbf{r}) \). Understanding \( \phi_l(\mathbf{r}) = (\phi_l(\mathbf{r}, \uparrow), \phi_l(\mathbf{r}, \downarrow))^T \) as a column vector containing the spin up and down component, the individual contributions are given by

\[
\rho_l(\mathbf{r}) = \phi_l(\mathbf{r})^\dagger \phi_l(\mathbf{r}), \quad \mathbf{m}_l(\mathbf{r}) = \frac{1}{2} \phi_l(\mathbf{r})^\dagger \sigma \phi_l(\mathbf{r}),
\]

where \( \sigma \) is a vector of Pauli spin matrices, and

\[
\mathbf{J}_{pl}(\mathbf{r}) = \text{Re} \phi_l(\mathbf{r})^\dagger \mathbf{p} \phi_l(\mathbf{r}),
\]

where \( \mathbf{p} = -i \nabla \) is the canonical momentum operator. Any spin densities that arise from a pure or mixed state satisfy the N-representability condition \( \rho(\mathbf{r}) \geq |\mathbf{m}(\mathbf{r})| \) everywhere in space. Densities that arise from a single spinor satisfy the stronger condition \( \rho = 2|\mathbf{m}| \).

The standard, everywhere positive kinetic energy density is given by \( \tau(\mathbf{r}) = \sum_l \tau_l(\mathbf{r}) \), where

\[
\tau_l(\mathbf{r}) = \frac{1}{2} (\mathbf{p} \phi_l(\mathbf{r}))^\dagger (\mathbf{p} \phi_l(\mathbf{r})).
\]

An alternative positive kinetic energy density, that integrates to the same total canonical kinetic energy, is

\[
\bar{\tau}_l(\mathbf{r}) = \frac{1}{2} (\sigma \cdot \mathbf{p} \phi_l(\mathbf{r}))^\dagger (\sigma \cdot \mathbf{p} \phi_l(\mathbf{r})).
\]

This kinetic energy density is associated with the Pauli kinetic energy operator \( (\sigma \cdot \mathbf{p})^2 / 2 \). The difference between the two densities is

\[
\bar{\tau}_l(\mathbf{r}) - \tau_l(\mathbf{r}) = \frac{i}{2} (\mathbf{p} \phi_l(\mathbf{r}))^\dagger (\sigma \times \mathbf{p} \phi_l(\mathbf{r})).
\]

One of the earliest estimates of the kinetic energy from the particle density was established by von Weizsäcker in
The von Weizsäcker bound plays an important role in density-functional theory (DFT) \([8]\), where it is one of the simplest meaningful density functionals. The fact that it provides a rigorous lower bound on the kinetic energy makes it a useful formal tool \([8]\). The fact that the bound becomes an equality for single-orbital regions has made it a useful ingredient in orbital-free kinetic energy functionals \([8,10]\) as well as in a class of density-functional approximations (meta-GGAs) that use a kinetic energy density to detect regions of overlapping orbitals \([11,13]\). It has also inspired quantitative measures of electron localization \([14,15]\). To date, these concepts have been restricted to collinear spin densities.

As noncollinear magnetism is beyond the formal scope of standard DFT, the proper setting for generalizations is noncollinear spin-density-functional theory (nc-SDFT) \([16]\) or current-density-functional theory (CDFT) \([17,18]\). In nc-SDFT there is an exact, universal density functional that depends on the pair \((\rho,m)\) of the total density \(\rho\) and spin density \(m\). In CDFT, the universal functional depends on either the triple \((\rho,j_p,m)\) or the pair \((\rho,j_m)\) \([13,20]\). Here, \(j_p\) is the paramagnetic current density and \(j_m = j_p + \nabla \times m\) is the magnetization current density that also includes a spin contribution. While the formulation in terms of \((\rho,j_m)\) couples spatial and spin degrees of freedom, and breaks the spin rotation invariance of the \((\rho,j_p,m)\) formulation, it is a natural framework when Lieb’s convex analysis formulation of DFT \([8]\) is extended to CDFT \([21]\). Though recent work has focused on the \(m\)-dependence of the exchange-correlation energy \([21,22]\), little work has been done on the \(m\)- or \(j_m\)-dependence of the kinetic energy.

### One-Electron Systems

The function \(\tau_W\) can be modified to become responsive to the spin density. A common pragmatic approach to noncollinear density functionals is to apply functionals derived for the collinear case also to noncollinear densities. To enable this, the densities \(\rho_{\pm} = \frac{1}{2} \rho \pm |m|\) are substituted for the spin up and down densities \(\rho_{\uparrow,\downarrow}\). The corresponding generalization of the \((\text{spin-resolved})\) \(\tau_W\) is

\[
\tau_{\text{eig}}(\rho,j_p,m) = \frac{|j_p|^2}{2\rho} + \frac{|\rho|^2}{2\rho} + \frac{\rho}{2\rho}.
\]

(7)

However, this choice does not reproduce an exact kinetic energy density in the one-spinor case. Instead, define the densities

\[
\tau_m(\rho,j_p,\nabla m^T) = \frac{|j_p|^2}{2\rho} + \sum_{a,b} \frac{(\nabla_a m_b)^2}{2\rho}.
\]

(8)

with summation over all Cartesian components \(a,b \in \{x,y,z\}\), and

\[
\tilde{\tau}_m(\rho,j_m,\nabla m) = \frac{|j_m|^2 + (\nabla \cdot m)^2}{2\rho}.
\]

(9)

The following theorem shows that the above functions reproduce the exact \(\tau\) and \(\tilde{\tau}\) for arbitrary one electron systems.

**Theorem 1.** Let \(\rho, m, j_p, \tau, \tilde{\tau}\) be densities arising from a single, arbitrary Pauli spinor. At every point \(r\) with non-zero density \(\rho(r) \neq 0\), it holds that (a) \(\tau = \tau_m(\rho,j_p,\nabla m^T)\) and (b) \(\tilde{\tau} = \tilde{\tau}_m(\rho,j_m,\nabla \cdot m)\).

**Proof.** Part (a): A general Pauli spinor takes the form \(\phi(r) = (\lambda(r), \mu(r))^T\). Now fix an arbitrary point \(r_0\) with non-vanishing density. Without loss of generality, the coordinate system can be chosen so that \(z\)-axis is aligned to the spin direction \(m(r_0)\) at \(r_0\), i.e. \(\mu(r_0) = 0\). Moreover, it is easily verified that the difference \(\tau - \tau_m\) is invariant under gauge transformations. The fact \(\rho(r_0) \neq 0\) now implies \(\lambda(r_0) \neq 0\), which is sufficient to guarantee the existence of a gauge transformation \(\lambda(r) \mapsto \lambda(r)e^{i\chi(r)}\), \(\mu(r) \mapsto \mu(r)e^{i\chi(r)}\) that makes \(\lambda(r)\) real-valued in a small neighborhood around \(r_0\). Without loss of generality, one may therefore take \(\lambda(r_0)\) and \(\nabla \lambda(r_0)\) to be real-valued. Hence, \(\rho(r_0) = \lambda(r_0)^2\), \(j_p(r_0) = 0\), \(m_z(r_0) = m_y(r_0) = 0\), \(m_x(r_0) = \frac{1}{2}\lambda(r_0)^2\), and

\[
\nabla_a m = \frac{1}{2} \nabla_a \phi^\dagger \phi = \frac{1}{2} \left( \frac{\lambda(\nabla_a \mu + \nabla_a \mu^*)}{2\nabla_a \lambda} \right),
\]

(10)

where \(a \in \{x,y,z\}\) is a Cartesian component and all quantities are evaluated at \(r_0\). Insertion into the definition of \(\tau_m(\rho,j_p,\nabla m^T)\) yields

\[
\tau_m = \frac{4\lambda^2 |\nabla \mu|^2 + 4\lambda^2 |\nabla \lambda|^2}{8\rho} = \frac{1}{2} |\nabla \lambda|^2 + \frac{1}{2} |\nabla \mu|^2,
\]

(11)
which coincides with \( \tau \). Because the point \( r_0 \) was arbitrary, part (a) of the theorem follows.

Part (b): Under the above stipulations,
\[
2\nabla \cdot m = \lambda \nabla_x (\mu + \mu^*) - i\lambda \nabla_y (\mu - \mu^*) + \lambda \nabla \cdot \lambda \tag{12}
\]
and
\[
j_m = \nabla \times m = \frac{1}{2} \left( \begin{array}{c}
\nabla_y \lambda + i \nabla_z (\mu - \mu^*) \\
\nabla_z (\mu + \mu^*) - \nabla_x \lambda \\
-i \nabla_x (\mu - \mu^*) - \nabla_y (\mu + \mu^*)
\end{array} \right)
\]
and, with \( \nabla = \nabla_x \pm i\nabla_y \),
\[
2\bar{\tau} = (\sigma \cdot p\phi)^\dagger \sigma \cdot p\phi = \left( \nabla_{-\mu} + \nabla_z \lambda \right) \left( \nabla_{-\mu} + \nabla_z \lambda \right)^\dagger.
\tag{13}
\]

It is now a matter of straightforward algebra to verify that \( \bar{\tau} = \bar{\tau}_m(\rho, j_m, \nabla \cdot m) \), and thus part (b) of the theorem.

\[\square\]

**MANY-ELECTRON SYSTEMS**

For general systems, the functions \( \tau_m \) and \( \bar{\tau}_m \) are not exact, but instead provide lower bounds.

**Theorem 2.** For densities \( \rho, \ m, \ j_p, \ \tau, \) and \( \bar{\tau} \) arising from arbitrary N-electron mixed states, (a) \( \tau \geq \tau_m(\rho, j_p, m) \) and (b) \( \bar{\tau} \geq \bar{\tau}_m(\rho, j_m, \nabla \cdot m) \).

**Proof.** It will first be shown that \( \tau_m \) and \( \bar{\tau}_m \) are subadditive functions. The pair \( (j_p, \nabla m^T) \) can be reorganized into a 12-dimensional vector \( u \in \mathbb{R}^{12} \) and the pair \( (j_m, \nabla \cdot m) \) into a 4-dimensional vector \( u \in \mathbb{R}^4 \). Hence, both functions are instances of \( f(\rho, u) = |u|^2/2\rho \), defined for all \( \rho > 0 \) and \( u \in \mathbb{R}^K \). Using the Young’s inequality \( 2u \cdot v \leq |u|^2 + |v|^2/\alpha^2 \), with \( \alpha = \sigma/\rho \), one obtains the subadditivity property
\[
f(\rho + \sigma, u + v) \leq \frac{(1 + \sigma/\rho)|u|^2 + (1 + \rho/\sigma)|v|^2}{2(\rho + \sigma)} \tag{15}
\]

\[
= f(\rho, u) + f(\sigma, v).
\]

The fact that natural spinors contribute additively to the densities now allows iteration of the subadditivity of \( \tau_m \) and \( \bar{\tau}_m \):
\[
\tau_m \left( \sum_j \rho_j, \sum_k \nabla^T m_k, \sum_l j_{p,l} \right) \leq \sum_l \tau_m(\rho_l, \nabla^T m_l; j_{p,l}) = \sum_l \tau_l = \tau,
\tag{16}
\]

where the identification \( \tau_m(\rho_l, \nabla^T m_l; j_{p,l}) = \tau_l \) follows because \( \tau_m \) is exact for densities arising from a single spinor (by Theorem 1). The inequality for \( \bar{\tau}_m \) follows analogously.

The original von Weizsäcker bound, \( \tau_W \leq \tau \), and the new bound, \( \tau_m \leq \tau \), are both universally valid. However, which bound is sharper varies with the system. In a closed-shell molecule with paired electrons, the spin density vanishes and the original bound is sharper. For a single-electron system or regions sufficiently far away from a molecule with an unpaired electron, the new bound is sharper, \( \tau_W \leq \tau_m \). A spin density-wave with nearly uniform density is another case where \( \tau_m \) is the sharper bound. Both bounds may be improved by taking the maximum of \( \tau_m \) and \( \tau_W \) at each point in space. Alternatively, the identity \( \rho = 2|m| \) for single-electron systems provides some freedom to modify the expressions for \( \tau_m \) and \( \bar{\tau}_m \) so that they yield different estimates in the many-electron case. In general, preserving subadditivity is sufficient for preserving the lower bound properties \( \tau_m \leq \tau \) and \( \bar{\tau}_m \leq \bar{\tau} \). To this end, note Gontier’s result \[\text{[20]}\]

\[
\tau_G(\rho, m) = \frac{|\nabla \sqrt{\rho \rho^2 - |m|^2}|^2}{2\rho}.
\tag{17}
\]

Gontier’s bound can be sharpened to \( \tau_G \leq \tau \). For densities arising from a single spinor, \( \tau_G \) vanishes identically. When instead the spin density vanishes everywhere in space, \( \tau_G \) reduces to the conventional von Weizsäcker term \( |\nabla \rho|^2/8\rho \). Moreover, \( \tau_G \) tends be large when the inequality \( \tau_m \leq \tau \) holds by a large margin. In fact, defining the sum
\[
\tau_{mG}(\rho, j_p, m) = \tau_m(\rho, j_p, \nabla m^T) + \tau_G(\rho, m), \tag{18}
\]
the previous inequalities can now be sharpened to \( \tau_{mG} \leq \tau \). While \( \tau_G \) is manifestly not subadditive, the sum \( \tau_{mG} \) is subadditive with respect to addition of one-spinor densities, which is sufficient to prove the sharpened inequality:

**Theorem 3.** Let \( (\rho, j_p, m) \) and \( (\sigma, k_p, n) \) be density triples from an arbitrary mixed state and a single spinor, respectively. Then
\[
\tau_G(\rho + \sigma, m + n) \leq \tau_G(\rho, m) + \frac{\rho \sigma |\nabla m_c - \frac{1}{\alpha} \nabla n_c|^2}{2(\rho + \sigma)} \tag{19}
\]
and
\[
\tau_{mG}(\rho + \sigma, j_p + k_p, m + n) \leq \tau_{mG}(\rho, j_p, m) + \tau_{mG}(\sigma, k_p, n). \tag{20}
\]

**Proof.** With the notation \( f^2 = \frac{1}{2} \rho \rho^2 - |m|^2 \) and \( h^2 = \frac{1}{2} \rho \rho^2 - 2m \cdot n \), one can write
\[
\tau_G(\rho + \sigma, m + n) = \frac{|\nabla f^2 + \nabla h^2|^2}{8(\rho + \sigma)(f^2 + h^2)}.
\tag{21}
\]
Using \( \nabla \rho^2 = 4\nabla (f^2 + |m|^2) \) and \( \nabla \sigma^2 = 4\nabla |n|^2 \) to eliminate occurrences of \( \nabla \rho \) and \( \nabla \sigma \) when \( \nabla h^2 \) is written out yields
\[
\nabla h^2 = \frac{\sigma}{\rho} \nabla f^2 + \frac{2}{\rho} \zeta_c \nabla m_c - \frac{2}{\sigma} \zeta_c \nabla n_c, \tag{22}
\]
with implicit summation over Cartesian components $c$ and $\zeta = \sigma \mathbf{m} - \rho \mathbf{n}$. Now temporarily assume that $\zeta$ is non-zero; the final form below is also valid in the simpler case $\zeta = 0$. Using the Young’s inequality, $|u + v|^2 \leq (1 + a)|u|^2 + (1 + \frac{a}{2})|v|^2$, $a > 0$, one now has

$$\tau_G(\rho + \sigma, \mathbf{m} + \mathbf{n}) = \frac{|1 + \frac{\sigma}{\rho} + \zeta_c(\frac{\rho}{\sigma} \nabla m_c - \frac{1}{2} \nabla n_c)|^2}{f^2 + h^2} \leq \frac{(1 + a)(1 + \frac{\sigma}{\rho})^2 f^2 |\nabla f|^2 + (1 + \frac{\rho}{\sigma})|\zeta_c(\frac{\rho}{\sigma} \nabla m_c - \frac{1}{2} \nabla n_c)|^2}{f^2 + h^2}.$$  

(23)

For non-zero $\zeta$, setting $a = |\zeta|^2/((\rho + \sigma)^2)$, noting the identity $|\zeta|^2 = \rho \sigma h^2 - \sigma^2 f^2$, and overestimating the second term in the numerator above by replacing $\zeta_c$ with $|\zeta|$ now yields

$$\tau_G(\rho + \sigma, \mathbf{m} + \mathbf{n}) \leq \frac{|\nabla f|^2}{2\rho} + \sum_c \frac{\rho \sigma |\nabla m_c - \frac{1}{2} \nabla n_c|^2}{2(\rho + \sigma)}.$$  

(24)

The first term on the right-hand side can be identified with $\tau_G(\rho, \mathbf{m})$, proving the first part of the theorem.

The second part of the theorem follows because cross terms involving $\nabla m_c$, $\nabla n_c$ from $\tau_G$ and $\tau_m$ exactly cancel. Hence, adding $\tau_m$ to the above inequality yields

$$\tau_{mG}(\rho + \sigma, \mathbf{j}_p, \mathbf{k}_p, \mathbf{m} + \mathbf{n}) \leq \tau_G(\rho, \mathbf{m}) + \frac{|\mathbf{j}_p| + |\mathbf{k}_p|^2}{2(\rho + \sigma)}$$

$$+ \sum_c \frac{(1 + \frac{\sigma}{\rho})|\nabla m_c|^2 + (1 + \frac{\rho}{\sigma})|\nabla n_c|^2}{2(\rho + \sigma)}.$$  

(25)

Identifying spin terms and noting the subadditivity of the current density term, $|\mathbf{j}_p + |k_p|^2|/(2\rho + 2\sigma) \leq |\mathbf{j}_p|^2/2\rho + |\mathbf{k}_p|^2/2\sigma$, one obtains

$$\tau_{mG}(\rho + \sigma, \mathbf{j}_p, \mathbf{k}_p, \mathbf{m} + \mathbf{n}) \leq \tau_m(\rho, \mathbf{j}_p, \mathbf{m}) + \tau_m(\sigma, \mathbf{k}_p, \mathbf{n}).$$  

(26)

Finally, $\tau_G(\sigma, \mathbf{n})$ is identically zero and can be added to produce to the form in Eq. (20), completing the proof.

**Theorem 4.** For densities $\rho$, $\mathbf{m}$, $\mathbf{j}_p$, $\tau$ arising from an arbitrary mixed state, $\tau \geq \tau_{mG}(\rho, \mathbf{j}_p, \mathbf{m})$.

**Proof.** Decompose the densities into contributions from individual spinors and iterate the subadditivity result in Eq. (20),

$$\tau_{mG}(\rho, \mathbf{m}, \mathbf{j}_p) \leq \sum_l \tau_{mG}(\rho_l, \mathbf{m}_l, \mathbf{j}_{p,l}) = \sum_l \tau_l = \tau.$$  

(27)

For collinear spin densities, both $\tau_{eg}$ and $\tau_{mG}$ reduce to a known form of the von Weizsäcker bound. For non-collinear spin densities, the following theorem shows that $\tau_{mG}$ is the sharper bound.

**Theorem 5.** For a density triple $(\rho, \mathbf{j}_p, \mathbf{m})$ arising from an arbitrary mixed state, $\tau_{eg}(\rho, \mathbf{j}_p, \mathbf{m}) \leq \tau_{mG}(\rho, \mathbf{j}_p, \mathbf{m})$.

**Proof.** The alternative expression

$$\tau_{eg}(\rho, \mathbf{j}_p, \mathbf{m}) = \frac{|\mathbf{j}_p|^2}{2\rho} + \frac{1}{2}(\rho_+ - \rho_-)^2 + \frac{|\nabla \rho_+ - \rho_-|^2}{2\rho}.$$  

(28)

can be verified by a direct calculation. The last term above can be identified as $\tau_G(\rho, \mathbf{m}) = |\nabla \rho_+ - \rho_-|^2/2\rho$. Then, iterating the general gradient inequality $|\nabla \sqrt{f^2 + g^2}| \leq |\nabla f|^2 + |\nabla g|^2$ Sec. 6.17, 7.8],

$$|\frac{1}{2} \nabla (\rho_+ - \rho_-)|^2 = |\nabla \mathbf{m}|^2 \leq \sum_c |\nabla m_c|^2,$$  

(29)

where the right-hand side coincides with the spin-density terms in the numerator of $\tau_m$. The theorem follows.

**DISCUSSION**

The above results provide a foundation for generalization of common measures of electron localization, orbital overlap, and exchange hole curvature [11, 14, 15, 28, 29] to a noncollinear setting. The *isoorbital indicator* $\alpha_W = (\tau - \tau_W)/\tau_{unif} \geq 0$, where $\tau_{unif}$ is an estimate of the kinetic energy density in a uniform electron gas, has been advocated as the proper measure of orbital overlap in meta-GGA functionals [13]. Theorems 11, 22, and 24 show that one can define analogous *isospinor indicators*, e.g. $\alpha_{mG} = (\tau - \tau_{mG})/\tau_{unif} \geq 0$ and $\alpha_m = (\tau - \tau_m)/\tau_{unif} \geq 0$ are able to discriminate between single- and many-spinor regions.

As in the collinear case, the quantities appearing in the lower bounds are related to the curvature of the pair density. For an uncorrelated state with natural spinors $\phi_k$, the pair density is a sum $n(r, r') = \rho(r)\rho(r') + n_s(r, r')$ of a direct density product and the exchange term $n_s(r, r') = -\sum_k |\phi(r')\phi(r)|^2$. Many density functional approximations rely on modelling of the exchange hole, defined as $h_s(r, r') = n_s(r, r')/\rho(r')$ [8]. Some meta-GGA models rely specifically on the fact that the curvature at coinciding electron locations,

$$n''_s(r) = \nabla^2 n_s(r, r')|_{r = r},$$  

(30)

is related to $\tau - \tau_W$ in collinear systems [11, 28]. With the notation $K_{ca} = J_{ca} - i \nabla_a n_c = \sum_k |\phi_k|^2 \rho_c \phi_k$, where $J_{ca}$ is real, and $\tau^c = \frac{1}{2} \sum_l (\nabla \phi_l)|^2 \cdot \rho_c \nabla \phi_l$, the exchange density curvature is

$$n''_x = 2\rho - \tau_W + 4m_c \tau^c - K_{ca} K_{ca} - \frac{1}{2} \rho \nabla^2 \rho - 2m_c \nabla^2 m_c.$$  

(31)

For any location in space, one may align the coordinate system so that $\mathbf{m}$ is parallel to the $z$-axis. Expanding
the inequality $\psi^\dagger \psi \geq 0$, with $\psi = (1 - \sigma_c)(p_\alpha + A_\alpha)\phi$ and $A_\alpha = -j_{\alpha,i}/\rho$, yields $4m_c \tau^c - J_{\alpha}^2 \leq 4|m| (\tau - |j_p|^2/2\rho)$. Thus,

$$n_x'' \leq 2(\rho + 2|m|) \left( \tau - \frac{|j_p|^2}{2\rho} - \frac{|\nabla \rho|^2 + |\nabla \sigma_m|^2}{8(\rho + 2|m|)} \right)$$

$$- \frac{1}{2} \rho \nabla^2 \rho - 2m_c \nabla^2 m_c.$$  

Hence, the exchange-hole curvature involves the sum of $\tau_W$ and $\tau_m$, corrected by a $j_p$-dependent term that yields the correct gauge dependence.

The functions $\tau_{mcG}$ and $\bar{\tau}_m$ also provide the foundation for a new type of orbital-free kinetic energy functionals, $T_{mcG}[\rho, j_p, m] = \int \tau_{mcG}(\rho(r), j_p(r), m(r)) \, dr$ and $T_m[\rho, j_m, \nabla \cdot m] = \int \bar{\tau}_{mcG}(\rho(r), j_m(r), \nabla \cdot m(r)) \, dr$, which incorporate noncollinear spin densities and are rigorous lower bounds on the true kinetic energy. In order to stay within the strict ($\rho, j_m$)-formulation of CDFT, the divergence term must either be expressed as a functional of ($\rho, j_m$), which is likely to be complicated, or simply omitted. Omitting the term preserves the lower bound property, while exactness in the single-spinor case is lost and the term is generally not small.

Finally, the fact that the results presented here bound not only the kinetic energy, but apply pointwise to the kinetic energy density, facilitates numerical exploration. The bounds apply to any densities obtained from numerical electronic-structure-structure methods. Additionally, the bounds apply when $\phi_i(r)$ and $\nabla \phi_i(r)$ are treated as random variables. Orthonormality constrains only integrals over all space, not pointwise values. Hence, adopting a statistical model and generating pointwise densities from randomized spinors is a possible direction for obtaining numerical quantification of the gaps between the exact kinetic energies and the lower bounds. Modifications of the bounds that improve their statistical accuracy can also be explored.
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