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Abstract

This paper studies the problem of equivalence of Gaussian measures induced by Gaussian random fields (GRFs) with stationary increments and proves a sufficient condition for the equivalence in terms of the behavior of the spectral measures at infinity. The main results extend those of Stein (2004), Van Zanten (2007, 2008) and are applicable to a rich family of nonstationary space-time models with possible anisotropy behavior.
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1 Introduction

Space-time models have become increasingly popular in scientific studies such as geology, climatology, geophysics, environmental and atmospheric sciences, etc ([7], [9] and [30]). Gaussian random fields (GRFs) are ubiquitous in space-time modeling due to the prevalence of central limit theorems and the mathematical/computational amenability of the multivariate normal distributions. Most of the parametric models proposed in the literature are GRFs with specific parametric covariance structure (see [8], [14], [32], and [15] for rich families of space-time covariance functions). One of the main objectives in statistics then is to find consistent estimates for the parameters, and finally use them for prediction of the underlying random field at unobserved locations. Given a parametric family of Gaussian random fields, an important question is to determine whether all the parameters are consistently estimable. First step to answer this question demands an
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investigation on the equivalence or singularity of the corresponding Gaussian measures induced by this family of GRFs on their space of sample functions, since if two sets of parameters in the Gaussian models give equivalent Gaussian distributions, then it is impossible to find consistent estimators for these parameters involved regardless of the method chosen for estimation (see for example [40] for a discussion on inconsistent estimation in Matérn covariance functions under the framework of fixed domain asymptotics). Another application of equivalence of Gaussian measures comes from covariance structure misspecification, and its effect on spatial interpolation (see [30]). Therefore, finding explicit conditions for deciding whether two Gaussian random fields induce equivalent Gaussian distributions on their spaces of sample functions has direct impact in evaluating the prediction error in interpolation of spatial data, and thus proving asymptotically optimal prediction under misspecified covariance structure. There are other applications of equivalence and perpendicularity of GRFs in spatial modeling. For example, we refer to [12], [18], [27], [26], and [4] for the application in covariance tapering.

Equivalence of Gaussian measures is a classical problem in probability theory that has been studied since the 1950’s. We refer to the books [13], [17], [38], [21] and references therein for systematic accounts. Necessary and sufficient conditions for the equivalence of Gaussian measures induced by stationary Gaussian processes in terms of their mean and covariance functions are given in [17]. Their extensions to stationary isotropic Gaussian random fields are proved in [28] and [38].

However, investigation on the equivalence of nonstationary GRFs has been limited to some special cases. For instance, we refer to [6] on mixed fractional Brownian motion, [3] on Volterra processes, [29] on Gaussian random fields that are equivalent to fractional Brownian sheets, [31] on a family of intrinsic random functions with power law generalized covariance functions (including fractional Brownian fields), and [33, 34] and [36] on certain Gaussian processes/fields with stationary increments. Also, there are some recent results on equivalence of measures for multivariate GRFs [25], for GRFs on spheres [1], and for self-similar GRFs [20].

Our work is mainly motivated by [31] and by [33, 34] where explicit sufficient conditions for the equivalence of Gaussian processes with stationary increments in terms of their spectral densities similar to the criterion in [17] for the stationary case have been established. The main purpose of this paper is to extend their results to the setting of Gaussian random fields with stationary increments which may have different regularities in each direction. Besides of theoretical interest, our results are applicable to anisotropic nonstationary space-time Gaussian models.

The rest of the paper is organized as follows. We start Section 2 by introducing some useful Hilbert spaces connected to the frequency domain, and study their structure. In Section 3, we state the main results of the paper, which are sufficient conditions for equivalence of GRFs with stationary increments using the tail behavior of their spectral densities. In the last section, we apply the main results (Theorems 3.5 and 3.6) to a rich family of anisotropic nonstationary spatio-temporal Gaussian models.

2 Preliminary

Let $X = \{X_t : t \in \mathbb{R}^d\}$ be a centered GRF with stationary increments. The covariance structure of $X$ is fully described by [39]. For simplicity, we assume that $X(0) = 0$ and the covariance function of $X$ can be written as

$$ C(t, s) = E(X_t X_s) = \int_{\mathbb{R}^d} \left( e^{i(t, \lambda)} - 1 \right) \left( e^{-i(s, \lambda)} - 1 \right) F(d\lambda), \tag{2.1} $$
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where $F$ is a non-negative symmetric measure on $\mathbb{R}^d \setminus \{0\}$, called the spectral measure of $X$, that satisfies

$$
\int_{\mathbb{R}^d} \frac{|\lambda|^2}{1 + |\lambda|^2} F(d\lambda) < \infty. \tag{2.2}
$$

It follows from (2.1) that $X$ has the following spectral representation:

$$
X(t) \overset{d}{=} \int_{\mathbb{R}^d} (e^{i(t, \lambda)} - 1) W(d\lambda), \tag{2.3}
$$

where $W$ is a complex-valued Gaussian random measure with mean 0 and control measure $F$.

If the spectral measure $F$ is absolutely continuous with respect to the Lebesgue measure on $\mathbb{R}^d$, we will call its Radon-Nikodym derivative, denoted by $f(\lambda)$, the spectral density of $X$. We will give conditions for the equivalence of GRFs with stationary increments in terms of their spectral densities, but first, we recall the definition of equivalence of GRFs.

**Definition 2.1.** For a fixed set $D \subseteq \mathbb{R}^d$, we call two GRFs $X = \{X_t : t \in \mathbb{R}^d\}$, $Y = \{Y_t : t \in \mathbb{R}^d\}$ equivalent on $D$ if they induce equivalent measures\(^1\) on the measurable space $(\mathbb{R}^D, \mathcal{B}(\mathbb{R}^D))$, in which $\mathcal{B}(\mathbb{R}^D)$ is the $\sigma$-field generated by the cylinder subsets\(^2\) of $\mathbb{R}^D$. Moreover, we call $X$ and $Y$ locally equivalent if they are equivalent on all bounded subsets of $\mathbb{R}^d$.

The spectral representation (2.1) makes an important bridge between the problem of equivalence of GRFs and the description of the space generated by the linear combinations of the kernel functions. For that purpose, in this section we define for a fixed and bounded set $D \subseteq \mathbb{R}^d$, an incomplete Hilbert space $\mathcal{L}_D^\prime = \text{span} \{e_t(\lambda) := e^{i(t, \lambda)} - 1 : t \in D\}$ with the inner product

$$
\langle e_t, e_s \rangle_F = \int_{\mathbb{R}^d} e_t(\lambda)|e_s(\lambda)| F(d\lambda).
$$

We denote the closure of $\mathcal{L}_D^\prime$ in $L^2(F)$ by $\mathcal{L}_D(F)$. Also, for $T > 0$, denote by $\Pi_T = [-T, T]^d$ the cube with side $2T$.

Observe that the functions in $\mathcal{L}_D^\prime$ are entire functions defined on $\mathbb{C}^d$ (see [24] for definition and more properties), and they are of finite exponential type. Recall that an entire function $\varphi$ on $\mathbb{C}^d$ is called of finite exponential type if

$$
\lim_{r \to \infty} \frac{1}{r} \max_{||z||=r} \log |\varphi(z)| < \infty.
$$

However, in general, the elements in the completed Hilbert space, $\mathcal{L}_D(F)$, may not have the same properties as the functions in $\mathcal{L}_D^\prime$. This problem is discussed in details in [22, 23]. In this paper, we assume that the spectral measure $F$ has a density function $f(\lambda)$ that satisfies the following condition:

(C1) There exist constants $c, k, \eta > 0$ such that $f(\lambda) \geq \frac{c}{|\lambda|^\eta}$ for all $\lambda \in \mathbb{R}^d$ with $|\lambda| > k$.

This assumption on the spectral density will imply the elements in $\mathcal{L}_D(F)$ to be entire functions of finite exponential type. These properties enable us to apply the Paley-Wiener type theorems to get nice description of the elements in the Hilbert space $\mathcal{L}_D(F)$ for $D = \Pi_T$.

---

\(^1\)Two measures defined on the same measurable space are called equivalent if they are mutually absolutely continuous with respect to each other.

\(^2\)A cylinder subset of $\mathbb{R}^D$ is a set of the form $\{f \in \mathbb{R}^D : f(t^1) \in B_1, \ldots, f(t^n) \in B_n\}$, where $t^1, \ldots, t^n \in D$ and $B_1, \ldots, B_n$ are Borel sets in $\mathbb{R}$. 
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The next two lemmas will prove these statements. The following lemma is taken from [35] and we state it here again for completeness.

**Lemma 2.2.** Suppose that the spectral density \( f \) satisfies (C1). Then for fixed \( T > 0 \), there exists positive constants \( C \) and \( M \) such that for all functions \( \phi \) of the form

\[
\phi(\lambda) = \sum_{k=1}^{n} a_k \left( e^{i(t^k \lambda)} - 1 \right),
\]

(2.4)

where \( a_k \in \mathbb{R} \) and \( t^k \in \Pi_T \), we have for all \( z \in \mathbb{C}^d \)

\[
|\phi(z)| \leq C \|\phi\|_F \exp|M|z|\).
\]

(2.5)

Moreover, for fixed \( C_1 > 0 \), there exists a positive constant \( C_2 \) such that for all functions of the form (2.4), we have

\[
|\phi(z)| \leq C_2 |z| \|\phi\|_F.
\]

(2.6)

for all \(|z| \leq C_1\).

One can use (2.5) to define the limiting functions in \( \mathcal{L}_{\Pi_T}(F) \) in such a way that they also satisfy both (2.5) and (2.6). We will prove this in the next Lemma.

**Lemma 2.3.** Suppose that the spectral density \( f \) satisfies (C1). Then, for each \( T > 0 \), the space \( \mathcal{L}_{\Pi_T}(F) \) consists of the restriction to \( \mathbb{R}^d \) of entire functions on \( \mathbb{C}^d \) of finite exponential type. Moreover, (2.6) holds for all functions \( \phi \in \mathcal{L}_{\Pi_T}(F) \).

**Proof.** The idea of the proof is similar to [23], p. 304. Take a sequence \( \phi_n \in \mathcal{L}_{\Pi_T} \), such that \( \|\phi_n - \phi\|_F \to 0 \) for some \( \phi \in \mathcal{L}_{\Pi_T}(F) \). Then, it is a Cauchy sequence in \( L^2(F) \), and using (2.5), we get

\[
|\phi_n(z) - \phi_m(z)| \leq C \|\phi_n - \phi_m\|_F \exp|M|z|\}
\]

(2.7)

This means for each fixed \( z \in \mathbb{C}^d \), the sequence \( \{\phi_n(z), n \geq 1\} \) is a Cauchy sequence in \( \mathbb{C} \). So, it is convergent and, moreover, the convergence is locally uniform. Denote the limit by \( \hat{\phi}(z) \). Now, since limit in \( L^2(F) \) sense implies the almost everywhere convergence for a subsequence, \( \hat{\phi} = \hat{\phi} \) a.e. with respect to \( F \). From now on, we will take \( \hat{\phi} \) as our favorite version of the limits of functions in \( \mathcal{L}_{\Pi_T} \). Therefore, the elements in the space \( \mathcal{L}_{\Pi_T}(F) \), are not only \( L^2(F) \) limits of functions in \( \mathcal{L}_{\Pi_T} \), but also the pointwise limits as well. Thus, both (2.5) and (2.6) are true for all the elements in \( \mathcal{L}_{\Pi_T}(F) \). The only thing left to prove is that these functions \( \phi \) are entire functions on \( \mathbb{C}^d \). But this is true since any element of the space \( \mathcal{L}_{\Pi_T}(F) \) is the locally uniform limit of functions of the form (2.4) which are obviously entire functions, and thus, they are entire functions as well (This is called the Weierstrass Theorem; see, for example, Proposition 2.8 on p. 52 of [11]).

This lemma shows that if the spectral density satisfies the assumption (C1), we can complete the space \( \mathcal{L}_{\Pi_T} \) in such a way that the resulting functions are locally uniform limits of entire functions, and hence, they are entire functions of finite exponential type. Furthermore, since (2.5) is true for all the elements in the Hilbert space \( \mathcal{L}_{\Pi_T}(F) \), we can see that the point evaluators, i.e. the functionals on \( \mathcal{L}_{\Pi_T}(F) \) of the form \( \phi \mapsto \phi(z) \) for each fixed \( z \in \mathbb{C}^d \) are bounded operators. Now, we can apply the Riesz Representation Theorem (See [16], Theorem 3. p. 31) to prove that the space \( \mathcal{L}_{\Pi_T}(F) \) is a Reproducing Kernel Hilbert Space (RKHS) in the sense of [2]. This means that there exists a function \( K_T(\cdot, \cdot) : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{C} \) such that (i) \( K_T(\omega, \cdot) \in \mathcal{L}_{\Pi_T}(F) \) for all \( \omega \in \mathbb{R}^d \), and (ii) for every \( \phi \in \mathcal{L}_{\Pi_T}(F) \) and \( \omega \in \mathbb{R}^d \), we have the following kernel property

\[
\langle \phi, K_T(\omega, \cdot) \rangle_F = \int_{\mathbb{R}^d} \phi(\lambda) K_T(\omega, \lambda) F(d\lambda) = \phi(\omega).
\]

(2.8)
we define the following notation. For two functions $f,g$ this implies that for all $\omega \in \mathbb{R}^d$, then $\phi(\omega) = \langle \phi, K_T(\omega, \cdot) \rangle_F = 0$, which implies $\phi = 0$. Furthermore, for all $\psi \in L^2(F)$, the function
\[
\omega \mapsto \langle \psi, K_T(\omega, \cdot) \rangle_F
\]
is the orthogonal projection of $\psi$ on $L_{\Pi_T}(F)$ (See the proof in [2], p. 345). We denote this projection by $\pi_{\Pi_T(F)}\psi$.

Finding explicit forms of the reproducing kernels is not an easy job. However, in order to prove the results in Section 3, we only need to establish upper bounds for the growth rate of the diagonal elements of the reproducing kernels at origin and also at infinity. The following proposition proves an important growth rate for the diagonal elements of the reproducing kernels.

**Proposition 2.4.** Suppose that the spectral density $f(\lambda)$ of $F$ satisfies (C1). Then, for fixed $T > 0$ and $C_1 > 0$, there exists a positive constant $C_2$ such that
\[
K_T(\omega, \omega) \leq C_2 |\omega|^2
\]
for all $\omega \in \mathbb{R}^d$ with $|\omega| < C_1$.

**Proof.** Since for any fixed $\omega \in \mathbb{R}^d$, $K_T(\omega, \cdot) \in L_{\Pi_T}(F)$, we can apply Lemma 2.3 to these functions. It follows from (2.6) that
\[
|K_T(\omega, \lambda)| \leq C_2 |\lambda| \|K_T(\omega, \cdot)\|_F = C_2 |\lambda|(K_T(\omega, \omega))^{1/2}
\]
for all $\omega \in \mathbb{R}^d$ and $\lambda \in \mathbb{C}^d$ with $|\lambda| < C_1$. By taking $\lambda = \omega$, we obtain the desired result. \(\square\)

We also need to define another Hilbert space based on the tensor product of the elements in $L_{\Pi_T}(F)$. For this purpose, first we define $L_{\Pi_T}^* \otimes L_{\Pi_T}^*$ to be the span of functions $(e_t \otimes e_s)(\omega, \lambda) := e_t(\omega)e_s(\lambda)$ with $t,s \in \Pi_T$. Now, denote by $L_{\Pi_T}(F) \otimes L_{\Pi_T}(F)$ the closure in $L^2(F \otimes F)$ of the space $L_{\Pi_T}^* \otimes L_{\Pi_T}^*$. According to Theorem 1 on p. 361 of [2], the new Hilbert space $L_{\Pi_T}(F) \otimes L_{\Pi_T}(F)$ is also a RKHS with reproducing kernel
\[
((\omega_1, \lambda_1), (\omega_2, \lambda_2)) \mapsto K_T(\omega_1, \omega_2)\overline{K_T(\lambda_1, \lambda_2)}.
\]
This implies that for $\psi \in L_{\Pi_T}(F) \otimes L_{\Pi_T}(F)$,
\[
\langle \psi, K_T(\omega, \cdot) \otimes K_T(\lambda, \cdot) \rangle_{F \otimes F} = \psi(\omega, \lambda).
\]

We finish this section by a lemma stating that the norm of the elements in spaces $L_{\Pi_T}(F)$ depends essentially on the tail behavior of the spectral measure $F$. To this end, we define the following notation. For two functions $f,g : \mathbb{R}^d \mapsto \mathbb{R}$, we write $f(\lambda) \asymp g(\lambda)$ as $|\lambda| \to \infty$, if the ratio $f(\lambda)/g(\lambda)$ is bounded from below and above by positive and finite constants which are independent of $\lambda$ as $|\lambda| \to \infty$.

**Lemma 2.5.** Suppose $f_0$ and $f_1$ are two spectral densities satisfying the condition (C1), and further $f_0(\lambda) \asymp f_1(\lambda)$ as $|\lambda| \to \infty$. Then, $L_{\Pi_T}(f_0) = L_{\Pi_T}(f_1)$, and further there exist positive constants $C_3$ and $C_4$ such that
\[
C_3 \|\phi\|_{f_1} \leq \|\phi\|_{f_0} \leq C_4 \|\phi\|_{f_1}
\]
for all $\phi \in L_{\Pi_T}(f_0)$.
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Proof. Suppose \( g \in \mathcal{L}_{1\tau}(f_0) \). There exists functions \( g_n \) of the form (2.4) such that
\[
\| g - g_n \|_{f_0} \to 0 \quad \text{as} \quad n \to \infty.
\]
Now, using Lemma 2.3, we get
\[
\| g - g_n \|_{f_1}^2 = \int_{\mathbb{R}^d} |g(\lambda) - g_n(\lambda)|^2 f_1(\lambda) \, d\lambda
\leq C_2 \| g - g_n \|_{f_0}^2 \int_{|\lambda| < C_1} |\lambda|^2 f_1(\lambda) \, d\lambda
+ C \| g - g_n \|_{f_0}^2,
\]
which implies \( g \in \mathcal{L}_{1\tau}(f_1) \). Thus \( \mathcal{L}_{1\tau}(f_0) \subseteq \mathcal{L}_{1\tau}(f_1) \). Similarly we have \( \mathcal{L}_{1\tau}(f_1) \subseteq \mathcal{L}_{1\tau}(f_0) \). Finally one can see that (2.13) holds if we replace \( g - g_n \) by \( \phi \in \mathcal{L}_{1\tau}(f_0) \). This leads to the second part of the lemma.

\[\square\]

3 Main results

In this section, we study the equivalence of GRFs with stationary increments, and clarify its connection to the Hilbert spaces constructed in Section 2. In particular, the role of the reproducing kernels of the RKHS \( \mathcal{L}_{1\tau}(F) \) will be emphasized. We start this section by an extension of Theorem 5 on p. 84 in [17] (Theorem 1 on p. 149 in [38]) for stationary Gaussian processes (fields) to Gaussian random fields with stationary increments. Some extensions of the criteria for equivalence of stationary Gaussian processes (fields) have also been obtained by [33, 34] and [36]. The following theorem is an extension of Theorems 3.3.9 and 3.3.10 in [36] and also Theorem 4.3 in [33].

**Theorem 3.1.** Two centered GRFs with stationary increments and spectral measures \( F_0 \) and \( F_1 \) are equivalent on \( D \) if and only if:

(i) \( \| \phi \|_{F_0} \simeq \| \phi \|_{F_1}, \forall \phi \in \mathcal{L}_D \), and

(ii) There exists a function \( \psi \in \mathcal{L}_D(F_0) \otimes \mathcal{L}_D(F_0) \) such that for all \( t, s \in D \)

\[
\langle e_t, e_s \rangle_{F_0} - \langle e_t, e_s \rangle_{F_1} = \langle \psi, e_t \otimes e_s \rangle_{F_0 \otimes F_0}.
\]

**Proof.** The proof is essentially a reconstruction of the proof of the Theorem 5, p. 84 of [17], and is given here for the sake of completeness. The starting point is however, Theorem 4 on p. 80 of the same reference. The proof there can be adapted to our context with little change since it only involves the "entropy distance" between the Gaussian measures, and thus is true for general GRFs (See also [5], Theorem 4.1, 4.4 pp. 180-185). After doing so, we get that two GRFs with stationary increments and spectral measures \( F_0 \) and \( F_1 \) are equivalent on \( D \subseteq \mathbb{R}^d \), if and only if

\[
\| \phi \|_{F_0} \simeq \| \phi \|_{F_1}, \quad \forall \phi \in \mathcal{L}_D,
\]

and \( \Delta = I - A^*A \) is a Hilbert-Schmidt operator in \( \mathcal{L}_D(F_0) \), in which \( I \) is the identity operator on \( \mathcal{L}_D(F_0) \), and \( A : \mathcal{L}_D(F_0) \to \mathcal{L}_D(F_1) \) with \( A\phi = \phi \) for all \( \phi \in \mathcal{L}_D(F_0) \). Now, since \( \Delta \) is a self-adjoint operator, if it is also a Hilbert-Schmidt operator, by the Spectral Theorem (See [10], Corollary 5 p. 905), we can conclude that there exists an orthonormal basis for \( \mathcal{L}_D(F_0) \) consisting of the eigenvectors of \( \Delta \), denoting them by \( \phi_j, j = 1, 2, \ldots \), with corresponding eigenvalues \( \lambda_j, j = 1, 2, \ldots \), with \( \sum_j \lambda_j^2 < \infty \). Note that we can write

\[
\sum_j \lambda_j^2 = \sum_{j,k} \langle \Delta \phi_j, \phi_k \rangle_{F_0}^2.
\]

The square root of this quantity is called the Hilbert-Schmidt norm. This norm doesn’t depend on the choice of the orthonormal basis (See [10], Lemma 2, p. 1010). Therefore, we can rephrase Theorem 4 in the following form: two GRFs with stationary increments and spectral measures \( F_0 \) and \( F_1 \) are equivalent on
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If and only if, \( \| \phi \|_{F_0} \asymp \| \phi \|_{F_1}, \forall \phi \in \mathcal{L}_{D}, \) and \( \sum_{j,k} \langle \Delta \phi_j, \phi_k \rangle_{F_0}^2 < \infty \) for any orthonormal basis for \( \mathcal{L}_D(F_0). \)

Now, take an arbitrary orthonormal basis for \( \mathcal{L}_D(F_0), \) \( \phi_1, \phi_2, \ldots, \) and suppose \( \sum_{j,k} \langle \Delta \phi_j, \phi_k \rangle_{F_0}^2 < \infty. \) Define \( \psi_0(\omega, \lambda) = \sum_{j,k} \langle \Delta \phi_j, \phi_k \rangle_{F_0} \phi_j(\omega) \phi_k(\lambda). \) We can see that \( ||\psi_0||_{F_0}^2 = \sum_{j,k} \langle \Delta \phi_j, \phi_k \rangle_{F_0}^2 < \infty, \) and thus by the form of \( \psi_0, \) it’s clear that it belongs to \( \mathcal{L}_D(F_0) \otimes \mathcal{L}_D(F_0). \) Also, observe that

\[
\langle \psi_0, \phi_j \otimes \phi_k \rangle_{F_0} = \langle \phi_j, \phi_k \rangle_{F_0} = \langle \phi_j, \phi_k \rangle_{F_1}. 
\]

This shows that (3.1) holds for orthonormal basis of the space \( \mathcal{L}_D(F_0). \) Therefore, by continuity of inner product (3.1) will be true for all the elements in \( \mathcal{L}_D(F_0), \) especially for \( \epsilon_t \) and \( \epsilon_s \) when \( t, s \in D. \)

Conversely, suppose there exists a function \( \psi_0 \in \mathcal{L}_D(F_0) \otimes \mathcal{L}_D(F_0), \) such that \( \langle \phi_j, \phi_k \rangle_{F_0} - \langle \phi_j, \phi_k \rangle_{F_1} = \langle \psi_0, \phi_j \otimes \phi_k \rangle_{F_0} \) for an orthonormal basis \( \phi_j \)'s for \( \mathcal{L}_D(F_0). \) Then, we have

\[
\sum_{j,k} \langle \Delta \phi_j, \phi_k \rangle_{F_0}^2 = \sum_{j,k} \left( \langle \phi_j, \phi_k \rangle_{F_0} - \langle \phi_j, \phi_k \rangle_{F_1} \right)^2 \\
= \sum_{j,k} \| \psi_0(\phi_j, \phi_k) \|_{F_0}^2 \\
\leq \| \psi_0 \|_{F_0}^2 < \infty.
\]

This completes the proof. \( \square \)

Theorem 3.1 is stated in a general form for GRFs with stationary increment, with no restriction on their spectral measures. However, verifying the second condition in this theorem, which involves finding a function \( \psi \in \mathcal{L}_D(F_0) \otimes \mathcal{L}_D(F_0) \) with the property (3.1), seems to be hard. If we put the condition (C1) on one of the spectral measures (say, \( F_0 \)), we get the following theorem using the reproducing kernels of \( \mathcal{L}_{\Pi_T}(F_0). \) In fact, this theorem clarifies what must be the function \( \psi \) in Theorem 3.1.

**Theorem 3.2.** Two centered GRFs with stationary increments, and spectral measures \( F_0 \) and \( F_1, \) with \( F_0 \) satisfying assumption (C1), are equivalent on \( \Pi_T \) for some \( T > 0 \) if and only if:

(i) \( \| \phi \|_{F_0} \asymp \| \phi \|_{F_1}, \forall \phi \in \mathcal{L}_{\Pi_T}, \)

(ii) \( \psi(\omega, \lambda) = K^0_T(\omega, \lambda) - \int_{\mathbb{R}^d} K^0_T(\omega, \gamma) K^0_T(\lambda, \gamma) F_1(d\gamma) \in \mathcal{L}_{\Pi_T}(F_0) \otimes \mathcal{L}_{\Pi_T}(F_0), \) where \( K^0_T(\cdot, \cdot) \) are the reproducing kernels of the space \( \mathcal{L}_{\Pi_T}(F_0). \)

**Proof.** First, assume that the measures induced by them are equivalent. Then, by Theorem 3.1, there exists a function \( \psi \in \mathcal{L}_{\Pi_T}(F_0) \otimes \mathcal{L}_{\Pi_T}(F_0) \) such that (3.1) holds. Now, because of bilinearity and continuity of inner product together with the fact that \( \mathcal{L}_{\Pi_T}(F_0) = \mathcal{L}_{\Pi_T}(F_1), \) we get

\[
\langle \phi_1, \phi_2 \rangle_{F_0} - \langle \phi_1, \phi_2 \rangle_{F_1} = \langle \psi, \phi_1 \otimes \phi_2 \rangle_{F_0} \otimes F_0
\]

(3.2)

for all \( \phi_1, \phi_2 \in \mathcal{L}_{\Pi_T}(F_0) = \mathcal{L}_{\Pi_T}(F_1). \) Now, simply choose for fixed \( \omega, \lambda \in \mathbb{R}^d, \phi_1(\gamma) = K^0_T(\omega, \gamma) \) and \( \phi_2(\gamma) = K^0_T(\lambda, \gamma), \) and replace them in (3.2) to get

\[
\psi(\omega, \lambda) = K^0_T(\omega, \lambda) - \int_{\mathbb{R}^d} K^0_T(\omega, \gamma) K^0_T(\lambda, \gamma) F_1(d\gamma). 
\]
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Conversely, since $\psi \in \mathcal{L}_{\Pi_T}(F_0) \otimes \mathcal{L}_{\Pi_T}(F_0)$, by the reproducing kernel property we get $\psi(\omega, \lambda) = \langle \psi, K^0_T(\omega, \cdot) \otimes K^0_T(\lambda, \cdot) \rangle_{F_0 \otimes F_0}$. Also, note that by the form of $\psi$, we have $\psi(\omega, \lambda) = \langle K^0_T(\omega, \cdot), K^0_T(\lambda, \cdot) \rangle_{F_0} - \langle K^0_T(\omega, \cdot), K^0_T(\lambda, \cdot) \rangle_{F_1}$. Combining them together, we get

$$\langle K^0_T(\omega, \cdot), K^0_T(\lambda, \cdot) \rangle_{F_0} - \langle K^0_T(\omega, \cdot), K^0_T(\lambda, \cdot) \rangle_{F_1} = \langle \psi, K^0_T(\omega, \cdot) \otimes K^0_T(\lambda, \cdot) \rangle_{F_0 \otimes F_0}. \quad (3.3)$$

Now, since the $\text{span}\{K^0_T(\omega, \cdot); \omega \in \mathbb{R}^d\}$ is dense in $\mathcal{L}_{\Pi_T}(F_0)(= \mathcal{L}_{\Pi_T}(F_1))$, Equality (3.3) holds true for all the elements in $\mathcal{L}_{\Pi_T}(F_0)$.

Checking the first assumption in Theorem 3.2 may not be easy in general since we need to compare the norms of all the elements in the space $\mathcal{L}_{\Pi_T}$ under two different measures. For that purpose, in the following, we will find equivalent conditions which may be easier to verify in application.

It is well known (See [10], p. 1009) that for $\psi \in L^2(F \otimes F)$, a Hilbert-Schmidt operator on $L^2(F)$ can be defined as follows

$$(\psi \phi)(\omega) = \int_{\mathbb{R}^d} \psi(\omega, \lambda) \phi(\lambda) F(d\lambda) \quad (3.4)$$

for every $\phi \in L^2(F)$. If we use specifically the $\psi$ in Theorem 3.2, and restrict the domain to $\mathcal{L}_{\Pi_T}(F)$, we will have again a Hilbert-Schmidt operator on $\mathcal{L}_{\Pi_T}(F)$. Note that the image of the operator $\psi$ is in fact inside the $\mathcal{L}_{\Pi_T}(F)$. To prove this, observe that for $\phi \in \mathcal{L}_{\Pi_T}(F)$,

$$(\pi_{\mathcal{L}_{\Pi_T}}(\psi \phi))(\omega) = \int_{\mathbb{R}^d} (\psi \phi)(x) K_T(\omega, x) F(dx)$$

$$= \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \phi(y) \psi(x, y) K_T(\omega, x) F(dx) F(dy)$$

$$= \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \phi(y) K_T(x, \gamma) K_T(\omega, \gamma) F(dx) F(dy) x \times (F(d\gamma) - F_1(d\gamma))$$

$$= \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \phi(y) K_T(\omega, \gamma) F(d\gamma) F(dy) \times (F(d\gamma) - F_1(d\gamma))$$

$$= \int_{\mathbb{R}^d} \phi(y) \psi(\omega, y) F(dy) = (\psi \phi)(\omega).$$

This argument shows that $\psi \phi \in \mathcal{L}_{\Pi_T}(F)$ for any $\phi \in \mathcal{L}_{\Pi_T}(F)$. Also, observe that since $\psi(\omega, \lambda) = \overline{\psi(\lambda, \omega)}$, the operator $\psi$ is self-adjoint. This fact together with compactness of this operator (Since $\psi$ is a Hilbert-Schmidt operator, it is already compact, see [10], p. 1009) enable us to use the Spectral Theorem for compact normal operators (See [10], Corollary 5, p. 905), which we will use in the proof of the next theorem. In fact, the next theorem is an extension of Theorem 4.3 in [33] to the setting of random fields and shows that the first condition in Theorem 3.2 can be replaced by $1 \notin \sigma(\psi)$, where $\sigma(\psi)$ is the spectrum of the operator $\psi$. Recall that $\sigma(\psi)$ is the set of all $\lambda \in \mathbb{C}$ such that $\lambda I - \psi$ is not an invertible operator where $I$ is the identity operator (cf. [10], p. 902).

**Theorem 3.3.** Two GRFs with stationary increments and spectral measures $F_0$ and $F_1$ with $F_0$ satisfying the condition $(C1)$, are equivalent on $\Pi_T$ if and only if the function defined by

$$\psi(\omega, \lambda) = K^0_T(\omega, \lambda) - \int_{\mathbb{R}^d} K^0_T(\omega, \gamma) K^0_T(\lambda, \gamma) F_1(d\gamma) \quad (3.5)$$

belongs to $\mathcal{L}_{\Pi_T}(F_0) \otimes \mathcal{L}_{\Pi_T}(F_0)$, and $1 \notin \sigma(\psi)$. 
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\textbf{Proof.} From (3.2), by putting $\phi_1 = \phi_2 = \phi$, and the definition of the operator $\psi$ in (3.4), we get

$$\frac{\|\phi\|^2_{F_0}}{\|\phi\|_{F_0}} = 1 - \frac{(\psi \phi, \phi)_{F_0}}{\|\phi\|^2_{F_0}}$$

(3.6)

for all $\phi \in \mathcal{L}_{\Omega_T}(F_0)$. This simply implies that first $\sigma(\psi) \subseteq (-\infty, 1]$, and second there exists a finite positive constant $C$ such that $\|\phi\|_{F_1} \leq C\|\phi\|_{F_0}$ for all $\phi \in \mathcal{L}_{\Omega_T}$, since $\psi$ is a bounded operator. This fact shows that proving $\psi \in L^2(F_0 \otimes F_0)$ is helping us to verify half of what we need in the first condition of Theorem 3.2 as well. What remains is to show that $1 \notin \sigma(\psi)$ if and only if there exists a positive constant $c$ such that $\|\phi\|_{F_0} \leq c\|\phi\|_{F_1}$ for all $\phi \in \mathcal{L}_{\Omega_T}$.

First, suppose that $\|\phi\|_{F_0} \leq c\|\phi\|_{F_1}$ for some $c > 0$. If $1 \in \sigma(\psi)$, it means that there exists $\phi \in \mathcal{L}_{\Omega_T}(F_0)$ with $\|\phi\|_{F_0} = 1$ such that $\psi \phi = \phi$. Putting it in (3.6), we get $\|\phi\|_{F_1} = 0$ which is contradiction. Conversely, suppose $1 \notin \sigma(\psi)$, and also there exists a sequence $\phi_n \in \mathcal{L}_{\Omega_T}$ such that $\|\phi_n\|_{F_0} = 1$ for all $n \geq 1$, and $\|\phi_n\|_{F_1} \to 0$ as $n \to \infty$. Since $\psi$ is a self-adjoint compact operator, by Corollary 5 on p. 905 in [10], there exists a countable orthonormal basis for $\mathcal{L}_{\Omega_T}(F_0)$ consisting of eigenvectors of $\psi$, denoting them by $g_j$, $j = 1, 2, \ldots$ with corresponding eigenvalues $\lambda_j$. Now, each $\phi_n$ has the representation $\phi_n = \sum_{j=1}^{\infty} a_{nj} g_j$ for $a_{nj} \in \mathbb{R}$. Putting this sequence (3.6), we get that $\langle \psi \phi_n, \phi_n \rangle_{F_0} \to 1$ which means $\sum_{j=1}^{\infty} a_{nj}^2 \lambda_j \to 1$ as $n \to \infty$. Now, since $1 = \|\phi_n\|^2_{F_0} = \sum_{j=1}^{\infty} a_{nj}^2$, we can rewrite the above equation as $0 \leq \sum_{j=1}^{\infty} a_{nj}^2 (1 - \lambda_j) \to 0$ (This quantity is non-negative since all the eigenvalues are bounded above by 1). Since $1 \notin \sigma(\psi)$, and $\{\lambda_j, j = 1, 2, \ldots\}$ has no accumulation points in $\mathbb{C}$ except possibly 0 (See [10], Corollary 5, p. 905), there exists $\epsilon > 0$ such that $\sup \{\lambda_j, j \geq 1\} = 1 - \epsilon$. However, this implies that $\sum_{j=1}^{\infty} a_{nj}^2 (1 - \lambda_j) \geq \epsilon \sum_{j=1}^{\infty} a_{nj}^2 \to \epsilon$ for all $n \in \mathbb{N}$, which is contradiction by the fact that this sequence must go to 0 when $n$ goes to $\infty$. This completes the proof. \hfill \Box

\textbf{Remark 3.1.} Notice that based on the proof of Theorem 3.3, we can change the first condition in Theorem 3.2 to

(i) There exists a positive constant $c$ such that $\|\phi\|_{F_0} \leq c\|\phi\|_{F_1}$ for all $\phi \in \mathcal{L}_{\Omega_T}$.

As Lemma 2.5 emphasizes that the behavior of the spectral measure at origin does not affect the structure of the space $\mathcal{L}_{\Omega_T}(F)$, one might expect the same formation in terms of the equivalence of Gaussian measures. The following theorem shows that changing the spectral measure on bounded subsets of $\mathbb{R}^d$ will not affect the equivalence of the corresponding GRFs. In other words, for checking the equivalence of GRFs, only the behavior of their spectral measures at infinity is important.

\textbf{Theorem 3.4.} Suppose two GRFs with stationary increments have spectral measures $F_0$ and $F_1$ such that $F_0$ satisfies the condition (C1), and $F_0 = F_1$ on $I^c$, where $I$ is a bounded subset of $\mathbb{R}^d$. Then, these two GRFs are locally equivalent.

\textbf{Proof.} Define $\tilde{F}_1(d\lambda) = 1_{I^c}(\lambda) F_0(d\lambda)$. First, we show that $F_0$ and $\tilde{F}_1$ will produce locally equivalent GRFs with stationary increments. For that, fix $T > 0$. We will investigate the equivalence of measures on $\Omega_T$. The function $\psi$ appearing in Theorem 3.3 in this case is given by

$$\psi(\omega, \lambda) = \int_I K_0^T(\omega, \gamma) K_0^T(\lambda, \gamma) F_0(d\gamma).$$

Notice that by the reproducing kernel property,

$$\psi(\omega, \lambda) = \pi_{\mathcal{L}_{\Omega_T}} \left( K_0^T(\omega, \cdot) 1_I(\cdot) \right)(\lambda) = \pi_{\mathcal{L}_{\Omega_T}} \left( K_0^T(\lambda, \cdot) 1_I(\cdot) \right)(\omega)$$

(3.7)
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The specific representation of the function \( \psi(\omega, \lambda) \) in (3.7) helps us to show that \( \psi(\omega, \lambda) \in \mathcal{L}_{\Pi_T}(F_0) \otimes \mathcal{L}_{\Pi_T}(F_0) \). The idea of the proof is to first show that \( \psi(\omega, \lambda) \in L^2(F_0 \otimes F_0) \) and then, use the projection technique to further derive that \( \psi(\omega, \lambda) \in \mathcal{L}_{\Pi_T}(F_0) \otimes \mathcal{L}_{\Pi_T}(F_0) \).

Note that

\[
\| \psi \|^2_{F_0 \otimes F_0} = \int_{\mathbb{R}^d} \| \pi_{\mathcal{L}_D}(F_0) \left( K^0_T(\omega, \cdot)1_I(\cdot) \right) \|^2_{F_0} F_0(d\omega) \\
\leq \int_{\mathbb{R}^d} \| K^0_T(\omega, \cdot)1_I(\cdot) \|^2_{F_0} F_0(d\omega) \\
= \int_{\mathbb{R}^d} \left( \int_{\mathbb{R}^d} |K^0_T(\omega, \gamma)|^2 1_I(\gamma) F_0(d\gamma) \right) F_0(d\omega) \\
= \int_{\mathbb{R}^d} 1_I(\gamma) K^0_T(\gamma, \gamma) F_0(d\gamma) \\
\leq C \int |\gamma|^2 F_0(d\gamma) < +\infty.
\]

The second inequality in (3.8) is based on Proposition 2.4 and the fact that \( I \) is bounded. Now, we prove that the projection of \( \psi(\omega, \lambda) \) to the space \( \mathcal{L}_{\Pi_T}(F_0) \otimes \mathcal{L}_{\Pi_T}(F_0) \) is in fact itself. This verifies that \( \psi(\omega, \lambda) \in \mathcal{L}_{\Pi_T}(F_0) \otimes \mathcal{L}_{\Pi_T}(F_0) \). To this end, observe that

\[
\left( \pi_{\mathcal{L}_{\Pi_T}(F_0) \otimes \mathcal{L}_{\Pi_T}(F_0)}(\psi) \right)(\omega, \lambda) = \langle \psi, K^0_T(\omega, \cdot) \otimes K^0_T(\lambda, \cdot) \rangle_{F_0 \otimes F_0} \\
= \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \psi(x, y) K^0_T(\omega, x) \overline{K^0_T(\lambda, y)} F_0(dy) F_0(dx) \\
= \int_{\mathbb{R}^d} \pi_{\mathcal{L}_{\Pi_T}}(K^0_T(x, \cdot)1_I(\cdot)) (y) K^0_T(\omega, x) \overline{K^0_T(\lambda, y)} \\
\times F_0(dy) F_0(dx) \\
= \int_{\mathbb{R}^d} \pi_{\mathcal{L}_{\Pi_T}}(K^0_T(\lambda, \cdot)1_I(\cdot))(x) K^0_T(\omega, x) F_0(dx) \\
= \pi_{\mathcal{L}_{\Pi_T}}(K^0_T(\lambda, \cdot)1_I(\cdot))(\omega) \\
= \psi(\omega, \lambda).
\]

This implies \( \psi \in \mathcal{L}_{\Pi_T}(F_0) \otimes \mathcal{L}_{\Pi_T}(F_0) \).

It remains to show that \( 1 \notin \sigma(\psi) \). For that purpose, take an arbitrary \( \phi \in \mathcal{L}_{\Pi_T}(F_0) \), and observe that (We use the fact that \( K^0_T(\omega, \lambda) = K^0_T(\lambda, \omega) \), see [2], p. 344.)

\[
(\psi \phi)(\lambda) = \int_{\mathbb{R}^d} \phi(\omega) \psi(\lambda, \omega) F_0(d\omega) \\
= \int_{\mathbb{R}^d} \phi(\omega) \left( \int_{I} K^0_T(\lambda, \gamma) K^0_T(\omega, \gamma) F_0(d\gamma) \right) F_0(d\omega) \\
= \int_{I} \int_{\mathbb{R}^d} \phi(\omega) K^0_T(\lambda, \gamma) K^0_T(\omega, \gamma) F_0(d\omega) F_0(d\gamma) \\
= \int_{I} \phi(\gamma) K^0_T(\lambda, \gamma) F_0(d\gamma) \\
= \pi_{\mathcal{L}_{\Pi_T}(F_0)}(\phi 1_I)(\lambda).
\]

Therefore, if \( \psi \phi = \phi \), it implies in particular that \( \| \phi \|_{F_0} \leq \| \phi 1_I \|_{F_0} \). This means \( \phi = 0 \) almost everywhere with respect to \( F_0 \) in \( I' \). Hence, since \( \phi \) is an entire function, this implies that \( \phi = 0 \). Thus, \( I \) cannot be in the spectrum of \( \psi \).
which gives an explicit sufficient condition in terms of the spectral measures for the equivalence of GRFs with stationary increments.

Theorem 3.5. Suppose that the spectral measure \( \psi \) and \( f_1 \) are positive densities on \( \mathbb{R}^d \). If there exists a finite constant \( C > 0 \) such that \( \| \phi \|_{F_0} \leq C \| \phi \|_{F_1} \) for all \( \phi \in L^2_{\mathbb{R}^d} \), and

\[
\int_{|\lambda| > k} \left( \frac{f_1(\lambda) - f_0(\lambda)}{f_0(\lambda)} \right)^2 K_T^0(\lambda, \lambda) f_0(\lambda) d\lambda < \infty \tag{3.9}
\]

for some \( k > 0 \), then GRFs with stationary increments and spectral measures \( F_0 \) and \( F_1 \) are equivalent on \( \Pi_T \).

Proof. Applying Theorem 3.4, we can change the value of \( f_1 \) on any bounded set, without having any consequences on the equivalence. So, we assume here that \( f_0 = f_1 \) on \( |\lambda| \leq k \). The function \( \psi \) in Theorem 3.3 here will be of the form

\[
\psi(\omega, \lambda) = \int_{\mathbb{R}^d} K_T^0(\omega, \gamma) K_T^0(\lambda, \gamma) \left( f_0(\gamma) - f_1(\gamma) \right) d\gamma = \pi_{\mathcal{L}_{\mathbb{R}^d}(F_0)} \left( K_T^0(\omega, \cdot) - f_0/f_0 \right)(\lambda).
\]

(Since \( |K_T^0(\omega, \cdot)| \leq K_T^0(\omega, \cdot) K_T^0(\lambda, \cdot), \) (3.9) implies that \( K_T^0(\omega, \cdot) f_0 - f_1 \) \( \in L^2(F_0) \) for all \( \omega \in \mathbb{R}^d \). Hence using the orthogonal projection is legitimate). Now, it follows that

\[
\int_{\mathbb{R}^d} \int_{\mathbb{R}^d} |\psi(\omega, \lambda)|^2 F_0(d\lambda) F_0(d\omega) = \int_{\mathbb{R}^d} \left\| \pi_{\mathcal{L}_{\mathbb{R}^d}(F_0)} \left( K_T^0(\omega, \cdot) - f_0 + f_1 \right) \right\|^2 F_0(d\omega)
\]

\[
\leq \int_{\mathbb{R}^d} \left\| K_T^0(\omega, \cdot) f_0 - f_1 \right\|^2 F_0(d\omega)
\]

\[
= \int_{\mathbb{R}^d} \left( \int_{\mathbb{R}^d} [K_T^0(\omega, \gamma)]^2 \left( \frac{f_0(\gamma) - f_1(\gamma)}{f_0(\gamma)} \right)^2 F_0(d\gamma) \right) F_0(d\omega)
\]

\[
= \int_{\mathbb{R}^d} \left( \frac{f_0(\gamma) - f_1(\gamma)}{f_0(\gamma)} \right)^2 K_T^0(\gamma, \gamma) f_0(\gamma) d\gamma
\]

\[
= \int_{|\gamma| > k} \left( \frac{f_1(\gamma) - f_0(\gamma)}{f_0(\gamma)} \right)^2 K_T^0(\gamma, \gamma) f_0(\gamma) d\gamma < \infty
\]

by the integrability assumption (3.9). Hence \( \psi \in L^2(F_0 \otimes F_0) \).
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Now, we apply similar arguments as in the proof of Theorem 3.4 to show that in fact $\psi \in \mathcal{L}_{\Pi_T}(F_0) \otimes \mathcal{L}_{\Pi_T}(F_0)$. To this end, observe that

$$\langle \pi_{\mathcal{L}_{\Pi_T}(F_0) \otimes \mathcal{L}_{\Pi_T}(F_0)}(\psi) \rangle(\omega, \lambda) = \langle \psi, K_T^0(\omega, \cdot) \otimes K_T^0(\lambda, \cdot) \rangle_{F_0 \otimes F_0}$$

$$= \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \psi(x, y) K_T^0(\omega, x) \overline{K_T^0(\lambda, y)} F_0(dy) F_0(dx)$$

$$= \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \pi_{\mathcal{L}_{\Pi_T}(F_0)} \left( K_T^0(x, \cdot) \frac{f_0 - f_1}{f_0} \right)(y) K_T^0(\omega, x) \overline{K_T^0(\lambda, y)} F_0(dy) F_0(dx)$$

$$= \int_{\mathbb{R}^d} \pi_{\mathcal{L}_{\Pi_T}(F_0)} \left( K_T^0(\omega, \cdot) \frac{f_0 - f_1}{f_0} \right) F_0(dx)$$

$$= \pi_{\mathcal{L}_{\Pi_T}(F_0)} \left( K_T^0(\omega, \cdot) \frac{f_0 - f_1}{f_0} \right)(\lambda) = \psi(\omega, \lambda).$$

This completes the proof. $\square$

In (3.9), in addition to the behavior of the spectral densities at infinity, the growth rate of the diagonal elements of the reproducing kernels of the space $\mathcal{L}_{\Pi_T}(F_0)$ at infinity also plays an important role. Since finding explicit forms of reproducing kernels are difficult, we need at least to find upper bounds for the growth rate of the diagonal terms. The following condition on spectral density helps us to accomplish this task:

(C2) For spectral density $f$, there exist an entire function $\phi_0$ on $\mathbb{C}^d$ of finite exponential type such that $f(\lambda) \asymp |\phi_0(\lambda)|^2$ as $|\lambda| \to \infty$ on $\mathbb{R}^d$.

The following lemma shows that under (C2) we have an upper bound for the behavior of the reproducing kernels on the diagonal at infinity.

Lemma 3.2. Suppose $f_0$ is a spectral density such that it satisfies (C1) and (C2) for some entire function $\phi_0$. Then, for $T > 0$, there exists a finite constant $C > 0$ such that the reproducing kernel $K_T^0$ of $\mathcal{L}_{\Pi_T}(f_0)$ satisfies

$$|K_T^0(\omega, \lambda)|^2 \leq C \frac{K_T^0(\omega, \omega)}{f_0(\lambda)}$$

for all $\omega, \lambda \in \mathbb{R}^d$ with $|\lambda|$ large enough. In particular,

$$|K_T^0(\lambda, \lambda)| \leq \frac{C}{f_0(\lambda)} \quad (3.10)$$

for all $\lambda \in \mathbb{R}^d$ with $|\lambda|$ large enough.

Proof. The idea of the proof is similar to the one in Lemma 3 in [34]. Put $f(\lambda) = |\phi_0(\lambda)|^2$. Since $f$ and $f_0$ are comparable at infinity, and $f$ is bounded around 0, it is clear that $f$ is satisfying both conditions (2.2) and (C1). This means we can define $\mathcal{L}_{\Pi_T}(f)$ the same way, and this space is also a RKHS. Consider an arbitrary orthonormal basis for this space, and denote them by $\psi_k, k = 1, 2, \ldots$. Now, by Lemma 2.3, they are entire functions on $\mathbb{C}^d$ with finite exponential type which doesn’t depend on $k$. Further, we know $\psi_k \phi_0 \in L^2(\mathbb{R}^d)$ since

$$\int_{\mathbb{R}^d} |\psi_k(\lambda) \phi_0(\lambda)|^2 d\lambda = \int_{\mathbb{R}^d} |\psi_k(\lambda)|^2 f(\lambda) d\lambda = 1 < \infty.$$
Spectral conditions for equivalence of GRFs with stationary increments

Therefore, we can apply the Paley-Wiener Theorem ([24], Theorem 3.4.2, p. 171) to get $\psi_k \phi_0 = \tilde{g}_k$ for certain functions $g_k \in L^2(B)$ where $B$ is a bounded subset of $\mathbb{R}^d$ (Here $\hat{h}$ stands for the Fourier transform of $h$). By Parseval’s identity, we can deduce that $g_k$’s are orthonormal in $L^2(B)$. It follows from Bessel’s inequality that

$$\sum_k |\psi_k(\lambda)|^2 f(\lambda) = \sum_k \left| \int_B e^{-i(t,\lambda)} g_k(t) \, dt \right|^2 \leq \int_B \left| e^{i(t,\lambda)} \right|^2 \, dt = m(B),$$

where $m(B)$ is the Lebesgue measure of $B$. Therefore,

$$\sum_k |\psi_k(\lambda)|^2 \leq m(B)/f(\lambda) \leq C/|f_0(\lambda)|$$

for $\lambda \in \mathbb{R}^d$ with $|\lambda|$ large enough. Now, consider the reproducing kernels of $L_{\Pi_\tau}(f_0)$, denoting them by $K^0_T(\omega,.)$. Since $f(\lambda) \approx f_0(\lambda)$ as $|\lambda| \to \infty$, by Lemma 2.5, $K^0_T(\omega,.)$ belong to $L_{\Pi_\tau}(f)$ as well for all $\omega \in \mathbb{R}^d$. Thus, we can expand it using the basis $\psi_k$, and get $K^0_T(\omega,\lambda) = \sum_k \langle K^0_T(\omega,.) , \psi_k \rangle \psi_k(\lambda)$, and then by Cauchy-Schwarz and Lemma 2.5, we get

$$|K^0_T(\omega,\lambda)|^2 \leq \|K^0_T(\omega,.)\|^2 \sum_k |\psi_k(\lambda)|^2 \leq c \|K^0_T(\omega,.)\|^2 \sum_k |\psi_k(\lambda)|^2 = c K^0_T(\omega,\omega) \sum_k |\psi_k(\lambda)|^2,$$

which makes the proof complete.

Theorem 3.5 in combination with Lemma 3.2 leads to an appealing result. If the relative difference between two spectral densities is square integrable at infinity, then the corresponding GRFs with stationary increments will be locally equivalent. We finish this section by proving this fact.

**Theorem 3.6.** Suppose that the spectral measures $F_0$ and $F_1$ have positive densities $f_0$ and $f_1$ with respect to the Lebesgue measure, with $f_0$ satisfying (C1) and (C2) for some entire function $\phi_0$ on $C^d$ of finite exponential type. If there exists a finite constant $k > 0$ such that

$$\int_{|\lambda| > k} \left( \frac{f_1(\lambda) - f_0(\lambda)}{f_0(\lambda)} \right)^2 d\lambda < \infty,$$

then GRFs with stationary increments having spectral measures $F_0$ and $F_1$ are locally equivalent.

**Proof.** Thanks to Lemma 3.2 and Theorem 3.5, it is sufficient to prove that $1 \notin \sigma(\psi)$. In spirit of Theorem 3.4, we can assume that $f_0 = f_1$ on $|\lambda| \leq k$. Now, take an arbitrary element $\phi \in L_D(f_0)$, and observe that by using the multidimensional Paley-Wiener Theorem ([24], Theorem 3.4.2, p. 171), we derive that $\phi \phi_0$ is the inverse Fourier transform of a squared integrable function $g$ with bounded support, $B$ in $\mathbb{R}^d$. This implies that

$$|\phi(\lambda) \phi_0(\lambda)|^2 = \left| \int_B e^{-i(\lambda,\gamma)} g(\gamma) \, d\gamma \right|^2 \leq \int_B g^2(\lambda) \, d\lambda < \infty$$
for all $\lambda \in \mathbb{R}^d$. This means $\phi \hat{\psi}$ is bounded on $\mathbb{R}^d$. This fact together with (3.11) imply that $\hat{\phi} \frac{f_0 - f_1}{f_0} \in L^2(f_0)$. Now, observe that

$$
(\psi \phi)(\lambda) = \int_{\mathbb{R}^d} \phi(\omega) \psi(\lambda, \omega) F_0(d\omega)
$$

$$
= \int_{\mathbb{R}^d} \phi(\omega) \left( \int_{|\gamma| > k} K_T^0(\lambda, \gamma) K_T^0(\omega, \gamma) \left( \frac{f_0(\gamma) - f_1(\gamma)}{f_0(\gamma)} \right) F_0(d\gamma) \right) F_0(d\omega)
$$

$$
= \int_{|\gamma| > k} \frac{\phi(\omega)}{F_0(d\omega)} \left( \frac{f_0(\gamma) - f_1(\gamma)}{f_0(\gamma)} \right) K_T^0(\lambda, \gamma) F_0(d\gamma)
$$

$$
= \mathcal{L}_{H_T}(F_0) \left( \frac{f_0 - f_1}{f_0} 1_{\{|\gamma| > k\}} \right)(\lambda).
$$

Now, similar to the proof of Theorem 3.4, if $\psi \hat{\phi} = \phi$, we get that $\|\phi\|_{F_0} \leq \left\| \frac{f_0 - f_1}{f_0} 1_{\{|\gamma| > k\}} \right\|_{F_0}$. Letting $k \to \infty$, by the Dominated Convergence Theorem, we get $\|\phi\|_{F_0} = 0$. This implies that $\phi = 0$. Thus, $1$ cannot be in the spectrum of $\psi$ and this concludes proof. \qed

4 Application

In this section, we apply the results in Section 3 to some anisotropic GRFs with stationary increments. In particular, we consider GRFs with stationary increments and spectral density of the form

$$
f(\lambda) = \frac{1}{\left( \sum_{j=1}^d \lambda_j^{\beta_j} \right)^{\gamma}},
$$

(4.1)

where $\lambda = (\lambda_1, ..., \lambda_d) \in \mathbb{R}^d \setminus \{0\}$, $\beta_j > 0$ for all $j = 1, ..., d$, and $\gamma > \sum_{j=1}^d \frac{1}{\beta_j}$. The latter condition guarantees the integrability condition in (2.2) for spectral measures (See Proposition 2.1 in [37]). Fractal and smoothness properties of this family of GRFs are discussed in [37]. Now we apply Theorem 3.6 to determine the equivalence of Gaussian measures induced by these GRFs.

To this end, first notice that (C1) is obviously satisfied for spectral densities of the form (4.1). The next lemma shows that these spectral densities also satisfy (C2).

**Lemma 4.1.** Spectral density functions of the form (4.1) satisfy condition (C2).

**Proof.** First of all, it is obvious that

$$
\frac{1}{\left( \sum_{j=1}^d \lambda_j^{\beta_j} \right)^{\gamma}} \approx \frac{1}{\left( 1 + \sum_{j=1}^d \lambda_j^{\beta_j} \right)^{\gamma}},
$$

as $|\lambda| \to \infty$. Therefore, it suffices to prove the lemma for functions of the form on the right hand side. Now, similar to the construction made in the proof of Lemma 2.3 in [19], we can find a function $\phi \in L^2(B)$ for some bounded subset $B \subseteq \mathbb{R}^d$ such that

$$
\frac{1}{\left( 1 + \sum_{j=1}^d \lambda_j^{\beta_j} \right)^{\gamma}} \approx |\hat{\phi}(\lambda)|^2,
$$

as $|\lambda| \to \infty$, which $\hat{\phi}$ is the Fourier transform of $\phi$. By the Paley-Wiener Theorem ([24], Theorem 3.4.2. p. 171), $\hat{\phi}$ is actually the restriction on $\mathbb{R}^d$ of an entire function on $\mathbb{C}^d$ with finite exponential type. This finishes the proof. \qed
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The next theorem proves that, under certain conditions, the mixture of spectral densities of the form (4.1) will be equivalent to the one with the lowest decay rate at infinity. Similar results of this type have been proved by [33] and [6] for linear combinations of independent fractional Brownian motions.

**Theorem 4.1.** Suppose \( X \) and \( Y \) are two independent centered GRFs with stationary increments with spectral densities of the form (4.1) with parameters \( (\beta_j, \gamma) \) and \( (\beta_j', \gamma') \), respectively. Then, if

\[
\gamma' > \frac{1}{2} \sum_{j=1}^d \left( \frac{1}{\beta_j'} \right) + \max_{1 \leq j \leq d} \left\{ \frac{\beta_j}{\beta_j'} \right\} \gamma, \tag{4.2}
\]

then \( X \) and \( X + Y \) are locally equivalent.

**Proof.** Using Lemma 4.1 and Theorem 3.6, we only need to show

\[
\int_{|\lambda| > 1} \left( \sum_{j=1}^d |\lambda_j|^{\beta_j} \right)^{2\gamma} \left( \sum_{k=1}^d |\lambda_k|^{\beta_k'} \right)^{2\gamma'} d\lambda < \infty. \tag{4.3}
\]

By using the inequality \((a + b)^p \leq 2^p(a^p + b^p)\), we can break the integral in (4.3) into \(d\) integrals. Thus, it’s enough to show for each fixed \( j = 1, \ldots, d \)

\[
I_j := \int_{|\lambda| > 1} \frac{|\lambda_j|^{2\beta_j \gamma}}{\left( \sum_{k=1}^d |\lambda_k|^{\beta_k'} \right)^{2\gamma'}} d\lambda < \infty. \tag{4.4}
\]

Since \(|\lambda| > 1\), this implies that \(|\lambda_k| > 1/\sqrt{d}\) for some \( k \in \{1, \ldots, d\}\). We distinguish two cases: Case I is when \( k = j \), and Case II is when \( k \neq j \). In both cases, we use the following fact that, for positive constants \( \beta \) and \( \gamma \), and nonnegative constant \( b \), there exists a finite positive constant \( c \) such that for all \( a > 0 \)

\[
\int_0^\infty \frac{x^b}{(a + x^a)^{1/2}} dx = a^{-\left(\gamma - \frac{1}{2} - \frac{b}{2}\right)} \int_0^\infty \frac{y^b}{(1 + y^a)^{1/2}} dy = \begin{cases} ca^{-\left(\gamma - \frac{1}{2} - \frac{b}{2}\right)} & \text{if } \beta \gamma - b > 1, \\ \infty & \text{if } \beta \gamma - b \leq 1. \end{cases} \tag{4.5}
\]

First, let’s consider case I. By applying (4.5) \(d\) times, we have

\[
I_j \leq c \int_0^\infty \frac{|\lambda_j|^{2\beta_j \gamma}}{\left( \sum_{r \neq j} |\lambda_r|^{\beta_r'} \right)^{2\gamma'}} d\lambda_j < \infty
\]

since \( \beta_j' \left( 2\gamma' - \sum_{r \neq j} \frac{1}{\beta_r'} \right) > 2\beta_j \gamma + 1 \) due to condition (4.2).

Next, we consider case II, where \( k \neq j \). Similar to case I, we use (4.5) iteratively, but we take the integration in different order. Denote the integration in \( \lambda_r \) for \( r \neq j \) by
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dλ_{j,k}, and observe

\[
I_j \leq \int_0^\infty d\lambda_k \int_0^\infty \cdots \int_0^\infty \frac{|\lambda_j|^{2\beta_j \gamma}}{\sum_{r=1}^d |\lambda_r|^{\beta_r}} \lambda_r^{\frac{2\gamma}{\beta_r} - 1} d\lambda_j d\lambda_{j,k}
\]

\[
\leq c \int_0^\infty d\lambda_k \int_0^\infty \cdots \int_0^\infty \frac{1}{\sum_{r=1}^d |\lambda_r|^{\beta_r}} \lambda_r^{2\gamma - 1} \lambda_r^{\frac{2\gamma}{\beta_r} - 1} d\lambda_{j,k}
\]

\[
\leq c' \int_0^\infty \left( |\lambda_k|^{\beta_k} \right)^{2\gamma - 1} \lambda_r^{\frac{2\gamma}{\beta_r} - 1} d\lambda_k < \infty,
\]

where the second and the third inequality follow since \(2\gamma' / \beta_j' > 2\beta_j \gamma + 1\) and \(\beta_k' \left(2\gamma' - 2\beta_k' \gamma - \sum_{r \neq k} \frac{1}{\beta_r'}\right) > 1\), respectively using the assumption (4.2). This finishes the proof. \(\square\)

Next, we consider a similar situation as in Theorem 4.1, but this time we put discrete spectral measure mixed with the ones of the form (4.1). For that purpose, consider discrete spectral measure of the form

\[
F(\{-\gamma^n\}) = F(\{\gamma^n\}) = \alpha_n,
\]

where \(\gamma^n \in \mathbb{R}^d\), \(\alpha_n \geq 0\), for \(n \geq 1\), and \(\sum_{n=1}^\infty \frac{|\gamma^n|^2}{1 + |\gamma^n|^2} \alpha_n < \infty\). If \(\gamma^n, n = 1, 2, \ldots\) is a bounded subset of \(\mathbb{R}^d\), then in view of Theorem 3.4, this spectral measure will not affect the equivalence of Gaussian measures. Therefore, we consider here only the case where \(|\gamma^n| \to \infty\) as \(n \to \infty\).

**Theorem 4.2.** Let \(X\) and \(Y\) be two independent centered GRFs with stationary increments with spectral measures \(F_X\) and \(F_Y\). Suppose \(F_X\) has density with respect to Lebesgue measure on \(\mathbb{R}^d\), denoted by \(f\), which satisfies both conditions (C1) and (C2), and \(F_Y\) is a discrete measure of the form (4.6). Then, if

\[
\sum_{n > N} \frac{\alpha_n}{f(\gamma^n)} < \infty,
\]

for some \(N \geq 1\), then \(X\) and \(X + Y\) are locally equivalent.

**Proof.** First of all, using Theorem 3.4, we can assume \(\alpha_n = 0\) for \(n = 1, \ldots, N\), without having any consequences on the equivalence of Gaussian measures. Second, observe that for all \(\phi \in L_{\Pi_T}^2\), \(\|\phi\|_{F_X} \leq \|\phi\|_{F_X + F_Y}\), which by Remark 3.1, is equivalent to condition (i) in Theorem 3.2.

All we need to prove is then to show that the function \(\psi\) in Theorem 3.2 is in \(L_{\Pi_T}(f) \otimes L_{\Pi_T}(f)\). For that, note that the function \(\psi\) can be written as

\[
\psi(\omega, \gamma) = \sum_{n > N} \alpha_n K_T(\omega, \gamma^n) \overline{K_T(\lambda, \gamma^n)}.
\]

Observe that functions of the form \(K_T(\cdot, \gamma^n) \overline{K_T(\cdot, \gamma^n)}\) belong to the space \(L_{\Pi_T}^2 \otimes L_{\Pi_T}^2\) since \(K_T(\cdot, \gamma^n)\)'s are the reproducing kernel elements of \(L_{\Pi_T}^2\). Therefore, if we can show that \(\|\psi\|^2_{L^2(f \otimes f)} < +\infty\), it implies that the function \(\psi\) defined in (4.8) is the \(L^2(f \otimes f)\) limit of the partial sums and hence, \(\psi \in L_{\Pi_T}(f) \otimes L_{\Pi_T}(f)\) since \(L_{\Pi_T}(f) \otimes L_{\Pi_T}(f)\) is the closure
in $L^2(f \otimes f)$ of the space $L^c_{\Pi_T} \otimes L^c_{\Pi_T}$. To this end, observe that
\[ \| \psi \|_{f \otimes f} \leq \sum_{n>N} \| \alpha_n K_T(\cdot, \gamma^n) \|_{f \otimes f} \]
\[ = \sum_{n>N} \alpha_n K_T(\gamma^n, \gamma^n) \]
\[ \leq C \sum_{n>N} \alpha_n f(\gamma^n) < +\infty, \]
by the assumption (4.7). The proof is complete.

Finally, we give another application of Theorem 3.6. We consider the spectral densities of the following form
\[ f(\lambda) = \frac{1}{\left( \sum_{j=1}^d |\lambda_j| H_j \right)^{Q/2}}, \tag{4.9} \]
where $\lambda = (\lambda_1, \ldots, \lambda_d) \in \mathbb{R}^d \setminus \{0\}$, $0 < H_j < 1$ for all $j = 1, \ldots, d$, and $Q = \sum_{j=1}^d \frac{1}{H_j}$. According to Remark 2.2 in [37], every positive function of the form (4.1) is comparable to a function of the form (4.9) as $|\lambda| \to \infty$. See [37] for the explicit relationship between the parameters $(\beta_1, \ldots, \beta_d, \gamma)$ in (4.1) and $(H_1, \ldots, H_d)$ in (4.9). [37] proved that the smoothness and fractal properties of a Gaussian random field with spectral density (4.1) is characterized by the corresponding parameters $(H_1, \ldots, H_d)$. The following theorem shows that a similar phenomenon occurs for equivalence of these Gaussian random fields.

**Theorem 4.3.** Suppose $f_0$ and $f_1$ are spectral densities of the form (4.9) with parameters $H^0_j$ and $H^1_j$ ($j = 1, \ldots, d$), respectively. Then, GRFs with stationary increments and spectral densities $f_0$ and $f_1$ are locally equivalent if and only if $H^0_j = H^1_j$ for all $j = 1, \ldots, d$.

**Proof.** The sufficiency is obvious, so we only need to prove the necessity. Suppose for some $k \in \{1, \ldots, d\}$, $H^0_k < H^1_k$. By Lemma 3.2 in [37], there exist $c_1, c_2 > 0$, such that for all $t \in \mathbb{R}^d$
\[ c_1 \sum_{j=1}^d |t|^2 H^1_j \leq \| e_t \|_{f_1}^2 \leq c_2 \sum_{j=1}^d |t|^2 H^0_j, \tag{4.10} \]
for $i = 0, 1$. If we simply choose $t \in \mathbb{R}^d$ with $t_k = l$, and $t_j = 0$ for $j \neq k$, we get
\[ \frac{\| e_t \|_{f_1}^2}{\| e_t \|_{f_0}^2} \leq \frac{c_2}{c_1} l^{2(H^1_k - H^0_k)} \to 0 \text{ as } l \to 0. \]
This violates the necessary condition for equivalence of Gaussian measures in Theorem 3.1.

**References**

[1] Ahmed Arafat, Emilio Porcu, Moreno Bevilacqua, and Jorge Mateu, *Equivalence and orthogonality of gaussian measures on spheres*, Journal of Multivariate Analysis 167 (2018), 306–318. MR-3830648

[2] N. Aronszajn, *Theory of reproducing kernels*, Transactions of the American Mathematical Society 68 (1950), 337–404. MR-0051437

[3] F. Baudoin and D. Nualart, *Equivalence of Volterra processes*, Stochastic Processes and Their Applications 107 (2003), no. (2), 327–350. MR-1999794

EJP 24 (2019), paper 8. http://www.imstat.org/ejp/
Spectral conditions for equivalence of GRFs with stationary increments

[4] Moreno Bevilacqua, Tarik Faouzi, Reinhard Furrer, and Emilio Porcu, *Estimation and prediction using generalized Wendland covariance functions under fixed domain asymptotics*, Annals of Statistics (2018), (to appear). MR-3909952

[5] S. D. Chatterji and V. Mandrekar, *Equivalence and singularity of Gaussian measures and applications*, Probabilistic Analysis and Related Topics 1 (1978), 169–197. MR-0478320

[6] P. Cheridito, *Mixed fractional Brownian motion*, Bernoulli 7 (2001), no. (6), 913–934. MR-1873835

[7] J.-P. Chiès and P. Delfiner, *Geostatistics. Modeling Spatial Uncertainty. 2nd ed.*, John Wiley & Sons, Inc., Hoboken, NJ, 2012. MR-2850475

[8] N. Cressie and H. C. Huang, *Classes of nonseparable, spatio-temporal stationary covariance functions*, Journal of the American Statistical Association 94 (1999), no. (448), 1330–1339. MR-1731494

[9] N.A.C. Cressie, *Statistics for Spatial Data, 2nd ed.*, New York: Jone Wiley & Sons, 1993. MR-1239641

[10] N. Dunford and J. T. Schwartz, *Linear Operators. Part 2: Spectral Theory. Self Adjoint Operators in Hilbert Space*, New York, 1963. MR-0188745

[11] W. Ebeling, *Functions of Several Complex Variables and Their Singularities*, Vol. 83. American Mathematical Soc., 2007. MR-2319634

[12] R. Furrer, M. G. Genton, and D. Nychka, *Covariance tapering for interpolation of large spatial datasets*, Journal of Computational and Graphical Statistics 15 (2006), no. (3), 502–523. MR-2291261

[13] I. I. Gikhman and A. V. Skorokhod, *The Theory of Stochastic Processes; I*, (Vol. 232). Springer., 1965. MR-2058260

[14] T. Gneiting, *Nonseparable, stationary covariance functions for space-time data*, Journal of the American Statistical Association 97 (2002), no. (458), 590–600. MR-1941475

[15] T. Gneiting, M. Genton, and P. Guttrop, *Geostatistical space-time models, stationarity, separability and full symmetry*, Statistical Methods for Spatio-Temporal Systems (2007), 151–175.

[16] P. R. Halmos, *Introduction to Hilbert Space and the Theory of Spectral Multiplicity*, New York: Chelsea., 1957. MR-1653399

[17] I. A. Ibragimov and I. A. Rozanov, *Gaussian Random Processes*, Vol. 9. New York: Springer-Verlag., 1978. MR-0543837

[18] C. G. Kaufman, M. J. Schervish, and D. W. Nychka, *Covariance tapering for likelihood-based estimation in large spatial data sets*, Journal of the American Statistical Association 103 (2008), no. 484, 1543–1553. MR-2504203

[19] N. Luan and Y. Xiao, *Spectral conditions for strong local nondeterminism and exact Hausdorff measure of ranges of Gaussian random fields*, Journal of Fourier Analysis and Applications 18 (2012), no. 1, 118–145. MR-2885561

[20] C Ma, *Singularity among selfsimilar gaussian random fields with different scaling parameters and others*, Stochastic Analysis and Applications (2018), (to appear).

[21] Vidyadhar S Mandrekar and Leszek Gawarecki, *Stochastic analysis for gaussian random processes and fields: With applications*, CRC Press, 2015. MR-3242820

[22] L. D. Pitt, *Some problems in the spectral theory of stationary processes on \( \mathbb{R}^d \)*, Indiana Univ. Math. J. 23 (1973), 343–365. MR-0319234

[23] L. D. Pitt, *Stationary Gaussian Markov fields on \( \mathbb{R}^d \) with a deterministic component*, Journal of Multivariate Analysis 5 (1975), 300–311. MR-0410883

[24] L. I. Ronkin, *Introduction to the Theory of Entire Functions of Several Variables*, Vol. 44. American Mathematical Soc., 1974. MR-0346175

[25] MD Ruiz-Medina and E Porcu, *Equivalence of gaussian measures of multivariate random fields*, Stochastic environmental research and risk assessment 29 (2015), no. 2, 325–334.

[26] Abolfazl Safikhani, *Nonstationary gaussian random fields with application to space and space-time modeling*, Michigan State University. Statistics, 2015. MR-3358198
Spectral conditions for equivalence of GRFs with stationary increments

[27] Abolfazl Safikhani and Yimin Xiao, *Covariance tapering for anisotropic nonstationary gaussian random fields with application to large scale spatial data sets*, Proceedings of the 11th International Symposium on Spatial Accuracy (2014), (A. M. Shortridge, J. P. Messina, A. Finley and S. Kravchenk, editors), pp. 179–185.

[28] A. V. Skorokhod and M. I. Yadrenko, *On absolute continuity of measures corresponding to homogeneous Gaussian fields*, Theory of Probability and Its Applications 18 (1973), no. (1), 27–40. MR-0312563

[29] T. Sottinen and C. A. Tudor, *On the equivalence of multiparameter Gaussian processes*, Journal of Theoretical Probability 19 (2006), no. (2), 461–485. MR-2283386

[30] M. L. Stein, *Interpolation of Spatial Data: Some Theory for Kriging*, Springer, 1999. MR-1697409

[31] M. L. Stein, *Equivalence of Gaussian measures for some nonstationary random fields*, Journal of Statistical Planning and Inference 123 (2004), 1–11. MR-2058118

[32] M. L. Stein, *Space-time covariance functions*, Journal of the American Statistical Association 100 (2005), no. (469), 310–321. MR-2156840

[33] H. Van Zanten, *When is a linear combination of independent fBm’s equivalent to a single fBm?*, Stochastic Processes and Their Applications 117 (2007), 57–70. MR-2287103

[34] H. Van Zanten, *A remark on the equivalence of Gaussian processes*, Electronic Communications in Probability 13 (2008), 54–59. MR-2386062

[35] Y. Xiao, *Strong local nondeterminism and sample path properties of Gaussian random fields*, In: Asymptotic Theory in Probability and Statistics with Applications (T.-L. Lai, Q.-M. Shao and L. Qian, eds), Higher Education Press, Beijing, (2007), 136–176. MR-2466984

[36] Y. Xue, *Sample path and asymptotic properties of space-time models*, Thesis (Ph.D.)–Michigan State University (2011). MR-2941840

[37] Y. Xue and Y Xiao, *Fractal and smoothness properties of space-time Gaussian models*, Frontiers of Mathematics in China 6 (2011), 1217–1248. MR-2862654

[38] M. I. Yadrenko, *Spectral Theory of Random Fields*, A. V. Balakrisnan (Ed.). Optimization Software. Publications Division., 1983. MR-0697386

[39] A. M. Yaglom, *Some classes of random fields in n-dimensional space, related to stationary random processes*, Theory of Probability and Its Applications 2 (1957), no. (3), 273–320. MR-0094844

[40] H. Zhang, *Inconsistent estimation and asymptotically equal interpolations in model-based geostatistics*, Journal of the American Statistical Association 99 (2004), no. (465), 250–261. MR-2054303

**Acknowledgments.** The research is supported in part by NSF grants DMS-1612885 and DMS-1607089.
Advantages of publishing in EJP-ECP

• Very high standards
• Free for authors, free for readers
• Quick publication (no backlog)
• Secure publication (LOCKSS\textsuperscript{1})
• Easy interface (EJMS\textsuperscript{2})

Economical model of EJP-ECP

• Non profit, sponsored by IMS\textsuperscript{3}, BS\textsuperscript{4}, ProjectEuclid\textsuperscript{5}
• Purely electronic

Help keep the journal free and vigorous

• Donate to the IMS open access fund\textsuperscript{6} (click here to donate!)
• Submit your best articles to EJP-ECP
• Choose EJP-ECP over for-profit journals

\textsuperscript{1}LOCKSS: Lots of Copies Keep Stuff Safe http://www.lockss.org/
\textsuperscript{2}EJMS: Electronic Journal Management System http://www.vtex.lt/en/ejms.html
\textsuperscript{3}IMS: Institute of Mathematical Statistics http://www.imstat.org/
\textsuperscript{4}BS: Bernoulli Society http://www.bernoulli-society.org/
\textsuperscript{5}Project Euclid: https://projecteuclid.org/
\textsuperscript{6}IMS Open Access Fund: http://www.imstat.org/publications/open.htm