**Dengue Seasonality and Non-Monotonic Response to Moisture: A Model-Data Analysis of Sri Lanka Incidence from 2011 to 2016**

**Abstract**

Dengue fever impacts populations across the tropics. Dengue is caused by a mosquito transmitted flavivirus and its burden is projected to increase under future climate and development scenarios. The transmission process of dengue virus is strongly moderated by hydro-climatic conditions that impact the vector’s life cycle and behavior. Here, we study the impact of rainfall seasonality and moisture availability on the monthly distribution of reported dengue cases in Sri Lanka. Through cluster analysis, we find an association between seasonal peaks of rainfall and dengue incidence with a two-month lag. We show that a hydrologically driven epidemiological model (HYSIR), which takes into account hydrologic memory in addition to the nonlinear dynamics of the transmission process, captures the two-month lag between rainfall and dengue cases seasonal peaks. Our analysis reveals a non-monotonic dependence of dengue cases on moisture, whereby an increase of cases with increasing moisture is followed by a reduction for very high levels of water availability. Improvement in prediction of the seasonal peaks in dengue incidence results from a seasonally varying dependence of transmission rate on water availability.
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1 Introduction

Dengue fever was first mentioned in a Chinese encyclopedia of disease symptoms and remedies published sometime during 265-420 A.D. [1]. The first recorded dengue epidemic occurred during 1779 and 1780 in Asia, Africa, and North America [2, 3, 4], and its burden has increased dramatically in recent decades, making it a major problem in the tropics, comparable to that of malaria. According to the World Health Organization (WHO) [4], the number of reported dengue cases has surged from about 500k cases in 2000 to over 4.2 million in 2019 while the death toll has increased from almost 1000 to more than 4000 in the same period. Because dengue is often asymptomatic or with mild symptoms, it is thought to be under-reported, with the actual cases potentially order of magnitudes larger (390 million in 2010, as suggested in [5]). There are four distinct strains of dengue virus (DENV), whereby infection to each strain creates life-long immunity only to that particular strain and makes the secondary infections by a new strain very severe [6, 7].

Hydro-climatic conditions can greatly impact several aspects of infection transmission and partly control the temporal and spatial patterns of disease spread [8, 9, 10, 11, 12, 13]. The survival probability and transmission of disease agents (e.g., virus, bacterial, and other parasites) are often controlled by hydro-climatic variables such as temperature, rainfall, air humidity [14]. In vector-borne diseases, the abundance of breeding sites, larva development, feeding, and survival chance are all affected by climate and water availability [15, 16, 17, 18, 19, 11]. For instance, it is well-known that water availability is a key factor in the transmission cycle of dengue as the vector (Aedes aegypti mosquito) breeds in natural or artificial water containers [20, 21, 22]. This hydro-climatic dependence highlights the possible increase in the future burden of dengue under climate change. It is estimated that almost 50–60% of the (projected) global population in 2085 would be at risk of dengue transmission compared to only 30% in 1990 via the combined effects of population growth and climate change [20]. These predictions also highlight the potential increase in the spread of diseases such as chikungunya, Zika fever, Rift valley fever, and yellow fever for which Aedes aegypti mosquito is a common vector [23].

Dengue fever has been circulating in Sri Lanka for the last 40 years [24, 11]. In a recent epidemic in 2017, 186k confirmed cases were reported with a death toll of almost 230, according to Sri Lanka’s Health Ministry [25, 11]. The disease exists in nearly all geographic regions across the country; however, the severity and its seasonal variation are highly spatially variable. Wagner et al. [11] studied the association of dengue incidence with rainfall and temperature and found a positive feedback from these climatic variables on the dengue transmission rate with a time lag of several weeks. This analysis allowed for a quantitative evaluation of the future risk of dengue across the island.

Here, we refine the analysis of Wagner et al. [11] analysis to allow mechanistically for the impact of hydro-climatic forcing. Specifically, we use a minimalist coupled hydrologic-epidemiological model (HYSIR) to explore the association between rainfall seasonality patterns (RSPs) and dengue seasonality patterns (DSPs) and the phase difference between the peaks of rainfall and dengue cases. In this model, water availability is modeled by a minimalist bucket model [26], which is fed by rainfall and maintains a memory of rainfall forcing. The hydrologic and epidemiological models are coupled by assuming a functional dependence between water availability and transmission rate. We show that the
introduction of hydrologic memory, in addition to the nonlinear dynamics of the disease model, can explain the observed seasonality of dengue incidence without the addition of a lag parameter as was done in [11]. Accurate prediction of seasonal peaks of dengue cases can be achieved by assuming a seasonally varying response of transmission rate on water availability. Our results further suggest a non-monotonic relationship between water availability and dengue transmission rate. Such dependence predicts an initial increase in transmission rate followed by a drop under very wet conditions.

2 Rainfall seasonality in Sri Lanka

There are four distinct monsoon seasons that contribute to precipitation in Sri Lanka [27, 28]. The First Inter-Monsoon (FIM) spans from March through April with rainfall attributed to the disturbances within the Inter-Tropical Convergence Zone (ITCZ). This is followed by the Southwest Monsoon (SWM) which typically begins late in May and lasts until September. The second Inter-Monsoon (SIM) includes rainfall contributions from the tropical depressions or cyclones in the Bay of Bengal and is active during October and November. Lastly, there is the Northeast Monsoon (NEM) from December to February [29, 28].

Fig 1a shows the spatial average of annual precipitation across Sri Lanka from 1980-2016. The partitioning of rainfall between the four monsoon seasons (i.e., FIM, SWM, SIM, and NEM) is depicted in Fig. 1b. A slight increasing trend (+27 mm/y) in rainfall exists from 1985-2010 followed by a sharp decrease in rainfall after 2010 (−88 mm/y). Regression analysis reveals that although all monsoon seasons had an increasing rainfall trend in this period, the majority of the overall increase (68%) is attributed to the higher rainfall from FIM and NEM (December to April). This trend is followed by a sharp drop after 2010. Despite this overall decreasing trend, the SWM season had increases in rainfall (+55 mm/y), which were surpassed by a significant drop in the rain during FIM and NEM. This analysis reveals that the inter-annual rainfall trend from 1985-2016 is dominated by the change in rainfall from FIM and NEM (increase in 1985-2010 and decrease in 2010-2016).

The spatial distribution of mean annual rainfall from 1980 to 2016 across the island is shown in Fig 1c. The annual rainfall ranges from more than 3 m in the southwest to less than 1 m in northern regions. The spatial distribution of rainfall intermittency in terms of inter-arrival time $\lambda^{-1}$ (the expected time in days between rainfall events) and the depth $\phi$ (the expected amount of rain from each event) is shown in 1d and e. The southwestern region has the highest annual rainfall with more frequent and intense rain events. Total rainfall decreases moving toward the north and rainfall events become less frequent (on average every 6 days in the northern regions). It is interesting to note that despite relatively comparable average rain depth in northern and eastern regions, the mean annual rainfall in the north is much lower mainly due to less frequent rainfall events.

The seasonality of rainfall from 1980-2009 can be studied quantitatively by clustering the seasonality patterns. To do so, $p_m$ at each location is defined as the ratio of total rain in month $m$ to the total rain during the study period. This gives a
vector $p$ with 12 elements summing up to unity which describes normalized seasonal rainfall patterns. These vectors are then fed into a K-means clustering algorithm to detect the most distinct rainfall seasonality patterns (RSPs) in the island. K-means is a clustering method that categorizes n-dimensional data points (here $n = 12$) into $k$ clusters (here $k = 3$) by minimizing the sum of the variance within clusters. Fig 2a-c show three distinct RSPs across Sri Lanka from 1980 to 2009. Each seasonality pattern is characterized by a mean (centroid of the cluster defined as the average of all cluster members) shown as solid black lines. The RSP at each location is then assigned to the cluster with a minimum Euclidean distance from its centroid. The spatial extent of these RSPs is shown in Fig. 2d.
The rainfall in the northern region (Fig. 2c) exhibits an (almost) 'unimodal' seasonality; this is largely driven by the dominance of SIM spanning from October through December. The Eastern part of the island exhibits a fairly different seasonality pattern with an expanded winter rainfall from SIM (from October to December) and NEM (from December to February), as shown in Fig. 2b. This region also has relatively little rainfall from the summer monsoon. The rainfall in the southwest peaks during October and December mainly due to the SIM, with a second peak expanding through March to June from the FIM and SWM (Fig. 2a).

We further examine the change in seasonality patterns after 2010. This is achieved by comparing seasonality in 2010-2016 at each point with the centroid of the clusters (black lines in Fig. 2a-c) and assigning them to the one with the smallest Euclidean distance. As shown in Fig. 2e, the patterns exhibit changes after 2010, with the encroachment of the eastern and western patterns toward the north. This is in line with the analysis of inter-annual rainfall trend which revealed lower rainfall from FIM and NEM after 2010 which implies a greater relative contribution from the summer monsoon and thus a more pronounced bi-modal pattern.

Figure 2: The seasonality of rainfall in Sri Lanka. (a-c) show three seasonality patterns extracted by clustering the vector \( p \) where \( p_m \) is the ratio of total rain in month \( m \) to the total rain during 1980-2009. The centroid of seasonality patterns are shown as black solid lines. (d) and (e) are the spatial extent of each seasonality patterns during 1980-2009 and 2010-2016, respectively. The color codes corresponds to the pattern in (a-c).

Rainfall seasons also exhibit diverse intermittency patterns. Fig 3 shows the probability distribution of the depth of rain events during two main seasons (April-May and October-November) in the areas associated with each RSP in Fig. 2a-c. The total rainfall in the April-May season is generally less than that of October-November, as shown in Fig. 2a-c; however, in the eastern and southern regions, the rain events in April-May are relatively more intense, as highlighted by the extended tail in Fig. 3a and b.
The probability distribution of the depth of rainfall events during two main seasons (April-May and October-November) in the areas associated with each RSP in Fig. 2a-c. The PDFs for events in April-May have an extended tails in the southern and eastern regions which implies more intense rain events.

3 Spatio-temporal dynamics of dengue fever in Sri Lanka

As shown in the last section, rainfall in Sri Lanka exhibits spatially variables patterns associated with the four active monsoon seasons. Here we discuss the implication of these rainfall seasonality patterns in terms of the burden of dengue fever in Sri Lanka.

The co-circulation of all four serotypes of dengue fever is well-documented in the last 40 years [24]. Fig. 4 shows the number of monthly reported cases from 2010-2016 from Sri Lanka’s Ministry of Health. In 2017 there was a severe outbreak that has been associated with the emergence of a new strain [11], short-term migration, and changes in the breeding sites of the mosquitoes [30]. Thus, our analysis here is focused on the period 2010 to 2016 to avoid a bias due to the high number of cases in 2017.

Fig. 4a and b show two dengue seasonality patterns (DSP) that are extracted in a similar way as the rainfall patterns in Fig. 2. In this case, the clustering is performed on $I_m$, defined as the ratio of the number of cases in month $m$ to the total cases during 2010-2016. The corresponding locations of the patterns are marked at the coordinates of the districts capitals in Fig. 4c.
The DSPs exhibit uni- and bi-modal behaviors. The bi-modal pattern peaks in July and December and is prevalent mainly in south and southwest regions. The uni-modal pattern peaks in January and is spatially scattered throughout the island except for the southwestern part. The spatial extent of the rainfall seasonality pattern is shown in the background of Fig. 4c. It is evident that the bi-modal DSP is mostly associated with the RSP in the southwest where two dominant rain season exists, although the dengue cases reach their maximum with an almost two-months delay relative to the rainfall peaks. The uni-modal DSP exists within regions with a relatively low contribution of spring rainfall in the eastern and northern regions.

It is interesting to note that even without significant rainfall in April-May, dengue cases may peak during the summer in July. For instance, the two black dots in the northern regions in Fig. 4b have a significant number of cases in July; however, their RSP is almost uni-modal with a relatively small rainfall during April-May. This suggests that there may be other hydro-climatic (humidity, temperature) or social (increase in human activities which can lead to more exposure to mosquito bites) factors that drive the dengue spread in that period. This is also reinforced by the fact that the smaller rainfall peaks in April-May (see Fig. 2a) leads to the larger dengue cases peaks in July, as shown in Fig. 2a.

Figure 4: (a) Reported cases of dengue fever in Sri Lanka from 2010-2016. Data is from the Ministry of Health. (b) and (c) show two seasonality patterns extracted by clustering the vector $I$ where $I_m$ is the ratio of the number of cases in month $m$ to the total cases during 2010-2016. The centroid of seasonality patterns is shown as solid black lines. (d) shows the spatial extent of each seasonality pattern where the color codes correspond to the pattern in (b) and (c). The extent of rainfall seasonality pattern in the same period of time is shown in the background (same as Fig. 2c).
4 Modeling dengue dynamics with the HYSIR model

We modeled the dengue transmission using a hydrologically driven SIR model \[31\]. In this formulation, the water availability \( w \) is given by a simple bucket model given as

\[
\frac{dw}{dt} = -\rho w + R(t),
\]  

(1)

where \( w \) quantifies the water availability, \( R \) [\( \text{d}^{-1} \)] is normalized (by a parameter \( w_0 \)) rainfall rate. The parameter \( \rho \) is proportional to \( \frac{L_{\text{max}}}{w_0} \) where \( L_{\text{max}} \) is the maximum rate of water loss and \( \rho^{-1} \) captures the hydrologic 'memory' \[32\]. This type of bucket model has also been used to describe the temporal dynamics of soil moisture in the top soil layer \[26, 33\]. In this study, we used \( w_0 = 150 \text{ mm} \) although the choice of \( w_0 \) simply changes the scale of \( w \) and does not alters the results presented here. We used \( \rho = 0.1 \text{ d}^{-1} \) which introduces a 10-day memory in the \( w \) dynamics.

Dengue transmission with a hydrologic component is modeled using the well-known SIR formulation \[34, 35, 36, 37\].

\[
\frac{dS}{dt} = -B(w)IS - \eta S + \eta I
\]
\[
\frac{dI}{dt} = B(w)IS - \eta I - \gamma I
\]

(2)

where the ratio of susceptible, infected, and recovered individuals to the total population are denoted by \( S \), \( I \), and \( R \), respectively. \( \gamma \) is the recovery rate and \( \eta \) is birth/death rate thus \( \gamma^{-1} \) and \( \eta^{-1} \) are the expected time of infection and individual life span, respectively. The function \( B \) is the moisture-dependent transmission rate.

4.1 Reconstructing the transmission rate from incidence time-series

The reported dengue cases in Sri Lanka are limited to incidence, whereas the number of susceptible individuals remains unobserved. We used the TSIR method \[38, 39\] to reconstruct the ‘true’ times-series of cases and susceptible individuals. The TSIR uses the reported time-series of incidence, birth, and population to compute the reporting rate for the reconstruction of the ‘true’ incidence. The susceptible \( S \) and transmission rate \( B \) time-series are then computed using a Generalized Linear Model (GLM) to find the best fit to the dynamics of \( I \) given in Eq. (2) The TSIR requires the frequency of recorded data to be equal to the recovery rate of disease which we take to be 1/14 days as in \[11\]. Thus, we used simple linear interpolation to reconstruct bi-weekly time-series from monthly incidence, birth, and population data. Fig. 5 shows the reconstructed incidence and transmission rate time-series in the districts Colombo and Vavuniya.
4.2 Linear model for transmission rate

To study the impact of water availability on the transmission of dengue in Sri Lanka, we assume a relationship between \( w \) and \( B \) of the form

\[
\ln B = \psi w + \zeta_d
\]

where the intercept \( \zeta_d \) is defined for each district \( d \). Eq. 3 describes a linear relationship between the (log of) transmission rate and water availability given by water availability \( w \). This simple linear dependence aims to capture the positive feedback of water availability on the mosquito life cycle, in terms of availability of breeding sites and improved survival. We should note that this formulation is a minimalist representation of a hydrologically driven mosquito-borne infection and neglects the explicit modeling of the mosquito life cycle [40]. The constants \( \zeta_d \) quantify a non-seasonal control on transmission and capture the spatial variation of observed dengue cases across the island. Given the time-series of \( B \) (see Fig. 5b and d for examples), we used OLS [41] to compute \( \psi \) and \( \zeta \) from Eq. 3. Fig. 6a shows the observed versus predicted transmission rate as compared to a one-to-one trend expected for the perfect model.

The hydrologic impact on the transmission rate from Eq. 3 can be better visualized by subtracting the spatial components \( \zeta \) from the observed transmission rates (\( \hat{B} = \ln B - \zeta_d \)). The relationship between \( \hat{B} \) and \( w \) is compared to the predicted linear trend (i.e., \( \hat{B} = \psi w \)) in Fig. 6b. For small \( w \), the transmission rate linearly increases with \( w \) in agreement with the functional form assumed in Eq. 3. However, we observed a deviation from this linear trend at high \( w \). The reduction of transmission rate at high \( w \) may be related to the adverse effects of flooding on mosquito life-cycle [42, 43], although other epidemiological feedbacks such as changes in human and mosquito activity patterns may play a role here.

We also used Eq. 3 with the fitted parameters to simulate the incidence from 2011 to 2016 and compared the seasonality patterns with the observation as shown in Fig. 6c and d for the districts Colombo and Vavuniya. For these simulations, the initial conditions were set to the observed condition at 1/1/2011. We used a simulated time-series of \( w \) (using Eq.
to compute $B$ at each time step. Here, we performed a single deterministic simulation for each case and ignored the uncertainty in the fitted parameters by only considering the best-fitted values. Although the model captures the timing of incidence peaks accurately (see Fig. 6c for instance), the relative magnitude of the peaks is poorly modeled. It should be noted that without any additional parameters, the 2-month phase difference between rainfall and dengue cases peaks is captured in this minimalist approach. This is due to the nonlinearity introduced by the multiplicative transmission term in Eq. (2) as well as the hydrologic memory modeled by $\rho^{-1}$.
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Figure 6: The performance of the linear model of transmission rate (see Eq. 3). (a) shows the observed versus predicted transmission rates as compared to the one-to-one trend expected for a perfect model. (b) shows the hydrologic controls on the transmission rate that is visualized by the relationship between $\hat{B} = \ln B - \zeta_d$ and $w$. The observations are binned and the mean, 25th, and 75th envelops are shown. The fitted linear trend $\hat{B} = \psi w$ is shown in red. (c) and (d) are seasonality of the incidence from observation and simulation in the districts Colombo and Vavuniya. The simulation are performed by forcing the HYSIR model with the observed rainfall and the transmission rate given in Eq. 3.

4.3 Quadratic model for transmission rate

Inspired by the drop in transmission rate at high $w$ (Fig. 6b), we explored a more flexible functional form for hydrologically driven transmission rate,

$$\ln B = \psi w + \theta w^2 + \zeta_d.$$  (4)

The quadratic term with coefficient $\theta$ allows for a non-monotonic dependence of the transmission rate on water availability. Fig. 7 shows the performance of the transmission model in Eq. 4. Although the hydrologic impact on the
transmission rate is now captured more accurately, as compared to the linear model (Fig. 7b), the magnitude of the seasonal peaks of incidence are still not fully resolved.

Figure 7: Same as Fig. 6 for the transmission model given in Eq. 4

4.4 Transmission model with seasonal coefficients

To further improve the model performance, we modified the hydrologic portion of the transmission rate expression by allowing seasonal variation in the coefficient $\psi$,

$$\ln B = \psi_m w + \theta w^2 + \zeta_d,$$

where $m$ is the index for the month. In this model, the coefficients $\psi$ are month-specific, the intercepts $\zeta$ are location-specific, and $\theta$ is a constant. Allowing for seasonal variation in $\psi$ enables a more flexible dependence of transmission rate on water availability at the monthly time scale. Fig. 8 shows the relationship between the observed and predicted transmission rate by Eq. 5 after fitting to the observed time-series of $B$. The fitted function is then used to simulate the incidence using the HYSIR model. The seasonality of observed versus simulated incidence in the districts Colombo and Vavuniya are shown in Fig. 8b and c. It is evident that the addition of the seasonal coefficients $\psi$ allows for a more accurate prediction of the seasonal peaks of dengue incidence. A similar comparison for all 21 studied districts is shown in Appendix I (Fig. 9).
The monthly variation of the parameter $\psi$ is shown in Fig. 8d which exhibits an almost symmetric bimodal pattern with peaks during April-July and October-December. This indicates a relatively more pronounced response of the transmission rate on water availability in those periods as also depicted by the red lines in Fig. 8e. On the other hand, the values of $\psi$ in February, July, and August are not statistically significant ($p_{\text{value}} > 0.05$) which indicates that the transmission rate is unresponsive to water availability in those periods. At the transition between these two regimes, the transmission rate moderately increases with water availability before dropping at high values of $w$ (the blue lines in Fig. 8e).

Figure 8: The performance of the model with the transmission rate given in Eq. 5: (a) shows observed versus predicted transmission rates as compared to the one-to-one trend expected for the perfect model; (b) and (c) are seasonality of the incidence from observation and simulation in the districts Colombo and Vavuniya (refer to Appendix I for the results of other districts. The simulation are performed by forcing the HYSIR model with observed rainfall and the transmission rate given in Eq. 5); (d) shows the monthly variation of the parameter $\psi$. The $\psi$ at February and August are not statistically significant ($p_{\text{value}} > 0.05$). The hydrologic controls on the transmission rate given by $\hat{B} = \psi_m w + \theta w^2$ for each month is shown in (e). The colors corresponds to those shown in (d).

5 Conclusion

Understanding the role of hydro-climatic conditions on the spread of vector-borne infections is essential for quantifying the risk of these health hazards, especially in the face of the future changes in patterns [11]. With this in mind, we studied dengue transmission in Sri Lanka and showed that the hydrology plays a major role in the observed seasonality pattern of dengue incidence. This analysis highlights the importance of the seasonality of climatic variables (e.g., rainfall) which are important drivers of infection dynamics. These seasonal patterns have been have been changing rapidly [44] and are expected to continue doing so, especially in tropics where the burden of vector-borne infections is the highest [5].
Our analysis also shows a non-monotonic dependence of dengue transmission rate on water availability $w$. The initial increase in the transmission rate with high $w$ may be related to the positive feedback of water availability on the mosquito life cycle, which leads to an abundance of breeding sites and a better chance of survival. A similar increasing trend has been observed in mosquito populations [45, 46]; however, the opposite trend has also been reported in the analysis of dengue cases with river level in Bangladesh [47]. The effect of intense floods and flash-floods can be more complicated and difficult to predict. Flash-floods may disturb the mosquito life-cycle, destroy their habitats, and reduce their food resources which may lead to a decrease in their population size [42, 43]. This can explain the decrease in transmission rate at high $w$ observed in this study. For instance, Lehman et al. [48] argued that the heavy flooding and strong winds of Hurricane Katrina might have actually decreased the risk of mosquito-borne diseases by dispersing and destroying mosquito habitat in Louisiana and Mississippi, USA. However, at longer time-scales, flash-floods may have positive feedback effects on the abundance of mosquitoes as they can reduce the population of mosquito antagonists [42].

Although the rainfall seasonality was shown to drive the seasonality of dengue cases in Sri Lanka, even in the absence of climatic seasonality, the HYSIR model exhibits noise-induced cyclic behavior that is controlled by the hydrologic memory introduced by parameter $\rho$ [31]. Here we assumed a constant $\rho$; however, accounting for the spatial and temporal variation of $\rho$ can potentially improve the model predictions. Our analysis focused on water availability and rainfall, although other hydro-climatic variables such as temperature, humidity, wind speed, etc. may be important as well [18, 19, 11, 12, 13].

Our model for transmission rate assumes a dominant linear dependence on water availability with slope $\psi$ at low values of $w$. This parameter varies seasonally in order to capture the seasonal peak of dengue cases. The parameters $\psi$ is a surrogate for a range of controlling factors such as the abundance of 'potential' breeding sites (e.g., the density of buckets regardless of their water content). We should also note that the value of $\psi$ may as well reflect monthly variations in other aspects of the disease spread, such as changes in human-mosquito activity and contact processes, etc. For instance, the observation of two annual peaks in $\psi$ coincides with the sowing and growing periods of Yala and Maha cultivation seasons in Sri Lanka [49].
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7 Data

We used precipitation data from the Climate Hazards group Infrared Precipitation with Stations (CHIRPS) with a spatial resolution of 0.05° at a daily time scale [50]. The monthly reported case of dengue in Sri Lanka is from the official website of the epidemiology unit of the Ministry of Health of Sri Lanka [25]. We birth and population data were acquired from the Department of Census and Statistics of Sri Lanka [51].

8 Appendix I

The observed and simulated seasonality patterns of dengue incidence from the quadratic model in Eq. (5) is shown in Fig. 9.

Figure 9: The comparison of incidence seasonality from observation (black lines) of simulation (red lines) in the studied districts. The transmission rate is given by Eq. (5).

References

[1] Duane J Gubler. Dengue and dengue hemorrhagic fever. Clinical microbiology reviews, 11(3):480–496, 1998.

[2] Benjamin Rush. An account of the bilious remitting fever: As it appeared in philadelphia, in the summer and autumn of the year 1780. The American Journal of Medicine, 11(5):546–550, 1951.

[3] A Hirsch. Dengue, a comparatively new disease: its symptoms. Handbook of geographical and historical pathology, 1:55–81, 1883.
[4] World health organization, who. [www.who.int/news-room/fact-sheets/detail/dengue-and-severe-dengue/] Accessed: 2020-08-05.

[5] Samir Bhatt, Peter W Gething, Oliver J Brady, Jane P Messina, Andrew W Farlow, Catherine L Moyes, John M Drake, John S Brownstein, Anne G Hoen, Osman Sankoh, et al. The global distribution and burden of dengue. *Nature*, 496(7446):504–507, 2013.

[6] Chandima Jeewandara, Laksiri Gomes, SA Paravanitane, Mihiri Tantirimudalige, Sumedha Sandaruwan Panapitiya, Amita Jayewardene, Samitha Fernando, RH Fernando, Shamini Prathapan, Graham S Ogg, et al. Change in dengue and japanese encephalitis seroprevalence rates in sri lanka. *PloS one*, 10(12):e0144799, 2015.

[7] Nicholas G Reich, Sourya Shrestha, Aaron A King, Pejman Rohani, Justin Lessler, Siripen Kalayanarooj, In-Kyu Yoon, Robert V Gibbons, Donald S Burke, and Derek AT Cummings. Interactions between serotypes of dengue highlight epidemiological impact of cross-immunity. *Journal of The Royal Society Interface*, 10(86):20130414, 2013.

[8] David J Rogers. Dengue: recent past and future threats. *Philosophical Transactions of the Royal Society B: Biological Sciences*, 370(1665):20130562, 2015.

[9] Mercedes Pascual, Xavier Rodó, Stephen P Ellner, Rita Colwell, and Menno J Bouma. Cholera dynamics and el nino-southern oscillation. *Science*, 289(5485):1766–1769, 2000.

[10] Ethan R Deyle, M Cyrus Maher, Ryan D Hernandez, Sanjay Basu, and George Sugihara. Global environmental drivers of influenza. *Proceedings of the National Academy of Sciences*, 113(46):13081–13086, 2016.

[11] Caroline E Wagner, Milad Hooshyar, Rachel E Baker, Wenchang Yang, Nimalan Arinaminpathy, Gabriel Vecchi, C Jessica E Metcalf, Amilcare Porporato, and Bryan T Grenfell. Climatological, virological and sociological drivers of current and projected dengue fever outbreak dynamics in sri lanka. *Journal of the Royal Society Interface*, 17(167):20200075, 2020.

[12] Erin A Mordecai, Jeremy M Cohen, Michelle V Evans, Prithvi Gudapati, Leah R Johnson, Catherine A Lippi, Kerri Miazgowicz, Courtney C Murdock, Jason R Rohr, Sadie J Ryan, et al. Detecting the impact of temperature on transmission of zika, dengue, and chikungunya using mechanistic models. *PLoS neglected tropical diseases*, 11(4):e0005568, 2017.

[13] Erin A Mordecai, Jamie M Caldwell, Marissa K Grossman, Catherine A Lippi, Leah R Johnson, Marco Neira, Jason R Rohr, Sadie J Ryan, Van Savage, Marta S Shocket, et al. Thermal biology of mosquito-borne disease. *Ecology letters*, 22(10):1690–1708, 2019.

[14] Anice C Lowen, Samira Mubareka, John Steel, and Peter Palese. Influenza virus transmission is dependent on relative humidity and temperature. *PLoS Pathog*, 3(10):e151, 2007.

[15] DJ Rogers and SE Randolph. Climate change and vector-borne diseases. *Advances in parasitology*, 62:345–381, 2006.
[16] HM Yang, Md Ld G Macoris, KC Galvani, MTM Andrichetti, and DMV Wanderley. Assessing the effects of temperature on the population of aedes aegypti, the vector of dengue. *Epidemiology & Infection*, 137(8):1188–1202, 2009.

[17] Teresa K Yamana and Elfatih AB Eltahir. Projected impacts of climate change on environmental suitability for malaria transmission in west africa. *Environmental health perspectives*, 121(10):1179–1186, 2013.

[18] Myriam Gharbi, Philippe Quenel, Joël Gustave, Sylvie Cassadou, Guy La Ruche, Laurent Girdary, and Laurence Marrama. Time series analysis of dengue incidence in guadeloupe, french west indies: forecasting models using climate variables as predictors. *BMC infectious diseases*, 11(1):1–13, 2011.

[19] Liang Lu, Hualiang Lin, Linwei Tian, Weizhong Yang, Jimin Sun, and Qiyong Liu. Time series analysis of dengue fever and weather in guangzhou, china. *BMC Public Health*, 9(1):395, 2009.

[20] Simon Hales, Neil De Wet, John Maindonald, and Alistair Woodward. Potential effect of population and climate changes on global distribution of dengue fever: an empirical model. *The Lancet*, 360(9336):830–834, 2002.

[21] D Ae Focks, DG Haile, E Daniels, and G Ae Mount. Dynamic life table model for aedes aegypti (diptera: Culicidae): analysis of the literature and model development. *Journal of medical entomology*, 30(6):1003–1017, 1993.

[22] Jonathan A Patz, WJ Martens, Dana A Focks, and Theo H Jetten. Dengue fever epidemic potential as projected by general circulation models of global climate change. *Environmental health perspectives*, 106(3):147–153, 1998.

[23] Samson Leta, Tariku Jibat Beyene, Eva M De Clercq, Kebede Amenu, Moritz UG Kraemer, and Crawford W Revie. Global risk mapping for major diseases transmitted by aedes aegypti and aedes albopictus. *International Journal of Infectious Diseases*, 67:25–35, 2018.

[24] Nalaka Kanakaratne, Wahala MPB Wahala, William B Messer, Hasitha A Tissera, Aruna Shahani, Nihal Abeysinghe, Aravinda M De Silva, and Maya Gunasekera. Severe dengue epidemics in sri lanka, 2003–2006. *Emerging infectious diseases*, 15(2):192, 2009.

[25] Epidemiology unit, ministry of health of sri lanka. [www.epid.gov.lk/](http://www.epid.gov.lk/) Accessed: 2020-07-17.

[26] Amilcare Porporato, Edoardo Daly, and Ignacio Rodriguez-Iturbe. Soil water balance and ecosystem response to climate change. *The American Naturalist*, 164(5):625–632, 2004.

[27] George Thambiyapillay. The rainfall rhythm in ceylon. *Univ. Ceylon Rev.*, 12:224–273, 1954.

[28] Ramasamy Suppiah. Spatial and temporal variations in the relationships between the southern oscillation phenomenon and the rainfall of sri lanka. *International Journal of Climatology: A Journal of the Royal Meteorological Society*, 16(12):1391–1407, 1996.

[29] Ramasamy Suppiah. Relationships between the southern oscillation and the rainfall of sri lanka. *International Journal of Climatology*, 9(6):601–618, 1989.
[30] National Dengue Control Unit. *National Action Plan Prevention and Control of Dengue in Sri Lanka, 2019-2023*. Ministry of Health, Nutrition and Indigenous Medicine, Sri Lanka, 2019.

[31] Milad Hooshyar, Caroline E Wagner, Rachel E Baker, C Jessica E Metcalf, Amilcare Porporato, and Bryan T Grenfell. Cyclic epidemics and extreme outbreaks induced by hydro-climatic variability and memory. *Journal of the Royal Society Interface*, page In review, 2020.

[32] Gabriel G Katul, Amilcare Porporato, Edoardo Daly, A Christopher Oishi, Hyun-Seok Kim, Paul C Stoy, Jehn-Yih Juang, and Mario B Siqueira. On the spectrum of soil moisture from hourly to interannual scales. *Water Resources Research*, 43(5), 2007.

[33] Ignacio Rodriguez-Iturbe, Amilcare Porporato, Luca Ridolfi, V Isham, and DR Coxi. Probabilistic modelling of water balance at a point: the role of climate, soil and vegetation. *Proceedings of the Royal Society of London. Series A: Mathematical, Physical and Engineering Sciences*, 455(1990):3789–3805, 1999.

[34] Matt J Keeling and Pejman Rohani. *Modeling infectious diseases in humans and animals*. Princeton University Press, 2011.

[35] Rachel E Baker, Ayesha S Mahmud, Caroline E Wagner, Wenchang Yang, Virginia E Pitzer, Cecile Viboud, Gabriel A Vecchi, C Jessica E Metcalf, and Bryan T Grenfell. Epidemic dynamics of respiratory syncytial virus in current and future climates. *Nature communications*, 10(1):1–8, 2019.

[36] Bryan T Grenfell, Ottar N Bjørnstad, and Bärbel F Finkenstädt. Dynamics of measles epidemics: scaling noise, determinism, and predictability with the tsir model. *Ecological monographs*, 72(2):185–202, 2002.

[37] David Alonso, Alan J McKane, and Mercedes Pascual. Stochastic amplification in epidemics. *Journal of the Royal Society Interface*, 4(14):575–582, 2007.

[38] Bärbel F Finkenstädt and Bryan T Grenfell. Time series modelling of childhood diseases: a dynamical systems approach. *Journal of the Royal Statistical Society: Series C (Applied Statistics)*, 49(2):187–205, 2000.

[39] Alexander D Becker and Bryan T Grenfell. *tsir*: An r package for time-series susceptible-infected-recovered models of epidemics. *PloS one*, 12(9):e0185528, 2017.

[40] Filipe Rocha, Maíra Aguiar, Max Souza, and Nico Stollenwerk. Time-scale separation and centre manifold analysis describing vector-borne disease dynamics. *International Journal of Computer Mathematics*, 90(10):2105–2125, 2013.

[41] Graeme D Hutcheson. Ordinary least-squares regression. *L. Moutinho and GD Hutcheson, The SAGE dictionary of quantitative management research*, pages 224–228, 2011.

[42] C Duchet, GM Moraru, O Segev, M Spencer, A Gershberg Hayoon, and L Blaustein. Effects of flash flooding on mosquito and community dynamics in experimental pools. *Journal of Vector Ecology*, 42(2):254–263, 2017.
[43] Florence Fouque, Romuald Carinci, Pascal Gaborit, Jean Issaly, Dominique J Bicout, and Philippe Sabatier. Aedes aegypti survival and dengue transmission patterns in french guiana. *Journal of Vector Ecology*, 31(2):390–399, 2006.

[44] Xue Feng, Amilcare Porporato, and Ignacio Rodriguez-Iturbe. Changes in rainfall seasonality in the tropics. *Nature Climate Change*, 3(9):811–815, 2013.

[45] Thaddeus M Carvajal, Katherine M Viacrusis, Lara Fides T Hernandez, Howell T Ho, Divina M Amalin, and Kozo Watanabe. Machine learning methods reveal the temporal pattern of dengue incidence using meteorological factors in metropolitan manila, philippines. *BMC infectious diseases*, 18(1):1–15, 2018.

[46] Yien Ling Hii, Huaiping Zhu, Nawi Ng, Lee Ching Ng, and Joacim Rocklöv. Forecast of dengue incidence using temperature and rainfall. *PLoS Negl Trop Dis*, 6(11):e1908, 2012.

[47] Masahiro Hashizume, Ashraf M Dewan, Toshihiko Sunahara, M Ziaur Rahman, and Taro Yamamoto. Hydro-climatological variability and dengue transmission in dhaka, bangladesh: a time-series study. *BMC Infectious Diseases*, 12(1):98, 2012.

[48] Jennifer A Lehman, Alison F Hinckley, Krista L Kniss, Roger S Nasci, Theresa L Smith, Grant L Campbell, and Edward B Hayes. Effect of hurricane katrina on arboviral disease transmission. *Emerging Infectious Diseases*, 13(8):1273, 2007.

[49] Food and agriculture organization, fao. [www.fao.org/giews/countrybrief/country.jsp?code=LKA/](http://www.fao.org/giews/countrybrief/country.jsp?code=LKA/) Accessed: 2020-08-05.

[50] Chris Funk, Pete Peterson, Martin Landsfeld, Diego Pedreros, James Verdin, Shraddhanand Shukla, Gregory Husak, James Rowland, Laura Harrison, Andrew Hoell, et al. The climate hazards infrared precipitation with stations—a new environmental record for monitoring extremes. *Scientific data*, 2(1):1–21, 2015.

[51] Department of census and statistics of sri lanka. [www.statistics.gov.lk/](http://www.statistics.gov.lk/) Accessed: 2020-07-17.