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Abstract
We prove the existence of an intermediate Banach space between the space where the Gaussian measure lives and its RKHS, thus extending what happens with Wiener measure, where the intermediate space can be chosen as a space of Hölder paths. From this result, it is very simple to deduce a result of exponential tightness for Gaussian probabilities.
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1 Introduction
Let \( E = \mathcal{C}_0([0, T], \mathbb{R}^m) \) be the space of continuous \( \mathbb{R}^m \)-valued paths starting at 0 and endowed with the sup norm and let \( \mu \) be the Wiener measure on it. It is well known that the Reproducing Kernel Hilbert Space (RKHS) of this Gaussian probability is the space \( \mathcal{H} = H^1_0([0, T]) \) of the paths \( \gamma \) vanishing at 0, that are absolutely continuous and have a square integrable derivative.

Let us denote by \( \mathcal{C}_0^\alpha \subset E \) the space of the paths that are \( \alpha \)-Hölder continuous and whose modulus of continuity

\[
\omega(\delta) = \sup_{0 \leq s < t \leq T} \frac{|\gamma(t) - \gamma(s)|}{|t - s|} \leq \delta
\]

is such that

\[
\lim_{\delta \to 0^+} \frac{\omega(\delta)}{\delta^\alpha} = 0 .
\]

This space (whose elements are sometimes called the “small” \( \alpha \)-Hölder continuous functions) is separable and it is also well known (thanks to Kolmogorov’s continuity theorem)
that, for $0 < \alpha < \frac{1}{2}$, $\mu(\mathcal{C}_a^0) = 1$ (whereas $\mu(\mathcal{H}) = 0$). It is also well known that, still for $0 < \alpha < \frac{1}{2}$,

$$E \leftrightarrow \mathcal{C}_a^0 \leftrightarrow \mathcal{H}$$

the embeddings being compact.

We are concerned with the question whether the existence of such an “intermediate” space is a general fact, i.e. true for every centered Gaussian probability on a separable Banach space.

More precisely we prove the following result.

**Theorem 1.1** Let $E$ be a separable Banach space, $\mu$ a centered Gaussian probability on $E$ and $\mathcal{H}$ the corresponding RKHS. Then there exists a Banach space $\tilde{E}$, separable and such that

(a) $\mu(\tilde{E}) = 1$ and
(b) the embeddings

$$E \leftrightarrow \tilde{E} \leftrightarrow \mathcal{H}$$

are compact.

We shall even prove that there are infinitely many such spaces. We shall call “intermediate space” any separable Banach space satisfying (a) and (b) of Theorem 1.1.

The proof of Theorem 1.1 is the object of Sect. 3. Of course Theorem 1.1 is obvious if $E$ is finite dimensional, as then we can choose $E = \tilde{E} = \mathcal{H}$. Therefore in the sequel we implicitly assume that $E$ is infinite dimensional.

In the proof we shall also assume that $E = \text{supp}(\mu)$. Otherwise just consider $\text{supp}(\mu)$ instead of $E$.

This investigation was motivated by an application to the Large Deviations of the sequence of probabilities $(\mu_\varepsilon)_\varepsilon$, $\mu_\varepsilon$ being the image of $\mu$ through the map $x \mapsto \varepsilon x$. The property of exponential tightness is a key step in the proof of these estimates. One remarks that its proof in the case of Wiener measure is particularly simple and is based, besides Fernique’s theorem, on the existence of the spaces of H"older continuous functions, which are intermediate spaces. Thanks to Theorem 1.1 the same, simple proof of exponential tightness for the Wiener measure works for a general Gaussian probability on a separable Banach space as developed in Sect. 2.

Section 4 is devoted to comments and complements.

The proof of Theorem 1.1 is largely inspired to the arguments of the fundamental papers of L.Gross [7, 8].

## 2 Motivation: exponential tightness of Gaussian measures

Let $\mu$ be a centered Gaussian probability on the separable Banach space $E$ and let $\mu_\varepsilon$ be its image through the map $x \mapsto \varepsilon x$ as above.

The Large Deviations properties of the family $\mu_\varepsilon$ as $\varepsilon \to 0$ are well understood since a long time (see [4] §5 e.g.). One of the main steps in this investigation is to prove that the
family $(\mu_\varepsilon)_\varepsilon$ is exponentially tight at speed $\varepsilon \mapsto \varepsilon^2$, i.e. that for every $R > 0$ there exists a compact set $K_R \subset E$ such that
\[
\limsup_{\varepsilon \to 0} \varepsilon^2 \log \mu_\varepsilon(K_R^c) \leq -R.
\] (2.1)

This fact follows immediately from Theorem 1.1: let us denote $\|\cdot\|$ the norm of the intermediate space $\tilde{E}$, as $\|\cdot\|$ is $\mu$-a.s. finite (this is a) of Theorem 1.1), by Fernique’s theorem ([5, 6]), for some $\rho > 0$, we have
\[
\int_E e^{\rho \|x\|^2} \, d\mu(x) := C_\rho < +\infty.
\]

Let $K_R$ denote the ball of radius $\sqrt{R/\rho}$ of $\tilde{E}$, which is compact in $E$. From
\[
C_\rho \geq \int_{K_R^c/\varepsilon} e^{\rho \|x\|^2} \, d\mu(x) \geq \mu\left(\frac{1}{\varepsilon} K_R^c\right) e^{R/\varepsilon^2}
\]
we deduce
\[
\limsup_{\varepsilon \to 0} \varepsilon^2 \log \mu_\varepsilon(K_R^c) = \limsup_{\varepsilon \to 0} \varepsilon^2 \log \mu\left(\frac{1}{\varepsilon} K_R^c\right) \leq -R,
\]
i.e. (2.1).

3 Proof of the main result

From now on $\mu$ will denote a Gaussian probability on the infinite dimensional separable Banach space $E$ as in the introduction, $\|\cdot\|$ being the norm of the Banach space $E$.

If we denote by $E'$ the dual of $E$, then to every continuous functional $\xi \in E'$ we can associate the r.v. $(E, \mu) \to \mathbb{R}$ defined as $x \mapsto \langle \xi, x \rangle$. Let $E'_\mu$ be the completion of $E'$ in $L^2(\mu)$. This is a separable Hilbert space which is also a Gaussian space.

For every $g \in E'_\mu$ the vectors
\[
h = \int_E xg(x) \, d\mu(x)
\] (3.2)
form a vector space $\mathcal{H} \subset E$ which, endowed with the scalar product
\[
\langle h_1, h_2 \rangle_{\mathcal{H}} = \int_E g_1(x)g_2(x) \, d\mu(x)
\]
for
\[
h_1 = \int_E xg_1(x) \, d\mu(x), \quad h_2 = \int_E xg_2(x) \, d\mu(x),
\]
is an Hilbert space $\mathcal{H}$ isometric to $E'_\mu$. Remark that (3.2) can also be written $h = \mathbb{E}[Xg(X)]$, $X$ denoting an $E$-valued r.v. having law equal to $\mu$. $\mathcal{H}$ is called the Reproducing Kernel Hilbert Space (RKHS) of $\mu$.

For more details on the structure of Gaussian probabilities see [9] or the very nice and very short presentation in §2 of [3].
Proof of Theorem 1.1 Recall that we assume $E$ to be infinite dimensional.

(a) First step: construction of $\tilde{E}$.

Let $(\Omega, \mathcal{F}, P)$ be a probability space and $X : \Omega \to E$ a Gaussian r.v. having distribution $\mu$. Let $(g_n)_n$ be an orthonormal system of the Hilbert space $E'$. This forms also a sequence of independent $N(0, 1)$-distributed r.v.’s. Let $e_n = E[Xg_n(X)]$. $e_n \in E$ and $(e_n)_n$ is an orthonormal system of the RKHS $H$.

Then it is well known (see Proposition 3.6 p. 64 in [9]) that the sequence

$$X_n = \sum_{j=1}^{n} g_j e_j \quad (3.3)$$

is a square integrable $E$-valued martingale converging a.s. and in $L^2$ to $X$. Hence

$$\lim_{n \to \infty} E \left[ \left\| \sum_{j=n}^{\infty} g_j e_j \right\|^2 \right] = 0.$$ 

Let $\alpha > 0$ be fixed and let $(n_k)_k$ be an increasing sequence of integers such that $n_0 = 0$ and

$$E \left( \left\| \sum_{j=n_k+1}^{\infty} g_j e_j \right\|^2 \right) \leq 2^{-k(3+2\alpha)} \quad (3.4)$$

Let $H_k = \text{span}(e_{n_k+1}, \ldots, e_{n_{k+1}})$ and let $Q_k$ be the projector $H \to H_k$. Let, for the vector $x = \sum_{\mu=1}^{\infty} \alpha_{\mu} e_{\mu} \in H$,

$$||x||_j : = \sum_{k=0}^{\infty} 2^{k\alpha} \left\| \sum_{j=n_k+1}^{n_{k+1}} \alpha_j e_j \right\| = \sum_{k=1}^{\infty} 2^{k\alpha} ||Q_k(x)|| \quad (3.5)$$

$|||_j$ is a norm on $H$. Actually Lemma 3.2 states that $||x||_j < +\infty$ for every $x \in H$ while subadditivity and positive homogeneity are immediate. Let

$$W_k := \sum_{j=n_k+1}^{n_{k+1}} g_j e_j \quad (3.6)$$

The $E$-valued r.v.’s $W_k$ are Gaussian and independent. Remark that, with our choice of the numbers $n_k$, thanks to the Markov inequality we have

$$\Pr(2^{k\alpha} ||W_k|| \geq 2^{-k}) \leq 2^{2k(1+\alpha)} E(||W_k||^2) \leq 2^{2k(1+\alpha)} E \left( \left\| \sum_{j=n_k+1}^{\infty} g_j e_j \right\|^2 \right) \leq 2^{-k} \quad (3.7)$$

We can now define $\tilde{E}$ = the completion of $H$ with respect to the norm $|||_j$. Remark that, as for $x \in H$

$$||x||_j = \sum_{k=1}^{\infty} 2^{k\alpha} ||Q_k(x)|| \geq \sum_{k=1}^{\infty} ||Q_k(x)|| \geq \sum_{k=1}^{\infty} ||Q_k(x)|| = ||x||,$$

we have $\tilde{E} \subset E$. It is also obvious that $\tilde{E}$ is dense in $E$, as it contains $H$ which is itself dense in $E$. (b) Second step: $\mu(\tilde{E}) = 1$. Let

 Springer
\[ Y_k = X_{n_k} = \sum_{j=1}^{n_k} g_j e_j \]

and let us prove that \((Y_k)_k\), as a sequence of \(\tilde{E}\)-valued r.v.'s, converges in probability. We proceed quite similarly as in the proof of the subsequent Lemma 3.2. Let \(\epsilon > 0\). If \(p_0\) is such that \(2^{-p_0} < \frac{\epsilon}{2}\), then for \(p_0 \leq \ell' < r\),

\[
P(\|Y_r - Y_{\ell'}\| > \epsilon) \leq P\left(\sum_{k=\ell+1}^{r} 2^{ak} \|W_k\| > \sum_{k=\ell+1}^{r} 2^{-k}\right)
\]

\[
\leq \sum_{k=\ell+1}^{r} P(2^{ak} \|W_k\| > 2^{-k}) \leq \sum_{k=p_0+1}^{\infty} 2^{-k} \leq 2 \cdot 2^{-p_0} = \epsilon .
\]

Therefore \((Y_k)_k\) is a Cauchy sequence in probability in \(\tilde{E}\), hence it converges, in probability, to some \(E\)-valued r.v. \(\tilde{X}\). As \(\tilde{E} \subset E\) and its topology is stronger, \((Y_k)_k\) also converges in probability in \(E\). But we know already that \((Y_k)_k\) in \(E\) converges to a r.v. \(X\) having law \(\mu\). Hence \(\tilde{X} = X\) a.s. and \(\mu(\tilde{E}) = P(\tilde{X} \in \tilde{E}) = P(\tilde{X} \in \tilde{E}) = 1\).

(c) Step three: the embedding \(E \hookrightarrow \tilde{E}\) is compact.

Let \((x_p)_p\) be a bounded sequence in \(\tilde{E}\) and \((z_p)_p \subset \mathcal{H}\) another sequence such that \(\|x_p - z_p\|_i < 2^{-p}\), which is possible as \(\mathcal{H}\) is dense in \(\tilde{E}\). Let \(M\) be such that \(\|z_p\|_i \leq M\) for every \(p\). As the projectors \(Q_k\) are finite dimensional, for every \(k\) there exists a subsequence \((p^{(k)}_r)\), such that \(\|Q_k z_{p^{(k)}_r} - y^{(k)}\|_i \rightarrow 0\) for some vector \(y^{(k)} \in \mathcal{H}_k\), i.e. of the form

\[
y^{(k)} = \sum_{m=n_k+1}^{n_{k+1}} \alpha_m e_m .
\]

By the diagonal argument, there exists a subsequence \((p'_r)\), such that \(\|Q_k z_{p'_r} - y^{(k)}\|_i \rightarrow 0\) as \(r \rightarrow \infty\) for every \(k\). Let now \(\epsilon > 0\) be fixed. We have, for every positive integer \(k_0\),

\[
\|z_{p'_r} - z_{p'_r}\| = \left\| \sum_{k=1}^{\infty} Q_k (z_{p'_r} - z_{p'_r}) \right\| 
\leq \sum_{k=1}^{k_0} Q_k (z_{p'_r} - z_{p'_r}) \right\| + \sum_{k=k_0+1}^{\infty} Q_k (z_{p'_r} - z_{p'_r}) \right\| .
\]

We first choose \(k_0\) so that \(M \cdot 2^{-ak_0} < \frac{\epsilon}{3}\), so that

\[
\sum_{k=k_0+1}^{\infty} \left\| Q_k (z_{p'_r} - z_{p'_r}) \right\| \leq 2^{-ak_0} \sum_{k=k_0+1}^{\infty} 2^{ak} \left\| Q_k (z_{p'_r} - z_{p'_r}) \right\| 
\leq 2^{-ak_0} \|z_{p'_r} - z_{p'_r}\|_i 
\leq 2^{-ak_0} \cdot 2M \leq \frac{2}{3} \epsilon
\]

and then \(p_0\) so that, for \(r, \ell' \geq p_0\)

\[
\left\| \sum_{k=1}^{k_0} Q_k (z_{p'_r} - z_{p'_r}) \right\| \leq \frac{\epsilon}{3} .
\]
Therefore \((z_{p'})_r\) is a Cauchy sequence in \(E\), hence also \((x_{p'})_r\), which proves the compactness of the embedding \(\widetilde{E} \hookrightarrow E\).

d) Last step \(\widetilde{E} \hookrightarrow \mathcal{H}\) is compact. This is immediate as, \(\widetilde{E}\) being dense in \(E\), \(\mathcal{H}\) is also the RKHS of the Gaussian probability \(\mu\) on \(\widetilde{E}\). Such an embedding is always compact.

\[\square\]

**Lemma 3.1** Let \(\mathcal{H}\) be a finite dimensional Hilbert space and \(\mathcal{F} \subset \mathcal{H}\) a subspace and let us denote by \(v\) and \(v'\) the standard \(N(0, I)\) distributions on \(\mathcal{H}\) and \(\mathcal{F}\) respectively. Let \(B \subset \mathcal{H}\) be a convex, centrally symmetric, convex set. Then

\[v(B) \leq v'((\mathcal{F} \cap B)).\]

For the proof of Lemma 3.1 the reader is directed to [7] as this is a weaker version of Lemma 4.1 there.

**Lemma 3.2** \(|x|_i < +\infty\) for every \(x \in \mathcal{H}\).

**Proof** Let us first prove that the sequence of real r.v.'s

\[Z_n = \sum_{k=1}^{n} 2^{k\alpha} \|W_k\|\]

converges in probability. Let \(\varepsilon > 0\) and \(p_0\) such that \(2^{-p_0} < \varepsilon / 2\). Remark that this implies \(\varepsilon > \sum_{k=p_0+1}^{\infty} 2^{-k}\). For \(p_0 \leq n < m\), we have thanks to (3.7)

\[P(|Z_n - Z_m| > \varepsilon) = P\left(\sum_{k=n+1}^{m} 2^{k\alpha} \|W_k\| > \varepsilon\right) \leq P\left(\sum_{k=n+1}^{m} 2^{k\alpha} \|W_k\| > \sum_{k=n+1}^{m} 2^{-k}\right) \leq \sum_{k=n+1}^{m} P\left(2^{k\alpha} \|W_k\| > 2^{-k}\right) \leq \sum_{k=p_0+1}^{m} 2^{-k} = 2 \cdot 2^{-p_0} < \varepsilon .
\]

Hence \((Z_n)_n\) is a Cauchy sequence in probability and converges in probability to some real r.v. \(Z\).

Let us prove that, for every \(\varepsilon > 0\), we have \(P(Z < \varepsilon) > 0\). Let

\[Z_N = \sum_{k=1}^{N} 2^{k\alpha} \|W_k\|, \quad Z = Z_N = \sum_{k=N+1}^{\infty} 2^{k\alpha} \|W_k\| .\]

We have \(P(Z_N < \varepsilon / 2) > 0\), as \(Z_N\) depends only on the modulus of finitely many r.v.'s \(W_k\) each of them being Gaussian and with values in a finite dimensional vector space. Moreover let \(N\) be large enough so that \(P(Z - Z_N < \varepsilon / 2) > 0\). As the r.v.'s \(Z - Z_N\) and \(Z_N\) are independent (they depend on different \(W_k\)’s)

\[P(Z < \varepsilon) \geq P\left(Z - Z_N < \varepsilon / 2, Z_N < \frac{\varepsilon}{2}\right) = P\left(Z - Z_N < \varepsilon / 2\right)P\left(Z_N < \frac{\varepsilon}{2}\right) > 0 . \quad (3.9)
\]

Finally, let us assume that there exists \(x = \sum_{i=1}^{\infty} \alpha_i e_j \in \mathcal{H}\) such that \(||x||_i = +\infty\) and let us prove that this is absurd. Of course we can assume \(||x||_{\mathcal{H}} = 1\). Let us consider the seminorms on \(\mathcal{H}\)

\[\square\]
so that \( \lim_{k \to \infty} \|z\|_k = \|z\| \). Let \( \mathcal{H}_k = \text{span}(e_1, \ldots, e_n_k) \) so that the r.v. \( X_{n_k} \) of (3.3) takes values in \( \mathcal{H}_k \). Let \( x^{(k)} = \sum_{j=1}^{n_k} \alpha_j e_j \) be the projection of \( x \) on \( \mathcal{H}_k \). Remark that \( \|x\|_k = \|x^{(k)}\|_k \).

We apply Lemma 3.1 considering the convex set

\[
B = \{ z \in \mathcal{H}_k, \|z\|_k \leq a \}
\]

and \( \mathcal{F} = \text{span}(x^{(k)}) \). Let \( \xi_k = \sqrt{a_1^2 + \cdots + a_n^2} \), so that the vector \( x^{(k)} / \xi_k \) has modulus 1 in \( \mathcal{H} \) and the r.v.

\[
g := \frac{1}{\xi_k} \sum_{j=1}^{n_k} \alpha_j g_j
\]

is \( N(0, 1) \)-distributed. Hence the r.v.

\[
\frac{1}{\xi_k} \sum_{j=1}^{n_k} \alpha_j g_j \cdot \frac{x^{(k)}}{\xi_k}
\]

is \( N(0, 1) \)-distributed and \( \mathcal{F} \)-valued.

Let \( a \) be a continuity point of the partition function of \( Z \). Thanks to Lemma 3.1, as \( \xi_k \to \|x\|_\mathcal{H} = 1 \) and we assume \( \|x\|_i = +\infty \), we have

\[
P(Z \leq a) = \lim_{k \to \infty} P\left( \left\| \sum_{j=1}^{n_k} g_j e_j \right\| \leq a \right) \leq \lim_{k \to \infty} P\left( \left\| \frac{1}{\xi_k} \sum_{j=1}^{n_k} \alpha_j g_j \right\| \leq \frac{a}{\xi_k} \right) = \lim_{k \to \infty} P\left( |g| \leq \frac{a \xi_k}{\|x\|_k} \right) = 0
\]

which is in contradiction with (3.9) and completes the proof of Lemma 3.2. \( \square \)

### 4 Remarks and complements

#### Remark 4.1
In fact we have proved the existence on infinitely many intermediate spaces \( \tilde{E} \) between \( E \) and \( \mathcal{H} \) (recall that we assume that \( E \) is infinite dimensional). Actually the argument above can be repeated in order to construct a subsequent intermediate space \( \tilde{E}_1 \) between \( \mathcal{H} \) and \( \tilde{E} \), which will be necessarily different of \( \tilde{E} \), the embedding \( \tilde{E} \hookrightarrow \tilde{E}_1 \) being compact. And so on.

#### Remark 4.2
In a first attempt to prove Theorem 1.1 the author tried considering interpolation spaces. More precisely let, for \( x \in E \),

\[
K(t, x) = \inf_{a+b=x, a \in E, b \in \mathcal{H}} (\|a\| + t\|b\|_\mathcal{H})
\]

and let, for \( 0 < \theta < 1 \),
Let us define the vector space $G_\theta$ as the set of vectors $x \in E$ such that $\|x\|_\theta < +\infty$, endowed with the norm $\|\|_\theta$. See [1, 11] or [12] for more details on this topic.

It is well known that $G_\theta$ is a Banach space and also that the embeddings $E \hookrightarrow G_\theta \hookrightarrow H$ are compact ([10], §V.2).

The question remains whether $\mu(G_\theta) = 1$. In the case of the Wiener space, $E = C([0, T], \mathbb{R})$, $H = H^1_0$ and $\mu =$ the Wiener measure, it can be proved that $G_\theta$ contains the space of small $\alpha$-Hölder paths for $\alpha > \theta$, which is a separable Banach space having Wiener measure 1. This gives $\mu(G_\theta) = 1$ for $\theta < \frac{1}{2}$, which however leaves open the question in the case $\theta \geq \frac{1}{2}$.

The author does not know whether such a Banach space $G_\theta$ is also separable, but it can be proved that the closure of $H^1_0$ in $G_\theta$, $\tilde{G}_\theta$ say, also contains the small $\alpha$-Hölder paths for $\alpha > \theta$. Hence $\tilde{G}_\theta$, which is separable, is an intermediate space in the sense of Theorem 1.1 in this case. Note that the requirement $\theta < \frac{1}{2}$ means that $G_\theta$ should be “closer” to $E$ than to $H$.

Concerning interpolation spaces, hence, many questions, possibly of interest, remain open. Is it true, in general, that the interpolated space $G_\theta$ is an intermediate space? For every $0 < \theta < 1$ or just for some values of the interpolating parameter $\theta$?

**Remark 4.3** The construction of the intermediate space $\tilde{E}$ of Sect. 3 is of course not unique, as other possibilities are available for the candidate norm (3.5). For instance, let us define the sequence $(n_k)_k$ so that

$$
\mathbb{E}\left(\left\| \sum_{j=n_k+1}^{\infty} g_j e_j \right\|^2 \right) \leq 2^{-2k(\alpha+\eta)} .
$$

(4.11)

for some $\eta > 0$ and then, for $x = \sum_{n=1}^{\infty} \alpha_n e_n \in \mathcal{H}$,

$$
\|x\|' = \sup_{k>0} 2^{\alpha k} \left\| \sum_{j=n_k+1}^{n_{k+1}} \alpha_j e_j \right\| .
$$

(4.12)

In this remark we prove that also $\|x\|' < +\infty$ for $x \in \mathcal{H}$ and that the completion of $\mathcal{H}$ with respect to $\|\|'$ is also an intermediate space.

This has some interest as it shows that there are (many) other possible ways of constructing intermediate spaces. Also we shall see, in the next remark, that for a suitable choice of the orthonormal system $(e_n)_n$, in the case $E = C([0, 1])$ and Wiener measure the resulting intermediate spaces are the Hölder spaces.

The proof of $\|x\|' < +\infty$ for $x \in \mathcal{H}$ is actually even simpler than the one of Lemma 3.2: let $W_k$ as in (3.6) and for $n > 0$

$$
Z_n = \sup_{k \leq n} 2^{\alpha k} \|W_k\| .
$$

Let us show that $Z_n \to Z$ where $Z$ is a r.v. such that $\mathbb{P}(Z < \epsilon) > 0$ for every $\epsilon > 0$. The a.s. convergence of $(Z_n)_n$ is immediate being an increasing sequence. Denoting by $Z$ its limit we have
\[
P(Z \leq \varepsilon) = \lim_{n \to \infty} P\left(\sum_{k=1}^{n} 2^{ka_k} \| W_k \| < \varepsilon, k = 1, \ldots, n\right)
= \lim_{n \to \infty} \prod_{k=1}^{n} P\left(2^{ka_k} \| W_k \| \leq \varepsilon \right) = \prod_{k=1}^{\infty} \left(1 - P(2^{ka_k} \| W_k \| > \varepsilon)\right).
\]

The infinite product above converges to a strictly positive number if and only if the series \(\sum_{k=1}^{\infty} P(2^{ka_k} \| W_k \| > \varepsilon)\) is convergent. But, by Markov’s inequality and using the bound (4.11),
\[
P(2^{ka_k} \| W_k \| > \varepsilon) \leq \frac{1}{\varepsilon^2} 2^{2ka_k} E(\| W_k \|^2) \leq \frac{1}{\varepsilon^2} 2^{-2k}\eta,
\]
which is the general term of a convergent series. Moreover the limit \(Z\) is finite a.s., as the r.v.’s \(Z_k\) are independent and the event \(\{Z = +\infty\}\) is a tail event having probability < 1.

The remainder of the proof of Lemma 3.2 is quite similar to the one developed in Sect. 3.

The new norm \(\| \cdot \|'\) also produces a family of intermediate spaces, as stated in the next result

**Theorem 4.2** Let \(\widetilde{E}' = \text{the completion of } \mathcal{H} \text{ with the norm } \| \cdot \|'.\) Then \(\widetilde{E}'\) is an intermediate space.

**Proof** Let us prove first that \(\mu(\widetilde{E}') = 1\). Let, as in the proof of Theorem 1.1, \(Y_k = X \eta_k = \sum_{j=1}^{n_k} g_j e_j\) and let us prove that \((Y_k)_k\), as a sequence of \(\widetilde{E}'\)-valued r.v.’s, converges in probability. If \(k_0 \leq \ell' \leq r\) we have now
\[
P(\sup_{\ell' \leq k \leq r} 2^{ak_k} \| W_k \| > \varepsilon) \leq P\left(\sup_{k \geq k_0} 2^{ak_k} \| W_k \| > \varepsilon\right).
\]
Markov’s inequality gives \(P(2^{ak_k} \| W_k \| > \varepsilon) \leq \frac{1}{\varepsilon^2} 2^{-2k}\eta\), hence by the Borel–Cantelli Lemma \(2^{ak_k} \| W_k \| > \varepsilon\) for finitely many \(k\) only and
\[
\lim_{k_0 \to \infty} P\left(\sup_{k \geq k_0} 2^{ak_k} \| W_k \| > \varepsilon\right) = 0
\]
so that \((Y_k)_k\) is a Cauchy sequence in probability in \(\widetilde{E}'\) which implies, with the same argument as in the proof of Theorem 1.1, that \(\mu(\widetilde{E}') = 1\).

We are left with the proof that the embedding \(\widetilde{E}' \hookrightarrow \widetilde{E}\) is compact, which is quite similar to the argument of the proof of Theorem 1.1.

Let again \((z_{p,p})_p\) be a bounded sequence in \(\widetilde{E}\) and \((z_{p,p})_p \subset \mathcal{H}\) another sequence such that \(\| z_{p} - z_{p}' \|' < 2^{-p'}\), which is possible as \(\mathcal{H}\) is dense in \(\widetilde{E}\). Let \(M\) be such that \(\| z_{p} \|' \leq M\) for every \(p\). As the projectors \(Q_k\) are finite dimensional, for every \(k\) there exists a subsequence \((p_{r,k})_r\) such that \(\| Q_k z_{p_{r,k}} - y^{(k)} \|' \to 0\) for some vector \(y^{(k)} \in \mathcal{H}_k\), i.e. of the form
\[
y^{(k)} = \sum_{m=m_{k}+1}^{\infty} a_m e_m.
\]
By the diagonal argument there exists a subsequence \((p_{r,k})_r\) such that \(\| Q_k z_{p_{r,k}} - y^{(k)} \|' \to 0\) as \(r \to \infty\) for every \(k\). Let now \(\varepsilon > 0\) be fixed. We have for every positive integer \(k_0\)
\[
\|z_{p'} - z_{p''}\| = \left\| \sum_{k=1}^{\infty} Q_k(z_{p'} - z_{p''}) \right\| \\
\leq \left\| \sum_{k=1}^{k_0} Q_k(z_{p'} - z_{p''}) \right\| + \left\| \sum_{k=k_0+1}^{\infty} Q_k(z_{p'} - z_{p''}) \right\|.
\]

As \(\|Q_k(z_{p'} - z_{p''})\| \leq 2 \cdot 2^{-ka} \|Q_k(z_{p'} - z_{p''})\|' \leq 2 \cdot 2^{-ka} M\), we have
\[
\left\| \sum_{k=k_0+1}^{\infty} Q_k(z_{p'} - z_{p''}) \right\| \leq \sum_{k=k_0+1}^{\infty} \|Q_k(z_{p'} - z_{p''})\| \leq 2M \sum_{k=k_0+1}^{\infty} 2^{-ka} \leq 2^{-k_0a} \frac{2M}{1 - 2^{-a}}
\]

which, for some \(k_0\) large enough is \(\leq \frac{\varepsilon}{2}\). We can choose now \(p_0\) so that, for \(r, \ell' \geq p_0\)
\[
\left\| \sum_{k=1}^{k_0} Q_k(z_{p'} - z_{p''}) \right\| \leq \frac{\varepsilon}{2}.
\]

Therefore \((z_{p'})_n\) is a Cauchy sequence in \(E\), hence also \((x_{p'})_n\) which proves the compactness of the embedding \(\widehat{E} \hookrightarrow E\). \(\square\)

Note that the norms \(\|\cdot\|\) and \(\|\cdot\|'\) differ not only because of their definitions ((3.5) as opposed to (4.12)) but also on the different requirements on the sequence \((n_k)_k\) ((3.4) and (4.11)).

One of the referees raised the natural question whether the intermediate spaces \(\tilde{E}\) constructed in Theorem 1.1, in the case of the Wiener space might produce the Hölder spaces, or, more generally, if they can be described in terms of regularity of the paths, with the idea that the larger the parameter \(a\), the greater the regularity of the paths of \(\tilde{E}\).

The question in general seems to the author to require an analysis going beyond the scope of the present paper, in particular taking into account that regularity also depends on the choice of the orthonormal system \((e_n)_n\) and possibly on the regularity of its elements.

In the next remark we show however that, for a certain choice of the orthonormal system, the intermediate spaces of Theorem 4.2 are actually the Hölder spaces \(C^0_{a'}\).

**Remark 4.4** Let \(E = C([0, 1], \mathbb{R})\) and \(\|\cdot\|\) the sup norm.

Let us recall the characterization, due to Ciesielski [2], of the small Hölder spaces \(C^0_{a'}\). Let \(\{\chi_n\}_n\) be the Haar system, namely the set of functions on the interval \([0, 1]\) defined as \(\chi_1(t) \equiv 1\) and
\[
\chi_{2^k+j}(t) = \begin{cases} 
\sqrt{2^k} & \text{if } t \in \left[\frac{2j-2}{2^k+1}, \frac{2j-1}{2^k+1}\right] \\
-\sqrt{2^k} & \text{if } t \in \left[\frac{2j-1}{2^k+1}, \frac{2j}{2^k+1}\right] \\
0 & \text{otherwise}
\end{cases}
\]

for \(k = 1, 2, \ldots, j = 1, 2, \ldots, 2^k\). It is well known that \(\{\chi_n\}_n\) is a complete orthonormal system of \(L^2([0, 1], \mathbb{R})\).

Moreover let \(\phi_n(t) = \int_0^t \chi_n(s) \, ds\) be the primitive of \(\chi_n\) (the Schauder basis) (Fig. 1). For a continuous path \(x \in C([0, 1], \mathbb{R})\) let us consider the coefficients \(\xi_{jn} = \int_0^1 \chi_n(s) \, dx(s)\) which are well defined, as \(\chi_n\) is piecewise constant. Ciesielski [2] proved that the separable

\(\circ\) Springer
Banach spaces $\ell^0_\alpha$ and $c_0$ (the sequences vanishing at $\infty$ endowed with the sup norm) are isomorphic ($0 < \alpha < 1$).

More precisely if

$$x \in \ell^0_\alpha, 0 < \alpha < 1,$$

then $x \in \ell^0_\alpha$, if and only if $\xi = (\xi_n w_n(\alpha))_n \in c_0$. Let us denote by $c_a$ the space of the sequences $\xi_n = (\xi_n)_{n \in \mathbb{N}}$ such that $(\xi_n w_n(\alpha))_n \in c_0$. Ciesielski’s theorem states that the mapping

$$\xi_n \mapsto \sum_{m=1}^{\infty} \xi_m \phi_m$$

is an isomorphism between $c_a$ and $\ell^0_\alpha$.

Remark that under Ciesielski’s isomorphism $H$ is mapped into $\ell^0_2$. Actually $(\phi_n)_n$ is itself an orthonormal basis of $H = H^0_2$.

The spaces $\ell^0_\alpha$ for $0 < \alpha < \frac{1}{2}$ are actually the intermediate spaces obtained in Remark 4.3, if we choose, as an orthonormal system for $\mathcal{H}$, $e_n = \phi_n$. Actually, if $n_k = 2^k$ we have, noting that, the supports of the $\phi_j$ are disjoint and $\|\phi_j\| = 2^{-1-k/2}$ for $2^k + 1 \leq j \leq 2^{k+1}$, for large $k$

$$E\left(\left\|\sum_{j=2^k+1}^{2^{k+1}} g_j \phi_j\right\|^2\right) = 2^{-2-k}E\left(\sup_{2^k+1 \leq j \leq 2^{k+1}} g_j^2\right) \leq 2^{-k\lambda}$$

for every $\lambda < 1$. This is an elementary, but a bit involved, computation that we are not going to explicit here. Hence, as in Remark 4.3, the norm

$$\|x\|' = \sup_{k>0} \left\|\sum_{j=n_k+1}^{n_{k+1}} \alpha_j e_j\right\|$$

is finite on $\mathcal{H}$ as soon as $2(\alpha + \eta) < 1$, i.e. $\alpha < \frac{1}{2}$. Note, again using the fact that the supports of the $\phi_j$ are disjoint and $\|\phi_j\| = 2^{-1-k/2}$ for $2^k + 1 \leq j \leq 2^{k+1}$,
so that, thanks to Ciesielski’s isomorphism, the intermediate norm \( \| \| \)' is finite if and only if \( x \in \Phi_0' \).
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