The good-bad-ugly system near spatial infinity on flat spacetime
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Abstract
A model system of equations that serves as a model for the Einstein field equation in generalised harmonic gauge called the good-bad-ugly system is studied in the region close to null and spatial infinity in Minkowski spacetime. This analysis is performed using H. Friedrich’s cylinder construction at spatial infinity and defining suitable conformally rescaled fields. The results are translated to the physical set up to investigate the relation between the polyhomogeneous expansions arising from the analysis of linear fields using the $i^0$-cylinder framework and those obtained through a heuristic method based on Hörmander’s asymptotic system.
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1. Introduction

One of the most emblematic results in the classical theory of asymptotics in general relativity is the peeling theorem \cite{1–3}. The general term of ‘peeling’ refers to the decay of the Weyl tensor in the asymptotic region of the spacetime. The classical peeling theorem \cite{3} shows that, if a spacetime admits a smooth conformal extension then the components of the Weyl tensor decay as integer powers of a suitable parameter along the generators of outgoing light cones. The genericity of this crucial smoothness assumption has been put in question from...
the perspective of the initial value problem. There exist a considerable number of results — [4–11] — showing, with varying levels of rigour and different standpoints, that generically, the gravitational field would satisfy at best a restricted peeling behaviour. Comparing these different results becomes a non-trivial task due to the diverse approaches taken in each case and the variety of gauges used to derive the results.

Recently, in [4] it was shown, exploiting a heuristic method introduced in [12], that in generalised harmonic gauge, the components of the Weyl tensor admit a polyhomogeneous expansion. The heuristic method put forward in [12], is based on a generalisation of Hörmander’s asymptotic system — see [13–15]. The general method used in [12, 16] finds applicability and is tailored for a formulation of the Einstein field equations in generalised harmonic gauge which is designed for numerical investigations via suitably hyperboloidal initial value problems exploiting the dual frame formalism [16, 17].

Interestingly, there exist other body of work — see [9, 11, 18–20] — based on a distinctively different approach, the conformal Einstein field equations, giving seemingly similar polyhomogeneous expansions for the Weyl tensor. The polyhomogeneous expansions in [9, 11, 19] are obtained through the analysis of the components of the rescaled Weyl spinor close to spatial and null infinity. To do so, the framework of the cylinder at spatial infinity is employed. The cylinder at spatial infinity is a formalism developed to study the behaviour of the gravitational field in the region where null and spatial infinity meet — the critical sets — by means of the extended conformal Einstein field equations written in a gauge adapted to a special class of curves known as conformal geodesics [11, 21]. This special gauge around which the \( i^0 \)-cylinder formalism is constructed is known as the \( F \)-gauge. Unfortunately, the relation between the \( F \)-gauge and other more traditional gauges is not simple to establish in general. However, there is a particular case where this gauge and the construction of the cylinder at spatial infinity can be obtained in an explicit closed form: the Minkowski spacetime. This special conformal representation of the Minkowski spacetime has been used as a model to understand the behaviour of fields propagating in the vicinity of spatial infinity of asymptotically flat spacetimes and the consequences of the degeneracy of the equations in the critical sets — see [22–29]. Crucially, one of these consequences is that even linear fields propagating in this conformal representation of the Minkowski spacetime (\( i^0 \)-cylinder background) will develop logarithmic terms at the critical sets which spread out to null infinity — see [22, 23, 25, 30]. Although it has been shown that the non-linearities in the conformal Einstein field equations will generate further logarithmic terms — see [31], the analysis of linear fields about the given background already serves as a basis to develop intuition into what is the minimal regularity of the field that can be be expected close to the critical sets.

On the other hand, the basic model under which the general method of [12] was constructed is the good-bad-ugly (GBU) system of equations. This system is constituted by three fields which satisfy wave equations with non-linearities that mimic the worst of those present in the Einstein field equations in generalised harmonic gauge. In this paper, the GBU model equation on flat spacetime is solved using the methods of the cylinder at spatial infinity. The solution is obtained by conformally transforming the equations and fields to the \( i^0 \)-cylinder background, defining a corresponding ‘unphysical’ GBU system, then solving for the unphysical good, bad and ugly fields close to spatial infinity and then translating back the solution to the physical picture and comparing the results with those obtained in [12]. In doing so, we clarify the relation between the logarithmic terms obtained through the two methods and establish a base analysis for future investigations in the non-linear case.
1.1. Notations and conventions

Most of the literature of Friedrich’s cylinder at spatial infinity uses the signature convention natural to spinors \((+,-,-,-)\). Nonetheless, since spinor formalism will not be used in this article, the signature convention for a Lorentzian spacetime metric will be the more standard \((-,+,+,+))\). Fields defined on the physical setup can be identified by the \(\tilde{\cdot}\) symbol, while the unphysical (compactified) ones will not have such decoration. Latin and Greek indices will be used as abstract and coordinate indices respectively.

2. The cylinder at spatial infinity

The term cylinder at spatial infinity is broadly used to refer to a general framework to study conformal extensions of asymptotically flat spacetimes in a neighbourhood of spatial infinity using the conformal Einstein field equations—see \([11, 21]\). While these conformal extensions are known in general only in an abstract (non-explicit) way, for the Minkowski spacetime one can write closed and explicit expressions. Although most of the expressions given in this section have been reported already—see for instance \([11, 22, 24, 25, 30, 32]\)—in the discussion presented here the emphasis is placed on making contact with the physical structures and the translation of some of the \(i_0\)-cylinder results to the physical set-up.

2.1. The \(\tilde{p}\)-cylinder conformal extension of the Minkowski spacetime

Let \(\tilde{\eta}\) be a Minkowski metric and let \(\tilde{x}^\mu = (\tilde{t}, \tilde{x}^i)\), denote physical Cartesian coordinates. In these coordinates the Minkowski metric reads:

\[
\tilde{\eta} = \eta_{\mu\nu} \, d\tilde{x}^\mu \otimes d\tilde{x}^\nu,
\]

where \(\eta_{\mu\nu} = \text{diag}(-1,1,1,1)\). Introducing physical polar coordinates defined by \(\tilde{\rho}^2 = \delta_{ij} \tilde{x}^i \tilde{x}^j\) where \(\delta_{ij} = \text{diag}(1,1,1)\) and an arbitrary choice of coordinates on \(S^2\) one has

\[
\tilde{\eta} = -d\tilde{t} \otimes d\tilde{t} + d\tilde{\rho} \otimes d\tilde{\rho} + \tilde{\rho}^2 \sigma,
\]

with \(\tilde{t} \in (-\infty, \infty)\), \(\tilde{\rho} \in [0, \infty)\) where \(\sigma\) denotes the standard metric on \(S^2\). The procedure to obtain the cylinder representation of spatial infinity is as follows: First, introduce inversion Cartesian coordinates \(x^\mu = (t, x^i)\)

\[
x^\mu = \tilde{x}^\mu / \tilde{X}^2, \quad \tilde{X}^2 \equiv \tilde{\eta}_{\mu\nu} \tilde{x}^\mu \tilde{x}^\nu.
\]

A direct calculation shows that the inverse transformation is

\[
x^\mu = x^\mu / X^2, \quad X^2 = \eta_{\mu\nu} x^\mu x^\nu.
\]

which is valid in the region where \(\tilde{X}^2 > 0\), namely, in the complement of the lightcone at the origin in the Minkowski spacetime.

**Remark 1.** There is a sign difference in equation (3) respect to other discussions in the literature—see \([24, 25, 30]\)— which is due to the use of a different signature convention.

Using these coordinates, the following conformal (inversion) extension of the Minkowski spacetime is identified

\[
g_{ij} = \Xi^2 \tilde{\eta},
\]
where $g_I = \eta_{\mu
u} dx^\mu \otimes dx^\nu$ and $\Xi = \hat{X}^2$. Observe that $X^2 = 1/\hat{X}^2$. Now, define an unphysical polar radial coordinate via $\rho^2 = \delta_{ij} x^i x^j$. In the unphysical polar coordinates, the rescaled metric $g_I$ and conformal factor $\Xi$ read

$$g_I = -dt \otimes dt + d\rho \otimes d\rho + \rho^2 \sigma, \quad \Xi = \rho^2 - \hat{t}^2,$$

with $t \in (-\infty, \infty)$ and $\rho \in [0, \infty)$. Although $g_I$ is again the Minkowski metric notice that the roles of the origin $O$ and spatial infinity $i_0$ are swapped. In other words, in this representation, $i_0$ corresponds to the point with coordinates $(t = 0, \rho = 0)$ in $(\mathbb{R}^4, g_I)$. To prepare for the upcoming discussion, it will be useful to write the coordinate transformations (3) and (4) in terms of the physical and unphysical (inversion) polar coordinates:

$$\hat{t} = \frac{t}{\rho^2 - \hat{t}^2}, \quad \hat{\rho} = \frac{\rho}{\rho^2 - \hat{t}^2}.$$  

(7)

The inverse transformation is given by

$$t = \frac{\hat{t}}{\rho^2 - \hat{t}^2}, \quad \rho = \frac{\hat{\rho}}{\rho^2 - \hat{t}^2}.$$  

(8)

where we have chosen the positive root in the expression defining the respective radial coordinates. To arrive to the relevant conformal representation of the Minkowski spacetime the following change of coordinates is introduced

$$t = \rho \tau.$$  

(9)

The unphysical coordinate system $(\tau, \rho)$ will be called $F$-coordinates. In these coordinates the metric $g_I$ is written as

$$g_I = -\rho^2 d\tau \otimes d\tau + (1 - \tau^2) d\rho \otimes d\rho - \rho \tau d\tau \otimes d\rho - \rho \tau d\rho \otimes d\tau + \rho^2 \sigma.$$  

Finally, by rescaling the $g_I$ as

$$g \equiv \frac{1}{\rho^2} g_I,$$

(10)

one obtains the conformal representation of the Minkowski spacetime adapted to the cylinder at spatial infinity. Composing the coordinate transformations and the conformal transformations one concludes that the relation between the (physical) Minkowski metric $\tilde{\eta}$ and the (unphysical) $\hat{\rho}$-cylinder metric $g$ is given by

$$g = \Theta^2 \tilde{\eta}$$

(11)

where

$$g = -d\tau \otimes d\tau + \frac{(1 - \tau^2)}{\rho^2} d\rho \otimes d\rho - \frac{\tau}{\rho} d\rho \otimes d\tau - \frac{\tau}{\rho} d\tau \otimes d\rho + \sigma.$$  

and

$$\Theta := \frac{\Xi}{\rho}.$$  

(12)

consistent with the bookkeeping naming conventions of section 1.1, the metric $g$ will be regarded as the metric of the unphysical spacetime while $\tilde{\eta}$ as the metric of the physical spacetime. These naming conventions stem from the fact that the unphysical metric $g$ corresponds to an explicit solution to the conformal Einstein field equations written in a gauge adapted to conformal geodesics—see [11, 21, 22, 24, 25, 30, 32] for further discussion and definitions. To simplify the terminology when discussing fields propagating in this geometry we will refer to
it simply as the \( r^0 \)-cylinder background. To better describe the geometry of the cylinder at spatial infinity it is convenient to introduce, the following \( g \)-null frame—which in the following will be referred to as the \( F \)-frame:

\[
\ell = (1 + \tau) \partial_\tau - \rho \partial_\rho, \quad \ell = (1 - \tau) \partial_\tau + \rho \partial_\rho, \quad \partial_+, \quad \partial_-. \quad (13)
\]

The corresponding dual coframe is given by

\[
\ell^a = -d\tau - \frac{1}{\rho} (1 + \tau) d\rho, \quad \ell^a = -d\tau + \frac{1}{\rho} (1 - \tau) d\rho, \quad \omega^+, \quad \omega^-.
\]

In these expressions \( \partial_\pm \) and \( \omega^\pm \) represent an arbitrary null frame and coframe on \( Q \approx \mathbb{S}^2 \), denoting the surfaces of constant \( \tau \) and constant \( \rho \) so that

\[
\sigma = 2(\omega^+ \otimes \omega^- + \omega^- \otimes \omega^+), \quad \sigma^a = \frac{1}{2}(\partial_+ \otimes \partial_- + \partial_- \otimes \partial_+). \quad (14)
\]

This frame is Lie dragged along the \( \partial_\tau \) and \( \partial_\rho \) directions, imposing that \( [\partial_\tau, \partial_\pm] = [\partial_\rho, \partial_\pm] = 0 \) —see discussion in appendix of \cite{24}. In accordance with the conventions of this article, the metric then reads

\[
g_{ab} = \ell^a (\ell^b) - \omega^a \omega^b, \quad (15)
\]

so that the normalisation of the tetrad is \( \ell_a \ell^a = -\omega^+_a \omega^-_a = -2 \) while all the other contractions vanish. The relevance of the geometry of the cylinder at spatial infinity for Minkowski spacetime, is that, in this representation future and past null infinity are located at

\[
\mathcal{I}^+ \equiv \{ p \in \mathcal{M} \mid \tau(p) = 1 \}, \quad \mathcal{I}^- \equiv \{ p \in \mathcal{M} \mid \tau(p) = -1 \},
\]

and the following sets can be distinguished:

\[
\mathcal{I} \equiv \{ p \in \mathcal{M} \mid |\tau(p)| < 1, \rho(p) = 0 \}, \quad \mathcal{I}^0 \equiv \{ p \in \mathcal{M} \mid \tau(p) = 0, \rho(p) = 0 \},
\]

\[
\mathcal{I}^+ \equiv \{ p \in \mathcal{M} \mid \tau(p) = 1, \rho(p) = 0 \}, \quad \mathcal{I}^- \equiv \{ p \in \mathcal{M} \mid \tau(p) = -1, \rho(p) = 0 \}.
\]

From the last expressions it can be noticed that spatial infinity \( \mathcal{I}^0 \) has been blown up to the cylinder \( \mathcal{I} \). Moreover, different cuts of \( \mathcal{I} \) can be identified: \( \mathcal{I}^0 \) denotes the intersection of the time symmetric hypersurface \( \tau = 0 \) and \( \mathcal{I} \) and the critical sets \( \mathcal{I}^\pm \) represent the region where spatial and future/past null infinity meet, where evolution PDEs typically degenerate—see \cite{11, 22, 24, 25, 29, 30}.

2.2. Relation to the physical coordinates and physical frame

The relation between the \( F \)-coordinates and the physical polar coordinates is:

\[
\tau = \frac{i}{\rho}, \quad \rho = \frac{\rho}{\rho^2 - i^2}, \quad (17)
\]

and the inverse transformation is

\[
\tilde{t} = \tau \rho(1 - \tau^2), \quad \tilde{\rho} = \frac{1}{\rho(1 - \tau^2)}.
\]

Unwrapping the definitions, the conformal factor \( \Theta \) in \( F \)-coordinates and physical coordinate respectively, reads

\[
\Theta = \rho(1 - \tau^2) = \frac{1}{\rho^2 - i^2}. \quad (19)
\]
Hence, the relations in (18) can be succinctly rewritten as
\[ \tilde{t} = \frac{\tau}{\Theta}, \quad \tilde{\rho} = \frac{1}{\Theta}, \]  
(20)

For the upcoming calculations it will be convenient to introduce the physical advanced and retarded times
\[ \tilde{u} = \tilde{t} - \tilde{\rho}, \quad \tilde{v} = \tilde{t} + \tilde{\rho}. \]  
(21)

The associated physical null vectors
\[ L^a = -\tilde{\eta}^{ab} \tilde{\nabla}_b \tilde{u}, \quad L^a = -\tilde{\eta}^{ab} \tilde{\nabla}_b \tilde{v}, \]  
(22)

explicitly read
\[ L = \partial_t + \partial_{\tilde{\rho}}, \quad L = \partial_t - \partial_{\tilde{\rho}}, \]  
(23)

These vectors can be complemented with a pair of complex null vectors so that the physical null frame \( \{ L, L, \tilde{\omega}^+, \tilde{\omega}^- \} \) reads
\[ L^a = \partial_t + \partial_{\tilde{\rho}}, \quad L^a = \partial_t - \partial_{\tilde{\rho}}, \quad \tilde{\omega}^+ = \tilde{\rho}^{-1} \partial_+, \quad \tilde{\omega}^- = \tilde{\rho}^{-1} \partial_- \]  
(24)

This normalisation implies that the physical metric can be written as
\[ \tilde{\eta}_{ab} = L^a L^b - \tilde{\omega}^+_a \tilde{\omega}^-_b = -2. \]  
(25)

\[ \Theta := \rho (1 - \tau^2) = \frac{1}{\tilde{\rho}}, \]  
(28)

where the conformal factor in F-coordinates and physical coordinates reads
\[ \Theta = \Theta \kappa^{-1}, \quad \tilde{\omega}_a^+ = \Theta \tilde{\omega}_a^+ \]  
(27)

and, similarly, the boost parameter \( \kappa \) is given by
\[ \kappa := \frac{1 + \tau}{1 - \tau} = -\frac{\tilde{v}}{\tilde{u}}. \]  
(29)

Remark 2. Consistent with the previously stated conventions to distinguish the physical vs the unphysical fields, the physical null vectors should be denoted by the symbols \( \tilde{\ell} \) and \( \tilde{\ell} \).

Nonetheless, to simplify the notation and to align it with conventions of \cite{9, 12, 13}, the physical outgoing and incoming null vectors have been denoted with \( L \) and \( \tilde{L} \) instead. Observe that with the current conventions an orthonormal frame can be constructed so that the timelike legs of such tetrads would read \( \tilde{e}_0 = \frac{1}{2} (L + \tilde{L}) = \partial_t \) and \( e_0 = \frac{1}{2} (\tilde{\ell} + \ell) = \partial_{\tilde{\rho}}. \)

For the calculations to follow, it will be necessary to spell out not only the relation between the coordinates but also the relation between the \( F \)-frame and the physical frames. A straightforward calculation using equations (13), (17), (18) and (22) gives the following

\[ \Theta = \rho (1 - \tau^2) = \frac{1}{\tilde{\rho}}, \]  
(28)

where the conformal factor in F-coordinates and physical coordinates reads
\[ \Theta = \Theta \kappa^{-1}, \quad \tilde{\omega}_a^+ = \Theta \tilde{\omega}_a^+ \]  
(27)

and, similarly, the boost parameter \( \kappa \) is given by
\[ \kappa := \frac{1 + \tau}{1 - \tau} = -\frac{\tilde{v}}{\tilde{u}}. \]  
(29)

Remark 3. The last result simply emphasises that the relation between the physical and unphysical frame is not only a conformal transformation but also a boost encoded in \( \kappa \). Observe that \( \kappa \) and \( \kappa^{-1} \) diverge at \( \mathcal{I}^- \) and \( \mathcal{I}^+ \) respectively; in particular, they diverge at the critical
sets $I^\pm$ but are well defined elsewhere in the cylinder $I$. A crucial observation for the subsequent discussion is that the boost factor $\kappa$ — as given in equation (29) — can be written as the quotient between the physical advanced and retarded times.

Although the previous calculation is very simple, identifying the Lorentz transformation between the frames is crucial for practical applications of the $\tilde{I}^0$-cylinder framework. An example of this is that clarifying the relation between the $F$-frame and the NP-frame is central to compute conserved quantities at $\mathscr{I}$ — see for instance [24, 26, 32].

3. The GBU model close to spatial infinity

In [12], through an approach based on Hörmander’s asymptotic system, formal polyhomogeneous expansions near null infinity were obtained for a class of model equations called GBU. The motivation for these model equations is that they mimic the non-linearities found in the Einstein field equations in harmonic gauge. Moreover, in [4] these expansions were used to obtain formal asymptotic expressions for the Weyl scalars. These were then used to assess the peeling properties of the gravitational field arising from an initial value problem using the Einstein field equations in generalised harmonic gauge. On the other hand, in [9, 11, 20, 32, 33] similar looking expansions have been obtained for the rescaled Weyl spinor using the conformal Einstein field equations. In this section we analyse the model equations of [12] from the point of view of conformal methods. Specifically, exploiting the framework of Friedrich’s cylinder at spatial infinity to understand if the logarithmic terms in [9, 33] and [12] — sourcing the violation of peeling in [4] — are related or not. To do so, we perform this calculation not on the full non-linear case of the Einstein field equations but on a simple GBU model.

The GBU system consists of the following equations on the physical Minkowski spacetime $(\tilde{M}, \tilde{\eta})$:

\begin{align*}
\tilde{\Box} \tilde{\phi}_g &= 0, \\
\tilde{\Box} \tilde{\phi}_b &= (\nabla_{\tilde{\phi}} \tilde{\phi}_g)^2, \\
\tilde{\Box} \tilde{\phi}_u &= \frac{2}{\rho} \nabla_{\tilde{\phi}} \tilde{\phi}_u.
\end{align*}

(30a) (30b) (30c)

Here $\tilde{\Box} := \tilde{\eta}^{ab} \nabla_a \nabla_b$ where $\nabla$ is the Levi-Civita connection of $\tilde{\eta}$. Here $\tilde{\phi}_g$, $\tilde{\phi}_b$ and $\tilde{\phi}_u$ are scalar fields that are called good, bad and ugly fields, respectively. Our aim is to analyse (30) using conformal methods and the framework of the cylinder at spatial infinity. To do so, recall that for two conformally related manifolds—not necessarily the $\tilde{I}^0$-cylinder and the Minkowski spacetime $(\mathcal{M}, \tilde{g})$ and $(\mathcal{M}, g)$ with $g = \Omega^2 \tilde{g}$, the D’Alembertian operator transforms under conformal transformations as follows:

\[ \Box \phi - \frac{1}{6} \phi R = \Omega^{-3} \left( \tilde{\Box} \tilde{\phi} - \frac{1}{6} \tilde{\phi} \tilde{R} \right), \]

(31)

where $R$ and $\tilde{R}$ are the Ricci scalars of $g$ and $\tilde{g}$ respectively and $\phi = \Omega^{-1} \tilde{\phi}$.

3.1. The good equation

Using the conformal transformation formula for the wave equation given in equation (31), substituting the wave equation $\tilde{\Box} \tilde{\phi}_g = 0$ on the physical Minkowski spacetime $(\mathcal{M}, \tilde{\eta})$ and
choosing the target conformal extension—the unphysical spacetime—\((\mathcal{M}, g)\) to be that of Friedrich’s cylinder at spatial infinity discussed in section 2, one obtains

\[ \Box \phi_g = 0. \]  

To obtain the last equation we have used that in this very special case \( R = \bar{R} = 0 \). Notice that this means that the only non-zero part of the Riemann curvature \( R_{\mu
u} \) of the unphysical spacetime is contained in the tracefree part of the (unphysical) Ricci tensor \( R_{(ab)} \). Thus, the *unphysical good* equation, is simply the wave equation for the unphysical field \( \phi_g = \Theta^{-1} \tilde{\phi}_g \) propagating on the \( \bar{R} \)-cylinder background \((\mathcal{M}, g)\). We stress that this true only for this particular case since for a general conformal transformation \( R \) does not necessarily vanish and the unphysical equation can become potentially singular.

A direct calculation using the expressions given in section 2 shows that the unphysical good equation in the \( F \)-coordinates explicitly reads

\[ (\tau^2 - 1) \partial_\tau^2 \phi - 2\rho \partial_\rho \partial_\tau \phi + \rho^2 \partial_\rho^2 \phi + 2\tau \partial_\tau \phi + \Delta_{S^2} \phi = 0, \]  

where \( \Delta_{S^2} \) is the Laplace operator on the unit \( S^2 \). First notice that equation (33) is formally singular at \( \tau = \pm 1 \) since the coefficient \((\tau^2 - 1)\) appearing in the principal part vanishes. Nonetheless, using the same methods of [23, 24] used for the spin-2 equation one can derive an explicit expression for the exact solution arising from a suitable class of initial data. This analysis for the wave equation as written in expression (33) has already been carried out in [30].

In section 3.1.1 we give a brief description of the method and write the solution as reported in [30]. Our ultimate goal is to translate this solution to the physical set up and to compare it with the formal expansion obtained in [12] using a method based on Hörmander’s asymptotic system for the wave equation. In doing so we will clarify the relation of the logarithmic terms found in [12] with those found in solutions to linear equations propagating in the geometry of the \( F \)-cylinder at spatial infinity as discussed in [30] for the wave equation and in [23, 24] for the spin-1 and spin-2 equations.

### 3.1.1 Solution in the unphysical picture

Following [30] one considers the following Ansatz for the solution

\[ \phi = \sum_{p=0}^{\infty} \sum_{\ell=0}^{p} \sum_{m=-\ell}^{\ell} \frac{1}{p!} a_{p;\ell,m}(\tau) Y_{\ell m} \rho^p, \]  

where \( Y_{\ell m} \) are the spherical harmonics. Notice that by making this Ansatz one is implicitly assuming the initial data on hypersurface

\[ S := \{ p \in \mathcal{M} \mid \tau(p) = 0 \}, \]

that is analytic at the cylinder at spatial infinity \( \rho = 0 \), since

\[ \phi|_S = \sum_{p=0}^{\infty} \sum_{\ell=0}^{p} \sum_{m=-\ell}^{\ell} \frac{1}{p!} a_{p;\ell,m}(0) Y_{\ell m} \rho^p, \quad \dot{\phi}|_S = \sum_{p=0}^{\infty} \sum_{\ell=0}^{p} \sum_{m=-\ell}^{\ell} \frac{1}{p!} \dot{a}_{p;\ell,m}(0) Y_{\ell m} \rho^p, \]

where \( \dot{\phi}|_S := \partial_\tau \phi|_S \). Ultimately, the initial data is encoded in the constants \( a_{p;\ell,m}(0) \) and \( \dot{a}_{p;\ell,m}(0) \). Upon substitution of this Ansatz into equation (33) one obtains the following ODE for \( a_{p;\ell,m}(\tau) \) for each fixed, \( \{ p, \ell, m \} \):
\[(1 - \tau^2)\tilde{a}_{p,\ell,m} + 2\tau(p - 1)\tilde{a}_{p,\ell,m} + (\ell + p)(\ell - p + 1)a_{p,\ell,m} = 0. \tag{37}\]

An analysis of this equation given in [30] gives the following result

**Lemma 1 (Homogeneous wave equation on the \(R^3\)-cylinder background [30])**. The solution to equation (37) is given explicitly by:

(a) For \( p \geq 1 \) and \( 0 \leq \ell \leq p - 1 \)

\[a(\tau)_{p,\ell,m} = A_{p,\ell,m}\left(\frac{1 - \tau}{2}\right)^p P^{(p,-p)}_\ell\left(\frac{1 + \tau}{2}\right) + B_{p,\ell,m}\left(\frac{1 + \tau}{2}\right)^p P^{(-p,p)}_\ell(\tau) \tag{38}\]

(b) For \( p \geq 0 \) and \( \ell = p \):

\[a_{p,p,m}(\tau) = \left(1 - \tau\right)^p \left(1 + \tau\right)^p \left(C_{p,p,m} + D_{p,p,m}\int_0^\tau \frac{ds}{1 - s^2}\right) \tag{39}\]

where \( P^{\alpha,\beta}_\ell(\tau) \) are the Jacobi polynomials and \( A_{p,\ell,m}, B_{p,\ell,m}, C_{p,p,m} \) and \( D_{p,p,m} \) are constants which can be written algebraically in terms of the initial data \( \tilde{a}_{p,\ell,m}(0) \) and \( \tilde{a}_{p,\ell,m}(0) \).

The most interesting feature of solutions obtained through the \(R^3\)-cylinder framework is that even for linear equations such as the wave equation (32) —see also [9, 33] for the solution to the spin-1 and spin-2 equations—the expansion close to spatial and null infinity is polyhomogeneous. To see this clearly, observe that expanding the integral in (39) gives rise to logarithmic terms. For instance for \( p = 0 \) and \( p = 1 \) one has:

\[a_{0,0,0}(\tau) = C_{0,0,0} + \frac{1}{2}D_{0,0,0}(\log(1 + \tau) - \log(1 - \tau)) \tag{40a}\]

\[a_{1,1,0}(\tau) = \frac{1}{4}(1 - \tau)(1 + \tau)(C_{1,1,0} + \frac{1}{2}D_{1,1,0}(\log(1 + \tau) - \log(1 - \tau) + 2\tau(1 - \tau^2))). \tag{40b}\]

Notice that the solution given by equation (34) and Lemma 1 is not an approximate solution: the sum in (34) is an infinite sum and the ODE (37) determining the solution at each order is solved exactly and explicitly. Moreover, since the modes do not mix, every partial sum—from \( p = 0 \) to a fixed finite \( p = P \)— constitutes an exact solution arising from data satisfying \( a_{p,\ell,m}(0) = \tilde{a}_{p,\ell,m}(0) = 0 \) for \( p \geq P + 1 \).

**Remark 4.** (Log-free initial data [30]). A direct calculation using Lemma 1 shows that

\[C_{p,p,m} = 2^p a_{p,p,m}(0), \quad D_{p,p,m} = 2^p \tilde{a}_{p,p,m}(0) \tag{41}\]

Therefore, by choosing initial data such that \( \tilde{a}_{p,p,m}(0) = 0 \) one obtains a log-free expansion for \( \phi \).

**3.1.2. Solution in the physical picture.**. It is clear from equation (17) that any generic function of only \( \tau \) or \( \rho \) will lead to expression in the physical spacetime depending on both \( \tilde{\tau} \) and \( \tilde{\rho} \) hence, although the solutions of the Ansatz (34) split the functional form in the \( F \)-coordinates, this does not translate into a split in functions depending only on \( \tilde{\tau} \) and \( \tilde{\rho} \). The key observation to understand how the logarithms of Lemma 1 are expressed in terms of physical coordinates \((\tilde{\tau}, \tilde{\rho})\) is the content of the following Remark.

**Remark 5.** The logarithmic terms in proposition 1 appear always in pairs of \( \log(1 - \tau) \) and \( \log(1 + \tau) \) that can be rewritten simply in terms of the boost parameter as \( \log \kappa \).
To see this more clearly, one can write the solution given in Lemma 1 for the first few orders explicitly. Two points of view can be taken: the first one is to consider—for generic initial data within the class of equation (36)—an asymptotic solution close to the cylinder at spatial infinity up to order $O(\rho^{P+1})$:

$$\phi = \sum_{p=0}^{P} \sum_{\ell=-\ell}^{\ell} \sum_{m=-\ell}^{\ell} \frac{1}{p!} a_{p,\ell,m}(\tau) Y_{\ell m} \rho^p + O(\rho^{P+1}).$$  \hfill (42)

The second one consists in exploiting the fact that the solution given in 1 is exact, for the class of initial data (36). Hence, in order to have a solution written as a finite sum of terms, one can simply restrict the initial data so that the sum in (34) ends at a finite $p = P$. For instance consider the solution arising from initial data satisfying

$$a_{p,\ell,m}(0) = \tilde{a}_{p,\ell,m}(0) = 0 \quad \text{for} \quad p \geq 2.$$  \hfill (43)

The (exact) solution for the unphysical field $\phi_\xi$ simply reads

$$\phi = a_{0,0,0}(\tau) Y_{00} + \left[ a_{1,0,0}(\tau) Y_{00} + a_{1,1,-1}(\tau) Y_{1,-1} + a_{1,1,0}(\tau) Y_{1,0} \right] \rho.$$  \hfill (44)

Substituting $a_{p,\ell,m}$ using Lemma 1 and writing the terms using the definition for $\kappa$, in expression (29), leads to

$$\phi = \frac{1}{2} \left( 2C_{000} + D_{000} \log \kappa \right) Y_{00} + \frac{1}{4} \rho \left( 2Y_{00} (A_{100}(1 - \tau) + B_{100}(1 + \tau)) \right.

+ Y_{1,-1}(1 - \tau)(1 + \tau) \left( C_{11-1} + \frac{1}{4} D_{11-1} \left( \log \kappa + \frac{2\tau}{1 - \tau^2} \right) \right)

+ Y_{10}(1 - \tau)(1 + \tau) \left( C_{110} + \frac{1}{4} D_{110} \left( \log \kappa + \frac{2\tau}{1 - \tau^2} \right) \right)

+ Y_{11}(1 - \tau)(1 + \tau) \left( C_{111} + \frac{1}{4} D_{111} \left( \log \kappa + \frac{2\tau}{1 - \tau^2} \right) \right),$$  \hfill (45)

where the constants $C_{p,\ell,m}, D_{p,\ell,m}, A_{p,\ell,m}$ and $B_{p,\ell,m}$ are determined by the non-trivial initial data $a_{p,\ell,m}(0)$ and $\tilde{a}_{p,\ell,m}(0)$ for $0 \leq p \leq 1$, $0 \leq \ell \leq p$ and $-\ell \leq m \leq \ell$. Hence, recalling the relation between the physical and unphysical good fields $\phi = \Theta \phi$, using equation (28) for the conformal factor, and writing equation (45) expressed through the physical advanced and retarded times one gets

$$\bar{\phi} = \frac{C_{000} Y_{00}}{\bar{\rho}} + \frac{Y_{00} (A_{100} \bar{v} - B_{100} \bar{u}) + D_{000} \log \kappa)}{2\bar{\rho}} + \frac{C_{11-1} Y_{1,-1} + C_{110} Y_{1,0}}{4\bar{\rho}^2} \left( D_{11-1} Y_{1,-1} + D_{110} Y_{1,0} + D_{111} Y_{1,1} \right).$$  \hfill (46)

recalling that the boost parameter $\kappa$ can be written in terms of physical coordinates as $\kappa = -\bar{u}/\bar{v}$—see proposition 1—one obtains an explicit exact solution for the physical field and written in physical coordinates for the type of initial data considered. Repeating the above explicit calculation, following the point of view that general initial data in the class of equation (36) is considered, and keeping the error order term in equation (42) one obtains the following:

Proposition 2. The solution $\tilde{\phi}_\xi$ to equation (30a)—the physical good equation—arising from analytic initial data close to the cylinder at spatial infinity $I$ has the following formal expansion
Figure 1. Panel (a) shows a coordinate diagram with the cylinder at spatial infinity for the Minkowski spacetime. Panel (b) shows the Penrose diagram of the Minkowski spacetime with the lightcone at the origin is depicted in light-gray: the region where the $\mathcal{F}$-coordinates are valid is the complement of this cone (neighbourhood of $i^0$). The continuous lines represent null surfaces $\tilde{\varphi}_g = C_{000} Y_{00} + C_{100} Y_{10} + C_{000} \log \kappa$, the dashed ones represent null surfaces $\tilde{\varphi}_g = |\tilde{\varphi}_g|$. (a) 

\[ \dot{\phi} = \frac{C_{000} Y_{00}}{\tilde{\rho}} + \frac{Y_{00}}{2 \tilde{\rho}} \left( \frac{A_{100}}{\tilde{u}} + B_{100} + D_{000} \log \kappa \right) + \frac{C_{111} Y_{11} + C_{110} Y_{10}}{4 \tilde{\rho}^2} + \frac{1}{32 \tilde{\rho}^2} \left( \tilde{u} - \tilde{v} + 2 \log \kappa \right) (D_{111} Y_{11} + D_{110} Y_{10} + D_{111} Y_{11}) + O(\tilde{\rho}^{-3}). \] (47)

Remark 6. The terms with $\log \kappa$ are real valued functions since the range of validity of the coordinates corresponds to the complement of the lightcone at the origin of the Minkowski spacetime and hence $\tilde{u} < 0$ and $\tilde{v} > 0$ so that $\kappa > 0$ —see figure 1.

Exploiting remark 4 it is clear how to identify initial data for the physical good field which leads to log-free expansions. Splitting the initial data for $\dot{\phi}$ as

\[ \dot{\phi}|_S = \sum_{p=0}^{\infty} \sum_{m=-p}^{m=p} \frac{1}{p!} \tilde{a}_{p,\ell,m}(0) Y_{\ell m} \rho^p \]

\[ + \sum_{p=1}^{\infty} \sum_{\ell=1}^{\max(1,\ell-1)} \sum_{m=-\ell}^{m=\ell} \frac{1}{p!} \tilde{a}_{p,\ell,m}(0) Y_{\ell m} \rho^p, \] (48)

then it follows that to have a log-free expansion at all orders one needs special initial data of the form

\[ \dot{\phi}|_S = \sum_{p=1}^{\infty} \sum_{\ell=1}^{\max(1,\ell-1)} \sum_{m=-\ell}^{m=\ell} \frac{1}{p!} \tilde{a}_{p,\ell,m}(0) Y_{\ell m} \rho^p. \] (49)
Remark 7. Notice also that the appearance of the logs is irrespective of the value of $a_{p,\ell,m}(0)$ and hence of the initial data for $\phi|_S$ as given in equation (36). Using proposition 1 one has that $\partial_\tau \phi|_S = \tilde{\rho} \partial_\tau \tilde{\phi}|_S$. Hence, recalling that $\phi = \Theta^{-1} \tilde{\phi}$, then $\phi|_S = \tilde{\rho}^2 \partial_\tau \tilde{\phi}|_S$.

This leads to the following

Proposition 3. Initial data for the physical good field satisfying

$$
\tilde{\phi}|_S = \sum_{p=0}^\infty \sum_{\ell=0}^{m=\ell} \frac{1}{\tilde{\rho}^p} a_{p,\ell,m}(0) Y_{lm} \tilde{\rho}^{p-1}, \quad \partial_\tau \tilde{\phi}|_S = \sum_{\ell=1}^{\max\{1, p-1\}} \sum_{m=-\ell}^{\ell} \frac{1}{\tilde{\rho}^p} a_{p,\ell,m}(0) Y_{lm} \tilde{\rho}^{p-2}.
$$

(50)

gives rise to a log-free expansion close to $I$.

If one is only interested in suppressing the leading logarithm —that associated to $D_{00}$— then requiring that the initial data for the physical good field satisfies

$$
\partial_\tau \tilde{\phi}|_S = O(\tilde{\rho}^{-3})
$$

(51)

ensures that $D_{00} = 0$. Later it will be shown that the condition (51), is sufficient but not necessary to do so. Moreover, it does not prevent the appearance of higher order logs.

3.2. The ugly equation

It was observed in [12] that the simple linear wave equation (30c), motivated by the equation of motion for certain components of the physical metric in generalised harmonic gauge, gives rise to polyhomogeneous expansions near null infinity. Using the identity (31) and the specific feature of the $\tilde{\rho}$-cylinder background discussed in section 2, one gets

$$
\square \phi = \frac{2}{\tilde{\rho}} \Theta^{-1} \nabla^2 \phi
$$

$$
= 2 \Theta^{-1} \nabla^2 \tilde{\phi} (\Theta^{-1} \tilde{\phi})
$$

$$
= (\kappa \nabla^2 \tilde{\phi} + \kappa^{-1} \nabla \tilde{\phi})
$$

(52)

where from the first to the second line equation (28) was employed.

Remark 8. Although it may appear obvious that the conformal factor $\Theta$ is a function of the physical radial coordinate $\tilde{\rho}$ only, this fact is not assumed a priori in the general framework of the conformal Einstein field equations. In the case of the Minkowski spacetime the relation between the physical and unphysical coordinates is explicitly known so that this relation be given in closed form.

Observe as well that although the unphysical ugly equation

$$
\square \phi = \kappa \nabla^2 \tilde{\phi} + \kappa^{-1} \nabla \tilde{\phi}
$$

(53)

does not contain any $\Theta^{-1}$ term, the boost parameter $\kappa$ and its inverse appear in equation (53) which is singular at $\tau = \pm 1$ respectively. The unphysical ugly equation in the $F$-coordinates reads

$$
(\tau^2 - 1) \partial^2\tau \phi - 2 \rho \tau \partial_\tau \partial_\rho \phi + \rho^2 \partial^2_\rho \phi + 2(\tau + q) \partial_\tau \phi + 4 \rho \tau (\tau^2 - 1)^{-1} \partial_\rho \phi + \Delta_S \phi = 0.
$$

(54)

Using the Ansatz of equation (34) then renders the following ODE for $a_{p,\ell,m}$

$$
(1 - \tau^2) \partial^p_{p,\ell,m} + 2(\tau(p - 1) - 1) \partial_{p,\ell,m} + \left(\ell + p\right)\left(\ell - p + 1\right) + \frac{p\tau}{1 - \tau^2} a_{p,\ell,m} = 0.
$$

(55)
Similarly to equation (33), this equation is formally singular at \( \tau = \pm 1 \), hence to contrast equations (33) and (55), the latter can be written more fairly if we multiply through by \( 1 - \tau^2 \)

\[
(1 - \tau^2)^2 \tilde{a}_{p,t,m} + 2(1 - \tau^2)(\tau(p - 1) - 1)\tilde{a}_{p,t,m} + \left[ (\ell + p)(\ell - p + 1)(1 - \tau^2) + p\tau \right] a_{p,t,m} = 0.
\]

(56)

Unfortunately, equation (56) does not have the form of a Jacobi equation in which the theory of special functions of [34] can be applied. Presumably, (56) lies in the class of the Heun equation and could be solved accordingly in terms of special functions and power series. Although the latter described strategy could be pursued, an alternative, cleaner, approach is to realise that the ugly model equation can be written as a good equation for a suitably defined field and then apply the analysis of section 3.1 on this newly defined field. To do so it is convenient to rewrite it in terms of null directions. The physical ugly equation (30c) expressed using the physical outgoing and incoming null vectors reads

\[
\tilde{\Box} \tilde{\phi} - \frac{1}{\rho}(L\tilde{\phi} + L\tilde{\phi}) = 0.
\]

(57)

Using that \( \tilde{\Box} \) can be written in terms of \( L \) and \( L \) as

\[
\tilde{\Box} := -\frac{1}{\rho}L\rho\tilde{\phi} + \frac{1}{\rho^2}\Delta_{\tilde{\gamma}}\tilde{\phi},
\]

(58)

and using the expressions for \( L \) and \( L \) as given in equation (23), the following 'commutation relation' can be derived

\[
L(\rho^2 \tilde{\Box} \tilde{\phi}) - \rho\tilde{\Box}(\rho L\tilde{\phi}) = L(\rho(L + L)\tilde{\phi}).
\]

(59)

The latter expression can be rewritten as

\[
L \left( \rho^2 \left( \tilde{\Box} - \frac{1}{\rho}(L\tilde{\phi} + L\tilde{\phi}) \right) \right) = \rho\tilde{\Box}(\rho L\tilde{\phi}).
\]

(60)

Hence, the physical ugly equation (57) implies that

\[
\tilde{\Box} \tilde{\Phi} = 0.
\]

(61)

where

\[
\tilde{\Phi} = \tilde{\rho}L\tilde{\phi}.
\]

(62)

The initial data for the auxiliary problem (61) is not free if the aim is to construct a solution to the physical ugly equation (57). To see this, notice that from equation (60) it follows that by solving the auxiliary problem (61) and (62), one is not necessarily obtaining a solution to the ugly equation (57), but rather to the more general equation

\[
\tilde{\Box} \tilde{\phi} - \frac{1}{\rho}(L\tilde{\phi} + L\tilde{\phi}) = Q,
\]

(63)

where \( Q \) is smooth function of the physical coordinates \( \tilde{x}^\mu \) that satisfies \( L(\tilde{\rho}^2 Q) = 0 \). The source term \( Q \) encodes the relation between the data for the physical ugly field \( \tilde{\phi} \) and the auxiliary physical good field \( \tilde{\Phi} \). To clarify this relation observe that using equation (62) and writing equation (63) as

\[
-\tilde{\partial}_t^2 \tilde{\phi} + \Delta \tilde{\phi} + \frac{2}{\rho}\tilde{\partial}_t \tilde{\phi} = Q,
\]

(64)
where \( \Delta \) denotes the Laplace operator of three-dimensional Euclidean space, it follows that the initial data is related via

\[
\tilde{\Phi}|_{\mathcal{S}} = \left[ \tilde{\rho} (\partial_{\bar{\rho}} - \partial_{\rho}) \tilde{\phi} \right]_{\mathcal{S}},
\]

\[ (65a) \]

\[
\partial_t \tilde{\Phi}|_{\mathcal{S}} = \left[ \tilde{\rho} (\partial_{\bar{\rho}}^2 - \partial_{\rho} \partial_{\bar{\rho}}) \tilde{\phi} \right]_{\mathcal{S}} = \left[ \tilde{\rho} (\Delta \tilde{\phi} + 2\tilde{\rho}^{-1} \partial_t \tilde{\phi} - Q - \partial_{\rho} \partial_t \tilde{\phi}) \right]_{\mathcal{S}}.
\]

\[ (65b) \]

Once the appropriate initial data for the auxiliary field \( \tilde{\Phi} \) has been obtained, then using that \( L = 2\partial_{\bar{\rho}} \), integrating the expression (62) along the incoming null geodesic, one gets the formal expression

\[
\tilde{\phi} = \frac{1}{2} \int_{\mathcal{S}}^{\tilde{u}} \frac{\Phi(\tilde{u}, \tilde{v})}{\tilde{\rho}(\tilde{u}, \tilde{v})} d\tilde{u}.
\]

\[ (66) \]

Hence, the analysis for the physical good equation given in section 3.1.2 and summarised in proposition 2 provides a general solution to the auxiliary problem—modulo adjusting the initial data as describe before. Multiplying by \( \tilde{\rho} \) and integrating the asymptotic expansion for the physical good field given in Lemma 2, one obtains

\[
\tilde{\phi} = \int_{\mathcal{S}}^{\tilde{u}} \left\{ \frac{C_{00} Y_{00}}{\tilde{\rho}^2} + \frac{Y_{00}(A_{100} - B_{100})}{2\tilde{\rho}^2} \left( \frac{A_{100}}{\tilde{v}} - \frac{B_{100}}{\tilde{u}} + D_{00}\log \tilde{\rho} \right) + \frac{C_{111} Y_{111} + C_{110} Y_{110}}{4\tilde{\rho}^3} + \frac{1}{32\tilde{\rho}^3} \left( \frac{\tilde{u}}{\tilde{v}} - \frac{\tilde{v}}{\tilde{u}} + 2\log \tilde{\rho} \right) (D_{111} Y_{111} + D_{110} Y_{110} + D_{111} Y_{111}) \right\} d\tilde{u},
\]

which, after integration renders,

\[
\tilde{\phi} = \frac{2C_{000} Y_{000}}{\tilde{\rho}} + \frac{B_{100}}{\tilde{v}^2} \log \left( -\frac{\tilde{u}}{2\tilde{\rho}} \right) + \frac{Y_{00} D_{00} \log \tilde{\rho}}{\tilde{\rho}} + \frac{2D_{000} Y_{00} \log \left( -\frac{\tilde{u}}{2\tilde{\rho}} \right)}{\tilde{v}^2} + \frac{C_{111} Y_{111} + C_{110} Y_{110}}{4\tilde{\rho}^2} - \frac{D_{111} Y_{111} + D_{110} Y_{110} + D_{111} Y_{111}}{8\tilde{\rho}^3} + \frac{D_{111} Y_{111} + D_{110} Y_{110} + D_{111} Y_{111}}{16\tilde{\rho}^3} \log \tilde{\rho} + O(\tilde{\rho}^{-3}).
\]

\[ (67) \]

**Remark 9.** The term \( \log \left( -\frac{\tilde{u}}{2\tilde{\rho}} \right) \) is a real valued function since the range of validity of the inversion unphysical coordinates \( x^\mu \) in equation (3) —used in turn to build the \( F \)-coordinates—correspond to the region determined by \( \tilde{\rho} > 0 \) with \( \tilde{u} < 0 \) and \( \tilde{v} > 0 \).

**Remark 10.** Observe that there are two types of logarithmic terms appearing in the expression (67), those coming from integration of terms such as \( \tilde{\rho}^{-1} \tilde{u}^{-1} \) and those inherited from the terms containing \( \log \tilde{\rho} \) in the good field. The logs reported in [12] can only correspond to the former since in the last reference the good field does not contain any logarithmic term.

Choosing initial data for the auxiliary good field ensuring \( Q = 0 \) within the working Ansatz (34) boils down to setting to zero some of the constants in equation (36). To the order shown in equation (67) this corresponds to setting \( A_{100} = D_{000} = D_{110} = D_{111} = D_{111-1} = 0 \) which in particular gets rid of all the logarithmic terms directly inherited from the good field. The last discussion is summarised in the following

**Proposition 4.** Let \( \tilde{\phi}_a \) be a solution to equation (30c) constructed from solving equations (61) and (62) with analytic initial data close to \( I \). Then, the field \( \tilde{\phi}_a \) has the following asymptotic expansion near \( I \):
\[ \phi_u = \frac{2C_{00}X_{00}}{\rho} - \frac{Y_{00}B_{100}}{\nu \rho} = \frac{2B_{100}Y_{00}}{\nu^2} \log \left( \frac{-\tilde{u}}{2\rho} \right) + \frac{C_{11} - 1 + C_{11}Y_{11} + C_{110}Y_{10}}{4\rho^2} + \mathcal{O}(\rho^{-3}). \] (68)

3.3. The bad equation

Using the identity (31) and substituting the physical bad equation (30b), one gets

\[ \Box \phi_\beta = \Theta^{-3} (\nabla_j \phi_\beta)^2, \]

\[ = \Theta^{-1} (\nabla_j \phi_\beta)^2, \]

\[ = \frac{1}{4} \Theta (\kappa \nabla_\xi \phi_\beta + \kappa^{-1} \nabla_\xi \phi_\beta)^2, \] (69)

where from the first to the second line equation (28) was employed. From the second to the third line, the relation between the physical and unphysical fields \( \phi = \Theta \phi_\beta \) and the results of proposition 1 were used. Notice that, similarly to the case of the ugly equation, although there are no singular terms of the form \( \Theta^{-1} \), the unphysical bad equation

\[ \Box \phi_\beta = \frac{1}{4} \Theta (\kappa \nabla_\xi \phi_\beta + \kappa^{-1} \nabla_\xi \phi_\beta)^2, \] (70)

does contain terms which will be singular at \( \mathcal{I}^+ \) and \( \mathcal{I}^- \), due to the presence of the boost parameter in the form \( \Theta \kappa^2 \) and \( \Theta \kappa^{-2} \), respectively. Given that the good and bad fields are decoupled, the analysis of the bad equation follows as a sub-case of the analysis of the following wave equation with sources

\[ \Box \phi = f \] (71)

where \( f = f(\tau, \rho, \theta^4) \). Proceeding as before, using the Ansatz (34), the calculation boils down to analysing the ODE:

\[ (1 - \tau^2) \dot{a}_{p;\ell,m} + 2\tau (p - 1) \dot{a}_{p;\ell,m} + (\ell + p)(\ell - p + 1) a_{p;\ell,m} = f_{p;\ell,m}(\tau). \] (72)

where \( f_{p;\ell,m}(\tau) \) arises from expanding \( f \) according to the Ansatz (34). The analysis of this wave equation has been given in appendix D of [30] which we recall here:

**Lemma 2 (Inhomogeneous wave equation on the \( \tilde{\rho} \)-cylinder background [30]).** The solution \( a_{p;\ell,m}(\tau) \) of equation (72) can be written as:

\[ a_{p;\ell,m}(\tau) = a^H_{1;\ell,m}(\tau) b_{1;\ell,m}(\tau) + a^H_{2;\ell,m}(\tau) b_{2;\ell,m}(\tau), \] (73)

where \( a^H_{1;\ell,m}(\tau) \) and \( a^H_{2;\ell,m}(\tau) \) are two independent solutions to the homogeneous problem—namely, with \( f(\tau) = 0 \)—while \( b_{1;\ell,m}(\tau) \) and \( b_{2;\ell,m}(\tau) \) are given by

\[ b_{1;\ell,m}(\tau) = F_{p;\ell,m} - \int_0^\tau \frac{a_{2;\ell,m}(s)f_{p;\ell,m}(s)}{W_s(1 - s^2 \rho)} ds, \] (74a)

\[ b_{2;\ell,m}(\tau) = G_{p;\ell,m} - \int_0^\tau \frac{a_{1;\ell,m}(s)f_{p;\ell,m}(s)}{W_s(1 - s^2 \rho)} ds. \] (74b)

where \( F_{p;\ell,m}, G_{p;\ell,m} \) and \( W_s \) are constants.
Naturally, the behaviour of the solution \( a(\tau) \) hence depends on the regularity of the source \( f(\tau) \). In the case of the bad equation (70) the source term is given by

\[
f = \frac{1}{4} \Theta(\kappa \nabla^2 \phi_g + \kappa^{-1} \nabla \tau \phi_g)^2
\]

(75)

where \( \phi_g \) is the solution to equation (32), hence, in principle, \( f(\tau) \) could contain both poles at \( \tau = \pm 1 \) and logarithmic terms of the form \( \log(1 \pm \tau) \). More explicitly, the source reads

\[
f = -\frac{\rho}{1 - \tau^2} (1 - \tau^2) \partial_\tau \phi_g + 2 \rho \tau \partial_\rho \phi_g)^2.
\]

(76)

A first observation is that the logarithmic terms coming from \( \phi_g \) do not give rise to logarithmic terms in the source \( f \) since

\[
\partial_\tau \log \kappa = \frac{1}{2} (\partial_\rho + \partial_\rho) \log \kappa = -\frac{1}{2} \left( \frac{1}{u} - \frac{1}{v} \right).
\]

(77)

A direct calculation using the solutions for the unphysical good field \( \phi_g \) as determined by Lemma 1 gives:

\[
f = \frac{\rho D_{000}^2 Y_{00}^2}{1 - \tau^2} + \frac{\rho^2 D_{0000}^2 Y_{00}}{2(1 - \tau^2)} \left( D_{11 \ldots 1} Y_{11 \ldots 1} + D_{11 \ldots 1} Y_{11 \ldots 1} + 2A_{110} Y_{00}(1 - \tau)^2 \right.
\]

\[
+ 2B_{000} Y_{00}(1 + \tau)^2 \right) + \mathcal{O}(\rho^3).
\]

(78)

In general, \( f \) will contain products of spherical harmonics, hence, to extract \( f_{\rho, \ell, m}(\tau) \) one would need to express \( Y_{\ell, m} Y_{\ell', m'} \) in terms of linear combinations of \( Y_{L,M} \) where \( |\ell - \ell'| \leq L \leq \ell + \ell' \) and \( M = m + m' \), via the Clebsch–Gordan coefficients. Fortunately, to the pursued order, this will not be necessary since one of the factors is \( Y_{00} \), which is constant. Using equation (78), along with Lemmas 1 and 2, gives the following expansion for the unphysical bad field \( \phi_b \)

\[
\phi_b = C_{000} F_{000} Y_{00} + \frac{1}{2} G_{000} \log(\kappa) Y_{00} + \rho (H_1 + H_2 \tau + H_3 \tau^2 + \log \kappa (H_4 + H_5 \tau^2)) + \mathcal{O}(\rho^3),
\]

(79)

where,

\[
H_1 = \frac{1}{2} \left( A_{110} F_{110} + B_{110} G_{110} \right) Y_{00} + \frac{1}{4} \left( C_{111} F_{111} Y_{111} + C_{111} F_{111} Y_{111} \right),
\]

\[
H_2 = -\frac{Y_{00}}{8 \pi^{1/2} W_e} \left( A_{110} (B_{110} D_{000}^2 + 4 \pi^{1/2} W_e F_{110}) - 4 \pi^{1/2} W_e B_{110} G_{110} \right)
\]

\[
+ \frac{1}{8} (G_{111} Y_{111} + G_{110} Y_{110} + G_{111} Y_{111} Y_{111}),
\]

\[
H_3 = -\frac{1}{4} \left( C_{111} F_{111} Y_{111} + C_{111} F_{111} Y_{111} \right),
\]

\[
H_4 = \frac{1}{16} \left( - \frac{A_{110} B_{110} D_{000}^2 Y_{00}}{\pi^{1/2} W_e} + G_{111} Y_{111} + G_{111} Y_{111} \right),
\]

\[
H_5 = -\frac{1}{16} \left( G_{111} Y_{111} + G_{111} Y_{111} \right).
\]

(80)

To obtain the physical bad field it is enough to recall that \( \tilde{\phi} = \Theta \phi \) and rewrite equation (79) in terms of the physical coordinates. A calculation then reveals the following:

**Proposition 5.** The solution \( \tilde{\phi}_b \) to equation (30a)—the physical bad equation—arising from analytic initial data close to the cylinder at spatial infinity \( I \) has the following formal expansion
\[ \tilde{\phi}_b = \frac{A_{100} B_{100} D_{000}^3 \log(\kappa) Y_{00}}{16\pi^{1/2} W_s \tilde{v} \tilde{u}} + \frac{1}{\tilde{\rho}} \left( C_{000} F_{000} Y_{00} + \frac{1}{2} G_{000} \log(\kappa) Y_{00} \right) + \frac{A_{100} (B_{100} D_{000}^2 + 8\pi^{1/2} W_s F_{100}) Y_{00}}{16\pi^{1/2} W_s \tilde{v}} + \frac{B_{100} (A_{100} D_{000}^2 - 8\pi^{1/2} W_s G_{100}) Y_{00}}{16\pi^{1/2} W_s \tilde{u}} \times \frac{1}{\tilde{\rho}^3} \left( C_{111} F_{111} Y_{11} + C_{110} F_{110} Y_{10} + C_{111} F_{111} Y_{11} \right) \]
\[ + \frac{1}{32\tilde{\rho}^3} \left( \frac{\tilde{v}}{\tilde{u}} + 2 \log \kappa - \frac{\tilde{v}}{\tilde{u}} \right) (C_{111} F_{111} Y_{11} + C_{110} F_{110} Y_{10} + C_{111} F_{111} Y_{11}) + O(\tilde{\rho}^{-3}). \] 

(81)

3.4. Comparison with the higher-order asymptotic expansion

The most clean case to compare the logs obtained in [12] and those appearing through the analysis of the cylinder at spatial infinity is that of the good field: on the one hand, the asymptotic expansion for the good field \( \tilde{\phi}_b \) reported in [12] does not contain log terms while the solution of proposition 2 contains logs. However, to go beyond this obvious observation and to make a comparison in a more equal footing it is necessary to recall that the expansions in [12] are obtained through integration along outgoing null directions and the parameter along this curve was chosen to be the physical radial coordinate \( \tilde{\rho} \). Therefore to put the expansion (47) in the same format, one needs to evaluate it at a fiduciary retarded time

\[ \tilde{u} = -|\tilde{u}_a|. \] 

(82)

Hence on these surfaces one has

\[ \tilde{v} = -|\tilde{u}_a| + 2\tilde{\rho}, \] 

(83)

where \( \tilde{\rho} > |\tilde{u}_a|/2 \) so that \( \tilde{v} > 0 \) and \( \tilde{u} < 0 \). Then, substituting expressions (82) and (83) in the expansion (47) one obtains, after Taylor expanding close to the associated cut of null infinity \( \mathcal{C}_s \subset \mathcal{J} \), the following expression:

\[ \tilde{\phi}_b = \frac{C_{000} Y_{00}}{\tilde{\rho}} + \frac{1}{16|\tilde{u}_a| \tilde{\rho}} \left( 8 B_{100} Y_{00} + D_{111} Y_{11} + D_{110} Y_{10} + D_{111} Y_{11} \right) \right) + \frac{D_{000} Y_{00}}{2\tilde{\rho}^3} \log \left( \frac{2\tilde{\rho}}{|\tilde{u}_a|} \right) \]
\[ + \frac{1}{32\tilde{\rho}^3} \left( 8 (A_{100} - |\tilde{u}_a| D_{100}) + (8 C_{111} - D_{111}) Y_{11} + (8 C_{110} - D_{110}) Y_{10} + (8 C_{111} - D_{111}) Y_{11} \right) \]
\[ + \frac{1}{16\tilde{\rho}^2} \log \left( \frac{2\tilde{\rho}}{|\tilde{u}_a|} \right) (D_{111} Y_{11} + D_{110} Y_{10} + D_{111} Y_{11}) + O(\tilde{\rho}^{-3} \log \tilde{\rho}). \] 

(84)

Remark 11. The last expression contains terms proportional to \( \log(\tilde{\rho}) \) for any finite \( \tilde{u}_a \neq 0 \). In contrast, the expression for the good field reported in [12] does not contain these logs. Naturally, choosing initial data so that \( D_{p,0,m} = 0 \) (the data for \( d_{p,0,m}(0) \), see remark 4) one recovers a log-free expansion—see proposition 3.

Similarly, for the ugly field, using equations (82) and (83) on the expansion (68) gives:

\[ \tilde{\phi}_a = \frac{2 C_{000} Y_{00}}{\tilde{\rho}} - \frac{2 B_{100} Y_{00} + C_{111} Y_{11} + C_{110} Y_{10} + C_{111} Y_{11}}{4\tilde{\rho}^3} \log \left( \frac{|\tilde{u}_a|}{2\tilde{\rho}} \right) + O(\tilde{\rho}^{-3} \log \tilde{\rho}). \] 

(85)
Remark 12. To this order, the last expansion agrees with the general form expected for the expansion of the ugly field as given in [12] since \( \log \tilde{\rho} \) starts from the second order in \( \tilde{\rho} \). Observe that the potential logs inherited from the good field—and directly related to the \( \tilde{\rho} \)-cylinder framework—appearing equation (67) get removed after imposing initial data ensuring \( Q = 0 \) within the working Ansatz (34)—see remark 10. Hence, unlike the case of the good and bad fields where both contributions are present, the logs in (85) correspond exclusively to those reported in [12].

Finally, proceeding analogously with the bad field using equation (81), one obtains:

\[
\tilde{\phi}_b = \frac{1}{\tilde{\rho}} \left[ C_{000} F_{000} Y_{00} - \frac{A_{100} B_{100} D_{000}^2 Y_{00}}{16 \pi \sqrt{2} W_{s} [\bar{u}_{s}]} + \frac{1}{16 [\bar{u}_{s}]} (8 B_{100} G_{100} Y_{00} + G_{111} Y_{111}) \right] \\
+ \frac{1}{64 \pi^2 W_{s}} \left[ \frac{A_{100} (3 B_{100} D_{000}^2 + 16 \pi^{1/2} W_{s} F_{100}) - 16 \pi^{1/2} [\bar{u}_{s}] W_{s} G_{000}) Y_{00}}{\pi^{1/2} W_{s}} \right] \\
+ 2 \left( (8 C_{111} F_{111} - G_{111}) Y_{111} + (8 C_{111} F_{110} - G_{110}) Y_{10} + (8 C_{111} F_{111} - G_{111}) Y_{111} \right) \\
+ \frac{1}{64 \pi^2 W_{s}} \log \left( \frac{2 \tilde{\rho}}{[\bar{u}_{s}]} \right) \left[ \frac{2 (-A_{100} B_{100} D_{000}^2 + 16 \pi^{1/2} [\bar{u}_{s}] W_{s} G_{000}) Y_{00}}{\tilde{\rho}^2} \right] \\
- \frac{A_{100} B_{100} D_{000} Y_{00} - 4 \pi^{1/2} W_{s} (G_{111} Y_{111} + G_{111} Y_{111})}{\tilde{\rho}^2} \] + \mathcal{O}(\tilde{\rho}^{-3} \log \tilde{\rho}). \tag{86}
\]

Remark 13. The \( \log \tilde{\rho} \) terms in the last expression agree with the general form expected for the bad field according to [12]. Nevertheless, the logarithmic terms in expression (86) have two types of contributions: one contribution comes from the logs present in the expansion of the good field—with initial data \( D_{p,l,m} \neq 0 \)—and the other comes from terms which are present even for a log-free expansion of the good field—with initial data \( D_{p,l,m} = 0 \).

A reevaluation of the asymptotic system analysis to understand the apparent discrepancies is given in section 3.5.

3.5. Revisiting the asymptotic system

The analysis of the previous section shows that the logarithmic terms discussed in [12] are not in correspondence with the logarithmic terms having origin at spatial infinity using the \( \tilde{\rho} \)-cylinder framework. Since this discrepancy is more cleanly shown by the expansion of the good field—one method apparently renders log-free expansions while the other does not—it is of interest to revisit the asymptotic approximation upon which the expansions of [12] were derived—namely Hörmander’s asymptotic system—under the light of proposition 2.

Hörmander’s asymptotic system is based on the observation that derivatives tangent to the outgoing null cone decay faster than transverse derivatives to it. This leads to calling \( L \) the bad derivative and, along with angular derivatives, calling \( L \) the good derivative. The first order asymptotic system for the wave equation is based on the heuristic approach of disregarding the terms that only contain good derivatives. Expressing the physical wave operator in Minkowski spacetime as in equation (58), discarding the second term as it only contains two good—angular—derivatives, one obtains

\[
L^2 (\tilde{\rho} \phi) \approx 0 \tag{87}
\]
where the symbol \( \simeq \) is used to emphasise that the previously described asymptotic approximation has been used. The last expression can be integrated as follows

\[
\partial_\phi \partial_\nu (\hat{\rho} \hat{\phi}) \simeq 0,
\]

\[
\partial_\nu (\hat{\rho} \hat{\phi}) \simeq (\partial_\nu (\hat{\rho} \hat{\phi}))|_{u_*} := f(\hat{v}, \theta^A),
\]

\[
\hat{\rho} \hat{\phi} \simeq (\hat{\rho} \hat{\phi})|_{u_*} + \int_{\hat{v}} f(\hat{v}, \theta^A) d\hat{v},
\]

\[
\Rightarrow \hat{\phi} \simeq \frac{1}{\hat{\rho}} (G(\hat{u}, \theta^A) + F(\hat{v}, \theta^A)),
\]

where in this calculation \( f \) appears as an ‘integration constant’ determined from given data for \( \partial_\nu (\hat{\rho} \hat{\phi}) \) and \( G(\hat{u}, \theta^A) \) is an ‘integration constant’ resulting from data for \( \hat{\rho} \hat{\phi} \). Similarly the function \( F(\hat{v}, \theta^A) \) is a shorthand for \( \int f \) appearing in the third line of the derivation of expression (88). Therefore, this approach can serve as the foundation of a heuristic method for determining the general form of the field in general asymptotically flat backgrounds as was done in [12]. Nonetheless, observe that the functional form of \( F(\hat{v}, \theta^A) \) and \( G(\hat{u}, \theta^A) \) is not given explicitly by the method and are determined implicitly by initial data, given for instance on \( \mathcal{S} \) when one considers the Cauchy problem. Hence, \( F(\hat{v}, \theta^A) \) and \( G(\hat{u}, \theta^A) \) can accommodate for the logarithmic terms appearing in proposition 2. In other words, the logarithmic terms arising from the critical sets are, in some sense, not missed by the asymptotic system heuristics as they are contained inside the ‘integration constants’. However, the asymptotic system method by itself does not give information on the functional form of these ‘integration constants’ or the field itself at the critical sets where spatial and null infinity meet. Nonetheless, one can still retrieve the first order logarithmic term appearing in the good field by means of the leading order asymptotic system heuristics. To do so notice that if initial data is chosen so that

\[
f(\hat{v}, \theta^A) \simeq \hat{v}^{-1} M(\theta^A) + o(\hat{v}^{-1}),
\]

where \( M \) is a function of \( \theta^A \) and the standard little-o notation is used in the second term, then integrating the second line in equation (88) gives

\[
\hat{\phi} \simeq \frac{\log \hat{v}}{\hat{\rho}} M(\theta^A) + \frac{1}{\hat{\rho}} G(\hat{u}, \theta^A),
\]

Then, on outgoing null directions \( u = u_* \) one recovers

\[
\hat{\phi} \simeq \frac{\log \hat{\rho}}{\hat{\rho}} M(\theta^A) + \frac{1}{\hat{\rho}} G(\hat{u}, \theta^A).
\]

Notice that these logarithmic terms were discarded in the analysis of [12]. Additionally, observe that the condition ensuring the absence of the leading logarithmic term is

\[
f(\hat{v}, \theta^A) \simeq O(\hat{v}^{-2}).
\]

A attractive feature of expressing the ‘no-leading-order-log condition’ in terms of (92) is that it allows for a simple physical interpretation: if the initial data for the incoming characteristic variable \( \partial_\nu (\hat{\rho} \hat{\phi}) \) decays faster than \( O(\hat{v}^{-1}) \), then there will be no leading log-term in the solution for \( \hat{\phi} \) towards \( \mathcal{I}^+ \). On the other hand, the analysis using the \( \hat{t} \)-cylinder predicts a hierarchy of logarithmic terms in the expansion for the good field. The first order logarithmic term obtained through the conformal approach is controlled at the level of initial data by the coefficient \( D_{000} \)—higher order logs being controlled by \( D_{n,n,m} \) with \( n \geq 1 \). Thus, verifying that the asymptotic system heuristics described above capture the leading log-term predicted
by the $i^0$-cylinder method one needs to check their correspondence at the level of initial data. To do so, observe that

$$f(\tilde{v}, \theta) := (\partial_t(\tilde{\rho}\tilde{\phi})|_{\tilde{u}^*} = (\partial_t(\tilde{\rho}\tilde{\phi}) + \partial_\rho(\tilde{\rho}\tilde{\phi}))|_S, \quad (93)$$

thus, assuming that the initial data has a series expansion in integer powers of $\tilde{\rho}^{-1}$, a necessary and sufficient condition to get rid of the leading log at null infinity from the point of view of the asymptotic system heuristics is that

$$\left(\partial_t(\tilde{\rho}\tilde{\phi}) + \partial_\rho(\tilde{\rho}\tilde{\phi})\right)|_S \sim \mathcal{O}(\tilde{\rho}^{-2}), \quad (94)$$

where to re-express (92) it was used that on $u = u*$ one has $\tilde{v} \sim \tilde{\rho}$. Rewriting the condition (94) in terms of the unphysical fields, using the results from proposition 1—as similarly done in remark (7)—and substituting the initial data Ansatz (36), one gets

$$\left(\partial_t(\tilde{\rho}\tilde{\phi}) + \partial_\rho(\tilde{\rho}\tilde{\phi})\right)|_S \simeq \frac{1}{\tilde{\rho}} D_{000} + \mathcal{O}(\tilde{\rho}^{-2}). \quad (95)$$

Hence the no-leading-log condition $D_{000} = 0$ obtained from the $i^0$-cylinder analysis corresponds precisely to the condition (94) expressed in the physical picture. Therefore, one can conclude that the leading log obtained through the above described method based on the asymptotic system retrieves the first order log obtained through the $i^0$-cylinder analysis. Notice however that the leading log corresponds to the spherically symmetric solution (terms with $Y_{00}$) while the higher order logs are related to a specific harmonics in the Ansatz (34)—associated to non-trivial spherical harmonics $Y_{\ell m}$. Obtaining a generalisation of the present new take on the asymptotic system heuristics to higher order is left for future work.

Choosing initial data of compact support all log-terms are of course suppressed. The foregoing discussion shows that the first order asymptotic system captures the case in which log-terms are absent in the initial data but manifest at future null infinity. But one furthermore observes from the general solution to the asymptotic system (88) that examples in which log-terms appear in the initial data, but not at future null infinity are easily constructed (mutatis mutandis at past null infinity). For instance, one may choose,

$$\tilde{\phi} = \frac{M_p(\theta^4)}{\tilde{\rho}} + \frac{H_G(\theta^4)}{\tilde{\rho}} \log |\tilde{u}|, \quad (96)$$

where it is stressed that $\tilde{u}$ is finite at any cut of future null infinity. A final interesting case is that in which logarithmically divergent terms are present both in the initial data and at future null infinity, for instance

$$\tilde{\phi} = \frac{H_F(\theta^4) \log |\tilde{v}|}{\tilde{\rho}} + \frac{M_G(\theta^4)}{\tilde{\rho}}. \quad (97)$$

The proposed discriminating condition for the appearance of leading log-terms at future null infinity (94) is compatible with all four cases.

4. Conclusions

The peeling property of the gravitational field has been a continuous source of debate in the general relativity community and a good number of works on the topic have been presented in recent years [4, 5, 8, 9, 20]. Nonetheless, it is usually the case that these results are obtained in different gauges, making different assumptions on the initial data and using different formulations of the Einstein field equations. This paper is a first step into understanding the relation, or the lack thereof, between the polyhomogeneous expansions obtained in [4] and those in
[9, 11, 19]. Although both expansions give rise to polyhomogeneous terms in the Weyl scalars, they are obtained with strikingly different formulations of the Einstein field equations and gauges. On the one hand, the formulation in [4, 16] is based on a hyperbolic reduction of the Einstein field equations in generalised harmonic gauge so that the central variables are the components of the (physical) spacetime metric. On the other hand, the formulation under which [9, 11, 19] are derived is a curvature oriented formulation of the conformally extended (unphysical) spacetime where the gauge (called the $F$-gauge) is fixed through a congruence of conformal geodesics.

Since the basic strategy to obtain the polyhomogeneous expansions for the Weyl scalars in [4] is based on the method of [12] which was developed taking as a base case the analysis of a model of equations known as the GBU model, then it seems natural to investigate the same model system using the methods of the cylinder at spatial infinity. Therefore, analysing the GBU model in Minkowski spacetime where the relation between the two gauges can be written in closed form represents an opportunity to make a clear-cut comparison of the logarithmic terms appearing by using each method. The conclusion of this comparison here is that the logarithmic terms presented in [12] and those using the framework of the cylinder at spatial infinity are not the same. The clearest case for comparison is the good field, where the $i^0$-cylinder approach shows a polyhomogeneous expansion close to $i^0$. These logarithmic terms can be avoided if special initial data with $D_{p,t,m} \neq 0$ is chosen. For the case of the ugly and bad fields the logarithmic terms appear at the order expected from the analysis of [12]. For the bad field an analogous observation can be made, there are, however, two contributions to the logarithmic terms as it can be seen from the coefficients in the expansion: one contribution is inherited from the logarithmic terms of the expansion of the good field—associated with initial data with $D_{p,t,m} \neq 0$—and the other comes from an integration used to construct the solution. Hence, the question is what was missed by the asymptotic system analysis employed and extended to higher orders in [12]? In order to answer this question the original first order asymptotic system for the good equation—the one that more clearly shows the difference—was revisited and it was discussed how the missing logs are contained inside the ‘integration constants’ generated by the method. These integration constants are in fact functions of either $(\tilde{u}, \theta^A)$ or $(\tilde{v}, \theta^A)$, and inherited on null hypersurfaces from Cauchy data. Hence, the asymptotic system method itself does not give information about the form of these functions close to spatial infinity. Exploiting that these functions are determined by the initial data it was shown that the first-order logarithmic term for the good field can be retrieved using the asymptotic system heuristics, and it was shown this term indeed corresponds to the leading log-term obtained using the conformal $i^0$-cylinder method. Moreover, this calculation allowed to give a physical interpretation to the first-order no-log condition in terms of the decay of the data incoming characteristic variable $\partial_t(\tilde{\rho})$. Furthermore, it was shown, within the asymptotic system, that there is no logical implication between the presence of leading order log-terms in initial data and at null infinity. Whether this discussion can be extended to recover the full hierarchy (higher-order) of logarithmic terms obtained using $i^0$-cylinder method is left for future work.

In the discussion given in [4] it was shown that the violation of peeling by the logarithmic terms arising from the method laid out in [12] can be avoided, hence retrieving the classical peeling result, by suitably choosing gauge source functions and adding multiples of the constraints to the evolution equations. In other words, the logarithmic terms in [12] are gauge. It should be stressed that expansions obtained through the asymptotic systems approach and conformal methods are, at the time of writing, still formal in the sense that rigorous PDE estimates have not been developed for the full non-linear equations so far. However, it is the general expectation that the logarithmic terms originating at the critical sets $I^\pm$ given in [9, 11, 20, 32]
are *not* gauge and hence cannot be removed. Whether the latter expectation is justified is yet to be confirmed.
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