A fast directional boundary element method for high frequency acoustic problems in three dimensions
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Abstract

A highly efficient fast boundary element method (BEM) for solving large-scale engineering acoustic problems in a broad frequency range is developed and implemented. The acoustic problems are modeled by the Burton-Miller boundary integral equation (BIE), thus the fictitious frequency issue is completely avoided. The BIE is discretized by using the collocation method with piecewise constant elements. The linear systems are solved iteratively and accelerated by using a newly developed kernel-independent wideband fast directional algorithm (FDA) for fast summation of oscillatory kernels. In addition, the computational efficiency of the FDA is further promoted by exploiting the low-rank features of the translation matrices. The high accuracy and nearly linear computational complexity of the present method are clearly demonstrated by typical examples. An acoustic scattering problem with dimensionless wave number $kD$ (where $k$ is the wave number and $D$ is the typical length of the obstacle) up to 1000 and the degrees of freedom up to 4 million is successfully solved within 4 hours on a computer with one core and the memory usage is 24.7 GB.
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1. Introduction

Acoustic wave propagation is a commonly studied problem for its wide application in noise controls, ultrasonic diagnostics, sonar imaging, etc. One of the most popular solving approaches is boundary element method due to its unique advantages, such as dimension reduction, high accuracy and suitability for infinite domain cases. The conventional boundary element method leads to dense system matrix. As a result, the computational complexity is at least of order $O(N^2)$, which makes it prohibitive for large-scale problems.

In the past three decades, many fast algorithms have been proposed to circumvent this disadvantage. A group of these algorithms make use of the asymptotic smooth property of the kernel function when the field points are far away from the source points.
As a result, the large submatrices of the system matrix corresponding to far-field interactions are of numerically low rank. These algorithms are performed on an octree (quadtree for two dimensional cases), which is constructed by subdividing the integral region recursively. By applying low rank approximations hierarchically on the octree, the computational complexity can be reduced to $O(N)$. The low rank decomposition of the submatrices can be generated by various methods, resulting in diverse algorithms, including fast multipole method (FMM)\[1, 2, 3\], $H$-matrix method\[4\], panel clustering method\[5\], ACA\[6, 7\], wavelet compression method\[8, 9\] etc. However, it is found that these low-rank approximating algorithms are only suitable for low frequency problems, since the ranks of the submatrices tend to be proportional to their sizes, leading to $O(N^2)$ complexity for high frequency problems.

Another class of these fast algorithms make use of the translational invariant property of the kernel function. By mapping the information on the elements onto Cartesian grids, then diagonalizing the matrix by Fast Fourier Transformation\[10, 11\], the required operations can be reduced significantly. It can be very efficient for both low and high frequency problems, but its computational complexity is $O(N^{4/3}\log N)$ when applied in accelerating BEM\[12, 13\]. Besides, it is well known that the performance of the FFT-based algorithms deteriorates in the cases with highly nonuniform mesh discretization. Using the diagonal forms of the translation operators in FMM makes it possible to obtain $O(N\log N)$ complexity for high frequency problems\[14\]. Later the wideband FMM\[14, 15\] is developed which successfully avoids its numerical instability at low frequencies by combining it with the traditional FMM. In wideband FMM, the octree is divided into high frequency regime and low frequency regime according to the size of the cubes in each level. Different translation methods are applied in these regimes, i.e., in the low frequency regime, the translations are performed in the same way as in traditional FMM; while far field signature and diagonal forms of the translation operators are used in the high frequency regime. It is stable, accurate and efficient for both low and high frequency problems. However, it requires analytical expansions of the kernel, thus the translations are very complicated and the algorithm is kernel-dependent. This poses a severe limitation on its applications.

Fast directional algorithm is another efficient algorithm for solving high frequency problems\[16, 17\], by which the computational complexity can also be reduced to $O(N\log N)$. It is a FMM-like algorithm which takes the advantage of the directional low rank property of the kernel function to do the translations in the high frequency regime. Consequently, the low rank approximation are applied in both the low and high frequency regimes, the only difference is the definition of the interaction list. Various low rank approximating techniques can be used, resulting in variants of the fast directional algorithm\[18, 19, 20\]. In this paper, the fast directional algorithm based on equivalent densities is adapted to accelerate the 3D acoustic BEM for the first time, and a modified version of a recently developed M2L translations accelerating technique named as SArcmp is applied to improve its efficiency. The advantages of this algorithm lies in the following two aspects. First, no analytical expansions for the kernel function is required, thus the algorithm is completely kernel-independent and easy to implement. Second, integrals with different layer kernel functions can be accelerated by the same process, thus it is very convenient to handle Burton-Miller formulation in which four layer kernel functions are included. In this sense, it is more suitable to accelerated acoustic problems than other fast algorithm.
2. Boundary integral formulation for acoustic problems

Consider the acoustic problems described by Helmholtz equation

\[ \nabla^2 u(x) + k^2 u(x) = 0, \quad x \in \Omega, \quad (1) \]

where \( u \) is the velocity potential, \( k = \omega/c \) is the wavenumber, and \( \Omega \) is the acoustic field domain. The acoustic field can be solved by conventional boundary integral equation

\[ c(x)u(x) + \int_{\Gamma} \frac{\partial G(x, y)}{\partial n(y)} u(y) dy = \int_{\Gamma} G(x, y) \frac{\partial u(y)}{\partial n(y)} dy + u^{inc}(x), \quad x \in \Gamma, \quad (2) \]

where \( \Gamma = \partial \Omega \) is the boundary of the acoustic field, \( c(x) \) is the solid angle at \( x \), and \( G(x, y) \) is the fundamental solution

\[ G(x, y) = \frac{e^{ikr}}{4\pi r}, \quad r = |x - y|. \quad (3) \]

However, it is well known that it fails to yield unique solutions at the characteristic frequencies. One of the most widely used methods to overcome this problem is the Burton-Miller formulation, which is generated by combining (2) and its normal derivatives

\[ c(x)u(x) + \int_{\Gamma} \frac{\partial G(x, y)}{\partial n(y)} u(y) dy + \alpha \int_{\Gamma} \frac{\partial^2 G(x, y)}{\partial n(y)} \frac{\partial u(y)}{\partial n(y)} dy \\
= -\alpha c(x) \frac{\partial u(x)}{\partial n(x)} + \int_{\Gamma} G(x, y) \frac{\partial u(y)}{\partial n(y)} dy + \alpha \int_{\Gamma} \frac{\partial G(x, y)}{\partial n(x)} \frac{\partial u(y)}{\partial n(y)} dy \\
\quad + u^{inc}(x) + \alpha \frac{\partial u^{inc}(x)}{\partial n(x)}, \quad x \in \Gamma, \quad (4) \]

where \( \alpha \) is the combining factor that is suggested to be chosen as \( i/k \).[21]

By discretizing (4) with basis functions \( \chi(x) \) and weight functions \( w(x) \), the integrals would be transformed into summations. Take the left hand side for example, it can be discretized into

\[ p_i = \sum_{j=1}^{N} \int_{\Gamma_i} w_i(x) \int_{\Gamma_j} \left[ \frac{\partial G(x, y)}{\partial n(y)} + \alpha \frac{\partial^2 G(x, y)}{\partial n(x) \partial n(y)} \right] q_j \chi_j(y) dy dx \]

\[ = \int_{\Gamma_i} w_i(x) \left[ 1 + \alpha \frac{\partial}{\partial n(x)} \right] \left[ \sum_{j=1}^{N} \int_{\Gamma_j} \frac{\partial G(x, y)}{\partial n(y)} \chi_j(y) dy \cdot q_j \right] dx, \quad (5) \]

where \( \Gamma_i \) and \( \Gamma_j \) is the supporting region of the \( i \)-th weight function \( w_i(x) \) and the \( j \)-th basis function \( \chi_j(y) \), respectively, and \( q_j \) is the coefficient for \( \chi_j(y) \). Evaluating the summation directly requires \( O(N^2) \) operators. In the next section, we will discuss how to accelerate the evaluation by fast directional algorithm.
3. Fast directional algorithm for Burton-Miller formulation

The key of fast directional algorithm is the construction of the fast potential evaluating scheme using the directional low rank property of the kernel function. In this section, the fast evaluating scheme is also based on equivalent densities and check potentials as [17, 18]. However, the equivalent points and check points are defined as the quadrature points instead of defined by pseudo skeleton approach, resulting in a simpler fast directional algorithm.

3.1. Directional low rank approximation

Suppose $X$ and $Y$ be the target point set and the source point set, respectively. When $X$ and $Y$ satisfy the directional parabolic separation condition, as shown in Figure 1, the kernel function can be approximated by

$$|G(x, y) - T(\varepsilon)\sum_{i=1}^{\alpha} \alpha_i(x)\beta_i(y)| < \varepsilon,$$

where $T(\varepsilon)$ has an upper bound that is independent of $k$ and $w$. In this case, the evaluation for the potentials on $X$ can be accelerated via equivalent densities and check potentials.

![Figure 1: Source set $Y$ and target set $X$ satisfying the directional parabolic separation condition.](image)

First we find certain distributions of monopole sources $\sigma(y)$ on directional outgoing equivalent surface $y^{Y,\alpha}$, that can reproduce the potential field $p(x)$ in $X$ excited by arbitrary source densities $q(y)$ in $Y$. Similar with the kernel independent FMM [22], the equivalent surface $y^{Y,\alpha}$ need to enclose $Y$ in order to guarantee the existence of the directional outgoing equivalent densities $\sigma(y)$; and a check surface $x^{X,\alpha}$ enclosing $X$ can be defined, such that once the $\sigma(y)$ can reproduce the potential field on $x^{X,\alpha}$, it can excite the same potential field inside $X$. Therefore, the directional outgoing equivalent densities $\sigma(y)$ on $y^{Y,\alpha}$ can be computed by the following equation

$$\int_{y^{Y,\alpha}} G(x, y)\sigma(y)dy = p^{Y,\alpha}(x), \quad x \in x^{Y,\alpha}.$$

where $p^{Y,\alpha}(x)$ is calculated by the original source densities $q(y)$ in $Y$. For point sources, $p^{Y,\alpha}(x)$ is evaluated by summation; while for distributed sources, it should be evaluated by quadrature. Equation (7) can be viewed as a transformation from $\sigma(y)$ to $p^{Y,\alpha}(x)$, and the transformation is of rank $T(\varepsilon)$. Therefore, it can be discretized by Nyström.
method using $O(T(\varepsilon))$ directional outgoing equivalent points $y$'s and $O(T(\varepsilon))$ directional outgoing check points $x$'s, i.e.,

$$p^{Y,0}(x_i) = \int_Y G(x_i, y)\sigma(y)dy = \sum_j w_j G(x_i, y_j)\sigma(y_j), \quad x_i \in x^{Y,0}, y_j \in y^{Y,0}. \quad (8)$$

This suggests that we can take distribute monopole source densities $q^{Y,0}(y_j) = w_j \sigma(y_j)$ at quadrature points as the directional outgoing equivalent densities, and the transformation from directional outgoing equivalent densities to directional outgoing check potentials becomes

$$p^{Y,0}(x_i) = \sum_j G(x_i, y_j)q^{Y,0}(y_j), \quad x_i \in x^{Y,0}, y_j \in y^{Y,0}. \quad (9)$$

In our algorithm, the directional outgoing equivalent points are distributed in the same way as the non-directional outgoing equivalent points in [22, 23], that is, they are distributed on a cube surface with $p$ points in each direction. The directional outgoing check points are defined by mapping the points onto the surface of the directional cone which is bounded by the size of the boundary $\Gamma$, and are focused at the smaller end, as illustrated in Figure 2(a).

When the roles of $X$ and $Y$ are reversed, i.e., the potentials in $Y$ produced by sources inside $X$ need to be evaluated, the directional incoming equivalent densities $q^{X,0}(y)$ on the directional incoming equivalent points $y^{X,0}$ can be constructed in the same manner via the directional incoming check potentials $p^{X,0}(x)$ on the directional incoming check points $x^{X,0}$.

Since the kernel is rotational invariant, the directional equivalent points and the directional check points for other directional cones can be obtained by rotation, and the matrices translating the check potentials into equivalent densities remains the same.

Following the above scheme, the equivalent points and check points can be distributed straightforwardly instead of by pseudo skeleton approach as in [18]. The transformations in high frequency regime can be accelerated in the same way as that in low frequency regime, which has been discussed in detail in [22, 23], except that the outgoing check points and incoming equivalent points are directional.

3.2. Fast directional algorithm

Similar with other fast directional algorithms, the octree is constructed by separating the computing domain recursively, and is divided into high frequency regime and low frequency regime. In our algorithm, the octree is constructed exactly in the same way.
as in FMM and kernel-independent FMM, thus there may be leaf cubes in the high frequency regime. Therefore, our algorithm is completely adaptive, while other fast directional algorithms [17, 18, 19] are not since in those algorithms no adaptivity is used in the high frequency regime.

In the low frequency regime, the translations are computed by kernel-independent FMM [22, 23]. In the high frequency, the interaction field of each cube is divided into directional cones, and the translations are accelerated by directional low rank approximation. Consider two high frequency leaf cubes $C$ and $D$ which are in the same level and in each other’s interaction list. We need to evaluate the potentials on $D$ generated by the sources in $C$. The accelerating approach is similar with the single level fast directional algorithm for $N$-body problems, which is shown in Figure 2, i.e., the evaluation can be accelerated by splitting it into three steps:

1. Directional S2M translation: Compute the directional outgoing equivalent densities.
   First evaluate the directional outgoing check potentials produced by the original source densities in cube $C$:
   \[
   p_{C,o}^{\ell o}(x_i) = \sum_{j \in \Gamma_C} \frac{\partial G(x_i, y)}{\partial n(y)} \chi_j(y) dy \cdot q_j, \quad x_i \in x_{C,o}^{\ell o},
   \]
   where $\Gamma_C$ is the indices of the basis functions “belonging to” $C$. Then the directional outgoing equivalent densities $q_{D,o}^{\ell o}(y_j)$ can be computed by inverting (9).

2. Directional M2L translation: Compute the directional incoming check potentials
   \[
   p_{D,i}^{\ell i}(x_i) = \sum_j G(x_i, y_j) q_{C,o}^{\ell o}(y_j), \quad x_i \in x_{D,i}, y_j \in y_{C,o}.
   \]

3. Directional L2T translation: Compute the potentials on the $D$. First the directional incoming equivalent densities $q_{D,i}^{\ell i}(y)$ are constructed by inversion, then evaluate the potentials by the following equation
   \[
   p_i = \int_{\Gamma_i} w_i(x) \left[ 1 + \alpha \frac{\partial}{\partial n(x)} \right] \left[ \sum_j G(x, y_j) q_{D,i}^{\ell i}(y_j) \right] dx
   = \sum_j \int_{\Gamma_i} w_i(x) \left[ G(x, y_j) + \alpha \frac{\partial G(x, y_j)}{\partial n(x)} \right] dx \cdot q_{D,i}^{\ell i}(y_j), \quad y_j \in y_{D,i}.
   \]

In the multilevel fast directional algorithm, the M2M translation is similar with S2M, but the directional outgoing check potentials in $C$ are evaluated by the directional outgoing equivalent densities of $C$’s child cubes. The L2L translation is similar with L2T, but instead of the potentials on the target points, the directional incoming check potentials of $D$’s child cubes are evaluated. Thus, they are similar with that in KIFMM [22], but should be transformed into directional in high frequency regime by using directional outgoing check points and directional incoming equivalent points.

Note that although there are two integrals in the left hand side of the Burton-Miller formulation, by using the above fast directional algorithm, Eq. (9) can be evaluated by one fast directional approach. Similarly, the evaluation of the integral in the right hand side can also be accelerated by one fast directional approach. Consequently, although there are four integrals in the Burton-Miller formulation, only two fast directional approaches are required.
3.3. Algorithm summary

The overall multilevel fast directional algorithm accelerating \( (5) \) is summarized as follows.

**Algorithm**  \[ \text{Fast directional algorithm for } (5) \]

**Step 1** Setup
1. Construct the octree adaptively.
2. Define the far fields on each level.
3. Divide the octree into low and high frequency regimes.
4. Divide the far fields in the high frequency regime into directional cones.
5. Construct interacting lists for each cube.
6. Define the equivalent points and check points for each cube.

**Step 2** Upward pass
7. for each leaf cube \( C \) in postorder traversal of the tree do
8. if \( C \) is in the low frequency regime
9. Compute the non-directional outgoing equivalent densities by Equation (11) using the sources inside \( C \) (S2M).
10. else (\( C \) is in the high frequency regime)
11. Compute the directional outgoing equivalent densities by Equation (10) for each directional cone using the sources inside \( C \) (S2M).
12. end if
13. end for
14. for each non-leaf cube \( C \) in postorder traversal of the tree do
15. if \( C \) is in the low frequency regime
16. Compute the non-directional outgoing equivalent densities using the non-directional outgoing equivalent densities of its child cubes (M2M).
17. else (\( C \) is in the high frequency regime)
18. Compute the directional outgoing equivalent densities for each directional cone using the equivalent densities of its child cubes (M2M).
19. end if
20. end for

**Step 3** Downward pass
21. for each non-leaf cube \( C \) in preorder traversal of the tree do
22. if \( C \) is in the low frequency regime
23. Add to the downward check potentials produced by the downward equivalent densities in its interaction list by Equation (11) (M2L).
24. Add to the downward check potentials of its child cubes (L2L).
25. else (\( C \) is in the high frequency regime)
26. Add to the directional incoming check potentials produced by the directional incoming equivalent densities in its interaction list by Equation (11) (M2L).
27. Add to the directional incoming check potentials or the downward check potentials of its child cubes (L2L).
28. end if
29. end for
30. for each leaf cube \( C \) in preorder traversal of the tree do
31. Evaluate the potentials on \( C \) by Equation (12) (L2T).
end for
Step 4 Near-field interaction
for each leaf cube \( C \) in preorder traversal of the tree do
Add to the potential the contribution of near field source densities by Equation (S2T).
end for

4. Further accelerating techniques

The most time consuming step in the fast directional algorithm is the M2L translation, since it has to be performed many times for each cube. Therefore, the accelerating technique for M2L can considerably improve the performance of the algorithm. Consider the M2L matrix in (11), although its numerically rank is \( T(\varepsilon) \), the number of directional outgoing equivalent points and directional incoming check points \( O(T(\varepsilon)) \) are often chosen to be much larger than \( T(\varepsilon) \) in order to maintain the precision. It leads to that the dimension of the M2L matrices are fairly larger than their ranks, thus the M2L translations can be accelerated by low rank approximations.

In this section, a new accelerating technique similar with SArcmp in [23, 24] is proposed, which accelerate the M2L translations by first reducing the dimensions of all the matrices, then performing the low rank decomposition individually.

4.1. Matrix reduction for M2L

Our new accelerating approach can be considered as an improved version for SArcmp, since the main idea remains the same, and only the matrix reduction step is different. Therefore before presenting our new accelerating approach, the matrix reduction approach in the SArcmp for fast directional algorithm is introduced first.

4.1.1. Matrix reduction in SArcmp

In SArcmp [23, 24], to reduce the dimensions of M2L matrices \( K^{(1)}, K^{(2)}, \ldots, K^{(t)} \) in a directional cone, first they are collected in a row to form a “fat” matrix

\[
K_{\text{fat}} = \begin{bmatrix} K^{(1)} & K^{(2)} & \cdots & K^{(t)} \end{bmatrix},
\]

and in a column to form a “thin” matrix

\[
K_{\text{thin}} = \begin{bmatrix} K^{(1)}; & K^{(2)}; & \cdots; & K^{(t)} \end{bmatrix},
\]

where \( t \) is the number of M2L matrices in a directional cone. Then perform singular value decomposition (SVD)

\[
K_{\text{fat}} = U \Sigma V^{\dagger}, \quad K_{\text{thin}} = Q \Lambda R^{\dagger}.
\]

For each translating matrix \( K^{(i)} \), there is

\[
K^{(i)} = U U^{\dagger} K^{(i)} R R^{\dagger}.
\]
Truncate the columns in $U$ and $R$ corresponding to small singular values in $\Sigma$ and $\Lambda$, respectively, the equation becomes

$$K^{(i)} \approx \tilde{U} \tilde{U}^H K^{(i)} \tilde{R} \tilde{R}^H = \tilde{U} \tilde{K}^{(i)} \tilde{R}^H,$$

(15)

where $\tilde{U}$ and $\tilde{R}$ are the compressing matrices, and $\tilde{K}^{(i)} = \tilde{U}^H K^{(i)} \tilde{R}$ is the reduced M2L matrix.

From the definition of the M2L matrices (11) we know that $K_{\text{fat}}$ can be viewed as the evaluating matrix for potentials in $X$ produced by sources in $Y$, and $K_{\text{thin}}$ can be viewed as the evaluating matrix for potentials in $Y$ produced by sources in $X$, where $X$ and $Y$ satisfies the directional parabolic separation condition, as shown in Figure 1. Therefore, $K_{\text{fat}}$ and $K_{\text{thin}}$ are also of rank $T(\varepsilon)$, and the dimension of the reduced M2L matrices $\tilde{K}$ is $T(\varepsilon)$.

To adapt SArcmp to fast directional algorithm, first let us consider two interacting cubes $C$ and $D$ in the high frequency regime. Assume $D$ is in an arbitrary $u$-th directional cone of $C$, as illustrated in Figure 3. The M2L matrix is also in the $u$-th directional cone. Notice that the directional outgoing equivalent points and the directional incoming check points can be defined by rotating these points in the $(0, 0, 1)$-th directional cone. Therefore the M2L matrix is the same with that in the $(0, 0, 1)$-th directional cone since the kernel is rotational invariant, as illustrated in Figure 3. Therefore, all the M2L matrices in different directional cones are rotated to the $(0, 0, 1)$-th directional cone, and can be collected together and compressed.

The key of the matrix reduction algorithm is finding the compressing matrices $\tilde{U}$ and $\tilde{R}$. In SArcmp, all the M2L matrices has to be collected to generate $\tilde{U}$ and $\tilde{R}$. Assume the boundary is of size $D$, the size of the cubes in the highest level is $w \sim \sqrt{D/k}$, thus there are $O(D^2/w^2) = O(kD) = O(\sqrt{N})$ M2L matrices in the highest level. Therefore, the computational complexity for collecting the M2L matrices and performing SVD is $O(N^{3/2})$, therefore this approach is not suitable for the fast directional algorithm. A new compressing scheme is proposed in the following section, in which the compressing matrices can be generated in the upward and downward pass, thus the matrices collecting step can be omitted to avoid this drawback.

Figure 3: M2L translation from $C$ (the purple cube) to $D$ (the pink cube) in arbitrary directional cone.
4.1.2. Matrix reduction without matrices collecting

In the multilevel fast algorithms, evaluating the potential \( p \) in a leaf cube induced by the source densities \( q \) in another leaf cube in its far field can be computed as

\[
p = TLKMSq,
\]

where \( S, M, K, L, T \) are the S2M, M2M, M2L, L2L and L2T matrices, respectively. In the fast directional algorithm based on equivalent densities, the M2M matrix \( M \) and L2L matrix \( L \) are also computed by two steps, which are similar with S2M and L2T, as shown in Figure 2(a) and 2(c):

\[
M = G^+_\text{up} E_{\text{up}}, \tag{17a}
\]

\[
L = E_{\text{dn}} G^+_\text{dn}, \tag{17b}
\]

where \( G^+_\text{up} \) is the matrix evaluating the directionally outgoing check potentials produced by the directionally outgoing equivalent densities, \( G^+_\text{dn} \) is the matrix evaluating the directionally outgoing incoming potentials produced by the directionally incoming equivalent densities, and the superscript “\(^+\)” denotes the Moore-Penrose inverse. They can be computed via performing SVD for \( G^+_\text{up} \) and \( G^+_\text{dn} \)

\[
G^+_\text{up} = U_{\text{up}} \Sigma^+_\text{up} V_{\text{up}}^H, \tag{18a}
\]

\[
G^+_\text{dn} = U_{\text{dn}} \Sigma^+_\text{dn} V_{\text{dn}}^H. \tag{18b}
\]

Then the Moore-Penrose inverses \( G^+_\text{up} \) and \( G^+_\text{dn} \) can be approximated by inverting (18) and truncating the columns corresponding to tiny singular values

\[
\sigma_i < \varepsilon \sigma_0, \tag{19}
\]

where \( \sigma_0 \) is the largest singular value of \( G^+ \). Thus

\[
G^+_{\text{up}} \approx \tilde{V}_{\text{up}} \tilde{\Sigma}^{-1}_{\text{up}} \tilde{U}_{\text{up}}^H, \tag{20a}
\]

\[
G^+_{\text{dn}} \approx \tilde{V}_{\text{dn}} \tilde{\Sigma}^{-1}_{\text{dn}} \tilde{U}_{\text{dn}}^H. \tag{20b}
\]

Substituting (20) to (17) and (16), one gets

\[
LKM = E_{\text{dn}} G^+_{\text{dn}} KG^+_{\text{up}} E_{\text{up}} \\
\approx E_{\text{dn}} \tilde{V}_{\text{dn}} \tilde{\Sigma}^{-1}_{\text{dn}} \tilde{U}_{\text{dn}}^H K \tilde{V}_{\text{up}} \tilde{\Sigma}^{-1}_{\text{up}} \tilde{U}_{\text{up}}^H E_{\text{up}}. \tag{21}
\]

Since the directional equivalent points and the directional check points also satisfy the directional parabolic separation condition, as illustrated in Figure 2, the number of columns in truncated matrices \( \tilde{U}_{\text{dn}} \) and \( \tilde{V}_{\text{dn}} \) is also \( T(\varepsilon) \). Therefore, take \( \tilde{U}_{\text{dn}} \) and \( \tilde{V}_{\text{up}} \) as the compressing matrices, the M2L matrices can also be compressed into more compact form

\[
\tilde{K} = \tilde{U}_{\text{dn}}^H K \tilde{V}_{\text{up}}. \tag{22}
\]
4.2. Low rank decomposition for reduced M2L matrices

After the matrix reduction in Section 4.1, the resulting M2L matrices are still of low rank\cite{24, 23}, this means the M2L translations can be further accelerated by performing low rank approximations for the M2L matrices individually. In this paper, this is also done in the same way as that in \cite{23}, i.e., the low rank decomposition is achieved by SVD.

For each \( k \) dimensional reduced M2L matrix \( \tilde{K}_{k \times k} \), perform SVD
\[
\tilde{K} = USQ^H.
\]
(23)

Then truncate the columns corresponding to the tiny singular values
\[
\sigma_i < \varepsilon \sigma_0,
\]
(24)

where \( \sigma_0 \) is the largest singular value of \( K \). Thus
\[
\tilde{K}_{k \times k} \approx \hat{U}_{k \times r} \hat{S}_{r \times r} \hat{Q}_{r \times k}^H = \check{U}_{k \times r} \check{V}_{r \times k},
\]
(25)

where \( \check{V}_{r \times k} = \hat{S}_{r \times r} \hat{Q}_{r \times k}^H \). The translations can be more efficient when \( r < \frac{1}{2} k \).

The overall accelerating approach for M2L translations are illustrated in Figure 4. Where, \( K_{m \times n} \) is the original M2L matrix, \( \tilde{U}_{m \times k} \) and \( \tilde{R}_{k \times n} \) is the compressing matrices in Section 4.1.2, \( \hat{U}_{k \times r} \) and \( \hat{V}_{r \times k} \) are the individually low rank decomposition matrices for M2L matrices.

![Figure 4: The accelerating approach for M2L.](image)

4.3. Accelerating technique for upward and downward passes

It is proved in \cite{23} that, the compressing matrices for M2L reduction can also be used to compress the translation matrices in upward and downward passes. In this paper, the compressing matrices are generated in computing the translation matrices in the upward and downward passes, and the compressing approach is simpler.

Assume \( M_l = G_{up,l}^+ E_{up,l} \) is the M2M matrix translating the directional outgoing equivalent densities in the \((l+1)\)-th level to the directional outgoing equivalent densities in the \(l\)-th level, and \( S_{l+1} = G_{up,l+1}^+ E_{up,l+1} \) is the S2M matrix translating the sources inside a leaf cube in the \((l+1)\)-th level to the directional outgoing equivalent densities in the \(l\)-th level.
in the $l$-th level. Combining with Equations (20) and (16), there is

$$
M_l S_{l+1} = G_{up,l}^+ E_{up,l} G_{up,l+1}^+ E_{up,l+1}
$$

$$
= \tilde{V}_{up,l} (\tilde{\Sigma}^{-1}_{up,l} \tilde{U}_{up,l} E_{up,l} \tilde{V}_{up,l+1}) \tilde{V}_{up,l+1} (\tilde{\Sigma}^{-1}_{up,l+1} \tilde{U}_{up,l+1} E_{up,l+1})
$$

$$
= \tilde{V}_{up,l} \tilde{M}_{up,l} \tilde{S}_{up,l+1}.
$$

(26)

Where, $\tilde{V}_{up,l}$ would be used to compress the M2L matrices in $l$-th level, as shown in (22),

$$
\tilde{M}_{up,l} = \tilde{\Sigma}^{-1}_{up,l} \tilde{U}_{up,l} E_{up,l} \tilde{V}_{up,l+1}
$$

is the compressed M2M matrix in $l$-th level, and

$$
\tilde{S}_{up,l+1} = \tilde{\Sigma}^{-1}_{up,l+1} \tilde{U}_{up,l+1} E_{up,l+1}
$$

is the compressed S2M matrix in ($l+1$)-th level. The translating matrices in the downward pass compressed in the same manner, resulting

$$
\tilde{L}_{dn,l} = \tilde{U}_{dn,l+1} E_{dn,l} \tilde{V}_{dn,l} \tilde{\Sigma}^{-1}_{dn,l}
$$

(29)

be the compressed L2L matrix translating the directional incoming check potentials in the $l$-th level to the directional incoming check potentials in the ($l+1$)-th level, and

$$
\tilde{T}_{dn,l+1} = E_{dn,l+1} \tilde{V}_{dn,l+1} \tilde{\Sigma}^{-1}_{dn,l+1}
$$

(30)

be the compressed L2T matrix translating the directional incoming check potentials of a leaf cube in the ($l+1$)-th level to the target potentials.

5. Numerical studies

The performance of our fast directional algorithm for Burton-Miller formulation is demonstrated by several numerical examples. The codes are implemented serially in C++. The Burton-Miller formulation (11) is discretized by collocation method and piece-wise constant elements, i.e., assume $x_i$ is the centroid of the $i$-th triangular element $\Delta_i$, the weight functions $w_i(x)$ and the basis functions $\chi_i(x)$ are chosen to be

$$
w_i(x) = \delta(x_i),
$$

$$
\chi_i(x) = \delta_{ij}, \quad x \in \Delta_j.
$$

(31)

The resulting linear systems are solved by GMRES solver, and its converging tolerance is set to be equal to the singular value truncating threshold $\varepsilon$ in (19) and (24). All the computational results are computed on a computer with a Xeon 5450 (2.66 GHz) CPU and 32 GB RAM.
5.1. Performance of our algorithm

First let us study the performance of our algorithm, in which the equivalent points and the check points are distributed straightforwardly, and the translation operators are compressed. It is studied by a unit sphere pulsating problem. That is, the surface of the unit sphere pulsates with uniform radial velocity \( v_a = \frac{\partial u}{\partial n} = 1 \). The numerical error of the velocity potential on the surface can be computed via the analytical solution

\[
u = \frac{1}{1 + ik}.
\] (32)

The unit sphere is first discretized into \( N = 512 \) triangular elements and it is used to compute the pulsating problem with \( k = \pi \). That is, the diameter equals 1 wavelength. Then the mesh is refined and the wavenumber is doubled 6 times. The finest mesh has \( N = 2097152 \) elements and the diameter of the sphere is 64 in terms of wavelength.

First let us study the influence of the number of equivalent points along each direction \( p \) on the accuracy and efficiency of the algorithm. Let \( p = \log(1/\varepsilon) + p_0 \). The performance of the algorithm for different \( p_0 \) is studied by choosing \( p_0 = 0, 1, 2, 3 \) for the unit sphere pulsating problem with the finest mesh and \( \varepsilon = 1e-3 \). The results are listed in Table 1 where \( T_t \) is the total time cost, \( T_i \) is the running time in each iteration, \( N_i \) is the number of iterations, and \( M \) is the memory consume. It is shown that the resulting error maintains almost the same when \( p_0 \geq 1 \), while the total time cost is considerably increased. Therefore, we choose \( p_0 = 1 \) for the following examples.

Table 1: Results of the unit sphere pulsating problem with different number of equivalent points \( N = 2097152, \varepsilon = 1e-3 \).

| \( p_0 \) | \( T_t \) (s) | \( T_i \) (s) | \( N_i \) | \( M \) (MB) | \( L_2 \)-error |
|------|-------------|-------------|--------|-------------|----------------|
| 0    | 12067.8     | 274.75      | 8      | 24451.2     | 1.90e-2        |
| 1    | 14250.9     | 260.45      | 4      | 27822.7     | 3.90e-3        |
| 2    | 18268.9     | 260.20      | 4      | 27846.2     | 3.37e-3        |
| 3    | 23543.5     | 325.01      | 4      | 27526.2     | 3.24e-3        |

The results for the unit sphere pulsating problem are listed in Table 2. The case with \( N = 2097152, \varepsilon = 1e-4 \) is not computed because of memory constraint. It is shown that the complexity of our algorithm grows almost linearly with respect to the number of degrees. The resulting error concludes the discretization error of BEM and the approximating error \( \varepsilon \) of the fast algorithm. The resulting error for meshes with less than 32768 elements preserves almost the same with \( \varepsilon = 1e-3 \) and 1e-4, which shows that the resulting error is bounded by the precision of the boundary integral discretization. The errors for finer meshes maintain almost the same with \( \varepsilon = 1e-3 \), this is because they are bounded by the accuracy of the fast accelerating scheme. The error continue decreasing at the same rate with \( \varepsilon = 1e-4 \), which indicates that the error of the fast accelerating scheme is smaller and more precise results can be obtained by decreasing \( \varepsilon \). That is, the error can be reduced linearly to \( O(\varepsilon) \), which indicates that our fast algorithm is quite stable.
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Table 2: Results of the unit sphere pulsating problem

| $N$  | $k$  | $T_1$(s) | $T_{it}$(s) | $N_{it}$ | $M$(MB) | $L_2$-error |
|------|------|----------|-------------|---------|---------|-------------|
| 512  | $\pi$| 1.76     | 0.02        | 3       | 4.59    | 3.65e-2     |
| 2048 | 2$\pi$| 4.26     | 0.07        | 3       | 19.99   | 1.86e-2     |
| 8192 | 4$\pi$| 50.95    | 0.46        | 3       | 119.76  | 9.26e-3     |
| 32768| 8$\pi$| 166.85   | 2.63        | 3       | 346.67  | 4.84e-3     |
| 131072| 16$\pi$| 962.98   | 13.79       | 3       | 2088.75 | 3.11e-3     |
| 524288| 32$\pi$| 3427.14  | 69.15       | 3       | 6761.24 | 2.92e-3     |
| 2097152| 64$\pi$| 14250.90 | 260.45      | 4       | 27822.70| 3.90e-3     |

$\varepsilon = 1 \times 10^{-4}$

| $N$  | $k$  | $T_1$(s) | $T_{it}$(s) | $N_{it}$ | $M$(MB) | $L_2$-error |
|------|------|----------|-------------|---------|---------|-------------|
| 512  | $\pi$| 2.63     | 0.02        | 6       | 8.98    | 3.65e-2     |
| 2048 | 2$\pi$| 8.53     | 0.16        | 5       | 39.66   | 1.85e-2     |
| 8192 | 4$\pi$| 54.89    | 0.74        | 4       | 192.34  | 9.27e-3     |
| 32768| 8$\pi$| 254.08   | 5.66        | 4       | 499.10  | 4.63e-3     |
| 131072| 16$\pi$| 1490.30  | 29.58       | 5       | 2920.10 | 2.35e-3     |
| 524288| 32$\pi$| 5457.84  | 143.36      | 6       | 9223.96 | 1.32e-3     |

5.2. Comparison to the wideband FMM

To compare the performance of the current fast directional algorithm with the wideband fast multipole method, the unit sphere scattering problem in Section 4.1 in [25] is computed. The point source is at (-2, 0, 0). Two cases with $k = 5.0$ and $k = 50.0$ are computed. The sphere surface is discretized into approximately the same number of elements with that in [25], and we chose $\varepsilon = 1 \times 10^{-3}$. The results are listed in Table 3. Note that the wideband FMM is parallelized and performed by a four core computer with a 64-bit Intel CoreTM 2 Duo CPU, thus it should be about 4 times faster. However, it is shown that, our algorithm consumes almost the same time when $k\alpha = 50.0$ and is much faster when $k\alpha = 5.0$. Therefore, our algorithm is much more efficient than the wideband fast multipole algorithm.

Table 3: Comparison of results for sphere scattering problems reported in Ref. [25] and the present study.

| $k$   | $N$    | cores | $T_{it}$(s) |
|-------|--------|-------|-------------|
| [25]  | 5.0    | 101270| 4           | 7.08       |
| Present| 5.0    | 106032| 1           | 2.15       |
| [25]  | 50.0   | 101270| 4           | 10.84      |
| Present| 50.0   | 106032| 1           | 12.38      |

5.3. Plane wave scattering problems

For plane wave scattering problems, two sound-hard obstacles are considered, and the incident plane wave is assumed to be propagating in (1, 0, 0) direction. The singular truncating threshold and the GMRES converging tolerance is set to be $\varepsilon = 1 \times 10^{-3}$. The
triangular meshes used in the examples have a refinement of approximately 16 elements per wavelength.

First the sound-hard unit sphere scattering problem is calculated. The sphere diameter is 64 wavelengths, i.e., \( k = 201 \). The sphere surface is discretized into 2097152 triangular elements. The total time cost for solving the problem \( T_t = 8690 \)s, the time cost in each iteration \( T_{it} = 260.3 \)s, the number of iterations \( N_{it} = 14 \), the memory consumption \( M = 26.2 \)GB. The resulting acoustic velocity potential on the surface is illustrated in Fig. 5(a) and the scattering field on the surface is illustrated in Fig. 5(b). It is shown that our numerical results agrees quite well with the analytical solution.

![Fig. 5: Resulting of the unit sphere scattering problem.](image)

The second model is a Su-27 fighter which is 21.49 meters long. We set \( k = 30 \), thus its size is 102.7 wavelengths. The surfaces are discretized into 4143908 triangular elements. The total time cost for solving the problem \( T_t = 38799.3 \)s, the time cost in each iteration \( T_{it} = 133.57 \)s, the number of iterations \( N_{it} = 256 \) without any preconditioner. The memory consumption \( M = 25.08 \)GB. The resulting acoustic velocity potential on the surface is illustrated in Fig. 6.

The second model is a submarine which is 80 meters long. We set \( k = 12.5 \), thus \( kD = 1000 \) and its size is 159 wavelengths. The surfaces are discretized into 4041088 triangular elements. The total time cost for solving the problem \( T_t = 13648s \approx 3.8h \), the time cost in each iteration \( T_{it} = 204.14 \)s, the number of iterations \( N_{it} = 35 \) without any preconditioner. The memory consumption \( M = 24.73 \)GB. The resulting acoustic velocity potential on the surface is illustrated in Fig. 7.

6. Conclusion

In this paper, the fast directional algorithm is adapted to accelerate the acoustic problem computations with Burton-Miller formulation. Although there are four integrals in the Burton-Miller formulation, they can be evaluated efficiently by two fast summing approach. The outgoing equivalent points and the outgoing check points are sampled directly instead of by pseudo skeleton approach, resulting in a simpler fast directional
algorithm. Then all the translations are accelerated by matrix reduction and low-rank approximation, which is similar with the SArcmp approach, while the compressing matrices are generated in advance, and no matrix collection is required. The accuracy and efficiency of the algorithm are examined by numerical results. It is shown that the acoustic scattering problems with over 4 million DOFs and $kD = 1000$ can be computed in less than 4 hours.
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