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ABSTRACT. The main objective of the present work is to study contraction semigroups generated by Laplace operators on metric graphs, which are not necessarily self-adjoint. We prove criteria for such semigroups to be continuity and positivity preserving. Also we provide a characterization of generators of Feller semigroups on metric graphs.

1. INTRODUCTION

Metric graphs or networks are one-dimensional piecewise linear spaces with singularities at the vertices. Alternatively, a metric graph is a metric space which can be written as a union of finitely many intervals, which are either compact or \([0, +\infty)\); any two of these intervals are either disjoint or intersect only in one or both of their endpoints. It is natural to call the metric graph compact if all its edges have finite length.

The increasing interest in the theory of differential operators on metric graphs is motivated mainly by two reasons. The first reason is that such operators arise in a variety of applications. We refer the reader to the review [34], where a number of models arising in physics, chemistry, and engineering are discussed, as well as to original works [5], [6], [35], where modeling of carbon nano-structures is discussed. References [9], [10], [41] address signal transmission in biological neural networks and blood flow in the human arterial systems. The second reason is purely mathematical: It is intriguing to study the interrelation between the spectra of these operators and topological or combinatorial properties of the underlying graph. Similar interrelations are studied in spectral geometry for differential operators on Riemannian manifolds (see, e.g. [11], [23], [24]) and in spectral graph theory for difference operators on combinatorial graphs (see, e.g. [12], [13]).

Metric graphs take an intermediate position between manifolds and combinatorial graphs. References [32], [46], [47] provide a Selberg-type trace formula for semigroups generated by a class of self-adjoint Laplace operators on metric graphs which establishes a connection between the trace of the semigroup and cycles on the graph as well as its Euler characteristics (see also [36]). Index theorems for such semigroups have been proved in [20]. These results have the well-known analogues in spectral geometry. On the other hand, for compact graphs with equal edge lengths and special boundary conditions at the vertices the spectrum of the differential Laplace operator is the preimage of the combinatorial spectrum under a certain entire function (see, e.g., [43]). Using this correspondence some results of the spectral graph theory for combinatorial Laplacians can be translated in this case to differential Laplace operators.

In the setting of the Hilbert space theory, semigroups generated by self-adjoint differential operators on metric graphs in special cases have been studied in [3], [21], [22], [22]. Reference [31] seems to be the first work, where a systematic study of semigroups on metric graphs has been undertaken. In particular, this reference provides criteria for a self-adjoint Laplace operator to generate a contraction and positivity preserving semigroup.

The main objective of the present paper is to study semigroups generated by general, not necessarily self-adjoint Laplace operators on metric graphs. There are several motivations to study such semigroups. First, non-self-adjoint differential operators naturally appear in different models. In particular, initially motivated by neurobiological problems, parabolic equations on (finite or infinite) metric graphs attract research attention since more than 20 years (see, e.g., [2], [7], [17], [38], [39], [40], [41] and references quoted therein). Here the theory of semigroups on metric graphs plays a central role.
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Second, positivity preserving contraction semigroups on the Banach space of continuous functions (that is, Feller semigroups) are related to strongly Markovian stochastic processes on metric graphs. In particular, the transition density of a stochastic processes is given by the integral kernel of the corresponding semigroups. Without attempting to give a complete review of the work on stochastic processes on metric graphs we mention the papers [8], [18], [19], [51]. In our forthcoming article [43] we give a complete characterization and construction of all Brownian motions on metric graphs, that is, of all path continuous strongly Markovian stochastic processes which away from the vertices are equivalent to a standard Brownian motion.

The work is organized as follows. Notation and main results are presented in Section 2. In Section 3 accretive and dissipative Laplace operators are studied. In particular, we provide a characterization of maximal accretive operators, which by the Lumer-Phillips theorem are infinitesimal generators of contraction semigroups. In Sections 4 and 5 we prove criteria for the boundary conditions at the vertices of the graph ensuring that the contraction semigroup generated by the corresponding Laplace operator is positivity and continuity preserving. The semigroup theory in the Hilbert space developed here can be used to study the semigroups on other function spaces on metric graphs, in particular, on the Banach space of continuous functions. In Section 6 we give a characterization of generators of Feller semigroups in terms of boundary conditions at vertices of the graph.

The recent reference [40] is closely related to the results of the present work. In the main body of the paper we will comment on the related results proved in [40].

We mention that the spectrum of generators of semigroups and the spectral mapping are not discussed in the present paper. Also, a class of boundary conditions, the so-called Wentzell boundary conditions, particularly important in the theory of stochastic processes on metric graphs (see [18], [33], [51]), remains out of the scope of the present paper. We will consider these questions elsewhere.
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2. Laplace Operators on Metric Graphs. Main Results

In this section we summarize the terminology used below and present the main results obtained in the present work.

A finite graph is a 4-tuple $G = (V, I, E, \partial)$, where $V$ is a finite set of vertices, $I$ is a finite set of internal edges, $E$ is a finite set of external edges. Elements in $I \cup E$ are called edges. The map $\partial$ assigns to each internal edge $i \in I$ an ordered pair of (possibly equal) vertices $\partial(i) := (v_1, v_2)$ and to each external edge $e \in E$ a single vertex $v$. The vertices $v_1 := \partial^-(i)$ and $v_2 := \partial^+(i)$ are called the initial and terminal vertex of the internal edge $i$, respectively. The vertex $v = \partial(e)$ is the initial vertex of the external edge $e$. Two vertices $v_1$ and $v_2$ are adjacent if there is at least one edge $i \in I$ with $\partial(i) = (v_1, v_2)$ or $\partial(i) = (v_2, v_1)$. If $\partial(i) = (v, v)$, that is, $\partial^-(i) = \partial^+(i)$ then $i$ is called a tadpole. A graph is called compact if $E = \emptyset$, otherwise it is noncompact.

Throughout the whole work we will assume that the graph $G$ is connected, that is, for any $v, v' \in V$ there is an ordered sequence $(v_1 = v, v_2, \ldots, v_n = v')$ such that any two successive vertices in this sequence are adjacent. In particular, this implies that any vertex of the graph $G$ has nonzero degree, that is, for any vertex there is at least one edge with which it is incident.

The degree $\deg(v)$ of the vertex $v$ is defined as

$$\deg(v) := |\{e \in E | \partial(e) = v\}| + |\{i \in I | \partial^-(i) = v\}| + |\{i \in I | \partial^+(i) = v\}|,$$

that is, it is the number of (internal or external) edges incident with the given vertex $v$ and by which every tadpole is counted twice.

We will endow the graph with the following metric structure. To each internal edge $i \in I$ we associate an interval $[0, a_i]$ with $a_i > 0$ such that the initial vertex of $i$ corresponds to 0 and the terminal one to $a_i$. To each external edge $e \in E$ we associate the semiline $[0, +\infty)$. We call the number $a_i$ the length of the internal edge $i$. We will denote by $\vec{a}$ the vector $(a_i)_{i \in I} \in (\mathbb{R}_+)^{|I|}$. A compact or noncompact graph $G$ endowed with a metric structure is called a metric graph $(G, \vec{a})$. 
Given a metric graph \((G, a)\) consider the Hilbert space
\[
\mathcal{H} \equiv \mathcal{H}(E, I, a) = \mathcal{H}_E \oplus \mathcal{H}_I, \quad \mathcal{H}_E = \bigoplus_{e \in E} \mathcal{H}_e, \quad \mathcal{H}_I = \bigoplus_{i \in I} \mathcal{H}_i,
\]
where \(\mathcal{H}_j = L^2(I_j)\) with
\[
I_j = \begin{cases} [0, a_j] & \text{if } j \in I, \\ [0, +\infty) & \text{if } j \in E. \end{cases}
\]

By \(D_j\) with \(j \in E \cup I\) denote the set of all \(\psi_j \in \mathcal{H}_j\) such that \(\psi_j\) and its derivative \(\psi_j'\) are absolutely continuous and \(\psi_j''\) is square integrable. Let \(D_0^j\) denote the set of those elements \(\psi_j \in D_j\) which satisfy
\[
\psi_j(0) = 0 \quad \text{for } j \in E \quad \text{and} \quad \psi_j(j) = 0 \quad \text{for } j \in I.
\]
Let \(\Delta^0\) be the differential operator
\[
(\Delta^0 \psi)_j(x) = \frac{d^2}{dx^2} \psi_j(x), \quad j \in I \cup E, \quad x \in I_j
\]
with domain
\[
D^0 = \bigoplus_{j \in E \cup I} D^0_j \subset \mathcal{H}.
\]
It is straightforward to verify that \(\Delta^0\) is a closed symmetric operator with deficiency indices equal to \(|E| + 2|I|\).

Now we begin the discussion of boundary conditions for Laplace operators on metric graphs. To this end we introduce an auxiliary finite-dimensional Hilbert space
\[
\mathcal{K} \equiv \mathcal{K}(E, I) = \mathcal{K}_E \oplus \mathcal{K}_I^{(-)} \oplus \mathcal{K}_I^{(+)}
\]
with \(\mathcal{K}_E \cong \mathbb{C}^{|E|}\) and \(\mathcal{K}_I^{(-)} \cong \mathbb{C}^{|I|}\). Let \(d\mathcal{K}\) denote the “double” of \(\mathcal{K}\), that is, \(d\mathcal{K} = \mathcal{K} \oplus \mathcal{K}\).

Let \(J \subset E \cup I\) be a subset of edges, consider \(x\) in the cartesian product \(\times_{j \in J} I_j\) of these edges, and a function \(\psi\)
\[
\psi_J(x) = (\psi_j(x_j), \ j \in J)^T,
\]
where the superscript \(T\) denotes transposition. For
\[
\psi \in D := \bigoplus_{j \in E \cup I} D_j
\]
we set
\[
[\psi] := \psi \oplus \psi' \in d\mathcal{K},
\]
with \(\psi\) and \(\psi'\) defined by
\[
\psi = \begin{pmatrix} \psi_E(0) \\ \psi_I(0) \\ \psi_I(a) \end{pmatrix}, \quad \psi' = \begin{pmatrix} \psi_E'(0) \\ \psi_I'(0) \\ -\psi_I'(a) \end{pmatrix}.
\]

Let \(A\) and \(B\) be linear maps of \(\mathcal{K}\) onto itself. By \((A, B)\) we denote the linear map from \(d\mathcal{K} = \mathcal{K} \oplus \mathcal{K}\) to \(\mathcal{K}\) defined by the relation
\[
(A, B) \ (\chi_1 \oplus \chi_2) := A \chi_1 + B \chi_2,
\]
where \(\chi_1, \chi_2 \in \mathcal{K}\). Set
\[
\mathcal{M}(A, B) := \ker (A, B).
\]

The following assumption plays a crucial role throughout the whole work.

**Assumption 2.1.** The map \((A, B) : d\mathcal{K} \to \mathcal{K}\) is surjective, that is, it has maximal rank equal to \(|E| + 2|I|\).
Observe that \( \ker A^\dagger \cap \ker B^\dagger = \{0\} \) under Assumption 2.1. Indeed, since the linear map \( \begin{pmatrix} A^\dagger \\ B^\dagger \end{pmatrix} : \mathcal{K} \to \mathbb{dK} \) has maximal rank equal to \(|\mathcal{E}| + 2|\mathcal{I}|\), it follows that \( \ker \begin{pmatrix} A^\dagger \\ B^\dagger \end{pmatrix} = \{0\} \). Noting that \( \ker \begin{pmatrix} A^\dagger \\ B^\dagger \end{pmatrix} = \ker A^\dagger \cap \ker B^\dagger \) proves the claim.

**Definition 2.2.** The boundary conditions \((A, B)\) and \((A', B')\) satisfying Assumption 2.1 are equivalent if the corresponding subspaces \(\mathcal{M}(A, B)\) and \(\mathcal{M}(A', B')\) coincide.

The boundary conditions \((A, B)\) and \((A', B')\) satisfying Assumption 2.1 are equivalent if and only if there is an invertible map \(C : \mathcal{K} \to \mathcal{K}\) such that \(A' = CA\) and \(B' = CB\).

Under Assumption 2.1 the inverse \((A + ikB)^{-1}\) exists for all \(k \in \mathbb{C}\) except in a finite subset. Thus,

\[
\mathcal{G}(k; A, B) := -(A + ikB)^{-1}(A - ikB)
\]

is well defined for all \(k \in \mathbb{C}\) but in a finite subset. This operator plays a central role in the theory of Laplace operators on metric graphs. In particular, \(\mathcal{G}(k; A, B) = \mathcal{G}(k; A', B')\) if and only if \(\mathcal{M}(A, B) = \mathcal{M}(A', B')\). Hence, we can write \(\mathcal{G}(k; \mathcal{M})\) instead of \(\mathcal{G}(k; A, B)\) with \(\mathcal{M} = \mathcal{M}(A, B)\).

With any subspace \(\mathcal{M} \subset \mathbb{dK}\) of the form (2.6) we can associate an extension of \(\Delta^0\), which is the differential operator \(\Delta(\mathcal{M})\) defined by (2.2) with domain

\[
\text{Dom}(\Delta(\mathcal{M})) = \{\psi \in \mathcal{D} \mid [\psi] \in \mathcal{M}\}.
\]

In other words, the domain of the Laplace operator \(\Delta(\mathcal{M})\) consists of functions \(\psi \in \mathcal{D}\) satisfying the boundary conditions

\[
A\psi + B\psi' = 0,
\]

with \((A, B)\) subject to (2.6). Sometimes we will write \(\Delta(A, B)\) instead of \(\Delta(\mathcal{M}(A, B))\).

Throughout the whole article we adopt the terminology used in [26] and in [48]. Recall that the operator \(-\Delta\) is called dissipative if

\[
-\text{Im} \langle \psi, \Delta \psi \rangle_{\mathcal{H}} \geq 0
\]

holds for all \(\psi \in \text{Dom}(\Delta)\). The operator \(-\Delta\) is accretive if

\[
-\text{Re} \langle \psi, \Delta \psi \rangle_{\mathcal{H}} \geq 0
\]

holds for all \(\psi \in \text{Dom}(\Delta)\). A dissipative (respectively accretive) operator is called maximal, if it does not have a proper dissipative (respectively accretive) extension. If the domain of a maximal dissipative (respectively maximal accretive) operator is dense in \(\mathcal{H}\), then this operator is called \(m\)-dissipative (respectively \(m\)-accretive). An \(m\)-dissipative or \(m\)-accretive operator is necessarily closed (see [44], where, however, a different terminology is used).

Our first main result states that all \(m\)-accretive Laplace operators are defined by boundary conditions satisfying Assumption 2.1.

**Theorem 2.3.** For any \(m\)-accretive extension \(-\Delta\) of the symmetric operator \(-\Delta^0\) the subspace

\[
\mathcal{M} := \{[\psi] \mid \psi \in \text{Dom}(\Delta)\} \subset \mathbb{dK}
\]

admits the representation \(\mathcal{M} = \ker(A, B)\) with \((A, B)\) satisfying Assumption 2.1.

By the Lumer-Phillips theorem (see [14] Theorem II.3.15) or Theorem IV.4.1 in [48]) \(m\)-accretive operators are generators of strongly continuous contraction semigroups, that is, they satisfy the estimate

\[
\|e^{t\Delta(A, B)}\| \leq 1, \quad t > 0.
\]

Our second main result provides sufficient conditions for the boundary conditions to define an \(m\)-accretive operator.

**Theorem 2.4.** The boundary conditions satisfying Assumption 2.1 define an \(m\)-accretive Laplace operator \(-\Delta(A, B)\) whenever one of the following equivalent conditions is satisfied

\[(i) \text{ Re } (AB^\dagger) \leq 0; \]

\[(ii) \mathcal{G}(i\varepsilon; A, B) \text{ defined in (2.7) is a contraction for some (and, thus, for all) } \varepsilon > 0.\]
Note that for self-adjoint Laplace operators $-\Delta(A, B)$ this result has been obtained earlier in [31]. We emphasize that in general the sufficient conditions of Theorem 2.4 need not be necessary. This follows from Example 3.8 below.

Although Theorem 2.4 is stated for differential operators on graphs, using a concept of the boundary triple (see, e.g., [25]), this result can be translated to an abstract setting, where $\Delta^0$ is replaced by an arbitrary closed positive symmetric operator on a Hilbert space. A different description of m-accretive extensions has been obtained by Tsekanovskii and his coauthors (see [50], [49] and references quoted therein).

The methods we use to prove Theorem 2.4 can also be applied to treat m-dissipative extensions of the symmetric operator $-\Delta^0$. In particular, we obtain a complete characterization of all m-dissipative extensions, a result which alternatively can be deduced from Theorem 2 in [25].

**Theorem 2.5.** An extension $-\Delta$ of the symmetric operator $-\Delta^0$ is m-dissipative if and only if the subspace

$$\mathcal{M} := \{[\psi] \mid \psi \in \text{Dom}(\Delta)\} \subset dK$$

admits the representation $\mathcal{M} = \text{Ker}(A, B)$ with $(A, B)$ satisfying Assumption 2.1 and, in addition, one of the following equivalent conditions is satisfied

(i) $\text{Im}(AB^\dagger) \leq 0$;

(ii) $S(-k; A, B)$ defined in (2.7) is a contraction for some (and, thus, for all) $k > 0$.

Recall (see [27], [28], and [30]) that the extension $-\Delta$ is self-adjoint if and only if the subspace $\mathcal{M}$ admits the representation $\mathcal{M} = \text{Ker}(A, B)$ with $(A, B)$ satisfying Assumption 2.1 and, in addition, either $AB^\dagger$ is self-adjoint or, equivalently, $S(-k; A, B)$ is unitary.

The proofs of Theorems 2.3, 2.4, 2.5 will be given in Section 3.

### 2.1. Local boundary Conditions

With respect to the orthogonal decomposition (2.8) any element $\chi$ of $K$ can be represented as a block-vector

$$\chi = \begin{pmatrix} \chi_e \in \mathcal{E} \\ \chi_i^- \in \mathcal{I} \\ \chi_i^+ \in \mathcal{I} \end{pmatrix}. \tag{2.10}$$

Consider the orthogonal decomposition

$$\mathcal{K} = \bigoplus_{v \in V} \mathcal{L}_v \tag{2.11}$$

with $\mathcal{L}_v$ the linear subspace of dimension $\text{deg}(v)$ spanned by those elements (2.10) of $\mathcal{K}$ which satisfy

$$\chi_e = 0 \quad \text{if} \quad e \in \mathcal{E} \quad \text{is not incident with the vertex} \quad v,$n

$$\chi_i^- = 0 \quad \text{if} \quad v \quad \text{is not an initial vertex of} \quad i \in \mathcal{I},$$

$$\chi_i^+ = 0 \quad \text{if} \quad v \quad \text{is not a terminal vertex of} \quad i \in \mathcal{I}. \tag{2.12}$$

Obviously, the subspaces $\mathcal{L}_{v_1}$ and $\mathcal{L}_{v_2}$ are orthogonal if $v_1 \neq v_2$.

Set $d\mathcal{L}_v := \mathcal{L}_v \oplus \mathcal{L}_v \cong \mathbb{C}^{2\text{deg}(v)}$. Obviously, each $d\mathcal{L}_v$ inherits a symplectic structure from $d\mathcal{K}$ in a canonical way, such that the orthogonal and symplectic decomposition

$$\bigoplus_{v \in V} d\mathcal{L}_v = d\mathcal{K} \tag{2.13}$$

holds.

**Definition 2.6.** Given the graph $\mathcal{G} = \mathcal{G}(V, \mathcal{I}, \mathcal{E}, \partial)$, boundary conditions $(A, B)$ satisfying Assumption 2.7 are called local on $\mathcal{G}$ if the subspace $\mathcal{M}(A, B)$ of $\mathcal{K}$ admits an orthogonal decomposition

$$\mathcal{M}(A, B) = \bigoplus_{v \in V} \mathcal{M}_v, \tag{2.14}$$

where $\mathcal{M}_v$ are subspaces of $d\mathcal{L}_v$ of the form (2.6) satisfying Assumption 2.7.

Otherwise the boundary conditions are called non-local.
By Proposition 4.2 in [30], given the graph \( \mathcal{G} = (\mathcal{V}, \mathcal{I}, \mathcal{E}, \partial) \), the boundary conditions \((A, B)\) satisfying Assumption 2.1 are local on \( \mathcal{G} \) if and only if there is an invertible map \( \mathcal{C} : \mathcal{K} \rightarrow \mathcal{K} \) and linear transformations \( A_v \) and \( B_v \) in \( \mathcal{L}_v \) such that the simultaneous orthogonal decompositions

\[
CA = \bigoplus_{v \in \mathcal{V}} A_v \quad \text{and} \quad CB = \bigoplus_{v \in \mathcal{V}} B_v
\]

are valid such that \( \mathcal{M}_v = \mathcal{M}(A_v, B_v) \). Alternatively, the boundary conditions \((A, B)\) satisfying Assumption 2.1 are local on \( \mathcal{G} \) if and only if \( \mathcal{S}(k; \mathcal{M}(A, B)) \) admits an orthogonal decomposition

\[
\mathcal{S}(k; \mathcal{M}(A, B)) = \bigoplus_{v \in \mathcal{V}} \mathcal{S}(k; \mathcal{M}_v)
\]

with respect to (2.15).

**Definition 2.7.** A vector \( g \) is called positive (respectively strictly positive), in symbols \( g \succ 0 \) (respectively \( g \succ 0 \)), if all components of \( g \) satisfy \( g_j \geq 0 \) (respectively \( g_j > 0 \)). A \( \psi \equiv \{ \psi_j \}_{j \in \mathcal{I} \cup \mathcal{E}} \in \mathcal{H} \) is called positive, if \( \psi(x) \succ 0 \) for Lebesgue almost all \( x \). A semigroup \( e^{t\Delta(M)} \) is called positivity preserving if \( e^{t\Delta(M)} \psi \) is positive for all positive \( \psi \in \mathcal{H} \).

We say that a \( \psi \equiv \{ \psi_j \}_{j \in \mathcal{I} \cup \mathcal{E}} \in \mathcal{H} \) is continuous, if \( \psi_j(x_j) \) is continuous for all \( j \in \mathcal{E} \cup \mathcal{I} \) and their boundary values agree at all vertices \( v \in \mathcal{V} \) with \( \deg(v) \geq 2 \), that is, for any vertex \( v \in \mathcal{V} \) with \( \deg(v) \geq 2 \) there is a number \( c_v \in \mathbb{C} \) such that

\[
\psi_j(0) = c_v \quad \text{for all} \quad j \in \mathcal{E} \cup \mathcal{I} \quad \text{with} \quad \partial^-(j) = v
\]

and

\[
\psi_j(a_j) = c_v \quad \text{for all} \quad j \in \mathcal{E} \cup \mathcal{I} \quad \text{with} \quad \partial^+(j) = v.
\]

**Definition 2.8.** We write

\[
\text{Dom}(\Delta(M)) \subset \mathcal{C}(\mathcal{G})
\]

if all \( \psi \in \text{Dom}(\Delta(M)) \) are continuous. A semigroup \( e^{t\Delta(M)} \) is called continuity preserving if \( e^{t\Delta(M)} \psi \) is continuous for all continuous \( \psi \in \mathcal{H} \).

The following result provides a criterion ensuring that local boundary conditions define a Laplace operator generating a strongly continuous contraction semigroup preserving both continuity and positivity. We set

\[
h_v := \begin{pmatrix} 1 & 1 & \ldots & 1 \end{pmatrix}^T \in \mathcal{L}_v.
\]

Obviously, \( \|h_v\|^2 = \deg(v) \).

**Theorem 2.9.** Assume that the graph \( \mathcal{G} \) has no tadpoles. Assume that the boundary conditions \((A, B)\) are local. The Laplace operator \(-\Delta(A, B)\) generates a strongly continuous contraction semigroup preserving both continuity and positivity whenever any of the following equivalent conditions holds:

(i) Up to equivalence the boundary conditions \((A_v, B_v)\) are given by

\[
A_v = 1 + \frac{\alpha_v}{\|h_v\|^2} h_v \langle h_v, \cdot \rangle, \quad B_v = h_v \langle g_v, \cdot \rangle,
\]

where \( g_v = ch_v \) with \( \text{Re} c \leq 0 \) if \( \alpha_v = 0 \) and \( c \in \mathbb{C} \setminus \{0\} \) if \( \alpha_v = -1 \).

(ii) If \( \deg(v) \geq 2 \), up to equivalence the boundary conditions \((A_v, B_v)\) are given by

\[
A_v = \begin{pmatrix} 1 & -1 & 0 & \ldots & 0 & 0 \\ 0 & 1 & -1 & \ldots & 0 & 0 \\ 0 & 0 & 1 & \ldots & 0 & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & 0 & \ldots & 1 & -1 \\ 0 & 0 & 0 & \ldots & 0 & -\gamma_v \end{pmatrix}, \quad B_v = \begin{pmatrix} 0 & 0 & 0 & \ldots & 0 & 0 \\ 0 & 0 & 0 & \ldots & 0 & 0 \\ 0 & 0 & 0 & \ldots & 0 & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & 0 & \ldots & 0 & 0 \\ p & p & p & \ldots & p & p \end{pmatrix},
\]

with some \( \gamma_v \in \mathbb{C} \), \( \text{Re} \gamma_v \geq 0 \), \( p \geq 0 \), and \( p \neq 0 \) if \( \gamma_v = 0 \).
Observe that if $\gamma_v \in \mathbb{R}$, then the boundary conditions define a self-adjoint Laplace operator with the so-called $\delta$-type interaction of strength $\gamma_v$ [15]. For $\gamma_v = 0$ one has the so-called standard boundary conditions (see Example 2.6 in [32]).

The proof of Theorem 2.9 is given in Section 5.

The semigroup theory in the Hilbert space $\mathcal{H}$ can be used to study the semigroups in other functional spaces on metric graphs. In particular, our results make it possible to give a complete characterization of generators of Feller semigroups on graphs with no internal edges. This result is important in the context of stochastic processes on metric graphs.

Let $C_0(G)$ denote the set of all continuous functions on the graph vanishing at infinity (if $E \neq \emptyset$) endowed with the supremum norm. Obviously, $C_0(G)$ is a Banach space. Denote by $C_0^2(G)$ the subset of $C_0(G)$ formed by functions which are twice continuously differentiable on the interior of each edge of the graph and such that their second derivatives are continuous at the vertices. Denote by $\Delta(A, B)$ the differential operator on $C_0(G)$ defined by relations similar to (2.2) with domain

\begin{equation}
\text{Dom}(\Delta(A, B)) = \{ \psi \in C_0^2(G) \mid A\psi + B\psi' = 0 \}.
\end{equation}

Standard arguments show that $\Delta(A, B)$ is a closed, densely defined operator.

Following the standard terminology we say that $-\Delta(A, B)$ generates a Feller semigroup $e^{-\Delta(A, B)}$ on $C_0(G)$ if $e^{-\Delta(A, B)}$ is strongly continuous, preserves positivity, and a contraction with respect to the supremum norm.

**Theorem 2.10.** Assume that the graph $G$ has no internal lines, that is, $I = \emptyset$. Let the boundary conditions $(A_v, B_v)$ be local. The operator $-\Delta(A, B)$ on $C_0(G)$ generates a Feller semigroup if and only if any of the following equivalent conditions holds:

(i) Up to equivalence the boundary conditions $(A_v, B_v)$ are given by

\begin{equation}
A_v = 1 + \frac{\alpha_v}{||h_v||^2} h_v \langle h_v, \cdot \rangle, \quad B_v = h_v \langle g_v, \cdot \rangle,
\end{equation}

with some $\alpha_v \in \{0, -1\}$ and some $g_v \in \mathcal{L}_v$, $g_v \prec 0$, subject to the additional restriction $g_v \neq 0$ if $\alpha_v = -1$.

(ii) If $\deg(v) \geq 2$, up to equivalence the boundary conditions $(A_v, B_v)$ are given by

\begin{align*}
A_v &= \begin{pmatrix} 1 & -1 & 0 & \ldots & 0 & 0 \\
0 & 1 & -1 & \ldots & 0 & 0 \\
0 & 0 & 1 & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \ldots & 1 & -1 \\
0 & 0 & 0 & \ldots & 0 & -\gamma_v \end{pmatrix}, \quad B_v = \begin{pmatrix} 0 & 0 & 0 & \ldots & 0 & 0 \\
0 & 0 & 0 & \ldots & 0 & 0 \\
0 & 0 & 0 & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
p_1 & p_2 & p_3 & \ldots & p_{n-1} & p_n \end{pmatrix},
\end{align*}

$n = \deg(v)$, with some $\gamma_v \geq 0$, $p_v = (p_1, p_2, \ldots, p_n) \succ 0$ subject to the additional restriction $p_v \neq 0$ if $\gamma_v = 0$.

The proof of Theorem 2.10 is given in Section 6. For general graphs we will prove also a slightly weaker result close to Theorem 2.10 (see Theorem 6.1 below). In [33] we provide a probabilistic proof of Theorem 2.10.

We note that Theorem 2.10 is related to a result by Lumer in [37]. Under the assumption that the boundary conditions are given by (2.18) with $\alpha_v = -1$, Theorem 3.1 in [37] states that $-\Delta(A, B)$ generates a $C_0(G)$-contraction semigroup if and only if either $g_v \succ 0$ or $g_v \prec 0$ with $g_v \neq 0$ holds.

### 3. ACCRETIVE AND DISSIPATIVE LAPLACE OPERATORS

In this section we will prove Theorems 2.3, 2.4, and 2.5. We start with some auxiliary results.

**Lemma 3.1.** The following statements hold under Assumption 2.7:

(i) $A - \varkappa B$ is invertible for all $\varkappa > 0$ whenever $\text{Re}(AB^*) \leq 0$,

(ii) $A - ikB$ is invertible for all $k > 0$ whenever $\text{Im}(AB^*) \leq 0$.

**Proof.** (i) Assume to the contrary that $A - \varkappa B$ is not invertible for some $\varkappa > 0$. Then there is $\chi \in \mathcal{K}$ such that

\begin{equation}
(A^* - \varkappa B^*)\chi = 0.
\end{equation}
Hence, \( AA^\dagger \chi - \imath \varkappa AB^\dagger \chi = 0 \). This implies the equality
\[
\langle \chi, AA^\dagger \chi \rangle - \imath \varkappa (\chi, \text{Re} (AB^\dagger) \chi) = 0.
\]
From this it follows that
\[
\langle \chi, AA^\dagger \chi \rangle = \imath \varkappa (\chi, \text{Re} (AB^\dagger) \chi).
\]
Since \( \langle \chi, AA^\dagger \chi \rangle \geq 0 \) and \( \langle \chi, \text{Re} (AB^\dagger) \chi \rangle \leq 0 \), we obtain \( \langle \chi, AA^\dagger \chi \rangle = 0 \), which implies \( A^\dagger \chi = 0 \). By (3.1) we have \( B^\dagger \chi = 0 \), which contradicts Assumption 2.1

(ii) Assume to the contrary that \( A - \imath k B \) is not invertible for some \( k > 0 \). Then there is \( \chi \in \mathcal{K} \) such that
\[
(A^\dagger + \imath k B^\dagger) \chi = 0.
\]
Hence, \( AA^\dagger \chi + \imath k AB^\dagger \chi = 0 \). This implies the equality
\[
\langle \chi, AA^\dagger \chi \rangle - k \langle \chi, \text{Im} (AB^\dagger) \chi \rangle + \imath k \langle \chi, \text{Re} (AB^\dagger) \chi \rangle = 0.
\]
From this it follows that
\[
\langle \chi, AA^\dagger \chi \rangle = k \langle \chi, \text{Im} (AB^\dagger) \chi \rangle.
\]
Since \( \langle \chi, AA^\dagger \chi \rangle \geq 0 \) and \( \langle \chi, \text{Im} (AB^\dagger) \chi \rangle \leq 0 \), we obtain \( \langle \chi, AA^\dagger \chi \rangle = 0 \), which implies \( A^\dagger \chi = 0 \). By (3.2) we have \( B^\dagger \chi = 0 \), which contradicts Assumption 2.1

**Lemma 3.2.** Under Assumption 2.1 the operator \( AA^\dagger + BB^\dagger \) is invertible and the orthogonal projection \( P_{\mathcal{M}^\perp} \) in \( \mathcal{K} \) onto the subspace
\[
\mathcal{M}^\perp := \text{Ran} \begin{pmatrix} A^\dagger \\ B^\dagger \end{pmatrix}
\]
orthogonal to the subspace \( \mathcal{M} \) defined in (2.6), is given by
\[
P_{\mathcal{M}^\perp} = \begin{pmatrix} A^\dagger \\ B^\dagger \end{pmatrix} (AA^\dagger + BB^\dagger)^{-1}(A, B).
\]

**Proof.** Assume that there is a \( \chi \in \mathcal{K} \) such that \( (AA^\dagger + BB^\dagger) \chi = 0 \). Then
\[
\langle \chi, (AA^\dagger + BB^\dagger) \chi \rangle = \langle A^\dagger \chi, A^\dagger \chi \rangle + \langle B^\dagger \chi, B^\dagger \chi \rangle = 0.
\]
Thus, \( A^\dagger \chi = B^\dagger \chi = 0 \). Hence, \( \chi \) is orthogonal to both, \( \text{Ran} A \) and \( \text{Ran} B \), which contradicts Assumption 2.1

It is straightforward to verify that (3.3) defines an orthogonal projection. The inclusion \( \text{Ran} \ P_{\mathcal{M}^\perp} \subset \mathcal{M}^\perp \) is obvious. Conversely, a direct calculation shows that
\[
P_{\mathcal{M}^\perp} \begin{pmatrix} A^\dagger \chi \\ B^\dagger \chi \end{pmatrix} = \begin{pmatrix} A^\dagger \chi \\ B^\dagger \chi \end{pmatrix}
\]
for any \( \chi \in \mathcal{K} \) and, hence, \( \mathcal{M}^\perp \subset \text{Ran} \ P_{\mathcal{M}^\perp} \). Thus, we have \( \text{Ran} \ P_{\mathcal{M}^\perp} = \mathcal{M}^\perp \). \( \square \)

Assume now that \( (A, B) \) satisfies Assumption 2.1 and consider the Laplace operator \( \Delta (\mathcal{M}) \) corresponding to the subspace \( \mathcal{M} = \mathcal{M}(A, B) \). For any \( \varphi \in \text{Dom}(\Delta (\mathcal{M})) \) its quadratic form is given by
\[
\langle \varphi, -\Delta (\mathcal{M}) \varphi \rangle_{\mathcal{H}} = \sum_{j \in E \cup J} \langle \varphi_j, \varphi_j' \rangle_{\mathcal{H}_j} + \langle \langle \varphi | Q | \varphi \rangle \rangle_{\mathcal{K},}.
\]
where \( Q = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix} \) with respect to the orthogonal decomposition \( \mathcal{K} = \mathcal{K} \perp \mathcal{K} \). Observe that
\[
\text{Re} \langle \varphi, -\Delta (\mathcal{M}) \varphi \rangle_{\mathcal{H}} = \sum_{j \in E \cup J} \langle \varphi_j, \varphi_j' \rangle_{\mathcal{H}_j} + \text{Re} \langle \langle \varphi | Q | \varphi \rangle \rangle_{\mathcal{K},},
\]
\[
\text{Im} \langle \varphi, -\Delta (\mathcal{M}) \varphi \rangle_{\mathcal{H}} = \text{Im} \langle \langle \varphi | Q | \varphi \rangle \rangle_{\mathcal{K},}
\]
and
\[
\langle \langle \varphi | Q | \varphi \rangle \rangle_{\mathcal{K}} = \langle \langle \varphi | P_M Q P_M | \varphi \rangle \rangle_{\mathcal{K}},
\]
where \( P_M = 1 - P_{\mathcal{M}^\perp} \).

Thus, we obtain the following result:

**Proposition 3.3.** Under Assumption 2.1 the operator \( -\Delta (\mathcal{M}) \)

(i) is dissipative if and only if \( \text{Im} \ P_M Q P_M \geq 0 \);
(ii) is accretive whenever \( \text{Re } P_M Q P_M \geq 0 \).

The following result establishes a connection between properties of the product \( AB^\dagger \) and of the operator \( \mathcal{S} \) defined in (2.7).

**Lemma 3.4.** Under Assumption 2.7 the inequality \( \text{Re } AB^\dagger \leq 0 \) holds if and only if \( \| \mathcal{S}(i\kappa; A, B) \| \leq 1 \) for some (and, thus, for all) \( \kappa > 0 \). Under the same assumption the inequality \( \text{Im } AB^\dagger \leq 0 \) holds if and only if \( \| \mathcal{S}(-k; A, B) \| \leq 1 \) for some (and, thus, for all) \( k > 0 \).

**Proof.** Assume that \( \text{Re } AB^\dagger \leq 0 \). By Lemma 2.1 \( A - \kappa B \) is invertible for all \( \kappa > 0 \), that is, \( \mathcal{S}(i\kappa; A, B) \) is well-defined by (2.7). Observe that the boundary conditions \( (A, B) \) are equivalent to the boundary conditions \( (A_\mathcal{S}, B_\mathcal{S}) \) with

\[
A_\mathcal{S} = -\frac{1}{2}(\mathcal{S} - 1), \quad B_\mathcal{S} = -\frac{1}{2\kappa}(\mathcal{S} + 1),
\]

where \( \mathcal{S} := \mathcal{S}(i\kappa; A, B) \). Indeed, this follows from the equalities

\[
(A - \kappa B)A_\mathcal{S} = A \quad \text{and} \quad (A - \kappa B)B_\mathcal{S} = B.
\]

Therefore, by Sylvester’s Inertia Law the inequality \( \text{Re } AB^\dagger \leq 0 \) holds if and only if \( \text{Re } A_\mathcal{S} B_\mathcal{S}^\dagger \leq 0 \). Due to (3.4) we have

\[
A_\mathcal{S} B_\mathcal{S}^\dagger = \frac{1}{4\kappa}(\mathcal{S}\mathcal{S}^\dagger - 1) + \frac{i}{2\kappa} \text{Im } \mathcal{S}.
\]

Hence, \( \text{Re } A_\mathcal{S} B_\mathcal{S}^\dagger \leq 0 \) is equivalent to the inequality \( \mathcal{S}\mathcal{S}^\dagger \leq 1 \). Thus, \( \mathcal{S}^\dagger \) is a contraction and, hence, also its adjoint \( \mathcal{S} \).

Conversely, assume that \( \mathcal{S}(i\kappa_0; A, B) \) is a contraction for some \( \kappa_0 > 0 \). Then the preceding arguments show that \( \text{Re } A_\mathcal{S} B_\mathcal{S}^\dagger \leq 0 \), which again by Sylvester’s Inertia Law implies \( \text{Re } AB^\dagger \leq 0 \). Herewith we also conclude that \( \mathcal{S}(i\kappa; A, B) \) is a contraction for all \( \kappa > 0 \).

We turn to the proof of the second statement. Assume that \( \text{Im } AB^\dagger \leq 0 \). By Lemma 3.1 \( A - i\kappa B \) is invertible for all \( k > 0 \), that is, \( \mathcal{S}(-k; A, B) \) is well-defined by (2.7). Observe that the boundary conditions \( (A, B) \) are equivalent to the boundary conditions \( (A_\mathcal{S}, B_\mathcal{S}) \) with

\[
A_\mathcal{S} = -\frac{1}{2}(\mathcal{S} - 1), \quad B_\mathcal{S} = -\frac{1}{2i\kappa}(\mathcal{S} + 1),
\]

where \( \mathcal{S} := \mathcal{S}(-k; A, B) \). Indeed, this follows from the equalities

\[
(A - i\kappa B)A_\mathcal{S} = A \quad \text{and} \quad (A - i\kappa B)B_\mathcal{S} = B.
\]

Therefore, by Sylvester’s Inertia Law the inequality \( \text{Im } AB^\dagger \leq 0 \) holds if and only if \( \text{Im } A_\mathcal{S} B_\mathcal{S}^\dagger \leq 0 \). Due to (3.5) we have

\[
A_\mathcal{S} B_\mathcal{S}^\dagger = \frac{1}{4i\kappa}(1 - \mathcal{S}\mathcal{S}^\dagger) - \frac{1}{2i\kappa} \text{Im } \mathcal{S}.
\]

Hence, \( \text{Im } A_\mathcal{S} B_\mathcal{S}^\dagger \leq 0 \) is equivalent to the inequality \( \mathcal{S}\mathcal{S}^\dagger \leq 1 \). Thus, \( \mathcal{S}^\dagger \) is a contraction.

Conversely, assume that \( \mathcal{S}(-k_0; A, B) \) is a contraction for some \( k_0 > 0 \). Then the preceding arguments show that \( \text{Im } A_\mathcal{S} B_\mathcal{S}^\dagger \leq 0 \), which again by Sylvester’s Inertia Law implies \( \text{Im } AB^\dagger \leq 0 \). Herewith we also conclude that \( \mathcal{S}(-k; A, B) \) is a contraction for all \( k > 0 \). \( \square \)

Using (3.3) a simple calculation leads to

\[
P_{M^\perp} Q P_{M^\perp} = \begin{pmatrix} A^\dagger & B^\dagger \end{pmatrix} \begin{pmatrix} AA^\dagger + BB^\dagger \end{pmatrix}^{-1} \begin{pmatrix} AA^\dagger + BB^\dagger \end{pmatrix}^{-1} \begin{pmatrix} A^\dagger & B^\dagger \end{pmatrix}
\]

such that

\[
\text{Re } P_{M^\perp} Q P_{M^\perp} = \begin{pmatrix} A^\dagger & B^\dagger \end{pmatrix} \begin{pmatrix} AA^\dagger + BB^\dagger \end{pmatrix}^{-1} \text{Re } (AB^\dagger)(AA^\dagger + BB^\dagger)^{-1} \begin{pmatrix} A^\dagger & B^\dagger \end{pmatrix}
\]

and

\[
\text{Im } P_{M^\perp} Q P_{M^\perp} = \begin{pmatrix} A^\dagger & B^\dagger \end{pmatrix} \begin{pmatrix} AA^\dagger + BB^\dagger \end{pmatrix}^{-1} \text{Im } (AB^\dagger)(AA^\dagger + BB^\dagger)^{-1} \begin{pmatrix} A^\dagger & B^\dagger \end{pmatrix}.
\]

In the sequel we will need the following lemma with the notation \( P^\perp = 1 - P \) for orthogonal projections. We formulate this lemma in the general setting of possibly infinite-dimensional separable Hilbert spaces.
Lemma 3.5. Let $P_1$ and $P_2$ be orthogonal projections in a separable Hilbert space. If the difference $P_1 - P_2$ is compact and the pair $(P_1, P_2)$ has vanishing Fredholm index in the sense of [4], ind$(P_1, P_2) = 0$, then the following conditions are equivalent:

(i) $P_1^+(P_2 - P_2^+)P_1^+ \geq 0$,
(ii) $P_1^+(P_2 - P_2^+)P_1^+ \leq 0$.

Proof. (i) $\Rightarrow$ (ii). Observe that

$$P_1^+(P_2 - P_2^+)P_1^+ + P_1^+ = P_1^+(P_2 - P_1)P_1^+ - P_1^+(P_2^+ - P_1)P_1^+$$

is compact. Thus, the bounded self-adjoint operator $P_1^+(P_2 - P_2^+)P_1^+$ has pure point spectrum.

Assume that (ii) does not hold, that is, the operator $P_1^+(P_2 - P_2^+)P_1^+$ has a positive eigenvalue $\lambda > 0$.

Denote by $\chi \in \text{Ran } P_1^+$ a corresponding eigenvector.

If $P_1^+(P_2 - P_2^+)\chi = 0$, then we have $(P_2 - P_2^+)\chi = \lambda \chi$. Hence, $\chi \in \text{Ran } P_1$ and $\lambda = 1$. We arrive at the conclusion $\chi \in \text{Ran } P_1^+ \cap \text{Ran } P_2$. Since ind$(P_1, P_2) = 0$, there is a nonzero $\chi'$ lying in $\text{Ran } P_1 \cap \text{Ran } P_2^+$. Obviously,

$$P_1^+(P_2 - P_2^+)P_1^+ \chi' = -\chi',$$

which contradicts (i).

We turn to the case $P_1^+(P_2 - P_2^+)\chi \neq 0$. Then $0 \neq \widehat{\chi'} \in \text{Ran } P_1$ such that

$$(3.9) \quad (P_2 - P_2^+)\chi = \lambda \chi + \widehat{\chi}.$$

This equality implies that

$$P_1^+(P_2 - P_2^+)\chi = \widehat{\chi}.$$

Since $\chi \in \text{Ran } P_1^+$, it follows from (3.9) and $(P_2 - P_2^+)^2 = 1$ that

$$P_1^+(P_2 - P_2^+) \widehat{\chi} = P_1^+(P_2 - P_2^+)^2 \chi - \lambda P_1^+(P_2 - P_2^+) \chi$$

$$= P_1^+ \chi - \lambda \chi = -\lambda \chi$$

is valid. Hence, $P_1^+(P_2 - P_2^+)P_1^+ \chi = -\lambda \chi$ with $\lambda > 0$, which again contradicts (i).

The proof of the implication (ii) $\Rightarrow$ (i) is similar and will, therefore, be omitted. $\square$

Lemma 3.6. Under Assumption 2.1 the inequality

$$(3.10) \quad \text{Re } \mathcal{P}_{M} \mathcal{Q} \mathcal{P}_{M} \geq 0$$

holds if and only if $\text{Re } (AB^d) \leq 0$. Similarly, the inequality

$$(3.11) \quad \text{Im } \mathcal{P}_{M} \mathcal{Q} \mathcal{P}_{M} \geq 0$$

holds if and only if $\text{Im } (AB^d) \leq 0$.

Proof. 1. We have

$$(3.12) \quad \text{Re } Q = \frac{1}{2} \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} = \frac{1}{2} P_+ - \frac{1}{2} P_-,$$

where

$$(3.13) \quad P_{\pm} := \frac{1}{2} \begin{pmatrix} 1 & \mp i \pm i \\ \mp i & 1 \end{pmatrix}$$

are orthogonal projections onto the eigenspaces of $\text{Re } Q$, corresponding to the eigenvalues $\pm \frac{1}{2}$, respectively. It follows from (3.13) and (3.12) that the inequality

$$(3.14) \quad P_{M+}(P_+ - P_-)P_{M+} \leq 0$$

holds if and only if $\text{Re } (AB^d) \leq 0$. Since $P_+$ and $P_{M}$ have equal dimensions, Lemma 3.5 can be applied, thus, showing that inequality (3.14) holds if and only if $P_{M}(P_+ - P_-)P_{M} \geq 0$.

2. We turn to the proof of the second part of the lemma. We have

$$(3.15) \quad \text{Im } Q = \frac{1}{2i} \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} = \frac{1}{2} P'_+ - \frac{1}{2} P'_-,$$

where

$$(3.16) \quad P'_\pm := \frac{1}{2} \begin{pmatrix} 1 & \mp i \\ \pm i & 1 \end{pmatrix}$$
are orthogonal projections onto the eigenspaces of \( \text{Im } Q \), corresponding to the eigenvalues \( \pm \frac{1}{2} \), respectively. From (3.8) and (3.15) it follows that the inequality

\[
(3.17) \quad P_{M^+} (P'_+ - P'_-) P_{M^+} \leq 0
\]

holds if and only if \( \text{Im } (AB^\dagger) \leq 0 \). Since \( P'_+ \) and \( P_M \) have equal dimensions, by Lemma 3.5 inequality (3.17) holds if and only if \( P_M (P'_+ - P'_-) P_M \geq 0 \).

This completes the proof of the lemma. \( \square \)

For the proof of Theorem 2.3 we need the following lemma.

**Lemma 3.7.** An accretive extension \( -\Delta(A, B) \) of the symmetric positive operator \( -\Delta^0 \) defined in (2.2) is \( m \)-accretive if and only if \( (A, B) \) satisfies Assumption 2.1.

**Proof.** Assume that the map \( (A, B) : dK \to K \) is not surjective. Then

\[
\text{Ker } \left( \begin{array}{c} A \vspace{1mm} \\ B \end{array} \right)^\dagger = \text{Ker } A^\dagger \cap \text{Ker } B^\dagger
\]

is nontrivial. A direct calculation shows that the equation \( (-\Delta(A, B) + 1) \psi = 0 \) possesses a solution \( \psi \in H \) of the form

\[
(3.18) \quad \psi_j(x; k) = \begin{cases} s_j e^{-x_j} & \text{for } j \in E, \\ \alpha_j e^{-x_j} + \beta_j e^{x_j} & \text{for } j \in I \end{cases}
\]

if and only if the vectors \( s = \{ s_e \}_{e \in E} \in K_E, \alpha = \{ \alpha_i \}_{i \in I} \in K_I^{(-)}, \) and \( \beta = \{ \beta_i \}_{i \in I} \in K_I^{(+)} \) satisfy the homogeneous equation

\[
(3.19) \quad Z(A, B) \left( \begin{array}{c} s \\ \alpha \\ \beta \end{array} \right) = 0,
\]

with \( Z(A, B) := AX - BY \), where

\[
(3.20) \quad X = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 1 \\ 0 & e^{-2} & e^{+2} \end{pmatrix} \quad \text{and} \quad Y = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & -1 \\ 0 & -e^{-2} & e^{+2} \end{pmatrix}.
\]

The diagonal \( |I| \times |I| \) matrices \( e^{\pm 2} \) are given by

\[
(3.21) \quad [e^{\pm 2}]_{jk} = \delta_{jk} e^{\pm \alpha_j} \quad \text{for } j, k \in I.
\]

Equation (3.19) has indeed a nontrivial solution, since

\[
\text{Ker } Z(A, B)^\dagger = \text{Ker } (X^\dagger A^\dagger - Y^\dagger B^\dagger) \supset \text{Ker } A^\dagger \cap \text{Ker } B^\dagger
\]

is not surjective. Thus, \( -1 \) does not belong to the resolvent set of \( -\Delta(A, B) \) and, hence, \( -\Delta(A, B) \) is not \( m \)-accretive.

Conversely, assume that \( -\Delta(A, B) \) is accretive and \( (A, B) \) satisfies Assumption 2.1. To prove that \( -\Delta(A, B) \) is \( m \)-accretive it suffices to show that \( -\Delta(A, B) \) has no proper accretive extensions. Suppose on the contrary that \( -\Delta' \) is a proper accretive extension. Without loss of generality we can assume that \( -\Delta' \) is \( m \)-accretive. Then

\[
\mathcal{N} := \{ [\psi] | \psi \in \text{Dom } (-\Delta') \} \supseteq \mathcal{M}(A, B) = \text{Ker } (A, B).
\]

Therefore, there is a pair \( (A', B') \) such that \( \mathcal{N} = \text{Ker } (A', B') \) and \( \Delta' = \Delta(A', B') \). Moreover, \( (A, B) : dK \to K \) is not surjective. By the preceding arguments \( -\Delta' \) is not \( m \)-accretive, a contradiction. \( \square \)

**Proof of Theorem 2.3** Assume that \( -\Delta \) is \( m \)-accretive. Consider the linear space

\[
\mathcal{M} := \{ [\psi] | \psi \in \text{Dom } (\Delta) \} \subset dK.
\]

If \( \dim \mathcal{M} \geq |E| + 2|I| \), then there exists \( A \) and \( B \) such that

\[
\mathcal{M} = \text{Ker } (A, B).
\]

Hence, \( \Delta = \Delta(A, B) \). By Lemma 3.7 \((A, B)\) satisfies Assumption 2.1 and, therefore, \( \dim \mathcal{M} = |E| + 2|I| \). Now assume that \( \dim \mathcal{M} < |E| + 2|I| \). The operator \( -\Delta \) is \( m \)-accretive if and only if its
adjoint $-\Delta^\dagger$ is m-accretive (see [26, Section V.3.10]). Let us compute the domain of $-\Delta^\dagger$. For any $\varphi \in \text{Dom}(\Delta)$ and $\psi \in \text{Dom}(\Delta^\dagger)$ we have

$$
\langle \psi, -\Delta \varphi \rangle_{\mathcal{H}} = \sum_{j \in E \cup I} \langle \psi_j', \varphi_j' \rangle_{\mathcal{H}_j} + \langle [\psi], [\varphi] \rangle_{\mathcal{K}}^\dagger
$$

$$
= \langle -\Delta^\dagger \psi, \varphi \rangle_{\mathcal{H}} = \sum_{j \in E \cup I} \langle \psi_j', \varphi_j' \rangle_{\mathcal{H}_j} + \langle Q[\psi], [\varphi] \rangle_{\mathcal{K}}^\dagger
$$

with $Q = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}$. This equality implies that

$$
\langle [\psi], \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} [\varphi] \rangle_{\mathcal{K}} = 0
$$

holds for all $\varphi \in \text{Dom}(\Delta)$ and $\psi \in \text{Dom}(\Delta^\dagger)$. Thus,

$$
\{[\psi]|\psi \in \text{Dom}(\Delta^\dagger)\} \subset \mathcal{K}^d
$$

is the orthogonal complement in $\mathcal{K}^d$ of the subspace

$$
\left\{ \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} [\varphi]|\varphi \in \text{Dom}(\Delta) \right\}.
$$

Since by the assumption the dimension of this subspace is smaller than $|E| + 2|I|$, we infer

$$
\dim \{[\psi]|\psi \in \text{Dom}(\Delta^\dagger)\} > |E| + 2|I|.
$$

By the preceding arguments $-\Delta^\dagger$ is not m-accretive, which is a contradiction. \hfill \Box

PROOFS OF THEOREMS 2.4 AND 2.8 are now obtained by combining Proposition 3.3, Lemma 3.4, and Lemma 3.6.

The following example shows that there are m-accretive Laplace operators $-\Delta(A, B)$ which do not satisfy condition (i) or (ii) in Theorem 2.4.

Example 3.8. On the graph depicted in Fig. 1 consider the Laplace operator $\Delta$ with the boundary conditions

$$
A\psi + B\psi' = 0,
$$

where

$$
A = \begin{pmatrix} 1 & 0 & -1 & 0 \\ 0 & 1 & 0 & -1 \\ -1 & 0 & 0 & 0 \\ 0 & 1/2 & 0 & 0 \end{pmatrix}, \quad B = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 1 & 0 & 1 & 0 \\ 0 & 1 & 0 & 1 \end{pmatrix},
$$

and where we use the following ordering: $\psi = (\psi_1(0), \psi_2(0), \psi_1(0), \psi_1(a))^T$. The boundary conditions (3.22) are, obviously, local in the sense of Definition 2.6. Moreover, $AB^\dagger = BA^\dagger$. Therefore, they define a self-adjoint operator. This operator is unitarily equivalent to the negative of the Laplace operator on the line with two $\delta$-interactions with coupling constants $+1$ and $-1/2$ separated by a distance $a > 0$, see [1, Section II.2.1]. Hence, the eigenvalues of the operator $-\Delta$ are given by $\lambda = -\kappa^2$, where $\kappa > 0$ is a solution of the equation

$$
(1 + \frac{1}{2\kappa}) \left(-2 + \frac{1}{2\kappa} \right) = \frac{e^{-2\kappa a}}{4\kappa^2}.
$$

It is easy to verify that for all $a \in (0, 1]$ equation (3.23) has no positive solutions. Hence, $\text{spec}(-\Delta) = [0, +\infty)$ and so, by the spectral theorem, the operator $-\Delta$ is accretive if $a \in (0, 1]$. At the same time the product $AB^\dagger$ does not satisfy the inequality $\text{Re}(AB^\dagger) \leq 0$.

We conclude this section with a description of resolvents of Laplace operators. The following result is an analogue of Lemma 4.2 in [31] for self-adjoint operators and can be proved in the exactly same way. The structure of the underlying Hilbert space $\mathcal{H}$ (2.1) naturally gives rise to the following definition of integral operators.

Any bounded operator $K$ on the Hilbert space $\mathcal{H}$ can be represented as a block-operator matrix with entries $K_{j,j'}$ acting from $L^2(I_j)$ to $L^2(I_{j'})$, $j, j' \in E \cup I$. If all $K_{j,j'}$ are integral operators, we will say that $K$ is an integral operator. More precisely, we adopt the following definition.
The graph from Example 3.8. The arrow shows the orientation of the internal edge i.

**Definition 3.9.** The operator $K$ on the Hilbert space $\mathcal{H}$ is called an integral operator if for all $j, j' \in E \cup I$ there are measurable functions $K_{j,j'}(\cdot, \cdot) : I_j \times I_{j'} \to \mathbb{C}$ with the following properties

(i) $K_{j,j'}(x_j, \cdot) \varphi_{j'}(\cdot) \in L^1(I_{j'})$ for almost all $x_j \in I_j$,

(ii) $\psi = K \varphi$ with

\[
(3.24) \quad \psi_j(x_j) = \sum_{j' \in E \cup I} \int_{I_{j'}} K_{j,j'}(x_j, y_{j'}) \varphi_{j'}(y_{j'}) \, dy_{j'}.
\]

The $(|I| + |E|) \times (|I| + |E|)$ matrix-valued function $(x, y) := (x_j, y_{j'})_{j, j' \in E \cup I} \mapsto K(x, y)$ with

\[
[K(x, y)]_{j,j'} = K_{j,j'}(x_j, y_{j'})
\]

is called the integral kernel of the operator $K$.

Below we will use the following shorthand notation for (3.24):

\[
\psi(x) = \int_{G} K(x, y) \varphi(y) \, dy.
\]

We remark in passing that considering that the integral kernel $K(x, y)$ depends on $x, y \in \times_{j \in E \cup I} I_j$ is consistent with the fact elements of the Hilbert space $\mathcal{H}$ (2.1) are (equivalence classes of) functions

\[
(\times_{j \in E \cup I} I_j) \ni x \mapsto (\psi_j(x_j))_{j \in E \cup I} \in \mathbb{C}^{|E| + |I|}
\]

with $\psi_j \in L^2(I_j)$.

There is a different but equivalent way to consider function spaces on metric graphs, which is, in particular, convenient when treating stochastic processes on them. A metric graph can be understood as a disjoint union of intervals $I_j$, where endpoints of $I_j$ and $I_{j'}$ are identified if and only if the edges $j$ and $j'$ are both incident with a vertex $v$. Since this union is a metric space with a natural Lebesgue measure, we may define the space $L^2(G)$ as a set of all equivalence classes of square integrable functions $X \mapsto \psi(x) \in \mathbb{C}$, where $x$ belongs to $I_j$ for some $j \in E \cup I$. Obviously, there is a natural isometric bijection between $\mathcal{H}$ and $L^2(G)$. In the present article we prefer to work with $\mathcal{H}$ rather than with $L^2(G)$, since this allows for a presentation of our calculations and results in a convenient and efficient way.

**Lemma 3.10.** For any subspace $\mathcal{M} = \mathcal{M}(A, B) \subset d^2 \mathcal{K}$ satisfying Assumption 2.7 the resolvent

\[
(-\Delta(\mathcal{M}) - k^2)^{-1} \quad \text{for} \quad k^2 \in \mathbb{C} \setminus \text{spec}(-\Delta(\mathcal{M})) \quad \text{with} \quad \det(A + ikB) \neq 0,
\]

is the integral operator with the $(|I| + |E|) \times (|I| + |E|)$ matrix-valued integral kernel $r_{\mathcal{M}}(x, y; k)$, $\text{Im} k > 0$, admitting the representation

\[
r_{\mathcal{M}}(x, y; k) = r^{(0)}(x, y; k)
\]

\[
+ \frac{i}{2k} \Phi(x, k) R_+(k; \omega)^{-1} \left[ I - \mathcal{G}(k; \mathcal{M}) T_-(k; \omega) \right]^{-1} \mathcal{G}(k; \mathcal{M}) R_+(k; \omega) \Phi(y, k)^T,
\]

where $\Phi(x, k)$ and $\Phi(y, k)$ are the characteristic functions of $x$ and $y$, respectively.
where \( R_+(k; \varrho) \) and \( T(k; \varrho) \) are defined by

\[
(3.26) \quad R_+(k; \varrho) := \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & \mathrm{e}^{-ik_2} \end{pmatrix}, \quad T(k; \varrho) := \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & \mathrm{e}^{ik_2} \\ 0 & \mathrm{e}^{ik_2} \end{pmatrix}
\]

with respect to the orthogonal decomposition (2.3). The matrix \( \Phi(x, k) \) is given by

\[
\Phi(x, k) := \begin{pmatrix} \phi(x, k) & 0 & 0 \\ 0 & \phi_+(x, k) & \phi_-(x, k) \end{pmatrix}
\]

with diagonal matrices \( \phi(x, k) = \text{diag}\{\mathrm{e}^{ikx_j}\}_{j \in I}, \phi_\pm(x, k) = \text{diag}\{\mathrm{e}^{\pm ikx_j}\}_{j \in I}, \phi_\pm(\varrho, k) = \phi_\pm(\varrho, k) \), and

\[
[r^{(0)}(x, y; k)]_{j,j'} = \frac{i\delta_{j,j'} \left| a_{k|y_j - y_{j'}} \right|}{2k}, \quad x_j, y_j \in I_j.
\]

If \( I = \emptyset \), representation (3.25) simplifies to

\[
(3.27) \quad r_{\mathcal{M}}(x, y; k) = r^{(0)}(x, y; k) + \frac{i}{2k} \phi(x, k) \mathcal{S}(k; \mathcal{M}) \phi(y, k).
\]

The integral kernel \( r_{\mathcal{M}}(x, y; k) \) is called Green’s function or Green’s matrix.

4. Continuity Property

Let \( (A, B) \) be local boundary conditions satisfying Assumption 2.1. Obviously, the inclusion

\[
\text{Dom}(\Delta(A, B)) \subset C(\Omega)
\]

(see Definition 2.8) holds if and only if for any \( v \in V' : = \{v \in V | \deg(v) \geq 2\} \) and for any \( \begin{pmatrix} \chi_0 \\ \chi_1 \end{pmatrix} \in \text{Ker}(A_v, B_v) \) the vector \( \chi_0 \in \mathcal{K} \) is a multiple of \( h_v \), defined in (2.16).

**Theorem 4.1.** For local boundary conditions \( (A, B) = \bigoplus_{v \in V} (A_v, B_v) \) satisfying Assumption 2.1, the following statements are equivalent:

(i) \( \text{Dom}(\Delta(A, B)) \subset C(\Omega) \);

(ii) For all \( v \in V' \) up to equivalence (in the sense of Definition 2.2) the boundary conditions \( (A_v, B_v) \) are given by

\[
(4.1) \quad A_v = 1 + \frac{\alpha_v}{\|h_v\|^2} h_v(h_v, \cdot), \quad B_v = h_v(g_v, \cdot)
\]

with some \( \alpha_v \in \{0, -1\} \) and some \( g_v \in \mathcal{L}_v \) (the case \( g_v = 0 \) is allowed and corresponds to the Dirichlet boundary conditions) subject to the additional restriction \( \langle h_v, g_v \rangle \neq 0 \) if \( \alpha_v = -1 \);

(iii) For all \( v \in V' \) up to equivalence (in the sense of Definition 2.2) the boundary conditions \( (A_v, B_v) \) are given by

\[
A_v = \begin{pmatrix} 1 & -1 & 0 & \ldots & 0 & 0 \\ 0 & 1 & -1 & \ldots & 0 & 0 \\ 0 & 0 & 1 & \ldots & 0 & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & 0 & \ldots & 1 & -1 \\ 0 & 0 & 0 & \ldots & 0 & -\gamma_v \end{pmatrix}, \quad B_v = \begin{pmatrix} 0 & 0 & 0 & \ldots & 0 & 0 \\ 0 & 0 & 0 & \ldots & 0 & 0 \\ 0 & 0 & 0 & \ldots & 0 & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & 0 & \ldots & 0 & 0 \\ p_1 & p_2 & p_3 & \ldots & p_{n-1} & p_n \end{pmatrix},
\]

\( n = \deg(v) \), with some \( \gamma_v \in \mathbb{C} \) and some \( p_v = (p_1, p_2, \ldots, p_n) \in \mathcal{L}_v \) subject to the additional condition \( \langle h_v, p_v \rangle \neq 0 \) if \( \gamma_v = 0 \) (the case \( p_v = 0, \gamma_v \neq 0 \) is allowed and corresponds to the Dirichlet boundary conditions).

**Remark 4.2.** Equations (4.1) can be stated equivalently as follows:

\[
(4.2) \quad \mathcal{S}(k; A_v, B_v) = -1 + \frac{2ik}{1 + ik\langle g_v, h_v \rangle} h_v(g_v, \cdot) \quad \text{if} \quad \alpha_v = 0
\]

and

\[
(4.3) \quad \mathcal{S}(k; A_v, B_v) = -1 + \frac{2}{\langle g_v, h_v \rangle} h_v(g_v, \cdot) \quad \text{if} \quad \alpha_v = -1.
\]

Before we turn to the proof of this theorem, we present a simple corollary.
Corollary 4.3. Local boundary conditions \((A, B) = \bigoplus_{v \in V}(A_v, B_v)\) define a self-adjoint Laplace operator with \(\text{Dom}(\Delta(A, B)) \subset C(G)\) if and only if for all \(v \in V\) up to equivalence (in the sense of Definition 2.2) the boundary conditions \((A_v, B_v)\) are given by
\[
A_v = 1 + \frac{\alpha_v}{\|h_v\|^2} h_v \langle h_v, \cdot \rangle, \quad B_v = \beta_v h_v \langle h_v, \cdot \rangle
\]
with some \(\alpha_v \in \{0, -1\}\), \(\beta_v \in \mathbb{R}\) and
\[
\text{Im } A_v B_v^\dagger = 0 \quad \text{for all } v \in V \setminus V'.
\]
The equality \(\beta_v = 0\) may only hold if \(\alpha_v = 0\) (Dirichlet boundary conditions).

Equivalently, the above statement holds if and only if the boundary conditions \((A_v, B_v)\) are equivalent either to the Dirichlet boundary conditions \((1, 0)\) or to the \(\delta\)-type boundary conditions with an arbitrary coupling constant \(\gamma_v\) as considered in Example 2.6 in \([32]\).

Proof. The Laplace operator \(\Delta(A, B)\) is self-adjoint if and only if \(A_v B_v^\dagger\) is self-adjoint for any \(v \in V\) (see \([27]\)). If \(\alpha_v = 0\), then \(A_v B_v^\dagger\) is self-adjoint if and only if \(B_v\) is self-adjoint. Theorem 4.1 implies now the claim. If \(\alpha_v = -1\), then
\[
A_v B_v^\dagger = g_v \langle h_v, \cdot \rangle - \frac{1}{\|h_v\|^2} \langle h_v, g_v \rangle h_v \langle h_v, \cdot \rangle
\]
is self-adjoint if and only if \(g_v = \beta_v h_v\) with some real \(\beta_v\). Moreover, \((A_v, B_v)\) has maximal rank if and only if \(\beta_v \neq 0\). Again from Theorem 4.1 the claim follows. \(\Box\)

Remark 4.4. Observe that the boundary conditions referred to in Corollary 4.3 are invariant with respect to permutations of edges. A somewhat related result is Proposition 2.1 in the article \([16]\) by Exner and Turek, which implies that the \(\delta\)-type boundary conditions are the only permutation invariant boundary conditions for which all functions in the domain of \(\Delta(A, B)\) are continuous.

The remainder of this section is devoted to a proof of Theorem 4.1.

(i)⇒(ii). Consider the subspace \(dL_v\) associated with an arbitrary vertex \(v \in V\). Observe that \(\text{Dom}(\Delta(A_v, B_v)) \subset C(G_v)\) holds if and only if for any \(\begin{pmatrix} \chi_0 \\ \chi_1 \end{pmatrix} \in \ker(A_v, B_v)\) either \(\chi_0 = 0\) or \(\chi_0\) is a nontrivial multiple of the vector \(h_v\). In the second case the equation
\[
B_v \chi_1 = -A_v h_v
\]
has a solution \(\chi_1 \in K\). Hence, we have the following alternative: Either \(B_v = 0\) or the subspace \(M(A_v, B_v)\) is a linear span of \(\{0\} \oplus \ker B_v\) and \(\begin{pmatrix} h_v \\ \chi_1 \end{pmatrix}\), where \(\chi_1\) is a solution of (4.4). If \(B_v = 0\) we may choose \(A_v = 1\) and this corresponds to the Dirichlet boundary conditions at the vertex \(v\).

So from now on we will assume that \(B_v \neq 0\). Since \(\dim M(A_v, B_v) = \deg(v)\), we have \(\dim \ker B_v = \deg(v) - 1\) such that \(B_v\) is a rank one operator and either \(\ker A_v = \{0\}\) or \(\dim \ker A_v = 1\).

First, assume that \(\ker A_v = \{0\}\). Then without loss of generality we can take \(A_v = 1\). Equation (4.4) has a solution if and only if
\[
A_v h_v = h_v \in \text{Ran } B_v.
\]
Therefore,
\[
B_v = h_v \langle g_v, \cdot \rangle
\]
for some \(g_v \in L_v, g_v \neq 0\).

Second, assume that \(\dim \ker A_v = 1\). Then we can take \(A_v = P\), an orthogonal projection of rank \(\deg(v) - 1\), that is,
\[
P = 1 - f(\cdot, \cdot)
\]
with some \(f \in L_v, \|f\| = 1\). Equation (4.4) has a solution if and only if \(A_v h_v \in \text{Ran } B_v\). Since \(B_v\) is of rank one, we have
\[
B_v = \begin{cases} A_v h_v \langle g_v, \cdot \rangle, & \text{if } A_v h_v \neq 0, \\ \overline{g_v} \langle g_v, \cdot \rangle, & \text{if } A_v h_v = 0 \end{cases}
\]
for some \(g_v, \overline{g_v} \in L_v, g_v, \overline{g_v} \neq 0\).
If \( A_v h_v \neq 0 \), then
\[
B^i_v f = g_v \langle A_v h_v, f \rangle = g_v \langle h_v, A_v f \rangle = 0.
\]
Thus, \( f \in \text{Ker } A^i_v \cap \text{Ker } B^i_v \). Therefore, \( \dim \text{Ker } \begin{pmatrix} A^i_v \\ B^i_v \end{pmatrix} \geq 1 \), which contradicts Assumption 2.1. Hence, \( A_v h_v = 0 \), which implies that
\[
A_v = 1 - \|h_v\|^2 h_v \langle h_v, \cdot \rangle \quad \text{and} \quad B_v = g_v \langle g_v, \cdot \rangle.
\]
Assume that \( \langle h_v, g_v \rangle = 0 \). Then \( B_v h_v = 0 \). Thus, \( h_v \in \text{Ker } A_v \cap \text{Ker } B_v \). This again contradicts Assumption 2.1. Thus, \( \langle h_v, g_v \rangle \neq 0 \).

We claim that the boundary conditions \((A_v, B_v)\) and \((A_v, B'_v)\) with \( B'_v = h_v \langle g_v, \cdot \rangle \) are equivalent, that is, \( \mathcal{M}(A_v, B_v) = \mathcal{M}(A_v, B'_v) \). Indeed, let \( \chi_0, \chi_1 \in \mathcal{K} \) be an arbitrary solution to \( A_v \chi_0 + B_v \chi_1 = 0 \). Then \( A_v \chi_0 = 0 \) and \( B_v \chi_1 = 0 \). Therefore, \( \langle g_v, \chi_1 \rangle = 0 \), which implies that \( A_v \chi_0 + B'_v \chi_1 = 0 \). Thus, \( \mathcal{M}(A_v, B_v) \subset \mathcal{M}(A_v, B'_v) \). Since \( \mathcal{M}(A_v, B_v) \) and \( \mathcal{M}(A_v, B'_v) \) have equal dimension, we conclude that \( \mathcal{M}(A_v, B_v) = \mathcal{M}(A_v, B'_v) \).

(ii)\(\Rightarrow\)(iii). Let \((A_v, B_v)\) be given by (4.1). Set

\[
(4.6) \quad C = \begin{pmatrix} 1 & -1 & 0 & \ldots & 0 & 0 \\ 0 & 1 & -1 & \ldots & 0 & 0 \\ 0 & 0 & 1 & \ldots & 0 & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & 0 & \ldots & 1 & -1 \\ 1 & 1 & 1 & \ldots & 1 & 1 \end{pmatrix}, \quad C' = \begin{pmatrix} 1 & -1 & 0 & \ldots & 0 & 0 \\ 0 & 1 & -1 & \ldots & 0 & 0 \\ 0 & 0 & 1 & \ldots & 0 & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & 0 & \ldots & 1 & -1 \\ 0 & 0 & 0 & \ldots & 0 & 1 \end{pmatrix}.
\]

A direct calculation shows that \( \det C = \deg(v) > 0 \) and \( \det C' = 1 \). Obviously,

\[
Ch_v = \deg(v) \begin{pmatrix} 0 \\ 0 \\ 0 \\ 1 \end{pmatrix}, \quad C'h_v = \begin{pmatrix} 0 \\ 0 \\ 0 \end{pmatrix}.
\]

If \( \alpha_v = -1 \), then from (4.1) it follows that

\[
CA_v = \begin{pmatrix} 1 & -1 & 0 & \ldots & 0 & 0 \\ 0 & 1 & -1 & \ldots & 0 & 0 \\ 0 & 0 & 1 & \ldots & 0 & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & 0 & \ldots & 1 & -1 \\ 0 & 0 & 0 & \ldots & 0 & 0 \end{pmatrix}
\]

and

\[
CB_v = \deg(v) \begin{pmatrix} 0 & 0 & 0 & \ldots & 0 & 0 \\ 0 & 0 & 0 & \ldots & 0 & 0 \\ 0 & 0 & 0 & \ldots & 0 & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & 0 & \ldots & 0 & 0 \\ \bar{g}_1 & \bar{g}_2 & \bar{g}_3 & \ldots & \bar{g}_{n-1} & \bar{g}_n \end{pmatrix},
\]

where the bar denotes the complex conjugation. The boundary conditions \((CA_v, CB_v)\) are, obviously, equivalent to those given in (iii) with \( \gamma_v = 0 \) and \( p_v = -\deg(v)\bar{g}_v \). If \( \alpha_v = 0 \), then again from (4.1) it follows that

\[
C'A_v = \begin{pmatrix} 1 & -1 & 0 & \ldots & 0 & 0 \\ 0 & 1 & -1 & \ldots & 0 & 0 \\ 0 & 0 & 1 & \ldots & 0 & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & 0 & \ldots & 1 & -1 \\ 0 & 0 & 0 & \ldots & 0 & 1 \end{pmatrix}
\]
and 
\[
C'B_v = \begin{pmatrix}
0 & 0 & 0 & \ldots & 0 & 0 \\
0 & 0 & 0 & \ldots & 0 & 0 \\
0 & 0 & 0 & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \ldots & 0 & 0 \\
g_1 & g_2 & g_3 & \ldots & g_{n-1} & g_n
\end{pmatrix}.
\]

The boundary conditions \((C' A_v, C' B_v)\) are, obviously, equivalent to those given in (iii) with \(\gamma_v = -1\) and \(p_v = -\frac{2}{\gamma_v}\).

The implication (iii)\(\Rightarrow\)(i) can be verified by a direct calculation.

This completes the proof of Theorem 4.1. \(\square\)

5. Positivity Preserving Contraction Semigroups

5.1. Contraction Semigroups. Here we describe those boundary conditions referred to in Theorem 4.1 which define m-accretive Laplace operators. By the Lumer-Phillips theorem these operators are generators of contraction semigroups.

Lemma 5.1. Assume that \(\text{Dom}(\Delta(A, B)) \subset C(G)\). For local boundary conditions
\[
(A, B) = \bigoplus_{v \in V'} (A_v, B_v)
\]
satisfying Assumption 2.1, the following statements are equivalent for all \(v \in V'\):

(i) \(S(i\alpha; A_v, B_v)\) is a contraction for all \(\alpha > 0\),
(ii) the boundary conditions \((A_v, B_v)\) are given by
\[
A_v = 1 + \frac{\alpha_v}{\|h_v\|^2} h_v\langle h_v, \cdot \rangle, \quad B_v = h_v\langle g_v, \cdot \rangle, \quad \alpha_v \in \{0, 1\},
\]
where \(g_v = ch_v\) with \(\Re c \leq 0\) if \(\alpha_v = 0\) and \(c \in \mathbb{C} \setminus \{0\}\) if \(\alpha_v = 1\),
(iii) if \(\deg(v) \geq 2\), up to equivalence the boundary conditions \((A_v, B_v)\) are given by
\[
A_v = \begin{pmatrix}
1 & -1 & 0 & \ldots & 0 & 0 \\
0 & 1 & -1 & \ldots & 0 & 0 \\
0 & 0 & 1 & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \ldots & 1 & -1 \\
0 & 0 & 0 & \ldots & 0 & -\gamma_v
\end{pmatrix}, \quad B_v = \begin{pmatrix}
0 & 0 & 0 & \ldots & 0 & 0 \\
0 & 0 & 0 & \ldots & 0 & 0 \\
0 & 0 & 0 & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \ldots & 0 & 0 \\
p & p & p & \ldots & p & p
\end{pmatrix},
\]
with some \(\gamma_v \in \mathbb{C}\), \(\Re \gamma_v \geq 0\), \(p \geq 0\), and \(p \neq 0\) if \(\gamma_v = 0\).

Proof. Recall that Theorem 4.1 holds due to the assumption \(\text{Dom}(\Delta(A, B)) \subset C(G)\). Furthermore, \(S(i\alpha; A_v, B_v)\) is a contraction if and only if
\[
S(i\alpha; A_v, B_v)^\dagger S(i\alpha; A_v, B_v) - 1 \leq 0
\]
in the sense of quadratic forms.

(i)\(\Leftrightarrow\)(ii). Assume that \(\alpha_v = 0\). From (4.2) it follows that
\[
\begin{align*}
S(i\alpha; A_v, B_v)^\dagger S(i\alpha; A_v, B_v) - 1 &= \frac{4\alpha^2\|h_v\|^2}{\|1 - \alpha\langle g_v, h_v \rangle\|^2} g_v\langle g_v, \cdot \rangle \\
&+ \frac{2\alpha}{1 - \alpha\langle g_v, h_v \rangle} g_v\langle h_v, \cdot \rangle + \frac{2\alpha}{1 - \alpha\langle g_v, h_v \rangle} h_v\langle g_v, \cdot \rangle.
\end{align*}
\]

Assume that \(S(i\alpha; A_v, B_v)\) is a contraction. Let \(\chi \in L_v\) be an arbitrary vector orthogonal to \(h_v\). Then, by (5.2),
\[
\langle \chi, (S(i\alpha; A_v, B_v)^\dagger S(i\alpha; A_v, B_v) - 1) \chi \rangle = \frac{4\alpha^2\|h_v\|^2}{\|1 - \alpha\langle g_v, h_v \rangle\|^2} |g_v(\chi)|^2 \leq 0
\]
and
\[
\langle h_v, (\mathcal{G}(ix; A_v, B_v)\mathcal{G}(ix; A_v, B_v) - 1) h_v \rangle = \frac{4\kappa \|h_v\|^2}{1 - \kappa \langle g_v, h_v \rangle^2} \text{Re} \langle g_v, h_v \rangle \leq 0.
\]
Hence, \( g_v = ch_v \) with \( \text{Re} \, c \leq 0 \). Conversely, let \( g_v = ch_v \) with \( \text{Re} \, c \leq 0 \). Then, inequality (5.2) follows from (5.3). Thus, \( \mathcal{G}(ix; A_v, B_v) \) is a contraction.

Assume now that \( \alpha_v = -1 \). From (4.3) it follows that
\[
\mathcal{G}(ix; A_v, B_v)\mathcal{G}(ix; A_v, B_v) - 1 = \frac{4\|h_v\|^2}{\langle g_v, h_v \rangle^2} g_v \langle g_v, \cdot \rangle - \frac{2}{\langle h_v, g_v \rangle} h_v \langle g_v, \cdot \rangle.
\]
This implies
\[
\langle h_v, (\mathcal{G}(ix; A_v, B_v)\mathcal{G}(ix; A_v, B_v) - 1) h_v \rangle = 0.
\]
If \( \mathcal{G}(ix; A_v, B_v) \) is a contraction, comparing this with (5.2), we conclude that \( h_v \) is an eigenvector of \( \mathcal{G}(k; A_v, B_v)\mathcal{G}(k; A_v, B_v) - 1 \)

with eigenvalue zero, that is,
\[
\frac{2\|h_v\|^2}{\langle h_v, g_v \rangle} g_v = 2h_v,
\]
which implies that \( g_v \) is a nontrivial multiple of \( h_v \), that is, \( g_v = ch_v \) with \( c \neq 0 \). Conversely, if \( g_v = ch_v \) with \( c \neq 0 \), then it follows from (5.4) that
\[
\mathcal{G}(ix; A_v, B_v)\mathcal{G}(ix; A_v, B_v) = 1.
\]

Thus, \( \mathcal{G}(ix; A_v, B_v) \) is a contraction for all \( x > 0 \).

The equivalence (ii) \( \Leftrightarrow \) (iii) can be proved in the same way as in Theorem 4.1.

Combining Theorem 2.4 with Lemma 5.1 we obtain the following corollary.

**Corollary 5.2.** Assume that the boundary conditions \((A, B)\) corresponding to the subspace \( \mathcal{M} = \mathcal{M}(A, B) \) are local. The Laplace operator \(-\Delta(\mathcal{M})\) generates a strongly continuous contraction semigroup \( e^{t\Delta(\mathcal{M})} \) preserving continuity whenever any of the following equivalent conditions holds:

(i) Up to equivalence the boundary conditions \((A_v, B_v)\) are given by
\[
A_v = 1 + \frac{\alpha_v}{\|h_v\|^2} h_v \langle h_v, \cdot \rangle, \quad B_v = h_v \langle g_v, \cdot \rangle,
\]
where \( g_v = ch_v \) with \( \text{Re} \, c \leq 0 \) if \( \alpha_v = 0 \) and \( c \in \mathbb{C} \setminus \{0\} \) if \( \alpha_v = -1 \),

(ii) If \( \text{deg}(v) \geq 2 \), up to equivalence the boundary conditions \((A_v, B_v)\) are given by
\[
A_v = \begin{pmatrix}
1 & -1 & 0 & \ldots & 0 & 0 \\
0 & 1 & -1 & \ldots & 0 & 0 \\
0 & 0 & 1 & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \ldots & 1 & -1 \\
0 & 0 & 0 & \ldots & 0 & -\gamma_v
\end{pmatrix}, \quad B_v = \begin{pmatrix}
0 & 0 & 0 & \ldots & 0 & 0 \\
0 & 0 & 0 & \ldots & 0 & 0 \\
0 & 0 & 0 & \ldots & 0 & 0 \\
0 & 0 & 0 & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
p & p & p & \ldots & p & p
\end{pmatrix},
\]
with some \( \gamma_v \in \mathbb{C} \), \( \text{Re} \, \gamma_v \geq 0 \), \( p \geq 0 \), and \( p \neq 0 \) if \( \gamma_v = 0 \).

We close this section with an application of our results to evolution equations considered in [40].

**Remark 5.3.** We note that Theorem 2.4 implies the main part of Corollary 3.3 in [40]. Indeed, assume that the vertex set \( V \) of the graph \( \mathcal{G} \) consists of at least two elements and let \( \overline{v} \in \overline{V} \) be arbitrary. Set \( \overline{V} := V \setminus \{\overline{v}\} \). Furthermore, we assume that each vertex \( v \in \overline{V} \) has degree not smaller than 2. Consider the following boundary conditions \((A, B)\) on the graph \( \mathcal{G} \). The matrix \( A \) is given as a sum \( A_1 + A_2 \). With respect to the orthogonal decomposition \( \mathcal{G} = \mathcal{V} \| \mathcal{V} \setminus \{\overline{v}\} \), the matrix \( A_1 \) is given as a block matrix with blocks
\[
[A_1]_v,v' = \begin{cases}
E_{v,v'} & \text{if } v, v' \in \overline{V}, \\
0 & \text{otherwise},
\end{cases}
\]
where $E_{v,v'}$ is a $\deg(v) \times \deg(v')$ matrix of the form

$$
E_{v,v'} = c_{v,v'} \begin{pmatrix}
0 & 0 & \ldots & 0 & 0 \\
0 & 0 & \ldots & 0 & 0 \\
0 & 0 & \ldots & 0 & 0 \\
\vdots & \vdots & \ldots & \vdots & \vdots \\
0 & 0 & \ldots & 0 & 0 \\
0 & 0 & \ldots & 0 & 1
\end{pmatrix}
$$

with $c_{v,v'} \in \mathbb{C}$ arbitrary. The matrices $A_2$ and $B$ are diagonal with respect to this decomposition,

$$(A_2)_{v,v'} = \begin{cases}
\delta_{v,v'} \left( I - \frac{1}{\|v\|} h_v \langle h_v, \cdot \rangle \right) & \text{if } v \in \widetilde{V}, \\
\delta_{v,v'} I & \text{if } v = \widetilde{v},
\end{cases}
$$

and

$$(B)_{v,v'} = \begin{cases}
\delta_{v,v'} h_v \langle h_v, \cdot \rangle & \text{if } v \in \widetilde{V}, \\
0 & \text{if } v = \widetilde{v}.
\end{cases}
$$

It is straightforward to verify that these boundary conditions are equivalent to those given in [40] Section 2. An elementary calculation shows that the inequality $\Re AB^\dagger \leq 0$ holds if and only if the $|V| - 1 \times |V| - 1$ matrix $C$ with entries $c_{v,v'}$ satisfies $\Re C \geq 0$. Moreover, $AB^\dagger$ is self-adjoint if and only if $C$ is. Thus, from Theorem [40] combined with the Lumer-Phillips theorem it follows that $-\Delta(A, B)$ generates a contraction semigroup whenever $\Re C \geq 0$ holds. By a result in [27] it follows that $-\Delta(A, B)$ generates a self-adjoint semigroup whenever $C$ is self-adjoint.

Obviously, the boundary conditions are local if and only if the matrix $C$ is diagonal.

5.2. Positivity Preserving Semigroups. For any matrix $C$ we write $C \succ 0$ (respectively, $C \succ \succ 0$) if all entries of the matrix $C$ are nonnegative (respectively, positive). We write $C_1 \succeq C_2$ (respectively, $C_1 \succ C_2$) if $C_1 - C_2 \succ 0$ (respectively, $C_1 - C_2 \succeq 0$).

**Definition 5.4.** Assume that the boundary conditions $(A, B)$ satisfy Assumption [27]. Set $M := M(A, B) = \text{Ker}(A, B)$ according to (2.6). The subspace $M \subset \mathcal{K}$ is called positive, if there is a $\zeta_0 \geq 0$ such that $1 + \mathcal{S}(ix; M) \succ 0$ for all $\zeta \geq \zeta_0$. It is called strictly positive, if $1 + \mathcal{S}(ix; M) \succ \succ 0$ for all $\zeta \geq \zeta_0$. It is called locally strictly positive, if the boundary conditions defined by $M$ are local in the sense of Definition [26] and $1 + \mathcal{S}(ix; M_v) \succ \succ 0$ for all $\zeta \geq \zeta_0$ and all $v \in V$. Here $M_v$ denotes any subspace from the orthogonal decomposition (2.14).

In the sequel we will say that boundary conditions $(A, B)$ are positive (respectively strictly positive or locally strictly positive) if the subspace $M(A, B)$ is.

We say that a vector $g_v \in \mathcal{L}_v$ is sign-definite if all components of this vector are either nonnegative or nonpositive, that is, $g_v \succeq 0$ or $g_v \preceq 0$. We say that a vector $g_v \in \mathcal{L}_v$ is strictly sign-definite if it is sign-definite and none of its components is zero, that is, $g_v \succ 0$ or $g_v \prec 0$.

**Proposition 5.5.** Assume that the local boundary conditions $(A, B)$ satisfy Assumption [27] and $\text{Dom}(\Delta(A, B)) \subset \mathcal{G}$.

These boundary conditions are positive (respectively strictly positive) if and only if for all $v \in V$ up to equivalence the boundary conditions $(A_v, B_v)$ are given by (4.1), where the vector $g_v$ is sign-definite (respectively strictly sign-definite).

**Proof.** If $\deg(v) = 1$, the statement is obvious, so let $\deg(v) \geq 2$.

For the case $\alpha_v = 0$, by (4.2), we have

$$
(5.5) \quad 1 + \mathcal{S}(ix; A_v, B_v) = -\frac{2\zeta}{1 - \zeta \langle g_v, h_v \rangle} h_v \langle g_v, \cdot \rangle.
$$

If $g_v = 0$, then $1 + \mathcal{S}(ix; A_v, B_v) \succ 0$. Hence, we may assume $g_v \neq 0$. Observe that if $\langle g_v, h_v \rangle = 0$, then $g_v$ has strictly positive as well as strictly negative components such that $h_v(g_v, \cdot)$ has entries of both signs, which implies that $1 + \mathcal{S}(ix; M) \succ 0$ is not valid. Thus, $\langle g_v, h_v \rangle \neq 0$. 


Choose an arbitrary \( \varkappa_0 > |(g_v, h_v)|^{-1} \). Then
\[
- \text{sign}(g_v, h_v) \frac{2 \varkappa}{1 - \varkappa (g_v, h_v)} > 0
\]
for all \( \varkappa > \varkappa_0 \). Hence, the boundary conditions \((A_v, B_v)\) are positive (strictly positive, respectively) if and only if the vector \( g_v \) is sign-definite (strictly sign-definite, respectively).

Assume now that \( \alpha_v = -1 \). Recall that by Theorem 4.1 \((g_v, h_v) \neq 0 \) and from (4.3) it follows that
\[
(5.6)
1 + \Theta(k; A_v, B_v) = \frac{2}{(g_v, h_v)} h_v(g_v, \cdot) ,
\]
which is independent of \( k \in \mathbb{C} \). Hence, the boundary conditions \((A_v, B_v)\) are positive (strictly positive, respectively) if and only if the vector \( g_v \) is sign-definite (strictly sign-definite, respectively).

By Proposition 5.5 the \( \delta \)-type boundary conditions (see Example 2.6 in [32]) are locally strictly positive for all values of the coupling constant \( \gamma_v \in \mathbb{R} \).

**Corollary 5.6.** Assume that the graph \( G \) has no tadpoles. Let the boundary conditions \((A, B)\) be local and satisfy Assumption 2.7. Then, \( \text{Dom}(\Delta(A, B)) \subset C(G) \) and the Green’s function of \(-\Delta(A, B)\) satisfies the inequality
\[
r_M(x, y; i \varkappa) \succeq 0
\]
for all sufficiently large \( \varkappa > 0 \), whenever any of the following equivalent conditions holds:

(i) Up to equivalence the boundary conditions \((A_v, B_v)\) are given by
\[
A_v = 1 + \frac{\alpha_v}{|h_v|^2} h_v(h_v, \cdot), \quad B_v = h_v(g_v, \cdot),
\]
with some \( \alpha_v \in \{0, -1\} \) and some strictly sign-definite \( g_v \in L_v \) or \( g_v = 0 \) if \( \alpha_v = 0 \) (Dirichlet boundary conditions).

(ii) If \( \text{deg}(v) \geq 2 \), up to equivalence the boundary conditions \((A_v, B_v)\) are given by
\[
A_v = \begin{pmatrix}
1 & -1 & 0 & \ldots & 0 & 0 \\
0 & 1 & -1 & \ldots & 0 & 0 \\
0 & 0 & 1 & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \ldots & 1 & -1 \\
0 & 0 & 0 & \ldots & 0 & -\gamma_v
\end{pmatrix}, \quad B_v = \begin{pmatrix}
0 & 0 & 0 & \ldots & 0 & 0 \\
0 & 0 & 0 & \ldots & 0 & 0 \\
0 & 0 & 0 & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
p_1 & p_2 & p_3 & \ldots & p_{n-1} & p_n
\end{pmatrix},
\]
\( n = \text{deg}(v) \), with some \( \gamma_v \geq 0 \), \( p_v = (p_1, p_2, \ldots, p_n) \) \( \succcurlyeq 0 \) or \( p_v = 0 \) if \( \gamma_v \neq 0 \) (Dirichlet boundary conditions).

**Proof.** Theorems 5.1 and 6.3 in [31] remain valid under the present assumption. Thus, Theorem 4.1 and Proposition 5.5 imply the claim. \( \square \)

Theorem 2.9 follows now from Corollaries 5.2 and 5.6 and Theorem VI.1.8 in [13].

**Remark 5.7.** Assume that the graph \( G \) has no internal lines, that is, \( \mathcal{I} = \emptyset \). Let the boundary conditions \((A, B)\) be local and satisfy Assumption 2.7. Then, \( \text{Dom}(\Delta(A, B)) \subset C(G) \) and the Green’s function of \(-\Delta(A, B)\) satisfies the inequality
\[
r_M(x, y; i \varkappa) \succeq 0
\]
for all sufficiently large \( \varkappa > 0 \) if and only if
\[
A_v = 1 + \frac{\alpha_v}{|h_v|^2} h_v(h_v, \cdot), \quad B_v = h_v(g_v, \cdot),
\]
with some \( \alpha_v \in \{0, -1\} \) and some sign-definite \( g_v \in L_v \). To see this, we observe that by (3.27) the inequality
\[
[r_M(x, y; i \varkappa)]_{e,e'} \geq 0
\]
holds for all \( e, e' \in \mathcal{E} \) with \( e \neq e' \) and all \( x, y \) if and only if \( |\Theta(i \varkappa; M)|_{e,e'} \geq 0 \). If \( e = e' \) again from (3.27) it follows that
\[
(5.7)
[r_M(x, y; i \varkappa)]_{e,e} = \frac{1}{2 \varkappa} \left( e^{-\varkappa|x_e-y_e|} + e^{-\varkappa(x_e+y_e)} |\Theta(i \varkappa; M)|_{e,e} \right).
\]
Without loss of generality we can assume that \( x_e \geq y_e \). Then the r.h.s. of (5.7) can be represented as follows

\[
e^{-\kappa (x_e + y_e)} \frac{2\kappa}{\alpha} (e^{2\kappa y_e} + [\mathcal{G}(i\kappa; \mathcal{M})]_{e,e}) .
\]

It is nonnegative for all \( y_e \in (0, +\infty) \) if and only if \( 1 + [\mathcal{G}(i\kappa; \mathcal{M})]_{e,e} \geq 0 \). Applying Proposition 5.3 completes the proof.

6. FELLER SEMIGROUPS

In this section we will apply results of the previous sections to study Feller semigroups on metric graphs and, in particular, we will prove Theorem 2.10.

Repeating the calculations from the proof of Lemma 4.2 in [31] it is straightforward to verify that (5.25) is the Green’s function of the Laplace operator \(-\Delta(A, B)\) with domain (2.17), whenever the boundary conditions satisfy Assumption 2.1. Although we will not elaborate on this observation in detail, the reason for this is the following: The set \( \text{Dom}(\Delta(A, B)) \cap \mathcal{H} \) is a core for the operator \( \Delta(A, B) \) in the Hilbert space \( \mathcal{H} \) and the closure of \( \Delta(A, B) \) with respect to the norm of \( \mathcal{H} \) agrees with \( \Delta(A, B) \).

Theorem 6.1. Assume that the graph \( \mathcal{G} \) has no tadpoles. Let the boundary conditions \((A_v, B_v)\) be local. The operator \(-\Delta(A, B)\) on \( C_0(\mathcal{G}) \) generates a Feller semigroup whenever any of the following equivalent conditions holds:

(i) Up to equivalence the boundary conditions \((A_v, B_v)\) are given by

\[
A_v = 1 + \frac{\alpha_v}{\|h_v\|^2} h_v \langle h_v, \cdot \rangle, \quad B_v = h_v \langle g_v, \cdot \rangle,
\]

with some \( \alpha_v \in \{0, -1\} \) and some strictly negative \( g_v \in L_v \) or \( g_v = 0 \) if \( \alpha_v = 0 \) (Dirichlet boundary conditions).

(ii) If \( \deg(v) \geq 2 \), up to equivalence the boundary conditions \((A_v, B_v)\) are given by

\[
A_v = \begin{pmatrix}
1 & -1 & 0 & \ldots & 0 & 0 \\
0 & 1 & -1 & \ldots & 0 & 0 \\
0 & 0 & 1 & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \ldots & 1 & -1 \\
0 & 0 & 0 & \ldots & 0 & -\gamma_v
\end{pmatrix}, \quad B_v = \begin{pmatrix}
0 & 0 & 0 & \ldots & 0 & 0 \\
0 & 0 & 0 & \ldots & 0 & 0 \\
0 & 0 & 0 & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
p_1 & p_2 & p_3 & \ldots & p_{n-1} & p_n
\end{pmatrix},
\]

\( n = \deg(v) \), with some \( \gamma_v \geq 0 \), \( p_v = (p_1, p_2, \ldots, p_n) \), \( p_v \geq 0 \) or \( p_v = 0 \) if \( \gamma_v \neq 0 \) (Dirichlet boundary conditions).

Remark 6.2. For the case \( \alpha_v = -1 \) for all \( v \in V \), the integral kernel of \( e^{t\Delta} \) has been explicitly computed for several graphs in [42].

Remark 6.3. For boundary conditions considered in Example 5.3 above, Theorem 3.5 in [40] gives a complete characterization of generators of Feller semigroups.

For the proof of Theorem 6.1 we need a couple of auxiliary results.

Lemma 6.4. Assume that the local boundary conditions \((A, B)\) satisfy Assumption 2.7 and the condition \( \text{Dom}(\Delta(A, B)) \subset C(\mathcal{G}) \) with \( M = M(A, B) \). Then the following statements are equivalent:

(i) \( \mathcal{G}(i\kappa; A_v, B_v)h_v \ll h_v \), holds for all \( \kappa > 0 \),

(ii) Up to equivalence the boundary conditions \((A_v, B_v)\) are given by (4.1) with \( \langle g_v, h_v \rangle \leq 0 \) if \( \alpha_v = 0 \) and \( \langle g_v, h_v \rangle \neq 0 \) if \( \alpha_v = -1 \).

Proof. Assume that \( \alpha_v = 0 \). Then from (4.2) it follows that

\[
\mathcal{G}(i\kappa; A_v, B_v)h_v = -h_v - \frac{2\kappa \langle g_v, h_v \rangle}{1 - \kappa \langle g_v, h_v \rangle} h_v
\]

(6.1)
The inequality
\begin{equation}
\frac{\varepsilon \langle g_v, h_v \rangle + 1}{\varepsilon \langle g_v, h_v \rangle - 1} \leq 1
\end{equation}
holds if and only if \( \varepsilon \langle g_v, h_v \rangle < 1 \). Thus, \( 6.2 \) holds for all \( \varepsilon > 0 \) if and only if \( \varepsilon \langle g_v, h_v \rangle \leq 0 \).

Assume that \( \alpha_v = -1 \). Recall that \( \langle g_v, h_v \rangle \neq 0 \) by Theorem 4.1. Then it follows from 4.3 that
\[ \mathcal{S}(i\varepsilon; A_v, B_v)h_v = 2h_v - h_v = h_v. \]
\( \square \)

Note that if \( \mathcal{S} := \mathcal{S}(i\varepsilon; A_v, B_v) \geq 0 \), the condition (i) in Lemma 6.4 means that \( \mathcal{S} \) is substochastic. However, under the assumption of this lemma \( \mathcal{S} \) need not be positive. Even the positivity of boundary conditions (cf. Proposition 5.5) does not imply the positivity of this matrix.

The arguments used in the proof of Lemma 6.4 show also the following result.

**Lemma 6.5.** Assume that the local boundary conditions \((A, B)\) satisfy Assumption 2.7 and \( \text{Dom}(\Delta(M)) \subset \mathcal{C}(\mathcal{G}) \) with \( M = M(A, B) \). If the inequality
\[ \mathcal{S}(i\varepsilon; M_v)h_v \prec h_v \]
holds for all \( \varepsilon > 0 \), then either \( \mathcal{S}(i\varepsilon; M_v)h_v \prec h_v \) or \( \mathcal{S}(i\varepsilon; M_v)h_v = h_v \) holds for all \( \varepsilon > 0 \).

For the proof it suffices to consider the case \( \alpha_v = 0 \). It follows from Lemma 6.4 that \( \langle g_v, h_v \rangle \leq 0 \). Hence
\[ \frac{\varepsilon \langle g_v, h_v \rangle + 1}{\varepsilon \langle g_v, h_v \rangle - 1} < 1 \]
holds for all \( \varepsilon > 0 \). Thus, equation \( 6.1 \) implies \( \mathcal{S}(i\varepsilon; M_v)h_v \prec h_v \).

Without proof we state also the following result, which describes the spectral properties of the matrix \( \mathcal{S}(i\varepsilon; A_v, B_v) \).

**Lemma 6.6.** Assume that the local boundary conditions \((A, B)\) satisfy Assumption 2.7 and \( \text{Dom}(\Delta(M)) \subset \mathcal{C}(\mathcal{G}) \) with \( M = M(A, B) \). Then for all \( \varepsilon > 0 \) the spectrum of \( \mathcal{S}(i\varepsilon; M_v) \) lies in the interval \([-1, 1]\).

We note that although the spectrum of \( \mathcal{S}(i\varepsilon; A_v, B_v) \) is real and lies in the interval \([-1, 1]\), in general this operator is neither self-adjoint nor a contraction with respect to the \( L^2 \)-norm (cf. Lemma 5.5).

**Lemma 6.7.** Assume that the local boundary conditions \((A, B)\) satisfy Assumption 2.7 and \( \text{Dom}(\Delta(M)) \subset \mathcal{C}(\mathcal{G}) \) with \( M = M(A, B) \). Then \( 1 - \mathcal{S}(i\varepsilon; M)T(i\varepsilon; a) \) is invertible for all sufficiently large \( \varepsilon > 0 \).

**Proof.** It follows from 5.3, 5.4, Lemmas 6.4 and 6.5 that the norm \( \|\mathcal{S}(i\varepsilon; M)\| \) is polynomially bounded for all \( \varepsilon > 0 \). Since
\[ \lim_{\varepsilon \to \infty} \|T(i\varepsilon; a)\| = 0 \]
exponentially fast, there is \( \varepsilon_1 \geq 0 \) such that \( \|\mathcal{S}(i\varepsilon; M)T(i\varepsilon; a)\| < 1 \) for all \( \varepsilon > \varepsilon_1 \).
\( \square \)

Let \( h \in \mathcal{K} \) be the vector with all entries 1. In particular, we have \( h = \bigoplus_{v \in V} h_v \).

**Proposition 6.8.** Assume that the local boundary conditions \((A, B)\) satisfy Assumption 2.7 are strictly positive, and \( \text{Dom}(\Delta(A, B)) \subset \mathcal{C}(\mathcal{G}) \) with \( M = M(A, B) \). Then the bound
\begin{equation}
\|(-\Delta(M) + \lambda)^{-1}\|_{\infty, \infty} \leq \frac{1}{\lambda}
\end{equation}
holds for all \( \lambda > 0 \) whenever the inequality
\begin{equation}
\mathcal{S}(i\varepsilon; M)h \prec h
\end{equation}
is valid for all \( \varepsilon > 0 \).

**Proof.** First we observe that it suffices to prove the bound \( 6.3 \) for an arbitrary \( \lambda > 0 \). Indeed, assume that \( 6.3 \) holds for some \( \lambda_0 > 0 \). Then, by Proposition IV.1.3 in [14],
\[ (-\Delta(M) + \lambda)^{-1} = \sum_{n=0}^{\infty} (\lambda_0 - \lambda)^n (-\Delta(M) + \lambda_0)^{-1} (\lambda_0 + \lambda)^{n+1} \]
holds for all $\lambda \in \mathbb{C}$ satisfying $|\lambda - \lambda_0| < \|(-\Delta(M) + \lambda_0)^{-1}\|^{-1}$. Since, by assumption (6.3), $\|(-\Delta(M) + \lambda_0)^{-1}\|^{-1} \geq \lambda_0$, we get that the series (6.3) converges for all $\lambda$ satisfying $|\lambda - \lambda_0| < \lambda_0$. Now, estimating the norm of (6.5), we obtain that
\[
\|(-\Delta(M) + \lambda)^{-1}\| \leq \frac{1}{\lambda_0} \sum_{n=0}^{\infty} \left(\frac{\lambda - \lambda_0}{\lambda_0}\right)^n = \frac{1}{\lambda}
\]
holds for all $\lambda \in (0, 2\lambda_0)$. Repeating the above arguments we arrive at the conclusion that (6.3) holds for all $\lambda > 0$.

Now we will prove the bound (6.3) for all sufficiently large $\lambda > 0$, which by the preceding argument will imply that (6.3) holds for all $\lambda > 0$.

Set $\varkappa = \sqrt{\lambda}$ such that $k = i\varkappa$ and $\lambda = \varkappa^2$. Since $r_M(x, y; i\varkappa) > 0$ for all sufficiently large $\varkappa > 0$,
\[
\|(-\Delta(M) + \lambda)^{-1}\|_{\infty, \infty} = \sup_x \|u(x; \varkappa)\|_{L^\infty(E \cup I)} = \sup_{x, j \in E \cup I} u_j(x; \varkappa),
\]
where
\[
u(x; \varkappa) := \int_G r_M(x, y; i\varkappa)1(y)dy > 0
\]
with $[1(y)]_j = 1$ for all $j \in E \cup I$.

Consider
\[
\nu^{(0)}(x; \varkappa) := \int_G r^{(0)}(x, y; i\varkappa)1(y)dy.
\]
It is a vector with entries
\[
\frac{1}{2\varkappa} \int_{I_j} e^{-\varkappa|x_j - y_j|}dy_j, \quad j \in E \cup I.
\]
An explicit calculation shows that
\[
\frac{1}{2\varkappa} \int_{I_j} e^{-\varkappa|x_j - y_j|}dy_j = \frac{1}{2\varkappa} \int_0^{x_j} e^{-\varkappa(x_j - y_j)}dy_j + \frac{1}{2\varkappa} \int_{x_j}^{a_j} e^{-\varkappa(y_j - x_j)}dy_j = \frac{1}{2\varkappa}(1 - e^{-\varkappa x_j}) + \frac{1}{2\varkappa}(1 - e^{-\varkappa(a_j - x_j)}) = \frac{1}{\varkappa^2} - \frac{1}{2\varkappa^2}(e^{-\varkappa x_j} + e^{-\varkappa(a_j - x_j)})
\]
whenever $j \in I$ and
\[
\frac{1}{2\varkappa} \int_{I_j} e^{-\varkappa|x_j - y_j|}dy_j = \frac{1}{2\varkappa} \int_0^{x_j} e^{-\varkappa(x_j - y_j)}dy_j + \frac{1}{2\varkappa} \int_{x_j}^{\infty} e^{-\varkappa(y_j - x_j)}dy_j = \frac{1}{2\varkappa}(1 - e^{-\varkappa x_j}) + \frac{1}{2\varkappa^2} = \frac{1}{\varkappa^2} - \frac{1}{2\varkappa^2}e^{-\varkappa x_j}
\]
whenever $j \in E$.

Now we consider
\[
u^{(1)}(x; \varkappa) := \nu(x; \varkappa) - \nu^{(0)}(x; \varkappa)
\]
(6.10)
\[
= \int_G \left( r(x, y; i\varkappa) - r^{(0)}(x, y; i\varkappa) \right)1(y)dy.
\]
First we observe that $\chi(\varkappa) := \int_G \Phi(y, i\varkappa)^T 1(y)dy \in K$ is a vector with components
\[
\int_0^{a_j} e^{-\varkappa y_j}dy_j = \frac{1}{\varkappa}, \quad j \in E,
\]
\[
\int_0^{a_j} e^{-\varkappa y_j}dy_j = \frac{1}{\varkappa}(1 - e^{-\varkappa a_j}), \quad j \in I,
\]
\[
\int_0^{a_j} e^{\varkappa y_j}dy_j = \frac{1}{\varkappa}(e^{\varkappa a_j} - 1), \quad j \in I.
\]
Proof of Theorem 2.10.

where \( \varphi(6.14) \)

Hence, by (6.12), we obtain the following bounds

(6.11)

and

(6.13)

Hence, (6.15) with \( \kappa > 0 \) and all sufficiently large \( \kappa \) entail that

holds for all large \( \kappa \). Now, from (6.6) the proposition follows. \( \square \)

Theorem 6.1 now follows immediately from Proposition 6.8 by the Hille-Yosida theorem.

Proof of Theorem 2.10. Due to the Hille-Yosida theorem it suffices to show that the bound

(6.15) \[ \| (-\Delta(M) + \lambda)^{-1} \|_{\infty, \infty} \leq \frac{1}{\lambda} \]

holds for all \( \lambda > 0 \) if and only if the inequality

\[ \mathcal{S}(i\kappa; M)h \lesssim h \]

is valid for all \( \kappa > 0 \).

To prove this claim we first observe that due to Remark 5.7 under the present assumptions the Green’s function is positive. Thus, equality (6.6) is valid. The implication “(6.4) \( \Rightarrow \) (6.3)” follows from the arguments used in the proof of Proposition 6.8. (We cannot apply Proposition 6.8 directly since the boundary conditions are now assumed to be merely positive rather than strictly positive). To prove the converse statement we observe that \( u^{(0)} \) and \( u^{(1)} \) defined in (6.7) and (6.10), respectively, are given by

\[ u^{(0)}(x; \kappa) = \frac{1}{2\kappa^2} \Phi(x, i\kappa)h \]

and

\[ u^{(1)}(x; \kappa) = \frac{1}{2\kappa^2} \Phi(x, i\kappa)\mathcal{S}(i\kappa; M)h, \]

where \( \Phi(x, i\kappa) \) is defined in Lemma 3.10. Thus,

\[ u_j(x; \kappa) = \frac{1}{\kappa^2} + \frac{e^{-\kappa x_j}h}{2\kappa^2} - \mathcal{S}(i\kappa; M)h - h\mid_j. \]

Now (6.15) with \( \lambda = \kappa^2 \) and (6.6) imply that \( \mathcal{S}(i\kappa; M)h - h \lesssim 0. \) \( \square \)
6.1. **Proof of inequality (6.14).** If $\mathcal{I} = \emptyset$, the proof is trivial and follows directly from Lemma 6.4. Thus, we assume further that $\mathcal{I} \neq \emptyset$. In this case the proof utilizes the notion of walks on metric graphs (see [30], [31], [32]). We start with recalling this notion.

A nontrivial walk $w$ on the graph $\mathcal{G}$ from the edge $j' \in \mathcal{E} \cup \mathcal{I}$ to the edge $j \in \mathcal{E} \cup \mathcal{I}$ is a sequence

$$w = (j, v_n, j_n, v_{n-1}, \ldots, j_1, v_0, j')$$

such that

1. $j_1, \ldots, j_n \in \mathcal{I}$;
2. the vertices $v_0 \in V$ and $v_n \in V$ satisfy $v_0 \in \partial(j')$, $v_n \in \partial(j)$, and $v_n \in \partial(j_n)$;
3. for any $k \in \{1, \ldots, n-1\}$ the vertex $v_k \in V$ satisfies $v_k \in \partial(j_k)$ and $v_k \in \partial(j_{k+1})$;
4. $v_k = v_{k+1}$ for some $k \in \{0, \ldots, n-1\}$ if and only if $j_k$ is a tadpole.

If $j, j' \in \mathcal{E}$ this definition is equivalent to that given in [30].

The number $n$ appearing in (6.16) is the **combinatorial length** $|w|_{\text{comb}}$ and the number

$$|w| = \sum_{k=1}^{n} a_{jk} > 0$$

is the **metric length** of the walk $w$.

A trivial walk on the graph $\mathcal{G}$ from $j' \in \mathcal{E} \cup \mathcal{I}$ to $j \in \mathcal{E} \cup \mathcal{I}$ is a triple $(j, v, j')$ such that $v \in \partial(j)$ and $v \in \partial(j')$. In particular, if $\partial(j) = (v_0, v_1)$, then $(j, v_0, j)$ and $(j, v_1, j)$ are trivial walks, whereas $(j, v_0, j, v_1, j)$ and $(j, v_1, j, v_0, j)$ are nontrivial walks of combinatorial length 1. By convention, both the combinatorial and metric length of a trivial walk are zero.

We will say that the walk (6.16) leaves the edge $j'$ through the vertex $v_0$ and enters the edge $j$ through the vertex $v_n$. A trivial walk $(j, v, j')$ leaves $j'$ and enters $j$ through the same vertex $v$.

A walk $w = (j, v_n, j_n, v_{n-1}, \ldots, j_1, v_0, j')$ traverses an internal edge $i \in \mathcal{I}$ if $j_k = i$ for some $1 \leq k \leq n$. It visits the vertex $v$ if $v_k = v$ for some $0 \leq k \leq n$.

We say that the walk (6.16) is **transmitted** at the vertex $v_k$, $1 \leq k \leq n-1$ if $j_k \neq j_{k+1}$. It is transmitted at the vertex $v_0$ (respectively $v_n$) if $j_1 \neq j'$ (respectively $j_n \neq j$). Otherwise the walk is said to be **reflectionless** if it is transmitted at any vertex visited by this walk.

Under the assumptions of the Theorem 6.8, from (5.3), (5.4), Lemmas 6.4 and 6.5 it follows that the number $\|\mathcal{S}(ix; \mathcal{M})\|$ is uniformly bounded for all $\Re x > 0$. Since

$$\lim_{\Re x \to -\infty} \|T(ix; g)\| = 0,$$

there is $\varepsilon_1 > 0$ such that

$$|1 - \mathcal{S}(ix; \mathcal{M}) T(ix; g)|^{-1} = \sum_{n=0}^{\infty} (\mathcal{S}(ix; \mathcal{M}) T(ix; g))^n$$

converges for all $\Re x > \varepsilon_1$ uniformly in $x$. Therefore,

$$w(x; \varepsilon) := \Phi(x, ix) R(x, ix) \left(1 - \mathcal{S}(ix; \mathcal{M}) T(ix; g)\right)^{-1} (1 - \mathcal{S}(ix; \mathcal{M})) h$$

$$= \Phi(x, ix) R(x, ix) \left(1 - \mathcal{S}(ix; \mathcal{M}) T(ix; g)\right)^{-1} (1 - \mathcal{S}(ix; \mathcal{M})) h$$

$$+ \Phi(x, ix) R(x, ix) \left(1 - \mathcal{S}(ix; \mathcal{M}) T(ix; g)\right)^{-1} \sum_{n=1}^{\infty} (\mathcal{S}(ix; \mathcal{M}) T(ix; g))^n (1 - \mathcal{S}(ix; \mathcal{M})) h.$$

We will now show that $w_j(x; \varepsilon) \geq 0$ for all $j \in \mathcal{I}$. The same statement also holds for $j \in \mathcal{E}$. Its proof is actually much easier and will, therefore, be omitted.

Let $W_j^{(\sigma, \sigma')} \subset \{+, -\}$ denote the set of all walks from $j'$ to $j$ leaving the edge $j'$ through the vertex $\partial^\sigma(j')$ and entering the edge $j$ through the vertex $\partial^\sigma(j)$. Observe that for given $j \neq j'$ these four sets are disjoint. For arbitrary $\sigma \in \{-, +\}$ we will write

$$\sigma := \begin{cases} - & \text{ if } \sigma = +, \\ + & \text{ if } \sigma = -. \end{cases}$$

We set $V_0 := \{v \in V \mid \mathcal{S}(ix; \mathcal{M}) h_v < h_v\}$. By Lemma 6.3 the set $V_1 := V \setminus V_0$ agrees with

$$\{v \in V \mid \mathcal{S}(ix; \mathcal{M}) h_v = h_v\}.$$
It is straightforward to verify that
\[ w_j(x, \varphi) = e^{-\varphi x_j} \left[ (I - \mathcal{G}(ix; \mathcal{M})) h \right]_{j-,+} + e^{-\varphi (a_j - x_j)} \left[ (I - \mathcal{G}(ix; \mathcal{M})) h \right]_{j+,+} \]
\[ + \sum_{\sigma' \in \{+, -\}} \left( \sum_{\sigma''(j') \in V_0} e^{-\varphi x_j} W(x; w) e^{-\varphi x_{\sigma''(j')}} \left[ (I - \mathcal{G}(ix; \mathcal{M})) h \right]_{j',\sigma'} \right) \]
\[ + \sum_{w \in W^-_{j,j',\sigma'}} e^{-\varphi(a_j - x_j)} W(x; w) e^{-\varphi |w'|} e^{-\varphi x_{\sigma'}} \left[ (I - \mathcal{G}(ix; \mathcal{M})) h \right]_{j',\sigma'} \]
holds for all sufficiently large $\varphi > 0$, where the weight $W(x; w)$ associated with the walk $w = \{j, v_n, j_n, v_{n-1}, \ldots, j_1, v_0, j'\}$ is given by
\[ W(x; w) := [\mathcal{G}(ix; \mathcal{M})]_{j,j'} \quad \text{if } w \text{ is trivial}, \]
\[ W(x; w) := [\mathcal{G}(ix; \mathcal{M})]_{j,j_1} \left[ [\mathcal{G}(ix; \mathcal{M}_v)]_{j_1,j} \right] \quad \text{if } n \equiv |w|_{\text{comb}} = 1, \]
\[ W(x; w) := [\mathcal{G}(ix; \mathcal{M}_v)]_{j,j_1} \left( \prod_{i=1}^{n-1} \left[ [\mathcal{G}(ix; \mathcal{M}_v)]_{j_i,j_{i+1}} \right] \right) \quad \text{if } n \equiv |w|_{\text{comb}} \geq 2. \]

Due to the uniform convergence of the series in (6.17) it suffices to control the leading term in (6.18) only. For any $j \in J$ there are four possible cases
(a) $\partial^+(j) \in V_0$,
(b) $\partial^+(j) \in V_0$ and $\partial^-(j) \in V_1$,
(c) $\partial^-(j) \in V_0$ and $\partial^+(j) \in V_1$,
(d) $\partial^\pm(j) \in V_1$.

We will treat these cases separately.

**Case (a).** By assumption we have $\left( (I - \mathcal{G}(ix; \mathcal{M})) h \right]_{j,\pm} > 0$. Therefore
\[ e^{-\varphi x_j} \left[ (I - \mathcal{G}(ix; \mathcal{M})) h \right]_{j,-} + e^{-\varphi (a_j - x_j)} \left[ (I - \mathcal{G}(ix; \mathcal{M})) h \right]_{j,+} > 0. \]

Observing that the l.h.s. of this inequality is the leading term in (6.18) for large $\varphi > 0$, we arrive at the conclusion that $w_j(x, \varphi) > 0$ for all sufficiently large $\varphi > 0$.

**Case (b).** By assumption we have
\[ (I - \mathcal{G}(ix; \mathcal{M})) h \right]_{j,-} = 0 \quad \text{and} \quad (I - \mathcal{G}(ix; \mathcal{M})) h \right]_{j,+} > 0. \]

To determine the leading contribution in (6.18) for large $\varphi > 0$, we introduce the set
\[ W_{j}^{(-)} := \left\{ w \in W_{j,j_1}^{(-)} \right\} \quad \text{for some} \quad j' \in J, \quad j' \neq j \quad \text{and} \quad \sigma' \in \{+, -\} \]
\[ \text{such that} \quad \partial^\sigma'(j') \in V_0 \quad \text{and} \quad |w| \leq a_j - a_{j'} \].

Obviously, this set may be empty. By $W_{j}^{(-)}$ we denote the subset of $W_{j}^{(-)}$ formed by the walks with the smallest metric length,
\[ W_{j}^{(-)} := \left\{ w \in W_{j}^{(-)} \right\} \quad \text{such that} \quad |w| \leq |w'| \quad \text{for all} \quad w' \in W_{j}^{(-)}. \]

The leading term in (6.18) is given by
\[ e^{-\varphi(a_j - x_j)} \left[ (I - \mathcal{G}(ix; \mathcal{M})) h \right]_{j,+} + e^{-\varphi x_j} e^{-\varphi a_j} \left[ (I - \mathcal{G}(ix; \mathcal{M})) h \right]_{j,j} + e^{-\varphi x_j} e^{-\varphi a_j} \left[ (I - \mathcal{G}(ix; \mathcal{M})) h \right]_{j,j} \]
\[ + \sum_{w \notin W_{j}^{(-)}} e^{-\varphi x_j} W(x; w) e^{-\varphi |w'|} e^{-\varphi x_{\sigma'}} \left[ (I - \mathcal{G}(ix; \mathcal{M})) h \right]_{j',\sigma'} , \]
where in the last term the walk $w$ leaves the edge $j'$ through the vertex $\partial^\sigma'(j')$ and enters the edge $j$ through the vertex $\partial^-(j)$. The second term in this expression corresponds to the trivial walk $\{j, \partial^-(j), j\}$. 

We emphasize that the condition $|w| \leq a_j - a'_j$ in (6.20) guarantees that the third term is not negligible with respect to the second one.

Observe that the sum of two first terms in (6.21) for all sufficiently large $\kappa > 0$ satisfies the lower bound

$$e^{-\kappa(x_j+a_j)} [(1 - \mathcal{G}(i\kappa; \mathcal{M}))h]_{j,j} + (e^{2\kappa x_j} + [\mathcal{G}(i\kappa; \mathcal{M})]_{j,j})$$

$$\geq e^{-\kappa(x_j+a_j)} [(1 - \mathcal{G}(i\kappa; \mathcal{M}))h]_{j,j} + (1 + [\mathcal{G}(i\kappa; \mathcal{M})]_{j,j}) > 0$$

uniformly in $x_j \in [0, a_j]$. Here on the last step we used the strict positivity of the boundary conditions (cf. Definition 5.4), which, in particular, implies that $1 + [\mathcal{G}(i\kappa; \mathcal{M})]_{j,j}$ is strictly positive for all sufficiently large $\kappa > 0$.

We turn to the discussion of the third term in (6.21).

The following lemma is taken from [31].

**Lemma 6.9.** Assume that the graph $\mathcal{G}$ has no tadpoles. Let $w \in \mathcal{W}_{j,j}^{(\sigma, \sigma')}$ be a walk with the smallest metric length among all walks in $\mathcal{W}_{j,j}^{(\sigma, \sigma')}$. Assume that $w$ is not reflectionless. Then there is a reflectionless walk $w' \in \mathcal{W}_{j,j}^{(\sigma, \sigma')} \cup \mathcal{W}_{j,j}^{(\sigma, \sigma')} \cup \mathcal{W}_{j,j}^{(\sigma, \sigma')}$ from $j'$ to $j$ such that

$$\begin{align*}
(i) & \quad w = \{j, \partial^\sigma(j), w'\} \quad \text{if} \quad w' \in \mathcal{W}_{j,j}^{(\sigma, \sigma')}, \\
(ii) & \quad w = \{w', \partial^\sigma(j'), j'\} \quad \text{if} \quad w' \in \mathcal{W}_{j,j}^{(\sigma, \sigma')}, \\
(iii) & \quad w = \{j, \partial^\sigma(j), w', \partial^\sigma(j'), j'\} \quad \text{if} \quad w' \in \mathcal{W}_{j,j}^{(\sigma, \sigma')}. 
\end{align*}$$

(6.22)

If all walks $w \in \mathcal{W}_{j}^{(-)}$, $w \neq (j, \partial^+(j), j)$ are reflectionless, then from (6.19) it follows that the third term in (6.21) is positive. Assume now that a walk $w \in \mathcal{W}_{j}^{(-)}$, $w \neq (j, \partial^+(j), j)$, is not reflectionless. Observe that the possibilities (i) and (iii) in (6.22) cannot occur since in these cases $|w| \geq a_j$ which implies that $w \notin \mathcal{W}_{j}^{(-)}$. In the case (ii) the walk $w$ is either of the form

$$w = (j, v_1, j', v_0, j') \quad \text{(if} \quad |w|_{\text{comb}} = 1)$$

or

$$w = (j, \ldots, j'', v_1, j', v_0, j') \quad \text{(if} \quad |w|_{\text{comb}} > 1)$$

(6.23) and (6.24)

with $j'' \neq j'$. In both cases $v_1 \in V_0$. The walk (6.23) enters the edge $j$ through the vertex $\partial^+(j)$ and, hence, does not belong to $\mathcal{W}_{j}^{(-)}$. Thus, $w$ is of the form (6.24). Obviously, the walk $w'' := (j, \ldots, j'')$

belongs to $\mathcal{W}_{j}^{(-)}$ (since $w$ does) and has a metric length strictly smaller than $|w|$, which contradicts the assumption that $w$ is a shortest walk in $\mathcal{W}_{j}^{(-)}$. Thus, we arrive at the conclusion that the walk $w$ is reflectionless. Since the boundary conditions are assumed to be strictly positive, the last term in (6.21) is strictly positive. This proves that $w_j(x, \kappa) > 0$ for all sufficiently large $\kappa > 0$.

**Case (c)** can be handled in the exactly same way.

**Case (d).** Denote by $\mathcal{W}_{j}^{(+)}$ the set of all walks with the smallest metric length among all walks in the set

$$\left\{ w \in \mathcal{W}_{j,j'}^{(\pm, \overline{\sigma'})} \quad \text{for some} \quad j' \in \mathcal{I}, \quad j' \neq j \quad \text{and} \quad \sigma' \in \{+, -\} \right\}$$

such that $\partial^\sigma(j') \in V_0$. (6.25)

By assumption we have

$$[\mathcal{G}(i\kappa; \mathcal{M})]_{j,j'} = 0.$$

Thus, the leading term in (6.18) is given by

$$\begin{align*}
\sum_{w \in \mathcal{W}_{j}^{(-)}} & \quad e^{-\kappa x_j} W(x; w)e^{-\kappa|w|} [\mathcal{G}(i\kappa; \mathcal{M})]_{j', j} h_{j,j} W(x; w)e^{-\kappa|w|} [\mathcal{G}(i\kappa; \mathcal{M})]_{j', j} h_{j,j} \\
+ & \quad \sum_{w \in \mathcal{W}_{j}^{(+)}} e^{-\kappa(a_j-x_j)} W(x; w)e^{-\kappa|w|} [\mathcal{G}(i\kappa; \mathcal{M})]_{j,j'} h_{j', j} h_{j,j}.
\end{align*}$$

(6.26)
where $j'$ is the initial edge of the walk $w$ and $\partial \sigma'(j')$ the vertex, through which the walk $w$ leaves the edge $j'(w)$.

If all walks in $\hat{W}_j^{(-)}$ and $\hat{W}_j^{(+)}$ are reflectionless, then sum (6.26) is positive. Therefore, we assume that there is a non-reflectionless walk $w$ belonging, say, to $\hat{W}_j^{(-)}$. Observe that (ii) and (iii) in (6.22) cannot occur. Indeed, this would contradict to the assumption that $w$ is a walk with the smallest metric length among all walks in the set (6.23).

Thus, by Lemma 6.9, there is a reflectionless walk $w' \in W_j^{(+, \sigma')}$ such that

$$w = (j, \partial^-(j), w').$$

We claim that $w' \in \hat{W}_j^{(+)}$. Assume to the contrary that there is a walk $w'' \in \hat{W}_j^{(+)}$ with $|w''| < |w'|$. Then, the walk $\{j, \partial^-(j), w''\}$ has a metric length

$$|w''| + a_j < |w'| + a_j = |w|.$$

Thus, the walk $\{j, \partial^-(j), w''\}$ belongs to $\hat{W}_j^{(-)}$ and has a length smaller than $|w|$. Since $w \in \hat{W}_j^{(-)}$, this is a contradiction.

Observe that from (6.19) and (6.27) it follows that

$$W(x; w) = \left[ \mathcal{G}(i\sigma; M_{\partial^-(j)}) \right]_{j,j} W(x; w')$$

and $|w| = |w'| + a_j$, where $W(x; w') > 0$. Hence, the sum of the contributions of the walks $w$ and $w'$ to (6.26) is given by

$$
e^{-\lambda x_j} W(x; w) e^{-\kappa_x |w|} e^{-\kappa_{a_j}} \left[ |1 - \mathcal{G}(i\sigma; M)| h \right]_{j', \sigma'}^{j', \sigma'} + e^{-\lambda x_j} W(x; w') e^{-\kappa_x |w'|} e^{-\kappa_{a_j}} \left[ |1 - \mathcal{G}(i\sigma; M)| h \right]_{j', \sigma'}^{j', \sigma'}$$

$$= e^{-\lambda x_j} e^{-\kappa(\sigma_{a_j} + \sigma_j)} e^{-\kappa_x |w|} \left[ |1 - \mathcal{G}(i\sigma; M)| h \right]_{j', \sigma'}^{j', \sigma'} + e^{-\lambda x_j} e^{-\kappa(\sigma_{a_j} + \sigma_j)} e^{-\kappa_x |w'|} \left[ |1 - \mathcal{G}(i\sigma; M)| h \right]_{j', \sigma'}^{j', \sigma'}$$

$$\geq e^{-\lambda x_j} e^{-\kappa(\sigma_{a_j} + \sigma_j)} e^{-\kappa_x |w|} \left[ |1 - \mathcal{G}(i\sigma; M)| h \right]_{j', \sigma'}^{j', \sigma'} + e^{-\lambda x_j} e^{-\kappa(\sigma_{a_j} + \sigma_j)} e^{-\kappa_x |w'|} \left[ |1 - \mathcal{G}(i\sigma; M)| h \right]_{j', \sigma'}^{j', \sigma'}$$

uniformly in $x_j \in [0, a_j]$. The strict positivity of the boundary conditions (cf. Definition 5.4) implies that $1 + \left[ \mathcal{G}(i\sigma; M_{\partial^-(j)}) \right]_{j,j}$ is strictly positive for all sufficiently large $x > 0$. Thus, the r.h.s. of (6.28) is strictly positive for all sufficiently large $x > 0$.

For any other non-reflectionless $w \in \hat{W}_j^{(-)}$ there is a reflectionless walk $\tilde{w}' \in W_j^{(+, \sigma')}$ such that $\tilde{w} = (j, \partial^-(j), \tilde{w}')$. Obviously, $w'$ and $\tilde{w}'$ are different. Thus, $w_j(x; \sigma) > 0$ for all sufficiently large $x > 0$.

This completes the proof of inequality (6.14). □
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