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ABSTRACT

The multi-point Taylor polynomial, which is the general, unique and of minimum degree \((mk + m - 1)\) polynomial \(P_{k,m}(x)\) which interpolates a function’s derivatives in multiple points is presented in its explicit form. A proof that this expression satisfies the multi-point Taylor polynomial’s defining property is given. Namely, it is proven that for a \(k\)-differentiable function \(f\) and a set of different \(m\)-points \(\{a_1, ..., a_m\}\), this polynomial satisfies \(P_{k,m}^{(n)}(a_i) = f^{(n)}(a_i)\) \(\forall i = 1, ..., m\) & \(\forall n = 0, ..., k\). A discussion regarding previous expressions presented in the literature, which mostly consisted in recursion formulas and not explicit formulas, is made.
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1 Introduction

It is well known that an infinitely-differentiable function \(f : I \rightarrow \mathbb{R}\) can represented by its Taylor series expansion around a single point \(a \in I\). This in turn defines the single-point Taylor polynomial (STP) as the partial sum of the series, given by

\[
p_k(x) = \sum_{n=0}^{k} \frac{(x-a)^n}{n!} f^{(n)}(a),
\]

which produces a good approximation of the function for increasing values of \(k\) and in fact exactly interpolates the function’s derivatives at the point \(a\). That is, the STP is the unique and of minimal (of order \(k\)) polynomial with the property that

\[
p_k^{(n)}(a) = f^{(n)}(a) \quad \forall n = 0, ..., k.
\]

Furthermore, the STP can be defined for functions that are just \(k\)-differentiable, which together with the previous properties makes it very suitable for polynomial interpolation.

On the other hand, for a set of different points \(A = \{a_1, ..., a_m\} \subset I\), the Lagrange polynomial (LP)

\[
q_m(x) = \sum_{g=1}^{m} \prod_{h=1}^{m} \frac{(x - a_h)}{(a_g - a_h)} f(a_g),
\]

gives the unique polynomial (of minimum order \(m\)) that interpolates the value of the function at the given points

\[
q_m(a_i) = f(a_i) \quad \forall i = 1, ..., m,
\]

and can be found as a basic multi-point interpolating polynomial in many numerical analysis textbooks \([1, 2, 3, 4]\).

One can go further and ask for a polynomial which combines both of these properties, defining the multi-point Taylor polynomial (MTP). That is, for a \(k\)-differentiable real function \(f : I \rightarrow \mathbb{R}\) and a set of different points...
\[ A = \{a_1, \ldots, a_m\} \subset I, \text{ the MTP is the unique and minimal polynomial (of order } mk + m - 1 \text{) which fulfills the conditions} \]

\[ P_{k,m}^{(n)}(a_i) = f^{(n)}(a_i) \quad \forall \ i = 1, \ldots, m \quad \& \quad \forall \ n = 0, \ldots, k. \]

The solution to these conditions is also known as the Hermite or Osculatory interpolation polynomial, and multiple standard methods and iterative algorithms can be found for producing it \[ 1, 2, 3, 5 \], but these do not give its explicit and final form. This is what will be presented on this paper.

The use of MTP or similar interpolants has encountered many applications. For example, the authors in Ref. \[ 6 \] presented a two-point Taylor series expansion whose coefficients can be iterated to produce higher order expressions and applied this to the two-body problem, which consisted of an expansion of the solutions both at the perigee and apogee. Their results turned out to be significantly better than a basic Taylor approximation around just the perigee. Another study \[ 7 \] used a convenient form of the MTP and applied it to the approximation of solutions of second order linear differential equations on an interval with boundary conditions on the extremes, which was done by approximating the solutions around the two boundary points. On the other hand, the study \[ 8 \] performed a multiple point expansion by requesting the satisfaction of the boundary conditions and of the differential equation at a cloud of points inside the domain. Finally, the work in \[ 9 \] used a multi-point Taylor series formula in terms of general basis functions in order to construct an image compression/decompression method.

### 2 The multi-point Taylor polynomial

The explicit form of the MTP will now presented in the form of a theorem and is the main result of this paper.

**Theorem:**

For a \( k - \)differentiable real function \( f : I \to \mathbb{R} \) and a set of different points \( A = \{a_1, \ldots, a_m\} \subset I \), the explicit expression for the MTP is

\[
P_{k,m}(x) = \sum_{g=1}^{m} \left[ \prod_{h=1 \atop h \neq g}^{m} \frac{(x - a_h)}{(a_g - a_h)} \right]^{k+1} \sum_{n=0}^{k} \frac{(x - a_g)^n}{n!} F_{k,m}^{n,g}[A],
\]

where \( F_{k,m}^{n,g}[A] \) are constant factors given by

\[
F_{k,m}^{n,g}[A] = \sum_{j_1 + \cdots + j_m = n} \left( \frac{n}{j_1, \ldots, j_m} \right) f^{(j)}(a_g) \prod_{l=1 \atop l \neq g}^{m} \frac{(k + j_l)l!}{k!} (a_i - a_g)^{-j_l}.
\]

This polynomial satisfies the conditions (5) and thus interpolates a function’s derivatives at multiple points.

Under the understanding that empty sums are null and empty products are one, this expression recovers the STP of Eq. (1) for \( m = 1 \), while \( k = 0 \) recovers the LP of Eq. (3). This is a straightforward property which comes from the fact that the conditions (5) recover the STP’s or the LP’s conditions respectively for each case.

**Proof:**

It will now be proven that the polynomial \( P_{k,m}(x) \) of Eq. (6) satisfies the conditions (5). First notice that \( P_{k,m}^{(n)}(a_i) \) will only have contributions from the \( g = i \) term of the first sum, as the order of the derivative is not big enough to suppress the \((x - a_i)\) factor involved in the other terms which involve

\[
\left[ \prod_{h=1 \atop h \neq g}^{m} \frac{(x - a_h)}{(a_g - a_h)} \right]^{k+1},
\]

with \( g \neq i \), as it is assumed that \( n < k + 1 \). Therefore,

\[
P_{k,m}^{(n)}(a_i) = \left. \frac{d^n}{dx^n} \left[ \prod_{h=1 \atop h \neq i}^{m} \frac{(x - a_h)}{(a_i - a_h)} \right]^{k+1} \sum_{s=0}^{k} \frac{(x - a_i)^s}{s!} F_{k,m}^{s,i}[A] \right|_{x = a_i}.
\]

With that, using the well known Leibniz rule for higher order derivatives

\[
(fg)^{(n)} = \sum_{r=0}^{n} \binom{n}{r} f^{(n-r)}g^{(r)},
\]

\[ 2 \]
then
\[
\frac{d^n}{dx^n} \left[ \prod_{h=1 \atop h \neq i}^{m} \frac{(x - a_h)^{k+1}}{(a_i - a_h)} \right]_{x=a_i} = \sum_{r=0}^{n} \binom{n}{r} \frac{d^r}{dx^r} \left[ \prod_{h=1 \atop h \neq i}^{m} \frac{(x - a_h)^{k+1}}{(a_i - a_h)} \right]_{x=a_i} \times \sum_{s=0}^{n-r} \frac{(a_i - a_h)^{s-r}}{(s-n+r)!} F_{k,m}^{i} [A].
\]

Again, only the \(s = n - r\) term survives. Now, the general Leibniz rule for more than two factors is
\[
\left( \prod_{h=1 \atop h \neq i}^{m} f_h \right)^{(n)} = \sum_{k_1 + \ldots + k_m = n} \binom{n}{k_1, \ldots, k_m} \prod_{h=1 \atop h \neq i}^{m} f_h^{(k_h)}
\]
(a proof for this relation can be found for example in Ref. [10]), so
\[
\frac{d^r}{dx^r} \left[ \prod_{h=1 \atop h \neq i}^{m} \frac{(x - a_h)^{k+1}}{(a_i - a_h)^{s-r}} \right]_{x=a_i} = \sum_{k_1 + \ldots + k_m = r} \binom{r}{k_1, \ldots, k_m} \prod_{h=1 \atop h \neq i}^{m} \frac{1}{(k+1-k_h)!} (a_i - a_h)^{-k_h},
\]
where the multinomial sum and multinomial coefficient with upper index \(\sum_{k_1 + \ldots + k_m = r}\) and \((k_1, \ldots, k_m)^{i}\) denote that \(k_i\) is not taken into account. Joining this with equations (9) and (11), it follows that
\[
P_{k,m}^{(n)}(a_i) = \sum_{r=0}^{n} \binom{n}{r} (k+1)!^{m-1} F_{k,m}^{n-r,i} [A] \sum_{k_1 + \ldots + k_m = r} \binom{r}{k_1, \ldots, k_m} \prod_{h=1 \atop h \neq i}^{m} \frac{1}{(k+1-k_h)!} (a_i - a_h)^{-k_h}.
\]

Now,
\[
\binom{n}{r} (k+1)!^{m-1} F_{k,m}^{n-r,i} [A] = \binom{k+1}{n-r} (k_1, \ldots, k_m)^{i} \prod_{j_1 + \ldots + j_m = n-r} \binom{n-r}{j_1, \ldots, j_m} f^{(j_1)}(a_i) \prod_{l=1 \atop l \neq i}^{m} \frac{(k+j_l)!}{(a_i - a_l)^{j_l}}
\]
\[
= (k+1)^{m-1} (k_1, \ldots, k_m)^{i} \prod_{j_1 + \ldots + j_m = n-r} \binom{1}{j_1, \ldots, j_m} f^{(j_1)}(a_i) \prod_{l=1 \atop l \neq i}^{m} \frac{(k+j_l)!}{(a_i - a_l)^{j_l}}.
\]

Therefore, the evaluation of the polynomial can be expressed as the sum
\[
P_{k,m}^{(n)}(a_i) = (k+1)^{m-1} \sum_{r=0}^{n} B_r,
\]
with
\[
B_r = \sum_{k_1 + \ldots + k_m = r} (k_1, \ldots, k_m)^{i} \prod_{j_1 + \ldots + j_m = n-r} \binom{1}{j_1, \ldots, j_m} f^{(j_1)}(a_i) \prod_{l=1 \atop l \neq i}^{m} \frac{(k+j_l)!}{(k+1-k_h)! (a_i - a_h)^{k_h} (a_l - a_i)^{j_l}}.
\]
As the products range between the same indices, these can be joined together under the same label. Furthermore, when grouping the last two denominators, a global sign appears, which is given by

$$\prod_{j_1=0}^{m} (-1)^{kh} = (-1)^r,$$

(18)\]

because $k_1 + \ldots + k_m = r$, where $k_i$ is not considered. The result of this process is

$$B_r = (-1)^r \sum_{j_1+\ldots+j_m=r} \left( \sum_{j_1+\ldots+j_m=n-r} \sum_{j_1,\ldots,j_m} 1 \right) f(j_1) \cdots f(j_m) \prod_{h=1}^{m} \frac{(k+jh)!}{(k+1-kh)!} (a_h - a_i)^{-j_h-kh}. \tag{19}$$

The only term that could produce the case $j_i = n$, so that the expression includes a $f(n)(a_i)$ term, is the one where $r = 0$. Making an explicit calculation of this term,

$$B_0 = (-1)^0 \sum_{j_1+\ldots+j_m=0} \left( \sum_{j_1,\ldots,j_m} 1 \right) f(j_1) \cdots f(j_m) \prod_{h=1}^{m} \frac{(k+jh)!}{(k+1)!} (a_h - a_i)^{-j_h}. \tag{20}$$

Separating the sought $j_i = n$ term from the rest,

$$B_0 = f(n)(a_i) \prod_{h=1}^{m} \frac{k!}{(k+1)!} (a_h - a_i)^0 + \sum_{j_1+\ldots+j_m=n} \left( \sum_{j_1,\ldots,j_m} 1 \right) f(j_1) \cdots f(j_m) \prod_{h=1}^{m} \frac{(k+jh)!}{(k+1)!} (a_h - a_i)^{-j_h}, \tag{21}$$

which gives the right term when inserted in equation (16). Thus, now it must only be proven that all the other terms cancel each other. For this, it is convenient to group every coefficient of the derivatives of $f(a_i)$. That is,

$$P_{k,m}(a_i) = (k+1)^{m-1} \sum_{r=0}^{n} B_r = f(n)(a_i) + n! \sum_{j=0}^{n-1} \frac{f^{(j)}(a_i)}{(j)!} C_j, \tag{22}$$

where, for $0 \leq j \leq n - 1$,

$$C_j = \frac{(k+1)^{m-1}}{n!} \sum_{r=0}^{n-j} (-1)^r \sum_{k_1+\ldots+k_m=r} \left( \sum_{j_1,\ldots,j_m} 1 \right) \prod_{h=1}^{m} \frac{(k+jh)!}{(k+1-kh)!} (a_h - a_i)^{-j_h-kh} \times \sum_{j_1+\ldots+j_m=n-r-j} \left( \sum_{j_1,\ldots,j_m} 1 \right) \prod_{h=1}^{m} \frac{(k+jh)!}{(k+1-kh)!} (a_h - a_i)^{-j_h-kh} \tag{23}$$

These terms automatically include the $j_i \neq n$ term from $B_0$, whose nullity was left pendent to be proven. The restricted limit on the sum over $r$ comes from the fact that $j > n - r$ is not taken. The notation $\sum_{j_1+\ldots+j_m=n-r-j}^{i}$ is used again
to denote that \(j_i\) is not considered (in fact \(j_i = j\)). This applies for the sum over \(k_i\) as well. The task is now to prove that each factor \(C_j\) is equal to zero.

Now, because
\[
\sum_{r=0}^{n-j} (-1)^r \sum_{k_1 + \ldots + k_m = r \atop j_1 + \ldots + j_m = n-r-j} [\ldots] = \sum_{S(k_1 + S(j_k) = n-j)} (-1)^{S(k_1)} [\ldots],
\]
where \(S(k_1) = k_1 + \ldots + k_m\) and \(S(j_1) = j_1 + \ldots + j_m\) (without \(k_i\) nor \(j_i\)), it follows that
\[
C_j = \sum_{S(k_1) + S(j_k) = n_j} (-1)^{S(k_1)} \prod_{h=1}^{m} \left( \frac{k + j_h}{j_h} \right) \left( \frac{k + 1}{k_h} \right) (a_h - a_i)^{-j_h-k_h},
\]
where the positive integer \(n_j = n - j\) was defined. It is now convenient to further join together the terms of the same power over \((a_h - a_i)\). That is, the terms with \(j_w + k_w = s_w\), for \(w = 1, \ldots, m\) and \(w \neq i\) will now be grouped, which is done by performing the sum over the possible \(s_w\) terms. This results in
\[
C_j = \sum_{s_1 + \ldots + s_m = n_j} \sum_{j_v + k_v = s_v\atop v=1,\ldots,m, h \neq i} \prod_{h=1}^{m} (-1)^{k_h} \left( \frac{k + j_h}{j_h} \right) \left( \frac{k + 1}{k_h} \right) (a_h - a_i)^{-j_h-k_h}.
\]
Once again, the upper index on the sum denotes that the respective term with sub-index equal to \(i\) is not considered. Having grouped every non-compatible term, it is now left to be proven that the factor of each one is zero. That is, one must prove that, for any fixed combination \(S = \{s_1, \ldots, s_m\}\) such that \(s_1 + \ldots + s_m = n_j\) (without considering \(s_i\)), the term
\[
D_{n_j,k}(S) = \sum_{j_v + k_v = s_v\atop v=1,\ldots,m, h \neq i} \prod_{h=1}^{m} (-1)^{k_h} \left( \frac{k + j_h}{j_h} \right) \left( \frac{k + 1}{k_h} \right)
\]
is identically zero, where \(1 \leq n_j \leq n \leq k\). This will be done by strong induction over \(n_j\). For \(n_j = 1\) the only possible combination is when only one element of \(S\) is equal to one, while the others are zero. Without loss of generality, this element can be taken to be \(s_1\). Then, the sum
\[
\sum_{j_v + k_v = s_v\atop v=1,\ldots,m, h \neq i} \prod_{h=2}^{m} (-1)^{k_h} \left( \frac{k + 0}{0} \right) \left( \frac{k + 1}{0} \right)
\]
has two terms: One where \((j_1, k_1) = (1, 0)\) and another where \((j_1, k_1) = (0, 1)\), where in both cases all of the other \((j_v, k_v)\) pairs are zero. Thus
\[
D_{1,k}(S) = \left[ (-1)^0 \left( \frac{k + 1}{1} \right) \left( \frac{k + 1}{0} \right) + (-1)^1 \left( \frac{k + 0}{0} \right) \left( \frac{k + 1}{1} \right) \prod_{h=2}^{m} (-1)^0 \left( \frac{k + 0}{0} \right) \left( \frac{k + 1}{0} \right) \right]
\]
\[
= (k + 1) - (k + 1)
\]
\[
= 0.
\]
Now the inductive step will be performed. Suppose that, for any integer \(n'\) such that \(1 \leq n' \leq n_j\), any combination \(S = \{s_1, \ldots, s_m\}\) such that \(s_1 + \ldots + s_m = n'\) (without considering \(s_i\)) produces a \(D_{n',k}(S)\) term which vanishes. Take \(n_j + 1\) and an arbitary combination \(S' = \{s'_1, \ldots, s'_m\}\) such that \(s'_1 + \ldots + s'_m = n_j + 1\) (without considering \(s'_i\)). Now it must be proven that \(D_{n_j+1,k}(S'')\) is zero.

It is clear that there exists a combination \(S = \{s_1, \ldots, s_m\}\) such that \(s_1 + \ldots + s_m = n_j\) and all of the elements of \(S\) are equal to the ones of \(S'\) with the exception of one, which differs by one unity. This can be done by just taking a copy of \(S'\) except for one element \(s'\) greater than zero (which always exists as \(n' \geq 1\)), for which the element \(s' - 1\) is taken instead. Without loss of generality, this element can be taken as the first one. Thus,
\[
S' = \{s_1 + 1, s_2, \ldots, s_m\},
\]
and therefore

\[
D_{n_j+1,k}(S') = \sum_{j_1+k_1=s_1+1} \sum_{v=2,\ldots,m}^{m} (-1)^{k_1} \binom{k + j_1}{j_1} \binom{k + 1}{k_1}
\]

\[
= \sum_{j_1+k_1=s_1+1} (-1)^{k_1} \binom{k+j_1}{j_1} \binom{k+1}{k_1} \sum_{v=2,\ldots,m}^{m} (-1)^{k_h} \binom{k+j_h}{j_h} \binom{k+1}{k_h}.
\]  

(31)

The second sum of this equation can be expressed as a particular case of \(D\). That is, if one takes the combination \(S'' = \{0, s_2, \ldots, s_m\}\), then \(0 + s_2 + \ldots + s_m = n_j - s_1\) and thus

\[
D_{n_j-s_1,k}(S'') = (-1)^{0} \binom{k+0}{0} \binom{k+1}{k} \sum_{v=2,\ldots,m}^{m} (-1)^{k_h} \binom{k+j_h}{j_h} \binom{k+1}{k_h}
\]

\[
= \sum_{j_1+k_1=s_1+1} (-1)^{k_1} \binom{k+j_1}{j_1} \binom{k+1}{k_1} \sum_{v=2,\ldots,m}^{m} (-1)^{k_h} \binom{k+j_h}{j_h} \binom{k+1}{k_h}.
\]  

(32)

This is because the sum over \((j_1, k_1)\) has only one term, where the values of these variables are zero, and thus can be factored out. This implies that

\[
D_{n_j+1,k}(S') = \sum_{j_1+k_1=s_1+1} (-1)^{k_1} \binom{k+j_1}{j_1} \binom{k+1}{k_1} D_{n_j-s_1,k}(S'').
\]  

(33)

There are two distinct possibilities. If \(s_1 < n_j\), then \(n_j - s_1 \geq 1\) and thus \(D_{n_j-s_1,k}(S'')\) fulfills the requirements for the inductive step. This means that \(D_{n_j-s_1,k}(S'')\) vanishes and so \(D_{n_j+1,k}(S')\) vanishes too. The other case, for which \(s_1 = n_j\), does not fulfills the inductive step conditions (one needs \(n_j > 0\)) and in fact turns out to be equal to one: \(D_{0,k}(S'') = 1\). This in turn implies that

\[
D_{n_j+1,k}(S') = \sum_{j_1+k_1=n_j+1} (-1)^{k_1} \binom{k+j_1}{j_1} \binom{k+1}{k_1}
\]

\[
= \sum_{k_1=0}^{n_j+1} (-1)^{k_1} \binom{k+n_j+1-k_1}{n_j+1-k_1} \binom{k+1}{k_1}.
\]  

(34)

Although non-trivial, this expression is more manageable and its nullity can be proven once again by induction. This is done in Appendix A. With this, in either case, \(D_{n_j+1,k}(S')\) vanishes and the inductive step is fulfilled.

Having proven that \(D_{n_j,k}(S)\) vanishes for any integer \(n_j\) and any combination \(S\) with the given conditions, this consequently proves that \(C_j = 0\) for \(j = 0, \ldots, n - 1\) and, by means of Eq. (22), finalizes the proof that (6) fulfills the conditions (5) for the MTP.

3 Discussion and conclusions

A benefit of using a MTP instead of a STP is that one can obtain a greater accuracy for the interpolation of a function with the knowledge of less derivatives. That is, if one knows the first \(k\) derivatives of a function at \(m\) different points, the MTP possesses the same degree (and thus the same accuracy) with respect to the STP where a higher number of derivatives \((mk - m - 1)\) is known.

Although generally expensive to be computed, there can be parts of the expression (6) which can be calculated without knowledge of the function to be interpolated, and so can be obtained beforehand and saved for optimization. Such terms include

\[
\left[ \prod_{h=1}^{m} \frac{(x - a_h)}{(a_g - a_h)} \right]^{k+1}
\]  

(35)
where the contour of integration is a simple closed loop which encircles all of the points of the set \( A \) of points in the counterclockwise direction and is contained in the analytical region \( \Omega \) of the function. The aforementioned explicit expression for the MTP is obtained when one takes an alternate expression for these constants, given by the composite derivative
\[
A_{n,g} = \left. \frac{1}{n!} \frac{d^n}{dw^n} f(w) \prod_{h=1 \atop h \neq g}^{m} (w - a_h)^n \right|_{w=a_g} + \sum_{l \neq g} \left. \frac{1}{(n-1)!} \frac{d^{n-1}}{dw^{n-1}} f(w) \prod_{h=1 \atop h \neq l}^{m} (w - a_h)^n \right|_{w=a_l},
\]
and which was also presented in this work. This formula holds for \( n = 1, 2, 3, \ldots \), while for the \( n = 0 \) case one can directly obtain that \( A_{0,g} = a_g \) as Eq. \( (41) \) results in the trivial Cauchy formula. Furthermore, the study also presents the multi-point generalization of the disk as the region of convergence for one point, given by
\[
O_m \equiv \{ z \in \Omega, \prod_{h=1}^{m} |z - a_h| < r \}, \quad r \equiv \inf_{w \in \Omega} \left\{ \prod_{h=1}^{m} |w - a_h| \right\}.
\]
It is also worth noting that a general Laurent series for multiple points is also analyzed, which is something that was not considered here.
Although the explicit expression of the polynomial (39) is not similar to the one presented here, the uniqueness of the solution must ensure that, under certain algebraic manipulations, Eqs. (6) and (39) must be equal. The main difference between both results is that the expansion of both polynomials is performed in a different manner, which produces different expressions for the coefficients of each term. That is, the constants $A_{n,g}$ are expressed as n-th derivatives of quotients between the function $f(w)$ and powers of $(w - a_h)$, while the constants $F_{k,m}[\mathcal{A}]$ are expressed in terms of a multinomial sum.

The conclusion is thus that the expression presented here is novel in its form. The usefulness of either expression will depend on the specific purposes for which it is required. An example for where the polynomial (6) is more applicable is in the context of interpolation problems where the numerical values of the function and its derivatives at specific points are known, but not its general form. Expanding the derivatives in the constant $A_{n,g}$ as given by Eq. (42) would ultimately result in expressions similar to the factors $F_{k,m}[\mathcal{A}]$, but this can be computationally expensive to produce and the resulting terms would not be grouped so naturally (for example, additional algebraic manipulations would be needed to obtain the factors (36) which are useful for optimizing the computation of the polynomial). Thus, the expression (6) can be more appropriate for explicit computations.
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With this in mind, it will now be shown that

\[ p \]

which agrees with Eq. (47) for \( p \)

\[ p \]

where Eq. (44) corresponds to the case \( p \)

\[ p \]

allows one to express \( T \)

\[ T \]

the calculation it is convenient to take the partial sums

\[ S_p = \sum_{q=0}^{p+1} T_n(q), \quad T_n(q) = (-1)^q \binom{k + n + 1 - q}{n + 1 - q} \binom{k + 1}{q}, \quad p = 0, ..., n, \]  

(45)

Appendix A: Proof that Eq. (34) is null.

Here it will be shown that the sum

\[ \sum_{q=0}^{n+1} (-1)^q \binom{k + n + 1 - q}{n + 1 - q} \binom{k + 1}{q}, \]  

(44)

is null. A renaming of the variables given by \( n_j = n \) and \( k_1 = q \) with respect to Eq. (34) was used for simplicity. For the calculation it is convenient to take the partial sums

\[ S_p = \sum_{q=0}^{p+1} T_n(q), \quad T_n(q) = (-1)^q \binom{k + n + 1 - q}{n + 1 - q} \binom{k + 1}{q}, \quad p = 0, ..., n, \]  

(45)

Additional rearrangements of the factorials in the binomial coefficients allows one to express \( T_n(q) \) as

\[ T_n(q) = \frac{k + 1}{n + 1} (-1)^q \binom{k + n + 1 - q}{n} \binom{n + 1}{q}. \]  

(46)

With this in mind, it will now be shown that

\[ S_p = -\frac{(p + 2)(k + n - p)}{(n + 1)(k + 1)} T_n(p + 2) \]  

(47)

holds for the partial sum \( p = 0, ..., n - 1 \). Note that the second binomial coefficient of \( T_n(q) \) in Eq. (46) is well defined only for \( q = 0, ..., n + 1 \) and so in relation (47) one cannot take \( p = n \). This relation can be proven by induction. The base case is

\[ S_0 = \frac{k + 1}{n + 1} \left[ \binom{k + n + 1}{n} - \binom{k + n}{n} \binom{n + 1}{1} \right] \]  

(48)

which agrees with Eq. (47) for \( p = 0 \). For the inductive step it is now assumed that Eq. (47) holds for a given \( p = 0, ..., n - 2 \). This implies that

\[ S_{p+1} = S_p + T_n(p + 2) \]  

(49)

and thus induction is fulfilled: Eq. (47) holds for \( p = 0, ..., n - 1 \). With this relation the complete sum can be now directly computed:

\[ S_n = S_{n-1} + T_n(n + 1) = \left[ -\frac{(n + 1)(k + 1)}{(n + 1)(k + 1)} + 1 \right] T_n(n + 1) = 0. \]  

(50)

The sum vanishes, as required. ■