SPECIALIZATION MAP FOR QUIVER GRASSMANNIANS
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Abstract. We define a specialization map between cohomology algebras of quiver Grassmannians of Dynkin type and we prove that it is surjective in type A. This generalizes a result of Lanini and Strickland.

1. Introduction

Quiver Grassmannians are natural generalizations of Grassmannians and flag varieties. Since every projective variety can be realized as a quiver Grassmannian [29], it is natural to restrict the attention to those having representation-theoretic applications, e.g., to canonical bases of quantum groups, dual canonical bases, and cluster algebras. In [13], a study of the cohomologies of quiver Grassmannians was initialized by analyzing in detail the case of quiver Grassmannians attached to indecomposable representations of the Kronecker quiver. In particular, it was shown that such quiver Grassmannians admit an affine paving, and their Hilbert polynomials are explicitly determined. Subsequently, various other classes of quiver Grassmannians are investigated (see [32], [24], [25], [20], [27], [22], [23]) and some general results are obtained in [12]; namely, all quiver Grassmannians attached to complex representations of Dynkin quivers admit affine pavings, thus their cohomologies are concentrated in even degrees and are generated by classes attached to algebraic cycles. Furthermore, such properties have also been proved to hold in almost all cases for quivers of affine type, and the algebraicity of the cohomology holds in greater generality, i.e. for quiver Grassmannians attached to rigid representations of acyclic quivers.

Quiver Grassmannians are fibers of a projective family over an affine space whose total space is smooth. This family is called a universal quiver Grassmannian in [8, 9]; it depends on two discrete invariants which are the dimension vector of the representation and of the subrepresentation. Moreover universal quiver Grassmannians are endowed with a natural action of a reductive group. Therefore, we may study the variation of the cohomology of the quiver Grassmannians over different orbits (see [17] for results in this direction).

The variation of the cohomology of the fibers of a proper map is encoded in the higher direct images of the constant sheaf over the total space. In the case of quiver Grassmannians of Dynkin type these are constructible sheaves over a variety of quiver representations of a given dimension vector, which are constructible with respect to the stratification given by orbits (there are finitely many of them in the Dynkin case). There is an equivalence between constructible sheaves on a given stratified space and functors from its category of exit paths [36, Theorem 1.2]. A great deal of information about these constructible sheaves is contained in the specialization maps, which are morphisms from the cohomology of a fiber over a point \( x_0 \) to the cohomology of the fiber over a point in an orbit closing to \( x_0 \). In significant instances of projective families, e.g. Springer fibers in type A (see [35], [15]), one observes the surjectivity of the specialization maps, which indicates a strong form of upper semicontinuity of the cohomology of the fibers of the family in question. Other important instances of surjectivity in cohomology of varieties associated with quivers, arise for the Kirwan map for smooth Nakajima quiver varieties [28].
A first result on the surjectivity of a specialization map on quiver Grassmannians of Dynkin type has been established in [21]. This is part of the framework of linear degenerations of flag varieties of type $A$ introduced and studied in [9] and [10]. In [17] the authors determine the supports of the decomposition theorem for the linear degenerations of the complete flag variety by using quantum groups computations. Linear degenerations of flag varieties of type $A$ are particular quiver Grassmannians for an equioriented quiver of type $A$. It is hence natural to ask if a specialization map is defined for more general quiver Grassmannians and if it is surjective.

For a quiver representation $X$ we denote by $\text{Gr}_e(X)$ the quiver Grassmannian which parametrizes the subrepresentations of $X$ of dimension vector $e$.

Our main results can be summarized as follows:

**Theorem 1.1.** Let $Q$ be a Dynkin quiver, let $d, e \in \mathbb{N}^{Q_0}$ be dimension vectors and let $M$ and $N$ be $Q$-representations of the same dimension vector $d$.

(i) If $M \leq_{\text{deg}} N$ (see Section 2.2 for the definition of $\leq_{\text{deg}}$) then any choice of an exit path from $N$ to $M$ gives rise to the same specialization map $c_{N,M} : H^\bullet(\text{Gr}_e(N)) \to H^\bullet(\text{Gr}_e(M))$.

(ii) If $Q$ is of type $A$ then $c_{N,M}$ is surjective.

Unusually, the restriction to Dynkin quivers in Theorem 1.1 is not due to the fact that they admit a finite number of orbits, but on the fact that orbit closures of Dynkin quivers are unibranch [39]. In particular, the proof of part (i) generalizes to all representation varieties of algebras where this is known.

For simplicity, in the introduction we formulate Theorem 1.1 using exit paths but we do not explicitly use them in this paper. Instead, we define a specialization map concretely using neighborhoods of the points (see Theorem/Definition 3.9). This corresponds exactly to the construction of [36, Theorem 1.2].

The proof of the surjectivity of specialization is obtained by reducing to minimal degenerations, then using a result of Bongartz on minimal degenerations and applying a suitably generalized version of the reduction theorem of [12, Theorem 24], to obtain an $\alpha$-partition for which the specialization maps of the single parts are readily determined. This procedure thus yields a comparison theorem between the cohomologies of the quiver Grassmannians of a pair of representations relative to a minimal degeneration. We prove that such a specialization map is surjective and we describe the associated graded of its kernel with respect to a suitable filtration.

**Corollary 1.2.** Let $Q$ be a quiver of type $A_n$, let $e, d \in \mathbb{Z}_{\geq 0}^n$ be two dimension vectors, let $M$ be a $Q$-representation of dimension vector $d$ and let $0_d$ denote the semisimple representation of dimension vector $d$. Then the inclusion $\text{Gr}_e(M) \subset \text{Gr}_e(0_d) = \prod_{i=1}^n \text{Gr}_{e_i}(\mathbb{C}^{d_i})$ induces a canonical surjective morphism of graded algebras

$$c_M : \bigotimes_{i=1}^n H^\bullet(\text{Gr}_{e_i}(\mathbb{C}^{d_i})) \longrightarrow H^\bullet(\text{Gr}_e(M)).$$

Moreover, $c_M = c_{0_d,M}$.

We remark that $c_M$ is uniquely determined by an ideal $I_M$ of $H^\bullet(\text{Gr}_e(0_d))$. It is an interesting problem to describe $I_M$ (and hence $H^\bullet(\text{Gr}_e(M))$) by generators and relations. In case $M$ is rigid, Corollary 1.2 holds for every quiver [12, Corollary 43].

We now describe the contents of the paper. In Section 2 we collect the tools from representation theory of Dynkin quivers that we need. In Section 3 we introduce a general setting in which the specialization map is canonically defined, i.e. independent of...
the choice of points and paths; moreover we define $\alpha$-partitions and affine pavings of proper $\mathbb{C}^*$-equivariant one-dimensional families and prove Proposition 3.16 which is one of the main ingredients in the proof of surjectivity of specialization (Theorem 1.1(ii)).

In Section 4 we discuss the specialization map for a universal quiver Grassmannian of Dynkin type; we show that it satisfies the general setting of Section 4 (see Lemma 4.1), proving the first two parts of Theorem 1.1 in Section 4.1 we define one dimensional families associated with non-split short exact sequences and show that they are proper and $\mathbb{C}^*$-equivariant; in Section 4.2 we show that the family associated with a generating non-split short exact sequence admits an $\alpha$-partition (see Definition 3.14) and in type $A$ it can be refined to an affine paving (Proposition 4.13); in Section 4.3 we collect all arguments to prove Theorem 1.1. It is worth noticing that the proof of surjectivity of the specialization map reduces to showing that the one-dimensional families associated to minimal degenerations admit an affine paving, or an $\alpha$-partition whose parts have no odd cohomology. We expect that this strategy can be fruitfully put to use in more general contexts (e.g. Dynkin quivers other that of type $A$).
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2. Generalities

In this paper, if not mentioned otherwise, we fix $\mathbb{C}$, the field of complex numbers, as base field.

2.1. Representations of quivers. Let $Q = (Q_0, Q_1, s, t)$ be a quiver, that is, an oriented graph; its set of vertices is $Q_0$ and its set of edges is $Q_1$. We assume furthermore that the quiver $Q$ is finite, i.e. both $Q_0$ and $Q_1$ are finite sets. A finite-dimensional representation of $Q$ is the data $((V_x)_{x \in Q_0}, (f_\alpha)_{\alpha \in Q_1})$, where the $V_x$ are finite-dimensional vector spaces, and $f_\alpha : V_{s(\alpha)} \to V_{t(\alpha)}$ are linear maps between the vector spaces associated with the start $s(\alpha)$ and the terminal $t(\alpha)$ vertices of the arrow $\alpha$.

Let $\text{Rep}(Q)$ be the category of finite-dimensional representations of the quiver $Q$. It is an abelian, Krull-Schmidt and hereditary category. Given two $Q$-representations $M$ and $N$ we denote $[M, N] = \dim \text{Hom}_Q(M, N)$ and $[M, N]^1 = \dim \text{Ext}_Q^1(M, N)$.

Let $V = ((V_x)_{x \in Q_0}, (f_\alpha)_{\alpha \in Q_1})$ be in $\text{Rep}(Q)$. The vector $\dim V = (\dim(V_x))_{x \in Q_0} \in \mathbb{N}^{Q_0}$ is called the dimension vector of $V$.

A subrepresentation of $V$ is the data of a subspace $W_x \subseteq V_x$ for every vertex $x$ of $Q$, such that, for every arrow $\alpha \in Q_1$, one has $f_\alpha(W_{s(\alpha)}) \subseteq W_{t(\alpha)}$.

A quiver is of Dynkin type if its underlying unoriented graph is a disconnected union of simply laced Dynkin diagrams. According to Gabriel’s theorem, $\text{Rep}(Q)$ has finitely
many isoclasses of indecomposables if and only if \( Q \) is of Dynkin type with finitely many vertices.

### 2.2. Varieties of representations

Let \( d \in \mathbb{N}^{Q_0} \) be a dimension vector for the quiver \( Q \) and let \( \mathbb{C}^d = \bigoplus_{i \in Q_0} \mathbb{C}^{d_i} \) be the \( Q_0 \)-graded vector space of dimension vector \( d \). The automorphism group of the graded vector space \( \mathbb{C}^d \) is denoted \( G_d = \text{GL}_d(\mathbb{C}) = \prod_{i \in Q_0} \text{GL}_{d_i}(\mathbb{C}) \). We denote by \( R_d = R_d(\mathcal{Q}) = \prod_{\alpha \in Q_1} \mathbb{C}^{t(\alpha) \times s(\alpha)} \) the variety of representations of \( Q \) of dimension vector \( d \) (more precisely the variety of \( Q \)-representations having \( \mathbb{C}^d \) as underlying vector space). The reductive group \( G_d \) acts from the left on \( R_d \) by change of basis, i.e., \( (g_i) \cdot (f_\alpha) = (g_{\alpha}(i) f_\alpha g_{\alpha}^{-1}(i))_{\alpha \in Q_1} \) and the \( G_d \)-orbits correspond to isoclasses. We denote the points of \( R_d \) with lowercase letters but when we consider them as \( Q \)-representations we use upper case letters. Thus we write \( m \in R_d \) or \( M \in \text{Rep}(Q) \). We use the notation \([M]\) to denote the isomorphism class of a \( Q \)-representation \( M \) and we denote by \( \mathcal{O}_m \) the \( G_d \)-orbit of a point \( m \in R_d \).

For a Dynkin quiver \( Q \), Gabriel’s theorem implies that there are only finitely many isoclasses of representations of \( Q \) of dimension vector \( d \). The closure of orbits defines a partial order on the set of \( G_d \)-orbits in \( R_d \); it is the so-called degeneration order; we denote it \( M \leq_{\text{deg}} N \), if \( G_d \cdot N \subseteq G_d \cdot M \), and we say that \( N \) is a degeneration of \( M \).

**Remark 2.1.** For a Dynkin quiver \( Q \), the degeneration order can be expressed in terms of the category \( \text{Rep}(Q) \) as the Hom order or also as the Ext order \([5]\). This result is not used directly in the present paper; however, it is indirectly used through the characterization of Bongartz of minimal degenerations.

#### 2.2.1. Minimal degenerations

We recall the fundamental result of Bongartz on minimal degenerations (formulated in the special case of Dynkin quivers) and derive from it a consequence used in the study of specialization maps.

**Theorem 2.2 (Bongartz, [5], Theorem 4).** Let \( M \leq_{\text{deg}} N \) be a degeneration of representations of a Dynkin quiver \( Q \). Then, it is minimal if and only if there is an exact sequence

\[
0 \to X_1 \to Y_1 \to S_1 \to 0
\]

and a module \( Y' \) such that

\( (i) \) \( X_1 \) and \( S_1 \) are indecomposable

\( (ii) \) \( X_1 \oplus S_1 \) is a minimal degeneration of \( Y_1 \).

\( (iii) \) \( M = Y_1 \oplus Y' \);

\( (iv) \) \( N = X_1 \oplus S_1 \oplus Y' \);

\( (v) \) for any common indecomposable direct summand \( B \not\cong S_1 \) of \( N \) and \( M \), one has

\[
[B,M]^1 = [B,N]^1;
\]

\( (vi) \) for any common indecomposable direct summand \( C \not\cong X_1 \) of \( N \) and \( M \), one has

\[
[M,C]^1 = [N,C]^1.
\]

We now state a consequence of Theorem 2.2 to be used in the study of the specialization map for type A quivers.

**Theorem 2.3.** Let \( M \leq_{\text{deg}} N \) be a minimal degeneration between representations of a quiver of type \( A \). Then, there are

\( (a) \) indecomposables \( X_1, S_1 \);

\( (b) \) a nonsplit short exact sequence

\[
\xi_1 : 0 \to X_1 \to Y_1 \to S_1 \to 0;
\]
(c) representations $X', S'$; satisfying the following conditions:

(i) $M = Y_1 \oplus X' \oplus S'$;
(ii) $N = X_1 \oplus S_1 \oplus X' \oplus S'$;
(iii) $[S_1 \oplus S', X_1 \oplus X']^1 = [S_1, X_1]^1$;
(iv) $[X_1, X']^1 = [S', S_1]^1 = 0$.

Proof. From Theorem 2.2 one gets the data $(X_1, S_1, \xi_1, Y')$. Therefore, to define the data $(X_1, S_1, \xi_1, X', S')$ that meet the requirements of the theorem, one needs to suitably split $Y'$ as a direct sum $X' \oplus S'$.

Since $Y_1$ is the middle term of a non-split short exact sequence with indecomposable extremes, under the type A assumption, it is straightforward to check that, for any indecomposable $B$, one has either $\text{Ext}^1(B, Y_1) = 0$ or $\text{Ext}^1(Y_1, B) = 0$; furthermore, if $B, C$ are two indecomposables such that $\text{Ext}^1(C, Y_1) \neq 0$ and $\text{Ext}^1(Y_1, B) \neq 0$, then it follows that $\text{Ext}^1(B, C) = 0$.

Denote by $\Sigma$ the set of isomorphism classes of indecomposable direct summands of $Y'$ that are different from $X_1$ and $S_1$. Then, the set $\Sigma' = \Sigma \cup \{Y_1\}$ may be linearly ordered in such a way that, for $B, C \in \Sigma'$ such that $A \leq B$, one has $\text{Ext}^1(A, B) = 0$. With respect to this linear order, let $Y' = X' \oplus S'$, where $S'$ is the sum of the indecomposables $B$ of $Y'$ corresponding to an element of $\Sigma$ for which $B \leq Y_1$ and $X'$ is the sum of the indecomposables $C$ of $Y'$ corresponding to an element of $\Sigma$ for which $C \geq Y_1$.

Then, by the property of the ordering, one gets:

$$\text{Ext}^1(S', X') = \text{Ext}^1(S', Y_1) = \text{Ext}^1(Y_1, X') = 0.$$  

Furthermore, since Theorem 2.2 implies that for $B$ an indecomposable direct summand of $X' \oplus S'$ different from both $X_1$ and $S_1$, one has

$$\text{Ext}^1(B, Y_1) = \text{Ext}^1(B, X_1 \oplus S_1) \quad \text{and} \quad \text{Ext}^1(Y_1, B) = \text{Ext}^1(X_1 \oplus S_1, B),$$

it follows that

$$\text{Ext}^1(S', X') = \text{Ext}^1(S', S_1) = \text{Ext}^1(X_1, X') = 0.$$  

This concludes the proof. \hfill \Box

2.3. Quiver Grassmannians. Quiver Grassmannians are schematic fibers of projective families called universal quiver Grassmannians (see [33], [8]) defined as follows: one considers the incidence variety

$$X_{e,d} = \text{Gr}_e^d(d) := \{((U_i, (M_{\alpha}))) \in \text{Gr}_e(\mathbb{C}^d) \times R_d \mid M_{\alpha}(U_{s(\alpha)}) \subseteq U_{t(\alpha)} \forall \alpha \in Q_1\}$$

equipped with two projections

$$\text{Gr}_e(\mathbb{C}^d) \xrightarrow{p_1} X_{e,d} \xrightarrow{p_2} R_d$$

which are $G_d$-equivariant. The map $p_1$ realizes $X_{e,d}$ as the total space of a homogeneous vector bundle on $\text{Gr}_e(\mathbb{C}^d)$ (see [8], section 2.2). This implies that it is irreducible and smooth.

The map $\pi_{e,d} = p_2$ is proper, and its image is the closed $G_d$-stable subvariety of $R_d$ consisting of those representations admitting a subrepresentation of dimension vector $e$. The morphism $\pi_{e,d}$ is the universal family of quiver Grassmannians of $e$-dimensional subrepresentations of $d$-dimensional representations. For $M \in R_d$, the quiver Grassmannian $\text{Gr}_e(M)$ is the fiber $\pi_{e,d}^{-1}(M)$ of $\pi_{e,d}$ over $M$.  
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2.4. Generating short exact sequences. Let $Q$ be a quiver and let

$$
\xi : 0 \longrightarrow X \overset{p}{\longrightarrow} Y \overset{\tau}{\longrightarrow} S \longrightarrow 0
$$

be a short exact sequence. Following Caldero and Chapoton \cite{caldero2001}, for every dimension vector $e$ there is a map $\Psi : Gr_e(Y) \to \bigsqcup_{f+g=e} Gr_f(X) \times Gr_g(S)$ given by $N \mapsto (r^{-1}(N), p(N))$. This is not a nice map in general, but as noticed in \cite{caldero2001}, it becomes very useful if $\xi$ has good homological properties. Following \cite{caldero2001}, we say that $\xi$ is generating if $\text{Ext}^1(S, X) = \mathbb{C}$. Thus, $\xi$ is either split and $[S, X]^1 = 0$ or $\xi$ is not split and $[S, X]^1 = 1$. For every $f + g = e$ we denote $S^e_{f,g} = \Psi^{-1}(Gr_f(X) \times Gr_g(S))$ and $S^e_{f,g} : Gr_f(X) \times Gr_g(S)$. We recall from \cite{bergh2008} Section 1.3 that an $\alpha$-partition of an affine variety $X$ is a finite partition $X = X_1 \cup \cdots \cup X_n$ into locally closed subsets such that $X_1 \cup \cdots \cup X_i$ is closed for every $i = 1, \cdots, n$. It is proved in \cite{caldero2001} Lemma 20 that the collection of the strata $S^e_{f,g}$ forms an $\alpha$-partition of $Gr_e(Y)$. It is now important to describe the image of $S^e_{f,g}$. If $\xi$ splits then $\text{Im}(\Psi^e_{f,g}) = Gr_f(X) \times Gr_g(S)$. If $\xi$ is not split, then one defines

$$
(1) \quad X_S = \text{Ker}(\tau S) \subset X, \quad S^X = \text{Im}(\tau^{-1}X \to S) \subset S,
$$

where $\tau$ denotes the AR-translate and $\tau^{-1}$ its quasi-inverse. By \cite{caldero2001} Theorem 31,

$$
\text{Im}(\Psi^e_{f,g}) = \{((N_1, N_2)| [N_2, X/N_1]^1 = 0\}
$$

Moreover $S^e_{f,g}$ is a (locally trivial) affine bundle over its image.

We can now interpret Theorem \cite{caldero2001} in this language and notice that for quivers of type $A$, every minimal degeneration is given by a generating short exact sequence.

**Corollary 2.4.** Let $Q$ be a quiver of type $A$ and let $M \leq \text{deg} \ N$ be a minimal degeneration. Then, in the notation of Theorem \cite{caldero2001} the short exact sequence

$$
\xi : 0 \longrightarrow X = X_1 \oplus X' \longrightarrow Y = M \longrightarrow S = S_1 \oplus S' \longrightarrow 0
$$

is generating. Moreover, $X_S = X' \oplus (X_1)_{S_1}$ and $S^X = (S_1)^{Y_1}$.

**Proof.** It follows from Theorem \cite{caldero2001} \hfill \square

3. Specialization

We consider a geometric setting given by a datum $(G, X, Y, \pi)$ satisfying the following:

(3) $G$ is a connected algebraic group;
(4) $X$ and $Y$ are $G$-varieties;
(5) $Y$ has finitely many $G$-orbits;
(6) the closure $\overline{O}$ of each $G$-orbit $O \subset Y$ is unibranch, i.e. the normalization map $\nu : \overline{O} \to \overline{O}$ is a bijection;
(7) the stabilizer of each point of $Y$ is connected;
(8) $\pi : X \to Y$ is a proper and $G$-equivariant map.

In this section we define a map, that we call a specialization map,

$$
c_{y_1, y_2} : H^\bullet(\pi^{-1}(y_1)) \to H^\bullet(\pi^{-1}(y_2))
$$

for any points $y_1, y_2 \in Y$ such that $y_1 \in G \cdot y_2$ which depends only on the $G$-orbits of $y_1$ and $y_2$. 
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For a complex algebraic variety \( Z \) we denote by \( H^\bullet(Z) := H^\bullet(Z, \mathbb{Z}) \) the singular cohomology of \( Z \) with integer coefficients.

**Lemma 3.1.** Let \( y_1 \) and \( y_2 \) be two points in the same \( G \)-orbit \( O \) in \( Y \). Then there is a canonical isomorphism \( \varphi_{y_1,y_2} : H^\bullet(\pi^{-1}(y_1)) \rightarrow H^\bullet(\pi^{-1}(y_2)) \) between cohomology algebras. In particular, \( \varphi_{y_2,y_3} \circ \varphi_{y_1,y_2} = \varphi_{y_1,y_3} \) and \( \varphi_{y_1,y_1} = Id \) for every \( y_1, y_2, y_3 \in O \).

**Proof.** Let us define \( \varphi_{y_1,y_2} \). Let \( g \in G \) be such that \( g \cdot y_2 = y_1 \). This defines an isomorphism \( \phi_{y_2,y_1,g} : \pi^{-1}(y_2) \xrightarrow{\sim} \pi^{-1}(y_1) \) of proper varieties (by \( \mathbb{R} \)). Since cohomology is a contravariant functor one gets an isomorphism

\[
\varphi_{y_1,y_2,g} : H^\bullet(\pi^{-1}(y_1)) \xrightarrow{\sim} H^\bullet(\pi^{-1}(y_2)).
\]

Clearly, if \( g \cdot y_2 = y_1 \) and \( h \cdot y_3 = y_2 \) then

\[
\phi_{y_2,y_1,g} \circ \phi_{y_1,y_2,h} = \phi_{y_1,y_3,gh}.
\]

In cohomology this yields

\[
\varphi_{y_2,y_3,h} \circ \varphi_{y_1,y_2,g} = \varphi_{y_1,y_3,gh}.
\]

We need to show that \( \varphi_{y_1,y_2,g} \) is independent of \( g \). By \( \mathbb{R} \), \( \varphi_{y_2,y_1,g^{-1}} = \varphi_{y_1,y_2,g}^{-1} \). Let \( h \in G \) be another element such that \( h \cdot y_2 = y_1 \). Then \( \varphi_{y_1,y_2,h}^{-1} \circ \varphi_{y_1,y_2,g} = \varphi_{y_1,y_1,gh^{-1}} \). We observe that \( gh^{-1} \in \text{Stab}_G(y_1) \) which is connected by \( \mathbb{R} \). Since the action of a connected transformation group is trivial on cohomology, it follows that \( \varphi_{y_1,y_1,gh^{-1}} = Id \) and thus \( \varphi_{y_1,y_2,g} = \varphi_{y_1,y_2,h} \). This proves also transitivity. \( \square \)

**Theorem/Definition 3.2.** Let \( O \subset Y \) denote a \( G \)-orbit. Then there is a well-defined inverse system of graded rings \( \{ Z(O) := \{ \varphi_{y_1,y_2} : H^\bullet(\pi^{-1}(y_1)) \rightarrow H^\bullet(\pi^{-1}(y_2)) \} \mid y_1, y_2 \in O \} \).

We define

\[
H^\bullet(X(O)) = \lim_{Z(O)} \varphi_{y_1,y_2}.
\]

**Proof.** It follows from Lemma 3.1. \( \square \)

**Remark 3.3.** We stress the fact that \( H^\bullet(X(O)) \) is not the cohomology of a geometric object, but it is canonically isomorphic to \( H^\bullet(\pi^{-1}(y)) \) for any \( y \in O \). We think of \( X(O) \) as representing every fiber of \( \pi \) over a point in \( O \).

To prove our next result we need the following basic lemma which was communicated to us by A. Rapagnetta.

**Lemma 3.4.** Let \( Z \) be a normal variety. Let \( z \in Z \) and let \( D \) be a connected open neighborhood of \( z \). Let \( D_s \) be a Zariski open subset of the smooth locus of \( D \). Then \( D_s \) is connected.

**Proof.** Let \( f : \tilde{Z} \rightarrow Z \) be a resolution of singularities of \( Z \). Let \( \tilde{Z}_D := f^{-1}(D) \). Since \( Z \) is normal, \( f_*(\mathcal{O}_\tilde{Z}) = \mathcal{O}_Z \) and by restriction to the open subset \( \tilde{Z}_D \), also \( f_*(\mathcal{O}_{\tilde{Z}_D}) = \mathcal{O}_D \). In particular, \( H^0(\tilde{Z}_D, \mathcal{O}_{\tilde{Z}_D}) = H^0(D, \mathcal{O}_D) \). Since \( D \) is normal, \( H^0(D, \mathcal{O}_D) \) has no zero-divisors. It follows that \( H^0(\tilde{Z}_D, \mathcal{O}_{\tilde{Z}_D}) \) has no zero-divisors. Thus, since \( \tilde{Z}_D \) is smooth, it must be connected. Moreover, \( D_s \simeq f^{-1}(D_s) \) is an open subset of the connected variety \( \tilde{Z}_D \) which is the complement of subvarieties of lower dimension. Hence, it follows that \( D_s \) is connected. \( \square \)

**Definition 3.5.** An open neighborhood \( U \) of a point \( y \in Y \) is called a nice little neighborhood of \( y \) if it satisfies the following two conditions:
(i) \( U \) is contractible;
(ii) the map in cohomology \( \psi : H^\bullet(\pi^{-1}(U)) \to H^\bullet(\pi^{-1}(y)) \) induced by the inclusion \( \{y\} \subset U \) is an isomorphism.

Lemma 3.6. For every \( y \in Y \) the following hold:

(i) Nice little neighborhoods of \( y \) form a basis of open neighborhoods of \( y \).
(ii) Let \( O \) be a \( G \)-orbit such that \( y \in \overline{O} \). Then for every nice little neighborhood \( U \) of \( y \), the intersection \( U \cap \overline{O} \) is connected.

Proof. Let us prove (i). Let \( V \) be an open subset of \( Y \) containing \( y \). Since \( \pi \) is a proper and \( G \)-equivariant map, it follows that \( \pi_\ast(\mathbb{Z}_X)_{|_V} \) is a complex of sheaves with cohomology constructible for the stratification of the \( G \)-orbits of \( Y \) ([26, Proposition of section 1.9]). Hence there exists a contractible open neighborhood \( U \) of \( y \), contained in \( V \), such that \( H^\bullet(\pi_\ast(\mathbb{Z}_X)_{|_U}) \) coincides with the stalk \( H^\bullet(\pi_\ast(\mathbb{Z}_X)_y) \) at \( y \). Moreover, by [26, Prop. 2.5.2],

\[
H^\bullet(\pi^{-1}(U)) = H^\bullet(\pi_\ast(\mathbb{Z}_X)_{|_U}) \cong H^\bullet(\pi^{-1}(y)).
\]

Thus every open neighborhood of \( y \) contains a nice little neighborhood of \( y \).

Let us prove (ii). Let now \( O \subset Y \) be a \( G \)-orbit such that \( y \in \overline{O} \). Let \( Z \) be a normalization of \( \overline{O} \). By [33], the normalization map \( \nu : Z \to \overline{O} \) is a homeomorphism. We put \( D = \nu^{-1}(U) \). Since \( \nu \) is a homeomorphism, \( D \) is an open and connected subset of \( Z \). Since \( O \subset \overline{O} \) is smooth, \( \nu \) is an isomorphism over \( O \) and thus \( \nu^{-1}(O) \) is an open subset of the smooth locus of \( Z \). By lemma [26, 3.4] \( D \cap \nu^{-1}(O) \) is connected. Thus \( U \cap O = \nu(D \cap \nu^{-1}(O)) \) is connected.

\[ \square \]

Let \( O_1 \subset \overline{O}_2 \subset Y \). Let \( y_1 \in O_1 \) and let \( U \) be a nice little neighborhood of \( y_1 \). Let \( y_2 \in U \cap O_2 \). Then one has a homomorphism of graded algebras \( c_{y_1,U,y_2} : H^\bullet(X_{[O_1]}) \to H^\bullet(X_{[O_2]}) \) defined as the composition

\[
\begin{array}{ccc}
H^\bullet(X_{[O_1]}) & \xrightarrow{c_{y_1,U,y_2}} & H^\bullet(\pi^{-1}(y_1)) \\
& \sim & \sim \\
& \downarrow & \downarrow \\
H^\bullet(X_{[O_2]}) & \xrightarrow{c_{y_1,U,y_2}} & H^\bullet(\pi^{-1}(y_2)) & \cong & H^\bullet(\pi^{-1}(y_2))
\end{array}
\]

where the right vertical arrow is induced by the inclusion \( \{y_2\} \subset U \).

Lemma 3.7. Let \( y_1 \in O_1 \), let \( U \) be a nice little neighborhood of \( y_1 \) and let \( y_2 \in U \cap O_2 \). Then

(i) \( c_{y_1,U,y_2} = c_{g,y_1,g.U,g.y_2} \) for every \( g \in G \).
(ii) \( c_{y_1,U,y_2} = c_{y_1,U''y_2} \) for every nice little neighborhood \( U'' \) of \( y_1 \) such that \( U'' \subseteq U \) and \( y_2 \in U'' \).
(iii) \( c_{y_1,U,y_2} = c_{y_1,U,y_2}'' \) for every \( y_2'' \in U \cap O_2 \).
Proof. To prove (i), observe that one has the following diagram

\[
\begin{array}{c}
H^\bullet(X_{O_1}) \xrightarrow{c_{g,y_1\cdot U,y_2}} H^\bullet(X_{C_1}) \xrightarrow{\sim} H^\bullet(\pi^{-1}(y_1)) \xrightarrow{\sim} H^\bullet(\pi^{-1}(y_2)) \\
\xrightarrow{\sim} H^\bullet(\pi^{-1}(g\cdot U)) \\
\end{array}
\]

The squares \([\overline{2}, \overline{3}]\) and \([\overline{4}]\) commute by functoriality of cohomology and the definition of \(\varphi_{g,y_1\cdot U,y_2}\) and \(\varphi_{g,y_2\cdot U,y_2}\) given in Lemma 3.1. The squares \([\overline{1}]\) and \([\overline{5}]\) commute by the universal property of inverse limits. It follows that the leftmost square is commutative, i.e., \(c_{g,y_1\cdot U,y_2} = c_{y_1\cdot U,y_2}\).

To prove (ii) we consider the following commutative diagram

\[
\begin{array}{c}
H^\bullet(\pi^{-1}(U)) \\
\xrightarrow{\sim} H^\bullet(\pi^{-1}(y_1)) \xrightarrow{\sim} H^\bullet(\pi^{-1}(U')) \\
\xrightarrow{\sim} H^\bullet(\pi^{-1}(y_2)) \\
\end{array}
\]

where all the maps are induced by inclusion. The upper and lower path from left to right thus coincide and are \(c_{y_1\cdot U,y_2}\) and \(c_{y_1\cdot U',y_2}\), respectively.

To prove (iii) it is enough to prove that the following diagram commutes:

\[
\begin{array}{c}
H^\bullet(\pi^{-1}(y_2')) \xrightarrow{\varphi'} H^\bullet(\pi^{-1}(y_2)) \\
\xrightarrow{\varphi} H^\bullet(\pi^{-1}(y_2')) \\
\end{array}
\]

where \(\varphi'\) and \(\varphi\) are induced by the inclusions \(\{y_2'\} \subset U\) and \(\{y_2\} \subset U\), respectively. Let \(g \in G\) such that \(g\cdot y_2 = y_2'\). Let us denote the two inclusions \(\pi^{-1}(y_2') \subset \pi^{-1}(U)\) and \(\pi^{-1}(y_2) \subset \pi^{-1}(U)\) by \(\iota\) and \(\iota'\), respectively. By Lemma 3.16, the intersection \(O \cap U\) is connected. Thus, there exists a continuous path \(\eta : [0, 1] \to G\) such that \(\eta(0) = Id, \eta(1) = g\) and \(\eta(t)\cdot y_2 \in U\) for every \(t \in [0, 1]\). Consider the map

\[
\omega : \pi^{-1}(y_2) \times [0, 1] \to \pi^{-1}(U)
\]

defined by \(\omega(x, t) = \eta(t)\cdot x \in X\). Thus \(\omega(-, 0) = \iota\) and \(\omega(-, 1) = \iota' \circ \varphi_{y_2',y_2}\). Since \(\omega\) is a homotopy between \(\omega(-, 0)\) and \(\omega(-, 1)\), both \(\omega(-, 0)\) and \(\omega(-, 1)\) induce the same map in cohomology. These induced maps are precisely \(\varphi\) and \(\varphi_{y_2',y_2}\). \(\square\)

**Theorem 3.8.** Let \(O_1 \subset O_2\) be two \(G\)-orbits in \(Y\). Let \(y_1, y_1' \in O_1\), let \(y_1 \in U\) and \(y_1' \in U'\) be nice little neighborhoods and let \(y_2 \in U \cap O_2\) and \(y_2' \in U' \cap O_2\). Then \(c_{y_1\cdot U,y_2} = c_{y_1\cdot U',y_2'}\).
Proof. Let \( g \in G \) such that \( y_1' = g \cdot y_1 \). By Lemma 3.7 there is the following chain of equalities

\[
c_{y_1,U,y_2} = c'_{y_1,g \cdot U,g \cdot y_2} = c'_{y_1,g \cdot U,y_2} = c_{y_1,U,y_2} = c_{y_1,U',y_2} = c_{y_1',U',y_2'}
\]

where \( U'' \subseteq g \cdot U \cap U' \) is a nice little neighborhood of \( y_1' \) which exists by Lemma 3.6(i) and \( y_2'' \subseteq U'' \cap O_2 \).

Theorem/Definition 3.9. Suppose that the datum \((G,X,Y,\pi)\) satisfies the conditions (3) – (8). Then for every two \( G \)-orbits \( O_1 \subset \overline{O_2} \subset Y \) there is a canonical specialization map \( c_{[O_1],[O_2]} : H^*(X_{[O_1]}) \to H^*(X_{[O_2]}) \).

Proof. Define \( c_{[O_1],[O_2]} = c_{y_1, U, y_2} \), where \( U \) is any nice little neighborhood of \( y_1 \in O_1 \) and \( y_2 \in U \cap O_2 \). By Theorem 3.8 this map is well-defined.

Proposition 3.10. If \( O_1, O_2, O_3 \subset Y \) are \( G \)-orbits such that \( O_1 \subset \overline{O_2} \subset \overline{O_3} \) then \( c_{[O_1],[O_3]} = c_{[O_2],[O_3]} \circ c_{[O_1],[O_2]} \).

Proof. Let \( y_1 \in O_1 \). Let \( U \) be a nice little neighborhood of \( y_1 \). Let \( y_2 \in O_2 \cap U \). Let \( V \subseteq U \) be a nice little neighborhood of \( y_2 \), which exists by Lemma 3.6(i). Let \( y_3 \in O_3 \cap V \). We consider the following diagram

\[
\begin{array}{ccc}
H^*(\pi^{-1}(y_1)) & \xrightarrow{c_{y_1, U, y_2}} & H^*(\pi^{-1}(y_2)) \\
\xleftarrow{c_{y_1, U^{-1}(U)}} & & \xrightarrow{c_{y_1, U^{-1}(V)}} \\
H^*(\pi^{-1}(U)) & \xrightarrow{c_{y_1, U^{-1}(y_3)}} & H^*(\pi^{-1}(V)) \\
& c_{y_1, U, y_3} & \xleftarrow{c_{y_1, U, y_2}} \\
& H^*(\pi^{-1}(y_3)) & \xleftarrow{c_{y_1, U, y_2}}
\end{array}
\]

whose solid maps are induced by inclusions. It follows that the solid triangles commute. This proves \( c_{y_1, U, y_3} = c_{y_2, V, y_3} \circ c_{y_1, U, y_2} \) and thus, by Definition 3.9, the required equality.

Remark 3.11. Proposition 3.10 can be reformulated as follows: let \( \mathcal{P} \) be the category whose objects are the \( G \)-orbits in \( Y \) and morphisms are inclusions of the orbit closures. Then specialization defines a functor \( C : \mathcal{P} \to \text{GrAlg} \) (where \( \text{GrAlg} \) denotes the category of graded \( \mathbb{Z} \)-algebras) defined on objects as \( \mathcal{O} \mapsto H^*(X_{[\mathcal{O}]}) \) and on morphisms \( \overline{\mathcal{O}_1} \subset \overline{\mathcal{O}_2} \mapsto c_{[\mathcal{O}_1],[\mathcal{O}_2]} \). In fact \( \mathcal{P} \) is the category attached to a poset \((\mathcal{P}, \leq)\) and by abuse of language we may consider \( \mathcal{P} \) either as a category or as a poset.

Proposition 3.12. The following statements are equivalent:

(i) for every cover \( \mathcal{O}_1 \subset \overline{\mathcal{O}_2} \) in \( \mathcal{P} \), the specialization map \( c_{[\mathcal{O}_1],[\mathcal{O}_2]} \) is surjective;

(ii) for every \( \mathcal{O}_1 \subset \overline{\mathcal{O}_2} \), the specialization map \( c_{[\mathcal{O}_1],[\mathcal{O}_2]} \) is surjective.

Proof. It follows by Proposition 3.10.

We discuss now the relative case in which we compare the specialization maps for the family \( \pi : X \to Y \) with specialization maps for a subfamily \( \pi' : X' \to Y' \).

Proposition 3.13. Let \( Y' \subset Y \) be a closed subvariety acted upon by a subgroup \( G' \subset G \). Let \( X' = \pi^{-1}(Y') \) and let \( \pi' = \pi|_{X'} : X' \to Y' \). Suppose that the datum \((G',X',Y',\pi')\) satisfies the geometric setting (3)–(8). Let \( \mathcal{O}_1', \mathcal{O}_2' \subset Y' \) be \( G' \)-orbits such that \( \mathcal{O}_1' \subset \overline{\mathcal{O}_2'} \). Let \( \mathcal{O}_1 := G \cdot \mathcal{O}_1' \) and \( \mathcal{O}_2 := G \cdot \mathcal{O}_2' \) be the two \( G \)-orbits in \( Y \) such that \( \mathcal{O}_1 \subset \mathcal{O}_1' \) and \( \mathcal{O}_2 \subset \mathcal{O}_2' \). Then there is an equality of specialization maps

\[
c_{[\mathcal{O}_1],[\mathcal{O}_2]} = c_{[\mathcal{O}_1'],[\mathcal{O}_2']}
\]
where \(c_{|O_1|,|O_2|}\) is defined by \(\pi\) and \(c_{|O'_1|,|O'_2|}\) is defined by \(\pi'\).

**Proof.** Let \(y_1 \in O'_1\) and \(U \subset Y\) be a nice little neighborhood of \(y_1\) in \(Y\). Since \(U \cap Y'\) is an open neighborhood of \(y_1\) in \(Y'\), by Lemma 3.6 there exists a nice little neighborhood \(U' \subset U \cap Y'\) of \(y_1\) in \(Y'\). Let \(y_2 \in U' \cap O'_2 \subset U \cap O_2\). Consider the specialization map (for \(\pi\))

\[
c_{y_1,U,y_2} : H^\pi(X|O_1|) \cong H^\pi(\pi^{-1}(y_1)) \rightarrow H^\pi(\pi^{-1}(y_2)) \cong H^\pi(X|O_2|)
\]

and the specialization map (for \(\pi'\))

\[
c_{y_1,U',y_2} : H^\pi'(\pi'^{-1}(y_1)) \rightarrow H^\pi'(\pi'^{-1}(y_2)).
\]

The commutativity of the following diagram

\[
\begin{array}{ccc}
H^\pi(\pi^{-1}(y_1)) & \cong & H^\pi(\pi^{-1}(U)) \\
\downarrow & & \downarrow \\
H^\pi(\pi'^{-1}(y_1)) & \cong & H^\pi'(\pi'^{-1}(U'))
\end{array}
\]

implies \(c_{y_1,U,y_2} = c_{y_1,U',y_2}\), proving the statement. \(\square\)

An \(\alpha\)-partition of a variety \(X\) is a decomposition \(X = \bigsqcup U_j\) into locally closed subsets (for the Zariski topology) such that the pieces can be ordered so that \(U_1 \bigsqcup \cdots \bigsqcup U_i\) is closed for every \(i\). An affine paving of \(X\) is an \(\alpha\)-partition whose parts \(U_j\) are isomorphic to affine spaces (see [15]).

**Definition 3.14.** An \(\alpha\)-partition of a proper \(\mathbb{C}^\pi\)-equivariant family \(p : \mathcal{X} \rightarrow \mathbb{C}\) is an \(\alpha\)-partition \(\mathcal{X} = \bigsqcup U_j\) of \(\mathcal{X}\) with the following property: each part \(U_j\) is \(\mathbb{C}^\pi\)-stable and if \(p(U_j) \neq \{0\}\) then the restriction \(p|U_j : U_j \rightarrow \mathbb{C}\) is a fiber bundle (hence trivial). An \(\alpha\)-partition of \(p\) is called an **affine paving** if each part is isomorphic to an affine space, i.e. \(U_j\) is an affine space and, if \(p(U_j) \neq \{0\}\), there is an isomorphism \(U_j \simeq \mathbb{C}^{\ell_j} \times \mathbb{C}\) such that the diagram

\[
\begin{array}{ccc}
U_j & \cong & \mathbb{C}^{\ell_j} \times \mathbb{C} \\
p|_{U_j} \downarrow & & \downarrow p_2 \\
\mathbb{C} & = & \mathbb{C}
\end{array}
\]

commutes.

**Remark 3.15.** A proper \(\mathbb{C}^\pi\)-equivariant family \(p : \mathcal{X} \rightarrow \mathbb{C}\) satisfies the geometric setting, i.e. the datum \((G = \mathbb{C}^\pi, X = \mathcal{X}, Y = \mathbb{C}, \pi = p)\) satisfies (3.3). Thus, by Definition/Theorem 3.9 there is a canonical specialization map \(c_p : H^\pi(p^{-1}(0)) \rightarrow H^\pi(p^{-1}(1))\). It is worth noticing that, by \(\mathbb{C}^\pi\)-equivariance, \(U = \mathbb{C}\) itself is a nice little neighborhood of \(0\), that is, the inclusion \(p^{-1}(0) \subset \mathcal{X}\) induces an isomorphism \(H^\pi(\mathcal{X}) \cong H^\pi(p^{-1}(0))\).

**Proposition 3.16.** Let \(p : \mathcal{X} \rightarrow \mathbb{C}\) be a proper \(\mathbb{C}^\pi\)-equivariant family which admits an affine paving \(\mathcal{X} = \bigsqcup_{j=1}^N U_j\). Then the specialization map \(c_p : H^\pi(p^{-1}(0)) \rightarrow H^\pi(p^{-1}(1))\) is surjective.

**Proof.** We order the cells \((U_j)\) so that \(V_i = U_1 \bigsqcup \cdots \bigsqcup U_i\) is closed for every \(i\). We denote by \(p_i = p|_{V_i} : V_i \rightarrow \mathbb{C}\) the restricted family. Since \(p_i\) is a proper \(\mathbb{C}^\pi\)-equivariant family which admits an affine paving, by Remark 3.15 there is a canonical specialization map \(c_{p_i} : H^\pi(p_i^{-1}(0)) \rightarrow H^\pi(p_i^{-1}(1))\) and \(c_p = c_{p_N}\). Let us show by induction on \(i\), that \(c_{p_i}\) is surjective for all \(i\). We denote by \(\mathcal{X}_0 = p^{-1}(0)\) and by \(\mathcal{X}_1 = p^{-1}(1)\). We notice that \(\mathcal{X}_0 \cap V_i = \bigsqcup_{j=1}^i (U_j \cap \mathcal{X}_0)\) and \(\mathcal{X}_1 \cap V_i = \bigsqcup_{j=1}^i (U_j \cap \mathcal{X}_1)\) are \(\alpha\)-partitions. By hypothesis, \(U_j \cap \mathcal{X}_0\) is a cell and \(U_j \cap \mathcal{X}_1\) is either empty (when \(U_j \subset \mathcal{X}_0\)) or it is a cell. If \(i = 1\),
since $X_0$ and $X_1$ are closed subsets of a projective space and $X_0 \cap V_1$ and $X_1 \cap V_1$ are closed cells, then $X_0 \cap V_1$ is a point and $X_1 \cap V_1$ is either empty or a point; in both cases the specialization map is surjective. Let $i > 1$ and denote by $X = V_i$, $U = U_i$ and $Z = V_i \setminus U_i = \coprod_{j=1}^{i-1} U_j$. For $k = 0, 1$, we denote by $X^k = X \cap X_k$, $U^k = U \cap X_k$ and $Z^k = Z \cap X_k$. We have the following commutative diagram:

$$
\begin{array}{cccc}
H^*(X^0, Z^0) & \longrightarrow & H^*(X^0) & \longrightarrow & H^*(Z^0) \\
\cong & \downarrow & \cong & \downarrow & \cong \\
H^*(X, Z) & \longrightarrow & H^*(X) & \longrightarrow & H^*(Z) \\
\downarrow & \downarrow & \downarrow & \downarrow & \downarrow \\
H^*(X^1, Z^1) & \longrightarrow & H^*(X^1) & \longrightarrow & H^*(Z^1)
\end{array}
$$

By Remark 3.15 the upper vertical morphisms are isomorphisms. By induction $c_{p_{i-1}}$ and hence $f$ is surjective. Since $Z^0$ admits an affine paving, it has no odd cohomology. Moreover $U^0 = X^0 \setminus Z^0$ is an affine space, thus homeomorphic to the open unit ball $\mathbb{B} \setminus \mathbb{S} \subset \mathbb{R}^{2\ell}$ where $\mathbb{S}$ denotes the unit sphere of $\mathbb{R}^{2\ell}$ and $\mathbb{B}$ denotes the closed unit ball of $\mathbb{R}^{2\ell}$.

It is well-known that $H^*(X^0, Z^0) = H^*(\mathbb{B}, \mathbb{S})$, and in particular $H^*(X^0, Z^0)$ is concentrated in a unique even degree. Indeed, by [19] Prop. 2.22, the relative cohomology of the pair $H^*(X^0, Z^0)$ is the reduced cohomology of the space (endowed with the quotient topology) obtained from $X^0$ by collapsing $Z^0$ to a point. Since $X^0$ is compact and $Z^0 \subset X^0$ is closed, one verifies that this new space is homeomorphic to the one-point compactification of $X^0 \setminus Z^0$, which is also obtained from $\mathbb{B}$ by collapsing $\mathbb{S}$ to a point.

Since $U^1$ is either empty or isomorphic to $U^0$, the same argument shows that $H^*(X^1, Z^1)$ is concentrated in a unique even degree, if non-zero. It follows that the diagram above is a commutative diagram of short exact sequences:

$$
\begin{array}{cccc}
0 & \longrightarrow & H^*(X^0, Z^0) & \longrightarrow & H^*(X^0) & \longrightarrow & H^*(Z^0) & \longrightarrow & 0 \\
\cong & \downarrow & \cong & \downarrow & \cong & \downarrow & \cong & \downarrow & \cong \\
0 & \longrightarrow & H^*(X, Z) & \longrightarrow & H^*(X) & \longrightarrow & H^*(Z) & \longrightarrow & 0 \\
\downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow \\
0 & \longrightarrow & H^*(X^1, Z^1) & \longrightarrow & H^*(X^1) & \longrightarrow & H^*(Z^1) & \longrightarrow & 0
\end{array}
$$

We prove that $g$ is surjective. If $p(U) = \{0\}$ then $X^1 = Z^1$ and hence $H^*(X^1, Z^1) = 0$; in this case $g = 0$ is surjective. If $p(U) = \mathbb{C}$ then $U \simeq (\mathbb{B} \setminus \mathbb{S}) \times \mathbb{C}$. Again using [19] Prop. 2.22, one gets

$$
H^*(X, Z) \simeq H^*(\mathbb{B} \times \mathbb{C}, \mathbb{S} \times \mathbb{C}) \simeq H^*(\mathbb{B}, \mathbb{S}) \otimes H^*(\mathbb{C}) \simeq H^*(\mathbb{B}, \mathbb{S}).
$$

Indeed, one checks that the space obtained from $X$ by collapsing $Z$ to a point is homeomorphic to the space obtained from $\mathbb{B} \times \mathbb{C}$ by collapsing $\mathbb{S} \times \mathbb{C}$ to a point.

It follows that we get a commutative diagram whose horizontal maps are isomorphisms:

$$
\begin{array}{ccc}
H^*(X, Z) & \cong & H^*(\mathbb{B} \times \mathbb{C}, \mathbb{S} \times \mathbb{C}) \\
g & \downarrow & g' \\
H^*(X^1, Z^1) & \cong & H^*(\mathbb{B} \times \{1\}, \mathbb{S} \times \{1\}).
\end{array}
$$
Thus, we may define the map $r$ following diagram

$morphism in cohomology$

Let us prove (\ref{thm:main}).

Proof. Conditions (3) and (4) are obvious. Condition (5) follows by Gabriel’s theorem. Unibranchness of orbit closures is proved by Zwara \cite[Theorem 1.2]{Zwara}; thus (6) is satisfied. The stabilizer of a $Q$-representation $M$ is $\text{Aut}_Q(M)$ which is a Zariski-open subset of the vector space $\text{End}_Q(M)$; thus (7) holds. The last condition (8) holds because $\pi_{e,d}$ is a closed sub-family of the constant family $\text{Gr}_e(\mathbb{C}^d) \times R_d \to R_d$, which is proper. \hfill \Box

Recall that $G_d$-orbits in $R_d$ correspond to isomorphism classes of $Q$-representations. Given an isomorphism class $[M]$ of $Q$-representations corresponding to an orbit $O \subset R_d$, we denote by $H^\bullet(\text{Gr}_e([M]))$ as in Definition \ref{def:cohomology} i.e., as $H^\bullet(\mathcal{X}_Q)$ for $\mathcal{X} = \mathcal{X}_{e,d}$. By Lemma \ref{lem:universal} and Theorem/Definition \ref{def:orbit} given two isomorphism classes $[N]$ and $[M]$ corresponding to the two orbits $O_1$ and $O_2$ in $R_d$, respectively, assuming that $O_1 \subset O_2$ there is a well-defined specialization map

$$c_{[N],[M]} : H^\bullet(\text{Gr}_e([N])) \to H^\bullet(\text{Gr}_e([M]))$$

where, $c_{[N],[M]} := c_{[O_1],[O_2]}$ (see Definition \ref{def:orbit}).

Let $N_0$ be the unique semi-simple isomorphism class of dimension vector $d$. Let $0_d \in R_d$ be the point corresponding to $N_0$. It is the zero vector of the complex vector space $R_d$ and it is the unique $G_d$-fixed point of $R_d$. For any isomorphism class $[M]$ of dimension vector $d$, let $O$ denote the corresponding $G_d$-orbit in $R_d$. Let $m \in O$. Then there is a closed embedding $i : \text{Gr}_e(m) = \pi_{e,d}^{-1}(m) \to \pi_{e,d}^{-1}(0_d) = \prod_{i \in Q_0} \text{Gr}_e_i(\mathbb{C}^d_i)$ which gives a morphism in cohomology

$$r_m : H^\bullet(\text{Gr}_e(0_d)) \xrightarrow{i^*} H^\bullet(\text{Gr}_e(m)) \cong H^\bullet(\text{Gr}_e([M]))$$

Proposition 4.2. With the notation introduced above the following statements hold:

(i) $r_{m_1} = r_{m_2}$, for any $m_1, m_2 \in O_M$.

(ii) $r_m = c_{0_d,M}$, for any $m \in O$.

Thus, we may define the map $r_M := r_m$ for any $m \in O_M$.

Proof. Let us prove (i). Let $g \in G_d$ be such that $g.m_2 = m_1$. The commutativity of the following diagram

$$\begin{array}{ccc}
H^\bullet(\text{Gr}_e(0_d)) & \xrightarrow{i^*} & H^\bullet(\text{Gr}_e(m_1)) \\
\varphi_{0_d,0_d,g=ld} & & \varphi_{m_1,m_2,g} \cong \cong \\
H^\bullet(\text{Gr}_e(N_0)) & \xrightarrow{i^*} & H^\bullet(\text{Gr}_e([M])) \\
H^\bullet(\text{Gr}_e(0_d)) & \xrightarrow{i^*} & H^\bullet(\text{Gr}_e(m_2))
\end{array}$$

yields the equality of the upper and lower paths, that is $r_{m_1} = r_{m_2}$.
To prove (ii), we consider a nice little neighborhood $U$ of $0_d$. Let $m \in U \cap O_M$. Let $i : \{m\} \to U$ be the natural inclusion. Since $U$ is contractible, the lower right map of the following diagram is an isomorphism.

$$
\begin{align*}
H^\bullet(\pi_{e,d}^{-1}(m)) & \xrightarrow{c_{0_d, U, m}} H^\bullet(\pi_{e,d}^{-1}(U)) \xrightarrow{\cong} H^\bullet(\pi_{e,d}^{-1}(0_d)) \\
H^\bullet(\text{Gr}_e(\mathbb{C}^d) \times \{m\}) & \xrightarrow{\cong} H^\bullet(\text{Gr}_e(\mathbb{C}^d) \times U) \xrightarrow{\cong} H^\bullet(\text{Gr}_e(\mathbb{C}^d) \times \{0_d\})
\end{align*}
$$

Since this diagram commutes, the statement follows. \hfill \square

**Proposition 4.3.** Let $Q$ be a quiver of Dynkin type. The following statements are equivalent:

1. for every minimal degeneration $M \leq \text{deg} N$, the specialization map $c_{N,M}$ is surjective;
2. for every degeneration $M \leq \text{deg} N$, the specialization map $c_{N,M}$ is surjective;
3. for every $M \in \mathbb{R}_d$, the map $r_M : \bigotimes_{i \in Q_0} H^\bullet(\text{Gr}_e(C^d_i)) \to H^\bullet(\text{Gr}_e(M))$ is surjective.

**Proof.** The equivalence of statements (i) and (ii) follows by Proposition 3.12. By Proposition 4.2, statement (iii) is equivalent to the surjectivity of the specialization map $c_{0_d, M}$. It follows that (ii) implies (iii). For any $M \leq \text{deg} N$, by Proposition 3.10,

$$
r_M = c_{0_d,[M]} = c_{[N],[M]} \circ c_{0_d,[N]}.
$$

Thus, the surjectivity of $r_M$ implies the surjectivity of $c_{N,M}$. Hence (iii) implies (ii). \hfill \square

### 4.1. One-dimensional families associated with non-split short exact sequences.

Let $\xi : 0 \to X \to Y \xrightarrow{p} S \to 0$ be a non-split short exact sequence in $\text{Rep}(Q)$. Fixing bases of $X$ and $S$ and a section of the map $p : Y \to S$ as graded vector spaces, one gets two distinct points $M, N \in \mathbb{R}_d$ corresponding respectively to $M = Y$ and $N = X \oplus S$, where $d = \text{dim}(Y)$. With respect to this basis, the linear maps of $N = X \oplus S$ are block-diagonal

$$
\begin{pmatrix}
    f_\alpha & 0 \\
    0 & g_\alpha
\end{pmatrix}
$$

and the linear maps of $M = Y$ are block-upper triangular, with block-diagonal part coinciding with that of $N$

$$
\begin{pmatrix}
    f_\alpha & h_\alpha \\
    0 & g_\alpha
\end{pmatrix}.
$$

We consider the affine map $\mathcal{L}_{N,M} : \mathbb{C} \to \mathbb{R}_d$ given by

$$
\lambda \mapsto \begin{pmatrix}
    f_\alpha & \lambda h_\alpha \\
    0 & g_\alpha
\end{pmatrix}, \quad \lambda \in \mathbb{C}.
$$

We consider the one-dimensional sub-torus $\mathbb{C}^\times$ of $G_d$ which in this basis is given by

$$
t_\lambda = \begin{pmatrix}
    \lambda & 0 \\
    0 & 1
\end{pmatrix}, \quad \lambda \in \mathbb{C}^\times.
$$

We notice that $t_\lambda \cdot M = (t_\lambda M_\alpha t_{\lambda^{-1}})_{\alpha \in Q_1} = \mathcal{L}_{N,M}(\lambda)$ and $t_\lambda \cdot N = N$, i.e. $\mathcal{L}_{N,M}$ is $\mathbb{C}^\times$-equivariant, where the action of $\mathbb{C}^\times$ on $\mathbb{C}$ is by multiplication.
Definition 4.4. We define the family $p_\xi$ associated to $\xi$ as the pull-back:

$$
\begin{array}{ccc}
\mathcal{X}_\xi & \longrightarrow & \mathcal{X}_{e,d} \\
p_\xi \downarrow & & \downarrow \pi_{e,d} \\
\mathbb{C} & \longrightarrow & \mathbb{R}_d
\end{array}
$$

The following statements hold.

Proposition 4.5. The proper family $p_\xi: \mathcal{X}_\xi \rightarrow \mathbb{C}$ is acted upon by the torus $\mathbb{C}^\times$ defined in (12). Thus $p_\xi: \mathcal{X}_\xi \rightarrow \mathbb{C}$ is a proper $\mathbb{C}^\times$-equivariant family.

Proof. Since $L_{N,M}$ and $\pi_{e,d}$ are $\mathbb{C}^\times$-equivariants, the pull-back $p_\xi$ is $\mathbb{C}^\times$-equivariant. □

Remark 4.6. For $\lambda \in \mathbb{C}$ we denote by $\xi_\lambda$ the short exact sequence $0 \rightarrow X \overset{i}{\rightarrow} Y_\lambda \overset{p}{\rightarrow} S \rightarrow 0$ where $Y_\lambda$ is the quiver representation defined by (11). We notice that the inclusion $i$ and the projection $p$ as maps of the graded vector space $X \oplus S$ do not depend on $\lambda$.

4.2. $\alpha$-partitions for one-dimensional families associated to generating extensions. In this section we consider non-split generating short exact sequences (see Section 2.4). We prove that the family $p_\xi: \mathcal{X}_\xi \rightarrow \mathbb{C}$ associated to a generating non-split extension admits an $\alpha$-partition (see Definition 3.11) which is an affine paving if $Q$ is of type $A$.

We thus fix a non-split generating short exact sequence $\xi: 0 \longrightarrow X \longrightarrow Y \longrightarrow S \longrightarrow 0$. We think of $X \oplus S$ and $Y$ as having the same underlying graded vector space $V$ and thus $X$ is a graded vector subspace of $V$. In particular for a point $(A,Y_\lambda)$ of $\mathcal{X}_\xi$ it makes perfect sense to consider the quiverr representations $A \cap X$, $A/A \cap X$ and $X/A \cap X$.

Definition 4.7. Let $S_{f,g}^{(i)}$ with $f + g = e$ and $i = 0, 1$, be the subset of $\mathcal{X}_\xi$ defined as follows:

$$
S_{f,g}^{(i)} = \{(A,Y_\lambda) \in \mathcal{X}_\xi \mid \dim(A \cap X) = f \text{ and } [A/A \cap X, X/A \cap X]_1 = i\}
$$

Lemma 4.8. The partition $\mathcal{X}_\xi = \bigsqcup_{f,g} S_{f,g}^{(i)}$ is an $\alpha$-partition.

Proof. Let us introduce the coarser partition $\mathcal{X}_\xi = \bigsqcup_{f,g} S_{f,g}$ where $S_{f,g} := S_{f,g}^{(0)} \cup S_{f,g}^{(1)}$. This is a finite partition and for every dimension vector $n$ the set $\bigsqcup_{f+g\geq n} S_{f,g}$ is closed (here $\geq$ is meant componentwise). It is thus an $\alpha$-partition. By upper semi-continuity of $\dim(\text{Ext}^1(-,-))$, the partition $S_{f,g} := S_{f,g}^{(0)} \cup S_{f,g}^{(1)}$ is an $\alpha$-partition with $S_{f,g}^{(1)}$ closed. Combining these two statements together one gets the result. □

Remark 4.9. The proof of Lemma [12] uses the same argument used in [12] Lemma 20] for a single fiber.

We consider the following commutative diagram of maps

$$
\begin{array}{ccc}
S_{f,g}^{(i)} & \longrightarrow & \mathcal{X}_\xi \\
\downarrow \Psi_{f,g}^{(i)} & & \downarrow \pi_\xi \\
\text{Gr}_f(X) \times \text{Gr}_g(S) \times \mathbb{C} & \longrightarrow & \mathbb{C}
\end{array}
$$

where $\Psi_{f,g}^{(i)}$ is the natural inclusion, the map $p_3$ is the projection on the third factor, and $\Psi_{f,g}$ maps $(A,Y_\lambda)$ to $(A \cap X, p(A), Y_\lambda)$. We notice that $S_{f,g}^{(i)}$ is $\mathbb{C}^\times$-stable; furthermore,
noticing that $\mathbb{C}^\times$ acts on $\text{Gr}_f(X) \times \text{Gr}_g(S) \times \mathbb{C}$ by its natural action on $\mathbb{C}$, one has that $\Psi_{f,g}^{(i)}$ and $p_3$ are $\mathbb{C}^\times$-equivariant.

Now we study the parts $S_{f,g}^{(i)}$ of the $\alpha$-partition. Our analysis is based on the techniques of [12, Section 3].

**Lemma 4.10.** The map $\Psi_{f,g}^{(i)}$ is a locally trivial affine bundle on its image. Moreover, the image of $\Psi_{f,g}^{(i)}$ is

(i) $((\text{Gr}_f(X) \times \text{Gr}_g(S)) - (\text{Gr}_f(X_S) \times \text{Gr}_g(-\dim(S^X)(S/S^X))) \times \mathbb{C}$, if $i = 0$; and

(ii) $\text{Gr}_f(X_S) \times \text{Gr}_g(-\dim(S^X)(S/S^X)) \times \{0\}$, if $i = 1$.

**Proof.** By [12] Theorem 26, if there exists $N \subset Y_\lambda$ such that $[p(N), X/N \cap X]^1 = 1$ then $\lambda = 0$. It follows that $\Psi_{f,g}^{(i)}$ has image in $\text{Gr}_f(X) \times \text{Gr}_g(S) \times \{Y_0\}$. The stated image follows from [12, Lemma 31]. Following [12, Section 3], one has two vector bundles $H$ and $K$ on

$$\text{Gr}_f(X) \times \text{Gr}_g(S) \times \mathbb{C}$$

whose fiber over a point $(N_1, N_2, \lambda)$ is

$$\prod_{i \in Q_0} \text{Hom}((N_2)_i, (X/N_1)_i) \times \{\lambda\}$$

and

$$\prod_{\alpha \in Q_1} \text{Hom}((N_2)_{s(\alpha)}, (X/N_1)_{t(\alpha)}) \times \{\lambda\}$$

respectively. Let $\Phi : H \to K$ be the Ringel map of vector bundles (see [12, page 14]) whose fiber over $(N_1, N_2, \lambda)$ is $\text{Hom}_Q(N_2, X/N_1) \times \{\lambda\}$. By Remark 4.6, every splitting $\theta : S \to Y$ of the short exact sequence $\xi_1$ (as $Q_0$-graded vector spaces) is also a splitting of $\xi_\lambda$, for all $\lambda \in \mathbb{C}$. We choose a splitting $\theta$ so that $Y_\lambda$ is represented in suitable basis of the $Q_0$-graded vector space $X \oplus S$ as

$$(Y_\lambda)_\alpha = \begin{pmatrix} f_\alpha & \lambda n_\alpha \\ 0 & g_\alpha \end{pmatrix}$$

By [12, Section 3], one gets a section $z_\theta$ of $K$ over $\text{Gr}_f(X) \times \text{Gr}_g(S)$ and thus. As in [12, Lemma 22], one shows that there is an isomorphism of schemes

$$S_{f,g} = S_{f,g}^{(0)} \coprod S_{f,g}^{(1)} \cong \Phi^{-1}(z_\theta).$$

Analogously to [12] Theorem 24, we find that the parts $S_{f,g}^{(0)}$ and $S_{f,g}^{(1)}$ are affine bundles on their images under $\Phi$. Moreover, as in [12, Theorem 32], one gets the statement (i) of the lemma.

Statement (ii) follows, using [12, Lemma 31], by observing that the image of $S_{f,g}^{(1)}$ through $\Phi$ is exactly $\text{Gr}_f(X_S) \times \text{Gr}_g(-\dim(S^X)(S/S^X)) \times \{N\}$. \hfill $\square$

**Proposition 4.11.** The $\alpha$-partition $\mathcal{X}_\xi = \coprod_{f,g,\alpha} S_{f,g}^{(i)}$ induces an $\alpha$-partition of the family $p_\xi : \mathcal{X}_\xi \to \mathbb{C}$. 
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Moreover, associated with the generating short exact sequence is generating split. Thus, we get an \( \alpha \).  

**Proof.** The restriction \( p|_{S^{(i)}_{\mathfrak{f},\mathfrak{g}}}: S^{(i)}_{\mathfrak{f},\mathfrak{g}} \rightarrow \mathbb{C} \) is \( \mathbb{C}^\times \)-equivariant. We have \( p(S^{(0)}_{\mathfrak{f},\mathfrak{g}}) = \mathbb{C} \) and \( p(S^{(1)}_{\mathfrak{f},\mathfrak{g}}) = \{0\} \). The restriction map \( p|_{S^{(0)}_{\mathfrak{f},\mathfrak{g}}}: S^{(0)}_{\mathfrak{f},\mathfrak{g}} \rightarrow \mathbb{C} \) is defined as the composition

\[
\begin{array}{c}
S^{(0)}_{\mathfrak{f},\mathfrak{g}} \\
\psi^{(0)}_{\mathfrak{f},\mathfrak{g}} \\
U \times \mathbb{C}
\end{array} \xrightarrow{p_2} \mathbb{C}
\]

where \( U \) is described in Lemma 4.10. Since \( \psi^{(0)}_{\mathfrak{f},\mathfrak{g}} \) is locally trivial on its image by Lemma 4.10 and \( p_2 \) is trivial, we conclude that \( p|_{S^{(0)}_{\mathfrak{f},\mathfrak{g}}} \) is locally trivial and hence trivial.

**Lemma 4.12.** Let \( \mathcal{Q} \) be a quiver of type \( A \) and let \( M \leq \deg N \) be a minimal degeneration associated with the generating short exact sequence \( \xi: 0 \rightarrow X \rightarrow Y \rightarrow S \rightarrow 0 \) as in Corollary 2.4. Then both \( \text{Gr}_f(X) \setminus \text{Gr}_f(X_S) \) and \( \text{Gr}_g(S) \setminus \text{Gr}_{g-\dim(S^X)}(S/S^X) \) admit affine pavings.

**Proof.** By Corollary 2.4 there are decompositions \( X = X_1 \oplus X' \) and \( S = S_1 \oplus S' \) and a generating short exact sequence

\[
\begin{array}{c}
0 \rightarrow X_1 \rightarrow Y_1 \rightarrow S_1 \rightarrow 0 \\
\oplus \oplus \oplus \\
X' \rightarrow X' \\
\oplus \\
S' \rightarrow S'
\end{array}
\]

Moreover, \( X_S = X' \oplus (X_1)_{S_1} \) and \( S^X = (S_1)^{X_1} \). We now prove that \( \text{Gr}_f(X) \setminus \text{Gr}_f(X_S) \) admits an affine paving. By Theorem 2.3(iv), the split short exact sequence

\[
\eta: 0 \rightarrow X' \xrightarrow{i_{\eta}} X \xrightarrow{p_{\eta}} X_1 \rightarrow 0
\]

is generating split. Thus, we get an \( \alpha \)-partition \( \text{Gr}_f(X) = \bigsqcup_{f',f''} S^{\eta}_{f',f''} \) and vector bundles

\[
S^{\eta}_{f',f''} \rightarrow \text{Gr}_f(X') \times \text{Gr}_{f''}(X_1), \quad N \mapsto (i_{\eta}^{-1}(N), p_{\eta}(N)).
\]

Since \( X_1 \) is indecomposable and \( \mathcal{Q} \) is of type \( A \), \( \text{Gr}_{f''}(X_1) \) is either empty or a point. We notice that \( X_S = p_{\eta}^{-1}((X_1)_{S_1}) \). We conclude that \( \text{Gr}_f(X) \setminus \text{Gr}_f(X_S) \) is the union of those strata \( S^{\eta}_{f',f''} \) such that \( f'' \leq \dim(X_1)_{S_1} \). Since \( \text{Gr}_f(X') \times \text{Gr}_{f''}(X_1) \) admits an affine paving by 12, the same holds for all strata \( S^{\eta}_{f',f''} \) and thus for \( \text{Gr}_f(X) \setminus \text{Gr}_f(X_S) \).

The proof of the fact that \( \text{Gr}_g(S) \setminus \text{Gr}_{g-\dim(S^X)}(S/S^X) \) admits an affine paving is obtained using the generating split short exact sequence \( 0 \rightarrow S_1 \rightarrow S \rightarrow S' \rightarrow 0 \) and proceeding analogously.

**Proposition 4.13.** Let \( \mathcal{Q} \) be a Dynkin quiver of type \( A \) and let \( \xi: 0 \rightarrow X \rightarrow Y \rightarrow S \rightarrow 0 \) be a generating extension which gives rise to a minimal degeneration \( Y \leq \deg X \oplus S \). Then the family \( p_\xi \) associated to \( \xi \) admits an affine paving.

**Proof.** By Lemma 4.10 one has that

\[
S^{(0)}_{\mathfrak{f},\mathfrak{g}} \rightarrow ((\text{Gr}_f(X) \times \text{Gr}_g(S)) - (\text{Gr}_f(X_S) \times \text{Gr}_{g-\dim(S^X)}(S/S^X))) \times \mathbb{C}
\]

and

\[
S^{(1)}_{\mathfrak{f},\mathfrak{g}} \rightarrow \text{Gr}_f(X_S) \times \text{Gr}_{g-\dim(S^X)}(S/S^X)
\]
are locally trivial affine bundles. The quiver Grassmannians \( \text{Gr}_f(X), \text{Gr}_g(S), \text{Gr}_f(X_S) \) and \( \text{Gr}_{\text{g-deg} S^X}(S/S^X) \) admit affine pavings by \([12\) Theorem 46]; moreover, the open subsets \( \text{Gr}_f(X) \setminus \text{Gr}_f(X_S) \) and \( \text{Gr}_g(S) \setminus \text{Gr}_{\text{g-deg} S^X}(S/S^X) \) admit affine pavings by Lemma 4.12. It follows that the bases of those affine bundles admit affine pavings. It follows that for \( i = 0, 1, \) the family \( p_{\xi} |_{\mathcal{C}^i_{r,g}} : \mathcal{S}^{(i)}_{r,g} \to C \) admits an affine paving. Since an \( \alpha \)-partition of each part of an \( \alpha \)-partition gives rise to an \( \alpha \)-partition, we conclude that the whole family \( p_{\xi} \) admits an affine paving. \( \square \)

Remark 4.14. The proof of Proposition 4.13 is based on Lemma 4.12. In particular, Proposition 4.13 holds for generating short exact sequences of a Dynkin quiver (not necessarily of type \( A \)) for which the analogous statement of Lemma 4.12 holds.

4.3. Proof of the main result. In this section, we collect all arguments developed above to prove Theorem 1.1 of the introduction which is the main result of the paper. For convenience of the reader we restate it here in a slightly different but equivalent form.

Theorem 4.15. Let \( Q \) be a Dynkin quiver and let \([M]\) and \([N]\) be two isomorphism classes of \( Q \)-representations of the same dimension vector \( d \) such that \( M \leq_{\text{deg}} N \).

(i) There are well-defined cohomology algebras \( H^\bullet(\text{Gr}_e([M])) \) and \( H^\bullet(\text{Gr}_e([N])) \).

(ii) There is a well-defined map of algebras \( c_{[N],[M]} : H^\bullet(\text{Gr}_e([N])) \to H^\bullet(\text{Gr}_e([M])) \).

(iii) If \( Q \) is of type \( A \) then \( c_{[N],[M]} \) is surjective.

Proof. By Lemma 4.1, a universal quiver Grassmannian of Dynkin type satisfies the conditions (3)-(8) of the geometric setting. Then parts (i) and (ii) follow from Theorem/Definition 3.2 and Theorem/Definition 3.9 respectively. We now prove part (iii). By Corollary 2.4 we can assume that \( M \leq_{\text{deg}} N \) is a minimal degeneration. By Proposition 3.12 the minimal degeneration is given by a generating short exact sequence \( \xi : 0 \to X \to Y \to S \to 0 \). By Proposition 4.13 the specialization map \( c_{p_{\xi}} \) is surjective. By Proposition 3.13 \( c_{[N],[M]} = c_{p_{\xi}} \). \( \square \)
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