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Abstract

Gyrokinetic codes in plasma physics need outstanding computational resources to solve increasingly complex problems, requiring the effective exploitation of cutting-edge HPC architectures. This paper focuses on the enabling of ORB5, a state-of-the-art, first-principles-based gyrokinetic code, on modern parallel hybrid multi-core, multi-GPU systems. ORB5 is a Lagrangian, Particle-In-Cell (PIC), finite element, global, electromagnetic code, originally implementing distributed MPI-based parallelism through domain decomposition and domain cloning.

In order to support multi/many cores devices, the code has been completely refactored. Data structures have been re-designed to ensure efficient memory access, enhancing data locality. Multi-threading has been introduced through OpenMP on the CPU and adopting OpenACC to support GPU acceleration. MPI is further used in combination with the two approaches. The performance results obtained using the full production ORB5 code on the Summit system at ORNL, on Piz Daint at CSCS and on the Marconi system at CINECA are presented, showing the effectiveness and performance portability of the adopted solutions: the same source code version was used to produce all results on all architectures.
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1. Introduction

In magnetized plasmas, the quality of confinement is well known to be degraded by the presence of turbulence arising from various small-scale instabilities, causing cross-field transport to exceed by large factors the neoclassical estimates. This is the main cause of the large size required for a fusion reactor based on the magnetic confinement principle, and consequently of the high cost of such devices. Understanding the fundamental properties of this turbulence is therefore of paramount importance. On the theoretical side, the gyrokinetic theory has been established as the most appropriate and complete description of turbulence in hot, low-collisionality core plasmas. While this dynamical reduction of the full Vlasov-Maxwell system eliminates the fastest scales, solving the resulting gyrokinetic equations remains a problem of formidable complexity requiring sophisticated numerical approaches \cite{1}: gyrokinetic equations consist of nonlinear equations for time-dependent distribution functions in 5D phase space coupled to an integro-differential system of time-dependent field equations in 3D. In order to solve increasingly complex problems, outstanding computational resources are required. The effective exploitation of state-of-the-art HPC architectures represents therefore a mandatory task to tackle the most challenging questions in plasma physics.

The pinnacle of modern HPC performance is reached by many-core and heterogeneous computing (based, for instance, on GPU or FPGA devices), and current trends suggest that some form of heterogeneous computing will continue to be prevalent in emerging HPC systems. Therefore, the ability to fully exploit new heterogeneous and many-core architectures is of paramount importance towards achieving optimal performance on modern HPC systems. On the other hand, with the increasing size and complexity of numerical simulations, it is of primary importance for scientists to be able to exploit all available hardware in emerging HPC environments to achieve maximum computational throughput and efficiency. Exploiting these various forms of novel hybrid architectures is non-trivial however, due to the challenges presented by mixed hardware computing and the increasing levels of architectural parallelism. New algorithms and numerical and computational solutions are required.

In the last years a massive effort has been devoted to enable scientific applications to hybrid systems in all scientific areas. For plasma physics, we can mention the GPU enabling work made for the GENE code \cite{2}, the CGYRO code \cite{3}, the GTC code \cite{4, 5} and the XGC code \cite{6, 7}. These works have shown that the effort made at porting gyrokinetic codes to GPU was beneficial: for example, the GTC code was ported on Titan and an acceleration factor up to 3 could be achieved by using the GPUs \cite{8}. We note, however, that a thorough benchmark comparison of these
gyrokinetic codes is beyond the scope of this paper.

Our target code is ORB5, a state-of-the-art, first-principles-based gyrokinetic code. It is a Lagrangian, delta-$f$, Particle-In-Cell (PIC), finite element, global, electromagnetic code developed by the Swiss Plasma Center (SPC) in collaboration with the Max Planck IPP in Garching and Greifswald and the University of Warwick. Some of its unique features include the use of high order (up to cubic) B-spline basis functions for the field representation, based on the variational Galerkin formulation that allows for the straightforward use of curvilinear toroidal magnetic coordinates including the magnetic axis, flow-conserving source and noise control operators, an enhanced control variate and pullback schemes that solve the cancellation problem for electromagnetic simulations, an adaptive scheme that adjusts the number of Larmor points for the gyroaveraging operator and a field-aligned Discrete Fourier filter eliminating unphysical modes. Last but not least, even though it uses a $\delta f$ representation as control variate, the ORB5 code is equivalent to a truly full-$f$ code, with the exception that the polarization density is linearized.

ORB5 has recently been completely refactored with new data structures and its parallelism enhanced. Particle data structures are now structure of arrays instead of array of structures as it was found to increase the performance by privileging contiguous memory access, both on the CPU and on the GPU. Also, a new data structure was introduced for the representation of points on the Larmor ring that resulted in enhanced modularity and performance. Originally a pure MPI code based on domain decomposition and domain cloning, hybrid MPI/OpenMP and MPI/OpenACC parallel programming models have been introduced. Various multithreading algorithmic solutions have been implemented for the different kernels, in particular for the gyro-averaged charge and current deposition and field assignment.

A remarkable feature of this development is that it has resulted in a single source code version that can be run either on CPU-only or on GPU-equipped HPC systems. The refactoring has been accomplished adopting a modular approach, making the code easily extensible and maintainable. Continuous integration is supported, through the usage of Git for code versioning and Jenkins for automated testing and verification.

There are other approaches for programming HPC systems in a portable way than the purely directive-based one adopted here. The most popular ones are library based. Kokkos/Cabana is one option which has been used for porting a plasma physics application. It provides a multidimensional array data structure. A library with a concept similar to Kokkos is Raja. SYCL is a combination of a library with a specialized compiler. We preferred directive-based approach to avoid large parts of our applications becoming library specific.

Being a community-driven code, ORB5 needs to be effectively usable on a large variety of computing systems, so that the scientists can exploit all the available supercomputing resources. Since the development of applications codes such as ORB5 spans a period of time longer than the typical timescale of HPC architecture evolution, our prime objective is to design a portable code which provides good performance on different HPC platforms, rather than fine-tuning the performance on a specific architecture. In this work, we present the results obtained on three cutting-edge supercomputing platforms: Summit at ORNL (Oak Ridge National Laboratory), Marconi at Cineca, and Piz Daint at CSCS (Swiss National Supercomputing Center). The performed tests are representative of typical production runs, and only the compilation procedure accounts for specific, architecture-related optimization, adaptable by any standard user. Too specific architecture-related customization has been avoided, privileging portability and usability instead of extreme performance optimization. All results in this paper have been obtained with a single source code version which is actually the full production code version. The numerical and physical parameters of the data sets correspond to real production cases. Most importantly, all timings reported include all host-device and all across-node data transfers.

The details of the ORB5 code and its parallel implementation will be given in Section 2, followed, in Section 3, by the presentation of the results obtained for different tests and benchmarks. Results will be discussed in Section 4 together with the main conclusions.

2. The ORB5 code

ORB5 is a global gyrokinetic PIC code solving for the Vlasov-Maxwell set of equations in Tokamak geometry. Its model is derived from a variational formulation with consistent ordering, heat sources, and strong flows. A detailed description of ORB5 capabilities can be found.

2.1. Algorithms and MPI implementation

In ORB5 a control variate scheme is used, meaning that it represents the distribution functions of plasma species as the sum of a time-independent function $f_0$ and a time-dependent perturbation $\delta f$. The latter is discretized with numerical markers (also called particles in this paper). Those markers evolve in fields discretized with 3D finite element B-splines up to third order. ORB5 uses the magnetic coordinates $(s, \theta^*, \varphi)$, where $s$ is the radial coordinate, $\varphi$ the toroidal coordinate, and $\theta^*$ the poloidal coordinate modified from the geometric poloidal angle so that
The number of Larmor markers per guiding center can be fixed or adaptive to each guiding center, as shown in Figure 1. The number of markers of one order of magnitude for the same noise level [24]. Moreover, thanks to the background and profiles axisymmetry, toroidal mode numbers are decoupled from each other in the field solvers, offering a trivial level of parallelism. In order to control the noise inherent to PIC simulations, ORB5 includes a Krook operator, a coarse graining technique, and quadtree smoothing. The electromagnetic cancellation problem in Ampère’s law can be cured using an enhanced control variate scheme [28] or the pullback scheme [29]. The gyro-averaging operations make use of numerical markers along the Larmor rings of each guiding center, as shown in Figure 1. The number of Larmor points per guiding center can be fixed or adaptive (scaling with the ring size).

The second level of MPI parallelization in ORB5 is domain cloning. It consists in replicating subdomain field data on different tasks, thus splitting the particle workload without changing the grid resolution. MPI communications among clones are reductions of the grid data before carrying out the field solvers, and broadcasts afterwards. Domain cloning was introduced since the very first version of the ORB5 code. It allowed for running with more MPI tasks than the number of toroidal grid points. In the newly refactored, multithreaded version of ORB5 (see below), domain cloning is shown to be useful on multi-socket nodes, i.e. the optimum configuration is to use one clone per socket.

Instead of (or in addition to) domain cloning, we may consider 2D or 3D domain decomposition: the potential scalability gain of these options was investigated in Ref. [30]. While 1D decomposition in the toroidal direction poses no problem for load balancing, additional decomposition in the radial and poloidal directions is more challenging: ensuring particle load balance requires equal-volume domains, but due to the polar-like grid, this leads to off-balance grids. Moreover, the finite Larmor radius (FLR), lying essentially in the poloidal plane, introduces technical difficulties when a Larmor ring straddles two or more domains: this requires additional guard cells but unlike those required by the overlap of finite elements, the number of necessary guard cells depends on the largest finite element overlap over several grid cells. Third, parallel data transposition is required before performing local (to a CPU) Fourier transform in the toroidal direction. This operation is an all-to-all communication which swaps the partitioned dimension between toroidal and poloidal ones.

The time integrator is a fourth-order Runge-Kutta.

### 2.2. Rewriting and refactoring strategy

Developers of legacy codes are confronted to the recurrent dilemma: should the code be entirely rewritten, or is refactoring a better option? We have adopted a two-pronged approach that combines both aspects of rewriting...
and refactoring. First, we have extracted the fundamental kernels of the original ORB5 code and rewrote them from scratch. These then served as ‘test-bed’ codes, which we called ‘PIC-engine’ \cite{pic} and ‘GK-engine’ \cite{gk} for the pure PIC and for the specific gyrokinetics aspects, respectively. With respect to ORB5, the GK-engine misses the toroidal geometry, electromagnetic fluctuations, noise controls, heat sources, and multiple kinetic species, among other features. Meanwhile, the PIC-engine does not even include any field solver, nor gyrokinetic effects. In these test-beds, several options for data structures and multithreading were implemented and tested. These include in particular the challenging particle-to-grid and grid-to-particle kernels. Then, the most performing options of the PIC-engine and GK-engine were implemented into the full production ORB5 code.

A standard PIC time step consists of 4 stages: (1) the deposition of particle charges and currents on the grid; (2) the field solve on the grid; (3) the interpolation of the field at particle positions; and (4) the particle push. As compared to standard PIC schemes, the finite Larmor radius (FLR) of the gyrokinetic description introduces an additional non-locality. In the original ORB5, data structures were attached to guiding centers and stages (1) and (3) were treated as follows: a loop on guiding centers, inside of which a loop on Larmor markers was performed. As the number of Larmor markers can be different for every guiding center, this nested loop combination performed weakly and proved difficult to optimize. Moreover, trying to improve data locality by sorting according to guiding center positions does not ensure locality of Larmor points.

Therefore, another strategy was adopted for the refactoring of the ORB5 code: a new data structure was introduced, named ‘Larmor ring data’, containing the positions in real space of the Larmor markers and guiding center weights. The main stages of an integration substep now consist of 6 stages instead of 4 and are depicted in Figure\ref{fig:orb5_time_step}.

With this, the operations related to FLR (‘build Larmor’ and ‘gyroaveraging’) can be completely separated from those of particle-to/from-grid (‘deposit’ and ‘get fields’) for which now all optimizations pertinent to ‘standard’ (non-gyrokinetic) PIC algorithms can then be straightforwardly applied, including improving data locality by sorting the Larmor point according to their position in the grid. This strategy was first tested in the GK-engine and then, since it proved beneficial, was introduced in the refactored ORB5 code. The introduction of an intermediate Larmor data structure makes the code more efficient as well as more modular, at the expense of a higher memory footprint. Indeed, loops over Larmor points are taken out of the loops over guiding centers, leading to better vectorization. It also allows for the sorting of the Larmor markers by cells before depositing them, improving data locality and avoiding random memory accesses. Indeed, without sorting, the deposition routine loops over the markers and then over the finite elements they contribute to, while with sorting the outermost loop can be on the grid cells and the innermost one on the particles in that cell.

2.3. Multi/Many threads acceleration

Multi-threading for multi-core CPUs has been implemented by using the OpenMP application programming interface \cite{openmp}. The current implementation follows version 3.1 standard. OpenMP represents a consolidated and stable solution to exploit shared memory devices, ensuring good scalability up to many cores and high portability, being supported by all the major hardware and software providers and implemented in the most common compilers of, in particular, Fortran, C and C++ programming languages. It is based on a set of directives which instruct the code on how to split the work among the available threads, with minimum impact on the source code, although specific customization has to be done in order to ensure good performance and scalability.

In ORB5, OpenMP is used exclusively in routines looping over the particles. Such loop iterations are in general independent from one another, which make them trivially parallelizable over OpenMP threads. When it comes to accumulation of some marker quantity on a grid, such as charge and current depositions or binning diagnostics, one has to take care about race conditions (several threads updating the same memory location simultaneously). For scalar quantities, we use the OpenMP built-in reduction clause. For arrays, we make each OpenMP thread accumulate to a temporary replica, and we reduce them afterwards. This manual operation was found to be more efficient than the reduction clause, especially for large arrays. Those techniques have been found to be much more efficient than atomic directives. The deposition algorithms using particle sorting avoid this grid replication by multithreading the outer loop over grid cells so that the inner loop over markers within a cell can be executed serially.

The GPU implementation has followed a similar approach, adopting the OpenACC programming model \cite{openacc} to enable the GPU to carry out the most time-consuming
parts of the code. The current implementation reads revision 2.5. Just like OpenMP, OpenACC is a directive-based approach, which allows keeping the source code almost unchanged, leaving to the compiler the task of creating the GPU version. Contrary to OpenMP however, OpenACC is a new standard under continuous development and only few compilers, namely PGI and GNU, fully support its latest releases. Hence portability is still limited in this respect. On the HPC systems typically targeted by ORB5 (and, in particular, used in this work), the PGI compiler is expected to be available. The adoption of OpenACC is therefore not limiting its usability.

OpenACC provides two main classes of directives: those to manage work sharing and those to control data transfer. Both are designed with performance as the primary objective. The OpenACC approach was tested on the simplified PIC-engine kernels and several options regarding the data layout and multithreading were tried there, the most performant being implemented in ORB5 afterwards.

In ORB5, all the computations involving particles have been offloaded to the GPU; more precisely, these are the stages 'push', 'build Larmor', 'deposit', 'get fields' and 'gyroaverage', with only the 'solve' operations performed on the host. Loops over particles are particularly well suited for GPUs since millions of independent iterations can be executed by thousands of threads. Communication in between GPU and CPU is minimized by keeping particle data on the GPU only. More precisely, all Larmor ring data are kept strictly on the GPU, while only a fraction of the guiding center data, related to the markers that change domain, has to be transferred via MPI at every time step from GPU to GPU. Having a single kernel using particles on the CPU would annihilate the speed-up brought by the GPU due to the time required to transfer particle data between device and host.

The 'solve' stage consists of a computational part, namely the backsolve operations of the field solver and the MPI communication of grid data required by the toroidal domain decomposition and toroidal discrete Fourier transform, in addition to reductions of grid data over the clones. Field backsolve operations have not yet been ported to GPUs as they were initially not found to be the critical parts for our application. Since particle-to/from-grid operations are performed on the GPU, field data has to sit on both device and host. Therefore field data is transferred from the GPU to the CPU after the deposition, and back to the GPU after the field solve.

In the current ORB5 implementation, most of the loops multithreaded with OpenMP and OpenACC are the same. Therefore, when enabling OpenACC to benefit from GPUs, OpenMP is disabled. The situation could evolve in the future, for instance if the ‘solve’ stage gets multithreaded on the host with OpenMP. One can also think of getting rid of either OpenMP or OpenACC directives through the adoption of more recent standards. Indeed, OpenMP 4.5 provides GPU instrumentation directives, and OpenACC 2.7 enables one to treat CPUs as devices. Those standards were not properly implemented by the compilers at the time of this work.

Concerning race conditions in deposition routines, the grid replication method used with OpenMP threads is not suitable anymore with GPU threads due to their large number. We therefore use OpenACC atomic directives around accumulation instructions in order to make them thread safe. The introduction of OpenACC atomics for our application on NVIDIA GPUs, where the atomic update has been effectively implemented at hardware level on Pascal and Volta architectures, does not lead to any significant time overhead compared to racy depositions. It is to be noted that these race conditions can be totally avoided by sorting particles as mentioned in the previous section and multithreading the loop over grid cells.

3. Results

As stated above, all the results presented in this paper have been obtained with a single source code version, which is the full production ORB5 code version. Also, the simulation parameters used in this paper are representative of production runs. Most importantly, all timings reported include all host-device and node-to-node data transfers.

In order to analyze the performance and the scalability of our parallel, multi-threaded implementation of ORB5, we have performed a number of tests and benchmarks exploiting three different state-of-the-art architectures available at Cineca, CSCS and ORNL supercomputing centers. Cineca is the Italian national HPC facility. We have used the A3 partition of its Marconi flagship system, made of 3224 2x24-cores Skylake CPU nodes. We have exploited the GPU partition of Piz Daint at CSCS, the Swiss National Supercomputing Center. This partition is a Cray XC50 machine, with 5704 nodes equipped each with a 12-cores Intel Haswell CPU and one NVIDIA Tesla P100 GPU. Finally, we have run on the Summit supercomputer at Oak Ridge National Laboratory in the USA, deploying 4608 nodes, each equipped with two 21-cores IBM POWER9 CPUs and 6 NVIDIA Tesla V100 GPUs. Table 1 summarizes the characteristics of the systems and indicates the version of the adopted compilers as well as invoked compiler flags.

As physical and numerical simulation parameters we use gyrokinetic deuterium ions with an adaptive number of Larmor points as well as “heavy” kinetic electrons only 200 times lighter than ions. The pullback scheme is used to solve for the electromagnetic fluctuations. The Poisson equation makes use of the long wavelength approximation. A density-, zonal flow- and parallel flow-conserving Krook operator is used as noise control and heat source. The number of time steps has been set to be a small fraction of an actual simulation.

The single node tests of section 3.1 as well as those of sections 3.2 and 3.3 adopt a mesh of $N_s \times N_{\theta} \times N_\phi =$
512 × 1024 × 4 cells and 20 · 10^6 particles for each of the two simulated species (deuterium and electrons). This setup is representative of one subdomain, typically fitting on a single node, of a medium-size tokamak production run. Meshes and particle numbers relevant for production runs are thousands of time steps, so that the initialization time is negligible the fraction of the total.

3.1. Single node MPI and OpenMP performance

ORB5 allows specifying different configurations of parallelism exploiting the domain decomposition, cloning and multithreading (on the CPU or on the GPU). A first set of tests has focused on the CPU implementation, analyzing how different configurations influence the performance and selecting Skylake as the reference architecture (the comparison among different architectures will be given in the next section).

Figure 4 shows the breakdown of the time to solution in the different components of the code, as introduced in section 2.1. Each bar represents a different combination of MPI subdomains (domains in which the grid is partitioned along the toroidal direction), number of MPI clones (replicas of a domain), and number of OpenMP threads per MPI task. The product of numbers of subdomains, clones and threads equals the number of CPU cores (48 in this case).

The first three bars show the timings for one MPI subdomain, the second two bars for 2 subdomains, and the last two bars for 4 subdomains. The first bar of each group uses pure MPI parallelization, without multithreading. The number of OpenMP threads is then increased, decreasing the number of MPI clones accordingly.

With 1 subdomain, going from 48 clones to 2 clones times 24 threads leads to an overall speed-up of 43% (intermediate steps are not shown, but the performance is monotonically improving with the number of threads). Shared memory, besides optimizing the memory usage by avoiding data replica, improves the performance compared to clones, which have to account also for the overhead of MPI reduce and broadcast operations. When running with OpenMP, the threads of a task are bound to contiguous cores. Going to full OpenMP parallelization with 48 threads means that they will expand over the two sockets of the Skylake CPU. Such configuration performs worse than keeping one MPI task per socket, because threads access memory resources on the remote socket.

Although not yet itself OpenMP parallel, the field solver is also faster when threads are adopted for the other parts of the code. In that case, fewer clones are instantiated, resulting in a more efficient memory usage. Memory contention between several clones, concurrently solving for their field replica, has in fact proved to lead to a significant slow-down of the calculation.

Charge and current deposition is much faster with OpenMP threads than MPI clones, especially as a result of improved reduction. The ‘Get field’ routine is faster as well because field is interpolated from a single instance per socket in memory, not from many clones. The push loop slow-down with OpenMP threads is due to the embedded calculation of diagnostics within the particle loop which leads to false sharing, with thread replicas allocated in the same cache line. This will be fixed in the coming release of the code, leading to a further improvement of the overall performance with respect to pure MPI setups.

Skylake’s capability to run two threads on a single core (so-called hyperthreading) was not found to bring any significant speed-up to the overall timing of the code. It was not the case on other architectures either. The results are not shown here, but some parts of the code were accelerated by a small fraction of the order of 10%, while others were slowed down by a similar fraction. Getting a significant speed-up would require fine-tuning the hyperthreading on the different kernels of the code, which we decided not to do in order to stay consistent with our portability policy.

With 2 subdomains, the pure MPI parallelization with 24 clones is 20% faster than with 1 subdomain. In particular, the field solver timing is reduced almost by a factor 2, the mesh size per domain being halved. The deposition is a bit faster as well because data locality is improved by having sorted the particles in toroidal domains and the MPI reduction over clones is alleviated. Trading MPI clones for...
OpenMP threads leads to an extra 36% speed-up for the same reasons as the 1-subdomain case.

The best performance is obtained with 4 subdomains, with a 32% speed-up on the pure MPI parallelization compared to the 48 clones case, and a 50% speed-up with OpenMP. The number of subdomains cannot be increased further for this test case with \( N_\phi = 4 \) because it has reached the limit of a single toroidal grid cell per subdomain. Alleviating this limit would require 2D or 3D domain decomposition [30], but this option is not implemented in ORB5 yet.

### 3.2. Running on different architectures

The different available computing architectures have been exploited, selecting for each of these the best possible combination of number of subdomains, clones and threads, fully exploiting the flexibility given by the various levels of parallelism implemented in ORB5, taking into account a number of constraints of the code (e.g. the number of grid points in the toroidal direction must be divisible by the number of subdomains) and specific node features in terms of number of cores and GPUs. These tests have been performed with the aim of comparing how different architectures perform in practice for our application code. On the other hand, exactly the same source code was used, i.e. there was no fine tuning, architecture-dependent optimization. For all GPU-equipped architectures, one GPU is used per MPI rank. We did not investigate other options of e.g. OpenMP threads linked to different GPUs, multiple MPI ranks oversubscribing the same GPU, or one MPI task directing multiple GPUs, which might bring further optimization. The resulting configurations are summarized in Figure 4, where the breakdown of the timings is presented. The first two bars show the results on the Skylake and the POWER9 CPUs, using MPI and OpenMP. The fraction of time spent in the various kernels is approximately the same for both CPUs. The difference in performance measured for all the code components between the two architectures can be partially justified with the larger number of cores available on Skylake and with the usage of the PGI compiler on the POWER9, which may provide sub-optimal optimization compared to the native IBM XLF compiler. Further investigation is required in order to fully understand this difference.

The third and fourth bar of Figure 5 show the performance when GPUs are used. Due to the memory constraints, the test requires at least 4 GPUs to run. We chose to fully exploit the Summit node with its 6 GPUs and, consistently, 6 Piz Daint nodes. Two subdomains times three clones were set in both cases. OpenMP multithreading was switched off, since our current implementation of ORB5 does not support the simultaneous usage of OpenACC and OpenMP. On both systems, the field solver is the most time-consuming kernel. This is in fact the only part of the code which has no GPU implementation, running on the CPU only. For this field solver kernel, as seen in Section 3.1, the usage of the clones penalizes the POWER9+GPU setup compared to the POWER9 one, due to the presence in the former of collective MPI operations, necessary to coordinate the work on the different clones. All the other kernels run on the GPU. Comparing the P100 and V100 GPUs, we find an overall performance difference of a factor 1.5 (subtracting the time spent on the field solver using the CPU only), which results from the combination of the faster computing capabilities and the higher memory bandwidth of the V100 architecture.

The analysis of the runtime of ORB5 on a Summit node running with or without GPUs, show that the usage of the accelerators for this application reduces the computing time by a factor of \(~5\) overall, and by a factor of \(~8\) when only GPU-enabled kernels are considered. The kernel benefiting most from the GPU acceleration is ‘get field’ with a factor \(~30\) speed-up. The push routine is accelerated by a factor \(~12\), the gyro-averaging by \(~10\), the Larmor construction by \(~7\) and the deposition by \(~5\). Let us recall that these timings include the CPU-GPU data...
transfers and that, for reference, the peak performance ratio of GPU acceleration on a Summit node, in the absence of any data transfer, is \( \sim 40 \).

### 3.3. Particle sorting

Data locality is expected to be highly beneficial for multi-core, multi-thread applications. For this reason, as mentioned in Section 2.1, sorting of markers with respect to the field cells has been introduced with the ORB5 refactoring. A bucket sort algorithm is adopted, this choice resulting from the analysis performed in [35], where several algorithmic variations and GPU implementations were investigated. One should however note that the results of the cited publication were performed on GPUs using Kepler architecture, which do not implement hardware atomic operations in double precision.

Figure 6 shows the effect of sorting on Marconi (Skylake) and Summit (POWER9+V100). On Marconi, the deposition routine is 59\% faster with sorting than without and ‘get field’ is 31\% faster. Unfortunately, the sorting itself becomes the most time-consuming part of the code (28\% of the overall time) and counterbalances the speedup it brought. In the end, the code is 7\% slower with sorting for the present simulation parameters.

Even though the deposition and ‘get field’ timings are not the dominant ones on Summit with the GPUs, particle sorting has been tried and found to improve deposition by 66\% (ignoring MPI reduction time) and ‘get field’ by 36\%. The overall performance is however again decreased by 3\% due to the cost of sorting itself.

Those results demonstrate the potential of the adoption of particle sorting to enforce memory locality, which however can be fully exploited only if specific optimization of the sorting kernel is accomplished. Indeed, only the most promising sorting algorithm found in the PIC-engine studies [35] has been implemented in ORB5 but it may not be the best for ORB5.

### 3.4. Parallel scalability

Figure 7 shows the parallel scalability of ORB5 up to 256 nodes on Marconi [7a], up to 2048 nodes of Piz Daint with or without using the GPUs [7b] and up to 4096 compute nodes on Summit machine [7c] with or without using the GPUs. It is worth noticing that the code could run up to more than 24000 GPUs in the largest set-up on Summit.

To obtain the results of Figure 7, four data sets are considered, which are scaled by a factor of 8 from one another for both particle and grid numbers. For each data set a strong scaling is performed, represented with a different color. On Marconi, Figure 7a strong and weak scalings are close to ideal up to the maximum tested (we could not run beyond 256 nodes, i.e. 12288 MPI tasks, due to limited availability of resources). The scaling appears even super-ideal, but that is an artifact due to poor performance of the single-node case, which suffers from poor cache usage due to the large memory footprint. This effect is also seen, although much smaller, on the single-node Piz Daint results, but is absent from the single-node Summit results. Note that the single-node data set considered in section 3.1 has a much smaller grid (by a factor of 32), which was chosen to correspond to a toroidal slice of the full data set at 32 nodes, and does not suffer from this poor performance problem on any of the architectures considered.

Increasing the number of nodes for CPU-only cases on Piz Daint, Figure 7b and Summit, Figure 7c, the excellent strong scaling properties are confirmed for all data sets up to 24576 CPU cores on Piz Daint, respectively 172032 CPU cores on Summit.

For all data sets and number of nodes considered on both Piz Daint and Summit platforms, the use of GPU is significantly accelerating the code. The smallest data set (20M markers per species, 32 \( \times 256 \times 128 \) cells, blue symbols and lines on Figure 7c) on a single Summit node runs 4.3 times faster using its 6 GPUs than with its CPUs only. This factor is slightly different than the one found in section 3.2 since the grid resolution is not the same. The strong scalability of this case without GPUs is nearly ideal.
Figure 6: Comparison with and without sorting on Skylake (4 subdomains times 12 threads) and Power+V100 architectures (2 subdomains times 3 clones). Timing ‘Other’ includes in particular sources and diagnostics. The ‘Field solve’ includes discrete Fourier transforms and backsolve operations. White bars represent time spent in MPI routines.

Figure 7: Strong and weak scalings on Marconi (a), Piz Daint (b) and Summit (c), supercomputers. Each series represents a strong scaling. The set of first points from each strong scaling provides a weak scaling, multiplying the number of nodes and the problem size by a factor 8 for both particles and grids between consecutive colors. Continuous lines with open symbols indicate results using CPUs only, while dashed lines with filled symbols make use of the GPUs. We use as many subdomains as number of nodes up to the limit of the number of toroidal grid cells, beyond which clones are added.
The single node performance of Piz Daint on the small data set (20M guiding centers per species, $32 \times 256 \times 128$ cells), using 32 nodes on Summit, with or without GPUs. Timing ‘Other’ includes in particular sources and diagnostics. The ‘Field solve’ includes discrete Fourier transforms and backsolve operations. White bars represent time spent in MPI routines.

Figure 8: Breakdown of ORB5 kernel timings on the small data set (20M guiding centers per species, $32 \times 256 \times 128$ cells), using 32 nodes on Summit, with or without GPUs. Timing ‘Other’ includes in particular sources and diagnostics. The ‘Field solve’ includes discrete Fourier transforms and backsolve operations. White bars represent time spent in MPI routines.

up to 8 nodes, and then slightly decreases to reach a parallel efficiency of 78\% at 32 nodes with respect to 1 node. The parallel efficiency when using the GPUs is only 47\%. This drop in efficiency can be explained with the higher MPI communication to computing ratio when GPUs are used, combined to the impact of the non-accelerated part of the code, essentially the field solve kernel, taking a higher fraction of the wall clock time, as shown in Figure 8. The presented breakdown of the timings refers to the small data set, but it is representative also of larger configurations, for which MPI communication gets increasingly heavier, resulting in a poorer parallel scalability compared to the CPU only runs. For instance, the second largest case (1.3G markers per species, $128 \times 1024 \times 512$ cells, yellow symbols and lines on Figure 7c) running on 2048 nodes does not benefit much from the use of GPUs because it is dominated by communications. On the largest case (10G markers per species, $256 \times 2048 \times 1024$ cells, violet symbols and lines on Figure 7c), the parallel efficiency of the CPU-only version at 4096 nodes with respect to 512 nodes is still 55\%.

Between the first points of each strong scalability test, the problem size and the used computational resources have been scaled by a factor of 8 (twice more cells in each direction and 8 times more markers), hence they can be used to evaluate weak scalability. On Summit, weak scalability is linear for the first three tests, while it drops on the largest test, both for CPU-only and using the GPUs, due to the big communication overhead when large system configurations are used. The largest case is 512 times heavier than the smallest one and it is 33\% slower on 512 nodes than the small one on 1 node with CPU only, or 48\% slower using the GPUs.

The single node performance of Piz Daint on the smallest case (Figure 7a) without GPU, is about 4 times lower than on Summit, which is to be expected because it embeds a 12 cores Haswell CPU versus the $2 \times 21$ cores of the POWER9 on Summit. Due to memory constraints, at least 4 nodes are required for this case to fit the GPU memory. Using the GPUs on Piz Daint brings around a factor 4 speed-up on the linear phases of the strong scalings, leading to a performance similar to Summit without GPUs at the same number of nodes. Considering the number of nodes, the overall weak and strong scalability on Piz Daint appears to be even slightly better than that of Summit. However, one should consider that Piz Daint nodes are much lighter (less CPU cores and GPUs per node) than Summit ones, so the number of MPI tasks (hence the associated overhead) is smaller.

This is further shown in Figure 9 by comparing Summit and Piz Daint scalings with respect to the number of MPI tasks instead of the number of nodes, for the GPU cases only (note that there is one MPI task per GPU). The fact that 4 Daint P100 GPUs perform better than 6 Summit V100 GPUs in the smallest case is due to the usage of 4 subdomains instead of 6 clones. However, when the computing resources grow, Piz Daint strong scalability tends to degrade earlier than that of Summit. This is because Summit benefits from more intra-node MPI communication while Piz Daint uses inter-node MPI communication. This is particularly clear comparing the scalability of the two systems for the second largest test (yellow markers).

4. Discussion and Conclusions

The tests presented in Section 3 allowed us to investigate the performance of the ORB5 code on different state-of-the-art HPC architectures, in typical production simulation setups, without any architecture-specific custom optimization (except those provided by the compiler), hence in a typical user-based scenario, using the same source code.

The parallel performance can be optimized at the application level, thanks to the different options supported by ORB5 for parallelism (domain decomposition and cloning and multithreading), whose tuning allows one to identify the most effective combination of computing resources. Often this is not driven only by the performance, but also by the memory usage and data locality. For instance, the six GPUs on a Summit fat node can be effectively exploited by dividing the domain into two subdomains (one per socket), replicated into three clones. Since the domain decomposition requires a number of MPI tasks power of two, without clones it would have been impossible to exploit all the six available GPUs. At the same time, cloning allows one to reduce the data size to fit the GPU memory.
As a general outcome, we have found that single-node parallelization optimization shows that subdomain decomposition should be prioritized, followed by OpenMP multithreading, and finally domain cloning. MPI parallelization is also useful to guarantee memory locality on multi-socket machines, avoiding to have OpenMP threads expanding over more than one socket. This priority hierarchy may be different for other simulation parameters and higher number of nodes, but it anyway provides insight for a first guess before fine-tuning optimization. The usage of OpenMP multithreading guarantees acceptable performance up to a few tens of threads both on the Skylake and on the POWER9 architectures, provided affinity is enforced and the socket boundaries are not crossed.

As expected, on a single node, the usage of the GPU leads to an important speed-up compared to non-accelerated nodes. However, such speed-up is far from being the nominal one. This is due to two main concurrent factors: the presence of the non-accelerated field solver and the overhead due to CPU-GPU data movement. The former is planned to be solved in the coming releases of the code. Since originally the solver represented a negligible part of the computation, it was left aside while focusing on the multithreaded implementation of the most time-consuming components. With all other code components accelerated, the field solver becomes an actual bottleneck and now needs to be ported on the GPU. Once this will be accomplished, also the data-movement problem will be strongly alleviated, since charge densities and forces will be permanently resident on the GPU, with no more need of transferring them at each time iteration. Further data-movement overheads due, for example, to the calculation of diagnostics or to MPI communication are expected to be effectively hidden through asynchronous processes, or through the adoption of GPUDirect.

Numerical kernels could be further optimized on the GPU by rewriting them in Cuda. To ensure the code remains future-proof, only the parts exempt from physics should be considered, such as particle deposition and field evaluation, particle sorting and field solver (all the physics is in the matrix assembly). We know from the PIC-engine studies [31] that such work could bring a few tens percent speed-up, but it is not our priority as it would affect kernels that are either taking a small fraction of the wall clock time, or planned to be upgraded in Fortran.

The challenge of accelerating PIC’s critical operations of particle-to-field and field-to-particle has also been tackled introducing new algorithms using particle sorting. Even though the overall gain is not yet positive, the ‘deposition’ and ‘get field’ operations are significantly faster on CPU and GPU architectures. Previous studies done with the PIC-engine [31, 35] had shown better performance with the sorting because they did not benefit from the hardware atomic implementation brought by the newest generations of GPUs in their reference simulations without sorting. In the future, if the cost of sorting could be reduced, a net performance gain would be achieved on ORB5. One could for instance track markers leaving cells in order to avoid full sort at each iteration.

Scalability has been investigated focusing on the two GPU-equipped systems, for which it represents a major challenge. When CPU-only tests are run, both Summit and Piz Daint show remarkable linear strong scalability up to very large configurations, losing efficiency only at the largest set-up, as shown also looking at weak scaling. When GPUs are used, the ratio between computing and communication time drops, and good strong scalability is much harder to achieve. Our tests show that ORB5
can take advantage of the Summit fat nodes architecture, strong scaling efficiently to large numbers of GPUs, with improved scalability compared to Piz Daint, that has a larger MPI communication overhead, each node having only one GPU. A second advantage of Summit is that bigger problem sizes can be handled by a single node, with an overall improvement of weak scaling. On the other hand, the Summit node resulted to be less flexible than the “fine grained” Piz Daint node. In order to fully exploit the resources of the Summit node we had to make use of clones, which penalized the performance compared to Piz Daint, where pure domain decomposition could be used. This resulted in better performance of Piz Daint when few GPUs (nodes) are used.

Overall, ORB5 has proved to be a prime example of a code designed for the coming generations of heterogeneous HPC architectures. Based on MPI, OpenMP and OpenACC the same codebase can be used efficiently on distributed systems as well as on multi/many threads devices. It can exploit state-of-the-art supercomputing systems up to the largest scales, and could be tested up to more than 24000 GPUs. It is easily portable, supporting the Intel, PGI, Cray and GNU (not shown in the paper) compilers, strongly facilitating the work of the scientific user, and making accessible a broad spectrum of HPC solutions to effectively perform large scale simulations tackling the most challenging problems in plasma physics. The directive-based tools used in this work can be considered as mature enough and widely available for other legacy codes needing similar refactoring. Among all features needed for this project, only one was problematic, namely OpenACC’s GPUDirect. This way of exchanging data directly from a GPU to another was not yet fully supported by the network constructor, but it is expected to be within the next couple of years. Moreover, the only missing feature we had wished to have when porting the code to GPUs, namely OpenACC support for reduction over arrays, is now provided by standard 2.7.
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