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Abstract—This paper deals with the problem of virtual machine placement in hybrid cloud situation from an economic and QoS perspectives. Because excessive investment of resources in cloud computing environment will result in resources waste, and too few resources can generate QoS issues. This paper uses a game theory model to describe the problem and find the balance between these contradictions. Based on this model, a virtual machine placement algorithm for scheduling virtual resources is proposed. Compared to the traditional game theory, our LBOGT algorithm proposes a game between tripartite sides: users, individual providers and provider groups.

Experiments show that our proposed algorithm reduces physical machines energy consumption by 6.16%, and increases by 10.6% in profit provider under the premise of users’ QoS.
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I. INTRODUCTION

From the point of view of security and cost, if a small and medium-sized enterprise only needs to meet the needs of its internal personnel, and its business on the data center does not need to be open to the public, this company can build its own private cloud. However, sometimes high-intensity workload for some reason can suddenly usher, and the local private cloud resources cannot normally meet the needs of all the new requests. At this time, the solution for this company is to rent cloud resources from other cloud providers in order to complete their tasks. In this way, the company uses both its own private cloud and the public cloud of other providers, thus combining into a hybrid cloud.

Over time, cloud computing develops more towards the direction of hybrid cloud and cloud alliance [1]. A single cloud provider is largely constrained by the market because of limited cloud resources, limited market radiation range, and limited system throughput. The cloud computing model as an economic model is dependent on the market, so small and medium cloud computing providers join forces with each other to form an alliance [2], [3]. Due to the change of this model, the game participants in the traditional game model are limited to users or a single cloud computing provider, and fail to reflect the collective interests of the entire hybrid cloud, which is flawed from the perspective of game theory. At the same time, as a hybrid cloud collective, it cannot reflect the collective interests well. The income of a collective is not simply to ensure the income of all the individual units to meet the maximum collective revenue.

Therefore, this paper proposes an improved game theory model: taking cloud computing users, a single cloud computing provider, and an aggregate of multiple providers as game theory participants, each representing its own interests. At the same time, under certain conditions, the two are also conflicting interests, and they need to fight for their own interests through games. Among them, cloud users hope that the response time of services is short and the quality of task completion is high, so they need more cloud resources. From the one hand, a single cloud computing provider hopes that its own interests are high, so it needs to reduce the investment of resources and maintenance costs. On the other hand, a provider group hope that cloud users will be satisfied with the service, and hope to increase the income of the entire group and reduce expenditure.

To sum up, this paper focuses on developing a virtual machine (VM) placement algorithm in a hybrid cloud environment. This scheme can describe the relationship between users, cloud resource providers and hybrid cloud systems composed of providers. The scheme comprehensively considers the QoS requirements of users and the benefits obtained by the provider, as well as energy consumption of the system. Finally, this paper proposes a VM placement algorithm based on this game theory to ensure user QoS and improve resource utilization.

II. LITERATURE REVIEW

From the perspective of providers and users, cloud computing is a dynamic process, and its management is a very important issue. For cloud computing providers, the management of cloud resources is very important for the 3 levels of services (IaaS, PaaS, SaaS) to ensure service-level agreements (SLA) [4], standardization, security, high availability, high energy consumption ratio, and resources utilization maximization.

From user’s point of view, cloud computing services are divided into two stages [5]. The first one is the pre-processing stage, in which users are faced with the selection of cloud computing services. The second stage is a stage of continuous interaction with providers or cloud computing management, where users need to monitor the performance of their own services. Users will consider whether to continue to use the service or purchase other services according to their own evaluation results. User’s QoS and system performance are considered by Calheiros et al. [6]. They designed a predictive load balancing model using queuing theory, and the virtual machine deployment is determined by using QoS target and predicted load. Different QoS requirements analysis for various users is provided by Xu et al. [7]. They proposed a multi-dimensional QoS scheduling strategy based on multi-workflow in cloud environment. According to this model, the task flow
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is scheduled to meet the preferences of different users. Starting from the needs of users, Bardsiri and Hashemi [8] designed various QoS indicators for service providers, and established a user QoS evaluation model according to these QoS indicators. The similarity of trustworthiness in the cloud environment is studied by Pan et al. [9] to find trusted adjacent services and predict missing QoS values by enhancing similarity of trusted services. Recently, Farzai et al. [10] considered the bandwidth as QoS indicator and proposed a hybrid genetic algorithm for minimizing power consumption, resource wastage, and bandwidth. The proposed method demonstrated high potential of scalability for large problem instances. In order to meet QoS requirements, Jing et al. [11] proposed a QoS-aware scheme based on a Particle Swarm Optimization (PSO) algorithm. Recently, Aloufi et al. [12] This paper discusses how cloud computing provides users with QoS by presenting the concept and characteristics of cloud computing and how machine learning techniques can be applied to resource management. In particular, this survey highlighted the advantages of utilizing machine learning to schedule forthcoming requests in order to achieve QoS and save energy. Edinat et al. [13] reviewed several previously proposed models that have been utilized in the literature to improve QoS and proposed a model based on Deep Reinforcement Learning and an enhanced DRL agent.

Load balancing is a difficult and an important problem in cloud computing. It’s directly affects resource utilization, thereby affecting the profitability of cloud computing providers. References [14], [15] used live migration of virtual machines as an optimization goal to reduce energy consumption. A multi-objective ant colony optimization algorithm has been proposed by Fang and Qu [16] in order to balance simultaneously the load among the physical machines and the internal load of machines. Recently, a machine learning-based approach has been proposed by Ghasemi and Haghighat [17] for the same problem. A survey on load balancing algorithms and their classification is provided by Xu et al. [18].

Currently, there are currently two main methods to reduce the energy consumption of cloud computing: Dynamically adjust power consumption of physical server CPUs to save power; Turn off unnecessary services or energy-consuming resources in the cloud computing system to save power. In this way, Sotomayor et al. [19] suspended relatively low-priority tasks to reduce power consumption. Chen et al. [20] proposed power saving approaches by shutting down unnecessary virtual machines according to server load balancing. Recently, energy consumption in cloud computing environment has attracted more researchers [21]–[25].

III. METHODOLOGY

A. Member Interests in Hybrid Cloud

Due to the internal heterogeneity of the hybrid cloud system, resource management and scheduling difficulties of this system are greatly increased. There are many different cloud providers in a hybrid cloud system. After analyzing users needs, it is also difficult for the hybrid cloud to submit the analysis results to different providers. Furthermore, each provider must satisfy user’s QoS requests. In order to ensure these requests, it is necessary to limit or even reduce the number of user task requests per unit time. However, the reduction of the number of processing tasks will reduce the profit of the provider. To deal with this contradictory relationship between user and provider, we need to build a game model.

This paper assumes that a provider in the hybrid cloud virtualizes physical resources through the hypervisor, and virtual resources will be provided to users in the form of virtual machines. The provider accepts a user’s task application and finds that the remaining local resources are not enough to meet the user’s needs, and cannot suspend or close tasks and virtual machines using local resources. At this time, the provider will have to follow some scheduling rules. Forcibly shut down some virtual machines, or the provider can transfer this local request to other providers in the hybrid cloud through the hybrid cloud management system, and use resources of other providers in order to complete the local request by outsourcing [26]. The final benefits are managed and distributed uniformly by the hybrid cloud system.

B. Solution Design

Hybrid cloud faces security, price, benefit distribution and other issues [27], [28]. To build a stable hybrid cloud system, we first need to establish a stable provider portfolio, then conduct business modeling, and finally develop a virtual machine deployment solution. Therefore, the design focus of this paper is divided into three parts:

1) Hybrid cloud group member selection model: A stable system must be stable internally, and all internal members of the system can bring benefits to the group. Therefore, the benefits of members in the group are greater than the benefits of running alone.
2) A game model: It is an economic model that can reflect the interests of multiple parties, can quantify and describe the relationship between QoS problem, interest problem and energy consumption problem of the hybrid cloud system. In addition, it can participate in solving the virtual machine deployment and revenue problems of the hybrid cloud. This paper adds a player to the traditional game-theoretic model, the individual resource provider, in order to make the model more flexible and able to safeguard the interests of all providers.
3) A virtual machine placement algorithm: It’s an optimization algorithm proposed according to the game model. The purpose is to satisfy the user’s QoS and improve resource utilization.

The overall design of the system is depicted in Fig. 1.

IV. GAME MODEL BUILDING

A. Metrics used by the Model

1) Stable Hybrid Cloud Membership - Pareto Optimization: Pareto optimization is an economic concept proposed by the Italian economist Vilfredo Pareto. Pareto optimization means that there are no losers in a change in a model, and at least one member can profit.

A cooperative game needs to meet a precondition, that is, to follow the principle of Pareto optimization. For game participants, the global benefit of the entire game must be
greater than the benefit obtained by each player acting alone. Considering the stability of the hybrid cloud, there is a similar nature. Members of a stable team portfolio will not gain higher benefits if they leave the team to act alone or join a new team.

2) Hybrid Cloud Member Benefit Distribution Principle - Shapley Value: Shapley value refers to the fair distribution of the overall benefit according to the contribution value of members to the group. The Shapley value of a member represents the average expected contribution value of the member to the group.

Let $I = \{1, 2, ..., n\}$ be a set, any subset $S$ of $I$ corresponds to a function $V(S)$, if it satisfies:

$$
\begin{align*}
V(\emptyset) &= 0 \\
V(S_i \cup S_j) &\geq V(S_i) + V(S_j) \\
S_i \cap S_j &= \emptyset \\
\forall S_i, S_j \in I
\end{align*}
$$

Then $[I, V]$ is called the $n$-player cooperative game, and $V$ is the characteristic function of the game. $V(S)$ is the payoff of the cooperative strategy.

Here, $X_i (i = 1, 2, ..., n)$ is used to denote the income that member $i$ in $I$ should get from the maximum benefit $V(I)$ of cooperation, and $X = (X_1, X_2, ..., X_n)$ is the allocation of the maximum benefit in the cooperative strategy and satisfy:

$$
\begin{align*}
\sum_{i=1}^{n} X_i &= V(I) \\
X_i &\geq V(i); \forall i = (1, 2, ..., n)
\end{align*}
$$

Then, the Shapley value can be written as $X = (X_1, X_2, ..., X_n)$ where:

- $X_i = \sum_{s \in S_i} W(|s|) [V(s) - V(s/i)]$
- $W(|s|) = \frac{(n - |s|)!(|s| - 1)!}{n!}$
- $S_i$ is all subsets of $I$ that contain $i$

where $|s|$ is the number of elements in the subset $s$, and $W(|s|)$ is the weighting factor.

Shapley value is used in this paper to measure the provider’s contribution to the team, that is, how much the game player can add to the entire team combination when the game player joins the provider combination scheme. The higher the contribution value, the higher the benefit value allocated to the cloud provider. If the Shapley value is negative, it means that the provider’s joining cannot increase the benefits of the alliance, and its joining will not be considered. The Shapley value of the cloud provider can be calculated by Eq. 3.

$$
\varphi_i(v) = \sum_{S \subseteq RP, |S| > 1} \frac{|S|!(|RP| - |S| - 1)!}{|RP|!} [v(S \cup \{RP_i\}) - v(S)]
$$

where the cloud provider set is denoted by $RP = \{RP_1, RP_2, ..., RP_n\} (n \in \{1, 2, ..., N\})$, $v$ corresponds to the characteristic function $V$ of the game in the Shapley value, and the calculation method is shown in formula Eq. 4. A hybrid cloud is defined as a combination of providers, denoted by $S$, where $S \subseteq RP$ and $S > 1$.

B. Principles of Member Selection in Hybrid Cloud

The cloud computing service provider in this paper is not a single one, but a combination of several cloud computing providers. The choice between a group of providers and a single provider outside the group is a two-way street, with a single provider choosing whether to join the group, and the group considering whether to allow a single provider to join. The specific selection model of a single provider is not considered in this paper. This is because a single provider considers whether to join or not, and needs to integrate its own situation and whether the agreement between the two parties is beneficial to itself. There are too many variables to discuss. Therefore, the group composed of cloud computing providers needs to be stable, and the average revenue of a single provider is beneficial to the team, mainly satisfying the following points:

1) First, determine whether the resources owned by all providers in the provider team can meet the constraints of the system on resources.

2) For all providers in the group, the benefits obtained by joining the group must be higher than the benefits obtained by operating alone. In this way, during the operation of the group, no provider will consider withdrawing the group, so that this group is a stable combination.

3) If the team’s combination scheme is optimal, on the premise of satisfying the above two points, a combination of providers needs to be selected. The average income obtained by this combination scheme is the highest, which can not only satisfy resource constraints and user QoS, but also guarantee the maximum benefit of members.

Users need to pay according to their own tasks and QoS preferences when purchasing cloud computing services. When providers consider service pricing, they need to price each
resource used by users separately. The final price is calculated from the price of resources offered by a single provider. The price of $k$-type resources in the hybrid cloud $S$ can be calculated by Eq. 2, where $\delta$ is a price correction parameter.

$$price_k^S = e^{\delta |S|} \cdot price_p^k$$  \hspace{1cm} (4)$$

Let $R_k$ be the number of various resources in a hybrid cloud $S$, then the total profit $\text{profit}(S)$ per unit time of the cloud $S$ can be calculated by Eq. 5.

$$\text{profit}(S) = \sum_k price_k^S \cdot R_k$$  \hspace{1cm} (5)$$

Assume a stable hybrid cloud combination scheme $S = \{RP_1, RP_2, ..., RP_S\}$, the physical machine of all available resources is $\{m_1^1, ..., m_i^M, ..., m_k^S, ..., m_{M_S}^S\}$, a physical machine can be represented by $m_i^k$, where $1 \leq i \leq M^k$, $M^k$ is the number of available physical machines provided by the cloud provider $RP_k$, the remaining available resources on each physical machine $m_i^k$ can be represented by a resource vector $R(m_i^k)$. The tasks submitted by users $\{1, 2, ..., U\}$ are numbered from 1 to $N$, and each task corresponds to a virtual machine. The set $A = \{A_1^1, ..., A_n^u, A_n^v, ..., A_N^T\}$ represents all virtual machine allocation policies of the resource scheduling center, where $A_n^u = (a_1^u(m_1^n), ..., a_i^u(m_i^n), ..., a_n^u(m_n^n))$ is the number of resources allocated to task $n$ on the physical machine $m_i^k$.

C. Hybrid Cloud Group Member Selection Model

The cloud resource provider in the hybrid cloud is a set, and there are multiple providers. Therefore, according to this set, multiple different subsets can be formed. These subsets are different composition methods of multiple providers, which means that some providers can be included in the hybrid cloud, and some cannot be included. So, we need to judge which providers can be included in the hybrid cloud and bring benefits to the whole. There are two main ways to judge:

1) Stability: A hybrid cloud is called stable, when any provider in the hybrid cloud brings more benefits if it leaves the cloud [29]. It can also be said that this hybrid cloud is the best choice for this provider. Generally speaking, the providers in a stable hybrid cloud should be mutually beneficial, and the providers should exist more in the form of cooperation rather than competition, and their competitors are outside the cloud system. A stable hybrid cloud should also bring more user resources to all providers, and users are more inclined to use the hybrid cloud rather than the system resources provided by a single provider. Fig. 2 shows the filtering process of a stable hybrid cloud combination scheme, in which Pareto optimization means that each member of the combination scheme brings positive benefits to all other members. At the same time, the income obtained in the group is also higher than from not participating in the group.

2) Fairness: A provider in the hybrid cloud hopes that the system is fair, which refers to the fairness of processing user requests, that is, the fairness of scheduling, and the fairness of benefit distribution. Each member should be fairly assigned tasks, and then the corresponding benefits should be distributed according to the completion of the tasks. The distribution of benefits in this paper is based on the Shapley value.

A hybrid cloud cooperation game can be expressed as $G = aP, v$, where $aP$ is all available providers $RP$ in the hybrid cloud, $v$ is the characteristic function, for a provider combination $S$. Then, this paper defines its characteristic function as $v(S)$ as follows.

$$v(S) = \left\{ \begin{array}{ll} 0; & (\text{insufficient total resources}) \\ \text{profit}(S); & (\text{total resources met}) \end{array} \right. \hspace{1cm} (6)$$

When $v(s) = 0$, it means that the hybrid cloud combination $S$ is not feasible. Firstly, according to Eq. 6, we select the provider combinations that satisfy resource constraints, and then judge the overall benefits of these hybrid cloud combinations. The final total benefit is uniformly distributed by the contribution value calculated by the Shapley value. The contribution ability of the provider, that is, the ratio of $\varphi_i(v)$ to the total contribution is the measure. Then, the benefit value that each provider can obtain in the hybrid cloud combination scheme $S$ is calculated as follows.

$$value_i(S) = \frac{\varphi_i(v)}{\sum_{RP \in S} \varphi_x(v)} \cdot v(S)$$  \hspace{1cm} (7)$$

The value of each provider’s benefits when not participating in the group is:

$$value_i = \left\{ \begin{array}{ll} 0; & (\text{Available resources meet demand}) \\ \sum_k price_k^S \cdot R_k; & (\text{Available resources don’t meet demand}) \end{array} \right. \hspace{1cm} (8)$$

The hybrid cloud combination scheme $S$ is said to be stable, if $value_i(S) > value_i$; $\forall RP_i \in S$

D. User QoS Indicators in Game Model

Since the primary goal of cloud computing services is to ensure user QoS, it is necessary to model and evaluate user QoS preferences. Therefore, the user QoS indicators in this
The user QoS indicators in a hybrid cloud environment are represented by a vector \( \{Q_1, Q_2, Q_3, Q_4, Q_5\} \), in which all QoS indicators are in the [0, 100] interval. Each indicator corresponds to a weight, which is determined according to the user’s QoS preference and the type of service purchased when the user signs an SLA with the provider. The user’s QoS preference and the type of service purchased correspond to a weight, which is determined according to Eq. 12.

The above three parameters \( q_3, q_4, q_5 \) give QoS ratings respectively according to the evaluation results. Then, the three indicators are unified according to the first two parameters, respectively, corresponding to a certain value in the interval [0, 100], representing the scoring result of this attribute.

E. The Proposed Game Theory Model

The game theory model in this paper mainly considers the relationship between the following three in the cloud computing environment: cloud service users, a single provider, and a group of multiple providers. The purpose of using game theory is to use a model that can describe the interests of the three parties at the same time. This model must be objective, and can adapt to different applicable occasions through parameters adjustments. For example, in some occasions, it favors user QoS, and in some cases, it favors resource utilization, that is, multiproviders. Based on the above analysis, the game theory model in this paper establishes three optimization goals according to three stakeholders: user QoS optimization, server resource utilization optimization, and system maintenance cost optimization.

According to the relevant introduction above, we first establish the resource constraints of a hybrid cloud combination, and then establish the combination model of resource providers, and calculate the optimal provider combination through the constraints and the overall revenue value. Then a tripartite game model is established to calculate the overall total revenue of the system. The hybrid cloud game model in this paper is represented by a quadruple \( \{\text{Players, Req, A, Utility}\} \) as follows:

1) Players are players in the game, that is, users who submit resource requests, the hybrid cloud, and the providers in the hybrid cloud.
2) Req is the resource request matrix formed by the task submitted by the user.
3) \( A = \{A^u | u = 1, 2, ..., U\} \) represents the deployment placement scheme of virtual machines allocated to users in the system.
4) Utility is a global revenue function. The utility describes the total revenue that can be obtained by the entire system of a virtual machine deployment solution. The larger the value, the better.

Utility is divided into three parts according to three stakeholders, the first part is user QoS and has been introduced above. Then, the calculation method of the revenue value representing the resource utilization of the provider group is introduced. For a stable provider combination \( S \), there are \( N \) tasks ready to be allocated at a certain time, and the virtual machine resource vector corresponding to the task is \( \mathbf{r}_n \). The initial total resource vector on physical machine \( \mathbf{m}_t^P \) is \( TM(\mathbf{m}_t^P) \), \( utl_t(\mathbf{m}_t^P) \) (calculated as in Eq. 13) is the utilization rate of resources of type \( t \) on physical machine \( \mathbf{m}_t^P \), and...
the average utilization rate of the resources on the physical machine is $utl_t^{(m^k)}$.

$$utl_t^{(m^k)} = 1 - \frac{R_t(m^k) - \sum_{n} x_{nt}^{(m^k)}}{PM_t(m^k)}$$  \hspace{1cm} (13)

where $R_t(m^k)$ represents the number of resources available on physical machine $m^k$, $x_{nt}^{(m^k)}$ is the number of resources of type $n$ allocated to the task on physical machine $m^k$, and $PM_t(m^k)$ represents the total number of resources $t$ on physical machine $m^k$.

The portion of the global benefit that represents the provider’s interests is:

$$MT_k = \sum_{k=1}^{K} \omega_k^P \cdot N_k^P \cdot value^P_k$$  \hspace{1cm} (14)

where $value^P_k$ represents the unit price of the corresponding resource, $N_k^P$ represents the usage of the corresponding resource, and $\omega_k^P$ represents the price correction parameter of the corresponding resource. So the global revenue of the game is calculated by Eq. 15.

$$Utility = \alpha \frac{\sum_{n=1}^{N} QoS_n}{N} + \beta \frac{\sum_{y=1}^{M} MT_y}{M} + (1 - \alpha - \beta) \frac{\sum_{i=1}^{M_N} utl^{(m^k)}}{M_N}$$  \hspace{1cm} (15)

where $MT_y$ is the revenue of a single cloud resource provider.

In order to ensure the fairness of the three benefits, the three parts of the above equation can be normalized. From Eq. 15, it can be seen that the relationship between the three optimization objectives can be balanced by adjusting the value of the tripartite interest weights $\alpha$ and $\beta$.

V. VIRTUAL MACHINE PLACEMENT ALGORITHM

### A. Load Balancing Optimization in Physical Servers

When a cloud computing system creates a virtual machine on a physical server, because both are multi-dimensional resources, it cannot guarantee that the proportion of virtual machine resources matches the resource ratio of the physical machine. For example, the CPU resources may have been fully occupied by the virtual machine, but there are still a lot of memory resources left; or the memory resources are fully allocated but the CPU resources are still left. This part of the remaining resources will not be able to continue to be allocated, resulting in resource fragmentation and waste of resources. Therefore, for the sake of load balancing, the proportion of resources allocated to virtual machines should preferably be similar, so that resource fragmentation is not easy to generate. Thus, ensuring balanced operation of each physical server, reducing energy and resource waste, and improving utilization. Thereby, the system throughput can be increased at the same cost.

Because cloud users have various needs, in general, cloud resource providers will also provide virtual machine customization functions for cloud users, so the virtual machine requests of cloud users received by the hybrid cloud system will be various. The proportion of various resources in the machine is also uneven. First of all, if it is assumed that the resource ratio of all virtual machines is the same, then each physical server can ensure the load balancing of virtual machine resources. Therefore, this paper proposes an algorithm for load balancing optimization as follows:

1) When the hybrid cloud system is initialized, virtual machines with large difference in resource ratio are preferentially allocated, so that virtual machines with different resource ratios can complement each other’s deficiencies.

2) When the hybrid cloud is running, if there is a new virtual machine assignment task, the Nash equilibrium of game theory is used to calculate whether to start a new physical server or not.

3) When the hybrid cloud is running, if a virtual machine needs to be shut down, the Nash equilibrium of the same calculation game theory determines whether to carry out the migration work and migration target of other virtual machines.

We calculate the average resources $\overline{Res}$ of physical servers as a reference standard for the proportion of virtual machine resources as follows.

$$\overline{Res} = \{PE, Mem, Store\}^T = \left\{ \frac{\sum_{i=1}^{n} PE_i}{n}, \frac{\sum_{i=1}^{n} Mem_i}{n}, \frac{\sum_{i=1}^{n} Store_i}{n} \right\}^T$$  \hspace{1cm} (16)

where $PE$ represents the number of processor cores corresponding to the physical server, $Mem$ represents the amount of memory, and $Store$ represents the number of external storage memory. The amount of resources required by a virtual machine can also be expressed as $VRes$.

The skewness of virtual machine resources is calculated from the Euclidean distance between virtual machine resources and physical machine resources as follows.

$$VVar_i = \sqrt{(VPE_i - PE)^2 + (VMem_i - Mem)^2 + (VStore_i - Store)^2} \hspace{1cm} \forall i = (1, 2, ..., n)$$  \hspace{1cm} (17)

The first step of the optimization algorithm is initialization. In this step, for each virtual machine to be created and its corresponding candidate physical machine, the utility value $Utility$ is calculated and sorted. All physical machines are initially marked as inactive. This optimization problem is solved using a greedy algorithm. Assuming that an optimal deployment scheme for $n - 1$ virtual machines has been obtained, the optimal deployment scheme for the $n$ virtual machine is to find a corresponding running state physical machine to ensure that the available resources are sufficient to create the virtual machine, and the benefits value is maximized.
The best physical machine that satisfies the conditions is directly enabled at the beginning. After several iterations of creation, the available resources on the best physical machine selected may not be enough to create the \( n \) virtual machines. At this time, the physical machine needs to make a decision, to determine whether it is necessary to delete some received virtual machines to make room to create new ones. The selection order is to delete from the maximum skewness between the virtual machine resource type and the total resources of the physical machine until the available resources are sufficient to create a new virtual machine.

The decision on whether to choose to replace a virtual machine is based on the utilization rate corresponding to the least used resource type (Eq. 18) on the physical machine before and after replacement. If the utilization rate increases after replacement, it means that the replacement is beneficial and the virtual machine can be replaced.

\[
\text{utl}_{\text{min}}^{(m_t^k)} = \min_t \{ \text{utl}_t^{(m_t^k)} \} \\
= \min_t \left\{ 1 - \frac{R_t(m_t^k) - \sum_n x_{nt}^{(m_t^k)}}{PM_t(m_t^k)} \right\} \quad (18)
\]

**B. Algorithm Flow**

Based on the above analysis, this paper proposes a game theory-based load balancing optimization algorithm (LBOGT). The idea of the algorithm: When placing virtual machines in the hybrid cloud system, it first obtains the resource information of the applied virtual machines from the application list. Next, the resource skewness of each virtual machine is calculated according to the resource information, and sorted in descending order of skewness. Then, put them in the \( vmlist \) table and wait for the system to schedule. The system sequentially fetches the virtual machines to be scheduled from the \( vmlist \), and calculates the virtual placement position with the greatest benefit according to the global revenue \( Utility \). When the virtual machine is placed, there may be insufficient physical machine resources. At this time, calculate whether to migrate the virtual machine according to Eq. 18. If the virtual machine needs to be migrated, it is treated as a new virtual machine to be deployed. Otherwise, apply for new physical resources.

The detailed process of the LBOGT algorithm is given in Fig. 3.

**VI. EXPERIMENTAL RESULTS**

This section will validate the aforementioned provider team member selection model and our proposed virtual machine placement algorithm based on load balancing optimization (LBOGT). This paper uses CloudSim [31] to build a cloud computing simulation experimental environment, and uses JAVA programming to test the algorithm. CloudSim is an open and extensible simulation framework that integrates modeling, simulation and experimentation into one cloud computing environment for experiments. The physical machine configuration in this paper is shown in Table I. Then, simulate 24 hours of data from a hybrid cloud data center. Our proposed algorithm LBOGT is compared to Inter Quartile Range (IQR), Median Absolute Deviation (MAD), Static Threshold (THR) and Game Theory (GT) algorithms.
A. Selection of Hybrid Cloud Group Members

The formula are obtained according to the resource evaluation of the resource provider as shown in Table II. The total value of the group’s income is calculated by Eq. 5, and the final calculation results are shown in Table IV.

| TABLE I. HYBRID CLOUD SYSTEM RESOURCE CONSTRAINTS |
|---|
| Attributes | Ranges |
| Number of physical machines (host) | [400, 1000] |
| Number of processor (CPU) cores | [1600, 32000] |
| Processor (CPU) frequency | [0.50GHz, ∞] |
| Physical machine memory size | [6400GB, 128000GB] |
| Physical machine external memory size | [400TB, 10000TB] |

Based on the constraints shown in Table I, the configuration properties made up of all provider combinations are now calculated. There are a total of 5 providers, excluding the 5 possibilities of a single provider, then a total of 26 different provider combinations are possible.

Table III shows the calculation results of Eq. 15 to 0.8 and 0.1, respectively, which can clearly reflect the QoS improvement of LBOGT algorithm. IQR, MAD, and THR algorithms are all built-in algorithms in CloudSim simulation software, which are used as reference in this paper.

| TABLE II. THE CANDIDATE PROVIDERS OF THE HYBRID CLOUD SYSTEM |
|---|
| Provider | Number of CPU cores | CPU frequency | RAM size | Price correction parameter | Average host revenue |
|---|---|---|---|---|---|
| 1 | 1600 | 2.00GHz | 896GB | 1.00 | 1053.95 |
| 2 | 1200 | 1.50GHz | 1024GB | 1.00 | 1014.85 |
| 3 | 800 | 1.10GHz | 1536GB | 1.00 | 1140.26 |
| 4 | 1600 | 1.86GHz | 896GB | 0.89 | 1131.24 |
| 5 | 1600 | 2.00GHz | 896GB | 1.00 | 1097.25 |

It can be seen from Table IV that the best combination that meets the constraints is the provider combination (1, 4, 5). The revenue of the host unit reached 0.38682358, and the average revenue of team members was the largest.

B. QoS Performance Test

The QoS performance test mainly compares IQR, MAD, THR, GT and LBOGT algorithms. In the comparison process, this paper sets the parameters $\alpha$ and $\beta$ of Eq. 15 to 0.8 and 0.1, respectively, which can clearly reflect the QoS improvement of LBOGT algorithm. IQR, MAD, and THR algorithms are all built-in algorithms in CloudSim simulation software, which are used as reference in this paper.

In order to calculate the total revenue for each provider group, firstly we calculate the pricing of all system resources according to Eq. 4. The price correction parameter $\delta$ in the

TABLE III. RESTRICTIONS RESULTS

| Provider combination | Total number of providers | Total core | Total memory | Total external storage | Restrictions |
|---|---|---|---|---|---|
| 1,2 | 600 | 2400 | 19200 | 12800 |
| 1,3 | 560 | 2240 | 17920 | 11040 |
| 1,4 | 520 | 2080 | 16384 | 9650 |
| 2,3 | 600 | 2280 | 19200 | 12800 |
| 2,4 | 560 | 2240 | 17920 | 11040 |
| 2,5 | 520 | 2080 | 16384 | 9650 |
| 3,4 | 600 | 2280 | 19200 | 12800 |
| 3,5 | 560 | 2240 | 17920 | 11040 |
| 4,5 | 520 | 2080 | 16384 | 9650 |
From Fig. 4, it can be seen that the response time of LBOGT and GT algorithms is shorter, because compared with other reference algorithms, LBOGT and GT consider all QoS preferences of users, including five preference attributes of QoS, so the response time is better. Compared to GT, LBOGT increases the optimization of virtual machine deployment. Therefore, the performance of LBOGT’s response time is slightly better than that of GT, and the effect is increased by 2.3%, because the response time of the system to tasks when there is not too much pressure is similar.

From Fig. 5, it can be seen that the SLA violation rate of the LBOGT model is 0.01% lower than that of GT model. This is because when the virtual machine placement algorithm is executed, there is an optimization process for LBOGT to select a virtual machine. The algorithm first selects virtual machines with larger resource skewness for deployment. In this way, virtual machines whose skewness can compensate each other can be deployed to a server as much as possible during the deployment process, so that the server can achieve load balancing. It reduces server resources waste, optimizes resource allocation, and allows users’ tasks to be better executed. The higher the value of $\alpha$ in the utility function (Eq. 15), the higher the user’s QoS weight is, so the game model will consider the user’s QoS more. The smaller the $\alpha$, the higher the individual provider’s income, because the provider and the user have conflict of interest to a certain extent. The provider expects low cost and high income, while the user expects low consumption and high QoS. In the utility function, the lower the $\alpha$ and $\beta$, the higher the resource utilization of the hybrid cloud system, which can reduce resources waste and reduce maintenance costs. The other three algorithms have higher SLA violation rate values because they do not consider too much user QoS.

C. Power Consumption Performance Test

Before testing the power consumption performance of the LBOGT algorithm, it is necessary to set $\alpha$ and $\beta$ parameters of Eq. 15 to 0.1. The performance of the algorithms in term of power consumption is presented in Fig. 6.

Fig. 6 shows that LBOGT has great advantage in power consumption, saving 6.16% of energy than GT algorithm. Because there is a virtual machine optimization selection step in the process of LBOGT algorithm compared to GT. The virtual machine deployment order can be optimized to achieve better load balancing effect, thus reducing the waste of resources. On the other hand, LBOGT considers that there will be new requests during the operation of the hybrid cloud system, so there will be dynamic addition of virtual machines. LBOGT will also optimize the newly added virtual machine requests, so it is also conducive to the best deployment.

In the following, it is the comparison of the benefits of our proposed LBOGT algorithm and the traditional game theory-based algorithm GT. The comparison here refers to the income value obtained after pricing various resources when modeling the provider’s interests. The income value is not added to the unit when setting it. It is a relative value and is used as the global income of the game theory. For judgment and comparison, see Table IV for details. Since the LBOGT algorithm has made improvements to the deficiencies of GT algorithm in the management of virtual machines to be deployed, and the provider’s profit has been considered when formulating the global profit function of the game, it can be seen from Fig. 7 that the improved LBOGT algorithm can bring greater benefits. This benefit is more obvious when the task request is larger. Indeed, when the number reaches 1600, the benefit value increases by 10.6%. 
This paper considers the problem of virtual machine placement problem in hybrid cloud situation from the perspective of economics and QoS. In order to coordinate user QoS and cloud resource utilization, a game theory model of a three-party game is established, and the relationship between the three parties is reflected through a game’s profit function. Finally, a virtual machine placement algorithm based on game theory and load balancing optimization is proposed. The algorithm mainly selects the virtual placement position through the game theory revenue function, and optimizes the placement order of the virtual machine through its resource application ratio. The experimental results show that our proposed LB0GT algorithm can coordinate and balance user QoS and cloud computing resource utilization. When the number of executed tasks reaches 1600, the cloud computing revenue is 10.6% higher than that obtained by the traditional game theory method.

Several various adjustments, testing, and experiments have been left to be completed in the future. More virtual machine placement objectives can be investigated in the future, in particular SLA-aware placement schemes.
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