Robust Spatiotemporal Estimation of PM Concentrations Using Boosting-Based Ensemble Models
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Abstract: Particulate matter (PM) as an air pollutant is harmful to the human body as well as to the ecosystem. It is crucial to understand the spatiotemporal PM distribution in order to effectively implement reduction methods. However, ground-based air quality monitoring sites are limited in providing reliable concentration values owing to their patchy distribution. Here, we aimed to predict daily PM10 concentrations using boosting algorithms such as gradient boosting machine (GBM), extreme gradient boost (XGB), and light gradient boosting machine (LightGBM). The three models performed well in estimating the spatial contrasts and temporal variability in daily PM10 concentrations. In particular, the LightGBM model outperformed the GBM and XGB models, with an adjusted $R^2$ of 0.84, a root mean squared error of 12.108 $\mu$g/m$^2$, a mean absolute error of 8.543 $\mu$g/m$^2$, and a mean absolute percentage error of 16%. Despite having high performance, the LightGBM model showed low spatial prediction accuracy near the southwest part of the study area. Additionally, temporal differences were found between the observed and predicted values at high concentrations. These outcomes indicate that such methods can provide intuitive and reliable PM10 concentration values for the management, prevention, and mitigation of air pollution. In the future, performance accuracy could be improved through consideration of different variables related to spatial and seasonal characteristics.
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1. Introduction

Particulate matter (PM) refers to solid or liquid fine particles floating in the atmosphere, classified as either dust with a diameter of less than 10 $\mu$m (PM$_{10}$) or of less than 2.5 $\mu$m (PM$_{2.5}$). PM degrades visibility, interferes with plant metabolism, and causes corrosion damage to buildings. Moreover, exposure to PM increases respiratory and cardiovascular diseases, which are responsible for approximately one million premature deaths worldwide annually [1]. Accordingly, PM was ranked sixth in the leading causes of death reported in the Global Burden of Diseases study [2]. PM is also an air pollutant that is harmful to the human body, and has been classified as a Group 1 carcinogen by the International Agency for Research on Cancer (IARC) of the World Health Organization (WHO) since October 2013 [3].

The increased damage caused by PM has necessitated increased PM management worldwide. Recently, under the Paris Agreement, the South Korean government pledged to reduce greenhouse gases and PM, and implemented policies accordingly [4–6]. The
Ministry of Environment in South Korea enacted the “Special Act on Fine Dust Reduction and Management” to protect public health and provide a more pleasant living environment by decreasing and efficiently managing PM emissions. The Ministry of Environment also presented the Comprehensive Plan for Fine Dust (2020 to 2024), with fifteen major tasks across four domains, aiming at reducing the PM$_{2.5}$ concentration by 35% or more from 2016 to 2024 [7].

It is critical to correctly determine the spatial and temporal distribution of PM concentrations in order to effectively implement these PM reduction methods. Ground-based air quality monitoring sites (AQMS) do not provide reliable in situ PM concentration datasets. These are point-based observation values that do not provide continuous spatial information. They are not only sparsely dispersed but also have an imbalanced spatial distribution, as they are mainly located in urban areas. To overcome the limitations of AQMS, research has recently been conducted on the development of a PM prediction model based on multiple approaches. The spatial absence of AQMS can be overcome by providing information on unobserved points by generating a prediction model.

Until now, various methods, involving deterministic and statistical models have been used to generate a PM prediction model. Statistical model-based numerical prediction can better simulate the linear and nonlinear relationships among pollutant-related factors [8]. Several studies have reported that statistical models are more accurate than deterministic models [8–10]. The tree model, which is a representative statistical model, has the advantage of being able to better process missing values, provide a faster learning rate, and obtain information that is significant for features during the calculation process [8]. For this reason, tree models, especially tree-based ensemble models, have been widely used to predict PM concentrations.

Ensemble refers to a technique for generating and combining multiple models (often weak learners) to obtain a more optimized prediction performance. The representative techniques of ensemble learning include bagging and boosting. Bagging, short for bootstrap aggregating, aggregates the results after training each model using bootstrap sample data. Boosting is an ensemble model that connects several weak learners to create a robust learner. The aim of boosting is to allow for training to proceed while supplementing the previous model by applying weights to the parts with large errors. The biggest difference between bagging and boosting is that bagging generates a model with less variance by allowing for training in parallel, whereas boosting focuses on generating a model with less bias by allowing for sequential training.

The random forest (RF) and gradient boosting machine (GBM) methods have been widely used to generate PM prediction models as representative algorithms for bagging and boosting, respectively [11–17]. Recently, various algorithms such as extreme gradient boost (XGBoost) and light gradient boost machine (LightGBM) have been developed to overcome the shortcomings of GBM. XGBoost [18,19] and LightGBM [20–22] have been used in studies on PM prediction model development and demonstrated a relatively good prediction performance compared to the GBM model. However, only a few studies have applied LightGBM, a relatively new algorithm, and comparative studies between boosting algorithms are scarce. Therefore, additional research is required to evaluate the applicability and performance of the LightGBM model.

This study intends to compare the performance of each boosting algorithm while ensuring differentiation from previous studies by using yellow dust (also called Asian dust or yellow sand), a major factor affecting air quality in South Korea, as an input factor. Yellow dust is a type of dust cloud that occurs mostly in the deserts and loess areas of the East Asian continent, where sand dust hovers over the sky and slowly falls. Since 2000, the occurrence of yellow dust in South Korea has increased owing to ongoing desertification in China. The yellow dust phenomenon has a significant impact not only on health but also on social and economic aspects [23]. In addition, some studies have reported that PM concentrations are correlated with the occurrence of yellow dust [24–26]. In particular, Choi et al. [27] predicted PM concentrations using yellow dust as an input variable and
found a dramatic increase in PM$_{10}$ concentrations related to yellow dust. However, studies on the prediction of PM concentrations using yellow dust are lacking.

Therefore, this study aims to evaluate model prediction performance in terms of space and time by developing a PM prediction model with optimized generalization performance in the study area. A PM prediction model for Seoul Metropolitan City was created using representative boosting algorithms such as GBM, XGBoost, and LightGBM. The prediction performance of the generated models was evaluated in space and time using various statistical metrics, and a PM prediction model was optimized for the study area through comparison and analysis.

2. Materials and Methods

2.1. Study Area

The spatial scope of this study was Seoul Metropolitan City, the capital of South Korea, and the temporal scope was from 2014 to 2016 (Figure 1). The population of Seoul during these years was approximately 10 million (15,865 persons/km$^2$), with approximately 20% of the total population of South Korea living in Seoul, making it the fifth most populous metropolitan area worldwide [28,29]. The study area was characterized by a very high urban density, an abundance of high-rise buildings and apartments, mountainous terrain, and high vehicle densities in addition to a high population [30]. These features cause severe air pollution, leading to approximately 100,000 premature deaths annually, and social costs exceeding USD 10 billion [31,32].

![Figure 1. Study area and spatial distribution of air quality monitoring and automatic weather stations. The X-marked blue circles were not used owing to missing observations.](image-url)

In recent years, Seoul Metropolitan City has been striving to control and reduce local air pollutants through various measures. However, PM concentrations in Seoul are still higher than those in other large cities in developed countries, often exceeding the daily environmental control standard (100 $\mu$g/m$^2$) [33–35]. Since 2004, when PM was first recorded in Seoul, the average number of days of yellow dust was approximately ten per year, while the number of days of yellow dust was highest at fifteen in 2015 [23].
In this study area, analysis of the effect of yellow dust as well as systematic air quality management are required through PM prediction.

2.2. Datasets

The data used in this study included PM$_{10}$ air pollution data, emission data related to sulfurous acid gas (SO$_2$), carbon monoxide (CO), ozone (O$_3$), and nitrogen dioxide (NO$_2$) as observed from the ground, and meteorological data such as temperature (Temp), rainfall (Rain), relative humidity (Humi), wind speed (Wind$_S$), wind degree (Wind$_D$), and yellow dust (Yellow). PM$_{10}$ air pollution and emission data were collected from the Korea Environment Corporation (KECO). Meteorological data were collected from the National Climate Data Center (NCDC) of the Korea Meteorological Administration.

2.2.1. PM$_{10}$ Air Pollution and Emission Data

We collected air pollution and emission data for three years (2014–2016) from AQMS in Seoul. The KECO has installed and operated air pollutant measurement equipment to identify the nationwide air pollution status, trends, and achievement of air quality standards [36]. In Seoul, a total of 39 AQMS were in operation during the study period, and they were mainly distributed in the central areas rather than the outer areas (Figure 1). AQMS provide hourly and daily average observations of PM$_{10}$, PM$_{2.5}$, sulfurous acid gas (SO$_2$), carbon monoxide (CO), ozone (O$_3$), and nitrogen dioxide (NO$_2$) at each point. Among these observations, PM$_{10}$ was selected for this study, as there was no PM$_{2.5}$ observation value provided for 2014 during the study period. The daily average PM$_{10}$ air pollution and emissions for the three years were collected and used (Table 1).

Table 1. Data sources used in this study.

| Data Type      | Factors | Abbreviation | Unit  |
|----------------|---------|--------------|-------|
| Ground measured | PM$_{10}$ | PM$_{10}$ | µg/m$^2$ |
| Emission 1     | SO$_2$ | SO$_2$ | ppm |
|                | CO     | CO          | ppm  |
|                | O$_3$  | O$_3$       | ppm  |
|                | NO$_2$ | NO$_2$      | ppm  |
| Meteorology 2  | Temperature | Temp | °C   |
|                | Rainfall | Rain      | mm   |
|                | Relative humidity | Humi | %    |
|                | Wind speed | Wind$_S$ | m/s  |
|                | Wind degree | Wind$_D$ | Degree |
|                | Yellow dust | Yellow | µg/m$^2$ |

1 These data were obtained from AirKorea (http://www.airkorea.or.kr) (accessed on 20 June 2021). 2 These data were obtained from KMA Weather Data Service (http://data.kma.go.kr) (accessed on 20 Jun 2021).

2.2.2. Meteorological Data

We used automatic weather station (AWS) data from the Korea Meteorological Administration to collect meteorological data for Seoul. AWS refers to ground observations conducted to prevent natural disasters caused by meteorological phenomena such as earthquakes, typhoons, floods, and droughts. To monitor local weather phenomena, AWS are installed at approximately 510 points across the country for automatic observation, with 28 stations in Seoul. These stations provide information on temperature, rainfall, relative humidity, wind speed, wind degree, and barometric pressure in min, h, d, months, and years [23]. In this study, hourly data for Temp, Rain, Humi, Wind$_S$, and Wind$_D$ were collected and calculated as daily average values, excluding atmospheric pressure, for which there were no observed values during the study period (Table 1). However, at 11 stations, accounting for approximately 65% of the 28 stations located in the study area, humidity values were observed for at least three days and up to twelve days during the 1094 days of
the study period (2014 to 2016). As a result, only data from 17 stations, excluding 11 out of 28 stations, were used.

In addition, we collected and used yellow dust data from the NCDC of the Korea Meteorological Administration as meteorological data. The Korea Meteorological Administration has installed and operated 30 stations across the country to observe yellow dust. Since 21 March 2003, each station has provided yellow dust concentrations every 5 min, and at an hourly rate. One yellow dust observation station was located in Seoul. In this study, the daily average value was calculated by collecting the hourly yellow dust concentration values measured at this station, which were then used as a representative value of the study area (Table 1).

2.3. Data Preprocessing and Matching

The air pollution and emission data used in this study were collected at each observation point by AQMS and meteorological data from the AWS. These data were collected from different institutions and had different observation points, as shown in Figure 1. Therefore, it was necessary to process these data and convert them into one dataset. Therefore, daily observation values of AWS observation points for the study area were generated as raster data using inverse distance weighting. The raster data for Temp, Rain, Humi, Wind_S, and Wind_D were generated with a spatial resolution of 30 m for each day. The generated raster data were overlapped with the AQMS data to extract cell values for each point. The total amount of data in the final dataset was 42,666, which was spatially matched to AQMS data, and days with missing values (1234) were excluded.

As a result, 27,587 data points for 2014 and 2015 were used as training data, and 13,845 data points for 2016 were used as verification data. The training data were used to generate the prediction model, whereas the validation data were applied to the generated prediction model to evaluate the prediction performance of the model. In this study, a grid search on hyperparameters with tenfold cross-validation was utilized to prevent model overfitting and enhance prediction accuracy while creating a predictive model. A tenfold cross-validation trains and evaluates the training data ten times by randomly dividing the training data into ten subsets. Each time, a different subset was selected and used to validate the model performance, and the remaining nine subsets were used for model training. Analysis was performed thrice, and the average of ten runs was used as the final result. Grid search is a method for manually adjusting hyperparameter values to determine the optimal combination.

2.4. Model Description

2.4.1. Gradient Boosting Machine

GBM is a representative boosting-based algorithm that sequentially generates trees in a way that compensates for the error of the decision tree generated in the previous step. Trees are gradually added to the previous ensemble tree model, and the model is trained in such a way that the next new tree is fitted with respect to the error of the previous model through gradient descent. Gradient descent is one of the simplest and most commonly used numerical optimization algorithms for determining the minimum value of the loss function along the gradient direction [37]. Therefore, the core of GBM uses the negative gradient of the loss function as the residual approximation in the lifting tree algorithm and minimizes the loss function by gradually reducing the residual value [16]. For the GBM model, the “GBM” package of the R program was used; the optimal values of the hyperparameters are shown in Table A1 (Appendix A).

2.4.2. Extreme Gradient Boosting

GBM has many advantages, such as the ability to handle mixed types of features, the function of feature combination, easier interpretability, faster running speed, and lower memory consumption [38]. However, GBM often results in overfitting, and various algorithms have been developed to solve this. Extreme gradient boosting (XGBoost),
which is an efficient implementation of GBM, is a scalable end-to-end tree boosting system. Compared to GBM, XGBoost avoids overfitting by using regularized boosting and parallel processing [39]. In addition, this algorithm can overcome the limitations of computing speed and accuracy, requires less training and time for prediction, and supports various objective functions including classification, regression, and ranking [40]. XGBoost was built using the “xgboost” package of the R program; the optimal values of the hyperparameters are shown in Table A2.

2.4.3. Light Gradient Boost Machine

LightGBM is a gradient promotion framework based on decision trees developed by Microsoft for tasks such as sorting, classification, and regression, and which can model complex nonlinear functions [21]. XGBoost employs the exact voracious algorithm, whereas LightGBM employs a histogram-based decision-tree algorithm. Therefore, the leaf-by-leaf growth strategy with deep constraints, which speeds up the training process to reduce memory consumption and training time, was selected [41]. LightGBM provides advantages such as performance improvement, faster training speed, lower memory consumption, higher effect accuracy, and fast processing of massive data. In addition, this algorithm supports category features without 0–1 encoding, and allows for efficient parallel training [8,21]. The LightGBM model was constructed using the “lightgbm” package of the R program; the optimal values of the hyperparameters are shown in Table A3.

2.5. Model Validation

In this study, the coefficient of determination ($R^2$), root mean square error (RMSE), mean absolute error (MAE), and mean absolute percentage error (MAPE) were used to evaluate model performance. These metrics are commonly used to evaluate the accuracy of regression models and indicate the degree of error between the predicted and observed values.

$R^2$ is used to evaluate the explanatory power of the independent variables with respect to the dependent variables (Equation (1)). $R^2$ ranges from 0 to 1, and the higher the accuracy of the model, the closer it is to 1. However, as the number of independent variables and data increases, the value of $R^2$ tends to increase regardless of the prediction performance of the model. To compensate for this problem, the adjusted $R^2$ is indicated by additionally considering the size of the data and the number of independent variables. In this study, the adjusted $R^2$ was calculated using Equation (2). The MSE is the average of the sum of the squares of the difference (error) between the actual and predicted values. If the sum of the squared errors is too large, the MSE may also become too large. To compensate for this, the MSE is rooted, yielding the RMSE. The RMSE is calculated using Equation (3), and is used synonymously with a standard deviation. As the RMSE depends on the scale, it is called a scale-dependent error. Because the MAE is calculated by converting the error into an absolute value and averaging it (Equation (4)), it reflects the size of the error as is. The MAPE is the MAE converted into a percentage (Equation (5)), and is called a percentage error. The MAPE is more robust than the RMSE and MSE against outliers, and is easy to understand because it ranges between 0% and 100%. Lower values of the RMSE, MSE, and MAPE indicate higher accuracy.

$$\text{Adjusted } R^2 = 1 - \left[ \frac{1 - R^2}{n - k - 1} \right]$$

$$R^2 = 1 - \frac{\sum_{i=1}^{n} (y_i - \hat{y}_i)^2}{\sum_{i=1}^{n} (y_i - \bar{y})^2}$$

$$\text{RMSE} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2}$$
3. Results and Discussion

3.1. Effect of Input Variables on \( \text{PM}_{10} \) Prediction

In this study, a \( \text{PM}_{10} \) prediction model was constructed using the GBM, XGB, and LightGBM algorithms with a total of ten independent variables as input values. When constructing prediction models, the algorithm used in this study provides feature importance values for the input factors. Feature importance is a score representing the importance (contribution) of each independent variable in \( \text{PM}_{10} \) prediction. The importance of any variable is calculated by the amount of increase in the performance measure because of that variable in a decision tree. The purity (Gini index) was used as the performance measure. Eventually, the importance of the variable is determined by averaging the importance of all decision trees.

Table 2 shows the rankings of the calculated importance for the ten independent variables used in this study; the higher the ranking (the smaller the number), the higher the importance. Among the ten independent variables, Yellow (yellow dust) had the highest importance. This suggests that Yellow plays a dominant role in the three models used in this study. However, except for Yellow, the significance of each variable varied significantly among the models. Among the top five factors, the variables with high importance in all three models were Yellow, Temp (temperature), and \( \text{NO}_2 \). However, in the GBM model, Wind\_D (wind degree) and \( \text{SO}_2 \) were more important than in the other models. \( \text{CO} \) and Humi (relative humidity) were highly important in the XGBoost model, and Humi, and Rain (rainfall) were important in the LightGBM model.

| Factors   | GBM | XGBoost | LightGBM |
|-----------|-----|---------|-----------|
| \( \text{SO}_2 \) | 5   | 9       | 10        |
| \( \text{CO} \)  | 6   | 2       | 2         |
| \( \text{O}_3 \)  | 9   | 6       | 7         |
| \( \text{NO}_2 \) | 4   | 3       | 4         |
| \( \text{Temp} \) | 2   | 5       | 5         |
| \( \text{Rain} \) | 10  | 10      | 3         |
| Humi      | 7   | 4       | 6         |
| Wind\_S  | 8   | 8       | 9         |
| Wind\_D  | 3   | 7       | 8         |
| Yellow    | 1   | 1       | 1         |

The sources of PM emissions in Korea may be classified into two categories, internal and external sources. The primary internal sources include thermal power plants, construction machinery, automobile exhaust gas, scattering dust, and air conditioning; the primary external sources include industrial dust from inland industrial areas in China and yellow dust from the Gobi Desert. The proportion of foreign influence is generally approximately 50% per year, which may be up to approximately 80% depending on the season and weather conditions [31]. This indicates that yellow dust is one of the main factors affecting domestic air quality. However, there is only one yellow dust observatory in the study area, and it is difficult to accurately reflect the amount of PM moving long distances from China. In particular, in the results of our analysis, the contribution of the Yellow variable for each model was approximately 90%, with a significant effect even with a slight change in the observed value. To reflect the effect of yellow dust on PM in the future, a review of various aspects is necessary.
Temperature and humidity can influence the rate of decrease in PM by influencing the movement and dispersion of PM on a micro-spatiotemporal scale [42]. Upon analyzing the correlation between changes in weather conditions and PM in the metropolitan area, the National Academy of Environmental Sciences reported a correlation between PM concentrations and temperature and humidity [43]. This is in line with the results of this study, where temperature and humidity contributed significantly to generating a PM prediction model. Among the gaseous pollutants used in this study, CO and NO\textsubscript{2} were of relatively high importance. Generally, PM\textsubscript{10} was highly correlated with CO and NO\textsubscript{x} in major urban areas of South Korea. In particular, a strong correlation was observed between PM\textsubscript{10} and cities with high population density, suggesting their correlation with traffic emissions [44].

3.2. Evaluation of Model Performance

3.2.1. Performance Comparison between Models

Figure 2 shows the accuracy of the three PM\textsubscript{10} prediction models built in this study. Model accuracy measures how effectively the predictive model developed in this study matches the input data. In order to analyze model accuracy, the accuracy between the predicted and observed values was calculated by inputting the training data into the built prediction model. All three models used in this study had an adjusted R\textsuperscript{2} value of 95% or higher, which indicates that all models represented the characteristics of the independent variables used in this study. In particular, for the LightGBM model adopted in this study, the adjusted R\textsuperscript{2}, RMSE, MAE, and MAPE were 0.96, 6.655 µg/m\textsuperscript{2}, 4.535 µg/m\textsuperscript{2}, and 11%, respectively. These values were similar to those of the GBM model, indicating a relatively low accuracy compared to the XGB model. Overall, the predicted and observed values of PM\textsubscript{10} were in good agreement.

![Figure 2. Density scatter plots of model fitting for (a) gradient boosting machine, (b) extreme gradient boosting, and (c) light gradient boosting machine from 2014 to 2015 (N = 27,587). The red and green dotted lines are the 1:1 line and linear regression line, respectively. The performance of each model was calculated using statistical metrics such as the correlation of determination (Adjusted R\textsuperscript{2}), the root mean square error (RMSE), the mean absolute error (MAE), and the mean absolute percentage error (MAPE), as noted at the top left of each panel.](image)

Figure 3 shows the prediction accuracies of the three models. The prediction accuracy represents the prediction performance when new data are applied to the built prediction model. To analyze prediction accuracy, the accuracy levels of the predicted and observed values were calculated by applying a test dataset that was not used when constructing the prediction model. The prediction accuracy levels of all three models used in this study in terms of the adjusted R\textsuperscript{2} were approximately 12–15% lower than the model accuracy. The adjusted R\textsuperscript{2}, RMSE, MAE, and MAPE of LightGBM were 0.84, 12.108 µg/m\textsuperscript{2}, 8.543 µg/m\textsuperscript{2}, and 16%, respectively. Unlike the model accuracy, the LightGBM model had the highest
prediction performance among the three models used in this study. XGB yielded a slightly lower level of accuracy than LightGBM, and GBM exhibited the lowest level of accuracy.

![Figure 3. Density scatter plots of model prediction power for (a) gradient boosting machine, (b) extreme gradient boosting, and (c) light gradient boosting machine in 2016 (N = 13,845). The red and green dotted lines are the 1:1 line and linear regression line, respectively. The performance of each model is calculated using statistical metrics such as the correlation of determination (Adjusted $R^2$), the root mean square error (RMSE), the mean absolute error (MAE), and the mean absolute percentage error (MAPE), as noted at the top left of each panel.]

### 3.2.2. Model Selection on PM$_{10}$ Prediction
Among the models used in this study, the XGB model was found to have excellent performance owing to its high model and prediction accuracies. However, the model training time was the longest, 41.89 s. In addition, the prediction performance was rather low compared to the high model accuracy. Conversely, the LightGBM model yielded the fastest execution time (1.36 s) as well as the highest prediction accuracy. Boosting models require the optimization of a relatively large number of hyperparameters. Optimizing the hyperparameters and creating training models takes a long time. However, the use of the LightGBM model is expected to allow for the fast construction of a prediction model and generation of prediction results when processing a large amount of data. As this model appears to have a relatively high prediction accuracy compared to other models, it evidently contributes to solving the overfitting problem to a certain extent. Therefore, the LightGBM model was selected as the optimal model for predicting PM$_{10}$ concentrations in this study, and its prediction accuracy was further examined in terms of space and time.

### 3.3. Performance Evaluation of the LightGBM Model
#### 3.3.1. Site-Scale Model Performance
We evaluated the prediction accuracy of the LightGBM model based on 39 AQMSs located in Seoul Metropolitan City in order to evaluate its spatial performance. Figure 4 shows the average annual prediction performance for each station using a total of four statistical metrics: adjusted $R^2$, RMSE, MAE, and MAPE. For most stations, the adjusted $R^2$ value was 0.85 or higher, and the average value was 0.92. The RMSE ranged from 5.183 to 24.786 $\mu g/m^2$, and was as high as 20 $\mu g/m^2$ in three out of a total of 39 stations. Compared to the RMSE, the MAE was relatively low, ranging from 3.910 to 20.552 $\mu g/m^2$ (average 8.523 $\mu g/m^2$). The MAPE had a similar spatial distribution to the RMSE and MAE, with a mean value of 19%. Overall, the predicted and ground-observed PM$_{10}$ concentrations were highly consistent.
Figure 4. Spatial distributions of site-scale performance for each PM$_{10}$ monitoring station using (a) correlation of determination (Adjusted R$^2$), (b) the root mean square error (RMSE), (c) the mean absolute error (MAE), and (d) the mean absolute percentage error (MAPE). All statistical metrics were reclassified and mapped by a five-class equal interval classification scheme using ArcGIS.

However, the prediction accuracy was low at some stations located near the southwest of the study area. In particular, the Gonghang-ro observation station (111213), located in the westernmost part of the study area, yielded the lowest values for the adjusted R$^2$, RMSE, MAE, and MAPE at 0.76, 24.786 μg/m$^2$, 20.552 μg/m$^2$, and 48%, respectively. This result is attributed to several factors. First, the meteorological factors used in this study were automatically observed data from the AWS located in the study area. In Figure 1, at 11 stations, accounting for approximately 65% of the 28 stations located in the study area, humidity data were collected only for 3–12 days during the 1094 days of the study period (2014 to 2016). These 11 stations were excluded from this study because of missing observation values. The relatively low prediction performance at certain AQMS may have been due to the omission of AWS located near the stations resulting in a limited reflection of climate characteristics.

Second, a distribution map was created by counting emission establishments based on the 2016 classification in the Environmental Statistics Yearbook published by the Ministry of Environment. An emission establishment refers to a business that has installed emission facilities that emit air pollutants among substances present in the atmosphere. Generally, there were relatively more emission establishments in the southwestern region of the study area. Emission establishments appeared to have a certain impact on PM concentrations.
Identifying related factors in the future and reflecting them when constructing the model seems necessary.

Lastly, there is an airport and a port located near Gonghang-ro observation station which yielded the lowest prediction accuracy in the study area. Previous studies have reported that proximity to airports or air cargo facilities was strongly correlated with PM$_{10}$ concentrations [45,46]. Aircraft departure activities at airports have been reported to significantly contribute to changes in PM concentrations [47], and airport daily contribution to PM concentrations was approximately 1.4 times greater than that of nearby highways [46]. According to a study by Broome et al., 2016 [48], approximately 1.9% of the region-wide annual average population weighted-mean concentration of all natural and human-made PM$_{2.5}$ was attributable to ship exhausts, and this value can be as high as 9.4% in suburbs close to ports. Clearly, proximity to airports and ports affects the PM concentration.

3.3.2. Daily and Seasonal Validation

Figure 5 shows a comparison of the daily distribution of PM$_{10}$ concentrations by calculating the daily average value in order to elucidate the trends of the predicted and observed values. The predicted daily average concentrations ranged from 11.407 to 150.700 $\mu$g/m$^2$; however, the daily average concentrations of the observed values ranged from 11.257 to 203.922 $\mu$g/m$^2$, with a rather high maximum. The average predicted value was 43.687 $\mu$g/m$^2$, and the average observed value was rather high, at 50.435 $\mu$g/m$^2$. Overall, the predicted values showed a trend that was similar to that of the observed values. However, the values predicted by the LightGBM model were generally slightly underestimated compared to the observed values. In particular, the observed and predicted values differed slightly when the PM$_{10}$ concentration was low in 2016; however, the difference between these values increased as the concentration of PM$_{10}$ increased. The observed PM$_{10}$ concentrations throughout the year were very high, exceeding 100 $\mu$g/m$^2$ for seven days during spring (March–May); in particular, the observed value on 23 April was the highest (203.922 $\mu$g/m$^2$), and its difference from the predicted value (150.700 $\mu$g/m$^2$) was also the largest, at 53.222 $\mu$g/m$^2$.

![Figure 5](image-url)

*Figure 5.* Time-scale performance of the daily mean distributions of estimated PM$_{10}$ concentrations in 2016. The daily mean distributions of estimated and observed PM$_{10}$ concentrations were compared.
This study evaluated the daily accuracy for the entire study area to evaluate the time-scale performance of the LightGBM model. Figure 6 shows the boxplots based on which we examined the seasonal distribution of the calculated daily accuracy. The average RMSE, MAE, and MAPE values during spring showed the lowest accuracy, at $14.244\, \mu g/m^2$, $11.666\, \mu g/m^2$, and $20.07\%$, respectively. In contrast, the average RMSE, MAE, and MAPE values during summer showed the highest accuracies of $8.541\, \mu g/m^2$, $6.958\, \mu g/m^2$, and $20.47\%$, respectively. In South Korea, a high concentration of PM accompanied by yellow dust is likely to be observed in spring, and the PM concentration tends to decrease in summer and autumn. Therefore, the prediction accuracy of PM$_{10}$ will seemingly be improved using more variables reflecting seasonal characteristics. However, the meteorological factors used in this study were measured using automatic observation equipment by the Korea Meteorological Administration, providing only a limited number of parameters. In the future, use of the numerical forecast model provided by the Korea Meteorological Administration will allow for the reflection of more diverse meteorological variables. Among the numerical forecasting models operated by the Korea Meteorological Administration, the Local Assimilation and Prediction System (LDAPS) is a Korean model created by regionally optimizing the unified model of the UK Met Office. LDAPS provides information on 78 meteorological variables by performing short-term forecasts throughout the Korean Peninsula, with a horizontal resolution of 1.5 km and a vertical resolution of approximately 40 km [23].

![Figure 6](image_url)

**Figure 6.** Time-scale performance regarding seasonal distributions of estimated PM$_{10}$ concentrations in 2016. The seasonal distributions were plotted as boxplots of (a) the root mean square error (RMSE), (b) the mean absolute error (MAE), and (c) the mean absolute percentage error (MAPE) for estimated and observed PM$_{10}$ concentrations. Here, the white dot denotes the seasonal mean value of each statistical metric.

4. Conclusions

We aimed to create a PM prediction model using GBM, XGBoost, and LightGBM for Seoul Metropolitan City in South Korea. The PM prediction model for each algorithm was analyzed and compared in terms of accuracy using statistical metrics such as $R^2$, RMSE, MAE, and MAPE. The analysis showed that the LightGBM model outperformed the GBM and XGBoost models, with a relatively high prediction accuracy, fast execution time, and reduced overfitting problems. Accordingly, the LightGBM model was identified as suitable for predicting PM in the study area, and the spatiotemporal distribution characteristics of the results predicted by the LightGBM model were examined. The LightGBM model showed low spatial prediction accuracy near the southwest part of the study area. In terms of time, the predicted and observed values showed a similar trend; however, at high PM concentrations, the difference between the observed and predicted values increased. These
results suggest that the prediction performance of the LightGBM model can be improved by considering various variables that reflect spatial and seasonal characteristics. The results of this study will provide more reliable PM concentration values at the regional level for areas with no AQMS. They will also be useful as supporting data to establish measures for managing, preventing, and mitigating air pollution in the study area.
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Appendix A

Table A1. Gradient boosting machine parameters.

| Attribute           | Explain                                      | Parameter |
|---------------------|----------------------------------------------|-----------|
| shrinkage           | Learning rate                                | 0.01      |
| interaction.depth   | Maximum depth of each tree                   | 4         |
| n.minobsinnode      | Minimum number of observations in trees’ terminal nodes | 92        |
| bag.fraction        | Fraction of the training set observations randomly selected | 0.6       |
| train.fraction      | Proportion of samples used for training and testing | 0.7       |

Table A2. Extreme gradient boosting parameters.

| Attribute        | Explain                                      | Parameter |
|------------------|----------------------------------------------|-----------|
| eta              | Learning rate                                | 0.01      |
| max_depth        | Maximum depth of a tree                      | 14        |
| min_child_weight | Minimum sum of instance weight (hessian)     | 17        |
| subsample        | Subsample ratio of the training instance     | 0.8       |
| colsample_bytree | Subsample ratio of columns when constructing each tree | 1.0       |
| lambda           | L2 Regularization term on weights            | 11        |
| alpha            | L1 Regularization term on weights            | 27        |

Table A3. Parameters of light gradient boosting machine.

| Attribute         | Explain                                      | Parameter |
|-------------------|----------------------------------------------|-----------|
| learning_rate     | Learning rate                                | 0.01      |
| max_depth         | Maximum depth of a tree                      | 6         |
| num_leaves        | Maximum number of leaves in one tree         | 19        |
| min_data_in_leaf  | Minimum number of observations in one leaf   | 11        |
| bagging_fraction  | Subsample ratio of the training instance     | 0.8       |
| bagging_freq      | Frequency for bagging                         | 3         |
| feature_fraction  | Subsample ratio of columns when constructing each tree | 1.0       |
| lambda_1l         | L1 regularization term on weights            | 0.9       |
| lambda_12         | L2 regularization term on weights            | 0.4       |
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