TILTED HALVED HEXAGONS: HEXAGONS, SEMI-HEXAGONS, AND HALVED HEXAGONS UNDER ONE ROOF

TRI LAI

ABSTRACT. We investigate a new family of regions that is the universal generalization of three well-known region families in the field of enumeration of tilings: the quasi-regular hexagons, the semi-hexagons, and the halved hexagons. We prove a simple product formula for the number of tilings of these new regions. Our main result also yields the enumerations of two special classes of plane partitions with restricted parts.

1. Introduction

One of the most well-known regions in the field of enumeration of tilings is the ‘quasi-regular hexagon’, a centrally symmetric hexagon with all $120^\circ$ angles. MacMahon’s theorem [8] on plane partitions fitting in an $(a \times b \times c)$-box yields an elegant product formula for the number of lozenge tilings of a quasi-regular hexagon $H_{a,b,c}$ of side-lengths $a, b, c, a, b, c$ (in counter-clockwise order, starting from the north side):

\[(1.1) \quad M(H_{a,b,c}) = \prod_{i=1}^{a} \prod_{j=1}^{b} \prod_{k=1}^{c} \frac{i+j+k-1}{i+j+k-2},\]

where $M(R)$ denotes the number of lozenge tilings in the region $R$. Here, a lozenge (or unit rhombus) is a union of any two unit equilateral triangles sharing an edge, and a lozenge tiling of a region is a covering of the region by lozenges with no gaps or overlaps. See Figure 1.1 (a) for an example of a quasi-regular hexagon and Figure 1.1 (d) for a lozenge tiling.

Cohn, Larsen, and Propp [3, Proposition 2.1] generalized MacMahon’s theorem by giving a one-to-one correspondence between lozenge tilings of a semi-hexagon with dents on the base and semi-strict Gelfand–Tsetlin patterns [5]. The (dented) semi-hexagon $S_{a,b}(s_1, s_2, \ldots, s_b)$ is a trapezoidal region of side-lengths $a, b, a+b, b$ with $b$ removed up-pointing unit triangles at the positions $s_1, s_2, \ldots, s_b$ on the base, as they appear from left to right. These removed unit triangles are usually called the ‘dents’ of the region. See Figure 1.1 (b) and (c) for an example of a semi-hexagon and a lozenge tiling of its; the black triangles indicate the unit triangles removed. The lozenge tilings of the semi-hexagon $S_{a,b}(s_1, s_2, \ldots, s_b)$ are also in bijection with the column-strict plane partitions (or, reverse semi-standard Young tableaux) with shape $(s_b - b, s_{b-1} - b + 1, \ldots, s_2 - 2, s_1 - 1)$. In particular, we have the following tiling formula:

\[(1.2) \quad M(S_{a,b}(s_1, s_2, \ldots, s_b)) = \prod_{1 \leq i < j \leq a+b} \frac{s_j - s_i}{j - i}.\]

R. Proctor [9, Corollary 4.1] enumerated a certain class of staircase plane partitions that, in turn, are in bijection with the lozenge tilings of a quasi-regular hexagon with a maximal staircase cut off $P_{a,b,c}$ ($c \leq b$). We often called this region a ‘halved hexagon.’ See Figure 1.1 (c) for a halved hexagon (it is easy to see that $t = b - c$ in the picture) and Figure 1.1 (f) for a lozenge tiling of the halved...
Figure 1.1. (a) A quasi-regular hexagon, (b) a dented semi-hexagon, (c) a halved hexagon, and (d,e,f) their tilings.

hexagon. We have

\[
M(P_{a,b,c}) = \prod_{i=1}^{a} \left[ \prod_{j=1}^{b-c+1} \frac{a+i+j-1}{i+j-1} \prod_{j=b-c+2}^{b-a+i} \frac{2a+i+j-1}{i+j-1} \right],
\]

where empty products are taken to be 1. It is worth noticing that when \( b = c \), Proctor’s formula gives the enumeration of the transpose-complementary plane partitions, one of the ten symmetry classes of plane partitions [10].

The above three tiling enumerations are three of the most popular results in the field of enumeration tilings. They have inspired many other results by various authors. It motivates us to find a universal generalization of the three regions: the quasi-regular hexagons, the semi-hexagons, and the halved hexagons. In this paper, we provide such a generalization and prove an exact tiling enumeration for it.

We consider a quasi-regular hexagon with side-lengths \( x, (l-1)k+t, l, x, (l-1)k+t, l \), then cut off a maximal \( k \)-staircase whose \( l \) steps have width \( k \). When \( k = 1 \), we have exactly a halved hexagon. When \( k = 0 \), there is nothing cut off, the region is still a quasi-regular hexagon. When \( k \geq 2 \), we have new regions similar to the halved hexagons; however, the cut is tilted. We call the new regions \( k \)-halved hexagons or tilted halved hexagons. See Figure 1.2 for several examples of the \( k \)-halved hexagons.

We consider a more general situation when we allow some ‘dents’ to appear on the staircase cut. We now start with a quasi-regular hexagon of side-lengths \( x, h(k+1)+(l-1)k+t, l, x, h(k+1)+(l-1)k+t, l \). We cut off a maximal \( k \)-staircase with \( h+l \) steps. Label the staircase levels from the bottom to the top by \( 1, 2, \ldots, l+h \), for some non-negative integers \( h, l \). We allow removing \( h \) up-pointing unit triangles at certain corners of the staircase. Assume that the remaining steps have labels \( a_1, a_2, \ldots, a_l \) as they appear from bottom to the top. Denote by \( H_{x,t,h}(a_1, a_2, \ldots, a_l) \) the resulting region (see Figure 1.3 for examples; the black triangles indicate the unit triangles removed). We still call this region a \( k \)-halved hexagon. When \( k = t = x = 0 \), we get precisely the dented semi-hexagon in Cohn–Larsen–Propp’s formula. It is worth noticing that Ciucu has investigated the dented halved hexagon (i.e.,
the case $k = 1$) in [2]. However, as the author’s knowledge, the cases when $k \geq 2$ have not been considered in the literature. The main theorem of this paper provides an exact tiling formula for the region $H_{x,t,h}(a_1, a_2, \ldots, a_l)$.

We use the Pochhammer symbol $(x)_n$ in our formula

$$
(x)_n := \begin{cases} 
  x(x+1)(x+2)\ldots(x+n-1) & \text{if } n > 0; \\
  1 & \text{if } n = 0; \\
  \frac{1}{(x-1)(x-2)(x-3)\ldots(x+n)} & \text{if } n < 0.
\end{cases}
$$

We also use the following function:

$$
\Phi_k((a_i)_{i=1}^l; t, x, h) = \prod_{i=1}^l \frac{x + h + l + 1 - a_i}{x + h + l + 1 - a_i + (k+1)a_i - l - k} 
\times \prod_{j=1}^{k-1} \prod_{i=1}^{\lfloor \frac{a_i+k}{k+1} \rfloor} \frac{(k+1)(x + h) + t + k(k+1)i + (j-1)k - (k+1)(k-1)j}{(k+1)h + t + k(k+1)i + (j-1)k - (k+1)(k-1)j} 
\times \prod_{i=1}^{\left\lfloor \frac{a_i}{k+1} \right\rfloor} \frac{(k+1)(x + h) + t + k(k+1)i - k + 1}{(k+1)h + t + k(k+1)i - k + 1},
$$

where empty products are taken to be 1. By definition, we have $\Phi_k((a_i)_{i=1}^l; t, 0, h) = 1$.

We are now ready to state our main theorem:
Theorem 1.1. For non-negative integers $x, t, h, l$ and a sequence $a = (a_i)_{i=1}^l$ of positive integers between 1 and $h + l$, we have

$M(H_{x,t,h}(a_1, a_2, \ldots, a_l)) = \Phi_k((a_j)_{j=1}^l; t, x, h) \prod_{i=1}^l \Phi_k((a_j)_{j=1}^l; t, a_{i+1} - a_i - 1, a_{i+1} - i - 1)$, \hspace{1cm} (1.6)

where $a_{l+1} = l + h + 1$ by convention.

In the sake of clarity, we classify the lozenges into three types based on their orientations, as in Figure 1.4. In particular, each lozenge tiling may have one of three orientations: left, right, and vertical.
Similarly to the case of MacMahon’s, Cohn–Larsen–Propp’s, and Proctor’s formulas above, our main theorem also implies new enumerative results of certain classes of plane partitions.

**Corollary 1.2.** Assume that \(x, t, h, l\) are non-negative integers and \(a = (a_i)_{i=1}^l\) is a sequence of positive integers between 1 and \(h + l\). Then the number of plane partitions of shape \((t + (k + 1)a_{l-1} - k - l, t + (k + 1)a_{l-2} - k - (l - 1), \ldots, t + (k + 1)a_{1} - k - 2, t + (k + 1)a_{1} - k - 1)\), whose parts in the \(i\)-th row are at least \(a_{l-i+1} - l + i\) and at most \(x + h\), is equal to

\[
\Phi_k((a_j)_{j=1}^l; t, x, h) \prod_{i=1}^l \Phi_k((a_j)_{j=1}^l; t, a_{i+1} - a_i - 1, a_{i+1} - i - 1).
\]

**Proof.** We reflect the region \(H_{x,t,h}(a_1, a_2, \ldots, a_l)\) over the bisector of its 120° lower-left angle and get a region like the ones on the left-hand side of Figure 1.5. See the upper-left picture is for the case \(k = 2, h = 0\), and the lower-left picture for the case \(k = 2, h = 2\). Each tiling of the resulting region can be encoded uniquely as a family of \(l\) disjoint lozenge paths consisting of juxtaposing right and vertical lozenges (indicated by the ones with a dotted line in the middle). All lozenges outside these paths are left lozenges. The \(i\)-th path (ordered from bottom to top) starts at the position \(a_i\) on the zigzag side and ends at the position \(i\) on the northwest side of the region. We label a right lozenge in the \(i\)-th path by \(i + x\), where \(x\) is the number of the vertical lozenges before it as we travel along the path from right to left. For example, the first lozenge path on the upper-left picture of Figure 1.5 has three right lozenges labeled by 1, 2, 4, from right to left; the first lozenge path on the lower-left picture

---

**Figure 1.4.** Three orientations of the lozenges.

**Figure 1.5.** The bijection between tilings and partitions in the proof of Corollary 1.2.
Figure 1.6. The bijection between tilings and partitions in the proof of Corollary 1.3. The upper plane partition has two rows of length 0, while the lower partition has one row of length 0.

has three right lozenges labeled by 1, 3, 5. It is easy to see that the i-th lozenge path has exactly \( t + (k - 1)a_i - k - i \) labeled lozenges.

Consider a partition \( \lambda \) of shape \((t + (k + 1)a_1 - k - l, t + (k + 1)a_2 - k - 2, t + (k + 1)a_1 - 1 - k - 1, \ldots, t + (k + 1)a_l - 1 - k - 1)\) whose parts in the j-th row record the labels of along the \((l - j + 1)\)-th lozenge path, for \( j = 1, 2, \ldots, l \) (see the right pictures in Figure 1.5). It is easy to see that the resulting plane partition satisfies all the assumptions of the corollary. One could also verify that this mapping is reversible, so is a bijection. The corollary now follows from Theorem 1.1. □

Next, we consider the a different class of plane partitions. Our plane partitions are of shape \( \lambda = (\lambda_1, \lambda_2, \ldots, \lambda_h) \) (where \( \lambda_1 \geq \lambda_2 \geq \cdots \lambda_h \geq 0 \) and satisfy the following three properties:

1. the parts are at most \( h + k(h + l) \);
2. the j-th part from the right in each row is at least \( kj \);
Corollary 1.3. The number of plane partitions of shape \( \lambda = (\lambda_1, \lambda_2, \ldots, \lambda_h) \) satisfying the properties (1), (2), (3) above is equal to

\[
\prod_{i=1}^{l} \Phi_k((a_j)_{j=1}^l; 0, a_{i+1} - a_i - 1, a_{i+1} - i - 1),
\]

where \( \{a_1 < a_2 < \cdots < a_l\} \) is the complement of the set \( \{\lambda_i + i\}_{i=1}^h \), i.e.

\[
\{a_1, a_2, \ldots, a_l\} = \{1, 2, \ldots, h + l\} - \{\lambda_i + i\}_{i=1}^h,
\]

and where \( a_{l+1} = h + l + 1 \) by convention.

Proof. We reflect the region \( H_{0,0,h}(a_1, a_2, \ldots, a_l) \) over a vertical line and rotate the resulting region \( 120^\circ \) clockwise. This way, we get a region like the ones on the left-hand side of Figure 1.5 (see the top picture for the case of \( k = 0 \), and the bottom picture for the case \( k = 2 \)). There are \( l + h \) horizontal steps on the staircase base of the region; the positions of the steps with no dent are \( a_1, a_2, \ldots, a_l \) (ordered from left to right). Assume that \( \{b_1, b_2, \ldots, b_h\} \) is the complement of \( \{a_1, a_2, \ldots, a_l\} \). Its means that \( b_1, \ldots, b_h \) correspond to the positions of the \( h \) dents. We now can encode each tiling of the region by a family of \( h \) disjoint lozenge paths consisting of juxtaposing right and vertical lozenges as in the previous corollary. The paths start at the positions of the dents on the base and end at the northwest side of the region. More precisely, the \( j \)-th path starts from the \( b_j \)-dent and contains exactly \( b_j - j \) right lozenges, for \( j = 1, 2, \ldots, h \). Each right lozenge in the path is labeled by the number of vertical lozenges before it, as we travel along the path from right to left. For example, in the lower-left picture of Figure 1.6, the first lozenge path has no right lozenge (as \( b_1 - 1 = 0 \)), and the second path has 2 right lozenges (as \( b_2 - 2 = 2 \)) labeled by 3, 5, from right to left.

Consider the plane partition of shape \( \lambda = (b_h - h, b_{h-1} - (h-1), \ldots, b_1 - 1) \), whose \( j \)-th row records the labels along the \( (h - j + 1) \)-th lozenge path, for \( j = 1, 2, \ldots, h \). It is easy to see that the resulting plane partition satisfies properties (1)–(3). This way, we have just created a mapping from the lozenge tilings of the region \( H_{0,0,h}(a_1, a_2, \ldots, a_l) \) to these plane partitions. It is easy to see that this mapping is a bijection, and the corollary follows from Theorem 1.1 again.

It is worth noticing that, when \( k = 0 \), the proof Corollary 1.3 provides a bijection between lozenge tilings of a semi-hexagon in Cohn–Larsen–Propp’s formula and column-strict plane partitions.

2. Proof of the main theorem

A forced lozenge of a tile-able region \( R \) is the lozenge that is contained in any tilings. The removal of forced lozenges does not change the number of tilings. A perfect matching of a graph is a collection of disjoint edges that cover all vertices of the graph. There is a natural bijection between tilings of a region on the triangular lattice and perfect matchings of its (planar) dual graph (the graph whose vertices are the unit triangles in the region and whose edges connect precisely two unit triangles sharing an edge). We use the notation \( M(G) \) for the number of perfect matchings of the graph \( G \).

E. H. Kuo [6] proved the following graphical condensation, often mentioned as ‘Kuo condensation.’ This is the key to our proof.

Lemma 2.1 (Theorem 2.1 in [6]). Let \( G = (V_1, V_2, E) \) be a plane bipartite graphs in which \( |V_1| = |V_2| \). Let vertices \( u, v, w, \) and \( s \) appear in a cyclic order on a face of \( G \). If \( u, w \in V_1 \) and \( v, s \in V_2 \), then

\[
(M(G) - \{u, v, w, s\}) = M(G - \{u, v\}) M(G - \{w, s\}) + M(G - \{u, s\}) M(G - \{v, w\}).
\]

We are now ready to prove our main theorem.

Proof of Theorem 1.1. Fix some nonnegative integer \( k \). We prove identity (1.6) by induction on the statistic \( p := x + t + l + (k + 2)h \) of the region \( H_{x,t,h}(a_1, a_2, \ldots, a_l) \). In the rest of this proof, we say that an \( H \)-type region \( A \) is “smaller” than an \( H \)-type region \( B \) if the \( p \)-statistic of \( A \) is smaller than the \( p \)-statistic of \( B \).
The base case is the case when \( l = 0 \). If \( l = 0 \), identity (1.6) becomes “1 = 1,” as our region has exactly one tiling (see Figure 2.2(c)), and the expression on the right-hand side of (1.6) is precisely 1.

For induction step, we assume that \( l > 0 \) and that identity (1.6) holds for any \( H \)-type region with \( p \)-statistic strictly smaller than \( x + t + l + (k + 2)h \).

We can assume that \( a_1 = 1 \) and \( a_l = h + l \). Indeed, if \( a_l < h + l \), then we can remove forced lozenges in the \((k + 1)(l + h - a_l)\) top rows of the region \( H_{x,t,h}(a_1, a_2, \ldots, a_l) \) to get a smaller \( H \)-type region, namely \( H_{x+l+h-a_l,t,a_l-1}(a_1, a_2, \ldots, a_l) \) (see the region restricted by the bold contour in Figure 2.1(a)). If \( a_l > 1 \), we can also get a smaller \( H \)-type region as in Figure 2.1(b). The new region is precisely \( H_{x,t+(k+1)(a_l-1),h+1-a_l}(1, a_2 - a_l + 1, a_3 - a_1 + 1, \ldots, a_l - a_1 + 1) \). Then (1.6) holds by the induction hypothesis, when \( a_l < l + h \) or \( a_l > 1 \).

Next, if \( x = h = 0 \), then our identity (1.6) becomes “1 = 1.” Our region has only one tiling (see Figure 2.2(a)), and our tiling formula is simply to 1. If \( x = 0 \) and \( h > 0 \), we obtain a smaller region by removing forced lozenges along the base to get a smaller region (see Figure 2.2(b)). It means that (1.6) holds in the situations when at least one of \( x \) and \( t \) is equal to 0.

In the rest of the proof, we assume that \( x, l, t > 0 \), and that \( a_1 = 1, a_l = h + l \).

We now apply Kuo’s Lemma 2.1 to the dual graph \( G \) of the region \( H = H_{x,t,h}(a_1, a_2, \ldots, a_l) \) with the four vertices \( u, v, w, s \) chosen as in Figure 2.3(b) (the four vertices are indicated by the corresponding unit triangles of the same label in \( H \)). More precisely, the \( u \)- and \( v \)-triangles are the shaded unit triangles at the upper-right corner of the region, and the \( w \)- and \( s \)-triangles are the shaded unit triangles at lower-right corner. We get the recurrence

\[
(2.2) \quad M(G) M(G - \{u, v, w, s\}) = M(G - \{u, v\}) M(G - \{w, s\}) + M(G - \{u, s\}) M(G - \{v, w\}).
\]

Next, we will convert recurrence (2.2) into a recurrence for the tiling numbers of \( H \)-type regions. To do so, we will write each matching number in (2.2) as the tiling number of some \( H \)-type region. The task for the first matching number is obvious. By definition, we have:

\[
(2.3) \quad M(G) = M(H_{x,t,h}(a_1, a_2, \ldots, a_l)).
\]

Let us consider the second matching number, i.e., \( M(G - \{u, v, w, s\}) \). We consider the region corresponding to the graph \( G - \{u, v, w, s\} \) as shown in Figure 2.3(b). The removal of the \( w \)-, \( v \)-, \( w \)-, and \( s \)-triangles yields some forced lozenges on the top, the northeast, the southeast, and the base of the region. By removing these forced lozenges, we get a new \( H \)-type region, namely \( H_{x,t-1,h}(a_1, \ldots, a_{l-1}) \) (see the region restricted by the bold contour). As the removal of forced lozenges does not change the

\[
\text{Figure 2.1. Obtaining a smaller region by removing forced lozenges in the cases (a) } a_l < l + h \text{ and (b) } a_l > 1.
\]
tiling number, we get
\begin{equation}
M(G - \{u, v, w\}) = M(H_{x,t,h}(a_1, \ldots, a_{l-1})).
\end{equation}

By considering forced lozenges, as in Figures 2.3(c)–(f), we get respectively the following identities:
\begin{align}
M(G - \{u, v\}) &= M(H_{x,t,h}(a_1, \ldots, a_{l-1})), \\
M(G - \{w, s\}) &= M(H_{x,t,h}(a_1, \ldots, a_l)), \\
M(G - \{u, s\}) &= M(H_{x+1,t-1,h}(a_1, \ldots, a_{l-1})), \\
M(G - \{v, w\}) &= M(H_{x-1,t,h}(a_1, \ldots, a_l)).
\end{align}

By (2.3)–(2.8), we can convert recurrence (2.2) into the following recurrence:
\begin{equation}
M(H_{x,t,h}(a_1, \ldots, a_l)) M(H_{x,t-1,h}(a_1, \ldots, a_{l-1})) = M(H_{x,t,h}(a_1, \ldots, a_l)) M(H_{x,t-1,h}(a_1, \ldots, a_l)) \\
+ M(H_{x+1,t-1,h}(a_1, \ldots, a_{l-1})) M(H_{x-1,t,h}(a_1, \ldots, a_l)).
\end{equation}

**Figure 2.2.** Several special cases of the region $H_{x,t,h}(a_1, a_2, \ldots, a_l)$. 

By (2.3)–(2.8), we can convert recurrence (2.2) into the following recurrence:
\begin{equation}
M(H_{x,t,h}(a_1, \ldots, a_l)) M(H_{x,t-1,h}(a_1, \ldots, a_{l-1})) = M(H_{x,t,h}(a_1, \ldots, a_l)) M(H_{x,t-1,h}(a_1, \ldots, a_l)) \\
+ M(H_{x+1,t-1,h}(a_1, \ldots, a_{l-1})) M(H_{x-1,t,h}(a_1, \ldots, a_l)).
\end{equation}
Figure 2.3. Using Kuo condensation to obtain a recurrence for tiling numbers of the $H$-type regions.
Our remaining job is to show that the tiling formula on the right-hand side of (1.6) also satisfies this recurrence. Then the theorem follows from the induction principle. In particular, if we denote by $f_{x,t,h}(a_1, \ldots, a_l)$ this tiling formula, we need to verify that

$$f_{x,t,h}(a_1, \ldots, a_l) f_{x,t-1,h}(a_1, \ldots, a_{l-1}) = f_{x,t,h}(a_1, \ldots, a_l-1) f_{x,t-1,h}(a_1, \ldots, a_l)$$

(2.10)

Equivalently

$$\frac{f_{x,t,h}(a_1, \ldots, a_l-1)}{f_{x,t,h}(a_1, \ldots, a_l)} \cdot \frac{f_{x,t-1,h}(a_1, \ldots, a_l-1)}{f_{x,t-1,h}(a_1, \ldots, a_l)} + \frac{f_{x+1,t-1,h}(a_1, \ldots, a_{l-1}) f_{x-1,t,h}(a_1, \ldots, a_l-1)}{f_{x,t-1,h}(a_1, \ldots, a_l-1) f_{x,t,h}(a_1, \ldots, a_l)} = 1.$$

(2.11)

Consider the first term on the left-hand side of (2.11). All the $\Phi$-factors in this term cancel out, except for the ones involving $x$:

$$\frac{f_{x,t,h}(a_1, \ldots, a_{l-1})}{f_{x,t,h}(a_1, \ldots, a_l)} \cdot \frac{f_{x,t-1,h}(a_1, \ldots, a_l-1)}{f_{x,t-1,h}(a_1, \ldots, a_l)} = \frac{\Phi_k((a_j)_{j=1}^{l-1}; t, x, h) \Phi_k((a_j)_{j=1}^{l}; t-1, x, h)}{\Phi_k((a_j)_{j=1}^{l-1}; t-1, x, h) \Phi_k((a_j)_{j=1}^{l}; t, x, h)}.$$

(2.12)

By definition of the $\Phi$-function, one could simplify the right-hand side of (2.12) to

$$\frac{(k+1)(l+h-1)+t}{(k+1)(x+h+l-1)+t} \cdot \frac{x+k(l-1)+(k+1)h}{x+k(l-1)+(k+1)h}.$$

(2.13)

It means that the first term on left-hand side of (2.11) reduces to

$$\frac{f_{x,t,h}(a_1, \ldots, a_{l-1})}{f_{x,t,h}(a_1, \ldots, a_l)} \cdot \frac{f_{x,t-1,h}(a_1, \ldots, a_l-1)}{f_{x,t-1,h}(a_1, \ldots, a_l)} = \frac{(k+1)(l+h-1)+t}{(k+1)(x+h+l-1)+t}.$$

(2.14)

Similarly, one could simplify the second term on left-hand side of (2.11) as

$$\frac{f_{x+1,t-1,h}(a_1, \ldots, a_{l-1}) f_{x-1,t,h}(a_1, \ldots, a_l-1)}{f_{x,t-1,h}(a_1, \ldots, a_l-1) f_{x,t,h}(a_1, \ldots, a_l)} = \frac{\Phi_k((a_j)_{j=1}^{l-1}; t-1, x+1, h) \Phi_k((a_j)_{j=1}^{l}; t-1, x, h)}{\Phi_k((a_j)_{j=1}^{l-1}; t-1, x, h) \Phi_k((a_j)_{j=1}^{l}; t, x, h)}.$$

(2.15)

$$= \frac{x+k(l-1)+(k+1)h}{x+k(l-1)+(k+1)h}.$$ 

(2.16)

The identity (2.11) now becomes

$$\frac{(k+1)(l+h-1)+t}{(k+1)(x+h+l-1)+t} \cdot \frac{x+k(l-1)+(k+1)h}{x+k(l-1)+(k+1)h} \cdot (x+k(l-1)+(k+1)h) = 1,$$

(2.17)

which is a true identity. This finishes the proof of our theorem.

□

3. Several open questions

We conclude this paper by a couple of open questions.

As there exist elegant $q$-analog of MacMahon’s tiling formula (also by MacMahon [8]), Cohn–Larsen–Propp’s formula (in the language of column-strict plane partitions, see, e.g., [11 pp. 374–375]), and Proctor formula (see [7]), one should expect for a $q$-analog of our main theorem, at least for the
case with no dents.

**Open Problem 1.** Find a $q$-analog of Theorem [11].

It is well-known that the weighted enumerations of tilings of a quasi-regular hexagon and a semi-hexagon can be written as a Schur polynomial. The weighted enumeration of tilings of the halved hexagon can also be written in terms of the symplectic characters (see, e.g., [11]).

**Open Question 2.** Is there any symmetric function that counts the weighted tilings of the $k$-halved hexagons?
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