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Abstract

This paper surveys results concerning peak sets and boundary interpolation sets for the unit disc. It includes hitherto unpublished results proved by Ullrich on peak sets for the Zygmund class.

1. Introduction

We denote the open unit disc in \( \mathbb{C} \) by \( D \), and we denote its boundary by \( T \), the unit circle. If \( E \subset \mathbb{C} \) is closed and \( 0 < \alpha \leq 1 \), we denote by \( \Lambda_\alpha(E) \) the class of functions \( f \) on \( E \) satisfying a Lipschitz condition of order \( \alpha \) there: There exists a constant \( C \) such that \( |f(z) - f(w)| \leq C|z - w|^\alpha \) when \( z, w \in E \). If \( 0 < \alpha \leq 1 \), we denote by \( A^\alpha \) the class of functions belonging to \( \Lambda_\alpha(D) \) and holomorphic on \( D \). We write \( A^0 \) or just \( A \) for the disc algebra, the algebra of functions continuous on \( D \) and holomorphic on \( D \). If \( 0 \leq \alpha \leq 1 \), we say that a closed subset \( E \) of \( T \) is a peak set for \( A^\alpha \) if there exists a function \( f \in A^\alpha \) such that \( f(z) = 1 \) when \( z \in E \) and \( |f(z)| < 1 \) when \( z \in D \setminus E \). We call \( f \) a peak function. Clearly this condition is equivalent to the existence of a strong support function, that is, a function \( g \in A^\alpha \) such that \( g(z) = 0 \) when \( z \in E \) and \( \text{Re} \, g(z) > 0 \) when \( z \in D \setminus E \). If \( 0 \leq \alpha \leq 1 \), we say that a closed subset \( E \) of \( T \) is a boundary interpolation set for \( A^\alpha \) if for each function \( \phi \in \Lambda_\alpha(T) \) there exists a function \( f \in A^\alpha \) such that \( f(z) = \phi(z) \) when \( z \in E \). (In the case \( \alpha = 0 \), we require only that \( \phi \) be continuous.)

In this paper, we survey results concerning peak sets and boundary interpolation sets for \( A^\alpha \). We also briefly consider related notions, such as zero sets and peak-interpolation sets, along with results for spaces having different regularity requirements at the boundary. Here is the major open problem.

**Problem.** Characterize the peak sets for \( A^\alpha \) when \( 0 < \alpha < 1 \).

We will see in Section 4 that there is no characterization in terms of a metric condition on the set, that is, a condition expressed in terms of the lengths of the arcs complementary to the set.

In Section 2, we provide background information and explain why peak sets for \( A^1 \) are finite. In Section 3, we consider the disc algebra. In Section 4, we survey results on peak sets for \( A^\alpha \) when \( 0 < \alpha < 1 \), and in Section 5 we present the proof by Ullrich that peak sets for the Zygmund class are finite. Section 6 is a survey of results on boundary interpolation sets for \( A^\alpha \) (\( \alpha > 0 \)) and some other spaces. In Section 7, we compare peak sets and boundary interpolation sets, especially for \( A^\alpha \) when \( 0 < \alpha < 1 \).
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2. Preliminaries

The letter $C$ denotes a fixed constant whose value may change from one line to the next. We write $u \lesssim v$ to mean $u \leq C v$, $u \gtrsim v$ to mean $u \geq C v$, and $u \approx v$ to mean that both $u \lesssim v$ and $u \gtrsim v$. If $E$ is a compact subset of $\mathbb{C}$, for $z \in \mathbb{C}$ we denote by $d_E(z)$ the distance from $z$ to $E$. We denote the normalized Lebesgue measure of a measurable subset $U$ of $\mathbb{T}$ by $m(U)$ or $|U|$.

Our definition of $A^\alpha$ requires that the Lipschitz condition hold on $\overline{\mathbb{D}}$. Hardy and Littlewood [30] proved that in fact it suffices to require this condition on $\mathbb{T}$ alone: $A \cap \Lambda_\alpha(\mathbb{T}) = A^\alpha$ (although in their proof the Lipschitz constant on $\mathbb{T}$ is larger). Gehring, Hayman, and Hinkkanen [26] proved a very general version of this result on open subsets of $\mathbb{C}$. That paper also includes helpful references giving the history of such results.

Recall that by a classical result of F. and M. Riesz [49] the only bounded holomorphic function on $\mathbb{D}$ whose radial limits vanish on a set of positive (Lebesgue) measure is the zero function. Every peak set for a space is the zero set of a function belonging to the same space, so for each space we consider every peak set has measure zero. The same conclusion holds for boundary interpolation sets: If $E \subset \mathbb{T}$ is a boundary interpolation set, find a function $f$ that interpolates $\phi(z) = 1/|z|$ on $E$. Then the function $1 - z f(z)$ vanishes on $E$ (and possibly at other points in $\overline{\mathbb{D}}$) but is $1$ at $0$, so $E$ has measure zero. These observations about peak sets and interpolation sets lead us to briefly consider zero sets.

We give a necessary condition on $d_E$ when $E \subset \mathbb{T}$ is closed and there exists a nonconstant function $f$ in $A^\alpha$ that vanishes on $E$. (Here $0 < \alpha \leq 1$.) For such a function $f$, $\log |f|$ is integrable on $\mathbb{T}$ (Garnett [25, Theorem II.4.1]), and the inequality $|f| \lesssim d_E^\alpha$ on $\mathbb{T}$ follows easily from the Lipschitz condition along with the vanishing of $f$ on $E$. Taking the logarithm of each side of the inequality, we conclude that $\log d_E$ is integrable on $\mathbb{T}$. Here is an alternative formulation of this necessary condition: Write $\mathbb{T} \setminus E$ as the disjoint union of a sequence of open arcs, say $\{I_n\}$. Then this condition on $d_E$ says that $\sum |I_n| \log(1/|I_n|)$ converges. For these results, see Beurling [5] and Carleson [12]. We remark that this necessary condition on $E$ is also a sufficient condition for a closed set $E \subset \mathbb{T}$ of measure zero to be the zero set of some $f \in A^\alpha$. In fact, Carleson [12] proved that one can choose $f$ to have derivatives up to the boundary of any given finite order, and that result was later extended to provide an infinitely differentiable $f$. See Korolević [35], Novinger [44], Taylor-Williams [54], and the references therein.

Next we derive a stronger necessary condition on $d_E$ for peak sets. Let $E$ be a peak set for $A^\alpha$, where $0 < \alpha \leq 1$, and let $g \in A^\alpha$ be a strong support function. On $\overline{\mathbb{D}} \setminus E$, define $H = 1/g$, so $H$ is holomorphic on $\mathbb{D}$ and $\text{Re } H > 0$. It follows from the Riesz–Herglotz representation theorem that there exist a finite positive Borel measure $\mu$ on $\mathbb{T}$ and a real constant $\beta$ such that, for $z \in \mathbb{D}$,

$$H(z) = i \beta + \int_\mathbb{T} \frac{\zeta + z}{\zeta - z} \, d\mu(\zeta).$$

If $h \, dm$ is the absolutely continuous part of $\mu$ and $\tilde{\mu}$ denotes its Hilbert transform on $\mathbb{T}$, then

$$H = h + i \tilde{\mu} + i \beta \quad m\text{-a.e. on } \mathbb{T}. \quad (2.1)$$

Good references for these results are Garnett [25, Sections I.3, I.5, III.1–2] and Koosis [34, Sections I:D–E, V:C]. (Sometimes the results are stated only in the case that $\mu$ is absolutely continuous with respect to $m$.)
These results provide information about $d_E$. Combining equation (2.1) with the fact that $|g| \lesssim d_E^\alpha$ on $\mathbb{T}$, we obtain:

**Proposition 2.1.** Let $E$ be a peak set for $A^\alpha$, where $0 < \alpha \leq 1$. Then there exist a finite positive Borel measure $\mu$ on $\mathbb{T}$ and a constant $C$ such that on $\mathbb{T}$, we have

$$d_E^{-\alpha} \leq C(1 + h + |\hat{\mu}|).$$

Here $h dm$ is the absolutely continuous part of $\mu$.

We remark that Proposition 2.1 appears in Noell–Wolff [43, Proposition 0.2] (where the setting is $\mathbb{R}$ instead of $\mathbb{T}$), but arguments of this kind go back at least to Pavlov [46].

By Kolmogorov’s theorem, $\hat{\mu}$ satisfies a weak-type estimate: For all $\lambda > 0$,

$$|\{ \zeta \in \mathbb{T} : |\hat{\mu}(\zeta)| > \lambda \}| \leq C/\lambda.$$  

(See the sections in Garnett [25] and Koosis [34] cited above.) By this weak-type estimate and Proposition 2.1, $d_E^{-\alpha}$ satisfies a weak-type estimate. Hence, for all $\epsilon > 0$, we have

$$|\{ \zeta \in \mathbb{T} : d_E(\zeta) \leq \epsilon \}| \leq C\epsilon^\alpha.$$

See Pavlov [46], Hutt [33], Dyn’kin [19], Bruna [9], and Lefèvre–Li–Queffélec–Rodríguez–Piazza [39, Proposition 2.8].

In the case $\alpha = 1$ it follows that $E$ is finite. (In addition to the preceding references, see Novinger–Oberlin [45], where an explicit bound for the cardinality of $E$ in terms of a strong support function is given. The weak-type estimate also gives a bound.) In Section 5, we present the stronger result due to Ullrich that peak sets are finite if we replace $\Lambda_1$ by the Zygmund class.

Next we discuss briefly the class of functions that are continuously differentiable up to the boundary. By the preceding result, peak sets in this setting are finite, but here a somewhat more elementary argument is available. It depends on the Hopf lemma for subharmonic functions, a result that is useful for the study of peak sets in $\mathbb{C}^n$. For a proof see, Fornæss–Stensønes [24, Proposition 12.2].

**Proposition 2.2** (Hopf lemma). Let $\Omega$ be a bounded domain in $\mathbb{C}$ whose boundary is twice continuously differentiable, and let $u$ be a negative subharmonic function on $\Omega$. Then there exists a constant $C > 0$ such that $u(z) \leq -Cd_{\partial\Omega}(z)$ for all $z \in \Omega$.

Now let $E$ be a peak set with a strong support function $g$ such that $g' \in A$. If $p \in E$, then by the Hopf lemma the derivative at $p$ of $\Re g$ in the direction of a normal to $\mathbb{T}$ is nonzero. Thus $g'(p) \neq 0$, and it follows that $p$ is an isolated point of $E$. This holds for all $p \in E$, so $E$ is finite. This result was proved in Taylor–Williams [55] (see also Caveny–Novinger [15]).

We conclude this section by stating a strong form of the converse: Every finite subset of $\mathbb{T}$ is a peak set having a peak function that is rational. This was proved by Taylor and Williams [55], who in fact proved that each finite set is a peak-interpolation set, in the following sense:

**Theorem 2.3.** Let $E$ be a finite subset of $\mathbb{T}$, and let $\phi$ be a function on $E$ such that $M = \max\{ |\phi(\zeta)| : \zeta \in E \}$ is positive. Then there exists a rational function $f$ with poles outside $\overline{\mathbb{D}}$ such that $f = \phi$ on $E$ and $|f| < M$ on $\overline{\mathbb{D}} \setminus E$.

The proof in [55] gives an explicit construction of $f$. Of course, taking $\phi = 1$ gives a peak function.
3. The disc algebra $A$

In the case of the disc algebra $A$, both the peak sets and the boundary interpolation sets have a simple characterization: They are the closed subsets of $T$ with Lebesgue measure zero. In fact, techniques from the theory of uniform algebras (closed subalgebras of the space of continuous functions on a compact Hausdorff space) give interesting alternative characterizations of these sets. In this section, we state these results. Because they are well known, we will be fairly brief.

The case of peak sets was settled over a hundred years ago by Fatou [23, p. 393] (see also Koosis [34, pp. 29–30]), who constructed what we are calling a strong support function in $A$ for each closed subset $E$ of $T$ with measure zero. Briefly, one begins with an integrable function $\psi$ that is smooth on $T \setminus E$, continuous on $T$ as a map to $[1, \infty]$, and equal to $\infty$ on $E$. If $u$ is the Poisson integral of $\psi$ and $v$ is the conjugate function, then $1/(u + iv)$ extends to an element of $A$ that is a strong support function for $E$.

Rudin [50] and Carleson [13] proved the following result on interpolation for the disc algebra.

**Theorem 3.1 (Rudin–Carleson Theorem).** Every closed subset of $T$ with measure zero is an interpolation set for $A$.

**Sketch of proof.** First we consider the case when the given set $E$ is the disjoint union of the closed sets $E_0$ and $E_1$ and the function $\phi$ to be interpolated is the simple function that is $0$ on $E_0$ and $1$ on $E_1$. For each $j$, let $g_j \in A$ be a strong support function for $E_j$. By taking square roots we can require that for each $j$ we have $|\arg g_j| < \pi/4$ on $\overline{T} \setminus E_j$. Define $g \in A$ by $g = g_0/(g_0 + g_1)$. Then $g$ interpolates $\phi$. Note the bounds $0 \leq \Re g \leq 1$.

In the general case, because $E$ is totally disconnected, each continuous function on $E$ can be approximated uniformly by continuous simple functions on $E$. Then interpolation on $E$ can be accomplished by adapting the special case described in the preceding paragraph, where by means of a conformal map we make use of the bounds to ensure convergence.

Danielyan [17] gives an elementary proof that Fatou’s result implies the Rudin–Carleson theorem.

Now we turn to alternative characterizations of the closed subsets of $T$ with Lebesgue measure zero. Rudin’s proof, sketched above, shows in fact that every closed subset $E$ of $T$ with measure zero is a peak-interpolation set (as in Section 2) for $A$: Given a continuous function $\phi$ on $E$ that is not identically zero, there exists $f \in A$ such that $f(z) = \phi(z)$ when $z \in E$ and $|f(z)| < \max\{|\phi(w)| : w \in E\}$ when $z \in \overline{T} \setminus E$. Of course, in general every peak-interpolation set is both a peak set and an interpolation set.

The results above on peak sets and interpolation sets are closely related to the theorem of Riesz [49] on absolute continuity of certain measures. That classical theorem can be reformulated as follows: Let $\mu$ be a complex Borel measure on $T$ that annihilates $A$, in the sense that $\int f \, d\mu = 0$ for every $f \in A$. Then each subset of $T$ with Lebesgue measure zero is a null set for $\mu$. This theorem follows from Fatou’s result on peak sets: Let $\mu$ be a complex Borel measure on $T$ that annihilates $A$, and let $F$ be a subset of $T$ with Lebesgue measure zero. Given a closed subset $E$ of $F$, find a peak function $f \in A$ for $E$. Then the sequence $\{f^n\}$ tends pointwise on $T$ to the characteristic function of $E$, and $|f^n| \leq 1$ for all $n$. Thus, by the dominated convergence theorem

$$\mu(E) = \lim \int f^n \, d\mu = 0,$$

where the last equality holds since $\mu$ annihilates $A$. Hence, $F$ is a null set for $\mu$, as desired. This is essentially the proof in [49].
In the reverse direction, Bishop [6] (see also Glicksberg [27]) proved that the Rudin–Carleson theorem follows from the theorem of Riesz. In fact, he considered interpolation in the general setting of closed subspaces of the space of continuous functions on a compact Hausdorff space. Since these results were proved, techniques from uniform algebras have been used to prove that for a variety of domains $\Omega$ in $\mathbb{C}^n$ the properties we have considered are equivalent for the space $A(\Omega)$ of functions holomorphic on $\Omega$ and continuous up to the boundary. For example, if $E$ is a closed subset of the boundary of a bounded strictly pseudo-convex domain with smooth boundary (or a closed subset of the torus, the distinguished boundary of the polydisc), then the following five properties of $E$ are equivalent: zero set, peak set, interpolation set, peak-interpolation set, and null set for every complex Borel measure on the boundary (or distinguished boundary) that annihilates $A(\Omega)$. For further details and references, see Rudin’s books [51, Chapter 6] and [52, Chapter 10].

Pełczyński [47] used this work of Bishop to prove that boundary interpolation for $T$ (and in more general settings) can be done using a linear isometry from the Banach space of continuous functions on $E \subset T$ to $A$. See also Michael–Pełczyński [41].

4. Peak sets for $A^\alpha$

In this section, we study peak sets for $A^\alpha$ when $0 < \alpha < 1$. Some elementary properties of peak sets for $A^\alpha$ are easily stated: Closed subsets of peak sets and finite unions of peak sets are peak sets (see Noell–Wolff [43]). No satisfactory characterization of peak sets has been found.

As we saw in Section 2, if $E$ is a peak set for $A^\alpha$, then $d_{E}^{- \alpha}$ satisfies a weak-type estimate. In preparation for the use of Lorentz spaces below, we write this condition as $d_{E}^{- \alpha} \in L^{1, \infty}(T)$. Several results for this problem give necessary or sufficient conditions in terms of global conditions on $d_{E}$ or, equivalently, in terms of the lengths of the complementary arcs $\{I_n\}$ (see Section 2). We begin by surveying such results. In the course of our discussion, we will see that no characterization of peak sets in terms of these lengths is possible, and we will briefly discuss nonglobal conditions.

Novinger and Oberlin [45] proved that a necessary condition for $E$ to be a peak set for $A^\alpha$ is that $\sum_n |I_n|^{1 - \alpha} (\log(1/I_n))^{-\delta}$ converge for all $\delta > 1$. They proved that the convergence of $\sum_n |I_n|^{(1 - \alpha)/(\beta - \alpha)}$ is a sufficient condition and conjectured that a necessary and sufficient condition is that $\sum_n |I_n|^{1 - \alpha}$ converge. Note that their sufficient condition is equivalent to $d_{E}^{-2/(\beta - \alpha)} \in L^1(T)$, and the one in their conjecture is equivalent to $d_{E}^{- \alpha} \in L^1(T)$.

We noted in Section 2 that Bruna [9] showed that $d_{E}^{- \alpha} \in L^{1, \infty}(T)$ is a necessary condition for $E$ to be a peak set for $A^\alpha$. (As Bruna remarks, the necessary condition given in Novinger–Oberlin [45] follows from this.) Along the lines of the conjecture in [45], he proved that a sufficient condition is that $d_{E}^{- \alpha} \in L^{1 + \delta}(T)$ for some $\delta > 0$. This result follows from a nonglobal sufficient condition (see inequality (4.3)) for peak sets. Bruna uses methods of real analysis such as properties of functions of bounded mean oscillation and Muckenhoupt weights.

An improved global sufficient condition follows from the work of Hruščev [32] and Dyn’kin [19]. Hruščev studied the Gevrey class $G_\alpha$ ($0 < \alpha < 1$), which consists of all $f$ whose derivatives of all orders belong to $A$ and satisfy an estimate of the form

$$|f^{(n)}| \leq RN^{n+1}n^{1+1/\alpha}.$$

He characterized the sets of nonuniqueness for $G_\alpha$, that is, the closed sets $E \subset T$ for which there exists a nonconstant function in $G_\alpha$ that, together with all of its derivatives, vanishes on $E$. Dyn’kin used Hruščev’s work to show that every set of nonuniqueness for $G_\alpha$ is a peak set for $A^\alpha$. Now, Hruščev gives the convergence of

$$\sum_n |I_n|^{1 - \alpha} (\log(1/I_n))^{\alpha + \epsilon}$$
for some \( \epsilon > 0 \) as a sufficient condition for a set of nonuniqueness for \( G_\alpha \). (Hruščev attributes this result to Vinogradov and proves a stronger version [32, p. 270].) By Dyn'kin's result, this is a sufficient condition to be a peak set for \( A^\alpha \).

Dyn'kin [19] also conjectured that every peak set for \( A^\alpha \) is a set of nonuniqueness for \( G_\alpha \) (the converse of the result he proved). This conjecture would entail ([32, p. 254]) that \( d_E^{-\alpha} \in L^1(\mathbb{T}) \) is a necessary condition for \( E \) to be a peak set for \( A^\alpha \). Èrikke [21] disproved this conjecture by constructing, for each \( \alpha \in (0, 1) \), a peak set \( E \) for \( A^\alpha \) such that \( d_E^{-\alpha} \notin L^1(\mathbb{T}) \). The set \( E \) is of the form \( \{1\} \cup \{\exp(ia_n) : n = 1, 2, \ldots\} \), where \( \{a_n\} \) is an increasing sequence in \((-\pi, 0)\) with limit 0. Independently, in Noell–Wolff [43] it is also proved that \( d_E^{-\alpha} \in L^1(\mathbb{T}) \) is not a necessary condition (see our Theorem 4.2(b)).

Noell and Wolff [43] proved that \( d_E^{-\alpha} \in L^1(\mathbb{T}) \) is a sufficient condition for \( E \) to be a peak set for \( A^\alpha \) and gave as a necessary condition that \( d_E^{-\alpha} \) belong to a certain Lorentz space. Both of these results are sharp as global conditions expressed in terms of Lorentz spaces. They also characterized (in terms of Lorentz spaces) peak sets among Cantor sets with variable ratio of dissection. To state these results, we first define the Lorentz spaces \( L^{1,q} \) on a measure space \((X, \mu)\). (One can define \( L^{p,q} \) for \( 0 < p < \infty \), but we do not need these spaces.) For \( 0 < q < \infty \), we define \( L^{1,q}(X, \mu) \), or just \( L^{1,q}(X) \), to be the set of complex-valued measurable functions \( f \) on \( X \) for which

\[
\int_{0}^{\infty} (\lambda \mu\{x \in X : |f(x)| > \lambda\})^{\frac{1}{q}}d\lambda < \infty.
\]

Thus \( L^{1,1}(X) = L^1(X) \). The elements of \( L^{1,\infty}(X) \) are those functions \( f \) satisfying a weak-type estimate:

\[
\sup_{\lambda > 0} \lambda \mu\{x \in X : |f(x)| > \lambda\} < \infty.
\]

Good references for Lorentz spaces in the context of interpolation spaces are Bergh–Löfström [4] and Grafakos [28].

The following three theorems state the main results of [43] on global conditions for peak sets.

**Theorem 4.1.** Let \( E \) be a closed subset of \( \mathbb{T} \) of measure zero, and let \( \alpha \in (0, 1) \).

(a) If \( d_E^{-\alpha} \in L^1(\mathbb{T}) \), then \( E \) is a peak set for \( A^\alpha \).

(b) If \( E \) is a peak set for \( A^\alpha \), then \( d_E^{-\alpha} \in L^{1,1/\alpha}(\mathbb{T}) \).

The next result shows that the conditions of Theorem 4.1 are sharp in terms of Lorentz spaces. We use the Lorentz space \( l^{1,q} \) obtained by taking \((X, \mu)\) to be \( \mathbb{N} \) with counting measure. If \( E \) is a closed subset of \( \mathbb{T} \) of measure zero, then, for \( 0 < q < \infty \), \( d_E^{-\alpha} \in L^{1,q}(\mathbb{T}) \) if and only the lengths of the complementary arcs satisfy \( \{|I_n|^{1-\alpha}\} \in l^{1,q} \). We denote by \( \tau(E) \) the nonincreasing rearrangement of the sequence \( \{|I_n|\} \).

**Theorem 4.2.** Let \( \alpha \in (0, 1) \), and assume that \( \{c_n\} \) is a nonincreasing sequence of positive numbers such that \( \sum_n c_n = 1 \).

(a) Suppose \( \{c_n^{1-\alpha}\} \notin l^1 \) and \( \{c_n\} \) contains a subsequence \( \{c_{n_k}\} \) such that \( c_{n_k}^{1-\alpha} \approx 2^{-k} \). Then there exists a closed set \( E \subset \mathbb{T} \) of measure zero such that \( \tau(E) = \{c_n\} \) and \( E \) is not a peak set for \( A^\alpha \).

(b) Suppose \( \{c_n^{1-\alpha}\} \in l^{1,1/\alpha} \). Then there exists a peak set \( E \) for \( A^\alpha \) such that \( \tau(E) = \{c_n\} \).

One consequence of this result is that the sequence \( \tau(E) \) does not in general determine whether a closed set \( E \subset \mathbb{T} \) of measure zero is a peak set for \( A^\alpha \): For each \( \alpha \in (0, 1) \), there exist two closed subsets of \( \mathbb{T} \) having measure zero such that one is a peak set for \( A^\alpha \), the
other is not, and the two sequences of lengths of complementary arcs are rearrangements of each other.

In the case of Cantor sets with variable ratio of dissection, there is a metric characterization of peak sets. Here is the construction: Fix a sequence \( \{\sigma_n\}_{n=1}^{\infty} \) in \((0, \frac{1}{2})\) with limit \( \sigma \) such that \( \sigma \in (0, \frac{1}{2}) \). Put \( \delta_0 = 1 \) and, for \( n \geq 1 \), \( \delta_n = \prod_{k \leq n} \sigma_k \). Apply the Cantor construction on \([0,1]\) using \( \sigma_n \) as the dissection ratio at the \( n \)th stage to obtain a closed set \( E \) of measure zero, and identify \( E \) with a subset of \( \mathbb{T} \). We say that \( E \) has parameter \( \sigma \). Put \( \alpha = 1 - \log 2/\log(1/\sigma) \).

The complement of \( E \) is the union over \( n \in \mathbb{N} \) of \( 2^{n-1} \) open arcs, each of length \( \delta_{n-1}(1 - 2\sigma_n) \). If \( \beta < \alpha \), then considering the complementary arcs shows that \( d^{-\beta}_E \in L^1(\mathbb{T}) \), so \( E \) is a peak set for \( A^\beta \). If \( \beta > \alpha \), then \( d^{-\beta}_E \notin L^{1,\infty}(\mathbb{T}) \), so \( E \) is not a peak set for \( A^\beta \). Thus, the interesting case for peak sets is \( \beta = \alpha \).

**Theorem 4.3.** Let \( E \) be a Cantor set with variable ratio of dissection having parameter \( \sigma \), and put \( \alpha = 1 - \log 2/\log(1/\sigma) \). Then \( E \) is a peak set for \( A^\alpha \) if and only if \( d^{-\alpha}_E \in L^{1,2/(1+\alpha)}(\mathbb{T}) \).

Note that this Lorentz space is halfway between that for the necessary condition in Theorem 4.1 and that for the sufficient condition. An equivalent formulation of the condition \( d^{-\alpha}_E \in L^{1,2/(1+\alpha)}(\mathbb{T}) \) is that \( \{2^n\delta_n^{1-\alpha}\} \in L^{2/(1+\alpha)} \). For example, the usual middle-thirds Cantor set is not a peak set for \( A^\alpha \) if \( \alpha = 1 - \log 2/\log 3 \).

Now we discuss briefly the proofs of the first two of these results, sketching the proofs of only Theorem 4.1(a) and Theorem 4.2(b). Fix \( \alpha \in (0,1) \). We follow [43] by working on the upper half plane \( \mathbb{H} \) and write \( A^\alpha(\mathbb{H}) \) for the corresponding space. We consider compact subsets \( E \) of \( \mathbb{R} \). Both Theorem 4.1(a) and Theorem 4.2(b) assert the existence of peak functions. In each case, the procedure used for constructing such functions depends on the following.

**Proposition 4.4.** Let \( E \) be a compact subset of \( \mathbb{R} \). Assume that there exists a finite positive Borel measure \( \mu \) on \( \mathbb{R} \) such that, if \( h \, dx \) is the absolutely continuous part of \( \mu \), then \( h \) is smooth (infinitely differentiable) on \( \mathbb{R} \setminus E \), the mutually singular part of \( \mu \) is supported on \( E \), and on \( \mathbb{R} \setminus E \) we have

\[
d^{-\alpha}_E \leq C(1 + h + |\hat{\mu}|)
\]

and

\[
|h'| + |\hat{\mu}'| \leq C(1 + h + |\hat{\mu}|)^{1+1/\alpha}.
\]

(Here \( \hat{\mu} \) is the Hilbert transform of \( \mu \) on \( \mathbb{R} \).) Then \( E \) is a peak set for \( A^\alpha(\mathbb{H}) \).

**Sketch of proof.** For \( z \in \mathbb{H} \), define

\[
H(z) = \frac{1}{\pi i} \int_{\mathbb{R}} \frac{1}{\zeta - z} \, d\mu(\zeta).
\]

Then \( H \) is holomorphic, \( \text{Re} \, H > 0 \) and \( f = H/(1 + H) \) extends continuously to \( \mathbb{H} \) as a peak function for \( E \) that is smooth on \( \mathbb{R} \setminus E \). One checks using inequality (4.1) that \( f \in A^\alpha(\mathbb{H}) \). □

Note that the converse of Proposition 2.1 is false, but with its additional hypotheses Proposition 4.4 serves as a converse for the arguments that follow.

**Sketch of proof of Theorem 4.1(a).** We construct an integrable function \( h \) such that Proposition 4.4 is satisfied with \( \mu = h \, dx \). By hypothesis, \( d^{-\alpha}_E \) is locally integrable on \( \mathbb{R} \). We smooth and truncate this function on each component of the complement of \( E \) to get a smooth nonnegative integrable function \( u \) on \( \mathbb{R} \setminus E \), with control on the derivatives and the Hilbert transform \( \tilde{u} \). Then \( u \) satisfies \( |u'| \leq C(1 + u)^{1+1/\alpha} \), but the bound on \( |\tilde{u}'| \) needed to verify
inequality (4.1) may fail. To account for this, first we get control on the size of intervals where this bound is a problem. Then on each such interval we add to \( u \) a smooth \( H^1 \) atom. (Recall that an \( H^1 \) atom is an integrable function \( v \) having mean value zero such that there exists an interval \((a, b)\) containing the support of \( v \) and \( |v| \leq 1/(b - a)\).) The result of adding these atoms to \( u \) is the function \( h \) with the desired properties. \( \square \)

**Sketch of proof of Theorem 4.2(b).** We find a peak set \( E \) for \( A^\alpha(\mathbb{H}) \) such that the nonincreasing rearrangement of the lengths of the bounded components of the complement of \( E \) equals the given nonincreasing sequence \( \{c_n\} \in l^1 \) of positive numbers satisfying \( \{c_n^{-\alpha}\} \in l^{1,1/\alpha} \). We take \( E = \{0\} \cup \{a_n\} \), where \( a_n = \sum_{j=n}^\infty c_j \). Note that \( \{a_n\} \) is a decreasing convex sequence with limit 0. It is not hard to see that there exists \( \delta > 0 \) such that \( 16\delta a_n^{1/\alpha} \leq c_n \) for all \( n \). It turns out ([43, Lemma 1.2]) that the condition \( \{c_n^{-\alpha}\} \in l^{1,1/\alpha} \) is equivalent to the condition \( \sum_n a_n^{1-1/\alpha} < \infty \). The first step in constructing a measure \( \mu \) so that Proposition 4.4 holds is to use \( \mu_0 \), the point mass at 0. Because \( \mu_0(x) = 1/(\pi x) \), the inequality \( d_E^{-\alpha} \leq C'(1 + |\mu_0|) \) fails on certain intervals centered at the \( a_n \). To compensate we add \( h \, dx \) to \( \mu_0 \), where \( h \) is an \( L^1 \) function that is bounded below by a constant multiple of \( d_E^{-\alpha} \) on these intervals. It suffices that for all \( n \) we have \( h(x) \geq |x - a_n|^{-\alpha} \) when \( |x - a_n| < \delta a_n^{1/\alpha} \), and summing over \( n \) the integral of \( |x - a_n|^{-\alpha} \) over this interval yields a constant multiple of \( \sum_n a_n^{1-1/\alpha} \). Thus, the existence of an \( L^1 \) function \( h \) with the required property is implied by the assumption \( \{c_n^{-\alpha}\} \in l^{1,1/\alpha} \) — in fact, the two conditions are equivalent. For an appropriate choice of \( h \), the measure \( h \, dx + \mu_0 \) satisfies in addition inequality (4.1) of Proposition 4.4. \( \square \)

We remark that the preceding construction of the measure \( h \, dx + \mu_0 \) suggests the necessary condition \( \{c_n^{-\alpha}\} \in l^{1,1/\alpha} \) for peak sets (at least those of this form): Given a compact set \( E \) defined in terms of a decreasing convex sequence \( \{a_n\} \) of positive numbers and its limit 0, the convergence of \( \sum_n a_n^{1-1/\alpha} \) arises as a necessary condition when as above we try to add to \( \mu_0 \) an \( L^1 \) majorant of \( d_E^{-\alpha} \) near each \( a_n \). To make this argument rigorous, one can apply a localization result, Proposition 4.5, to sets \( E \) of this form and thus obtain the necessary condition \( \{c_n^{-\alpha}\} \in l^{1,1/\alpha} \). The assertion in Theorem 4.1(b) that this condition is necessary for general peak sets is more complicated to prove. Similarly, the proof of Theorem 4.2(a) involves some technicalities, but Proposition 4.5 is central to the argument.

For the statement of this proposition, we alter our earlier convention: We write \( |U| \) for the Lebesgue measure of a measurable set \( U \subset \mathbb{R} \). Given an interval \( I \subset \mathbb{R} \) and \( \delta > 0 \), we write \( \delta I \) for the interval with the same center as \( I \) and length \( \delta |I| \). Given \( N \in \mathbb{N} \), \( \delta > 1 \), and a collection \( \mathcal{I} \) of intervals, we say that \( \mathcal{I} \) is \((N, \delta)\)-disjoint if no point of \( \mathbb{R} \) belongs to more than \( N \) intervals of the form \( \delta I \) with \( I \in \mathcal{I} \). We write \( \|\mu\| \) for the total variation of the finite signed Borel measure \( \mu \).

**Proposition 4.5.** Given \( N \in \mathbb{N} \) and \( \delta > 1 \), there exist finite constants \( C_1 \) and \( C_2 \) such that the following holds: Let \( \mu \) be a finite signed Borel measure on \( \mathbb{R} \). If \( dE \) is the absolutely continuous part of \( \mu \), define \( F = |h| + |\tilde{\mu}| \). Let \( \mathcal{I} \) be any \((N, \delta)\)-disjoint collection of intervals, and suppose that for every \( I \in \mathcal{I} \) a number \( \lambda_I > C_1\|\mu\|/|I| \) is given. Then

\[
\sum_{I \in \mathcal{I}} \lambda_I |\{x \in I : F(x) > \lambda_I\}| \leq C_2\|\mu\|. \tag{4.2}
\]

This proposition is used as a local version of the weak-type estimate derived in Section 2. A typical application (for example, in the proof of Theorem 4.2(a)) is to show that a compact set \( E \subset \mathbb{R} \) is not a peak set for \( A^\alpha(\mathbb{H}) \) by showing that the conclusion of Proposition 2.1 (with \( T \) replaced by \( \mathbb{R} \)) cannot hold: For some choice of \( \mathcal{I} \), the sum obtained by replacing \( F \) by \( d_E^{-\alpha} \) in the left-hand side of inequality (4.2) diverges.
Now we focus on nonglobal conditions for peak sets. Before the results in [43], Bruna [9] had already questioned whether peak sets for $A^\alpha$ could be characterized by a global condition. One nonglobal sufficient condition he gives is the existence of an $L^1$ majorant $\phi$ of $d_E^{-\alpha}$ on $T$ such that for all $z \in T \setminus E$, we have

$$d_E(z) \int_{T \setminus J_z} \frac{\phi(\zeta)}{|\zeta - z|^2} \, dm(\zeta) \leq C \phi(z). \tag{4.3}$$

Here $J_z = \{ \zeta \in T : |\zeta - z| \leq d_E(z)/4 \}$. In part, Bruna’s doubt about the possibility of a global characterization was based on the work of Hruščěv [32] described above, who shows that there is no global condition characterizing sets of nonuniqueness for the Gevrey classes. Hruščěv does characterize the sets of nonuniqueness for $G_\alpha$ by the following condition: There exists an $L^1$ majorant $\phi$ of $d_E^{-\alpha}$ on $T$ such that for all $z \in T \setminus E$ we have

$$\int_{T \setminus I_z} \frac{\phi(\zeta)}{|\zeta - z|^2} \, dm(\zeta) \leq C \phi(z)^{1+1/\alpha}.$$ 

Here $I_z$ is the complementary arc containing $z$. (This condition is implied by Bruna’s nonglobal sufficient condition for peak sets defined by inequality (4.3) above.) Of course a condition requiring that $d_E^{-\alpha}$ have a majorant in $L^1$ cannot characterize peak sets, but these two conditions are illustrative.

Bomash [7] proved the following: A closed set $E \subset T$ is a peak set for $A^\alpha$ if and only if there exists a finite positive Borel measure $\mu$ on $T$ such that $|h + i\tilde{\mu}|^{-1}$ is equal almost everywhere on $T$ to a function in $\Lambda_\alpha(T)$ that equals zero on $E$. Here $h \, dm$ is the absolutely continuous part of $\mu$. (Compare this result with the discussion in Section 2 leading to equation (2.1).) We remark that Bomash defines $A^\alpha$ to be those elements of the disc algebra that belong to $\Lambda_\alpha(T)$. As we noted in Section 2, this is equivalent to our definition in terms of $\Lambda_\alpha(\mathbb{D})$. The key part of the proof is to show that if $f \in A$ and $\text{Re} \ f \geq 0$, then $f \in A^\alpha$ if and only if $|f| \in \Lambda_\alpha(T)$. Bomash also gave a sufficient condition for peak sets expressed in terms of an integral inequality. It implies $d_E^{-\alpha} \in L^1(T)$. It is not hard to see using the work of Hruščěv [32] that every nonuniqueness set for $G_\alpha$ satisfies this condition.

We mention a few connections between peak sets and other areas. One of the original motivations for the study of peak sets for $A^\alpha$ was the analysis of the singular spectrum of the self-adjoint Friedrichs model in perturbation theory. See Pavlov [46] and Faddeev–Pavlov [22]. In another direction, Hamilton [29] studied holomorphic conformal flows and applied his results to peak sets for functions having a modulus of continuity $w(t)$ satisfying $\int_0^1 1/w(t) \, dt = \infty$. He shows that such a peak set is a fixed set for some flow and concludes that it has logarithmic capacity zero. Noell and Wolff [43] studied size properties of Cauchy integrals of measures. They define the space $X$ of all real-valued functions $\phi$ on $\mathbb{R}$ for which there exists a finite positive Borel measure $\mu$ on $\mathbb{R}$ such that, if $h \, dx$ is the absolutely continuous part of $\mu$, then $|\phi| \leq |h + i\tilde{\mu}|$. By Proposition 2.1, if $E$ is a peak set for $A^\alpha(\mathbb{H})$, then $d_E^{-\alpha}$ belongs locally to $X$, in the sense that there exists $\phi \in X$ such that $\phi = d_E^{-\alpha}$ on an open set containing $E$. They prove that, if $E \subset \mathbb{C}$ is compact and $d_E^{-\alpha}$ belongs locally to $\mathbb{X}$, then $d_E^{-\alpha}$ belongs locally to $L^{1,\alpha}(\mathbb{R})$, where $q = \max(2, 1/\alpha)$. They give a characterization when $E$ is a Cantor set with variable ratio of dissection.

For results about peak sets for Lipschitz classes in $C^\alpha$, see Ababou–Bounaaz [1], Saerens [53], Cascante [14], and Noell [42].

5. Peak sets for the Zygmund class

In this section, we consider peak sets for the space of elements of $A$ having boundary values in the Zygmund class, a space that lies between $A^1$ and $A^\alpha$ for $\alpha < 1$. Ulrich proved (personal
communication) that these peak sets are finite, just as for \( A^1 \). Because Ullrich never published this result, we provide much of the proof.

Recall that the Zygmund class \( \Lambda \) is the set of all functions \( f \) continuous on \( \mathbb{T} \) for which \( |f(e^{it}\zeta) + f(e^{-it}\zeta) - 2f(\zeta)| \leq Ct \) for all \( t > 0 \) and all \( \zeta \in \mathbb{T} \). Define \( A_\omega \) to be the set of all \( f \in \Lambda \) such that \( f|_\mathbb{T} \in A_\omega \). Ullrich’s proof that peak sets for \( A_\omega \) are finite depends on the characterization of \( A_\omega \) in terms of the Bloch space. Recall that the Bloch space \( B \) for \( \mathbb{D} \) is the set of all functions \( g \) holomorphic on \( \mathbb{D} \) for which \( |g'(z)|(1 - |z|) \) is bounded on \( \mathbb{D} \). Zygmund proved (Pommerenke [48, Section 7.2]) that \( A_\omega \) consists of all primitives of Bloch functions: If \( f \) is holomorphic on \( \mathbb{D} \), then \( f \) extends to be an element of \( A_\omega \) if and only if \( f' \in B \).

The proof of Ullrich’s result is simplified by working on the upper half-plane \( \mathbb{H} \). We write \( A_\omega(\mathbb{H}) \) for the corresponding space. The derivative of an element of \( A_\omega(\mathbb{H}) \) belongs to \( B(\mathbb{H}) \), the Bloch space on \( \mathbb{H} \). To be explicit, \( g \in B(\mathbb{H}) \) says that the quantity

\[
||g||_{B(\mathbb{H})} = \sup\{|g'(z)| \mid \Im z : z \in \mathbb{H}\}
\]

is finite. The main tools for Ullrich’s proof are the Julia–Carathéodory theorem and arguments of Ullrich in [56]. In a sense, his proof is an elaboration of the argument using the Hopf lemma in Section 2: The key point is to control difference quotients along the real line. A couple of preliminary results are necessary.

**Lemma 5.1.** There exists a constant \( C \) such that for every \( g \in B(\mathbb{H}) \), we have

\[
|g(x_1 + iy_1) - g(x_2 + iy_2)| \leq C(1 + \log(y_1/y_2))||g||_{B(\mathbb{H})}
\]

when \( 0 < y_2 \leq y_1 \), \( x_1 \) and \( x_2 \) are real, and \( |x_1 - x_2| \leq y_1 \).

**Sketch of proof.** The left-hand side is the absolute value of the integral from \( x_2 + iy_2 \) to \( x_1 + iy_1 \) of \( g' \). Parametrize, move the absolute value inside the integral, estimate the integrand using the definition of \( ||g||_{B(\mathbb{H})} \), and calculate the resulting integral. The process is simplified somewhat by first reducing to the case \( x_1 + iy_1 = i \). This is possible because \( ||g||_{B(\mathbb{H})} \) is invariant under horizontal translation and vertical dilation on \( \mathbb{H} \). \( \square \)

Next we prove a lemma relating the horizontal and vertical difference quotients at 0 of \( f \in A_\omega(\mathbb{H}) \).

**Lemma 5.2.** There exists a constant \( C \) such that for every \( f \in A_\omega(\mathbb{H}) \) and every real \( t \neq 0 \), we have

\[
\left| \frac{f(i|t|) - f(0)}{i|t|} - \frac{f(t) - f(0)}{t} \right| \leq C||f'||_{B(\mathbb{H})}.
\]

**Proof.** We assume \( t > 0 \). Define \( \gamma_t \) and \( \omega_t \) from \([0,1]\) to \( \mathbb{H} \) by \( \gamma_t(s) = its \) and \( \omega_t(s) = \frac{t}{2}(1 - e^{-i\pi s}) \). Thus \( \omega_t \) traces the semicircle meeting the real axis orthogonally at 0 and \( t \).

We claim that it suffices to prove the following inequalities: There exists a constant \( C \) such that if \( g \in B(\mathbb{H}) \) and \( t > 0 \), then

\[
\left| \frac{1}{it} \int_{\gamma_t} g(z) \, dz - g(it) \right| \leq C||g||_{B(\mathbb{H})}
\]

and

\[
\left| \frac{1}{t} \int_{\omega_t} g(z) \, dz - g(it) \right| \leq C||g||_{B(\mathbb{H})}.
\]

In fact, given \( f \in A_\omega(\mathbb{H}) \) we need only apply these two inequalities with \( g = f' \), integrate, and apply the triangle inequality to obtain the desired conclusion.
We sketch the proof of the first inequality. (The proof of the second is similar.) Note that
\[
\frac{1}{it} \int_{\gamma_t} g(z) \, dz - g(it) = \frac{1}{it} \int_{\gamma_t} (g(z) - g(it)) \, dz.
\]
Now use the parametrization, apply Lemma 5.1, and integrate the resulting quantity. □

The following result is essentially a consequence of the arguments in Ullrich [56], but for convenience we give a proof here. It uses the semicircular arc introduced in the proof of Lemma 5.2.

**Lemma 5.3.** Assume that \( g \in B(\mathbb{H}) \) and \( g \) has nontangential limit \( L \) at 0. For \( t \neq 0 \), define \( \omega_t \) from \([0,1]\) to \( \mathbb{H} \) by \( \omega_t(s) = \frac{t}{2}(1 - e^{-i\pi s}) \). Then
\[
\lim_{t \to 0} \frac{1}{t} \int_{\omega_t} g(z) \, dz = L.
\]

**Proof.** For simplicity we assume that \( L = 0 \) and restrict our attention to positive \( t \). Fix a small positive number \( \delta \). Split \( \omega_t \) into two contours by defining \( \alpha_t \) to be its restriction to \([0,1-\delta]\) and \( \beta_t \) its restriction to \([1-\delta,1]\). Because \( g \) has nontangential limit 0 at 0, we have
\[
\lim_{t \to 0} \frac{1}{t} \int_{\alpha_t} g(z) \, dz = 0.
\]

To estimate the integral over \( \beta_t \), we write \( p(t) = \omega_t(1-\delta) \) and \( \lambda(t) = \int_{\beta_t} dz \). Then \( \lim_{t \to 0} g(p(t)) = 0 \) because \( g \) has nontangential limit 0 at 0. Comparing the chord length to the arc length gives
\[
|\lambda(t)| = \frac{t}{2} |e^{i\pi \delta} - 1| \leq \frac{\pi \delta t}{2}.
\]
As in the proof of Lemma 5.2, there exists a constant \( C > 0 \) independent of \( \delta \) such that
\[
\left| \frac{1}{\lambda(t)} \int_{\beta_t} g(z) \, dz - g(p(t)) \right| \leq C||g||_{B(\mathbb{H})}.
\]
Thus,
\[
\left| \frac{1}{t} \int_{\beta_t} g(z) \, dz \right| \leq \frac{|\lambda(t)|}{t} (C||g||_{B(\mathbb{H})} + |g(p(t))|) \leq \frac{\pi \delta}{2} (C||g||_{B(\mathbb{H})} + |g(p(t))|).
\]
Hence,
\[
\limsup_{t \to 0} \left| \frac{1}{t} \int_{\beta_t} g(z) \, dz \right| \leq \frac{\pi \delta}{2} C||g||_{B(\mathbb{H})}.
\]
This proves the desired result. □

Now we can prove the main result of this section.

**Theorem 5.4 (Ullrich).** Every compact subset of \( \mathbb{R} \) that is a peak set for \( A_*((\mathbb{H})) \) is finite.

**Proof.** Let \( E \) be compact subset of \( \mathbb{R} \) that is a peak set for \( A_*((\mathbb{H})) \). We assume for simplicity that \( 0 \in E \) and show that 0 is an isolated point of \( E \). Let \( f \in A_*((\mathbb{H})) \) be a peak function for \( E \). We use the Julia–Carathéodory theorem (Ahlfors [2, Theorem 1–5] or Pommerenke [48, Propositions 4.7 and 4.13]): The difference quotient \( \frac{f(z)-1}{z} \) has nontangential limit \( L \in (0,\infty) \) for \( z \to 0 \), and if \( L < \infty \), then \( f' \) has nontangential limit \( L \) at 0.
In case $L = \infty$, it follows from Lemma 5.2 and the reverse triangle inequality that

$$\left| \frac{f(t) - 1}{t} \right| \geq \left| \frac{f(i|t|) - 1}{i|t|} \right| - C\|f'\|_{H(\mathbb{H})} \rightarrow \infty$$

as $t \to 0$ (with $t$ real). Because $E = f^{-1}(1)$, we see in this case that 0 is an isolated point of $E$, as desired.

Now assume that $L < \infty$, so $f'$ has nontangential limit $L$ at 0. We apply Lemma 5.3 with $g = f'$: As $t \to 0$ (with $t$ real),

$$\frac{f(t) - 1}{t} = \frac{1}{t} \int_{\omega t} f'(z) \, dz \rightarrow L.$$ 

Because $L > 0$, it follows that 0 is an isolated point of $E$. \hfill \Box

Ullrich asked whether the cardinality of a peak set for $A_\alpha$ can be bounded in terms of the appropriate norm of a peak function. As we noted in Section 2, there is such a bound for $A^1$.

6. Boundary interpolation sets for $A^\alpha$

In this section, we present results about boundary interpolation sets for $A^\alpha$ if $\alpha > 0$. We also list results for some other classes of functions. We remark that most of the interpolation problems in this section were originally studied for subsets of $\mathbb{D}$ (not just subsets of $\mathbb{T}$), in which case the results and proofs are more complicated.

Let $E$ be a closed subset of $\mathbb{T}$ with measure zero. In Section 2, we saw that a necessary condition for interpolation is that $\log d_E$ be integrable on $\mathbb{T}$. That is a global condition, but in this section we will see a local condition on $d_E$ that is necessary and sufficient for interpolation. This condition was introduced by Kotočigov [36] in the context of interpolation problems involving elements of $A$ having derivatives in a Hardy space.

**Definition 6.1.** Let $E$ be a closed subset of $\mathbb{T}$. We say that $E$ is porous, or satisfies condition (K), if there exists a positive constant $C$ such that for every arc $I \subset \mathbb{T}$ we have $\sup \{d_E(z) : z \in I\} \geq C|I|$.

Every porous set has measure zero. If (as in Section 2) we write $\mathbb{T} \setminus E$ as the disjoint union of a sequence of open arcs, say $\{I_n\}$, then porosity says the following: There exists a positive constant $C$ such that for every arc $I \subset \mathbb{T}$ with endpoints in $E$ there exists $n$ such that $I_n \subset I$ and $|I_n| \geq C|I|$. Equivalent formulations of porosity can be found in Dyn’kin [18] (see below on interpolation for the Gevrey classes) and Bruna [8, Theorem 3.1].

Considered as a subset of $\mathbb{T}$, the Cantor set is porous (as are all Cantor sets with variable ratio of dissection). Other examples given by Dyn’kin [18] are of the form $E = \{1\} \cup \{\exp(i\psi(n)) : n = 1, 2, \ldots\}$. If $\psi$ is a decreasing exponential function, $E$ is porous; if $\psi$ is a decreasing power function, $E$ is not porous.

Dyn’kin [18] proved that porosity characterizes boundary interpolation sets for $A^\alpha$ if $0 < \alpha < 1$.

**Theorem 6.2** (Dyn’kin). Let $E$ be a closed subset of $\mathbb{T}$, and let $0 < \alpha < 1$. Then $E$ is an interpolation set for $A^\alpha$ if and only if $E$ is porous.

Note that the characterization does not depend on $\alpha$. First we prove that porosity is necessary for interpolation. Then we make a few comments about proving sufficiency.
Proof of necessity of porosity. Observe that if we can interpolate from a set, then we can interpolate with bounds, in the following sense. If $L \subset \mathbb{C}$ is a compact set and $\phi \in \Lambda_\alpha(L)$, we put

$$||\phi||_{\Lambda_\alpha(L)} = \sup\{|\phi(z)| : z \in L\} + \sup\left\{\frac{|\phi(z) - \phi(w)|}{|z - w|^{\alpha}} : z, w \in L, z \neq w\right\}.$$ 

Then $\Lambda_\alpha(L)$ is complete in this norm. Further, $A^\alpha$ is a closed subspace of $\Lambda_\alpha(\overline{\mathbb{D}})$, so $A^\alpha$ is complete in the norm it inherits. Now let $E \subset \mathbb{T}$ be an interpolation set for $A^\alpha$. The bounded linear transformation that restricts an element of $A^\alpha$ to $E$ maps onto $\Lambda_\alpha(E)$, so by the open mapping theorem that transformation is open. Hence, there is a constant $C$ such that for every $\phi \in \Lambda_\alpha(E)$ there exists $f \in A^\alpha$ interpolating $\phi$ with $||f||_{A^\alpha} \leq C||\phi||_{\Lambda_\alpha(E)}$. We remark that the same argument applies to boundary interpolation sets for the disc algebra $A$.

Fix an interpolation set $E \subset \mathbb{T}$ for $A^\alpha$. Given an arc $I \subset \mathbb{T}$, we write $R_I$ for the curvilinear rectangle $\{z \in \overline{\mathbb{D}} : 1 - |z| \leq |I|, z/|z| \in I\}$. We denote the center of $R_I$ by $p_I$, and we define $\phi_I(z) = 1/(z - p_I)$ for $z \in E$. In what follows, we drop the subscripts involving $I$, but all constants are independent of $I$.

We claim that $||\phi||_{\Lambda_\alpha(E)} \lesssim |I|^{-1-\alpha}$. To see this, note first that $d_E(p) \gtrsim |I|$ (because $\mathbb{T}(p) \gtrsim |I|$), so $|\phi| \lesssim |I|^{-1}$. In light of this estimate, to complete the proof of the claim we may assume that two given distinct points $z, \zeta \in E$ satisfy $|z - \zeta| \lesssim |I|$. Then

$$\frac{|\phi(z) - \phi(\zeta)|}{|z - \zeta|^{\alpha}} \lesssim |I|^{1+\alpha} |I|^{-2} = |I|^{-1-\alpha}.$$ 

It follows from the claim and the observation about interpolating with bounds that there exists $f \in A^\alpha$ such that $f = \phi$ on $E$ and

$$||f||_{A^\alpha} \lesssim C||\phi||_{\Lambda_\alpha(E)} \lesssim |I|^{-1-\alpha}.$$ 

Put $g(z) = 1 - (z - p)f(z)$, so $g(p) = 1$ and $g = 0$ on $E$. Porosity will follow from applying the Jensen formula on $R$ to log $|g|$ using harmonic measure, but first we need to prove another claim.

We claim that $|g| \lesssim 1$ on $\partial R$ and $|g(z)| \lesssim (d_E(z)/|I|)^{\alpha}$ for $z \in I$. We prove only the second part, and in view of the definition of porosity we may assume that $E \cap I$ is nonempty. Let $z \in I$. If $\zeta \in E \cap I$, then, because $|z - p| \lesssim |I|$ and $f(\zeta) = 1/(\zeta - p)$,

$$|g(z)| = |z - p||f(z) - 1/(z - p)| \lesssim |I|(|f(z) - f(\zeta)| + |1/(z - p) - 1/(\zeta - p)|).$$ 

Now, using the preceding estimate for $||f||_{A^\alpha}$, we get

$$|f(z) - f(\zeta)| \lesssim ||f||_{A^\alpha}|z - \zeta|^{\alpha} \lesssim |I|^{-1-\alpha}|z - \zeta|^{\alpha}.$$ 

A similar estimate holds for the other term. Because these estimates hold for all $\zeta \in E \cap I$, we conclude that, as claimed,

$$|g(z)| \lesssim |I||I|^{-1-\alpha}d_E(z) = (d_E(z)/|I|)^{\alpha}.$$ 

Now let $\omega$ denote the harmonic measure at $p$ relative to $R$ ([38, Chapter 6] or [48, Section 4.4]). Applying the Jensen formula, integrating over $\partial R \setminus I$ and $I$, and using the estimates in the immediately preceding claim, we get a constant $C_1$ such that

$$0 = \log |g(p)| \leq \int_{\partial R} \log |g| \, d\omega \leq C_1 + \alpha \omega(I) \log \frac{\sup_{z \in I} d_E(z)}{|I|}.$$ 

It is easy to see that $\omega(I) \gtrsim 1$, and it follows immediately that $\sup_{z \in I} d_E(z) \gtrsim |I|$. \hfill \Box

With regard to the sufficiency of porosity for interpolation, we state a general method of interpolation for functions with some degree of regularity, one that is useful in $\mathbb{C}^n$ as well. For simplicity assume that the function $\phi$ we want to interpolate from a given porous set $E$
is smooth on \( T \). For a given function \( \psi(z) \), we write \( \overline{\partial} \psi \) for \( \frac{1}{2} (\partial \psi / \partial x + i \partial \psi / \partial y) \). First use Harvey–Wells [31, Lemma 1.6] (which depends on Whitney’s extension theorem [60]) to find a smooth extension \( \Phi \) of \( \phi \) such that \( \overline{\partial} \Phi \) and its derivatives of all orders vanish on \( E \). Next show that porosity allows the construction of a function \( G \) that is holomorphic on \( D \), extends to be smooth and nonzero on \( \overline{D} \setminus E \), and vanishes on \( E \) to a prescribed order, with control on the growth of its derivatives near \( E \). Then find a solution \( u \) of the equation \( \overline{\partial} u = \overline{\partial} \Phi/G \) with control on the growth of \( u \) and its partial derivatives near \( E \); here one uses the standard integral solution of the \( \overline{\partial} \)-equation, porosity, and properties of \( G \). Now if we define \( f = \Phi - uG \), then \( f \) is holomorphic on \( D \) (because \( u \) solves the \( \overline{\partial} \)-equation and \( G \) is holomorphic), \( f \) agrees with \( \phi \) on \( E \), and the appropriate regularity of \( f \) on \( \overline{D} \) follows from the control on the growth of the derivatives of \( G \) and \( u \). In the case of interpolation in \( A^\alpha \) adjustments must be made. (See Bruna–Tugores [11, Section III] for a helpful statement.) In outline, though, Dyn’kin’s argument is similar to the above. The main difficulty lies in finding the function we have called \( G \). Dyn’kin constructs an outer function with the required regularity, order of vanishing on \( E \), and control on the derivatives. We omit the details of his careful construction. Bruna [8] gives an alternative proof of this result that also covers other cases (see below). He constructs the outer function by using the function \( \log d_E \), which he proves to be of bounded mean oscillation when \( E \) is porous.

As we have seen, Dyn’kin characterized boundary interpolation sets for \( A^\alpha \) as porous sets when \( 0 < \alpha < 1 \). Several other settings for interpolation have been studied. Dyn’kin’s original paper [18] considered, for \( \alpha > 0 \) not integral, the space of functions whose first \( \lfloor \alpha \rfloor \) derivatives belong to \( A \) and for which the derivative of order \( \lfloor \alpha \rfloor \) satisfies a Lipschitz condition of order \( \alpha - \lfloor \alpha \rfloor \). (We are using the floor, or greatest integer, function \( \lfloor \alpha \rfloor \).) He characterized as porous the boundary interpolation sets for these spaces. (Here, and in what follows, derivatives are interpolated as well as the function.) Bruna [8] extended this result to the case when \( \alpha \) is a positive integer: Porosity characterizes the boundary interpolation sets for the space of functions whose derivatives through order \( \alpha \) belong to \( A \). Bruna and Tugores [11] proved that the same characterization holds for \( A^1 \).

The characterization is different for the space \( A^\infty \) of functions whose derivatives of all orders belong to \( A \). Alexander, Taylor, and Williams [3] proved that the boundary interpolation sets for \( A^\infty \) are characterized by the following condition: There exist constants \( C_1 \) and \( C_2 \) such that, for every arc \( I \subset \mathbb{T} \),

\[
\frac{1}{|I|} \int_I \log d_E^1(\zeta) \, dm(\zeta) \leq C_1 \log \frac{1}{|I|} + C_2.
\]

Their proof involves formulating an equivalent dual problem expressed in terms of distributions. Bruna [8] gave a constructive proof of this result using some of the ideas from his solution of the interpolation problem for finitely many derivatives. He proved that porosity is equivalent to having the Alexander–Taylor–Williams condition hold with \( C_1 = 1 \). Thus, every porous set is a boundary interpolation set for \( A^\infty \), but (as Bruna shows by giving an example) the converse is false.

Dyn’kin and Hruščëv [20] studied interpolation for certain subclasses of \( A^\infty \), including the Gevrey class \( G_\alpha \) (for \( 0 < \alpha < 1 \)) defined in Section 4. They characterized the boundary interpolation sets \( E \) for \( G_\alpha \) as those satisfying the following condition: For all arcs \( I \subset \mathbb{T} \),

\[
\int_I d_E^{-\alpha}(\zeta) \, dm(\zeta) \leq C|I|^{1-\alpha}.
\]

Following Dyn’kin [18, p. 103], we denote this condition by \((K_\alpha)\). Dyn’kin noted that, for every \( \alpha \), \((K_\alpha)\) implies porosity, and he proved that if \( E \) is porous, then for some \( \alpha \) it satisfies \((K_\alpha)\). Thus, \( E \) is a boundary interpolation set for some (or all) \( A^\alpha \) if and only if it is a boundary interpolation set for some \( G_\alpha \). It is unclear why the two problems are so closely related.
We mention interpolation results for some other function spaces. Dyn’kin’s original paper [18] proved that porosity characterizes boundary interpolation sets for elements of A having derivatives in a Hardy space, the setting in which Kotočigov introduced this condition. In relation to Lipschitz classes, more recent results (most of which are stated in terms of a modulus of continuity) are Kotočigov [37], Vasin [57, 58], and Macía–Tugores [40].

For results about boundary interpolation sets for Lipschitz classes in $C^\alpha$, see Bruna–Ortega [10], Chaumat–Chollet [16], Saerens [53], and Verdoucq [59].

7. Comparison of peak sets and boundary interpolation sets

We have seen that, among closed subsets of T, the zero sets, peak sets, interpolation sets, and peak-interpolation sets for the disc algebra coincide: They are the sets having Lebesgue measure zero. This result fails for the other function spaces we have considered. For example, the peak sets for $A^\infty$ are finite, but the boundary interpolation sets are characterized by the Alexander–Taylor–Williams condition.

The comparison of peak sets and boundary interpolation sets for $A^\alpha$, $0 < \alpha < 1$, is particularly interesting. The characterization of boundary interpolation sets as porous is independent of $\alpha$, but the collection of peak sets for $A^\alpha$ depends on $\alpha$. Bruna [9] showed that every boundary interpolation set for $A^\beta$ is a peak set for some $A^\alpha$. This is a consequence of his result that every set satisfying the condition $(K_{\alpha})$ defined by inequality (6.1) is a peak set for $A^\alpha$. (In fact, he shows that $E$ satisfies $(K_{\alpha})$ if and only if $E$ is a strong peak set for $A^\alpha$, in the sense that $E$ has a strong support function $g \in A^\alpha$ such that $\text{Re } g \geq C d E^\alpha$, $E$. As we noted earlier, every porous set satisfies $(K_{\alpha})$ for some $\alpha$. Thus, every porous set is a peak set for some $A^\alpha$. It is an open problem to characterize those porous sets that are peak sets for a given $A^\alpha$.
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