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Predicting the structure and thermodynamics of protein–protein interactions (PPIs) are key to a proper understanding and modulation of their function. Since experimental methods might not be able to catch up with the fast growth of genomic data, computational alternatives are therefore required. We present here a review dealing with various aspects of predicting binding affinity changes upon mutations ($\Delta\Delta G$).

We focus on predictors that consider three-dimensional structure information to estimate the impact of mutations on the binding affinity of a protein–protein complex, excluding the rigorous free energy perturbation methods. Training and evaluation, $\Delta\Delta G$ databases, data selection, and existing $\Delta\Delta G$ predictors are specially emphasized. We also establish the parallel with scoring functions used in docking since those share many similar PPI features with $\Delta\Delta G$ predictors. The field has seen a common evolution of $\Delta\Delta G$ predictors and scoring functions over time, transforming from purely energetic functions to statistical energy-based and further to machine learning-based functions. As machine learning has come to age, limitations in terms of quantity, quality and variety of the available data become the bottlenecks for the future development of these computational methods. This can be alleviated by building infrastructures for data generation, collection and sharing. Further developments can be catalyzed by conducting community-wide blind challenges for method assessment.
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1 | INTRODUCTION

Protein–protein interactions (PPIs) are central to most biological functions and activities, such as signal transduction, immune response, etc. Three-dimensional (3D) information on the structure of protein complexes can provide the physical basis to a full understanding of PPIs. A variety of experimental methods have been developed to determine or characterize the structure of protein assemblies at different resolutions, ranging from X-ray crystallography, nuclear magnetic resonance (NMR), and cryo-electron microscopy (cryo-EM), capable of providing atomic resolution information, to cross-linked mass spectrometry.
(XL-MS), hydrogen/deuterium exchange, mutagenesis and a variety of other biophysical and biochemical methods that provide partial information such as distances between specific amino acids or binding site mapping.\textsuperscript{1–4} Experimental studies remain, however, time consuming and are limited by various technical challenges. As a consequence only $\sim$6.5\% of the known human interactome has structural information\textsuperscript{5} (Data source: Interactome3D, version 2018\_04). Furthermore, the rate of experimental structure determination lags far behind the discovery rate of PPIs. Hopefully, this might change in the coming years due to the revolution that has taken place in cryo-EM which is particularly well-suited to characterize large macromolecular assemblies.\textsuperscript{6–8} Because of these limitations, there is a need for complementary computational modeling methods that allow populating the 3D space of PPIs. One such method that is able to provide structural detail of PPIs in a high-throughput way is computational docking\textsuperscript{9–13} (Figure 1). One of the main challenges for docking is to identify and select native-like structural models from a typically large ensemble of models generated by docking, the so-called scoring problem. To solve this challenge, a lot of efforts have been devoted to the development of reliable scoring functions.\textsuperscript{14,15}

Next to gaining structural insights, understanding the thermodynamics of PPIs is key to revealing their mechanism of action, understanding the effect of disease-related mutations and/or engineering new interactions. The most important thermodynamic information that tells us the strength of interactions between proteins is the binding affinity or binding free energy, $\Delta G$. Changes in binding affinity caused by mutations (i.e., $\Delta\Delta G$) can show the impact of mutations on PPIs. Binding affinity can be determined through various experimental methods, which usually require laborious and expensive experimental work. The research field could benefit from the fast and reliable computational tools to predict binding affinity and its changes upon mutations (Figure 1). The problem of binding affinity prediction has been previously reviewed.\textsuperscript{16–19} The impact of mutation on binding affinity can also be treated as a classification problem, known as hot-spot prediction in this case, which is not covered in this review (for review see References 20,21). Here, we focus on the high-throughput prediction of binding affinity changes upon mutations ($\Delta\Delta G$), excluding the rigorous physical methods to calculate $\Delta\Delta G$, which are usually computationally expensive, such as free energy perturbation and thermodynamic integration.\textsuperscript{22,23}

In Section 2 we discuss aspects of training and validation, relevant databases, and give an overview of representative $\Delta\Delta G$ predictors and their important features. Since many of these features are also often used in scoring functions, we then shortly discuss and compare representative docking scoring functions in Section 3. We further discuss the importance of data quantity, quality, and variety in Section 4. And the importance of blind challenges in development of computational tools is discussed in Section 5. The final Section 6 discusses prospects for $\Delta\Delta G$ predictors and scoring functions.

2 \hspace{1em} PREDICTING BINDING AFFINITY CHANGES IN PPIs

The binding affinity change caused by mutations (i.e., $\Delta G$) is defined as the difference of binding affinity between mutant and wildtype protein complexes. Various computational approaches have been developed over the years to predict $\Delta\Delta G$. \begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{Figure1.png}
\caption{Approaches to study structural and thermodynamic features of protein–protein interactions}
\end{figure}
Considering the importance of 3D structure to provide the physical basis of PPIs, we focus here on the structure-based \( \Delta \Delta G \) predictors, which base their predictions on experimental 3D structures or structural models of protein complexes.

### 2.1 Training, validation, and test of \( \Delta \Delta G \) predictors

The structure-based \( \Delta \Delta G \) predictors in this review refer mainly to computational regression models used to quantitatively estimate the binding affinity changes upon mutations in protein–protein complexes. They are usually trained by optimizing a function based on various structural and sequence features of PPIs in order to reproduce experimental \( \Delta \Delta G \) values. The form of the model can be a classical linear function, which represents \( \Delta \Delta G \) as a sum of weighted features, or a machine learning-based nonlinear function, which has no predetermined form and infers the relationship between \( \Delta \Delta G \) and features from experimental data. Validation is necessary to get a properly optimized model. For this, usually \( N \)-fold cross validation (CV) is used. In \( N \)-fold CV, a set of data is randomly and evenly split into \( N \) groups; \( N - 1 \) groups are used for training and the left-out one for validation. This process is repeated \( N \) times to evaluate the model on each one of the \( N \) groups. Additionally, leave-one-group-out CV (LOGCV) is useful to test a model’s generalizability, by classifying the data into different groups based on protein properties (e.g., complex type, protein family, sequence identity, structure similarity, etc.). The training/validation process is similar to \( N \)-fold CV. After training and validation, a final model is generated, usually based on all data. To blindly test the performance of the final model, an additional set of data not used in the training and validation process is needed.

To evaluate the performance of a \( \Delta \Delta G \) predictor, root mean square error (RMSE), and Pearson’s correlation coefficient (PCC) are commonly used:

\[
\text{RMSE} = \sqrt{\frac{\sum_{i=1}^{n} (\Delta \Delta G_{\text{exp}} - \Delta \Delta G_{\text{pred}})^2}{n}}
\]

\[
\text{PCC} = \frac{\text{cov}(\Delta \Delta G_{\text{exp}}, \Delta \Delta G_{\text{pred}})}{\sigma_{\Delta \Delta G_{\text{exp}}} \cdot \sigma_{\Delta \Delta G_{\text{pred}}}}
\]

where \( n \) represents the number of mutations, cov is the covariance, and \( \sigma \) is the variance.

### 2.2 \( \Delta \Delta G \) databases

Curating and integrating structural and thermodynamic data of protein–protein complexes into databases is fundamental to promote the development of computational tools. The first database that combined structures and \( \Delta \Delta G \) values is, to our knowledge, the Alanine Scanning Energetics database (ASEdb) published in 2001 (Table 1). ASEdb contains experimentally determined binding affinities for single alanine mutations in protein–protein, protein–nucleic acid, and protein–small molecule interactions. Only a small part of these has 3D structural information for the associated complexes. In 2006, the Protein–protein Interactions Thermodynamic database (PINT) was released. It contains multiple thermodynamic parameters including \( \Delta \Delta G \), dissociation constants \( K_D \), enthalpy change \( \Delta H \), heat capacity change \( \Delta C_P \) and so on, along with structural information. In 2012, the Structural Kinetic and Energetic database of Mutant Protein Interactions (SKEMPI) came out. It has been the most frequently used database for developing \( \Delta \Delta G \) predictors since then. SKEMPI version 1.1 collects >3,000 \( \Delta \Delta G \) measurements for single and multiple mutations of 85 diverse protein–protein complexes with available 3D structures. It contains additional thermodynamic parameters when available in the literature. Since SKEMPI 1.1 did not provide information about the experimental methods used to determine the \( \Delta \Delta G \) values, DACUM (Database of binding Affinity Change Upon Mutations in protein complexes) was created as a subset of SKEMPI focusing on only single mutations. Taking into consideration the experimental techniques used for measuring \( \Delta \Delta G \) revealed that those have a strong impact on the achievable accuracy of \( \Delta \Delta G \) predictors, underscoring the importance of properly considering and carefully choosing experimental data in terms of experimental methods when developing a \( \Delta \Delta G \) predictor. Next to general \( \Delta \Delta G \) databases for protein–protein complexes, the Antibody-Bind database (AB-Bind) contains >1,000 mutations with experimental \( \Delta \Delta G \) values for 32 antibody–antigen complexes and the Altered TCR Ligand Affinities and Structures database (ATLAS) comprises binding affinities for wildtype and mutant TCR-pMHC complexes. In 2017, by integrating the previous databases with new information from literature, two new \( \Delta \Delta G \) databases were released: PROXiMATE (PROtein–protein compleX MutAtion ThErmdynamics) and dbMPIKT (a kinetic and thermodynamic database of mutant protein interactions). Finally, SKEMPI 2.0 was released in 2018, which represents a major update of the first version, effectively doubling its size. It was obtained by combining several databases including SKEMPI 1.1, AB-Bind, PROXiMATE and dbMPIKT, and adding new manually curated data from literature, resulting in binding thermodynamics data for a total of 7,085 mutations, including kinetic data \( (K_{on}, K_{off}) \) when available. SKEMPI 2.0 contains ~3,000 single point alanine mutations, ~2,000 single point nonalanine mutations and
~2,000 multiple mutations on various types of protein complexes, such as protease-inhibitor, antibody–antigen, TRC-pMHC complexes, etc. In addition, unlike SKEMPI 1.1, the experimental methods used for measuring the binding affinities are now reported. About 60% of the data have been measured by Surface Plasmon Resonance (SPR), Fluorescence, and Isothermal Titration Calorimetry (ITC) methods.

Besides the databases that contain high-resolution structures and binding data measured by traditional experimental methods, several interesting databases provide structural models and deep sequencing-based binding data. Dourado and Flores35 have built a ΔΔG dataset based on both homology models and fitted models generated by fitting into low-resolution Cryo-EM density map. Deep sequencing is a high-throughput experimental method that can detect mutations, and provides estimates of experimental binding affinity based on the enrichment data.37–39 The Critical Assessment of Prediction of Interactions (CAPRI), a community-wide experiment on the comparative evaluation of protein–protein docking for structure prediction, has run a ΔΔG prediction challenge based on experimental data from deep sequencing.40 Deep sequencing was also exploited for two specific complexes, type I dockerin-cohesin36 and TCR-pepMHC,41 to study the impact of mutations and train ΔΔG predictors.

### 2.3 Data selection for training ΔΔG predictors

To develop a ΔΔG predictor, the first step is usually to select a proper dataset for training. The data selection usually considers four aspects, namely the type of the complex, the available 3D structural information, the experimental ΔΔG values, and the type of mutations:

- **Complex type**: A complex may contain two chains (dimer) or multiple chains (multimer). Some predictors can only handle dimers.42,43 The complexes are also often clustered based on their sequence identity to remove redundancy. Usually, the complex with the largest number of mutations from a cluster is kept.44 In addition, some methods concentrate on specific types of complexes such as antibody–antigen complexes33 or TCR-pMHC complexes45 to develop complex-specific ΔΔG predictors.
- **Structural information**: The quality of a 3D structure is a key point in selecting a dataset, especially since many features are calculated from the 3D structure. For this reason, the highest resolution structures are often selected. Databases, such as Comprehensive ASEdb, PINT, SKEMPI, and PROXiMATE, provide high-resolution structures and binding data measured by traditional experimental methods.

### Table 1: List of representative ΔΔG databases

| Type               | Name               | Year published | Data accessibility                  | Description                                                                 |
|--------------------|--------------------|----------------|-------------------------------------|-----------------------------------------------------------------------------|
| Comprehensive      | ASEdb26            | 2001           | http://nic.ucsf.edu/asedb/          | 620 binding affinity data cross-referenced to dimer structures in the PDB, covering 26 systems Only single alanine mutations Not maintained any more |
|                    | PINT27             | 2006           | http://www.bioinfodatabase.com/pint/| 699 binding affinity data cross-referenced to dimer structures in PDB, covering 32 systems |
|                    | SKEMPI28           | 2012           | https://life.bsc.es/pid/mutation_database/index.html | 3,047 ΔΔG measurements of 2,792 single or multiple point mutations for 158 structures of 85 systems Integrates data from ASEdb and PINT |
|                    | DACUM29            | 2016           | https://github.com/haddocking/dacum | Subset of SKEMPI 1.1 for single point mutations (1872 entries for 81 systems) with additional information on experimental methods used to measure the binding affinity |
|                    | PROXiMATE30        | 2017           | https://www.iitm.ac.in/bioinfo/proximate/ | 6,327 mutations for 176 complexes (checked on August 15, 2018) Includes data from ASEdb, PINT, SKEMPI 1.1 and AB-Bind |
|                    | dbMPIKT31          | 2017           | See Reference 31                    | 5,291 mutations Integrates data from SKEMPI 1.1 and AB-Bind |
|                    | SKEMPI 2.012       | 2018           | https://life.bsc.es/pid/skempi2     | 7,085 mutations for 345 structures of 237 systems Integrates data from SKEMPI 1.1, AB-bind, PROXIMATE and dbMPIKT To date the largest ΔΔG database |
| Complex-specific   | AB-Bind33          | 2015           | See Reference 33                    | 1,101 mutations for 32 antibody complexes |
|                    | ATLAS34            | 2017           | http://atlas.wenglab.org/web/index.php | 694 affinity data for wildtype and mutant TCR-pMHC complexes of human and mouse |
| Low quality        | Modeled structures | 2016           | See Reference 35                    | 846 mutations for 15 complexes, with structures generated through modeling and fitting |
|                    | Deep sequencing    | 2016           | See Reference 36                    | 5,748 single point mutations of type I dockerin-cohesin complexes |

To date the largest ΔΔG database
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as SKEMPI,28,32 provide the Protein Data Bank (PDB)46 entry of the highest resolution wildtype complex if more than one structure has been deposited. In principle, also lower-resolution structures or models could be explored to train and test ΔΔG predictors. Some attempts along those directions have been reported (see below).35,43,44

- **The experimental ΔΔG values:** Their quality is very important. The different accuracies and limitations of the experimental methods used to obtain ΔΔG values have been shown to impact the performance of ΔΔG predictors.29 Multiple experimental ΔΔG values from different methods or conditions might be available for the same mutation. Some work have used all these ΔΔG values for training,47 other took their average,42,48–51 or selected the values originating from what the authors consider the most reliable experimental methods.29,49,51 Mutations with binding affinities out of the experimental detection range (e.g., with only an upper limit, or absence of binding are reported without exact ΔΔG value) should be excluded for training and testing regression-based ΔΔG predictors. The new SKEMPI 2.0 database reports 440 such mutations.

- **Type of mutation:** As for the mutation itself, its location, type, frequency and other details (e.g., is it a single mutation or does it belong to a multiple mutation measurement?) should be considered. For example, mutations in the core of a protein, or outside the interface of a complex29,43,44,49 and mutations from or to Proline49 which are often causing conformational changes difficult to predict could be discarded. Some methods only concentrate on alanine mutations.52,53 Only single point mutations,44,47,48,51,54 multiple point mutations,54 or both types42,49,53 could be selected. Also, bias in the type of mutations and their frequencies could be corrected when selecting mutations in order to obtain a balanced dataset.49,55

### 2.4 Overview of representative ΔΔG predictors

Many structure-based ΔΔG predictors have been published in the past two decades (Figure 2, Table 2). In general, these predictors can be classified into classical linear functions and machine learning-based methods. Classical linear functions typically rely on physical energies and/or statistical potentials with weights optimized to reproduce the experimental data. In contrast, machine learning-based functions might use a variety of information from structure, energy, evolution, etc. to estimate ΔΔG.

The earliest ΔΔG predictors mostly used physical energies as features to describe PPIs. FoldX56,57 is a representative of such predictors. It is still wildly used for predicting mutation effects. It is based on physical energies such as van der Waals and electrostatic energies, with additional hydrogen bond and solvation contributions. To model mutations, FoldX uses a rotamer approach, only allowing conformational changes of sidechains and keeping the backbone fixed. In the same year that FoldX was published, a ΔΔG predictor based on Rosetta was published,58 relying on a linear combination of physical energies
dominated by Lennard Jones interactions, solvation interactions, and hydrogen bonding. It also uses a rotamer approach and was limited to alanine mutations. CC/PBSA (Concoord/Poisson–Boltzmann surface area)\textsuperscript{59} published in 2009, was one of the first $\Delta \Delta G$ predictors to use structural ensembles to explicitly describe conformational changes of both backbone and side-chains. It estimates $\Delta \Delta G$ by using averaged physical energies on all minimized structures of an ensemble. The method is, however, computationally expensive.\textsuperscript{55}

Besides physical energies, statistical potentials can also be used to estimate $\Delta \Delta G$. These are typically extracted from experimental structures and therefore highly dependent on the availability of large and various experimental training data. The SKEMPI database\textsuperscript{28} does provide such a large dataset. The authors of SKEMPI developed a statistical energy-based $\Delta \Delta G$ predictor based on intermolecular contact potentials\textsuperscript{49} derived from atomic and residue-level contacts with and without consideration of data bias to specific families, complexes and residue types. Residue-level contact potentials were shown to perform slightly better than atomic ones achieving a PCC of 0.73 on 1949 single and multiple point mutations of SKEMPI. When data bias was considered lower PCC values were obtained.\textsuperscript{49} BeAtMuSiC\textsuperscript{48} is another statistical energy-based $\Delta \Delta G$ predictor based on a coarse-grained model. It achieves a PCC of 0.68 and RMSE of 1.19 kcal/mol on the single point mutations of SKEMPI 1.1.

TABLE 2 List of representative $\Delta \Delta G$ predictors

| Type                          | Name               | Webserver/software       | Description                                                                 |
|-------------------------------|--------------------|--------------------------|-----------------------------------------------------------------------------|
| Physical/empirical energies   | FoldX\textsuperscript{56,57} | http://foldxsuite.crg.eu/ | Models mutations using rotamer approach                                      |
|                               | Rosetta\textsuperscript{58} | NA                       | Models mutations using rotamer approach                                      |
|                               | CC/PBSA\textsuperscript{59} | NA                       | Uses structural ensemble to model flexibility of backbone and sidechain      |
|                               | ZEMu\textsuperscript{35,55} | https://simtk.org/projects/matoolbox | Uses multiscale approach to model flexibility of mutation region. $\Delta \Delta G$ predictions are based on FoldX |
|                               | Flex ddG\textsuperscript{51} | NA                       | Samples structure flexibility with Rosetta “backrub”. $\Delta \Delta G$ predictions are based on Rosetta energy function |
|                               | EasyE and JayZ\textsuperscript{60} | NA                       | Guarantees identification of conformation of global minimum energy          |
|                               | Beard et al.\textsuperscript{64} | NA                       | Directly applies MM/GBSA to predict $\Delta \Delta G$ of single point mutations |
|                               | Li et al. Pred 2\textsuperscript{54} | NA                       | Combines MM/PBSA with predictions from FoldX and BeAtMuSiC                   |
|                               | SAAMBE\textsuperscript{30,62} | http://compbio.clemson.edu/saambe_webserver/ | Combines MM/PBSA and statistical potential. Using amino acid specific dielectric constants to mimic mutations flexibility |
|                               | Simões et al.\textsuperscript{52} | NA                       | Uses MM/PBSA and amino acid-specific dielectric constants to mimic mutations flexibility |
|                               | BindProX\textsuperscript{43} | https://zhanglab.ccmb.med.umich.edu/bindprofxs/ | Combines interface profile (conservation) with FoldX prediction              |
|                               | Borrman et al.\textsuperscript{34} | NA                       | TCR-pMHC complex-specific $\Delta \Delta G$ predictor                      |
| Statistical potentials based  | BeAtMuSiC\textsuperscript{48} | http://babylone.ulb.ac.be/beatmusic/ | Uses coarse-grained model                                                    |
|                               | Contact potentials\textsuperscript{49} | NA                       | Atomic and residue-level contacts                                           |
| Machine learning based        | mCSM\textsuperscript{47} | http://biosig.unimelb.edu.au/mcsm/ | Uses atom distance patterns with Gaussian process regression                 |
|                               | mCSM-AB\textsuperscript{63} | http://biosig.unimelb.edu.au/mcsm_ab/ | Antibody-specific $\Delta \Delta G$ predictor                              |
|                               | ELASPI\textsuperscript{64,64} | http://elaspic.kimlab.org/ | Uses 75 sequence, energy and molecular features with decision trees         |
|                               | BindProf\textsuperscript{42} | https://zhanglab.ccmb.med.umich.edu/bindprof/ | Combines interface profiles with FoldX energies through random forest        |
|                               | MutaBind\textsuperscript{31} | https://www.ncbi.nlm.nih.gov/research/mutabind/ | Uses various structure, energy and conservation features with both multiple linear regression and random forest |
|                               | iSEE\textsuperscript{65} | https://github.com/haddocking/isee | Combines 31 structure, energy and evolutionary conservation features with random forest |

Besides physical energies, statistical potentials can also be used to estimate $\Delta \Delta G$. These are typically extracted from experimental structures and therefore highly dependent on the availability of large and various experimental training data. The SKEMPI database\textsuperscript{28} does provide such a large dataset. The authors of SKEMPI developed a statistical energy-based $\Delta \Delta G$ predictor based on intermolecular contact potentials\textsuperscript{49} derived from atomic and residue-level contacts with and without consideration of data bias to specific families, complexes and residue types. Residue-level contact potentials were shown to perform slightly better than atomic ones achieving a PCC of 0.73 on 1949 single and multiple point mutations of SKEMPI. When data bias was considered lower PCC values were obtained.\textsuperscript{49} BeAtMuSiC\textsuperscript{48} is another statistical energy-based $\Delta \Delta G$ predictor based on a coarse-grained model. It achieves a PCC of 0.68 and RMSE of 1.19 kcal/mol on the single point mutations of SKEMPI 1.1.

Accounting for mutation-induced conformational changes in protein complexes is very important for the energy-based $\Delta \Delta G$ predictors, because the calculated energies are rather sensitive to details of the structures used. Early $\Delta \Delta G$ predictors such as FoldX\textsuperscript{56,57} and Rosetta\textsuperscript{58} model sidechain conformational changes using rotamer libraries, but these approaches cannot guarantee the identification of the lowest energy conformation. EasyE\textsuperscript{60} could identify the conformation of global minimum energy with high confidence with the guaranteed Cost Function Network algorithm, resulting in an improved performance over FoldX. Such rotamer approaches, however, do not consider backbone flexibility. Since the early predictors, many
attempts have been made to explore structural flexibility in order to improve the performance of $\Delta\Delta G$ predictors. ZEmu\textsuperscript{55} (Zone Equilibration of Mutants) combines structural flexibility with FoldX $\Delta\Delta G$ calculations using a multiscale approach. It limits the conformational sampling to a small region around the mutation site and leaves distant regions unperturbed, based on the assumption that mutations do not induce changes in global tertiary structure.\textsuperscript{40,66} This led to an improvement in PCC from 0.49 for FoldX to 0.62 for ZEmu on 1,254 single and multiple point mutations of SKEMPI. Flex ddG\textsuperscript{53} is another $\Delta\Delta G$ predictor that models conformational changes using Rosetta's Talaris energy function.\textsuperscript{67–69} Unlike ZEmu that only samples a small region around the mutation site, Flex ddG considers the entire structure as flexible by generating an ensemble of conformations with the Rosetta "backrub" protocol using torsion angle minimization and sidechain repacking. It estimates $\Delta\Delta G$ from the averaged Rosetta all-atom energies across the ensemble. Flex ddG showed considerable improvements of predictive performance over ZEmu on mutations such as small-to-large mutations (PCC from 0.48 to 0.65), multiple nonalanine mutations (PCC from 0.53 to 0.63), and mutations in antibody–antigen interfaces (PCC from 0.54 to 0.61).

Another group of classical linear $\Delta\Delta G$ predictors are based on Molecular Mechanics/Poisson–Boltzmann Surface Area (MM/PBSA) or Molecular Mechanics/Generalized Born Surface Area (MM/GBSA) methods.\textsuperscript{50,52,54,61} These methods typically use ensembles of conformations from molecular dynamics simulations, combining the molecular mechanics energies with solvation energies based on a continuum representation of the solvent (PBSA or GBSA schemes). These, alone or combined with other features, can be used to estimate $\Delta\Delta G$. Beard et al.\textsuperscript{61} directly applied MM/GBSA energies to calculate $\Delta\Delta G$ of single point mutations observing statistically significant correlations for various complexes. Li et al.\textsuperscript{54} applied a MM/PBSA method to predict $\Delta\Delta G$, and also combined it with FoldX and BeAtMuSiC into a multiple linear regression (MLR) model. Both standalone and combined $\Delta\Delta G$ predictors showed significant improvements in predictive performance (PCC: 0.69) over FoldX (PCC: 0.47) and BeAtMuSiC (PCC: 0.52). Likewise, SAAMBE\textsuperscript{50} combines MM/PBSA with statistical terms derived from physicochemical properties of protein complexes, including residue entropy, hydrophobicity, hydrogen bonds, interface area and normalized changes of interface area. Moreover, it uses amino acid-specific dielectric constants to implicitly account for conformational changes induced by mutations. A similar strategy was also applied in another alanine mutations only $\Delta\Delta G$ predictor.\textsuperscript{52} SAAMBE showed higher predictive accuracy than FoldX and BeAtMuSiC on different sets of single point mutations, such as large-to-small mutations, alanine mutations and mutations on different locations. These MM/PBSA- or MM/GBSA-based methods demonstrate a rather good prediction performance at a reasonable computational cost (not including the time required to generate the ensembles by MD simulations).

Machine learning methods have also been explored to predict $\Delta\Delta G$. Due to their data-driven nature, these highly rely on large and various experimental datasets. Their development has been catalyzed by the availability of large mutation databases (see above). One of the earliest such $\Delta\Delta G$ predictors is mCSM.\textsuperscript{47} It mainly uses atomic distance patterns to represent the environment of the mutation site and was trained with a Gaussian process regression algorithm to estimate $\Delta\Delta G$, achieving a high performance (PCC: 0.801, RMSE: 1.251 kcal/mol) on all 2,317 single point mutations of SKEMPI 1.1 with 10-fold CVs. It also shows good performance (PCC: 0.56, RMSE: 1.38 kcal/mol) when blindly tested on a low redundancy subset (350 mutations) of SKEMPI 1.1. Notably, mCSM does not require modeling the mutation since it only uses the wildtype structure, representing the mutation by the induced changes of atom type counts.

Ensemble learning approaches such as decision trees and Random Forest (RF) are becoming popular in machine learning-based $\Delta\Delta G$ predictors. An example using the decision trees algorithm is ELASPIC.\textsuperscript{44,64} It was developed using the Stochastic Gradient Boosting of Decision Trees (SGB-DT) algorithm to integrate a large and diverse set of features (75 in total). These include sequence (such as SIFT score\textsuperscript{71}), energy (such as FoldX energy terms and $\Delta\Delta G$), and molecular features (such as solvent accessible surface area, hydrophobic and hydrophilic contributions). ELASPIC achieved a PCC of 0.75 and RMSE of 1.2638 kcal/mol on a subset of SKEMPI selected by applying a 90% sequence identity redundancy reduction, surpassing FoldX (PCC: 0.44) and BeAtMuSiC (PCC: 0.53) by a considerable margin. The RF algorithm has been most frequently used in $\Delta\Delta G$ predictors (such as BindProf\textsuperscript{42}, iSEE\textsuperscript{65}, and MutaBind\textsuperscript{47}). BindProf\textsuperscript{42} constructs an interface binding profile score from an aligned ensemble of structurally similar interfaces, representing residue conservation. As a standalone feature, the interface profile score had a predictive accuracy similar to energy-based predictors such as FoldX. By combining interface profiles with atomic and residue level energies (e.g., FoldX energies) using a RF algorithm, BindProf got a very high CV performance (PCC 0.83) on the dimeric complexes of SKEMPI. iSEE\textsuperscript{65} is another predictor based on a limited number of interface structural, evolution and energy-based features (31 in total). It describes the evolutionary conservation of mutation position by a Position Specific Scoring Matrix generated from multiple sequence alignment. Structural and energetic features are obtained from a short refinement of the complex with the HADDOCK\textsuperscript{72,73} docking software. iSEE achieved a high CV performance (PCC: 0.80, RMSE: 1.41 kcal/mol) on single point mutations of dimeric complexes from SKEMPI 1.1. It shows competitive predictive performance compared to other classical and machine learning based $\Delta\Delta G$ predictors, such as FoldX,\textsuperscript{56} CC/PBSA,\textsuperscript{59} BeAtMuSiC,\textsuperscript{48} ZeMu,\textsuperscript{55} MM/PBSA,\textsuperscript{54} mCSM,\textsuperscript{47} and BindProfX.\textsuperscript{43} Another RF-based $\Delta\Delta G$ predictor is MutaBind.\textsuperscript{51} It combines RF with a MLR algorithm to integrate a variety of energetic, structural and conservation features.
with a fast sidechain optimization. Its final $\Delta \Delta G$ prediction is the average of the predicted $\Delta \Delta G$ values generated by the RF and MLR algorithms. MutaBind achieved a PCC of 0.68 with Leave One Complex Out Cross Validation (LOOCV) on the single point mutations of SKEMPI 1.1, outperforming FoldX and BeAtMuSiC (PCC: 0.40 and 0.39, respectively). In addition, MutaBind was also specifically trained on the protease-inhibitor complexes of SKEMPI, achieving a PCC of 0.76 with LOOCV and again surpassing FoldX (0.40) and BeAtMuSiC (0.44).

Another interesting $\Delta \Delta G$ predictor is BindProfX. Like BindProf, BindProfX also uses the structure interface profile, which represents the conservation of interface residues. BindProfX, however, estimates $\Delta \Delta G$ using amino acid probabilities from the Boltzmann distribution, while BindProf uses log-odd likelihood derived scores. In particular, pseudo-counts were introduced in BindProfX to offset the limit of data samples for interface multiple structure alignment. The Boltzmann probability with pseudo-counts used in BindProfX shows better predictive correlation than not only the log-odd likelihood score but also FoldX and BeAtMuSiC on single or multiple point mutations. By combining Boltzmann probability and FoldX $\Delta \Delta G$ with a simple linear function, BindProfX shows a further improved PCC of 0.738 on 1,131 single mutations of SKEMPI.

2.5 Complex-specific $\Delta \Delta G$ predictors

Most $\Delta \Delta G$ predictors have been developed to predict $\Delta \Delta G$ for various types of protein–protein complexes, which makes them generally applicable. Only few have been tailored to specific types of complexes. A main reason for this might be the lack of large amounts of experimental data for specific complexes. To increase the amount of relevant data for immune protein complexes, Sirin et al.33 curated the AB-Bind database for antibody complexes and Borrman et al.34 built the ATLAS database for TCR-pMHC complexes. The general $\Delta \Delta G$ predictors, such as FoldX and mCSM, were tested on AB-Bind data, showing low predictive performance (PCC: 0.34 and 0.35 for FoldX and mCSM, respectively).33 By using the same types of features as mCSM,47 Pires and Ascher63 trained an antibody antigen-specific $\Delta \Delta G$ predictor, called mCSM-AB, which showed an improved PCC of 0.53 with 10-fold CV on the AB-Bind data. Borrman et al.34 trained a specific $\Delta \Delta G$ predictor using energies and linear regression which achieved a PCC of 0.63 on the ALTAS database. While these complex type-specific predictors did show improved prediction performance, they did not achieve the prediction accuracy of predictors trained on general datasets. Developments are hampered by the availability of large, complex-specific datasets.

2.6 Are lower-quality structural models good enough?

The availability of experimental structures for PPIs is rather limited.5 This, however, can be largely expanded by computational modeling techniques.5 In order to predict the impact of mutations at an interactome level, it is necessary to develop and/or test $\Delta \Delta G$ predictors that can also handle modeled structures. Some attempts have been reported, for example, for ELASPIC,44,64 ZEMu35,55, and BindProfX.43

In ELASPIC,44,64 homology modeling was used to generate models for 2061 mutations of SKEMPI. A new $\Delta \Delta G$ predictor was then trained on these modeled structures, since it was found that features displayed different distributions between modeled and experimental structures. The new ELASPIC $\Delta \Delta G$ predictor achieved a PCC of 0.4 on the modeled structures, which is much lower than what was achieved (0.75) on experimental ones, but still better than FoldX alone (PCC: 0.27).

For ZEMu,35 a validation dataset with 846 single and multiple point mutations in 11 models of protein complexes was created. Notably, not only homology modeling (with sequence identities ranging between 44% and 51%) but also fitting into Cryo-EM density maps was used to generate structural models of the complexes. ZEMu35,55 achieved a PCC of 0.34 and RMSE of 1.54 for the set of 846 mutations. On a subset of 558 mutations for which experimental structures were available, ZEMu achieved a lower performance on modeled (PCC: 0.38, RMSE: 1.76) versus experimental complexes (PCC: 0.61, RMSE: 1.58), although it did outperform FoldX (PCC: 0.17, RMSE: 2.00). A similar predictive performance was observed on both homology models and cryo-EM-fitted structures.35

BindProfX43 was tested on a subset (104 mutations) of the ZEMu low-resolution structure models for dimeric complexes, achieving a PCC of 0.454 and outperforming ZEMu (PCC 0.118).43

These attempts to use structural models for $\Delta \Delta G$ prediction all demonstrate that the quality of the models is crucial to achieve a good predictive performance since none of the tested/developed predictors achieved accuracy (PCC) above 0.5. This is significantly lower than the reported performances on experimental structures. There is thus still plenty of room for further improvement. This will require both better computational modeling and optimization techniques and more robust $\Delta \Delta G$ predictors.

2.7 Important features

Knowledge of the most important features used to predict the impact of a mutation on the binding affinity of a complex should contribute to our understanding of PPI mechanisms and stimulate the further development of related computational tools. For
classical linear $\Delta \Delta G$ predictors, the weights of features in the linear function usually reflect their relative importance. In contrast, it is more difficult for machine learning methods to extract the importance of a specific feature due to their nonlinear form. Ensemble learning approaches such as decision trees and RF that can rank features by their contributions to the final prediction. For example, in decision trees and RF, the information gain or error decrease when selecting a given feature as the splitting node can be used to estimate the importance of this feature. The more information is gained, or the error is decreased, the more important that particular feature is. The importance of all features is then ranked by their total information gain or error decreased. Several $\Delta \Delta G$ predictors based on such approaches have reported the relative importance of the features used. For example, in ELASPiC,\textsuperscript{44,64} which uses the SGB-DT algorithm, the FoldX $\Delta \Delta G$ was the most important feature, followed by other energy terms such as sidechain entropy, energy clashes and solvation of mutated residues. The sequence conservation (SIFT score\textsuperscript{71}) was also highly important. Similarly, in the analysis of BindProf features with RF, FoldX $\Delta \Delta G$ and interface profile were the two most important features. The RF-based iSEE\textsuperscript{65} predictor highlights the dominant role of residues conservation in $\Delta \Delta G$ prediction, followed by the changes of intermolecular electrostatic energy and changes of buried surface area. Taken together, these analyses underline the importance of intermolecular energies and residue conservation for estimating mutation effects on binding affinity of protein complexes.

3 | A PARALLEL WITH SCORING FUNCTIONS

$\Delta \Delta G$ predictors and scoring function used in docking do share many features although the questions they are trying to answer are different. Scoring in the context of docking is defined as the evaluation and selection of near-native poses out of the typically large pool of models generated by protein–protein docking algorithms. Scoring and dealing with conformational changes are still the two main challenges in the docking field. We discuss here shortly scoring functions designed for protein–protein docking, even though it might be extended to any kind of macromolecular docking (e.g., protein–peptide, protein–nucleotide, etc.). Due to the huge body of literature, we do not aspire to give the most comprehensive review covering all possible contributions, but strive to give an overview of various scoring functions and their features since those are also often used in the prediction of binding affinity changes upon mutation. We also discuss the time evolution of the different types of scoring functions and draw the parallel with the evolution of $\Delta \Delta G$ predictors (Figure 2).

The primal scoring function dates from late 1980s, when Wodak and Janin introduced the key components of any modern docking software.\textsuperscript{74} Shape complementarity-based scoring method was implemented in this very first protein–protein docking simulation and since this original publication, it has been and still is widely used, often as one of the components of scoring functions in many modern docking programs.

Energy-based scoring functions have been the preferred alternative since the beginnings of the 21st century. They can be found in several different docking programs such as HADDOCK,\textsuperscript{72,73} ZDOCK,\textsuperscript{75} and PyDock.\textsuperscript{76,77} Energy-based scoring functions are typically a weighted linear function of multiple energetic terms (e.g., electrostatic and van der Waals [intermolecular] energies, hydrogen bonding energy, empirical desolvation energy, etc.) and surface area-based terms, like the Buried Surface Area (BSA).

Like $\Delta \Delta G$ predictors, docking scoring functions have also seen the appearance of knowledge-based potentials (i.e., statistical potentials). Statistical potentials-based methods originated from Miyazawa and Jernigan’s seminal work in 1985.\textsuperscript{78} This line of methods estimates the interaction potentials of pairwise atom/residue types by converting their pair density observed from experimentally solved 3D structures into energies. The basic assumption is that the pairwise interaction of specific types of residues/atoms (a state) follows the Boltzmann distribution,\textsuperscript{79–84} which elegantly describes the relationship between the probability of a state and its energy. A first implementation of a residue–residue statistical potential used for screening docking models can be found in the 3D-DOCK software suite.\textsuperscript{85} Other representative examples of the use of statistical potentials in scoring are DFIRE\textsuperscript{86} and SIPPER.\textsuperscript{87} A recent important advance in scoring functions comes from InterEvScore,\textsuperscript{88} a method combining (co-)evolution with multibody statistical potentials. Similar to BindProfX which use conservation as a main feature for $\Delta \Delta G$ predictions, InterEvScore makes use of this information (when available) for scoring protein–protein docking models, outperforming several state-of-the-art methods in those cases. Clearly, the major drawback here is the availability of co-evolution data. Nevertheless with the drastic advances of sequencing technology and the improved performance of PPI partner predictions, we believe such limitation could be alleviated in near future.

Machine learning-based scoring functions\textsuperscript{89–95} often treat the scoring problem as a binary classification problem, predicting a docked model as near-native or not. They usually integrate a large number of biophysical and sequence features (as those discussed previously) from the interface of the docked models. As a brief illustration of machine learning-based scoring functions, we selected two representative methods, IRaPPA\textsuperscript{96} and SPIDER.\textsuperscript{97}
IRaPPA integrates 91 physicochemical features, including physical and statistical potentials, empirical potentials, cluster size, etc. These features are combined to train ranking support vector machine (R-SVM) models that aim to minimize the fraction of swapped pairs relative to a perfect ranking. Based on the rankings from multiple R-SVM models, a consensus ranking is generated as final ranking through Schulze voting method.98

SPIDER is a structural binding motif-based method which uses a database of ~25,000 frequent subgraphs extracted from X-ray protein complexes. Those graphs represent the multiresidue interfacial motifs/patterns that appear frequently in native PPIs. The SPIDER score of a docked model consists of two main parts: (a) the frequency of the native binding motifs appearing at the interface of a docked model and (b) the geometrical fit between matching native patterns and the docked pattern.

4 | DATA! DATA! DATA!

Many ΔΔG predictors have been developed in the past decade, especially after the release of SKEMPI28 in 2012. Although SKEMPI and other databases provide >7,000 experimental mutation data for ~240 protein–protein complexes, the amount of available data is still very limited compared to the number of biological complexes for which a 3D structure is available in the PDB (~5,500 to date) and especially to the estimated size of the interactome (e.g., >100,000 human PPIs5). Furthermore, both types and locations of the mutations are not evenly represented. It is therefore difficult to train ΔΔG predictors on these rather limited interactions and mutations datasets, and to obtain a consistent prediction accuracy on new interactions and mutations. This is well demonstrated by the large drop in performance of LOCOCV and on blind tests. These limitations make it difficult to take full advantage of machine learning methods, and in particular deep learning which is becoming increasingly popular.99

Provided sufficient data, machine learning methods could improve the prediction performance because of their data-driven characteristic, while simple linear functions usually have limited performance improvement due to their simple form.100 Currently, simple linear ΔΔG predictors still compete with machine learning-based ΔΔG predictors, indicating there is still a plenty of room to improve machine learning-based ΔΔG predictors. The limited number of experimental ΔΔG data not only limits the development of ΔΔG predictors but also their benchmarking and comparison since it is difficult to define truly blind test datasets that no single predictor has previously seen.

In terms of data generation, deep sequencing has the potential of generating much more thermodynamic information although the quality currently may be not very high. Further, the collection of mutation data, often a manual process based on mining literature, could greatly benefit from text recognition and natural language processing techniques to automatically fetch relevant data from literature. A similar approach has been recently published to extract information for the scoring of protein–protein complexes in docking.101 It is also crucial to provide services and/or build an infrastructure to directly collect new data from the researchers generating them. The SKEMPI 2.032 website (https://life.bsc.es/pid/skempi2) provides such a service. Protabank102 (https://www.protabank.org/) is another database, with a larger ambition, aiming at building a comprehensive databank for protein engineering data. All initiatives should ideally benefit from direct links with the PDB so that structure depositors are directly encouraged to deposit any thermodynamics and kinetics data they might have, both about the complexes themselves and also the impact of mutation on those.

5 | BLIND CHALLENGES AS CATALYSTS OF DEVELOPMENT

Blind challenges can help to foster the development of better ΔΔG predictors and scoring functions by evaluating methods in a real case scenario. CAPRI103 is such a community-wide challenge for fully blind tests of computational docking algorithms. It involves two categories: (a) docking round, in which docking procedures are assessed for the prediction of biomolecular complexes and (b) scoring round, in which docking scoring functions are tested. From 2001, CAPRI has been playing a central role in stimulating the progress of docking algorithms and scoring functions as described in literature.15,101–108

In the 5th edition, CAPRI was extended to assess the methods to predict the impact of mutations for two designed influenza hemagglutinin binders based on yeast display enrichment data obtained using deep sequencing.15,40,104 This assessment reported severe difficulties of docking scoring functions for predicting the impact of mutations on PPIs. This outcome should not be read as a failure but as a necessity of developing better ΔΔG predictors. Note that scoring and ΔΔG prediction are in principle different problems, and no ΔΔG predictors discussed above were assessed in this CAPRI challenge. Also, this was a one-time challenge in CAPRI because there has not been any other similar challenge since then. More such blind challenges are therefore highly needed in order to assess the state-of-the-art ΔΔG predictors and further catalyze developments in this field, as has been achieved by CAPRI for docking and scoring in PPIs and the D3R (Drug Design Data Resource) grand challenges105,106 for protein–small molecule pose and binding affinity prediction.
CONCLUSIONS AND OUTLOOK

We have reviewed here various aspects of the prediction of the impact of mutation on the binding affinity of protein–protein complexes, excluding the more rigorous free-energy perturbation methods. As for the scoring in protein–protein docking, the field has seen a transition from purely energetic functions to a combination with statistical potentials and increasing use of machine learning techniques. The quantity and quality of the available data, and their coverage in terms of type/variety of complexes, is still very much a limiting factor for training predictors that can demonstrate a good performance over a wide range of complexes. As an illustration of this, recent benchmarking on a large blind subset of the recently released SKEMPI 2.0 (487 mutations in 56 complexes), which none of the predictors had previously seen, showed that iSEE, FoldX, mCSM, and BindProfX did not perform as well as on the training sets they originally used with PCC values all below 0.4. Even so, we have seen some promising contributions of such predictors to practical problems, for example, References 107–110.

To answer the original question in the title of this review, there is still plenty of work to be done to improve and further develop current predictors to make them reliable on fully blind and diverse datasets. Furthermore, they are also still very sensitive to the quality of the 3D structures used. With machine learning and in particular deep learning coming of age, there is a great potential to improve the field provided sufficient data become available. Here deep sequencing might contribute, with the catch that the quality of the generated data might be limited. Provided sufficient data, deep learning approaches might be able to deal with this problem. It should also be noted that several limiting factors identified for binding affinity prediction of PPIs might also apply here, for example, ignoring the free state of the mutated protein and solvent effect. These might require special attention in the future. One should, however, not forget that some problems will still require more rigorous computational approaches such as free energy perturbation methods and related in order to obtain reliable predictions that also properly consider entropic effects. These remain, however, computationally expensive and will, for the time being, not be applicable in high throughput manner for the thousands of mutations currently available in databases or to predict the impact of single nucleotide polymorphism on PPIs. Community-wide blind challenges like CAPRI and D3R, and hopefully new ones, will remain important catalysts for the development of new methods and continuous improvement of existing ones.
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