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Abstract: Air pollution is the serious issue that one must think about and is caused by harmful gases present in the atmosphere such as Carbon Dioxide, Carbon Monoxide, Sulphur Dioxide etc. since level of pollution varies from one place to another. According to WHO (World Health Organization) air pollution is the fifth major cause for deaths after heart diseases, high blood pressure, poor nutrition and tobacco smoking. Monitoring and detection of the amount of harmful gases over particular area can reduce the chances of endanger to human beings and warn them called Long. Conclusions and future...
sensors, MQ-135[2] is integrated with NodeMCU [7] for monitoring the pollution level as it possess a wide detecting scope, highly sensitive nature and suites in the long run for detection of toxic gases like carbon dioxide, smoke, ammonia, benzene etc. These are electro chemical sensors that generally possess a small heater inside the sensors which is sensitive in detecting gases of different ranges according to their concentration in the outdoor environment and the recorded values of sensors are noticed in NodeMCU. This firmware utilizes MQTT protocol [6]. MQTT is crucial protocol which can be ideal for interconnecting physical world to real world. The use of MQTT as a communication protocol can save power and bandwidth as it’s a lightweight protocol that possess a small message size. MQTT architecture using Publish / Subscribe is more suitable for use in IoT than other protocols that use Request / Response because the client on MQTT does not require a request update, that results in saving bandwidth as well as increases battery life of the device.

In this proposed model the sensor data will be preserved in ThingSpeak cloud and further analysis can be performed by machine learning algorithms made available in various cloud platforms as SaaS (Software as a Service) or PaaS (Platform as a Service) so in cloud itself the analytics can be made automatic for real time monitoring so human intervention all the time doesn't required. Platforms like Microsoft Azure, IBM Watson IoT, Amazon Web Services providing services and packages to access, and build IoT project with ease.

III. METHODOLOGY

A. NODEMCU AND MQTT PROTOCOL

The uniqueness of employing IOT in Machine to machine communication(M2M) is that there are various gas sensors present and a single storing device is present. MQTT protocol gathers information from NodeMCU publishing unit and examines in such a way that the message is sent successfully, and similar process is carried out in between every sender and receiver devices until the agreement is cancelled by which it states that the subscriber does not need to participate in the transmission process. This mode is highly benevolent for low power systems as it less expensive and dependable. MQTT processing involves a sequential number of steps out of which MQTT client and MQTT broker[9] plays a deciding role of the protocol.

**MQTT client:** a device when subjected as client in MQTT receives data that varies from micro controller to server. In order to receive data, the client must be subscribed to specific topic and a library has to be setup in any network. The library functions may include codes written in C, C++, IOS etc.

**MQTT Broker:** Broker is the central entity as it handles the communication between MQTT clients and distributing messages. It possess a capability of handling multiple number of clients at once and has various tasks to implement and authorization of clients is one such example.
B. LONG SHORT-TERM MEMORY NETWORK (LSTM)

IoT platform will facilitate the data to pass through network and it has to land on the proper destination for further analysis. The proposed work includes forecasting, so data channelling should be towards the platform where various computations mechanisms can be employed without being weigh down the complete system. The conventional computational strategies are complex, cumbersome and requires high end processors, the alternate way to do the same task with more ease and flexibility is to have the leverage of recent technologies like Machine Learning (ML) algorithms. ML have wide range of models, for time series analysis especially LSTMs performs aptly among all of the models. Unlike Feed Forward Networks (FFN), LSTMs have memory and states are recurrent. The native RNNs suffers from vanishing gradient problem so LSTM is the modified version of it [11]. A single node of LSTM consists of various other units. Basic LSTM block consisted of input, output gates and multiple cells and depends on the necessity of the experiment other units like input gates, input activation function or bias units were included or discarded. Backpropagation through time and recurrent learning was used for training of the network. The LSTMs modified over time and currents equipped with some more extra units those Forget gate and Peephole connections. Forget gates resets the states for LSTMs and allow recurrent learning. Peepholes are responsible for precise timings to be learned properly by LSTMs [12]. Learning in LSTM involves forward pass and backpropagation over time. In proposed work data for the processing generated by the gas sensor MQ135 and passed to the network using NodeMCU, all the variations in gas (CO₂) level fed to the LSTM network for forecasting.
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Fig. 3 LSTM Block

This network incorporates following two propagations in order to train the network. Let \( x' \) be the input data vector at time \( t \), \( \mathcal{M} \) is the number of inputs and \( \mathcal{N} \) is the number of LSTM blocks, the input weights \( \mathbf{w}_z, \mathbf{w}_o, \mathbf{w}_f, \mathbf{w}_o \in \mathbb{R}^{\mathcal{N} \times \mathcal{M}} \). And recurrent weights are \( \mathbf{R}_z, \mathbf{R}_o, \mathbf{R}_f, \mathbf{R}_o \in \mathbb{R}^{\mathcal{N} \times \mathcal{N}} \), Peephole weights \( \mathbf{P}_z, \mathbf{P}_o, \mathbf{P}_f, \mathbf{P}_o \in \mathbb{R}^{\mathcal{N}} \), bias weights \( \mathbf{b}_z, \mathbf{b}_o, \mathbf{b}_f, \mathbf{b}_o \in \mathbb{R}^{\mathcal{N}} \). The forward propagation expressions for the LSTM layer as follows:

- **block input**,
  \[
  z' = g(z')
  \]
- **input gate**,
  \[
  i' = (i')
  \]
- **forget gate**,
  \[
  f' = \left( \hat{f}' \right)
  \]
- **cell**,
  \[
  c' = z' \cdot i' + c' - i' \cdot f'
  \]
- **output gate**,
  \[
  o' = \left( \hat{o}' \right)
  \]
- **block output**,
  \[
  y' = h(c'
  \]

Where \( g \) and \( h \) are non-linear activation functions which are sigmoid and hyperbolic tangent.
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Gate uses sigmoid whereas tanh generally used by input and output activation functions.
Backpropagation over time done by finding the gradients in other words calculating the deltas of each back pass over all LSTM blocks.

\[ y' = t + R_i z' + R_i + R_f f' + R_o o' \]
\[ o' = y' h(c') (o') \]
\[ c' = y' o' h (c') + P_o o + P_i \]
\[ f' = c' - c' \hat{j} \]
\[ i' = c' z' \hat{i} \]
\[ z' = c' i' g'(z') \]

Here, \( t \) is the delta vector which is passed downward from higher layers. Suppose \( E \) is loss function and it is usually \( (E/y') \), and there are no recurrent dependencies. So, deltas of inputs are computed as:

\[ x' = W_x z' + W_i i' + W_f f' + W_o o' \]

And gradients of weights for the back pass can be calculated for \( \{z, i, f, o\} \) and \( \{1, z\} \) are outer product of two vectors and given as:

\[ w = \sum_{t=0}^{T} t, x' \]
\[ p_i = \sum_{t=0}^{T} c' - i' \]
\[ p_f = \sum_{t=0}^{T} c' - f' \]
\[ p_o = \sum_{t=0}^{T} c' - o' \]

IV. EXPERIMENTATION AND RESULT ANALYSIS

The proposed work concentrates on obtaining the air quality levels from atmosphere by MQ135 sensor and sending the levels to distant peers with NodeMCU and MQTT protocols over the network. Further analysis of the levels comprises Deep learning model LSMT[13], for predicting the air quality levels. Beginning of the algorithm divides the data into two sets, training and test. The algorithm works on 1191 levels or in other words continuous time steps, shown in fig. 4 (a) and further divided as 900 levels for training and remaining 291 levels for testing the model. Before feeding the data to LSTM it has to be prepossessed to avoid anomalies and outlier values. Then the time series data will be made ready for supervised learning by making the single variable data for next time step value label. So univariate analysis performed on LSTM supervised learning and data after labelling are shown in fig. 4(b) and fig. 4(c), values are then scaled between (-1, 1) fig. 4 (d) and fig. 4(e). Now the data trained in LSTM network with the batch size of 1, number of epochs are 100 and number of neurons 500. Model fitting on the data should be performed to predict the future values of the air quality level after inverting the data. The predicted values against test data levels are shown in fig. 4(f) and 4(g). And results shows that models gives good performance on test data and gives RMSE (Root Mean Square Error) as 15.716. The resulted error from experiment can be reduced by training the model with huge data set and parameters should be modified.
IV. CONCLUSION AND FUTURE SCOPE

Paper focused on developing an air pollution monitoring system of an area and monitoring the values of toxic gases present and integrated model data in cloud platform through NodeMCU which avails the data accessibility anytime and can be analysed from anywhere whenever necessary. This analysis can help in taking preventive measures to minimize polluting gases in the environment. Since smart phones have revolutionized the human lives, which can be integrated to the sensors such that the data analysis can be implemented in mobiles and everyone would be aware of the amount of pollution caused and would help in Controlling the pollution.
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