Indirect light absorption model for highly strained silicon infrared sensors
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The optical properties of silicon can be greatly tuned by applying strain, opening new perspectives particularly in applications where infrared is key. In this work, we use a recent model for the indirect light absorption of silicon and include the effects of tensile and compressive uniaxial strains. The model is based on material properties such as the band gap, the conduction and valence bands density-of-states effective masses, and the phonon frequencies, that are obtained from first principles including strain up to ±2% along the [110] and [111] directions. We show that the limit of absorption can increase from 1.14 µm (1.09 eV) to 1.35 µm (0.92 eV) under 2% strain, and that the absorption increases by a factor of 55 for the zero-strain cutoff wavelength of 1.14 µm when a 2% compressive strain is applied in the [110] direction. We demonstrate that this effect is mainly due to the impact of strain on the electronic band gaps of silicon, directly followed by the valence band density-of-states effective mass.

I. INTRODUCTION

Silicon is a well-known material in the electronic industry. It has been extensively used over the past decades to develop ever more efficient electronic devices. Compared to other materials used in infrared applications, e.g., germanium, indium or gallium, silicon devices present the advantages of low toxicity and environmental impact with straightforward integration for CMOS circuits. Most improvements were realized by reducing the device dimensions. However, reducing dimensions has physical limits, and other technical innovations have been needed. Strained silicon has been suggested and indeed quickly showed promising properties such as improved electron or hole mobilities. This technique is now widely used in industry especially to enhance Si-based CMOS performances with a mobility increase up to 90% with stressors or epitaxial growth. Today, strain engineering is used routinely to manufacture semiconductor devices, in order to boost performances at low additional cost. Even though the effects of small strain on the electronic properties of silicon have already been studied, both theoretically and experimentally, highly strained silicon remains largely unexplored. Recently, it was shown how to reach high strain in different structures based on nanoribbons, nanowires or nanomembranes. The interest for highly strained silicon is therefore enhanced since such strain levels can significantly change its optical properties and make silicon a suitable material for infrared applications.

The indirect band gap of silicon enables light absorption through interband transitions up to the near-infrared region, for photon energies roughly larger than the fundamental band gap of 1.12 eV at 300 K (wavelengths lower than 1.1 µm). Such indirect transitions require additional momenta provided by the lattice vibrations, the so-called phonons. This phonon-assisted process dominates the absorption spectrum of silicon in the energy region between the fundamental and the direct (3.2 eV) band gaps. For energies larger than the direct band gap, the absorption quickly increases and is mainly dictated by direct interband transitions. Despite the importance of the subject, only a few theoretical computations of the indirect absorption spectrum of silicon exist, mostly because of the complexity of the interactions between electrons and phonons. Only recently, first-principles computations of the phonon-assisted absorption were able to quantitatively describe the absorption spectrum of silicon. However, while these first-principles computations give accurate results, the computational cost is very large.

In this work, we extend the theoretical model of Tsai developed for relaxed silicon to the highly strained crystal case. The model requires only a few parameters such as the direct and indirect band gaps, the conduction and valence bands density-of-states effective masses (i.e., the effective masses leading to the same density of states as if the bands were parabolic), the phonon frequencies, and the deformation potentials for the different electronic transitions. Using first-principles computations, we show that the main impact of strain is on the band gaps and the effective masses, while the phonon energies remain almost unchanged. The advantage of this model compared with fully first-principles computations is the time required to obtain the full spectrum, particularly when many strain levels have to be considered. Using our model, we demonstrate that the cutoff wavelength of silicon, defined here as the wavelength above which the absorption becomes lower than 1 cm⁻¹, can increase from 1.14 to 1.35 µm (decrease from 1.09 to 0.92 eV) under a 2% tensile or compressive strain. Additionally, we show that the absorption coefficient increases by a factor of 15 to 55 at the zero-strain cutoff wavelength, therefore largely increasing the efficiency of silicon-based devices in the infrared.
II. INDIRECT LIGHT ABSORPTION MODEL

Light absorption can be due to direct and indirect processes. In this work, we focus on the indirect light absorption, which is the dominating process for photons of energies below 3.2 eV (above 387 nm) in relaxed silicon. In this case, the absorption coefficient $\alpha$ is usually expected to vary as the square of the incoming photon energy $E_\lambda$, with $\lambda$ the photon wavelength. More precisely, assuming single-phonon processes, the absorption coefficient can be expressed as

$$\alpha(E_\lambda) = P \left[ \frac{(E_\lambda - E_g + E_{ph})^2}{\exp \left( \frac{E_{ph}}{k_B T} \right) - 1} \right]$$

$$+ \frac{(E_\lambda - E_g - E_{ph})^2}{1 - \exp \left( -\frac{E_{ph}}{k_B T} \right)} H(E_\lambda - E_g - E_{ph}),$$

where $P$ is a material-dependent coefficient, $E_g$ is the fundamental band gap, $E_{ph}$ is the phonon energy, $k_B$ is the Boltzmann constant, $T$ is the temperature and $H(x)$ is the Heaviside unit-step function. The two terms in Eq. (1) correspond to phonon absorption and emission processes, respectively. This equation can correctly describe the general trend of the absorption spectrum. It can also be used to extract band gap values (the absorption coefficient being very low for photon energies below the fundamental band gap). In this relation, $P$ is treated as a fitting parameter of the semi-empirical model. Therefore, this $a$ priori unknown proportionality coefficient prevents a fully theoretical prediction of materials performances, particularly in a case such as highly strained silicon for which there are no experimental data available.

Recently, Tsai derived a theoretical model for computing the indirect absorption coefficient based on second-order time-dependent perturbation theory. The model extends Eq. (1) by considering all the possible types of intervalley scattering processes for the indirect transitions. Some of these transitions are represented in Fig. 1 with the band structure of relaxed silicon. Such indirect light absorption happens by either the absorption of a photon (represented by blue arrows) followed by the absorption or emission of a phonon (represented by red wavy arrows), or vice versa. For each valley of the conduction band where the electrons might be scattered, two intermediate states are considered. The first one (in green in Fig. 1) is located at $\Gamma$ in the conduction band, and the second one (in blue in Fig. 1) is located in the valence band, at the high-symmetry $k$ point characterizing the conduction band valley (denoted by $\Delta$ in the following), $k$ being the electron wavevector. For a given transition connecting two valleys through a phonon of wavevector $q$ and mode $\nu$, the absorption coefficient derived by Tsai is given by

$$\alpha_{q\nu} = \frac{AN_{val}}{E_\lambda \hbar \omega_{q\nu}} \left[ \frac{N_q (E_\lambda - E_g + \hbar \omega_{q\nu})^2}{|E_{g1} - E_\lambda - i\Gamma_d|^2} H(E_\lambda - E_g + \hbar \omega_{q\nu}) + \frac{(N_q + 1)(E_\lambda - E_g - \hbar \omega_{q\nu})^2}{|E_{g1} - E_\lambda - i\Gamma_d|^2} H(E_\lambda - E_g - \hbar \omega_{q\nu}) \right]$$

$$+ \frac{N_q (E_\lambda - E_g + \hbar \omega_{q\nu})^2}{|E_{g2} - E_\lambda - i\Gamma_d|^2} H(E_\lambda - E_g + \hbar \omega_{q\nu}) + \frac{(N_q + 1)(E_\lambda - E_g - \hbar \omega_{q\nu})^2}{|E_{g2} - E_\lambda - i\Gamma_d|^2} H(E_\lambda - E_g - \hbar \omega_{q\nu}) \right],$$

where $N_{val}$ is the number of degenerated conduction valleys, $E_g$ is the indirect band gap (fundamental or not, depending on the considered valley), $E_{g1}$ and $E_{g2}$ are the direct band gap energies providing intermediate states (for instance, $E_{g1}$ and $E_{g2}$ are intermediate states), $\Gamma_d$ is a damping factor, and

$$N_q = \left( \exp \left( \frac{\hbar \omega_{q\nu}}{k_B T} \right) - 1 \right)^{-1} \quad (3)$$

is the Bose-Einstein distribution for the number of phonons of frequency $\omega_{q\nu}$. The material-dependent proportionality constant $A$ is defined as

$$A = \frac{e^2 m_0^{3/2} m_e^{3/2} E_p D_{q\nu}^2}{96\pi^2\hbar^3 m_0 e \epsilon_0 n_r \rho_L}, \quad (4)$$

where $e$ is the electron charge, $m_0$ is the free electron mass, $c$ is the speed of light in vacuum, $\rho_L$ is the material density, $n_r$ is the refractive index, $E_p$ is an energy parameter for the electron-photon interactions, $D_{q\nu}^2$ is the phonon deformation potential, and $m_e$ and $m_v$ denote the density-of-states effective masses of the conduction and valence bands, respectively. To the contrary of the semi-empirical model, Eq. (2) is based on a fully detailed physical understanding of the absorption mechanisms that is essential to correctly predict the behavior of the material.

As it is observed in Fig. 1, different indirect transitions have to be considered in silicon, corresponding to different valleys of the conduction band. Each of them gives a different contribution to the total absorption coefficient,

$$\alpha = \sum_{q\nu} \alpha_{q\nu}. \quad (5)$$
For relaxed and strained silicon, different parameters are computed from first principles using density functional theory (DFT), as implemented in ABINIT. We use norm-conserving pseudopotentials from the PSEUDOJOJO in the generalized-gradient approximation (GGA) from Perdew-Burke-Ernzerhof (PBE) with a plane-wave cutoff of 20 Ha. For each strain level, we first perform a structural relaxation for the two atoms of the strained (fixed) unit cell. The electronic band structure is then determined using an 8×8×8 Monkhorst-Pack k-point grid. As expected from DFT, the band gaps are severely underestimated. This is corrected by applying scissor shifts to the conduction band levels in order to fit the experimental measurements for relaxed silicon. The same scissor shifts are kept for the strained cases.

The phonon frequencies $\omega_{qu}$ are obtained within density-functional perturbation theory (DFPT) using ABINIT. The deformation potentials are considered constant, as justified later in this work. Finally, each conduction band valley is considered separately since their degeneracy is lifted by the strain. The absorption coefficient is then obtained as the sum of all these separate contributions.

The density-of-states effective mass of a given band (conduction or valence) is defined as the one giving the same density of states as if the band was parabolic. In the case of the valence band, it is obtained through the zero of energy is located at the valence band maximum.

### III. METHODS

#### A. Strain

We consider two crystallographic directions for the uniaxial strain, namely [110] and [111]. These modify the unit cell of silicon according to the related strain tensors,

$$E_{[110]} = \frac{1}{2} \begin{pmatrix} (\varepsilon_\perp + \varepsilon_\parallel) & (\varepsilon_\perp - \varepsilon_\parallel) & 0 \\ (\varepsilon_\perp - \varepsilon_\parallel) & (\varepsilon_\perp + \varepsilon_\parallel) & 0 \\ 0 & 0 & 2\varepsilon_\perp \end{pmatrix}$$

$$E_{[111]} = \frac{1}{3} \begin{pmatrix} (\varepsilon_\perp + 2\varepsilon_\parallel) & (\varepsilon_\perp - \varepsilon_\parallel) & (\varepsilon_\perp - \varepsilon_\parallel) \\ (\varepsilon_\perp - \varepsilon_\parallel) & (\varepsilon_\perp + 2\varepsilon_\parallel) & (\varepsilon_\perp - \varepsilon_\parallel) \\ (\varepsilon_\perp - \varepsilon_\parallel) & (\varepsilon_\perp - \varepsilon_\parallel) & (\varepsilon_\perp + 2\varepsilon_\parallel) \end{pmatrix},$$

where $\varepsilon_\perp$ is the uniaxial strain applied on the material in the [110] or [111] direction while $\varepsilon_\parallel$ is the induced perpendicular strain. For elastic deformations, $\varepsilon_\parallel$ is proportional to $\varepsilon_\perp$:

$$\varepsilon_\parallel = -D_{ijklj}\varepsilon_\parallel,$$

with

$$D_{[110]} = \frac{2C_{11}C_{44} + (C_{11} + 2C_{12})(C_{11} - C_{12})}{4C_{12}C_{44}}$$

and

$$D_{[111]} = \frac{C_{11} + 2C_{12} + 2C_{44}}{C_{11} + 2C_{12} - 2C_{44}},$$

where $C_{11} = 165.77$ GPa, $C_{12} = 63.93$ GPa, and $C_{44} = 79.62$ GPa are the elastic constants of silicon.

#### B. Computational methods

The phonon energy is

$$E_{ph} = h\omega_{qu},$$

where $\omega_{qu}$ is the induced

$$E_{ph} = \frac{1}{2} \frac{1}{2\pi^2} \left( \frac{2m_e}{\hbar^2} \right)^{3/2} (k_BT)^{3/2} \int_{-\infty}^{E_v} \frac{g(E)}{\omega(E)} dE,$$

where $E_v$ is the energy of the valence band maximum and $g(E)$ is the density of states obtained on dense meshes for each strained configuration. A similar expression holds for the conduction band. In the case of silicon, the conduction band is almost perfectly parabolic so that $m_c$ is very close to the geometric mean of the transverse and longitudinal components of the electron effective mass tensor, $m_l$ and $m_t$, respectively:

$$m_{c,i} = (m_{l,i}m_{t,1},i)^{1/3},$$

where $i$ denotes a single valley. These longitudinal and transverse effective masses can be determined as second-order derivatives of the electronic energies, obtained from non-self-consistent computations of the band structure on dense meshes. In contrast, the top of the valence band does not consist of a single state and is highly anisotropic and non-parabolic so that a formula such as Eq. (12) does not hold.
indirect absorption in relaxed silicon

In relaxed silicon, the only contribution for the absorption of infrared light (\(\lambda > 750 \text{ nm}\)) comes from the transitions to the \(\Delta\) valleys, where the conduction band minimum of silicon lies. The indirect band gap \(E_{\text{g},\Gamma\Delta}\) is 1.12 eV and the valley is 6-fold degenerated. The transitions to other higher-energy valleys, such as \(L\) (see Fig. 1) or even \(K\) and \(U\), are also responsible for visible light absorption for \(E_{\text{g}} > 2.5 \text{ eV}\) (\(\lambda < 500 \text{ nm}\)). In this work, we focus on the region of the spectrum between 0.89 and 1.91 eV (0.65 and 1.4 \(\mu\)m). Therefore, only the contributions from the six degenerated \(\Delta\) valleys need to be included in the case of relaxed silicon, and only three gaps have to be considered in Eq. (2): the direct band gaps at \(\Gamma\) and \(\Delta\) (\(E_{\text{g},\Gamma}\) and \(E_{\text{g},\Delta}\), respectively) and the fundamental gap \(E_{\text{g},\Gamma\Delta}\), see Fig. 1. The experimental values are used in relaxed silicon, as explained in our methodology.

Different phonon modes \(\nu\) have to be considered for the intervalley transitions. In silicon, 6 modes are present and should be taken into account. Following Ridley,\(^{43}\) Tsai included only the transverse optical (TO) and acoustic (TA) modes.\(^{28}\) However, it has recently been shown by Vandenberghhe et al.\(^{44}\) that the deformation potential for the longitudinal optical (LO) mode is far from being negligible,\(^{44}\) while the longitudinal acoustic (LA) mode can be safely ignored.\(^{44}\) Therefore, we also include the contribution of the LO mode and use these deformation potentials, that are given in Table I. The values used by Tsai are given in brackets for comparison.

We obtain the conduction and valence bands density-of-states effective masses using the methodology described in the previous section and obtain different values as the ones used by Tsai, see Table I. Particularly, the valence band effective mass is 47% larger but in better agreement with experimental evidence.\(^{45}\) The conduction band effective mass is also in good agreement with previous results.\(^{45-47}\) The parameter related to the electron-photon interactions is also adapted to better fit the experimental absorption coefficient. All the other parameters required by the indirect-light absorption model are given in Table I.

Figure 2 compares the absorption coefficient obtained by Tsai (including only the TO and TA modes, and using the parameters in brackets in Table I) with our result obtained by taking into account the LO mode and the deformation potentials from Vandenberghhe et al.,\(^{44}\) evaluated at the \(q\) point connecting the valence band maximum to the conduction band minimum (\(q = \Delta\)), and our computed effective masses. The contributions of the different modes are further analyzed in the inset of Fig. 2. In order to evaluate this model, the data from Green et al.\(^{48}\) for the absorption coefficient of silicon is also represented in Fig. 2. Due to its availability, this data set is usually taken as a reference for silicon absorption to compare and check the validity of different absorption models. It can be seen from Fig. 2 that the agreement between Tsai results, ours, and the experimental data is very good on a large portion of the spectrum. However, close to the cutoff wavelength of 1.14 \(\mu\)m, our model allows for a better description of the shape of the absorption spectrum, in contrast with the case where the LO mode is not taken into account. Indeed, this mode is dominating the absorption coefficient spectrum and should not be neglected, particularly in the region of interest for near-infrared applications.

In the following, we extend this model to take into account the impact of strain on the absorption of silicon using DFT and DFPT to compute the evolution of important parameters such as the effective masses, the band gaps and the phonons energies. This allows us to

### Table I. Physical parameters used to compute the indirect absorption coefficient of relaxed silicon. The values used by Tsai that differ from our work are given in brackets.\(^{28}\)

| Parameters | Value |
|------------|-------|
| \(n_r\)    | 3.42  |
| \(\rho_L\) | 2.328 g/cm\(^3\) |
| \(m_c\)    | 0.36 (0.328) \(m_0\) |
| \(m_v\)    | 0.81 (0.55) \(m_0\) |
| \(T\)      | 300 K |
| \(E_p\)    | 12 (25) eV |
| \(\Gamma_d\) | 1.35 eV |
| \(E_{\text{g},\nu}\) | 3.2 eV |
| \(E_{\text{g},\Gamma\Delta}\) | 1.12 (1.1557) eV |
| \(E_{\text{g},\Delta}\) | 4 eV |
| \(D_{\text{TA}}\) | \(4.1 \times 10^9 (8.8 \times 10^9)\) eV/cm |
| \(D_{\text{TO}}\) | \(1.2 \times 10^9 (1.3 \times 10^9)\) eV/cm |
| \(D_{\text{LO}}\) | \(2.2 \times 10^9 (0)\) eV/cm |

![Figure 2. Comparison between our indirect absorption coefficient computed including the contributions of the TA, TO and LO modes (solid orange line) with that obtained by Tsai, including only the TO and TA modes with different parameters (solid black line). These are compared with the absorption coefficient measured experimentally by Green et al. (blue circles).\(^{48}\) The inset shows the contributions of the TA, TO and LO modes to the absorption coefficient.](image-url)
V. HIGHLY STRAINED SILICON

A. Electronic band structure

In the energy region of interest, i.e., 0.89–1.91 eV, only the indirect absorption through the Δ valleys have to be considered in the case of relaxed silicon. For strained-silicon, we also need to monitor the indirect band gaps between the valence band maximum at Γ and other valleys of the conduction band, such as L, K, or U (E_{g,ΓL}, E_{g,ΓU} and E_{g,ΓK}, respectively). Indeed, even if these indirect gaps are larger than 1.91 eV at zero strain, they could decrease and lead to important contributions to the absorption spectrum of highly strained silicon. Table II gives the band gaps obtained with DFT, together with the experimental values and the applied scissor shifts. The scissor shifts are different for each transition, because

|                | DFT    | Expts. [50] | Scissor |
|----------------|--------|-------------|--------|
| E_{g,ΓΔ}       | 0.61   | 1.12        | 0.51   |
| E_{g,ΓΓ}       | 2.55   | 3.2         | 0.65   |
| E_{g,Δ}        | 3.28   | 4           | 0.72   |
| E_{g,ΓL}       | 1.46   | 2.5         | 1.04   |
| E_{g,ΓU}       | 1.24   | -           | 1.04   |
| E_{g,ΓK}       | 1.24   | -           | 1.04   |

when strain is applied. Using very dense grids in reciprocal space around these valleys, we found that the displacement of the Δ points occurs mainly along the longitudinal direction. In the case of a uniaxial strain in the [110] direction, the Δ_2 valleys show almost no displacement while the Δ_4 valleys show a quadratic displacement, as shown in Fig. 4(a). These displacements are taken into account in the following.

The evolution of the band gaps with the uniaxial strain applied along [110] is represented in Fig. 5(a). The fundamental band gap reduces significantly under both tensile (positive) and compressive (negative) strains, with a sensitivity of −0.11 eV/% in both cases. However, the indirect band gaps related to the K, U and L valleys all remain larger than 1.91 eV with a maximum strain level of 2%. Therefore, these will not lead to additional contributions to the absorption coefficient in the region of interest, and only the Δ valleys should be considered.

In the case of a uniaxial strain along the [111] direction, the 6-fold degeneracy of the Δ valleys remains, see Fig. 3(b), while the L valley along [111] (L_1) is separated from the three others (L_3). For the K and U valleys, there are two different band gaps, namely E_{g,ΓKd} and E_{g,ΓKc}. The displacement of the Δ_6 valleys with the applied strain is smaller in this case, see Fig. 4(b). The evolution of the band gaps with the uniaxial strain along the [111] direction is represented in Fig. 5(b). The fundamental band gap also reduces, with a sensitivity of −0.10 eV/% (−0.05 eV/%) for compressive (tensile) strain. The higher-energy E_{g,ΓL} and E_{g,ΓK} band gaps decrease rapidly with the strain level, but still remain above the considered spectrum. Thus, they will not impact our computed absorption coefficient. Again, only the Δ valleys should be considered.
B. Effective masses

Figure 6 shows the evolution of the conduction band density-of-states effective masses for the different $\Delta$ valleys with the applied uniaxial strain. It can be seen that the strain levels considered in this work are not sufficient to affect significantly the conduction band effective masses. As shown later, this effect only slightly impacts the absorption coefficient of highly strained silicon. It can thus safely be ignored.

Figure 7 shows the evolution of the valence band density-of-states effective mass with the applied uniaxial strain. In contrast with the conduction case, the valence band effective mass decreases significantly with the applied strain. This effect is precisely due to the large anisotropy and non-parabolicity of the valence bands, that become more parabolic as strain is applied. The density of states is largely affected, as shown in the insets of Fig. 7, depicting the evolution of the integrand on the right-hand side of Eq. (11) close to the valence band maximum.

C. Phonons

The impact of strain on the phonon frequencies must also be carefully analyzed. As explained in Sec. II, only the phonons with a wavevector $\mathbf{q}$ connecting the valence band maximum at $\Gamma$ to the conduction band minimum at $\Delta$ should be considered. It has recently been shown that the TO, TA and LO modes show a strong electron-phonon coupling for such interband transitions, while the LA mode plays a negligible role. Here, we analyze the behavior of the phonon frequencies for these modes and wavevector $\mathbf{q} = \Delta$. Figure 8 shows the evolution of these $\omega_{\Delta \nu}$ with the different types of strain considered, as computed with DFPT. The changes in phonon frequencies are overall negligible, and these changes only have a small impact on the absorption coefficient of highly strained silicon.

The deformation potentials $D_{\mathbf{q} \nu}$ being obtained from the electron-phonon coupling matrix elements, one can make the following assumption. Most of the changes of the electronic structure of silicon due to the strain are related to the value of the band gap, while the character of the conduction band minimum and valence band max-
minimum does not strongly vary. Changes in the band gap do not have a large impact on the electron-phonon coupling matrix elements. The phonon properties are also quite robust with respect to the effect of strain, at least for the strain levels considered in this work. Indeed, the structure only changes by a few percent. For these reasons, we can consider the deformation potentials to be constant with respect to the strain level, as long as the latter remains sufficiently small.

D. Indirect absorption

The absorption coefficient of highly strained silicon is shown in Fig. 9. Each Δ valley is considered separately, and their contributions are added up following Eq. (5) and considering the changes in band gaps, effective masses and phonon frequencies due to the strain. Applying uniaxial compressive strain along the [111] direction or tensile and compressive strain along the [110] direction lead to very similar performances. On the other hand, a tensile strain along [111] leads to poorer results, which is related to a smaller reduction of the fundamental band gap, see Fig. 5.

In addition to the shift of the cutoff wavelength, one can see that the absorption coefficient increases by a factor of 15 to 55 at the relaxed cutoff wavelength of 1.14 μm, as better shown in Fig. 10 showing the variation of the absorption coefficient with the applied strain, for different wavelengths. While the absorption coefficient does not show large variations for wavelengths below 1 μm, the enhancement is important near the cutoff wavelength (1.14 μm). For instance, the absorption coefficient increases by a factor of 55 when a −2% strain is applied in the [110] direction. The efficiency of a device detecting infrared photons would therefore be greatly enhanced, demonstrating the interest for highly strained silicon for infrared applications.

Another important impact of strain, besides the increased absorption in the infrared, is the shift of the cutoff wavelength towards higher wavelengths, as shown...
FIG. 8. Evolution of the optical and acoustic phonons energies at (a) the $\Delta_2$ and (b) the $\Delta_4$ valleys under uniaxial [110] strain, and (c) the $\Delta_6$ valleys under uniaxial [111] strain.

more precisely in Fig. 11. The changes due to the most important parameters are shown in this figure. Considering only the variation of the band gaps (in green) leads to an overestimation of the cutoff wavelength. A result very close to the one calculated with all the parameters changing (in blue) can be obtained by considering the variation of the valence band effective mass in addition to the band gaps (in orange). The impact of the changes in the conduction band effective masses and in phonon frequencies are negligible for most practical applications. We infer that, for a given strain tensor, it is sufficient to compute the relevant band gaps and valence band effective mass of strained silicon to determine its absorption coefficient at a very affordable computational cost.

VI. CONCLUSION

In this work, we have adapted the model developed by Tsai to compute the absorption coefficient of highly strained silicon. Considering uniaxial strain along two directions, [110] and [111], we have computed the relevant material parameters for different strain levels up to $\pm2\%$. This has allowed us to identify the band gap as the most important parameter changing with strain, directly followed by the valence band density-of-states effective mass. In contrast, the conduction band density-of-states
effective masses and the phonon energies play a minor role in the absorption change. We have shown that highly strained silicon can be used to extend the material bandwidth from 1.14 to 1.35 μm. Moreover, the absorption coefficient increases by a factor of 55 at the relaxed cutoff wavelength under a −2% strain in the [110] direction. We have shown that the impact of strain is mainly significant around the cutoff wavelength which makes strain engineering particularly interesting for infrared applications. This model can be used in conjunction with DFT computations of the relevant band gaps and of the valence band effective mass to determine the absorption coefficient of highly strained silicon in any configuration, at a very limited computational cost compared with fully first-principles electron-phonon computations.
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