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Abstract

A classical theorem of Fatou asserts that the Radon-Nikodym derivative of any finite positive Borel measure, \( \mu \), with respect to Lebesgue measure on the complex unit circle, is recovered as the non-tangential limits of its Poisson transform in the complex unit disk. This positive harmonic Poisson transform is the real part of an analytic function whose Taylor coefficients are in fixed proportion to the conjugate moments of \( \mu \).

Replacing Taylor series in one variable by power series in several non-commuting variables, we show that Fatou’s Theorem and related results have natural extensions to the setting of positive harmonic functions in an open unit ball of several non-commuting matrix-variables, and a corresponding class of positive non-commutative (NC) measures. Here, an NC measure is any positive linear functional on a certain self-adjoint unital subspace of the Cuntz-Toeplitz algebra, the \( C^* \)-algebra generated by the left creation operators on the full Fock space.

1 Introduction

The goal of this paper is to extend results from classical measure theory and the theory of Hardy Spaces of analytic functions in the open unit disk, \( \mathbb{D} \), in the complex plane, from one to several non-commuting variables. In particular we are interested in Fatou’s theorem [1], which recovers the Radon-Nikodym derivative of a positive measure \( \mu \) on the unit circle (with respect to Lebesgue measure) from the boundary values of its Poisson integral transform. (This positive harmonic Poisson transform is the real part of an analytic function \( h_\mu \), given by the Herglotz-Riesz integral of \( \mu \).) In the non-commutative (NC) setting, positive measures on the circle are replaced with positive linear functionals on the free disk system (these will be called ‘NC measures’; all terminology will be defined carefully below), the NC multi-variable analogue of the operator system of the disk algebra. (Here, recall that the disk algebra is the unital Banach algebra of analytic functions in \( \mathbb{D} \) which extend continuously to the boundary, equipped with the supremum norm.) The notion
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of Herglotz-Riesz integral transform has a natural extension to this non-commutative setting, and the NC Herglotz-Riesz transform of any positive NC measure, \( \mu \), is an NC Herglotz function, \( H_\mu \), with positive real part in a certain non-commutative, multi-variable unit row-ball. We are then faced with two basic problems: First, develop a suitable definition of the Lebesgue decomposition \( \mu = \mu_{ac} + \mu_s \) of an NC measure (with respect to the 'vacuum state', which is the canonical analogue of Lebesgue measure), and secondly, assuming such an NC Lebesgue decomposition theory can be developed, find a method of recovering the absolutely continuous part, \( \mu_{ac} \), of the NC measure \( \mu \) from its NC Herglotz-Riesz transform \( H_\mu \). We will put forward solutions to both of these problems.

Let us describe the background in more detail; this will also allow us to establish some notation. We recall that the Hardy Space, \( H^2 = H^2(\mathbb{D}) \), is the Hilbert space of analytic functions in the unit disk with square-summable Taylor coefficients at \( 0 \in \mathbb{D} \) (endowed with the \( \ell^2 \) inner product of these coefficients). Any element of the Hardy space has non-tangential boundary limits almost everywhere with respect to Lebesgue measure on the unit circle in the complex plane, \( \partial \mathbb{D} \), and the identification of \( h \in H^2 \) with its boundary limits is an isometry into \( L^2(\partial \mathbb{D}) \). The Hardy algebra, \( H^\infty = H^\infty(\mathbb{D}) \), is the unital Banach algebra of bounded analytic functions in \( \mathbb{D} \). Multiplication by any \( h \in H^\infty \) defines a bounded linear map from \( H^2 \) into itself, so that \( H^\infty \) can be viewed as the multiplier algebra of \( H^2(\mathbb{D}) \).

In measure theory and Hardy space theory, there is an (essentially) bijective correspondence between finite, positive, and regular Borel measures on the unit circle \( \partial \mathbb{D} \), and contractive analytic functions in \( \mathbb{D} \). Namely, if \( b \in [H^\infty]_1 \) is a contractive analytic function in \( \mathbb{D} \), then its Cayley Transform,

\[
h_b := \frac{1 + b}{1 - b},
\]

is a Herglotz function, an analytic function with positive semi-definite real part in \( \mathbb{D} \). By the Herglotz-Riesz representation formula for positive harmonic functions, there is a unique positive measure, \( \mu_b \), so that the Herglotz-Riesz transform of \( \mu_b \) is

\[
h_{\mu_b}(z) := \int_{\partial \mathbb{D}} \frac{1 + z\bar{\zeta}}{1 - z\bar{\zeta}} \mu_b(d\zeta) = h_b(z) - i \text{Im} h_b(0).
\]

(In the above, and throughout, \( c^* = \overline{c} \) denotes complex conjugate of a complex number \( c \in \mathbb{C} \).) This measure, \( \mu_b \), is called the Clark or Aleksandrov-Clark measure of \( b \in [H^\infty]_1 \), and many properties of \( b \) are reflected in those of \( \mu_b \) \[2, 3, 4, 5\]. For example, a theorem of Fatou, \[1\] (see \[6\] Chapter 3.3: Fatou’s Theorem), implies that the Radon-Nikodym derivative of \( \mu_b \) with respect to normalized Lebesgue measure, \( m \), on \( \partial \mathbb{D} \) is given (\( m - a.e. \)) by the non-tangential (and in particular, radial)
limits of the positive harmonic function $\text{Re } h_b$: 

$$\frac{\mu_b(d\zeta)}{m(d\zeta)} = \lim_{\zeta \rightarrow \zeta} \frac{1 + b(z)}{1 - b(z)} \quad (m - a.e.)$$

$$= \lim_{\zeta \rightarrow \zeta} (1 - b(z)^*)^{-1}(1 - b(z)b(z))(1 - b(z))^{-1}; \quad m - a.e.$$ 

$$= \lim_{\zeta \rightarrow \zeta} \frac{1 - |b(z)|^2}{|1 - b(z)|^2} \quad (m - a.e.),$$

where $\zeta \in \partial \mathbb{D}$, $z \in \mathbb{D}$, and $z \rightarrow \zeta$ denotes non-tangential convergence. In particular, it follows that the Clark measure, $\mu_b$, of $b$ is singular with respect to Lebesgue measure if and only if $b$ is inner, i.e. has unimodular non-tangential limits $m$–a.e. on $\partial \mathbb{D}$. (Under the identification of $h \in H^2$ with its boundary values, it is clear that any contractive analytic $b \in [H^\infty]_1$ is inner if and only if the multiplier $M_b$ is an isometry of $H^2$ into itself.)

This bijective correspondence between positive measures and contractive analytic functions extends naturally to the non-commutative multi-variable setting of the Non-commutative (NC) or free Hardy space, [7, Section 5] (see also [8, 9]). Here, the free Hardy space can be viewed as a Hilbert space of (graded) analytic functions in an open unit ball of $d$–tuples of matrices (of all sizes) taking values in matrices of all sizes [9, 10, 11, 12, 13, 14]. Elements of this NC Hardy space have Taylor series expansions indexed by the free monoid, $\mathbb{F}^d$, the set of all words in $d$ letters. It follows that the free Hardy space is isomorphic to $\ell^2(\mathbb{F}^d)$ in the same way that $H^2(\mathbb{D})$ is isomorphic to the square-summable sequences indexed by the non-negative integers, $\ell^2(\mathbb{N}_0)$.

By the Riesz-Markov representation theorem, any finite, positive, and regular Borel measure, $\mu$, on $\partial \mathbb{D}$, can be identified with a positive linear functional, $\hat{\mu}$ on $\mathcal{C}(\partial \mathbb{D})$, the commutative $C^*$–algebra of continuous functions on the circle:

$$\hat{\mu}(f) := \int_{\partial \mathbb{D}} f(\zeta) d\mu(\zeta).$$

By the Weierstrass approximation theorem,

$$\mathcal{C}(\partial \mathbb{D}) = (\mathcal{A}(\mathbb{D}) + \mathcal{A}(\mathbb{D})^*)^{-\|\cdot\|_\infty},$$

where $\mathcal{A}(\mathbb{D})$ is the disk algebra, the algebra of all analytic functions in $\mathbb{D}$ with continuous extensions to the boundary. In the above formula, elements of $\mathcal{A}(\mathbb{D})$ are identified with their continuous boundary values and $\|\cdot\|_\infty$ denotes the supremum norm for continuous functions on the circle. The disk algebra can also be viewed as the norm-closed unital operator algebra generated by the shift, $S := M_z$, the canonical isometry of multiplication by $z$ on the Hardy space, $H^2(\mathbb{D})$. The shift plays a central role in the theory of Hardy spaces [15, 16]. The positive linear functional $\hat{\mu}$ is then
completely determined by the moments of the measure $\mu$:

$$\hat{\mu}(S^k) := \int_{\partial D} \zeta^k d\mu(\zeta),$$

and the Taylor series coefficients (at 0) of the Herglotz-Riesz integral transform of $\mu$ are

$$h_\mu(0) = \hat{\mu}(I), \quad h_{\mu,k} := \frac{1}{k!} \frac{d^k h_\mu}{dz^k}(0) = 2\hat{\mu}(S^k), \quad k \geq 1.$$

The shift on $H^2(\mathbb{D})$ is isomorphic to the unilateral shift on $\ell^2(\mathbb{N}_0)$. The square-summable sequences, $\ell^2(\mathbb{N}_0)$, can in turn be viewed as a simple, directed tree starting from a single node and with one branch directed downward from each node to the next. A canonical several-variable extension of $\ell^2(\mathbb{N}_0)$ is then $\ell^2(\mathbb{P}^d)$. If we view, as before, $\ell^2$ of the free monoid as a simple directed tree starting from a single node and with $d$ branches directed downwards from each node, it is natural to define a $d$–tuple of isometries, the left free shifts, $L_k$, $1 \leq k \leq d$ which shift along these branches from nodes indexed by words of length $N$ to those of length $N + 1$ (by appending letters to the left of words indexing the standard orthonormal basis). These left free shifts have pairwise orthogonal ranges so that the row operator $L := (L_1, \cdots, L_d) : \ell^2(\mathbb{P}^d) \otimes \mathbb{C}^d \rightarrow \ell^2(\mathbb{P}^d)$ is an isometry from $d$ copies of $\ell^2(\mathbb{P}^d)$ into one copy which we call the left free shift. This space of square-summable free sequences, $\ell^2(\mathbb{P}^d)$, can also be identified with the full Fock space over $\mathbb{C}^d$, the direct sum of all tensor powers of $\mathbb{C}^d$. The full Fock space will be denoted by $\mathcal{F}_d$. Under this isomorphism the left free shifts are conjugate to the left creation operators, see Section 2 for more details.

The immediate analogue of a positive measure in this non-commutative (NC) multi-variable setting is then a positive linear functional, or NC measure, on the free disk system:

$$\mathcal{A}_d := (A_d + A_d^*)^{-\|\cdot\|},$$

where $A_d := \text{Alg}\{I, L_1, \cdots, L_d\}^{-\|\cdot\|}$ is the free disk algebra, the operator norm-closed unital operator algebra generated by the left free shifts. As in the classical theory, elements of the free disk algebra can be identified with bounded (matrix-valued) analytic functions (in several non-commuting matrix variables) which extend continuously from the interior to the boundary of a certain non-commutative multi-variable open unit ball. Moreover, exactly as in Equation (1.1), the NC moments of the NC measure, $\mu$, are in fixed proportion to the Taylor series coefficients of its NC Herglotz-Riesz transform, $H_\mu$. There is a long history and well-established precedent of viewing positive linear functionals on operator algebras as non-commutative measures, e.g. in von Neumann algebra theory \[17, 18\]. (Indeed, von Neumann algebra theory has been called non-commutative measure theory \[19\]).

Any NC measure can be viewed as a positive semi-definite quadratic form with dense domain
\(\mathcal{A}_d \subset \mathbb{H}_d^2\), and we develop a Lebesgue decomposition theory of (positive) NC measures into absolutely continuous and singular parts using the Lebesgue decomposition theory for quadratic (i.e. sesquilinear) forms due to B. Simon [20 Section 2], combined with (non-commutative) reproducing kernel techniques applied to the spaces of Cauchy transforms with respect to the NC measure. This Lebesgue decomposition theorem for (potentially unbounded) quadratic forms in Hilbert Space is similar in spirit to von Neumann’s proof of the Radon-Nikodym Theorem and Lebesgue decomposition theory [21 Lemma 3.2.3], and our computation of the Radon-Nikodym derivative of any positive NC measure is also reminiscent of this approach. In our theory, the Radon-Nikodym derivative of a non-commutative (NC) measure with respect to NC Lebesgue measure will be a (generally unbounded) positive semi-definite left Toeplitz operator in the sense of [22, 7] and defines a positive free pluriharmonic function in the sense of Popescu [7].

**Remark 1.1** (On boundary values). The free Hardy space, \(H^2(\mathbb{B}_N^d)\), is a Hilbert space of non-commutative (NC) functions in an open unit ball, \(\mathbb{B}_N^d\), of the NC universe,

\[
\mathbb{C}_N^d := \bigcup_{n=1}^{\infty} \mathbb{C}^{(n \times n) \times d}, \quad \mathbb{C}^{(n \times n) \times d} := \mathbb{C}^{n \times n} \otimes \mathbb{C}^{1 \times d}.
\]  

(1.2)

In the above, \(\mathbb{C}^{m \times n}\) denotes the \(m \times n\) matrices with complex entries, and any element of \(\mathbb{C}^{(n \times n) \times d}\) is viewed as a row \(d\)-tuple, \(Z = (Z_1, \cdots, Z_d)\), of \(n \times n\) matrices. As described in [13], one can equip \(\mathbb{C}^d\) with three natural operator space norms: Given \(X \in \mathbb{C}_N^d\),

\[
\|X\|_\infty := \max\{\|X_1\|, \cdots, \|X_d\|\}, \quad \|X\|_\text{col} := \left\| \sum_{j=1}^{d} X_j^* X_j \right\|^\frac{1}{2}, \quad \text{and} \quad \|X\|_\text{row} := \left\| \sum_{j=1}^{d} X_j X_j^* \right\|^\frac{1}{2}.
\]

The unit ball we consider, is the unit ball, \(\mathbb{B}_N^d\), of \(\mathbb{C}_N^d\) with respect to the row-norm, \(\| \cdot \|_\text{row}\). That is, we consider the NC open unit row-ball,

\[
\mathbb{B}_N^d := \bigcup_{n=1}^{\infty} \mathbb{B}_n^d; \quad \mathbb{B}_d := \left\{ Z = (Z_1, \cdots, Z_d) \in \mathbb{C}^{(n \times n) \times d} \mid Z_1 Z_1^* + \cdots + Z_d Z_d^* < I_n \right\}.
\]

(1.3)

The open unit ball of \(\mathbb{C}_N^d\) with respect to the \(\| \cdot \|_\infty\) operator space norm is the NC unit polydisk, \(\mathbb{D}_N^d\), consisting of all points \(X = (X_1, \cdots, X_d) \in \mathbb{C}_N^d\) so that \(\|X_k\| < 1\), for \(1 \leq k \leq d\).

The distinguished boundary of the NC unit row ball, \(\partial \mathbb{B}_N^d\), can be identified with the set of all row co-isometries, i.e. the set of all \(X \in \mathbb{C}^{(n \times n) \times d}\) obeying \(XX^* = X_1 X_1^* + \cdots + X_d X_d^* = I_n\). (Note that there are no finite-dimensional row isometries.) Indeed, if we identify the components of \(X \in \mathbb{B}_N^d\), with the corresponding subset of \(\mathbb{C}^{n^2 \times d}\), then the Shilov boundary for the commutative algebra of complex functions in \(n^2 d\) variables is the set of all co-isometries in \(\mathbb{C}^{n \times d^2}\) [23 Example 1.5.51]. Moreover, as proven in [24 Lemma 2.10], any (irreducible) point \(X \in \mathbb{C}^{(n \times n) \times d}\) with joint
spectral radius equal to 1, which is not in the joint similarity envelope of the NC unit ball, is jointly similar to a row co-isometry. On the other hand, as described in Subsection 2.2 below, if \(X \in \mathbb{C}^{(n \times n) \cdot d}\) is in the joint similarity envelope of the NC unit row ball then the point evaluation map \(h \mapsto h(X)\) is bounded as a linear map of \(H^2(\mathbb{B}_N^d)\) into the Hilbert space \((\mathbb{C}^{n \times n}, \text{tr}_n)\).

It is natural to consider the boundary values of \(h \in H^2(\mathbb{B}_N^d)\) on the boundary of the NC unit row-ball, as well as to wonder whether the inner product in the NC Hardy space can be expressed as an integral over the boundary \(\partial \mathbb{B}_N^d\). Moreover, one may wonder if there is an exact analogue of Fatou’s theorem in this context. Investigations of boundary values in NC Hardy spaces of functions in the NC unit polydisk (and in the NC unit balls with respect to the \(\|\cdot\|_{\text{col}}\) and \(\|\cdot\|_{\text{row}}\) norms) were studied in [13]. See also [25, Chapters 14-16] which studies asymptotic tracial integral formulae of bounded non-commutative functions in \(\mathbb{D}_N^d\) over the distinguished boundary, \(\partial \mathbb{D}_N^d\), consisting of \(d\)-tuples of unitary matrices. In particular, [13, Theorem 3.5] shows that one can construct an NC Hardy space of NC functions, \(H^2(\mathbb{D}_N^d)\) in \(\mathbb{D}_N^d\) with inner product defined as a limit of tracial integrals with respect to product Haar measure over the boundary of \(r\partial \mathbb{D}_N^d\), for \(0 < r < 1\), and this recovers the Fock space inner product at least on NC polynomials \(p, q \in H^2(\mathbb{D}_N^d)\). Note, however, that \(\mathbb{B}_N^d \subseteq \mathbb{D}_N^d\), the NC unit row-ball is a proper subset of the NC unit polydisk, and a general element of \(H^2(\mathbb{B}_N^d)\) need not (and generally does not) extend to \(\mathbb{D}_N^d\). (It is not difficult to construct examples of NC rational functions \(\tau\) in \(\mathbb{H}_d^2\) for which certain points \(Z \in \mathbb{D}_N^d \setminus \mathbb{B}_N^d\) do not belong to their domains, for example see [26].) Thus, it appears that generic elements of the Fock space cannot be represented as NC functions in the polydisk \(\mathbb{D}_N^d\), and in particular there does not appear to be any way to sensibly assign levelwise boundary values on \(\partial \mathbb{D}_N^d\) to arbitrary elements of the Fock space. Moreover, while the Fock space inner product of polynomials can be given a random matrix interpretation, this interpretation does not extend to all elements of the Hilbert space. On the other hand, [13, Theorem 3.5] can also be applied to construct a Hardy space of NC functions in the row-ball \(\mathbb{B}_N^d\) whose inner product is given by an asymptotic integral formula with respect to a family of invariant measures over each level of the boundary. However, this inner product does not coincide with the Fock space inner product and hence this gives a different NC Hardy space than the one we consider here.

At this point, it is not obvious whether or not the constructions of [13] can be modified in a suitable way to show that the inner product in \(H^2(\mathbb{B}_N^d)\), can be expressed in terms of integral formulae over the boundary, \(\partial \mathbb{B}_N^d\). This would seem to be a necessary first step in developing an exact analogue of Fatou’s theorem in this setting. While such an approach would be interesting and valuable, we will instead pursue a more abstract and operator-theoretic approach. By re-casting Fatou’s theorem in purely operator theoretic language, we will develop a ‘dimension-free’ proof of Fatou’s theorem that applies to \(H^2(\mathbb{B}_N^d)\), independently of \(d \in \mathbb{N}\). In particular, we recover the classical result for \(H^2(\mathbb{D}) \simeq H^2(\mathbb{B}_1^1)\) as a special case.
1.2 Readers’ guide

Section 2 provides the necessary background material on the free disk algebra, NC function theory, and the formalism of non-commutative reproducing kernels. Section 3 recalls the relevant background on NC measures and the NC Cauchy transform from [9, 8]. In Section 4 we describe Simon’s approach to the Lebesgue decomposition of positive semi-definite (not necessarily bounded) quadratic forms in Hilbert space, see Theorem 4.2. We use this theory to define the Lebesgue decomposition of an NC measure into absolutely continuous and singular parts in Definition 4.9; however at this stage it is not clear that the absolutely continuous and singular parts of NC measures are themselves NC measures. Section 5 then proves that this quadratic form approach produces NC measures by examining spaces of NC Cauchy transforms. This yields an NC Lebesgue decomposition of the original NC measure as the sum of absolutely continuous and singular (positive) NC measures in Theorem 5.6. We further show that the NC Radon-Nikodym derivative, $T$, of any positive NC measure with respect to NC Lebesgue measure is a closed, positive semi-definite operator with the $L$–Toeplitz property:

$$\langle \sqrt{T} L_k h, \sqrt{T} L_j g \rangle_{\mathbb{D}^2} = \delta_{k,j} \langle \sqrt{T} h, \sqrt{T} g \rangle_{\mathbb{D}^2}; \quad h, g \in \text{Dom} \sqrt{T},$$

in Theorem 5.7. Corollaries 5.4 and 5.5 provide further characterizations of absolutely continuous and singular NC measures in terms of their Gelfand-Naimark-Segal spaces and their spaces of NC Cauchy transforms. Finally in Section 6 we prove our NC Fatou theorem, Theorem 6.2 which shows how to recover the absolutely continuous part of an NC measure from its Herglotz-Riesz transform; the main tool is the theory of strong resolvent convergence of self-adjoint operators:

**Theorem** (Non-commutative Fatou Theorem). Let $\mu \in (\mathcal{A}_d)^+_+$ be any positive NC measure with NC Herglotz-Riesz transform $H_\mu$. The absolutely continuous part of $\mu$ is given by the formula:

$$\mu_{\text{ac}}(a_1^* a_2) = \langle \sqrt{T} a_1, \sqrt{T} a_2 \rangle_{\mathbb{D}^2}; \quad a_1, a_2 \in \mathcal{A}_d,$$

where the NC Radon-Nikodym derivative, $T$, is a closed, positive semi-definite $L$–Toeplitz operator with dense domain in $\mathbb{D}^2$ so that $\mathcal{A}_d$ is a core for $\sqrt{T}$. This NC Radon-Nikodym derivative can be computed by the formula:

$$(T + \epsilon I)^{-1} = \text{SOT} - \lim_{r \uparrow 1} (\text{Re} H_\mu(r R) + \epsilon I)^{-1}; \quad \epsilon > 0.$$

In the above, and throughout, SOT denotes the strong operator topology and $R = (R_1, \cdots, R_d)$ is the row isometric right free shift whose components, $R_k$, act as $R_k e_\alpha = e_{\alpha k}$ on the standard orthonormal basis, $\{e_\alpha\}_{\alpha \in \mathbb{F}_d}$ of $\ell^2(\mathbb{F}_d)$. As a corollary to this main result, we recover (half of) a familiar fact from Hardy space theory in Corollary 6.29 – if $B$ is an NC inner function in $\mathbb{B}^d_N$, then its NC Clark measure is singular with respect to NC Lebesgue measure.
2 Background: The free Hardy space

The Hardy space, $H^2(\mathbb{D})$, of analytic functions in the complex open unit disk can be defined in two equivalent ways: On one hand,

$$H^2(\mathbb{D}) := \left\{ f(z) = \sum_{k=0}^{\infty} \hat{f}_n z^n \in \mathcal{O}(\mathbb{D}) \bigg| \sum |\hat{f}_n|^2 < \infty \right\}$$

is the Hilbert space of all analytic functions in $\mathbb{D}$ with square-summable MacLaurin series coefficients (and with the $\ell^2$–inner product of these coefficients). Alternatively,

$$H^2(\mathbb{D}) := \mathcal{H}(k); \quad k(z, w) := \frac{1}{1 - zw^*}; \quad z, w \in \mathbb{D},$$

is the unique reproducing kernel Hilbert space (RKHS) corresponding to the positive sesqui-analytic Szegö kernel, $k$, on $\mathbb{D}$. (Here, recall that there is a bijective correspondence between reproducing kernel Hilbert spaces of complex-valued functions on a set $X$, and positive kernel functions on $X \times X$. See Subsection 2.2 for a detailed description.)

One also has the corresponding two equivalent definitions of the Hardy algebra $H^\infty(\mathbb{D})$:

$$H^\infty(\mathbb{D}) := \left\{ h \in \mathcal{O}(\mathbb{D}) \bigg| \sup_{z \in \mathbb{D}} |h(z)| < \infty \right\},$$

and

$$H^\infty(\mathbb{D}) := \text{Mult } \mathcal{H}(k); \quad k(z, w) = (1 - zw^*)^{-1},$$

where recall that the multiplier algebra, $\text{Mult } \mathcal{H}(k)$, of an RKHS, $\mathcal{H}(k)$, is the unital WOT–closed (weak operator topology closed) algebra of all functions $h$ which multiply $\mathcal{H}(k)$ into itself. These definitions have natural non-commutative multi-variable extensions.

2.1 $\ell^2$ of the free monoid as the free Hardy space

From the square-summable Taylor series definition, is clear that the shift, $S = M_z$, is an isometry on $H^2(\mathbb{D})$. The map $f \mapsto (\hat{f}_n)$ of a holomorphic $f \in H^2(\mathbb{D})$ to its sequence of MacLaurin series coefficients defines a unitary map from $H^2(\mathbb{D})$ onto $\ell^2(\mathbb{N}_0)$, the square-summable sequences indexed by the non-negative integers, and the image of the shift under this unitary transformation is $\hat{S}$, the unilateral shift on $\ell^2(\mathbb{N}_0)$, the universal pure isometry. Here, recall that the Wold decomposition shows that any isometry on Hilbert space is unitarily equivalent to several copies of the unilateral shift, with possibly a remainder unitary direct summand. A canonical multi-variable extension of $\ell^2(\mathbb{N}_0)$ is then $\ell^2(\mathbb{F}^d)$, the square-summable sequences indexed by $\mathbb{F}^d$, the free and universal monoid on $d$ letters. This is the unital semi-group of all words in $d$ letters (which we choose to be $\{1, \ldots, d\}$), with product given by concatenation of words, and unit equal to the empty word, $\emptyset$, containing no
letters (and clearly \( \mathbb{N}_0 \simeq \mathbb{F}^1 \)). Given any word, \( \alpha = i_1 \cdots i_n \in \mathbb{F}^d \), \( i_k \in \{1, \cdots, d\} \), we write \( |\alpha| := n \) for the length of the word \( \alpha \), and \( |\emptyset| = 0 \). The square-summable sequences \( \ell^2(\mathbb{N}_0) \) can be viewed as a directed graph or tree, starting from a single node (labelled by 0, the unit of \( \mathbb{N}_0 \)), and with one branch connecting each node to the next. The unilateral shift moves downward along these branches, taking the orthonormal basis vector of the \( k \)th node to that of \( k + 1 \). Similarly, \( \ell^2(\mathbb{F}^d) \) can be viewed as a tree starting from a single node labelled by the unit, \( \emptyset \), and with \( d \) branches directed downward from each node. In this multi-variable setting there is now a natural \( d \)-tuple of left free shifts shifting along branches from a given node to \( d \) distinct nodes at the next level. Namely, if \( e_\alpha \) is the orthonormal basis vector labelled by the word \( \alpha \in \mathbb{F}^d \), then \( L_k e_\alpha = e_k \alpha \); \( 1 \leq k \leq d \). It is not difficult to see that the left free shifts are isometries with pairwise orthogonal ranges,

\[
L_k^* L_j := \delta_{k,j} I_{\ell^2(\mathbb{F}^d)},
\]

so that the \( d \)-tuple

\[
L := (L_1, \cdots, L_d) : \ell^2(\mathbb{F}^d) \otimes \mathbb{C}^d \to \ell^2(\mathbb{F}^d),
\]

defines a row isometry, i.e. an isometry from several copies of a Hilbert space into itself. In fact, Popescu’s extension of the Wold decomposition shows that the left free shift, \( L \), is the universal pure row isometry (with \( d \) components) \([27] \).

The left free shifts do not commute, and it may appear, at first sight, that one loses the connection to analytic function theory (since one cannot represent \( L_k \) as \( M_{z_k} \) on a space of holomorphic functions on some domain in \( \mathbb{C}^d \)). Most remarkably, this is not the case – instead \( \ell^2(\mathbb{F}^d) \) can be identified with a space of holomorphic functions in several non-commuting (NC) variables, \( Z = (Z_1, \cdots, Z_d) \), and the \( L_k \simeq M_{Z_k}^L \) become left multiplication by these independent NC variables. Certainly any element of \( \ell^2(\mathbb{F}^d) \) can be viewed as a formal power series in \( d \) non-commuting variables \( \hat{z} := (\hat{z}_1, \cdots, \hat{z}_d) \):

\[
f := \sum_{\alpha \in \mathbb{F}^d} \hat{f}_\alpha e_\alpha \mapsto \sum \hat{f}_\alpha \hat{z}^\alpha =: f(\hat{z}),
\]

where if \( \alpha = i_1 i_2 \cdots i_n \), \( i_k \in \{1, \ldots, d\} \), we use the standard notation \( \hat{z}^\alpha = \hat{z}_{i_1} \hat{z}_{i_2} \cdots \hat{z}_{i_d} \). This is simply a change in notation, however, if \( Z := (Z_1, \cdots, Z_d) : \mathcal{H} \otimes \mathbb{C}^d \to \mathcal{H} \) is any strict row contraction on a Hilbert space, \( \mathcal{H} \), i.e.

\[
ZZ^* = Z_1 Z_1^* + \cdots + Z_d Z_d^* < I_{\mathcal{H}},
\]

then the Popescu-von Neumann inequality for free polynomials,

\[
\|p(Z)\| \leq \|p(L)\|; \quad p \in \mathbb{C}\{\hat{z}_1, \cdots, \hat{z}_d\},
\]

implies that the power series for \( f \) converges absolutely in operator norm when evaluated at \( Z \) (and uniformly in operator norm on the ball of all strict row contractions of norm at most \( r \), for any
fixed $0 < r < 1$),
\[
\|f(Z)\|^2 \leq \frac{\|f\|^2_{\ell^2(\mathbb{F}^d)}}{1 - \|Z\|^2}.
\]
(The above inequality is a further consequence of the fact that $\|p(L)\| = \|p\|_{\ell^2(\mathbb{F}^d)}$ for any homogeneous free polynomial.) This shows that the power series, $f$, can be viewed as a function in the non-commutative open unit row-ball, $\mathbb{B}_d^d$, defined in Equation 1.3. Here, $\mathbb{B}_d^d = (\mathbb{C}^{n \times n} \otimes \mathbb{C}^{1 \times d})_1$, can be viewed as the set of all strict row contractions with $d$ components on $\mathbb{C}^n$. Any such square-summable power series (in particular any free polynomial) has the following three basic properties:

1. $f : \mathbb{B}_n^d \to \mathbb{C}^{n \times n}$, $f$ is graded,

2. If $Z \in \mathbb{B}_n^d$, $W \in \mathbb{B}_m^d$ then
\[
f\left(\begin{pmatrix} Z & 0 \\ 0 & W \end{pmatrix}\right) = \begin{pmatrix} f(Z) & 0 \\ 0 & f(W) \end{pmatrix}, \quad f \text{ respects direct sums},
\]

3. If $W = S^{-1}ZS$ is jointly similar to $Z$, i.e. $W_k = S^{-1}Z_kS$, $1 \leq k \leq d$, then
\[
f(W) = S^{-1}f(Z)S, \quad f \text{ respects similarities}.
\]

In modern NC Function Theory [14, 28, 29, 30, 31, 25], the above three properties are taken as the axioms defining a non-commutative function, and $\mathbb{B}_n^d \subseteq \mathbb{C}^d_N$, is an example of an NC set (any subset of $\mathbb{C}^d_N$ which is closed under direct sums is an NC set). The interpretation of $\ell^2(\mathbb{F}^d)$ as non-commutative power series was first developed by Popescu in [10, 11, 7], and this has been one of the inspirations of non-commutative function theory. This general philosophy of identifying certain abstract Hilbert spaces and operator spaces with concrete spaces of NC functions has been a fruitful viewpoint in non-commutative analysis [31, 25, 32, 13, 24].

Remarkably, any locally bounded NC function (on say a left and right admissible NC domain, see [14]) is automatically holomorphic in the sense that it is both Gâteaux and Fréchet differentiable at any point in its domain and has a convergent Taylor-type power series expansion about any point [14, Chapter 7]. In particular, any $f \in \ell^2(\mathbb{F}^d)$ defines a holomorphic NC function in $\mathbb{B}_N^d$. Much of classical complex analysis and several complex variables extends naturally to the setting of NC holomorphic functions with purely algebraic proofs including the Sewharz Lemma, Cauchy’s estimates, Liouville’s theorem (and much more) [10, 11], Hilbert’s Nullstellensatz (this is in some sense ‘perfect’ in the NC setting) and a maximum modulus principle [24], Oka-Weil theorem [28], and the concept of a complex analytic manifold [33].
It follows that we can identify $\ell^2(F_d)$ with the Non-commutative (NC) or free Hardy space:

$$H^2(B^d_N) := \left\{ f \in \mathcal{O}(B^d_N) \left| f(Z) = \sum_{\alpha \in F_d} \hat{f}_\alpha Z^\alpha, \sum |\hat{f}_\alpha|^2 < \infty \right. \right\},$$

the Hilbert space of all (locally bounded hence holomorphic) NC functions in the NC unit ball $B^d_N$ with square-summable MacLaurin series coefficients. Under this identification the left free shifts, $L_k$, become left multiplication by the independent variables, $L_k = M^L_{Z_k}$. Note that $\ell^2(F_d)$ is also canonically isomorphic to the full Fock space over $\mathbb{C}^d$:

$$H^2_d := \mathbb{C} \oplus \mathbb{C}^d \oplus (\mathbb{C}^d \otimes \mathbb{C}^d) \oplus (\mathbb{C}^d \otimes \mathbb{C}^d \otimes \mathbb{C}^d) \oplus \cdots = \bigoplus_{k=0}^{\infty} (\mathbb{C}^d)^{k\otimes},$$

the direct sum of all tensor powers of $\mathbb{C}^d$. This isomorphism is implemented by the unitary map $e_\alpha \mapsto L^\alpha 1$, where $1$ denotes the vacuum vector (which spans the subspace $\mathbb{C} \subset H^2_d$) of the Fock space. Under this isomorphism the left free shifts become the left creation operators which act as tensoring on the left by the members of the standard orthonormal basis of $\mathbb{C}^d$. In the sequel we identify $\ell^2(F^d), H^2_d$ and $H^2(B^d_N)$ and we will use these notations interchangeably.

### 2.2 Fock space as a Non-commutative RKHS

As in the single-variable setting, the free Hardy space $H^2(B^d_N)$ can be equivalently defined using (non-commutative) reproducing kernel theory [12]. The theory of Non-commutative reproducing kernel Hilbert spaces (NC-RKHS) is a faithful analogue of the classical theory [34, 35]. Here, recall that a reproducing kernel Hilbert space is a Hilbert space of (complex-valued) functions, $\mathcal{H}$, on a set $X$, so that point evaluation at any $x \in X$ is a bounded linear functional: for any $f \in \mathcal{H}$ and $x \in X$,

$$\ell_x(f) := f(x); \quad \ell_x \in \mathcal{H}^\dagger.$$

The Riesz representation lemma then implies there is a corresponding kernel vector $k_x \in \mathcal{H}$ so that

$$\langle k_x, f \rangle_\mathcal{H} = \ell_x(f) = f(x),$$

and one typically writes $\mathcal{H} =: \mathcal{H}(k)$ where the reproducing kernel $k : X \times X \rightarrow \mathbb{C}$ is defined as:

$$k(x, y) := \langle k_x, k_y \rangle_\mathcal{H}; \quad x, y \in X.$$

Any reproducing kernel is an example of a positive kernel function on $X$: A function $k : X \times X \rightarrow \mathbb{C}$ is a positive kernel function if given any finite subset $\{x_1, \cdots, x_N\} \subset X$, the corresponding Gram
matrix of the \( k_{x_j} \) is positive semi-definite:

\[
0 \leq [k(x_i, x_j)]_{1 \leq i,j \leq N}.
\]

Conversely, starting with any positive kernel function, \( k \), on \( X \), there is a unique RKHS of functions on \( X \) with reproducing kernel equal to \( k \). (One simply defines functions \( k_y(x) := k(x, y) \) for \( x, y \in X \), and then takes the Hilbert space completion with respect to the inner product defined by \( \langle k_x, k_y \rangle := k(x, y) \).)

The concept of a non-commutative reproducing kernel Hilbert space (NC-RKHS) is analogous:

Let \( \Omega := \bigsqcup \Omega_n \),

\[
\Omega_n = \Omega \bigcap \mathbb{C}^{n \times n} \otimes \mathbb{C}^{1 \times d},
\]

be any NC subset of the NC universe \( \mathbb{C}_N^{d} \). (Recall an NC set is any subset of \( \mathbb{C}_N^{d} \) which is closed under direct sums.) A Hilbert space of non-commutative functions, \( \mathcal{H} \) on \( \Omega \) (taking values in, say, \( \mathbb{C}_N = \bigsqcup \mathbb{C}^{n \times n} \)) is an NC-RKHS if point evaluation at any point \( Z \in \Omega_n \) is a bounded linear map \( \mathcal{H} \rightarrow \mathbb{C}^{n \times n} \) (equipped with the normalized trace or Hilbert-Schmidt inner product). Denote this evaluation map by \( \ell_Z: \mathcal{H} \rightarrow \mathbb{C}^{n \times n} \) for \( Z \in \Omega_n \), and let \( K_Z := \ell_Z^* : \mathbb{C}^{n \times n} \rightarrow \mathcal{H} \) be its Hilbert space adjoint. For \( y, v \in \mathbb{C}^n \) we can then define

\[
K\{Z, y, v\} := K_Z(yv^*) \in \mathcal{H}.
\]

Furthermore, given \( Z \in \Omega_n, y, v \in \mathbb{C}^n \) and \( W \in \Omega_m, x, u \in \mathbb{C}^m \) define the linear map

\[
K(Z, W)[\cdot] : \mathbb{C}^{n \times m} \rightarrow \mathbb{C}^{n \times m},
\]

by

\[
(y, K(Z, W)[vu^*]x)_{\mathbb{C}^n} := \langle K\{Z, y, v\}, K\{W, x, u\}\rangle_{\mathcal{H}}.
\]

This defines a completely bounded linear map \( K(Z, W) : \mathbb{C}^{n \times m} \rightarrow \mathbb{C}^{n \times m} \) so that \( K(Z, Z) : \mathbb{C}^{n \times n} \rightarrow \mathbb{C}^{n \times n} \) is completely positive for any fixed \( Z \in \Omega_n \). The map \( K(Z, W) \) is called the completely positive non-commutative reproducing kernel (CPNC kernel) for the space \( \mathcal{H} \). The CPNC kernel is a sort of two-argument NC function, see [12, Sections 2.3-2.4] for details. As in the classical theory there is a bijection between CPNC kernel functions on a given NC set and NC-RKHS on that set [12, Theorem 3.1], and if \( K \) is a given CPNC kernel on an NC set, we will use the notation \( \mathcal{H}_{nc}(K) \) for the corresponding NC-RKHS of NC functions. In particular, the free Hardy space is the unique NC-RKHS corresponding to the NC Szegő kernel:

\[
K(Z, W)[\cdot] := \sum_{\alpha \in \mathbb{F}_d} Z^\alpha[\cdot]W^{\alpha^*}; \quad \mathcal{H}^2(\mathbb{B}_N^d) = \mathcal{H}_{nc}(K).
\]

All NC-RKHS in this paper will be NC-RKHS of free holomorphic functions in the NC unit
ball $B^d_N$ so that if $f \in \mathcal{H}_{nc}(K)$, $f$ has a Taylor-MacLaurin series at $0 \in B^d_1$ with non-zero radius of convergence, [14, Chapter 7]:

$$f(Z) = \sum_{\alpha \in \mathbb{F}^d} Z^\alpha \hat{f}_\alpha; \quad Z \in B^d_1, \ \hat{f}_\alpha \in \mathbb{C},$$

and the linear coefficient evaluation functionals:

$$f \overset{\ell_\alpha}{\to} \hat{f}_\alpha; \quad \alpha \in \mathbb{F}^d,$$

are all bounded. We will let $K_\alpha$ denote the coefficient evaluation vector:

$$(K_\alpha, f)_{\mathcal{H}_{nc}(K)} = \ell_\alpha(f) = \hat{f}_\alpha, \quad \alpha \in \mathbb{F}^d,$$

and we will typically write $\ell_\alpha =: K_\alpha^*$. If $K$ is the NC Szegö kernel of the free Hardy space, then

$$K_\alpha(Z) = Z^\alpha,$$

i.e. $K_\alpha$ can be identified with the free monomial $L^\alpha 1 \in \mathbb{H}_2^d$.

Recall that any reproducing kernel Hilbert space (RKHS) $\mathcal{H}(k)$ on a set $X$ is naturally equipped with a multiplier algebra $\text{Mult} \mathcal{H}(k)$, the algebra of all functions on $X$ which ‘multiply’ $\mathcal{H}(k)$ into itself:

$$h \in \mathcal{H}(k), F \in \text{Mult} \mathcal{H}(k) \Rightarrow Fh \in \mathcal{H}(k).$$

Any multiplier $F \in \text{Mult} \mathcal{H}(k)$ can be identified with a bounded linear multiplication operator $M_F \in \mathcal{L}(\mathcal{H}(k))$, and under this identification $\text{Mult} \mathcal{H}(k)$ is closed in the weak operator topology and unital. One can similarly define left and right multiplier algebras in the NC setting. Namely, if $\mathcal{H}_{nc}(K)$ is an NC-RKHS on an NC set $\Omega$, then NC functions $F,G$ are left or right multipliers of $\mathcal{H}_{nc}(K)$, respectively, if the NC functions

$$(F \cdot h)(Z) = F(Z)h(Z), \quad \text{or} \quad (h \cdot G)(Z) = h(Z)G(Z),$$

belong to $\mathcal{H}_{nc}(K)$, for every $h \in \mathcal{H}_{nc}(K)$. As in the classical theory, the adjoints of both left and right free multipliers have a natural action on point and coefficient evaluation vectors:

$$(M_F^L)^* K\{Z, y, v\} = K\{Z, F(Z)^\ast y, v\}, \quad (M_G^R)^* K\{Z, y, v\} = K\{Z, y, G(Z)v\},$$

and if $F(Z) = \sum Z^\alpha F_\alpha$, $G(Z) = \sum Z^\alpha G_\alpha$ then,

$$(M_F^L)^* K_\alpha = \sum_{\beta \gamma = \alpha} K_\gamma F_\beta^* \quad (M_G^R)^* K_\alpha = \sum_{\gamma \beta = \alpha} K_\gamma G_\beta^*.$$
The left multiplier algebra of the free Hardy space provides a non-commutative generalization of $H^\infty(D) = \text{Mult} H^2(D)$:

$$H^\infty(\mathbb{B}_N^d) := \left\{ f \in \mathcal{O}(\mathbb{B}_N^d) \left| \sup_{Z \in \mathbb{B}_N^d} \| f(Z) \| < \infty \right. \right\} = \text{Mult}_L H^2(\mathbb{B}_N^d).$$

As in the single variable setting, the left multiplier norm on $H^\infty(\mathbb{B}_N^d)$ (the norm of a left multiplier viewed as a left multiplication operator) coincides with the supremum norm in the NC unit ball \cite[Theorem 3.1]{24}, \cite[Theorem 3.1]{10}. In keeping with the notation $\mathbb{H}_d^2$ for the Fock space, we will often use the more compact notation $\mathbb{H}_d^\infty = H^\infty(\mathbb{B}_N^d)$. This left multiplier algebra can also be identified with

$$L^\infty_d := \text{Alg}\{I, L_1, \cdots, L_d\}^{-\text{weak}-*},$$

the (left) free analytic Toeplitz algebra. Let

$$\mathcal{A}_d := \text{Alg}\{I, L_1, \cdots, L_d\}^{-\|\|},$$

be the left free disk algebra. The free disk algebra can be viewed as the set of all uniformly bounded NC holomorphic functions in $\mathbb{B}_N^d$ which extend continuously to the boundary, $\partial\mathbb{B}_N^d$ (of all row contractions with unit norm). Recall that one can also define $R_k = M_{Z_k}^R$, the isometric right free shifts on $H^2(\mathbb{B}_N^d)$, and these are unitarily equivalent to the left free shifts via the self-adjoint transpose unitary on $\ell^2(\mathbb{F}^d)$, $U_t$,

$$U_t e_\alpha := e_{\alpha^t},$$

where if $\alpha = i_1 \cdots i_n \in \mathbb{F}^d$, then $\alpha^t := i_n \cdots i_1$, its transpose. We also define $R_d^\infty := U_t L_d^\infty U_t$, the right free analytic Toeplitz algebra. Note that if $F(L) = M_{F(Z)}^L \in L^\infty_d$ has Taylor-MacLaurin series:

$$F(Z) = \sum_{\alpha \in \mathbb{F}^d} F_\alpha Z^\alpha,$$

then its transpose-conjugate, $F^t \in (\mathbb{H}_d^\infty)^t$ is a locally bounded NC function,

$$F^t(Z) := \sum F_{\alpha^t} Z^\alpha,$$

so that

$$F(R) := U_t F(L) U_t = M_{F^t}^R \in R_d^\infty.$$

As in \cite{36, 22} a left (or right) free multiplier of the free Hardy space will be called inner if the corresponding multiplication operator is an isometry, and outer if the corresponding (left or right) multiplication operator has dense range.
3 Non-commutative measures

As described in the introduction, any finite, positive, and regular Borel measure, \( \mu \), on \( \partial \mathbb{D} \) is the Clark measure, \( \mu = \mu_b \) corresponding to a contractive analytic function \( b \) in \( \mathbb{D} \). As before, we can identify \( \mu \) via its moments, with a positive linear functional, \( \hat{\mu} \), on the disk algebra operator system \( \mathcal{A}(\mathbb{D}) + \mathcal{A}(\mathbb{D})^* \). (We write this in place of its norm-closure, which is simply the \( C^* \)-algebra \( \mathcal{O}(\partial \mathbb{D}) \) of continuous functions on \( \partial \mathbb{D} \) in this case.) If \( b \) is a contractive analytic function, then \( 1 - b \) is outer (cyclic for the shift), and it follows that \( H_b(S) := (I + b(S))(I - b(S))^{-1} \) is a closed operator affiliated to \( S \) with dense domain \( \text{Ran} \,(I - b(S)) \). Moreover, it is not difficult to verify the formula:

\[
\hat{\mu}_b(S^k) = \frac{1}{2} \left( \langle H_b(S)^*1, S^k1 \rangle_{H^2} + \langle 1, H_b(S)^*S^k1 \rangle_{H^2} \right) = \delta_{b,0} \frac{1}{2} H_b(0) + \frac{1}{2} \langle 1, H_b(S)^*S^k1 \rangle_{H^2}.
\]

One can further re-write the Herglotz representation formula in terms of this Clark functional:

\[
H_b(z) = i \text{Im} \, H_b(0) + \hat{\mu}_b \left( (I + zS^*)(I - zS^*)^{-1} \right),
\]

and the (conjugate) moments of \( \mu \) are in fixed proportion to the MacLaurin series coefficients of \( H_b \):

\[
H_b(z) = i \text{Im} \, H_b(0) + \hat{\mu}_b(I) + \frac{1}{2} \sum_{k=1}^{\infty} z^k \hat{\mu}_b(S^k)^*.
\]

These constructions have exact analogues in the NC multi-variable setting. In place of \( \mathcal{A}(\mathbb{D}) = \text{Alg}\{I, S\} -\|\cdot\| \) we have the free disk algebra, \( \mathcal{A}_d = \text{Alg}\{I, L_1, \cdots, L_d\} -\|\cdot\| \). The results in this section can be found in [9, 8].

**Definition 3.1.** A (positive) **non-commutative measure** is a positive linear functional on the free disk system:

\[
\mathcal{A}_d := (\mathcal{A}_d + \mathcal{A}_d^*)^{-\|\cdot\|}.
\]

The set of all positive NC measures will be denoted by \((\mathcal{A}_d)_+^{\dagger}\).

**Definition 3.2.** ([9 Definition 3.1]) Given any contractive free holomorphic \( B \in \mathcal{L}_d := [H^\infty(\mathbb{B}_d^d)]_1 \), the **Clark functional** or **NC Clark measure** of \( B \) is the positive linear functional, \( \mu_B \in (\mathcal{A}_d)_+^{\dagger} \), defined by:

\[
\mu_B(L^\alpha) := \frac{1}{2} \left( \langle H_B(R)^*1, L^\alpha 1 \rangle_{H^2_d} + \langle 1, H_B(R)^*L^\alpha 1 \rangle_{H^2_d} \right) = \frac{1}{2} H_B(0) \cdot \delta_{\alpha,0} + \frac{1}{2} \langle 1, H_B(R)^*L^\alpha 1 \rangle_{H^2_d}.
\]

The convex set, \( \mathcal{L}_d := [H^\infty_d]_1 \), of all contractive NC functions in \( \mathbb{B}_d^d \) is called the **left NC Schur**
class or left free Schur class [37, Section 3]. Similarly, \( \mathcal{R}_d = \mathcal{L}_d^+ \) will denote the right NC Schur class, the set of all transpose-conjugates of elements of \( \mathcal{L}_d \).

It is not immediately obvious that the above definition of \( \mu_B \) produces a positive NC measure or positive linear functional on the free disk system, \( \mathcal{A}_d \). This is proven in [9, Proposition 3.2] and [8, Proposition 4.5]. Classically, the closed unit ball of \( H^\infty(D) \), i.e., the closed convex set of all contractive analytic functions in the disk, is called the Schur class [37]. This motivates our terminology above.

**Remark 3.3.** The left and right NC Schur classes are distinct. A simple example is given by the NC polynomial:

\[
B(Z) := \frac{1}{\sqrt{2}} Z_2 (I_n - Z_1); \quad Z \in \mathbb{B}_n^d.
\]

This is inner as a right multiplier, i.e., \( M_B^R \) is an isometry on \( \mathbb{H}_n^2 \), and hence has operator norm 1. However, as a left multiplier, \( M_B^L \) has norm \( \sqrt{2} > 1 \), see [38, Example 3.4] for details.

**Definition 3.4.** A free holomorphic function, \( H \) in \( \mathbb{B}_n^d \) is a left free or NC Herglotz function if \( \text{Re} \, H(Z) \) is positive semi-definite for all \( Z \in \mathbb{B}_n^d \). The set of all left free Herglotz functions is a positive cone which we denote by \( \mathcal{L}_d^+ \).

We will also consider the right NC Herglotz class, \( \mathcal{R}_d^+ \), the image of \( \mathcal{L}_d^+ \) under the transpose involution, \( \mathcal{R}_d^+ = (\mathcal{L}_d^+)^t \). As in the classical setting, the fractional linear Cayley Transform implements a bijection between \( \mathcal{L}_d \) and \( \mathcal{L}_d^+ \): Given \( B \in \mathcal{L}_d \),

\[
H_B := (I - B)^{-1}(I + B) \in \mathcal{L}_d^+,
\]

and given \( H \in \mathcal{L}_d^+ \),

\[
B_H := (H + I)^{-1}(H - I) \in \mathcal{L}_d.
\]

Similarly the Cayley Transform maps \( \mathcal{R}_d \) bijectively onto \( \mathcal{R}_d^+ \), and since the left and right NC Schur classes are distinct (see Remark 3.3 above), so are the left and right NC Herglotz classes. Given \( Z \in \mathbb{B}_n^d \), let

\[
ZL^* := (Z_1 \otimes I_{d^2}, \ldots, Z_d \otimes I_{d^2}) \begin{pmatrix} I_n \otimes L_1 \otimes \cdots \otimes L_1 \\ \vdots \\ I_n \otimes L_d \otimes \cdots \otimes L_d \end{pmatrix} = Z_1 \otimes L_1^* + \cdots + Z_d \otimes L_d^* \in \mathcal{L}(\mathbb{C}^n \otimes \mathbb{H}_d^2),
\]

and set \( I_{n \times d^2} := I_n \otimes I_{d^2} \). Also note that \( ZL^* \) is a strict contraction so that

\[
(I - ZL^*)^{-1} = \sum_{k=0}^{\infty} (ZL^*)^k = \sum_{\alpha \in \mathbb{F}^d} Z^\alpha \otimes L^*\alpha,
\]

is a convergent geometric series. The following result extends the classical bijection between Herglotz functions in the disk and positive measures on the circle to our NC multivariable setting.
Theorem 3.5. ([4, Theorem 3.4], [7, Section 5]) The map $B \mapsto \mu_B$ is a bijection, modulo the imaginary part of $H_B(0)$, from $\mathcal{L}_d$ onto $(\mathcal{A}_d)_{+}^\dagger$, and one has the NC Herglotz formula:

$$H_B(Z) = i \text{Im} H_B(0_n) + (\text{id}_n \otimes \mu_B) \left( (I_{n \times H^2} + ZL^*)(I_{n \times H^2} - ZL^*)^{-1} \right); \quad Z \in \mathbb{B}_n^d, \quad (3.1)$$

In the above, $\text{id}_n : \mathbb{C}^{n \times n} \to \mathbb{C}^{n \times n}$ denotes the identity map. Any NC measure $\mu \in (\mathcal{A}_d)_{+}^\dagger$ is the NC Clark measure of some contractive NC holomorphic function $B \in \mathcal{L}_d$, $\mu = \mu_B$, and the moments of $\mu$ can be identified with the MacLaurin (Taylor-Taylor series at $0 \in \mathbb{B}_d^d$) series coefficients of $H_B$:

$$H_B(Z) = i \text{Im} H_B(0)I_n + \mu(I)I_n + 2 \sum_{\alpha \neq \emptyset} Z^\alpha \mu(L^\alpha)^*; \quad Z \in \mathbb{B}_n^d, \quad (3.2)$$

see [9, Lemma 3.3]. The left NC Herglotz-Riesz transform of $\mu \in (\mathcal{A}_d)_{+}^\dagger$ is defined as

$$H_\mu(Z) = (\text{id}_n \otimes \mu_B) \left( (I_{n \times H^2} + ZL^*)(I_{n \times H^2} - ZL^*)^{-1} \right); \quad Z \in \mathbb{B}_n^d,$$

so that if $\mu = \mu_B$ for $B \in \mathcal{L}_d$ then $H_B = H_\mu + i \text{Im} H_B(0)$.

3.6 Non-commutative Lebesgue measure

Classically, the Herglotz-Riesz transform, $H_m(z)$, of normalized Lebesgue measure, $m$ on $\partial \mathbb{D}$ is the constant function $H_m \equiv 1$:

$$H_m(z) := \int_{\partial \mathbb{D}} \frac{1 + z\zeta^*}{1 - z\zeta^*} m(d\zeta)$$

$$= 2 \sum_{k=0}^\infty z^k \int_{\partial \mathbb{D}} (\zeta^*)^k m(d\zeta) - \int_{\partial \mathbb{D}} m(d\zeta)$$

$$= 2 \sum_{k=0}^\infty z^k \delta_{k,0} - 1 = 1.$$

The corresponding contractive analytic function in $\mathbb{D}$ obtained as the inverse Cayley Transform of $H_m(z) \equiv 1$ is then identically 0:

$$b_m(z) := \frac{H_m(z) - 1}{H_m(z) + 1} = 0.$$

It is then natural to expect that in the NC multi-variable theory, the role of normalized Lebesgue measure should be played by the unique positive NC measure corresponding to the constant free holomorphic functions:

$$B(Z) := 0_n, \quad \text{or equivalently} \quad H_B(Z) := I_n; \quad Z \in \mathbb{B}_n^d.$$
Using the NC Herglotz representation formula (3.1), it is easy to check that the unique NC measure (which we also denote by $m$), corresponding to the contractive NC function $B(Z) = 0_n$ is the vacuum state on the Fock space:

$$m(L^\alpha) := \langle 1, L^\alpha 1 \rangle_{H^2} = \delta_{\alpha,0}.$$  

More evidence that this is to be expected, is that if $m$ is normalized Lebesgue measure on $\partial \mathbb{D}$, then the corresponding linear functional $\hat{m}$ restricted to $A(\mathbb{D})$ can be expressed as:

$$\hat{m}(S^k) = \langle 1, S^k 1 \rangle_{H^2} = \delta_{k,0}.$$  

**Definition 3.7.** The vacuum state $m \in (\mathcal{A}_d)^\dagger_+$ will be called (normalized) NC Lebesgue measure.

### 3.8 Left regular representations of the Cuntz-Toeplitz algebra

If $\mu$ is any positive finite and regular Borel measure on $\partial \mathbb{D}$, it is natural to consider the $L^2$ space, $L^2(\mu, \partial \mathbb{D})$, as well as its ‘analytic part’,

$$H^2(\mu) := \bigvee_{k \geq 0} \zeta^k,$$

the closed linear span of the ‘analytic polynomials’ in $L^2(\mu, \partial \mathbb{D})$. The operator $M_\zeta$, of multiplication by $\zeta$ is unitary on $L^2(\mu)$, and $H^2(\mu)$ is $M_\zeta$–invariant so that the restriction of $M_\zeta$ to $H^2(\mu)$ is an isometry.

When $d > 1$, the appropriate analogues of $H^2(\mu)$ and $M_\zeta|_{H^2(\mu)}$ are obtained via a Gelfand-Naimark-Segal (GNS) construction: If $\mu \in (\mathcal{A}_d)^\dagger_+$, the fact that the free disk algebra has the semi-Dirichlet property [39]:

$$\mathcal{A}_d^* \mathcal{A}_d \subseteq (\mathcal{A}_d + \mathcal{A}_d^*) - \|\cdot\|,$$

ensures that the GNS pre-inner product:

$$\langle a_1, a_2 \rangle_\mu := \mu(a_1^* a_2); \quad a_1, a_2 \in \mathcal{A}_d$$

is well-defined. The GNS space $\mathbb{H}_d^2(\mu,B)$ is then the Hilbert space completion of $\mathcal{A}_d$ modulo zero length vectors with respect to this pre-inner product. The equivalence class of $a \in \mathcal{A}_d$ will be denoted by $a + N_\mu$, where $N_\mu \subseteq \mathcal{A}_d$ is the left ideal of all elements of zero length. Moreover, the left regular representation: $\pi_\mu : \mathcal{A}_d \to \mathcal{L}(\mathbb{H}_d^2(\mu))$,

$$\pi_\mu(a_1)(a_2 + N_\mu) := a_1 a_2 + N_\mu; \quad a_1, a_2 \in \mathcal{A}_d,$$

is completely isometric and extends to a $*$–representation of the Cuntz-Toeplitz algebra $\mathcal{E}_d =$
$C^*(I,L)$ on $\mathcal{L}(\mathbb{H}_d^2(\mu))$ \cite{40}. In particular,

$$\Pi_\mu = \pi_\mu(L) := (\pi_\mu(L_1), \cdots, \pi_\mu(L_d)) : \mathbb{H}_d^2(\mu) \otimes \mathbb{C}^d \to \mathbb{H}_d^2(\mu),$$

is a (row) isometry, and we write $\Pi_{\mu,k} := \pi_\mu(L_k)$. Again, if $d = 1$ then

$$\mathbb{H}_1^2(\hat{\mu}) \simeq H_1^2(\mu), \quad \text{and} \quad \Pi_{\hat{\mu}} \simeq M_\zeta|_{H_1^2(\mu)},$$

where $\hat{\mu}$ is, as before, the positive linear functional corresponding to the positive measure, $\mu$ on the circle $\partial \mathbb{D}$.

### 3.9 The (right) NC Herglotz class

For our purposes, it will be convenient to consider the right free Herglotz class $\mathcal{R}_d^+ = (\mathcal{L}_d^+)^t$, the image of the left free Herglotz class under the involutive transpose map. Namely if $H \in \mathcal{L}_d^+$ has Taylor-MacLaurin series:

$$H(Z) = \sum_{\alpha \in \mathbb{F}^d} Z^\alpha H_\alpha = \mu(I) I_n + 2 \sum_{\alpha \neq \emptyset} Z^\alpha \mu(L^\alpha^*)^*,$$

then $H^t \in \mathcal{R}_d^+$ has Taylor-MacLaurin series:

$$H^t(Z) = \sum_{\alpha} Z^\alpha H_{\alpha^t} = \mu(I) I_n + 2 \sum_{\alpha \neq \emptyset} Z^\alpha \mu(L^\alpha)^*,$$

see \cite{9} Section 3]. As in \cite{9} \cite{11} \cite{12}, we can identify $\mathcal{R}_d^+$ as closed (potentially unbounded) right multiplication operators densely-defined in the full Fock or NC Hardy space: if $H \in \mathcal{R}_d^+$, then $M_{H^t}(Z) = H^t(R)$, where $H^t(L) = M_{H^t}(Z)$ and $H^t \in \mathcal{L}_d^+$. Given $H \in \mathcal{R}_d^+$, one can construct the (right) free Herglotz space, $\mathcal{R}_d^+(H) := \mathcal{H}_{nc}(K^H)$, the unique NC-RKHS corresponding to the (right) free Herglotz kernel:

$$K^H(Z,W) := \frac{1}{2} K(Z,W) [H(Z)(\cdot) + (\cdot) H(W)^*]; \quad Z,W \in \mathbb{B}_d^4,$$

see \cite{9} Section 4]. Here $K(Z,W)$ denotes the CPNC Szegö kernel in the NC unit ball $\mathbb{B}_d^4$, see Equation 2.1, and $K^H$ is also a CPNC kernel in $\mathbb{B}_d^4$.

**Lemma 3.10.** A locally bounded NC function, $H$, in $\mathbb{B}_d^4$ belongs to the right free Herglotz class if and only if $K^H$ is a CPNC kernel.

There is an analogous kernel characterization of the left NC Herglotz class, see \cite{9} Section 3].

**Proof.** By definition $H$ is right Herglotz if and only if $H^t$ is left Herglotz, i.e. if and only if $\text{Re } H^t(Z) \geq 0$ for all $Z \in \mathbb{B}_d^4$. By \cite{16} Chapter III.8], the Cayley Transform implements a bijection
between closed, accretive operators (operators with numerical range in the right half-plane) which are densely-defined in a Hilbert space and contractions which do not have 1 as an eigenvalue. In particular, $H^t$ is a left NC Hermitian function if and only if $B^\ast := (H^t - 1)(H^t + 1)^{-1} \in \mathcal{L}_d$ is a contractive NC function in $\mathbb{B}_d^d$. (By the NC maximum modulus principle, [24, Lemma 6.11], any non-constant $B^t \in \mathcal{L}_d$ must take strictly contractive values in $\mathbb{B}_d^d$.) Setting $B = (B^t)^\dagger$, we conclude that $H \in \mathcal{R}_d^+$ belongs to the right NC Hermitian class if and only if $M_B^R = B^\dagger(R) = U_1B^\dagger(L)U_1$ is a contractive right multiplier so that $B \in \mathcal{R}_d$ belongs to the right Schur class.

It is well-known that a multiplier, $b$, of a reproducing kernel Hilbert space, $\mathcal{H}(k)$, is contractive, if and only if the de Branges-Rovnyak kernel, $k^b(z, w) := k(z, w) - b(z)k(z, w)b(w)^\ast$ is a positive kernel function. It is straightforward to verify this in the NC setting: A right multiplier, $B \in (\mathbb{H}_d^\infty)^t$, of $\mathbb{H}_d^2$ is contractive if and only if $I_{\mathbb{H}_d^2} - M_B^R(M_B^R)^\ast \geq 0$, so that $B \in \mathcal{R}_d$ if and only if for any $(Z, y, v) \in \mathbb{B}_d^d \times \mathbb{C}^n \times \mathbb{C}^n$ and any $n \in \mathbb{N}$,

$$0 \preceq \langle K\{Z, y, v\}, (I - M_B^R(M_B^R)^\ast)K\{Z, y, v\}\rangle_{\mathbb{H}_d^2} = \langle K\{Z, y, v\}, K\{Z, y, v\}\rangle_{\mathbb{H}_d^2} - \langle K\{Z, y, B(Z)v\}, K\{Z, y, B(Z)v\}\rangle_{\mathbb{H}_d^2}$$

$$= y^\ast K(Z, Z)[vv^\ast]y - y^\ast K(Z, Z)[B(Z)vv^\ast B(Z)]y. \quad (3.3)$$

Clearly if $B$ is a contractive right multiplier the above expression is positive semi-definite. Conversely, linear combinations of NC Szegö kernels are NC Szegö kernels: $K\{Z, y, v\} + cK\{W, x, u\} = K\{Z \oplus W, y \oplus cx, v \oplus u\}$, and the linear span of the NC Szegö kernels is dense. Hence, the above expression is positive semi-definite for all $(Z, y, v)$ if and only if $B \in \mathcal{R}_d$.

It follows that $B$ is a right NC Schur function if and only if the linear map $K^B(Z, Z)[\cdot] : \mathbb{C}^{n \times n} \rightarrow \mathbb{C}^{n \times n}$ defined by

$$K^B(Z, Z)[\cdot] := K(Z, Z)[\cdot] - K(Z, Z)[B(Z)(\cdot)B(Z)^\ast],$$

is positive semi-definite for any $Z \in \mathbb{B}_d^d$ and $n \in \mathbb{N}$. By [12, Subsection 2.4], this is equivalent to $K^B(Z, Z)[\cdot]$ being completely positive for any $Z \in \mathbb{B}_d^d$, and hence to $K^B(Z, W)$ being a CPNC kernel. It is clear that $B(Z) = (H(Z) - I)(H(Z) + I)^{-1}$ is the Cayley Transform of $H$, and a bit of algebra verifies that

$$K^B(Z, W)[\cdot] = K^H(Z, W)[(I - B(Z))(\cdot)(I - B(W)^\ast)],$$

or equivalently, $K^H(Z, W)[\cdot] = K^B(Z, W)[(I - B(Z))^{-1}(\cdot)(I - B(W)^\ast)^{-1}]$. It follows easily from these equations that the NC de Branges-Rovnyak kernel $K^B$ is a CPNC kernel if and only if $K^H$ is a CPNC kernel.

Given $H \in \mathcal{R}_d^+$, there is then a corresponding NC-RKHS, $\mathcal{H}_{\mu_C}(K^H)$, of NC holomorphic (i.e. locally bounded) functions in $\mathbb{B}_d^d$. If $\mu \in (\mathcal{A}_d)_+^+$ is the unique NC measure corresponding to the right NC Hermitian function $H \in \mathcal{R}_d^+$ by Theorem 3.5, we will usually write $K^H = K^\mu$, and we
will use the notation $\mathcal{H}^+(H_\mu) := \mathcal{H}_{nc}(K^n)$ for the right free Herglotz space of $H_\mu$. Here, we will also write $H = H_\mu$ (or sometimes $\mu = \mu_H$). As described in [9, 8], if $H = H_\mu$, there is a natural onto isometry, the (right) free Cauchy transform, $\mathcal{C}_\mu : \mathbb{H}_d^2(\mu) \to \mathcal{H}^+(H_\mu)$: For any free polynomial $p \in \mathbb{C}\{z\} \subseteq \mathbb{H}_d^2(\mu)$,

$$(\mathcal{C}_\mu p)(Z) = (\text{id}_n \otimes \mu \circ t) \left((I_n \times \mathbb{H}^2 - Z \circ L^*)^{-1} I_n \otimes p(L)\right)$$

$$:= \sum_{\alpha \in \mathbb{F}^d} Z^\alpha \mu(L^\alpha p(L))$$

$$= \sum_{\alpha \in \mathbb{F}^d} Z^\alpha (L^\alpha + N_\mu, p(L) + N_\mu).$$

In the above, as before, for any $Z \in \mathbb{B}_n^d, ZL^* = Z_1 \otimes L_{k1} + ... + Z_d \otimes L_{kd}$ is a strict contraction. The final formula above extends to arbitrary $x \in \mathbb{H}_d^2(\mu)$. (In the first line of the formula above, the $t$ symbol means that one needs to take the transpose of all words in $L^*$ appearing in the geometric sum of $(I_n \times \mathbb{H}^2 - ZL^*)^{-1}$ to obtain the second line.)

### 3.11 NC Cauchy Transform of GNS row isometry

The image of the GNS row isometry $\Pi_\mu$ under the free Cauchy transform is a row isometry on the free Herglotz space:

$$V_\mu = \mathcal{C}_\mu \Pi_\mu \mathcal{C}_\mu^* := \mathcal{C}_\mu (\Pi_{\mu;1}, \cdots, \Pi_{\mu;d}) \mathcal{C}_\mu^* \otimes I_d : \mathcal{H}^+(H_\mu) \otimes \mathbb{C}^d \to \mathcal{H}^+(H_\mu),$$

(3.4)

where $\Pi_{\mu;k} = \pi_\mu(L_k)$. The range of the row isometry $V_\mu$ is:

$$\text{Ran } V_\mu = \bigvee_{(Z,y,v) \in \mathbb{B}_n^d \times \mathbb{C}^n \times \mathbb{C}^n} (K_\mu(Z,y,v) - K^\alpha(0_n,y,v)) = \bigvee_{\alpha \neq \emptyset} K^\alpha_\mu,$$

(3.5)

and for any $Z \in \mathbb{B}_n^d, y, v \in \mathbb{C}^n$,

$$V_\mu^*(K^\mu(Z,y,v) - K^\mu(0_n,y,v)) = K^\mu(Z,Z^*y,v) := \left(K^\kappa(Z,Z^*y,v) : K^\kappa(Z,Z^*y,v)\right) \in \mathcal{H}^+(H_\mu) \otimes \mathbb{C}^d.$$  

(3.6)

The linear span of all such vectors is dense in $\mathcal{H}^+(H_\mu) \otimes \mathbb{C}^d$ since $V_\mu^*$ is a co-isometry.

The image of $\text{Ran } V_\mu$ under $\mathcal{C}_\mu^*$ is $\mathbb{H}_d^2(\mu)_0 = \bigvee_{\alpha \neq \emptyset} L^\alpha + N_\mu$, the closed linear span of the non-constant free monomials in $\mathbb{H}_d^2(\mu)$. If $F \in \mathcal{H}^+(H_\mu)$ is orthogonal to $\text{Ran } V_\mu$, then for any $Z \in \mathbb{B}_n^d$,

$$F(Z) = I_n F(0).$$
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i.e. \( F \equiv F(0) \in \mathbb{C} \) is constant-valued. See [9, Section 4.4] for details.

**Remark 3.12.** Recall that if \( \mu = m \) is normalized NC Lebesgue measure (the vacuum state), then \( H_\mu(Z) = I_n \) for any \( Z \in \mathbb{B}_n^d \) so that the NC Herglotz kernel, \( K^m = K \) reduces to the NC Szegö kernel and \( \mathcal{H}^+(H_m) = H^2(\mathbb{B}_n^d) \) is simply the free Hardy space. In this case \( V_m \simeq M_L^{L^2} \simeq L \) is the left free shift.

### 4 Lebesgue decomposition of NC Toeplitz forms

Any positive NC measure \( \mu \in (\mathcal{A}_d)^\dagger \) can be identified with a positive semi-definite quadratic form, \( q_\mu \), with dense domain, \( \text{Dom} q_\mu = A_d \), in the Fock space. In this section we define the absolutely continuous and singular parts of any \( \mu \in (\mathcal{A}_d)^\dagger \) (with respect to normalized NC Lebesgue measure, \( m \)) by applying B. Simon’s Lebesgue decomposition theory for forms to \( q_\mu \) [20, Section 2]. Standard references for the theory of potentially unbounded quadratic forms in Hilbert space are [43] and [44, Section VIII.6].

#### 4.1 Closable Toeplitz forms

All inner products and sesquilinear forms in this paper are conjugate linear in their first argument. A sesquilinear (or quadratic) form, \( q : \text{Dom} q \times \text{Dom} q \to \mathbb{C} \), where the domain of \( q \), \( \text{Dom} q \subseteq \mathcal{H} \), is dense in a Hilbert space, \( \mathcal{H} \), is positive semi-definite if \( q(h, h) \geq 0 \) for all \( h \in \text{Dom} q \). Given such a positive semi-definite quadratic form, \( q \), define \( \mathcal{H}(q + 1) \) as the Hilbert space completion of \( \text{Dom} q \) with respect to the inner product:

\[
\langle x, y \rangle_{q+1} := q(x, y) + \langle x, y \rangle_{\mathcal{H}}.
\]

The form \( q \) is closed if \( \text{Dom} q \) is complete in the norm of \( \| \cdot \|_{q+1} \), i.e. if \( \text{Dom} q = \mathcal{H}(q + 1) \).

A positive semi-definite quadratic form \( q \), with dense domain in a Hilbert Space, \( \mathcal{H} \), is closed if and only if there is a unique closed, positive semi-definite operator \( A \), with dense domain in \( \mathcal{H} \) so that \( \text{Dom} q = \text{Dom} \sqrt{A} \) and

\[
q(h, g) = q_A(h, g) := \langle \sqrt{A}h, \sqrt{A}g \rangle_{\mathcal{H}}; \quad g, h \in \text{Dom} q,
\]

[43, Chapter VI, Theorem 2.1, Theorem 2.23]. This can be viewed as an extension of the Riesz representation lemma for bounded positive semi-definite quadratic forms. A positive quadratic form, \( q \), is closable if it has a closed extension. Equivalently, \( q \) is closable if and only if the following condition holds: If \( x_n \in \text{Dom} q \) converges to 0, \( x_n \to 0 \), and \( x_n \) is also Cauchy with respect to the pre-inner product defined by \( q \),

\[
q(x_n - x_m, x_n - x_m) \to 0,
\]
then this sequence also converges to 0 with respect to $q$, i.e. $q(x_n, x_n) \to 0$. If $q$ is closable, then it has a minimal closed extension, $\overline{q}$, with $\text{Dom}\, \overline{q} \subseteq H$ equal to the set of all $h \in H$ so that there is a sequence $h_n \in \text{Dom}\, q$, such that $h_n \to h$ and $(h_n)$ is Cauchy in the norm of $H(q + 1)$. A linear subset $\mathcal{D} \subseteq \text{Dom}\, q$ is called a form core for a closed form $q$ if $\mathcal{D}$ is a dense linear subspace in $H(q + 1)$. It follows that if $q$ is closable with closure (minimal closed extension) $q$, then $\text{Dom}\, q$ is a form core for $q$.

In [20, Section 2], B. Simon proved that any densely-defined positive semi-definite quadratic form, $q$, acting in a Hilbert space $H$, has a unique Lebesgue decomposition:

$$ q = q_{ac} + q_s; \quad q_{ac}, q_s \geq 0 $$

where $q_{ac}$ is the maximal closable form bounded above by $q$, $q_{ac} \leq q$ and $q_s = q - q_{ac} \leq q$. Here, a partial order on positive semi-definite quadratic forms with dense domains in a Hilbert space $H$ is defined by $q_1 \leq q_2$ if $\text{Dom}\, q_2 \subseteq \text{Dom}\, q_1$ and

$$ q_1(h, h) \leq q_2(h, h) \quad \forall h \in \text{Dom}\, q_2. \quad (4.1) $$

**Theorem 4.2.** ([20, Section 2], [44, Theorem S.15]) If $q$ is a positive semi-definite quadratic form, densely-defined in a Hilbert space $H$, then there is a maximal closable positive semi-definite form $q_{ac}$ bounded above by $q$, $q_{ac} \leq q$, and $\text{Dom}\, q$ is a form-core for $\overline{q}_{ac}$. If $E : \mathcal{H}(q + 1) \hookrightarrow H$ is the canonical embedding, and $Q_s$ is the orthogonal projection onto $\text{Ker}\, E$, $q_{ac}$ is given by the formula:

$$ q_{ac}(h_1, h_2) = \langle h_1, Q_{ac} h_2 \rangle_{\mathcal{H}(q+1)} - \langle h_1, h_2 \rangle_{\mathcal{H}}; \quad Q_{ac} := I - Q_s. $$

**Remark 4.3.** In the above, maximality refers to the partial order defined in Equation (4.1). This theorem yields the unique Lebesgue decomposition

$$ q = q_{ac} + q_s; \quad 0 \leq q_s = q - q_{ac} \leq q, $$

where $q_{ac}$ is absolutely continuous, i.e. closable, and $q_s$ is singular in the sense that the only closable positive semi-definite quadratic form bounded above by $q_s$ is the identically zero form.

The proof of the above Lebesgue decomposition theorem for quadratic forms has similarity to von Neumann’s approach to Lebesgue decomposition theory [21, Lemma 3.2.3], and in fact recovers von Neumann’s classical proof of the Lebesgue decomposition of a finite positive and regular Borel measure (on say $\partial D$), $\mu$, with respect to another, $\lambda$, if one takes $\mathcal{H} = L^2(\lambda, \partial D)$, and $q_\mu$ to be the
quadratic form with the continuous functions $\mathcal{C}(\partial \mathbb{D}) \subset L^2(\lambda)$ as a dense form domain,

$$q_\mu(f, g) := \int_{\partial \mathbb{D}} \overline{f(\zeta)} g(\zeta) \mu(d\zeta),$$

We are primarily interested in positive semi-definite quadratic forms arising from positive NC measures $\mu \in (\mathcal{A}_d)_{++}^*$:

**Definition 4.4.** A positive semi-definite sesquilinear form, $q$, with dense $L^\perp$-invariant domain $\text{Dom} q \subseteq \mathbb{H}_d^2$ is called left or $L^\perp$-Toeplitz if:

$$q(L_j g, L_k h) = \delta_{k,j} q(g, h); \quad g, h \in \text{Dom} q. \quad (4.2)$$

A closed, positive semi-definite and densely-defined operator $T: \text{Dom} T \subseteq \mathbb{H}_d^2 \to \mathbb{H}_d^2$ will be called left or $L^\perp$-Toeplitz if:

1. $\sqrt{T}$ is $L^\perp$-invariant, and
2. the associated closed quadratic form

$$q_T(g, h) := (\sqrt{T} g, \sqrt{T} h)_{\mathbb{H}_d^2}; \quad g, h \in \text{Dom} \sqrt{T},$$

is $L^\perp$-Toeplitz.

In particular, if $\mu \in (\mathcal{A}_d)_{++}^*$ is any positive NC measure, then

$$q_\mu(a_1, a_2) := \mu(a_1^* a_2); \quad a_1, a_2 \in \mathcal{A}_d, \quad (4.3)$$

is a positive semi-definite $L^\perp$-Toeplitz form with dense form domain $\text{Dom} q_\mu = \mathcal{A}_d \subset \mathbb{H}_d^2$. Note that the left Toeplitz condition, Equation 4.2, is equivalent to:

$$q(L^\gamma g, L^\delta h) = \begin{cases} q(L^\gamma g, h) & \text{if } \alpha = \beta \gamma \text{ for some } \gamma \in \mathbb{F}^d, \\ q(g, L^\delta h) & \text{if } \beta = \alpha \gamma, \\ 0 & \text{else.} \end{cases}$$

**Remark 4.5.** One could further define unbounded $L^\perp$-Toeplitz forms and operators which are not positive semi-definite, but we will have no need for this concept. Most $L^\perp$-Toeplitz forms, $q$, and operators, $T$, we consider will be such that the free polynomials, $\mathbb{C}\{z\} = \mathbb{C}\{z_1, \cdots, z_d\}$, and the free disk algebra, $\mathcal{A}_d$, are $L^\perp$-invariant cores for both $q$ and $\sqrt{T}$.

**Remark 4.6.** By the Riesz representation lemma, a bounded sesquilinear form on $\mathbb{H}_d^2$ is $L^\perp$-Toeplitz if and only if it is the quadratic form of a bounded positive semi-definite $L^\perp$-Toeplitz operator.
Moreover, a bounded positive semi-definite operator, $T \in \mathcal{L}(\mathbb{H}_d^2)$, is $L$–Toeplitz if and only if

$$L_k^*TL_j = \delta_{k,j}T.$$ 

Such operators are called multi-Toeplitz in [22]. Here, recall that a bounded operator $T$ on the Hardy space $H^2(\mathbb{D})$ is called Toeplitz if $T = T_f = P_{H^2}M_f|_{H^2}$ for some $f \in L^\infty(\partial \mathbb{D})$. A result of Brown and Halmos identifies the bounded Toeplitz operators as the set of all bounded operators $T \in \mathcal{L}(H^2)$ with the Toeplitz property:

$$S^*TS = T,$$

where $S = M_z$ is the shift on $H^2$ [45, Theorem 6].

**Lemma 4.7.** If $T$ is a closed positive semi-definite $L$–Toeplitz operator so that $A_d$ is a core for $\sqrt{T}$, then $\text{Dom} \sqrt{T}$ is $L$–invariant and $\mathbb{C}\{\overline{3}\}$ is a core for $\sqrt{T}$.

**Proof.** By assumption, $A_d$ is a core for $\sqrt{T}$. To see that $\text{Dom} \sqrt{T}$ is $L$–invariant, given any $x \in \text{Dom} \sqrt{T}$, choose $a_n \in A_d$ so that $a_n \to x$ in $\mathbb{H}_d^2$, and $\sqrt{T}a_n \to \sqrt{T}x$. Then for any $1 \leq k \leq d$, $L_k a_n \in A_d \subseteq \text{Dom} \sqrt{T}$, $L_k a_n \to L_k x$, and

$$\|\sqrt{T}(L_k a_n - L_k a_m)\|_{\mathbb{H}_d^2}^2 = q_T(L_k(a_n - a_m), L_k(a_n - a_m))$$

$$= q_T(a_n - a_m, a_n - a_m) \quad (q_T \text{ is an } L\text{–Toeplitz form})$$

$$= \|\sqrt{T}(a_n - a_m)\|_{\mathbb{H}_d^2}^2,$$

so that $\sqrt{T}L_k a_n$ is also Cauchy and converges to some $y \in \mathbb{H}_d^2$. Since $\sqrt{T}$ is closed, it follows that $\sqrt{T}L_k x = y$, and $\text{Dom} \sqrt{T}$ is $L$–invariant.

To show that $\mathbb{C}\{\overline{3}\}$ is a core for $\sqrt{T}$, it suffices to show that the set of all $p \oplus \sqrt{T}p$ for $p \in \mathbb{C}\{\overline{3}\}$ is dense in the set of all $a \oplus \sqrt{T}a$ for $a \in A_d$, since this latter set is dense in the graph of $\sqrt{T}$. Since $A_d = \text{Alg}\{I, L_1, \cdots, L_d\}$, given any $a(L) \in A_d$, there exists a sequence of free polynomials $p_n(L)$ so that $p_n(L) \to a(L)$ in operator norm. In particular, $p_n := p_n(L)1 \to a := a(L)1$ in $\mathbb{H}_d^2$. For each $1 \leq k \leq d$, define the linear map $\Pi_k$ on $\text{Ran} \sqrt{T}$ by

$$\Pi_k \sqrt{T}x = \sqrt{T}L_k x; \quad x \in \text{Dom} \sqrt{T}.$$ 

(This is well-defined since $\text{Dom} \sqrt{T}$ is $L$–invariant.) Since $T$ is $L$–Toeplitz, it is easy to check that the $\Pi_k$ define row isometries with pairwise orthogonal ranges: Given $x, y \in \text{Dom} \sqrt{T}$,

$$\langle \Pi_k \sqrt{T}x, \Pi_j \sqrt{T}y \rangle = \langle \sqrt{T}L_k x, \sqrt{T}L_j y \rangle$$

$$= \delta_{k,j} \langle \sqrt{T}x, \sqrt{T}y \rangle. \quad (4.4)$$
Hence, \( \Pi := (\Pi_1, \cdots, \Pi_d) \) extends by continuity to a row isometry on \( \mathcal{H}_T := \text{Ran} \sqrt{T} \). It follows that,

\[
\| \sqrt{T}(p_n - p_m) \|_{\mathbb{H}^2} = \| \sqrt{T}(p_n(L) - p_m(L)) \|_{\mathbb{H}^2} \\
= \| (p_n(\Pi) - p_m(\Pi)) \sqrt{T} 1 \| \\
\leq \| p_n(\Pi) - p_m(\Pi) \| \sqrt{T} 1 \| \\
\leq \| p_n(L) - p_m(L) \| \sqrt{T} 1 \|.
\]

In the above we have used that \( \pi(L) = \Pi \) extends to a unital \(*\)-representation of the Cuntz-Toeplitz \( C^* \)-algebra, \( \mathcal{E}_d := C^* \{ I, L_1, \cdots, L_d \} \) and hence is completely contractive. (Alternatively, this also follows from a trivial application of Popescu’s NC von Neumann inequality \cite{46}.) Since the sequence \( p_n(L) \) is Cauchy in operator norm, it follows that \( (\sqrt{T}p_n) \) is Cauchy in \( \mathbb{H}^2_d \) and converges to some \( y \in \mathbb{H}^2_d \). As before, since \( \sqrt{T} \) is closed, it follows that \( \sqrt{T}a = y \). This proves that \( \mathbb{C}\{ z \} \) is a core for \( \sqrt{T} \).

\[\square\]

### 4.8 Absolutely continuous and singular \( L \)-Toeplitz forms

Let \( \mu \in (\mathcal{A}_d)^1_+ \) be any positive NC measure and let \( q_\mu \) be the \( L \)-Toeplitz form with dense form domain \( A_d \subset \mathbb{H}^2_d \) defined by \( \mu \), see Equation \eqref{4.3}. Then \( q_\mu \) has a Lebesgue decomposition into absolutely continuous (closable) and singular parts given by Theorem \ref{4.2}. We now define an NC measure, \( \mu \), to be absolutely continuous, or singular, if the \( L \)-Toeplitz form \( q_\mu \) is absolutely continuous or singular, respectively.

**Definition 4.9.** A positive NC measure \( \mu \in (\mathcal{A}_d)^1_+ \) is:

1. **absolutely continuous (AC)** (with respect to NC Lebesgue measure, \( m \)) if \( q_\mu \) is an absolutely continuous \( (i.e. \) closable) quadratic form.

2. **singular** (again with respect to \( m \)), if \( q_\mu \) is singular, \( i.e. \) the maximal absolutely continuous part of the \( L \)-Toeplitz form \( q_\mu \) vanishes identically.

In particular, if \( q_\mu = q_{ac} + q_s \) is the Lebesgue decomposition of the \( L \)-Toeplitz form \( q_\mu \), then the explicit formula of Theorem \ref{4.2} shows that the absolutely continuous form \( q_{ac} : \mathcal{A}_d \times \mathcal{A}_d \to \mathbb{C} \) can be expressed as:

\[
q_{ac}(a_1, a_2) = \langle a_1 + N_{\mu+m}, Q_{ac}(a_2 + N_{\mu+m}) \rangle_{\mu+m} - \langle a_1, a_2 \rangle_{\mathbb{H}_d^2} \\
= \langle a_1 + N_{\mu+m}, (Q_{ac} - E^*E)(a_2 + N_{\mu+m}) \rangle_{\mu+m}.
\]

Here, \( Q_s = I - Q_{ac} \) is the orthogonal projection onto the kernel of the contractive embedding \( E : \mathbb{H}_d^2(\mu + m) \to \mathbb{H}_d^2 = \mathbb{H}_d^2(m) \) defined by \( E(p(L) + N_{\mu+m}) := p(L)1 = p \in \mathbb{H}_d^2 \). (Note that
In general, given an arbitrary positive NC measure \( \mu \), it is not obvious whether or not there exist positive NC measures \( \mu_{ac}, \mu_s \in (\mathcal{A}_d)^\dagger_+ \) so that \( q_{ac} = q_{\mu_{ac}}, q_s = q_{\mu_s} \) and \( \mu = \mu_{ac} + \mu_s \). This will be established in the next section using NC Cauchy transform techniques, and this will yield a unique Lebesgue decomposition of any \( \mu \in (\mathcal{A}_d)^\dagger_+ \) into the sum of absolutely continuous and singular (positive) NC measures, see Theorem 5.6.

**Remark 4.10.** When \( d = 1 \), and \( \hat{\mu} \) is the linear functional on \( \mathcal{C}(\partial \mathbb{D}) \) corresponding to a finite, positive and regular Borel measure, \( \mu \), it is also not obvious that \( q_{ac} \) and \( q_s \), where \( q_{\mu} = q_{ac} + q_s \) is the Lebesgue form decomposition, correspond to the linear functionals of the absolutely continuous and singular parts of the measure \( \mu \) (with respect to normalized Lebesgue measure, \( m \), on \( \partial \mathbb{D} \)), as constructed in classical Measure Theory. The fact that one recovers the classical Lebesgue decomposition in this way follows from the results of our companion paper, see [38, Corollary 8.5].

**Example 4.11.** Given any \( x \in \mathbb{H}_d^2 \), let \( m_x \in (\mathcal{A}_d)^\dagger_+ \) denote the positive vector functional:

\[
m_x(L^\alpha) := \langle x, L^\alpha x \rangle_{\mathbb{H}_d^2}.
\]

The results of [42, 41] show that given \( x \in \mathbb{H}_d^2 \), one can define \( x^i(R) = M_x^R \), where \( x^i(R) 1 = x \in \mathbb{H}_d^2 \) as a densely-defined, closed, and potentially unbounded right multiplier defined on a dense domain, \( \text{Dom } x^i(R) \supseteq A_d \), in the Fock space with symbol in the (right) free Smirnov class \( \mathcal{N}_d^+(R) \), the set of all ratios of bounded right multipliers \( B(R)A(R)^{-1} \) with outer (dense range) denominator. We will write \( x^i(R) \sim R^\infty_d \) to denote that \( x^i(R) \) is an unbounded right multiplier affiliated to the right free analytic Toeplitz algebra \( R^\infty_d \). That is, it commutes with the left free shifts in the sense that \( \text{Dom } x^i(R) \) is \( L-invariant \), and \( x^i(R)L_k h = L_k x^i(R)h \) for any \( h \in \text{Dom } x^i(R) \). The (potentially unbounded) left–Toeplitz operator \( T := x^i(R)^* x^i(R) \) is then well-defined, closed, positive semi-definite and densely-defined, and \( q_{m_x} \) agrees with \( q_T \) on the dense form domain \( A_d \). The form \( q_{m_x} \) is then a closable \( L–Toeplitz \) form, so that \( m_x \in (\mathcal{A}_d)^{\dagger}_+ \) is an absolutely continuous (AC) positive NC measure. In fact, any AC positive NC measure is a vector state on the Fock space (although it may have the asymmetric form \( \mu(L^\alpha) = m_{x,y}(L^\alpha) = \langle x, L^\alpha y \rangle_{\mathbb{H}_d^2} \) for some \( y \neq x; \ x, y \in \mathbb{H}_d^2 \) [38, Remark 6.19, Corollary 6.23].

### 5 Cauchy Transforms of NC measures

The goal of this section is to define absolutely continuous and singular NC measures, and to show that any positive NC measure \( \mu \in (\mathcal{A}_d)^{\dagger}_+ \) has a unique Lebesgue decomposition, \( \mu = \mu_{ac} + \mu_s \), into absolutely continuous and singular parts, \( \mu_{ac}, \mu_s \in (\mathcal{A}_d)^{\dagger}_+ \) by proving that the absolutely continuous and singular parts of the Lebesgue form decomposition of \( \mu \) are positive NC measures. If \( \mu \) is any
positive finite and regular Borel measure on \( \partial \mathbb{D} \), the space of all \( \mu \)-Cauchy transforms,

\[
(\mathcal{E}_\mu h)(z) := \int_{\partial \mathbb{D}} \frac{1}{1 - z \zeta^*} h(\zeta) \mu(d\zeta); \quad h \in H^2(\mu), \; z \in \mathbb{D},
\]

of the analytic part, \( H^2(\mu) \) of \( L^2(\partial \mathbb{D}, \mu) \), is the reproducing kernel Hilbert space, \( \mathcal{H}^+(\mu) \) of functions in \( \mathbb{D} \) (the Herglotz space of \( h_\mu \)) with reproducing kernel

\[
K^\mu(z, w) := \frac{1}{2} \frac{\mu(h_\mu(z) + h_\mu(w)^*)}{1 - z w^*} = \int_{\partial \mathbb{D}} \frac{1}{1 - z \zeta^*} \frac{1}{1 - w \zeta^*} \mu(d\zeta),
\]

where \( h_\mu(z) \) is the Herglotz function of \( \mu \). In this setting, is not difficult to verify that domination of positive measures is equivalent to domination of the kernels for their spaces of Cauchy transforms:

\[
\mu \leq t^2 \lambda \iff K^\mu \leq t^2 K^\lambda.
\]

In particular, the following exact NC analogue of a reproducing kernel theory result due to Aronszajn applies [35, Theorem 5.1] [34, Theorem I, Section 7]:

**Theorem 5.1.** Let \( K_1, K_2 \) be CPNC kernels on an NC set \( \Omega \). Then \( K_1 \leq t^2 K_2 \) for some \( t > 0 \) if and only if

\[
\mathcal{H}_{nc}(K_1) \subseteq \mathcal{H}_{nc}(K_2),
\]

and the norm of the embedding \( e : \mathcal{H}_{nc}(K_1) \rightarrow \mathcal{H}_{nc}(K_2) \) is at most \( t \).

As in the single-variable setting, it is easy to verify that domination of (positive) NC measures \( \mu, \lambda \in (\mathcal{A}_d)_{+}^1 \) is equivalent to domination of the NC kernels for their spaces of Cauchy Transforms:

**Lemma 5.2.** Given \( \mu, \lambda \in (\mathcal{A}_d)_{+}^1 \), there is a \( t > 0 \) so that \( \mu \leq t^2 \lambda \), if and only if \( K^\mu \leq t^2 K^\lambda \). If \( E_\mu : \mathbb{H}_d^2(\lambda) \hookrightarrow \mathbb{H}_d^2(\mu) \) and \( e_\mu : \mathcal{H}^+(H_\mu) \rightarrow \mathcal{H}^+(H_\lambda) \) are the canonical embeddings defined by

\[
E_\mu(a(L) + N_\lambda) = a(L) + N_\mu, \quad \text{and} \quad (e_\mu h)(Z) = h(Z); \quad Z \in \mathbb{B}^d_{+},
\]

then, \( E_\mu = c^* \eta^* e_\lambda, \| E_\mu \| = \| e_\mu \| \leq t, \) and \( E_\mu \Pi^\alpha = \Pi^\alpha E_\mu \).

**Proposition 5.3.** Given any NC measure \( \mu \in (\mathcal{A}_d)_{+}^1 \), let \( E : \mathbb{H}_d^2(\mu + m) \hookrightarrow \mathbb{H}_d^2 \) be the contractive embedding, and let \( Q_s \) be the orthogonal projection onto \( \text{Ker} \; E \). Then \( Q_s \) is reducing for the GNS row isometry of \( \mu + m \).

**Proof.** Since \( E \Pi^\alpha_{\mu + m} = L^\alpha E \), by Lemma 5.2 it is easy to check that \( Q_s = \text{Ker} \; E^* E \) is \( \Pi_{\mu + m} \)-invariant. Indeed, suppose that \( x \in \text{Ker} \; E \) and set \( \Pi_k := \Pi_{\mu + m; k} \) and check that

\[
E \Pi_k x = L_k E x = 0.
\]
Hence $Q_s$ is $\Pi = \Pi_{\mu+m}$-invariant so that $Q_{ac} = I - Q_s$ is co-invariant and projects onto $\text{Ker}(E)^\perp = \text{Ran}(E^*)^{-\|\cdot\|}$. Let $I - \hat{Q}_s := \mathcal{C}_{\mu+m}(I - Q_s)\mathcal{C}_{\mu+m}^*$ be the projection onto

$$\mathcal{C}_{\mu+m}\text{Ran}(E^*)^{-\|\cdot\|} = \text{Ran}(e)^{-\|\cdot\|}$$

the closure of the range of the contractive embedding,

$$e : H^2(\mathbb{B}^d_N) \hookrightarrow \mathcal{H}^+(H_{\mu+m}),$$

in $\mathcal{H}^+(H_{\mu+m})$. Let $\text{int}(\mu + m, m) = \text{Ran} e$, the intersection of the NC Hardy space with the space of Cauchy transforms of $\mu + m$, and let

$$\text{Int}_{\mu+m}(m) := \text{int}(\mu + m, m)^{-\|\mu_{\mu+m}} ,$$

the closure of the range of $e$. It follows that $\text{Int}_{\mu+m}(m)$ is $V_{\mu+m}$ co-invariant, and it remains to prove that it is also invariant. Given $f \in \mathcal{H}^+(H_{\mu+m}) \cap H^2(\mathbb{B}^d_N)$, observe that by Equation 3.6

$$(V_{\mu+m;k}f)(Z) - (V_{\mu+m;k}f)(0_n) = Z_k f(Z) = (M_{Z,k}f)(Z) = (V_{m;k}f)(Z),$$

so that

$$(V_{\mu+m;k}f)(Z) = (V_{m;k}f)(Z) + cI_n,$$

where $c := (V_{\mu+m;k}f)(0)$ is constant. Since $H^2(\mathbb{B}^d_N)$ contains the constant functions, we conclude that $V_{\mu+m;k}f \in H^2(\mathbb{B}^d_N) \cap \mathcal{H}^+(H_{\mu+m})$ also belongs to the intersection space, so that the range of $I - \hat{Q}_s$ is reducing for $V_{\mu+m}$, and $Q_{ac} = I - Q_s$, $Q_s$ are reducing projections for the GNS row isometry $\Pi_{\mu+m}$.

**Corollary 5.4.** Given an NC measure $\mu \in (\mathcal{A}_d)_+^\dagger$, the following are equivalent:

1. $\mu$ is absolutely continuous.

2. The intersection of $\mathcal{H}^+(H_{\mu+m})$ with the NC Hardy space $H^2(\mathbb{B}^d_N)$ is dense in $\mathcal{H}^+(H_{\mu+m})$.

**Proof.** By the formula for $q_{ac}$, Equation 4.5, and by definition, $\mu$ is absolutely continuous if and only if $Q_{ac} = I_{\mu+m}$, the identity of $\mathbb{H}^2_d(\mu + m)$. Since $Q_{ac}$ is the orthogonal projection onto the closure of $\text{Ran} E^*$, we have that $Q_{ac} = I$ if and only if $E^*$ has dense range. By Lemma 5.2 $E^*$ has dense range if and only if $e = \mathcal{C}_{\mu+m}E^*\mathcal{C}_{\mu+m}^* : H^2(\mathbb{B}^d_N) \hookrightarrow \mathcal{H}^+(H_{\mu+m})$ has dense range.

**Corollary 5.5.** An NC measure $\mu \in (\mathcal{A}_d)_+^\dagger$ is singular if and only if

$$\mathbb{H}^2_d(\mu + m) = \mathbb{H}^2_d(\mu) \oplus \mathbb{H}^2_d.$$
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Proof. Since \( m, \mu \leq \mu + m \), the embeddings \( E : \mathbb{H}_d^2(\mu + m) \hookrightarrow \mathbb{H}_d^2 \) and \( E_\mu : \mathbb{H}_d^2(\mu + m) \hookrightarrow \mathbb{H}_d^2(\mu) \) are contractions with dense ranges, and \( E^*E + E_\mu^*E_\mu = I_{\mu + m} \), the identity in \( \mathcal{L}(\mathbb{H}_d^2(\mu + m)) \). By the formula of Equation 4.5 \( \mu \) is singular if and only if \( E^*E = P_{\text{Ran} E^*} = Q_{ac} \), in which case \( Q_s = I - Q_{ac} = I - E^*E = E_\mu^*E_\mu \). It follows that \( E, E_\mu \) are co-isometries onto their ranges, and we can identify \( \text{Ran} Q_{ac} \) and \( \text{Ran} Q_s \) with \( \mathbb{H}_d^2 \) and \( \mathbb{H}_d^2(\mu) \), respectively. \( \square \)

**Theorem 5.6.** (Non-commutative Lebesgue decomposition) Any positive NC measure \( \mu \in (\mathcal{A}_d)_+ \) has a unique Lebesgue decomposition,

\[
\mu = \mu_{ac} + \mu_s,
\]

into positive NC measures \( \mu_{ac}, \mu_s \leq \mu \). The NC measure \( \mu_{ac} \) is the maximal absolutely continuous NC measure bounded above by \( \mu \), and \( \mu_s \) is a singular NC measure.

**Proof.** Consider the Lebesgue form decomposition \( q_\mu = q_{ac} + q_s \) of the positive semi-definite \( L \)-Toeplitz form, \( q_\mu \), with dense form domain \( \mathcal{A}_d \subset \mathbb{H}_d^2 \). Given \( q_{ac} \), we first define a self-adjoint linear functional \( \mu_{ac} : \mathcal{A}_d + \mathcal{A}_d^* \rightarrow \mathbb{C} \) by

\[
\mu_{ac}(a_1 + a_2) := q_{ac}(a_1, 1) + q_{ac}(1, a_2); \quad a_1 \in \mathcal{A}_d, \quad a_2 \in (\mathcal{A}_d)_0,
\]

where \((\mathcal{A}_d)_0\) denotes the elements of \( \mathcal{A}_d \) which vanish at 0, \( a_2(0) = 0 \). Here, note that we do not take the norm closure of \( \mathcal{A}_d + \mathcal{A}_d^* \), so that this is not an operator system. The fact that \( \mu_{ac} \) is self-adjoint follows as \( q_{ac} \) is positive semi-definite, hence symmetric: Given \( a \in \mathcal{A}_d \),

\[
\mu_{ac}(a) = q_{ac}(1, (a - a(0)1)) + q_{ac}(a(0)1, 1) = q_{ac}(1, a),
\]

and

\[
\overline{\mu_{ac}(a^*)} = q_{ac}(a, 1) = q_{ac}(1, a) = \mu_{ac}(a),
\]

since \( q_{ac} \) is a symmetric sesquilinear form. Observe that \( \mu_{ac} \) is bounded on \( \mathcal{A}_d + \mathcal{A}_d^* \): Given \( a_1 \in \mathcal{A}_d \), \( a_2 \in (\mathcal{A}_d)_0 \), applying the formula of Equation 4.5 for \( q_{ac} \), and using that \( Q_{ac} \) commutes with the GNS representation of \( \mu + m \) by Proposition 5.3 yields

\[
|\mu_{ac}(a_1 + a_2^*)| = |q_{ac}(a_1, 1) + q_{ac}(1, a_2)| \leq \left| \langle Q_{ac}(I + N_{\mu + m}), \pi_{\mu + m}(a_1^* + a_2^*)Q_{ac}(I + N_{\mu + m}) \rangle_{\mu + m} - \langle 1, (a_1(L)^* + a_2(L))1 \rangle_{\mathbb{H}_d^2} \right| \\
\leq \| \pi_{\mu + m}(a_1^* + a_2^*) \| \| Q_{ac}(I + N_{\mu + m}) \| + \| a_1(L)^* + a_2(L) \| \\
\leq \| a_1(L)^* + a_2(L) \| (2 + \mu(I)).
\]

In the above we have used that \( \pi_{\mu + m} \) is a unital \(*\)-representation of the Cuntz-Toeplitz \( C^* \)-algebra (the unital \( C^* \)-algebra generated by the left free shifts), and is hence completely positive and completely contractive. This proves that \( \mu_{ac} \) is bounded on its domain and hence extends by
continuity to a bounded linear functional on the free disk system $\mathcal{A}_d = (A_d + A_d^*)^{-\|\cdot\|}$.

It remains to prove that $\mu_{ac}$ is a positive linear functional. By [8, Lemma 4.6], any positive element of $\mathcal{A}_d$ is the norm-limit of sums of squares of free polynomials $p_n \in \mathbb{C}\{\mathfrak{z}\}$, and so it suffices to check that $\mu_{ac}(p(L)^*p(L))$ is positive semi-definite for any free polynomial $p$. Given any free polynomial of homogeneous degree $N$,

$$p(L) := \sum_{|\alpha| \leq N} p_\alpha L^\alpha; \quad p_\alpha \in \mathbb{C},$$

one can compute that

$$p(L)^*p(L) = \sum_{|\alpha| \leq N} \sum_{|\beta| \leq N} \overline{p_\alpha}p_\beta (L^\alpha)^*L^\beta$$

$$= \sum_{|\alpha|,|\gamma| \leq N; \gamma \neq \emptyset} \overline{p_\alpha}p_\gamma L^\gamma + \frac{1}{2} \sum_{|\alpha| \leq N} |p_\alpha|^2 + u(L)^*, \quad (5.1)$$

where $u \in \mathbb{C}\{\mathfrak{z}\}$ has homogeneous degree at most $N$. Then calculate that

$$\mu_{ac}(p(L)^*p(L)) = \mu_{ac}(u(L)^* + u(L))$$

$$= q_{ac}(u(L),1) + q_{ac}(1,u(L))$$

$$= 2\text{Re} \langle I + N_{\mu+m}, (Q_{ac} - E^*E) (u(L) + N_{\mu+m}) \rangle_{\mu+m}. $$

Let $\Pi := \Pi_{\mu+m}$. Since $Q_{ac}$ commutes with $\Pi$ by Proposition 5.3 and $E$ intertwines $\Pi$ with $L$ by Lemma 5.2, i.e. $E\Pi_j = L_j E$, it follows that the positive semi-definite contraction $D := Q_{ac} - E^*E$ is $\Pi = \Pi_{\mu+m} - \text{Toeplitz}$ in the sense that

$$\Pi_k^*D\Pi_j = \delta_{k,j}D; \quad 1 \leq k, j \leq d.$$ 

This $\Pi$–Toeplitz property allows us to reverse the steps in Equation (5.1) to conclude that

$$u(\Pi)^*D + Du(\Pi) = p(\Pi)^*Dp(\Pi).$$

It then follows that

$$2\text{Re} \langle I + N_{\mu+m}, (Q_{ac} - E^*E) (u(L) + N_{\mu+m}) \rangle_{\mu+m}$$

$$= \langle p(L) + N_{\mu+m}, (Q_{ac} - E^*E) (p(L) + N_{\mu+m}) \rangle_{\mu+m} = q_{ac}(p,p) \geq 0,$$
since $q_{ac}$ is a positive semi-definite sesquilinear form. Hence $\mu_{ac} \in (\mathcal{A}_d)^\dagger$, and by construction

$$\mu(p(L)^*p(L)) - \mu_{ac}(p(L)^*p(L)) = q_{\mu}(p,p) - q_{ac}(p,p) \geq 0.$$  

Again, since sums of squares of free polynomials are norm dense in the cone of positive elements in $\mathcal{A}_d$, $\mu_s := \mu - \mu_{ac} \in (\mathcal{A}_d)^\dagger$ and $\mu = \mu_{ac} + \mu_s$. By definition, $\mu_{ac}$ is then an absolutely continuous NC measure, and $\mu_s$ is a singular NC measure.

**Theorem 5.7.** Let $\mu \in (\mathcal{A}_d)^\dagger$ be an absolutely continuous NC measure. The closure of the positive semi-definite $L-$Toeplitz form, $q_{\mu}$, is the sesquilinear form of a unique closed, positive semi-definite $L-$Toeplitz operator, $T$, and $\mathcal{A}_d$ is a core for $\sqrt{T}$.

**Proof.** If $\mu$ is AC, then by definition, $q_{\mu}$, with form domain $\text{Dom} q_{\mu} = \mathcal{A}_d$ is AC, i.e. closable. Hence the form closure $q_{\mu} = q_T$ is the positive semi-definite form of a unique closed, positive semi-definite $L-$Toeplitz operator $T \geq 0$, and by construction, $\mathcal{A}_d$ is a form-core for $q_T$, hence a core for $\sqrt{T}$. \qed

6 The Radon-Nikodym formula for NC measures

Consider $\mu = \mu_B$ where $B \in \mathcal{L}_d = [\mathbb{H}^\infty_d]_1$ as before. By Theorem 5.6, $\mu$ has an NC Lebesgue decomposition

$$\mu = \mu_{ac} + \mu_s,$$

and by Theorem 5.7 and Lemma 4.7, there is a unique closed, densely-defined, positive $L$-Toeplitz operator $T$ such that $\mathcal{A}_d \subset \text{Dom} \sqrt{T}$,

$$\mu_{ac}(a_2^*a_1) = \langle \sqrt{T}a_1, \sqrt{T}a_2 \rangle_{\mathbb{H}^2_d} = q_T(a_1,a_2); \quad a_1,a_2 \in \mathcal{A}_d, \quad (6.1)$$

$\mathbb{C}\{1\} \subseteq \text{Dom} \sqrt{T}$ is a core for $\sqrt{T}$, and $\text{Dom} \sqrt{T}$ is $L-$invariant. The operator $T$ can be thought of as the NC Radon-Nikodym derivative of $\mu$ with respect to NC Lebesgue measure, $m$. Our goal is to recover $T$ from the function $B$, or, more precisely, from the net of scaled right multipliers $B_r(R) := B(rR), 0 < r < 1$. For each $0 < r < 1$ we form the (bounded, positive, invertible, $L$-Toeplitz) operator $T_r$:

$$T_r := \text{Re} \, H_B(rR) > 0$$

$$= (I - B(rR)^*)^{-1} (I - B(rR)^*B(rR)) (I - B(rR))^{-1}. \quad (6.2)$$

**Remark 6.1.** Here, $B(L) \in [L^\infty_d]_1$ is a contraction, and so $B(rL)$ is a strict contraction,

$$\|B(rL)\| = \sup_{Z \in \mathbb{B}^d_N} \|B(rZ)\| = \sup_{Z \in r\mathbb{B}^d_N} \|B(Z)\| < 1,$$
unless \( B(Z) = \beta I_n, \beta \in \partial \mathbb{D} \), is identically constant, by [24, Theorem 3.1] and the NC maximum modulus principle of [24, Lemma 6.11]. Hence, \( B(rR) = U_t B(rL) U_t \) is also a strict contraction for any \( 0 < r < 1 \).

We observe that in one variable, the quadratic form induced by the Toeplitz operator \( T_r \) is

\[
\langle T_r f, g \rangle_{H^2} = \int_{\partial \mathbb{D}} f(\zeta) \overline{g(\zeta)} \frac{1 - |b(r\zeta)|^2}{|1 - b(r\zeta)|^2} m(d\zeta); \quad f, g \in H^2,
\]

and by Fatou’s theorem, we have that the Radon-Nikodym derivative of \( \mu_b \) is:

\[
\frac{\mu_b(d\zeta)}{m(d\zeta)} = \frac{1 - |b(\zeta)|^2}{|1 - b(\zeta)|^2} = \lim_{r \uparrow 1} \frac{1 - |b(r\zeta)|^2}{|1 - b(r\zeta)|^2}.
\]

Thus \( T \) can be recovered from the \( B_r \) by forming the Toeplitz operators \( T_r \) and taking a.e. limits of the symbols, so that \( T \) is the densely defined Toeplitz operator with \( L^1 \) symbol

\[
\frac{1 - |b(\zeta)|^2}{|1 - b(\zeta)|^2}; \quad \zeta \in \partial \mathbb{D}.
\]

In the non-commutative setting, we seek to recover the ‘NC Radon-Nikodym derivative’, \( T \), from its radial values, \( T_r \), by re-casting the original Fatou Theorem in purely operator-theoretic or functional analytic terms. One technical hurdle is that while the operators \( T_r \) are bounded, \( T \) generically is not. It turns out that the notion of strong resolvent convergence (i.e. strong operator topology convergence of resolvents) of positive semi-definite operators is appropriate. This notion is defined in Subsection 6.6. The main goal of this section is to prove:

**Theorem 6.2** (Non-commutative Fatou Theorem). Let \( \mu = \mu_B \in (\mathcal{A}_d)_{+}^{\dagger} \) be the NC Clark measure of \( B \in [\mathbb{H}_d^\infty]_1 \) with NC Lebesgue decomposition \( \mu = \mu_{ac} + \mu_s \). If \( T \geq 0 \) is the positive semi-definite \( L-\) Toeplitz operator so that \( q_T = \overline{q}_{\mu_{ac}} \), and \( T_r := \text{Re} H_B(rR), 0 < r < 1 \), as above then \( T_r \) converges to \( T \) in the strong resolvent sense as \( r \uparrow 1 \).

Using this theorem (and without appeal to Fatou’s original result) it is not too difficult to show, in the one variable case, that \( T \) is the (possibly unbounded) Toeplitz operator with the symbol given above in Equation (6.3), as of course must be the case.

### 6.3 Radial approximation of NC Herglotz functions

Let \( B \in \mathcal{L}_d = [H^\infty(\mathbb{B}_d^N)]_1 \) be a contractive NC function in the NC unit ball, and let \( B^\dagger \in \mathcal{R}_d \) be its transpose-conjugate in the right free Schur class. For any \( 0 < r < 1 \), define

\[
B_r(Z) := B(rZ), \quad B_r(R) = B(rR) = M^R_{B_r}, \quad \text{and} \quad \mu_r := \mu_{B_r} \in (\mathcal{A}_d)_{+}^{\dagger}.
\]

**Lemma 6.4.** The net \( B(rR) \) converges SOT \( \ast \) to \( B(R) \) as \( r \uparrow 1 \).
Proof. One can show, as in [47, Theorem 3.5.5], that \( B_r(R) \xrightarrow{SOT} B(R) \). In fact, \( B_r(R) \xrightarrow{SOT^\ast} B(R) = M_{B_r(Z)}^R \), since for any kernel function \( K\{Z,y,v\} \),

\[
\| (B_r(R) - B(R))^\ast K\{Z,y,v\}\|^2 = \| K\{Z,y,(B^t(rZ) - B^t(Z))v\}\|^2 = (y,K\{Z,Z\}[(B^t(rZ) - B^t(Z))vv^*(B^t(rZ) - B^t(Z))^\ast y]_C, \rightarrow 0.
\]

Using that the set of all kernel functions is dense in \( H_d^2 \), and that the net \( B_r(R) \) is uniformly norm-bounded, it follows that \( B(rR)^\ast \) converges SOT to \( B(R)^\ast \).

**Lemma 6.5.** \( \mu_r = \mu_{B_r} \) converges pointwise to \( \mu_B \) as \( r \uparrow 1 \). That is, for any \( a_1, a_2 \in A_d \), \( \mu_r(a_1^\ast a_2) \rightarrow \mu_B(a_1^\ast a_2) \).

**Proof.** This follows from the formula for the NC Clark measure of Definition 3.2, and that \( H^1_B(rZ) \) converges pointwise to \( H^1_B(Z) \) as \( r \uparrow 1 \). (Or, equivalently, one can apply the Taylor-Taylor series formula for \( H_B(rZ) \) of Equation 3.2).

### 6.6 Strong resolvent convergence of self-adjoint operators

It will be useful to recall some basic facts about convergence of unbounded self-adjoint operators. Our main reference for this is [44, Chapter VIII.7]:

**Definition 6.7.** Let \( A_n, A \) be closed, self-adjoint operators. The sequence \( A_n \) converges to \( A \) in the strong resolvent (SR) sense if \( (A_n - \lambda I)^{-1} \rightarrow (A - \lambda I)^{-1} \) in the strong operator topology (SOT) for any \( \lambda \in \mathbb{C} \setminus \mathbb{R} \).

To show strong resolvent convergence it suffices to check SOT convergence of the resolvents at any fixed point \( \lambda \in \mathbb{C} \setminus \mathbb{R} \):

**Theorem 6.8.** ([44, Theorem VIII.19]) Let \( A_n, A \) be self-adjoint operators. Then \( A_n \xrightarrow{SR} A \) if and only if there is a \( \lambda_0 \in \mathbb{C} \setminus \mathbb{R} \) so that \( (A_n - \lambda_0 I)^{-1} \xrightarrow{SOT} (A - \lambda_0 I)^{-1} \).

**Remark 6.9.** We will be primarily interested in positive semi-definite \( A_n, A \), in which case one can instead choose \( \lambda_0 \in (-\infty,0) \). In particular, it suffices to show \( (I + A_n)^{-1} \xrightarrow{SOT} (I + A)^{-1} \).

### 6.10 Strong resolvent convergence of positive free harmonic functions

Recall that we have defined

\[
T_r = (I - B(rR)^\ast)^{-1} (I - B(rR)^\ast B(rR)) (I - B(rR))^{-1} > 0; \quad 0 < r < 1.
\]

To investigate the strong resolvent convergence of the \( T_r \), we define \( \Delta_r(\epsilon) := (\epsilon I + T_r)^{-1} \) for any \( \epsilon > 0 \). In particular, if \( \Delta_r := \Delta_r(1) \), then

\[
\Delta_r = (I + T_r)^{-1} = \frac{1}{2} (I - B(rR)) (I - \text{Re} B(rR))^{-1} (I - B(rR)^\ast),
\]
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Since the spectrum, \( \sigma(I + T_r) \subseteq [1, \infty) \), it follows that \( 0 \leq \Delta_r \leq I \) for any \( 0 < r < 1 \). Also note that \( r \mapsto \Delta_r \) is SOT–continuous for \( r \in (0, 1) \).

Our strategy will be to prove that if \( \Delta(\epsilon) := (\epsilon I + T)^{-1} \), where \( T \geq 0 \) is the closed, positive semi-definite NC Radon-Nikodym derivative of \( \mu = \mu_B \) with respect to NC Lebesgue measure, i.e. \( \overline{\mu_{ac}} = q_T \), then
\[
\Delta_r(\epsilon) \xrightarrow{WOT} \Delta(\epsilon) = (\epsilon I + T)^{-1},
\]
where \( WOT \) denotes weak operator topology. Using the resolvent formula, it will then follow that \( \Delta_r = \Delta_r(1) \xrightarrow{SOT} \Delta \), so that \( T_r \) converges to \( T \) in the strong resolvent sense.

### 6.11 Factorization of unbounded \( L \)–Toeplitz operators

Any strictly positive \( L \)–Toeplitz operator which is bounded above and below has an analytic outer factorization:

**Theorem 6.12.** (Popescu [22, Theorem 1.5]) Any positive \( L \)–Toeplitz \( T \in \mathcal{L}(\mathbb{H}_d^2) \) which is bounded below, \( T \geq \epsilon I \) can be factored as: \( T = F(R)^*F(R) \) for some outer \( F(R) \in R_d^\infty \).

Here, recall that \( F(R) \in R_d^\infty \) is called outer if it has dense range. The goal of this subsection is to extend this factorization result to closed, unbounded \( L \)–Toeplitz operators.

**Theorem 6.13.** Let \( \tau \geq 0 \) be a closed, positive semi-definite \( L \)–Toeplitz operator so that \( A_d \) is a core for \( \sqrt{\tau} \). Then, for any fixed \( \epsilon > 0 \) there is a right-outer \( x_\epsilon(R) \sim R_d^\infty \), \( \text{Dom} \ x_\epsilon(R) = \text{Dom} \sqrt{\tau} \) so that \( x_\epsilon(R)^*x_\epsilon(R) = \epsilon I + \tau \), and \( x_\epsilon^1 = x_\epsilon(R)1 \in \mathbb{H}_d^2 \). The closed right multiplier \( x_\epsilon(R) \) is unique up to a unimodular constant.

In the above, recall that the notation \( x(R) \sim R_d^\infty \) means that \( x(R) \) is a potentially unbounded, closed right multiplier affiliated to the operator algebra \( R_d^\infty \), see Example 4.11. That is, \( \text{Dom} \ x(R) \) is \( L \)–invariant and \( x(R)L_kh = L_kx(R)h \) for any \( h \in \text{Dom} \ x(R) \). Any such unbounded multiplier can be expressed as \( x(R) = B(R)A(R)^{-1} \) with \( B(R), A(R) \in R_d^\infty \) bounded right multipliers so that \( A(R) \) is NC outer, i.e. has dense range. The above theorem is essentially [22 Theorem 1.1, Corollary 1.4], without the assumption that \( \tau \) is bounded. We pause to observe that in one variable this result is a familiar consequence of the theory of outer functions: If \( h \) is a non-negative \( L^1 \) function on the circle, (think of this as the symbol of \( \tau \)), then \( 1 + h \) is log-integrable on the unit circle \( \partial \mathbb{D} \), hence there is an \( H^2 \) outer function \( g \) such that \( 1 + h = |g|^2 \) almost everywhere on \( \partial \mathbb{D} \) [6 Chapter IV], or, (ignoring technicalities about domains)
\[
I + T_h = T_{1+h} = T_{g}^*T_g.
\]
(Of course \( h \) itself need not be log-integrable and hence need not factor.)
Definition 6.14. Let $\Pi$ be a row isometry on a separable Hilbert space $\mathcal{H}$. A closed, densely-defined operator $X : \text{Dom } X \subseteq \mathbb{H}_{d}^{2} \to \mathcal{H}$ is called an **intertwiner** if $\text{Dom } X$ is $L$–invariant and

$$X L_{k} x = \Pi_{k} X x; \quad x \in \text{Dom } X.$$

Theorem 6.15. Let $\Pi$ be a cyclic row isometry on $\mathcal{H}$. Suppose $X : \text{Dom } X \subseteq \mathbb{H}_{d}^{2} \to \mathcal{H}$ is an intertwiner which is densely-defined, closed, surjective, and bounded below. Then $\Pi$ is unitarily equivalent to $L$.

Any $X$ satisfying the above theorem has a bounded inverse, by the open mapping theorem. This result is essentially [48, Theorem 2.8], without the assumption that $X$ is bounded. Our proof follows the same lines, though the unbounded case requires some care.

Proof. The Cuntz part of $\Pi$ is supported on:

$$\mathcal{K} := \bigcap_{k=1}^{\infty} \left( \bigvee_{|\alpha|=k} \text{Ran } \Pi^{\alpha} \right)$$

$$= \bigcap_{k=1}^{\infty} \left( \bigvee_{|\alpha|=k} \Pi^{\alpha} X \text{Dom } X \right) \quad \text{(by surjectivity of } X)$$

$$= \bigcap_{k=1}^{\infty} \left( \bigvee_{|\alpha|=k} X L^{\alpha} \text{Dom } X \right)$$

We now prove that the space $\bigcap_{k=1}^{\infty} \left( \bigvee_{|\alpha|=k} X L^{\alpha} \text{Dom } X \right)$ is $\{0\}$. Let

$$M_{k} = \bigvee_{|\alpha|=k} L^{\alpha} \text{Dom } X, \quad k = 1, 2, \ldots$$

(here we are taking just the linear span, not its closure). We have $M_{k} \subset \text{Dom } X$ for each $k$, and

$$\bigcap_{k=1}^{\infty} \overline{M_{k}} \subset \bigcap_{k=1}^{\infty} \left( \bigvee_{|\alpha|=k} L^{\alpha} \mathbb{H}_{d}^{2} \right) = \{0\}.$$

Now suppose that $h \in \mathcal{K} = \bigcap_{k=1}^{\infty} X M_{k}$, we want to prove $h = 0$. For each $k$ there is a $g_{k} \in M_{k}$ such that $h = X g_{k}$. Since $X$ is assumed bounded below, we have

$$\|h\| = \|X g_{k}\| \geq c \|g_{k}\|$$

for some absolute constant $c > 0$, and all $k$. Thus the sequence $g_{k}$ is uniformly bounded, so there is a subsequence $(g_{n_{k}})$ converging weakly to some $g \in \mathbb{H}_{d}^{2}$. Since the $M_{k}$ are nested, this $g$ must
belong to the intersection of all the $\overline{M_k}$, which we have just observed is $\{0\}$. Thus $g = 0$. Let now $f \in \text{Dom } X^*$, which is a dense subspace since $X$ is closed. We have

$$\langle h, f \rangle = \langle X g_n, f \rangle = \langle g_n, X^* f \rangle \rightarrow 0.$$  

Since this holds for all $f \in \text{Dom } X^*$, we conclude $h = 0$. We have shown that $\mathcal{K} = \{0\}$, hence $\Pi$ is of pure type $-L$, i.e. $\Pi$ is unitarily equivalent to copies of $L$. Since $\Pi$ is cyclic, its wandering space is one-dimensional, and $\Pi$ is unitarily equivalent to $L$.

\[ \Box \]

**Proof of Theorem 6.13.** Without loss in generality assume $\epsilon = 1$ and consider $\sqrt{I + \tau}$. This is closed, bounded below, strictly positive, and hence bijective in $\mathbb{H}_d^2$ (its range is all of $\mathbb{H}_d^2$ and it is injective on its dense domain). Both $\sqrt{\tau}$ and $\sqrt{I + \tau}$ are (generally unbounded) closed positive semi-definite operators, and it follows from spectral theory that $\text{Dom } \sqrt{\tau} = \text{Dom } \sqrt{I + \tau}$. It is further easy to check that the norms

$$\|h\|_{G(\sqrt{\tau})}^2 := \|h\|^2 + \|\sqrt{\tau}h\|^2, \quad \text{and} \quad \|h\|_{I + \tau}^2 := \|\sqrt{I + \tau}h\|^2,$$

coincide on $\text{Dom } \sqrt{\tau}$. (Indeed, it is clear that they coincide on $\text{Dom } \tau$, which is a core for both $\sqrt{\tau}$ and $\sqrt{I + \tau}$.) Set $X := \sqrt{I + \tau}$ and define a row isometry, $\Pi$, on $\text{Ran } X = \mathbb{H}_d^2$ by the equation:

$$\Pi_k X y := X L_k y; \quad y \in \text{Dom } X.$$

As in Equation 4.14  $\Pi$ is a row isometry since $q_{I + \tau} = q_{\tau} + q_m$ (where recall $m$ denotes the Lebesgue vacuum state) is an $L$–Toeplitz form. Recall that since $\tau$ is a closed, positive semi-definite $L$–Toeplitz operator with $A_d$ a core for $\sqrt{\tau}$, that $\text{Dom } \sqrt{\tau}$ is $L$–invariant and contains the free polynomials as a core by Lemma 4.7. The free disk algebra is also a core for $\sqrt{I + \tau}$: Recall that $A_d$ is a core for $\sqrt{\tau}$ or $\sqrt{I + \tau}$ if and only if it is a form core for the closed forms $q_{\tau}$, $q_{I + \tau}$, respectively, see Subsection 4.1. By definition, $A_d$ is a form core for $q_{\tau}$, or $q_{I + \tau}$ if and only if $A_d$ is dense in $\mathcal{H}(q_{\tau} + 1) \cup \mathcal{H}(q_{I + \tau} + 1)$ respectively. The norms of $\mathcal{H}(q_{\tau} + 1), \mathcal{H}(q_{I + \tau} + 1)$ are equivalent and therefore $A_d$ is a core for $\sqrt{I + \tau}$. In conclusion, Lemma 4.7 implies that the free polynomials are a core for $\sqrt{I + \tau}$, $\text{Dom } \sqrt{I + \tau}$ is $L$–invariant and $X$ is a closed intertwiner. Since $\mathbb{C}\{1\}$ is a core for $X = \sqrt{I + \tau}$, any $h = \sqrt{I + \tau} g \in \text{Ran } X$ is the norm-limit of vectors of the form $X p_n(L) 1$, for $p_n \in \mathbb{C}\{1\}$. Hence,

$$h = \lim_{n \to \infty} p_n(\Pi) X 1,$$

so that $X 1$ is cyclic for $\Pi$. In summary, $X : \text{Dom } X \to \mathbb{H}_d^2$ is a densely-defined, closed and bijective intertwiner, and $\Pi$ is a cyclic row isometry so that Theorem 6.15 implies that $\Pi \simeq L$ is unitarily equivalent to $L$ via a unitary $U$ on $\mathbb{H}_d^2$, $U^* \Pi U = L$. The operator $U^* X$ then commutes with the
left free shifts:
\[ U^* X L_k h = U^* \Pi_k X h = L_k U^* X h; \quad h \in \text{Dom } X, \]
and it follows that \( U^* X = x(R) \sim R_\alpha^\infty \) is a right-Smirnov multiplier affiliated to the right multiplier algebra of the NC Hardy Space \[41\] Corollary 4.26, and
\[ x(R)^* x(R) = X^* X = I + \tau. \]

Since \( x(R) = U^* \sqrt{I + \tau} \), the free polynomials are a core for \( x(R) \), and \( \text{Ran } x(R) \) is dense in \( \mathbb{H}^2_\alpha \) so that \( x(R) \) is right-outer. Since \( 1 \in \text{Dom } \sqrt{I + \tau} = \text{Dom } x(R) \) it follows that \( x^t = x(R) 1 \in \mathbb{H}^2_\alpha \) is an \( L^- \)-cyclic vector. To prove uniqueness, suppose that \( y(R) = M_{y^t}^R \sim R_\alpha^\infty \) is an outer right multiplier so that \( x(R)^* y(R) = I + \tau = y(R)^* y(R) \). Since both \( x(R), y(R) \) are outer (i.e. they have dense range), \( x(R)^*, y(R)^* \) are injective. Also, any \( x(R) \sim R_\alpha^\infty \) is necessarily injective by \[41\] Lemma 4.9, Corollary 4.26. By the polar decomposition for closed operators, \[49\] Proposition 5.3.18, it follows that there are unitary operators \( U, V \) so that
\[ x(R) = U \sqrt{I + \tau}, \quad \text{and} \quad y(R) = V \sqrt{I + \tau}, \]
and hence \( x(R) = UV^* y(R) \). Then, for any \( h \in \text{Dom } y(R) \),
\[ (L_k x(R) - x(R) L_k) h = 0 \Rightarrow (L_k UV^* - UV^* L_k) y(R) h = 0. \]

Since \( y(R) \) has dense range, we conclude that \( UV^* \) commutes with the left shifts so that \( UV^* = W(R) \in R_\alpha^\infty \) is a unitary right multiplier \[36\] Theorem 1.2. However, the only normal elements of \( R_\alpha^\infty \) are scalar multiples of the identity, and it follows that \( W(R) = \zeta I, \zeta \in \partial \mathbb{D} \) is a unitary constant \[36\] Corollary 1.5.

Remark 6.16. In the above, since \( I + \tau \geq I \) is bounded below by 1 (under the assumption that \( \epsilon = 1 \)), it follows that \( x(R)^{-1} \) is a contractive right multiplier.

Remark 6.17. Theorem 6.13 can be readily extended to general positive left Toeplitz operators, \( \tau > 0 \), such that \( \text{Dom } \sqrt{\tau} \) contains an \( L^- \)-cyclic vector, \( h \in \mathbb{H}^2_\alpha \).

Lemma 6.18. For any \( \epsilon > 0 \), the bounded operators \( x_{[\epsilon]}(rR)^{-1} x_{[\epsilon]}(rR)^{-*} \) converge in the strong operator topology to \( (\epsilon I + \tau)^{-1} \) as \( r \uparrow 1 \).

In the above, and throughout, we employ the notation \( (A^*)^{-1} =: A^{-*} \).

Proof. Immediate, by Lemma 6.4.

Theorem 6.19. Let \( \tau \geq 0 \) be any closed, positive semi-definite \( L^- \)-Toeplitz operator so that \( A_\alpha \) is a core for \( \sqrt{\tau} \). If \( \epsilon > 0 \) is fixed and \( y_{[\epsilon]}(R) \sim R_\alpha^\infty \) is the potentially unbounded outer right multiplier...
so that \( \epsilon I + \tau = y_{[\epsilon]}(R)^* y_{[\epsilon]}(R) \) and \( y_{[\epsilon]}^* = y_{[\epsilon]}(R)1 \in \mathbb{H}^2_d \), then \( y_{[\epsilon]}(R) = (M^R_{\psi})^{-1} \) where

\[
\psi_\epsilon = \frac{1}{\sqrt{(1, (\epsilon I + \tau)^{-1})}}(\epsilon I + \tau)^{-1}1.
\]

**Proof.** This is an extension of [22, Theorem 1.5] to closed, unbounded \( L^{-}\)-Toeplitz operators, and the proof is similar. Again, without loss in generality we assume that \( \epsilon = 1 \). Let \( \varphi := (I + \tau)^{-1}1 \). We first claim that \( M^R_{\varphi} \) defines a bounded operator in \( R^\infty_d \). To see this note that \( \varphi \in \text{Dom}(I + \tau) = \text{Dom} y(R)^* y(R) \subset \text{Dom} y(R) \). Hence \( y(R)\varphi \in \text{Dom} y(R)^* \) and for any \( \alpha \in \mathbb{F}^d \), \( L^\alpha y(R) \varphi = y(R)L^\alpha \varphi \in \text{Dom} y(R)^* \) since \( \text{Dom} y(R)^* \) is \( L^{-}\)-invariant by [11, Corollary 4.27] and also \( L^\alpha \varphi \in \text{Dom} y(R) \). We conclude that \( L^\alpha \varphi \in \text{Dom} y(R)^* y(R) \) for any \( \alpha \in \mathbb{F}^d \). Given any free polynomial, \( p(L) := \sum_{\alpha} p_\alpha L^\alpha \in \mathbb{C}\{L_1, \cdots , L_d\} \), we have that \( p(L)\varphi \in \text{Dom}(I + \tau) \) and

\[
\|M^R_{\varphi} p\|^2 = \|p(L)\varphi\|^2 \\
\leq \|\sqrt{I + \tau} p(L)\varphi\|^2 \\
= \sum_{\alpha, \beta} p_\alpha p_\beta \langle L^\alpha \varphi, (I + \tau)L^\beta \varphi \rangle \\
= \sum_{\alpha} |p_\alpha|^2 \cdot \langle \varphi, (I + \tau)\varphi \rangle + \sum_{\gamma \neq 0, \alpha} \overline{p_\alpha} p_{\alpha\gamma} \langle \varphi, (I + \tau)L^\gamma \varphi \rangle + \text{c.c.} \\
= \sum_{\alpha} |p_\alpha|^2 \cdot (1, (I + \tau)^{-1}1, (I + \tau)(I + \tau)^{-1}1) + \sum_{\gamma \neq 0, \alpha} \overline{p_\alpha} p_{\alpha\gamma} \underbrace{(1, (I + \tau)^{-1}1, (I + \tau)L^\gamma \varphi)}_{\text{c.c.}} = 0 \text{ (as } \gamma \neq 0) \\
= \sum_{\alpha} |p_\alpha|^2 \cdot (1, (I + \tau)^{-1}1) = \|p\|^2_{\mathbb{H}^2_d} (1, (I + \tau)^{-1}1)_{\mathbb{H}^2_d},
\]

where c.c. denotes complex conjugate of the previous term. This proves that \( M^R_{\varphi} \) extends to a bounded operator. Moreover, a similar calculation shows that for any \( p, q \in \mathbb{C}\{3\} \),

\[
\langle (M^R_{\varphi})^*(I + \tau)M^R_{\varphi} p, q \rangle = \langle p, q \rangle_{\mathbb{H}^2_d} (1, (I + \tau)^{-1}1)_{\mathbb{H}^2_d},
\]

so that

\[
(M^R_{\varphi})^*(I + \tau)M^R_{\varphi} = I (1, (I + \tau)^{-1}1),
\]

or, defining \( \psi \) as in the theorem statement,

\[
(M^R_{\psi})^*(I + \tau)M^R_{\psi} = I. \tag{6.4}
\]

We claim that \( M^R_{\psi} := F(R) \in R^\infty_d \) is outer, namely that \( \psi \) is cyclic for \( L \). To see this suppose that \( h \in \mathbb{H}^2_d \) is orthogonal to \( \bigvee L^\alpha \psi \), or equivalently, to \( \bigvee L^\alpha \varphi \). Since \( (I + \tau)^{-1} \) is bounded, the closed
operator $I + \tau$ is surjective which means that $h = (I + \tau)g$ for some $g \in \mathbb{H}^2_d$. Then,

$$(I + \tau)g \perp L^\alpha(I + \tau)^{-1}1,$$

for any $\alpha \in \mathbb{R}^d$. In particular, taking $\alpha = 0$ shows $g_0 = 0$ so that $g = LL^*g$. Hence,

$$0 = \langle (I + \tau)LL^*g, L_k\varphi \rangle_{\mathbb{H}^2_d}$$
$$= \langle \sqrt{I + \tau}LL^*g, \sqrt{I + \tau}L_k\varphi \rangle_{\mathbb{H}^2_d}$$
$$= \langle \sqrt{I + \tau}L_k\varphi, \sqrt{I + \tau}\varphi \rangle_{\mathbb{H}^2_d}$$
$$= \langle L_k^*g, (I + \tau)\varphi \rangle = \langle g, L_k1 \rangle,$$

and this shows that all Taylor coefficients of order 1 of $g$ also vanish. Repeating this argument shows that all Taylor coefficients vanish so that $g \equiv 0$, both $\varphi, \psi$ are $L$–cyclic, and $F(R) = M^R_\psi$ is right-outer (and hence has a right-Smirnov inverse affiliated to $R^\infty_d$ [42, 41]).

By previous calculation we have $(M^R_\psi)^*y(R)^*y(R)M^R_\psi = I$, and it follows that $y(R)M^R_\psi \in R^\infty_d$ is a bounded, unitary right multiplier. However, the only normal elements of $R^\infty_d$ are scalar multiples of the identity [36, Corollary 1.5], so that $y(R)M^R_\psi = \alpha I$ for some $\alpha \in \partial \mathbb{D}$, and we can assume, without loss in generality, that $\alpha = 1$ and $M^R_\psi = y(R)^{-1}$. Finally, by Equation (6.4), $y(R)^{-*}(I + \tau)y(R)^{-1} = I$, so that $I + \tau = y(R)^*y(R)$. Here, recall our notation: $y(R)^{-*} := (y(R)^*)^{-1}$.  \hfill $\square$

**Remark 6.20.** Taking $\tau = T \geq 0$ to be the NC Radon-Nikodym derivative of $\mu = \mu_B$ with respect to NC Lebesgue measure, i.e. $q_T$ is the closure of $q_{\mu_{ac}}$, the above results can be applied to any $\Delta(\epsilon) = (\epsilon I + T)^{-1}$ for any $\epsilon > 0$. In particular, $\Delta = \Delta(1) = (I + T)^{-1}$ factors (uniquely up to $\zeta \in \partial \mathbb{D}$) as:

$\Delta = x(R)^{-1}x(R)^{-*}, \quad I + T = x(R)^*x(R), \quad (6.5)$

where $x(R)^{-1} \in [R^\infty_d]_1$ is contractive, right-outer, $x(R) \sim R^\infty_d$, and $x(R)1 = x^1 \in \mathbb{H}^2_d$ is $L$–cyclic.

### 6.21 Radial approximation of free harmonic functions

For any $0 < r < 1$ consider the map $\Phi_r : R^\infty_d \to R^\infty_d$ defined by:

$$\Phi_r(R_k) := rR_k.$$

Since $rR$ is a strict row contraction, it follows that $\Phi_r$ extends to a completely positive and unital map on the (right) free Toeplitz system $(R^\infty_d + (R^\infty_d)^*)^{-\text{weak-*}}$ [50, Corollary 2.3].

Observe that $T$ has well-defined Taylor coefficients:

$$T_\alpha := \langle \sqrt{T}L^\alpha 1, \sqrt{T}1 \rangle_{\mathbb{H}^2_d},$$
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and that by definition,
$$T_{\emptyset} = (H_{\mu_{ac}})_{\emptyset}, \quad \text{and} \quad T_\alpha = \frac{1}{2}(H_{\mu_{ac}})_\alpha,$$
for $\alpha \neq \emptyset$ are (up to a constant) the Taylor coefficients of the NC Herglotz function $H_{\mu_{ac}}$ since $q_T$ is the closure of $q_{\mu_{ac}}$. It follows that we can define the bounded $L$–Toeplitz operators $\Phi_r(T)$ by the Taylor coefficients:
$$(\Phi_r(T))_\alpha = T_\alpha r^{\mid \alpha \mid} = \frac{1}{2}(H_{\mu_{ac}})_\alpha r^{\mid \alpha \mid},$$
and it follows that
$$q_{\Phi_r(T)} = (\mu_{ac})_r,$$
as defined in Lemma 6.5 so that
$$0 \leq \Phi_r(T) = \text{Re} H_{\mu_{ac}}(rR) \leq \text{Re} H_\mu(rR) = T_r. $$

In the disk, if $h$ is a bounded, positive harmonic function and we have $h(\zeta) = |g(\zeta)|^2$ on the circle, for some bounded analytic $g$, then $|g(z)|^2 \leq h(z)$ inside the disk, since $h$ is harmonic, $|g|^2$ is subharmonic, and they have the same boundary values. An NC version of this, adapted to our purposes, is the following:

**Lemma 6.22.** For any $0 < r < 1$, we have the harmonic majorant inequality:

$$x(rR)^*x(rR) \leq I + \Phi_r(T) \leq I + T_r. \quad (6.6)$$

In the above statement, recall that $x(R) \sim R_{d}^\infty$ is as defined in Remark 6.20 $x(R)^*x(R) = I + T$.

**Proof.** By the Schwarz inequality for unital 2–positive maps [51 Proposition 3.3], for any $a(R) \in R_d^\infty$, it follows that
$$a(rR)^*a(rR) \leq \Phi_r(a(R)^*a(R)),$$
and we need to show that this inequality holds for potentially unbounded right multipliers, $x(R) \sim R_d^\infty$.

Let $x_N^1$ be the $N$th partial sum of $x^1 = x(R)1 = \sum x_{\alpha^1} L^{\alpha^1}1$, $x_N^1 = \sum_{\mid \alpha \mid \leq N} x_{\alpha^1} L^{\alpha^1}$, so that $x_N^1 \rightarrow x^1$ in $H_d^2$, and define
$$I + T_N := x_N(R)^*x_N(R).$$
Observe that for any $\alpha \in \mathbb{F}^d$,

$$
\lim_{N \to \infty} (\Phi_r(I + T_N)) \alpha = |r|^\alpha \lim (I + T_N) \alpha
$$

$$
= |r|^\alpha \lim \langle L^\alpha 1, x_N(R)^* x_N(R)1 \rangle
$$

$$
= |r|^\alpha \lim \langle L^\alpha x_N^1, x_N^1 \rangle
$$

$$
= |r|^\alpha \langle x(R) L^\alpha 1, x(R)1 \rangle
$$

$$
= |r|^\alpha \langle \sqrt{I + T} L^\alpha 1, \sqrt{I + T} 1 \rangle
$$

$$
= |r|^\alpha (I + T) \alpha = (I + \Phi_r(T)) \alpha.
$$

It follows that if $p(L) = \sum_{|\alpha| \leq M} p_\alpha L^\alpha$,

is any free polynomial, then

$$
\lim_{N \to \infty} \langle p, \Phi_r (I + T_N) p \rangle_{H^2_d}
$$

$$
= \lim \sum_{\alpha} |p_\alpha|^2 (I + T_N) \emptyset + \lim \sum_{\alpha, \gamma} p_\alpha p_\alpha \gamma \langle 1, \Phi_r(I + T_N)L^\gamma 1 \rangle + c.c.
$$

$$
= \langle p, (I + \Phi_r(T)) p \rangle_{H^2_d},
$$

by the previous calculation. In the above c.c. denotes complex conjugate of the previous term. Hence,

$$
\langle x(rR)p, x(rR)p \rangle = \|p(L)x(rR)1\|^2
$$

$$
= \lim_{N \to \infty} \|p(L)x_N(rR)1\|^2
$$

$$
= \lim \langle p, x_N(rR)^* x_N(rR)p \rangle
$$

$$
\leq \lim \langle p, \Phi_r (x_N(R)^* x_N(R)) p \rangle
$$

$$
= \lim \langle p, \Phi_r(I + T_N)p \rangle
$$

$$
= \langle p, (I + \Phi_r(T)) p \rangle,
$$

by Equation (6.7), and this proves that

$$
x(rR)^* x(rR) \leq I + \Phi_r(T),
$$

which is in turn bounded above by $I + T_r$ by the discussion preceding the lemma.

Consider the net $\Delta_r$, $0 < \Delta_r \leq I$, for $0 < r < 1$. Since this net is uniformly bounded, there
is a $WOT-$convergent subsequence $\Delta_k := \Delta_{r_k}$ with limit $0 \leq \delta \leq I$. To show that the entire net $\Delta_r$ converges in the weak operator topology to $\delta$, it suffices to show that any $WOT-$convergent subsequence of the net $\Delta_r$ has the same limit.

**Proposition 6.23.** Let $\Delta_r := (I + T_r)^{-1}$. Then $\Delta_r \xrightarrow{WOT} \Delta$, where $\Delta := (I + T)^{-1}$.  

This proposition does most of the work of proving our NC Fatou Theorem; once it is established it remains only to improve $WOT$ convergence to $SOT$ convergence, which is a routine argument using the resolvent identity. To prove the proposition, we begin with a lemma.

**Lemma 6.24.** Let $\Delta_k := \Delta_{r_k}$ be any $WOT-$convergent subsequence of $\Delta_r$ with limit $\delta$. Then $0 < \delta \leq I$ is injective so that $\delta^{-1}$ is a closed, positive operator.

**Proof.** Suppose that $\delta$ has kernel so that there is a non-zero $h \in \mathbb{H}_d^2$ so that $\delta h = 0$. It follows that

$$0 = \langle h, \delta h \rangle = \lim_{r_k \uparrow 1} \langle \Delta_{r_k} h, h \rangle = \frac{1}{2} \lim_{k \to \infty} \langle g_k, (I - \text{Re} B(r_k R))^{-1} g_k \rangle,$$

where $g_k := (I - B(r_k R)^*) h$. By the NC Schwarz inequality and Möbius transforms, $B(r_k R)$ is a strict contraction so that $0 < (I - \text{Re} B(r_k R)) < 2I$ is invertible for $0 < r_k < 1$ [10, Theorem 2.4]. (Alternatively, $B(r R)$ is a strict contraction for any $0 < r < 1$ by the NC maximum modulus principle, see Remark 6.1.) By spectral mapping,

$$\frac{1}{2} I \leq (I - \text{Re} B(r_k R))^{-1},$$

so that

$$0 = \langle h, \delta h \rangle = \frac{1}{2} \lim_k \langle g_k, (I - \text{Re} B(r_k R))^{-1} g_k \rangle \geq \frac{1}{4} \lim_k \|g_k\|^2 \geq \frac{1}{4} \lim_k \|(I - B(r_k R)^*) h\|^2 = \frac{1}{4} \|(I - B(R)^*) h\|^2.$$  

Since $B(R)$ is a contraction, it follows also that $(I - B(R)) h = 0$. However, since we assume that $B \in \mathcal{L}_d$ is non-constant and hence strictly contractive in the NC unit row-ball, $I - B(Z)$ must be
invertible. Hence,

\[ 0 = U_t(I - B(R))h = U_t(I - B(R))U_t^*U_t h = (I - B(L))h^t, \]

so that for any \( Z \),

\[ 0 = (I - B(Z))h^t(Z). \]

We conclude that \( h \equiv 0 \), and that \( \delta \) is injective. \( \square \)

The following familiar fact will be used repeatedly in the sequel:

**Lemma 6.25.** Let \( \mathcal{H}_{nc}(K) \) be an NC-RKHS on an NC set \( \Omega \subseteq \mathbb{C}^d \) with CPNC kernel \( K \). A sequence, \((h_j)\), in \( \mathcal{H}_{nc}(K) \) converges weakly to some \( h \in \mathcal{H}_{nc}(K) \) if and only if \((h_j)\) is uniformly norm-bounded and \( h_j \rightarrow h \) pointwise in \( \Omega \).

Assume that \( \mathcal{H}_{nc}(K) \) contains the constant function \( \text{id}(Z) := I_n \). A sequence, \((H_j)\), of (left or right) NC multipliers of \( \mathcal{H}_{nc}(K) \) converges in the weak operator topology to a (left or right) multiplier \( H \) (in the sense that \( M_{H_j}^{R} \overset{WOT}{\rightarrow} M_{H}^{R} \) or \( M_{H_j}^{L} \overset{WOT}{\rightarrow} M_{H}^{L} \) if and only if left or right multiplication by \( H_j \), respectively, is uniformly bounded in operator norm and \( H_j \rightarrow H \) pointwise in \( \Omega \).

**Proof.** If \( h_j \overset{w}{\rightarrow} h \), where \( w \) denotes weak convergence, then this sequence is bounded in Hilbert space norm and for any \((Z, y, v) \in \Omega_n \times \mathbb{C}^n \times \mathbb{C}^n\),

\[ y^* h_j(Z)v = \langle K\{Z, y, v\}, h_j\rangle_K \rightarrow \langle K\{Z, y, v\}, h\rangle_K = y^* h(Z)v. \]

Similarly if \( \text{id} \in \mathcal{H}_{nc}(K) \) and \( M_{H_j}^{R} \overset{WOT}{\rightarrow} M_{H}^{R} \), then \((M_{H_j}^{R})\) is uniformly bounded in operator norm, and if \( h_j := M_{H_j}^{R} \cdot \text{id} \in \mathcal{H}_{nc}(K) \) then \( h_j \overset{w}{\rightarrow} h := M_{H}^{R} \cdot \text{id} \) and \( h_j(Z) = H_j(Z), h(Z) = H(Z) \).

Conversely, the linear span of the NC kernels \( K\{Z, y, v\} \) is dense in \( \mathcal{H}_{nc}(K) \) (in fact, linear combinations of NC kernels are NC kernels), so pointwise convergence and uniform boundedness readily implies weak or WOT convergence. \( \square \)

**Proof of Proposition 6.23.** Let \( \Delta_k \) be any \( WOT \)-convergent subsequence with limit \( \delta \), it suffices to show that \( \delta = \Delta = (I + T)^{-1} \), where recall that \( q_T \) is the closure of \( q_{\mu_{nc}} \), and \( \mu = \mu_B \). This will prove that every \( WOT \)-convergent subsequence of the \( \Delta_r \) has the same limit, \( \Delta \), so that the entire net converges in \( WOT \) to \( \Delta \). By the previous lemma, \( \delta^{-1} \) is closed, positive, and bounded below by 1 and we can define \( T' := \delta^{-1} - I \). By spectral mapping, \( T' \) is positive semi-definite.

By [22] Theorem 1.5], for any \( 0 < r < 1 \), there is a bounded \( y^r(R) \in \mathbb{K}^d \) so that \( \Delta_r^{-1} = I + T_r = y^r(R)^* y^r(R) \), where

\[ y^r(R) = c_r^{-1}(M_{\Delta_r}^R)^{-1}; \quad c_r := \langle 1, \Delta_r \rangle^{-1/2}, \]
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so that \( y^{(r)}(R)^{-1} = c_{r}M^{R}_{\Delta_{1}} \). Here, note that any right outer \( y(R) \sim R_{d}^{\infty} \) is always pointwise invertible in the NC unit ball \( \mathbb{B}^{d}_{\mathbb{N}} \) \([11]\) Lemma 3.2]. Moreover,

\[
\Delta_{r} = (I + T_{r})^{-1} = y^{(r)}(R)^{-1}y^{(r)}(R)^{-*},
\]

so that \( \| y^{(r)}(R)^{-1} \| \leq 1 \). The Taylor coefficients of \( y^{(r)}(R)^{-1} \) are then:

\[
\langle L^{\alpha}1, y^{(r)}(R)^{-1}1 \rangle = c_{r} \langle L^{\alpha}1, \Delta_{r}1 \rangle.
\]

Consider the operator \( cM^{R}_{\delta_{1}} \) where \( c := \langle 1, \delta1 \rangle^{-\frac{1}{2}} \), initially defined on free polynomials. Then, since \( \Delta_{k} = \Delta_{r_{k}} \overset{WOT}{\rightarrow} \delta \), we claim \( cM^{R}_{\delta_{1}} \) defines a contractive right multiplier, \( y(R)^{-1} \) so that \( y_{k}(R)^{-1} := y^{(r_{k})}(R)^{-1} \) converges in the weak operator topology to \( y(R)^{-1} \). Indeed, for any \( \alpha, \beta \in \mathbb{F}^{d} \),

\[
\langle L^{\alpha}1, (cM^{R}_{\delta_{1}} - y_{k}(R)^{-1})L^{\beta}1 \rangle = \begin{cases} 
\langle L^{\gamma}1, (\delta - \Delta_{k})1 \rangle & \alpha = \beta \gamma \\
1, L^{\gamma}(\delta - \Delta_{k})1 \rangle & \beta = \alpha \gamma, \gamma \neq \emptyset \\
0 & \text{else}
\end{cases} \quad \rightarrow 0,
\]

and so the same holds replacing the free monomials \( L^{\alpha}, L^{\beta} \) with any free polynomials \( p, q \). Since the free polynomials are dense in \( \mathbb{B}^{d}_{\mathbb{N}} \) and the sequence \( y_{k}(R)^{-1} \) is uniformly norm bounded, it follows that

\[
y_{k}(R)^{-1} \overset{WOT}{\rightarrow} cM^{R}_{\delta_{1}},
\]

so that \( y(R)^{-1} := cM^{R}_{\delta_{1}} \) is a contractive right multiplier. We claim that \( \delta = y(R)^{-1}y(R)^{-*} \). Indeed this follows because

\[
\Delta_{k} = y_{k}(R)^{-1}y_{k}(R)^{-*} \overset{WOT}{\rightarrow} \delta.
\]

For any \( (Z, y, v) \) and another \( (W, b, c) \in \mathbb{B}^{d}_{m} \times \mathbb{C}^{m} \times \mathbb{C}^{m} \),

\[
\langle K\{Z, u, v\}, \delta K\{W, b, c\} \rangle = \lim_{k} \langle K\{Z, u, v\}, \Delta_{k}K\{W, b, c\} \rangle.
\]

Since \( y_{k}(R)^{-1} \overset{WOT}{\rightarrow} y(R)^{-1} \), Lemma \([5,25]\) implies that \( y^{k}_{k}(Z)^{-1} \) converges pointwise to \( y^{k}(Z)^{-1} \) in the NC unit ball,

\[
\langle K\{Z, u, v\}, \Delta_{k}K\{W, b, c\} \rangle = \langle (y_{k}(R)^{-1})^{*}K\{Z, u, v\}, y_{k}(R)^{-*}K\{W, b, c\} \rangle
\]

\[
= \langle K\{Z, u, y^{k}_{k}(Z)^{-1}v\}, K\{W, b, y^{k}_{k}(W)^{-1}c\} \rangle
\]

\[
= \langle u, K(Z, W)[y^{k}_{k}(Z)^{-1}vc^*y^{k}_{k}(W)^{-*}b] \rangle_{\mathbb{C}^{n}}
\]

\[
\rightarrow \langle u, K(Z, W)[y^{k}(Z)^{-1}vc^*y^{1}(W)^{-*}b] \rangle_{\mathbb{C}^{n}}
\]

\[
= \langle K\{Z, u, v\}, y(R)^{-1}y(R)^{-*}K\{W, b, c\} \rangle,
\]
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and the claim follows. Consider $y_k(R) := y^{(rk)}(R)$. Observe that the sequence $y_k = y_k(R)1$ is uniformly bounded in $\mathbb{H}_d^2$:

$$\|y_k(R)1\|^2 = \langle 1, (I + \text{Re } H_B(r_k R))1 \rangle_{\mathbb{H}_d^2} = 1 + \mu_{B_{r_k}}(I) = 1 + \text{Re } H_B(0) = 1 + \mu_{B}(I) < +\infty.$$ 

It follows that there is a weakly convergent subsequence $y^t_k = y^t_{k_j}$ with limit $\tilde{y}^t \in \mathbb{H}_d^2$. However, we already know that for any $Z \in \mathbb{B}_d^N$, $y^t_k(Z)^{-1}$ converges to $y^t(Z)^{-1}$ so that $y^t_k(Z)$ converges to $y^t(Z)$ pointwise in $\mathbb{B}_d^N$. By Lemma 6.25 it follows that the subsequence $y^t_j = y^t_{k_j}$ converges pointwise to both $y^t$ and $\tilde{y}^t$ so that $y^t = \tilde{y}^t \in \mathbb{H}_d^2$. In particular, for any free polynomial, $p$,

$$\|y(R)p\|^2 = \|p(L)y^t\|^2 = \lim_k \langle p(L)y^t_k, p(L)y^t \rangle \leq \|y(R)p\| \limsup_k \|p(L)y^t_k\|,$$

and it follows that

$$\|y(R)p\|^2 \leq \limsup_k \|p(L)y^t_k\|^2 = \limsup_k \langle p, y_k(R)^* y_k(R)p \rangle = \limsup_k \langle p, (I + \text{Re } H_B(r_k R))p \rangle = \lim_k \mu_{B_{r_k}}(p^*p) + m(p^*p) = (\mu_B + m)(p^*p), \quad \text{by Lemma 6.5}.$$ 

Since sums of squares, $p^*p$, of free polynomials $p \in \mathcal{C}\{z\}$ are norm-dense in the positive cone of $\mathcal{A}_d$, this proves that the vector state $m_y(L^a) := \langle y^k, L^a y^k \rangle_{\mathbb{H}_d^2}$ is bounded above by $\mu + m = \mu_B + m$ [8, Lemma 4.6]. However, as proven above, $\delta = y(R)^{-1} y(R)^{-1} = y(R) y(R)$. Hence,

$$q_y(a_1, a_2) := m_y(a_1^* a_2), \quad a_1, a_2 \in \mathcal{A}_d = q_{I + T'}(a_1, a_2).$$

That is, given Dom $(\mu_B + m) = \mathcal{A}_d$,

$$q_{T'} + q_m = q_{I + T'} = q_y \leq q_{\mu_B + m} = q_{\mu_B} + q_m,$$

in the sense of the partial order on positive semi-definite quadratic forms, see Equation (4.1). This
proves that \( q_{T'} \) is a closable positive semi-definite quadratic form obeying \( q_{T'} \leq q_{\mu_B} \). By Theorem 5.6 the closure of \( q_{\mu_{ac}} \) is \( q_T \), and \( q_{\mu_{ac}} \) is the maximal closable positive semi-definite quadratic form bounded above by \( q_\mu \). Maximality then implies that \( T' \leq T \) in the sense that \( q_{T'} \leq q_T \). That is, \( \text{Dom} \sqrt{T} \subseteq \text{Dom} \sqrt{T'} \), and
\[
\|\sqrt{T'} h\|^2 = q_{T'}(h, h) \leq q_T(h, h) = \|\sqrt{T} h\|^2,
\]
for all \( h \in \text{Dom} \sqrt{T} \).

Conversely, for any \( 0 < r < 1 \), the harmonic majorant inequality of Lemma 6.22 implies that
\[
x(rR)^*x(rR) \leq I + T_r. \quad (6.8)
\]
(Recall that \( x(R)^*x(R) = I + T \).) By [43, Chapter VI, Theorem 2.21] (see also [20, Proposition 1.1]), closed positive semi-definite operators \( T_1, T_2 \) obey \( q_{T_1} \leq q_{T_2} \) if and only if \( (\lambda I + T_2)^{-1} \leq (\lambda I + T_1)^{-1} \) for any \( \lambda > 0 \). It follows that the above inequality (6.8) is equivalent to:
\[
(I + T_r)^{-1} = \Delta_r \leq x(rR)^{-1}x(rR)^{-*},
\]
In the above, recall that \( x(R)^{-1} \) and hence \( x(rR)^{-1} \) are contractions. In particular, for each \( r = r_k \),
\[
\Delta_{r_k} \underset{\text{WOT}(I+T)^{-1}}{\rightarrow} x(r_kR)^{-1}x(r_kR)^{-*}, \quad \underset{\text{SOT}(I+T)^{-1}}{\rightarrow}
\]
where the SOT convergence of \( x(rR)^{-1}x(rR)^{-*} \) to \( (I + T)^{-1} \) follows from Lemma 6.18. Again by [43, Chapter VI, Theorem 2.21], we conclude that
\[
I + T \leq I + T',
\]
so that \( q_T \leq q_{T'} \) and hence \( q_T = q_{T'} \). By the uniqueness of the Riesz representation of closed, densely-defined positive semi-definite quadratic forms, \( T = T' \) [43, Chapter VI, Theorem 2.1, Theorem 2.23].

**Remark 6.26.** Observe that with \( x(R)^*x(R) = I + T \), and \( y^{(r)}(R)^*y^{(r)}(R) = I + T_r \), we have that \( x(R)1 \to x(R)1 = x^t \) in \( \mathbb{H}_d^2 \), and similarly since \( (I + T_r)^{-1} \) converges in WOT to \( (I + T)^{-1} \), one can argue that \( y^{(r);t} := y^{(r)}(R)1 \) converges weakly to \( x(R)1 \) in \( \mathbb{H}_d^2 \). (That \( y^{(r);t} := y^{(r)}(R)1 \) converges weakly to \( x(R)1 \) in \( \mathbb{H}_d^2 \) was shown in the proof of Proposition 6.23.) However, \( y^{(r);t} \) generally does not converge in norm to \( x^t \), as this would imply that \( \mu = \mu_{ac} \), which is generally not true. Indeed,
if \( y^{(r): \mathbb{R}^2 \to x^1} \), then for any \( a_1, a_2 \in A_d \),

\[
\mu_r(a_1^*a_2) + m(a_1^*a_2) \to \mu(a_1^*a_2) + m(a_1^*a_2) \quad \text{by Lemma 6.5}
\]

\[
m_y^{(r): x}(a_1^*a_2) \to m_x^{(r): x}(a_1^*a_2) = \mu(a_1^*a_2) + m(a_1^*a_2).
\]

**Remark 6.27.** Since \( T' = T \), Equation (6.6) becomes:

\[
x(rR^*)x(rR) \leq I + T_r = 2(I - B(rR^*)^{-1})(I - B(rR))(I - B(rR))^{-1}.
\] (6.9)

Equivalently, setting \( X(rR) := x(rR)(I - B(rR)) \),

\[
X(rR)^*X(rR) \leq 2(I - Re B(rR)). \quad (6.10)
\]

This shows that the free harmonic function \( 2(I - Re B^t(Z)) \) is a harmonic majorant for the free pluri-subharmonic function \( X^t(Z)^*X^t(Z) \).

We are finally in position to prove our main theorem.

**Proof of NC Fatou Theorem.** We have proven that \( \Delta_r := (I + T_r)^{-1} \) converges to \( \Delta := (I + T)^{-1} \) in WOT and a similar analysis for \( \Delta_r(s) = (sI + T_r)^{-1}, \ s > 0 \) shows that \( \Delta_r(s) \) converges WOT to \( \Delta(s) = (sI + T)^{-1} \).

Using WOT convergence of the \( \Delta_r(s) = (sI + T_r)^{-1} \) to \( \Delta(s) \) for \( 1 \leq s \leq 2 \) implies, by the resolvent formula,

\[
\frac{1}{\epsilon} ((I + T_r)^{-1} - ((1 + \epsilon)I + T_r)^{-1}) = (I + T_r)^{-1}((1 + \epsilon)I + T_r)^{-1},
\]

is WOT-convergent to

\[
(I + T)^{-1}((1 + \epsilon)I + T)^{-1},
\]

for any \( \epsilon \in [0, 1] \). Since \( (I + T_r)^{-1}((1 + \epsilon)I + T_r)^{-1} \) is uniformly bounded for \( \epsilon \in [0, 1] \) and \( 0 < r < 1 \),

taking the limit as \( \epsilon \downarrow 0 \) shows that

\[
(I + T_r)^{-2} \xrightarrow{WOT} (I + T)^{-2},
\]

is WOT–convergent, and this implies SOT–convergence of \( (I + T_r)^{-1} \) since

\[
\| (I + T_r)^{-1} h \|^2 = \langle h, (I + T_r)^{-2} h \rangle.
\]

Hence \( T_r \to T \) in the strong resolvent sense.

\[\square\]
Having proved that \( T \) is recovered from the \( T_r \) in the sense of strong resolvent convergence, we consider the problem of exhibiting \( T \) more explicitly. Ideally, one would like to prove that

\[
T = (I - B(R)^*)^{-1}(I - B(R)^*B(R))(I - B(R))^{-1}
\]

(suitably interpreted). One way of making this precise would be to claim that \( \text{Ran} \ (I - B(R)) \) belongs to \( \text{Dom} \sqrt{T} \) and that for all \( f, g \in \mathbb{H}_d^2 \)

\[
\langle T(I - B(R))f, (I - B(R))g \rangle = \langle (I - B(R)^*B(R))f, g \rangle.
\]

If this were true unrestrictedly, it would prove, for example, that \( T = 0 \) (equivalently, \( \mu_{ac} = 0 \), that is, \( \mu \) is singular) if and only if \( B(R) \) is an isometry (that is \( B^4 \) is a right NC inner function). This correspondence— that a function \( b \) is inner if and only if its Clark measure \( \mu_b \) is singular— of course holds in one variable, via the standard form of Fatou’s theorem as described in the introduction. Here, at present, our results are somewhat less satisfactory, but we are able to prove the desired inequality in one direction:

**Theorem 6.28.** \( \text{Dom} \sqrt{T + T} \) contains \( \text{Ran} \ (I - B(R)) \) and

\[
(I - B(R)^*)(I + T)(I - B(R)) \leq 2(I - \text{Re} B(R)). \tag{6.11}
\]

*Proof.* By Theorem 6.13 we have that \( x(R)^*x(R) = I + T \), \( x(R) = U^*\sqrt{T + T} \) (by construction and also by polar decomposition) so that \( \text{Dom} \ x(R) = \text{Dom} \sqrt{T + T} \). We claim that \( \text{Ran} \ (I - B(R)) \subseteq \text{Dom} \sqrt{T + T} = \text{Dom} \ x(R) \). First define, for each \( 0 < r < 1 \), \( X(r) := x(r)(I - B(r)) \). Then by Lemma 6.22

\[
X(r^2)X(r) = (I - B(r^2))x(r^2)x(r)(I - B(r)) \leq (I - B(r^2))(I + T_r)(I - B(r)) = 2(I - \text{Re} B(r)). \tag{6.12}
\]

It follows that \( X(r) \) is uniformly norm-bounded for \( 0 < r < 1 \). Let \( X_k(R) = X(r_k R) \) be any \( \text{WOT} \)–convergent subsequence with limit \( \tilde{X}(R) \). Then \( X^t(r_k Z) \) necessarily converges pointwise to \( \tilde{X}^t(Z) \) for any \( Z \in \mathbb{H}_d^2 \) by Lemma 6.25. However, we also have

\[
X^t(r_k Z) = (I - B^t(r_k Z))x^t(r_k Z) \rightarrow X^t(Z) := (I - B^t(Z))x^t(Z).
\]

This proves that any such \( \text{WOT} \) limit is unique and equal to \( X(R) = x(R)(I - B(R)) \), so that, in particular, \( \text{Ran} \ (I - B(R)) \subseteq \text{Dom} \ x(R) \), and \( X(r^2) \rightarrow \text{WOT} X(R) \). Moreover, by Lemma 6.4 since \( X(r) \) is uniformly norm bounded, \( X(r^2) \rightarrow \text{SOT} X(R) \). Taking the limit of Equation (6.12) then
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yields:
\[ X(R)^*X(R) \leq 2(I - \text{Re } B(R)). \]

\[ \square \]

**Corollary 6.29.** Let \( \mu = \mu_B \) be the NC Clark measure of \( B \in \mathcal{L}_d = [\mathbb{H}_d^\infty]_1 \). If \( B \) is inner (that is, \( B(R) = M_{B^*}^R \) is an isometry) then \( \mu \) is singular.

**Proof.** Recall that \( B \) is inner if and only if \( B(L) \), or equivalently \( B(R) = U_t B(L) U_t \) are isometries. We have that the closure of \( q_{\mu_{ac}} \) is \( q_T \) where \( T \) is the strong resolvent limit of the \( T_r = \text{Re } H_B(rR) \) if \( \mu = \mu_B \). In particular for any \( h := (I - B(R))g \), if \( B \) is inner then:

\[
q_{(I+T)}(h,h) \leq 2(g,(I - \text{Re } B(R))g)
= \langle (I - B(R))g, (I - B(R))g \rangle + \langle g, (I - B(R))g \rangle
= \langle (I - B(R))g, (I - B(R))g \rangle \quad \text{Using that } B(R)^*B(R) = I
= \langle h,h \rangle = q_I(h,h).
\]

This proves that \( I + T \leq I \) so that \( T \equiv 0 \). \( \square \)

Inspecting the proof of Theorem 6.28 it is not too hard to show that we would obtain equality (rather than just the one inequality) if we knew that for all \( B(R) \) we could factor

\[ 2I - B(R)^* - B(R) = G(R)^*G(R). \]  

(6.13)

for some \( G \in \mathbb{R}_d^\infty \). Indeed, if this is so then for all \( r < 1 \) we would have

\[ (I - B(rR)^*)(I + T_r)(I - B(rR)) \geq G(rR)^*G(rR), \]

and by taking \( SOT \) limits

\[ (I - B(R)^*)x(R)^*x(R)(I - B(R)) \geq G(R)^*G(R) = 2(I - \text{Re } B(R)), \]

as desired. In one variable the factorization (6.13) always holds, indeed on the circle we have

\[ 2 - \overline{b(\zeta)} - b(\zeta) = |1 - b(\zeta)|^2 + 1 - |b(\zeta)|^2 \geq |1 - b(\zeta)|^2, \]

so that \( 2 - \overline{b(\zeta)} - b(\zeta) \) is log-integrable, and hence there is an outer function \( g \) with \( 2 - \overline{b(\zeta)} - b(\zeta) = |g(\zeta)|^2 \). Thus our results allow us to fully recover the known form of the Radon-Nikodym derivative in the one-variable case.
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