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Abstract—This work introduces an approach for automatic hair combing by a lightweight robot. For people living with limited mobility, dexterity, or chronic fatigue, combing hair is often a difficult task that negatively impacts personal routines. We propose a modular system for enabling general robot manipulators to assist with a hair-combing task. The system consists of three main components. The first component is the segmentation module, which segments the location of hair in space. The second component is the path planning module that proposes automatically-generated paths through hair based on user input. The final component creates a trajectory for the robot to execute. We quantitatively evaluate the effectiveness of the paths planned by the system with 48 users and qualitatively evaluate the system with 30 users watching videos of the robot performing a hair-combing task in the physical world. The system is shown to effectively comb different hairstyles.

I. INTRODUCTION

There are 40.7 million people in United States living with some form of reduced mobility [1] resulting from a variety of factors (e.g., traumatic injury, stroke, genetic causes, etc.), according to the National Health Interview Survey. Most items used in activities of daily living (ADLs) are not explicitly designed for people living with reduced mobility and may be completely unusable. This requires people living with limited mobility to either purchase specialized items designed for mobility limitations or acquire assistance from trained professionals. However, for many people, neither option may be accessible nor affordable.

The high costs of formal caregivers has necessitated their replacement with family members who give care informally. In 2015, 43.5 million people in the US reported providing informal care in the previous 12 months. Informal caregiving requires providing companionship, personal care, scheduling health services, providing transportation, and more, while at the same time managing one’s own job, family finances, household tasks, and other daily activities [2]. Due to the increased caregiver load, informal caregiving can be a source of stress and can lead to health problems [3]. However, assisting people with limited mobility with ADLs is necessary to decrease their risk of depression and, in some forms of limited mobility, can aid in their rehabilitation processes [4].

Assistive robots could provide a solution to this growing issue by enabling people with limited mobility to independently perform necessary daily tasks such as eating [5], drinking [6], and grabbing objects [7]. Areas of self-care such as shaving [8], cleaning [9], and dressing [10], [11] have similarly shown potential for assistive robotics for non-critical tasks. However, fully autonomous systems are not always desirable, as it limits the user’s choice and leads to lower acceptance of the system in the event of errors [5]. A key design goal is thus to include user input to the system in a way that reduces the effort of the user yet simultaneously maintains the user’s own autonomy.

We propose to expand the abilities of general-purpose assistive robotic arms to the domain of hair-combing, an important and under-explored self-care ADL. In this work, we provide a minimal system to comb different kinds of hairstyles. The system consists of three modules: an image segmentation module, a path-planning module, and a trajectory generation module. The main contributions of this paper are: 1) the formulation of a path planning method for hair combing, and 2) insights from naïve users on the efficacy of that approach to hair combing. Together, the system provides users or remote caretakers a way to automatically generate paths through a user’s hair and have a robot comb along the generated paths. The system provides functionality using a robotic arm and an RGB-D camera. This work presents a physical implementation of the system on a lightweight Kinova Gen2 robot arm and an evaluation of its performance. Our results demonstrate that the system successfully combs a variety of hairstyles.

II. RELATED WORK

Assistive Robotics: Advances have made it possible to provide robot-assisted ADLs [12]. Many of the existing systems are high degree-of-freedom arms mounted on tables [13], [14], wheelchairs [15]–[17], or mobile platforms [18], [19] capable of accomplishing a wide variety of tasks. Several are
commercially available [20]–[22]. However, these systems are often difficult to control due to the high number of controllable joints, creating a need for some autonomy in order to perform ADLs in an efficient and low-effort manner [23]. In addition, many of these systems require specialized or wearable sensors that can have unintended negative physical and psychological consequences for the user [24]. To mitigate those issues, our work aims to be minimally invasive and uses a minimal setup, while additionally utilizing a general-purpose robot arm that is useful in other capacities.

**Hair Modeling:** Current works in hair modeling focus on recreating and rendering entire hair structures in 3D from 2D images [25]. In general, hair can be modeled as a collection of curves in 3D space that follow an underlying orientation field that can be inferred from the surface of the hair [26], [27]. Some approaches utilize a database of 3D models, which can be combined to form new styles that are found in single-view images [28]. Other approaches [29] use a pipeline for editing hairstyles in portraits by finding orientation fields from images to generate additional strands [29]. Our system takes inspiration from these works, and models hair as an orientation field. We emphasize being able to generate paths in real time on hair that becomes neater as the system combs it.

**III. System Description**

Our goal is to design a system for people living with limited mobility so they can comb their own hair. To do this, we propose a system consisting of three modules: the segmentation module localizes the hair in space, the path planning module proposes brush strokes from a starting point input by the user, and the trajectory generation module provides the robot with a trajectory through space to move along the user-selected path.

**A. Hardware**

The hardware for this system consists of a depth camera and a robot manipulator. Our implementation uses a Microsoft Kinect v1 depth sensor which is commonly used in various robotics domains. We used the Kinova JACO Gen 2 lightweight robotic manipulator, which is also used effectively in several other assistive settings [23], [30] because it is safe for physical interaction. While a comb is also required, our system is designed to work with any comb that can be grasped by the robot arm. We chose a wide-toothed comb, but the comb should be chosen with consideration for the user’s hair type. A diagram of the system setup for different hairstyles is shown in Fig. 1.

**B. Segmentation Module**

Hair is difficult to locate in images due to its high variability in color, length, and style. We use a learning-based approach to segment hair in RGB images and consider this mask a noisy estimate of the hair. We refine this estimate through signal processing techniques as outlined in Fig. 2.

1) **Segmentation Formulation:** Segmentation is a well-established field of study in computer vision [31], [32]. The overall approach for neural architectures is to take a high-dimensional image and learn a low-dimensional representation of the image with an encoder network. The low-dimensional representation is then up-sampled to form an image of the same size as the original image that contains the mask. The loss is quantified as the binary cross-entropy loss between a ground-truth mask and the predicted mask.

Due to the success and efficiency of fine-tuning pre-trained models, we use SqueezeNet [33] as the encoder; it is a small-sized network that achieves high accuracy on ImageNet Classification tasks. The smaller model provides comparable accuracy with fewer parameters and thus has a faster run time, which is essential for real-time applications like ours. The decoder has a similar architecture to the encoder, but uses deconvolutional layers instead. We used the Figaro 1k dataset [34] for training; it contains a wide variety of labelled hair segments from unconstrained camera angles.

2) **Refining the segmented region:** To improve the fidelity of the mask, we extract the points in XYZ space that correspond with the hair pixels. Two main sources of error are of concern in accurately segmenting hair from RGB images: temporal errors and spatial errors.

Temporal errors can result from sensor noise, causing the estimated hair mask to form discontinuities or disappear completely for a single frame. To reduce the impact of such high-frequency noise, we use an exponential smoothing filter to average values from the stream of masks. This filter averages masks over time, but gives exponentially higher weights to images nearby in the sequence. This reduces the effects of high-frequency noise (i.e., sensor noise) but allows low-frequency patterns (i.e., user movement) to pass through. The filter is described by the following iterative function:

\[
\text{mask}(t, \hat{Y}_t) = \begin{cases} 
\hat{Y}_t & t = 0 \\
\alpha \cdot \hat{Y}_t + (1 - \alpha) \cdot \text{mask}(t - 1, \hat{Y}_{t-1}) & t > 0 
\end{cases} 
\]

where \( t \) is the timestep, \( \hat{Y}_t \) is the output of the segmentation network for frame \( t \), and \( \alpha \) is the smoothing parameter. Higher values of \( \alpha \) allow better tracking of user movement and lower values reduce the effect of sensor noise. Our system uses \( \alpha = 0.9 \).

To address spatial errors (i.e., false-positives, other people in the frame, etc.) we first select the largest contiguous area in
the mask. We then find the median value of pixels selected as representing the depth of the hair, an estimate that is robust to outliers. Points that are within two standard deviations of this median value and have hues within the range of the pixels in the mask are added to the mask to reduce the number of false negatives.

C. Path Planning Module

We developed a path planning module that takes the current hair state from the segmentation module and a user-specified point as input and produces a path through the hair that aligns with the natural curvature of the hair. For this work, we use a mouse to make the selection, but this pipeline is not dependent on the input device. Following works from Computer Graphics on hair rendering, we model the flow of hair as a differential field [29]. To obtain the differential field, we find the orientation of the hair in the image. We consider a path that follows the flow of the hair as a solution to the differential field, with initial conditions defined as the point a user selects as the path’s starting point. For the following sections, we leverage the common assumption that an image is a smooth continuous function that maps XY coordinates to intensity values. The function is discretized into pixels and the intensity value at each pixel is noisily sampled from the underlying intensity function. This assumption allows us to take derivatives over the image to construct the orientation field.

1) Coherence-Enhancing Shock Filters: We first use the method described by Weickert et al. [35] to make the natural flows of the hair more coherent, reducing the effect that stray strands of hair on the calculation of orientation. To do this, we iteratively refine an image by increasing contrast in the direction of the greatest change of intensity (directions perpendicular to the flow of hair), and decreasing contrast in the direction of the lowest change of the intensity gradient.

First, we calculate the dominant eigenvector \( e \) for each pixel’s local neighborhood, which provide the direction of greatest change in intensity. The convexity in the direction of \( e \) is determined by \( e^T H e \), where \( H \) is the Hessian matrix in each pixel’s neighborhood. If the convexity is positive, the algorithm intensifies the pixel to match its surroundings. If the convexity is negative, the algorithm reduces the pixels intensity. The net effect of this process is to increase the contrast in the direction of the greatest change in intensity. The process is shown in Algorithm 1 and the effect on images is seen in Fig. 3.

2) Calculating Orientation: Once the image has been filtered to enhance the coherence of the hair flows, the system calculates the direction of the hair flows in the image. The gradient structure tensor provides this information, which is defined continuously for a point \( p \) as:

\[
S_{KE} = \begin{bmatrix}
\int KE(r) \cdot (I_x(p-r))^2 & \int KE(r) \cdot I_x(p-r)I_y(p-r) \\
\int KE(r) \cdot I_y(p-r)I_x(p-r) & \int KE(r) \cdot (I_y(p-r))^2
\end{bmatrix}
\]

where \( KE \) represents a window of the part of the image to consider. The integral corresponds to the convolution operation over a continuous image. The pseudo-code for computing \( S_{KE} \) discretely for all pixels is detailed in Algorithm 2 on lines 2-4. Orientations from this structure tensor following the equation on line 5, as detailed by Yang [36].

3) Generating the path: Once the orientation field is constructed, the user selects a point on the image for the starting point for the comb. Once the point is selected, the path is iteratively generated by adding new points that

Algorithm 1 Coherence Filter

1: Input: Image \( I \), kernel size \( K_δ \) for approximating derivative, kernel size \( K_E \) for calculating eigenvectors, kernel size \( K_m \) for calculating max and min values, Constant \( C_{blend} \) the blending rate for each iteration, and \( T \) the total number of iterations.
2: for \( t = 1, 2, \ldots, T \) do
3: Calculate first (normalized) eigenvector \([e_x, e_y]\) for each sub image of size \( K_m \times K_m \) in \( I \).
4: Approximate \( \frac{\partial^2 I}{\partial x^2}, \frac{\partial^2 I}{\partial x \partial y}, \text{ and } \frac{\partial^2 I}{\partial y^2} \) with a sobel filter of size \( K_m \).
5: Compute \( I_{xy} = e_x \frac{\partial^2 I}{\partial x \partial y} + e_y \frac{\partial^2 I}{\partial y^2} \).
6: Create a new image \( I_t' \), for which each sub image \( K_m \times K_m \) in \( I \), we take the max value of the sub image if \( I_{xy} > 0 \) and the min if \( I_{xy} < 0 \)
7: \( I_{t+1} = I_t \cdot C_{blend} + I_t' \cdot (1 - C_{blend}) \)
8: return image
9: Note: our implementation uses \( K_δ = 7, K_E = 11, K_m = 3, C_{blend} = 0.9 \), and \( T = 3 \)

Algorithm 2 Find Orientations

1: Input: Image \( I \), kernel size \( K_δ \) for approximating derivative, kernel size \( K_E \) for approximating expectation
2: Approximate \( \frac{\partial I}{\partial x} \) and \( \frac{\partial I}{\partial y} \) (with a sobel filter of size \( K_δ \)).
3: Construct: \( \begin{bmatrix} I_x I_y \\ I_y I_x \end{bmatrix} = \nabla I^T \nabla I = S_0 \)
4: Locally average each element in \( S_0 \) with kernel size \( K_E \) to calculate Structure Tensor: \( \begin{bmatrix} J_{11} & J_{12} \\ J_{21} & J_{22} \end{bmatrix} = S_{KE} \)
5: Calculate local orientation: \( \Theta = \frac{1}{2} \arctan(2(\frac{J_{12}}{J_{22} - J_{11}}) + \frac{\pi}{2} \)
6: return \( \Theta \)
7: Note: our implementation uses \( K_δ = 3 \) and \( K_E = 5 \)

Fig. 3: Overview of path-planning module.
follow the direction of the orientation field, as described in Algorithm 3.

D. Trajectory Generation Module

The trajectory generation module takes in the path in the form of pixel coordinates and maps them to task-space poses. While we used a stationary camera for the mapping, this is not required, since we only need the transformation between the camera and robot frames when the image was taken.

We retrieve the XYZ position of each point in the path from the point cloud, where we index points in the point cloud by the pixels in the path. We assign orientations to each point, so that the teeth of the comb (z-axis of the end-effector, following the Denavit-Hartenberg convention) point orthogonally to the user’s hair plane.

The Y axis of the end-effector is aligned with the vector tangent to the path that the robot is following, projected onto the hair plane. This is approximated with the centered difference of the previous and next points in the path.

The Y axis of the end-effector is aligned with the vector tangent to the path that the robot is following, projected onto the hair plane. This is approximated with the centered difference of the previous and next points in the path. Figure 4 shows this graphically, where the direction of the tangent to the path that the robot is following, projected onto the hair plane. This is approximated with the centered difference of the previous and next points in the path.

A motion plan for the robot end effector is planned in task space, following joint velocity and acceleration constraints. A preview of the resulting motion plan is shown to the user. If the user accepts the preview, the robot executes the motion plan, otherwise the system prompts the user to select a new start point in the hair and generates a new path and trajectory.

IV. PATH PLANNING EVALUATION

To evaluate the strengths and weaknesses of the these approaches, we measured user perception of the methods through an on-line study using Amazon Mechanical Turk. A preview of the resulting motion plan is shown to the user. If the user accepts the preview, the robot executes the motion plan, otherwise the system prompts the user to select a new start point in the hair and generates a new path and trajectory.

Fig. 5: Illustrative hairstyle where the image-based algorithm performs differently than the mesh-based for corresponding starting points.

A. Mesh-Based Method

To create paths that move directly downward, we plan directly on a mesh created from the point cloud of the hair, taken by the Kinect camera. Next we segment the image based on color and depth to find candidate point clouds of the head. A human operator selects the subset of point clouds that correspond to the user’s hair. The union of these point clouds represent the entirety of the hair structure to be brushed. The resulting point cloud is then converted to a mesh by using a greedy surface triangulation algorithm [37] from the PointCloud Library [38]. Once the mesh is created, paths are formed by sampling mesh vertices of the hair mesh model as starting points. The mesh is a graph with nodes corresponding to mesh vertices and edges corresponding to the edges of the triangles that define the mesh. We define the goal as any point in the bottom portion of the hair mesh. We then formulate path planning as finding a low-cost path from the start vertex to one of the vertices in the goal set. We find these paths using the A* algorithm [39] with Euclidean distance as the distance metric and the straight-line distance to the bottom of the mesh as the heuristic.

To generate a variety of paths, the algorithm is run several times using a variety of sampled start states. Examples of paths generated by this algorithm and how it compared to the image-based algorithm is shown in Figure 5. The key difference between these algorithms is that the mesh-based algorithm combs in a downward manner, whereas the image-based algorithm is able to additionally brush sideways paths.

B. Study Setup

To evaluate the path planning module’s design choice of following curves of the hair as an appropriate combing strategy, we propose a baseline alternative, called the mesh-based method. In this approach, the strategy for combing is instead based on selecting paths that follow the shortest path to the bottom of the hair from an initial starting position.

Algorithm 3 Calculate Path

1. **Input**: Orientation image $\Theta$, selected pixel for the start of the path $p_0 = [x_p, y_p]$, step size $k$ (in pixels).
2. initialize path with $v_0$
3. while $p_t$ is within bounds of hair do
   4. $\theta_{pt} = \Theta[p_t]$
   5. $p_{t+1} \leftarrow p_t + k \cdot [\cos(\theta_{pt}), \sin(\theta_{pt})]$
   6. append $p_{t+1}$ to the path
4. return path
5. Note: our implementation uses $k = 6$

Fig. 4: Creating task-space poses from points of stroke.
variety of hairstyles were selected from the USC hair salon database [28]. Ten short, ten medium, and ten long hairstyles were selected at random, and rendered in one of five hair colors (black, brown, auburn, blond(e), and grey) from one of three camera angles.

Each MTurk participant saw 10 of the 30 hairstyles at random, and was shown three types of paths: the mesh-based method, the image-based method, and a set of human-drawn paths as a high-quality reference point. Human-drawn paths were generated by an independent researcher not affiliated with the project. For each algorithm, participants were shown three paths randomly selected from a set of solutions at different starting points to provide a holistic view of the types of paths the algorithms generated. For each algorithm, participants rated the generated paths on: 1) whether the paths are able to brush hair (referred to as completeness), and 2) whether the paths effectively brush the hair (referred to as effectiveness).

C. Hypotheses

**H1**: Participants will prefer paths that vary in direction, and thus rate the image-based method as generating paths that are more complete than the mesh-based method.

**H2**: Participants will prefer paths that follow the flow of the hair, and thus rate the image-based method as generating paths that are more effective than the mesh-based method.

D. Results

The study received 48 respondents (27 women, 21 men; median age range 25-34). Responses were measured on a scale of -3 to 3, with 0 indicating neutral responses. A repeated-measures ANOVA test found significant differences for the main effect of algorithm on reported completeness of planned path, with F(2,94) = 24.12, p < .001. Pairwise t-tests were used for post-hoc analysis, revealing that all pairwise comparisons were significant after Bonferroni correction.

The mesh-based method of planning paths (M=.99) received significantly lower ratings than the image-based method (M=1.53), p < .001, η² = .09 which was in turn rated as less complete than the human-drawn paths (M=1.70), p = .01, η² = .01. The difference between the mesh-based method and the human-drawn paths was also significant, p < .001, η² = .17. This supports H1.

We performed the same analysis for effectiveness ratings. A repeated-measures ANOVA test shows significant differences by algorithm type, with F(2,94) = 21.69, p < .001. Pairwise t-tests show significance between all comparisons with p < .001, where the mesh-based method (M=.32) was lower than the image-based method (M=.89), η² = .08, and the human-drawn paths (M=1.22) were rated the highest, η² = .04. This supports H2.

Qualitative notes from participants in the study revealed that they found the human paths to be rated the most highly because they tended to “follow the hair flow” but were also “long and straight”. The main concern with the image-based method was the it followed the path of the hair too closely. This is evident for the hairstyles that have waves, where combing in a wavy path may be inefficient. Because the
| Theme       | Positive Example                                                                 | Negative Example                                                                 |
|------------|----------------------------------------------------------------------------------|-----------------------------------------------------------------------------------|
| Effectiveness | "...the hair [that] the robot worked on looked much better..."                     | "...there is no effect on the hair that the robot is combing."                     |
| Force      | "It did seem gentle, so that is good."                                           | "...it looked like it was pushing rather rough at the hair."                      |
| Movement   | "This robot appeared to have finesse and sensitive movements."                   | "...there is no grace or nuance to the motion."                                  |

### TABLE I: Examples of positive and negative qualitative responses from participants for each theme.

| Time | Force (N) |
|------|-----------|
| 10   | 0.0       |
| 15   | 0.5       |
| 20   | 2.0       |
| 25   | 5.0       |

Fig. 8: Sample frames of the video shown to the participants and forces measured by the arm for different strokes of each hairstyle. Orange lines represent mean force values across 25 strokes with the orange region illustrating the first and third quartiles. Blue lines represent individual stroke force values. All force readings were measured at 10Hz and were post-processed with a sliding average of 9 timesteps for visualization.

hair can deform as the comb passes through it, moving along the waves is less direct than moving straight. However, moving along the waves is still preferable to moving directly downward without following the general direction of the hair, as in the mesh-based method.

### V. Trajectory Execution

#### A. On-line User Study

To evaluate the performance of the physical robot implementation of the system, we recorded three videos of the robot combing three different wigs. The wigs varied in color and hairstyle and were representative of the hairstyles in the first study, consisting of a short brown wig, a medium-length pink wig, and a long blonde wig. The wigs were teased so that the hair was in a state that would warrant using a hair-combing device. Each video showed the wig and robot arm from the side so that study participants could see both the end effector and wig at all times, shown in Fig. 8. We used a plain white background for all videos. A human operator selected the start points for the robot system off-screen. The participants watched the wig being combed by the robot, where the first and final strokes were filmed in real time and the middle strokes were filmed at 20x speed to show the progress that the robot makes over the course of the hair-combing interaction to reduce fatigue effects. Participants were then asked to provide qualitative feedback on the effectiveness of the combing as well as their willingness to use the system.

The study received 30 responses (17 men, 13 women; median age range 25-34). We conducted a qualitative analysis of the open-ended survey responses utilizing a grounded-theory approach where we categorized responses by theme in a data-driven manner. The qualitative analysis revealed three main themes in participants’ evaluations of the system. The first theme was related to the effectiveness of the task of hair combing. The second theme was the perception of the amount of force that was used throughout the interaction. The third theme was related to how the robot moved while combing hair. Representative positive and negative examples of each theme are shown in Table I.

1) Effectiveness: The theme of effectiveness had several subcomponents. The top three were: final alignment of hair, depth of combing, and time it takes the robot to comb.

The final alignment of the hair was mentioned in 31 of the 90 responses; 25 of these responses indicated that respondents thought that the hair ended up “...straighter than before it started combing” or some variant highlighting that the hair looked neater after the combing interaction. This subcomponent received the highest number of mentions across all categories, indicating that the robot is functionally capable of combing hair.

Related to depth of combing, the majority of negative responses came from the short brown hairstyle due to the fact that the hair lies very close to the scalp. 19 responses mentioned that the robot appears to comb the hair on the outermost layer, but 4 of the responses indicate that the robot also penetrates the deeper layers of the hair. All 4 positive responses were for the medium and long hairstyles.

The subcomponent of timing was noted in 24 responses.

---

1We are unable to perform in-person studies due to the ongoing pandemic.
19 of these responses indicated that the robot took a long time to move when combing, indicating that they were willing to have a robot that has higher velocity limits for this task. Interestingly, 4 responses positively described the slow movement of the robot as cautious and gentle.

2) Use of Force: The theme of force was concerned with the amount of force the robot used during the combing interaction. The most common comment was that the robot appeared to use too much force when combing the wig, present in 15 of the responses. This was either stated generally, or quantified as the amount of movement that the mannequin head made during the combing execution. This brought up concerns for a human user’s safety when using such a system in 6 of the participants’ responses. Conversely, the amount of force used was perceived as gentle and appropriate by 6 of the responses, who mentioned that the robot appeared to move carefully. Participants responded that the robot did not appear to have an understanding of the sensation of touch, which worried them as the robot may not realized how hard it is pulling on knots or tangles. Physically, the maximum force exerted by the system for any hairstyle did not exceed 15N, with the majority of strokes exerting peaks of less than 5N for each hair style as measured by joint efforts of the arm (see Fig. 8). These values are similar in magnitude to sensitive physical interaction tasks such as shaving (7N peak magnitude) and wiping cheeks (14N peak magnitude) [41].

3) Characteristics of Movement: The responses that regarded the characteristics of movement mentioned both auditory and visual components. Participants mentioned the lack of sound during the movement as uncomfortable. Visually, some participants described the static orientation of the hand during the approach as lacking nuance, whereas others indicated that the robot following the curves and shape of the hair as having finesse and being smooth. This indicates a need to adapt motion to the specific user of the system.

VI. DISCUSSION AND CONCLUSION

Results from the qualitative survey indicate that participants found the proposed system to be effective in hair combing, but they raised interesting points to improve the user’s experience during the interaction.

A key limitation of this study is that it was conducted through online videos and not in person, limiting participants to only visual and auditory modalities of perception. This allowed them to accurately make judgements of the sound that the robot makes while moving, but prevented them from directly experiencing tactile information such as forces used by the system. While the robot in the videos implemented position control, our system provides only the set of goal positions and their associated times. Implementing hybrid position-force controllers [42] would allow the system to move between these same goal positions while simultaneously enforcing force constraints, allowing users to specify the force that they are comfortable with. Being controller-agnostic additionally allows the force to be estimated through different kinds of sensors depending on the robot (e.g., current sensors, end effector force sensors, etc.). Further work should critically evaluate controller design and user acceptance in a real-world setting.

Participants indicated concern that the silence of the interaction was unsettling, reflecting findings of robots in social settings [41], [43], [44], but contrary to findings in other impersonal and intimate interaction settings [45], [46]. Future work should explore the implementation of pleasant auditory elements that allow the anticipation of the robot’s motion.

Some participants additionally indicated that the qualitative aspects of the robot’s movement lacked nuance. Previous works have linked user perception of robot movement to the orientation and speed of the robot [47], [48], warranting future work in modulating the end effector’s orientation and speed during its approach. For use in intended assistive services, the robot’s physical appearance can also be improved with best embodiment design practices, as discussed in Deng et al. [49], e.g., using robotic arms with a traditionally less mechanical appearances for these social tasks.

While our algorithm performs well on the hairstyles selected from the database, the evaluation does not cover all possible hairstyles, such as very curly hair or sparse hair which are realistic to encounter in naturalistic settings. However, it is important to consider that not all hairstyles should be dry-combed daily; for example, combing very curly hair may damage coils, and certain styles such as buzz cuts or braided hair would not benefit from utilizing this system. Nevertheless, validating this approach on other relevant hairstyles is an important direction for future work.

Overall, this work brings about a better understanding of how general-purpose robotic arms can effectively comb hair by adapting to different hairstyles. We presented a modular system for robotic hair combing using a minimal setup that can work in conjunction with other assistive applications. We found that users’ experience is related to the robot’s movement, sound, and perceived applied force, thus opening up a range of human-robot interaction research questions.
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