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Abstract: Property prices are known to be higher in places with high accessibility, such as in proximity to train stations and especially to commuter rail, than in places without this access. This study provides a better understanding of how regional accessibility, through the structure of railway networks, can influence local agglomeration economies by providing accessibility to large labor markets. Previous literature has shown a positive impact of proximity to railway stations on housing prices, and our study adds to the literature by analyzing the impact of network structure. We argue that public transport systems can support the benefits of city networks in line with Alonso’s concept of borrowed sizes (1973). Using network theory to measure accessibility provided by the network, we show that stations that provide accessibility to large labor markets across the region are perceived as more attractive by households. Cities in proximity to other cities are strengthened through their public transport links, which allow agglomeration benefits to be exploited by residents.
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1 Introduction

Infrastructure networks are important for providing accessibility to household and firms. Households need access to jobs, public services and leisure activities. Firms need access to labor, suppliers and customers. The benefits of being close to other actors, often referred to as agglomeration economies, have been extensively studied in the field of urban and regional economics (Melo, Graham, & Noland, 2009). Investing in infrastructure such as roads and railways has therefore been a common way to increase accessibility and enhance economic activity. Railways offer high-capacity transportation but incur high fixed costs, and there is mixed evidence of the effects of such investments (Debrezion, Pels, & Rietveld, 2007; Higgins & Kanaroglou, 2016; Mohammad, Graham, Melo, & Anderson, 2013). Several explanations to these differences have been mentioned, such as different types of communications and different local context (Lieske, van den Nouwelant, Han, & Pettit, 2019). One reason for the differences is the extent to which investments contribute to achieving agglomeration economies (Chat-
man & Noland, 2011). Effects tend to be larger when investments involve the integration of large labor markets and when marginal accessibility is significantly improved (see e.g., Knudsen & Rich, 2013).

Infrastructure can contribute to agglomeration economies through providing faster access to markets. It is however not only the size of a particular city that matters for agglomerations; the overall structure of city networks may also contribute (Blumenfeld-Lieberthal, 2009; Capello, 2000). Alonso (1973) introduced the concept of “borrowed size,” implying that a town or city benefits from being close to large markets. Previous research (Gonçalves, Portugal, & Nassi, 2009) stresses the importance of network structure in overall planning systems and suggests that analysis of the network and the position of its nodes is useful in planning that contribute to sustainable mobility and overall urban development. Straatemeier (2008) argues that urban transport planning should focus on developing places in the urban network, providing households and firms the ability to reach more opportunities without necessarily increasing mobility. In this study, we use the concept of borrowed sizes to develop a model in which the value of being close to a station is a function of where in the railway network the station is located. The quality of a station is thus a function of the qualities of nearby stations. Accessibility to labor markets is often modelled in hedonic price models (HPM), but most studies model local accessibility rather than through transport systems. We argue that the relevant characteristics of a station is what type of accessibility it offers through the rail network, and therefore accessibility should take the network into account. In developed economies, where specialization is fundamental, labor markets are regional rather than local. Introducing network theory into HPM can contribute to filling this gap. In line with Alonso’s findings, Johansson and Quigley (2004) argue that networks of people dispersed over space can substitute for agglomerations at a single point. Introducing network analysis into transportation research also contributes to a better understanding of land use. Curtis and Sheurer (2017, p.2) claim that: “If public transport is to offer a real alternative transport mode choice to the car, there is a need for a new approach to planning and evaluating public transport accessibility, which takes into account the transport network and also assesses the integration of this network with land use and the consequent activity opportunities.”

The aim of this paper is to contribute to a better understanding of the impacts of infrastructure networks on regional development. More specifically, the purpose is to evaluate the impact of network structure, and the characteristics of railway stations derived from network analysis, on property prices. We argue that introducing network theories as a complement to more traditional measures of agglomeration improves our understanding of not just local development, but also of how regional accessibility may influence local agglomeration economies. In doing so, we rely on previous research on networks. Freeman (1977, 1978) developed measures of network characteristics that have since been applied in many different types of literature. In this paper we apply these measures to control for accessibility qualities of nodes in a network of regional commuter trains and integrate them into an overall framework of HPM. These measures capture both physical aspects of the infrastructure and planning-related characteristics. Thus, this article join three strands of research fields, network theory, regional economics and transport planning. Network measures are applied and analyzed in the context of regional economics, and transport planning brings a dimension to how the physical network is used in order to create accessibility.

The structure of this article is as follows. The next section reviews previous literature on accessibility and networks. It also includes some previous literature on HPM, which is primarily of interest in this study for its ability to provide information on the value of non-market goods. This is followed by a presentation of network measures and their application in this study. Data and the HPM specification are then presented, followed by the findings. The final two sections contain discussion and conclusions, as well as possible applications of the results.
2 Accessibility and networks – previous research

Cities are essential for regional economic growth. It is in densely populated areas that the benefits of matching, learning and sharing can be developed and can contribute to agglomeration economies (Laird & Venables, 2017). These benefits are largely local to their nature and attenuate with distance (van Meeteren, Neal, & Berudder, 2015). The notion that land value increases when accessibility increases stems from the early geographical theories of Alonso (1964), who identified that land rent – defined as the capitalized value of land – is a function of accessibility to goods and services. This suggests that investments in infrastructure that increase accessibility should translate into increasing property prices for areas that benefit from the increased accessibility. In the Alonso monocentric model, accessibility is often measured as distance to the central business district (CBD). However, critics have pointed out that jobs are not necessarily concentrated in the CBD. Osland and Thorsen (2008) developed measures related to accessibility to the labor market, but still found distance to the CBD significant. This is interpreted as an urban attraction effect of the center, capturing types of services and attractions other than labor market related services.

The size and density of a city may, however, not be the only contributors to agglomeration economies. The performance of places also depends on the surrounding agglomerations and on the interaction of cities in networks. The network structure of cities can affect their productivity, and previous studies suggest that connectivity between cities is important in explaining their productivity levels (Blumenfeld-Lieberthal, 2009). This seems especially important for European cities compared to cities in other parts of the world where often the largest city in a country demonstrates the highest level of productivity (McCann, 2012). Johansson and Quigley (2004) argued that agglomerations and networks are complements when it comes to creating benefits for market participants. The connectivity of urban spaces has also been discussed under the idea of urban network externalities (Capello, 2000), referring to the interrelationship of cities. Network theories can therefore provide a complement to the more traditional measures of agglomeration. In research on urban development network theories have gained recent interest since they are considered important for facilitating exchange between and within agglomerations. It also seems that these network externalities are becoming more and more important, since larger cities are not growing faster than smaller cities (Meijers, Burger, & Hoogerbrugge, 2015). In a network of cities it is possible for smaller cities to benefit from agglomeration economies if they are located close to a larger city. Alonso (1973) referred to this phenomenon as “borrowed size,” stating that smaller places can exhibit the effects of agglomeration economies by being located close to a larger city. Infrastructure investments can thus be seen as a tool to achieve these “borrowed sizes.”

The use of network theory to analyze relations between people started in the field of social networks in the 1950s (Derrible, 2012). An important difference between social and transport networks is that transport networks are geographically positioned with exact locations in a three-dimensional space. Centrality measures have been developed to describe the nature of physical positions in the network. Freeman (1978) developed three measures of centrality in a network, which have since gained large acceptance in the network literature. Closeness centrality measures the sum of inverse distance to other stations in the network, sometimes weighted by the relative importance of each station. The second measure, degree centrality, measures the number of direct connections in the network. From previous literature we know that connections are perceived as negative for travelers, not least commuters. The third measure, betweenness measures transit characteristics (Derrible, 2012) and measures how often a station is passed, given the structure of the traffic of the network. These measures will be presented in more detail in the following section.

In transportation studies, network analysis has been applied to measure and classify different cities and countries according to their topological characteristics (e.g., Curtis & Scheurer, 2017). The notion
that better connected cities are correlated with economic development is stressed by Blumenfeld-Liebertahal (2009) who typologize countries according to the topology offered by transportation networks, and find that countries with highly connected and clustered networks have higher productivity levels. Like Derrible (2012), Curtis and Sheurer (2017) use network measure to describe and compare public transport systems internationally at city level. Crucitti, Latora, and Porta (2006) also use network measures for comparing cities, providing a comparative analysis of how cities differ in terms of different network characteristics. Gonçalves et al. (2009) suggest using centrality measures as a means to provide a more balanced development of places when planning and developing public transport. In a case study of the development of bus transportation in Rio de Janeiro they highlight how centrality measures can be used to show how investments affect both the characteristics of stations as well as the accessibility of other types of services such as hospitals, day care centers and schools.

In a study of 28 metro systems from different parts of the world, Derrible (2012) set out to provide a global approach to the development of centrality. She stresses the role of the betweenness indicator, which captures the transit characteristics of the metro systems. This conclusion is also shared by To (2015) who uses the measure to identify characteristics of the Hong Kong urban rail system. Li, Xu and Shi (2015) applied network theory to studies of the dynamic evolution of world shipping, showing the central but declining position of Europe in the world shipping network.

Several of the mentioned articles aim at characterizing cities, countries, or transport systems according to topological properties. It seems to be clear from previous literature that although network characteristics potentially are good measures of connectivity, the topological measures capture different properties and it is not possible to a priori say that one measure is better than the others (Curtis & Scheurer, 2017). In this study we aim to add a second step to the discussion, namely to introduce the revealed preferences of households for network characteristics. This study adds to the above literature by introducing consumers’ willingness to pay for centrality, through the use of housing prices.

3 Estimating willingness to pay: Hedonic price models

The method of using house prices as a means to estimate attribute values was developed by Rosen (1974), and have since become standard tools for estimating the values of a vast array of non-market goods such as noise (Nelson, 2004), green areas (Czembrowski & Kronenberg, 2016) and proximity to good schools (Nguyen-Hoang & Yinger, 2011). Although accessibility is considered central to explain households willingness to pay for housing, there are no previous studies introducing the role of networks in an HPM setting. Xiao, Orford, and Webster (2016), using Cardiff as a case study, modelled street network accessibility to explain housing prices. The results suggest that accessibility measures can replace some traditional measures such as distance to CBD and can be used to model both positive and negative externalities.

3.1 Measures of network and node characteristics

Transportation networks typically differ from social networks in some respects. Their position is set since they are fixed in geographical space. However, for railways there is also a difference between the physical network and the planned use of the network, in terms of train lines for example. Therefore, the network structure may change as a result of traffic planning even if the physical network remains unchanged.
A network can be defined as a number of nodes that are connected by links. Freeman (1977) presents three measures of centrality that have become common in social network analysis and that are also applied to urban structures and transportation networks. These three measures, closeness, degree and betweenness centrality, have commonly been used to indicate the role and strength of different nodes in a network. Definitions of the different measures vary across studies.

Closeness centrality has to do with how many points of interest can be reached through the network, adjusted for distance. That means that a node with higher closeness centrality communicates more quickly with other elements in the network. In the setting of this study the measure will capture how many potential jobs can be reached from a certain station, given the characteristics of the network. It considers accessibility as “ease of movement and can be described as an average score for travel impedance” (Curtis & Scheurer, 2017). In its simplest form, closeness centrality corresponds to the inverse of the sum of the distances, as shown in equation (i).

\[ C_C(v_i) = \frac{1}{\sum_{j=1}^{n} \text{dist}(v_i, v_j)} \quad v_i, v_j \in V \]  

\( C_C(v_i) \) is the closeness centrality for node \( i \) in which \( \text{dist}(v_i, v_j) \) denotes the distance between node \( i \) and \( j \), which both are parts of network \( V \), which constitutes of \( n \) nodes. This measure is sometimes developed to express distance in an exponential form as a way to capture a distance decay effect. Typically, this implies that the effect of node \( j \) on node \( i \) diminishes as the distance between the nodes increases. Another extension of the model is to weigh the expression by the strength of the respective node. These two adjustments provide a gravity element to the expression, in which larger and closer nodes have a stronger force of attraction than smaller, more distant ones (equation ii).

\[ C_{grav}(v_i) = \sum_{j \neq i}^{n} \frac{w_j}{e^{-\alpha \text{dist}(v_i, v_j)}} \quad v_i, v_j \in V \]  

The choice of weights may differ depending on the theoretical perspective. One option would be to use the number of departures as a proxy for the strength of the links. We will rely on previous literature using proximity to workplaces and weigh the expression by the number of people employed within a radius of three kilometers from each destination station \( (v_j) \). \( \alpha \) is set at a value of 2.5. \( W_j \) is a measure of the number of jobs within the buffer area of station \( j \). Note that in this interpretation of the measure, we separate the labor market around the station from those achieved through the network. This is because the study aims at providing separate measures for accessibility provided by the network from the local accessibility.

The second measure is degree centrality, \( C_D \), as shown in equation (iii). It specifies the number of direct relations with other nodes in the network. This can be explained as the capacity to receive, for example, information in an information network. In this case, it provides a measure of how many stations can be reached without changes, which is an important feature for many travelers. Not least is the possibility of interrupted trips of importance for commuters, since the travel time can provide opportunities for work or some leisure time activities such as reading or listening to music. Any changes imposed during the trip implies less possibilities to use the travel time for other activities than just travel.

\[ C_D(v_i) = d(v_i) \quad v_i \in V \]  

This measure has been modelled as the number of direct relations with other nodes in a network, and \( d(v_i) \) is the count data of the number of direct relations along planned train lines – that is, the
number of stations that can be reached without changing trains. Stations trafficked by several lines thus receive higher values. The scheme for the regional rail system in Scania is used to construct the adjacency matrix. The number of stations that can be reached without changing trains can be determined by counting the number of observations in columns or rows. The adjacency matrix also reveals the number of lines that stop at each station since the different lines are included separately. Only stops within the region are taken into account. Consequently, stops on the interregional lines outside the administrative borders of Scania are not included in the adjacency matrix.

The third measure, betweenness, captures the transfer characteristics of a station. Derrible (2012) uses a betweenness indicator only for transfer and end points in the metro network, in order to highlight the transfer characteristics of a node, based on the idea that the relative dependence of a node is an important aspect of its structural position.

\[
    \text{Betweenness centrality } C_B(v_i) = \frac{g_{kj}(v_i)}{g_{kj}}, \quad i \neq j \neq k \quad v_i \in V
\]  

This is reflected in the number of times that a node partakes in an interaction over the shortest path in a network. The betweenness centrality corresponds to the number of trains \(g_{kj}(v_i)\) that pass through the node \(v_i\) in relation to the total number of paths, denoted by \(g_{kj}\). As a result, each node is given a probability, where high levels indicate that the node is more central in the network. Normalized measures are necessary when comparing different systems (Derrible, 2012). In this study we will compare two regional public transport network systems. Normalization is applied by summing values of all the nodes and using it as a denominator. Thus, the measure ranges from zero to one, indicating the likelihood that a train station is part of a journey between two nodes in the network system. The adjacency matrix is used for the calculation of the betweenness measure.

The three measures thus provide different topological characteristics of the train network. In the next section, the measures will be applied on the empirical data.

### 3.2 Node characteristics: Stations in the Scania railway network

The analysis is applied to the Scania region, which is the most southern region of Sweden with 1.3 million inhabitants (Figure 1). Early industrialization resulted in nationwide investments in railways, which have had long-lasting effects on the development of the built environment (Berger & Enflo, 2015). As cars became available on a large scale to households, investment in railways decreased drastically. In the region, the old railway infrastructure has over the years been kept relatively intact, thereby offering an opportunity in recent years to upgrade communications in a relatively affordable manner by opening up new stations along existing lines. The main economic center in the Scania region is the Malmö–Lund area in the southwest, accounting for a population of slightly less than half a million people. The region also has close access to Denmark, as it is connected in the south to the capital Copenhagen by the Øresund Bridge. The region is however often described as polycentric. In the north-western corner, the second economic center in the region is Helsingborg, with about 100,000 people and ferry connections to Helsingør on the Danish side. The region is defined as having two labor markets; the one containing the western part of Malmö–Lund and Helsingborg, and the eastern part which is less densely populated and the smaller labor markets centers of Hässleholm and Kristianstad. Recent investments in commuter rail, together with the polycentric structure of the region, make it an interesting area for analyzing the effects of railway networks.
Figure 1. Map of the Scania region and rail network together with number of passengers per day per station in 2017

As presented in Figure 1, the railway network is focused on the west side of the region. In the northeast, Hässleholm is a central node for the trains running south–north as well as west–east. There is also one railway running north–west, connecting to the west coast and the city of Halmstad. In the south, there is a single railway connecting the cities of Simrishamn and Ystad with the Malmö–Lund area. The railway network consists of national routes connecting Malmö and Lund to the capital, Stockholm, as well as to the second largest city in Sweden; Gothenburg. The connection to Gothenburg goes along the west coast through Helsingborg. The network also consists of regional train lines that serve as commuter lines to the different parts of the region. These regional train lines are made up of two types. The Öresundståg, connecting the region to other regions in Sweden as well as to Denmark, stops at fewer stations in the network. The Pågatåg is more local and slower due to more frequent stops. The average number of passengers from each station in the region is shown in figure 1, indicating the sizes of the stations in the network. The number of passengers from stations is strongly correlated with the numbers of departures.

Figure 2 presents both the closeness centrality (to the left) and the degree centrality (to the right). The measure of closeness centrality illustrates the accessibility of each station to other stations in the network, taking into account the size of the stations. Size is here measured by the number of jobs within a radius of three kilometers. To calculate the values for Copenhagen, the number of commuters across the bridge has been used as a proxy for the number of employments. In 2016, this number was 13,800, but since then numbers have decreased (Öresundsinstitutet). Accessibility to other sizeable stations is desirable, but attractiveness decays with distance. The measure therefore builds on the traditional gravity assumption that larger nodes are more attractive than smaller nodes, and that the attractiveness of nodes lessens as the distance between nodes increases. In economic terms, this is in line with agglomeration theories, in which larger markets are more attractive. Through the network of commuter railway people benefit from access to labor markets in the region. Thus, local places get accessibility to regional agglom-
eration economies by the networks. The figure shows that the stations with the highest accessibility are located in and between Malmö and Lund, followed by stations just outside the area, most of which are on the route to Helsingborg. Stations in smaller places in proximity to larger cities exhibit high scores with this measure, in the same way as their larger neighbors.

![Figure 2. Centrality measures: closeness (to the left, based on eq. ii) and degree (to the right based on eq. iii)](image)

The degree centrality measure shows the number of stations with direct connections, that is, reachable without changing lines. From a commuter perspective this implies the opportunity for uninterrupted travels, thereby increasing the quality of the trips. The figure reveals how this type of accessibility differs from some more commonly used measures, since some quite peripheral stations still score fairly well given that they are along traffic lines with stops at many stations. For commuters this should be an attractive characteristic of a location. Thus, this measure partly captures the effect of traffic planning, since changing the planning will also affect the number of stations that can be reached directly. The highest scoring stations are, however, still the stations in the largest urban areas.

The final centrality measure used in this article is betweenness. This measure is also calculated based on how the regional train lines are planned. As mentioned before, there are two types of commuter train lines, the Öresund trains and the Pågatåg trains. The betweenness measure is calculated for each of the two types, using the planned line routes. In Figure 3, the measure for Öresund trains is displayed on the left and the calculations for Pågatåg trains are presented on the right.
The Öresund trains stop at fewer stations, covering the central nodes in the region and allowing for direct and faster transport between these nodes. These trains also continue on to other regions. Along the west coast, the trains serve stations all the way to Gothenburg. In the east, trains continue from Hässleholm either out to the east coast of Sweden or further northeast into the bordering region of Småland. The Öresund trains also connect across the bridge to Copenhagen. The Pågatåg train network covers more of the Scania region and gives smaller places access to commuter trains. The scale of the betweenness measure of the two networks reflects the large differences in the numbers of nodes in their networks. Using this measure the core of the Öresund train network is in Lund. For the Pågatåg trains, stations in and between Malmö and Lund as well as in Helsingborg and Hässleholm receive high scores with this measure. Higher scores are also shown for the stations between Lund and Hässleholm and Hässleholm and Helsingborg. These higher scores reflect how the lines have been planned. It is possible to enter a train east of Helsingborg and first travel to Hässleholm before going south to Lund. Thus, the stations in the smaller towns between Helsingborg and Hässleholm have access to Lund and Malmö, even though the train will stop at many stations on the way.

These three centrality measures, closeness, degree and betweenness, jointly with the number of passengers travelling from the station present properties of the stations and of the railway networks they are nodes in. Pairwise correlations of the four measures are presented in Table 1

| Passengers per day | Closeness (gravity) | Degree | Betweenness (Pågatåg trains) | Betweenness (Öresund trains) |
|--------------------|--------------------|--------|-----------------------------|----------------------------|
| Passengers per day | 1.0000             |        |                             |                            |
| Closeness (Gravity)| 0.3486             | 1.0000 |                             |                            |
| Degree             | 0.4594             | 0.3967 | 1.0000                      |                            |
| Betweenness (Pågatåg trains) | 0.5164 | 0.5439 | 0.4010 | 1.0000 |
| Betweenness (Öresund trains) | 0.6910 | 0.2672 | 0.2520 | 0.5001 | 1.0000 |
There is a strong correlation between the measure Betweenness (Öresund trains) and the variable Passengers per day. The Öresund network cover the central nodes in the region, which also has more travelers. The other measures present only moderate correlations which means that they capture different qualities of the stations. The betweenness measure for the Pågatåg trains network are moderately correlated with Passengers and Closeness, indicating that higher likelihood for being part of a journey is related to accessibility to regional agglomeration and number of passengers per day.

4 The value of network characteristics

The formulation of HPM typically differs across studies, partly as a result of differences in data collection (Debrezion et al., 2007; Mohammad et al., 2013). The variables, presented in Table 2, can be divided into three major groups: property attributes, neighborhood attributes and transport attributes. The housing data, obtained from the Swedish cadastre, consist of all transactions involving single-family housing in the Scania region in 2016. Many studies rely on data from property brokers, which account for only part of the market, whereas the cadastre data contains all transactions. Non-market transactions have been removed. Socio-economic variables on income and population were collected from different sources all originating from Statistics Sweden. The Swedish Transport Administration provides data on the physical infrastructure in terms of railway and road data. The set-up of lines in regional commuter systems is planned by the regional public transport authorities, and so data on train lines were collected from the regional administration Skånetrafiken.

Table 2. Variable definitions

| Variable                    | Description                                                                 | Source |
|-----------------------------|-----------------------------------------------------------------------------|--------|
| Dependent variable          |                                                                             |        |
| PRICE                       | Price in SEK of single-family houses, 2014.                                   | NLS    |
| Property attributes         |                                                                             |        |
| SIZE                        | Floor area, defined as living area (m²).                                     | NLS    |
| AGE                         | Age of building (years)                                                     | NLS    |
| DEED                        | 1 if plot owned by the property owner, 0 if other arrangement such as leasehold or ownership through co-operative apartment associations | NLS    |
| BEACH                       | Beach-side property, 1 if closer than 150 m to the waterfront, 0 otherwise  | NLS    |
| Neighborhood attributes     |                                                                             |        |
| POP                         | Population size, local small area, (1,000 inh)                               | SCB    |
| INC                         | Average income, local small area, (SEK 1,000)                               | SCB    |
| LOC_LABOR                   | Number of employments in home municipality, (1,000 inh)                      | SCB    |
| Transport attributes        |                                                                             |        |
| STATION_DIST                | Travelling distance using road network (km)                                 | STA    |
| PASSENGERS                  | Number of passengers per day for the closest train station in 2014 (10,000 individuals) | ST    |
| DEGREE                      | Number of railway stations in the system that can be reach directly. Specified in eq. (iii). | AC    |
| CLOSINESS (GRAVITY)         | Expressed in gravity form, as specified in eq. (ii), (1,000 inh).           | AC     |
| BETWEENNESS (Öresund trains) | Specified in eq. (iv), based on stations for the Öresund trains.             | AC     |
| BETWEENNESS (Pågatåg trains) | Specified in eq. (iv), based on stations for the Pågatåg trains.             | AC     |

Note: NLS: National Land Survey (Lantmäteriet), SCB: Statistics Sweden, STA: The Swedish Transport Agency, ST: Skånetrafiken, AC: authors’ calculations based on data above.
The descriptive statistics of the data in Table 3 provide some key insights into the region of Scania. About two percent of the single-family houses sold in 2016 had direct access to a beach, and the average house had a size of 117 square meters and was about 25 years old. As mentioned before, there are large differences in the geography of the region. There are also large differences in the average number of passengers per day travelling from the different stations in the railway network.

Table 3. Descriptive statistics (variables in natural logs)

| Variable              | Mean   | Median | Std. Dev. | Min   | Max   |
|-----------------------|--------|--------|-----------|-------|-------|
| PRICE                 | 14.508 | 14.631 | 0.77      | 0     | 18.414|
| SIZE                  | 4.764  | 4.796  | 0.38      | 1.386 | 6.659 |
| AGE                   | 3.64   | 3.892  | 1.172     | 0     | 5.756 |
| DEED                  | 0.963  | 1      | 0.189     | 0     | 1     |
| BEACH                 | 0.018  | 0      | 0.134     | 0     | 1     |
| INC                   | 12.412 | 12.411 | 0.149     | 11.853| 13.082|
| POP                   | 7.117  | 7.209  | 0.845     | 2.565 | 9.077 |
| LOC_LABOR             | 2.667  | 2.33   | 1.191     | 1.087 | 5.087 |
| STATION_DIST          | 1.547  | 1.609  | 1.079     | -3.671| 3.47  |
| PASSENGERS            | 7.534  | 7.294  | 1.419     | 4.29  | 10.682|
| CLOSENESS (GRAVITY)   | 7.812  | 7.936  | 1.342     | 5.142 | 10.702|
| DEGREE                | 4.295  | 4.484  | 0.527     | 2.877 | 4.936 |
| BETWEENNESS (Öresund trains) | 3.183 | 3.466  | 0.659     | 1.099 | 3.989 |
| BETWEENNESS (Pågatåg trains) | 0.025 | 0      | 0.044     | 0     | 0.178 |

Table 4 shows the results from the HPM. Columns (i) to (vi) show the results as station characteristics are successively supplemented. Estimates using the base ordinary least squares model provided significant results for robust Lagrange multiplier testing for both error and lag. However, the test statistics provided higher value for a spatial error model to be performed (Osland, 2010). A spatial error model (SEM) was applied to all regression models using generalized method of moments (GMM) estimations. The weight matrix was calculated using Euclidian distances, with a default bandwidth estimated using GeoDa Space software (Anselin, Syabri, & Kho, 2006). Standard errors were estimated based on Kelejian and Prucha (2010). Using SEM means that the estimated parameters will be efficient since lambda accounts for any misspecification as well as spatial autocorrelation in the models.

The ordinary variables used in HPM turn out as expected and are stable across the different model specifications used. Income and population in the local small area have a positive effect on price, as well as the number of employments in the municipality where people live. The number of jobs measure local agglomeration effects and show an elasticity of 0.05-0.06. The variable distance to station are as expected negative, with an elasticity of around -0.01.

Station and network characteristics present interesting results. PASSENGERS show positive parameters over all specifications, although the parameters fall somewhat as more variables are added to the model. Adding CLOSENESS to the specification (column (ii)) improves the PseudoR2 to 0.479. The estimated coefficient represents a positive impact on sales prices of single-family houses. Thus, the significant result of this variable reflects that it measures the importance of accessibility to workplaces in other nodes of the network. In accordance with Osland and Thorsen (2008) our results show that
accessibility to workplaces has a positive impact on housing prices. As the variable is a weighted measure of employments in the vicinity of destination stations, and distance is measured using the rail infrastructure, it also indicates the perceived utility of using public transport for work. This suggests that household value both the local agglomeration as well as the agglomerations provided through the network. Adding the variable DEGREE, which measures direct access to other stations, the estimated parameter also turns out significant and positive with an elasticity of around 0.09. Thus, the number of stations that you can reach without changing trains has a significant impact on the price of single-family houses. The relevance of not having to change trains in order to get to destinations in the network seem to enhance the importance of closeness to labor market in other nodes of the network.

Table 4. Results from HPM regressions using spatial error model. Z values in parentheses, *** p<0.01, ** p<0.05, * p<0.1. N=18,273, all continuous variables in log form

|     | (i)     | (ii)     | (iii)    | (iv)     | (v)      | (vi)     |
|-----|---------|----------|----------|----------|----------|----------|
| CONSTANT | 3.139   | 2.654    | 2.329    | 2.293    | 2.240    | 2.223    |
|       | (6.732)**| (5.967)**| (5.248)**| (5.036)**| (4.932)**| (4.848)**|
| SIZE  | 0.787   | 0.787    | 0.789    | 0.789    | 0.789    | 0.789    |
|       | (68.211)**| (67.918)**| (68.015)**| (68.157)**| (68.033)**| (68.160)**|
| AGE   | -0.021  | -0.021   | -0.021   | -0.021   | -0.021   | -0.021   |
|       | (-5.367)**| (-5.353)**| (-5.484)**| (-5.467)**| (-5.497)**| (-5.488)**|
| DEED  | 0.367   | 0.367    | 0.366    | 0.366    | 0.366    | 0.366    |
|       | (18.589)**| (18.559)**| (18.538)**| (18.536)**| (18.563)**| (18.559)**|
| BEACH | 0.413   | 0.413    | 0.415    | 0.415    | 0.415    | 0.415    |
|       | (13.019)**| (13.015)**| (12.998)**| (12.986)**| (13.000)**| (12.988)**|
| INC   | 0.532   | 0.512    | 0.525    | 0.523    | 0.528    | 0.526    |
|       | (15.052)**| (14.107)**| (14.443)**| (14.466)**| (14.482)**| (14.534)**|
| POP   | 0.043   | 0.041    | 0.042    | 0.042    | 0.043    | 0.042    |
|       | (5.114)**| (4.783)**| (4.932)**| (4.938)**| (4.955)**| (4.973)**|
| LOC_LABOR | 0.062  | 0.055    | 0.060    | 0.061    | 0.061    | 0.062    |
|       | (5.739)**| (5.187)**| (5.687)**| (5.686)**| (5.758)**| (5.732)**|
| STATION_DIST | -0.016 | -0.013   | -0.013   | -0.013   | -0.013   | -0.013   |
|       | (-2.431)**| (-2.118)**| (-2.124)**| (-2.076)**| (-2.121)**| (-2.082)**|
| PASSENGERS | 0.034  | 0.029    | 0.019    | 0.026    | 0.020    | 0.026    |
|       | (6.644)**| (5.886)**| (3.516)**| (3.703)**| (3.566)**| (3.563)**|
| CLOSNESS (Gravity) | 0.187  | 0.172    | 0.175    | 0.184    | 0.181    |
|       | (2.991)**| (2.733)**| (2.855)**| (2.937)**| (2.864)**|
| DEGREE | 0.089    | 0.087    | 0.092    | 0.092    | 0.090    |
|       | (3.843)**| (3.789)**| (3.977)**| (3.933)**| (3.988)**|
| BETWEENNESS (Öresund train) | -0.303   | -0.303   | -0.303   | -0.291   | -0.219   |
|       | (-1.173)**| (-1.173)**| (-1.173)**| (-0.988)**| (-0.988)**|
| BETWEENNESS (Pågatåg train) | 0.0935  | 0.0928   | 0.0921   | 0.0921   | 0.0921   |
|       | (95.694)**| (89.860)**| (83.961)**| (83.558)**| (83.099)**|
| Lambda | -17706.67 | -19279.98 | -19626.16 | -19751.39 | -19702.72 |
|       | (83.099)**| (83.099)**| (83.099)**| (83.099)**| (83.099)**|
| AIC   | 0.049    | 0.479    | 0.509    | 0.510    | 0.512    | 0.512    |
| Pseudo R2 |       |          |          |          |          |          |
The two variables representing BETWEENNESS capture transfer possibilities in two types of regional public transport networks. The Öresund train network stops at fewer stations allowing for direct and faster mobility between nodes, while the Pågatåg network covers more stations in the region providing commuter trains to also smaller places. Both betweenness measures turn out insignificant. In the context of regional train networks, transfer possibilities in nodes does not seem to impact the perceived value of single-family houses.

This article addresses the importance of regional public transport system and access to agglomeration economies in regional economic development. Most previous studies that consider the importance of accessibility using hedonic price model performs it in a more local context. The regional setting in this study incorporate more heterogeneity compared to local settings, which explain the lower fit of the model. AIC statistics are provided as a complement to the pseudo r², and indicate that the variables added contribute to the model specification, and improve as the network variables are added.

5 Discussion

This study aims to provide a better understanding of regional development by focusing on how network structure and node characteristics of public transport network influence willingness to pay for housing. By introducing measures based on network theory, we can analyze not only local agglomerations, but also how the network can help exploit agglomerations accessible through the network. Thus, by using measures that capture network characteristics we can better understand how regional accessibility can influence local agglomeration economies.

Four characteristics have been explored by using three centrality measures and the size of stations in terms of passengers travelling. These variables are not highly correlated among themselves, which indicates that they capture different aspects of the network. Among the control variables in the base specification, number of employments in home municipality is included. Including network characteristics provide measures of access to regional agglomerations in local markets. Although the explanatory power of the models are lower than most HPM estimates, the findings are robust across the specifications. Results show that the network variables improve the fit of the model and thus contribute to the variables used in the base model. In the words of Alonso (1973), local markets can benefit from borrowed agglomerations accessible through the public transport network.

The first network variable introduced was the closeness measure, applied as a gravity specification, and it captures accessibility to labor markets, as measured through the indirect effects offered by the regional rail system. The estimate of this variable implies an elasticity of 0.18 - 0.20, all else equal. Using our definition of this measure, the stations with the lowest gravity measures provide a labor market of slightly less than 20,000 employed people. The station with the highest corresponding number provides accessibility to approximately 214,000 employments. As an example of how important this aspect is in economic terms, one can compare a house close to the station providing the least accessibility (low closeness score) to one demonstrating the highest accessibility (high closeness score). A house by the station providing the largest accessibility would then sell for nearly three times the price of an identical house by the station of the lowest accessibility. This effect is in addition to the effect of the local labor market which is already controlled for. In other words, although the exact figures should be interpreted with caution, the findings do suggest an important contribution of the network.

The second centrality measure (Degree) captures the possibility of reaching stations without changing trains. We interpret this as a trip quality indicator; measuring to what extent a station offers uninterrupted trips across the network. As expected, this feature has a significant impact on property values with an elasticity of around 0.09. The positive impact of direct connections is not surprising. Given that
the network in question is to a large extent used for commuting, time saving and uninterrupted travel should be considered particularly important since commuters travel almost daily. The possibility of using any time saved for work or leisure is probably an important consideration for many commuters.

Some previous studies (Derrible, 2012; To, 2015) stress the importance of the betweenness measure since it captures the transfer characteristics of the network. In the present study, these measures are not significant in any specification. We suggest this is due to the focus on a regional context rather than an urban context. In a regional context it is important to note that the geographic center differs from the economic center, and locations scoring high on the betweenness measure could be positioned in quite remote locations that may lie between economic centers. In a metropolitan setting, the position of one metro station between other stations may be of more importance, since the stations tend to be positioned within the larger agglomeration. The present study measures centrality in a regional train system, which differs from metropolitan metro systems. Betweenness in our case, includes transfer in more remote areas that offer relatively poor access to larger labor markets. In our case, since we control for agglomeration and quality (in terms of uninterrupted travels), the impact of transfer possibilities in nodes does not add to the understanding of public transport network contribution to regional economic development.

6 Conclusion

The purpose of this paper has been to investigate the impact of railway network structure on property prices. As often noted in the existing literature, results from hedonic price models differ depending on context, data and modelling. This study adds to the present literature in several ways. First, it aims at introducing a regional perspective to how households value accessibility. Labor markets tend to be regional to their character, but most hedonic models are applied to more local contexts. The results suggest that access to regional agglomeration, in terms of labor markets, matter for the local context.

Second, we add to the literature on the effects of accessibility by introducing the impact of the network structure of the railway system. Accessibility is measured both directly, through the size of the local labor market, and indirectly, through accessibility provided by the network. Network theories are not new to regional science literature, but they are not often combined with transportation applications, and we are not aware of any previous studies that use network measures as explanatory variables of household willingness to pay for housing. This study adds value by exploring how the commuter train network, and not just the access to a train station, add to the perceived value of housing. Station properties and network characteristics matter for understanding of how effects are distributed across space. Overall, our findings are in line with previous research that suggest that effects should be higher for denser areas, and that transportation networks can extend the benefits of agglomeration to other areas.

The findings furthermore contribute to a better understanding of land use values and accessibility, using house prices as estimates for households’ willingness to pay. Providing housing outside of large city centers, can alleviate some of the negative effects inside cities where high prices, congestions and lack of buildable land are common problems. It can also provide desired injections into other cities or towns within the labor market region.

The study applied three measures of centrality and found that each contributes to the HPM. Among the measures presented here, we interpret closeness as measuring accessibility to labor markets in the region by the use of public transport networks. The results show that train stations that provide accessibility to workplaces across the region are perceived as more attractive by households. In line with Alonso’s concept of borrowed size, proximity to surrounding labor markets via the rail network is reflected in higher housing prices. Although we suggest figures must be interpreted with care, the results still
indicate that the effects are considerable. The second measure, Degree, captures one important quality aspect of the rail traffic, namely the possibility to uninterrupted travels. The possibility of reaching stations without having to change trains is important, not least for commuters who may spend substantial time travelling by train. Public transport systems can thus support the benefits of city networks. The third measure, betweenness, measures transfer possibilities and the value of being located in between other stations. In our study, this measure turns out insignificant throughout different specifications. We interpret this as a result of the regional context of the study. Stations located relatively far away from the large labor market seem not to benefit from being located along the train lines, since the accessibility they offer may not be important enough.

Cities in proximity to other cities are strengthened through their public transport links, which enable residents to exploit agglomeration benefits. The goal of regional transport policies is also to provide accessibility by public transport for all parts of the region irrespective of the location of places in relation to economic centers. Stations may score high on some centrality measures simply because they are centrally located in the geography of the transport system. However, such stations do not contribute to improved valuation of housing if they do not also have good accessibility to agglomerations benefits.
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