SIMULTANEOUS $p$-ORDERINGS AND MINIMISING VOLUMES IN NUMBER FIELDS
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Abstract. In [VP], V.V. Volkov and F.V. Petrov consider the problem of existence of the so-called $n$-universal sets (related to simultaneous $p$-orderings of Bhargava) in the ring of Gaussian integers. A related problem concerning Newton sequences was considered by D. Adam and P.-J. Cahen in [AC]. We extend their results to arbitrary imaginary quadratic number fields and prove an existence theorem that provides a strong counterexample to a conjecture of Volkov-Petrov on minimal cardinality of $n$-universal sets. Along the way, we discover a link with Euler-Kronecker constants and prove a lower bound on Euler-Kronecker constants which is of the same order of magnitude as the one obtained by Ihara.

1. Introduction

In [Bha1] (see also [Bha2]), M. Bhargava introduced a generalized notion of the factorial function defined in any Dedekind domain via a notion of a $p$-ordering, introduced by him as well. Let us recall here the definition of a $p$-ordering and the generalized factorial function.

Definition 1.1. Let $A$ be a Dedekind domain and $p$ a prime ideal of $A$. Let $v_p$ denote the additive $p$-adic valuation on $A$. A sequence $s_0, s_1, \ldots$ of elements of $A$ (finite or infinite) is called a $p$-ordering if for every $n$ the element $s_n$ is chosen so that the valuation $v_p(\prod_{i=0}^{n-1}(s_i - s_n))$ is the lowest possible. We define the function $w_p(n)$ by

$$w_p(n) = v_p \left( \prod_{i=0}^{n-1}(s_i - s_n) \right).$$

It can be shown (see [Bha1]) that this value does not depend on the choice of a $p$-ordering. We define the generalized factorial of a positive integer $n$ in $A$ as the ideal

$$n!_A = \prod_{p \in \text{Spec } A} p^{w_p(n)}.$$

In the case $A = \mathbb{Z}$, we obtain the usual factorial function. However, the usual definition of the factorial function in the case $A = \mathbb{Z}$ is simpler, because there exists a sequence $0, 1, 2, 3, \ldots$, which is a simultaneous $p$-ordering for all primes $p$. One can ask for which number fields $K$ there exists a simultaneous $p$-ordering in the ring of integers $\mathcal{O}_K$. This is a particular case of the question [Bha2 Question 30], where Bhargava asked for which subsets $S$ of Dedekind rings there exist simultaneous $p$-orderings in $S$. For $K \neq \mathbb{Q}$ no example of such a sequence is known, and they are expected not to exist, but the evidence is scant. In [Woo], M. Wood proved that there are no simultaneous $p$-orderings in imaginary quadratic number fields. Simultaneous $p$-orderings are also called Newton sequences and have been recently studied by D. Adam and P.-J. Cahen ([AC], [Cah]).
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1 Bhargava defined it with respect to an arbitrary subset $S$ of the ring $A$, we recall here only a special case of the definition where $S = A$. 
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The problem of existence of simultaneous \( p \)-orderings is related to integer-valued polynomials. Let \( A \) be a domain with field of fractions \( K \). We call a polynomial \( P \in K[X] \) integer-valued if \( f(A) \subset A \). In \cite{VP}, V.V. Volkov and F.V. Petrov define \( n \)-universal sets as follows.

**Definition 1.2.** Let \( A \) be a domain and \( K \) its field of fractions. We call a finite subset \( S \subset A \) an \( n \)-universal set if the following statement holds: For every polynomial \( P \in K[X] \) of degree at most \( n \) we have \( P(A) \subset A \) if and only if \( P(S) \subset A \).

Thus, a set is \( n \)-universal if we can test whether a polynomial of degree \( \leq n \) is integer-valued on the elements of this set only. Related to universal sets are Newton sequences.

**Definition 1.3.** Let \( A \) be a domain. A sequence \( s_0, s_1, \ldots, s_n \) is a Newton sequence if for every \( 0 \leq m \leq n \) the set \( \{s_0, s_1, \ldots, s_m\} \) is \( m \)-universal. The integer \( n \) is called the length of the Newton sequence.

The minimal cardinality of an \( n \)-universal set is \( n + 1 \). More precisely, we have the following lemma.

**Lemma 1.1.** Let \( A \) be a domain which is not a field. Then every \( n \)-universal subset of \( A \) has at least \( n + 1 \) elements.

Indeed, by Lagrange approximation it is easy to construct a polynomial of degree \( n \) that vanishes on a given set \( S \) of size \( n \) and takes an arbitrary value on a given element \( x \notin S \).

Of particular interest are thus \( n \)-universal sets with precisely \( n + 1 \) elements. We call such sets optimal \( n \)-universal sets or simply \( n \)-optimal sets.

**Example 1.1.** The set \( \{0, 1, \ldots, n\} \) is an \( n \)-optimal set in \( \mathbb{Z} \). More generally, \( n \)-optimal sets in \( \mathbb{Z} \) have the form \( \{a, a + 1, \ldots, a + n\} \) for some \( a \in \mathbb{Z} \).

Indeed, the latter statement follows easily from Proposition 2.6 since the volume of a subset of \( \mathbb{Z} \) of a given size is minimized precisely on sets of consecutive integers.

Given a ring \( A \), it is natural to ask what is the size of a minimal \( n \)-universal set in \( A \) and in particular whether \( n \)-optimal sets exist. For small \( n \), one can construct such sets in other rings than \( \mathbb{Z} \) as well, and it is very interesting to know for which rings such sets exist for all \( n \). In \cite{VP}, Volkov and Petrov showed that for \( K = \mathbb{Q}(i) \) there are no \( n \)-optimal sets in \( \mathcal{O}_K \) for large enough \( n \) and also remarked that \( n \)-optimal sets exist for \( n = 1, 2, 3, 5 \) but not for \( n = 4 \). Furthermore, they constructed examples of \( n \)-universal sets of size \( \frac{5}{2}n + o(n) \) and asked if their examples are asymptotically minimal, i.e., if the size of a minimal \( n \)-universal set in \( \mathbb{Z}[i] \) grows as \( \frac{5}{2}n + o(n) \) (see \cite{VP} Conjecture). We modify the geometric argument used in \cite{VP} to prove the following result.

**Theorem 1.2.** Let \( K \) be an imaginary quadratic number field. Then for large enough \( n \) there are no \( n \)-optimal subsets of \( \mathcal{O}_K \).

This result can be considered to be a strongly negative answer to the question of Bhargava on simultaneous \( p \)-orderings. In fact, if for a given number field there was a simultaneous \( p \)-ordering \( a_0, a_1, a_2, \ldots \), then the sets \( A_n = \{a_0, a_1, \ldots, a_n\} \) would be \( n \)-optimal sets for all \( n \geq 0 \). Thus, our result generalizes the results of Wood \cite{Woo}. Quite recently, Adam and Cahen have obtained a result on the existence of Newton sequences in quadratic number fields (\cite{AC} Theorem 16 and Section 4.1). They prove that the length of a maximal Newton sequence in a quadratic number field is bounded except for at most finitely many exceptions (possibly none) and all of the possible exceptions are real quadratic number fields. Their result is more precise, for example they say that the maximal length of a Newton sequence in \( K = \mathbb{Q}(\sqrt{d}) \) is one if \( d \not\equiv 1 \pmod{8} \) and \( d \not\equiv -3, -1, 2, 3, 5 \). However,
for any natural number \( m \) there are \( d \) (necessarily \( d \equiv 1 \mod 8 \)) such that the maximal length of a Newton sequence in \( K = \mathbb{Q}(\sqrt{d}) \) is bigger than \( m \). Note that Theorem 1.2 is stronger than the result of Adam and Cahen, in a sense that an \( n \)-optimal subset of \( \mathcal{O}_K \) cannot necessarily be ordered to form a Newton sequence. For example, a Newton sequence in \( K = \mathbb{Q}(i) \) of maximal length is \( 0, 1, i, 1 + i \) and it has length three (cf. [AC, Section 4.1]). However, we have already mentioned that there is a 5-optimal subset of \( \mathcal{O}_{\mathbb{Q}(i)} \), namely \( \{0, 1, 2, i, 1 + i, 2 + i\} \). This subset cannot be ordered to form a Newton sequence since it does not contain a 4-optimal subset of \( \mathcal{O}_{\mathbb{Q}(i)} \) (in fact, no 4-optimal set exists!).

Since in imaginary quadratic number fields no \( n \)-optimal sets exist for large \( n \), it is interesting to ask what is the smallest cardinality of an \( n \)-universal set. We show that the conjectural asymptotic lower bound \( \frac{7}{8}n + o(n) \) proposed by Volkov-Petrov in the case of \( \mathcal{O}_{\mathbb{Q}(i)} \) can be replaced by \( n + 2 \). Our construction works in an arbitrary Dedekind domain.

**Theorem 1.3.** Let \( A \) be a Dedekind domain. Then for any \( n \) there exists an \( n \)-universal set in \( A \) of size \( n + 2 \).

To prove this statement, we construct an ascending sequence of \( n \)-universal sets with \( n + 2 \) elements. The argument is elementary and boils down to a repeated use of Chinese Remainder Theorem, prime decomposition of ideals, and Proposition 2.3. In fact, we have much freedom in our construction, and the constraints on \( n \)-universal sets with \( n + 2 \) elements are much weaker than those on optimal \( n \)-universal sets. If we were to consider \( n \)-universal sets with \( n + d \) elements, where \( d \) is the degree of the field \( K \), the property of being \( n \)-universal is in some sense common. For any \( \varepsilon > 0 \) we construct \( n + d \) independent random walks \( X_1, \ldots, X_{n+d} \) on \( \mathcal{O}_K \) and put \( S_m = \{X_1^{(m)}, \ldots, X_{n+d}^{(m)}\} \). Then we show that the probability that \( S_m \) is \( n \)-universal is at least \( 1 - \varepsilon \) as \( m \) goes to infinity. We construct random walks \( X_i \) in the following way: we fix a symmetric, finitely supported probability measure \( \mu \) on \( \mathcal{O}_K \) such that the support of \( \mu \) contains a basis of \( \mathcal{O}_K \) over \( \mathbb{Z} \) and for each \( i \) we pick a starting points \( a_i \) and set \( X_i^{(0)} = a_i \). Next, for \( n \geq 0 \) we define \( X_i^{(n+1)} \) as a random element of \( \mathcal{O}_K \) satisfying \( P[X_i^{(n+1)} = x | X_i^{(n)} = y] = \mu(x-y) \) for every \( x, y \in \mathcal{O}_K \).

Let us return to the question of existence of \( n \)-optimal sets in \( \mathcal{O}_K \) for general number fields \( K \). As we have mentioned before, examples of small \( n \)-optimal sets can be constructed, so it would be very interesting to know the answer to the following question.

**Question.** Let \( K \) be a number field and \( \mathcal{O}_K \) be its ring of integers. Do there exist \( n \)-optimal subsets of \( \mathcal{O}_K \) for arbitrarily large \( n \)?

Our results give a negative answer to this question for imaginary quadratic number fields. We suspect that this is also the case in any number field \( K \neq \mathbb{Q} \), but the presence of infinitely many units in \( \mathcal{O}_K \) prevents us from extending our geometric methods. As we explain in Section 2.1, the property of \( n \)-optimality in the rings of integers in number fields can be tested by looking at the **volume** of the set. The notion of volume and its application in the study of \( n \)-universal sets were already present in [VP]. We modify their definition slightly and define the volume of a finite subset \( S \subset \mathcal{O}_K \) as the principal ideal

\[
Vol(S) = \prod_{s_1, s_2 \in S \atop s_1 \neq s_2} (s_1 - s_2).
\]

We show that \( S \) is \( n \)-optimal if and only if its volume is the smallest possible, i.e., divides the volumes of all sets of the same cardinality. In Section 3 Corollary 5.2 we compute the asymptotic formula for the norm of the volume of an \( n \)-optimal set in \( \mathcal{O}_K \). To this

\[2\] The notation \( X^{(m)} \) denotes the \( m \)-th step of a random walk \( X \).
effect, we use a recent result due to M. Lamoureux. It turns out that for an $n$-optimal set $S$ we have
\[ \log N(Vol(S)) = n^2 \log n - \frac{n^2}{2} - n^2(1 + \gamma_K - \gamma_Q) + o(n^2). \]

The constant $\gamma_Q$ is the Euler-Mascheroni constant, and $\gamma_K$ is the Euler-Kronecker constant of the number field $K$. The analytic properties of $\gamma_K$ were thoroughly studied by Y. Ihara in [Ih]. We use our estimates to prove an analytic inequality for "potential-like" integrals (Theorem 5.3) and deduce, in a elementary fashion, a lower bound on $\gamma_K$.

Outline of the paper:

In Section 2, we study necessary and sufficient conditions for a subset of a ring $A$ to be $n$-universal. Following the lines of [VP], we prove that a set $S$ with $n + 1$ elements in a discrete valuation ring is $n$-optimal if and only if it is almost uniformly distributed modulo powers of the maximal ideal. Next we show that in discrete valuation rings the set is $n$-universal if and only if it contains an $n$-optimal subset (Proposition 2.1). Using a local-global principle (Proposition 2.2), we prove Proposition 2.3 which gives an equivalent condition for a subset of a normal noetherian ring to be $n$-universal. In the second part of this section, we focus on $n$-optimal sets in the rings of integers in number fields. We introduce the notion of volume of a finite subset of $\mathcal{O}_K$, which is similar to the notion of volume from [VP]. We prove that being an $n$-optimal set is controlled by the volume. All these results are collected in Proposition 2.6 which gives equivalent conditions for a subset of $\mathcal{O}_K$ to be $n$-optimal.

In Section 3, we show that for an imaginary quadratic number field $K$ there are no $n$-optimal sets in $\mathcal{O}_K$, provided that $n$ is large enough. This is an extension of the result from [VP], where such a statement was proved for $K = \mathbb{Q}(i)$. Put $K = \mathbb{Q}(\sqrt{-d})$. The proof is divided in two cases, depending on whether $d \equiv 1, 2 \pmod{4}$ or $d \equiv 3 \pmod{4}$. The case $d \equiv 1, 2 \pmod{4}$ is similar to the proof of Volkov and Petrov, but when $d \equiv 3 \pmod{4}$ the ring of integers $\mathcal{O}_K$ viewed as a lattice in $\mathbb{C}$ has a slightly different geometry and the argument is more involved.

Section 4 is entirely devoted to the construction of $n$-universal sets with $n+2$ elements. We also discuss the computational complexity of this construction.

In Section 5, we compute the asymptotic volume of $n$-optimal subsets of $\mathcal{O}_K$, where $K$ is a number field (assuming they exist). The Euler-Kronecker constant appears naturally in those formulae. We use our estimates to prove an analytic inequality (Theorem 5.3), which is similar to those appearing in potential theory. We use the latter to obtain an elementary proof of a lower bound on the Euler-Kronecker constant $\gamma_K$ of strength comparable to the lower bound of Ihara [Ih]. It is interesting to note that the result is independent of existence of $n$-optimal sets.

In Section 6, we construct a random walk on $\mathcal{O}_K^{n+d}$ where $d = \lbrack K : \mathbb{Q} \rbrack$ such that the probability that the coordinates of an $m$-th step form an $n$-universal set tends to 1 as $m$ tends to infinity. The methods used involve harmonic analysis on finite groups.

Notations:

By $|S|$, we denote the cardinality of a set $S$. Let $f_1, f_2$ be real valued functions defined on a subset of natural numbers. We write $f_2(n) = o(f_1(n))$ if $\lim_{n \to \infty} \frac{f_2(n)}{f_1(n)} = 0$ and $f_2(n) = \Omega(f_1(n))$ if $\liminf_{n \to \infty} \frac{f_2(n)}{f_1(n)} > 0$. More generally, whenever we have two expressions $f$ and $g$ (that might depend on some parameters), we shall write $f \ll g$ if there exists a constant $C > 0$ such that $f \leq Cg$ for large values of the parameters. Throughout the paper we will write $\mathcal{O}_K$ for the ring of integers in a number field $K$, $\Delta_K$ for the discriminant of $K$ and $A_p$ for the localisation of a ring $A$ in a prime ideal $p$. We denote by $N(I)$ the norm of an ideal $I$ in a ring $A$ defined as $N(I) = |A/I|$. If $K$ is a number field and $p$ is a prime ideal
of $O_K$, then we write $K_p$ for the completion of $K$ with respect to the $p$-adic topology. All logarithms appearing throughout the article are taken with respect to the natural base.

2. Universal and optimal sets

This section is inspired by the results obtained by Volkov and Petrov in [VP] on the properties of $n$-universal sets. They found equivalent conditions for a subset of a unique factorization domain to be $n$-universal (and one of these conditions holds also in the more general case of integral domains). In this section, we shall focus on criteria for $n$-universality of sets of arbitrary size. In our considerations, we restrict ourselves to normal noetherian domains. Our aim is Proposition 2.3 – a practical criterion for a subset of a normal noetherian domain to be $n$-universal and Proposition 2.6 which gives equivalent conditions for $n$-universality in terms of volume. Some of the results in this section are likely part of the folklore, but we include them here for the convenience of the reader and due to lack of suitable reference. Some arguments here generalize the results of [VP]. Universal sets are closely connected with integer-valued polynomials. For a comprehensive discussion of integer-valued polynomials, see [CC]. Almost uniformly distributed sequences have been studied in particular by Amice, Bhargava, and Yeremian ([Ami], [Bha1], [Bha2] and [Yer]).

Definition 2.1. Let $A$ be an integral domain, $I$ an ideal of $A$ and $S$ a finite subset of $A$. We say that $S$ is almost uniformly distributed modulo $I$ if for every $a, b \in A$ we have

$$|\{s \in S \mid s \equiv a \pmod{I}\}| - |\{s \in S \mid s \equiv b \pmod{I}\}| \in \{-1, 0, 1\}.$$

In particular, if $|A/I| \geq |S|$, then $S$ is almost uniformly distributed modulo $I$ if and only if its elements are pairwise distinct modulo $I$.

In the following $S$ will denote a subset of $A$.

Definition 2.2. Let $A$ be an integral domain and let $p$ be a prime ideal of $A$. A set $S$ is called $(n, p)$-universal if $S$ is $n$-universal in the localisation $A_p$. If this is the case, $f(S) \subset A$ implies $f(A) \subset A_p$.

Proposition 2.1. Let $A$ be a discrete valuation ring with the maximal ideal $m$. Then a subset $S \subset A$ is $n$-universal if and only if it contains a subset of size $n + 1$ which is almost uniformly distributed modulo $m^k$ for every positive integer $k$.

Proof. Step 1: First we treat the case $|S| = n + 1$. This is already handled by Lemma 1 from [VP], we just need to observe that every discrete valuation ring is a unique factorization domain. Lemma 1 yields then that $S$ is $n$-universal if and only if it is almost uniformly distributed modulo $m^k$ for every positive integer $k$. Let us recall the first part of the proof from [VP]. We shall refer to it in the proof of the second step. Let $S = \{s_0, s_1, \ldots, s_n\}$. For $m = 0, 1, \ldots, n$ consider the polynomial

$$Q_m(X) = \prod_{i \neq m} \frac{X - s_i}{s_m - s_i}.$$

Then $Q(s_i) = 0$ if $i \neq m$ and $Q(s_m) = 1$. Let $f \in K[X]$ be a polynomial of degree at most $n$. By Lagrange interpolation, we get

$$f(X) = \sum_{m=0}^{n} f(s_m)Q_m(X).$$

This formula implies that if all the polynomials $Q_m$ are integer-valued, then $S$ must be $n$-universal. Conversely, if $S$ is $n$-universal, then the polynomials $Q_m$ must be integer-valued, so the two conditions are in fact equivalent. Thus, it is enough to show that polynomials $Q_m$ are integer-valued if and only if $S$ is almost uniformly distributed modulo $m^k$ for every
positive integer $k$. Let $v$ be the (additive) valuation of $A$. Rewrite the condition that $Q_m$ is integer-valued in the form
\[ \sum_{i \neq m} v(x - s_i) \geq \sum_{i \neq m} v(s_m - s_i) \text{ for } x \in A. \]

The second part of the proof of Lemma 1 in [VP] yields that such inequality holds for all $x$ and $m$ if and only if $S$ is almost uniformly distributed modulo $m^k$ for every positive integer $k$.

**Step 2:** Let $S$ be an $n$-universal set and $|S| > n + 1$. Take a set $E$ for which the sum $\sum_{s,s' \in E, s \neq s'} v(s - s')$ is minimal among all subsets of $S$ with $n + 1$ elements. If $E$ is not $n$-universal then, by the proof of the first step, it means that for each such $E$ there exists (at least one) $s_E \in E$ such that
\[ Q_{E,s_E}(X) = \prod_{s \in E \setminus \{s_E\}} \frac{X - s}{s_E - s} \]
is not integer-valued. Since $S$ is supposed to be $n$-universal, this means that there exists $r_E \in S$ such that $Q_{E,s_E}(r_E) \notin A$, i.e.,
\[ \sum_{s \in E \setminus \{s_E\}} v(r_E - s) < \sum_{s \in E \setminus \{s_E\}} v(s_E - s). \]

Consider the set $E' = E \setminus \{s_E\} \cup \{r_E\}$. We get
\[ \sum_{s,s' \in E', s \neq s'} v(s - s') = \sum_{s,s' \in E \setminus \{s_E\}, s \neq s'} v(s - s') + 2 \sum_{s \in E \setminus \{s_E\}} v(r_E - s) < \]
\[ < \sum_{s,s' \in E \setminus \{s_E\}, s \neq s'} v(s - s') + 2 \sum_{s \in E \setminus \{s_E\}} v(s_E - s) = \sum_{s,s' \in E, s \neq s'} v(s - s'). \]

This contradicts the choice of $E$. Hence, $E$ is an optimal $n$-universal subset of $S$, which concludes the proof by Step 1. \[ \square \]

**Remark 1.** In a discrete valuation ring an optimal set can be ordered to form a Newton sequence. This follows immediately from the previous proposition.

The property of being an $n$-universal set is local and in general it is easier to verify in local rings.

**Proposition 2.2.** Let $A$ be an integral domain with field of fractions $K$. Let $S$ be a subset of $A$ and let $X$ be a set of prime ideals of $A$ such that
\[ \bigcap_{p \in X} A_p = A. \]

Then $S$ is $n$-universal in $A$ if and only if it is $(n, p)$-universal for every $p \in X$.

**Proof.** If $S$ is $n$-universal in $A$, then it is obviously $n$-universal in any localisation. Now assume that $S$ is $(n, p)$-universal for all $p \in X$ and for a polynomial $P \in K[X]$ of degree at most $n$ we have $P(s) \in A_p$ for every $s \in S$. Then for any $a \in A$ and $p \in X$ we have $P(a) \in A_p$ and consequently $P(a) \in \bigcap_{p \in X} A_p = A$. \[ \square \]

As a corollary to Propositions 2.1 and 2.2 we obtain the following result.

**Proposition 2.3.** Let $A$ be a normal noetherian domain. Then a subset $S \subset A$ is $n$-universal if and only if for every prime ideal $p$ of codimension $1$ it contains a subset $S' \subset S$ with $n + 1$ elements which is almost uniformly distributed modulo every positive power of $p$. 
Proof. The equality
\[
\bigcap_{\text{codim } p = 1} A_p = A
\]
holds in every normal noetherian domain \( A \) (cf. [Eis, Corollary 11.4]). Thus, we can apply Proposition 2.2. For every prime ideal \( p \) of codimension 1 the ring \( A_p \) is a discrete valuation ring. The claim follows from Proposition 2.1.

The ring of integers in a number field \( K \) is always a Dedekind domain, so in particular every non-zero prime ideal is maximal and has codimension one. We obtain the following corollary.

**Corollary 2.4.** Let \( K \) be a number field and \( S \) be a subset of \( \mathcal{O}_K \). Then \( S \) is \( n \)-universal if and only if for any non-zero prime ideal \( p \) of \( \mathcal{O}_K \) we can find a subset \( S' \) of \( S \) with \( n + 1 \) elements which is almost uniformly distributed modulo powers of \( p \).

**2.1. Optimal sets and volume.** For optimal sets, we can rephrase the last result in terms of the notion of a volume of a set.

**Definition 2.3.** Let \( S \) be a finite subset of \( \mathcal{O}_K \). Define the volume of \( S \) as the ideal
\[
\text{Vol}(S) = \prod_{s, s' \in S \atop s \neq s'} (s - s').
\]

The volumes of optimal \( n \)-universal sets are closely related to the factorial function in number fields. We recall the definition below. These factorials can be traced back to the work of Bhargava on \( p \)-orderings and generalizations of factorial function [Bha1]. We give an equivalent description of the generalized factorial function for the rings of integers in number fields.

**Definition 2.4.** (cf. [Bha1], [Lam]) Let \( K \) be a number field. We define the \( K \)-factorial of \( n \) as the ideal
\[
n!_K = n!_{\mathcal{O}_K} = \prod_{p \in \text{Spec } \mathcal{O}_K} p^{w_p(n)},
\]
where \( w_p(n) = \sum_{i=1}^{\infty} \left[ n/N(p^i) \right] \).

The rate of growth of norms of these factorials has been studied in depth in the recent thesis of M. Lamoureux [Lam]. We will use one of his results in Section 5. The following lemma provides a link between \( n \)-optimal subsets of \( \mathcal{O}_K \) and generalized factorials.

**Lemma 2.5.** Let \( A \) be a discrete valuation ring with the additive valuation \( v \), the maximal ideal \( p \), and finite residue field. Then \( S \subset A \) is \( n \)-optimal if and only if \( |S| = n + 1 \) and
\[
v(\text{Vol}(S)) = 2 \sum_{k=1}^{n} \sum_{i=1}^{\infty} \left[ k/N(p^i) \right].
\]

Proof. By Proposition 2.4, the set \( S \) is \( n \)-optimal in \( A \) if and only if it is almost uniformly distributed modulo powers of \( p \). In a discrete valuation ring any such set can be arranged into a Newton sequence (cf. Remark 1). Hence, the \( p \)-valuation \( v(\text{Vol}(S)) \) equals \( v(\text{Vol}(\{a_1, \ldots, a_{|S|}\})) \) where \( \{a_1, \ldots, a_{|S|}\} \) is a \( p \)-ordering of size \( |S| \). We get
\[
v(\text{Vol}(S)) = \sum_{i \neq j} v(a_i - a_j) = 2 \sum_{i=2}^{|S|} \sum_{j=1}^{i-1} v(a_i - a_j) = 2 \sum_{i=2}^{|S|} v(i!_A).
\]
From the discussion in Chapter 1.1 in [Lam], we have \( v(i!_A) = \sum_{k=1}^{\infty} \left[ i/N(p^k) \right] \).
Proposition 2.6. Let $S$ be a subset of $\mathcal{O}_K$ with $n + 1$ elements. Then the following conditions are equivalent:

(i) $S$ is $n$-optimal,
(ii) $\text{Vol}(S) = (\prod_{i=1}^{n} l_i K)^2$,
(iii) $\text{Vol}(S)$ divides $\text{Vol}(S_1)$ for any subset $S_1 \subset \mathcal{O}_K$ with $n + 1$ elements.

Proof. The equivalence between (i) and (iii) is a special case of Lemma 1 in [VP]. For the sake of the reader, we sketch a short proof. In a discrete valuation ring $\mathcal{O}_K$, a set $S$ with $n + 1$ elements is $n$-universal if and only if the $p$-adic valuation of $\text{Vol}(S)$ is the lowest possible. Since a set is $n$-universal if and only if it is $n$-universal in the localisation in every prime ideal, we obtain the desired equivalence. To prove that (i) is equivalent to (ii), we pass to the localisation at every prime ideal $p$ and use Lemma 2.5. □

3. Nonexistence of optimal sets in imaginary quadratic number fields

In the ring of rational integers we can find an $n$-optimal set for every $n$. To the best of our knowledge, there are no known examples of number fields other than $\mathbb{Q}$ where this property holds. Volkov and Petrov showed in [VP] that for large enough $n$ there are no $n$-optimal sets with elements in $\mathbb{Z}[i]$. Thus, we can ask the following question.

Question 3.1. Let $K$ be a number field other than $\mathbb{Q}$. Can we find a number $N$ such that for every $n > N$ there is no $n$-optimal subset of $\mathcal{O}_K$?

As we have mentioned, the work of Volkov and Petrov answers this question affirmatively for $K = \mathbb{Q}(i)$. In this section, we will prove that the answer is positive for all imaginary quadratic number fields.

Theorem 3.2. Let $K = \mathbb{Q}(\sqrt{-d})$ be an imaginary quadratic number field. Then for every large enough $n$ there is no $n$-optimal set in $\mathcal{O}_K$.

Proof. We divide the proof into two cases. In the case $d \equiv 1, 2 \pmod{4}$, we will use methods similar to those in [VP]. In the case $d \equiv 3 \pmod{4}$, the problem is more difficult and we need to introduce a number of modifications.

Assume the contrary, i.e., that for arbitrarily large $n$ there exists an $n$-optimal set. From now on we identify $\mathcal{O}_K$ with its image via a fixed embedding $K \hookrightarrow \mathbb{C}$. The strategy of the proof is as follows. Let $S$ be an $n$-optimal set. We show that $S$ is contained in a polygon which contains $n + o(n)$ points from the lattice $\mathcal{O}_K$. Then we show that since every $n$-optimal set is almost uniformly distributed modulo $p^s$ for every prime $p$ and $s \geq 1$, there exists a subset of lattice points of the polygon which is disjoint with $S$ and has $\Omega(n)$ points. This yields a contradiction.

It is well known that the ring of integers $\mathcal{O}_K$ is equal to $\mathbb{Z}[\frac{1 \pm \sqrt{-d}}{2}]$ if $d \equiv -1 \pmod{4}$ and $\mathcal{O}_K = \mathbb{Z}[\sqrt{-d}]$ otherwise. Throughout the proof $S$ denotes an $n$-optimal set.

3.1. Case $d \not\equiv -1 \pmod{4}$. Take $\epsilon > 0$. We use Proposition 2.6 to show that an $n$-optimal set is collapsed on some horizontal and vertical lines. Together with Corollary 2.4 this implies that the set $S$ is contained in a rectangle with sides parallel to the coordinate axes and containing $n + o(n)$ points from $\mathcal{O}_K$. We now introduce the notion of collapsing.

Definition 3.1. Let $K$ be an imaginary quadratic number field and let $T$ be a finite subset of $\mathcal{O}_K$. Let $l$ be a line in the complex plane. The line $l$ divides the complex plane into two closed half-planes $H_1, H_2$. Let us distinguish one of them, say $H = H_1$.

We say that the set $T$ is collapsed along the pair $(l, H)$ if the following conditions hold:

\[^3\]This notion will be made precise later.
(i) Let \( m \) be a line perpendicular to \( l \), containing at least one point from the set \( T \). Let \( x \) be a point from \( T \) which belongs to \( m \). Then every point in \( \mathcal{O}_K \) lying between the point \( m \cap l \) and \( x \) also belongs to \( T \). 

(ii) Let \( m \) be a line perpendicular to \( l \). Then \(|T \cap m \cap H_1| = |T \cap m \cap H_2|\) is equal to 0 or 1.

We call a closed domain which is bounded by two lines parallel to \( l \) and symmetric with respect to \( l \) a strip along \( l \). A semi-strip along \( l \) is a strip along \( l \) without the part of the boundary lying in the distinguished half-plane. A strip (resp. semi-strip) parallel to \( l \) is a strip (resp. semi-strip) along a line parallel to \( l \).

**Definition 3.2.** Let \( T \) be a finite subset of \( \mathcal{O}_K \) and \((l, H)\) be as above. The set \( \text{col}_{(l, H)}(T) \) is defined as the unique subset of \( \mathcal{O}_K \) satisfying the following properties:

(i) \( \text{col}_{(l, H)}(T) \) is collapsed along \((l, H)\),

(ii) for every line \( m \) perpendicular to \( l \) we have \(|T \cap m| = |\text{col}_{(l, H)}(T) \cap m|\).

We will now show that the set \( S \) is collapsed along some vertical and horizontal lines. We use the following lemma.

**Lemma 3.3.** Let \( T \) be a finite subset of \( \mathcal{O}_K \), where \( K \) is an imaginary quadratic number field. Let \( l \) be a line in the complex plane. If \( T \) is an \( n \)-optimal set, then there exists a line \( l_1 \) parallel to \( l \) such that the set \( T \) is collapsed along the line \( l_1 \) (for some choice of the distinguished half-plane).

**Proof.** By Proposition 2.6, the absolute value of the volume of the set \( T \) is minimal among absolute values of the volumes of the subsets of \( \mathcal{O}_K \) of the same cardinality as \( T \). The absolute value of the volume of the set \( T = \{a_0, \ldots, a_n\} \) is given by

\[
|Vol(T)| = \prod_{k,m-\text{lines}} \prod_{k||l,m||l a_i \in k a_j \in m i \neq j} |a_i - a_j|.
\]  

(3.1)

Due to this formula, it is enough to show the following lemma:

**Lemma 3.4.** Let \( l_2 \) and \( l_3 \) be two parallel lines in the complex plane and let \( C, D \) be finite subsets of \( \mathcal{O}_K \) such that \( C \) is contained in \( l_2 \) and \( D \) is contained in \( l_3 \). The number of elements \( c \in C \) and \( d \in D \) such that \(|c - d| \leq m\) is maximal for all \( m \geq 0 \) if and only if there exists a line \( t \) in the complex plane (perpendicular to \( l_2 \) and \( l_3 \)) such that the sets \( C \) and \( D \) are collapsed along the line \( t \) (up to a choice of the distinguished half-plane).

**Proof.** Let \( d \in D \). Denote by \( d_1 \) the orthogonal projection of \( d \) onto the line \( l_2 \) and let \( D_1 = \{d_1 \mid d \in D\} \). It is enough to prove the lemma in the case \( l_2 = l_3 \), \( C = C \) and \( D = D_1 \) because the function \(|c - d| \mapsto |c - d_1|\) is strictly increasing. The proof of this case is analogous to the proof of Lemma 4 in [VP]. □

We argue that if the absolute value of the volume of the set \( T \) is minimal among the absolute values of volumes of subsets of \( \mathcal{O}_K \) of the same cardinality as \( T \), then for every pair of lines \( m_1, m_2 \) perpendicular to \( l \) there exists a line \( l_{12} \) parallel to \( l \) such that the set \( T \cap (m_1 \cup m_2) \) is collapsed along the line \( l_{12} \). Indeed, if it was not the case then by Lemma 3.4 and formula (3.1) the absolute value \( |Vol(\text{col}_{(l, H)}(T))| \) would be strictly smaller than \( |Vol(T)| \). It remains to show that we can choose a single line \( l_1 \) parallel to \( l \) and a half-plane \( H \) such that \( T \) is collapsed along \((l, H)\).

For every line \( m \) perpendicular to \( l \), consider the set \( C_m \) of lines \( l' \) parallel to \( l \) such that \( T \cap m \) is collapsed along \( l' \) (for some choice of a half-plane). By Definition 3.1 the lines in the set \( C_m \) form a semi-strip parallel to \( l \). As we have pointed out, for every pair

\[ \text{In other words } T \cap m = \mathcal{O}_K \cap \text{conv}((T \cup l) \cap m). \]
of lines $m_1, m_2$ perpendicular to $l$ there exists a line $l_{12}$ parallel to $l$ and a half-plane $H_{12}$ such that $(T \cap m_1) \cup (T \cap m_2)$ is collapsed along $(l_{12}, H_{12})$. This is equivalent to saying that $C_{m_1} \cap C_{m_2}$ is nonempty for any $m_1, m_2$. The sets $C_m$ for $m$ perpendicular to $l$ are semi-strips parallel to $l$, hence they intersect non-trivially if and only if every pair does. Hence $\bigcap C_m \neq \emptyset$ and we can find a line $k$ parallel to $l$ such that $T \cap m$ is collapsed along $k$ for every $m$. We can distinguish the same half-plane for every $m$ since we can do it for every pair $m_1, m_2$. Thus, $T$ is itself collapsed along $k$, which ends the proof of Lemma 3.3.

By the previous lemma, as the set $S$ is $n$-optimal, there exists a horizontal line $l_1$ and a vertical line $l_2$ such that the set $S$ is collapsed along $l_1$ and $l_2$. There exist strips $S_{l_1}$ along the line $l_1$ and $S_{l_2}$ along the line $l_2$ such that the set $S$ is contained in the intersection $S_{l_1} \cap S_{l_2}$. We will use Corollary 2.4 to calculate a bound for the width of these strips. To this end, we will use the following results.

**Theorem 3.5.** Let $\epsilon > 0$ and $a, b$ be coprime natural numbers. Then for every $m$ large enough, there exists a prime number $p \in (m, (1 + \epsilon)m)$ such that $p = af + b$ where $f$ is an integer.

This is a standard consequence of the prime number theorem and the Dirichlet’s theorem on prime numbers in arithmetic progressions (more precisely, its version with natural density, cf. [La] Ch. VIII.4 and Ch. XV]). A more detailed proof may be found in [VP]. The following lemma is well-known, but we supply its proof for a lack of suitable reference.

**Lemma 3.6.** For every nonzero natural number $d$ there exists a natural number $c$ coprime with $4d$ such that all numbers of form $4dl + c$ which are prime in $\mathbb{Z}$ are irreducible in the ring of integers $\mathcal{O}_K$ of the number field $K = \mathbb{Q}(\sqrt{-d})$.

**Proof.** An odd prime number $p$ is irreducible in the ring of integers $\mathcal{O}_K$ if and only if $-d$ is not a square modulo $p$. Let us write $d = 2^k d_1$ with $d_1$ odd, $k \in \{0, 1\}$. The quadratic reciprocity for Jacobi symbols (see e.g. [He]) yields

$$\left(\frac{p}{d_1}\right) \left(\frac{d_1}{p}\right) = (-1)^{\frac{(p-1)(d_1-1)}{4}}.$$ 

Consequently, if $p \equiv 1 \pmod{4}$, then

$$\left(\frac{d_1}{p}\right) = \left(\frac{p}{d_1}\right).$$

Let $c$ be a natural number such that $\left(\frac{c}{d_1}\right) = -1$ and $c \equiv 1 \pmod{4}$. Then for every prime $p$ of the form $4dl + c$, we get

$$\left(\frac{-d}{p}\right) = \left(\frac{-1}{p}\right) \left(\frac{2}{p}\right)^k \left(\frac{d_1}{p}\right) = \left(\frac{p}{d_1}\right) = \left(\frac{c}{d_1}\right) = -1,$$

since $\left(\frac{2}{p}\right)^k = 1$ (this is obvious for $k = 0$; for $k = 1$ this follows from the fact that in this case $p \equiv 1 \pmod{8}$). We conclude that for primes $p$ of the form $4dl + c$, the number $-d$ is not a square modulo $p$ and so $p$ is irreducible in $\mathcal{O}_K$. □

Let us take a natural number $c$ such that any prime number of the form $4dl + c$ is irreducible in the ring of integers $\mathbb{Z}[-d]$. By Theorem 3.5, there exists a prime number $4dl + c \in (m, (1 + \epsilon)m)$ provided that $m \in \mathbb{N}$ is large enough. Let us take prime numbers $p_1 \in (\sqrt{m}, (1 + \epsilon)\sqrt{m})$ and $p_2 \in (\frac{1}{2}, (1 + \epsilon)\frac{1}{2})$ such that $p_1$ and $p_2$ are irreducible in $\mathbb{Z}[-d]$. There are $p_1^2 - n$ different remainders modulo $p_1$, so by Corollary 2.4 two different elements from the set $S$ cannot give the same remainder modulo $p_1$. Therefore,
as the set \( S \) is collapsed along the lines \( l_1 \) and \( l_2 \), we can assume that the strip \( S_1 \) has width \( p_1 \sqrt{d} \) and the strip \( S_2 \) has width \( p_1 \). Hence, the set \( S \) is contained in the rectangle \( P = S_1 \cap S_2 \). The rectangle \( P \) has horizontal and vertical sides of length respectively \( p_1 \) and \( p_1 \sqrt{d} \) and its left bottom vertex belongs to \( \mathcal{O}_K \). The rectangle \( P \) contains \((p_1 + 1)^2 \) points from the lattice. Now we will show that a substantial subset of the lattice points in the rectangle \( P \) cannot belong to the set \( S \). Let \( P_1 \) be the rectangle with horizontal and vertical sides of lengths respectively \( p_1 - p_2 - 1 \) and \((p_1 - p_2 - 1) \sqrt{d} \) which is contained in the rectangle \( P \) and such that the left bottom vertex of the rectangle \( P_1 \) is the left bottom vertex of the rectangle \( P \). The rectangle \( P_1 \) contains \((p_1 - p_2)^2 \) points from \( \mathcal{O}_K \). Let \( x \) be a lattice point which is contained in the rectangle \( P_1 \). Consider the set \( R_x = \{ x, x + p_2 \sqrt{d}, x + p_2 \sqrt{d} + p_2, x + p_2 \} \). The set \( R_x \) is contained in the rectangle \( P \). Each element from the set \( R_x \) has horizontal and vertical sides of length respectively \( p_1 \sqrt{d} \) and \( 1 \), and such that the left bottom vertex of the rectangle \( P_1 \) is collapsed along the lines \( l_1 \) and \( l_2 \) and \( \eta \) points from the lattice. Now we will show that a substantial subset of the lattice points in the rectangle \( P_1 \) cannot belong to the set \( S \). Let \( p \) be a lattice point which is contained in the rectangle \( P_1 \). Consider the set \( R_p \) for every \( x \in P_1 \cap \mathcal{O}_K \), we get

\[ |S| \leq (p_1 + 1)^2 - 2(p_1 - p_2)^2. \]

This implies that

\[ |S| \leq -p_2^2 + 4p_1 p_2 - 2p_2^2 + 2p_1 + 1 \]

\[ n + 1 \leq -2n + \frac{4}{\sqrt{2}} n (1 + \epsilon)^2 + 2(1 + \epsilon) \sqrt{n} + 1 \]

\[ \frac{3\sqrt{2}}{4} \leq (1 + \epsilon)^2 + \frac{(1 + \epsilon) \sqrt{n}}{\sqrt{2} n}. \]

As we can take \( \epsilon > 0 \) arbitrarily small, we get a contradiction for large \( n \). This ends the proof of Case 1 of Theorem 3.2.

3.2. Case \( d \equiv -1 \pmod{4} \). Recall that \( \mathcal{O}_K = \mathbb{Z} \left[ \frac{1 + \sqrt{-d}}{2} \right] \). Take \( \epsilon > 0 \). Denote by \( k_1 \) (resp. \( k_2 \)) the line which contains the point 0 and is perpendicular to the line which contains points 0 and \( \frac{1 + \sqrt{-d}}{2} \) (resp. points 0 and \( \frac{-1 + \sqrt{-d}}{2} \)). We have

\[ k_1 = \{(x, y) \in \mathbb{R}^2 \mid y = -\frac{x}{\sqrt{d}} \} \]

\[ k_2 = \{(x, y) \in \mathbb{R}^2 \mid y = \frac{x}{\sqrt{d}} \}. \]

By Lemma 3.3 there exist lines \( m_1, m_2 \) parallel respectively to \( k_1 \) and \( k_2 \) and a vertical line \( m_3 \) such that the set \( S \) is collapsed along the lines \( m_1, m_2, \) and \( m_3 \).

Denote by \( m_{12} \) the intersection of \( m_1 \) and \( m_2 \) and by \( x \) the distance between the point \( m_{12} \) and the line \( m_3 \). We will divide the proof of this case into two subcases which depend on the distance \( x \). Choose \( p_1 \) and \( p_2 \) in the same way as in the previous case, i.e., \( p_1 \in (\sqrt{n}(1 + \epsilon) \sqrt{n}) \) and \( p_2 \in (\sqrt{\frac{1}{2}} (1 + \epsilon) \sqrt{n}) \) such that \( p_1 \) and \( p_2 \) are irreducible in \( \mathbb{Z} \left( \frac{1 + \sqrt{-d}}{2} \right) \). Choose constants \( C_1 \) and \( C \) such that \( \frac{3\sqrt{2}}{4(1 + 2\epsilon)} < C_1 < \frac{3\sqrt{2}}{4(1 + \epsilon)} \) and \( 0 < C < \frac{p_1 + 1 - C_1 p_2}{2} \). (This is indeed possible for small \( \epsilon \).)

**Subcase 1.** Assume \( x \leq C \). In this case, we will show that the \( n \)-optimal set \( S \) is contained in a hexagon which contains at most \( p_1^2 + o(p_1^2) \) points from \( \mathcal{O}_K \). Then we will show that some points from the hexagon cannot belong to the set \( S \). The cardinality of the set of these points is \( \eta n + o(n) \) (for some \( \eta > 0 \) independent of \( n \)) and we get a contradiction for large \( n \).

The set \( S \) is collapsed along the lines \( m_1, m_2, m_3 \) and is contained in the intersection of the strips: \( S_1 \) along the line \( m_1 \), \( S_2 \) along the line \( m_2 \) and \( S_3 \) along the line \( m_3 \) (see Figure 1). Analogously as in the previous case we can assume that the strips \( S_1 \) and \( S_2 \) have width \( \frac{(p_1 + 1) \sqrt{1 + \epsilon}}{2} \) and \( S_3 \) has width \( p_1 + 1 \).
Now we will compute the area of the intersection of the strips $S_1$ and $S_2$. Denote $F = S_1 \cap S_2$. The polygon $F$ is a rhombus with height (i.e., the distance between the opposite sides) $h = (p_1 + 1) \frac{\sqrt{4 + d}}{2}$. Denote by $a = |A_1A_2|$ the length of the side of the rhombus $F$ and by $\alpha$ the argument of the number $\frac{1+\sqrt{-d}}{2}$. Then the area of the rhombus $F$ is given by the following formula:

$$P_F = 2 \cdot \frac{1}{2} a^2 \sin(\pi - 2\alpha) = \frac{h^2}{2 \sin \alpha \cos \alpha} = \frac{(p_1 + 1)^2 (1 + d)^2}{8 \sqrt{d}}.$$

Denote by $E$ the intersection of $F$ and the strip $S_3$. Now we will compute the area of $E$. Denote by $b_1$ the length of the horizontal diagonal $A_1A_3$ of $F$ and by $b_2$ the length of the vertical diagonal $A_2A_4$ of $F$. Note that $d_2 = d_1 \sqrt{d}$ and $P_F = \frac{1}{2} d_1 d_2 = \frac{1}{2} \frac{d_1^2}{\sqrt{d}}$. Since the length $b_1$ is equal to $\frac{(p_1 + 1)(d + 1)}{2}$, $C < \frac{p_1 + 1}{2}$ and $C < \frac{b_2 - p_1 + 1}{2}$, the domain $E$ is a hexagon. Denote by $E_1$ and $E_2$ the connected components of the set $F \backslash E$. The sets $E_1$ and $E_2$ are triangles. Denote by $P_{E_1}$ (resp. $P_{E_2}$) the area of the triangle $E_1$ (resp. $E_2$). Assume that $P_{E_1} \leq P_{E_2}$. Since the distance of $A_1$ to $B_1B_6$ is $(p_1 + 1)(d + 1)/4 - (p_1 + 1)/2 - x$ and the distance of $A_3$ to $B_3B_4$ is $(p_1 + 1)(d + 1)/4 - (p_1 + 1)/2 + x$, we have the following formulae:

$$P_{E_1} = \left( \frac{(p_1 + 1)(d + 1)}{4} - x \right)^2 \frac{1}{\sqrt{d}}, \quad P_{E_2} = \left( \frac{(p_1 + 1)(d + 1)}{4} + x \right)^2 \frac{1}{\sqrt{d}}.$$
The area of the hexagon $E$ is given by the formula
\[
P_E = P_F - P_{E_1} - P_{E_2} = \frac{(p_1 + 1)^2((1 + d)^2 - (1 - d)^2) - 16x^2}{8\sqrt{d}} = \frac{(p_1 + 1)^2d - 4x^2}{2\sqrt{d}}.
\]
It follows that the hexagon $E$ contains $P_E \cdot \frac{1}{\sqrt{d}} + o(P_E \cdot \frac{1}{\sqrt{d}})$ points from $O_K$. We compute
\[
P_E \cdot \frac{1}{\sqrt{d}} = \frac{(p_1 + 1)^2d - 4x^2}{d} = (p_1 + 1)^2 - \frac{4x^2}{d}.
\]
This means that the hexagon $E$ contains at most $p_1^2 + o(p_1^2)$ points from $O_K$.
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**Figure 2.** The triangles $T$ and $U_1$. Considering these triangles leads to an improved bound on the cardinality of $S$.

We will now show that some of these points cannot belong to the set $S$. Denote by $G$ the intersection of the diagonals of the rhombus $F$. Consider a triangle $T$ with vertices $T_1, T_2, T_3$ and denote by $T'_1$ the orthogonal projection of the point $T_1$ onto the side $T_2T_3$. We pick the vertices of $T$ so that $T_2T_3$ is horizontal, $|T_2T_3| = C_1p_2$, $|T_1T_3| = \sqrt{C_1p_2}$, $|GT_1| = 2\sqrt{C_1p_2}$, the imaginary part of the point $T_1$ is smaller than the imaginary part of the point $T_2$ and the real part of the point $T_2$ is smaller than the real part of the point $T_3$ (see Figure 2). Denote by $f$ the length of the smallest vertical side of the hexagon $E$. We compute: $b_2 = \frac{(p_1 + 1)(d + 1)}{2\sqrt{d}}$, $|T_1T'_1| = \frac{C_1p_2\sqrt{d}}{2}$ and $f = \frac{(p_1 + 1)(d - 1) - 4x}{2\sqrt{d}}$. As $|T_1G| < \frac{b_2}{2}$, $|T'_1G| < \frac{f}{2}$ and $|T_2T_3| < p_1 + 1 - 2x$, the triangle $T$ is contained in the hexagon $E$ for $\epsilon$ small enough and $n$ large enough (to see that, recall that $\frac{3\sqrt{2}}{4(1 + \epsilon)} < C_1 < \frac{3\sqrt{2}}{4(1 - \epsilon)}$ and $0 < C < \frac{p_1 + 1 - C_1p_2}{2}$). Consider a triangle $U_1$ with vertices $T_1, T'_2, T'_3$ which is the image of a triangle $T$ under the homothety transformation with center in $T_1$ and ratio $C_1 + 1 \over C_1$. The area $P_{U_1}$ of the triangle $U_1$ is equal to $\frac{(C_1 - 1)^2p_2^2\sqrt{d}}{4}$. This implies that the triangle $U_1$ contains $P_{U_1} \cdot \frac{1}{\sqrt{d}} + o(P_{U_1} \cdot \frac{1}{\sqrt{d}}) = \frac{(C_1 - 1)^2p_2^2}{2} + o((C_1 - 1)^2p_2^2)$ points from $O_K$. Let $y \in U_1 \cap O_K$. Consider a set $T_y = \{y, y + p_1 \frac{1 + \sqrt{-3}}{2}, y + p_2 \frac{1 + \sqrt{-3}}{2}\}$. The set $T_y$ is contained in the hexagon $E$ (for large enough $n$ and small enough $\epsilon$). In fact, $U_1, U_1 + p_1 \frac{1 + \sqrt{-3}}{2}$ and $U_1 + p_2 \frac{1 + \sqrt{-3}}{2}$ are three small triangles that are lying inside $T$ and share one vertex with it. The elements of $T_y$ give the same remainder modulo $p_2$.
As there are $p^2_2 > \frac{5}{2}$ different remainders modulo $p_2$, by Corollary 2.4 the set $S$ cannot contain three different elements which give the same remainder modulo $p_2$. Therefore, at least one element of the set $T_n$ does not belong to the set $S$. Considering $T_n$ for every $y \in U_1 \cap \mathcal{O}_K$, we get that at least $\frac{(C_1-1)^2 p_2^2}{2} + o\left(\frac{(C_1-1)^2 p_2^2}{2}\right)$ points from $E \cap \mathcal{O}_K$ do not belong to the set $S$ (for $\epsilon$ small enough and large enough $n$). This implies that $|S| \leq p_2^2 - \frac{(C_1-1)^2 p_2^2}{2} + o(p_2^2) - o(p_2^2) - \leq (\frac{1+\epsilon}{2} - \frac{(C_1-1)^2}{4}n + o(n) < n$ (for $\epsilon$ small enough and large enough $n$). By Lemma 1.1, this gives a contradiction and ends the proof of this subcase.

**Subcase 2.** Assume $x > C$. Using the calculations from the previous subcase we see that if the intersection of the strips $S_1, S_2, S_3$ and $S_4$ is a hexagon or a triangle, then it contains less than $p_2^2 + o(p_2^2)$ points from $\mathcal{O}_K$ (for $\epsilon$ small enough and large enough $n$). Again, by Lemma 1.1 this gives a contradiction. It remains to consider the case when the intersection of the strips $S_1, S_2, S_3$ is empty, but this obviously gives a contradiction. This ends the proof of Theorem 3.2.  

\[\square\]

### 4. Construction of $n$-universal sets with $n+2$ elements

**Theorem 4.1.** Let $A$ be a Dedekind domain. Then for any non-negative $n$ there exists an $n$-universal set $E_n \subset A$ with $n+2$ elements. In fact, one can construct an increasing family $E_0 \subset E_1 \subset E_2 \subset \ldots$ of $n$-universal sets $E_n$ in $A$ with $n+2$ elements.

**Proof.** We will construct sets $E_n$ inductively. Set $E_0 = \{0, 1\}$. Suppose we have constructed an $n$-universal set $E_n$ with $n+2$ elements. We will show that by adding an appropriate element we can extend $E_n$ to an $(n+1)$-universal set $E_{n+1}$. Note that for almost every prime ideal $\mathfrak{p}$ of $\mathcal{O}_K$ the set $E_n$ is already almost uniformly distributed modulo powers of $\mathfrak{p}$. This is the case for all prime ideals $\mathfrak{p}$ which do not contain any difference of two elements from $E_n$. Therefore, in order to construct the set $E_{n+1}$, we only need to look at a finite set of prime ideals $S_n = \{\mathfrak{p} \mid \mathfrak{p} \supset \text{Vol}(E_n)\}$. For any such prime ideal $\mathfrak{p} \in S_n$, there exists a subset of $E_n$ with $n+1$ elements which is almost uniformly distributed modulo powers of $\mathfrak{p}$. We can extend such a subset by one element $x_\mathfrak{p}$ so that the extended set remains almost uniformly distributed. Denote by $\nu_\mathfrak{p}$ the highest power of a prime ideal $\mathfrak{p} \in S_n$ dividing a difference of a pair of elements in $E_n \cup \{x_\mathfrak{p}\}$, now, by Chinese Remainder Theorem we can find an element $x_\mathfrak{p}$ in $\mathcal{O}_K$ such that $x_\mathfrak{p} \equiv x_\mathfrak{p} \pmod{\mathfrak{p}^{\nu_\mathfrak{p}+1}}$ for each $\mathfrak{p} \in S_n$. Put $E_{n+1} = E_n \cup \{x_n\}$. Then the set $E_{n+1}$ contains for any prime $\mathfrak{p}$ a subset with $n+2$ elements which is almost uniformly distributed modulo powers of $\mathfrak{p}$. Hence $E_{n+1}$ is $(n+1)$-universal. \[\square\]

Consider this construction in the case when $A = \mathcal{O}_K$ is the ring of integers in a number field $K$. In the $n$-th step of this construction, we need to add an element $x_n$ satisfying a simultaneous congruence modulo all primes (and powers of primes) modulo which $E_n$ fails to be almost uniformly distributed. These are exactly the prime powers dividing $\text{Vol}(E_n)/\prod_{m=1}^{n+1} m! K$. For future reference, let us denote the set of these prime powers by $S_n'$. In the proof, we have used the Chinese Remainder Theorem to justify that such $x_n$ always exists. In practice, in order to find $x_n$, we need to solve a system of congruences $x_n \equiv x_\mathfrak{p} \pmod{\mathfrak{p}^k}$ for $\mathfrak{p}^k \in S_n'$. The time needed to solve such a system of congruences is polynomial in the logarithm of the product of norms of ideals in $S_n'$. Consequently, the time needed to find $x_n$ is polynomial in $\log N(\text{Vol}(E_n)/\prod_{m=1}^{n+1} m! K)$. It follows that in order to have a good control on the running time of our construction, we have to control the growth of $\text{Vol}(E_n) = N(\text{Vol}(E_n)/\prod_{m=1}^{n+1} m! K)$. Even for $A = \mathbb{Z}$, this task proves to be difficult, because the solution of a system of congruences modulo elements of $S_n'$ cannot be, in general, bounded by anything less than the product of all numbers in $S_n'$. In the
case of $O_K$, we cannot bound the norm of the solution by anything significantly smaller than the product of norms of elements in $S'_n$. An easy computation shows that if in each step the norm of $x_n$ is of order $U_n$ and for at least one $n_0$ the number $U_{n_0}$ is big enough, then the bound that we will get on the consecutive $U_n$’s is an exponential tower of height $2$, i.e., $U_n \ll \exp(a \exp(bn))$ for some $a, b > 0$. The expected time needed to find $x_n$ is therefore polynomial in $\log U_n \ll \log(\exp(a \exp(bn))) = a \exp(bn)$. The latter bound is exponential in $n$ which means that this construction is likely to be impractical for large $n$.

In Section 6, we present an alternative probabilistic method that may be used to construct $(n + d)$-universal sets for $d = [K : \mathbb{Q}]$.

5. Euler-Kronecker constants

The problem of existence of $n$-optimal sets in general number fields seems much harder than in the imaginary quadratic case. In the proof of Theorem 3.2, we relied on the fact that collapsing the set reduces its volume, hence an $n$-optimal set is necessarily collapsed with respect to every direction. This technique requires the norm $N_{K/\mathbb{Q}}$ to be convex, which (essentially by Dirichlet’s unit theorem) holds only when $K = \mathbb{Q}$ or $K$ is an imaginary quadratic number field. In this section, we compute the asymptotic growth of the norm of the volume of $n$-universal sets. As a by-product of our attempts to prove non-existence of $n$-optimal sets in arbitrary number fields, we obtain a lower bound on the values of Euler-Kronecker constants.

Let us recall the definition of Euler-Kronecker constants.

**Definition 5.1.** [Iha] Let $\zeta_K(s)$ be the Dedekind zeta function of a number field $K$. Let

$$\zeta_K(s) = \frac{c_{-1}}{(s-1)} + c_0 + c_1(s-1) + \ldots$$

be the Laurent expansion of $\zeta_K$ at $s = 1$. We define the **Euler-Kronecker constant** $\gamma_K$ as the quotient $c_0/c_{-1}$, or equivalently as the constant term of the Laurent expansion of $\zeta'_K/\zeta_K$ at $s = 1$.

For $K = \mathbb{Q}$, the constant $\gamma_\mathbb{Q}$ is the Euler-Mascheroni constant $\gamma$ given by the formula

$$\gamma_\mathbb{Q} = \lim_{n \to \infty} \left( \sum_{i=1}^{n} \frac{1}{i} - \log n \right).$$

For more information on the Euler-Kronecker constants, we refer the reader to the article of Ihara [Iha]. Euler-Kronecker constants arise in our considerations via the following theorem due to M. Lamoureux [Lam].

**Theorem 5.1.** ([Lam] Theorem 1.2.4)]

$$\log n!_K = n \log n - n(1 + \gamma_K - \gamma_\mathbb{Q}) + o(n).$$

Using Proposition 2.6, we immediately obtain the following corollary.

**Corollary 5.2.** Let $S$ be an $n$-optimal subset of $O_K$. Then

$$\log N(\text{Vol}(S)) = n^2 \log n - \frac{n^2}{2} - n^2(1 + \gamma_K - \gamma_\mathbb{Q}) + o(n^2).$$

Moreover, for every subset $S' \subset O_K$ with $n + 1$ elements we have

$$\log N(\text{Vol}(S')) \geq n^2 \log n - \frac{n^2}{2} - n^2(1 + \gamma_K - \gamma_\mathbb{Q}) + o(n^2).$$

One can try to prove non-existence of $n$-optimal subsets in number fields by combining the above estimate with a lower bound on $\text{Vol}(S)$ obtained by some geometric arguments. This proves to be problematic in fields which have an infinite group of integral units due
to non-convexity of the norm. However, one can use the estimates from Corollary 5.2 to obtain the following analytic theorem.

**Theorem 5.3.** Let $U$ be an open bounded subset of $\mathbb{R}^d$. For any $x = (x_1, \ldots, x_d) \in \mathbb{R}^d$, write $\|x\| = \prod_{i=1}^d |x_i|$. (Note that this notation is nonstandard as $\|\cdot\|$ is not a norm on $\mathbb{R}^d$.) Then

$$\int_U \int_U \log \|x - y\| dxdy \geq m(U)^2 \left( c_d + \log m(U) \right),$$

where $c_d > 0$ is a constant depending only on $d$ and $m(U)$ is the Lebesgue measure of $U$.

**Proof.** Let us first treat the case $m(U) = 1$. We will reduce the proof to this case by scaling. Choose some totally real number field $K$ of degree $d$ and let $\sigma_1, \ldots, \sigma_d$ be all the embeddings $K \to \mathbb{R}$. Identify the ring of integers $\mathcal{O}_K$ of $K$ with the lattice $L$ in $\mathbb{R}^d$ by means of the Dirichlet embedding $K \to \mathbb{R}^d$, $x \mapsto (\sigma_i(x))_{i=1, \ldots, d}$. For a natural number $n$, let $A_n = \lfloor \frac{1}{n} L \cap U \rfloor$. Consider the normalized counting measures $\mu_n$ on the sets $(\frac{1}{n} L \cap U)^2$. The sequence $\mu_n$ is a sequence of probability measures which converges in the weak-* topology to the Lebesgue measure on $U \times U$ as $n \to \infty$. Choose $M < 0$. Then the function $U \times U \to \mathbb{R}$, $(x, y) \mapsto \max\{M, \log \|x - y\|\}$ is continuous and bounded, so by the weak-* convergence of measures we get

$$\int_U \int_U \max\{M, \log \|x - y\|\} dxdy = \lim_{n \to \infty} \frac{1}{A_n^2} \sum_{x, y \in \frac{1}{n} L \cap U} \max\{M, \log \|x - y\|\} \geq \lim_{n \to \infty} \frac{1}{A_n^2} \sum_{x, y \in \frac{1}{n} L \cap U, x \neq y} \log \|x - y\|.$$  

The rightmost term can be rewritten as

$$\frac{1}{A_n^2} \sum_{x, y \in \frac{1}{n} L \cap U, x \neq y} \log \|x - y\| = \frac{1}{A_n^2} \sum_{x, y \in \frac{1}{n} L \cap U} (\log \|x - y\| - d \log n) = \frac{1}{A_n^2} \sum_{x, y \in \frac{1}{n} L \cap U, x \neq y} \log |N(x - y)| - \frac{d(A_n - 1)}{A_n} \log n \geq \frac{1}{A_n^2} \log N(Vol(L \cap nU)) - d \log n + \frac{d}{A_n} \log n.$$  

By Corollary 5.2 we bound the last expression from below by

$$\geq \frac{1}{A_n^2} \left( A_n^2 \log A_n - \frac{A_n^2}{2} - A_n^2 (1 + \gamma_K - \gamma_Q) \right) - d \log n + \frac{d}{A_n} \log n + o(1) \quad (5.1)$$

$$= \log A_n - \frac{3}{2} - \gamma_K + \gamma_Q - d \log n + \frac{d}{A_n} \log n + o(1). \quad (5.2)$$

Since $U$ is an open set of measure 1 and $L$ is a lattice in $\mathbb{R}^d$ of covolume $\sqrt{|\Delta_K|}$, $A_n = \frac{n^d}{\sqrt{|\Delta_K|}} + o(n^d)$. Hence,

$$\log A_n = d \log n - \frac{1}{2} \log |\Delta_K| + o(1)$$
and \( \frac{d}{n} \log n = o(1) \). Therefore, we can bound the expression (5.2) from below by

\[-\frac{1}{2} \log |\Delta_K| - \frac{3}{2} - \gamma_K + \gamma_Q + o(1).\]

Let us define the constant \( c_{d,K} = -\frac{3}{2} - \gamma_K + \gamma_Q - \frac{1}{2} \log |\Delta_K| \) and set \( c_d = \sup c_{d,K} \), where supremum is taken over all totally real fields \( K \) of degree \( d \). Then the inequality above shows that

\[ \int_U \int_U \max\{M, \log ||x - y||\} dxdy \geq c_d. \]

But

\[ \lim_{M \to -\infty} \int_U \int_U \max\{M, \log ||x - y||\} dxdy = \int_U \int_U \log ||x - y|| dxdy, \]

which finishes the proof in the case \( m(U) = 1 \). It remains to reduce the proof to this case.

Let \( U \subset \mathbb{R}^d \) be any open bounded subset. For any \( \lambda > 0 \), let \( U_\lambda \) denote the set \( U \) scaled by a factor of \( \lambda \). Integrating by substitution, we get

\[ \int_{U_\lambda} \int_{U_\lambda} \log ||x - y|| dxdy = \lambda^{2d} \int_U \int_U \log \lambda(x - y) dxdy = \lambda^{2d} \int_U \int_U (\log ||x - y|| + d \log \lambda) dxdy. \]

For an arbitrary set \( U \) of finite measure \( m(U) \), we can scale it by a factor of \( \lambda = m(U)^{-1/d} \) so that it becomes of measure one and apply the known result to this measure one set. This gives

\[ \int_U \int_U \log ||x - y|| dxdy \geq m(U)^2 (c_d + \log m(U)). \]

As a corollary we obtain a lower bound on the value of \( \gamma_K \).

**Corollary 5.4.** Let \( K \) be a totally real number field. Then

\[ \gamma_K \geq -\frac{1}{2} \log |\Delta_K| + \frac{3}{2} d - \frac{3}{2} + \gamma_Q. \]

**Proof.** Let \( U = (0, 1)^d \in \mathbb{R}^d \). Then \( m(U) = 1 \) and by Theorem 5.3 we have

\[ \int_U \int_U \log ||x - y|| dxdy = d \int_0^1 \int_0^1 \log |x - y| dxdy = -\frac{3}{2} d \geq c_d \geq c_{d,K}. \]

Hence, by the definition of \( c_{d,K} \) we get

\[ -\frac{3}{2} d \geq -\frac{3}{2} - \gamma_K + \gamma_Q - \frac{1}{2} \log |\Delta_K|. \]

The desired inequality easily follows. \( \square \)

The main term of the last inequality is \( \log \sqrt{|\Delta_K|} \). A very similar, but slightly stronger inequality has been proved by Ihara in [Iha]. More precisely, he obtained the following bound ([Iha Proposition 3]) \( \gamma_K > -\frac{1}{4} \log |\Delta_K| + \frac{\gamma_Q + \log(4\pi)}{2} d - 1 \). The coefficient at \( d \) is \((\gamma_Q + \log(4\pi))/2 = 1.554\ldots\), so our bound is slightly weaker.

6. A Probabilistic Construction

In this section, we present a probabilistic method to construct an \( n \)-universal subset of \( \mathcal{O}_K \) with \( n + d \) elements where \( d = \dim_K \mathcal{Q} \).
6.1. **Outline of the construction.** Fix a natural number \( m \geq 1 \). In order to choose a random subset \( S \) of the ring \( \mathcal{O}_K \) with \( m + n = k \) elements, we fix \( k \) independent random variables \( \xi_1, \ldots, \xi_k \) with values in \( \mathcal{O}_K \) and set \( S = \{ \xi_1, \ldots, \xi_k \} \). By Corollary 2.4 in order to check if \( S \) is \( n \)-universal, all we need to do is to verify that for every prime ideal \( \mathfrak{p} \) of \( \mathcal{O}_K \), \( S \) contains \( n + 1 \) elements which are almost uniformly distributed modulo powers of \( \mathfrak{p} \). As we have pointed out in Definition 2.1, the condition simplifies when \( |\mathcal{O}_K/\mathfrak{p}| \geq n + 1 \).

The set \( S \) contains a subset of size \( n + 1 \) which is almost uniformly distributed modulo powers of \( \mathfrak{p} \) if and only if \( |\pi_\mathfrak{p}(S)| \geq n + 1 \), where \( \pi_\mathfrak{p} : \mathcal{O}_K \to \mathcal{O}_K/\mathfrak{p} \) is the canonical projection. The probability of this event depends only on the variables \( \pi_\mathfrak{p}(\xi_1), \ldots, \pi_\mathfrak{p}(\xi_k) \). Thus, it can be estimated relatively easily. This suggests the following strategy to choose a random subset of \( \mathcal{O}_K \):

- Fix a probability measure \( \mu \) on \( \mathcal{O}_K \).
- Fix \( L > 2(n + 1) \) (for technical reasons it is more convenient to assume \( L > 2n + 2 \) rather than just \( L > n + 1 \)), and choose elements \( a_1, \ldots, a_k \) such that \( \{a_1, \ldots, a_{n+1}\} \) is almost uniformly distributed modulo powers of \( \mathfrak{p} \) for every prime ideal \( \mathfrak{p} \) with \( |\mathcal{O}_K/\mathfrak{p}| \leq L \). Again for technical reasons we choose \( a_1, \ldots, a_k \) such that \( \{a_1, \ldots, a_k\} \) has at least \( n + 1 \) distinct elements modulo \( L! \).
- Let \( \psi_1, \ldots, \psi_k \) be independent random \( \mathcal{O}_K \)-valued variables with distribution \( \mu \). Set \( \xi_i = a_i + L! \psi_i \). Then the random set \( S = \{\xi_1, \ldots, \xi_k\} \) contains a subset of size \( n + 1 \) which is almost uniformly distributed modulo every power of a prime ideal \( \mathfrak{p} \) satisfying \( N(\mathfrak{p}) \leq L^\delta \). Thus, in order to compute the probability that \( S \) is \( n \)-universal we only need to estimate the probabilities that \( |\pi_\mathfrak{p}(S)| \geq n + 1 \) for every prime ideal with norm bigger than \( L \).

The reasons why we have imposed these technical conditions will become clear during the proof. We have outlined the general way in which we can construct our set. Until now we have made no reference to a random walk on \( \mathcal{O}_K \), but we shall use them to construct the measure \( \mu \). This will allow us to interpret the elements of \( S \) as steps of \( n + d \) independent random walks on \( \mathcal{O}_K \). In the following section, we prove some estimates on the probability that the set \( S \) constructed in the way described above is \( n \)-universal.

**Lemma 6.1.** The set \( S = \{\xi_1, \ldots, \xi_k\} \), constructed as in the outline, always contains a subset of size \( n + 1 \) which is almost uniformly distributed modulo powers of prime ideals of norm not exceeding \( L \).

*Proof.* We have to show that \( S = \{\xi_1, \ldots, \xi_k\} \) contains an \((n+1)\)-element subset that is almost uniformly distributed modulo every power of a prime ideal \( \mathfrak{p} \) such that \( |\mathcal{O}_K/\mathfrak{p}| \leq L \). For a fixed ideal \( \mathfrak{p} \), the existence of an almost uniformly distributed subset of size \( n + 1 \) depends only on the residues of \( S \) modulo \( \mathfrak{p}^m \) where \( m \) is the smallest integer for which \( N(\mathfrak{p}^m) = N(\mathfrak{p})^m \geq n + 1 \). Indeed, a set with \( n + 1 \) elements is almost uniformly distributed modulo \( \mathfrak{p}^m \) if and only if it has distinct elements modulo \( \mathfrak{p}^m \), but then it is also uniformly distributed modulo all higher powers of \( \mathfrak{p} \). By construction, we know that \( \{a_1, \ldots, a_{n+1}\} \) is almost uniformly distributed modulo powers of \( \mathfrak{p} \) if \( N(\mathfrak{p}) \leq L \). Adding multiples of \( L! \) to the elements of this set cannot change that because \( L! \) is divisible by \( \mathfrak{p}^m \). Indeed, \( (N\mathfrak{p})^{m-1} < n + 1, N(\mathfrak{p}) \leq L \) and \( L > 2(n + 1) \), so \( L! \) is divisible by \((N\mathfrak{p})^m \) and hence also by \( \mathfrak{p}^m \). \( \square \)

6.2. **Preliminary results.** Throughout this and the following sections, \( \mu^{\otimes n} \) will denote the \( n \)-th convolution of a measure \( \mu \). We will write \( \hat{G} \) for the group of characters of \( G \).

We shall often treat probability measures on discrete sets as functions and whenever we write \( \mu(x) \) we mean \( \mu(\{x\}) \). Let us recall the definition of the Fourier transform on finite abelian groups.

\[ \textbf{This is the contents of Lemma 6.1.} \]
Using the inequality between arithmetic and geometric means, we get

\[ \text{Hence} \]

\[ n \]

**Proof.**

Let \( X \) be a finite abelian group \( G \) and \( \mu \) be a probability measure on a finite abelian group \( G \). The Fourier transform of \( \mu \) is defined as the measure \( \hat{\mu} \) on \( \hat{G} \) given by

\[ \hat{\mu}(\chi) = \sum_{g \in G} \chi(g) \mu(g) \]

for \( \chi \in \hat{G} \).

A classical property of the Fourier transform is that the transform of a convolution is the product of transforms, i.e., \( \hat{\mu} \ast \hat{\nu} = \hat{\mu \ast \nu} \). The inverse Fourier transform is given by the formula

\[ \mu(g) = \frac{1}{|G|} \sum_{\chi \in \hat{G}} \chi(g) \hat{\mu}(\chi). \]

The following series of lemmas will be used to estimate the probability that a randomly chosen subset of \( O_K \) contains \( n + 1 \) elements which are almost uniformly distributed modulo a certain ideal \( I \) with \( |O_K/I| \geq n + 1 \). We call a family \( A = \{A_1, A_2, \ldots, A_k\} \) of subsets of \( \{1, 2, \ldots, n + m\} \) an \( m \)-partition if it satisfies the following conditions:

1. \( A_i \neq \emptyset \), \( A_i \cap A_j = \emptyset \) if \( j \neq i \),
2. \( \bigcup A_i = \{1, \ldots, m + n\} \),
3. \( \sum_{i=1}^k (|A_i| - 1) = m \) or, equivalently, \( k = n \).

The following lemma allows us to estimate the probability that a collection of \( n + m \) independent random variables forms a set of cardinality at most \( n \).

**Lemma 6.2.** Let \( X \) be a finite set, \( n, m \) natural numbers and \( \xi = (\xi_1, \xi_2, \ldots, \xi_{n+m}) \) independent random variables with values in \( X \) with probability distributions respectively \( \mu_1, \mu_2, \ldots, \mu_{n+m} \). Let \( P = P_{\xi, m, n} \) denote the probability that the set \( \{\xi_1, \xi_2, \ldots, \xi_{n+m}\} \) contains at most \( n \) distinct elements. Then

\[ P \leq \sum_A \prod_{i=1}^k \left( \sum_{x \in X} \frac{1}{|A_i|} \sum_{j \in A_i} \mu_j(x)^{|A_i|} \right) \]

**Proof.** For any \( m \)-partition \( A = \{A_1, A_2, \ldots, A_k\} \) of \( \{1, 2, \ldots, n + m\} \), let \( R_A \) denote the event that the random function \( i \mapsto \xi_i \) is constant on each \( A_i \). The variables \( \xi_i \) are independent, so we have

\[ P[R_A] = \prod_{i=1}^k \left( \sum_{x \in X} \prod_{j \in A_i} \mu_j(x) \right). \]

The random set \( \{\xi_1, \xi_2, \ldots, \xi_{n+m}\} \) has no more than \( n \) distinct elements if and only if there exists an \( m \)-partition \( A \) such that the event \( R_A \) happened. That gives us the following inequality:

\[ P \leq \sum_A P[R_A] = \sum_A \prod_{i=1}^k \left( \sum_{x \in X} \prod_{j \in A_i} \mu_j(x) \right). \]

Using the inequality between arithmetic and geometric means, we get

\[ \prod_{j \in A_i} \mu_j(x) \leq \left( \frac{1}{|A_i|} \sum_{j \in A_i} \mu_j(x)^{|A_i|} \right). \]

Hence

\[ P \leq \sum_A \prod_{i=1}^k \left( \sum_{x \in X} \frac{1}{|A_i|} \sum_{j \in A_i} \mu_j(x)^{|A_i|} \right). \]
We conclude from these remarks and inequality (6.1) that
\[ \hat{\mu} \text{ isomorphic to the dual group of } \hat{\mu} \]

Moreover, since \( \hat{\mu}(x) = \mu(s_i x) \) for \( i = 1, \ldots, n+m \) and some fixed elements \( s_i \in G \). Let \( P = P_{\xi,m,n} \) denote the probability that the set \( \{ \xi_1, \xi_2, \ldots, \xi_{n+m} \} \) contains at most \( n \) distinct elements. Then
\[
P \ll \left( \frac{\sum_{\chi \in \hat{G}} |\hat{\mu}(\chi)|}{|G|} \right)^m
\]

with the implicit constant depending only on \( n \) and \( m \), but not on \( G \) or \( \mu_i \).

For the proof we shall need the following variation of the Hausdorff-Young inequality.

**Lemma 6.4.** Let \( G \) be a finite abelian group, let \( p, q \) be real numbers such that \( \frac{1}{p} + \frac{1}{q} = 1 \) and \( 1 < p \leq 2 \). Then for any \( f : G \to C \) we have
\[
\sum_{g \in \hat{G}} |f(g)|^q \leq \left( \frac{1}{|G|} \sum_{\chi \in \hat{G}} |\hat{f}(\chi)|^p \right)^{q-1}.
\]

**Proof.** By taking the \( q \)-th root of both sides, we see that the inequality is equivalent to the inequality
\[
\|f\|_{l^q(G)} \leq \|\hat{f}\|_{L^p(\hat{G})}
\]

where \( \hat{G} \) is endowed with a normalized counting measure. The group \( G \) is canonically isomorphic to the dual group of \( \hat{G} \) and the function \( \hat{f} \) is equal to the Fourier transform of \( f \). Thus, the equality may be rewritten as
\[
\|\hat{f}\|_{l^q(\hat{G})} \leq \|\hat{f}\|_{L^p(\hat{G})}
\]

which is the Hausdorff-Young inequality ([Bec, Chapter 9.5]) applied to the group \( \hat{G} \) and the function \( \hat{f} \).

**Proof of Proposition 6.3.** By Lemma 6.2 we have
\[
P \leq \sum_A \sum_{m} \prod_{i=1}^{k} \left( \sum_{g \in G} \frac{1}{|A_i|} \sum_{j \in A_i} \mu_j(g)^{|A_i|} \right).
\]

Using Lemma 6.4 with \( q = |A_i|, p = |A_i|/(|A_i| - 1) \) for any \( A_i \) with \( |A_i| \geq 2 \), we get
\[
\sum_{g \in \hat{G}} \frac{1}{|A_i|} \sum_{j \in A_i} \mu_j(g)^{|A_i|} \leq \frac{1}{|A_i|} \sum_{j \in A_i} \left( \frac{1}{|G|} \sum_{\chi \in \hat{G}} |\hat{\mu_j}(\chi)|^{|A_i|/(|A_i| - 1)} \right)^{|A_i|-1}.
\]

Since \( \mu_j \) is a probability measure, we always have \( |\hat{\mu_j}(\chi)| \leq 1 \), so
\[
|\hat{\mu_j}(\chi)|^{|A_i|/(|A_i| - 1)} \leq |\hat{\mu_j}(\chi)|.
\]

Moreover, since \( \mu_j(x) = \mu(s_j x) \), we have \( \hat{\mu_j}(\chi) = \chi(s_j) \hat{\mu}(\chi) \), so \( |\hat{\mu_j}(\chi)| = |\hat{\mu}(\chi)| \) for all \( j \).

We conclude from these remarks and inequality 6.1 that
\[
\sum_{g \in \hat{G}} \frac{1}{|A_i|} \sum_{j \in A_i} \mu_j(g)^{|A_i|} \leq \left( \frac{1}{|G|} \sum_{\chi \in \hat{G}} |\hat{\mu}(\chi)| \right)^{|A_i|-1}.
\]
Note that this holds even if \(|A_i| = 1\) because then both sides are equal to 1. Thus,

\[
P \leq \sum_{A} \prod_{m \text{-partition } i=1}^{k} \left( \frac{1}{|G|} \sum_{\chi \in \hat{G}} |\hat{\mu} (\chi)| \right)^{|A_i|-1}.
\]

For any \(m\)-partition we have \(\sum_{i=1}^{k} (|A_i| - 1) = m\), so

\[
P \ll \left( \frac{\sum_{\chi \in \hat{G}} |\hat{\mu} (\chi)|}{|G|} \right)^m
\]

where the implicit constant is the number of all \(m\)-partitions of \(\{1, \ldots, n + m\}\).

We conclude this subsection with a proposition that will be used to evaluate the probability that a randomly chosen set is not \(n\)-universal. Recall that \(O_K\) is the ring of integers in a finite extension field \(K\) of \(\mathbb{Q}\) of degree \(d \geq 2\). Let us fix \(d\) elements \(\omega_1, \ldots, \omega_d \in O_K\) such that \(O_K = \mathbb{Z} \omega_1 + \ldots + \mathbb{Z} \omega_d \cong \mathbb{Z}^d\). We define a norm \(\| \cdot \|\) on \(O_K\) by letting \(\|a\| = \text{max} |a_i|\) for \(a = a_1 \omega_1 + \ldots + a_d \omega_d\). Recall that \(N(I) = |O_K / I|\) is the norm of an ideal \(I\), and that the function \(O_K \rightarrow \mathbb{N}, a \mapsto N(aO_K) = |N_K/\mathbb{Q}(a)|\) grows as \(O(|a|^d)\).\(^6\)

**Proposition 6.5.** Let \(\mu\) be a probability measure on \(O_K\). \(L\) an integer and let \(S = \{\xi_1, \ldots, \xi_{n+m}\}\), where \(\xi_i\) are independent random variables defined as in the outline. For any non zero prime ideal \(p \in \text{Spec } O_K\), let \(\mu_p\) denote the probability measure on \(O_K/p\) obtained as the projection of \(\mu\) and let \(P = P_{S \cap n}\) be the probability that \(S\) is not \(n\)-universal. Then there exist constants \(c > 0\) and \(\kappa_0 > 0\) (depending on the field \(K\) and the numbers \(L, n, m\)) and a constant \(C_0\) depending only on \(n\) and \(m\) such that for any natural number \(\kappa > \kappa_0\) we have

\[
P \leq C_0 \left( \sum_{L < N(p) < cN^2} \left( \frac{\sum_{\chi \in \hat{O}_K/p} |\hat{\mu}_{p} (\chi)|}{N(p)} \right)^m + (n + m)\mu(\{a \in O_K | |a| > \kappa\}) \right).
\]

**Proof.** By Proposition \(2.2.3\) the set \(S\) is \(n\)-universal if and only if for every prime ideal \(p \in \text{Spec } O_K\) we can find a subset of \(S\) with \(n + 1\) elements which is almost uniformly distributed modulo powers of \(p\). By construction, \(S\) contains such a subset for every prime ideal \(p\) with \(N(p) \leq L\). Thus, we only need to verify that we can find such a subset for prime ideals \(p\) whose norm is bigger than \(L\). For such an ideal \(p\), the set \(S\) contains an \((n + 1)\)-element subset that is almost uniformly distributed modulo powers of \(p\) if and only if \(\pi_p(S)\) has \(n + 1\) elements. Let \(P_p\) denote the probability that \(\pi_p(S) < n + 1\). The probability of a union of events is smaller or equal to the sum of their probabilities, so we have the following inequality

\[
P \leq \sum_{L < N(p)} P_p.
\]

This is not enough to get any useful bound because the probabilities \(P_p\) decrease too slowly. We have to take care of the prime ideals with big norms separately. If we knew that for all elements \(s_1 \neq s_2\) of \(S\) we have \(N((s_1 - s_2)) < \kappa\), then \(S\) itself would be automatically almost uniformly distributed modulo powers of every prime ideal \(p\) with \(N(p) \geq \kappa\). Otherwise, we would have that for some \(s_1, s_2 \in S\), \((s_1 - s_2) \in p\), but then \((s_1 - s_2)O_K \subset p\), and so \(N((s_1 - s_2)) \geq N(p)\). Consequently, if \(|S| \geq n + 1\), then \(S\) would contain \(n + 1\) elements which are almost uniformly distributed modulo powers of

\(^6\)Indeed, the norm \(|N_{K/\mathbb{Q}}(a)|\) is the determinant of the map \(K \rightarrow K, x \mapsto ax\). The entries of the matrix representing the multiplication by \(a\) are linear in \(a_1, \ldots, a_d\), thus \(|N_{K/\mathbb{Q}}(a)|\) is a homogeneous polynomial of degree \(d\) in variables \(a_1, \ldots, a_d\).
such ideals. Let $E_R$ denote the event that $S$ is contained in $B_{||\|}(R)$, the ball of radius $R$ around the origin. Since $N(a) = O(||a||^d)$, we can find a constant $c_0$ such that
\[
\sup_{a_1,a_2 \in B_{||\|}(R)} |N(a_1 - a_2)| \leq \sup_{a \in B_{||\|}(2R)} |N(a)| \leq c_0 R^d.
\]
By the previous remark, if $|S| \geq n + 1$ and the event $E_R$ happened, then $S$ contains an $(n + 1)$-element subset which is almost uniformly distributed modulo every prime ideal with $N(p) > c_0 R^d$. Recall that by the construction, the set $S$ must have at least $n + 1$ distinct elements modulo $L$, so clearly $|S| \geq n + 1$. We get the following estimate
\[
P \leq \sum_{L < N(p) < c_0 R^d} P_p + (1 - P[E_R]).
\]
The last step is to relate $(1 - P[E_R])$ to $\mu(\{a \in \mathcal{O}_K ||a|| > \kappa\})$. Obviously $(1 - P[E_R]) \leq \sum_{i=1}^{n+m} P[||\xi_i|| > R]$. Recall that $\xi_i = a_i + L \psi_i$, where $\psi_i$ has distribution $\mu$, so
\[
P[||\xi_i|| > R] \leq \mu(||\xi|| > R) \leq \mu(||\xi|| > R + ||a_i||).
\]
The set $\{a_1, \ldots, a_{n+m}\}$ has to be chosen so that the first $n + 1$ elements are almost uniformly distributed modulo powers of $p$ for every prime ideal $p$ of norm not exceeding $L$. We also want it to have $n + 1$ distinct elements modulo $L$. Such a set may always be found in the ball of radius $c_1 = c_1(L)$. Hence there exists a constant $c_2 = c_2(L)$ such that $P[||\xi_i|| > R] \leq \mu(||\xi|| > R + c_2) = \mu(\{a \in \mathcal{O}_K ||a|| > R/c_2\})$ for large $R$. Substituting $\kappa = R/c_2$ and $c = c_0 c_2^d$, we get
\[
P \leq \sum_{L < N(p) < c_0 R^d} P_p + (n + m) \mu(\{a \in \mathcal{O}_K ||a|| > \kappa\}).
\]
By Proposition 6.3
\[
P_p \leq C_0 \left( \frac{\sum_{\chi \in \mathcal{O}_K^*} |\tilde{\mu}_p(\chi)|}{|\mathcal{O}_K/p|} \right)^m
\]
for some constant $C_0$ depending only on $n$ and $m$, so finally we get
\[
P \leq C_0 \sum_{L < N(p) < c_0 R^d} \left( \frac{\sum_{\chi \in \mathcal{O}_K^*} |\tilde{\mu}_p(\chi)|}{|\mathcal{O}_K/p|} \right)^m + (n + m) \mu(\{a \in \mathcal{O}_K ||a|| > \kappa\}).
\]

6.3. Construction of the measure $\mu$. Let $\mathcal{O}_K = \mathbb{Z} \omega_1 + \ldots + \mathbb{Z} \omega_d \simeq \mathbb{Z}^d$ for some $\omega_1, \ldots, \omega_d$. Let $M$ be a positive integer (we will specify later how big it should be). Let $\nu_\omega = \frac{1}{2}(\delta_{\omega_1} + \delta_{-\omega})$ where $\delta_\omega$ denotes the Dirac measure centered at $\omega$ and set $\nu = \nu_1 \ast \cdots \ast \nu_d$.
Consider a random walk $X^{(i)}$ on $\mathcal{O}_K$ defined by:
- $X^{(0)} = 0$,
- $P[X^{(i+1)} = a \mid X^{(i)} = b] = \nu(a - b)$.

Let $\mu$ be equal to the distribution of $X^{(M)}$, i.e., $\mu = \mu_M = \nu^M$. We construct the random set $S$ as it was described in the outline. We fix an integer $L > \max(n + d, 2n + 2)$. We choose elements $a_1, a_2, \ldots, a_{n+d}$ such that at least $n + 1$ of them are distinct modulo $L$ and such that $a_1, a_2, \ldots, a_{n+1}$ are almost uniformly distributed modulo powers of every prime ideal $p$ with $N(p) \leq L$. Next, we take $n + d$ independent random elements $\psi_1, \psi_2, \ldots, \psi_{n+d}$ of $\mathcal{O}_K$ with distributions equal to $\mu$ and set $S = \{\xi_1, \ldots, \xi_{n+d}\}$ with $\xi_i = a_i + L \psi_i$. As before, $\mu_p$ shall denote the projection of the measure $\mu$ onto $\mathcal{O}_K/p$.

Lemma 6.6. For any prime ideal $p$ in $\mathcal{O}_K$ and an integer $M$, we have
\[
\frac{\sum_{\chi \in \mathcal{O}_K^*/p} |\tilde{\mu}_p(\chi)|}{N(p)} \leq C_1 \left( \frac{1}{N(p)} + M^{-1/2} \right),
\]
with a constant $C_1$ depending only on $d$.

Proof. The quotient $\mathcal{O}_K/\mathfrak{p}$ is isomorphic to the finite field $\mathbf{F}_{p^{d'}}$ for some $d' \leq d$. Since $\omega_1, \omega_2, \ldots, \omega_d$ generate $\mathcal{O}_K$ as a $\mathbf{Z}$-module, they also generate $\mathcal{O}_K/\mathfrak{p}$ over $\mathbf{F}_p$. After a possible change of enumeration, we may assume that $\mathcal{O}_K/\mathfrak{p} = \mathbf{F}_{p^{d'}}$. This follows immediately from the fact that the decomposition $\mathcal{O}_K/\mathfrak{p}$ establishes an isomorphism $\Psi : \mathcal{O}_K/\mathfrak{p} \cong \mathbf{F}_{p^{d'}}$. We will need the following claim.

Claim: Let $G = G_1 \times \ldots \times G_l$ be a finite abelian group and let $m_1, \ldots, m_l$ be probability measures on $G_1, \ldots, G_l$, respectively. Let $m = m_1 \times \ldots \times m_l$ be the product measure on $G$. Then

$$\sum_{\chi \in \hat{\mathcal{O}}} |\hat{m}(\chi)| = \prod_{i=1}^l \left( \sum_{\chi_i \in \hat{G}_i} |\hat{m}_i(\chi_i)| \right).$$

Proof of the claim: This follows immediately from the fact that the decomposition $G = \prod_{i=1}^l G_i$ induces an isomorphism $\prod_{i=1}^l \hat{G}_i \cong \hat{G}$ given by $(\chi_1, \ldots, \chi_l) \mapsto (\chi_1(a_1) \ldots \chi_l(a_l))$.

Convolution of measures commutes with the transport of measures by a homomorphism, so $\mu_p = \nu_{1,p}^{\ast M} \ast \ldots \ast \nu_{d',p}^{\ast M}$. Let $\mu_{1,p} = \nu_{1,p}^{\ast M} \ast \ldots \ast \nu_{d',p}^{\ast M}$ and $\mu_{2,p} = \nu_{d'+1,p}^{\ast M} \ast \ldots \ast \nu_{d',p}^{\ast M}$. By the properties of the Fourier transform we have $\hat{\mu}_p = \hat{\mu}_{1,p} \hat{\mu}_{2,p}$, so $|\hat{\mu}_p| \leq |\hat{\mu}_{1,p}|$. The last inequality follows from the fact that the Fourier transform of a probability measure is bounded by 1 in absolute value. We get

$$\frac{\sum_{\chi \in \hat{\mathcal{O}}/\mathfrak{p}} |\hat{\mu}_p(\chi)|}{N(p)} \leq \frac{\sum_{\chi \in \hat{\mathcal{O}}/\mathfrak{p}} |\hat{\mu}_{1,p}(\chi)|}{N(p)}.$$  

The measure $\mu_{1,p}$ corresponds via the isomorphism $\mathcal{O}_K/\mathfrak{p} \cong \mathbf{F}_{p^{d'}}$ to the measure $\nu^{\ast M} \times \ldots \times \nu^{\ast M}$, where $\nu$ is a measure on $\mathbf{F}_p$ given by $\nu = \frac{1}{2}(\delta_1 + \delta_{-1})$. Consequently, by the claim and the previous inequality, we get

$$\frac{\sum_{\chi \in \hat{\mathcal{O}}/\mathfrak{p}} |\hat{\mu}_p(\chi)|}{N(p)} \leq \left( \frac{1}{p} \sum_{\chi \in \hat{\mathbf{F}}_p} |\hat{\nu}(\chi)|^M \right)^{d'}. \quad (6.2)$$

We shall estimate the expression $\frac{1}{p} \sum_{\chi \in \hat{\mathbf{F}}_p} |\hat{\nu}(\chi)|^M$. The characters of $\mathbf{F}_p$ are of the form $\chi_a(t) = \exp(2\pi i a t/p)$ for $a = 0, 1, \ldots, p - 1$, so

$$\frac{1}{p} \sum_{\chi \in \hat{\mathbf{F}}_p} |\hat{\nu}(\chi)|^M = \frac{1}{p} \sum_{a=0}^{p-1} |\hat{\nu}(\chi_a)|^M = \frac{1}{p} \sum_{a=0}^{p-1} \left( \frac{\exp(2\pi i a/p) + \exp(-2\pi i a/p)}{2} \right)^M$$

$$= \frac{1}{p} \sum_{a=0}^{p-1} \left| \cos(2\pi a/p) \right|^M \leq \frac{2}{p} + \int_0^1 |\cos(2\pi t)|^M dt$$

$$= \frac{2}{p} + \frac{2\Gamma(M+1)}{\sqrt{\pi} M \Gamma(\frac{M}{2})} \leq C'_1 \left( \frac{1}{p} + M^{-1/2} \right)$$

for some constant $C'_1$, since $\Gamma(M+1)/\sqrt{\pi} M \Gamma(M/2)$ is bounded as $M \to \infty$. Now using inequality (6.2) and the inequality between power means, we obtain

$$\frac{\sum_{\chi \in \hat{\mathcal{O}}/\mathfrak{p}} |\hat{\mu}_p(\chi)|}{N(p)} \leq C_1 \left( \frac{1}{p^{d'}} + M^{-d'/2} \right) \leq C_1 \left( \frac{1}{N(p)} + M^{-1/2} \right),$$

where $C_1 = 2^{d'-1}C'_1$. \qed
Applying again the inequality between the means, we immediately obtain the following corollary.

**Corollary 6.7.** We have

\[ \left( \sum_{\chi \in S_K} \frac{|\mu_p(\chi)|}{N(p)} \right)^d \leq C_2 \left( \frac{1}{N(p)^d + M^{-d/2}} \right), \]

where \( C_2 = 2^{d-1}C_1^d \) is a constant depending only on \( d \).

The last ingredient that we need is the following tail estimate.

**Lemma 6.8.** We have

\[ \lim_{M \to \infty} \mu \{ a \in O_K \| a \| > M^{1/2}(\log M)^{1/2d} \} = 0. \]

**Proof.** Let \( E_i \) for \( i = 1, \ldots, d \) denote the set

\[ E_i = \{ a \in O_K \mid a = a_1 \omega_1 + \ldots + a_d \omega_d, |a_i| > M^{1/2}(\log M)^{1/2d} \}. \]

Since \( \{ a \in O_K \mid \| a \| > M^{1/2}(\log M)^{1/2d} \} = E_1 \cup \ldots \cup E_d \), we just need to show that \( \lim_{M \to \infty} \mu(E_i) = 0 \) for every \( i \). To do this, observe that the measure of \( E_i \) depends only on the projection of \( \mu \) onto the \( i \)-th coordinate which is equal to \( \nu_i^*M \). Hence,

\[ \mu(E_i) = \nu_i^*M(\{ z \in Z \mid |z| > M^{1/2}(\log M)^{1/2d} \}), \]

where \( \mu = \frac{1}{2}(\delta_1 + \delta_{-1}) \). By the Central Limit Theorem, \( \nu_i^*M \) scaled down by a factor of \( M^{1/2} \) converges to the normal distribution \( N(0,1) \). Consequently, \( \mu(E_i) \) must converge to zero as \( (\log M)^{1/2d} \) tends to infinity. \( \square \)

Now we are ready to prove that our construction results in an \( n \)-universal set provided that \( L \) and \( M \) are big enough.

**Theorem 6.9.** Let \( S \) be a random subset of \( O_K \) defined as before and let \( P = P_{L,M} \) denote the probability that \( S \) is not \( n \)-universal. Then \( \lim_{L \to \infty} \lim_{M \to \infty} P_{L,M} = 0. \)

**Proof.** Fix \( \varepsilon > 0 \). We need to show that for \( L \) big enough and \( M \) tending to infinity \( P_{L,M} \) is eventually smaller that \( \varepsilon \). The sum \( \sum_{p \in \text{Spec } O_K} 1/N(p)^d \) is well known to be convergent for \( d \geq 2 \). Fix \( L \) large enough so that

\[ \sum_{N(p) > L} \frac{1}{N(p)^d} \leq \frac{\varepsilon}{2C_0C_2}, \]

where \( C_0 \) is the constant from Proposition 6.5 and \( C_2 \) is the constant from Corollary 6.7.

Let

\[ D_M = \{ a \in O_K \mid \| a \| > M^{1/2}(\log M)^{1/2d} \}. \]

By Proposition 6.5 there exists a constant \( c = c(L) > 1 \) such that for large \( M \) we have

\[ P \leq C_0 \left( \sum_{L < N(p) < cM^{d/2}(\log M)^{1/2}} \left( \frac{\sum_{\chi \in S_K} |\mu_p(\chi)|}{N(p)} \right)^d + (n + d)\mu(D_M) \right). \]

Using Corollary 6.7 we get

\[ P \leq C_0C_2 \left( \sum_{L < N(p) < cM^{d/2}(\log M)^{1/2}} \left( \frac{1}{N(p)^d + M^{-d/2}} \right) + (n + d)\mu(D_M) \right). \]

Let us focus on the sum on the right hand side. We have

\[ \sum_{L < N(p) < cM^{d/2}(\log M)^{1/2}} \left( \frac{1}{N(p)^d} + M^{-d/2} \right) \leq \sum_{N(p) > L} \frac{1}{N(p)^d} + \pi_0K(cM^{d/2}(\log M)^{1/2})M^{-d/2}, \]
where $\pi_{O_K}(x) = |\{p \in \text{Spec } O_K \mid N(p) \leq x\}|$. Just like in the ordinary prime counting function, $\pi_{O_K}(x)$ is asymptotically equal to $x/\log x$ (by Landau Prime Ideal Theorem, [MV, p. 267]). Hence, for $M$ large enough we have

$$\pi_{O_K}(cM^{d/2}(\log M)^{1/2})M^{-d/2} \leq 2\frac{2cM^{d/2}(\log M)^{1/2}}{d\log M}M^{-d/2} = \frac{4c}{d(\log M)^{1/2}}.$$  

The sum $\sum_{N(p)>L} 1/N(p)^{d}$ is less than $\varepsilon/2C_0C_2$, so we get

$$P \leq \frac{\varepsilon}{2} + \frac{4cC_0C_2}{d(\log M)^{1/2}} + (n+d)\mu(D_M).$$

The constants $c$, $C_0$ and $C_2$ are independent of $M$ and by Lemma 6.8 the last summand tends to 0 as $M$ tends to infinity. Thus, for $M$ large enough we have $P = P_{L, M} < \varepsilon$. □

Let us rephrase what we have just shown. In the ring of integers $O_K$ of the field $K$ we choose $n+d$ elements $\{a_1, \ldots, a_{n+d}\}$ such that the first $n+1$ are almost uniformly distributed modulo all prime powers $p^k$ with $N(p) \leq L$. Next, we pick a symmetric measure $\nu = \nu_1 + \cdots + \nu_d$ on $O_K$ which is supported on a set generating $O_K$. If we consider a random walk $X_i$ on $O_K$ defined by $X_i^{(0)} = a_i$ and $P[X_i^{(n+1)} = x \mid X_i^{(n)} = y] = \nu((x-y)/L)$, then the distribution of $X_i^{(M)}$ is nothing else than the distribution of $\xi_i$ for the same $\xi_i$ as in the proof. Therefore we have shown that $S = S_M = \{X_1^{(M)}, \ldots, X_{n+d}^{(M)}\}$ is $n$-universal with high probability as $M \to \infty$, provided that $L$ is chosen big enough.
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