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Abstract

Generating realistic images of complex visual scenes becomes very challenging when one wishes to control the structure of the generated images. Previous approaches showed that scenes with few entities can be controlled using scene graphs, but this approach struggles as the complexity of the graph (number of objects and edges) increases. Moreover, current approaches fail to generalize conditioned on the number of objects or when given different input graphs which are semantic equivalent. In this work, we propose a novel approach to mitigate these issues. We present a novel model which can inherently learn canonical graph representations, thus ensuring that semantically similar scene graphs will result in similar predictions. In addition, the proposed model can better capture object representation independently of the number of objects in the graph. We show improved performance of the model on three different benchmarks: Visual Genome, COCO and CLEVR.

1. Introduction

Generating realistic images is a key task in current computer vision research. Recently, a series of methods were presented for creating realistic-looking, high-resolution images of objects and faces (e.g. \cite{18, 33} and many others).

In these generative models, a key challenge remains: how can one control the content of the generated image at multiple levels, to generate images that have specific desired composition and attributes. Controlling the spatial layout can be particularly challenging when generating rich visual scenes that include several people interacting with objects.

One natural way of describing image composition is via the structure of a Scene Graph (SG), which contains a set of objects as nodes and their attributes and relations as edges. Indeed, several studies addressed generating images from SGs \cite{15, 1}. Unfortunately, the quality of images generated from SGs still lags far behind that of generating single objects or faces.

Our approach

Figure 1: Generation of packed scenes. Our method achieves better performance on packed scenes than previous methods. Left: A partial input scene graph. Middle: Generation using \cite{15}. Right: Generation using our proposed method.

Here, we show that current models fail to capture certain logical invariances in SGs, and that this failure hinders learning effective generation models. We further show that taking into account these SG invariances improves the quality of generated layouts and downstream generated images.

A key step in SG to image generation is the so-called SG-to-layout step. In this step, the SG (which does not contain bounding box coordinates) is used to generate a scene layout that contains the bounding box coordinates for all the objects in the SG. The transformation relies on geometric properties specified in the SG such as “(A, right of, B)” and “(C, inside, D)”.

Since SGs are typically generated by humans, they usually do not contain all correct relations in the data. For example, in an SG with relation “(A, right of, B)” it is always true that “(B, left of, A)”. However, typically only one of these relations will appear. On the other hand, we would like an SG where both relations appear to result in the same layout and image. As we show here, this desired property is in fact often violated by existing models, resulting in low-quality generated images (see Fig. 1). In particular, this means that such models break down for larger SGs.

Here we present an approach to overcome the above difficulty. We first formalize the problem as being invariant to certain logical equivalences (i.e., all equivalent SGs should generate the same image). Next, we propose to replace any SG with a canonical form such that all logically equivalent graphs would be represented by the same canonical SG, and this canonical SG would be the one used in the layout generation step. This approach would, by definition, result in
the same output for all graphs in the same equivalence class. Here we offer a practical approach to learning such a canonicalization process, that does not use any prior knowledge about the relations (e.g., it does not know that “right of” is a transitive relation). We show how to integrate the resulting canonical SGs within a Scene-graph-to-image generation model, and how to learn it from data.

Our contributions are as follows:

- We show that current SG-to-layout models are not invariant to certain logical equivalences corresponding to semantically identical graphs. This in turn results in degraded quality of generated images.
- We propose a model that employs a canonical representation of SGs, and thus has stronger invariance properties than existing methods. Furthermore, the model learns which relations satisfy which properties, rather than receive this information explicitly.
- We show that the number of layers used by our model is roughly independent of the number of objects in the image, whereas previous approaches empirically require depth that grows with the number of objects.
- Empirically, our approach improves layout generation on COCO and VG when compared to state of the art baselines. Furthermore, the resulting generated images also have improved generation scores.

2. Related Work

Early image generation approaches used autoregressive networks [32, 47] to model the pixel conditional distribution. Recently, generative adversarial networks (GAN) [9] and variational autoencoders (VAE) [21] became the models of choice for this task. Specifically for GANs, a series of works [4, 36, 40, 60, 33, 18] were proposed for generating sharper and more realistic images.

*Conditional image generation* controls the content in a generated by conditioning on certain inputs to the generator content. As a few examples, conditioning inputs may include class labels [6, 31, 28], source images [14, 45, 13, 25, 62, 63], model interventions [2], and text [12, 37, 57, 42, 54, 34]. Generating images from text has been a particularly active field. Early approaches [38, 37, 51] directly encoded a full sentence into a vector that was provided as a conditioning input to the generator. Recent models [12, 61] incorporate an intermediate structured representation, like a layout or a skeleton, to control the coarse structure of the generated image. A two-stage pipeline that generates such layout as an intermediate step has been shown effective.

Several studies focused on generating images directly from structured representations, such as semantic segmentation masks [5], layout [58], and SGs [15]. Layout and SGs are more compact structured representations as compared to whole scene segmentation masks. While layout [58] provides the spatial information of objects in the scene, SGs [15] provide richer and sometimes more abstract information about object attributes and relations. Other advantages of SGs is that they are closely related to the semantics of the image as perceived by humans, and therefore editing a SG correspond to clear changes in semantics, allowing potentially powerful generation interfaces. SGs have also been used in image retrieval [17, 41], relationship modeling [35, 22], image captioning [50] and even action recognition [10]. Several works have addressed the problem of generating SGs from text [41, 46], standalone objects [49] and images [11].

As we note above, current SG to image models [15, 7, 29, 1] show degraded performance on SGs with many objects. To mitigate this, the authors in [1] have utilized stronger supervision in the form of a coarse grid, where attributes of location and size are specified for each object. The focus of this paper is to alleviate this difficulty by directly modeling some of the invariances in the SG representation.

Finally, the topic of invariance in deep architectures has also attracted considerable interest, but mostly in the context of certain permutation invariances [11, 35, 27]. Our approach focuses on a more complex notions of invariance, and addresses them via canonicalization.

3. Scene Graph Canonicalization

A scene graph is a formalism for describing a set of objects along with their relations and attributes. As mentioned above, the same image can be represented by multiple logically-equivalent SGs. Below, we define graph-equivalence more formally and propose an approach to canonicalize graphs to enforce invariance to these equivalences.

Formally, let $C$ to be the set of objects categories and $R$ to be the set of possible relations. Objects in SGs also contain attributes but we drop these for notational simplicity. A SG over $n$ objects is a tuple $(O, E)$ where $O \in \mathcal{C}^n$ describing the object categories and $E$ is a set of labeled directed edges (triplets) of the form $(i, r, j)$ where $i, j \in \{1, \ldots, n\}$ and $r \in \mathcal{R}$. Thus an edge $(i, r, j)$ implies that the $i^{th}$ object (that has category $o_i$) should have relation $r$ with the $j^{th}$ object. Alternatively the set $E$ can be viewed as a set of $|\mathcal{R}|$ directed graphs where for each $r$ the graph $E_r$ contains only the edges for relation $r$.

Our key observation is that relations in a scene graph are often dependent, because they reflect the semantics of the underlying physical world. This dependence means that for a given relation $r$, the presence of certain edges in $E_r$ implies that other edges have to hold as well. For example, assume $r$ is a transitive relation like “left of” or “below”. Then if $i, j \in E_r$ and $j, k \in E_r$ then $i$ and $k$ should also
The most natural one is the “relation-closure” which is the graph approach to solve this is to replace sensitive to whether it has certain edges or not. A natural this invariance property because they operate on architectures addressing SG-to-layout generation, do not have graphs to result in the same generated image. Currently, ar-

There are several ways of defining such that \( \forall i, j \in E_r \) implies the relation \( j, i \) also holds. Finally, there are also dependencies between different relations. For example, if \( r, r' \) are converse relations (e.g., \( r \) is “left of” and \( r' \) “right of”) then \( i, j \in E_r \) implies \( j, i \in E_{r'} \).

Formally, all the above dependencies correspond to first order logic formulas. For example, the fact that a relation \( r \) is symmetric corresponds to the formula \( \forall i, j : r(i, j) \implies r(j, i) \). Let \( \mathcal{F} \) denote a set of such formulas.

The fact that certain relations are implied by a graph does not mean that they are contained in its set of relations. For example, \( E \) may contain \((1, \text{left of}, 2)\) but not \((2, \text{right of}, 1)\). This is because empirical graphs \( E \) are created by human annotators, and they typically skip redundant edges that can be inferred from other edges. Importantly, we wish that a SG that contains only the relation \((2, \text{left of}, 1)\) or both these relations to result in the same image as a graph that contains either of the relation and also both of them. In other words, we would like all logically equivalent graphs to result in the same image. We next provide some more notation for formalizing this.

Given a scene graph \( E \) (we leave out \( O \) in what follows) denote by \( Q(E) \) the set of graphs that are logically equivalent to \( E \).\(^1\) As mentioned above, we would like all these graphs to result in the same generated image. Currently, architectures addressing SG-to-layout generation, do not have this invariance property because they operate on \( E \) and thus sensitive to whether it has certain edges or not. A natural approach to solve this is to replace \( E \) with a canonical form \( C(E) \) such that \( \forall E' \in Q(E) \) we have \( C(E') = C(E) \).

There are several ways of defining \( C(E) \). Perhaps the most natural one is the “relation-closure” which is the graph containing all relations implied by those in \( E \).

\(^1\)Equivalence of course depends on what relations are considered, but we do not specify this directly to avoid notational clutter.

**Definition 3.1.** Given a set of logical formulas \( \mathcal{F} \) describing a set of relations, the relation-closure of \( C(E) \) is the set of all relations that are true in any SG that contains relations \( E \) and satisfies \( \mathcal{F} \).

We note that the above definition coincides with the standard definition for closure of relations. Our definition merely emphasizes the fact that \( C(E) \) are relations that are necessarily true given those in \( E \). Additionally we allow for multiple relations, whereas closure is typically defined with respect to a single property (e.g., transitivity or symmetry).

Next we describe how to calculate \( C(E) \) when \( \mathcal{F} \) is known, and then explain how to learn \( \mathcal{F} \) from data.

### 3.1. Calculating Relation Closures

For a general set of formulas, calculating the closure is hard as it is an instance of inference in first order logic. However, here we restrict ourselves to a certain subset of formulas for which this calculation is efficient. In what follows we restrict our attention to the following two formulas:

- Transitivity: We assume a set of relations \( \mathcal{R}_{trans} \subset \mathcal{R} \) where all \( r \in \mathcal{R}_{trans} \) have a corresponding formula \( \forall x, y, z : r(x, y) \land r(y, z) \implies r(x, z) \).
- Converse Relations: We assume a set of relations pairs \( \mathcal{R}_{conv} \subset \mathcal{R} \times \mathcal{R} \) where all \( (r, r') \in \mathcal{R}_{conv} \) have a corresponding formula \( \forall x, y : r(x, y) \implies r'(y, x) \).

We note that we could have added an option for symmetric relations, but since these are not exhibited in the dataset we use, we do not include those.

Under the above set of formulas, the relation closure \( C(E) \) can be computed via the following procedure:

**Initialization:** Set \( C(E) = E \).

**Converse Relations:** For all \( (r, r') \in \mathcal{R}_{conv} \), if \( (i, r, j) \in E \), add \((j, r', i)\) to \( C(E) \). Call this the Converse Closure.

**Transitivity:** If \( (i, r, j) \in C(E) \) and \( (j, r, k) \in C(E) \), then \((i, r, k) \in C(E) \).

**Examples:**

- Given an input scene graph \( E \), the graph is first canonicalized using the SRC module (b). Dashed edges correspond to completed relations that are assigned weights \( w_e \). Next, a GCN is applied to the resulting weighted graph (c), and its output representations are used to generated the predicted layout (d).

Figure 2: Proposed Scene Graph to Layout architecture. Given an input scene graph (a), the graph is first canonicalized using the SRC module (b). Dashed edges correspond to completed relations that are assigned weights \( w_e \). Next, a GCN is applied to the resulting weighted graph (c), and its output representations are used to generated the predicted layout (d).
Transitivity: For each $r \in R_{\text{trans}}$ calculate the transitive closure of $C_r(E)$ (namely the $r$ relations in $C(E)$) and add it to $C(E)$. The transitive closure can be calculated using the Floyd-Warshall algorithm [8].

Lemma 3.2. The procedure outputs the closure $C(E)$.

Proof. See Section C in the Supplementary file.

3.2. Soft Relation Closures for SG-to-Layout

Thus far we assumed that the sets $R_{\text{trans}}, R_{\text{conv}}$ were given. Generally, we don’t expect this to be the case. We next explain how to construct a model that doesn’t have access to these and how to use it for the SG-to-layout task. A high level description of the architecture which employs the completion process is shown in Figure 2.

The Soft Relations Closure Module. Since we do not know which relations are transitive or converses, we use learned parameters towards this end. Specifically, for each $r \in R$ we learn the probability that they are transitive $w_r^{\text{trans}} \in [0, 1]$$^{|R|}$ and for each pair of relations $r, r' \in R \times R$ we learn the probability they are the converse of each other $w_{r, r'}^{\text{conv}} \in [0, 1]$$^{|R|}$$^{|R|}$. Thus, we also allow for relations to be “softly transitive”. In practice this means that if relation $r$ has $w_r^{\text{trans}} = 0.7$ then all the completed edges for this relation will have a weight of 0.7 whereas the edges in the original graph will have a weight of 1.

Given a scene graph $E$, we perform Soft Relation Closure (SRC), as described in Algorithm 1. The input to SRC is a scene graph $E$, and the output is a weighted scene graph $E'$, where each edge $(i, r, j)$ now also has an assigned weight $w \in [0, 1]$. The function $\text{AssignWeight}(E', w)$ simply assigns the weight $w$ to all edges in the graph $E'$. The closure functions are defined in 3.1.

The SRC procedure is essentially the same as the procedure in 3.1, only with weights assigned to the added relations, rather than adding them with a weight of 1.

Algorithm 1 Soft Relations Closure

1: procedure SRC($E$)
2: $E' \leftarrow \phi$ \hspace{1cm} \triangleright Initialization
3: $E_{\text{subsets}} \leftarrow \{E_r | r \in R\}$
4: for $r \in R$ do
5: $\text{AssignWeight}(E_r, 1)$
6: $E' \leftarrow E' \cup E_r$
7: $R_{\text{pairs}} \leftarrow \{(r, r') | r, r' \in R \land r < r'\}$
8: for $r_i, r_j \in R_{\text{pairs}}$ do \hspace{1cm} \triangleright Converse Completion
9: $E_{\text{new}} \leftarrow \text{ConverseClosure}(E_{r_i}, E_{r_j})$
10: $\text{AssignWeight}(E_{\text{new}}, w_{r_i, r_j}^{\text{conv}})$
11: $E' \leftarrow E' \cup E_{\text{new}}$
12: end for
13: end for
14: $E_{\text{trans}} \leftarrow \text{TransitiveClosure}(E_{r_i})$
15: $E_{\text{new}} \leftarrow E_{\text{trans}} - E_{r_i}$
16: $\text{AssignWeight}(E_{\text{new}}, w_{r_i}^{\text{trans}})$
17: $E' \leftarrow E' \cup E_{\text{new}}$
18: return $E'$$\}$

A Graph Convolution Network for Soft Relations. The layout of each object is influenced by the other objects in the image and their configuration. Thus, it is natural to use graph convolutional networks (GCN) to propagate information in the scene graph [15, 11, 1, 52, 53]. Since in our case edges are weighted, we propose a novel GCN architecture for this case, as described below.

Each category $c \in C$ is assigned a learned embedding $\phi_c \in \mathbb{R}^D$ and each relation $r \in R$ is assigned a learned embedding $\psi_r \in \mathbb{R}^D$. Given a scene graph with $n$ objects, the GCN iteratively calculates a representation for each object and each relation in the graph. Let $v^k_i \in \mathbb{R}^d$ be the representation of the $i$th object in the $k$th layer of the GCN. Similarly, for each edge $e = (i, r, j)$ in the graph let $u^k_e \in \mathbb{R}^d$ be the representation of the relation in this edge. These representations are calculated as follows. Initially we set: $v^0_i = \phi_{o(i)}$, $u^0_e = \psi_{r(e)}$, where $r(e)$ is the relation for edge $e$. Next, we use three functions $F_s, F_r, F_o$, each from $\mathbb{R}^D \times \mathbb{R}^D \times \mathbb{R}^D$ to $\mathbb{R}^D$. These can be thought of as processing three vectors on an edge (the subject, relation and object representations) and returning three new representations. Given these functions, the updated object representation is:

$$v^{t+1}_i = \sum_{e = (i, r, j)} \hat{w}_e F_s(v^t_i, u^t_e, v^t_j) + \sum_{e = (j, r, i)} \hat{w}_e F_o(v^t_j, u^t_e, v^t_i)$$

(1)

where $\hat{w}$ is a normalized version of $w$. Namely:

$$\hat{w}_e = \frac{w_e}{\sum_{e = (i, r, j)} \hat{w}_e + \sum_{e = (j, r, i)} \hat{w}_e}$$

(2)

And for the edge we set: $u^{t+1}_e = F_r(v^{t+1}_i, u^{t+1}_e, v^{t+1}_j)$.

From GCN-to-layout. The last step transforms the GCN representations above to a SG as follows. let $L$ denote the number of updates in the GCN. The bounding box are the four outputs of an MLP applied to $v^t_i$.

3.3. From Layout to Image

In 3.2 we described our model for generating a layout from a SG using the notion of soft relation closure. If our goal is to generate an image from the layout, an additional
layout-to-image model is required. Indeed, several works have proposed models for this step [43, 59]. However, none of these approaches support generating with attributes such as color, shape, material, etc., which exist in the CLEVR dataset for example. Thus we also propose a novel generator, AttSPADE, that supports attributes. The idea is that mask-based models essentially work with a single attribute (the mask) and this can be extended to a vector of attributes rather naturally. Due to space limits we provide more details in Section A in the Supplementary. Figure 3 shows an example of the model trained on CLEVR and applied to several SGs.

4. Experiments

To evaluate our proposed SRC model, we measure performance on two tasks. First, we evaluate on SG-to-layout task, the task that the SRC model is designed for (see 3.2). Then, we further use these layouts to generate images (layout-to-image) and demonstrate that improved layouts also yield improved generated images.

4.1. Datasets

We evaluate SRC on three benchmark datasets: COCO-stuff dataset [3], Visual Genome (VG) [23] and CLEVR [16]. We also created a synthetic dataset to quantify the performance of SRC in a controlled settings where we can control the number of objects. Details about the datasets are provided below.

**Synthetic dataset.** To test the contribution of learned transitivity to scene-graph-to-layout model, we generate a synthetic dataset. In this data, every object is a square with one of two possible sizes, \textit{small} or \textit{large}. The set of relations includes

- \textit{Above} - The center of the subject is above the object. This relation is transitive.
- \textit{OppositeHorizontally} - The subject and the object are on opposite sides of the image with respect to the middle vertical line. This relation is not transitive.
- \textit{XNear} - The subject and object are within distance equal to 10% of the image with respect to the \(x\) coordinate of each center. This relation is not transitive.

To generate training and evaluation data, we uniformly sample coordinates of object centers and object sizes and automatically compute relations among object pairs based on their spatial locations. See Supplementary file for further visual examples.

**COCO-Stuff 2017 [3].** This dataset contains pixel-level stuff annotations with 40K train and 5K validation images with bounding boxes and segmentation masks for 80 thing categories, and 91 stuff categories. We use two subsets:

- The standard split as in previous work, which contains \(\sim25\)K training, 1024 validation, and 2048 test images.
- Packed COCO, a subset of COCO containing all images with least 16 objects. Contains 4,341 train images, 238 validation, and 238 test images.

**Visual Genome (VG) [23].** Contains 108,077 images annotated with SGs. We use two different subsets:

- Standard split, as in previous work: 62K training images, 5506 validation and 5088 test images.
- Packed VG, a subset of VG containing all images with at least 16 objects. Contains 4,341 train images, 238 validation, and 238 test images.

**CLEVR [16].** A dataset synthetically generated based on scene-graphs with four spatial relations: \textit{left}, \textit{right}, \textit{front} and \textit{behind}. It has 70k training images and 15k for validation and test. Here, every object also has as a set of attributes: \textit{shape}, \textit{size}, \textit{material} and \textit{color}.
4.2. Implementation Details

In all SG to layout experiments, we use Adam [19] optimizer, setting $lr = 1e^{-4}$. For our SRC model, we add an additional Adam optimizer specifically applied to $\omega^{\text{cons}}$ and $\omega^{\text{trans}}$, setting $lr = 0.1$ to encourage faster convergence of these weights. See Section B in the Supplementary for more details.

4.3. Scene-Graph-to-layout Generation

We evaluate the scene-graph-to-layout module based on $\text{AvgIOU}$, $R@0.3$ and $R@0.5$ where $\text{AvgIOU}$ is the average soft IOU value and $R@0.3$, $R@0.5$ are the average recall over predictions with IOU larger than 0.3 and 0.5.

Testing the Effect of Number of Objects. We begin by exploring scene-graph-to-layout models and the effect of our model. In this setting, we train models with \{2, 4\} GCN layers on the synthetic dataset on each up to 32 objects. Additionally, to evaluate generalization to a different number of objects at test time, we train models with fixed 8 GCN layers on \{16\} objects and test on up to 128 objects. For all experiments we evaluate the following models:

- a) A “Learned Transitivity” model that uses SRC to learn the weights of each relation.
- b) A “Known Transitivity” model that assumes knowledge of the transitive relations in the data, and performs hard completion for those (as in 3.1).
- c) A baseline model that does not use any relation completion, but otherwise has the same architecture (i.e., the architecture of [15]).

Comparison between “Learned Transitivity” and “Known Transitivity” is meant to evaluate how well SRC can learn which relations are transitive. c) A baseline model that does not use any relation completion, but otherwise has the same architecture (i.e., the architecture of [15]).

Results are shown in Figure 4a-b. First, it can be seen that the baseline (no relation closure) performs significantly worse than the transitivity based models. Second, “Learned Transitivity” closely matches the “Known Transitivity” indicating that the model successfully learned which relations are transitive without supervision (we also confirmed this by looking at the $\omega$ weights). Third, the baseline model requires more layers to correctly capture scenes with more objects, whereas our models already perform well with two layers. This suggests that SRC indeed improves generalization ability by capturing invariances.

Figure 4c shows that our model also generalizes well when evaluated on a much larger set of objects than those it has seen at training time, whereas the accuracy of the baseline severely degrades for these out of sample scenes.

Layout Accuracy on Packed Scenes. Layout generation is particularly challenging in dense scenes. To quantify this we evaluate on the Packed COCO and Packed VG datasets. Since Sg2Im [15] and Grid2Im [1] contain the same graph model we compare SRC to Sg2Im [15] model, and modify it such that it includes 8 and 16 Graph Convolution layers. Lastly, we reproduce similar experiments on the standard COCO/VG splits which contain relatively few objects.

Evaluation on the Packed versions of COCO and VG is reported in Table 2. It can be seen that the SRC improves layout on all metrics. We also evaluate on the standard splits of COCO and VG, that have less objects and we therefore expect SRC to not improve there. Results are shown in Table 1, showing comparable performance to baselines.

Generalization on Semantically Equivalent Graphs. A key advantage of SRC is that it produces similar layouts for semantically equivalent graphs. This is not true for methods that do not apply canonicalization. To test the effectiveness of this property, we modify the test set such that every input SG is replaced with a different semantically equivalent variation. For example if the original test SG was (A, right of, B) we may change it to (B, left of, A). To achieve this, we randomly generate a semantically equivalent SG by randomly choosing to include or exclude edges which do not change the semantics of the input SG. We evaluate on the Packed COCO dataset. Further details are provided in Section E in the Supplementary material.

Results are shown in Table 3. It can be seen that SRC significantly outperforms baselines, demonstrating the advantage of using a canonical representation. The results also
highlight the fact that baseline models are very sensitive to semantic-equivalence changes.

### 4.4. Scene-graph-to-image Generation

To test the contribution of our proposed Scene-Graph-to-layout approach to the overall task of Scene-graph-to-image generation, we further test it in an end-to-end pipeline for generating images. For Packed COCO and Packed VG, we compare our proposed approach with Sg2Im [15] using a fixed pretrained LostGAN [43] as layout-to-image generator. For CLEVR, we use our own AttSPADE generator (3.3).

We evaluate performance using Inception score [40] and Human studies where Amazon Mechanical Turk raters are asked to rank the quality of two images: one generated using our layouts, and the other using SG2Im layouts.

Table 4 describes the quality of the generated images, using a fixed layout-to-image generator. Results on COCO and VG indicate that SRC improves the overall quality of generated images. On CLEVR, Table 5, we use our AttSPADE generator from Section 3.3 which can take into account attributes during image generation. SRC improves the IOU over Sg2Im thanks to the improved layout. Furthermore, when raters are asked to rank which image is better, they prefer images generated using SRC. In 93% of the cases, our generated images were ranked higher than SG2Im. Finally, Figure 5 and Figure 6 provide qualitative examples and comparisons of images generated based on CLEVR and COCO. More generation results on COCO and Visual Genome datasets can be seen in Section A.3 in Supplementary.

| Avg IOU | R@0.3 | R@0.5 |
|---------|-------|-------|
| COCO VG | COCO VG | COCO VG |
| 3-8 3-10 | 3-8 3-10 | 3-8 3-10 |
| **Sg2Im [15] 4** | - | 52.4 | 21.9 |
| **Sg2Im [15] 5** | 41.7 | 16.9 | 62.6 |
| **SRC (ours) 5** | **42.0** | **16.6** | **63.0** |
| **Table 1: Accuracy of predicted bounding boxes.** Models trained on images with 3 to 10 objects for VG and 3 to 8 for COCO. |

| Avg IOU | R@0.3 | R@0.5 |
|---------|-------|-------|
| COCO VG | COCO VG | COCO VG |
| 16+ 16+ | 16+ 16+ | 16+ 16+ |
| **Sg2Im [15] 5** | 35.8 | 25.4 | 56.0 |
| **Sg2Im [15] 8 GCN 5** | 37.2 | 25.8 | 58.6 |
| **Sg2Im [15] 16 GCN 5** | 37.7 | 27.1 | 60.3 |
| **SRC (ours) 8** | **39.2** | **28.8** | **62.9** |
| **Table 2: Accuracy of predicted bounding boxes on packed scenes.** Models were trained on images containing at least 16 objects. |

| Avg IOU | R@0.3 | R@0.5 |
|---------|-------|-------|
| **Sg2Im [15] 5 GCN 4** | 21.8 | 29.5 |
| **Sg2Im [15] 8 GCN 5** | 23.6 | 33.2 |
| **Sg2Im [15] 16 GCN 5** | 21.6 | 29.0 |
| **SRC (ours) 8** | **27.6** | **39.4** |
| **Table 3: Evaluation of Canonical representations on the COCO dataset.** Every input SG sample is randomly mapped into a semantically equivalent SG. |

---

*Results copied from manuscript.*

*Our implementation of [15]. This is the same as our model without the relation-closure module.*

*W/o location features*
Figure 6: Selected Scene-graph-to-image generation results on the Packed-COCO dataset. Here, we fix the layout-to-image model to LostGAN [44], while changing different scene graph-to-layout models. (a) GT image. (b) Generation from GT layout. (c) our SRC model with LostGAN [44]. (d) Sg2Im [15] model with LostGAN [44].

| SG2Layout | Layout2Im | Dataset | Inception |
|-----------|-----------|---------|-----------|
| Grid2Im [1] | Grid2Im [1] | COCO | 7.26 ± 1.1 |
| Sg2Im [15] | LostGAN [44] | COCO | 8.0 ± 0.6 |
| SRC (ours) | LostGAN [44] | COCO | 8.6 ± 0.9 |
| Sg2Im [15] | LostGAN [44] | VG | 10.0 ± 0.7 |
| SRC (ours) | LostGAN [44] | VG | 10.5 ± 1.1 |

Table 4: Results for Scene-graph-to-image on 128 × 128. We fix a layout-to-image architecture and test the effect of different SG-to-layout models, for the packed datasets versions (16+ objects).

| SG2Layout | Layout2Im | Dataset | IOU | Human |
|-----------|-----------|---------|-----|-------|
| Sg2Im [15] | AttSPADE | CLEVR | 0.05 | 7% |
| SRC (ours) | AttSPADE | CLEVR | 0.15 | 93% |

Table 5: Results for Scene-graph-to-image on CLEVR for 256 × 256, evaluated on test scenes with 16-32 objects per image.

5. Conclusion

We presented a method for mapping SG to images, that is invariant to a set of logical equivalences. Empirical results show that the method results in improved layouts and as a result also improved image quality. We observe empirically that introducing canonical representations allows one to handle packed scenes with fewer layers than the non canonical approach. Our results also suggest improved IOU accuracy even against stronger baselines (e.g., [15] with 16 layers). Intuitively, this is because the transitive closure calculation effectively propagates information across the graph, thus saves the need for propagation using neural architectures. The advantage is that this step is hard-coded and not learned, thus reducing the size of the model. Finally, our approach also results in models that generalize better to semantically equivalent inputs, due to canonization process.

Our results show the advantage of preprocessing a SG before layout generation. Here we studied this in the context of two types of relation properties. However, it can be extended to more complex ones. In this case, finding the closure will be computationally hard, and would amount to performing inference in a Markov Logic Network [39]. On the other hand, it is likely that modeling such complex invariances will result in further robustness of the learned models, and is thus an interesting direction for future work.
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Supplementary Material

Here we provide additional details regarding our submission, including implementation details and additional results.

A. Layout-to-image with AttSPADE

In Section 3.3, we discussed on how the AttSPADE model extends the paradigm of [33] by modeling multiple semantic attributes per pixel or box rather than a single class descriptor. A high level description of the architecture is included in Figure 7. Let $b \in \mathbb{L}^{A \times H \times W}$ be a bounding box where $A$ is a set of integers defined by different attributes per box, and $H$ and $W$ are the boxes height and width. Each box contains a different set of attributes. For example, for CLEVR [16] we have a set of attributes such as size, shape, material and color, while in Visual Genome [23] we use the natural set of attributes defined by the original proposed split set of [15]. Unlike [33, 1], our model can use masks or boxes as given input with an embedding layer of size 128 to get a unique representation per box or pixel to obtain the entire attributes information.

Lastly, our model uses two discriminators: one for the image (to achieve better quality of the entire image), and one for the boxes (in order to better capture each box).

A.1. The Loss Functions

The generator is trained with the same multi-scale discriminator and loss function used in pix2pixHD [48], except we replace the least squared loss term [26] with the hinge loss term [24, 30, 56]. Since our Layout-to-image model generates the image from a given layout of bounding boxes, we add a box term loss to guarantee that the generated objects in these boxes look real.

A.2. Baseline Models

We evaluate AttSPADE using two types of experiments. First, using the ground truth (GT) layout, meaning layout-to-image task, and second, inferred the layout in an end-to-end manner by the scene-graph-to-image task.

Table 6 compares between the following state-of-the-art models on 128 × 128 and 256 × 256 resolutions:

Grid2lm [1]. The model proposed by Ashual et al. contains the same graph model as [15], but it also uses the supervision of a grid in the generation process. The grid contains the approximate location of the objects in a coarse $5 \times 5$ grid, and thus practically very close to using a GT layout.

Since our goal here is to test the end-to-end method from scene-graph to image, we trained [1] (code was provided from the authors of [1]) without the “grid attributes” and refer to it as “Grid2lm No-Att”. Moreover, Grid2lm [1] did not have any results on Visual Genome dataset to compare with.

LostGAN [44]. The model proposed by Sun et al. is the most recent state-of-the-art model on the task of generation from layout. Therefore, it is natural to compare to it on both layout-to-image and scene-graph-to-image with our generated layout using the SRC graph model.

All models were tested for a fair comparison with the same external code evaluation metrics and will be provided upon acceptance including our models and code implementation.

A.3. Results

The results in Table 6 suggest that the AttSPADE model improves over previous approaches [1, 44] when inferring an image from a GT layout. Also, our end-to-end model, which includes SRC + AttSPADE models, is better on a generation from scene-graph task on both COCO and Visual Genome datasets. The qualitative results on COCO for generation from a GT layout can be seen in Figure 9, while Figure 10 shows a direct comparison between different baselines: AttSPADE with GT layout and SRC + AttSPADE model without GT layout. Additional qualitative results on Visual Genome can be seen in Figure 11 and Figure 12.

B. Implementation Details

B.1. SG to Layout

We apply a GCN with 5 layers and an embedding layer of 128 units for each object and relation. For every Graph Convolution hidden layer, we use 512 units.

B.2. AttSPADE

We apply Spectral Norm [30] to all the layers in both generator and discriminator. We use the ADAM solver [20] with $\beta_1 = 0.5$ and $\beta_2 = 0.999$, and a learning rate of 0.0001 for both the generator and the discriminator. All the experiments are conducted on NVIDIA V100 GPUs. We use pytorch synchronized BatchNorm with the following batch sizes: 32 for $128 \times 128$ and $64 \times 64$ resolutions and 16 for $256 \times 256$ (statistics are collected from all the GPUs).
Proof that $\hat{C}(E) \subseteq C(E)$. Let there be $e \in \hat{C}(E)$ s.t $e = (i, r, j)$. We split into cases by $e$ construction:

- **Original graph edge.** If $e \in E$ then by $C$ definition $e \in C(E)$.

- **Converse constructed edge.** Therefore there exists $r' \in \mathcal{R}$ such that $(r, r') \in \mathcal{R}_{\text{conv}}$ and $(j, r', i) \in E$. Then $(j, r', i) \in C(E)$ and therefore $(i, r, j) = e \in C(E)$ by definition.

- **Transitive constructed edge.** Since $e$ was constructed in the Transitivity step, it must hold that $r \in \mathcal{R}_{\text{trans}}$ and $e$ was contained in the transitive closure of $r$. Therefore, after the ConverseRelations step, there existed a directed path $p = (o_{v_1}, ..., o_{v_k})$ with respect to $r$ where $v_1 = i$ and $v_k = j$. To prove $e \in C(E)$, it is enough to show that for every edge in $p$ it is also in $C(E)$. From here, since $C$ respects transitivity, this will follow. Namely, let there be $e' = (i', r', j') \in \{(o_{m}, o_{m+1}) | m \in \{1, ..., k\}\}$. If $e' \in E$, then $e' \in C(E)$ and we are done. Otherwise, by the ConverseRelations construction step, there exists $r'$ such that $(r, r') \in \mathcal{R}_{\text{conv}}$ and $(i', r', j') \in E$. Therefore, it follows that $(j', r', i') \in C(E)$ and $e' \in C(E)$ and we are done.

Proof that $C(E) \subseteq \hat{C}(E)$: For every $e = (i, r, j) \in C(E)$ we need to show that $e \in \hat{C}(E)$. Since $e \in C(E)$, $e$ is a relation implied by $E$. If $e \in E$, since $\hat{C}$ does not drop edges, it holds that $e \in \hat{C}(E)$ and we’re done. Otherwise, we assume by contradiction that $e \notin \hat{C}(E)$. Let $p = (o_{v_1}, ..., o_{v_k})$ be a directed path from $o_i$ to $o_j$ in $C(E)$. Then, there exists $e' = (i', r', j') \in \{(o_{m}, o_{m+1}) | m \in \{1, ..., k\}\}$ where $e' \notin \hat{C}(E)$. Otherwise, if there is no such $e'$, we get that there is a directed path between $o_i$ to $o_j$ and by Transitivity step construction $e \in \hat{C}(E)$. Therefore, there must be $e_{\text{conv}} \in E$. 

![Figure 7: Generating images with AttSPADE. Given a layout of boxes or masks, our model generates an image using attributes layout into a series of residual blocks with upsampling layers.](image-url)
Figure 8: Example of synthetic dataset samples. In these samples, the scene graph relations are overlaid on top of the layout. Every edge is described with a corresponding relation type and every square object is annotated with an object type: "S" for small and "L" for large.

such that $e_{\text{conv}} = (j, r', i)$ and $(r, r') \in R_{\text{conv}}$. However, from the ConverseRelations step construction, if there exists such edge we get that $e \in \hat{C}(E)$, in contrary to the assumption that $e \notin C(E)$.

\section*{D. Synthetic Dataset}

Section 4.1 of the main paper describes a synthetic dataset that is used to explore properties of our algorithm. Figure 8 shows examples of samples in the synthetic dataset. The synthetic dataset was used only in the scene graph to layout model validation.

\section*{E. Generalization on Semantically Equivalent Graphs}

Results in Table 3 of the main paper demonstrate that the learned SRC model is more robust to changes in the scene graph input. In this experiment, we randomly transform each test sample scene graph into a semantically equivalent one and test models on the resulting sample. To generate such samples from a given scene graph, we start by calculating all the possible location-based relations for any pair of objects. Then, for each pair of objects we use prior knowledge to identify pairs of converse relations, and drop one of the edges in such pair with probability $p = 0.5$. After this step, we compute the transitive closure with respect to each relation and randomly drop ($p = 0.5$) each edge that does not change the semantics of the scene graph.
Figure 9: Selected GT layout-to-image generation results on COCO-Stuff dataset on $128 \times 128$ resolution. Here, the GT layout also includes masks. (a) GT image. (b) Generation with AttSPADE model. (c) Generation with LostGAN [44] model. (d) Generation with Grid2Im [1].
Figure 10: Selected generation results on the COCO-Stuff dataset at 256 × 256 resolution. Here the GT layout also includes masks. (a) GT image. (b) Generation with AttSPADE model using the GT layout. (c) Generation with SRC + AttSPADE model from the scene graph (GT layout not used). (d) Generation with Grid2Im [1] No-att using the GT layout. (e) Generation with Grid2Im No-att [1] from the scene graph (GT layout not used).
Figure 11: Selected scene-graph-to-image results on Visual Genome dataset on $128 \times 128$ resolution. Here, the GT layout includes only boxes. (a) GT image. (b) Generation with the AttSPADE model using the GT Layout. (c) Generation using LostGAN [44] using the GT layout. (d) Generation with the SRC + AttSPADE model using the scene graph (GT layout not used). (e) Generation with the SRC + LostGAN [44] using the scene graph (GT layout not used).
Figure 12: Selected scene-graph-to-image results on the Visual Genome dataset at 256 × 256 resolution. Here, the GT layout includes only boxes. (a) GT image. (b) Generation with the AttSPADE model using GT Layout. (c) Generation with the SRC + AttSPADE model using the scene graph (GT layout not used).
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