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Abstract

We present an approach for scene-level 3D reconstruction, including occluded regions, from an unseen RGB image. Our approach is trained on real 3D scans and images. This problem has proved difficult for multiple reasons: Real scans are not watertight, precluding many methods; distances in scenes require reasoning across objects (making it even harder); and, as we show, uncertainty about surface locations motivates networks to produce outputs that lack basic distance function properties. We propose a new distance-like function that can be computed on unstructured scans and has good behavior under uncertainty about surface location. Computing this function over rays reduces the complexity further. We train a deep network to predict this function and show it outperforms other methods on Matterport3D, 3D Front, and ScanNet.

1. Introduction

Consider the top-left of Figure 1. What happens if you step to the right and look behind the chair? To you, this single image represents a rich 3D world in which the cabinet continues behind the chairs. This work aims to learn a mapping from a single image to a 3D reconstruction of a scene, including visible and occluded surfaces, while learning from real, unstructured scans like Matterport3D [5] or ScanNet [10]. These non-watertight scans are currently one of the richest sources of real-world 3D ground truth, and as more devices integrate LIDAR scanners, their importance will only grow.

Learning from these scans poses challenges to current computer vision methods. Representations based on voxels [9, 18] scale poorly with size, and meshes [54] struggle with widely varying topology. Implicit functions [35, 40] have shown promise at overcoming the size and topology issues of meshes and voxels. However, most work has focused on watertight meshes [7, 35, 38, 40, 45] where there is a well-defined inside and outside. Watertightness

![Figure 1. Our approach generates 3D from a single unseen image (left) while training on real 3D scans. We show the two rendered novel views of our method’s output (middle, right). Visible surfaces are colored by the image and occluded ones are colored with surface normals: pink is upwards and lavender faces the camera. We can observe the occluded cabinet and floors behind the couch.](https://nileshkulkarni.github.io/scene_drdf)
is watertight, and depends only on points on a ray through a pixel. The DRDF’s behavior near an intersection is relatively stable under uncertainty (§3.3), and a simple zero-crossing (plus a sign check) can find surfaces.

We learn to predict the DRDF with a PixelNerf [56]-style architecture. We compare our proposed approach, DRDF, with other distance functions and ways of obtaining a reconstruction of the scene, such as Layered Depth Images (LDI) [44]. Our experiments (§4) compare the approaches on Matterport3D [5], 3DFront [17], and ScanNet [10]. Our evaluations show that the DRDF is substantially better at recovering the full 3D scene across a variety of metrics, including both visible and invisible regions.

2. Related Work

Our approach aims to infer the full 3D structure of a scene from a single image using implicit functions, which connects with many tasks in 3D computer vision.

Scenes from a Single Image. Reconstructing the 3D scene from image cues is a long-term goal of computer vision. Most early learning-based work focuses on 2.5D properties [4] that are visible in the image, such as qualitative geometry [15, 24], depth [42] and normals [16]. Our work instead aims to infer the full 3D of the scene, including invisible parts. Most work on invisible surfaces focuses on single objects with voxels [9, 18, 21], point-clouds [14, 32], CAD models [26] and meshes [19, 20]. These approaches are usually trained with synthetic data, e.g., ShapeNet [6] or images that have been aligned with synthetic ground-truth 3D [48]. The existing scene-level work, e.g., [30, 31, 37, 51] trains on synthetic datasets containing pre-individuated, watertight objects like SunCG [46]. Our work instead can be learned on real 3D like Matterport3D [5]. On a different front, our work is part of a larger trend in aiming to understand the interplay between 3D, uncertainty, and learning [3, 28, 39]; this work has largely been applied in the depth-map space.

Implicit Functions for 3D reconstruction. We approach the problem with using implicit functions [7, 35, 38], which have shown promise in handling problems of scale and varying topology. These implicit functions have also been used in view synthesis [34, 36, 56, 57], which differs from our work in goals. In reconstruction, implicit functions have shown impressive results on two styles of task: fitting to a single model/scene (e.g., SIREN [45]) and predicting new single objects (e.g., PiFu [40, 55]). Our work falls in the latter category as it predicts previously unseen scenes. While implicit functions have shown impressive results on humans [40, 41] and ShapeNet objects [55], most existing work relies on watertight meshes. Our non-watertight setting is more challenging, and two solutions have been proposed: assuming the existence of the SDF and supervising it indirectly (SAL: [1, 2]), and training with an unsigned distance function (UDF) [8] (although we stress that [8] does not predict scene-level distance functions from RGB images). The DRDF can also be trained on non-watertight meshes, but outperforms these two approaches: the DRDF works even if the SDF is not defined, and is relatively stable under uncertainty.

Recovering Occluded Surfaces. Our system produces the full 3D structure of a scene, including occluded parts from a single image. This topic has been of great interest to the community (in addition to previously mentioned work on volumetric 3D e.g., [9, 18]). Early work often used vanishing-point-aligned box [12, 23] trained on annotated data. While our approach predicts floors, this is learned, not explicitly baked in, unlike modern inheritors that have explicit object and layout components [27, 50] or the ability to query for two layers [25]. One alternate approach is layered depth images (LDI) [13, 44] or multi-plane depthmaps. LDIs can be learned without direct supervision [52], but when LDIs are trained directly, they fare worse than DRDF.

3. Method

We aim to reconstruct the full 3D extent of a previously unseen scene from a single RGB image, including occluded portions and while training on real scene captures [5]. This setting is challenging because: the meshes are not watertight; scene distance functions are hard to model; and uncertainty about the surface rewards the network for distorted outputs that lack critical distance function properties.

We propose a new distance-like function, the Directed Ray Distance Function (DRDF), that performs well in our setting and couple it with a deep network to predict it. Our method starts with a network that predicts distance functions using pixel-aligned features (§3.1). Our network is generic and can be paired with a distance function (e.g., SDF) and a decoding strategy (e.g., find zero-crossings). The choice of distance function and decoding is critical: our DRDF (§3.2) can be computed on non-watertight objects and has better properties under uncertainty (§3.3).

3.1. Setting and Base Architecture

Our goal is to learn an image-conditioned mapping from a 3D point $x$ to a (potentially signed) distance to the scene surfaces, or $f_0(x; I) : \mathbb{R}^3 \rightarrow \mathbb{R}$. We show an overview of approach in Fig. 2. We use a PixelNerf [56]-style architecture consisting of a backbone $b_0(\cdot)$ and MLP regressor $h(\cdot)$ that are jointly trained. The backbone produces a feature map $B$, and the MLP uses $B$ along with a query point $x \in \mathbb{R}^3$ to predict a distance function. We extract a feature vector $v(x, B)$ from $B$ via bi-linear interpolation. This feature consists of the image feature at the projection of $x$ using the camera $\pi$ and is concatenated with positional em-
bedding [36] of $x$. The final prediction $d_p$ is made by a MLP regressor head $h_0(v(x, B))$, making the final output of $f_0(x; I)$ equal to $h_0(v(x, h_0(I)))$.

At training time, we are given $n$ samples $\{(x_i, I_i, d_i)\}_{i=1}^n$, each consisting of an image $I_i$, point $x_i$, and target distance $d_i$. We find the minimizer $\theta^*$ of the empirical risk $\sum_{i=1}^n \mathcal{L}(f_0(x_i, I_i), d_i)$ for a loss $\mathcal{L}$. By changing the targets $d_i$, one can change distance functions.

At test time, one predicts the distance at a set of points in 3D, which in turn must be decoded into a set of surface locations. Given a ground truth distance function, this decoding is usually a trivial post-processing and one can use any number of properties of distance functions (e.g., the presence of a zero-crossing in value or its derivative) to obtain a surface. However, in our setting with uncertainty, we find the choice of distance function is important. Our proposed approach is well-behaved under uncertainty, and so its decoding is trivial and hyper-parameter free, but we extensively optimize the decoding strategies of baseline methods.

3.2. Distance Functions

It is critical to distinguish between scene distance functions and ray distance functions. Given a point $x$, the scene distance considers the distance between $x$ and all points in the scene. For example, given a set of 3D points $\mathcal{P}$, the unsigned distance function (UDF) is the distance to the nearest point in the scene $d_U(x) = \min_{x' \in \mathcal{P}} \|x - x'\|_2$. A ray distance, on the other hand, only considers the points in $\mathcal{P}$ along the ray joining $x$ and the camera center (assumed to be $0$), or $\{sx : s \in \mathbb{R}^+, sx \in \mathcal{P}\}$. Ray distance functions can be constructed by applying a standard distance function to the 1D space along the ray. Suppose $\mathcal{D}$ is set of distances to surfaces the ray through $x$ crosses, or $\mathcal{D} = \{s : s \in \mathbb{R}^+, sx \in \mathcal{P}\}$. Then, given a distance $z$ along the ray, the unsigned ray distance function (URDF) $d_{UR}(z)$ is defined as $\min_{s \in \mathcal{D}} |z - s|$. The URDF is precisely the 1D case of the UDF applied to distances along the ray.

Considering only the ray through a pixel has consequences for learning to predict distances. By definition, the only surfaces in the scene that define a ray distance function are also on the ray to $x$; these surfaces thus also project to the same location as $x$. In contrast, the set of surfaces that defines a scene distance can fall all over the the scene.

We illustrate this in Fig. 3. Given the set of points along ray through $x$, or $\{sx : s \in \mathbb{R}^+, sx \in \mathcal{P}\}$, we can compute the set of scene points that are nearest to a point on the ray, or $\{\arg\min_{x' \in \mathcal{P}} \|sx - x'\|_2 : s \in \mathbb{R}^+\}$. The projection of this is usually large. We can compute the set of scene points that are nearest to a point on the ray or ... This set of points usually projects to all over the image. We quantify this by measuring how far the projection of all the nearest points is from the ray center. The largest distance gives the minimum distance the network needs to look. The average maximum distance from ray center is 96px on a 256^2px image (averaged over 50K rays on Matterport3D [5]). The network might also need to look and examine all the points within 1m of the ray. This requires looking 145px away from the ray on an average. Thus, accurately inferring a UDF often requires a network to integrate information from much more of the image compared to a ray distance function.

Focusing on rays, we can define more ray distance functions. For watertight meshes, one can have a predicate inside(z) that is 1 when $z$ is inside an object; then the Signed Ray Distance Function (SRDF) is $d_{SR}(z) = -\text{inside}(z) \min_{s \in \mathcal{D}} |z - s|$. Since our setting is non-watertight, the SRDF is impossible, as is using inside to define occupancy. However, one can define a proximity-based occupancy ray function (ORF) that is 1 if $z$ is within $r$ of an intersection $d_{ORF}(z) = (\min_{s \in \mathcal{D}} |z - s| - r) < r$.

We introduce a new ray distance-like function, called the Directed Ray Distance Function. Given a set of intersections $\mathcal{D}$ along the ray and distance $z$, the DRDF is $d_{DR}(z) = (\arg\min_{s \in \mathcal{D}} |s - z|) - z$. Like the URDF, there
is no notion of inside, so the DRDF can be used with unstructured scans. Near an intersection, the DRDF behaves like the SDF and crosses zero. In exchange, there is a sharp discontinuity halfway between intersections.

3.3. Distance Functions Under Uncertainty

When a network is trained on one unambiguous scene, its optimal output is to reproduce the scene perfectly. We now ask what happens with uncertainty, e.g., if a network predicts an new scene from an RGB image. We analyze the uncertainty of a single intersection, which we now assume is a random variable $S$ rather than a fixed location. In this case, the ray distance function depends on what value $s$ the random variable $S$ takes on. We denote the distance function at $z$ if the intersection is at $s$ as $d(z; s)$.

Under uncertainty, a network trained to minimize the MSE is optimal when it produces the expected distance under $S$, or $E_S[d(z; s)] = \int d(z; s)p(s)ds$ where $p(s)$ is the density of $S$. This expectation minimizes other losses: if $d(z; s)$ is an indicator, $E_S[d(z; s)]$ minimizes the cross-entropy loss; and if the distribution over distances to $S$ is symmetric, then $E_S[d(z; s)]$ also minimizes the L1 loss.

We can understand optimal behavior under uncertainty for a given form of $S$ by calculating $E_S[d(z; s)]$ for different ray distance functions. We derive results for when $S$ is normally distributed with its mean $\mu$ at the true intersection, standard deviation $\sigma$, and CDF $\Phi(s)$. Since distance functions also depend on the next intersection, we assume the next intersection is at $S + n$ for a constant $n \in \mathbb{R}^+$.

We summarize some salient results here, and a detailed analysis appears in the supplement. No expected function perfectly matches its true function, but each varies in where the distortion occurs. Figure 4 shows $E_S[d(z; s)]$ for three ray distance functions ($n = 1, \sigma = 0.2$). At the intersection, the expected SRDF and DRDF closely match the true function while the expected URDF is grossly distorted. Full derivations appear in the supplemental, but the expected SRDF retains the zero-crossing of the derivative, but the discontinuity is blunted and our empirical results suggest that finding the zero-crossing is less effective than other schemes. Similar effects hamper proximity based occupancy: the optimal output at $z$ is the chance a surface is within $r$, which squashes the network output in an uncertainty-dependent fashion.

The DRDF is more stable under uncertainty. Finding a zero-crossing requires no tuning, and the zero-crossing at the intersection is preserved except when $\sigma$ is large (e.g., $\sigma = \frac{1}{2}$), at which point other functions have also broken down. This is because its uncertainty-driven distortions occur halfway to the other intersection. The only nuisance is a second zero-crossing after the intersection, which can be ignored by filtering based on the direction of the crossing.

**Limitations.** We briefly discuss some limitations of our analysis, with full details in the supplement. **LI-vs-MSE:** our results are for $E_S[d(z; s)]$ (which optimizes the MSE) rather than the median (which optimizes the L1 loss); empirically, we find these values to be usually nearly identical, due to the symmetry of our noise. **Rays-vs-Scenes:** Our analysis focuses on rays. Our analysis of UDRFs directly extends to a UDF to a plane under isotropic Gaussian noise, which has the same form as the URDF but with point-plane distance. In general, the expected UDF with non-trivial noise is non-zero since it is a convex combination of 0 and positive values. **Training Effects:** Our analysis describes the optimal behavior of the network; while our networks may not achieve this, we find good qualitative agreement.

3.4. Implementation Details

We now describe the implementation of our network. We use this network to estimate a variety of distance functions, and so our presentation is generic until the decoding step.

**Training.** Given samples $\{x_i, f_i, d_i\}_{i=1}^n$ consisting of 3D points, images, and target distance functions respectively, we train our network to minimize the L1 loss, $\sum_{i=1}^n |d_i - h_\theta(v(x_i, b_\theta(f_i)))|$, where the predictions are in log-space.
4. Experiments

We evaluate DRDF on real images of scenes and compare to alternate choices of distance functions and formulations of the scene prediction problem such as Layered Depth Images [44]. We also try extensive variants of decoding schemes for our baseline methods. Our experiments evaluate both the methods ability to predict the visible and occluded parts of the scene using standard metrics and new metric that evaluates along rays.

Metrics. We use three metrics. No one metric properly quantifies reconstruction as each captures a different aspect of the task [49]. The first is scene chamfer errors at multiple thresholds. The others are accuracy/completeness [43] and their harmonic mean, F1-score [49], for scenes and rays (focusing on occluded points).

Chamfer L1. We compute Symmetric Chamfer L1 error for each scene with 30K points sampled from the ground truth and the prediction. We plot the fraction of scenes with Symmetric Chamfer L1 errors that are less than t for t ∈ [0, 1]m. This is more informative than just the mean across the dataset and compares performance over the curve.

Scene (Acc/Cmp/F1). Like [43, 49], we report accuracy/Acc ( % of predicted points within t of the ground-truth), completeness/Cmp ( % of ground-truth points within t of the prediction), and their harmonic mean, F1-score.

Rays (Acc/Cmp/F1), Occluded Points. We additionally evaluate each ray independently, measuring Acc/Cmp/F1 on each ray and reporting the mean. In the paper, we report results for occluded points (defined as all surfaces past the first for both ground-truth and predicted). The supplement contains full results. Evaluating each ray independently applies a more stringent test for occluded surfaces compared to scenes: with scene-level evaluation on a high resolution image, a prediction can miss a hidden surface (e.g., the 2nd surface) on every other pixel since the missing predictions will be covered for by hidden surfaces in adjacent rays. Ray-based evaluation, however, requires each pixel to have all hidden surfaces present to receive full credit.

Datasets. We desire three key properties in datasets: the images should be real to prevent the abuse of rendering artifacts; the mesh should be a real capture since mimicking capture holes is itself a research problem; and the data ought to have lots of occluded geometry. Our primary dataset is Matterport3D [5], which satisfies all properties. We also evaluate on 3DFront [17] and ScanNet [10]. While 3DFront does not have capture holes, cutting it with a view frustum creates holes. ScanNet [10] is a popular dataset in 3D reconstruction, but has far less occluded geometry compared to the other datasets. A full description of the datasets appears in the supplement.

Matterport3D [5]. We use the raw images captured with the Matterport camera. We split the 90 scenes into train/val/test (60/15/15) and remove images that are too close to the mesh (≥60% of image within 1m) or are >20° away from level. We then sample 13K/1K/1K images for train/val/test set.

3DFront [17]. This is a synthetic dataset of houses created by artists with underling hole-free 3D geometry. We collect 4K scenes from 3DFront [17] after removing scenes with missing annotations. We select 20 camera poses and filter for bad camera poses similar in Matterport3D [5]. Our train set has 3K scenes with approximately 47K images. Our val and test sets have 500 scenes with 1K images each.

ScanNet [10]. We use splits from [10] (1045/156/312 train/val/test) and randomly select 5 images per scene for train set, and 10 images per scene for val/test set. We then sample to a set of 33K/1K/1K images per train/val/test.

Scene Statistics. To give a sense of scene statistics, we plot the frequency of the locations of the first 5 hits over 1M rays and the prediction. We plot the fraction of scenes with Symmetric Chamfer L1 errors that are less than t for t ∈ [0, 1]m.
Figure 6. Novel views from DRDF We render outputs of our method and the ground-truth from new viewpoints with $\geq 45^\circ$ view change. Columns 2 & 3 show new views where visible points are red and occluded points are blue. In other columns, we color the visible regions with the image and occluded regions with computed surface normals (scheme from camera inside a cube). DRDF recovers occluded regions, such as a room behind the door (row 1 & 4), a hidden floor behind the kitchen counter (row 2), and a wall and floor behind the chair/couch (row 3 & 5). Rows 1-3 are Matterport3D [5]; Row 4 is 3DFront [17]; Row 5 is ScanNet [10].

4.1. Baselines

We compare against baselines to test our contributions. For fair comparison, all approaches use the same ResNet-34 [22] backbone and extract features from multiple layers via bilinear interpolation [56]. Thus, different distance functions are trained identically by replacing the target distance. Each method’s description consists of two parts: a prediction space parameterization and a decoding strategy to convert the inferred distances to surfaces.

Picking decoding strategies. Most baselines predict a distance function rather than a set of intersections and thus need a decoding strategy to convert distances to a set of surface locations. Some baselines have trivial strategies: LDI directly outputs intersections; SAL and DRDF use zero-crossings and have no parameters. However, UDF, URDF, and ORF are sensitive to decoding strategy. We tried multiple strategies for each based on past work and theoretical analysis of their behavior and report the best strategy (measured with Scene F1 on Matterport3D [5]) as well as alternatives. When decoding strategies have detection parameters, we tune to ensure similar completeness to our method. Accuracy and completeness trade-off, and having one roughly fixed ensures that methods are being compared at similar points on the operating curve, making F1 score meaningful.

Layered Depth Images (LDI). To test the value of framing the problem as implicit function prediction, we train a method to predict a $k$-channel depthmap where the $i$th output is trained to predict the $i$th intersection along the ray through the pixel. We use a L1 loss per pixel and intersection. We set $k = 4$, the same number of intersections the proposed approach uses.

Decoding. The LDI directly predicts surface locations.

Layered Depth Images with Confidence (LDI + Conf.). We augment the LDI baseline with $k$ additional channels that represent the likelihood the $i$th intersection exists. These added channels are trained with binary cross-entropy.

Decoding. For each pixel, we accept or ignore each layer based on the whether the predicted probability exceeds 0.5.
Figure 7. Qualitative Comparison with Baselines. We render the generated 3D outputs in a new view (rotate left ←). We show two crops on the next row for better visual comparison. Visible regions are colored using the image and occluded regions are colored with surface normals (color scheme with a camera inside the cube). DRDF produces higher quality results compared to LDI and UDF (row 1, 2, more consistency, smoother surface, no blobs). In row 1 (crop 2), URDF misses parts of floor; in row 2 (crop 2), URDF misses the green colored side of the kitchen counter. See supp. for more results.

Unsigned Distance Function (UDF) [8]. To test the value of predicting distances on rays, we learn to predict the UDF to the scene rather than the ray.

Decoding. We use scipy.argrelextrema [53] to find local extrema. We find local minimas of the distance function within a 1m window along the ray. We found this works better than absolute thresholding (by 14.7 on F1). Sphere tracing and gradient-based optimization as proposed by [8] performs substantially worse (25.7 on F1), likely since it assumes the predicted UDF behaves similar to a GT UDF.

Unsigned Ray Distance Function (URDF). For direct comparison with ray-vs-scene held constant, we compare with the URDF.

Decoding. Decoding a URDF is challenging. We perform non-maximum suppression on the thresholded data by finding connected components of the ray that have predicted distance below a tuned-constant τ, and keep the first prediction as the surface location. We found this to outperform: thresholding (by 5.3 on F1); finding zero-crossings of the numerical gradient (by 11 on F1); and using sphere tracing and gradient-based optimization as in [8] (by 6.6 on F1).

Ray Sign-Agnostic Learning Loss (SAL) [1]. Traditional SDF learning is impossible due to the non-watertightness of the data and so we use the sign agnostic approach proposed by [1]. We initialize our architecture with the SAL initialization and train with the SAL loss. The SAL approach assumes that while the data may not be watertight due to noisy capture, the underlying model is watertight. In this case, rays start and end outside objects (and thus the number of hits along each ray is even). This is not necessarily the case on Matterport3D [5] and 3DFront [17].

Decoding. Following [1], we find surfaces as zero-crossings of the predicted distance function along the ray.

Ray Occupancy (ORF). Traditional interior/exterior occupancy is impossible on non-watertight data, but one can predict whether a point is within r of a surface as a classification problem. This tests the value of predicting distances, and not just occupancy. We tried several values of r (0.1, 0.25, 0.5, 1m) and report the best-performing version.
| Method     | MP3D [5] | 3DFront [17] | ScanNet [10] |
|------------|----------|--------------|--------------|
| LDI        | 66.2     | 62.6         | 50.8         |
| LDI +C     | 64.8     | 51.1         | 47.2         |
| SAL [1]    | 66.1     | 52.5         | 34.3         |
| UDF        | 58.7     | 76.0         | 50.8         |
| ORF        | 73.4     | 69.4         | 53.7         |
| URDF       | 74.5     | 67.6         | 55.5         |
| DRDF (ours)| 75.4     | 72.0         | 60.9         |

Table 1. Scene Acc/Comp/F1Score. Thresholds: 0.5m (MP3D [5], 3DFront [17]), 0.2m (ScanNet [10]). **Bold is best, underline is 2nd best** per column. DRDF is best in F1 and accuracy, and always comparable to the best in completeness.

| Method     | MP3D [5] | 3DFront [17] | ScanNet [10] |
|------------|----------|--------------|--------------|
| LDI        | 13.9     | **42.8**     | 19.3         |
| LDI +C     | 18.7     | 21.3         | 19.7         |
| SAL [1]    | 5.5      | 0.5          | 21.3         |
| UDF        | 15.5     | 23.0         | 16.6         |
| ORF        | 26.2     | 20.5         | 21.6         |
| URDF       | 24.9     | 20.6         | 20.7         |
| DRDF (ours)| **28.4** | 30.0         | **27.3**     |

Table 2. Ray Acc/Comp/F1Score on Occluded Points. Thresholds: 0.5m (MP3D [5], 3DFront [17]), 0.2m (ScanNet [10]). DRDF is best in F1 and Acc, and is occasionally 2nd best on Cmp. Gains on occluded points are even larger than the full scene.

Decoding. Each surface in the prediction is, in theory surrounded by two crossings each with probability 0.5 that are equidistant from the surface: an onset/rising crossing and offset/falling crossing. Finding 0.5-crossings leads to doubled predictions. Instead, we consider all adjacent and nearby pairs of offsets and onsets, and average them; unequal crossings are kept on their own. We found this outperformed keeping just a single crossing (by 4.7 on F1).

4.2. Results

**Qualitative Results.** Qualitative results of our method appear throughout the paper (by itself in Fig. 6 and compared to baselines in Fig. 7). Our approach is is often able to generate parts of the occluded scene, such as a room behind a door, cabinets and floor behind kitchen counters, and occluded regions behind furniture. Sometimes the method completes holes in the ground-truth that are due to scanning error. On the other hand we see our method sometimes fails to characterize the missing parts as detailed occluded 3D.

Compared to baselines, our approach generally does qualitatively better. LDI and UDF often have floating blobs or extruded regions, due to either predicting too many layers (LDI) or having a distance function that is challenging to manage (UDF). DRDF produces qualitatively better results, but often misses points, especially in occluded regions.

**Quantitative Results.** These results are borne out in the quantitative results. We report the Chamfer plot in Figure 8, the scene distance metrics in Tab. 3 and occluded surfaces metrics along rays in Tab. 2. DRDF consistently does at least as well, or substantially better than the baselines on Chamfer. In general, DRDF does substantially better than all baselines. In a few situations, a baseline outperforms DRDF in completeness at the cost of substantially worse accuracy. However, no one baseline is competitive with DRDF across datasets: SAL works well on ScanNet [10] and LDI works well on MP3D [5].

LDI performs worse than DRDF because it cannot vary its number of intersections; simply adding a second stack of outputs (LDI + C.) is insufficient. We hypothesize this is because DRDF can learn where things tend to be, while LDI-based methods also have to learn the order in which things occur (e.g., is the floor 2nd intersection or the 3rd intersection at this pixel?). SAL performs competitively on ScanNet, likely because of the relatively limited variability in numbers of intersections per ray; when tested on Matterport3D and 3DFront, its performance drops substantially.

The most straightforward way to learn on non-watertight data is to predict unsigned scene distances [8] which has been shown to work with memorizing 3D scenes. However, predicting it from a single image is a different problem entirely, and scene distances require integration of information over large areas. This leads to poor performance. Predicting distances on rays can alleviate this challenge, but recovering intersections remains hard even with multiple decoding strategies. Hence, DRDF outperforms URDF on scene metrics and even more so on occluded points in Tab. 2. Similarly ORF too requires decoding strategies and is sensitive to training parameter choices. In contrast, by accounting for the uncertainty in surface location, DRDF requires a simple decoding strategy and outperforms the other methods.

**Conclusions.** We have introduced a method for predicting full 3D from a single RGB image with implicit functions.

Our contribution is a new distance-like function, the DRDF, and show it has more desirable theoretical properties under uncertainty compared to standard unsigned distance function. When we use DRDF in an implicit function method and train on 3D scan datasets, we show it obtains substantially better performance compared to existing approaches.

Our approach advances the state of the art in 3D from a single image, which can in turn be used for tasks as varied as content creation to AR/VR to autonomous systems. Many have positive applications, but some do not. Moreover, much of our data does not reflect most peoples’ reality – MP3D, for instance, has many lavish houses – and so this may widen technological gaps. On the other hand, by handling non-watertight scans, our system may enable learning from scans collected by ordinary people rather than experts.
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**Appendix**

We present additional details such as qualitative results and experiments in the supplemental materials.

Details of experiments for scene and ray based evaluation under §A.1 along with new ray based evaluations. In §A.2 we provide full experiment evaluation of different decoding strategies of baselines. §B discusses additional details for datasets. We then in §C discuss the detail behavior of various distance functions under uncertainty and provide uncertainty plots. We follow it up by additional qualitative results on all the three datasets from randomly sampled images on the test set in §D. In §E we derive the results mathematically to showcase the analysis technique for other distance functions.

**A. Experiments**

**A.1. Additional Evaluation for Baselines**

In the main paper we presented results from Tab. 3 (scene based evaluation) and Tab. 4 (ray based evaluation on occluded points). Additionally we also present ray based evaluation on all intersections/points along the ray in Tab. 5. We present results on all the three datasets Matport, 3DFront, and ScanNet like in the main paper. Now for the sake of completeness we revisit the metrics again.

**Scene (Acc/Cmp/F1).** Like [43, 49], we report accuracy/Acc ( % of predicted points within $t$ of the ground-truth), completeness/Cmp ( % of ground-truth points within $t$ of the prediction), and their harmonic mean, F1-score. This gives a summary of overall scene-level accuracy. Results are reported in Tab. 3 as presented in the main paper.

| Method | MP3D [5] | 3DFront [17] | ScanNet [10] |
|--------|---------|-------------|-------------|
|         | Acc | Cmp | F1 | Acc | Cmp | F1 | Acc | Cmp | F1 |
| LDI     | 66.2 | 72.4 | 67.4 | 68.6 | 46.5 | 52.7 | 19.3 | 28.6 | 21.5 |
| LDI +C  | 64.8 | 55.1 | 57.7 | 70.8 | 45.1 | 52.4 | 19.9 | 32.0 | 23.3 |
| SAL [1] | 66.1 | 25.5 | 34.3 | 80.7 | 28.5 | 39.5 | 51.2 | 70.0 | 57.7 |
| UDF     | 58.7 | 67.1 | 68.7 | 86.4 | 48.1 | 59.6 | 51.5 | 58.5 | 53.7 |
| ORF     | 73.4 | 69.4 | 69.6 | 85.0 | 47.7 | 58.7 | 61.0 | 57.8 | 58.2 |
| DRDF (ours) | **75.4** | **72.0** | **71.9** | 87.3 | **52.6** | **63.4** | **62.0** | **62.7** | **60.9** |

**Rays (Acc/Cmp/F1), Occluded Points.** We additionally evaluate each ray independently, measuring Acc/Cmp/F1 on each ray and reporting the mean. Occluded points are defined as all surfaces past the first for both ground-truth and predicted. Evaluating each ray independently applies a more stringent test for occluded surfaces compared to
Table 4. (From Main Paper) Ray Acc/Comp/F1 Score on Occluded Points. Thresholds: 0.5m (MP3D [5], 3DFront [17]), 0.2m (ScanNet [10]). DRDF is best on F1 and Acc, and is occasionally 2nd best on Cmp. Gains on occluded points are even larger than the full scene.

| Method      | MP3D [5] | 3DFront [17] | ScanNet [10] |
|-------------|----------|--------------|--------------|
| LDI         | 13.9     | 42.8         | 19.3         |
| LDI + C     | 18.7     | 21.7         | 19.3         |
| SAL [1]     | 5.5      | 0.5          | 3.5          |
| UDF         | 15.5     | 23.0         | 16.6         |
| ORF         | 26.2     | 20.5         | 21.6         |
| URDF        | 24.9     | 20.6         | 20.7         |
| DRDF (ours) | 28.4     | 30.0         | 27.3         |

Table 5. (Supplemental Table) Ray Acc/Comp/F1 Score on All Points. Thresholds: 0.5m (MP3D [5], 3DFront [17]), 0.2m (ScanNet [10]). DRDF is best on F1 and Acc, and is occasionally 2nd best on Cmp. Gains on occluded points are even larger than the full scene.

| Method      | MP3D [5] | 3DFront [17] | ScanNet [10] |
|-------------|----------|--------------|--------------|
| LDI         | 28.8     | 50.7         | 35.7         |
| LDI + C     | 26.8     | 30.1         | 27.8         |
| SAL [1]     | 27.2     | 19.1         | 22.4         |
| UDF         | 32.7     | 45.3         | 36.8         |
| ORF         | 46.4     | 49.8         | 46.9         |
| URDF        | 45.2     | 46.6         | 44.8         |
| DRDF (ours) | 48.3     | 55.0         | 50.3         |

Rays (Acc/Cmp/F1), All Points. We evaluate each ray independently, measuring Acc/Cmp/F1 on each ray and reporting the mean. Unlike the occluded version of this metric we do not drop the first surface and evaluate using all the ground truth and predicted intersections. This metric has similar properties as the Occluded metric but applies the stringent test to all intersections. Results are reported in Tab. 5. We note that, except for SAL on ScanNet [10] which gives higher Cmp. as compared to DRDF at the cost of accuracy where DRDF is the next best; DRDF always outperforms all the baselines on Acc/Cmp/F1.

A.2. Effect of different Decodings

We discuss the impact of alternate decoding strategies for baselines in detail here. For the sake of brevity we reported numbers only on Scene-F1 score in the text of the main paper. Here we report the numbers on all the metrics for baseline and their alternate decoding strategies in Tab 6. We first describe UDF, followed by URDF and then followed by ORF.

UDF. We tried two other decoding strategies with UDF namely, absolute thresholding (UDF + Th.) and Sphere tracing followed by gradient based optimization (UDF + Sph.) as proposed by Chibane et al. [8]. We observe as reported in the main paper that these two strategies do slightly worse on Scene F1 Score than our best reported strategy of using scipy.argrelextrema to find minimas of the distance function along the ray.

On other metrics of Ray based Acc/Cmp/F1 we observe that our strategy does especially well on discovering occluded regions. We speculate that using absolute thresholding is especially bad because of the behavior of global unsigned distance under uncertainty. Moreover, due to the model’s inability to mimic the GT URDF we find that using sphere tracing as proposed by Chibane et al. [8] is not as effective.

Table 6. (Supplemental Table) Effect of different decodings. Thresholds: 0.5m (MP3D [5]). Bold is best per column and section (created by horizontal lines). We compare alternate decoding strategies for baseline methods and report their performance on the three metrics; Scene Acc/Cmp/F1, Ray Acc/Cmp/F1 All, Ray Acc/Cmp/F1 Occluded

| Method      | Scene Acc Cmp F1 | Ray All Acc Cmp F1 | Ray Occluded Acc Cmp F1 |
|-------------|------------------|-------------------|------------------------|
| UDF + Th.   | 79.3             | 49.7              | 35.8                   |
| UDF + Sph.  | 50.8             | 32.8              | 37.5                   |
| UDF         | 58.7             | 76.0              | 64.7                   |
| URDF + Th.  | 82.5             | 55.1              | 63.3                   |
| URDF + Grd. | 48.5             | 75.8              | 57.4                   |
| URDF + Sph. | 59.1             | 69.4              | 62.4                   |
| URDF        | 74.5             | 67.1              | 68.7                   |
| ORF + Sngle.| 70.9             | 62.9              | 64.7                   |
| ORF         | 73.4             | 69.4              | 69.6                   |
| DRDF (ours) | 75.4             | 72.0              | 71.9                   |

URDF. We use three alternate decoding strategies to best recover the surface locations for model trained with unsigned ray distance. First, we use absolute thresholding (URDF + Th.) on the predicted distance by considering all points with value distance prediction ≤ τ. We choose τ by cross-validation. Second, we use the numerical gra-
dient to find the zero crossings of the gradient functions hence detecting the minima (URDF + Grd.). Thirdly, we use sphere tracing followed by gradient based optimization from Chibane et al. [8] (URDF + Sph.). As reported in the main text all these strategies perform worse on Scene F1 score with regards to our strategy that does non-maximum suppression on the thresholded data by finding connected components of the ray that have predicted distance below a tuned-constant \( \tau \).

On other metrics of Ray based Acc/Cmp/F1 we observe that URDF with our decoding strategy outperforms all alternate choices on considerably on the occluded points. URDF + Th. and URDF + Grad. tend to high F1 scores on occluded points but this is due high completion scores that these methods have as compared to their accuracy. URDF + Sph. does reasonably well on the occluded points but is outperformed likely as it assumes that the predicted URDF behaves like a GT URDF.

**ORF.** Our choice of decoding strategy for ORF is based on the fact that ORF predicts an onset and a offset zero crossing. We keep the average of onset and the offset crossings when we find pairs and keep the single crossing otherwise. An alternate decoding strategy is to only keep only one of the zero crossings. We report the scene F1 score for keeping on a single zero crossing under ORF + Sngl. and see that it under performs our strategy by (4.9 points). Additionally our ORF decoding strategy also outperforms on Ray based metrics.

**B. Dataset Details**

**Matterport3D** [5]. Apart from the details mentioned in the main paper. For matterport we clip scene to 8 meters in depth from the camera so only considering the mesh that is within \( 8m \) to compute the locations of ground truth intersections. Such a large range is necessary as matterport is a collection of scenes and this allows other models to run additional rooms behind walls.

**3DFront** [17]. Apart from the details mentioned in the main paper. For 3DFront also we clip scene to 8 meters in depth from the camera so only considering the mesh that is within \( 8m \) to compute the locations of ground truth intersections. Such a large range is necessary as matterport is a collection of scenes and this allows other models to run additional rooms behind walls.

**ScanNet** [10]. We use splits from [10] (1045/156/312 train/val/test) and randomly select 5 images per scene for train set, and 10 images per scene for val/test set. We then sample to a set of 33K/1K/1K images per train/val/test. For ScanNet we clip the scene 4 meters in depth from the camera so only considering mesh that is within \( 4m \) to compute the locations of ground truth intersections. We use a smaller range than Matterport3D [5] and 3DFront [17] because this dataset mostly has individual rooms for which this range suffices.

**C. Distance Functions Under Uncertainty**

This section, §C, presents all the results that are important to understand the differences in behavior of the ray-based distance function and we directly state them. All the derivations for these results are in §E (towards the end of this document).

We analyze a single intersection along ray and behavior of distance functions with it. We will start with the setup, then show key results for different ray distance functions.

**Setup.** We assume we are predicting a distance-like function along a ray. Given surface geometry the ray intersects, the distance function’s value is a function of the distance \( z \) along the ray.

We analyze the case of uncertainty about a single intersection. We assume the intersection’s location is a random variable \( S \) that is normally distributed with mean \( \mu \) (the intersection’s location) and standard deviation \( \sigma \). Throughout, WLOG, we assume the intersection is at \( \mu = 0 \) for convenience. This considerably simplifies some expressions, and can be done freely since we are free to pick the coordinate system. The rest follows the main paper. Let \( p(s) \) denote the density and \( \Phi(s) \) denote the CDF for samples from \( S \). We assume that the distance to the second intersection is \( n \in \mathbb{R}^{+} \), which we will assume is not a random variable for simplicity (i.e., the second intersection is at \( S + n \), which is normally distributed with mean \( n \) and standard deviation \( \sigma \)).

Given a value \( s \) for the intersection location, we can instantiate the distance function. We denote the value of the distance function at \( z \) if the intersection is at \( s \) as \( d(z; s) : \mathbb{R} \to \mathbb{R} \) that maps a location \( z \) on the ray to a (possibly signed) distance. The distance if \( s \) is at the real location is \( d(z; 0) \).

**Training.** During training, a function approximator is trained to minimize a loss function that measures the distance between its predictions and the ground-truth. The optimal behavior of this function approximator is to output the value that minimizes the loss function. One critical value is the expected value of the distance function

\[
E_{S}[d(z; s)] = \int_{\mathbb{R}} d(z; s)p(s)ds. \tag{1}
\]

Eqn. 1 is important for various loss functions:

- **Mean Squared Error (MSE):** \( E_{S}[d(z; s)] \) is the optimal value when minimizing the MSE.
- **Cross-Entropy:** If \( d(z; s) \) is an indicator function (i.e., producing either 1/positive or 0/negative), then
\(E_S[d(z; s)]\) minimizes the cross-entropy loss as well. This follows from the fact that \(E_S[d(z; s)]\) is the chance \(z\) is positive, and a cross-entropy loss is minimized by matching frequencies.

- **L1 Loss:** The median (rather than the mean) is the optimizer for the L1 loss. However, the median and mean are the same for symmetric distributions. If one calculates \(d(z; S)\) (where \(S\) is the random variable rather than a particular value), one obtains a new random variable. If this distribution is symmetric, then the mean and median are the same, and therefore \(E_S[d(z; s)]\) minimizes the L1 loss too. In practice (see §C.5, Fig. 12), we empirically find that any deviations from the ground truth in Figs. 9, 10.

We can think of this setting from two angles:

1. \(E_S[d(z; s)]\) as a 1D function of \(z\). In our setting, our neural networks are incentivized to minimize their distance from this value; the \(S\) is implicit. This is the primary way that we look at the problem since it gives us a function of \(z\). We can then do things like compute \(\frac{\partial}{\partial z}\).

2. \(d(z; S)\) as a distribution over the distance for some fixed \(z\). We use this angle to explain why the mean and median are similar in most cases.

We can then analyze the expected distance function (\(E_S[d(z; s)]\)) for various distance functions, as well as the derivative \(\frac{\partial}{\partial z}E_S[d(z; s)]\), and the difference between the expected distance function and the underlying distance function (\(E_S[d(z; s)] - d(z; s)\)). We plot distance functions and their difference from the ground truth in Figs. 9, 10.

The expected distance functions usually have two regimes: a regime in which they closely mimic the underlying distance function and a regime in which there are substantial distortions that are usually dependent on the level of uncertainty. These distance functions vary in where the distortions occur – some have them near the intersection and others have them far away. When analyzing the expected functions, these regimes are caused by the PDF \(p\) going to 0 or the CDF \(\Phi\) going to either 0 or 1.

**C.1. Signed Ray Distance Function (SRDF)**

Ignoring the second intersection, which has limited impact near the first intersection, the signed ray distance function (SRDF) is

\[d_{SR}(z; s) = s - z\]  

(2)
asuming WLOG that \(z < s\) is outside and positive. The expected distance function and its derivative are

\[E_S[d_{SR}(z; s)] = -z, \quad \frac{\partial}{\partial z}E_S[d_{SR}(z; s)] = -1.\]  

(3)

Considering the second intersection at \(n\) creates additional terms in the expected SRDF that are negligible near 0, specifically

\[(2z - n)\Phi\left(z - \frac{n}{2}\right) + 2\int_{\frac{z}{2}}^{\infty} sp(s)ds.\]  

(4)

**Finding intersections.** Finding the intersection is straightforward, since it is a zero-crossing and the expected function behaves like the actual function near the intersection.

**C.2. Unsigned Ray Distance Function (URDF)**

Likewise ignoring the second intersection, the unsigned ray distance function (URDF) is

\[d_{UR}(z; s) = |s - z|.\]  

(5)

The expected distance function consists of three terms that trade off in magnitude over the values of \(z\):

\[E_S[d_{UR}(z; s)] = z\Phi(z) + (1 - \Phi(z)) + 2\int_{z}^{\infty} sp(s)ds,\]  

(6)

which induces three regimes: \(z\) when \(z \gg 0\), \(-z\) when \(z \ll 0\), and a transitional regime near 0. The trade off between the regimes is controlled by \(\Phi\) and \(\int_{z}^{\infty} sp(s)ds\) (which is \(\approx 0\) when \(z \gg 0\) or \(z \ll 0\)). The function’s minimum is 0, but the minimum value of expectation is \(\sigma\sqrt{2/\pi}\). The derivatives is

\[\frac{\partial}{\partial z}E_S[d_{UR}(z; s)] = 2\Phi(z) - 1,\]  

(7)

which again has three regimes: \(-1\) for \(z \ll 0\), \(+1\) for \(z \gg 0\), and a transitional regime near 0. Thus, the expected URDF has distance-function-like properties away from the intersection.

**The second intersection.** Like the SRDF, accounting for the second intersection leads to a more complex expression. The expected second intersection also includes the terms

\[(n - 2z)\Phi\left(z - \frac{n}{2}\right) + \int_{-\infty}^{z - \frac{n}{2}} sp(s)ds,\]  

(8)

which are negligible near 0 and produce distortion at the half-way point \(n/2\).

**Finding intersections.** Finding the intersection is challenging again due to how \(\sigma\) substantially alters the function at the minimum. Thresholding is challenging because the minimum value is uncertainty-dependent; searching for where the gradient approaches zero is difficult because the expected value is substantially more blunted.
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Figure 9. Expected distance functions and their deviation from the real distance function. We plot the expected distance function $E_S[d(z; s)]$ (left) and the residual between the the expectation and the real distance function $E_S[d(z; s)] - d(z; s)$ (right). In each case, we plot the expectation for four $\sigma$. In all cases the next intersection is $n = 1$ away, and so if the units were $m$, one could think of the noise as 5, 10, 20, and 30cm. For the signed and unsigned distance functions, we plot the full versions that also account for the next intersection.

C.3. (Proximity) Occupancy Ray Function (ORF)

A traditional occupancy function (i.e., inside positive, outside negative) is impossible to train on non-watertight meshes. One can instead train an occupancy network to represent the presence of surface. The occupancy ray function (ORF) is:

$$d_{ORF}(z; s) = 1_{\{s - z < r\}}(z).$$

(9)

Its expectation is the fraction of the density within a radius $r$ of $z$, or

$$E_S[d_{ORF}(z; s)] = \Phi(z + r) - \Phi(z - r),$$

(10)

which has a peak at $z = 0$.

Finding intersections. Finding the intersection is challenging due to the strong interaction between the radius $r$ and the the uncertainty $\sigma$. For instance, suppose one looks for when the occupancy probability crosses a threshold $\tau$ (e.g., $\tau = 0.5$). This crossing may never happen, since if $r = \frac{1}{2}\sigma$, then $\max_z E_S[d_{ORF}(z; s)] \approx 0.38$. Moreover, setting a global threshold is difficult: the distance from which the $\tau$-crossing is from the true peak depends entirely on $\sigma$. On the other hand, looking for a peak is also challenging: if $r > 3\sigma$, then many values are near-one and roughly equal, since $(z + r, z - r)$ will cover the bulk of the density for many $z$; if $r < \sigma$, then the peak’s magnitude is less than one.

C.4. Directed Ray Distance Function

The directed ray distance function is

$$d_{DRDF}(z; s) = \begin{cases} 
    s - z & : z \leq n/2 + s \\
    n + s - z & : z > n/2 + s.
\end{cases}$$

(11)
Occupancy Ray Function

Directed Ray Distance Function

Figure 10. Expected distance functions and their deviation from the real distance function. We plot the expected distance function $E_S[d(z; s)]$ (left) and the residual between the the expectation and the real distance function $E_S[d(z; s)] - d(z; s)$ (right). In each case, we plot the expectation for four $\sigma$. In all cases the next intersection is $n = 1$ away, and so if the units were $m$, one could think of the noise as $5$, $10$, $20$, and $30$ cm.

Despite the complexity of the function, the expectation is relatively a straightforward

$$E_S[d_{\text{DRDF}}(z; s)] = n \Phi \left( z - \frac{n}{2} \right) - z,$$

which can be seen to have three regimes: $-z$ when $z \ll n/2$, $n - z$ when $z \gg n/2$, and a transition near $n/2$. These regimes are traded off by whether $\Phi(z - \frac{n}{2})$ is $0$, $1$, or something in between. Moreover, so long as $p(z - n/2) \approx 0$ (i.e. the uncertainty is smaller than the distance to the next intersection), the function has a zero-crossing at $\approx 0$ – note that if one sets $n = 1$ (fixing the scale) the value at $z = 0$ is $\Phi(-1/2)$. The derivative of the expected distance function is

$$\frac{\partial}{\partial z} E_S[d_{\text{DRDF}}(z; s)] = np \left( z - \frac{n}{2} \right) - 1,$$

which again has two regimes: $-1$ when $p(z - \frac{n}{2}) \approx 0$, which happens when $z$ is far from $\frac{n}{2}$, which in turn happens for $z \ll n/2$ and $z \gg n/2$; and a transitional regime near $n/2$, where the derivative is not $-1$.

The location of the zero-crossing is controlled by $\sigma$. For most $\sigma$ of interest, the zero-crossing is nearly at zero. This value can be computed as the $\hat{z}$ such that $n \Phi(\hat{z} - \frac{n}{2}) - \hat{z} = 0$. We plot the location of the zero-crossing $\hat{z}$ as a function of $\sigma$ in Fig. 11, assuming $n = 1$ (note that $n$ scales with $\sigma$). $\hat{z}$ first crosses $0.01$ (i.e., $1$ cm error) when $\sigma = 0.21$, or when the standard deviation of the uncertainty about surface location is $20\%$ of the distance to the next intersection. The DRDF does break down at for large $\sigma$ (e.g., $\sigma = 0.3$, where it is off by $\approx 0.1$.

Finding intersections. Finding the intersection is made substantially easy because the uncertainty-dependent contortions of the function are pushed elsewhere. The discontinuity at $n/2$ does create a phantom zero-crossing, but this is easily recognized as a transition from negative to positive.
C.5. Median vs Expectation

The above analysis is in terms of the expected distance function since this is easiest to derive. However, the median distance function closely tracks the expected distance function for the distance functions we study.

Empirical results. Empirically, the results for the median are virtually identical. We sample intersections independently from the distributions shown in Fig. 12, where the variance is depth-dependent. We then numerically calculate the expectation/mean and the median over 1M samples from this distribution. The plots are virtually identical. Two small differences are visible: the median URDF is slightly smaller than the mean URDF near intersections, and the median DRDF more closely resembles the ground-truth DRDF by better capturing the discontinuity. We do not plot the ORF since cross-entropy training minimizes the mean.

Analysis. These empirical results occur because if we treat the distance function at a location $z$ as a random variable, then the mean and median are similar. More specifically, for a fixed $z$, if we plug in the random variable $S$ into the distance function $d(z, S)$, we can analyze a new random variable for the distance to the surface at location $z$. For instance, the SRDF at location $z$ is $S - z$ if we ignore the second intersection; in turn, $S - z$ is normally distributed with mean $-z$. The mean and median are identical for the normal since it is symmetric.

URDF. A more involved case is the URDF. The URDF at location $z$ is $|S - z|$, which is a folded normal with mean $-z$ and standard deviation $\sigma$ (with the $\sigma$ inherited from the uncertainty about the intersection location). We’ll focus on bounding the gap between the mean and median value at each location.

To the best of our knowledge, there is no closed form expression for the median, and Chebyshev gives vacuous bounds, and so we therefore compute it numerically (using the fact the the median of the folded normal is the $m$ such that $\Phi_z(m) = 0.5 + \Phi_z(-m)$ where $\Phi_z$ is the CDF of a normal centered at $z$). Note that when $z$ is far from the intersection, the folded normal and normal are virtually identical – close to none of the normal’s density is on negative values. In general, one can bound the gap between mean and median by numerical search over different possible values for $\sigma$. For $\sigma = 1$, the largest difference is $\approx 0.135$. Changing $\sigma$ scales this: $\sigma = 0.5$ yields $\approx 0.067$. Note that the minimum is $\sigma \sqrt{2/\pi} = 0.797\sigma$, so for $\sigma = 1$, the median’s minima is $\geq 0.663$. Thus, in general, the median has to be quite close to the mean.

DRDF. The DRDF has a larger distortion near $\frac{\sigma}{2}$ because the random variable near $\frac{\sigma}{2}$ is bimodal. The mean splits the difference between the modes while the median sharply transitions depending on which mode is more likely. This discrepancy, however, occurs far from the intersection and is therefore not of concern. For $z$ near the intersection, the resulting random variable resembles a normal distribution.

C.6. Unsigned Distance Function to A Plane in 3D

Suppose we are given a plane consisting of a normal $n \in \mathbb{R}^3$ with $|n|_2 = 1$ and offset $o$ where points $x$ on the plane satisfy $n^Tx + o = 0$. Then $d_U(x; n, o)$ is the unsigned distance function (UDF) to the plane, or

$$d_U(x) = |n^Tx + o|. \quad (14)$$
Suppose there is uncertainty about the plane’s location in 3D. Specifically, let us assume that the uncertainty is some added vector \( s \sim N(0, \sigma^2 I) \) where \( I \) is the identity matrix and \( 0 \) a vector of zeros. Then the expected UDF at \( x \) is

\[
E_s[d_U(x; s)] = \int_{\mathbb{R}^3} |n^T(x + s) + o| (s) \, ds. \tag{15}
\]

This ends up being the expected URDF, but replacing distance with point-plane distance. Specifically, if \( p = |n^T x + o| \), then

\[
E_s[d_U(x; s)] = p\Phi(p) - p(1 - \Phi(p)) + 2 \int_p^{\infty} sp(s)ds. \tag{16}
\]

Thus, the minimum value remains \( \sigma \sqrt{2/\pi} \).

One nuance is that the rate at which \( p \) changes is different for different rays through the scene and is proportional to the cosine between the normal \( n \) and the ray. So the function is stretched along its domain.
D. Qualitative Results

We show qualitative results on randomly sampled images from the test set on 3 datasets. In Figure 13 and Figure 14 we compare on Matterport3D [5] with respect to ground truth and baselines. Similarly we show results for 3DFront [17] on Figure 15 and Figure 16. Results for in ScanNet [10] in novel views in Figure 17 and comparison against baseline is in Figure 18.
Figure 13. Matterport Novel Views We randomly sample examples from the test set and show results and show generated 3D outputs in a new view for them in novel view. Cols 2 & 3 show regions in red as visible in camera view and blue as occluded in camera view. We colors the visible regions with image textures and the occluded regions with surface normals (scheme from camera inside a cube) in Col 4, 5, 6, 7. We observe that our model is able to recover parts of the occluded scene shown in blue and colored with surface normal map; floor behind the wall (row 1), walls and floor behind couch (row 4).
We randomly sample samples from the test set and show results comparing DRDF to other baselines. DRDF shows consistently better results as compared to UDF and LDI. Both UDF and LDI have blobs and inconsistent surfaces in output spaces (all rows). URDF always is unable to recover hidden regions (row 3 behind the couch on the right). URDF is missing the floor on lower right (row 4) as compared to DRDF.

**Figure 14. Matterport Comparison with Baselines** We randomly sample samples from the test set and show results comparing DRDF to other baselines. DRDF shows consistently better results as compared to UDF and LDI. Both UDF and LDI have blobs and inconsistent surfaces in output spaces (all rows). URDF always is unable to recover hidden regions (row 3 behind the couch on the right). URDF is missing the floor on lower right (row 4) as compared to DRDF.
Figure 15. 3DFront Novel Views We randomly sample examples from the 3DFront [17] test set and show results. We observe our model recovers portion of floor occluded by the table (row 2, bottom right of the image); our model is also able to identify small occluded regions in a complicated scene (row 6).
Figure 16. 3DFront Comparison with Baselines We randomly sample samples from the test set and show results comparing DRDF to other baselines. DRDF shows consistently better results as compared to UDF and LDI. Both UDF and LDI have blobs and inconsistent surfaces in output spaces (all rows). URDF always is unable to recover hidden regions (row 2 behind the couch on the right) while DRDF does. DRDF also speculates another room in the scene (row 3, 5)
We randomly sample examples from the ScanNet [10] test set and show results. We observe our model recovers portion of wall occluded by the chair (row 2, bottom right of the image View 1); ScanNet does not have lot of occluded surfaces as we can see from ground-truth and hence a lot of regions in novel views are visible in the camera view.

**Figure 17. ScanNet Novel Views** We randomly sample examples from the ScanNet [10] test set and show results. We observe our model recovers portion of wall occluded by the chair (row 2, bottom right of the image View 1); ScanNet does not have lot of occluded surfaces as we can see from ground-truth and hence a lot of regions in novel views are visible in the camera view.
Figure 18. **ScanNet Comparison with Baselines** We randomly sample samples from the test set and show results comparing DRDF to other baselines. DRDF shows consistently better results as compared to UDF and LDI. Both UDF and LDI have blobs and inconsistent surfaces in output spaces (all rows). DRDF outputs look more closer to the ground-truth as compared to URDF (row 4)
E. Derivations

For completeness, we show the derivation of some of the results presented in §C. This is meant to help in verifying the solutions or deriving the solution for another function. Assume $S \sim N(0, \sigma)$ with density $p(s)$ and CDF $\Phi(s)$.

Useful identities:

1. $\int_{-\infty}^{\infty} sp(s) ds = 0 \quad (E_S[s] = 0)$.
2. $c \int_{-\infty}^{\infty} p(s) ds = c \quad$ (Total probability is 1)
3. $\int_{-\infty}^{a} sp(s) ds = \int_{-\infty}^{\infty} sp(s) ds - \int_{a}^{\infty} sp(s) ds$
4. $\int_{a}^{\infty} sp(s) ds = - \int_{a}^{\infty} sp(s) ds$ (since $\int_{-\infty}^{\infty} sp(s) ds = 0$).
5. $\int_{-\infty}^{\infty} = \Phi(a)$
6. $\int_{a}^{\infty} = (1 - \Phi(a))$

E.1. Signed Ray Distance Function

We will start with a signed ray distance function. The expected signed ray distance function is

$$E_S[d_{SR}(z; s)] = \int_{\mathbb{R}} (s - z)p(s) ds,$$

which can be rewritten as

$$\int_{\mathbb{R}} sp(s) ds - \int_{\mathbb{R}} zp(s) ds. \quad (18)$$

The first term is the expected value of $S$, or 0. The second term is $-z \int_{\mathbb{R}} p(s) ds$. Since $\int p(s) ds = 1$, this reduces to $-z$. This yields

$$E_S[d_{SR}(z; s)] = -z. \quad (19)$$

Alternately, one can recognize $S - z$ as normally distributed with mean $-z$, which has a mean of $-z$.

**General form.** The more general form of $d_{SR}$ that accounts for the second intersection is done in two cases:

$$d_{SR}(z; s) = \begin{cases} s - z & : z < s + n/2 \\ z - n - s & : z \geq s + n/2. \end{cases} \quad (20)$$

The expectation $E_S[d_{SR}(z; s)]$ can be computed in two parts

$$\int_{-\infty}^{z - \frac{n}{2}} (z - n - s)p(s) ds + \int_{z - \frac{n}{2}}^{\infty} (s - z)p(s) ds. \quad (21)$$

For notational cleanliness, let $t = z - \frac{n}{2}$, and pull out constants and re-express any integrals as CDFs. Then the first integral expands to $z\Phi(t) - n\Phi(t) - \int_{t}^{\infty} sp(s) ds$, and the second integral expands to $\int_{t}^{\infty} sp(s) ds - z(1 - \Phi(t))$. We can then group and apply $\int_{-\infty}^{t} sp(s) ds = -\int_{t}^{\infty} sp(s) ds$, which yields $(2z - n)\Phi(t) - z + 2\int_{t}^{\infty} sp(s) ds$. A little re-arranging, and expanding out $t$ yields:

$$E_S[d_{SR}(z; s)] = -z + (2z - n)\Phi \left( z - \frac{n}{2} \right) + 2\int_{z - \frac{n}{2}}^{\infty} sp(s) ds. \quad (22)$$

This expression has $E_S[d_{SR}]$ in it ($-z$), plus terms (all but the first one) that activate once $z$ approaches $\frac{n}{2}$.

E.2. Unsigned Ray Distance Function

The expected unsigned ray distance function is

$$E_S[d_{UR}(z; s)] = \int_{\mathbb{R}} |s - z|p(s) ds. \quad (23)$$

Before calculating it in general, we can quickly check what value the expected distance function takes on at the actual intersection by plugging in $z = 0$, or

$$E_S[d_{UR}(0; s)] = \int_{\mathbb{R}} |s|p(s) ds. \quad (24)$$

This integral evaluates to $\sigma \sqrt{2/\pi}$, which can be quickly obtained by noting that it is the expected value of a half-normal distribution. Indeed, the distribution over $d_{UR}(z; S)$ is a folded normal distribution with mean $-z$.

We can then derive the more general form, by calculating the integral in two parts: $E_S[d_{UR}(z; s)]$ is

$$\int_{-\infty}^{z} (z - s)p(s) ds + \int_{z}^{\infty} (s - z)p(s) ds. \quad (25)$$

We can expand and shuffle to yield

$$z \int_{-\infty}^{z} p(s) ds - z \int_{z}^{\infty} p(s) ds + \int_{z}^{\infty} sp(s) ds - \int_{z - \frac{n}{2}}^{\infty} sp(s) ds. \quad (26)$$

The first two terms can be written in terms of the CDF $\Phi$, and the last term can be further simplified by noting $\int_{z}^{\infty} sp(s) ds = -\int_{z}^{\infty} sp(s) ds$. This yields a final form for $E_S[d_{UR}(z; s)]$:

$$z\Phi(z) - z(1 - \Phi(z)) + 2\int_{z}^{\infty} sp(s) ds. \quad (27)$$

As seen before, when $z$ is zero, the result is $\sigma \sqrt{2/\pi}$, which is the minimum. For $z \ll 0$, both $\Phi(z)$ and the integral can be ignored, leading a value of $\approx -z$. Symmetrically, the value is $\approx z$ if $z \gg 0$. Near zero, the function is more complex.
The value \( -\int_z^\infty sp(s)ds = \int_t^\infty sp(s)ds + \int_z^\infty sp(s)ds \), which lets us rewrite the integrals, yielding
\[
(n - 2z)\Phi(t) + 2z\Phi(z) - z + 2\int_z^\infty sp(s)ds + \int_t^\infty sp(s)ds,
\]
where terms from the original URDF are highlighted in orange (note that \( z\Phi(z) - z(1 - \Phi(z)) = 2\Phi(z) - z \)). Re-arranging, and re-substituting back in \( t = z - n/2 \) yields
\[
z\Phi(z) - z(1 - \Phi(z)) + 2\int_z^\infty sp(s)ds +
(n - 2z)\Phi \left( z - \frac{n}{2} \right) + \int_{-\infty}^{z-n/2} sp(s)ds.
\]
Again, this is like \( E_S[\|d_{UR}|] \) but with additional terms (those in the second line) that activate once \( z \) approaches \( n/2 \).

### E.3. Occupancy Ray Function

The standard occupancy function (i.e., positive is interior, negative is exterior) is not defined on non-watertight meshes. We can define an alternate occupancy function which is positive near a surface and negative away from a surface.

Specifically the expected occupancy function is
\[
E_S[\|d_{ORF}|] = \int_{\mathbb{R}} 1_{\{|z-s|<r\}}(z)p(s)ds,
\]
where \( 1 \) is the indicator function. Equation 36 can be simplified as
\[
\int_{z-r}^{z+r} p(s)ds = \Phi(z + r) - \Phi(z - r).
\]

### E.4. Directed Ray Distance Function

We propose instead, to use
\[
d_{DRDF}(z; s) = \begin{cases} s - z & : z \leq n/2 + s \\ n + s - z & : z > n/2 + s, \end{cases}
\]
which switches over signs halfway to the next intersection. The expectation can be done the two cases. Let \( t = z - n/2 \) for clarity, then the expectation is
\[
\int_{-\infty}^t (n + s - z)p(s)ds + \int_t^\infty (s - z)p(s)ds.
\]
These can be broken, grouped by content of the integrals, and had constants pulled out to produce
\[
0 + \int_{-\infty}^t p(s)ds + \int_t^\infty p(s)ds + \int_{-\infty}^t sp(s)ds + \int_t^\infty sp(s)ds + \int_{-\infty}^t p(s)ds - z\int_t^\infty p(s)ds.
\]
From here, one can rewrite the first line as \( n\Phi(z - n/2) \). The second line is 0, since it groups to be \( \int_{\mathbb{R}} sp(s)ds = 0 \). The
We will then compute the expected distance vector of zeros. Then \(d\) \(\in\) \(\mathbb{R}^d\), and \(s\) \(\in\) \(\mathbb{R}^3\) is
\[\mathbf{n}\mathbf{p}\]
\(\mathbf{n}\) is large. The right double integral is 1, leaving the expected unsigned distance function
\[\int_{-\infty}^{\infty} |s - x_z| p(s_z) ds_z.\]  

A few things follow from this setup. First, the minimum value at the real intersection will still be \(\sigma \sqrt{2/\pi}\). Second, the only uncertainty that matters is the variance in the direction perpendicular to the plane: if \(s \sim N(0, o^2 I)\) where \(I\) is the identity matrix and \(o\) a vector of zeros. Then \(d_U(x; s)\) is the 3D unsigned distance function
\[d_U(x) = |\mathbf{n}^T \mathbf{x} + o|.\]  
We will then compute the expected distance
\[E_s[d_U(x; s)] = \int_{\mathbb{R}^3} |\mathbf{n}^T (\mathbf{x} + s) + o| (s) ds.\]

First, note that we are free to pick the coordinate system, and so we pick it so that the plane passes through the origin and is perpendicular to the z-axis. Thus, \(\mathbf{n} = [0, 0, 1]\) and \(o = 0\). This does not require the plane to be perpendicular to the ray; this is merely placing the arbitrary coordinate system to be in a mathematically convenient configuration. Geometrically, this is precisely identical to the ray case: any uncertainty that is perpendicular to the plane does not alter the distance to the plane, leaving a single source of uncertainty (in z).

Algebraically, one can verify this as well. The distance to the plane for any point \(x\) is \(|\mathbf{n}^T \mathbf{x} - o|\). We can add the uncertainty about the plane’s location by subtracting it off the point, placing the point at \(x - s\). Then the distance is \(|\mathbf{n}^T (x - s) - o|\). Since \(\mathbf{n} = [0, 0, 1]\) and \(o = 0\), this simplifies to \(|x_z - s_z|\), where \(x_z\) is the z coordinate of \(x\) and likewise for \(s_z\). The final expected value of the 3D distance is
\[\int_{\mathbb{R}^2} \left( \int_{-\infty}^{\infty} |x_z - s_z| p(s_z) ds_z \right) p(s_x)p(s_y) ds_x ds_y.\]

Since the inner integral is constant with respect to \(s_x\) and \(s_y\), we can pull it out; we can also rewrite \(|x_z - s_z|\) as \(|s_z - x_z|\) to match convention, yielding:
\[\left( \int_{-\infty}^{\infty} |s_z - x_z| p(s_z) ds_z \right) \int_{\mathbb{R}^2} p(s_x)p(s_y) ds_x ds_y.\]