On the energetics of information exchange

J. Hoppenau and A. Engel

Carl von Ossietzky Universität Oldenburg - 26111 Oldenburg, Germany

received 9 January 2014; accepted in final form 3 March 2014
published online 18 March 2014

PACS 05.20.-y – Classical statistical mechanics
PACS 05.70.-a – Thermodynamics
PACS 89.70.Cf – Information and communication theory: Entropy and other measures of information

Abstract – We consider the thermodynamic properties of systems in contact with an information source and focus on the consequences of energetic cost associated with the exchange of information. To this end we introduce the model of a thermal tape and derive a general bound for the efficiency of work extraction for systems in contact with such a tape. Depending on the perspective, the correlations between system and tape may either increase or reduce the efficiency of the device. We illustrate our general results with two exactly solvable models, one being an autonomous system, the other one involving measurement and feedback. We also define an ideal tape limit in which our findings reduce to known results.
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Introduction. – The advent of stochastic thermodynamics [1,2] revived the discussion about the link between statistical mechanics and information theory. Sharpening the Second Law of Thermodynamics into an equation, and unambiguously identifying information as a thermodynamic resource allowed an improved analysis of some generic problems at the borderline between statistical physics and information theory. Examples include thermodynamic efficiencies in the presence of information exchange [3–10], the formation of information carrying biomolecules in driven chemical systems [11,12], as well as the operation of models of Maxwell’s demon [13–19].

In a paradigmatic setup a physical system interacts with a tape from which it may read and/or on which it may write information in form of bits. In most investigations so far, two idealized properties of such a tape have been taken for granted: first, the tape preserves the information forever i.e., its states do not change spontaneously; second, the reading and writing of information does not require energy.

In the present paper we study the modifications arising when these idealizations are weakened. To this end we introduce the model of a thermal tape. The cells of such a tape are \( n \)-level systems with all levels having different energies \( E(y) \). Moreover, the tape is connected with its own heat bath of temperature \( T_t \); we will assume \( T_t < T_b \) throughout our analysis.

Before interacting with the device the cells of the tape are assumed to be in equilibrium, i.e. the probability to
find a cell in state $y$ is given by
\begin{equation}
    p^{\text{eq}}_{t}(y) = \exp\left(\frac{F - E(y)}{T_{t}}\right),
\end{equation}
where
\begin{equation}
    F = -T_{t} \ln \sum_{y=0}^{u-1} \exp\left(-\frac{E(y)}{T_{t}}\right).
\end{equation}

Throughout this paper we set Boltzmann’s constant $k_{B} \equiv 1$. Each cell interacts with the device for a given time interval $\tau$ during which it is decoupled from the tape bath. In the course of the interaction the system may change the state of the cell at the cost of supplying or receiving the suitable amount of energy. At the end of the interaction period the cell is decoupled from the device and brought into contact with the tape bath again. It then starts to relax back to its equilibrium distribution. After interacting with a sufficient number of cells the device in general approach a stationary state, in which its probability distribution at the end of the interaction interval coincides with the one at the beginning. We will concentrate on this stationary regime.

Let us denote by $p^{\text{out}}_{t}(y)$ the probability for a cell to be in state $y$ after the interaction with the device. Clearly, $p^{\text{out}}_{t}(y) \neq p^{\text{eq}}_{t}(y)$ in general. For the average energy $Q_{t}$ exchanged between device and tape we then have
\begin{equation}
    Q_{t} = \sum_{y} E(y)[p^{\text{eq}}_{t}(y) - p^{\text{out}}_{t}(y)].
\end{equation}
The change in entropy of the tape is given by [20]
\begin{equation}
    \Delta S_{t} = -\sum_{y} p^{\text{out}}_{t}(y) \ln p^{\text{out}}_{t}(y) + \sum_{y} p^{\text{eq}}_{t}(y) \ln p^{\text{eq}}_{t}(y)
    = -\frac{Q_{t}}{T_{t}} - D[p^{\text{out}}(\cdot)\|p^{\text{eq}}(\cdot)],
\end{equation}
where $D[p(\cdot)\|q(\cdot)] = \sum_{x} p(x) \ln p(x)/q(x)$ denotes the Kullback-Leibler divergence of $p(x)$ from $q(x)$.

Because of the cyclic state of the device the first law of thermodynamics acquires the form
\begin{equation}
    W + Q_{b} + Q_{t} = 0.
\end{equation}
Similar to related settings involving ideal tapes [16,19] the entropy balance of the combined system gives rise to the inequality [21]
\begin{equation}
    \Delta S_{b} + \Delta S_{t} \geq 0.
\end{equation}

Here the entropy change of the bath is given by $\Delta S_{b} = -Q_{b}/T_{b}$. Using (5), (6) and (4) we derive an upper bound for the efficiency of the device working as a heat engine:
\begin{equation}
    \eta \equiv \frac{-W}{Q_{b}} \leq \eta_{\text{max}} = 1 - \frac{T_{t}}{T_{b}} - \frac{T_{t}}{Q_{b}} D[p^{\text{out}}(\cdot)\|p^{\text{eq}}(\cdot)].
\end{equation}

For the correct interpretation of this bound it is crucial to keep in mind the twofold nature of a thermal tape. Since the Kullback-Leibler divergence is always positive (ref. [22], Chapt. 2), the maximal efficiency of the setup always stays below the Carnot efficiency $\eta_{C} = 1 - T_{t}/T_{b}$. The Carnot limit may be reached only if the cells relax infinitely fast to their equilibrium distribution. In such a reasoning the tape plays the role of a (non-ideal) heat bath and the presence of some slowly relaxing degrees of freedom memorizing the state of the system prevents the setup from reaching the limits allowed by the Second Law of thermodynamics\textsuperscript{1}.

In the ideal tape limit $E(y) = \epsilon(y)T_{t}$ with $T_{t} \to 0$, on the other hand, we find $Q_{t} \to 0$ from (3) whereas (4) shows that $\Delta S_{t}$ remains non-zero, i.e. the system still exchanges entropy with the tape but no energy. The bound (7) approaches its trivial limit $\eta \leq 1$ and the system is able now to perform beyond the restrictions imposed by the (traditional) Second Law since it periodically extracts energy from a heat bath and converts it into work (accompanied by writing information on the tape). In this interpretation of the tape as an information source [6] the very same correlations between system and tape that were detrimental for its role as a heat bath turn out to be the clue for its performance over the (traditional) Second Law.

For a more detailed characterization of the performance of the system in the regime where the efficiency (7) is near to one it is useful to relate the work performed to the information written on the tape. From (5) and (6) we get the upper bound
\begin{equation}
    -W \leq \Delta S_{t}T_{b} + Q_{t}
\end{equation}
which motivates to define the information efficiency
\begin{equation}
    \eta_{i} = \frac{-W}{\Delta S_{t}T_{b} + Q_{t}} \leq 1.
\end{equation}

In the ideal tape limit $\eta_{i}$ reduces to $-W/(\Delta S_{t}T_{b})$ which was used before to characterize the efficiency of systems involving feedback [3,23,24] and ideal tapes [13], respectively.

Finally, the device may also function as an eraser which deletes information written on the incoming tape by dissipating work to the heat bath. In this case $W > 0$ and $\Delta S_{t} < 0$. From (5) and (6) we obtain the bound
\begin{equation}
    -\Delta S_{t} \leq \frac{W + Q_{t}}{T_{b}}
\end{equation}
\textsuperscript{1}Note in particular the difference between (7) and eq. (54) in [6] in which an efficiency larger than the corresponding Carnot value may be found.
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together with the corresponding efficiency of erasure
\[ \eta_c = \frac{-T_i \Delta S_t}{W + Q_t} \leq 1. \tag{11} \]

The results (7), (9), and (11) hold for autonomous systems; they remain valid also for systems with measurement and feedback as long as no additional entropy is absorbed or generated during the measurement process.

**Autonomous device.** – In this section we detail the general analysis described above for a simple autonomous system with exactly solvable dynamics. The setup is motivated by a recently introduced model of a Maxwell’s demon [16], see also [13,15]. We assume that there are only two states per cell of the tape, \( y = 0, 1 \) and the incoming tape is fixed to \( \tanh(\epsilon/2) \) irrespective of the value of \( T_t \).

The device is assumed to be a two-level system as well, with states denoted by \( x = 0, 1 \) and energies \( E_d(0) = 0 \) and \( E_d(1) = E_d > 0 \).

The interaction between device and tape is defined as follows, cf. fig. 2. At the beginning of the interaction interval device and tape are instantaneously coupled to form a composite two-level system with energies 0 and \( E_t + E_d \). The combined system is put into the state of the tape. The energy required for this setting of the initial condition is obtained from the work source. For a time \( \tau \) the combined system then relaxes in contact with the heat bath at temperature \( T_b \) under the exchange of heat \( Q_b \). At the end of the interaction period the coupling between device and tape is instantaneously removed and both remain in their respective states. The tape hence records the final state of the device. Neither heat nor work is exchanged in the final step. The tape is then moved one step and the device starts to interact with the next cell.

Denoting the probability of the device to be in state \( x = 0, 1 \) at time \( t \) by \( p_d(x,t) \), the stochastic evolution of the combined system during the interaction with the heat bath is governed by the master equation
\[
\frac{d}{dt} \begin{pmatrix} p_d(0, t) \\ p_d(1, t) \end{pmatrix} = \begin{pmatrix} -W_{1,0}^{d} & W_{1,0}^{d} \\ W_{0,1}^{d} & -W_{0,1}^{d} \end{pmatrix} \begin{pmatrix} p_d(0, t) \\ p_d(1, t) \end{pmatrix}, \tag{12} \]
with transition rates
\[ W_{1,0}^{d} = e^{-\frac{E_{d}+T_{b}}{2T_{b}}}, \quad W_{0,1}^{d} = e^{\frac{E_{d}+T_{b}}{2T_{b}}}. \tag{13} \]

The solution of (12) for the initial condition \( p_d(y,0) = p_d^{eq}(y) \) is of the form
\[ p_d(y,t) = e^{-r t} p_d^{eq}(y) + (1 - e^{-r t}) p_d^{eq}(y), \tag{14} \]
where
\[ p_d^{eq}(0) = \frac{W_{0,1}^{d}}{r}, \quad p_d^{eq}(1) = \frac{W_{1,0}^{d}}{r}, \tag{15} \]

Denote the equilibrium distribution the system approaches for \( \tau \to \infty \). Here \( r \equiv W_{0,1}^{d} + W_{1,0}^{d} \). The probability to find the device in state \( x \) at the end of the interaction interval is hence given by \( p_d(x, \tau) \).

Defining
\[ \Phi(\tau) := \frac{1}{p_d^{eq}(1)}(1 - p_d(1, \tau)] = \frac{1 - e^{-r \tau}}{1 - e^{-r \tau}}. \tag{16} \]

we find for the average work \( W \) provided by the work reservoir
\[ W = \Phi(\tau) E_d, \tag{17} \]
and for the average heat \( Q_b \) exchanged between device and heat bath
\[ Q_b = -\Phi(\tau)(E_d + c T_t). \tag{18} \]

The efficiency is given by
\[ \eta_{aut} = \frac{-W}{Q_b} = 1 - \frac{c T_t}{E_d + c T_t}. \tag{19} \]

The device delivers work, \( W < 0 \), if \( \Phi(\tau) < 0 \). With (1) and (15) this condition acquires the form
\[ T_t \frac{E_d}{T_b} < 1 - \frac{E_d}{cT_t}. \tag{20} \]

Similarly to (7) this relation implies, that the efficiency is below the Carnot limit \( \eta_c \) whenever work is delivered.

At the line \( \Phi(\tau) = 0 \) both \( W \) and \( \Delta S_t \) change sign. Hence, for
\[ 1 - \frac{E_d}{cT_t} < \frac{T_t}{T_b} \tag{21} \]
the device operates as eraser and work is dissipated to decrease the entropy of the tape. The corresponding efficiency \( \eta_c \) follows from (11), (18), (4), and (14).

The different regimes are shown in fig. 3. For \( \epsilon \to \infty \) the incoming tape is saturated with zeros and the device delivers work for all \( T_t < T_b \). With decreasing \( \epsilon \) the maximal value of \( T_t \) at which work is still delivered gets smaller, and for larger \( T_t \) the system works as eraser. In the ideal tape limit, \( T_t = 0 \), the transition from an engine to an
eraser takes place at (dashed lines) given by (7) and the Carnot efficiency \( \eta \) for \( \tau = 10 \) and \( E_d = T_b = 1 \).

Figure 4 compares the efficiency \( \eta_{\text{aut}} \) (solid lines) of the autonomous device with the upper bound \( \eta_{\text{max}} \) (dashed lines) given by (7) and the Carnot efficiency \( \eta_C \) for \( \tau = 10 \) and \( E_d = T_b = 1 \).

erasure. If the parameters lie in the shaded region, the device delivers work. If they are in the white area, it consumes work while the entropy of the tape is decreased. On the solid line, dividing the engine and eraser regime, the system is always in equilibrium and the work is zero.

The measurement is then prescribed by

\[
y_{\text{out}} = \begin{cases} x_{\text{in}}, & \text{if } y_{\text{in}} = 0, \\ 1 - x_{\text{in}}, & \text{if } y_{\text{in}} = 1,
\end{cases}
\]

and the probability for an erroneous measurement is \( 1/(1 + e^\epsilon) \). Equation (22) defines a one-to-one correspondence between the state \((x_{\text{in}}, y_{\text{in}})\) before and the state \((x_{\text{in}}, y_{\text{out}})\) after the measurement. As a result no entropy is generated during the measurement [25] and eq. (7) still holds.

To extract work from the system the following feedback is performed. For \( y_{\text{out}} = 0 \), the system stays unchanged. For \( y_{\text{out}} = 1 \), \textit{i.e.} when the system is more likely to be in the upper state, the energies of the states \( x = 0 \) and \( x = 1 \) are instantly interchanged. If the system was indeed in the upper state, the energy \( E_d \) is released as work. If not, the same amount of energy is consumed. After this change of

the relevant efficiency. Finally, near the ideal tape limit, \( T_t \to 0 \), the information efficiency becomes smaller than \( \eta_{\text{aut}} \). Now the device acts as an information engine and \( \eta_i \) provides a better characterization of the performance of the system than \( \eta_{\text{aut}} \).

System with feedback. — In this section we investigate a system driven by a protocol which depends on the outcome of a measurement of the system state. The result of the measurement is written on a tape and we are again interested in the role of the energy necessary to accomplish this storage. We use the same general setup as in the previous section with device and tape modelled as two-level systems. The incorporation of the feedback step is done in analogy to a model introduced in [13].

At the beginning of the interaction the states of the tape, \( y_{\text{in}} \), and of the device, \( x_{\text{in}} \), are independent samples from the probability distributions \( p_{\text{d}}(y_{\text{in}}) \) and \( p_{\text{d}}(x_{\text{in}}) \), respectively. The state \( x_{\text{in}} \) of the device is then measured and the result is stored as \( y_{\text{out}} \) on the tape. We would like to include imprecise measurements into the analysis and therefore allow for \( x_{\text{in}} \neq y_{\text{out}} \) with a certain probability. It is convenient to use the incoming bits of the tape as preassigned compilation of these measurement errors [13].

The measurement is then prescribed by

\[
y_{\text{out}} = \begin{cases} x_{\text{in}}, & \text{if } y_{\text{in}} = 0, \\ 1 - x_{\text{in}}, & \text{if } y_{\text{in}} = 1,
\end{cases}
\]

and the probability for an erroneous measurement is \( 1/(1 + e^\epsilon) \). Equation (22) defines a one-to-one correspondence between the state \((x_{\text{in}}, y_{\text{in}})\) before and the state \((x_{\text{in}}, y_{\text{out}})\) after the measurement. As a result no entropy is generated during the measurement [25] and eq. (7) still holds.

To extract work from the system the following feedback is performed. For \( y_{\text{out}} = 0 \), the system stays unchanged. For \( y_{\text{out}} = 1 \), \textit{i.e.} when the system is more likely to be in the upper state, the energies of the states \( x = 0 \) and \( x = 1 \) are instantly interchanged. If the system was indeed in the upper state, the energy \( E_d \) is released as work. If not, the same amount of energy is consumed. After this change of
energies the labels of the states are interchanged as well, so that \( x = 1 \) again denotes the state with higher energy.

After this feedback step, the probability to find the device in the upper state is given by \( p^\text{in}(1) \), irrespective of \( x_{\text{in}} \). The device now relaxes for the duration \( \tau \) in contact with its heat bath. This relaxation is again governed by the master equation (12) where, however, the rates are now given by

\[
W^{\text{in}}_{1,0} = e^{-\frac{\epsilon}{T_b}}, \quad W^{\text{out}}_{0,1} = e^{+\frac{\epsilon}{T_b}}.
\]

(23)

Keeping in mind these modified rates the ensuing analysis proceeds as in the previous section: the solution \( p_d(x,t) \) of the master equation is given by (14) with (15) denoting the equilibrium distribution that the system approaches for large \( \tau \).

In the steady state of the system, the distribution of \( x \) at the beginning and at the end of the interaction must be the same, \( p^\text{in}_d(x) = p_d(x,t) \). Using

\[
p^\text{out}_t(1) = p^\text{eq}_t(0)p^\text{in}_d(1) + p^\text{eq}_t(1)p^\text{in}_d(0)
\]

(24)

we find

\[
Q_t = \left[p^\text{eq}_t(1) - p^\text{out}_t(1)\right] \epsilon T_t
\]

\[
= \left[p^\text{eq}_t(1) - \Phi(\tau)\right]\left[p^\text{eq}_t(1) - p^\text{eq}_t(0)\right] \epsilon T_t.
\]

(25)

as well as

\[
Q_b = -\Phi(\tau)E_d.
\]

(26)

With \( W = -(Q_b + Q_t) \) this yields for the efficiency

\[
\eta_b = \frac{-W}{Q_b} = 1 - \frac{\left[p^\text{eq}_t(1) - \Phi(\tau)\right][p^\text{eq}_t(1) - p^\text{eq}_t(0)] \epsilon T_t}{\Phi(\tau)E_d}.
\]

(27)

Figure 6 compares this result with \( \eta_{\text{max}} \) and \( \eta_C \) for different values of \( \epsilon \). We find again \( \eta_b < \eta_{\text{max}} < \eta_C \) for all \( T_b > 0 \), and in the ideal tape limit, \( T_t \rightarrow 0 \), all efficiencies converge to 1. However, in contrast to the autonomous case \( W \) and \( Q_b \) no longer change sign at the same value of \( T_t \). Therefore \( \eta_b = 0 \) when \( W = 0 \). Also, there is no equilibrium situation for the system with feedback.

Due to our dual use of the tape as source of measurement errors and chronicle of measurement outcomes we have (ref. [22], Chapt. 7)

\[
\Delta S_t = I(x_{\text{in}}, y_{\text{out}}),
\]

(28)

with \( I(x,y) = D[p(x,y)|p^\text{in}_d(x)p^\text{out}_t(y)] \) denoting the mutual information between system and tape that is induced by the measurement. We may hence rewrite (8) as

\[
-W \leq I(x_{\text{in}}, y_{\text{out}})T_b + Q_t.
\]

(29)

In the ideal tape limit, \( T_t \rightarrow 0 \), we have \( Q_t \rightarrow 0 \) and (29) assumes the well-known form of the maximum work theorem for systems with feedback [4,6,8,10,17,26]

\[
-W \leq I(x_{\text{in}}, y_{\text{out}})T_b.
\]

(30)

Equation (29) is also a consequence of the Sagawa-Ueda fluctuation theorem [5]. Since \( Q_t \leq 0 \) as follows from (25) the bound (29) is tighter than (30) and the energetic cost of information transfer reduces the extractable work.

Using (28), (9) becomes

\[
\eta = \frac{-W}{I(x_{\text{in}}, y_{\text{out}})T_b + Q_t}.
\]

(31)

which in the present context can be interpreted as efficiency of information use [23].

Figure 7 displays \( -W \) and the bound resulting from (29) as a function of \( \epsilon \) for different values of \( T_t \). In the ideal tape limit, \( T_t \rightarrow 0 \), both curves increase monotonously and saturate at finite values for large \( \epsilon \), i.e. error-free measurements. For \( T_t > 0 \) both \( -W \) and the corresponding bound exhibit a maximum. This non-monotonous behaviour could already be identified in fig. 6 with the efficiencies for \( \epsilon = 2.1 \) being larger than those for both \( \epsilon = 1.1 \) and \( \epsilon = 10 \). It can be understood intuitively as follows: for small values of \( \epsilon \) many erroneous measurements occur and therefore \( -W \) as well as \( I \) are small. For large \( \epsilon \) measurement errors became rare but the energy \( -Q_t \) to write the measurement results to the tape grow. Accordingly, the difference between the bounds (30) and (29)
increases and the latter must eventually go down again. A related decrease with increasing $\epsilon$ is also found for $\eta_i$ if $T_i > 0$. Hence, if the energetic cost of information storage are properly accounted for the work production is not maximized for error-free measurements. Instead, there is an optimal fraction of errors.

Summary. – Information is a thermodynamic resource; upon producing or consuming information physical systems may convert energy with efficiencies that are infeasible otherwise. A direct but also highly idealized way to study the thermodynamic impact of information consists in the sole inclusion of the Shannon entropy of the information source into the overall entropy balance of the system [3, 6, 11–13, 15, 16].

However, information transfer is typically accompanied by energy transfer as well. Introducing a thermal tape as a succession of multi-stable cells with non-trivial intrinsic energetics we discussed some basic implications of the energetic cost in information exchange. The thermal tape may be either interpreted as a (non-ideal) heat bath or as a (non-ideal) information source. The correlations between system and tape that are introduced by the interaction are crucial in both cases. In the former perspective they reduce the efficiency which therefore stays below the corresponding Carnot value. In the latter, they may increase the efficiency and performance beyond the limits set by the (traditional) Second Law of Thermodynamics becomes possible.

We illustrated our general results with the detailed analysis of two exactly solvable model situations. The first is an autonomous stochastic system. Depending on the interpretation of the thermal tape it may either act as a conventional heat engine, or as a Maxwell’s demon or eraser. The second systems is driven by measurement-dependent feedback. Here we showed that the bound for the efficiency of work extraction becomes tighter when the energetic cost of information transfer is taken into account, and that the efficiency shows a non-trivial maximum at a finite fraction of measurement errors. This is in contrast to the situation neglecting the energy exchange in information transfer where the efficiency gets maximal for zero measurement error.

If we prescribe the same energy to all states of the tape we come back to the idealization in which no energy is necessary to write on the tape. In this ideal tape limit our findings reduce to the results for efficiencies and maximum work limits known in the literature [4, 6, 8, 10, 17, 26]. There is hence a certain complementarity between the thermodynamic concepts of work and information: whereas work is energy without entropy, information is (in its idealized form) entropy without energy.
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