Predicting Effective Factors in Schizophrenia Using Data Mining
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ABSTRACT
Data mining is a technique for discovering new knowledge from databases and the use of data mining in medicine is considered one of the most widely used fields of data mining. Schizophrenia is one of the most common illnesses that cause many financial and social damages to society due to the loss of individual performance. In this study, we will examine the most effective fields of predictor in schizophrenia and then predict the age of occurring schizophrenia. In this study, some common classification methods such as support vector machine, decision tree and neural network have been used. The results show that the support vector machine model has more efficiency than other models.

INTRODUCTION
Schizophrenia is a severe mental disorder that affects entire personality of individual, but all its symptoms can be controlled with medication. Symptoms of illness is varied in different people, but often include depression, strange behavior, irritability, excessive sleep or inability to sleep, forgetfulness, severe response to crises and even suicide. The mortality rate in schizophrenia patients is twice of normal individuals [1]. Rapid treatment of this illness can improve the pre-consciousness of patients and prevent many clinical symptoms in subsequent attacks. The more the treatment begins faster, the chance of full recovery increases and, in general, the faster treatment is associated with a better outcome for the patient. Data mining is performed with the intention of helping the physician to remove the disorder from the data. Research on data and finding useful results and models for diseases using data mining will help in the prevention and early detection of illness.

According to the above, it seems that a system that can be a solution as decision-making support in medical and psychiatric centers is necessary. To date, many studies have been conducted in relation to the factors affecting schizophrenia; most of them are conducted using statistical analysis and usually the proposed hypothesis has been tested using statistical techniques. But it can investigate the impact of multiple factors and obtain meaningful, frequent and hidden patterns among the collected data using the data mining tool without defining the hypothesis. Then the results of data mining can be used as a source of knowledge for decision support systems for treatment or prevention. In this study, it is tried to investigate the effect of different factors in occurring schizophrenia using data mining.

LITERATURE REVIEW
The volume of data stored in databases is rapidly increasing, and this huge volume of data stored includes valuable but hidden knowledge and any data can play an important role in the decision-making process. The number of data analysts increases with a rate lower than the volume of data stored, which is a reason for using automated methods in extracting knowledge from the data. Data mining is the main step of an extensive process called knowledge discovery from database. This process includes the application of several pre-processing methods to facilitate the application of the data mining algorithm and the post-processing methods to reprocess and promote the knowledge obtained. The essence of data mining is the extraction of knowledge from data using relatively automated mechanisms. But this phrase raises a question what kind of knowledge should be discovered and how this discovery will be realized. In data mining, we seek to discover knowledge with capability of prediction. In fact, man seeks to discover knowledge with a high degree of accuracy. This knowledge discovered should be understood by the user so that ultimately support him/her in the decisions. In most cases, if the discovered knowledge is merely like a black box and performs the prediction without any explanation, the user will not trust its accuracy [8]. By defining data mining as the process of discovering and analyzing data belonging to large collections using automated tool and based on meaningful patterns and rules [7], we understand that data mining is the use of data analysis tool to discover unknowns, valid patterns, and relationships of large collects of data [9].

In a study conducted in 2008, the kinematic features of pen motion in the handwriting of two groups of people with schizophrenia and healthy people were entered into a classification system of support vector machine and classification has been performed with 95.4% accuracy.
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The result of this study indicate that the use of handwriting extracted patterns can replace conventional methods of the diagnosis of illness and brain imaging as a proper method for diagnosis of schizophrenia [3].

In a study using data obtained from Functional Magnetic Resonance Imaging (fMRI), Pouyan et al. presented a method for the diagnosis of schizophrenia. In this study, FMRI images were categorized into two groups of healthy and diseased individuals using Support Vector Machine Classification (SVM) and classification accuracy was 70%. The results of this study show that the proposed method has a proper classification accuracy [10].

Recently, little work has been performed from healthy people using genotypic information to classify patients with brain disorders. Research has shown that the support vector machine algorithm can classify both bipolar and schizophrenic individuals from high-precision individuals using gene expression data [11]. In a study in 2007, the components extracted from the force applied to the pen in three dimensions and for testing, made from pen made by themselves capable of recording force in three dimensions have been used, and a method to detect patients with brain disorders from healthy individuals provided. In this study, the components extracted from the force applied to the pen were categorized into two groups of healthy and diseased individuals, and the precision of classification has been 95.8% using the Support Vector Machine (SVM) classifier. The results of this study show that the proposed method has a proper classification precision [6]. Researchers used the artificial neural network in 2007 to classify patients with neuropathic symptoms. The result indicated the high capability of this technique in data analysis for classification of neuropathic diseases [2].

METHOD
In this study, the samples were selected randomly from the records for prediction, and also the variables or in other words, the attributes of the samples were identified and extracted according to the view of experts. In this study, about 260 cases of schizophrenia patients have been studies and collected in Kerman. The considered variables were extracted and collected from the related cases in accordance with Table (1). The age variable of occurring schizophrenia is considered as the target variable to predict the age of occurring schizophrenia that has three values of 1, 2 and 3.

| Variables                          | Variables                          |
|------------------------------------|------------------------------------|
| head injury in childhood           | age                                |
| Injuries during childbirth         | Gender                             |
| Age of occurring schizophrenia     | Marital status                      |
| Age of mother of people with       | History of mental illness in        |
| schizophrenia at their birth       | childhood                          |
| Environmental factors              | Using addictive substance           |
| History of mental illness in family and family members | Birth season |
| Age of father of people with       | Deprivations of childhood           |
| schizophrenia at their birth       |                                    |

Preparing the data

Preparing the data

The purpose of this step is to increase the quality of the data used so that we can provide a suitable dataset for the data modeling step. Data preparation includes all the activities required to make the final dataset required for the modeling tool from the raw data. These activities include attribute selection, data conversion and clearing, and more. In this step, missing data and out of date data have been cleared. Also, records with less than 50% of the information variables completed were excluded from the dataset.

The proposed algorithm
The algorithms used in data mining techniques try to find and present the closest model to the data characteristics. Models can be predictive or descriptive. In this study, software classification model algorithms including neural network, C&R, C5, and SVM were used to predict the factors affecting schizophrenia and the age of occurring illness. These methods are briefly described below.

C&R Tree Algorithm
This node decides tree that can predict or classify future observations by the help of it. This method uses the recursive partitioning method to separate records prepared into separate pieces on the basis of minimization of impurities at each step, node is pure when all node data place within one of the classifications specified in the target variable. The target or predicted variable can be defined as a domain or a class. (Only two subgroups are possible for each variable)

Algorithm C5.0
This algorithm is capable of making both a decision tree and a set of rules. This model works by branching out the sample based on a field that obtains the most information at each step. The final field should be classified. It is also possible to divide each branch into more than two subgroups at each stage.

Neural Network Algorithm
Neural networks are one of the most widely used predictive methods. A neural network is a simplified model that works based on the function of the human brain. The algorithm aims to simulate some of the simple functions of the human brain. Each node in the neural network is like a neuron in the human brain that the network of connecting these neurons performs complex learning tasks. The process of analyzing data in a neural network is like a black box. Neural networks are very useful in estimating and predicting [5].

SVM algorithm
The SVM algorithm is a robust algorithm based on the theory of statistical learning and it is one of the algorithms that place in the subgroup of prediction algorithms and its basis is the theory of statistical learning. SVM separates samples of different classes using a line called decision boundary. This decision boundary is called the support vector. Each decision boundary is restricted to two hyper plans that their distance from the decision boundary is the same, and the distance between the two hyper plans is the
margin of cluster. The purpose of SVM clustering is to find a decision boundary with the maximum clustering margin. The decision boundary can be linear or nonlinear. This algorithm works well for high dimensional data [4].

MODELING

Using various classification algorithms on the dataset, appropriate models are presented that provide high accuracy rules and describe the information provided to the model. We also find acceptable results regarding the effect of various factors on the occurring schizophrenia. In this research, IBM Spss Modeler software was used for data mining. The dataset is divided into two parts of model education data and model test data. For this purpose, 75% of the database records were randomly selected as education data and 25% of the data were used as the model test dataset.

Evaluation of the classification model

The most common criterion for evaluating classification is the accuracy criterion, calculated according to formula (1). But this criterion is tended to the majority class for imbalanced data that has a larger margin. The decision boundary can be linear or nonlinear. The purpose of SVM clustering is to find a decision boundary with the maximum clustering margin. The decision boundary can be linear or nonlinear. This algorithm works well for high dimensional data [4].

Evaluation of the classification model

The most common criterion for evaluating classification is the accuracy criterion, calculated according to formula (1). But this criterion is tended to the majority class for imbalanced data that has a larger margin. The decision boundary can be linear or nonlinear. The purpose of SVM clustering is to find a decision boundary with the maximum clustering margin. The decision boundary can be linear or nonlinear. This algorithm works well for high dimensional data [4].

| Predicted class / Real class | C1     | C2     |
|-----------------------------|--------|--------|
| C1                          | t_pos  | f_neg  |
| C2                          | f_pos  | t_neg  |

(1) Accuracy = \( \frac{t_{pos} + t_{neg}}{t_{pos} + t_{neg} + f_{pos} + f_{neg}} \)
(2) Recall = \( \frac{t_{pos}}{t_{pos} + f_{neg}} \)
(3) Precision = \( \frac{t_{pos}}{t_{pos} + f_{pos}} \)
(4) F - Measure = \( \frac{2 \times \text{recall} \times \text{precision}}{\text{recall} + \text{precision}} \)

RESULTS

In this research, different models have been produced using data mining classification techniques. In this section, we discuss the results obtained from the implementation of models and their evaluation. For this purpose, the models produced are provided to analysis tools and their precision is evaluated.

Produced set of rules

As a result, by implementing the model obtained from the C&R tree, a set of the most effective rules discovered from a software view will be provided. Given that data mining is a tool producing hypothesis, the accuracy and degree of effectiveness of the rules obtained should be examined and interpreted by experts in the field. The rules of the C&R tree after removing the overlaps are as follows:

1. If a person has a mental illness in childhood, the probability of occurring schizophrenia at the age of 15 to 35 years is more (66.66%)
2. If a person's gender is male and has an addiction, the probability of occurring schizophrenia at the age of 15 to 35 years is more (100%).
3. If a person's gender is male, the probability of occurring schizophrenia at the age lower than 15 years is more (75%).
4. If a person's gender is female and married and she has a history of mental illness in her family, the probability of occurring schizophrenia at the age of 15 to 35 years is more (100%).
5. If a person's gender is female and single and she has a mental illness in childhood, the probability of occurring schizophrenia at the age over 35 years is more (100%).
6. If a person's gender is female and single and has no mental illness in childhood, the probability of occurring schizophrenia at the age lower than 15 years is more (6.2%).

2-9 Set of rules extracted from tree C5.0

After implementing the C5.0 model, the set of rules obtained from this tree is as follows:

1-If a person is single and has an addiction, the probability of occurring schizophrenia at the age of 15 to 35 years is more (92%).
2-If a person is single and has a mental illness in childhood and the members of his/her family have a mental illness and the season of his/her birth is winter, the probability of occurring schizophrenia is more at the age of 15 to 35 years (83.33%)
3-If a person is single and has a mental illness in childhood and the season of his/her birth is winter, the probability of occurring schizophrenia is more at the age of 15 to 35 years (83.33%)
4-If a person is single and has a mental illness in childhood and has a history of mental illness in family members, the probability of occurring schizophrenia is more at the age of 15 to 35 years (80%)
5-If a person is married and has a mental illness in his/her family members, the probability of occurring schizophrenia is more at the age of 15 to 35 years (62.96%)
6-If a person is married and has no mental illness in his/her family members and his gender is male, the probability of occurring schizophrenia is more at the age of 15 to 35 years (85.29%)
7-If a person is married and has no mental illness her family members and his gender is female and his birth season is winter, the probability of occurring schizophrenia is more at the age above 35 years (83%)

Evaluation of the model prepared by C&R

Implementing model C&R shows that the classification precision of this model for educational data is 80.65% and for test data is 68.57% which seems a proper precision. Examining the results of the model analysis shows that the model has correctly predicted 9 cases from 22 individuals belonging to category 1 and wrongly recognized 3 cases from 142 individuals from
category 2 and correctly predicted 2 cases from 22 individuals from category 3 according to Table (3).

| Current status | 1 | 2 | 3 |
|----------------|---|---|---|
| 1              | 9 | 13| 0 |
| 2              | 3 | 139| 0 |
| 3              | 1 | 19| 2 |

Based on the data in Table (3), the accuracy, recall, precision and F criteria are presented in Table (4).

| class | F-Measure | Recall | Precision |
|-------|-----------|--------|-----------|
| 1     | 0.61      | 0.41   | 0.69      |
| 2     | 0.89      | 0.98   | 0.81      |
| 3     | 0.17      | 0.09   | 1         |
| Avg   | 0.52      | 0.49   | 0.83      |

Evaluation of the model prepared by C5

The results of implementing C5.0 model show that the classification precision by this model for educational data is 82.8% and for test data is 67.14%. Examining the results of the model analysis shows that the model has correctly predicted 10 cases from category 1 and correctly predicted 139 cases from category 2 and correctly recognized 5 cases from category 3 according to Table (5).

| Current status | 1 | 2 | 3 |
|----------------|---|---|---|
| 1              | 10| 12| 0 |
| 2              | 2 | 139| 1 |
| 3              | 0 | 17| 5 |

Based on the data in Table (5), the accuracy, recall, precision and F criteria are presented in Table (6).

| Class | F-Measure | Recall | Precision |
|-------|-----------|--------|-----------|
| 1     | 0.14      | 0.12   | 0.17      |
| 2     | 0.8       | 0.88   | 0.73      |
| 3     | 0         | 0      | 0         |
| Avg   | 0.31      | 0.33   | 0.3       |

Evaluation of the model prepared by neural network

The classification precision of neural network model for educational data is 90.86% and for test data is 67.14% which seems a proper precision. Examining the results of the model analysis shows that the model has correctly predicted 16 cases belonging to category 1 and correctly predicted 140 cases from category 2 and correctly recognized 13 cases from category 3 according to Table (7).

| Current status | 1 | 2 | 3 |
|----------------|---|---|---|
| 1              | 16| 6 | 0 |
| 2              | 12| 140| 0 |
| 3              | 0 | 9 | 13 |

Based on the data in Table (7), the accuracy, recall, precision and F criteria are presented in Table (8).

| class | F-Measure | Recall | Precision |
|-------|-----------|--------|-----------|
| 1     | 0.8       | 0.73   | 0.89      |
| 2     | 0.94      | 0.98   | 0.9       |
| 3     | 0.74      | 0.59   | 1         |
| Avg   | 0.83      | 0.77   | 0.93      |

Evaluation of the model prepared by SVM

The results of implementing SVM model show that the classification precision by this model for educational data is 93.55% and for test data is 68.57% which seems a proper precision. Examining the results of the model analysis shows that the model has correctly predicted 19 individuals from category 1 and correctly predicted 138 individuals from category 2 and correctly recognized 17 cases from category 3 according to Table (9).

| Current status | 1 | 2 | 3 |
|----------------|---|---|---|
| 1              | 19| 3 | 0 |
| 2              | 1 | 138| 3 |
| 3              | 0 | 5 | 17 |

The accuracy, recall, precision and F criteria are presented in Table (10) and the overall comparison of the models used in this study is shown in Table (11).

| Class | F-Measure | Recall | Precision |
|-------|-----------|--------|-----------|
| 1     | 0.9       | 0.86   | 0.95      |
| 2     | 0.95      | 0.97   | 0.94      |
| 3     | 0.81      | 0.77   | 0.85      |
| Avg   | 0.89      | 0.87   | 0.91      |

Table 8. Evaluation Criteria of Neural Network Model

| F measure | Precision | Recall | Accuracy | Model |
|-----------|-----------|--------|----------|-------|
| 0.52%     | 0.83%     | 0.49%  | 80.65%   | C&R   |
| 0.61%     | 0.83%     | 0.55%  | 82.8%    | C5    |
| 0.83%     | 0.93%     | 0.77%  | 90.86%   | neural network |
| 0.89%     | 0.91%     | 0.87%  | 93.55%   | SVM   |

Table 10. Evaluation Criteria of the SVM Model

CONCLUSION

The present study is a study to recognize the effective factors in schizophrenia. In this study, we sought to discover the rules and information to be used by physicians in diagnosis using data mining on data related to schizophrenic patients. In this study, the most effective factors in occurring disease were investigated based on data mining techniques and the age of occurring illness was predicted. Four algorithms were used for this purpose and accuracy, recall, precision and F criteria were used to evaluate the efficiency of each algorithm.

According to the data, the results of investigating the factors affecting schizophrenia indicate that although lifestyle (addiction, deprivation) or hereditary and genetic factors are not ineffective in the schizophrenia, but it is not a strong reason for schizophrenia. More complex
factors may probably have been involved in occurring schizophrenia. Of course, because many of our data didn't have quantity, it is not possible to express a definitive conclusion. Therefore, the necessity of research on a completer and more comprehensive dataset is essential for future research.

The result from investigating and comparing the algorithms used on the dataset of the schizophrenia disease shows that support vector machine algorithm with the polynomial kernel has obtained the highest accuracy. The accuracy for the educational data was 93.55% and for the test data was 68.57%. This finding shows the capability of this technique in predicting the age of occurring schizophrenia by applying effective factors in the occurring disease. Therefore, it can predict the age of occurring schizophrenia using the support vector machine algorithm. Predicting the time of occurring illness can always be proposed as an effective factor in the treatment and prevention of mental illnesses. Given that the ability of support vector machine algorithm was proved in predicting the age of occurring illness using factors influencing the illness, it can be identified the age range at risk of illness in the community and acted to treat that age group by constructing a proper pattern. Finally, it is recommended to use the algorithm used in this study on the data of schizophrenic patients from other provinces for comparison. Also, other data mining algorithms to be applied on the data of schizophrenic patients studied.
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