A systematic comparison of the accuracy of monocular RGB tracking and LiDAR for neuronavigation
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Abstract
With the advent of augmented reality (AR), the use of AR-guided systems in the field of medicine has gained traction. However, the wide-scale adaptation of these systems requires highly accurate and reliable tracking. In this work, the tracking accuracy of two technology platforms, LiDAR and Vuforia, are compared for a catheter placement procedure. Results show that the LiDAR platform outperformed Vuforia; which is the state-of-the-art in monocular RGB tracking solutions. LiDAR had 75% less radial error and 26% less angle deviation error. Results provide key insights into the value and utility of LiDAR-based tracking in AR systems.

1 | INTRODUCTION

Use of intraoperative image guidance technologies has become routine in many neurosurgery practices. Both spine and cranial surgical procedures currently leverage guidance technologies to improve surgeon performance and achieve better patient outcomes. In spinal procedures, CT-guided pedicle screw placement has gained popularity, with results demonstrating increased accuracy and lower complication rates compared to freehand or fluoroscopic techniques [1–6]. In cranial procedures, image guidance has been frequently employed for tumour surgery, but the link to gross total resection rates and subsequent progression-free survival and overall survival is still debated [7–10].

Augmented reality (AR) is the overlay of 3D computer-generated interactive objects on the environment. AR is presented in several forms in neurosurgery: (1) Headset mounted displays, for example, XVision 1, HoloLens 2 2, and Magic Leap One 3, which display planar or 3D objects through the headset display, (2) AR overlays displayed on a smartphone, tablet, or monitor [11–14] and (3) AR overlays injected into oculars of the microscope, for example, Microscopic Navigation 4. The latter is a form of pseudo-AR in which the generated image is static and mostly lacks a user-AR interactive component, it also sometimes does not rely on the spatial anchoring and spatial understanding that define modern headset-based AR.

As AR technologies have matured over the last decade, applications in neurosurgery have grown. Foremost among these applications are the demonstrated successes in spine surgery, specifically technologies that enable the surgeon to place pedicle screws more accurately and efficiently [15–19]. Cranial applications of headset-based AR, the focus of this work, have mostly concentrated on preoperative planning because existing AR technologies are not yet sophisticated enough to support intraoperative microscopic navigation. However, contemporary technologies have enabled nascent success in microscope navigation; ranging across skull base, vascular, and oncologic operative procedures [20–30]. Recently, the effectiveness of AR has been tested for ventriculostomy since freehand procedures often lead to low success rates [31]. [32–34] have proposed and tested navigation systems that help guide surgeons place catheters with high accuracy. However, these systems have not yet been tested in clinical settings. Widescale adoption of a headset-based AR cannot occur without first demonstrating acceptable accuracy. Although there is no predefined criterion for greatest allowable radial error and angular error, these values must be at or below current...
FDA-approved neuronavigation systems, that is, 2 mm and 2° respectively [35, 36].

Many techniques have been proposed to register and track patient anatomy and surgical tools in AR-assisted neurosurgery. The most predominant approaches leverage 2D cameras to detect and track planar fiducial markers [32, 34, 37–40]. These approaches rely on the geometric characteristics and dimensions of the fiducials to be known. This allows a system to calculate the angle and distance from the camera’s view; and through further transformations, the global coordinates of the object. A particularly effective, commercial implementation of this technical approach exists inside the Vuforia AR-toolkit5.

Here, we build on a more nascent approach to register and track anatomy and tools; one that leverages light detection and ranging (LiDAR) technology, a tracking technique that uses principles of radar, but with laser light instead of electromagnetic radiation. Existing literature has only studied the use of LiDAR in registration [41], not tracking of anatomy and tools. Further, no systematic comparison between visual and LiDAR-based tracking accuracy has been performed. Here, we present such a systematic evaluation. Through a series of controlled experiments, this work compares the radial and angular tracking error for a specific neurosurgical procedure, placement of an external ventricular drain. Results indicate that LiDAR provides a significant improvement in radial error and a modest reduction in angle deviation compared to the 2D tracking approach. This work contributes new knowledge to the clinical and scientific development of AR-assisted neurosurgical applications and technologies.

2 | METHODS

2.1 | 3D models

We used two custom 3D printed skull models that were obtained from CGTrader6. We had these models evaluated by two neurosurgeons for anatomical accuracy, in particular, we asked them to confirm: (1) if the skull was representative in size, scale, proportion and structural features and (2) if the target location was representative of a target in an actual clinical setting. Both neurosurgeons concluded that the models were adequate for the evaluation of neuronavigation technologies. The procedure for developing the phantom was inspired by our setups had the exact same design.

2.2 | LiDAR technology platform

2.2.1 | Camera

We used an Intel RealSense L515 LiDAR camera to obtain red, green, blue - depth (RGB-D) images of the environment. We used the highest settings available on the LiDAR for our experiments, that is, 1024 × 768 @ 30fps for the depth camera and 1920 × 1080 @ 30fps for the red, green, blue (RGB) camera. Fiducial Markers: We used ArUco markers [44] for this setup as the LiDAR has a low-resolution RGB camera and was not able to properly detect the QR codes at a distance (roughly 30 cm) using the OpenCV [45] library. Instead, we used ArUco markers that offered more robust detection. At first, we experimented
with 60 mm-by-60 mm ArUco markers but they were highly susceptible to yielding wrong depths as a marker corner was often detected a few pixels outside of the platform. Thus, we used 50 mm-by-50 mm markers but kept the platform the same size, this eliminated our depth estimate error along the edge of the marker. Catheter markers were also adjusted accordingly.

### 2.2.2 Application and target estimation

As a pre-step we extracted the 3D coordinates of all the ArUco marker corners $C_{\text{model}}$, as well as the target point $T_{\text{model}}$, and the incision point $I_{\text{model}}$ in the model coordinate system. Although the experiment used a single target, we used various incision points to simulate trajectories incident at different angles to the target. Next, we used the LiDAR to get the 3D coordinates of the ArUco marker corners in the LiDAR coordinate system $C_{\text{LiDAR}}$. These ArUco markers were detected using OpenCV. In order to account for noise in the depth data, temporal smoothing was applied with a window size of 20 frames, for example, a final depth frame was estimated by averaging 20 frames.

$$P_{\text{LiDAR}} = TM \ast P_{\text{model}}$$

We implemented a random sample consensus (RANSAC) [46] version of a rigid transform estimator in Python. We chose RANSAC to allow for robust transform estimates even in cases where the LiDAR returned noisy depth estimates of the points of interest. Our algorithm uses point correspondences (among $C_{\text{model}}$ and $C_{\text{LiDAR}}$) and returns a transformation matrix $TM$ that describes a relationship between points in the model coordinate system and the LiDAR coordinate system (Figure 2). This can be expressed as a matrix multiplication, shown in Equation (1), where $P \in \mathbb{R}^3$. Our algorithm requires three non-collinear points to yield correct estimates of $TM$. The $TM$ was then used in Equation (1) to get the coordinates for $T_{\text{LiDAR}}$ and $I_{\text{LiDAR}}$. Note that in an actual operating environment $T_{\text{LiDAR}}$ lies inside the human skull and is not visible to the eye. We used OpenCV to detect two points on the catheter - the bottom left and the top left corners of the ArUco marker. By design, both of these points were kept in line with the tip of the catheter to create a single vector representing the catheter direction in space.

### 2.3 Vuforia technology platform

#### 2.3.1 Camera

We used a Logitech C615 camera for this experimental setup. We used the highest settings available on the device; 1920 x 1080 @30fps. Fiducial Markers: Since Vuforia's algorithm relies on feature detection and matching to perform tracking and registration, we used QR codes due to their texture richness. Unlike the LiDAR, Vuforia does not estimate the depth of the scene using time-of-flight, but instead uses both data provided by the user such as dimensions of the QR codes and feature points to get depth estimates using solely an RGB camera. Although the Vuforia algorithm is proprietary, we were able to confirm this depth estimation approach, as the system was able to produce depth estimates using only an RGB camera. This was verified on a computer using a simple RGB camera and on the HoloLens 2 by intentionally occluding the time-of-flight (ToF) camera on the device; in both cases Vuforia was able to track and register the fiducial markers, yielding depth estimates of the scene.

#### 2.3.2 Application and target estimation

We used Unity (version 2020.3.12f1) and Vuforia SDK (version 10.0.12) to develop the technology platform for this experimental setup. We imported the skull and the catheter models into Unity and then added image targets (QR codes) and positioned them onto their respective platforms. We used a total of nine image targets (4 for the skull and 5 for the catheters), however, for the experiment, catheters were tested one at a time. We manually added a target and an incision point in the Unity scene as game objects. We averaged positional and rotational values over a window of 20 frames to achieve temporal smoothing. In case more than one QR code was being tracked, we arbitrarily selected one. While we experimented with tracking using the averages of multiple QR codes, it produced wide swings in the estimated target location because Vuforia was inconsistent in the number of fiducials it tracked in each frame. We observed that limiting the number of tracked QR codes to one at a time led to more consistent target location estimates. To track the catheter, we manually added two points in the Unity scene. These points were placed to be in line with the catheter tip. Once the Vuforia technology platform was started, the software was able to identify the coordinates for all points in the scene.

### 2.4 Experimental design

Applications developed using Vuforia can be deployed and run on the HoloLens, but they only utilize the RGB camera. There is no SDK available that allows the development of a HoloLens...
application that uses the LiDAR time-of-flight (ToF) sensor on the HoloLens. Further, while there are research-level APIs to the ToF sensor on the HoloLens, consultations with the manufacturer (Microsoft) indicated the sensor is primarily tasked with hand and gesture recognition. Utilizing it for other purposes interferes with, and significantly degrades the quality of hand tracking and gesture functionality. Thus, we chose to stay platform agnostic and did not evaluate our technologies on the HoloLens. This ensured ecological validity and a fair and equal comparison of the two technology platforms.

All experiments for both technology platforms were conducted in similar lighting conditions in a windowless research lab. The LiDAR and camera were placed in similar positions, roughly 30 cm from the target, for both setups to ensure consistency between and within experiments. We used a Dell Precision 5820 Desktop equipped with an Intel Xeon W-2223 3.60 Ghz CPU, NVIDIA Quadro RTX 6000 GPU, and 72 GB of RAM for all experiments. Each of the 5 different catheter lengths were tested for 9 insertion trajectories and 20 measures were recorded for each catheter length/insertion trajectory pair. We define an experiment as a tuple (catheter length, insertion trajectory). Thus, we conducted 45 (5 * 9) experiments per technology platform (LiDAR/Vuforia) and recorded 20 values per each experiment. This yielded a total of 900 (5 * 9 * 20) recordings/trials for each technology platform.

Our evaluation methodology took an inverse approach compared to related literature (e.g. [42]). We measured the error of the system relative to an absolute ground truth by deliberately placing the catheter at the target at a specified trajectory. This methodology was deliberate, as we believe it further limits errors in the system relative to an absolute ground truth by deliberately placing the catheter at the target at a specified trajectory. This yielded a total of 900 (5 * 9 * 20) recordings/trials for each technology platform.

Our evaluation methodology took an inverse approach compared to related literature (e.g. [42]). We measured the error of the system relative to an absolute ground truth by deliberately placing the catheter at the target at a specified trajectory. This methodology was deliberate, as we believe it further limits errors introduced by experimental methods (e.g. having to manually measure the distance between the catheter tip and the target for each experimental trial). We measured radial distance $r_{dist}$ (Equation (2)) and angle deviation $a_{dev}$ (Equation (3)) for each trial. The radial distance was calculated as the absolute difference between the real depth $d_{real}$ and the observed depth $d_{observed}$. The angle deviation was calculated as the angle between the real trajectory $t_{real}$ and the observed trajectory $t_{observed}$. Both $d_{real}$ and $t_{real}$ were set as inputs to the technology platform a priori.

\[ r_{dist} = |d_{real} - d_{observed}| \tag{2} \]

\[ a_{dev} = \cos^{-1}\left(\frac{t_{real} \cdot t_{observed}}{|t_{real}| \cdot |t_{observed}|}\right) \tag{3} \]

To test various insertion trajectories, we laser cut two wedges (Figure 3a). For every experiment the catheter was attached to the wedges and was then held in place at the target by using a Helping Hand\(^7\). This ensured that the actual trajectory $t_{real}$ was being mimicked as accurately as possible to the ground truth in the experimental setup and remain consistent across trials. These angles were chosen based on the standard of care for catheter insertions; surgeons choose to enter the skull to minimize the distance the catheter needs to travel to reach the target location. This process most commonly results in a right, or near right angle path of insertion. Hence, we only tested for small angle deviations $\pm2^\circ$ and $\pm5^\circ$ in both positive and negative $x$ and $y$ directions (Figure 3b). The actual experimental setup is shown in Figure 4.

To maintain the accuracy of our ground truth parameters, $d_{real}$ and $t_{real}$, the catheters and wedges were first designed as models using Shap3d. We were deliberate in this task as we wanted these models to align accurately with the virtual models. We used a Glowforge Pro laser cutter, that is accurate to 0.1 mm, to obtain physical models. We also verified the lengths of the catheters and the angles of the wedges using common measuring tools and found them to be accurate.

\footnote{QuadHands, Charleston, SC (https://www.quadhands.com)}

3 RESULTS

We present our results in an order of increasing comparison granularity. We start with a comparison between the technology platforms, LiDAR versus Vuforia, and then report differences observed across various conditions within each technology platform. Recall the two key measurements of the experiment: (1) Radial distance, $r_{dist}$, calculated as the absolute distance between the ground truth physical target and the system’s estimation of the catheter tip; and (2) angle deviation, $a_{dev}$, the absolute
difference between the ground truth measured angle and the system's estimation of the catheter angle, along a single axis of measurement. For all visualizations of the results, a blue line is used for LiDAR $r_{\text{dist}}$ and an orange line for Vuforia $r_{\text{dist}}$ results. A navy line is used for LiDAR $a_{\text{dev}}$ results and a yellow line for Vuforia $a_{\text{dev}}$ results.

3.1 Comparison of technology platforms

Measured mean radial distance ($r_{\text{dist}}$) for the LiDAR technology platform was $0.99 \text{ mm} \pm 0.70 \text{ mm}$ (mean ± standard deviation). Measured mean angle deviation ($a_{\text{dev}}$) was $1.79^\circ \pm 0.72^\circ$ (mean ± standard deviation). These measurements include the data collected from all 900 trials performed with the LiDAR technology platform. The measured mean radial distance for Vuforia was $4.02 \text{ mm} \pm 1.93 \text{ mm}$ (mean ± standard deviation). The measured mean angle deviation was $2.41^\circ \pm 1.02^\circ$ (mean ± standard deviation). These measures include the data collected from all 900 trials performed with the Vuforia technology platform.

Figure 5 plots the $r_{\text{dist}}$ distribution for both technologies. As shown, LiDAR yields a lower median $r_{\text{dist}}$ and has a smaller range (2.99 mm) compared to Vuforia (7.08 mm). A Kruskal-Wallis test was performed on $r_{\text{dist}}$ and found a statistical significance between the two technology platforms ($\chi^2 = 1057.51, p < 0.001, df = 1$). Figure 5b shows the $a_{\text{dev}}$ distribution for both technology platforms. LiDAR yields a lower median $a_{\text{dev}}$ and has a slightly smaller range (3.79°) compared to Vuforia (5.27°). Note there are fewer outliers on the LiDAR data. A Kruskal–Wallis test was performed on $a_{\text{dev}}$ and found a statistical significance between the two technology platforms ($\chi^2 = 166.07, p < 0.001, df = 1$).

Figure 6 plots $r_{\text{dist}}$ across different catheter lengths for both technology platforms. The x-axis is the different catheter lengths tested; y-axis is radial distance errors. A point on the plot corresponds to the average $r_{\text{dist}}$ calculated radial distance measures for each catheter length tested with a specific technology platform. These measures collapse the data across the insertion trajectories. The Vuforia points in Figure 6 have been slightly shifted to avoid error bar overlap; it is not intended to represent different catheter lengths that were used between technology platforms. The analysis indicates LiDAR yields a lower $r_{\text{dist}}$ across all catheter lengths and also has a lower variance when compared to Vuforia.

Figure 7 plots $r_{\text{dist}}$ across different insertion trajectories. The x-axis is the different insertion trajectories tested; y-axis is radial distance errors. A point on the plot corresponds to the average $r_{\text{dist}}$ calculated radial distance measures for each insertion trajectory tested with a specific technology platform. Note two lines per technology platform are shown, a solid line for angle trajectories across x-axis and a dashed line for angle trajectories across the y-axis (refer to Figure 3b). These measures collapse the data across catheter lengths. The analysis showed LiDAR yields a consistently lower $r_{\text{dist}}$ for all insertion trajectories. For both technologies, the $r_{\text{dist}}$ is lower for the x insertion trajectories than
the y insertion trajectories. Note, that the 0° insertion trajectory is the same for both x and y directions and was only calculated once, we have visualized it twice to preserve continuity in the plot.

Figure 8 plots $a_{dev}$ measurements across different catheter lengths for both technology platforms. The x-axis is the different catheter lengths tested; y-axis is the measured angle deviation. A point on the plot corresponds to the average $a_{dev}$ calculated across all insertion trajectories with a specific technology platform. The Vuforia points in Figure 8 have been slightly shifted to the right to avoid error bar overlap; it is not intended to represent different insertion angles were used between technology platforms. The analysis indicates LiDAR yields a lower $a_{dev}$ across all catheter lengths, except for the experimental data for catheter length 67 mm. The LiDAR had a lower variance when compared to Vuforia, except for the experimental data for catheter length 67 mm.

Figure 9 plots $a_{dev}$ across different insertion trajectories. The x-axis is the different insertion trajectories tested; y-axis is measured angle deviation. A point on the plot corresponds to the average $a_{dev}$ across all insertion trajectories with a specific technology platform. Two lines per technology platform are shown, a solid line for angle trajectories across x-axis and a dashed line for angle trajectories across the y-axis. These measures collapse the data across catheter lengths. The analysis indicates LiDAR performed best for the x-axis insertion trajectory variations tested. In contrast, Vuforia performed better or near equal to LiDAR for the x-axis insertion trajectory variations tested, except for the 5x insertion trajectory.

For completeness we include Figure 10, which reports the mean and standard deviation of $r_{dist}$ for all 45 experiments conducted for both the LiDAR and Vuforia technology platforms. Each measure was computed based on the 20 trials conducted per each experimental condition. Figure 12 provides an overall visual representation of radial distance error measurement means $r_{dist}$ at the intersection of the insertion trajectory angles and catheter lengths tested. Two plots are used to reduce dimensionality across x and y insertion trajectories.

4 | DISCUSSION

4.1 | Interpretation of results

The results indicate that trials conducted with the assistance of LiDAR technology are completed with a significantly smaller radial error ($r_{dist}$) than trials conducted with the assistance of the Vuforia technology platform. We believe the additional error is a result of the difference in depth estimation techniques between the two platforms. As described above, the Vuforia platform estimates 3D position from a 2D camera view. This estimate is influenced by the quality and position of the 2D camera view and the resolution of the camera itself. In contrast, the LiDAR uses direct, time-of-flight measurements to measure the depth of surfaces within the sensor’s field of view. While sensor view and resolution of the sensor influence error, there is no 2D to 3D conversion needed with this sensor. Thus, we argue the gain is due to the quality of the sensor to measure distance without interpolation.

Additional limitations of 2D camera-based tracking should be noted. RGB camera vision techniques require an adequate number of keypoints (similar to scale-invariant feature transform (SIFT) keypoints [47]) to be detected on the QR
codes. The qualities of the QR code (e.g., number of edges) and the size of the QR code itself are known to impact tracking fidelity. The authors in [38] found an inverse relationship between the marker size and the error in the system using Vuforia and HoloLens 1. We observed an accurate performance in Vuforia’s keypoint tracking even when small changes in camera position and illumination were adjusted. However, we did observe degradation in performance due to artifacts introduced by perspective transformation. For example, we observed decreased accuracy when QR codes were viewed at angles closer to the code’s surface plane, for example, line of sight of the camera is almost parallel to the QR code surface plane.

The performance of LiDAR and Vuforia is similar for angle deviation \( \alpha \). This result is not particularly surprising as the technical approach to tracking orientation is similar for both platforms. Specifically, the error was calculated as a difference between two vectors—the intended trajectory and the tracked trajectory (the catheter). Errors in depth estimation shift the two trajectories equally while still preserving the angle between
Comparison with prior work

This work is situated within a growing field of research related to surgical tool tracking and endoscopic navigation in neurosurgical settings. The baseline comparison measures of our study are consistent with measurements reported in prior work [32, 42, 48]. Furthermore, our work presents a detailed comparison of technology platform performance between 3D LiDAR tracking and the state-of-the-art monocular RGB camera-based tracking solution, that is, Vuforia. We have situated the contribution within the current state-of-the-art to help readers assess the insights of the work within a contemporaneous understanding of current technology capabilities and uses. Below we situate the current study within the most relevant literature to date.

The authors in [42] performed an evaluation of Vuforia with HoloLens 1 and found the point localization accuracy of the system to be <2 mm 53% of the time, between 2 and 5 mm 40% of the time, and between 5 and 10 mm 7% of the time. These results also include a mean holographic drift of 1.41 mm due to the holographic overlay. Their experimental design used a single user to perform all the experiments. Their work differs from ours in the way error was calculated. In their experiment, the methodology of measurement consisted of deliberately marking a point on the surface of the object, and then measuring that difference manually. It is important to note that with this approach a target in reality might not lie on the marked surface (e.g. the target could be along a parallel plane). This approach may have underestimated the error performance of the technology platform for radial error. Further, this prior experiment only measured guidance performance and did not track the catheter (or any tool) as an experimental construct.

The authors in [32] performed ventriculostomy using a HoloLens and Vuforia. 11 subject matter experts participated in the study. The experiment found an overall success rate of 68.3% and an offset of 5.2 ± 2.6 mm (mean ± standard deviation). The authors in [48] performed studies involving 21 participants to test the angular accuracy of a needle insertion using AR guidance across various holographic visualization interventions. A HoloLens 1 with Vuforia was used. The study reports a minimum angular error of 2.95 ± 2.56°. However, the study did not perform insertion depth tracking. Rather a fixed 10 cm mark on the needle was used as a depth stop. We contend our results should be situated along two lines of distinction. First, these past studies report errors that consist of system error plus the human bias error. In contrast, our experiment exclusively reports the system error between two technology platforms. Second, these studies did not track the catheter (or any tool) as an experimental construct.

The authors in [43] used a HoloLens to track a pointer to demarcate points for holographic registration. They compared the accuracy of this approach against standard neuronavigation systems. Their experiments found a median deviation of 4.1 mm between the standard and holographic systems for registration. The authors report users of the holographic system were able to accurately place targets in 81.1% of the attempts.

The authors in [49] utilized the near field time-of-flight (ToF) sensor on the HoloLens 1 to track infrared markers. The study compared the actual depths against the measured depths and reported an average error of 0.76 mm. The authors achieved even better results with the long field ToF sensor with an average error of 0.69 mm. However, the authors note it required an additional IR light source to be mounted on the HoloLens device, making it infeasible for surgical tasks.

The authors in [50] conducted experiments to measure tracking errors using the Intel RealSense SR300 which is equipped with both an optical and depth camera. For a region of interest in the centre of the camera’s field of view they report a
Towards clinical use

This study lays the technical groundwork for showing potential efficacy of different tracking technologies in the OR for ventriculostomy. However, continued work is needed for clinical adoption. New ways of bringing cameras and fiducial markers inside the OR need to be developed. In simplest setup could consist of just a single camera and a few fiducials. However, that also poses several questions such as where to place the camera and fiducial markers, how to minimize occlusions, how to ensure that these newly introduced objects are sterile etc. It should also be noted that surgeons’ confidence in these systems is crucial. Our work does not intend to answer these questions, rather just shows that laser-based depth estimation is superior to monocular RGB camera-based depth estimation. The presented work is a critical and necessary study on a long path that aims to bring these technologies inside clinical use.

5 | CONCLUSION

This work shows consistent radial distance performance across different catheter lengths and insertion trajectories for the LiDAR technology platform. The percentage improvement of LiDAR over Vuforia was approximately 75% for radial distance across all experiments. This represents a significant improvement in target acquisition. This is meaningful because this error is well within the expected performance of catheter tracking in the neurological surgical procedures. This performance, in our experiments, was not achieved by the Vuforia technology platform. The percentage improvement of LiDAR over Vuforia for angle tracking was more modest, performing approximately 26% better. However, the result demonstrates LiDAR’s ability to further improve the performance of tracking angle in the neurosurgical use case.
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