BIAS FIELD POSES A THREAT TO DNN-BASED X-RAY RECOGNITION
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ABSTRACT

Chest X-ray plays a key role in screening and diagnosis of many lung diseases including the COVID-19. Many works construct deep neural networks (DNNs) for chest X-ray images to realize automated and efficient diagnosis of lung diseases. However, bias field caused by the improper medical image acquisition process widely exists in the chest X-ray images while the robustness of DNNs to the bias field is rarely explored, posing a threat to the X-ray-based automated diagnosis system. In this paper, we study this problem based on the adversarial attack and propose a brand new attack, i.e., adversarial bias field attack where the bias field instead of the additive noise works as the adversarial perturbations for fooling DNNs. This novel attack poses a key problem: how to locally tune the bias field to realize high attack success rate while maintaining its spatial smoothness to guarantee high realisticity. These two goals contradict each other and thus has made the attack significantly challenging. To overcome this challenge, we propose the adversarial-smooth bias field attack that can locally tune the bias field with joint smooth & adversarial constraints. As a result, the adversarial X-ray images can not only fool the DNNs effectively but also retain very high level of realisticity. We validate our method on real chest X-ray datasets with powerful DNNs, e.g., ResNet50, DenseNet121, and MobileNet, and show different properties to the state-of-the-art attacks in both image realisticity and attack transferability. Our method reveals the potential threat to the DNN-based X-ray automated diagnosis and can definitely benefit the development of bias-field-robust automated diagnosis system.
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1. INTRODUCTION

Medical image diagnosis and recognition is starting to be automated by DNNs with a clear advantage of being very efficient in diagnosing the disease outcomes. However, unlike human experts, such automated methods based on DNNs still have some caveats. For example, with the presence of image-level degradations during the image acquisition process, the recognition accuracy can be dramatically suppressed. Sometimes, such DNN-based medical image recognition system can even become entirely vulnerable when maliciously attacked by an adversary or an abuser that is financially incentivized.

There are mainly two types of image perturbations or degradations in medical imagery: (1) image noise, and (2) image bias field. The image noise is primarily caused by the image sensor noise and the image bias field is caused by the spatial variations of radiation [1], which is common among medical imaging, ranging from magnetic resonance imaging (MRI) [2], computed tomography (CT) [3], to X-ray imaging, etc. The bias field appears as the intensity inhomogeneity in the MRI, CT, or X-ray images. For consumer digital imaging, the bias field shows up as the illumination changes or vignetting effect.

In this work, we want to reveal this vulnerability caused by image bias field. To the best of our knowledge, this is the very first attempt to adversarially perturb the bias field, in order to attack DNN-based X-ray recognition. Contrary to the additive noise-perturbation attack on DNN-based recognition systems, the attack on the bias field is multiplicative in nature [4], which is fundamentally different from the noise attack. What is more
important is that in order to make the bias field attack realistic and imperceptible, the successful attacks need to maintain the smoothness property of the bias field, which is genuinely more challenging because local smoothness usually contradicts with high attack success rates.

To overcome this challenge, we capitalize on this proprietary degradation surrounding X-ray imagery and initiate adversarial attacks based on imperceptible modification on the bias field itself. Specifically, we have proposed the adversarial-smooth bias field generator that can locally tune the bias field with joint smooth and adversarial constraints by tapping into the bias field generation process based on a multivariate polynomial model. As a result, the adversarially perturbed bias field applied to the X-ray image can not only fool the DNN-based recognition system effectively, but also retain high level of realisticly. We have validated our proposed method on several chest X-ray classification datasets with the state-of-the-art DNNs such as ResNet, DenseNet, and MobileNet, by showing superior performance in terms of both image realisticly and high attack success rates. A careful investigation into which bias field region contributes more significantly to the adversarial nature of the attack can lead to a better interpretation and understanding of the DNN-based recognition system and its vulnerability, which, we believe, is of utmost importance. The ultimate goal of this work is to reveal that the bias field does pose a potential threat to the DNN-based automated recognition system, and can definitely benefit the development of bias-field-robust automated diagnosis system in the future.

2. RELATED WORK

X-Ray imagery recognition. X-ray radiography is widely used in the medical field for diagnosis or treatment of diseases. [5] releases the ChestX-ray14 dataset and evaluates the performance of 4 classic convolutional neural network (CNN) on the multi-label image classification of diseases. [6] proposes the use of a CNN backbone with a variant of DenseNet model. [7] presents a three-branch attention guided CNN that combines local cues and global features. CNNs are also explored for COVID-19 detection [8, 9], motivated by the need of quick and convenient screening, since abnormalities can be found in some patients’ chest X-Ray images.

Despite considerations made to address data irregularities like class imbalance in dataset, the effect of medical image degradation is rarely addressed. For example, bias field could adversely affect quantitative image analysis [10]. Though many inhomogeneity correction strategy are proposed [11, 12], the possible detrimental effect on disease identification, location or segmentation by bias field is rarely explored, possibly reducing DNN’s robustness. To the best of authors’ knowledge, this paper is very first work that looks at the effect of bias field from the view of adversarial attack.

General adversarial attack. DNNs in image, speech or natural language processing application are susceptible to adversarial attacks [13, 14, 15, 16, 17, 18, 19]. Specifically, fast gradient sign method (FGSM) proposed by [13] involves only one back propagation step when calculating the cost function’s gradient, allowing fast adversarial example generation. [20] proposes basic iteration method (BIM), an iterative version of FGSM. [16] proposes to use margin loss instead of entropy loss during attacks. [15] proposes the exploitation of transferability of adversarial examples.

Adversarial attack on medical imagery. There are existing literature that look into adversarial attack against deep learning system for medical imagery. [21] shows that both black box and white box PGD attack and adversarial patch attack can affect the classifiers’ performance on fundoscopy, chest X-ray and dermoscopy, respectively. By producing crafted mask, an adaptive segmentation mask attack (ASMA) is proposed to fool DNN model [22].

However, very few literature has leveraged on and conducted adversarial attack based on the inherent characteristics of the targeted medical imagery. For example, common noise degradation used for general adversarial attacks are rarely found in X-ray imagery. Hence in this work, we capitalize on the proprietary degradation surrounding X-ray imagery, bias field, and initiate adversarial attacks based on imperceptible modification on the bias field itself.

3. METHODOLOGY

3.1. Adversarial Bias Field Attack and Challenges

Given a X-ray image, e.g., $X^a$, we can assume it is generated by adding a bias field $B$ to a clean version, i.e., $X$, with the widely used imaging model

$$X^a = XB.$$  \hspace{1cm} (1)

Under the automate diagnosis task where a DNN is used to recognize the category (i.e., normal or abnormal) of $X^a$, it is necessary to explore a totally new task, i.e., adversarial bias field attack aiming to fool the DNN by calculating an adversarial bias field $B$, with which we can study the influence of the bias field as well as the potential threat of utilizing it to fool the automate diagnosis.

A simple way is to take logarithm on Eq. (1) and transform the multiplication to additive operation

$$X^a = X + B,$$  \hspace{1cm} (2)
3.2. Adversarial-Smooth Bias Field Attack

In this section, we propose the **distortion-aware multivariate polynomial model** to represent the bias field whose inherit property guarantees the spatial smoothness of the bias field while the distortion helps achieve effective attack. Then, we define a new objective function for effective attack by combining the constraints of spatially smooth bias field, sparsity of the original image with the adversarial loss. Finally, we introduce the optimization method and attack algorithm.

### Distortion-aware multivariate polynomial model.

We model the bias field $\hat{B}$ as

$$
\hat{B}_i = \sum_{t=0}^{D} \sum_{l=0}^{D-t} a_{t,l} T_\theta(x_i) T_\theta(y_i)^l
$$

where $T_\theta$ represents the distortion transformation and we use the thin plate spline (TPS) transformation with $\theta$ being the control points. We denote $i$ as the $i$-th pixel with its coordinates $(x_i, y_i)$ while $(T_\theta(x_i), T_\theta(y_i))$ means the pixel has been distorted by a TPS. In addition, $\{a_{t,l}\}$ and $D$ are the parameters and degree of the multivariate polynomial model, respectively, and the number of parameters is $|(\{a_{t,l}\})| = (D-D_0+1)(D-D_0+2)$. For convenient representations, we concatenate $\{a_{t,l}\}$ and obtain a vector $a$.

### Adversarial-smooth objective function.

With Eq. (4), we can tune $a$ and $\theta$ for adversarial attack and the multivariate polynomial model can help preserve the smoothness of bias field. Intuitively, on the one hand, the lower degree $D$ leads to less model parameters $|\{a_{t,l}\}|$ and smoother bias field. On the other hand, the distortion $(T_\theta(x_i), T_\theta(y_i))$ can be locally tuned with different $\theta$ and can help achieve effective attack. The key problem is how to calculate $\{a_{t,l}\}$ and $\theta$ to balance the spatial smoothness and adversarial attack. To this end, we define a new objective function to realize the attack.

$$
\arg \max_{a, \theta} \mathcal{J}(\hat{X} + \hat{B}(a, \theta), y) - \lambda_a \|a\|_1 - \lambda_\theta \|\theta - \theta_0\|_1,
$$

where $\theta_0$ denotes parameters of the identify TPS transformation, i.e., $x_i = T_{\theta_0}(x_i)$. The first term is to tune the $a$ and $\theta$ to fool a DNN. The second term encourages the sparse of $\{a_{t,l}\}$ and would let the bias field smooth. The final term is to let the TPS transformation not go far away from the identity version. Two hyper-parameters, i.e., $\lambda_a$ and $\lambda_\theta$ control the balance between the smoothness and adversarial attack.

**Optimization** Like the optimization methods used in general adversarial noise attack, we solve Eq. (3) and (5) via sign gradient descent where $a$ and $\theta$ are updated via fixed rate

$$
a_t = a_{t-1} + \epsilon_a \text{sign}(\nabla a_{t-1}),
$$

$$
\theta_t = \theta_{t-1} + \epsilon_\theta \text{sign}(\nabla \theta_{t-1}),
$$

where we use the ‘$\cdot$’ to represent the logarithm of a variable. With Eq. (2), it seems that all existing additive-based adversarial attacks, i.e., FGSM, BIM, MIFGSM, DIM, and TIMIFGSM, could be used for the new attack. For example, we can calculate $\hat{B}$ to realize attack by solving

$$
\arg \max_{\hat{B}} \mathcal{J}(\hat{X} + \hat{B}, y), \text{ subject to } \|\hat{B}\|_p \leq \epsilon,
$$

where $\mathcal{J}(\cdot)$ is the loss function for classification, e.g., the cross-entropy loss, and $y$ denotes the ground truth label of $X$. Nevertheless, we argue that such solution cannot generate the real ‘bias field’ since the optimized $\hat{B}$ violated the basic property of bias field, i.e., spatially smooth changes resulting in intensity inhomogeneity. For example, as shown in Fig. 2, when we optimize Eq. (3) to produce a bias field, we can attack the ResNet50 successfully while the bias field is noise-like and far from the appearance in the real world.

As a result, due to requirement of spatial smoothness of bias field, the adversarial bias field attack posts a totally new challenge to the field of adversarial attack: how to generate the adversarial perturbation that can not only achieve high attack success rate but maintain its spatial smoothness for the realness of bias field. Actually, since the high attack success rate relies on the pixel-wise tunable perturbation and violates the smoothness requirement of bias field, the two constraints contradict each other and make the adversarial bias field attack significantly challenging.
4. EXPERIMENTS

4.1. Setup and Dataset

Dataset. We carry out our experiments on a chest-xray dataset about pneumonia, which contains 5863 X-ray images\(^1\). These images were selected from retrospective cohorts. The dataset is divided into two categories, i.e., pneumonia and normal.

Models. In order to show the effect of the attack on different models, we finetune three pre-trained models on the chest-xray dataset. The three models are ResNet50, MobileNet, and DenseNet121 (Dense121). The accuracy of ResNet50, MobileNet, and DenseNet121 is 88.62\%, 88.94\% and 87.82\%.

Metrics. We choose the attack success rate and image quality to evaluate the effectiveness of the bias field attack. The image quality measurement metric is BRISQUE [23]. BRISQUE is an unsupervised image quality assessment method. A high score for BRISQUE indicates poor image quality.

Baselines. We select five adversarial attack methods as our baselines, including basic iterative method (BIM) [20], Carlini & Wagner L2 method (C&W L2) [16], saliency map method (SaliencyMap) [34], fast gradient sign method (FGSM) [13] and momentum iterative fast gradient sign method (MIFGSM) [23]. For the setup of hyperparameters of these baselines, we use the default setup of foolbox [26]. We set max perturbation to be \(\epsilon = 0.06\) with the iteration number being 10.

4.2. Comparison with Baseline Methods

For our method, we set the size of the control points, \(D_0\) and \(D_0\) as \((16*16)\), 10, and 1, respectively. Table 1 shows the quantitative results with our method and the baseline methods, which are conducted with different settings. Specifically, we conduct two different attacks, i.e., the white-box attack and the transfer attack. The white-box attack aims to attack the target DNN directly while the transfer attack attacks the target DNN with the adversarial examples generated from other models. For example, for the transfer attack in Table 1, the attack is performed on DNNs in the first row, and the generated adversarial examples are used to attack DNNs in the first two columns of the second row.

As we can see, for the white-box attack (i.e., the third column for each model), we could find that the success rate of our method is lower than the existing baselines. For example, on ResNet50, our method achieves 38.69\% success rate while most of the baselines achieves 100\% success rate. The main reason is that the existing attacking techniques could add arbitrary noises on the image, which is not realistic. However, our method has a strict smooth limitation such that the generated adversarial examples look more realistic. As shown in Fig. 3, we show some examples generated by different attacks. The first row shows the original images while the following rows list the corresponding adversarial examples. It is clear that our method could generate high-quality adversarial examples that are smooth and realistic. In most cases, the change between original image and the generated image is imperceptible. However, we could find obvious noises in the adversarial examples generated by the baseline methods. Such noises are difficult to appear in X-rays in the real world.

For the transfer attack (i.e., the first two columns), we found that our method achieves much higher success rate than others. For example, the attack on ResNet50 achieves 7.57\% and 14.05\% transfer success rate on MobileNet and DenseNet121, respectively. However, the the best results of the baseline are only 1.08\% and 0.18\%. It is because that existing techniques calculate the ad-hoc noise, which may be only effective on the target DNN but not on other models. However, our attack considers the smoothness such that the generated adversarial examples are more realistic. Such adversarial examples are more robust and could reveal the common weakness of different DNNs (i.e., higher success rate of the transfer attack). The results indicate that our method could generate high-quality adversarial examples. We also compare the image quality with the BRISQUE score (i.e., the forth column). The results show that our method could achieve competitive results with the state-of-the-arts.

In summary, our method aims to generate high-quality and realistic adversarial examples. To generate such adversarial examples, the attack success rate is naturally lower than the noise-based adversarial attack techniques.

4.3. Understanding Effects of Bias Field

In this subsection, we aim to explore how the bias field affect the DNN-based X-ray recognition. [27] proposes a method for understanding DNNs with the adversarial noise attack and generates an interpretable map indicating the classification-sensitive regions of a DNN. Inspired this idea, we can study which regions in the chest X-ray images are sensitive to the bias filed and affect the X-ray recognition. Specifically, given

\[ \nabla a_{t-1} \text{ and } \nabla \theta_{t-1} \text{ denote the gradient of } a_{t-1} \text{ and } \theta_{t-1} \text{ with respect to the objective function in Eq. (5), respectively. For Eq. (3), we use the same to update } B \text{ directly. We fix } \epsilon_\theta = 0.06 \text{ with the iteration number being 10.} \]
Table 1: Adversarial comparison results on chest-Xray dataset with five attack baselines and our method. It contains the success rates (%) of transfer & whitebox adversarial attack on three normally trained models: ResNet50, Dense121, and MobileNet. For each four columns, whitebox attack results are shown in the third one. The first two columns display the transfer attack results. And the last column shows the BRISQUE score.

| Attack model | ResNet50 | Dense121 | MobileNet |
|---------------|----------|-----------|-----------|
| BIM | 0.36 | 0 | 100 | 30.0249 |
| CAW | 0.36 | 0 | 100 | 30.1128 |
| SaliencyMap | 0.36 | 0 | 100 | 30.0578 |
| FGSM | 0.36 | 0 | 100 | 30.0578 |
| AdvSBF (Ours) | 7.57 | 14.05 | 38.49 | 28.5030 |

Table 2: Adversarial comparison results on chest-Xray dataset with different setup of hyper-parameters in our method. It contains the success rates (%) of transfer & whitebox adversarial attacks. For each model, the first two columns display the blackbox attack results, the third one shows the attack results and the last column shows the BRISQUE score.

| (gridsize, gridsize), D0 | ResNet50 | Dense121 | MobileNet |
|---------------------------|----------|-----------|-----------|
| (4,4), 0                  | 10.84    | 15.31     | 37.97     | 32.4873 |
| (8,8), 0                  | 9.91     | 14.05     | 37.79     | 32.5778 |
| (12,12), 0                | 9.73     | 14.23     | 37.61     | 32.097 |
| (16,16), 0                | 10.81    | 14.42     | 38.34     | 32.9661 |
| (16,16), 1                | 11.35    | 13.5      | 36.89     | 31.3312 |
| (16,16), 2                | 8.11     | 7.85      | 29.48     | 29.0977 |
| (16,16), 3                | 4.15     | 2.19      | 18.81     | 28.606 |

4.4. Effects of Hyper-parameters

We also evaluate the effects of hyper-parameters in our attack, i.e., $\theta$ and $D$ in Equation 4. Specifically, we change $\theta$ for TPS transformation by changing the number of control points. (gridsize x gridsize) is denoted to represent the control points in the TPS transformation. Then we select different gridsize to conduct the attack. For the parameter D, we set the fixed D as 10 and change the value of D0, i.e., observe part of the sample display of the bias field by ignoring the lowest D0 degree in the multivariate polynomial model.

Table 2 shows the results with different configurations. In the second row, we fix the D0 as 0 and change value of gridsize as 4, 8, 12 and 16, respectively. As we can see, there seems to be no clear difference in the attack success rate when the parameter gridsize varies. We conjecture that the attack could easily reach the upper bound in terms of the success rate with different gridsize.

Then we fix the gridsize as 16 and change the parameter D0 as 0, 1, 2 and 3 (in the third row). As we can see, as D0 increases (i.e., more lower degree are ignored), the success rate of our method decreases and the BRISQUE score decreases. It is reasonable as ignoring more low degree in Equation 4 may reduce the space of the manipulation, resulting in higher image quality and lower attack success rate. The visualization results are shown in Fig. 5. When more lower degree is ignored (i.e., larger D0), the bias field samples tend to be less smooth.

5. CONCLUSION

Deep learning has been used in chest X-ray image recognition for the diagnosis of lung diseases (e.g., COVID-19). It is especially important to ensure the robustness of the DNN in this scenario. To tackle this problem, this paper proposed a new adversarial bias field attack, which aims to generate more realistic adversarial examples by adding more smooth pertur-
bations instead of noises. We demonstrated the effectiveness of our attack on the widely used DNNs. The results show that our method can generate high quality adversarial examples, which achieve high success rate of the transfer attack. The generated realistic images can reveal issues of the DNN, which calls for the attention of robustness enhancement of the deep learning-based healthcare system.

In the future, we will extend the proposed attack against other tasks, e.g., visual object tracking [28, 29, 30] and Deep-Fake evasion [31, 32], and also in tandem with other natural modalities such as [33, 34, 35]. In addition, we can regard the adversarial bias field as a new kind of mutation for DNN testing [36, 37, 38, 39].
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