Original Solution of Coupled Nonlinear Schrödinger Equations for Simulation of Ultrashort Optical Pulse Propagation in a Birefringent Fiber
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Abstract: This paper discusses approaches to the numerical integration of the coupled nonlinear Schrödinger equations system, different from the generally accepted approach based on the method of splitting according to physical processes. A combined explicit/implicit finite-difference integration scheme based on the implicit Crank–Nicolson finite-difference scheme is proposed and substantiated. It allows the integration of a nonlinear system of equations with a choice of nonlinear terms from the previous integration step. The main advantages of the proposed method are: its absolute stability through the use of an implicit finite-difference integration scheme and an integrated mechanism for refining the numerical solution at each step; integration with automatic step selection; performance gains (or resolutions) up to three or more orders of magnitude due to the fact that there is no need to produce direct and inverse Fourier transforms at each integration step, as is required in the method of splitting according to physical processes. An additional advantage of the proposed method is the ability to calculate the interaction with an arbitrary number of propagation modes in the fiber.
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1. Introduction

Femtosecond lasers hold a strong position in the current industrial production of materials and different-purpose products [1–4]. It should be noted that the problem of the delivery of high-power optic pulses with the required parameters to the destination point appears straight at the beginning of their practical usage. Special optical fibers (e.g., photonic band gap hollow-core and hole-core fibers) are developed for transmission of high-power ultrashort pulses [5–7]. Special attention is paid to polarization maintaining fibers [6]. At the same time, the widespread use of femtosecond lasers requires the usage of cheaper fibers with more simple production techniques. The usage of a shorter
pulse technique allows the transmission of pulses with higher peak-power through quartz fibers without maximum available energy exceedance, which can lead to fiber-core degradation [8]. As a result, the cheaper quartz fibers have occupied the niche in industrial usage of femtosecond lasers [9–13]. The birefringent fibers are of particular interest for transmission of high-power ultrashort pulses [10–12], as it has been noted above.

In order to develop and create the methods and delivery technique of ultrashort (femtosecond) pulses it is required to develop mathematical methods of ultrashort pulses evolution modelling in fiber. The ultrashort pulse evolution during its propagation in fiber is described by the coupled nonlinear Schrödinger equations system. The difference between the system mentioned above and the classic form of Schrödinger equations is in the additional terms, which describe the third-order chromatic dispersion and the Raman scattering [13–20]. Taha T.R. and Ablowitz M.I. made the comparative analysis of the currently known numerical methods for solving the nonlinear Schrödinger equation in 1984 [12]. In their fundamental review, they examined many different algorithms, including numerical ones, for solving the nonlinear Schrödinger equation. After this publication, the usage of splitting the physical processes method with the fast Fourier transform became the main numerical method for solving the optics problems in fiber. In particular, it was mentioned that the splitting into physical processes method significantly exceeds the finite difference methods in accuracy, since the second time derivative in it is calculated by the discrete Fourier transform, which provides an exponential convergence rate with respect to the time variable [12]. The split-step Fourier method is used as a standard method in most computer program packages. Although this method has sufficient accuracy, it has its own computing complexity on its non-linear step. It is a good reason to search alternative solution methods, including numerical ones, that can be faster than a split-step Fourier method in case of a large number of time divisions [17,18,21,22].

The experimental results of 12 fs and 175 kW peak-power pulse transmission through birefringent single mode fiber are presented in the series of works [23–28]. The comparison of the experimental results with the computer calculations on fiber end output, which are received using finite difference time domain method, are also presented there. The experimental results correspond to computer calculations in part of pulse duration and its spectrum width. However, the finite difference time domain method does not consider birefringent effects in single mode fiber. At the same time, the computing pulse form at the fiber end output differs from the pulse experimental form significantly. Later in [29–31] it was shown, that the main reason of such discrepancy was connected with the fact that the birefringent effects were not taken into consideration.

Thus, the findings that it is necessary to consider the birefringent effects in fibers, even if fiber length is small [32–34], were confirmed. In the case of the fiber’s birefringent effects the system of two Schrödinger equations describes a pulse evolution through fiber. This equations system for fibers with birefringent effects and without Raman scattering is named as the Manakov equations system [20,32].

The system of nonlinear Schrödinger equations has been intensively studied over recent years. Hardin R. and Tappert F. in 1973 [35], as well as Lake B. and co-authors in 1977 [36] were the first, who applied methods of numerical solutions to nonlinear Schrödinger equation solution. Currently, there are many numerical methods for solving the system of coupled nonlinear Schrödinger equations: finite-difference schemes [37,38], spectral methods [39], Petrov-Galerkin method [40], and splitting methods [41–44].

It is known that, it is necessary to take into consideration the third-order chromatic dispersion and Raman scattering for pulses, shorter than 10 ps. As it has been shown above, this leads to the necessity to include the additional terms in the Schrödinger equations. In contrast to [32] it is necessary to solve the modification of coupled a nonlinear Schrödinger equations system [31,33,45]. The principal difference and the major problem here is that nonlinear additional terms contain partial derivatives from desired function by time. The solution with split-step method requires the increase in number of operations in the fast Fourier step or the solving of an additional system of differential equations at each integration step [45]. The projection operator method, based on a variational approach, is suggested in [33] in contrast to split-step methods [31,45].
In this work the numerical integration method is proposed for solving of the coupled nonlinear Schrödinger equations system, written with third-order chromatic dispersion and Raman scattering. The suggested method differs from the generally accepted approach, based on the method of splitting according to physical variables. The system of equations is written in finite-difference relations with separation to linear and nonlinear terms. Linear terms are written in an implicit scheme, and nonlinear terms in an explicit finite-difference scheme. This approach allows researchers to divide the system of Schrödinger equations into two independent systems of linear equations for each mode at each step of numerical integration process. The algorithm for refining the numerical solution at each step is proposed. It eliminates the errors associated with nonlinear terms in explicit form.

The main advantages of the proposed method are the following: absolute stability due to the usage of an implicit finite-difference integration scheme and an integrated mechanism for refining the numerical solution at each step; integration with automatic step selection; increase in the efficiency (or resolutions) up to three or more orders of magnitude due to the fact that there is no need to produce direct and inverse Fourier transforms at each integration step, as is required in a split-step method. An additional advantage of the proposed method is the ability to calculate the interaction with an arbitrary number of propagation modes in the fiber.

2. Coupled Nonlinear Schrödinger Equations System

In general terms, the evolution of short optical impulses in a birefringent fiber can be described by the coupled nonlinear Schrödinger equations system:

\[
\begin{align*}
\frac{\partial A_i}{\partial z} & = \frac{\alpha}{2} A_i \frac{\partial A_i}{\partial t} - \beta_{1i} \frac{\partial A_i}{\partial t} - \frac{\beta_{2i}}{2} \frac{\partial^2 A_i}{\partial t^2} + \frac{\beta_{3i}}{6} \frac{\partial^3 A_i}{\partial t^3} + \\
+ & j \frac{\gamma_i}{\omega_0} \sum_{m=1}^{M} B_{im} \frac{\partial}{\partial t} \left( |A_m|^2 A_i \right) - j \frac{\gamma_i}{\omega_0} \sum_{m=1}^{M} \frac{B_{im}}{} \frac{\partial}{\partial t} \left( |A_m|^2 \right) \end{align*}
\]

(1)

where \( A_i \)—complex envelopes of the optical impulse of the \( i \)-th mode, \( \alpha \)—attenuation coefficient of the \( i \)-th mode; \( \beta_{1i} \), \( \beta_{2i} \), \( \beta_{3i} \)—the first, second and third order dispersion parameters of the \( i \)-th mode respectively; \( \gamma_i \)—nonlinearity parameter for the \( i \)-th mode; \( C_{im} \), \( B_{im} \)—coupling coefficients between the \( i \)-th and \( m \)-th modes; \( \omega_0 \)—angular frequency of the \( i \)-th mode; \( z \)—coordinate along the axis of the fiber; \( t \)—time.

Coupled nonlinear Schrödinger Equations System for two orthogonally polarized modes (\( A_x \) and \( A_y \)), propagating in a birefringent fiber, which is used for modeling of short optical pulses propagation, has a form equivalent to Equation (1):

\[
\begin{align*}
\frac{\partial A_x}{\partial z} & = \frac{\alpha}{2} A_x \frac{\partial A_x}{\partial t} - \beta_{1x} \frac{\partial A_x}{\partial t} - \frac{\beta_{2x}}{2} \frac{\partial^2 A_x}{\partial t^2} + \frac{\beta_{3x}}{6} \frac{\partial^3 A_x}{\partial t^3} + \\
+ & j \frac{\gamma_x}{\omega_0} \sum_{m=1}^{M} B_{xm} \frac{\partial}{\partial t} \left( |A_m|^2 A_x \right) - j \frac{\gamma_x}{\omega_0} \frac{B_{xm}}{} \frac{\partial}{\partial t} \left( |A_m|^2 \right) - j \frac{\gamma_x}{\omega_0} \frac{B_{xm}}{} \frac{\partial}{\partial t} \left( |A_m|^2 \right) \\
\frac{\partial A_y}{\partial z} & = \frac{\alpha}{2} A_y \frac{\partial A_y}{\partial t} - \beta_{1y} \frac{\partial A_y}{\partial t} - \frac{\beta_{2y}}{2} \frac{\partial^2 A_y}{\partial t^2} + \frac{\beta_{3y}}{6} \frac{\partial^3 A_y}{\partial t^3} + \\
+ & j \frac{\gamma_y}{\omega_0} \sum_{m=1}^{M} B_{ym} \frac{\partial}{\partial t} \left( |A_m|^2 A_y \right) - j \frac{\gamma_y}{\omega_0} \frac{B_{ym}}{} \frac{\partial}{\partial t} \left( |A_m|^2 \right) - j \frac{\gamma_y}{\omega_0} \frac{B_{ym}}{} \frac{\partial}{\partial t} \left( |A_m|^2 \right)
\end{align*}
\]

(2)

3. Initial Conditions and Boundary Terms

For the given simplest initial conditions, that describe the absence of light in the fiber at the initial and final point of time, terms are described as following:

\[
A_x(0,z) = 0, \quad \frac{\partial A_x(0,z)}{\partial t} = 0, \quad A_x(T,z) = 0, \quad A_y(0,z) = 0, \quad \frac{\partial A_y(0,z)}{\partial t} = 0, \quad A_y(T,z) = 0, \quad \forall z \in [0,L],
\]

(3)

where \( T \)—final time.
Boundary conditions at one of the fiber ends are described as following time dependent functions:

\[ A_x(t,0) = f_x(t), \quad A_y(t,0) = f_y(t), \]  

(4)

4. Dimensionless Equations

The system of Equation (1) has the dimension [W\(^m^{-1}\)], hence the dimensions of the equations constants are:

\[
[A_x]=[A_y]=[\text{[W]}], \quad [\alpha]=\frac{1}{[\text{m}]}, \quad [\beta_{1,x}]=[\beta_{1,y}]=[\text{s}], \quad [\beta_{2,x}]=[\beta_{2,y}]=[\text{s}], \quad [\gamma_x]=\frac{1}{[\text{m}][\text{m}]}, \quad [\gamma_y]=\frac{1}{[\text{s}]} \quad [\omega_a]=[\text{[W]}], \quad [T_{R}]=[\text{s}].
\]  

(5)

To transfer Equation (2) into dimensionless form, we involve character process values, namely \(L_x\)—characteristic length, \(T_v\)—time, and \(P_v\)—power:

\[
\xi = \frac{z}{L_x}, \quad \tau = \frac{t}{T_v}, \quad x = \frac{A_x}{\sqrt{P_v}}, \quad y = \frac{A_y}{\sqrt{P_v}}.
\]  

(6)

Replacement of variables in Equation (2) transforms it to dimensionless system:

\[
\frac{\partial x}{\partial \xi} = -\frac{\alpha L}{2} x - \beta_{1,x} \frac{L}{T_v} \frac{\partial x}{\partial \tau} - \beta_{2,x} \frac{L}{T_v} \frac{\partial^2 x}{\partial \tau^2} + \frac{\beta_{3,x} L}{6} \frac{\partial^3 x}{\partial \tau^3} + \frac{J_1}{T_v} P_x \frac{\partial}{\partial \tau} \left( |x|^2 + \frac{2}{3} |\psi|^2 \right)
\]  

\[
\frac{\partial y}{\partial \xi} = -\frac{\alpha L}{2} y - \beta_{1,y} \frac{L}{T_v} \frac{\partial y}{\partial \tau} - \beta_{2,y} \frac{L}{T_v} \frac{\partial^2 y}{\partial \tau^2} + \frac{\beta_{3,y} L}{6} \frac{\partial^3 y}{\partial \tau^3} + \frac{J_1}{T_v} P_y \frac{\partial}{\partial \tau} \left( |y|^2 + \frac{2}{3} |\psi|^2 \right)
\]  

(7)

Conversion of the dimensional coefficients into dimensionless is performed according to the formulas:

\[
a = \frac{\alpha L}{2}, \quad b_{1,x} = \beta_{1,x} \frac{L}{T_v}, \quad b_{2,x} = \beta_{2,x} \frac{L}{T_v}, \quad b_{3,x} = \beta_{3,x} \frac{L}{6} \frac{L}{T_v}, \quad b_{1,y} = \beta_{1,y} \frac{L}{T_v}, \quad b_{2,y} = \beta_{2,y} \frac{L}{T_v},
\]  

\[
b_{3,y} = \beta_{3,y} \frac{L}{6} \frac{L}{T_v}, \quad \beta_x = \gamma_x L \frac{b_{1,x}}{T_v}, \quad \beta_y = \gamma_y L \frac{b_{1,y}}{T_v}, \quad \omega_a = \frac{L}{T_v}, \quad \omega_y = \frac{L}{T_v}, \quad \omega_y = \frac{L}{T_v}.
\]  

(8)

As a result, we obtain the dimensionless coupled nonlinear Schrödinger equations system in a form suitable for numerical integration:

\[
\frac{\partial x}{\partial \xi} = -[a + \Phi_1(x,y)]x - [b_{1,x} + \Phi_2(x,y)] \frac{\partial x}{\partial \tau} - jb_{2,x} \frac{\partial^2 x}{\partial \tau^2} + b_{3,x} \frac{\partial^3 x}{\partial \tau^3},
\]  

\[
\frac{\partial y}{\partial \xi} = -[a + \Phi_1(x,y)]y - [b_{1,y} + \Phi_2(x,y)] \frac{\partial y}{\partial \tau} - jb_{2,y} \frac{\partial^2 y}{\partial \tau^2} + b_{3,y} \frac{\partial^3 y}{\partial \tau^3},
\]  

(9)

where the definitions for non-linear components of the equations are:
Separation of Equation (7) on linear and nonlinear terms allows us to construct a numerical integration algorithm based on finite-difference methods, where all linear terms can be written in implicit form and nonlinear terms can be written in explicit finite-difference form.

5. The Finite-Difference Scheme

The modification of the Crank–Nicolson six-point implicit finite-difference scheme [46] up to an eight-point scheme (Figure 1a), allows us to write the third-order partial derivatives with a second order approximation.

\[
\begin{align*}
\Phi_{1x}(x,y) &= (v_x + jw_x) \left\{ \frac{\partial^2 |\psi|^2}{\partial \xi^2} + \frac{1}{3} \frac{\partial |\psi|^2}{\partial \xi} \right\} - j\mu_x \left( |\psi|^2 + \frac{2}{3} |\psi|^2 \right), \\
\Phi_{1y}(x,y) &= (v_y + jw_y) \left\{ \frac{1}{3} \frac{\partial^2 |\psi|^2}{\partial \xi^2} + \frac{\partial |\psi|^2}{\partial \xi} \right\} - j\mu_y \left( \frac{2}{3} |\psi|^2 + |\psi|^2 \right), \\
\Phi_{2x}(x,y) &= v_x \left( |\psi|^2 + \frac{1}{3} |\psi|^2 \right), \quad \text{and} \quad \Phi_{2y}(x,y) = v_y \left( \frac{1}{3} |\psi|^2 + |\psi|^2 \right).
\end{align*}
\] (10)

Figure 1. Eight-point finite-difference computing scheme for coupled nonlinear Schrödinger equations system integration at: (a) internal area; (b) boundary.

In Figure 1a, mesh nodes on dimensionless length variable \( \xi \) are indicated by \( k \), and on dimensionless time \( \tau \) are indicated by \( n \). For Figure 1a, “\( \times \)” indicates the point, where the equality relations of Equation (9) are recorded. Mesh nodes, where values of desired functions are known or determined, are indicated by “•”. If values of desired functions are unknown, they are indicated by “◦”. Integration is carried out along the length coordinate \( \xi \) from left to right. At each integration step, at each point, a system of equations is recorded for four unknown values of the desired functions at the \( k + 1 \) integration step.

The system of Equation (9) can be rewritten in the form:

\[
\begin{bmatrix}
\frac{\partial \chi}{\partial \xi} = F_x(x,y) \\
\frac{\partial \psi}{\partial \xi} = F_y(x,y)
\end{bmatrix}
\] (11)

where \( F_x(x,y) \), \( F_y(x,y) \) are used to denote appropriate parts in Equation (9).

If we add the parameter \( \theta \), that changes from zero to one, we can rewrite Equation (11) in finite-difference implicit form. The finite-difference equivalences are written in each virtual point with
fractional indexes \((k + \frac{1}{2}, n - \frac{1}{2})\). This point is denoted in Figure 1a by “x”. The finite-difference equation system has the form:

\[
\begin{align*}
(x_k^n + x_k^{n-1}) - 2\Delta x^2 \frac{\partial^2 x}{\partial t^2} & = 0 \cdot (F_{x})_{k}^{n-1/2} +(1-\theta) \cdot (F_{x})_{k}^{n-1/2}, \\
y_k^n + y_k^{n-1} - 2\Delta y^2 \frac{\partial^2 y}{\partial t^2} & = 0 \cdot (F_{y})_{k}^{n-1/2} +(1-\theta) \cdot (F_{y})_{k}^{n-1/2},
\end{align*}
\]

\[ (12) \]

where bottom indexes “\(k\)” are used to denote the discrete dimensionless length, and top “\(n\)” indexes—for dimensionless time.

The values of desired functions in Equation (12) are known at the \(k\)-s layer, while the values at the \((k + 1)\) layer are known only on the boundary. The values of \((F_{x})_{k}^{n-1/2}\), \((F_{y})_{k}^{n-1/2}\) are attributed to virtual mesh node \((k, n - \frac{1}{2})\), and \((F_{x})_{k+1}^{n-1/2}\), \((F_{y})_{k+1}^{n-1/2}\) are attributed to virtual mesh node \((k + 1, n - \frac{1}{2})\). Dependence of \(\theta\) parameter equivalences in Equation (12) will be written in virtual node with indexes \((k + 0, n - \frac{1}{2})\).

The nonlinearity, presented in \(\Phi_{1}(x, y), \Phi_{2}(x, y), \Phi_{3}(x, y), \Phi_{4}(x, y), \Phi_{5}(x, y), \Phi_{6}(x, y)\), and a third-order partial derivative by time, do not allow the use of the classic approach to equation system solutions (Thomas, or tridiagonal matrix, algorithm). The modification of Crank–Nicolson computing scheme is offered in [46]. The main idea is to write all linear terms in implicit form, and all nonlinear terms in explicit form. Using the recommendations given in [46], we write the expressions for \(F_{x}(x, y)\) and \(F_{y}(x, y)\) as the sum of linear and nonlinear parts:

\[
(F_{x})_{k}^{n-1/2} = (L_{x})_{k}^{n-1/2} + (N_{x})_{k}^{n-1/2}, \quad (F_{y})_{k}^{n-1/2} = (L_{y})_{k}^{n-1/2} + (N_{y})_{k}^{n-1/2},
\]

\[ (13) \]

where the definition for linear parts are:

\[
\begin{align*}
(L_{x})_{k}^{n-1/2} & = -ax_{k}^{n-1/2} - b_{1,x} \left( \frac{\partial x}{\partial t} \right)_{k}^{n-1/2} - b_{2,x} \left( \frac{\partial^2 x}{\partial t^2} \right)_{k}^{n-1/2} + b_{3,x} \left( \frac{\partial^3 x}{\partial t^3} \right)_{k}^{n-1/2}, \\
(L_{y})_{k}^{n-1/2} & = -ay_{k}^{n-1/2} - b_{1,y} \left( \frac{\partial y}{\partial t} \right)_{k}^{n-1/2} - b_{2,y} \left( \frac{\partial^2 y}{\partial t^2} \right)_{k}^{n-1/2} + b_{3,y} \left( \frac{\partial^3 y}{\partial t^3} \right)_{k}^{n-1/2},
\end{align*}
\]

\[ (14) \]

and for nonlinear parts:

\[
\begin{align*}
(N_{x})_{k}^{n-1/2} & = -\Phi_{1,x} \left( x_{k}^{n-1/2} \right)_{k}^{n-1/2} - \Phi_{2,x} \left( \frac{\partial x}{\partial t} \right)_{k}^{n-1/2}, \\
(N_{y})_{k}^{n-1/2} & = -\Phi_{1,y} \left( y_{k}^{n-1/2} \right)_{k}^{n-1/2} - \Phi_{2,y} \left( \frac{\partial y}{\partial t} \right)_{k}^{n-1/2}.
\end{align*}
\]

\[ (15) \]

To write the linear terms on \((k + 1)\)-th layer, it is enough to replace «\(k\)» on «\(k + 1\)>> in Equation (14). For nonlinear terms on \((k + 1)\)-th layer, it is necessary to use explicit finite-difference definition, using values from the previous integration layer:

\[
\begin{align*}
(N_{x})_{k+1}^{n-1/2} & = -\Phi_{1,x} \left( x_{k+1}^{n-1/2} \right)_{k+1}^{n-1/2} - \Phi_{2,x} \left( \frac{\partial x}{\partial t} \right)_{k+1}^{n-1/2}, \\
(N_{y})_{k+1}^{n-1/2} & = -\Phi_{1,y} \left( y_{k+1}^{n-1/2} \right)_{k+1}^{n-1/2} - \Phi_{2,y} \left( \frac{\partial y}{\partial t} \right)_{k+1}^{n-1/2}.
\end{align*}
\]

\[ (16) \]

Notably, the explicit form in Equation (16) is taken only for \(\Phi_{3}(x, y), \Phi_{4}(x, y), \Phi_{5}(x, y), \Phi_{6}(x, y)\), while for the linear parts of Equation (16), the implicit form will be used.

The values of nonlinear terms in virtual mesh point \((k, n - \frac{1}{2})\) for \(\Phi_{1}(x, y)\) and \(\Phi_{2}(x, y)\) can be written as:
\[(\Phi_{1x})_{k}^{n+1/2} = \frac{-j\mu_{x}}{2} \left( \left| k_{x}^{2} \right| + k_{k}^{n-1} \right) \left( \frac{2}{3} \left| \left| y_{1}^{n} \right| \left| y_{1}^{n-1} \right| \right| \right) + \frac{v_{x} + j\omega_{x}}{\Delta t} \left( \left| k_{x}^{2} \right| - k_{k}^{n-1} \right) \left( \frac{1}{3} \left| \left| y_{1}^{n} \right| \left| y_{1}^{n-1} \right| \right| \right) \] 

\[(\Phi_{1y})_{k}^{n+1/2} = \frac{-j\mu_{y}}{2} \left( \left| k_{x}^{2} \right| + k_{k}^{n-1} \right) \left( \frac{2}{3} \left| \left| y_{1}^{n} \right| \left| y_{1}^{n-1} \right| \right| \right) + \frac{v_{y} + j\omega_{y}}{\Delta t} \left( \left| k_{x}^{2} \right| - k_{k}^{n-1} \right) \left( \frac{1}{3} \left| \left| y_{1}^{n} \right| \left| y_{1}^{n-1} \right| \right| \right) \] 

(17)

and for \(\Phi_{2x}(x, y)\) and \(\Phi_{2y}(x, y)\):

\[(\Phi_{2x})_{k}^{n+1/2} = \frac{v_{x}}{2} \left( \left| k_{x}^{2} \right| + k_{k}^{n-1} \right) \left( \frac{1}{3} \left| \left| y_{1}^{n} \right| \left| y_{1}^{n-1} \right| \right| \right) \] 

\[(\Phi_{2y})_{k}^{n+1/2} = \frac{v_{y}}{2} \left( \left| k_{x}^{2} \right| + k_{k}^{n-1} \right) \left( \frac{1}{3} \left| \left| y_{1}^{n} \right| \left| y_{1}^{n-1} \right| \right| \right) \] 

(18)

The desired function values in virtual mesh point \((k, n - \frac{1}{2})\) are written as a half of its sum in neighbor mesh points:

\[x_{k}^{n+1/2} = \frac{x_{k+1}^{n} + x_{k-1}^{n-1}}{2}, \quad x_{k+1}^{n} = \frac{x_{k+1}^{n} + x_{k+1}^{n-1}}{2}, \quad y_{k}^{n+1/2} = \frac{y_{k}^{n} + y_{k}^{n-1}}{2}, \quad y_{k+1}^{n+1/2} = \frac{y_{k+1}^{n} + y_{k+1}^{n-1}}{2}. \] 

(19)

The partial derivative from desired functions on dimensionless time in the mesh points \((k, n - \frac{1}{2})\) are written as central finite-differences with second-order accuracy:

\[\left( \frac{\partial x}{\partial t} \right)_{k}^{n+1/2} = \frac{x_{k}^{n+1} - x_{k}^{n-1}}{2\Delta t} \left( \frac{\partial^{2} x}{\partial t^{2}} \right)_{k}^{n+1/2} = \frac{x_{k}^{n+1} - x_{k}^{n-1} + x_{k}^{n+1} - x_{k}^{n+1}}{2\Delta t^{2}} \left( \frac{\partial^{2} x}{\partial t^{2}} \right)_{k}^{n+1/2} = \frac{x_{k}^{n+1} - 3x_{k}^{n} + 3x_{k}^{n-1} - x_{k}^{n-2}}{2\Delta t^{2}}. \] 

(20)

The partial derivatives for desired mesh function \(y\) are written similarly. In order to write the \(x\) and \(y\) in the mesh nodes \((k+1, n - \frac{1}{2})\), it is enough to replace “\(k\)” with “\(k+1\)” in Equation (20).

We substitute the expressions of Equations (20)–(13) in Equation (12), then we regroup terms (all known variables to the right side and all unknown variables to the left side of equations), and denote right (known) side of equations as:

\[(R_{x})_{k+1}^{n+1} = \frac{x_{k+1}^{n+1} + x_{k+1}^{n-1}}{2\Delta z} + \frac{(1-\theta)}{0} \left( \left( L_{x} \right)_{k}^{n+1/2} + \left( N_{x} \right)_{k}^{n+1/2} \right) \] 

\[(R_{y})_{k+1}^{n+1} = \frac{y_{k+1}^{n+1} + y_{k+1}^{n-1}}{2\Delta z} + \frac{(1-\theta)}{0} \left( \left( L_{y} \right)_{k}^{n+1/2} + \left( N_{y} \right)_{k}^{n+1/2} \right) \] 

(21)

where the linear and nonlinear terms are defined in Equations (14) and (15), then the equation system will be as follows:

\[\begin{align*}
\left( \frac{x_{k+1}^{n} + x_{k+1}^{n-1}}{2\Delta z} + \frac{a + \left( \Phi_{1x} \right)_{k}^{n+1/2}}{2} \left( x_{k+1}^{n} + x_{k+2}^{n} \right) \right) &- \frac{b_{x}}{\Delta t} \left( x_{k+1}^{n} - x_{k+1}^{n-1} \right) \\
+ \frac{j\mu_{x}}{2\Delta t^{2}} \left( x_{k+1}^{n} - x_{k+1}^{n-1} + x_{k+1}^{n-2} \right) &- \frac{b_{x}}{\Delta t} \left( x_{k+1}^{n} - 3x_{k+1}^{n} + 3x_{k+1}^{n-1} - x_{k+1}^{n-2} \right) = &\left( R_{x} \right)_{k+1}^{n+1} \\
\left( \frac{y_{k+1}^{n} + y_{k+1}^{n-1}}{2\Delta z} + \frac{a + \left( \Phi_{1y} \right)_{k}^{n+1/2}}{2} \left( y_{k+1}^{n} + y_{k+2}^{n} \right) \right) &- \frac{b_{y}}{\Delta t} \left( y_{k+1}^{n} - y_{k+1}^{n-1} \right) \\
+ \frac{j\mu_{y}}{2\Delta t^{2}} \left( y_{k+1}^{n} - y_{k+1}^{n-1} + y_{k+1}^{n-2} \right) &- \frac{b_{y}}{\Delta t} \left( y_{k+1}^{n} - 3y_{k+1}^{n} + 3y_{k+1}^{n-1} - y_{k+1}^{n-2} \right) = &\left( R_{y} \right)_{k+1}^{n+1} \\
\end{align*}\] 

(22)

We rewrite the Equation (22) in canonical line equation systems form:

\[\begin{align*}
A_{x}^{n}x_{k+1}^{n+1} + B_{y}^{n}x_{k+1}^{n+1} + C_{y}^{n}y_{k+1}^{n+1} + D_{x}^{n}y_{k+1}^{n+1} = &\left( R_{x} \right)_{k+1}^{n+1} \\
A_{y}^{n}y_{k+1}^{n+1} + B_{y}^{n}y_{k+1}^{n+1} + C_{y}^{n}y_{k+1}^{n+1} + D_{x}^{n}y_{k+1}^{n+1} = &\left( R_{y} \right)_{k+1}^{n+1} \\
\end{align*}\] 

(23)

The \(A, B, C\) and \(D\) coefficients in Equation (23) for desired mesh function \(x\) are determined by formulas:
6. Boundary Conditions

The integration process is going from layer to layer according to dimensionless length \( \xi \). The system of Equation (23) is being solved on each layer along dimensionless time \( \tau \). Boundary conditions of Equation (4) in a finite-difference computing scheme are transformed into initial conditions, so mesh function values at initial \( (k = 1) \) and at previous \( (k\text{-th}) \) integration layer will be known. Initial conditions of Equations (3) and (4) provide the boundary conditions for function values at \( n = 1, 2 \), and \( N \). The Equations (3) and (4) in dimensionless variables and finite-difference form will be written as:

\[
\begin{align*}
(x_0)_k^0 &= \frac{X(0,L_x\xi_k)}{\sqrt{\Delta x}}, \quad (y_0)_k^0 = \frac{Y(0,L_x\xi_k)}{\sqrt{\Delta x}}, \\
(x_0)_k^1 &= (x_0)_k^0 + \frac{T_{\Delta x}}{\sqrt{\Delta x}}X'(0,L_x\xi_k), \quad (y_0)_k^1 = (y_0)_k^0 + \frac{T_{\Delta x}}{\sqrt{\Delta x}}Y'(0,L_x\xi_k), \\
(x_0)_k^N &= \frac{1}{\sqrt{\Delta x}}X(T_{\Delta x},L_x\xi_k), \quad (y_0)_k^N = \frac{1}{\sqrt{\Delta x}}Y(T_{\Delta x},L_x\xi_k), \\
x_0^0 &= \frac{1}{\sqrt{\Delta x}}f_x(T_{\Delta x}^0), \quad y_0^0 = \frac{1}{\sqrt{\Delta x}}f_y(T_{\Delta x}^0).
\end{align*}
\]

The situational views on the boundary integration area for the eight-point computing scheme are presented in Figure 1b. The nodes of mesh, where values are known or given, are marked by black dots.

It is worth noting that \( n \) index in Equation (23) takes values from 3 up to \( (N - 1) \). The common form of equations has a different form at \( n = 3, 4 \) and \( (N - 1) \), because Equation (23) includes the boundary conditions in explicit form. We write them separately:

\[

t = 3, \quad \begin{cases} 
A_{x_{k+1}}^{(i)1} + B_{x_{k+1}}^{(i)1} + C_{x_{k+1}}^{(i)1} + D_{x_{k+1}}^{(i)1} = (R_x)_x^{(i)1} \\
A_{x_{k+1}}^{(i)2} + B_{x_{k+1}}^{(i)2} + C_{x_{k+1}}^{(i)2} + D_{x_{k+1}}^{(i)2} = (R_x)_x^{(i)2} \\
A_{y_{k+1}}^{(i)1} + B_{y_{k+1}}^{(i)1} + C_{y_{k+1}}^{(i)1} + D_{y_{k+1}}^{(i)1} = (R_y)_x^{(i)1} \\
A_{y_{k+1}}^{(i)2} + B_{y_{k+1}}^{(i)2} + C_{y_{k+1}}^{(i)2} + D_{y_{k+1}}^{(i)2} = (R_y)_x^{(i)2}. 
\end{cases}
\]

The values of \( x_{k+1}^{(i)1}, \ x_{k+1}^{(i)2} \) and \( y_{k+1}^{(i)1}, \ y_{k+1}^{(i)2} \) in Equation (27) are known, hence, we can transfer these terms into the right part of equations and for \( n = 3 \) system, Equation (27) can be written as:
The line equation system with m-diagonal matrix comes down to sequential transforming matrix to an upper triangular matrix and vector of unknowns is computed backwards. We can use our modification of Thomas tridiagonal algorithm, which allows the transformation of the four-diagonal matrix M to the triangular form, according to:

\[
\begin{align*}
R[i]-R[i+1]-R[i] & \cdot C[i+1]/D[i], \\
A[i]+C[i+1]/D[i] & = A[i], \\
B[i]+C[i+1]/D[i] & = B[i], \\
D[i] & = D[i]
\end{align*}
\]

After the matrix M (with right member vector R) is transformed, we calculate unknown vectors according to:
\[ T[3] = \text{R}[3] / \text{C}[3], \]
\[ T[4] = (\text{R}[4] - \text{B}[4] \times T[3]) / \text{C}[4], \]
\[ T[i] = (\text{R}[i] - \text{A}[i] \times T[i-2] - \text{B}[i] \times T[i-1]) / \text{C}[i], \forall i = 5, N-1, \]

where the unknown vector, as in the Equation (23) solution, is denoted as \( T \).

8. Numerical Solution Refining Algorithm

The refining solution algorithm is used at each integration step. The explicit nonlinear terms determination (from previous \( k \)-th integration layer) makes its contribution to the inaccuracy of new \((k + 1)\)-th layer values calculation. The main idea of the refining algorithm is in the iterative process organization at each integration step, which corrects nonlinear terms. At the first iteration step the numerical solution for mesh functions \( x'_{\text{ref},i} \) and \( y'_{\text{ref},i} \) is searched according to the method suggested above. At the next integration step we can correct the values of nonlinear terms since we can use values calculated previously from average between \( k \)-th and \((k + 1)\)-th layers to renew the nonlinear terms. The iteration process stops when the absolute difference between two values of desired mesh functions, calculated on two iteration steps, is less than the given allowable error.

9. Method Verification on Some Classic Tasks

The coupled nonlinear Schrödinger equations system, written with third-order dispersion and Raman scattering, coincides with various classic equations of mathematical physics. So, we can obtain the classic heat diffusion in a solid rod task with or without convection. In other cases, the coupled nonlinear Schrödinger equations system can coincide with Korteweg–de Vries equation of waves on shallow water surfaces. The coupled Manakov equations system in multimode fibers with strongly (and weakly) coupled groups of modes is also a particular case of the coupled nonlinear Schrödinger equations system [29–31,46].

Each of these equations (except Manakov system) has real desired functions and real variables—time and length. In our case we have two complex desired functions of two real variables—length and time. It is required to swap time and length variables in the coupled nonlinear Schrödinger equations system in order to use it for heat diffusion or the Korteweg–de Vries task applies. Besides, it is required to set all imaginary parts of desired functions equal to zero. For the coupled nonlinear Schrödinger equations system, used as Manakov system, the special set of equation constants is required.

9.1. Heat Diffusion in a Solid Rod Task

The coupled nonlinear Schrödinger equations system numerical solution, used as equation of heat diffusion task without heat conductivity [47], is shown in Figure 2a. The equations system variable time \( t \) is used as length and equations system variable \( z \) is used as physical time (time and length in the equations system are swapped), and the equations system constants are: \( \alpha \neq 0 \), \( \beta_{1z} = \beta_{1y} = 0 \), \( \beta_{2x} \neq 0 \), \( \beta_{2y} = 0 \), \( \beta_{3x} = \beta_{3y} = 0 \), \( \gamma_x = \gamma_y = 0 \).

In Figure 2a we can see that in initial moment of time (\( z = 0 \)) the point with length coordinate (\( t = 140 \)) is heated up. In the process of time (with \( z \) growing) it becomes colder in this point, due to \( \alpha \neq 0 \), and heat diffuses to the left and to the right sides, due to \( \beta_{2x} \neq 0 \). If we also request the \( \beta_{1x} \neq 0 \), the heat convection appears.
The numerical results at values $\alpha \neq 0$, $\beta_{1,x} \neq 0$, $\beta_{1,y} = 0$, $\beta_{2,x} \neq 0$, $\beta_{2,y} = 0$, $\beta_{3,x} = 0$, $\beta_{3,y} = 0$, $\gamma_{x} = 0$, $\gamma_{y} = 0$ are shown in Figure 2b. We can see, that in process of time (with $z$ growing), in addition to previous effects, the heat point is moving along the length (along the $t$ variable). The heat diffusion task solution, based on coupled nonlinear Schrödinger equations system, demonstrates an excellent matching with classic heat diffusion equation solutions, including analytical solutions, by its character and values.

9.2. The Korteweg–De Vries and Linear Tasks

The Korteweg–de Vries equation is a mathematical model of waves on shallow water surfaces. It is particularly notable as the prototypical example of an exactly solvable model with non-linear partial differential equation whose solutions can be exactly and precisely specified. If we set the equations system coefficients equal to $\alpha = 0$, $\beta_{1,x} = 0$, $\beta_{1,y} = 0$, $\beta_{2,x} = 0$, $\beta_{2,y} = 0$, $\beta_{3,x} \neq 0$, $\beta_{3,y} = 0$, $\gamma_{x} = 0$, $\gamma_{y} = 0$ and choose special and different values $\gamma_{t}$ for individual nonlinear terms, we receive the Korteweg–de Vries equation. The obtained computing results are presented in Figure 3a. Its common character almost coincides with our previous results [29–31,46], and other authors’ results [48].
The numerical results of: (a) Korteweg–de Vries equation; (b) coupled linear Schrödinger equations system. Curves for different length values are marked: red at $z = 0$ (initial), brown at $z = 1/3$, green at $z = 2.3$, blue at $z = 1$.

The computing results of the coupled Schrödinger equations system solution in its linear case ($\gamma_x = \gamma_y = 0$) are shown in Figure 3b. The obtained numerical results coincide with physical processes as well as with other solutions in the literature [29–31].

9.3. The Ultra-Short Pulse Evolution in Fiber

The special case of the coupled nonlinear Schrödinger equations system is the case when this equations system coincides with the Manakov equations system with second-order dispersion and Raman scattering, when $\beta_{3,y} = \beta_{3,y} = 0$, $T_R \to 0$ and $\omega_0 \to \infty$. The computing results of the Manakov equations system task, received on the base of coupled nonlinear Schrödinger equations system, is shown in Figure 4a. These results coincide with our previous results [29–31,46] and other researchers’ results [23–28,49].

The ultra-short pulse evolution in fiber with third-order dispersion and Raman scattering is described by complete coupled nonlinear Schrödinger equations system. The values from [23–31], which were used in their experiment, were taken as: $\alpha = 0.2$ dB·m/km, $\beta_{1,x} = 4.294 \times 10^{-9}$ s/m, $\beta_{1,y} = 4.290 \times 10^{-8}$ s/m, $\beta_{2,x} = 3.600 \times 10^{-26}$ s²/m, $\beta_{2,y} = 3.250 \times 10^{-26}$ s²/m, $\beta_{3,y} = 2.750 \times 10^{-41}$ s³/m, $\gamma_x = \gamma_y = 3.600 \times 10^{-2}$ (m·W)⁻¹, $T_R = 4.000 \times 10^{-15}$ s, $\omega_0 = 2.3612 \times 10^{-15}$ s⁻¹ (wavelength 798 nm). The single chirped Gauss pulse is in the input fiber end (chirp $C = -0.4579$), pulse duration is 12 fs, with maximum power $P = 1.75 \times 10^5$ W. The pulse form is described as:

$$f(t) = A \exp \left( -\frac{(1-j \cdot C)(t-T)^2}{2 \tau^2} \right)$$  \hspace{1cm} (35)$$

The pulse evolution according to computing results is shown in Figure 4b. The number of mesh points along dimensionless time was chosen as 20,000; approximately 720,000 integration steps were made along dimensionless time with initial time step $\Delta \xi = 1 \cdot 10^{-4}$ d.u. Besides, the automatic integration step correction algorithm was included. It allowed the calculation of pulse evolution length up to ~2.5 mm. The maximum error for iteration process was chosen as $10^{-30}$ d.u. All calculations were made in a processor with double precision and 64-bit architecture.
Figure 4. The pulse form evolution in fiber of: (a) Manakov equations system; (b) coupled nonlinear Schrödinger equations system. Curves for different length values are marked: red at $z = 0$ (initial), brown at $z = 1/3$, green at $z = 2.3$, blue at $z = 1$.

The computing result curve (blue line in Figure 4b) is in good matching with experimental results, presented in [23–31]. It excellently confirms that the suggested method is effective and can be used to solve similar nonlinear tasks.

10. Conclusions

In our research we showed that the suggested method can be successfully used for solving the coupled nonlinear Schrödinger equations system in case of strongly coupled groups of modes for pulse evolution. In comparison with the splitting by physical processes method, the proposed method is absolutely stable due to the usage of an implicit finite-difference integration scheme. Commonly, our method has the following advantages: firstly, computational complexity is reduced, since two (direct and inverse) Fourier transforms are replaced with the numerical linear equations system solution at each integration step; secondly, possible errors in computing schemes are reduced because the nonlinear terms are not taken from the previous layer at each integration step; thirdly, the separation of the nonlinear system of Schrödinger equations into two independent linear equation systems at each integration step allows us to include an arbitrary number of propagation modes into equations and investigate their mutual influence.

Results, received from model task investigations and their comparison with other researcher’s results, as well as experimental data, allows us to conclude that the suggested method is effective, advantageous and has potential for future improvement.

Author Contributions: Conceptualization, A.Z.S.; Formal analysis, V.I.A., and V.A.B.; Funding acquisition, O.G.M., A.V.B. and A.A.K.; Investigation, A.Z.S., V.I.A., V.A.B., A.A.K., and I.M.G.; Methodology, A.Z.S., V.I.A., O.G.M., and V.A.B.; Software, A.Z.S. and V.I.A.; Supervision, V.A.B., and A.V.B.; Validation, A.Z.S., V.I.A., O.G.M. and V.A.B.; Visualization, A.Z.S.; Writing – review & editing, A.Z.S. All authors have read and agreed to the published version of the manuscript.

Funding: Russian Foundation for Basic Research: 19-37-90057, President of the Russian Federation for state support of young Russian scientists – 347 candidates of sciences MK-3421.2019.8: 075-15-2019-309, Russian Foundation for Basic Research: 19-57-80006 346 BRICS_t

Conflicts of Interest: The authors declare no conflict of interest.
References

1. Samad, R.; Courrol, L.; Baldochi, S.; Vieira, N. Ultrashort Laser Pulses Applications, Coherence and Ultrashort Pulse Laser Emission. IntechOpen: Lodon, UK, 2010; pp. 663–688.

2. Sugioaka, K.; Cheng, Y. Ultrafast lasers—Reliable tools for advanced materials processing. Light Sci. Appl. 2014, 3, e149.

3. Sugioaka, K. Progress in ultrafast laser processing and future prospects. Nanophotonics 2017, 6, 393–413, doi:10.1515/nanoph-2016-0004.

4. Hodgson, N.; Laha, M. Industrial Femtosecond Lasers and Material Processing; Industrial Laser Solutions, PennWell Publishing: Tulsa, OK, USA, 2019.

5. Göbel, W.; Nimmerjahn, A.; Helmchen, F. Distortion-free delivery of nanojoule femtosecond pulses from a Ti:sapphire laser through a hollow-core photonic crystal fiber. Opt. Lett. 2004, 29, 1285–1287, doi:10.1364/ol.29.001285.

6. Michieletto, M.; Lyngsø, J.K.; Jakobsen, C.; Løgsgaard, J.; Bang, O.; Alkeskjold, T.T. Hollow-core fibers for high power pulse delivery. Opt. Express 2016, 24, 7103–7119, doi:10.1364/oe.24.007103.

7. Yu, X.; Sun, B.; Luo, J.; Lee, E. Optical Fibers for High-Power Lasers. In: Peng GD. (eds) Handbook of Optical Fibers. Springer: Singapore, 2018.

8. Poumellec, B.; Lancy, M.; Chahid-Erraj, A.; Kazansky, P. Modification thresholds in femtosecond laser processing of pure silica: Review of dependencies on laser parameters [Invited]. Opt. Mater. Express 2011, 1, 766, doi:10.1364/ome.1.000766.

9. Kim, D.; Choi, H.; Yazdanfar, S.; So, P.T.C. Ultrafast optical pulse delivery with fibers for nonlinear microscopy. Microsc. Res. Tech. 2008, 71, 887–896, doi:10.1002/jemt.20634.

10. Larson, A.M.; Yeh, A.T. Delivery of sub-10-fs pulses for nonlinear optical microscopy by polarization-maintaining single mode optical fiber. Opt. Express 2008, 16, 14723–14730, doi:10.1364/oe.16.014723.

11. Le, T.; Tempea, G.; Cheng, Z.; Hofer, M.; Stingl, A. Routes to fiber delivery of ultra-short laser pulses in the 25 fs regime. Opt. Express 2009, 17, 1240–1247, doi:10.1364/oe.17.001240.

12. Zhou, S.; Takamido, T.; Bhandari, R.; Chong, A.; Wise, F.W. All polarization-maintaining fiber chirped-pulse amplification system for microjoule femtosecond pulses. In Proceedings of the International Society for Optics and Photonics, San Jose, California, United States, 24–29 January 2009.

13. Eichhorn, F.; Olsson, R.K.; Buron, J.C.D.; Grüner-Nielsen, L.; Pedersen, J.E.; Jepsen, P.U. Optical fiber link for transmission of 1-nj femtosecond laser pulses at 1550 nm. Opt. Express 2010, 18, 6978–6987, doi:10.1364/oe.18.006978.

14. Kogelnik, H. Ultrashort pulse propagation in optical fibers. In New Directions in Guided Wave and Coherent Optics; Springer: Dordrecht, The Netherlands, 1984.

15. Kodama, Y.; Hasegawa, A. Nonlinear pulse propagation in a monomode dielectric guide. IEEE J. Quantum Electron. 1987, 23, 510–524, doi:10.1109/jqe.1987.1073392.

16. Mamyshev, P.V.; Chernikov, S.V. Ultrashort-pulse propagation in optical fibers. Opt. Lett. 1990, 15, 1076, doi:10.1364/ol.15.001076.

17. Zayed, E.M.E.; Alurrrfi, K.A.E. The C’G,1G-expansion method and its applications to two nonlinear Schrödinger equations describing the propagation of femtosecond pulses in nonlinear optical fibers. Optik 2016, 127, 1581–1589, doi:10.1016/j.ijleo.2015.11.027.

18. Zayed, E.M.E.; Amer, Y.A. Many exact solutions for a higher-order nonlinear schrödinger equation with non-kerr terms describing the propagation of femtosecond optical pulses in nonlinear optical fibers. Comput. Math. Model. 2016, 28, 118–139, doi:10.1007/s10598-016-9351-0.

19. Liu, W.; Hu, W.; Xie, Z.; Liu, Y. The research on propagation of ultrashort pulse in normal group-velocity dispersion fiber. In Proceedings of the 2019 2nd International Conference on Sustainable Energy, Environment and Information Engineering (SEEIE 2019), Beijing, China, 24–25 March 2019.

20. Agrawal, G.P. Nonlinear Fiber Optics; Acad. Press: New York, NY, USA, 2013.

21. Fedoruk, M.P.; Paasonen, V.I. Kompaktnaya dissipativnaya skhema dlya nelinejnogo uravneniya Shredingera. Comp. Tech. 2011, 16, 68–73. (In Russian)

22. Karpik, P.A. Investigation of difference schemes for solving the nonlinear Schrödinger equation. Bull. SSUIGT 2019, 24, 68–73. (In Russian)

23. Karasawa, N.; Nakamura, S.; Morita, R.; Shigekawa, H.; Yamashita, M. Comparison between theory and experiment of nonlinear propagation for 4.5-cycle optical pulses in a fused-silica fiber. Nonlinear Opt. 2000, 24, 133–138.
24. Nakamura, S.; Li, L.; Karasawa, N.; Morita, R.; Shigekawa, H.; Yamashita, M. Measurements of third-order dispersion effects for generation of high-repetition-rate, sub-three-cycle transform-limited pulses from a glass fiber. *Jpn. J. Appl. Phys.* **2002**, *41*, 1369–1373, doi:10.1143/jjap.41.1369.

25. Nakamura, S.; Koyamada, Y.; Yoshida, N.; Karasawa, N.; Sone, H.; Ohtani, M.; Mizuta, Y.; Morita, R.; Shigekawa, H.; Yamashita, M. Finite-difference time-domain calculation with all parameters of Sellmeier’s fitting equation for 12-fs laser pulse propagation in a silica fiber. *IEEE Photon. Technol. Lett.* **2002**, *14*, 480–482, doi:10.1109/68.992584.

26. Nakamura, S.; Takasawa, N.; Koyamada, Y. Comparison between finite-difference time-domain calculation with all parameters of Sellmeier’s fitting equation and experimental results for slightly chirped 12-fs laser pulse propagation in a silica fiber. *J. Light. Technol.* **2005**, *23*, 855–863, doi:10.1109/JLT.2004.838873.

27. Nakamura, S.; Takasawa, N.; Koyamada, Y.; Sone, H.; Xu, L.; Morita, R.; Yamashita, M. Extended finite difference time domain analysis of induced phase modulation and four-wave mixing between two-color femtosecond laser pulses in a silica fiber with different initial delays. *Jpn. J. Appl. Phys.* **2005**, *44*, 7453–7459, doi:10.1143/jjap.44.7453.

28. Nakamura, S. Comparison between finite-difference time-domain method and experimental results for femtosecond laser pulse propagation. *Coherence Ultrashort Pulse Laser Emiss.* **2010**, 442–449, doi:10.5772/12854.

29. Burdin, V.A.; Bourdine, A.V. Simulation results of optical pulse non-linear few-mode propagation over optical fiber. *Appl. Photon.* **2016**, *3*, 309–320. (In Russian)

30. Burdin, V.A.; Bourdine, A.V. Model for a few-mode nonlinear propagation of optical pulse in multimode optical fiber. In Proceedings of the OWTNM, Warsaw, Poland, 20–21 May 2016.

31. Burdin, V.A.; Bourdine, A.V. Simulation of an ultrashort optical pulse propagation in a polarization-maintaining optical fiber. *Appl. Photon.* **2019**, *6*, 93–108. (In Russian)

32. Marcuse, D.; Manyuk, C.; Wai, P.K.A. Application of the Manakov-PMD equation to studies of signal propagation in optical fibers with randomly varying birefringence. *J. Light. Technol.* **1997**, *15*, 1735–1746, doi:10.1109/50.622902.

33. Kalithasan, B.; Nakkeeran, K.; Porsezian, K.; Dinda, P.T.; Mariyappa, N. Ultra-short pulse propagation in birefringent fibers—the projection operator method. *J. Opt. A Pure Appl. Opt.* **2008**, *10*, 85102, doi:10.1088/1464-4258/10/8/085102.

34. Mumtaz, S.; Essambre, R.-J.; Agrawal, G.P. Nonlinear propagation in multimode and multicore fibers: generalization of the manakov equations. *J. Light. Technol.* **2012**, *31*, 398–406, doi:10.1109/JLT.2012.2231401.

35. Hardin, R.; Tappert, F.D. Applications of the split-step Fourier method to the numerical solution of nonlinear and variable coefficient wave equations. *SIAM Rev.* **1973**, *15*, 423.

36. Lake, B.M.; Yuen, H.C.; Rungaldier, H.; Ferguson, W.E. Nonlinear deep-water waves: Theory and experiment. Part 2. Evolution of a continuous wave train. *J. Fluid Mech.* **1977**, *83*, 49–74, doi:10.1017/s0022112077001037.

37. Wang, T. Maximum norm error bound of a linearized difference scheme for a coupled nonlinear Schrödinger equations. *J. Comput. Appl. Math.* **2011**, *235*, 4237–4250, doi:10.1016/j.cam.2011.03.019.

38. Wang, D.; Xiao, A.; Yang, W. A linearly implicit conservative difference scheme for the space fractional coupled nonlinear Schrödinger equations. *J. Comput. Phys.* **2014**, *272*, 644–655, doi:10.1016/j.jcp.2014.04.047.

39. Dehghan, M.; Taleei, A. A Chebyshev pseudospectral multidomain method for the soliton solution of nonlinear governing Schrödinger equations. *Comput. Phys. Commun.* **2011**, *182*, 2519–2529, doi:10.1016/j.cpc.2011.07.009.

40. Dehghan, M.; Abbaszadeh, M.; Mohebbi, A. Numerical solution of system of n-coupled nonlinear Schrödinger equations via two variants of the meshless local Petrov-Galerkin (MLPG) method. *Comput. Model. Eng. Sci.* **2014**, *100*, 399–444.

41. Chen, Y.; Zhu, H.; Song, S. Multi-symplectic splitting method for the coupled nonlinear Schrödinger equation. *Comput. Phys. Commun.* **2010**, *181*, 1231–1241, doi:10.1016/j.cpc.2010.03.009.

42. Ma, Y.; Kong, L.; Hong, J.; Cao, Y. High-order compact splitting multisymplectic method for the coupled non-linear Schrödinger equations. *Comput. Math. Appl.* **2011**, *61*, 319–333.

43. Taha, T.R.; Xu, X. Parallel split-step fourier methods for the coupled nonlinear Schrödinger type equations. *J. Supercomput.* **2005**, *32*, 5–23, doi:10.1007/s11227-005-0183-5.

44. Wang, S.; Wang, T.; Zhang, L. Numerical computations for N-coupled nonlinear Schrödinger equations by split step spectral methods. *Appl. Math. Comput.* **2013**, *222*, 438–452, doi:10.1016/j.amc.2013.07.060.
45. Deiterding, R.; Glowinski, R.; Oliver, H.; Poole, S. A reliable split-step fourier method for the propagation equation of ultra-fast pulses in single-mode optical fibers. *J. Light. Technol.* **2013**, *31*, 2008–2017, doi:10.1109/jlt.2013.2262654.

46. Sakhabutdinov, A.Z.; Anfinogentov, V.I.; Morozov, O.G.; Gubaidullin, R.R. Numerical approaches to solving a nonlinear system of Schrödinger equations for wave propagation in an optical fiber. *Comput. Technol.* **2020**, *25*, 42–54, doi:10.25743/ICT.2019.24.1.004.

47. Crank, J.; Nicolson, P.; Hartree, D.R. A practical method for numerical evaluation of solutions of partial differential equations of the heat-conduction type. In *Mathematical Proceedings of the Cambridge Philosophical Society*; Cambridge University Press: Cambridge, UK, 1947.

48. Novik, Y.F. Analysis of the results of computer simulation N-soliton solutions of the Korteweg-de Vries equation. *Informatics* **2017**, *1*, 11–15. (In Russian)

49. Fedoruk, M.P.; Sidelnikov, O.S. Algorithms for numerical simulation of optical communication links based on multimode fiber. *Comput. Technol.* **2015**, *20*, 105–119.

© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).