On a fractional linear birth–death process
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In this paper, we introduce and examine a fractional linear birth–death process \( N_\nu(t), t > 0 \), whose fractionality is obtained by replacing the time derivative with a fractional derivative in the system of difference-differential equations governing the state probabilities \( p_\nu^k(t), t > 0, k \geq 0 \). We present a subordination relationship connecting \( N_\nu(t), t > 0 \), with the classical birth–death process \( N(t), t > 0 \), by means of the time process \( T_2(t), t > 0 \), whose distribution is related to a time-fractional diffusion equation.

We obtain explicit formulas for the extinction probability \( p_\nu^0(t) \) and the state probabilities \( p_\nu^k(t), t > 0, k \geq 1 \), in the three relevant cases \( \lambda > \mu, \lambda < \mu, \lambda = \mu \) (where \( \lambda \) and \( \mu \) are, respectively, the birth and death rates) and discuss their behaviour in specific situations. We highlight the connection of the fractional linear birth–death process with the fractional pure birth process. Finally, the mean values \( \mathbb{E}N_\nu(t) \) and \( \mathbb{V}ar N_\nu(t) \) are derived and analyzed.
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1. Introduction

In a previous paper [8], we constructed a fractional version of the pure birth process \( N_\nu(t), t > 0 \) (both in the general and in the linear case denoted here as \( M_\nu(t), t > 0 \)), by considering the fractional equations governing their distributions. In this work, we examine the linear birth–death process \( N_\nu(t), t > 0 \), where the state probabilities

\[
p_\nu^k(t) = \Pr\{N_\nu(t) = k|N_\nu(0) = 1\}
\]

are assumed to satisfy the fractional difference-differential equations

\[
\frac{d^\nu p_k(t)}{dt^\nu} = -(\lambda + \mu)k p_k(t) + \lambda(k - 1) p_{k-1}(t) + \mu(k + 1) p_{k+1}(t), \quad k \geq 1, \quad 0 < \nu < 1.
\]

The fractional operator appearing in (1.2) is defined as

\[
\frac{d^\nu f(t)}{dt^\nu} = \frac{1}{\Gamma(1-\nu)} \int_0^t \frac{f(s)}{(t-s)^\nu}\,ds, \quad 0 < \nu < 1, \quad \nu = 1.
\]

The derivative (1.3) is usually called a Caputo or Dzherbashyan–Caputo fractional derivative and differs from the classical Riemann–Liouville derivative by exchanging the integral and derivative
operators (see [9]). An advantage of Caputo over Riemann–Liouville is that Caputo does not require fractional-order derivatives in the initial conditions, which is good for practical purposes. The positive parameters $\lambda$ and $\mu$ are, respectively, the birth and death rates.

The exact distribution of the linear birth–death process reads (see [1], page 91, [4], page 454)

$$p_1^k(t) = (\lambda - \mu)^2 e^{-(\lambda - \mu)t} \frac{(\lambda(1 - e^{-(\lambda - \mu)t})^k - 1)}{(\lambda - \mu e^{-(\lambda - \mu)t})^k + 1}, \quad k \geq 1, \ t > 0, \ \mu \neq \lambda. \quad (1.4)$$

When $\lambda = \mu$, the distribution (1.4) is much simpler and takes the form

$$p_1^k(t) = \frac{(\lambda t)^{k-1}}{(1 + \lambda t)^k + 1}, \quad t > 0, \ k \geq 1. \quad (1.5)$$

The exact expressions for the extinction probabilities are

$$p_0^1(t) = \begin{cases} \lambda t & \lambda = \mu, \\ \frac{1 + \lambda t}{\mu - \mu e^{-t(\lambda - \mu)}}, & \lambda \neq \mu. \end{cases} \quad (1.6)$$

From (1.2), we can easily infer that the probability generating function of $N_\nu(t), t > 0$,

$$G_\nu(u, t) = \mathbb{E}_u N_\nu(t), \quad |u| \leq 1, \ 0 < \nu \leq 1, \ t > 0, \quad (1.7)$$

satisfies the Cauchy problem

$$\begin{cases} \frac{\partial^\nu}{\partial t^\nu} G_\nu(u, t) = (\lambda u - \mu)(u - 1) \frac{\partial}{\partial u} G_\nu(u, t), & \nu \in (0, 1], |u| \leq 1, \\ G_\nu(u, 0) = u. \end{cases} \quad (1.8)$$

We will show below that from (1.8), one can arrive at the subordination relationship

$$N_\nu(t) \overset{\text{i.d.}}{=} N(T_{2\nu}(t)), \quad t > 0, \quad (1.9)$$

where $T_{2\nu}(t), t > 0$, is the random time process whose distribution is obtained by folding the solution of the following fractional diffusion equation:

$$\begin{cases} \frac{\partial^{2\nu}}{\partial t^{2\nu}} q = \frac{\partial^2 q}{\partial x^2}, & 0 < \nu \leq 1, x \in \mathbb{R}, t > 0, \\ q(x, 0) = \delta(x). \end{cases} \quad (1.10)$$

The process $N(t), t > 0$, found in (1.9), is the classical linear birth–death process whose distribution is given in (1.4), (1.5) and (1.6). A relationship similar to (1.9) also holds for the fractional pure birth process [8] and the fractional Poisson process [2]. In this context, it represents the main tool of our analysis and leads to a number of interesting explicit distributions. We consider
the subordinator related to (1.10) because the probability generating function of the distribution of (1.9) satisfies the simplest fractional equation generalizing the classical one.

For the extinction probabilities of the fractional linear birth–death process, we have the following attractive formulas:

\[
p^ν_0(t) = \begin{cases} 
\frac{\mu}{\lambda} - \frac{\lambda - \mu}{\lambda} \sum_{m=1}^{+\infty} \left( \frac{\mu}{\lambda} \right)^m E_{ν,1}(-(\lambda - \mu)m), & \lambda > \mu, \\
1 - \frac{\mu}{\lambda} \sum_{m=1}^{+\infty} \left( \frac{\lambda}{\mu} \right)^m E_{ν,1}(-(\mu - \lambda)m), & \lambda < \mu, \\
1 - \int_0^{+\infty} e^{-w} E_{ν,1}(-\lambda t^νw) \, dw, & \lambda = \mu
\end{cases}
\]  

(1.11)

for \( t > 0, 0 < ν ≤ 1 \).

The function \( E_{α,β}(x) \) appearing in (1.11) is the generalized Mittag–Leffler function, defined as

\[
E_{α,β}(x) = \sum_{m=0}^{+∞} \frac{x^m}{Γ(αm + β)}, \quad x \in \mathbb{R}, α > 0, β > 0.
\]  

(1.12)

From (1.11), we can easily retrieve the classical extinction probabilities (1.6) for \( ν = 1 \) by keeping in mind that \( E_{1,1}(x) = e^x \).

For the state distributions \( p^ν_k(t), t > 0, k ≥ 1 \), we have formulas similar to (1.11), but with a more complicated structure:

\[
p^ν_k(t) = \begin{cases} 
\left( \frac{\lambda - \mu}{\lambda} \right)^2 \sum_{l=0}^{+∞} \binom{l+k}{l} \left( \frac{\mu}{\lambda} \right)^l \sum_{r=0}^{k-1} (-1)^r \binom{k-1}{r} \times E_{ν,1}(-(l + r + 1)(\lambda - \mu)t^ν), & \lambda > \mu, \\
\left( \frac{\lambda}{\mu} \right)^{k-1} \left( \frac{\mu - \lambda}{μ} \right)^2 \sum_{l=0}^{+∞} \binom{l+k}{l} \left( \frac{\lambda}{μ} \right)^l \times \sum_{r=0}^{k-1} (-1)^r \binom{k-1}{r} \times E_{ν,1}(-(l + r + 1)(μ - λ)t^ν), & \lambda < \mu, \\
(-1)^{k-1} \lambda^{k-1} \frac{d^k}{dλ^k}[\lambda(1 - p^ν_0(t))], & \lambda = \mu.
\end{cases}
\]  

(1.13)

Also from (1.13), for \( ν = 1 \), one can reobtain the distributions (1.4) and (1.5).

We will show below that the probabilities \( p^ν_k(t), t > 0, k ≥ 1 \), appearing in (1.13) are strictly related to the distributions of the fractional linear pure birth process \( M_{ν}(t), t > 0 \), with an arbitrary number of progenitors and a birth rate equal to \( \lambda - μ \) with \( λ > μ \). In particular, we can
extract from the first line of (1.13) that
\[
\Pr\{N_{\nu}(t) = k | N_{\nu}(0) = 1\} = \frac{\lambda - \mu}{\lambda} \sum_{l=0}^{\infty} \left[ \left( 1 + \frac{\mu}{k(\lambda - \mu)} \right) \Pr(G = l) + \frac{\mu}{k} \frac{d}{d\mu} \Pr(G = l) \right] \times \Pr(M_{\nu}(t) = k + l | M_{\nu}(0) = l + 1),
\]
(1.14)
where
\[
\Pr(G = l) = \left( 1 - \frac{\mu}{\lambda} \right) \left( \frac{\mu}{\lambda} \right)^l, \quad l \geq 0,
\]
(1.15)
is a geometric law for the number of progenitors. We also note that for \( \lambda = \mu \), the distribution (1.13) can be expressed in terms of the extinction probability (1.11) by means of
\[
\Pr\{N_{\nu}(t) = k\} = \frac{(-1)^{k-1}\lambda^{k-1}}{k!} \frac{d^k}{d\lambda^k} \left[ \lambda \left( 1 - \Pr\{N_{\nu}(t) = 0\} \right) \right], \quad k \geq 1, t > 0.
\]
(1.16)
The extinction probability (1.11) can be viewed as being a suitable weighted mean of the waiting times of the fractional Poisson process \( P_{\lambda}^{\nu}(t), t > 0 \), for which it is well known that [2]
\[
\Pr\{N_{\nu}(t) = 0\} = E_{\nu,2}(\lambda t^{\nu}), \quad t > 0.
\]
(1.17)

The fractional linear birth–death process dealt with in this paper provides a generalization of the classical linear birth–death process and may well prove to be capable of modeling queues in service systems, epidemics and the evolution of populations under accelerating conditions. The introduction of the fractional derivative furnishes the system with a global memory. Furthermore, the qualitative features illustrated in the last section show that the fractional counterpart of the linear birth–death process has a faster mean evolution (and variance expansion), as was pointed out in similar fractional generalizations, for example, for the Poisson process (see [2,3,5,11]), for fractional branching processes [10] and for pure birth processes [8].

2. The extinction probability of the fractional linear birth–death process

We begin this section by proving the subordination relationship (1.9) which is relevant to all of the distributional results of this paper.

Theorem 2.1. The fractional linear birth–death process \( N_{\nu}(t), t > 0 \), can be represented as
\[
N_{\nu}(t) = N(T_{2\nu}(t)), \quad t > 0, 0 < \nu \leq 1,
\]
(2.1)
where \( N(t), t > 0 \), is the classical linear birth–death process and \( T_{2\nu}(t), t > 0 \), is a random process whose one-dimensional distribution coincides with the folded solution of the fractional
diffusion equation

\[
\frac{\partial^{2\nu} q}{\partial t^{2\nu}} = \frac{\partial^2 q}{\partial x^2}, \quad 0 < \nu \leq 1, \; x \in \mathbb{R}, \; t > 0,
\]  

subject to the initial conditions \( q(x, 0) = \delta(x) \) for \( 0 < \nu \leq 1 \) and also \( q_t(x, 0) = 0 \) for \( 1/2 < \nu \leq 1 \).

**Proof.** The Laplace transform \( \tilde{G}_\nu(u, z) = \int_0^\infty e^{-zt} G_\nu(u, t) \, dt \), applied to the fractional PDE

\[
\begin{align*}
\frac{\partial^\nu}{\partial t^\nu} G_\nu(u, t) &= (\lambda u - \mu)(u - 1) \frac{\partial}{\partial u} G_\nu(u, t), \quad 0 < \nu \leq 1, \\
G_\nu(u, 0) &= u,
\end{align*}
\]

yields

\[
z^\nu \tilde{G}_\nu(u, z) - z^{\nu - 1} u = (\lambda u - \mu)(u - 1) \frac{\partial}{\partial u} \tilde{G}_\nu(u, z), \quad 0 < \nu \leq 1, \; z > 0, \; |u| \leq 1.
\]

We now observe that

\[
\tilde{G}_\nu(u, z) = \int_0^\infty e^{-zt} \left[ \sum_{k=0}^{\infty} u^k \Pr\{N_\nu(t) = k\} \right] dt.
\]

If (2.1) holds, then

\[
\begin{align*}
\tilde{G}_\nu(u, z) &= \int_0^\infty e^{-zt} \left[ \sum_{k=0}^{\infty} u^k \int_0^\infty \Pr\{N(s) = k\} \Pr\{T_{2\nu}(t) \in ds\} \right] dt \\
&= \int_0^\infty e^{-zt} \left[ \int_0^\infty G(u, s) \Pr\{T_{2\nu}(t) \in ds\} \right] dt \\
&= \int_0^\infty G(u, s) z^{\nu - 1} e^{-sz^\nu} ds.
\end{align*}
\]

In the last step, we applied the folded version of equation (3.3) in [6] for \( c = 1 \), that being therefore

\[
\int_0^\infty e^{-zt} \Pr\{T_{2\nu}(t) \in ds\} = e^{-sz^\nu} z^{\nu - 1} ds.
\]

We now show that (2.6) satisfies equation (2.4); by inserting the Laplace transform into (2.4), we obtain

\[
z^\nu z^{\nu - 1} \int_0^\infty G(u, s) e^{-sz^\nu} ds - z^{\nu - 1} u = (\lambda u - \mu)(u - 1) z^{\nu - 1} \int_0^\infty \frac{\partial}{\partial u} G(u, s) e^{-sz^\nu} ds.
\]
The inversion of the integral with $\partial / \partial u$ is justified because

$$\left| \frac{\partial}{\partial u} G(u, s) \right| = \left| \sum_{k=1}^{\infty} ku^{k-1} \Pr\{N(s) = k\} \right| \leq \sum_{k=1}^{\infty} k \Pr\{N(s) = k\} = \mathbb{E}N(s) < \infty. \quad (2.9)$$

Taking into account that $G(u, t)$ satisfies the first-order PDE

$$\frac{\partial G}{\partial s} = (\lambda u - \mu)(u - 1) \frac{\partial G}{\partial u}, \quad (2.10)$$

from (2.8), we have that

$$z^v \int_0^\infty G(u, s)e^{-sz^v} \, ds - u = \int_0^\infty \frac{\partial}{\partial s} G(u, s)e^{-sz^v} \, ds = G(u, s)e^{-sz^v}\big|_{s=\infty} + z^v \int_0^\infty G(u, s)e^{-sz^v} \, ds$$

$$= -u + z^v \int_0^\infty G(u, s)e^{-sz^v} \, ds. \quad (2.11)$$

This shows that (2.1) holds for the one-dimensional distributions. This concludes the proof of Theorem 2.1. \hfill \Box

**Remark 2.1.** For $v = 1/2^n$, $n \in \mathbb{N}$, the density $f_{T_{2^n}}$ of the random time $T_{2^n}$ appearing in (2.1) becomes the probability density of an $(n - 1)$-iterated Brownian motion, that is,

$$\Pr\{T_{1/((2^n-1)t)}(t) \in ds\} = \Pr\{|B_1(|B_2(\cdots|B_n(t)|\cdots)|)| \in ds\}$$

$$= 2^n \int_0^\infty \frac{e^{-s^2/(4\omega_1)}}{\sqrt{4\pi\omega_1}} \, d\omega_1 \int_0^\infty \frac{e^{-\omega_1^2/(4\omega_2)}}{\sqrt{4\pi\omega_2}} \, d\omega_2 \cdots$$

$$\times \int_0^\infty \frac{e^{-\omega_{n-1}^2/(4t)}}{\sqrt{4\pi t}} \, d\omega_{n-1}, \quad (2.12)$$

as can easily be inferred from [7], Theorem 2.1. The difference between (2.12) and its corresponding formula in the cited paper is that here, the diffusion coefficient is equal to one.

In the following theorems, we separately derive the three different expressions of the probability of extinction in the cases $\lambda > \mu$, $\lambda < \mu$ and $\lambda = \mu$. We prefer to treat them separately because their proofs are somewhat different.
Theorem 2.2. For a fractional linear birth–death process with rates $\lambda > \mu$, the probability of extinction has the form

$$p^\nu_0(t) = \Pr[N^\nu(t) = 0]$$

$$= \frac{\mu}{\lambda} - \frac{\lambda - \mu}{\lambda} \sum_{m=1}^{\infty} \left(\frac{\mu}{\lambda}\right)^m E_{\nu,1}(-t^\nu(\lambda - \mu)m)$$

(2.13)

for $t > 0$, $0 < \nu \leq 1$, and where $E_{\nu,1}(x)$ is the Mittag–Leffler function (1.12).

**Proof.** In light of the subordination relationship (2.1) of Theorem 2.1, and by taking into account the extinction probability of the classical linear birth–death process

$$\Pr[N(t) = 0] = \frac{\mu - \mu e^{-t(\lambda - \mu)}}{\lambda - \mu e^{-t(\lambda - \mu)}}, \quad t > 0,$$

(2.14)

we can write that

$$\Pr[N^\nu(t) = 0] = \int_0^{+\infty} \frac{\mu - \mu e^{-s(\lambda - \mu)}}{\lambda - \mu e^{-s(\lambda - \mu)}} \Pr[T^\nu_{2}(t) \in ds]$$

(2.15)

for all $t > 0$ and $0 < \nu \leq 1$. By taking the Laplace transform of (2.15), we obtain that

$$\int_0^{\infty} e^{-zt} \Pr[N^\nu(t) = 0] \, dt$$

$$= \int_0^{\infty} \frac{\mu - \mu e^{-s(\lambda - \mu)}}{\lambda - \mu e^{-s(\lambda - \mu)}} z^{\nu-1} e^{-s^\nu} \, ds$$

$$= \frac{\mu}{\lambda} \int_0^{\infty} (1 - e^{-s(\lambda - \mu)}) \sum_{m=0}^{\infty} \left(\frac{\mu}{\lambda} e^{-s(\lambda - \mu)}\right)^m z^{\nu-1} e^{-s^\nu} \, ds$$

$$= \frac{\mu}{\lambda} \sum_{m=0}^{\infty} \left(\frac{\mu}{\lambda}\right)^m z^{\nu-1} \left[\int_0^{\infty} (e^{-s(\lambda - \mu)m - s^\nu} - e^{-s(\lambda - \mu)(1+m) - s^\nu}) \, ds\right]$$

$$= \frac{\mu}{\lambda} z^{\nu-1} \left[\sum_{m=0}^{\infty} \left(\frac{\mu}{\lambda}\right)^m \frac{1}{(\lambda - \mu)m + z^\nu} - \sum_{m=1}^{\infty} \left(\frac{\mu}{\lambda}\right)^{m-1} \frac{1}{(\lambda - \mu)m + z^\nu}\right]$$

$$= \frac{\mu}{\lambda} z^{\nu-1} \sum_{m=1}^{\infty} \frac{1}{(\lambda - \mu)m + z^\nu} \left(\frac{\mu}{\lambda}\right)^m \left(1 - \frac{\lambda}{\mu}\right) + \frac{\mu}{\lambda} z^{\nu-1} \frac{1}{z^\nu}.\quad (2.16)$$

The above steps are valid because $0 < \frac{\mu}{\lambda} e^{-s(\lambda - \mu)} < 1$ for $\lambda > \mu$. By keeping in mind the Laplace transform of the Mittag–Leffler function $E_{\nu,1}(-xt^\nu)$,

$$\int_0^{\infty} e^{-st} E_{\nu,1}(-xt^\nu) \, dt = \frac{s^{\nu-1}}{s^\nu + x},$$

(2.17)
we readily arrive at the claimed result.

**Remark 2.2.** When \( \nu = 1 \), we obtain from (2.13) the form of the extinction probability (2.14) for the classical birth–death model:

\[
\Pr\{N(t) = 0\} = \frac{\mu - \lambda}{\lambda} \left[ \sum_{m=1}^{+\infty} \left( \frac{\mu}{\lambda} \right)^m e^{-(\lambda-\mu)t} \right] + \frac{\mu}{\lambda}
\]

\[
= \frac{\mu - \lambda}{\lambda} \left[ \frac{1}{1 - (\mu/\lambda)e^{-(\lambda-\mu)t}} - 1 \right] + \frac{\mu}{\lambda}
\]

\[
= \frac{\mu - \lambda}{\lambda} \left[ \frac{(\mu/\lambda)e^{-t(\lambda-\mu)}}{1 - (\mu/\lambda)e^{-t(\lambda-\mu)}} \right] + \frac{\mu}{\lambda}
\]

\[
= \frac{\mu - \mu e^{-t(\lambda-\mu)}}{\lambda - \mu e^{-t(\lambda-\mu)}}\]  

From (2.15) for \( \nu = 1 \), \( \Pr\{T_2(t) \in ds\} = \delta(s-t) \) and we again retrieve result (2.14).

**Remark 2.3.** From (2.13), we note that

\[
\Pr\{N_\nu(t) = 0\} \bigg|_{t \to +\infty} = \frac{\mu}{\lambda} \forall \nu \in (0, 1],
\]

which is the asymptotic extinction probability, irrespective of the value of \( \nu \).

Let us now deal with the case \( \lambda < \mu \), that is, when the rate of birth is strictly lower than the rate of death.

**Theorem 2.3.** For \( \mu > \lambda \), the probability \( p_0^\nu(t) = \Pr\{N_\nu(t) = 0\} \) of complete extinction of the population is

\[
p_0^\nu(t) = 1 - \frac{\mu - \lambda}{\lambda} \sum_{m=1}^{+\infty} \left( \frac{\lambda}{\mu} \right)^m E_{\nu,1}\left(-t^\nu(\mu-\lambda)m\right),
\]

where \( t > 0, 0 < \nu \leq 1 \) and \( E_{\nu,1}(x) \) is the Mittag–Leffler function (1.12).

**Proof.** We start by rewriting (2.14) as

\[
p_0(t) = \frac{\mu e^{-t(\mu-\lambda)}}{\lambda e^{-t(\mu-\lambda)} - \mu}.
\]

Using (2.1), we are able to write

\[
p_0^\nu(t) = \int_0^{+\infty} \frac{\mu e^{-s(\mu-\lambda)}}{\lambda e^{-s(\mu-\lambda)} - \mu} \Pr\{T_{2\nu}(t) \in ds\}.
\]
By applying the Laplace transform to (2.22), we obtain that

\[
L_0^\nu(z) = \int_0^{+\infty} \frac{\mu e^{-s(\mu-\lambda)} - \mu}{\lambda e^{-s(\mu-\lambda)} - \mu} z^{\nu-1} e^{-sz^\nu} ds
\]

\[
= \int_0^{+\infty} \frac{e^{-s(\mu-\lambda)} - 1}{(\lambda/\mu)e^{-s(\mu-\lambda)} - 1} z^{\nu-1} e^{-sz^\nu} ds
\]

\[
= z^{\nu-1} \int_0^{+\infty} \left(1 - e^{-s(\mu-\lambda)}\right) e^{-sz^\nu} \sum_{m=0}^{+\infty} \left[\frac{\lambda}{\mu} e^{-s(\mu-\lambda)}\right]_m ds
\]

\[
= z^{\nu-1} \sum_{m=0}^{+\infty} \left(\frac{\lambda}{\mu}\right)_m \int_0^{+\infty} \left(1 - e^{-s(\mu-\lambda)}\right) e^{-sz^\nu} e^{-s(\mu-\lambda)m} ds
\]

\[
= z^{\nu-1} \sum_{m=0}^{+\infty} \left(\frac{\lambda}{\mu}\right)_m \left\{\frac{1}{(\mu-\lambda)m + z^\nu} - \frac{1}{(\mu-\lambda)(m+1) + z^\nu}\right\}
\]

\[
= z^{\nu-1} \left\{\frac{1}{z^\nu} + \sum_{m=1}^{+\infty} \left(\frac{\lambda}{\mu}\right)_m \frac{1}{(\mu-\lambda)m + z^\nu} - \frac{\mu}{\lambda} \sum_{m=1}^{+\infty} \left(\frac{\lambda}{\mu}\right)_m \frac{1}{(\mu-\lambda)m + z^\nu}\right\}
\]

\[
= z^{\nu-1} \left\{\frac{1}{z^\nu} + \left[1 - \frac{\mu}{\lambda}\right] \sum_{m=1}^{+\infty} \left(\frac{\lambda}{\mu}\right)_m \frac{1}{(\mu-\lambda)m + z^\nu}\right\}
\]

\[
= \frac{1}{z} + \left[1 - \frac{\mu}{\lambda}\right] \sum_{m=1}^{+\infty} \left(\frac{\lambda}{\mu}\right)_m \frac{z^{\nu-1}}{(\mu-\lambda)m + z^\nu}.
\]

Inverting (2.23) by means of (2.17), we retrieve formula (2.20).

Remark 2.4. When \(\nu = 1\), we reobtain from (2.20) the extinction probability of the classical birth–death process (2.21):

\[
p_0^1(t) = 1 - \left[\frac{\mu - \lambda}{\lambda}\right] \sum_{m=1}^{+\infty} \left(\frac{\lambda}{\mu}\right)_m e^{-(\mu-\lambda)mt}
\]

\[
= 1 - \left(\frac{\mu - \lambda}{\lambda}\right) \left(\frac{1}{1 - (\lambda/\mu)e^{-(\mu-\lambda)t}} - 1\right)
\]

(2.24)
Fractional birth–death process

\[ = 1 - \left( \frac{\mu - \lambda}{\lambda} \right) \left[ (\lambda/\mu) e^{-\lambda(\mu-\lambda)t \left[ 1 - (\lambda/\mu) e^{-(\mu-\lambda)t} \right] } \right] \]

\[ = 1 + \frac{\lambda^2/\mu - \lambda e^{-\lambda t} - \lambda e^{-(\mu-\lambda)t}}{\lambda - \lambda e^{-(\mu-\lambda)t}} \]

\[ = \frac{1 - \lambda e^{-(\mu-\lambda)t}}{1 - (\lambda/\mu) e^{-(\mu-\lambda)t}} \]

\[ = \frac{\lambda^2/\mu - \lambda e^{-\lambda t} - \lambda e^{-(\mu-\lambda)t}}{\lambda - \lambda e^{-(\mu-\lambda)t}} \]

Remark 2.5. Population extinction in the long run is evident from (2.20) as

\[\Pr\{N_v(t) = 0\} \xrightarrow{t \to +\infty} 1, \quad (2.25)\]

due to the death rate exceeding the birth rate for all \(0 < \nu \leq 1\).

In the next theorem, we treat the remaining case, that is, when \(\mu = \lambda\).

Theorem 2.4. For the fractional linear birth process, when the rate of birth equals the rate of death (i.e., when \(\lambda = \mu\)), the extinction probability \(p_0^v(t)\) reads

\[ p_0^v(t) = \frac{\lambda^\nu}{\nu} \int_0^{+\infty} e^{-}\nu E_{\nu,\nu}(-w\lambda t^\nu) \, dw = 1 - \int_0^{+\infty} e^{-}\nu E_{\nu,1}(-\lambda t^\nu w) \, dw \quad (2.26) \]

with \(t > 0, 0 < \nu \leq 1\) and where \(E_{\nu,1}(x)\) is the Mittag–Leffler function (1.12).

Proof. Again using (2.1), we write

\[ p_0^v(t) = \int_0^{+\infty} \frac{\lambda s}{1 + \lambda s} \Pr\{T_{2v}(t) \in ds\}. \quad (2.27) \]

We now apply the Laplace transform once again, thus obtaining

\[ L_0^\nu(z) = \int_0^{+\infty} \frac{\lambda s z^{\nu-1} e^{-}\nu s}{\lambda s + 1} \, ds \]

\[ = \lambda z^{\nu-1} \int_0^{+\infty} s e^{-}\nu s \int_0^{+\infty} e^{-}\nu (\lambda s + 1) \, dw \, ds \]

\[ = \lambda z^{\nu-1} \int_0^{+\infty} e^{-} w \int_0^{+\infty} s e^{-}\nu s - w\lambda s \, dw \, ds \]

\[ (y = s(z^\nu + \lambda w)) \]

\[ = \lambda z^{\nu-1} \int_0^{+\infty} e^{-} w \int_0^{+\infty} \frac{y}{z^\nu + \lambda w} e^{-}\nu y \frac{dy}{z^\nu + \lambda w} \, dw \]

\[ = \lambda \int_0^{+\infty} e^{-} w \frac{1}{z^\nu + \lambda w} \frac{z^{\nu-1}}{z^\nu + \lambda w} \, dw. \]
By inverting the Laplace transform, we obtain the integral form

\[ p_{ν}^{υ}(t) = \lambda \int_{0}^{t} u^{ν-1} E_{ν,ν}(-wu^{ν}) E_{ν,1}(-w(ν - u)^{ν}) du \, dw, \quad (2.29) \]

which involves convolutions of generalized Mittag–Leffler functions \( E_{a,b}(t) \), defined, for example, in [9], equation (1.56), page 17. The inner integral in (2.29) can be worked out explicitly as follows:

\[
\int_{0}^{t} u^{ν-1} E_{ν,ν}(-w(ν - u)^{ν}) du = \sum_{m=0}^{∞} \sum_{r=0}^{∞} \frac{(-wλ)^{m+r}}{Γ(νm + νr + 1)} \int_{0}^{t} u^{νm} (νr + 1) \nu^r du \]

\[
= \sum_{m=0}^{∞} \sum_{r=0}^{∞} \frac{(-wλ)^{m+r}}{Γ(νm + νr + 1)} \frac{Γ(m + ν)Γ(νr + 1)}{Γ((m + r) + ν)}, \quad (2.30)
\]

\[
= \sum_{m=0}^{∞} \sum_{n=m}^{∞} \frac{(-wλ)^{n}}{Γ(νn + ν + 1)} t^{νn} = \sum_{n=0}^{∞} \frac{(-wλ)^{n}}{Γ(νn + ν + 1)} t^{νn}(n + 1)
\]

The extinction probability now reads

\[ p_{ν}^{υ}(t) = \frac{λt^{ν}}{ν} \int_{0}^{∞} e^{-w} E_{ν,ν}(-wλt^{ν}) dw. \quad (2.31) \]

Using the relationship

\[ \frac{d}{dx} E_{ν,1}(x) = \frac{1}{ν} E_{ν,ν}(x), \quad (2.32) \]

the extinction probability (2.31) takes the alternative form (2.26) because

\[
p_{ν}^{υ}(t) = -\frac{λt^{ν}}{ν} \int_{0}^{-∞} E_{ν,ν}(y) e^{y/(λt^{ν})} dy
\]

\[
= \frac{1}{ν} \int_{-∞}^{0} E_{ν,ν}(y) e^{y/(λt^{ν})} dy \overset{(2.32)}{=} \int_{-∞}^{0} e^{y/(λt^{ν})} \frac{d}{dy} E_{ν,1}(y) dy
\]

\[
= 1 - \frac{1}{λt^{ν}} \int_{-∞}^{0} e^{y/(λt^{ν})} E_{ν,1}(y) dy \overset{(w=-y/(λt^{ν}))}{=} 1 - \int_{0}^{∞} e^{-w} E_{ν,1}(-λt^{ν}w) dw.
\]

This completes the proof of (2.26). \( \square \)
**Remark 2.6.** From (2.26), when $\nu = 1$, we again retrieve the classical form

$$p_0(t) = \frac{\lambda t}{\lambda t + 1}, \quad (2.34)$$

as expected.

**Remark 2.7.** The limiting extinction probability when $\mu = \lambda$ is

$$\Pr\{N_\nu(t) = 0\} \xrightarrow{t \to +\infty} 1 \quad (2.35)$$

for all values of $0 < \nu \leq 1$.

**Remark 2.8.** The last expression in (2.26) is in some ways similar to the Riemann limit for $\mu \to \lambda$ of (2.13) and (2.20).

**Remark 2.9.** We can rewrite the probabilities (1.11) in an alternative form which permits us to give an interesting interpretation to their structure.

For the case $\lambda > \mu$, we can write

$$p_0^\nu(t) = \frac{\mu}{\lambda} \left[ 1 - \frac{\lambda}{\mu} \frac{\lambda - \mu}{\lambda} \sum_{m=1}^{\infty} \left( \frac{\mu}{\lambda} \right)^m E_{\nu,1}^{-1}( -t^\nu(\lambda - \mu)m ) \right]$$

$$= \frac{\mu}{\lambda} \left[ 1 - \sum_{m=1}^{\infty} \Pr(G = m|G \geq 1) E_{\nu,1}^{-1}( -t^\nu(\lambda - \mu)m ) \right], \quad (2.36)$$

where $G$ is a geometric r.v. with distribution

$$\Pr(G = m|G \geq 1) = \frac{\Pr(G = m)}{\Pr(G \geq 1)} = \frac{\lambda - \mu}{\lambda} \left( \frac{\mu}{\lambda} \right)^m \frac{\lambda}{\mu}, \quad m \geq 1. \quad (2.37)$$

The treatment of the opposite case $\lambda < \mu$ is similar except that a different conditional geometric r.v. $G'$ must be introduced, defined as

$$\Pr(G' = m|G' \geq 1) = \frac{\mu}{\lambda} \left( \frac{\lambda}{\mu} \right)^m \frac{\mu - \lambda}{\mu}, \quad m \geq 1, \quad (2.38)$$

and thus

$$p_0^\nu(t) = 1 - \sum_{m=1}^{\infty} \Pr(G' = m|G' \geq 1) E_{\nu,1}^{-1}( -t^\nu(\mu - \lambda)m ). \quad (2.39)$$

A well-known property for a fractional Poisson process $N_\nu(t), t > 0$, of degree $0 < \nu \leq 1$ and parameter $\lambda > 0$ is that [2]

$$\Pr\{N_\nu(t) = 0\} = E_{\nu,1}( -t^\nu \lambda ) = \Pr(T_\nu \geq t) \quad (2.40)$$
where $T_\nu = \inf(s : N_\nu(s) = 1)$. This permits us to rewrite the extinction probabilities also in terms of waiting times of a fractional Poisson process with a random rate $\lambda G'$. For the case $\lambda = \mu$, the interpretation is straightforward because the waiting time of the related fractional Poisson process has a rate $\lambda E$, where $E$ is an exponentially distributed r.v. with parameter equal to one.

**Remark 2.10.** In the case $\mu = \lambda$, it is well known that the extinction probability in the classical birth–death process, $p_0(s)$, $s > 0$, satisfies the nonlinear Riccati differential equation

$$p_0'(s) + 2\lambda p_0(s) = \lambda + \lambda[p_0(s)]^2.$$  \hfill (2.41)

By using (2.41), we can provide an alternative proof for the subordination relationship (2.1):

$$
\begin{align*}
\int_0^\infty p_0'(s) \Pr(T_{2\nu}(t) \in ds) + 2\lambda p_0''(t) &= \lambda + \lambda \int_0^\infty [p_0(s)]^2 \Pr(T_{2\nu}(t) \in ds) \\
\iff\int_0^\infty \frac{\lambda}{(1 + \lambda s)^2} \Pr(T_{2\nu}(t) \in ds) + 2\lambda p_0''(t) &= \lambda + \lambda \int_0^\infty \frac{\lambda^2 s^2}{(1 + \lambda s)^2} \Pr(T_{2\nu}(t) \in ds) \\
\iff\int_0^\infty \frac{1 - \lambda s}{1 + \lambda s} \Pr(T_{2\nu}(t) \in ds) &= 1 - 2p_0''(t) \\
\iff 2p_0''(t) &= 2 \int_0^\infty \frac{\lambda s}{1 + \lambda s} \Pr(T_{2\nu}(t) \in ds) \\
\iff p_0''(t) &= \int_0^\infty \frac{\lambda s}{1 + \lambda s} \Pr(T_{2\nu}(t) \in ds). \hfill (2.43)
\end{align*}
$$

By exploiting the subordination relationship (2.1) and the fact that the extinction probability in the classical case satisfies the integral equation

$$p_0(t) = \int_0^t e^{-(\lambda+\mu)u} \mu du + \int_0^t \lambda e^{-(\lambda+\mu)u} [p_0(t-u)]^2 du,$$  \hfill (2.44)

we can give an integral form for $p_0''(t)$:

$$p_0''(t) = \int_0^{+\infty} \left\{\int_0^s e^{-(\lambda+\mu)u} \mu du + \int_0^s \lambda e^{-(\lambda+\mu)u} [p_0(s-u)]^2 du \right\} \Pr(T_{2\nu}(t) \in ds). \hfill (2.45)$$

We note that the first integral of (2.45) can be worked out explicitly as follows:

$$\mu \int_0^\infty e^{-zt} \left[ \int_0^\infty \int_0^s e^{-(\lambda+\mu)u} \Pr(T_{2\nu}(t) \in ds) du \right] dt = \frac{\mu}{z} \frac{1}{\lambda + \mu + z^\nu}. \hfill (2.46)$$
This can be directly inverted so as to obtain

\[
\int_0^\infty \int_0^s e^{-(\lambda+\mu)u} \mu \Pr[T_{2\nu}(t) \in ds] \, du
\]

\[
= \mu \int_0^t w^{\nu-1} E_{\nu,\nu} \left( -(\lambda+\mu)w^\nu \right) \, dw
\]

\[
= \frac{\mu t^\nu}{\nu} \sum_{m=0}^{\infty} \frac{(-1)^m (\nu-1)_m}{(m+1)\Gamma(\nu m+\nu)}
\]

\[
= \frac{\mu}{\lambda+\mu} \left[ 1 - E_{\nu,1} \left( -(\lambda+\mu) t^\nu \right) \right].
\]

3. The state probabilities of the fractional linear birth–death process

Here, we present three theorems concerning the structure of the state probabilities \(\Pr[N_{\nu}(t) = k], \ t > 0, \) with \(0 < \nu \leq 1\). Three cases must be distinguished and treated separately, as in Section 2, namely \(\lambda > \mu, \lambda < \mu\) and \(\lambda = \mu\).

**Theorem 3.1.** For the case \(\lambda > \mu\), the state probabilities \(p_{\nu}^k(t), \ k \geq 1, \ t > 0, \ 0 < \nu \leq 1,\) in the fractional linear birth–death process \(N_{\nu}(t), \ t > 0,\) have the following form:

\[
p_{\nu}^k(t) = \left( \frac{\lambda - \mu}{\lambda} \right)^2 \sum_{l=0}^{\infty} \binom{l+k-1}{l} \frac{\mu^l}{\lambda^l} \sum_{r=0}^{k-1} (-1)^r \binom{k-1}{r}
\]

\[
\times E_{\nu,1} \left( -(l+r+1)(\lambda - \mu) t^\nu \right). \tag{3.1}
\]

**Proof.** By exploiting the subordination relationship (2.1) and conveniently rewriting the well-known form of the state probabilities of the classical linear birth–death process, we have that

\[
p_{\nu}^k(t) = (\lambda - \mu)^2 \lambda^{k-1} \int_0^\infty e^{-(\lambda-\mu)s} \frac{1 - e^{-(\lambda-\mu)s} k^{-1}}{(\lambda - \mu) e^{-(\lambda-\mu)s} k+1} \Pr(T_{2\nu}(t) \in ds). \tag{3.2}
\]

By applying the Laplace transform, we obtain

\[
L_{\nu}^k(z) = (\lambda - \mu)^2 \lambda^{k-1} \int_0^\infty e^{-(\lambda-\mu)s} \frac{1 - e^{-(\lambda-\mu)s} k^{-1}}{(\lambda - \mu) e^{-(\lambda-\mu)s} k+1} z^{\nu-1} e^{-sz^\nu} \, ds
\]

\[
= (\lambda - \mu)^2 \lambda^{k-1} \sum_{l=0}^{\infty} \sum_{r=0}^{k-1} \binom{k-1}{l} (-1)^l \frac{\mu^l}{\lambda^l} \lambda^{-(k+1)} \binom{k-1}{r} (-1)^r z^{\nu-1}
\]

\[
\times \int_0^\infty e^{-sz^\nu} e^{-(\lambda-\mu)s} e^{-(\lambda-\mu)s} e^{-(\lambda-\mu)s} \, ds. \tag{3.3}
\]
\[
\left( \frac{\lambda - \mu}{\lambda} \right)^2 \sum_{l=0}^{\infty} \sum_{r=0}^{k-1} \binom{l + k}{l} \binom{k - 1}{r} (-1)^r \left( \frac{\mu}{\lambda} \right)^l \frac{z^{v-1}}{z^v + (\lambda - \mu)(l + r + 1)} ds
\]

which can be easily inverted by using (2.17), thus obtaining (3.1).

\[\square\]

**Remark 3.1.** We check that for \( \nu = 1 \), formula (3.1) converts into the well-known distribution of the linear birth–death process, thus being its fractional extension. For \( \nu = 1 \), we get from (3.1) that

\[
p^1_k(t) = \left( \frac{\lambda - \mu}{\lambda} \right)^2 \sum_{l=0}^{\infty} \binom{l + k}{l} \binom{k - 1}{r} (-1)^r \left( \frac{\mu}{\lambda} \right)^l e^{-t(\lambda - \mu)r(l + r + 1)}. \tag{3.4}
\]

We now observe that

\[
\sum_{r=0}^{k-1} (-1)^r \binom{k - 1}{r} e^{-t(\lambda - \mu)r} = (1 - e^{-(\lambda - \mu)t})^{k-1}, \tag{3.5}
\]

\[
\sum_{l=0}^{\infty} \binom{l + k}{l} \left( \frac{\mu}{\lambda} \right)^l e^{-t(\lambda - \mu)r} = \left( 1 - \frac{\mu}{\lambda} e^{-(\lambda - \mu)t} \right)^{-(k+1)}, \tag{3.6}
\]

where, in (3.6), we applied the binomial expression

\[
\sum_{l=0}^{\infty} \binom{a + l}{l} b^l = \sum_{l=0}^{\infty} \binom{-(a + 1)}{l} (-b)^l = (1 - b)^{-(a+1)}. \tag{3.7}
\]

This permits us to write

\[
p^1_k(t) = \left( \frac{\lambda - \mu}{\lambda} \right)^2 e^{-(\lambda - \mu)t} \frac{(1 - e^{-(\lambda - \mu)t})^{k-1}}{(1 - (\mu/\lambda)e^{-(\lambda - \mu)t})^{k+1}}, \quad \mu < \lambda, \tag{3.8}
\]

which coincides with (1.4).

**Remark 3.2.** In order to prove that \( \sum_{k=0}^{\infty} p^\nu_k(t) = 1 \) for \( \lambda > \mu \) (formula (3.1)), we can again apply the Laplace transform and prove that \( \sum_{k=0}^{\infty} \int_0^{\infty} e^{-zt} p^\nu_k(t) dt = 1/z \). We first calculate

\[
\sum_{k=1}^{\infty} \int_0^{\infty} e^{-zt} p^\nu_k(t) dt
\]

\[
= \sum_{k=1}^{\infty} \left( \frac{\lambda - \mu}{\lambda} \right)^2 \sum_{l=0}^{\infty} \sum_{r=0}^{k-1} \binom{l + k}{l} \binom{k - 1}{r} (-1)^r \left( \frac{\mu}{\lambda} \right)^l \frac{z^{v-1}}{z^v + (\lambda - \mu)(l + r + 1)}. \tag{3.9}
\]
\[
\begin{align*}
\frac{\lambda - \mu}{\lambda} & = \sum_{k=1}^{\infty} (\frac{\lambda - \mu}{\lambda})^2 \sum_{l=0}^{\infty} \sum_{r=0}^{k-1} \left( \begin{array}{c} -(k+1) \\ l \\ \end{array} \right) \left( \begin{array}{c} k-1 \\ r \\ \end{array} \right) (-1)^l \left( \begin{array}{c} \mu \\ \lambda \\ \end{array} \right)^l z^{\nu-1} \\
& \times \int_0^\infty e^{-sz^\nu} e^{-l\nu(\lambda - \mu)} e^{-sr(\lambda - \mu)} e^{-s(\lambda - \mu)} \, ds.
\end{align*}
\]

By keeping in mind formulas (3.5) and (3.6), we have that

\[
\sum_{k=1}^{\infty} \int_0^\infty e^{-zt} p_k^v(t) \, dt
\]

\[
= \sum_{k=1}^{\infty} (\lambda - \mu)^2 \lambda^{k-1} \int_0^\infty e^{-s(\lambda - \mu)} \frac{(1 - e^{-s(\lambda - \mu)})^k}{(\lambda - \mu) e^{-s(\lambda - \mu)}} \frac{1}{k+1} z^{\nu-1} e^{-sz^\nu} \, ds \tag{3.10}
\]

\[
= (\lambda - \mu) z^{\nu-1} \int_0^\infty \frac{e^{-sz^\nu}}{\lambda - \mu e^{-s(\lambda - \mu)}}.
\]

By using the Laplace transform of the extinction probability (second line of formula (2.16)), we finally obtain

\[
\sum_{k=0}^{\infty} \int_0^\infty e^{-zt} p_k^v(t) \, dt = (\lambda - \mu) z^{\nu-1} \int_0^\infty \frac{e^{-sz^\nu}}{\lambda - \mu e^{-s(\lambda - \mu)}}
\]

\[
+ \int_0^\infty \frac{\mu - \mu e^{-s(\lambda - \mu)}}{\lambda - \mu e^{-s(\lambda - \mu)}} \frac{z^{\nu-1} e^{-sz^\nu}}{z^{\nu-1} e^{-sz^\nu}} \, ds \tag{3.11}
\]

\[
= \int_0^\infty \frac{z^{\nu-1} e^{-sz^\nu}}{z^{\nu-1} e^{-sz^\nu}} \, ds = \frac{1}{z},
\]

as desired.

**Remark 3.3.** The distribution (3.1) can be expressed in terms of the probability law of a fractional linear birth process with rate $\lambda - \mu$, which reads

\[
q_k^v(t) = \Pr[M_v(t) = k + l | M_v(0) = l + 1]
\]

\[
= \left( \begin{array}{c} k + l - 1 \\ k - 1 \\ \end{array} \right) \sum_{r=0}^{k-1} (-1)^r \left( \begin{array}{c} k-1 \\ r \\ \end{array} \right) E_{v,1}(-r + 1 + l)(\lambda - \mu)^v), \tag{3.12}
\]

where $l + 1$ initial progenitors are assumed (see [8], formula (3.59)). If we write

\[
\Pr[G = l] = \left( 1 - \frac{\mu}{\lambda} \right) \left( \frac{\mu}{\lambda} \right)^l, \quad l \geq 0, \tag{3.13}
\]
then formula (3.1) can be rewritten as

\[ p^v_k(t) = \left( \frac{\lambda - \mu}{\lambda} \right)^2 \sum_{l=0}^{\infty} \frac{l + k}{k} \left( \frac{\mu}{\lambda} \right)^l \Pr[M^v(t) = k + l | M^v(0) = l + 1] \]

\[ = \frac{\lambda - \mu}{\lambda} \sum_{l=0}^{\infty} \left[ \left( 1 + \frac{\mu}{k(\lambda - \mu)} \right) \Pr(G = l) + \frac{\mu}{k} \frac{d}{d\mu} \Pr(G = l) \right] \]

\[ \times \Pr[M^v(t) = k + l | M^v(0) = l + 1] \]  

(3.14)

due to

\[ \frac{\mu}{k} \frac{d}{d\mu} \Pr(G = l) = \frac{l}{k} \left( 1 - \frac{\mu}{\lambda} \right) \left( \frac{\mu}{\lambda} \right)^l - \frac{\mu}{k(\lambda - \mu)} \Pr(G = l). \]  

(3.15)

Result (3.14) shows that for large values of \( k \), we have the following, interesting, approximation:

\[ p^v_k(t) \sim \frac{\lambda - \mu}{\lambda} \sum_{l=0}^{\infty} \Pr(G = l) \Pr[M^v(t) = k + l | M^v(0) = l + 1]. \]

Theorem 3.2. For a fractional linear birth–death process \( N^v(t), t > 0, \mu > \lambda \), the probabilities \( p^v_k(t) = \Pr(N^v(t) = k), k \geq 1 \), have the following form:

\[ p^v_k(t) = \left( \frac{\mu - \lambda}{\mu} \right)^2 \left( \frac{\lambda}{\mu} \right)^{k-1} \sum_{l=0}^{\infty} \left( \frac{l + k}{l} \right) \left( \frac{\lambda}{\mu} \right)^l \]

\[ \times \sum_{r=0}^{k-1} (-1)^r \binom{k-1}{r} E_{\nu, 1} \left( -(l + r + 1)(\mu - \lambda)t^\nu \right). \]  

(3.16)

Proof. By again using relationship (2.1), thanks to formula (1.4) suitably rearranged, we can write

\[ p^v_k(t) = \int_0^\infty (\mu - \lambda)^2 e^{-(\mu - \lambda)s} \lambda^{k-1} \frac{(e^{-(\mu - \lambda)s} - 1)^{k-1}}{(\lambda e^{-(\mu - \lambda)s} - \mu)^{k+1}} \Pr(T_{2^v}(t) \in ds). \]  

(3.17)

By applying the Laplace transform, we have (omitting here some steps similar to those of the proof of the previous theorem)

\[ L^v_k(z) = \int_0^\infty (\mu - \lambda)^2 e^{-(\mu - \lambda)s} (-\lambda)^{k-1} \frac{(1 - e^{-(\mu - \lambda)s})^{k-1}}{(-\mu)^{k+1}(1 - (\lambda/\mu)e^{-(\mu - \lambda)s})^{k+1}} z^{v-1} e^{-sz^v} ds \]

\[ = \left( \frac{\mu - \lambda}{\mu} \right)^2 \left( \frac{\lambda}{\mu} \right)^{k-1} \sum_{l=0}^{\infty} \left( \frac{l + k}{l} \right) \left( \frac{\lambda}{\mu} \right)^l \sum_{r=0}^{k-1} (-1)^r \binom{k-1}{r} z^{v-1}. \]  

(3.18)
Fractional birth–death process

\[ \times \int_0^\infty e^{-s(z^\nu+(\mu-\lambda)(l+r+1))} \, ds \]

\[ = \left( \frac{\mu - \lambda}{\mu} \right)^2 \left( \frac{\lambda}{\mu} \right)^{k-1} \sum_{l=0}^\infty \binom{l+k-1}{l} \frac{\lambda}{\mu} \sum_{r=0}^{l-1} (-1)^r \binom{k-1}{r} \frac{z^\nu-1}{z^\nu+(\mu-\lambda)(l+r+1)}. \]

By transforming equation (3.18), we easily arrive at the result (3.16).

Remark 3.4. When \( k = 1 \), equation (3.1) takes a simple form:

\[ p^\nu_k(t) = \left( \frac{\lambda - \mu}{\lambda} \right) \sum_{l=0}^\infty (l+1) \left( \frac{\mu}{\lambda} \right)^l E_{\nu,1}(-l(\lambda - \mu)t^\nu) \]

where \( \lambda > \mu \). For the case \( \lambda < \mu \), we obtain essentially the same expression with \( \lambda \) and \( \mu \) exchanged.

An interpretation similar to that in (3.14) is valid for the case \( \mu > \lambda \) as well. The following theorem describes the structure of the state probabilities \( p^\nu_k(t) \), \( k \geq 1 \), in the case where \( \mu = \lambda \), that is, when the birth rate equals the death rate.

Theorem 3.3. In the case \( \mu = \lambda \), the probabilities \( p^\nu_k(t) = \Pr\{N^\nu(t) = k\} \) of the fractional linear birth–death process read

\[ \Pr\{N^\nu(t) = k\} = \frac{(-1)^{k-1} \lambda^{k-1}}{k!} \frac{d^k}{d\lambda^k} \left[ \lambda \left( 1 - p^\nu_0(t) \right) \right] \]

with \( k \geq 1 \) and \( t > 0 \).

Proof. The explicit form of the distribution \( \Pr\{N^\nu(t) = k\} \), \( k \geq 1 \), for the fractional linear birth–death process, in the case \( \lambda = \mu \), can be evaluated in the following manner. In light of (1.9), we have

\[ \Pr\{N^\nu(t) = k\} = \int_0^\infty \Pr\{N(s) = k\} \Pr\{T^\nu_2(t) \in ds\} \]

so that

\[ L^\nu_k(z) = \int_0^\infty e^{-zt} \Pr\{N^\nu(t) = k\} \, dt \]

\[ = \int_0^\infty \frac{(\lambda s)^{k-1} z^{\nu-1} e^{-sz^\nu}}{(1+\lambda s)^{k+1}} \, ds. \]

This is because for the $\lambda = \mu$ case of the classical birth–death process, we have that (see [1], formula (8.53), page 95)

$$\Pr\{N(t) = k\} = \frac{(\lambda t)^{k-1}}{(1 + \lambda t)^{k+1}}, \quad k \geq 1.$$  

(3.23)

We note that the extinction probability cannot be extracted from the above formula since it reads

$$\Pr\{N(t) = 0\} = \frac{\lambda t}{1 + \lambda t}.$$  

(3.24)

This implies that we have a different expression for $k \geq 1$ and $k = 0$ for the fractional linear birth–death process as well.

Formula (3.22) can be expanded out as

$$L^\nu_k(z) = \left(-1\right)^k \frac{\kappa}{k!} \frac{d^k}{d\kappa^k} \int_0^\infty \frac{1}{s(1 + \lambda s)} z^{\nu-1} e^{-sz} \, ds$$

$$= \left(-1\right)^k \frac{\kappa}{k!} \frac{d^k}{d\kappa^k} \int_0^\infty \frac{1 - \lambda}{s - 1 + \lambda s} z^{\nu-1} e^{-sz} \, ds$$

$$= \left(-1\right)^k \frac{\kappa}{k!} z^{\nu-1} \frac{d^k}{d\kappa^k} \left[ \int_0^\infty \int_0^\infty \left(e^{-ws} - \lambda e^{-w(1 + \lambda s)}\right) z^{\nu-1} e^{-sz} \, ds \, dw \right]$$

$$= \left(-1\right)^k \frac{\kappa}{k!} z^{\nu-1} \frac{d^k}{d\kappa^k} \left[ - \int_0^\infty \frac{\lambda e^{-w}}{w\lambda + z^\nu} \, dw + \int_0^\infty \frac{dw}{w^\nu + z^\nu} \right].$$

(3.25)

By inverting the Laplace transform, we have that

$$\Pr\{N^\nu(t) = k\} = \left(-1\right)^k \frac{\kappa}{k!} \frac{d^k}{d\kappa^k} \left[ \lambda \int_0^\infty E_{\nu,1}(\lambda w^\nu - \lambda) \, dw \right]$$

$$= \left(-1\right)^k \frac{\kappa}{k!} \frac{d^k}{d\kappa^k} \left[ \lambda \int_0^\infty e^{-w} E_{\nu,1}(\lambda w^\nu) \, dw \right]$$

$$= \left(-1\right)^k \frac{\kappa}{k!} \frac{d^k}{d\kappa^k} \left[ \lambda \left(1 - p^\nu_0(t)\right) \right].$$

(3.26)

Formula (3.20) is thus proved.

It is important to note how all the state probabilities $p^\nu_k(t)$ depend on the extinction probability $p^\nu_0(t)$.

**Remark 3.5.** For $\nu = 1$, we can extract from (3.20) the classical formula (3.23) because

$$p^1_k(t) = \Pr\{N(t) = k\} = \frac{(-1)^{k-1} \kappa^{k-1}}{k!} \frac{d^k}{d\kappa^k} \left[ \frac{\lambda}{1 + \lambda t} \right]$$

(3.27)
and because
\[
\frac{d^k}{d\lambda^k} \left[ \frac{\lambda}{1 + \lambda t} \right] = \sum_{j=0}^{k} \binom{k}{j} \frac{d^j}{d\lambda^j} \lambda^j (1 + \lambda t)^{-j} = \lambda \frac{d^k}{d\lambda^k} \left( \frac{1}{1 + \lambda t} \right) + k \frac{d^{k-1}}{d\lambda^{k-1}} \left( \frac{1}{1 + \lambda t} \right)
\]
\[
= \lambda \frac{(-1)^k k! \lambda^k}{(1 + \lambda t)^{k+1}} + k \frac{(-1)^{k-1} (k - 1)! \lambda^{k-1}}{(1 + \lambda t)^k}
\]
\[
= \frac{(k - 1)! \lambda^{k-1}}{(1 + \lambda t)^{k+1}} (-1)^{k-1} [\lambda (1 - p_{\nu 0}(t))]
\]
(3.28)

**Remark 3.6.** From the representation on the last line of (3.26), it is possible to give an alternative proof of the subordination relationship (2.1) when \( k \geq 1 \), as follows:

\[
p_{\nu k}(t) = \frac{(-1)^{k-1} \lambda^{k-1}}{k!} \frac{d^k}{d\lambda^k} \left[ \lambda (1 - p_{\nu 0}(t)) \right]
\]
(3.29)

\[
= \frac{(-1)^{k-1} \lambda^{k-1}}{k!} \left[ \sum_{j=0}^{k} \binom{k}{j} \frac{d^j}{d\lambda^j} \lambda^j \lambda (1 - p_{\nu 0}(t)) \right]
\]

\[
= \frac{(-1)^{k-1} \lambda^{k-1}}{k!} \left[ \lambda - \int_{0}^{\infty} \frac{\lambda^2 s}{1 + \lambda s} \Pr(T_{2\nu}(t) \in ds) \right]
\]
(3.30)

Exploiting (3.28), we readily obtain

\[
p_{\nu k}(t) = \int_{0}^{\infty} \frac{(\lambda s)^{k-1}}{(1 + \lambda s)^{k+1}} \Pr(T_{2\nu}(t) \in ds).
\]
(3.31)

**Remark 3.7.** Here, we present two other interesting relationships. The first one is simply a particular case of formula (3.20) when \( k = 1 \), that is, the probability of having one individual in the process at time \( t \) is

\[
\Pr(N_{\nu}(t) = 1) = \frac{d}{d\lambda} \left[ \lambda (1 - p_{0\nu}(t)) \right]
\]
(3.32)

The second relationship is again a particular case of formula (3.20) with \( \nu = 1/2 \). In that case, recalling that

\[
E_{1/2,1}(x) = \frac{2}{\sqrt{\pi}} \int_{0}^{\infty} e^{-y^2 + 2yx} dy
\]
(3.33)
we obtain
\[
Pr\{N_{1/2}(t) = k\} = \frac{(-1)^{k-1} \lambda^{k-1} k^k}{k!} \frac{d^k}{d\lambda^k} \left[ \lambda \left( 1 - p_0^{1/2}(t) \right) \right]
\]
\[
= \frac{(-1)^{k-1} \lambda^{k-1} k^k}{k!} \frac{d^k}{d\lambda^k} \left[ \lambda \int_0^\infty e^{-w} E_{1/2,1}(\lambda t^{1/2} w) \, dw \right]
\]
\[
= \frac{(-1)^{k-1} \lambda^{k-1}}{k!} \int \frac{2 \lambda}{\sqrt{\pi}} \int_0^\infty e^{-w} \int_0^\infty e^{-y^2 - 2y\lambda t^{1/2} w} \, dw \, dy \]
\]
(3.34)
\[
= \frac{(-1)^{k-1} \lambda^{k-1}}{k!} \frac{d^k}{d\lambda^k} \left[ \frac{2 \lambda}{\sqrt{\pi}} \int_0^\infty e^{-y^2} \frac{1}{1 + 2\lambda y \sqrt{t}} \, dy \right]
\]
\[
= \frac{(-1)^{k-1} \lambda^{k-1}}{k!} \frac{d^k}{d\lambda^k} \left[ \frac{2 \lambda}{\sqrt{\pi}} \int_0^\infty \frac{e^{-w^2/(2t)}}{1 + \lambda \sqrt{2B(t)}} \, dw \right]
\]
where \( B(t), t > 0, \) is a standard Brownian motion.

4. Some further properties of the fractional linear birth–death process

The analysis of the moments of the fractional linear birth–death process gives us useful information concerning the behaviour of the system. Starting from (1.8), we easily see that
\[
\mathbb{E}N_\nu(t) = \frac{\partial G}{\partial u} \bigg|_{u=1} \tag{4.1}
\]
is the solution to
\[
\begin{cases}
\frac{d^\nu}{dt^\nu} \mathbb{E}N_\nu = (\lambda - \mu) \mathbb{E}N_\nu, & 0 < \nu \leq 1, \\
\mathbb{E}N_\nu(0) = 1.
\end{cases} \tag{4.2}
\]
By again applying the Laplace transform, we have that the solution to (4.2) is
\[
\mathbb{E}N_\nu(t) = E_{\nu,1} \left( (\lambda - \mu) t^\nu \right), \quad t > 0. \tag{4.3}
\]
In the case \( \lambda > \mu, \) the result (4.3) shows that the mean size of the population coincides with that of a fractional linear pure birth process with rate \( \lambda - \mu > 0 \) (see [8]). Result (4.3) can also be
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The Laplace transform of (4.4) yields

\[
\int_{0}^{\infty} e^{-zt} \mathbb{E} N_{\nu}(t) \, dt = \int_{0}^{\infty} e^{(\lambda - \mu)s} z^{\nu-1} e^{-sz} \, ds = \frac{z^{\nu-1}}{z^{\nu} - (\lambda - \mu)} = \int_{0}^{\infty} e^{-zt} E_{\nu,1}((\lambda - \mu)t^{\nu}) \, dt
\]

and this confirms (4.3).

By again applying (1.8), it is also possible to derive the variance \( \text{Var} N_{\nu}(t), t > 0 \), of the number of individuals in the population at time \( t \). We start by evaluating the second-order factorial moment \( \mu_{(2)}(t) = \mathbb{E}[N_{\nu}(t)(N_{\nu}(t) - 1)], t > 0 \). From (1.8), after some straightforward steps, we see that

\[
\mu_{(2)}(t) = \mathbb{E}[N_{\nu}(t)(N_{\nu}(t) - 1)] = \frac{\partial^{2} G}{\partial u^{2}} \bigg|_{u=1}
\]

is the solution to the following differential equation:

\[
\begin{aligned}
\left\{ \begin{array}{c}
\frac{d^{v}}{dt^{v}} \mu_{(2)}(t) = 2\lambda \mathbb{E} N_{\nu}(t) + 2(\lambda - \mu) \mu_{(2)}(t), \\
\mu_{(2)}(0) = 0.
\end{array} \right.
\end{aligned}
\]  

(4.7)

In order to solve (4.7), we apply the Laplace transform, obtaining, in the case \( \lambda \neq \mu \),

\[
\int_{0}^{\infty} e^{-zt} \mu_{(2)}(t) \, dt = \frac{2\lambda}{z^{\nu} - (\lambda - \mu)} \cdot \frac{1}{z^{\nu} - 2(\lambda - \mu)} = \frac{2\lambda z^{\nu-1}}{\lambda - \mu} \left[ \frac{1}{z^{\nu} - 2(\lambda - \mu)} - \frac{1}{z^{\nu} - (\lambda - \mu)} \right].
\]

(4.8)

The Laplace transform (4.8) can be inverted, thus leading to the explicit expression of the second-order factorial moment as

\[
\mu_{(2)}(t) = \frac{2\lambda}{\lambda - \mu} \left[ E_{\nu,1}(2(\lambda - \mu)t^{\nu}) - E_{\nu,1}((\lambda - \mu)t^{\nu}) \right].
\]

(4.9)
From the first expression of the Laplace transform in (4.8), we also have that

\[
\mu(2)(t) = 2\lambda \int_0^t s^{\nu-1} E_{\nu,\nu} \left(2(\lambda - \mu)s^{\nu}\right) E_{\nu,1} \left((\lambda - \mu)(t-s)^{\nu}\right) \, ds. \tag{4.10}
\]

By applying similar calculations to those of (2.30), we prove result (4.9).

From (4.9), we can easily write that

\[
\Var N_\nu(t) = \frac{2\lambda}{\lambda - \mu} \left[ E_{\nu,1}(2(\lambda - \mu)t^{\nu}) - E_{\nu,1}((\lambda - \mu)t^{\nu}) \right] + E_{\nu,1}(\lambda - \mu)t^{\nu} - E_2^{\nu,1}((\lambda - \mu)t^{\nu}) \tag{4.11}
\]

\[
\begin{align*}
\Var N_\nu(t) &= \frac{2\lambda}{\lambda - \mu} E_{\nu,1}(2(\lambda - \mu)t^{\nu}) - \frac{\lambda + \mu}{\lambda - \mu} E_{\nu,1}((\lambda - \mu)t^{\nu}) - E_2^{\nu,1}((\lambda - \mu)t^{\nu}).
\end{align*}
\]

**Remark 4.1.** When \( \nu = 1 \), we obtain from (4.11) the expression for the variance of the classical linear birth–death process as follows:

\[
\Var N(t) = \frac{2\lambda}{\lambda - \mu} e^{2t(\lambda - \mu)} - \frac{\lambda + \mu}{\lambda - \mu} e^{t(\lambda - \mu)} - e^{2t(\lambda - \mu)}
\]

\[
= \frac{\lambda + \mu}{\lambda - \mu} e^{t(\lambda - \mu)} - e^{t(\lambda - \mu)} = \frac{\lambda + \mu}{\lambda - \mu} e^{t(\lambda - \mu)} (e^{t(\lambda - \mu)} - 1). \tag{4.12}
\]

**Remark 4.2.** When \( \mu = 0 \), that is, in the case of pure linear birth, we obtain from (4.12) the expression of the variance of the classical linear pure birth process and from (4.11) that of the fractional linear birth process (see [8]).

In the case \( \lambda = \mu \), from (4.7), it is easy to show that

\[
\Var N_\nu(t) = \frac{2\lambda t^{\nu}}{\Gamma(\nu+1)}, \tag{4.13}
\]

in accordance with the well-known result of the classical linear birth–death process for \( \lambda = \mu \) which reads \( \Var N(t) = 2\lambda t \).

**Remark 4.3.** We can directly evaluate the mean value \( \E N(t) \) for \( \lambda = \mu \) in the following way:

\[
\E N(t) = \sum_{k=1}^{\infty} k \left(\frac{\lambda t}{1 + \lambda t}\right)^{k-1} = \frac{1}{(1 + \lambda t)^2} \sum_{k=1}^{\infty} k \left(\frac{\lambda t}{1 + \lambda t}\right)^{k-1}
\]

\[
= \frac{1}{(1 + \lambda t)^2} \frac{d}{dz} \sum_{k=1}^{\infty} z^k \bigg|_{z=\lambda t/(1+\lambda t)} = \frac{1}{(1 + \lambda t)^2} \frac{d}{dz} \left(\frac{z}{1 - z}\right) \bigg|_{z=\lambda t/(1+\lambda t)} \tag{4.14}
\]

\[
= \frac{1}{(1 + \lambda t)^2 (1 - z)} \bigg|_{z=\lambda t/(1+\lambda t)} = 1.
\]
The assumption that $\lambda = \mu$ implies that the mean size of the population $E N_\nu(t)$, $t > 0$, is equal to one (number of original progenitors) for all $t > 0$ and all $0 < \nu \leq 1$ (this is also confirmed for $\lambda = \mu$ by (4.3)).

**Acknowledgements**

The authors wish to thank Francis Farrelly for having checked and corrected the manuscript. Thanks are due to the referee who detected misprints and flaws.

**References**

[1] Bailey, N.T.J. (1964). *The Elements of Stochastic Processes with Applications to the Natural Sciences*. New York: Wiley. MR0165572

[2] Beghin, L. and Orsingher, E. (2009). Fractional Poisson processes and related planar random motions. *Electron. J. Probab.* 14 1790–1826. MR2535014

[3] Cahoy, D.O. (2007). Fractional Poisson processes in terms of alpha-stable densities. Ph.D. thesis. MR2625463

[4] Feller, W. (1968). *An Introduction to Probability Theory and Its Applications, Volume 1*, 3rd ed. New York: Wiley. MR0228020

[5] Laskin, N. (2003). Fractional Poisson process. *Commun. Nonlinear Sci. Numer. Simul.* 8 201–213. MR2007003

[6] Orsingher, E. and Beghin, L. (2004). Time-fractional telegraph equations and telegraph processes with Brownian time. *Probab. Theory Related Fields* 128 141–160. MR2027298

[7] Orsingher, E. and Beghin, L. (2009). Fractional diffusion equations and processes with randomly-varying time. *Ann. Probab.* 37 206–249. MR2489164

[8] Orsingher, E. and Polito, F. (2010). Fractional pure birth processes. *Bernoulli* 16 858–881.

[9] Podlubny, I. (1999). *Fractional Differential Equations*. San Diego: Academic Press. MR1658022

[10] Uchaikin, V.V., Cahoy, D.O. and Sibatov, R.T. (2008). Fractional processes: From Poisson to branching one. *Internat. J. Bifur. Chaos Appl. Sci. Engrg.* 18 2717–2725. MR2479327

[11] Uchaikin, V.V. and Sibatov, R.T. (2008). A fractional Poisson process in a model of dispersive charge transport in semiconductors. *Russian J. Numer. Anal. Math. Modelling* 23 283–297. MR2414873

*Received September 2009 and revised January 2010*