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Abstract

Deep neural networks (DNNs) are under threat from adversarial example attacks. The adversary can easily change the outputs of DNNs by adding small well-designed perturbations to inputs. Adversarial example detection is a fundamental work for robust DNNs-based service. Adversarial examples show the difference between humans and DNNs in image recognition. From a human-centric perspective, image features could be divided into dominant features comprehensible to humans, and recessive features incomprehensible to humans, yet exploited by DNNs. In this paper, we reveal that imperceptible adversarial examples are the product of recessive features misleading neural networks, and the adversarial attack enriches these recessive features. The imperceptibility of the adversarial examples indicates that the perturbations enrich recessive features, yet hardly affect dominant features. Therefore, adversarial examples are sensitive to filtering out recessive features, while benign examples are immune to such operation. Inspired by this idea, we propose a label-only adversarial detection approach that is referred to as feature-filter. Feature-filter utilizes discrete cosine transform (DCT) to approximately separate recessive features from dominant features and gets a filtered image. A comprehensive user study demonstrates that the DCT-based filter can reliably filter out recessive features from the test image. By only comparing DNN’s prediction labels on the input and its filtered version, feature-filter can real-time detect imperceptible adversarial examples at high accuracy and few false positives.

1. Introduction

Deep neural networks (DNNs) [15–17,37] achieve state-of-the-art performance on many artificial intelligence tasks, including safety-critical systems like facial biometric systems [3], intrusion detection system [26], etc. However, a large number of studies have shown that attackers can easily change the outputs of DNNs by the inputs with well-designed perturbations (adversarial examples) [41]. The malicious action is called “adversarial attack” [2,14,21,22,27,28,39,48]. Adversaries could modify any pixel value in the image to generate adversarial examples. In the physical world, however, they don’t want modifications that can easily irritate the human eye. For example, autonomous vehicles deploy extensive neural networks to construct their perceptual systems [7,45]. Adversaries could try to affect the decision-making of perceptual systems by using adversarial traffic signs [23]. If these modifications in traffic signs can be easily detected by the human eye, the traffic police would replace them in time and the adversarial attack would fail before it had even begun. Therefore, in order to achieve this goal, adversaries must ensure that these modifications are imperceptible to the human eye. This constraint of imperceptibility is widespread in real-world scenarios.

The phenomenon of adversarial examples has attracted a great number of interests in the research community in recent years. To hardening DNN systems, A wide range of proactive defense approaches [20,30,32,36,43] have been proposed in image classification, but those defenses can be evaded by emerging attack approaches [6]. If there are no known intrinsic properties that distinguish adversarial examples from benign examples, these proactive adversarial defenses are extremely challenging [8].
As a fundamental work for robust DNNs, detecting adversarial examples may be as important as adversarial defenses. Adversarial detection aims to distinguish adversarial examples from benign ones by intrinsic properties. To discover these intrinsic properties, let us analyze the reasons for the existence of imperceptible adversarial examples in the image recognition.

There has been a debate on why the adversarial examples exist. Previous work has proposed several explanations for the phenomenon of adversarial examples, ranging from finite-sample overfitting to high-dimensional statistical properties [4, 25, 35]. However, Andrew et al. [18] argued these theories were often unable to fully capture behaviors, and first categorized image features from a human-centric perspective. Inspired by this study, we observe that adversarial examples show the difference between humans and DNNs in the utilization of input features. For accurate classification, DNNs make full use of the input features, of which spaces are often unnecessarily large for humans. The human eyes recognize images only according to those features that are comprehensible to humans. As a human-centric phenomenon, the input features could be divided into two categories: dominant features comprehensible to humans, and recessive features incomprehensible to humans. When adversarial perturbations enrich recessive features and hardly lose dominant features, they would mislead the output of DNNs and not result in noticeable artifacts to the human eyes. Thus, we claim that the existence of imperceptible adversarial examples is due to the neural network’s use of these recessive features.

Since adversarial examples generated by state-of-the-art attack approaches have rich recessive features to mislead DNN models, they would be much more sensitive to filter out these recessive features than benign examples. A natural detection strategy of adversarial examples is driven by comparing the model’s predictions on the original input and its filtered version, as depicted in Fig. 1. Where, the filter filters out recessive features of the original image as a filtered image. If the original image and its filtered version are classified by the DNN model into different categories, this image would be judged as an adversarial example.

A challenging task is how to reliably filter out the recessive features from the original image. A key idea is inspired by classical JPEG compression based on discrete cosine transform (DCT) [11, 12, 46]. As depicted in Fig. 2, the compressed image is still clearly recognizable to humans, even though the feature space is only 1/10 the size of the original image. It indicates that a large number of dominant features are retained, and the contents filtered out almost exclusively include recessive features. Therefore, DCT could be employed as the filter in Fig. 1 to filter out recessive features from input features.

In summary, this paper makes the following contributions:

- We analyze the reason for the existence of imperceptible adversarial examples, and reveal that the imperceptible adversarial example is the product of abundant recessive features misleading neural networks.

- To clarify the above explanation, we propose a label-only adversarial detection approach that is referred as feature-filter. Feature-filter can identify adversarial examples by only comparing prediction labels of the DNN on the original image and its filtered version.

The remainder of this paper is organized as follows. Section 2 introduces the related work about adversarial attacks, defenses and detections. Section 3 is the preliminaries about the proposed detection. In Sec. 4, we give details about the design and the implementation of the feature-filter. Section 5 evaluates the performance of the DCT-based filter and our detector. Finally, we conclude the paper in Sec. 6.
2. Related work

In this section, we briefly review existing works on adversarial attacks, defenses and detections.

Adversarial attacks: The adversarial example is first discovered in exploring properties of neural networks. Szegedy et al. [41] found that the DNN would misclassify a well-designed image, in which certain perturbations were hardly perceptible to the human eyes. They designed a box-constrained L-BFGS to compute an approximate minimum perturbation matrix.

Many improved works have been subsequently proposed by modifying the adversarial objective function. For example, the fast gradient sign method (FGSM) [14] updates each pixel along the direction of the sign of gradient and performs a fast one-step attack. The fast gradient value method (FGVM) [33] replaces the sign of the gradient with the raw gradient, and generates adversarial examples with a larger local difference. Despite their efficiency, these methods provide only a coarse approximation of the optimal perturbations, resulting in unnecessarily large artifacts.

To improve the imperceptibility of perturbations, DeepFool [28] designed an accurate method by moving the input image across its closest decision boundary. Adversarial examples generated by DeepFool have less perturbations in the input image than those generated by L-BFGS and FGSM. Inspired by DeepFool, an universal adversarial attack [27] was proposed to reveal important geometric correlations among the high-dimensional decision boundary of DNNs, which proved the transferability of adversarial examples across neural networks.

Among existing adversarial attacks, C&W [6] attack performs high resilience against the most defense and detection methods. Especially, $L_2$ attack among them is argued to be the most effective to date in white-box threat model. Therefore, most adversarial detectors are evaluated by testing in adversarial examples generated by C&W attack.

Adversarial defenses: A wide variety of proactive defense approaches have been proposed to harden the neural network. Based on a comprehensive summary, adversarial defenses are grouped into two broad categories: adversarial training and gradient masking [29].

Adversarial training extends the training dataset by adversarial examples with the ground-truth labels and retrains the neural network using this extended dataset. Goodfellow et al. [14] claimed that adversarial training could provide an additional regularization benefit and increase the robustness of neural networks. Although this type of defense works against attacks on which the model is trained, it faces potential risks for new attacks.

Gradient masking is an effective defensive strategy against gradient-based adversarial attacks. These attack methods compute first-order derivatives to estimate the sensitivity of the model with respect to inputs. Papernot et al. [31] introduced “defensive distillation” to defend DNNs against adversarial examples. To hide the model’s gradients, network distillation replaces its softmax layer with a “softer” softmax function. In fact, gradients are not essential knowledge for attackers, who easily evade gradient masking using a transferability-based black-box attack [27].

Adversarial detections: Due to the difficulty of adversarial defenses, recent works focus on reactive adversarial detections, which distinguish adversarial images from benign images. Adversarial detections could be grouped into three categories: statistical measurement [9, 13, 47], secondary classifier [24, 38] and input transformation [1, 19, 42, 44].

Statistical measurement aims to find the statistical differences in the high-dimensional features extracted from DNN layers. NNIF [9] utilized influence functions and nearest neighbors to construct k-NN features, which are employed to train a logistic regression for adversarial detection. ML-LOO [47] computes the contribution of features in the prediction of model to construct feature attribution map, and then measures 3 metrics (standard deviation, median absolute deviation and interquartile range) of statistical dispersion in feature attribution map. The experiments revealed a significant difference in the distributions of 3 metrics between benign and adversarial images. Due to the intrinsically imperceptive nature of adversarial examples, statistical measurement seems unlikely to be effective to detect adversarial examples.

Adversarial detections is essentially binary classification problem. A nature idea is to train secondary classifiers to detect if the input is benign or adversarial. NIC [24] trains a model for each layer in the DNN to describe the distributions of the provenance and the activation value. By combining the results of all models, NIC makes a joint prediction to determine whether the input image is adversarial or not. In fact, the secondary classifiers also could be fooled, thus, they have the potential vulnerability to second-round adversarial attacks.

The basic idea of input transformation is to measure the disagreement of the target model in predicting the input and its transformed versions. Xu et al. [44] proposed a detection strategy, feature squeezing, to squeeze feature space available to attackers. However, they did not specify which features should be squeezed. Kantaros et al. [19] observed that adversarial examples are sensitive to lossy compression transformations. They proposed VisionGuard to real-time detect large-scale adversarial examples. VisionGuard measured similarity of softmax outputs between the test image and its compressed version using the K-L divergence measure. When the the K-L divergence is greater than a threshold, the test image is considered an adversarial input. VisionGuard determined the detection threshold based on the training dataset and its adversarial dataset, which makes
it inapplicable to data with different distributions. Tian et al. [42] exploited a set of rotation operations to yield several transformed versions and analyzed the classification results of these transformed images to determine if the test image is adversarial. Since input transformation can not change neural networks, it is inexpensive and complementary to other defenses and detections.

3. Preliminaries

3.1. Neural network

A neural network [15–17,37,40] has a hierarchical structure, in which each layer is composed of a set of perceptors. Perceptrons map inputs to output values with a non-linear activation function, e.g., sigmoid, tanh, and ReLU. The function of a neural network is formed in a chain.

\[ f(x, \theta) = f^{(k)}(\ldots f^{(2)}(f^{(1)}(x, \theta_1), \theta_2), \theta_k) \]  

where \( x \) is the input example and \( \theta_i \) is the weight of the \( i^{th} \) layer, \( i = 1, 2, \ldots, k \). \( f^{(i)}(x, \theta_i) \) is the function of the \( i^{th} \) layer of the network.

Convolutional neural network is one of the most widely used neural networks, which consists of alternating convolutional layers and pooling layers. Convolutional neural network has performed incredible successes in image recognition. As a representative network, Inception V3 [40] has 23,851,784 parameters and performs 93.70% top-5 accuracy for the ImageNet dataset.

3.2. Adversarial attack

Adversarial attack [2,14,21,22,27,28,39,48] is a unique form of attack in deep learning, in which attackers are able to change DNNs’ outputs by adding imperceptible perturbations to inputs. Adversarial attack would be formulated as an optimization problem with imperceptibility as the main constraint, that is,

\[ \min \| \delta \|_p \quad s.t. \begin{align*} f(x) &= l \\ f(x') &= l' \\ l \neq l' \\ x' &= x + \delta \in D \end{align*} \]  

where \( \delta \) denotes the perturbation matrix that is added to the benign example \( x \) for synthesizing the adversarial example \( x' \), which remains in the benign domain \( D \), and a trained DNN model \( f \) predicts \( x \) and \( x' \) into different labels \( (l \neq l') \), \( \| \cdot \| \) denotes the distance between two data sample.

Among the state-of-the-art attacks, C&W [6] attacks achieve the best attacking performance comparing with existing-attack algorithms. This set of attacks provide 3 metrics to measure its distortion (\( L_0 \), \( L_2 \) and \( L_{\infty} \) norms), and \( L_2 \) norm is the most powerful attack among them.

C&W attacks with \( L_2 \) norm could be formulated as follows,

\[ \min \| \delta \|_2 + c \cdot \text{Loss}(x') \quad s.t. \; x' = x + \delta \in D \]  

where \( c \) is a hyper-parameter, and \( \text{Loss} \) is defined as

\[ \text{Loss}(x') = \max(\{Z(x'_i) : i \neq t\} - Z(x'_t), -k) \]  

where \( Z(x) \) is the output of the network before the softmax layer, and a hyper-parameter \( k \) encourages the attack to search for an adversarial example \( x' \) that will be classified as label \( t \) with high confidence.

3.3. Discrete cosine transform

Discrete cosine transform (DCT) [11,12,46] is a Fourier-like transform, which performs the cosine-series expansion. Due to its high “energy compaction” property, the transformed signal can be easily analyzed using few low-frequency components. Thus, DCT is usually employed to perform decorrelation of the input signal and to present the output in the frequency domain. Among several types of DCT, two-dimensional DCT is the most popular symmetric variation of the transform that operates on images and its inverse. Two-dimensional DCT of an \( M \times N \) image \( s(x, y) \) are defined as follows.

\[ S(\mu, \nu) = \alpha_\mu \alpha_\nu \sum_{x=0}^{M-1} \sum_{y=0}^{N-1} s(x, y) \cos\left(\frac{\pi \mu (2x + 1)}{2M}\right) \cos\left(\frac{\pi \nu (2y + 1)}{2N}\right) \]  

The inverse of two-dimensional DCT for an \( M \times N \) sample:

\[ s(x, y) = \sum_{\mu=0}^{M-1} \sum_{\nu=0}^{N-1} \alpha_\mu \alpha_\nu S(\mu, \nu) \cos\left(\frac{\pi \mu (2x + 1)}{2M}\right) \cos\left(\frac{\pi \nu (2y + 1)}{2N}\right) \]

The matrix \( S(\mu, \nu) \) is the DCT coefficients of image \( s(x, y) \), whereas, the basis functions are,

\[ \alpha_\mu = \begin{cases} 1/\sqrt{M} & x = 0 \\ \sqrt{2/M} & 0 \leq x \leq M - 1 \end{cases} \]

\[ \alpha_\nu = \begin{cases} 1/\sqrt{N} & y = 0 \\ \sqrt{2/N} & 0 \leq y \leq N - 1 \end{cases} \]

The energy of the image concentrates on the low-frequency DCT components. Human eyes have a poor perception in high-frequency DCT domain. Based on this property, Two-dimensional DCT is widely used in lossy compression [19] and image steganography [10]. In this paper, we apply two-dimensional DCT to availably filter out recessive features from the image.
4. Methodology

In this section, we introduce the feature-filter framework and how to design the DCT-based filter to reliably filter out recessive features.

4.1. Feature-filter framework

In order to achieve high imperceptibility, state-of-the-art adversarial attacks attempt to enrich recessive features by adding perturbations into original images, which results in a very significant difference in recessive features between benign images and adversarial images. Therefore, adversarial examples is sensitive to the operation of filtering out recessive features, whereas benign examples are not. That is, if the test image is an adversarial example, the DNN-based classifier would predict it and its filtered version into different categories. This idea drove us to design an adversarial example detector by comparing DNN’s prediction labels.

Feature-filter employs well-established metamorphic testing to expose adversarial images that lead to inconsistent predictions of the DNN model. As depicted in Fig. 1, the feature-filter consists of a filter, a predictor, and a discriminator, whose functions are shown below.

1. Filter: Filter out recessive features of the input image and obtain its filtered version;
2. Predictor: Enter the test image and its filtered version into DNN model \( f \) and obtain the DNN’s prediction labels;
3. Discriminator: If the test image and its filtered version are predicted into the same category, the test image is judged to be benign; otherwise, it is judged to be adversarial.

In feature-filter framework, the performance of the proposed detector depends on DNN’s prediction on the filtered image. Therefore, a key problem is how to construct a filter so that it can reliably filter out recessive features from the test image. In the next subsection, the construction of the filter is introduced in detail.

4.2. DCT-based filter

This section describes how we design a DCT-based filter to filter out the recessive features of the test image. As shown in Fig. 2, the recessive features are usually reserved for high-frequency areas of the image, while the dominant features are reserved for low-frequency areas. Through DCT transform-domain method, we transform spatial-domain image pixels into frequency-domain coefficients and separate the dominant features from the recessive features. By discarding coefficients of high-frequency areas, the filter could filter out most of recessive features. A DCT-based filter is illustrated in Fig. 3. The details of the filter are listed below.

1. Executing two-dimensional DCT, the \( M \times N \) image \( x \) is transformed into an \( M \times N \) matrix \( xf \) of frequency-domain coefficients;
2. Generating a dominant feature matrix \( lf \) by reserving \( (\alpha M \times \alpha N) \) low-frequency coefficients and setting all of high-frequency coefficients to 0 in matrix \( xf \), where feature reservation ratio \( \alpha \) ranges from 0 to 1;
3. Executing the inverse of two-dimensional DCT, the matrix \( lf \) is transformed into a filtered image \( xm \), which reserves most of the dominant features and removes a great number of the recessive features.

5. Experimental evaluation

5.1. Performance of DCT-based filter

The design of the feature-filter roots from an explanation for the existence of adversarial examples with imperceptible perturbations, that is, recessive features are involved in neural network decisions. It is critical to reliably filter out recessive features of the test image. In our work, the dominant features and the recessive features are defined from a human-centric perspective. Therefore, the feature-filter should generate filtered versions which are still clearly recognizable to humans.

To test the DCT-based filter, we set feature reservation ratio \( \alpha = 0.5 \), which means 3/4 of the frequency features are filtered out by the DCT-based filter. As shown in Fig. 4, five random test images are entered into the DCT-based filter and we obtain their filtered versions. Even if most of the high-frequency features are moved by the DCT-based filter, human eyes still clearly identify test images and filtered versions as the same category. It indicates that the moved features are not perceived by the human eyes.

Whether the DCT-based filter can reliably filter out recessive features from the test image? To verify the performance of the DCT-based filter, we conducted an extensive user study based on human eye evaluation. In the test, the DCT-based filter generates 300 filtered images at multiple feature reservation ratios, which are from 30 benign images in 10 categories in ImageNet dataset [34]. We recruit a total of 50 participants to label these filtered versions. For each trail, filtered images are shown on the screen at a fixed size and the order of images is random. In ImageNet dataset, each image contains more than one object, and only one object category is labeled in each image. In order to clarify ambiguity in the evaluation, we design the following test.

Test: Each participant is required to label 300 filtered images generated by the DCT-based filter. The participants are allow to identify multiple (up to 5) objects in an image. As long as one of the objects indeed corresponded to the ground-truth label, this filtered image would be judged to reserve the enough dominant features. We calculate the proportion of trails where filtered images are labeled as a ground-truth label. Higher proportion denotes better per-
performance of the DCT-based filter.

Results: Table 1 lists the proportion of filtered images being labeled correctly at 4 feature reservation ratios $\alpha$. Most of the filtered images are still recognizable to human eyes, which indicates human eyes are not sensitive to the high-frequency features of images. In particular, when $\alpha = 0.6$, i.e., 64\% of the high-frequency features are filtered out, the filtered images are still correctly identified 96.53\% of the time. That is to say, human eyes rarely use high-frequency features to understand images. We also observe that the proportion slowly increases as $\alpha$ increases, which denotes the high-frequency features only contain a small number of comprehensible features to humans (dominant features). The results show that the DCT-based filter can reliably filter out recessive features from the test image.

5.2. Detection against C&W attack

The design of the feature-filter is based on this assumption that the attacker wants adversarial examples with imperceptible perturbations. Among state-of-the-art adversarial attacks, C&W attack is proven to be a more powerful attack, in which $L_2$ attack can generate higher quality adversarial examples. C&W attack can bypass multiple types of detectors. Similar results are reported in the literature [5] where C&W attack bypassed all of the ten detection methods. Therefore, we focus on our experiments with the challenging C&W attack ($L_2$ norm) on the CIFAR-10 over Carlini network [6] and ImageNet over Inception V3.

We evaluate the feature-filter from true-positive rate (TPR) and true-negative rate (TNR). TPR measures the proportion of adversarial examples that are correctly identified by the detector, while TNR measures the proportion of benign examples that are correctly identified by the detector. The experiment randomly select 500 CIFAR-10 adversarial examples and 50 ImageNet adversarial examples generated by C&W attack to compute TPR and TNR. Notes that the results exclude the failed adversarial examples and overfitting examples from consideration.

Table 2 lists the results of TPR and TNR at multiple feature reservation ratios $\alpha$. In the best case, the detection rate of adversarial examples is as high as 98.20\% for CIFAR-10 when $\alpha = 0.8$ and 100.00\% for ImageNet when $\alpha = 0.7$. In addition, we also observe that TNR decreases as $\alpha$ decreases, which is consistent with the facts that more feature loss reduces the accuracy of neural networks.

We compare the feature-filter with previous adversarial detection approaches based on image transformation, e.g.,
Table 2. TPR and TNR at multiple feature reservation ratios $\alpha$.

| $\alpha$ | CIFAR-10 | ImageNet |
|----------|----------|----------|
| TPR      | TNR      | TPR      | TNR      |
| 0.95     | 97.00%   | 98.80%   | 72.00%   | 100.00%  |
| 0.90     | 98.20%   | 97.00%   | 84.00%   | 100.00%  |
| 0.85     | 97.80%   | 96.80%   | 96.00%   | 100.00%  |
| 0.80     | 98.20%   | 94.20%   | 98.00%   | 100.00%  |
| 0.75     | 98.00%   | 92.60%   | 98.00%   | 100.00%  |
| 0.70     | 98.20%   | 89.20%   | 100.00%  | 98.00%   |
| 0.65     | 97.00%   | 83.00%   | 100.00%  | 98.00%   |
| 0.60     | 95.60%   | 79.20%   | 100.00%  | 90.00%   |
| 0.55     | 96.60%   | 69.60%   | 100.00%  | 92.00%   |
| 0.50     | 96.20%   | 66.00%   | 100.00%  | 90.00%   |

Table 3 lists the results of TPR and TNR for several detectors built upon single transformation on the CIFAR-10 dataset. The results show that DCT transform is a more effective approach than other image transformation to distinguish adversarial examples from benign examples.

| Approaches         | Parameters | TPR   | TNR   |
|--------------------|------------|-------|-------|
| Feature-Filter     | 0.90       | 98.20%| 97.00%|
|                    | 0.80       | 98.20%| 94.20%|
|                    | 0.70       | 98.20%| 89.20%|
|                    | 0.60       | 95.60%| 79.20%|
|                    | 0.50       | 96.20%| 66.00%|
| Bit Depth Reduction| 1-bit      | 89.15%| 45.11%|
|                    | 2-bit      | 92.22%| 78.31%|
|                    | 3-bit      | 93.88%| 92.69%|
|                    | 4-bit      | 89.00%| 97.52%|
|                    | 5-bit      | 85.75%| 98.76%|
| Median Smoothing   | 2×2        | 95.09%| 82.03%|
|                    | 3×3        | 94.07%| 66.17%|
|                    | 4×4        | 89.80%| 43.87%|
| Non-local Mean     | 11-3-2     | 86.30%| 99.25%|
|                    | 11-3-4     | 92.73%| 96.41%|
|                    | 13-3-2     | 89.72%| 99.26%|
|                    | 13-3-4     | 90.63%| 97.03%|
| Rotation           | -20        | 88.48%| 60.22%|
|                    | -10        | 91.60%| 84.01%|
|                    | 10         | 93.33%| 85.50%|
|                    | 20         | 91.17%| 65.30%|

Table 3. Comparison of TPR and TNR based on several image transformation on CIFAR-10.

We employ the Receiver Operating Characteristic (ROC) curve and the corresponding Area Under Curve (AUC) to evaluate the detection performance on the CIFAR-10 dataset. Figure 5 plots the ROC curves for several detectors on the task of detecting adversarial images. Table 4 lists the AUC values for several detectors based on image transformation.

The high detection rate shows that filtering out recessive features could significantly change DNN’s prediction labels of imperceptible adversarial examples. The results suggest that recessive features of misleading DNNs result in imperceptible adversarial examples, and the adversarial attack enriches these recessive features.

![ROC Curve](image)

**Figure 5. Comparison of ROC curves.**

| Approaches         | AUC       |
|--------------------|-----------|
| Feature-Filter     | 96.23%    |
| Bit Depth Reduction| 92.18%    |
| Median Smoothing   | 85.70%    |
| Non-local Mean     | 95.76%    |
| Rotation           | 91.95%    |

Table 4. Comparison of AUC values.

### 5.3. Natural noise detection

Adversarial examples are a kind of images with special noises, while there are a large number of images with natural noise in reality. A good adversarial detector should be able to tolerate natural noises, which would identify natural noise examples to be benign rather than adversarial.

The section verifies that our detector can correctly identify natural noise images as benign ones. We add 3 types of noises, e.g., Gaussian, Poisson, and salt&pepper to generate natural noise images. The natural noise detection performance is evaluated on a pre-trained Inception V3 [40] model in the ImageNet classification task. Notes that natural noises here refer to the perturbations which do not change the prediction of the neural network, so that distinguishing them from adversarial perturbations.
Table 5 lists the accuracy of the feature-filter in detecting 3 types of natural noise images. Due to multiple objects in an image of the ImageNet dataset, we test top-1 and top-5 to evaluate our detector performance on natural noise images. Higher accuracy denotes better tolerance of the detector to the natural noise. As shown in Tab. 5, the top-5 accuracy is significantly higher than that of the top-1. Particularly, the top-5 accuracy of the feature-filter is close to 95% for Poisson noise. And our detector shows an approximate performance for 3 types of natural noises, which can stably avoid the interference of natural noise. We also see that the accuracy of the feature-filter slowly decreases as $\alpha$ decreases. The phenomenon reveals that high-frequency features only contain a small amount of dominant features. Therefore, the DCT-based filter could be regarded as a reliable tool to filter out the recessive features from the test image.

### 5.4. Computation cost

Apart from detection rate, efficiency is also an important parameter for a good adversarial detector. The feature-filter consists of a filter, a predictor and a discriminator. The filter is based on two-dimensional DCT to generate the filtered image of the test image. As defined in Eqs. 5 and 6, the time complexity of DCT and its inverse transform is $O(M \times N)$ for an $M \times N$ image. The predictor is made up of the target DNN, which performs two predictions on the test image and its filtered version. Thus, computation cost of the predictor depends on the efficiency of the neural network. The discriminator only gives the decision according to two predicted labels by the predictor, thus its time complexity is $O(1)$.

The actual running time depends on many factors including experimental setup, programming skill, etc. Our test is implemented on an Intel Core i5 CPU 2.30 GHz, NVIDIA GeForce GTX 1060 and 8.0 GB of RAM computer that run on Windows 10 and Spyder (Python 3.6). We choose 1,000 random images to test the running time of the feature-filter. The average running time is 0.0351 second for a $224 \times 224 \times 3$ ImageNet image and 0.0028 second for a $32 \times 32 \times 3$ CIFAR-10 image. Due to the low computation cost, the feature-filter is considered a real-time adversarial detector.

### 6. Conclusion

The explanation of adversarial examples remains an open issue. As a human-centric phenomenon, we divide the image feature into dominant features and recessive features. We reveal that the existence of imperceptible adversarial examples is due to the DNN’s use of the recessive features that mislead neural networks. Adversarial attacks attempt to enrich these recessive features so that the perturbed example can “fool” the DNN without noticeable artifacts.

According to above explanation, adversarial examples should be more sensitive to the operation of filtering out recessive features than benign/noisy examples. Inspired by this idea, we propose an adversarial detection approach named feature-filter. The feature-filter determines whether the test image is adversarial or benign by comparing the DNN’s prediction labels on the test input and its filtered version. To filter out recessive features, we introduce two-dimensional DCT to separate the dominant features and the recessive features. The experimental results show that the DCT-based filter can reliably filter out the recessive features of the image, and the feature-filter is a label-only tool to detect adversarial examples in real time.

The effectiveness of the feature-filter stems from a reliable filtering of recessive features. As discussed in Sec. 5, two-dimensional DCT is an approximate method to separate the recessive features from the dominant features. Future works are to discover more reliable feature filtering methods or combine the feature-filter with other methods, so that the adversarial detector is more accurate and robust.
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