End-to-end speech-to-intent classification has shown its advantage in harvesting information from both text and speech. In this paper, we study a technique to develop such an end-to-end system that supports multiple languages. To overcome the scarcity of multi-lingual speech corpus, we exploit knowledge from a pre-trained multi-lingual natural language processing model. Multi-lingual bidirectional encoder representations from transformers (mBERT) models are trained on multiple languages and hence expected to perform well in the multi-lingual scenario. In this work, we employ a teacher-student learning approach to sufficiently extract information from an mBERT model to train a multi-lingual speech model. In particular, we use synthesized speech generated from an English-Mandarin text corpus for analysis and training of a multi-lingual intent classification model. We also demonstrate that the teacher-student learning approach obtains an improved performance (91.02%) over the traditional end-to-end (89.40%) intent classification approach in a practical multi-lingual scenario.
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1. INTRODUCTION

The rise in the application of voice-controlled devices and robots demands efficient intent classification from speech commands. A speech-based interface in the user’s own language is highly desirable because it is a natural, intuitive, and flexible manner of communication [1][2]. In many societies, two or more languages are used in regular interaction in a spontaneous way [3][5]. This prompts us to study multi-lingual spoken language understanding (SLU) techniques for human-machine or human-robot interaction.

The recent studies show that end-to-end intent classification outperforms conventional pipeline systems that comprise of automatic speech recognition (ASR) and natural language understanding (NLU) modules [6][7]. The end-to-end intent classification can be broadly classified into two categories.

The first category is the end-to-end modeling approach, where the features extracted from the speech signal are directly mapped to intents without utilising ASR resources [7][8]. The study presented in [7] explores the scope of extending end-to-end ASR to support NLU component and perform domain/intent classification from speech. The research in [8] discusses the sequence-to-sequence model to optimize jointly ASR and NLU as multi-task learning objective.

The second category of study leverages information extracted from pre-trained acoustic models developed on large speech corpora or NLU models trained for related tasks. In this type of approach, the pre-trained model is used to extract transfer learning, teacher-student approach
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learning has also been explored in the cross-modal scenario, such as vision-language pre-training (VLP) model [18] for image captioning and SpeechBERT [19] for SLU. A similar idea has been successfully adopted in intent classification task by aligning the acoustic embeddings extracted from an ASR system to the linguistic embeddings extracted from a language model, such as bidirectional encoder representations from transformers (BERT) [20–22]. In these studies, the BERT model acts as the teacher model and the SLU model acts as the student model for intent classification.

Despite much progress, SLU systems are not well explored in multi-lingual scenarios, whereas the practical applications demand adaptability of SLU for multiple languages. This raises several questions in one’s thought, such as adaptability of one system developed for one language to another language, portability of an SLU system to adapt a new language, and training a single system for multiple languages. In this work, we aim to develop a single end-to-end intent classification system for multiple languages. We study a neural solution on two languages (English and Mandarin), which can be extended into multiple languages. Simply speaking, we build a single language-independent system to predict user’s intent by taking either English or Mandarin speech as input.

In the same context, the multi-lingual BERT (mBERT) model has shown efficacy in terms of modeling multi-lingual intent detection and slot filling model for NLU [1, 2]. To leverage the effectiveness of the mBERT model in the multi-lingual scenario, we propose a teacher-student learning approach, where the teacher model is an mBERT model and the student model is a neural network based model for intent classification.

In this work, we would like to explore the efficacy of transfer learning to distill knowledge from the mBERT model and apply it effectively for end-to-end intent classification. To over the scarcity of multi-lingual speech data, we initially use a corpus of English-Mandarin synthesized speech in this study. We also show the efficacy of the proposed method using a limited amount of recorded data. The proposed approach is resource effective from two aspects, firstly, the cross-domain transfer learning helps to accelerate inference from the mBERT model with restricted resources. Secondly, the use of synthesized speech for transfer learning demonstrates another step in developing speech based multi-lingual models in a resource efficient manner.

2. MULTI-LINGUAL TEACHER-STUDENT NETWORK

In this section, we formulate a multi-lingual teacher-student network (MTSN), as shown in Figure 1. We adopt the mBERT model as the teacher model, which is pre-trained on a large volume database from 104 different languages with the largest Wikipedias with a shared vocabulary size of 110,000 [23]. The student model contains a pre-trained ASR model, a transfer learning layer, and an intent layer. The transfer learning layer is responsible for leveraging knowledge from the mBERT model, which aims to minimize the distance between the linguistic embeddings obtained using the teacher model and acoustic embeddings obtained from the pre-trained ASR model. Next, the intent layer acts as the classification layer and outputs the predicted intent.

2.1. Pre-trained ASR Model

In this paper, we employ the same pre-trained ASR model used in [9]. This model is a deep neural network consisting of a stack of modules. The first module (phoneme module) takes the audio signal as input and outputs a sequence of hidden representations to characterize the phonetic content of speech. This module uses a SincNet layer, which processes the raw input waveform, followed by multiple convolutional layers and recurrent layers with pooling (to reduce the sequence length) and dropout, which output a hidden phoneme representation ($h_{phoneme}$). These hidden phoneme representations are passed through a linear classifier and trained to predict phonemes.

The second module (word module) takes $h_{phoneme}$ obtained from the phoneme module as input and outputs 256-dimensional hidden word representation ($h_{word}$), which we refer to as acoustic embeddings in this work. This model uses recurrent layers with dropout and pooling, and is pre-trained to predict whole word targets using another linear classifier. Further details of this pre-trained ASR model can be found in [9].

This pre-trained ASR model is trained using a combination of English (Librispeech) and Mandarin (AISHELL) databases with separate phonesets. The network is trained...
to optimize the combined word and phoneme classification loss. After the ASR training is completed, we use this pre-trained ASR model by discarding the word and phoneme classifiers, and use the 256-dimensional hidden word representation \( h_{\text{word}} \) as acoustic embeddings \( e_{\text{acoustic}} \). We note that we freeze this pre-trained ASR model (i.e., fixed the parameters) during SLU training, and use it for the downstream intent classification task.

### 2.2. Multi-lingual BERT Model

One of the main issues in many NLP studies is the lack of a large amount of annotated data. The BERT model takes advantage of large unlabeled data during pre-training, and models better linguistic representations \[23\]. It can be further fine-tuned for downstream tasks with a small amount of annotated data. The study presented in \[24\] shows that mBERT is effective in generalizing cross-lingual information for several tasks and able to perform zero-shot cross-lingual model transfer learning for SLU with limited available data.

We apply the text for each utterance to the mBERT model and derive a sequence of 768-dimensional linguistic embeddings \( e_{\text{lang}}(i) \). On the sequence output \( e_{\text{lang}}(i) \), we apply mean-pooling to get sentence embedding, i.e., \( E_{\text{lang}} = \text{MeanPool}(e_{\text{lang}}) \). The model parameters used in the mBERT model are fixed during the training process. We note the mBERT model in this work can be replaced by any other state-of-the-art multi-lingual language model such as XLMR \[28\].

#### 2.3. Transfer Learning Layer

The transfer learning layer is responsible to perform knowledge distillation and learn the rich linguistic representation from mBERT, i.e., linguistic embedding \( E_{\text{lang}} \). Here, 256-dimensional acoustic embeddings \( e_{\text{acoustic}} \) are converted to a 768-dimensional representation using a linear transformation layer. We refer to this new derived representation as transferred embedding sequence \( e_{T\text{E}} \). We then perform mean pooling over sequence length of \( e_{T\text{E}} \) to derive transferred embedding \( E_{T\text{E}} \). We follow the teacher-student learning method as presented in \[26\] \[27\] and the transfer learning layer performs knowledge distillation. The objective here is to make the transferred embeddings closer to the linguistic embeddings. To achieve this, we use the Kullback-Leibler (KL) divergence loss \( \text{Loss}_{\text{ST}} \) between the transferred embeddings and linguistic embeddings as discussed in \[26\].

### 2.4. Intent Layer

The intent layer is responsible for predicting the intents from the transferred embedding sequence obtained as the output of the transfer learning layer. The first part of the intent layer module is a recurrent neural network (RNN) to characterize the temporal dynamics from the transferred embedding sequence, which is a gated recurrent unit (GRU). The output from the GRU is fed to max-pooling and linear transformation layers for intent classification. The intent classification loss is denoted by \( \text{Loss}_{\text{intent}} \) and computed using cross-entropy calculation as follows.

\[
\text{Loss}_{\text{intent}} = \text{CrossEntropy}(g(e_{T\text{E}}), y),
\]

where, \( g(e_{T\text{E}}) \) is the intent layer output, \( e_{T\text{E}} \) is the input to intent layer and \( y \) represents intent labels. We combine the two losses, namely, intent loss \( \text{Loss}_{\text{intent}} \) and the transfer learning loss \( \text{Loss}_{\text{ST}} \) using the interpolation weight \( \alpha \) to derive the total loss \( \text{Loss}_{\text{total}} \), which is used to back-propagate the MTSN framework.

\[
\text{Loss}_{\text{total}} = \alpha \text{Loss}_{\text{ST}} + (1 - \alpha) \text{Loss}_{\text{intent}}
\]

### 3. EXPERIMENTS

In this section, we discuss the database and experimental details for the MTSN experiments. We also introduce the baseline systems for comparative studies.

#### 3.1. Database

In this work, we consider two languages, namely, English and Mandarin to support our idea for multi-lingual intent classification. As developing a new sufficiently large training corpus for the SLU system with parallel multi-lingual utterances is challenging, initially we consider synthesized speech obtained from a multi-lingual text-to-speech (TTS) system. We also develop a relatively smaller recorded database for evaluation in practical multi-lingual scenario.

We use the utterances from the Fluent speech commands (FSC) dataset \[9\] as base text material for designing of multi-lingual synthesized and recorded speech corpora. The FSC database consists of 248 unique utterances with 31 unique intent classes, which serve as speech commands to a virtual assistant. To generate the Mandarin prompts from English text, we conduct a two-stage translation approach. In the first stage, we translate these utterances to Mandarin using Google’s English to Mandarin translator\(^1\). In the second stage, we conduct further manual correction of translated utterances by native Mandarin speakers.

#### 3.1.1. Synthesized English-Mandarin corpus

Both the English and Mandarin spoken utterances are synthesized from a pre-trained multi-speaker multi-lingual TTS system. The TTS system is trained based on the modified Tacotron2 \[28\] architecture, a sequence-to-sequence network predicting Mel-spectrogram from the text directly. We use the phone as input representation and concatenate language embedding with phone embedding. The residual encoder structure \[29\] is adopted, and we combine the pre-trained cross-lingual word embedding with the residual encoder output to increase the cross-lingual linguistic information sharing, as

\(^1\)https://translate.google.com/
in [30]. To control the speaker identity, we use the speaker look-up table. The speaker embedding is combined with decoder long-short term memory (LSTM) input as in [29]. The speech audios are synthesized from Mel-spectrogram using Griffin-Lim [31] algorithm. The mean squared error (MSE) is used for frame reconstruction and guided-attention loss [32] is adopted to speed up the alignment process. The TTS system is trained using a Mandarin monolingual dataset and an English monolingual dataset. We use a total of 11,098 Mandarin utterances from 52 Mandarin speakers from THCHS30 [33] and a total of 10,914 English utterances from 110 English speakers from LibriTTS [34], and one bilingual speaker with 200 Mandarin utterances and 150 English utterances. All audio samples are down-sampled to 16kHz sample rate.

From this TTS system, we choose 50 seen Mandarin monolingual speakers and let each of them synthesize the 248 Mandarin utterances. Similarly, we choose 50 seen English monolingual speakers and let each of them synthesize the 248 English utterances. In this way, we derive a multilingual English-Mandarin synthesized speech corpus with 12,800 utterances and corresponding intent labels for each of the English and Mandarin languages. The dataset is divided into train and test sets so that there is no overlap of utterances between the two. In the original FSC dataset, the train, test, and dev sets contain similar text prompts from different speakers. We believe that the use of similar text in train and test might not be sensible for practical purposes. Further details of this synthesized English-Mandarin speech corpus for multi-lingual intent classification are presented in Table 1.

### Table 1: Synthesized English-Mandarin speech corpus.

| Specification | Eng | Man | Eng-Man |
|---------------|-----|-----|---------|
| #Utterances   | 9900| 9900| 29300   |
| #Unique utterances | 198 | 50 | 396 |
| Duration (min) | 244.21 | 61.75 | 277.25 |
| #Speakers     | 50  | 50  | 100     |

3.1.2. Recorded English-Mandarin corpus

We record the same 248 utterances of each English and Mandarin text from 11 native Mandarin speakers who are fluent in both the languages. We manually verify the recorded data resulting in 2,695 English and 2,708 Mandarin utterances. We divide this data into train and test sets following the same strategy as that of the synthesized speech corpus. The quantitative detail of the recorded English-Mandarin corpus is depicted in Table 2.

### Table 2: Recorded English-Mandarin speech corpus.

| Specification | Eng | Man | Eng-Man |
|---------------|-----|-----|---------|
| #Utterances   | 2205| 490 | 2440    |
| #Unique utterances | 198 | 50 | 396 |
| Duration (min) | 87.41 | 23.47 | 100.87 |
| #Speakers     | 9   | 2   | 2       |

3.2. Experimental Setup

3.2.1. Baseline systems

To benchmark the proposed MTSN method for multi-lingual intent classification, we develop two baseline systems. First, Baseline-1 is the traditional pipeline approach, where we derive text from English and Mandarin ASR systems, which is then taken by the mBERT model for intent classification. The ASR systems employed here are in-house general purpose English and Mandarin ASR models, trained using a combination of several speech databases for English and Mandarin languages, respectively. The second baseline (Baseline-2) is deployed using acoustic features extracted from the pre-trained ASR model [9]. In Baseline-2, we first apply the spoken utterances to the English-Mandarin pre-trained ASR model as discussed in Section 2.1 and derive the 256-dimensional acoustic embeddings. We apply the acoustic embeddings to the intent layer as discussed in Section 2.4 and back-propagate the system to minimize the intent loss (Lossintent). We note that we do not use the transfer learning loss (LossTE) while training the Baseline-2 system. This framework does not learn from linguistic knowledge of mBERT. We train 3 language specific Baseline-2 systems using English, Mandarin, and both as train dataset.

3.2.2. Proposed MTSN system

To develop the multi-lingual intent classification system using the proposed MTSN framework (Proposed MTSN), we first pass the English-Mandarin spoken utterances through the pre-trained ASR model to obtain the 256-dimensional acoustic embeddings as in Section 2.1. Similarly, we input the corresponding text to the mBERT model to obtain 768-dimensional linguistic embedding as discussed in Section 2.4. Next, using the transfer learning layer as in Section 2.5, we obtain the 768-dimensional transferred embedding sequence (eTE). We believe that the transferred embedding sequences are generated by taking knowledge from the mBERT teacher model and hence expected to capture better linguistic information. We apply these transferred embedding sequences to the intent layer as discussed in Section 2.4. The entire framework is trained considering the combination of LossTL and Lossintent as in Equation 2. We train 3 language specific Proposed MTSN systems using English, Mandarin, and both as train dataset. We use α = 0.5 to give equal emphasis to both the losses while calculating LossTotal.

All the models (baseline and proposed) are deployed using PyTorch. We use the Adam optimizer with a learning rate of 0.001, batch size 32, and 100 epochs.

---

2https://www.data-baker.com/us_en.html

3https://github.com/lorenlugosch/end-to-end-SLU
4. EXPERIMENTAL RESULTS

4.1. Visualization of Embeddings

To demonstrate the effectiveness of the proposed teacher-student model based transfer learning approach in a multilingual scenario, we first analyse 768-dimensional transfer embeddings ($E_{TE}$) obtained at an initial epoch and after training the model, and compare against embeddings extracted from the mBERT model ($E_{lang}$). We visualize t-distributed stochastic neighbor embedding (t-SNE) representation [35] of these embeddings.

In Figure 2, we show t-SNE representation of transfer embeddings at an initial epoch and final MTSN model, while testing the model with Mandarin, English, and English-Mandarin data for 10 intent classes. We can observe that in Figure 2 (d), (e) and (f) the distribution of the transfer embedding ($E_{TE}$) clusters are closer to the mBERT embeddings ($E_{lang}$) than those of Figure 2 (a), (b) and (c). We further observe that for the English-Mandarin case, there is a higher number of clusters representing both the languages.

To quantify this evidence, we calculate the cosine similarity of transfer embeddings obtained from the initial epoch and proposed model with mBERT embeddings for English, Mandarin, and English-Mandarin test data. We calculate average cosine similarity over all utterances of the test datasets. We observe that the embeddings after transfer learning are closer to BERT embeddings than the initial epoch embeddings as in Table 3. We use the recorded English-Mandarin speech data for this analysis.

4.2. Experiments on Synthesized Corpus

In Table 4 we show the experimental results corresponding to the synthesized English-Mandarin speech corpus. We obtain the performance for different language specific train and test datasets for Baseline-2 and Proposed MTSN models. For Baseline-1, we use the pre-trained mBERT model and test for different languages. It can be observed from the Table 4 that the Baseline-2 system gives better performance in language matching scenario, which is intuitive. For example, the Baseline-2 system trained with English gives 85.20% on English test set and gives a poor performance of 7.88% on Mandarin test set due to language mismatch. A similar trend in the result is observed for the Baseline-2 model trained with Mandarin language speech data.

Next, to eliminate the language mismatch effect in the baseline frameworks, we further use synthesized English-Mandarin training data. We observe that the performance is improved while using both the languages in training as compared to the language mismatched scenarios. The Proposed MTSN framework exploits the knowledge from the linguistically rich mBERT model and is expected to perform better for intent classification. We use the same synthesized monolingual and English-Mandarin training data to develop the proposed MTSN model. We observe that the monolingual intent classification performance is also improved using the proposed MTSN model compared to that of Baseline-2. However, as expected the performance of monolingual intent classification using the proposed method is superior to that
Table 4: Intent classification performance with proposed MTSN and baseline frameworks w.r.t. different language scenarios using synthesized English-Mandarin corpus.

| Framework      | Train language | Test language | Accuracy (%) |
|----------------|----------------|---------------|--------------|
| Baseline-1     | mBERT model    | Eng           | 80.78        |
|                |                | Man           | 87.88        |
|                |                | Eng-Man       | 84.33        |
| Baseline-2     | Eng            | Eng           | 85.20        |
|                |                | Man           | 7.88         |
|                |                | Eng-Man       | 93.32        |
|                | Man            | Eng           | 75.76        |
|                |                | Man-Man       | 92.52        |
|                |                | Eng-Man       | 84.14        |
| Proposed MTSN  | Eng            | Eng-Man       | 75.64        |
|                | Man            | Man-Man       | 93.48        |
|                |                | Eng-Man       | 87.56        |

Table 5: Intent classification performance with proposed MTSN and baseline frameworks w.r.t. different subsets of training data using synthesized English-Mandarin corpus.

| Framework      | Training data | 10%  | 50%  | 70%  |
|----------------|---------------|------|------|------|
| Baseline-1     | Baseline-1    | 78.30| 80.55| 83.50|
| Baseline-2     | Baseline-2    | 80.64| 82.18| 83.36|
| Proposed MTSN  | Proposed MTSN | 86.10| 87.02| 87.34|

of multi-lingual intent classification. For all the systems, the intent classification accuracy is better using the proposed MTSN model than both Baseline-1 and Baseline-2 systems.

4.2.1. Experiments on limited training data scenario

Further, to observe the efficacy of the proposed MTSN model in case of less training data, we consider different subsets of the synthesized English-Mandarin training corpus. In this case, we choose 10%, 50% and 70% of the entire training data to develop different versions of the English-Mandarin baseline and proposed models. From Table 5, we can observe a very small change in the intent classification accuracy with the reduction of training data for the proposed MTSN model compared to that of Baseline-1 and Baseline-2.

4.3. Experiments on Recorded Corpus

The above mentioned experiments are performed on synthesized database which is comparatively larger than our recorded multi-lingual database. To demonstrate the efficacy of the proposed method in realistic scenario we develop the Baseline-1, Baseline-2 and Proposed MTSN models using the recorded English-Mandarin corpus discussed in Section 3.1.2. In Table 6, we show the performance of the baseline and proposed models for the recorded data. Similar to the synthesized speech results we observe the intent classification accuracy of the proposed MTSN model for English-Mandarin data is 91.02%, which is 88.64% for the Baseline-1 and 89.40% for Baseline-2 systems. This demonstrates the efficacy of the teacher-student approach to learn embeddings from a rich linguistic resource, and impose on task specific SLU models in the multi-lingual scenario.

From the results depicted in Table 4 and Table 6 we observe that for both synthesized and recorded data the performance of Mandarin is superior to that of English, which may be because of the simpler grammatical structure of the sentences in Mandarin compared to that of English. This creates less confusion among similar utterances with different intents in case of Mandarin language. Apart of from the multi-lingual scenario we also observe an improvement in performance of the proposed approach in the monolingual case. This eventually is a result of the transfer learning method. We also note that the performance of multi-lingual model is not as good as the monolingual counterpart.

5. CONCLUSIONS

In this work, we explore the teacher-student learning approach to transfer the knowledge from a linguistic model to a speech based end-to-end intent classification model, for multi-lingual spoken utterances. The proposed MTSN framework leverages knowledge distillation from an mBERT model to the intent classification model. The mBERT model can be replaced by other state-of-the-art language models [25]. Although the aim of this work is to explore the capability of transfer learning in multi-lingual language models, it is clear that the proposed method is able to give better performance compared to the conventional end-to-end intent classification model for multi-lingual data.
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