An unsupervised cluster-level based method for learning node representations of heterogeneous graphs in scientific papers

Jie Song, Meiyu Liang*, Zhe Xue, Junping Du, Kou Feifei
(Beijing Key Laboratory of Intelligent Communication Software and Multimedia, School of Computer, Beijing University of Posts and Telecommunications (National Demonstration Software School), Beijing 100876)
(songs@bupt.edu.cn)

Abstract Learning knowledge representation of scientific paper data is a problem to be solved, and how to learn the representation of paper nodes in scientific paper heterogeneous network is the core to solve this problem. This paper proposes an unsupervised cluster-level scientific paper heterogeneous graph node representation learning method (UCHL), aiming at obtaining the representation of nodes (authors, institutions, papers, etc.) in the heterogeneous graph of scientific papers. Based on the heterogeneous graph representation, this paper performs link prediction on the entire heterogeneous graph and obtains the relationship between the edges of the nodes, that is, the relationship between papers and papers. Experiments results show that the proposed method achieves excellent performance on multiple evaluation metrics on real scientific paper datasets.
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There are various types of edges (relationships) between heterogeneous graph nodes[1], and the different attributes of each edge will also lead to the distance between nodes[2]. The current difficulty in processing heterogeneous graphs is that on the one hand, the structural information of the graph must be processed[3], and on the other hand, the attributes of each node must be paid attention to[4]. Traditional machine learning methods[5] focus on the features of individual nodes while ignoring structural information[6]. Graph neural networks learn new feature vectors for nodes through a recursive neighborhood aggregation strategy, and many supervised graph neural network models have been proposed for graph data representation learning. However, labeled data in heterogeneous graphs of scientific papers are not always available, and these algorithms are not suitable for unsupervised learning of heterogeneous graphs of scientific papers.

In heterogeneous graph research, meta-paths[7] have been widely used to represent composite relationships with different semantics. UCHL uses the structure of meta-paths to model the connection semantics in heterogeneous graphs. Based on different meta-paths, heterogeneous graphs Decomposed into isomorphic graphs with specific semantics, applying graph convolutional neural networks to capture local representations of nodes with specific semantics, and aggregating node representations with different semantics based on an attention mechanism, by maximizing local-global, local-cluster center mutual information and learn representations embedded with graph-level semantic structure information without relying on any supervised label guidance information. The main contributions of this paper are as follows:

1) An unsupervised cluster-level based method for learning the node representation of the heterogeneous graph of scientific papers, UCHL, is proposed, which acquires the knowledge representation of scientific paper data by learning the node representation of the paper data in the heterogeneous network of scientific papers;

2) Learning the low-dimensional embedding space
representation of heterogeneous graph nodes in scientific papers based on mutual information theory and cluster center, while retaining the semantic structure information and node feature information of the graph;

1 Related work

Deepwalk[8] belongs to one of the graph embedding techniques that use walks to traverse the graph by moving from one node to another. Node2vec[9] was one of the first deep learning attempts to learn from graph structured data, considering the Breadth-First Search (BFS) and Depth-First Search (DFS) processes. graph2vec[10] essentially learns to embed a set of subgraphs of a graph with a user-specified number of edges, which is passed to a neural network[11] for classification. SDNE[12] attempts to learn from two different metrics: first-order proximity and second-order proximity. LINE[13] explicitly defines two functions; one for first-order approximation and the other for second-order approximation. HARP[14][15] improves the solution and avoids local optima through better weight initialization, and uses graph coarsening techniques to aggregate related nodes into "super nodes", essentially a graph preprocessing step that simplifies graph to speed up training.

GCN[16] is a multi-layer graph convolutional neural network that encodes adjacency A and feature matrices X as embeddings H. GATs[17] uses attention coefficients instead of Laplacian matrices on the basis of GCN, which better integrates the correlation between vertex features into the model. Various GCN variants have been proposed to address the problem of learning graph embeddings. GraphSAGE[18] samples the neighbor vertices of each vertex in the graph. GCN-LPA[19] analyzes the theoretical relationship between Graph Convolutional Networks (GCN) and Label Propagation Algorithms (LPA). CNMPGNN[20][21] is a topic based on common neighbors that generalizes and enriches structural patterns. ACM-GCN[22] considers the influence of graph structure and input features on GNNs, and proposes an Adaptive Channel Mixing (ACM) framework to adaptively exploit aggregation, diversity and identity channels in each GNN layer to address harmful heterogeneity Addiction.

Metapath2vec[23] is a meta-path-based heterogeneous graph embedding method, which can only deal with a specific meta-path. ESIM[24][25] can exploit multiple meta-paths, but fails to understand the importance of meta-paths. HAN[26] learns the importance of neighbors and multiple meta-paths based on an attention mechanism. MAGNN[27] considers intermediate nodes in meta-paths, aggregating intra-meta-path and inter-meta-path information. HetGNN[28][29] adopts a random walk strategy to sample neighbors, using a specialized Bi-LSTM to integrate heterogeneous node features and neighboring nodes. HetSANN[30] learns different types of adjacent nodes as well as related edges through a type-aware attention layer. Based on Transformer[31] The architecture of HGT[32] Learn the characteristics of different nodes and their relationship to specific types of parameters. DGI[33] describes how the DIM[34][35] idea of maximizing mutual information is applied to the graph domain. On the basis of DGI, HDGI[36] is the first unsupervised method to apply maximizing mutual information in heterogeneous graph representation learning. GIC[37] is an unsupervised graph representation learning method using cluster-level[38] node information, and it is also an extension of DGI work, but it is applied to homogeneous graphs.

2 An unsupervised cluster-level based method for learning node representations of heterogeneous graphs in scientific papers

In order to learn the knowledge representation of scientific paper data, this paper proposes an unsupervised cluster-level based learning method of node representation in heterogeneous graph of scientific papers (UCHL) to obtain the representation of nodes in heterogeneous graph of scientific papers. The overall framework of the method is as follows: Figure 1.
2.1 Problem Definition

The heterogeneous graph of scientific papers is denoted as $G = (V, E)$, which consists of an object set $V$ and a connection set $E$. Heterogeneous graphs are also associated with node type mapping functions $\varphi: V \rightarrow A$ and connection type mapping functions $\omega: E \rightarrow B$. Aand $B$ represents a collection of predefined object types and connection types, where $|A| + |B| > 2$. Based on heterogeneous graphs $G$ and node feature sets $X$ of scientific papers, the goal of UCHL is to learn a $d$ dimensional node representation $H \in R^{|V| \times d}$ that $H$ includes graph structure information and node feature information. Here we only focus on $V$ the representation learning of scientific paper nodes.

In the heterogeneous graph of scientific papers, two adjacent nodes may be connected by different types of edges. These edges are defined as meta-paths, which represent the node types and the number of edges between two adjacent nodes in the heterogeneous graph of scientific papers. Types of: Therefore, the set of meta-paths is defined as $\{\phi_1, \phi_2, ..., \phi_K\}$, where $\phi_i$ represents the $i$ type of meta-path. For example, in the heterogeneous graph of scientific papers, the edge relationship between two papers of the same author and the edge relationship between two papers of the same discipline is Different meta paths. For meta-paths $\phi_i$, if $v_{in} \in V$ a meta-path relationship exists between nodes $v_{in}$ and, then $v_{in} \in V$ sum $v_{in}$ is based $\phi_i$ on adjacent nodes. Such information can be represented by a meta-path adjacency matrix $A^i \in R^{|V| \times |V|}$, if $A^i_{mn} = A^i_{nm} = 1$ it means that the $n$th node is connected to the $m$th node, otherwise it means that it is not connected.

2.2 UCHL overall architecture

The overall structure of UCHL is shown in Figure 1. Representation learning is performed for all specific meta-path nodes, the adjacency matrix under each meta-path is calculated $A^i$, and the corresponding negative sample data is constructed, and they are simultaneously input into the local encoder for encoding. The meta-path local encoder is a hierarchical structure, Individual node representations are learned separately from each meta-path-based adjacency matrix, and then aggregated through semantic-level attention to obtain the output node representation of the meta-path-based local representation encoder $H$, which in turn obtains a global graph representation $s \in R^{1 \times d}$ as well as clusters $\mu_c$.

2.3 Construction of Negative Samples for Heterogeneous Graphs of Scientific Papers

Negative samples are used to construct nodes that do not exist in the original graph. In the heterogeneous graph $G$ of scientific papers, rich and complex structural information is obtained from the meta-path-based adjacency matrix set. Eq. (1) illustrates the process of negative sample generation:

$$\left(\tilde{X}, \{A^1, ..., A^K\} \right) = C(X, \{A^1, ..., A^K\})$$

where $C$ represents the random shuffling function, keeping all meta-path-based adjacency matrices unchanged, changing the indices of nodes to break node-level connections between them. The structure of the whole graph has not changed, but the initial features corresponding to each node have changed.

2.4 Hierarchical Local Encoders for Heterogeneous Graphs of Scientific Papers

The meta-path-based hierarchical local encoder has a two-layer structure. This paper first derives a node representation from each meta-path-based adjacency matrix $A^i$ ($i=1, 2, ..., k$) separately, and then aggregates the node representations under all meta-paths through an attention mechanism. A graph attention neural network
is used as a hierarchical local encoder to derive a node representation containing initial node features \( X \) and adjacency matrices \( A^i (i = 1, 2, \ldots, k) \), and the \( H^1 \) learned hidden representation of nodes is shown in Eq. (2):

\[
\tilde{H}_p = \sigma \left( \sum_{q \in N_p} \alpha^i_{pq} W x_j \right)
\]

(2)

where \( W \) is the shared specific meta-path linear weight matrix transformation, \( N_p \) is the set of neighbor nodes that the node is \( \alpha^i_{pq} \) based on, \( \phi_i \) the attention weight \( K \) based on \( \phi_i \) the \( q \) two connected nodes, and \( p \) is the number of heads in the multi-head attention mechanism.

After the learning of the hierarchical local encoder, the meta-path node representation set based on different semantics can be obtained \( \{H^1, H^2, \ldots, H^k\} \). The representations learned by nodes based on each meta-path only contain semantically specific information in the heterogeneous graph. To aggregate the representations of nodes, a semantic attention layer is added to learn the weights that should be assigned to each meta-path. The \( \{S^1, S^2, \ldots, S^k\} \) semantic attention layer learns the attention weight is guided by the binary cross-entropy loss of whether the node belongs to the original graph.

To make representations based on different meta-paths comparable, a linear transformation needs to be used to transform the representation of each node, defined by a shared weight matrix \( W_{sem} \) and shared bias vector \( b \) parameter. The importance of representations based on different meta-paths will be \( q \) measured by sharing the attention vector. The importance of the meta-path \( \phi_i \) can be calculated by Eq. (3):

\[
e^i = \frac{1}{N} \sum_{j=1}^{N} \tanh(q^j \cdot [W_{sem} \cdot h^i_j + b])
\]

(3)

According to the importance of the meta-path, this paper will use the \textit{softmax} function to normalize it, as shown in Eq. (4):

\[
S^i = \text{softmax}(e^i) = \frac{\exp(e^i)}{\sum_{j=1}^{N} \exp(e^j)}
\]

(4)

The weights of different meta-paths are used as coefficients for linear combination to calculate the final graph global representation \( H \), corresponding to Eq. (5):

\[
H = \sum_{i=1}^{k} S^i \cdot H^i
\]

(5)

and the fake graph node representation \( \tilde{H} \) through the hierarchical local encoder and semantic level attention \( H \), the global graph representation \( s \in R^{1 \times d} \) is calculated by Eq. (6) for all node representations.

\[
s = \sigma \left( \frac{1}{N} \sum_{i=1}^{N} h_i \right)
\]

(6)

where \( \sigma \) represents the logical sigmoid function, \( N \) is the number of nodes, and \( h_i \) represents the representation of each node. Cluster clusters are \( \mu_r \), first computed by clustering the fine-grained representation and then computing the average of all nodes within the cluster. \( \mu_r (r = 1, 2, \ldots) \) are \( R \) obtained by layers implementing a differentiable version of \( \mu \)-means clustering. In the final optimization, \( \mu_r \) the update of can be iteratively carried out by Eq. (7) and Eq. (8):

\[
\mu_r = \frac{\sum c_{ir} h_i}{\sum c_{ir}}
\]

(7)

\[
c_{ir} = \frac{\exp(-\beta \text{sim}(h_i, \mu_r))}{\sum_j \exp(-\beta \text{sim}(h_j, \mu_r))}, \quad f = 1, \ldots, R
\]

(8)

where \( \text{sim}(\ast, \ast) \) represents the similarity function between two instances and \( \beta \) is a hyperparameter that tends to infinity giving each cluster cluster assignment a binary value.

To estimate and maximize mutual information, it is computed according to the cluster cluster to which each node belongs \( z_i \), which represents the corresponding cluster representation of each node. The mutual information between the sums \( z_i \) of each node can then be maximized. \( h_i \) in order to calculate each node \( i \) ‘s \( z_i \), this paper applies \( i \) the weighted average of the representation of the cluster to which the node belongs, as shown in Eq. (9):

\[
z_i = \sigma \left( \sum_{r=1}^{R} c_{ir} \mu_r \right)
\]

(9)

Among them \( c_{ir} \), it has the same meaning as in Eq. (8), it represents the degree to which the node is assigned to the cluster \( r \), it is a soft assignment value, and \( \sigma \) represents the logical sigmoid function.

2.5 Mutual Information Agent for Heterogeneous Graphs of Scientific Papers

A discriminator is defined as a proxy for estimating mutual information by assigning higher scores to
positive examples than negative examples, positive examples are obtained by pairing node representations \( h_i \) with node cluster representations in the real graph, and node representations are obtained by pairing node representations \( z_i \) with node cluster representations in the fake graph. \( \tilde{h}_i \). Clusters represent \( z_i \) pairings to obtain negative examples. As a discriminator function \( D \), it is a proxy for estimating the mutual information between the node representation and the graph global representation, using a bilinear scoring function as shown in Eq. (10):

\[
D(h_i, z_i) = \sigma(h_i^T z_i) \tag{10}
\]

where \( \sigma \) represents the logistic sigmoid nonlinear function.

The discriminator is a standard binary cross-entropy loss function whose purpose is to maximize the product of the expected log ratio of the samples in the joint distribution (positive examples) and the marginal distribution (negative examples). The positive example is the \( s \) AND pairing \( h_i \) of the real input graph \( G \), but the negative example is the \( s \) AND \( \tilde{h}_i \) pairing of the graph, and considering the information of the clusters, \( D \) the loss function of the discriminator consists of two parts, one of which \( L_g \) is between the global representation of the graph and the node representation. The cross-entropy loss \( L_c \) is the cross-entropy loss between the cluster representation and the node representation, as shown in Eq. (11) and Eq. (12), respectively:

\[
L_g = \frac{1}{2N} \left( \sum_{i=1}^{N} E_{(x, i)} \left[ \log D(h_i, s) \right] \right)
\]

\[
+ \sum_{i=1}^{N} E_{(x, \tilde{s})} \left[ \log(1 - D(h_i, \tilde{s})) \right] \tag{11}
\]

\[
L_c = \frac{1}{2N} \left( \sum_{i=1}^{N} E_{(x, i)} \left[ \log D(h_i, z_i) \right] \right)
\]

\[
+ \sum_{i=1}^{N} E_{(x, \tilde{s})} \left[ \log(1 - D(h_i, z_i)) \right] \tag{12}
\]

The total loss function of UCHL is shown in Eq. (13).

\[
L = \theta L_g + (1 - \theta) L_c \tag{13}
\]

where \( \theta \in [0, 1] \) is a hyperparameter. In this paper, by continuously optimizing the loss in Eq. (13), an optimal solution can be obtained, and the node representation of the heterogeneous graph of scientific papers can be learned. The algorithm flow is shown in Table 1.

### 3 Experimental results and analysis

#### 3.1 Dataset

In order to verify the proposed unsupervised cluster-level based learning method of heterogeneous graph node representation (UCHL), a comparative test with other related algorithms is carried out on three real public datasets.

DBLP dataset: contains 14328 papers (P), 4057 authors (A), 20 conferences (C), 8789 terms (T). The authors are divided into four areas: databases, data mining, machine learning, and information retrieval. This paper uses the meta-path set \{APA, APCPA, APTPA\} to conduct experiments.

ACM dataset: Extract papers published in KDD, SIGMOD, SIGCOMM, MobiCOM and VLDB, and classify papers into three categories (database, wireless communication, data mining). This paper constructs a heterogeneous graph including 3025 papers (P), 5835 authors (A), and 56 topics (S). Experiment with the meta-path set \{PAP, PSP\}.

AMINER dataset: contains 4472 authors (A), 7,623 papers (P), 101 conferences (C) and 10 paper classifications (L). This paper uses the meta-path set \{APA, APCPA, APTPA\} to conduct experiments.
3.2 Comparison method

This paper compares the proposed UCHL with the following unsupervised representation learning methods:

Raw Feature: Directly use node text features;

DeepWalk: a random walk-based network designed for isomorphic graphs;

Metapath2vec: Based on meta-paths, but can only handle a specific meta-path;

ESim: Capture semantic information from multiple meta-paths.

At the same time, this paper also compares the following supervised representation learning methods:

GCN: Semi-supervised method for node classification in isomorphic graphs;

GAT: A supervised representation learning method based on attention mechanism;

HAN: Employ node-level attention and semantic-level attention to capture information from all meta-paths.

In the experiments, some edges are hidden in the input graph, and the goal is to predict the existence of these edges based on the computed node representations, and the probabilities of edges between $\sigma(h_i^T h_j)$ nodes are $j$ given by, where $\sigma$ is a logistic sigmoid function. Set the edges of 5% positive samples and negative samples as the validation set, and set the edges of 10% positive samples and negative samples as the test set, and the learned representation feature dimension $d = 16$. We tested the area under the ROC curve, the AUC score, which is equal to the probability that a randomly selected edge ranks higher than a randomly selected negative edge and the average precision AP score, which is the area under the precision - recall curve; here, the precision is given by $TP / (TP + FP)$ is given and recall is given by $TP / (TP + FN)$. Among them, $TP$ represents the number of positive cases predicted as positive cases, $FP$ represents the number of negative cases predicted as positive cases, and $FN$ represents the number of positive cases predicted as negative cases.

3.3 Experimental results and analysis of UCHL

This section presents the performance comparison and parameter analysis of the proposed UCHL and other methods.

Table 3 Performance Comparison of UCHL a and Other Comparative Methods on DBLP

| Method       | AUC     | AP      |
|--------------|---------|---------|
| Raw Feature  | 70.24   | 69.73   |
| DeepWalk     | 7.53    | 7.46    |
| Metapath2vec | 7.96    | 7.91    |
| ESIm         | 8.745   | 8.69    |
| GCN          | 77.56   | 76.14   |
| GAT          | 84.34   | 83.28   |
| HAN          | 90.67   | 8.95    |
| UCHL         | 93.26   | 93.11   |

The experimental results of the comparison on the DBLP dataset are shown in Table 3. Since the proposed UCHL method fully considers the impact of different meta-paths on the overall results, the proposed UCHL achieves better performance than all comparison methods in terms of AUC and AP. Compared with the second-ranked method HAN, UCHL achieves 2.59% and 3.58% improvement in AUC and AP, respectively. Compared with using the original features directly, UCHL has more than 20% performance improvement in both AUC and AP metrics.

Table 4 Performance Comparison of UCHL and Other Comparative Methods on ACM

| Method       | AUC     | AP      |
|--------------|---------|---------|
| Raw Feature  | 69.98   | 68.22   |
| DeepWalk     | 7.82    | 7.19    |
| Metapath2vec | 7.62    | 7.31    |
| ESIm         | 8.83    | 8.63    |
| GCN          | 78.02   | 7.36    |
| GAT          | 84.68   | 82.87   |
| HAN          | 87.26   | 8.71    |
| UCHL         | 92.48   | 91.69   |

Table 4 shows the experimental results of UCHL and other comparison methods on the ACM dataset. It can be observed that UCHL still achieves the best performance, which is about 20% higher than the original features or traditional methods such as DeepWalk. Compared with the best supervised method HAN and unsupervised method ESIm, the AUC and AP of UCHL are improved by 5.22%, 4.11% and 4.58%, 5.56% respectively.
Table 5 Performance Comparison of UCHL and Other Comparative Methods on AMINER

| Method      | AUC  | AP   |
|-------------|------|------|
| Raw Feature | 66.16 | 63.91|
| DeepWalk    | 68.94 | 67.39|
| Metapath 2 vec | 71.39 | 68.97|
| eSim        | 83.68 | 81.61|
| GCN         | 74.33 | 73.31|
| GAT         | 79.62 | 79.17|
| HAN         | 83.14 | 82.90|
| UCHL        | 85.43 | 83.97|

The experimental results on the AMINER dataset are shown in Table 5. As can be seen from Table 5, the performance of the proposed UCHL on AUC and AP once again surpasses all comparison methods, in which, based on the original features, UCHL achieves nearly 17% on AUC and nearly 20% on AP, respectively. Compared with the suboptimal method HAN, UCHL improves AUC by 2.29 % and AP by 1.07%. A hyperparameter is provided $\theta$ to tune the effect of the two-part loss on the overall performance of the model. In order to verify the influence of hyperparameters in Eq. (14) $\theta$ on UCHL, parameter experiments were carried out on three datasets respectively, and the experimental results are shown in Figures 2 and 3. Search $\theta$ in [0.1, 0.9], step size is set to 0.1, perform 9 experiments with different hyperparameters $\theta$, record the results of the experiments on three datasets, and observe how the AUC and AP of UCHL will change.

![Fig. 2 AUC values of UCHL for different $\theta$ on three datasets](image)

It can be observed from Figure 2 that the AUC performance of UCHL on the three datasets DBLP, ACM and AMINER remains almost unchanged as it varies from 0.1 to 0.9, that is to say, the change of hyperparameters has no effect on the proposed method has little effect in the end.

![Fig. 3 AP values of UCHL for different $\theta$ on three datasets](image)

Figure 3 shows that the AP performance of UCHL on the DBLP, ACM and AMINER datasets $\theta$ remains stable with fluctuations, and the optimal performance is generally obtained in $\theta$ the [0.4-0.7] interval. Overall, UCHL is not sensitive to parameters. The effect of the number of clusters $R$ on UCHL was verified. Taking the ACM dataset as an example, the learned technical papers are represented by TSNE dimensionality reduction and the 2D spatial graph node representation is drawn. Since the papers in the ACM dataset are divided into three categories, we set the number of categories when drawing the TSNE dimensionality reduction graph as 3, we take 3, $R=4$, and 5, respectively, and draw the results shown in Figure 4.

![Fig. 4 Effects of different cluster numbers $R$ on the quality of node representation learned by UCHL](image)

(a) $R=3$  
(b) $R=4$  
(c) $R=5$

The results were evaluated using the silhouette score SIL. For the ACM dataset, Fig. 4 (a) is $R=3$ drawn from the node representations learned by UCHL, Fig. 4 (b) and Fig. 4 (c) obtained under the conditions of $R=4$ and $R=5$, respectively. It is observed that UCHL performs well on the ACM dataset and can identify clusters based on node representations. Changes in $R$ also do not cause large fluctuations in the quality of node representation, which can also be confirmed from
the changes in SIL scores. In Figure 4, the SIL scores of UCHL in \( R = 3 \), \( R = 4 \) and \( R = 5 \) three cases are: 0.1185, 0.1114, and 0.1243, respectively. Under the dual constraints of mutual information and cluster center, UCHL can quickly aggregate similar node representations in the semantic vector space, and nodes in the same cluster are also close to the cluster center of the class.

4 Conclusion

This paper analyzes the influence of mutual information maximization and cluster center in the representation learning of heterogeneous graphs of scientific papers, and proposes an unsupervised cluster-level learning method of node representations of heterogeneous graphs of scientific papers (UCHL), which realizes the learning of heterogeneous graphs of scientific papers. Deep Semantic Representation Learning. UCHL uses the structure of meta-paths to model the semantics of associations in heterogeneous graphs, decomposes heterogeneous graphs into isomorphic graphs with specific semantics based on different meta-paths, and captures nodes with specific semantics based on graph convolutional neural networks local representation. Based on mutual information maximization and cluster clustering technology, UCHL uses an attention mechanism to aggregate node representations with different semantics. Good learning of heterogeneous graph node representations for scientific papers containing graph-level structural information. By validating the proposed UCHL on three scientific paper datasets, the experimental results show that the scientific paper heterogeneous graph node representation learned by UCHL achieves the best performance in the link prediction task of the scientific paper heterogeneous graph.
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