Data-driven nonrigid object feature analysis: Subspace application of incidence structure
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Abstract
In object recognition, feature extraction algorithms are designed to capture the discriminate statistics of objects. Due to pose, deformation and background clutter, the recognition of objects becomes nontrivial, particularly nonrigid samples. Through incidence and geometric structure, this article reports on the data-driven identification of critical features located on object exemplar profiles. The investigation is demonstrated using the features of a cat’s head and the application of the Hough transform to extract planar geometric features. A data-driven recognition routine is described that accumulates prior knowledge for evaluating the error contribution of critical features impacting recognition confidence. In measuring affine facial features, feature parallelism is tracked to determine rotations and elevations of a cat’s head. A preliminary recognition error of 8.2% and 17.8% is determined for a front training profile. An analysis proceeds to determine contributions to this error due the identified critical features.
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1 | INTRODUCTION

In computer vision problems, data-driven object recognition is having a growing impact on the discovery of geometric, structural and semantic relationships between shapes.¹,² The data-driven approach between geometry and structure is heavily related to the activity, hence functionality of the shape. Prevailing methods in object recognition study objects under isolation by transfer of information from exemplar to target through correlation. Limitations identified in the review of data-driven 3D shape analysis in Reference 3 highlight these issues: generalization across different datasets; complexity and scalability of the datasets incurring computational training time penalty; size of available 3D datasets where 2D datasets are used to infer 3D data; generation of training data for geometric shape processing tasks; uncovering useful patterns within models to uncover useful information of the problem being solved. These issues, regardless of the geometry being either a plane or solid, are synonymous with object recognition and supervised learning. The proposed method...
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in this work is aimed at systems with limited hardware capability and therefore many of the more sophisticated algorithms are not applicable here. Through a data-driven object recognition routine the method establishes recognition of an object through linear characterization of its critical geometric features. The object under test is a cat, this is a deformable nonrigid body since its body parts can move independently of one another presenting challenging and unpredictable viewpoints and poses. To define the purpose of this study, we detail the contribution of this work in conjunction with the current state-of-the-art.

A subset of machine learning called deep learning has improved the state-of-the-art in computational models addressing visual tasks. Whereby, deep learning allows multiple processing layers to learn higher levels of data abstraction. Beyond the study of objects under isolation, feature data that is contained in the pixel information of images are widely processed by convolutional neural networks (CNN). Current development of the generic CCN model are the faster region-based CNN and you only look once (YOLO) network. The main challenges, through machine learning, deep or not, that computational model development attempt to address, are accuracy, speed, cost, and complexity. In the review of deep learning, it is stated that “human and animal learning is largely unsupervised: we discover structure in the world by observing it and not by being told the name of every object. A second thought given in Reference 11 argues that through logical and probabilistic inference, an existing gap between machine learning and machine reasoning can be defined, this being “the ability to manipulate prior knowledge in order to answer a new question.” Whilst the creation of Image-Net has increased the ability to present, prelabel, and manipulate millions of training images into such data hungry models as it remains that the biological visual system does not require the shear equal amount of training data to handle the recognition of a complex object across multiple viewpoints. Even though, today’s computing power alleviates the once demanding resource to pre/postprocess and train these scales of image data. In Reference 12, a review is conducted on the progression of CNN to the present day, whereby, two future directions of deep learning object detection are presented. First, unsupervised object discovery and second, video object detection: tracking temporal information across frames to understand object functionality. The contributions of this work relate prior knowledge obtained from traditional computer vision methods to identify, through inference, feature hierarchies from unlabeled inputs and known templates. A common visual feature of known rigid and known nonrigid object recognition are the spatial relationships between the object’s parts and pose. Moreover, affine geometric object feature characterizations tracked through the viewpoint of an object drive the disambiguation of object patterns in this work.

In handling image content to determine feature descriptors an invariant model can be deployed to initially mitigate geometric distortions typically described by rigid body movement. In References 15, 16, and 17 enhancements to CNNs to incorporate rigid body invariance have being investigated. However, out-of-plane rotations which depict 3D objects require even more training data to characterize discriminant feature data across viewpoints. In this work, we show how affine 2D geometric feature data from nonrigid objects are localized and measured from real images to recognize this object. These are tracked through a novel iterative model based on a data-driven recognition routine utilizing the Hough transform. The model builds on the application of active shape/contour models and models of articulation using key points captured in a 2D frame to establish logical and probabilistic reasoning to recognize and track known nonrigid deformable objects through two-axis of rotation. Furthermore, the approach presents a solution that converges both a bottom up and top down approach to object detection and reasoning. Whereby it is object parts that are determined first to make up the whole. Moreover, recognition confidence via template matching is scored incrementally. As opposed to detecting the whole and inspecting for parts. For state-of-the-art hand-crafted feature detector/extractors such as SIFT/SURF, the range in which out-of-plane rotations can be accommodated is limited to $-35^\circ$ to $35^\circ$. Whilst the analysis in this study is performed using a limited range of real cat head images and centers on the error contributions of each data-driven feature towards the overall recognition confidence of the cat’s head. A study of occlusion combined with critical feature identification (via a data-driven procedure) establishes shape functionality that is representative to the holistic form of the object. Most importantly, and through a novel combination of applicable techniques, the model observes, infers, and retrieves geometric features from real images based on a priori of weakly supervised data. For applications and specimens (rigid and nonrigid) with appropriate and well-defined degrees of freedom, this study demonstrates that such inferences through logical and probabilistic reasoning can be algebraically implemented to enhance computational models of recognition. One problem that the authors in Reference 27 discuss is the predication of regions of prominent objects in images. The authors simplify the problem to a single class of object where there is at least one in the captured scene. This is commonly known as foreground detection but without manually drawing bounding boxes to allow isolated study of the object. Automatic image region prediction would enhance the speed and accuracy of object recognition systems because redundant image space would be disregarded, and feature extractors would be concentrated to important areas within a picture. In Reference 28 evidence accumulation inference is also used to determine regions of interest to
utilize shape-based recognition. Whilst data-driven shape analysis is also applied in segmentation for applications such as moving object detection, the target application in this report is classification.

In this article we report on the importance of features for the classification of the complex object class cat. The collection of reliable object geometry data to infer structural relationships between the geometry and precedence of critical features are investigated. The class object cat is chosen due to view invariance and object familiarity. The recognition routine is based on the principal of recognition-by-parts and the application of the Hough transform. Such that the proposed method is aimed at systems with limited hardware capability, the model is simple and retrieves geometric features from real images based on a planar shape-driven routine. The model searches image space based on well-defined limits built into the training templates. These limits are based on the facial features (ear, eyes, and nose) of the object class cat, their average geometric lengths based on anatomical data and the distances describing the spatial relationship of these features. The model then compares the retrieved feature data from the image space region to remove redundant templates and build up a semisupervised model of the image content. As more features are observed by known inferences from the previous feature, a cumulative recognition confidence increases or decreases. The advantages of the proposed approach are that whilst recognition confidence builds up general class discernibility between a cat and a dog for example. The preemptive knowledge for higher abstractions into the object model increases the intraclass discriminability without potentially affecting interclass separability. Considering the current capabilities of deep learning models in 3D object recognition and moving object recognition and additional requirements on training inputs. We think that integration of optimized hand-crafted feature detectors to isolate (object dependent) critical features is an area where hybrid learning and hand-crafted models may offer the most appropriate solutions. A second advantage that the proposed method offers is a semisupervised search criterion for object parts that through further investigation can be adapted into a preprocessing layer of a deep learning model to reduce redundancies of image search regions. Moreover, the application of this approach can be applied across multiclass facial and complex object recognition problems. It is intended that readers consider this report as a preliminary analysis. The article is organized as follows, first, the topic of data-driven recognition is discussed further to determine an appropriate recognition routine. The experiment and analysis of the determined object features are then detailed with respect to training data profiles, feature identification, affine feature tracking, and impacts on recognition confidence. The report ends with a discussion and summary of the importance of features in nonrigid object recognition.

### 2 DATA-DRIVEN FEATURE ANALYSIS

In this section, a linear method in exploratory statistics is discussed in order to determine an appropriate recognition routine. First, for an object (cat head) that is based on a simplification of its parts, mechanisms to isolate, investigate, and analyze features, are presented. Their purpose, to generate congruent data pertaining to the geometric makeup of the object and its parts. Finally, an outline of the processing path and the signal processing issues are considered.

For an image displaying a planer object containing multiple planer object parts there exists an \( \mathbb{R}^2 \) vector space of the image and a subspace \( \mathbb{R}^n \) pertaining to the image components \( n \). In this definition and application, a planer object can either be represented as one holistic component or as many components which follow the atomistic relationship of the whole. This mathematical tool enables the representation of Biederman’s recognition by parts assuming there exists the possibility to characterize object parts with Euclidean plane geometry. A challenge in the linear generalizations of problems at this level of statistical investigation, is to identify the interactions between linear components of the whole and the parts that are operated on by different scalar amounts. Thus, mirroring the inherent nonlinearity a real nonrigid object would exhibit at any instance of time.

Explorative data analysis techniques can be used to analyze vector-spaces and subspaces. The discussion that follows looks at the purpose of these techniques to uncover underlying structural observations of linearly posed problems and how they evolve to help encompass and identify complex relationships. The primary technique discussed is a special case of projection pursuit analysis, known as principal component analysis (PCA). To begin this discussion the necessary statistics are defined: standard deviation (SD), variance and covariance. SD is a measure of how spread out datasets are, this means that the SD, \( \sigma \), is the rms distance from the mean, \( \mu \), of the dataset. Closely related is variance, \( \sigma^2 \), an equivalent statistical measure from the normal distribution relating the spread of data from its mean value. In 2D both the SD and variance are 1D operators. To analyze the spread of data for \( n \) multiple dimensions, a separate calculation for each dimension is required. To provide information about the dispersion relationship between datasets the covariance between two variables is used. In matrix algebra, the covariance matrix, eigenvectors, and eigenvalues along with the second-order statistic covariance, encompass the essence of PCA.
The purpose of PCA is to transform a large dataset, containing potentially correlated variables, into a smaller quantity of variables called principal components. In doing so, it allows analysts to identify patterns and trends, or not, in large datasets by using a projection of the larger dataset onto its principal components (smaller dataset). Of which, retaining the potentially correlated behavior of the variables that exhibit maximum variance. Perhaps, the most commonly known application of PCA is in face recognition. In References 36 and 37, the authors discuss up to date detailed reviews on current facial recognition capabilities. For the general application of statistical analysis, the reality of applicability to interesting problems is in the interpretation of the results. PCA is unsupervised in the sense that the model does not care and does not need any prior information about the input to perform the analysis. Therefore, it is nonparametric and in deciding whether to apply this technique, the primary assumption made in the algorithm’s set-up must be considered. The primary assumption is that the dataset needs to be decorrelated from second-order statistics. This is because each characteristic vector or new vector space must be orthogonal to present clear distinction (distortion mitigation) of the principal components. In literature, a simple example of this is demonstrated by applying PCA to non-Gaussian data. Hence forth, the true goal is error minimization of the reduced dataset.

There are identified processing tasks that benefit from the use of prior knowledge, such as object localization within images and bounding box positioning for regions of interest. In the scheme of the proposed method of recognition, a data-driven methodology is applied to a recognition systems level processes: feature detection, extraction, and recognition. The aim of utilizing prior knowledge in this manner is that likelihoods of object instances are discriminated along the processing path as opposed to solely the end stage of recognition. Examples of prior knowledge for the object class cat may include head position and pose; existence of features such as a second eye or ear; the distances to search for additional features in the input image; the appropriate profile to correlate detected features with.

2.1 Recognition approach

For an animal such as a cat, a discriminative body part is the head, which contains the features: ear, eye, nose, mouth. The proposed method of recognition is based on a picture that contains the object only, whereby, which facial features are available, and which are important, and the spatial relationship of those facial features, is the critical question to address. For example, the cat head in Figure 1 illustrates these key features and a crucial triangulated observation of the feature space.

The key measurement of the features is the separation distances and the specific geometries of the feature. For example, the approximate circular eye radius or ear edge length and width, and incident angle at the tip of the ear. Within images the feature distances are projective, when a cat’s head turns these projections are preserved in 2D. Since scale invariance becomes a critical issue, preserving projective measurements becomes important when selecting the appropriate template profile to base the recognition decisions on. Hence, feature ratios which are dimensionless and therefore invariant to scale displacement, are used to normalize the feature data.

**FIGURE 1** Cat head illustrating the triangular nature of feature space relationships and the key feature positions: ears, eyes, nose
To clarify the purpose of the recognition routine, a detectable and identifiable process consists of geometric anatomical measurements and object part feature ratios. Second, due to the constraints in the number of cat pictures available and the computing time, the investigations in this report should be treated as a result of a demonstration of key processing steps. The approach to recognition and how prior knowledge is generated and implemented is as follows.

**Observation**

- **Find area of interest in picture:** application of correlation
  
  Detect Object Part

- **Preserve shapes in image:** application of edge detection
  
  Identify lines/curves to maximize the criteria of plane geometry input to the Hough transform

  Identify Object Part

- **Extract geometric shape information from Hough transform**
  
  Identify geometric range of object part: scale and position/view

  Verify geometric distances with training examples: Euclidean distance metrics of feature geometry; holistic shape similarity: eigenspaces

  Eliminate Object Training Data

- **Remove outcome of feature identification from training data**

  Signal Correlation

  - Compare geometric distances with training profile feature
  - Populate feature table with similarity score of object feature

### 2.1.1 SIGNAL PROCESSING PATH AND ISSUES

To recognize a cat using linear geometry, the first step is to detect the edges within the image using standard edge detection methods; such as first and second-order differentiators. The edge image is input into the Hough transform (Appendix A), whereby, an appropriate threshold is obtained by selecting a range of the maximum peaks in the parametric Hough accumulator: rho and theta. Thresholding of the accumulator is important due to weakly detected edges in the image. Once the Hough transform is applied, and candidate feature locations are identified, obtained initial geometric measurement are in units of pixels. To compare training data measurements across changes in scale, pixel distances are required to be converted back to length (eg, mm or cm) and then normalized with respect to the feature in question. This process is complex because the feature in question will have its SD removed from the average value of the feature. Therefore, the formation of a feature vector is more appropriately determined using the ratio between critical features.

Take the eye as the feature in question; the initial process will signal that the feature in question has a high probability to be an eye (based on the shape and size). The final determination must rely on the geometric relationships between the feature and the other features located subsequently. The application and the operating range required by the environment the system operates in will also dictate a range as to what scale and viewpoint it expects the object to present itself in. The overall approach is as follows; a visual device may have an operating range of 5 m with a viewing angle of ±50°. Whereby for a defined interval of scale, rotation, and image resolution, a search range of the radius in the Hough transform can be applied. Once a candidate location has been found, closer inspection using a second Hough transform may present a smaller circular object (pupil perhaps). Hence information is accumulated that discriminates the candidate as an eye. For additional verification, eigenspace analysis of the candidate eye image region(s) to a constrained database of eyes, ears, and noses can be applied. The only viable outcome is a probability that the feature is the feature of interest. However, cat
eyes are elliptical and although the major axis does not change, the minor axis does. This is dependent on the closure of
the cat's eye lid. Therefore, the starting point in the recognition process is an important consideration.

Since the eye is a soft object that can change shape under a transformation, the apparent stable object feature of
the cat's face is the ear. Unlike dogs, cats' ears are almost always perpendicular to the boundary of the head. Therefore,
the starting point sequences in the recognition process to consider are: (1) Ear, second ear, eye, second eye, nose; (2) Eye,
second eye, ear, second ear, nose; and (3) Nose, eye, second eye, ear, second ear. Within these sequences there is the
possibility that a second feature (eye or ear distance) may not be detectable or even exist. This is because the system
cannot detect it, or it is occluded from the input. Therefore, missing features play a role in determining pose as well as
decreasing the recognition methods probability of success. A metric is established from the number of features located
and their geometric relationships, indicating a level of confidence that the object is a cat.

3 | EXPERIMENTS AND ANALYSIS

In this section a front profile of a cat's head is determined based on average distances between appropriate geometric
features measuring length of object parts and distance between parts. The measured features values of the front profiles
training data are presented in Appendix B; obtained from the ImageNet database. The generated front profile is analyzed
to establish the critical features to be observed in recognition of the object. Leading on from the front profile, the analysis
is developed to determine the critical features to track through rotated profiles of the cat head. The availability of suitable
templates to establish rotated features from real pictures of a cat head at defined rotations is a nontrivial task. Based on
the availability of this training data (see Appendix B), a single exemplar 3D model of a cat head processed in AutoCAD
is analyzed. The central arguments of this article report and discuss the contributions of the determined critical features
to the recognition error. The method of recognition is adopted from application of the Hough transform to quantify the
linear geometry of the features.

3.1 | Identifying critical features

Taken from a subcategory of the ImageNet database, there are 25 examples of a cat's front profile, \( \Omega_F(i) \), in Figure 2A.
These are used to obtain an average profile of the cat; these profiles are depicted in Figure 2B. Whereby, the approximated
feature measurements (explicitly defined in Appendix B) using Microsoft Word line measurement are: (1) eye major axis,
(2) eye minor axis, (3) head width, (4) head height, (5) nose width, (6) nose height, (7) ear length, (8) ear width, (9) eye
separation, (10) ear separation, (11) eye to nose separation, (12) eye to ear separation. Any nonmeasurable feature is given
a zero-measurement value. It is important to note that the features chosen are preliminary at this stage.

For each \( \Omega_F(i) \) of the training sets feature vector in Figure 2B, information about their feature's measurements reveal
those with the largest distance values. Whereby, the head width and length, ear separation, and eye separation are the
features with the largest linear distance. In these training images the ear length and width (feature 7 and feature 8)
seem to exhibit the greatest variability of the obtained approximated feature measurements. The average cat face of \( \Omega_F \)
in Figure 3A illustrates feature location, feature relationship distances (cm), and geometric approximations of the features;
eyes are elliptical, head is elliptical, nose and ears are triangular. The average cats face appears regular because the object
part shape is simplified by a regular geometric shape. The average cat face \( \Omega_F \) and SD \( \sigma(\Omega_F) \) in Figure 3B are important
because the metric potentially indicates which are the most stable features: those features with a low variance and large
mean. Comparing the statistics of Figure 3B to the coefficient of variation \( CV = \sigma(\Omega_F) / \Omega_F \) in Table 1, the results show that
the feature with the lowest dispersion is the ear separation distance, and the highest dispersion being the minor axis of
the ellipse eye.

The head measurements can be considered redundant measurements because the boundary of the head, even simplified
to a circular shape, is difficult to define as a boundary because fur is characteristically a high frequency component.
The high dispersion of the eye closing seems to resemble the variation across the training set in Figure 2A. Where some
eyes are partially open and some closed. The nose has a CV that is relatively equal to the remaining features (21.53% to
29.53%). By a visual inspection of the cat's nose, it is a small lesser defined object relative to an eye and an ear. Hence, the
sequences of recognition stated place the least importance to nose recognition in the recognition process.

The recognition process is applied to a cat's front profile using two of the sample images in the training set, \( \Omega_T \). As
each feature is detected and identified, its similarity to the average cats face feature range \( \Omega_F(i) \pm \sigma(\Omega_F(i)) \) is scored through
**FIGURE 2**  (A) Cat profile $\Omega_{i_1:25}$ training set: 25 examples$^1$ of a cat's front profile. (B) Individual plots of cat front profile feature vector $\Omega_{F_1}$, each chart is one cat in (A). From left to right: number of feature measurements (x-axis) vs feature value (y-axis) cm.

**FIGURE 3**  (A) Average cat face $\overline{\Omega}_F$. (B) Feature measurements (cm): $\Omega_{F_1} \pm \sigma(\Omega_{F_1})$
TABLE 1  Front profile statistics: coefficient of variation (cv), average $\overline{\Omega_f}$, SD $\sigma(\Omega_f)$

| Feature                  | cv (%) | $\overline{\Omega_f}$ (cm) | $\sigma(\Omega_f)$ (cm) |
|--------------------------|--------|-----------------------------|--------------------------|
| 1  Eye major axis        | 25.68  | 0.269                       | 0.069                    |
| 2  Eye minor axis        | 44.7   | 0.178                       | 0.079                    |
| 3  Head width            | 18.4   | 1.656                       | 0.298                    |
| 4  Head height           | 16.7   | 1.513                       | 0.252                    |
| 5  Nose width            | 26.86  | 0.435                       | 0.117                    |
| 6  Nose height           | 25.01  | 0.713                       | 0.178                    |
| 7  Ear length            | 24.0   | 1.334                       | 0.322                    |
| 8  Ear width             | 29.53  | 0.911                       | 0.269                    |
| 9  Eye separation        | 21.31  | 1.371                       | 0.292                    |
| 10 Ear separation        | 19.1   | 2.662                       | 0.508                    |
| 11 Eye to nose separation| 21.53  | 1.138                       | 0.245                    |
| 12 Eye to ear separation | 23.36  | 1.535                       | 0.356                    |

TABLE 2  Recognition measurements of $\Omega_{T(1)}$: measurements are in pixels except where % is denoted, cm/pixel scale value is 0.014

| Feature | $\overline{\Omega_f}$ | $\pm \sigma(\Omega_f)$ | $\Omega_T(i)$ | error(\$\Omega_f(i)$) | $\Omega_T(i)$ | $|\Omega_T(i) - \Omega_f(i)|$ |
|---------|------------------------|------------------------|--------------|------------------------|--------------|-----------------------------|
| 1       | 19.2                   | 4.9                    | 24.2         | 26                     | 18.9         | 5.3                         |
| 2       | 12.7                   | 5.7                    | 16           | 26                     | 13.6         | 2.4                         |
| 3       | —                      | —                      | —            | —                      | —            | —                           |
| 4       | —                      | —                      | —            | —                      | —            | —                           |
| 5       | 31.01                  | 8.4                    | 39           | 26                     | 29.3         | 9.7                         |
| 6       | 50.9                   | 12.7                   | 66           | 29.7                   | 40           | 26                          |
| 7       | 96                     | 23                     | 102.6        | 6.8                    | 82.1         | 20.45                       |
| 8       | 65.1                   | 19.2                   | 88.75        | 36                     | 67.1         | 21.65                       |
| 9       | 97.9                   | 20.9                   | 93           | 5                      | 94.3         | 1.3                         |
| 10      | 190.2                  | 36.3                   | 178.6        | 6                      | 167.6        | 11                          |
| 11      | 81.3                   | 17.5                   | 74           | 9                      | 78.6         | 4.6                         |
| 12      | 109.6                  | 25.6                   | 101.4        | 7.5                    | 87.9         | 13.45                       |

its relative error in the range: $-\sigma(\Omega_f(i)) \leq \text{error}(\Omega) \leq \sigma(\Omega_f(i))$, for

$$\text{error}(\Omega_f(i)) = \frac{|\Omega_T(i) - \overline{\Omega_f(i)}|}{\overline{\Omega_f(i)}}.$$  (1)

Based on the measured feature distances in Table 2, the relative error obtained using Equation (1) demonstrates the recognition success of the cat by comparing the relative error between the average cat feature data and the measured cat feature data. A second point to consider, is the consistence of test data measurements used to obtain an average profile, whereby the same points in each test example is approximated. Whereas, the measured distances of the location coordinates are in error to the process of recognition; these are limited to a pixel level accuracy. The absolute error between the measured values of $\Omega_{T(1)}$ and the observed values used in generating the average profile $\Omega_{T(0)}$, quantitatively highlights the degree of systematic error in manually extracting the feature data in the training set for the sample used.

Since the eye’s radius is approximated to be a circle, the minor axis of the ellipse approximation to the eye in the test data is used to deduce a relative measurement of this feature. The head feature measurements are omitted due to the saliency of the feature. The feature vector of the measured values compared to the average profile is depicted in Figure 4A, B, the average error, $\text{error}(\overline{\Omega_{T(1)}})$%, is 17.8%. The features with the highest degree of error are the width and length of the
ear and nose and eye radius. However, the features with the lowest degree of error and lowest measurement error are
the distances between object parts based on approximated start and end point locations. To ascertain confidence in the
method of recognition for the front profile, the process is repeated for a second test sample $\Omega_T(2)$ (Figure 5A). Whereby
the observed and recorded measurements are documented in Figure 5B, C and Table 3.

The average error, $\text{error}(\Omega_T(2))\%$, of the measured feature vector values against the average profile is 8.2%. Attempting to
measure the length of an edge via a thresholding process in the signal preprocessing stage may not always provide a reliable
account of the feature. This is because the distances of the object parts are relatively small, therefore any fluctuations
above the measurement value will distort the value. Whereas, larger separation distances seem to present more stable
features that are less susceptible to the measurement error of an edge. This is investigated in the next section to select
accurate profiles to compare feature distances against. The ratios of such lengths for resolving a cats pose/view is the
primary mechanism to account for nonlinear feature interactions undergoing elevated and out-of-plane rotations.
FIGURE 6  Test rotated cat head profile$^{11}$ and identified cat head features used to track rotated profiles $\Omega_F(\theta, \phi)$: out-of-plane rotation $\theta$, rotation range $-50^\circ$ to $0^\circ$, $\Delta \theta = 10^\circ$, and elevation angle $\phi$, rotation range $50^\circ$ to $-50^\circ$, $\Delta \phi = 10^\circ$.  

### 3.2 Rotated profile features

To begin the analysis of a rotated profile, the training object in Figure 6 displays what is considered as the average cat head. This is a clear assumption that these results and analysis are based on. The cat head presents the appropriate features to track through a 2D rotation map $\Omega_F(\theta, \phi)$, these are: ear separation, eye separation, nose to ear separation, nose to ear separation half distance, and eye to ear cross separation. Of these features, there are (more than) two length tractable features through $\theta$ and $\phi$ rotation planes. 

This process is a factor of feature distortion identified in lesser measurable distances in the analysis of the front profile feature space. The cat head undergoing rotations in $\theta$ will always be symmetrical because the change in view is purely horizontal; except under occluded views. Under elevation angles $\phi$ this is not the case as the change in view occurs vertically, whereby the top of the cat head is not symmetric to the bottom view.

For $\Omega_F(\theta, -50^\circ : 0^\circ, 0^\circ)$, the features used to track rotation displacement are ear separation, eye separation, and cross eye separation (left eye to right ear separation or vice-versa). These are chosen because of their length and availability to measure up to $\pm 50^\circ$. Whereas for $\Omega_F(\theta, -50^\circ : 50^\circ, 0^\circ)$, the suitable features to track are the nose to ear separation and the nose to center ear separation distance. The features that are used for tracking combinations of 3D rotational displacement in a 2D images are highlighted in Figure 6: ear separation, eye separation, nose ear center separation, nose ear separation, and eye ear cross separation (from left to right: denoted as L2R in Figure 6). The primary purpose of this step is to identify the most appropriate profile to use, to identify the class object cat. This is seen as an iterative process until variability in the profile selection process reduces to a stable and ideally singular response.

Consistent and reliable reference points to measure distances is an issue identified in the cat’s front profile. Propagating such variability into the rotated profile must be eliminated to enable isolation of correct template profiles in the recognition process. To remedy the systematic error in the location of the measurement points in the rotation profiles, the 3D cat head model is processed through AUTOCAD to fix the measurement point locations onto the object’s triangular mesh.

#### 3.2.1 Spatial relationship analysis of features

In this section, the features illustrated in Figure 6B (*feature 1: ear separation, feature 2: eye separation, feature 3: nose ear center separation, feature 4: nose ear separation, feature 5: eye ear cross separation*) are tracked through combinations of $\Omega_F(\theta, \phi)$. For each of the feature ratio data plots in Figures 7-11, the quotient’s denominator equal to the numerator is omitted because the quotient value is 1 for all rotations. Feature 2 becomes unmeasurable and as such its value is fixed to zero. The obtained measured values are explicitly presented in Appendix B.

For features that are perpendicular to each other (ear separation/nose ear center separation, and eye separation/nose ear center separation) there are no crossover points for the inversion of the ratio dependent on $\Omega_F(\theta, \phi)$. All ratios involving features 3,4, and 5 have a crossover inversion point, the ratio at this point is not symmetric. For features 4 and 5 there are two crossover inversion points, furthermore these points are not symmetric and change as $\theta$ increases. The disproportionality of the ratio is accounted by the vertical transitions of the features in the elevation angle of the cat’s face. Features 1 and 2 do not change by large amounts vertically, therefore these ratios can be considered uniform across horizontal transitions. For the purpose of identifying an unknown feature sets view, to select a recognition profile, the similarity error between the training dataset must be minimized. To use these features, an ambiguity can exist for two identified points along one trajectory of $\theta$, therefore cross checking between the inversion points is necessary. In the next section, the tracking of a cat head is demonstrated using the observations in the training set.
**FIGURE 7**  (A-D) Tracking feature distance ratio 2,3,4,5: normalization by feature 1

**FIGURE 8**  (A-D) Tracking feature distance ratio 1,3,4,5: normalization by feature 2
**Figure 9** (A-D) Tracking feature distance ratio 1,2,4,5: normalization by feature 3

**Figure 10** (A-D) Tracking feature distance ratio 1,2,3,5: normalization by feature 4
3.3 Object pose tracking and profile identification

The profile $\Omega_F(\theta, \phi)$ is a 2D rotational map for each feature separation distance ratio. Since each feature is normalized by each feature, there are $25 \times \theta \times \phi$ feature ratio values to compare with an input feature ratio vector. Of size $5 \times 5$, the comparison is calculated using the Euclidean distance between the feature point values. To demonstrate this tracking method the cat head is rotated by first, a horizontal transition and second a combination of $\Omega_F(\theta, \phi)$ in between the discretized training set.

3.3.1 Error calculation method

To determine the location of the cat’s head, the Euclidean distances between the input feature ratios obtained during the feature measurement process and the known values obtained through the training example (see Figure 6A) are calculated. The process begins by determining the ratio between the feature measurements. As illustrated in Figure 12 each ratio is an entry into the feature space $\Omega_F(\theta, \phi, R_n)$, where $R_n$ is the normalized ratio of the features for $n$ being the normalizing feature in the ratio.

For the purpose of the following examples it is assumed that all features have been obtained. Each entry of the feature space $\Omega_F(\theta, \phi)$ along $R_n$ is used to compare to the measured values in the recognition process. The measured values parameters in this demonstration are denoted by $\Omega_F(\theta, \phi, R_n)$. Whereby, the equality of ratio proportionality, known as the ratio of ratios, are the discriminant affine features to track similarity of object pose.

3.3.2 Object pose tracking tests

There are two input signals in the tracking test: Tables 4 and 5. One for a transition taken from the training set $\Omega_F(\theta, \phi)$ for $\Omega_F(10^\circ, 0^\circ)$, and one for a transition in-between the discretized training samples $\Omega_F(35^\circ, -25^\circ)$. 
FIGURE 12 Formation of feature ratio matrix $\Omega_F(\theta, \phi, R_n)$. Red squares indicate column data input into the error calculation using the Euclidean distance to compare with $\Omega_F(\theta, \phi, R_n)$.

**TABLE 4** Input signal, ratios of ratios for $\Omega_T(10^\circ, 0^\circ, R_{1:5})$

| Feature | 1 | 2   | 3  | 4  | 5  |
|---------|---|-----|----|----|----|
| 1       | 1 | 1.836 | 0.835 | 0.789 | 0.853 |
| 2       | 0.545 | 1   | 0.455 | 0.430 | 0.464 |
| 3       | 1.198 | 2.20 | 1   | 0.946 | 1.021 |
| 4       | 1.267 | 2.326 | 1.058 | 1   | 1.080 |
| 5       | 1.173 | 2.1533 | 0.979 | 0.926 | 1  |

**TABLE 5** Input signal, ratios of ratios for $\Omega_T(35^\circ, -25^\circ, R_{1:5})$

| Feature | 1 | 2   | 3  | 4  | 5  |
|---------|---|-----|----|----|----|
| 1       | 1 | 1.860 | 0.668 | 0.615 | 0.721 |
| 2       | 0.538 | 1   | 0.359 | 0.331 | 0.387 |
| 3       | 1.498 | 2.786 | 1   | 0.921 | 1.079 |
| 4       | 1.626 | 3.024 | 1.086 | 1   | 1.172 |
| 5       | 1.388 | 2.581 | 0.927 | 0.854 | 1  |

In this first test for $\Omega_T(10^\circ, 0^\circ)$, the input feature ratio values $\Omega_T(10^\circ, 0^\circ, R_{1:5})$ are exactly equal to the values in the training dataset. Hence the red square in Table 6 indicates the location of rotation in the cat’s head that has the least error (exactly zero) compared to the input signal feature ratios. This demonstrates, for the ideal scenario, the computational method to track the cat head for known rotational combinations in the training set.

In the next test, the cat’s head view is in-between the discretized training samples, the rotational combination is $\Omega_T(35^\circ, -25^\circ)$. In this example the location of minimum error will not be equal to zero, this part of the investigation provides an account of the error’s contribution for each feature ratio combination of $\Omega_T(35^\circ, -25^\circ, R_{1:5})$. The ratio of errors for $\Omega_T(35^\circ, -25^\circ, R_{1:5})$ are presented in Appendix C and summarized in Table 7, whereby the location of $\Omega_F(\theta, \phi)$ for each feature ratio combination $R_n$ are rounded to the nearest interval, $\Delta$, in the training set.

The average ratio error $\Omega_T(35^\circ, -25^\circ, R_{1:5})$ is 0.0606. This figure of merit, using all features, places a value as to the amount of systematic error due to approximating a profile at exactly half the interval rotational distance of $\Omega_F(\theta, \phi)$. For
TABLE 6  Ratio errors for $\Omega_T(10^\circ, 0^\circ, R_1)$

| $\theta$ | $0^\circ$ | $10^\circ$ | $20^\circ$ | $30^\circ$ | $40^\circ$ | $50^\circ$ |
|----------|----------|----------|----------|----------|----------|----------|
| $50^\circ$ | 1.686    | 1.774    | 1.953    | 2.217    | 3.356    | 3.64     |
| $40^\circ$ | 0.907    | 0.967    | 1.077    | 1.166    | 1.26     | 2.313    |
| $30^\circ$ | 0.5      | 0.547    | 0.568    | 0.57     | 0.574    | 1.923    |
| $20^\circ$ | 0.255    | 0.276    | 0.265    | 0.233    | 0.199    | 0.205    |
| $10^\circ$ | 0.101    | 0.106    | 0.078    | 0.043    | 0.166    | 0.315    |
| $0^\circ$  | 0.019    |          |          | 0.045    | 0.134    | 0.268    |
| $-10^\circ$| 0.046    | 0.058    | 0.107    | 0.194    | 0.319    | 0.476    |
| $-20^\circ$| 0.059    | 0.077    | 0.17     | 0.208    | 0.319    | 0.455    |
| $-30^\circ$| 0.045    | 0.061    | 0.105    | 0.182    | 0.271    | 0.379    |
| $-40^\circ$| 0.052    | 0.03     | 0.058    | 0.121    | 0.188    | 0.268    |
| $-50^\circ$| 0.145    | 0.109    | 0.081    | 0.239    | 0.198    | 1.842    |

rotational angles in-between, for example a quarter or three-quarter distance from the training sample the errors approach zero. In the position of maximum error, each $R_n$ is decomposed into its individual feature ratios that contribute to the total error per $R_n$. First, the feature labels are restated: feature 1: ear separation, feature 2: eye separation, feature 3: nose ear center separation, feature 4: nose ear separation, feature 5: eye ear cross separation. In Table 7 the error contribution of each feature and their percentage of the ratio error are presented for $\phi = 25^\circ$. Observing the cat head at $\Omega_T(35^\circ, -25^\circ)$, the feature combinations in ascending order contributing least error to each ratio error of $R_n$ (ignoring feature parallelism) are: feature 4/feature 1, feature 5/feature 3, feature 4/feature 5, feature 4/feature 2 and feature 3/feature 4; $R_1, R_3, R_5, R_2, R_4$.

To compare the percentage of ratio errors, Table 8 presents the same data but for $\phi = 25^\circ$. The difference between the two elevation angles is that the observation of the cat’s head is from the bottom, whereby features present themselves differently in the view. This is exhibited in the disproportionate symmetry in Figures 7-11.

The average ratio error for $\Omega_T(35^\circ, 25^\circ, R_1:5)$ is 0.104. Observing the cat head at $\Omega_T(35^\circ, 25^\circ)$, the feature combinations in ascending order contributing least error to each ratio error of $R_n$ (ignoring feature parallelism) are: feature 4/feature 5, feature 3/feature 2, feature 3/feature 1, feature 1/feature 3 and feature 3/feature 4; $R_5, R_2, R_1, R_3, R_4$.

Comparing the two elevation angles, the results of the analysis show that the average ratio error is increased for a positive elevation, and that the precedence of the error contribution from each feature ratio is dependent on the observation of the cat’s head. One source of error for the increased average ratio error is the availability of the cat’s facial features as compared to looking toward the top of a cat’s head. A second source is that feature ratio symmetry is disproportionate at a zero-elevation angle. This symmetry also carries a small dependency on the out-of-plane head rotation (see Figures 7-11).
**Table 8** Error contribution of each feature ratio to the ratio error for $\Omega_T(35^\circ, 25^\circ, R_{1.5})$

| Feature 1 | Feature 2 | Feature 3 | Feature 4 | Feature 5 | Ratio error |
|-----------|-----------|-----------|-----------|-----------|-------------|
|           | 0         | 0.0002    | 0.005     | $-0.0198$ | $-0.096$    | 0.098       |
| Ratio error % | — | 0.2 | 5.1 | 20.2 | 97.9 | — |
| $R_1$     | 0.0001    | 0         | $-0.0027$ | $-0.0107$ | $-0.0522$  | 0.053       |
| Ratio error % | 0.2 | — | 5.09 | 20.2 | 98.5 | — |
| $R_2$     | 0.0065    | 0.0117    | 0         | $-0.0163$ | $-0.1025$  | 0.105       |
| Ratio error % | 6.2 | 11.1 | — | 15.5 | 97.6 | — |
| $R_3$     | 0.0211    | 0.0385    | 0.0133    | 0         | $-0.0768$  | 0.089       |
| Ratio error % | 23.7 | 43.3 | 14.9 | — | 86.3 | — |
| $R_4$     | 0.0823    | 0.1516    | $-0.0294$ | $-0.0025$ | 0         | 0.175       |
| Ratio error % | 47 | 86.6 | 16.8 | 1.4 | — | — |

Hence, the average ratio errors for in-between angles may follow the disproportionate symmetry. Observing a cat's head from underneath at $\phi = 25^\circ$, the results demonstrate a greater reliability on features perpendicular to each other. This is in opposition to diagonal distances carrying both a vertical and horizontal component of transition. Such as ear and eye separation and nose to ear half separation distance. In comparison, observing a cat's head from above at $\phi = -25^\circ$, the most reliable feature ratios are those with either a horizontal or vertical component and a feature carrying both transitional components. Such as, nose to ear separation and ear separation distance or two angled features containing both transitional contents.

## 4 Discussion

The aim of this report has been to present a method of object recognition to acquire prior knowledge suitable for identifying nonrigid objects. The proposed method is aimed at systems with limited hardware capability and therefore many of the more sophisticated algorithms are not applicable. We compare the findings of the proposed method to the complexities of deformation analysis and nonrigid objects, and to the general draw backs and challenges of computer vision and deep learning.

Two key processes have been demonstrated: data-driven recognition and object view tracking. This is achieved through a novel algorithm using the well-established Hough transform across a line and plane. For the object class cat, its salient features are analyzed to isolate those features appropriate for the recognition method. The linear analysis is based on the measurement and tracking of separation distances between features and ratios of them. The most discriminative and stable features are those accountable over lengthier distances, such as ear separation and nose to ear separation. A second type of feature that can be relied upon are those oriented at an angle relative to the elevation or rotation of the head, so that a change in the head position will alter the length of the orthogonal component of the feature. Which feature is suitable will depend on the actual movement of the head, it is therefore essential a minimum of two features, with their directions $\sim 90^\circ$ with each other, should be used in the identification process. To track a 3D object through a 2D basis, the displacements between features occurs both horizontally and vertically and unequally. The complexity of feature tracking is exemplified by interactions between the feature ratio combinations of rotational displacements exhibiting nonlinear object movements. For recognition of a cat with a frontal view the recognition error, obtained using a training sample, is as small as 8.2%. The consistency of the measurement location contributed to this error, and as such introduces a bias into the error measurement. The second training example error is 17.8%. The contributions of these errors are measured using the difference between the recorded and recovered feature distances. This revealed the susceptibility of shorter feature distances to measurement point location distortion. An additional influence of this error is the small variations to the front profile approximation in the training images. For a rotation of the cat’s head $\Omega_T(35^\circ, \pm 25^\circ)$, the average error peaks at the half distance of the rotational intervals by 0.104 and 0.0606, respectively. Considering the current capabilities of deep learning models in 3D object recognition and moving object recognition and additional requirements on training inputs, the proposed model utilizes inference and reasoning of unknown object parts to establish localization, detection, recognition, and a recognition confidence. The model is operational across viewpoints (two axis of rotation) to track...
deformable and nonrigid features and the model has been analyzed in terms of the input object and feature importance. In Reference 42, the authors investigate active skeletons as a binary shape descriptor for nonrigid objects and reduced training sets. They base their study on a shape-based representation of animals. For a training set size of 15, they tested 313 binary representations with $\sim 80\%$ recognition success for changes in nonrigid object pose. The key object features were not analyzed and neither is a recognition confidence level discussed. The authors in References 25 and 42 also present a model to encompass the viewpoint of 3D model data but it does not attempt to address how shape-driven recognition of viewpoints has the potential to compliment machine learning with machine reasoning. We think that integration of optimized hand-crafted feature detectors to isolate (object dependent) critical features is an area where hybrid learning, and traditional computer vision models may offer the most appropriate solutions.

5 | SUMMARY

The data-driven recognition procedure reports on a basis for decisions of the current feature (position, length, and orientation) that are obtained from the Hough transform parameters, to identify what to detect and measure next. The starting point looks for a stable feature that does not vary nonrigidly relative to other features. The analysis of the cat's facial features identifies the ear as the most stable object part and features with longer measurable distances belonging to object parts. By acquiring evidence along the processing path, the recognition method is nonparametric. The approach is data-driven and acknowledges that confidence in the probability of recognition is based on the cumulated evidence. Two of the key elements in the recognition procedure have been demonstrated. First, recognition of the cat's head from a front observation and second, tracking of the cat's head through two-axis of rotation: out-of-plane rotations and elevated views. The purpose of these investigations is to demonstrate and employ a method to select appropriate profiles and compare acquired feature distance measurements. Limitations of the investigation are as follows: the 25 examples of a cat's head in the front observation training set is not a definite size; the method is tested using two examples from the training set; acquisition of a real cats head at defined rotational intervals is a complicated task, hence the rotated profiles are based on a computer generated 3D models of a cats head; variance is required to be built into the rotated training profiles, one solution to this, other than acquiring many more 3D models, is to jitter the template feature geometries. Even so, the analysis of the recognition method revealed an $8.2\%$ and $17.8\%$ error recognition rate of the cat from a front observation. An estimate of the error impact at half angle intervals of the selected training profile is given and is shown to vary for positive and negative elevation angles, 0.104 and 0.0606, respectively. The source of this variance is seen to be dependent on the asymmetry of the cat's head across elevated views. These patterns, depicted in Section 3.2.1, synthesize a process of recognition for a (cat) head under motion. The recognition model determines nonrigid deformable objects independent of viewpoint through two-axis of rotation. Based on substantiate evidence to recognize and track key nonrigid object features, initial reports for the proposed method are promising.

The significance of supervised learning in deep learning is evident and the use of unsupervised algorithms to alleviate the amount of labelled training data is clear. However, methods to automatically learn good features in an integrated fashion into deep network layers is of current debate and research. Furthermore, presently there remain applications where traditional computer vision models are still necessary to build upon recent progresses in deep learning object detection, such as 3D object recognition, moving object detection, and scene understanding. Based on the current capabilities of deep learning object recognition, we suggest, through further experimentation, that the data-driven inference routine can be represented as a series of processing layers as part of a standard deep learning model. This can reduce the search space of the input image, remove nonadditive noise and concentrate the higher levels of learned abstraction to new or known object classes and recognize complex object viewpoints through fewer training examples than what would be typically encountered in a purely supervised model. Further research is needed to validate the training sets, particularly the rotated profiles. Future research could explore the identification and tracking of these feature patterns through subspace decompositions.
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APPENDIX A - HOUGH TRANSFORM

In this report the Hough Transform has been applied to extract geometric features and quantify the structural shape of object parts. A line to plane parameterization is as follows. Consider two colinear points with coordinates \(p(x, y)\). The two points are related by the line equation \(y = mx + c\), where the line gradient is \(m\) and the \(y\)-intercept is \(c\). The homogeneous line equation is \(Ay + Bx + 1 = 0\), where \(A = -1/c\) and \(B = m/c\). A line can be represented by the coefficient pair value \((A, B)\). For a second point, the equation is symmetric and the homogeneous from of the line equation simultaneously yields two points and a line. The Hough Transform operates by voting for points defining the same line along \(Ay + Bx + 1 = 0\). For two colinear points indicating the start and end of a line, all votes along the same line, intercept at the same point in the Homogenous space \((A, B)\). For a circular plane \((x - x_0) + (y - y_0) = r^2\), a set of all points \((x, y)\) centered at the origin \((x_0, y_0)\) for a fixed radius generates a locus of points \((x, y)\). Since a Cartesian representation is bounded by the image size or parameter space and the number of lines. The practical implementation of the Hough Transform is the polar form of the line equation, where a point in the parameter space is fixed by an angle normal to the line \(Ay + Bx + 1 = 0\), by \((\rho, \theta)\).

APPENDIX B - MEASURED FEATURE DISTANCES

Front profile (cm): \(\Omega_{F(1:25)}\).

**Eye Width**

\[
0.45, 0.31, 0.64, 0.37, 0.53, 0.517, 0.36, 0.59, 0.42, 0.52, 0.3, 0.69, 0.58, 0.64, 0.6, 0.49, 0.72, 0.48, 0.68, 0.72, 0.7, 0.46, 0.68, 0.69, 0.32
\]

**Eye Height**

\[
0.4, 0.27, 0.0, 0.29, 0.38, 0.42, 0.39, 0.2, 0.43, 0.24, 0.39, 0.45, 0.48, 0.33, 0.25, 0.66, 0.36, 0.43, 0.62, 0.43, 0.36, 0.36, 0.58, 0.18
\]

**Head Width**

\[
2.75, 1.96, 3.36, 2.49, 3.26, 3.44, 3.36, 3.4, 2.32, 2.75, 2.22, 3.49, 3.41, 3.76, 3.33, 3.76, 3.81, 2.84, 3.31, 4.42, 4.37, 3.68, 4.13, 3.36, 2.95
\]

**Head Height**

\[
2.86, 1.77, 3.55, 2.36, 2.63, 2.88, 3.25, 3.42, 2.83, 2.59, 2.09, 3.04, 2.96, 2.91, 3.2, 3.28, 2.91, 3.4, 3.7, 3.76, 3.83, 3.98, 3.23, 2.95
\]

**Nose Width**

\[
0.29, 0.21, 0.61, 0.34, 0.41, 0.4, 0.42, 0.5, 0.32, 0.45, 0.16, 0.48, 0.53, 0.45, 0.45, 0.4, 0.56, 0.42, 0.56, 0.61, 0.56, 0.34, 0.56, 0.48, 0.37
\]

**Nose Height**

\[
0.66, 0.45, 0.58, 0.53, 0.56, 0.64, 1.11, 0.82, 0.61, 0.77, 0.34, 0.9, 0.74, 0.74, 0.71, 0.74, 0.9, 0.56, 0.79, 0.94, 0.85, 0.48, 0.93, 0.82, 0.65
\]

**Ear Length**

\[
1.19, 0.82, 1.69, 1.07, 1.15, 1.27, 1.72, 1.29, 1.38, 1.28, 0.69, 1.36, 1.43, 1.45, 1.46, 1.1, 1.74, 1.4, 2.06, 1.65, 1.03, 1.77, 1.44, 0.86
\]

**Ear Width**

\[
0.82, 0.85, 0.87, 1.23, 0.94, 0.89, 1.08, 1.15, 0.96, 0.95, 0.73, 1.14, 0.94, 1, 0, 0.88, 1.15, 0.76, 1.16, 1.35, 0.96, 0.75, 0.61, 1.06, 0.55
\]

**Eye Separation**

\[
1.32, 0.69, 1.72, 1.11, 1.32, 1.22, 1.38, 1.6, 1.19, 1.24, 0.85, 1.38, 1.35, 1.46, 1.3, 1.46, 1.69, 1.19, 1.64, 1.88, 1.8, 1.03, 1.73, 1.56, 1.17
\]

**Ear Separation**

\[
2.43, 1.59, 2.91, 2.14, 2.35, 2.59, 3.31, 2.84, 2.22, 1.93, 1.85, 2.36, 2.73, 2.51, 3.05, 2.83, 3.02, 2.55, 2.73, 3.39, 3.44, 2.33, 3.36, 2.73, 3.4
\]

**Eye-Nose separation**

\[
1.01, 0.69, 1.18, 0.99, 1.1, 1.27, 1.68, 1.23, 1.02, 0.98, 0.64, 1.3, 1.11, 1.16, 1.17, 1.1, 1.44, 0.96, 1.39, 1.33, 1.35, 0.81, 1.41, 1.29, 0.84
\]

**Eye-Ear separation**

\[
1.48, 1.11, 1.65, 1.5, 1.23, 1.22, 1.25, 1.62, 1.34, 1.25, 0.9, 1.4, 1.36, 1.38, 2.25, 2.58, 1.71, 1.57, 1.73, 1.91, 1.83, 1.4, 1.81, 1.46, 1.43
\]

Rotated profile (base measurement unit unknown): \(\Omega_{F(1:25)}\)

\[
\Omega_{F(0°, \phi=-50°:50°)}
\]

**Ear Separation**

\[
0.8580, 0.8580, 0.8580, 0.8580, 0.8580, 0.8580, 0.8580, 0.8580, 0.8580, 0.8580, 0.8580, 0.8580, 0.8580, 0.8580, 0.8580, 0.8580
\]

**Eye Separation**

\[
0.4675, 0.4675, 0.4675, 0.4675, 0.4675, 0.4675, 0.4675, 0.4675, 0.4675, 0.4675, 0.4675, 0.4675, 0.4675, 0.4675, 0.4675, 0.4675
\]

**Nose Center to Ear Separation Mid-point**

\[
0.3678, 0.5377, 0.6907, 0.8227, 0.9310, 1.0084, 1.0566, 1.0732, 1.0560, 1.0074, 0.9280
\]

**Nose Center to Ear Center**
0.5674 0.6881 0.8130 0.9278 1.0239 1.0965 1.1403 1.1552 1.1398 1.0949 1.0225.
Cross Separation: Eye Center to Ear Left to Right
0.7603 0.8261 0.8860 0.9418 0.9857 1.0142 1.0254 1.0180 0.9904 0.9522 0.8986
\[ \Omega_F(10^\circ, \phi_{-50^\circ:50^\circ}) \]

Ear Separation
0.8527 0.8504 0.8483 0.8465 0.8454 0.8450 0.8450 0.8465 0.8483 0.8504 0.8527.
Eye Separation
0.4645 0.4633 0.4621 0.4612 0.4605 0.4603 0.4605 0.4612 0.4621 0.4633 0.4645.
Nose Center to Ear Separation Mid-point
0.3786 0.5533 0.6958 0.8282 0.9347 1.0123 1.0588 1.0730 1.0548 1.0049 0.9251.
Nose Center to Ear Center
0.4780 0.6102 0.7480 0.8760 0.9854 1.0705 1.1273 1.1535 1.1481 1.1113 1.0446.
Cross Separation: Eye Center to Ear Left to Right
0.6886 0.7520 0.8218 0.8891 0.9471 0.9910 1.0177 1.0252 1.0131 0.9822 0.9346
\[ \Omega_F(20^\circ, \phi_{-50^\circ:50^\circ}) \]

Ear Separation
0.8370 0.8281 0.8195 0.8125 0.8079 0.8063 0.8079 0.8125 0.8222 0.8281 0.8370.
Eye Separation
0.4560 0.4511 0.4464 0.4425 0.4400 0.4391 0.4400 0.4426 0.4464 0.4511 0.4560.
Nose Center to Ear Separation Mid-point
0.3920 0.5535 0.7123 0.8458 0.9497 1.0145 1.0610 1.1494 1.0516 0.9957 0.9156.
Nose Center to Ear Center
0.3896 0.5354 0.6871 0.8281 0.9505 1.0461 1.1135 1.1716 1.1524 1.1225 1.0608.
Cross Separation: Eye Center to Ear Left to Right
0.6067 0.6693 0.7460 0.8252 0.8978 0.9574 0.9998 1.0221 1.0231 1.0026 0.9620
\[ \Omega_F(30^\circ, \phi_{-50^\circ:50^\circ}) \]

Ear Separation
0.8125 0.7926 0.7734 0.7574 0.7468 0.7431 0.7468 0.7574 0.7734 0.7904 0.8966.
Eye Separation
0.4426 0.4317 0.4212 0.4125 0.4067 0.4046 0.4067 0.4125 0.4212 0.4317 0.4426.
Nose Center to Ear Separation Mid-point
0.4518 0.5763 0.7432 0.8655 0.9205 1.0260 1.0640 1.0715 1.0477 0.9876 0.9368.
Nose Center to Ear Center
0.3066 0.4706 0.6365 0.7890 0.9509 1.0240 1.1016 1.1449 1.1544 1.1279 1.0717.
Cross Separation: Eye Center to Ear Left to Right
0.5155 0.5781 0.6609 0.7530 0.8408 0.9164 0.9744 1.0114 1.0252 1.0152 0.9808
\[ \Omega_F(40^\circ, \phi_{-50^\circ:50^\circ}) \]

Ear Separation
0.7814 0.7468 0.7128 0.6838 0.6642 0.6573 0.6642 0.6838 0.7128 0.8136 0.8490.
Eye Separation
0.4067 0.3881 0.3723 0.3616 0.3578 0.3616 0.3723 0.3882 0.4068 0.4256.
Nose Center to Ear Separation Mid-point
0.4439 0.6169 0.7405 0.8798 0.9807 1.0440 1.0720 1.0678 1.0258 0.9780 0.8908.
Nose Center to Ear Center
0.2415 0.4258 0.6028 0.7634 0.9015 1.0128 1.0937 1.1415 1.1550 1.1336 1.0768.

Cross Separation: Eye Center to Ear Left to Right
0.4161 0.4753 0.5700 0.6769 0.7807 0.8722 0.9454 0.9962 1.0221 1.0220 0.9958

\[ \Omega_f(50^\circ, \phi_{-50^\circ:50^\circ}) \]

Ear Separation
0.7468 0.6948 0.6420 0.5956 0.5632 0.5515 0.5632 0.5956 0.6420 0.6948 0.7468.

Eye Separation
0.000 0.3242 0.3065 0.3001 0.3065 0.3242 0.3496 0.3784 0.

Nose Center to Ear Separation Mid-point
0.5119 0.6008 0.8006 0.8754 0.9803 1.0440 1.0710 1.0658 1.0123 0.9443 0.8656.

Nose Center to Ear Center
0.2166 0.4103 0.5916 0.7549 0.8953 1.0085 1.0910 1.1404 1.1551 1.1347 1.0799.

Cross Separation: Eye Center to Ear Left to Right
0.3100 0.3694 0.4791 0.6034 0.7237 0.8303 0.9171 0.9800 1.0163 1.0247 1.0048.

APPENDIX C - FEATURE RATIO ERRORS

\[ \Omega_f(35^\circ, -25^\circ, R_{1.5}) \]

Out-of-plane rotation \( \theta(0^\circ : 50^\circ; \Delta \theta = 10^\circ) \) vs elevation angle \( \phi(-50^\circ : 50^\circ; \Delta \phi = 10^\circ) \): red square indicates rotation error minimum; Tables C1-C5.

| \( \theta \) | \( \phi \) | \( R_1 \) |
| --- | --- | --- |
| 1.935 | 2.036 | 2.222 |
| 2.480 | 3.586 | 3.868 |
| 1.167 | 1.237 | 1.350 |
| 1.437 | 1.522 | 2.492 |
| 0.765 | 0.819 | 0.843 |
| 0.838 | 0.831 | 2.021 |
| 0.523 | 0.551 | 0.539 |
| 0.494 | 0.419 | 0.319 |
| 0.370 | 0.381 | 0.348 |
| 0.280 | 0.180 | 0.113 |
| 0.279 | 0.276 | 0.236 |
| 0.155 | 0.065 | 0.167 |
| 0.232 | 0.219 | 0.171 |
| 0.088 | 0.057 | 0.204 |
| 0.222 | 0.201 | 0.118 |
| 0.071 | 0.052 | 0.184 |
| 0.249 | 0.220 | 0.173 |
| 0.098 | **0.043** | 0.114 |
| 0.309 | 0.276 | 0.232 |
| 0.171 | 0.251 | 0.084 |
| 0.414 | 0.377 | 0.338 |
| 0.445 | 0.383 | 1.872 |

| \( \theta \) | \( \phi \) | \( R_2 \) |
| --- | --- | --- |
| 1.062 | 1.117 | 1.219 |
| 1.359 | 1.295 | 1.295 |
| 0.644 | 0.682 | 0.743 |
| 0.791 | 0.836 | 1.295 |
| 0.425 | 0.454 | 0.467 |
| 0.464 | 0.460 | 1.295 |
| 0.293 | 0.308 | 0.301 |
| 0.277 | 0.235 | 0.180 |
| 0.210 | 0.215 | 0.197 |
| 0.160 | 0.160 | 0.104 |
| 0.060 | 0.160 | 0.136 |
| 0.092 | 0.037 | 0.083 |
| 0.134 | 0.127 | 0.1 |
| 0.055 | 0.023 | 0.103 |
| 0.129 | 0.117 | 0.071 |
| 0.045 | **0.019** | 0.092 |
| 0.143 | 0.127 | 0.1 |
| 0.060 | 0.023 | 0.054 |
| 0.176 | 0.158 | 0.134 |
| 0.102 | 0.075 | 0.04 |
| 0.234 | 0.213 | 0.192 |
| 0.160 | 0.146 | 1.295 |
### Table C.3 $R_3$

| $\phi$ | 2.359 | 2.30 | 2.228 | 2.085 | 3.076 | 3.290 |
|--------|-------|------|-------|-------|-------|-------|
|        | 1.907 | 1.835 | 1.788 | 1.670 | 1.545 | 2.959 |
|        | 1.512 | 1.467 | 1.356 | 1.180 | 1.060 | 2.890 |
|        | 1.177 | 1.128 | 0.993 | 0.796 | 0.570 | 0.451 |
|        | 0.905 | 0.857 | 0.710 | 0.588 | 0.256 | 0.579 |
|        | 0.711 | 0.661 | 0.535 | 0.290 | 0.227 | 0.826 |
|        | 0.591 | 0.546 | 0.419 | 0.190 | 0.228 | 0.823 |
|        | 0.549 | 0.515 | 0.219 | 0.207 | 0.106 | 0.581 |
|        | 0.591 | 0.565 | 0.485 | 0.336 | 0.175 | 0.165 |
|        | 0.709 | 0.695 | 0.656 | 0.568 | 0.501 | 0.369 |
|        | 0.903 | 0.90  | 0.887 | 0.819 | 0.85  | 2.817 |

### Table C.4 $R_4$

| $\phi$ | 2.145 | 2.319 | 2.519 | 2.738 | 3.395 | 3.405 |
|--------|-------|-------|-------|-------|-------|-------|
|        | 1.801 | 1.967 | 2.119 | 2.237 | 2.293 | 3.223 |
|        | 1.478 | 1.612 | 1.704 | 1.741 | 1.691 | 3.125 |
|        | 1.189 | 1.285 | 1.318 | 1.274 | 1.122 | 0.818 |
|        | 0.949 | 1.01  | 0.984 | 0.775 | 0.619 | 0.215 |
|        | 0.76  | 0.791 | 0.728 | 0.562 | 0.241 | 0.413 |
|        | 0.659 | 0.650 | 0.557 | 0.356 | 0.070 | 0.623 |
|        | 0.621 | 0.588 | 0.426 | 0.277 | 0.068 | 0.572 |
|        | 0.658 | 0.606 | 0.499 | 0.317 | 0.076 | 0.335 |
|        | 0.767 | 0.704 | 0.604 | 0.465 | 0.346 | 0.135 |
|        | 0.944 | 0.876 | 0.791 | 0.748 | 0.629 | 3.036 |

### Table C.5 $R_5$

| $\phi$ | 1.644 | 1.639 | 1.699 | 1.818 | 2.855 | 2.837 |
|--------|-------|-------|-------|-------|-------|-------|
|        | 1.156 | 1.226 | 1.333 | 1.457 | 1.629 | 2.738 |
|        | 0.883 | 0.972 | 1.061 | 1.160 | 1.272 | 2.680 |
|        | 0.692 | 0.767 | 0.821 | 0.860 | 0.876 | 0.848 |
|        | 0.557 | 0.605 | 0.615 | 0.578 | 0.491 | 0.311 |
|        | 0.473 | 0.488 | 0.453 | 0.356 | 0.181 | 0.258 |
|        | 0.438 | 0.419 | 0.347 | 0.206 | 0.067 | 0.481 |
|        | 0.453 | 0.402 | 0.304 | 0.144 | 0.1190| 0.511 |
|        | 0.519 | 0.437 | 0.328 | 0.172 | 0.103 | 0.388 |
|        | 0.612 | 0.520 | 0.410 | 0.275 | 0.196 | 0.226 |
|        | 0.744 | 0.646 | 0.546 | 0.488 | 0.382 | 2.593 |
Ω_7(35°, 25°, R_{1:3})
Out-of-plane rotation \( \theta(0° : 50°; \Delta \theta = 10°) \) vs elevation angle \( \phi(-50° : 50°; \Delta \phi = 10°) \): red square indicates rotation error minimum: Tables C6-C10.

| \( \theta \) | \( \phi \) | \( \phi \) | \( \phi \) | \( \phi \) | \( \phi \) |
|------------|--------|--------|--------|--------|--------|
| \( \phi \) | 1.547  | 1.596  | 1.737  | 1.964  | 3.137  | 3.392  |
| \( \phi \) | 0.766  | 0.777  | 0.848  | 0.902  | 0.964  | 2.137  |
| \( \phi \) | 0.393  | 0.379  | 0.344  | 0.293  | 0.265  | 1.856  |
| \( \phi \) | 0.257  | 0.207  | 0.142  | 0.098  | 0.161  | 0.299  |
| \( \phi \) | 0.275  | 0.243  | 0.242  | 0.297  | 0.404  | 0.567  |
| \( \phi \) | 0.324  | 0.317  | 0.344  | 0.417  | 0.542  | 0.709  |
| \( \phi \) | 0.356  | 0.365  | 0.406  | 0.485  | 0.605  | 0.760  |
| \( \phi \) | 0.360  | 0.381  | 0.454  | 0.506  | 0.612  | 0.746  |
| \( \phi \) | 0.334  | 0.366  | 0.412  | 0.487  | 0.574  | 0.679  |
| \( \phi \) | 0.282  | 0.321  | 0.370  | 0.434  | 0.437  | 0.579  |
| \( \phi \) | 0.208  | 0.254  | 0.302  | 0.312  | 0.359  | 1.893  |

**Table C.6** \( R_1 \)

| \( \theta \) | \( \phi \) | \( \phi \) | \( \phi \) | \( \phi \) | \( \phi \) |
|------------|--------|--------|--------|--------|--------|
| \( \phi \) | 0.843  | 0.870  | 0.947  | 1.070  | 1.473  | 1.473  |
| \( \phi \) | 0.418  | 0.424  | 0.462  | 0.491  | 0.525  | 1.473  |
| \( \phi \) | 0.214  | 0.207  | 0.188  | 0.160  | 0.145  | 1.473  |
| \( \phi \) | 0.140  | 0.113  | 0.077  | 0.053  | 0.088  | 0.163  |
| \( \phi \) | 0.149  | 0.132  | 0.132  | 0.162  | 0.220  | 0.309  |
| \( \phi \) | 0.176  | 0.172  | 0.187  | 0.227  | 0.295  | 0.387  |
| \( \phi \) | 0.193  | 0.198  | 0.221  | 0.264  | 0.330  | 0.414  |
| \( \phi \) | 0.196  | 0.207  | 0.247  | 0.275  | 0.334  | 0.407  |
| \( \phi \) | 0.182  | 0.199  | 0.226  | 0.265  | 0.312  | 0.370  |
| \( \phi \) | 0.153  | 0.174  | 0.201  | 0.235  | 0.278  | 0.315  |
| \( \phi \) | 0.113  | 0.138  | 0.164  | 0.198  | 0.225  | 1.470  |

**Table C.7** \( R_2 \)

| \( \theta \) | \( \phi \) | \( \phi \) | \( \phi \) | \( \phi \) | \( \phi \) |
|------------|--------|--------|--------|--------|--------|
| \( \phi \) | 1.731  | 1.641  | 1.526  | 1.320  | 2.288  | 2.506  |
| \( \phi \) | 1.268  | 1.158  | 1.070  | 0.900  | 0.732  | 2.166  |
| \( \phi \) | 0.879  | 0.797  | 0.637  | 0.392  | 0.238  | 2.144  |
| \( \phi \) | 0.577  | 0.490  | 0.316  | 0.105  | 0.321  | 0.728  |
| \( \phi \) | 0.384  | 0.319  | 0.240  | 0.294  | 0.713  | 1.270  |
| \( \phi \) | 0.332  | 0.313  | 0.350  | 0.540  | 0.952  | 1.587  |
| \( \phi \) | 0.351  | 0.366  | 0.446  | 0.641  | 1.015  | 1.610  |
| \( \phi \) | 0.360  | 0.388  | 0.610  | 0.638  | 0.925  | 1.389  |
| \( \phi \) | 0.329  | 0.364  | 0.428  | 0.551  | 0.716  | 0.985  |
| \( \phi \) | 0.285  | 0.324  | 0.370  | 0.433  | 0.505  | 0.637  |
| \( \phi \) | 0.322  | 0.364  | 0.401  | 0.393  | 0.466  | 2.146  |

**Table C.8** \( R_3 \)
TABLE C.9  \( R_4 \)

| \( \phi \) | 1.060 | 1.115 | 1.261 | 1.462 | 2.107 | 2.110 |
|---|---|---|---|---|---|---|
| 0.663 | 0.736 | 0.850 | 0.948 | 0.991 | 1.935 |
| 0.380 | 0.402 | 0.43 | 0.446 | 0.381 | 1.887 |
| 0.297 | 0.214 | 0.146 | 0.089 | 0.203 | 0.533 |
| 0.421 | 0.351 | 0.348 | 0.545 | 0.705 | 1.197 |
| 0.571 | 0.540 | 0.595 | 0.754 | 1.092 | 1.696 |
| 0.669 | 0.675 | 0.763 | 0.960 | 1.316 | 1.923 |
| 0.703 | 0.736 | 0.889 | 1.040 | 1.368 | 1.879 |
| 0.668 | 0.721 | 0.827 | 1.008 | 1.274 | 1.646 |
| 0.566 | 0.633 | 0.736 | 0.878 | 1.020 | 1.316 |
| 0.411 | 0.485 | 0.578 | 0.626 | 0.768 | 1.954 |

TABLE C.10  \( R_5 \)

| \( \phi \) | 1.347 | 1.178 | 1.074 | 1.035 | 1.906 | 1.831 |
|---|---|---|---|---|---|---|
| 0.809 | 0.659 | 0.585 | 0.544 | 0.611 | 1.718 |
| 0.585 | 0.454 | 0.317 | 0.207 | 0.234 | 1.688 |
| 0.541 | 0.424 | 0.306 | 0.205 | 0.175 | 0.263 |
| 0.571 | 0.499 | 0.454 | 0.471 | 0.561 | 0.797 |
| 0.610 | 0.584 | 0.603 | 0.688 | 0.879 | 1.254 |
| 0.624 | 0.640 | 0.705 | 0.839 | 1.083 | 1.511 |
| 0.601 | 0.653 | 0.738 | 0.906 | 1.157 | 1.549 |
| 0.534 | 0.620 | 0.731 | 0.892 | 1.118 | 1.427 |
| 0.447 | 0.547 | 0.667 | 0.815 | 0.947 | 1.220 |