Quandary: An open-source C++ package for high-performance optimal control of open quantum systems
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Abstract—Quantum optimal control can be used to shape the control pulses for realizing unitary and non-unitary transformations of quantum states. These control pulses provide the fundamental interface between the quantum compiler and the quantum hardware. Most current software for quantum optimal control (e.g. Qutip [1] or Krotov [2]) is restricted to run on shared memory platforms, limiting their applicability to smaller quantum systems, in particular if interactions with the environment are taken into account. This paper gives an overview of the open-source code Quandary, which is designed to solve quantum control problems in larger open quantum systems modelled by Lindblad’s master equation. Implemented in C++, Quandary uses the message passing paradigm for distributed memory computers that enables scalability to large numbers of compute cores. Accompanied by numerical examples, this paper presents an overview on existing theoretical developments for open optimal quantum control realizing state-to-state transfer, unitary gate optimization as well as state-preparation, and presents the numerical tools and implementation aspect as realized in Quandary, for deployment on modern high-performance computing platforms.
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I. INTRODUCTION

Designing optimal controls for driving a quantum system to a desired final state is a crucial task in several application areas, for example NMR spectroscopy [3]–[5] and molecular physics [6]. More recently, the rapidly evolving field of quantum information processing and quantum computing has attracted much interest in quantum optimal control, e.g. for quantum state preparation [7], realization of logical gate operations [8], [9], and quantum error correction [10], [11]. See also the excellent review of quantum control theory, tools and applications in [12] and references therein.

Numerical optimal control of quantum systems is a challenging problem. First of all, the numerical methods must be chosen carefully to properly reflect the physical properties of a quantum system. Secondly, the computational complexity grows quickly because the dimension of the underlying Hilbert space $N$ scales exponentially with the number of qubits or qudits in the system – for example, $N = 2^Q$ for $Q$ qubits.

When a closed quantum system is considered, the state vector is in $\mathbb{C}^N$ and its time evolution is governed by Schrodinger’s equation. However, quantum systems are never fully separated from their environment. The importance of taking system-environment interaction into account is exemplified in Figure 1, where control pulses were optimized for a state-to-state transfer from the $|0\rangle$ to the $|1\rangle$ state. In the first case (red bars), the optimization is performed in a closed system setting and the target is reached with 99.9999% fidelity. However, when those controls are evaluated in an open system setting, taking decay and dephasing operators into account, the fidelity drops quickly as the decay times get shorter. In the second case (blue bars), the control pulses were directly optimized in the open system setting, leading to greatly improved target state fidelities. When taking system-environment interactions into account throughout the optimization, the system state is described by its density matrix $\rho$ with dimension $C^{N \times N}$, e.g. $N^2 = 2^{2Q}$ for $Q$ qubits. As the number of qubits to be taken into account increases, this quickly becomes computationally demanding, both in terms of memory requirement as well as compute time, indicating the need for high-performance compute (HPC) platforms.

Open-source software packages for optimal control of open quantum systems include the popular Python-based quantum toolbox QuTiP [1], and the Krotov package [2] in which the optimization algorithm of the same name is implemented. These Python packages provide an easy-to-use and flexible interface. However, they are restricted to run on shared memory platforms. Parallel processing is restricted to multi-threading and concurrent execution of independent tasks. For this reason, their applicability is restricted to model smaller quantum systems. Similar scalability restrictions apply to Matlab packages for optimal quantum control, such as Dynamo [13] or Spinach [14]. For an extensive list of open-source quantum software packages, see [15], [16]. Some HPC capabilities for open quantum dynamics are provided by the open-source package QuaC [17], which is written in C++ and based on the PETSc library [18]. However, Quac only simulates open system dynamics and lacks optimal control capabilities.
In this paper we present an overview of the open-source code Quandary [19], which is designed for scalable simulations and optimal control of open quantum systems, aiming at large HPC platforms. Quandary is written in C++, which provides a portable implementation for distributed memory computing based on the message passing paradigm.

In Quandary, the underlying quantum dynamics is modeled by Lindblad’s master equation and a flexible user interface (examples provided on GitHub [19]) allows for a variety of composite systems to be considered, see Section II. It uses a compact control pulse parameterization based on B-spline wavelets that modulate the amplitude and phase of carrier waves. As described in Section III, Quandary uses gradient-based optimal control to shape the control pulses for driving a quantum system to perform state and gate transformations. Gradient computations are carried out using the discrete adjoint method to yield exact gradients of the discretized objective function. Three common optimal control scenarios are considered: state-to-state transfer, unconditional state preparation, and unitary gate transformations. For the latter two cases, Quandary implements several recent theoretical results that significantly reduce the computational complexity of the quantum control problem. Detailed numerical examples are provided to compare features of the implementation and illustrate convergence properties.

Targeting HPC platforms, Quandary provides three levels of computational parallelism. First, independent solves of Lindblad’s master equation are distributed over different compute cores. Secondly, the quantum state in each solve is distributed over multiple cores to perform linear algebra operations in parallel, based on the PETSc library [18]. A third, more experimental, level of parallelism applies a multigrid-in-time algorithm for solving Lindblad’s master equation, using the XBraid library [20]. Detailed weak and strong scaling studies are reported in Section IV, focusing on parallel performance of the linear algebra operations. Conclusions are given in Section V.

II. SIMULATION OF OPEN QUANTUM DYNAMICS

Quandary models the dynamics of composite open quantum systems that are driven by external control pulses. The composite system is composed of $Q \geq 1$ subsystems, where each subsystem $q$ can have an arbitrary (finite) number of energy levels, $n_q \geq 1$. Each subsystem can, for example, model a qubit ($n_q = 2$), a qudit ($n_q > 2$), or a resonator cavity ($n_q \gg 2$). The state of the composite system is described by its density matrix $\rho(t) \in \mathbb{C}^{N \times N}$, where $N = \prod_{q=1}^{Q} n_q$.

The quantum dynamics is modeled by Lindblad’s master equation [21], [22]:

$$\dot{\rho}(t) = -i [H(t), \rho(t)] + \mathcal{L}(\rho(t)), \quad 0 \leq t \leq T,$$

subject to an initial condition. To slow down the oscillatory time variation in the density matrix, Quandary solves Lindblad’s equation in a rotating frame of reference. The Lindbladian $\mathcal{L}(\rho)$ holds collapse operators for modeling Markovian interactions between the quantum system and its environment. Both decay and dephasing can be modeled in each of the subsystems:

$$\mathcal{L}(\rho) = \sum_{q=1}^{Q} \sum_{l=1}^{2} \mathcal{L}_{lq} \rho \mathcal{L}_{lq}^\dagger - \frac{1}{2} \left( \mathcal{L}_{lq}^\dagger \mathcal{L}_{lq} \rho + \rho \mathcal{L}_{lq}^\dagger \mathcal{L}_{lq} \right).$$

Here, the collapse operators acting on subsystem $q$ are $\mathcal{L}_{lq} := \frac{1}{\sqrt{\tau_q}} a_q$ (decay) and $\mathcal{L}_{lq} := \frac{1}{\sqrt{\tau_q}} a_q^\dagger$ (dephasing) with decay and dephasing times $\tau_1$ and $\tau_2$, respectively. The lowering and raising operators acting on subsystem $q$ are denoted $a_q$ and $a_q^\dagger$, respectively. The Hamiltonian is decomposed into a time-independent system part and a time-varying control part, which models the action of external control fields. In the system Hamiltonian, Quandary implements two common coupling models for circuit QED devices, characterized by the cross-Kerr coefficients $\xi_{pq}$ and/or the Jaynes-Cummings coupling coefficients $g_{pq}$:

$$H_{\text{sys}} := \sum_{q=1}^{Q} \left( (\omega_q - \omega_{\text{rot}}) a_q^\dagger a_q - \frac{\xi_{pq}}{2} a_q^\dagger a_p a_q - \sum_{p>q} g_{pq} (a_p^\dagger a_q + a_p a_q^\dagger) - \xi_{pq} a_p^\dagger a_p a_q^\dagger \right),$$

where $\omega_q$ is the 0-1 transition frequency, $\xi_{pq}$ is the self-Kerr coefficient, and $\omega_{\text{rot}}$ denotes the frequency of rotation in subsystem $q$. We note that the above form of the Jaynes-Cummings coupling term assumes that all rotational frequencies are equal; the general form implemented in Quandary includes the time-dependent factors $\exp(i(\omega_{\text{rot}} - \omega_q) t)$ that pre-multiply the terms $a_p^\dagger a_q$ and $a_p a_q^\dagger$, respectively.

The action of external fields on subsystem $q$ is modeled by the lab-frame control Hamiltonian $f_q(t)(a_q + a_q^\dagger)$, where the control pulse is the form $f_q(t) = 2 \Re\{d_q(t)e^{i\theta_{\text{qrot}}t}\}$. After applying the rotating frame approximation, this leads to the control Hamiltonian

$$H_c(t) = \sum_{q=1}^{Q} d_q(t)a_q + d_q^\dagger(t)a_q^\dagger.$$
In Quandary, the control pulses in the rotating frame are parameterized by B-spline basis functions that modulate the amplitude and phase of a number of carrier waves:

\[
d_q(\alpha_q, t) = \sum_{s=1}^{N_s} S_s(t) \sum_{f=1}^{N_f} \alpha_{q_s,f} \exp(i t \Omega_{q_s,f}).
\]  

(5)

The control pulse for subsystem \( q \) consists of \( N_s \) basis functions \( S_s(t) \) and \( N_f \) carrier frequencies \( \Omega_{q_s,f} \), with control parameters \( \alpha_{q_s,f} \in \mathbb{C} \), giving a total of \( 2 N_s N_f \) real-valued control parameters per subsystem. The basis functions \( S_s(t) \) are chosen to be piece-wise quadratic B-spline wavelets [23], which have local support in time and are continuously differentiable. The wavelets are centered on a uniform grid in time where the knot spacing is \( \Delta \tau = T/(N_s - 2) \). Figure 2 exemplifies the control parameterization with three basis functions (left) serving as envelopes for a carrier wave (right). Parameterizing the control functions using B-splines with carrier waves provides a compact alternative to discretizing the control functions on the same time step as Lindblad’s master equation. Transitions between energy levels in a quantum system are caused by resonance, where the resonant frequencies can be determined from the coefficients in the system Hamiltonian [24]. By choosing the frequencies of the carrier waves such that they coincide with the resonant frequencies, the amplitude and phase of the carrier waves can vary on a much slower time scale than the carrier waves. Thus, the number of control parameters can be independent of, and significantly smaller than, the number of time steps for solving Lindblad’s equation. In contrast to other control parameterizations using basis functions (e.g. Fourier modes or Legendre polynomials, see e.g. [25]), the B-spline wavelets are local in time. Hence, each control parameter only influences the envelope function locally.

In its forward integration mode, Quandary evolves Lindblad’s equation in time using a given control vector \( \alpha \) and a given initial state. To enable accurate long time-integration and avoid numerical dissipation, Quandary employs the symplectic implicit midpoint rule (IMR), which is a second-order accurate Runge-Kutta scheme. Further details on the time-integration scheme as it is implemented in Quandary are provided in Appendix A.

III. GRADIENT-BASED OPTIMAL CONTROL

In addition to simulating the time-evolution of an open quantum system, Quandary can optimize the control vector \( \alpha \) to drive the system towards a desired target state at a final time \( T > 0 \). To that end, Quandary minimizes an objective function \( G(\alpha) \) of the following form:

\[
G(\alpha) = \frac{1}{M} \sum_{i=1}^{M} \beta_i J(p_i^{\text{tar}}, \rho_i(T)) + \gamma_1 \int_0^T \beta(t) J(p_i^{\text{tar}}, \rho_i(t)) \, dt + \gamma_2 \frac{1}{2} \| \alpha \|^2.
\]  

(6)

The realized state, \( \rho_i(t) \), is the solution of Lindblad’s master equation (1), driven by external control fields corresponding to the control vector \( \alpha \). The realized state is subject to the initial condition \( \rho_i(0) \), as will be discussed below. The first term in \( G(\alpha) \) is (a weighted average of) a merit functional \( J \) that quantifies the discrepancy between the desired target state, \( \rho_i^{\text{tar}} \), and the realized state, \( \rho_i(T) \), evaluated at the final time \( T \). The second term in \( G(\alpha) \) serves as a penalty that can be added with parameter \( \gamma_1 \geq 0 \). This term drives the system towards the target state before the final time is reached. Here, the weight function is chosen to be \( \beta(t) = \frac{1}{a} \exp\left(-\left(\frac{t-T}{\Delta \tau}\right)^2\right) \), where \( a > 0 \) is a tunable parameter. The third term in \( G(\alpha) \) is a Tikhonov regularization that can be added with parameter \( \gamma_2 \geq 0 \). This term regularizes the optimization problem by favoring control vectors with smaller norm.

The following choices for the merit functional \( J \) are available in Quandary:

\[
J_{Frob}(\rho^{\text{tar}}, \rho) = \frac{1}{2} \| \rho^{\text{tar}} - \rho \|_{F}^2
\]  

(7)

\[
J_{Tr}(\rho^{\text{tar}}, \rho) = 1 - \text{Tr} \left( (\rho^{\text{tar}})^\dagger \rho \right)
\]  

(8)

\[
J_{N_m}(\rho) = \text{Tr}(N_m \rho).
\]  

(9)

As explained in more detail below, the first two functionals, \( J_{Frob} \) and \( J_{Tr} \), are most commonly used for realizing state-to-state transfer and unitary gate transformations (Section III-A and Section III-C, respectively). The merit functional \( J_{N_m} \) is primarily intended to reduce the computational complexity for the unconditional preparation of pure states (Section III-B).

The optimization problem is solved numerically by employing preconditioned gradient-based (L-BFGS) updates to the control vector \( \alpha \). The gradient of the objective function with respect to the control vector is computed by solving the adjoint Lindblad equation, which propagates sensitivities backwards in time. All components of the gradient can then be calculated at a computational cost that is independent of the number of control parameters. Quandary follows the first-discretize-then-optimize approach and derives the discrete adjoint equation for gradient computation from the discretized Lindblad equation, see Appendix B. This choice ensures that the gradient of the objective function is consistent with the numerical evaluation of the objective function, and hence is exact on the discretized (implementation) level – not only in the limit as the step size goes to zero, but also for any finite step size in the
time discretization. Further details on the discretization of the adjoint Lindblad equation and the gradient computation are given in Appendix B.

A. State-to-state transfer

In the simplest setting, the objective function (6) represents a state-to-state transfer problem that aims to drive one specific initial state $\rho(0)$ towards a given target state $\rho^{\text{tar}}$. In this case, the number of initial states in $\mathcal{G}(\alpha)$ is $M = 1$. As an example, Figure 3 demonstrates the optimized evolution of a 4-level qudit driven from the ground state $\rho(0) = |0\rangle\langle 0|$ to the Fock-superposition state $\rho^{\text{tar}} = 1/2(|0\rangle + |3\rangle)(|0\rangle + |3\rangle)$. To assess the quality of the optimized solution, for pure target states, Quandary measures the fidelity using

$$F(\rho^{\text{tar}}, \rho) = \text{Tr} \left( \rho^{\text{tar}} \rho \right), \quad \rho^{\text{tar}} = |\psi\rangle\langle \psi|.$$ (10)

At $T = 0.2\text{ns}$, the Fock superposition state is reached with $99.999\%$ fidelity. The convergence of the L-BFGS iteration is shown in Figure 4. The merit functional, here $J_{Frob}$, decreases monotonically to below $10^{-6}$, and the reduction of the gradient norm by 4 orders of magnitude indicates that the optimization problem was successfully solved.

B. Unconditional state preparation

In the unconditional state preparation problem, the optimization task is to find control pulses that drive any initial state to a given target state $\rho^{\text{tar}}$, i.e. the target is the same for all initial states. In contrast to a state-to-state transfer, this unconditional preparation of a target state typically requires the quantum system of interest to be coupled to a dissipative channel [26], allowing for entropy flow from the system of interest to a bath. With Quandary, the unconditional state preparation capability can, for example, be used to optimize for a ground-state reset of multiple qubits, coupled to a dissipative readout cavity.

1System parameters for one qudit modelled with $n_q = 4$ energy levels: $\omega_q/2\pi = 4.140\text{GHz}$, $\xi_q/2\pi = 230\text{MHz}$, $T_1 = 93.79\mu$s, $T_2 = 102.52\mu$s. Control pulses are parameterized with $N_{j,k} = 10$ B-spline basis functions with carrier wave frequencies of $\Omega_j/2\pi = \{0, 0, -\xi_{pq}\}$.

![Fig. 3. State-to-State transfer: Optimized evolution of energy level occupation for the preparation of the Fock superposition state $\rho^{\text{tar}} = (|0\rangle + |3\rangle)/\sqrt{2}$. At $T = 0.2\text{ns}$, the target state is reached with 99.999% fidelity.](image)

To account for any initial state, the optimization problem generally needs to consider a basis of states that span all possible initial states $\rho(0)$, resulting in $M = N^2$ terms in the objective function (6). Quandary utilizes the following $N^2$ pure basis states to span the space of any initial state:

$$B^{kj} := \frac{1}{2} (|k\rangle\langle j| + |j\rangle\langle k|) \begin{cases} 0 & \text{if } k = j, \\ \frac{1}{2} (|k\rangle\langle j| - |j\rangle\langle k|) & \text{if } k < j, \\ \frac{1}{2} (|k\rangle\langle j| + |j\rangle\langle k|) & \text{if } k > j \end{cases}$$ (11)

for $k, j = 0, \ldots, N-1$. In contrast to other density matrix parameterizations, the basis matrices $B^{kj}$ are constructed in such a way that each element is itself a density matrix that represents a (pure) quantum state [27]. This ensures a physically meaningful propagation when solving Lindblad’s master equation.

The benefit of these basis matrices becomes apparent when the target state is pure. In this case, it is suggested in [27] to utilize the merit functional $J_{N_m}$. In $J_{N_m}$ (see (9)), the observational operator $N_m$ is a diagonal matrix, with diagonal elements $\lambda_l = |l - m| \forall l = 0, \ldots, N-1$. Here, the integer $m \geq 0$ corresponds to the pure target $\rho^{\text{tar}} = |m\rangle\langle m|$ in the computational basis. It is straightforward to verify that $J_{N_m}(\rho) \geq 0$ and that $J_{N_m}(\rho) = 0$, if and only if $\rho = |m\rangle\langle m|$. Since the solution of Lindblad’s master equation is linear with respect to the initial state, and the merit functional $J_{N_m}(\rho(T))$ is linear in $\rho(T)$, it is sufficient to consider one ensemble state

$$\rho_s(0) := \frac{1}{N^2} \sum_{kj} B^{kj},$$ (12)

as the only initial state for evaluating the objective function $\mathcal{G}(\alpha)$, see [27] for further details. This approach reduces the computational complexity from solving $M = N^2$ to $M = 1$ Lindblad equations per objective function evaluation.

An important application for unconditional state preparation is ground state reset, which aims to drive a system from any initial state to the ground state of the zero’s energy level, hence $\rho^{\text{tar}} = |0\rangle\langle 0| \in \mathbb{C}^{N \times N}$. Fast reset is required in many application scenarios, for example in schemes for error correction [28]–[30]. In that case, the merit functional $J_{N_m}$ measures the expected energy level of the final state $\rho(T)$. As
over all (pure) basis states of the normalized von Neumann entropy decay towards the ground state. At $T = 5\mu s$ the system reaches the ground state with an average fidelity of 99.18% for the first qubit, 99.16% for the second qubit, and 99.4% for the cavity. Here the fidelity is averaged by evaluating (10) over all (pure) basis states $B^{bl}$. Figure 7 shows the evolution of the normalized von Neumann entropy

$$S(\rho(t)) = -\frac{1}{\log(N)} \text{Tr} (\rho(t) \log (\rho(t))) ,$$

for various initial states. It illustrates that the ensemble state $\rho_s$ is maximally mixed and represents a 'worst-case' initial state for ground state reset.

C. Logical gate optimization

Most prominently, quantum optimal control is utilized for realizing logical gate operations, represented by a unitary matrix $V \in C^{N \times N}$. Here the goal is to determine control pulses that drive any initial state $\rho(0)$ to the unitarily transformed target state $\rho^{tar} = V \rho(0) V^\dagger$. In contrast to state-to-state transfer and state preparation, in this case the target state depends on the initial state itself. In general, a basis of initial states would need to be taken into account in the objective function, leading to $M = N^2$ evaluations of Lindblad’s equation. However, it was shown in [31], [32] that it is sufficient to consider only three specific initial states throughout the optimization process, independent of the Hilbert space dimension $N$. These initial states are designed such that they distinguish between any two unitaries in that space and are given by

$$\rho_1(0) = \sum_{j=0}^{N-1} \lambda_j |j\rangle \langle j| \quad \text{for} \quad \lambda_j \geq 0, \lambda_i \neq \lambda_j, \quad (14)$$
$$\rho_2(0) = \psi_1 \psi_1^\dagger, \quad \psi_1 = \frac{1}{\sqrt{N}} [1, 1, \cdots, 1]^T, \quad (15)$$
$$\rho_3(0) = \frac{1}{N} I_N. \quad (16)$$

Note also that the three initial states are not sufficient to deduce a bound on the realized gate error. Instead this can be computed by propagating at least $N + 1$ states with the optimized control vector, see [32]. When the objective function (6) is based on the three initial states, it is suggested in [32] to weigh the contributions from each of those states to emphasize the first state, e.g. by choosing $\beta_1 = 20.0, \beta_2 = \beta_3 = 1.0$. Further, when using $J_{Tr}$ as merit functional, it is advised to scale each contribution by the purity of $\rho_i(0)$.

Both merit functionals $J_{Tr}$ and $J_{Tr,coh}$ are commonly used for unitary gate optimization. Note that they differ by the
average impurity of \( \rho^{tar} = V \rho (0) V^\dagger \) and \( \rho (T) \):

\[
J_{Frob} = \frac{1}{2} \text{Tr} (\rho^{tar} - \rho (T) + \frac{1}{2} \text{Tr} (\rho (T)^2)
= J_{Tr} - \frac{1}{2} (1 - \text{Tr} (\rho^{tar})) - \frac{1}{2} (1 - \text{Tr} (\rho (T)^2)).
\]

While the purity of \( \rho^{tar} \) is constant throughout the optimization, the purity of \( \rho (T) \) may vary, potentially hampering optimization convergence when \( J_{Tr} \) is used in the objective function. Below, we analyze the performance of the two merit functionals when applied to a CNOT gate optimization problem, spanning two qubits.\(^3\) The CNOT gate performs a NOT operation on the second qubit, controlled by the state of the first qubit, as exemplified in Figure 8 through the population of the \(|1\rangle\)-state in each qubit for four different initial states. The performance of the two merit functionals \( J_{Frob} \) and \( J_{Tr} \) is demonstrated in Figure 9. It shows the optimization history in terms of the infidelity \( 1 - F \) (gate error) for either merit functional, using either a full basis of initial states (\( M = N^2 \)), or only the three initial states (\( M = 3 \)), in \( G(\alpha) \). We also evaluate the influence of the weights \( \beta_i = (20, 1, 1) / \text{Tr} (\rho_i (0)^2) \) in the objective function. While all combinations of merit functionals, initial conditions and weights, eventually reach about the same level of average fidelity (top panel of Figure 9), only the merit functional \( J_{Frob} \) results in an optimization history that terminates with a small gradient norm (bottom panel), indicating its superiority over \( J_{Tr} \). Further, the optimization converges in fewer iterations when using a full basis of initial states than when only three initial states are considered, and the importance of choosing appropriate weights \( \beta_i \) is visible. In terms of iteration counts and gradient reduction, the best performance is achieved for \( J_{Frob} \) with full basis of initial conditions. For modest problem sizes, one may account for the increase in computational complexity by distributing the initial conditions over \( N^2 \) compute units. However, for larger problem sizes, the computational complexity will be more favorable if the objective function is evaluated on the weighted sum over three initial states only.

To further investigate the properties of the two merit functionals, in Figure 10 we numerically evaluate the eigenvalues of the Hessian of the objective function \( G(\alpha) \) at the numerical optima. For all combinations of merit functionals and initial conditions, the first 15 eigenvalues are orders of magnitudes larger than the rest. This observation appears to be closely related to theoretical results in [33], suggesting that a minimum of 15 basis functions are required to parameterize the control functions for an arbitrary unitary two-qubit gate transformation. The bottom panel of Figure 10 plots the remaining 185 eigenvalues. Here, negative eigenvalues are visible, indicating that the objective function is non-convex. For the merit functional \( J_{Tr} \), the Hessian of the objective function has a multitude of negative eigenvalues of the order \( O(10^{-2}) \). In contrast, the merit functional \( J_{Frob} \) only leads to a Hessian with a few negative eigenvalues of the order \( O(10^{-4}) \). This observation provides insight into why \( J_{Frob} \) leads to superior optimization convergence compared to \( J_{Tr} \).

Quandary’s object-oriented implementation allows developers to easily extend the predefined gate set to suit their particular simulation and optimization requirements. For example, Appendix C demonstrates optimal control towards a customized SWAP gate spanning four fully coupled qubits.

IV. PARALLEL SCALABILITY

Written in C++, Quandary is portable and is designed for modern HPC architectures. Three levels of parallelism are implemented, each based on the message-passing paradigm. In the first and most trivial level, Quandary distributes independent solves of Lindblad’s master equation onto multiple compute units, such that different initial conditions in the objective function are propagated simultaneously. Parallel speedup for distributing initial conditions is perfect because such simulations are independent of one another, eliminating the need for communication other than a final gather operation to sum up the contributions to the total objective function (data omitted to conserve space).

As a second level of parallelism, Quandary distributes the quantum state (in vectorized form, see Appendix A) onto multiple compute cores. Here, Quandary relies on PETSc [18] to perform parallel linear algebra across multiple distributed-memory nodes. System matrices are distributed accordingly and stored in parallel using the sparse matrix AIJ format in PETSc. In the following, we present strong and weak

\[^3\]The system parameters for the CNOT gate optimization example are: \( \omega_q / 2\pi = \{4.105, 4.812\} \text{GHz} \), \( \xi_q / 2\pi = \{219.8, 225.2\} \text{MHz} \), \( \xi_{12} / 2\pi = 10\text{MHz} \), \( T_1 = \{56, 58\} \mu s \), \( T_2 = \{28, 28\} \mu s \). We assume a gate duration of \( T = 70 \text{ ns} \). The controls are parameterized with \( N_q = 50 \) basis functions with carrier wave frequencies \( \Omega_q^0 = 0 \) and \( \Omega_q^2 = -\xi_{12} \).
scaling results for solving Lindblad’s master equation and the corresponding adjoint equation, for one initial condition. Note that the achieved speedups from distributed linear algebra multiply with the speedup for distributing independent runs over different initial conditions from the first level of parallelism. All computations reported below were performed on the Quartz cluster at Lawrence Livermore National Laboratory\(^4\).

Figure 11 presents strong-scaling results for integrating the discretized master equation for \(N_T = 10\) time steps, for an increasing number of compute cores. The different colors correspond to different problem sizes. We compare fully coupled qubit systems with Hilbert space dimensions \(N = 2^Q\), as well as systems of the same dimension that couple two qudits with \(n_q > 1\) energy levels, resulting in \(N = n_q^2\). Note that the cases \(Q = \{8, 10, 12\}\) and \(n_q = \{16, 32, 64\}\) both yield \(N = \{256, 1024, 4096\}\), corresponding to a density matrix with \(N^2 = \{65536, 1048576, 16777216\}\) elements – distributed over multiple cores. For a given problem size, the runtimes reported in Figure 11 demonstrate significant strong scalability when increasing the number of compute nodes. For comparison, we also show timings for solving Lindblad’s equation with the same Hamiltonian and collapse operators, using the Python package Qutip [1]. Here, Qutip’s `mesolve()` routine was used to integrate Lindblad’s equation for 10 time steps with the second-order Adam’s time-integration scheme. While Qutip was configured to use multi-threading, it’s scalability is limited and most beneficial for performing independent runs (e.g., the first level of Quandary parallelism). No speedup was obtained by running `mesolve()` in multi-threaded mode for the test cases considered here, and the timings reported were obtained for runs using a single thread. In contrast, distributing the quantum state vector onto multiple compute cores in Quandary scales reasonably well to large numbers of compute cores, with drastic reductions in run times. From Figure 11, we can also observe weak scalability when both the problem size as well as the compute resources are increased simultaneously (horizontal slices of the same figure).

The above results are presented in a different way in Figure 12. Here, we illustrate the attainable speedup from parallel computations, compared to serial computations on a single core. For the biggest test case considered here, with \(N = 2^{12}\),

---

\(^4\)Quartz has 3,018 nodes based on Intel Broadwell E5-2695 v4 processors, with 36 cores per node, 128 GB node memory, and an Intel Omni-Path 100 Gb/s interconnect.
a maximum speedup of up to 328x is achieved, reducing the run time for performing 10 time-step from about 8 minutes to about 1.5 seconds. Since typically many (thousands) of time-steps are needed to evolve the density matrix to the final time, the speedups achieved from spatial distribution are essential for solving quantum control problems in larger quantum system.

We next investigate the computational costs for one gradient evaluation in a state-to-state transfer problem, as function of the problem size. We consider $Q$ coupled qubits and hence system dimensions of $N = 2^Q$, and evaluate the gradient of the objective function, $\nabla_G Q$ based on the merit functional $J_{Frob}$, for a state-to-state problem that transforms the ground state $|0\ldots0\rangle$ to the target $|1\ldots1\rangle$-state. To make the timing study tractable, we assume a duration of $T = \text{1ns}$. Figure 13 compares serial and parallel run times when the state is distributed onto multiple compute cores. Note that adding one qubit to the system quadruples the total number of elements in the density matrix. To keep the number of elements per core fixed, the number of cores is increased by a factor of four each time a qubit is added. For eight and more qubits, this number of cores is calibrated to agree with the minimum run time achieved from the strong-scaling study in Figure 11.

From Figure 13, it is apparent that a serial computation of the gradient quickly becomes intractable as the number of qubits increases (the serial execution times shown for $Q \geq 10$ are extrapolated from running 10 time-steps only, and multiplying with the corresponding number of required steps to reach $T = \text{1ns}$). In contrast, parallel execution puts optimal control of up to 12 qubits in the realm of the possible. The moderate increase in parallel compute time, when simultaneously increasing the number of qubits and the number of cores, can be explained in two ways. On the one hand, the number of time-steps needed to accurately solve Lindblad’s master equation to a fixed time increases quadratically with the number of qubits, i.e. $N_T = \mathcal{O}(Q^2)$. For example, the 12-qubit case was using 4.4 times more time steps than the 6-qubit case. On the other hand, the most significant computational tasks during the implicit time stepping consists of solving a linear system of equations. During each iteration of GMRES (see Appendix A), the super-operator matrix is applied to a vector of size $N^2$. While the super-operator matrix is very sparse, the number of non-zero entries per row scales quadratically with the number of qubits. The computational complexity of each GMRES iteration therefore scales as $\mathcal{O}(N^2Q^2)$, where $Q = \log_2 N$. Taking both of these effects into account, the calculation of the gradient of the objective function scales as $\mathcal{O}(N^2(\log_2 N)^4)$, whereas the increase in the number of computational cores “only” increases as $\mathcal{O}(N^2)$.

A third, more experimental, level of parallelism is also available in Quandary. This approach targets concurrency across the time dimension by interfacing with the parallel-in-time library XBraid [20]. XBraid distributes the discrete time steps onto multiple compute cores, and performs a parallel non-intrusive multigrid-in-time (MGRIT) algorithm, which Quandary can use to solve the forward and adjoint Lindblad equations. We remark that the design of efficient MGRIT methods for wave propagation problems is still under active research. The speedup from the MGRIT algorithm hence depends on the specific test case and an in-depth study will be published elsewhere.

V. CONCLUSIONS

The Quandary code can be used for simulating the evolution of an open quantum system for a given control vector. It can also be used to solve the optimal control problem for

\[ \Delta t_{\text{step}} = 2/(Q(Q - 1)) \]

3The time-step size required to resolve the optimal control problem for a fixed accuracy tolerance can be estimated based on the eigenvalues of the system Hamiltonian. We considered a fixed coupling term $C_{pq} = \text{const}$ between all qubits for this scaling study, which simplifies the eigenvalue estimation and leads to the time-step estimate for integrating the system with qubits, $\Delta t_{\text{step}} = 2/(Q(Q - 1))$. The number of time-steps to integrate up to a fixed time is inversely proportional to the time step. Thus, 12-qubits require about $12 \cdot 11/(6 \cdot 5) = 4.4$ times more time steps than the 6-qubit case.
driving the quantum system towards a desired state, aiming at three common tasks. First, for realizing a state-to-state transformation. Secondly, for approximating a unitary state transformation, and finally for unconditional pure state preparation. In the latter two cases, Quandary implements recent theoretical results that significantly reduce the computational burden during the optimization.

Because the computational burden grows rapidly with the size of the quantum system, Quandary implements a message passing paradigm through the PETSc library, based on the MPI library. This approach allows Quandary to run on modern HPC platforms, where the computational tasks can be distributed over many nodes in a cluster, where each node has many cores. We have demonstrated weak and strong scaling properties for solving Lindblad’s equation forwards in time, and for evaluating an objective function and its gradient.

While the evaluation of the objective function and its gradient have been shown to scale well on a parallel machine, the L-BFGS algorithm sometimes suffers from poor convergence for larger quantum systems. These convergence problems will be the subject of further investigations.

**APPENDIX**

A. Numerical time-integration of Lindblad’s master equation

Quandary solves Lindblad’s master equation in vectorized form for the vector \( q(t) := \vec{\rho}(t) \in \mathbb{C}^{N^2} \). The vectorized Lindblad master equation is given by

\[
\dot{q}(t) = M(t)q(t), \quad \forall \; t \in [0, T] \tag{17}
\]

\[
M(t) := -i \left( I_N \otimes H(t) - H^T(t) \otimes I_N \right) - \frac{1}{2} \left( I_N \otimes \mathcal{L}_{tq}^T \mathcal{L}_{tq} + \mathcal{L}_{tq}^T \mathcal{L}_{tq} \otimes I_N \right).
\]

Note that, in the absence of Lindbladian collapse operators, the system matrix \( M(t) \) of this linear ordinary differential equation (ODE) becomes skew-symmetric, resulting in a pure wave propagation problem. For this reason we choose the symplectic Implicit Midpoint Rule (IMR) \cite{34} scheme to evolve \( q(t) \) forward in time, on a uniform grid in time, \( t_j = j \Delta t, \; j = 0, \ldots, N_T \), with constant time step \( \Delta t = T / N_T \). The IMR scheme is a Runge-Kutta method with accuracy \( O(\Delta t)^2 \).

The approximations \( q^j \approx q(t_j) \) are given by

\[
q^{j+1} = q^j + \Delta t \left( M^{j+\frac{1}{2}} \right) z^j, \quad j = 0, \ldots, N_T - 1, \tag{18}
\]

where the stage variable \( z^j \) solves the linear system

\[
\left( I - \frac{\Delta t}{2} M^{j+\frac{1}{2}} \right) z^j = q^j, \tag{19}
\]

and where \( M^{j+\frac{1}{2}} := M \left( t_j + \frac{\Delta t}{2} \right) \). Quandary solves the linear system using the iterative GMRES method \cite{35}.

B. Gradient computation using the discrete adjoint approach

Quandary solves the optimization problem by employing a gradient-based L-BFGS \cite{36} optimization scheme to iteratively update the control vector \( \alpha \in \mathbb{R}^{2QN_T} \) based on the gradient of the objective function \( G(\alpha) \). The gradient is computed by using the adjoint approach, which allows all components of the gradient to be evaluated at computational costs that is independent of the number of control parameters. We follow the first-discretize-then-optimize approach and derive the adjoint equations from the discretized optimization problem in order to get a gradient that is exact on the discretized (implementation) level and consistent with the forward evaluation.

Let the adjoint variables be denoted \( \beta^j \). Since the IMR is symmetric, the consistent adjoint time-integration scheme is also the IMR, and reads

\[
\beta^j = \beta^{j+1} + \Delta t \left( M^{j+\frac{1}{2}} \right)^\dagger \beta^j + \gamma_1 \beta(t_j) \partial_{q^j} J(q^j)^\dagger, \tag{20}
\]

for all \( j = N_T - 1, \ldots, 0 \), where the last term results from the discretized integral penalty term in the objective function, acting as a source term for the discrete adjoint equations. The terminal condition is given by \( \beta^{N_T} = \frac{1}{M} \beta \partial_{q^T} J \) which represents the local sensitivity of the objective function evaluated at final time \( T \), and the adjoint equations can then be solved backwards in time from \( j = N_T - 1, \ldots, 0 \). Here, the adjoint stage variables \( \beta^j \) in each time-step solve the adjoint linear system

\[
\left( I - \frac{\Delta t}{2} \left( M^{j+\frac{1}{2}} \right)^\dagger \right) \beta^j = \beta^{j+1} \tag{21}
\]

using GMRES iterations.

Using the state and the adjoint variables, the gradient of the objective function with respect to the control parameters \( \alpha \) is given then by

\[
\nabla G(\alpha) = \sum_{j=0}^{N_T-1} \Delta t \left( \nabla_\alpha M^{j+\frac{1}{2}} z^j \right)^\dagger \beta^j + \gamma_2 \alpha. \tag{22}
\]

where \( z^j \) and \( \beta^j \) solve the linear systems (19) and (21), respectively.

---

**Fig. 13.** Time (minutes) to evaluate \( \nabla G \) for a 0-1 transfer problem with duration \( T = 1 \) ns.
Remark: The above expressions can be derived either by traversing the flow graph to evaluate the objective function $G(\alpha)$ in reverse order and applying the chain rule to propagate local sensitivities backwards through the flow graph as is done, for example, in the reverse mode of Algorithmic/Automatic Differentiation [37]. Alternatively (and equivalently), they follow from saddle point conditions for the Lagrange functional associated with the discretized optimization problem.

C. Customized SWAP gate spanning 4 qubits

Quandary’s predefined gate set for logical gate optimization can be easily extended to suit specific needs. This feature is of particular importance as it can serve as a test bed for developing specialized compilers to perform specific tasks. Here, we demonstrate optimization towards a custom logical gate that spans 4 qubits, performing a SWAP-14 operation on the first and the last qubit, while leaving the other two qubits in their respective state. This SWAP-14 gate performs the following logical operation:

$$\rho(0) \leftrightarrow \rho(T)$$

for $b, c \in \{0, 1\}$, representing the second and third qubit. The resulting unitary gate matrix $V \in \mathbb{R}^{4 \times 4}$, $N = 2^4$, has 1’s on the diagonal at positions where no operation is performed (first and last row of the table). It has symmetric pairs of off-diagonal 1’s at positions corresponding to the swaps in the two middle rows of the table.

We consider a gate duration of $T = 10\text{ns}$, and parameterize the controls with $N_c = 50$ B-spline basis functions with carrier wave frequencies $\Omega_q/2\pi = \{0.0, -\xi_{pq}, -2\xi_{pq}, -3\xi_{pq}\}$. Figure 14 shows the optimization convergence history in terms of objective function and gradient norm reduction. It is apparent that this test case takes significantly more iterations than other test cases presented here, which we attribute to the more complex optimization landscape when four qubits are to be controlled. Nevertheless, the optimized control pulses realize the desired SWAP gate on 4 qubits with an average gate fidelity of 99.68%.
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