Abstract

In this paper, we present Position-to-Structure Attention Transformers (PS-Former), a Transformer-based algorithm for 3D point cloud recognition. PS-Former deals with the challenge in 3D point cloud representation where points are not positioned in a fixed grid structure and have limited feature description (only 3D coordinates \((x, y, z)\) for scattered points). Existing Transformer-based architectures in this domain often require a pre-specified feature engineering step to extract point features. Here, we introduce two new aspects in PS-Former: 1) a learnable condensation layer that performs point downsampling and feature extraction; and 2) a Position-to-Structure Attention mechanism that recursively enriches the structural information with the position attention branch. Compared with the competing methods, while being generic with less heuristics feature designs, PS-Former demonstrates competitive experimental results on three 3D point cloud tasks including classification, part segmentation, and scene segmentation.

1. Introduction

3D point cloud recognition is an active research area in computer vision that has gained steady progress in the past years [13, 24, 32, 34, 46]. The availability of large-scale 3D datasets [44] and real-world applications [15] in autonomous driving [4, 30], computer graphics [31], and 3D scene understanding [16] make the task of 3D point cloud recognition increasingly important.

Amongst recent 3D shape representations for deep-learning based recognition tasks, including meshes [11], voxels (or volumetric grid) [42], and implicit functions [5], the point cloud representation [32] remains a viable choice to represent 3D shapes due to its flexibility and effectiveness in computation and modeling. However, adopting the point cloud representation in downstream tasks poses some special challenges: 1) unlike the voxel-based volumetric representation that has a fixed grid-structure where 3D convolutions [42] can be readily applied, point clouds are basically collections of scattered points that hold no order; 2) each sample point carries only the 3D coordinate information \((x, y, z)\) without rich explicit feature descriptions. A good understanding about the overall shape, as well as the object parts represented by point clouds depends on extracting the “correct” and “informative” features of the individual points through their relations with the neighboring points (context).

The main challenge: a chicken-and-egg problem. Point clouds come in as scattered points without known connections and relations. Point cloud recognition is a chicken-and-egg problem: a rich feature description benefits from the robust extraction of the point structure relations (local graphs), whereas creating a reliable local graph also depends on an informative feature description for the points. In a nutshell, the local graph building and feature extraction processes are tightly coupled in 3D point cloud recognition, which is the central issue we are combating here.
Transformers [39] are emerging machine learning models that have undergone exploding development in natural language processing [8] and computer vision [3, 9]. Unlike Convolutional Neural Networks [22] that operate in the fixed image lattice space, the attention mechanism in the Transformers [39] include the positional embeddings in the individual tokens that themselves are already orderless. This makes Transformers a viable representation and computation framework for 3D point cloud recognition. Using the vanilla Transformers on point clouds [9, 39] under the standard self-attention mechanism, however, leads to a sub-optimal solution (see ablation study in section 5.1). The weighted sum mechanism learns an average of the tokens which are not ideal for structure extraction. Existing works like PCT [13] have a special non-learnable feature engineering step that pre-extracts features for each sampled point.

Given these challenges, we propose in this paper a new point cloud recognition method, Position-to-Structure Attention TransFormer (PS-Former), that consists of two interesting properties:

1. A learnable Condensation Layer that performs point cloud downsampling and feature extraction automatically. Unlike the Transformer-based PCT approach [13], where a fixed strategy using farthest point sampling and a feature engineering process using KNN grouping are adopted, we extract structural features by utilizing the internal self-attention matrix for computing the point relations.

2. A Position-to-Structure Attention mechanism that recursively enriches the structure information using the position attention branch. This is different from the standard cross-attention mechanism where two working branches cross attend each other in a symmetric way. An illustration can be found in Figure 4.

We conduct experiments on three main point cloud recognition tasks including ModelNet40 classification [44], ShapeNet part segmentation [51], and 3SDIS scene segmentation [1], to evaluate the effectiveness of our proposed model. ModelNet40 classification requires the recognition of the entire input point cloud while the latter two focus on single point labeling. PS-Former is shown to be able to achieve competitive results when compared with state-of-the-art methods, and improve over the PCT method [13] that computes the features before the attention layer by grouping them based on the original 3D space distance.

2. Related Work

3D Point Cloud Recognition. Due to the point cloud’s non-grid data structure, a number of works have been proposed in the past by first converting the points to a grid data structure e.g. 2D images or 3D voxels [12, 37]. The grid data after this pre-processing can be directly learned by CNN-like structure [22]. However, this conversion process from point clouds to volumetric data may lead to information loss e.g. occlusion in the 2D images and resolution bottleneck in the 3D voxels. The seminal work of PointNet [32] chose to perform learning directly on the original point cloud data in which max pooling operation is adopted to retain invariance in the point sets. Since the work of PointNet [32], there has been a wealthy body of methods proposed along this direction. There are methods [38, 43, 47] attempting to simulate the convolution process in 2D images whereas other approaches [40, 48] adopt graph convolutional neural networks (GCN) to build connections for the neighboring points for feature extraction.

Transformer Architecture. A notable recent development in natural language processing is the invention and widespread adoption of the Transformer architectures [7, 39]. At the core, Transformers [39] model the relations among tokens with two attention mechanisms, namely self-attention and cross-attention. Another important component of Transformers is the positional encoding that embeds the position information into the tokens, relaxing the requirement to maintain the order for the input data. Recently, Transformers have also been successfully adopted in image classification [9] and object detection [3]. Typically, vision transformers adopt similar absolute/relative positional encoding strategies used in language transformers [36, 39] to encode grid structures from 2D images. In 3D point cloud tasks, the input point cloud data only contains the 3D coordinates without any texture information, which makes the computation from position to structure feature extraction a challenging task. In point cloud recognition, Transformers were adopted in [46]; PCT [13] applies sampling and grouping operations introduced by PointNet++ [34] to capture the structure information.

Compared to existing 3D point cloud recognition methods [24, 28, 41, 45], our proposed PS-Former model consists of learnable components that are generic and easy to adapt. Versus the competing Transformer based approaches such as PCT [13], PS-Former (1) removes the non-learnable feature engineering stage with a Condensation Layer and (2) incorporates newly designed Position-to-Structure Attention that learns informative features from point positions and their neighboring structures.

3. Method

In this section, we present our proposed model, Position-to-Structure Transformers (PS-Former). We first give an overview of our model, followed by a description of the two key components of our model: Position-Structure Attention Layer and Condensation Layer.
Figure 2. **Schematic illustration of our proposed PS-Former.** The input point cloud first goes through self-attention blocks, and then the point cloud features are downsampled and extracted by a learnable Condensation Layer. Finally, the features are decoupled into a position feature branch and a structure feature branch. A Position-to-Structure Attention mechanism recursively enriches the structure information using the position feature branch, and learns a feature representation for 3D point cloud tasks e.g. classification and segmentation. N: Number of points. D: Dimension of features. T: Number of points after the Condensation Layer. \(F_{\text{pos}}\): Position feature of each point. \(F_{\text{str}}\): Structure feature of each point.

3.1. Overview

Our proposed PS-Former model is a Transformer-based architecture, as seen in Figure 2. The overall goal of the PS-Former is to learn an effective representation for downstream tasks such as classification and segmentation. The input is \(N \times 3\) coordinate data which will first go through an input embedding module to project the data from the low-dimension space to the high-dimension space. Two self-attention layers are adopted to make points interact with each other to obtain more developed features before condensation. Following are our two key designs: Condensation Layer and Position-to-Structure Attention Layer. The features are concatenated together for further recognition tasks.

3.2. Attention Mechanism

The vanilla attention mechanism [39] is as follows:

\[
E = \left( \frac{QK^T}{\sqrt{C}} \right), \quad A_{ij} = \frac{e^{E_{ij}}}{\sum_j e^{E_{ij}}}
\]  

(1)

where \(Q\) and \(K\) are query and key respectively, \(C\) is the feature dimensions and \(A\) is the final attention matrix. However, in the 3D space of points, a more meaningful way to consider the correlation between points is the euclidean distance instead of the dot product. Thus, we introduce a new attention mechanism based on euclidean distance in our model. We also keep this characteristic in the high dimensional space as well to facilitate an easier learning process. Moreover, we use a similar normalization method as PCT [13] and we’ll see later in the Condensation Layer (section 3.3) it will be a key design for our algorithm. Our final attention equation is as following:

\[
E_{ij} = -||Q_i - K_j||_2^2 
\]

\[
A'_{ij} = \frac{e^{E_{ij}}}{\sum_i e^{E_{ij}}}, \quad A_{ij} = \frac{A'_{ij}}{\sum_j A'_{ij}}
\]  

(2)

(3)

3.3. Condensation Layer

A common challenge in point cloud recognition is exploiting rich local and global structures. Methods such as PointNet++ [34] and PCT [13] have adopted a combination of sampling—Farthest Point Sampling (FPS)—and grouping methods to tackle this difficulty. Our approach extracts the local structures through a two-step process based entirely on attention: sampling and feature construction. The generation of these features through attention create a much richer and more focused local neighborhood context as compared to the more handcrafted approach of PCT and PointNet++. Furthermore, the proposed method proves to be a natural integration into the Transformer network. The Condensation Layer also compresses information for less computational complexity. The schema of the Condensation Layer can be viewed in Figure 3.

We select \(T\) points from the point cloud to serve as center points of local neighborhoods. The traditional Farthest Point Sampling strategy does not identify the most important neighborhoods because its main objective, to maximize inter-point distance, does not motivate meaningful center points. Since attention is a learned measure of affinity and an integral part to the Transformer, we sample the center points based on the row sum of the attention matrix. We apply the softmax operation in columns at first, which can be understood as each point’s contribution to each other. The row sum can be seen as how much information each point
**Figure 3. Condensation Layer:** This is a depiction of the Condensation process, showing a plant’s point cloud from ModelNet40 [44]. Left: In the first stage, we feed a complete point cloud to the Condensation Layer. Middle: Using Algorithm 1, we select the top-k point features that best represent the point cloud. Right: For each selected position feature, we generate an accompanying structure feature through the surrounding discarded point features.

**Algorithm 1 Attention-Based Condensation**

**Input:** Masked Attention: $A \in \mathbb{R}^{N \times N}$, $N$: the number of points, $T$: the number of selected points, $P_n$: input points

**Output:** $P_s$: sampled points

1: $e_i \leftarrow \sum_{j=1}^{N} A_{i,j}$
2: $id_s \leftarrow 0$
3: for $k \leftarrow 1, 2...T$ do
4: $r_k \leftarrow \text{argmax}(e)$
5: $e_i \leftarrow e_i - A_{i,r_k}$
6: $e_{r_k} \leftarrow -\infty$
7: Insert $r_k$ into $id_s$
8: end for
9: $P_s \leftarrow \text{index}(P_n, id_s)$
10: return $P_s$

**3.4. Position-to-Structure Attention Layer**

Our key design is to decouple the position and structure information and allow the position feature to gradually enrich the structure feature. To achieve this, we design the Position-to-Structure Attention Layer as presented in Figure 4. The structure information is acquired using the relative position features which can be seen as the neighborhood structure features around one specific point. In our Position-to-Structure Attention Layer, there are three main processes to update the features which can be seen in Figure 5. Each point’s position feature is updated through the weighted sum along with its structure feature, while the relative position feature is also used to enrich the structure feature.

In particular, the attention matrix is computed by both
the position features and the structure features as following:

\[ E_{ij} = -||Q_i^{\text{pos}} - K_j^{\text{pos}}||_2^2 - ||Q_i^{\text{str}} - K_j^{\text{str}}||_2^2, \]

\[ A'_{ij} = e^{E_{ij}}, \quad A_{ij} = \frac{A'_{ij}}{\sum_j A'_{ij}} \]  

Both the position features and structure features are updated through attention while structure features are also influenced by top-k related points according to the attention matrix.

\[ F'_{\text{pos}} = F_{\text{pos}} + K_1 (A \cdot V_{\text{pos}}), \]

\[ F'_{\text{str}} = F_{\text{str}} + K_2 (A \cdot V_{\text{str}} \circ F_{\text{gather}}) \]

where \( K_1, K_2 \) are mapping functions: \( R^d \rightarrow R^d \), \( \circ \) is the concatenate operation, \( F_{\text{pos}} \) is the position features for each point, \( F_{\text{str}} \) is the structure features for each point and \( F_{\text{gather}} \) is the features gathered using the relative position features.

4. Experiments

In this section, we evaluate our proposed model in three point cloud recognition tasks: point cloud classification on ModelNet40 [44], point cloud part segmentation on ShapeNet [51] and indoor scene segmentation on Stanford 3D Indoor Space (S3DIS) [1].

4.1. Classification on ModelNet40

Dataset and implementation. A primary assay for point cloud classification, ModelNet40 [44] is a 3D point cloud dataset composed of 12,311 CAD models from 40 different object classes. To maintain consistency with other studies, the same train-test split is used as the given dataset: 9,843 training samples and 2,468 testing samples. In processing the data, we randomly select 1,024 points, as many other methods do. It is important to note that we discard information regarding surface normals and solely use the 3D coordinates. Following PointNet [32] convention, we augment the training data with random translation, scaling and dropout. While testing, augmentation is omitted and the test set is evaluated without any voting strategy. The model is trained with the Adam optimizer [18] with its learning rate and weight decay both set at 1e-4.

| Model          | Input | # Points | Accuracy (%) |
|----------------|-------|----------|--------------|
| VoxNet [28]    | v     | -        | 85.9         |
| Subvolume [33] | v     | -        | 89.2         |
| PointNet [32]  | pc    | 1k       | 89.2         |
| PAT [50]       | pc    | 1k       | 91.7         |
| Kd-Net [19]    | pc    | 32k      | 91.8         |
| PointNet++ [34]| pc    | 5k       | 91.9         |
| PointCNN [24]  | pc    | 1k       | 92.5         |
| DGCNN [41]     | pc    | 1k       | 92.9         |
| InterpCNN [27] | pc    | 1k       | 93.0         |
| GeoCNN [20]    | pc    | 1k       | 93.4         |
| PAConv [47]    | pc    | 1k       | 93.6         |
| RPNet [35]     | pc    | 1k       | 94.1         |
| CurveNet [45]  | pc    | 1k       | 93.8         |
| A-SCN [46]     | pc    | 1k       | 89.8         |
| Point Transformer [10] | pc | 1k | 92.8 |
| Cloud Transformers [29] | pc | 1k | 93.1 |
| PCT [13]       | pc    | 1k       | 93.2         |
| PointTransformer [54] | pc | 1k | 93.7 |
| PS-Former (Ours) | pc | 1k | 93.9         |

Table 1. **ModelNet40** [44] Classification: Overall accuracy for classification on ModelNet40 with state-of-the-art methods. pc: point cloud, v: voxel. Results in this table are from cited papers and all are without voting strategy.

Results and analysis. We achieved a competitive result on the ModelNet40 dataset, as seen in Table 1. The best overall accuracy achieved by the PS-Former without the assistance of normals or voting ensembles was 93.9%. 

Figure 5. Three feature updating processes in the Position-Structure Attention Layer. In this case, (a) \( p_i \), where \( i = 1, 2, ..., 5 \), position features are used to update \( p_i \) to \( p_i' \). (b) relative position features \( e_{e_i} \), where \( i = 1, 2, ..., 5 \), are combined to form structure feature \( s_{e_i} \). (c) structure features \( s_i \), where \( i = 1, 2, ..., 5 \), are used to update \( s_i \) to \( s_i' \).
For the experiment, we investigated the results of our novel Condensation Layer (shown in Figure 6). We observe that our Condensation Layer identifies points of interests much more commonly in central areas, while the Farthest Point Sampling (FPS) strategy identifies points in an even distribution in the point cloud. We hypothesize that our Condensation Layer favors more information rich centers that hold high attention values with respect to its neighboring points; the Farthest Point Sampling technique likely produces an even collection of points due to it’s objective to maximize point-to-point distance. With intuitively chosen attention-based centers, our model is able to outperform FPS-based methods such as PointNet++ and PCT. Also, with the novel Position-to-Structure Attention and Condensation Layer, our PS-Former outperforms other Transformer-based methods.

### 4.2. Part Segmentation on ShapeNet

**Dataset and implementation.** We further evaluate our model on ShapeNet [51] for part segmentation. It contains 16,881 shapes with 14,007 as training samples and the remaining 2,874 as testing samples. The dataset contains 50 object parts in total with each object containing no more than 6 object parts. 2048 points are sampled for each point cloud and all the points are assigned with a part label. To classify each point into the correct label, our Condensation Layer’s output token number is set to the input token number which in this case is 2048. After the Position-to-Structure Attention layers, we concatenate the node feature with the whole data feature which is obtained using max pooling as in ModelNet40 classification task. To reduce the computation, in this experiment, we only use the structure feature since this task is more focused on point-wise classification and structure information is more important in this case. We use SGD as our optimizer with the initial learning rate set to 0.1 and the weight decay set to 1e-4. Cosine Annealing Scheduler is used to adjust the learning rate with the minimal learning rate set to 1e-3 [26].

**Results and analysis.** The IoUs of all the test dataset and each class are presented in Table 2. It can be seen that our model achieves competitive results compared to previous methods. Some of the visualization results are presented in Figure 7.

### 4.3. Scene Segmentation on S3DIS

**Dataset and implementation.** We also use S3DIS [1] to evaluate our model on scene segmentation. The dataset contains 6 areas and 271 rooms in total. Each data sample contains 4,096 points with each point assigned with a label from 13 classes. Different from ModelNet40 classification and ShapeNet part segmentation, the input of each point contains 9-dimensional features including coordinate, RGB and normal vector information. Due to this change, our model removes subtraction in the gather operation in the Condensation Layer since we want to keep the color and norm information in each point’s structure information while keeping the position information to continue gradually enriching the structure information through the Position-to-Structure Attention Layer. In our training-testing procedure, the training dataset is all the areas except area 5 which leaves area 5 to be the testing dataset. The same optimizer and learning schedule are used as part segmentation which is SGD with the initial learning to 0.1 and Cosine Annealing Scheduler [26].

**Results and analysis.** The mAcc and mIou of the test dataset are presented in Table 3. Note that since our model is trying to decouple the position and structure features and gradually enrich the structure features through the Position-to-Structure Attention Layer, this task which includes RGB and normal vector input as well as position input is not a direct fit for our task. However, it can still benefit from it given by our results. Furthermore, we present several visualization results on Area 5 in Figure 8.
Table 2. Part Segmentation Results on ShapeNet: mIOU is the instance level mean IOU. All results are cited from the original papers.

| Method          | mIOU  |
|-----------------|-------|
| PointNet [32]   | 83.7  |
| SO-Net [23]     | 84.9  |
| PointNet++ [34] | 85.1  |
| SynSpecCNN [52] | 84.7  |
| PCNN [2]        | 85.1  |
| SpiderCNN [49]  | 85.3  |
| PointCNN [24]   | 86.1  |
| Point2Seq [25]  | 85.2  |
| RS-CNN [14]     | 86.2  |
| KPCov [38]      | 86.4  |
| 3D-GCN [6]      | 85.1  |
| DGCNN [41]      | 85.2  |
| PAConv [47]     | 86.1  |
| PS-Former (ours)| 86.4  |

Table 3. Scene Segmentation Results on S3DIS Area 5.

| Model            | mAcc  | mIoU  |
|------------------|-------|-------|
| PointNet [32]    | 48.98 | 41.09 |
| PCNN [2]         | 67.01 | 58.27 |
| PointCNN [24]    | 63.86 | 57.26 |
| SPG [21]         | 66.50 | 58.04 |
| HPEIN [17]       | 68.30 | 61.85 |
| DGCNN [41]       | 84.10 | 56.10 |
| KPConv [38]      | 72.8  | 67.1  |
| PointWeb [53]    | 66.64 | 60.28 |
| PointTransformer [54] | 67.65 | 61.33 |
| PCT [13]         | 68.57 | 59.36 |
| PS-Former (ours) | 86.4  | 81.3  | 81.4  | 91.6  | 72.0  | 92.3  | 88.4  | 85.5  | 96.2  | 73.5  | 95.3  | 83.7  | 61.7  | 76.9  | 82.9  |

5. Ablation Studies

In this section we explore the effects and impact of the proposed components of the PS-Former—Position-to-Structure Attention, Condensation Layer—and performances of other model variations through ablations evaluated on ModelNet40 classification. Training parameters and testing measures are kept consistent with the description in Section 4.1.

5.1. Position-to-Structure Attention

We analyze the importance of PS-Former’s awareness and distinction between position information and structure information by altering its use and access to such features, as reported in Table 4. We conduct two ablations: 1) removing structure features completely, 2) combining structure features with position features. For the first ablation, the position-only features are fed through vanilla attention. Input dimension is doubled to keep attention dimensions and modeling capability constant. We observe that our model with the proposed Position-to-Structure Attention exhibits...
a +1.8% improvement over a position-only attention model. The decrease in performance for the first ablation likely comes from the loss of information on local structures. In the second ablation, the structure features are computed once and concatenated with position features to be passed through classical attention. Compared to the ablation, our proposed method performs +1.1% better. The results of the two ablations not only suggest the importance of structure features but also of an awareness of the distinction between structure and position.

| Configuration       | Accuracy (%) |
|---------------------|--------------|
| No Structure        | 92.1         |
| Combined            | 92.8         |
| Position and Structure | 93.9       |

Table 4. Ablation on Position-to-Structure Attention: Overall accuracy for classification on ModelNet40 [44] with configurations described in Section 5.1.

| # Sampled | Accuracy (%) |
|-----------|--------------|
| 1024      | 93.4         |
| 512       | 93.9         |
| 256       | 93.6         |
| 128       | 93.1         |

Table 5. Ablation on Condensation Layer: Overall accuracy for classification on ModelNet40 [44] with configurations described in Section 5.2.

5.2. Condensation Layer

In an effort to demonstrate the Condensation Layer’s performance improvements, we conduct ablations on the number of points sampled. As shown in Table 5, our proposed model with the Condensation Layer configured to 512 points performed better than 1024 points, suggesting the efficacy of our attention-based point sampling in creating information rich local structures. This observation coincides with our hypothesis made in Section 4.1. Furthermore, the down-sampling of points provides great relief in terms of computational efficiency because attention is an operation with \( O(n^2 \cdot d) \) complexity. Through the stated ablations, we verify the utility and desired properties of our proposed Condensation Layer.

5.3. Multi-Scale Approach

Previous research has demonstrated a boost in performance gained from multi-scale features that incorporate both global and local structure [34]. To investigate its effects regarding our PS-Former, we trained a multi-scale PS-Former and applied it to ModelNet40 for classification. The model is comprised of two branches: a PS-Former that samples 256 points and one that samples 1024 points. The features generated by the two are concatenated together after max pooling and fed through the same classification network used for Section 4.1. The model attained a best overall accuracy of 93.6%. We hypothesize that the multi-scale approach does not provide complementary information, as our Condensation Layer and Position-to-Structure Attention layers already serve as effective extractors of structural feature representation.

5.4. Cross Attention

We also conduct ablation studies on using the cross-attention operation to mediate position and structure feature interaction. After the Condensation Layer each point will have two features: position and structure. We use cross-attention to enrich the structure features from the position features. Besides this, we also conduct two experiments using cross-attention from structure to position and two-way interaction. The results are presented in Table 6. It can be seen clearly that with cross-attention from position features to structures, the result is still decent compared to PCT [13]. However, the application of cross-attention on structure to position, causes the results to go down. This further demonstrates that the weighted sum mechanism is not suited for capturing the structure features from the position features while the decoupling still works. The decrease in performance with structure enriching position validates our design of position to structure.

| Method               | Accuracy (%) |
|----------------------|--------------|
| (Vanilla cross attention) |              |
| pos → str            | 93.3         |
| str → pos            | 92.5         |
| pos → str & str → pos| 92.8         |
| Position-to-Structure Attn (ours) | **93.9**    |

Table 6. Ablation on using cross attention to interact between position information and structure information: Overall accuracy for classification on ModelNet40 [44]

6. Conclusion

In this paper, we have presented Position-to-Structure Transformer (PS-Former) for 3D points by designing a learnable Condensation Layer and Position-to-Structure Attention mechanism for effective and efficient point cloud feature extraction. Compared to the existing Transformer-based approaches in this domain, PS-Former is more general with less artificial feature engineering, as well as improved performance.
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