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Abstract
Ad hoc teamwork is the challenging problem of designing an autonomous agent which can adapt quickly to collaborate with teammates without prior coordination mechanisms, including joint training. Prior work in this area has focused on closed teams in which the number of agents is fixed. In this work, we consider open teams by allowing agents with different fixed policies to enter and leave the environment without prior notification. Our solution builds on graph neural networks to learn agent models and joint-action value models under varying team compositions. We contribute a novel action-value computation that integrates the agent model and joint-action value model to produce action-value estimates. We empirically demonstrate that our approach successfully models the effects other agents have on the learner, leading to policies that robustly adapt to dynamic team compositions and significantly outperform several alternative methods.

1. Introduction
Many real-world problems require autonomous agents to perform tasks in the presence of other agents. Recent multi-agent reinforcement learning (MARL) approaches (e.g. Christianos et al., 2020; Foerster et al., 2018; Rashid et al., 2018; Lowe et al., 2017) solve such problems by jointly training a set of agents with shared learning procedures. However, as agents become capable of long-term autonomy and are used for a growing number of tasks, it is possible that agents may have to interact with previously unknown other agents, without the opportunity for prior joint training. Thus, research in ad hoc teamwork (Stone et al., 2010) aims to design a single autonomous agent, which we refer to as the learner, that can interact effectively with other agents without pre- coordination such as joint training.

Prior ad hoc teamwork approaches (Barrett & Stone, 2015; Albrecht et al., 2016; Barrett et al., 2017; Ravula et al., 2019; Chen et al., 2020) achieved this aim by combining single-agent RL and agent modeling techniques to learn from direct interaction with other agents. These approaches were designed for closed teams in which the number of agents is fixed. In practice, however, many tasks also require the learner to adapt to a changing number of agents in the environment. For example, consider an autonomous car that needs to drive differently depending on the number of nearby vehicles, which may be driven by humans or produced by different manufacturers, and their respective driving styles (Albrecht et al., 2021).

We make a step towards the full ad hoc teamwork challenge by considering open teams in which agents with various fixed policies may enter and leave the team at any time and without prior notification. Open ad hoc teamwork involves three main challenges that must be addressed without pre- coordination. First, the learner must quickly adapt its policy to the unknown policies of other agents. Second, handling openness requires the learner to adapt to changing team sizes in addition to other agents’ types, which may affect the policy and role a learner must adopt within the team (Tambe, 1997). Third, the changing number of agents results in a state vector of variable length, which causes standard RL approaches that require fixed-length state vectors to perform poorly, as we show in our experiments.

We propose a novel algorithm designed for open ad hoc teamwork, called Graph-based Policy Learning (GPL) 3, which addresses the aforementioned challenges. GPL adapts to dynamic teams by training a joint action value model which allows the learner to disentangle the effect each agent’s action has on the learner’s returns. To select optimal actions from the joint action value model, we contribute a novel action-value computation method which integrates joint-action value estimates with action predictions learned using an agent model. To handle dynamic team sizes, the joint action value model and agent model are both based on graph neural network (GNN) architectures (Tacchetti et al., 2019; Böhmer et al., 2020) which have proven useful for dealing with changing input sizes (Hamilton et al., 2017; Hamilton et al., 2020).
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3Implementation code can be found at https://github.com/uoe-agents/GPL
Jiang et al., 2019). Our computed action values can be used within different value-based single-agent RL algorithms; in our experiments we test two versions of GPL, one based on Q-learning (Mnih et al., 2015) and one based on soft policy iteration (Haarnoja et al., 2018).

Our experiments evaluate GPL and various baselines in three multi-agent environments (Level-based foraging (Albrecht & Ramamoorthy, 2013), Wolfpack (Leibo et al., 2017), FortAttack (Deka & Sycara, 2020)) for which we use different processes to specify when agents enter or leave the environment and their type assignments. We compare GPL against ablations of GPL that integrate agent models using input concatenation, a common approach used by prior works (Grover et al., 2018; Tacchetti et al., 2019); as well as two MARL approaches (MADDPG (Lowe et al., 2017), DGN (Jiang et al., 2019)). Our results show that both tested GPL variants achieve significantly higher returns than all other baselines in most learning tasks, and that GPL generalizes more effectively to previously unseen team sizes/compositions. We also provide a detailed analysis of learned concepts within GPL’s joint action value models.

2. Related Work

Ad hoc teamwork: Ad hoc teamwork is at its core a single-agent learning problem in which the agent must learn a policy that is robust to different teammate types (Stone et al., 2010). Early approaches focused on matrix games in which the teammate behavior was known (Agnon & Stone, 2012; Stone et al., 2009). A predominant approach in ad hoc teamwork is to compute Bayesian posteriors over defined teammate types and utilizing the posteriors in reinforcement learning methods (such as Monte Carlo Tree Search) to obtain optimal responses (Barrett et al., 2017; Albrecht et al., 2016). Recent methods applied deep learning-based techniques to handle switching agent types (Ravula et al., 2019) and to pretrain and select policies for different teammate types (Chen et al., 2020). All of these methods were designed for closed teams. In contrast, GPL is the first algorithm designed for open ad hoc teamwork in which agents of different types can dynamically enter and leave the team.

Agent modeling: An agent model takes a history of observations (e.g. actions, states) as input and produces a prediction about the modeled agent, such as its goals or future actions (Albrecht & Stone, 2018). Recent agent modeling frameworks explored in deep reinforcement learning (Raleanu et al., 2018; Rabinowitz et al., 2018; He et al., 2016) are designed for closed environments. In contrast, we consider open multi-agent environments in which the number of active agents and their policies can vary in time. Tacchetti et al. (2019) proposed to use graph neural networks for modeling agent interactions in closed environments. Unlike GPL, their method uses predicted probabilities of future actions to augment the input into a policy network, which did not lead to higher final returns in their empirical evaluation. Our experiments also show that their method leads to worse generalization to teams with different sizes.

Multi-agent reinforcement learning (MARL): MARL algorithms use RL techniques to co-train a set of agents in a multi-agent system (Papoudakis et al., 2019). In contrast, ad hoc teamwork focuses on training a single agent to interact with a set of agents of unknown types that are in control over their own actions. One approach in MARL is to learn factored action values to simplify the computation of optimal joint actions for agents, using agent-wise action values (Rashid et al., 2018; Sunehag et al., 2018) and coordination graphs (CG) (Böhmer et al., 2020; Zhou et al., 2019). Unlike these methods which use CGs to model joint action values for fully cooperative setups, we use CGs in ad hoc teamwork to model the impact of other agents’ actions towards the learning agent’s returns. Jiang et al. (2019) consider MARL in open systems by utilizing GNN-based architectures as value networks. In our experiments we use a baseline following their method and show that it performs significantly worse than GPL.

3. Problem Formulation

The goal in open ad hoc teamwork is to train a learner agent to interact with other agents that have unknown behavioural models, called types, and which may enter or leave the environment at any timestep. We formalize the problem of open ad hoc teamwork by extending the Stochastic Bayesian Game model (Albrecht et al., 2016) to allow for openness. The current formulation focuses on fully observable environments and extending the framework to the partially observable case is left as future work.

3.1. Open Stochastic Bayesian Games (OSBG)

An OSBG is a tuple \((N, S, A, \Theta, R, P)\), where \(N,S,A,\Theta\) represent the set of agents, the state space, the action space, and the type space, respectively. For simplicity we assume a common action space for all agents, but this can be generalised to individual action spaces for each agent. Let \(P\) denote the power set. To define joint actions under variable number of agents, we define a joint agent-action space \(A_N = \{a|a \in P(N \times A), \forall (i, a^i), (j, a^j) \in a : i = j \Rightarrow a^i = a^j\}\) and refer to the elements \(a \in A_N\) as joint agent-actions. Similarly, we define a joint agent-type space \(\Theta_N = \{\theta|\theta \in P(N \times \Theta), \forall (i, \theta^i), (j, \theta^j) \in \theta : i = j \Rightarrow \theta^i = \theta^j\}\), refer to \(\theta \in \Theta_N\) as the joint agent-type and use \(\theta^i\) to denote the type of agent \(i\) in \(\theta\). The conditions in the definition of \(\Theta_N\) and \(A_N\) constrain each agent to only select one action while also being assigned to one type.

We assume the learner can observe the current state of the
environment and the past actions of other agents but not their types. The learner’s reward is determined by \( R : S \times A_N \mapsto \mathbb{R} \). The transition function \( P : S \times A_N \mapsto \Delta(S \times \Theta_N) \) determines the probability of the next state and joint agent-types, given the current state and joint agent-actions, where \( \Delta(X) \) is the set of all probability distributions over \( X \). Although the transition function allows agents to have changing types, our current work assumes that an agent’s type is fixed between entering and leaving the environment.

Under an OSBG, the game starts by sampling an initial state, \( s_0 \), and an initial set of agents, \( N_0 \), with associated types, \( \theta^i_0 \), with \( i \in N_0 \), from a starting distribution \( P_0 \in \Delta(S \times \Theta_N) \). At state \( s_t \), agents \( N_t \subseteq N \) with types \( \theta^i_t \), \( i \in N_t \) exist in the environment and choose their actions \( a^i_t \) by sampling from \( \pi \). As a consequence of the selected joint agent-actions, the learner receives a reward computed through Equation 1 by sampling from \( \pi \). Finally, the next state \( s_{t+1} \) and the next set of existing agents \( N_{t+1} \) and types are sampled from \( P \) given \( s_t \) and joint agent-actions.

### 3.2. Optimal Policy for OSBG

Assuming that \( i \) denotes the learning agent, the learning objective in an OSBG is to estimate the optimal policy defined below:

**Definition 1.** Let the joint actions and the joint policy of other agents than \( i \) at time \( t \) be denoted by \( a^{-i}_t \) and \( \pi^{-i} \), respectively. Given a discount factor, \( 0 \leq \gamma \leq 1 \), we define the action-value of policy \( \pi^i \), \( Q_{\pi^i}(s, a^i) \), as:

\[
E_{a^i_t \sim \pi^i, a^{-i}_t \sim \pi^{-i}, P} \left[ \sum_{t=0}^{\infty} \gamma^t R(s_t, a_t) \right] \big| s_0 = s, a^i_0 = a^i \,
\]

which denotes the expected discounted return after the learner executes \( a^i \) at \( s \). A policy, \( \pi^{i,*} \), is optimal if:

\[
\forall \pi^i, s, a^i, Q_{\pi^{i,*}}(s, a^i) \geq Q_{\pi^i}(s, a^i).
\]

Given \( Q_{\pi^{i,*}}(s, a) \), an OSBG is solved by always choosing \( a^i \) with the highest action-value at \( s \).

### 4. Graph-based Policy Learning

We introduce the general components of GPL and their respective role for estimating an OSBG’s optimal policy. We also describe the neural network architectures and learning procedures used for implementing each component. A general overview of GPL’s architecture is provided in Figure 1 while the complete learning pseudocode is given in Appendix D.

#### 4.1. Method Overview and Motivation

In an OSBG, agents’ joint actions inherently affect the learner’s return through the rewards and next states it experiences. A learner using common value-based RL methods such as Q-Learning (Watkins & Dayan, 1992) will always update the action-values of the learner’s previous action, even if that action had minimal impact towards the observed reward from an OSBG. In MARL, a similar credit assignment problem is commonly addressed by using a centralized critic (Lowe et al., 2017; Foerster et al., 2018) that disentangles the effects of other agents’ actions to a learner’s return by estimating a joint-action value function. Inspired by the importance of joint-action value modeling for credit assignment, GPL includes a component for joint-action value estimation. The joint-action value of a policy, \( Q_{\pi^i}(s, a) \), is defined as:

\[
E_{a^i_t \sim \pi^i, a^{-i}_t \sim \pi^{-i}, P} \left[ \sum_{t=0}^{\infty} \gamma^t R(s_t, a_t) \right] \big| s_0 = s, a^i_0 = a^i \,
\]

In contrast to Equation (1), this joint-action value denotes the learner’s expected return after the joint agent-action \( a \) at \( s \). Modeling joint-action values prevents the learner from only crediting its own action if it has minimal contribution towards rewards that it experienced.

Unlike centralized training for MARL (Lowe et al., 2017) where the TD-error for training a joint-action value model can be approximated by using other agents’ known policies, in ad hoc teamwork using joint-action value models introduces problems in computing optimal actions and temporal difference errors. This results from the assumption in ad hoc teamwork of not knowing other agents’ policies during training and execution. Therefore, the uncertainty in other agents’ actions must be accounted for in the action value computation in ad hoc teamwork.

To perform joint-action value training and action selection for ad hoc teamwork, we approximate the learner’s action value function \( Q_{\pi^i} \) by simultaneously learning a factorized joint action value model and an agent model that approximates \( \pi^{-i}(a^{-i}_t | s_t, \theta^{-i}) \) (see Section 4.2). We can then approximate the expectation in Equation 1 by weighting the action value components with the likelihood of the corresponding agents’ actions following:

\[
\tilde{Q}_{\pi^i}(s_t, a^i_t) = E_{a^{-i}_t \sim \pi^{-i}(\cdot | s_t, a^i_t, \theta^{-i})} [Q(s_t, a) | a^i_t = a^i_t].
\]

Other strategies to deal with the uncertainty in other agents’ actions are possible. Being optimistic one can choose \( a^i \) from the joint agent-action with maximum value, which can yield in suboptimal policies for ad hoc teamwork since other agents may choose actions that do not maximize the learners returns. Given an agent model that predicts agents next actions one could also sample other agents actions and compute an average joint action value for each of the learners actions. During learning of the action value model, one can even use information of joint actions taken at previous state to compute the TD-error following SARSA (Rummery & Niranjan, 1994). However, these sampling-based
approaches may increase the variance of the action value estimates, which may decrease learner’s performance.

GPL’s last component is the type inference component. In an OSBG, types affect \( Q(s, a) \) and \( \pi^{-1}(a^{-1}|s, \theta^{-1}) \) by determining other agent’s immediate and future actions. Estimation of \( Q(s, a) \) and \( \pi^{-1}(a^{-1}|s, \theta^{-1}) \) must therefore take agent types as input. However, agent types are unknown and must be inferred from agents’ observed behavior, which we detail in Section 4.2.

The aforementioned GPL components are finally implemented using neural networks that facilitate an efficient computation of \( \bar{Q}^{\pi^{-1}}(s, a^i) \) by imposing a simple factorization of the joint action value based on coordination graphs (Guestrin et al., 2002). Furthermore, environment openness is handled by implementing the joint-action value and agent modeling components with GNNs, which we describe in the next section. This produces a flexible way of computing \( \bar{Q}^{\pi^{-1}}(s, a^i) \) for any team sizes.

4.2. The GPL Architecture

In this section, we outline the neural network architectures used for implementing GPL’s three components (cf. Figure 1). This is followed by a description of the loss functions for training the neural networks representing each component.

**Type inference:** Without knowledge of the type space of an OSBG, GPL assumes types can be represented as fixed-length vectors. Since type inference requires reasoning over agent’s behavior over an extended period of time, we use LSTMs (Hochreiter & Schmidhuber, 1997) for type inference. Our usage of LSTMs for type inference aligns with previous approaches for creating fixed-length embeddings of agents (Grover et al., 2018; Rabinowitz et al., 2018).

The LSTM takes the observation \((u_t)\) and agent-specific information \((x_t^j)\), which are both derived from \(s_t\), to produce a hidden-state vector as an agent’s type embedding. GPL then uses the type embeddings as input for the joint action value and agent modeling network. Although the joint action value and agent modeling feature may use the same type inference network, separate networks are used to prevent both model’s gradients from interfering against each other during training. Further details on the preprocessing method to derive \(u_t\) and \(x_t^j\) from \(s_t\), along with the computation of type vectors are provided in Appendix C.

**Joint action value estimation:** We implement GPL’s joint action value model as fully connected Coordination Graphs (Guestrin et al., 2002) (CGs) for three reasons. First, CGs factorize the joint action value in a way that facilitates efficient action-value computation, which we will elaborate further when discussing GPL’s action-value computation. Second, CGs can be implemented as GNNs (Böhmer et al., 2020), which we demonstrate in Section 5.5 to be important for handling environment openness. Third, the aforementioned action value factorization also enables CGs to model the contribution of other agents’ actions towards the learner’s returns, which we show in Section 5.6 to be the main reason behind GPL’s superior performance compared to baselines.

Given a state, a fully connected CG factorizes the learner’s joint action value as a sum of individual utility terms, \( Q_{\beta}(a_t^j|s_t) \), and pairwise utility terms, \( Q_{\delta}^{j,k}(a_t^j, a_k^j|s_t) \), under the following Equation:

\[
Q_{\beta}(a_t|s) = \sum_{j\in N_t} Q_{\beta}^{j}(a_t^j|s_t) + \sum_{j,k\in N_t, j\neq k} Q_{\delta}^{j,k}(a_t^j, a_k^j|s_t). \tag{5}
\]

\(Q_{\beta}^{j}(a_t^j|s)\) intuitively represents \(j\)’s contribution towards the
We implement $Q_\beta^j(a^j|s_t)$ and $Q_\delta^{j,k}(a^j_t, a^k_t|s_t)$ as multilayer perceptrons (MLPs) parameterized by $\beta$ and $\delta$ to enable generalization across states. We then enable MLP$_\beta$ and MLP$_\delta$ to model the contribution of agents’ individual and pairwise joint actions towards the learner’s returns by providing type vectors of agents associated to each utility term, along with the the learner’s type vector as input to MLP$_\beta$ and MLP$_\delta$. Given type vectors, $\theta^i_t$ and $\theta^j_t$, MLP$_\beta$ outputs a vector with a length of $|A|$ that estimates $Q_\beta^j(a^j|s_t)$ for each possible actions of $j$ following:

$$Q_\beta^j(a^j|s_t) = \text{MLP}_\beta(\theta^i_t, \theta^j_t)(a^j). \quad (6)$$

On the other hand, instead of outputting the pairwise utility for the $|A| \times |A|$ possible pairwise actions of agent $j$ and $k$, MLP$_\delta$ outputs an $K \times |A|$ matrix ($K \ll |A|$) given its type vector inputs. Assuming a low-rank factorization of the pairwise utility terms, the output of MLP$_\delta$ is subsequently used to compute $Q_\delta^{j,k}(a^j_t, a^k_t|s_t)$ following:

$$Q_\delta^{j,k}(a^j_t, a^k_t|s_t) = (\text{MLP}_\delta(\theta^i_t, \theta^k_t)\text{MLP}_\delta(\theta^j_t, \theta^j_t))(a^j_t, a^k_t). \quad (7)$$

Previous work from Zhou et al. (2019) demonstrated that low-rank factorization enables scalable pairwise utility computation even under thousands of possible pairwise actions. Finally note that MLP$_\beta$ and MLP$_\delta$ are shared between agents to encourage knowledge reuse for utility term computation, which importance to GPL’s superior performance in open ad hoc teamwork is demonstrated in Section 5.6.

**Agent modeling:** GPL’s agent model assumes that other agents choose their actions independently, but models the effect other agents have on an agent’s actions by using the Relational Forward Model (RFM) architecture (Tacchetti et al., 2019). RFMs are a class of recurrent graph neural networks that have demonstrated high accuracy in predicting agents’ next actions (Tacchetti et al., 2019). The RFM receives agent type embeddings, $\theta_q$, as its node input to compute a fixed-length embedding, $\bar{n}$, for each agent and is parameterized by $\zeta$. Let $a^j_t$ be the action taken by agent $j$ in the joint other agent-action $a^{-i}$, we use each agent’s updated embedding to approximate $\pi^{-i}(a^{-i}|s_t, \theta_{-i})$ as:

$$q_{\zeta, \eta}(a^{-i}|s_t) = \prod_{j \in -i} q_{\zeta, \eta}(a^j|s_t),$$

$$q_{\zeta, \eta}(a^j|s_t) = \text{Softmax}(\text{MLP}_{\eta}(\bar{n}_j))(a^j),$$

with $\eta$ being the parameter of an MLP that transforms the updated agent embeddings.

**Action value computation:** Evaluating Equation (4) can be inefficient in larger teams. For instance, a team of $k$ agents which may choose from $n$ possible actions requires the evaluation of $n^k$ joint-action terms, which number grows exponentially with the increase in team size. By contrast, a more efficient action-value computation arises from factorizing the joint action value network and using RFM-based agent modeling networks. By substituting the joint-action value and agent models from Equation (5) and (8) into Equation (4), we obtain Equation (9) as our action-value estimate, which we prove in Appendix A:

$$Q(s_t, a^i) = Q_\beta^j(a^j|s_t) + \sum_{a^j \in A_j, j \neq i} (Q_\delta^{j,i}(a^j|s_t) + Q_\delta^{j,k}(a^j|s_t))q_{\zeta, \eta}(a^j|s_t) + \sum_{a^j \in A_j, a^k \in A_k, j, k \neq i} Q_\delta^{j,k}(a^j, a^k|s_t)q_{\zeta, \eta}(a^j|s_t)q_{\zeta, \eta}(a^k|s_t). \quad (9)$$

Unlike Equation (4), Equation (9) is defined in terms of singular and pairwise action terms. In this case, the number of terms that need to be computed only increases quadratically as the team size increases. The computation of the required terms can be efficiently done in parallel with existing GNN libraries (Wang et al., 2019).

**Model optimization:** As the learner interacts with teammates during learning, it stores a dataset of states, agents’ actions, and rewards that it observed. Given a dataset of other agents’ actions it collected at different states, $\{(s_t, a_t)\}_{t=1}^D$, the agent modeling network is trained to estimate $\pi(a^{-i}_{t}|s_t, a_t)$ through supervised learning by minimizing the negative log likelihood loss defined below:

$$L_{\zeta, \eta} = -\log(q_{\zeta, \eta}(a^{-i}_t|s_t)). \quad (10)$$

On the other hand, the collected dataset is also used to update GPL’s joint-action value network using value-based reinforcement learning. Unlike standard value-based approaches (Mnih et al., 2015), we use the joint action value as the predicted value. The loss function for the joint action value network is then defined as:

$$L_{\beta, \delta} = \frac{1}{2} (Q_{\beta, \delta}(s_t, a_t) - y(r_t, s_{t+1}))^2, \quad (11)$$

with $y(r_t, s_{t+1})$ being a target value which computation depends on the algorithm being used. We subsequently train GPL with Q-Learning (GPL-Q) (Watkins & Dayan, 1992) and Soft-Policy Iteration (GPL-SPI) (Haarnoja et al., 2018), which produces a greedy and stochastic policy respectively. The target value computations of both methods are defined as the following:

$$y_{\text{QL}}(r_t, s_{t+1}) = r_t + \gamma \max_{a_t} Q(s_{t+1}, a_t),$$

$$y_{\text{SPI}}(r_t, s_{t+1}) = r_t + \gamma \sum_a p_{\text{SPI}}(a^i|s_{t+1})Q(s_{t+1}, a^i),$$
where GPL-SPI’s policy uses the Boltzmann distribution,

\[ p_{SPI}(a_i^t | s_t) \propto \exp \left( \frac{Q(s_t, a_i^t)}{\tau} \right), \]

with \( \tau \) being the temperature parameter.

5. Experimental Evaluation

In this section, we describe our open ad hoc teamwork experiments and demonstrate GPL’s performance in them. This is followed by a detailed analysis of concepts learned by GPL’s joint action value model.

5.1. Multi-Agent Environments

We conduct experiments in three fully observable multi-agent environments with different game complexity:

- **Level-based foraging (LBF):** In LBF (Albrecht & Ramanan, 2013), agents and objects with levels \( l \in \{1, 2, 3\} \) are spread in a \( 8 \times 8 \) grid world. The agents’ goal is to collect all objects. Agent actions include actions to move along the four cardinal directions, stay still, or to collect objects in adjacent grid locations. An object is collected if the sum of the levels of all agents involved in collecting at the same time is equal to or higher than the level of the object. Upon collecting an object, every agent that collects an object is given a reward equal to the level of the object. An episode finishes if all available objects are collected or after 50 timesteps.

- **Wolfpack:** In Wolfpack (Leibo et al., 2017), a team of hunter agents must capture moving prey in a \( 10 \times 10 \) grid world. Episodes consist of 200 timesteps and prey are trained to avoid capture using DQN (Mnih et al., 2015). While the agents have full observability of the environment, prey only observe a limited patch of grid cells ahead of them. Agents in this environment can move along the four cardinal directions or stay still at their current location. To capture a prey, at least two hunters must form a pack by where every pack members is located next to a prey’s grid location. Every hunter in a pack that captured a prey is given a reward of two times the size of the capturing pack. However, we penalize agents by -0.5 for positioning themselves next to a prey without teammates positioned in other adjacent grids from the prey. Prey are respawned after they are captured.

- **FortAttack:** FortAttack (Deka & Sycara, 2020) is situated on a two-dimensional plane where a team of attackers aim to reach a region, which we refer to as the fort, defended by defenders whose aim is to prevent any attackers from reaching the fort. Our learning agent assumes the role of a defender. Agents are equipped with actions to move along the four cardinal directions, rotate, and shoot any opposing team members located in a triangular shooting range defined by the agent’s angular orientation and location. An episode ends when either an attacker reaches the fort, the learner is shot by attackers, or 200 timesteps have elapsed. The learner receives a reward of -3 for getting destroyed and 3 for destroying an attacker. On the other hand, a reward of -10 is given when an attacker reaches the fort and a reward of 10 when guards manage to defend the fort for 200 timesteps. A cost of -0.1 is also given for shooting.

5.2. Baselines

We design different learners, which can be categorized into single-agent value-based RL and MARL-based learners, to compare against GPL. Note that baselines that do not use GNNs require fixed-length inputs. To enable these approaches to handle changing number of agents in their observations, we impose an upper limit on the number of agents in the environment and preprocess the observation to ensure a fixed-length input by adding placeholder values. Details of this preprocessing method is provided in Appendix E.2.

- **Single-agent RL baselines:** In line with GPL, all baselines are trained with synchronous Q-learning (Mnih et al., 2016) and take as input the type vectors from the type inference network, but differ in their action-value computation and their use of an agent model. QL takes the concatenation of type vectors as input into a feedforward network to estimate action values. GNN applies multi-head attention (Jiang et al., 2019) to the type vectors and predicts action values based on the learner’s node embedding. The agent model used by QL-AM and GNN-AM is identical in architecture and training procedure to GPL’s agent model. However, the predicted action probabilities are concatenated to the individual agent representations \( x_t \) as explored by prior methods (Tacchetti et al., 2019). An overview of baselines and their components can be found in Table 1. These baselines will allow us to investigate what advantage GNNs provide in training and generalization performance, when action probabilities help learning, which method of integrating action probabilities is most useful, and how GPL’s approach to computing action values compares to prior methods.

- **MARL baselines:** While in principle our ad hoc teamwork setting precludes joint training of agents via MARL (we only control a single learner agent and may also not know rewards of other agents), we use MARL approaches by assuming that (during training) we control all teammates and all teammates are using the same reward function as the learner. We compare with two MARL algorithms: MADDPG (Lowe et al., 2017) and DGN (Jiang et al., 2019).

MADDPG is a MARL algorithm for closed environments, while DGN is a GNN-based MARL approach designed for joint training in open environments. For evaluation in open ad hoc teamwork, after MARL training completes, we select one of the jointly trained agents and measure its performance when interacting with the teammate types used.
Table 1. Types of ablations based on value network architecture and their use of agent modelling.

| Models   | GNN | Agent Model | Joint Action-Value |
|----------|-----|-------------|--------------------|
| QL       |     | ✓           |                    |
| QL-AM    |     | ✓           |                    |
| GNN      | ✓   | ✓           |                    |
| GNN-AM   | ✓   | ✓           | ✓                  |
| GPL-Q    | ✓   | ✓           | ✓                  |
| GPL-SPI  | ✓   | ✓           | ✓                  |

5.3. Data Collection for Training

While type inference requires reasoning over consecutive observations, we want to avoid increasing the storage and computational resources required for training GPL and baselines. Therefore, we collect experiences across multiple environments in parallel instead of using a single environment and storing experiences in an experience replay. This resembles the data collection process of A3C (Mnih et al., 2016). However, we collect experiences synchronously as opposed to A3C’s asynchronous data collection process.

5.4. Experimental Setup

We construct environments for open ad hoc teamwork by creating a diverse set of teammate types for each environment. Agent types are designed such that a learner must adapt its policy to achieve optimal return when interacting with the type. In LBF and Wolfpack, each type’s policy is implemented either via different heuristics or reinforcement learning-based policies. We vary the teammate policies in terms of their efficiency in executing a task and their roles in a team. Further details of the teammate policies and diversity analysis for Wolfpack and LBF are provided in Appendix B.4. We use pretrained policies provided by Deka & Sycara (2020) for FortAttack.

We simulate openness by creating an open process that determines how agents enter and leave during episodes, for both training and testing. In LBF and Wolfpack, the number of timesteps an agent can exist in the environment is determined by uniformly sampling from a certain range of integers. After staying for the predetermined number of timesteps, agents are removed from the environment. For FortAttack, agents are removed once they are shot by opponents. After being removed, agents can reenter the environment after a specific period of waiting time. The type of an agent entering an environment is uniformly sampled from all available types. Further details of the open process for each environments are provided in Appendix E.1.

After every 160000 global training timesteps, GPL and baselines’ are stored and evaluated based on their achieved return under the open process. To evaluate generalization capability in terms of number of agents, we impose different limits to the maximum team size resulting from the open process for training and testing. For testing, we increase the upper limit on team size to expose the learner against team configurations it has never encountered before. In all three environments, we specifically limit the team size to three agents during training time and increase this limit to five agents for testing. Since FortAttack has two opposing teams in its environment, these team size restriction is imposed on both teams.

5.5. Open Ad Hoc Teamwork Results

Figure 2 shows the training performance of GPL-based approaches and the baselines. It shows that MARL-based approaches produce similar or worse performance than our worst performing single-agent RL baseline during training. While MARL policies performs better alongside other jointly trained agents, it generalizes poorly against the ad hoc teamwork teammates that cannot be jointly trained with MARL. For completeness, we show MARL learner’s improved performance when interacting with other jointly trained agents in Appendix F.

Since results between GPL-Q and GPL-SPI are similar, we use GPL to refer to both in comparison with baselines. Figure 2 also shows that GPL significantly outperforms other baselines that use agent models, such as QL-AM and GNN-AM, in terms of training performance. Despite both being based on GNNs, GPL outperforming GNN-AM highlights GPL’s action-value computation method over GNN-AM. As further indicated by the similarity in performance between QL/QL-AM or GNN/GNN-AM, concatenating action probabilities towards observations also does not improve training performance in most cases, which aligns with previous results from Grover et al. (2018) and Tacchetti et al. (2019). The reason GPL significantly outperforms others in training is because the joint-action model learns to disentangle the effects of other agents’ actions. We further elaborate on GPL’s superiority over other methods in terms of training performance through an analysis over its resulting joint action value estimates which we provide in Section 5.6.

The generalization performance of GPL and the baselines is provided in Table 2. The way GPL, GNN and GNN-AM outperform single-agent RL baselines in generalization for LBF despite having similar training performances shows that GNNs are important components for generalizing between different open processes. Furthermore, GPL outperforming GNN-AM’s generalization capability shows that using agent models for action-value computation using Equation (9) also plays a role in improving generalization capability between open processes. In QL-AM and GNN-AM, the value networks must learn a model that integrates the predicted action probabilities to compute good action-value estimates, which...
may not generalize well to teams with previously unseen sizes. By contrast, GPL uses predicted action probabilities as weights in its action-value computation following Equation (9), which is proven in Appendix A to be correct for any team size. Finally, the low generalization performance of MARL-based baselines naturally follows from their low performance during training.

5.6. Joint Action Value Analysis

We investigate how the joint action value model enables GPL-Q to significantly outperform the single-agent RL baselines during training in FortAttack, which is our most complex environment. For completeness, a similar analysis for Wolfpack is provided in Appendix H.

When comparing the resulting behavior from learning with GPL-Q and baselines, Figure 3a shows that GPL-Q’s shooting accuracy improves at a faster rate than baselines and eventually converges at a higher value. Investigating the way GPL components encourage faster and better shooting performance may therefore highlight why GPL-based approaches outperform the baselines. We specifically investigate several shooting-related metrics derived from GPL’s component, average their values over 480000 sample states gathered at different training checkpoints, and measure their correlation coefficient with GPL’s average return. Among all metrics, the highest Pearson correlation coefficient of 0.85 is attained by \( \bar{Q}_{j,k} \) when \( j \) is a defender and \( k \) is an attacker in \( j \)'s shooting range. \( \bar{Q}_{j,k} \) is specifically defined as:

\[
\bar{Q}_{j,k} = \frac{\sum_{a} Q_{j,k}^k(a^j = \text{shoot}, a^k|s)}{|A^k|}.
\]  (13)

\( Q_{j,k} \) is derived from GPL’s pairwise utility terms, \( Q_{j,k}^k(a^j, a^k|s) \), and can be viewed as GPL’s estimate of agent \( j \)'s average contribution towards the learner when \( j \) decides to shoot \( k \), averaged over all possible \( a^k \). Therefore, this shows that GPL-Q’s return strongly correlates with the pairwise utility terms assigned by the joint-action value model when a defender chooses to shoot an attacker inside its shooting range.

Rather than merely being strongly correlated to GPL’s returns, we now elaborate why the pairwise utility terms produced by the joint-action value model is the main reason behind GPL-based learner’s higher final returns. Consider when \( MLP_5 \) increases its pairwise utility terms associated with shooting attackers inside a defender’s shooting range. Since the learner itself is a defender, \( MLP_5 \) will also increase values of shooting-related pairwise utility terms when an attacker is inside the learner’s shooting range. This encourages the learner to get attackers inside its shooting range and shoot more. Eventually, the learner achieves a higher return and \( \bar{Q}_{j,k} \) becomes strongly correlated with the learner’s return when \( j \) is a defender and \( k \) is an attacker inside \( j \)'s shooting range. Furthermore, Figure 3b also shows that \( MLP_5 \) learns to associate negative values when defenders enter an attacker’s shooting range, which enables the learner to avoid the shooting range of attackers.
Figure 3. Shooting-related metrics for FortAttack: (a) For GPL-Q and the baselines, we measure the percentage of times the learner successfully shot an attacker at each checkpoint during FortAttack training (cf. Section 5.4). (b) We measure $Q_{j,k}$, which is a metric derived from GPL-Q’s pairwise utility terms that represents GPL-Q’s estimate of the contribution towards the returns resulting from agent $j$ shooting an opponent agent, $k$. Each line in the plot corresponds to a different scenario in which the pairwise utility term is measured. Lines 1 and 2 represent $Q_{j,k}$ when $j$ is a defender and $k$ is an attacker inside (1) or outside (2) $j$’s shooting range. Lines 3 and 4 contrast the value of $Q_{j,k}$ when $j$ is an attacker and $k$ is a defender inside (3) or outside (4) $j$’s shooting range. To provide an example pairwise interaction where $Q_{j,k}$ is computed for each line, we visualize four sample pairwise interactions in FortAttack (white line in black boxes). Each black box is numbered after the line plot it corresponds to. The fort is represented by the blue half circle, attackers by red circles, defenders by green circles, the learner is marked with a white dot, and shooting ranges are indicated with dashed view cones. The matrices represent the joint action space for an attacker and defender, where the yellow marked fields refer to the actions that are averaged over to compute $Q_{j,k}$ shown in the middle plot. This figure shows that the learner becomes increasingly aware of the benefits of shooting attackers inside a defender’s shooting range and the negative consequences of a defender approaching an attacker’s shooting range as training progresses, which causes GPL-Q’s strong performance.

Unlike GPL, we show in Appendix I that baselines that are not equipped with $MLP_{3}$ will not be able to learn these important concepts, which lead to their significantly worse performances. Specifically, learning to shoot with the single-agent RL baselines requires increasing the value network’s estimate on shooting when an attacker ventures inside the learner’s shooting range. In turn, agents can only increase the action value estimate of shooting after experiencing the positive rewards from successfully shooting an opposing team’s agent. However, this can be especially difficult during exploration since it requires the learner to position itself at the right distance and orientation from an attacker. Even if the learner manages to get to the right distance from an attacker, a trained attacker can shoot a suboptimal learner instead if it does not orient itself properly or if it does not shoot the attacker first.

6. Conclusion and Future Work

This work addresses the challenging problem of open ad hoc teamwork, in which the goal is to design an autonomous agent capable of robust teamwork under dynamically changing team composition without pre-coordination mechanisms such as joint training. Our proposed algorithm GPL uses coordination graphs to learn joint action-value functions that model the effects of other agents’ actions towards the learning agent’s returns, along with a GNN-based model trained to predict actions of other teammates. We empirically tested our approach in three multi-agent environments showing that our learned policies can robustly adapt to dynamically changing teams. We empirically show that GPL’s success can be attributed to its ability to learn meaningful concepts to explain the effects of other agents’ actions on the learning agent’s returns. This enables GPL to produce action-values that lead to significantly better training and generalization performances than various baselines.

An interesting direction for future work is related to extensions towards environments with partial observability and/or continuous action spaces. On the other hand, GPL’s restrictive assumption that the learner’s joint action value function must factorize following a fully connected CG can degrade the learner’s returns for environments with certain reward functions (Castellini et al., 2019). Thus, automatically learning the most appropriate joint action value factorization through CG graph structure learning can potentially improve GPL’s computational efficiency and return estimates.
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A. GPL action-value computation

Here, we show for completeness that the expression for the learner’s action value in Equation 9 is exactly the expectation introduced in Equation 4 when other agents policy is approximated by the agent model from Equation 8 and the joint action value factorizes as in Equation 5. The indices indicating the parameters of the action value function and the agent model are left out for brevity.

\[
\hat{Q}(s_t, a^i) = \mathbb{E}_{a^{-i} \sim q(.|s_t)}[Q(s_t, a)|a^i = a^i_t] \\
= \sum_{a^{-i} \in A^{-i}} Q(s_t, a)q(a^{-i}|s_t, a^i) \\
= \sum_{a^{-i} \in A^{-i}} \left( \sum_{a^j \in A_j} Q^j(a^j|s_t) \right)q(a^{-i}|s_t, a^i) \\
+ \sum_{a^j \in A_j} Q^{j,k}(a^j, a^k|s_t)q(a^{-i}|s_t, a^i) \\
\forall a^i \in A_i, a^k \in A_k \\
= Q^i(a^i_t) + \sum_{a^j \in A_j, j \neq i} \left( Q^j(a^j|s_t) + Q^{j-1}(a^j, a^j_t|s_t) \right)q(a^i_t|s_t) \\
+ \sum_{a^j \in A_j, a^k \in A_k, j \neq i} Q^{j,k}(a^j, a^k|s_t)q(a^j_t|s_t)q(a^k_t|s_t),
\]

(14)

where in the first step we used the definition of the expectation and in the second step we substituted in Equation 5 for the joint action value model. In the third step we substituted in the agent model from Equation 8 and marginalized out actions from the agent model \(q\) that are not part of the corresponding action value factor. Note that Equation 14 is valid regardless of the number of teammates in the environment.

B. Environment details

We provide additional details to reproduce the environments used in the experiments. Source code and installation instructions for these environments are included as part of the supplementary materials.

B.1. Wolfpack

In the Wolfpack environment, we train preys to avoid capture via the DQN algorithm (Mnih et al., 2015). Each prey receives an RGB image of the 17\times25 grid centered around the its location. If the 17\times25 image patch exceeds the boundaries of the grid world, we draw blue grid cells representing the grid world boundaries while also padding black colored grid cells outside the visualized boundaries to create the input image. The input image is subsequently used by a convolutional neural network to compute the action value estimates. We then train six convolutional neural networks using Independent DQN (Tampuu et al., 2017) to control two preys and four wolves. During training prey are given a penalty of -1 each time they are captured while the wolves follow the same reward structure used to train GPL agents in Wolfpack.

At the end of training value networks of the wolves are discarded and the value networks of the prey are used for our experiment. We finally provide Wolfpack as a single-agent reinforcement learning environment which can readily be used for open teamwork. An example image representing a state of the Wolfpack environment is provided in Figure 4a. In our Wolfpack implementation, other teammates and prey are treated as non-playable characters and models or heuristics controlling them are provided as part of the environment source code.

B.2. Level-based foraging

In the level-based foraging environment, levels of players and objects are sampled uniformly from the set \(L = \{1, 2, 3\}\). The number of objects in the environment is set to three for each episode. Furthermore, initial locations of agents and objects are sampled uniformly from the available locations in the grid. An episode either terminates after 50 timesteps or after all objects have been collected. An image representing an example state of the level-based foraging game is provided in Figure 4b.

B.3. FortAttack

The FortAttack environment limits the agents to have a position between -0.8 and 0.8 for the horizontal axis coordinate, while the vertical axis coordinate is limited between -1 and 1. The fort is a semicircle centered on (0.0,1.0) with a radius of 0.3. When being initialized, the vertical axis coordinate of the attackers is initialized between -0.8 and 0.8 for the horizontal axis coordinate, and evaluated the resulting policy against different types of teammates. We found that neither policies trained against a specific teammate nor a policy resulting from training using the QL baseline against a specific type of teammate to achieve optimal performance by training an agent using the QL baseline against a specific type of teammate and evaluated the resulting policy against different types of teammates. We found that neither policies trained against a specific teammate nor a policy resulting from training against all possible types of teammates could reach the optimal performance against every teammate type.
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Figure 4. An example screen capture of (a) Wolfpack, (b) level-based foraging, and (c) FortAttack. In Wolfpack, the white colored grid cells represent the players while the red ones represent the prey. With level-based foraging, the apple icons represent the location of objects to remove while the white icons represent the players that attempt to remove these objects. Levels of objects and players are visualized next to their respective icons. With FortAttack, the blue semicircle on the northern part of the 2D world is the fort. The blue, green, and red dots represent the learning agent, defenders, and attackers respectively. Agent 1 and 4 are visualized in the middle of executing the shooting action and the green triangles represents their shooting range.

The results of this experiment for both environments are provided in Figure 5. As we have done in the team size generalization experiments, for each approach we periodically checkpoint the policies resulting from training and choose the checkpoint with the highest performance in training to be evaluated and reported in the heat matrix visualization. Figure 5 shows that even for policies trained against all types of agents, none of the resulting policies consistently achieves optimal performance for all teammate types.

On the other hand, for FortAttack we use the 5 pretrained policies provided by Deka & Sycara (2020). In the original work that proposed FortAttack, GNN-based networks were trained to create stochastic policies to control attacker and defenders. Deka & Sycara (2020) subsequently visually analyzed the resulting behaviour of the trained policies along different checkpoints and found different adopted by attackers and defenders during the training process. An example policy, which we eventually used as the different agent types for our experiments, was given for each type of strategy adopted by the attackers and defenders.

B.4.1. WOLFPACK

To create a diverse set of teammates for open ad hoc teamwork, we used the following mixture between heuristics proposed by Barrett et al. (2011) for the predator prey domain along with RL-based models to control teammates:

- **Random agent (H1):** The random agent chooses its action at any timestep by uniformly sampling the set of possible actions.

- **Greedy agent (H2):** The greedy agent chooses its action following the greedy predator heuristic provided in (Barrett et al., 2011). Intuitively, it sets the closest grid cell adjacent to the closest prey from its current location as its destination. It then chooses to move closer to the destination by moving along an axis for which it has the largest distance from the prey.

- **Greedy probabilistic agent (H3):** The greedy probabilistic agent chooses its action following the greedy probabilistic predator heuristic provided in (Barrett et al., 2011). The way it chooses its destination is the same with greedy agents. However, it randomly chooses one of the two available axis to move closer to the nearest prey. An agent’s distance from the prey on each axis is provided as input to a boltzmann distribution to decide which axis should the agent move along.

- **Teammate aware agents (H4):** This agent follows the teammate aware predator heuristic from (Barrett et al., 2011). Intuitively, this heuristics assumes all teammates are using the same heuristic. It subsequently computes a hierarchy between agents based on their distance to their targeted preys. The hierarchy determines the sequence in which agents choose their actions. Agents must take into account the actions of agents higher up the hierarchy to avoid collision. An A∗ planner is subsequently used to compute the action to reach the destination.

- **GNN-Based teammate aware agents (H5):** We train an RFM model with supervised learning to predict the actions taken by a group of teammate aware agents. This was done to avoid the possibly slow running time of the A∗ planner in teammate aware agents. During interaction, it assumes that every agent is a teammate aware agent and passes their features along with prey locations as input to the network. Agent of this type subsequently uses the representation of its associated node as input to an MLP which has been trained to imitate the distribution over actions for teammate aware
agents. Our agents subsequently samples the resulting distribution to decide their actions.

- **Graph DQN agents (H6):** We train an RFM-based controller trained by DQN to control a team of agents. It parses the state information following the input preprocessing method for GPL provided in Section C and provides it as input to an RFM. Node representations produced by the RFM are passed into an MLP to compute the action value function of the player associated to the node. Since this type only controls a single agent during interaction, only the action value associated to the controlled agent is used to take an action.

- **Greedy waiting agents (H7):** This heuristic is similar to greedy agents. However, agents are equipped with a waiting radius sampled randomly between three to five. The greedy heuristic is followed when either the Manhattan distance between the agent and closest prey is more than the waiting radius or when there is already another teammate inside the waiting radius of the closest prey. Otherwise, the agent will uniformly sample an action until the prey moves away or another teammate comes close to the prey.

- **Greedy probabilistic waiting agents (H8):** Similar to greedy waiting agents, agents of this type are equipped with a waiting radius sampled randomly between three to five. However, it is the greedy-probabilistic heuristic being followed when either the Manhattan distance between the agent and the targeted prey is more than the waiting radius or there is already another teammate inside the waiting radius.

- **Greedy team-aware waiting agents (H9):** Similar to greedy waiting agents, agents of this type are equipped with a waiting radius sampled randomly between three to five. However, it is the teammate aware heuristic being followed when either the Manhattan distance between the agent and the targeted prey is more than the waiting radius or there is already another teammate inside the waiting radius.

**B.4.2. Level-based foraging**

Similar to Wolfpack, we create a diverse set of teammate types for level-based foraging which requires agents to adapt their policies towards their teammates for achieving optimal performance. With level-based foraging, we use a mixture of heuristics (Albrecht & Ramamoorthy, 2013; Albrecht & Stone, 2017) and controllers trained using the A2C algorithm (Mnih et al., 2016) as our teammate policies. With the heuristic-based agents, their observations are limited to a square patch of grid cells with the agent’s location being the center of the grid. The size of this observation square is uniformly sampled between $3 \times 3$, $5 \times 5$, or $7 \times 7$. Details of the different types of heuristics used in level-based foraging are provided below:

- **Heuristic H1:** This type of agent follows heuristic $\theta^2_i$ proposed by Albrecht & Stone (2017) where agents under this heuristic follow the agent with the highest level if it observes another agent with a higher level than its own. If no agent has a higher level, it follows the farthest observable agent from their locations instead. The controlled agent then computes the object targeted by the leader agent if they follow heuristic H3 provided below and chooses an action that will get itself closer to the target object. If the agent is already next to the targeted object, it will choose to pick up the object. If the agent cannot follow the aforementioned rules due to not observing any objects in their observation square, it chooses the leader’s position as its target instead. If no other teammates are observed, it uniformly samples an action from the set of possible actions instead.
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- **Heuristic H2:** This type of agent follows heuristic $\theta_{j}^{1}$ proposed by Albrecht & Stone (2017) where the controlled agent chooses a leader agent, assumes they follow certain heuristics to choose their targeted object, and gets itself closer to the object they think is targeted by the leader. Unlike H1, it chooses an observable agent with the farthest distance from itself as its leader. Furthermore, it assumes that the leader follows heuristic H4 provided below in choosing its target object. Otherwise, the way it chooses its actions when it is next to the targeted object is the same as in H1. Furthermore, its action selection method when there are no objects or teammate agents in its observation square follows that of H1.

- **Heuristic H3:** This type of agent follows heuristic $\theta_{j}^{2}$ proposed by Albrecht & Stone (2017) where the controlled agent targets objects that have the highest level below its own level and gets closer to the object. If no objects in the set of visible objects are below its level, it chooses to target the item with the highest level instead. Otherwise, it uniformly samples actions from the set of possible actions when there are no objects observed in its observation square.

- **Heuristic H4:** This type of agent follows heuristic $\theta_{j}^{3}$ proposed by Albrecht & Stone (2017) where the controlled agent targets the farthest visible object from its current location and gets closer to the object. When no objects are visible in its observation square, it samples actions uniformly from the set of possible actions.

- **A2C Agent (H5):** This type of agent is produced by independently training four agents together in level-based foraging using the A2C algorithm (Mnih et al., 2016). Among the four agents, we choose the one which has the highest performance compared to others as our A2C-based controller for this type. Also, agents of this type do not have observation squares but receive the whole state of the environment as input to their policy.

- **Heuristic H6:** This type of agent follows one of the heuristics proposed by Albrecht & Ramamoorthy (2013) for level-based foraging where agents always take actions that take them closer to the closest object in their observation square. If no objects exists, agents uniformly sample an action from the set of possible actions.

- **Heuristic H7:** This type of agent also follows one of the heuristics proposed by Albrecht & Ramamoorthy (2013). In choosing their actions, agents of this type go to the object inside the observation square which is closest to the center of all observed players. It follows heuristic H6 when no objects are observed in its observation square.

- **Heuristic H8:** This type of agent follows a heuristic proposed by Albrecht & Ramamoorthy (2013) where agents choose the closest object with the same level or lower than their own level as their target. If none such objects exists, the agent uniformly samples an action from its action space.

- **Heuristic H9:** This type of agent follows a heuristic proposed by Albrecht & Ramamoorthy (2013) where it scans its surrounding for observable target objects that has at most the same level as the sum of all observable agents’ levels. It then computes the center of all agents’ locations and chooses a target object with the least distance to the center of observable agents’ location as its destination. If no possible target exists, it uniformly samples an action from its action space.

**B.4.3. FORT ATTACK**

The behavior of attackers as well as defenders not under our control is determined by policies obtained in the experiments from Deka & Sycara (2020). The policies show distinct behavioral patterns summarized below. More information on how these policies were obtained can be found in Deka & Sycara (2020).

- **Guard Type 1 - Random guard:** For this agent, we randomly initialize a neural network and use it as the policy network for the guards.

- **Guard Type 2 - Flash laser:** Defenders position themselves in front of the fort and flash their lasers continually. This behavior is independent of the movement of the attackers.

- **Guard Type 3 - Spread out Flash laser:** Similar to type 1 but instead of positioning themselves in front of the fort the defenders spread out across the whole width of the environment.

- **Guard Type 4 - Smart spreading:** Defenders spread smartly across the defensive zone and only shoot to kill attackers.

- **Attacker Type 1 - Sneak:** Attackers spread out across the whole environment to maximize the likelihood of finding an open space in the defensive line.

- **Attacker Type 2 - Deceive:** Attackers split up their attack. That is if the majority of attackers come from the right, one attacker will try to sneak beyond the defenders from the other side.
C. GPL Input preprocessing

As input to GPL, for each agent the observation is parsed into a set of vectors containing agent specific information, \( x \), concatenated with shared state information, \( u \), to create an input batch \( B \). The agent specific information generally contains locations of the agents in both environments. In level-based foraging, information about an agent’s level is also included in \( x \). Other remaining information such as prey locations in Wolfpack or object location and level in level-based foraging are included in \( u \). \( B \) is then passed to an LSTM along with the previous hidden states, \( \theta \), and cell states, \( c \), of an LSTM to compute the embedding of each agent required by the models defined in GPL.

To deal with the changing batch size of \( B \) across time as a result of environment openness, the hidden and cell state are further processed inbetween timesteps. Assuming \( i_t \) and \( d_t \) correspond to the sets of added and removed agents at time \( t \), \( f_{rem} \) removes the states associated to agents leaving the environment while \( f_{ins} \) inputs a zero vector for the states associated to agents joining the environment. We formally define this hidden and cell state processing following Equation 15 while additionally providing an example illustration of this processing method in Figure 6. Finally, since we assume that the hidden and cell states associated to all agents including the learning agent should be reset to \( 0 \) at the end of each episode, we define \( d_t \) as the set of all existing agents and \( i_t \) as the set of agents at the initial state of the following episode each time an episode ends.

\[
Prep(\theta_t, c_t) = f_{ins}(f_{rem}(\theta_t, c_t, d_t), i_t)
\]  

(15)

D. GPL pseudocode

Before we describe the full GPL pseudocode, we first define important functions that we will use in the pseudocode. First, we denote the observation and hidden vector preprocessing method described in Appendix C as the \textsc{Preprocess} function. Furthermore, we denote the action-value and joint-action value computation through Equation (9) and (5) as the \textsc{Marginalize} and \textsc{Jointacteval} functions respectively. Based on these functions, we define the \textsc{Qv} function that preprocesses the input and computes the action-values for given joint-action value and agent networks. The computations in \textsc{Qv} is provided in Algorithm 1.

Aside from these functions, we define \textsc{Qjoint} and \textsc{Pteam}, which output is required to compute the loss functions, \( L_{\beta, \delta} \) and \( L_{\eta, \zeta} \), in Equation (11) and (10). \textsc{Qjoint} is a function that computes the predicted joint action value for an observed state and joint actions. On the other hand, \textsc{Pteam} computes the joint teammate action probability at the end of an episode each time an episode ends.

Algorithm 1 GPL Action Value Computation

\begin{itemize}
\item \textbf{Input:} state \( s \),
\item joint-action value model parameters \((\alpha_Q, \beta, \delta)\),
\item agent model parameters \((\alpha_a, \eta, \zeta)\),
\item agent model LSTM hidden vectors \( h_{t-1, Q} \),
\item joint-action value model LSTM hidden vectors \( h_{t-1, Q} \).
\end{itemize}

\begin{algorithm}
\caption{GPL Action Value Computation}
\begin{algorithmic}
\Function {Qv}{\( s, \alpha_Q, \alpha_a, \beta, \delta, \eta, \zeta, h_{t-1, Q}, h_{t-1, Q} \)}
\State \( B, \theta_Q, c_Q \Leftarrow \text{Preprocess}(s, h_{t-1, Q}) \)
\State \( B, \theta_Q, c_Q \Leftarrow \text{Preprocess}(s, h_{t-1, Q}) \)
\State \( \theta_Q^t, c_Q^t \Leftarrow \text{LSTM}_{\alpha_Q}(B, \theta_Q, c_Q) \)
\State \( \theta_Q^t, c_Q^t \Leftarrow \text{LSTM}_{\alpha_Q}(B, \theta_Q, c_Q) \)
\State \( \forall j, \bar{n}_j \Leftarrow \text{RFM}_\zeta(\theta_Q^t, c_Q^t)_j \)
\State \( \forall j, q_{\eta, \zeta}(|s_t|) \Leftarrow \text{Softmax}(\text{MLP}_\eta(\bar{n}_j)) \)
\State \( \forall j, a^j, Q_j^\alpha(a^j | s_t) \Leftarrow \text{MLP}_\alpha(\theta_Q^t, \theta_Q^t)(a^j) \)
\State \( \forall j, a^j, a^k \), \( Q_j^\beta(a^j, a^k | s_t) \Leftarrow \text{MLP}_\beta(\theta_Q^t, \theta_Q^t)(a^j, a^k) \)
\EndFunction
\end{algorithmic}
\end{algorithm}

for an observed state and joint actions. On the other hand, \textsc{Pteam} computes the joint teammate action probability at a state. Both \textsc{Qjoint} and \textsc{Pteam} are further defined in Algorithm 2 and 3.

Algorithm 2 GPL Joint-Action Value Computation

\begin{itemize}
\item \textbf{Input:} state \( s \), observed joint action \( a \),
\item joint-action value model parameters \((\alpha_Q, \beta, \delta)\),
\item joint-action value model LSTM hidden vectors \( h_{t-1, Q} \).
\end{itemize}

\begin{algorithm}
\caption{GPL Joint-Action Value Computation}
\begin{algorithmic}
\Function {Qjoint}{\( s, a, \alpha_Q, \alpha_a, \beta, \delta, h_{t-1, Q} \)}
\State \( B, \theta_Q, c_Q \Leftarrow \text{Preprocess}(s, h_{t-1, Q}) \)
\State \( \theta_Q^t, c_Q^t \Leftarrow \text{LSTM}_{\alpha_Q}(B, \theta_Q, c_Q) \)
\State \( \forall j, a^j, Q_j^\alpha(a^j | s_t) \Leftarrow \text{MLP}_\alpha(\theta_Q^t, \theta_Q^t)(a^j) \)
\State \( \forall j, a^j, a^k \), \( Q_j^\beta(a^j, a^k | s_t) \Leftarrow \text{MLP}_\beta(\theta_Q^t, \theta_Q^t)(a^j, a^k) \)
\EndFunction
\end{algorithmic}
\end{algorithm}

\section*{Guard Type 6 - Ensemble-trained agents:} Guards of this type are trained by letting it interact against Attackers that are uniformly sampled from Attacker type 1 and type 2.

\section*{Appendix C. GPL Input preprocessing}
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Figure 6. The figure shows (a) the preprocessing of observation information into input for the GPL algorithm along with (b) the additional processing steps done to the agent embedding vectors to handle environment openness. Part (b) shows an example processing step where agent 3 is removed from the environment and two new agents joins the environment.

Algorithm 3 GPL Teammate Action Probability Computation

Input: state $s$, observed joint actions $a$, agent model parameters $(\alpha, \eta, \zeta)$, agent model LSTM hidden vectors $h_{t-1,q}$

function PTEAM($s, a, \alpha, \eta, \zeta, h_{t-1,q}$)
    $B, \theta_y, c_y \leftarrow$ PREPROCESS($s, h_{t-1,q}$)
    $\theta_q', c_q' \leftarrow$ LSTM$_q$($B, \theta_y, c_y$)
    $\forall j, \bar{n}_j \leftarrow$ (RFM$_z$($\theta_q', c_q'$))$_j$
    $\forall j, q_{\eta,\zeta}^j(.|s) \leftarrow$ Softmax(MLP$_\eta(\bar{n}_j)$)
    $q_{\eta,\zeta}(a^{-i}|s, a^i) \leftarrow \prod_{j \in i} q_{\eta,\zeta}^j(a^j|s)$
    return $q_{\eta,\zeta}(a^{-i}|s, a^i)$

end function

Using the functions we previously defined, we finally describe GPL’s training algorithm. GPL collects experience from parallel environments through the modified Asynchronous Q-Learning framework (Mnih et al., 2016) where asynchronous data collection is replaced with a synchronous data collection instead. Despite this, it is relatively straightforward to modify the pseudocode to use an experience replay instead of a synchronous process for data collection. As in the case of existing deep value-based RL approaches, we also use a separate target network whose parameters are periodically copied from the joint action value model to compute the target values required for optimizing Equation 11. We finally optimize the model parameters in the pseudocode to optimize the loss function provided in Section 4.2 using gradient descent. GPL’s training process is finally described in Algorithm 4.

E. Training Details

In this section we provide additional details about the training setup. First, we describe the way we add and remove agents in our open teamwork experiments. Secondly, we also provide details of the input padding method used by the baseline algorithms. Finally, we provide details of the architecture used in our experiments along with the hyper-parameters used for training.

E.1. Environment openness

To induce environment openness in Wolfpack and LBF, we sample the duration for which an agent exists in the environment, along with the waiting duration required for an agent which is removed from the environment to get added to the environment. For Wolfpack, the active duration is sampled uniformly between 25 and 35 timesteps while the waiting duration is sampled uniformly between 15 and 25 timesteps. For level-based foraging, the active duration is sampled uniformly between 15 to 25 timesteps while the waiting duration is sampled uniformly between 10 to 20 timesteps.

In both environments, active duration is designed to be longer than waiting duration to create environments with large team sizes during interaction. On the other hand, both active and waiting duration for level-based foraging is less than its Wolfpack counterpart since the objects collected in level-based foraging remain stationary which causes the task to require less time to solve compared to Wolfpack. As a consequence, an episode might finish early and using larger active and waiting durations might cause agents to not be added or removed from the environment at all.

On the other hand, openness in FortAttack is solely induced
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Algorithm 4 GPL Training

**Input:** Number of training steps $T$, time between updates $t_{\text{update}}$, time between target network updates $t_{\text{targ,update}}$.

Initialize the joint-action value model parameters, $\alpha_Q, \beta, \delta$.

Initialize the agent model parameters, $\alpha_q, \eta, \zeta$.

Create target joint-action value networks.

$$\alpha'_Q, \beta', \delta' \leftarrow \alpha_Q, \beta, \delta$$

Initialize the agent model parameters, $\theta, c_Q$.

Initialize the joint-action value model parameters, $\alpha_Q, c_Q$.

Initialize $\theta, c_q \leftarrow 0, 0$.

Observe $s$ from environment.

for $t = 1$ to $T$ do

Compute action-value of next state using target network.

$$Q(s, a) \leftarrow QV(s, \alpha_Q, \beta, \delta, \eta, \zeta, h_Q, h_q)$$

Sample action according to the learning algorithm being used,

$$a_i \sim \begin{cases} \text{eps-greedy}(\epsilon, Q(s, \cdot)), & \text{if Q-Learning} \\ p_{\text{SPI}}(Q(s, \cdot), \tau) & \text{if SPI} \end{cases}$$

Execute $a_i$ and observe $a, r$ and $s'$.

Observe $s$ from environment.

for $i = 1$ to $|\mathcal{A}|$ do

Compute predicted joint-action value for $a_i$.

$$Q_{\beta, \delta}(s, a) \leftarrow Q_{\text{JOINT}}(s, a, \alpha_Q, \beta, \delta, h_Q)$$

end for

Compute action-value of next state using target network.

$$Q'(s, a) \leftarrow QV(s, \alpha'_Q, \beta', \delta', \eta, \zeta, h_{Q'}^\text{targ}, h_q')$$

Compute target value for updating the joint-action value model with.

$$y(r,s') = r + \gamma \max_{a'} Q'(s', a')$$

if Q-Learning is used, or

$$y(r,s') = r + \gamma \sum_{a'} p_{\text{SPI}}(a'|s') Q'(s', a')$$

if using SPI.

Compute predicted action probabilities of teammates using the agent models,

$$q_{\eta, \zeta}(a^{-i}|s, a^i) \leftarrow P_{\text{TEAM}}(s, a, \alpha_q, \eta, \zeta, h_q)$$

Using $Q_{\beta, \delta}(s_t, a_t), y(r_t, s_{t+1})$, and $q_{\eta, \zeta}(a^{-i}|s, a^i)$, compute $L_{\zeta, \eta}$ and $L_{\beta, \delta}$ with Equation (10) and (11).

Accumulate parameter gradients for updates.

$$d\alpha_Q = d\alpha_Q + \nabla_{\alpha_Q} L_{\beta, \delta}, d\alpha_q = d\alpha_q + \nabla_{\alpha_q} L_{\eta, \zeta}$$

$$d\beta = d\beta + \nabla_{\beta} L_{\beta, \delta}, d\delta = d\delta + \nabla_{\delta} L_{\beta, \delta}$$

$$d\eta = d\eta + \nabla_{\eta} L_{\eta, \zeta}, d\zeta = d\zeta + \nabla_{\zeta} L_{\eta, \zeta}$$

if $t \mod t_{\text{update}} = 0$ then

Update $\alpha_Q, \alpha_q, \beta, \delta, \eta, \zeta$ using gradient descent based on $d\alpha_Q, d\alpha_q, d\beta, d\delta, d\eta, d\zeta$.

end if

if $t \mod t_{\text{targ,update}} = 0$ then

$$\alpha'_Q, \beta', \delta' \leftarrow \alpha_Q, \beta, \delta$$

end if

$$\theta, c_q \leftarrow h'_Q, h'_q, s'$$

end for
by agents getting destroyed or respawned. When an agent is destroyed, its distance to the agent that shot it down determines the waiting time required before it can reenter the environment. Specifically, we measure the distance between the destroyed agent and the shooter agent and linearly interpolate between 0 and 80 timesteps and round it to the closest integer to determine the waiting time. Agents are out for longer as they get closer to the shooter when they die.

Finally, for each environment, we uniformly sample the type of a teammate from the pool of possible teammate types when they are respawned. To provide different open processes for training and generalization, we vary the upper limit for team sizes in LBF, Wolfpack, and the attacking & defending teams in FortAttack. During training, the team size is limited to up to 3 agents. On the other hand, the upper limit is increased to 5 agents for each team in the generalization scenario.

E.2. Baseline input preprocessing

For our baseline approaches, in Section 5.2 we mentioned about padding the input vectors. We specifically use a placeholder value of -1 for features associated to inactive agents. Furthermore, since our generalization experiments can have up to five agents in the environment, these placeholders are added to the input until the length of the input vector corresponds to inputs of an environment with five agents. Adding placeholder values of -1 also applies to the predicted action probability concatenated to the input vectors for the QL-AM baseline.

We also need to ensure that a feature is not always assigned a placeholder value during training to prevent its associated model parameters from not being able to generalize when encountering input vectors which do not have placeholder values assigned to the feature. To handle this, we randomly assign teammates an integer index between one and four when they are added to the environment. We prevent different teammates from having the same index and use it to determine the location of their features in the input vector. This index remains the same while an agent is active in the environment. As a result, all features are assigned a non-placeholder value at some point during training.

Aside from concatenating the predicted action probabilities to the input vector, we tried the approach proposed by Tacchetti et al. (2019) which maps the output of the agent model into an RGB image which contains information about the probability of an agent being positioned at certain grid cells following the action it might execute at the current state. We use the same convolutional neural network architecture used in their work to produce a fixed-length embedding of the image. This embedding is subsequently concatenated to the input vector and passed as input to a deep RL approach.

However, we decided not to use this approach as a baseline due to the following reasons:

- Our experiments indicate no improvement in performance in the 6.4 million steps we used to train our approaches. Due to the increased number of parameters introduced by the convolutional neural network, more training steps might be required and we have not found the number of steps that works for this approach yet.

- A fair comparison against GPL might be difficult since GPL does not receive RGB images as input.

- Actions in level-based foraging which lead to the same teammate location in the next state such as staying still and retrieving the object cannot be straightforwardly mapped into an RGB image following the mapping approach proposed by Tacchetti et al. (2019).

Nonetheless, we view the approach that concatenates predicted action probabilities to the input vector as an adequate representative of approaches that augment the input with teammate information and relies on a non-linear function approximation to learn a policy or value estimate for the agent.

E.3. Hyperparameters and network architecture

Details of the neural network architectures used by GPL in Wolfpack and LBF are provided in Figure 7. Before being processed by the LSTM, the type embedding network passes the input through two fully connected layers. Results from the embedding network are subsequently passed to the GPL component that has the type embedding as input. For the joint action value computation, the singular and pairwise utility computation utilizes an architecture provided in Figure 7b and Figure 7c. The agent and auxiliary agent models follows the architecture provided in Figure 7d, Figure 7e, and Figure 7f.

To allow a fair comparison between the baselines and GPL, the model architecture used by baselines in Wolfpack and LBF follows the architecture used by GPL. Specifically, baselines pass their input vectors to the architecture in Figure 7a and subsequently passes the output to an architecture following Figure 7b to compute the action values. For baselines that use agent and auxiliary agent models, the architecture of these models follows the same architecture provided by Figure 7d, Figure 7e, and Figure 7f.

For MADDPG and DGN, we use networks with similar sizes to those used in open ad hoc teamwork experiments. The only difference is we do not use LSTMs in the network since there is no need for type inference in the MARL approaches. As a result, the architecture used by DGN is simply the
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Figure 7. GPL and baseline architecture details for LBF and Wolfpack: We provide details of the architecture used in GPL’s type embedding network (a), singular utility computation (b), pairwise utility computation (c), edge embedding computation in the agent and auxiliary agent model (d), node embedding computation (e) in the agent and auxiliary agent model, the MLP used by the agent and auxiliary agent model to process the resulting GNN node embeddings (f), the size of the MLPs used for computing the key, query, and value for multihead attention in GNN-QL and GNN-QL-AM (g), and the final layer used in action value computation for GNN-QL & GNN-QL-AM. In all images, FC denotes a fully connected layer, LSTM denotes an LSTM layer, and the accompanying number denotes the size of the layer. Labels on the arrows indicate the non-linear functions used between the layers while no labels indicate no non-linear functions being applied to the resulting output vectors. With the baselines, we combine the architectures in (a) and (b) to compute the action values while the agent and auxiliary agent model used in some of the baselines follow (d), (e), and (f). With GNN-QL and GNN-QL-AM, the layer defined by (g) and (h) is subsequently used after (a) and (b) to compute the action values.

architecture used by GNN with the LSTM layers replaced with an MLP with the same output size. The decentralized policy for MADDPG is also similar with the value network architecture of QL with the LSTM replaced by an MLP with the same output size.

For training, we use the following hyperparameters for GPL and all proposed baselines:

- $K = 5$ for the low rank factorization of pairwise utility terms in GPL.
- 8 attention heads were used for DGN, GNN-QL and GNN-QL-AM.
- Data is collected from 16 parallel environments to collect a total experience of 6.4 million environment steps.
- Models are optimized using the Adam optimization algorithm with a learning rate of $2.5 \times 10^{-4}$.
- Models are updated every 4 steps on the parallel environment.

- Instead of updating the target networks by periodically copying the joint action value network, target networks are updated using a weighted average of the parameters of the joint action value network. Assuming that $\phi$ is a parameter of the joint action value network, we update the corresponding parameter in the target network $\phi'$ by using $\phi' \leftarrow (1-\alpha)\phi' + \alpha\phi$, with $\alpha$ set to $10^{-3}$.
- $\epsilon$ for the exploration policy is linearly annealed from 1 to 0.05 in the first 4.8 million environment steps and remains the same afterwards.
- We also use an attention weight regularization term, $\lambda$, of 0.03 for DGN and a temperature of 0.1 for MADDPG’s gumbel softmax function.

These hyperparameters and network architectures are obtained by initially searching for a network and hyperparameter configuration which works for QL. After finding an architecture along with a set of hyperparameters which works best for QL, we train a similar sized architecture with the same hyperparameters for the rest of the baselines.
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Despite our lack of hyperparameter tuning for the rest of the baselines, we still obtain better performance than QL in almost all cases.

For FortAttack, we initially started the training process with the same hyperparameter setup as LBF and Wolfpack. Due to QL not learning, we decided to increase the size of the network along with running the training process for more timesteps to take into account of the increased complexity of the environment compared to Wolfpack and LBF. Nonetheless, we did not find any success in training QL regardless of the different network sizes and hyperparameters we tried. We subsequently focused on finding a network architecture along with hyperparameters that worked for GPL. A similar sized network with GPL along with GPL’s training hyperparameters were used for training other baselines. This resulted in the following architecture and hyperparameters for FortAttack:

- $K = 6$ for the low rank factorization of pairwise utility terms in GPL.
- 8 attention heads were used for DGN, GNN-QL and GNN-QL-AM.
- Data was collected from 16 parallel environments to collect a total experience of 16 million environment steps.
- Models were optimized using the Adam optimization algorithm with a learning rate of $1.0 \times 10^{-4}$.
- Models were updated every 4 steps on the parallel environment.
- Instead of updating the target networks by periodically copying the joint action value network, target networks were updated using a weighted average of the parameters of the joint action value network. Assuming that $\phi$ is a parameter of the joint action value network, we updated the corresponding parameter in the target network $\phi'$ by using $\phi' \leftarrow (1 - \alpha)\phi + \alpha\phi$, with $\alpha$ set to $10^{-3}$.
- The exploration parameter $\epsilon$ was linearly annealed from 1 to 0.05 in the first 8 million environment steps and remains the same afterwards.
- 64 units were used in the fully connected and LSTM layer for $LSTM_{\alphaQ/\alphaP}$. For comparison, in Wolfpack and LBF we used 100 units.
- 128 units were used for both fully connected layers in $MLP_{\beta}$ and $MLP_{\theta}$. For comparison, we used 70 and 60 units respectively in Wolfpack and LBF.
- 40 and 70 units were used respectively for the first and second layer in the edge and node processing network ($GNN_{\mu/\zeta}$) of the agent model. For comparison, we used 30 and 70 units respectively for Wolfpack and LBF.
- We used 128 units in $MLP_{\mu}$ and $MLP_{\nu}$. In comparison, we used 20 units for Wolfpack and LBF.
- Finally, we used 128 units for both fully connected layers involved in the key, query, and value computation under GNN-QL and GNN-QL-AM. For comparison, we used 70 and 60 units respectively for Wolfpack and LBF.
- Finally the way these components were assembled into the architectures of the baselines was still the same between FortAttack and the other environments.

F. Additional MARL Training Results

In this section, we provide additional results from the MARL algorithms we used in our open ad hoc training when interacting against teammates that are jointly trained with itself.

F.1. MARL training performance against jointly trained teammates

Following training that we did to create the MARL policies we evaluated in Section 5.5, we evaluate the MARL policies in an open process that is similar to the open process used in the training setup in Section 5.5. The only difference with the open process used in the training setup in Section 5.5 is that the sampled teammates are always agents that are jointly trained with the MARL agent. From the results provided in Figure 8, we see that the MARL baselines achieved better performances than when they interact against our ad hoc teamwork teammates.

F.2. MARL generalization performance against jointly trained teammates

In this section, we describe the performance of the MARL policies when the open process in Section F.1 is changed such that the upper limit on team size is five agents for LBF, Wolfpack, and attacker & defender teams in FortAttack. The results are provided in Table 3.

G. Team size & Fixed type generalization results

To further demonstrate that GPL outperforms the single-agent baselines in open ad hoc teamwork, we train GPL under different open processes than what we used in our
H. Wolfpack action value analysis

We provide an analysis of the individual and joint action values learned by GPL in Wolfpack. For this analysis, we still use $Q_j$ as defined in Section 5.6. On the other hand, since the Wolfpack environment has no shooting actions, we replace $Q_{j,k}$ with $C_{j,k}(a)$ that we define in Equation 16.

$$C_{j,k}(a) = Q_j^i(k(a^j, a^k|s) - N_{j,k}(a))$$  \hspace{1cm} (16)

$$N_{j,k}(a) = \sum_{x,y \in A, x \neq a_j, y \neq a_k} Q_j^i(x,y|s) \frac{|A|^2 - 1}{|A|^2}$$  \hspace{1cm} (17)

$C_{j,k}(a)$ denotes the difference between the pairwise action value associated to the action chosen by the agents compared to the average pairwise action value of other pairs of actions it could have taken. In our analysis, we only investigate $C_{j,k}(a)$ for observations that precede the capture of a prey by the learning agent. We further filter out values $C_{j,k}(a)$ for which $j$ and $k$ do not belong to the pack of wolves that successfully captured a prey together with the learning agent. By investigating this, we wanted to see whether GPL assigns a higher pairwise action value towards pairs of actions that lead to a joint prey capture.

The result of our analysis is provided in Figure 11. We find that GPL assigns higher individual action values for a teammate as they get closer towards the prey that the learning agent is hunting. This is a reasonable value assignment since teammates can better help the learning agent hunt as they get closer to the target prey. On the other hand, we also see that GPL progressively learns to increase the difference in pairwise action values between pairs of actions that lead to a capture and other alternative pairs of actions. Therefore, GPL helps the learning agent to understand the positive contribution resulting from pairs of actions leading towards a capture.
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Figure 9. Team size generalization results: Average rewards and 95% confidence bounds of GPL and baselines from team size generalization experiments collected over eight seeds. Agent was trained to interact in a team of two agents for LBF, Wolfpack, and FortAttack. With FortAttack, we used a setup where the number of attackers was always equal to the number of teammate defenders. Value networks are stored every 160000 steps and the performance of greedy policies from value networks stored at the checkpoint with the highest average performance during training were used to compute the average returns and their 95% confidence interval. This result shows that GPL-Q still outperforms other single-agent RL baselines, except for LBF where its performance is not significantly different from GNN and GNN-AM.

Figure 10. Fixed type experiment results: Average rewards and 95% confidence bounds of GPL-Q and baselines from fixed type experiments collected over eight seeds in FortAttack. Agent was trained to interact in a team of up to 3 agents with all teammates having a fixed type. Value networks are stored every 160000 steps and the performance of greedy policies from value networks stored at the checkpoint with the highest average performance during training were used to compute the average returns and their 95% confidence interval. The results illustrates the performance of the methods when trained against (a) type 4 teammates and (b) type 6 teammates.

I. Baseline action-value analysis

In this section, we analyze the action-value estimates produced by the single-agent RL baselines used in our experiments. Despite recognizing the value of shooting, we show that the baselines do not learn the effects of other agents’ action towards the learner as GPL does. This results in the significant performance gap between GPL and the baselines in our experiments.

Following our analysis in Section 5.6, we limit the baselines’ action-value analysis to the FortAttack environment. Our first analysis is done by comparing the difference between the action-value of shooting, \( Q(s, \text{shoot}) \), with the maximum action-value of all possible actions, \( \max_a Q(s, a) \), at different states. When this difference is closer to zero, it means that the agent is more likely to choose to shoot at \( s \). As provided by Figure 12, we subsequently compare this value between states where no attacker is in the learner’s shooting range and states where at least one attacker is in the learner’s shooting range.

As learning progresses, our results show that all algorithms result in the learner becoming increasingly aware of the value of shooting attackers. For GNN, the gap between the red and blue lines become increasingly large around the 50th checkpoint, which coincides with when GNN and GNN-AM agents start to increase their performance. On the other hand, although there is still a significant difference between the values of the red and blue line, QL and QL-AM does not result in a large difference to these lines compared to GNN/GNN-AM. This inability to further highlight the value of shooting is then the reason why QL/QL-AM does not perform as good as GNN/GNN-AM.

We now show that despite learning the value of shooting attackers that are inside the learner’s range, the single-agent
(a) Correlation between a teammate’s $\bar{Q}_j$ with their distance to the closest prey from the learning agent.

(b) Average value of $C_{j,k}(a)$ for situations where agent $j, k$, and learning agent’s actions leads to the capture of a prey.

**Figure 11. FortAttack individual and pairwise action value visualizations:** The visualizations show how various metrics evolve across different checkpoints and correlate with agent’s learning performance. Data is obtained by executing the greedy policy entailed by the value network for 24000 timesteps. (11a) The Pearson correlation coefficient between a teammate’s distance to the prey closest from the learning agent and $\bar{Q}_j$ is gathered and visualized. (11b) $C_{j,k}(a)$ is computed for observations preceding a capture of a prey by the learning agent. Analysis is further limited towards the edges associated to pairs of edges connecting agents that hunted the prey together with the learning agent.

RL baselines do not learn concepts that are learned by GPL’s pairwise utility model, $MLP_5$. Since all baselines do not have a CG-based joint action-value model, it is difficult to measure $\bar{Q}_{j,k}$ as in Section 5.6. The closest metric to $Q_{j,k}$ that is still obtainable from the value networks of the baselines is the state value, $V(s)$, defined as:

$$V(s) = \max_a Q(s, a).$$

If we collect $V(s)$ in a reasonably large number of states and average it between states that share a specific trait, we can obtain a Monte Carlo estimate of the value assigned to that specific trait by the value network.

Following a similar data collection process for our analysis in Section 5.6, we measure $V(s)$ and contrast its average for states where there is at least an attacker in any defender’s shooting range and states where there are no attackers in any defender’s shooting range. By contrasting the green and blue line in Figure 13, we see that QL and QL-AM assign higher values to states where no attackers in any defender’s shooting range. On the other hand, the blue and green line in plots associated to GNN and GNN-AM has similar values in most checkpoints. This demonstrates the baselines’ inability to recognize the value of having an attacker in a defender’s shooting range or, even worse, their preference towards states where there are no attackers in any defender’s shooting range. Unlike the baselines, GPL learners do learn to assign higher utility values when an attacker is inside a defender’s shooting range.

We have then showed that the single-agent RL baselines failed to learn the effects of other agents’ action towards the learner as GPL. With GPL, learning these concepts became an important path to enable improved performance in FortAttack. The baselines’ inability to learn these concepts eventually lead them to produce subpar performance compared to GPL.
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Figure 12. $Q(s, \text{shoot}) - \max_a Q(s, a)$ for single-agent RL baselines: This visualization compares the action-value of shooting and the estimated optimal action for (a) QL, (b) QL-AM, (c) GNN, and (d) GNN-AM. We obtain this figure by running a policy entailed by the value-networks that we saved during open ad hoc teamwork training done in Section 5.5. For each checkpoint, we gather data by running the policy for 480000 steps and recording the observed states. The observed states is subsequently organized based on whether there is at least an attacker is in the learner’s shooting range or not. We finally measure $Q(s, \text{shoot}) - \max_a Q(s, a)$ at these states and visualize its mean and 95% confidence intervals. The blue line corresponds to states where there is no attacker in the learner’s shooting range while the red line represents states where there is at least an attacker in the learner’s shooting range. As training commences for all algorithms, this visualization shows that shooting becomes increasingly likely of becoming the optimal action whenever an attacker is inside the learner’s shooting range.
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Figure 13. **State values for all single-agent RL baselines:** This visualization compares the state values for (a) QL, (b) QL-AM, (c) GNN, and (d) GNN-AM. This figure is obtained by running the policies that are stored during the open ad hoc teamwork training described in Section 5.5. Data collection is done by running these policies for 480000 steps and recording the observed states and predicted state-values throughout the process. To get a Monte Carlo estimate of the values of states when at least an attacker is in the defender’s shooting range and when there are no attackers in any defender’s shooting range, we average the recorded state values for these two situations. The blue line shows the average and 95% confidence bounds of $V(s)$ when at least an attacker is in a defender’s shooting range. By contrast, the green line shows the average and 95% confidence bounds of $V(s)$ when no attacker is in any defender’s shooting range. This figure shows that either the baselines assigns higher values to states where no attacker is in any defender’s shooting range (QL and QL-AM) or the baselines most often fails to distinguish the value of both types of states (GNN and GNN-AM).