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Abstract. In this work we study the tau-function $Z^{1D}$ of the KP hierarchy specified by the topological 1D gravity. As an application, we present two types of algorithms to compute the orbifold Euler characteristics of $\mathcal{M}_{g,n}$. The first is to use (fat or thin) topological recursion formulas emerging from the Virasoro constraints for $Z^{1D}$; and the second is to use a formula for the connected $n$-point functions of a KP tau-function in terms of its affine coordinates on the Sato Grassmannian. This is a sequel to an earlier work [34].

1. Introduction

The famous Witten Conjecture/Kontsevich Theorem [20][36] claims that a certain generating series of intersection numbers of $\psi$-classes on the moduli spaces $\overline{\mathcal{M}}_{g,n}$ of stable curves [9][19] is a solution to the KdV hierarchy. This striking theorem suggests physicists and mathematicians to study problems in physics and geometry using techniques in integrable systems. In this work, we will apply the techniques in integrable systems into another geometric problem concerning the moduli spaces $\overline{\mathcal{M}}_{g,n}$. We show how to compute the orbifold Euler characteristics of $\overline{\mathcal{M}}_{g,n}$ using the formalism of emergent geometry of the KP hierarchy.

First let us recall some backgrounds about the orbifold Euler characteristics of $\overline{\mathcal{M}}_{g,n}$. It is known in literatures that $\chi(\overline{\mathcal{M}}_{g,n})$ is a summation over all connected stable graphs of genus $g$ with $n$ external edges [6]:

$$\chi(\overline{\mathcal{M}}_{g,n}) = n! \cdot \sum_{\Gamma \in \mathcal{G}_{g,n}} \frac{1}{|\text{Aut}(\Gamma)|} \prod_{v \in V(\Gamma)} \chi(\mathcal{M}_{g_v,\text{val}_v}), \quad 2g - 2 + n > 0,$$

where $\mathcal{G}_{g,n}$ denotes the set of all such graphs, and the orbifold Euler characteristics of $\mathcal{M}_{g,n}$ is given by the famous Harer-Zagier formula [13][29]:

$$\chi(\mathcal{M}_{g,n}) = (-1)^n \cdot \frac{(2g - 1)B_{2g}}{(2g)!} (2g + n - 3)!, \quad 2g - 2 + n > 0.$$

It is worthwhile mentioning that in the works [13][29], both Harer-Zagier and Penner have used techniques inspired by physics (summation over fat graphs, Hermitian matrix models, etc.) to compute $\chi(\mathcal{M}_{g,n})$. However, using (1) to compute $\chi(\overline{\mathcal{M}}_{g,n})$ directly is unpractical due to the complexity of writing down all the graphs without missing or repeating any graph. Furthermore, the computation of the order of the automorphism group of each graph is also a formidable task. The number of graphs grows rapidly when $(g,n)$ grows. The exponential of the generating series of the graph sum formula (1) can be recast into a formal integral formula, but expanding a formal integral and then taking logarithm is no less harder. See [23][24] for some
results in the case $g = 0$, and \[11\] for relating $\chi(\overline{M}_{g,n})$ to a problem of counting lattice points in $\overline{M}_{g,n}$.

In an earlier work \[34\], we have derived two types of recursions for $\chi(\overline{M}_{g,n})$ which allow us to compute all these numbers and derive some closed formulas, using a formalism called the abstract QFT for stable graphs developed in \[33\]. Such a formalism is inspired by the BCOV holomorphic anomaly equations \[4, 5\]. A byproduct in \[34\] is the following result which relates the computation of $\chi(\overline{M}_{g,n})$ to the topological 1D gravity and the KP hierarchy (see \[34, \S 6\]):

**Theorem 1.1 (\[34\]).** Let $y, z$ be two formal variable and denote by $\chi(y,z)$ the following generating series of the orbifold Euler characteristics of $\overline{M}_{g,n}$:

\[
\chi(y,z) := \sum_{2g-2+n>0} \frac{y^n z^{2-2g}}{n!} \cdot \chi(\overline{M}_{g,n}) - \tilde{V}_0(y,z),
\]

then we have:

\[
\chi(y,z) = F^{1D} (t)|_{t_n = \tilde{V}_{n+1}(y,z), n \geq 0},
\]

where $F^{1D}$ is the free energy of the tau-function of the KP hierarchy specified by the topological 1D gravity, and $\tilde{V}_n(y,z)$ are the following formal series:

\[
\tilde{V}_n(y,z) := -\frac{1}{2} y^2 z^2 \cdot \delta_{n,0} + yz \cdot \delta_{n,1} + \sum_{g \geq 0, g > \frac{1}{2}(2-n)} \chi(\overline{M}_{g,n}) z^{2-2g-n}
\]

for every $n \geq 0$, and $\chi(\overline{M}_{g,n})$ are given by the Harer-Zagier formula \[2\].

Then one may expect to use techniques from integrable systems to derive some new algorithms to compute $\chi(\overline{M}_{g,n})$. This is exactly what we do in this work.

The main body of the present paper consists of two parts. In the first part (\S 2-\S 3), we focus on the topological 1D gravity and KP hierarchy, see \[27, 37\] and \[8, 16, 30\] for introductions of these two topics respectively. The partition function of the topological 1D gravity is the following 1-dimensional formal integral:

\[
Z^{1D} (t) := \frac{1}{(2\pi i)^2} \int dx \exp \left[ \frac{1}{\lambda^2} \left( -\frac{1}{2} x^2 + \sum_{n \geq 1} t_{n-1} \frac{x^n}{n!} \right) \right],
\]

involving infinite many coupling constants $t = (t_0, t_1, t_2, \cdots)$. It is the special case $N = 1$ of the Hermitian one-matrix models, which allows Feynman expansions by both fat and thin graphs (see \[30\]).

The partition function $Z^{1D}$ is a tau-function of the KP hierarchy (see \[28\]), and in the first part of this work we will give full descriptions of this tau-function in Kyoto School’s three different pictures:

1) On the Sato Grassmannian, $Z^{1D}$ is described by the subspace $U^{1D} := \text{span}\{f^{1D}_n(z)\}_{n \geq 0}$ of $H := \mathbb{C}[z] \oplus z^{-1} \mathbb{C}[[z^{-1}]]$ where (see \[3.1\]):

\[
f^{1D}_n(z) = \begin{cases} 
1 + \sum_{k \geq 0} (2k + 1)!! \cdot z^{-2k-2}, & n = 0; \\
z^n, & n > 0,
\end{cases}
\]

whose coefficients are called the affine coordinates. Let $Q$ be the following differential operator:

\[
Q = \partial_z + z - z^{-1},
\]
then \( Q_n := -z^{n+1} \cdot Q \) is a Kac-Schwarz operator associated to \( U^{1D} \) for every \( n \geq -1 \). Moreover, the Virasoro constraints for \( Z^{1D} \) are given by these \( \{ Q_n \}_{n \geq -1} \) via the boson-fermion correspondence (see \[3.4\]-\[3.5\]).

2) In the fermionic picture, \( Z^{1D} \) is given by (see \[3.2\]):

\[
Z^{1D} = |0\rangle + \sum_{k=0}^{\infty} (2k + 1)!! \cdot \psi_{-2k-2} \psi_{-2k-1} |0\rangle.
\]

where \( \psi_r, \psi^*_s \) are fermionic operators and \( |0\rangle \) is the fermionic vacuum.

3) In the bosonic picture, \( Z^{1D} \) can be described using Schur functions \( s_\mu \) or the complete symmetric functions \( h_k \) in a simple way (see \[3.2\]):

\[
Z^{1D}(t) = 1 + \sum_{k=0}^{\infty} (2k + 1)!! \cdot s_{2k+2}(\hat{A}^{1D}),
\]

where the coupling constants \( t = (t_0, t_1, \ldots) \) are specialized to the Newton symmetric functions by \( t_n = n! \cdot p_{n+1} \).

In the second part (\[4\]) of this work, we apply the results on the free energy \( \log Z^{1D} \) to the problem of computations of \( \chi(\mathcal{M}_{g,n}) \). Let the specialization \( \tilde{\Psi} \) be the following map:

\[
\tilde{\Psi} : \prod_{n \geq 1} z_1^{-1} \cdots z_n^{-1} C[z_1^{-1}, \ldots, z_n^{-1}] \rightarrow C[[y]]((z)),
\]

\[
z_1^{-j_1-1} \cdots z_n^{-j_n-1} \mapsto \frac{\tilde{V}_{j_1}(y, z) \cdots \tilde{V}_{j_n}(y, z)}{n! \cdot j_1! \cdots j_n!}
\]

where \( \tilde{V}_j \) are the generating series \( \[3\] \) of \( \chi(\mathcal{M}_{g,n}) \), then we obtain the following algorithms to compute the generating series \( \[3\] \) of \( \chi(\mathcal{M}_{g,n}) \) (see \[3\] for details):

**Theorem 1.2.** We have:

\[
\chi(y, z) = \tilde{\Psi}(W^{1D}(z)),
\]

where the total \( n \)-point function \( W^{1D}(z) \) can be computed using one of the following three approaches:

1) A quadratic recursion formula emerging from the thin Virasoro constraints (derived in \[44\], see \[4.3\] for details);

2) An Eynard-Orantin topological recursion emerging from the fat Virasoro constraints (derived in \[43\], see \[4.3\] for details);

3) A formula in terms of the affine coordinate of \( Z^{1D} \) (see \[3.5\] for details).

In particular, the third approach provides a closed formula which does not require recursive computations (see \[4.4\]).

**Theorem 1.3.** The generating series \( \chi(y, z) \) is given by:

\[
\chi(y, z) = \tilde{\Psi}\left( \sum_{n \geq 1} (-1)^{n-1} \sum_{\text{n-cycles } \sigma} \prod_{i=1}^{n} \hat{A}^{1D}(z_{\sigma(i)}, z_{\sigma(i+1)}) - \frac{1}{(z_1 - z_2)^2} \right),
\]

where:

\[
\hat{A}^{1D}(\xi, \eta) = \sum_{k=0}^{\infty} (2k + 1)!! \cdot \xi^{-1} \eta^{-2k-2} + \frac{1}{\xi - \eta}.
\]
Here let us briefly summarize all the approaches we have used to the computations of \( \chi(\mathcal{M}_{g,n}) \) in [34] and this work in the following diagram:

- Graph sum formula
- Harer-Zagier formula
- Abstract QFT ([34], §3)
- Formal integral ([34], §3)
- Two recursions ([34], §3)
- Topological 1D gravity ([34], §4)
- Differential equations, operator formalism, etc. ([34], §3)
- KP hierarchy ([34], §6)
- Virasoro constraints ([34], §4)
- Affine coordinates ([2], §3)
- Emergent geometry (§2)
- & n-point functions (§3)
- Numerical data for \( \chi(\mathcal{M}_{g,n}) \)
- Various formulas for

The rest of this paper is arranged as follows. In §2 we introduce some basics of the topological 1D gravity. In §3 we describe the tau-function \( Z^{1D} \) in Kyoto School’s approach with the help of the affine coordinates and compute the n-point functions. These results will be applied to the computation of \( \chi(\mathcal{M}_{g,n}) \) in §4. In Appendix A we show how to calculate the affine coordinates of \( Z^{1D} \). Some numerical data for \( Z^{1D} \) and \( \chi(\mathcal{M}_{g,n}) \) will be presented in Appendix B.

2. Topological 1D Gravity

In this section, we recall some basic facts of the topological 1D gravity, including its genus expansion and Virasoro constraints. We also recall the emergent geometry for the topological 1D gravity.

2.1. Topological 1D gravity and genus expansion. First let us recall the partition function and free energy of the topological 1D gravity (see [27],[37]).

The topological 1D gravity is the special \( N = 1 \) case of the Hermitian \( N \times N \) one-matrix model. The partition function \( Z^{1D} \) is defined to be the following one-dimensional formal Gaussian integral (regarded as a formal power series):

\[
Z^{1D}(t) := \frac{1}{(2\pi \lambda^2)^{1/2}} \int dx \exp \left( \frac{1}{\lambda^2} S(x) \right),
\]

where the action functional \( S(x) \) is defined by:

\[
S(x) := -\frac{1}{2} x^2 + \sum_{n \geq 1} t_{n-1} \frac{x^n}{n!}.
\]
and \( t = (t_0, t_1, t_2, \cdots) \) are the coupling constants. By directly expanding the formal integral \([37, (119)]\), one gets the following formula \([37, (116)]\):

\[
Z^{1D}(t) = \sum_{n \geq 0} \sum_{\sum_j m_j = 2n} \frac{(2n-1)!!}{\prod_{j=1}^{k} (j!)^{m_j} m_j!} \lambda^{2n-2} \prod_{j=1}^{k} t_j^{m_j}.
\]

The partition function \( Z^{1D} \) can be represented as a summation over (not necessarily stable) ordinary graphs (see \([37, (95)]\)).

\[
Z^{1D}(t) = \sum_{\Gamma \in G^{or}} \frac{1}{|Aut(\Gamma)|} \prod_{v \in V(\Gamma)} \lambda^{val(v)-2} t_{val(v)-1},
\]

where \( G^{or} \) is the set of all ordinary graphs (not necessarily connected, and not necessarily stable), \( V(\Gamma) \) is the set of vertices of the graph \( \Gamma \), \( Aut(\Gamma) \) is the group of automorphisms of \( \Gamma \), and \( val(v) \) is the valence of the vertex \( v \in V(\Gamma) \). One can use \((10)\) or \((11)\) to write down first a few terms of \( Z^{1D} \):

\[
Z^{1D}(t) = 1 + \left( \frac{1}{2} \lambda^{-2} t_0^2 + \frac{1}{2} t_1 \right) + \left( \frac{1}{8} \lambda^{-4} t_0^4 + \frac{3}{4} \lambda^{-2} t_0^2 t_1 + \frac{3}{8} t_1^2 + \frac{1}{2} t_0 t_2 + \frac{1}{8} \lambda^2 t_3 \right)
+ \left( \frac{1}{48} \lambda^{-6} t_0^6 + \frac{5}{16} \lambda^{-4} t_0^4 t_1 + \frac{15}{16} \lambda^{-2} t_0^2 t_1^2 + \frac{5}{12} \lambda^{-2} t_0^2 t_2 + \frac{5}{16} t_1^3 + \frac{5}{4} t_0 t_1 t_2 \right)
+ \left( \frac{5}{16} t_0^2 t_3 + \frac{1}{8} \lambda^2 t_0 t_4 + \frac{5}{16} \lambda^2 t_1 t_3 + \frac{5}{24} \lambda^2 t_2^2 + \frac{1}{48} \lambda^4 t_5 \right) + \cdots.
\]

**Remark 2.1.** A straightforward corollary of the above two formulas \((10)\) and \((11)\) are the following well-known result of graph-counting:

\[
\frac{(2n-1)!!}{\prod_{j=1}^{k} (j!)^{m_j} m_j!} = \sum_{\Gamma} \frac{1}{|Aut(\Gamma)|},
\]

where the summation on the right-hand side is over all (not necessarily connected) graphs with \( m_i \) vertices of valence \( i \). This formula will be useful in Appendix A.

By \((11)\), the free energy \( F^{1D}(t) := \log Z^{1D}(t) \) has the genus expansion:

\[
F^{1D}(t) = \sum_{g=0}^{\infty} \lambda^{2g-2} F_{g}^{1D}(t),
\]

where the free energy \( F_{g}^{1D} \) of genus \( g \) is the following summation:

\[
F_{g}^{1D}(t) = \sum_{\Gamma: \text{ connected}, \quad \text{genus(}\Gamma\text{)} = g} \frac{1}{|Aut(\Gamma)|} \prod_{v \in V(\Gamma)} t_{\text{val}(v)-1}.
\]

The ‘genus’ of a connected graph is the number of independent loops in it. By

\[
1 - \text{genus} = |\{\text{vertices}\}| - |\{\text{edges}\}|
\]

one easily finds that the coefficient of a term \( \lambda^{2g-2} t_{a_1} \cdots t_{a_n} \) in \( F^{1D} \) is nonzero only if the following selection rule holds \([37, (119)]\):

\[
\sum_{i=1}^{n} a_i = 2g - 2 + n.
\]
Moreover, the operators \( L_\lambda \) following Virasoro constraints for the topological 1D gravity:

\[
L_\lambda = \lambda^2 \cdot (m+1)! \frac{\partial}{\partial t_{m-1}} + \sum_{n \geq 1} (t_{n-1} - \delta_{n,2}) \frac{(m+n)!}{(n-1)!} \frac{\partial}{\partial t_{m+n-1}}, \quad m \geq 1.
\]

Moreover, the operators \( \{L_m\}_{m \geq -1} \) satisfy the Virasoro commutation relations:

\[
[L_m, L_n] = (m-n)L_{m+n}, \quad \forall m, n \geq -1.
\]
2.3. A reformulation of the Virasoro constraints using flow equations. In
this subsection, we reformulate the Virasoro constraints (18) in another fashion.
We will need this new version of Virasoro constraints in the next section.

Using the flow equations (16), we easily see that for every 1 \leq m_1 \leq m - 1 and
m_2 := m - m_1, we always have:

\begin{equation}
\lambda^2 \cdot m! \frac{\partial}{\partial m_{m-1}} Z^{1D} = \lambda^2 m \frac{\partial^m}{\partial t_0^m} Z^{1D} = \lambda^4 \cdot m_1! m_2! \frac{\partial^2}{\partial t_{m_1-1} \partial t_{m_2-1}} Z^{1D},
\end{equation}

thus:

\begin{equation}
(m + 1)! \frac{\partial Z^{1D}}{\partial m_{-1}} = \left( \frac{m + 3}{2} + \frac{m - 1}{2} \right) \cdot m! \frac{\partial Z^{1D}}{\partial m_{-1}}
- \frac{m + 3}{2} \cdot m! \frac{\partial Z^{1D}}{\partial m_{-1}} + \frac{1}{2} \sum_{m_1 + m_2 = m, m_1, m_2 \geq 1} \lambda^2 \cdot m_1! m_2! \frac{\partial^2 Z^{1D}}{\partial t_{m_1-1} \partial t_{m_2-1}}.
\end{equation}

Using this relation, we can reformulate the Theorem 2.2 in the following way:

**Theorem 2.3.** $Z^{1D}$ satisfies the following Virasoro constraints:

\begin{equation}
L^{1D}_{m}(Z^{1D}) = 0, \quad \forall m \geq -1,
\end{equation}

where the new Virasoro operators \{L^{1D}_{m}\}_{m \geq -1} are defined by:

\begin{align*}
L^{1D}_{-1} &= \frac{t_0}{\lambda^2} + \sum_{n \geq 1} (t_n - \delta_{n,1}) \frac{\partial}{\partial t_{n-1}}, \\
L^{1D}_{0} &= 1 + \sum_{n \geq 0} (n + 1)(t_n - \delta_{n,1}) \frac{\partial}{\partial t_{n}}, \\
L^{1D}_{m} &= \frac{m + 3}{2} \lambda^2 \cdot m! \cdot \frac{\partial}{\partial t_{m-1}} + \frac{1}{2} \lambda^4 \cdot \sum_{m_1 + m_2 = m, m_1, m_2 \geq 1} \frac{m_1! \cdot m_2!}{m_1! m_2!} \frac{\partial^2}{\partial t_{m_1-1} \partial t_{m_2-1}}
+ \sum_{n \geq 0} \frac{(m + n + 1)!}{n!} (t_n - \delta_{n,1}) \frac{\partial}{\partial t_{m+n}}, \quad m \geq 1.
\end{align*}

Moreover, one still has $[L^{1D}_{m}, L^{1D}_{n}] = (m - n) L^{1D}_{m+n}$ for all $m, n \geq -1$.

2.4. $Z^{1D}|_{\lambda=1}$ as a tau-function of the KP hierarchy. It is known in Nishigaki-
Yoneya [28] that the partition function $Z^{1D}|_{\lambda=1}$ is a tau-function of the KP hierarchy.
In this subsection we recall some relevant results. We will always assume
\( \lambda = 1 \) and omit \( '|_{\lambda=1}' \) for simplicity.

Using the flow equations and Virasoro constraints, one can derive a cut-and-join
representation for the partition function $Z^{1D}$:

**Theorem 2.4 (35).** We have $Z^{1D} = \exp(M^{1D})(1)$, where:

\begin{align*}
M^{1D} &= \frac{1}{2} \sum_{k, n \geq 0} \frac{(n + k)!}{n! \cdot k!} t_k t_n \frac{\partial}{\partial t_{n+k-1}} + \frac{1}{2} \sum_{n \geq 2} \frac{t_{n+1}}{(m + 1)!} \sum_{i+j = n, i, j \geq 1} \frac{i! \cdot j!}{t_{i-1} t_{j-1}} \frac{\partial^2}{\partial t_{i-1} \partial t_{j-1}}
+ \sum_{n \geq 0} \frac{t_{n+2}}{n+2} \frac{\partial}{\partial t_n} + \frac{1}{2} t_0^2 + \frac{1}{2} t_1,
\end{align*}

and we use the convention $\frac{\partial}{\partial t_{-1}} := 0$. 

Now let us take $t_n = n! \cdot p_{n+1}$ where $p_i$ is the Newton symmetric function of degree $i$. Then $Z^{1D} \in \Lambda$, where $\Lambda$ is the bosonic Fock space, i.e., the space of all symmetric functions (see [8] for an introduction).

Recall that $\Lambda$ has a basis $\{p_\lambda\}_\lambda$, where for a partition $\lambda = (\lambda_1, \cdots, \lambda_n)$ (with $\lambda_1 \geq \cdots \lambda_n > 0$) we denote $p_\lambda := p_{\lambda_1} \cdots p_{\lambda_n}$. Moreover, we use the convention $p_0 := 1$. Let $\alpha_n (n \in \mathbb{Z})$ be the following bosonic operators on $\Lambda$:

$$
\alpha_n := \begin{cases} 
p_{-n}, & n < 0; \\
0, & n = 0; \\
\frac{n!}{\partial p_n}, & n > 0,
\end{cases}
$$

then they satisfy the canonical commutation relations:

$$
[\alpha_m, \alpha_n] = m \delta_{m+n,0}.
$$

After taking $t_n := n! \cdot p_{n+1}$ for every $n \geq 0$, the operator $M^{1D}$ becomes:

$$
M^{1D} = \frac{1}{2} \sum_{i+j+k-2} :\alpha_i \alpha_j \alpha_k: + \frac{1}{2} \sum_{i+j=2} :\alpha_i \alpha_j: + \frac{1}{2} \alpha_2
$$

where the normal ordering $:\alpha_i \alpha_j \cdots \alpha_n:$ of the bosons $\alpha_1, \cdots, \alpha_n$ is defined by:

$$
:\alpha_i_1 \alpha_i_2 \cdots \alpha_i_n:: = \alpha_{i_{s(1)}} \alpha_{i_{s(2)}} \cdots \alpha_{i_{s(n)}},
$$

where $\sigma \in S_n$ is a permutation such that $\sigma(1) \leq \cdots \leq \sigma(n)$. Then one finds that $M^{1D}$ is an element in $\mathfrak{gl}(\infty)$ (see eg. [18, §4]), and thus $\exp(M^{1D}) \in GL(\infty)$.

In Sato’s theory the space of all (formal power series) tau-functions is the $GL(\infty)$-orbit of the trivial solution $\tau = 1$ (see [8,30]). Thus we obtain the result of Nishigaki-Yonea [28] that $Z^{1D} = \exp(M^{1D})(1)$ is a tau-function of the KP hierarchy, and the time variables are given by:

$$
x_n := \frac{p_n}{n} = \frac{1}{n!} t_{n-1}, \quad n \geq 1.
$$

2.5. Quadratic recursion of the $n$-point functions. One way to compute the free energy $F^{1D}$ is to derive recursions for the (connected) $n$-point functions:

$$
W^{1D}_{g,n}(z_1, \cdots, z_n) := \sum_{j_1, \cdots, j_n \geq 1} \frac{\partial^n F^{1D}_g(t)}{\partial x_{j_1} \cdots \partial x_{j_n}} \bigg|_{x=0} z_1^{-j_1} \cdots z_n^{-j_n},
$$

where $(g, n) \neq (0, 1)$, and $x_n = \frac{1}{n!} t_{n-1}$ are the time variables of the KP hierarchy. Then the following quadratic recursion formula for these $n$-point functions emerges naturally from the Virasoro constraints [13]:

**Proposition 2.1** ([43]). Denote $W^{1D}_{0,1}(z_1) := z_1^{-1}$, then all other $W^{1D}_{g,n}$ can be recursively computed by:

$$
W^{1D}_{g,n+1}(z_0, z_1, \cdots, z_n)
$$

$$
= \sum_{j=1}^n D_{z_0, z_j} W^{1D}_{g,n}(z_1, \cdots, z_n) + E_{z_0, u, v} W^{1D}_{g-2,n+2}(u, v, z_1, \cdots, z_n)
$$

$$
+ \sum_{\substack{g_1 + g_2 = g \geq 0 \\ell_i, J_i \in \mathbb{Z}}} E_{z_0, u, v} \left(W^{1D}_{g_1, |I|+1}(u, z_I) \right) \cdot \left(W^{1D}_{g_2, |J|+1}(v, z_J) \right).
$$
where $[n] := \{1, 2, \ldots, n\}$, $z_I := (z_{i_1}, \ldots, z_{i_k})$ for a set of indices $I = \{i_1, \ldots, i_k\}$, and the operators $D_{z_0, z_j}$ and $E_{z_0, u, v}$ are defined by:

$$D_{z_0, z_j} f (z_j) := \frac{f(z_0) - f(z_j)}{z_0(z_0 - z_j)} \frac{\partial}{\partial z_j} f(z_j),$$

$$E_{z_0, u, v} f(u, v) := \frac{1}{z_0} \left( \lim_{u \to v} f(u, v) \right)_{v = z_0}.$$

2.6. Fat genus expansion, fat spectral curve, and emergence of E-O topological recursion. The quadratic recursion (30) looks similar to but is not an Eynard-Orantin topological recursion. In order to obtain an E-O topological recursion, one needs to consider the fat genus expansion and fat Virasoro constraints for $Z^{1D}$. This has been done in [43], and in this subsection we recall the main results.

The topological 1D gravity is the special case $N = 1$ of the Hermitian one-matrix models, thus it admits a genus expansion by fat graphs, see [40]. Roughly speaking, a fat graph is (the equivalence class of) the 1-skeleton of a cell-decomposition of a Riemann surface, and the genus of a fat graph is the genus of the surface. Then one has a fat genus expansion and a family of fat Virasoro constraints for $Z^{1D}$ which are different from those we have seen in §2.2. Here we only recall some necessary results, for details of the fat and thin emergent geometry, see [10, 11, 43]; and see the book [21] for an introduction for fat graphs and Hermitian matrix models.

Take $\lambda = 1$, and let

$$F^{1D}(t) = \sum_{g \geq 0} F_{g}^{\text{fat}}(t)$$

be the fat genus expansion of the free energy (see [40]). Let $x_n = \frac{1}{n!} t^{n-1}$, and define the fat $n$-point function of genus $g$ to be:

$$W_{g, n}^{\text{fat}}(z_1, \ldots, z_n) := \sum_{j_1, \ldots, j_n \geq 1} \frac{\partial^n F_{g}^{\text{fat}}(t)}{\partial x_{j_1} \cdots \partial x_{j_n}} \bigg|_{x=0} z_1^{-j_1} \cdots z_n^{-j_n-1}$$

for $g \geq 0$ and $n \geq 1$. Notice that for the fat genus expansion, the coefficients in the case $(g, n) = (0, 1)$ are given by the Catalan numbers (see eg. [11, 26]), while in the thin genus expansion [13] there is no terms of type $(g, n) = (0, 1)$.

**Example 2.1.** The following examples are known in literatures (see eg. [43]):

$$W_{0,1}^{\text{fat}}(z_1) = \frac{1}{2} (z_1 - \sqrt{z_1^2 - 4}),$$

$$W_{0,2}^{\text{fat}}(z_1, z_2) = \frac{1}{2(z_1 - z_2)^2} \left( -1 + \frac{z_1 z_2 - 4}{\sqrt{(z_1^2 - 4)(z_2^2 - 4)}} \right).$$

They can be computed using the fat Virasoro constraints.

In order to derive a topological recursion in the sense of Eynard-Orantin, one needs a spectral curve first. In [41], the second author has shown that the following fat special deformation emerges from the fat Virasoro constraints ([41 (78))):

$$y = \frac{1}{\sqrt{2}} \sum_{n \geq 1} \frac{t_{n-1} - \delta_{n,2}}{(n-1)!} \cdot z^{n-1} + \sqrt{2}, \sum_{n \geq 1} n! \frac{\partial F_0^{\text{fat}}}{\partial t_{n-1}} \cdot z^{n-1},$$
which is a family of curves on the \((y,z)\)-plane parametrized by \((t_0,t_1,\cdots)\). By setting the coupling constants to zero (and perform a suitable rescaling), one obtains the following fat spectral curve:

\[
(35) \quad z^2 - 4y^2 = 4.
\]

This is the special case \(N = 1\) of the fat spectral curve for the Hermitian one-matrix models (at finite \(N\)), see \[11, \S3\] for details and the quantum deformation theory for this spectral curve. In physics literatures, this curve is known as the semi-circle law for the Hermitian matrix models, see eg. \[25\] for a treatment from the large \(N\) point of view.

Furthermore, one can show that the Eynard-Orantin topological recursion on this spectral curve emerges naturally from the fat Virasoro constraints:

**Theorem 2.5** (\[43\]). Let \(p_i, p_j\) be points on this spectral curve \([33]\), and denote:

\[
(36) \quad \omega^\text{fat}_{0,1}(p_1) = y(p_1)dz(p_1),
\]

\[
(37) \quad \omega^\text{fat}_{0,2}(p_1, p_2) = \frac{1}{2(z_1(p) - z_2(p))^2}\left(1 + \frac{z_1(p)z_2(p) - 4}{4y_1(p)y_2(p)}\right)dz_1(p)dz_2(p)
\]

and

\[
(38) \quad \omega^\text{fat}_{g,n}(z_1, \cdots, z_n) := W^\text{fat}_{g,n}(z_1, \cdots, z_n)dz_1 \cdots dz_n
\]

for \(2g - 2 + n > 0\). Then the following E-O topological recursion emerges from the fat Virasoro constraints for \(F^{1D}\):

\[
\omega^\text{fat}_{g,n+1}(p_0, \cdots, p_n) = (\text{Res}_{p \to p_+} + \text{Res}_{p \to p_-}) \left[ K(p_0, p) \left( \omega^\text{fat}_{g-1,n+2}(p, \sigma(p), p_1) \right. \right.
\]

\[
(39) \quad \left. + \sum_{s=1}^{n} \omega^\text{fat}_{g_i, |I|+1}(p, p_I)\omega^\text{fat}_{g_{s-I}, |J|+1}(\sigma(p), p_J) \right],
\]

for \(2g - 2 + n > 0\), where \(p_\pm\) is the two branch point of the spectral curve, \(\sigma\) is the involution \(\sigma(z, y) = \sigma(z, -y)\) near the branch points, and we denote \(p_I := (p_{i_1}, \cdots, p_{i_k})\) for \(I = \{i_1, \cdots, i_k\}\). The 's' on \(\sum\) means excluding terms involving \(\omega^\text{fat}_{0,1}\) in this summation. The recursion kernel \(K\) is given by:

\[
(39) \quad K(p_0, p) = \frac{\int_{\sigma(p)}^{p} B^H(p_0, p)}{2(y(p) - y(\sigma(p)))dz(p)} = \frac{dz_0}{4y_0(z_0 - z)dz}.
\]

3. Affine Coordinates for \(Z^{1D}|_{\lambda=1}\) and Some Applications

In this section, we study the tau-function \(Z^{1D}|_{\lambda=1}\) of the KP hierarchy. In particular, we discuss some applications of its affine coordinates on the Sato Grassmannian. We describe this tau-function as a Bogoliubov transform in the fermionic picture, and as a summation of Schur functions in the bosonic picture, and then show how to compute the connected \(n\)-point functions using the affine coordinates. Moreover, we find a family of Kac-Schwarz operators for this tau-function. Some of these results will not be used in the computation of \(\chi(\mathcal{M}_g,n)\) in the next section, but we describe them for completeness.
3.1. **Affine coordinates for the tau-function** $Z^{1D}|_{\lambda=1}$. First let us recall the affine coordinates of the tau-function $Z^{1D}|_{\lambda=1}$ of the KP hierarchy. From now on, we will always assume that $\lambda = 1$, and omit $'|_{\lambda=1}$ for simplicity. This evaluation loses no any information since the $\lambda$-dependence can be read off from $Z^{1D}|_{\lambda=1}$ by the selection rule (15).

In Kyoto School’s approach to the KP hierarchy, there are three equivalent descriptions to a tau-function:

1) An element on the Sato Grassmannian;
2) A vector in the fermionic Fock space;
3) A vector in the bosonic Fock space.

Here let us briefly recall the construction of the big cell $Gr(0)$ of the Sato Grassmannian. Let $H$ be the infinite-dimensional vector space:

$$H := \{\text{formal series } \sum_{n \in \mathbb{Z}} a_n z^n | a_n = 0 \text{ for } n >> 0\},$$

Then one has $H = H_+ \oplus H_-$, where $H_+ = \mathbb{C}[z]$ and $H_- = z^{-1}\mathbb{C}[[z^{-1}]]$. Denote by $\pi_+: H \to H_+$ the two natural projections. The big cell $Gr(0)$ of the Sato Grassmannian consists of all linear subspaces $U \subset H$ such that the projection $\pi_+: U \to H_+$ is an isomorphism of vector spaces.

An element $U \subset H$ of the big cell $Gr(0)$ of the Sato Grassmannian is spanned by a basis of the form:

$$\{\tilde{f}_n = z^n + \sum_{j<n} \tilde{a}_{n,j} z^j\}_{n \geq 0},$$

which is called an admissible basis. Among various admissible basis for $U$, there is a unique one of the following form (see eg. [1] or [38, §3]):

$$\{f_n = z^n + \sum_{m \geq 0} a_{n,m} z^{-m-1}\}_{n \geq 0},$$

called the normalized basis for $U$. The coefficients $\{a_{n,m}\}_{n,m \geq 0}$ are called the affine coordinates for $U$. Given an element $U \in Gr(0)$, one can construct a vector $|U\rangle$ in the fermionic Fock space as a semi-infinite wedge product, and then construct a vector $\tau_U$ in the bosonic Fock space using the boson-fermion correspondence. The element $\tau_U$ constructed in this way is a tau-function of the KP hierarchy. Conversely, given any tau-function of the KP hierarchy, one can associate an element in $Gr(0)$ to it. See [8] for details of boson-fermion correspondence. We will give a brief review in Appendix A.1.

In particular, the tau-function $Z^{1D}$ can be regarded as an element in the big cell $Gr(0)$ of the Sato Grassmannian. Let us denote by $U^{1D} \subset H$ the point on $Gr(0)$ corresponding to $Z^{1D}$, and $\{a_{n,m}^{1D}\}_{n,m \geq 0}$ the affine coordinates of $U^{1D}$. Then:

**Theorem 3.1 (39).** The affine coordinates $\{a_{n,m}^{1D}\}_{n,m \geq 0}$ are given by:

$$a_{n,m}^{1D} = \begin{cases} m!!, & \text{if } n = 0 \text{ and } m \text{ is odd;} \\ 0, & \text{otherwise.} \end{cases}$$

Or equivalently, $U^{1D} \subset H$ is spanned by the normalized basis $\{f_n^{1D}(z)\}_{n \geq 0}$ where:

$$f_n^{1D}(z) = \begin{cases} 1 + \sum_{k \geq 0} (2k + 1)!! \cdot z^{-2k-2}, & n = 0; \\ z^n, & n > 0. \end{cases}$$
Theorem 3.1 can be proved by various methods. In [39], the second author have computed the affine coordinates for the partition function $Z_N$ of the Hermitian one-matrix models at finite $N$ using a method inspired by the representation theory [14], and the above theorem can be obtained by simply taking $N = 1$ in [39] (64). In another paper [42], the affine coordinates for the partition function of counting Grothendieck’s dessin d’enfants which includes the Hermitian one-matrix models as a special case, were computed using the fermionic reformulation of the Virasoro constraints.

In Appendix A we will give another proof of this result using a combinatorial method. This proof is rather simple, but reveals some interesting relations between symmetric functions and Feynman graphs, and this fits into our purpose of relating quantum field theories to integrable hierarchies.

3.2. A fermionic representation and a bosonic representation for $Z^{1D}$. By applying [38, Theorem 3.1] to the affine coordinates (42), one obtains the following fermionic representation of the tau-function $Z^{1D}$ (see [38] for notations, or Appendix A.1 for a brief introduction):

**Proposition 3.1.** In the fermionic Fock space, the tau-function $Z^{1D}$ is given by the following Bogoliubov transform of the fermionic vacuum $|0\rangle$:

\[
Z^{1D} = e^{A^{1D}} |0\rangle,
\]

where $A^{1D}$ is the following quadratic operator of the fermionic creators $\{\psi_r, \psi^*_r\}_{r>0}$:

\[
A^{1D} := \sum_{m,n \geq 0} a_{n,m}^{1D} \psi_{-m-\frac{1}{2}} \psi^*_{-n-\frac{1}{2}} = \sum_{k=0}^{\infty} (2k+1)!! \cdot \psi_{-2k-\frac{1}{2}} \psi^*_{-\frac{1}{2}}.
\]

Expanding the exponential, then we have:

\[
Z^{1D} = |0\rangle + \sum_{k=0}^{\infty} (2k+1)!! \cdot \psi_{-2k-\frac{1}{2}} \psi^*_{-\frac{1}{2}} |0\rangle.
\]

Then applying the boson-fermion correspondence, one obtains a bosonic representation for $Z^{1D}$ as a summation of symmetric functions (after taking $t_n = n! \cdot p_{n+1}$ for every $n \geq 0$, where $p_{n+1}$ is the Newton symmetric function of degree $n + 1$):

\[
Z^{1D}(t) = 1 + \sum_{k=0}^{\infty} (2k+1)!! \cdot s_{(2k+1|0)}
\]

\[
= 1 + \sum_{k=0}^{\infty} (2k+1)!! \cdot h_{2k+2},
\]

where $s_{(2k+1|0)}$ is the Schur function associated to the partition $(2k+1|0) = (1^{2k+2})$, and $h_{2k+2}$ is the complete symmetric function of degree $2k + 2$. See [22] for an introduction to the symmetric functions.

3.3. Representing $F^{1D}$ in terms of Schur functions. No let us represent the free energy $F^{1D} = \log(Z^{1D})$ in terms of Schur functions. From (47) one sees that

\[
F^{1D}(t) = \sum_{n \geq 1} (-1)^n \left( \sum_{k=0}^{\infty} (2k+1)!! \cdot h_{2k+2} \right)^n
\]

by expanding the logarithm. Thus:
Proposition 3.2. We have:
\[
\begin{align*}
F^{1D}(t) &= \sum_{n \geq 1} \sum_{k_1, \ldots, k_n \geq 0} \frac{(-1)^n}{n} (2k_1 + 1)! \cdots (2k_n + 1)! \cdot h_{2k_1 + 2} \cdots h_{2k_n + 2} \\
&= \sum_{n \geq 1} \sum_{k_1, \ldots, k_n \geq 0} \frac{(-1)^n}{n} (2k_1 + 1)! \cdots (2k_n + 1)! \cdot s_{(2k_1 + 1)(0)} \cdots s_{(2k_n + 1)(0)},
\end{align*}
\]
where \( t_n = n! \cdot p_{n+1} \) for every \( n \geq 0 \).

It is well-known that the product of two Schur functions is given by the following Littlewood-Richardson rule:
\[
s_{\lambda} s_{\mu} = \sum_{\nu} c^\nu_{\lambda \mu} s_{\nu},
\]
where the summation is over partitions \( \nu \) with \( |\nu| = |\lambda| + |\mu| \), and the coefficients \( c^\nu_{\lambda \mu} \) can be obtained by counting certain operations on the corresponding Young diagrams (see eg. [23, §1]). Thus we can rewrite the above formula as:

Corollary 3.1. We have:
\[
F^{1D}(t) = \sum_{n \geq 1} \sum_{k_1, \ldots, k_n \geq 0} \sum_{\mu_1, \ldots, \mu_{n-1}} \frac{(-1)^n}{n} (2k_1 + 1)! \cdots (2k_n + 1)! \cdot c_{\mu_1}^{(2k_1+1)(0)} c_{\mu_2}^{(2k_2+1)(0)} \cdots c_{\mu_{n-1}}^{(2k_{n-1}+1)(0)} s_{\mu_{n-1}},
\]
where \( t_n = n! \cdot p_{n+1} (n \geq 0) \), and \( c^\nu_{\lambda \mu} \) are the Littlewood-Richardson coefficients.

3.4. A Kac-Schwarz operator for \( Z^{1D} \). In this subsection we find a Kac-Schwarz operator for the tau-function \( Z^{1D} \).

First let us briefly recall the definition of a Kac-Schwarz operator [17, 31]. Let \( U \subset H = \mathbb{C}[z] \oplus z^{-1} \mathbb{C}[z^{-1}] \) be an element of the big cell \( Gr(0) \) of the Sato Grassmannian. A Kac-Schwarz operator for \( U \) is a differential operator \( Q \) in \( z \), satisfying the following condition:
\[
Q(U) \subset U.
\]
Among all the Kac-Schwarz operators, the most interesting ones are those which takes a Laurent polynomial of degree \( n \) to a Laurent polynomial of degree \( n + 1 \); i.e., those such that there exists a basis for \( U \) of the form:
\[
\{ u_n := c_n z^n + \text{low order terms} \}_{n=0,1,2,\ldots}
\]
where \( c_n \neq 0 \), satisfying \( Q(u_n) = u_{n+1} \) for every \( n \geq 0 \). In this case, the vector space \( U \) is spanned by \( \{ Q^k(u_0) \}_{k \geq 0} \).

Now let us consider the case of the topological 1D gravity. Let \( U^{1D} \) be the element on the big cell of the Sato Grassmannian corresponding to the tau-function \( Z^{1D} \), and we already know that \( U^{1D} \) is spanned by \( \{ f^{1D}_n \}_{n \geq 0} \) given by (43). Now let us define:
\[
Q^{1D} := \partial_z + z - z^{-1},
\]
then we have:

Theorem 3.2. The operator \( Q^{1D} = \partial_z + z - z^{-1} \) is a Kac-Schwarz operators for \( U^{1D} \). Moreover, we have:
\[
U^{1D} = \text{span}\{ (Q^{1D})^n (f^{1D}_0) \}_{n \geq 0}.
\]
Proof. By direct computations we easily check that:

\[
Q^{1D}(f_0^{1D}) = -\sum_{k=0}^{\infty} (2k+2) \cdot (2k+1)!!z^{-2k-3} + z + \sum_{k=0}^{\infty} (2k+1)!!z^{-2k-1}
\]

\[
- z^{-1} - \sum_{k=0}^{\infty} (2k+1)!!z^{-2k-3}
\]

\[= z, \]

i.e., \(Q^{1D}(f_0^{1D}) = f_1^{1D}\). Moreover, for \(n \geq 1\) we have:

\[
Q^{1D}(f_n^{1D}) = nz^{n-1} + z^{n+1} - z^{-n-1} = f_{n+1}^{1D} + (n-1)f_{n-1}^{1D},
\]

thus by induction \((Q^{1D})^n(f_0^{1D})\) is a polynomial in \(z\) of degree \(n\) for every \(n \geq 1\). Then the conclusion holds.

Remark 3.1. Now let us take the classical limit of this Kac-Schwarz operator (and then perform an additional rescaling) by:

\[
z \mapsto \frac{z}{\sqrt{2}}, \quad \partial_z \mapsto y,
\]

and in this way we obtain a plane curve:

\[
y = -\frac{z}{\sqrt{2}} + \frac{\sqrt{2}}{z},
\]

which is called the signed Catalan curve. This is the thin spectral curve of the topological 1D gravity emerging from the thin Virasoro constraints (see [37, (311)]). See [37] §10-§11 for the quantum deformation theory for this curve.

3.5. From Kac-Schwarz operators to Virasoro operators. In this subsection, we explain how to recover the Virasoro constraints of the topological 1D gravity from the Kac-Schwarz operator \(Q^{1D}\) defined above.

For every \(n \geq -1\), define:

\[
Q_n^{1D} := -z^{n+1}Q^{1D} = -z^{n+1}\partial_z - z^{n+2} + z^n.
\]

Then one can check that they satisfy the Virasoro commutation relations:

\[
[Q_m^{1D}, Q_n^{1D}] = z^m(\partial_z + z + z^{-1}) \circ z^nQ^{1D} - z^n(\partial_z + z + z^{-1}) \circ z^mQ^{1D}
\]

\[
=(n-m)z^{m+n+1}Q^{1D}
\]

\[
=(m-n)Q_{m+n}^{1D}, \quad \forall m, n \geq -1.
\]

Moreover, it is clear that:

\[
Q_n^{1D}(U^{1D}) \subset U^{1D}, \quad \forall n \geq -1,
\]

i.e., \(\{Q_n^{1D}\}_{n \geq -1}\) are all Kac-Schwarz operators for \(U^{1D} \in Gr(0)\).

The operators \(\{Q_n^{1D}\}_{n \geq -1}\) can be translated into operators on the bosonic Fock space via the boson-fermion correspondence. Now let us explain this. A differential operator \(z^l\partial_z^m\) is an element in \(gl(\infty)\) (see [18]), and it defines an action \(z^l\partial_z^m\) on semi-infinite wedge products (i.e., vectors in the fermionic Fock space) by:

\[
\frac{z^l}{z^{k_1} \wedge z^{k_2} \wedge \ldots} = \sum_{n=0}^{\infty} ml!(\binom{k_n}{m} - \delta_{l,m} \binom{n}{m})z^{k_1} \wedge \ldots \wedge z^{k_{n-1}} \wedge z^{k_{n+1}} \wedge z^{k_{n+1}} \wedge \ldots,
\]
where $k_i \in \mathbb{Z}$ for every $i$ and $k_{i+1} = k_i + 1$ for $i >> 0$. This defines a central extension $\mathfrak{gl}(\infty)$ of $\mathfrak{gl}(\infty)$. Then by the boson-fermion correspondence, they become operators on the bosonic Fock space. According to [18, Prop. 6.5], one has (after some change of notations):

$$z^m = \alpha_m, \quad z^n \partial z = -\frac{1}{2} \sum_{i \in \mathbb{Z}} : \alpha_i \alpha_{n-1-i} : -\frac{n-2}{2} \alpha_{n-1},$$

where $: \alpha_i \alpha_{n-1-i} :$ means the normal-ordering of bosons, and $\alpha_m$ are the bosonic operators given by:

$$\alpha_m = \begin{cases} m \frac{\partial}{\partial p_m}, & m > 0; \\ 1, & m = 0; \\ p_m, & m < 0. \end{cases}$$

Here $p_m = mx_m$ (and recall that $x_m = \frac{1}{m!} t_{m-1}$ where $\{t_n\}_{n\geq 0}$ are the coupling constants and $\{x_m\}_{m\geq 1}$ are time variables). Therefore on the bosonic Fock space, the operators $Q_n^{1D} = -z^{n+1} \partial_z - z^{n+2} + z^n$ ($n \geq -1$) becomes:

$$Q_n^{1D} = -\alpha_{n+2} + \frac{n+1}{2} \alpha_n + \frac{1}{2} \sum_{i \in \mathbb{Z}} : \alpha_i \alpha_{n-1-i} :$$

Now let us rewrite $Q_n^{1D}$ in terms of the coupling constants $\{t_n = n! \cdot p_{n+1}\}_{n\geq 0}$, and then it follows that:

**Theorem 3.3.** Under the boson-fermion correspondence, we have:

$$Q_n^{1D} = L_n^{1D}, \quad \forall n \geq -1,$$

where $Q_n^{1D}$ are the Kac-Schwarz operators:

$$Q_n^{1D} := -z^{n+1} Q_1^{1D} = -z^{n+1} \partial_z - z^{n+2} + z^n,$$

and $\{L_n^{1D}\}_{n\geq -1}$ are the Virasoro operators defined by [38].

Notice that $Q_n^{1D}(U^{1D}) \not\subseteq U^{1D}$, and then $Q_n^{1D}(U^{1D}) \not\subseteq Gr(0)$. This condition implies the Virasoro constraints $L_n^{1D}(Z^{1D}) = 0$ for $n \geq -1$.

### 3.6. Computing the n-point functions using Zhou’s formula.

In [38 §5], the second author has derived a formula to compute the connected $n$-point functions associated to an arbitrary tau-function of the KP hierarchy in terms of its affine coordinates. In this subsection we apply it to the topological 1D gravity.

Let $\tau = \tau(x)$ be a tau-function of the KP hierarchy with respect to the time variables $x = (x_1, x_2, \cdots)$, and define the (all-genera) connected $n$-point function associated to $\tau$ to be:

$$G^{(n)}(z_1, \cdots, z_n) := \sum_{j_1, \cdots, j_n \geq 1} \frac{\partial^n \log \tau(x)}{\partial x_{j_1} \cdots \partial x_{j_n}} \bigg|_{x=0} z_1^{-j_1-1} \cdots z_n^{-j_n-1}.$$
Proposition 3.3. Let \( \{a_{n,m}\}_{n,m \geq 0} \) be the affine coordinates for \( \tau \) on the big cell of the Sato Grassmannian, and denote:

\[
A(\xi, \eta) := \sum_{m,n \geq 0} a_{n,m} \xi^{-n-1} \eta^{-m-1}.
\]

Then:

\[
G^{(n)}(z_1, \cdots, z_n) = (-1)^{n-1} \sum_{n\text{-cycles } \sigma} \prod_{i=1}^{n} \hat{A}(z_{\sigma(i)}, z_{\sigma(i+1)}) - \frac{\delta_{n,2}}{(z_1 - z_2)^2},
\]

where \( \sigma(n+1) := \sigma(1) \), and:

\[
\hat{A}(z_i, z_j) = \begin{cases} 
\frac{1}{z_i - z_j} + A(z_i, z_j), & i < j; \\
A(z_i, z_i), & i = j; \\
\frac{1}{z_i - z_j} + A(z_i, z_j), & i > j,
\end{cases}
\]

and \( i, \eta, \frac{1}{z_i - z_j} := \sum_{k \geq 0} (-1)^{k-1} \xi \eta^k \).

The notation \( i, \eta, \frac{1}{z_i - z_j} \) indicates how to expand \( \frac{1}{z_i - z_j} \) as a formal series in \( z_i \) and \( z_j \). In what follows we will denote it by \( \frac{1}{z_i - z_j} \) for simplicity. Now one can use the formula \( 59 \) to compute the connected \( n \)-point functions:

\[
G^{1D}_{(n)}(z_1, \cdots, z_n) := \sum_{j_1, \cdots, j_n \geq 1} \frac{\partial^n F^{1D}(t)}{\partial x_{j_1} \cdots \partial x_{j_n}} \bigg|_{x=0} \cdot z_1^{j_1-1} \cdots z_n^{j_n-1}
\]

\[
= \sum_{j_1, \cdots, j_n \geq 1} \frac{\partial^n F^{1D}(t)}{\partial t_{j_1-1} \cdots \partial t_{j_n-1}} \bigg|_{t=0} \cdot z_1^{j_1+1} \cdots z_n^{j_n+1}
\]

of the topological 1D gravity. Denote:

\[
A^{1D}(\xi, \eta) = \sum_{n,m \geq 0} a_{n,m}^{1D} \xi^{-n-1} \eta^{-m-1} = \xi^{-1} \cdot \sum_{k=0}^{\infty} (2k+1)!! \cdot \eta^{-2k-2}.
\]

Then by \( 59 \) we obtain the following formula for \( G^{1D}_{(n)} \):

**Proposition 3.3.** Let \( A^{1D}(\xi, \eta) \) be given by \( 62 \), then we have:

\[
G^{1D}_{(n)}(z_1, \cdots, z_n) = (-1)^{n-1} \sum_{n\text{-cycles } \sigma} \prod_{i=1}^{n} \hat{A}^{1D}(z_{\sigma(i)}, z_{\sigma(i+1)}) - \frac{\delta_{n,2}}{(z_1 - z_2)^2},
\]

where \( \hat{A}^{1D}(z_{\sigma(i)}, z_{\sigma(i+1)}) := A^{1D}(z_{\sigma(i)}, z_{\sigma(i+1)}) + \frac{1}{z_{\sigma(i)} - z_{\sigma(i+1)}} \).

**Example 3.1.** For \( n = 1 \), the above formula gives:

\[
G^{1D}_{(1)}(z) = A^{1D}(z, z) = \sum_{k=0}^{\infty} (2k+1)!! \cdot z^{-2k-3}.
\]
and the first a few terms are:

\[
G_{(1)}^{1D}(z) = \frac{1}{z^3} + \frac{3}{z^5} + \frac{15}{z^7} + \frac{105}{z^9} + \frac{945}{z^{11}} + \frac{10395}{z^{13}} + \frac{135135}{z^{15}} + \frac{2027025}{z^{17}} + \frac{34459425}{z^{19}} + \frac{654729075}{z^{21}} + \frac{13749310575}{z^{23}} + \frac{316234143225}{z^{25}} + \frac{7905853580625}{z^{27}} + \frac{213458046676875}{z^{29}} + \frac{6190283353629375}{z^{31}} + \cdots .
\]

And for \( n = 2 \), there is only one 2-cycle \((1, 2)\), thus the above formula gives:

\[
G_{(2)}^{1D}(z_1, z_2) = -\left( A^{1D}(z_1, z_2) + \frac{1}{z_1 - z_2} \right) \left( A^{1D}(z_2, z_1) + \frac{1}{z_2 - z_1} \right) - \frac{1}{(z_1 - z_2)^2}
= \frac{A^{1D}(z_1, z_2) - A^{1D}(z_2, z_1)}{z_1 - z_2} - A^{1D}(z_1, z_2)A^{1D}(z_2, z_1)
= \sum_{k,l \geq 0} \left( (2k + 2l + 3)!! - (2k + 1)!! \cdot (2l + 1)!! \right) z_1^{-2k-3} z_2^{-2l-3}
+ \sum_{k,l \geq 0} (2k + 2l + 1)!! \cdot z_1^{-2k-2} z_2^{-2l-2}.
\]

The first a few terms are:

\[
G_{(2)}^{1D}(z_1, z_2) = \frac{1}{z_1^{\frac{3}{2}}} + \frac{3}{z_1^{\frac{5}{2}}} + \frac{2}{z_1^{\frac{7}{2}}} + \frac{3}{z_1^{\frac{9}{2}}} + \frac{15}{z_1^{\frac{11}{2}}} + \frac{1}{z_1^{\frac{13}{2}}} + \frac{12}{z_1^{\frac{15}{2}}} + \frac{15}{z_1^{\frac{17}{2}}} + \frac{12}{z_1^{\frac{19}{2}}}
+ \frac{15}{z_1^{\frac{21}{2}}} + \frac{105}{z_1^{\frac{23}{2}}} + \frac{90}{z_1^{\frac{25}{2}}} + \frac{105}{z_1^{\frac{27}{2}}} + \frac{96}{z_1^{\frac{29}{2}}} + \frac{105}{z_1^{\frac{31}{2}}} + \frac{90}{z_1^{\frac{33}{2}}} + \frac{105}{z_1^{\frac{35}{2}}}
+ \frac{945}{z_1^{\frac{37}{2}}} + \frac{840}{z_1^{\frac{39}{2}}} + \frac{945}{z_1^{\frac{41}{2}}} + \frac{900}{z_1^{\frac{43}{2}}} + \frac{945}{z_1^{\frac{45}{2}}} + \frac{900}{z_1^{\frac{47}{2}}} + \frac{945}{z_1^{\frac{49}{2}}} + \frac{840}{z_1^{\frac{51}{2}}}
+ \frac{945}{z_1^{\frac{53}{2}}} + \frac{10395}{z_1^{\frac{55}{2}}} + \frac{9450}{z_1^{\frac{57}{2}}} + \frac{10395}{z_1^{\frac{59}{2}}} + \frac{10080}{z_1^{\frac{61}{2}}} + \frac{10395}{z_1^{\frac{63}{2}}} + \frac{10140}{z_1^{\frac{65}{2}}}
+ \frac{945}{z_1^{\frac{67}{2}}} + \frac{10395}{z_1^{\frac{69}{2}}} + \frac{9450}{z_1^{\frac{71}{2}}} + \frac{10395}{z_1^{\frac{73}{2}}} + \frac{9000}{z_1^{\frac{75}{2}}} + \frac{10395}{z_1^{\frac{77}{2}}} + \cdots .
\]

From these data one sees that (after taking \( \lambda = 1 \)):

\[
F^{1D} = (x_2 + 3x_4 + 15x_6 + 105x_8 + 945x_{10} + 10395x_{12} + \cdots)
+ \left( \frac{1}{2} x_2^2 + 3x_4 x_3 + x_2^2 + 15x_1 x_5 + 12x_2 x_4 + \frac{15}{2} x_3^2 + \cdots \right) + \cdots
= \left( \frac{1}{2} t_1 + \frac{1}{8} t_3 + \frac{1}{48} t_5 + \frac{1}{384} t_7 + \frac{1}{3840} t_9 + \frac{1}{46080} t_{11} + \cdots \right)
+ \left( \frac{1}{2} t_2^2 + \frac{1}{2} t_6 t_2 + \frac{1}{4} t_4^2 + \frac{1}{8} t_6 t_4 + \frac{1}{4} t_2 t_3 + \frac{5}{24} t_2^2 + \cdots \right) + \cdots .
\]

The \( n \)-point functions \( G_{(n)}^{1D} \) for \( n > 2 \) can also be computed similarly. Numerical data for \( G_{(n)}^{1D} \) can be easily computed using a computer, and more examples will be listed in Appendix B.7.
Now let $W^{1D}$ be the total $n$-point function defined by:

$$W^{1D}(z) = \sum_{n \geq 1} \sum_{j_1, \ldots, j_n \geq 1} \left. \frac{\partial^n F^{1D}(t)}{\partial x_{j_1} \cdots \partial x_{j_n}} \right|_{t=0} \prod_{i=1}^{n} z_i^{j_i-1} \cdots z_n^{j_n-1},$$

then one has:

$$W^{1D}(z) := \sum_{(g,n) \neq (0,1)} W_{g,n}^{1D}(z_1, \cdots, z_n)$$

$$= \sum_{g \geq 0, n \geq 1} W_{g,n}^{fat}(z_1, \cdots, z_n)$$

$$= \sum_{n \geq 1} G_{n}^{1D}(z_1, \cdots, z_n).$$

This is simply a reassembling of all the correlators of the topological 1D gravity. The free energy $F^{1D}(t)$ can be recovered from $W^{1D}(z)$ by:

$$F^{1D}(t) = \Psi(W^{1D}(z)),$$

where $\Psi$ is the following linear map between vector spaces:

$$\Psi : \prod_{n \geq 1} z_1^{-1} \cdots z_n^{-1} \mathbb{C}[z_1^{-1}, \cdots, z_n^{-1}] \rightarrow \mathbb{C}[[t]],$$

$$z_1^{-1} \cdots z_n^{-1} \rightarrow \frac{x_{j_1} \cdots x_{j_n}}{n!} = \frac{t_{j_1-1} \cdots t_{j_n-1}}{n! \cdot j_1! \cdots j_n!}.$$

4. Specialize to the Problem of Computing $\chi(\overline{M}_{g,n})$

Now let us apply the above results of the topological 1D gravity to the problem of the computation of the orbifold Euler characteristics of $\overline{M}_{g,n}$.

4.1. Orbifold characteristics of $\mathcal{M}_{g,n}$ and $\overline{M}_{g,n}$. First let us recall some basic results on the orbifold Euler characteristics $\chi(\mathcal{M}_{g,n})$ and $\chi(\overline{M}_{g,n})$.

Let $\mathcal{M}_{g,n}$ be the moduli space of smooth stable curves of genus $g$ with $n$ marked points. The orbifold Euler characteristics of $\mathcal{M}_{g,n}$ is given by the famous Harer-Zagier formula (see [13, 29]):

$$\chi(\mathcal{M}_{g,n}) = (-1)^n \cdot \frac{(2g-1)B_{2g}}{(2g)!} (2g + n - 3)!, \quad 2g - 2 + n > 0,$$

where $B_{2g}$ is the $(2g)$-th Bernoulli number. Let us denote by $V_n(z)$ the following generating series of $\chi(\mathcal{M}_{g,n})$ for every fixed $n$:

$$V_0(z) := \sum_{g=2}^{\infty} \chi(\mathcal{M}_{g,n}) z^{2-2g};$$

$$V_n(z) := \sum_{g=1}^{\infty} \chi(\mathcal{M}_{g,n}) z^{2-2g-n}, \quad n = 1, 2;$$

$$V_n(z) := \sum_{g=0}^{\infty} \chi(\mathcal{M}_{g,n}) z^{2-2g-n}, \quad n \geq 3.$$
The series $V_n(z)$ can be related to the Gamma function as follows (§4):

$$V_0(z) \sim \int_0^z \left( \frac{d}{dz} \log \Gamma(z+1) \right) dz - \frac{1}{2} z^2 \log z + \frac{1}{4} z^2 + \frac{1}{2} z - C + \frac{1}{12} \log z,$$

$$V_1(z) \sim z \frac{d}{dz} \log \Gamma(z) - z \log z + \frac{1}{2},$$

$$V_2(z) \sim z^2 \frac{d^2}{dz^2} \log \Gamma(z) + \frac{d}{dz} \log \Gamma(z) - \log z - 1,$$

$$V_n(z) \sim z^n \frac{d^n}{dz^n} \log \Gamma(z) + (n-1) \frac{d^{n-1}}{dz^{n-1}} \log \Gamma(z), \quad n \geq 3;$$

and related to the Barnes $G$-function as follows (§4):

$$V_0(z) \sim \log G(z+1) - \left( \zeta'(-1) + \frac{z}{2} \log(2\pi) + \left( \frac{z^2}{2} - \frac{1}{12} \right) \log z - \frac{3z^2}{4} \right),$$

$$V_1(z) \sim \frac{d}{dz} \log G(z+1) - \frac{1}{2} \log(2\pi) - z \log z + z,$$

$$V_2(z) \sim \frac{d^2}{dz^2} \log G(z+1) - \log z,$$

$$V_n(z) \sim \frac{d^n}{dz^n} \log G(z+1), \quad n \geq 3.$$

Let $\overline{\mathcal{M}}_{g,n}$ be the Deligne-Mumford compactification of $\mathcal{M}_{g,n}$. In [6], Bini and Harer gave the following formula for the orbifold Euler characteristics of $\overline{\mathcal{M}}_{g,n}$ as a summation over all connected stable graphs of genus $g$ with $n$ external edges (here we denote by $G_{g,n}$ the set of all such graphs):

$$\chi(\overline{\mathcal{M}}_{g,n}) = n! \cdot \sum_{\Gamma \in G_{g,n}} \frac{1}{|\text{Aut}(\Gamma)|} \prod_{v \in V(\Gamma)} \chi(\mathcal{M}_{g_v, \text{val}_v}),$$

where $g_v$ is the genus of a vertex $v$, and $\text{val}_v$ is the valence of $v$. A consequence of this graph sum formula is the following (see [6, (11)] and [34, §6]):

$$\exp \left( \sum_{2g-2+n>0} \frac{1}{n!} \chi(\overline{\mathcal{M}}_{g,n}) y^n z^{2g-2} \right)$$

$$= \frac{1}{\sqrt{2\pi}} \int \exp \left( -\frac{1}{2} (x-yz)^2 + \sum_{n \geq 0} V_n(z) \cdot \frac{x^n}{n!} \right) dx.$$
hierarchy in [34, §6]. Then the results we discussed in last two sections can be applied to the problem, and we will explain this in the following subsections.

4.2. Orbifold characteristics $\overline{M}_{g,n}$ and KP hierarchy. Now let us recall the main results in [34, §6].

Comparing the formula (71) to the partition function (8) of the topological 1D gravity, one can easily finds that:

**Theorem 4.1 ([34]).** Let $y, z$ be two formal variable and denote by $\chi(y, z)$ the following generating series of the orbifold Euler characteristics of $\overline{M}_{g,n}$:

$$\chi(y, z) := \sum_{2g-2+n>0} \frac{y^n z^{2-2g}}{n!} \cdot \chi(\overline{M}_{g,n}) - \tilde{V}_0(y, z),$$

then we have:

$$\chi(y, z) = F^{1D}(t)|_{t^n = \tilde{V}_{n+1}(y, z), n \geq 0},$$

where $F^{1D}$ is the logarithm of the KP tau-function $Z^{1D}|_{\lambda = 1}$ specified by the topological 1D gravity, and $\tilde{V}_n(y, z)$ are the following formal series:

$$\tilde{V}_n(y, z) := -\frac{1}{2} y^2 z^2 \cdot \delta_{n,0} + y z \cdot \delta_{n,1} + V_n(z), \quad n \geq 0,$$

and $V_n(z)$ are the generating series of $\chi(M_{g,n})$ given by (69).

As a corollary, by taking $y = 0$ one has:

**Corollary 4.1 ([34]).** Let $\chi_0(z)$ be the following generating series of the orbifold Euler characteristics of $\overline{M}_{g,0}$:

$$\chi_0(z) := \sum_{g \geq 2} (\chi(\overline{M}_{g,0}) - \chi(M_{g,0})) \cdot z^{2-2g}$$

Then we have:

$$\chi_0(z) = F^{1D}(t)|_{t^n = V_{n+1}(y, z), n \geq 0},$$

where $F^{1D}$ is the logarithm of the KP tau-function $Z^{1D}$ specified by the topological 1D gravity, and $V_n(z)$ are the generating series of $\chi(M_{g,n})$ given by (69).

4.3. Computation of the generating series of $\chi(\overline{M}_{g,n})$ using topological recursion. Now we can use the results for the tau-function $Z^{1D}|_{\lambda = 1}$ of the KP hierarchy developed in [34] to compute the generating series $\chi(y, z)$ of $\chi(\overline{M}_{g,n})$.

Recall that the free energy $F^{1D} = \log Z^{1D}$ can be recovered from the total n-point function $W^{1D}$ using the formula (69). Now let $\overline{\Psi}$ be the evaluation of the map $\Psi$ to the time:

$$t_n = \tilde{V}_{n+1}(y, z), \quad n \geq 0,$$

i.e., $\overline{\Psi}$ is the linear map:

$$\overline{\Psi} : \prod_{n \geq 1} z_1^{-1} \cdots z_n^{-1} \mathbb{C}[z_1^{-1}, \ldots, z_n^{-1}] \to \mathbb{C}[[y]]((z)),$$

$$z_1^{-j_1-1} \cdots z_n^{-j_n-1} \mapsto \frac{\tilde{V}_{j_1}(y, z) \cdots \tilde{V}_{j_n}(y, z)}{n! \cdot j_1! \cdots j_n!},$$

where $\tilde{V}_n(y, z) = V_n(z)$ are given by (71). Then the generating series $\chi(y, z)$ defined by (72) can be computed using the following formula:
Theorem 4.2. We have:

\[
\chi(y, z) = \tilde{\Psi} \left( \sum_{(g, n) \neq (0, 1)} W^{1D}_{g, n}(z_1, \ldots, z_n) \right)
\]

where \(W^{1D}_{g, n}\) can be computed recursively using (30) together with the initial value \(W^{1D}_{0, 1}(z_1) = \frac{1}{z_1}\); and \(W^{\text{fat}}_{g, n}\) can be computed recursively using the E-O topological recursion (38).

Similarly, define \(\tilde{\Psi}_0\) to be the specialization:

\[
\tilde{\Psi}_0: \prod_{n \geq 1} z_1^{-1} \cdots z_n^{-1} \mathbb{C}[z_1^{-1}, \ldots, z_n^{-1}] \rightarrow \mathbb{C}[z^{-1}],
\]

where \(V_i(z) = \tilde{V}(0, z)\) are given by (69), then the following is obtained by taking \(y = 0\) in (78):

Corollary 4.2. The generating series (75) of \(\chi(\mathcal{M}_{g, 0})\) is given by:

\[
\chi_0(z) = \tilde{\Psi}_0 \left( \sum_{g \geq 0, n \geq 1} W^{\text{fat}}_{g, n}(z_1, \ldots, z_n) \right) = \tilde{\Psi}_0 \left( \sum_{g \geq 0, n \geq 1} W^{1D}_{g, n}(z_1, \ldots, z_n) \right).
\]

4.4. A formula for the generating series in terms of affine coordinates.

One can rewrite the above formula for the generating series \(\chi(y, z)\) in terms of the affine coordinates for the tau-function \(Z^{1D}\). Using the fact \(W^{1D}(z) = \sum_{n \geq 1} G^{1D}_{(n)}(z_1, \ldots, z_n)\) and Proposition 3.3 which gives a formula for \(G^{1D}_{(n)}\) in terms of the affine coordinates of \(Z^{1D}_{|\lambda=1}\), we easily have:

Theorem 4.3. The generating series

\[
\chi(y, z) := \sum_{2g-2+n>0} \frac{1}{n!} y^n z^{2g-2} \cdot \chi(\mathcal{M}_{g, n}) - \tilde{V}_0(y, z)
\]

is given by the formula:

\[
\chi(y, z) = \tilde{\Psi} \left( \sum_{n \geq 1} (-1)^{n-1} \sum_{n\text{-cycles } \sigma} \prod_{i=1}^n \tilde{\Lambda}^{1D}(z_{\sigma(i)}, z_{\sigma(i+1)}) - \frac{1}{(z_1 - z_2)^2} \right),
\]

where \(\tilde{\Psi}\) is given by (77), and

\[
\tilde{\Lambda}^{1D}(\xi, \eta) = \sum_{k=0}^{\infty} (2k+1)!! \cdot \xi^{-1} \eta^{-2k-2} + \frac{1}{\xi - \eta}.
\]

Taking \(y = 0\), we have:
Corollary 4.3. The generating series (73) is given by:

\begin{equation}
\chi_0(z) = \bar{\Psi}_0 \left( \sum_{n \geq 1} (-1)^{n-1} \sum_{n \text{-cycles } \sigma} \prod_{i=1}^{n} A^{1D}(z_{\sigma(i)}, z_{\sigma(i+1)}) - \frac{1}{(z_1 - z_2)^2} \right),
\end{equation}

where the map \(\bar{\Psi}_0\) is given by (79).

4.5. A remark on the formulas. Here let us remark that for every fixed pair \((g, n)\) with \(2g - 2 + n > 0\), the coefficients of \(y^n z^{2-2g}\) in the right-hand sides of (78) and (81) are summations of finite numbers of terms, hence these formulas indeed work for practical computations even though they involve infinite summations.

In fact, notice that the generating series \(\tilde{V}_n(y, z)\) \((n \geq 1)\) are of the form:

\begin{align*}
\tilde{V}_1(y, z) &= yz - \frac{1}{12} z^{-1} + \frac{1}{120} z^{-3} - \frac{1}{252} z^{-5} + \frac{1}{240} z^{-7} - \frac{1}{132} z^{-9} + \ldots, \\
\tilde{V}_2(y, z) &= \frac{1}{12} z^{-2} - \frac{1}{40} z^{-4} + \frac{5}{252} z^{-6} - \frac{7}{240} z^{-8} + \frac{3}{44} z^{-10} - \ldots, \\
\tilde{V}_3(y, z) &= z^{-1} - \frac{1}{6} z^{-3} + \frac{1}{10} z^{-5} - \frac{5}{42} z^{-7} + \frac{7}{30} z^{-9} - \frac{15}{22} z^{-11} + \ldots, \\
\tilde{V}_4(y, z) &= \frac{1}{2} z^{-2} + \frac{1}{2} z^{-4} - \frac{1}{2} z^{-6} + \frac{5}{6} z^{-8} - \frac{21}{10} z^{-10} + \frac{15}{2} z^{-12} - \ldots, \\
\tilde{V}_5(y, z) &= 2z^{-3} - 3z^{-5} + 3z^{-7} - \frac{20}{3} z^{-9} + 21z^{-11} - 90z^{-13} + \ldots, \\
&\ldots.
\end{align*}

In particular, when \(z \to \infty\), one has:

\begin{align*}
\tilde{V}_1(y, z) &= yz + O(z^{-1}), \\
\tilde{V}_2(y, z) &= O(z^{-2}), \\
\tilde{V}_n(y, z) &= O(z^{-(n-2)}), \quad n \geq 3.
\end{align*}

Now fix a pair \((g, n)\) with \(2g - 2 + n > 0\), and consider all the terms which are nonzero multiples of \(y^n z^{2-2g}\) in the right-hand side of (78) or (81). We claim:

Lemma 4.1. Let \(p_1, p_2, \ldots, p_m\) be some nonnegative integers. If the coefficient of \(y^n z^{2-2g}\) is nonzero in \(\tilde{V}_1^{p_1}(y, z) \tilde{V}_2^{p_2}(y, z) \cdots \tilde{V}_m^{p_m}(y, z)\), then:

\begin{equation}
p_1 + 2p_2 + \sum_{i=3}^{m} (i-2)p_i \leq 2n - 2 + 2g.
\end{equation}

Proof. We have:

\[
\tilde{V}_1^{p_1} \tilde{V}_2^{p_2} \cdots \tilde{V}_m^{p_m} = \sum_{l=0}^{p_1} \binom{k}{l} (yz)^{l} \cdot \left( -\frac{1}{12} z^{-1} + \ldots \right)^{p_1-l} \tilde{V}_2^{p_2} \cdots \tilde{V}_m^{p_m}.
\]

If there is a nonzero multiple of \(y^n z^{2-2g}\) in \(\tilde{V}_1^{p_1} \tilde{V}_2^{p_2} \cdots \tilde{V}_m^{p_m}\), by (85) one must have:

\[
2 - 2g \leq n - (p_1 - n) - 2p_2 - p_3 - 2p_4 - \cdots - (m - 2)p_m.
\]

This proves the inequality (86). \(\square\)

Now given a pair \((g, n)\) with \(2g - 2 + n > 0\), assume that \(\bar{\Psi}(z_1^{-j_1-1} \cdots z_n^{-j_N-1})\) contains a nonzero multiple of \(y^n z^{2-2g}\) where \(\bar{\Psi}\) is the specialization (77). Then using the condition (80) one easily sees that \(N \leq 2n - 2 + 2g\) and \(j_i \leq 2n + 2g\) for
every $i = 1, 2, \ldots, N$. This tells us that for fixed $(g, n)$ we only need to compute a finite number of terms in the $n$-point functions in the formulas we have derived in last two subsections to get the coefficient of $y^n z^{2g-2}$. Hence one can indeed compute the numbers $\chi(M_{g,n})$ using these formulas with the help of a compute.

**Example 4.1.** Let us give some simple examples of the computations. Consider $(g, n) = (1, 1)$, and we need to find all the terms $z_1^{-j_1-1} \cdots z_N^{-j_N-1}$ in the total $n$-point functions with $N \leq 2$ and $j_i \leq 4$. Using the data listed in Appendix B.1, one only needs to compute the coefficient of $y^1 z^0$ in:

$$
\frac{1}{2} V_2 + \frac{1}{8} V_4 + \frac{1}{2} V_1^2 + \frac{1}{2} V_1 V_3 + \frac{1}{4} V_2 V_4 + \frac{1}{4} V_2^2 + \frac{5}{24} V_3 + \frac{1}{12} V_2^2.
$$

One easily sees that only $\frac{1}{4} V_1^2$ and $\frac{1}{4} V_1 V_3$ have nontrivial contributes since all the others are independent of $y$. Then using the data (84) one finds that the coefficient of $y^1 z^0$ in $\frac{1}{2} V_2 + 1 \cdot \frac{1}{2} V_1 V_3$ is:

$$
\frac{1}{2} \cdot 2 \cdot 1 \cdot (-\frac{1}{12}) + \frac{1}{2} \cdot 1 \cdot 1 = \frac{5}{12}.
$$

This tells that $\chi(M_{1,1}) = \frac{5}{12}$.

Similarly consider the case $(g, n) = (1, 2)$, and all the terms that have nonzero contribute to the coefficient of $y^2 z^0$ are:

$$
\frac{1}{2} V_1^2 V_2 + \frac{1}{2} V_1 V_3 V_2 + \frac{1}{4} V_2 V_3 + \frac{1}{6} V_1^3 V_3,
$$

and thus the coefficient of $y^2 z^0$ is:

$$
\frac{1}{2} \cdot 1 \cdot 1 + 2 \cdot \frac{1}{2} \cdot 1 \cdot 1 + \frac{1}{6} \cdot 3 \cdot 1 = \frac{1}{4}.
$$

thus $\chi(M_{1,2}) = 2! \cdot \frac{1}{4} = \frac{1}{2}$.

More numerical data of $\chi(M_{g,n})$ will be given in Appendix B.2.

A. A Combinatorial Calculation of the Affine Coordinates of $Z^{1D}$

In this appendix, we give a proof to Theorem 3.1 by a simple observation concerning symmetric functions and ordinary graphs.

A.1. Preliminaries of the boson-fermion correspondence. First let us recall some basic knowledge of the boson-fermion correspondence. We only state some necessary facts without proof, for details see the book [8]. Here the notations we use are following [38].

Let $U \in Gr_{(0)}$ be an element of the big cell of the Sato Grassmannian. It is a subspace of $H = \mathbb{C}[z] \oplus z^{-1} \mathbb{C}[z^{-1}]$ spanned by the normalized basis:

$$
\{ f_n = z^n + \sum_{m \geq 0} a_{n,m} z^{-m-1} \}_{n \geq 0},
$$

where $\{ a_{n,m} \}_{n,m \geq 0}$ are the affine coordinates for $U$. This basis determines a semi-infinite wedge product:

$$
(z^\frac{1}{2} f_0) \wedge (z^\frac{1}{2} f_1) \wedge (z^\frac{1}{2} f_2) \wedge \cdots = \sum a_{m_1, \ldots, m_k; m_1, \ldots, m_k} z^{-m_1-\frac{1}{2}} \wedge \cdots \wedge z^{-m_k-\frac{1}{2}} \wedge z^{\frac{1}{2}} \wedge \cdots \wedge z^{\frac{1}{2}} \wedge \cdots \wedge z^{\frac{1}{2}} \wedge \cdots,
$$
where \( m_1 > m_2 > \cdots > m_k \geq 0 \) and \( n_1 > n_2 > \cdots > n_k \geq 0 \) are two sequences of integers, and the coefficients are given by:

\[
\alpha_{m_1, \ldots, m_k; n_1, \ldots, n_k} = (-1)^{n_1 + \cdots + n_k} \cdot \det \begin{pmatrix}
ad_{n_1, m_1} & \cdots & a_{n_1, m_k} \\
\vdots & \ddots & \vdots \\
ad_{n_k, m_1} & \cdots & a_{n_k, m_k}
\end{pmatrix}.
\]

Thus we get a linear map:

\[
(88) \quad Gr_{(0)} \rightarrow \mathcal{F}^{(0)}, \quad U = \text{span}\{f_0, f_1, f_2 \cdots \} \mapsto |U\rangle = (z^{\frac{1}{2}} f_0) \wedge (z^{\frac{1}{2}} f_1) \wedge \cdots ,
\]

where \( \mathcal{F}^{(0)} \) is the fermionic Fock space of charge 0 (see eg. \[38\] §3 for definitions and notations), and \( \{f_n\}_{n \geq 0} \) is the normalized basis for \( U \). Moreover, one has:

**Theorem A.1** (\[38\]). Let \( \{a_{n,m}\}_{n,m \geq 0} \) be the affine coordinates of \( U \in Gr_{(0)} \). Then \( |U\rangle \in \mathcal{F}^{(0)} \) is equal to the following Bogoliubov transform of the fermionic vacuum \( |0\rangle \in \mathcal{F}^{(0)} \):

\[
|U\rangle = e^A|0\rangle,
\]

where \( A : \mathcal{F}^{(0)} \rightarrow \mathcal{F}^{(0)} \) is defined by:

\[
(89) \quad A := \sum_{n,m \geq 0} a_{n,m} \psi_{-m} - \frac{1}{2} \psi_{-n} - \frac{1}{2},
\]

and \( \psi_{-m}, \psi_{-n} \) are the fermionic creators for \( m, n \geq 0 \).

The bosonic Fock space \( \mathcal{B} \) is defined to be \( \mathcal{B} := \Lambda[w, w^{-1}] \), where \( \Lambda \) is the space of symmetric functions, and \( w \) is a formal variable. The boson-fermion correspondence is a certain linear isomorphism

\[
\Phi : \mathcal{F} = \bigoplus_{n \in \mathbb{Z}} \mathcal{F}^{(n)} \rightarrow \mathcal{B}
\]

of vector spaces. In particular, \( \Phi|_{\mathcal{F}^{(0)}} : \mathcal{F}^{(0)} \rightarrow \Lambda \) is an isomorphism of vector spaces. Moreover, the bosonic operators acting on \( \mathcal{B} \) and the fermionic operators \( \psi_r, \psi^*_s \) acting on \( \mathcal{F} \) can be represented in terms of each other. See \[8\] for details.

There is a natural basis for \( \mathcal{F}^{(0)} \) labeled by partitions of non-negative integers. Let \( \mu = (\mu_1, \mu_2, \cdots) \) be a partition of a positive integer whose Frobenius notation is \( \mu = (m_1, \cdots, m_k | n_1, \cdots, n_k) \) (see eg. \[22\]). Then \( \{|\mu\rangle\} \) is a basis for \( \mathcal{F}^{(0)} \) where:

\[
(90) \quad |\mu\rangle = (-1)^{n_1 + \cdots + n_k} \cdot \psi_{-m_1 - \frac{1}{2}} \psi^*_{-n_1 - \frac{1}{2}} \cdots \psi_{-m_k - \frac{1}{2}} \psi^*_{-n_k - \frac{1}{2}} |0\rangle.
\]

Here for the zero partition \( \mu = (0) \) we define \( |(0)\rangle = |0\rangle \) to be the vacuum.

The space \( \Lambda \) of symmetric functions also has a basis labeled by partitions. Let \( s_\mu \) be the Schur function (see eg. \[22\]) labeled by the partition \( \mu \), then \( \{s_\mu\} \) is a basis for \( \Lambda \). An important property of the boson-fermion correspondence \( \Phi : \mathcal{F}^{(0)} \rightarrow \Lambda \) is that it takes \( |\mu\rangle \) to \( s_\mu \):

\[
\Phi|_{\mathcal{F}^{(0)}} : \mathcal{F}^{(0)} \rightarrow \Lambda, \quad |\mu\rangle \mapsto s_\mu = \langle 0 | e^{\sum_{n=1}^{\infty} \frac{p_n}{n} \alpha_n} |\mu\rangle,
\]

where \( p_n \) are Newton symmetric functions and \( \alpha_n \) are some bosonic operators. As a corollary, one has:

\[
(91) \quad \Phi(|U\rangle) = 1 + \sum_{|\mu| > 0} (-1)^{n_1 + \cdots + n_k} \cdot \det(a_{n_i, m_j})_{1 \leq i, j \leq k} \cdot s_\mu,
\]
where \( \{a_{n,m}\}_{n,m \geq 0} \) are the affine coordinates for \( U \), and \((m_1, \cdots, m_k|n_1, \cdots, n_k)\) is the Frobenius notation of the partition \( \mu \).

Sato [30] showed that given an element \( U \) on the Sato Grassmannian, the vector \( \Phi(U) \) in the bosonic Fock space is a tau-function of the KP hierarchy with respect to time variables \( T_n := \frac{p_n}{n} \) \((n = 1, 2, \cdots)\). Moreover, every (formal power series) tau-function can be constructed in this way, thus the Sato Grassmannian is the space of all tau-functions of the KP hierarchy. It is the orbit of an \( \hat{GL}(\infty) \)-action on the trivial solution \( \tau = 1 \).

A.2. Symmetric functions and Feynman diagrams. Now let us recall some backgrounds of symmetric functions.

Denote by \( p_n \) the Newton symmetric function of degree \( n \):
\[
p_n(x) := x_1^n + x_2^n + x_3^n + \cdots,
\]
then \( \{p_\lambda\}_\lambda \) is a basis of the space of symmetric functions \( \Lambda \), where \( \lambda = (\lambda_1, \cdots, \lambda_k) \) (with \( \lambda_1 \geq \cdots \geq \lambda_k > 0 \)) is a partition of an integer \( |\lambda| := \lambda_1 + \cdots + \lambda_k \), and
\[
p_\lambda := p_{\lambda_1}p_{\lambda_2} \cdots p_{\lambda_k}.
\]
We also denote \( p_{(0)} := 1 \) for the trivial partition \( (0) \) of 0.

Let \( h_n \in \Lambda \) be the complete symmetric function of degree \( n \):
\[
h_n(x) := \sum_{\sum_i d_i = n} x_1^{d_1}x_2^{d_2}x_3^{d_3} \cdots.
\]
Then it can be spanned with respect to the basis \( \{p_\lambda\}_\lambda \) by the following well-known relation (see eg. [22, §1]):
\[
h_n = \sum_{|\lambda| = n} \frac{1}{z_\lambda} p_\lambda,
\]
where
\[
z_\lambda := \prod_{i \geq 1} i^{m_i} \cdot m_i!,
\]
and \( m_i \) is the number of \( i \) in the partition \( \lambda \), i.e., \( \lambda = (1^{m_1}2^{m_2}3^{m_3} \cdots) \).

An easy but interesting observation is that the above formula (93) for even \( n \) can be interpreted in terms of Feynman graphs:

**Proposition A.1.** For every \( n \geq 1 \), the complete symmetric function \( h_{2n} \) can be represented as a summation over (not necessarily stable, not necessarily connected) ordinary graphs:
\[
h_{2n} = \frac{1}{(2n-1)!!} \sum_{\Gamma : |E(\Gamma)| = n} \frac{1}{|\text{Aut}(\Gamma)|} p_\Gamma,
\]
where \( |E(\Gamma)| \) is the set of edges of \( \Gamma \), and
\[
p_\Gamma := \prod_{v \text{ vertex}} (\text{val}(v) - 1)! \cdot p_{\text{val}(v)}.
\]
Proof. Given a partition \( \lambda = (\lambda_1, \lambda_2, \cdots, \lambda_k) \) of \( |\lambda| = 2n \), let us denote by \( G_\lambda \) the set of all ordinary graphs (not necessarily stable, not necessarily connected) whose vertices are of valences \( \lambda_1, \lambda_2, \cdots, \lambda_k \) respectively. We only need to prove:

\[
(97) \quad h_{2n} = \frac{1}{(2n-1)!!} \cdot \sum_{|\lambda|=2n} \sum_{\Gamma \in G_\lambda} \prod_{v \text{ vertex}} (\text{val}(v) - 1)! |\text{Aut}(\Gamma)| \cdot p_\lambda.
\]

And by (93), it suffices to show that:

\[
(98) \quad \frac{(\lambda_1 - 1)! \cdots (\lambda_k - 1)!}{(2n-1)!!} \cdot \sum_{\Gamma \in G_\lambda} \prod_{\Gamma \in G_\lambda} |\text{Aut}(\Gamma)| = \frac{1}{z_\lambda},
\]

for every partition \( \lambda = (\lambda_1, \cdots, \lambda_k) \) with \( |\lambda| = 2n \). Recall that

\[
z_\lambda = \prod_{i \geq 1} i^{m_i} \cdot m_i! = \lambda_1 \cdots \lambda_k \cdot \prod_{i \geq 1} m_i!,
\]

where \( m_i \) is the number of \( i \) appearing in \( \lambda \). Thus we only need to show:

\[
(99) \quad \sum_{\Gamma \in G_\lambda} \prod_{\Gamma \in G_\lambda} |\text{Aut}(\Gamma)| = \frac{(2n-1)!!}{\lambda_1! \cdots \lambda_k! \cdot \prod_{i \geq 1} m_i!},
\]

and this is a well-known result in graph-counting, see eg. (12).

\[\square\]

Example A.1. We give some examples of the above proposition. First consider \( k = 1 \). In this case, there are only two graphs with one edge:

\[\xrightarrow{\longrightarrow} \quad \xrightarrow{\circ} \]

The automorphism groups of them are both of order 2. Then the formula (95) gives:

\[h_2 = \frac{1}{2}p_1^2 + \frac{1}{2}p_2.\]

Now consider \( k = 2 \). In this case, there are 7 graphs with two edges, and four of them are connected:

\[\xrightarrow{\longrightarrow} \quad \xrightarrow{\longrightarrow} \quad \xrightarrow{\longrightarrow} \quad \xrightarrow{\longrightarrow} \quad \xrightarrow{\longrightarrow} \]

and the other three are disconnected:

\[\xrightarrow{\longrightarrow} \quad \xrightarrow{\longrightarrow} \quad \xrightarrow{\longrightarrow} \quad \xrightarrow{\longrightarrow} \]

Then by (95) we have:

\[
h_4 = \frac{1}{3} \left( \frac{1}{2} p_1 p_2 + \frac{1}{2} p_1 (2! \cdot p_3) + \frac{1}{8} (3! \cdot p_4) + \frac{1}{4} p_2^2 + \frac{1}{8} p_4 + \frac{1}{4} p_1^2 p_2 + \frac{1}{8} p_2^2 \right)
\]

\[= \frac{1}{24} p_1^4 + \frac{1}{4} p_1^2 p_2 + \frac{1}{8} p_2^2 + \frac{1}{3} p_1 p_3 + \frac{1}{4} p_4.\]
For $k = 3$ and $k = 4$, we omit the graphs and only write down the result:

$$h_6 = \frac{1}{720} p_1^6 + \frac{1}{48} p_1^2 p_2 + \frac{1}{16} p_1^3 p_2^2 + \frac{1}{18} p_1^2 p_3 + \frac{1}{48} p_2^3 + \frac{1}{6} p_1 p_2 p_3 + \frac{1}{8} p_1^2 p_4 + \frac{1}{5} p_1 p_5 + \frac{1}{8} p_2 p_4 + \frac{1}{18} p_3^2 + \frac{1}{6} p_6,$$

$$h_8 = \frac{1}{40320} p_1^8 + \frac{1}{1440} p_1^4 p_2 + \frac{1}{360} p_1^2 p_3 + \frac{1}{192} p_1^3 p_2^2 + \frac{1}{360} p_1 p_2 p_3 + \frac{1}{96} p_1^4 p_4 + \frac{1}{96} p_2^2 p_3 + \frac{1}{30} p_3^2 p_5 + \frac{1}{384} p_2^4 + \frac{1}{16} p_1 p_2 p_4 + \frac{1}{24} p_1 p_2^2 p_3 + \frac{1}{12} p_1 p_4 + \frac{1}{32} p_1^2 + \frac{1}{12} p_2 p_6 + \frac{1}{5} p_3 p_5 + \frac{1}{7} p_1 p_7 + \frac{1}{8} p_8.$$

Remark A.1. On the ring $\Lambda$ of symmetric functions there is an involution $\omega : \Lambda \to \Lambda$ such that

$$\omega(h_n) = e_n, \quad \omega(e_n) = h_n, \quad \omega(p_n) = (-1)^{n-1} p_n.$$

See [22, §1.2]. By applying $\omega$ to the formulas above, we can also interpret the formula of $e_n$ in terms of $p_k$ as Feynman sums.

A.3. Representing $Z^{1D}$ in terms of symmetric functions. Now recall the graph-sum formula (11) for the partition function $Z^{1D}$. If we take $k = 1$ and

$$t_n = n! \cdot p_{n+1} \in \Lambda, \quad \forall n \geq 0,$$

then:

$$Z^{1D}(t) = \sum_{\Gamma \in \mathcal{G}^{tor}} \frac{1}{|\text{Aut}(\Gamma)|} \prod_{v \in V(\Gamma)} (\text{val}(v) - 1)! \cdot p_{\text{val}(v)}.$$

Applying (95), we obtain:

Theorem A.2. Taking $t_n = n! \cdot p_{n+1} \in \Lambda$ for every $n \geq 0$, then we have:

$$Z^{1D}(t) = 1 + \sum_{k=0}^{\infty} (2k + 1)!! \cdot h_{2k+2}.$$

Now let us briefly recall the definition of Schur functions (see eg. [22]). Let $\lambda = (m_1, \cdots, m_k | n_1, \cdots, n_k)$ be the Frobenius notation of a partition function $\lambda$, then the Schur function labeled by $\lambda$ is defined by:

$$s_\lambda := \det(s_{(m_i | n_j)})_{i,j \leq k},$$

where $s_{(m | n)}$ for a hook partition $\lambda = (m | n) = (m+1, 1^n)$ is defined to be:

$$s_{(m | n)} = h_{m+1} e_n - h_{m+2} e_{n-1} + \cdots + (-1)^n h_{m+n+1}.$$

The set of all Schur functions $\{s_\lambda\}_\lambda$ forms another basis for the space of symmetric functions $\Lambda$. In particular, the complete symmetric functions $h_n$ are some special Schur functions. In fact, taking $n = 0$ in (105), then we see:

$$h_{m+1} = s_{(m | 0)}, \quad \forall m \geq 0,$$

thus Theorem A.2 can be rewritten as:
Corollary A.1. Taking \( t_n = n! \cdot p_{n+1} \in \Lambda \) for every \( n \geq 0 \), then we have:

\[
Z^{1D}(t) = 1 + \sum_{k=0}^{\infty} (2k + 1)!! \cdot s(2k+1|0).
\]

A.4. Determination of the affine coordinates. Now we are able to give a proof to Theorem 3.1.

Recall that under the boson-fermion correspondence [8]:

\[
|a\rangle \mapsto \langle 0| e^{\sum_{n \geq 1} p_n n} |a\rangle,
\]

the vector \(|\mu\rangle\) is mapped to \(s_\mu\), where \(\mu = (m_1, \cdots, m_k|n_1, \cdots, n_k)\) is the Frobenius notation of a partition \(\mu\). Thus the formula (106) simply tells us that in the fermionic picture, the tau-function \(Z^{1D}\) is given by:

\[
Z^{1D} = |0\rangle + \sum_{k=0}^{\infty} (2k + 1)!! \cdot s_{-2k - \frac{1}{2}} s_{-\frac{1}{2}} |0\rangle.
\]

(107)

Recall that the fermionic creators \(\psi_r, \psi^*_s\) \((r, s > 0)\) anti-commute with each other:

\[
\psi_r \psi_s + \psi_s \psi_r = \psi^*_r \psi^*_s + \psi^*_s \psi^*_r = 0, \quad \forall r, s > 0,
\]

thus the above formula is equivalent to \(Z^{1D} = \exp(A^{1D})|0\rangle\), where:

\[
A^{1D} = \sum_{k=0}^{\infty} (2k + 1)!! \cdot \psi_{-2k - \frac{1}{2}} \psi_{-\frac{1}{2}}.
\]

Comparing this with Theorem A.1, we easily see that the affine coordinates for the tau-function \(Z^{1D}\) is given by:

\[
a^{1D}_{n,m} = \begin{cases} m!!, & \text{if } n = 0 \text{ and } m \text{ is odd;} \\ 0, & \text{otherwise.} \end{cases}
\]

This proves Theorem 3.1.

B. Some Numerical Data

In this appendix let us present more numerical data using the formulas derived in this work.

B.1. N-point functions of the topological 1D gravity. In this subsection we give some data of the \(n\)-point functions \(G^{1D}_{(n)}(z_1, \cdots, z_n)\) of the topological 1D gravity. They are computed using the formula (63).

For simplicity let us denote by \(\frac{1}{z_{(m_1, \cdots, m_k)}}\) the summation of all distinct terms of the form \(\frac{1}{z^{(x,y)}}\) where \(\{m_1, \cdots, m_k\} = \{1, 2, \cdots, k\}\), for example:

\[
\frac{1}{z^{(2,2,2)}} = \frac{1}{z_1^2 z_2^2 z_3^2},
\]

\[
\frac{1}{z^{(2,2,3)}} = \frac{1}{z_1^2 z_2^2 z_3^3} + \frac{1}{z_1^2 z_2^3 z_3^2} + \frac{1}{z_1^2 z_3^2 z_3^2},
\]

\[
\frac{1}{z^{(2,3,3)}} = \frac{1}{z_1^2 z_2^3 z_3^3} + \frac{1}{z_1^2 z_2^2 z_3^3} + \frac{1}{z_1^2 z_2^3 z_3^2} + \frac{1}{z_1^2 z_3^2 z_3^2} + \frac{1}{z_1^2 z_2^2 z_3^2} + \frac{1}{z_1^2 z_2 z_3^2}.
\]
Then the following data are computed using (63):

\[ G^{1D}(z_1, z_2) = \frac{1}{z_1^{(3,3)}} + \frac{3}{z_1^{(4,4)}} + \frac{2}{z_1^{(5,5)}} + \frac{15}{z_1^{(6,6)}} + \frac{12}{z_1^{(7,7)}} + \frac{15}{z_1^{(8,8)}} + \frac{105}{z_1^{(9,9)}} + \frac{90}{z_1^{(10,10)}} + \frac{105}{z_1^{(11,11)}} + \ldots. \]

\[ G^{1D}(z_1, z_2, z_3) = \frac{2}{z_1^{(2,2)}} + \frac{12}{z_1^{(3,3)}} + \frac{12}{z_1^{(4,4)}} + \frac{8}{z_1^{(5,5)}} + \frac{90}{z_1^{(6,6)}} + \frac{90}{z_1^{(7,7)}} + \frac{90}{z_1^{(8,8)}} + \frac{96}{z_1^{(9,9)}} + \frac{72}{z_1^{(10,10)}} + \frac{90}{z_1^{(11,11)}} + \frac{72}{z_1^{(12,12)}} + \frac{60}{z_1^{(13,13)}} + \frac{72}{z_1^{(14,14)}} + \frac{60}{z_1^{(15,15)}} + \frac{72}{z_1^{(16,16)}} + \frac{60}{z_1^{(17,17)}} + \ldots. \]

\[ G^{1D}(z_1, z_2, z_3, z_4) = \frac{6}{z_1^{(2,2)}} + \frac{8}{z_1^{(2,3)}} + \frac{8}{z_1^{(2,4)}} + \frac{60}{z_1^{(2,5)}} + \frac{72}{z_1^{(2,6)}} + \frac{72}{z_1^{(2,7)}} + \frac{72}{z_1^{(2,8)}} + \frac{72}{z_1^{(2,9)}} + \frac{72}{z_1^{(2,10)}} + \frac{72}{z_1^{(2,11)}} + \frac{72}{z_1^{(2,12)}} + \frac{72}{z_1^{(2,13)}} + \frac{72}{z_1^{(2,14)}} + \frac{72}{z_1^{(2,15)}} + \frac{72}{z_1^{(2,16)}} + \frac{72}{z_1^{(2,17)}} + \ldots. \]
$$G_{(6)}(z_1, z_2, z_3, z_4, z_5, z_6) = \sum_{n=0}^{120} g^{n/2} n^{2m} \chi(M_{g,n})$$

B.2. Numerical data of $\chi(M_{g,n})$. Now the orbifold Euler characteristics of $M_{g,n}$ can be computed using either methods in our earlier work [34] or the formulas developed this work. In this subsection let us present some data here.
| $n$ | 4   | 5   | 6   |
|-----|-----|-----|-----|
| 0   | 2   | 7   | 34  |
| 1   | $\frac{35}{6}$ | $\frac{389}{12}$ | $\frac{1349}{6}$ |
| 2   | $\frac{12431}{720}$ | $\frac{18943}{1440}$ | $\frac{853541}{720}$ |
| 3   | $\frac{684641}{12096}$ | $\frac{199014019}{362880}$ | $\frac{1103123803}{181440}$ |
| 4   | $\frac{9056350741}{43545600}$ | $\frac{71024755987}{29030400}$ | $\frac{1402182822991}{43545600}$ |
| 5   | $\frac{70173503159}{281802880}$ | $\frac{11496038400}{11496038400}$ | $\frac{115110462356893}{638668800}$ |
| 6   | $\frac{105018494553645499}{26900729856000}$ | $\frac{460890827073885869}{7532204556800}$ | $\frac{155874461672916947}{1448500838400}$ |
| 7   | $\frac{113858770426668461}{22596107904000}$ | $\frac{160179729485313976137}{451932261580800}$ | $\frac{310668192072897118941}{451932261580800}$ |
| 8   | $\frac{18268562543623237071349}{1676258420541240000}$ | $\frac{486884089190411138080371}{368776745499328868}$ | $\frac{86635454754472661827567577}{1843885627496640000}$ |

Remark B.1. In particular, the numbers $\chi(M_{0,n})$ for $n \geq 3$ are all integers: 1, 2, 7, 34, 213, 1630, 14747, 153946, \ldots This sequence is A074059 on Sloane's on-line Encyclopedia of Integer Sequences \[^{[32]}\], which describes a particular weighted counting of stable trees. Moreover, there is a refinement of this sequence of integers (A075856) which counts stable trees with a fixed number of internal edges, and they are the coefficients (up to an additional factor $\pm n!$) of the refined orbifold Euler characteristics of $\overline{M}_{0,n}$ introduced in \[^{[34]}\] $\S$ 3.1. See \[^{[34]}\] $\S$ 3 and the references within for an introduction of this refined integer sequence. In particular, they are special values of the Ramanujan psi polynomials \[^{[2]}\], see \[^{[34]}\] $\S$ 3.5 for details.
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