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Abstract

Plug-and-Play (PnP) and Regularization-by-Denoising (RED) are recent paradigms for image reconstruction that leverage the power of modern denoisers for image regularization. In particular, they have been shown to deliver state-of-the-art reconstructions with CNN denoisers. Since the regularization is performed in an ad-hoc manner, understanding the convergence of PnP and RED has been an active research area. It was shown in recent works that iterate convergence can be guaranteed if the denoiser is averaged or nonexpansive. However, integrating nonexpansivity with gradient-based learning is challenging, the core issue being that testing nonexpansivity is intractable. Using numerical examples, we show that existing CNN denoisers tend to violate the nonexpansive property, which can cause PnP or RED to diverge. In fact, algorithms for training nonexpansive denoisers either cannot guarantee nonexpansivity or are computationally intensive. In this work, we construct contractive and averaged image denoisers by unfolding splitting-based optimization algorithms applied to wavelet denoising and demonstrate that their regularization capacity for PnP and RED can be matched with CNN denoisers. To our knowledge, this is the first work to propose a simple framework for training contractive denoisers using network unfolding.
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1 Introduction

The problem of recovering an unknown image from incomplete, corrupted measurements comes up in applications such as deblurring, superresolution, inpainting, demosaicking, despeckling, MRI, and tomography [1, 2, 3]. The standard optimization framework for such problems involves a loss function \( f : \mathbb{R}^n \to \mathbb{R} \) derived from the measurement process and a regularizer \( g : \mathbb{R}^n \to \mathbb{R} \cup \{\infty\} \) incorporating prior knowledge about the ground truth. The reconstruction is performed by solving the optimization problem

\[
\min_{x \in \mathbb{R}^n} f(x) + g(x). \tag{1}
\]

The loss \( f \) is typically differentiable, while the regularizer \( g \) can be discontinuous [2]. For linear inverse problems such as deblurring, superresolution, inpainting, and compressed sensing [3, 4], the loss is convex and quadratic, namely, \( f(x) = \|y - Ax\|^2 \), where \( A \in \mathbb{R}^{m \times n} \) is the measurement matrix and \( y \) is the observed image. On the other hand, for applications such as single photon imaging, Poisson denoising, and despeckling [5, 6, 7], \( f \) is non-quadratic.

For imaging applications, total-variation and other sparsity-promoting functionals [8, 9, 10] are the most commonly used regularizers. For such regularizers, \( g \) is typically convex but nondifferentiable [2, 11]. If the loss \( f \) is convex, we can solve
(1) using iterative algorithms such as Forward-Backward Splitting (FBS), Douglas-Rachford Splitting (DRS), and Alternating Direction Method of Multipliers (ADMM) [12, 13, 14]. Model-based optimization is interpretable, computationally tractable, and can be applied to various problems. However, handcrafted regularizers are generally less powerful than modern learning-based models, and the optimization process can be time-consuming [11].

1.1 PnP and RED

Classical algorithms such as FBS and DRS perform repeated inversion of the measurement model, followed by a regularization step. More precisely, the regularization is performed using the proximal operator. For a convex regularizer \( h : \mathbb{R}^n \rightarrow \mathbb{R} \), the proximal operator is defined as

\[
\text{Prox}_h(x) = \arg\min_{z \in \mathbb{R}^n} \left\{ \frac{1}{2} \| z - x \|^2 + h(z) \right\},
\]

where \( \| \cdot \| \) is the Euclidean norm. The proximal operator can be seen as a denoiser — it takes a noisy image \( x \) and returns an image close to \( x \) for which the penalty \( h \) is small [15]. This operator is at the core of FBS, DRS, and ADMM. In particular, the FBS update is given by

\[
\begin{align*}
    z_{k+1} &= x_k - \gamma \nabla f(x_k), \\
    x_{k+1} &= \text{Prox}_{\gamma g}(z_{k+1}).
\end{align*}
\]

where \( \gamma > 0 \) and \( x_0 \in \mathbb{R}^n \) is an arbitrary initialization.

On the other hand, starting with \( x_0 \in \mathbb{R}^n \) and \( \gamma > 0 \), the DRS update is given by (e.g., see [14])

\[
\begin{align*}
    z_{k+1} &= \text{Prox}_f(x_k), \\
    x_{k+1} &= x_k + \text{Prox}_{\gamma g}(2z_{k+1} - x_k) - z_{k+1}.
\end{align*}
\]

In Plug-and-Play (PnP) regularization [16], instead of having to handcraft the regularizer \( g \) in (1) and apply it via its proximal operator, we directly “plug” a powerful denoising operator \( D : \mathbb{R}^n \rightarrow \mathbb{R}^n \), such as BM3D [17] or DnCNN [18], into (3) and (4). Thus, in the PnP variant of FBS (referred to as PnP-FBS), the update is performed by replacing the proximal operator in (3) by an image denoiser (Algorithm 1).

**Algorithm 1 PNP-FBS**

1. **input:** \( x_0 \), loss \( f \), denoiser \( D \), and \( \gamma > 0 \).
2. **for** \( k = 0, 1, \ldots \) **do**
   3. \( z_{k+1} = x_k - \gamma \nabla f(x_k) \).
   4. \( x_{k+1} = D(z_{k+1}) \).
   5. **end for**

Remarkably, PnP algorithms yield state-of-the-art results across a wide range of applications, including superresolution, MRI, fusion, and tomography [16, 19, 20, 21, 22, 23]. The best performing PnP algorithms [21, 22, 23] use trained denoisers such as DnCNN [18], IRCNN [21], and U-Net [24, 25]. This also opens up the exciting possibility of combining model-based reconstruction with deep learning [21].

The idea of using denoisers for regularization has also been explored in Regularization-by-Denoising (RED). For example, the authors in [26] proposed to work with the regularizer

\[
g(x) = \frac{1}{2} x^\top (x - D(x)),
\]

where \( D \) is some powerful denoiser as in PnP. This is solved iteratively using gradient-based methods, where the gradient of (5) is approximated using \( x - D(x) \) in [26]. It was later shown in [27] that this is exact if \( D \) is locally homogenous and its Jacobian is symmetric.

Several variants of the original RED algorithm [26] have been proposed [27, 20, 28, 29, 30]. One such variant called RED-PG [27] is described in Algorithm 2. RED algorithms have been shown to yield state-of-the-art results for phase retrieval, tomography, superresolution, deblurring, and compressed sensing [31, 32, 33, 34, 28, 35].

**Algorithm 2 RED-PG**

1. **input:** \( z_0 \), loss \( f \), denoiser \( D \), and \( \gamma, L > 0 \).
2. **for** \( k = 0, 1, \ldots \) **do**
   3. \( x_{k+1} = \text{Prox}_{(\gamma/L)f}(z_k) \).
   4. \( z_{k+1} = \frac{1}{L}(D(x_{k+1}) + (L - 1)x_{k+1}) \).
   5. **end for**

There is yet another paradigm for solving inverse problems called deep unfolding [36, 37, 38], where an iterative algorithm is unfolded into a network and trained in an end-to-end fashion.
Deep unfolded networks can produce impressive results, but unlike PnP or RED (where just the denoiser needs to be trained), we have to train an unfolded network end-to-end. The present work is motivated by deep unfolding, but we propose to use them for a different purpose, namely, to construct nonexpansive denoisers by unfolding classical wavelet denoising. We then apply the trained denoiser within Algorithms 1 and 2 for image reconstruction.

We wish to point to a related work [39], where the authors construct an unfolded denoiser by applying FBS to a sparsity-regularized image denoising problem (with box constraints on the reconstruction). However, there are important distinctions between our approach and theirs. First, splitting is applied to the Fenchel dual of the denoising problem in [39]; the idea is to transform the nonsmooth primal (denoising) problem into a smooth, unconstrained dual problem. Second, since the sparsifying linear transform is optimized in [39], there is no structural guarantee on the trained layers. As a result, it is difficult to come up with convergence guarantees; indeed, [39, Proposition 2] assumes that the same linear transform is used across all layers, and this would generally not hold if we optimize the transforms. We present comparisons with [39] in Section 5.

1.2 Convergence Results

The success of PnP and RED has sparked interest in the theoretical understanding of these algorithms. For example, it has been shown that for a class of linear denoisers, PnP is guaranteed to converge, even at a linear rate [40], and the limit point is the solution of a convex optimization problem [16, 41, 42]. This is done by expressing the linear denoiser as the proximal operator of a convex function. Unfortunately, this does not hold for powerful nonlinear denoisers such as BM3D, DnCNN, or IRCNN. This is because, unlike the proximal operator that is nonexpansive, such denoisers have been shown to violate the nonexpansive property [27].

Though developing a variational characterization for deep denoisers is challenging, it is nonetheless possible to establish iterate convergence for PnP and RED algorithms. For example, the convergence of Algorithm 1 was established for generative denoisers in [4, 43, 44]. For strongly convex loss functions, PnP-FBS convergence can be guaranteed using a CNN denoiser whose residual is nonexpansive [19]. Motivated by RED, convergence was recently established for PnP modeled on FBS, ADMM, half-quadratic splitting, and gradient descent [24, 45, 25]. On the other hand, the convergence of RED algorithms can be guaranteed using a nonexpansive denoiser [26, 27, 28, 30, 43]. For instance, the block-coordinate RED algorithm in [28] exhibits convergence with a nonexpansive denoiser. In [43], the authors established convergence of RED for the compressed sensing application using a nonexpansive denoiser.

The focus of this work is on strong convergence of the PnP and RED algorithms, where the iterates converge in norm to a fixed point of a well-defined operator [14]. It is important to note that there exist other forms of iterate convergence. For example, for the denoisers in [24, 25], the limit points of the PnP-FBS iterates are stationary points of a nonconvex objective function. In contrast, the iterates converge weakly (see [13, Section 2.5] for a definition) to a zero of a combination of a gradient operator and a firmly nonexpansive operator in [46]. On the other hand, the iterates of Plug-and-Play Stochastic Gradient Descent (PnP-SGD) in [47] converge to a stationary point of a MAP problem, where the prior is derived from the denoiser. The summary of our understanding of the iterate convergence of PnP and RED is as follows:

1. Convergence of PnP is guaranteed for averaged denoisers [20, 29, 41].

2. For nonexpansive denoisers, convergence is guaranteed for variants of RED [27, 28, 30], PnP-FBS applied to compressive sensing [43], and a variant of PnP-FBS [27].

For the above reasons, there has been significant research on training averaged and nonexpansive CNN denoisers. The challenge is that computing the Lipschitz constant of a neural network is NP-hard [48]. By Lipschitz constant, we mean the smallest $c$ such that $\|T(u) - T(v)\| \leq c\|u - v\|$ for all inputs $u$ and $v$, where we represent the CNN as an operator $T$. In particular, while the Lipschitz constant of a convolution layer is just the largest singular value of the matrix representation of the layer (which can be computed efficiently from the FFT of its filters [49])...
and the Lipschitz constant of common nonlinear activations (ReLU and sigmoid) is 1, computing the Lipschitz constant for their cascaded composition is however nontrivial. Nonetheless, we can compute an upper bound for the Lipschitz constant using a direct approximation for the spectral norm of the network [46] or the product of the spectral norms of the convolution layers [19]. In particular, if we force the spectral norm of the convolution layers to be within 1 at each epoch of the training process, then the final network is automatically nonexpansive. Several methods based on this idea have been proposed [49, 50, 51]. In particular, we will later compare with the nonexpansive CNN denoiser in [19], where the largest singular value of a convolutional layer (estimated using power iterations) is used to force the Lipschitz constant of the layer to be within 1 after each gradient update.

1.3 Motivation

This work was motivated by the observation that existing CNN denoisers tend to violate the nonexpansive property (see Fig. 5). In fact, existing methods for training nonexpansive denoisers either cannot guarantee the final network to be nonexpansive or are computationally expensive. For example, power iterations are used for approximate computation of the largest singular value in [19, 46]; hence, the network is not guaranteed to be nonexpansive at each epoch. The methods in [49, 50, 51] for constraining the convolutional layers are computationally expensive; e.g., the time taken in [49] is about nine-fold that required to train the network without constraints. This is because [49] requires the SVD computation of a large matrix derived from the Fourier transform of the convolutional filters. Similarly, [51] requires the Fourier transform of the filters in every convolutional layer. On the other hand, the training in [50] requires us to solve an optimization problem that imposes orthogonality constraints on the convolutional layers.

We also highlight a technical issue that has been sidelined in existing works [19, 49, 50, 51, 46], namely, that the CNN filters are trained on images of fixed size but deployed on images of arbitrary size. Since the filters must be zero-padded to match the image size, their Lipschitz can change with the size. As a concrete example, consider the $3 \times 3$ Sobel filter $[1, 0, -1; 2, 0, -2; 1, 0, -1]$. The Lipschitz constant of this filter for an image of size $25 \times 25$ is 7.9842, whereas the Lipschitz constant for a $256 \times 256$ image is 8. Thus, a guarantee that the Lipschitz bound is independent of the image size is not available for existing CNN denoisers. To substantiate our point, we present numerical evidence (see Fig. 5 in Section 5) showing that BM3D [17], DnCNN [18], and N-CNN [19] violate the nonexpansive property. Such counterexamples have also been reported in [27]. Our observations are summarized below:

1. The Lipschitz constant of a CNN (trained with fixed-size filters) depends on the size of the input image and is difficult to predict.
2. Existing CNN denoisers violate the nonexpansive property, which can result in the divergence of PnP and RED algorithms (see Tables 2 and 6 in Section 5).
3. Developing efficient algorithms for training nonexpansive CNNs is challenging. Existing algorithms for training nonexpansive CNNs either cannot guarantee nonexpansivity or are computationally expensive.

1.4 Contributions

Following the above observations, we moved away from CNNs and considered deep unfolded networks instead. In fact, from our experience, we noticed a tradeoff between nonexpansivity and the denoising performance of CNNs — a significant drop in denoising performance was observed if the denoiser was forced to be nonexpansive. Indeed, it was shown in [25, 50] that imposing hard Lipschitz constraints on the CNN can adversely affect its denoising performance.

In the rest of the paper, we demonstrate that it is possible to construct deep unfolded networks that come with the following desirable properties:

1. Unlike [19, 49], they are averaged (or contractive) by construction and hence automatically nonexpansive.
2. The training is not expensive compared to [49, 51, 46]. In particular, we need to only perform cheap projections onto intervals (of the learnable parameters) after every gradient step.
3. When plugged into Algorithms 1 and 2, the reconstruction is comparable with the state-of-the-art.
Our construction is motivated by the averaged (contractivity) property of fixed-point operators arising in FBS and DRS; these are classically used to establish iterate convergence [13]. In fact, the building blocks of our denoiser are obtained by unfolding FBS and DRS applied to wavelet denoising. These blocks are provably averaged (resp. contractive), and the proposed denoiser, being a composition of these building blocks, is automatically averaged (resp. contractive). While our denoiser is trained on small patches, we give a formula for patch aggregation that guarantees the final end-to-end image denoiser to be averaged (or contractive). The denoising capacity of our denoiser is short of BM3D and DnCNN; however, their regularization capacity for PnP and RED is comparable with BM3D and DnCNN. The source code is available in https://github.com/pravin1390/Averageddeepdenoiser.

2 Notations and Definitions

For integers \( p \leq q \), we will use the notations \([p, q] = \{p, p+1, \ldots, q\}\) and \([p, q]^2 = [p, q] \times [p, q]\). We also use \([p, q]_s\) to denote the integers \(\{ps, (p+1)s, \ldots, qs\}\), which are multiples of \(s\).

We will work in \(\mathbb{R}^n\) and the norm \(\| \cdot \|\) will be the Euclidean norm. We say that a sequence \(\{x_k\}\) in \(\mathbb{R}^n\) converges to \(x^* \in \mathbb{R}^n\) if \(\|x_k - x^*\| \to 0\) as \(k \to \infty\). Moreover, the convergence is linear if there exists \(C > 0\) and \(\mu \in (0, 1)\) such that \(\|x_k - x^*\| \leq C \mu^k\). A sequence is said to be convergent if it converges to some \(x^* \in \mathbb{R}^n\); it is said to converge to a set \(S \subseteq \mathbb{R}^n\) if it converges to some \(x^* \in S\). A sequence \(\{x_k\}\) generated by an iterative algorithm is said to converge globally if it converges for any arbitrary initialization \(x_0 \in \mathbb{R}^n\).

We recall the definitions and properties of certain nonlinear operators that come up in the fixed-point convergence of PnP and RED algorithms. These will play an important role in the construction of the proposed denoiser.

An operator \(T : \mathbb{R}^n \to \mathbb{R}^n\) is said to be Lipschitz if there exists \(c > 0\) such that

\[
\forall x, y \in \mathbb{R}^n : \quad \|T(x) - T(y)\| \leq c \|x - y\| . \tag{6}
\]

The smallest \(c\) satisfying (6) is called the Lipschitz constant of \(T\). An operator \(T\) is nonexpansive if \(c = 1\) and contractive if \(c \in [0, 1)\). \(T\) is said to be \(\theta\)-averaged for some \(\theta \in [0, 1)\), if we can write \(T = (1 - \theta)I + \theta N\), where \(N\) is a nonexpansive operator and \(I\) is the identity operator on \(\mathbb{R}^n\). We call \(T\) firmly nonexpansive if \(T\) is (1/2)-averaged.

**Remark 1.** It is evident from the above definitions that an averaged operator is nonexpansive. The converse is not true; e.g., the operator \(-I\) is nonexpansive but not averaged. A contractive operator is \((c + 1)/2\)-averaged, where \(c\) is the contraction factor. However, not every averaged operator is contractive. Thus, contractive operators form a strict subset of averaged operators, which form a strict subset of nonexpansive operators [13].

Two instances of averaged operators relevant to this work are the proximal and the gradient-step operators. Recall that for a convex function \(h : \mathbb{R}^n \to \mathbb{R}\), its proximal operator \(\text{Prox}_h : \mathbb{R}^n \to \mathbb{R}^n\) is defined in (2). For a differentiable function \(f : \mathbb{R}^n \to \mathbb{R}\), we define the gradient-step operator to be

\[
G_{\gamma, f} : \mathbb{R}^n \to \mathbb{R}^n, \quad G_{\gamma, f} = I - \gamma \nabla f , \tag{7}
\]

where \(\gamma > 0\) is the step size. A differentiable function \(f\) is said to be \(\beta\)-smooth if the Lipschitz constant of the gradient operator \(\nabla f : \mathbb{R}^n \to \mathbb{R}^n\) is at most \(\beta\).

**Remark 2.** The proximal and the gradient-step operators in (2) and (7) are known to be firmly nonexpansive when \(f\) is convex [13]. However, these operators need not be contractive unless additional conditions are met, e.g., strong convexity of \(f\). However, for linear inverse problems, the loss \(f\) is typically not strongly convex, and it is easy to show that the proximal and the gradient-step operators are not contractive in this case. This will be an important consideration when we work with proximal and gradient-step operators.

3 Convergence of PnP and RED

The convergence analysis of operator-splitting methods is primarily based on the classical fixed-point theory of monotone operators [13, 14, 52, 53]. PnP and RED have their roots in convex optimization and operator-splitting algorithms in particular. It is thus not surprising that existing convergence analyses of PnP and RED rely heavily on the fixed-point theory of firmly nonexpansive and averaged operators. [41, 29, 19, 30, 27]. In particular, this line of analysis can be used
to establish convergence of Algorithms 1 and 2. This is done by expressing the updates in these algorithms as a mapping \( x \mapsto T(x) \), where \( T \) is contractive or averaged depending on the loss \( f \) and the denoiser \( D \). In particular, consider the operators

\[
T_{\text{PnP}} = D \circ G_{\gamma, f}, \quad \text{(8)}
\]

and

\[
T_{\text{RED}} = \text{Prox}_{(\gamma/L)f} \circ \frac{1}{L} (D + (L - 1) I). \quad \text{(9)}
\]

In terms (8) and (9), we can express the updates in Algorithms 1 and 2 as \( x_{k+1} = T(x_k) \), where the operator \( T \) is either (8) or (9). Namely, we can view PnP-FBS and RED-PG as fixed-point algorithms.

The convergence analysis of fixed-point iterations is a classical topic and of research interest in the area of image regularization [54]. In particular, since operators (8) and (9) are continuous, a limit point of the iterates (if one exists) must necessarily be a fixed point of \( T \); we call this fixed-point convergence. We will denote the fixed points of \( T \) as \( \text{Fix } T \), i.e., \( \text{Fix } T = \{ x \in \mathbb{R}^n : x = T(x) \} \).

We can establish various convergence results of the fixed-point iterations of \( T \). A classical result is the following.

**Theorem 1.** Let \( T \) be a contractive operator on \( \mathbb{R}^n \). Then the sequence \( \{ x_k \}_{k \geq 0} \) generated as \( x_{k+1} = T(x_k) \) converges globally and linearly to \( \text{Fix } T \).

The iteration \( x_{k+1} = T(x_k) \) is called the Picard iteration when \( T \) is contractive, and Theorem 1 is the contraction-mapping theorem [54].

**Remark 3.** \( \text{Fix } T \) is nonempty if \( T \) is contractive. In fact, \( \text{Fix } T \) is a singleton in this case, i.e., the fixed-point iterations always converge to the same fixed point regardless of the initialization \( x_0 \). In general, however, verifying that \( \text{Fix } T \neq \emptyset \) for some operator \( T \) is a nontrivial task; this is assumed in most practical applications of fixed-point analysis, including the analysis of operator-splitting algorithms [13, 14].

It follows from Theorem 1 that a sufficient condition for the convergence of Algorithms 1 and 2 is that operators \( T_{\text{PnP}} \) in (8) and \( T_{\text{RED}} \) in (9) are contractive. In fact, this is the case if the denoiser \( D \) is contractive and the loss function \( f \) is convex.

**Proposition 2.** Let \( f \) be convex and let \( D \) be contractive. Then the operator in (9) is contractive for all \( \gamma > 0 \) and \( L > 1 \). Moreover, if \( f \) is \( \beta \)-smooth, then operator (8) is contractive for all \( 0 < \gamma < 2/\beta \).

**Proof.** If \( D \) is contractive and \( L > 1 \), then it is not difficult to see that the second operator in (9) is contractive, being the convex combination of \( I \) and \( D \). On the other hand, the first operator in (9) is a proximal operator, which is nonexpansive [13]. Being the composition of a nonexpansive and a contractive operator, (9) is contractive.

On the other hand, if \( f \) is convex and \( \beta \)-smooth, then from the Baillon-Haddad theorem [55] we have that, for all \( x, y \in \mathbb{R}^n \),

\[
\beta (\nabla f(x) - \nabla f(y))^\top (x - y) \geq \| \nabla f(x) - \nabla f(y) \|^2.
\]

Using this, we can easily show that (7) is nonexpansive for all \( 0 < \gamma < 2/\beta \). Thus, (8) is the composition of a nonexpansive and a contractive operator and is hence contractive.

We arrive at the following important conclusion by combining Theorem 1 and Proposition 2.

**Corollary 3.** Suppose \( f \) is convex and \( D \) is contractive.

1. **Algorithm 2** converges globally and linearly if \( \gamma > 0 \) and \( L > 1 \).
2. Additionally, if \( f \) is \( \beta \)-smooth, then **Algorithm 1** converges globally and linearly if \( 0 < \gamma < 2/\beta \).

**Proof.** If \( f \) is convex, \( \gamma > 0 \) and \( L > 1 \), and \( D \) is contractive, we know from Proposition 2 that (9) is a contraction. Similarly, if \( 0 < \gamma < 2/\beta \), then it follows from Proposition 2 that (8) is a contraction. Hence, we have from Theorem 1 that Algorithms 1 and 2 converge globally and linearly.

The convergence results in Corollary 3 can be extended to averaged denoisers. This is important as we will later work with averaged denoisers that are not guaranteed to be contractive. We will rely on the following fixed-point convergence result for averaged operators.

**Theorem 4.** Let \( T \) be an averaged operator on \( \mathbb{R}^n \) and assume that \( \text{Fix } T \neq \emptyset \). The sequence \( \{ x_k \}_{k \geq 0} \) generated as \( x_{k+1} = T(x_k) \) converges globally to \( \text{Fix } T \).

The iteration \( x_{k+1} = T(x_k) \) is called the Mann iteration when \( T \) is averaged, and Theorem 4 is the Krasnosel’skii-Mann theorem [13, Prop. 5.16].

**Remark 4.** Comparing Theorems 1 and 4, we note that while \( \text{Fix } T \) is guaranteed to be nonempty when...
T is contractive, we need to assume this if T is averaged. Second, when T is a contraction, the sequence converges to the same fixed point regardless of the initialization \( x_0 \), whereas the limit point will generally depend on \( x_0 \) if T is averaged. Finally, the convergence in Theorem 4 cannot be guaranteed to be linear.

If the denoiser D is nonexpansive or averaged, then we can make the following conclusion regarding the PnP and RED operators.

**Proposition 5.** Let \( f \) be convex and let D be nonexpansive. Then the operator in (9) is an averaged operator for all \( \gamma > 0 \) and \( L > 1 \). Moreover, if \( f \) is \( \beta \)-smooth and D is averaged, then operator (8) is an averaged operator for all \( 0 < \gamma < 1/\beta \).

**Proof** The reasoning is similar to that of Proposition 2. The second operator in (9) is \( 1/L \)-averaged if \( L > 1 \). Also, it is well-known that the proximal operator of a convex function is firmly nonexpansive [13]. Thus, being the composition of two averaged operators, we get that (9) is averaged [13].

If \( f \) is \( \beta \)-smooth and \( 0 < \gamma < 1/\beta \), we can show that (7) is firmly nonexpansive [13]. Again, being the composition of two averaged operators, (8) must be averaged.

Combining Theorem 4 and Proposition 5, we can certify convergence of Algorithms 1 and 2.

**Corollary 6.** Suppose \( f \) is convex and D is averaged.

1. Assuming that \( \text{Fix} T_{\text{RED}} \neq \emptyset \), Algorithm 2 converges globally and for any \( \gamma > 0 \), \( L > 1 \).
2. Assuming that \( \text{Fix} T_{\text{PnP}} \neq \emptyset \) and \( f \) is \( \beta \)-smooth, Algorithm 1 converges globally for any \( 0 < \gamma < 1/\beta \).

**Proof** If \( f \) is convex, \( \gamma > 0 \), \( L > 1 \), and D is averaged (and hence nonexpansive), it follows from Proposition 5 that (9) is an averaged operator. Thus, if \( \text{Fix} T_{\text{RED}} \neq \emptyset \), then we have from Theorem 4 that Algorithm 2 converges globally.

On the other hand, if \( f \) is convex and \( \beta \)-smooth, and \( 0 < \gamma < 1/\beta \), then it follows from Proposition 5 that (8) is an averaged operator. Hence, if \( \text{Fix} T_{\text{PnP}} \neq \emptyset \), then we have from Theorem 4 that Algorithm 1 converges globally.

In summary, we were able to establish fixed-point convergence for Algorithms 1 and 2 for contractive (Corollary 3) and averaged denoisers (Corollary 6). We next show how such denoisers can be realized using deep unfolding.

**Remark 5.** We can work out convergence results similar to Corollaries 3 and 6 for the PnP and RED algorithms in [26, 27, 28, 30].

### 4 Unfolded Denoisers

Motivated by the previous results, we wish to develop trained denoisers that are either contractive or averaged by construction and whose regularization capacity is comparable to state-of-the-art CNN denoisers. As explained in Section 1.3, learning a nonexpansive CNN denoiser presents several challenges. This prompted us to consider a different solution to the problem, namely, using unfolded networks. More specifically, we construct the denoiser in three steps.

1. We consider the classical variational problem of wavelet denoising and unfold it using FBS and DRS. This is done at a patch level. The patch denoiser is contractive (for FBS) or averaged (for DRS) by construction.
2. We train the patch denoiser using supervised learning, where the regularization parameters (thresholds) of wavelet denoising and the internal (step size and penalty) parameters of FBS and DRS are optimized.
3. We aggregate the patch denoisers to derive an image denoiser, which is proven to inherit the contractive or averaged property of the original patch denoiser.

#### 4.1 Wavelet denoising

Let \( b \in \mathbb{R}^p \) represent a noisy image patch, where we have stacked the pixels of a \((k \times k)\) image patch into a vector of length \( p = k^2 \). Let \( W \) be an orthogonal wavelet transform. Consider the wavelet denoising problem

\[
\min_{x \in \mathbb{R}^p} \frac{1}{2} \| x - b \|^2 + \lambda \sum_{i=1}^{p} | (Wx)_i | \quad (\lambda > 0),
\]

where \( \lambda \) is the regularization parameter. The above problem has the closed-form solution \( W^T \hat{\phi}_\lambda (Wb) \), where the soft-threshold function

\[
\hat{\phi}_\lambda (\theta) = \text{sign}(\theta) \max(0, |\theta| - \lambda)
\]

is applied componentwise on \( Wb \) and \( \lambda \) acts as a threshold [56].
We consider a slightly different model with a different threshold for each wavelet coefficient. Namely, we consider the optimization problem
\[
\min_{x \in \mathbb{R}^p} \frac{1}{2} \| x - b \|^2 + \sum_{i=1}^{p} \lambda_i \| (Wx)_i \| \quad (\lambda_i > 0). \quad (10)
\]
This also has a closed-form solution given by
\[
\phi_\Lambda(b) = W^T S_\Lambda(Wb), \quad (11)
\]
where \( \Lambda = (\lambda_1, \ldots, \lambda_p) \) are the thresholds and the thresholding operator \( S_\Lambda : \mathbb{R}^p \to \mathbb{R}^p \) is defined as
\[
\forall \theta \in \mathbb{R}^p, \ i \in [1, p] : \ (S_\Lambda(\theta))_i = \phi_{\lambda_i}(\theta_i).
\]

### 4.2 FBS denoiser

The denoising operator \( \phi_\Lambda \) is nonexpansive, being the composition of nonexpansive and unitary operators. However, it is easy to see that \( \phi_\Lambda \) is not contractive. To identify a contractive (resp. averaged) operator, we propose to solve the denoising problem (10) in an iterative fashion using FBS (resp. DRS). The proposed denoising network is obtained by chaining the update operator in FBS and DRS.

As a first step, we apply FBS to the optimization problem (10). Note that, a stepsize \( \rho \), we can write the FBS update as
\[
x_{k+1} = U(x_k; \rho, \Lambda),
\]
where we define the FBS block \( U \) to be
\[
U(x; \rho, \Lambda) = W^T S_\Lambda \left( W \left( (1-\rho)x + \rho b \right) \right). \quad (12)
\]

The FBS block is depicted in Fig. 1. Functionally, \( U \) is an inversion step (gradient descent on the loss) followed by wavelet regularization.

Although (10) has a closed-form solution, we are interested in the iterative solution of (10) because of the following property.

**Proposition 7.** For all \( \rho \in (0, 1) \) and \( \Lambda > 0 \), the map \( x \mapsto U(x; \rho, \Lambda) \) is contractive.

Indeed, since \( W \) is an orthogonal transform and the operator \( S_\Lambda \) in (12) is nonexpansive (the condition \( \Lambda > 0 \) is required to ensure that (11) is well-defined), we have for any \( x, x' \in \mathbb{R}^n \),
\[
\| U(x; \rho, \Lambda) - U(x'; \rho, \Lambda) \| \leq (1 - \rho) \| x - x' \|.
\]

Since \( 1 - \rho \in (0, 1) \), we can conclude that the map \( x \mapsto U(x; \rho, \Lambda) \) is contractive.

Following Proposition 7, we chain \( U \) into a network. The precise definition is as follows.

**Definition 1 (FBS denoiser).** For a fixed number of layers \( L \geq 1 \), we define \( D_{FBS} : \mathbb{R}^p \to \mathbb{R}^p \) to be
\[
D_{FBS} = U^{(L)} \circ U^{(L-1)} \circ \cdots \circ U^{(1)}, \quad (13)
\]
where each layer has the form \( U^{(\ell)} (\cdot) = U(\cdot; \rho^{(\ell)}, \Lambda^{(\ell)}) \).

Since the composition of contractive operators is again contractive, the next result follows immediately from Proposition 7.

**Proposition 8.** For all \( \rho^{(\ell)} \in (0, 1] \) and \( \Lambda^{(\ell)} > 0 \), \( D_{FBS} \) is contractive.

The point is that (13) is contractive as long as \( \Lambda^{(\ell)} \) and \( \rho^{(\ell)} \) are in the interval stipulated in Proposition 8. We can thus tune the parameters over these intervals to optimize the denoising capacity while preserving the contractive nature.

**Remark 6.** Unlike LISTA [36] or DualFB [39], we use a fixed transform in each layer. This is because we wish to retain the proximal structure in (12), and orthogonality plays a crucial role in this regard.

### 4.3 DRS denoiser

Note that we can apply Peaceman-Rachford [13] or DRS to problem (10). In fact, we will show that the corresponding update operator is firmly nonexpansive for DRS. Thus, the resulting denoiser obtained by chaining this operator is averaged, and we can guarantee convergence of Algorithms 1 and 2 (Corollary 6).

**Remark 7.** It is well-known that DRS converges in fewer iterations than FBS [52]. Since each layer of the unfolded denoiser corresponds to an iteration, we expect to perform better denoising with DRS for the same number of layers. Indeed, we will show in Section 5 that the DRS denoiser gives better results than the FBS denoiser in some experiments.

To arrive at the DRS update for (10), we identify (10) with (1) by setting
\[
f(x) = \frac{1}{2} \| x - b \|^2, \quad g(x) = \sum_{i=1}^{p} \lambda_i \| (Wx)_i \|.
\]
It follows from (4) that we can write the DRS update as written as

\[ x_{k+1} = V(x_k; \rho, \Lambda), \]

where the DRS block \( V \) is defined as

\[
V(x; \rho, \Lambda) = \frac{1}{2} x + \frac{1}{2} (2\text{Prox}_{\rho g} - I)(2\text{Prox}_{\rho f} - I)(x),
\]

and \( \rho > 0 \) is the penalty parameter of DRS.

**Remark 8.** We can simplify the expression for the DRS block (14). Indeed, a direct calculation gives

\[ \text{Prox}_{\rho f}(x) = \frac{1}{1+\rho}(x + \rho b). \]

On the other hand, if we absorb \( \rho \) in \( \Lambda \), we get \( \text{Prox}_{\rho g} = \phi_{\Lambda} \). Thus, we can express (14) as

\[
V(x; \rho, \Lambda) = \frac{\rho}{1+\rho}(x - b) + \phi_{\Lambda} \left( \frac{1 - \rho}{1 + \rho} x + \frac{2\rho}{1 + \rho} b \right).
\]

Having defined the update operator \( V \), we can now establish its averaged property.

**Proposition 9.** For all \( \rho > 0 \) and \( \Lambda > 0 \), the map \( x \mapsto V(x; \rho, \Lambda) \) is firmly nonexpansive.

Indeed, we know that the proximal operator of a convex function is firmly nonexpansive [13]. Thus, the operators \( 2\text{Prox}_{\rho g} - I \) and \( 2\text{Prox}_{\rho f} - I \) are nonexpansive. Thus, if we denote their composition by \( N \), then \( N \) must be nonexpansive. Since \( V = (1/2)(I + N) \), \( V \) must be firmly nonexpansive.

We will now use Proposition 9 to construct an averaged network. As with the FBS block, the trainable parameters in (15) are \( \rho \) and \( \Lambda \), while \( b \) and \( W \) are fixed. The DRS block is depicted in Fig. 1. The DRS denoiser is obtained by chaining \( V \) into a network.

**Definition 2 (DRS denoiser).** For a fixed number of layers \( L \geq 1 \), we define \( D_{\text{DRS}} : \mathbb{R}^p \to \mathbb{R}^p \) to be

\[
D_{\text{DRS}} = V^{(L)} \circ V^{(L-1)} \circ \cdots \circ V^{(1)},
\]

where each layer is of the form \( V^{(\ell)} = V(\cdot; \rho^{(\ell)}, \Lambda^{(\ell)}) \).

As a consequence of Proposition 9, we have the following structure on the denoiser.
Proposition 10. For all \( \rho^{(t)} > 0 \) and \( \Lambda^{(t)} > 0 \), \( D_{\text{DRS}} \) is \( L/(L+1) \)-averaged.

Indeed, notice from Proposition 9 that \( D_{\text{DRS}} \) is the composition of \( L \) firmly nonexpansive operators. Now, if we compose \( L \) number of \( \theta \)-averaged operators, then it can be shown that the resulting operator is \( L\theta/(1 + (L-1)\theta) \)-averaged (e.g., see [13]). Setting \( \theta = 1/2 \), we arrive at Proposition 10.

4.4 Image denoiser

Recall that (13) and (16) are patch denoisers. We apply them independently on patches extracted from a noisy image and then average the denoised patches to obtain the final image [11, 17]. The overall operation defines an image-to-image denoising operator \( D \), which is used in Algorithms 1 and 2. In view of Corollary 3 and 6, we wish to ensure that \( D \) is averaged or contractive. First, we give a precise definition of the denoiser and then prove that it has the desired property.

Let \( \Omega = [0, q-1]^2 \) denote the image domain and \( X : \Omega \to \mathbb{R} \) be the input (noisy) image; we also view \( X \) as a vector in \( \mathbb{R}^n \) where \( n = q^2 \). We assume periodic boundary condition, i.e., for \( i = (i_1, i_2) \in \Omega \) and \( \tau = (\tau_1, \tau_2) \in \mathbb{Z}^2 \), we define

\[
i - \tau = ( (i_1 - \tau_1) \mod q, (i_2 - \tau_2) \mod q ).
\]

Without loss of generality, we assume that \( q \) is a multiple of the patch size \( k \); we can simply pad the image to satisfy this condition.

Let the patch size be \( k \times k \). For \( i \in \Omega \), we define the patch operator

\[
P_i : \mathbb{R}^n \to \mathbb{R}^{k^2},
\]

\[
P_i(X) = \text{vec}( \{ X(i + \tau) : \tau \in [0, k-1]^2 \} ), \tag{17}
\]

where \( \text{vec}(\cdot) \) denotes the vectorized representation of the pixels in a \( (k \times k) \) window around \( i \) (in some fixed order).

We extract patches from \( X \) with stride \( s \), where we assume that \( s \) divides \( k \). Thus, the starting coordinates of the patches are \( J = [0, (q_s-1)]^2_s \), where \( q_s = q/s \). In other words, the patches are

\[
\{ P_j(X) : j \in J \}.
\]

Definition 3. Given a patch denoiser \( D_{\text{patch}} \), we define the image denoiser \( D : \mathbb{R}^n \to \mathbb{R}^n \) to be

\[
D(X) = \frac{1}{(k/s)^2} \sum_{j \in J} P^*_j(D_{\text{patch}}(P_j(X))), \tag{18}
\]

where \( P^*_j \) is the adjoint of \( P_j \).

The factor \((k/s)^2\) is the number of patches containing a given pixel; the assumption that \( s \) divides \( k \) is essential to ensure this is the same for every pixel.

Remark 9. The adjoint in (18) is w.r.t. the standard Euclidean inner-product (see Appendix 8 for details). In particular, it is a linear map from \( \mathbb{R}^{k^2} \) to \( \mathbb{R}^n \) such that for any patch \( x \in \mathbb{R}^{k^2} \), \( Y = P^*_j(x) \) is an image, where

\[
P_j(Y) = x,
\]

and the rest of the pixels in \( Y \) are zero.

Henceforth, we will assume that the patch denoiser is either \( D_{\text{FBS}} \) in (13) or \( D_{\text{DRS}} \) in (16). We now state the main result of this section.

Proposition 11. The image denoiser (18) derived from (13) is contractive, while the denoiser derived from (16) is averaged.

The proof is given in Appendix 8. The core idea is to express the original system of overlapping patches in terms of non-overlapping patches. This allows us to use some form of orthogonality in the calculations.

4.5 Training

We trained (13) and (16) on patches extracted from images of the BSD500 dataset. Let \( x_1, \ldots, x_N \in \mathbb{R}^p \) be the clean patches (normalized to \([0, 1]\) intensity), where \( p = k^2 \) and \( N \) is the size of training...
We solved (19) and (20) using Adam optimizer [57] with mini-batches of size 128 and 5 training epochs. After the gradient step, performed using automatic differentiation, we enforced the constraints in (19) and (20) by projecting $\Theta$ onto the respective intervals in (19) and (20), essentially implementing a form of projected gradient descent. The lower bounds for trainable parameters in the optimization problems (19) and (20) were fixed to $\rho_0 = \lambda_0 = 0.0001$. We trained separate denoisers over the noise range 5-50 in steps of 5. The trained models (500 KB for each noise level) are lightweight compared to DnCNN (2.3 MB).

The objective of the experiments in Sections 5.1, 5.2, and 5.3 is to analyze the denoising performance and the reconstruction accuracy of our denoisers (for deblurring and superresolution) and compare them with existing denoisers. Moreover, we present numerical evidence supporting the claimed contractive (averaged) property of the denoisers and the associated convergence guarantees for PnP and RED (Corollaries 3 and 6). We also present numerical evidence showing that state-of-the-art denoisers such as BM3D and DnCNN do not meet these guarantees.

### 5.1 Denoising

Table 1 illustrates the denoising performance (PSNR/SSIM averaged) on the BSD68 dataset at different noise levels $\sigma$. For the unfolded network, we used a 10-fold cascade of Daubechies, Haar, and Symlet orthogonal wavelets in succession (the number of layers is $L = 30$). We used a fixed patch size $k = 64$. We solved (19) and (20) using Adam optimizer and (16). We will write the patch denoiser as

$$z_i = x_i + \sigma \eta,$$

where $\eta \sim N(0, 1)$ and $\sigma$ is the noise level. Thus, the training examples are $(z_1, x_1), \ldots, (z_N, x_N)$.

Let us use $\Theta$ to denote the parameters in (13) and (16). We write the patch denoiser as $D_{\text{patch}}(\cdot; \Theta)$ to account for the dependence on $\Theta$. The training problem is to optimize $\Theta$ such that $D_{\text{patch}}(z_i; \Theta) \approx x_i$ for all $i = 1, \ldots, N$. Moreover, in view of Proposition 8, we consider the following optimization problem for training (13):

$$\min_{\Theta} \sum_{i=1}^{N} \|D_{\text{FBS}}(z_i; \Theta) - x_i\|^2 \quad \text{s.t.} \quad \rho^{(1)}, \ldots, \rho^{(L)} \in [\rho_0, 1],$$

$$\lambda_j^{(1)}, \ldots, \lambda_j^{(L)} \in [\lambda_0, \infty) \quad (j \in [1, p]). \tag{19}$$

The lower bounds $\rho_0 \in (0, 1)$ and $\lambda_0 > 0$ are used to ensure that the constraint set in (19) is closed; this will be useful when we project $\Theta$ onto the intervals.

On the other hand, in view of Proposition 10, we consider the following optimization for training (16):

$$\min_{\Theta} \sum_{i=1}^{N} \|D_{\text{DRS}}(z_i; \Theta) - x_i\|^2 \quad \text{s.t.} \quad \rho^{(1)}, \ldots, \rho^{(L)} \in [\rho_0, \infty),$$

$$\lambda_j^{(1)}, \ldots, \lambda_j^{(L)} \in [\lambda_0, \infty) \quad (j \in [1, p]). \tag{20}$$

### 5 Experiments

For the unfolded network, we used a 10-fold cascade of Daubechies, Haar, and Symlet orthogonal wavelets in succession (the number of layers is $L = 30$). We used a fixed patch size $k = 64$. We solved (19) and (20) using Adam optimizer and (16). We will write the patch denoiser as $D_{\text{patch}}(\cdot; \Theta)$ to account for the dependence on $\Theta$. The training problem is to optimize $\Theta$ such that $D_{\text{patch}}(z_i; \Theta) \approx x_i$ for all $i = 1, \ldots, N$. Moreover, in view of Proposition 8, we consider the following optimization problem for training (13):

$$\min_{\Theta} \sum_{i=1}^{N} \|D_{\text{FBS}}(z_i; \Theta) - x_i\|^2 \quad \text{s.t.} \quad \rho^{(1)}, \ldots, \rho^{(L)} \in [\rho_0, 1],$$

$$\lambda_j^{(1)}, \ldots, \lambda_j^{(L)} \in [\lambda_0, \infty) \quad (j \in [1, p]). \tag{19}$$

The lower bounds $\rho_0 \in (0, 1)$ and $\lambda_0 > 0$ are used to ensure that the constraint set in (19) is closed; this will be useful when we project $\Theta$ onto the intervals.

On the other hand, in view of Proposition 10, we consider the following optimization for training (16):

$$\min_{\Theta} \sum_{i=1}^{N} \|D_{\text{DRS}}(z_i; \Theta) - x_i\|^2 \quad \text{s.t.} \quad \rho^{(1)}, \ldots, \rho^{(L)} \in [\rho_0, \infty),$$

$$\lambda_j^{(1)}, \ldots, \lambda_j^{(L)} \in [\lambda_0, \infty) \quad (j \in [1, p]). \tag{20}$$

### 5.1 Denoising

In Table 1, we compare the denoising performance of our denoisers with BM3D, DnCNN, and N-CNN on the Set12 dataset (see Fig. 2). Our denoisers are off by PSNR of 0.25-1.5 dB and SSIM of 0.02-0.08 from the best denoiser DnCNN. However, they consistently outperform N-CNN on the Set12 dataset (see Fig. 2). Our denoisers are off by PSNR of 0.25-1.5 dB and SSIM of 0.02-0.08 from the best denoiser DnCNN. However, they consistently outperform N-CNN on the Set12 dataset (see Fig. 2).
Fig. 3 Analysis of the proposed denoisers. Denoisers $D_{\text{FBS}}$ and $D_{\text{DRS}}$ are plugged into PnP-FBS, which is used for image deblurring. We plot the difference between successive iterates and PSNR with iterations. We notice that the difference between iterates is strictly decreasing thanks to the averaged property, and the PSNR stabilizes in 50–100 iterations. In (c), we validate that PnP-FBS converges to a unique fixed point with $D_{\text{FBS}}$, thanks to the contraction property of operator $T_{\text{PnP}}$. The experiment is performed with diverse initializations, namely, with $x_0$ as all-zeros, all-ones, and random. The iterations stabilized in about 35 iterations. The MSE between the reconstructions obtained using different initializations is of the order $1e^{-8}$.

Table 2 Comparison of the residual $\|x_k - x_{k-1}\|$ and PSNR with DnCNN for a deblurring experiment. (see text for more details)

| denoiser | number of iterations | 10 | 25 | 50 | 75 | 100 |
|----------|----------------------|----|----|----|----|-----|
| DnCNN    | $\|x_k - x_{k-1}\|$ | 146.00 | 146.58 | 234.55 | 2300 | 2207248 |
|          | PSNR                 | 16.54 | 14.79 | -4.09 | -45.14 | -84.68 |
| Proposed | $\|x_k - x_{k-1}\|$ | 74.06 | 30.65 | 7.67 | 1.99 | 0.52 |
| (DFBS)   | PSNR                 | 20.42 | 22.96 | 23.69 | 23.74 | 23.74 |
| Proposed | $\|x_k - x_{k-1}\|$ | 74.09 | 30.67 | 7.68 | 1.99 | 0.55 |
| (DRS)    | PSNR                 | 20.43 | 23.00 | 23.74 | 23.79 | 23.79 |

has been previously shown that BM3D can yield superior restoration results compared to DnCNN in specific applications [19], even though DnCNN generally exhibits better denoising capabilities than BM3D. This suggests that the denoising gap is compensated in PnP and RED because the denoiser is applied in every iteration. However, this is just an intuitive guess, and we do not have a precise mathematical explanation.

We conducted a comprehensive assessment of various parameter configurations for the denoiser and selected the most suitable settings. Regarding the impact of $W$, our results indicate that the choice of wavelet transform does not significantly affect the denoising performance. In contrast, we observed a significant enhancement in denoising performance by increasing the number of layers $L$ from 1 to 10. However, increasing $L$ beyond 10 yields marginal improvements in the generalization capability. Thus, we capped $L$ at 10 to keep the model compact without compromising the denoising performance. Regarding stride $s$, our findings align with common trends in patch aggregation algorithms, namely, a higher stride is associated with decreased accuracy but reduced computational demands. We found that $s = 8$ provides an optimal balance between accuracy and efficiency. Finally, the patch size plays a crucial role in the denoising performance. Keeping the stride constant, enlarging the patch size from 64 to 128 results in an accuracy improvement ranging from 0.10 to 0.25 dB and an enhancement in the SSIM score by 0.01 to 0.02. However, this adjustment also leads to an increase in the number of parameters of the denoiser.

5.2 Deblurring

The forward model for deblurring is $y = F\xi + \eta$, where $y$ is the blurred image, $F$ is a blur operator, and $\eta$ is white Gaussian noise [3]. For deblurring,
This is done using a deblurring experiment on Table 2. On the other hand, we notice that \( \| \cdot \| \) does not converge. This results in spurious reconstructions; as a result, we have \( \beta = 1 \) (\( \beta \) is the spectral norm of \( F \)). For the deblurring experiments in Table 2 and Fig. 3, we took \( F \) to be a Gaussian blur of width \( 25 \times 25 \) and standard deviation 1.6 and the noise level is \( \sigma = 0.04 \). For deblurring using PnP-FBS, the step size is set to \( \gamma = 0.001 \) for RED-PG; for PnP-FBS, we used \( \gamma = 0.5 \) which satisfies the condition \( \gamma \leq 2/\beta \) in Corollaries 3 and 6. For PnP-FBS, we used a noise level \( \sigma = 5 \) for both our denoisers, and \( \sigma = 10 \) for RED-PG.

In Table 2, we present numerical evidence to show that, in the absence of a theoretical guarantee, simply plugging a denoiser (in this case DnCNN) into PnP-FBS can cause the iterations to diverge. Indeed, the distance between successive iterates \( \| x_k - x_{k-1} \| \) is shown to diverge for DnCNN, which means that the sequence \( (x_k) \) does not converge. This results in spurious reconstructions, as evident from the PSNR values in Table 2. On the other hand, we notice that \( \| x_k - x_{k-1} \| \) is decreasing for the proposed denoisers, thanks to their nonexpansive property.

Next, we present numerical evidence on PnP-FBS convergence using the proposed denoisers. This is done using a deblurring experiment on the Set 12 dataset (the settings are the same as in Table 2). The results are shown in Fig. 3 (a-b), where we plot \( \| x_k - x_{k-1} \| \) and PSNR for different \( k \). As expected, \( \| x_k - x_{k-1} \| \) is decreasing and the PSNR stabilizes in less than 50 iterations. We also demonstrate that due to the contractivity of the FBS operator \( T_{PnP} \), the iterations converge to a unique fixed point even if we start with diverse initializations; the final reconstructions are identical, as shown in Fig 3(c), where the MSE between the different reconstructions is of the order \( 1e^{-8} \).

We next compare the regularization capacity of our denoisers with BM3D, DnCNN, and N-CNN for deblurring, where \( F \) is a horizontal motion blur. This is done for the RED-PG algorithm. The results are shown for a couple of images in Fig. 4. For the two images from Fig. 2, which have a mix of delicate textures, smooth regions, and broader features (top row), the reconstruction from our denoisers exhibits finer details than other denoisers.

A detailed comparison for RED-PG is provided in Table 3, where \( F \) is one of the blur kernels from [58]. We notice that our performance is comparable with DnCNN.

In Table 4, we compare \( D_{DRS} \) with the denoiser in [39], which we term as “DualFB”. We replicated
Table 3  Deblurring using RED-PG (PSRN/SSIM) for the blur kernel 1 in [58] (see text for more details).

| Image   | DnCNN   | N-CNN   | D_{FBs}  | D_{DRS}  |
|---------|---------|---------|----------|----------|
| barbara | 25.08/0.7307 | 23.98/0.6892 | 25.08/0.7410 | 24.98/0.7371 |
| ship    | 27.39/0.7502 | 26.82/0.7145 | 27.52/0.7627 | 27.47/0.7600 |
| cameraman | 24.92/0.7867 | 25.01/0.7700 | 24.96/0.7808 | 24.91/0.7808 |
| couple  | 26.95/0.7346 | 26.50/0.7046 | 27.15/0.7541 | 27.09/0.7508 |
| fingerprint | 25.86/0.8773 | 23.55/0.7817 | 25.99/0.8843 | 25.90/0.8809 |
| hill    | 28.41/0.7301 | 28.19/0.7125 | 28.71/0.7573 | 28.64/0.7532 |
| house   | 30.29/0.8310 | 29.85/0.8252 | 29.92/0.8269 | 29.90/0.8278 |
| lena    | 30.78/0.8547 | 30.36/0.8421 | 30.73/0.8540 | 30.68/0.8545 |
| man     | 28.20/0.7749 | 27.94/0.7550 | 28.45/0.7928 | 28.38/0.7902 |
| montage | 24.56/0.8881 | 25.10/0.8786 | 24.78/0.8653 | 24.70/0.8683 |
| peppers | 24.96/0.8227 | 24.95/0.8174 | 24.95/0.8255 | 24.90/0.8252 |

Table 4  Deblurring using PnP-FBS: Comparison with the denoiser in [39]. See Table 1 in [39] for the notations A-E.

| σ   | A | B   | C   | D   | E   |
|-----|---|-----|-----|-----|-----|
| 0.03 | Noisy | 12.78 | 19.29 | 16.06 | 16.24 | 22.54 |
|     | DualFB | 16.33 | 24.81 | 22.20 | 20.41 | 28.34 |
|     | D_{DRS} | 15.83 | 23.97 | 21.35 | 20.28 | 28.28 |
| 0.05 | Noisy | 12.12 | 18.11 | 15.12 | 14.58 | 20.60 |
|     | DualFB | 14.97 | 23.54 | 20.65 | 19.31 | 27.47 |
|     | D_{DRS} | 14.42 | 21.85 | 18.42 | 18.55 | 25.60 |
| 0.08 | Noisy | 10.82 | 16.11 | 13.44 | 12.10 | 17.85 |
|     | DualFB | 14.49 | 22.75 | 19.68 | 18.71 | 26.93 |
|     | D_{DRS} | 13.74 | 21.00 | 17.83 | 17.89 | 24.97 |

We next compare D_{DRS} with the “Prox-PnP” denoiser from [25]; we perform the comparison by using them as regularizers within the PnP-FBS framework. We replicated the experimental setup used for the deblurring experiment in [25, Table 3] in which the PSNR is averaged over the CBSD68 dataset for 10 different kernels and different noise levels. As shown in Table 5, our denoiser exhibits comparable reconstruction capacity to Prox-PnP, though our gray-scale denoiser is applied channel-by-channel. It is worth noting that our denoiser is contractive by construction, whereas the denoiser in [25] is “softly” enforced to be 1-Lipschitz using a loss-based penalization. We assume that training our denoiser specifically for color images can boost the color deblurring performance.

In light of the above comparisons, we wish to emphasize that the key advantage of our denoiser is that it comes with convergence guarantees. On the other hand, the convergence result in [39, Proposition 2] assumes that the same linear transform is used across all layers, and this is generally not true if we optimize the transforms. It remains to be seen if it is possible to optimize our construction to match the denoiser in [39].

5.3 Superresolution

A widely used model for superresolution is $y = SBx + \eta$, where $B \in \mathbb{R}^{n \times m}$ and $S \in \mathbb{R}^{m \times n}$ are the blur and subsampling operators ($m = n/k, k > 1$), and $\eta$ is Gaussian noise [5, 41]. For superresolution, the loss function is $f(x) = \|y - SBx\|^2$, where $S$ is a decimation matrix and $B$ is a blur.
Fig. 5 Violation of nonexpansive property for BM3D, DnCNN and N-CNN. We perform image superresolution with different denoisers plugged into PnP-FBS. A lower bound for the Lipschitz constant of the respective denoisers is computed from the data encountered in the PnP pipeline. More precisely, since the Lipschitz constant is defined to be the supremum of $\frac{\|D(u) - D(v)\|}{\|u - v\|}$ over all possible inputs $u$ and $v$, setting $u = x_k$ and $v = x_{k+1}$ we obtain a lower bound for the Lipschitz constant at different iterations. Note that for BM3D, DnCNN, and N-CNN, the lower bound is $> 1$ in many iterations, proving that these denoisers are not nonexpansive. As expected, the lower bound for the Lipschitz constant of the proposed denoisers is within 1.

Fig. 6 Superresolution using PnP-FBS with different denoisers. The PSNR and SSIM after 30 iterations are displayed. Reconstructions obtained from our denoisers ($D_{FBS}$ and $D_{DRS}$) are comparable with BM3D and DnCNN. The convergence plot suggests that the PnP iterates diverge for DnCNN and N-CNN.

For the results in Fig. 5 and Table 6, $B$ is a Gaussian blur of size $25 \times 25$ and standard deviation 1.6, and $\sigma = 0.04$. We start by presenting numerical evidence which shows that BM3D, DnCNN, and N-CNN are not nonexpansive, even if we restrict the input to images encountered in

matrix. As in deblurring, we used a normalized blur. In this case, $\beta$ is bounded by the product of the spectral norms of $S$ and $B$, so we have $\beta \leq 1$. In PnP-FBS, we used the step size $\gamma = 1.0$ that satisfies the condition $\gamma \leq 2/\beta$ in Corollaries 3 and 6. We set the noise level to $\sigma = 5$ for both our denoisers for all experiments.
Table 6 Residual $\|x_k - x_{k-1}\|$ for PnP-FBS with different denoisers.

| denoiser       | $10$ | $50$ | $100$ | $500$ | $1000$ | $3000$ |
|----------------|------|------|-------|-------|--------|--------|
| N-CNN [19]    | $0.54$ | $0.20$ | $0.19$ | $0.36$ | $23.45$ | $3e+12$ |
| $D_{FBS}$     | $0.31$ | $0.15$ | $0.11$ | $0.0602$ | $0.0513$ | $2e-10$ |
| $D_{DRS}$     | $0.32$ | $0.16$ | $0.11$ | $0.0658$ | $0.0562$ | $2e-10$ |

Table 7 Superresolution using PnP-FBS: Comparison of the reconstruction capacity of different denoisers. (see text for details)

|          | DnCNN   | N-CNN   | D_{FBS} | D_{DRS} |
|----------|---------|---------|---------|---------|
| cameraman| $27.12$ | $26.89$ | $26.60$ | $26.63$ |
| house    | $33.29$ | $32.84$ | $32.75$ | $33.70$ |
| peppers  | $28.85$ | $28.43$ | $27.74$ | $27.67$ |
| starfish | $29.87$ | $27.59$ | $28.80$ | $28.87$ |
| butterfly| $30.28$ | $30.36$ | $28.81$ | $28.95$ |
| plane    | $26.77$ | $25.97$ | $26.07$ | $26.23$ |
| parrot   | $28.18$ | $27.60$ | $27.62$ | $27.59$ |
| lena     | $34.00$ | $33.21$ | $33.87$ | $33.76$ |
| barbara  | $24.87$ | $24.52$ | $25.00$ | $24.90$ |
| ship     | $30.29$ | $29.33$ | $30.02$ | $29.93$ |
| man      | $30.79$ | $30.25$ | $30.83$ | $30.67$ |
| couple   | $29.96$ | $28.98$ | $29.57$ | $29.51$ |

the PnP pipeline. More precisely, we apply PnP-FBS for image superresolution and compute the output-input ratio $\|x_{k+1} - x_k\|/\|z_{k+1} - z_k\|$ for the denoising operation $x_{k+1} = D(z_{k+1})$. This gives a lower bound for the Lipschitz constant of the plugged denoiser. In particular, if any of these ratios is $> 1$, the Lipschitz constant cannot be less than 1, and the denoiser cannot be nonexpansive. The ratio for different denoisers across iterations is shown in Fig. 5. We notice that the ratio is $> 1$ at many iterations for BM3D, DnCNN, and N-CNN, proving that the denoisers are not nonexpansive. For N-CNN, the residual is constrained to be non-expansive, but this constraint is also violated, as shown in Fig. 5(c). On the other hand, the ratio is always $< 1$ for our denoiser, which is consistent with the theoretical results in Section 4. Similar to the counterexample in Table 2, we provide a counterexample in Table 6 that suggests divergence of the iterates on plugging N-CNN into PnP-FBS. This is consistent with the observation in Fig. 5 that N-CNN violates the nonexpansivity property.

We next compare our denoisers with BM3D, DnCNN, and N-CNN for the PnP-FBS algorithm using just downsampling ($B$ is the identity operator). The results are shown in Fig. 6 at $\sigma = 5/255$. It is clear from the visual results and the metrics that the restoration results using our denoisers are comparable with BM3D and DnCNN. We also report the residual $\|x_k - x_{k-1}\|$ for sufficiently large $k$. This monotonically goes to zero for our denoisers but is seen to diverge for DnCNN and N-CNN. A detailed comparison for the PnP-FBS is shown in Table 7, where the blur and noise level are the same as in Fig. 5. Again, we notice that our performance is comparable with DnCNN.

In summary, the findings from our empirical study are as follows:

1. The numerical results in Fig. 5, and Tables 2 and 6, show that denoisers such as BM3D, DnCNN, and N-CNN are not guaranteed to be nonexpansive and can cause PnP algorithms to breakdown.
2. Fig 3 demonstrates that the proposed denoisers exhibit empirical convergence in agreement
with the theoretical predictions in Corollaries 3 and 6.

3. From the results in Figures 4 and 6, and the extensive comparisons in Tables 1, 3, and 7, we can conclude that the regularization capacity of the proposed denoisers is comparable with BM3D and DnCNN for deblurring and superresolution.

6 Conclusion

We trained averaged and contractive patch denoisers by unfolding FBS and DRS applied to wavelet denoising. We extended them for image denoising using patch aggregation while preserving their averaged (contractivity) properties. Moreover, by using sufficiently many layers, we showed that their regularization capacity for PnP and RED can be brought to par with BM3D and DnCNN. Unlike existing CNN denoisers, we could guarantee convergence of PnP and RED using the proposed denoisers. We also presented numerical evidence to back these results. To our knowledge, this is the first work to exploit the properties of proximal operators in unfolded algorithms to develop contractive denoisers. In future work, we wish to go beyond classical wavelet denoising and develop unfolded denoisers with superior denoising and regularization capacity.
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8 Appendix

We prove Proposition 11 in this section. First, we recall some notations from Section 4.4.

1. For integers \( p \leq q \), we denote \([p, q] = \{p, p + 1, \ldots, q\}\), \([p, q]_s = \{ps, (p+1)s, \ldots, qs\}\), \([p, q]^2 = [p, q] \times [p, q]\), and \([p, q]_s^2 = [p, q]_s \times [p, q]_s\).

2. The input to the denoiser is an image \( X : \Omega \to \mathbb{R} \), where \( \Omega = [0, q - 1]^2 \). We also consider the image in matrix form as \( X \in \mathbb{R}^{q \times q} \).

3. We use circular shifts: for \( i \in \Omega \) and \( \tau \in \mathbb{Z}^2 \), \( i - \tau \) is defined as \(((i_1 - \tau_1) \mod q, (i_2 - \tau_2) \mod q)\).

4. We extract patches with stride \( s \). More precisely, the starting coordinates of the patches are \( J = [0, (q_s - 1)]^2_s \), where \( q_s = q/s \). The cardinality of \( J \) is \( q_s^2 \) (total number of patches), and each pixel belongs to \( k_s^2 \) patches, where \( k_s = k/s \).

5. For \( i \in \Omega \), the patch operator \( P_i : \mathbb{R}^{q \times q} \to \mathbb{R}^p \) is defined in (17).

We now elaborate on the definition of the adjoint in (18). For a patch vector \( z \in \mathbb{R}^p \), if we let \( Y = P_i^*(z) \), then \( P_i(Y) = z \) and \( Y(j) = 0 \) for all \( j \notin \Omega_i \), where \( \Omega_i = \{i + \tau : \tau \in [0, k - 1]^2\} \).

This completely specifies \( Y \). In particular, we have the following property of an adjoint: for all \( X \in \mathbb{R}^{q \times q} \) and \( z \in \mathbb{R}^p \),

\[
(z, P_i(X))_{\mathbb{R}^p} = (P_i^*(z), X)_{\mathbb{R}^{q \times q}},
\]

where the inner product on the left (resp. right) is the standard Euclidean inner product on \( \mathbb{R}^p \) (resp. \( \mathbb{R}^{q \times q} \)).

The main idea behind Proposition 11 is to express the original system of overlapping patches in terms of non-overlapping patches. It is not difficult to see that \( J \) is the disjoint union of (circular) shifts of \( J_0 \):

\[
J = \bigcup_{i \in [0, k_s - 1]^2} (J_0 + si),
\]

where \([0, k_s - 1] := \{0, 1, \ldots, k_s - 1\}\).

By construction, \( J_0 \subseteq J \) and the points in \( J_0 \) are the starting coordinates of non-overlapping patches. It is not difficult to see that \( J \) is the disjoint union of (circular) shifts of \( J_0 \):

\[
J = \bigcup_{i \in [0, k_s - 1]^2} (J_0 + si),
\]

where \([0, k_s - 1] := \{0, 1, \ldots, k_s - 1\}\).

Using (22), we can decompose (18) as follows:

\[
D = \frac{1}{k_s^2} \sum_{i \in [0, k_s - 1]^2} D_i,
\]
where

\[ D_i = \sum_{j \in J_0} (P_j^{+s_i} \circ D_{\text{patch}} \circ P_j^{+s_i}). \tag{24} \]

The proof of Proposition 11 follows from a couple of observations. The first of these is an observation about operator averaging. We will say that operator \( T \) is \( L \)-contractive if its Lipschitz constant is at most \( L \).

**Lemma 12.** Let \( T_1, \ldots, T_k \) be \( L \)-contractive. Then, their average,

\[ \frac{1}{k} (T_1 + \cdots + T_k), \tag{25} \]

is \( L \)-contractive. On the other hand, if \( T_1, \ldots, T_k \) are \( \theta \)-averaged, then (25) is a \( \theta \)-averaged operator.

The second observation relates the contractivity (averaged) property of the patch denoisers to the image denoiser (24).

**Lemma 13.** For \( i \in [0, k_s - 1]^2 \), the following hold.

1. If \( D_{\text{patch}} \) is \( L \)-contractive, then \( D_i \) is \( L \)-contractive.
2. If \( D_{\text{patch}} \) is \( \theta \)-averaged, then \( D_i \) is \( \theta \)-averaged.

To establish Proposition 11, note from (23) that \( D \) is the average of \( \{D_i\} \). The desired conclusion follows immediately from Lemma 12 and 13.

We now give the proofs of Lemma 12 and 13.

For Lemma 12, the second part follows from [13, Proposition 4.30]; however, we give the proofs of both parts for completeness.

**Proof of Lemma 12.** Let \( T = (1/k)(T_1 + \cdots + T_k) \), where \( T_1, \ldots, T_k \) are \( L \)-contractive. Then, for \( i = 1, \ldots, k \) and for all \( x, x' \in \mathbb{R}^n \),

\[ \|T_i(x) - T_i(x')\| \leq L \|x - x'\|. \tag{26} \]

We can write

\[ T(x) - T(x') = \frac{1}{k} \sum_{i=1}^{k} (T_i(x) - T_i(x')). \]

Using triangle inequality and (26), we get

\[ \|T(x) - T(x')\| \leq \frac{1}{k} \sum_{i=1}^{k} L \|x - x'\| = L \|x - x'\|. \]

This establishes the first part of Proposition 12.

Next, suppose that \( T_1, \ldots, T_k \) are \( \theta \)-averaged, i.e., there exists nonexpansive operators \( N_1, \ldots, N_k \) such that

\[ T_i = (1 - \theta)I + \theta N_i \quad (i = 1, \ldots, k). \]

Then

\[ T = \frac{1}{k}(T_1 + \cdots + T_k) = (1 - \theta)I + \theta N, \]

where \( N = (1/k)(N_1 + \cdots + N_k) \).

We can again use triangle inequality to show that \( N \) is nonexpansive. Thus, we have shown that \( T \) is \( \theta \)-averaged, which completes the proof.

We need the following result to establish Lemma 13.

**Lemma 14.** For any fixed \( s \) and \( i \in [0, k_s - 1]^2 \), we have the following orthogonality properties:

1. For all \( X : \Omega \to \mathbb{R} \),

\[ \sum_{j \in J_0} \|P_j^{+s_i}(X)\|^2 = \|X\|^2. \tag{27} \]

We can equivalently write this as

\[ \sum_{j \in J_0} P_j^{+s_i}P_j^{+s_i} = I, \tag{28} \]

where \( I \) is the identity operator on \( \mathbb{R}^{q \times q} \).

2. For all \( \{z_j \in \mathbb{R}^p : j \in J_0\} \),

\[ \| \sum_{j \in J_0} P_j^{+s_i}(z_j) \|^2 = \sum_{j \in J_0} \|z_j\|^2. \tag{29} \]

It is understood that the norm on the left in (27) is the Euclidean norm on \( \mathbb{R}^p \), while the norm on the right is the Euclidean norm on \( \mathbb{R}^{q \times q} \).

We can establish Lemma 14 using property (21) and the fact that \( J_0 \) are the starting coordinates of non-overlapping patches. We will skip this straightforward calculation. We are ready to prove Lemma 13.

**Proof of Lemma 13.** Let \( D_{\text{patch}} \) be \( L \)-contractive, i.e., for all \( z, z' \in \mathbb{R}^p \),

\[ \|D_{\text{patch}}(z) - D_{\text{patch}}(z')\| \leq L \|z - z'\|. \tag{30} \]

We have to show for all \( X, X' \in \mathbb{R}^{q \times q} \),

\[ \|D_i(X) - D_i(X')\|^2 \leq L^2 \|X - X'\|^2. \tag{31} \]

From (27) and (29), we can write

\[ \|D_i(X) - D_i(X')\|^2 = \sum_{j \in J_0} \|D_{\text{patch}}(z_j) - D_{\text{patch}}(z_j')\|^2, \]

where \( z_j = P_j^{+s_i}(X) \) and \( z_j' = P_j^{+s_i}(X') \). From (30),

\[ \|D_{\text{patch}}(z_j) - D_{\text{patch}}(z_j')\| \leq L \|z_j - z_j'\| \]

\[ = L \|P_j^{+s_i}(X - X')\|. \]
Moreover, we have from (29) that
\[ \sum_{j \in J_0} \| P_{j+\delta t}(X - X') \|^2 = \| X - X' \|^2. \]

Combining the above, we get (31). This establishes part 1 of Lemma 13.

Now, let \( D_{\text{patch}} \) be \( \theta \)-averaged, i.e.,
\[ D_{\text{patch}} = (1 - \theta) I + \theta N, \tag{32} \]
where \( N \) is nonexpansive. Substituting (32) in (24), and using (28), we can write
\[ D_i = (1 - \theta) I + \theta G_i, \]
where
\[ G_i = \sum_{j \in J_0} (P^s_{j+\delta t} \circ N \circ P_{j+\delta t}). \tag{33} \]

Using (27) and (29) and that \( N \) is nonexpansive, we can show (the calculation is similar to one used earlier) that, for all \( X, X' \in \mathbb{R}^{n \times n} \),
\[ \| G_i(X) - G_i(X') \|^2 \leq \| X - X' \|^2. \]

That is, \( G_i \) is nonexpansive. It follows from (32) that \( D_i \) is \( \theta \)-averaged. This establishes part 2 of Lemma 13. \( \square \)
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