Vacuum birefringence and the Schwinger effect in (3+1) de Sitter
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Abstract. In de Sitter space, the current induced by an electric field in vacuum is known to feature certain peculiarities, such as infrared hyperconductivity for light bosons in weak electric fields. Moreover, negative conductivity has been claimed to occur for light bosons in moderate electric fields, and for fermions of any mass in electric fields below a certain threshold. Furthermore, in the limit of large mass and weak electric field, the current contains terms which are not exponentially suppressed, contrary to the semiclassical intuition. Here we explain these behaviors, showing that most of the reported negative conductivity is spurious. First, we show that the terms which are not exponentially suppressed follow precisely from the local Euler-Heisenberg Lagrangian (suitably generalized to curved space). Thus, such terms are unrelated to pair creation or to the transport of electric charge. Rather, they correspond to non-linearities of the electric field (responsible in particular for vacuum birefringence). The remaining contributions are exponentially suppressed and correspond to the creation of Schwinger pairs. Second, we argue that for light carriers the negative term in the regularized current does not correspond to a negative conductivity, but to the logarithmic running of the electric coupling constant, up to the high energy Hubble scale. We conclude that none of the above mentioned negative contributions can cause an instability such as the spontaneous growth of an electric field in de Sitter, at least within the weak coupling regime. Third, we provide a heuristic derivation of infrared hyperconductivity, which clarifies its possible role in magnetogenesis scenarios.
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1 Introduction

It is a good exercise to test our knowledge of quantum field theory in curved space-time, specially in cases where we can compute the results exactly. The pair creation of charged particles due to a constant external electric field in de Sitter space (dS) is one of such cases. Interestingly, in an expanding space-time, pairs can be created with screening or anti-screening orientation relative to the electric field. These two channels are usually referred to as “downward” and “upward” tunneling, and both can be relevant depending on the parameters [1]. For example, in addition to the standard regime where the electric field plays the dominant role, pairs can also be produced gravitationally with a separation comparable to the dS radius. Furthermore, light fields in de Sitter tend to have an unusual infrared (IR) behaviour, which leads to interesting phenomenology.

The renormalized expectation value of the current induced by a constant electric field in dS takes a particularly simple form in 1+1 dimensions, where it can be expressed in terms of elementary functions [2]. Somewhat surprisingly, the exact result can also be obtained by adding the contributions of all created pairs along their semiclassical trajectories, considering both upward and downward tunneling. The agreement is of course expected in the semiclassical regime, but it actually extends to the full range of parameters. In the regime $mH \lesssim eE \ll H^2$, where $e$ is the electric charge, $m$ is the mass of the charge carrier, and $H$ is the inverse dS radius, one finds the phenomenon of bosonic IR hyperconductivity, where the current is inversely proportional to the applied electric field $E$. On the other hand, in
the strong electric field limit \( \lambda \equiv eE/H^2 \gg 1 \), the results of Schwinger effect in flat space are recovered.

The extension to 3+1 dimensions \([3, 4]\) revealed further peculiarities.\(^1\) The results are similar to the 1+1 dimensional case in the strong field limit, and in the regime of IR bosonic hyper-conductivity. However, some differences remain poorly understood in the limit of heavy mass and weak field, and also for small masses and weak to moderate electric fields. The first issue is that in 3+1 dS, the renormalized current due to very heavy charge carriers at weak electric field contains terms which decay only as an inverse power of the mass, while in the 1+1 dS case one recovers the expected exponential suppression (from gravitational pair creation). This behavior was first encountered in refs. \([3, 4]\), by using adiabatic regularization, and then confirmed in ref. \([5]\) by using point splitting. Also, see ref. \([8]\) for the inclusion of a magnetic field. Recently, ref. \([9]\) proposed a “maximal” subtraction to remove the power-law terms, departing from the approach used in refs. \([3–5]\). The implications for magnetogenesis of the “maximal” subtraction have been investigated in ref. \([10]\).

Another unexpected feature is that in 3+1 dS one finds negative values for the renormalized current in certain parameter ranges. In scalar QED this occurs only for light charge carriers \( (m \lesssim 3 \times 10^{-3} H) \), and for a window of moderate values of the electric field \([3]\). In fermionic QED, the current is always negative below a certain threshold of the electric field, which depends on the mass of the fermion. The threshold is sizable (for all values of the mass), and for heavy fermions it grows linearly with the mass \([4]\).

The Schwinger effect in dS is also interesting from the cosmological point of view. There are indications that magnetic fields are present in the inter-galactic medium with a strength \( |B_0_{\text{Mpc}}| \gtrsim 10^{-15} G \) and a correlation length of the order of Mpc \([11–14]\). If magnetic fields were found in the voids as well, this would further indicate that they may have a primordial origin. A natural explanation would be inflationary magnetogenesis (for recent reviews see \([15–17]\)). In such scenarios, an electromagnetic field is typically produced through a coupling to a rolling scalar field, which causes the effective electric charge to be time dependent. Unfortunately, inflationary magnetogenesis faces several problems. In the simplest models \([18–21]\), one encounters either a backreaction of the electric field or a strong coupling regime at very early times \([22]\), before reaching values of the magnetic field comparable to the current lower bound. For recent attempts to overcome these issues see, e.g., refs. \([23–36]\). On the other hand, light charged scalar fields could also shut-off the process through the Schwinger effect\(^2\) \([3]\). So far, the focus has been in estimating the effect of pair creation in specific inflationary scenarios, such as anisotropic inflation, where a persistent electric field is created by the rolling scalar field (see \([38–40]\)). Also see refs. \([41, 42]\) for a study of the backreaction on the inflationary dynamics. Alternatively, one might imagine that a regime of negative conductivity may lead to the spontaneous electrification of de Sitter, without the need of ad-hoc couplings. During inflation, this might generate a long range electric field of sizable magnitude, with possible implications for magnetogenesis. With this motivation, we will here re-examine the nature of the negative terms in the regularized vacuum current, and consider the possibility that they might lead to such an instability.

The plan of the paper is the following. In section 2 we briefly review the Schwinger effect in 3+1 dS. For simplicity we focus on scalar QED, although most of our subsequent discussion

\(^1\)The case of 2+1 dS was investigated in refs. \([6, 7]\).

\(^2\)The Schwinger effect has been also studied for SU(2) gauge fields during inflation \([37]\). It turns out that due to the isotropy of the background value of the SU(2) gauge fields the contribution from the Schwinger effect is negligible.
carries over to the fermionic case in a straightforward way. In section 3 we compute the induced current, regularized in the Pauli-Villars scheme, and discuss its behavior in different limits. Formally, the result is in agreement with earlier calculations which used adiabatic regularization or point splitting. In this sense, the peculiar negative terms which are found in the current are not an artifact of regularization.

In section 4 we study in detail the large mass and weak field limit of the current. We will see that the terms which are only suppressed by inverse powers of the mass can be explicitly derived from the so-called Euler-Heisenberg (EH) Lagrangian, generalized to curved space. This is the effective action after integrating out the heavy field, and it includes a series of higher dimensional local operators, which lead to non-linearities in the propagation of the electromagnetic field. In what follows we shall loosely refer to these as the vacuum birefringence terms, since some of them are responsible for a polarization dependent speed of propagation in the presence of a background electric field [43]. The QED quantum effective action in 1+1 dS was studied in ref. [44]. However, such power-law behavior of the current is not present in that case.

In section 5 we compute the semi-classical current due to the nucleated pairs. We find that it agrees well with the current of section 3 in the limit of large mass and weak electric field, after the subtraction of the EH terms. Incidentally, such current is found to be negative. This strange behaviour is not necessarily forbidden in curved space-time. The current could be negative if, initially, the nucleated particles in the pairs move slower than the expansion rate, effectively providing a current that flows opposite to the electric field in the expanding coordinates.

In section 6 we consider the negative contributions to the current which been identified in the infrared. These occur for a parameter range where the semi-classical approximation is not valid, and the effective action is non-local [45–47]. In this regime, it would be hard to disentangle pair creation contributions from birefringence terms. Rather, as we shall see, the origin of infrared negative terms in the renormalized current is different. For very light charge carriers, the energy scale which is relevant for pair creation is not their rest mass, but the Hubble scale. We argue that the infrared negative contributions simply correspond to the running of the electric charge up to such physical high energy scale.

In section 7, we present a heuristic derivation of the phenomenon of IR hyperconductivity. This highlights its relation with the Higgsing of the Maxwell field by the fluctuating light charged scalar, and also clarifies the possible relevance of this phenomenon in scenarios of magnetogenesis.

We conclude our work and extend the discussion in section 8. Details of the calculations can be found in the appendices. We will follow the conventions for EM and QED from refs. [17, 48] and work in Planck units ($\hbar = c = G = 1$).

2 Quick review of Schwinger effect in 3+1 dimensions

Consider a complex scalar field $\phi$ with charge $e$ minimally coupled to a $U(1)$ gauge field $A_\mu$ in a de Sitter background. We will work in the flat slicing and in conformal coordinates in which the metric reads

$$g_{\mu\nu} = a^2 \eta_{\mu\nu} \quad \text{with} \quad a = \frac{-1}{H\tau} \quad (-\infty < \tau < 0),$$

(2.1)
where \(a\) is the scale factor, \(H^{-1}\) is the de Sitter scale and \(\tau\) is the conformal time. The physical time \(t\) is defined by \(dt = a d\tau\). The action for scalar QED is given by

\[
L_{s\text{QED}}[\phi, A] = - (D_\mu \phi)^* D^\mu \phi - m^2 \phi^* \phi - \frac{1}{4} F_{\mu\nu} F^{\mu\nu},
\]

where \(D_\mu = \nabla_\mu - ie A_\mu\), \(m\) is the mass and \(F_{\mu\nu} = \nabla_\mu A_\nu - \nabla_\nu A_\mu\). Here, we will be primarily interested in the case of a constant external electric field \(E\), say in the \(z\) direction. We may then choose the gauge field to be

\[
A_\mu = \frac{E}{H^2} \delta_\mu^z,
\]

so that \(F_{\mu\nu} F^{\mu\nu} = -2E^2 = \text{constant}\). \(^3\) For the time being, we will not be concerned with the origin of the electric field. Rather, we shall study its effect on the vacuum of the charged scalar.

We proceed with the canonical quantization of \(\phi\) in a constant electric field (see appendix A for details on notation and conventions). After introducing the canonically normalized field, \(q \equiv a \phi\), the equations of motion in Fourier space for the mode functions read \(^3\)

\[
q_k'' + \omega_k^2 q_k = 0, \quad \omega_k^2 = k^2 + 2(aH)\lambda kr + (aH)^2 \left(\frac{1}{4} - \mu^2\right),
\]

where \(k^2 = k_x^2 + k_y^2 + k_z^2\) is the co-moving wave-number, \(q' = \partial_\tau q\) and we introduced the notation \(^3\)

\[
\lambda = \frac{eE}{H^2}, \quad r = \frac{k_z}{k} \quad \text{and} \quad \mu^2 = \frac{9}{4} - \frac{m^2}{H^2} - \lambda^2.
\]

Note that \(r < 0\) corresponds to “downward” tunneling and \(r > 0\) to “upward” tunneling. This notation comes from the semi-classical approximation where the tunneling rate is approximately given by the Euclidean action. In the Euclidean manifold charged particles follow circular trajectories that upon analytic continuation to the Lorentzian manifold become hyperbolic trajectories (see appendix D). This is illustrated in figure 1.

The exact solution to eq. (2.4) is given in terms of the Whittaker function \([1–3]\) as

\[
q_k = \frac{e^{-\pi \lambda r/2}}{\sqrt{2k}} W_{i\lambda r, \mu}(2i k \tau).
\]

It can be shown that \(W_{i\lambda r, \mu}(2i k \tau)\) is the positive frequency solution in the asymptotic past \((-k \tau \to \infty)\). It will be useful to decompose the mode function in terms of the Whittaker function \(M_{i\lambda r, \mu}\) as

\[
q_k = \frac{e^{i\pi \mu/2}}{2\sqrt{-ik \mu}} \left[ \alpha_k M_{i\lambda r, \mu}(2i k \tau) + \beta_k (M_{i\lambda r, \mu}(2i k \tau))^* \right],
\]

\(^3\)In order to dynamically sustain such constant electric field in an expanding background we would need to consider that there is a source term feeding the electric field. This can be done by considering a coupling of the gauge field to a slowly rolling scalar field \([38]\). The total action then is given by

\[
\mathcal{L} = \mathcal{L}_{s\text{QED}}[\phi, A] + \mathcal{L}_{\text{source}}[\varphi, A] \quad \text{where} \quad \mathcal{L}_{\text{source}}[\varphi, A] = -\frac{1}{2} \nabla_\mu \varphi \nabla^\mu \varphi - V(\varphi) - \frac{f^2(\varphi)}{4} F_{\mu\nu} F^{\mu\nu}
\]

with \(f(\varphi) \propto a^{-2}\) (see refs. \([38, 40]\)). This type of couplings have been considered in anisotropic inflation \([38]\) and in inflationary magnetogenesis (for recent reviews see \([15–17]\)). As it has been pointed out in ref. \([40]\), it is important to note that, in such a case, the electric coupling is changing rapidly and that one should take this variation into account when computing the Schwinger current in these scenarios.
where $|\alpha_k|^2 - |\beta_k|^2 = 1$. For imaginary values of $\mu$, which correspond to large mass or large electric field, the function $M_{i,\lambda r,\mu}(2i\kappa \tau)$ corresponds to the positive frequency solution with respect to cosmological time in the asymptotic future ($-k\tau \to 0$). In other words, in the limit where the semi-classical approximation is expected to hold, $\mu = i|\mu|$ and $|\mu| \gg 1$, there is also a well-defined adiabatic vacuum at future infinity. Thus $\alpha_k$ and $\beta_k$ are the Bogolioubov coefficients and in particular the number of created particles in the asymptotic future is given by [3]

$$|\beta_k|^2 = \frac{e^{-2\pi \lambda r} + e^{-2\pi |\mu|}}{2 \sinh(2\pi |\mu|)}. \quad (2.8)$$

In the semi-classical approximation one considers that the pairs are created at the time of maximum violation of the adiabatic condition. For given value of $k$, this occurs at around the time when [2, 3]

$$k = k_c \approx c \times aH|\mu| \quad \text{where} \quad c \approx \begin{cases} 1 & (\lambda \gg 1, m/H) \\ \sqrt{2} & (m/H \gg 1, \lambda) \end{cases} \quad (2.9)$$

and we introduced a constant $c$ in order to parametrize the uncertainty in the time of creation (see appendix B for details). As we shall see, the numerical coefficient $c$ will be important in the semi-classical calculation since the result will depend on the cut-off. The total number of created particles per unit co-moving volume is then given by

$$N = \frac{1}{(2\pi)^3} \int d^3k |\beta_k|^2 = \frac{1}{4\pi^2} \int_{-1}^{1} dr \int_{0}^{k_c} dk k^2 |\beta_k|^2 = \frac{c^3 a^3 H^3 |\mu|^3}{12\pi^2 \sinh(2\pi \mu)} \left( e^{-2\pi \mu} + \frac{\sinh(2\pi \lambda)}{2\pi \lambda} \right), \quad (2.10)$$

where we have used $k_c$ as the highest value of the momentum for which the pairs have been created at the given time. The total number of pairs created per unit physical volume is thus $n = N/a^3$. We will now proceed to compute the renormalized current and then we will compare it with the semi-classical approximation separately.
3 Regularized expectation value of the induced current

Functional differentiation of the action eq. (2.2) with respect to $A_\mu$ yields

$$\nabla_\mu F^{\nu \mu} = J^\nu \quad (3.1)$$

where

$$J_\mu = -\frac{ie}{2} \left\{ \phi^\dagger D_\mu \phi - \phi (D_\mu \phi)^\dagger \right\} \text{h.c.} \quad (3.2)$$

The expectation value of the current in the in vacuum state vanishes in all components except for the $z$-direction, which is given by

$$\langle 0 | J_z | 0 \rangle = \frac{2e}{a^2} \int \frac{d^3k}{(2\pi)^3} (k_z - eA_z) |q_k|^2. \quad (3.3)$$

By substituting the large argument expansion ($-k\tau \gg 1$) for the Whittaker function, i.e.

$$W_{\lambda r, \mu} (2ik\tau) = e^{-2ik\tau} (2ik\tau)^{\lambda r} \left( 1 + \frac{\mu^2 - (\lambda + 1/2)^2}{2ik\tau} + O((2ik\tau)^2) \right), \quad (3.4)$$

into eq. (3.3), it can be seen that the expectation value presents both quadratic and logarithmic divergences in the momentum, which we temporarily sidestep by introducing an ultraviolet regulator $\zeta$. In terms of $\zeta$, the integral (3.3) can be solved analytically by using the Mellin-Barnes integral representation for the Whittaker function. This procedure was first used in 1+1 dS [2] and later in 3+1 dS [3]. We obtain the same result in 3+1 as ref. [3] (which includes a detailed derivation). The expectation value of the current is given by

$$\langle J_z \rangle = aHe^{2} \frac{E}{4\pi^2} \lim_{\zeta \to \infty} \left[ \frac{2}{3} \left( \frac{\zeta}{aH} \right)^2 + \frac{1}{3} \ln \frac{2\zeta}{aH} - \frac{25}{36} + \frac{\mu^2}{3} + \frac{\lambda^2}{15} + F(\lambda, \mu, r) \right], \quad (3.5)$$

where for convenience we have defined

$$F(\lambda, \mu, r) \equiv \frac{45 + 4\pi^2 (-2 + 3\lambda^2 + 2\mu^2)(\lambda \cosh(2\pi \lambda) - \mu \sinh(2\pi \mu))}{12\pi^3 \lambda^2 \sin(2\pi \mu)} \frac{45 + 8\pi^2 (-1 + 9\lambda^2 + \mu^2) \mu \sinh(2\pi \lambda)}{24\pi^4 \lambda^3 \sin(2\pi \mu)}$$

$$+ \text{Re} \left\{ \int_{-1}^{1} dr \frac{i}{16 \sin(2\pi \mu)} (\frac{-1 + 4\mu^2 + (7 + 12\lambda^2 - 12\mu^2) r^2 - 20\lambda^2 r^4}{-1 + 4\mu^2 + (7 + 12\lambda^2 - 12\mu^2) r^2 - 20\lambda^2 r^4}) \right\} \left( e^{-2\pi r \lambda} + e^{2\pi i \mu} \psi \left( \frac{1}{2} + \mu - ir \lambda \right) - e^{-2\pi r \lambda} + e^{-2\pi i \mu} \psi \left( \frac{1}{2} - \mu - ir \lambda \right) \right). \quad (3.6)$$

As expected, the current contains a term which is quadratic in $\zeta$, as well as the logarithmic term. Instead of using an adiabatic subtraction scheme as in ref. [3], which is not manifestly gauge-invariant, we employ the Pauli-Villars regularization [2] (see ref. [5] for the point-splitting regularization). In Pauli-Villars one introduces additional auxiliary fields which may have the wrong kinetic sign (thus regarded as ghosts) in order to cancel the divergences. The mass of the auxiliary fields is then sent to infinity, rendering them completely non-dynamical. This simple mechanism works well at 1-loop level and manifestly preserves gauge invariance. In our current case, we need to introduce 3 extra heavy fields that satisfy

$$\sum_{i=0}^{3} \text{sign}(i) = 0 \quad \text{and} \quad \sum_{i=0}^{3} \text{sign}(i)m_i^2 = 0. \quad (3.7)$$
where \( i = 0 \) is the original field \( \phi \). Two of the extra fields will have the wrong sign and one of them will have the normal sign. We choose \( \text{sign}(i) = (-1)^i \) and \( m_0 = m \) (the original scalar), \( m_2^2 = 4\Lambda^2 - m^2 \) and \( m_3^2 = 2\Lambda^2 \), where \( \Lambda \) is a large scale which will be sent to infinity and plays the role of the regulator. Note that in the presence of the auxiliary fields, the momentum integrals are finite, and the momentum regulator \( \zeta \) drops out. Indeed, in the large mass limit we have

\[
\langle J_z \rangle_i \approx aH^2 E \frac{e^2}{4\pi^2} \lim_{\zeta \to \infty} \left[ \frac{2}{3} \left( \frac{\zeta}{aH} \right)^2 + \frac{1}{3} \ln \frac{2\zeta}{aH} - \frac{25}{36} + \frac{\mu^2}{\zeta} + \frac{3\lambda^2}{15} - \frac{1}{6} \ln \frac{m_i^2}{H^2} + O \left( \frac{m_i^2}{H^2} \right) \right].
\]

(3.8)

The regularized current is the sum of all contributions, i.e.

\[
\langle J_z \rangle_{\text{reg}} = \lim_{\Lambda \to \infty} \sum_{i=0}^3 \text{sign}(i) \langle J_z \rangle_i,
\]

(3.9)

which after a short algebra reads

\[
\langle J_z \rangle_{\text{reg}} = aH^2 E \frac{e^2}{4\pi^2} \lim_{\Lambda \to \infty} \left[ \frac{1}{6} \ln \frac{\Lambda^2}{m^2} - \frac{1}{6} \ln \left( 1 - \frac{m^2}{4\Lambda^2} \right) + \frac{1}{6} \ln \frac{m^2}{H^2} - \frac{2\lambda^2}{15} + F(\lambda, \mu, r) \right].
\]

(3.10)

This expression no longer contains the momentum regulator \( \zeta \), but only the mass regulator \( \Lambda \). Now, the second logarithm goes to zero when \( \Lambda \to \infty \), so we can drop it. The remaining divergence can be reabsorbed into a renormalization of the charge. To see that, we look at the equations of motion for the gauge field eq. (3.1). We find that for a constant electric field the left hand side of eq. (3.1) reads

\[
\nabla^\mu F_{\nu\mu} = -2(aH)E \delta_\nu^z.
\]

(3.11)

It should be noted that this term is actually the so-called Hubble friction, responsible for the dilution of the electric field lines with the expansion of the universe (as mentioned above, some source is needed to keep the field constant, as for instance a coupling to a rolling scalar). Interestingly, the term (3.11) has the same linear dependence in the electric field and \( H \) as the first term in (3.10). Thus, we can absorb the latter in a counter term in the action of the form

\[
L_{\text{ct}}[A] = -Z_3 \frac{F_{\mu\nu}F^{\mu\nu}}{4},
\]

(3.12)

where \( Z_3 = -\frac{e^2}{48\pi^2} \ln \frac{\Lambda^2}{m^2} \). In other words, the charge is renormalized to

\[
e^2_\Lambda \left( \frac{1}{1 - \frac{e^2}{48\pi^2} \ln \frac{\Lambda^2}{m^2}} \right).
\]

(3.13)

This renormalization of the electric charge was also observed in the point-splitting scheme [5]. Here, we point out that

\[
\beta_e \equiv \frac{de_\Lambda}{d\ln \Lambda} = \frac{e^3_\Lambda}{48\pi^2},
\]

(3.14)

is indeed the known beta function for scalar QED [48]. It is important to realize that in renormalizing the charge we have assumed that the relevant scale of the system is the
mass of the charge carrier $m$. That is, $e^2$ represents the effective coupling at the energy scale corresponding to the mass $m$. In the infrared limit where $m/H \ll 1$ the remaining logarithmic term (the third one in eq. (3.10)) gives a large negative contribution that can be eliminated by running the effective coupling to the Hubble scale which we shall call $e_H$. This is related to $e$ by

$$e_H^2 = \frac{e^2}{1 - \frac{e^2}{48\pi^2} \ln \frac{H}{m}}.$$ (3.15)

We shall come back to this issue in section 6, when we discuss the possibility of infrared negative conductivity.

We can now take the cut-off to infinity and the regularized current reads

$$\langle J_z \rangle_{\text{reg}} = aH \frac{e^2 E}{4\pi^2} \left[ \frac{1}{6} \ln \frac{m^2}{H^2} - \frac{2\lambda^2}{15} + F(\lambda, \mu, r) \right],$$ (3.16)

in agreement with refs. [3, 5]. We are ready to study the limits of the induced current. On one hand, in the strong field limit ($\lambda \gg 1, m/H$) one recovers the result from the Schwinger effect in flat space [3], i.e.

$$\langle J_z \rangle_{\text{reg}} \approx \text{sign}(E) \frac{aH}{12\pi^3} \frac{|e|^3 E^2}{H^2} e^{-\frac{\pi m^2}{|e|E}}.$$ (3.17)

Looking at eq. (3.16), this contribution comes from the cosh term in the second line. The real part of the integral in eq. (3.6) (the second and third lines) gives a $2\lambda^2/15$ that cancels the second term of eq. (3.16). This result is in good agreement with the semi-classical approximation [2, 3], as we will see later in section 5.

On the other hand, if we expand around $m^2/H^2 + \lambda^2 \ll 1$ we find [2, 3]

$$\langle J_z \rangle_{\text{reg}} \approx aH \frac{3|e|^2 E}{4\pi^2} \frac{1}{m^2 + \lambda^2}.$$ (3.18)

This limit of eq. (3.16) (see also eq. (3.6)) comes from the fractions with hyperbolic functions that contributes 5/6 of the result and the real part of the integral contributes the remaining 1/6. For $m^2/H^2 \ll \lambda^2$ this corresponds to infrared hyperconductivity with $\langle J_z \rangle_{\text{reg}} \propto E^{-1}$.

To illustrate the behavior of the current, we define the dimensionless conductivity

$$\sigma_z = \frac{\langle J_z \rangle_{\text{reg}}}{e^2 E / aH}.$$ (3.19)

Note that $J^\mu J_\mu = a^{-2} J_{\text{reg}}^2$, so $J_z/a$ is actually the physical current. A numerical study shows that there is a narrow parameter region $(m/H < 3 \times 10^{-3}$ and $\lambda \sim 1 - 10$) in which (3.16) becomes negative [3, 5]. Nonetheless, this is entirely due to the term proportional to $\ln(m^2/H^2)$ in (3.16), which as mentioned before can be absorbed in a redefinition of the coupling constant. Dropping this term, the bosonic current is positive for all values of parameters. In figure 2 we plot the behavior of the conductivity for different parameters. In the left hand side, we can see how in the strong field limit all the conductivities come to the same (almost) linear behavior. Also for light enough fields (see the orange line with $m/H = 0.001$) the conductivity becomes negative if we keep the logarithmic term (solid line), but it is everywhere positive if this term is dropped (dashed line). On the right hand side
we can see that in the massive limit, the conductivities behave as a power of the mass. In both plots, the expected exponential behavior is show in dashed lines. In these limits where \( |\mu| \gg 1 \), one expects the semi-classical approximation to work well but it seemingly does not \([3, 5]\). We will reconcile the two approaches in the following sections.

4 Cosmological production of heavy pairs

Let us now consider the limit of a large mass and weak to moderate electric field \( (m/H \gg 1, \lambda \lesssim 1) \). In this case, one expects from the semi-classical intuition that the current would be exponentially suppressed as a function of the mass. Instead, one finds that the current contains a series of terms which are only suppressed by inverse powers of the mass \([5]\). More precisely, we have

\[
\langle J_z \rangle_{\text{reg}} \approx a H^3 E \frac{e^2}{4 \pi^2} \left[ \left( \frac{7}{18} - 2 \xi \right) \frac{H^2}{m^2} + \left( \frac{41}{90} + \frac{7}{180} \lambda^2 \right) \frac{H^4}{m^4} + \left( \frac{676}{945} + \frac{19}{90} \lambda^2 \right) \frac{H^6}{m^6} + \left( \frac{401}{315} + \frac{2809}{3150} \lambda^2 + \frac{31}{840} \lambda^4 \right) \frac{H^8}{m^8} + \mathcal{O}\left( \frac{H^{10}}{m^8} \right) - \left( \frac{16 \pi}{9} \frac{m^3}{H^3} + \mathcal{O}\left( \frac{m}{H} \right) \right) e^{-2\pi \frac{m}{H}} \right],
\]

where for later convenience, in this expression we allowed for a non-minimal coupling of the scalar field to gravity. In other words, in the standard result we replaced the mass \( m \) by

\[
m^2 \to m^2 + \xi R
\]
and then we expanded the logarithmic term in the current (3.10) before the renormalization of the charge as

\[ \ln \frac{\Lambda^2}{m^2} \rightarrow \ln \frac{\Lambda^2}{m^2} - \frac{\xi R^2}{m^2} + O \left( \frac{\xi^2 R^2}{m^2} \right). \]  

(4.3)

The reason is that we will be interested in the lowest corrections to the renormalized current due to a non-minimal coupling to the curvature.

First of all, note that within the square brackets in the left hand side of eq. (4.1) there are terms that do not depend on the curvature \( H \) at all. These are, for example, the terms with \( \lambda^2 H^4 / m^4 = e^2 E^2 / m^4 \) and \( \lambda^4 H^8 / m^8 = e^4 E^4 / m^8 \). This means that they will be present even in the flat space-time limit (\( H \rightarrow 0 \)). Therefore, for \( m^2 \gg eE \), such terms should coincide with the effective non-linearities of the electric field after integrating out the massive field (see figure 3). These are encoded in the effective action for scalar QED in flat space-time, which in the limit of large mass is the so-called Euler-Heisenberg Lagrangian (see ref. [45] for a review), and its generalization to curved space. For the case of scalar QED this was given in ref. [49]. The flat space Lagrangian and the leading correction due to spacetime curvature are respectively given by

\[
L_{\text{eff flat}} = \frac{e^4}{5760 m^4 \pi^2} \left[ \frac{1}{4} \left( F_{\mu\nu} F^{\mu\nu} \right)^2 + \left( F_{\mu\nu} \tilde{F}^{\mu\nu} \right)^2 \right] - \frac{e^6}{80640 m^6 \pi^2} F_{\mu\nu} F^{\mu\nu} \left[ \frac{31}{4} \left( F_{\mu\nu} F^{\mu\nu} \right)^2 + \frac{77}{16} \left( F_{\mu\nu} \tilde{F}^{\mu\nu} \right)^2 \right] + \ldots \quad (4.4)
\]

and

\[
L_{\text{eff curv}} = \frac{e^2}{16 \pi^2 m^2} \left[ \frac{1}{12} \left( \xi - \frac{1}{6} \right) R F_{\mu\nu} F^{\mu\nu} - \frac{1}{90} R_{\mu\nu\alpha\beta} F^{\mu\nu} F^{\alpha\beta} \right. \\
\left. - \frac{1}{180} R_{\mu\nu\alpha\beta} F^{\mu\nu} F^{\alpha\beta} + \frac{1}{60} \nabla^\alpha F_{\alpha\mu} \nabla_\beta F^{\beta\mu} \right] + \ldots \quad (4.5)
\]

where the ellipses indicate higher dimension operators suppressed by higher powers of the mass. If we add these terms to the standard Maxwell Lagrangian, and in the presence of a classical current \( J_{\text{cl},\nu} \), we obtain the following equation of motion:

\[
\nabla^\mu F_{\mu\nu} - J_{\text{EH},\nu}^{\text{eff}} = J_{\text{cl},\nu}, \quad (4.6)
\]
where $J_{\text{EH},
u}^{\text{eff}} \equiv J_{\text{flat},
u}^{\text{eff}} + J_{\text{curv},
u}^{\text{eff}}$. Here,

$$
J_{\text{flat},z}^{\text{eff}} = aH \frac{e^2E}{4\pi^2} \left[ \frac{7}{180} \lambda^2 \frac{H^4}{m^4} + \frac{31}{840} \lambda^4 \frac{H^8}{m^8} \right] + \ldots ,
$$

$$
J_{\text{curv},z}^{\text{eff}} = aH \frac{e^2E}{4\pi^2} \left[ \frac{7}{18} - 2\xi \right] \frac{H^2}{m^2} + \ldots .
$$

Interestingly, the terms in eq. (4.7) exactly match the terms number 1, 2, 4 and 9 from eq. (4.1). We expect to recover the remaining terms if we consider higher order corrections in the effective action. For example, operators of the form $(e^2/m^4)R^2F_{\mu\nu}F^{\mu\nu}$ or $(e^4/m^6)R(F_{\mu\nu}F^{\mu\nu})^2$ would yield terms proportional to $(H^4/m^4)$ and $\lambda^2(H^6/m^6)$ respectively in the equations of motion for $A_\mu$. This leads us to conclude that all the terms which are an inverse power law of $m/H$ are due to the Euler-Heisenberg corrections from the quantum effective action.

Although here we have focused on the case of scalar charges, a similar conclusion applies to fermions. In appendix C we confirm that the leading terms in the expansion in inverse powers of the mass which were found for fermionic currents in [4], can be derived from the EH lagrangian in fermionic QED (see eqs. (C.4) and (C.6)).

At this point, it should be noted that the correction terms $L_{\text{flat}}^{\text{eff}}$ and $L_{\text{curv}}^{\text{eff}}$ are gauge invariant, so $J_{\text{EH},\nu}^{\text{eff}}$ is identically conserved. For that reason, it cannot transport the actual charges which make up the current $J_{\text{cl},\nu}$ in eq. (4.6), which will also have to be conserved by itself. As mentioned in the introduction, the EH terms generically lead to birefringence of the vacuum [43]. Note that in the quantum effective action we can write

$$
\mathcal{L}_{\text{eff}}[A] = -\frac{1}{4} F_{\mu\nu}G^{\mu\nu\alpha\beta} F_{\alpha\beta}
$$

(4.8)

where the constitutive tensor $G^{\mu\nu\alpha\beta}$ depends on the field strength as well as on the metric. In the presence of background electromagnetic fields, the constitutive tensor becomes non-trivial, and the propagation of linearized electromagnetic waves will depend on polarization. Technically, due to the maximal symmetry of de Sitter, the leading terms in $L_{\text{curv}}^{\text{eff}}$ cannot lead to birefringence, but subleading ones will.

For these two reasons, such contributions should not be attributed to pair creation, but should instead be interpreted as non-linearities in the kinetic term of the electromagnetic field. Thus, we conclude that the current generated through pair creation of heavy scalars is given by

$$
\langle J_z \rangle_{\text{reg, pairs}} \approx -aHe^2 \frac{4}{9\pi} \frac{m^3}{H^3} e^{-2\pi \frac{m}{H}}
$$

(4.9)

Incidentally, this expression has a negative sign, so heavy pairs actually contribute a current that flows opposite to the applied electric field. This strange behavior is not necessarily forbidden in curved space-time. The current could be negative if, initially, the nucleated particles in the pairs move slower than the expansion rate, effectively providing a current that flows opposite to the electric field in the expanding coordinates. The dashed lines in figure 2 for $m > H$ represent the conductivity for the exact regularized current (3.16) with all the power-law terms from eq. (4.1) subtracted. This means that in practice in figure 2 we have removed by hand the digamma function from eq. (3.6) in eq. (3.16) that leads to power-law terms. As we shall see, this is in qualitative agreement with the semi-classical approximation.
Before closing this section, we would like to emphasize that the point of view here is very
different from the maximal subtraction advocated in ref. [5], and so are the physical conclu-
sions. In particular, we are not advocating to drop the contribution $J_{EH}$ altogether. Rather,
this contribution is expected and should be maintained as a correction to the equations of
motion for the electromagnetic field.

5 Semi-classical current

In this section, we will consider the current due to pair creation, by adding the effect of
all individual classical trajectories which are produced. The classical action is given by
$S = -m \int ds + e \int A_\mu dx^\mu$, where $s$ is the invariant interval. For a constant electric field in
the $z$ direction, and in terms of the conformal time $\tau$, we have,

$$ S = \frac{m}{H} \int \frac{d\tau}{\tau} \sqrt{1 - x'^2 - y'^2 - z'^2} + \lambda \int \frac{d\tau}{\tau} z', $$  \hspace{1cm} (5.1)

from which the following first integrals are obtained:

$$ v_x = x' = \frac{-k_x \tau}{A}, \quad v_y = y' = \frac{-k_y \tau}{A} \quad \text{and} \quad v_z = z' = \frac{\lambda - k_z \tau}{A}. $$  \hspace{1cm} (5.2)

Here, $v^i$, with $i = x, y, z$, are the physical velocities relative to the Hubble flow, $k_i$ are
integration constants which correspond to the conserved co-moving momenta and

$$ A^2 = \frac{m^2}{H^2} \gamma^2 = \frac{m^2}{H^2} + \lambda^2 + k^2 \tau^2 - 2k_z \lambda \tau, $$  \hspace{1cm} (5.3)

where we have used eq. (5.2) in order to express the relativistic factor $\gamma = 1/\sqrt{1 - v^2}$ in
terms of $\tau$. It is clear from (5.2) that $k_z > 0$ corresponds to “upward” tunneling and $k_z < 0$
corresponds to “downward” tunneling, since only the latter has a turning point for $z$
at the value of conformal time given by $\tau = k_z/\lambda < 0$. The physical momenta are given by
$p^i = m\gamma x^i$, and we have

$$ p^x = \frac{k_x}{a}, \quad p_y = \frac{k_y}{a}, \quad p^z = \frac{k_z + aH\lambda}{a}. $$  \hspace{1cm} (5.4)

For particles with $k_z < 0$, $p_z$ is initially negative, becoming positive after the turning point.

In terms of the physical momenta, the relativistic factor is given by $\gamma = (1 + p^2/m^2)^{1/2}$.

Let us now compute the current $J_{\mu,sc}$ due to semiclassical pair creation. It consists of
two pieces, one from the trajectories of the pairs after they have been nucleated, and the
other is a virtual current that links the two particles at the moment of nucleation. This
additional piece is necessary for local charge conservation [2]. Hence, we write

$$ J_{\mu,sc} = J_{\mu,\text{pairs}} + J_{\mu,\text{vir}}. $$  \hspace{1cm} (5.5)

The first term can be computed by integrating the current that each pair generates, namely

$$ J_{z,\text{pairs}} = 2ea \int v^z \, dn \approx \frac{e}{2\pi^2 a^3} \int_{-1}^{1} dr \int_{0}^{k_c} dk k^2 |\beta_k|^2 \frac{\lambda - rk\tau}{\sqrt{|\mu|^2 + k^2 \tau^2 - 2rk\lambda \tau}}. $$  \hspace{1cm} (5.6)

Here $dn$ is the differential number density of pairs, that is $dn = (2\pi a)^{-3} d^3 k |\beta_k|^2$, and $v^z \equiv p^z/m\gamma$ is the velocity of the nucleated particles in the $z$ direction given in eq. (5.2). Also,
we approximated $|\mu|^2 \approx (m/H)^2 + \lambda^2$ in the semi-classical regime, since $|\mu| \gg 1$. Expanding the integrand to first order in $\lambda \ll 1$ and then performing the integrals we have

$$J_{\text{z,pairs}} \approx -(aH)e^2E \left\{ 1 - \left( 1 - \frac{c^2}{2} \right) \sqrt{1 + c^2} \right\} \frac{4}{9\pi} \frac{m^3}{H^3} e^{-2\pi M/2},$$  

(5.7)

where we have used the value $k_c = c aH |\mu|$ for the momentum cut-off (see eq. (2.9)), since pairs with higher momenta have not yet been created at time $\tau$. In appendix B we show that in the limit we are considering, the time of creation when the non-adiabaticity is the largest corresponds to $k_c \approx \sqrt{2}|\mu|aH$, and therefore $c = \sqrt{2}$. Substituting in eq. (5.7) we find

$$J_{\text{z,pairs}} \approx -(aH)e^2E \frac{4}{9\pi} \frac{m^3}{H^3} e^{-2\pi M/2}. $$  

(5.8)

Surprisingly, this equation matches the field theory result (4.9) to the dot, after subtraction of the Euler-Heisenberg terms. The reason we find this surprising is that we have not yet considered the contribution of the virtual current $J_{\text{z,vir}}$ linking the pair at the time of creation. In the 1+1 dimensional case, a cancellation between both contributions was necessary in order to obtain the field theory result, but here we obtain it just from the contribution of the real pairs.

For the contribution of the virtual current we consider a space-like world-line connecting the two charges at the moment of creation [2]. For a pair nucleating at the time $t_p$ and centered at the point $x^i_p$, the virtual current is given by

$$J^\mu_{\text{vir,p}}(x) = e \int ds \frac{d\mu}{ds} \frac{1}{a^3} \delta(t - t_p)\delta^{(3)} \left( x^i - x^i_p - \frac{a_0}{a} x^i_0(s) \right)$$  

(5.9)

where $x^i_0(s)$ parametrizes the region where the current is non-vanishing, for a pair nucleating at the origin of coordinates at the time $t = 0$. We take this region to be confined on the time slice $t = 0$ and centered at $x^i = 0$. The constants $x^i_p$ correspond to spacetime translations of the same trajectory. The number of pairs which are created per unit physical time $t_p$ and unit co-moving volume, with $r = k_z/k$ in the interval $dr$ is given by

$$\frac{dN}{d^3x_d t_p} = \frac{dr}{(2\pi)^2} dt_p \int_0^{k_c} |\beta_k|^2 k^3 dk = \frac{H}{(2\pi)^2} dr |\beta_k|^2 k^3, $$  

(5.10)

where in the last step we have used that $k_c \propto a(t_p)$, so $dk_c/dt_p = HK_c$. We can obtain the total current by adding the contribution of all pairs:

$$\frac{dJ_{\text{vir}}}{dr}(x) = \int \frac{dN}{dr} J^{i}_{\text{vir,p}}(x) = \frac{H}{4\pi^2 a^3(t)} dr |\beta_k|^2 k^3(t) \int ds \frac{dx^i}{ds}$$  

(5.11)

By symmetry, the only non-vanishing contribution will be in the $z$ direction,

$$J_{z,\text{vir}} = \frac{eaH}{4\pi^2} \int_{-1}^{1} dr |\beta_k|^2 d_z, c \left( \frac{k_c}{a} \right)^3. $$  

(5.12)

Here,

$$d_z, c = a(t)(\Delta z)_c$$  

(5.13)
is the physical distance between the particles that nucleate at time $t$. For a given value of $r$, $d_{z,c}(r)$ is the same for all pairs at the time of their creation.

In appendix D, we argue that in the large mass $|\mu| \gg 1$ and weak field $\lambda \ll 1$ limit which we are considering, the distance is given by

$$Hd_{z,c} \frac{k_c}{a} \approx -2r m \gamma c - 2H(1 - r^2) f_z(r) |\mu| \lambda [1 + O(\lambda)],$$

(5.14)

where $f_z(r)$ is a smooth even function, with $|f_z| \lesssim 1$. For $r = \pm 1$ the last term containing $f_z(r)$ is absent. In this case the motion is 1+1 dimensional, and the expression for the distance between particle and antiparticle at any given time can be found precisely from the analytic continuation of the Euclidean instanton. The same is true in the absence of electric field, $\lambda = 0$. Unfortunately, for $\lambda \neq 0$ and generic values of $r$, there are no known instanton solutions. In fact, as we discuss in appendix D, such solutions are unlikely to exist for $r^2 \neq 1$, and hence we lack a method to determine $f(r)$ with precision. Nonetheless, we can still use the rough estimate (5.14) for the leading term in the large mass and weak field limit, based on the known limiting cases.

Substituting (5.14) into (5.12), and after expansion in $\lambda$, the integration in $r$ is straightforward and we obtain

$$J_{\text{vir},z} \approx (aH)e^2 E \left\{ \frac{3}{2} \sqrt{1 + c^2} - \frac{9\bar{f}}{8\pi} \right\} \frac{c^2}{9\pi} \frac{m^3}{H^3 e^{-2\pi \frac{\mu}{H}}},$$

(5.15)

where, again, we have substituted $k_c \approx caH|\mu|$. Adding up both contributions we find that semi-classical approximation yields

$$J_{\text{sc},z} = J_{\text{pair},z} + J_{\text{vir},z} \approx -(aH)e^2 E \left( 1 - (1 + c^2)^{3/2} + \frac{9\bar{f}}{8\pi} c^2 \right) \frac{4}{9\pi} \frac{m^3}{H^3 e^{-2\pi \frac{\mu}{H}}}. \quad (5.16)$$

Here we have introduced the constant $\bar{f} \equiv \int_{-1}^{1} (1 - r^2) f(r) dr$, which also has the property $|\bar{f}| \lesssim 1$ and it does not depend on the cut-off, i.e. does not depend on $c$. So we learn that, in contrast with the 1+1 dimensional case, here the total semiclassical current (5.16) does depend on the cut-off. On the other hand, if we could by some method determine $\bar{f}$ more precisely, then we might expect to find for what value of $c$ does the semiclassical current agree with the field theory result, eq. (4.9).

Finally, let us recall that the criterion of maximum violation of adiabaticity leads to the value $c = \sqrt{2}$ for the cut-off. For that value $J_{\text{pair},z}$ given in (5.8) already matches the field theory result for the exponentially suppressed part of the current, so we are strongly led to infer that if this value of $c$ is indeed a good estimate for the time of pair creation, then the virtual current (averaged over all orientations $r$ of the pair) is negligible. We should also stress that the method we have attempted here in order to evaluate this current worked very well in 1+1 dimensions. Nonetheless, in the present 3+1 dimensional context, generic pairs with $r \neq 1$ cannot be described by the analytic continuation of Euclidean solutions. For that reason, the semiclassical picture which we have adopted in order to calculate this piece may have missed some subtlety of the process of pair creation. Investigation of this issue is left for further research.

For the strong field limit ($\lambda \gg 1, m/H$) we find that

$$J_{\text{sc},z} \approx \text{sign}(E) \frac{aH}{12\pi^3} |c|^3 E^2 \frac{e^{\frac{\mu}{H} - E}}{H^2 e^{-hE^2}}. \quad (5.17)$$
Figure 4. Absolute value of the conductivity as a function of $\lambda = eE/H^2$. Full lines correspond to the regularized conductivity (reg), dashed lines to the regularized conductivity with the digamma function subtracted (sub) and dotted lines correspond to the semi-classical approximation (sc). We indicated with an arrow the point where $\sigma_z$ changes sign ($\sigma_z > 0$ at the right and $\sigma_z < 0$ at the left of the point). In the semiclassical approximation we have used only eq. (5.6) with $k_c = aH|\mu|$ for $\lambda > m/H$ and $k_c = \sqrt{2}aH|\mu|$ for $\lambda < m/H$. Because of this choice there is a change of sign at $\lambda = m/H$. See how the subtracted and semiclassical current (from the pairs only) agree quite well for all values of the electric field. On the left hand side we have $m/H = 10$ and on the right hand side $m/H = 100$.

Using the value $c = 1$ from eq. (2.9) (found in appendix B) one recovers eq. (3.17). In this regime, most of the pairs are nucleated with $r = -1$ and at a short distance from each other compared with the Hubble scale, so the virtual current is negligible.

We plot in figure 4 the comparison between the semi-classical current (in dotted lines) due to the pair production eq. (5.6) with the conductivity for the regularized current eq. (3.16) (in full lines) and the regularized current with the Euler-Heisenberg terms (4.1) subtracted (in dashed line). We plotted them only for $m/H > 1$ as otherwise the semi-classical approximation breaks down and it is not clear how to identify the terms due to vacuum birefringence. In the calculation of the semiclassical current we have used that $k_c = aH|\mu|$ for $\lambda > m/H$ and $k_c = \sqrt{2}aH|\mu|$ for $\lambda < m/H$. It should be noted that have neglected the virtual currents for the reasons explained above. We approximated the result by matching at $\lambda = m/H$ and, thus, there is a change of sign at that value. Nevertheless, note that the change of sign is not so far from the change of sign of the EH subtracted current (dashed lines). We indicated with arrows the points where the conductivity flips sign and becomes negative.

6 Infrared negative conductivity?

In this section we would like to analyze whether negative infrared conductivity should really be taken seriously, or whether it may have any physical consequences. As pointed out in [4], in the presence of a negative conductivity the electric field may experience an instability. Here we would like to be more precise about this idea.

Due to cosmic dilution, the instability will only be effective when the negative conductivity exceeds a certain threshold. Indeed, the equations of motion for the electric and
magnetic fields measured by a cosmic observer, are given by [17]

\[ \dot{E}^\kappa + 2HE^\kappa = a^{-1} \text{curl}(B)^\kappa - aJ^\kappa \quad \text{and} \quad \dot{B}^\kappa + 2HB^\kappa = -a^{-1}\text{curl}(E)^\kappa, \]

(6.1)

where we have introduced the “physical” electric and magnetic fields \( E^\mu = a\bar{E}^\mu \) and \( B^\mu = a\bar{B}^\mu \), with \( \bar{E}^\mu = F^{\mu\nu}u_\nu, \bar{B}_\mu = \frac{1}{2}\epsilon_{\mu\nu\alpha\beta}u^\nu F^{\alpha\beta} \) and \( u_\nu dx^\nu = -dt \). Also, \( \text{curl}(\bar{B})^\kappa = \epsilon^{\kappa\beta\mu\nu}u_\nu \nabla_\beta \bar{B}_\mu \).

Let us for the moment consider the case of a homogeneous electric field, so we can also drop the magnetic term in (6.1). Since \( J^\kappa = a^{-1}\sigma e^2 HE^\kappa \), we find that the instability occurs when the current becomes negative with

\[ e^2|\sigma| > 2 \]

(6.2)

Above that threshold, we would have an exponential growth of the electric field, at least in the linear regime.

Infrared logarithmic terms in the renormalized current may become negative, both for bosons and fermions. The dimensionless conductivity of the induced current for fermions in the weak field \((\lambda \ll 1)\) and the small mass limit \((m \ll H)\) is given by [4]

\[ \sigma_\psi = \frac{1}{3\pi^2} \left( \ln \frac{m}{H} + \gamma_E - 1/6 + O\left(\frac{m^4}{H^4}\right) \right), \]

(6.3)

where \( \gamma_E \approx 0.577 \) is Euler’s constant. For example, if the instability were to take place during inflation, we can use \( H \lesssim 10^{-6}M_{\text{pl}} \sim 2 \times 10^{12}\text{GeV} \), where \( M_{\text{pl}}^2 = (8\pi G)^{-1} \), and light fermions with \( m \gtrsim \text{MeV} \), so that we have \( m/H \gtrsim 10^{-15} \). Hence, the conductivity may easily be negative, but with \(|\sigma_\psi| \lesssim 1\), which at weak coupling is well below the threshold (6.2).

Naively, one might think that in order to reach that threshold it is enough to increase the number of charged species. Their contributions would add up, and only a moderately large number of species would be needed,

\[ N_\psi \gtrsim e^{-2} \sim 100. \]

(6.4)

However, in view of our discussion of the renormalization of the current in section 3, around eq. (3.13), it is clear that the coefficient in front of the logarithmic term is related to the renormalization of the electric charge. Indeed, we will now argue that in the regime where negative conductivity is supposed to occur, the theory has a ghost instability, even in flat space.

First of all, we note that, repeating the same steps that we indicated in section 3, here we can absorb the logarithmic term into a running of the coupling constant, so that

\[ e^2_H = \frac{e^2}{1 - \frac{N_\psi e^2}{12\pi^2} \ln \frac{H^2}{m^2}}. \]

(6.5)

This running indeed corresponds to the standard beta function for fermionic QED in flat space \( \beta^\psi_e = N_\psi e^3/(12\pi^2) \). This is interesting, because the way we inferred in section 3 that the logarithmic terms renormalize the charge, is by noting that they have the same form as the friction term in eq. (6.1), and hence can be reabsorbed in a wave function renormalization \( Z_3 \).

Hence, it should not come as a surprise that the condition (6.2) is satisfied only above the energy corresponding to a Landau pole. We can indeed rewrite (6.5) as

\[ e^2_H = \frac{e^2}{1 + e^2 \sigma_\psi/2}, \]

(6.6)
where we use the expression (6.3) for infrared conductivity. For negative $\sigma_\psi$, and above the threshold (6.2) the denominator becomes negative, indicating that the kinetic term for the photon has flipped sign. We thus conclude that the instability of the electric field in de Sitter space is unrelated to any effects of curvature, but it is simply due to the fact that we are exploring the theory at energies which are above the Landau pole. In such regime, the theory is not well behaved, because the Maxwell field is a ghost.

Ghosts are rather pathological in 3+1 dimensional local field theory, due to a catastrophic UV instability of the vacuum to production of pairs of positive energy particles accompanied by the production of ghosts. This pathology might be remedied by some drastic change in the UV structure of the theory, so that interactions become non-local above a certain energy scale. In this case, the vacuum might become long lived (see e.g. [50] and references therein). For the sake of argument, let us side-step for the moment the UV catastrophe, and consider what would be the fate of a long wavelength ghost electric field.

Note that eq. (6.3) is independent of the electric field for $\lambda \ll 1$. Taking the negative conductivity at face value, as in the analysis of ref. [4], and for a standard kinetic term for the electric field, this would lead to the exponential instability

$$E \propto a^{[\sigma_\psi]^{-2}}.$$  \hspace{1cm} (6.7)

As a result, $\lambda$ would grow, the negative conductivity would decline, and a saturation value $E_s$ would be reached, with nearly vanishing conductivity. $|\sigma(E_s)| \approx 2$. The value of $E_s$ depends on the fermion masses, but in the mass range mentioned above we would have [4]

$$E_s \sim \frac{100}{e} H_s^2.$$  \hspace{1cm} (6.8)

However, in view of our discussion above, this picture needs revision. Indeed, after we reabsorb the logarithmic term in eq. (6.3) in a redefinition of the charge, the electric field becomes a ghost, and the remaining piece in the conductivity becomes positive

$$\bar{\sigma} = \frac{N_\psi}{3\pi^2} \left( \gamma_E - 1/6 + O \left( \frac{m^4}{H^4} \right) \right) > 0.$$  \hspace{1cm} (6.9)

Since the electric field is now a ghost, this leads, for $\lambda \ll 1$, to the exponential instability

$$E \propto a^{\bar{\sigma}^{-2}},$$  \hspace{1cm} (6.10)

provided that $\bar{\sigma} > 2$. In eq. (6.9) we have only displayed the fermionic contributions, but in general the (positive) bosonic contributions should also be included. Further corrections which become important for $\lambda \gtrsim 1$ are also positive, and do not change the fact that $\bar{\sigma} > 2$. In particular, for $\lambda \gg 1$ the conductivity grows linearly with $E$. Therefore, instead of reaching a saturation value $E_s$, the electric field grows superexponentially and without bound.

We conclude that the instability due to an apparent negative conductivity is actually a ghost instability, and that instead of leading to a saturation value for the electric field, it naturally leads to a catastrophic runaway growth. Of course, none of these catastrophes happen if we stay in the weak coupling regime along the RG flow from the scale $m$ to the scale $H$. In this case the Maxwell field is not a ghost and we do not have a spontaneous electrification of de Sitter.
In this section, we consider a heuristic derivation of eq. (3.18), which corresponds to the regime of IR hyperconductivity. As we shall see, this phenomenon is related to the Higgsing of the Maxwell field by the fluctuating charged scalar. Our discussion clarifies the possible relevance of hyperconductivity in scenarios of magnetogenesis.

As it is well known, light fields in de Sitter tend to develop a large mean squared value. For a real scalar field in the Bunch Davies vacuum the expectation value is given by 
\[ \langle \phi^2 \rangle \approx \frac{3}{4\pi^2} \frac{H^4}{m^2 + \lambda^2}. \]  
(7.1)

The overall relative factor of 2 is due to contributions from real and imaginary part of the charged field. This expectation value gives a mass to the electromagnetic field given by
\[ M_A^2 = e^2 \langle \phi^* \phi \rangle = \frac{3e^2}{4\pi^2} \frac{H^2}{m^2 + \lambda^2}, \]  
(7.2)

which turns the medium into a superconductor. When the electric field is massive, it cannot exist in vacuum: it is quickly depleted through a current of the charged scalar field that gives mass to the U(1) field. Indeed, we can derive eq. (3.18) by looking at the equation of motion for a massive gauge field, which reads
\[ \nabla_\mu F^{\mu\nu} = -M_A^2 A_\nu. \]  
(7.3)

The mass term in this equation can be interpreted as an effective current 
\[ J_z = -M_A^2 A_z. \]  
(7.4)

from which eq. (3.18) follows after using (7.2).

Let us now argue that hyperconductivity is not necessarily a major hindrance for magnetogenesis scenarios. The challenge in such scenarios is to provide a source for the electric field (such as for instance the coupling to a rolling scalar field described in footnote 3 of section 2) which compensates for the cosmic dilution of the field lines, or “Hubble friction”. This is represented by the term in the right hand side of eq. (3.11). Comparing this to (7.4), it is clear that the effect of hyperconductivity will be negligible relative to Hubble friction provided that
\[ M_A^2 \ll 2H^2. \]  
(7.5)

For instance, in the regime \((m/H)^2 \ll \lambda^2 \ll 1\) with \(3e^2/(4\pi^2) \ll \lambda^2\), eq. (3.18) yields the hyperconducting behavior \(J_z \propto E^{-1}\), but the mass of the gauge boson is very small \(M_A^2 \ll H^2\), so the effect of the current is negligible. On the other hand, for \(3e^2/(4\pi^2) \gtrsim \lambda^2\) the electric field can be quite massive, \(M_A^2 \gtrsim H^2\). Naively, this seems to preclude the possibility of inflationary magnetogenesis. However, even in this second case, the actual dynamics can be more interesting.

Indeed, note that eq. (7.1) is just a stationary statistical average, which is only established after many e-foldings of inflation. If the field starts near \(\phi = 0\) on the initial Hubble
patch, then we have \( \langle \phi^* \phi \rangle \approx H^3 t / (2 \pi^2) \approx NH^2 / (2 \pi^2) \), where \( N \) is the number of e-foldings since the beginning. The growth of the field is a Brownian process of step \( \Delta \phi \sim (H/2 \pi) \) for each field component, which takes place each Hubble time and proceeds independently in different Hubble patches. The Brownian spreading is opposed by the classical drift due to the mass of the charged field, until the stationary distribution is established. Note, however, that if the number of e-foldings since the beginning of inflation is not too large, the effective mass of the gauge boson can still be very far from its stationary expectation value (7.2), and we have instead

\[
M_A^2 \approx \frac{e^2 N}{2 \pi^2} H^2. \tag{7.6}
\]

In this case, the effect of hyperconductivity will be negligible provided that

\[
e^2 N \ll 2 \pi^2, \tag{7.7}
\]

which is easy to achieve at weak coupling and with a moderate overall number of e-foldings.

We conclude that, as a matter of principle, a light charged scalar can cause the gauge boson to be very massive during inflation. This would preclude magnetogenesis in those regions where the charged scalar takes a large expectation value, due to its random brownian motion caused by quantum fluctuations. However, if the scalar field is near the origin at the time when the scale which corresponds to our visible universe first crossed the horizon, then the gauge field remains relatively light throughout inflation. In this case, the effect of hyperconductivity on magnetogenesis is completely negligible at weak coupling.

8 Conclusions

We have reconsidered the Schwinger effect in de Sitter, addressing several puzzling features which seem to arise in different parameter ranges [3–5]. In particular, we have explained the origin of the terms which are only power-law suppressed for large masses and weak fields (instead of having the expected exponential suppression). We have also clarified the nature of the negative currents which have been reported in the literature for light bosonic carriers in weak to moderate electric fields, and also for fermionic charge carriers of any mass below a certain threshold value for the electric field. In addition, we have provided a heuristic derivation of the regime of hyperconductivity, which is connected with the Higgsing of the gauge field by the fluctuating scalar.

We started by computing the induced current by a constant electric field in scalar QED, in Pauli-Villars regularization. Our results match those from the literature [3, 5], confirming that the above mentioned peculiarities are not an artifact of regularization.

We showed that for large masses and weak fields \( (m/H \gg 1, \lambda) \), the power-law suppressed terms in the induced current eq. (4.1) correspond to the non-linearities of the electric field, which result from integrating out the massive charge carrier (see figure 4). Indeed, we found that the leading order coefficients nicely match those coming from the Euler-Heisenberg Lagrangian, eq. (4.7), suitably generalized to curved space [45, 49]. This is true for scalar as well as fermionic carriers. The latter are briefly discussed in appendix C, where we show that the leading non-linear contributions in the EH Lagrangian are negative (see eqs. (C.4) and (C.6)), and in agreement with the results of ref. [4]. The EH Lagrangian is an expansion of higher dimensional operators constructed from the electromagnetic and gravitational field, suppressed by the mass of the heavy charge carrier. Such operators are gauge invariant, and therefore their contributions to the current are identically conserved by themselves. In this
sense, they do not represent the transport of actual electric charge from one place to another. Nonetheless, their contribution is expected and must be kept as a non-linear correction to the equations of motion for the electromagnetic field. After these terms are subtracted, the remaining contributions correspond to the current induced by Schwinger pairs and are exponentially suppressed, as expected from semiclassical gravitational pair production (4.9).

To make this connection more quantitative, we computed the current in a semiclassical approximation. This consists of two pieces: the current carried by Schwinger pairs in their classical trajectories, and a virtual current linking the pairs at the time of their creation. The latter is necessary for local charge conservation [2]. The results depend on the precise value of the time at which the pair is supposed to “nucleate” in the semiclassical trajectory. This time is known quite precisely in the case of a strong electric field, where the bounce in the trajectory is well defined, but is less obvious in the case of cosmological pair creation. Following [2], the moment of pair creation was determined by maximizing the non-adiabaticity parameter due to a time dependent frequency. In the regime \( \frac{m}{H} \gg 1, \lambda \), we find that the contribution of the classical trajectories matches quite precisely the field theory result, eq. (4.1), if we assume that the virtual current (averaged over all orientations of the pairs) is negligible. This result is somewhat puzzling, and it differs from the situation we encounter in 1+1 dimensions. There, the result turns out to be independent of the precise cut-off, which cancels out between the contribution from classical trajectories and virtual current. Unfortunately, a precise calculation of the virtual current in the present case is hindered by the fact that there are no instantons representing the nucleation of pairs with transverse momentum. Because of that, it is difficult to estimate with precision the distance between particle and antiparticle in a pair at the time of nucleation. This is left as a subject for further research.

Let us now turn attention to the case of light charge carriers. We noted that for \( \frac{m}{H} \ll 1, \lambda \), the relevant energy scale is not the mass of the charge carrier \( m \), but the de Sitter scale \( H \). The logarithmic term in eq. (3.16) which is responsible for negative currents (for both scalar and fermions) [3–5], corresponds to the running of the electric coupling constant from the scale \( m \) up to the high energy Hubble scale. In this sense, the presence of such terms is unrelated to any geometrical effect: the running proceeds with the standard flat space beta function. This prompted us to reexamine the phenomenon of negative conductivity and whether it might lead to a growing instability. It was suggested in [3, 5] that an instability in the electric field might proceed up a saturation value \( E_s(m) \) which depends on the mass of the charge carrier. By contrast, we argue that an instability would only happen if the negative logarithmic term is large enough to counteract the Hubble friction. However, we note that this would only happen if the inflationary Hubble scale were above the Landau pole, in which case the Maxwell field would behave as a ghost (see eq. (6.6)). This would lead to an unbounded runaway instability the electric field, without saturation. We conclude that there is no spontaneous electrification of de Sitter, at least in the weak coupling regime where the Maxwell field has a positive kinetic term.

Finally, we have provided a heuristic derivation of IR hyperconductivity, showing that this phenomenon is related to the Higgsing of the Maxwell field by the large mean squared value of the charged scalar during inflation. As a matter of principle, this causes the gauge boson to be very massive in regions where the scalar field value is large, precluding magnetogenesis from happening in those regions. However, if the scalar field is near the origin at the time when our visible patch first crossed the horizon, then (assuming weak coupling) the gauge boson remains relatively light throughout inflation. In this case the effect of hyperconductivity on magnetogenesis is quite negligible.
Throughout this paper we have considered the case where the electromagnetic coupling $e$ is constant. This is useful for comparison with existing calculations and also to investigate the possibility of spontaneous electrification. However, it is usually the case in magnetogenesis scenarios that the effective electromagnetic coupling changes rapidly in time. As mentioned in footnote 3 this case has been considered in ref. [40] in the WKB approximation. This remains an interesting direction for future research.
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A Quantization of the scalar field and mode functions

Here, we specify the notation and conventions which we use in the second quantization of the scalar field $\phi$. We promote the normalized fields $q$ and $q^*$ and their conjugate momenta into operators, namely

$$q(\tau, \vec{x}) = \frac{1}{(2\pi)^3} \int d^3k \left\{ a_{\vec{k}} q_{\vec{k}}(\tau) e^{i\vec{k} \cdot \vec{x}} + b_{\vec{k}}^\dagger q^*_{-\vec{k}}(\tau) e^{-i\vec{k} \cdot \vec{x}} \right\},$$

(A.1)

and assign the commutation relations:

$$[a_{\vec{k}}, a_{\vec{p}}^\dagger] = [b_{\vec{k}}, b_{\vec{p}}^\dagger] = (2\pi)^3 \delta^{(3)}(\vec{k} - \vec{p}),$$

(A.2)

and

$$[a_{\vec{k}}, a_{\vec{p}}] = [b_{\vec{k}}, b_{\vec{p}}] = [a_{\vec{k}}, b_{\vec{p}}^\dagger] = \ldots = 0.$$  

(A.3)

To be compatible with the commutation relations of the field $q(\tau, \vec{x})$ and the canonical momenta $\Pi(\tau, \vec{x})$, the mode functions $q_k$ must satisfy the normalization condition

$$q_k q_k^* - q_k^* q_k = i.$$  

(A.4)

The mode functions satisfy as well the equations of motion:

$$q_k'' + \omega_k^2 q_k = 0 \quad \text{where} \quad \omega_k^2 = (k_z - e A_z)^2 + k_x^2 + k_y^2 + a^2 m^2 - a''/a.$$  

(A.5)

The vacuum in the asymptotic past is defined as $a_{\vec{k}}|0\rangle = b_{\vec{k}}|0\rangle = 0$. In the asymptotic future (in the semi-classical approximation) we define the vacuum as $\hat{a}_{\vec{k}}|\hat{0}\rangle = \hat{b}_{\vec{k}}|\hat{0}\rangle = 0$. They are related by

$$\hat{a}_{\vec{k}} = \alpha_k a_{\vec{k}} + \beta_k^* b_{\vec{k}}^\dagger \quad \text{and} \quad \hat{b}_{\vec{k}} = \alpha_{-\vec{k}} b_{\vec{k}} + \beta_{-\vec{k}}^* a_{\vec{k}}^\dagger$$

(A.6)

where

$$\alpha_k = (-2i\mu)^{1/2} e^{-(r\lambda + i\mu)\pi/2} \frac{\Gamma(-2\mu)}{\Gamma(1/2 - \mu - i r \lambda)}$$  

(A.7)
\[ \beta_k = -i(-2i\mu)^{1/2} e^{-(r\lambda - i\mu)\pi/2} \frac{\Gamma(-2\mu)}{\Gamma(1/2 + \mu - ir\lambda)} . \]  

(A.8)

Therefore the total number of particles created in the asymptotic future is
\[ \langle \hat{0}|\hat{a}_k^\dagger \hat{a}_k|\hat{0}\rangle = \langle \hat{0}|\hat{b}_k^\dagger \hat{b}_k|\hat{0}\rangle = |\beta_k|^2 . \]  

(A.9)

### B Breaking of the adiabatic condition

In this appendix we study the dependence of the cut-off with the parameters of the model. We start from the equations of motion, i.e.
\[ q_k'' + \omega_k^2 q_k = 0 \quad \text{where} \quad \omega_k^2 = (k_z - eA_z)^2 + k_x^2 + k_y^2 + a^2m^2 - a''/a . \]  

(B.1)

It is convenient to work in physical time \((dt = d\tau/a)\) and redefine the field as \(\chi_k \equiv q_k a^{1/2}\). With these variables the previous equation becomes
\[ \ddot{\chi}_k + \Omega_k^2 \chi_k = 0 \quad \text{where} \quad \Omega_k^2 = \omega_k^2 a^2 - H^2/4 = \tilde{m}^2 (1 + \ell^2 (1 + 2rv + v^2)) \]  

(B.2)

and we have introduced the notation
\[ \tilde{m}^2 \equiv m^2 - \frac{9}{4} H^2 , \quad \ell \equiv \frac{H\lambda}{\tilde{m}} \quad \text{and} \quad v \equiv \frac{H}{\ell \tilde{m}} (-k\tau) . \]  

(B.3)

Note that \(v\) is positive definite. After a short algebra, the adiabatic condition reads
\[ f_k = \left| \frac{\dot{\Omega}_k}{\Omega_k^2} \right| = \frac{\ell^2 H}{\tilde{m}} \frac{|v(r + v)|}{(1 + \ell^2(1 + 2rv + v^2))^{3/2}} . \]  

(B.4)

The function \(f_k\) presents an extrema when
\[ \ell^2 (v^2 - 1) = 2 - \frac{r}{v + r} + \ell^2 (1 - r^2) \frac{v}{v + r} . \]  

(B.5)

The solutions in the limits \(\ell \gg 1\) are given by
\[ v_+ \approx 1 + \frac{3}{4\ell^2} + O(\ell^{-3}) \quad (r = 1 , \ell \gg 1) , \]  

(B.6)

\[ v_- \approx 1 \pm \frac{1}{\sqrt{2}\ell} + O(\ell^{-2}) \quad (r = -1 , \ell \gg 1) , \]  

(B.7)

\[ v \approx c_1 + \frac{c_2}{\ell^2} + O(\ell^{-3}) \quad (r \neq \pm 1 , \ell \gg 1) , \]  

(B.8)

where \(c_1\) is a real positive solution to
\[ 1 - c_1^2 + \frac{c_1}{c_1 + r} (1 - r^2) = 0 \]  

(B.9)

and \(c_2\) is related to \(c_1\) by
\[ c_2 = (c_1 + r) \frac{2c_1 + r}{4c_1 + r + 2r^2 + r^3} . \]  

(B.10)
We can then calculate the cut-off to be
\[
\frac{k_c}{aH} \approx \lambda + \frac{3}{4\lambda} \left( \frac{\tilde{m}}{H} \right)^2 + O(\lambda^{-3}) \quad (r = 1, \ell \gg 1), \tag{B.11}
\]
\[
\frac{k_c}{aH} \approx \lambda \pm \frac{\tilde{m}}{\sqrt{2}H} + O(\lambda \ell^{-2}) \quad (r = -1, \ell \gg 1), \tag{B.12}
\]
\[
\frac{k_c}{aH} \approx \lambda c_1 + \frac{c_2}{2\lambda} \left( \frac{\tilde{m}}{H} \right)^2 + O(\lambda \ell^{-3}) \quad (r \neq \pm 1, \ell \gg 1). \tag{B.13}
\]
The solution in the limit $\ell \ll 1$ is given by
\[
v_{\pm} \approx \sqrt{2} \ell^{-1} - \frac{r}{4} + O(\ell) \quad (\ell \ll 1). \tag{B.14}
\]
There is another solution given by
\[
v_3 \approx -\frac{r}{2} - \frac{3r^3}{16} \ell^2 + O(\ell^3) \quad (r < 0, \ell \ll 1), \tag{B.15}
\]
for which the adiabaticity value, say $f_k(v_3)$, is suppressed with respect to $f_k(v)$ by a power of $\ell$ and thus we can neglect it. The cut-off is then given by
\[
\frac{k_c}{aH} \approx \sqrt{2} \frac{\tilde{m}}{H} - \frac{\lambda r}{4} + O(\lambda \ell) \quad (\ell \ll 1). \tag{B.16}
\]
Thus, it is clear that the cut-off depends on $r$ and $\lambda$. These approximations can be summarized as
\[
\frac{k_c}{aH} \approx \begin{cases} 
|\mu| & (\ell \gg 1) \\
\sqrt{2}|\mu| & (\ell \ll 1)
\end{cases} \tag{B.17}
\]
In general we should write $k_c \approx \alpha H |\mu|$ where $\alpha$ is an order one coefficient that depends on $\lambda$ and $r$. The coefficient is important in our case since the semi-classical calculation explicitly depends on the cut-off. For our purposes (B.17) will be enough though. It should be noted that for $r = 0$ there is an exact solution given by
\[
v_0 = \sqrt{2} \sqrt{1 + \ell^{-2}}. \tag{B.18}
\]
In the $\ell \gg 1$ limit the adiabatic value $f_k(v_0)$ is suppressed with respect to $f_k(v_{\pm})$. This is expected since in the strong field regime most of the pairs will be nucleated with $r = \pm 1$, i.e. oriented in the direction of the electric field. In the $\ell \ll 1$ limit $v_0$ coincides with $v_{\pm}$. This means that in absence of the electric field there is no privileged direction to be nucleated towards.

### C Equations of motion for Euler-Heisenberg

In this appendix we give the explicit expression for the terms that appear in the equations of motion due to the Euler-Heisenberg Lagrangians. The variation of eqs. (4.4) and (4.5) with respect to $A_\mu$ is respectively given by
\[
J^\flat_{\mu,\nu} = \frac{7}{720} \frac{e^4}{m^2 \pi^2} \nabla_\mu \left[ F_{\alpha\beta} F^{\alpha\beta} F^{\mu\nu} \right] - \frac{31}{26880} \frac{e^4}{m^4 \pi^2} \nabla_\mu \left[ \left( F_{\alpha\beta} F^{\alpha\beta} \right)^2 F^{\mu\nu} \right] \tag{C.1}
\]
and

\[ J_{\text{curv}}^{\text{eff},\nu} = \frac{e^2}{16\pi^2m^2} \left[ \frac{1}{3} \left( \frac{1}{6} - \xi \right) \nabla_\mu (RF^{\mu\nu}) + \frac{1}{45} \nabla_\mu (R^\mu_{\ a} F^{\alpha\nu} + R^\nu_{\ a} F^\mu_{\ a}) \right. \]

\[ \left. + \frac{1}{45} \nabla_\mu \left( R^{\mu\alpha\beta} F_{\alpha\beta} \right) - \frac{1}{30} \left( R^\nu_{\ \alpha} \nabla_\beta F^{\beta\alpha} - \nabla_\alpha \nabla^\alpha \nabla_\beta F^{\beta\nu} \right) \right] \]  

(C.2)

Using that

\[ R = 12H^2 \quad R_{\mu\nu} = 3(aH)^2 g_{\mu\nu} \quad \text{and} \quad R_{\mu\nu\alpha\beta} = 2a^2 (aH)^2 g_{\mu}\alpha g_{\beta}\nu \]  

(C.3)

we obtain eq. (4.7) in the main text.

We also provide the leading correction from the curvature to the current in fermion QED. The quantum effective Lagrangian is given by [49]

\[ L^{\text{eff}}_{\psi,\text{curv}} = \frac{e^2}{16\pi^2m^2} \left[ \frac{1}{36} RF_{\mu\nu} F^{\mu\nu} - \frac{13}{90} R_{\mu\nu} F^{\mu\alpha} F^{\nu}_{\ \alpha} \right. \]

\[ \left. + \frac{1}{90} R_{\mu\nu\alpha\beta} F^{\mu\nu} F^{\alpha\beta} + \frac{2}{15} \nabla^\alpha F_{\mu\nu} \nabla_\beta F^{\beta\mu} \right] + \ldots \]  

(C.4)

and the induced current reads

\[ J_{\text{curv},\psi}^{\text{eff},\nu} = \frac{e^2}{16\pi^2m^2} \left[ -\frac{1}{9} \nabla_\mu (RF^{\mu\nu}) + \frac{13}{45} \nabla_\mu (R^\mu_{\ \alpha} F^{\alpha\nu} + R^\nu_{\ \alpha} F^\mu_{\ \alpha}) \right. \]

\[ \left. - \frac{2}{45} \nabla_\mu \left( R^{\mu\alpha\beta} F_{\alpha\beta} \right) - \frac{4}{15} \left( R^\nu_{\ \alpha} \nabla_\beta F^{\beta\alpha} - \nabla_\alpha \nabla^\alpha \nabla_\beta F^{\beta\nu} \right) \right] \]  

(C.5)

After a short algebra we find that

\[ J_{\text{curv},\psi,z}^{\text{eff},\nu} = -aH \frac{e^2E}{36\pi^2m^2} H^2 + \ldots , \]  

(C.6)

which is exactly the leading negative behavior found in ref. [4].

D Classical trajectories for the created pairs

In this appendix, we discuss the solution of the equations of motion for the charged particle in a constant electric field, and we consider the trajectories of charged pairs.

Our starting point are the first integrals of motion, eqs. (5.2), in terms of the conserved co-moving momenta \( k_i \). Due to symmetry of the electric field around the \( z \) axis, and without loss of generality, we can always rotate in the transverse \( (x, y) \) plane so that \( k_y = 0 \). Then the trajectory will be on a \( y = y_0 = \text{const.} \) plane. Also, by rotation of \( \pi \) we can change the sign of \( k_x \), so in what follows we shall take \( k_x > 0 \). In such coordinate system, integration of eq. (5.2) gives the solution

\[ k_x(x-x_0) = -(1 - r^2) \left\{ A + r \lambda \ln |A + k\tau - r\lambda| - B_x \right\} \]  

(D.1)

\[ k_z(z-z_0) = -r^2 A + (1 - r^2) \left\{ r \lambda \ln |A + k\tau - r\lambda| - B_z \right\} , \]  

(D.2)
where we used \( r = k_x/k \), \( k_x/k = 1 - r^2 \), and \( A = m\gamma/H \) is given in eq. (5.3):

\[
A = \left( \frac{m^2}{H^2} + \lambda^2 + k^2\tau^2 - 2k_x\lambda\tau \right)^{1/2}.
\]

(D.3)

For \( r = -1 \) this solution agrees with the results of refs. [2, 51].

The constants \( B_i \) are actually redundant at this stage, as one could place them inside of \( x_0 \) or \( z_0 \) in the left hand side of the equations. The reason to introduce new constants here is because we want \((x_0, z_0)\) to represent the center of mass of a given particle-antiparticle pair. In such case, \( B_i \) would be determined if we knew what is the relative separation between particle and antiparticle, for given values of the particle’s physical momentum \( p \). To illustrate this point, let us note that with the help of eqs. (5.4) the trajectory can be rewritten as

\[
p^2 d_x = -2(1-r^2) \left( \frac{m\gamma}{H} + r\lambda \ln \left[ \frac{m\gamma r - p^2 + (1-r^2)H\lambda}{m\gamma r - p^2 + (1-r^2)H\lambda} \right] - \bar{B}_x(r, |\mu|, \lambda) \right) \tag{D.4}
\]

\[
(p^2 - H\lambda) d_z = -2r^2 \frac{m\gamma}{H} + 2(1-r^2)r\lambda \ln \left[ \frac{m\gamma r - p^2 + (1-r^2)H\lambda}{m\gamma r - p^2 + (1-r^2)H\lambda} \right] - \bar{B}_z(r, |\mu|, \lambda). \tag{D.5}
\]

Here, we have introduced the physical components relative separation between particle and anti-particle, \( d_x = 2a(x - x_0) \), \( d_z = 2a(z - z_0) \), and we have used \( A = m\gamma/H \). Inside of the logarithm, only the numerator is time dependent. In the denominator, the subindex in \( \gamma_c \) and \( p^2_c \) indicates that they are evaluated at the initial time when the pair is created. This is chosen so that the logarithm vanishes at that time. In going from eqs. (D.1)–(D.2) to eqs. (D.4)–(D.5) some constants have been absorbed into the coefficients \( B_i \), which are still undetermined, and \( r\lambda \) has been factored out in front of the curly brackets for later convenience.

The constants \( B_i \) can only depend on physical quantities at the time of nucleation. Therefore, we can express them in terms of the parameters \( \lambda \) and \( m \), as well as the kinematical properties \( \gamma_c \) and \( p^2_c \) at the time of nucleation. However, as we show in appendix B, \( \gamma_c \) and \( p^2_c \) are determined by \( m, \lambda \) and \( r \). Consequently we write \( B_i(r, |\mu|, \lambda) \), where we use the dimensionless combination \(|\mu| = \sqrt{(m^2/H^2) + \lambda^2} \). To determine the coefficients \( B_i \) we need additional input, as we now discuss.

First, we note that for \( r = \pm 1 \), we have \( k_x = k_y = 0 \) and the dynamics is effectively 1+1 dimensional, with the charges moving along the direction of the electric field. In that case, there is an instanton solution in Euclidean de Sitter space, describing the nucleation of the pair. By analytic continuation, we can find the trajectories of the particle and antiparticle in the created pair, as well as their physical distance at any given moment of time. This was done in ref. [2] (see eq. (A.1) in that reference), and the answer is given by

\[
(p^2 - H\lambda) d_z = -2\frac{m\gamma}{H}, \quad (r = \pm 1) \tag{D.6}
\]

This is in agreement with eq. (D.5), provided that \( B_z(r) \) does not have poles for \( r^2 = 1 \). Also, for \( \lambda = 0 \), there is no electric field and the system is rotationally invariant. Hence, the distance as a function of momentum should be the same in every direction. Squaring eqs. (D.4) and (D.5) and then adding, we have \( p^2 d^2 = 4m^2H^{-2}\gamma^2 \) for all values of \( r \), as expected. These two observations justify our choice of including the unknown coefficients \( B_i \) inside of the curly brackets in eqs. (D.4) and (D.5). Note that aside from \( \lambda \), the parameter \( r \) has also been factored out. This is simply to make the expression manifestly invariant under the simultaneous exchange of sign of \( \lambda \) and \( r \). This exchanges the role of particle and antiparticle.
and the direction of motion relative to the electric field. It should be emphasized that in the two cases discussed here \((r = \pm 1\) and/or \(\lambda = 0\)) there are no ambiguities in the distance, since the relative position is fixed by analytic continuation of the Euclidean trajectory.

Unfortunately, for \(r \neq \pm 1\) and \(\lambda \neq 0\) there are no known instanton solutions. In fact, it seems unlikely that the instanton solutions exist for generic \(r\) when \(\lambda \neq 0\). The argument is the following. If we interpret the exponent of \(|\beta_k|^2 \sim e^{-2\pi(|\mu|+\lambda r)}\), given in eq. (2.8), as the action of a would-be instanton, then we see that the only extrema as a function of \(r\) are for \(r = \pm 1\). For intermediate values of \(r\), this action is linear in \(r\) and would not be extremal with respect to small changes in the orientation of the orbit, which are parametrized by \(r\). This is in contradiction with the assumption that there is an instanton solution, for which the action should be stationary. In the absence of instantons for generic \(r\) and \(\lambda\), we cannot determine the coefficients \(B_i\) semiclassically, at least not with much precision.

Nonetheless, we can at least constrain its form, from the following arguments. From eq. (D.5), the separation in the \(z\) direction at the time of pair creation is given by

\[
(p^z_c - H\lambda)dz_c = -2r^2 \frac{m\gamma_c}{H} - 2(1 - r^2)r\lambda B_z. \tag{D.7}
\]

In the limit of a very large mass \((m/H \gg 1, \lambda)\), we have \(\gamma_c \sim 1\) and \(p^z_c \sim mr\), while on physical grounds \(dz \lesssim rH^{-1}\). For that reason, it is clear that in this limit \(B_z\) will be at most linear in \(|\mu|\). Hence, assuming that the distance is analytic in all parameters, the leading behaviour in this limit is given by

\[
\tilde{B}_z = |\mu|f_z(r) + O(\lambda r). \tag{D.8}
\]

Here \(f_z(r)\) is a smooth even function, with \(|f_z| \lesssim 1\). A similar argument can be made for \(\tilde{B}_z\). Hence, in the large mass \(|\mu| \gg 1\) and weak field \(\lambda \ll 1\) limit, we have

\[
H \frac{k_c}{a} dz_c \approx -2rm\gamma_c - 2H(1 - r^2)|\mu|f_z(r)\lambda(1 + O(\lambda)), \tag{D.9}
\]

where \(f_z(r)\) is a smooth even function, with \(|f_z| \lesssim 1\).

To conclude, we would like to explore the possibility of determining the distance between the particles in a pair based on analytic continuation of the classical trajectories. First, we note that

\[
(A + k\tau - r\lambda)(A - k\tau + r\lambda) = \frac{m^2}{H^2} + (1 - r^2)\lambda^2 \equiv \alpha^2 > 0. \tag{D.10}
\]

Hence, the classical trajectory can be written as:

\[
k_z(z - z_0) = -r^2A + (1 - r^2)\frac{r\lambda}{2} \ln \left(\frac{A + k\tau - r\lambda}{A - k\tau + r\lambda}\right), \tag{D.11}
\]

and similarly for the \(x\) coordinate. So far, we have assumed that \(A\) is positive, in which case eq. (D.11) is the same as (D.2), with \(B_z = r\lambda \ln a\). Note that \(A^2 = \alpha^2 + (k\tau - r\lambda)^2 > (k\tau - r\lambda)^2\), and therefore both numerator and denominator inside the square brackets in (D.11) are positive. An interesting property of (D.11), however, is that \((z - z_0)\) changes its overall sign under the replacement \(A \rightarrow -A\), corresponding to the double valuedness of \(A\) due to the square root in eq. (D.3). In other words, eq. (D.11) is an analytic function which admits two real branches, representing the trajectories of a particle and that of an antiparticle. It is therefore very tempting to consider these to be the actual trajectories of the pair after
nucleation. However, in this case the total semi-classical current (5.16) would be positive definite (since $\tilde{f} = 0$). This would be in contradiction with the large mass limit result for the current eq. (4.9) (once the EH terms have been subtracted). On the other hand, it should be noted that the two branches mentioned above cannot be obtained continuously from one another by analytic continuation, as is clear from (D.2). When we go from positive $A$ to negative $A$ along a continuous path, the logarithm necessarily picks up an additive imaginary part. This difficulty is perhaps expected, since as we argued above there seem to be no instanton solutions for pairs with a transverse momentum.
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