Uplift modeling VS conventional predictive model: A reliable machine learning model to solve employee turnover
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Employee turnover is the loss of talent in the workforce that can be costly for a company. Uplift modeling is one of the prescriptive methods in machine learning models that not only predict an outcome but also prescribe a solution. Recent studies are focusing on the conventional predictive models to predict employee turnover rather than uplift modeling. In this research, we analyze whether the uplift model has better performance than the conventional predictive model in solving employee turnover. Performance comparison between the two methods was carried out by experimentation using two synthetic datasets and one real dataset. The results show that despite the conventional predictive model yields an average prediction accuracy of 83.35%; it only yields a success rate of 50% to target the right employee with a retention program on the three datasets. By contrast, the uplift model only yields an average accuracy of 70.03% but yields a consistent success rate of 100% in targeting the right employee with a retention program.
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I. Introduction

A. Employee turnover

Employee turnover — also identified as churn or attrition — is the voluntary loss of talent in the workforce that can be costly for an organization, as Peter et al [1] advocate the view of this field of study over the past 100 years and concludes that the cumulative knowledge may allow us to not only theorize about employee turnover but also test various kinds of prediction models about employee turnover. According to [2], an employee retention program may be an effective solution to solve employee turnover and further reducing turnover costs and significantly increase the company’s productivity. Moreover, employee retention programs may apply various strategies to reduce employee turnover, for instance, employee training and development, promoting work-life balance, and of course, employee promotion. Furthermore, Katharina’s [3] study suggests an evidence-based approach to making better decisions for Human Resource (HR) with analytics techniques and generally, there are three levels of analytics as visualized in Figure 1.

Figure 1. The three-level of analytics
B. Human resource analytics (HR Analytics)

Katharina further points out that human resources analytics also consist of three levels:

1) Descriptive: The first level of HR analytics is describing the relationships between current and historical data — e.g. what causes an employee to churn.

2) Predictive: The next level after descriptive analytics, is predictive. It uses current and historical data to predict future outcomes and gather meaningful information before being used for prescriptive analytics — e.g. predicting employee turnover.

3) Prescriptive: In contrast with predictive analytics, prescriptive analytics is on a higher level than predictive analytics because it is not only used to predict employee turnover but also decision options to optimize the workforce — e.g. treating employees with high turnover rate.

Furthermore, predictive or prescriptive analytics may apply machine learning approaches to predict and solve many kinds of problems that could happen in the future [4]. There are many applications of those approaches in the literature that not only applied to solve HR problems [5] but also applied widely to solve business problems [4], healthcare problems [6], industry problems [7], etc. In the application of predictive analytics for HR, a conventional binary classification model like employee turnover prediction (ETP) is frequently studied in the literature to predict employee turnover [8]-[15]. A survival analysis model [16] may also be applied as predictive analytics to predict employee with the highest turnover probability at a given time.

Nevertheless, we may upgrade the predictive analytics models into the prescriptive analytics model by focusing on the decision making capability of the predictive model to not only predict the future but also prescribe optimal decisions [17]. There are various prescriptive analytics models for HR that have been studied in the literature. For instance, an HR recruitment model [18]-[20] and employee turnover uplift (ETU) model [21], [22]. Furthermore, Floris et al [23] suggest that uplift modeling may be widely applied, for instance in marketing, personalized medicine, and political election. Floris et al additionally explain that uplift modeling may solve the feedback loop issue that occurred when applying prescriptive analytics with a conventional predictive model.

C. Contributions

Floris et al. [24] and Eva [25] conclude that uplift modeling has a better prescriptive analytics performance than the conventional predictive model to solve employee churn problems. But the same study has never been conducted for employee turnover problems, to the authors’ best knowledge. Therefore, we conduct an experimental case study with two synthetic datasets and one real dataset. In summary, this research aims to provide empirical evidence in the merits of the employee turnover prediction model versus the employee turnover uplift model as prescriptive analytics to solve employee turnover with an experimental case study of three different datasets.

II. Literature

A. Conventional predictive model

In this paper, we discuss a conventional predictive model for HR data, which is the employee turnover prediction (ETP). In the application of the ETP model, the same binary classification method to predict customer churn may be applied for employee turnover problems. The target variable — also known as the dependent variable, or outcome variable — of the ETP model is the binary parameter of the employee turnover. Moreover, Mishra et al [26] explained a prescriptive method for the ETP model by targeting employees with high turnover probability, thus we will use that method to measure the prescriptive performance of the ETP model.

B. Extreme gradient boosting (XGB)

A systematic comparative study of turnover prediction by Zhao [15] concluding that the extreme gradient boosting (XGB) algorithm or also commonly known as XGBoost is reliable in predicting employee turnover. XGB is a tree-based ensemble machine learning algorithm that was introduced in 2014 by Chen [27]. In Contrast with the gradient boosting method, XGB uses a regularization term to decrease the overfitting impact. Furthermore, Nielsen [28] also report the impressive track record of XGB that 17 of 29 challenge winning solutions on Kaggle in 2015 were using XGB. Therefore, we will use XGB as our machine–learning algorithm to build the ETP model and ETU model.
C. Uplift modeling

Uplift modeling (also identified as incremental, true lift, or net modeling) uses the treatment and control group to measure the effectiveness of a treatment [29]. Lai’s generalized weighed uplift method (LGWUM) is one of several strategies available for uplift modeling, as in [30]. LGWUM was introduced in 2002 by Lo and generalized later in 2014 by Kane et al [31]. This uplift modeling method uses a four-quadrant approach to measure the uplift score that will be used as a prescriptive result to target the right individuals with the measured treatment. Kane et al also report the merits of LGWUM in comparison with three different uplift strategies and three different datasets.

Therefore, we will use LGWUM as the uplift strategy to get the uplift score in this research. By using an employee retention program as a treatment, the treatment and control group can be identified:

- **Control Group (C):** Employees who were not treated with the retention program.
- **Treated Group (T):** Employees who were treated with the retention program.

Four target classes are generated by fitting the treatment status and employee turnover status as visualized in the left part of Figure 1:

The four target classes

| Treated with a retention program? | Left the company? |
|----------------------------------|-------------------|
| No                               | CN: Control Non-Responders | CR: Control Responders |
| Yes                              | TN: Treated Non-Responders | TR: Treated Responders |

The four uplift classes

| Stay if DO receive a retention program? | Stay if NOT receive a retention program? |
|----------------------------------------|--------------------------------------|
| No                                     | CNTR: Persuadables                  |
| Yes                                    | CRTN: Sure Things                  |
|                                       | CNTN: Lost Causes                  |
|                                       | CRTR: Do-Not-Disturb               |

Figure 2. Target classes and uplift classes for employee turnover problems

- **Control Non-responders (CN):** Employees who have not been treated with the retention program and left. We want to find the persuadables in this group.
- **Control Responders (CR):** Employees who have not been treated with the retention program and stay. We want to avoid targeting this group because we do not need to treat them to make them stay, and there is a possibility that some of them are Do-Not-Disturbs.
- **Treated Non-Responders (TN):** Employees who have been treated with the retention program but left. We want to avoid treating this group because they will leave if treated, and there is a possibility that some of them are Do-Not-Disturbs that will stay if left untreated.
- **Treated Responders (TR):** Employees who have been treated with the retention program and stayed. We also want to find the persuadables in this group.

Therefore, by combining CN with CR and TN with TR will result in C, and T, respectively. Thus by fitting the treated and control group from those four target classes as visualized in the right table of Figure 2 will yield four possible theoretical uplift classes (also known as the four quadrants):

- **Do-Not-Disturb (CRTN):** Sometimes referred to as sleeping dogs, employees who will be driven away if treated.
- **Lost Causes (CNTN):** Employees who will leave whether treated or not.
- **Sure Things (CRTR):** Employees who will stay whether treated or not.
- **Persuadables (CNTR):** Employees who are willing to leave but will stay if treated. We want to target this group to reduce overall employee turnover in the company.
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After predicting the four target classes that are visualized in Figure 2 with a machine–learning algorithm, four probability results are generated. Where P is the probability result, thus uplift score is calculated with LGWUM as:

$$Uplift \ Score = P\left(\frac{CN}{C}\right) + P\left(\frac{TR}{T}\right) - P\left(\frac{CR}{C}\right) - P\left(\frac{TN}{T}\right)$$

(1)

### III. Human resource datasets

This section reports the description of the three public datasets that are included in this research:

1) **Dataset 1**: A synthetic HR dataset shared by Giri Pujar on Kaggle. This dataset consisting of 10 features with a sample of 14999 employees that previously studied by [8]–[11] using the ETP model — retrieved from [https://www.kaggle.com/giripujar/hr-analytics](https://www.kaggle.com/giripujar/hr-analytics).

2) **Dataset 2**: The IBM Watson Analytics synthetic dataset shared by Pavan Subhasht on Kaggle. This dataset consisting of 35 features with a sample of 1,470 employees, studied by [12]–[15] using the ETP model — retrieved from [https://www.kaggle.com/pavansubhasht/ibm-hr-analytics-attrition-dataset](https://www.kaggle.com/pavansubhasht/ibm-hr-analytics-attrition-dataset).

3) **Dataset 3**: A real dataset shared by Eduard Babushkin. This dataset consisting of 16 features with a sample of 997 employees, this dataset has been studied for a survival analysis model — retrieved from [https://edwvb.blogspot.com/2017/10/employee-turnover-how-to-predict-individual-risks-of-quitting.html](https://edwvb.blogspot.com/2017/10/employee-turnover-how-to-predict-individual-risks-of-quitting.html).

The three datasets provided in this research have not been studied for uplift modeling. Moreover, no treatment — i.e. retention program — that has been identified for the three datasets.

### IV. Methodology

In this section, information about the experimental methodology conducted in this research is provided. The methodology consists of four steps, which are data preprocessing, treatment identification, machine-learning modeling, and evaluation that are visualized in Figure 3 as the machine learning pipeline in this research. Furthermore, the experimental case study in this research is conducted with the Python programming language.

![Figure 3. Machine learning pipeline](image)

**A. Data preprocessing**

The first step in building the ETP model and ETU model in this research is data preprocessing. Data preprocessing is a technique to transform the data before feeding it into the algorithm. In this research, we conduct three steps of data preprocessing, which are data cleaning, treatment identification, and treatment correlation.
1) Data cleaning

This research uses one-hot encoding and label encoding using the Scikit-learn and Pandas package, respectively. Label encoding will be used to encode string data with hierarchy (e.g. Employee turnover, or education level) and one-hot encoding to encode categorical data (e.g. job position, or department). Previous works on the three datasets provided in this research applied various techniques to improve accuracy performance.

By contrast, this research only uses a treatment identification approach as a feature engineering method to unlock the prescriptive capabilities of the ETP model and ETU model. Thus, this research will not conduct sophisticated feature engineering to get more accuracy. The target variable for the ETP model will be the employee turnover status with a binary parameter. On the other hand, the ETU model will use the four target classes, CN, CR, TN, and TR with numerical values of 0, 1, 2, and 3, respectively.

2) Treatment Identification

The treatment identification approach in this research is proposed to unlock the prescriptive capability of a dataset with an unidentified treatment. The treatment identification criterion to specifically identify a feature that can be used as an employee retention program is formulated under these assumptions:

- **Actionable**: The treatment must be actionable, so it can be implemented by the company as an employee retention program — e.g. promotion or training.
- **Correlated with the target variable**: The treatment must have a significant treatment correlation with employee turnover to reduce employee turnover. We describe the treatment correlation as the strength of a linear association between the treatment and the target variable — i.e. employee turnover. Moreover, a significance level of \( p > 0.005 \) or \( p > 0.05 \) is generally used in the literature [32].
- **Control group availability**: There must be a group of employees who do not receive the treatment as a requirement to assess the treatment’s performance and build the uplift models.

3) Treatment correlation

Note that by inverting the treatment parameter — from 0 to 1, and vice versa — will also inverting the treatment correlation value, and will give a different prescriptive scenario. Therefore, duplicating the three datasets and invert the treatment parameter will result in a total of six experiments in this research. Pearson correlation function from the Pandas package is used to calculate the treatment correlation before building the model.

B. Machine–learning modeling

This section will describe the machine–learning modeling methods in this research:

1) Data split: The data split process in this research divides the dataset into two data with, namely, training data and testing data with the proportion of 70% and 30%, respectively. Moreover, we apply random stratified sampling with the treatment variable to prevent data imbalance [24].

2) Model training: XGB algorithm is used to train the model with the training data. Note that hyper-tuning is not used in this research, therefore, we just apply the default setting provided by the XGB package.

3) Prediction: Testing data is used to predict the model that has been trained with the XGB algorithm, results in prediction results and probability results. For the ETP model, the probability result is used as a prescription result. By contrast, the ETU model uses the LGWUM to calculate the uplift score as the prescription result.

C. Evaluation method

This section shows the evaluation methods in this research:

1) Accuracy evaluation: In previous works, accuracy is the key measurement of the model’s performance. Therefore, we measure the accuracy to assess the predictive performance of the ETP model and the ETU model. We use the Scikit–learn package to measure the accuracy score in this research.
2) **Qini curve**: Qini curve is used to evaluate the prescriptive performance of the ETP model and ETU model in this research. As demonstrated by Radcliffe [29], the Qini curve is a generalization of the Gini curve to measure uplift based on the calculation of every segment in the population:

\[ \alpha = \text{proportion targeted with a treatment} \]
\[ N = \text{total population of employees} \]

With those definitions, uplift can be normalized into percentage as:

\[ \text{uplift}(\alpha) = N \alpha \left( \frac{TR}{T} - \frac{CR}{C} \right) \]  

Moreover, line plots from the Seaborn package are used to plot the Qini curve for the ETP model and ETU model, then a random model curve is added to the plot. Random model is a model that cannot differentiate the positive and negative uplift and results in a straight line from \((0,0)\) to \([1, \text{uplift}(N)]\). After measured uplift in all proportion, the qini coefficient can be formulated as:

\[ \text{qini coefficient} = \sum_{i=0}^{N-1} \text{uplift} t - \text{random model curve} \]  

To assess whether a model is successfully targeting the right employees — i.e. measuring the prescriptive performance —, we compare the model’s Qini curve with the random model. Therefore, a successful model is the one that has a Qini coefficient greater than 5% \((P > 0.05)\). To further analyze the prescriptive performance, the Swarm plot from the Seaborn package is used to visualize the target class distribution in this research that was observed to evaluate the target classes that tend to be recorded.

V. **Results**

This section reports the results of the experimental case study with the three datasets. After exploring and cleaning the three datasets we successfully identify a treatment for each dataset as presented in Table 1 together with the descriptions about the identified treatment.

| Identified treatment | Dataset 1 | Dataset 2 | Dataset 3 |
|----------------------|-----------|-----------|-----------|
| Treatment size \((T)\) | 319       | 1054      | 683       |
| Control size \((C)\) | 14680     | 416       | 314       |
| Treatment correlation with target variable (i.e. Employee Turnover) | 6.18%      | 24.61%     | 4.84%     |

After splitting every dataset into training data and testing data, XGB is used to train the models with the data size of 10499, 1029, and 570 on dataset 1, 2, and 3, respectively. Predictive evaluation: Table 2 presents the prediction result — i.e. predicting the testing data with the trained model — of the three datasets. Note that the confusion matrices and accuracy results from positive and negative treatment correlations are combined to make it easier to observe the result and yielding a two-fold confusion matrix as shown in Table 2. After ranking the employees by the prescription result, the uplift value captured by the ETP and ETU models in every segmentation is calculated with LGWUM as visualized in Figure 4. Furthermore, the Qini curves visualize the ideal proportion of employees to be treated with the employee retention program. Figure 4 shows the target distributions captured by the ETP model and ETU model in the top 30% deciles. Lastly, the Jupyter Notebook file of this research is shared as the supplementary material of this research paper.
Table 2. Two-fold confusion matrix and accuracy result

|                | Dataset 1 (N = 2 × 4500) | Dataset 2 (N = 2 × 441) | Dataset 3 (N = 2 × 245) |
|----------------|---------------------------|-------------------------|-------------------------|
|                | True          | False         | True          | False         | True          | False         |
| ETP model      |               |               |               |               |               |               |
| Positive       | 6799          | 73            | 742           | 14            | 149           | 99            |
| Negative       | 121           | 2007          | 105           | 21            | 87            | 155           |
| Average Accuracy | 97.84%    |               | 86.39%        |               | 65.84%        |               |
| CN             |               |               |               |               |               |               |
| Positive       | 6815          | 71            | 808           | 16            | 437           | 7             |
| Negative       | 122           | 1992          | 55            | 3             | 37            | 9             |
| CR             |               |               |               |               |               |               |
| Positive       | 2056          | 250           | 666           | 24            | 449           | 7             |
| Negative       | 71            | 6623          | 185           | 7             | 28            | 6             |
| ETU model      |               |               |               |               |               |               |
| Positive       | 8986          | 0             | 812           | 2             | 190           | 104           |
| Negative       | 7             | 7             | 66            | 2             | 71            | 125           |
| TN             |               |               |               |               |               |               |
| Positive       | 8815          | 19            | 152           | 300           | 178           | 98            |
| Negative       | 128           | 23            | 281           | 536           | 80            | 134           |
| Average Accuracy | 96.37%    |               | 62.25%        |               | 51.48%        |               |

VI. Discussion

A. Identified treatment

Two employee retention programs for each dataset are successfully applied to solve employee turnover as visualized in Figure 4. Experiment A1–A3 yielding positive curves — pointing upwards — due to the tendency of the treatment with a negative correlation to reduce the employee turnover. On the contrary, experiment B1–B3 yielding negative curves — pointing downwards — due to the tendency of the treatment with a positive correlation to increase the employee turnover. Furthermore, experiments A3 and B3 in Figure 4 shows that despite a treatment correlation of 4.84% (p < 0.05), the ETU model is still capable to give good results.

FINDINGS: Two kinds of employee retention program may be identified and successfully applied by using the treatment identification approach for the HR dataset with an unidentified treatment. Moreover, the identified treatment may be successfully applied even with a correlation to employee turnover of less than 5%.

B. Predictive performance

The predictive evaluation results of the three datasets show that by average the ETP model yields 83.35% accuracy while the ETU model only yields 70.03% accuracy. The ETP models are trained with the objective of predicting employee turnover while ETU models are trained with the objective of prescribing employees that should be targeted with a retention program. Therefore, it is reasonable that ETP models outperform ETU models’ predictive performance. Note that ETU models are multi-label binary classification, thus the accuracy function from Scikit–learn computes subset accuracy for ETU models. Subset accuracy does not count the true negative as accuracy’s percentage while for binary classifications the true negative is counted as accuracy’s percentage.

We speculate that the predictive performances for the ETP model or ETU model might be improved by applying several techniques that are not applied in this research to improve predictive performance, for instance, hyper-tuning or feature engineering. Moreover, Dataset 1 has the biggest training data and has the highest accuracy, followed by Dataset 2, and finally Dataset 3 with the smallest training data and lowest accuracy. Therefore, we also speculate that bigger training data will improve predictive performance for both models.
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FINDINGS: The employee turnover prediction model is consistently yielding better predictive results than the employee turnover uplift model.

C. Prescriptive performance and target class distribution

As explained in Section C of Methodology, a model is considered to successfully target the right employees if the qini coefficient is greater than 5% \((P>0.05)\). Therefore, the Qini coefficient results in Table 3 clearly show that the ETP model only successfully targets the right employees in three experiments — i.e. 50% success rate —. Intuitively, using the ETP model as prescriptive analytics by targeting employees with a high risk of turnover is a sensible approach, but the empirical evidence in this research shows that this approach which has been widely researched before is not reliable in targeting employees with a treatment. On the other hand, rather than assuming that the employees with a high turnover risk will be retained if targeted with a retention program, the ETU model specifically measures the ideal employees — i.e. Persuadables — to be targeted with a retention program. The ETU model introduced in this research is successfully targeting the right employees in all of the six experiments in this research — i.e. 100% success rate.

| Treatment correlation | Dataset 1  | Dataset 2  | Dataset 3  |
|-----------------------|------------|------------|------------|
| Treatment correlation < 0 | ETP model -44.35% | 35.91% | -12.92% |
|                       | ETU model 765.81% | 23.99% | 20.66% |
| Treatment correlation > 0 | ETP model 302.03% | -41.58% | 13.00% |
|                       | ETU model 720.47% | 18.91% | 14.17% |

Moreover, Figure 4 visualizes the Qini curves that can be used to observe how the models prescribe the employees in each segmentation. As visualized in Figure 4, the ETU model performs better in experiments A1, A3, and B2, this indicates that the ETU model successfully separates between the Persuadables and Do-Not-Disturb employees. Targeting the persuadables will causing the Qini curve to point upwards while targeting the Do-not-Disturb will yield the opposite result. In experiment B1, the ETU model only yields good results around the first 50% deciles. This is as expected because in the real case scenario, the organization may only target a small number of employees with ERP to save expenses. Moreover, the uplift values and employee proportions are shown in percentage, for instance, a 0.2 uplift value in 0.25 employee proportion means the organization will get 20% of uplift by just targeting the top 25% of employees with the ERP.

As explained earlier in Section C of Literature, the preferable uplift class to be targeted by the retention program is the CNTR — i.e. Persuadables. Therefore, an optimum result may be achieved by only targeting CN or TR employees and avoiding CR or TN employees. Nevertheless, swarm plot D3 in Figure 5 shows that the ETP model incorrectly ranks the TN employees in the top 30% decile of the three datasets. On the other hand, swarm plots C1 and D4 clearly show that the ETU model correctly ranks the CN and TR employees, respectively. Despite the consistent performance of the ETU model, swarm plot C2, C3, D2, and D3 show that the ETU model still incorrectly ranks several CR and TN employees in the top deciles. Therefore, the Qini curve that projected by the ETU model tends to be decreased in top deciles, as shown in experiments A1, B2, and B3. These mistakes could be crucial if an organization has a limited budget for an employee retention program, and only capable to target a small proportion of employees. We speculate that these mistakes may be reduced by applying several techniques that are not applied in this research to improve prescriptive performance, for instance, hyper–tuning or other uplift modeling strategies.

Moreover, Experiments A1, A2, and A3 yielding a maximum uplift of \(\approx 40\%\), \(\approx 20\%\), and \(\approx 10\%\), respectively. Therefore, the ETU model of Experiment A1 has both the highest maximum uplift and accuracy, followed by A2, and finally A3 with the lowest maximum uplift and accuracy. This indicates that higher accuracy may lead to higher maximum uplift for the ETU model with treatment that negatively correlated with employee turnover.
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FINDINGS: Applying the Employee Turnover Prediction model as prescriptive analytics is not reliable, and could give a negative result. By contrast, applying the Employee Turnover Uplift model as prescriptive analytics is more reliable.

![Figure 4](Image)

Figure 4. Prescriptive evaluation results with the Qini curve that represents the uplift value obtained by the model in the proportion of targeted employees. Red, blue, and gray curves, representing ETU, ETP, and random model, respectively. The results with negative treatment correlation are shown on the left, while the results with positive treatment correlation are shown on the right. (Please access the digital version of this manuscript to distinguish the color)

D. Future research

This research opens up four directions for future research about HR Prescriptive Analytics. Firstly, a comparative study between various uplift strategies still needs to be explored to find out the most reliable uplift strategy. Secondly, various techniques to improve performance also need to be explored,
for instance, various machine-learning algorithms, hyper-tuning, feature engineering, etc. Thirdly, other techniques to measure the prescriptive performance may be explored, for instance, by comparing the Qini coefficient or measuring the uplift value in the top deciles.

Fourthly, despite the uplift value measured in this research, a profit-centric approach needs to be explored in measuring the prescriptive performance of an employee retention program. This approach may be conducted by applying the cost and benefit analysis that has been widely studied for the customer retention program. Last but not least, more empirical analysis is needed to be studied with other HR data or in a broader variety of applications — e.g. employee survival analysis, medicine recommendation, multi-treatment uplift, etc.
VII. Conclusion

We have developed a treatment identification technique to unlock the prescriptive capability of human resources data with unidentified treatment. This approach results in two possible prescriptive scenarios for each treatment identified, the first one has a negative correlation with employee turnover, and the other one has a positive correlation with employee turnover. Moreover, we successfully apply the conventional predictive model and the uplift model to three datasets with unidentified treatment to test the merits of this approach.

Empirical evidence of the uplift model outperforming the conventional predictive model is growing steadily in the literature. However, similar studies have never been conducted on human resources data. Therefore, this research presents an experimental case study with synthetic and real data to assess the performance comparison of the uplift model and conventional predictive model. While conducting the experimental case study, we also introduce a combination of extreme gradient boosting and Lai’s generalized weighed uplift to predict and prescribe employee turnover. The result indicates that the uplift model is more reliable than the conventional predictive model in prescribing the persuadables employee that should be treated to reduce employee turnover. Therefore, this result also validates previous works about the merits of uplift modeling as prescriptive analytics.
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