Abstract

In this note, we explore the possibility that certain high-energy holographic CFT states correspond to black hole microstates with a geometrical behind-the-horizon region, modelled by a portion of a second asymptotic region terminating at an end-of-the-world (ETW) brane. We study the time-dependent physics of this behind-the-horizon region, whose ETW boundary geometry takes the form of a closed FRW spacetime. We show that in many cases, this behind-the-horizon physics can be probed directly by looking at the time dependence of entanglement entropy for sufficiently large spatial CFT subsystems. We study in particular states defined via Euclidean evolution from conformal boundary states and give specific predictions for the behavior of the entanglement entropy in this case. We perform analogous calculations for the SYK model and find qualitative agreement with our expectations.

A fascinating possibility is that for certain states, we might have gravity localized to the ETW brane as in the Randall-Sundrum II scenario for cosmology. In this case, the effective description of physics beyond the horizon could be a big bang/big crunch cosmology of the same dimensionality as the CFT. In this case, the $d$-dimensional CFT describing the black hole microstate would give a precise, microscopic description of the $d$-dimensional cosmological physics.
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1 Introduction

The AdS/CFT correspondence is believed to provide a non-perturbative description of quantum gravity for spacetimes which are asymptotic to Anti-de Sitter space. For a holographic CFT defined on a spatial sphere, typical pure states with large energy expectation value correspond to microstates of a large black hole in AdS. Simple observables in the CFT can be used to probe the exterior geometry of this black hole, revealing the usual AdS Schwarzschild metric with a horizon. However, what lies beyond the horizon for such states and how this is encoded in the CFT is still a significant open question.

Classically, a static (eternal) black hole solution can be extended to include a second full asymptotically AdS region. In this classical picture, the horizon is not distinguished by any local physics, so a conventional expectation is that black hole microstate geometries should include at least some of the behind-the-horizon region from the maximally extended geometry. On the other hand, including the full second asymptotic region is tantamount to introducing the degrees of freedom of a second CFT, so it is very plausible that single-CFT microstate geometries have at most a part of the second asymptotic region in common with the maximally extended spacetime.

---

2 Some authors have argued that quantum effects should modify these expectations: the “fuzzball” proposal [1, 2, 3, 4] suggests that microstate geometries are actually horizonless, while proponents of the “firewall” scenario [5, 6] argued that consistency with unitarity and the equivalence principle imply that the geometry must end in some type of singularity at or just beyond the horizon. But many authors have given counter-arguments suggesting a more conventional picture.
Figure 1: Penrose diagram for spacetimes associated with certain black hole microstates. The spacetime terminates on the left with an effective end-of-the-world brane (shown in red on the left) whose worldvolume geometry is a four-dimensional FRW big bang/big crunch cosmology. For certain brane trajectories, the physics of the left region would correspond to a Randall-Sundrum II cosmology, with gravity localized on the brane. If there are CFT states that realize this scenario, the CFT would provide a complete microscopic description of this cosmology.

In this paper, following [7] and [8], we will explore the possibility that for certain CFT states, the corresponding black hole geometry is captured by the Penrose diagram in Figure 1. Here, the geometry on the right side is the AdS-Schwarzschild black hole exterior. On the left, instead of the full second asymptotic region that would be present in the maximally extended black hole geometry, we have a finite region terminating on an end-of-the-world (ETW) brane (shown in red in Figure 1). In the microscopic description, this brane could involve some branes from string/M theory theory or could correspond to a place where the spacetime effectively ends due to a degeneration of the internal space (as in a bubble of nothing geometry [10]). In this note we mainly make use of a simple effective description of the ETW brane, which we describe in detail below.

In order to decode the physics of these microstate spacetimes from the microscopic CFT state, we need to understand the CFT description of physics behind the black hole horizon. This is a notoriously difficult problem; the present understanding is that decoding local physics behind the horizon requires looking at extremely complicated operators in the CFT and furthermore that the operators needed depend on the particular CFT state being considered [11, 12, 13, 14].

Fortunately, we will see that in many cases, entanglement entropy in the CFT can probe the geometry behind the horizon, and in particular can be used to inform us about the effective

---

3The recent paper [9] that appeared during the course of our work also considered black hole microstate geometries, describing a picture somewhat different from the one in Figure 1. However, [9] were discussing typical black hole microstates, while we are focusing on more specific states, so there is no conflict.

4For recent discussions of state dependence and bulk reconstruction of black hole interiors from the quantum error correction perspective, see [15, 16].

3
geometry of the ETW brane. To understand this, recall that for holographic theories, the entanglement entropy for a spatial region in the CFT corresponds to the area in the corresponding geometry of the minimal area extremal surface homologous to the region \[17\] \[18\]. In the geometry of Figure 1 we have extremal surfaces that remain outside the black hole horizon and extremal surfaces that penetrate the horizon and end on the ETW brane, as shown in Figure 2. We find that if the black hole is sufficiently large, the behind-the-horizon region is not too large, and the CFT region is large enough, the extremal surfaces penetrating the horizon can have the minimal area for some window of boundary time \([-t_E, t_E]\), where \(t_E\) depends on the size of the region being considered. During this time, the entanglement entropy is time-dependent and directly probes the geometry of the ETW brane. This was observed for a simple case in \[19\] \[5\].

Our investigations were motivated by the work of \[7\] in the context of the SYK model, a simple toy model for AdS/CFT. Here, Kourkoulou and Maldacena argued that for states \(e^{-\beta H}|B\rangle\) arising via Euclidean evolution of states \(|B\rangle\) with limited entanglement, the corresponding \(AdS_2\) black hole microstate take a form similar to that shown in Figure 1. This work was generalized to CFTs in \[8\], where the states \(|B\rangle\) were taken to be conformally invariant boundary states of the CFT. In that case, the corresponding geometries were deduced by making use of a simple ansatz discussed by Karch and Randall \[23\], and by Takayanagi \[24\] for how to holographically model conformally invariant boundary conditions in CFTs. The resulting geometries again take the form shown in Figure 1, with the trajectory of the ETW brane depending on properties of the CFT boundary state. We review the construction of these states and their corresponding geometries in section 2, generalizing the calculations to higher dimensions. We make use of this particular set of geometries for our detailed calculations since they are simple to interpret holographically, but we expect that the qualitative picture of Figure 1 should hold in a more complete holographic treatment of Euclidean-time-evolved CFT boundary states, and perhaps for a more general class of states.

Our calculations of entanglement entropy for these states are described in detail in section 3. As an example of the results, figure 3 shows the entanglement entropy for ball-shaped regions in a particular five-dimensional black hole geometry with constant-tension ETW brane behind the horizon. For small subsystems or late times, the RT surfaces stay outside the horizon and the entanglement entropy is time-independent. However, for large enough subsystems, there is an interval of time where the minimal-area extremal surfaces probe behind the horizon and end on the ETW brane. Thus, the entanglement entropy gives a direct probe of behind-the-horizon physics.

The ansatz of Karch/Randall/Takayanagi, in which boundaries in the asymptotic region are extended into the bulk along a dynamical ETW brane of a fixed tension, is the simplest

---

\[5\] Various other works have considered the entanglement entropy in black hole geometries with a time-dependent exterior, such as the Vaidya geometry (see, for example, \[20\]). In these cases, the entanglement entropy can also probe behind the horizon.

\[6\] The states \(e^{-\beta H}|B\rangle\) in this case have been considered in the past by Cardy and collaborators \[21\], \[22\] as time-dependent states used to model quantum quenches.
Figure 2: Two possibilities for extremal surfaces and associated entanglement wedges (shaded) for ball-shaped boundary regions. The extremal surface on the right has the topology of $S^{d-2}$ times an interval, so is connected for $d > 2$.

Figure 3: Time-dependence of subsystem entanglement entropy for a five-dimensional black hole microstate modeled by a constant tension ETW brane behind the horizon. Curves from bottom to top correspond to successively larger ball-shaped subsystems on the sphere. For large enough subsystems, the minimal area extremal surfaces probe behind the horizon for an interval of time.
proposal that reproduces expected properties of boundary CFT entanglement entropy via a holographic calculation. For specific microstates of specific CFTs, the detailed microstate geometry is more complicated and the ETW brane will have a more specific microscopic description, but it is plausible that the qualitative picture is similar. Thus, our results for the behavior of entanglement entropy using the simple ansatz can be viewed as a prediction for the qualitative behaviour of entanglement entropy in actual Euclidean-time-evolved boundary states of holographic CFTs. This can be tested by direct calculation for specific states; obtaining results similar to the ones we find based on the above described simple ansatz would provide a check that our general picture is viable.

As a warm-up for such a direct test, we perform an analogous calculation in a generalization of the SYK model, a coupled-cluster model which includes both all-to-all within-cluster interactions and spatially local between-cluster interactions. Here, the states we consider are analogs of those of [7] extended to include the physics of spatial locality, where in place of the boundary state $|B\rangle$, we have states which are eigenstates of a collection of spin operators formed from pairs of fermions. We numerically calculate the entanglement entropy as a function of time for subsets of various numbers of fermions (as a model for CFT spatial regions on varying size) for a single SYK cluster and for two coupled SYK clusters. We find that the dependence of entanglement entropy on time and on the fraction of the system being considered is qualitatively similar to our predictions for holographic CFT states (compare figure 20 with figure 3), but (as expected) without the sharp features observed in the holographic case. We also give analytical large-$N$ arguments that apply to many clusters, where direct numerical calculation is not possible. These calculations are described in detail in section 4.

It is noteworthy that imaginary time-evolved product states have also been considered in the condensed matter literature. For example, they were proposed as tools to efficiently sample from thermal distributions of spin chains. In that context, they were named minimally entangled typical thermal states (METTS), with the expectation that they would be only lightly entangled [25, 26]. Interestingly, we find that such states are generically highly entangled, unlike what was seen for simple gapped spin chains [25, 26]. One can argue that the low entanglement observed in the finite-size gapped spin chain occurs because of the strong microscopic-scale energy gap. To better understand the holographic and SYK results in some simple models, and with this quantum matter background in mind, we also give some additional results for spin/qubit models in Appendices C and D.

We also consider in section 5 the calculation of holographic complexity [27, 28, 29] (both the action and volume versions). These provide additional probes of the behind-the-horizon physics, though their CFT interpretation is less clear. We find interesting differences in behavior between the action and volume versions. While both show the expected linear growth at late times, the volume-complexity increases smoothly from the time-symmetric point $t = 0$, while the action-complexity has a phase transition that separates the late-time growth from an earlier period where the action-complexity is constant.

In section 6, we point out a Rindler analog of our construction in 2+1 dimensions, where
the maximally extended black hole geometry is replaced with empty AdS space divided into complementary Rindler wedges and the microstates are particular states of a CFT on a half-
sphere with BCFT boundary conditions. Since the BTZ geometry is obtained as a quotient
of pure AdS$_3$, we can unwind the compact direction and reuse the results of section 3 to
determine when knowledge of a boundary subsystem grants access to the region behind the
Rindler horizon.

Black hole microstate cosmology

An interesting feature of the geometries we consider is that the geometry on the left side
can be thought of as an asymptotically AdS spacetime (the second asymptotic region of the
maximally extended geometry) cut off by a UV brane. This is reminiscent of the Randall-
Sundrum II scenario for brane-world cosmology. In that case, we have gravity localized on
the brane; that is, the physics on the brane can be described (in the case where the full
spacetime is $d + 1$-dimensional) over a large range of scales by $d$-dimensional gravity coupled
to matter.

Whether or not we have an effective four-dimensional description for physics in the second
asymptotic region will depend on the details of the microstate geometry, in particular on the
size of the black hole relative to the AdS scale and to the ETW brane trajectory. These in
turn depend on the details of the state we are considering. If there exist states for which the
conditions for localized gravity are realized, the effective description of the physics beyond the
black hole horizon would correspond to $d$-dimensional FRW cosmology, where the evolution
of the scale factor corresponds to the evolution of the proper size of the ETW brane in the
full geometry. This evolution corresponds to an expanding and contracting FRW spacetime
which classically starts with a big bang and ends with a big crunch, though we expect that
the early and late time physics does not have a good $d$-dimensional description.

Since the states we are describing are simply specific high-energy states in our original CFT,
the original CFT should provide a complete microscopic description of this cosmological
physics. A very optimistic scenario is that for the right choice of four-dimensional CFT
(or other non-conformal holographic theory) and black hole microstate, the effective four-
dimensional description of the dynamics of the ETW brane could match with the cosmology
in our universe. In this case, the CFT itself could be supersymmetric; the effective theory
on the ETW brane will be related to the choice of state in the CFT and need not have
unbroken supersymmetry. The small cosmological constant would be explained by having
a large central charge in the CFT together with some properties of the CFT state we are
considering.

---

7Via another application of the AdS/CFT correspondence, some of the matter, dual to the gravitational
physics in the partial second asymptotic region, should be described by a cutoff $d$-dimensional conformal
field theory.

8Perhaps it could even be $\mathcal{N} = 4$ supersymmetric Yang-Mills Theory.
Even if the relevant cosmologies turn out not to be realistic, it is intriguing that CFTs could provide a microscopic description of interesting cosmological spacetimes, since the usual applications of AdS/CFT describe spacetimes whose asymptotics are static. Understanding how to generalize AdS/CFT to provide a non-perturbative formulation of quantum gravity in cosmological situations is among the most important open questions in the field, so it is very interesting to explore whether the scenario we describe can be realized in microscopic examples.

In section 7, we give a more detailed review of Randall-Sundrum II cosmology and the conditions for localizing gravity. We then explore whether these conditions can be met in the simple class of geometries with a constant tension ETW brane. Our analysis suggests that realizing the localized cosmology requires considering a black hole which is much larger than the AdS scale, and an ETW brane tension that is sufficiently large. Unfortunately, while the Lorentzian geometries corresponding to these parameters are sensible, our analysis in section 2 suggests that for CFT states corresponding to these parameter values, a different branch of solutions for the dual gravity solution may be preferred. However, a more complete holographic treatment for the BCFT physics will be required in order to reach a more decisive conclusion.

Finally, in section 8, we comment on various possible generalizations and future directions.

## 2 Microstates with behind-the-horizon geometry

In this section, we describe a specific class of CFT excited states which describe certain black hole microstates when the CFT is holographic. For these states, it is possible to plausibly describe the full black hole geometry, at least approximately. These states were suggested and studied in the context of the SYK model by [7], and later studied directly in the context of holographic CFTs in [8]. Simple specific examples of these states and the corresponding geometries have been discussed earlier, for example in [36, 37, 19]. The microstate geometries will be time-dependent and hence “non-equilibrium”; for a different construction of non-equilibrium microstates with geometry behind the horizon, see [38]. In this section, we will review and generalize those discussions, starting with the definition of the CFT states and then moving to the geometrical interpretation. We will make use of this specific construction in the remainder of the paper in order to have an example where we can do explicit calculations.

---

[9] There have been many other approaches to describing cosmological physics using holography. For examples, see [30, 31, 32, 33, 34, 35].
2.1 CFT states

The states we consider, suggested in [7], have two equivalent descriptions. First, consider the thermofield double state of two CFTs (on $S^d$) which we will call the left and right CFTs,

$$|\Psi_{TFD}^\beta\rangle = \frac{1}{Z_\beta} \sum e^{-\beta E_i} |E_i\rangle_L \otimes |E_i\rangle_R .$$

(1)

For high enough temperatures, this corresponds to the maximally extended AdS-Schwarzschild black hole geometry. Now consider projecting this state onto some particular pure state $|B\rangle$ of the left CFT. This could be the result of measuring the state on the left. We will be more specific about the pure state $|B\rangle$ later on. The result is a pure state of the right CFT given by

$$|\hat{\Psi}^\beta_B\rangle = \frac{1}{Z_\beta} \sum e^{-\beta E_i} \langle B|E_i\rangle |E_i\rangle .$$

(2)

We can think of this state as the result of measuring the state of the left CFT. If this measurement corresponds to looking at the state of local (UV) degrees of freedom, we might expect that the effects on the corresponding geometry propagate inwards causally (forward and backward, since we will be considering time-symmetric states) from near the left boundary, so that the geometry retains a significant portion of the second asymptotic region. This motivates considering states $|B\rangle$ with no long-range entanglement.

We can also consider a closely related state $|\Psi^\beta_B\rangle$ obtained by complex conjugation of the coefficients in the superposition,

$$|\Psi^\beta_B\rangle = \frac{1}{Z_\beta} \sum e^{-\beta E_i} \langle E_i|B\rangle |E_i\rangle
= \frac{1}{Z_\beta} \sum e^{-\beta E_i} |E_i\rangle\langle E_i|B\rangle
= \frac{1}{Z_\beta} e^{-\beta H/2} |B\rangle .$$

(3)

We recall that the operation $|\hat{\Psi}^\beta_B\rangle \rightarrow |\Psi^\beta_B\rangle$ is anti-linear and anti-unitary and corresponds to the operation of time-reversal. For example, given any Hermitian $O$ we have that

$$\langle \Psi^\beta_B(t)|O|\Psi^\beta_B(-t)\rangle = \langle \hat{\Psi}^\beta_B(-t)|O|\hat{\Psi}^\beta_B(-t)\rangle .$$

(4)

In our case, we will consider states which are time-reversal symmetric, so the two definitions are equivalent.

We see from [3] that the states $|\Psi^\beta_B\rangle$ correspond to starting from a state $|B\rangle$ and having a finite amount of Euclidean evolution. These states are naturally defined by a Euclidean path integral as shown in Figure[4]. Since the CFT path integral for holographic theories maps onto the gravity path integral, we will be able to make use of the AdS/CFT correspondence to deduce the corresponding geometries if we can choose states $|B\rangle$ for which we can understand a gravity prescription for dealing with the boundary condition at the initial Euclidean time.
Euclidean evolution of CFT boundary states

In the CFT context, a nice class of states to consider for the states $|B\rangle$ are certain boundary states of the CFT, as suggested in [7] and explored in detail in [8]. For any CFT, we can ask whether it is possible to define the theory on a manifold with boundary. In general, there will be a family of distinct theories corresponding to different allowed boundary conditions. Some of these boundary conditions are special in the sense that they preserve some of the conformal symmetry of the theory; specifically, the vacuum state of the CFT on a half space with such a boundary condition would preserve SO($d-1,2$) of the SO($d,2$) conformal symmetry.

For each of these allowed boundary conditions, we can associate a boundary state $|B\rangle$ for the CFT on $S^{d-1}$ by saying that choosing this state in (3) is equivalent to the state obtained from the Euclidean path integral with our chosen boundary condition at $\tau = -\beta/2$. The boundary state itself (equal to $|\Psi_{\beta B}\rangle$ in the limit $\beta \to 0$) is singular and has infinite energy. It also can be understood to have no long range entanglement, as we motivated above [39]. However, the Euclidean evolution suppresses the high-energy contributions to give a state with finite energy. The states $|\Psi_{\beta B}\rangle$ are generally time-dependent and were considered by Cardy and collaborators in studying quantum quenches [21, 40, 22].

For our purposes, the boundary states are interesting since now the description of our states is completely in terms of a Euclidean path integral with a specific boundary condition for the CFT at $\tau = -\beta/2$.

2.2 Holographic model

In [23] and [24, 41], these boundary conditions were discussed in the context of AdS/CFT. These references proposed that the gravitational dual for a CFT with boundary should be some asymptotically AdS spacetime with a dynamical IR boundary that forms an extension of the CFT boundary into the bulk, as depicted in Figure 5. For simplicity, the physics
of this boundary was modelled by an end-of-the-world brane with constant tension, and a Neumann boundary condition ensuring that no energy/momentum flows through the brane. A refined proposal for how to treat the boundary conditions was presented recently in [42], but for the cases we consider, the proposals are equivalent.

It is convenient to introduce a dimensionless tension parameter $T$ defined so that the stress-energy tensor on the ETW brane is

$$8\pi G T_{ab} = (1 - d) T g_{ab} / L_{\text{AdS}},$$

where $T$ can be positive or negative. The parameter $T$ is related to properties of the boundary state; we will review the physical significance of this parameter in the CFT below. The gravitational action including bulk and boundary terms is then given as

$$I_{\text{bulk}} + I_{\text{ETW}} = \frac{1}{16\pi G} \int_{N_{\text{AdS}}} d^{d+1}x \sqrt{-g} (R - 2\Lambda) + \frac{1}{8\pi G} \int_{Q_{\text{ETW}}} d^{d-1}y \sqrt{-h} (K - (d-1)T).$$

With this simple model, various expected properties of boundary CFT were shown to be reproduced via gravity calculations. In [24] and [41], the boundary conditions were taken as spatial boundary conditions for a CFT on an interval or strip, but we can apply the same model in our case with a past boundary in Euclidean time.

For general holographic BCFTs, we expect that the boundary action would be more complicated; it could include general terms involving intrinsic and extrinsic curvatures, sources for various bulk fields, and additional fields localized to the boundary. However, for this this paper, we will focus on studying the simple one-parameter family of models as proposed in [23, 24].

**Relation between tension and boundary entropy in 1+1 dimensions**

The significance of the tension parameter $T$ may be understood most simply for the case of 1+1 dimensional conformal field theories. In that case, each conformally invariant boundary
condition may be characterized by a parameter $g$ that can be understood as a boundary analogue of the central charge \cite{13, 14}. We can define $g$ by

$$g = \langle 0 | B \rangle$$ \hfill (7)$$

which has the interpretation of the disk partition function, computed with the boundary conditions associated with $| B \rangle$. Along boundary RG flows (defined by deforming a BCFT by some boundary operator), the parameter $g$ always decreases \cite{45}. This parameter $g$ also appears in the expression for the vacuum entanglement entropy for the CFT on a half line \cite{46}. The entanglement entropy for an interval of length $L$ including the boundary is given in general by

$$S(L) = \frac{c}{6} \log \left( \frac{L}{\epsilon} \right) + \log(g) .$$ \hfill (8)$$

Here, the second term is known as the \textit{boundary entropy} and in general can have either sign.

Using the holographic prescription, Takayanagi computed both the disk partition function and the entanglement entropy for intervals on a half line, showing that in both cases, the holographic calculation matches with the CFT result if the tension parameter is related to the boundary entropy by

$$\log g = \frac{L_{AdS}}{4G} \text{arctanh}(T) .$$ \hfill (9)$$

Thus, larger values of the tension correspond to larger boundary entropy, or more degrees of freedom associated with the boundary. We expect that this qualitative relationship also holds in higher dimensions.

Geometrically, the tension parameter $T$ determines the angle at which the ETW brane intersects the boundary, via $T = \sin(\theta)$; this also holds in higher dimensions \cite{41}. As an example, Figure 6 depicts the calculation of entanglement entropy for an interval of including the boundary in the vacuum state of a holographic BCFT.

Figure 6: Calculation of entanglement entropy for an interval of length $L$ including the boundary in the vacuum state of a holographic BCFT. The geometry is locally Poincaré-AdS, with the ETW brane at a constant angle $\theta = \arcsin(T)$. The boundary entropy is the $x > 0$ portion of the RT area.
Figure 7: Euclidean gravity solutions corresponding to the CFT path integral for $\langle B | e^{-\beta H} | B \rangle$. The boundary geometry is a cylinder $S^d \times [-\tau_0, \tau_0]$. The phase with a connected ETW brane configuration (left), dominant for small $\tau_0$, gives rise to a Lorentzian black hole geometry.

2.3 Microstate geometries from Euclidean-time-evolved boundary states

We now make use of the simple holographic BCFT recipe to deduce the microstate geometries associated with Euclidean-time-evolved boundary states

$$| \Psi \rangle = e^{-\tau_0 H} | B \rangle.$$  \hspace{1cm} (10)

This was already carried out for 1+1 dimensional CFT states in \cite{8}. We review their calculations and generalize to higher dimensions.

We are considering a CFT on a spatial $S^{d-1}$ with the state prepared by a Euclidean path integral with boundary conditions in the Euclidean past at $\tau = -\tau_0$. We would like to work out a Lorentzian geometry dual to our state. We start by noting that $t = 0$ correlators in our state $| \Psi_B^{\tau_0} \rangle$ may be computed via the Euclidean path integral on $S^{d-1}$ times an interval of Euclidean time $\tau \in [-\tau_0, \tau_0]$, with operators inserted at $\tau = 0$. Holographically, this can be computed using the extrapolate dictionary as a limit of bulk correlators in a Euclidean geometry with boundary $S^{d-1} \times [-\tau_0, \tau_0]$ that is determined by extremizing the gravitational action with appropriate boundary terms for the ETW brane. This geometry is time-reversal symmetric. To find the Lorentzian geometry associated with our state, we take the $\tau = 0$ bulk slice as the initial data for our Lorentzian solution (which will also be time-reversal symmetric).

There are two possible configurations of the ETW brane in the Euclidean solution, depending on the values of $T$ and $\tau_0$, as shown in Figure 7. The configuration which dominates the gravitational path integral is the one with lower action. For some values of $T$ we can have a transition between these solutions analogous to the Hawking-Page transition. Above a critical value $\tau_*(T)$, the lower action configuration is a portion of Euclidean AdS, and the Lorentzian solution will be pure AdS with a small amount of quantum matter (as we have for the dual of a finite temperature CFT below the Hawking-Page transition). For $\tau_0 < \tau_*(T)$,
the Lorentzian solution corresponds to a part of the AdS-Schwarzschild geometry. For \( T > 0 \), this includes the full exterior solution plus spacetime behind the horizon terminating with the ETW brane.

In appendix A, we present a detailed derivation of the Euclidean and Lorentzian solutions corresponding to the Euclidean-time-evolved boundary states; here, we summarize the basic results.

### 2.3.1 Euclidean solutions

We begin by describing the Euclidean solutions for each of the phases. In each case, the boundary geometry is taken to be a sphere \( S^{d-1} \) with unit radius times an interval \([-\tau_0, \tau_0]\).

For the case \( d = 2 \), our calculation is actually equivalent to a calculation in [41], who considered the Euclidean solutions associated with the path integral for a BCFT defined on an interval (i.e. with two boundaries) at finite temperature. In that case, the interval \([-\tau_0, \tau_0]\) represented the spatial direction, while the \( S^1 \) was the thermal circle.

Since the states we consider preserve spherical symmetry, the relevant geometries will also be spherically symmetric, and must therefore locally be described by the Euclidean AdS-Schwarzschild geometry,

\[
ds^2 = f(r)d\tau^2 + \frac{dr^2}{f(r)} + r^2 d\Omega_{d-1}^2
\]

with

\[
f(r) = \frac{r^2}{L_{AdS}^2} + 1 - \frac{r_H^{d-2}}{r^{d-2}} \left( \frac{r_H^2}{L_{AdS}^2} + 1 \right). \tag{12}
\]

Here, the value of \( r_H \) will depend on which phase we are in and on the values of \( \tau_0 \) and \( T \). The periodicity of \( \tau \) (for \( r_H > 0 \)) is determined by smoothness at \( r = r_H \) to be

\[
\beta = \frac{4\pi r_H L_{AdS}^2}{(d-2)L_{AdS}^2 + d r_H^2}. \tag{13}
\]

This relates the inverse black hole temperature to \( r_H \).

### Black hole phase

We will mainly be interested in the “black hole” phase in which ETW brane is connected and takes the form shown on the left in Figure 7. Describing the spherically symmetric brane embedding by \( r(\tau) \) we find that the equations of motions for the brane imply that the trajectory obeys

\[
\frac{dr}{d\tau} = \frac{f(r)}{T r} \sqrt{f(r) - T^2 r^2}. \tag{14}
\]
Solutions that are symmetric about $\tau = 0$ will have $\frac{dr}{d\tau} = 0$ for $\tau = 0$, with $r$ equal to some minimum value $r_0$ determined in terms of $T$ and $r_H$ by

$$f(r_0) = T^2 r_0^2.$$  

(15)

This gives the maximum ETW brane radius in the Lorentzian solution. As we increase $T$, the ratio $r_0/r_H$ increases monotonically from 1 at $T = 0$. In $d = 2$, we have simply

$$\frac{r_0}{r_H} = \frac{1}{\sqrt{1 - T^2}},$$  

(16)

while in higher dimensions, we will see below that this ratio reaches a finite maximum value.

The brane locus is then given by

$$\tau(r) = \int_{r_0}^{r} dr' \frac{T \dot{r}}{f(\dot{r})} \sqrt{f(r) - T^2 r'^2}.$$  

(17)

A typical solution for $T > 0$ is depicted in Figure 8. On the left, the full disk represents the $r, \tau$ coordinates of the Euclidean Schwarzschild geometry, with $r$ ranging from $r_H$ at the center to infinity at the boundary. We have an $S^d$ of radius $r$ associated with each point. The ETW brane bounds a portion of the spacetime (shaded) that gives the Euclidean geometry associated with our state. This has a time-reflection symmetry about the horizontal axis. The invariant co-dimension one surface (blue dashed line) gives the $t = 0$ geometry (depicted on the right) for the associated Lorentzian solution. In this picture, the minimum radius sphere corresponds to the black hole horizon, so we see that the ETW brane is behind the horizon.

For $T < 0$, we obtain the same trajectories, but the geometry corresponds to the unshaded part, and the ETW brane from the initial data slice is outside the horizon.

For a given $r_H$ and $T$, the Euclidean preparation time $\tau_0$ associated with the solution corresponds to half the range of $\tau$ bounded by the ETW brane at the AdS boundary. This is given explicitly by

$$\tau_0 = \frac{2\pi r_H}{dr_H^2 + (d - 2)} - \int_{r_0}^{\infty} dr \frac{T r}{f(r) \sqrt{f(r) - T^2 r'^2}}.$$  

(18)

For a specified tension $T$ and preparation time $\tau_0$, the temperature of the corresponding black hole is determined implicitly by this equation. There can be more than one pair $r_H$ that gives the same $\tau_0$ for fixed $T$, but in this case, the solution with smaller $r_H$ is never the minimum action solution.

For $d = 2$, we find that for every value of $T$ and $r_H$, the ETW brane trajectory meets the boundary of the $(r, \tau)$ disc at antipodal points, so the black hole temperature is very simply related to the Euclidean preparation time,

$$\tau_0 = \frac{\beta}{4} = \frac{\pi}{2r_H}.$$  

(19)
Figure 8: Euclidean geometry associated with a $T > 0$ state. Left: ETW brane trajectory on $r, \tau$ plane, with $r = r_H$ at the center and $r = \infty$ represented as the boundary of the disk. We have a $S^d$ of radius $r$ associated with each point. Right: spatial geometry fixed by time-reflection symmetry (blue dashed line on the left). This provides the initial data for the Lorentzian solution.

In this case, the ETW brane radius on the initial data slice is

$$r_0 = \frac{r_H}{\sqrt{1 - T^2}},$$

so the region behind the horizon can become arbitrarily large as we take $T \to 1$.

For $d > 2$ we find that Euclidean solutions in this phase exist only for a portion of the $\tau_0 - T$ plane, shown for $d = 4$ in figure 9. In particular, we have some maximum value $T_{\text{max}}$ above which there are no Euclidean solutions with a connected ETW brane (corresponding to a Lorentzian black hole geometry).

For $d = 3$, we find $T_{\text{max}} \approx .95635$. This leads to a maximum value of $(r_0/r_H)_{\text{max}} \approx 2.2708$ for the ratio of the ETW brane radius to the horizon radius.

For $d = 4$, we find that the large $r_H$ limit of $T_*$ is $T_{\text{max}} \approx 0.79765$. This leads to a maximum value of $(r_0/r_H)_{\text{max}} \approx 1.2876$ for the ratio of the ETW brane radius to the horizon radius.

For $T > T_*(r_H)$, the corresponding Euclidean solutions are not sensible since the ETW brane overlaps itself, as shown on the left in Figure 10. In this case, the thermal AdS geometry (with disconnected ETW branes bounding the Euclidean past and future in the Euclidean solution) is apparently the only possibility.

**Pure AdS phase**

For any value of $\tau_0$ and $T > 0$, we can also have a Euclidean solution where the ETW brane has two disconnected components as shown on the right in figure 7. The Euclidean geometry
is a portion of pure Euclidean $AdS$ (described by the metric above $f(r) = r^2 + L_{AdS}^2$) bounded by the two branes. We can parameterize the brane embedding by $\tau(r)$ with $\tau(\infty) = \pm \tau_0$ for the upper and lower brane respectively. The equations determining the brane location are the same as in the previous case since the geometry takes the same form, so we find that the brane embedding is given by

$$\tau(r) - \tau_0 = \int_r^\infty d\hat{r} \frac{T\hat{r}}{f(\hat{r})\sqrt{f(\hat{r}) - T^2\hat{r}^2}},$$

with $f(r) = r^2 + 1$. Integrating, we find (in any dimension)

$$\tau(r) - \tau_0 = \operatorname{arcsinh} \left( \frac{T}{\sqrt{r^2 + 1\sqrt{1 - T^2}}} \right).$$

The negative $\tau$ component of the ETW brane is obtained via $\tau \to -\tau$.

**Comparison of the gravitational actions**

In order to determine which type of solution leads to the classical geometry associated with our state for given $(\tau_0, T)$, we need to compare the gravitational action for solutions from the two phases. For $d = 2$, this calculation was carried out in [41] (section 4) while studying the Hawking-Page type transition for BCFT on an interval. Our calculations in Appendix A generalize this to arbitrary dimensions. In order to compare the actions, we need to regularize; in each case, we can integrate up to the $r$ corresponding to $z = \epsilon$ in Fefferman-Graham coordinates and then take the limit $\epsilon \to 0$ after subtracting the actions for the two phases.

As examples, we find that for $d = 2$, we have

$$\lim_{\epsilon \to 0} (I_{AdS}^{E}(T, \tau_0, \epsilon) - I_{BH}^{E}(T, \tau_0, \epsilon)) = \frac{1}{2G} \left[ -\arctanh(T) - \frac{\tau_0}{2} + \frac{\pi^2}{8\tau_0} \right].$$

Thus, our states (for a CFT on a unit circle) correspond to bulk black holes when

$$\tau_0 < -\arctanh(T) + \sqrt{\frac{\pi^2}{4} + \arctanh^2(T)}.$$

This phase boundary is shown in Figure [9]. Our result agrees with the calculation of [41] (reinterpreted for our context).

For $d = 4$, the action difference is given in equation (159) in the appendix. The resulting phase boundary is shown in figure [9] the critical $\tau_0$ decreases from $\pi/6$ at $T = 0$ to 0 at $T = T_{max}$. We see that for $T > 0$, the black hole solutions typically have lower action when they exist.
Figure 9: Critical value of $\tau_0$ vs $T$ for $d = 2$ (left) and $d = 4$ (right). The thick curve on the right shows the phase boundary below which the black hole phase dominates. The other curves on the right show $\tau_0(T)$ for fixed values of $r_H$, equal to 1, 1.25, 1.5, 2, 3, 4, 8, and 16 from top to bottom on the left. Where the curves overlap in the black hole phase region, the value of $r_H$ for the physical solution is always the larger one.

It is somewhat surprising that the black hole phase never dominates (and doesn’t even exist) for any value of $\tau_0$ above $T = T_{\text{max}}$, since taking $\tau_0$ sufficiently small would be expected to lead to a state of arbitrarily large energy, which should correspond to a black hole in the Lorentzian picture. One possible resolution to this puzzle is that among the possible conformally invariant boundary conditions for holographic CFTs, there may not exist examples that correspond to $T > T_c$ in our models. Our Euclidean gravity results could be seen as a prediction of some constraints on the possible boundary conditions for holographic CFTs (and specifically on a higher-dimensional analogue of boundary entropy).

Alternatively, the simple prescription of holographically modelling the CFT boundary by introducing a bulk ETW brane with some constant tension may not be adequate to model boundary conditions which naively correspond to larger values of $T$. For example, about $T_*$, solving the equations to determine the Euclidean trajectory naively gives a result that folds back on itself. But a more complete model of the ETW brane physics would presumably include interactions of the brane with itself that invalidate our naive analysis. For example, an effective repulsion could turn a naively unphysical solution into a physical one, as shown in Figure [10].

2.3.2 Lorentzian geometries

To find the Lorentzian geometries associated with our states, we use the $\tau = 0, \pi$ slice of the Euclidean geometry as initial data for Lorentzian evolution. The resulting geometry is a portion of the maximally extended black hole geometry, with one side truncated by a
For $T > 0$, we will see that the brane emerges from the past singularity, expands into the second asymptotic region and collapses again into the future singularity. For $T < 0$ we have an equivalent ETW brane trajectory but on the other side of the black hole, so that the brane emerges from the horizon, enters the right asymptotic region, and falls back into the horizon.

Using Schwarzschild coordinates to describe the portion of the ETW brane trajectory in one of the black hole exterior regions, the brane locus is given by the analytic continuation of the Euclidean trajectory,

$$t(r) = \int_{r_0}^{r} d\hat{r} \frac{T\hat{r}}{f(\hat{r})\sqrt{T^2\hat{r}^2 - f(\hat{r})}}.$$  

(25)

For example, in $d = 2$, we obtain

$$\cosh(tr_H)\sqrt{\frac{r^2}{r_H^2} - 1} = \frac{T}{\sqrt{1 - T^2}}.$$  

(26)

To understand the behaviour of the brane in the full spacetime, it is convenient to rewrite the equation in terms of the proper time $\lambda$ on the brane, related to Schwarzschild time by

$$\frac{dt}{d\lambda} = \gamma = \sqrt{\frac{f(r)}{f(r)^2 - \dot{r}^2}}.$$  

(27)

We then find that the coordinate-independent equation of motion for the brane relating the proper radius $r$ to the proper time $\lambda$ is simply

$$\dot{r}^2 + [f(r) - T^2r^2],$$  

(28)

Indeed, the Neumann condition reduces to the thin shell junction condition where the extrinsic curvature on the “excised” side of the brane vanishes.
where now the dot indicates a derivative with respect to proper time. In terms of \( L = \log(r) \), this becomes simply
\[
\dot{L}^2 + V(L) = T^2
\]  
where
\[
V(L) = \frac{f(r)}{r^2} = 1 + e^{-2L} - e^{-d(L-L_H)}(1 + e^{-2L_H}) .
\]  
So the trajectory \( L(\lambda) \) is that of a particle in a one-dimensional potential \( V(L) \) with energy \( T^2 \). These potentials take the form shown in Figure 11.

Considering general values of \( T \), we can have five classes of trajectories (two for \( d = 2 \)), as shown on the right in Figure 11. However, all of our time-symmetric Euclidean solutions in the black hole phase correspond to values \( T < 1 \) (corresponding to case a) in figure 11 for which the Lorentzian trajectory starts at \( r = 0 \), increases to \( r = r_0 \) and decreases back to \( r = 0 \). Thus, the brane emerges from the past singularity, reaches a maximum size \( r_0 \), and shrinks again to \( r = 0 \) at the future singularity.

Using the proper time parametrization, the world-volume metric for the brane takes the close FRW form
\[
ds^2 = -d\lambda^2 + r^2(\lambda)d\Omega^2 ,
\]  
where the scale factor \( r(t) \) is determined from equation (28). The entire trajectory covers some finite amount of proper time given by
\[
\lambda_{tot} = 2 \int_0^{r_0} \frac{dr}{\sqrt{T^2 r^2 - f(r)}} .
\]  
For \( d = 2 \), the explicit scale factor in the world-volume metric is
\[
r(\lambda) = \frac{r_H}{1 - T^2} \cos(\lambda \sqrt{1 - T^2})
\]  
and the total proper time for the evolution (in units with \( L_{\text{AdS}} = 1 \)) is
\[
\lambda_{tot}^{d=2} = \frac{\pi L_{\text{AdS}}}{\sqrt{1 - T^2}} .
\]
For $d = 4$, the scale factor is
\[ r(\lambda) = \frac{1}{\sqrt{2(1 - T^2)}} \left[ \cos(2\sqrt{1 - T^2}\lambda)\sqrt{1 + 4(1 - T^2)r_H^2(1 + r_H^2) - 1} \right]^\frac{1}{2} \] (35)

and the total proper time for the evolution is
\[ \lambda_{\text{tot}}^{d=4} = \frac{1}{\sqrt{1 - T^2}} \arccos \left( \frac{1}{\sqrt{1 + 4(1 - T^2)r_H^2(1 + r_H^2)}} \right). \] (36)

The $d = 3$ results are given in terms of elliptic integrals.

We briefly discuss the remaining trajectories in appendix A, in case they may be relevant to some other class of CFT states. In section 7 we discuss the possibility that for certain parameter ranges, we can have gravity localized to the ETW brane, so that the FRW metrics here would represent cosmological solutions of an effective $d$-dimensional theory of gravity.

3 Probing behind the horizon with entanglement

In this section, we consider the holographic calculation of entanglement entropy for CFT states whose dual geometries are captured by Figure 1. We will continue to use the simple model of a spacetime terminating with an ETW brane, but we expect the same qualitative conclusions when the ETW brane is replaced by a more complete microscopic description.

We begin by considering a general behind-the-horizon ETW brane trajectory $r(t)$ symmetric about $t = 0$ with maximum radius $r(0) = r_0$.

We will consider the entanglement entropy for ball-shaped regions on the sphere as a function of size and of CFT time. As depicted in Figure 2, we have extremal surfaces that stay outside the horizon, but we can also have extremal surfaces that enter the horizon and end on the ETW brane. Depending on the value of time and the ball size, we can have transitions between which type of surface has least area. In the phase where the exterior surface has less area, the CFT entanglement entropy will be time-independent (at leading order in large $N$), while in the other phase, we will have time dependence inherited from the time-dependent ETW brane trajectory. In our examples below, we will find that in favorable cases, the minimal area surface for sufficiently large balls goes behind the horizon during some time interval $[-t_0, t_0]$ which increases with the size of the ball.

\[11\text{We recall that the topological constraint on the extremal surfaces is that they are homologous to the boundary region under consideration. This means that the surface together with the boundary region form the boundary of some portion of a spatial slice of the bulk spacetime. The relevant regions in the two cases are shown as the shaded regions in Figure 2. In the case where the extremal surfaces go behind the horizon and terminate on the ETW brane, this region includes part of the ETW brane. We emphasize that this is not part of the extremal surface and its area should not be included in the holographic calculation of entanglement entropy.}\]
We now turn to the details of the holographic calculation of entanglement entropy given some ETW brane trajectory \( r(t) \). This was calculated for the \( T = 0 \) case in [19]. Similar methods were used in slightly more exotic geometries, and reaching different conclusions, in [50].

**Exterior extremal surfaces**

First, consider the exterior extremal surfaces, working in Schwarzschild coordinates. Let \( \theta_0 \) be the angular size of the ball, such that \( \theta_0 = \pi/2 \) corresponds to a hemisphere.

Since the exterior geometry is static, the extremal surface lives in a constant \( t \) slice, and we can parameterize it by \( r(\theta) \). In terms of this, the area is calculated as

\[
\text{Area} = \omega_{d-2} \int d\theta r^{d-2} \sin^{d-2} \theta \sqrt{r^2 + \frac{1}{f(r)(r')^2}}.
\]  

(37)

where \( \omega_{d-2} \) is the volume of a \( d-2 \)-dimensional sphere.

Extremizing this action, we obtain equations of motion that can be solved numerically (or analytically in the \( d = 2 \) case — see below).

To obtain a finite result for entanglement entropy, we can regulate by integrating up to some fixed \( r_{\text{max}} \) corresponding to \( z = \epsilon \) in Fefferman-Graham coordinates, subtracting off the vacuum entanglement entropy (calculated in the same way but with \( f(r) = r^2 + 1 \)), and then taking \( \epsilon \to 0 \).

**Interior extremal surfaces**

To study extremal surfaces that pass through the horizon, it is convenient to work in a set of coordinates that cover the entire spacetime. In this case, we parameterize the surfaces by a time coordinate and a radial coordinate, which are both taken to be functions of an angle \( \theta \) on the sphere.

The only new element here is that the extremal surfaces intersect the ETW brane, and we need to understand the appropriate boundary conditions here. Since we are extremizing area, our extremal surfaces must intersect the ETW brane normally, so that a variation if the intersection locus does not change the surface area to first order.
Criterion for seeing behind the horizon with entanglement

When the behind-the-horizon extremal surfaces have less area, the CFT entanglement is detecting a difference between our state and the thermal state. We expect that this is most likely to happen for $\theta = \pi/2$, where we are looking at the largest possible subsystem, and for $t = 0$, since at other times the state will become more thermalized.

For this case $\theta_0 = \pi/2$, $t = 0$, the behind-the-horizon extremal surface remains at $\theta = \pi/2$ and $t = 0$, extending all the way to the ETW brane on the far side of the horizon. This intersects the ETW brane normally by the time-reflection symmetry. In this case, we can calculate the regulared areas explicitly as

$$\text{Area}_{\text{int}}(\theta = \pi/2, t = 0, r_0) = \omega_{d-2} \int_{r_H}^{r_{\text{max}}} dr \frac{r^{d-2}}{\sqrt{f(r)}} + \omega_{d-2} \int_{r_H}^{r_0} dr \frac{r^{d-2}}{\sqrt{f(r)}}.$$  \hspace{1cm} (38)

When this area is greater than the area of the exterior extremal surface corresponding to $\theta = \pi/2$, we expect that the entanglement entropy will always be calculated in terms of the exterior surfaces. Thus, we have a basic condition

$$\text{Area}_{\text{ext}}(\pi/2) > \text{Area}_{\text{int}}(\theta = \pi/2, t = 0, r_0)$$  \hspace{1cm} (39)

for when entanglement will tell us something about the geometry behind the horizon. This is more likely to be satisfied for smaller values of $r_0$ (ETW brane not too far past the horizon). It can fail to be satisfied even for $r_0 = r_H$ if the black hole is too small, so below some minimum value $r_H^{\text{min}}$, all minimal area extremal surfaces probe outside the horizon.

For $d = 2$, we will see below that the constraint (39) gives explicitly that

$$(r_H^{\text{min}})^{d=2} = \frac{2L_{\text{AdS}}}{\pi} \arcsinh(1)$$  \hspace{1cm} (40)

and that for larger $r_H$, the maximum brane radius must satisfy

$$\frac{r_0}{r_H} \leq \frac{1}{2} \left( \sinh \left( \frac{r_H \pi}{2L_{\text{AdS}}} \right) + \sinh^{-1} \left( \frac{r_H \pi}{2L_{\text{AdS}}} \right) \right).$$  \hspace{1cm} (41)

in order that we can see behind the horizon with entanglement.

3.1 Example: BCFT states for $d = 2$

In this section, we work out the explicit results for $d = 2$ where the CFT lives on a circle. We calculate the entanglement entropy $S(\Delta \theta, t)$ for an interval of angular size $\Delta \theta$ on the circle, as a function of CFT time $t$. We find that having access to large enough subsystem of the CFT allows us to probe behind the horizon, and thus renders the microstates distinguishable, in broad qualitative agreement with [51].
Exterior extremal surfaces

First consider the exterior surfaces, which we parameterize by $r(\theta)$. Since the integrand in (37) does not depend explicitly on $\theta$, the extremizing surfaces must satisfy

$$r' \frac{\delta \mathcal{L}}{\delta r'} - \mathcal{L} = \text{constant}$$  \hspace{1cm} (42)

Calling this constant $r_0$ (this represents the minimum value of $r$ on the trajectory, where $r' = 0$), we get

$$r' = \pm \frac{r}{r_0 L} \sqrt{(r^2 - r_H^2)(r^2 - r_0^2)}.$$  \hspace{1cm} (43)

The solution, taking $\theta = 0$ to be the point where $r = r_0$, is given implicitly by

$$\theta = -\frac{L}{2r_H} \ln \left[ \frac{-2r_H^2 r_0^2 + r_H^2 r^2 + r^2 r_0^2 - 2r_0 r_H \sqrt{(r^2 - r_0^2)(r^2 - r_H^2)}}{r^2(r_0^2 - r_H^2)} \right].$$  \hspace{1cm} (44)

We will only need that

$$\theta(r = \infty) = \frac{L}{2r_H} \ln \left( \frac{r_0 + r_H}{r_0 - r_H} \right),$$  \hspace{1cm} (45)

so that

$$\frac{r_0}{r_H} = \coth \left( \frac{r_H \Delta \theta}{2L} \right).$$  \hspace{1cm} (46)

The area of such a surface, regulating by integrating only up to $r_{\text{max}} = L/\epsilon$ is

$$\text{Area}(\Delta \theta) = 2L \ln \left( \frac{2L}{\epsilon r_H} \sinh(r_H \Delta \theta/2L) \right).$$  \hspace{1cm} (47)

where we have dropped terms of order $\epsilon$. Using $c = 3L/2G$, this gives entropy $S = \text{Area}/(4G)$ of

$$S = \frac{c}{3} \ln \left( \frac{2L}{\epsilon r_H} \sinh(r_H \Delta \theta/2L) \right).$$  \hspace{1cm} (48)

In terms of the CFT effective temperature $\beta$, we have $r_H/L = 2\pi L_{\text{CFT}}/\beta$, so the result in terms of CFT parameters is

$$S = \frac{c}{3} \ln \left( \frac{\beta}{\pi \epsilon L_{\text{CFT}}} \sinh(\pi L_{\text{CFT}} \Delta \theta/\beta) \right).$$  \hspace{1cm} (49)

where $L_{\text{CFT}}$ is the size of the circle on which the CFT lives.

For comparison, the area of a disconnected surface with two parts extending from the interval boundaries to the horizon via the geodesic path at constant $\theta$ and $t$ gives

$$\text{Area}_0 = 2 \int_{r_H}^{r_{\text{max}}} \frac{dr}{\sqrt{f(r)}} = 2L \ln(2L/(\epsilon r_H)).$$  \hspace{1cm} (50)
This shows that regardless of what happens behind the horizon, the entanglement entropy of an interval with size $\Delta \theta$ will be calculated by an extremal surface outside the horizon if
\[
\sinh(r_H \Delta \theta / (2L)) \leq 1.
\] (51)
This will hold even for the largest interval $\Delta \theta = \pi$ if
\[
r_H / L \leq \frac{2}{\pi} \text{arcsinh}(1).
\] (52)
Thus, we must have a sufficiently large black hole if the CFT entanglement entropy is going to have any chance of seeing behind the horizon.

**Interior extremal surfaces**

Now we consider the extremal surfaces that enter the horizon and end on the ETW brane. Here, it is most convenient to use coordinates for which the maximally extended black hole spacetime takes the form
\[
ds_{\text{BTZ}}^2 = \frac{1}{\cos^2(y)} \left( -ds^2 + dy^2 + r_H^2 \cos^2(s) d\phi^2 \right)
\] (53)
where the coordinate ranges are $-\pi/2 \leq s, y \leq \pi/2$, with the horizons at $y = \pm s$. The coordinate transformations relating this to Schwarzschild coordinates are given in appendix A. Using these, the ETW brane trajectory is found to be simply
\[
y = -\arcsin(T).
\] (54)
We find that the general spacelike geodesics in this geometry take the form
\[
\sin(s_B - s_0) \sin(y) = \sin(s - s_0)
\] (55)
where the geodesic passes through $s_0$ at $y = 0$ and ends on the AdS boundary ($y = \pi/2$) at $s_B$. The geodesics with fixed $s_B$ and different $s_0$ all end on the same point at the AdS boundary, but different points on the ETW brane. However, requiring that the surface extremize area also with respect to variations of this boundary point on the ETW brane implies that the geodesic should be normal to the ETW brane worldvolume. This gives the very simple class of geodesics
\[
s = s_0
\] (56)
which sit at fixed $\theta$ and $s$. The black hole geometry together with these geodesics is depicted in figure 12.

We can now evaluate the area of these extremal surfaces. We will evaluate the area up to the same regulator point $r_{\text{max}} = L/\epsilon$. This gives a maximum $y$ of
\[
y_{\text{max}} = \arctan \left( e^{-r_H t_0} \sqrt{r_{\text{max}}/r_H - 1} \right) + \arctan \left( e^{r_H t_0} \sqrt{r_{\text{max}}/r_H - 1} \right),
\] (57)
Note that this depends on the Schwarzschild time \( t_0 \). We have then

\[
\text{Area}_{\text{int}}(\Delta \theta) = 2 \int_{-\arcsin(T)}^{y_{\text{max}}} \frac{dy}{\cos(y)} = 2L \ln \left( \frac{2L}{\epsilon r_H} \right) + 2L \ln \left( \cosh \left( \frac{t_0 r_H}{L^2} \right) \sqrt{\frac{1 + T}{1 - T}} \right). \tag{58}
\]

where we have restored factors of \( L \). The regulated entanglement entropy is then

\[
\Delta S = \frac{c}{3} \ln \left( \frac{2L}{\epsilon r_H} \cosh(t_0 r_H/L^2) \sqrt{\frac{1 + T}{1 - T}} \right). \tag{59}
\]

In terms of CFT parameters, this gives

\[
\Delta S = \frac{c}{3} \ln \left( \frac{\beta}{\epsilon \pi L_{CFT}} \cosh(2\pi t_{CFT}/\beta) \sqrt{\frac{1 + T}{1 - T}} \right). \tag{60}
\]

This gives less area than the exterior surface (so that entanglement entropy will probe the interior) when

\[
\sinh \left( \frac{r_H \Delta \theta}{2L} \right) \geq \cosh \left( \frac{t_0 r_H}{L^2} \right) \sqrt{\frac{1 + T}{1 - T}}. \tag{61}
\]

When this is satisfied, the entanglement entropy (times \( 4G \)) is given by the expression \(59\) and is time-dependent but independent of the interval size.\(^{12}\) Otherwise, the entanglement entropy is time-independent but depends on the interval size and given by \(48\).

\(^{12}\)If we express condition \(61\) in terms of the radius \( r \) of the ETW brane where we shoot out a normal
Figure 13: Regulated entanglement entropy as a function of time for various interval sizes for $T = 0.5, r_H = 2L_{AdS}, \epsilon = 0.01$. Plots from bottom to top show $\Delta \theta = \pi/16, \pi/4, \pi/2, 3\pi/4, \pi$.

Figure 14: Regulated entanglement entropy as a function of interval size for $T = 0.5, r_H = 2L_{AdS}, \epsilon = 0.01$. Plots from bottom to top show successively later times starting at $t = 0$.

The entanglement entropy as a function of interval size for various times is shown in Figure 14. The entanglement entropy as a function of time for various interval sizes is shown in Figure 13. The fact that the entanglement entropies are independent of angle when the minimal-area extremal surfaces probe behind the horizon is a special feature of the $d = 2$ case arising from the fact that these extremal surfaces have two disconnected parts, each at a constant angle. In higher dimensions, the corresponding surfaces are connected and we have non-trivial angular dependence for all angles.

geodesic, we obtain an even simpler condition

$$\sinh \left( \frac{r_H \Delta \theta}{2L} \right) \geq \frac{r_H}{(1 - LT)r}.$$
3.2 Results for \( d = 4 \)

As another explicit example, we consider the case of a 4+1 dimensional black hole. In this case, the Lagrangian describing the extremal surfaces has an explicit angle dependence, and the surfaces must be found numerically.

**Interior extremal surfaces**

The metric for the 4 + 1 dimensional Schwarzschild black hole in Schwarzschild coordinates is

\[
ds^2 = -f(r)dt^2 + \frac{dr^2}{f(r)} + r^2d\Omega_3^2
\]

where

\[
f(r) = \frac{r^2}{L^2} + 1 - \frac{r_H^2}{r^2} \left( \frac{r^2}{L^2} + 1 \right). \tag{63}
\]

To switch to Kruskal type coordinates, we define

\[
t = \frac{r_H}{2(2r_H^2 + 1)} \ln \left( \frac{X + T}{X - T} \right) \quad g(r) = \frac{r_H}{2(2r_H^2 + 1)} \ln(X^2 - T^2) \tag{64}
\]

where

\[
g(r) = \int^r \frac{dr}{f(r)} = \frac{r_H}{2(2r_H^2 + 1)} \log \left| \frac{r_H - r}{r_H + r} \right| + \frac{\sqrt{r_H^2 + 1}}{2r_H^2 + 1} \arctan \frac{r}{\sqrt{r_H^2 + 1}} + C. \tag{65}
\]

Then the metric is

\[
ds^2 = B(r)(-dT^2 + dX^2) + r^2d\Omega_2^2
\]

where \( r \) is defined implicitly as a function of \( X^2 - T^2 \) by the second equation in (64). Note that the zero at \( r = r_H \) in \( f(r) \) cancels the pole in the exponential factor, leaving a function that is regular at the horizon.

Changing the constant \( C \) amounts to a rescaling of \( X \) and \( T \), so we can make a choice \( C = 0 \). Then, the metric is

\[
ds^2 = B(r)(-dT^2 + dX^2) + r^2d\Omega_2^2 \tag{67}
\]

with

\[
B(r) = \frac{r_H^2}{(2r_H^2 + 1)^2} \left( \frac{r + r_H^2}{r^2 + rH^2 + 1} \right) e^{-\frac{2\sqrt{r_H^2 + 1}}{r_H^2} \arctan \left( \frac{r}{\sqrt{r_H^2 + 1}} \right)} \tag{68}
\]
and \( r \) defined in terms of \( X^2 - T^2 \) as
\[
X^2 - T^2 = \frac{r - r_H}{r + r_H} e^{\frac{2\sqrt{r_H+1}}{r_H}} \tan\left(\frac{\sqrt{r_H+1}}{r_H}\right) \equiv F(r). \tag{69}
\]
We would like to extremize the action
\[
S = 4\pi \int dX r^2 \sin^2 \theta \sqrt{B(r) \left(1 - \left(\frac{dT}{dX}\right)^2\right) + r^2 \left(\frac{d\theta}{dX}\right)^2} \equiv 4\pi \int dX \mathcal{L} \tag{70}
\]
for surfaces described by \( T(X), \theta(X), r(X) \) with
\[
X^2 - T^2 - F(r) = 0. \tag{71}
\]
Introducing a Lagrange multiplier \( 4\pi \Lambda \) for the constraint, this gives equations
\[
\frac{d}{dX} \delta \mathcal{L} - \frac{\delta \mathcal{L}}{\delta r} = 0,
\]
\[
\frac{d}{dX} \delta \mathcal{L} - \frac{\delta \mathcal{L}}{\delta \theta} = 0,
\]
\[
\frac{d}{dX} \delta \mathcal{L} - \Lambda \frac{dF}{dr} = 0. \tag{72}
\]
Eliminating \( \Lambda \), and using (71) to get an equation for \( r' \), we get
\[
\frac{d}{dX} \delta \mathcal{L} + 2\Lambda T \frac{\delta \mathcal{L}}{\delta T} = 0,
\]
\[
\frac{d}{dX} \delta \mathcal{L} - \frac{\delta \mathcal{L}}{\delta \theta} = 0,
\]
\[
\frac{d}{dX} \delta \mathcal{L} - \frac{\delta \mathcal{L}}{\delta \theta} = 0.
\]
These differential equations can be solved numerically, along with the equation for the surface area
\[
A' = 4\pi r^2 \sin^2 \theta \sqrt{B(r) \left(1 - \left(\frac{dT}{dX}\right)^2\right) + r^2 \left(\frac{d\theta}{dX}\right)^2}, \tag{74}
\]
to determine the functions \( (T(X), \theta(X), r(X), A(X)) \). For initial conditions, we should again enforce normality of the extremal surface to the brane. One can use the brane equation of motion
\[
r^2 + [f(r) - r^2 T^2] = 0 \tag{75}
\]
to determine the brane trajectory, and select some initial coordinates \( (t_{br}, r_{br}, \theta_{br}) \) on the brane. The Kruskal coordinate transformation in equation (64) is then used to find the corresponding \( T_{br} = T(t = t_{br}, r = r_{br}), X_{br} = X(t = t_{br}, r = r_{br}) \), and we take initial conditions
\[
T(X_{br}) = T_{br}, \quad \theta(X_{br}) = \theta_{br}, \quad r(X_{br}) = r_{br}, \tag{76}
\]
\[
A(X_{br}) = 0, \quad T'(X_{br}) = \sqrt{1 - \frac{f(r_{br})}{r_{br}^2 T^2} X_{br} - T_{br}} \frac{1 - \frac{f(r_{br})}{r_{br}^2 T^2} T_{br} - X_{br}}{1 - \frac{f(r_{br})}{r_{br}^2 T^2} T_{br} - X_{br}}. \tag{77}
\]
Figure 15: Radial profiles of extremal surfaces in Kruskal coordinates \((T, X)\). Those surfaces emitted from the brane at sufficiently late or early times fall into the singularity.

Provided that this extremal surface does not fall into the singularity, one can integrate up to some cutoff radius \(r = r_{\text{max}}\) near the SAdS boundary; the result of this computation is a cutoff surface area \(A^I_{\text{cutoff}}\), a boundary subregion size \(\theta^I_{b}\), and a boundary Schwarzschild time \(t^I_{b}\). (The superscript denotes that these quantities correspond to the interior surface.)

### Exterior extremal surfaces

The exterior extremal surface was computed in Schwarzschild coordinates; again, the geometry is static, so the surface lives in a constant \(t\) slice, and one has action

\[
S = 4\pi \int d\lambda r^2 \sin^2 \theta \sqrt{\frac{(r')^2}{f(r)} + r^2(\theta')^2} \equiv 4\pi \int d\lambda \mathcal{L}.
\]  

(78)

There is of course a reparametrization invariance; it is numerically desirable to consider the gauge

\[
M(\lambda) \equiv \frac{(r')^2}{f(r)} + r^2(\theta')^2 = 1.
\]

(79)

Substituting this constraint into the equations of motion, one arrives at

\[
2r' f(r) \cos \theta \sqrt{1 - \frac{(r')^2}{f}} + r'' f(r) \sin \theta + \left(3 f(r) - r \frac{df}{dr}\right) (r')^2 \sin \theta - 3 f(r)^2 \sin \theta = 0,
\]

(80)

which can be integrated together with our constraint equation, and the equation for the surface area

\[
A' = 4\pi r^2 \sin^2 \theta,
\]

(81)
Figure 16: Regulated entanglement entropy as a function of time for $\tilde{T} = 0.5, r_H = 3L_{\text{AdS}}, r_{\text{max}} = 100$. Plots from bottom to top show $\Delta \theta = 1.0, 1.2, 1.4, 1.6, 1.8, 2.0, 2.2$.

To determine the functions $(r(\lambda), \theta(\lambda), A(\lambda))$ given some initial conditions $r(0) = r_0, \theta(0) = 0, A(0) = 0$. We can again integrate up to some radius $r_{\text{max}}$ to find a cutoff area $A_{\text{cutoff}}^E$ and a boundary angle $\theta_{\text{b}}^E$.

**Regularization of the surface area**

To understand the divergences appearing in the entanglement entropy, it is helpful to work out an explicit expression for the regularized entanglement entropy in the case of vacuum AdS. In this case, the area associated with extremal surfaces in the vacuum geometry may be calculated most easily by working in Poincare-coordinates where the extremal surfaces are hemispheres with some radius $R(\theta_0)$. Making the appropriate change of coordinates and integrating the area up to the value of $z$ that corresponds to $r = r_{\text{max}}$ gives

$$A_{\text{vac}}(\theta_{\text{b}}^E) = 2\pi [r_{\text{max}}^2 \sin^2 \theta_{\text{b}}^E - \ln(2r_{\text{max}} \sin \theta_{\text{b}}^E) - \frac{1}{2} \cos(2\theta_{\text{b}}^E)] + O(r_{\text{max}}^{-2}) \quad (82)$$

In performing numerical calculations, the divergent part of this can be subtracted from the cutoff areas of the extremal surfaces in the black hole geometry to give a finite result in the limit $r_{\text{max}} \rightarrow \infty$.

The results of this computation are found in Figures 16 and 17. The results are qualitatively...
Figure 17: Regulated entanglement entropy as a function of subregion size for $\tilde{T} = 0.5, r_H = 3L_{AdS}, r_{\text{max}} = 100$. Plots from bottom to top show $t/L_{AdS} = 0, 0.1, 0.2, 0.3, 0.4, 0.5$.

similar to the case of $d = 2$ dimensions; in particular, for a boundary subregion of sufficiently large size, the entanglement entropy has a period of time dependence, during which the extremal surface probes the brane geometry. However, whereas in $d = 2$ the entanglement entropy was independent of the size of the boundary subregion whilst the minimal area surface was probing the brane, this is visibly no longer the case in $d = 4$. This property was unique to $d = 2$, where the area of the interior extremal surface was independent of the size of the subtended boundary region.

4 Entanglement entropy: SYK model calculation

Here we study a coupled-cluster generalization [52] of the single SYK cluster consider in [7]. The first step is to define the analog of boundary states for this model, which now include both spatial and internal degrees of freedom, and generalize the analysis of [7]. We also present entanglement data obtained from exact diagonalization of a single cluster and two coupled clusters which corroborate the holographic entanglement calculations above.

Consider $LN$ Majorana fermions $\chi_{r,a}$ with $r = 1, \cdots, L$ and $a = 1, \cdots, N$ with $N$ even. The basic anticommutator is

$$\{\chi_{r,a}, \chi_{r',a'}\} = \delta_{r,r'}\delta_{a,a'}.$$  \hspace{1cm} (83)

The Majorana fermions are arranged in the Hamiltonian into $L$ clusters of $N$ Majoranas
each with the clusters having only nearest neighbor interactions. The Hamiltonian is

$$H = \sum_{r=1}^{L} \sum_{a<b<c<d} J_{abcd} \chi_{r,a} \chi_{r,b} \chi_{r,c} \chi_{r,d} + \sum_{r=1}^{L} \sum_{a<b,c<d} \tilde{J}_{abcd} \chi_{r,a} \chi_{r,b} \chi_{r+1,c} \chi_{r+1,d},$$

(84)

assuming periodic boundary conditions. The couplings are Gaussian random variables with zero mean and variance

$$\overline{J_{abcd}^2} = \frac{6J_0^2}{N^3}$$

(85)

and

$$\overline{\tilde{J}_{abcd}^2} = \frac{J_1^2}{N^3}.$$  

(86)

The bare Euclidean 2-point function is

$$\langle \chi_{r,a}(\tau) \chi_{r',a'} \rangle = \frac{1}{2} \text{sgn}(\tau) \delta_{r,r'} \delta_{a,a'}.$$ 

(87)

The dressing is the usual melonic large $N$ analysis, but here extended to the coupled chain [52]. For our present purpose, the key point of this analysis is that the system possesses an emergent $O(N)^L$ symmetry at large $N$. Essentially, one can apply an independent $O(N)$ transformation acting on the $a$ index of $\chi_{r,a}$ at every site of the chain. This occurs because, ignoring a possible spin glass or localized phase, the $J$ and $\tilde{J}$ couplings can be treated as dynamical fields with a particular 2-point function, at large $N$.

A complete basis for the Hilbert space can be obtained as follows. For each pair of Majorana operators in a cluster, $\chi_{r,2k-1}$ and $\chi_{r,2k}$, define the complex fermion

$$c_{r,k} = \frac{\chi_{r,2k-1} + i\chi_{r,2k}}{\sqrt{2}}.$$ 

(88)

These fermions obey the usual algebra, $\{c_{r,k}, c_{r',k'}^\dagger\} = \delta_{r,r'} \delta_{k,k'}$. It is convenient to label the Hilbert space using the spin-like operator $\hat{s}_{r,k} = 1 - 2c_{r,k}^\dagger c_{r,k} = \pm 1$. In terms of the Majoranas, it is

$$\hat{s}_{r,k} = 1 - 2c_{r,k}^\dagger c_{r,k} = -2i\chi_{r,2k-1} \chi_{r,2k}.$$ 

(89)

The mutual eigenbasis of all the $\hat{s}_{r,k}$ operators forms a complete basis denoted $|s\rangle$ and obeying

$$\hat{s}_{r,k} |s\rangle = s_{r,k} |s\rangle.$$ 

(90)

Note that the transformations which flip a particular even numbered $\chi$, such as taking $\chi_{r,2k}$, to $-\chi_{r,2k}$, also flips the eigenvalue of $\hat{s}_{s,k}$.

Now consider the imaginary time evolved $|s\rangle$ basis,

$$|s,\beta\rangle = e^{-\beta H/2} |s\rangle.$$ 

(91)
Let $Q_{r,k}$ denote the unitary which sends $\chi_{r,2k}$ to $-\chi_{r,2k}$. The idea of the analysis in [7] is, roughly speaking, that the Hamiltonian is invariant under $Q_{r,k}$ at large $N$, so that when computing correlation functions one can use the relation

$$Q_{r,k}e^{-\beta H/2}|s\rangle \sim e^{-\beta H/2}Q_{r,k}|s\rangle,$$

though it is not literally true for fixed $J$ and $\tilde{J}$.

The goal is to analyze various physical properties in the states $|s,\beta\rangle$. The most basic object is the 2-point function,

$$G_{r,a}(\tau; s, \beta) = \frac{\langle s, \beta | \chi_{r,a}(\tau) \chi_{r,a} | s, \beta \rangle}{\langle s, \beta | s, \beta \rangle}.$$

(93)

Since each $\chi_{r,a}$ is mapped to $\pm \chi_{r,a}$ by $Q_{r,k}$, it follows from Eq. (92) that $G_{r,a}(\tau; s, \beta)$ is actually independent of $s$, at least to leading order at large $N$. Hence, even though the states $|s,\beta\rangle$ are not translation invariant in general, the 2-point function in state $|s,\beta\rangle$ is approximately translation invariant.

To determine the value of $G_{r,a}(\tau; s, \beta)$, first observe that the leading large $N$ part of $\langle s, \beta | s, \beta \rangle$ is also independent of $s$ by virtue of Eq. (92). Summing over $s$ gives

$$\sum_s \langle s, \beta | s, \beta \rangle = \text{Tr}(e^{-\beta H}) = Z(\beta),$$

(94)

so since each term is approximately equal, it must be that

$$\langle s, \beta | s, \beta \rangle \approx \frac{Z(\beta)}{\mathcal{D}}.$$

(95)

This in turn implies that $G_{r,a}(\tau; s, \beta)$ must be given by the thermal answer at inverse temperature $\beta$ independent of $s$.

One property of particular interest is the entanglement entropy of subregions in the state $|s,\beta\rangle$. The $n$-th Renyi entropy of a subset $A$ of Majorana fermions in the normalized state

$$\sigma(s, \beta) = \frac{|s, \beta \rangle \langle s, \beta|}{\langle s, \beta | s, \beta \rangle}$$

is

$$e^{-(n-1)S_n(A)} = \text{Tr}(\Pi_n^A \sigma(s, \beta) \otimes^n).$$

(97)

Here $\Pi_n^A$ is a shift operator acting on the $n$ copies which swaps fermions from the set $A$ between the copies. It is defined for a single pair of Majoranas below. Crucially, it is invariant under the $Q_{r,k}$ transformation provided it is enacted in every copy (replica) simultaneously. Hence at the level of rigor we have been observing, it follows that the large $N$ part of the Renyi entropy of a collection $A$ in state $|s,\beta\rangle$ is independent of $s$.

The value of $S_n(A)$ is less clear. The same trick, summing over $s$, which showed that $G_{r,a}(\tau; s, \beta)$ was thermal does not work here because there are two copies of the state appearing. While the thermal Renyi entropy is one natural candidate, this cannot be true for
all collections since the state is pure. At a minimum, non-thermality must occur when $A$ exceeds half the total system. However, it is certainly consistent to lose thermality for smaller sets, as this occurs in holographic calculations. To say more requires a detailed calculation of the Renyi entropy using the replicated path integral, which we defer to future work.

Note that, in the numerical data reported below, the entanglement entropy of subsystems is computed by first grouping fermions into pairs and performing a Jordan-Wigner transformation to a spin basis. The definition of entanglement in the spin basis is trivial, and moreover, one can show that the precise location of the Jordan-Wigner string does not effect the entropy calculation. This is because given two different strings, meaning two different mappings of fermion states to spin states, the two final sets of spin states are related by a local unitary. Hence as long a fixed fermion pairing is chosen to define the spins, the choice of string is actually irrelevant since entanglement entropy is invariant under local unitary transformations.

4.1 Data for a single SYK cluster

Here data is presented for a single SYK cluster, $L = 1$, for a variety of $N$ and $\beta$. Turning first to the diagonal matrix elements of the thermal state, Figure 18 shows a histogram of $\langle s, \beta | s, \beta \rangle$ for all $s$ for an $N = 28$ cluster. There is a clear concentration around the central value of $Z(\beta)/D$ and some evidence of an emerging universal distribution at large $\beta$, although the data are also consistent with the distribution merely varying slowly with $\beta$.

Turning to the entanglement of subsets of the Majoranas, Figure 19 shows a histogram of the entanglement of the first site for various $\beta$s and $N = 28$. As $\beta$ increases, the distribution appears to peak near one, although the width does not dramatically decrease with increasing $\beta$. An analysis of the data for smaller values of $N$ suggests that the distribution is also becoming sharper as $N$ increases.

Next we consider the time evolution of entanglement, with Figure 20 showing the time evolution of entanglement for a single state $s$ and $N = 32$ fermions. For small subsystems, the entanglement entropy is close to the thermal value (obtained by imaginary time evolution acting on a random Hilbert space state) even at zero time. The result is similar to the holographic results, where it was found that small subsystems look exactly thermal to leading order in large $N$. By contrast, larger systems deviate from thermality at early time but quickly thermalize. Unlike the holographic calculations, there is no sharp transition as subsystem size is increased, but such a transition is not expected at finite $N$.

To show that such imaginary time evolved boundary have a thermal character for systems beyond SYK at large-$N$, Appendix C and Appendix D contain simple spin systems where very rapid entanglement growth and other thermal properties of boundary states can be shown exactly.
4.2 Data for two coupled clusters

The single cluster analysis can be repeated for two coupled clusters, with the caveat that adding a second cluster reduces the number of fermions that can be studied in each cluster. Figures 21, 22, and 23 show data for two coupled SYK clusters, \( L = 2 \), with \( N = 12 \) Majoranas in each cluster. Some similar features to the single cluster case are visible, although the necessarily smaller sizes induce larger finite size effects.

In Figure 21 we see evidence that the diagonal matrix elements of the thermal density are beginning to concentrate near the value \( Z(\beta) / D \) predicted by the large-\( N \) analysis. However, the distribution is considerably wider. One possible explanation is that the much smaller value of \( N \) has led to much larger finite size effects. Figure 22 shows a histogram of the entanglement of one cluster normalized to its thermal value. A similar kind of concentration effect near the thermal value is seen as \( \beta \) is increased.

Finally, Figure 23 shows a thermofield double-like correlation averaged over all the fermions. Those data also show signs of concentrating near the thermal value, albeit with significant width to the distribution. It is plausible that this broadening is a finite size effect coming from the rather small value of \( N \) on each cluster in the two cluster system.

We did not study time-evolution of entanglement for the two cluster system because the single
Figure 19: Histogram of the entropy of one pair of Majoranas for $N = 28$ Majorana fermions in a single SYK cluster ($L = 1$). The different curves correspond to $\beta = 0, \cdots, 10$ in units with $J_0 = 1$. As $\beta$ varies, the entropy increases from zero and remains reasonably peaked. As the average approaches one, the distribution appears to become more peaked, possibly indicating convergence to a value independent of $s$ at large $\beta$ and large $N$. 
Figure 20: The solid lines are the entropies of different sized subsystems as a function of time for \( N = 32 \) Majoranas in a single SYK cluster \((L = 1)\) with \( \beta = 10 \). The dashed lines show the same subsystem entropies in a random state which has been evolved in imaginary time as a proxy for the thermal entropy. After a short time of order \( \beta \), all subsystem entropies have reached their late time thermal values.
Figure 21: Histogram of \( \langle s | \rho(\beta) | s \rangle \mathcal{D} \) for two coupled SYK clusters corresponding to \( L = 2 \) and \( N = 12 \). The different curves correspond to \( \beta = 0, \ldots, 10 \) in units with \( J_0 = 1 \).

Cluster data is already a reasonable caricature of the holographic results and the numerics do not have enough spatial resolution to study in detail the dependence on spatially non-uniform boundary states. The above data for \( L = 2 \) indicate that the thermal behavior of boundary states expected at large-\( N \) is beginning to emerge for two coupled SYK clusters at quite modest \( N \), but a definite conclusion is hard to make from the finite size numerical data.

In Appendix D we exhibit a simple model with spatial locality where the thermality of simple correlators can be shown rigorously. Hence, evidence is accumulating that imaginary time evolved states across a broad class of models, including those with spatial locality, have a thermal character.

### 4.3 Swap operator for fermions

Given \( n \) fermion modes, the shift operator, \( \Pi_n \), is defined by \( \Pi_n a_i \Pi_n^{-1} = a_{i+1} \) for \( i < n \) and \( \Pi_n a_n \Pi_n^{-1} = (-1)^{n-1} a_1 \). Its meaning is obtained from its relation to Renyi entropies. Given a fermion density matrix \( \rho = (1 - p) + (2p - 1)a^\dagger a \), the \( n \)-th Renyi entropy of \( \rho \) is

\[
e^{-(n-1)S_n} = (1 - p)^n + p^n.
\]

From the definition of \( \Pi_n \) it follows that the empty state and the full state are mapped to themselves with no phase factor by \( \Pi_n \). The factor of \((-1)^{n-1}\) is needed to ensure that the
Figure 22: Histogram of the entropy of one cluster relative to thermal value for two coupled SYK clusters corresponding to $L = 2$ and $N = 12$. The different curves correspond to $\beta = 0, \cdots, 10$ in units with $J_0 = 1$.

Figure 23: Histogram of TFD-like correlation averaged over fermions for two coupled SYK clusters corresponding to $L = 2$ and $N = 12$. The different curves correspond to $\beta = 0, \cdots, 10$ in units with $J_0 = 1$. 
full state does not acquire a phase, since
\begin{equation}
\Pi_n a_1^\dagger \cdots a_n^\dagger \Pi_n^{-1} = (-1)^{n-1} a_2^\dagger \cdots a_n^\dagger a_1^\dagger = a_1^\dagger \cdots a_n^\dagger.
\end{equation}
(99)

Every other state in the \(a_i\) basis is mapped to an orthogonal state (obtained, up to a phase, by rearranging the occupation numbers). Hence the expectation value of \(\Pi_n\) in the \(n\)-copy state is
\begin{equation}
\text{Tr} \left( \Pi_n \prod_{i=1}^{n} \rho(a_i) \right) = (1 - p)^n + p^n,
\end{equation}
(100)
the desired Renyi entropy.

Now suppose each \(a_i\) is written in terms of Majorana operators,
\begin{equation}
a_i = \frac{\chi_i + i\tilde{\chi}_i}{\sqrt{2}},
\end{equation}
(101)
and consider the transformation \(\tilde{\chi}_i \rightarrow -\tilde{\chi}_i\). This transformation maps \(a_i\) to \(a_i^\dagger\) and hence exchanges the empty and filled states. Moreover, it commutes with the transformation induced by \(\Pi_f\), hence if the unitary \(Q\) implements the sign inversion, then \(Q\Pi_n Q^{-1} = \Pi_n\).

For example, with two copies, \(n = 2\), the shift is
\begin{equation}
\Pi_2 = e^{-\frac{\pi}{\sqrt{2}}(a_1^\dagger a_2 - a_2^\dagger a_1)},
\end{equation}
(102)
which enacts \(\Pi_2 a_1 \Pi_2^{-1} = a_2\) and \(\Pi_2 a_2 \Pi_2^{-1} = -a_1\). Its Majorana representation is
\begin{equation}
\Pi_2 = e^{-\frac{\pi}{\sqrt{2}}(\chi_1\chi_2 + \tilde{\chi}_1\tilde{\chi}_2)},
\end{equation}
(103)
which is manifestly invariant under a sign flip of all \(\tilde{\chi}_i\).

The generalization to many modes in a single copy is straightforward. The conclusion remains the same: the swap operator is invariant under the transformation \(\chi_{i,\alpha} \rightarrow -\chi_{i,\alpha}\) provided it acts on all copies simultaneously.

5 Holographic Complexity

We have seen that the entanglement entropy for sufficiently large CFT subsystems can provide a probe of behind-the-horizon physics for our black hole microstates. In [27] and [29], a pair of additional probes capable of providing information behind the horizon were defined holographically and conjectured to provide a measure of the complexity of the CFT state\(^{14}\)

The first, which we denote by \(C_V\), is proportional to the volume of the maximal-volume spacelike hypersurface ending on the boundary time slice at which the state is defined [27]. The second, which we denote by \(C_A\), is proportional to the gravitational action evaluated

\[^{14}\text{For a more detailed exposition of definition and calculation of holographic complexity, see [53].}\]
on the spacetime region formed by the union of all spacelike hypersurfaces ending on this boundary time slice (called the Wheeler-deWitt patch for this time slice) [29].

In this section, we explore the behaviour of both of these quantities as a function of time and the parameter $T$ for our microstates in the case $d = 2$. We will see that while the late-time growth of both quantities is the same and matches the expectations for complexity, the time-dependence at early times is significantly different. This may provide some insight into the CFT interpretations for these two quantities.

### 5.1 Calculation of $C_V$ for $d = 2$

The volume-complexity for a CFT state defined on some boundary time slice is defined holographically as

$$C_V = \frac{V}{Gl},$$

where $V$ is the volume of the maximal-volume co-dimension one bulk hypersurface anchored at the asymptotic CFT boundary on the time slice in question. Here, $l$ is a length scale associated to the geometry in question, taken here to be $L_{AdS}$. We will generally set $L_{AdS} = 1$ and make use of the $s, y$ coordinates defined in appendix B.

Consider the boundary time-slice corresponding to a particular time $s_0$ at the boundary. The maximal volume bulk hypersurface anchored here will wrap the circle direction and have some profile $s(y)$ in the other two directions. For a surface described by such a parametrization, the volume is

$$V = 2\pi r_H \int dy \frac{\cos(s)}{\cos^2(y)} \sqrt{1 - \left(\frac{ds}{dy}\right)^2}. \quad (105)$$

Extremizing this gives

$$\frac{d^2s}{dy^2} = \left(1 - \left(\frac{ds}{dy}\right)^2 \right) \left(\tan(s) - 2 \tan(y) \frac{ds}{dy}\right). \quad (106)$$

Maximizing volume also requires that the slice intersects the ETW brane normally,

$$\frac{ds}{dy} = 0 \quad y = y_0. \quad (107)$$

We regulate the volume by integrating up to $r_{\text{max}} = L/\epsilon$ in the Schwarzschild coordinates. We can subtract the regulated volume for pure AdS to obtain a result that is finite for $\epsilon \to 0$. This regulated volume for pure AdS (working in Schwarzschild coordinates with $f(r) = r^2 + 1$)

$$V_{AdS} = \int_0^{\frac{L}{\epsilon}} dr 2\pi r \sqrt{\frac{1}{f(r)} - f(r) \left(\frac{dt}{dr}\right)^2}$$

42
\[ = 2\pi \left[ \frac{1}{\epsilon} - 1 + \mathcal{O}(\epsilon) \right] \] (108)

In the $s - y$ coordinates, this maximum value corresponds to

\[
y_{\text{max}} = \arctan \left( e^{-r_H t} \sqrt{\frac{r_{\text{max}} - r_H}{r_{\text{max}} + r_H}} \right) + \arctan \left( e^{r_H t} \sqrt{\frac{r_{\text{max}} - r_H}{r_{\text{max}} + r_H}} \right) = \frac{\pi}{2} - \epsilon \frac{r_H}{\cosh(2r_H t)} + \mathcal{O}(\epsilon^2) \] (109)

The values of $s$ at the boundary are related to the original Schwarzschild time by

\[
t = \frac{1}{r_H} \ln(\tan(\pi/4 + s/2)) . \] (110)

We find that there is a monotonic relationship between the intersection time $s_0$ of the maximal volume slice with the ETW brane and the Schwarzschild time of the maximal volume slice at the AdS boundary. A finite range $s_0 \in [-s_*, s_*]$ with $s_* < \pi/2$ maps to the full range $t \in [-\infty, \infty]$ of Schwarzschild time. We have that $s_0 \to 0$ as $T \to 1$ or equivalently as $y_0$ (the brane location) approaches $-\pi/2$.

For $t = 0$, the maximal volume slice is just the $s = 0$ slice of the spacetime, and the subtracted volume is

\[
V_{t=0} = 2\pi r_H \int_{y_0}^{y_{\text{max}}} \frac{dy}{\cos^2 y} - V_{\text{AdS}} \\
\quad = \lim_{\epsilon \to 0} \left[ 2\pi r_H (\tan(y_{\text{max}}) - \tan(y_0)) - V_{\text{AdS}}(r_{\text{max}}) \right] \\
\quad = 2\pi (1 + r_H \tan|y_0|) \\
\quad = 2\pi (1 + \frac{r_H T}{\sqrt{1 - T^2}}) \] (111)

It is actually convenient to subtract off the $2\pi$ here and below, since the remaining volumes are all proportional to $r_H$. We will refer to this subtracted volume as $\Delta V$.

We can numerically find the maximal volume slices and evaluate $\Delta V$ for different values of $s_0$ to understand how the volume depends on time. For each $s_0$ we calculate $t_\infty$, the Schwarzschild time where the slice intersecting the ETW brane at $s_0$ intersects the AdS boundary. The results for $\Delta V/r_H$ vs $t_\infty r_H$ are independent of $r_H$; these are plotted in figure 24.

As a function of Schwarzschild time, the regulated volume increases smoothly to infinity as $t \to \infty$, with a linear increase in volume as a function of Schwarzschild time for late times. The slope is the same in all cases,

\[
\frac{dV}{dt} \sim \pi r_H^2 . \] (112)

Using this result to compute the late time rate of change of volume-complexity, one finds:

\[
\lim_{t \to \infty} \frac{dC_V}{dt} = \frac{\pi r_H^2}{G} \]
where we have used the relation
\[ r_H^2 = 8GM \] (114)
between the horizon radius \( r_H \) and the black hole mass \( M \) for a non-rotating BTZ black hole.

The same slope can be obtained analytically as a lower bound by noting that in the future interior region, which can be described by Schwarzschild coordinates with

\[ ds^2 = -\frac{dt^2}{r_H^2 - t^2} + (r_H^2 - t^2)dr^2 + t^2d\theta^2, \] (115)

with \( t \in [-r_H, 0] \), there is an extremal volume surface \( \Sigma \) described by

\[ t = -\frac{\sqrt{2}}{2}r_H. \] (116)

This is a tube with constant radius \( r_H/\sqrt{2} \). In the \( u, v \) coordinates, this is \( uv = (2 - \sqrt{2})/(2 + \sqrt{2}) \). From a time \( t_\infty \) at the AdS boundary, we can consider a surface which lies along a future-directed lightlike surface \( u = e^{r_H t_\infty} \) until the intersection with \( \Sigma \) and then along \( \Sigma \) until the intersection with the ETW brane. The part of this surface with \( y > 0 \) has volume

\[ V = \pi r_H^2 t_\infty + \pi r_H \ln \left( \frac{1}{\sqrt{2} - 1} \right). \] (117)

This gives a lower bound for the maximal volume, and has the same time derivative as our result above.

The late time growth of \( C_V \) is in line with earlier studies (e.g. \[27, 54\]) of holographic complexity for black hole states (e.g. evolution of the two-sided black hole with forward time-evolution on both sides,) and has the same qualitative bulk explanation. We also see a monotonic increase for all \( t > 0 \), as would generically be expected for the evolution of complexity in a generic state with less-than-maximal complexity.

### 5.2 Calculation of \( C_A \) for \( d = 2 \)

The action-complexity for a CFT state defined on some boundary time slice is defined holographically as

\[ C_A = \frac{I_W}{\pi \hbar}. \] (118)

Here, \( I_W \) is the value of the gravitational action of the bulk theory when evaluated on some region \( W \). In particular, this region is the Wheeler-DeWitt patch anchored at the

\[ u = e^{r_H \sqrt{r_H^2 + 1}}, \quad v = e^{-r_H \sqrt{r_H^2 + 1}}. \]

---

\[15\] These are related to the \( u, v \) coordinates by \( u = e^{r_H \sqrt{r_H^2 + 1}}, \quad v = e^{-r_H \sqrt{r_H^2 + 1}}. \)
asymptotic boundary at the time slice in question. That is, $W$ is the union of all the spatial slices anchored at this time slice. Again, in these calculations we will take $L_{\text{AdS}} = 1$.

As shown in figure 25, the boundary of the region $W$ is comprised of different surfaces depending upon which asymptotic time slice we choose. To avoid conflating this boundary time with the bulk Schwarzschild time coordinate, let us refer to the time on the asymptotic CFT boundary as $t_R$ (and $s_R$ for the boundary time in $s, y$ coordinates). We find that there are three distinct phases depending on the time slice in question:

Phase i: \[ s_R < -\arcsin(T) \]
Phase ii: \[ -\arcsin(T) < s_R < \arcsin(T) \]
Phase iii: \[ s_R > \arcsin(T) \] (119)

This $s_R$ is related to the Schwarzschild boundary time, $t_R$, by:

\[ t_R = \frac{1}{r_H} \ln \left[ \tan \left( \frac{\pi}{4} + \frac{s_R}{2} \right) \right]. \] (120)

The Wheeler-DeWitt patches for each of these phases are depicted in the Penrose diagrams shown in figure 25. One should note that, due to the symmetry of our system, the results for the negative boundary times are related to those for the positive times by $t_R \rightarrow -t_R$. Hence, we only explicitly list here the results for the distinctly different phases: ii and iii.

The details of our calculations in this section may be found in appendix E. Here, we describe the results. The action diverges as we integrate up to the asymptotic boundary, but we can define a finite quantity by subtracting off half of the action for the two-sided black hole.
Figure 25: Penrose diagrams showing the Wheeler-DeWitt patch (shaded yellow) during each phase. Left-to-right: Phase i, Phase ii, Phase iii. The surface $\Lambda$ is used in calculations of the regulated action.

at time $\tau = t_L + t_R = 0$ where $t_L$ and $t_R$ are the TFD’s left and right boundary times respectively\footnote{The asymptotic geometries are the same here, so the subtraction is unambiguous.}. We will refer to this subtracted complexity as $\Delta C_A$; results for the bare complexity with an explicit UV regulator may be found in the appendix.

In phase ii, for times $-\arcsin(T) < s_R < \arcsin(T)$, we find the very simple result that

$$\Delta C_A = C_A(t_R) - \frac{1}{2} C_{TFD}(\tau = 0) = 0 . \quad (121)$$

We can understand this directly from the geometric argument shown in figure\footnote{We don’t know if there is any reason for the “entropic” form of this result.}.

The complexity during phase iii, with the divergence subtracted in the same way as above, is found to simply be\footnote{The results here include the null boundary counterterms first proposed in \cite{55}.}

$$\Delta C_A(s_R) = \frac{r_H}{4\pi G \hbar} \sin(s_R - s_*) \ln \left( \frac{\sin(s_R - s_*)}{\cos s_R} \right) \quad (122)$$

where $s_* = \arcsin(T)$ or equivalently\footnote{The results here include the null boundary counterterms first proposed in \cite{55}.}

$$\Delta C_A(t_R) = \frac{r_H}{4\pi G \hbar} \ln \left| \sqrt{1 - T^2} \sinh(r_H t_R) - T \left( \tanh(r_H t_R) - \frac{T \sech(r_H t_R)}{\sqrt{1 - T^2}} \right) \right| . \quad (123)$$

In the $T \to 0$ limit this result is simply the complexity for the BTZ geometry without any additional spacetime behind the horizon. Figure\footnote{The results here include the null boundary counterterms first proposed in \cite{55}.} shows the regularized complexity for a
Figure 26: The geometric argument for why the complexity is constant during phase ii. The half TFD Wheeler-DeWitt patch (red) is subtracted from the phase ii patch (blue). The remaining region is broken into two pieces (green and yellow) that are rearranged to become the entire region behind the horizon. This “proof” is independent of boundary time.

We see again the linear growth of complexity at late times, which takes the form

$$\lim_{{t_R \to \infty}} \frac{dC_A}{dt_R} = \frac{2M}{\pi \hbar}.$$  \hspace{1cm} (124)$$

We see that both $C_V$ and $C_A$ grow linearly at late times, but exhibit different behaviour at early times. The volume-complexity increases smoothly from the time-symmetric surface $t = 0$, but the action-complexity is constant until one of the null boundaries defining the Wheeler-DeWitt patch intersects the ETW brane. During the period that the action-complexity is constant, the entanglement entropy is increasing, indicating thermalization without complexity increase. This is puzzling, but not impossible. Alternatively, it may be that the action tracks the complexity well over large time scales but not during this early-time regime.

### 6 Pure AdS analogue

There is a close analogy between the maximally extended AdS-Schwarzschild black hole spacetime and pure AdS space divided into complementary Rindler wedges [56], where the
two exterior regions correspond to the interiors of the two Rindler wedges, as shown in Figure 29. In this section, we extend this analogy to describe states of a CFT on a half-sphere that are analogous to the black hole microstates considered in the main part of the paper. We specialize to 2+1 dimensions for simplicity.

In the black hole story, the full geometry is described by two entangled CFTs, each in a thermal state. Our microstates are pure states of just one of these CFTs. For pure AdS, the geometry is described by a state in which the CFT degrees of freedom on two halves of a circle are entangled. The analog of a black hole microstate is a pure state of the CFT on a half circle (i.e. an interval). To make this fully well defined, we can place boundary conditions on the two ends of the interval, so that our CFT on a circle is replaced by a pair of BCFTs each on an interval. As discussed in [57], we can define an entangled state of this pair of BCFTs whose dual geometry is a good approximation to the geometry of the original CFT state (inside a Wheeler-deWitt patch). Now, the analog of one of our black hole microstates is a pure state of one of these BCFTs that we can define using a path integral, as shown in figure 28.

The path integral in Figure 28 is equivalent via a conformal transformation to the path integral that defines the vacuum state of the BCFT on an interval. For this state, the corresponding geometry was described in [21] and can be represented as a portion of the global AdS geometry ending on a static ETW brane, as shown in figure 29. That figure also shows the Rindler wedges that are analogous to the two exterior regions in the maximally extended black hole geometry. We can see that (in the $T > 0$ case) the ETW brane emerges from the past Rindler horizon in the second asymptotic region, reaches some maximum distance from the horizon, and then falls back in.
Figure 28: Euclidean path integral geometries defining (a) thermofield double state of two CFTs (b) the vacuum state of a single CFT (c) a black hole microstate (d) a microstate for a half space. The red curves indicate BCFT boundary conditions.

**Explicit geometry**

To find the geometry associated with the BCFT vacuum state, it is simplest to consider a conformal frame where the interval on which the BCFT lives is \((-\infty, 0]\). In this case, we recall from section 2 that in Poincaré coordinates

\[
\frac{L}{z^2} = \left(-\frac{dt^2 + dz^2 + dx^2}{L^2}\right),
\]

the vacuum geometry corresponds to the region \(x/z < T/\sqrt{1-T^2}\) terminating with an ETW brane, as shown in figure 6. Passing to global coordinates via the transformations

\[
L = \cosh(\rho) \cos(\tau) - \sinh(\rho) \sin(\theta)
\]

\[
x = \sinh(\rho) \cos(\theta)
\]

\[
t = \cosh(\rho) \sin(\tau),
\]

the ETW brane locus becomes

\[
\sinh(\rho) \cos(\theta) = \frac{T}{\sqrt{1-T^2}}
\]

in coordinates where the metric is

\[
ds^2 = L^2 \left(-\cosh^2 \rho d\tau^2 + d\rho^2 + \sinh^2 \rho d\theta^2\right).
\]

Here, the brane is static in the global coordinates, extending to antipodal points at the boundary of AdS, as shown in figure 29. In that figure, we see that from the point of view of one of the Rindler wedges, the brane

To make the analogy with the black hole more clear, we can now describe the ETW brane trajectory for \(T > 0\) in a Rindler wedge, the analog of the second asymptotic region in the black hole case. Defining coordinates \((\chi, \zeta, r)\) from the Poincaré coordinates by

\[
\frac{t}{L} = e^\chi \sinh(\zeta) \sqrt{1 - \frac{1}{r^2}} \quad \frac{x}{L} = e^\chi \sinh(\zeta) \sqrt{1 - \frac{1}{r^2}} \quad \frac{z}{L} = e^\chi \frac{1}{r},
\]

(129)
the Rindler wedge corresponding to the second asymptotic region takes the form of a Schwarzschild metric with non-compact horizon [58],

\[ ds^2 = L^2 (-r^2 + 1) d\zeta^2 + \frac{dr^2}{r^2 - 1} + r^2 d\chi^2 , \]

and the brane locus is simply

\[ \sqrt{r^2 - 1} \cosh(t) = \frac{T}{\sqrt{1 - T^2}} . \]

Note that this is precisely the same as the result (26) (setting \( r_H = 1 \)). The reason is that the black hole geometry we considered previously is simply obtained from the present case by periodically identifying the \( \chi \) direction. Thus, as in that case, for each time \( t \), the ETW brane sits at a constant \( r \) in the Schwarzschild picture, with \( r(t) \) reaching a maximum at \( t = 0 \).

Figure 29: Left: The ETW brane in global AdS. For \( T > 0 \) we have the geometry on the left of the brane. For \( T > 0 \), we have the geometry on the right of the brane. Diagonal planar surfaces are Rindler horizons dividing the spacetime into complementary Rindler wedges plus past and future regions. Right: dependence of the radial position parameter \( \xi = \sqrt{r^2 - 1} \) on Schwarzschild time \( \zeta \).

**Entanglement calculations**

In analogy to the earlier result for BTZ black holes, the entanglement entropy of sufficiently large intervals in the BCFT can provide information about the geometry behind the Rindler horizon.

Using the standard CFT time in a conformal frame where we have a fixed distance between the two boundaries, the entanglement entropy for a connected boundary region is time-independent. However, to provide the closest analogy with our earlier calculations, we can instead consider the entanglement entropy of an interval of fixed width in the Schwarzschild spatial coordinate \( \chi \), as shown in figure [30].
We have seen that the geometry and the brane trajectory in the present case is mathematically identical to the black hole case for $r_H = 1$ except that the $\chi$ coordinate is now non-compact. The compactness of $\theta$ did not enter into the previous calculations of entanglement entropy, so all the calculations in section 3 apply here as well, and we can immediately jump to the result, that the entangling surface will probe behind the horizon when

$$\sinh \left( \frac{\Delta \chi}{2} \right) \geq \cosh(\zeta_0) \sqrt{\frac{1 + T}{1 - T}}. \quad (132)$$

Since $\chi$ is noncompact now, we have that for any time $\zeta_0$ and any $T$, we can always choose a large enough interval $\Delta \chi$ so that the entangling surface probes behind the horizon. The explicit expressions for entanglement entropy in the two phases are the same as those in section 3.1 (with $r_H = 1$).

Thus, if we unwrap the compact direction of the BTZ black hole, the ETW branes will be dual to boundary states on a spatial interval of pure AdS$_3$. Our BTZ entanglement calculations carry over, implying that control of a suitably large boundary subregion should allow an observer to probe behind the Rindler horizon.

7 Effective cosmological description?

We have seen in section 2 that the world-volume geometry of our ETW brane takes the form of a $d$-dimensional FRW spacetime. For the simple model with a constant tension ETW brane, the explicit metric was given in (35) for the case of a 3+1 dimensional ETW brane. Generally speaking, the physics on this brane does not provide a model of $d$-dimensional cosmology, since the gravitational physics is higher-dimensional. However, there is a vast
literature on brane-world cosmology (see [59] for a review) exploring scenarios where the physics of a $d$-dimensional brane embedded in a higher-dimensional spacetime does have an effective description as $d$-dimensional gravity coupled to matter. This requires gravity to “localize” to the brane, such that over a large range of distance scales gravitational interactions between matter on the brane are well-described by $d$-dimensional rather than higher dimensional gravity. In [60], such localization was shown to occur for a brane which cuts off the UV region of an Anti-de-Sitter spacetime; this is known as the Randall-Sundrum II (RSII) brane-world scenario. In our geometries, the brane cuts off the UV in an asymptotically AdS spacetime (the AdS/Schwarzschild black hole). While this is globally different from pure AdS, it is expected that for appropriate values of $L_{\text{AdS}}$, $r_H$, and the ETW brane trajectory, the physics should be sufficiently similar to the pure-AdS case that gravity localization still occurs and we still have an effective $d$-dimensional description. Since our brane world-volume is that of a cosmological FRW spacetime, our model would then provide a microscopic description of $d$-dimensional brane-world cosmology.

Gravity localization in the Randall-Sundrum II model

In this section, we will review the basic mechanism of gravity localization (see [61] for a pedagogical introduction) and try to understand the requirements on the parameters in our model in order that an effective lower-dimensional description exists. In the Randall-Sundrum II model [60] we have an infinite extra dimension, but the bulk metric (for $d = 4$) is now a warped product of the form

$$ds_5^2 = dz^2 + e^{-2A(z)}g_{\mu\nu}(x)dx^\mu dx^\nu, \quad -\infty < z < \infty,$$

(133)

with a 3-brane placed at $z = 0$ and $Z_2$-symmetry imposed in this coordinate. In the original RSII model, one has warp factor $A(z) \sim |z|/\ell$; the bulk spacetime is then simply a slice of AdS$_5$ which is cut off in the UV by a 3-brane (referred to as a UV or Planck brane), with $Z_2$-symmetry imposed about the brane. Tuning the brane tension against the bulk cosmological constant allows for a Poincaré-invariant brane metric $g_{\mu\nu}(x) = \eta_{\mu\nu}$. Randall and Sundrum found that, within this setup, one reproduces 4-dimensional Einstein gravity on the brane for distances much larger than the AdS radius $\ell$; for example, the gravitational potential on the brane is [62]

$$V(r) \approx \frac{GM}{r} \left( 1 + \frac{2\ell^2}{3r^2} \right).$$

(134)

The reason for the localization is that the warp factor suppresses metric perturbations far from the brane, with $\ell$ the length scale on which this suppression occurs. Formally, one considers separable metric perturbations of the form $h_{\mu\nu} = \epsilon_{\mu\nu}\psi(z)\phi(x^\mu)$, with $\phi(x^\mu)$ an eigenstate of the 4-dimensional wave operator $\Box_4\phi = m^2\phi$; the linearized Einstein equations then reduce to an analogue Schrödinger problem for $\psi(z)$, where the Schrödinger “energy” determines the particle mass in the 4-dimensional description. The analysis reveals a massless ‘zero mode’ wavefunction which localizes at the brane and exactly reproduces the 4-dimensional Newtonian potential; the continuum of massive “KK modes” provide corrections, but they are suppressed at the position of the brane due to a peak in the potential.
The localization phenomenon has been interpreted in the context of AdS/CFT \[63, 64, 65, 66, 67, 68, 69\], by the observation that the RSII model in a \(d+1\)-dimensional AdS bulk (and its curved-brane descendents in \(d+1\)-dimensional AAdS spacetimes) should be equivalent to a \(d\)-dimensional CFT with some UV cutoff coupled to dynamical gravity on the brane.\[19\]

**Locally localized gravity**

Based on these results, it is natural to ask whether gravity localization extends to cases where we have an approximately AdS bulk cut off by a UV brane which is approximately Minkowski. In fact, there are some complications; for example, as noted by Karch and Randall in \[70\], in the case of a brane with AdS$_4$ world-volume in global AdS$_5$, one no longer has a normalizable zero mode. This is because only part of the UV region of global AdS is excised by the introduction of an AdS$_4$ UV brane; a graviton at the brane can still tunnel toward the true boundary of AdS, where the warp factor blows up, so this geometry does not trap gravity at the brane. However, Karch and Randall showed that if we are close enough to the Minkowski situation, the time scale for this tunnelling is long, so that 4-dimensional Einstein gravity still provides a good approximation over sufficiently short time scales. This supports the more general idea that localization of gravity should be a ‘local’ phenomenon, which should not depend upon the behaviour of the warp factor far from some region of interest.

**Branes in AdS/Schwarzschild**

The question relevant for us is whether one retains gravity localization when the bulk is modified through the introduction of a black hole, and the brane world-volume is allowed to be dynamical. The first question has been previously investigated \[71, 72, 73, 74, 75, 76, 77\]. Based on the work of Karch and Randall, one expects that if the brane is taken far enough from the black hole horizon, so that the nearby spacetime is approximately AdS, then the local character of gravity localization should allow for effective Einstein gravity on the brane, up to \(\mathcal{O}(r_H/r_b)\) corrections (where \(r_b\) is the position of the brane). The detailed analysis performed in \[73, 76\] for the case of an Einstein static (ES) brane-world (with \(r_b = \text{const}\)) in Schwarzschild AdS supports this conclusion. Our FRW branes are not static, but we expect similar qualitative behaviour during the period when the effective Hubble parameter is small compared with the AdS scale \(H \equiv \dot{r}/r \ll 1/\ell\).

\[19\] This doesn’t provide a full microscopic description of the theory since the dynamical gravity is added in “by hand” to the cutoff CFT. In contrast, the CFT in our discussion corresponds to the asymptotic region on the far side of the black hole; this is an ordinary CFT with no dynamical gravity and thus can provide a microscopic description.
Implications for the constant-tension brane scenario

Let us now apply these constraints to the geometries arising in the simple model with a constant tension ETW brane. We have seen that obtaining an effective four-dimensional description requires \( r_b \gg r_H \) and \( H \ll \ell \). In our setup, the maximum proper radial size of the brane, in the case of critical tension \( T = 1 \), is given for \( d = 4 \) by \( r_{\text{max}} = r_H \sqrt{1 + \frac{r_H^2}{\ell^2}} \); thus, in order to have some regime for which \( r_b \gg r_H \), we must consider a large black hole \( r_H \gg \ell \), and almost-critical tension \( T \approx 1 \). The requirement that \( H \ll \ell \) will be satisfied for most of the evolution as long as the total proper time (36) is large in AdS units. Again, this requires that \( T \) is very close to 1.

Unfortunately, we recall that while the Lorentzian solutions for any value \( T < 1 \) (and even larger values for \( d > 2 \)) look physically reasonable, the corresponding Euclidean solutions for \( d > 2 \) appear to make sense only for \( T < T_* < 1 \) since otherwise the ETW brane overlaps itself in the Euclidean picture (see Figure 10). The requirement \( T < T_* \) would rule out a viable model with an effective four dimensional description since this required \( r < 1.2876r_H \).

On the other hand, we had reason to question the validity of the simple holographic treatment in these cases.

To summarize, in the simplest toy model for how to treat the BCFT boundary conditions holographically, it does not seem possible to realize microstates for which the effective description of the ETW brane physics corresponds to a four-dimensional cosmology. However, it remains very interesting to understand whether this scenario for cosmology can be realized with more general effective actions that would correspond to a more complete treatment of the holographic BCFT physics.

8 Discussion

In this final section, we discuss a few possible generalizations and future directions.

For the specific examples in this paper, we have mainly considered geometries obtained by assuming the very simple holographic ansatz for how to model CFT boundary conditions holographically. In that model, the ETW brane is filling in for some more detailed microscopic physics. This could involve branes or orientifold planes of string/M theory, or geometrical features such as the degeneration of an internal manifold. Depending on the particular situation, a more realistic model might include additional terms in the brane action or couplings to additional bulk fields. As a particular example, scalar operators in a BCFT can have one-point functions growing as \( 1/|x|^{2\Delta} \) as the distance \( x \) to the boundary decreases. This would correspond to having some extra scalar fields in the bulk, sourced by the ETW brane. In our context, this would lead to matter outside the black hole that

\[^{20}\text{Some particular top-down examples of complete geometries dual to supersymmetric BCFT states have}\]
falls into the horizon. Thus, the explicit geometries we have utilized should be viewed as simple examples that may elucidate the basic physics of more precise holographic duals for Euclidean-time-evolved boundary states. It will be interesting to flesh out the AdS/CFT correspondence for BCFTs more fully and explore the microstate geometries emerging from more general bulk effective actions. It will also be interesting to understand better the constraints on boundary conditions / boundary states for a given holographic CFT that lead to a fully geometrical bulk description.

Within the context of any particular choice of bulk effective action (e.g. the constant tension ETW brane model we used here), it is also interesting to understand which parameter values can be realized in some microscopic theory. For example, if there are microscopic models that realize (at least approximately) the simple ansatz, which values of the parameter $T$ arise from legitimate boundary conditions for a holographic CFT. For 1+1 dimensional CFTs, this is related to the question of which boundary entropies are possible. Some constraints have been discussed previously [81], but these do not apply for holographic models. An interesting result is that for the monster CFT, only positive values (or perhaps extremely small negative values) of \( \log(g) \) (proportional to \( \arctanh(T) \) in the holographic case) are allowed [82]. If this extended to holographic theories, it would imply that only the case with an ETW brane behind the horizon is physical.

Another interesting generalization would be to consider states constructed in a similar way, but with boundary conditions that do not preserve conformal invariance. For example, we can have boundary conditions that correspond to boundary RG flows from one conformally invariant boundary condition to another. These may be represented by a more general class of ETW brane actions, and give rise to a wider variety of geometries. Finally, we can consider similar constructions in holographic theories which are not conformal, for example in holographic RG flow theories or in holographic theories derived from low-energy Dp-brane actions. For all these cases, we expect that the basic idea of probing behind-the-horizon physics via time-dependence of subsystem entanglement remains valid.

It would be very interesting to perform direct entanglement entropy calculations for Euclidean-time-evolved boundary states in specific CFTs, to see whether the results are qualitatively similar to those in our model calculation, and to generate microscopic examples of black hole microstates for which we can learn about the behind-the-horizon physics directly. Naively, this will be challenging in strongly coupled holographic CFTs, but perhaps even calculations for tractable non-holographic theories (such as large \( c \) symmetric orbifold CFTs$^{21}$) will be enlightening. In unpublished work, we have already developed formulae for entanglement in imaginary time-evolved product states of non-interacting particles, so the orbifold calculation appears within reach. It may also be possible to perform direct calculations in holographic CFTs by assuming something about the structure of holographic BCFT correlators, similar to the calculations in [83, 84]. Another possibility we are pursuing is to develop a general calculational tools based on a randomness assumption, similar to the eigenstate thermalization

\[ \text{already been understood: see [78, 79, 80].} \]

\[ ^{21} \text{We thank Volker Schomerus for this suggestion.} \]
Finally, with a larger toolbox for studying holographic duals of Euclidean-time-evolved boundary states, it will be interesting to see if it is possible to realize any examples where gravity is localized on the ETW brane, or more generally, that the physics of the spacetime causally disconnected from the asymptotic boundary is effectively described by four-dimensional cosmology. This would be very interesting whether or not such a cosmology can be made realistic, since there currently aren’t any known complete, non-perturbative quantum descriptions of four-dimensional big bang cosmology, as far as we are aware. In our case, the CFT and the specific microstate would provide the complete description and allow (in principle) a calculation of the initial conditions for cosmology that should be used as inputs for the effective field theory description (also to be determined from the CFT/state) that would be valid at intermediate times.\footnote{If our approach can be realized, it would be similar in some ways to the Hartle and Hawking’s ‘no boundary’ approach to cosmology,\cite{Hartle:1983ai} except that our Euclidean path integral is for a non-gravitational boundary theory, and the path integral itself is defined using a boundary. So one might call it the “boundary-boundary-no-boundary” approach.} Of course, these calculations would require a much better understanding of how black hole behind-the-horizon physics is encoded in a CFT.

One of the major challenges in coming up with candidates for quantum gravity theories capable of describing cosmology is that it is not even clear what the very basic mathematical framework could be. Usual examples of holography making use of conventional quantum systems describe spacetimes with some fixed asymptotic behavior. This is normally assumed to be incompatible with cosmological physics, so various qualitative ideas have been put forward for how to come up with something more general (see e.g.\cite{Bousso:2000xa,Amorim:2004hs,Bousso:2004cy,Anninos:2014rka,Bousso:2012wy} for a variety of perspectives). However, to date, none of these has led to a complete model, or even a precise mathematical structure that could generalize the usual state-in-a-Hilbert-space of ordinary quantum mechanics. A likely possibility is that we have simply not yet stumbled across the right idea. But it is worth considering the alternative, that cosmology is somehow described by a conventional quantum system, just like the rest of physics. If this quantum system is related to gravity in the usual holographic way, we would need to understand how our cosmological observations could be compatible with fixed asymptotic behavior for the global spacetime. One of the most attractive features of our suggestion is that it gives a possible way to realize this, and thus, to describe cosmology with ordinary quantum mechanics.
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A Derivation of the microstate solutions

In this appendix, we provide details of the calculations in section 2 for the geometries associated with Euclidean-time-evolved boundary states using the simple holographic prescription with a constant-tension ETW brane.

Action and equations of motion

The physics of the bulk spacetime and ETW brane can be encoded in an action \( I = I_{\text{bulk}} + I_{\text{ETW}} \). The first term \( I_{\text{bulk}} \) is the usual Einstein-Hilbert term, regularized by a Gibbons-Hawking term at the asymptotic boundary:

\[
I_{\text{bulk}} = \frac{1}{16\pi G} \int_{N_{\text{AdS}}} d^{d+1}x \sqrt{-g(R - 2\Lambda)} + I_{\text{matter}}^{\text{bulk}} + I_{\text{GHY}}.
\] (135)

The action on the ETW brane \( Q \) is a Gibbons-Hawking term, but for a dynamical boundary metric,

\[
I_{\text{ETW}} = \frac{1}{8\pi G} \int_{Q_{\text{ETW}}} d^{d-1}y \sqrt{-h}K + I_{\text{matter}}^{\text{ETW}},
\] (136)

where \( y^a \) are intrinsic coordinates on the brane, \( h_{ab} \) is the intrinsic brane metric, and \( K_{ab} \) is the extrinsic curvature. The extrinsic curvature is roughly the derivative the intrinsic metric in the normal direction \( n^\mu \).

More precisely,

\[
K_{ab} = n_{\mu ;b}e^\mu a e^\nu_b, \quad K = K_{ab}h^{ab}, \quad e^\mu_a = \frac{\partial x^\mu}{\partial y^a}.
\] (137)

Stress-energy on the brane is defined as the variational derivative of the brane matter action with respect to the intrinsic metric:

\[
T_{ab}^{\text{ETW}} = 2\sqrt{-h} \frac{\delta I_{\text{matter}}^{\text{ETW}}}{\delta h_{ab}}.
\] (138)

Varying with respect to \( g^{\mu\nu} \) and \( h^{ab} \), we obtain Einstein’s equation in the bulk and the Neumann condition on the brane:

\[
R_{\mu\nu} - \frac{1}{2}Rg_{\mu\nu} = 8\pi G T_{\mu\nu}^{\text{bulk}} - \Lambda g_{\mu\nu},
\] (139)

\[
K_{ab} - Kh_{ab} = 8\pi G T_{ab}^{\text{ETW}}.
\] (140)
We will focus on constant tension branes, with

\[ 8\pi G T_{ab}^{\text{ETW}} = (1 - d) Th_{ab}, \quad (141) \]

where the prefactor on the right hand side is chosen for convenience.

**Comparison of the gravitational actions: details**

To establish the critical value \( \tau_*(T) \) for \( \tau_0 \) below which the black hole phase dominates the path-integral, we need to compare the gravitational action for solutions from the two phases. For \( d = 2 \), this calculation was carried out in [41] (section 4) while studying the Hawking-Page type transition for BCFT on an interval. We now generalize this to arbitrary dimensions.

The Euclidean gravitational action is the sum of bulk and boundary contributions,

\[ I_E = -\frac{1}{16\pi G} \int d^{d+1}x \sqrt{g}(R - 2\Lambda) - \frac{1}{8\pi G} \int d^d x \sqrt{h}(K - (d - 1)T). \quad (142) \]

For the solutions we consider, the bulk and boundary equations of motion \([139], [141]\) imply that

\[ R - 2\Lambda = -2d \quad (143) \]

and

\[ (K - (d - 1)T) = T. \quad (144) \]

For geometries of Schwarzschild form, we have

\[ \sqrt{g} = r^{d-1} \quad (145) \]

and with the ETW brane parameterized by \( \tau(r) \) given by \([17] \) or \([21]\) we get

\[ \sqrt{h} = r^{d-1} \left( f(r) \left( \frac{dr}{d\tau} \right)^2 + \frac{1}{f(r)} \right) \]

\[ = \frac{\sqrt{f(r) - T^2 r^2}}{r^{d-1}} \]

\[ = \pm \frac{1}{T} r^{d-2} f(r) \frac{d\tau}{dr} \]

where we have the \( + \) or \( - \) depending on whether \( \tau \) is an increasing or decreasing function of \( r \).

To regulate the actions, we integrate in each case up to \( r_{max} \) corresponding to \( z = \epsilon \) in Fefferman-Graham coordinates.
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**Pure AdS phase:** For the pure AdS phase (where \( f(r) = r^2 + 1 \)), the bulk action gives

\[
\frac{\omega_{d-1}}{8\pi G} \int_0^{r_{\text{max}}} dr d \cdot r^{d-1}(2\tau(r))
\]

where \( \omega_{d-1} \) is the volume of a unit \( d-1 \) sphere and

\[
\tau(r) = \tau_0 + \text{arcsinh} \left( \frac{T}{(r^2 + 1)\sqrt{1 - T^2}} \right). 
\]

Each component of the boundary action gives

\[
\frac{\omega_{d-1}}{8\pi G} \int_0^{r_{\text{max}}} dr r^{d-2} f(r) \frac{d\tau}{dr}.
\]

Combining these, we have

\[
I_{E}^{\text{AdS}} = \frac{\omega_{d-1}}{4\pi G} \left[ \int_0^{r_{\text{max}}} dr \left( dr^{d-1} \tau(r) + r^{d-2} f(r) \frac{d\tau}{dr} \right) \right]
\]

\[
= \frac{\omega_{d-1}}{4\pi G} \left\{ r_{\text{max}}^d \tau(r_{\text{max}}) + \int_0^{r_{\text{max}}} dr r^{d-2} \frac{d\tau}{dr} \right\}
\]

where \( d\tau/dr \) can be read off from (21).

**Black hole phase:** For the black hole phase, we can write the bulk action as the full action for the Euclidean black hole up to \( r = \hat{r}_{\text{max}} \) (generally not the same as \( r_{\text{max}} \) – see below) minus the action for the excised part. This gives

\[
\frac{\omega_{d-1}}{8\pi G} \int_{r_H}^{r_M} dr d \cdot r^{d-1} \beta - \int_{r_0}^{\hat{r}_{\text{max}}} dr d \cdot r^{d-1} 2\tau(r)
\]

where \( \tau(r) \) is given in (17). The brane action gives

\[
- \frac{\omega_{d-1}}{4\pi G} \int_{r_0}^{\hat{r}_{\text{max}}} r^{d-2} f(r) \frac{d\tau}{dr},
\]

where in this case,

\[
f(r) = r^2 + 1 - \frac{r_H^d}{r^{d-2}} (1 + r_H^2)
\]

Combining everything, we get

\[
I_{E}^{\text{BH}} = \frac{\omega_{d-1}}{4\pi G} \left[ \int_{r_H}^{r_{\text{max}}} dr d \cdot r^{d-1} \frac{\beta}{2} - \int_{r_0}^{\hat{r}_{\text{max}}} dr (d \cdot r^{d-1} \tau(r) + r^{d-2} f(r) \frac{d\tau}{dr}) \right]
\]

\[
= \frac{\omega_{d-1}}{4\pi G} \left\{ \frac{\beta}{2} r_{\text{max}}^d - \int_{r_H}^{\hat{r}_{\text{max}}} dr \cdot r^{d-1} \tau(r) - \int_{r_0}^{\hat{r}_{\text{max}}} dr (r^{d-2} f(r) - r_H^d) \frac{d\tau}{dr} \right\}
\]

where \( \tau \) and \( d\tau/dr \) can be read off from (17).
Cutoff surface: In order to compare the actions, we choose both $r_{\text{max}}$ and $\hat{r}_{\text{max}}$ to each correspond to the surface $z = \epsilon$ in Fefferman-Graham coordinates. In each case, the $z$ coordinate is related to the $r$ coordinate by

$$\frac{dz}{z} = \frac{dr}{\sqrt{f(r)}} \quad (152)$$

with the integration constant fixed by demanding that $r \sim 1/z$ at leading order for small $z$. For the pure AdS case, this gives in any dimension

$$r_{\text{max}} = \frac{1}{\epsilon} - \frac{\epsilon}{4} \quad (153)$$

while for the Euclidean black hole case, we get for example

$$\hat{r}_{\text{max}}^{d=2} = \frac{1}{\epsilon} + \frac{\pi^2 \epsilon}{16 \tau_0^2} + \mathcal{O}(\epsilon^3) \quad (154)$$

for $d = 2$ and

$$\hat{r}_{\text{max}}^{d=4} = \frac{1}{\epsilon} - \frac{\epsilon}{4} + \frac{1}{8} r_H^2 (1 + r_H^2) \epsilon^3 + \mathcal{O}(\epsilon^5) \quad (155)$$

for $d = 4$.

Action difference: We can now evaluate the difference

$$I_E^{\text{AdS}}(T, \tau_0, \epsilon) - I_E^{\text{BH}}(T, \tau_0, \epsilon) \quad (156)$$

and take the limit $\epsilon \to 0$ in order to determine which solution has smaller action and gives rise to the classical geometry associated with the state.

As examples, we find that for $d = 2$, we have

$$\lim_{\epsilon \to 0} (I_E^{\text{AdS}}(T, \tau_0, \epsilon) - I_E^{\text{BH}}(T, \tau_0, \epsilon)) = \frac{1}{2G} \left[ -\text{arctanh}(T) - \frac{\tau_0}{2} + \frac{\pi^2}{8 \tau_0} \right] . \quad (157)$$

Thus, our states correspond to bulk black holes when

$$\tau_0 < -\text{arctanh}(T) + \sqrt{\frac{\pi^2}{4} + \text{arctanh}^2(T)} . \quad (158)$$

Here, we assume that the CFT is defined on a circle of length $2\pi$. This critical value of $\tau_0$ decreases monotonically from $\tau_\ast(-1) = \infty$ to $\tau_\ast(0) = \pi/2$ to $\tau_\ast(1) = 0$, as shown in figure 9. This result agrees with the calculation of [41] (reinterpreted for our context).

For $d = 4$, it is most convenient to parameterize the action difference in terms of $r_H$ and $T$ since there can be more than one solution in the black hole phase with the same $T$ and $\tau_0$. We find that

$$\Delta I(r_H, T) \equiv \frac{4\pi G}{\omega_3} \lim_{\epsilon \to 0} (I_E^{\text{AdS}}(T, r_H, r_{\text{max}}(\epsilon)) - I_E^{\text{BH}}(T, r_H, \hat{r}_{\text{max}}(\epsilon)))$$
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$$\frac{T}{1-T^2} + \text{arctanh}(T) - \left[ \frac{1}{2} r_H^2 (1 + r_H^2) \tau_0(r_H) - \frac{\pi r_H^5}{1 + 2 r_H^2} + \frac{T r_0(r_H, T)}{\sqrt{1-T^2}} - I_4(r_H, T) \right],$$

where (taking $f(r) = r^2 + 1 - r_H^2/r^2(1+r_H^2)$ in the formulae below), $r_0(r_H, T)$ is defined as above by

$$f(r_0) = T^2 r_0^2,$$

and $\tau_0(r_H, T)$ is defined as

$$\tau_0(r_H, T) = \int_{r_0}^{\infty} dr \frac{T r}{f(r)\sqrt{f(r) - T^2 r^2}}$$

and

$$I_4(r_H, T) = \int_{r_0(r_H, T)}^{\infty} dr \left\{ \frac{T r(r^2 - r_H^2(1 + r_H^2))}{f(r)\sqrt{f(r) - T^2 r^2}} - \frac{T}{\sqrt{1-T^2}} \right\}.$$

Evaluating $\Delta I(r_H, T)$ for $T \geq 0$, we find that for $T < T_c \approx 0.37505$, the difference $\Delta I$ is positive for $r_H > r_H^*(T)$ where $r_H^*(T)$ increases monotonically from $r_H^* = 1$ at $T = 0$ to $r_H^* = \infty$ at $T = T_c$. The corresponding value of $\tau_0$ decreases from $\pi/6$ at $T = 0$ to 0 at $T = T_c$, as shown in figure 9. We note that in cases where there are two solutions in the black hole phase with the same $\tau_0$, the lowest action solution is always either the one with larger $r_H$ or the corresponding pure AdS phase solution.

### A.0.1 Lorentzian geometries: general $T$

In this subsection, we discuss the Lorentzian solutions corresponding to general values of the parameter $T$. We recall that in terms of the proper time and the variable $L = \log(r)$ (where $r$ is the proper radius of the brane), the equation for the brane trajectory is

$$\dot{L}^2 + V(L) = T^2$$

where

$$V(L) = \frac{f(r)}{r^2} = 1 + e^{-2L} - e^{-d(L-L_H)}(1 + e^{-2L_H}).$$

So the trajectory $L(\lambda)$ is that of a particle in a one-dimensional potential $V(L)$ with energy $T^2$. These potentials were displayed in Figure 11.

For $d = 2$, the potential is monotonically increasing and asymptotes to 1. The Lorentzian trajectories for $|T| < 1$ all correspond to time-symmetric configurations where the brane emerges from the past singularity at $r = 0$, reaches a maximum size $r_0 = r_H/\sqrt{1-T^2}$, and shrinks again to $r = 0$ at the future singularity. These all have analytic continuations to Euclidean solutions as discussed above. For $T > 1$, there are no time-symmetric trajectories; the ETW brane size either increases from $r = 0$ to $r = \infty$ or shrinks from $r = \infty$ to $r = 0$. These do not come from analytically continued time-symmetric geometries, and we expect that they do not correspond to the types of states we have been discussing.
For $d > 2$, the potential is monotonically increasing to some value $T_{\text{crit}}^2 > 1$, where

$$
T_{\text{crit}} = 1 + \left( \frac{2}{d} \right)^{\frac{2}{d-2}} \frac{1}{r_H^2 (1 + r_H^2)^{\frac{2}{d-2}}} (1 - \frac{2}{d}) \frac{1}{r_H^2 (1 + r_H^2)^{\frac{2}{d}}}.
$$

(164)

We have five classes of trajectories, as shown on the right in Figure 11. The corresponding spacetimes are shown in Figure 31.

![Figure 31: Lorentzian ETW branes for various values of $T$.](image)

**Case a: $0 < T < T_*$**

For this case, we have time-symmetric solutions which have analytic continuations to good Euclidean solutions corresponding to some finite positive Euclidean preparation time. These are the geometries that are most plausibly providing a holographic picture of the microstate geometries for some legitimate CFT states. The Lorentzian geometry takes the form in Figure 11. The brane emerges from the past singularity, expands and enters the second asymptotic region and then shrinks, eventually falling into the future horizon. The maximum radius of the ETW brane is $r_0$ (the minimal radius in the Euclidean solution), realized at the time-symmetric point $t = 0$. The entire trajectory covers some finite amount of proper time given by

$$
\lambda_{\text{tot}} = 2 \int_{0}^{r_0} \frac{dr}{\sqrt{T^2 r^2 - f(r)}}.
$$

(165)

For $d = 2$, this gives

$$
\lambda_{\text{tot}}^{d=2} = \frac{\pi L_{\text{AdS}}}{\sqrt{1 - T^2}}.
$$

(166)

while for $d = 4$, we get

$$
\lambda_{\text{tot}}^{d=4} = \frac{L_{\text{AdS}}}{\sqrt{1 - T^2}} \arccos \left( \frac{1}{\sqrt{(1 - T^2)(2r_H^2 + 1)^2 + T^2}} \right).
$$

(167)

The $d = 3$ result is given in terms of elliptic integrals.

**Case b: $1 < T < T_{\text{crit}}$, small $r$ branch**

For this case, we have Lorentzian trajectories that are qualitatively similar to the previous case, but we recall that here the corresponding Euclidean solutions are not sensible (at least
without some improvement of the model). It is possible that these Lorentzian solutions still correspond to some CFT states, but we do not have a clear argument for this.

**Case c:** $1 < T < T_{\text{crit}},$ large $r$ branch

For these solutions the ETW brane starts and ends at infinite size, shrinking to a minimum size at the time-symmetric point. We have an infinitely large portion of the second asymptotic region both in the past and the future, so it is unlikely these geometries correspond to pure states of a single CFT.

**Case d:** $T = T_{\text{crit}}$

In this case, we have Lorentzian brane trajectories at a constant radius, and the ETW brane geometry is the Einstein static universe. Here, the solutions retain the isometry present in the maximally extended black hole geometry and the physics of the CFT is time-independent. The Euclidean solutions in this case also have the brane at a constant radius, so the trajectory does not intersect the Euclidean boundary and does not seem likely to correspond to the class of states we have been discussing. However, it is interesting that the spacetime picture we have been discussing is similar to the proposal of [9] for the geometries dual to typical states, so perhaps the Lorentzian geometries in this case can serve as a model of the typical states. It is interesting that we are constrained to have the brane at one specific radius,

$$\frac{r}{r_H} = \left( \frac{d}{2} \right)^{\frac{1}{d-2}} (1 + r_H^2)^{\frac{1}{d-2}} .$$

**Case e:** $T > T_{\text{crit}}$

For these case, there are no time-symmetric ETW brane trajectories, and we have an infinitely large portion of the second asymptotic region either in the past or the future, so it seems unlikely that these geometries correspond to pure states of a single CFT.

### B Coordinate systems for $d = 2$

In this appendix, we give the coordinate transformations relating $s - y$ coordinates in (53) which cover the full maximally extended black hole geometry to the Schwarzschild coordinates.

We first go to Kruskal-type coordinates by defining

$$r = r_H \frac{1 - uv}{1 + uv}, \quad t = \frac{1}{2r_H} \ln \left( \frac{-u}{v} \right).$$

(169)
In these coordinates, the metric becomes (here, we have set $L_{AdS} = 1$)

$$ds^2 = -\frac{4dudv}{(1 + uv)^2} + r_H^2 (1 - uv)^2 d\phi^2. \quad (170)$$

These coordinates cover the whole extended spacetime. The two boundaries are at $uv = -1$, the singularities are at $uv = 1$, and the horizons are at $uv = 0$. The relation to Schwarzschild coordinates in the second asymptotic region is given by $L_{169}$, with the replacement $u \leftrightarrow v$. To obtain the metric $(53)$, we further define

$$u = \tan(\alpha) \quad v = \tan(\beta) \quad s = \beta + \alpha \quad y = \alpha - \beta. \quad (171)$$

From (25), the Lorentzian ETW brane trajectory in Schwarzschild coordinates for the second asymptotic region is given (in the case for $0 < T < 1$) by

$$t = \frac{1}{r_H} \text{arctanh} \left( \frac{\sqrt{r_H^2 - r^2(1 - T^2)}}{Tr_H} \right). \quad (172)$$

In the $u, v$ coordinates, we find that this becomes (setting $L = 1$),

$$T = \frac{v - u}{\sqrt{1 + u^2\sqrt{1 + v^2}}}. \quad (173)$$

In the $s, y$ coordinates we get simply

$$y = -\arcsin(T). \quad (174)$$

C Imaginary time entanglement growth

Imaginary time evolution can generate extremely rapid entanglement growth even if the Hamiltonian doesn’t couple different degrees of freedom. This fact severely restricts any conceivable bound on entanglement growth under imaginary time dynamics.

Consider a decoupled Hamiltonian on $N$ spins of the form

$$H = \sum_{r=1}^{N} \Delta \frac{1 - \sigma_r^z}{2}. \quad (175)$$

Spin up is identified with 0 and spin down with 1. The system is divided into two pieces, left $L$ and right $R$, with $N/2$ spins each.

Now define two states as follows. State one is the all down state, the highest energy state of $H$,

$$|\psi_1\rangle = |1 \cdots 1\rangle. \quad (176)$$
State two is an entangled Bell-type state obtained as an equal superposition of all states $|ψ_i⟩_L \otimes |ψ_i⟩_R$ where $|ψ_i⟩$ is a product state with $S^z = 0$ (we assume $N/2$ is even). There are approximately $2^{N/2}$ such states (a significant fraction of the full left or right Hilbert space). Note that energy of state one is $N\Delta$ and the energy of state two is $N\Delta/2$.

The example is based on the superposition

$$|ψ⟩ = \sqrt{1 - \epsilon}|ψ_1⟩ + \sqrt{\epsilon}|ψ_2⟩,$$

which can be prepared using a low depth quantum circuit. The entropy of $L$ or $R$ in this pure state is $N\epsilon/2$, so if $\epsilon$ is very small, then the entropy is very small. Now consider the imaginary time evolved state

$$e^{-\beta H/2}|ψ⟩.$$

Up to an overall normalization, the effect is to exponentially re-weight states one and two in the superposition,

$$e^{-\beta H/2}|ψ⟩ \propto \sqrt{1 - \epsilon}|ψ_1⟩ + \sqrt{\epsilon e^{N\beta\Delta/2}}|ψ_2⟩.$$  

The normalized state is

$$\frac{e^{-\beta H/2}|ψ⟩}{\|e^{-\beta H/2}|ψ⟩\|} = \sqrt{\frac{1 - \epsilon}{1 + (e^{N\beta\Delta/2} - 1)\epsilon}}|ψ_1⟩ + \sqrt{\frac{\epsilon e^{N\beta\Delta/2}}{1 + (e^{N\beta\Delta/2} - 1)\epsilon}}|ψ_2⟩.$$  

Hence the entropy as a function of $\beta$ is

$$S = \frac{N}{2} \frac{\epsilon e^{N\beta\Delta/2}}{1 + (e^{N\beta\Delta/2} - 1)\epsilon}.$$  

This formula yields extremely rapid entanglement growth; for example, if $\epsilon \sim 1/N$ so that the initial entanglement is of order a single bit, then the imaginary time evolution can generate $N$ bits of entanglement in an imaginary time of order $\ln N/\Delta$.

If the ground state is also added to the superposition, then the entanglement depends on the relative size of the coefficients in the superposition. If the coefficients are roughly the same size, then the ground state will grow large much more rapidly than the middle energy states. In this case the entanglement may not ever become very large.

## D Boundary states in a solvable model

By considering a simple model with a completely classical Hamiltonian, it is possible to rigorously establish some claims analogous to those made at large $N$ for the coupled SYK clusters.

Consider a classical Hamiltonian on $N$ qubits,

$$H_c = \sum_{r,r'} J_{r,r'} \sigma^+_r \sigma^+_r,$$  
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where classical means that the Hamiltonian is diagonal in a local product basis. One could add additional terms which are diagonal in the $\sigma^z_r$ basis without changing the subsequent story.

Now consider a generic product state $|x\rangle$ in the $\sigma^x_r$ basis. It obeys $\sigma^x_r|x\rangle = x_r|x\rangle$ with $x_r = \pm 1$. When expanding in the $z$ basis, these states are

$$|x\rangle = \frac{1}{\sqrt{2^n}} \sum_z \left( \prod_r z_r^{1-x_r^2} \right) |z\rangle. \quad (183)$$

Define the imaginary time-evolved states

$$|x, \beta\rangle = e^{-\beta H_c/2} |x\rangle. \quad (184)$$

The norm of these states is independent of $x$:

$$\langle x, \beta|x, \beta\rangle = \sum_z \left( \prod_r z_r^{1-x_r^2} \right)^2 \langle z|e^{-\beta H_c}|z\rangle = Z_c(\beta), \quad (185)$$

where $Z_c$ is the partition function associated with $H_c$. Similarly, one can show that any moment of $H_c$ in the state $|x, \beta\rangle$ is independent of $x$. More generally, any observable that is diagonal in the $\sigma^z_r$ basis has an expectation value in the state $|x, \beta\rangle$ that is independent of $x$ and given by the corresponding value in the classical statistical problem with weight $e^{-\beta \langle z|H_c|z\rangle}$.

Moreover, every state $|x, \beta\rangle$ is related to every other state $|x', \beta\rangle$ by a local unitary transformation. More precisely, we have

$$|x', \beta\rangle = \prod_{r=1}^N (\sigma^z_r)^{1-x_r x'_r} |x, \beta\rangle. \quad (186)$$

This shows that every state $|x, \beta\rangle$ has the same entanglement for every spatial subregion independent of $x$. In particular, even though the states $|x, \beta\rangle$ need not be translation invariant, all the entanglement entropies are if the Hamiltonian $H_c$ is.

Finally, by tuning $\beta H_c$ to a classical statistical critical point or into an ordered phases, it follows that imaginary time evolution can generate long-range correlations after only a “finite depth” imaginary time evolution. This is in stark contrast to the situation with real time dynamics, in which long-range correlations must be established slowly starting from a short-range correlated state due to causality restrictions. In fact, in one dimension Araki has established an imaginary time analog of the Lieb-Robinson bound in which operators are allowed to expand exponentially fast [90].
E Details of the Action-Complexity Calculation

As can be seen in figure 25, the Wheeler-DeWitt patch during each phase is defined by two null hypersurfaces, $N_+$ and $N_-$, anchored at the asymptotic boundary. Whether these null surfaces intersect the future/past singularity ($S_+/S_-$), or the ETW brane ($Q$), determines which phase is being considered. The problem of calculating the gravitational action on a region with boundaries is a well studied one (see [55] for a comprehensive review), and generically we will have terms corresponding to: the enclosed region, the region’s boundaries, and the joints where boundaries meet non-smoothly. Here we breakdown each of these terms and state the results before and after the null boundary counter-term is included.

The first term that one must consider is the Einstein-Hilbert action evaluated on the Wheeler-DeWitt patch. In the $s, y$ coordinates this amounts to computing:

$$I_{EH} = \frac{1}{16\pi G} \int_{\mathcal{W}} d^{d+1}x \sqrt{-g} (R - 2\Lambda) = -\frac{r_H}{4\pi G} \int_{\mathcal{W}} ds \ dy \ d\theta \ \sec^3(y) \cos(s)$$  \hspace{1cm} (187)

This term diverges during all phases, since we are integrating all the way out to the asymptotic boundary. As such, a regulator surface $\Lambda$ is introduced to classify the divergence. In the the $s, y$ coordinates $\Lambda$ is the hypersurface defined by:

$$\Lambda : \ y = \pi/2 - \delta$$  \hspace{1cm} (188)

In the limit $\delta \to 0$ we simply recover our asymptotic boundary. Another common cutoff method is to set the Schwarzschild radius to some maximum value, i.e.:

$$\Lambda : \ r = \frac{l_{\text{AdS}}}{\delta'}$$  \hspace{1cm} (189)

Working with $l_{\text{AdS}} = 1$, one can convert back and forth between the two cutoff schemes via the relation:

$$\delta' = \frac{\sin(\delta)}{r_h \sech(r_H t_R)}$$  \hspace{1cm} (190)

One may then ask what the contribution to the action is from this boundary $\Lambda$ itself. In general, a non-null boundary, $\mathcal{B}$, contributes a Gibbons-Hawking-York (GHY) term to the action:

$$I_{GHY} = \frac{1}{8\pi G} \int_{\mathcal{B}} d^d x \sqrt{|h|} K$$  \hspace{1cm} (191)

Here, we must be careful to choose the orientation of each hypersurface consistently so that the relative sign of each action contribution is correct. For the hypersurface $\Lambda$, a unit one-form normal is chosen to be:

$$n_\Lambda = \frac{1}{\sin(\delta)} dy$$  \hspace{1cm} (192)
Using this the extrinsic curvature is then calculated to be:

\[ K_\Lambda = 2 \cos(\delta) \] (193)

Solving for the induce metric on \( \Lambda \) then putting this all into (191) gives the action contribution:

\[
I_\Lambda = \frac{r_H \cot(\delta)}{4\pi G \sin(\delta)} \int_\Lambda ds \, d\theta \, \cos(s)
\]

\[
= \frac{r_H}{\delta G} \sech(r_H t_R) + O(\delta)
\] (194)

This term is present during all three phases.

Next we will consider the contribution due to the ETW brane. The integration limits will be different depending on the phase, however the form of the action is always the same:

\[
I_Q = \frac{1}{8\pi G} \int_Q d^4x \sqrt{|h|}(K_Q - T)
\] (195)

This corresponds to the GHY term for the hypersurface plus a matter action. Here, a simplistic matter action for the brane is considered, with the matter Lagrangian being assumed to be a constant parametrized by the brane tension \( T \) (this follows the approach outlined in [41]). The unit normal one-form for \( Q \) is chosen to be:

\[ n_Q = -\frac{1}{\sqrt{1 - T^2}} dy \] (196)

Solving for the extrinsic curvature and induced metric we find:

\[
I_Q = \frac{r_H}{8\pi G} \frac{T}{1 - T^2} \int_Q ds \, d\theta \, \cos(s)
\] (197)

The only remaining non-null hypersurfaces to consider are the past and future singularities at \( s = \pm \frac{\pi}{2} \). Calculating the contribution here slightly tricky: the induced metric on \( S_\pm \) vanishes and the extrinsic curvature \( K_\pm \) diverges. However, if we instead considers a hypersurfaces at \( s = \) constant then we can compute the integrate explicitly. When doing this, one finds that in the limit \( s \to \pm \frac{\pi}{2} \) the measure and extrinsic curvature actually combine to give a finite, regulator independent, integrand. The unit normal one-forms to the singularities are chosen to be:

\[ t_\pm = \sec(y) ds \] (198)

The measure for a constant \( s \) surface is

\[ \sqrt{|h|} = r_H \cos(s) \sec^2(y) \] (199)

and the extrinsic curvature is:

\[ K_\pm = \pm \tan(s) \cos(y) \] (200)
Note that the sign difference here is due to the orientation of $S_\pm$. Combining this together, and taking the limit $s \to \pm \pi^2$, we write our GHY term for each singularity respectively as:

$$I_{S_\pm} = \frac{r_H}{8\pi G} \int_{S_{\pm}} dy \ d\theta \ \sec(y) \quad (201)$$

This corresponds to a total contribution during phase ii of:

$$\text{Phase ii: } I_{S_+} + I_{S_-} = \frac{r_H}{2G} \ arctanh(T) \quad (202)$$

During phase iii the contribution is

$$\text{Phase iii: } I_{S_+} = \frac{r_H}{4G} (r_H t_R + \arctanh(T)) \quad (203)$$

Notice that this calculation did not take into account any nonclassical effects. One might expect the divergences coming from the introduction of higher order curvature terms not to cancel away here. These stringy corrections have not been considered here, however in principle one could introduce a regulator surface in the same manner done for the asymptotic boundary in order to classify these divergences.\textsuperscript{23}

We now move onto the discussion of the null hypersurfaces $N_+$ and $N_-$. These surfaces are defined by the equations:

$$N_+ : \ s = -y + 2 \arctan \left( e^{r_H t_R} \right)$$
$$N_- : \ s = +y - 2 \arccot \left( e^{r_H t_R} \right) \quad (204)$$

The null normal one-forms for these surfaces are chosen to be\textsuperscript{24}

$$\kappa_{\pm} = \alpha_{\pm} (\pm ds + dy) \quad (205)$$

Here, $\alpha_+$ and $\alpha_-$ are normalization constants. We also endow each null hypersurface with coordinates $(\lambda_{\pm}, \theta)$, where $\theta$ is the angular BTZ coordinate and $\lambda_{\pm}$ is given by:

$$\lambda_{\pm} = \frac{1}{\alpha_{\pm}} \tan(y) \quad (206)$$

Altogether, this constitutes an affine parametrization for the null hypersurfaces. I.e., they solve the affine geodesic equation:

$$k_{\alpha;\beta} k^{\beta} = \kappa k_{\alpha} = 0 \quad (207)$$

Thus, we see that for this parametrization the constant $\kappa = 0$. The boundary term for a null hypersurface is typically given by:

$$I_{N_\pm} = -\frac{1}{8\pi G} \int_{N_{\pm}} d\lambda d^{d-1} \sqrt{\gamma} \kappa \quad (208)$$

\textsuperscript{23}Some related calculations can be found in \cite{91}, wherein the Gauss-Bonnet-AdS black hole is considered.
\textsuperscript{24}For brevity, we omit the derivations of these quantities. A thorough examination of null hypersurfaces can be found in \cite{92}. 

69
However, since we have chosen an affine parametrization this contribution vanishes.

Next we consider the joints between each of these boundary surfaces. In principle we have joints where \( N_\pm \) intersect \( S_\pm, Q \) and \( \Lambda \), as well as non-null joints (of the type proposed in \[93\]) at \( S_\pm \cap Q \). However, one finds that the joint terms at \( S_\pm \cap Q \) and at \( N_\pm \cap S_\pm \) all vanish. The only non-zero joint terms are from intersections of the null surfaces with the regulator surface and the ETW brane. These are joints between null and timelike hypersurfaces and so correspond to action contributions of the form:

\[
I_{\text{joints}} = \frac{1}{8 \pi G} \int_{\Sigma} d^{d-1}x \sqrt{\sigma} a
\]

\[
a = \epsilon \ln |k \cdot n|
\]

\[
\epsilon = -\text{sign}(k \cdot n) \text{sign}(k \cdot \hat{t})
\]

(209)

Here \( k \) and \( n \) are the normal one-forms to the null and timelike surfaces respectively, and \( \hat{t} \) is some auxiliary unit vector tangent to the timelike hypersurface. \( \Sigma \) is the co-dimension two hypersurface that is the intersection between the two boundaries. Computing the contributions for \( N_\pm \cap \Lambda \), one finds that in all phases we have:

\[
I_{N_+ \cap \Lambda} + I_{N_- \cap \Lambda} = \frac{r_H}{4G} \left\{ 2 \text{sech}(r_H t_R) \ln \left( \frac{1}{\alpha_+ \sqrt{\alpha_- \delta}} \right) + \tanh(r_H t_R) \ln \left( \frac{\alpha_-}{\alpha_+} \right) + O(\delta) \right\}
\]

(210)

Similarly, one can compute the action contribution for the intersections \( N_\pm \cap Q \). These turn out to be:

\[
I_{N_\pm \cap Q} = -\frac{r_H}{4G} \ln(\alpha_\pm \sqrt{1 - T^2}) \left( \pm \tanh(r_H t_R) + \frac{T}{\sqrt{1 - T^2}} \text{sech}(r_H t_R) \right)
\]

(211)

Where the term for \( N_+ \cap Q \) is only present during phase i and the term for \( N_+ \cap Q \) only appears in phase iii.

Unfortunately, if we were to combine together all of the terms above we would find that the resulting action is dependent on \( \alpha_+ \) and \( \alpha_- \). This isn’t ideal as the quantity we find is not invariant under different choices of the parametrization of each null surface. Recently, it has been suggested that a counter-term be introduced to the gravitational action in order to cancel this dependence on \( \alpha_+ \) and \( \alpha_- \).

\[
I_{\text{counter}} = -\frac{1}{8 \pi G} \int_{B} d\lambda \ d^{d-1}\theta \sqrt{\gamma} \Theta \ln |L\Theta|
\]

\[
\Theta = \frac{1}{\sqrt{\gamma}} \frac{\partial \gamma}{\partial \lambda}
\]

(212)

Where we introduce such a term for each null boundary \( B \). Here, \( \gamma \) corresponds to the null hypersurface’s metric. Just as the complexity=volume conjecture was only defined up to some relative length scale, this counter-term depends on an arbitrary length scale \( L \). For

\[\text{This counter-term was first proposed in [55] and has since been discussed throughout the literature. Some more thorough exploration of this counter-term can be found in [94] and [95].}\]
the purposes of this analysis, we will simply choose to set \( L = L_{\text{AdS}} = 1 \). For \( N_+ \) the counter-term takes the form:

\[
I_{N_+} = -\frac{r_H}{4G} \alpha_+ \text{sech}(r_H t_R) \int_{N_+} d\lambda \ln \left| \frac{\alpha_+ \text{sech}(r_H t_R)}{\alpha_+ \text{sech}(r_H t_R) \lambda - \tanh(r_H t_R)} \right| \bigg|_{\lambda_i}^{\lambda_f} \tag{213}
\]

Where, \( \lambda_i = N_+ \cap \Lambda \) during every phase, and \( \lambda_f = N_+ \cap Q \) during phase i or \( N_+ \cap S_+ \) otherwise. Similarly, the counterterm for \( N_- \) can be calculated using:

\[
I_{N_-} = -\frac{r_H}{8G} \alpha_- \text{sech}(r_H t_R) \int_{N_-} d\lambda \ln \left| \frac{\alpha_- \text{sech}(r_H t_R)}{\alpha_- \text{sech}(r_H t_R) \lambda + \tanh(r_H t_R)} \right| \bigg|_{\lambda_i}^{\lambda_f} \tag{214}
\]

With \( \lambda_i = N_- \cap \Lambda \) during each phase, and \( \lambda_f \) being \( N_- \cap Q \) during phase iii or \( N_- \cap S_- \) otherwise. Both of these integrals result in many terms, so we will refrain from including them here.

With all of the individual contributions to the action in place, all that remains is to combine them all together in accordance with the phases depicted in figure 25 and use equation (118) to calculate the complexity. In doing this, many, many terms cancel, resulting in the simple expressions stated in equations (121) and (123) (the phase iii result is stated with the divergence already subtracted).
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