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Range sensitivity analysis

1. Method

The range sensitivity measures (SM) defined here are similar to the local sensitivity measures of the main manuscript; however, the inputs are now varied over the anticipated value range [1, 2], instead of assuming a small perturbation around the baseline values. Each input parameter takes its minimum and maximum value and the corresponding change in the calculated CKR, expressed as a percentage of the reference value, is recorded. The rest of the model parameters are kept at their baseline values. All percentage changes in the output are then expressed in relation to ±1% variation of the input, by dividing with the percentage change of the input, according to the formulas:

\[ SM_{\text{max}} = \frac{(CKR_{\text{max}} - CKR_{\text{base}})}{(p_{i,\text{max}} - p_{i,\text{base}})/p_{i,\text{base}}} \]  

\[ SM_{\text{min}} = \frac{(CKR_{\text{min}} - CKR_{\text{base}})}{(p_{i,\text{min}} - p_{i,\text{base}})/p_{i,\text{base}}} \]  

\[ SM_{\text{range}} = \frac{SM_{\text{max}} - SM_{\text{min}}}{2} \]  

where \( p_{i,\text{base}} \): the baseline value of the \( i \)-th parameter, \( p_{i,\text{max}} \): the maximum value of the \( i \)-th parameter, \( p_{i,\text{min}} \): the minimum value of the \( i \)-th parameter, \( CKR_{\text{base}} \): the calculated CKR with all parameters set at their baseline values, \( CKR_{\text{max}} \): the calculated CKR with the \( i \)-th parameter, only, set at its maximum value, \( CKR_{\text{min}} \): the calculated CKR with the \( i \)-th parameter, only, set at its minimum value.

The value range of input parameters (Table A) has been derived after taking into consideration the literature (Table 4 of main manuscript), while certain cell proliferation constraints should be satisfied (e.g. positive growth rate, volume doubling time higher than 26 days, percentage of stem cells not exceeding 1%). It should be noted that between the adenocarcinoma (ADC) and squamous cell carcinoma (SCC) different value ranges for some of the parameter are observed (Table A). These boundaries have been derived after applying the aforementioned constraints, and their values depend on the baseline values of the remaining model parameters [3, S2 Text].

2. Results

The range sensitivity measures consider a larger increment compared with their local counterparts and, therefore, are expected to give a different value for parameters having a non-linear effect on the output. In our case, a small deviation from linearity exists for the majority of the input parameters (Fig 3 of manuscript). As a result, a very small divergence between the values of the local and range sensitivity measures is noted (Table B). Looking at the overall sensitivity
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(two last columns of Table B), the most remarkable differences are observed for the following parameters:

- \( T_C, T_{C, \text{stem}}, T_{C, \text{LIMP}} \): A considerable deviation between the results of the local and the range methods is observed for the SCC case, with the latter method indicating a higher overall sensitivity. For the ADC case a noteworthy deviation exists only when the cell cycle duration of both stem and LIMP cells are varied at once, i.e. for \( T_C \).
- \( R_{\text{ADiff}} \): The range method gives a higher overall sensitivity for the ADC case. However a low sensitivity is still indicated by both methods.
- \( N_{\text{LIMP}} \): The range method gives a slightly higher overall sensitivity especially for the SCC case. However, a low sensitivity is still indicated by both methods.
- \( P_{\text{G0toG1}}, P_{\text{G0toG1,stem}} \): The range method gives a fairly lower overall sensitivity especially for the ADC case. However, a relatively high sensitivity is indicated by all methods.

Both methods identify the same parameters having a trivial effect on output (overall sensitivity measure <0.1% in Table C). The only noteworthy deviation concerns the parameter \( R_{\text{ADiff}} \), as stated above. The local method ranks the parameter as non-sensitive for both the ADC and SCC cases, whereas the range method indicates a low sensitivity for ADC only (Table B).

For the rest of the parameters, having a low to high impact on output (overall sensitivity measure >0.1% in Table C), the local method results almost in the same ranking as the range one. Both methods identify the same parameters as the two most sensitive. Differences observed in the overall ranking order are due to the underestimation of the sensitivity for \( T_C \) compared to \( P_{\text{G0toG1}} \) and \( P_{\text{G0toG1,stem}} \) by the local method, resulting in a lower rank in respect to the range method.

In summary, the sensitivity results of the local sensitivity measures are rather consistent with the range ones, even though the latter method encompasses the effect of non-linearity.

**Table A: Input Parameter Values**

| Parameter | ADC representative case | SCC representative case |
|-----------|-------------------------|-------------------------|
| \( T_C \) | 42                      | 60                      |
| \( T_{C, \text{stem}} \) | 42                      | 60                      |
| \( T_{C, \text{LIMP}} \) | 42                      | 60                      |
| \( T_{GR} \) | 382                     | 242                     |
| \( T_{GR, \text{stem}} \) | 382                     | 242                     |
| \( T_{GR, \text{LIMP}} \) | 382                     | 242                     |
| \( T_N \) | 23                      | 7                       |
| \( T_A \) | 4                       | 25                      |
| \( R_A \) | 0.0003                  | 0.00036                 |
| \( R_{\text{ADiff}} \) | 0.008                   | 0.001                   |
| \( R_{\text{NDiff}} \) | 0.0009                  | 0.001                   |
| \( P_{\text{G0toG1}} \) | 0.5                     | 0.1                     |
| \( P_{\text{G0toG1,stem}} \) | 0.5                     | 0.1                     |
| \( P_{\text{G0toG1,LIMP}} \) | 0.5                     | 0.1                     |
| \( N_{\text{LIMP}} \) | 18                      | 22                      |
| \( CKF \) | 0.5                     | 0                       |
| \( P_{\text{sym}} \) | 0.2                     | 0.37                    |
| \( P_{\text{sleep}} \) | 0.265733                | 0.2796                  |
| \( CKR_{\text{G0G1}} \) | 0.2                     | 0.67                    |

\( ^a \) Derived based on the constrain for positive growth rate.
\( ^b \) For \( T_C = 18 \) no solution with the sum of cell kill rates < 1 exists.
\( ^c \) Derived based on the constrain for a volume doubling time higher than 26 days.
\( ^d \) Derived based on the constrain for a fraction of stem cells lower than 0.001.
\( ^e \) No solution for parameter values above the considered upper limit. More specifically, treatment shrinks tumor at a higher extent compared to the observed volume reduction for all values of cisplatin’s cell kill rate.
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**Table B: Sensitivity results. Comparison with local sensitivity measures**

| Case          | Parameter | -1% Parameter Variation | +1% Parameter Variation | Overall Variation |
|---------------|-----------|-------------------------|-------------------------|-------------------|
|                | SM<sub>%</sub> | SM<sub>min</sub> | SM<sub>max</sub> | SM<sub>±%/SM</sub> | SM<sub>range</sub> |
| **ADC representative case** | | | | | |
| T<sub>C</sub> | 0.36215 | 0.55016 | -0.20877 | -0.19057 | -0.28546 | -0.37037 |
| T<sub>C,stem</sub> | 0.15179 | 0.16567 | -0.07270 | -0.07594 | -0.11224 | -0.12081 |
| T<sub>C,LIMP</sub> | 0.28096 | 0.32963 | -0.14030 | -0.07492 | -0.21063 | -0.20228 |
| T<sub>g1</sub> | 0.03331 | 0.12818 | -0.04544 | -0.00714 | -0.03938 | -0.06766 |
| T<sub>g1,stem</sub> | 0.12712 | 0.19014 | -0.10131 | -0.08587 | -0.11421 | -0.13801 |
| T<sub>g1,LIMP</sub> | -0.07368 | -0.10114 | 0.08579 | 0.08308 | 0.07973 | 0.092109 |
| T<sub>N</sub> | -0.00093 | 0.00082 | 0.01839 | 0.00368 | 0.00966 | 0.001427 |
| T<sub>A</sub> | 0.00083 | 0.00221 | 0.00508 | 0.00013 | 0.00213 | -0.00104 |
| R<sub>A</sub> | 0.16022 | 0.15489 | -0.17712 | -0.17717 | -0.17317 | -0.16603 |
| R<sub>Diff</sub> | -0.00886 | 0.28591 | 0.00039 | 0.00463 | 0.00646 | 0.01407 |
| R<sub>NDiff</sub> | 0.00499 | -0.00111 | 0.00428 | 0.00300 | -0.00464 | 0.00071 |
| P<sub>GI-G1</sub> | -0.92662 | -0.92061 | 0.80399 | 0.56740 | 0.85849 | 0.74401 |
| P<sub>GI-G1,stem</sub> | -0.86893 | -0.8829 | 0.77345 | 0.56509 | 0.81589 | 0.72400 |
| P<sub>GI-G1,LIMP</sub> | -0.03796 | -0.03497 | 0.04177 | 0.04681 | 0.03987 | 0.04089 |
| N<sub>LIMP</sub> | 0.20374 | 0.28702 | -0.13113 | -0.09726 | -0.16743 | -0.19214 |
| CKF | 0.02495 | 0.03783 | -0.04721 | -0.03718 | -0.03608 | -0.03751 |
| P<sub>sym</sub> | -1.03013 | -1.03483 | 1.03419 | 0.88703 | 1.03216 | 0.96093 |
| P<sub>sleep</sub> | 1.00887 | 1.13015 | -0.98271 | -1.00150 | -0.99579 | -1.06583 |
| CKR<sub>eff</sub>C | -0.07704 | -0.07735 | 0.06311 | 0.06376 | 0.07007 | 0.07055 |
| **SCC representative case** | | | | | |
| T<sub>C</sub> | 0.38847 | 1.45248 | -0.29436 | -0.14327 | -0.34141 | -0.79788 |
| T<sub>C,stem</sub> | 0.19777 | 0.45636 | -0.16914 | -0.09868 | -0.18345 | -0.27752 |
| T<sub>C,LIMP</sub> | 0.17016 | 0.72548 | -0.12011 | -0.03999 | -0.14513 | -0.38274 |
| T<sub>g1</sub> | -0.07892 | -0.07947 | 0.08079 | 0.09267 | 0.07985 | 0.08607 |
| T<sub>g1,stem</sub> | 0.01392 | 0.02635 | -0.03329 | -0.01606 | -0.02361 | -0.02120 |
| T<sub>g1,LIMP</sub> | -0.10506 | -0.10771 | 0.11052 | 0.10377 | 0.10697 | 0.10574 |
| T<sub>N</sub> | -0.00373 | -0.00588 | 0.01612 | 0.00368 | 0.00993 | 0.02138 |
| T<sub>A</sub> | 0.00478 | 0.00158 | 0.00700 | -0.00026 | 0.00111 | -0.00092 |
| R<sub>A</sub> | 0.07715 | 0.06257 | -0.05874 | -0.06823 | -0.06795 | -0.06540 |
| R<sub>Diff</sub> | -0.00884 | -0.00337 | 0.00498 | 0.00741 | 0.00691 | 0.00539 |
| R<sub>NDiff</sub> | -0.00022 | -0.00027 | 0.00667 | 0.00067 | 0.00344 | 0.00047 |
| P<sub>GI-G1</sub> | -0.36875 | -0.40018 | 0.34977 | 0.23344 | 0.36875 | 0.31681 |
| P<sub>GI-G1,stem</sub> | -0.31340 | -0.35189 | 0.30110 | 0.21309 | 0.30725 | 0.28249 |
| P<sub>GI-G1,LIMP</sub> | -0.04049 | -0.04802 | 0.04482 | 0.02115 | 0.04266 | 0.03458 |
| N<sub>LIMP</sub> | 0.15648 | 0.25710 | -0.06639 | -0.07749 | -0.11144 | -0.16730 |
| CKF | 0.02646 | 0.01629 | -0.00694 | -0.01271 | -0.02646 | -0.01450 |
| P<sub>sym</sub> | -2.57337 | -2.61168 | 2.27842 | 1.94370 | 2.42590 | 2.27769 |
| P<sub>sleep</sub> | 2.73239 | 2.37882 | -3.11203 | -3.10590 | -2.92221 | -2.74236 |
| CKR<sub>eff</sub>C | 0.12396 | 0.10765 | -0.14345 | -0.16382 | -0.13370 | -0.13573 |

* SM<sub>%</sub> = (SM<sub>max</sub> - SM<sub>%</sub>) / 2
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**Table C**: Parameter ranking derived based on the overall sensitivity

| Parameter* | Sensitivity‡ | Parameter* | Sensitivity‡ |
|-------------|--------------|-------------|--------------|
| $P_{\text{sleep}}$ | 1.95900 | $P_{\text{sleep}}$ | 1.90410 |
| $P_{\text{sym}}$ | 1.72903 | $P_{\text{sym}}$ | 1.61931 |
| $P_{G0\to G1}$ | 0.61362 | $T_{C}$ | 0.58413 |
| $P_{G0\to G1, stem}$ | 0.56157 | $P_{G0\to G1}$ | 0.53041 |
| $T_{C}$ | 0.31344 | $P_{G0\to G1, stem}$ | 0.50324 |
| $T_{C, \text{LIMP}}$ | 0.17788 | $T_{C, \text{LIMP}}$ | 0.29251 |
| $T_{C, \text{stem}}$ | 0.14785 | $T_{C, \text{stem}}$ | 0.19917 |
| $N_{\text{LIMP}}$ | 0.13944 | $N_{\text{LIMP}}$ | 0.17972 |
| $R_{A}$ | 0.12056 | $R_{A}$ | 0.11572 |
| $\text{CKR}_{\text{dFdC}}$ | 0.10189 | $\text{CKR}_{\text{dFdC}}$ | 0.10314 |
| $T_{G0, \text{LIMP}}$ | 0.09326 | $T_{G0, \text{LIMP}}$ | 0.09892 |
| $T_{G0, \text{stem}}$ | 0.06891 | $T_{G0, \text{stem}}$ | 0.07961 |
| $T_{G0}$ | 0.05962 | $T_{G0}$ | 0.07687 |
| $P_{G0\to G1, \text{LIMP}}$ | 0.04126 | $R_{\text{ADiff}}$ | 0.07323 |
| $\text{CKF}$ | 0.03127 | $P_{G0\to G1, \text{LIMP}}$ | 0.03774 |
| $T_{N}$ | 0.00979 | $\text{CKF}$ | 0.02601 |
| $R_{\text{ADiff}}$ | 0.00577 | $T_{N}$ | 0.0114 |
| $R_{\text{NDiff}}$ | 0.00404 | $T_{A}$ | 0.00098 |
| $T_{A}$ | 0.00162 | $R_{\text{NDiff}}$ | 0.00059 |

* Sorted from high to low sensitivity.
‡ Derived by averaging the absolute of the overall sensitivity measure for ADC and SCC.
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