Magnetic reconnection and plasmoid formation driven by the two-dimensional resistive kink instability in a current hole configuration
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We investigate the nonlinear evolution of the \( m = 1 \) resistive internal kink mode in a two-dimensional (2D) configuration containing a central region of negative current density, also known as the ”current hole” setup. The finite-element code FINMHD is used to solve a reduced set of incompressible Magnetohydrodynamic (MHD) equations with a current-vorticity formulation. First, the kink instability linearly develops in agreement with the general theory of resistive internal kink mode, and it subsequently leads to the formation of a current sheet. At relatively low Lundquist number \( S \), a magnetic reconnection process proceeds with a rate predicted by the Sweet-Parker regime. Conversely, when \( S \) exceeds a critical value that is \( S_c \approx 10^4 \), the current sheet is disrupted by the formation of plasmoids on a slightly sub-Alfvénic time scale. In the latter case, a stochastic reconnection regime exhibiting Petshekt-type features enriched by plasmoids is reached. A relatively fast normalized reconnection rate value of order 0.02 is also measured. Finally, we compare our results with those obtained in similar 2D previous studies using ideal MHD instabilities to initiate the process, and discuss their relevance for the general theory of plasmoid chains formation and associated fast reconnection regime.
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I. INTRODUCTION

It is actually well admitted that the presence of small magnetic islands in strongly magnetized plasmas, usually called plasmoids, is of fundamental importance in order to achieve a fast magnetic reconnection process. Magnetic reconnection is thought to be the underlying mechanism that powers explosive events in many plasmas (e.g. solar/stellar flares in astrophysical environments or disruptions in plasma-fusion laboratory experiments). In this way, a fraction of the free magnetic energy stored in the system can be released and converted into other forms of energy, like kinetic bulk flow, particles acceleration, and heat. The heart of the mechanism is provided by spatially localized layers of intense electrical current accumulation, through which the frozen-in condition (in magnetohydrodynamic framework approximation) governing the dynamics of such highly conducting plasmas is violated. Thus, such current sheets are thin resistive layers controlling the change of magnetic field connectivity between two regions of oppositely directed magnetic fields in two dimensions (or having a reversal component in three dimensions).\textsuperscript{1,2}

These current sheets may spontaneously form as the result of the development of some magnetohydrodynamic (MHD) instabilities. This is for example the case in two-dimensional (2D) ideally unstable setups like, the coalescence between attracting flux bundles,\textsuperscript{3} and the tilt instability in repelling current channels.\textsuperscript{4} In the two latter configurations, the formation process of the current sheet, that constitutes the first stage of the route leading to fast reconnection, is consequently achieved on a purely Alfvénic time scale (i.e. independent of the diffusion parameters). If the Lundquist number $S$ is lower than a critical value $S_c \approx 10^4$ ($S_c \approx 3 \times 10^4$ and $S_c \approx 5 \times 10^3$ for coalescence ant tilt instability respectively),\textsuperscript{3,5} a steady-state Sweet-Parker (SP) reconnection subsequently ensues with a normalized reconnection rate scaling as $S^{-1/2}$. Note that SP regime is analogous to Kadomstev model for magnetic reconnection associated to internal kink mode in tokamaks.\textsuperscript{6,7} This important Lundquist number $S$ is generally defined as, $S = LV_A/\eta$, where $L$ is the half-length of the current sheet, $V_A$ is the Alfvén velocity based on the magnetic field amplitude of the reversal component (upstream of the current layer), and $\eta$ being the magnetic diffusivity (i.e. resistivity). Conversely, if $S \gtrsim S_c$, the formation of plasmoid chains are triggered, as many small secondary resistive-type tearing instabilities develop and disrupt the current layer in which they are born.\textsuperscript{8} Thus, this constitutes the second stage of the scenario occurring for plas-
mas under consideration in the present study, as the relevant Lundquist number can attain large/huge values (e.g. $S \sim 10^8$ and $S \sim 10^{12}$ for tokamaks and solar corona respectively).

The growth of the plasmoids observed in MHD simulations using coalescence/tilt setups is surprisingly fast, as the growth rate $\gamma_p$ can easily attain super-Alfvénic values for $S >> S_c$, e.g. $\gamma_p \tau_A \approx 10 - 20$ where $\tau_A$ is the Alfvén time defined as $\tau_A = L/V_A$. These values seem to agree with the scenario proposed by Comisso et al., where an analytical model based on a modal stability calculation of such forming current sheet is developed. In the latter model, the linear growth rate of the dominant mode appears as a not simple $S$-power law, thus offering a possible issue to the paradoxal result of infinite linear growth rate obtained in the infinitely high-$S$ limit for static pre-formed SP current sheets (i.e. having a large aspect ratio $L/a \sim S^{1/2}$), where $\gamma_p \tau_A \propto S^{1/4}$. Note that, another issue has been proposed by considering unstable current layers having a critical aspect ratio $L/a \sim S^{1/3}$, that is substantially smaller than SP value in the high $S$ limit. Indeed, in this way, it is shown that the linear growth rate becomes close to Alfvénic and independent of the Lundquist number, as for example $\gamma_p \tau_A \approx 0.62$ for Harris-type configuration with zero viscosity. As these two theoretical models differ in the assumptions concerning the formation mechanism (and the characteristics) of the current layer, it would be of interest to consider other type of MHD instabilities for the initial step, motivating the particular choice of a resistive mode in the present study. Resistive-type instabilities generally lead to a linear growth rate scaling as a negative power of the Lundquist number, e.g. $S^{-1/3} - S^{-3/5}$.

The question of the understanding of the third stage, which is the subsequent regime of fast magnetic reconnection allowed by the presence of plasmoid chains, is also actually under debate. The plasmoids are constantly forming, moving, eventually coalescing, and finally being ejected through the outflow boundaries. At a given time, the system contains aligned layer structures of plasmoids of different sizes, and can be regarded as a statistical steady state with a time-averaged normalized reconnection rate value of order $0.01 - 0.02$ that is quasi-independent of the dissipation parameters. Fractal models (for the hierarchical structure of the plasmoid chains observed in simulations) based on heuristic arguments have been proposed to explain this fast rate independent of the Lundquist number. Indeed, a simple picture is used, where as the plasmoid instability proceeds, the plasmoids grow in size and the currents sheets between primary plasmoids are again unstable. These secondary current sheets are thinner than the primary ones and give rise to secondary plasmoids, which
eventually lead to tertiary current sheets, and so on, as originally envisioned by Shibata and Tanuma (2001). This process of multiple stages of cascading ends up when the thinnest current structures between plasmoids are short enough, i.e. corresponding to marginally stable Sweet-Parker layers. However, a close inspection of the MHD simulations indicates that some of the fragmented current sheets do not have enough time to form SP layers, and a non negligible coalescence effect between adjacent plasmoids leads to the formation of so called monster plasmoids. Moreover, in a recent numerical study using the tilt setup (at high enough $S$ values, typically for $S \sim 100S_c$), a dynamical Petschek-type reconnection is shown to be achieved with pairs of slow-mode shocks emanating from a small central region containing a few plasmoids. The role played by merging events of plasmoids giving rise to monster plasmoids with shocks bounding the outflow regions is fundamental to this respect.

The goal of the present work is precisely to address the role of the initial formation mechanism of the current sheet on the subsequent plasmoid chains formation and also on the associated fast magnetic reconnection process. In order to achieve this aim, the results obtained for a resistive-type 2D MHD instability (e.g. an internal kink mode) will be compared in particular to results from our previous studies using the ideal tilt mode. The configuration considered in this study is known in the literature as the "current hole" setup and is used in the context of the MHD stability of advanced tokamak scenarios with reversed central current.

The outline of the paper is as follows. In Sect. II, we present the MHD code and the initial setup for the 2D resistive kink instability. Section III is devoted to the presentation of the results. Finally, we discuss our results and conclude in Sect. IV.

II. THE MHD CODE AND INITIAL SETUP

A. FINMHD equations

A set of reduced MHD equations has been employed corresponding to a 2D incompressible model. However, instead of taking the usual formulation with vorticity and magnetic flux functions for the main variables, another choice using current-vorticity ($J - \omega$) variables is preferred because of its more symmetric formulation, facilitating the numerical matrix
calculus. The latter choice also cures numerical difficulty due to the numerical treatment of a third order spatial derivative term. To summarize, the following set of equations is,

\[
\frac{\partial \omega}{\partial t} + (V \cdot \nabla) \omega = (B \cdot \nabla) J + \nu \nabla^2 \omega, \tag{1}
\]

\[
\frac{\partial J}{\partial t} + (V \cdot \nabla) J = (B \cdot \nabla) \omega + \eta \nabla^2 (J - J_e) + g(\phi, \psi), \tag{2}
\]

\[
\nabla^2 \phi = -\omega, \tag{3}
\]

\[
\nabla^2 \psi = -J, \tag{4}
\]

with \( g(\phi, \psi) = 2 \left[ \frac{\partial^2 \phi}{\partial x \partial y} \left( \frac{\partial^2 \psi}{\partial x^2} - \frac{\partial^2 \psi}{\partial y^2} \right) - \frac{\partial^2 \psi}{\partial x \partial y} \left( \frac{\partial^2 \phi}{\partial x^2} - \frac{\partial^2 \phi}{\partial y^2} \right) \right] \). As usual, we have introduced the two stream functions, \( \phi(x, y) \) and \( \psi(x, y) \), from the fluid velocity \( V = \nabla \phi \wedge e_z \) and magnetic field \( B = \nabla \psi \wedge e_z \), \( e_z \) being the unit vector perpendicular to the \( xOy \) simulation plane. \( J \) and vorticity \( \omega \) are the \( z \) components of the current density and vorticity vectors, as \( J = \nabla \wedge B \) and \( \omega = \nabla \wedge V \) respectively (with units using \( \mu_0 = 1 \)). Note that we consider the resistive diffusion via the \( \eta \nabla^2 J \) term (\( \eta \) being the resistivity that is assumed uniform for simplicity), and also a viscous term \( \nu \nabla^2 \omega \) in a similar way (with \( \nu \) being the viscosity parameter also assumed uniform). The above definitions results from the choice \( \psi \equiv A_z \) for the magnetic flux function, where \( A_z \) is the \( z \) component of the potentiel vector \( A \), as \( B = \nabla \wedge A \). \( J_e(r) \) is the initial current density profile, which is introduced in Eq. 2 via the \( -\eta \nabla^2 J_e \) term in order to compensate the purely resistive dissipation of the current equilibrium. Contrary to previous studies using the tilt setup where it was absent, this extra-term is important when a resistive instability is considered. Note that thermal pressure gradient is naturally absent from our set of equations. Finally, an advantage of the above formulation over a standard one using the velocity and magnetic field vectors \( (V, B) \) as the main variables, is the divergence-free property naturally ensured for these two vectors.

**B. FINMHD numerical method**

FINMHD code is based on a finite-element method using triangles with quadratic basis functions on an unstructured grid. A characteristic-Galerkin scheme is chosen in order to implement in a stable way the Lagrangian derivative \( \frac{\partial}{\partial t} + (V \cdot \nabla) \) appearing in the two first equations. Moreover, a highly adaptive (in space and time) scheme is developed in order to follow the rapid evolution of the solution, using either a first-order time integrator (linearly
unconditionally stable) or a second-order one (subject to a Courant-Friedrichs-Lewy time-step restriction). Typically, a new adapted grid based on the Delaunay-Voronoi algorithm can be computed at each time step, by searching the grid that renders an estimated error nearly uniform. Maximum values for the elements edge size $h_{max}$ and for the number of elements (i.e. triangles) $n_t$ are thus initially specified, but the latter constraint is practically never reached. The time step can vary and is adapted from an initial value chosen to accurately follow the linear phase of the instability, and from the current status of the system evolution by taking the maximum current density amplitude variation. The finite-element Freefem++ software allows to do this\textsuperscript{23} by using the Hessian matrix of a given function (taken to be the current density in this study). The technique used in FINMHD has been tested on challenging tests, involving unsteady strongly anisotropic solution for the advection equation, formation of shock structures for viscous Burgers equation, and magnetic reconnection process for our reduced set of MHD equations. The reader should refer to Baty (2019) for more details on the numerical scheme.\textsuperscript{45}

C. The initial setup

In this work, we consider MHD equilibria consistent with radial current density profiles of the form,

$$J_e = J_1(1 - \tilde{r}^\alpha) - J_2(1 - \tilde{r}^2)^8,$$

where $\tilde{r}$ is the normalized radius, i.e. $\tilde{r} = r/a$ with $a$ being the outer boundary radius. In this study, distance is normalized to the value of $a$ so that $a = 1$. Such equilibria with $\alpha = 4$ were used in the context of tokamak scenarios with reversed central current in order to study the current hole configuration.\textsuperscript{21,22} In the present study, we have preferred to use a slightly smoother profile with $\alpha = 2$. Moreover, we have chosen $J_1 = 20$ and $J_2 = 36$ defining thus our normalization. In this way, the maximum current density has a similar value compared to the tilt setup one (where the maximum equilibrium current density was of order 10), as one can see in Fig. 1 (see also Annexe A). Note that the current hole (negative current density region) is consequently situated in a core region $r \lesssim 0.28a$. The corresponding azimuthal magnetic field component $B_\theta(r)$, that is also plotted in Fig. 1, exhibits a direction reversal at the specific radius, $r_s \simeq 0.43a$. One must note that, any perpendicular magnetic field is not contributing to the present 2D equilibrium, and should
be consequently ensured via an extra thermal pressure term (not needed in our reduced model).

In a related three-dimensional (3D) cylindrical geometry, the specific radius \( r_s \) would represent the resonant '\( q = \infty \)' surface, where \( q(r) \) is the usually defined safety factor as \( q(r) \propto B_0/B_\theta \), with \( B_0 \) being a constant toroidal/axial magnetic field component.\(^{21,22}\) It also defines the initial radial localization of the current layer, as it corresponds to a local maximum of the corresponding equilibrium magnetic flux \( \psi_e(r) \) (obtained by solving the second Poisson equation of our model), as one can see in Fig. 2. Indeed, such non monotonic flux function completely determines the the magnetic flux to be reconnected on each side of the specific/resonant radius \( r_s \), where the radial flux derivative vanishes (i.e. \( \psi_e'(r_s) = 0 \)).

The instability giving rise to the reconnection process is a resonant mode and corresponds to \( q(r_s) = m/n \), with the toroidal mode number \( n \) equal to 0 because of the axisymmetry of the configuration, \( m \) being the poloidal mode number. Figure 2 also indicates how two magnetic field lines situated at different radius (see the dashed lines) on each side of the resonant radius are going to reconnect, the last reconnection event occurring between '\( r = 0 \)' and '\( r \simeq 0.7a \)' radii. The dominant instability is also shown to be the \( m = 1 \) internal kink, where \( m \) is the poloidal/azimuthal mode number (see below). In spite of some common features, the present \( m = 1 \) resistive kink instability must be distinguished from its 'cousin', the \( m/n = 1/1 \) mode developing in 3D cylindrical tokamak approximation because of the presence of a resonant \( q = 1 \) surface, and where our azimuthal magnetic field \( B_\theta \) is replaced by the helical magnetic field component \( B_h = (1 - q)B_\theta \).\(^2\)

Note the difference in our normalization by a factor of 100 compared to previous papers,\(^{21,22}\) leads to a magnetic field value of order unity in the radial region close to \( r_s \) (see Fig. 1). In this way, the Alfvén time based on \( B_\theta \) is thus \( t_A = a/V_A \simeq 1 \). As a consequence employing a resistivity parameter of \( \eta = 10^{-4} \) (in our case) is equivalent of using \( \eta = 10^{-6} \) in the previous studies,\(^{21,22}\) in order to get the same Lundquist number \( S^* = aV_A/\eta = 10^4 \). \( S^* \) is just the inverse of the resistivity value here, and must be distinguished from the other Lundquist number \( S \) defined in introduction and discussed further in this paper.

Instead of imposing an explicit small amplitude function in order to perturb the initial setup, we have chosen to let the instability develops from the numerical noise. Consequently, an initial zero stream function is assumed \( \phi_e(x, y) = 0 \), with zero initial vorticity \( \omega_e(x, y) = 0 \).
The values of our four different variables are also imposed to be constant in time and equal to their initial values at the boundary \( r = a = 1 \).

III. MHD SIMULATION RESULTS

A. Typical evolution

The typical behavior of our unstable configuration is illustrated in Fig. 2, with snapshots of the current density overlaid with magnetic field lines. The resistivity value employed for this run is \( \eta = 2 \times 10^{-3} \) with a magnetic Prandtl value \( P_r = \nu/\eta = 1 \). The well known off-axis displacement of the core region situated inside \( r_s \) (i.e the radial step-like function typical of the \( m = 1 \) kink mode) is particularly visible in snapshot (b). The direction of the displacement is not a priori determined as no specific perturbation is imposed, and it thus can vary from case to case in the different runs described in the present study. The ensuing magnetic reconnection process is at work with a growing in time \( m = 1 \) magnetic island (at the expense of the shifted core) in the snapshots (c)-(e), which is driven by the curved current sheet with an also (growing in time) intense positive current density. Finally, reconnection ends up when the \( m = 1 \) island containing the reconnected field lines invade the whole central region. The corresponding time evolution of the two main variables (\( J \) and \( \Omega \)) are also plotted in Fig. 3. Indeed, we have reported the maximum amplitudes taken over the whole domain of the current density, \( J_{\max} \) and vorticity \( \Omega_{\max} \). One can clearly see the early development of the instability starting from the numerical noise, due to the initial discretization, for \( \Omega_{\max} \) at \( t \approx 6t_A \). Then a quite long linear phase of vorticity growth in association with the \( m = 1 \) displacement is followed by the formation of a current sheet at \( t \approx 18t_A \), subsequently driving the reconnection until \( t \approx 22.5t_A \) (i.e. at the time of the peak amplitude).

The final state obtained after a fast relaxation corresponds to a configuration with a monotonic magnetic flux free of current density and magnetic field reversals (see Fig. 4). Thus, the evolution of the \( m = 1 \) resistive kink mode in our 2D current hole configuration is very similar in all aspects to the evolution of the internal \( m/n = 1/1 \) kink mode obtained in 3D dimensional cylindrical geometry.
FIG. 1. (a) Radial profile of the equilibrium current density $J_e(r)$, and of the corresponding azimuthal magnetic field component $B_\theta(r)$. Note that the current is scaled down by a factor of 10 for better visualization. (b) Corresponding magnetic flux profile $\psi_e(r)$, where are indicated (see two hatched lines) magnetic field lines to be reconnected on the two sides of the maximum situated at the specific radius $r_s \simeq 0.43a$.

B. Linear phase

First, we have investigated the scaling of the linear growth rate of the kink mode with the resistivity for a fixed magnetic Prandtl number $P_r = 1$. Different equivalent diagnostics can be used even if the velocity or kinetic energy associated to the instability are generally taken in the literature. As the vorticity is a main variable in our model, it is thus more natural to use it in order to evaluate the growth rate. Indeed, the slope of the vorticity evolution (semi-log plot) can be directly used to this aim, as illustrated in Fig. 5. In this way, the normalized linear growth rate $\gamma t_A$ is computed for a large range of resistivity values investigated in this work, and is plotted in panel (a) of Fig. 6 as a function of the resistivity for a fixed magnetic Prandtl value $P_r = 1$. We have found a scaling $\gamma t_A \propto \eta^{1/3}$ in the small resistivity limit. This result is in perfect agreement with previous ones reported for 2D resistive kink using the current density profile $\alpha = 4$, and for the 3D cylindrical resistive kink. This is also in agreement with the scaling law expected from the theory of internal kink mode in cylindrical geometry. As shown in panel (b) of Fig. 6, we have also investigated the viscosity dependence of the linear growth rate by varying the magnetic
Prandtl number at a fixed resistivity value \( \eta = 10^{-3} \). Again, our results fully agree with the scalings presented in the recent work for the 3D \( m/n = 1/1 \) internal resistive kink\(^{23} \) where a transition between a \( P_r^{-1/3} \) dependence (for moderate values) to a \( P_r^{-5/6} \) law is obtained.

Note that, only a moderate spatial resolution with \( h_{max} = 0.03a \) (for the imposed maximum edge size triangle) and a relatively large time step \( \Delta t \simeq 0.01t_A \) are sufficient for a good convergence of the results for this linear phase. The corresponding total number of triangles \( n_t \) remains relatively low with \( n_t \simeq 20000 \) because a strong automatic mesh adaptation is not required when the current sheet is not yet formed.

C. Non linear phase and magnetic reconnection process

As it is the crucial term in driving the reconnection process, we focus on the time evolution of the maximum current density \( J_{max} \) for resistivity values \( \eta \) situated in the approximated range \([10^{-6} \text{–} 10^{-2}]\). The results are plotted in Fig. 7 for a few resistivity values. First, we note the increasing time delay for triggering the instability as the resistivity is decreasing. Moreover, the linear phase is also longer when the resistivity value is smaller as a consequence of the decreasing linear growth rate with decreasing resistivity (see above). Consequently, it takes a longer time to enter the non linear phase and the ensuing reconnection stage for smaller resistivity. For the runs employing the highest resistivity values, typically for \( \eta \gtrsim 2 \times 10^{-4} \), the behavior proceeds like the typical case described above with a peak of the maximum current density \( J_{max} \) that is an increasing function of the resistivity inverse. For \( \eta \lesssim 2 \times 10^{-4} \), the behavior of \( J_{max} \) exhibits additional oscillations superposed to the time increase, which are due to the presence of plasmoids (see below and in Annexe A).

The growth of plasmoids obtained in the context of ideal MHD instabilities (tilt and coalescence setups) can be characterized by an second increased slope in the semi-log plot of the maximum current density evolution, before reaching an oscillating behavior with a constant time-average value (see also in Annexe A).\(^{9,10,20} \) The measure of this slope has thus been used in order to estimate the maximum linear growth rate of the plasmoids. Following the same procedure in this study (see the fitted exponential laws for the three lowest resistivity runs in Fig. 7), leads to a value \( \gamma_p t_A \simeq 0.45 \) that is nearly independent of the resistivity, where \( \gamma_p \) represents an instantaneous plasmoid growth rate. When using the appropriate normalization with \( \tau_A = L/V_A \) instead of \( t_A \), where \( L \) is the half-length of
the current sheet and $V_A$ is the Alfvén velocity during reconnection based on the upstream magnetic field $B_u$, a value of $\gamma_p \tau_A \approx 0.25$ can be deduced. Indeed, we estimate $L \approx 1$ and $B_u \approx 2$ during reconnection. The growth of the plasmoids for the resistive kink is consequently slightly sub-Alfvénic, contrary to the super-Alfvénic growth in tilt/coalescence setups where values $\gamma_p \tau_A \approx 10 - 20$ were reported.\textsuperscript{9,11}

As concerns the point of the estimate of the reconnection rate, the use of the maximum current density is more problematic compared to the diagnostic used for the tilt mode (see Annexe A). Indeed, the reconnection for the resistive kink proceeds at an essentially non constant (time varying) $J_{\text{max}}$. Thus, another diagnostic must be taken that is better suited to this case. For typical resistive modes like kink/tearing instabilities, a possible approach consists in measuring the width of the $m = 1$ island as a function of time, as it contains the reconnected field lines.\textsuperscript{2,25} We preferred in this study another equivalent method consisting in evaluating the remaining flux to be reconnected as a function of time. This is done by measuring the off-axis displacement of the magnetic axis $\xi_0(t)$ from the original geometric centre.\textsuperscript{25} This is illustrated in Fig. 8 with a plot of $\xi_0(t)/a$ versus time for two runs using different values of the resistivity. Indeed, for relatively large values of the displacement, e.g. for typically $\xi_0(t)/a \gtrsim 0.2$, the time increase is due to the reconnection process. Consequently, its corresponding time derivative can be easily deduced to estimate some related reconnection rate $d\xi_0/dt$, as done in Fig. 9. First, one must note that the SP/Kadomtsev reconnection rate following the usual $\eta^{1/2}$ scaling is recovered for $\eta \gtrsim 2 \times 10^{-4}$. However, a transition towards another scaling law occurs for smaller resistivity values. Consequently, the critical resistivity value of $2 \times 10^{-4}$ for the transition between the two regimes corresponds to a critical Lundquist number $S_c \approx 10^4$ for our resistive kink setup with $P_r = 1$. A minimum value of $d\xi_0/dt \approx 0.08$ for our reconnection rate is obtained close to the transition, whilst the rate seems to be even slightly higher for our lowest resistivity values. The latter result confirm the acceleration of the reconnection speed with respect to the SP regime when the resistivity is low enough. This second regime of reconnection corresponds to the presence of plasmoids (see Fig. 10). Moreover, when the resistivity is very low, typically for $\eta = 3.9 \times 10^{-6}$ in panel (d), the system behavior exhibits a current structure with Petschek-type structure, which is very similar to results obtained for tilt setup.\textsuperscript{20} The latter appears as a current layer with pairs of slow-mode shocks emanating from a small central region containing a few plasmoids. The occurrence of the latter dynamical Petschek
solution was shown to be related to coalescence events between primary plasmoids leading to the formation of monster plasmoids. The ability of our numerical scheme to capture the associated small-scale current features is illustrated in Annexe B. The above minimum value of the reconnection rate can be translated into a normalized value \( \frac{1}{V_A B_o} \frac{d\psi}{dt} \sim 0.02 \).

**IV. DISCUSSION AND CONCLUSION**

In this study we have studied the effect of the forming current sheets mechanism via the 2D resistive kink instability on the onset of plasmoid chains formation and ensuing fast magnetic reconnection regime. To this aim, we have considered initial configurations with a core reversal current density that are resistively unstable, inspired by the ”current hole” problem in tokamaks.

First, we have checked the linear properties of this 2D \( m = 1 \) resistive kink mode. The results are very similar to the well known \( m/n = 1/1 \) internal kink mode in 3D cylindrical geometry, with linear growth rate scaling as \( \eta^{1/3} \). Second, the non linear evolution leading to the formation of a current sheet and to the associated reconnection is investigated for a relatively large range of different resistivity values. When the resistivity is large enough, i.e. corresponding to a local Lundquist number \( S \lesssim S_c \) (with \( S_c = 10^4 \) for \( P_r = 1 \)), the classic Sweet-Parker (or equivalently Kadomstev) reconnection regime is recovered with a reconnection rate scaling as \( \eta^{1/2} \). Alternatively, when \( S \gtrsim S_c \), the forming current sheet is itself unstable leading to the presence of plasmoids during the ensuing magnetic reconnection. The time scale involved for the growth of plasmoids is estimated to be sub-Alfvenic with a growth rate \( \gamma_p \tau_A \approx 0.25 \), that is moreover quasi-independent of the resistivity (and corresponding Lundquist number). This is one order of magnitude lower when compared to results obtained using ideal MHD instability setups, where \( \gamma_p \tau_A \approx 10 - 20 \) have been reported for coalescence and tilt mode\(^{12,13} \). Moreover, in the latter cases a non power scaling law of \( \gamma_p \) with \( S \) was obtained in agreement with Comiso’s theory\(^{12,13} \). In the present study, the plasmoid growth rate is in rough agreement with a value \( \gamma_p \tau_A \approx 0.4 \) deduced from the alternative model of Pucci and Velli (for Harris-type current sheet with \( P_r = 1 \))\(^{14,15} \). The factor of two lower may come from the effect of the magnetic reconnection flow (not included in the two models), which is known to lead to a substantial stabilizing effect\(^{27,28} \).

Thus, we infer that, when the mechanism at the origin of the current sheet formation
is due to the development of an ideal MHD instability (so the corresponding time scale is Alfvénic), the model proposed by Comisso et al. applies. Conversely, if the current sheet formation is driven by a resistive instability (i.e. on a slower time scale depending on the resistivity), Pucci and Velli’s model is better suited to predict the plasmoids behavior. In this latter case, the plasmoid growth rate is at most Alfvénic in contrast to the ideal setups for which a super-Alfvénic growth is allowed. This is not completely surprising as the two models differ in the assumptions taken for the current sheet formation. However, more work is probably needed to highlight this assertion.

In this work, we have also emphasized the resemblances/differences between tilt and resistive kink setups on the ensuing reconnection stage in the high Lundquist number regime. The obvious difference (that also holds for SP regime) is that magnetic reconnection essentially proceeds at a roughly constant maximum current density for tilt instability. Conversely, for resistive kink instability, the current density in the current sheet is continuously increasing in time during reconnection. Using the appropriate diagnostic to estimate the reconnection rate, lead to a normalized reconnection rate of order $0.02$ in this study, that is similar (in order of magnitude) to the $0.014$ value reported for tilt setup. This is also in agreement with values generally quoted in the literature. Finally, for the lowest resistivity values employed in kink/tilt studies, our simulations have revealed current structures typical of Petschek-type reconnection. Future work at even lower resistivity values is needed to investigate the latter point, in particular with the scope to reach the huge Lundquist values typical of the plasma parameters of the solar corona.
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Appendix A: Resistive kink versus ideal tilt

It is instructive to compare the typical time evolution of the current density obtained for the ideal tilt instability (used in previous studies) to the evolution of the resistive kink instability investigated in this work. Indeed, the maximum current density $J_{\text{max}}$ is plotted as the function of time in Fig. 11 for three different resistivity values and a fixed magnetic Prandtl value $P_m = 1$. Note that, the term preventing the equilibrium diffusion is not implemented for the tilt setup, as the early evolution stage is relatively fast and independent of the resistivity.

Panel (a) corresponds to the Sweet-Parker regime as the resistivity is relatively high (i.e. $\eta = 2 \times 10^{-3}$), and it clearly shows an important first distinction in the magnetic reconnection process between the two setups. Indeed, reconnection of magnetic field lines
driven by the resistive kink instability essentially proceeds during the increase in time of the current density and ends up when the maximum is reached. This is not the case for the tilt instability, as the reconnection phase is triggered at a time close to the peak and it subsequently proceeds at a roughly constant maximum current density. As a consequence, the diagnostic using $\eta J_{\text{max}}$ to estimate the reconnection rate and to compare to the steady-state Sweet-Parker model is fully justified for tilt case. For the resistive kink instability, the use of the growth of the $m = 1$ magnetic island is a good alternative that is commonly used[2].

Another option is to follow the progression in time of the initial magnetic axis displacement, as it will correspond to the last magnetic field lines to be reconnected (see main text).[26]

Panel (b) corresponds to a resistivity value $\eta = 1.25 \times 10^{-4}$, for which a few plasmoids are observed to grow in the two setups. First, one must note the increased delay in the current increase compared to previous panel, mainly as the consequence of the resistivity dependence of the kink mode linear growth rate. The oscillations seen on the current density plots correspond to the effect of the plasmoids, thus leading to the obtention of a stochastic reconnection regime.

Panel (c)-(d) corresponds to the plasmoid-dominated regime, as the resistivity value is very low $\eta = 7.7 \times 10^{-6}$. First, the increased time delay is even higher compared to previous panel. Second, one can also see an obvious additional difference between the two setups. Indeed, an abrupt change of slope just before reaching a peak amplitude is evident for the tilt case (see panel (c)) that has been shown to be the consequence of the early growth of plasmoids.[5,10,11] The subsequent reconnection phase is stochastic with a current density oscillating around a constant time-averaged value. For the resistive kink instability (panel (d), there is a less spectacular change of slope, which is simply continued with superposed oscillations during magnetic reconnection phase. This second slope fitting the exponential time increase of the maximum current density in presence of plasmoids is fundamental in order to evaluate an instantaneous plasmoid growth rate $\gamma_p$ (see main text).

Appendix B: Small-scale current structures

The ability of our adaptive mesh procedure to capture all the small-scale features of the current structure is illustrated in Fig. 12. Indeed, we zoom-in on a portion of the current layer in order to point out a few plasmoids. Interestingly, a coalescence event between
the two upper plasmoids is visible in panel (a). It occurs via the small-scale current sheet of negative value. that is perpendicular to the main current layer (with positive current density). An even bigger zoom-in on this event overlaid with the adapted mesh structure is also plotted in panel (b). This clearly shows the very high number of generated triangles to capture the finest structures (the positive/negative current layers). Typically, at any time our scheme is able to cover the current structures with a few ten of elements with a minimum reached edge size $h_{\text{min}} \simeq 10^{-5}$, the imposed maximum edge size value being $h_{\text{max}} \simeq 10^{-2}$. However, the corresponding total number of triangles $n_t$ used for the lowest resistivity case remains lower than the maximum number allowed of $\sim 10^6$. 
FIG. 2. Colored contour maps of the current density overlaid with magnetic field lines taken at different times (see label in units of $t_A$) for the run using a resistivity value $\eta = 2 \times 10^{-3}$ and a magnetic Prandtl value $P_r = \eta/\nu = 1$. 
FIG. 3. Time history of the maximum current density and maximum vorticity ($J_{\text{max}}$ and $\Omega_{\text{max}}$) obtained for the run using a resistivity value $\eta = 2 \times 10^{-3}$ and a magnetic Prandtl value $P_{\text{r}} = 1$. Note that 5 points (using filled squares) are spotted at the times (in units of $t_A$) of the corresponding snapshots showing current density in panels (b)-(f) in previous figure.

FIG. 4. Magnetic flux $\psi$ across the whole diameter (i.e. between $-a$ and $a$) taken at three times, for the initial state, during reconnection (intermediate state), and the for final state.
FIG. 5. Time history of the maximum vorticity ($\Omega_{\text{max}}$) obtained in three runs using resistivity values of $\eta = 6 \times 10^{-3}, 2 \times 10^{-3}$, and $5 \times 10^{-4}$ (from leftmost to rightmost curves respectively). A fixed magnetic Prandtl number $P_r = 1$ is taken.

FIG. 6. (a) Linear growth rate $\gamma t_A$ of the resistive kink mode measured from the different runs as a function of the resistivity value $\eta$ for a fixed Prandtl value $P_r = \nu/\eta = 1$. The expected resistive scaling of $\eta^{1/3}$ is plotted for comparison. (b) Linear growth rate $\gamma t_A$ as a function of the Prandtl number $P_r$ for a fixed resistivity value $\eta = 10^{-3}$. The scalings of $P_r^{-1/3}$ and $P_r^{-5/6}$ are plotted for comparison (see text).
FIG. 7. Maximum current density $J_{\text{max}}$ as a function of time for five different resistivity values, $\eta = 2 \times 10^{-3}, 5 \times 10^{-4}, 1.25 \times 10^{-4}, 3 \times 10^{-5}, \text{and } 7.8 \times 10^{-6}$, from left to right curves respectively. Fitted exponential laws are also added over the last three curves scaling as $\sim e^{0.45t/t_A}$.

FIG. 8. Displacement of the magnetic axis of the plasma core $\xi_0(t)/a$ versus time (normalized with respect to $t_A$) for two values of the resistivity, $\eta = 2 \times 10^{-3}$ and $5 \times 10^{-4}$. The magnetic Prandtl number is $P_r = 1$. For relatively large values of the displacement, a linear fit can be done in order to estimate the speed of the reconnection.
FIG. 9. Time derivative of the magnetic axis displacement $\xi_0(t)$ (see Figure 8) versus the resistivity value. The Sweet-Parker (SP) scaling as $\eta^{1/2}$ is also plotted for comparison.
FIG. 10. Colored contour maps of the current density overlaid with magnetic field lines for simulations using $\eta = 1.2 \times 10^{-4}$ (a-panel), $\eta = 3.12 \times 10^{-5}$ (b-panel), $\eta = 7.12 \times 10^{-6}$ (c-panel), and $\eta = 3.9 \times 10^{-6}$ (zoom on the current sheet in d-panel). The four panels correspond to the same current reconnection state of $\xi_0(t) \simeq 0.4a$. Saturated current density values are used to facilitate the visualization.
FIG. 11. Maximum current density as a function of time for tilt and resistive kink instabilities. (a) Evolution for tilt/kink obtained for an inverse resistivity value $S^* = 500$ (or equivalently $\eta = 2 \times 10^{-3}$). (b) Evolution for tilt/kink for $S^* = 8000$ (or equivalently $\eta = 1.25 \times 10^{-4}$). (c) Evolution for tilt for $S^* = 1.3 \times 10^5$ (or equivalently $\eta = 7.7 \times 10^{-6}$). (d) Evolution for kink for $S^* = 1.3 \times 10^5$. The early formation of plasmoids is indicated using the arrow.
FIG. 12. (a) Zoom-in on a portion of the current layer invaded by plasmoids during reconnection, using a saturated colored contour map of the current density. (b) Further zoom-in on panel (a) showing the coalescence event between the two upper plasmoids overlaid with the grid.