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Abstract. In this paper, we study the product BMO space, little bmo space and their connections
with the corresponding commutators associated with Bessel operators studied by Weinstein, Huber,
and by Muckenhoupt–Stein. We first prove that the product BMO space in the Bessel setting can
be used to deduce the boundedness of the iterated commutators with the Bessel Riesz transforms.
We next study the little bmo space in this Bessel setting and obtain the equivalent characterization
of this space in terms of commutators, where the main tool that we develop is the characterization
of the predual of little bmo and its weak factorizations. We further show that in analogy with
the classical setting, the little bmo space is a proper subspace of the product BMO space. These
extend the previous related results studied by Cotlar–Sadosky and Ferguson–Sadosky on the bidisc
to the Bessel setting, where the usual analyticity and Fourier transform do not apply.

1. INTRODUCTION

The study of commutators of multiplication operators with Calderón–Zygmund operators has
its roots in complex function theory and Hankel operators. This was later extended to the case
of general Calderón–Zygmund operators by Coifman, Rochberg and Weiss [CRW], who showed that
the space of bounded mean oscillation introduced by John and Nirenberg is characterized by a
family of commutators:

$$
\|b\|_{\text{BMO}(\mathbb{R}^n)} \approx \max_{1 \leq j \leq n} \|\{M_b, R_j\}\|_{L^p(\mathbb{R}^n) \to L^p(\mathbb{R}^n)}
$$

where $R_j$ is the $j$th Riesz transform. Results of this type have then been extended by Uchiyama to
handle spaces of homogeneous type under certain assumptions on the measures and to show that
a single Hilbert transform (Riesz transform) actually characterizes BMO [Uch]. These results were
further extended to the multiparameter setting showing that the product BMO space of Chang and
Fefferman can also be characterized by iterated commutators (see Hilbert transform in [FL] and
Riesz transforms in [LPPW]) and little bmo by the boundedness of two commutators (see Hilbert
transform in [FS] and Riesz transforms in [DLWY3]). The analysis here is intimately connected to
the underlying space $\mathbb{R}^n$ and to the fact that the Riesz transforms are connected to a particular
differential operator, the Laplacian.

In 1965, B. Muckenhoupt and E. Stein in [MSt] introduced harmonic analysis associated with
Bessel operator $\Delta_\lambda$, defined by setting for suitable functions $f$,

$$
\Delta_\lambda f(x) := \frac{d^2}{dx^2} f(x) + \frac{2\lambda}{x} \frac{d}{dx} f(x), \quad \lambda > 0, \quad x \in \mathbb{R}_+ := (0, \infty).
$$

The related elliptic partial differential equation is the following “singular Laplace equation”

$$
\Delta_{t, \lambda} u := \partial_t^2 u + \partial_x^2 u + \frac{2\lambda}{x} \partial_x u = 0
$$

studied by A. Weinstein [W], and A. Huber [Hu] in higher dimensions, where they considered
the generalised axially symmetric potentials, and obtained the properties of the solutions of this
equation, such as the extension, the uniqueness theorem, and the boundary value problem for
certain domains. In [MSt] they developed a theory in the setting of $\Delta_\lambda$ which parallels the classical
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one associated to the standard Laplacian, where results on \(L^p(\mathbb{R}_+, dm_\lambda)\)-boundedness of conjugate functions and fractional integrals associated with \(\Delta_\lambda\) were obtained for \(p \in [1, \infty)\) and \(dm_\lambda(x) := x^{2\lambda} \, dx\).

We also point out that Haïmou [H] studied the Hankel convolution transforms \(\varphi_{2\lambda}f\) associated with the Hankel transform in the Bessel setting systematically, which provides a parallel theory to the classical convolution and Fourier transforms. It is well-known that the Poisson integral of \(f\) studied in [MSt] is the Hankel convolution of the Poisson kernel with \(f\), see [BDT]. Since then, many problems in the Bessel context were studied, such as the boundedness of the Bessel Riesz transform, Littlewood–Paley functions, Hardy and BMO spaces associated with Bessel operators, \(A_p\) weights associated with Bessel operators (see, for example, [K, AK, BFBMT, V, BFS, BHNV, BCFR, YY, DLWY, DLWY2, DLMWY] and the references therein).

The aim of this paper is to study the product BMO and little bmo spaces via Riesz commutators in the Bessel setting. In particular, the two main results we obtain can be seen as the analogs in the Bessel setting of the corresponding results in the classical setting. Notably in our proof we bypass the use of analyticity and Fourier transform since they are not applicable in this Bessel operator setting. We first show that the product BMO space in the Bessel setting can be used to prove the boundedness of the iterated commutators with the Bessel Riesz transforms. We next study the little bmo space in this Bessel setting and obtain the equivalent characterization of this space in terms of commutators. We further show, again in analogy with the classical setting, that the little bmo space is a proper subspace of the product BMO space.

To be more precise, for every interval \(I \subset \mathbb{R}_+\), we denote it by \(I := I(x, t) := (x - t, x + t) \cap \mathbb{R}_+\). The measure of \(I\) is defined as \(m_\lambda(I(x, t)) := \int_{I(x, t)} y^{2\lambda} \, dy\). And recall that the Riesz transform \(R_{\Delta_\lambda}(f)\) is defined as follows

\[
R_{\Delta_\lambda}(f)(x) := \int_{\mathbb{R}_+} -\frac{2\lambda}{\pi} \int_0^\pi \frac{(x - y \cos \theta)(\sin \theta)^{2\lambda-1}}{(x^2 + y^2 - 2xy \cos \theta)^{\lambda+1}} \, d\theta \, f(y) \, dm_\lambda(y).
\]

In the product setting \(\mathbb{R}_+ \times \mathbb{R}_+\), we define \(dm_\lambda(x_1, x_2) := dm_\lambda(x_1) \times dm_\lambda(x_2)\) and \(\mathbb{R}_+ := (\mathbb{R}_+ \times \mathbb{R}_+, dm_\lambda(x_1, x_2))\). We denote by \(R_{\Delta_\lambda,1}\) the Riesz transform on the first variable and \(R_{\Delta_\lambda,2}\) the second.

The first main result of this paper is the upper bound of the iterated Riesz commutators \([[b, R_{\Delta_\lambda,1}], R_{\Delta_\lambda,2}]\) in terms of product BMO space \(\text{BMO}_{\Delta_\lambda}(\mathbb{R}_+)\). For the definition of \(\text{BMO}_{\Delta_\lambda}(\mathbb{R}_+)\) we refer to Definition 2.5 in Section 2.

**Theorem 1.1.** Let \(b \in \text{BMO}_{\Delta_\lambda}(\mathbb{R}_+)\). Then we have

\[
\|[b, R_{\Delta_\lambda,1}], R_{\Delta_\lambda,2}\|_{L^2(\mathbb{R}_+)} \leq C\|b\|_{\text{BMO}_{\Delta_\lambda}(\mathbb{R}_+)}.
\]

For simplicity we only state the result for the case of two iterations; though the proof we provide works just as well for any number of parameters.

The proof strategy we employ to show this result is now the standard way to prove upper bounds for commutator estimates, see for example [LPPW, LPP2] and [DO] in the Euclidean setting. We express the Riesz transforms as averages of Haar shift type operators and then study the boundedness of the commutator with each Haar shift. These can be broken into paraproduct operators for which the boundedness follows by the BMO assumption. The main novelty in this proof is that we actually demonstrate a more general result by showing that a version of the above theorem holds in product spaces of homogeneous type \(X_1 \times X_2\) in terms of the product BMO space \(\text{BMO}(X_1 \times X_2)\) (for the definition, we refer to Section 2, see also Definition 2.6 in [DLWY]). We provide a statement of the main result in this direction as follows, which will be proved in Section 2.

**Theorem 1.2.** Let \((X_i, \rho_i, \mu_i)\) be a space of homogeneous type. Let \(T_i\) be the Calderón–Zygmund operator on \(X_i\) and let \(b \in \text{BMO}(X_1 \times X_2)\). Then we have

\[
\|[b, T_1], T_2\|_{L^2(X_1 \times X_2, \mu_1 \times \mu_2)} \leq C\|b\|_{\text{BMO}(X_1 \times X_2)}.
\]
For precise definitions of the product spaces of homogeneous type, the product BMO space, and Calderón–Zygmund operators, we refer to Section 2, see also [HLW]. Since we have that $\mathbb{R}_\lambda$ is a space of homogenous type, it is clear that Theorem 1.1 follows from the above theorem as a corollary.

The second main result of this paper is characterization of the little bmo space associated with $\Delta_\lambda$, $\text{bmo}(\mathbb{R}_\lambda)$, which is the space of functions satisfying the following definition.

**Definition 1.3.** A function $b \in L^1_{\text{loc}}(\mathbb{R}_\lambda)$ is in $\text{bmo}(\mathbb{R}_\lambda)$ if

$$\|b\|_{\text{bmo}(\mathbb{R}_\lambda)} := \sup_{R \subset \mathbb{R}_+} \frac{1}{\mu(R)} \int_R |b(x_1, x_2) - m_R(b)|d\mu_\lambda(x_1, x_2) < \infty,$$

where

$$m_R(b) := \frac{1}{\mu(R)} \int_R b(x_1, x_2)d\mu_\lambda(x_1, x_2)$$

is the mean value of $b$ over the rectangle $R$.

One can easily observe that this norm is equivalent to the following norm:

$$\|b\|_{\text{bmo}(\mathbb{R}_\lambda)} \approx \max \left\{ \sup_{x \in \mathbb{R}_+} \|b(x, \cdot)\|_{\text{BMO}_{\Delta_\lambda}(\mathbb{R}_+, d\mu_\lambda)}, \sup_{y \in \mathbb{R}_+} \|b(\cdot, y)\|_{\text{BMO}_{\Delta_\lambda}(\mathbb{R}_+, d\mu_\lambda)} \right\} ;$$

namely these functions are uniformly in $\text{BMO}_{\Delta_\lambda}(\mathbb{R}_+, d\mu_\lambda)$ in each variable separately. This leads to the following characterization of $\text{bmo}(\mathbb{R}_\lambda)$:

**Theorem 1.4.** Let $b \in L^2_{\text{loc}}(\mathbb{R}_\lambda)$. The following conditions are equivalent:

(i) $b \in \text{bmo}(\mathbb{R}_\lambda)$;

(ii) The commutators $[b, R_{\Delta_\lambda,1}]$ and $[b, R_{\Delta_\lambda,2}]$ are both bounded on $L^2(\mathbb{R}_\lambda)$;

(iii) There exist $f_1, f_2, g_1, g_2 \in L^\infty(\mathbb{R}_\lambda)$ such that $b = f_1 + R_{\Delta_\lambda,1}g_1 = f_2 + R_{\Delta_\lambda,2}g_2$ and moreover,

$$\|b\|_{\text{bmo}(\mathbb{R}_\lambda)} \approx \inf \left\{ \max_{i=1,2} \left\{ \|f_i\|_{L^\infty(\mathbb{R}_\lambda)}, \|g_i\|_{L^\infty(\mathbb{R}_\lambda)} \right\} \right\} ,$$

where the infimum is taken over all possible decompositions of $b$;

(iv) The commutator $[b, R_{\Delta_\lambda,1}R_{\Delta_\lambda,2}]$ is bounded on $L^2(\mathbb{R}_\lambda)$.

The proof of the equivalence between (i) and (ii) in this theorem, relies on a recent new result obtained by a subset of authors in [DLWY], which shows that in the one parameter setting $b \in \text{BMO}(\mathbb{R}_+, d\mu_\lambda)$ if and only if the commutator $[b, R_{\Delta_\lambda}]$ is a bounded operator on $L^2(\mathbb{R}_+, d\mu_\lambda)$.

Moreover, the proof of the equivalence between (i) and (iv) extends the result of Ferguson–Sadosky [FS] to the Bessel setting, where no analyticity or Fourier transform is available. We prove this characterization by understanding a certain weak factorization of the predual of $\text{bmo}(\mathbb{R}_\lambda)$. To obtain this, we first define the little Hardy space $h^{1,\infty}(\mathbb{R}_\lambda)$ in terms of $(1, \infty)$-rectangular atoms with a one-parameter version of cancellation. However, it is less direct to see how the duality works by using only $(1, \infty)$-rectangular atoms. We also introduce the $(1, q)$-rectangular atoms for $1 < q < \infty$, and then prove that $h^{1,\infty}(\mathbb{R}_\lambda)$ can be characterised equivalently by $(1, q)$-rectangular atoms. Then, by using the $(1, 2)$-rectangular atoms, the duality of $h^{1,\infty}(\mathbb{R}_\lambda)$ with $\text{bmo}(\mathbb{R}_\lambda)$ follows from the standard argument, see for example [CW77] (see also [J, Section II, Chapter 3]). This factorization particularly uses key estimates on the kernel of the Riesz transforms, especially the lower bound conditions, which was studied in [BFMBMT] and refined recently by the subset of authors [DLWY]; these estimates are essentially different from the standard Riesz transforms on $\mathbb{R}^n$. We point out that the characterizations of the little Hardy space in terms of $(1, q)$-rectangular atoms are new even when we refer back to the classical case of Ferguson–Sadosky [FS].

Finally as a corollary of the characterization of $\text{bmo}(\mathbb{R}_\lambda)$ in Theorem 1.4 and the Fefferman–Stein type decomposition of $\text{BMO}(\mathbb{R}_\lambda)$ as proved in [DLWY2], we show that:

**Corollary 1.5.** $\text{bmo}(\mathbb{R}_\lambda)$ is a proper subspace of $\text{BMO}_{\Delta_\lambda}(\mathbb{R}_\lambda)$, i.e.,

$$\text{bmo}(\mathbb{R}_\lambda) \subset \text{BMO}_{\Delta_\lambda}(\mathbb{R}_\lambda).$$
Again, this is in analogy with the corresponding results in the Euclidean setting. Containment of the spaces follows from property (iii) and a similar characterization of product BMO in this setting. The fact that it is a proper containment follows from a simple construction. These results, as well as corollaries about the relevant factorizations, can be found in Section 3.

A natural question that arises from this work is whether the space $\text{BMO}_{\Delta_1}(\mathbb{R}_\lambda)$ can be characterized by the iterated commutators:

$$
\|[b, R_{\Delta_1}, R_{\Delta_2}]\|_{L^2(\mathbb{R}_\lambda)} \approx \|b\|_{\text{BMO}_{\Delta_1}(\mathbb{R}_\lambda)}.
$$

As evidence for this we point out that in the case of one parameter this result was answered by a subset of the authors in [DLWY]; and it was shown that the space $\text{BMO}_{\Delta_1}(\mathbb{R}_\lambda)$ can indeed be characterized by the commutator. We also point out that using the methods of Section 3 it is possible to obtain a lower bound on the iterated commutator in terms of a “rectangle $\text{BMO}_{\Delta_1}(\mathbb{R}_\lambda)$”.

While we would like to return to this characterization in subsequent work, we want to point out some challenges with obtaining the lower bound. The analogous proof in the Euclidean spaces, [FL, LPPW], uses key properties of the Fourier transform, the Riesz/Hilbert transforms and wavelets. Some of these tools do not translate well to the setting at hand and instead a new proof seems to be needed.

2. Upper bound of iterated commutator $\|[b, T_1], T_2]\|

In this section we prove Theorem 1.2, which extends the main result of [DO] to spaces of homogeneous type introduced by Coifman and Weiss [CW77]. We first recall some necessary notation and definitions on spaces of homogeneous type, including the product Calderón–Zygmund operators and product BMO space on space of homogeneous type as well as some fundamental tools such as the Haar basis and representation theorem, which will be crucial to the proof of Theorem 1.2.

2.1. Preliminaries. By a quasi-metric we mean a mapping $\rho: X \times X \to [0, \infty)$ that satisfies the axioms of a metric except for the triangle inequality which is assumed in the weaker form

$$
\rho(x, y) \leq A_0(\rho(x, z) + \rho(z, y)) \quad \text{for all } x, y, z \in X
$$

with a constant $A_0 \geq 1$.

We define the quasi-metric ball by $B(x, r) := \{ y \in X : \rho(x, y) < r \}$ for $x \in X$ and $r > 0$. We say that a nonzero measure $\mu$ satisfies the doubling condition if there is a constant $C_\mu$ such that for all $x \in X$ and $r > 0$,

$$
\mu(B(x, 2r)) \leq C_\mu \mu(B(x, r)) < \infty.
$$

We recall that $(X, d, \mu)$ is a space of homogeneous type in the sense of Coifman and Weiss [CW77] if $d$ is a quasi-metric and $\mu$ is a nonzero measure satisfying the doubling condition.

We also denote the product space

$$
X_1 \times X_2 := (X_1, d_1, \mu_1) \times (X_2, d_2, \mu_2),
$$

where for each $i := 1, 2$, the space $(X_i, d_i, \mu_i)$ is a space of homogeneous type, with the coefficient $A_{0,i}$ for the quasi-metric $d_i$ as in (2.1) and with the coefficient $C_{\mu_i}$ for the measure $\mu_i$ as in (2.2), respectively.

We now recall the BMO and product BMO spaces on general spaces of homogeneous type. The case of one parameter is the following, expected definition.

**Definition 2.1.** A locally integrable function $f$ is in $\text{BMO}(X)$ if and only if

$$
\|f\|_{\text{BMO}(X)} := \frac{1}{\mu(B)} \int_B |f(x) - f_B|d\mu(x) < \infty,
$$

where $f_B := \mu(B)^{-1} \int_B f(y)d\mu(y)$, and $B$ is any quasi-metric ball in $X$. 
For the case of product BMO we need to introduce wavelets on spaces of homogeneous type. To begin with, recall the set \( \{ x_{\alpha}^k \} \) of reference dyadic points as follows. Let \( \delta \) be a fixed small positive parameter (for example, as noted in [AH, Section 2.2], it suffices to take \( \delta \leq 10^{-3} A_0^{-10} \)). For \( k = 0 \), let \( \mathcal{X}^0 := \{ x_{\alpha}^0 \}_\alpha \) be a maximal collection of \( 1 \)-separated points in \( X \). Inductively, for \( k \in \mathbb{Z}_+ \), let \( \mathcal{X}^k := \{ x_{\alpha}^k \}_\alpha \supseteq \mathcal{X}^{k-1} \) and \( \mathcal{X}^{-k} := \{ x_{\alpha}^{-k} \} \subseteq \mathcal{X}^{-(k-1)} \) be \( \delta^k \)- and \( \delta^{-k} \)-separated collections in \( \mathcal{X}^{k-1} \) and \( \mathcal{X}^{-(k-1)} \), respectively.

As shown in [AH, Lemma 2.1], for all \( k \in \mathbb{Z} \) and \( x \in X \), the reference dyadic points satisfy
\[
d(x_{\alpha}^k, x_{\beta}^k) \geq \delta^k (\alpha \neq \beta), \quad d(x, \mathcal{X}^k) = \min_{\alpha} d(x, x_{\alpha}^k) < 2A_0 \delta^k.
\]

Also, taking \( c_0 := 1 \), \( C_0 := 2A_0 \) and \( \delta \leq 10^{-3} A_0^{-10} \), we see that \( c_0, C_0 \) and \( \delta \) satisfy \( 12A_0^2C_0 \delta \leq c_0 \) in [HK, Theorem 2.2]. By applying Hytönen and Kaaremaa’s construction ([HK, Theorem 2.2]), we conclude that there exists a set of dyadic cubes \( \{ Q_{\alpha}^k \}_{k \in \mathbb{Z}, \alpha \in \mathcal{X}^k} \) associated with the reference dyadic points \( \{ x_{\alpha}^k \}_{k \in \mathbb{Z}, \alpha \in \mathcal{X}^k} \). We call the reference dyadic point \( x_{\alpha}^k \) the center of the dyadic cube \( Q_{\alpha}^k \). We also identify with \( \mathcal{X}^k \) the set of indices \( \alpha \) corresponding to \( x_{\alpha}^k \in \mathcal{X}^k \). We now denote the system of dyadic cubes as
\[
\mathcal{D} := \bigcup_k \mathcal{D}_k, \quad \text{with } \mathcal{D}_k := \{ Q_{\alpha}^k : \alpha \in \mathcal{X}^k \}.
\]

Note that \( \mathcal{X}^{-k} \subseteq \mathcal{X}^{k+1} \) for \( k \in \mathbb{Z} \), so that every \( x_{\alpha}^k \) is also a point of the form \( x_{\beta}^{k+1} \). We denote \( \mathcal{D}^k := \mathcal{X}^{k+1} \setminus \mathcal{X}^k \) and relabel the points \( \{ x_{\alpha}^k \}_\alpha \) that belong to \( \mathcal{D}^k \) as \( \{ y_{\alpha}^k \}_\alpha \).

**Definition 2.2** ([HLW]). We define the product BMO space \( \text{BMO}(X_1 \times X_2) \) in terms of wavelet coefficients by \( \text{BMO}(X_1 \times X_2) := \{ f \in (\mathscr{G}_{1,1})' : C(f) < \infty \} \), with the quantity \( C(f) \) defined as follows:
\[
C(f) := \sup_{\Omega} \left\{ \frac{1}{m(\Omega)} \sum_{R = Q_{\alpha_1}^{k_1} \times Q_{\alpha_2}^{k_2} \subseteq \Omega, k_1, k_2 \in \mathbb{Z}, \alpha_1, \alpha_2 \in \mathcal{X}^{k_1}, k_2} \left| \langle \psi_{\alpha_1}^{k_1}, \psi_{\alpha_2}^{k_2}, f \rangle \right|^2 \right\}^{1/2},
\]
where \( \Omega \) runs over all open sets in \( X_1 \times X_2 \) with finite measure.

Here we point out that the notation \( \mathscr{G}_{1,1}' \) in the definition above denotes the space of distributions in the product setting \( X_1 \times X_2 \). We recall the test function and distribution spaces, and the one-parameter version of which was defined by Han, Müller and Yang [HMY1, HMY2], and then the product version by Han, Li and Lu [HLL], where the extra reverse doubling conditions of the underlying measures are required. Here we cite the definition of test functions and distributions in both the one-parameter setting and product setting in [HLW], where there is no extra assumptions on the quasi-metric and doubling measure. Moreover, the notation \( \psi_{\alpha}^{k_1}, \alpha \in \mathcal{D}^k \), denotes the orthonormal basis on general spaces of homogeneous type \( (X, d, \mu) \) constructed by Auscher and Hytönen (see [AH] Theorem 7.1).

Next we recall the definition for Calderón–Zygmund operators on spaces of homogeneous type and the representation theorems for these Calderón–Zygmund operators.

A continuous function \( K(x, y) \) defined on \( X \times X \) \( \{ (x, y) : x = y \} \) is called a Calderón–Zygmund kernel if there exist constant \( C > 0 \) and a regularity exponent \( \varepsilon \in (0, 1] \) such that
\[
(a) \quad |K(x, y)| \leq CV(x, y)^{-1};
\]
\[
(b) \quad |K(x, y) - K(x, y')| + |K(y, x) - K(y, x')| \leq C \left( \frac{d(y, y')}{d(x, y)} \right)^\varepsilon V(x, y)^{-1} \quad \text{if } d(y, y') \leq \frac{d(x, y)}{2A_0}.
\]

Above \( V(x, y) := \mu(B(x, d(x, y))) \). The smallest such constant \( C \) is denoted by \( |K|_{CZ} \). We say that an operator \( T \) is a singular integral operator associated with a Calderón–Zygmund kernel \( K \) if the operator \( T \) is a continuous linear operator from \( C_{00}(X) \) into its dual such that
\[
\langle Tf, g \rangle = \int_X \int_X g(x)K(x, y)f(y)d\mu(y)d\mu(x).
\]
for all functions \( f, g \in C_0^0(X) \) with disjoint supports. Here \( C_0^0(X) \) is the space of all continuous functions on \( X \) with compact support such that

\[
\|f\|_{C_0^0(X)} := \sup_{x \neq y} \frac{|f(x) - f(y)|}{d(x,y)^\eta} < \infty.
\]

The operator \( T \) is said to be a Calderón–Zygmund operator if it extends to be a bounded operator on \( L^2(X) \). If \( T \) is a Calderón–Zygmund operator associated with a kernel \( K \), its operator norm is defined by \( \|T\|_{CZ} = \|T\|_{L^2 \to L^2} + |K|_{CZ} \).

We now recall the explicit construction in [KLPW] of a Haar basis \( \{h_Q^u : Q \in \mathcal{D}, u = 1, \ldots, M_Q - 1\} \) for \( L^p(X) \), \( 1 < p < \infty \), associated to the dyadic cubes \( Q \in \mathcal{D} \) as follows. Here \( M_Q := \#\mathcal{H}(Q) = \#\{R \in \mathcal{D}_{k+1} : R \subseteq Q\} \) denotes the number of dyadic sub-cubes ("children") the cube \( Q \in \mathcal{D}_k \) has.

**Theorem 2.3** ([KLPW]). Let \((X, \mu)\) be a geometrically doubling quasi-metric space and suppose \( \mu \) is a positive Borel measure on \( X \) with the property that \( \mu(B) < \infty \) for all balls \( B \subseteq X \). For \( 1 < p < \infty \), for each \( f \in L^p(X) \), we have

\[
f(x) = \sum_{Q \in \mathcal{D}} \sum_{u=1}^{M_Q-1} \langle f, h_Q^u \rangle_{L^2} h_Q^u(x),
\]

where the sum converges (unconditionally) both in the \( L^p(X) \)-norm and pointwise \( \mu \)-almost everywhere.

We now recall the decomposition of a Calderón–Zygmund operator \( T \) into dyadic Haar shifts, (see for example [Hy, NRV, NV]).

**Theorem 2.4.** Let \( T \) be a Calderón–Zygmund operator associated with a kernel \( K \). Then it has a decomposition: for \( f, g \in C_0^0(X) \),

\[
\langle g, Tf \rangle_{L^2} = c(\|T\|_{L^2 \to L^2} + |K|_{CZ}) E_w \sum_{m, n=0}^\infty \tau(m, n) \langle g, S_w^{m,n} f \rangle_{L^2},
\]

where \( E_w \) is the expectation operator with respect to the random variable \( w \), \( \mathcal{D}_w \) is the random dyadic system, \( S_w^{m,n} \) is a dyadic Haar shift with parameters \( m, n \) on \( \mathcal{D}_w \) defined as follows

\[
S_w^{m,n}(f)(x) = \sum_{L \in \mathcal{D}_w} \sum_{J \in \mathcal{D}_w, J \subseteq L} \sum_{i=1}^{M_I-1} \sum_{J \in \mathcal{D}_w, J \subseteq L} \sum_{j=1}^{M_J-1} a_{I,J,i} \langle f, h_I^i \rangle_{L^2} h_J^j(x)
\]

with

\[
|a_{I,J,i}| \leq \frac{\sqrt{\mu(I)} \sqrt{\mu(J)}}{\mu(L)} \quad \text{and} \quad \tau(m, n) \leq C \delta^{m+n},
\]

where \( \delta \) is the small positive number satisfying \( \delta \leq 10^{-3} A^{10}_0 \) with \( A_0 \) the constant in (2.1).

With these tools at hand, we note that the idea and approach of the proof of Theorem 2.2 is similar to the main result of [DO]. For the sake of clarity, we provide an outline of the proof in the following two subsections.

### 2.2. The one parameter case: \([b, T], b \in BMO(X)\)

To begin with, we derive a decomposition of the one-parameter commutator \([b, T]\) into basic paraproduct type operators.

**Theorem 2.5**. Let \( b \in BMO(X) \), \( f \in C_0^0(X) \), and \( T \) be a Calderón–Zygmund operator. Then, (i) for a cancellative dyadic shift \( S_w^{m,n} \), \([b, S_w^{m,n}]\) can be represented as a finite linear combination of operators of the form

\[
S_w^{m,n} (B_k(b, f)), \ B_k(b, S_w^{m,n} f)
\]

where \( k \in \mathbb{Z}, 0 \leq k \leq \max(m, n) \) and the total number of terms is bounded by \( C(1 + \max(m, n)) \) for some universal constant \( C \).
(ii) for a noncancellative dyadic shift $S_{\omega}^{0,0}$ with symbol $a$, $[b, S_{\omega}^{0,0}]f$ can be represented as a finite linear combination of operators of the form

$$S_{\omega}^{0,0}(B_0(b, f)), B_0(b, S_{\omega}^{0,0}f), \tilde{B}_0(b, S_{\omega}^{0,0}f), P(b, a, f), P^*(b, a, f)$$

and the total number of terms is bounded by a universal constant.

The paraproduct like operators in the above theorem are defined as the following. The generalized dyadic paraproduct

$$B_k(b, f) := \sum_{I} \sum_{i'=1}^{M_{I(k)}-1} \sum_{i=1}^{M_{I}} \langle b, h^i_{I}\rangle_{L^2(X)} \langle f, h^i_{I}\rangle_{L^2(X)} h^i_{I} h^i_{I'},$$

where $I^{(k)}$ denotes the $k$-th dyadic ancestor of $I$. Observe that when $k = 0$, this is the classical paraproduct

$$\tilde{B}_0(b, f) := \sum_{I} \sum_{i=1}^{M_{I}-1} \langle b, h^i_{I}\rangle_{L^2(X)} \langle f, h^0_{I}\rangle_{L^2(X)} h^0_{I} h^i_{I}.$$

And the trilinear operator

$$P(b, a, f) := \sum_{I} \sum_{i=1}^{M_{I}-1} \langle b, h^i_{I}\rangle_{L^2(X)} \langle f, h^i_{I}\rangle_{L^2(X)} h^i_{I} h^i_{I} \sum_{j=1}^{M_{I}-1} \sum_{j' \subseteq I} \langle a, h^j_{I}\rangle_{L^2(X)} h^j_{I},$$

with $P^*$ being understood as the adjoint of $P$ with $b$ and $a$ fixed. The important property of the above operators is that they are uniformly bounded on $L^2$ with BMO symbols.

**Lemma 2.6.** Given $a, b \in \text{BMO}(X)$ and $k \geq 0$, we have

$$\|B_k(b, f)\|_{L^2(X)} \lesssim \|b\|_{\text{BMO}(X)} \|f\|_{L^2(X)},$$

$$\|\tilde{B}_0(b, f)\|_{L^2(X)} \lesssim \|b\|_{\text{BMO}(X)} \|f\|_{L^2(X)},$$

and

$$\|P(a, b, f)\|_{L^2(X)} \lesssim \|a\|_{\text{BMO}(X)} \|b\|_{\text{BMO}(X)} \|f\|_{L^2(X)}.$$
2.3. The iterated case: $[[b, T_1], T_2]$. Applying the representation theorem (Theorem 2.4) in both variables, one could obtain Theorem 1.2 by proving for any $f \in C^0_0(X_1 \times X_2)$ that

\begin{equation}
\left\| \sum_{m_1, m_2, n_1, n_2=0}^{\infty} \tau(m_1, n_1) \tau(m_2, n_2) [ [b, S_1^{m_1, n_1}], S_2^{m_2, n_2}] f \right\|_{L^2(X_1 \times X_2)} \\
\lesssim \|b\|_{BMO(X_1 \times X_2)} \|f\|_{L^2(X_1 \times X_2)}.
\end{equation}

By an iteration of Theorem 2.5, one can represent $[[b, S_1^{m_1, n_1}], S_2^{m_2, n_2}]$ as a finite linear combination of basic operators which are essentially tensor products of the operators $B_k$, $\tilde{B}_0$ and $P$ in the one-parameter setting as in (2.10), (2.11) and (2.12), and the total number of terms is no greater than $C(1 + \max(m_1, n_1))(1 + \max(m_2, n_2))$. Estimate (2.15) then follows from the uniform boundedness of these operators which we conclude in Lemma 2.7 below. The proof of Theorem 1.2 is thus complete.

More precisely, we need to consider the following paraproduct like operators in the bi-parameter setting (to condense notation that we omit the subscript $L^2(X_1 \times X_2)$ on the inner products). To begin with, we let $a, b \in BMO(X_1 \times X_2)$, $a^1 \in BMO(X_1)$ and $a^2 \in BMO(X_2)$. The generalized bi-parameter dyadic paraproduct

$$B_{k,l}(b, f) := \sum_{I} \sum_{I'} \sum_{M_{I(k)}-1}^{M_{I(k)}} \sum_{M_{I(l)}-1}^{M_{I(l)}} \sum_{M_{j(k)}-1}^{M_{j(k)}} \sum_{M_{j(l)}-1}^{M_{j(l)}} \langle b, h_{I(k)}^l \otimes h_{j(l)}^l \rangle \langle f, h_{I(k)}^l \otimes h_{j(l)}^l \rangle h_{I(k)}^l h_{j(l)}^l \otimes h_{I(k)}^l h_{j(l)}^l.$$

Parallel to (2.11), we also have

$$\tilde{B}_{k,l}^{(1)}(b, f) := \sum_{I} \sum_{I'} \sum_{M_{I(k)}-1}^{M_{I(k)}} \sum_{M_{I(l)}-1}^{M_{I(l)}} \sum_{M_{j(k)}-1}^{M_{j(k)}} \sum_{M_{j(l)}-1}^{M_{j(l)}} \langle b, h_{I(k)}^l \otimes h_{j(l)}^l \rangle \langle f, h_{I(k)}^l \otimes h_{j(l)}^l \rangle h_{I(k)}^l h_{j(l)}^l \otimes h_{I(k)}^l h_{j(l)}^l,$$

$$\tilde{B}_{k,l}^{(2)}(b, f) := \sum_{I} \sum_{I'} \sum_{M_{I(k)}-1}^{M_{I(k)}} \sum_{M_{I(l)}-1}^{M_{I(l)}} \sum_{M_{j(k)}-1}^{M_{j(k)}} \sum_{M_{j(l)}-1}^{M_{j(l)}} \langle b, h_{I(k)}^l \otimes h_{j(l)}^l \rangle \langle f, h_{I(k)}^l \otimes h_{j(l)}^l \rangle h_{I(k)}^l h_{j(l)}^l \otimes h_{I(k)}^l h_{j(l)}^l,$$

$$\tilde{B}_{k,l}^{(3)}(b, f) := \sum_{I} \sum_{I'} \sum_{M_{I(k)}-1}^{M_{I(k)}} \sum_{M_{I(l)}-1}^{M_{I(l)}} \sum_{M_{j(k)}-1}^{M_{j(k)}} \sum_{M_{j(l)}-1}^{M_{j(l)}} \langle b, h_{I(k)}^l \otimes h_{j(l)}^l \rangle \langle f, h_{I(k)}^l \otimes h_{j(l)}^l \rangle h_{I(k)}^l h_{j(l)}^l \otimes h_{I(k)}^l h_{j(l)}^l.$$

The trilinear operator

$$PP(b, a, f) := \sum_{I} \sum_{I'} \sum_{M_{I(k)}-1}^{M_{I(k)}} \sum_{M_{I(l)}-1}^{M_{I(l)}} \sum_{M_{j(k)}-1}^{M_{j(k)}} \sum_{M_{j(l)}-1}^{M_{j(l)}} \langle b, h_{I(k)}^l \otimes h_{j(l)}^l \rangle \langle f, h_{I(k)}^l \otimes h_{j(l)}^l \rangle h_{I(k)}^l h_{j(l)}^l \otimes h_{I(k)}^l h_{j(l)}^l,$$

where all the Haar functions are cancellative. And the new mixed type trilinear operators

$$BP_k(b, a^2, f) := \sum_{I} \sum_{I'} \sum_{M_{I(k)}-1}^{M_{I(k)}} \sum_{M_{I(l)}-1}^{M_{I(l)}} \sum_{M_{j(k)}-1}^{M_{j(k)}} \sum_{M_{j(l)}-1}^{M_{j(l)}} \langle b, h_{I(k)}^l \otimes h_{j(l)}^l \rangle \langle f, h_{I(k)}^l \otimes h_{j(l)}^l \rangle h_{I(k)}^l h_{j(l)}^l \otimes h_{I(k)}^l h_{j(l)}^l,$$

$$\sum_{J_1, J_1 \subseteq J} \sum_{j=1}^{M_{J_1}-1} \langle a, h_{I_1}^l \otimes h_{J_1}^l \rangle h_{I_1}^l \otimes h_{J_1}^l,$$
\[ \hat{B}P_k(b, a^2, f) := \sum_{l} \sum_{i'=1}^{M_{i(l)} - 1} \sum_{l}^{M_{i(l)} - 1} \sum_{j=1}^{M_{1}} \langle b, h_{i(l)}^{j} \otimes h_{j}^{j} \rangle \langle f, h_{i(l)}^{0} \otimes h_{j}^{j} \rangle h_{i(l)}^{0} h_{i(l)}^{j} \otimes h_{j}^{j} h_{j}^{j}, \]
\[ \sum_{J_i \subseteq J} \sum_{j'=1}^{M_{j^{'}} - 1} \langle a, h_{j^{'}}^{j} \rangle \langle f, h_{j^{'}}^{j} \rangle, \]
\[ PB_l(b, a^1, f) := \sum_{l} \sum_{i=1}^{M_{1}} \sum_{j=1}^{M_{j(l)} - 1} \sum_{j'=1}^{M_{j^{'}} - 1} \langle b, h_{i(l)}^{j} \otimes h_{j^{'}}^{j} \rangle \langle f, h_{i(l)}^{0} \otimes h_{j^{'}}^{j} \rangle h_{i(l)}^{0} h_{i(l)}^{j} \otimes h_{j^{'}}^{j} h_{j^{'}}^{j}, \]
\[ PB_l(b, a^1, f) := \sum_{l} \sum_{i=1}^{M_{1}} \sum_{j=1}^{M_{j(l)} - 1} \sum_{j'=1}^{M_{j^{'}} - 1} \langle b, h_{i(l)}^{j} \otimes h_{j^{'}}^{j} \rangle \langle f, h_{i(l)}^{0} \otimes h_{j^{'}}^{j} \rangle h_{i(l)}^{0} h_{i(l)}^{j} \otimes h_{j^{'}}^{j} h_{j^{'}}^{j}, \]
\[ PB_l(b, a^1, f) := \sum_{l} \sum_{i=1}^{M_{1}} \sum_{j=1}^{M_{j(l)} - 1} \sum_{j'=1}^{M_{j^{'}} - 1} \langle a, h_{i(l)}^{j} \rangle \langle f, h_{j^{'}}^{j} \rangle. \]

Lemma 2.7. Given \( a, b \in \text{BMO}(X_1 \times X_2) \), \( a^1 \in \text{BMO}(X_1) \) and \( a^2 \in \text{BMO}(X_2) \), we have
\[ \| PP(b, a, f) \|_{L^2(X_1 \times X_2)} \lesssim \| b \|_{\text{BMO}(X_1 \times X_2)} \| a \|_{\text{BMO}(X_1 \times X_2)} \| f \|_{L^2(X_1 \times X_2)} \]
and the same for \( PP_l(b, a, f) \), which denotes the partial adjoint of \( PP \) in the first variable with respect to the third input function; moreover, for \( k, l \geq 0 \), we have
\[ \| \hat{B}P_k(b, f) \|_{L^2(X_1 \times X_2)} \lesssim \| b \|_{\text{BMO}(X_1 \times X_2)} \| f \|_{L^2(X_1 \times X_2)} \]
and the same for \( \hat{B}P_k^1(b, f), \hat{B}P_k^2(b, f) \) and \( \hat{B}P_k^3(b, f) \);
\[ \| \hat{B}P_k(b, a^2, f) \|_{L^2(X_1 \times X_2)} \lesssim \| b \|_{\text{BMO}(X_1 \times X_2)} \| a^2 \|_{\text{BMO}(X_2)} \| f \|_{L^2(X_1 \times X_2)} \]
and the same for \( \hat{B}P_k(b, a^2, f) \);
\[ \| PB_l(b, a^1, f) \|_{L^2(X_1 \times X_2)} \lesssim \| b \|_{\text{BMO}(X_1 \times X_2)} \| a^1 \|_{\text{BMO}(X_1)} \| f \|_{L^2(X_1 \times X_2)} \]
and the same for \( PB_l(b, a^1, f) \).

The above result can be derived similarly as in [DO, Lemmas 4.1, 4.2, and 4.5], therefore we omit most of the details. We point out that a key fact that is crucial is the following multi-parameter John-Nirenberg inequality in the homogeneous setting. The multiparameter John-Nirenberg inequality was first introduced in [CF, Section III] for the product BMO space defined via the wavelet basis (see also [Tao, Proposition 4.1] for dyadic product BMO on \( \mathbb{R} \times \mathbb{R} \) defined via Haar basis). We note that this John-Nirenberg inequality also holds with the Haar system in the setting of space of homogeneous type. For the details, we refer to [CF, pp.199–200] and omit it here.

Lemma 2.8. Given \( b \in \text{BMO}(X_1 \times X_2) \) and \( p \in (1, \infty) \), there holds
\[ \left( \sum_{R \subseteq I \subseteq \Omega} \sum_{i=1}^{M_{j-1}} \sum_{j=1}^{M_{j-1}} \langle b, h_{i(l)}^{j} \rangle^2 \frac{\chi_R}{\mu(R)} \right)^{1/2} \leq C \| b \|_{\text{BMO}(X_1 \times X_2)} \mu(\Omega)^{1/p}. \]

3. Proof of Theorem 1.4

3.1. Proof of (i)\( \iff \) (ii). Suppose that \( b \in \text{bmo}(\mathbb{R}_\lambda) \). Then we know that for any fixed \( x_2 \in \mathbb{R} \), \( b(x_1, x_2) \) as a function of \( x_1 \) is in the standard one-parameter \( \text{BMO}(\mathbb{R}_+, dm_\lambda) \), a symmetric result holds for the roles of \( x_1 \) and \( x_2 \) interchanged. Moreover, we further have that
\[ \| b \|_{\text{bmo}(\mathbb{R}_\lambda)} \approx \sup_{x_1 \in \mathbb{R}_+} \| b(x_1, \cdot) \|_{\text{BMO}(\mathbb{R}_+, dm_\lambda)} + \sup_{x_2 \in \mathbb{R}_+} \| b(\cdot, x_2) \|_{\text{BMO}(\mathbb{R}_+, dm_\lambda)}. \]
where the implicit constants are independent of the function \( b \).

Next, we recall a recent result by a subset of the authors [DLWY], where they obtained that

\[
\|b\|_{\text{BMO}(\mathbb{R}^+, dm_\lambda)} \approx \|\Delta_1 b, \Delta_2 b\|_{L^2(\mathbb{R}^+, dm_\lambda)} \to L^2(\mathbb{R}^+, dm_\lambda),
\]

where BMO(\(\mathbb{R}^+, dm_\lambda\)) is the standard one-parameter BMO space on (\(\mathbb{R}^+, dm_\lambda\)).

Combining (3.1) and (3.2), we obtain that

\[
\|b\|_{\text{bmo}(\mathbb{R}^+)} \approx \sup_{x_1 \in \mathbb{R}^+} \|b(x_1, \cdot), \Delta_1 b\|_{L^2(\mathbb{R}^+, dm_\lambda)} + \sup_{x_2 \in \mathbb{R}^+} \|b(\cdot, x_2), \Delta_2 b\|_{L^2(\mathbb{R}^+, dm_\lambda)},
\]

which implies that (i) \(\iff\) (ii).

3.2. Proof of (i) \(\iff\) (iii). From [BDT], we know that \(H^1(\mathbb{R}^+, dm_\lambda)\) can be characterized via Bessel Riesz transforms, i.e., \(f \in H^1(\mathbb{R}^+, dm_\lambda)\) if and only if \(f, \Delta_1 f \in L^1(\mathbb{R}^+, dm_\lambda)\), and

\[
\|f\|_{H^1(\mathbb{R}^+, dm_\lambda)} \approx \|f\|_{L^1(\mathbb{R}^+, dm_\lambda)} + \|\Delta_1 f\|_{L^1(\mathbb{R}^+, dm_\lambda)}.
\]

Then by the duality of \(H^1(\mathbb{R}^+, dm_\lambda)\) with BMO(\(\mathbb{R}^+, dm_\lambda\)), and following the same approach as in [FS], we obtain the following decomposition for BMO(\(\mathbb{R}^+, dm_\lambda\)):

\[b \in \text{BMO}(\mathbb{R}^+, dm_\lambda)\] if and only if there exist \(f, g \in L^\infty(\mathbb{R}^+, dm_\lambda)\) such that

\[
b = f + \Delta_1 g.
\]

Moreover,

\[
\|b\|_{\text{BMO}(\mathbb{R}^+, dm_\lambda)} \approx \inf \{\|f\|_{L^\infty(\mathbb{R}^+, dm_\lambda)} + \|g\|_{L^\infty(\mathbb{R}^+, dm_\lambda)}\},
\]

where the infimum is taken over all possible decompositions of \(b\) as in (3.3). As a consequence, the argument (i) \(\iff\) (iii) follows from (3.1) and (3.3).

3.3. Proof of (i) \(\iff\) (iv).

3.3.1. Proof of (i) \(\iff\) (iv). We point out that the proof of the upper bound of \([b, \Delta_1, \Delta_2] b\) follows directly from the property of bmo(\(\mathbb{R}^+\)) and the \(L^2\) boundedness of the Bessel Riesz transforms \(\Delta_1, \Delta_2\).

To see this, for \(b \in \text{bmo}(\mathbb{R}^+\)) \(\), we remark that

\[
[b, \Delta_1, \Delta_2] b = [b, \Delta_1, \Delta_2] b + [b, \Delta_2, \Delta_1] b + [b, \Delta_1, \Delta_2] b + [b, \Delta_2, \Delta_1] b + [b, \Delta_2, \Delta_1] b.
\]

Then based on (3.1) and the result of [DLWY], we know that

\[
\|b, \Delta_1, \Delta_2\|_{L^2(\mathbb{R}^+, dm_\lambda)} \approx \|b, \Delta_1, \Delta_2\|_{L^2(\mathbb{R}^+, dm_\lambda)} + \sup_{x_1 \in \mathbb{R}^+} \|b(x_1, \cdot), \Delta_1 b\|_{\text{BMO}(\mathbb{R}^+, dm_\lambda)} + \sup_{x_2 \in \mathbb{R}^+} \|b(\cdot, x_2), \Delta_2 b\|_{\text{BMO}(\mathbb{R}^+, dm_\lambda)}
\]

Then, denote by \(\text{Id}_1\) and \(\text{Id}_2\) the identity operator on \(L^2(\mathbb{R}^+, dm_\lambda)\) for the first and second variable, respectively. We further have

\[
[b, \Delta_1, \Delta_2] b = (\text{Id}_1 \otimes \text{Id}_2) \circ [b, \Delta_1, \Delta_2] b + [b, \Delta_2, \Delta_1] \circ (\text{Id}_1 \otimes \text{Id}_2) \circ [b, \Delta_1, \Delta_2] b,
\]

where we use \(T_1 \circ T_2\) to denote the composition of two operators \(T_1\) and \(T_2\). Thus, we obtain that

\[
\|b, \Delta_1, \Delta_2\|_{L^2(\mathbb{R}^+, dm_\lambda)} \approx \|b, \Delta_1, \Delta_2\|_{L^2(\mathbb{R}^+, dm_\lambda)} + \|b[\text{Id}_1 \otimes \text{Id}_2] b + [b, \Delta_1, \Delta_2] b\|_{L^2(\mathbb{R}^+, dm_\lambda)} + \|b[\text{Id}_1 \otimes \text{Id}_2] b + [b, \Delta_2, \Delta_1] b\|_{L^2(\mathbb{R}^+, dm_\lambda)}.
\]
which implies (i) $\implies$ (iv).

3.3.2. **Proof of (i) $\implies$ (iv).** We begin with some preliminaries.

**Proposition 3.1 ([DLWY])**. The Riesz kernel $R_{\Delta}(x, y)$ satisfies:

(i) There exist $K_1 > 2$ large enough and a positive constant $C_{K_1, \lambda}$ such that for any $x, y \in \mathbb{R}_+$ with $y > K_1 x$,

$$R_{\Delta}(x, y) \geq C_{K_1, \lambda} \frac{x}{y^{2\lambda+2}}.$$  

(ii) There exist $K_2 \in (0, 1)$ small enough and a positive constant $C_{K_2, \lambda}$ such that for any $x, y \in \mathbb{R}_+$ with $y < K_2 x$,

$$R_{\Delta}(x, y) \leq -C_{K_2, \lambda} \frac{1}{x^{2\lambda+1}}.$$  

(iii) There exist $K_3 \in (0, 1/2)$ small enough and a positive constant $C_{K_3, \lambda}$ such that for any $x, y \in \mathbb{R}_+$ with $0 < y/x - 1 < K_3$,

$$R_{\Delta}(x, y) \geq C_{K_3, \lambda} \frac{1}{x^{\lambda}y} - \frac{1}{y-x}.$$  

**Definition 3.2.** Suppose $q \in (1, \infty]$. A $q$-atom on $\mathbb{R}_+$ is a function $a \in L^q(\mathbb{R}_\lambda)$ supported on a rectangle $R \subset \mathbb{R}_\lambda$ with $\|a\|_{L^q(\mathbb{R}_\lambda)} \leq \mu_\lambda(R)^{\frac{1}{q}-1}$ and satisfying the cancellation property

$$\int_{\mathbb{R}_+ \times \mathbb{R}_+} a(x_1, x_2) d\mu_\lambda(x_1, x_2) = 0.$$  

Let $\text{Atom}_q(\mathbb{R}_\lambda)$ denote the collection of all such atoms.

**Definition 3.3.** Suppose $q \in (1, \infty]$. The atomic Hardy space $h^{1,q}(\mathbb{R}_\lambda)$ is defined as the set of functions of the form

$$f = \sum_{i} \alpha_i a_i$$

with $\{a_i\}_i \subset \text{Atom}_q(\mathbb{R}_\lambda)$, $\{\alpha_i\}_i \subset \mathbb{C}$ and $\sum_i |\alpha_i| < \infty$. Moreover, $h^{1,q}(\mathbb{R}_\lambda)$ is equipped with the norm $\|f\|_{h^{1,q}(\mathbb{R}_\lambda)} := \inf \sum_i |\alpha_i|$ where the infimum is taken over all possible decompositions of $f$ in the form (3.6).

For these little Hardy spaces, we first have the following conclusion.

**Theorem 3.4.** Let $q \in (1, \infty)$. Then the spaces $h^{1,q}(\mathbb{R}_\lambda)$ and $h^{1,\infty}(\mathbb{R}_\lambda)$ coincide with equivalent norms.

We first recall the following Whitney type covering lemma from [CW77].

**Lemma 3.5.** Suppose $U \subseteq \mathbb{R}_+ \times \mathbb{R}_+$ is an open bounded set and $\bar{C} \in [1, \infty)$. Then there exists a sequence of cubes $\{Q_j\}_j$ satisfying

(i) $U = \bigcup_j Q_j = \bigcup_j \bar{C}Q_j$;

(ii) there exists a positive constant $M$ such that no point of $\mathbb{R}_+ \times \mathbb{R}_+$ belongs to more than $M$ of the balls $\bar{C}Q_j$, which is called as the $M$-disjointness of $\{\bar{C}Q_j\}_j$;

(iii) $3\bar{C}Q_j \cap (\mathbb{R}_+ \times \mathbb{R}_+ \setminus U) \neq \emptyset$ for each $j$.

Now we establish a useful lemma which is a variant of [CW77, Lemma (3.9)]. To this end, we recall the strong maximal function defined by setting, for all $(x_1, x_2) \in \mathbb{R}_+ \times \mathbb{R}_+$,

$$\mathcal{M}_s f(x_1, x_2) := \sup_{R \ni (x_1, x_2)} \frac{1}{\mu_\lambda(R)} \int_R |f(y_1, y_2)| d\mu_\lambda(y_1, y_2).$$

It is already known that $\mathcal{M}_s f$ is bounded on $L^p(\mathbb{R}_\lambda)$, with $p \in (1, \infty)$.
Lemma 3.6. If \( f \in L^1_{\text{loc}}(\mu_L) \) has support in \( R_0 := I_0 \times J_0 \) centered at \((x_1^0, x_2^0)\), then there exists a positive constant \( C_1 \) such that
\[
U^\alpha := \{(x_1, x_2) \in \mathbb{R}_+: \mathcal{M}_sf(x_1, x_2) > \alpha \} \subset 3R_0
\]
whenever \( \alpha \in (Cm_{R_0}(|f|), \infty) \), where \( m_R(f) \) is as in (1.5).

Proof. We only need to prove that, if \( \alpha \in (C_1m_{R_0}(|f|), \infty) \), then \( \mathbb{R}_+ \setminus (3R_0) \subset \mathbb{R}_+ \setminus U^\alpha \).

For any \( x := (x_1, x_2) \notin 3R_0 \), we have \( |x_1 - x_1^0| \geq |I_0| \) and \( |x_2 - x_2^0| \geq |J_0| \). Then it is easy to show that, for any rectangle \( R \ni (x_1, x_2) \) satisfying \(|I| \leq |I_0| \) or \(|J| \leq |J_0| \), \( R \cap R_0 = \emptyset \). Then
\[
\mathcal{M}_sf(x) = \sup_{I \ni x_1, |I| \geq |I_0|} \sup_{J \ni x_2, |J| \geq |J_0|} \frac{1}{m_\lambda(I)m_\lambda(J)} \int_I \int_J |f(y_1, y_2)| \, d\mu_\lambda(y_1, y_2).
\]

For any rectangle \( R := I \times J \ni (x_1, x_2) \) such that \(|I| \geq |I_0|, |J| \geq |J_0| \) and \( R \cap R_0 \neq \emptyset \), it is easy to see that \( R_0 \subset 3R \). This, together with \( \text{supp}(f) \subset R_0 \) implies that
\[
\frac{1}{\mu_\lambda(R)} \int_R |f(y_1, y_2)| \, d\mu_\lambda(y_1, y_2) \leq \frac{\mu_\lambda(R_0)}{\mu_\lambda(R)} \frac{1}{\mu_\lambda(R_0)} \int_R |f(y_1, y_2)| \, d\mu_\lambda(y_1, y_2)
\]
\[
\leq \frac{\mu_\lambda(3R)}{\mu_\lambda(R)} m_{R_0}(|f|) \leq C_1m_{R_0}(|f|).
\]

Thus, we have \( \mathcal{M}_sf(x) \leq C_1m_{R_0}(|f|) \). Moreover, if \( \alpha > C_1m_{R_0}(|f|) \), then \( \alpha > \mathcal{M}_sf(x_1, x_2) \), that is, \( (x_1, x_2) \notin U^\alpha \), which completes the proof of Lemma 3.6.

Proof of Theorem 3.4. We have observed that \( h^{1, \infty}(\mathbb{R}_+) \subset h^{1, q}(\mathbb{R}_+) \) for \( q \in (1, \infty) \). Thus, we only need to establish the converse. We do so by showing that for any \((1, q)\)-atom \( a \) with \( \text{supp}(a) \subset R_0 \), \( b := \mu_\lambda(R_0) \cdot a \) has an atomic decomposition \( b = \sum_{i=0}^\infty a_i b_i \), where each \( b_i, i \in \mathbb{Z}_+ \), is a \((1, \infty)\)-atom and
\[
\sum_{i=0}^\infty |a_i| \leq 1.
\]
We show this by induction. In order to state the inductive hypothesis we first introduce some necessary notation.

For each positive integer \( n \), let \( \mathbb{N}^n \) denote the \( n \)-fold Cartesian product of the natural numbers \( \mathbb{N}, \mathbb{N}^0 := \{0\} \). We write \( i_n \) to represent a general element of \( \mathbb{N}^n \). The inductive hypothesis we establish is the following one:

There exists a collection of rectangles \( \{R_{il}\}, i_l \in \mathbb{N}^l \) for \( l \in \{1, 2, \ldots\} \), such that, for each \( n \in \mathbb{N} \),
\[
b = \sum_{l=1, i_l \in \mathbb{N}^l}^{n-1} MC_\lambda \alpha^{l+1} \mu_\lambda(3R_{il}) a_{il} + \sum_{i_n \in \mathbb{N}^n} h_{in} =: G_n + H_n,
\]
where \( p \in (1, q) \), \( \alpha \in (1, \infty) \) is large enough which depends on \( p, q \) and is to be fixed later, \( C_\lambda \) satisfies for any rectangle \( R \subset \mathbb{R}_+ \), \( \mu_\lambda(9R) \leq C_\lambda \mu_\lambda(R) \), and
(I) \( a_{il} \) is a \((1, \infty)\)-atom supported in \( 3R_{il} \), \( l \in \{1, 2, \ldots, n-1\} \), \( i_l \in \mathbb{N}^l \);
(II) \( \cup_{i_n \in \mathbb{N}^n} R_{in} \subset \{x \in \mathbb{R}_+: \mathcal{M}_{s,p}b(x) > \alpha^n/2\} \), where \( p \in (1, q) \) and \( \mathcal{M}_{s,p}(f) := \mathcal{M}_s(|f|^p)^{1/p} \);
(III) \( \{3R_{il}\} \) is an \( M^l \)-disjoint collection;
(IV) the function \( h_{in} \) is supported in \( R_{in} \) for each \( i_n \in \mathbb{N}^n \);
(V) \( \int_{\mathbb{R}_+} h_{in}(x) \, d\mu_\lambda(x) = 0 \) for each \( i_n \in \mathbb{N}^n \);
(VI) \( |h_{in}(x)| \leq |b(x)| + 2C_\lambda^{1/p} \alpha^n \chi_{R_{in}}(x) \) for each \( i_n \in \mathbb{N}^n \), where \( \chi_{R_{in}} \) is the characteristic function of \( R_{in} \);
(VII) \( [m_{R_{in}}(|h_{in}|^p)]^{1/p} \leq 2C_\lambda^{1/p} \alpha^n \) for each \( i_n \in \mathbb{N}^n \).

We begin with proving that
\[
I_p := \frac{1}{\mu_\lambda(R_0)} \sum_{n=1}^\infty \sum_{i_n \in \mathbb{N}^n} MC_\lambda \alpha^{n+1} \mu_\lambda(3R_{in}) \lesssim 1.
\]
Indeed, from (III), (II), \( b = \mu_\lambda(R_0)a \) and the boundedness of \( \mathcal{M}_{s,p} \) from \( L^q(\mathbb{R}_\lambda) \) to \( L^{q,\infty}(\mathbb{R}_\lambda) \), we deduce that
\[
\sum_{i_n \in \mathbb{N}^n} \mu_\lambda(3R_{i_n}) \leq C_\lambda M^n \mu_\lambda \left( \bigcup_{i_n \in \mathbb{N}^n} R_{i_n} \right) \\
\leq C_\lambda M^n \mu_\lambda \left( \{ x \in \mathbb{R}_\lambda : \mathcal{M}_{s,p}b(x) > \alpha^n/2 \} \right) \\
\lesssim C_\lambda M^{n+2} \alpha^{-nq} \| b \|^q_{L^q(\mathbb{R}_\lambda)} \\
\lesssim C_\lambda M^{n+2} \alpha^{-nq} \mu_\lambda(R_0).
\]

This fact implies that
\[
I_p \lesssim MC_\lambda \sum_{n=1}^\infty \alpha^{n+1} C_\lambda M^{n+2} \alpha^{-nq} \approx MC_\lambda^2 \alpha^{nq} \sum_{n=1}^\infty (\alpha^{1-q} M)^n \lesssim 1,
\]
if \( \alpha \) is large enough such that \( \alpha^{1-q} M < 1 \), which gives (3.8).

By (IV), (VII), Hölder’s inequality and (3.9), we obtain
\[
\int_{\mathbb{R}_\lambda} |H_n(x)| \, d\mu_\lambda(x) \leq \sum_{i_n \in \mathbb{N}^n} \int_{\mathbb{R}_\lambda} |h_{i_n}(x)| \, d\mu_\lambda(x) \\
\leq 2C_{\lambda}^{1/p} \alpha^n \sum_{i_n \in \mathbb{N}^n} \mu_\lambda(R_{i_n}) \\
\lesssim 2C_{\lambda}^{1/p} \alpha^n C_\lambda M^{n+2} \alpha^{-nq} \| b \|^q_{L^q(\mathbb{R}_\lambda)} \\
\lesssim (M^{1-q})^n \| b \|^q_{L^q(\mathbb{R}_\lambda)}.
\]

This, together with \( q > 1 \), shows that \( G_n \) converges to \( b \) in \( L^1(\mu) \). Then the representation (3.7) holds true in \( L^1(\mathbb{R}_\lambda) \).

Let us show that the hypothesis is valid for \( n = 1 \). Let
\[
U^\alpha := \{(x_1, x_2) \in \mathbb{R}_\lambda : \mathcal{M}_{s,p}b(x_1, x_2) > \alpha \}.
\]

Observe that \( m_{R_0}(|b|) \leq 1 \). By this and Lemma 3.6, we find that \( U^\alpha \subseteq 3R_0 \) provided \( \alpha^p > C_1 \) therein. Moreover, \( U^\alpha \) is a bounded open set. By the boundedness of \( \mathcal{M}_{s,p} \) from \( L^q(\mathbb{R}_\lambda) \) to \( L^{q,\infty}(\mathbb{R}_\lambda) \), we conclude that there exists a positive constant \( C_{p,q} \) such that,
\[
\mu_\lambda(U^\alpha) \leq C_{p,q} \alpha^{-q} \| b \|^q_{L^q(\mathbb{R}_\lambda)} \leq C_{p,q} \alpha^{-q} \mu_\lambda(R_0).
\]

If \( \alpha^q > C_{p,q} \), then \( \mu_\lambda(U^\alpha) < \mu_\lambda(R_0) < \infty \). We see that, \( \mathbb{R}_\lambda \setminus U^\alpha \) can not be empty. Applying Lemma 3.5 with \( \bar{C} = 3 \) therein, we obtain a sequence of rectangles (cubes actually) \( \{R_i\} \) satisfying (i) through (iii) therein. Let \( \chi_i := \chi_{R_i} \),
\[
\eta_i(x) := \begin{cases} \frac{\chi_i(x)}{\sum_k \chi_k(x)}, & \text{if } x \in U^\alpha; \\ 0, & \text{otherwise}, \end{cases}
\]
\[
g_0(x) := \begin{cases} b(x), & \text{if } x \notin U^\alpha; \\ \sum_i m_{R_i}(\eta_ib)\chi_i(x), & \text{if } x \in U^\alpha \end{cases}
\]
and
\[
h_i(x) := \eta_i(x)b(x) - m_{R_i}(\eta_ib)\chi_i(x)
\]
for all \( x \in \mathbb{R}_+ \times \mathbb{R}_+ \). It follows that \( b = g_0 + \sum_i h_i \). For almost every \( x \notin U^\alpha \), we see that
\[
|g_0(x)| = |b(x)| \leq \mathcal{M}_{s,p}b(x) \leq \alpha.
\]
If \( x \in U^\alpha \), by the Hölder inequality, (ii) and (iii) of Lemma 3.5 and the definition of \( U^\alpha \), we obtain
\[
|g_0(x)| \leq \sum_i \frac{1}{\mu_\lambda(R_i)} \int_{R_i} |\eta_i(y)b(y)| \ d\mu_\lambda(y) \chi_i(x)
\]
\[
\leq \sum_i \frac{\mu_\lambda(9R_i)}{\mu_\lambda(R_i)} \left[ \frac{1}{\mu_\lambda(9R_i)} \int_{9R_i} |b(y)|^p \ d\mu_\lambda(y) \right]^{1/p} \chi_i(x)
\]
\[
\leq \sum_i C_\lambda \alpha \chi_i(x)
\]
\[
\leq MC_\lambda \alpha.
\]
Combining these two estimates, we conclude that, for almost every \( x \in \mathbb{R}_+ \times \mathbb{R}_+ \),
\[
|g_0(x)| \leq MC_\lambda \alpha.
\]
We have seen that \( U^\alpha \subset 3R_0 \) and that, for \( x \notin U^\alpha \), \( g(x) = b(x) \). By \( \text{supp} \ (b) \subset 3R_0 \), we conclude that \( \text{supp} \ (g) \subset 3R_0 \). Also,
\[
\text{supp} \ (h_i) \subset R_i
\]
and
\[
\int_{R_\lambda} h_i(x) \ d\mu_\lambda(x) = 0
\]
for any \( i \). Since \( \{R_i\}_i \) are \( M \)-disjoint, we have
\[
\sum_i \|h_i\|_{L^1(R_\lambda)} \leq 2 \sum_i \|\eta_i b\|_{L^1(R_\lambda)} \leq 2 \sum_i \int_{R_i} |b(x)| \ d\mu_\lambda(x)
\]
\[
\leq 2M \int_{U^\alpha} |b(x)| \ d\mu_\lambda(x)
\]
\[
\leq 2M \mu_\lambda(R_0).
\]
Observe that \( \int_{R_\lambda} g_0(x) \ dm_\lambda(x) = 0 \). Thus,
\[
a_0 := g_0/(MC_\lambda \alpha \mu_\lambda(3R_0))
\]
is a \((1, \infty)\)-atom supported in \( 3R_0 \), and we have
\[
b = MC_\lambda \alpha \mu_\lambda(3R_0)a_0 + \sum_i h_i.
\]
This shows (I).

Now observe that
\[
\bigcup_i R_i = U^\alpha = \{ x \in \mathbb{R}_+ \times \mathbb{R}_+ : M_{s, p}b(x) > \alpha \} \subset \{ x \in \mathbb{R}_+ \times \mathbb{R}_+ : M_{s, p}b(x) > \alpha/2 \}.
\]
This shows (II).

Since \( 0 \leq \eta_i \leq 1 \), arguing as in (3.10), we obtain
\[
|h_i(x)| \leq |\eta_i(x)b(x)| + |m_{R_i}(\eta_i b)| \chi_i(x)
\]
\[
\leq |b(x)| + [m_{R_i}(|b|^p)]^{1/p} \chi_i(x)
\]
\[
\leq |b(x)| + C_\lambda^{1/p} \alpha \chi_i(x).
\]
Thus, (VI) holds true. From this together with the definition of \( U^\alpha \) and Lemma 3.5 (iii), we further deduce that
\[
[m_{R_i}(|h_i|^p)]^{1/p} \leq [m_{R_i}(|b|^p)]^{1/p} + C_\lambda^{1/p} \alpha
\]
\[
\leq \left[ \frac{\mu_\lambda(9R_i)}{\mu_\lambda(R_i)} m_{9R_i}(|b|^p) \right]^{1/p} + C_\lambda^{1/p} \alpha
\]
\[
\leq 2C_\lambda^{1/p} \alpha,
\]
which implies (VII). Moreover, (III) is a consequence of Lemma 3.5(ii), and (IV) holds true by (3.12) and (V) holds true by (3.13). This shows that the induction holds true for \( n = 1 \).

We now assume that the hypothesis holds true for \( n \) and show that it is also valid for \( n + 1 \). Let

\[
U^\alpha_{in} := \{ x \in \mathbb{R}_\lambda : M_s,p h_{in}(x) > \alpha^{n+1} \}.
\]

By (IV) for \( n \), we have \( \text{supp}(h_{in}) \subset R_{in} \). Moreover, it follows, from (VII) for \( n \), provided \( \alpha^p > 2^p C_1 C_\lambda \), that

\[
C_1 M_{R_{in}} (|h_{in}|)^p \leq C_1 C_\lambda (2\alpha^n)^p < \alpha^{(n+1)p}.
\]

By Lemma 3.6, we see that

\[(3.16) \quad U^\alpha_{in} \left= \{ x \in \mathbb{R}_\lambda : M_s(|h_{in}|^p)(x) > \alpha^{(n+1)p} \} \right \subset 3R_{in}.
\]

Let rectangles \( \{R_{in,k}\}_k \) be a Whitney covering of \( U^\alpha_{in} \). From (i) and (ii) of Lemma 3.5 and (3.16), it follows that

\[
\bigcup_k 3R_{in,k} = U^\alpha_{in} \subset 3R_{in}
\]

and \( \{3R_{in,k}\}_k \) is \( M \)-disjoint. Since, from (III) for \( n \), we know \( \{3R_{in}\}_{in} \) are \( M^n \)-disjoint, it follows that the totality of rectangles (cubes) in the family \( \{3R_{in,k}\}_{in,k} \) are \( M^{n+1} \)-disjoint. This establishes (III) for \( n + 1 \).

We now put

\[
g_{in}(x) := \begin{cases} h_{in}(x), & \text{if } x \notin U^\alpha_{in}; \\ \sum_k m_{R_{in,k}} (\eta^i_k h_{in}) \chi_{R_{in,k}}(x), & \text{if } x \in U^\alpha_{in} \end{cases}
\]

and

\[
h_{in,k} := \eta^i_k h_{in} - m_{R_{in,k}} (\eta^i_k h_{in}) \chi_{R_{in,k}},
\]

where

\[
\eta^i_k(x) := \chi_{R_{in,k}}(x) / \sum_k \chi_{R_{in,k}}(x)
\]

for \( x \in U^\alpha_{in} \), and is 0 if \( x \notin U^\alpha_{in} \). If \( x \in U^\alpha_{in} \), then

\[
|g_{in}(x)| \leq \sum_k \left| m_{R_{in,k}} (\eta^i_k h_{in}) \chi_{R_{in,k}}(x) \right|
\]

\[
\leq \sum_k \frac{\mu(9R_{in,k})}{\mu(9R_{in,k})} \frac{1}{\mu(9R_{in,k})} \int_{g_{R_{in,k}}} |h_{in}(y)| \, d\mu(y) \chi_{R_{in,k}}(x)
\]

\[
\leq MC_\lambda \alpha^{n+1},
\]

while if \( x \notin U^\alpha_{in} \), then

\[
|g_{in}(x)| = |h_{in}(x)| \leq M_s,p h_{in}(x) \leq \alpha^{n+1}.
\]

In any case, we have

\[
\|g_{in}\|_{L^\infty(\mu)} \leq MC_\lambda \alpha^{n+1}.
\]

Since the support of \( h_{in} \) is within \( R_{in} \subset 3R_{in} \) and \( U^\alpha_{in} \subset 3R_{in} \), it follows that the support of \( g_{in} \) is included in \( 3R_{in} \). Moreover, \( \int_{3R_{in}} h_{in,k}(x) \, d\mu_\lambda(x) = 0 \) (which shows that property (V) is valid for \( n + 1 \)). By an argument used in the estimate for (3.14), it is easy to see that

\[
\sum_k \|h_{in,k}\|_{L^1(\mathbb{R}_\lambda)} \leq 2M \|h_{in}\|_{L^1(\mathbb{R}_\lambda)}.
\]

It then follows from this that

\[
h_{in} = g_{in} + \sum_k h_{in,k}
\]

is valid in \( L^1(\mu) \) and \( \int_{\mathbb{R}_\lambda} g_{in}(x) \, d\mu_\lambda(x) = 0 \).

Let

\[
a_{in} := g_{in} / \{ MC_\lambda \alpha^{n+1} \mu_\lambda(3R_{in}) \}.
\]
Then $a_i$ is a $(1, \infty)$-atom supported in the rectangle $3R_i$. From this, we deduce that (3.7) holds true for $n + 1$ and so does (I). Property (IV) is trivially true. Moreover, by the definition of $h_{i_n,k}$, (VI) for $n$ and Lemma 3.5(iii), we conclude that

$$\left| h_{i_n,k}(x) \right| \leq \left\{ |h_{i_n}(x)| + \left[ C_\lambda \frac{1}{\mu_\lambda(9R_{i_n,k})} \int_{9R_{i_n,k}} |h_{i_n}(x)|^p \, d\mu_\lambda(x) \right]^{1/p} \right\} \chi_{R_{i_n,k}}(x)$$

$$\leq \left\{ |b(x)| + 2C_\lambda^{1/p} \alpha^n + C_\lambda \alpha^{n+1} \right\} \chi_{R_{i_n,k}}(x)$$

$$\leq \left\{ |b(x)| + 2C_\lambda^{1/p} \alpha^{n+1} \right\} \chi_{R_{i_n,k}}(x)$$

if $\alpha > 2$. This establishes (VI) for $n + 1$.

On the other hand, by the definitions of $h_{i_n,k}$ and $U_{i_n}^\alpha$, we have

$$[m_{R_{i_n,k}} \left( |h_{i_n,k}|^p \right)]^{1/p} \leq 2 \left[ m_{R_{i_n,k}} \left( |h_{i_n}|^p \right) \right]^{1/p}$$

$$\leq 2 \left[ C_\lambda m_{9R_{i_n,k}} \left( |h_{i_n}|^p \right) \right]^{1/p}$$

$$\leq 2C_\lambda^{1/p} \alpha^{n+1},$$

which shows (VII).

Finally, from (VI) for $n$, we deduce that

$$\mathcal{M}_{s,p}(h_{i_n})(x) \leq \mathcal{M}_{s,p}(b)(x) + 2C_\lambda^{1/p} \alpha^n.$$

Thus, if $x \in U_{i_n}^\alpha$, then

$$\alpha^{n+1} \leq \mathcal{M}_{s,p}(h_{i_n})(x) \leq \mathcal{M}_{s,p}(b)(x) + 2C_\lambda^{1/p} \alpha^n.$$

It follows that, if $\alpha > 4C_\lambda^{1/p}$, then $\alpha^{n+1}/2 < \mathcal{M}_{s,p}(b)(x)$. Thus,

$$\bigcup_{i_n,k} R_{i_n,k} = \bigcup_{i_n,k} R_{i_n,k} \subset \bigcup_{i_n} U_{i_n}^\alpha \subset \{ x \in \mathbb{R}_\lambda : \mathcal{M}_{s,p}(b)(x) > \alpha^{n+1}/2 \}$$

and (II) is valid for $n + 1$. This finishes the proof of Theorem 3.4.

Based on Theorem 3.4, we now denote by $h_1^1(\mathbb{R}_\lambda)$ the little Hardy space, and we have the following result on the duality of $h_1^1(\mathbb{R}_\lambda)$ with $\text{bmo}(\mathbb{R}_\lambda)$.

**Theorem 3.7.** The predual of $\text{bmo}(\mathbb{R}_\lambda)$ is $h_1^1(\mathbb{R}_\lambda)$.

**Proof.** The duality of $h_1^{1,2}(\mathbb{R}_\lambda)$ with $\text{bmo}(\mathbb{R}_\lambda)$ follows from a standard argument, see for example [CW77] (see also [J, Section II, Chapter 3]). Hence, by Theorem 3.4, the predual of $\text{bmo}(\mathbb{R}_\lambda)$ is $h_1^{1,\infty}(\mathbb{R}_\lambda)$.

Our main result of this section is the following.

**Theorem 3.8.** For every $f \in h_1^1(\mathbb{R}_\lambda)$, there exist sequences $\{\alpha_j^k\} \in \ell^1$ and functions $g_j^k, h_j^k \in L^\infty(\mathbb{R}_\lambda)$ with compact support, such that

$$(3.17) \quad f = \sum_{k=1}^{\infty} \sum_{j=1}^{\infty} \alpha_j^k \Pi \left( g_j^k, h_j^k \right)$$

in the sense of $h_1^1(\mathbb{R}_\lambda)$, where $\Pi(g,h)$ is the bilinear form defined as

$$(3.18) \quad \Pi(g,h) := g \cdot R_{\Delta,1} R_{\Delta,2} (h) - h \cdot \widetilde{R}_{\Delta,1} \widetilde{R}_{\Delta,2} (g),$$

where $\widetilde{R}_{\Delta,1}$ and $\widetilde{R}_{\Delta,2}$ are the adjoints of $R_{\Delta,1}$ and $R_{\Delta,2}$, respectively.

Moreover, we have that

$$\|f\|_{h_1^1(\mathbb{R}_\lambda)} \approx \inf \left\{ \sum_{k=1}^{\infty} \sum_{j=1}^{\infty} \left| \alpha_j^k \right| \left\| g_j^k \right\|_{L^2(\mathbb{R}_\lambda)} \left\| h_j^k \right\|_{L^2(\mathbb{R}_\lambda)} \right\},$$
where the infimum is taken over all representations of $f$ in the form (3.17) and the implicit constants are independent of $f$.

To prove Theorem 3.8, we study the property of the bilinear form $\Pi(f, g)$ as defined in (3.18), which connects to the commutator $[b, R_{\Delta_1}, 1R_{\Delta_2}]$.

**Proposition 3.9.** For every $g, h \in L^\infty(\mathbb{R}_\lambda)$ with compact support, the bilinear form $\Pi(g, h)$ is in $h^1(\mathbb{R}_\lambda)$ with the norm satisfying

\[
\|\Pi(g, h)\|_{h^1(\mathbb{R}_\lambda)} \leq C \|g\|_{L^2(\mathbb{R}_\lambda)} \|h\|_{L^2(\mathbb{R}_\lambda)}.
\]

**Proof.** First, it is clear that for every $g, h \in L^\infty(\mathbb{R}_\lambda)$ with compact support, the bilinear form $\Pi(f, g)$ is in $L^1(\mathbb{R}_\lambda)$ with compact support and satisfies

\[
\int_{\mathbb{R}_+ \times \mathbb{R}_+} \Pi(g, h)(x_1, x_2) dm_\lambda(x_1) dm_\lambda(x_2) = 0.
\]

Moreover, for $b \in \text{bmo}(\mathbb{R}_\lambda)$ and for every $g, h \in L^\infty(\mathbb{R}_\lambda)$ with compact support, we have

\[
\|\Pi(g, h)\|_{h^1(\mathbb{R}_\lambda)} \approx \sup_{b: \|b\|_{\text{bmo}(\mathbb{R}_\lambda)} \leq 1} \|\Pi(g, h)\|_{L^2(\mathbb{R}_\lambda)}
\]

which, together with (3.20), immediately implies that (3.19) holds. \qed

Next, we provide the following approximation to each $h^{1, \infty}(\mathbb{R}_\lambda)$ atom via the bilinear form defined as in (3.18).

**Theorem 3.10.** Let $\epsilon$ be an arbitrary positive number. Let $a(x_1, x_2)$ be an $\infty$-atom as defined in Definition 3.2. Then there exist two functions $f, g \in L^\infty(\mathbb{R}_\lambda)$ with compact supports and a constant $C(\epsilon)$ depending only on $\epsilon$ such that

\[
\|a - \Pi(f, g)\|_{h^1(\mathbb{R}_\lambda)} < \epsilon,
\]

where $\|f\|_{L^2(\mathbb{R}_\lambda)} \|g\|_{L^2(\mathbb{R}_\lambda)} \leq C(\epsilon)$.

To prove Theorem 3.10, we first provide a technical lemma as follows.

**Lemma 3.11.** Let $R := I(x_0, 1) \times I(x_0, 2)$ and $\bar{R} := I(y_0, 1) \times I(y_0, 2)$ be two rectangles in $\mathbb{R}_+ \times \mathbb{R}_+$ with $r_1 \leq \min\{x_0, y_0\}$ and $r_2 \leq \min\{y_0, x_0\}$. Moreover, assume that $|x_0 - y_0| \geq 4r_1$ and $|x_0 - y_0| \geq 4r_2$.

Let $f : \mathbb{R}^2 \rightarrow \mathbb{C}$ with $\text{supp } f \subseteq R \cup \bar{R}$. Further, assume that

\[
|f(x_1, x_2)| \lesssim \bar{C}_1 \chi_R(x_1, x_2) + \bar{C}_2 \chi_{\bar{R}}(x_1, x_2)
\]

and that $f$ has a mean value zero property:

\[
\int_{\mathbb{R}_+ \times \mathbb{R}_+} f(x_1, x_2) dm_\lambda(x_1) dm_\lambda(x_2) = 0.
\]

Then there exists a positive constant $C$ independent of $x_0, y_0, x_0, y_0, r_1, r_2, \bar{C}_1$ and $\bar{C}_2$ such that

\[
\|f\|_{h^1(\mathbb{R}_\lambda)} \leq C \left( \log_2 \frac{|x_0 - y_0|}{r_1} + \log_2 \frac{|x_0 - y_0|}{r_2} \right) \left( \bar{C}_1 \mu_\lambda(R) + \bar{C}_2 \mu_\lambda(\bar{R}) \right).
\]

\[
\|f\|_{h^1(\mathbb{R}_\lambda)} \leq \left( \log_2 \frac{|x_0 - y_0|}{r_1} + \log_2 \frac{|x_0 - y_0|}{r_2} \right) \left( \bar{C}_1 \mu_\lambda(R) + \bar{C}_2 \mu_\lambda(\bar{R}) \right).
\]
Proof. Suppose \( f \) satisfies the conditions as stated above. We will show that \( f \) has an atomic decomposition as the form in Definition 3.3. To see this, we first define two functions \( f_1(x_1, x_2) \) and \( f_2(x_1, x_2) \) by

\[
\begin{align*}
  f_1(x_1, x_2) &= f(x_1, x_2), (x_1, x_2) \in R; \quad f_1(x_1, x_2) = 0, (x_1, x_2) \in \mathbb{R}^2 \setminus R, \quad \text{and} \\
  f_2(x_1, x_2) &= f(x_1, x_2), (x_1, x_2) \in \bar{R}; \quad f_2(x_1, x_2) = 0, (x_1, x_2) \in \mathbb{R}^2 \setminus \bar{R}.
\end{align*}
\]

Then we have that \( f = f_1 + f_2 \) and that

\[
|f_1(x_1, x_2)| \lesssim \tilde{C}_1 \chi_R(x_1, x_2) \quad \text{and} \quad |f_2(x_1, x_2)| \lesssim \tilde{C}_2 \chi_{\bar{R}}(x_1, x_2).
\]

Define

\[
\begin{align*}
  g_1^i(x_1, x_2) &:= \frac{\chi_{2R}(x_1, x_2)}{\mu_\lambda(2R)} \iint_R f_1(y_1, y_2) \, d\mu_\lambda(y_1) \, d\mu_\lambda(y_2), \\
  f_1^i(x_1, x_2) &:= f_1(x_1, x_2) - g_1^i(x_1, x_2), \\
  \alpha_1^i &:= \|f_1^i\|_{L^\infty(\mathbb{R}_x)} \mu_\lambda(2R).
\end{align*}
\]

Then we claim that \( a_1^i := (\alpha_1^i)^{-1} f_1^i \) is a rectangle atom as in Definition 3.2. First, it is direct that \( a_1^i \) is supported in \( 2R \). Moreover, we have that

\[
\begin{align*}
  \int_{\mathbb{R}_+ \times \mathbb{R}_+} a_1^i(x_1, x_2) \, d\mu_\lambda(x_1) \, d\mu_\lambda(x_2) \\
  = (\alpha_1^i)^{-1} \int_{\mathbb{R}_+ \times \mathbb{R}_+} (f_1(x_1, x_2) - g_1^i(x_1, x_2)) \, d\mu_\lambda(x_1) \, d\mu_\lambda(x_2) \\
  = (\alpha_1^i)^{-1} \left( \int_{\mathbb{R}_+ \times \mathbb{R}_+} f_1(x_1, x_2) \, d\mu_\lambda(x_1) \, d\mu_\lambda(x_2) - \int_{\mathbb{R}_+ \times \mathbb{R}_+} f_1(x_1, x_2) \, d\mu_\lambda(x_1) \, d\mu_\lambda(x_2) \right) \\
  = 0
\end{align*}
\]

and that

\[
\|a_1^i\|_{L^\infty(\mathbb{R}_x)} \leq |(\alpha_1^i)^{-1}||f_1^i\|_{L^\infty(\mathbb{R}_x)} = \frac{1}{\mu_\lambda(2R)}.
\]

Thus, \( a_1^i \) is an \( \infty \)-atom as in Definition 3.2. Moreover, we have

\[
\alpha_1^i = \|f_1^i\|_{L^\infty(\mathbb{R}_x)} \mu_\lambda(2R) \leq \|f_1\|_{L^\infty(\mathbb{R}_x)} \mu_\lambda(2R) + \|g_1^i\|_{L^\infty(\mathbb{R}_x)} \mu_\lambda(2R) \leq \tilde{C}_1 \mu_\lambda(R),
\]

where the implicit constant depends only on \( \lambda \). We now have

\[
f_1(x_1, x_2) = f_1^i(x_1, x_2) + g_1^i(x_1, x_2) = \alpha_1^i a_1^i + g_1^i(x_1, x_2).
\]

For \( g_1^i(x_1, x_2) \), we further write it as

\[
g_1^i(x_1, x_2) = g_1^2(x_1, x_2) - g_1^2(x_1, x_2) + g_1^2(x_1, x_2) =: f_1^2(x_1, x_2) + g_1^2(x_1, x_2)
\]

with

\[
g_1^2(x_1, x_2) := \frac{\chi_{4R}(x_1, x_2)}{\mu_\lambda(4R)} \iint_R f_1(y_1, y_2) \, d\mu_\lambda(y_1) \, d\mu_\lambda(y_2).
\]

Again, we define

\[
\alpha_1^2 := \|f_1^2\|_{L^\infty(\mathbb{R}_x)} \mu_\lambda(4R) \quad \text{and} \quad a_1^2 := (\alpha_1^2)^{-1} f_1^2,
\]

and following similar estimates as for \( a_1^i \), we see that \( a_1^2 \) is an \( \infty \)-atom as in Definition 3.2 with

\[
\|a_1^2\|_{L^\infty(\mathbb{R}_x)} \leq \frac{1}{\mu_\lambda(4R)} \quad \text{and} \quad \alpha_1^2 \leq \tilde{C}_1 \mu_\lambda(R),
\]

where the implicit constant depends only on \( \lambda \).

Then we have

\[
f_1(x_1, x_2) = \sum_{i=1}^2 \alpha_1^i a_1^i + g_1^2(x_1, x_2).
\]
Continuing in this fashion we see that for \( i \in \{1, 2, \ldots, i_0\} \),
\[
f_1(x_1, x_2) = \sum_{i=1}^{i_0} \alpha_i^1 a_i^1 + g_i^{i_0}(x_1, x_2),
\]
where for \( i \in \{2, \ldots, i_0\} \),
\[
g_i^1(x_1, x_2) := \frac{\chi_{2^i} R(x_1, x_2)}{\mu(2^i R)} \iint_R f_1(y_1, y_2) dm_\lambda(y_1) dm_\lambda(y_2),
\]
\[
f_i^1(x_1, x_2) := g_i^{i-1}(x_1, x_2) - g_i^i(x_1, x_2),
\]
\[
\alpha_i^1 := \| f_i^1 \|_{L^\infty(\mathbb{R}^2)} \mu_\lambda(2^i R) \quad \text{and} \quad \alpha_i^1 := (\alpha_i^1)^{-1} f_i^1.
\]
Here we choose \( i_0 \) to be the smallest positive integer such that
\[
i_0 \geq \log_2 \frac{|x_{0,1} - y_{0,1}|}{r_1} + \log_2 \frac{|x_{0,2} - y_{0,2}|}{r_2}.
\]
Moreover, for \( i \in \{1, 2, \ldots, i_0\} \), we have
\[
\alpha_i^1 \leq \| f_i^1 \|_{L^\infty(\mathbb{R}^2)} \mu_\lambda(2^i R) \leq (\| g_i^{i-1} \|_{L^\infty(\mathbb{R}^2)} + \| g_i^i \|_{L^\infty(\mathbb{R}^2)}) \mu_\lambda(2^i R)
\]
\[
\leq \mu_\lambda(2^i R) \left( \frac{1}{\mu_\lambda(2^{i-1} R)} \iint_R |f_1(y_1, y_2)| dm_\lambda(y_1) dm_\lambda(y_2)
\]
\[
+ \frac{1}{\mu_\lambda(2^i R)} \iint_R |f_1(y_1, y_2)| dm_\lambda(y_1) dm_\lambda(y_2) \right)
\]
\[
\lesssim \mu_\lambda(2^i R) \frac{1}{\mu_\lambda(2^{i-1} R)} \| f_1 \|_{L^\infty(\mathbb{R}^2)} \mu_\lambda(R)
\]
\[
\lesssim \tilde{C}_1 \mu_\lambda(R),
\]
where the implicit constant depends only on \( \lambda \).
Following the same steps, we also obtain that for \( i \in \{1, 2, \ldots, i_0\} \),
\[
f_2(x_1, x_2) = \sum_{i=1}^{i_0} \alpha_i^2 a_i^2 + g_i^{i_0}(x_1, x_2),
\]
where for \( i \in \{2, \ldots, i_0\} \),
\[
g_i^2(x_1, x_2) := \frac{\chi_{2^i} R^2(x_1, x_2)}{\mu(2^i R)} \iint_R f_2(y_1, y_2) dm_\lambda(y_1) dm_\lambda(y_2),
\]
\[
f_i^2(x_1, x_2) := g_i^{i-1}(x_1, x_2) - g_i^i(x_1, x_2),
\]
\[
\alpha_i^2 := \| f_i^2 \|_{L^\infty(\mathbb{R}^2)} \mu_\lambda(2^i R) \quad \text{and} \quad \alpha_i^2 := (\alpha_i^2)^{-1} f_i^2.
\]
Similarly, for \( i \in \{1, 2, \ldots, i_0\} \), we have
\[
\alpha_i^2 \lesssim \tilde{C}_2 \mu_\lambda(R).
\]
Combining the decompositions above, we obtain that
\[
f(x_1, x_2) = \sum_{j=1}^{2} \sum_{i=1}^{i_0} \alpha_j^i a_j^i + g_j^{i_0}(x_1, x_2).
\]
We now consider the tail \( g_j^{i_0}(x_1, x_2) + g_j^0(x_1, x_2) \). To handle that, consider the rectangle \( \mathcal{R} \) defined as
\[
\mathcal{R} := I \left( \frac{x_{0,1} + y_{0,1}}{2}, (2^{i_0} + 1)r_1 \right) \times I \left( \frac{x_{0,2} + y_{0,2}}{2}, (2^{i_0} + 1)r_2 \right).
\]
Then, it is clear that $R \cup \tilde{R} \subset \overline{R}$, and that $2^i \tilde{R}, 2^i \tilde{R} \subset \overline{R}$. Thus, we get that
\[
\frac{\chi_{R}(x_1, x_2)}{\mu_{\lambda}(R)} \int_{R} f_1(y_1, y_2) d\lambda(y_1) d\lambda(y_2) + \frac{\chi_{\tilde{R}}(x_1, x_2)}{\mu_{\lambda}(\tilde{R})} \int_{\tilde{R}} f_2(y_1, y_2) d\lambda(y_1) d\lambda(y_2) = 0.
\]
Hence, we write
\[
g_1^{i_0}(x_1, x_2) + g_2^{i_0}(x_1, x_2) = \left( g_1^{i_0}(x_1, x_2) - \frac{\chi_{R}(x_1, x_2)}{\mu_{\lambda}(R)} \int_{R} f_1(y_1, y_2) d\lambda(y_1) d\lambda(y_2) \right) + \left( g_2^{i_0}(x_1, x_2) - \frac{\chi_{\tilde{R}}(x_1, x_2)}{\mu_{\lambda}(\tilde{R})} \int_{\tilde{R}} f_2(y_1, y_2) d\lambda(y_1) d\lambda(y_2) \right) =: f_1^{i_0+1} + f_2^{i_0+1}.
\]
We now define
\[
\alpha_1^{i_0+1} := \|f_1^{i_0+1}\|_{L^\infty(\mathbb{R}_x)} \mu_{\lambda}(2^{i_0+1} R), \quad \alpha_2^{i_0+1} := \|f_2^{i_0+1}\|_{L^\infty(\mathbb{R}_x)} \mu_{\lambda}(2^{i_0+1} \tilde{R})
\]
\[
a_1^{i_0+1} := (\alpha_1^{i_0+1})^{-1} f_1^{i_0+1} \quad \text{and} \quad a_2^{i_0+1} := (\alpha_2^{i_0+1})^{-1} f_2^{i_0+1}.
\]
Again we can verify that $a_1^{i_0+1}$ is an $\infty$-atom as in Definition 3.2 with
\[
\|a_1^{i_0+1}\|_{L^\infty(\mathbb{R}_x)} = \frac{1}{\mu_{\lambda}(2^{i_0+1} R)}.
\]
Moreover, we also have
\[
\alpha_1^{i_0+1} \lesssim \tilde{C}_1 \mu_{\lambda}(R).
\]
Similarly, $a_2^{i_0+1}$ is an $\infty$-atom as in Definition 3.2 with
\[
\|a_2^{i_0+1}\|_{L^\infty(\mathbb{R}_x)} = \frac{1}{\mu_{\lambda}(2^{i_0+1} \tilde{R})},
\]
and we also have
\[
\alpha_2^{i_0+1} \lesssim \tilde{C}_1 \mu_{\lambda}(\tilde{R}).
\]
Thus, we obtain that
\[
f(x_1, x_2) = \sum_{j=1}^{2} \sum_{i=1}^{i_0+1} \alpha_j^i a_j^i,
\]
which implies that $f \in h^1(\mathbb{R}_x)$ and
\[
\|f\|_{h^1(\mathbb{R}_x)} \leq \sum_{j=1}^{2} \sum_{i=1}^{i_0+1} \alpha_j^i \leq C \left( \log_2 \frac{|x_{0,1} - y_{0,1}|}{r_1} + \log_2 \frac{|x_{0,2} - y_{0,2}|}{r_2} \right) \left( \tilde{C}_1 \mu_{\lambda}(R) + \tilde{C}_2 \mu_{\lambda}(\tilde{R}) \right).
\]
Therefore, we finish the proof of Lemma 3.11.

\[\square\]

**Proof of Theorem 3.10.** Suppose $a$ is an atom of $h^1(\mathbb{R}_x)$ supported in a rectangle $R := I(x_{0,1}, r_1) \times I(x_{0,2}, r_2)$, as in Definition 3.2. Observe that if $r_1 > x_{0,1}$, then $I(x_{0,1}, r_1) = (x_{0,1} - r_1, x_{0,1} + r_1) \cap \mathbb{R}_+ = I\left(\frac{x_{0,1} + r_1}{2}, \frac{x_{0,1} + r_1}{2}\right)$. Therefore, without loss of generality, we may assume that $r_1 \leq x_{0,1}$, and similarly assume that $r_2 \leq x_{0,2}$. Let $K_2$ and $K_3$ be the constants appeared in (ii) and (iii) of Proposition 3.1 respectively, and $K_0 > \max\left\{\frac{1}{K_2}, \frac{1}{K_3}\right\} + 1$ large enough. For any $\epsilon > 0$, let $\tilde{M}$ be a positive constant large enough such that $\tilde{M} \geq 100K_0$ and $\frac{\log_2 \tilde{M}}{\tilde{M}} < \epsilon$.

We now consider the following four cases.

Case (a): $x_{0,1} \leq 2\tilde{M}r_1$, $x_{0,2} \leq 2\tilde{M}r_2$.
In this case, let \( y_{0,1} := x_{0,1} + 2\widetilde{M}K_1r_1 \) and \( y_{0,2} := x_{0,2} + 2\widetilde{M}K_2r_2 \) and
\[
\widetilde{R} := I(y_{0,1}, r_1) \times I(y_{0,2}, r_2).
\]
Then for \( i = 1, 2 \),
\[
(1 + K_0)x_{0,i} \leq y_{0,i} \leq (1 + 2\widetilde{M}K_0)x_{0,i}.
\]
Define
\[
g(x_1, x_2) := \chi_{\widetilde{R}}(x_1, x_2)
\]
and
\[
h(x_1, x_2) := -\frac{a(x_1, x_2)}{R_{\Delta, 1}R_{\Delta, 2}(g)(x_{0,1}, x_{0,2})}.
\]
We first point out that by the fact that \( y_i/x_{0,i} > K_2^{-1} \) for any \( y_i \in I(y_{0,i}, r_i), \ i = 1, 2 \), and Proposition 3.1 (ii), we see that
\[
\left| \frac{R_{\Delta, 1}R_{\Delta, 2}(g)(x_{0,1}, x_{0,2})}{\Omega_{\Delta, 1}} \right| \leq \int_{y_{0,1} - r_1}^{y_{0,1} + r_1} \frac{1}{y_1} \int_{y_{0,2} - r_2}^{y_{0,2} + r_2} \frac{1}{y_2} \sim \frac{1}{M} \int_{y_{0,1}}^{y_{0,2}} \frac{1}{y} \sim \frac{1}{M^2}.
\]
Then from the definitions of \( g \) and \( h \) above, we have
\[
\|g\|_{L^2(\mathbb{R}_\lambda)} = \mu_{\lambda}(\widetilde{R})^\frac{1}{2}
\]
and
\[
\|h\|_{L^2(\mathbb{R}_\lambda)} = \frac{1}{\left| \frac{R_{\Delta, 1}R_{\Delta, 2}(g)(x_{0,1}, x_{0,2})}{\Omega_{\Delta, 1}} \right|} \|a\|_{L^2(\mathbb{R}_\lambda)} \leq \frac{\mu_{\lambda}(R)^{-\frac{1}{2}}}{\left| \frac{R_{\Delta, 1}R_{\Delta, 2}(g)(x_{0,1}, x_{0,2})}{\Omega_{\Delta, 1}} \right|}.
\]
Thus, from (3.24), we have that
\[
\|g\|_{L^2(\mathbb{R}_\lambda)}\|h\|_{L^2(\mathbb{R}_\lambda)} \lesssim \widetilde{M}^2 \mu_{\lambda}(\widetilde{R})^\frac{1}{2} \mu_{\lambda}(R)^{-\frac{1}{2}} \lesssim \widetilde{M}^2 \left( \frac{y_{0,1}r_1 y_{0,2}r_2}{x_{0,1}r_1 x_{0,2}r_2} \right)^\frac{1}{2} \lesssim \widetilde{M}^{2+2\lambda}.
\]
Now, write
\[
\begin{align*}
  a(x_1, x_2) - \Pi(g, h)(x_1, x_2) \\
  = \left( a(x_1, x_2) + h(x_1, x_2)\frac{R_{\Delta, 1}R_{\Delta, 2}(g)(x_1, x_2)}{R_{\Delta, 1}R_{\Delta, 2}(g)(x_{0,1}, x_{0,2})} \right) - g(x_1, x_2)R_{\Delta, 1}R_{\Delta, 2}(h)(x_1, x_2) \\
  =: w_1(x_1, x_2) + w_2(x_1, x_2).
\end{align*}
\]
Moreover, we define
\[
D_1 := \frac{m_{\lambda}(I(x_{0,1}, r_1))}{m_{\lambda}(I(x_{0,1}, |y_{0,1} - x_{0,1}|)) m_{\lambda}(I(x_{0,2}, |y_{0,2} - x_{0,2}|))},
\]
and
\[
D_2 := \frac{1}{m_{\lambda}(I(x_{0,1}, |y_{0,1} - x_{0,1}|)) m_{\lambda}(I(x_{0,2}, |y_{0,2} - x_{0,2}|))}.
\]
First, consider \( w_1 \). Observe that \( \text{supp } w_1 \subseteq R \) and
\[
|w_1(x_1, x_2)| \leq |a(x_1, x_2)| \frac{\left| \frac{R_{\Delta, 1}R_{\Delta, 2}(g)(x_{0,1}, x_{0,2})}{R_{\Delta, 1}R_{\Delta, 2}(g)(x_{0,1}, x_{0,2})} \right|}{\left| \frac{R_{\Delta, 1}R_{\Delta, 2}(g)(x_{0,1}, x_{0,2})}{R_{\Delta, 1}R_{\Delta, 2}(g)(x_{0,1}, x_{0,2})} \right|}.
\]
Then as \( (x_1, x_2) \in R \), we can estimate
\[
\left| \frac{R_{\Delta, 1}R_{\Delta, 2}(g)(x_{0,1}, x_{0,2})}{R_{\Delta, 1}R_{\Delta, 2}(g)(x_{0,1}, x_{0,2})} \right|
\]
\begin{equation*}
\left| w_1(x_1, x_2) \right| \lesssim M^2 \|a\|_{L^\infty(R)} \mu(L) \left( \frac{r_1 m_\lambda(I(y_1, r_1))}{|y_1 - x_1| m_\lambda(I(x_1, |y_1 - x_1|)) m_\lambda(I(x_2, |y_2 - x_2|))} \chi_R(x_1, x_2) \right.
\end{equation*}
\begin{equation*}
\left. + \frac{r_2 m_\lambda(I(y_2, r_2))}{|y_2 - x_2| m_\lambda(I(x_2, |y_2 - x_2|)) m_\lambda(I(x_1, |y_1 - x_1|))} \chi_R(x_1, x_2) \right).
\end{equation*}
Combining the above estimates, (3.24), and the definition of \( w_1 \) immediately gives:
\begin{equation*}
\left| w_1(x_1, x_2) \right| \lesssim M^2 \|a\|_{L^\infty(R)} \mu(L) \left( \frac{r_1 m_\lambda(I(y_1, r_1))}{|y_1 - x_1| m_\lambda(I(x_1, |y_1 - x_1|)) m_\lambda(I(x_2, |y_2 - x_2|))} \chi_R(x_1, x_2) \right.
\end{equation*}
\begin{equation*}
\left. + \frac{r_2 m_\lambda(I(y_2, r_2))}{|y_2 - x_2| m_\lambda(I(x_2, |y_2 - x_2|)) m_\lambda(I(x_1, |y_1 - x_1|))} \chi_R(x_1, x_2) \right).
\end{equation*}
Now, consider \( w_2(x_1, x_2) \). Note that
\begin{equation*}
w_2(x_1, x_2) = \frac{1}{R_\Delta,1 R_\Delta,2(g)(x_0, x_0)} \chi_\widetilde{R}(x_1, x_2) R_\Delta,1 R_\Delta,2(a)(x_1, x_2).
\end{equation*}
Clearly, \( \text{supp} \ w_2 \subseteq \widetilde{R} \). Furthermore, using the mean value zero property of \( a(x_1, x_2) \), we have:
\begin{equation*}
R_\Delta,1 R_\Delta,2(a)(x_1, x_2) = \int_R \left( R_\Delta,1(x_1, y_1) R_\Delta,2(x_2, y_2) - R_\Delta,1(x_1, x_1) R_\Delta,2(x_2, x_2) \right)
\end{equation*}
\begin{equation*}
\times a(y_1, y_2) d\lambda(y_1) d\lambda(y_2).
\end{equation*}
Then following similar estimates as in \( w_1 \) above, we have
\begin{equation*}
\left| w_2(x_1, x_2) \right| \lesssim M^2 \|a\|_{L^\infty(R)} \mu(L) \left( \frac{r_1 m_\lambda(I(x_1, y_1))}{|x_1 - x_1| m_\lambda(I(x_1, |x_1 - x_1|)) m_\lambda(I(x_2, |x_2 - x_2|))} \chi_\widetilde{R}(x_1, x_2) \right.
\end{equation*}
\begin{equation*}
\left. + \frac{r_2 m_\lambda(I(x_2, y_2))}{|x_2 - x_2| m_\lambda(I(x_2, |x_2 - x_2|)) m_\lambda(I(x_1, |x_1 - x_1|))} \chi_\widetilde{R}(x_1, x_2) \right).
\end{equation*}
Combining the estimates of \( w_1 \) and \( w_2 \), we can conclude that \( a - \Pi(f, g) \) has support contained in
\begin{equation*}
R \cup \widetilde{R}
\end{equation*}
and satisfies
\begin{equation*}
\int_{R_+ \times R_+} (a(x_1, x_2) - \Pi(f, g)(x_1, x_2)) d\lambda(x_1) d\lambda(x_2) = 0.
\end{equation*}
Then, from Lemma 3.11, we have
\[
\|a - \Pi(f, g)\|_{h^1(\mathbb{R}^n)} \lesssim \left( \log_2 \frac{|x_{0,1} - y_{0,1}|}{r_1} + \log_2 \frac{|x_{0,2} - y_{0,2}|}{r_2} \right) \left( D_1 \mu_\lambda(R) + D_2 \mu_\lambda(\bar{R}) \right)
\]
\[
\lesssim \left( \log_2 \frac{|x_{0,1} - y_{0,1}|}{r_1} + \log_2 \frac{|x_{0,2} - y_{0,2}|}{r_2} \right) \left( \frac{r_1}{|x_{0,1} - y_{0,1}|} + \frac{r_2}{|x_{0,2} - y_{0,2}|} \right)
\]
\[
\lesssim \frac{\log_2 \bar{M}}{\bar{M}}
\]
\[
\lesssim \epsilon.
\]

Case (b): \( x_{0,1} > 2 \bar{M} r_1, x_{0,2} \leq 2 \bar{M} r_2 \).

In this case, let \( y_{0,1} := x_{0,1} - \frac{\bar{M} r_1}{K_0} \) and \( y_{0,2} := x_{0,2} + 2 \bar{M} K_0 r_2 \) and
\[
\bar{R} := I(y_{0,1}, r_1) \times I(y_{0,2}, r_2).
\]

We also let \( g \) and \( h \) be the same as in (3.22) and (3.23), respectively.

Then \( 2 \bar{M} K_0^{-1} r_0 y_{0,1} < y_{0,1} < x_{0,1} \). For every \( y_1 \in I(y_{0,1}, r_1) \), from the facts that \( K_0 > \max \{ \frac{1}{r_2}, \frac{1}{r_3} \} + 1 \) and \( M \geq 100 K_0 \), we have
\[
0 < \frac{x_{0,1}}{y_1} - 1 < K_3.
\]

To continue, for the first variable, we use Proposition 3.1 (iii) and the fact that \( y_1 \sim y_{0,1} \sim x_{0,1} \) for any \( y_1 \in I(y_{0,1}, r_1) \); and for the second variable, we use Proposition 3.1 (ii) the fact that \( y_2/x_{0,2} > K_2^{-1} \) for any \( y_2 \in I(y_{0,2}, r_2) \). Then we see that
\[
(3.25) \quad \left| \widehat{R_{\Delta,1} \Delta_{\lambda,2}}(g)(x_{0,1}, x_{0,2}) \right|
\]
\[
= \left| \int_{y_{0,1} - r_1}^{y_{0,1} + r_1} \int_{y_{0,2} - r_2}^{y_{0,2} + r_2} \hat{R}_{\Delta,1}(y_1, x_{0,1}) d\lambda(y_1) \hat{R}_{\Delta,1}(y_2, x_{0,2}) d\lambda(y_2) \right|
\]
\[
\lesssim \int_{y_{0,1} - r_1}^{y_{0,1} + r_1} \frac{1}{x_{0,1} - y_1} \frac{1}{r_2} \int_{y_{0,2} - r_2}^{y_{0,2} + r_2} \frac{1}{y_2} \left| \frac{dy_1}{y_{0,1}} \frac{dy_2}{y_{0,2}} \right| \sim \frac{1}{M^2}.
\]

Thus, from (3.25), we have that
\[
\|g\|_{L^2(\mathbb{R}^n)} \|h\|_{L^2(\mathbb{R}^n)} \lesssim \bar{M}^2 \left( \frac{y_{0,1}^2 r_1}{x_{0,1} r_1} \frac{y_{0,2}^2 r_2}{x_{0,2} r_2} \right)^{\frac{1}{2}} \lesssim \bar{M}^{2+\lambda}.
\]

Then to estimate \( a(x_1, x_2) - \Pi(g, h)(x_1, x_2) \), we define \( w_1 \) and \( w_2 \) to be the same as in Case (a). And following the same estimates as in Case (a), we obtain that
\[
w_1(x_1, x_2) \lesssim D_1 \chi_R(x_1, x_2) \quad \text{and} \quad w_2(x_1, x_2) \lesssim D_2 \chi_R(x_1, x_2).
\]

Then, the fact that \( \|a - \Pi(g, h)\|_{h^1(\mathbb{R}^n)} \lesssim \epsilon \) now immediately follows from Lemma 3.11 and the argument in Case (a).

Case (c): \( x_{0,1} \leq 2 \bar{M} r_1, x_{0,2} > 2 \bar{M} r_2 \).

In this case, let \( y_{0,1} := x_{0,1} + 2 \bar{M} K_0 r_1 \) and \( y_{0,2} := x_{0,2} - \frac{\bar{M} r_2}{K_0} \) and
\[
\bar{R} := I(y_{0,1}, r_1) \times I(y_{0,2}, r_2).
\]

We also let \( g \) and \( h \) be the same as in (3.22) and (3.23), respectively. Then, by handling the estimates symmetrically to Case (b), we obtain that
\[
(3.26) \quad \left| \widehat{R_{\Delta,1} \Delta_{\lambda,2}}(g)(x_{0,1}, x_{0,2}) \right| \gtrsim \frac{1}{M^2},
\]
which gives
\[ \| g \|_{L^2(\mathbb{R}_\lambda)} \| h \|_{L^2(\mathbb{R}_\lambda)} \lesssim \tilde{M}^{2+\lambda}. \]

Again we obtain that \( \| a - \Pi(f, g) \|_{h^1(\mathbb{R}_\lambda)} \lesssim \epsilon. \)

Case (d): \( x_{0,1} > 2\tilde{M}r_1, x_{0,2} > 2\tilde{M}r_2. \)

In this case, let \( y_{0,1} := x_{0,1} - \frac{\tilde{M}r_1}{K_3} \) and \( y_{0,2} := x_{0,2} - \frac{\tilde{M}r_2}{K_3} \) and
\[ \tilde{R} := I(y_{0,1}, r_1) \times I(y_{0,2}, r_2). \]

We also let \( g \) and \( h \) be the same as in (3.22) and (3.23), respectively. Then for \( i = 1, 2, \frac{2K_0-1}{K_3}x_{0,i} < y_{0,i} < x_{0,i}. \) For every \( y_i \in I(y_{0,i}, r_i), \) from the facts that \( K_0 > \max\{\frac{1}{K_2}, \frac{1}{K_3}\} + 1 \) and \( \tilde{M} \geq 100K_0, \) we have
\[ 0 < \frac{x_{0,i}}{y_i} - 1 < K_3. \]

To continue, we use Proposition 3.1 (iii) and the fact that \( y_i \sim y_{0,i} \sim x_{0,i} \) for any \( y_i \in I(y_{0,i}, r_i) \) for \( i = 1, 2. \) Then we see that
\[
\begin{align*}
\left| \mathcal{R}_{\Delta,1} \mathcal{R}_{\Delta,2}(g)(x_{0,1}, x_{0,2}) \right| \\
\geq \int_{y_{0,1}-r_1}^{y_{0,1}+r_1} \int_{y_{0,1}-y_1}^{y_{0,1}+y_1} \frac{1}{x_{0,1} - y_1} \, dm_\lambda(y_1) \int_{y_{0,2}-r_2}^{y_{0,2}+r_2} \frac{1}{x_{0,2} - y_2} \, dm_\lambda(y_2)
\end{align*}
\]
\[
\sim \int_{y_{0,1}-r_1}^{y_{0,1}+r_1} \int_{y_{0,2}-r_2}^{y_{0,2}+r_2} \frac{1}{x_{0,1} - y_1} \, dy_1 \int_{y_{0,2}-r_2}^{y_{0,2}+r_2} \frac{1}{x_{0,2} - y_2} \, dy_2 \sim \frac{1}{M^2}.
\]

Thus, from (3.27), we have that
\[
\| g \|_{L^2(\mathbb{R}_\lambda)} \| h \|_{L^2(\mathbb{R}_\lambda)} \lesssim \tilde{M}^2 \left( \frac{y_{0,1}^2 r_1 y_{0,2}^2 r_2}{x_{0,1}^2 r_1 x_{0,2}^2 r_2} \right)^{\frac{1}{2}} \lesssim M^2.
\]

Again we obtain that \( \| a - \Pi(f, g) \|_{h^1(\mathbb{R}_\lambda)} \lesssim \epsilon. \)

**Proof of Theorem 3.8.** We first point out that from (3.19), for every \( g, h \in L^\infty(\mathbb{R}_\lambda) \) with compact support,
\[
\| \Pi(g, h) \|_{h^1(\mathbb{R}_\lambda)} \lesssim \| g \|_{L^2(\mathbb{R}_\lambda)} \| h \|_{L^2(\mathbb{R}_\lambda)}.
\]

Based on this upper bound, for every \( f \in h^1(\mathbb{R}_\lambda) \) having the representation (3.17) with
\[
\sum_{k=1}^{\infty} \sum_{j=1}^{\infty} \left| \alpha_j^k \right| \left\| g_j^k \right\|_{L^2(\mathbb{R}_\lambda)} \left\| h_j^k \right\|_{L^2(\mathbb{R}_\lambda)} < \infty,
\]
we have that
\[
\| f \|_{h^1(\mathbb{R}_\lambda)} \lesssim \sum_{k=1}^{\infty} \sum_{j=1}^{\infty} \left| \alpha_j^k \right| \| \Pi \left( g_j^k, h_j^k \right) \|_{h^1(\mathbb{R}_\lambda)} \lesssim \sum_{k=1}^{\infty} \sum_{j=1}^{\infty} \left| \alpha_j^k \right| \| g_j^k \|_{L^2(\mathbb{R}_\lambda)} \| h_j^k \|_{L^2(\mathbb{R}_\lambda)},
\]

which gives that
\[
\| f \|_{h^1(\mathbb{R}_\lambda)} \lesssim \inf \left\{ \sum_{k=1}^{\infty} \sum_{j=1}^{\infty} \left| \alpha_j^k \right| \left\| g_j^k \right\|_{L^2(\mathbb{R}_\lambda)} \left\| h_j^k \right\|_{L^2(\mathbb{R}_\lambda)} : f = \sum_{k=1}^{\infty} \sum_{j=1}^{\infty} \alpha_j^k \Pi \left( g_j^k, h_j^k \right) \right\}.
\]

It remains to show that for every \( f \in h^1(\mathbb{R}_\lambda), \) \( f \) has a representation as in (3.17) with
\[
\| f \|_{h^1(\mathbb{R}_\lambda)} \lesssim \inf \left\{ \sum_{k=1}^{\infty} \sum_{j=1}^{\infty} \left| \alpha_j^k \right| \left\| g_j^k \right\|_{L^2(\mathbb{R}_\lambda)} \left\| h_j^k \right\|_{L^2(\mathbb{R}_\lambda)} : f = \sum_{k=1}^{\infty} \sum_{j=1}^{\infty} \alpha_j^k \Pi \left( g_j^k, h_j^k \right) \right\} \lesssim \| f \|_{h^1(\mathbb{R}_\lambda)}.
\]
To this end, assume that $f$ has the following atomic representation $f = \sum_{j=1}^{\infty} \alpha_j^1 a_j^1$ with $\sum_{j=1}^{\infty} |\alpha_j^1| \leq \tilde{C}_0 \|f\|_{h^1(\mathbb{R}_\lambda)}$ for certain absolute constant $\tilde{C}_0 \in (1, \infty)$. We show that for every $\epsilon \in \left(0, \tilde{C}_0^{-1}\right)$ and every $K \in \mathbb{N}$, $f$ has the following representation

$$f = \sum_{k=1}^{K} \sum_{j=1}^{\infty} \alpha_j^k \Pi \left(g_j^k, h_j^k\right) + E_K,$$

where

$$\sum_{j=1}^{\infty} |\alpha_j^k| \leq \epsilon^{k-1} \tilde{C}_0 \|f\|_{h^1(\mathbb{R}_\lambda)},$$

and $E_K \in h^1(\mathbb{R}_\lambda)$ with

$$\|E_K\|_{h^1(\mathbb{R}_\lambda)} \leq (\epsilon \tilde{C}_0)^K \|f\|_{h^1(\mathbb{R}_\lambda)},$$

and $g_j^k \in L^2(\mathbb{R}_\lambda)$, $h_j^k \in L^2(\mathbb{R}_\lambda)$ for each $k$ and $j$, $\{\alpha_j^k\}_j \in \ell^1$ for each $k$ satisfying that

$$\left\|g_j^k\right\|_{L^2(\mathbb{R}_\lambda)} \left\|h_j^k\right\|_{L^2(\mathbb{R}_\lambda)} \lesssim C(\epsilon)$$

with the absolute constant $C(\epsilon) = \tilde{M}^{2+2\lambda}$, where $M$ is the constant in the proof of Theorem 3.10 satisfying $\tilde{M} \geq 100K_0$ and $\frac{\log_2 M}{M} < \epsilon$.

In fact, for given $\epsilon$ and each $a_j^1$, by Theorem 3.10 we obtain that there exist $g_j^1 \in L^2(\mathbb{R}_\lambda)$ and $h_j^1 \in L^2(\mathbb{R}_\lambda)$ with

$$\left\|g_j^1\right\|_{L^2(\mathbb{R}_\lambda)} \left\|h_j^1\right\|_{L^2(\mathbb{R}_\lambda)} \lesssim C(\epsilon)$$

and

$$\|a_j^1 - \Pi \left(g_j^1, h_j^1\right)\|_{h^1(\mathbb{R}_\lambda)} < \epsilon.$$

Now we write

$$f = \sum_{j=1}^{\infty} \alpha_j^1 a_j^1 = \sum_{j=1}^{\infty} \alpha_j^1 \Pi \left(g_j^1, h_j^1\right) + \sum_{j=1}^{\infty} \alpha_j^1 \left[a_j^1 - \Pi \left(g_j^1, h_j^1\right)\right] =: M_1 + E_1.$$

Observe that

$$\|E_1\|_{h^1(\mathbb{R}_\lambda)} \leq \sum_{j=1}^{\infty} |\alpha_j^1| \|a_j^1 - \Pi \left(g_j^1, h_j^1\right)\|_{h^1(\mathbb{R}_\lambda)} \leq \epsilon \tilde{C}_0 \|f\|_{h^1(\mathbb{R}_\lambda)}.$$

Since $E_1 \in h^1(\mathbb{R}_\lambda)$, for the given $\tilde{C}_0$, there exists a sequence of atoms $\{a_j^2\}_j$ and numbers $\{\alpha_j^2\}_j$ such that $E_1 = \sum_{j=1}^{\infty} \alpha_j^2 a_j^2$ and

$$\sum_{j=1}^{\infty} |\alpha_j^2| \leq C_0 \|E_1\|_{h^1(\mathbb{R}_\lambda)} \leq \epsilon \tilde{C}_0 \|f\|_{h^1(\mathbb{R}_\lambda)}.$$

Again, we have that for given $\epsilon$, there exists a representation of $E_1$ such that

$$E_1 = \sum_{j=1}^{\infty} \alpha_j^2 \Pi \left(g_j^2, h_j^2\right) + \sum_{j=1}^{\infty} \alpha_j^2 \left[a_j^2 - \Pi \left(g_j^2, h_j^2\right)\right] =: M_2 + E_2,$$

and

$$\left\|g_j^2\right\|_{L^2(\mathbb{R}_\lambda)} \left\|h_j^2\right\|_{L^2(\mathbb{R}_\lambda)} \lesssim C(\epsilon) \quad \text{and} \quad \|a_j^2 - \Pi \left(g_j^2, h_j^2\right)\|_{h^1(\mathbb{R}_\lambda)} < \frac{\epsilon}{2}.$$
Moreover,
\[ \|E_2\|_{h^1(\mathbb{R}_+)} \leq \sum_{j=1}^{\infty} |\alpha_j^2| \|a_j^2 - \Pi(g_j^2, h_j^2)\|_{h^1(\mathbb{R}_+)} \leq (\epsilon C_0)^2 \|f\|_{h^1(\mathbb{R}_+)}. \]

Now we conclude that
\[ f = \sum_{j=1}^{\infty} \alpha_j^1 a_j^1 = 2 \sum_{k=1}^{\infty} \alpha_j^k \Pi(g_j^k, h_j^k) + E_2. \]

Continuing in this way, we deduce that for every \( K \in \mathbb{N}, f \) has the representation (3.29) satisfying (3.32), (3.30), and (3.31). Thus letting \( K \to \infty \), we see that (3.17) holds. Moreover, since \( \epsilon C_0 < 1 \), we have that
\[ \sum_{k=1}^{\infty} \sum_{j=1}^{\infty} |\alpha_j^k| \leq \sum_{k=1}^{\infty} \epsilon^{-1} (\epsilon C_0)^k \|f\|_{h^1(\mathbb{R}_+)} \lesssim \|f\|_{h^1(\mathbb{R}_+)}, \]
which implies (3.28) and hence, completes the proof of Theorem 3.8. \( \square \)

**Proof of (i) \Leftrightarrow (iv).** Suppose that \( b \in L^2_{loc}(\mathbb{R}_+) \). Assume that \([b, R_{\Delta}, 1 R_{\Delta}, 2]\) is bounded on \( L^2(\mathbb{R}_+) \).

From the definition of \( h^1(\mathbb{R}_+) \), given \( f \in h^1(\mathbb{R}_+) \), there exists a number sequence \( \{\lambda_j\}_{j=1}^{\infty} \) and atoms \( \{a_j\}_{j=1}^{\infty} \) such that
\[ f = \sum_{j=1}^{\infty} \lambda_j a_j, \]
where the series converges in the \( h^1(\mathbb{R}_+) \) norm and \( \|f\|_{h^1(\mathbb{R}_+)} \approx \sum_{j=1}^{\infty} |\lambda_j| \). Hence, we have that \( f_N := \sum_{j=1}^{N} \lambda_j a_j \) tends to \( f \) as \( N \to +\infty \) in the \( h^1(\mathbb{R}_+) \) norm, which implies that \( h^1(\mathbb{R}_+) \cap L^\infty_c(\mathbb{R}_+) \) is dense in \( h^1(\mathbb{R}_+) \), recall that \( L^\infty_c(\mathbb{R}_+) \) is the subspace of \( L^\infty(\mathbb{R}_+) \) consisting of functions with compact support in \( \mathbb{R}_+ \times \mathbb{R}_+ \).

Now for \( f \in h^1(\mathbb{R}_+) \cap L^\infty_c(\mathbb{R}_+) \), from Theorem 3.8, we choose a weak factorization of \( f \) such that
\[ f = \sum_{k=1}^{\infty} \sum_{j=1}^{\infty} \alpha_j^k \Pi(g_j^k, h_j^k) \]
in the sense of \( h^1(\mathbb{R}_+) \), where the sequence \( \{\alpha_j^k\} \in \ell^1 \) and the functions \( g_j^k \) and \( h_j^k \) are in \( L^\infty_c(\mathbb{R}_+) \) satisfying
\[ \sum_{k=1}^{\infty} \sum_{j=1}^{\infty} |\alpha_j^k| \|g_j^k\|_{L^2(\mathbb{R}_+)} \|h_j^k\|_{L^2(\mathbb{R}_+)} \lesssim \|f\|_{h^1(\mathbb{R}_+)}. \]

From the definition of bilinear form \( \Pi \) as in (3.18), we see that \( \Pi(g_j^k, h_j^k) \) is in \( L^2(\mathbb{R}_+) \) with compact support.

Since \( f \in h^1(\mathbb{R}_+) \cap L^\infty_c(\mathbb{R}_+) \), we see that \( f \) is in \( L^2(U) \), where we use the set \( U \) to denote the support of \( f \). Hence,
\[ \int_{\mathbb{R}_+ \times \mathbb{R}_+} b(x_1, x_2) f(x_1, x_2) \, dm_\lambda(x_1) \, dm_\lambda(x_2) \]
is well-defined, since \( b \in L^2_{loc}(\mathbb{R}_+) \) and hence in \( L^2(U) \).

We now define
\[ b_i(x_1, x_2) = b(x_1, x_2) \chi_{\{b(x_1, x_2) \leq i\}}(x_1, x_2), \quad i = 1, 2, \ldots \]
It is clear that \( b_i(x_1, x_2) \to b(x_1, x_2) \) as \( i \to \infty \) in the sense of \( L^2(U) \). And then we have
\[ \int_{\mathbb{R}_+ \times \mathbb{R}_+} b_i(x_1, x_2) f(x_1, x_2) \, dm_\lambda(x_1) \, dm_\lambda(x_2) = \lim_{i \to \infty} \int_{\mathbb{R}_+ \times \mathbb{R}_+} b_i(x_1, x_2) f(x_1, x_2) \, dm_\lambda(x_1) \, dm_\lambda(x_2). \]
Next, for each \(i = 1, 2, \ldots\), we have that
\[
\int_{\mathbb{R}^+ \times \mathbb{R}^+} b_i(x_1, x_2) f(x_1, x_2) \, dm_\lambda(x_1) \, dm_\lambda(x_2)
\]
\[
= \int_{\mathbb{R}^+ \times \mathbb{R}^+} b_i(x_1, x_2) \sum_{k=1}^{\infty} \sum_{j=1}^{\infty} \alpha_j^k \Pi(g_j^k, h_j^k)(x_1, x_2) \, dm_\lambda(x_1) \, dm_\lambda(x_2)
\]
\[
= \sum_{k=1}^{\infty} \sum_{j=1}^{\infty} \alpha_j^k \sum_{k=1}^{\infty} \sum_{j=1}^{\infty} \alpha_j^k \int_{\mathbb{R}^+ \times \mathbb{R}^+} b_i(x_1, x_2) \Pi(g_j^k, h_j^k)(x_1, x_2) \, dm_\lambda(x_1) \, dm_\lambda(x_2)
\]
\[
= \sum_{k=1}^{\infty} \sum_{j=1}^{\infty} \alpha_j^k \langle b_i, \Pi(g_j^k, h_j^k) \rangle_{L^2(\mathbb{R}_\lambda)}
\]
since \(b_i\) is in \(L^\infty(U)\) and hence is in \(\text{bmo}(\mathbb{R}_\lambda)\), (3.33) holds in \(h^1(\mathbb{R}_\lambda)\) and each \(\Pi(g_j^k, h_j^k)\) is in \(h^1(\mathbb{R}_\lambda)\) as showed in Proposition 3.9.

As a consequence, we obtain that
\[
(3.34) \quad |\langle b, f \rangle_{L^2(\mathbb{R}_\lambda)}| = \lim_{i \to \infty} \left| \int_{\mathbb{R}^+ \times \mathbb{R}^+} b_i(x_1, x_2) f(x_1, x_2) \, dm_\lambda(x_1) \, dm_\lambda(x_2) \right|
\]
\[
\leq \lim_{i \to \infty} \sum_{k=1}^{\infty} \sum_{j=1}^{\infty} |\alpha_j^k| |\langle b_i, \Pi(g_j^k, h_j^k) \rangle_{L^2(\mathbb{R}_\lambda)}|
\]
\[
= \sum_{k=1}^{\infty} \sum_{j=1}^{\infty} \lim_{i \to \infty} |\alpha_j^k| |\langle b_i, \Pi(g_j^k, h_j^k) \rangle_{L^2(\mathbb{R}_\lambda)}|,
\]
where the equality above holds since all the terms are non-negative. Next, since \(b_i(x_1, x_2) \to b(x_1, x_2)\) as \(i \to \infty\) in the sense of \(L^2(V)\) and \(\Pi(g_j^k, h_j^k)\) is in \(L^2(V)\) with \(V\) the support of \(\Pi(g_j^k, h_j^k)\), we have that
\[
\lim_{i \to \infty} \langle b_i, \Pi(g_j^k, h_j^k) \rangle_{L^2(\mathbb{R}_\lambda)} = \langle b, \Pi(g_j^k, h_j^k) \rangle_{L^2(\mathbb{R}_\lambda)},
\]
which implies that
\[
\lim_{i \to \infty} |\langle b_i, \Pi(g_j^k, h_j^k) \rangle_{L^2(\mathbb{R}_\lambda)}| = |\langle b, \Pi(g_j^k, h_j^k) \rangle_{L^2(\mathbb{R}_\lambda)}|.
\]
This, together with (3.34), yields that
\[
|\langle b, f \rangle_{L^2(\mathbb{R}_\lambda)}| \leq \sum_{k=1}^{\infty} \sum_{j=1}^{\infty} |\alpha_j^k| |\langle b, \Pi(g_j^k, h_j^k) \rangle_{L^2(\mathbb{R}_\lambda)}|
\]
\[
= \sum_{k=1}^{\infty} \sum_{j=1}^{\infty} |\alpha_j^k| \left| \left\langle g_j^k, [b, R_{\Delta_\lambda, 1} R_{\Delta_\lambda, 2}] h_j^k \right\rangle_{L^2(\mathbb{R}_\lambda)} \right|,
\]
which is further bounded by
\[
\sum_{k=1}^{\infty} \sum_{j=1}^{\infty} |\alpha_j^k| \left\| g_j^k \right\|_{L^2(\mathbb{R}_\lambda)} \left\| [b, R_{\Delta_\lambda, 1} R_{\Delta_\lambda, 2}] h_j^k \right\|_{L^2(\mathbb{R}_\lambda)}
\]
\[
\leq \left\| [b, R_{\Delta_\lambda, 1} R_{\Delta_\lambda, 2}] : L^2(\mathbb{R}_\lambda) \to L^2(\mathbb{R}_\lambda) \right\| \sum_{k=1}^{\infty} \sum_{j=1}^{\infty} |\alpha_j^k| \left\| g_j^k \right\|_{L^2(\mathbb{R}_\lambda)} \left\| h_j^k \right\|_{L^2(\mathbb{R}_\lambda)}
\]
\[
\lesssim \left\| [b, R_{\Delta_\lambda, 1} R_{\Delta_\lambda, 2}] : L^2(\mathbb{R}_\lambda) \to L^2(\mathbb{R}_\lambda) \right\| \| f \|_{h^1(\mathbb{R}_\lambda)}.
\]
Then by the fact that \(\{ f \in h^1(\mathbb{R}_\lambda) : f\) has compact support\} is dense in \(h^1(\mathbb{R}_\lambda)\), and the duality between \(h^1(\mathbb{R}_\lambda)\) and \(\text{bmo}(\mathbb{R}_\lambda)\) (see Theorem 3.7), we finish the proof.
Proof of Corollary 1.5. Suppose $b \in \text{bmo}(\mathbb{R}_\lambda)$. Then based on (iii) of Theorem 1.4, we obtain that there exist $f_1, f_2, g_1, g_2 \in L^\infty(\mathbb{R}_\lambda)$ such that $b = f_1 + R_{\Delta_\lambda, 1}g_1 = f_2 + R_{\Delta_\lambda, 1}g_2$ and moreover,

$$
\|b\|_{\text{bmo}(\mathbb{R}_\lambda)} \approx \inf \left\{ \max_{i=1,2} \left\{ \|f_i\|_{L^\infty(\mathbb{R}_\lambda)}, \|g_i\|_{L^\infty(\mathbb{R}_\lambda)} \right\} \right\}
$$

where the infimum is taken over all possible decompositions of $b$.

We now show that $b$ is also in $\text{BMO}_{\Delta_\lambda}(\mathbb{R}_\lambda)$. To see this, we recall the recent result of decomposition of $\text{BMO}_{\Delta_\lambda}(\mathbb{R}_\lambda)$ obtained in [DLWY2].

**Theorem 3.12 ([DLWY2])**. The following two statements are equivalent.

(i) $\varphi \in \text{BMO}_{\Delta_\lambda}(\mathbb{R}_\lambda)$;

(ii) There exist $h_i \in L^\infty(\mathbb{R}_\lambda)$, $i = 1, 2, 3, 4$, such that

$$
\varphi = h_1 + R_{\Delta_\lambda, 1}(h_2) + R_{\Delta_\lambda, 2}(h_3) + R_{\Delta_\lambda, 1}R_{\Delta_\lambda, 2}(h_4).
$$

Back to the proof, we now choose $h_1 = f_1$, $h_2 = g_1$, $h_3 = h_4 = 0$. Then it is easy to see that

$$
b = h_1 + R_{\Delta_\lambda, 1}(h_2) + R_{\Delta_\lambda, 2}(h_3) + R_{\Delta_\lambda, 1}R_{\Delta_\lambda, 2}(h_4),
$$

which implies that $b \in \text{BMO}_{\Delta_\lambda}(\mathbb{R}_\lambda)$.

Similarily, we can also choose $h_1 = f_2$, $h_3 = g_2$, $h_2 = h_4 = 0$. Combining these two choices, we further obtain that

$$
\|b\|_{\text{BMO}_{\Delta_\lambda}(\mathbb{R}_\lambda)} \lesssim \|b\|_{\text{bmo}(\mathbb{R}_\lambda)}.
$$

which implies that

$$
\text{bmo}(\mathbb{R}_\lambda) \subset \text{BMO}_{\Delta_\lambda}(\mathbb{R}_\lambda).
$$

Next we prove that $\text{bmo}_{\Delta_\lambda}(\mathbb{R}_\lambda)$ is a proper subspace of $\text{BMO}_{\Delta_\lambda}(\mathbb{R}_\lambda)$. To see this, we let $K_3$ be the constant in (iii) of Proposition 3.1. Since $R_{\Delta_\lambda, 1}R_{\Delta_\lambda, 2}$ is a product Calderón–Zygmund operator on $\mathbb{R}_\lambda$ and hence it is bounded from $L^\infty(\mathbb{R}_\lambda)$ to $\text{BMO}_{\Delta_\lambda}(\mathbb{R}_\lambda)$ (see [HLL]). Then it is direct that the following function

$$
b(x_1, x_2) := R_{\Delta_\lambda, 1}R_{\Delta_\lambda, 2}(\chi_{(1,2)}(x_1, x_2))(x_1, x_2)
$$

is in $\text{BMO}_{\Delta_\lambda}(\mathbb{R}_\lambda)$.

Next we claim that this function $b(x_1, x_2)$ is not in $\text{bmo}(\mathbb{R}_\lambda)$. To see this, we first note that $b(x_1, x_2)$ can be written as

$$
b(x_1, x_2) = R_{\Delta_\lambda}(\chi_{(1,2)})(x_1)R_{\Delta_\lambda}(\chi_{(1,2)})(x_2).
$$

We now verify that $R_{\Delta_\lambda}(\chi_{(1,2)})(x_1)$ is not in $L^\infty(\mathbb{R}_+, dm_\lambda)$. In fact, by Proposition 3.1, for every $\delta > 0$ small enough and $x_1 \in (1 - \delta, 1)$, we choose $\epsilon = 2\delta$. Then we have

$$
R_{\Delta_\lambda}(\chi_{(1,2)})(x_1) = \int_1^{x_1 + \epsilon} R_{\Delta_\lambda}(x_1, y) y^{2\lambda} dy \geq \int_{x_1 + \epsilon}^{(1 + K_3)x_1} R_{\Delta_\lambda}(x_1, y) y^{2\lambda} dy 
$$

\[ \geq \int_{x_1 + \epsilon}^{(1 + K_3)x_1} C_{K_3, \lambda} \frac{1}{x_1^2 y^\lambda} \frac{1}{y - x_1} y^{2\lambda} dy \]

\[ \geq \int_{x_1 + \epsilon}^{(1 + K_3)x_1} \frac{1}{y - x_1} dy = \ln(y - x_1)_{x_1 + \epsilon}^{(1 + K_3)x_1} = \ln(K_3x_1) - \ln \epsilon = \ln(K_3) - \ln(2\delta). \]

Then it is direct that when $\delta \to 0^+$, $R_{\Delta_\lambda}(\chi_{(0,1)})(x_1)$ is unbounded around the interval $(1 - \delta, 1)$.

Hence, for the function $b(x_1, x_2)$ defined as in (3.35), when we fix $x_1$, $b(x_1, x_2)$ as a function of $x_2$ is in $\text{BMO}_{\Delta_\lambda}(\mathbb{R}_+, dm_\lambda)$. However, it is not uniform for the variable $x_1$. \[\square\]
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