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ABSTRACT

Stochastic fluid-fluid models (SFFMs) offer powerful modeling ability for a wide range of real-life systems of significance. The existing theoretical framework for this class of models is in terms of operator-analytic methods. For the first time, we establish matrix-analytic methods for the efficient analysis of SFFMs. We illustrate the theory with numerical examples.
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1. Introduction

Many real-life systems have an element of uncertainty which is modeled by probabilistic methods. Inspired by engineering problems, economical theories, telecommunication networks, health care, insurance and manufacturing/management systems, environmental problems or biological applications, in this paper we consider stochastic fluid-fluid models (SFFMs) introduced by Bean and O’Reilly\textsuperscript{[13]}. The main goal of this paper is to establish matrix-analytic methods for the efficient numerical analysis of this class of models.

The SFFMs is an extension of the stochastic fluid models (SFM), a class of models proposed by Anick, Mitra and Sondhi\textsuperscript{[6]} and analyzed in a series of papers on the stationary and transient behavior\textsuperscript{[1–3,5,8,11,16,18,24–26,28]}, algorithms for the computation of key measures\textsuperscript{[4,15,17,20]}, with great application potential in areas that include manufacturing\textsuperscript{[6]}, risk processes in insurance\textsuperscript{[9]}, hydro power generation systems\textsuperscript{[14]}, distribution of resource in peer-to-peer file sharing applications\textsuperscript{[19]}, maintenance in continuously
deteriorating systems\cite{27}, SIR epidemics\cite{29}, and queues with abandonment in passenger-taxi service systems and organ transplantation systems\cite{31}.

Another useful illustration of an application of the SFMs is a water reservoir\cite{13}, whose level $X(t)$ at time $t$ is changing according to the fluid rate $c_i$ driven by the phase $\varphi(t) = i$ of an underlying environment (modeling water usage as well as supply), and so the level in the reservoir may increase, decrease, or remain constant, see Figure 1.

Stochastic fluid-fluid model (SFFM) introduced in Bean and O’Reilly\cite{13} is built on the concept of the Markov Chains. Its state space is three-dimensional and consists of the discrete phase variable $\varphi(t) \in \mathcal{S}$, where $\mathcal{S}$ is some finite set, and two continuous level variables $X(t)$ and $Y(t)$. Phase is used to model the state of some real-life environment/system, while levels are used to model some continuous performance measures of the system, such as the content of the buffers $X$ and $Y$ at time $t$.

The SFFMs further extend the application potential of the SFMs to systems such as tandem networks\cite{30}, process of growth and bleaching of coral reefs\cite{13}, resource-sharing in computer processing\cite{21}, and in general, any system that can be modeled using an SFM $\{(\varphi(t),X(t)): t \geq 0\}$, with an additional level variable $Y(t)$ introduced to model some continuous performance measure of that system\cite{13}.

The evolution of the level $Y(t)$ may depend on the value of the level $X(t)$ at time $t$, see an example of a tandem fluid queue analyzed by O’Reilly and Scheinhardt\cite{23}. To model such scenarios, Bean and O’Reilly\cite{13} considered an SFFM in which the second fluid, $Y(t)$, is driven by rates $r_i(x)$, $i \in \mathcal{S}$, $x \geq 0$, that depend on $\varphi(t) = i$ and may also depend on $X(t) = x$. In the model considered here we assume constant rates $r_i(x) = r_i$ for all $x$. We illustrate this in Figure 2.

More formally, in this work we consider an SFFM $\{(\varphi(t),X(t),Y(t)): t \geq 0\}$ with a three-dimensional state space which consists of the phase variable $\varphi(t) \in \mathcal{S}$ and two continuous level variables $X(t) \geq 0$, $Y(t) \geq 0$, and
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\caption{Evolution of an SFM $\{(\varphi(t),X(t)): t \geq 0\}$ modeling the level in buffer $X$. The process is driven by a continuous-time Markov chain $\{\varphi(t): t \geq 0\}$ with state space $\mathcal{S} = \{1,\ldots,n\}$ and some rates $c_i$, $i \in \mathcal{S}$, so that $dX(t)/dt = c_{\varphi(t)} \times I(X(t) > 0) + \max\{c_{\varphi(t)}, 0\} \times I(X(t) = 0)$, where $I(\cdot)$ is the indicator function. Possible directions of movement are indicated by the black arrows.}
\end{figure}
each bounded from below by 0, and real-valued, nonzero rates \( c_i, r_i \), for all \( i \in S \), such that the following assumptions are met.

- The phase process \( \{(\varphi(t)) : t \geq 0\} \) is an irreducible, continuous-time Markov Chain (CTMC) with finite state space \( S = \{1, \ldots, n\} \) and generator \( T = [T_{ij}]_{i,j \in S} \).
- When \( \varphi(t) = i \) and \( X(t) > 0 \), the rate of change of \( X(t) \) at time \( t \) is given by \( dX(t)/dt = c_i \). When \( \varphi(t) = i \) and \( X(t) = 0 \), the rate of change of \( X(t) \) at time \( t \) is given by \( dX(t)/dt = \max\{0, c_i\} \).
- When \( \varphi(t) = i \) and \( Y(t) > 0 \), the rate of change of \( Y(t) \) at time \( t \) is given by \( dY(t)/dt = r_i \). When \( \varphi(t) = i \) and \( Y(t) = 0 \), the rate of change of \( X(t) \) at time \( t \) is given by \( dY(t)/dt = \max\{0, r_i\} \).

Let \( S^+ = \{j \in S : r_j > 0\} \), \( S^- = \{j \in S : r_j < 0\} \) and similarly, \( S_+ = \{j \in S : c_j > 0\} \), \( S_- = \{j \in S : c_j < 0\} \). We have \( S^0 = \{j \in S : r_j = 0\} = \emptyset \), \( S_0 = \{j \in S : c_j = 0\} = \emptyset \). That is, \( S = S^+ \cup S^- = S_+ \cup S_- \).

We refer to levels \( X \) and \( Y \) as buffers where fluid enters according to intensities \( c_i \) and \( r_i \), respectively. In order to derive the results, we will also deal with an unbounded level process \( \tilde{Y}(\cdot) \in (-\infty, +\infty) \) which evolves with intensity \( r_i \) when \( \varphi(t) = i \), that is, \( d\tilde{Y}(t)/dt = r_{\varphi(t)} \).

Bean and O’Reilly considered a related two-dimensional stochastic fluid model in Bean and O’Reilly\cite{bean2000}, in which one of the level variables was assumed to be not bounded from below, and the analysis was performed using efficient matrix-analytic methods\cite{furth2000}. However, the methods developed for the model in Bean and O’Reilly\cite{bean2000} may not be directly applied for the analysis of the SFFMs, since here, both fluids are bounded from below, and so instead, alternative techniques are required. Further, the theoretical results for the SFFMs in Bean and O’Reilly\cite{bean2001} were developed using
operator-analytic methods, which are not directly applicable to numerical computations using matrices.

In this paper, we address this gap and develop matrix-analytic methods for the analysis of a class of the SFFMs with nonzero rates \( r_i \) and \( c_i \) under the assumptions outlined below, and derive expressions for the distributions at level-dependent stopping times corresponding to the process \( Y(\cdot) \).

**Assumption 1.** In Theorems 1–3 we assume that the initial position \( X(0) \) of the level process \( X(\cdot) \) follows a distribution which consists of a density at \( X(0) = x > 0 \) which has an exponential form, and a possible point mass at \( X(0) = 0 \). Our choice of the exponential form for the density is due to the fact that it is a classic distribution, present in many applications, which is convenient to handle and which plays an important role in the statistical theory of reliability and lifetime analysis\(^{[32]}\). Furthermore, we note that by letting the intensity of the exponential distribution approach infinity, we obtain a fluid process \( X(\cdot) \) which starts from level 0 with probability 1.

**Assumption 2.** In Theorem 2 we assume that the absolute values of rates \( r_i \) and \( c_i \) are proportional to one another according to \( |r_i| = \gamma |c_i| \) for some constant \( \gamma > 0 \), and that generator \( T \) is such that

\[
\begin{pmatrix}
-(b + \beta)I & (|R_+|^{-1}T_{-+}) \\
(|R_-|^{-1}T_{+-}) & -bI
\end{pmatrix}
\]

for some \( b, \beta > 0 \), where \( T_{+-} = [T_{ij}]_{i \in S^+, j \in S} \), \( T_{-+} = [T_{ij}]_{i \in S^-, j \in S} \), \( R = \text{diag}(r_j)_{j \in S} \), \( R_+ = \text{diag}(r_j)_{j \in S^+} \), \( R_- = \text{diag}(r_j)_{j \in S^-} \), and so the sign of \( c_{\phi(t)} \) changes at the time of jump in \( \phi(\cdot) \).

Under these assumptions, we give new representation for the Laplace-Stieltjes transform (LST) of the time taken for the total amount of fluid that has flowed into or out of the buffer \( \tilde{Y}(\cdot) \) to reach some level \( y \). This result allows us to find the key quantity \( \Psi \) recording the probabilities that the fluid level \( Y(\cdot) \) first returns to level 0 and does so in some phase \( j \) and with \( X(\cdot) \) contained in some chosen set. Using these results, we perform some numerical analysis which we illustrate through several examples.

Although our key aim is to develop theoretical results, the application potential of this class of SFFMs is also worth emphasizing. To motivate **Assumption 2**, we consider the following application example. Suppose that a tandem consisting of two telecommunication buffers \( X \) and \( Y \) driven by an underlying environment \( \phi(\cdot) \) is such that the direction of flow of the fluid is the same in both buffers, with \( r_i = \gamma c_i \), or the opposite to one another, with \( r_i = -\gamma c_i \), for some \( \gamma > 0 \), depending on whether an underlying phase \( \phi(t) = i \) at time \( t \) is within some specified subset \( S_e = \{i, j \in S : c_i \times r_i > 0\} \) of \( S \) or not, respectively.
As example, suppose that whenever \( u(t) = i \in S_e \) with (i) \( c_i, r_i > 0 \) and \( c_j, r_j < 0 \) in red and (ii) \( c_i, r_i < 0 \) and \( c_j, r_j > 0 \) in blue, the data, represented as fluid, enters or leaves such tandem at same rate \( \frac{d_i}{1 + \gamma} \) shared proportionally between the two buffers according to \( c_i = d_i/(1 + \gamma) \), \( r_i = \gamma c_i \) with \( r_i + c_i = d_i \). Therefore, the direction of flow of the fluid is the same in both buffers, and buffer Y gets a larger, equal, or smaller proportion of the activity depending on whether we set \( \gamma > 1 \), \( \gamma = 1 \), or \( \gamma < 1 \), respectively.

Under assumption \( \gamma = 1 \), suppose that whenever \( u(t) = i \notin S_e \), the fluid level in buffer X changes at rate \( c_i \), and in buffer Y in the opposite direction at rate \( r_i = -c_i \), with the rate of change of \( X + Y \) being \( d_i = r_i + c_i = 0 \) as long as the buffer with the negative rate of change is nonempty. We may interpret this as the fluid moving from one buffer (the one with the negative rate) to another whenever possible.

Under assumption \( \gamma \neq 1 \), suppose that whenever \( u(t) = i \notin S_e \), the fluid level in buffer X changes at rate \( c_i = d_i/(1-\gamma) \) for some \( d_i \neq 0 \), and in buffer Y in the opposite direction at rate \( r_i = -\gamma d_i/(1-\gamma) = -\gamma c_i \). Therefore, the data enters one of the two buffers and leaves the other, and the rate of change of \( X + Y \) is \( d_i = r_i + c_i \) as long as the buffer with the negative rate of change is nonempty.

Also, assume that the following changes in the direction of movement are possible. Whenever the process transitions from some phase \( i \) to \( j \) with either \( i, j \in S_e \) or \( i, j \notin S_e \) then the fluid level starts moving in the opposite directions to before in both buffers (the signs of both \( r_{\phi(t)} \) and \( c_{\phi(t)} \) change). However, if the process transitions from some phase \( i \) to \( j \) with either \( i \in S_e, j \notin S_e \) or \( i \notin S_e, j \in S_e \) then the fluid level starts moving in the opposite directions to before only in buffer X (only the sign of \( c_{\phi(t)} \) changes). Potential changes in the directions of the movement are illustrated in Figure 3.

---

**Figure 3.** Possible changes in the direction in an SFFM \( \{(\phi(t), X(t), Y(t)) : t \geq 0\} \) satisfying Assumption 2 when \( i \rightarrow j \): (a) \( i, j \in S_e \) with (i) \( c_i, r_i > 0 \) and \( c_j, r_j < 0 \) in red and (ii) \( c_i, r_i < 0 \) and \( c_j, r_j > 0 \) in blue; (b) \( i, j \notin S_e \) with (i) \( c_i < 0, r_i > 0 \) and \( c_j > 0, r_j < 0 \) in red and (ii) \( c_i > 0, r_i < 0 \) and \( c_j < 0, r_j > 0 \) in blue; (c) \( i \in S_e, j \notin S_e \) with (i) \( c_i, r_i > 0 \) and \( c_j < 0, r_j < 0 \) in red and (ii) \( c_i, r_i < 0 \) and \( c_j > 0, r_j < 0 \) in blue; (d) \( i \notin S_e, j \in S_e \) with (i) \( c_i > 0, r_i < 0 \) and \( c_j, r_j < 0 \) in red and (ii) \( c_i < 0, r_i > 0 \) and \( c_j, r_j > 0 \) in blue.
We note that such tandem can be equivalently described as a movement of an individual on a quadrant \( \{(x,y) : x \geq 0, y \geq 0\} \) with a lot of flexibility in the possible directions of movement, and can be analyzed using the class of SFFMs studied here.

The rest of the paper is organized as follows. In the next section we remind key results and notations concerning SFFM queues. Then in Section 3 we state the main result identifying the key generator \( D \) of the SFFM. Finally, in Section 4 we give the formula for the key quantity \( \Psi \) corresponding to the first return time to zero in the unbounded level process \( \tilde{Y}(\cdot) \) as well as in the process \( Y(\cdot) \). In both these sections we present numerical examples to illustrate the theory as well. We end our paper with conclusions in Section 5.

2. Preliminaries

In this section we gather some useful results established for the SFMs in Samuelson, O’Reilly and Bean\(^{[28]}\), and for the SFFMs in Bean and O’Reilly\(^{[13]}\), with minor notational changes to suit the analysis here. We will build on these results in Sections 3–4. The key idea in our approach is to

- consider suitable level-dependent stopping times in paths in the SFM \( \{(\varphi(t),Y(t)) : t \geq 0\} \); and
- evaluate expressions for the distribution of the level \( X(\cdot) \) at those stopping times.

We note that the choice of the level \( Y(\cdot) \) versus \( X(\cdot) \) is arbitrary. By symmetry, our arguments can be applied to the stopping times in the sample paths in the SFM \( \{(\varphi(t),X(t)) : t \geq 0\} \) and the distribution of the level \( Y(\cdot) \) at those stopping times.

Also, we note that \( S^0 \neq S^\pm \) in general, since the rates \( r_i \) and \( c_i \) may have different signs, as we illustrate in the numerical examples with a range of behaviors in Sections 3.1 and 4.1.

**Remark 1.** The methodology developed here for the class of SFFMs with \( S^0 = S_0 = \emptyset \) can be also applied when \( S^0 = S_0 \neq \emptyset \). Suppose an SFFM \( \{(\bar{\varphi}(t),\bar{X}(t),\bar{Y}(t)) : t \geq 0\} \) driven by a CTMC \( \{(\bar{\varphi}(t)) : t \geq 0\} \) with state space \( S^+ \cup S^- \cup S^0 \), generator \( \bar{T} = [\bar{T}_{ij}]_{i,j \in S^+ \cup S^- \cup S^0} \) and real-valued rates \( c_i, r_i, i \in S^+ \cup S^- \cup S^0 \), such that \( S^0 = S_0 \neq \emptyset \).

Consider a related SFFM \( \{\varphi(t),X(t),Y(t)) : t \geq 0\} \) driven by CTMC \( \{(\varphi(t)) : t \geq 0\} \) with state space \( S^+ \cup S^- \), generator \( T = [T_{ij}]_{i,j \in S^+ \cup S^-} \) and nonzero rates \( c_i, r_i, i \in S^+ \cup S^- \), such that
\[
T = \begin{bmatrix}
T^{++} & T^{+-} \\
T^{-+} & T^{- -}
\end{bmatrix}
= \begin{bmatrix}
T^{++} + T^{+0}(-T^{00})^{-1}T^{0+} & T^{+-} + T^{+0}(-T^{00})^{-1}T^{0-} \\
T^{-+} + T^{-0}(-T^{00})^{-1}T^{0+} & T^{- -} + T^{-0}(-T^{00})^{-1}T^{0-}
\end{bmatrix},
\]

where for \( \ell, m \in \{+, -, 0\} \), the block matrix \( \tilde{T}^{\ell m} = [\tilde{T}^{\ell m}]_{i \in S^\ell, j \in S^m} \) of the generator \( \tilde{T} \) records the transition rates from phases in \( S^\ell \) to phases in \( S^m \), so that for \( \ell, m \in \{+, -\} \), the block matrix

\[
T^{\ell m} = \tilde{T}^{\ell m} + \tilde{T}^{\ell 0}(-\tilde{T}^{00})^{-1}\tilde{T}^{0 m} = \tilde{T}^{\ell m} + \tilde{T}^{\ell 0} \int_0^\infty e^{\tilde{T}t} dt \tilde{T}^{0 m}
\]

de the generator \( T \) records the transition rates from phases in \( S^\ell \) to phases in \( S^m \) via a possible visit to the set \( S^0 \), as described by Asmussen\[8\].

Next, if \( |c_i| = |r_i| = 1 \) for all \( i \in S^+ \cup S^- \), then by Asmussen\[8\], the SFFM \( \{(\tilde{\varphi}(t), \tilde{X}(t), \tilde{Y}(t)) : t \geq 0\} \) is statistically equivalent to the SFFM \( \{(\varphi(t), X(t), Y(t)) : t \geq 0\} \), that is, the distribution at time \( t \) is the same in both processes for all \( t \geq 0 \).

Furthermore, by Bean, O’Reilly and Taylor\[16\], the key matrix \( \tilde{Q} = |R|^{-1}T, \quad R = \text{diag}(r_j)_{j \in S^+ \cup S^-} \), referred to as the fluid generator of the SFM \( \{(\tilde{\varphi}(t), \tilde{Y}(t)) : t \geq 0\} \), is equal to the fluid generator \( Q = |R|^{-1}T \) of the SFM \( \{(\varphi(t), Y(t)) : t \geq 0\} \), and so by Bean, O’Reilly and Taylor\[16\] the distributions of quantities at level-dependent stopping times, which directly follow from the expressions involving the fluid generator \( |R|^{-1}T \), are the same in both processes, given the same initial distribution.

Therefore, since there is no change in \( X \) or \( Y \) when \( i \in S^0 = S_0 \), it follows that all quantities derived here for the SFFM \( \{(\varphi(t), X(t), Y(t)) : t \geq 0\} \) with \( S^0 = S_0 = \emptyset \), can be used for the SFFM \( \{(\varphi(t), \tilde{X}(t), \tilde{Y}(t)) : t \geq 0\} \) with \( S^0 = S_0 \neq \emptyset \), since they all record some distributions at the level-dependent stopping times.

### 2.1. Level-dependent stopping times in the SFMs

First, we summarize some relevant results for the SFMs from Samuelson et al.\[28\] The aim of this section is to present physical interpretations of some key quantities from the theory of the SFMs and the intuitions which we will later apply in the proofs in Sections 3–4.

Consider the SFM \( \{(\varphi(t), Y(t)) : t \geq 0\} \) with rates \( r_\varphi \), defined in the Introduction, and let \( \{(\varphi(t), \tilde{Y}(t)) : t \geq 0\} \) be the corresponding SFM with rates \( |r_i| \) so that the fluid level \( \tilde{Y}(\cdot) \) may only increase due to \( d\tilde{Y}(t)/dt = |r_{\varphi(t)}| > 0 \). We refer to \( \tilde{Y}(\cdot) \) as the in-out fluid of the process \( Y(\cdot) \). We interpret \( \tilde{Y}(t) \) as the total amount of fluid that has flowed into or out of
the buffer $\tilde{Y}(\cdot)$ at time $t$, where $\tilde{Y}(\cdot)$ is the process obtained by removing a lower boundary in $Y(\cdot)$ defined in the Introduction.

Following $^{16}$, denote $\omega(y) = \inf \left\{ t > 0 : \int_{u=0}^{t} |r_{\varphi(u)}| du = y \right\}$, where $\tilde{Y}(t) = \int_{u=0}^{t} |r_{\varphi(u)}| du$ is interpreted as the total in-out fluid $\tilde{Y}(\cdot)$ of the process $Y(\cdot)$ at time $t$, and $\omega(y)$ is the first time at which the in-out fluid $\tilde{Y}(\cdot)$ hits level $z+y$ given start in $\tilde{Y}(0) = z$, see Figure 4.

Next, to describe the distribution of the busy period $^{7,8,10,16,25}$, denote

$$\theta_z = \inf \left\{ t > 0 : Y(t) = z \right\},$$

interpreted as the first time at which the fluid level hits level $z$. Define matrix $\Psi = [\Psi_{ij}]_{i \in S^+, j \in S^-}$ recording the probabilities $\Psi_{ij} = \mathbb{P}(\varphi(\theta_z) = j | \varphi(0) = i, Y(0) = z)$ of first return to level $z$ and doing so in phase $j \in S^-$ assuming start from level $z$ in phase $i \in S^+$ in the process $\{(\varphi(t), Y(t)) : t \geq 0 \}$. We have dropped the index $z$ from the notation since the paths contributing to $\Psi_{ij}$ do not depend on $z$, see Figure 5.

Also let $\Xi = [\Xi_{ij}]_{i \in S^-, j \in S^+}$, $\Xi_{ij} = \mathbb{P}(\varphi(\theta_z) = j | \varphi(0) = i, \tilde{Y}(0) = z)$, be a matrix with a symmetrical meaning for the process $\tilde{Y}(\cdot)$ without a lower boundary, defined in the Introduction. That is, $\Xi_{ij}$ is the probability of first return to level $z$ and doing so in phase $j \in S^+$ assuming start from level $z$ in phase $i \in S^-$ in the process $\{(\varphi(t), \tilde{Y}(t)) : t \geq 0 \}$.

Further, as introduced in Samuelson et al. $^{28}$, denote

$$h_+(t) = \int_{u=0}^{t} \max\{0, r_{\varphi(u)}\} du,$$
interpreted as the total upward shift in $Y(\cdot)$ at time $t$. The term “upward shift” reflects the fact that the quantity $h_+(\cdot)$ accumulates only at times $u$ such that $r_{\varphi(u)} > 0$ and remains constant otherwise.

Then, $h_+(\omega(y))$ is the total upward shift in $Y(\cdot)$ at the first time at which the in-out fluid $\tilde{Y}(\cdot)$ of the process $Y(\cdot)$ hits level $z+y$ given start in $\tilde{Y}(0) = z$.

The quantity $h_+(\omega(y))$ is of interest in the analysis due to the useful property that in the paths contributing to $\Psi_{ij}$, at time $\theta_z$ the total upward shift is equal to the half of the total in-out fluid, that is,
\[ \theta_z = \omega(y) \iff h_+(\omega(y)) = y/2, \]
see Figure 6. This observation was used in Samuelson et al.\cite{28} to derive the following results.
For $0 \leq x \leq y$, let $\tilde{f}_y(x) = \tilde{f}_y(x)_{ij}$, be the matrix such that, for all $i,j \in S^+ \cup S^-$,

$$\tilde{f}_y(x)_{ij} = \frac{d}{dx} \mathbb{P}(h_+(\omega(y)) \leq x, \varphi(\omega(y)) = j \mid Y(0) = 0, \varphi(0) = i)$$

is the probability density that the total upward shift in $Y(\cdot)$ at time $\omega(y)$ is $h_+(\omega(y)) = x$ and the phase is $\varphi(\omega(y)) = j$, given that the process starts in phase $i$ at time zero.

Recall that $R = \text{diag}(r_j)_{j \in S^+ \cup S^-}$ and let $\tilde{R} = \text{diag}(I(r_j > 0))_{j \in S^+ \cup S^-}$. Then, as shown in [28, Corollary 3.1], for $s > 0, y > 0$,

$$[e^{[R]^{-1}(T-sR)}]_{ij} = \mathbb{E}(e^{-sh_+(\omega(y))}I(\varphi(\omega(y)) = j \mid \varphi(0) = i) = \int_{x=0}^{\infty} e^{-sx} \tilde{f}_y(x)_{ij} dx,$$

and so $\tilde{f}_y(x)_{ij}$ is the inverse of the LST $[e^{[R]^{-1}(T-sR)}]_{ij}$ of the distribution of the total upward shift in $Y(\cdot)$ accumulated by the time the total in-out fluid of the process $Y(\cdot)$ first reaches level $y$ and does so in phase $j$, given the process starts at time zero in phase $i$.

This result was achieved in Samuelson et al.\cite{28} by interpreting the upward shift as a reward earned at rates $r_i$ whenever the fluid level in $Y(\cdot)$ is increasing, and then noticing that the Laplace-Stieltjes transform of the distribution of this reward accumulates at the rate $|r_i|^{-1}(T_{ii}-sr_i)$, with respect to the in-out fluid level, whenever the process $\varphi(\cdot)$ remains in some $i \in S^+$. This results intuitively makes sense since by\cite{15,16,17}, $e^{([R]^{-1}T)y}$ is the conditional probability matrix of the distribution of $\varphi(\cdot)$ at time $\omega(y)$, with $[e^{[R]^{-1}(T)}]_{ij} = \mathbb{P}(\varphi(\omega(y)) = j \mid \varphi(0) = i)$.

Note that $\tilde{f}_y(y/2)_{ij}$ is the probability density that the total upward shift in $Y(\cdot)$ at time $\omega(y)$ is $h_+(\omega(y)) = y/2$ and the phase is $\varphi(\omega(y)) = j$, given that the process starts in phase $i$ at time zero. We then have $\tilde{Y}(\omega(y)) = 0$, which leads to the following quantity of interest.

Let $M = [M_{ij}]$ be a matrix defined in Samuelson et al.\cite{28} by

$$M_{ij} = \int_{y=0}^{\infty} \tilde{f}_y(y/2)_{ij} dy,$$

and partitioned according to $(S^+ \cup S^-) \times (S^+ \cup S^-)$ as

$$M = [M^{++} \ M^{+-} \ M^{-+} \ M^{--}].$$

Then, as shown in Samuelson et al.\cite{28}, if the SFM $\{(\varphi(t), \tilde{Y}(t)) : t \geq 0\}$ with $\tilde{Y}(\cdot) \in (-\infty, +\infty)$, generator $T$ and rates $r_i$ is transient, then $M_{ij}$ is the expected number of visits to level 0 and doing so in phase $j$ given start
from level 0 in phase \(i\), in such process over the infinite time horizon \([0, \infty)\), and

\[
M = \Phi + M\Phi = \Phi(I - \Phi)^{-1}, \\
\Phi = (I + M)^{-1}M,
\]

where

\[
\Phi = \begin{bmatrix} 0 & \Psi \\ \Xi & 0 \end{bmatrix}.
\]

### 2.2. Distribution of \(X(\cdot)\) at the stopping time \(\omega(y)\) in \([(\varphi(t), Y(t)) : t \geq 0]\)

We now adapt the results in [13, Lemmas 3 and 4] to our assumption that the rates \(r_i(x) = r_i\) are constant and that \(\mathcal{S}^0 = \emptyset, \mathcal{S}_0 = \emptyset\). The results in [13, Lemmas 3 and 4] involve operator-analytic methods which are required for the theoretical analysis of the general model, but no algorithmic methods for a practical analysis are given there. Below, we adapt these results to the model considered here and then develop matrix-analytic methods which lead to computational methods for a numerical analysis.

Here and throughout, we write \(\mathcal{A}_v\) to denote a set \(\mathcal{A}_v = [0, v]\) for some \(v > 0\). We note that the quantities analyzed here may be evaluated for any \(\mathcal{A} \in \{(u, v), (u, v], [u, v), [u, v]\}\) in terms of sets \(\mathcal{A}_v\) and \(\mathcal{A}_u\), since for \(v > u\), we have \(\mu\Gamma([u, v]) = \mu\Gamma([u, v]) = \mu\Gamma([0, v]) - \mu\Gamma([0, u])\), where \(\mu\) is a measure and \(\Gamma\) is an operator, for any quantities of type \(\mu\Gamma\) considered here.

Let \(\mu = [\mu_i]_{i \in \mathcal{S}}\) be some measure with density \(\nu(x) = [\nu_i(x)]_{i \in \mathcal{S}}\) for all \(x > 0\) and atom \(p(0) = [p_i(0)]_{i \in \mathcal{S}}\) such that

\[
\mu_i(\mathcal{A}) = \int_{x \in \mathcal{A}} \nu_i(x)dx + p_i(0)\mathbb{1}(0 \in \mathcal{A})
\]

for any \(i \in \mathcal{S}\) and any set \(\mathcal{A} \in \{(u, v), (u, v], [u, v), [u, v]\}\), \(v \geq u \geq 0\).

Define the operator \(V(t) = [V_{ij}(t)]_{i,j \in \mathcal{S}}, t > 0\), such that, for any set \(\mathcal{A} \in \{(u, v), (u, v], [u, v), [u, v]\}\), \(v \geq u \geq 0\), the operators \(V_{ij}(t)\) are given by

\[
\mu_i V_{ij}(t)(\mathcal{A}) = \int_0^{\infty} d\mu_i(x)\mathbb{P}[\varphi(t) = j, X(t) \in \mathcal{A} | \varphi(0) = i, X(0) = x],
\]

where \(\mu_i V_{ij}(t)(\mathcal{A})\) is the total probability of the process \(\{(\varphi(t), X(t)) : t \geq 0\}\) being in the destination set \((j, \mathcal{A})\) at time \(t\), assuming that it starts at time zero in \(i \in \mathcal{S}\) according to the measure \(\mu\). Further, \(\mu_i V_{ij}(t)([u, v]) = \mu_i V_{ij}(t)([u, v]) = \mu_i V_{ij}(t)(\mathcal{A}_v) - \mu_i V_{ij}(t)(\mathcal{A}_u)\). We illustrate this in Figure 7.
Lemma 1. We have,

\[ V(t) = e^{Bt}, \]

with \( B = [B_{ij}]_{i,j \in S} \), where the operators \( B_{ij} \) are given by the following expressions for any set \( \mathcal{A}_v, v > 0 \).

For all \( i,j \in S, i \neq j \),

\[ \mu_iB_{ij}(\mathcal{A}_v) = T_{ij}\mu_i(\mathcal{A}_v), \]

and for all \( j \in S \),

\[ \mu_jB_{jj}(\mathcal{A}_v) = T_{jj}\mu_j(\mathcal{A}_v) - c_j\nu_j(v). \]

Remark 2. The following interpretation of the operator \( B \) was established in Bean and O’Reilly\(^{[13]} \). The operator \( B \) is the infinitesimal generator with respect to time of the process \( Y(\cdot) \). The term \( T_{ij}\mu_i(\mathcal{A}_v) \) represents the stochastic jumps from phase \( i \) to phase \( j \neq i \). This occurs with rate \( T_{ij} \) and so, in order to ensure that such a transition ends up in the destination set \( \mathcal{A}_v \), this is multiplied by the probability mass \( \mu_i(\mathcal{A}_v) \) of starting in \( \mathcal{A}_v \). The term \( T_{jj}\mu_j(\mathcal{A}_v) - c_j\nu_j(v) \) represents the stochastic jumps out of phase \( j \) and the drift within the level, where \( c_j\nu_j(v) \) represents the drift in and out of \( \mathcal{A}_v \) when \( c_j > 0 \) and \( c_j < 0 \), respectively.

Proof. The result follows directly by applying \([13, Lemma 3]\) for \( \mathcal{A} \in \{[u,v],[u,v]\} \) with \( u = 0, v > u \) and letting \( S^0 = \emptyset, S_0 = \emptyset \). Note that the second case of \([13, Lemma 3]\) does not occur here since \( v > 0 \). The detailed proof of this result is presented in the Appendix for convenience of the reader. \( \blacksquare \)
Define the operator $U(y, s) = [U_{ij}(y, s)]_{i,j \in S}$, such that the operators $U_{ij}(y, s)$, for any set $A = \{(u, v), [u, v], [u, v], [u, v]\}$, $v \geq u \geq 0$, are given by

$$
\mu_i U_{ij}(y, s)(A) = \int_{x=0}^{\infty} d\mu_i(x) \mathbb{E}[e^{-s\omega(y)}I(\omega(y)) = j, X(\omega(y)) \in A | \phi(0)] = i, X(0) = x,
$$

where $\mu_i U_{ij}(y, s)(A)$ is the LST of the time taken for the total amount of fluid that has flowed into or out of the buffer $Y$ to reach $y$ (that is, at time $\omega(y)$) and do so with the process $\{(\phi(t), X(t)), t \geq 0\}$ in the destination set $(j, A)$, assuming the process starts in $i$ at time zero according to measure $\mu$. Further, $\mu_i U_{ij}(y, s)([u, v]) = \mu_i U_{ij}(y, s)([u, v]) = \mu_i U_{ij}(y, s)(A_v) - \mu_i U_{ij}(y, s)(A_u)$. We illustrate this in Figure 8.

**Lemma 2.** For all $y \geq 0$ and $s \in \mathbb{C}$ with $\Re(s) \geq 0$,

$$
U(y, s) = e^{D(s)y},
$$

with $D(s) = [D_{ij}(s)]_{i,j \in S}$ where

$$
D_{ij}(s) = \frac{1}{|r_i|} [(B - sI)_{ij},
$$

for all $i,j \in S$.

**Remark 3.** The following interpretation of the operator $D(s)$ was established in Bean and O’Reilly\textsuperscript{[13]} The operator $D(s)$ is the infinitesimal generator of the LST with respect to the level in the in-out fluid $\tilde{Y}(\cdot)$ of the process $\tilde{Y}(\cdot)$. We denote $D = D(0)$.
Proof. The result follows directly from [13, Lemma 4] by letting \(r_i(x) = r_i\) and \(S^0 = \emptyset, S_0 = \emptyset\). The detailed proof of this result is presented in the Appendix.

3. Main result

Before we state the main result it will be convenient to introduce notations for key vectors and matrices required in our analysis.

Recall that \(S_+ = \{ j \in S : c_j > 0 \} \) and \(S_- = \{ j \in S : c_j < 0 \} \). We partition the quantities below according to \(S = S_+ \cup S_-\). Also, \(R = \text{diag}(r_j)_{j \in S}, R_+ = \text{diag}(r_j)_{j \in S_+}, R_- = \text{diag}(r_j)_{j \in S_-}\), and so similarly, we let \(C = \text{diag}(c_j)_{j \in S}, C_+ = \text{diag}(c_j)_{j \in S_+}, C_- = \text{diag}(c_j)_{j \in S_-}\).

Let \(v(x) = [\nu_j(x)]_{j \in S}, x > 0, \) be the density and \(P = [P_j]_{j \in S}\) be the point mass at \(X(0) = 0\) of the initial probability distribution \(\mu = [\mu_j]_{j \in S}\) of \(X(0)\), so that for any set \(A_v, v > 0\),

\[
\mu_j(A_v) = \mathbb{P}(\varphi(0) = j, X(0) \in A_v) = \int_{x=0}^v \nu_j(x)dx + P_j,
\]

and denote

\[
\mu(A_v) = [\mu_j(A_v)]_{j \in S}.
\] (3)

We partition \(v(x)\) and \(P\) as

\[
P = \begin{bmatrix} P_+ & P_- \end{bmatrix} = \begin{bmatrix} 0 & P_- \end{bmatrix},
\]

\[
v(x) = \begin{bmatrix} v_+(x) & v_-(x) \end{bmatrix},
\]

where we assume \(P_+ = 0\) since no mass may accumulate at \(X(t) = 0\) in phases \(j\) with positive rates \(c_j > 0\) at times \(t > 0\). Also, for \(k = 0, 1, 2, \ldots\), we denote

\[
v^{(k)}(0) = \lim_{x \to 0^+} v^{(k)}(x) = \lim_{x \to 0^+} \left[ \frac{d^k}{dx^k} \nu_j(x) \right]_{j \in S} = \left[ v_+^{(k)}(0) \ v_-^{(k)}(0) \right].
\]

We define the \(n\)-th time derivative with respect to time evaluated at \(t = 0\), \(B^v\mu = [B^v\nu_j]_{j \in S}\), by

\[
B^v\mu_j(A_v) = \frac{d^n}{dt^n} \sum_i \mu_i [e^{B^v}]_{ij}(A_v) \big|_{t=0} = \sum_i \mu_i [B^v]^n_{ij}(A_v),
\]

where the operator \(B\) is given in Lemma 1. Let \(B^v v(x) = [B^v\nu_j(x)]_{j \in S}, x > 0, \) be the density and \(B^v P = [B^v P_j]_{j \in S}\) be the atom of \(B^v\mu = [B^v\mu_j]_{j \in S}\) such that, for any set \(A_v, v > 0,\)
\[ b^v \mu_j(\mathcal{A}_v) = \sum_{l} \mu_l [B^n]_{ij}(\mathcal{A}_v) = \int_{x=0}^{v} b^v \nu_j(x)dx + b^v P_j, \]

whenever \( b^v \nu(x) \) and \( b^v P \) exist.

Denote, for \( k, n = 0, 1, 2..., \)

\[ b^v \nu_j^{(k)}(x) = \frac{d^k b^v \nu_j(x)}{dx^k}, \quad b^v \nu^{(k)}(x) = [b^v \nu_j^{(k)}(x)]_{j \in S}, \]

\[ b^v \mu_j^{(k)}(\mathcal{A}_v) = \int_{x=0}^{v} b^v \nu_j^{(k)}(x)dx, \quad b^v \mu^{(k)}(\mathcal{A}_v) = [b^v \mu_j^{(k)}(\mathcal{A}_v)]_{j \in S}. \]

Similarly, we define the \( n \)-th level derivative with respect to level evaluated at \( y = 0, D^y \mu = [D^y \mu_j]_{j \in S} \), by

\[ D^y \mu_j(\mathcal{A}_v) = \sum_{l} \mu_l[y^D]_{ij}(\mathcal{A}_v)|_{y=0} = \sum_{l} \mu_l[D^n]_{ij}(\mathcal{A}_v), \]

where the operator \( D \) is given in Lemma 2.

Further, for \( n = 0, 1, 2..., \) let \( D^v \nu(x) = [D^v \nu_j]_{j \in S} \) be the density and \( D^v P = [D^v P_j]_{j \in S} \) the atom of \( D^v \mu = [D^v \mu_j]_{j \in S} \) in the sense that, for any set \( \mathcal{A}_v, \nu > 0, \)

\[ D^v \nu_j(\mathcal{A}_v) = \sum_{l} \mu_l[D^n]_{ij}(\mathcal{A}_v) = \int_{x=0}^{v} D^v \nu_j(x)dx + D^v P_j, \]

whenever \( D^v \nu(x) \) and \( D^v P \) exist, and for \( k, n = 0, 1, 2... \) denote

\[ D^v \nu_j^{(k)}(x) = \frac{d^k D^v \nu_j(x)}{dx^k}, \quad D^v \nu^{(k)}(x) = [D^v \nu_j^{(k)}(x)]_{j \in S}, \]

\[ D^v \mu_j^{(k)}(\mathcal{A}_v) = \int_{x=0}^{v} D^v \nu_j^{(k)}(x)dx, \quad D^v \mu^{(k)}(\mathcal{A}_v) = [D^v \mu_j^{(k)}(\mathcal{A}_v)]_{j \in S}. \]

Additionally, for notational convenience we introduce the following quantities which appear in the form of weights in the expressions in Lemmas 3 and 4. Let \( h(k, n) \) be the sum of all different products in which \((-|R|^{-1}C)^k\) appears exactly \( k \) times and \((|R|^{-1}T)\) exactly \( n-k \) times, that is,

\[
\begin{align*}
  h(k, n) &= (-|R|^{-1}C)^k (|R|^{-1}T)^{n-k} + (-|R|^{-1}C)^{k-1} (|R|^{-1}T)^{n-k} (-|R|^{-1}C) \\
  &+ \ldots + (|R|^{-1}T)^{n-k} (-|R|^{-1}C)^k,
\end{align*}
\]

with clearly

\[
\sum_{k=0}^{n} h(k, n) = (|R|^{-1}T - |R|^{-1}C)^n.
\]
Furthermore, denote

\[ f(k, n) = h(k, n)(-|R|^{-1}C)^{-n} \]

and

\[ A(n) = -P_\[ ([|R|^{-1}T]^n - (R_+^{-1}C_+)^{-n} - \sum_{k=1}^{n-1} (v_-)^{(k-1)}(0)[f(k, n)]_{++}, \]

with the convention that the second term set to zero when \( n = 1 \). For \( n \geq 2 \) we define

\[ B(n) = \sum_{\ell=1}^{n-1} M(\ell, n), \]

with

\[ M(\ell, n) = (-1)^\ell \sum_{1 \leq k_1 < n_1 < k_2 < n_2 < \ldots < k_\ell < n_\ell \leq n} A(k_1) \prod_{i=1}^{\ell} [f(k_i, n_i)]_{++}. \]

Our first result identifies \( D_v\mu(A_v) \) which is key fact for further results and is interesting for itself.

**Lemma 3.** Assume that the following boundary conditions

\[ D_vv_+(0) = D_vP_\[ ([|R|^{-1}T]^n - (R_+^{-1}C_+)^{-n} \]

are met for all \( n \geq 0 \). Then, for any set \( A_v, v > 0 \), and for all \( n \geq 1 \), we have,

\[ D_v\mu(A_v) = D_v\mu(0)(A_v) + D_vP_\[ = \int_{x=0}^v D_vv(x)dx + D_vP = \sum_{k=0}^n \mu(k)(A_v)h(k, n) + D_vP, \]

where

\[ D_vv(x) = \begin{bmatrix} D_vv_+(x) & D_vv_-(x) \end{bmatrix} = \sum_{k=0}^n v^{(k)}(x)h(k, n) \quad \text{for } x > 0, \]

\[ D_vP = \begin{bmatrix} D_vP_+ & D_vP_- \end{bmatrix} = P([|R|^{-1}T]^n + \sum_{k=1}^n v^{(k-1)}(0)h(k, n), \]

\[ D_vP_+ = 0, \]

and

\[ D_vv_+(0) = \sum_{k=0}^n (v_+)^{(k)}(0)[h(k, n)]_{++} + \sum_{k=0}^{n-1} (v_-)^{(k)}(0)[h(k, n)]_{++}, \]

\[ D_vv_-(0) = \sum_{k=0}^{n-1} (v_+)^{(k)}(0)[h(k, n)]_{++} + \sum_{k=0}^n (v_-)^{(k)}(0)[h(k, n)]_{--}, \]
\[ D^n P_- = P_- \left( (|R|^{-1}T)^n \right) + \sum_{k=1}^{n} (v_-)^{(k-1)}(0)[h(k, n)]_+ \\
+ \sum_{k=1}^{n-1} (v_+)^{(k-1)}(0)[h(k, n)]_+ . \] (11)

**Remark 4.** Condition (4), equivalent to \( D^n P_- (|R|^{-1}T_+ ) = D^n v_+ (0)(|R_+|^{-1}C_+ ) \), ensures the cancelation of relevant terms in the recursive arguments of the proof below so that, given the existence of the density \( D^n v(x) \) for all \( x > 0 \), and that \( D^n P_+ = 0 \), we have

\[ D^{n+1} P_+ = D^n P_- (|R_+|^{-1}T_+ ) - D^n v_+ (0)(|R_+|^{-1}C_+ ) = 0, \]

which means that point mass may not accumulate in phases \( j \) with positive rates \( c_j > 0 \). Consequently, the density \( D^n v(x) \) exists for all \( x > 0 \) as well, and the recursion and Lemmas 1 and 2 can be applied again to \( D^{n+1} \mu \). The physical interpretation of this condition is that the rate at which the point mass leaves level 0, \( D^n P_+(A) \), is equal to the rate at which the density drifts away from level 0, \( D^n v_+(0)(|R_+|^{-1}C_+ ) \).

**Proof.** We apply mathematical induction to show that (5)–(11) hold for all \( n \geq 1 \).

**Step(i).** Consider \( n = 1 \) and so \( D \mu(A_v) \) first. By Lemma 2, for all \( i, j \in S \), and any set \( A_v, v > 0 \),

\[ \mu_i D_{ij}(A_v) = \frac{1}{|r_i|} \mu_i B_{ij}(A_v). \]

By Lemma 1 we have, for \( i \neq j \),

\[ \frac{1}{|r_i|} \mu_i B_{ij}(A_v) = \frac{1}{|r_i|} T_{ij} \int_{x=0}^{v} \nu_i(x)dx + \frac{1}{|r_i|} T_{ij} P_j \\
= (\mu_i^{(0)}(A_v) + P_i) \left( [(|R|^{-1}T)]_{ij} \right) \]

and for \( i = j \),

\[ \frac{1}{|r_j|} \mu_j B_{jj}(A_v) = \frac{1}{|r_j|} T_{jj} \int_{x=0}^{v} \nu_j(x)dx + \frac{1}{|r_j|} T_{jj} P_j \\
+ \frac{1}{|r_j|} c_j (\nu_j(0) - \nu_j(v)) - \frac{1}{|r_j|} c_j \nu_j(0) \\
= (\mu_j^{(0)}(A_v) + P_j) \left( [(|R|^{-1}T)]_{jj} - [\mu^{(1)}(A_v)(|R|^{-1}C)]_j - [v(0)(|R|^{-1}C)]_j \right) \]

Therefore, since \( D^n \mu(A_v) = \sum_i \mu_i D_{ij}(A_v) \), we have

\[ D \mu(A_v) = \mu^{(0)}(A_v)(|R|^{-1}T) + P(|R|^{-1}T) - \mu^{(1)}(A_v)(|R|^{-1}C) - v(0)(|R|^{-1}C), \]
with
\[
D \mathbf{P} = \begin{bmatrix} D \mathbf{P}_+ & D \mathbf{P}_- \end{bmatrix} = \mathbf{P}(\| \mathbf{R} \|^{-1} \mathbf{T}) - \mathbf{v}(0)(\| \mathbf{R} \|^{-1} \mathbf{C}) = \mathbf{P}(\| \mathbf{R} \|^{-1} \mathbf{T})^1 + \sum_{k=1}^{1} \mathbf{v}(k-1)(0) \mathbf{h}(k, 1).
\]

Now, due to the boundary condition (4) for \( n = 0 \), we have the following cancelation of terms,
\[
D \mathbf{P}_+ = \mathbf{P}_- (\| \mathbf{R} \|^{-1} \mathbf{T}_+) - \mathbf{v}_+(0)(\| \mathbf{R} \|^{-1} \mathbf{C}_+) = 0,
\]
and so the density of \( D \mathbf{\mu} \), for \( x > 0 \), exists and is given by
\[
D \mathbf{\nu}(x) = \mathbf{v}(x)(\| \mathbf{R} \|^{-1} \mathbf{T}) - \mathbf{v}^{(1)}(x)(\| \mathbf{R} \|^{-1} \mathbf{C}) = \sum_{k=0}^{1} \mathbf{v}^{(k)}(x) \mathbf{h}(k, n).
\]

Moreover, the atom can be identified as
\[
D \mathbf{\nu}_+ = D \mathbf{\nu}_- (\| \mathbf{R} \|^{-1} \mathbf{T}_+) - \mathbf{v}_-(0)(\| \mathbf{R} \|^{-1} \mathbf{C}_-) = \mathbf{P}_- [\| \mathbf{R} \|^{-1} \mathbf{T}]_- + \sum_{k=1}^{1} (\mathbf{v}_-)^{(k-1)}(0) \mathbf{h}(k, n)_-,
\]
with the third term in (11) for \( n = 1 \), given by
\[
\sum_{k=1}^{1} (\mathbf{v}_+)^{(k-1)}(0) \mathbf{h}(k, n)_+ = \mathbf{0} \text{ since } \mathbf{h}(1, 1)_+ = [\| \mathbf{R} \|^{-1} \mathbf{C}]_+ = \mathbf{0}.
\]
That is, for any set \( \mathcal{A}_v \), \( v > 0 \),
\[
D \mathbf{\mu}(\mathcal{A}_v) = \int_{x=0}^{v} D \mathbf{\nu}(x) dx + D \mathbf{P},
\]
which completes the proof of (5)–(11) when \( n = 1 \).

**Step (ii).** Next, suppose (5)–(11) hold for some \( n \geq 1 \). We will show that it then follows that (5)–(11) hold for \( (n + 1) \). We have by (3),
\[
D^{n+1} \mathbf{\mu}(\mathcal{A}_v) = D^n \mathbf{\mu}(\mathcal{A}_v)(\| \mathbf{R} \|^{-1} \mathbf{T}) + D^n \mathbf{P}(\| \mathbf{R} \|^{-1} \mathbf{T}) - D^n \mathbf{\mu}^{(1)}(\mathcal{A}_v)(\| \mathbf{R} \|^{-1} \mathbf{C})
\]
\[
- D^n \mathbf{\nu}(0)(\| \mathbf{R} \|^{-1} \mathbf{C}),
\]
with, by (4),
\[
D^{n+1} \mathbf{P}_+ = D^n \mathbf{P}_-(\| \mathbf{R} \|^{-1} \mathbf{T}_+) - D^n \mathbf{v}_+(0)(\| \mathbf{R} \|^{-1} \mathbf{C}_+) = 0.
\]

Thus (8) holds for \( (n + 1) \), and the density of \( D^{n+1} \mathbf{\mu} \), for \( x > 0 \), exists and is given by
\[
D^{n+1} \mathbf{\nu}(x) = D^n \mathbf{\nu}(x)(\| \mathbf{R} \|^{-1} \mathbf{T}) - D^n \mathbf{v}^{(1)}(x)(\| \mathbf{R} \|^{-1} \mathbf{C}).
\]

Moreover, we have
\[
D^{n+1} \mathbf{\nu}_+ = D^n \mathbf{\nu}_-(\| \mathbf{R} \|^{-1} \mathbf{T}_-) - D^n \mathbf{v}_-(0)(\| \mathbf{R} \|^{-1} \mathbf{C}_-).
\]
Thus, for any set $\mathcal{A}_v$, $\nu > 0$,
\[
D^{\nu + 1}\mu(\mathcal{A}_v) = \int_{x=0}^{\nu} D^{\nu + 1}v(x)dx + D^{\nu + 1}\mathbf{P}.
\]

Next, assuming that (6) holds for some $n \geq 1$, we have
\[
D^{\nu + 1}v(x) = D^{\nu}v(x)(|R|^{-1}T) - D^{\nu}v^{(1)}(x)(|R|^{-1}C)
\]
\[
= \sum_{k=0}^{n} v^{(k)}(x)h(k,n)(|R|^{-1}T) + \sum_{k=0}^{n} v^{(k+1)}(x)h(k,n)(-|R|^{-1}C)
\]
\[
= \sum_{k=0}^{n} v^{(k)}(x)h(k,n)(|R|^{-1}T) + \sum_{k=1}^{n+1} v^{(k)}(x)h(k-1,n)(-|R|^{-1}C)
\]
\[
= v^{(0)}(x)h(0,n+1) + \sum_{k=1}^{n} v^{(k)}(x)\left[ h(k,n)(|R|^{-1}T) + h(k-1,n)(-|R|^{-1}C) \right]
\]
\[
+ v^{(n+1)}(x)h(n+1,n+1)
\]
\[
= \sum_{k=0}^{n+1} v^{(k)}(x)h(k,n+1),
\]
and hence (5)–(6) holds for all $(n+1)$. Also, (9)–(10) for $(n+1)$ follow immediately by noting $[h(n,n)]_{-+} = 0$ and $[h(n,n)]_{++} = 0$.

Furthermore, assuming that (7) holds for some $n \geq 1$, then by (6) and (12),
\[
D^{\nu + 1}\mathbf{P} = D^{\nu}\mathbf{P}(|R|^{-1}T) - D^{\nu}v(0)(|R|^{-1}C)
\]
\[
= \mathbf{P}(|R|^{-1}T)^n(|R|^{-1}T) + \sum_{k=1}^{n} v^{(k-1)}(0)h(k,n)(|R|^{-1}T)
\]
\[
+ \sum_{k=0}^{n} v^{(k)}(0)h(k,n)(-|R|^{-1}C)
\]
\[
= \mathbf{P}(|R|^{-1}T)^n(|R|^{-1}T) + \sum_{k=1}^{n} v^{(k-1)}(0)h(k,n)(|R|^{-1}T)
\]
\[
+ \sum_{k=1}^{n+1} v^{(k-1)}(0)h(k-1,n)(-|R|^{-1}C)
\]
\[
= \mathbf{P}(|R|^{-1}T)^{n+1} + \sum_{k=1}^{n} v^{(k-1)}(0)\left[ h(k,n)(|R|^{-1}T) + h(k-1,n)(-|R|^{-1}C) \right]
\]
\[
+ v^{(n)}(0)h(n,n)(-|R|^{-1}C)
\]
\[
= \mathbf{P}(|R|^{-1}T)^{n+1} + \sum_{k=1}^{n+1} v^{(k-1)}(0)h(k,n+1),
\]
and so (7) holds for \((n+1)\). Further, (11) follows immediately by noting
\[ [h(n,n)]_{-+} = 0 \] and \([h(n,n)]_{++} = 0\). This completes the proof of this
lemma.

Note we state a condition that needs to be met for all \(v_+^{(n)}(0), n \geq 1\), in
order for (4) to be satisfied.

**Lemma 4.** The boundary condition (4) is equivalent to the following recur-
sive expression for \((v_+^{(n)}(0), n \geq 1, in terms of \((v_+^{(k)}(0), 0 \leq k \leq n-1,\)

\[
(v_+^{(n)}(0) = A(n + 1) - \sum_{k=1}^{n} (v_+^{(k-1)}(0)[f(k,n+1)]_{++}. \quad (15)

Further, (15) is equivalent to

\[
(v_+^{(n)}(0) = A(n + 1) + B(n + 1). \quad (16)

**Proof.** First, we prove (15). By Lemma 3, Equation (4) holds true for
\(n\) if and only if

\[
0 = D^n P_+ ([R_-^{-1} T_{-+}] - D^n v_+(0) ([R_+^{-1} C_+])
\]

\[= D^{n+1} P_+
= \left[ P([R]^{-1} T)^{n+1} + \sum_{k=1}^{n+1} v_+^{(k-1)}(0)[h(k,n+1) + \sum_{k=1}^{n} v_+^{(k-1)}(0)[h(k,n+1)]_{++}
= P_+ ([|R|^{-1} T]^{n+1})_{-+} + \sum_{k=1}^{n} (v_+)^{(k-1)}(0)[h(k,n+1)]_{++}
+ \sum_{k=1}^{n} (v_-)^{(k-1)}(0)[h(k,n+1)]_{-+}
= P_+ ([|R|^{-1} T]^{n+1})_{-+} + \sum_{k=1}^{n} (v_+)^{(k-1)}(0)[h(k,n+1)]_{++}
\]

Thus, by noting that \([h(n+1,n+1)]_{++} = (-[R_+^{-1} C_+])^{n+1}\) and rear-
arranging the above equation, we have
\[(v_+)^{(n)}(0) = -P_- \left[ (|R|^{-1}T)^{n+1} \right]_{-+} \left( -|R_+|^{-1}C_+ \right)^{-(n+1)} \]
\[\sum_{k=1}^{n} (v_-)^{(k-1)}(0) [h(k, n + 1)]_{-+} \left( -|R_+|^{-1}C_+ \right)^{-(n+1)} \]
\[\sum_{k=1}^{n} (v_+)^{(k-1)}(0) [h(k, n + 1)]_{++} \left( -|R_+|^{-1}C_+ \right)^{-(n+1)} \]
\[= A(n + 1) - \sum_{k=1}^{n} (v_+)^{(k-1)}(0) [f(k, n + 1)]_{++} \]
which proves (15).

Next, we prove (16) using mathematical induction.

**Step(i).** First, consider \( n = 1 \). By (15) for \( n = 1 \), we have
\[v_+^{(1)}(0) = A(2) - \sum_{k=1}^{1} (v_+)^{(k-1)}(0) [h(k, 2)]_{++} \left( -|R_+|^{-1}C_+ \right)^{-2} \]
\[= A(2) - A(1) [f(1, 2)]_{++} \]
\[= A(2) + B(2) , \]
which completes the proof of (16) for \( n = 1 \).

**Step(ii).** Suppose now that (16) holds for all \( k = 1, \ldots, n-1 \) for some \( n \geq 2 \). Then, by (15),
\[v_+^{(n)}(0) = A(n + 1) - \sum_{k=1}^{n} (v_+)^{(k-1)}(0) [f(k, n + 1)]_{++} , \]
and, by the inductive assumption,
\[- \sum_{k=1}^{n} v_+^{(k)}(0) [f(k, n + 1)]_{++} = - \sum_{k=1}^{n} (A(k) + B(k)) [f(k, n + 1)]_{++} \]
\[= - \sum_{k=1}^{n} \left( A(k) + \sum_{r=1}^{k-1} M(r, k) \right) [f(k, n + 1)]_{++} \]
\[= - \sum_{k=1}^{n} A(k) [f(k, n + 1)]_{++} - \sum_{k=1}^{n} \sum_{r=1}^{k-1} M(r, k) [f(k, n + 1)]_{++} \]
\[= M(1, n + 1) - \sum_{r=1}^{n-1} \sum_{k=r+1}^{n} M(r, k) [f(k, n + 1)]_{++} \]
\[= M(1, n + 1) + \sum_{s=2}^{(n+1)-1} M(s, n + 1) \]
\[= B(n + 1) . \]
This completes the proof.

We are now ready to prove our first main result identifying the generator $D$ defined in Lemma 2.

**Theorem 1.** Suppose the initial distribution $\mu$ of $X(0)$ has a density given by

$$\nu_i(x) = p_i e^{-\lambda x},$$  \hspace{1cm} (17)

for some $\lambda > 0$, $0 \leq p_i \leq 1$, such that the boundary conditions (4) are met. Then, for any $y > 0$,

$$\mu e^{Dy}(A_v) = -\mu(\bar{A}_v)e^{(|R|^{-1}T + \bar{\lambda}|R|^{-1}C)y} + \mu([0, \infty))e^{(|R|^{-1}T)y},$$

where

$$\mu(\bar{A}_v) = \mu^{(0)}([0, \infty)) - \mu^{(0)}(A_v) = e^{-\lambda \psi} \psi(0)$$

is the initial distribution of starting outside set $A_v$, and so in the set $\bar{A}_v = (\psi, + \infty)$.

**Remark 5.** We have the following physical interpretations of interest in applications. Note that

$$\lim_{v \to \infty} \mu e^{Dy}(A_v) = \mu e^{Dy}([0, \infty)) = \mu([0, \infty))e^{(|R|^{-1}T)y},$$

as expected, since $\mu([0, \infty))$ is the initial distribution of the process $\varphi(\cdot)$ and $\mu([0, \infty))e^{(|R|^{-1}T)y}$ is the distribution of the process $\varphi(\cdot)$ at time $\omega(y)$, by [15–17]. Further,

$$\lim_{v \to 0} \mu e^{Dy}(A_v) = \left[ \sum_{i \in S', \ell \in \{+,-\}} \int_{x=0}^{\infty} d\mu_i(x) \mathbb{P}[\varphi(\omega(y)) = j, X(\omega(y))] \right]_{j \in S' \cup S^+}$$

$$= 0 \mid \varphi(0) = i, X(0) = x$$

$$= -\mu^{(0)}([0, \infty))e^{(|R|^{-1}T + \bar{\lambda}|R|^{-1}C)y} + \mu([0, \infty))e^{(|R|^{-1}T)y}$$

$$= -\frac{\psi(0)}{\lambda} e^{(|R|^{-1}T + \bar{\lambda}|R|^{-1}C)y} + \mu([0, \infty))e^{(|R|^{-1}T)y}$$

is the distribution of $\varphi(\cdot)$ when $X = 0$ at time $\omega(y)$;

$$\lim_{v \to \infty} \mu e^{Dy}(A_v) - \lim_{v \to 0} \mu e^{Dy}(A_v)$$

$$= \left[ \sum_{i \in S', \ell \in \{+,-\}} \int_{x=0}^{\infty} d\mu_i(x) \mathbb{P}[\varphi(\omega(y)) = j, X(\omega(y))] \right]_{j \in S' \cup S^+}$$
is the distribution of \( \varphi(\cdot) \) when \( X > 0 \) at time \( \omega(y) \); and

\[
\lim_{y \to \infty} \mu e^{D_y}(A_v)
\]

Due to the assumption (17), we have \( v^{(k)}(x) = (-\lambda)^k v(x) \) and \( \mu^{(k)}(A_v) = (-\lambda)^k \mu^{(0)}(A_v) \). This key property of the initial distribution \( \mu = [\mu_j]_{j \in S} \) of \( X(0) \) results in the following analysis. We have,

\[
\begin{align*}
\mathbb{P}(X(0) = x)_{j \in S^+ \cup S^-} & = \frac{v(0)}{\lambda} e^{(R^{-1}T + \lambda|R^{-1}C)y} \\
\text{is the stationary distribution of the process } \{(\varphi(t), X(t)) : t \geq 0\}.
\end{align*}
\]

**Proof.** Due to the assumption (17), we have \( v^{(k)}(x) = (-\lambda)^k v(x) \) and \( \mu^{(k)}(A_v) = (-\lambda)^k \mu^{(0)}(A_v) \). This key property of the initial distribution \( \mu = [\mu_j]_{j \in S} \) of \( X(0) \) results in the following analysis. We have,

\[
\begin{align*}
\mathbb{P}(X(0) = x)_{j \in S^+ \cup S^-} & = \frac{v(0)}{\lambda} e^{(R^{-1}T + \lambda|R^{-1}C)y} \\
\text{is the stationary distribution of the process } \{(\varphi(t), X(t)) : t \geq 0\}.
\end{align*}
\]

\[
\begin{align*}
\mathbb{P}(X(0) = x)_{j \in S^+ \cup S^-} & = \frac{v(0)}{\lambda} e^{(R^{-1}T + \lambda|R^{-1}C)y} \\
\text{is the stationary distribution of the process } \{(\varphi(t), X(t)) : t \geq 0\}.
\end{align*}
\]

\[
\begin{align*}
\mathbb{P}(X(0) = x)_{j \in S^+ \cup S^-} & = \frac{v(0)}{\lambda} e^{(R^{-1}T + \lambda|R^{-1}C)y} \\
\text{is the stationary distribution of the process } \{(\varphi(t), X(t)) : t \geq 0\}.
\end{align*}
\]
\[ \mu e^{D_L(A_v)} = \sum_{n=0}^{\infty} \frac{y^n}{n!} \mu(A_v) \]
\[ = \left( \mu^{(0)}(A_v) - \frac{v(0)}{\lambda} \right) e^{(|R|^{-1}T + \frac{\lambda}{2}|C|)} + \left( P + \frac{v(0)}{\lambda} \right) e^{(|R|^{-1}T)}. \]

(19)

Then the result follows, since
\[ \mu(A_v) = \int_{x=0}^{\infty} v(0)e^{-\lambda x}dx - \int_{x=0}^{\nu} v(0)e^{-\lambda x}dx = \frac{v(0)}{\lambda} - \mu^{(0)}(A_v) = e^{-\lambda x}v(0) \]
and
\[ \mu([0, \infty)) = \int_{x=0}^{\infty} v(0)e^{-\lambda x}dx + P = \left( P + \frac{v(0)}{\lambda} \right). \]

Recall that the main result stated in Theorem 1 holds under assumed boundary conditions (4). In the next theorem below, we give sufficient conditions for these boundary conditions to hold.

**Theorem 2.** Suppose that \( \gamma |r_i| = |c_i| \) for all \( i \), for some \( \gamma > 0 \). Let \( (|R|^{-1}T_{++}) \) be a nonnegative matrix such that \( (|R|^{-1}T_{++})1 = (b + \beta)1 \) for some \( b, \beta > 0 \), and \( (|R|^{-1}T_{--}) \) be a nonnegative matrix such that \( (|R|^{-1}T_{--})1 = b1 \). Assume that
\[ |R|^{-1}T = \left[ \begin{array}{cc} (|R|^{-1}T_{++}) & (|R|^{-1}T_{+-}) \\ (|R|^{-1}T_{-+}) & (|R|^{-1}T_{--}) \end{array} \right] = \left[ \begin{array}{cc} -(b + \beta)I & (|R|^{-1}T_{+-}) \\ (|R|^{-1}T_{-+}) & -bI \end{array} \right], \]
and that the initial distribution is given by
\[ P_- = \text{is such that} \quad P_- \geq 0, P_- 1 \leq \frac{\lambda \gamma}{b + \lambda \gamma}, \]
\[ v_+(0) = P_-(|R|^{-1}T_{--})(|R|^{-1}C_+)^{-1}, \]
\[ v_+(x) = e^{-\lambda x}v_+(0), \quad x > 0, \]
\[ v_-(0) = \text{is such that} \quad v_-(0) \geq 0, v_-(0)1 = \lambda - \frac{b + \lambda \gamma}{\gamma} P_- 1, \]
\[ v_-(x) = e^{-\lambda x}v_-(0), \quad x > 0, \]
where \( \lambda = \beta / \gamma \). Then the boundary conditions (4) are satisfied for all \( n \geq 0 \).

**Remark 6.** Under the assumptions of Theorem 2, the process \( \{(\phi(t), X(t)) : t \geq 0\} \) is stable due to the structure of its fluid generator \( |C|^{-1}T = |R|^{-1}T / \gamma \), which by\(^{15,17}\) implies that stability condition given by \( \sum_{i \in S_{++} \cup S_{--}} c_i \pi_i < 0, \pi_i = \lim_{t \to \infty} IP(\phi(t) = i) \), is met. The stability condition for \( \{(\phi(t), Y(t)) : t \geq 0\} \) given by \( \sum_{i \in S_{++} \cup S_{--}} r_i \pi_i < 0 \), may be met or not,
depending on the parameters \(|\mathbf{R}_+|^{-1} \mathbf{T}_+\) and \(|\mathbf{R}_-|^{-1} \mathbf{T}_-\) in its fluid generator \(|\mathbf{R}|^{-1} \mathbf{T}^\top\).

**Proof.** We have \(v_-(0)1 \geq 0\) since \(\mathbf{P}_-1 \leq \frac{\lambda \gamma}{b + \lambda \gamma}\), and
\[
\int_0^\infty v_+(x)dx + \int_0^\infty v_-(x)dx + \mathbf{P}_-1 = \frac{1}{\lambda} v_+(0)1 + \frac{1}{\lambda} v_-(0)1 + \mathbf{P}_-1
\]
\[
= \frac{1}{\lambda} \mathbf{P}_- (|\mathbf{R}_-|^{-1} \mathbf{T}_-^+) (|\mathbf{R}_+|^{-1} \mathbf{C}_+)^{-1} + \frac{1}{\lambda} \left( \frac{\lambda}{\gamma} - \frac{b + \lambda \gamma}{\gamma} \mathbf{P}_-1 \right) + \mathbf{P}_-1
\]
\[
= b \frac{\lambda \gamma}{\lambda \gamma} \mathbf{P}_-1 + \left( 1 - \frac{b + \lambda \gamma}{\lambda \gamma} \mathbf{P}_-1 \right) + \frac{\lambda \gamma}{\lambda \gamma} \mathbf{P}_-1
\]
\[
= 1,
\]
and so the initial distribution is well defined.

The boundary condition (4) is clearly met for \(n = 0\). We verify that the boundary conditions (4) are met for all \(n \geq 0\), by mathematical induction. Suppose the boundary condition (4) is met for some \(n \geq 0\) (inductive assumption). Then by (13),
\[
D^{n+1} v(x) = D^n v(x) (|\mathbf{R}|^{-1} \mathbf{T} - D^n v^{(1)}(x) (|\mathbf{R}|^{-1} \mathbf{C})
\]
\[
= D^{n} v(x) (|\mathbf{R}|^{-1} \mathbf{T} + \lambda |\mathbf{R}|^{-1} \mathbf{C})
\]
\[
= \left[ D^{n} v_+(x) \ D^{n} v_-(x) \right] \left[ \begin{array}{cc} -b \mathbf{I} & (|\mathbf{R}_+|^{-1} \mathbf{T}_+^+) \\ (|\mathbf{R}_-|^{-1} \mathbf{T}_-) & -(b + \beta) \mathbf{I} \end{array} \right]
\]
and so
\[
D^{n+1} v_+(0) = D^n v_+(0) (-b) + D^n v_-(0) (|\mathbf{R}_-|^{-1} \mathbf{T}_-^+).
\]

Thus, by inductive assumption,
\[
D^{n+1} v(x) = D^n v(x) (|\mathbf{R}_-|^{-1} \mathbf{T}_-^+ + D^n v_-(0) (|\mathbf{R}_-|^{-1} \mathbf{T}_-^+)
\]
\[
= D^n v_-(|\mathbf{R}_-|^{-1} \mathbf{T}_-^+) (|\mathbf{R}_+|^{-1} \mathbf{C}_+)^{-1} (-b) + D^n v_-(0) (|\mathbf{R}_-|^{-1} \mathbf{T}_-^+)
\]
\[
= D^n v_-(|\mathbf{R}_-|^{-1} \mathbf{T}_-^+) \gamma^{-1} (-b) + D^n v_-(0) (|\mathbf{R}_-|^{-1} \mathbf{T}_-^+),
\]
and, by (14), we have
\[
D^{n+1} v_-(|\mathbf{R}_-|^{-1} \mathbf{T}_-^+) (|\mathbf{R}_+|^{-1} \mathbf{C}_+)^{-1} = (D^n v_-(|\mathbf{R}_-|^{-1} \mathbf{T}_-^+) - D^n v_-(0) (|\mathbf{R}_-|^{-1} \mathbf{C}_-))
\]
\[
\times (|\mathbf{R}_-|^{-1} \mathbf{T}_-^+) (|\mathbf{R}_+|^{-1} \mathbf{C}_+)^{-1}
\]
\[
= (D^n v_-(|\mathbf{R}_-|^{-1} \mathbf{T}_-^+) - D^n v_-(0) (|\mathbf{R}_-|^{-1} \mathbf{T}_-^+)) \gamma^{-1}
\]
\[
= D^{n+1} v_+(0),
\]
which implies that the boundary condition (4) is met for \((n + 1)\).
3.1. Numerical examples

Below, we construct simple examples to illustrate the application of the main result established above to the SFFMs with a range of different behaviors. In Examples 1 and 2 we consider SFFMs in which the sign of the fluid rates is the same or the opposite in both fluids, respectively. That is, there are two possible directions of the movement in the quadrant depicted in Figure 2, in each of these SFFMs. Next, in Examples 3 and 4 we consider SFFMs with four possible directions of the movement in the quadrant.

Also, different behaviors as far as the stability of the fluids are presented in these examples. In Example 1 both fluids are stable, while in Example 2 only \( Y(\cdot) \) is stable. In Example 3 process \( X(\cdot) \) is stable, while \( Y(\cdot) \) is null recurrent. In Example 3 both fluids are stable.

**Example 1.** Assume \( S = \{1, 2\}, S_+ = S_+ = \{1\}, S_- = S^- = \{2\} \), and so the signs of the fluid rates are the same in both fluids; see Figure 9.

Assume \( |r_i| = |c_i| \) for \( i = 1, 2 \). Let \( \beta > 0 \) and

\[
|R|^{-1}T = \begin{bmatrix}
-(b + \beta) & b + \beta \\
\beta & -b
\end{bmatrix} = |C|^{-1}T.
\]

Assume initial distribution given by,

\[
P_- = p \text{ such that } 0 < p < \frac{\beta}{b + \beta},
\]

\[
v_+(x) = v_+(0)e^{-\beta x}, x > 0, v_+(0) = pb,
\]

\[
v_-(x) = v_-(0)e^{-\beta x}, x > 0, v_-(0) = \beta(1-p)-pb > 0 \text{ since } p < \frac{\beta}{b + \beta}.
\]

Then both \( \{(\varphi(t), X(t)) : t \geq 0\} \) and \( \{(\varphi(t), Y(t)) : t \geq 0\} \) are stable due to the structure of the fluid generator \( |R|^{-1}T = |C|^{-1}T \). Moreover, by Theorem 2, the initial distribution is well defined and the boundary conditions (4) are met for all \( n \geq 0 \).

Further, by some calculations involving standard algebra, we have,

\[
|R|^{-1}T = BDB^{-1}
\]

\[
= \begin{bmatrix}
1 & 1 \\
1 & -b \\
1 & b + \beta
\end{bmatrix}
\left((-2b + \beta) \begin{bmatrix}
0 & 0 \\
0 & 1
\end{bmatrix}\right)
\begin{bmatrix}
1 & 1 \\
1 & -b \\
1 & b + \beta
\end{bmatrix}^{-1}
\]

\[
= \begin{bmatrix}
1 & 1 \\
1 & -b \\
1 & b + \beta
\end{bmatrix}
\left((-2b + \beta) \begin{bmatrix}
0 & 0 \\
0 & 1
\end{bmatrix}\right)
\begin{bmatrix}
b + \beta \\
2b + \beta
\end{bmatrix}
\begin{bmatrix}
1 & 1 \\
1 & -b \\
1 & b + \beta
\end{bmatrix},
\]

and thus
Similarly, with $\Lambda = \beta I$, we have

$$|R|^{-1}T + \Lambda|R|^{-1}C = \begin{bmatrix} -b & b + \beta \\ b & -(b + \beta) \end{bmatrix}$$

$$= \tilde{B}D\tilde{B}^{-1}$$

$$= \begin{bmatrix} \frac{1}{b} & -1 \\ \frac{b + \beta}{b} & 1 \end{bmatrix} (-2b + \beta)^n \begin{bmatrix} 0 & 0 \\ 0 & 1 \end{bmatrix} \begin{bmatrix} \frac{b}{b + \beta} & 1 \\ 1 & -1 \end{bmatrix}$$

$$= \begin{bmatrix} 1 & -1 \\ \frac{1}{b + \beta} & 1 \end{bmatrix} (-2b + \beta)^n \begin{bmatrix} 0 & 0 \\ 0 & 1 \end{bmatrix} \begin{bmatrix} \frac{b}{b + \beta} & 1 \\ 1 & -1 \end{bmatrix},$$

and so

$$|R|^{-1}T + \Lambda|R|^{-1}C = \tilde{B}D\tilde{B}^{-1}$$

where $D$ records eigenvalues and $B, \tilde{B}$ corresponding eigenvectors of $|R|^{-1}T$ and $|R|^{-1}T + \Lambda|R|^{-1}C$, with

$$D = \text{diag}(0, -(2b + \beta)), \quad B = \begin{bmatrix} 1 & 1 \\ 1 & \frac{1}{b + \beta} \end{bmatrix}, \quad \tilde{B} = \begin{bmatrix} \frac{1}{b} & -1 \\ \frac{b}{b + \beta} & 1 \end{bmatrix}.$$

Then by Theorem 1, we have,

$$\mu e^{\Delta y}(A_y) = -e^{-\beta v} \frac{v(0)}{\beta} e^{(|R|^{-1}T + \beta|R|^{-1}C)_y} + \left( P + \frac{v(0)}{\beta} \right) e^{(|R|^{-1}T)_y},$$

where
\[-e^{-\beta v} \frac{v(0)}{\beta} = -e^{-\beta v} \left[ p \frac{b}{\beta} \left( (1 - p) - p \frac{b}{\beta} \right) \right],\]
\[
\left( P + \frac{v(0)}{\beta} \right) = \left[ p \frac{b}{\beta} \left( 1 - p \frac{b}{\beta} \right) \right],
\]
\[
e^{(R|^{-1}T + |P|^{-1}C)\gamma} = \left[ -b \quad b + \beta \\
\quad b \quad -(b + \beta) \right] (1 + e^{-(2b+\beta)\gamma}),
\]
\[
e^{R|^{-1}Ty} = \left[ -(b + \beta) \quad b + \beta \\
\quad b \quad -b \right] (1 + e^{-(2b+\beta)\gamma}),
\]

and so
\[
\mu e^{Dy(A_v)} = -e^{-\beta v} \left[ (1-p)b - p\frac{2b^2}{\beta} \right] \left[ -(1-p)(b+\beta) + p\frac{2b^2}{\beta} \right] (1 + e^{-(2b+\beta)\gamma})
\]
\[
+ \left[ (1-pb - p\frac{2b^2}{\beta}) \left( 1 + pb + p\frac{2b^2}{\beta} \right) \right] (1 + e^{-(2b+\beta)\gamma}),
\]

where $[\mu e^{Dy(A_v)}]_j$ is the probability that at time $\omega(y)$ the observed phase is $j$ and the level $X(\omega(y))$ is within the set $A_v$, also see Figure 8.

**Example 2.** We modify Example 1 and assume that $S = \{1, 2\}$, $S_+ = S^- = \{1\}$, $S_- = S^+ = \{2\}$, and so the signs of the fluid rates are now opposite in both fluids; see Figure 10.

Note that the analysis in Example 1 still holds. Indeed, the signs of the rates $r_i$ do not change the results as we take the absolute values of these rates in all expressions. Due to the structure of the fluid generator $RT = |C|^{-1}T$, $\{f(\varphi(t), Y(t) : t \geq 0)\}$ is stable while $\{f(\varphi(t), X(t) : t \geq 0)\}$ is unstable.

**Figure 10.** Evolution of the SFFM $\{f(\varphi(t), X(t), Y(t) : t \geq 0)\}$ in Example 2. When $\varphi(t) = 1$ the level in $X$ is increasing while the level in $Y$ is decreasing. When $\varphi(t) = 2$ the level in $X$ is decreasing while the level in $Y$ is increasing. No other directions are possible.

**Example 3.** Assume that $S = \{1, 2, 3, 4\}$, $S_+ = \{1, 2\}$, $S_- = \{3, 4\}$, $S^+ = \{1, 4\}$, $S^- = \{2, 3\}$ so that signs are the same for phases 1 and 3, and opposite for 2 and 4; see Figure 11.

Further, let $|r_i| = |c_i| = 1$ for all $i$, and, with $E$ denoting a matrix of ones of appropriate size, let
\[
|R|^{-1}T = \begin{bmatrix} -(b + \beta)I & ((b + \beta)/2)E \\ (b/2)E & -bI \end{bmatrix} = T = |C|^{-1}T,
\]

\[
P_\pm = (p/2)[1 1],
\]

\[
v_+ (x) = (pb/2)e^{-\beta x}[1 1], v_+(0) = (pb/2)[1 1],
\]

\[
v_- (x) = (\beta(1-p)/2-pb/2)e^{-\beta x}[1 1], v_-(0) = (\beta(1-p)/2-pb/2)[1 1].
\]

By Theorem 2, the initial distribution is well defined and the boundary conditions (4) are met for all \( n \geq 0 \). Further, by some calculations involving standard algebra,

\[
|R|^{-1}T = BD\hat{B}^{-1}, (|R|^{-1}T)^n = BD^n\hat{B}^{-1}
\]

| | | | | |
|---|---|---|---|
| 0 | 1 | 1 | 1 |
| 0 | -1 | 1 | 1 |
| 1 | 0 | 1 | -b |
| -1 | 0 | 1 | -b |

\[
B^{-1} = \begin{bmatrix}
0 & 0 & 1/2 & -1/2 \\
1/2 & -1/2 & 0 & 0 \\
-b & b & b + \beta & b + \beta \\
2(2b + \beta) & 2(2b + \beta) & 2(2b + \beta) & 2(2b + \beta)
\end{bmatrix}
\]

| | | | | |
|---|---|---|---|
| 1 | 0 | 1 | 1 |
| -1 | 0 | 1 | 1 |
| 0 | 1 | 1 | -1 |
| 0 | -1 | 1 | -1 |

\[
\hat{B}^{-1} = \begin{bmatrix}
1/2 & -1/2 & 0 & 0 \\
0 & 0 & 1/2 & -1/2 \\
1/4 & 1/4 & 1/4 & 1/4 \\
1/4 & 1/4 & -1/4 & -1/4
\end{bmatrix}
\]

Then, by Theorem 1, \( \mu e^{\Delta y}(A_v) \) recording the probabilities \( \{\mu e^{\Delta y}(A_v)\}_i \) that at time \( \omega (y) \) the observed phase is \( j \) and the level \( X(\omega (y)) \) is within the set \( A_v \), is given by,

\[
\mu e^{\Delta y}(A_v) = -e^{-\beta y}v(0)B e^{\Delta y}B^{-1} + \left( P + \frac{v(0)}{\beta} \right) \hat{B} e^{\Delta y}\hat{B}^{-1},
\]

where,
We note that here $\{(\varphi(t), X(t)) : t \geq 0\}$ is stable with $\pi_1 = \pi_2 = \frac{b}{2(2b + \beta)}$, $\pi_3 = \pi_4 = \frac{b + \beta}{2(2b + \beta)}$, however $\{(\varphi(t), Y(t)) : t \geq 0\}$ is null recurrent since $\pi_1 + \pi_4 = \pi_2 + \pi_3$.

**Example 4.** We modify $T = [q_{ij}]$ in Example 3 so that $\{(\varphi(t), Y(t)) : t \geq 0\}$ is stable as well, in the following manner. For some $r > 0.5$, we

a. change rates to $q_{31} = q_{41} = (1-r)b$, $q_{32} = q_{42} = rb$, so that $\pi_3 = \pi_4$ still but $\pi_1 < \pi_2$; or
b. change rates to $q_{14} = q_{24} = r(b + \beta)$, $q_{13} = q_{23} = (1-r)(b + \beta)$, so that $\pi_1 = \pi_2$ still but $\pi_4 < \pi_3$. 

**Figure 11.** Evolution of the SFFM $\{(\varphi(t), X(t), Y(t)) : t \geq 0\}$ in Examples 3–4. When $\varphi(t) = 1, 3$ the levels in $X$ and $Y$ move in the same directions (increasing or decreasing, respectively). When $\varphi(t) = 2, 4$ the levels in $X$ and $Y$ move in the opposite directions (increasing-decreasing or decreasing-increasing, respectively). No other directions are possible.

\[
e^{Dy} = \text{diag}(e^{-by}, e^{-(b+\beta)y}, 0, e^{-(2b+\beta)y}),
\]

\[
-e^{-\beta v} \frac{v(0)}{\beta} = -e^{-\beta v} \frac{1}{\beta} \left[ (pb/2) \ (pb/2) \ (\beta(1-p)/2-pb/2) \ (\beta(1-p)/2-pb/2) \right],
\]

\[
\left( P + \frac{v(0)}{\beta} \right) = \left[ \begin{array}{c} p \ b \ (1-p) \ b + \beta \\ b + \beta \ 2(2b + \beta) \ 2(2b + \beta) \ 2(2b + \beta) \end{array} \right],
\]

and so

\[
-e^{-\beta v} \frac{v(0)}{\beta} \hat{B} e^{Dy} \hat{B}^{-1} = -e^{-\beta v} \frac{1}{\beta} \left( pb - \frac{b}{b + \beta} (\beta(1-p) - pb) \right) e^{-(2b+\beta)y} \times \left[ \begin{array}{c} b + \beta \ b + \beta \ b + \beta \ b + \beta \\ b + \beta \ 2(2b + \beta) \ 2(2b + \beta) \ 2(2b + \beta) \end{array} \right],
\]

and

\[
\left( P + \frac{v(0)}{\beta} \right) \hat{B} e^{Dy} \hat{B}^{-1} = \frac{1}{\beta} \begin{bmatrix} e^{-by}(pb/4) + e^{-(2b+\beta)y}(1/4)(\beta/2 - pb/2) \\ -e^{-by}(pb/4) + e^{-(2b+\beta)y}(1/4)(\beta/2 - pb/2) \\ e^{-(b+\beta)y}(pb/4) - e^{-(b+\beta)y}(1/4)(\beta/2 - pb/2) \\ e^{-(b+\beta)y}(pb/4) - e^{-(b+\beta)y}(1/4)(\beta/2 - pb/2) \end{bmatrix}^T.
\]
Consider (a). Let \( \mathbf{E} = \mathbf{E} \times \text{diag}(1-r, r) \) and 
\[
|\mathbf{R}|^{-1} \mathbf{T} = \begin{bmatrix}
-(b + \beta) & ((b + \beta)/2) \\
\mathbf{bE} & -\mathbf{bI}
\end{bmatrix} = \mathbf{T} = |\mathbf{C}|^{-1} \mathbf{T},
\]
\[
\mathbf{P}_- = (p/2)[1 1],
\]
\[
\mathbf{v}_+(x) = (pb)e^{-\beta x}[1-r, x], \quad \mathbf{v}_+(0) = (pb)[1-r, r],
\]
\[
\mathbf{v}_-(x) = (\beta(1-p)/2-pb/2)e^{-\beta x}[1, 1], \quad \mathbf{v}_-(0) = (\beta(1-p)/2-pb/2)[1 1].
\]

By Theorem 2, the initial distribution is well defined and the boundary conditions (4) are met for all \( n \geq 0 \). The stationary distribution of \( \mathbf{T} \) is
\[
\mathbf{\pi} = \begin{bmatrix}
(1-r) & b & 1/b & 1/b \\
2b + \beta & r & 2b + \beta/2 & 2b + \beta
\end{bmatrix}.
\]

Since \( \beta > 0 \) and \( r > 0.5 \), we have
\[
\pi_1 + \pi_2 = \frac{b}{2b + \beta} < \pi_3 + \pi_4 = \frac{b + \beta}{2b + \beta},
\]
\[
\pi_1 + \pi_4 = \frac{(1-r)b + ((b + \beta)/2)}{2b + \beta} < \pi_2 + \pi_3 = \frac{rb + ((b + \beta)/2)}{2b + \beta}.
\]

Thus \( \{\phi(t), X(t) : t \geq 0\} \) and \( \{\phi(t), Y(t) : t \geq 0\} \) are stable. Stability for both processes in (b) follows by symmetry.

4. First return to level zero: measure \( \mu \Phi(A_\psi) \)

The distribution of the busy period is a key quantity analyzed in the classic literature of the stochastic fluid models\(^{[7,8,10,16,25]}\) and in the queueing theory in general, and it is the key quantity required in the computation of other transient and stationary measures of interest. Therefore, below we consider the distribution of the process \( X(\cdot) \) at the time the busy period ends in \( Y(\cdot) \). In the context of the application example presented in the Introduction, we are interested in the distribution of level in buffer \( X \) at the time when buffer \( Y \) becomes empty.

Consider process \( \{(\phi(t), X(t), Y(t)) : t \geq 0\} \) with unbounded level \( \tilde{Y}(t) \in (-\infty, +\infty) \) and rates \( d\tilde{Y}(t)/dt = r_\phi(t) \), defined in the Introduction. We introduce operators with physical interpretations similar to matrices \( \Psi \) and \( \Xi \) for the SFMs discussed in Section 2.1 (see Figure 5).

Define operator \( \Phi = [\Phi_{ij}]_{i \in S^+, j \in S^-}, \) partitioned according to \( S = S^+ \cup S^- \),
\[
\Phi = \begin{bmatrix}
0 & \Psi \\
\Xi & 0
\end{bmatrix},
\]
such that, with
\[ h = \inf \{ t > 0 : \tilde{Y}(t) = 0 \} \]
we have
\[ l_{ij} U_{ij}(A_v) = \left( \begin{array}{c} 1 \quad x = 0 \\ d l_i(x) P(\phi(\theta) = j, X(\theta) \in A_v \mid \phi(0) = i, X(0) = x, \tilde{Y}(0) = 0) \end{array} \right). \]

The quantity \( l_{ij} U_{ij}(A_v) \) records the probability that the fluid level \( \tilde{Y}(\cdot) \) first returns to level 0 and does so in phase \( j \) and with \( X(\cdot) \in A_v \), given the process starts at time zero in phase \( i \) and in level \( X(0) \) distributed according to the initial distribution \( \mu \). We illustrate this in Figure 12.

Remark 7. Note that the quantity \( \Psi \) is the same in both \( \{(\phi(t), X(t), \tilde{Y}(t)) : t \geq 0 \} \) and \( \{(\phi(t), \tilde{Y}(t)) : t \geq 0 \} \), since the behavior of \( \tilde{Y}(0) \) and \( Y(0) \) above level 0 is analogous. That is, for all \( i \in S^+, j \in S^- \) we have
\[ l_{ij} \Phi_{ij}(A_v) = \left( \begin{array}{c} 1 \quad x = 0 \\ d l_i(x) P(\phi(\theta) = j, X(\theta) \in A_v \mid \phi(0) = i, X(0) = x, Y(0) = 0) \end{array} \right). \]

Denote \( \mu \Phi(A_v) \) such that \( [\mu \Phi(A_v)]_j = \sum_{i \in S^+ \cup S^-} l_{ij} \Phi_{ij}(A_v) \). To evaluate \( \mu \Phi(A_v) \) we build on the methods developed in the previous section and theory of the SFMs described in Section 2. We partition \( \mu \) according to \( S^+ \cup S^- \) so that \( \mu = \left[ \begin{array}{c} \mu^+ & \mu^- \end{array} \right] \), and assume analogous partitioning for all other quantities in the expressions below.
Let \( \tilde{f}_y(x) \) be the density matrix that is the inverse of the LST matrix \( e^{(R\mathbb{R}^{-1})y} \) described in Section 2, and let \( \hat{f}_{\lambda,y}(y/2)dy \) be the inverse of the LST matrix \( e^{(R\mathbb{R}^{-1}+\lambda|R|^{-1}C)y} \). Further, let \( M = \int_{y=0}^{\infty} \tilde{f}_y(y/2)dy \) as defined in Section 2, and let \( \tilde{M}_\lambda = \int_{y=0}^{\infty} \hat{f}_{\lambda,y}(y/2)dy \) and \( \Phi_\lambda = I - (I + \tilde{M}_\lambda)^{-1} \).

Our final main result identifies \( \mu \Phi(A_v) \).

**Theorem 3.** Assume that \( \{(\varphi(t), Y(t)) : t \geq 0\} \) and \( \{(\varphi(t), X(t)) : t \geq 0\} \) are not null recurrent. Suppose the original distribution \( \mu \) of \( X(0) \) has a density \( \nu_i(x) = p_i \lambda e^{-\lambda x} \), for some \( \lambda > 0, 0 \leq p_i \leq 1 \), such that the boundary condition (4) is met. Then, for any set \( A_v = [0,v] \), \( v > 0 \),

\[
\mu \Phi(A_v) = \begin{bmatrix} \mu^+ \Phi(A_v) & \mu^- \Phi(A_v) \end{bmatrix} = -\mu(A_v) \Phi_\lambda + \mu(0,\infty) \Phi = -e^{-\lambda v} \frac{v(0)}{\lambda} \Phi_\lambda + \left( P + \frac{v(0)}{\lambda} \right) \Phi.
\]

(21)

(22)

**Remark 8.** Note that \( \lim_{v \to \infty} \mu \Phi(A_v) = \mu([0,\infty)) \Phi \), as expected, since \( \ldots \) is the probability (vector) that the process returns to level \( Y(\theta) = 0 \) in some phase \( \varphi(\theta) \in S^+ \cup S^- \), assuming start from \( Y(0) = 0 \) in some phase \( \varphi(0) \in S^+ \cup S^- \) according to the initial distribution \( \mu([0,\infty)) \).

The term \( \mu(A_v) \Phi_\lambda = (\mu^0([0,\infty)) - \mu(0,A_v)) \Phi_\lambda \) is the probability (vector) that the process returns to level \( Y(\theta) = 0 \) in some level \( X(\theta) > v \) and phase \( \varphi(\theta) \in S^+ \cup S^- \), assuming start from \( Y(0) = 0 \) in some level \( X(0) \geq 0 \) and phase \( \varphi(0) \in S^+ \cup S^- \) according to the initial distribution \( \mu \).

Further,

\[
\lim_{v \to 0} \mu \Phi(A_v) = \left[ \sum_{i \in S^+ \cup S^-} \int_{x=0}^{\infty} d\mu_i(x) \mathbb{P}(\varphi(\theta) = j, X(\theta) = 0 | \varphi(0) = i, X(0) = x, Y(0) = 0) \right]_{j \in S^+ \cup S^-} = -\frac{v(0)}{\lambda} \Phi_\lambda + \left( P + \frac{v(0)}{\lambda} \right) \Phi,
\]

where \( \left[ \lim_{v \to 0} \mu \Phi(A_v) \right]_j = 0 \) for \( j \in S_+ \) since no mass may exist at level \( X(\cdot) = 0 \) in phases \( j \in S_+ \).

Matrix \( M \) can be obtained using Equation (2) in Section 2 and algorithms for \( \Phi \) (see, e.g., [17] and references there). We compute \( \tilde{M}_\lambda \) using analogous methods, with \( (T + \lambda C) \) in place of \( T \), since \( |R|^{-1}(T - sR) + \lambda |R|^{-1}C = |R|^{-1}(T + \lambda C) - sR \). Also note that, with \( R^+ = \text{diag}(r_j)_{j \in S^+}, C^+ = \text{diag}(c_j)_{j \in S^+}, C^- = \text{diag}(c_j)_{j \in S^-} \), we have
\[
(|R|^{-1}(T-sR) + \lambda|R|^{-1}C)1 = |R|^{-1}\left(T - s\begin{bmatrix} R^+ & 0 \\ 0 & 0 \end{bmatrix} + \lambda \begin{bmatrix} C^+ & 0 \\ 0 & C^- \end{bmatrix}\right)1 \\
= -s\begin{bmatrix} 1^+ \\ 0^- \end{bmatrix} + \lambda \begin{bmatrix} C^+1 \\ C^-1 \end{bmatrix},
\]

Thus \(|R|^{-1}(T-sR) + \lambda|R|^{-1}C\) has strictly positive sums for all rows \(i \in S^- \cap S_+\), and for all rows \(i \in S^+ \cap S_+\) with \(\lambda c_i > s\).

**Proof:** First, note that
\[
\begin{aligned}
 [\mu \Phi(A_v)]_j &= \sum_{i \in S^+ \cup S^-} \mu_i \Phi_{ij}(A_v) \\
 &= (\mu^+ \Psi(A_v))I(j \in S^+) + (\mu^- \Xi(A_v))I(j \in S^-)
\end{aligned}
\]
and thus (21) follows. Next, for any \(s > 0, y > 0\), by argument similar to the proof of Theorem 1,
\[
[\mu e^{Dy}(A_v, s)]_j = \left[-\mu(A_v)e^{(|R|^{-1}(T-sR) + \lambda|R|^{-1}C)y} + \mu([0, \infty))e^{(|R|^{-1}(T-sR))y}\right]_j,
\]
is the Laplace-Stieltjes transform of the distribution of the total upward shift in \(Y(\cdot)\) accumulated by the time the in-out fluid of the process \(Y(\cdot)\) first reaches level \(y\) and does so in phase \(j\) and with \(X(\cdot) \in A_v\), given that the process starts at time zero according to distribution \(\mu\). That is,
\[
[\mu e^{Dy}(A_v, s)]_j = \mathbb{E}(e^{-s h_{\phi,(\omega(y))}(x)}I(\phi(\omega(y)) = j, X(\omega(y) \in A_v))).
\]

For \(0 \leq x \leq y\), we define the density \(\mu f^y_j(x)\) as the inverse of the LST \(\mu e^{Dy}(A_v, s)\), so that
\[
\mu e^{Dy}(A_v, s) = \int_{x=0}^{\infty} e^{-sx} \mu f^y_j(A_v, x) dx,
\]
where \([\mu f^y_j(x)]_j\) is the probability density that the total upward shift in \(Y(\cdot)\) at time \(\omega(y)\) is \(x\) and the phase is \(\phi(\omega(y)) = j\) and with \(X(\cdot) \in A_v\), given that the process starts at time zero according to distribution \(\mu\), where \(f^y_j(x)\) is the corresponding operator. We have
\[
\mu f^y_j(A_v, x) = -\mu(A_v)\hat{f}^x_{j,y}(x) + \mu([0, \infty))\hat{f}^y_j(x).
\]
Consider
\[
\mu M(A_v) = -\mu(A_v)\hat{M} + \mu([0, \infty))M \\
= -\left(\mu^0([0, \infty)) - \mu^0(A_v)\right)\hat{M} + \mu([0, \infty))M,
\]
and note that \( \mu M(A_v) \) is the expected number of visits to level 0 and doing so in phase \( j \) and with \( X(\cdot) \in A_v \), given that the process starts at time zero according to distribution \( \mu \), and \( M \) is the corresponding operator. We have

\[
\mu M(A_v) = \int_{x=0}^{v} Mv(x)dx + MP,
\]

where,

\[
Mv(x) = v(x)\hat{M}_x,
\]

\[
MP = -\mu^0([0,\infty))\hat{M}_x + \mu([0,\infty))M = \frac{v(0)}{\lambda}(M - \hat{M}_x) + PM,
\]

and by induction, \( \mu M^n \) has density \( M^n v(x) \) and mass \( M^n P \) given by,

\[
M^n v(x) = v(x)(\hat{M}_x)^n, \tag{23}
\]

\[
M^n P = \frac{v(0)}{\lambda} \sum_{k=0}^{n-1} (\hat{M}_x)^k (M - \hat{M}_x) (M)^{n-1-k} + P(M)^n. \tag{24}
\]

Indeed, by above, the expressions (23)–(24) for \( \mu M^n \) are clearly true for \( n = 1 \). Suppose that they hold for some \( n \geq 1 \). Then,

\[
M^{n+1} v(x) = M^n v(x)\hat{M}_x = v(x)(\hat{M}_x)^{n+1},
\]

and

\[
M^{n+1} P = \frac{M^n v(0)}{\lambda} (M - \hat{M}_x) + M^n PM
\]

\[
= \frac{v(0)}{\lambda} (\hat{M}_x)^n (M - \hat{M}_x)
\]

\[
+ \left( \frac{v(0)}{\lambda} \sum_{k=0}^{n-1} (\hat{M}_x)^k (M - \hat{M}_x) (M)^{n-1-k} + P(M)^n \right) M
\]

\[
= \frac{v(0)}{\lambda} \sum_{k=0}^{(n+1) - 1} (\hat{M}_x)^k (M - \hat{M}_x) (M)^{(n+1) - 1-k} + P(M)^{n+1},
\]

which completes the proof of (23)–(24) for all \( n \geq 1 \).

Now, by the physical interpretations similar to those used for a one-dimensional stochastic fluid model summarized in Section 2, we consider a Markov process observed at the times the SFFM \( (\phi(t), X(t), \tilde{Y}(t)) : t \geq 0 \) visits level \( \tilde{Y}(\cdot) = 0 \), with one-step transition operator \( \Phi \), and note that by standard theory of Markov chains we have \( M = \sum_{n=1}^{\infty} (\Phi)^n \), and so

\[
M = \Phi + M\Phi = \Phi(I - \Phi)^{-1} = \Phi \sum_{n=0}^{\infty} (\Phi)^n,
\]

\[
\Phi = (I + M)^{-1} M = \sum_{n=0}^{\infty} (-M)^n M = -\sum_{n=1}^{\infty} (-1)^n M^n,
\]

and thus
\[ \mu \Phi(A_\nu) = -\sum_{n=1}^{\infty} (-1)^n \mu M^n(A_\nu) = -\sum_{n=1}^{\infty} (-1)^n \left(M^n\mu^{(0)}(A_\nu) + \lambda_n P]\right). \]

Consequently an explicit expression of \( \mu \Phi(A_\nu) \) follows by (23)-(24). Indeed, we have

\[
\mu \Phi(A_\nu) = -\mu^{(0)}(A_\nu) \sum_{n=1}^{\infty} (-\hat{M}z)^n - P \sum_{n=1}^{\infty} (-M)^n
\]

\[
= \mu^{(0)}(A_\nu)(I - (I + \hat{M}z)^{-1}) + P(I - (I + M)^{-1})
\]

\[
+ \frac{v(0)}{\lambda} \sum_{n=1}^{\infty} \sum_{k=0}^{n-1} (-\hat{M}z)^k(M - \hat{M}z)(-M)^{n-k}
\]

\[
= \mu^{(0)}(A_\nu)\Phi_2 + P\Phi + \mu^{(0)}([0, \infty))(I + \hat{M}z)^{-1}(-I - \hat{M}z)(I + M)^{-1}
\]

\[
+ \mu^{(0)}([0, \infty))(I + \hat{M}z)^{-1}(I + M)(I + M)^{-1}
\]

\[
= \mu^{(0)}(A_\nu)\Phi_2 + P\Phi + \mu^{(0)}([0, \infty))(I - (I + M)^{-1}) - \mu^{(0)}([0, \infty))
\]

\[
- \mu^{(0)}([0, \infty))(I - (I + \hat{M}z)^{-1}) + \mu^{(0)}([0, \infty))\Phi_2
\]

which gives (22).

\[ \square \]

4.1. Numerical examples

The physical interpretations of the key quantities in the examples below are:

- \([\Psi]_{ij}\) is the probability that given start from level \(Y(0) = 0\) and phase \(\varphi(0) = i\), the fluid \(Y(\cdot)\) will return to level 0 at time \(\theta\) and does so on phase \(\varphi(\theta) = j\);
- \([\Xi]_{ij}\) is the probability that given start from level \(\tilde{Y}(0) = 0\) and phase \(\varphi(0) = i\), the fluid \(\tilde{Y}(\cdot)\) will return to level 0 at time \(\theta\) and does so on phase \(\varphi(\theta) = j\);
- \([\mu([0, \infty))]_{ij}\) is the probability that \(\varphi(0) = j\);
- \([\mu([0, \infty))\Phi]_{ij}\) is the probability that \(\varphi(\theta) = j\);
- \([e^{-J\nu(0)}\Phi]_{ij}\) is the probability that \(\varphi(\theta) = j\) and \(X(\theta) \not\in A_\nu\);
- \([\mu\Phi(A_\nu)]_{ij}\) is the probability that \(\varphi(\theta) = j\) and \(X(\theta) \in A_\nu\);
- \([\lim_{y \to -\infty} \mu e^{\text{by}}(A_\nu)]_{ij}\) is the stationary probability that in the long run \(\varphi = j\) and \(X \in A_\nu\);
• $[\mu^{Dy}(A_v)]_i^j$ is the probability that $\phi(\omega(y)) = j$ and $X(\omega(y)) \in A_v$;
• $\lim_{v \to 0} [\mu^{Dy}(A_v)]_i^j$ is the probability that $\phi(\omega(y)) = j$ and $X(\omega(y)) = 0$;
• $[\lim_{v \to \infty} \mu^{Dy}(A_v) - \lim_{v \to 0} \mu^{Dy}(A_v)]_i^j$ is the probability that $\phi(\omega(y)) = j$ and $X(\omega(y)) > 0$;

given the initial distribution $\mu$, with $\omega(y)$ defined in (2.1), $\theta$ defined in (20), and $\theta \equiv \theta_0$ defined in (1) whenever $\phi(0) \in S^+$.

**Example 5.** Consider Example 1, where $S = \{1, 2\}$, $S_+ = S^+ = \{1\}$, $S_- = S^- = \{2\}$, $|r_i| = |c_i| = 1$ for all $i$. Let $p = 0.2$, $b = 1$, $d = 1$. We have

$$|R|^{-1}T = |C|^{-1}T = \begin{bmatrix} -2 & 2 \\ 1 & -1 \end{bmatrix}, \quad |R|^{-1}T + \lambda|R|^{-1}C = \begin{bmatrix} -1 & 2 \\ 1 & -2 \end{bmatrix},$$

$$P = \begin{bmatrix} 0 & 0.2 \end{bmatrix}, \quad v(0) = \begin{bmatrix} 0.2 \\ 0.6 \end{bmatrix},$$

which gives, by Theorem 3,

$$\Phi = \begin{bmatrix} 0 & \Psi \\ \Xi & 0 \end{bmatrix} = \begin{bmatrix} 0 & 1 \\ 0.5 & 0 \end{bmatrix}, \quad \Phi_{\lambda} = \begin{bmatrix} 0 & \Psi_{\lambda} \\ \Xi_{\lambda} & 0 \end{bmatrix} = \begin{bmatrix} 0 & 1 \\ 0.5 & 0 \end{bmatrix},$$

$$\mu([0, \infty)) = [0.2 \ 0.8], \quad \mu([0, \infty)) \Phi = [0.4 \ 0.2],$$

$$\frac{v(0)}{\lambda} = [0.2 \ 0.6], \quad \frac{v(0)}{\lambda} \Phi_{\lambda} = [0.3 \ 0.2],$$

$$\mu \Phi(A_v) = [0.4 \ 0.2] - e^{-\lambda v}[0.3 \ 0.2].$$

Moreover, by Theorem 1,

$$\lim_{y \to \infty} \mu^{Dy}(A_v) = \lim_{y \to \infty} \left( -e^{-\lambda v} \frac{v(0)}{\lambda} e^{(|R|^{-1}T + \lambda|R|^{-1}C)Y} + \mu([0, \infty)) e^{(|R|^{-1}T)Y} \right),$$

$$= -e^{-v} \begin{bmatrix} 0.3333 & 0.3333 \\ 0.3333 & 0.6667 \end{bmatrix}.$$

We plot the values of $\mu^{Dy}(A_v)$, $\lim_{v \to 0} \mu^{Dy}(A_v)$, $\lim_{v \to \infty} \mu^{Dy}(A_v)$ and $\mu \Phi(A_v)$ in Figure 13.

**Example 6.** Consider now Example 4(a), where $S = \{1, 2, 3, 4\}$, $S_+ = \{1, 2\}$, $S_+ = \{3, 4\}$, $S^+ = \{1, 4\}$, $S^- = \{2, 3\}$, $|r_i| = |c_i| = 1$ for all $i$. Let $b = \beta = 1$. Then

$$|R|^{-1} = \begin{bmatrix} -2 & 0 & 1 & 1 \\ 0 & -2 & 1 & 1 \\ 1 - r & r & -1 & 0 \\ 1 - r & r & 0 & -1 \end{bmatrix} = T = |C|^{-1}T,$$

$$P_+ = \begin{bmatrix} p/2 & p/2 \end{bmatrix}, \quad v_+(0) = e^{-x}[1 - r \ r], \quad v_-(x) = e^{-x}(1/2 - p)[1 \ 1].$$

We partition the quantities below according to $S^+ \cup S^- = \{1, 4\} \cup \{2, 3\}$ so that they have a suitable form for application of Theorem 3. We have,
Figure 13. Example 5: (a) $[\mu e^{Dy}(A_v)]_j$ for $y = 0.1$ (dashed line), and $y = 1$; (b) $\lim_{v \to 0} [\mu e^{Dy}(A_v)]_j$ (mass at $X=0$ at time $\omega(y)$ is zero for $j = 1 \in S_+$); (c) $[\lim_{v \to \infty} \mu e^{Dy}(A_v)]_j - [\lim_{v \to 0} \mu e^{Dy}(A_v)]_j$ (mass at $X > 0$ at time $\omega(y)$); (d) $[\mu \Phi(A_v)]_j = [\mu \Psi(A_v)]_j$ for $j \in S^-$ and $[\mu \Phi(A_v)]_j = [\mu \Xi(A_v)]_j$ for $j \in S^+$. 

$[R]^{-1}T = \begin{bmatrix} -2 & 1 & 0 & 1 \\ 1-r & -1 & r & 0 \\ 0 & 1 & -2 & 1 \\ 1-r & 0 & r & -1 \end{bmatrix}$, $[R]^{-1}T + \beta[R]^{-1}C = \begin{bmatrix} -1 & 1 & 0 & 1 \\ 1-r & -2 & r & 0 \\ 0 & 1 & -1 & 1 \\ 1-r & 0 & r & -2 \end{bmatrix}$, 

$P = \begin{bmatrix} 0 & p/2 & 0 & p/2 \end{bmatrix}$, $v(0) = \begin{bmatrix} p(1-r)(1/2-p) & pr(1/2-p) \end{bmatrix}$. 

STOCHASTIC MODELS 453
Let $r = 0.6$, $p = 0.2$. By Theorem 3,

$$
\Phi = \begin{bmatrix}
0 & 0 & 0.2662 & 0.7338 \\
0 & 0 & 0.4314 & 0.5686 \\
0.1774 & 0.7190 & 0 & 0 \\
0.2935 & 0.5686 & 0 & 0
\end{bmatrix},
$$

$$
\Phi_\lambda = \begin{bmatrix}
0 & 0 & 0.6354 & 0.7292 \\
0 & 0 & 0.3962 & 0.2077 \\
0.4236 & 0.6603 & 0 & 0 \\
0.2917 & 0.2077 & 0 & 0
\end{bmatrix},
$$

$$
\mu([0, \infty)) = [0.08 \ 0.40 \ 0.12 \ 0.40],
$$

$$
\mu([0, \infty))\Phi = [0.1387 \ 0.3137 \ 0.1939 \ 0.2861],
$$

$$
\frac{v(0)}{\lambda} = [0.08 \ 0.30 \ 0.12 \ 0.30],
$$

$$
\frac{v(0)}{\lambda}\Phi_\lambda = [0.1383 \ 0.1415 \ 0.1697 \ 0.1206],
$$

$$
\mu\Phi(A_v) = [0.1387 \ 0.3137 \ 0.1939 \ 0.2861]
$$

$$
-\frac{1}{\lambda} = [0.1383 \ 0.1415 \ 0.1697 \ 0.1206].
$$

and by Theorem 1,

$$
\lim_{y \to \infty} \mu e^{Dy}(A_v) = \lim_{y \to \infty} \left(-e^{-\frac{y}{\lambda}}v(0)\frac{e^{(RT+\lambda RC)y}}{\lambda} + \mu([0, \infty))e^{(RT)y}\right),
$$

$$
= -e^{-y}[0.1333 \ 0.1667 \ 0.2000 \ 0.1667]
$$

$$
+ [0.1333 \ 0.3333 \ 0.2000 \ 0.3333].
$$

We plot the values of $\mu e^{Dy}(A_v)$, $\lim_{y \to 0} \mu e^{Dy}(A_v)$, $\lim_{y \to \infty} \mu e^{Dy}(A_v)$, $\lim_{y \to \infty} \mu e^{Dy}(A_v) - \lim_{y \to 0} \mu e^{Dy}(A_v)$ and $\mu\Phi(A_v)$ in Figure 14.

**5. Conclusions**

In this paper we have provided the first theoretical step toward practical applications of the stochastic fluid-fluid models (SFFMs), noting that such applications rely on the ability to perform matrix computations for the quantities of the interest.

We have demonstrated how to apply matrix-analytic methods in modeling of the SFFMs when the intensities of the growth $r_i$, $i \in S$, of the second level process $Y(t)$, do not depend on the level of first level process $X(t)$. In particular, we have developed results for the key quantity $\Psi$, which in the theory of stochastic fluid models is required for the computation of many
other transient and stationary quantities of interest\textsuperscript{[13,16]}, and we derived expressions for other useful quantities as well.

One can treat our main results as the first building block toward developing this method for more general SFFMs. As a simple example, we can consider piece-wise constant rates \( r_i(x) \) with \( r_i(x) = r_i^1 \) if \( x < L \) and \( r_i(x) = r_i^2 \) otherwise, where \( r_i^1, r_i^2 \) and \( L \) are fixed rates and threshold, respectively. It would be very interesting to handle other than exponential initial distributions \( \nu_i(x) \) as well, see the assumption made in (17). One can think for example of a mixture of exponential distributions\textsuperscript{[32]} for each state \( i \in S \).

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{example.png}
\caption{Example 6: (a) \( [\mu D_y(A_v)]_j \) for \( y = 0.1 \) (dashed line), and \( y = 1 \); (b) \( \lim_{v \to 0} [\mu D_y(A_v)]_j \) (mass at \( X = 0 \) at time \( \omega(y) \) is zero for \( j \in S_+ \)); (c) \( \lim_{v \to \infty} [\mu D_y(A_v)]_j - \lim_{v \to 0} [\mu D_y(A_v)]_j \) (mass at \( X > 0 \) at time \( \omega(y) \)); (d) \( [\mu \Phi(A_v)]_j = [\mu \Psi(A_v)]_j \) for \( j \in S^- \) and \( [\mu \Phi(A_v)]_j = [\mu \Xi(A_v)]_j \) for \( j \in S^+ \).}
\end{figure}
These topics are planned for further investigations of the transient and stationary analysis of the SFFMS.

Appendix A

Proof of Lemma 1. Since we have $V(u + w) = V(u)V(w)$ for all $u, w > 0$, and $V(0) = I$, it follows that $V(t) = e^{Bt}$, where $B = \lim_{t \to 0^+} \frac{V(t) - I}{t}$, and $B = [B_{ij}]_{i,j \in S}$, $B_{ij} = \lim_{t \to 0^+} \frac{V_{ij}(t) - I}{t}$, with

$$
\mu_i B_{ij}(A_r) = \lim_{t \to 0^+} \left\{ \left( \int_{x=0}^{\infty} d\mu_i(x) \mathbb{P}(\varphi(t) = j, X(t) \in A_r | \varphi(0) = i, X(0) = x) \right) - \mu_i(A_r) I(i = j) \right\} / t.
$$

Then for $i \neq j$, we consider a sample path contributing to $V_{ij}(t)$ in which the process starts from $\varphi(0) = i, X(0) = x$, then remains in phase $i$ until a transition from $i$ to $j$ at time $h$, for some $0 < h < t$, and then remains in $j$ until time $t$. We note that other events contributing to $V_{ij}(t)$ occur with probability $o(t)$.

Therefore, for all $i \neq j$, by applying $\int_{h=0}^{t} g(h) \, dh = t \times g(t) + o(t)$ for small $t$, we obtain

$$
\mu_i B_{ij}(A_r) = \lim_{t \to 0^+} \left\{ \left( \int_{x=0}^{\infty} d\mu_i(x) \mathbb{P}(\varphi(t) = j, X(t) \in A_r | \varphi(0) = i, X(0) = x) \right) / t \right\}
\quad = \lim_{t \to 0^+} \left\{ \left( \int_{x=0}^{\infty} \nu_i(x) \mathbb{P}(\varphi(t) = j, X(t) \in A_r | \varphi(0) = i, X(0) = x) \, dx \right) / t \right\}
\quad + \lim_{t \to 0^+} \left\{ \left( \int_{x=0}^{\infty} \nu_i(x) \int_{h=0}^{t} e^{T_i h} T_j e^{T_j (t-h)} I(x + c_i h + c_j (t-h) \in A_r) \, dh \, dx + o(t) \right) / t \right\}
\quad + p_i(0) \lim_{t \to 0^+} \left\{ \left( \int_{h=0}^{t} e^{T_i h} T_j e^{T_j (t-h)} [I(c_j > 0) I(c_j (t-h) \in A_r) + I(c_j < 0)] \, dh + o(t) \right) / t \right\}
\quad = \lim_{t \to 0^+} \left\{ \left( \int_{x=0}^{\infty} \nu_i(x) \times t \times e^{T_i t} T_j e^{T_j (t-t)} I(x + c_i t + c_j (t-t) \in A_r) \, dx \right) / t \right\}
\quad + p_i(0) \lim_{t \to 0^+} \left\{ t \times e^{T_i t} T_j e^{T_j (t-t)} [I(c_j > 0) I(c_j (t-t) \in A_r) + I(c_j < 0)] / t \right\},
$$

and so,

$$
\mu_i B_{ij}(A_r) = \lim_{t \to 0^+} \left[ \int_{x=0}^{\infty} \nu_i(x) e^{T_i t} T_j I(x + c_i t \in A_r) \, dx + \int_{x=0}^{\infty} \nu_i(x) \, dx + \int_{x=0}^{\infty} \nu_i(x) \, dx + T_j p_i(0) \right]
\quad = T_j \mu_i(A_r).
$$

Further, for $j \in S$, we consider a sample path contributing to $V_{jj}(t)$ in which the process starts from $\varphi(0) = j, X(0) = x$, and remains in phase $j$ until time $t$. We note that other events contributing to $V_{jj}(t)$ occur with probability $o(t)$. 


Therefore, for all \( j \in S \),
\[
\mu_{Bji}(\mathcal{A}) = \lim_{t \to 0^+} \left\{ \left( \int_{x=0}^{\infty} \nu_j(x) \mathbb{P}\left( \varphi(t) = j, X(t) \in \mathcal{A}_x \mid \varphi(0) = j, X(0) = x \right) - \mu_{i}(\mathcal{A}_x) \right) / t \right\}
\]
\[
= \lim_{t \to 0^+} \left\{ \left( \int_{x=0}^{\infty} \nu_j(x) \mathbb{P}\left[ \varphi(t) = j, X(t) \in \mathcal{A}_x \mid \varphi(0) = j, X(0) = x \right] dx \right.
\]
\[
- \int_{x=0}^{v} \nu_j(x) dx / t \left. \right\}
\]
\[
+ \lim_{t \to 0^+} \{ (p_j(0) \mathbb{P}\left[ \varphi(t) = j, X(t) \in \mathcal{A}_x \mid \varphi(0) = j, X(0) = x \right) - p_j^m(0) / t \},
\]
where, by L'Hospital's rule, the first term in the above is equal to
\[
\lim_{t \to 0^+} \left\{ \left( \int_{x=0}^{\infty} \nu_j(x) e^{T_j t} I(\varphi + c_j t > 0) I(\varphi + c_j t \in \mathcal{A}_x) \right.
\]
\[
+ I(\varphi + c_j t \leq 0) \} dx - \int_{x=0}^{v} \nu_j(x) dx + o(t) / t \left. \right\}
\]
\[
= \lim_{t \to 0^+} \left\{ T_{jj} \int_{x=0}^{\infty} \nu_j(x) e^{T_j t} \right\} \left[ I(\varphi + c_j t > 0) I(\varphi + c_j t \in \mathcal{A}_x) + I(\varphi + c_j t \leq 0) \right] \}
\]
\[
= T_{jj} \int_{x=0}^{v} \nu_j(x) dx,
\]
and the second term is equal to
\[
p_j(0) \lim_{t \to 0^+} \{ (e^{T_j t} I(\varphi + c_j t \in \mathcal{A}_x) - 1 + o(t) / t \}
\]
\[
= p_j(0) \lim_{t \to 0^+} \left\{ T_{jj} e^{T_j t} I(\varphi + c_j t \in \mathcal{A}_x) \right\}
\]
\[
= T_{jj} p_j(0),
\]
Consequently,
\[
\mu_{Bji}(\mathcal{A}) = T_{jj} \int_{x=0}^{v} \nu_j(x) dx + T_{jj} p_j(0) = T_{jj} \mu_{i}(\mathcal{A}_x),
\]
and so the result follows. \( \Box \)

**Proof of Lemma 2.** Since we have \( U(u + w, s) = U(u, s) U(w, s) \) for all \( u, w > 0 \), and \( U(0, s) = I \), it follows that \( U(y, s) = e^{D(s)y} \), where \( D(s) = \lim_{y \to 0^+} \frac{U(y, s) - I_0}{y} \), and \( D(s) = [D(s)]_{i,j} \), \( s \in S \), \( D(s)_{ji} = \lim_{y \to 0^+} \frac{U_{ij}(s)}{y} \), with
\[
\mu_{Dji}(\mathcal{A}_x) = \lim_{y \to 0^+} \left\{ \left( \int_{x=0}^{\infty} \mu_i(x) \mathbb{P}\left( \varphi(\omega(y)) = i, X(\omega(y)) \in \mathcal{A}_x \mid \varphi(0) = i, X(0) = x \right) - \mu_{i}(\mathcal{A}_x) \right) / y \right\}.
\]
Denote
\[
t^*(i, x, y) = \{ (\omega(y) \mid \varphi(0) = i, X(0) = x, Y(0) = 0, \varphi(u) = i, 0 < u \leq \omega(y) \},
\]
\[
x^*(i, x, y) = \{ X(\omega(y)) \mid \varphi(0) = i, X(0) = x, Y(0) = 0, \varphi(u) = i, 0 < u \leq \omega(y) \},
\]
which are interpreted as random variables \( \omega(y) \) and \( X(\omega(y)) \), respectively, given that the process starts in \( \varphi(0) = i, X(0) = x, Y(0) = 0 \), and there is no change in phase at least until time \( \omega(y) \).
Then for \( i \neq j \), we consider a sample path contributing to \( U_{ij}(y, s) \) in which the process starts from \( \varphi(0) = i, X(0) = x, Y(0) = 0 \), then remains in phase \( i \) until a transition from \( i \) to \( j \) at time \( \omega(u) \), for some \( 0 < u < y \), and then remains in \( j \) until time \( \omega(y) \). We note that other events contributing to \( U_{ij}(y, s) \) occur with probability \( o(y) \).

Therefore, for \( i \neq j \), by L’Hospital’s rule, and since \( t^*(i, x, 0) = 0, x^*(i, x, 0) = x \), we have,

\[
\mu_i D_{ij}(s)(A_v) = \lim_{y \to 0^+} \mu_i \frac{U_{ij}(y, s) - I_{ij}(A_v)}{y} \\
= \lim_{y \to 0^+} \left\{ \left( \int_{u=0}^{y} \int_{x=0}^{\infty} d\mu_i(x) e^{-st^*(i, x, u)} e^{B_{ij}t^*(i, x, u)} \right) \right. \\
\left. \times \lim_{w \to 0^+} \left( e^{-st^*(i, x, u)} V_{ij}(t^*(i, x, u), w) / w \right) \\
\times e^{-st^*(i, x, u)} e^{B_{ij}t^*(i, x, u)} (x, A_v) dt du + o(y) \right\} / y \\
= \lim_{y \to 0^+} \left\{ \int_{x=0}^{\infty} d\mu_i(x) \lim_{w \to 0^+} \left( e^{-st^*(i, x, w)} V_{ij}(t^*(i, x, w)) / w \right) \right. \\
\left. \times e^{-st^*(i, x, w)} e^{B_{ij}t^*(i, x, w)} (x, A_v) \right\} \\
= \int_{x=0}^{\infty} d\mu_i(x) \frac{1}{|r_i|} [0 + B_{ij}](x, A_v) \\
= \frac{1}{|r_i|} \mu_i[B_{ij}](A_v).
\]

Further, for \( j \in \mathcal{S} \), we consider a sample path contributing to \( U_{ij}(y, s) \) in which the process starts from \( \varphi(0) = j, X(0) = x, Y(0) = 0 \), and remains in phase \( j \) until time \( \omega(u) \). We note that other events contributing to \( U_{ij}(y, s) \) occur with probability \( o(y) \).

Therefore, for all \( j \in \mathcal{S} \), by L’Hospital’s rule,

\[
\mu_j D_{ij}(s)(A_v) = \lim_{y \to 0^+} \mu_j^+ \frac{U_{ij}(y, s) - I_{ij}(A_v)}{y} \\
= \lim_{y \to 0^+} \left\{ \left( \int_{x=0}^{\infty} d\mu_j(x) e^{-st^*(j, x, y)} e^{B_{ij}t^*(j, x, y)} (x, A_v) - \mu_j(A_v) + o(y) \right) \right\} / y \\
= \lim_{y \to 0^+} \left\{ \left( \int_{x=0}^{\infty} d\mu_j(x) \frac{\partial t^*(j, x, y)}{\partial y} (B_{ij} - sI_{ij}) e^{(B_{ij} - sI_{ij})t^*(j, x, y)} (x, A_v) \right) \right\} \\
= \int_{x=0}^{\infty} d\mu_j(x) \frac{1}{|r_j|} (B_{ij} - sI_{ij})(x, A_v) \\
= \frac{1}{|r_j|} \mu_j[(B - sI)_{ij}](A_v),
\]

and so the result follows.

\[\blacksquare\]
Acknowledgments

Małgorzata M. O’Reilly would like to thank the Australian Research Council for funding this research through Linkage Project LP140100152.

Funding

This work is partially supported by the National Science Center under the grant 2018/29/B/ST1/00756 (2019–2022).

ORCID

Małgorzata M. O’Reilly http://orcid.org/0000-0003-3898-3957
Zbigniew Palmowski http://orcid.org/0000-0001-9257-1115

References

[1] Ahn, S.; Jeon, J.; Ramaswami, V. Steady state analysis of finite fluid flow models using finite QBDs. Queueing Syst. 2005, 49, 223–259. DOI: 10.1007/s11134-005-6966-9.
[2] Ahn, S.; Ramaswami, V. Fluid flow models and queues—a connection by stochastic coupling. Stoch. Models 2003, 19, 325–348. DOI: 10.1081/STM-120023564.
[3] Ahn, S.; Ramaswami, V. Transient analysis of fluid flow models via stochastic coupling to a queue. Stoch. Models 2004, 20, 71–101. DOI: 10.1081/STM-120028392.
[4] Ahn, S.; Ramaswami, V. Efficient algorithms for transient analysis of stochastic fluid flow models. J. Appl. Probab 2005, 42, 531–549. DOI: 10.1239/jap/1118777186.
[5] Almousa, S. A.-D.; Horváth, G.; Telek, M. Transient analysis of piecewise homogeneous markov fluid models. Ann. Oper. Res. 2022, 310(2), 333–353. DOI: 10.1007/s10479-021-03934-3.
[6] Anick, D.; Mitra, D.; Sondhi, M. M. Stochastic theory of a data-handling system with multiple sources. Bell System Tech. J. 1982, 61, 1871–1894. DOI: 10.1002/j. 1538-7305.1982.tb03089.x.
[7] Asmussen, S. Busy period analysis, rare events and transient behavior in fluid flow models. J. Appl. Math. Stochastic Anal. 1994, 7, 269–299. DOI: 10.1155/S1048953394000262.
[8] Asmussen, S. Stationary distributions for fluid flow models with or without Brownian noise. Comm. Statist. Stochastic Models 1995, 11, 21–49. DOI: 10.1080/15326349508807330.
[9] Badescu, A.; Breuer, L.; Da Silva Soares, A.; Latouche, G.; Remiche, M.-A.; Stanford, D. Risk processes analyzed as fluid queues. Scand. Actuar. J. 2005, 2005, 127–141. DOI: 10.1080/03461230410000565.
[10] Barbot, N.; Sericola, B.; Telek, M. Distribution of busy period in stochastic fluid models. Stoc. Mod. 2001, 17, 407–427. DOI: 10.1081/STM-120001216.
[11] Bean, N. G.; O’Reilly, M. M. Performance measures of a multi-layer Markovian fluid model. Ann. Oper. Res. 2008, 160, 99–120. DOI: 10.1007/s10479-007-0299-5.
[12] Bean, N. G.; O’Reilly, M. M. A stochastic two-dimensional fluid model. Stochastic Model. 2013, 29, 31–63. DOI: 10.1080/15326349.2013.750532.
[13] Bean, N. G.; O’Reilly, M. M. The stochastic fluid-fluid model: a stochastic fluid model driven by an uncountable-state process, which is a stochastic fluid model itself. *Stochastic Process. Appl.* 2014, 124, 1741–1772. DOI: 10.1016/j.spa.2013.12.006.

[14] Bean, N. G.; O’Reilly, M. M.; Sargison, J. E. A stochastic fluid flow model of the operation and maintenance of power generation systems. *IEEE Trans. Power Syst.* 2010, 25, 1361–1374. DOI: 10.1109/TPWRS.2010.2042308.

[15] Bean, N. G.; O’Reilly, M. M.; Taylor, P. G. Algorithms for return probabilities for stochastic fluid flows. *Stoch. Models.* 2005, 21, 149–184. DOI: 10.1081/STM-200046511.

[16] Bean, N. G.; O’Reilly, M. M.; Taylor, P. G. Hitting probabilities and hitting times for stochastic fluid flows. *Stochastic Process. Appl.* 2005, 115, 1530–1556. DOI: 10.1016/j.spa.2005.04.002.

[17] Bean, N. G.; O’Reilly, M. M.; Taylor, P. G. Algorithms for the Laplace-Stieltjes transforms of first return times for stochastic fluid flows. *Methodol. Comput. Appl. Probab.* 2008, 10, 381–408. DOI: 10.1007/s11009-008-9077-3.

[18] Bean, N. G.; O’Reilly, M. M.; Taylor, P. G. Hitting probabilities and hitting times for stochastic fluid flows: the bounded model. *Prob. Eng. Inf. Sci.* 2009, 23, 121–147. DOI: 10.1017/S0269964809000102.

[19] Gribaudo, M.; Telek, M. *Fluid Models in Performance Analysis*, volume 4486. LNCS of Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics). 2007.

[20] Guo, C.-H.; Iannazzo, B.; Meini, B. On the doubling algorithm for a (shifted) non-symmetric algebraic Riccati equation. *SIAM J. Matrix Anal. Appl.* 2008, 29, 1083–1100. DOI: 10.1137/060660837.

[21] Latouche, G.; Nguyen, G. T.; Palmowski, Z. Two-dimensional fluid queues with temporary assistance. In *Springer Proceedings in Mathematics and Statistics*, volume 27, 2013; 187–207.

[22] Latouche, G.; Ramaswami, V. *Introduction to Matrix Analytic Methods in Stochastic Modeling*. ASA-SIAM Series on Statistics and Applied Probability. Society for Industrial and Applied Mathematics (SIAM), Philadelphia, PA, 1999.

[23] O’Reilly, M. M.; Scheinhardt, W. Stationary distributions for a class of Markov-modulated tandem fluid queues. *Stochastic Models* 2017, 33, 524–550. DOI: 10.1080/15326349.2017.1349615.

[24] Ramaswami, V. Matrix analytic methods: a tutorial overview with some extensions and new results. In *Matrix-Analytic Methods in Stochastic Models (Flint, MI)*, volume 183 of *Lecture Notes in Pure and Appl. Math.*, Dekker, New York, 1997; 261–296.

[25] Ramaswami, V. Matrix analytic methods for stochastic fluid flows. *Proceedings of the 16th International Teletraffic Congress*, Edinburgh, 7–11 June 1999; 1019–1030.

[26] Rogers, L. Fluid models in queueing theory and Wiener-Hopf factorization of Markov chains. *Ann. Appl. Probabil.* 1994, 4, 390–413.

[27] Samuelson, A.; Haigh, A.; O’Reilly, M. M.; Bean, N. G. Stochastic model for maintenance in continuously deteriorating systems. *Eur. J. Oper. Res.* 2017, 259, 1169–1179. DOI: 10.1016/j.ejor.2016.11.032.

[28] Samuelson, A.; O’Reilly, M. M.; Bean, N. G. On the generalized reward generator for stochastic fluid models: a new equation for Psi. *Stoch. Models* 2017, 33, 495–523. DOI: 10.1080/15326349.2017.1347883.

[29] Simon, M. Sir epidemics with stochastic infectious periods. *Stochastic Processes Appl.* 2020, 130, 4252–4274. DOI: 10.1016/j.spa.2019.12.003.
[30] Wardi, Y.; Riley, G. F. Infinitesimal perturbation analysis in networks of stochastic flow models: general framework and case study of tandem networks with flow control. *Discrete Event Dyn. Syst.* 2010, 20, 275–305. DOI: [10.1007/s10626-009-0076-5](https://doi.org/10.1007/s10626-009-0076-5).

[31] Wu, H.; He, Q.-M. Double-sided queues with marked markovian arrival processes and abandonment. *Stochastic Models* 2021, 37, 23–58. DOI: [10.1080/15326349.2020.1794898](https://doi.org/10.1080/15326349.2020.1794898).

[32] Yang, Y.; Tian, W.; Tong, T. Generalized mixtures of exponential distribution and associated inference. *Mathematics* 2021, 9, 1371. DOI: [10.3390/math9121371](https://doi.org/10.3390/math9121371).