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Abstract. Despite of the promising results on shape and color recovery using self-supervision, the multi-layer perceptrons-based methods usually costs hours to train the deep neural network due to the implicit surface representation. Moreover, it is quite computational intensive to render a single image, since a forward network inference is required for each pixel. To tackle these challenges, in this paper, we propose an efficient coarse-to-fine approach to recover the textured mesh from multi-view images. Specifically, we take advantage of a differentiable Poisson Solver to represent the shape, which is able to produce topology-agnostic and watertight surfaces. To account for the depth information, we optimize the shape geometry by minimizing the difference between the rendered mesh with the depth predicted by the learning-based multi-view stereo algorithm. In contrast to the implicit neural representation on shape and color, we introduce a physically based inverse rendering scheme to jointly estimate the lighting and reflectance of the objects, which is able to render the high resolution image at real-time. Additionally, we fine-tune the extracted mesh by inverse rendering to obtain the mesh with fine details and high fidelity image. We have conducted the extensive experiments on several multi-view stereo datasets, whose promising results demonstrate the efficacy of our proposed approach. We will make our full implementation publicly available.
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1 Introduction

Recovering the textured mesh from multiple views is a fundamental problem in computer vision, which is essential to a large amount of real-world applications, including virtual reality, augmented reality, robotics and cultural heritage digitization.

Generally, the de-facto pipeline of 3D reconstruction is to firstly obtain the point cloud by multi-view stereo [1][21][27]. Then, the implicit surface [9] is fitted from the scattered points, which is further triangulated into mesh through an efficient marching cube algorithm [16].

Recently, rapid progress has been made in the area of inverse rendering [17][23], which can obtain the textured mesh with details for real-time rendering.
The photometric loss is backpropagated to the triangulated mesh through differentiable rendering [7,15,21], which makes it feasible to recover shape and reflectance by an inverse rendering optimization (or analysis-by-synthesis). As the optimization in inverse rendering is highly under-constrained, it usually makes the assumption of single light source or the known positions of all the light sources. Moreover, it is hard to deal with the complex topology changes due to the explicit mesh representation. As it is easy to stuck at the local optima, a rough initial mesh model is required, which is usually generated by MVS algorithms [25,27].

In contrast to the conventional approaches consisting of several stages, the implicit neural representation-based methods [32,34] directly learn the multi-layer perceptrons (MLP) from multiple images, which is able to recover shape and color in an end-to-end manner. The scene geometry is represented as the zero level set, and the appearance is represented as the surface light field. Moreover, the neural network is trained with self-supervision through backpropagating the color consistency loss. Similarly, the triangulated mesh is extracted by marching cube algorithm via evaluating the signed distance function. Since the implicit MLP representation is not straightforward and the gradient of the MLP decreases as the layer goes forward, it is very time-consuming to train the deep neural network. Typically, it takes several hours to reconstruct the shape and appearance using the implicit neural representation. More importantly, the color for each pixel is represented by the learned MLP, which is computational intensive to render a single image. This greatly hinders them from a large amount of real-world applications.

To address the above limitations, we propose an efficient coarse-to-fine approach to recover the textured mesh from multi-view images in this paper. Specifically, we make use of visual hull to obtain the initial mesh rather than deforming a sphere. Moreover, we take advantage of a differentiable Poisson Solver to represent the shape, which is able to produce topology-agnostic and watertight surfaces. To account for the depth information, we optimize the shape geometry by minimizing the difference between the rendered mesh with the depth predicted by the learning-based multi-view stereo algorithm. Instead of using MLP to represent the appearance and shape, we introduce a physically based inverse rendering scheme to jointly estimate the lighting and reflectance of the objects, which is able to render the high resolution image at real-time. Furthermore, we fine-tune the extracted mesh by inverse rendering to obtain the mesh with fine details and high fidelity image.

In summary, the main contributions of this paper are: (1) efficient coarse-to-fine approach to recover the textured mesh from multi-view images; (2) a differentiable Poisson Solver-based shape representation for fast mesh optimization; (3) a physically based inverse rendering scheme to extract the reflectance and fine-tune the mesh. (4) experiments on several multi-view stereo datasets, comparing against state-of-the-art methods, showing good qualitative and quantitative results.
2 Related Works

During past decades, a surge of research efforts have been spent on 3D reconstruction using multiple images. The recent approaches can be roughly divided into three categories, including Multi-view-stereo (MVS), inverse rendering and implicit neural representation. We review these methods in the following.

2.1 Multi-view Stereo

In general, most of MVS methods \cite{24,27} assume that the appearances of a surface point are consistent in all visible views. The 3D coordinates can be obtained by triangulating the correspondences through matching the image patches across all regions of interests uniformly sampled or propagated from neighboring pixels and adjacent views \cite{1,4}. Depth fusion and implicit surface reconstruction \cite{9} are required to extract the watertight mesh from point clouds, where the surface details may be smoothed in this process. Moreover, these meshes are usually texture-less. Although the color can be estimated from the input images using camera projection, the rendered images are not fidelity enough to be viewed from free perspective. There are also many some learning-based MVS methods have been developed \cite{5,30,31}. The hand-crafted features are replaced by deep features, and the overall depth quality is greatly improved.

2.2 Inverse Rendering

By taking advantage of differentiable renderer \cite{12,21,15,17,23}, \cite{7} try to estimate the object’s intrinsic color and geometry by inverse rendering, where the gradients can be back propagated to the geometry. Therefore, the geometry and appearance of objects can be recovered by minimizing the difference between the synthesized photo and input image.

The key operation in rendering pipeline is rasterization. Liu \textit{et al.} \cite{15} propose a differentiable renderer for image-based shape fitting. The rendering is treated as a differentiable aggregating process that fuses the probabilistic contributions of all mesh triangles with respect to the rendered pixels. Wang \textit{et al.} \cite{29} present a differentiable renderer for point cloud that is considered as a disk. Moreover, the discontinuous are approximated by a linear function. Jiang \textit{et al.} \cite{7} propose a differentiable renderer for shape optimization using signed distance functions (SDFs), where the gradients can be back propagated to the whole SDF grid by regularization. As the soft rasterization operation is an approximate solution, which does not provide the gradient with respect to variables other than pixel coordinates. This may lead to the inferior reconstruction results. Li \textit{et al.} \cite{14} present a Monte Carlo differentiable renderer that produces the unbiased gradients through edge sampling. Later, Luan \textit{et al.} \cite{17} propose an analysis-by-synthesis pipeline for high-quality reconstruction of geometry and spatially varying reflectance by making use of Monte Carlo differentiable renderer. As is well-known, recovering the geometry and appearance from 2D images is a highly under-constrained problem. Moreover, the pixel intensity is affected by lots of
Factors like lighting, materials, occlusions, etc. Thus, most of existing inverse rendering methods assume that there is a single light source or the directions of all the light sources are known. This may rarely happen in the real-world applications. In addition, it is difficult to deal with the complex topology changes using the inverse rendering optimization, where the gap between the initial geometry and target cannot be very large. To avoid this issue, MVS is usually employed to obtain the initial shape.

2.3 Implicit Neural Representation

Implicit neural representation directly estimates the objects’ geometry from the input image through minimizing the photometric loss, which has achieved the encouraging results in 3D reconstructions and view synthesis. Sitzmann et al. [26] employ LSTM to represent the scene by simulating the ray marching process. Mildenhall et al. [18] represent the scene in terms of volume density and view-dependent radiance, where the color of each pixel is obtained by accumulating the grid having the ray passed through. Due to the limitations on resolution in volume rendering, the geometry extracted by the marching cube algorithm [16] is usually rough. Instead of using volumetric density representation, Yariv et al. [32] employ neural networks to represent scenes through SDF and light field implicitly, where color is only calculated at the intersection. Moreover, the two implicit networks are trained by the loss of color and silhouette. Zhang et al. [35] use mixtures of spherical Gaussians to represent the bidirectional reflectance distribution function (BRDF) and environmental illumination for physically based rendering. Zhang et al. [34] leverage the feature consistency in stereo matching to optimize the implicit surface. Oechsle et al. [19] make use of both surface rendering and volume representation, which obtain the accurate reconstruction results without masks. Although the implicit representation has the merits of watertight, topology-agnostic, it tends to produce the over-smoothed surface. Since the color value of every pixel needs to be calculated by a neural network, it is quite computationally expensive to render an image.

3 Methods

In this section, we present our proposed coarse-to-fine approach to recovering the textured mesh from multi-view images.

3.1 Overview

To facilitate the efficient textured mesh recovery, we firstly obtain the coarse mesh from multi-view silhouettes. Instead of deforming a sphere like [32], we directly triangulate the visual hull [13] through the marching cube algorithm. Visual hull is the maximal object that gives the same silhouette from any possible viewpoint, which may not be suitable for all kinds of objects. Each silhouette
**Fig. 1.** Overview of our proposed coarse-to-fine approach to textured mesh recovery. The coarse mesh is obtained by visual hull. Then, the oriented point clouds are sampled and optimized by depth loss and silhouette loss. We employ physically based rendering to estimate the lighting and reflectance. The environment map is optimized jointly.

forms a cone in its corresponding camera view, and the convex hull of real object’s shape is the intersection of all these visual cones. Obviously, reconstruction results are improved with the increasing number of views. Practically, we can get roughly correct result for convex objects. When the object is concave, the results of visual hull are far from the realistic. To tackle this critical problem, we try to recover the accurate textured mesh by taking advantage of multi-view constraints with a differentiable renderer, which is able to deform the coarse mesh to the target geometry. Specifically, we sample the oriented point clouds from the coarse initial mesh as the shape representation, and a differentiable Poisson Surface Reconstruction is applied to reconstruct a mesh. Finally, the reconstructed mesh is supervised by original images and MVS depth outputs. Fig. 1 shows the overview of our proposed coarse-to-fine framework.

The overall optimization is supervised by the following loss function,

\[ \mathcal{L} = \lambda_s \mathcal{L}_s + \lambda_d \mathcal{L}_d + \lambda_c \mathcal{L}_c + \lambda_{reg} \mathcal{L}_{reg}, \]

where \( \mathcal{L}_s \) is the silhouette loss for the mask, and \( \mathcal{L}_d \) is the depth loss. \( \mathcal{L}_c \) is photometric loss to minimize the difference between the inverse rendered photo and input image. \( \mathcal{L}_{reg} \) is the regularization loss that preserves the regularity on the estimated surface. \( \lambda_s, \lambda_d, \lambda_c \) and \( \lambda_{reg} \) are the weighting coefficients to balance the different terms.

### 3.2 Silhouette Loss and Depth Loss

In order to improve the coarse mesh obtained by visual hull, we propose a point-based shape optimization framework.

Given the input mesh \( \mathcal{M}(V, F) \) with vertices \( V \) and facets \( F \), a differentiable renderer \(^{12}\) interpolates the attributes on vertices to pixels with respect to
the camera parameter $\pi$, which is a differentiable operation in deep neural network. Let $\zeta$ denote the differentiable renderer. The rendered silhouette $\hat{M}$ can be obtained by interpolating the constant value of one

$$\hat{M} = \zeta(V, F, 1; \pi).$$

(2)

As the differentiable renderer is able to backpropagate the gradient on the pixel back to the position of vertices, we impose the silhouette loss to limit the boundary of the generated mesh within the mask annotations,

$$L_s = \sum_{i=1}^{N} ||M_i - \hat{M}_i||_2^2,$$

(3)

where $|| \cdot ||_2^2$ represents $L_2$ norm. $i = 1, \cdots, N$ represents all views.

Similarly, we can render the depth map $\hat{D}$ by a differentiable renderer $\zeta$ using the camera projection matrix and current mesh prediction, which interpolates the $z$ coordinate of each vertex

$$\hat{D} = \zeta(V, F, V_z; \pi).$$

(4)

In this work, we make use of the off-the-shelf MVS method \cite{33} to estimate the depth map from the input images. Therefore, we can improve the mesh geometry by minimizing the difference between the rendered depth map and predictions from images as follows

$$L_d = \frac{1}{|P_{valid}|} \sum_{p \in P_{valid}} |D_p - \hat{D}_p|$$

(5)

where $| \cdot |$ denotes $L_1$ norm. $P_{valid}$ represents the indices, in which the estimated depth map by MVS is valid.

**Point-based Shape Representation** Instead of using the explicit mesh triangulating the visual hull, we take advantage of a differentiable Poisson Solver (SAP) \cite{20} to represent the shape, which is able to produce topology-agnostic and watertight surfaces. Moreover, it is interpretable, lightweight and fast comparing to neural implicit representation. The key step in Poisson Surface Reconstruction \cite{9} involves solving the Poisson equation, where an oriented points set can be viewed as samples of the gradient of the underlying implicit indicator function capturing the geometry. SAP solves the Poisson equation using the spectral methods. As the Fast Fourier Transform (FFT) operation are well supported for GPUs, SAP can be implemented very efficiently. Since all the computations are differentiable, the gradient can be backpropagated to points and normals directly. The mesh is generated by differentiable marching cube and the gradients can be effectively approximated by the inverse surface normal.

To this end, we obtain the oriented point cloud by uniformly sampling the points and normals $S = \{x \in \mathbb{R}^3, n \in \mathbb{R}^3\}$ from the coarse mesh produced by visual hull algorithm, which is further used to build the signed distance field
(SDF) grid through Differentiable Poisson Surface Reconstruction (DPSR)

\[ SDF = DPSR(S) \]  

where \( SDF \) represents the SDF grid obtained by solving the Poisson equation from the oriented point clouds \( S \). Then, the topology-agnostic and watertight mesh can be obtained via differentiable marching cube (DMC)

\[ \mathcal{M}(V, F) = DMC(SDF) \]

where \( V, F \) denotes the vertices and faces of the mesh \( \mathcal{M} \) triangulated from SDF grid, respectively.

### 3.3 Photometric Loss

Instead of using the MLP to represent the appearance of the mesh in the conventional approaches, we propose a physically based inverse rendering approach to jointly estimate the lighting and reflectance of the objects.

**Physically Based Rendering** In computer graphics, the color of each pixel is computed by the rendering equation based on the physical law, where we omit the radiance emitted by the object. The rendering equation is an integral equation determined by two factors, including the bidirectional reflectance distribution function (BRDF) representing the reflectance coefficient of object and the light emitted from the light source

\[ L_o(p, w_o, t) = \int_{\Omega} f_r(p, w_i, w_o, t)L_i(p, w_i)n \cdot w_i dw_i, \]  

where \( f_r(\cdot) \) is the BRDF function jointly determined by the incident light direction \( w_i \) and viewing direction \( w_o \) at the intersection point \( p \), \( L_i \) is the light intensity from direction \( w_i \), \( t \) represents the texture parameters at \( p \). To depict an object’s spatially varying reflectance, we use the Cook-Torrance BRDF model. We simulate the reflected lights by two parts, a certain amount of light in all directions and another amount in a specular way:

\[ f_r = k_d f_{\text{lambert}} + k_s f_{\text{cook-torrance}}, \]

where \( f_{\text{lambert}} = a_d \) represents the diffuse component. \( f_{\text{cook-torrance}} \) describes the specular component, which is usually quantified by microfacets theory. Besides, the two coefficients \( k_d \) and \( k_s \) with a sum of one represent the ratio of diffuse and specular part, respectively. As for Cook-Torrance specular reflectance or microfacet BRDF, it has the following form:

\[ f_{\text{cook-torrance}} = a_s \frac{DFG}{4(w_o \cdot n)(w_i \cdot n)} \]  

where \( a_s \) denotes the specular albedo. \( D \) is the normal distribution function, and \( F \) is the fresnel function and \( G \) is the geometry function. \( w_i \) and \( w_o \) represent the
incoming direction and outgoing direction, respectively. \(D\) and \(G\) are controlled by the surface roughness \(\alpha\). The overall texture parameters \(a_{tex} \in \mathbb{R}^7\) including \(a_d \in \mathbb{R}^3\), \(a_s \in \mathbb{R}^3\) and \(\alpha \in \mathbb{R}^1\). We use GGX functions \([28]\) to describe the normal distribution and geometry function. The detailed definition of the distribution function and fresnel function is described in the supplementary materials.

As for the light source of the scene, we adopt an HDR light probe image \([3]\) in the latitude-longitude format, which is simple and direct. Specifically, we use a \(4 \times 8\) resolution for our lighting environments. In our implementation, we create an environment map for each image.

Let \(V_{tex}\) represent the texture parameter for each vertex. It can be computed from the learnable texture grid by trilinear interpolation. Therefore, the interpolated texture map \(\hat{T}\) can be obtained by

\[
\hat{T} = \varsigma(V, F, V_{tex}, \pi)
\]  (11)

Let \((u, v) = \pi(p)\) denote the 2D projection of 3D intersection point \(p\). The pixel color of the rendered image \(\hat{I}\) is computed by the rendering equation.

\[
\hat{I}_{(u,v)} = L_0(p, w_o, \hat{T}_{(u,v)})
\]  (12)

From the above all, the inverse rendering optimization can be directly self-supervised by the input image through minimizing the photometric loss \(L_c\) as below

\[
L_c = \frac{1}{|P_{in}|} \sum_{p \in P_{in}} |I_p - \hat{I}_p|
\]  (13)

During the joint optimization, the probe pixels in the lighting environments are updated by the photometric loss.

### 3.4 Regularization Loss

As recovering the deformed surface is a highly under constrained problem, it is very easy to stuck at the local optima by only minimizing the loss of silhouette, depth and synthesized image. To address this issue, we introduce the regularization terms \(L_{reg}\) to penalize the surface deformations and texture consistency, which consists of a mesh loss \(L_{mesh}\) and a material loss \(L_{mat}\)

\[
L_{reg} = L_{mesh} + \lambda_{mat}L_{mat}
\]  (14)

The mesh loss \(L_{mesh}\) is made of a Laplacian loss \(L_{lap}\) and a normal loss \(L_{norm}\), which tries to preserve the topology and smoothness of the mesh

\[
L_{mesh} = \lambda_{lap}L_{lap} + \lambda_{norm}L_{norm}
\]  (15)

Let \(L\) denote the Laplacian matrix. The Laplacian loss \(L_{lap}\) of a mesh with \(n\) vertices is computed by \(L_{lap}(M) = \|LV\|^2\), where \(V\) is the \(n \times 3\) vertices matrix.

The normal loss \(L_{norm}\) enforces the normals of adjacent faces to be similar, which is calculated by \(L_{norm} = \sum_{i,j} ||1 - \cos(n_i, n_j)||^2\). The sum is computed
over all adjacent faces pairs \((i, j)\), and \(n_i\) and \(n_j\) denote their corresponding normals.

Material loss \(\mathcal{L}_{\text{mat}}\) regularizes the reflectance maps, which consists of diffuse albedo \(a_d\), specular \(a_s\) and surface roughness \(\alpha\)

\[
\mathcal{L}_{\text{mat}} = \mathcal{L}_b(a_d) + \mathcal{L}_b(a_s) + \mathcal{L}_b(\alpha),
\]

where \(\mathcal{L}_{\text{mat}}\) smooths the texture map. Let \(BF\) represents bilateral filter operation, \(\mathcal{L}_b(a) = \frac{1}{|\mathbf{a}|} \sum |BF(a) - a|\). It can be clearly observed that \(\mathcal{L}_b\) tends to smooth the texture map.

### 3.5 Implementation Details

In this paper, we firstly compute the visual hull at the resolution of \(128^3\). Secondly, we uniformly sample 10,000 oriented points from the mesh triangulated from the visual hull using marching cube, which are used to minimize the depth and silhouette differences through the point-based shape representation. We perform the optimization at a resolution of \(128^3\) for 150 epochs. To obtain the fine details, we increase the resolution to \(256^3\) for the extra 150 epochs. Moreover, we resample points and normals every 50 epochs in order to increase the robustness of the optimization process, and replace original point cloud with the resampled ones. Thirdly, the texture of the generated mesh is interpolated from a learnable texture grid which initialized at a resolution of \(128^3\), which is interpolated into \(256^3\) after 150 epochs. The texture grid and environment map are supervised by the photometric loss. Finally, we fine-tune both geometry and texture using another 100 epochs. In our implementation, we use Adam optimizer in minimization. The learning rates for the oriented point clouds and texture grid are \(5e^{-4}\) and \(1e^{-4}\), respectively. The weights for the loss term are \(\lambda_c = 5\), \(\lambda_s = 10\), \(\lambda_d = 30\), \(\lambda_{IAP} = 100\), \(\lambda_{\text{norm}} = 0.02\), and \(\lambda_{\text{mat}} = 0.1\). The optimization and inverse rendering are implemented by PyTorch. We use the off-the-shelf differentiable renderer nydiffраст [12] to obtain the silhouette and perform Cook-Torrance BRDF rendering.

### 4 Experiments

In this section, we discuss the results on the textured mesh recovery from multiple views. We compare our method against the state-of-the-art methods on multiview stereo datasets.

#### 4.1 Evaluation on DTU Dataset

We firstly evaluate our proposed approach on the DTU MVS dataset [6], which contains 128 scans. For each scan, there are 49 calibrated cameras surrounding the captured object. We evaluate both the generated mesh and rendered image using the same set of scans as the conventional method [34].
Table 1. Quantitative results on DTU dataset. Our method achieves the best mean Chamfer distance and comparable PSNR results.

| Dataset | Chamfer (mm) | PSNR  |
|---------|-------------|-------|
| PhySG   | 4.31 0.98   | 1.63 0.83 |
| Vis-MVSNet | 2.10 1.76 | 0.48 0.44 |
| IDR     | 19.18 14.71 | 23.96 19.07 |
| MVSDF   | 23.29 22.16 | 24.60 21.17 |
| Ours    | 23.09 17.55 | 23.22 21.17 |
| Mean    | 23.25 19.85 | 23.20 21.26 |

To facilitate fair comparison, Chamfer distance is employed as the evaluation metric to measure the accuracy of generated mesh, and PSNR is used to evaluate the rendered images. We compare our method against the recent state-of-the-art 3D reconstruction methods, including PhySG [35], Vis-MVSNet [33], IDR [32] and MVSDF [34]. Depth maps from Vis-MVSNet are fused into point clouds, which are further converted into meshes by the screened Poisson Surface Reconstruction (sPSR) [10]. The color is assigned from input images by back projection.

Table 2 shows the quantitative results. It can be clearly observed that our proposed approach achieves the lowest Chamfer distance on DTU dataset. It indicates that we achieve the most accurate reconstruction results. Due to the lack of GPU RAM, we use an environment map of 4 × 8 resolution, which cannot simulate the complex environment lighting with high fidelity. Our results on the quality of rendered image is a bit inferior to MVSDF [34], which makes use of depth supervision and fused feature. Fig. 2 give the example reconstruction results. It can be seen that our method can produce more accurate mesh with the realistic synthesized images.

Table 2. Computational time on DTU dataset.

| Methods  | Training time | Rendering time |
|----------|---------------|----------------|
| PhySG [35] | 5.0h          | 30s            |
| IDR [32] | 6.5h          | 30s            |
| MVSDF [34] | 5.5h          | 30s            |
| Ours     | (30 + 10) min | 0.04s          |

We also evaluate the computational time on DTU dataset. All the experiments are conducted on a single GPU of NVIDIA 2080Ti. Table 2 summarizes the computational cost for the compared methods. It can be seen that our pro-
posed approach requires 40 min to obtain the 3D reconstruction results while the implicit representation based-methods need several hours. It takes 30 minutes to perform point-based optimization, and costs 10 minutes to fine-tune the mesh. This is because the gradient of MLP decreases as the layer goes forward, which leads to longer training time. We employ the oriented point clouds as the shape representation, where the gradient can be efficiently backpropagated to points and normals. In terms of rendering time, our approach is able to run at 25Hz by taking advantage of the textured mesh. For the implicit representation based-methods, it takes dozens of seconds to render an image of resolution $1600 \times 1200$, since a forward network inference is required for each valid pixel.

![Fig. 2. Qualitative results on DTU dataset. We compare our method with Vis-MVSNet, IDR, and MVSDF.](image)

4.2 Evaluation on EPFL Dataset

To compare the performance on the scene reconstruction, we evaluate our proposed method on EPFL dataset. We conduct experiments on Fountain-P11 and Herzjesu-P8, which have ground truth meshes. We compare our method against Vis-MVSNet, IDR, and MVSDF. As EPFL dataset does not provide the mask, we generate the mask by projecting the ground truth mesh onto the image. The experimental results of Vis-MVSNet and IDR are from MVSDF.

Fig. 3 shows the reconstruction results. It can be observed that our method can produce both high-quality mesh and render the high quality images. The reconstructed mesh of IDR has the inflated surfaces, as it is difficult to recover accurate shape from only color loss. By taking advantage of the extra supervision from multi-view stereo, both MVSDF and our method can recover the correct geometry. The quantitative results are given in Table 3. We use the same evaluation metrics as the DTU dataset. It can be seen that our approach performs comparable with the state-of-the-art methods.
Fig. 3. Qualitative results on EPFL dataset. Our method is able to generate both high quality mesh and render high quality image.

Table 3. Quantitative results on EPFL dataset. Our method performs comparable to the state-of-the-art methods.

|               | Vis-MVSNet | IDR | MVSD | Ours | Vis-MVSNet | IDR | MVSD | Ours |
|---------------|------------|-----|------|------|------------|-----|------|------|
| Chamfer ($\times 10^{-2}$) |            |     |      |      |            |     |      |      |
| Fountain-P11  | 6.12       | 7.88| 6.84 | 6.93 | 24.33      | 23.43| 25.27| 27.34|
| Herzjesu-P8   | 7.47       | 32.19| 6.38 | 6.75 | 23.45      | 24.75| 28.75| 26.45|
| Mean          | 6.80       | 25.30| 6.61 | 6.84 | 23.89      | 24.67| 27.01| 26.90|

4.3 Ablation Studies

In this section, we discuss the effect of depth loss on the surface recovery. Previous methods \cite{32,35} mainly try to minimize the rendering loss, where the shape is just a by-product. Although the geometry can be recovered accurately in some cases, it is usually difficult to recover the accurate shape due to the ambiguity between geometry and appearance. We replace the depth loss with the rendering loss used in previous work to learn the shape. Specifically, we use an MLP to estimate the color of each pixel. The gradient is backpropagated to the shape. The SDF value is obtained from the SDF grid by trilinear interpolation. The results are shown in Fig. 4. The depth maps predicted by multi-view stereo provide the correct geometry information, which enable the fast convergence.

4.4 Additional Qualitative Results

Finally, we provide the qualitative results on BlendMVS, Tanks and Temples dataset. The masks of the Horse is generated by an off-the-shelf image segmentation framework \cite{11}, and the camera parameters are estimated by Colmap \cite{25}. Fig. 5 shows several examples. It demonstrates that our method is able to reconstruct the accurate geometry and texture from in-the-wild images. The results in the second row of Fig. 5 show that our proposed method is able to extract the accurate mesh and textures from multi-view images without masks as well.

As our method extracts the triangle mesh and texture explicitly, which can be rendered with the arbitrary lighting. Instead of using an MLP to represent the
surface light field, we use physically based rendering that decouples the texture and illumination. We can synthesize the images under different illuminations. Fig. 6 illustrates the qualitative results, which shows that the synthesized images are quite realistic.

Fig. 5. Qualitative results on BlendMVS dataset and Tanks and Temples dataset. The top two rows are from the BlendMVS dataset, and the third row are from Tanks and Temples dataset.

5 Conclusions

This paper proposed an efficient coarse-to-fine approach to the textured mesh recovery from multi-view images. Oriented point clouds and a differentiable Poisson Solver was used to represent the shape, which produces topology-agnostic
and watertight surfaces. We introduced a physically based inverse rendering scheme to jointly estimate the lighting and reflectance, which is able to render the high resolution image at real-time. Additionally, we fine-tuned the estimated mesh by inverse rendering. We have conducted the extensive experiments on several datasets. The encouraging results showed that our approach can efficiently reconstruct the textured mesh.

In spite of the promising results, some limitations and future work need to be addressed. Our method depends on the depth map predicted by the multi-view stereo. In future, we will incorporate the cost volume of deep feature matching into the optimization.
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