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Abstract. Searching for influential spreaders in complex networks is an issue of great significance for applications across various domains, ranging from epidemic control, innovation diffusion, viral marketing, and social movement to idea propagation. In this paper, we first display some of the most important theoretical models that describe spreading processes, and then discuss the problem of locating both the individual and multiple influential spreaders respectively. Recent approaches in these two topics are presented. For the identification of privileged single spreaders, we summarize several widely used centralities, such as degree, betweenness centrality, PageRank, \(k\)-shell, etc. We investigate the empirical diffusion data in a large scale online social community—LiveJournal. With this extensive dataset, we find that various measures can convey very distinct information of nodes. Of all the users in the LiveJournal social network, only a small fraction of them are involved in spreading. For the spreading processes in LiveJournal, while degree can locate nodes participating in information diffusion with higher probability, \(k\)-shell is more effective in finding nodes with a large influence. Our results should provide useful information for designing efficient spreading strategies in reality.
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1. Introduction

As a widespread process, spreading describes many important activities in the real world, ranging over the outbreak of epidemics [1]–[4], the spread of news and ideas [5]–[8], the diffusion of technique innovations [9]–[11], the promotion of commercial products [12]–[15], and the rise of political movements [16]–[19]. Understanding the mechanism behind the global spread of an epidemic or information is fundamental for applications in a variety of fields as diverse as epidemiology [3, 4], viral marketing [14, 15], collective dynamics [20]–[22] and the robustness of networks [23]–[25]. In real life, the diffusion of a contagious disease or a piece of information usually underlies individuals’ contacts. Take influenza as an example. The transmission of the influenza virus mainly depends on the direct contact of infected persons and susceptible people. As people’s interactions are responsible for these spreading processes, the position of a person in the complex network, which is formed according to individuals’ social relations, usually determines the spreading capability of this person. As the empirical research has shown, the complex networks in reality, which describe various systems in the fields of social science [26]–[30], neuroscience [31]–[33], ecology [34, 35] and economics [36, 37], are by no means randomly connected. On the contrary, they display many nontrivial topological features such as heavy-tailed degree distributions [38], small world effects [39], high clustering coefficients [40], self-similarity [41, 42] and community structures [43, 44].
Therefore, people in social networks with such rich topological structures should vary considerably in their spreading abilities.

For the people in social networks, a few influential spreaders are able to start large-scale diffusion and thus become more important than the other persons in the spreading process [45]. How to identify these privileged nodes is of great significance for applications across various domains. For instance, the knowledge of influential spreaders is crucial for the design of efficient strategies to control the outbreak of epidemics [46, 47]. Also, targeting the vital people in information dissemination is helpful in conducting successful campaigns in commercial product promotions [14, 15]. Due to its utmost importance in practice, the problem of searching for influential spreaders in complex networks has attracted much attention.

In the issue of identifying super spreaders, there are two distinct subtopics: searching for individual influential spreaders [45] and a set of nodes that can maximize the influence [12]. In epidemic outbreaks or rumor diffusion, the spreading usually starts from a single source node. Therefore, monitoring the influential individual originators in social networks is important in preventing or decelerating the spreading. For locating individual spreaders, usually the topological or dynamical measures are utilized. We first rank the nodes according to specific measures and then select the nodes ranking top as influential spreaders. In the field of viral marketing, however, it is usually a set of nodes that are selected to start the propagation. The choice of the multiple originators should maximize the final influence since the goal of viral marketing is to persuade more people to buy the commercial products with less cost. A trivial way to find the best multiple spreaders is to select the nodes which are influential as individual spreaders. However this attempt usually fails for the reason that the top individual nodes tend to have large overlaps in their infected population [45]. In fact, the issue of finding a $k$-set nodes that can lead to maximal influence is a NP-hard optimization problem [48]. The solution mainly relies on heuristic algorithms based on dynamic models in complex networks.

While the overall topic of spreading is too wide even to introduce briefly, we will mainly focus on the two subtopics described above. In this paper, we first introduce some of the most important theoretical models for spreading, which are widely used in the research of influential spreaders. Then the measures for identifying individual influential spreaders are discussed. We discuss their features, calculation complexity and performance in locating the best single spreaders. After that, we present some progress in finding multiple influential spreaders with heuristic algorithms. Finally, we show the empirical results based on extensive data collected from large-scale online communities.

2. Theoretical models for spreading

The early approach of designing mathematical models that describe spreading processes started in the fields of sociology and epidemiology [49]–[52]. Formulating theoretical models that capture real diffusion is helpful for us to understand how a disease or information spreads across a population. More importantly, the spreading models can be used to predict the outcome of spreading, thus providing instructions to accelerate or decelerate the diffusion processes. After the initial works, many models are proposed in the applications of a series of social and biological phenomena.
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In the spreading models, there are usually two important elements to be specified. The first one is the underlying network, which describes how individuals interact with one another. The network is recorded by a graph \( G(N, E) \) with \( N \) nodes and \( E \) edges. If node \( i \) and \( j \) have a chance to contact in reality, then there exists a social link between them. As has been shown, the topological structure of the social network can dramatically affect the outcome of spreading \[46, 53\]. Another element that is vital for models is the spreading rule by which information or disease diffuses from one person to another. According to the diffusion strategy, existing models of spreading typically fall into two categories: independent interaction models and threshold models. We will introduce these two types of models in detail in this section and explain some of their features.

2.1. Independent interaction models

In epidemic spreading, each time an infected node contacts with a susceptible node, there is a chance that the susceptible person gets infected. Based on this fact, independent interaction models assume that each interaction results in contagion with an independent probability. Specifically, whenever a susceptible person \( j \) is exposed to an infected person \( i \), \( j \) will get infected with a probability \( p_{ij} \), which is not affected by the contacts with other nodes. With such dynamics, independent interaction models mimic the contagious process directly and imply the fact that spreading underlies people’s interactions. The more a susceptible individual contacts with infected people, the higher probability they will be infected. The susceptible–infected–recovered (SIR) and susceptible–infected–susceptible (SIS) models from epidemiology \[1\]–\[3\], and the Bass model from the innovation diffusion literature \[54\] are examples of independent interaction models. Here we mainly discuss the well-known SIR and SIS models. Different models and generalizations can be found in the references \[1\]–\[4\], \[52\].

As classical mathematical models for epidemic spreading, the SIR and SIS models were first proposed by epidemiologists \[49\]–\[52\]. Since the mechanisms of SIR and SIS models are suitable to describe various spreading processes, such as disease spreading, idea propagation, and innovation diffusion, they have long been used in the study of spreading. In SIR model, each person can be in one of three possible states \[1\], susceptible (S), infected (I), or recovered (R). Susceptible individuals are healthy persons that may catch the disease. Infected people stand for the persons who have got the disease and are able to spread it to susceptible individuals. A person is recovered if they have been cured of the disease and become immune to it. In the classical SIR model, there are two adjustable parameters: the transmission probability \( \lambda \) and the recovery probability \( \mu \). The states of individuals evolve as follows:

\[
S(i) + I(j) \rightarrow _\lambda I(i) + I(j), \tag{1}
\]

\[
I(i) \rightarrow _\mu R(i), \tag{2}
\]

where \( i \) and \( j \) are two neighbors in the social network. While the SIR model is suitable to describe the spreading of disease with immunity, there are many diseases that an individual can catch more than once. In this case, the SIS model, in which we only consider the susceptible (S) and infected (I) states, can better describe the contagion. The contagion process of the SIS model is the same as equation (1), while equation (2) is replaced by \( I(i) \rightarrow _\mu S(i) \). Generalizations of SIR and SIS models can be implemented by imposing a distribution of the transmission rate \( \lambda \) and the recovery rate \( \mu \).
According to the distinct dynamics, there are fundamental differences in the outcomes of SIR and SIS models. In the SIR model, the infection will eventually die out, because once an individual becomes immune to the disease, he/she will never get infected again. Whereas, for SIS models, people can be infected many times. So the disease can reach an endemic state, where a certain fraction of population are kept infected. Considering this difference, when we measure the result of SIR model, we are interested in the fraction of infected individuals who have ever caught the disease. While for SIS model, it is the fraction of infected nodes persisting in the endemic state that we are concerned with.

Besides the spreading strategy, it is meaningful to discuss the impact of the underlying social network structure on the spreading results. In the early research, both SIR and SIS models were considered within the homogeneous mixing hypothesis [1], where the infectious and susceptible people contact with each other randomly. In this case, the underlying social network is actually an Erdős–Rényi random graph. The most important observation under this condition is the emergence of an epidemic threshold [55]. Take the SIR model as an example (without loss of generality we set $\mu = 1$). When a single node becomes infectious among a susceptible population, the epidemic threshold is given by $\lambda_c = 1/\langle k \rangle$, where $\langle k \rangle$ is the average number of connections of nodes. If $\lambda > \lambda_c$, the disease will infect a finite fraction of the population. On the other hand, if $\lambda < \lambda_c$, the fraction of infected individuals will tend to zero in the limit of a very large population.

As we all know, transmission networks in real life are by no means totally random. For example, the degree distribution of the sexual contact network is found to be power-law [56]. To this end, several important works have been done to understand the effects of a nontrivial network structure on the spreading outcomes [46], [57]–[62]. For the SIR model on uncorrelated graphs with a generic degree distribution $P(k)$ and a finite average degree $\langle k \rangle$, the epidemic threshold is defined by $\lambda_c = \langle k / (\langle k^2 \rangle - \langle k \rangle) \rangle$ [46, 59, 60, 63, 64]. Apparently, for networks with $\langle k^2 \rangle < \infty$, the threshold has a finite value. Whereas, for networks with a strongly fluctuating degree distribution, the infinity of $\langle k^2 \rangle$ results in a vanishing epidemic threshold for large-scale networks. Analogously, the absence of an epidemic threshold in scale-free networks with the power-law exponent $2 < \gamma \leq 3$ was reported as well [46, 60]. Apart from the topological structures mentioned above, other complex topologies have been considered, such as high clustering [65, 66], small world [58, 67, 68], degree correlation [53, 69], etc. These works provide more insights into the interplay between network structure and epidemic outcomes for SIR and SIS models.

### 2.2. Threshold models

Although the independent interaction models can describe epidemic spreading in reality, numerous phenomena in economics and sociology [50], [70]–[76] are better described by the threshold models. In these applications, people tend to adopt a new behavior or information only if a certain fraction of their neighbors have already done so [77, 78]. In this case, the effect of a single interaction is no longer independent, but strongly depends on other exposures.

The simplest threshold model is the Linear Threshold Model. In this model, each node is assigned a threshold value, which is the fraction of neighbors required for it to adopt the new behavior or information. On each link $(i, j)$, we define a weight to reflect the influence that $j$ exerts on $i$. In the spreading process, some initial node $S$ starts out adopting the new behavior. A node is defined as active if it is following the new behavior. At a given time,
any inactive node becomes active if the sum of weights from its active neighbors exceeds its threshold. In subsequent times, the activation of some nodes may cause other nodes to adopt the new behavior, and such a process can be applied repeatedly. This phenomenon is usually used to explain cascading behavior in social science [77, 78]. More generally, based on the Linear Threshold Model, we can assign each node a threshold function instead of using the weighted sum in the state updating. Such a General Threshold Model is more general since it can reflect any type of threshold rule.

Compared with the independent interaction model, the threshold model actually incorporates the memory of past exposure history. Therefore, the result of a single interaction is determined by other interactions. This radical difference turns out to have significant impact on the spreading dynamics. With such a threshold model, global cascading which is triggered by a small number of initial originators is observed [77]. Also it has been shown in a model with memory of exposure history that the final state of the spreading is controlled by only two parameters: $P_1$ and $P_2$, which stand for the probability that a node becomes infected due to one and two contacts respectively [79]. This indicates that the interplay of single contacts in the threshold model can lead to different dynamics with independent interaction models.

Apart from the models mentioned above, there are also other variations describing spreading in complex networks, including the standard rumor model proposed by Daley and Kendal [80]–[84], the voter model [85]–[88], the strategic game models [89]–[92], etc. All these models help us understand the mechanism of spreading in various domains and many profound results have been applied in reality.

3. Searching for individual influential spreaders

In order to find effective predictors for individual influential spreaders, various measures are designed to rank the nodes according to their statuses in spreading. Most of the proposed measures are determined by nodes’ topological features as well as an assuming spreading mechanism. Here we will introduce some of the most important predictors that are widely used to quantify nodes’ spreading ability.

In the context of social science, the topology of a social network is represented by an adjacency matrix $A = \{a_{ij}\}_{N \times N}$, where the element $a_{ij} > 0$ if there exists a link from $j$ to $i$ and $a_{ij} = 0$ otherwise. For an undirected network, $A$ is a symmetric matrix with $a_{ij} = a_{ji}$. If the network is weighted, the element $a_{ij}$ represents the weight of the link from $j$ to $i$. Actually, the adjacency matrix $A$ fully describes the topological structure of the social network. Once one has the adjacency matrix, it is possible to calculate the following measures for each node. Some of the measures only need the local information, i.e. the properties of a node’s neighbors, while some others require the complete structure of the social network. Due to the large size of modern social networks, the calculation of global measures imposes a great challenge in the research of social networks.

3.1. Degree

In real social networks, it is observed that while most of the people have a small or moderate number of connections to other individuals, there are a very few hubs that maintain extremely large numbers of social relations. Such a phenomenon is described...
by a power-law (or heavy-tailed) degree distribution. For an unweighted graph, degree is
the number of links connecting to a node. For a weighted graph, it is defined as the sum
of weights from edges connecting to a node. In an undirected network, according to the
adjacency matrix of a graph, the degree \( k(i) \) for a node \( i \) can be computed as follows:

\[
k(i) = \sum_{j=1}^{N} a_{ij}.
\]  

In the case of a directed network, we usually define two separate measures of degree
centrality, namely indegree and outdegree. Concretely, indegree is the number of links
directed to the node and outdegree is the number of links that the node directs to others.
Indegree and outdegree are defined as:

\[
k_{\text{in}}(i) = \sum_{j=1}^{N} a_{ij}.
\]  
\[
k_{\text{out}}(i) = \sum_{j=1}^{N} a_{ji}.
\]  

Computing degree centrality for all the nodes in a dense network takes complexity
\( O(V^2) \). However, for a network with a sparse adjacency matrix, which we usually encounter
in reality, its computational complexity is reduced to \( O(E) \), making the degree centrality
a feasible measure even for very large networks. Albeit it is a local measure, degree
is efficient in finding important nodes in many situations. For example, for epidemic
spreading in scale-free networks, hubs are more likely to be infected and can lead to
large scale diffusion [46]. Also in complex networks with a broad degree distribution, such
as the Internet, power grid or other infrastructure networks, intentional attacks on the
hubs can result in a rapid breakdown of the whole structure [23, 25]. Such fragility of
scale-free networks under intentional attacks indicates that hubs play a prominent role
in the structure stability. However, not all hubs are guaranteed to be super spreaders.
For instance, if a hub is located in the periphery of the network, its spreading ability
would be limited [45]. After all, degree only captures the number of the nearest neighbors
of a node. In fact, the spreading capability of the neighbors can also affect the nodes’
importance in spreading significantly. Therefore, measures involved with more information
are desired to improve the performance of degree. Even so, due to its easy accessibility
and relatively satisfactory performance, degree is still used as an effective predictor of
influential spreaders in many applications.

3.2. Betweenness and closeness centralities

Betweenness and closeness centrality are two well-known ranking measures in social
science [93, 94]. Both of them are proposed based on the assumption that information
tends to traverse the network from the originator to the destination through the shortest
path.

In the social network theory, betweenness centrality is defined as a measure of how
many shortest paths cross through this node [93, 94]. For a network \( G = (V, E) \), the
betweenness centrality of node $i$, denoted by $C_B(i)$ is defined as

$$C_B(i) = \sum_{s \neq i \neq t \in V} \frac{\sigma_{st}(i)}{\sigma_{st}}, \quad (6)$$

where $\sigma_{st}$ is the number of shortest paths between nodes $s$ and $t$, and $\sigma_{st}(i)$ is the number of shortest paths between $s$ and $t$ which pass through node $i$. With this definition, the nodes with large betweenness centrality usually hold the vital positions in the shortest pathways between large numbers of pairs of nodes.

Apart from the betweenness centrality, in a connected network, there exists a natural distance metric between all pairs of nodes. The farness [95] of a node $s$ is defined as the sum of its distances to all other nodes, and its closeness centrality is defined as the inverse of the farness. Thus, the smaller closeness a node has, the lower its total distance to all other nodes. Precisely, closeness centrality of node $i$ is defined as [95]:

$$C_C(i) = \frac{1}{\sum_{t \in V \setminus i} d_G(i, t)}, \quad (7)$$

where $d_G(i, t)$ is the shortest distance between $i$ and $t$. In fact, closeness centrality can be viewed as a measure of how long it will take for a piece of information to spread from a given node to other reachable nodes through the shortest paths in the network. The smaller a node’s closeness is, the faster the information diffuses from this node.

However, on an unconnected network, the closeness centrality is not well defined. Since the distance between any two unreachable nodes is infinity, the closeness centrality of all nodes in an unconnected graph would be 0. To solve this problem, a modified version of the classic closeness, residual closeness [96], is proposed. The residual closeness of node $i$ is defined as

$$C_R(i) = \sum_{t \in V \setminus i} 2^{-d_G(i, t)}. \quad (8)$$

In general, betweenness and closeness centralities can identify crucial nodes in transportation. Take the betweenness centrality as an example, the nodes with large betweenness usually hold the vital positions in the pathways between pairs of nodes. If such nodes are intentionally attacked, the overall efficiency of spreading will be heavily damaged, since the increase of path length would make it difficult for a piece of information to spread to other nodes. In the networks with heavy-tailed degree distribution, hubs usually serve as intermediate nodes in the shortest paths between nodes [97]. So hubs are inclined to have large betweenness centrality. Besides, the nodes connecting two separate communities also have large betweenness centrality. Such nodes, although not necessarily being well connected, play the role of connecting bridges in the transportation between the nodes in two communities. Applications of betweenness centrality include computer and social networks [98], biology [99]–[101], transport [102], scientific cooperation [103] and so forth.

Comparing with degree, betweenness and closeness centralities care more about the global structure. Therefore, the calculation of betweenness and closeness requires the complete network structure. Moreover, both betweenness and closeness centralities involve calculating the shortest paths between all pairs of vertices on a graph, which is a rather time-consuming task. The classic algorithm finding shortest paths between all pairs of
nodes is the Floyd–Warshall algorithm [104], and it will take a complexity $O(V^3)$. Later on, some more efficient algorithms were developed for specific types of networks. On sparse networks, the Johnson algorithm requires $O(V^2 \log V + V E)$ time to compute the betweenness centrality [105]. Brandes has proposed a more efficient algorithm. For unweighted sparse networks, it has a complexity of $O(VE)$ [106]. Even with the fastest algorithm, for large-scale online social networks with tens of millions of nodes, such as Twitter and Facebook, it is usually infeasible to get the betweenness or closeness centralities in a reasonable time.

3.3. Eigenvector and PageRank centralities

Eigenvector centrality was first introduced in the research of sociology [107], where it was used to measure the influence of a person in a social network. The main idea behind eigenvector centrality is that a node’s importance is not only determined by itself, but also affected by its neighbors’ importance. A node connecting to important nodes will make itself also important. With this idea, the eigenvector centrality of vertex $i$ can be defined as:

$$e(i) = \frac{1}{\lambda} \sum_{j=1}^{N} a_{ij} e(j),$$

(9)

where $\lambda$ is a constant and $a_{ij}$ is the entry of the adjacency matrix $A = \{a_{ij}\}_{N \times N}$. Actually, this equation can be rewritten in vector notation as

$$Ae = \lambda e.$$

(10)

In the matrix theory, there will be many different eigenvalues $\lambda$ for which an eigenvector solution exists. However, when we quantify the influence of a node, it is required that the measure should be positive. According to the Perron–Frobenius theorem, only the largest eigenvalue can lead to such a centrality measure [108]. Clearly, eigenvector centrality not only depends on the degree of the nodes, but also on their neighbors’ eigenvector centrality. Due to this recursive property, eigenvector centrality can reflect the global features of the network.

As a generalization and variation of eigenvector centrality, PageRank was originally introduced to rank web pages in the World Wide Web (www) [109]. As a successful ranking algorithm, it is not only adopted by webpage search engines such as Google, but also used in ranking the importance of elements in a wide range of applications, such as scientific ranking [110]–[112], gene research [113, 114], traffic and transportation [115], ecological systems [116], and even lexical semantics [117]. Compared with eigenvector centrality, PageRank introduces a small probability of random jumping to handle walking traps on a graph. The PageRank of a node in a network can be calculated from

$$p_t(i) = \frac{1 - \alpha}{N} + \alpha \sum_{j} \frac{a_{ij}p_{t-1}(j)}{k_{out}(j)},$$

(11)

where $k_{out}(j)$ is the number of outgoing links from node $j$ and $\alpha$ is the jumping probability. Equation (11) actually describes a random walk process: a random walker moves along the links of the network with probability $\alpha$, and jumps to a randomly selected node with probability $1 - \alpha$. $p_t(i)$ is the probability that node $i$ is visited by the random walker at
time \( t \). As time \( t \) increases, the probability \( p_t(i) \) will converge to a stationary probability \( p(i) \). This value is defined as the PageRank, which is used to determine its ranking relative to other nodes. In the calculation, the conventional choice of \( \alpha \) is 0.85. Different choices of \( \alpha \) can affect the ranking results.

From a calculation aspect, both eigenvector and PageRank centralities can be computed efficiently by power iteration [118, 119]. Initially assign each node with the same score, and then iterate according to the corresponding update equations. The result usually converges quickly in iterations. So eigenvector and PageRank centralities can be applied to large-scale networks.

Based on the classic PageRank algorithm, several variations are proposed. One is the so-called LeaderRank [120]. On the basis of PageRank, LeaderRank introduces a ground node \( g \), which has two directed links to every node in the original network. In this way, the network will become strongly connected. More importantly, LeaderRank is a parameter-free algorithm, thus getting rid of the influence of parameters. Although LeaderRank stems from PageRank, it is reported to be more stable to noisy data containing spurious and missing links. In the condition where spammers create fake links to obtain a high rank, LeaderRank performs more reliably than PageRank in ranking users. Also an extension of the PageRank algorithm, TwitterRank [121], is proposed to measure the influence of users in Twitter. TwitterRank measures the influence taking both the topical similarity between users and the link structure into consideration. Experimental results show that TwitterRank outperforms the one Twitter currently uses and other related algorithms, including the classical PageRank and topic-sensitive PageRank [122].

### 3.4. k-shell index

In graph theory, the \( k \)-shell index describes the location of a person in the social network [123]–[125]. The \( k \)-shell index of a node is obtained by a procedure called \( k \)-shell decomposition, where we successively prune nodes in the network layer by layer. Concretely, the decomposition starts by removing nodes with degree \( k = 1 \). After that, some nodes may have only one link left. So we continue pruning the network iteratively until there are no nodes with \( k = 1 \). The removed nodes fall into a \( k \)-shell with index \( k_S = 1 \). With a similar method, we iteratively remove the next \( k \)-shell \( k_S = 2 \) and higher \( k \)-shells until all nodes are pruned. In the decomposition procedure, each node is assigned with a \( k \)-shell index. The periphery of the network corresponds to small \( k_S \) and the nodes with high \( k_S \) define the core of the network.

Compared with the degree \( k \), the \( k_S \) index provides a different type of information. By definition, a given layer with index \( k_S \) can be occupied with nodes of degree \( k \geq k_S \). For random model networks, a strong correlation between \( k \) and the \( k_S \) index of a node exists: the nodes with lower degree are inclined to stay in the periphery of the network while the core region is mainly occupied by hubs. Therefore, both the degree and \( k \)-shell provide similar information. In real networks, however, this relation is often not true. In real networks hubs may have very different \( k_S \) values and can be located both in the periphery or in the core of the network [45].

Recently, it was reported that for SIR and SIS modeling, the most influential spreaders, which can lead to large scale epidemics, are located in the inner core of the network (large \( k_S \) region) [45]. The authors performed SIR and SIS models on a series of real networks, and found that the spreading processes that originate from high \( k \)-shell nodes have
larger average infected population than those starting from nodes with high degree and betweenness centrality. These results indicate that the $k$-shell index of a node is a better predictor of spreading influence than the commonly adopted degree and betweenness centrality. When a spreading process starts in the core of the network, the epidemic or information can diffuse through many pathways to the remaining part of the network. Moreover, it has been shown that nodes with high $k_S$ are more easily infected and will be infected earlier than other nodes. The nodes located in the core region of network tend to have well-connected neighbors, and the neighbors of their neighbors are also prone to have large degree. It is these well-connected neighbors that make the nodes in the core region more efficient in spreading. Clearly, $k$-shell decomposition requires the complete network structure. Once we have the adjacency matrix, $k$-shell decomposition can be performed with complexity $O(E)$ [126]. Therefore, the $k$-shell index can be applied to large-scale networks.

Despite its effectiveness, $k$-shell also have several defects. In some situations, $k$-shell is limited due to the lack of resolution. For example, in networks with a tree structure, or networks formed by growth models [38], the $k$-shell index only contains a few discrete values. Such degeneracy of the $k$-shell index limits its predictive accuracy. These limitations have been identified also in some empirical studies of spreading [127]–[129].

Based on $k$-shell decomposition, several improvements or alternatives are proposed. Zeng [130] proposed a mixed degree decomposition (MDD) procedure in which both the residual degree (number of links between the remaining nodes) and the exhausted degree (number of links between the removed nodes) are considered. In each step of the MDD procedure, the nodes are removed according to the mixed degree $k_i^{(m)} = k_i^{(r)} + \lambda \times k_i^{(e)}$, where $k_i^{(r)}$ is the residual degree, $k_i^{(e)}$ is the exhausted degree, and $\lambda$ is a tunable parameter between 0 and 1. When $\lambda = 0$, the MDD method becomes the $k$-shell method, while when $\lambda = 1$, the MDD method is equivalent to the degree. By simulating the epidemic spreading process on real networks, it is shown that the MDD method can improve the performance of $k$-shell. Another method based on the $k$-shell index is the $\mu$-power community index ($\mu$-PCI) [131], which is a balance of coreness and betweenness centrality. The metric is computed as follows: the $\mu$-PCI of a node $i$ is equal to $k$, such that there are up to $\mu \times k$ nodes in the $\mu$-hop neighborhood of $i$ with degree greater than or equal to $k$, and the rest of the nodes in that neighborhood have a degree less than or equal to $k$. Due to its computational complexity, the authors only present the results for $\mu = 1$. By modeling on real networks, it is shown the 1-PCI exhibits steady and reliable behavior. As 1-PCI values increase, influence also continuously increases until maximum infection is reached.

3.5. Path counting

Path counting was first proposed as the accessibility metric [133, 134]. The basic idea is to count the number of all possible walks of arbitrarily length departing from the source node. Recently, the concept of path counting was exploited to quantify the importance of individual roles in collective dynamics [132]. A measure called dynamical influence (DI) is proposed to quantify a node’s influence in various dynamical processes. The DI is calculated as the leading left eigenvector of a characteristic matrix that records the topology and dynamics. Specifically, in the characteristic matrix $M$, the entry $M_{ij}$ stands for the influence that node $j$ exerts on node $i$. The $i$th entry of the left
eigenvector of \( M \) corresponding to the largest eigenvalue is defined as the DI of node \( i \). Computationally, DI can be easily calculated by a power method. Starting from a uniform vector \( w^{(0)} = (1, 1, \ldots, 1) \), we multiply it with higher and higher powers of \( M \) (\( l \) is an integer):

\[
w^{(l)} = (1, 1, \ldots, 1) M^l.
\]

Notice that the \( i \)th entry of \( w^{(l)} \) is the number of all possible walks of length \( l \) departing from node \( i \). This explains the idea of path counting behind the definition of DI.

This framework applies to a variety of dynamical models, including epidemic spreading models, the Ising model [135, 136], and diffusive processes such as the voter model [137] or phase coupled oscillators [138]. In the SIR model, DI is shown to be a good predictor of spreading efficiency at the critical regime, outperforming the predictions made by degree, \( k \)-shell index and betweenness centrality.

Another approach based on path counting is a method to approximate the number of infections resulting from a given initially infected node in a network of susceptible individuals [139]. This method directly considers the spreading process and provides estimation of the actual number of infections with probability analysis. The derivation of the impact of vertex \( i \), i.e. the estimated number of infections given that vertex \( i \) was infected first, is a little bit lengthy, so we will not introduce the details here. The computation of node \( i \)'s impact requires the number of walks from \( i \) to all other nodes of arbitrary length \( k \) with \( l \) repeated vertices, which is the bottleneck of the computation complexity for this method. In reality, to avoid long computing time, the impact of vertices can be estimated by imposing a maximal walk length \( L \). Simulations show that very good results can be obtained with short path lengths \( L = 4 \). We should note here that the exact definition of the impact of nodes in this method relies on the assumed spreading models. So different models may result in different definitions.

Apart from the progress mentioned above, a method measuring node spreading power by expected cluster degree is proposed [140]. The authors quantify the spreading ability of a source node by the expectation of the degree of a disease cluster starting from it. The degree of a cluster of nodes is defined as the number of edges that connect nodes within and outside the cluster. Define the expected reach of node \( i \), \( ER_X(i) \), as the expectation of the degree of the infected cluster after \( X \) contagions starting from \( i \). In practice, the \( ER_X(i) \) can be obtained by counting all possible clusters of infected nodes which could appear after \( X \) infections starting from \( i \) and then taking the average cluster degree. This method was applied to the recent Ebola outbreak in Uganda, and it predicts that Ebola is unlikely to spread globally. Similar to other path counting methods, computational expense is still a major concern of \( ER_X(i) \). This problem can be solved by imposing a maximal \( X \) value: it is shown that \( X = 3 \) is sufficient to determine the outcome [140].

4. Finding the most influential sets of nodes

In real-world applications, there are many situations where we need to find a small set of nodes that can spread information to the largest number of nodes in the network. For example, in viral marketing, a company tries to promote a new commercial product using word-of-mouth effects. The best strategy is to persuade more people to buy the product with a limited advertising budget. In this case, how to find the most influential sets of
nodes that can lead to maximal influence in complex networks becomes a fundamental issue.

The problem of finding the most influential multiple spreaders is different from the one locating single influential spreaders. For spreading processes originating from a set of nodes simultaneously, the distance between these originators from each other should be taken into consideration. This is because the nodes influenced by the origins may have great overlap. Since the methods for single influential spreaders are not guaranteed to find nodes that are far enough [45], we cannot just select the top \( k \) nodes using the predictors designed for single super spreaders. Actually, this issue has been abstracted as a fundamental algorithmic problem in computer science [141]. For any spreading process, there exists a influence function \( f(\cdot) \) defined on a set of nodes \( S \). Assuming that \( S \) is the set of originators, \( f(S) \) is the expected number of infected nodes at the end of the spreading process. With this interpretation, the problem becomes to maximize \( f(S) \) for the set \( S \) with \( k \) nodes. In fact, this is a rather hard computational problem. Kempe et al [48] has proved that for a generic class of threshold models, it is NP-hard to find the optimal set \( S \). Therefore, what we can do is to find suboptimal results with heuristic algorithms.

The basic idea behind the construction of heuristic algorithms lies in the fact that, when we add nodes to the originators’ set \( S \), usually the spreading will not increase significantly, but once the right nodes are added, the process suddenly spreads widely. Such a property is described as submodularity mathematically [48]. It has been shown that most instances of threshold models are submodular [48, 142]. For models with such a property, Kempe et al [48] developed a greedy search algorithm: starting from a randomly selected node, each time we add the node that can lead to maximal increase of spreading if we include it in \( S \), until the desired size of \( S \) is reached. Making use of the classical theorem of Nemhauser et al [143], they proved analytically that the solution of this greedy strategy is within 63% of optimal for several classes of models. This is the first provable approximation guarantees for heuristic algorithms for this problem. However, the spread estimation procedures, which are usually implemented by Monte Carlo simulations, are quite time-consuming, thus limiting the efficiency of this algorithm.

Based on these fundamental results, several improvements have been developed. To reduce the Monte Carlo simulations to estimate spread, Leskovec et al [144] exploited submodularity and proposed a ‘cost-effective lazy forward’ (CELF) optimization to the simple greedy algorithm. The main idea is that the marginal gain of a node in the current iteration cannot exceed its marginal gain in previous iterations. With this idea, CELF optimization significantly reduces the number of calls made to the spread estimation procedure. Later on, Chen et al [145] proposed an improved version of the original greedy algorithm, NewGreedy. More recently, Goyal et al [146] developed the algorithm CELF++, which is an extension to CELF that further reduces the number of spread estimation calls. Other approaches can be found in the literature [147]–[152]. These heuristic algorithms improve the computational efficiency of the original greedy algorithms.

Besides the greedy strategies for submodular models, an efficient algorithm based on message passing in statistical physics was proposed recently [153]. A message-passing algorithm is an efficient method to deal with problems in statistical physics and combinatorial optimization [154]–[156]. To solve the spread optimization problem, the authors mapped it on a high-dimensional static constraint-satisfaction model. Then
they developed efficient message-passing algorithms to find a solution to the spread maximization problem. Compared with the greedy algorithm, this new approach takes into account the cooperative characteristics, which are fundamental in real systems. With analytic and algorithmic results on random graphs as well as a real-world network, it is shown for a wide range of irreversible dynamics, even without submodularity, the spreading optimization problem can be solved efficiently on large networks.

5. Empirical research on influential spreaders

With the rapid development of the Internet and online communities, a huge number of large-scale datasets have become available for researchers to conduct analysis on spreading processes. In the past decade, a huge number of research works have been performed on datasets from various types of online social networks, including email communication [157], online social networks—Facebook [158]–[160], microblogging services—Twitter [121], [161]–[165], blogs sharing communities—LiveJournal [166, 167], and other online communities [7], [168]–[175].

Directly examining the real diffusion data enables us to reveal the exact spreading mechanisms beneath the propagation and discover new principles dominating the diffusion process. In this section, we would like to focus on the issue of finding individual super spreaders and present our new results based on a complete network structure and the record of the diffusion instances. As we have shown, most of the previous research on individual super spreaders is based on the assumptions of specific spreading rules. However, how the information diffuses in reality is still not clear. A recent study [170] shows that the structure of online diffusion networks cannot be fully described by current theoretical models. Some empirical research has found that the predictions based on specific models are not always correct [176]–[179]. Consequently, we want to check the validity of these measures with real diffusion data.

To achieve this, we have gathered social network as well as diffusion data from a well-known online blog community—LiveJournal. This online community has been used to study spreading in previous research works [157, 166, 167]. The social network is constructed by the friend relations in LiveJournal, i.e. if user $a$ is in user $b$’s friend list, then there is a directed social link from $b$ to $a$. In LJ, users can obtain updates of friends’ posts. Therefore, the information would flow along the incoming links of a source node. With this method, we obtain a complete social network with 9,636,481 nodes and 197,368,009 links. In order to extract the diffusion instances, we collected 56,180,137 posts published by LiveJournal users and filtered 598,833 posts that contain links to other posts in LiveJournal. In this way, if user $a$ has cited user $b$’s posts at least once, we put a diffusion link from $b$ to $a$. The resulting unweighted directed graph is called a diffusion graph, from which we can infer each node’s influence. In our study, we only consider the measures of indegree, PageRank and $k$-shell. Notice that, according to the definition of the LJ social network, indegree describes the number of audiences of a user. So here we discuss indegree rather than outdegree. Eigenvalue centrality is similar to PageRank. And betweenness centrality is infeasible for such a large network due to its great computational complexity. All the definitions of these measures can be found in section 3.

Our first observation of this dataset is that, in the LiveJournal social network with rich topological structure, different measures can reflect very distinct information for each...
node. In figure 1(a), there exist lots of nodes with large indegree but small \( k_S \). Meanwhile, not all the nodes with large \( k_S \) have large indegree. A similar result is also obtained for PageRank, which is presented in figure 1(b). Since the measures may convey different information for the same node, their abilities to reflect spreading power should be different as well.

Despite the large number of users in LiveJournal, there are only a small fraction of nodes participating in spreading. Precisely, only 246,423 users are involved in the information diffusion. To quantify a node’s spreading ability, we infer its influence by the size of its outgoing component in the diffusion graph. Concretely, for each node in the diffusion graph, we first follow the diffusion links starting from it, finding the first layer nodes that adopt the information, and then track the links starting from these nodes and so on. This process applies recursively until no more diffusion links exist. We define the number of these reachable nodes from node \( i \) in the diffusion graph as the influence of node \( i \), and denote it as \( M_i \). Although the exact information diffusing from node \( i \) to these nodes may be different, node \( i \) has great potential to influence these nodes.

To compare the effect of different measures, in figure 2(a), we show the distribution of nodes for \( k_S, k_{\text{in}} \) and PageRank. To construct the data bins, we first take the logarithmic values of each measure, and then divide the range into ten intervals equally. Considering the different ranges of these measures, the intervals are normalized to \([0, 1]\), and from 0 to 1, the value increases from the minimum to maximum. We can see in the top region, \( k_S \) has far more nodes than \( k_{\text{in}} \) and PageRank. This is because while \( k_{\text{in}} \) and PageRank assign tens of thousands different values, \( k_S \) can only have several hundreds of discrete values. Figure 2(b) presents the number of users involved in spreading in each bin. The main difference between \( k_S \) and the other two measures is that the number of spreading users has a growing tendency as \( k_S \) increases. The larger number of spreading users in the top region of \( k_S \) can be explained by the larger number of users in this area, as shown in 2(a).

In order to check the distribution of spreading users according to different measures, we plot figure 2(c) to show the fraction of users participating in diffusion in each data bin for three predictors. The fraction of spreading users is defined as the ratio between the number of spreading users and the total number of users in each bin. Clearly, the...
Figure 2. (a) The number of users in each data bin for \(k_S\), \(k_{in}\) and PageRank respectively. The bins are created by dividing the range of each measure into ten parts equally according to the logarithmic value. From 0 to 1, the measure increases from minimum to maximum. (b) Number of nodes involved in spreading in each data bin for \(k_S\), \(k_{in}\) and PageRank respectively. (c) Fraction of users in each bin that participate in information diffusion. (d) Average influence of users ranking top by different measures. We rank the spreading users by different measures, select the nodes ranking in the top \(f\) fraction, and then take the average of their influence.

The fraction of all three measures increases as the value of each measure grows. This indicates that the users ranking top by these predictors have a larger probability of participating in information spreading. Particularly, in the top area, nodes with large \(k_{in}\) have much more chance to spread information than \(k_S\) and PageRank. The reason for that is there are very few hubs with extremely large indegree. Even though the number of spreading users is relatively small, when divided by the number of hubs, the fraction becomes larger than that of \(k_S\) and PageRank.

While indegree can find nodes participating in information diffusion with larger probability in the top region, it is desirable to check the influence of these identified users. For each predictor, we present the average influence of the nodes involved in diffusion that rank in the top \(f\) fraction in figure 2(d). The result show that the nodes identified by \(k_S\) in general have a larger influence than indegree and PageRank. This means that if a spreading process starts in the core region of the network, it will lead to larger diffusion. This result coincides with the recent report of SIR and SIS modeling on real-world networks [45].
Therefore, in practice identifying super individual spreaders with $k_S$ is more reliable than indegree and PageRank.

6. Conclusion and discussion

Searching for influential spreaders in complex networks is a crucial issue for many applications. In this paper, we make a review of the most important theoretical models in describing spreading dynamics, and introduce the current methods to identify both the individual and multiple influential spreaders in various diffusion processes. Through empirical diffusion data from LiveJournal, we find that in practice different measures usually convey distinct information for nodes in social networks. Of all the users in the network, only a small fraction of users participate in spreading. Indegree can locate nodes that are involved in information diffusion with a higher probability than $k$-shell and PageRank. However, if we want to identify nodes with a large influence, it is preferred to use the $k$-shell index. Our results come from the direct analysis of empirical diffusion data, thus providing practical instructions in real-world applications.

Even though great improvements have been made in the research of finding influential spreaders, there are still many problems we need to investigate. For instance, our results of $k$-shell are only tested on a specific online community—LiveJournal. How the results apply in other systems needs to be further examined. For both single and multiple spreaders, most of the current algorithms require the topological structure of the underlying social network. In contrast, it is usually difficult to reconstruct the social network in practice. Consequently, some development of local algorithms would still be desirable. In future research works, these considerations would still attract attention from various domains and lead to further exploration.
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