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Abstract—This paper presents a methodology for constructing Control Barrier Functions (CBFs) that proactively consider the future safety of a system along a nominal trajectory, and effect corrective action before the trajectory leaves a designated safe set. Specifically, this paper presents a systematic approach for propagating a nominal trajectory on a receding horizon, and then encoding the future safety of this trajectory into a CBF. If the propagated trajectory is unsafe, then a controller satisfying the CBF condition will modify the nominal trajectory before the trajectory becomes unsafe. Compared to existing CBF techniques, this strategy is proactive rather than reactive and thus potentially results in smaller modifications to the nominal trajectory. The proposed strategy is shown to be provably safe, and then demonstrated in simulated scenarios where it would otherwise be difficult to construct a traditional CBF. In simulation, the predictive CBF results in less modification to the nominal trajectory and smaller control inputs than a traditional CBF, and faster computations than a nonlinear model predictive control approach.

I. INTRODUCTION

Control Barrier Functions (CBFs) are a tool for achieving safe control of state-constrained systems in an online fashion [1]. Specifically, CBFs are functions of the system state that motivate an affine condition on the instantaneous control input that, if satisfied pointwise, guarantees forward invariance of a given set of safe states. We call this condition the CBF condition and this set the safe set. For example, the state of a car on a shared road should belong to the set of states that are a minimum separation distance from every other car.

However, one drawback of CBFs is that the CBF condition is reactive (frequently called myopic [2]); i.e., CBFs only consider the safety of the current state and state derivative, rather than considering future objectives of the system. For this reason, the CBF condition may allow trajectories to reach states where large control inputs are required to maintain safety [2], [3], or when control inputs are constrained, CBF safe sets are often overly conservative, requiring large evasive actions (e.g., [4]). For instance, CBFs may cause two cars meeting at an intersection to both decelerate to a complete stop to maintain safety, whereas it would be more efficient for only one car to decelerate slightly, allowing both cars to pass without stopping. To address this and similar situations, we propose the notion of Predictive CBFs (PCBFs).

Intuitively, PCBFs are functions that encode both the present and future safety of the system in a model-predictive manner, while still providing the convenient CBF condition on the current control input. Specifically, the method in this paper supposes a known nominal trajectory, herein called a path, not necessarily safe, that the agent is to follow, and computes a measure of the safety of the path on a receding horizon. This measure is then encoded into a special structure of CBF. If the safety measure is positive (i.e., unsafe), then the resultant CBF condition causes the controller to modify the nominal control input so as to render the trajectory safe.

PCBFs are closely related to Model Predictive Control (MPC) [3], [5]–[9] and to the notion of Backup CBFs [9]–[14], which both also consider safety on a receding horizon, but PCBFs provide distinct advantages. Unlike MPC, the CBF condition is always control-affine, even when the dynamics and constraints are nonlinear. The CBF condition also only applies to the current control input rather than to a predicted horizon of control inputs. Thus, the control input under a PCBF can be computed using a Quadratic Program (QP) with small dimension and affine constraints, which can be solved more easily than nonlinear MPC (e.g. [3], [7]). Moreover, as the PCBF approach does not introduce a fixed discretization, safety is guaranteed at all times in the prediction horizon rather than just at the MPC sampled times.

Compared to Backup CBFs, the PCBF works by propagating the system trajectory according to its nominal objectives, which are allowed to be unsafe, rather than according to some backup safety plan. Thus, a backup controller or backup set does not need to be known a priori [11], and the system trajectories are not limited to evolving near the backup set, which may be overly conservative. That said, unlike Backup CBFs, PCBFs do not guarantee input constraint satisfaction, though this is an area for future study.

Another recent approach for making CBFs consider the future system evolution is to introduce an additional constraint that bounds the future control inputs generated by a CBF [15], [16]. One can further argue [13, Sec. III-A] that any Higher Order CBF [4], [17], [18] also implies some degree of look-ahead, though this look-ahead is implicit in the choice of class-\(\mathcal{K}\) functions and thus may be difficult to tune. The authors in [19] also found that learned policies tended to proactively avoid unsafe regions better than CBFs alone. This paper supplements all of these works by looking ahead only along a specified path rather than along all possible safe trajectories. This work is also closely related to the work in [20], but is generalized to arbitrary dynamics and paths.

This paper is organized as follows. Section II introduces preliminaries on CBFs. Section III formalizes the notion of a nominal path (path function), introduces a predictive safety function, and proves that this function is a CBF. Section IV presents simulations and comparisons that show how this function is proactive. Section V presents concluding remarks.
II. Preliminaries

A. Notations

For a differentiable function \( \psi(t, x) \), let \( \partial_t \psi(t, x) \) denote the derivative in \( t \) and let \( L_x \psi(t, x) \) denote the Lie derivative (directional derivative) along the vector field \( f \) at the point \((t, x)\). Denote the total derivative \( \frac{d}{dt} \psi = \partial_t \psi + L_x \psi \). Let \( \| \cdot \| \) denote the 2-norm. Let \( \mathcal{P}(S) \) denote the set of all subsets of \( S \) (power set of \( S \)), and let \( \mathcal{P}'(S) \) denote the subset of \( \mathcal{P}(S) \) such that each \( P \in \mathcal{P}(S) \) contains finitely many elements. Let \( |S| \) denote the cardinality of set \( S \). A function \( \alpha : \mathbb{R} \to \mathbb{R} \) is said to belong to extended class-\( \mathcal{K} \), denoted \( \alpha \in \mathcal{K} \), if it is strictly increasing and \( \alpha(0) = 0 \). We first note the following consequence of class-\( \mathcal{K} \) functions.

Lemma 1. Suppose \( z : [t_0, \infty) \to \mathbb{R} \) is absolutely continuous and satisfies \( \dot{z}(t) = \alpha(-z(t)) \) for almost every \( t \in [t_0, \infty) \), where \( \alpha \in \mathcal{K} \). If \( z(t_0) \leq 0 \), then \( z(t) \leq 0 \) for all \( t \geq t_0 \).

Proof. Suppose otherwise; that is, suppose \( z(t_0) \leq 0 \) and that there exists \( t > t_0 \) such that \( z(t) > 0 \). This implies that \( \dot{z}(t) = \alpha(-z(t)) < 0 \). It follows that \( z(t) > z(t) \) for all \( \tau < t \), including \( \tau = t_0 \). This implies that \( z(t_0) > z(t) > 0 \), which contradicts the assumption that \( z(t_0) \leq 0 \). \( \square \)

B. Control Barrier Functions

We consider a system of the form

\[
\dot{x} = f(t, x) + g(t, x)u
\]

with time \( t \in \mathcal{T} \equiv [t_0, t_f] \), state \( x \in \mathcal{X} \subseteq \mathbb{R}^n \), and control input \( u \in \mathbb{R}^m \). Let \( f : \mathcal{T} \times \mathcal{X} \to \mathbb{R}^n \) and \( g : \mathcal{T} \times \mathcal{X} \to \mathbb{R}^{n \times m} \) be piecewise continuous in \( t \) and locally Lipschitz continuous in \( x \). Assume \( x(t) \) exists for all \( t \in \mathcal{T} \). Given a function \( h : \mathcal{T} \times \mathcal{X} \to \mathbb{R} \), called a constraint function, we seek to render trajectories always inside the safe set

\[
\mathcal{S}(t) \triangleq \{ x \in \mathcal{X} \mid h(t, x) \leq 0 \} .
\]

To this end, we first generalize the notion of CBF [1], [4], [21] to functions that are differentiable almost everywhere, to account for how our predictive CBFs will have discontinuities at the beginning and end of the prediction horizon.

Definition 1. An absolutely continuous function \( \varphi : \mathcal{T} \times \mathcal{X} \to \mathbb{R} \), denoted \( \varphi(t, x) \), is a control barrier function (CBF) if there exists \( \alpha \in \mathcal{K} \) such that

\[
\inf_{u \in \mathbb{R}^m} \left[ \partial_t \varphi(t, x) + L_f \varphi(t, x) + g(t, x)u \right] \leq \alpha(-\varphi(t, x)) ,
\]

where \( \cdot \equiv (t, x) \), for almost every \( x \in \mathcal{S}_\varphi(t), t \in \mathcal{T} \), where \( \mathcal{S}_\varphi(t) \triangleq \{ x \in \mathcal{X} \mid \varphi(t, x) \leq 0 \} \).

Lemma 2. Suppose \( \varphi : \mathcal{T} \times \mathcal{X} \to \mathbb{R} \) is a CBF and let \( \alpha \in \mathcal{K} \). Then any control law \( u(t, x) \) that is piecewise continuous in \( t \) and locally Lipschitz continuous in \( x \), and that satisfies \( u(t, x) \in K_{\text{CBF}}(t, x) \) for almost every \( x \in \mathcal{S}_\varphi(t), t \in \mathcal{T} \), where

\[
K_{\text{CBF}}(t) \triangleq \{ u \in \mathbb{R}^m \mid \partial_t \varphi(t, x) + L_f \varphi(t, x) + g(t, x)u \leq \alpha(-\varphi(t, x)) \},
\]

will render the set \( \mathcal{S}_\varphi \) in Definition 1 forward invariant.

Proof. The continuity assumptions on \( f, g \), and \( u \) imply that solutions \( x(t), t \in \mathcal{T} \) to (1) are unique. Define \( \theta(t) = \varphi(t, x(t)) \). Forward invariance is concerned with states \( x(t_0) \in \mathcal{S}_\varphi(t_0) \), so \( \theta(t_0) = \varphi(t_0, x(t_0)) \leq 0 \). The choice \( u(t, x) \in K_{\text{CBF}}(t, x) \) ensures that \( \theta(t) \leq \alpha(-\theta(t)) \) for almost every \( t \in \mathcal{T} \). Thus, by the comparison lemma [22, Lemma IX.2.6], \( \theta(t) \leq \zeta(t) \), where \( \zeta(t) \) is the maximum solution of \( \dot{\zeta}(t) = \alpha(-\zeta(t)) \) with \( \zeta(t_0) = \theta(t_0) \). By Lemma 1, every solution of \( \dot{\zeta}(t) = \alpha(-\zeta(t)) \) starting from \( z(t_0) = \theta(t_0) \leq 0 \) satisfies \( \zeta(t) \leq 0 \) for all \( t \in \mathcal{T} \). Therefore, \( \zeta(t) \leq 0 \) for all \( t \in \mathcal{T} \), so \( \varphi(t, x(t)) = \theta(t) \leq \zeta(t) \leq 0 \) and thus \( x(t) \in \mathcal{S}_\varphi(t) \) for all \( t \in \mathcal{T} \), which is the definition of forward invariance of \( \mathcal{S}_\varphi \). \( \square \)

Note that Lemma 1 and Lemma 2 generalize [21, Lemma 1] and [21, Thm. 1], respectively, to allow for non-Lipschitz \( \alpha \), which we will need to prove our main theorem in Section III.

III. Predictive Control Barrier Functions

The PCBF has three components: a nominal trajectory (Section III-A), points of interest on this trajectory (Section III-B), and the function structure (Section III-C). After introducing all three parts, we then analyze the the PCBF zero-sublevel set and present a computational lemma required for implementation. Our main theoretical result then shows that the PCBF satisfies Definition 1. We conclude the section with a discussion of the main theorem assumptions.

A. Path Functions

Suppose that an agent seeks to follow a nominal trajectory through \( \mathcal{X} \), which is not necessarily safe. We call this trajectory a path, and assume that all potential paths of a system can be described by a path function, defined as follows.

Definition 2. A function \( p : \mathcal{T} \times \mathcal{T} \times \mathcal{X} \to \mathbb{R} \), denoted \( p(t; x) \), is called a path function if 1) it is continuously differentiable in all inputs, 2) \( p(t; t, x) = x \), \( \forall t, x \in \mathcal{T} \times \mathcal{X} \), and 3) for every \( (t, x) \in \mathcal{T} \times \mathcal{X} \), there exists a control law \( \mu : \mathcal{T} \times \mathcal{X} \to \mathbb{R}^m \), denoted \( \mu(t, x) \), piecewise continuous in \( t \) and locally Lipschitz continuous in \( x \), that satisfies

\[
\frac{\partial}{\partial \tau} p(t; \cdot) = f(t, p(t; \cdot)) + g(t, p(t; \cdot)) \mu(t, p(t; \cdot))
\]

for all \( \tau \geq t \), where \( \cdot \equiv (t, x) \).

That is, \( p \) is a function that from every \( (t, x) \) generates a trajectory \( p(t; x) \) over future times \( \tau \) starting from state \( x \), where \( p \) must be feasible according to the dynamics (1). We note that \( \tau \) is defined as absolute time in this paper, but \( \tau \) could be equivalently defined as time since \( t \) (e.g. as in \( \beta \) in [4, Sec. 3.3]). Since generated paths \( p(t; \cdot) \) are not required to be safe, this paper decouples safety from the computation of \( p \), and thus enables the use of very simple nominal paths.

Remark 1. Path functions can be defined either geometrically (as in Section IV-B), provided a feasible \( \mu(t, x) \) in (5) exists, or as the explicit (as in Section IV-A) or numerical (as in [4, Eq. 26], [11, Eq. 23]) solution to the differential equation (5) given a nominal input \( \mu(t, x) \).
Fig. 1: A sample trajectory of \( h(\tau, p(\tau; t, x)) \) with the corresponding sets \( \mathcal{M} \) and \( M \). The value of \( R \) corresponding to each element of \( M \) is also shown. The set of all local maximizers \( \mathcal{M} \) is dense, so \( M \) extracts one element from every isolated subset of \( \mathcal{M} \). Each element of \( M \) and its corresponding root \( R \) is then used to construct (12)-(13).

B. Future Times of Interest on the Propagated Trajectory

Given a path function, we can examine the safety of the agent forward in time. To do this, we assume that the agent knows both the current and future construction of its safe set (e.g. future locations of obstacles) on a finite receding horizon \( T > 0 \), so that the agent is able to compute \( h \) across this horizon. Given this, we then reduce the continuous trajectory \( p(\tau; \cdot) \) to a finite number of "times of interest", namely the maximizers and roots of \( h(\tau, p(\tau; \cdot)) \). These times are shown for a sample trajectory in Fig. 1, and defined mathematically as follows. First, define the set of all maximizers within the horizon, \( \mathcal{M} : T \times X \to \mathbb{P}(\mathbb{R}) \), as

\[
\mathcal{M}(t, x) \triangleq \{ \tau \in [t, t+T] \mid \exists \epsilon > 0 : \forall \sigma \in [\tau - \epsilon, \tau + \epsilon] \cap [t, t+T] \}
\]

Note that the set \( \mathcal{M} \) could be uncountable, so next define the countable subset \( M : T \times X \to \mathbb{P}(\mathbb{R}) \) as

\[
M(t, x) \triangleq \{ \tau \in \mathcal{M}(t, x) \mid \tau = t \text{ or } \exists \epsilon > 0 : \sigma \notin \mathcal{M}(t, x), \forall \sigma \in (\tau - \epsilon, \tau) \}
\]

That is, \( M \) contains all the isolated elements of \( \mathcal{M} \) and the first element of every interval in \( \mathcal{M} \), as shown in Fig. 1. This extra step is needed to ensure that \( M \) has finitely many elements, so that \( M \in \mathbb{P}(\mathbb{R}) \). Additionally, let \( M^* : T \times X \to \mathbb{R} \),

\[
M^*(t, x) \triangleq \min M(t, x)
\]

denote the first element of \( M \), since we are most interested in the soonest future time where the trajectory could leave the safe set. Next, it is not enough to know just the maximizer times; we also need to know when the predicted paths first become unsafe (if ever), i.e. the roots of \( h(\tau, p(\tau; \cdot)) \) over \( \tau \in [t, t+T] \), so define \( R : T \times T \times X \to \mathbb{R} \) as

\[
R(\tau; t, x) \triangleq \begin{cases} R_1(\tau; t, x) & \text{if } h(\tau, p(\tau; t, x)) > 0 \\ R_2(\tau; t, x) & \text{if } h(\tau, p(\tau; t, x)) \leq 0 \end{cases}
\]

That is, for every propagated time \( \tau \in [t, t+T] \), if \( p(\cdot; \tau) \) is unsafe, then \( R(\tau; \cdot) \) is the root \( R_1(\tau; t, x) = \eta \in h(\eta, p(\eta; t, x)) \) immediately preceding \( \tau \), or if \( p(\cdot; \tau) \) is safe, then let \( R(\tau; \cdot) = \tau \). The second case of (9) is defined as above because we will be principally interested in \( R(\tau; \cdot) \) when \( \tau \) is a local maximizer of \( h(\tau, p(\tau; \cdot)) \). If \( \tau \in M(\cdot) \), then it follows that at points where (9) switches cases, i.e. where \( h(\tau, p(\tau; \cdot)) = 0 \) (e.g. \( \tau_4 \) in Fig. 1), both cases of (9) are equivalent. Possible trajectories of \( h(\tau, p(\tau; \cdot)) \) and associated \( M \) and \( R \) values are shown in Fig. 2. Together, the local maximizers \( h(\tau, p(\tau; \cdot)) \) and roots \( R(\tau; \cdot) \) measure how unsafe a predicted trajectory is, and the roots \( R(\tau; \cdot) \) measure how much time the controller has to make a correction.

C. Construction of the Predictive Control Barrier Function

Next, define the predictive safety function \( h_p : T \times T \times X \to \mathbb{R} \) as

\[
h_p(\tau, t, x) \triangleq h(\tau, p(\tau; t, x)) - m(R(\tau; t, x) - t)
\]

where \( m : \mathbb{R}_{\geq 0} \to \mathbb{R}_{\geq 0} \) is any continuously differentiable function that is nondecreasing and satisfies \( m(0) = 0 \). We will also need the following assumption.

**Assumption 1.** Assume that \( h(\tau, x) \) is upper bounded by \( h_{\max} < \infty \) for all \( t \in T, x \in X \), and that \( m(T) \geq h_{\max} \).

The function \( h_p \) in (11) encodes both the future safety of \( h \) of the system along \( p \), and the time \( R \) at which the path \( p \) becomes unsafe. Here, \( m \) is a margin to allow for \( h_p \) to be nonpositive at \( \tau > t \) even if the predicted path is unsafe, i.e. if \( h(\tau, p(\tau; t, x)) > 0 \). Assumption 1 implies that even if a new maximizer \( \tau = t + T \) is discovered at the end of the horizon, \( h_p(\tau, t, x) \) will initially be nonpositive.

**Remark 2.** In our formulation, we choose the argument of \( m \) in (11) to be the time until the nominal trajectory becomes unsafe. Alternatively, [20, Eq. 38] chooses the argument of \( m \) to be the current safety distance \( h(t, x(t)) \). We believe the time-based formulation in (11) is more appropriate than [20, Eq. 38] in cases where \( h(t, p(\tau; \cdot)) \) is expected to vary rapidly with \( \tau \) (e.g. as occurs for the system in Section IV-B).
We then apply \((11)\) at the local maximizer times in \(M\) in \((7)\) to define functions \(H : T \times X \to P(\mathbb{R})\) and \(H^* : T \times X \to \mathbb{R}\) as
\[
H(t,x) \triangleq \left[ \begin{array}{c}
\vdots \\
h_p(\tau_i,t,x) \\
\vdots 
\end{array} \right], \forall \tau_i \in M(t,x), \quad (12)
\]
\[
H^*(t,x) \triangleq h_p(M^*(t,x),t,x).
\]
We now present theorems relating the future safety encoded in \(H\) and \(H^*\) to the present safety given by \(h\) in \((2)\).

**Theorem 1.** For some constraint function \(h : T \times X \to \mathbb{R}\), let \(S\) be as in \((2)\) and \(H^*\) as in \((13)\), with \(S^*_H\) defined as
\[
S^*_H(t) \triangleq \{x \in X \mid H^*(t,x) \leq 0\}.
\]
Then \(S^*_H(t) \subseteq S(t), \forall t \in T\).

**Proof.** By construction, \(M\) in \((7)\) is always nonempty, because if no local maximas occur for \(\tau \in [t, t+T]\), then \(\tau = t + T\) is guaranteed to be a maximal element in \((6)\). Thus, \(M^*\) always exists and \(H^*\) is well defined.

First, consider if \(M^*(t,x) = t\) (i.e. \(h\) is initially decreasing along the path \(p\)). Then \(H^*(t,x) = h(t,x)\) and the result follows immediately.

Second, consider if \(M^*(t,x) \neq t\). This implies that \(h\) is initially increasing along the path (e.g., as occurs in the top six lines of \(2\)), so it must be that \(h(t,x) \leq h(\tau,p(\tau;t,x))\) for all times \(\tau \in [t, M^*(t,x)]\), so all we need to do is show that there exists such a time \(\tau\) where \(h(\tau,p(\tau;t,x)) \leq 0\). If \(h(M^*(t,x),p(M^*(t,x); t,x)) \leq 0\) (bottom four lines of \(2\)), then \((11)\) is defined. If instead \(h(M^*(t,x),p(M^*(t,x);t,x)) > 0\) (top three lines of \(2\)), then by \((11)\), \(x \in S^*_H(t)\) implies that \(m(R(M^*(t,x); t,x) - t) > 0\). Since \(m(0) = 0\) and \(m\) is nondecreasing, it follows that \(R(M^*(t,x); t,x) > t\).

Thus, there exists \(\tau = R(M^*(t,x); t,x) \in (t, M^*(t,x))\) such that \(h(\tau,p(\tau;t,x)) = 0\), so it must be that \(h(t,x) \leq h(\tau,p(\tau;t,x)) \leq 0\). Thus, \(x \in S^*_H(t)\) implies \(x \in S(t)\).

**Corollary 1.** Let \(q(t,x) = |M(t,x)|\) and let \(H_i\) be the \(i\)th output of \(H\) in \((12)\). Define the set \(S_H\) as
\[
S_H(t) \triangleq \{x \in X \mid H_i(t,x) \leq 0, \forall i = 1, \ldots, q(t,x)\}.
\]
Then \(S_H(t) \subseteq S(t), \forall t \in T\).

**Proof.** The result follows immediately since \(H_i \equiv H^*\).

That is, rendering either \(S_H\) or \(S^*_H\) forward invariant is sufficient to render trajectories always inside the safe set \(S\). The remaining question is under what conditions rendering \(S_H\) or \(S^*_H\) forward invariant will be possible. First, we make some regularity assumptions.

**Assumption 2.** Assume that the functions \(H\) and \(H^*\) in \((12)\) and \((13)\), respectively, are absolutely continuous. Assume further that each maximizer location \(\tau_i \in M(t,x) \cap (t, t+T)\), where \(\tau_i = \tau_i(t,x)\), is continuously differentiable.

That is, each maximizer \(\tau_i\) in \(M(t,x)\) is also a function of \(t\) and \(x\), and we assume that the variation of \(\tau_i(t,x)\) is regular when \(\tau_i \in (t, t+T)\). When \(\tau_i\) is at the start or end of the horizon, this will in general not be true, which is why we only assume \(H\) and \(H^*\) to be absolutely continuous rather than continuously differentiable.

Next, we present a result on how to compute the derivatives of \(H^*\) in \((13)\) and each output \(H_i\) in \((12)\).

**Lemma 3.** Let \(\tau \in M(t,x)\) and let \(m' : \mathbb{R}_{\geq 0} \to \mathbb{R}_{\geq 0}\) be the derivative of \(m\) in \((11)\). Assume \(x \in S^*_H(t)\).

**Case i:** If \(\tau \in (t, t+T)\), then
\[
\frac{d}{dt}[h_p(\tau,p(\tau;t,x))] = m'(R(\tau;t,x) - t) + B(\tau,t,x)(u - \mu(t,x)).
\]

**Case ii:** If \(\tau \in [t + T, \tau)\) and \(R(\tau;t,x) < \tau\), then
\[
\frac{d}{dt}[h_p(\tau,p(\tau;t,x))] = \frac{d}{dt}[h(\tau,p(\tau;t,x))] \frac{d\tau(t,x)}{dt} + m'(R(\tau;t,x) - t) + B(\tau,t,x)(u - \mu(t,x)).
\]

**Case iii:** If \(\tau \in [t, t+T)\) and \(R(\tau;t,x) = \tau\), then
\[
\frac{d}{dt}[h_p(\tau,p(\tau;t,x))] = \frac{d}{dt}[h(\tau,p(\tau;t,x))] \frac{d\tau(t,x)}{dt} + \frac{\partial h(\tau,p(\tau;t,x))}{\partial x} \frac{\partial p(\tau;t,x)}{\partial x} g(t,x)(u - \mu(t,x))
\]
\[
- m'(R(\tau;t,x) - t) \left(\frac{d\tau(t,x)}{dt} - 1\right),
\]
where
\[
B(\tau,t,x) = \left[\frac{\partial h(\tau,p(\tau;t,x))}{\partial x} \frac{\partial p(\tau;t,x)}{\partial x} - m'(R(\tau;t,x) - t)C(\tau,t,x)\right] g(t,x),
\]
\[
C(\tau,t,x) = \begin{cases}
\frac{\partial \tau(t,x)}{\partial x} & \text{if } C(\eta(t,x),t,x) \neq \tau \\
R(\tau;t,x) & \text{if } C(\eta(t,x),t,x) = \tau
\end{cases}
\]
\[
C(\eta(t,x),t,x) = \left[\frac{\partial h(\eta,p(\eta;t,x))}{\partial x} \frac{\partial p(\eta;t,x)}{\partial x} + \frac{\partial h(\eta,p(\eta;t,x))}{\partial \tau} \frac{\partial p(\eta;t,x)}{\partial \tau}\right]^{-1}
\]
and where \(\frac{d\tau(t,x)}{dt} = \partial_\tau \tau(t,x) + L_{f(t,x)}g(t,x)\tau(t,x)\) describes the sensitivity of the maximizer time to the current time \(t \in T\) and state \(x \in X\).

**Proof.** See appendix.

We are now ready to prove that, under mild assumptions elaborated upon after the proof, \(H^*\) in \((13)\) is a CBF, and thus can be used to ensure safety via the CBF condition.

**Theorem 2.** Let the derivative \(m' : \mathbb{R}_{\geq 0} \to \mathbb{R}_{\geq 0}\) of \(m\) in \((11)\) be strictly positive on \((0, T)\). Suppose that there exists \(\gamma\) such that \(\frac{d}{dt}[h(\tau,p(\tau;t,x))] \leq \gamma\) for all \(\tau \in T, t \in T, x \in X\).

Suppose also that \(\frac{\partial h(\eta,p(\eta;t,x))}{\partial x} \frac{\partial p(\eta;t,x)}{\partial x} g(t,x) \neq 0\) for all \(\eta \in (t, t+T) \setminus M(t,x)\) and all \(t \in T, x \in X\), and that \(\frac{\partial h(\tau,p(\tau;t,x))}{\partial x} \frac{\partial p(\tau;t,x)}{\partial x} \geq 0\) whenever \(\eta = R(\tau;t,x)\) for all \(\tau \in T, t \in T, x \in X\). Then \(H^*\) in \((13)\) is a CBF.
Proof. By Assumption 2, $H^*$ is absolutely continuous, and therefore differentiable almost everywhere. Thus, $H^*$ is a CBF as in Definition 1 if there exists $\alpha \in \mathcal{K}$ satisfying condition (3) almost everywhere. We will show that such an $\alpha \in \mathcal{K}$ always exists, by breaking this proof into cases where A) $R(M^*(t,x); t,x) = M^*(t,x)$ and B) $R(M^*(t,x); t,x) \neq M^*(t,x)$. We further break both A and B into the cases 1) $M^*(t,x) = t$, 2) $M^*(t,x) \in (t,t+T)$, and 3) $M^*(t,x) = t+T$. Note that while Lemma 3 applies to any $\tau \in M(t,x)$, in this theorem, we only consider $\tau = M^*(t,x)$, so $\frac{d\tau}{dt} = \frac{dM^*(t,x)}{dt}$ in this proof.

In cases A1-A3, the path $p(\tau; t,x)$ is safe for future times $\tau$ until at least $M^*(t,x)$, so intuitively choosing $u = \mu(t,x)$ should render the system safe, thereby satisfying (3). We show this formally as follows. First, case A1 (orange line in Fig. 2) implies that $\tau = M^*(t,x) = t$ is a local maximizer of $h(\tau, p(\tau; t,x))$ on $\tau \in [t,t+T]$. This implies that $h$ is initially nonincreasing along the path $p$ beginning from $(t,x)$, so $\frac{d}{d\tau} [h(\tau,p(\tau; t,x))]_{\tau=t} \leq 0$. Moreover, if the agent continues along the path (i.e. chooses $u = \mu(t,x)$), then $\frac{d}{dt} \left[ 0 \right] = 1$ under $u = \mu(t,x)$. Thus, (18) tells us that $\frac{d}{d\tau} [H^*(t,x)] = \frac{d}{d\tau} [h(\tau,p(\tau; t,x))]_{\tau=t} \leq 0$ under $u = \mu(t,x)$, which satisfies condition (3) for any $\alpha \in \mathcal{K}$.

Next, in case A2 (magenta line in Fig. 2), (16) implies that under $u = \mu(t,x)$, then $\frac{d}{dt} [H^*(t,x)] = m'(M^*(t,x) - t)$. Moreover, case A assumes that $R(M^*(t,x); t,x) = M^*(t,x)$, which by (9) implies that the predicted maximum value $h(M^*(t,x), p(M^*(t,x); t,x))$ is at most zero, so $H^*(t,x) \leq -m(M^*(t,x) - t) < 0$. Thus, choose $\alpha \in \mathcal{K}$ such that $\alpha(m(\lambda)) \geq m'(\lambda), \forall \lambda \in [0,T]$, and then (3) is satisfied under $u = \mu(t,x)$. Note that if $h(M^*(t,x), p(M^*(t,x); t,x)) = 0$, then $u = \mu(t,x)$ will cause $H^*$ to reach (but not exceed since $M^*$ is a maximizer) the origin in finite time. Thus, a function $\alpha \in \mathcal{K}$ satisfying the above condition will not be Lipschitz continuous (recall that a Lipschitz $\alpha$ will not allow finite-time convergence to the origin), which is why we needed Lemma 1.

Next, in case A3, two behaviors are possible at the end of the horizon. First, if $h$ is nonincreasing along the path at the end of the horizon (cyan line in Fig. 2), i.e. $\frac{d}{d\tau} [h(\tau,p(\tau; t,x))]_{\tau=t+T} = 0$, then under $u = \mu(t,x)$, at some arbitrarily small time $t + \epsilon$ in the future, $M^*(t+\epsilon, p(t+\epsilon, t,x)) = M^*(t,x)$ will still be a local maximizer. Thus, $\frac{d}{dt} [H^*(t,x)] = m'(M^*(t,x) - t)$, and the same logic as in case A2 implies satisfaction of condition (3). Second, if instead $\frac{d}{d\tau} [h(\tau,p(\tau; t,x))]_{\tau=t+T} > 0$ (purple line in Fig. 2), then under $u = \mu(t,x)$, at some arbitrarily small time $t + \epsilon$ in the future, $M^*(t+\epsilon, p(t+\epsilon, t,x)) = M^*(t,x) + \epsilon$ will be the local maximizer on the horizon $[t,t+\epsilon+T]$. Thus, $\frac{d}{dt} [H^*(t,x)] = 1$ under $u = \mu(t,x)$, so (18) implies that $\frac{d}{d\tau} [H^*(t,x)] = m'(M^*(t,x) - t)$, and the same logic as in case A2 allows satisfaction of condition (3). Similarly, to case A2, $H^*(t,x) \leq -m(M^*(t,x) - t) = -m(T) < 0$, so choose $\alpha$ so that $\alpha(m(T)) \geq \gamma$, and then condition (3) is satisfied for $u = \mu(t,x)$.

Next, note that case B1 is not possible, since (9) implies that $R(t,t; x) = t$, which would imply case A1. Next, cases B2-B3 imply that $h(M^*(t,x), p(M^*(t,x); t,x)) > 0$, i.e. the path $p(\tau; t,x)$ becomes unsafe on the horizon $[t, T]$, so unlike cases A1-A3, we will ensure safety by taking a control action $u \neq \mu(t,x)$. Since $h(M^*(t,x), p(M^*(t,x); t,x)) > 0$, any $x \in S_p(t)$ must satisfy $R(M^*(t,x); t,x) > t$, so we have until $R(M^*(t,x); t,x)$ to take corrective action. First, in case B2, both the maximizer time $M^*$ and the root $R$ occur within the time horizon (green line in Fig. 2), and $\frac{d}{dt} [H^*(t,x)]$ is given by (16). Since $m'$ is assumed to be strictly positive and $\frac{\partial h(\eta,p(\eta; t,x))}{\partial \eta} \frac{\partial \eta}{\partial x} g(t,x)$ is assumed to be not the zero vector, the second line of (19) is guaranteed nonzero. Additionally, since we assumed the inner product of $\frac{\partial h(\eta,p(\eta; t,x))}{\partial \eta} \frac{\partial \eta}{\partial x}$ and $\frac{\partial h(\eta,p(\eta; t,x))}{\partial \eta} \frac{\partial \eta}{\partial x} g(t,x)$ is nonnegative for $\tau = M^*(t,x)$ and $\eta = R(M^*(t,x); t,x)$, the first line of (19) cannot cancel with the second line, so the matrix $B(\tau; t,x)$ in (19) is guaranteed nonzero. Since $u \in \mathbb{R}^m$ is unconstrained, we can thus choose $u$ to make $\frac{d}{dt} [H^*(t,x)]$ in (16) arbitrarily negative, so (3) can be satisfied for any $\alpha \in K$.

Lastly, case B3 represents the scenario where the path becomes unsafe for some time $R(M^*(t,x); t,x) \in (t,t+T)$ in the prediction horizon, and the maximizer of $h(\tau, p(\tau; t,x))$ occurs either at (red line in Fig. 2) or after (blue line in Fig. 2) the end of the horizon. For this case to occur, it must be that $\frac{d}{dt} [h(\tau, p(\tau; t,x))]_{\tau=t+T} \geq 0$. However, by assumption, $\frac{d}{dt} [h(\tau, p(\tau; t,x))] \leq \gamma$ also. Since our prediction horizon $T$ is constant, $\frac{dM^*(t,x)}{dt} \leq 1$, so the first line of (17) is upper bounded by $\gamma$. The term $m'(R(\tau; t,x) - t)$ is also independent of $u$ and is bounded since $m$ is assumed to be continuously differentiable. Therefore, by the same argument as in case B2, we can choose $u$ to make $\frac{d}{dt} [H^*(t,x)]$ in (17) arbitrarily negative, so (3) can be satisfied for any $\alpha \in K$.

Thus, in every case, a function $\alpha \in K$ satisfying $\alpha(m(\lambda)) \geq m'(\lambda), \forall \lambda \in [0,T]$ and $\alpha(m(T)) \geq \gamma$ will satisfy condition (3), so $H^*$ is indeed a CBF. Note that these are sufficient, not necessary conditions on $\alpha$.

That is, under mild assumptions, it is always possible to render the set $S_H$ forward invariant, so we call $H^*$ as in (13) a PCBF. To elaborate on these assumptions, first, $\gamma$ represents a bound on the rate of change of $h$ along the nominal path $p$, which is a reasonable assumption for most paths. Next, intuitively, the assumption that $\frac{\partial h(\eta,p(\eta; t,x))}{\partial \eta} \frac{\partial \eta}{\partial x} g(t,x) \neq 0$ is analogous to controllability and observability. This quantity is the sensitivity of the future value of $h$ to the current control input, so this assumption encodes that both the state trajectory $p(\eta; \cdot)$ and the observed values $h(\eta; p(\eta; \cdot))$ along that trajectory must be controllable. If instead future $h$ values are not controllable along $p$, then we cannot expect such a predictive strategy using the path function $p$ to be useful. That said, we make an exception and allow for $\left[ \frac{\partial h(\tau,p(\tau; t,x))}{\partial \tau} \frac{\partial \tau}{\partial x} \right] g(t,x) = 0$ to occur when $\tau$ is a maximizer time (i.e. $\tau \in M(t,x)$).
This is because one can easily construct a path for which the maximum value \(\max_{\tau \in [t, t+T]} h(\tau, p(\tau; t, x))\) of \(h\) is constant with \(t\) and \(x\); for example, a path that attempts to converge to an unsafe state. In this case, no control input will change the maximum value of \(h\) along the path, but the assumption that \(\|\partial h(\eta, p(\eta; t, x)) \|_2 \|g(t, x)\| \neq 0\) for all \(\eta \notin M(t, x)\) encodes that it is still possible to delay the time \(R(\tau; t, x)\) at which the state trajectory first becomes unsafe by choosing a control input \(u\) different from the nominal input \(\mu(t, x)\).

The related assumption that \(\partial h(\eta, p(\eta; t, x)) \|_2 \|g(t, x)\| \geq 0\) means that if the path is such that it is possible to change both 1) the maximum value of \(h\) achieved along the path (first term of (11)) and 2) the first time along the path at which the trajectory becomes unsafe (second term of (11)), then there exists a control action which decreases both terms of (11) simultaneously. For example, a car moving towards a stop sign and decelerating at \(|u|\) larger than \(|\mu|\) will stop both \(shorter\) and \(sooner\) than the same car decelerating at \(|\mu|\). That is, this assumption excludes the use of dynamics that would cause the car to instead stop \(further\) and \(sooner\), or \(shorter\) and \(later\).

In particular, we note that we have not made any assumptions on the relative-degree of \(h\). For many systems, such as those in Section IV, this method will generate a CBF \(H^*\) even when \(h\) is not a CBF. Note also that Theorems 1-2 do not assume that the system actually follows the “nominal” trajectory \(p(\tau; t, x)\), even when this trajectory is safe. Rather, this trajectory is just used to generate the PCBF. However, we only expect a controller to proactively ensure safety better than traditional CBFs when \(H^*\) is constructed using a path that is relevant to the system’s intended behavior. Thus, one possible safe controller is

\[
u(t, x) = \arg \min_{u \in K_{cbf}(t, x)} \|u - \mu(t, x)\|^2, \tag{22}\]

where \(K_{cbf}\) in (4) uses \(\varphi = H^*\) and where we assume that (22) is sufficiently regular for Lemma 2.

Next, while \(H^*\) in (13) is sufficient for enforcing safety, to make the controller even more proactive, one may want to consider future safety for all elements of \(H\) in (12) simultaneously. However, it is in general difficult to show that \(H\) in (12) is also a CBF (with appropriate generalizations for \(H\) being set-valued), because there may not exist control inputs such that the CBF condition can be satisfied simultaneously for every output \(H_i\). That said, it may still be advantageous to construct the CBF condition for every future time-of-interest and use slack penalties for violation of the CBF condition for \(\tau_i \in M \setminus M^*\) in case of a conflict.

We now present simulations demonstrating the utility of the PCBF \(H^*\).

IV. SIMULATIONS

A. Autonomous Vehicles

Our first case study involves two cars passing through a four-way intersection. We assume that the cars are fixed in their lanes \(l_1: \mathbb{R} \rightarrow \mathbb{R}^2\) and \(l_2: \mathbb{R} \rightarrow \mathbb{R}^2\), respectively, with locations \(z_1\) and \(z_2\) along their lanes. Thus, the position of car 1 on the road is \(l_1(z_1)\) and the position of car 2 is \(l_2(z_2)\). For simplicity, we model the cars as double-integrators: \(\dot{z}_1 = v_1\) and \(\ddot{z}_2 = v_2\), resulting in state vector \(x = [z_1; z_2; \dot{z}_1; \dot{z}_2]\) and control vector \(u = [v_1; v_2]\). Suppose the cars nominally want to travel in their lanes at velocities \(v_1\) and \(v_2\), respectively, so the nominal control input is \(\mu = [\mu_1; \mu_2]\) where \(\mu_i(t, x) = k(v_i - z_i)\) for some gain \(k > 0\). The path function is then \(p = [p_1; p_2]\) where \(p_i\) is the solution to (5) under \(\mu\):

\[
p_i(\tau; t, x) = \left[\dot{z}_i + v_i(\tau - t) + \frac{v_i}{k}(1 - e^{-k(\tau - t)})\right] + \dot{z}_i - v_i e^{-k(\tau - t)}.	ag{23}\]

Let the safety constraint be \(h = \rho - \|l_1(z_1) - l_2(z_2)\|\).

We then constructed a PCBF of the form \(H^*\), and simulated two intersection scenarios using the controller (22), one with two cars intersecting perpendicularly, and one with one car driving straight and a second car turning left and passing through \(l_1\). The results were very similar, so we focus on the left-turn case. For comparison, we also simulated this case with safety governed by an Exponential CBF [17] and via nonlinear MPC using the same prediction horizon. The control inputs are shown in Fig. 3 and the safety constraint is shown in Fig. 4. Videos of every simulation\(^1\) and all parameters and simulation code\(^2\) are available below. From Figs. 3-4, we see that the PCBF and MPC performed generally similarly, with both cars approaching close and then continuing on opposite sides of the intersection. On the other hand, the EBCB caused both agents to come to a complete stop, so neither agent made it through the intersection. On average, the computation time per control computation was 0.0034 s for the ECBF, 0.050 s for the

\(^1\)https://youtube.be/0tVUAX6Mcno
\(^2\)https://github.com/jbreeden-um/phd-code/tree/main/2022/CDC%20Predictive%20CBFs
PCBF, and 0.98 s for the MPC approach, all on a 2.6 GHz laptop CPU, though the code\textsuperscript{3} for all three cases could likely be further optimized.

\section{Satellite Collision Avoidance}

Our second case study involves two satellites in Low Earth Orbit avoiding collision. Let $r_1$ and $r_2$ denote the satellite positions and let $h(t, x) = \rho - \|r_1 - r_2\|$ where $\rho = 1$ km. Let the satellites be governed by two body dynamics. This scenario is not well solved by existing CBF methods, or gradient methods in general, because the satellites necessarily orbit at large velocities, so $h$ may rapidly change from very negative to zero. If the satellites wait to take evasive maneuvers until $h$ is nearly zero, then large control actions will be necessary to maintain safety. However, very small control actions taken approximately a half orbit preceding a predicted collision (when $h$ is most negative) will result in large changes to $r_1$ and/or $r_2$ at the predicted collision time. Therefore, we expect the strategy in this paper to perform better than traditional CBFs.

For this case study, let $x = [r_1; \dot{r}_1]$ represent the state of a controlled satellite and let $r_2$ be an uncontrolled piece of debris with a known orbit. Let $p$ be the trajectory of the controlled satellite under zero control input, which is a well-characterized elliptical orbit. The simulation scenario places the controlled satellite and the debris initially very far apart, but in orbits that eventually intersect if no control action is taken. Simulations under $H^*$, under an ECBF, and under no control action are shown in Figs. 5-6 and in the video below\textsuperscript{3}. Note how the PCBF trajectory (blue) takes a small control action as soon as the unsafe prediction enters the horizon at $t = 367$ s, and then is very similar to the nominal trajectory (red). On the other hand, the ECBF trajectory (green) takes control action much later, when over 10 times as much thrust is required. This avoidance problem could in theory also be solved with MPC, but would require a very fine discretization, because $h > 0$ occurs for only 0.14 seconds since the satellites are moving so fast. Thus, utilizing the same length of prediction horizon would require more than $10^4$ samples, making the MPC problem (and most other online trajectory search algorithms) intractable.

\section{Conclusion}

We have developed a systematic approach for propagating state trajectories into the future along a nominal path, and then adjusting the trajectory if the propagated path is found to be unsafe. The approach reduces the degree to which the CBF condition intrudes on the nominal path compared to a traditional CBF in simulation, and performs similarly to an MPC approach while reducing computation times by an order of magnitude and avoiding the need for linearizations. The satellite collision avoidance simulation in particular shows how the PCBF can also solve problems that are not well handled by either traditional CBFs or MPC. Future work includes extending this approach to consider input constraints, and extending the safety guarantees to collections of agents with distributed controllers.
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VI. APPENDIX

Proof of Lemma 3. First, note that every $\tau$ in $M(t, x)$ is a function $\tau(t, x)$ defined as the maximizer of $h$ along the path originating from $(t, x)$ and restricted to a sufficiently small domain around $\tau$ (see [4, Fig. 2] for a related visualization).

We start by recognizing that the computation of $h(\tau, p(\tau, x))$ can be broken into two parts by an intermediate time $\sigma$ as follows

$$h(\tau, p(\tau, x)) = h(\tau, p(\sigma; p(\sigma; \tau, x))).$$

Differeniate both sides of (24) w.r.t $\sigma$ and set $\sigma = t$ to get

$$0 = \frac{\partial h(\tau, p(\tau, x))}{\partial x} \left[ \frac{\partial p(\tau, x)}{\partial t} + \frac{\partial p(\tau, x)}{\partial x} \cdot \frac{\partial t}{\partial \tau} \right] + \frac{\partial h(\tau, p(\tau, x))}{\partial x} \frac{\partial t}{\partial \tau} g(t(x)(u - \mu(t, x))),$$

(25)

where $(\cdot)(t, x)$. We then compute the total derivative of the first term of (11) as [23]

$$\frac{dh(\tau, p(\tau, x))}{dt} = \frac{d\tau}{dt} h(\tau, p(\tau, x)) + \frac{\partial h(\tau, p(\tau, x))}{\partial x} \frac{\partial t}{\partial \tau} g(t(x)(u - \mu(t, x)).$$

(26)

For the full steps of the simplifications in this proof, see [23, Sec. VI]. Note that (26) holds in all three cases in Lemma 3.

Next, consider the second term of (11), which has total derivative

$$\frac{dR(t, x)}{dt} + \eta \frac{dR(t, x)}{dt} = m(t, x) \left[ \frac{dR(t, x)}{dt} - t \right],$$

(27)

for which we need to know $\frac{dR(t, x)}{dt}$. Note that $x \in S_H(t)$ implies that $R(t, x)$ is well defined for all $\tau \geq t$. In the case where $R(t, x) = \tau$, then $\frac{dR(t, x)}{dt} = \tau$. If instead $R(t, x) \neq \tau$, then by (9), $\eta = R_1(t, x)$ is a zero of $\eta = R_1(t, x)$ over $\eta$ in a neighborhood preceding $\tau$. That is,

$$0 = h(R_1(t, x), p(R_1(t, x), t)),$$

(28)

which we can differentiate with respect to $t$ to get

$$\frac{\partial h(R_1, p(R_1(t, x), t))}{\partial t} \frac{dR_1}{dt} + \frac{\partial h(R_1, p(R_1(t, x), t))}{\partial x} \frac{\partial p(R_1(t, x), t)}{\partial \tau} \frac{dR_1}{dt} + \frac{\partial h(R_1, p(R_1(t, x), t))}{\partial x} \frac{\partial p(R_1(t, x), t)}{\partial \tau} \frac{dR_1}{dt} + \frac{\partial h(R_1, p(R_1(t, x), t))}{\partial x} \frac{\partial p(R_1(t, x), t)}{\partial \tau} \frac{dR_1}{dt} = 0$$

(29)

and then simplify [23] to find

$$R_1(t, x) = -\frac{\partial h(R_1, p(R_1(t, x), t))}{\partial x} \frac{\partial p(R_1(t, x), t)}{\partial \tau} g(t(x)(u - \mu(t, x)))$$

(30)

where (30) is used to define $C_1(R_1(t, x))$ in (21).

The total derivative $\frac{d}{dt} \left[h(\tau(t, x), p(\tau(t, x), x))\right]$ in (16)-(18) is then the difference between (26) and (27) where we make the following simplifications.

Case i: In this case, $\tau$ is a maximizer of $h(\tau, p(\tau, x))$ on an open interval, and $h$ and $p$ are assumed to be continuously differentiable, so a necessary condition for $\tau \in M(t, x)$ is that $\frac{d}{dt} [h(\tau, p(\tau, x))] \neq 0$. Therefore, the first line of (26) is zero in Case i and does not appear in (16). The remaining second line of (26) is incorporated into the first line of (19).

Next, since $\tau \in (0, \infty)$, by Assumption 2, $\tau(t, x)$ is continuously differentiable. Similar to (24), we can introduce the intermediate time $\sigma$ where

$$\tau(t, x) = \sigma(\sigma; p(\sigma; t, x)).$$

(31)

Differeniate both sides of (31) w.r.t $\tau$ and set $\sigma = t$ similar to (24)-(26), and then simplify [23] to get

$$\frac{d\tau(t, x)}{dt} \frac{dt}{dt} = \frac{\partial \tau(t, x)}{\partial x} g(t(x)(u - \mu(t, x))).$$

(32)

Note that (32) is only valid if $\tau(t, x)$ is continuously differentiable, which is why we need different formulas for Cases ii-iii. When $R(\tau(t, x)) = \tau$, the simplification (32) yields the first case of $C(\tau(t, x))$ in (20). When instead $R(\tau(t, x)) \neq \tau$, the simplification (30) yields the second case of $C(\tau(t, x))$ in (20). Both cases are then incorporated into the second line of (19). Thus, (16) accounts for all the terms of the difference between (26) and (27).

Case ii: In this case, $\frac{d}{dt} [h(\tau(t, x), p(\tau(t, x), x))]$ is no longer guaranteed to be zero, so we add the first line of (26) back to (17) compared to (16). Since $\tau$ is an endpoint of the horizon, $\tau$ is no longer assumed continuously differentiable so $\frac{\partial \tau(t, x)}{\partial x}$ may no longer be well-defined. Thus, the simplification in (32) may no longer hold, so we do not simplify $\frac{d\tau(t, x)}{dt}$ from (26) any further. Next, note that since Case ii assumes $R(\tau(t, x)) < \tau$, the second case of (20) (first case of (9)) will always hold in Case ii (recall that $\frac{d\tau(t, x)}{dt}$ in the first case of (20) may no longer be defined), so we can use the same definition of $B(\tau(t, x)$ as in Case i. Thus, (17) accounts for all the terms of the difference between (26) and (27).

Case iii: This case is identical to Case ii, except that $R(\tau(t, x)) = \tau$ so $\frac{d}{dt} [R(\tau(t, x))]$ is equivalent to $\frac{d\tau(t, x)}{dt}$ instead of coming from (30) via $C(\tau(t, x))$ in (20). Thus, the first two lines of (18) accounts for all the terms of (26), while the last line of (18) accounts for all the terms of (27).