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Abstract. We show that most classes of K3 surfaces have only finitely many Enriques quotients. For supersingular K3 surfaces over fields of characteristic \( p \geq 3 \), we give a formula which generically yields the number of their Enriques quotients. We reprove via a lattice theoretic argument that supersingular K3 surfaces always have an Enriques quotient over fields of small characteristic. For some small characteristics and some Artin invariants, we explicitly compute lower bounds for the number of Enriques quotients of a supersingular K3 surface. We show that the supersingular K3 surface of Artin invariant 1 over an algebraically closed field of characteristic 3 has exactly two Enriques quotients.

Introduction

If \( X \) is a K3 surface over an arbitrary field \( k \) and \( \iota : X \longrightarrow X \) is an involution without fixed points, then the quotient variety \( X/\langle \iota \rangle \) is an Enriques surface. For any Enriques surface \( Y \) over a field of characteristic \( p \neq 2 \) there exists (up to isomorphism) a unique K3 surface \( X \) such that \( Y \) is isomorphic to such a quotient \( X/\langle \iota \rangle \). In other words, any Enriques surface has a unique K3 cover. We may now ask, given a K3 surface \( X \), how many isomorphism classes of Enriques surfaces \( Y \) there are, such that there exists a fixed point free involution \( \iota : X \rightarrow X \) and an isomorphism \( Y \cong X/\langle \iota \rangle \).

For complex K3 surfaces, there exists a Torelli theorem in terms of Hodge cohomology \[\text{[PSS71, BR75]}\]. If \( Y \) is an Enriques surface, then its Neron-Severi group \( \text{NS}(Y) \) is isomorphic to the lattice \( \Gamma = \Gamma' = \Gamma \oplus \mathbb{Z}/2\mathbb{Z} \) with \( \Gamma = U_2 \oplus E_8(-1) \). By the Torelli theorem for complex K3 surfaces, fixed point free involutions of a K3 surface \( X \) can then be characterized in terms of primitive embeddings \( \Gamma(2) \hookrightarrow \text{NS}(X) \) without vectors of self-intersection \(-2\) in the complement of \( \Gamma(2) \). Denoting the set of all such embeddings by \( \mathfrak{M} \), Ohashi \[\text{[Oha07]}\] used this connection to prove the following formula, which yields an upper bound for the number of isomorphism classes of Enriques surfaces \( Y \) and is an equality for generic K3 surfaces.

Theorem. \[\text{[Oha07, Theorem 2.3]}\] Let \( X \) be a complex K3 surface. Let \( M_1, \ldots, M_k \in \mathfrak{M} \) be a complete set of representatives for the action of \( \text{O}(\text{NS}(X)) \) on \( \mathfrak{M} \). For each \( j \in \{1, \ldots, k\} \), we let

\[ K^{(j)} = \{ \psi \in \text{O}(\text{NS}(X)) \mid \psi(M_j) = M_j \} \]

be the stabilizer of \( M_j \) and \( \text{pr}(K^{(j)}) \) be its canonical image in \( \text{O}(\text{qNS}(X)) \). Then we have an inequality

\[ \# \{ \text{Enriques quotients of } X \} \leq \sum_{j=1}^{k} \# \left( \text{O}(\text{qNS}(X)) / \text{pr}(K^{(j)}) \right). \]

If \( X \) is such that the canonical morphism \( \psi : \text{O}(\text{NS}(X)) \rightarrow \text{O}(\text{qNS}(X)) \) is surjective and for each automorphism \( \theta \in \text{Aut}(X) \) the induced automorphism on the quotient \( \text{NS}(X)^{\vee} / \text{NS}(X) \) is either the identity or multiplication by \(-1\), then the inequality above becomes an equality.

In particular, it follows from the theorem above that the number of Enriques quotients of a complex K3 surface is finite.
We now want to understand the situation for K3 surfaces over fields of positive characteristic. Some of our results might already be known to the experts, but we could not find them in the literature.

In Section 2 of this article we use results by Lieblich and Maulik [LM11] about Neron-Severi group preserving lifts of K3 surfaces to characteristic zero to prove the following result.

**Theorem (see Theorem 2.2).** Let $X$ be a K3 surface over an algebraically closed field $k$. If $X$ is of finite height, then the number of isomorphism classes of Enriques quotients of $X$ is finite.

For many K3 surfaces of finite height, there exist special lifts to characteristic zero, which allow to compare their Enriques involutions. In particular, the situation for K3 surfaces of finite height should be very similar to the situation in characteristic zero and we refer to Remark 2.3 for details.

In view of these results, we then turn our focus towards Enriques quotients of (Shioda-) supersingular K3 surfaces over fields of characteristic $p \geq 3$. Ogus proved a Torelli theorem for supersingular K3 surfaces in terms of Crystalline cohomology [Ogu83], and we can therefore prove a formula for an upper bound of Enriques quotients of a supersingular K3 surface analogously to the results by Ohashi in the complex case.

**Theorem (see Theorem 3.9).** Let $k$ be an algebraically closed field of characteristic $p \geq 3$ and let $X$ be a supersingular K3 surface over $k$. Let $M_1, \ldots, M_k \in \mathfrak{M}$ be a complete set of representatives for the action of $O(\text{NS}(X))$ on $\mathfrak{M}$. For each $j \in \{1, \ldots, k\}$, we let

$$K^{(j)} = \{ \psi \in O(\text{NS}(X)) \mid \psi(M_j) = M_j \}$$

be the stabilizer of $M_j$ and $\text{pr}(K^{(j)})$ be its canonical image in $O(q_{\text{NS}(X)})$. Then we have inequalities

$$k \leq \# \{ \text{Enriques quotients of } X \} \leq \sum_{j=1}^{k} \# \left( O(q_{\text{NS}(X)}) / \text{pr}(K^{(j)}) \right).$$

If $X$ is such that for each automorphism $\theta \in \text{Aut}(X)$ the induced automorphism on the quotient $\text{NS}(X)^\vee / \text{NS}(X)$ is either the identity or multiplication by $-1$, then the inequality above becomes an equality on the right side.

It essentially follows from results of Nygaard [Nyg80] that the formula yields an equality on the right side in the generic case.

We then turn towards applications. The following result is due to Jang [Jan15].

**Theorem.** [Jan15, Corollary 2.4] Let $X$ be a supersingular K3 surface over an algebraically closed field $k$ of characteristic $p \geq 3$. Then $X$ has an Enriques quotient if and only if the Artin invariant $\sigma$ of $X$ is at most 5.

The proof of the above proposition uses lifting to characteristic zero. In an earlier article [Jan13] Jang proved the following weaker version of the proposition via a lattice theoretic argument.

**Proposition.** [Jan13, Theorem 4.5, Proposition 3.5] Let $k$ be an algebraically closed field of characteristic $p$ and let $X$ be a supersingular K3 surface of Artin invariant $\sigma$. If $\sigma = 1$, then $X$ has an Enriques involution. If $\sigma \in \{3, 5\}$, and $p = 11$ or $p \geq 19$, then $X$ has an Enriques involution. If $\sigma \in \{2, 4\}$, and $p = 19$ or $p \geq 29$, then $X$ has an Enriques involution. If $\sigma \geq 6$, then $X$ has no Enriques involution.

The proof boils down to the following: if $X$ is a supersingular K3 surface of Artin invariant $\sigma \leq 5$, we need to show that there exists a primitive embedding of lattices $\Gamma(2) \hookrightarrow \text{NS}(X)$ without any vector of self-intersection $-2$ in the complement of $\Gamma(2)$. Jang proved that such embeddings exist when the characteristic of the base field is large enough, but the same argument does not work over fields of small characteristic. With the help of the algebra software MAGMA we explicitly show that such embeddings exist in the remaining cases. Hence,
our results combined with Jang’s yield a new proof for [Jan15, Corollary 2.4] which does not rely on previous results over fields of characteristic zero.

Having established that the set of isomorphism classes of Enriques quotients of a supersingular K3 surface $X$ of Artin invariant $\sigma \leq 5$ is always nonempty, we are now interested in calculating some explicit numbers. In practice it turns out that this is a hard problem, however when the characteristic $p$ of the ground field is small, we found the following lower bounds with the help of MAGMA.

**Proposition** (see Proposition [4.5]). For the number of isomorphism classes of Enriques quotients of a supersingular K3 surface of Artin invariant $\sigma$ over an algebraically closed ground field $k$ of characteristic $p$ we found the following weak lower bounds $\text{Rep}(p, \sigma)$:

| $p$ | $\sigma = 1$ | $\sigma = 2$ | $\sigma = 3$ | $\sigma = 4$ | $\sigma = 5$ |
|-----|--------------|--------------|--------------|--------------|--------------|
| 3   | 2            | 12           | 30           | 20           | 7            |
| 5   | 10           | 222          | 862          | 302          | 24           |
| 7   | 42           | 3565         | ?            | 4313         | 81           |
| 11  | 256          | ?            | ?            | ?            | 438          |
| 13  | 537          | ?            | ?            | ?            | 866          |
| 17  | 2298         | ?            | ?            | ?            | 2974         |

The situation in the case where $p = 3$ and $\sigma = 1$ is simple enough that calculating the number of isomorphism classes of Enriques quotients of a K3 surface in this case becomes feasible, and we obtain the following result.

**Theorem** (see Theorem [4.9]). There are exactly two isomorphism classes of Enriques quotients of the supersingular K3 surface $X$ of Artin invariant 1 over an algebraically closed field $k$ of characteristic 3.
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1. **Prerequisites and notation**

In this section we fix some notation and recall known results.

Let $k$ be a perfect field of characteristic $p \geq 3$. A K3 surface $X$ over $k$ is called (Shioda-) supersingular if and only if $\text{rk}(\text{NS}(X)) = 22$. This definition of supersingularity is due to Shioda. There is a second definition for supersingularity due to Artin. Namely, a K3 surface $X$ over $k$ is called Artin supersingular if and only if its formal Brauer group $\Phi^2_X$ is of infinite height. It follows from the Tate conjecture, that over any perfect field $k$ a K3 surface is Artin supersingular if and only if it is Shioda supersingular [Mau14]. Charles first proved the Tate conjecture over fields of characteristic at least 5 [Cha13]. Using the Kuga-Satake construction, Madapusi Pera gave a proof of the Tate conjecture over fields of characteristic at least 3 [MP15]. Over fields of characteristic $p = 2$, the Tate conjecture was proved by Kim and Madapusi Pera [KMP16].
1.1. Lattices. We fix some notation and recall basic definitions and results on lattices from [Nik80]. In the following, by a lattice \( \langle L, \langle \cdot, \cdot \rangle \rangle \) we mean a free \( \mathbb{Z} \)-module \( L \) of finite rank together with a nondegenerate symmetric bilinear form \( \langle \cdot, \cdot \rangle : L \times L \to \mathbb{Z} \). A morphism of lattices is a morphism of the underlying \( \mathbb{Z} \)-modules that is compatible with intersection forms. Trying to simplify notation, we will often talk about the lattice \( L \), omitting the bilinear form. The lattice \( L \) is called even if \( \langle x, x \rangle \in \mathbb{Z} \) is even for each \( x \in L \). A lattice is odd if it is not even. For \( a \in \mathbb{Q} \) and if \( a(L, L) \subset \mathbb{Z} \), we denote by \( L(a) \) the twisted lattice with underlying \( \mathbb{Z} \)-module \( L \) and bilinear form \( a\langle \cdot, \cdot \rangle \).

After choosing a basis \( \{e_1, \ldots, e_n\} \) of \( L \), the discriminant of \( L \) is defined to be \( \text{disc}L = \det \left( (e_i \cdot e_j)_{ij} \right) \in \mathbb{Z} \). This definition does not depend on the basis chosen. The lattice \( L \) is called unimodular if \( \text{disc}L = 1 \). The dual lattice of \( L \) is the free \( \mathbb{Z} \)-module \( L^\vee = \text{Hom}(L, \mathbb{Z}) \subset L \otimes \mathbb{Q} \) together with the bilinear form \( \langle \cdot, \cdot \rangle_{L^\vee} : L^\vee \times L^\vee \to \mathbb{Q} \) induced from \( \langle \cdot, \cdot \rangle_{L} : L \times L \to \mathbb{Q} \). The discriminant lattice \( A_L = L^\vee / L \) is a finite abelian group and is equipped with a canonical finite quadratic form \( q_L : A_L \to \mathbb{Q}/2\mathbb{Z} \) induced from \( \langle \cdot, \cdot \rangle \). One can show that \( \#A_L = \text{disc}L \). Let \( p \) be a prime number. If \( p \cdot A_L = 0 \) we say that the lattice \( L \) is \( p \)-elementary.

We define the signature of \( L \) to be the signature \((l_+, l_-)\) of the quadratic space \( L \otimes \mathbb{Q} \). Likewise, the lattice \( L \) is called positive definite (respectively negative definite) if and only if the quadratic space \( L \otimes \mathbb{Q} \) is positive definite (respectively negative definite). There are two lattices which we will frequently use within this work. Namely, we will write \( U \) for the even unimodular lattice of signature \((1, 1)\) and \( E_8 \) for the even unimodular lattice of signature \((0, 8)\). It is well-known that by prescribing these invariants the lattices \( U \) and \( E_8 \) are well-defined up to isomorphism.

Let us now turn to morphisms of lattices. It is easy to see that any morphism \( \psi : L_1 \to L_2 \) of lattices is automatically injective. We will therefore also use the term embedding of lattices when talking about morphisms. A given embedding of lattices \( \psi : L_1 \to L_2 \) is called primitive if the quotient \( L_2/L_1 \) is a free \( \mathbb{Z} \)-module. On the other hand, if the quotient \( L_2/L_1 \) is finite, then we call \( L_2 \) an overlattice of \( L_1 \).

To a lattice \( L \) we associate its genus \([L]\), which is the class consisting of all lattices \( L' \) such that \( L \otimes \mathbb{Z}_p \cong L' \otimes \mathbb{Z}_p \) for all primes \( p \) and \( L \otimes \mathbb{R} \cong L' \otimes \mathbb{R} \). We will use the following characterization of the genus of a lattice which is due to [Nik80 Corollary 1.9.4].

**Proposition 1.1.** Let \( L \) be an even lattice. Then the genus \([L]\) is uniquely defined by the signature of \( L \) and the discriminant form \( q_L \).

There is also a version of Proposition 1.1 for the odd case. We will only need the even case in this work though and therefore omit the odd version.

1.2. K3 crystals. Most of the following content is due to Ogus [Ogu79] [Ogu83]. A strong inspiration for our treatment in this section and a good source for the interested reader is [Lie16].

For the definition of \( F \)-crystals and their slopes we refer to [Kai79 Chapter I.1]. Given a supersingular K3 surface \( X \), it turns out that a lot of information is encoded in its second crystalline cohomology. We say that \( H^2_{\text{crys}}(X/W) \) is a supersingular K3 crystal of rank 22 in the sense of the following definition, due to Ogus [Ogu79].

**Definition 1.2.** Let \( k \) be a perfect field of positive characteristic \( p \) and let \( W = W(k) \) be its Witt ring with lift of Frobenius \( \sigma : W \to W \). A supersingular K3 crystal of rank \( n \) over \( k \) is a free \( W \)-module \( H \) of rank \( n \) together with an injective \( \sigma \)-linear map

\[ \varphi : H \to H, \]

i.e. \( \varphi \) is a morphism of abelian groups and \( \varphi(a \cdot m) = \sigma(a) \cdot \varphi(m) \) for all \( a \in W \) and \( m \in H \), and a symmetric bilinear form

\[ \langle -, - \rangle : H \times H \to W, \]
such that

1. $p^2 H \subseteq \text{im}(\varphi)$,
2. the map $\varphi \otimes W$ is of rank 1,
3. $(\cdot, \cdot)$ is a perfect pairing,
4. $\langle \varphi(x), \varphi(y) \rangle = p^2 \sigma \langle x, y \rangle$, and
5. the $F$-crystal $(H, \varphi)$ is purely of slope 1.

The Tate module $T_H$ of a K3 crystal $H$ is the $\mathbb{Z}_p$-module

$$T_H := \{ x \in H \mid \varphi(x) = px \}.$$

One can show that if $H = H_{crys}^2(X/W)$ is the second crystalline cohomology of a supersingular K3 surface $X$ and $c_1: \text{Pic}(X) \to H_{crys}^2(X/W)$ is the first crystalline Chern class map, we have $c_1(\text{Pic}(X)) \subseteq T_H$. If $X$ is defined over a finite field, the Tate conjecture is known, see [Cha13].

Proposition 1.3. Let $(H, \varphi, (\cdot, \cdot))$ be a supersingular K3 crystal over a field $k$ of characteristic $p > 2$ and let $T_H$ be its Tate module. Then $\text{rk}_W H = \text{rk}_\mathbb{Z} T_H$ and the bilinear form $(H, (\cdot, \cdot))$ induces a non-degenerate form $T_H \times T_H \to \hat{\mathbb{Z}}_p$ via restriction to $T_H$ which is not perfect. More precisely, we find

1. $\text{ord}_p(A_{T_H}) = 2\sigma$ for some positive integer $\sigma$,
2. $(T_H, (\cdot, \cdot))$ is determined up to isometry by $\sigma$,
3. $\text{rk}_W H \geq 2\sigma$ and
4. there exists an orthogonal decomposition

$$\langle T_H, (\cdot, \cdot) \rangle \cong \langle T_0, p(\cdot, \cdot) \rangle \perp \langle T_1, (\cdot, \cdot) \rangle,$$

where $T_0$ and $T_1$ are $\hat{\mathbb{Z}}_p$-lattices with perfect bilinear forms and of ranks $\text{rk} T_0 = 2\sigma$ and $\text{rk} T_1 = \text{rk}_W H - 2\sigma$.

The positive integer $\sigma$ is called the Artin invariant of the K3 crystal $H$ [Ogu79]. When $H$ is the second crystalline cohomology of a supersingular K3 surface $X$, we have $1 \leq \sigma(H) \leq 10$.

1.3. K3 lattices. The previous subsection indicates that the Néron-Severi lattice $\text{NS}(X)$ of a supersingular K3 surface $X$ plays an important role in the study of supersingular K3 surfaces via the first Chern class map. We say that $\text{NS}(X)$ is a supersingular K3 lattice in the sense of the following definition due to Ogus [Ogu79].

Definition 1.4. A supersingular K3 lattice is an even lattice $(N, (\cdot, \cdot))$ of rank 22 such that

1. the discriminant $d(N \otimes \mathbb{Q})$ is $-1$ in $\mathbb{Q}^*/\mathbb{Q}^2$,
2. the signature of $N$ is $(1, 21)$, and
3. the lattice $N$ is $p$-elementary for some prime number $p$.

When $N$ is the Néron-Severi lattice of a supersingular K3 surface $X$, then the prime number $p$ in the previous definition turns out to be the characteristic of the base field. One can show that if $N$ is a supersingular K3 lattice, then its discriminant is of the form $d(N) = -p^{2\sigma}$ for some integer $\sigma$ such that $1 \leq \sigma \leq 10$. The integer $\sigma$ is called the Artin invariant of the lattice $N$. If $X$ is a supersingular K3 surface, we call $\sigma(\text{NS}(X))$ the Artin invariant of the supersingular K3 surface $X$ and we find that $\sigma(\text{NS}(X)) = \sigma(H_{crys}^2(X/W))$. The following theorem is due to Rudakov and Shafarevich [RS81, Section 1].

Theorem 1.5. If $p \neq 2$, then the Artin invariant $\sigma$ determines a supersingular K3 lattice up to isometry.
1.4. **Characteristic subspaces and K3 crystals.** In this subsection we introduce characteristic subspaces. These objects yield another way to describe K3 crystals, a little closer to classic linear algebra in flavor. For this subsection we fix a prime \( p > 2 \) and a perfect field \( k \) of characteristic \( p \) with Frobenius \( F: k \to k, x \mapsto x^p \).

**Definition 1.6.** Let \( \sigma \) be a non-negative integer and let \( V \) be a \( 2\sigma \)-dimensional \( \mathbb{F}_p \)-vector space together with a non-degenerate and non-neutral quadratic form \( \langle -,- \rangle: V \times V \to \mathbb{F}_p \).

The condition that \( \langle -,- \rangle \) is non-neutral means that there exists no \( \sigma \)-dimensional isotropic subspace of \( V \). Set \( \phi: \mathbb{F}_p \to \mathbb{F}_p \), \( x \mapsto x^p \).

A \textit{strictly characteristic subspace} is a characteristic subspace \( G \) such that
\[
\bigoplus_{i=0}^{\infty} \phi^i(G)
\]
holds true.

We can now introduce the categories
\[
\begin{align*}
\text{K3}(k) & := \{ \text{Supersingular K3 crystals} \} \\
& \quad \text{with only isomorphisms as morphisms}
\end{align*}
\]
and
\[
\begin{align*}
\text{C3}(k) & := \{ \text{Pairs } (T,G), \text{ where } T \text{ is a supersingular K3 lattice over } \hat{\mathbb{Z}}_p, \text{ and } G \subseteq T_0 \otimes \hat{\mathbb{Z}}_p \} \\
& \quad \text{is a strictly characteristic subspace} \\
& \quad \text{with only isomorphisms as morphisms}
\end{align*}
\]

It turns out that over an algebraically closed field these two categories are equivalent.

**Theorem 1.7.** \([Ogu79, \text{Theorem 3.20}]\) Let \( k \) be an algebraically closed field of characteristic \( p > 0 \). Then the functor
\[
\begin{align*}
\text{K3}(k) & \longrightarrow \text{C3}(k), \\
(H, \varphi, \langle -,- \rangle) & \longmapsto \left( T_H, \ker \left( T_H \otimes \hat{\mathbb{Z}}_p k \to H \otimes \hat{\mathbb{Z}}_p k \right) \right) \subset T_0 \otimes \hat{\mathbb{Z}}_p k
\end{align*}
\]
defines an equivalence of categories.

If we denote by \( \text{C3}(k)_\sigma \) the subcategory of \( \text{C3}(k) \) consisting of objects \( (T,G) \) where \( T \) is a supersingular K3 lattice of Artin invariant \( \sigma \), then there is a coarse moduli space.

**Theorem 1.8.** \([Ogu79, \text{Theorem 3.21}]\) Let \( k \) be an algebraically closed field of characteristic \( p > 0 \). We denote by \( \mu_n \) the cyclic group of \( n \)-th roots of unity. There exists a canonical bijection
\[
\langle \text{C3}(k)_\sigma / \simeq \rangle \longrightarrow \mathbb{A}^{\sigma-1}(k)/\mu_p^{\sigma+1}(k).
\]

The previous theorem concerns characteristic subspaces defined on closed points with algebraically closed residue field. Next, we consider families of characteristic subspaces.

**Definition 1.9.** Let \( \sigma \) be a non-negative integer and let \( (V, \langle -,- \rangle) \) be a \( 2\sigma \)-dimensional \( \mathbb{F}_p \)-vector space together with a non-neutral quadratic form. If \( A \) is an \( \mathbb{F}_p \)-algebra, a direct summand \( G \subseteq V \otimes_{\mathbb{F}_p} A \) is called a \textit{geneatrix} if \( \text{rk}(G) = \sigma \) and \( \langle -,- \rangle \) vanishes when restricted to \( G \). A \textit{characteristic geneatrix} is a geneatrix \( G \) such that \( G + F_A(G) \) is a direct summand of rank \( \sigma + 1 \) in \( V \otimes_{\mathbb{F}_p} A \). We write \( \mathcal{M}_V(A) \) for the set of characteristic geneatrices in \( V \otimes_{\mathbb{F}_p} A \).

It turns out that there exists a moduli space for characteristic geneatrices.
Proposition 1.10. [Ogu79] Proposition 4.6] The functor
\[(\mathbb{F}_p\text{-algebras})^{\text{op}} \rightarrow (\text{Sets}), \quad A \mapsto M_V\]
is representable by an $\mathbb{F}_p$-scheme $M_V$ which is smooth, projective and of dimension $\sigma - 1$.

If $N$ is a supersingular K3 lattice with Artin invariant $\sigma$, then $N_0 = pN^\vee /pN$ is a $2\sigma$-dimensional $\mathbb{F}_p$-vector space together with a non-degenerate and non-neutral quadratic form induced from the bilinear form on $N$.

Definition 1.11. We set $M_{\sigma} := M_{N_0}$ and call this scheme the moduli space of $N$-rigidified K3 crystals.

2. Enriques quotients of K3 surfaces of finite height

Lieblich and Maulik showed in [LM11] that finite height K3 surfaces in positive characteristic admit well behaved lifts to characteristic zero, and we will use these lifting techniques and the fact that K3 surfaces over the complex numbers only have finitely many Enriques quotients to show that the same holds in positive characteristic.

Let $k$ be an algebraically closed field and let $X$ be a K3 surface over $k$ with Néron-Severi lattice $\text{NS}(X)$. We denote the group of isometries of $\text{NS}(X)$ by $O(\text{NS}(X))$. The positive cone $C_X$ is the connected component of $\{x \in \text{NS}(X) \otimes \mathbb{R} \mid x^2 > 0\} \subseteq \text{NS}(X) \otimes \mathbb{R}$ that contains an ample divisor. The ample cone $A_X$ is the subcone of $C_X$ generated as a semigroup by ample divisors multiplied by positive real numbers. The Weyl group of $X$ is the group $W_{X} = W_{\text{NS}(X)}$. We set $O^+(\text{NS}(X)) := \{\varphi \in O(\text{NS}(X)) \mid \varphi(A_X) = A_X\}$ to be the group of isometries of $\text{NS}(X)$ that preserve the ample cone. Further, we define
\[O_0(\text{NS}(X)) := \ker \left( O(\text{NS}(X)) \rightarrow O(q_{\text{NS}(X)}) \right) \]
and
\[O_0(\text{NS}(X))^+ := O_0(\text{NS}(X)) \cap O^+(\text{NS}(X)).\]

We will need the following easy lemma.

Proposition 2.1. Let $X$ be a K3 surface over an arbitrary field $k$ and let $\iota_1$ and $\iota_2$ be free involutions on $X$. Then the Enriques surfaces $X/\iota_1$ and $X/\iota_2$ are isomorphic if and only if there exists some automorphism $g \in \text{Aut}(X)$ such that $g\iota_1 g^{-1} = \iota_2$.

Proof. This is [Oha07, Proposition 2.1.]. The proof does not depend on the base field. \qed

Theorem 2.2. Let $X$ be a K3 surface over an algebraically closed field $k$. If $X$ is of finite height, then the number of isomorphism classes of Enriques quotients of $X$ is finite.

Proof. By [LM11] Theorem 2.1, Corollary 4.2] the K3 surface $X$ is the closed fiber of a smooth projective relative K3 surface $\mathcal{X} \rightarrow \text{Spec}W$ with generic fiber $\mathcal{X}_1$ such that the specialization morphism $sp : \text{Pic}(\mathcal{X}_1) \rightarrow \text{Pic}(X)$ is an isomorphism. Further, also by [LM11] Theorem 2.1], there is an injective homomorphism of groups $\gamma : \text{Aut}(\mathcal{X}_1) \hookrightarrow \text{Aut}(X)$ such that $sp$ is $\gamma$-equivariant with regard to the natural actions of $\text{Aut}(\mathcal{X}_1)$ on $\text{Pic}(\mathcal{X}_1)$ and $\text{Aut}(X)$ on $\text{Pic}(X)$. In other words, we obtain a commutative diagram
\[
\begin{array}{ccc}
\text{Aut}(\mathcal{X}_1) & \xrightarrow{\bar{r}} & O(\text{NS}(\mathcal{X}_1)) \\
\gamma \downarrow & & \text{sp}^* \\
\text{Aut}(X) & \xrightarrow{r} & O(\text{NS}(X))
\end{array}
\]
where $sp^*$ is an isomorphism and the kernels $\ker(r)$ and $\ker(\tilde{r})$ are finite. The argument is the same as in the proof of [LM11 Theorem 6.1]: fixing a very ample line bundle $L$ on $X$, we find that $\ker(r)$ is contained in the automorphism group $\text{Aut}(X, L)$ of the pair. Since this group is contained in some projective linear group, it is of finite type, and since $X$ has no non-trivial vector fields [RS76 Theorem 7.], it is discrete. It thus follows that $\text{Aut}(X, L)$ is finite and therefore also $\ker(\tilde{r})$ is finite. The proof for $\ker(\tilde{r})$ is the same.

By the Lefschetz principle, the K3 surface $X_1$ has a complex model $\tilde{X}_1$, i.e. there exists a K3 surface $\tilde{X}_1$ over $\mathbb{C}$ such that $X_1 \cong \tilde{X}_1 \times_{\text{Spec} \mathbb{C}} \text{Spec} \mathbb{k}$. It follows from the fact that K3 surfaces have no non-trivial vector fields [RS76 Theorem 7.], that the automorphism group of any K3 surface is discrete. But this implies that there is a natural bijection between the $\mathbb{C}$-valued points of the functor $\text{Aut}_{\tilde{X}_1}$ and the $\mathbb{k}$-valued points of $\text{Aut}_{\tilde{X}_1}$, or in other words that the natural morphism between the automorphism groups of $X_1$ and $\tilde{X}_1$ is an isomorphism. In the above diagram we may therefore assume that $X_1$ is already defined over $\mathbb{C}$. We have inclusions of subgroups

$$O^+_0(\text{NS}(X_1)) \subseteq \text{im}(\tilde{r}) \subseteq \text{im}(r) \subseteq O^+(\text{NS}(X_1)),$$

where the inclusion $O^+_0(\text{NS}(X_1)) \subseteq \text{im}(\tilde{r})$ is due to the Global Torelli theorem [PSS71], since any $\varphi \in O^+_0(\text{NS}(X_1))$ preserves the ample cone $A_X$ and can be extended to an isometry of $H^2(X, \mathbb{Z})$ that acts trivially on the transcendental lattice of $X$. Hence, every element of $O^+_0(\text{NS}(X_1))$ comes from an automorphism of $X_1$. Since $\gamma$ is injective, we have $\text{im}(\tilde{r}) \subseteq \text{im}(r)$ and since the pullback of an ample line bundle of $X$ under an automorphism of $X$ is ample again, we have $\text{im}(r) \subseteq O^+(\text{NS}(X_1))$. The isomorphism $sp: \text{Pic}(X_1) \rightarrow \text{Pic}(X)$ preserves the ample cone [LM11 Corollary 2.3] and hence we find $\text{im}(r) \subseteq O^+(\text{NS}(X_1))$.

The index of $O^+_0(\text{NS}(X_1))$ in $O^+(\text{NS}(X_1))$ is finite since $O(\text{NS}(X_1))$ is a finite group. Thus, the indices $|\text{im}(r): O^+_0(\text{NS}(X_1))|$ and $|O^+(\text{NS}(X_1)):\text{im}(r)|$ are also finite. It follows from [Oha07 Lemma 1.4. (c)] and the fact that there are only finitely many conjugacy classes of finite subgroups in $O^+(\text{NS}(X_1))$ [Oha07 proof of Theorem 1.5], that there are only finitely many conjugacy classes of finite subgroups in $\text{im}(r)$. Since $\ker(r)$ is finite, it follows from [Oha07 Lemma 1.4 (a)] that $\text{Aut}(X)$ contains only finitely many conjugacy classes of finite subgroups. In particular, $X$ has only finitely many isomorphism classes of Enriques quotients. □

Remark 2.3. The theory of Enriques quotients of K3 surfaces of finite height is closely related to the characteristic zero situation. In many cases, given a finite height K3 surface $X$, we can choose a Neron-Severi group preserving lift $X_1$ of $X$ such that the specialization morphism $\gamma: \text{Aut}(X_1) \rightarrow \text{Aut}(X)$ is an isomorphism.

This is possible, for example, when $X$ is ordinary, that means $X$ is of height 1 [Nyg83 Sri9 Theorem 4.11]. Another class for which such lifts exist are the so-called weakly tame K3 surfaces over fields of characteristic $p \geq 3$. In particular, every K3 surface of finite height over a field $k$ of characteristic $p \geq 23$ is weakly tame. For definitions and details we refer to [Jan17].

In these situations we can then use the results from [Oha07] to obtain the number of isomorphism classes of Enriques quotients of $X$.

3. The supersingular case

Let $X$ be a supersingular K3 surface over an algebraically closed field $k$ of characteristic $p \geq 3$. The following proposition shows that $X$ only has finitely many isomorphism classes of Enriques quotients.

Proposition 3.1. Let $X$ be a supersingular K3 surface over an algebraically closed field $k$ of characteristic $p \geq 3$. The number of isomorphism classes of Enriques quotients of $X$ is finite.

Proof. There are only finitely many conjugacy classes of finite subgroups in $O^+(\text{NS}(X))$ by [PR94 Theorem 4.3]. Further, the semidirect product $\text{Aut}(X) \ltimes W_X$ is a subgroup of
finite index in $O^+(\NS(X))$ by \cite{LM11} Proposition 5.2. Thus, \cite{Oha07} Lemma 1.4 (b), (c) implies that there are only finitely many conjugacy classes of finite subgroups in $\Aut(X)$. In particular, $X$ has only finitely many isomorphism classes of Enriques quotients.

Our goal for the rest of this section is to find a formula for the number of Enriques quotients of $X$ in the style of \cite{Oha07} Theorem 2.3. The argumentation does not rely on the previous proposition.

If $Y$ is an Enriques surface, then its Neron-Severi $\NS(Y)$ is isomorphic to the lattice $\Gamma = U_2 \oplus E_8(-1)$, which is up to isomorphism the unique unimodular, even lattice of signature $(1,9)$. Following \cite{Oha07}, if $X$ is a supersingular K3 surface over a field of characteristic $p \geq 3$, we define

$$\mathcal{M} := \left\{ N \subseteq \NS(X) \mid \text{primitive sublattices satisfying} \right.$$ 

\begin{align*}
(A) & : N \cong \Gamma(2) \\
(B) & : \text{No vector of square } -2 \text{ in } \NS(X) \text{ is orthogonal to } N
\end{align*}

and

$$\mathcal{M}^* := \{ N \in \mathcal{M} \mid N \text{ contains an ample divisor} \}.$$ 

The following proposition describes free involutions on a supersingular K3 surface in terms of embeddings of lattices.

**Proposition 3.2.** \cite{Jan13} Theorem 4.1] Let $k$ be an algebraically closed field of characteristic $p \geq 3$. For a supersingular K3 surface $X$ over $k$, there is a natural bijection

$$\mathcal{M}^* \leftrightarrow \{ \text{free involutions of } X \}.$$ 

**Idea of proof.** For the convenience of the reader, we briefly recall the idea of the proof.

First, let $\iota: X \to X$ be a free involution of $X$ and let $f: X \to Y$ be the associated Enriques quotient. Since the map $f$ is finite étale of degree 2, we obtain a primitive embedding of lattices

$$U(2) \oplus E_8(2) \cong f^*(\NS(Y)) \hookrightarrow \NS(X).$$

We write $N = f^*(\NS(Y))$ and $M = N^\perp$, such that

$$N = \{ v \in \NS(X) \mid \iota^*(v) = v \} \text{ and } M = \{ v \in \NS(X) \mid \iota^*(v) = -v \}.$$ 

Then $N$ has property $(B)$: By the Riemann-Roch theorem, if $v$ is a $(-2)$-divisor on $X$, then $v + w$ is effective. Thus, if $v \in M$ was a $(-2)$-divisor, then both $v$ and $-v$ are effective, which is absurd. Pullback along finite morphisms preserves ampleness, hence $N$ contains an ample line bundle and we have shown that $N \in \mathcal{M}^*$.

On the other hand, assume we are given some $N \in \mathcal{M}^*$ and define

$$\psi: N \oplus N^\perp \longrightarrow N \oplus N^\perp,$$

$$(v,w) \longmapsto (v,-w).$$

Then $\psi$ extends to $\NS(X)$, \cite{Jan13} Lemma 4.2.] and by the supersingular Torelli theorem \cite{Ogu83} induces an involution $\iota$ on $X$. From condition $(B)$ it then follows that $\iota$ indeed has no fixed points.

If $A$ is a finitely generated abelian group and $q$ a prime number, we denote by $A^{(q)}$ the $q$-torsion part of $A$ and by $l(A)$ the minimal cardinality among all sets of generators of $A$.

**Lemma 3.3.** Let $k$ be an algebraically closed field of characteristic $p \geq 3$ and $X$ a supersingular K3 surface over $k$. The canonical morphism $\pr: O(\NS(X)) \to O(\NS(X))$ is surjective.

**Proof.** The Néron-Severi lattice of a supersingular K3 surface $X$ is even, indefinite and non-degenerate with $\rk(\NS(X)) = 22$ and $2 \leq l(A_{\NS(X)}^{(p)}) \leq 20$, $l(A_{\NS(X)}^{(q)}) = 0$ for any prime $q \neq p$. Now the lemma follows from \cite{Nik80} Theorem 1.14.2. \qed
We will need the following lemma and proposition. The statement we need to show has already been proved in [Nyg80] Theorem 2.1 and Remark 2.2], but not been stated explicitly. We will therefore give a full proof.

When $G$ is a formal group law, we write $DG$ for the associated Dieudonné module as in [Mum69] Section 1).

**Lemma 3.4.** Let

$$\psi: D\hat{G}_a \xrightarrow{\cong} D\hat{G}_a$$

be a continuous automorphism of left Cart($k$)-module such that there exists a non-trivial finite dimensional $k$-subvector space $U \subset D\hat{G}_a$ with $\psi(U) \subseteq U$. Then $\psi$ is the multiplication by some element $a \in k^\times$ from the right.

**Proof.** We have

$$D\hat{G}_a = \prod_{i=0}^{\infty} V^i k$$

as a Cart($k$)-module with trivial $F$-action and $W$-action coming from the projection $W \twoheadrightarrow k$.

We let $\psi: D\hat{G}_a \xrightarrow{\cong} D\hat{G}_a$ be an automorphism such that $\psi(1) = \sum_{i=0}^{\infty} a_i V^i$ and take an arbitrary element $x = \sum x_j V^j \in D\hat{G}_a$. Then, since $V a_i = a_i^\frac{1}{2}$ it follows by continuity that

$$\psi(x) = \sum a_i^{\frac{1}{2}} x_j V^{i+j}.$$  

In other words, we can regard $\psi$ as the $k$-linear automorphism of $k[V]$ given by multiplication with $a = \sum a_i V^i \in k[V]$ from the right. We want to see that $a$ is an element of $k$.

Since $\psi$ is an automorphism, we have that $a_0 \neq 0$. When $x = \sum_{i=0}^{\infty} b_i V^i \in D\hat{G}_a$ is a power series, we write $\text{subdeg}(x) = \min \{i \mid b_i \neq 0\}$. We assume that $a \notin k^\times$ and let $u^{(0)}(0) \in U$. Then

$$u^{(1)} := \psi(u^{(0)}) - a_0 \left( p^{-\text{subdeg}(u^{(0)})} \right) u^{(0)}$$

is also an element of $U$ and we have $\text{subdeg}(u^{(1)}) > \text{subdeg}(u^{(0)})$. Inductively, taking

$$u^{(n+1)} := \psi(u^{(n)}) - a_0 \left( p^{-\text{subdeg}(u^{(n)})} \right) u^{(n)},$$

we find that $u^{(n+1)}$ is an element of $U$ with $\text{subdeg}(u^{(n+1)}) > \text{subdeg}(u^{(n)})$. This is a contradiction to the finiteness of the dimension of $U$ and hence concludes the proof of the lemma. \qed

With the use of the technical Lemma 3.4 we can prove the following nice observation.

**Proposition 3.5.** Let $k$ be an algebraically closed field of characteristic $p \geq 3$ and let $X$ be a supersingular K3 surface of Artin invariant $\sigma_X$ over $k$ such that the point corresponding to $X$ in the moduli space of supersingular K3 crystals $\mathbb{A}^X_{\mathbb{Q}}/\mu_{p^\sigma_x} + 1$ has coordinates $(b_1, \ldots, b_{\sigma_X - 1})$ with $b_1 \neq 0$. Let $\theta \in \text{Aut}(X)$ be an automorphism of $X$. Then the induced automorphism $\theta^* \in \text{O}(q_{\text{NS}(X)})$ of $A_{\text{NS}(X)}$ is the identity or multiplication with $-1$.

**Proof.** To simplify notation, we write $NS = NS(X)$ and $\sigma = \sigma_X$. Since there exists a natural isomorphism of lattices $A_{NS} \otimes k \cong T_0 \otimes k$, it follows from [Nyg80] Theorem 1.12] that there exists a functorial embedding $A_{NS} \otimes k \hookrightarrow H^2(X, W\mathcal{O}_X)$.

More precisely, from [Nyg80] Lemma 1.11] it follows that the image of the quadratic space $A_{NS} \otimes k$ in $H^2(X, W\mathcal{O}_X) \cong \text{Pic}^2 X = k[V]$ has basis $\{1, \ldots, V^{2\sigma - 1}\}$. Further, the embedding $H^2_{\text{crys}}(X/W)/(NS \otimes W) \hookrightarrow H^2(X, W\mathcal{O}_X)$ identifies $H^2_{\text{crys}}(X/W)/(NS \otimes W)$ with the subspace of $A_{NS} \otimes k$ with basis $\{1, \ldots, V^{\sigma - 1}\}$ and it follows from [Ogu83] Proposition 2.12] that this is a strictly characteristic subspace.
We write \( \langle -,- \rangle \) for the bilinear form on \( \text{NS} \otimes k \) and we claim that \( \langle V^{\sigma-1}, V^{2\sigma-1} \rangle \neq 0 \). Indeed, we have that \( \text{span}(1, \ldots, V^{\sigma-1}) \) is a maximal isotropic subspace in \( \text{NS} \otimes k \). We assume that we have \( \langle V^{\sigma-1}, V^{2\sigma-1} \rangle = 0 \). We write \( \varphi: \text{NS} \otimes k \to \text{NS} \otimes k \) for the action of the Frobenius. For \( 1 < n \leq \sigma \) we find
\[
\langle V^{\sigma-n}, V^{2\sigma-1} \rangle = \langle \varphi^{n-1}(V^{\sigma-1}), \varphi^{n-1}(V^{n-2}) \rangle = \langle V^{\sigma-1}, V^{n-2} \rangle = 0.
\]
Thus, the space \( \text{span}(1, \ldots, V^{\sigma-1}) + \langle V^{2\sigma-1} \rangle \) would be isotropic. This yields a contradiction.

Now let \( \theta: X \to X \) be an automorphism. Then the induced \( \theta^*: \text{NS} \otimes k \to \text{NS} \otimes k \) is an automorphism of lattices and it follows from Lemma 3.4 that \( \theta^*(V_i^2) = a^p \) for some \( a \in k^\times \) and all \( i \in \mathbb{N} \). Thus, we find
\[
\langle V^{\sigma-1}, V^{2\sigma-1} \rangle = \langle \theta^*(V^{\sigma-1}), \theta^*(V^{2\sigma-1}) \rangle = \langle a^p V^{\sigma-1}, a^p V^{2\sigma-1} \rangle = a^p \langle V^{\sigma-1}, V^{2\sigma-1} \rangle
\]
and it follows that \( a^{p\sigma+1} = 1 \).

On the other hand, from Proposition 1.18 we get that
\[
b_1 = \langle V^{\sigma-2}, V^{2\sigma-1} \rangle.
\]
Since \( b_1 \neq 0 \), it follows from
\[
b_1 = \langle V^{\sigma-2}, V^{2\sigma-1} \rangle = \langle \theta^*(V^{\sigma-2}), \theta^*(V^{2\sigma-1}) \rangle = a^p \langle V^{\sigma-2}, V^{2\sigma-1} \rangle
\]
that we have \( a^{p\sigma+1} = 1 \). Thus, we find
\[
1 = \frac{a^{p\sigma+1}}{a^{p\sigma+1}} = (a^{p-1})^{p^\sigma}
\]
and therefore also
\[
1 = a^{p-1}.
\]
In other words, we have that \( a \in \mathbb{F}_p \). But then the morphism \( \theta^*: \text{NS} \otimes k \to \text{NS} \otimes k \) is just multiplication by \( a \) and from the equality \( a^{p\sigma+1} = 1 \) it follows that \( a^2 = 1 \).

Remark 3.6. Of course, the subset of \( \mathbb{A}_k^{2\sigma X-1}/\mu_p^{\sigma X+1} \) consisting of points \( (b_1, \ldots, b_{\sigma X-1}) \) with \( b_1 \neq 0 \) is open. If \( \sigma > 1 \), then this subset is also dense in \( \mathbb{A}_k^{2\sigma X-1}/\mu_p^{\sigma X+1} \). It follows from Proposition 4.10 that in this case the corresponding subset in the period space of supersingular K3 surfaces \( M_p \) is also dense.

Remark 3.7. There are also supersingular K3 surfaces \( X \) with \( b_1 = 0 \) such that each automorphism of \( X \) induces either the identity or multiplication by \(-1\) on the transcendental lattice. For example, let \( X \) be with \( \sigma X = 4 \) and such that \( b_1 = 0 \) and \( b_2 = 1 \). Going back to the argument in the proof of Proposition 3.5, we then find
\[
1 = \langle V^{\sigma-3}, V^{2\sigma-1} \rangle = a^{p^{\sigma+2}} \langle V^{\sigma-3}, V^{2\sigma-1} \rangle,
\]
and it thus follows that \( a^{p^{\sigma+2}+1} = 1 = a^{p^\sigma} \). Hence, it is \( (a^{p^2-1})^{p^\sigma} = 1 \) and we find \( a \in \mathbb{F}_p^2 \). But then, using that \( \sigma = 4 \), we have
\[
1 = a^{p+1} = (a^{p^2})^{p^\sigma} \cdot a = a^2
\]
and we can conclude as in the proof of Proposition 3.5.
Remark 3.8. On the other hand, there also exist examples of supersingular K3 surfaces $X$ and automorphisms $\theta \in \text{Aut}(X)$ such that the induced morphism on $\text{NS}(X)^{\vee}/\text{NS}(X)$ is not the identity or multiplication by $-1$. For example if $\sigma_X = 1$, then the image of the canonical map $\text{Aut}(X) \to \text{Aut}(\text{NS}(X)^{\vee}/\text{NS}(X))$ is known to be a cyclic group of order $p + 1$ [Jan16 Remark 3.4].

The following theorem is the supersingular version of a characteristic zero theorem by Ohashi [Oha07 Theorem 2.3.]. Similar to the situation in characteristic zero we only obtain an inequality in general. In characteristic zero there are two conditions on a K3 surface $X$ that have to be fulfilled in order to obtain an equality. One of these is the surjectivity of the canonical morphism $pr: O(\text{NS}(X)) \to O(q_{\text{NS}(X)})$. This is always true for supersingular K3 surfaces by Lemma 3.3. The other condition is that each automorphism of $X$ induces $\pm \text{id}$ on the transcendental lattice of $X$. We gave a sufficient criterion under which this is always true in Proposition 3.5.

Theorem 3.9. Let $k$ be an algebraically closed field of characteristic $p \geq 3$ and let $X$ be a supersingular K3 surface over $k$. Let $M_1, \ldots, M_k \in \mathfrak{M}$ be a complete set of representatives for the action of $O(\text{NS}(X))$ on $\mathfrak{M}$. For each $j \in \{1, \ldots, k\}$, we let

$$K^{(j)} = \{\psi \in O(\text{NS}(X)) \mid \psi(M_j) = M_j\}$$

be the stabilizer of $M_j$ and $pr(K^{(j)})$ be its canonical image in $O(q_{\text{NS}(X)})$. Then we have inequalities

$$k \leq \# \{\text{Enriques quotients of } X\} \leq \sum_{j=1}^{k} \# \left( O(\text{NS}(X)) / pr(K^{(j)}) \right).$$

If $X$ is such that for each automorphism $\theta \in \text{Aut}(X)$ the induced automorphism on the quotient $\text{NS}(X)^{\vee}/\text{NS}(X)$ is either the identity or multiplication by $-1$, then the inequality above becomes an equality on the right side.

Proof. It follows from [Nik80 Proposition 1.15.1.] that the number of representatives $M_j$ is indeed finite. Therefore, using Proposition 3.2 and Lemma 3.3 the proof goes word by word as the proof of [Oha07 Theorem 2.3.].

Remark 3.10. It follows from Remark 3.6 that for a generic supersingular K3 surface $X$ of Artin invariant $\sigma > 1$ the inequality on the right hand side in Theorem 3.9 is an equality.

4. Existence of Enriques Quotients for Supersingular K3 Surfaces

In the previous section, in Theorem 3.9 we gave a formula which computes the number of Enriques quotients for a generic supersingular K3 surface $X$. However, it turns out that explicitly calculating this number is difficult. A priori it is not even clear that this number is non-zero, or in other words that for a given supersingular K3 surface $X$ the corresponding set of lattices $\mathfrak{M}$ is non-empty. The following result is due to J. Jang.

Proposition 4.1. [Jan13, Theorem 4.5, Proposition 3.5] Let $k$ be an algebraically closed field of characteristic $p$ and let $X$ be a supersingular K3 surface of Artin invariant $\sigma$. If $\sigma = 1$, then $X$ has an Enriques involution. If $\sigma \in \{3, 5\}$, and $p = 11$ or $p \geq 19$, then $X$ has an Enriques involution. If $\sigma \in \{2, 4\}$, and $p = 19$ or $p \geq 29$, then $X$ has an Enriques involution. If $\sigma \geq 6$, then $X$ has no Enriques involution.

The idea of the proof is as follows. Associated to a supersingular K3 surface $X$ of Artin invariant $\sigma$ over a field $k$ of characteristic $p$ one constructs a K3 surface $X_{\sigma,d}$ over $\mathbb{C}$ such that the transcendental lattice $T(X_{\sigma,d})$ is isomorphic to a lattice $U(2) \oplus M_{\sigma,d}$ where $M_{\sigma,d}$ is a certain lattice that admits an embedding into $\Gamma(2)$ such that its orthogonal complement does not contain any $(-2)$-vectors. For large enough characteristic $p$ as in the statement of the proposition one can choose $d$ such that we find a chain of primitive embeddings $\Gamma(2) \hookrightarrow \text{NS}(X_{\sigma,d}) \to \text{NS}(X)$. In this situation one can show that the orthogonal complement of
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Section 1, so by [Nik80, Proposition 1.15.1] the datum of a primitive embedding $\Gamma(2)$ into $\mathbb{Q}$ is equivalent to the datum of an even lattice $L$ with signature of $\Gamma(2)$ in $\mathbb{Q}^2$ does not contain any vector of self-intersection $-2$. We denote by $A_{\mathcal{P},\sigma}$ the discriminant lattice of $A_{\mathcal{P},\sigma}$ and by $q_{\mathcal{P},\sigma}$ the quadratic form on $A_{\mathcal{P},\sigma}$, similarly we write $A_{\Gamma(2)}$ for the discriminant lattice of $\Gamma(2)$ and $q_{\Gamma(2)}$ for the quadratic form on $A_{\Gamma(2)}$.

Remark 4.3. The lattice $NS(X)$ is the unique lattice up to isomorphism in its genus [RS81, Section 1], so by [Nik80, Proposition 1.15.1] the datum of a primitive embedding $\Gamma(2) \to NS(X)$ with orthogonal complement $L$ is equivalent to the datum of an even lattice $L$ with invariants $(0,12,\delta_{\mathcal{P},\sigma})$ where $\delta_{\mathcal{P},\sigma}$ is $-q_{\mathcal{P},\sigma} \otimes q_{\Gamma(2)}$ acting on $A_{\mathcal{P},\sigma}$ and $(0,12)$ is the signature of $L$. To see this, observe that in our case $\#A_{\mathcal{P},\sigma} = p^{2\sigma}$ and $\#A_{\Gamma(2)} = 2^{10}$ are coprime, and so the isomorphism of subgroups $\gamma$ in the cited proposition has to be the zero-morphism.

4.1. Computational approach. Let $X$ be a supersingular K3 surface of Artin invariant $\sigma$ over an algebraically closed field $k$ with characteristic $p \geq 3$. By the results in the previous section, it suffices to show that there exists a primitive embedding of the lattice $\Gamma(2)$ into $\mathbb{Q}$ such that the orthogonal complement of $\Gamma(2)$ in $\mathbb{Q}$ does not contain any vector of self-intersection $-2$. We denote by $A_{\mathcal{P},\sigma}$ the discriminant lattice of $A_{\mathcal{P},\sigma}$ and by $q_{\mathcal{P},\sigma}$ the quadratic form on $A_{\mathcal{P},\sigma}$.

It follows from the previous remark, that to prove Theorem 4.2, we have to construct lattices $L_{\mathcal{P},\sigma}$ of genus $(0,12,\delta_{\mathcal{P},\sigma})$ such that the $L_{\mathcal{P},\sigma}$ do not contain any vectors of self-intersection $-2$. Using the computer algebra program MAGMA we constructed the lattices $L_{\mathcal{P},\sigma}$ in the missing cases. I am indebted to Markus Kirschmer for helping me with using the program and writing code to automatize step 1 of the following method:

• Step 1. Construct an arbitrary lattice $L$ of genus $(0,12,\delta_{\mathcal{P},\sigma})$. This can be done for example in the following way. Using [RS81, Chapter 1] we can construct the lattice $\mathbb{Q}^2$ explicitly. Then we choose an arbitrary primitive embedding $N \to \mathbb{Q}^2$ and take $L$ to be the orthogonal complement under this embedding. We remark that in general the lattice $L$ may contain vectors of self intersection $-2$.

• Step 2. Apply Kneser’s neighbor method [Knes57], which has been implemented for MAGMA, to the positive definite lattice $-L$. This generates a list of further candidate lattices in the same genus as $-L$. Using the "Minimum()" function in MAGMA we can test for the minimum length of vectors in those candidate lattices until we find a candidate that does not contain any vectors of length 2.

Note that we might have to iterate the neighbor method.

Applying the above method, we found the following lattices $L_{\mathcal{P},\sigma}$ of genus $(0,12,\delta_{\mathcal{P},\sigma})$ that do not contain any vectors of self intersection $-2$. We represent these lattices via their Gram matrix. Their existence in conjunction with the results from [Jan13] imply Theorem 4.2.

\[
L_{(p=3,\sigma=2)} = \begin{pmatrix}
-4 & 2 & 2 & 0 & -2 & -2 & -2 & -2 & 2 & 2 & 0 \\
2 & -4 & -2 & 1 & 2 & 1 & 0 & 0 & 0 & 0 & -1 \\
2 & -2 & -4 & -1 & 2 & 1 & 0 & 0 & 0 & -1 & 1 \\
0 & 1 & -1 & -4 & 0 & 0 & 1 & 0 & -1 & 0 & 1 \\
-2 & 2 & 2 & 0 & -4 & -2 & 0 & 0 & 0 & 0 & 0 \\
-2 & 1 & 1 & 0 & -2 & -4 & -1 & 0 & -1 & 0 & 1 \\
-2 & 0 & 0 & 1 & 0 & -1 & -4 & -2 & -2 & 2 & 1 \\
-2 & 0 & 0 & 0 & 0 & -2 & -4 & -2 & 2 & 2 & 2 \\
-2 & 0 & 0 & -1 & 0 & -1 & -2 & -2 & 4 & 2 & 1 \\
2 & 0 & 0 & 0 & 0 & 2 & 2 & 2 & -4 & -2 & 0 \\
2 & -1 & -1 & -1 & 0 & 1 & 1 & 2 & 1 & -2 & -6 \\
0 & 1 & 1 & 1 & 0 & -1 & 1 & 2 & 1 & 0 & 0 & -6
\end{pmatrix}
\]
$L_{(p=5,\sigma=2)} = \begin{pmatrix}
-6 & -2 & -2 & 2 & 2 & -2 & 1 & -1 & 2 & 6 & -2 & -6 \\
-2 & -4 & -2 & 0 & 0 & 2 & 0 & 0 & -2 & 0 & 0 & -2 \\
-2 & -2 & -4 & 0 & 0 & 2 & -2 & 2 & -2 & 0 & 0 & -2 \\
2 & 0 & 0 & -4 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
2 & 0 & 0 & 0 & -4 & 2 & 0 & 0 & 0 & -2 & -2 & 2 \\
-2 & 2 & 2 & 0 & 0 & 2 & -6 & 3 & -3 & 4 & 4 & 0 & -2 \\
1 & 0 & -2 & 0 & 0 & 0 & 3 & -8 & 3 & -3 & -3 & 1 & -1 \\
-1 & 0 & 2 & 0 & 0 & -3 & 3 & -8 & 3 & 3 & -1 & 1 \\
2 & -2 & -2 & 0 & 0 & 4 & -3 & 3 & -10 & -8 & 6 & 2 \\
6 & 0 & 0 & 0 & -2 & 4 & -3 & 3 & -8 & -14 & 6 & 10 \\
-2 & 0 & 0 & 0 & -2 & 0 & 1 & -1 & 6 & 6 & -10 & -2 \\
-6 & -2 & -2 & 0 & 2 & -2 & -1 & 1 & 2 & 10 & -2 & -14 \\
\end{pmatrix}$

$L_{(p=7,\sigma=2)} = \begin{pmatrix}
-4 & -2 & 0 & -2 & 0 & -2 & 2 & 0 & -2 & 2 & -2 & -4 \\
-2 & -4 & 0 & 0 & 0 & 0 & 0 & 2 & 2 & 0 & 2 & 0 \\
0 & 0 & -4 & 0 & -2 & 1 & -1 & -1 & -1 & -1 & 1 & -3 \\
-2 & 0 & 0 & -4 & 0 & 0 & 2 & 0 & -2 & 4 & -2 & -4 \\
0 & 0 & -2 & 0 & -4 & 1 & 1 & -1 & -1 & -1 & -3 & 0 \\
-2 & 0 & 1 & 0 & 1 & -6 & 0 & 2 & 0 & 2 & 0 & -3 \\
2 & 0 & -1 & 2 & 1 & 0 & -6 & 2 & 4 & -2 & 4 & 5 \\
0 & 2 & -1 & 0 & -1 & 2 & 2 & -6 & -6 & -2 & -6 & -1 \\
-2 & 2 & -1 & -2 & -1 & 0 & 4 & -6 & -18 & -2 & -16 & -11 \\
2 & 0 & 1 & 4 & -1 & 2 & -2 & -2 & -14 & 0 & 7 \\
-2 & 2 & -3 & -2 & -3 & 0 & 4 & -6 & -16 & 0 & -18 & -11 \\
-4 & 0 & 0 & -4 & 0 & -3 & 5 & -1 & -11 & 7 & -11 & -16 \\
\end{pmatrix}$

$L_{(p=11,\sigma=2)} = \begin{pmatrix}
-4 & 0 & 0 & 1 & -1 & -1 & 2 & 0 & -2 & -1 & -1 & 0 \\
0 & -4 & 0 & -1 & 1 & 1 & -2 & 0 & 2 & -1 & 1 & 0 \\
0 & 0 & -4 & 0 & -2 & 2 & -2 & 0 & 0 & 2 & 0 & 0 \\
1 & -1 & 0 & -6 & -2 & -2 & -2 & -2 & 3 & 1 & -1 & -2 \\
-1 & 1 & -2 & -2 & -6 & -2 & -2 & 0 & 1 & 1 & -1 & 0 \\
-1 & 1 & 2 & -2 & -6 & 2 & 0 & -1 & -1 & 1 & 0 \\
2 & -2 & -2 & -2 & -2 & -8 & -2 & 4 & 2 & 4 & 0 & 0 \\
0 & 0 & 0 & -2 & 0 & 0 & -2 & -4 & 2 & 2 & 0 & 0 \\
-2 & 2 & 0 & 3 & 1 & -1 & 4 & 2 & -8 & -1 & 1 & 2 \\
-1 & -1 & 2 & 1 & 1 & -1 & 2 & 2 & -1 & -8 & 0 & 0 \\
-1 & 1 & 0 & -1 & -1 & -1 & 0 & 0 & 1 & 0 & -8 & -2 \\
0 & 0 & 0 & -2 & 0 & 0 & 0 & 0 & 2 & 0 & -2 & -8 \\
\end{pmatrix}$

$L_{(p=13,\sigma=2)} = \begin{pmatrix}
-10 & 0 & 4 & 2 & 0 & 2 & -2 & -6 & -2 & -2 & -4 & -1 & 11 \\
0 & -4 & 0 & 0 & 0 & 0 & 0 & 0 & -2 & 2 & 2 & -2 \\
4 & 0 & -4 & -2 & 0 & -2 & 2 & 2 & 4 & 4 & 4 & -6 \\
2 & 0 & -2 & -4 & 0 & -2 & 2 & 0 & 2 & 2 & 2 & -2 \\
0 & 0 & 0 & 0 & -4 & 0 & 0 & 0 & 0 & -2 & 0 & 0 \\
2 & 0 & -2 & -2 & 0 & -4 & 2 & 2 & 2 & 2 & 2 & -2 \\
-2 & 0 & 2 & 2 & 0 & 2 & -4 & -2 & -4 & -4 & -2 & 2 \\
-6 & 0 & 2 & 0 & 0 & 2 & -2 & -10 & -2 & -6 & -5 & 11 \\
-2 & -2 & 4 & 2 & 0 & 2 & -4 & -2 & -14 & -6 & -7 & 1 \\
-4 & 2 & 4 & 2 & -2 & 2 & -4 & -6 & -6 & -16 & -10 & 8 \\
-1 & 2 & 4 & 2 & 0 & 2 & -2 & -5 & -7 & -10 & -20 & 14 \\
11 & -2 & -6 & -2 & 0 & -2 & 2 & 11 & 1 & 8 & 14 & -28 \\
\end{pmatrix}$
\[
L_{(p=17, \sigma=2)} = \begin{pmatrix}
-4 & 2 & 0 & 0 & 0 & 0 & 0 & 2 & 0 & 2 & 2 & -2 & 2 & -2 & 2 \\
2 & -4 & 0 & 0 & 0 & 0 & 0 & 0 & -2 & -2 & 2 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & -6 & -3 & 3 & 2 & 2 & 0 & 0 \\
2 & 0 & 0 & 0 & 0 & 2 & 2 & -4 & 0 & -2 & 0 & 0 & 0 & 0 \\
-2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -6 & -3 & 3 & 2 & 2 & 0 \\
2 & 0 & 0 & 0 & 0 & 2 & 2 & -2 & -3 & -16 & 6 & 7 & 2 & 0 \\
-2 & -2 & 2 & 2 & 0 & 0 & 0 & 3 & 6 & -16 & 3 & -2 & 0 & 0 \\
-2 & 0 & 0 & 0 & -2 & -2 & 2 & 2 & 7 & 3 & -18 & 4 & 0 & 0 \\
-2 & 0 & 2 & 0 & 0 & -2 & 0 & 2 & 2 & -2 & 4 & -16 & 0 & 0
\end{pmatrix}
\]

\[
L_{(p=23, \sigma=2)} = \begin{pmatrix}
-4 & 2 & 0 & 0 & 0 & 0 & 0 & 2 & 0 & 2 & 2 & -2 & 2 & 2 \\
2 & -4 & 0 & 0 & 0 & 0 & 0 & 0 & -2 & -2 & 2 & 0 & 0 & 0 \\
0 & 0 & -4 & 0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & -4 & -2 & -2 & 0 & 0 & -2 & -2 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & -2 & -4 & 0 & 0 & 0 & -2 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & -2 & 0 & -4 & 0 & 0 & -2 & 0 & 0 & 0 & 0 & 0 \\
2 & 0 & 0 & 0 & 0 & 0 & -4 & 0 & -2 & 2 & 2 & -2 & 0 & 0 \\
0 & 0 & -1 & 0 & 0 & 0 & 0 & -6 & 0 & 0 & 0 & 0 & 0 & 0 \\
2 & -2 & 0 & -2 & 0 & -2 & 0 & 0 & -8 & 0 & 2 & 0 & 0 & 0 \\
2 & -2 & 0 & -2 & -2 & 0 & -2 & 0 & 0 & -12 & 4 & 0 & 0 & 0 \\
-2 & 2 & 0 & 0 & 0 & 0 & 2 & 0 & 2 & 4 & -16 & -6 & 0 & 0 \\
2 & 0 & 0 & 0 & 0 & 0 & -2 & 0 & 0 & 0 & -6 & -28 & 0 & 0
\end{pmatrix}
\]

\[
L_{(p=3, \sigma=3)} = \begin{pmatrix}
-6 & 3 & 2 & -3 & 0 & 1 & -1 & -1 & 0 & -2 & 0 & -2 \\
3 & -8 & -3 & 2 & 3 & 1 & -1 & 1 & 2 & 0 & 0 & -1 \\
2 & -3 & -6 & 3 & 0 & -1 & -1 & -1 & 0 & 2 & 0 & -2 \\
-3 & 2 & 3 & -8 & -1 & 1 & -1 & 1 & 2 & 0 & -2 & -1 \\
0 & 3 & 0 & -1 & -6 & 1 & -1 & 1 & 0 & 0 & -2 & 0 \\
1 & 1 & -1 & 1 & 1 & -4 & 0 & 0 & -2 & 2 & 0 & 1 \\
-1 & -1 & -1 & -1 & 0 & -4 & 0 & 0 & 0 & -2 & -1 & 0 \\
-1 & 1 & -1 & 1 & 1 & 0 & 0 & -4 & 0 & 0 & 2 & -1 \\
0 & 2 & 0 & 2 & 0 & -2 & 0 & 0 & -4 & 0 & 0 & 2 \\
-2 & 0 & 2 & 0 & 0 & 2 & 0 & 0 & -4 & 0 & 0 & 0 \\
0 & 0 & 0 & -2 & -2 & 0 & -2 & 2 & 0 & 0 & -4 & 0 \\
-2 & -1 & -2 & -1 & 0 & 1 & -1 & -1 & 2 & 0 & 0 & -6
\end{pmatrix}
\]

\[
L_{(p=5, \sigma=3)} = \begin{pmatrix}
-6 & -2 & 0 & 0 & 2 & -2 & 2 & 1 & 1 & -2 & -4 & 0 \\
-2 & -4 & 0 & 2 & -2 & -2 & 0 & 2 & 2 & 0 & -2 & 2 \\
0 & 0 & -4 & 0 & 0 & 2 & 0 & 0 & 2 & 0 & 0 & 0 \\
0 & 2 & 0 & -6 & 2 & 2 & 0 & -3 & -1 & 0 & 0 & 0 \\
2 & -2 & 0 & 2 & -6 & 2 & 0 & 3 & 3 & 2 & 4 & 0 \\
-2 & -2 & 2 & 2 & 2 & -8 & -2 & 2 & 0 & 0 & -6 & 2 \\
2 & 0 & 0 & 0 & 0 & -2 & -6 & 1 & -1 & 0 & 0 & 0 \\
1 & 2 & 0 & -3 & 3 & 2 & 1 & -8 & -4 & -2 & 1 & -1 \\
1 & 2 & 2 & -1 & 3 & 0 & -1 & -4 & -8 & 0 & 1 & 0 \\
-2 & 0 & 0 & 0 & 2 & 0 & 0 & -2 & 0 & -8 & 0 & -2 \\
-4 & -2 & 0 & 0 & 4 & -6 & 0 & 1 & -1 & 0 & -14 & 8 \\
0 & 2 & 0 & 0 & 0 & 2 & 0 & -1 & 1 & -2 & 8 & -10
\end{pmatrix}
\]
\[
L_{(p=7, \sigma=3)} = \begin{pmatrix}
-4 & -2 & 0 & 0 & 2 & 2 & 2 & 2 & 0 & 0 & 0 & 0 \\
-2 & -6 & -2 & 2 & 2 & -1 & 1 & 1 & 0 & 1 & 2 & 1 \\
0 & -2 & 6 & 0 & 0 & -3 & -1 & -3 & -2 & 1 & 0 & 1 \\
0 & 2 & 0 & -6 & -2 & -1 & -1 & -1 & 2 & -1 & -2 & -1 \\
2 & 2 & 0 & -2 & -6 & 1 & 1 & -3 & 0 & 1 & -2 & -1 \\
2 & -1 & -3 & -1 & 1 & -8 & -1 & -2 & 0 & -2 & 3 & -2 \\
2 & 1 & -1 & -1 & 1 & -1 & -8 & 1 & 0 & -1 & -3 & 1 \\
2 & 1 & -3 & -1 & -3 & -2 & 1 & -8 & -2 & 2 & -1 & 0 \\
0 & 0 & -2 & 2 & 0 & 0 & 0 & -2 & -8 & 2 & -2 & -2 \\
0 & 1 & 1 & -1 & 1 & -2 & -1 & 2 & 2 & -8 & 3 & -4 \\
0 & 2 & 0 & -2 & -2 & 3 & -3 & -1 & 2 & 3 & -10 & 3 \\
0 & 1 & 1 & -1 & -1 & -2 & 1 & 0 & -2 & -4 & 3 & -12
\end{pmatrix}
\]

\[
L_{(p=13, \sigma=3)} = \begin{pmatrix}
-4 & -2 & -2 & 2 & 2 & 0 & -2 & -2 & -4 & -4 & -4 & -4 & 2 \\
-2 & -4 & 0 & 1 & 2 & 1 & 0 & 0 & -2 & -2 & -2 & 0 \\
-2 & 0 & -4 & 0 & -2 & -2 & 0 & 0 & -2 & -2 & -2 & 2 \\
2 & 1 & 0 & -6 & -3 & 0 & 3 & 1 & 2 & 4 & 4 & 0 \\
2 & 2 & -2 & -3 & -8 & -3 & 4 & 4 & 4 & 2 & 2 & 0 \\
0 & 1 & -2 & 0 & -3 & -14 & -1 & -3 & 1 & 2 & 6 & 2 \\
-2 & 0 & 0 & 3 & 4 & -1 & -8 & -4 & -4 & -2 & 0 & 0 \\
-2 & 0 & 0 & 1 & 4 & -3 & -4 & -16 & -2 & 2 & 2 & -2 \\
-4 & -2 & -2 & 2 & 4 & -2 & -4 & -2 & -24 & -6 & -6 & -2 \\
-4 & -2 & -2 & 4 & 2 & 6 & -2 & -6 & -28 & -2 & -2 & -2 \\
-4 & -2 & -2 & 4 & 2 & 6 & -2 & -6 & -2 & -28 & -2 & -2 \\
2 & 0 & 2 & 0 & 0 & 2 & 0 & -2 & -2 & -2 & -2 & -8
\end{pmatrix}
\]

\[
L_{(p=17, \sigma=3)} = \begin{pmatrix}
-4 & 0 & 0 & 0 & 2 & 0 & -2 & 0 & -2 & 2 & 2 & 2 & -2 \\
0 & -4 & 0 & 0 & -2 & 0 & -2 & 0 & 0 & 0 & 0 & 2 & 0 \\
0 & 0 & -4 & 0 & 2 & 0 & -2 & 2 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & -4 & 2 & 0 & 2 & -2 & -2 & 0 & 2 & 0 & 0 \\
2 & 2 & 2 & 2 & -8 & 0 & 0 & -2 & 4 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & -6 & -2 & 0 & 0 & -2 & 2 & 3 \\
-2 & -2 & -2 & 2 & 0 & -2 & -16 & 2 & 0 & 6 & -4 & 0 & 0 \\
0 & 0 & 2 & -2 & 0 & 2 & -20 & 0 & -8 & -8 & 8 & 8 \\
-2 & 0 & 0 & -2 & 4 & 0 & 0 & 0 & 0 & 0 & -20 & -8 & -6 & 8 \\
2 & 0 & 0 & 0 & 0 & -2 & 6 & -8 & -8 & -26 & -10 & 15 & 0 \\
2 & 2 & 0 & -2 & -2 & 4 & -8 & -6 & -10 & -28 & 4 & 0 & 0 \\
-2 & 0 & 0 & 0 & 0 & 3 & 0 & 8 & 8 & 15 & 4 & -24 & 0
\end{pmatrix}
\]

\[
L_{(p=3, \sigma=4)} = \begin{pmatrix}
-4 & 1 & 1 & -1 & 0 & 0 & -2 & -1 & -1 & 2 & -2 & 2 & -2 \\
1 & -3 & 1 & -1 & 1 & 0 & 2 & 0 & 0 & 1 & -1 & 2 & -2 \\
1 & 1 & -6 & -2 & 1 & 2 & 2 & 3 & 3 & -1 & 3 & -2 \\
-1 & -1 & -2 & -6 & -1 & 2 & 0 & 3 & -1 & 1 & 1 & 0 \\
0 & 1 & 1 & -1 & -4 & 0 & -2 & 1 & -1 & -2 & 0 & 0 \\
0 & 0 & 2 & 2 & 0 & -4 & -2 & 0 & -2 & 2 & -2 & 2 \\
-2 & 2 & 2 & 0 & -2 & -2 & -8 & 0 & -4 & -2 & -2 & 0 \\
-1 & 0 & 3 & 3 & 1 & 0 & 0 & -8 & 0 & 1 & 1 & -2 \\
-1 & 0 & 3 & -1 & -1 & -2 & -4 & 0 & -8 & -1 & -3 & 2 \\
2 & 1 & -1 & -1 & -2 & 2 & 2 & 1 & -1 & -8 & 2 & 0 \\
-2 & -1 & 3 & -1 & 0 & -2 & -2 & 1 & -3 & 2 & -8 & 0 \\
-2 & 2 & -2 & 0 & 0 & 2 & 0 & -2 & 2 & 0 & 0 & -8
\end{pmatrix}
\]
\[
L_{(p=5, \sigma=4)} = 
\begin{pmatrix}
-8 & 2 & -2 & 2 & 4 & 0 & -2 & -2 & -2 & -4 & -2 & 0 \\
2 & -8 & -2 & 2 & 4 & 0 & -2 & -2 & -2 & -4 & -2 & 0 \\
-2 & -2 & -4 & 2 & 2 & 1 & 0 & 0 & -1 & -3 & -2 & -4 \\
2 & 2 & 2 & -8 & -4 & 2 & 4 & 4 & 0 & 6 & 4 & 0 \\
4 & 4 & 2 & -4 & -8 & 0 & 4 & 4 & 2 & 8 & 2 & 0 \\
0 & 0 & 1 & 2 & 0 & -10 & -5 & 0 & -2 & -1 & -1 & 8 \\
-2 & -2 & 0 & 4 & 4 & -5 & -12 & -2 & -3 & -5 & -2 & 8 \\
-2 & -2 & 0 & 4 & 4 & 0 & -2 & -12 & 2 & 0 & -2 & -2 \\
-2 & -2 & -1 & 0 & 2 & -2 & -3 & 2 & -6 & -3 & -1 & 2 \\
-4 & -4 & -3 & 6 & 8 & -1 & -5 & 0 & -3 & -16 & -3 & 6 \\
-2 & -2 & -2 & 4 & 2 & -1 & -2 & -2 & -1 & -3 & -8 & 0 \\
0 & 0 & -4 & 0 & 0 & 8 & 8 & -2 & 2 & 6 & 0 & -24
\end{pmatrix}
\]

\[
L_{(p=7, \sigma=4)} = 
\begin{pmatrix}
-4 & 1 & -1 & 1 & 1 & 0 & -1 & -1 & -2 & -1 & 0 & -2 \\
1 & -8 & 0 & -3 & 1 & -2 & -2 & -5 & -4 & -5 & -4 & -1 \\
-1 & 0 & -8 & -1 & 3 & 0 & -4 & -4 & -1 & -2 & -5 & -8 \\
1 & -3 & -1 & -10 & -2 & -2 & -1 & -5 & -1 & -7 & -5 & -6 \\
1 & 1 & 3 & -2 & -10 & -4 & -1 & 3 & 1 & 7 & 5 & 2 \\
0 & -2 & 0 & -2 & -4 & -12 & -2 & 0 & -4 & 4 & 0 & -2 \\
-1 & -2 & -4 & -1 & -1 & -2 & -16 & 0 & 1 & 4 & 1 & -2 \\
-1 & -2 & -4 & -5 & 3 & 0 & 0 & -8 & -3 & -8 & -7 & -8 \\
-2 & -5 & -1 & -1 & 1 & -4 & 1 & -3 & -12 & -5 & -8 & -2 \\
-1 & -4 & -2 & -7 & 7 & 4 & 4 & -8 & -5 & -20 & -13 & -4 \\
0 & -5 & -5 & -5 & 5 & 0 & 1 & -7 & -8 & -13 & -20 & -6 \\
-2 & -4 & -8 & -6 & 2 & -2 & -2 & -8 & -2 & -4 & -6 & -24
\end{pmatrix}
\]

\[
L_{(p=11, \sigma=4)} = 
\begin{pmatrix}
-12 & -1 & 2 & 0 & 2 & -1 & 1 & 0 & -1 & 6 & -6 & -6 \\
-1 & -10 & 2 & 2 & 2 & 2 & 2 & 2 & -4 & -1 & -3 & 1 \\
2 & 2 & -8 & 0 & 0 & 2 & -2 & 0 & 2 & 2 & 2 & 0 \\
0 & 0 & -8 & 0 & -2 & -4 & 4 & 0 & 4 & -4 & 4 & 0 \\
2 & 2 & 0 & 0 & -8 & 2 & -2 & 0 & 2 & -4 & 0 & 2 \\
-1 & 2 & 2 & -2 & 2 & -10 & 0 & -2 & -1 & -1 & -1 & 1 \\
1 & 2 & -2 & -4 & -2 & 0 & -14 & 2 & 1 & 7 & -7 & -3 \\
0 & -4 & 0 & 4 & 0 & -2 & 2 & -16 & 0 & -10 & 8 & 2 \\
-1 & -1 & 2 & 0 & 2 & -1 & 1 & 0 & -12 & -5 & 5 & 5 \\
6 & -3 & 2 & 4 & -4 & -1 & 7 & -10 & -5 & -24 & 12 & 6 \\
-6 & 1 & 2 & -4 & 0 & -1 & -7 & 8 & 5 & 12 & -20 & -6 \\
-6 & -3 & 0 & 4 & 2 & -1 & -3 & 2 & 5 & 6 & -6 & -28
\end{pmatrix}
\]

\[
L_{(p=13, \sigma=4)} = 
\begin{pmatrix}
-8 & 2 & 0 & 0 & 0 & 0 & -2 & 0 & -6 & -2 & -2 & 2 \\
2 & -12 & 1 & 0 & 0 & 2 & -7 & 1 & 0 & -2 & -2 & -3 \\
0 & 1 & -20 & 5 & -5 & 2 & 8 & 1 & 7 & 0 & 0 & -3 \\
0 & 0 & 5 & -16 & 12 & -14 & -13 & -7 & -10 & -10 & -8 & 15 \\
0 & 0 & -5 & 12 & -16 & 14 & 13 & 7 & 14 & 8 & 10 & -15 \\
0 & 2 & -2 & -14 & 14 & -20 & -10 & -10 & -14 & -8 & -8 & 16 \\
-2 & -7 & 8 & -13 & 13 & -10 & -28 & -5 & -7 & -14 & -14 & 13 \\
0 & 1 & 1 & -7 & 7 & -10 & -5 & -18 & -7 & -4 & -4 & 8 \\
-6 & 0 & 7 & -10 & 14 & -14 & -7 & -7 & -32 & -2 & -4 & 15 \\
-2 & -2 & 0 & -10 & 8 & -8 & -14 & -4 & -2 & -28 & -14 & 14 \\
-2 & -2 & 0 & -8 & 10 & -8 & -14 & -4 & -4 & -14 & -28 & 14 \\
2 & -3 & -3 & 15 & -15 & 16 & 13 & 8 & 15 & 14 & 14 & -22
\end{pmatrix}
\]
\begin{align*}
L_{(p=17,\sigma=4)} &= \begin{pmatrix}
-8 & -4 & 0 & -4 & 0 & -2 & 0 & -2 & 0 & 4 & -4 & -2 \\
-4 & -8 & 0 & 0 & 0 & -4 & 2 & 2 & -2 & 0 & -4 & -2 \\
0 & 0 & -6 & 0 & -1 & 0 & -3 & 0 & 3 & 0 & -2 & 0 \\
-4 & 0 & 0 & -8 & 0 & 0 & 0 & -2 & 0 & 4 & -4 & 2 \\
0 & 0 & -1 & 0 & -20 & 0 & -9 & 0 & 9 & 0 & -6 & 0 \\
-2 & -4 & 0 & 0 & 0 & -36 & 18 & 18 & 16 & 0 & -2 & 16 \\
0 & 2 & -3 & 0 & -9 & 18 & -32 & -18 & -2 & -8 & 0 & 0 \\
-2 & 2 & 0 & -2 & 0 & 18 & -18 & -36 & -16 & 2 & 0 & 0 \\
0 & -2 & 3 & 0 & 9 & 16 & -2 & -16 & -32 & 8 & 0 & 0 \\
4 & 0 & 0 & 4 & 0 & 0 & -8 & 2 & 8 & -20 & 2 & 0 \\
-4 & -4 & -2 & -4 & -6 & -2 & 0 & 0 & 2 & -16 & 0 & 0 \\
-2 & -2 & 0 & 2 & 0 & 16 & 0 & 0 & 0 & 0 & 0 & -36
\end{pmatrix}
\end{align*}

\begin{align*}
L_{(p=23,\sigma=4)} &= \begin{pmatrix}
-4 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-1 & -6 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -8 & 0 & -4 & 4 & -4 & 0 & 0 & 2 & -2 & 0 \\
0 & 0 & 0 & -8 & 0 & -4 & 0 & -2 & -4 & 4 & -4 & -2 \\
0 & 0 & -4 & 0 & -16 & 0 & -6 & 2 & 4 & 4 & 2 & -2 \\
0 & 0 & 4 & -4 & 0 & -24 & 8 & -4 & -8 & 8 & 6 & 2 \\
0 & -4 & -4 & 0 & -6 & 8 & -36 & -6 & -12 & -8 & -10 & 6 \\
0 & 0 & 0 & -2 & 2 & -4 & -6 & -32 & -18 & -6 & -8 & 8 \\
0 & 0 & 0 & -4 & 4 & -8 & -12 & -18 & -36 & -12 & -16 & 16 \\
0 & 0 & 2 & 4 & 4 & 8 & -8 & 6 & 12 & -36 & -8 & 8 \\
0 & 0 & -2 & -4 & 2 & 6 & -10 & -8 & 16 & -8 & -36 & 6 \\
0 & 0 & 0 & -2 & -2 & 2 & 6 & 8 & 16 & 8 & 6 & -32
\end{pmatrix}
\end{align*}

\begin{align*}
L_{(p=3,\sigma=5)} &= \begin{pmatrix}
-4 & 0 & 0 & -2 & -2 & 2 & -2 & -2 & 2 & -2 & 2 & -2 \\
0 & -4 & -1 & 2 & 2 & -2 & 2 & 2 & -2 & -2 & 2 & -2 \\
0 & -1 & -4 & -1 & 2 & 1 & 2 & -1 & -2 & 1 & 2 & -2 \\
-2 & 2 & -1 & -8 & -2 & 2 & -2 & -2 & 2 & 0 & 0 & 0 \\
-2 & 2 & 2 & -2 & -8 & 2 & -2 & -2 & 2 & 0 & 0 & 0 \\
2 & -2 & 1 & 2 & 2 & -8 & 2 & 2 & -2 & 0 & 0 & 0 \\
-2 & 2 & 2 & -2 & -2 & 2 & -2 & -8 & 2 & 0 & 0 & 0 \\
-2 & 2 & -1 & -2 & -2 & 2 & -2 & -8 & 2 & 0 & 0 & 0 \\
-2 & -2 & 2 & 2 & 2 & -2 & 2 & 2 & -8 & 0 & 0 & 0 \\
-2 & -2 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & -8 & 2 & -2 \\
2 & 2 & 2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -8 & 2 \\
-2 & -2 & -2 & 0 & 0 & 0 & 0 & 0 & 0 & -2 & 2 & -8
\end{pmatrix}
\end{align*}

\begin{align*}
L_{(p=5,\sigma=5)} &= \begin{pmatrix}
-8 & 1 & -4 & 1 & -2 & 2 & 1 & -4 & -1 & -2 & -2 & -1 \\
1 & -6 & 1 & 5 & -2 & -3 & 3 & -1 & -4 & -3 & -3 & 0 \\
-4 & 1 & -8 & -1 & -4 & 4 & 3 & -4 & -1 & -2 & -2 & 1 \\
1 & 5 & -1 & -8 & 2 & 3 & -2 & 5 & 5 & 5 & 5 & 3 \\
-2 & -2 & -4 & 2 & -12 & 2 & 4 & -2 & -8 & -6 & -6 & -2 \\
2 & -3 & 4 & 3 & 2 & -12 & 1 & 2 & -7 & -4 & -4 & -3 \\
1 & 3 & 3 & -2 & 4 & 1 & -12 & 3 & 7 & 9 & 9 & -3 \\
-4 & -1 & -4 & 5 & -2 & 2 & 3 & -16 & -9 & -8 & -8 & 5 \\
-1 & -4 & -1 & 5 & -8 & -7 & 7 & -9 & -26 & -17 & -17 & 0 \\
-2 & -3 & -2 & 5 & -6 & -4 & 9 & -8 & -17 & -24 & -14 & 5 \\
-2 & -3 & -2 & 5 & -6 & -4 & 9 & -8 & -17 & -14 & -24 & 5 \\
-1 & 0 & 1 & 3 & -2 & -3 & -3 & 5 & 0 & 5 & 5 & -18
\end{pmatrix}
\end{align*}
compute the generic number of isomorphism classes of Enriques quotients of a supersingular comparatively simple cases, computing each of those numbers was very memory intensive. This yields a lower bound for the number of Enriques involutions of a stabilizer in Remark 4.4. In theory, with the presented approach, it should be possible to explicitly.

\[
L_{(p=7, \sigma=5)} = \begin{pmatrix}
-8 & 0 & 0 & 0 & 0 & -4 & -4 & -4 & 6 & 2 & 0 \\
0 & -8 & 4 & -4 & 4 & 4 & 8 & 0 & 0 & -4 & 4 \\
0 & 4 & -16 & 2 & -2 & -2 & -4 & 0 & 0 & 2 & -2 \\
0 & -4 & 2 & -16 & 2 & 2 & 4 & 0 & 0 & 2 & -2 \\
0 & 4 & -2 & 2 & -16 & -2 & -4 & 0 & 0 & 2 & -2 \\
0 & 4 & -2 & 2 & -16 & -2 & -4 & 0 & 0 & 2 & -2 \\
-4 & 8 & -4 & 4 & -4 & -4 & -24 & -2 & -2 & 14 & 4 \\
-4 & 0 & 0 & 0 & 0 & 2 & -16 & -2 & 10 & 8 & 7 \\
-4 & 0 & 0 & 0 & 0 & 2 & -16 & -2 & 10 & 8 & 7 \\
6 & -4 & 2 & -2 & 2 & 2 & 4 & 8 & 8 & -10 & 20 \\
2 & 4 & -2 & 2 & -2 & -2 & 4 & 8 & 8 & -10 & 20 \\
0 & 5 & -6 & -1 & -6 & -6 & -19 & 7 & 7 & 6 & 8 \\
\end{pmatrix}
\]

\[
L_{(p=13, \sigma=5)} = \begin{pmatrix}
-8 & 0 & 0 & 0 & 0 & 0 & -4 & -4 & -4 & 6 & 2 & 0 \\
0 & -8 & 4 & -4 & 4 & 4 & 8 & 0 & 0 & -4 & 4 & 5 \\
0 & 4 & -16 & 2 & -2 & -2 & -4 & 0 & 0 & 2 & -2 & -6 \\
0 & -4 & 2 & -16 & 2 & 2 & 4 & 0 & 0 & 2 & -2 & -1 \\
0 & 4 & -2 & 2 & -16 & -2 & -4 & 0 & 0 & 2 & -2 & -6 \\
0 & 4 & -2 & 2 & -16 & -2 & -4 & 0 & 0 & 2 & -2 & -6 \\
-4 & 8 & -4 & 4 & -4 & -4 & -24 & -2 & -2 & 14 & 4 & -19 \\
-4 & 0 & 0 & 0 & 0 & 2 & -16 & -2 & 10 & 8 & 7 \\
-4 & 0 & 0 & 0 & 0 & 2 & -16 & -2 & 10 & 8 & 7 \\
6 & -4 & 2 & -2 & 2 & 2 & 14 & 10 & 10 & -24 & -10 & 6 \\
2 & 4 & -2 & 2 & -2 & -2 & 4 & 8 & 8 & -10 & -20 & 8 \\
0 & 5 & -6 & -1 & -6 & -6 & -19 & 7 & 7 & 6 & 8 & -32 \\
\end{pmatrix}
\]

\[
L_{(p=17, \sigma=5)} = \begin{pmatrix}
-6 & 1 & 2 & -2 & 1 & 3 & -3 & -3 & 3 & 3 & -3 & -3 \\
1 & -20 & -6 & 6 & -3 & 8 & -8 & -8 & -8 & 8 & -8 & -8 \\
2 & -6 & -16 & 8 & -6 & -2 & 0 & 2 & 0 & 0 & 0 & 0 \\
-2 & 6 & 8 & -16 & 6 & 0 & -2 & 0 & 2 & 2 & -2 & -2 \\
1 & -3 & -6 & 6 & -20 & -9 & 9 & 8 & 9 & 8 & -8 & 8 \\
3 & 8 & -2 & 0 & -9 & -40 & 14 & 6 & 3 & -14 & 14 & 14 \\
-3 & -8 & 0 & -2 & 9 & 14 & -40 & -14 & -11 & 6 & -6 & -6 \\
-3 & -8 & 2 & 0 & 9 & 6 & -14 & -40 & -3 & 14 & -14 & -14 \\
3 & -9 & 0 & 2 & 8 & 3 & -11 & -3 & -40 & 11 & -11 & -11 \\
3 & 8 & 0 & 2 & -9 & -14 & 14 & 14 & 11 & -40 & 6 & 6 \\
-3 & -8 & 0 & -2 & 9 & 14 & -6 & -14 & -11 & 6 & -40 & -6 \\
-3 & -8 & 0 & -2 & 9 & 14 & -6 & -14 & -11 & 6 & -6 & -40 \\
\end{pmatrix}
\]

Remark 4.4. In theory, with the presented approach, it should be possible to explicitly compute the generic number of isomorphism classes of Enriques quotients of a supersingular K3 surface $X$ with given characteristic $p$ of the ground field $k$ and Artin invariant $\sigma$.

Namely, in Theorem 3.9 the $M_i$ are members of isometry-classes of lattices in the genus $(0, 12, \delta_{p,\sigma})$ that contain no $(-2)$-vectors. Two different isometry-classes in particular yield two different orbits for the action of $O(\text{NS}(X))$.

The MAGMA-command \texttt{Representatives(G)}; computes a representative for every isometry-class in a given genus $G$. We can then distinguish the isometry-classes that contain no $(-2)$-vectors and compute the orthogonal group of their discriminant lattice as well as their stabilizer in $O(\text{NS})$. We note that each of those steps still is very complicated.

4.2. Lower bounds. Using the method from the previous remark, we computed the number Rep($p, \sigma$) of isometry-classes of lattices without $(-2)$-vectors for some genera $(0, 12, \delta_{p,\sigma})$ in small characteristics. This yields a lower bound for the number of Enriques involutions of a supersingular K3 surface in these cases. However, since the groups $O(q_{NS})$ are large already in these cases, this bound is possibly not optimal. We also note, that already in these comparatively simple cases, computing each of those numbers was very memory intensive.
Proposition 4.5. For the number of isomorphism classes of Enriques quotients of a supersingular K3 surface of Artin invariant $\sigma$ over an algebraically closed ground field $k$ of characteristic $p$ we found the following weak lower bounds $\text{Rep}(p, \sigma)$:

| $p$ | $\sigma = 1$ | $\sigma = 2$ | $\sigma = 3$ | $\sigma = 4$ | $\sigma = 5$ |
|-----|---------------|---------------|---------------|---------------|---------------|
| 3   | 2             | 12            | 30            | 20            | 7             |
| 5   | 10            | 222           | 862           | 302           | 24            |
| 7   | 42            | 3565          | ?             | 4313          | 81            |
| 11  | 256           | ?             | ?             | ?             | 438           |
| 13  | 537           | ?             | ?             | ?             | 866           |
| 17  | 2298          | ?             | ?             | ?             | 2974          |

4.3. Upper bounds. The cardinality of the quotients $O(q_{\text{NS}(X)})/\text{pr}(K^{(j)})$ in Theorem 3.9 is difficult to compute, but one can easily find the cardinalities of the groups $O(q_{\text{NS}(X)})$. Therefore, we can use Theorem 3.9 and Proposition 4.5 to find (weak) upper bounds for the number isomorphism classes of Enriques quotients for small $p$ and $\sigma$.

Proposition 4.6. For the number of isomorphism classes of Enriques quotients of a supersingular K3 surface of Artin invariant $\sigma$ over an algebraically closed ground field $k$ of characteristic $p$ we found the following weak upper bounds:

| $p$ | $\sigma = 1$ | $\sigma = 2$ | $\sigma = 3$ | $\sigma = 4$ | $\sigma = 5$ |
|-----|---------------|---------------|---------------|---------------|---------------|
| 3   | 16            | 17280         | $8 \cdot 10^8$ | $9 \cdot 10^{14}$ | $4 \cdot 10^{22}$ |
| 5   | 120           | $7 \cdot 10^6$ | $6 \cdot 10^{13}$ | $3 \cdot 10^{22}$ | $2 \cdot 10^{33}$ |
| 7   | 672           | $9 \cdot 10^8$ | ?             | $4 \cdot 10^{27}$ | $2 \cdot 10^{49}$ |
| 11  | 6144          | ?             | ?             | 7 $\cdot 10^{49}$ |                |
| 13  | 15036         | ?             | ?             | 3 $\cdot 10^{53}$ |                |
| 17  | 82728         | ?             | ?             | 2 $\cdot 10^{59}$ |                |

Proof. Using the formula (2.4) for quadratic forms of type IV from [Sol65], we can directly compute the cardinality of $O(q_{\text{NS}(X)})$ for a supersingular K3 surface $X$. It follows from Theorem 3.9 that multiplying these cardinalities with the lower bounds from Proposition 4.5 yields upper bounds for the numbers of isomorphism classes of Enriques quotients.

4.4. The case $p = 3$ and $\sigma = 1$. The number $\text{Rep}(3, 1) = 2$ is small enough that computing the number of all isomorphism classes of Enriques quotients of the supersingular K3 surface $X$ of Artin invariant 1 over an algebraically closed field $k$ of characteristic 3 is a feasible goal. More precisely, using Theorem 3.9 we only need to compute the cardinality of the quotient $O(q_{\text{NS}(X)})/\text{pr}(K^{(j)})$ for two different sublattices $M_1$ and $M_2$ of $\text{NS}(X)$. To this end, let us first describe a better way to understand the subgroups $K^{(j)}$. It follows from [Nik80, Theorem 1.14.2] that the canonical morphism of orthogonal groups $O(\Gamma(2)) \rightarrow O(q_{\Gamma(2)})$ is surjective. Since $M$ is isomorphic to $\Gamma(2)$ it thus follows from [Nik80, Corollary 1.5.2] that for any automorphism $\psi': M^+ \rightarrow M^+$ we can choose an automorphism $\varphi': M \rightarrow M$ such that $\psi' \oplus \varphi'$ extends to an automorphism $\psi$ of $\text{NS}(X)$.

Proposition 4.7. Let $X$ be a supersingular K3 surface and let $M \in \mathfrak{M}$ be a primitive sublattice of $\text{NS}(X)$. If $\psi': M^+ \rightarrow M^+$ is an isometry of $M^+$, then there exists an isometry $\psi: \text{NS}(X) \rightarrow \text{NS}(X)$ of $\text{NS}(X)$ such that $\psi|_{M^+} = \psi'$. In particular, we have $\psi(M) = M$. Further, the image of $\psi$ in $O(q_{\text{NS}(X)})$ only depends on $\psi$.

Proof. It follows from [Nik80, Theorem 1.14.2] that the canonical morphism of orthogonal groups $O(\Gamma(2)) \rightarrow O(q_{\Gamma(2)})$ is surjective. Since $M$ is isomorphic to $\Gamma(2)$ it then follows from [Nik80, Corollary 1.5.2] that for any automorphism $\psi': M^+ \rightarrow M^+$ we can choose an automorphism $\varphi': M \rightarrow M$ such that $\psi' \oplus \varphi'$ extends to an automorphism $\psi$ of $\text{NS}(X)$.
Since we have natural maps
\[ \{\psi \in O(\text{NS}(X)) \mid \psi(M) = M\} \to O(M^\perp) \to O(q_{M^\perp}) \cong O(q_M) \oplus O(\text{NS}(X)) \to O(\text{NS}(X)) \]
the second statement of the proposition follows.

In other words, in Theorem 3.9, the subgroup \( \text{pr}(K^{(j)}) \) of \( O(\text{NS}(X)) \) is the image of \( O(M_j^+) \) in \( O(\text{NS}(X)) \). We thus have the following corollary.

**Corollary 4.8.** Let \( k \) be an algebraically closed field of characteristic \( p \geq 3 \) and let \( X \) be a supersingular K3 surface over \( k \). Let \( M_1, \ldots, M_k \in \mathfrak{M} \) be a complete set of representatives for the action of \( O(\text{NS}(X)) \) on \( \mathfrak{M} \). For each \( j \in \{1, \ldots, k\} \), we write \( \text{im}(O(M_j^+)) \) for the image of \( O(M_j^+) \) in \( O(\text{NS}(X)) \) under the natural map \( O(M_j^+) \to O(q_{M_j^+}) \to O(\text{NS}(X)) \). Then we have inequalities

\[ k \leq \#\{\text{Enriques quotients of } X\} \leq \sum_{j=1}^k \#(O(q_{\text{NS}(X)})/\text{im}(O(M_j^+))). \]

If \( X \) is such that for each automorphism \( \theta \in \text{Aut}(X) \) the induced automorphism on the quotient \( \text{NS}(X)^*/\text{NS}(X) \) is either the identity or multiplication by \(-1\), then the inequality above becomes an equality on the right side.

We use these results to prove the following theorem.

**Theorem 4.9.** There are exactly two isomorphism classes of Enriques quotients of the supersingular K3 surface \( X \) of Artin invariant 1 over an algebraically closed field \( k \) of characteristic 3.

**Proof.** Since we computed \( \text{Rep}(3,1) = 2 \), there are at least two isomorphism classes of Enriques quotients of \( X \). Namely, our MAGMA results show that exactly the two lattices \( M_1^+ \) and \( M_2^+ \) show up as orthogonal complements for primitive embeddings \( M \hookrightarrow \text{NS}(X) \) with \( M \in \mathfrak{M} \), where there are bases \( B_i \) of \( M_i^+(-1) \) such that we find as Gram matrices with regard to these bases the matrices

\[
M_1^+(-1) = \begin{pmatrix}
4 & -2 & 0 & 2 & 2 & -2 & -1 & -2 & 2 & -1 & 0 & 1 \\
-2 & 4 & 2 & -2 & -2 & 1 & 2 & -2 & 1 & 0 & -1 \\
0 & 2 & 4 & 0 & -2 & 2 & 2 & 0 & 0 & 0 & 0 \\
2 & -2 & 0 & 4 & 0 & -1 & -2 & 2 & -1 & 0 & 1 \\
2 & -2 & -2 & 2 & 4 & -2 & -2 & 0 & 0 & 0 & 0 \\
-2 & 2 & 2 & 0 & -2 & 4 & 1 & 2 & 0 & 1 & -1 \\
-1 & 1 & 2 & -1 & -2 & 1 & 4 & 2 & 0 & 0 & -1 \\
-2 & 2 & 2 & -2 & -2 & 2 & 2 & 4 & -2 & 2 & 0 \\
2 & -2 & 0 & 2 & 0 & 0 & 0 & -2 & 4 & -2 & 0 & 2 \\
-1 & 1 & 0 & -1 & 0 & 1 & 0 & -2 & 4 & 1 & -3 \\
0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 & 1 & 4 & -1 \\
1 & -1 & 0 & 1 & 0 & -1 & 1 & -2 & 2 & -3 & -1 & 6 \\
\end{pmatrix}
\]

and

\[
M_2^+(-1) = \begin{pmatrix}
4 & -2 & -2 & -2 & 2 & 2 & 0 & -2 & -2 & -2 & 0 \\
-2 & 4 & 2 & 2 & 0 & -2 & -2 & 2 & 2 & 2 & 0 \\
-2 & 2 & 4 & 2 & 2 & -2 & -2 & -1 & 2 & 2 & -1 \\
-2 & 2 & 2 & 4 & 2 & -2 & -2 & -2 & 2 & 2 & 0 \\
-2 & 0 & 2 & 2 & 4 & -2 & -2 & 0 & 2 & 2 & 0 \\
2 & -2 & -2 & -2 & 2 & 1 & -2 & -2 & -2 & 1 & 0 \\
2 & -2 & -2 & -2 & 2 & 4 & 0 & -2 & -2 & -2 & 0 \\
0 & -2 & -1 & -2 & 0 & 1 & 0 & 4 & -1 & -1 & 0 \\
-2 & 2 & 2 & 2 & -2 & -2 & -1 & 4 & 2 & 2 & -1 \\
-2 & 2 & 2 & 2 & -2 & -2 & -1 & 2 & 4 & 2 & -1 \\
0 & 0 & -1 & 0 & 0 & 1 & 0 & 0 & -1 & -1 & 1 & 4 \\
\end{pmatrix}
\]
Note that we use the lattices $M_i^\perp(-1)$ instead of $M_i^\perp$ since MAGMA can only work with positive definite lattices.

To prove the proposition, we need to show that the canonical morphisms of orthogonal groups $O(M_i^\perp) \to O(q_{NS(X)})$ or equivalently $O(M_i^\perp(-1)) \to O(q_{NS(X)}(-1))$ are surjective. We start with $M_i^\perp(-1)$. Using the command "AutomorphismGroup();" in MAGMA we find $O(M_i^\perp(-1))$. With regard to the basis $B_1$ it is the multiplicative group of $12 \times 12$ matrices over the integers generated by the 5 matrices

\[
\psi_{1,1} = \begin{pmatrix}
-1 & 0 & 0 & 0 & 1 & 0 & 0 & 1 & 1 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 & -1 & 0 & 0 & -1 & -1 & 0 & 0 & 0 \\
0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & -1 & 1 & 0 & 0 & 1 & 1 & 0 & 0 & 0 \\
-1 & 0 & 1 & 0 & 1 & -1 & 0 & 1 & 1 & 0 & 0 & 0 \\
1 & 0 & -1 & 0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 \\
1 & 0 & -1 & 0 & 0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 \\
-1 & 0 & 1 & 0 & 0 & -1 & 0 & -1 & 1 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
1 & 0 & -1 & 0 & 0 & 1 & 0 & 1 & -1 & 0 & 0 & 1 \\
\end{pmatrix},
\]

\[
\psi_{1,2} = \begin{pmatrix}
2 & 0 & -1 & 0 & -1 & 1 & 0 & 0 & -1 & 0 & 0 & 0 \\
-1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 \\
0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & -1 & 0 & 0 & 0 & 1 & 0 & 0 & -1 & 0 & 0 & 0 \\
1 & 0 & 0 & 1 & -1 & 0 & 0 & 0 & -1 & 0 & 0 & 0 \\
-1 & -1 & 1 & -1 & 1 & 0 & 0 & -1 & 0 & 0 & 0 & 0 \\
-1 & 0 & 0 & 0 & 0 & -1 & -1 & 1 & 1 & 0 & 0 & 0 \\
-1 & 0 & 0 & 0 & 0 & -1 & 0 & 0 & 1 & 0 & 0 & 0 \\
1 & -1 & 0 & -1 & 0 & 1 & 0 & 0 & -1 & 0 & 0 & 0 \\
-1 & 0 & 1 & 0 & 0 & -1 & 0 & -1 & 1 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & -1 & 1 & 0 & 0 & -1 & 0 \\
\end{pmatrix},
\]

\[
\psi_{1,3} = \begin{pmatrix}
0 & -1 & 1 & -1 & 1 & 1 & 0 & -1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 1 & -1 & 1 & -1 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
-1 & 0 & 1 & 0 & 0 & -1 & -1 & 0 & 1 & -1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
\end{pmatrix},
\]
\[
\psi_{1,4} = \begin{pmatrix}
-1 & 0 & 0 & 0 & 1 & 0 & 0 & 1 & 1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 \\
-1 & 1 & 0 & 1 & 0 & -1 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
1 & 1 & -1 & 1 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & -1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & -1 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1
\end{pmatrix}
\]
and
\[
\psi_{1,5} = \begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -1 & 1 & -1 & 0 & 0 & 0 & -1 & 0 & 0 & 0 \\
1 & 0 & -1 & 0 & 0 & 1 & 0 & 0 & -1 & 0 & 0 & 0 \\
0 & 0 & 0 & -1 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & -1 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & -1 & 1 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 1 & -1 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-1 & 1 & 0 & 1 & 0 & -1 & -1 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & -1 & 0 & -1 & 0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 \\
0 & -1 & 0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & -1 & 0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & -1 & 0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}
\]

Writing \( B_1 = (v_1, \ldots, v_{12}) \), we find that the images \( \bar{r}_1 \) and \( \bar{r}_2 \) of the vectors

\[
e_1 = \frac{1}{3} v_7 - \frac{1}{3} v_8 + \frac{2}{3} v_{10} + \frac{1}{3} v_{12}
\]

and

\[
e_2 = \frac{2}{3} v_1 + v_2 - \frac{2}{3} v_3 - \frac{1}{6} v_6 + \frac{2}{3} v_8 + \frac{1}{3} v_9 + \frac{1}{3} v_{11} + \frac{1}{3} v_{12}
\]

in \( q_{NS(X)(-1)} \cong \mathbb{Z}/3\mathbb{Z} \times \mathbb{Z}/3\mathbb{Z} \) generate the lattice \( q_{NS(X)(-1)} \). We find that the \( \psi_{1,i} \) act in the following way on \( q_{NS(X)(-1)} \):

\[
\bar{\psi}_{1,1} = \text{id}_{q_{NS(X)}};
\]
\[
\bar{\psi}_{1,2} : \bar{r}_1 \mapsto \bar{r}_1 - \bar{r}_2; \quad \bar{r}_2 \mapsto -\bar{r}_1 - \bar{r}_2,
\]
\[
\bar{\psi}_{1,3} : \bar{r}_1 \mapsto \bar{r}_1; \quad \bar{r}_2 \mapsto -\bar{r}_1 - \bar{r}_2,
\]
\[
\bar{\psi}_{1,4} = \text{id}_{q_{NS(X)}};
\]
\[
\bar{\psi}_{1,5} : \bar{r}_1 \mapsto \bar{r}_1 - \bar{r}_2; \quad \bar{r}_2 \mapsto -\bar{r}_2.
\]

It is straightforward to show that those morphisms generate \( O(q_{NS(X)(-1)}) \) and thus we have

\[\# \left( O(q_{NS(X)}) / \text{pr} \left( K^{(1)} \right) \right) = 1.\]
Let us now turn towards $M_2^\perp(-1)$. With regard to the basis $B_2$, the group $O(M_2^\perp(-1))$ is the multiplicative group of $12 \times 12$ matrices generated by the 3 matrices

$$
\psi_{2,1} = \begin{pmatrix}
-1 & -1 & 0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & -1 & 1 & 0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & -1 & 0 & -1 & 0 & 0 & -1 & -1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & -1 & 1 & 0 & -1 & -1 & 0 & 0 & 1 & 0 & -1 & 1 \\
\end{pmatrix}
$$

$$
\psi_{2,2} = \begin{pmatrix}
0 & 1 & -1 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & -1 & 0 \\
0 & -1 & 0 & 0 & -1 & 0 & 0 & 0 & 0 & 1 & 1 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -1 & 1 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & -1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & -1 \\
0 & 1 & 0 & 0 & 1 & 0 & 0 & 0 & -1 & -1 & 0 & -1 \\
0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & -1 & 0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
-1 & -2 & 0 & 0 & -1 & 0 & -1 & -1 & 0 & 0 & 0 & 0 \\
\end{pmatrix}
$$

and

$$
\psi_{2,3} = \begin{pmatrix}
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 \\
-1 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 \\
0 & 1 & 0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 1 & 0 & 1 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & -1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & -1 & 0 & 0 & 0 \\
0 & 2 & -1 & 0 & 2 & 1 & 0 & 0 & -1 & -1 & 0 & -1 \\
\end{pmatrix}
$$

Writing $B_2 = (w_1, \ldots, w_{12})$, we find that the images $f_1$ and $f_2$ of the vectors

$$
f_1 = \frac{1}{3} w_1 + \frac{1}{3} w_3 + \frac{1}{3} w_4 - \frac{1}{3} w_5 - \frac{1}{3} w_6 + \frac{1}{3} w_7 + \frac{2}{3} w_8 + \frac{1}{3} w_9 + \frac{1}{3} w_{10} - \frac{1}{3} w_{11} + \frac{2}{3} w_{12}
$$

and

$$
f_2 = -w_2 + \frac{2}{3} w_3 - w_5 + \frac{1}{3} w_6 + \frac{2}{3} w_9 + \frac{2}{3} w_{10} + \frac{1}{3} w_{11} + \frac{1}{3} w_{12}
$$
in \( q_{\text{NS}}(X)^{-1} \cong \mathbb{Z}/3\mathbb{Z} \times \mathbb{Z}/3\mathbb{Z} \) generate the lattice \( q_{\text{NS}}(X)^{-1} \). We then find that the \( \psi_{2,i} \) act in the following way on \( q_{\text{NS}}(X)^{-1} \):

\[
\begin{align*}
\psi_{2,1} &: f_1 \mapsto -f_1 + f_2; \quad f_2 \mapsto f_2, \\
\psi_{2,2} &: f_1 \mapsto -f_1; \quad f_2 \mapsto f_1 + f_2, \\
\psi_{2,3} &: f_1 \mapsto f_1 - f_2; \quad f_2 \mapsto -f_2.
\end{align*}
\]

It is again straightforward to show that these morphisms generate \( O \left( q_{\text{NS}}(X)^{-1} \right) \) and it thus follows that also

\[
\# \left( O \left( q_{\text{NS}}(X)^{-1} \right) / \text{pr} \left( K^{(2)} \right) \right) = 1.
\]

Using these results, Theorem 3.9 implies that there are exactly two isomorphism classes of Enriques quotients of \( X \). \( \square \)

**Open Question 4.10.** When \( X \) is the supersingular K3 surface of Artin invariant \( \sigma = 1 \) over an algebraically closed field of characteristic \( p = 3 \), it follows from the previous theorem that \( \text{pr} \left( K^{(j)} \right) = O \left( q_{\text{NS}}(X) \right) \) for all \( j \), using the notation from Theorem 3.9. If this equality of lattices held in any characteristic, we would have

\[
\# \{ \text{Enriques quotients of } X \} = k
\]

in Theorem 3.9. However, we do not know if we should expect such an equality in general (or maybe whenever \( \sigma = 1 \)). The only general result we know regarding the surjectivity of maps of the form \( O \left( L \right) \to O \left( q_L \right) \), where \( L \) is some lattice, is [Nik80, Theorem 1.14.2] which is concerned with indefinite lattices. We would need a similar statement for (a subclass of) definite lattices.
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