Deformations of JT Gravity via Topological Gravity and Applications
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Abstract

We study the duality between JT gravity and the double-scaled matrix model including their respective deformations. For these deformed theories we relate the thermal partition function to the generating function of topological gravity correlators that are determined as solutions to the KdV hierarchy. We specialise to those deformations of JT gravity coupled to a gas of defects, which conforms with known results in the literature. We express the (asymptotic) thermal partition functions in a low temperature limit, in which non-perturbative corrections are suppressed and the thermal partition function becomes exact. In this limit we demonstrate that there is a Hawking–Page phase transition between connected and disconnected surfaces for this instance of JT gravity with a transition temperature affected by the presence of defects. Furthermore, the calculated spectral form factors show the qualitative behaviour expected for a Hawking–Page phase transition. The considered deformations cause the ramp to be shifted along the real time axis. Finally, we comment on recent results related to conical Weil–Petersson volumes and the analytic continuation to two-dimensional de Sitter space.
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1 Introduction

Jackiw–Teitelboim (JT) gravity is a simple model of two-dimensional quantum gravity on backgrounds of constant curvature such as anti-de Sitter spaces $\text{AdS}_2$ [1–6]. It consists of a real scalar field $\phi$ coupled to gravity with the Euclidean action on a Riemann surface $\Sigma$ being

$$I_{\text{JT}} = -\frac{S_0}{2} \left( \frac{1}{2} \int_{\Sigma} d^2x \sqrt{g} R + \int_{\partial \Sigma} dx \sqrt{h} K \right) - \frac{1}{2} \int_{\Sigma} d^2x \sqrt{g} \phi (R + 2) + \int_{\partial \Sigma} dx \sqrt{h} \phi (K - 1) , \quad (1.1)$$

where $R$ is the Ricci scalar, $g_{\mu\nu}$ the metric, $K$ is the trace of the extrinsic curvature at the boundary $\partial \Sigma$, and $h_{\mu\nu}$ is the boundary metric induced from $g_{\mu\nu}$. The sum of the first two terms is proportional to the Euler characteristic of the surface $\Sigma$, which in a black hole context represents the ground-state entropy and for the full gravitational path integral weighs the contribution of geometries in terms of the coupling $S_0$. The third term sets the constraint of only considering hyperbolic Riemann surfaces

$$R(x) + 2 = 0 , \quad (1.2)$$

and the last term contains a Gibbons–Hawking–York boundary term together with a counterterm that ensures a finite result when removing the regularisation of the position of the $\text{AdS}_2$ boundary. This term captures the Schwarzian dynamics of reparametrisations at the boundary. JT gravity has been used as a gravitational model in the $\text{AdS}_2/CFT_1$ correspondence and in a broader context it encapsulates the low-energy dynamics of near-extremal black holes [7, 8]. It can also be linked to the Sachdev–Ye–Kitaev model [9, 10] because its low-energy sector is described by the Schwarzian theory and in a certain limit the thermal partition functions agree [10, 11].

In the remarkable work [12] Saad, Shenker and Stanford demonstrate that extending the gravitational sector to include geometries consisting of arbitrary number of boundaries and also arbitrary genera furnishes a partition function equivalent to a specific double-scaled Hermitian matrix theory. This duality can be stated as

$$Z(\beta_1, \ldots, \beta_n) \cong \langle \text{Tr} e^{-\beta_1 H} \ldots \text{Tr} e^{-\beta_n H} \rangle_{\text{MM}} . \quad (1.3)$$

Here the left hand side is the connected thermal partition function $Z(\beta_1, \ldots, \beta_n)$ of JT gravity for geometries with $n$ asymptotic boundary components characterised by their inverse temperatures $\beta_i$, $i = 1, \ldots, n$. The right hand side is the corresponding correlator of the dual Hermitian matrix integral. Interestingly, these correlators enjoy an interpretation as observables in an ensemble of quantum mechanical systems whose random Hamiltonians $H$ are given by Hermitian matrices $H$ of the matrix model [12]. This duality is generalised in ref. [14], where extensions of JT gravity are associated to other matrix models [15–17].

The arguments for the proposed duality in ref. [12] rely on two crucial facts: Firstly, as can be seen for the disk, the path integral of the Schwarzian theory localises [18]. Secondly, the contributions of Riemann surfaces of higher genera to the JT gravity path integral reduce to a Schwarzian theory at each boundary component together with an integration over suitable moduli spaces of hyperbolic Riemann surfaces. The latter contributions give rise to Weil–Peterson volumes on the associated moduli spaces of stable curves that — as proven in ref. [19]
— obey the same recursion relations as appear in the context of the specific double-scaled Hermitian matrix integral, which in turn suggests the proposed correspondence (1.3). The duality (1.3) as spelt out above is a priori established perturbatively, i.e. on the level of an asymptotic genus expansion. In addition, there are also non-perturbative contributions [12], and hence the matrix model can be viewed as a (non-unique) non-perturbative completion of the genus expansion of JT gravity. A proposal to deal with potential non-perturbative instabilities is developed in refs. [20–22].

In this work we focus on the structure of deformations to JT gravity and the resulting modifications to the thermal partition functions appearing on the left hand side of the duality (1.3). A particular deformation to JT gravity can be incorporated by adding a scalar potential $U(\phi)$ to the Lagrangian of the action (1.1) of the form [23,24]

$$U(\phi) = 2\epsilon e^{-(2\pi-\alpha)\phi} \quad 0 < \alpha < \pi .$$  \hspace{1cm} (1.4)

This potential does not affect the asymptotic boundary conditions and the gravitational path integral can be evaluated perturbatively in the coupling $\epsilon$ [24]. Carrying out the path integral over the scalar field $\phi$ at the perturbative order $\epsilon^k$ changes the constraint (1.2) to [23,25]

$$R(x) + 2 = 2 \sum_{j=1}^{k} (2\pi - \alpha) \delta^{(2)}(x - x_j) ,$$ \hspace{1cm} (1.5)

with a remaining integral of the positions $x_1,\ldots,x_k$ over the Riemann surface $\Sigma$. Thus the constraint (1.5) at the given perturbative order $\epsilon^k$ with the two-dimensional $\delta$-distributions introduces on the hyperbolic surfaces $k$ conical singularities at the points $x_1,\ldots,x_k$ with identification angle $\alpha$. As a result, perturbatively the path integral of JT gravity with the potential (1.4) can be interpreted as a sum over all possible hyperbolic Riemann surfaces $\Sigma$ with any number of conical singularities with identification angles $\alpha$ at arbitrary positions on $\Sigma$. Furthermore, we can interpret the deformation (1.4) as coupling JT gravity to a gas of defects characterized by the coupling constant $\epsilon$ and the identification angle $\alpha$ [23,24]. The structure can readily be generalised to an arbitrary finite number (possibly even to an infinite number or to a continuous family) of defect species with individual couplings $\epsilon_j$ and identification angles $\alpha_j$ [23,24], such that a more general class of deformations to JT gravity can be realised.

Instead of directly studying deformations to JT gravity via scalar potentials of the type (1.4), we use the connection to two-dimensional topological gravity [26] and the related formulation in terms of moduli spaces of stable curves [27,28]. Previously, this approach has been prominently employed in this context, for instance, in refs. [12,24,29–31]. Upon identifying deformations to JT gravity with solutions to the KdV hierarchy (which play a central role in topological gravity, see e.g. ref. [32]) and using well-established matrix model techniques [33–36], we can study a rather general class of deformations to JT gravity. From this perspective topological gravity and hence JT gravity with deformations can be identified with certain minimal string theories and deformations thereof [35,37,38]. Already in ref. [12] it is observed that JT gravity can be viewed as the large $p \to +\infty$ limit of the $(2,2p-1)$ minimal string theory with the associated couplings $t_k$ given by [20,29]

$$t_0 = t_1 = 0 \quad t_k = \gamma_k \quad \text{with} \quad \gamma_k = \frac{(-1)^k}{(k-1)!} \quad \text{for} \quad k = 2,3,\ldots .$$ \hspace{1cm} (1.6)
These values for the couplings $t_k$ relate to a specific solution to the above mentioned KdV hierarchy. In this work we study deformations to JT gravity by considering more general solutions to the KdV hierarchy, which on the level of the couplings $t_k$ amounts to deforming them as

$$t_k = \gamma_k + \delta_k \quad \text{for} \quad k = 0, 1, 2, \ldots$$

For particular choices of $\delta_k$ — as established in refs. [23, 24] and as discussed in detail in the main text — this description realises JT gravity interacting with a gas of defects as described by the scalar potential (1.4) and generalisations thereof discussed in ref. [24]. Inspired by the work of Okuyama and Sakai we thoroughly investigate the relationship between general deformations $\delta_k$ and the specific deformations that are attributed to the interaction of JT gravity with a gas of defects.

Moreover, we turn to some applications of our general results. First of all, we analyse the low temperature behaviour of the calculated thermal partition functions using techniques developed in refs. [29, 30]. At low temperatures the (asymptotic) genus expansion of the thermal partition function can be given an exact analytic expression [30, 39], because non-perturbative corrections are suppressed in the performed low temperature double scaling limit. This allows us to study in this low temperature regime Hawking–Page phase transitions and the features of spectral form factors as functions of the deformation parameters with the help of numerical methods. As a second application, we comment on a further instance of JT gravity, which requires the inclusion of Riemann surfaces with conical singularities, namely the wavefunction of the universe for JT gravity in de Sitter space [40, 41]. This striking connection relies on subtleties of the analytic continuation from sharp to blunt defects or equivalently from small identification angles to large identification angles.

The structure of the paper is as follows: In Section 2 we first set the stage for the forthcoming analysis and introduce well-established physical and mathematical tools to study correlation functions in topological gravity. Then, applying techniques developed in ref. [29], as a genus expansion we calculate for deformed theories of JT gravity (asymptotic) thermal partition functions (with one or several asymptotic boundary components). The studied class of deformations is suitable to describe interactions of JT gravity with defects. In Section 3 we turn to the low temperature expansion of the thermal partition function, which can be computed exactly at leading order in temperature [29–31]. For certain physical applications this analysis is more natural than the previously discussed asymptotic genus expansion because the expansion in temperature naturally sets an energy scale for the accessible states in the computed thermal partition functions. Using the computed low energy limit of the partition functions for JT gravity coupled to a gas of defects, we show in Section 4 that there is a Hawking–Page phase transition. We numerically compute the associated critical temperature as a function of the deficit coupling constant, and we also analyse the spectral form factor. We find that in the given low temperature approximation the time scale for the onset of the plateau exhibits a simple behaviour in terms of the deficit coupling, which conforms with the observed Hawking–Page phase transition. In Section 5 we make some basic comments on the connection between the wavefunction of the universe for JT gravity on de Sitter space $dS_2$ and the Weil–Petersson volumes of the associated Riemann surfaces with conical singularities in the light of the recent work [42]. Finally, in Section 6 we present our conclusions, where we discuss our results and present some outlook for further investigations.

While completing this work, ref. [43] appeared, which has certain overlap with some of our discussions in Section 2.
2 JT Gravity, Deformed JT Gravity and Topological Gravity

In this section we aim to describe JT gravity together with deformations in terms of two-dimensional topological gravity. The works [29, 30] by Okuyama and Sakai establish a direct link between the partition functions of JT gravity and correlation functions in topological gravity. Deforming JT gravity from interactions with defects (as established in ref. [23, 24]) yields another instance of two-dimensional topological gravity with modified coupling parameters. While we are indeed interested in JT gravity coupled to a gas of defects, we study deformations to JT gravity in a more general setting. By using the results of ref. [32] we construct thermal partition functions for deformed theories of JT gravity, which at any intermediate stage of their derivation can be specialised to particular deformed JT gravity theories (such as JT gravity interacting with defects). Our approach could offer a starting point towards a dictionary between specific values for the couplings in two-dimensional topological gravity and deformations attributed to scalar potentials added to the JT gravity action, such as the potential (1.4) for deformations arising from defect interactions.\(^2\)

In part this section uses and reviews some well-established mathematical tools from the intersection theory on the moduli spaces of stable curves to derive the thermal partition functions of deformed JT gravity. The reader not interested in these derivations should skip these technical details and instead view this section as a collocation of expressions for thermal partition functions and related quantities, which are used in later sections of this work.

2.1 Weil–Petersson Volumes of Hyperbolic Riemann Surfaces

To set the stage and to introduce the used notation, we first collect some mathematical preliminaries on the Weil–Petersson volumes of hyperbolic Riemann surfaces with geodesic boundary components and conical singularities from the perspective of intersection theory on the moduli spaces of stable curves.

Let \( \mathcal{M}_{g,n} \) be the moduli space of smooth curves of genus \( g \) with \( n \) distinct marked points. By construction the moduli space \( \mathcal{M}_{g,n} \) is not compact, as it contains neither the limiting curve with a handle degenerating to a nodal point nor the limit as two marked points collide. The Deligne–Mumford compactification \( \overline{\mathcal{M}}_{g,n} \) includes the above mentioned limits in terms of stable curves with nodal singularities. The resulting moduli space of stable curves is well-defined to parametrise curves with marked points that do not admit any continuous automorphisms. That is to say \( \overline{\mathcal{M}}_{g,n} \) is defined for genus \( g \geq 2 \) and any number of marked points, for genus one with at least one marked point, and for genus zero with at least three marked points. The complex dimensions of these moduli spaces are given by

\[
\dim_{\mathbb{C}} \overline{\mathcal{M}}_{g,n} = 3g - 3 + n .
\]  

(2.1)

The moduli space of stable curves \( \overline{\mathcal{M}}_{g,n} \) comes equipped with several natural cohomology classes. To each marked point \( p_i \), \( i = 1, \ldots, n \), on the curve \( C_g \) one associates at the point \( p_i \) the complex cotangent line \( T_{p_i}^* C_g \), which patches together to a line bundle \( \mathcal{L}_i \) on \( \overline{\mathcal{M}}_{g,n} \). The first Chern class of this line bundle realises a cohomology class on \( \overline{\mathcal{M}}_{g,n} \) denoted by

\[
\psi_i = c_1(\mathcal{L}_i) \in H^2(\overline{\mathcal{M}}_{g,n}, \mathbb{Q}) .
\]  

(2.2)

\(^2\)Results in a similar vein of thought are reported in ref. [42] as well. See also ref. [44] for a discussion along these lines from the minimal string theory perspective.
The other for us relevant cohomology class is the first Miller–Morita–Mumford class $\kappa_1$, which arises in a similar fashion. Consider the forgetful map $\pi : \mathcal{M}_{g,n+1} \to \mathcal{M}_{g,n}$ that omits the $(n + 1)$-th marked point. Then the cohomology class $\kappa_1$ is given by [45,46]

\[
\kappa_1 = \pi_* (c_1(L_{n+1})^2) + \sum_{i=1}^{n} \psi_i \in H^2(\mathcal{M}_{g,n}, \mathbb{Q}) ,
\]

where the push-forward $\pi_*$ can heuristically be thought of as integrating over the fiber of the map $\pi$. The class $\kappa_1$ is proportional to the Weil–Petersson Kähler form $\omega_{WP}$ [47]

\[
\omega_{WP} = 2\pi^2 \kappa_1 .
\]

Upon integrating such cohomology classes over $\mathcal{M}_{g,n}$ we obtain (rational) intersection numbers that are collected in correlators. The correlators of particular interest to us are given by

\[
\left\langle \kappa_1^{\ell} \tau_{d_1} \cdots \tau_{d_n} \right\rangle_{g,n} = \int_{\mathcal{M}_{g,n}} \kappa_1^{\ell} \psi_1^{d_1} \cdots \psi_n^{d_n}, \quad \ell, d_1, \ldots, d_n \in \mathbb{Z}_{\geq 0} ,
\]

where the classes $\tau_{d_i}$ are the conventional abbreviations for $\psi_i^{d_i}$ arising from the $i$-th marked point. The defined correlators are only non-vanishing if the integrated class represents a (non-zero) top class of $\mathcal{M}_{g,n}$, which together with eq. (2.1) amounts to the selection rule

\[
\left\langle \kappa_1^{\ell} \tau_{d_1} \cdots \tau_{d_n} \right\rangle_{g,n} \neq 0 \quad \Rightarrow \quad \ell + d_1 + \ldots + d_n = 3g - 3 + n .
\]

For these correlators we introduce the generating functions [26]

\[
F(s, \{ t_k \}) = \sum_{g=0}^{\infty} g_s^{2g} \left\langle e^{s(n+1) t_d \tau_d} \right\rangle_g = \sum_{g=0}^{\infty} g_s^{2g} \sum_{\{ n_d \}} \left( \prod_{d=0}^{n} \frac{t_d^{n_d}}{n_d!} \right) \left\langle \tau_0^{n_0} \tau_1^{n_1} \cdots \right\rangle_g ,
\]

and

\[
G(s, \{ t_k \}) = \sum_{g=0}^{\infty} g_s^{2g} \left\langle e^{s(n+1) t_d \tau_d} \right\rangle_g = \sum_{g=0}^{\infty} \sum_{m=0}^{\infty} g_s^{2g} \frac{s^m}{m!} \sum_{\{ n_d \}} \left( \prod_{d=0}^{n} \frac{t_d^{n_d}}{n_d!} \right) \left\langle \kappa_1^{m} \tau_0^{n_0} \tau_1^{n_1} \cdots \right\rangle_g ,
\]

in terms of the genus expansion parameter $g_s$ and the couplings $\{ t_d \}$. Due to the relation (2.3) the two generating functions are not independent but instead are related as [46,48,49]

\[
G(s, \{ t_k \}) = F(\{ t_k + \gamma_k \}) , \quad \gamma_0 = \gamma_1 = 0 , \quad \gamma_k = \frac{(-1)^k}{(k-1)!} s^{k-1} .
\]

As the first Miller–Morita–Mumford class $\kappa_1$ is proportional to the Weil–Petersson Kähler form $\omega_{WP}$ (cf. eq. (2.4)), the function $G(2\pi^2, \{ t_k = 0 \})$ evaluated at $t_k = 0$ readily becomes the generating function of the Weil–Petersson volumes $V_g$ of the moduli space of genus $g$ curves (for $g \geq 2$) without any marked points, i.e.

\[
G(2\pi^2, \{ t_k = 0 \}) = \sum_{g=2}^{\infty} g_s^{2g} \int_{\mathcal{M}_{g,0}} e^{2\pi^2 \omega_{WP}} = \sum_{g=2}^{\infty} g_s^{2g} \int_{\mathcal{M}_{g,0}} \omega_{WP} = \sum_{g=2}^{\infty} g_s^{2g} V_g .
\]
Here $\text{vol}_{\text{WP}}$ is the Weil–Petersson volume form of the $(3g-3)$-dimensional moduli space $\mathcal{M}_{g,0}$.

As shown in the seminal work [50] by Mirzakhani, the Weil–Petersson volume of a hyperbolic Riemann surfaces of genus $g$ with $n$ geodesic boundary components of length $b = (b_1, \ldots, b_n)$ reads in terms of the previously defined cohomology classes on $\mathcal{M}_{g,n}$

$$V_{g,b} = \int_{\mathcal{M}_{g,n}} e^{\omega_{\text{WP}} + \frac{1}{2} \sum_{\ell = 1}^{n} b_{\ell}^2 \psi_{\ell}} = \left\langle e^{2\pi^2 \kappa_1 + \frac{1}{2} \sum_{\ell = 1}^{n} b_{\ell}^2 \psi_{\ell}} \right\rangle_{g,n} . \quad (2.11)$$

For hyperbolic Riemann surfaces with geodesic boundary components of uniform length $b$, using eq. (2.5) it is straightforward to verify that the volumes $V_{g,\{b,\ldots,b\}}$ are generated by

$$G(2\pi^2, \{t_k = \frac{b_k^2}{2\pi^2} \delta_k\}) = \sum_{g} g^{2g} \sum_{i=0}^{+\infty} \frac{\delta^i}{i!} \lambda^{3g} V_{g,\{b,\ldots,b\}} . \quad (2.12)$$

or upon rescaling all cohomology classes with a non-zero factor $\lambda$ we obtain with eq. (2.1) the generating function

$$G(2\pi^2 \lambda, \{t_k = \frac{\lambda^k b_k^2}{2\pi^2} \delta_k\}) = \sum_{g} g^{2g} \sum_{i=0}^{+\infty} \frac{(\lambda \delta)^i}{i!} \lambda^{3g} V_{g,\{b,\ldots,b\}} . \quad (2.13)$$

For this generating function of Weil–Petersson volumes (and similarly for all other generating functions of Weil–Petersson volumes to be defined in the following), the volumes $V_{g,\{b,\ldots,b\}}$ that are not in accord with the selection rule (2.6) are set to zero.\footnote{This in particular implies that the Weil–Petersson volumes are only non-vanishing for stable curves, with the only exception being the Weil–Petersson volume $V_1$ for $g = 1$ and $n = 0$, which is either set to zero or to a constant, see for instance the discussion in ref. [26]. In this work, however, the volume $V_1$ is not relevant as we only consider Riemann surfaces with at least one boundary component.}

Moreover, for boundary components with $p$ distinct geodesic length $b_1, \ldots, b_p$, this generating function readily generalises to

$$G(2\pi^2 \lambda, \{t_k = \sum_{i=1}^{p} \frac{\lambda^i b_i^2}{2\pi^2} \delta_i\}) = \sum_{g} \frac{g^{2g}}{\lambda^3} \sum_{i_1,\ldots,i_p = 0}^{\infty} \left( \prod_{s=1}^{p} \frac{\left( \lambda b_s \right)^{i_s}}{i_s!} \right) \lambda^{3g} V_{g,\{b_1,\ldots,b_1,\ldots,b_p,\ldots,b_p\}} . \quad (2.14)$$

Finally, a hyperbolic Riemann surface with a conical singularity with identification angle $\alpha$ can simply be obtained by replacing the argument $b$ of a boundary component by $i\alpha$ (for the identification angles in the range $0 < \alpha_i < \pi$).\footnote{The identification angle $\alpha$ of a conical singularity corresponds to the deficit angle $2\pi - \alpha$ of the singularity.}

Thus, the Weil–Petersson volume $V_{g,b,\alpha}$ of a hyperbolic Riemann surface with boundary components of geodesic lengths $\vec{b} = (b_1, \ldots, b_p)$ and together with conical singularities $\vec{\alpha} = (\alpha_1, \ldots, \alpha_q)$ is given by

$$V_{g,\vec{b},\vec{\alpha}} = V_{g,(b_1,\ldots,b_p;\alpha_1,\ldots,\alpha_q)} . \quad (2.15)$$

Moreover, the generating function for hyperbolic Riemann surfaces with boundary components of geodesic lengths $b_1, \ldots, b_p$ and conical singularities of with identification angles $\alpha_1, \ldots, \alpha_q$ becomes in terms of the non-zero parameter $\lambda$
2.2 Deformations of JT Gravity from Minimal Strings

Before delving into the technical computation of the thermal partition functions of JT gravity with deformations, in this subsection we briefly spell out the connections among topological gravity, minimal string theories, and JT gravity. This puts the forthcoming analysis into a broader context.

Saad, Shenker and Stanford already point out that standard JT gravity relates to the large \( p \) limit of the \((2, 2p - 1)\) minimal string theory [12]. Such minimal string theories in turn enjoy a dual matrix model formulation [35, 51, 52], which for finite \( p \) comes with a finite number of coupling parameters. In the large \( p \) limit, however, an infinite (but countable) number of couplings occur, which for standard JT gravity are set to specific non-zero values. Furthermore, this infinite number of couplings relate to observables and their correlators in two-dimensional topological gravity, as introduced in the previous subsection.

In the following, as in ref. [29], using the connection to topological gravity we want to compute thermal partition functions as a function of this infinite number of couplings in order to describe JT gravity and deformations thereof. In other words, instead of solely focussing on particular deformation backgrounds — such as JT gravity without deformations or JT gravity interacting with a gas of defects — we parametrise generic deformations to JT gravity in terms of deformations of the \((2, 2p - 1)\) minimal string theories in the large \( p \) limit, using the results of ref. [32].

Starting from a JT gravity action formulation the values of the deformation parameters are ultimately determined from the constraints obtained from integrating out the scalar dilaton field. For instance, JT gravity coupled to a gas of defects yields the constraint (1.4), which is dual to specific values of the topological gravity coupling parameters. For a given JT gravity action functional — such as JT gravity interacting with defects — we refer to coupling values that fulfill these constraints as on-shell couplings and couplings that deviate from this critical condition as off-shell couplings (adapting to a terminology introduced in ref. [29]).

Turning this argument around, we can now ask whether specific values for these couplings correspond to a legitimate action functional of a deformed theory of JT gravity. Intriguingly, as discussed in the following both JT gravity and JT gravity coupled to defects give rise to on-shell couplings that are governed by Bessel functions [20, 23, 24, 29]. The problem of establishing a dictionary between these deformation spaces raises the question to what extend other transcendental functions for on-shell couplings are linked to action functionals of deformed JT gravity theories (see, e.g. ref. [53] for the realisation of JT supergravity). For finite \( p \) the \((2, 2p - 1)\) minimal string theories possess a finite dimensional deformation space resulting from finitely many couplings \( t_k \). In the considered limit \( p \to \infty \), the deformations \( \delta_k \) in eq. (1.7) can be characterized by their asymptotic behaviour for large \( k \). The values for the couplings \( t_k \) for undeformed JT gravity are suppressed factorially (cf. eq. (1.6)). For deformations arising from a gas of defects (at least for only finitely many types of defect species) the asymptotic behaviour of the couplings \( t_k \) for large \( k \) remains the same. On the level of the
action functional of JT gravity such deformations give rise to a scalar potential (1.4) that is exponentially suppressed for large positive values of the dilaton $\phi$. In general, we expect that the asymptotic behaviour of the scalar potential $U(\phi)$ for large $\phi$ relates to the asymptotic behaviour of the deformations $\delta_k$ for large $k$.

Describing this duality beyond the discussed asymptotic growth behaviours seems a challenging task, which is beyond the scope of this work. Nevertheless, we hope that the description of generic deformations in the context of $(2,2p-1)$ minimal string theories in the large $p$ limit presented here proves useful from the JT gravity perspective as well.

2.3 JT Gravity Interacting with a Gas of Defects

We now study JT gravity interacting with a gas of defects, which is geometrically described in terms of Riemann surfaces with conical singularities [23,24]. That is to say, we consider the partition function of JT gravity with contributions from hyperbolic Riemann surfaces with asymptotic boundary conditions together with an arbitrary number of conical singularities and at arbitrary genus. The relevant path integrals localise on the Weil–Petersson volumes of hyperbolic Riemann surfaces with geodesic boundary components and conical defects, folded with the path integral of the Schwarzian theory describing the one-dimensional action at the asymptotic boundaries [12]. For a single asymptotic boundary component the resulting partition function reads [23,24]

\[
Z(\beta) = e^{S_0} Z_{\text{disk}}(\beta) + e^{S_0} \sum_{j=1}^r \epsilon_j Z_{\text{disk}}(\beta, \alpha_j) \\
+ \sum_{g,n=0}^{\infty} e^{(1-2g)S_0} \sum_{j_1,\ldots,j_n=1}^r \frac{\epsilon_{j_1} \cdots \epsilon_{j_n}}{n!} \int_0^\infty db \, Z_{\text{trumpet}}(\beta, b) V_{g,b,\alpha_{j_1},\ldots,\alpha_{j_n}}.
\]

(2.17)

Here the parameters $\epsilon_j$, $j = 1, \ldots, r$, are the coupling constants to the $r$ distinct defect types that are characterised by the identification angles $\alpha_j$ of their associated conical singularities on the hyperbolic Riemann surfaces. Furthermore, $\beta$ is the inverse temperature attributed to the configurations of wiggles at the asymptotic boundary of the hyperbolic Riemann surfaces.

The distinct topologies of Riemann surfaces are weighted by the action $S_0$ that relates to the gravitational coupling $G_N$ as $G_N \sim 1/S_0$. Hence, the partition function is a non-perturbative expansion in the gravitational coupling $G_N$ of JT gravity [12]. The first two terms in this expansion capture the contributions of disks with no conical singularities and a single conical singularity, respectively. The remaining topologies appear in the second line. The individual terms in this expansion are computed as [12,18,25]

\[
Z_{\text{disk}}(\beta) = \frac{\gamma^\frac{3}{2} e^{\frac{2\pi^2}{3\beta}}}{{(2\pi)^3}^{\frac{3}{2}}} \,, \quad Z_{\text{disk}}(\beta, \alpha_j) = \frac{\gamma^\frac{3}{2} e^{\frac{\gamma^2}{2\beta}}}{{(2\pi)^3}^{\frac{3}{2}}} \,, \quad Z_{\text{trumpet}}(\beta, b) = \frac{\gamma^\frac{3}{2} e^{\frac{-b^2}{2\beta}}}{{(2\pi)^3}^{\frac{3}{2}}}.
\]

(2.18)

where $\gamma$ is the coupling constant to the one-dimensional Schwarzian action.

\[\text{Ref. [44] makes an interesting proposal for a correspondence between a certain limit of Liouville theory coupled to matter and JT gravity with a sinh(\phi)-dilaton potential with a different asymptotic behaviour for } \phi \rightarrow +\infty \text{ (see also ref. [54]).}\]

\[\text{Due to the selection rules (2.6) for non-vanishing Weil–Petersson volumes } V_{g,b,\alpha}, \text{ the second line of eq. (2.17) does not contain a contribution from disks without any or with a single conical singularity.}\]
First we observe that the summation over defects in eq. (2.17) can be rewritten as
\[
\sum_{n=0}^{+\infty} \sum_{j_1,\ldots,j_n=1}^{r} \frac{\epsilon_{j_1} \cdots \epsilon_{j_n}}{n!} V_{g,b,(\alpha_1,\ldots,\alpha_m)} = \sum_{n_1,\ldots,n_r=0}^{+\infty} \left( \prod_{j=1}^{r} \frac{\epsilon_j}{n_j!} \right) V_{g,b,(\alpha_1,\ldots,\alpha_1,\ldots,\alpha_r,\ldots,\alpha_r)} .
\]  
(2.19)

Summed over all genera \( g \) we readily express the volumes \( V_{g,b,(\alpha_1,\ldots,\alpha_m)} \) in terms of the generating function (2.16) as
\[
\sum_{g,n=0}^{+\infty} g^{2g} \sum_{j_1,\ldots,j_n=1}^{r} \frac{\epsilon_{j_1} \cdots \epsilon_{j_n}}{n!} \lambda^{3g} V_{g,b,(\alpha_1,\ldots,\alpha_m)} = \lambda^2 \frac{\partial}{\partial \beta} G(2\pi^2 \lambda, \{ t_k = \frac{\lambda^k}{2\pi k!} \delta + \sum_{j=1}^{r} \frac{\lambda^{k-1}\epsilon_j}{2\pi^{k!}} \epsilon_j \}) \bigg|_{\delta=0} 
\]  
(2.20)

We insert this expression into eq. (2.17) with the relation
\[
e^{-S_0} = \lambda^3 g_s ,
\]  
(2.21)

and carry out the integration over the geodesic boundary lengths in eq. (2.17) using
\[
\int_0^{+\infty} db \frac{b^{2n+1} e^{-\frac{b^2}{2 \gamma}}}{\gamma} = \frac{n!}{2} \left( \frac{2\beta \gamma}{\lambda} \right)^{n+1} .
\]  
(2.22)

Then we arrive for the partition function \( Z(\beta) \) at
\[
Z(\beta) = \frac{1}{\sqrt{2\pi g_s}} \left( \frac{\gamma}{\lambda \beta} \right)^{\frac{3}{4}} \left( e^{\frac{\beta^2}{\gamma}} + \frac{\beta}{\gamma} \sum_{j=1}^{r} \epsilon_j e^{\frac{\gamma \epsilon_j}{2\gamma}} + \sum_{\ell=1}^{+\infty} \left( \frac{\lambda \beta}{\gamma} \right)^{\ell+2} \frac{\partial}{\partial \ell} G(2\pi^2 \lambda, \{ t_k = \delta_k \}) \right) ,
\]  
(2.23)

with
\[
\delta_k = \sum_j \delta_{k,j} , \quad \delta_{k,j} = \frac{\lambda^{k-1}\epsilon_j}{2\pi^{k!}} .
\]  
(2.24)

Note that only the last term of the partition function \( Z(\beta) \) given in eq. (2.23) is mapped to the topological correlators (2.5), whereas the first two terms associated to disk topologies capture the semi-classical contributions to the partition function in the presence of a gas of defects.

It is straightforward to generalise the partition function \( Z(\beta) \) to geometries with multiple asymptotic boundaries [23,24]. For \( m \) boundaries we define the partition function of connected hyperbolic Riemann surfaces by \( Z(\beta_1,\ldots,\beta_m) \), where the inverse temperatures \( \beta_1,\ldots,\beta_m \) describe the thermodynamics of the wiggles at the \( m \) distinct asymptotic boundary components.

Similarly as for the partition function \( Z(\beta) \) of a single asymptotic boundary, the partition function \( Z(\beta_1,\beta_2) \) with two asymptotic boundaries splits into two pieces
\[
Z(\beta_1,\beta_2) = Z(\beta_1,\beta_2)^{\text{non-top.}} + Z(\beta_1,\beta_2)^{\text{top.}} .
\]  
(2.25)

The first term does not relate to topological correlators (2.5), while the second term arises from an integral transformation of the Weil–Petersson volumes of hyperbolic Riemann surfaces with
two geodesic boundary components that are computable in terms of topological correlators, cf. eqs. (2.11) and (2.15). The non-topological piece $Z(\beta_1, \beta_2)_{\text{non-top.}}$ receives only a contribution at genus zero from the topology of a cylinder (without any conical singularities). Using eqs. (2.18) and (2.22), this cylindrical contribution is obtained by gluing two trumpets along their geodesic boundary components, as computed in ref. [12]

$$Z(\beta_1, \beta_2)_{\text{non-top.}} = \int_0^\infty db \ b \ Z^{\text{trumpet}}(\beta_1, b) \ Z^{\text{trumpet}}(\beta_2, b) = \frac{\sqrt{\beta_1 \beta_2}}{2\pi \beta_1 + 2\pi \beta_2}. \quad (2.26)$$

The selection rule (2.6) implies that the partition functions $Z(\beta_1, \ldots, \beta_m)$ with $m > 2$ receive only contributions of the topological type, i.e.

$$Z(\beta_1, \ldots, \beta_m) = Z(\beta_1, \ldots, \beta_m)_{\text{top.}} \quad \text{for} \quad m > 2. \quad (2.27)$$

For any $m \geq 1$ the topological part of the partition function $Z(\beta_1, \ldots, \beta_m)$ reads

$$Z(\beta_1, \ldots, \beta_m)_{\text{top.}} = \sum_{g,n=0}^{\infty} e^{(2-2g-m)S_0} \sum_{j_1, \ldots, j_n=1}^r \frac{\epsilon_{j_1} \cdots \epsilon_{j_n}}{n!} \cdot \prod_{i=1}^m \int_0^\infty db_1 b_1 \ Z^{\text{trumpet}}(\beta_1, b_1) V_{g,(b_1, \ldots, b_m), (\alpha_{j_1}, \ldots, \alpha_{j_n})}. \quad (2.28)$$

Analogously to the formula (2.20) for a single boundary component, we express the volumes $V_{g,(b_1, \ldots, b_m), (\alpha_{j_1}, \ldots, \alpha_{j_n})}$ in terms of the generating function (2.16) as

$$\sum_{g,n} g^{2g} \sum_{j_1, \ldots, j_n=1}^r \lambda^{3g} \frac{\epsilon_{j_1} \cdots \epsilon_{j_n}}{n!} V_{g,(b_1, \ldots, b_m), (\alpha_{j_1}, \ldots, \alpha_{j_n})} = \lambda^{3-m} \prod_{i=1}^m \left( \sum_{\ell=0}^{\infty} b_i^{2\ell} \frac{\lambda^\ell}{2^{\ell} \ell!} \frac{\partial}{\partial t_\ell} \right) G(2\pi^2 \lambda, \{ t_k = \sum_{j=1}^r \frac{\lambda^{k-1}(-\alpha_{j}^2)^k}{2^{k} k!} \epsilon_j \}) \quad (2.29)$$

Inserting this expression into eq. (2.28) and carrying out the integrals (2.22), we obtain

$$Z(\beta_1, \ldots, \beta_m)_{\text{top.}} = \frac{1}{g_s^2} B(\beta_1) \cdots B(\beta_m) G(2\pi^2 \lambda, \{ t_k = \delta_k \}) \quad \text{for} \quad m \geq 1, \quad (2.30)$$

with $\delta_k$ as defined in eq. (2.24) and in terms of the differential operator

$$B(\beta) = g_s \sqrt{\frac{\lambda \beta}{2\pi \gamma}} \sum_{\ell=0}^{\infty} \left( \frac{\lambda \beta}{\gamma} \right)^\ell \frac{\partial}{\partial t_\ell}. \quad (2.31)$$

It is shown in ref. [30] that the differential operator $B(\beta)$ creates an asymptotic boundary component at temperature $\beta$. It is universal in the sense that without any modifications it also creates asymptotic boundary components in the presence of defects. The operator $B(\beta)$ as a function of $\beta$ relates to the operator in ref. [55], which in the context of two-dimensional topological gravity creates in a surface a hole of specified boundary length. Therefore, we refer to $B(\beta)$ as the boundary creation operator.
The obtained simple forms (2.23) and (2.30) of the partition function $Z(\beta)$ and its multi-boundary generalisations $Z(\beta_1, \ldots, \beta_m)$ in the presence of a gas of defects have a nice interpretation from the topological gravity perspective. The Weil–Petersson volumes (2.11) are computed with the Kähler class $2\pi^2\kappa_1$ on the moduli spaces $\overline{\cal M}_{g,n}$ [50]. The generating function $G(2\pi^2\lambda, \{t_k\})$ now expresses these volumes (as functions of the scaling and genus expansion parameters $\lambda$ and $g_s$) in terms of the shifted generating function $F(\{t_k + \gamma_k\})$ of topological gravity according to eq. (2.9). As explained in ref. [12, 29], JT gravity can be interpreted as topological gravity with non-vanishing background parameters $\{\gamma_k\}$. Including now a gas of defects (characterised by their couplings $\epsilon_j$ and identification angles $\alpha_j$) further deforms the background couplings $\{\gamma_k\}$. The leading order contribution arises from single-defect interactions while the higher order corrections are due to multi-defect interactions. These order-by-order contributions can be viewed as a Taylor expansion about the JT gravity background parameters $\{\gamma_k\}$, which altogether sum up to the deformation $\{\gamma_k + \delta_k\}$. Thus, JT gravity interacting with a gas of defects yields yet other expansion points of the generating function $F(\{t_k\})$. It would be interesting to see if there are special expansion points that are singled out from the topological gravity point of view.

As in ref. [29], in the following we set the coupling $\gamma$ and the scaling parameter $\lambda$ to the convenient values

$$\lambda = \gamma = \frac{1}{2\pi^2}. \quad (2.32)$$

Then the boundary creation operator $B(\beta)$ and the background parameters $\delta_k$ simplify to

$$B(\beta) = g_s \sqrt{\frac{\beta}{2\pi}} \sum_{\ell=0}^{\infty} \beta^\ell \frac{\partial}{\partial t_\ell}, \quad \delta_k = \sum_j \left( -\frac{\alpha_j^2}{4\pi^2} \right) k \frac{2\pi^2 \epsilon_j}{k!}, \quad (2.33)$$

and the partition functions become

$$Z(\beta) = \frac{1}{\sqrt{2\pi g_s \beta}} \left( e^{\pi^2/2\beta} + 2\pi^2 \beta \sum_{j=1}^r \epsilon_j e^{\pi^2/2\beta} \right) + \frac{1}{g_s^2} B(\beta) G(1, \{t_k = \delta_k\}),$$

$$Z(\beta_1, \beta_2) = \frac{\sqrt{\beta_1 \beta_2}}{2\pi \beta_1 + 2\pi \beta_2} + \frac{1}{g_s^2} B(\beta_1) B(\beta_2) G(1, \{t_k = \delta_k\}), \quad (2.34)$$

$$Z(\beta_1, \ldots, \beta_m) = \frac{1}{g_s^2} B(\beta_1) \cdots B(\beta_m) G(1, \{t_k = \delta_k\}) \quad \text{for} \quad m \geq 3,$$

where the first two partition functions receive both non-topological and topological contributions.

### 2.4 KdV Hierarchy and Off-Shell Partition Functions

As conjectured by Witten [26] and proven by Kontsevich [27] the generating function $F(\{t_k\})$ of correlators in topological gravity defined in eq. (2.7) arises as a solution to the KdV hierarchy as follows. Let us define

$$u(\{t_k\}) = \frac{\partial^2}{\partial t_0^2} F(\{t_k\}). \quad (2.35)$$
The function \( u(\{t_k\}) \) is a tau function to the KdV hierarchy, i.e. it solves the system of graded partial differential equations
\[
\partial_k u = \partial_0 R_{k+1}(u, \partial_0 u, \partial_0^2 u, \ldots) \quad \text{with} \quad \partial_k \equiv \frac{\partial}{\partial t_k}, \quad k = 0, 1, 2, 3, \ldots .
\] (2.36)

Here \( R_k, k = 1, 2, 3, \ldots, \) are the Gelfand–Dikii polynomials [56], which are polynomials in the derivatives \( \partial_0^\ell u(\{t_k\}), \ell = 0, 1, 2, \ldots \) of \( u(\{t_k\})\), and depend on the parameter \( g_s \). Together with the condition \( R_k(\{\partial_0^0 u \equiv 0\}) = 0 \) they are defined with the initial polynomial \( R_1 = u \) recursively as [56]
\[
\partial_0 R_{k+1} = \frac{1}{2k+1} \left( 2u (\partial_0 R_k) + (\partial_0 u) R_k + \frac{g_s^2}{4} \partial_0^3 R_k \right). \quad (2.37)
\]

The leading order term of the Gelfand–Dikii polynomials is given by
\[
R_k|_{g_s=0} = \frac{u^k}{k!}, \quad (2.39)
\]
independent of any derivatives \( \partial_0 u(\{t_k\}), \partial_0^2 u(\{t_k\}), \partial_0^3 u(\{t_k\}), \ldots \).

As the KdV hierarchy (2.36) depends only implicitly on the couplings \( t_k \), the function \( v(\{t_k\}) = \frac{\partial_0^2 F(\{t_k + \Delta t_k\})}{2} \) is a tau function for any set of constants \( \{\Delta t_k\} \). In particular, a tau function arises from the generating function \( G(s, \{t_k\}) \) of Weil–Petersson volumes (cf. eq. (2.9)) and from the generating function \( H(\{t_k\}) \) of correlators on hyperbolic Riemann surfaces with conical singularities given by
\[
H(\{t_k\}) = (1, \{t_k + \delta_k\}) = F(\{t_k + \gamma_k + \delta_k\}) , \quad (2.40)
\]
in terms of the constants \( \Delta t_k = \gamma_k + \delta_k \), cf. eqs. (2.9) and (2.33).

The particular tau function \( u(\{t_k\}) \) of topological gravity and hence the tau function \( v(\{t_k\}) \) with the shifted couplings obey the string equation [57]
\[
\partial_0 u = 1 + \sum_{k=1}^{+\infty} t_k \partial_k u , \quad \partial_0 v = 1 + \sum_{k=1}^{+\infty} (t_k + \Delta t_k) \partial_k v . \quad (2.41)
\]
The string equation together with the KdV hierarchy determine unambiguously the tau functions \( u(\{t_k\}) \) and \( v(\{t_k\}) \) [26]. The string equation can be viewed as the initial condition specifying a unique solution to the KdV hierarchy.

The partition functions \( Z(\beta_1, \ldots, \beta_m) \) defined in eq. (2.34) do not depend on the coupling parameters \( \{t_k\} \) appearing in the definition of \( H(\{t_k\}) \). Instead the generating function \( H(\{t_k\}) \) is evaluated at the specific values \( t_k = 0 \) (corresponding to \( t_k = \gamma_k + \delta_k \) in terms of the generating functions \( F(\{t_k\}) \)). We can define partition functions \( Z^F(\{t_k\}; \beta_1, \ldots, \beta_m) \) based on \( F(\{t_k\}) \) or alternatively the partition functions \( Z^H(\{t_k\}; \beta_1, \ldots, \beta_m) \) based on \( H(\{t_k\}) \) depending on \( \{t_k\} \) by generalising the topological part in eqs. (2.34) to
\[
Z^F(\{t_k\}; \beta_1, \ldots, \beta_m)^{\text{top}} = \frac{1}{g_s^2} B(\beta_1) \cdots B(\beta_m) F(\{t_k\}) ,
\]
\[
Z^H(\{t_k\}; \beta_1, \ldots, \beta_m)^{\text{top}} = \frac{1}{g_s^2} B(\beta_1) \cdots B(\beta_m) H(\{t_k\}) . \quad (2.42)
\]
Following ref. [29] we refer to $Z^F(\{t_k\}; \beta_1, \ldots, \beta_m)$ and $Z^H(\{t_k\}; \beta_1, \ldots, \beta_m)$ as the off-shell partition functions, and upon specialising to suitable values for the couplings $\{t_k\}$ — denoted as on-shell values — we get back the result $Z(\beta_1, \ldots, \beta_m)$ referred to as the on-shell partition function, i.e.

$$Z(\beta_1, \ldots, \beta_m) = Z^F(\{t_k = \gamma_k + \delta_k\}; \beta_1, \ldots, \beta_m),$$

$$Z(\beta_1, \ldots, \beta_m) = Z^H(\{t_k = 0\}; \beta_1, \ldots, \beta_m).$$

These two classes of off-shell partition functions enjoy distinct interpretations. Whereas the off-shell partition function $Z^F(\{t_k\}; \beta_1, \ldots, \beta_m)$ is defined in the setting of topological gravity in the context of intersection theory on the moduli spaces of stable curves [26, 27], the partition functions $Z^H(\{t_k\}; \beta_1, \ldots, \beta_m)$ directly relate to correlators on hyperbolic Riemann surfaces (possibly coupled to a gas of defects as described by the constants $\{\delta_k\}$) in the context of JT gravity [12, 29]. These two classes of off-shell partition functions are related as $Z^F(\{\gamma_k + \delta_k + t_k\}; \beta_1, \ldots, \beta_m) = Z^H(\{t_k\}; \beta_1, \ldots, \beta_m).

Let us now determine the introduced off-shell partition functions explicitly. The tau function (2.35) and the generating function $F(\{t_k\})$ enjoy the genus expansion

$$u(\{t_k\}) = \sum_{r=0}^{+\infty} g_{2r} t_r(\{t_k\}), \quad F(\{t_k\}) = \sum_{r=0}^{+\infty} f_{2r} F_r(\{t_k\}),$$

such that $F_g = \partial_0^2 u_g$. The KdV hierarchy (2.36) with eq. (2.39) and the string equation (2.41) imply for the genus zero contribution the partial differential equations

$$\partial_k u_0 = \frac{\partial_0 u_0^{k+1}}{(k+1)!}, \quad \partial_0 u_0 = 1 + \sum_{k=1}^{+\infty} t_k \partial_k u_0.$$  \hfill{2.45}

Defining the series

$$I_n(u_0, \{t_k\}) = \sum_{k=0}^{+\infty} t_{k+n} u_0^k \quad \text{for} \quad n = 0, 1, 2, \ldots,$$

and using the partial differential equations (2.45), Itzykson and Zuber show for the genus zero part $u_0(\{t_k\})$ of the tau function $u(\{t_k\})$ the remarkable functional relation [32]

$$u_0 - I_0(u_0, \{t_k\}) = 0.$$  \hfill{2.47}

With the ansatz $u_0(\{t_k\}) = \sum_{N=0}^{+\infty} \sum_{n_k=N}^{+\infty} u_0(\{n_k\}) t_0^{1-N+K n_k} (t_1^{n_1} t_2^{n_2} \cdots)$ summed over non-negative integral sets $\{n_k\}$, one readily determines order-by-order the formal expansion in the coupling parameters $\{t_k\}$

$$u_0(\{t_k\}) = t_0 + t_0 t_1 + \left( t_0^2 t_1 + \frac{1}{2} t_0^2 t_2 \right) + \left( t_0^3 t_1 + \frac{3}{2} t_0^2 t_1 t_2 + \frac{1}{6} t_0^3 t_3 \right) + \ldots.$$  \hfill{2.48}

Imposing the correct boundary conditions, the function $u_0$ integrates to [32]

$$F_0(u_0, \{t_k\}) = \frac{u_0^3}{3!} - \sum_{k=0}^{+\infty} \frac{t_k}{(k+2)!} u_0^{k+2} + \frac{1}{2} \sum_{k=0}^{+\infty} u_0^{k+1} + \sum_{n=0}^{k} \frac{t_n t_{k-n}}{n!(k-n)!}.$$  \hfill{2.49}
Furthermore, observing that the functions (2.46) obey the differential identities

\[ \partial_0 I_0 = \frac{1}{1 - I_1}, \quad \partial_0 I_k = \frac{I_{k+1}}{1 - I_1} \quad \text{for} \quad k \geq 1 \]  

(2.50)

Itzykson and Zuber establish that the KdV hierarchy implies at higher genus the finite non-trivial expansions [32]

\[ u_g = (1 - I_1)^{g-1} \sum_{\sum_{k=2}^{3g-2} (k-1)\ell_k = 3g-1} u_{g,\{\ell_k\}} \left( \frac{I_2}{(1 - I_1)^2} \right)^{\ell_2} \cdots \left( \frac{I_{3g}}{(1 - I_1)^{3g}} \right)^{\ell_{3g}}. \]  

(2.51)

Inserting this ansatz into the KdV hierarchy (2.36) (recursively in the genus) determines unambiguously the numerical coefficients \( u_{g,\{\ell_k\}} \), for instance up to genus \( g = 2 \) we arrive at

\[ u_1 = \frac{1}{12} \left( \frac{I_2}{(1 - I_1)^2} \right)^2 + \frac{1}{24} \frac{I_3}{(1 - I_1)^3}, \]  

(2.52)

\[ u_2 = (1 - I_1) \left( \frac{49I_2^5}{288(1 - I_1)^{10}} + \frac{111I_3I_2^3}{36(1 - I_1)^9} + \frac{7I_4I_2^3}{96(1 - I_1)^8} + \frac{109I_5I_2^2}{1152(1 - I_1)^7} + \frac{I_6I_2}{90(1 - I_1)^6} + \frac{17I_5I_4}{1152(1 - I_1)^6} \right). \]  

(2.53)

At genus one \( u_1(\{t_k\}) \) integrates to

\[ F_1 = -\frac{1}{24} \log(1 - I_1). \]  

(2.54)

The generating functions \( F_g \) for \( g > 1 \) enjoy yet again an expansion of the form [32]

\[ F_g = (1 - I_1)^{g-1} \sum_{\sum_{k=2}^{3g-2} (k-1)\ell_k = 3g-3} f_{g,\{\ell_k\}} \left( \frac{I_2}{(1 - I_1)^2} \right)^{\ell_2} \cdots \left( \frac{I_{3g-2}}{(1 - I_1)^{3g-2}} \right)^{\ell_{3g-2}}, \]  

(2.55)

in terms of the finitely many coefficients \( f_{g,\{\ell_k\}} \) (with the subscript \( \{\ell_k\} = \{\ell_2, \ell_3, \ldots\} \)). In particular, with eq. (2.53) we find for \( g = 2 \) the numerical coefficients

\[ f_{2,\{3\}} = \frac{7}{1440}, \quad f_{2,\{1,1\}} = \frac{29}{5760}, \quad f_{2,\{0,0,1\}} = \frac{1}{1152}, \]  

(2.56)

and we arrive at

\[ F_2 = \frac{7}{1440} \frac{I_2^3}{(1 - I_1)^5} + \frac{29}{5760} \frac{I_2 I_3}{(1 - I_1)^4} + \frac{1}{1152} \frac{I_4}{(1 - I_1)^3}. \]  

(2.57)

Thus, the method of Itzykson and Zuber — expressing the tau function \( u(\{t_k\}) \) and hence the generating function \( F(\{t_k\}) \) in terms of the functions \( I_n(0, \{t_k\}) \) — offers a very powerful method to compute the generating function \( F(\{t_k\}) \) order-by-order as a genus expansion [32]. Upon inserting the expression (2.48) to the desired order, one can readily read off the correlators of topological gravity explicitly.

Solving the KdV hierarchy in terms of the functions \( I_n \) allows us to derive a universal expression for the off-shell partition functions (2.42) with arbitrary shifts \( \{\Delta t_k\} \) in the coupling parameters \( \{t_k\} \). The defined off-shell partition functions (2.42) are derived from the
generating function $F(F_0, \{I_n\}) = F_0 + \sum_{g=1}^{+\infty} g_2^g F_g(\{I_n\})$, which — if expressed in terms of $F_0(u_0(\{t_k\}), \{t_k\})$ and $I_n(u_0(\{t_k\}), \{t_k\}), n = 1, 2, 3, \ldots$ — only implicitly depend on the couplings $\{t_k\}$. Computing the action of the boundary creation operators (2.33) on the functions $F_0$ yields

$$B(\beta)F_0 = \frac{g_s}{\sqrt{2\pi} \beta^2} \left( e^{\beta I_0} (1 - \beta I_0) - 1 + \sum_{k, \ell=0}^{+\infty} \frac{I_0^{k+\ell+1}}{k! \ell!} \beta^{k+2} \right),$$

(2.58)

and

$$B(\beta_1)B(\beta_2)F_0 = \frac{g_s^2 \beta_1 \beta_2}{2\pi \beta_1 + 2\pi \beta_2} (e^{(\beta_1 + \beta_2)I_0} - 1),$$

whereas for $I_n$ we find

$$B(\beta)I_0 = g_s \sqrt{\frac{\beta}{2\pi}} e^{\beta I_0}, \quad B(\beta)I_N = g_s \sqrt{\frac{\beta}{2\pi}} e^{\beta I_0} \left( \beta^k + \frac{I_{n+1}}{(1-I_1)} \right) \quad \text{for} \quad k \geq 1.$$  

(2.59)

As a consequence of these derivative rules — except for the leading genus zero contribution to the partition function with one asymptotic boundary — the off-shell partition functions (2.42) are universally expressible in terms of the functions $I_n$, i.e.

$$Z\{B(\beta)F_0, I_n\}; \beta)_{\text{top.}} = \frac{1}{g_s^2} B(\beta)F(\{t_k\}) = \frac{1}{g_s^2} B(\beta)F_0 + Z^{(g>0)}(\{I_n\}; \beta)_{\text{top.}},$$

$$Z(\{I_n\}; \beta_1, \ldots, \beta_m)_{\text{top.}} = \frac{1}{g_s^2} B(\beta_1) \cdots B(\beta_m)F(\{t_k\}) \quad \text{for} \quad m > 1.$$  

(2.60)

In particular, the partition function with a single asymptotic boundary component enjoys the genus expansion

$$Z\{B(\beta)F_0, I_n\}; \beta)_{\text{top.}} = \frac{1}{g_s^2} B(\beta)F_0 + \sqrt{\frac{\beta}{2\pi}} \sum_{g=1}^{+\infty} g_2^{2g-1} (1 - I_1)^{g-1} Z_g(\{I_n\}; \beta),$$

(2.61)

where

$$Z_1 = \frac{1}{24} \left( \frac{\beta}{1-I_1} + \frac{I_2}{(1-I_1)^2} \right),$$

(2.62)

and for $g > 0$

$$Z_g = \sum_{s=3}^{3g-2} \left( \frac{1}{3(1-I_1)} \right) \left( \beta + \frac{I_2}{1-I_1} \right) + \frac{I_{s+1}}{I_s(1-I_1)} + \frac{\beta^s}{I_s} \left( \frac{I_2}{(1-I_1)^2} \right) \cdots \left( \frac{I_{3g-2}}{(1-I_1)^{3g-2}} \right) \left( \frac{I_{3g-2}}{(1-I_1)^{3g-2}} \right),$$

(2.63)

in terms of the constants $f_{g,\{t_k\}}$ defined in eq. (2.55). With eq. (2.62) and inserting (2.56) into $Z_2$ we find explicitly up to genus two

$$Z^{(g>0)}(\{I_n\}; \beta)_{\text{top.}} = \frac{g_s}{24} \sqrt{\frac{\beta}{2\pi}} e^{\beta I_0} \left( \beta + \frac{I_2}{1-I_1} \right)$$

$$+ \frac{g_s^2}{5760} \sqrt{\frac{\beta}{2\pi}} e^{\beta I_0} \left( \frac{5}{(1-I_1)^4} + \frac{29\beta^2 I_2 + 29\beta I_3 + 15I_4 + 5I_5}{(1-I_1)^5} \right) \left( \frac{5}{(1-I_1)^4} + \frac{29\beta^2 I_2 + 29\beta I_3 + 15I_4 + 5I_5}{(1-I_1)^5} \right).$$
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\[
\frac{84\beta^2 I_2^2 + 116\beta I_4 I_2 + 44I_4 I_2 + 29I_2^3}{(1 - I_1)^6} + \frac{20I_2^3(7\beta I_2 + 10I_3)}{(1 - I_1)^7} + \frac{140I_4^2}{(1 - I_1)^8} + \ldots \tag{2.64}
\]

Similar formulas can be worked out for the universal partition functions with several asymptotic boundary components, namely

\[
Z(\{I_n\}; \beta_1, \ldots, \beta_m)^{\text{top.}} = \prod_{i=1}^{m} \left( e^{\beta_i I_0} \sqrt{\frac{\beta_i}{2\pi}} \right) \sum_{g=0}^{\infty} g_s^{2g+m-2} (1 - I_1)^{g-1} Z_g(\{I_n\}, \beta_1, \ldots, \beta_m),
\]

where

\[
B(\beta_1) \cdots B(\beta_m) F_g = \frac{g_s \sqrt{\beta_1 \cdots \beta_m}}{(2\pi)^{\frac{3}{2}}} e^{(\beta_1 + \cdots + \beta_m) I_0} (1 - I_1)^{g-1} Z_g(\{I_n\}, \beta_1, \ldots, \beta_m). \tag{2.66}
\]

In particular for two asymptotic boundary components the leading order contributions are given by

\[
Z(\{I_n\}; \beta_1, \beta_2) = \frac{\sqrt{\beta_1 \beta_2}}{2\pi \beta_1 + 2\pi \beta_2} e^{(\beta_1 + \beta_2) I_0} + \frac{g_s^2 \sqrt{\beta_1 \beta_2}}{48\pi} e^{(\beta_1 + \beta_2) I_0} \left( \frac{\beta_1^2 + \beta_1 \beta_2 + \beta_2^2}{(1 - I_1)^2} + \frac{2(\beta_1 + \beta_2) I_2 + I_3}{(1 - I_1)^3} + \frac{2I_2^3}{(1 - I_1)^4} \right) + \ldots, \tag{2.67}
\]

including the semi-classical contribution, cf. eq. (2.34). Thus, any of the off-shell or on-shell partition functions defined in eqs. (2.42) and (2.43) can be obtained from the universal partition functions (2.60) upon inserting \(I_n(\{t_k\}, u_0(\{t_k\}))\) with suitable values for the couplings \(\{t_k\}\). For instance, inserting \(I_n(\{t_k + \gamma_k + \delta_k\}, u_0(\{t_k + \gamma_k + \delta_k\}))\) we obtain the off-shell partition functions \(Z^H(\{t_k\}; \beta_1, \ldots, \beta_m)\), whereas for \(I_n(\{\gamma_k + \delta_k\}, u_0(\{\gamma_k + \delta_k\}))\) we arrive at the on-shell partition functions \(Z(\beta_1, \ldots, \beta_m)\). In the next section, we focus on the partition functions \(Z(t_0, t_1; \beta_1, \ldots, \beta_m)\) studied in refs. [29, 30], where we assign on-shell values to the couplings \(t_k, k = 2, 3, 4, \ldots\), while keeping the first two couplings \(t_0 \text{ and } t_1\) off-shell [58].

While the presented genus expansion in the coupling \(g_s \sim e^{-1/G_N}\) is non-perturbative in the gravitational coupling \(G_N\) of JT gravity, it is perturbative in the dual matrix model formulation, where the expansion parameter \(g_s\) describes quantum fluctuations about the classical energy density of states [12, 20]. In fact the discussed partition functions \(Z(\{I_n\}; \beta_1, \ldots, \beta_m)\) are divergent series in \(g_s\) due to the factorial growth \((2g)!\) of the contributions at order \(g_s^2\) [12, 58]. Therefore, the partition functions \(Z(\{I_n\}; \beta_1, \ldots, \beta_m)\) are asymptotic series that require a non-perturbative completion arising from non-perturbative effects of the order \(e^{-1/g_s}\). For further details on this issue and the possible emergence of non-perturbative instabilities, we refer the reader to ref. [12, 20] and the solutions proposed in refs. [20–22].

### 2.5 Partition Functions with Leading Order Off-shell Couplings

In the spirit of refs. [29, 30] let us now consider the partition functions \(Z(t_0, t_1; \beta_1, \ldots, \beta_m)\) with only the couplings \(t_0\) and \(t_1\) taken to be off-shell. Then the partition functions for JT gravity coupled to a gas of defects are defined as

\[
Z(t_0, t_1; \beta_1, \ldots, \beta_m) \equiv Z(\{t_0, t_1, t_k \geq 2 = \gamma_k + \delta_k\}; \beta_1, \ldots, \beta_m), \tag{2.68}
\]
where setting \( t_0 = \delta_0 \) and \( t_1 = \delta_1 \) yields the on-shell partition functions in all couplings. Analogously, we can define the function \( u(t_0, t_1) \) and the generating function \( F(t_0, t_1) \) obtained by evaluating the couplings \( t_{k \geq 2} \) of the tau function \( u(\{t_k\}) \) and of the generating function \( F(\{t_k\}) \) at their on-shell values, i.e.,

\[
u(t_0, t_1) = u(\{t_0, t_1, t_{k \geq 2} = \gamma_k + \delta_k\}), \quad F(t_0, t_1) = F(\{t_0, t_1, t_{k \geq 2} = \gamma_k + \delta_k\}) ,
\]

with

\[
u(t_0, t_1) = \partial^2_0 F(t_0, t_1) .
\]

All these functions can respectively be obtained from their universal expressions (2.60), (2.51), and (2.55) by inserting the on-shell values of the couplings \( t_{k \geq 2} \) into the functions \( I_n \). The function \( u(t_0, t_1) \) fulfills the first partial differential equation of the KdV hierarchy (2.36), which is just the non-linear partial differential KdV equation, i.e.,

\[
\partial_1 u = u \partial_0 u + \frac{g^2}{12} \partial_0^3 u .
\]

With \( t_0 \) and \( t_1 \) off-shell we observe that the function \( I_1 \) depends only on \( t_1 \) and \( u_0 \equiv I_0 \), while \( I_n \) for \( n \geq 2 \) are series in \( u_0 \) without an explicit dependence on \( t_0 \) and \( t_1 \). Therefore, it is convenient to introduce new (formal) variables \((y, t)\) given by [29,58]

\[
y = u_0 , \quad t = 1 - I_1 .
\]

Since \( I_n \) for \( n \geq 2 \) is only a function of \( y \), we obtain from the universal tau function (2.51) and the universal generating function (2.55) the asymptotic series

\[
u(y, t) = y + \sum_{g=1}^{\infty} g^{2g} u_g(y, t) , \quad u_g(y, t) = \sum_{k=2g+1}^{\infty} u_{g,k}(y) t^{-k} ,
\]

and

\[
F(y, t) = F_0(y, t) - \frac{g^2}{24} \log t + \sum_{g=2}^{\infty} g^{2g} F_g(y, t) , \quad F_g(y, t) = \sum_{k=2g+1}^{\infty} F_{g,k}(y, t) t^{-k} .
\]

The coefficient functions \( u_g(y, t) \) (for \( g \geq 1 \)) and \( F_g(y, t) \) (for \( g \geq 2 \)) are Laurent polynomials in the variable \( t \), where the range for the powers of \( t \) is a consequence of the restricted sums in eqs. (2.51) and (2.55). The degrees of these Laurent polynomials conform with the structure derived by Zograf for the specific on-shell couplings \( t_k = \gamma_k \) for \( k \geq 2 \) [58]. Furthermore, at genus one the logarithmic contribution to \( F(y, t) \) arises from eq. (2.54), whereas with eq. (2.49) the genus zero contribution becomes

\[
F_0(y, t) = \frac{1}{6} y^2 t^2 + \frac{1}{6} y^2 t^{k=2} \sum_{k=2}^{\infty} \frac{y^k (2k + 5) (\gamma_k + \delta_k)}{(k+2)(k+1)(k-2)!} + \frac{1}{6} y \left( \sum_{k=2}^{\infty} \frac{y^k (\gamma_k + \delta_k)}{(k+1)(k-2)!} \right)^2
\]

\[
+ \sum_{k=4}^{\infty} \frac{y^{k+1}}{3(k+1)(k+2)!} \sum_{n=2}^{k-2} \binom{k+4}{n} \binom{n}{2} \binom{k-n}{2} (\gamma_n + \delta_n) (\gamma_{k-n} + \delta_{k-n}) .
\]

Let us now turn to the partition function \( Z(t_0, t_1; \beta) \) with a single asymptotic boundary. Since the couplings \( t_{k \geq 2} \) are taken on-shell we cannot obtain \( Z(t_0, t_1; \beta) \) by acting with the
boundary creation operator $B(\beta)$ on the generating function $F(t_0, t_1)$ because the boundary operator $B(\beta)$ contains derivatives with respect to those parameters that have been fixed to their on-shell values. Thus, either we compute $Z(t_0, t_1; \beta)$ from the universal partition function (2.60) or we determine a differential equation with $Z(t_0, t_1; \beta)$ as its solution. For the latter approach we follow the authors of ref. [29]. Note that the partial derivatives $\partial_k$ for $k \geq 2$ appearing in the boundary operator $B(\beta)$ can be rewritten in terms of derivatives with respect to $\partial_0$ due to the KdV hierarchy (2.36), namely

$$\partial_0 Z(t_0, t_1; \beta) = \frac{1}{g_s^2} B(\beta) \partial_0 F(\{t_k\}) |_{\{t_k \geq 2 = \gamma_k + \delta_k\}} = - \frac{1}{g_s \sqrt{2\pi \beta}} + W(t_0, t_1; \beta) ,$$

with the definition

$$W(t_0, t_1; \beta) = \frac{1}{g_s \sqrt{2\pi \beta}} \sum_{\ell=0}^{+\infty} \beta^\ell R_\ell ,$$

in terms of the Gelfand–Dikii polynomials (2.38) and $R_0 = 1$. The key observation of ref. [29] is now that the Gelfand–Dikii polynomials obey the non-trivial relation

$$\partial_1 R_k = u \partial_0 R_k + \frac{g_s^2}{12} \partial_0^3 R_k ,$$

which immediately implies the differential equation

$$\partial_1 W(t_0, t_1; \beta) = u \partial_0 W(t_0, t_1; \beta) + \frac{g_s^2}{12} \partial_0^3 W(t_0, t_1; \beta) .$$

The partition function $Z(t_0, t_1; \beta)$ can now be determined from this differential equation for $W(t_0, t_1; \beta)$. The function $W(t_0, t_1; \beta)$ is an interesting quantity by itself, see for instance the discussion in ref. [29].

Upon expressing the couplings $(t_0, t_1)$ in terms of the variables $(y, t)$ defined in eq. (2.72), the function $W(y, t; \beta)$ enjoys the asymptotic genus expansion

$$W(y, t; \beta) = \frac{e^{\beta y}}{\sqrt{2\pi \beta}} \sum_{g=0}^{+\infty} g_s^{2g-1} W_g(y, t; \beta) ,$$

where — due to the definition $R_0 = 1$ and due to the leading order behaviour (2.39) of the Gelfand–Dikii polynomials — the genus zero contribution reads

$$W_0(y, t; \beta) = 1 .$$

By inserting the variables (2.72) into the $t_0$-derivative of the universal expressions (2.63), we find that the higher genus contributions $W_g(y, t; \beta)$ are polynomials in $t^{-1}$ with coefficient functions in terms of $y$ and $\beta$ of the form

$$W_g(y, t; \beta) = \sum_{k=2g}^{5g-1} W_{g,k}(y; \beta) t^{-k} \text{ for } g \geq 1 .$$

---

7This relation can directly be proven by induction with respect to the index $k$ of the Gelfand–Dikii polynomials $R_k$. The induction step is performed by applying the recursion relation (2.37) of the Gelfand–Dikii polynomials.
Inserting the asymptotic expansion (2.80) into the partial differential equation yields the recursion differential equation [29]

$$\partial_t W_g = -\sum_{h=0}^{g-1} u_{g-h} \nabla(\beta) W_h - \frac{1}{12} \nabla(\beta)^3 W_{g-1},$$  \hspace{1cm} (2.83)

with the linear differential operators

$$\nabla(\beta) = \partial_0 + \frac{\beta}{4} \left( -I_2 \partial_t + D_y \right), \quad D_y = \partial_y + \beta.$$  \hspace{1cm} (2.84)

Furthermore, inserting the expansion (2.82) into the differential recursion relation and carrying out a few steps of algebra yields recursion relations for the Laurent modes $W_{g,k}(y;\beta)$. With the initial genus zero contribution (2.81) we arrive for genus $g = 1$ at $^8$

$$W_{1,k} = \frac{\beta}{k} u_{1,k} + \frac{\beta^3}{24} \delta_{k,2} + \frac{1}{36} (3I_2 \beta^3 + I_5 \beta) \delta_{k,3} + \frac{\beta}{16} I_2^2 \delta_{k,4} \quad \text{for} \quad k = 2, 3, 4,$$  \hspace{1cm} (2.85)

which explicitly becomes with eq. (2.52)

$$W_1(y, t; \beta) = \frac{\beta^3}{24t^2} + \frac{\beta}{24t^3} (2\beta I_2 + I_3) + \frac{\beta}{12t^4} I_2^2.$$  \hspace{1cm} (2.86)

Furthermore, for $g \geq 2$ and $k = 2g+1, \ldots, 5g-1$ we arrive at the lengthy but straightforwardly applicable recursion relation

$$W_{g,k} = \sum_{h=1}^{g-1} \sum_{n=2h}^{5h-1} \left( \frac{n}{k} I_2 u_{g-h,k-n-1} W_{h,n} + \frac{1}{k} u_{g-h,k-n} D_y W_{h,n} \right) + \frac{\beta}{k} u_{g,k}$$

$$+ \frac{1}{12k} \left[ D_y^3 W_{g-1,k-2} + (3(k-2)I_2 D_y^2 + (3k-8)I_3 D_y + (k-3)I_4) W_{g-1,k-3} \right.$$

$$+ (3(k^2-5k+5)I_2^2 D_y + (k-4)(3k-5)I_2 I_3) W_{g-1,k-4}$$

$$\left. + (k-5)(k-3)(k-1)I_2^3 W_{g-1,k-5} \right],$$  \hspace{1cm} (2.87)

where we set $W_{h,n} \equiv 0$ for $n \notin \{2h, \ldots, 5h-1\}$ and $u_{h,n} \equiv 0$ for $n \notin \{2h+1, \ldots, 5h-1\}$. In particular, for genus two we readily compute

$$W_2(y, t; \beta) = \frac{\beta}{5760} \left( \frac{5\beta^5}{t^4} + \frac{44\beta^4 I_2 + 58\beta^3 I_3 + 44\beta^2 I_4 + 20\beta I_5 + 5 I_6}{t^5} \right.$$

$$+ \frac{200\beta^3 I_2^2 + 400\beta^2 I_2 I_3 + 145\beta I_2 I_4 + 220\beta I_2 I_4 + 102 I_3 I_4 + 64 I_2 I_5}{t^6}$$

$$\left. + \frac{5I_2 (112\beta^2 I_2^2 + 240\beta I_2 I_3 + 84 I_4 I_2 + 109 I_2^3) + 20 I_2^2 (49\beta I_2 + 88 I_3)}{t^7} + \frac{980 I_2^5}{t^9} \right).$$  \hspace{1cm} (2.88)

With the help of these recursion formulas we are now in a position to deduce the partition function $Z(y, t; \beta)$ with one asymptotic boundary component as well. The general

$^8$Note that the polynomial structure (2.82) of $W_{g}(y, t; \beta)$ fixes the constant of integration in the differential recursion relation (2.83) with respect to $t$ unambiguously.
The genus zero part splits into the semi-classical and topological contributions

\[ Z(y, t; \beta) = \sum_{g=0}^{+\infty} g^2 e^{-g} \bar{Z}_g(y, t; \beta). \]  

(2.89)

The genus zero part splits into the semi-classical and topological contributions

\[ \bar{Z}_0(y, t; \beta) = \bar{Z}_0(y, t; \beta)_{\text{semi.}} + \bar{Z}_0(y, t; \beta)_{\text{top.}}, \]  

(2.90)

where — using eqs. (2.33) and (2.34) — the semi-classical part is given by

\[ \bar{Z}_0(y, t; \beta)_{\text{semi.}} = t y^{1+y(\beta)} \frac{1}{\sqrt{2\pi \beta}} \sum_{k=2}^{+\infty} \frac{y^k (\gamma_k + \delta_k)}{k(k-2)!} \]

\[ + \frac{1}{\sqrt{2\pi \beta}} \sum_{k=2}^{+\infty} \frac{y^{k-1} (\gamma_k + \delta_k)}{(k-1)!} + \frac{1}{\sqrt{2\pi \beta}} \sum_{k=2}^{+\infty} \frac{\delta_k + \gamma_k}{(-\beta)^k}, \]  

(2.91)

and where — according to eq. (2.58) — the topological part reads

\[ \bar{Z}_0(y, t; \beta)_{\text{top.}} = \frac{t}{\sqrt{2\pi \beta}} \left( e^{\beta y} - (1+y(\beta)) \right) - \frac{e^{\beta y}}{\sqrt{2\pi \beta}} \sum_{k=2}^{+\infty} \frac{y^k (\gamma_k + \delta_k)}{k!} - \frac{1}{\sqrt{2\pi \beta}} \sum_{k=2}^{+\infty} \frac{y^k (\gamma_k + \delta_k)}{k(k-2)!} \]

\[ + \frac{e^{\beta y} - 1}{\sqrt{2\pi \beta}} \sum_{k=2}^{+\infty} \frac{y^{k-1} (\gamma_k + \delta_k)}{(k-1)!} + \frac{1}{\sqrt{2\pi \beta}} \sum_{k=0}^{+\infty} \sum_{\ell=2}^{+\infty} \frac{y^{k+\ell+1} \beta^{k+2}}{(k+\ell+1)!} \frac{(k+\ell)!}{k!} (\gamma_\ell + \delta_\ell). \]  

(2.92)

Therefore, the total genus zero contribution becomes

\[ \bar{Z}_0(y, t; \beta) = \frac{e^{\beta y}}{\sqrt{2\pi \beta}} \left( t y^{1+y(\beta)} \right) - \frac{e^{\beta y}}{\sqrt{2\pi \beta}} \sum_{k=2}^{+\infty} \frac{y^k (\gamma_k + \delta_k)}{k!} + \frac{1}{\sqrt{2\pi \beta}} \sum_{k=2}^{+\infty} \frac{y^k (\gamma_k + \delta_k)}{(k-1)!} \]

\[ + \frac{1}{\sqrt{2\pi \beta}} \sum_{k=0}^{+\infty} \sum_{\ell=2}^{+\infty} \frac{y^{k+\ell+1} \beta^{k+2}}{(k+\ell+1)!} \frac{(k+\ell)!}{k!} (\gamma_\ell + \delta_\ell) + \frac{1}{\sqrt{2\pi \beta}} \sum_{k=2}^{+\infty} \frac{\delta_k + \gamma_k}{(-\beta)^k}. \]  

(2.93)

For the higher genus contributions we arrive with eq. (2.63) at the polynomials in \( t^{-1} \)

\[ \bar{Z}_g(y, t; \beta) = \frac{e^{\beta y}}{\sqrt{2\pi \beta}} \sum_{k=2g-1}^{+\infty} Z_{g,k}(y; \beta)t^{-k} \quad \text{for} \quad g \geq 1. \]  

(2.94)

Thus, employing the derived recursion relations for \( W_{g,k}(y; \beta) \) we can determine \( Z_g(y, t; \beta) \) recursively upon integrating eq. (2.76). Note that the constants of integration at each order in \( g \) are unambiguously determined by the general structure (2.94). Explicitly, we find for genus one — in agreement with eq. (2.62) — the result

\[ \bar{Z}_1(y, t; \beta) = \frac{e^{\beta y}}{24\sqrt{2\pi \beta}} \left( \frac{\beta^2}{t} + \frac{\beta I_2}{t^2} \right), \]  

(2.95)

\[ \text{Note that the newly introduced contributions} \bar{Z}_g \text{to the partition function differ from the definition of} \ Z_g \text{given in eq. (2.61) by a normalisation.} \]
whereas for genus two — in agreement with eq. (2.64) — we obtain

\[
\tilde{Z}_2(y,t;\beta) = \frac{\sqrt{\beta}}{5760\sqrt{2\pi}} \left( \frac{5\beta^4}{t^5} + \frac{29\beta^3}{t^4}I_2 + \frac{29\beta^2}{t^3}I_3 + \frac{15\beta}{t^2}I_4 + \frac{5}{t}I_5 \right) + \frac{84\beta^2}{t^2}I_2^2 + \frac{116\beta}{t}I_3I_2 + \frac{44}{t}I_4I_2 + \frac{29I_2^3}{t^5} + \frac{20I_2^2(7\beta I_2 + 10I_3)}{t^6} + \frac{140\beta I_4^2}{t^7} .
\]

(2.96)

Let us give an alternative perspective on the partition function \(Z(y,t;\beta)\) in terms of the associated Schrödinger problem \([33,35,36]\)

\[
H\psi_E(t_0,t_1) = E\psi_E(t_0,t_1) \quad \text{with} \quad H = \hbar^2 \partial_0^2 + u(t_0,t_1) ,
\]

(2.97)

with \(\hbar = \frac{g_s}{\sqrt{2}}\), Hamilton operator \(H\), and the wavefunctions \(\psi_E(t_0,t_1)\), which are eigenfunctions with energy eigenvalue \(E\). Here the partially on-shell tau function \(u(t_0,t_1)\) becomes the potential of the Schrödinger equation, and the partition function can be written as

\[
Z(y,t;\beta) = \int dE e^{-\beta E} \rho(E;y,t) ,
\]

(2.98)

in terms of the spectral density \(\rho(E;y,t)\) of the energy eigenvalues of the Hamilton operator \(H\). This formulation offers a framework for a non-perturbative description in the genus expansion \(g_s\). However, since in our context the tau function \(u(t_0,t_1)\) itself is only given as an asymptotic series in \(g_s\), setting up the appropriate non-perturbatively exact Schrödinger problem is nevertheless a difficult task. This question has been discussed and analysed with numerical methods in refs. \([20–22]\). Here we only focus on the leading order contribution at genus zero, which predicts the integral representation

\[
\tilde{Z}_0(y,t;\beta) = \int dE e^{-\beta E} \rho_0(E;y,t) ,
\]

(2.99)

in terms of the genus zero spectral density \(\rho_0(E;y,t)\). To verify this prediction explicitly, we first express the genus zero partition function (2.93) as

\[
\tilde{Z}_0 = \frac{e^{\beta y}}{\sqrt{2\pi} \beta^2} \left( t + J'(y) \right) + \frac{e^{\beta y}}{\sqrt{2\pi} \beta} J(y) + \sqrt{\frac{\beta}{2\pi}} \int_{-\infty}^{y} dv e^{\beta v} J(v) ,
\]

(2.100)

in terms of the function

\[
J(y) = \sum_{k=2}^{+\infty} \frac{y^k (\gamma_k + \delta_k)}{k!} .
\]

(2.101)

Here we assume that the function \(J(v)\) is continuously differentiable in the interval \((-\infty, y)\), and that the stated integral (for \(\beta > 0\)) is finite. Performing an integration by parts and using the integral identities

\[
\sqrt{\frac{\pi}{\beta}} e^{\beta z} = \int_{-z}^{+\infty} dE e^{-\beta E} \frac{1}{\sqrt{E + z}} , \quad \sqrt{\frac{\pi}{2\beta^2}} e^{\beta z} = \int_{-z}^{+\infty} dE e^{-\beta E} \sqrt{E + z} ,
\]

(2.102)

we arrive at the expression

\[
\tilde{Z}_0(y,t;\beta) = \int_{-y}^{+\infty} dE e^{-\beta E} \rho_0(E;y,t) ,
\]

(2.103)
in terms of the (genus zero) spectral density
\[
\rho_0(E; y, t) = \sqrt{\frac{2}{\pi}} \sqrt{E + y} (t + J'(y)) - \frac{1}{\sqrt{2\pi}} \int_{-y}^{E} dv \frac{J'(v)}{\sqrt{E - v}} .
\] (2.104)

The obtained result agrees with the expected structure of the partition function obtained from the associated Schrödinger problem. Note that the obtained function \(\rho_0(E; y, t)\) enjoys only the interpretation as a spectral density, if it is non-negative over the energy range \((-y, +\infty)\). The conditions \(J'(y) \geq -t\) and \(J'(v) \geq 0\) for \(v \in (-y, +\infty)\) are sufficient to ensure a non-negative spectral density function (in the genus zero approximation). For some energy ranges \(E\) in the interval \((-y, +\infty)\) we seemingly arrive at a negative function \(\rho_0(E; y, t)\). However, as on the classical level a Hawking–Page like first order phase transition can be observed when varying the potential (1.4) [59], it might be expected that here too, a phase transition occurs preventing the aforementioned negativity of the spectral density function. In ref. [60] this was only observed to be true for a specific class of models for which \(U(0) = 0\) with \(U(\phi)\) (again referring to eq. (1.4)), while a larger class of models, namely those for which \(U(0) \neq 0\), are declared both perturbatively and non-perturbatively unstable.

For energies \(E\) close to the negative coupling \(-y\) the calculated energy density \(\rho_0(E; y, t)\) behaves as
\[
\rho_0(E; y, t) = \sqrt{\frac{2t}{\pi}} \sqrt{E + y} + \mathcal{O}(|E - E_0|^2) .
\] (2.105)

Therefore, we can interpret the negative coupling \(-y\) as the (semi-classical) ground state energy of the Schrödinger problem. In particular, for JT gravity in the absence of defects the on-shell value of \(y\) becomes zero, and hence the ground state energy vanishes. Coupling JT gravity to a gas of defect, however, yields a non-vanishing on-shell value for \(y\) according to eqs. (2.33) and (2.72), which therefore results in a non-trivial shift of the ground state energy. This observation is in agreement with the results obtained in refs. [23, 24], and we get back to this point in the explicit example below and in Section 3.

Finally, let us illustrate the structure of the partially off-shell partition function \(Z(y, t; \beta)\) for JT gravity interacting with a single defect type specified by the coupling \(\epsilon\) and identification angle \(\alpha\). Then — according to eqs. (2.9) and (2.33) — the on-shell couplings \(t_k\) for \(k \geq 2\) become
\[
t_k = \frac{(-1)^k}{(k - 1)!} + \left( -\frac{\alpha^2}{4\pi^2} \right)^k \frac{2\pi^2 \epsilon}{k!} \quad \text{for} \quad k \geq 2 ,
\] (2.106)

whereas the remaining unfixed couplings \(t_0\) and \(t_1\) acquire their on-shell values upon setting
\[
(t_0, t_1)|_{\text{on-shell}} = 2\pi^2 \epsilon \left( 1, -\frac{\alpha^2}{4\pi^2} \right) .
\] (2.107)

The on-shell values of the variables \((y, t)\) defined in terms of \((t_0, t_1)\) in eq. (2.72) are governed by the functional relations
\[
0 = -\sqrt{y} J_1(2\sqrt{y})|_{\text{on-shell}} + (2\pi^2 \epsilon) J_0 \left( \frac{\alpha \sqrt{y}}{\pi} \right)|_{\text{on-shell}} ,
\] (2.108)
\[
t|_{\text{on-shell}} = J_0(2\sqrt{y})|_{\text{on-shell}} + (2\pi^2 \epsilon) \frac{\alpha}{2\pi \sqrt{y}} J_1 \left( \frac{\alpha \sqrt{y}}{\pi} \right)|_{\text{on-shell}} ,
\]
in terms of the Bessel functions \( J_\nu(x) \) of the first kind

\[
J_\nu(x) = \left( \frac{x}{2} \right)^\nu \sum_{k=0}^{\infty} \frac{(-1)^k}{\Gamma(\nu + k + 1)} \left( \frac{x^2}{4} \right)^k , \quad J_{-\nu}(x) \equiv (-1)^\nu J_\nu(x) \text{ for integer } n . \tag{2.109}
\]

In the limit of vanishing defect interaction \( \epsilon \to 0 \) the functional relations (2.108) have the on-shell solution \( (y,t)|_{\text{on-shell}} = (0,1) \) in accord with ref. [29]. Solving for \( (y,t)|_{\text{on-shell}} \) in the vicinity of \( (0,1) \) for small \( \epsilon \) with the implicit function theorem, we obtain for \( (y,t) \) the on-shell expansion in the first few orders

\[
y|_{\text{on-shell}} = 2\pi^2 \epsilon + \pi^2 (2\pi^2 - \alpha^2) \epsilon^2 + \frac{\pi^2 (15\alpha^4 - 72\pi^2 \alpha^2 + 80\pi^4)}{24} \epsilon^3 + \ldots ,
\]

\[
t|_{\text{on-shell}} = 1 + \frac{\alpha^2 - 4\pi^2}{2} \epsilon - \frac{\alpha^4 - 8\pi^2 \alpha^2 + 8\pi^4}{8} \epsilon^2 + \frac{21\alpha^6 - 216\pi^2 \alpha^4 + 576\pi^4 \alpha^2 - 448\pi^6 \epsilon^3}{288} + \ldots . \tag{2.110}
\]

According to eq. (2.105) these on-shell values give rise to a non-vanishing ground state energy, which to leading order in \( \epsilon \) reads

\[
E_0 = -2\pi^2 \epsilon + \mathcal{O}(\epsilon^2) . \tag{2.111}
\]

Furthermore, inserting the on-shell couplings (2.106) into the functions \( I_n \) for \( n \geq 2 \) yields in terms of the Bessel function (2.109) the expressions

\[
I_n(y) = \left( \frac{-1}{\sqrt{y}} \right)^{n-1} J_{n-1}(2\sqrt{y}) + (2\pi^2 \epsilon) \left( -\frac{\alpha}{2\pi \sqrt{y}} \right) J_n \left( \frac{\alpha \sqrt{y}}{\pi} \right) \text{ for } n \geq 2 . \tag{2.112}
\]

Similarly, the function \( J'(y) \) defined via eq. (2.101) becomes

\[
J'(y) = 1 + 2\pi^2 \epsilon \frac{\alpha^2}{4\pi^2} - J_0(2\sqrt{y}) - (2\pi^2 \epsilon) \frac{\alpha}{2\pi \sqrt{y}} J_1 \left( \frac{\alpha \sqrt{y}}{\pi} \right) . \tag{2.113}
\]

Thus — according to eq. (2.104) — the genus zero contribution of the spectral density is given in terms of the Bessel functions \( J_0 \) and \( J_1 \) and the modified Bessel functions \( \mathcal{I}_0 \) and \( \mathcal{I}_1 \) by

\[
\rho_0(E; y, t) = \frac{1}{\sqrt{2\pi}} \int_{-y}^{E} dv \frac{\mathcal{I}_0(2\sqrt{v}) + (2\pi^2 \epsilon) \frac{\alpha}{2\pi \sqrt{v}} \mathcal{I}_1 \left( \frac{\alpha \sqrt{v}}{\pi} \right)}{\sqrt{E - v}} \tag{2.114}
\]

with the modified Bessel functions defined as \( \mathcal{I}_\nu(x) = i^{-\nu} J_\nu(ix) \). This result is in agreement with refs. [23, 24]. Finally, upon inserting the expressions (2.112) into the general genus one and genus two results (2.95) and (2.96), we arrive at \( Z_1(y, t; \beta) \) and \( Z_2(y, t; \beta) \) in terms of Bessel functions. Expanding these results to leading order in the coupling \( \epsilon \) we respectively obtain

\[
\tilde{Z}_1(y, t; \beta)|_{y=2\pi^2 \epsilon + \mathcal{O}(\epsilon^2), t=1+\frac{1}{2}(\alpha^2-4\pi^2)\epsilon+\mathcal{O}(\epsilon^2)} = \frac{\beta^2 \epsilon^2 \sqrt{2\pi}}{\sqrt{2\pi}} \left( \frac{1}{24} - \frac{\alpha^2 \epsilon}{48} + \frac{\pi^2 \epsilon}{12} \right) + \frac{\beta^2 \epsilon^2 \sqrt{2\pi}}{\sqrt{2\pi}} \left( \frac{1}{24} + \frac{\alpha^4 \epsilon}{384\pi^2} - \frac{\alpha^2 \epsilon}{24} + \frac{\pi^2 \epsilon}{8} \right) + \mathcal{O}(\epsilon^2) . \tag{2.115}
\]

24
Furthermore, the functions (2.112) and (2.113) now become
\[ Z(y, t; \beta) \left|_{y=2\pi^2+O(\epsilon^2), t=1+\frac{1}{2}(\alpha^2-4\pi^2)\epsilon+O(\epsilon^2)} \right. = \frac{\beta^2 e^{2\pi^2\epsilon}}{\sqrt{2\pi}} \left( \frac{1}{1152} - \frac{\alpha^2 \epsilon}{768} + \frac{\pi^2 \epsilon}{192} \right) + \frac{\beta^2 e^{2\pi^2\epsilon}}{\sqrt{2\pi}} \left( \frac{29}{5760} + \frac{29\alpha^4 \epsilon}{92160\pi^2} - \frac{29\alpha^2 \epsilon}{2880} + \frac{203\pi^2 \epsilon}{5760} \right) + \frac{\beta^2 e^{2\pi^2\epsilon}}{\sqrt{2\pi}} \left( \frac{139}{11520} - \frac{29\alpha^6 \epsilon}{1105920\pi^4} + \frac{7\alpha^4 \epsilon}{3840\pi^2} + \frac{181\alpha^2 \epsilon}{5760} + \frac{1697\pi^2 \epsilon}{17280} \right) + \frac{\beta^2 e^{2\pi^2\epsilon}}{\sqrt{2\pi}} \left( \frac{449}{11520} + \frac{\alpha^8 \epsilon}{1179648\pi^6} - \frac{29\alpha^6 \epsilon}{276480\pi^4} + \frac{461\alpha^4 \epsilon}{46080\pi^2} - \frac{77\alpha^2 \epsilon}{576} + \frac{5269\pi^2 \epsilon}{13824} \right) + \frac{\beta^2 e^{2\pi^2\epsilon}}{\sqrt{2\pi}} \left( \frac{11267\alpha^2 \epsilon}{27648} - \frac{3239\pi^2 \epsilon}{23040} \right) + O(\epsilon^2). \]  
(2.116)

We observe that at every order in the inverse temperature \( \beta \), there are contributions from the interaction with the defects already at the linear order in the defect coupling \( \epsilon \). Therefore, it is obvious that the dynamics of JT gravity are strongly influenced by the interaction with defects.

Finally, let us remark that the generalisation to multiple species of defects (with defect couplings \( \epsilon_j \) and identification angles \( \alpha_j \)) is straightforward. Namely, the on-shell values of the couplings \( y(t, \epsilon) \) of eq. (2.110) generalise to
\[ y|_{\text{on-shell}} = 2\pi^2 \sum_j \epsilon_j + \sum_{j,k} \left( \frac{2\pi^4}{2} - \frac{1}{2}\pi^2 \alpha_j^2 - \frac{1}{2}\pi^2 \alpha_k^2 \right) \epsilon_j \epsilon_k + \ldots , \]
\[ t|_{\text{on-shell}} = 1 + \sum_j \frac{\alpha_j^2 - 4\pi^2}{2} \epsilon_j - \sum_{j,k} \frac{\alpha_j^4 + \alpha_j^4 - 8\pi^2 (\alpha_j^2 + \alpha_k^2) + 16\pi^4}{16} \epsilon_j \epsilon_k + \ldots . \]  
(2.117)

Furthermore, the functions (2.112) and (2.113) now become
\[ I_n(y) = \frac{(-1)^n}{(\sqrt{y})^{n-1}} J_{n-1}(2\sqrt{y}) + 2\pi^2 \sum_j \epsilon_j \left( -\frac{\alpha_j}{2\pi \sqrt{y}} \right)^n J_n \left( \frac{\alpha_j \sqrt{y}}{\pi} \right) \quad \text{for } n \geq 2 , \]
\[ J'(y) = 1 + 2\pi^2 \sum_j \frac{\alpha_j^2}{4\pi^2} - J_0(2\sqrt{y}) - 2\pi^2 \sum_j \frac{\alpha_j}{2\pi \sqrt{y}} J_1 \left( \frac{\alpha_j \sqrt{y}}{\pi} \right) J \left( \frac{\alpha_j \sqrt{y}}{\pi} \right) . \]  
(2.118)

With these expressions at hand one can again readily compute order-by-order in the genus expansion parameter \( g \), the partition function of JT gravity coupled to several species of defects.

### 3 Low Temperature Expansion

So far the partition function has been organised as a genus expansion. That is to say, for any given genus different powers of the temperature \( T \) contribute in combination with different powers of the defect couplings \( \epsilon_j \). The contribution to the thermal partition functions at
each genus are multiplied by polynomials in the inverse temperature \( \beta = 1/T \). Hence the magnitude of these polynomials are bounded for high temperatures, and the genus expansion in \( g_s \) is sensible in the high temperature regime. However, this expansion breaks down in the low temperature limit \( \beta \to +\infty \) unless we keep \( g_s \beta^{3/2} \) fixed. Then the perturbative genus expansion remains finite and can be summed exactly [29–31]. This double scaling limit implies for the genus expansion parameter \( g_s \to 0^+ \), and as a consequence the non-perturbative corrections of the type \( \sim e^{-1/|\epsilon_j|} \) vanish in this limit.

To study in the following in the described low temperature limit the interaction of JT gravity with a gas of defects, the couplings \( \epsilon_j \) — which are the characteristic energy scales of the defect, see, e.g., eq. (2.111) — must be comparable to the low temperature scale \( T \). Therefore, we additionally require that for \( \beta \to +\infty \) the products \( \beta \epsilon_j \) remain constant as well. This limit also implies that non-perturbative corrections of the type \( \sim e^{-1/|\epsilon_j|} \) are exponentially suppressed.

### 3.1 Low Temperature Limit

Let us consider the low temperature expansion of JT gravity coupled to a gas of defects of a single species type characterised by the defect coupling \( \epsilon \) and the identification angle \( \alpha \). To this end, we want to compute the partition functions \( Z(\beta_1, \ldots, \beta_m) \) defined in eq. (2.34) in the double scaling limit

\[
\beta_i \to +\infty \quad \text{with} \quad g_s \beta_i^{3/2} = \text{const.} \quad \epsilon \beta_i = \text{const.} \quad \text{for all} \quad i = 1, \ldots, m ,
\]

with distinct inverse temperatures \( \beta_i \) for the individual boundary components.\(^{10}\) The inverse temperatures of the boundary components are conveniently described in terms of the universal inverse temperature scale \( \beta \) and the dimensionless constants

\[
b_i = \frac{\beta_i}{\beta} .
\]

Then the above limit becomes \( \beta \to +\infty \) for constant positive values \( b_i \) while keeping \( g_s \beta^{3/2} \) and \( \epsilon \beta \) fixed.

In the limit (3.1) (the topological part of) the partition function of eq. (2.34) becomes

\[
Z(\beta_1, \ldots, \beta_m)^{\text{top}} = \frac{1}{g_s^2} B(\beta_1) \cdots B(\beta_m) G(1, \{ t_k = \delta_k \})
\]

\[
= \sum_{g,n=0}^{+\infty} \left( g_s \beta^{3/2} \right)^{2g-2+m(\epsilon \beta)^n} \left( \frac{2\pi}{\epsilon} \right)^{\frac{1}{2}}
\]

\[
\cdot \sum_{\ell_1, \ldots, \ell_m=0}^{+\infty} \beta^{\ell_1+\cdots+\ell_m-m-n-3g+3} b_1^{\ell_1+\frac{1}{2}} \cdots b_m^{\ell_m+\frac{1}{2}} \partial_{\ell_1} \cdots \partial_{\ell_m} G_{g,n+m}(\{ t_k \}) \bigg|_{t_k=\delta_k/\epsilon} ,
\]

with the generating function \( G(1, \{ t_k \}) = \sum_{g,n} g_s^{2g} G_{g,n}(\{ t_k \}) \) decomposed into the contributions \( G_{g,n} \) indexed by their genus \( g \) and their number of marked points \( n \). Imposing now the selection rule (2.6) and inserting \( \delta_0 = 2\pi^2 \epsilon \), we arrive at

\[\text{In the absence of defects the low temperature limit of the partition function } Z(\beta_1, \beta_2) \text{ was previously derived in ref. [30]. For the uniform limit } \beta \to +\infty \text{ with } \beta = \beta_1 = \ldots = \beta_m \text{ the low temperature limit of the partition functions together with defects has been first reported in ref. [31].}\]
\[ Z(\beta_1, \ldots, \beta_m)^{\text{top.}} = \sum_{g, n=0}^{+\infty} \frac{(g_s \beta_i^2)^{2g-2+m}(2\pi^2 \epsilon \beta)^n}{(2\pi)^{3g} n!} \sum_{\ell_1, \ldots, \ell_m=0}^{+\infty} b_1^{\ell_1} \cdots b_m^{\ell_m} \left\langle \frac{\pi e^{i\tau_0}}{x_1^{\ell_1} \cdots x_m^{\ell_m}} \right\rangle_g + \mathcal{O}(\beta^{-1}) , \quad (3.4) \]

in terms of the non-vanishing correlators \((2.5)\) on the moduli space of stable curves \(\mathcal{M}_{g,m+n}\) of genus \(g\) with \(m+n\) marked points.\(^{11}\) The string equation of topological correlators implies (expect for the genus zero correlator \(\left\langle \tau_0 \tau_0 \tau_0 \right\rangle_0 = 1\) \([26]\])

\[ \left\langle \frac{\pi e^{i\tau_0}}{x_1^{\ell_1} \cdots x_m^{\ell_m}} \right\rangle_g = \sum_{p_1, \ldots, p_m=0}^{n!} \prod_{\ell=0}^{m} \frac{n!}{p_1! \cdots p_m!} \left\langle \tau_{\ell_1-p_1} \cdots \tau_{\ell_m-p_m} \right\rangle_g , \quad (3.5) \]

where \(\left\langle \tau_{a_1} \cdots \tau_{a_m} \right\rangle_g = 0\) if any \(a_i, i = 1, \ldots, m,\) is negative.

Following ref. \([30]\), we express the low temperature limit by applying the results of ref. \([39]\). Namely, let us define the generating function \(F\) of topological correlators with \(m\) marked points as

\[ F(x) = \frac{1}{x^2} + \sum_{i=0}^{+\infty} x^i \left\langle \tau_i \right\rangle_g , \quad F(x_1, x_2) = \frac{1}{x_1 + x_2} + \sum_{\ell_1, \ell_2=0}^{+\infty} x_1^{\ell_1} x_2^{\ell_2} \left\langle \tau_{\ell_1} \tau_{\ell_2} \right\rangle_g , \quad (3.6) \]

\[ F(x_1, \ldots, x_m) = \sum_{\ell_1, \ldots, \ell_m=0}^{+\infty} \sum_{g=0}^{+\infty} x_1^{\ell_1} \cdots x_m^{\ell_m} \left\langle \tau_{\ell_1} \cdots \tau_{\ell_m} \right\rangle_g \quad \text{for} \quad m \geq 3 . \]

Using these expressions with the string equation \((3.5)\) and formula \(\left\langle \tau_{a_1} \cdots \tau_{a_n} \right\rangle_0 = \frac{n!}{(\alpha_1! \cdots \alpha_m!)}\) we arrive from eq. \((3.4)\) (for any \(m \geq 1\)) at

\[ Z(\beta_1, \ldots, \beta_m) = \prod_{i=1}^{m} \sqrt{\frac{g_s^2 \beta_i}{2\pi}} \cdot e^{2\pi^2 \epsilon \beta_i} \cdot F(g_s^{2/3} \beta_1, \ldots, g_s^{2/3} \beta_m) + \mathcal{O}(\beta^{-1}) , \quad (3.7) \]

because \(Z(\beta_1, \ldots, \beta_m)^{\text{top.}} = Z(\beta_1, \ldots, \beta_m)\) for \(m > 2\) while the semi-classical terms of the partition functions \(Z(\beta_1)\) and \(Z(\beta_1, \beta_2)\) are included in the leading non-polynomial terms in \(F(x)\) and \(F(x_1, x_2)\), respectively.

For this generating functions Okounkov has developed a remarkable formula spelt out in ref. \([39]\), namely

\[ F(x_1, \ldots, x_m) = \frac{(2\pi)^{m/2}}{\sqrt{x_1 \cdots x_m}} \mathcal{G}(2^{1/3} x_1, \ldots, 2^{1/3} x_m) , \quad (3.8) \]

where

\[ \mathcal{G}(x_1, \ldots, x_m) = \sum_{\alpha \in \Pi_m} \frac{(-1)^{\ell(\alpha)+1}}{\ell(\alpha)} \sum_{\sigma \in \mathcal{S}_{\ell(\alpha)}} \mathcal{E}(\sigma(x_\alpha)) \cdot (3.9) \]

Here the first sum is taken over the partitions \(\Pi_m\) of the set \(\{1, \ldots, m\}\) with \(m\) elements where the individual partitions \(\alpha\) characterised by their length \(\ell(\alpha)\). Furthermore, to each partition \(\alpha\) of length \(\ell(\alpha)\) is assigned a vector \(x_\alpha\) of length \(\ell(\alpha)\), where the individual entries

\(^{11}\)The correction terms \(\mathcal{O}(\beta^{-1})\) depend on the genus expansion parameter \(g_s\) and the coupling \(\epsilon\) in such a way that in the double scaling limit \((3.1)\) they approach zero at least with the rate \(\sim 1/\beta\).
of \(x_\alpha\) are in turn given by sums of the variables \(x_i\) indexed by the subsets in \(\alpha\). For example

the partition \(\alpha = \{\{1, 3, 6\}, \{2\}, \{4, 5\}\} \in \Pi_6\) of length \(\ell(\alpha) = 3\) yields the vector \(x_\alpha = (x_1 + x_3 + x_6, x_2, x_4 + x_5)\). The second sum runs over the permutations \(\sigma\) in the symmetric group \(S_{\ell(\alpha)}\) of size \(\ell(\alpha)\), where \(\sigma(x_\alpha)\) permutes the entries of the vector \(x_\alpha\) of length \(\ell(\alpha)\).

Finally, the function \(\mathcal{E}(x_1, \ldots, x_\ell)\) is defined as

\[
\mathcal{E}(x_1, \ldots, x_\ell) = \frac{1}{2^{\ell} \pi^{\ell/2}} \frac{e^{\frac{1}{2} \sum_{i=1}^\ell x_i^2/y_i}}{\sqrt{x_1 \cdots x_\ell}} \int_{y_i \geq 0} dy_1 \cdots dy_\ell e^{-\sum_{i=1}^\ell \frac{(y_i-y_{i+1})^2}{y_i} - \sum_{i=1}^\ell \frac{y_i+y_{i+1}}{2} x_i}, \quad (3.10)
\]

with \(y_{\ell+1} \equiv y_1\). For further details on the function \(\mathcal{G}(x_1, \ldots, x_m)\) see the original definitions in refs. [39].

Using the integral formulation of the generating functions \(\mathcal{F}\), in the low temperature limit the partition function \(Z(\beta)\) is calculated to be

\[
Z(\beta) = \frac{e^{\frac{3}{8} \beta^4 + 2\pi^2 \epsilon \beta}}{\sqrt{2 \pi g_s \beta^2}} + O(\beta^{-1}), \quad (3.11)
\]

while the partition function \(Z(\beta_1, \beta_2)\) becomes

\[
Z(\beta_1, \beta_2) = \frac{e^{\frac{3}{8} (\beta_1 + \beta_2)^4 + 2\pi^2 \epsilon (\beta_1 + \beta_2)}}{\sqrt{2 \pi g_s (\beta_1 + \beta_2)^2}} \text{erf}(2^{-3/2} g_s \sqrt{\beta_1 \beta_2 (\beta_1 + \beta_2)}) + O(\beta^{-1}), \quad (3.12)
\]

in terms of the error function

\[
\text{erf}(x) = \frac{2}{\sqrt{\pi}} \int_0^x du e^{-u^2} = \frac{2}{\sqrt{\pi}} \left( x - \frac{x^3}{3} + \frac{x^5}{10} - \ldots \right). \quad (3.13)
\]

### 3.2 Low Temperature Expansion Schemes

The corrections \(O(\beta^{-1})\) to the low temperature limit in eq. (3.7) are perturbatively included order-by-order by evaluating the subleading terms of eq. (3.3). For explicitness we focus on the partition function \(Z(T)\) with a single boundary component with temperature \(T \equiv \beta^{-1}\), and we want to study its low temperature corrections

\[
Z(\epsilon; T) = \frac{T^3 e^{\frac{3}{8} \epsilon^2 + 2\pi^2 \epsilon^2}}{\sqrt{2 \pi g_s}} \mathcal{Z}_\epsilon(T) \quad \text{where} \quad \mathcal{Z}_\epsilon(T) = \sum_{\ell=0}^{+\infty} T^\ell z_\ell(g_s \beta^{3/2}, \epsilon \beta). \quad (3.14)
\]

The coefficient functions \(z_\ell\) do not depend on the temperature \(T\) in the applied double scaling limit (3.1). By including these perturbative temperature corrections to all orders, the partition function becomes an asymptotic series in \(T\), i.e., the series does not contain any non-perturbative corrections that vanish in the limit \(T \to 0\).

Compared to the (asymptotic) genus expansion studied in detail in Section 2, the low temperature expansion (3.14) is more natural from a physics point of view, as for many physical problems one is interested in the result up to a certain energy scale. In particular, we see that by only taking the leading order contribution (3.11) we can immediately read off the threshold energy (2.111). Note, however, that since the coupling \(\epsilon\) approaches zero in the low energy limit \(T \to 0\), the ground state energy and the subleading temperature corrections
in the expansion (3.14) depend on the details of the chosen double scaling limit. The limit (3.7) is naturally adapted to the defect coupling $\epsilon$ and the genus expansion parameter $g_s$. However, alternatively we can study other low temperature limits, where other ratios between physical parameters and the temperature $T$ are kept constant. In the following, we refer to such different choices for the double scaling limits as distinct low temperature expansion schemes.

In addition to the scheme discussed in the previous subsection, we introduce the low temperature expansion scheme of ref. [29], which is naturally adapted to the variables $(y, t)$ defined in eq. (2.72) by the double scaling limit

$$\beta \to +\infty \quad \text{with} \quad \frac{g_s \beta^3}{T} = \text{const.}, \quad y\beta = \text{const.} \quad (3.15)$$

Solving eq. (2.72) for small deformations $\delta_k$, $k = 1, 2, 3, \ldots$, away from pure JT gravity yields for the coupling parameters $(y, t)$ appearing in the above limit the expansion

$$y = \delta_0 + \frac{1}{2}(2\delta_0\delta_1 - \delta_0^2) + \ldots,$$

$$t = 1 - (\delta_0 + \delta_1) + (\delta_0^2 - \delta_0\delta_1 - \delta_0\delta_2) + \ldots \quad (3.16)$$

which at leading order for a single defect become $y = 2\pi^2\epsilon + O(\epsilon^2)$ and $t = 1 + O(\epsilon)$ (cf. eq. (2.110)). This low temperature expansion scheme agrees at leading order in $\epsilon$ with the scheme (3.1), and in particular, upon inserting the on-shell values for $(y, t)$ in the absence of defects, i.e., setting $\epsilon = 0$ such that $(y, t) = (0, 1)$, the two low temperature expansion schemes become the same.

In the latter scheme the (asymptotic) low temperature expansion of the partition function reads [29]

$$Z(y, t; T) = \frac{T^\frac{3}{2} e^{\frac{2}{12}\pi^2 T^2 y^2 + \frac{y}{T}}}{\sqrt{2\pi g_s}} Z_{y, t}(T) \quad \text{where} \quad Z_{y, t}(T) = \sum_{\ell=0}^{+\infty} T^\ell z_\ell(y, t) \quad (3.17)$$

where the coefficient functions $z_\ell(y, t)$ now differ from the coefficient functions $z_\ell(g_s, \beta^{3/2}, \epsilon\beta)$ in eq. (3.14) (even after inserting the functional relations among their respective arguments).\footnote{There is actually a subtlety here. While the coefficient functions $z_\ell(g_s, \beta^{3/2}, \epsilon\beta)$ are temperature independent in the double scaling limit (3.1), the functions $z_\ell(y, t)$ are still temperature dependent in the limit (3.15). One can obviously define temperature independent coefficients in the latter case as well. However, as discussed in the following the coefficient functions $z_\ell(y, t)$ are conveniently computable and comparable with ref. [29]. Truncating the infinite sum in $Z_{y, t}$ at some finite value $\ell = N$ yields unambiguously the low temperature corrections up to order $T^N$ in the discussed expansion scheme (because the temperature dependence only gives rise to corrections at order $O(T^{N+1})$).}

For completeness, let us briefly review the strategy of ref. [29] to compute the coefficients $z_\ell(y, t)$. First of all, the coefficients $z_\ell(y, t)$ are conveniently determined from the low temperature expansion of the function $W(y, t; \beta)$ defined in eq. (2.80). Using the ansatz

$$W(y, t; T) = \sqrt{\frac{T}{4\pi}} e^{\frac{2}{12}\pi^2 T^2 y^2 + \frac{y}{T}} W_{y, t}(T) \quad \text{where} \quad W_{y, t}(T) = \sum_{\ell=0}^{+\infty} T^\ell \omega_\ell(y, t) \quad (3.18)$$

together with equation (2.83) yields the differential equation

$$\partial_t W_{y, t} = \frac{g_s^2}{12 T^3} W_{y, t} - \sum_{g=1}^{\infty} g_s^{2g} u_g \nabla(T) W_{y, t} + \frac{g_s^2}{12} \nabla(T)^3 W_{y, t} \quad (3.19)$$
in terms of the differential operator
\[ \nabla(T) = \partial_0 + \frac{1}{tT} + \frac{g_s^2 I_2}{12 t^4 T^3} = \frac{1}{t} (-I_2 \partial_t + D_y) + \frac{g_s^2 I_2}{12 t^4 T^3}, \quad D_y = \partial_y + \frac{1}{T}, \]\nwhich then recursively determines the coefficient functions \( w_\ell(y, t) \). Finally, the relation (2.76) translates to
\[ \mathcal{W}_{y,t} = T \nabla(T) \mathcal{Z}_{y, t}, \]
leading for the coefficient functions \( z_\ell(y, t) \) to the recursion formula [29]
\[ z_\ell = t (\ell! w_\ell - \ell \left( \nabla(T) - \frac{1}{tT} \right) z_{\ell-1}) . \]
The first few coefficient functions \( z_\ell \) are calculated to be
\[ z_0 = t, \quad z_1 = \left( 1 + \frac{g_s^4}{240 t^4 T^6} \right) I_2, \]
\[ z_2 = \left( \frac{7 g_s^4}{240 t^5 T^6} + \frac{g_s^6}{576 t^5 T^6} + \frac{g_s^8}{57600 t^9 T^{12}} \right) I_2^2 + \left( -2 + \frac{g_s^4}{12 t^2 T^3} + \frac{g_s^6}{122 t^4 T^6} + \frac{g_s^8}{3360 t^6 T^9} \right) I_3. \]

Let us point out some physical implications of the low temperature expansion scheme in the variables \((y, t)\). For the on-shell values (2.110) of \((y, t)\) for JT gravity coupled to a gas of defect and compared to the expansion scheme (3.14), the low temperature expansion of the partition function depends on the identification angle \( \alpha \) already at leading orders in the temperature \( T \). Namely compared to the result (3.11) one finds upon inserting eq. (2.110) into the expansion (3.17)
\[ Z(T) = (1 + \frac{\alpha^2 - 4 \pi^2 \epsilon + \ldots}{2 \pi^2} T^3 \frac{g_s^2}{e^{2 \pi^2} + g_s^2 \frac{4(\epsilon^2 - \epsilon^2)}{2 \pi^2} + 2 \pi^2 \epsilon + \ldots} + O(T), \]
where the dots ‘…’ indicate subleading terms in \( \epsilon \) at order \( O(\epsilon^2) \).

The above analysis of the low temperature limit is general in the sense that we can consider other on-shell values for the couplings \((y, t)\) (and also for the couplings \( t_k = \gamma_k + \delta_k \) appearing implicitly in the expansion (3.17)). In particular, if we consider small deviations from the on-shell values \((y, t) = (1, 0)\) (and small perturbations \( \delta_k \) for \( k \geq 2 \)) of pure JT gravity, we can study the low temperature expansions of deformations to pure JT gravity together with their scheme dependence.

A particularly interesting example in this context is discussed in ref. [24], which corresponds to coupling JT gravity to a gas of defects with two types of defect species characterized by their couplings \( \epsilon_1 = -\epsilon_2 = \epsilon \), which are aligned with opposite sign, and their respective identification angles \( \alpha_1 \) and \( \alpha_2 \). On the one hand, for the low temperature double scaling limit (3.1) we arrive at
\[ Z(T) = T^3 \frac{g_s^2}{e^{2 \pi^2 / 3} + \frac{g_s^2}{2 \pi^2} \epsilon + \ldots} + O(T), \]
\[ \Uparrow \]The first few coefficient functions \( w_\ell \) are calculated and spelled out explicitly in ref. [29].
which results in an expected vanishing threshold energy, cf. eq. (2.111). On the other hand the double scaling limit (3.15) yields

$$Z(T) = \left(1 + \frac{(\alpha_1^2 - \alpha_2^2)}{2} \epsilon + \ldots \right) T^3 e^{\frac{g_s^2}{24\pi} - \frac{g_s^2}{24\pi} \epsilon} + \mathcal{O}(T),$$

(3.26)

where a non-trivial dependence on the identification angles $\alpha_1$ and $\alpha_2$ now enters because the couplings $(y, t)$ govern the physical quantities that are kept constant in the double scaling limit (3.15).

### 3.3 Low Temperature Expansion Schemes for Multiple Boundaries

Finally, let us remark that the low temperature discussion of the previous subsection can be repeated with multiple boundary components in the same way. The low temperature expansion in this case is studied by Okuyama and Sakai in ref. [30].

As a preparation for Section 4, we just record here the result of the low temperature limit for the partition function $Z(\beta_1, \beta_2)$ with two boundary components with inverse temperatures $\beta_1$ and $\beta_2$. Then the low temperature expansion scheme (3.15) generalises to the double scaling limit

$$\beta_i \to +\infty \quad \text{with} \quad \frac{g_s \beta_i^3}{t} = \text{const.}, \quad y \beta_i = \text{const.} \quad \text{for} \quad i = 1, 2,$$

(3.27)

which yields for the low temperature limit of the partition function $Z(\beta_1, \beta_2)$ the result [30]

$$Z(y, t; \beta_1, \beta_2) = t e^{\frac{g_s^2 (\beta_1 + \beta_2)^3}{24\pi} + y (\beta_1 + \beta_2)} \frac{\sqrt{2\pi g_s (\beta_1 + \beta_2)^2} \text{erf} \left( \frac{g_s}{2\sqrt{2} t \sqrt{\beta_1 \beta_2 (\beta_1 + \beta_2)}} \right)}{2} + \mathcal{O}(\beta_1^{-1}, \beta_2^{-1}).$$

(3.28)

### 4 Phase Transition and Spectral Form Factor

Using the low temperature limit of the partition functions $Z(y, t; \beta_1, \beta_2)$ and $Z(y, t; \beta)$ of the previous section and applying numerical methods, we study two well-established and related phenomena, namely the phase transition [61, 62], which exchanges the dominance between the connected versus the disconnected geometries in the two boundary partition function, and the spectral form factor,\(^{14}\) which arises as a certain analytic continuation of the two-boundary partition function. In particular, we analyse the dependence of these quantities in the presence of defects.

#### Phase Transition

There are two types of geometries that contribute to the two-point function. On the one hand there are geometries with two disconnected components, each with a single boundary component, and on the other hand there are connected geometries with two boundary components, as illustrated in fig. 1 (where only the genus zero contributions are depicted for simplicity). At low temperatures we have according to eqs. (3.17) and (3.28) (in the chosen low temperature

\(^{14}\) The spectral form factor was first introduced in the AdS/CFT context in ref. [63].
Figure 1: The left figure shows a disconnected geometry — here illustrated in terms of two $\text{AdS}_2$ disks at genus zero — that dominates the spectral form factor at early times $\tau$, whereas the right figure depicts a connected geometry with two boundaries — shown is the double trumpet contribution — that becomes dominant at late times $\tau$.

expansion scheme) the following two quantities

\begin{align*}
Z(y,t;\beta) &= e^{2y\beta} e^{\frac{g_s}{4\sqrt{\pi}} \beta^3 t} + O(\beta^{-1}), \\
Z(y,t;\beta,\beta) &= e^{2y\beta} e^{\frac{g_s}{4\sqrt{\pi}} \beta^3 t} \text{erf} \left( \frac{\beta^{3/2} g_s}{2t} \right) + O(\beta^{-1}).
\end{align*}

(4.1)

Independent of the specific choices for the on-shell values of the parameters $(y,t)$, we can make some quite general comments. Taking the ratio of the two-point contributions in eq. (4.1), the dependence on the shift in energy given by $y$ drops out (at leading order in the temperature). Hence, the phase transition (and as a consequence also the spectral form factor introduced later) is determined by the off-shell parameter $t$. Explicitly analysing the ratio of the two contributions (4.1) in the low temperature regime yields with the dimensionless constant $c := \frac{g_s \beta^{3/2}}{t}$ the dimensionless (numerical) critical value $c_{\text{crit.}}$ for the phase transition according to

$$
\frac{Z(y,t;\beta,\beta)}{Z(y,t;\beta)^2} = 1 \Rightarrow \frac{1}{2} \sqrt{\pi} c e^{\frac{2}{\sqrt{\pi}}} \text{erf} \left( \frac{c}{2} \right) = 1 \Rightarrow c_{\text{crit.}} \approx \pm 1.24013.
$$

(4.2)

Let us now focus on JT gravity with defects. This means that we take $(y,t)$ to their on-shell values (2.108) and that we work with the quantities in eq. (4.3), where the on-shell values of $(y,t)$ are found numerically for a given set of $\epsilon$ and $\alpha$, i.e.

\begin{align*}
Z(\beta) &= e^{2y\beta} e^{\frac{g_s^2 \beta^3}{12\pi}} \bigg|_{y,t \text{ on-shell}}, \\
Z(\beta,\beta) &= e^{2y\beta} e^{\frac{g_s^2 \beta^3}{36\pi}} t \text{erf} \left( \frac{\beta^{3/2} g_s}{2t} \right) \bigg|_{y,t \text{ on-shell}}.
\end{align*}

(4.3)

Keeping the above in mind, we plot the connected and disconnected parts of the two-point function in Fig. 2. We can see the general behaviour of JT gravity in the absence of defects is reproduced: at high temperatures the disconnected geometry dominates, whereas for low temperatures the connected part constitutes the more dominant contribution [22, 30]. This is the two-dimensional instantiation of a Hawking-Page phase transition [3, 64]. However, we should also notice that, as shown in fig. 3, for larger $\epsilon$, the phase transition occurs at a smaller value of $\beta$. 
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Figure 2: We plot the connected versus the disconnected geometry contributions of eq. (4.3). The identification angle $\alpha$ is fixed to $\alpha = \frac{\pi}{2}$, the defect amplitude is $\epsilon = 0.001$ and $g_s = 0.0027$. In the range of the plot we have a maximum of $\sim 4.2\%$ relative error, which measures the ratio of the terms ignored (order $T^2$) over the terms kept in the low temperature expansion.

Spectral Form Factor

Now we come to the analysis of the spectral form factor $Z(\beta + i\tau, \beta - i\tau)$, which is a real function of the time $\tau$ defined via an analytic continuation of the two-point function $Z(\beta_1, \beta_2)$. The spectral form factor is essential in the analysis of quantum chaotic behaviour and plays an increasingly important role in the study of black hole physics [13]. For the case of JT gravity in the presence of defects the spectral form factor has not yet been analysed. The task is to understand the role of the parameter $\epsilon$.

For large groups of systems obeying quite common assumptions (such as the eigenstate thermalisation hypothesis [65, 66]), one expects the spectral form factor to exhibit certain universal features. Early times are characterised by decay and hence a “slope”, followed by a rise and hence a “ramp”, and lastly at late times we encounter a “plateau” with fixed value given by the one-point function $Z(2\beta)$.\footnote{The “plateau” cannot be obtained if the perturbative series is truncated at some finite $g$. To render an asymptotic series convergent non-perturbative contributions have to be taken into account [61]. In the zero temperature/zero coupling limit considered in ref. [29] and here the perturbative series converges.} Let us define the normalised spectral form factor in the following manner

$$G(\beta, \tau) := \frac{Z(\beta + i\tau, \beta - i\tau)}{Z(2\beta)} = \text{erf} \left( \frac{\beta^{3/2} g_s \sqrt{\frac{\tau^2}{\beta^2} + 1}}{2\tau} \right),$$

(4.4)

where we are normalising with respect to the contribution $Z(2\beta)$ as this sets the height of the plateau. Due to the low temperature dominance of the connected contribution as outlined above, we would expect late times to be dominated by connected contributions. A closer look at eq. (4.1) shows that this is guaranteed by the functional form of both expressions. We are only considering connected geometries in eq. (4.4) as we are mainly interested in the ramp
Figure 3: The phase transition temperature (the point for which $\mathcal{Z}(\beta, \beta) = \mathcal{Z}(\beta^2)$) as a function of the defect amplitude. The identification angle $\alpha$ is fixed to $\alpha = \frac{\pi}{2}$ and $g_s = 0.0027$.

$G(\beta, \tau)$

Figure 4: Shown is the spectral form factor for different values of $\epsilon$ with $g_s = \frac{1}{4 \cdot 180^{3/2}}$, $\beta = 180$, $\alpha = \pi/2$.

and plateau behaviour. We want to reiterate some statements of refs. [12, 30], which help in understanding the importance of the corrections outlined in section 3.1. The $g = 0$ part of the two-boundary correlator only furnishes the “ramp” behaviour as shown in ref. [61]. We can see that the approximation (3.1) already allows for the creation of the plateau [30]. Furthermore, if we work in the limit (3.15) both the phase transition and spectral form factor become sensitive to the presence of defects.

We note that the transition from ramp to plateau now depends on $\epsilon$. More specifically,
for larger values of \( \epsilon \) we can move it to earlier times, whereas negative values moves it to later times, which mirrors the behaviour discovered for the phase transition.

We may also consider changes in the identification angle \( \alpha \) while keeping \( \epsilon \) fixed for both the phase transition and the spectral form factor. While the dependence on \( \alpha \) within the range \( 0 \leq \alpha < \pi \) can be studied straightforwardly with the methods presented here, it would be even more interesting to consider changes in \( \alpha \) over the full range of identification angles. This could possibly be achieved by implementing the results of ref. [42].

5 Some Comments on two-dimensional de Sitter space

In both refs. [40, 41] a proposal is made for the application of the matrix model/JT duality to two-dimensional de Sitter space. The logic is the following: As Lorentzian de Sitter space can be analytically continued to Euclidean Anti-de Sitter space [67], in the two-dimensional setting there should exist a map translating the results for the partition function of ref. [12] to the wavefunction of the universe \( \Psi \) at future infinity \( \mathcal{I}^+ \) and past infinity \( \mathcal{I}^- \) [40, 41]. For the semi-classical contribution it can be shown that the wavefunction can be mapped to the disk result via the identification

\[
\beta \rightarrow \begin{cases} 
-i\ell, & \text{future} \\
 i\ell, & \text{past} 
\end{cases}
\]

(5.1)

where \( \ell \) is the renormalised length of both the future and past circles. For higher genus contributions an approach was outlined in ref. [41], in which the boundary conditions inherited from de Sitter space require the analytic continuation of the geodesic length \( b \rightarrow i\alpha \) such that this instance of JT gravity requires the inclusion of surfaces with conical singularities. Sticking to the one-point function for the moment, following ref. [41] the wave function on a single future boundary would be given by

\[
\Psi(\ell) = \frac{(2\pi^2)^{3/2}}{g_s} Z_{\text{disk}}(-i\ell) - \sum_{g=1}^{\infty} g_s^{2g-1} \int_0^{\infty} d\alpha \frac{e^{i\alpha/2\pi}}{2\pi\sqrt{\pi\sqrt{-i\ell V_g}}} V_g(i\alpha)
\]

(5.2)

\[
= \frac{(2\pi^2)^{3/2}}{g_s} Z_{\text{disk}}(-i\ell) + \frac{1}{g_s^2} B(-i\ell) F(\{\gamma_k\})
\]

which would indeed correspond to \( Z(-i\ell) \). In general this approach implies that the mere analytic continuation (5.1) of the partition function of ref. [12] corresponds to the wave function \( \Psi \), i.e.

\[
\Psi_{\text{conn.}}(\ell_1, \ldots, \ell_{n+}, \ell_{n+1}, \ldots, \ell_{n-}) \cong \left< \text{tr} \left( e^{i\ell_1 H} \right) \ldots \text{tr} \left( e^{i\ell_{n+} H} \right) \text{tr} \left( e^{-i\ell_{n+1} H} \right) \ldots \text{tr} \left( e^{-i\ell_{n-} H} \right) \right>
\]

(5.3)

However, as clearly stated in ref. [41], for eqs. (5.2) and (5.3) to hold in full generality it is necessary that the conical volumes are obtained from a mere analytic continuation as in eq. (2.15). This, however, is only established for \( \alpha < \pi \), whereas the results of ref. [42] propose for general identification angles \( \alpha \) an implicit definition of Weil–Petersson volumes that goes beyond the analytic continuation prescription of eq. (2.15). Hence, due to the integration range over \( \alpha \) in eq. (5.2), the naive analytic continuation of the individual volumes \( V_{g,b}(b) \) of the (asymptotic) thermal partition function possibly requires a further modification to the
approach of ref. [41] for the computation of the wavefunction Ψ.\textsuperscript{16} Moreover, the authors of ref. [41] show that eq. (5.3) may be derived from the approach of ref. [68], such that the wavefunction Ψ is also equivalent to the no-boundary wavefunction. Therefore, further investigation is required in order to understand in how far the correspondence of the Hartle–Hawking construction of ref. [68] and the approach of ref. [41] via continuation to Euclidean Anti-de Sitter space holds at the non-perturbative level and in how far the validity of eq. (5.3) is guaranteed beyond the semi-classical level.\textsuperscript{17}

6 Conclusion and Outlook

In this work we compute thermal partition functions of deformed JT gravity theories from solutions to the KdV hierarchy. These solutions govern the correlation functions of two-dimensional topological gravity, and — similarly as in ref. [29] — we describe both undeformed and a rather general class of deformed theories of JT gravity in terms of solutions to the KdV hierarchy. In refs. [23, 24] deformations of JT gravity are described by suitable scalar potentials that do not alter the asymptotic boundaries of the two-dimensional hyperbolic space-time geometries. It would be interesting to relate deformations arising from scalar potentials to solutions of the KdV hierarchy in the topological gravity description. While we can identify certain classes of deformations in both formulations — in particular those that arise from a gas of defects with a finite number of defect species — it would be interesting to investigate whether these two approaches towards deformations of JT gravity are actually in one-to-one correspondence. As both descriptions yield infinite dimensional deformation spaces, a meaningful comparison of the two approaches to the deformation problem presumably requires a careful treatment using methods of functional analysis.

Interestingly, both standard JT gravity and JT gravity interacting with a finite number of defect species are governed by spectral densities given in terms of (modified) Bessel functions, whereas for more general deformations other transcendental functions occur. Therefore, it would be interesting to understand in how far standard JT gravity and JT gravity interacting with a gas of defects are singled out from other solutions to the KdV hierarchy. For instance, the Witten–Kontsevich tau-function relates to the free energy of two-dimensional topological gravity [26, 27] and the Brézin–Gross–Witten tau-function describes JT supergravity [53]. Yet other tau-functions are discussed from the mathematical perspective in ref. [69]. As the connection between specific solutions to the KdV hierarchy and two-dimensional gravitational theories does not seem to be arbitrary, a systematic investigation of tau functions and the associated physical theories is an interesting idea to pursue.

As already addressed in ref. [12], the discussed solutions to the KdV hierarchy and the resulting thermal partition functions are asymptotic series in the genus expansion parameter $g_s$, which are only rendered to analytic functions once non-perturbative effects are taken into account. Therefore, a challenging task is to derive solutions to the KdV hierarchy that are analytic instead of just being an asymptotic series in the parameter $g_s$. In refs. [70, 71] a non-perturbative completion of the solutions to the KdV hierarchy is proposed that has recently been applied to JT gravity in an interesting series of works [20, 22, 60]. Both the results of ref. [29] and our work furnish an easy and systematic access to higher genus contributions, such

\textsuperscript{16}Although it is not immediately clear if the path integral may be performed in the same manner as in ref. [41] for the volumes of ref. [42]. See comments in ref. [42].

\textsuperscript{17}We would like to thank Joaquin Turiaci for valuable correspondence on these points.
that modern resurgence techniques could come into play to address non-perturbative effects in this context. Similar considerations in that direction are made in ref. [72] for JT gravity with a finite cutoff at the asymptotic space-time boundaries,\textsuperscript{18} where a Borel resummation can be performed for the asymptotic series with respect to the cutoff parameter.

Applying the approach developed by Okuyama and Sakai [29, 30], we compute in a certain low temperature limit the thermal partition functions (with one or more boundary components) for JT gravity with deformations such as those arising from the presence of a gas of defects. In this limit the studied thermal partition functions become exact because non-perturbative corrections are suppressed. We determine the critical temperature of the Hawking–Page phase transition as a function of the defect parameters by analysing the two-boundary partition function with numerical methods. Depending on the sign of the defect coupling constant we find that the phase transition either occurs at higher or lower temperatures. The spectral form factor exhibits a similar behaviour, namely the time scale for the onset of the plateau is shifted to earlier or later times depending on the sign of the defect coupling. While we expect that this behaviour of the phase transition and the spectral form factor as a function of the defect parameters does not change upon including further subleading temperature corrections, it is nevertheless desirable to include further terms in the low temperature expansion in order to reliable analyse the Hawking–Page phase transition and the spectral form factor as a function of the defect parameters at higher temperature scales. JT gravity in the presence of defects is linked to 3d gravity in the near-extremal limit, as reported in ref. [23]. It would be nice to understand and to interpret the changes in both the Hawking–Page phase transition and the spectral form factor more explicitly in that context.

We briefly comment on a possible matrix model/JT gravity duality for two-dimensional de Sitter backgrounds. Here we point out an apparent puzzle in light of the recent results of ref. [42], which suggest that the Weil–Petersson volumes in the presence of conical singularities with large identification angles are in general not obtained via analytic continuation from surfaces with conical singularities with small identification angles. As a consequence, computing the wave function of the universe for JT gravity on two-dimensional de Sitter by use of analytic continuation techniques may only be an approximation. It is, however, still possible that upon going beyond the study of asymptotic series the validity of this approach is nevertheless justified. We believe that this issue deserves further study.
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