Improved Collaborative Filtering Recommender System Based on Missing Values Imputation on E-Commerce
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Abstract—One of the important aspects in e-commerce is how to recommend a product to users accurately. To achieve this goal, many e-commerce starts to build and research about recommender system. Many methods can be used to build a recommender system, one of them is using the collaborative filtering technique. This technique often experiences data sparsity problem that can impact to the recommender system prediction accuracy. To solve this problem, we apply improved collaborative filtering. This method predicts the missing values in the user item rating matrix. First, we do an initial selection to determine potential users who have the same characteristics with the active user. After that, we calculate the average distance between the active user and the other selected user. Next, we calculate missing values prediction. Missing values predictions is only done for items that have never been rated by other’s selected user but has been rated by the active user. We used Amazon electronic product with high sparsity level in this research to simulate the actual condition of e-commerce. We used MAE and RMSE to measure prediction accuracy. The methods we apply succeeds to improve the prediction accuracy compared to the conventional collaborative filtering method. The average MAE for method that we apply is 0.78 and RMSE 1.07.
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1. INTRODUCTION

Recommender system is a system that recommends the most relevant items to several users [1]. Recommender system technology is widely used in e-commerce sites [2], [3]. Analyzing and understanding the needs of customers is one of the important things to do in e-commerce platform. In this way, the e-commerce company knows the interests of their customer. By recommender system, e-commerce can provide a good service for the customer and almost similar services are provided by professional salesperson in offline stores [4].

Recommender system requires some data from the users such as history, personal preferences, ratings and comments [4]. Recommender system also can use several attributes of products in e-commerce such as descriptions, product names and categories. This data will be used as input for the recommender system to produce personalized recommendations for each user [5]. Personalized recommendations are an important part of the recommender system. By personalized recommendations, customers can enjoy several products that match with their characteristics and interest. It also helps user to find the product they like faster [6].

There are several methods that can be used for building recommender system, such as collaborative filtering (CF), content-based filtering (CB) and hybrid recommender system [7]. Collaborative filtering is one of the best and most used methods in building a recommender system [8]. This method find other users who give the same rating to a product. Other’s user data will be used to determine the right product recommendations for the active users. There are two techniques that can be used in collaborative filtering, such as memory based and model based [9]. However, this technique facing a lot of problem [10], one of them is data sparsity problem. This problem is very common because the number of products and users in e-commerce is very large compared to the existing rating. This problem will affect the accuracy of the recommender system [11].

To overcome this problem, many studies have been conducted. In a study conducted by [12] using the Item K-nn method. The Item K-nn method makes predictions based on the similarity of each item available in e-commerce. Research [13] uses the improved item based collaborative filtering method. This method uses a characteristics combination of similar items to improve the accuracy of the recommendations. Another research is using missing values predictions in the user item rating matrix [14] or known as imputation. In real cases in building a recommender system with collaborative filtering, the user only rates a small part of all available items. On average, users only contribute to providing rating data as much as 1% of all data in the user item rating matrix. If the rating given by each user is very small, recommender system will have difficulty in calculating the similarity of each user. We can modify the user item rating matrix by adding some data to reduce the sparsity of the dataset. Modification of the user item rating matrix has not been applied in several other studies. By applying this step, is one of the high potential solutions to overcome the data sparsity problem.

To modified the user item rating matrix, we can use Imputation method. This method will predict missing values based on several condition and inputing to the user item rating matrix. Missing values predictions can be done based on data relations or using constant values [15]. Predicting with constant values is fast and easy to implement. However, filling with a constant value will cause a change in the originality characteristics of each user, so there will be no personalization for each user [14]. Using data relations in predicting missing values have some advantages compared to constant values. One of the advantages is the personalization of the predictions that will be generated for each user.
In this research, we focus to solve the data sparsity problem in recommender system using improved collaborative filtering, which apply imputation method in user item rating matrix. This method has similar step from research that has been conducted by [14]. But in our research, we do data preprocessing at first step to reduce the computational time of the recommender system. First step, data preprocessing is done by selecting users who have number of items rated above the specified parameters. After that, a user selection is made based on the preferences of the active user. This step will select users who have the same number of items rated as active users. After the selection, the calculation is carried out to find the average distance between active users and the other’s selected users. Next step is predicting missing values. This step is done by calculating the predicted value for items that have not been rated by other users but have been rated by active users. The value to be imputed is obtained from the calculation of the rating value of the active user and the average distance between the active user and other’s selected users.

The purpose of this research is to build a recommender system that has smaller error value than the conventional collaborative filtering and matrix factorization techniques. This comparison aims to prove that the method applied in this research is better in overcoming data sparsity problem.

2. RESEARCH METHODOLOGY

2.1 System Design

In this research, we use electronic products dataset from Amazon [16]. The dataset contains a total of 1,700,000 rating data for 200,000 products. This dataset has a sparsity level up to 99.80%. It shows that the sparsity in the dataset is very high. We only used 200,000 ratings data in the dataset to reduce the computation of the recommender system. We use the 5-fold cross validation technique in each experiment to obtain more valid research results. The stages in this research are generally shown in Figure 1. Based on Figure 1, this research has 8 important step to build a recommender system.

![Figure 1. The Design](image)

In the dataset, data preprocessing is carried out first. Dataset is filtered by selecting users who have number of items rated greater than \( n \). The determination of \( n \) will be adjusted to the conditions of the dataset. After that, we select users who have the same number of items rated as active users. We provide an example of a user item rating matrix in Table 1 to understand the solution applied in this research.
In Table 1, U1 is assumed to be an active user. User selection is done by looking at the number of ratings on the same item as the active user. If the number of rating items of the same item given is greater than the specified parameter $\theta$, then the user is selected as a potential user for calculations in the next step. In Table 1, we assume that the parameter $\theta$ is 2, so U3 will be removed from the user item rating matrix and only U2 and U4 will be left.

The next step is to calculate the average distance between active users and selected users. The purpose of this step is to find the closeness of the characteristics between active users and other’s selected users. After that, we calculate the predicted missing values which will be imputed in the user item rating matrix. The calculations are based on item ratings that have not been given by other users but have been rated by active users. In this example, we will predict missing values on the U2 rating for I5 and U4 for I1. The calculated value will use the average distance between active users and other users that has been calculated in the previous step. Finally, we calculated similarity using the Pearson correlation coefficient (PCC) and make recommendation according to user-based collaborative filtering.

### 2.2 Data Preprocessing

Dataset Preprocessing is done by selecting users who have number of items rated greater than $n$. The value of $n$ will be determined by the developer who wants to implement this research based on conditions of the dataset.

### 2.3 User Selection

This step is carried out to help the recommender system more easily to choose other users who may have similar preferences to active users. One of the parameters used in user selection is $\theta$. Selection is made on the user item rating matrix, if the same item as the active user. If the number of rating items of the same item given is greater than the specified $\theta$, then the user is selected. U3 will be removed from the user item rating matrix and only U2 and U4 will be left.

### 2.4 Calculate Distance Between Users

The similarity between active users and other users can be calculated by the difference from the rating given to items. The calculation is done by calculating all the differences in the rating given by active users with other users. Next, the average of each rating difference will be calculated using formula 3.

\[
\text{diff}(U_a, U_b) = \sum_{i=1}^{m}|r_{a,i} - r_{b,i}|
\]  

(2)

Where $U_a$ is an active user and $U_b$ is other user that has been selected and $m$ is total same item that is rated by the active users and other users.

### 2.5 Missing Values Predictions

The missing value prediction calculation is done by filling all ratings that not have been rated by other users but has been rated by the active users. The calculation is show in formula 4.

\[
\text{fill}(U_b, i \rightarrow 0) = |r_{a,i} - \text{AVG}(U_a, U_b)|
\]  

(4)

Where $\text{fill}$ ($U_b, i \rightarrow 0$) is empty rating data from other users and has been rated by active users.

### 2.6 Similarity Calculation

Similarity calculation in this research using pearson correlation coefficient [17]. This similarity has a value from -1 to +1. If the relationship between users is very strong, it will be marked close to +1, if the relationship between users is negative, it will be marked close to -1 and if the relationship between users is not related at all, it will be marked with a value of 0.

| Users | I1 | I2 | I3 | I4 | I5 |
|---|---|---|---|---|---|
| U1 | 4 | 5 | 2 |   |   |
| U2 | 4 | 3 | 5 | 5 |   |
| U3 |   |   |   |   |   |
| U4 | 4 | 5 |   |   |   |

Table 1. User item rating matrix example

Where $r_{a,i}$ and $r_{b,i}$ are the rating given by active users and other users to item $i$ respectively. $\text{keep}$ and $\text{remove}$ are the parameter value of the user item rating matrix. $k$ is total same item that is rated by active and other users.

\[
\text{URM} = \begin{cases} 
\text{remove}, & \text{if } r_{a,i} \cap r_{b,i} = k \\
0 \leq k < \theta, & \text{if } r_{a,i} \cap r_{b,i} = k \\
\text{keep}, & \text{if } r_{a,i} \cap r_{b,i} = k \\
k \geq \theta &
\end{cases}
\]  

(1)

Where $r_{a,i}$ is the rating given by active users to item $i$, $r_{b,i}$ is the rating given by other users to item $i$ and $k$ is total same items that has been rated by active and other users.
\[ Sim_{a,b} = \frac{\sum_{i=1}^{n}(r_{a,i} - \bar{r}_a)(r_{b,i} - \bar{r}_b)}{\sqrt{\sum_{i=1}^{n}(r_{a,i} - \bar{r}_a)^2 \sum_{i=1}^{n}(r_{b,i} - \bar{r}_b)^2}} \]  

(5)

Where \( \bar{r}_a \) is the average rating of user \( a \) and \( \bar{r}_b \) is the average rating of user \( b \).

2.7 Rating Prediction

After calculating the similarity of each user, then predictions are made on the items that will be liked by active users. The calculation will use the formula 6.

\[ P_{a,i} = \bar{r}_a + \frac{\sum_{b=1}^{n}(r_{b,i} - \bar{r}_b)Sim_{a,b}}{\sum_{b=1}^{n}Sim_{a,b}} \]

(6)

Where \( P_{a,i} \) is the prediction of item \( i \) to the active user, \( Sim_{a,b} \) is the similarity value of user \( a \) and user \( b \) and \( n \) is the total number of active user nearest neighbor.

3. RESULT AND DISCUSSION

In this research we use electronic products dataset from Amazon. We used 200,000 rating data from the dataset. In this research we used 5-fold cross validation method to obtain more accurate results. Datasets was divided into 4 parts, dataset containing 50,000 rating data, 100,000 rating data, 150,000 rating data and 200,000 rating data. This division aims to find out how the performance and prediction results generated by the recommender system for different dataset conditions. The distribution of training and testing data is 70:30. We used collaborative filtering (CF) and matrix factorization (MF) techniques to compare with improved collaborative filtering (ICF) method. To measure the error, we used mean absolute error (MAE) and root mean square error (RMSE).

Figure 2. RMSE Result 200k Rows

Figure 2. Shows the RMSE results obtained from research using 200,000 rating data. From these results, the smallest error value obtain by ICF is in the 5th fold with a value of 1.01. The smallest error value obtained by CF is in the 4th fold with a value of 1.25. The smallest error value obtained by MF is in the 4th fold with a value of 1.35.

Figure 3. MAE Result 200k Rows

Figure 3. Shows the MAE results obtained from research using 200,000 rating data. From these results, the smallest error value obtained by ICF is in the 5th fold with a value of 0.99. The smallest error value obtained by CF is in the 4th fold with a value of 1.24. The smallest error value obtained by MF is in the 4th fold with a value of 1.35.
Figure 3 shows the MAE results obtained from research using 200,000 rating data. From these results, the ICF algorithm gets the smallest error value in the 5th fold with a value of 0.67. The CF algorithm gets the smallest error value in the 3rd fold with a value of 0.85. The MF algorithm gets the smallest error value in the 2nd fold with a value of 1.05.

Table 2. Average error value using 200k rows rating

| Evaluation Matrix | ICF   | CF    | MF    |
|-------------------|-------|-------|-------|
| MAE               | 0.80  | 0.86  | 1.05  |
| RMSE              | 1.10  | 1.26  | 1.36  |

We obtained the results of average error value using 5-fold cross validation method in 200k rows dataset as shown on table 2. The average MAE error value obtained by the ICF algorithm is the smallest compared to the CF and MF algorithms. For the average RMSE error value, the ICF algorithm gets the lowest error value compared to CF and MF.

Figure 4. MAE Values

Figure 4 shows the results obtained by the recommender system with a different amount of data used. In experiment using 50k data, we used parameters $n = 3$ and $\theta = 3$ resulting MAE value of 0.75. In experiment using 100k data, we used the parameters $n = 3$ and $\theta = 5$ resulting MAE value of 0.79. In the experiment with 150k data, we used the parameters $n = 3$ and $\theta = 5$ resulting MAE value of 0.80. In the last experiment with 200k data we used the parameters $n = 3$ and $\theta = 5$ resulting in MAE value of 0.81.

The determination of these parameters is adjusted to the conditions of the dataset to achieve optimal results. Figure 4. shows that the MAE value of the ICF method is smaller than that of the CF and MF methods. The comparison of MAE values obtained by ICF and CF is almost the same with a difference of 0.05. The error value obtained by ICF has a large difference when compared to the MF algorithm.

Figure 5. RMSE Values

Figure 5. Shows the RMSE value comparison. The error value obtained by ICF is the lowest compared to CF and MF. In the 50k data experiment, RMSE value for ICF is 1.01. In the 100k data experiment, RMSE value for ICF is 1.07. In the 150k data experiment, RMSE value for ICF is 1.09. In the last experiment using 200k data, RMSE value for ICF is 1.10. The comparison between the RMSE and MAE error results is slightly different. In Figure 5. Shows
that the difference in RMSE obtained by CF and ICF is more high compared to MAE result. This RMSE result shows that the CF algorithm makes predictions that are quite far compared to the original rating given by the user.

4. CONCLUSION

Based on the research that has been done, it can be concluded that the improved collaborative filtering method in the e-commerce domain has improved the prediction accuracy compared to the traditional collaborative filtering and matrix factorization methods. Parameter n and θ affect the prediction accuracy. Each dataset has different optimal parameter values, so it is necessary to do several experiments to find the optimal value. This parameter is used to select the reliable users also to reduce the computation of the recommender system. The research results obtained using 5-fold cross validation and using different amounts of data. The results show that the improved collaborative filtering has the lowest error value in each experiment. The average MAE value for ICF is 0.78 and the average RMSE value for ICF is 1.07. The results shows that the predicted rating generated by ICF is more stable, the predicted rating value is not much different from the original rating given by the user. This statement can be seen from the results of the RMSE value between ICF, conventional collaborative and matrix factorization. In experiments using different amounts of data, it can be concluded that increasing the amount of data is not always increase the recommender system accuracy. Three methods that we tested experienced a decrease in accuracy, because the amount of data we used does not always reduce the sparsity level of the dataset. For further research, the improvement of the algorithm in this research is still very possible. Further research that can be done is to use more different dataset conditions and more comparison methods. And also, changing the parameter for first step in this method to obtain optimal result for the recommender system.
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