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Abstract. A Legendre polynomial feedforward neural network is proposed to model/predict beach rotation. The study area is the reef-fronted Ammoudara beach, located at the northern coastline of Crete Island (Greece). Specialized experimental devices were deployed to generate a set of input-output data concerning the inshore bathymetry, the wave conditions and the shoreline position. The presence of the fronting beachrock reef (parallel to the shoreline) increases complexity and imposes high non-linear effects. The use of Legendre polynomials enables the network to capture data non-linearities. However, in order to maintain specific functional requirements, the connection weights must be confined within a pre-determined domain of values; it turns out that the network’s training process constitutes a constrained nonlinear programming problem, solved by the barrier method. The performance of the network is compared to other two neural-based approaches. Simulations show that the proposed network achieves a superior performance, which could be improved if an additional wave parameter (wave direction) was to be included in the input variables.
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1 Introduction

Beach rotation refers to the realignment of the beach shoreline due mainly to lateral (alongshore) sediment movement caused by shifts in incident wave energy [1]. The phenomenon is controlled by the wave-coastal morphology interaction that can result in large localized changes in shoreline position (retreat or advance) and, thus, in changes of the beach planform which, however, may not lead to long term sediment loss or gain; beaches often return to their initial planform with the changes being often seasonal [2,3,4]. Although beach rotation has been considered/modelled as an alongshore sediment transport process, recent research suggests a more complex
beach response to wave energy, whereby alongshore variability in cross-shore sediment fluxes may also be significant [2, 5]. Beach rotation processes are expected to be more complicated in the case of perched beaches i.e. beaches that are fronted by natural or artificial reefs [6], as the sediment dynamics and morphodynamics of these beaches are controlled also by the reef’s depth and morphology. Wave transformation and breaking over the reef can induce high non-linear effects [7, 8]. As a result, the standard modeling methodologies require complex mathematical structures with extremely high computational costs [3-5, 9].

On the other hand, polynomial functions are in the position to effectively model data non-linearities [10]. Polynomial neural networks utilize polynomials to represent the nodes’ activation functions and, thus, increase modeling capabilities. Ma and Khorasani [11] incorporated into the network’s structure Hermite polynomials, where the corresponding parameters were optimized in terms of an adaptive learning scheme. Lee and Jeng [12] used tensor products to develop a Chebysev polynomial type network, whereas Patra et al. [13] performed nonlinear channel equalization for wireless communication systems in terms of a Legendre polynomial-based neural network. Although the above approaches show good testing performances, they use high number of nodes and thus, can hardly be applied to high dimensional nonlinear problems. In comparison, Chebyshev polynomial radial basis function and neural-fuzzy networks were developed to perform efficient shoreline extraction from coastal imagery [10] and predict coastal erosion [14].

In this paper, we propose a feed-forward neural network that employs Legendre polynomials as activation functions to model the shoreline beach rotation of a perched beach (Ammoudara, Crete Fig.1). Linear combinations of the input variables are generated and appropriately scaled by constraining the corresponding weighting parameters. The scaled functions maintain the linearity of the input variables (which is an important issue when regression analysis is to be applied) and the output is expanded into truncated Legendre series. Since the network’s connection weights are constrained, the training process becomes a constrained nonlinear optimization problem solved by the barrier method.

The paper is organized as follows. Section 2 describes the experimental setup and the data acquisition process. Section 3 provides a detailed analysis of the proposed network and the training process used. Section 4 illustrates the simulation experiments, and the paper concludes in Section 5.

2 Experimental Setup and Raw Data Extraction

The study area is the eastern sector of Ammoudara beach, a 6.1 km long microtidal, urban perched beach, located at the west of the port of Heraklion, Crete, Greece (Fig. 1). The beach, is fronted by a submerged beachrock reef, oriented almost parallel to the shoreline, the width of which and its distance from the shoreline vary between 15-50 m and 40-70 m, respectively. Before detailing the experimental setup and the data acquisition process, it is convenient to discuss some concepts involved in the analysis as well as the physical meaning of the input-output variables used in this paper.
In view of Fig. 1(b) the length of the shoreline studied is defined by the black dashed line lying on the shoreline (denoted as “Detected Shoreline” in the figure). The vertical white dashed line corresponds to one out of 52 cross-shore sections used in our experiments. Each cross-shore section is associated with a bathymetry profile, which is shown in Fig. 2(a). It is widely accepted that specific morphological characteristics of a reef can affect beach rotation; the reef acts in a similar manner to a submerged breakwater, absorbing the incoming wave energy [8, 9, 15]. The reef morphological characteristics used as inputs are enumerated as follows (Fig. 2): the reef depth (in meters) from the sea surface is denoted as \( d \) (Fig. 2(a)), the reef inshore and offshore slopes as \( \omega_1 \) and \( \omega_2 \) (Fig. 2(b)) and the reef width (in meters) at 1.2 meters water depth as \( w \) (Fig. 2(b)). In the latter case, the depth of 1.2 meters was decided after a specialized data processing that showed that this reef width at this water depth had the most substantial effects.
Fig. 2 (a) Cross-shore bathymetric profile (see Fig. 1(b)), showing the beachrock reef and the elevation parameters. (b) Zoom on the reef showing its structural parameters.

Apart from the above parameters that quantify the bathymetry characteristics, we use two more parameters that describe the wave conditions namely, the significant wave height denoted as $H_s$ (in meters), and the peak wave period symbolized $T_p$ (in seconds). Note that the last two are important as they impose a direct control on beach morphodynamics [1, 3, 7]. All above parameters form the input variables of our analysis. The output variable quantifying beach rotation is the distance (in meters) from the reef top point (crown) to the shoreline denoted as $y$ in Fig. 2(a). Indeed, the variability of this parameter (cross-shore distance) along the shoreline defines beach rotation [1-4, 7]. In summary, the input variables are: $x_1 = d$, $x_2 = \tan \alpha_1$, $x_3 = \tan \alpha_2$, $x_4 = w$, $x_5 = H_s$, and $x_6 = T_p$, and the output variable is $y$ (input variables $p = 6$ and one output).

The experimental methodology consists of high detailed nearshore bathymetric data, and a long-term time series (10-month period from January 2014 to November 2014) of shoreline position and wave conditions. More specifically, bathymetric data were obtained through a single beam digital Hi-Target HD370 echo-sounder and a Differential GPS (Topcon Hipper RTK-DGPS) deployed from a very shallow draft inflatable boat. Using interpolation, from these bathymetric data 52 cross-shore sections were derived (a sample is given in Figs 1 and 2). Information on the shoreline position for the 10-month period was obtained from coastal video imagery provided by a system consisting of 3 PointGrey FLEA-2 video cameras, installed on the study area, monitoring a beach stretch of 1400 m long (the fields of vision of these 3 cameras are shown in Fig 1(b)). A detailed description of the system and the automated procedure developed to extract the shoreline from the video images is provided in Velegrakis et al. [8]. The above experiments provided the raw data for the input variables $x_1 - x_6$, and for the output variable $y$. Data concerning the variables $x_5 = H_s$, and $x_6 = T_p$ were obtained by an offshore wave buoy (POSEIDON E1-M3A buoy) located about 35 km to the north of the beach (35.660° N and 24.990° E) at
1440 m water depth (see Fig. 1(a)), installed/operated by the Greek National Centre for Marine Research (GNCMR).

In total, the experimental setup generated $N = 4148$ input-output data of the form
\[ \{x_k; y_k\}_{k=1}^{N} \] with $x_k = [x_{k1}, x_{k2}, x_{k3}, x_{k4}, x_{k5}, x_{k6}]^T$. These data are going to be elaborated by the proposed neural network in order to model/predict beach rotation.

## 3 The Proposed Legendre Polynomial Feedforward Network

In this section, we introduce a feed-forward neural network (FFNN), the nodes of which utilize Legendre polynomials as activation functions. The Legendre polynomials possess powerful function approximation capabilities, and they are defined by the subsequent formula [16],
\[
P_n(x) = \frac{1}{2^n n!} \frac{d^n}{dx^n} (x^2 - 1)^n
\] (1)

where $n = 0, 1, \ldots$ is the polynomial order. The Legendre polynomials are orthogonal for $x \in [-1, 1]$ satisfying the following inner product condition [13, 16],
\[
\int_{-1}^{1} P_m(x)P_n(x)dx = \begin{cases} \frac{2}{2n+1}, & m = n \\ 0, & m \neq n \end{cases}
\] (2)

In addition, they can be generated by the next recurrent relations [16],
\[
P_0(x) = 1; \quad P_1(x) = x; \quad P_n(x) = \frac{1}{n} \left[ (2n-1)xP_{n-1}(x) - (n-1)P_{n-2}(x) \right] \quad \text{for} \quad n \geq 2
\] (3)

Let us assume that the available input-output dataset is denoted as,
\[ S = \{(x_k, y_k) : x_k = [x_{k1}, x_{k2}, \ldots, x_{kp}]^T, k = 1, 2, \ldots, N\} \] (4)

where $p$ is the dimension of the input space, and $N$ is the number of the training data (note that in the application discussed in this paper: $p = 6$ and $N = 4148$).

The proposed neural network is illustrated in Fig. 3. There are four layers involved. Given that the desired order of the Legendre polynomials is $n$, the Layer 1 comprises $n$ nodes, each of which generates a linear combination of the input variables,
\[
h_{\ell}(x) = \sum_{j=1}^{p} a_{\ell j} x_j
\] (5)

where $1 \leq \ell \leq n$, $1 \leq j \leq p$, and $a_{\ell j}$ are the weight parameters.

The Layer 2 applies a scaling procedure, which maps the values of $h_{\ell}(x)$ $(1 \leq \ell \leq n)$ in the interval $[-1, 1]$.  
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As mentioned above, the reason for this scaling procedure is that the Legendre polynomials are orthogonal in the interval \([-1, 1]\) and therefore, they are able to operate only in this interval. To accomplish this task, we introduce a specialized methodology that maintains the linearity with respect to the original inputs. We denote the domain of values associated with the \(j\)-th input variable as \(D_j = [x^L_j, x^U_j]\), meaning that \(x^L_j \leq x_j \leq x^U_j\). Note that the lower and upper bounds \(x^L_j\) and \(x^U_j\) are fixed and depend on the system data, only. Relationally, we can define an interval \(A = [a_L, a_U]\) to confine the weight parameters so that \(a_L \leq a_{ij} \leq a_U\) (i.e. \(a_{ij} \in A\)) for every \(\ell\) and \(j\). The values for lower bound \(a_L\) and the upper bound \(a_U\) are pre-selected in terms of a trial-and-error approach as to obtain the best possible results, and are kept fixed throughout the whole learning process.

The question is to find a transformation to map the functions \(h_i(x)\) in the interval \([-1, 1]\). Based on the interval arithmetic [17] the multiplication of the intervals \(D_j = [x^L_j, x^U_j]\) and \(A = [a_L, a_U]\) gives the interval \([L_{ij}, U_{ij}]\) with,

\[
L_j = \min\{a_L x^L_j, a_U x^U_j, a_L x^L_j, a_U x^U_j\}
\]

\[
U_j = \max\{a_L x^L_j, a_U x^U_j, a_L x^L_j, a_U x^U_j\}
\]

Therefore, \(L_j \leq a_{ij} x_j \leq U_j\) \((1 \leq j \leq p)\) \(\forall \ell\).

For all input variables we add the above inequalities, and using eq. (5),

\[
\sum_{j=1}^{p} L_j \leq \sum_{j=1}^{p} a_{ij} x_j \leq \sum_{j=1}^{p} U_j \Rightarrow Q_{L} \leq h_i(x) \leq Q_{U}
\]

where \(Q_{L} = \sum_{j=1}^{p} L_j\) and \(Q_{U} = \sum_{j=1}^{p} U_j\). Thus, \(h_i(x) \in [Q_{L}, Q_{U}]\) \(\forall \ell\). The question of finding a transformation to map the functions \(h_i(x)\) \((1 \leq \ell \leq n)\) in the interval...
is now equivalently rephrased as finding a transformation to map the interval 
\([Q_L, Q_U]\) on the interval \([-1, 1]\). We can easily prove that this transformation is,

\[
\hat{h}_i(x) = \frac{2}{Q_U - Q_L} h_i(x) - \frac{Q_U + Q_L}{Q_U - Q_L}
\]

where \(\hat{h}_i(x) \in [-1, 1]\).

By setting \(R = 2/(Q_U - Q_L)\), \(\Omega = (Q_U + Q_L)/(Q_U - Q_L)\) and taking into account the eq. (5), the eq. (10) yields,

\[
\hat{h}_i(x) = R \sum_{j=1}^{p} a_{ij} x_j - \Omega = \sum_{j=1}^{p} R a_{ij} x_j - \Omega
\]

The above equation directly indicates that the scaled functions \(\tilde{h}_i(x) (1 \leq \ell \leq n)\) are linear combinations of the input variables, something very important for the regression analysis that follows.

The Layer 3 includes \(n\) nodes with activation functions the Legendre polynomials of the linear combinations reported in eq. (11),

\[
P_i(x) = P_i(\hat{h}_i(x)) = P_i\left(\sum_{j=1}^{p} R a_{ij} x_j - \Omega\right)
\]

Note that, based on (3), the zero order polynomial \(P_0(x)\) is always equal to one and has no effect on the input variables. Therefore, it is used as the network’s bias.

Finally, the Layer 4 produces the network’s estimated output by intertwining the outputs of the Layer 3, in order to expand the linear combinations of eq. (11) into the subsequent truncated Legendre series,

\[
y = \beta_0 + \sum_{\ell=1}^{n} \beta_{\ell} P_\ell\left(\sum_{j=1}^{p} R a_{ij} x_j - \Omega\right)
\]

The network’s learning process carries out the estimation of weights \(a_{ij}\) and \(\beta_{\ell}\) through the minimization of the network’s square error: \(J_{se} = \sum_{k=1}^{N} \left|y_k - \hat{y}_k\right|^2\), which based on the form of eq. (13), constitutes a regression analysis. However, to maintain \(\hat{h}_i(x) \in [-1, 1]\), the following relation must hold,

\[
a_{ij} \in A \Rightarrow a_{ij} \leq a_U \leq a_L \forall \ell, j
\]

Thus, while the estimation of \(\beta_{\ell}\) (1 \leq \ell \leq n) is unconstrained, the estimation of \(a_{ij}\) (1 \leq \ell \leq n; 1 \leq j \leq p) is constrained. By splitting the double inequality in (14), the constrained optimization problem is now given as follows:
Minimize \[ J_{de} = \sum_{k=1}^{N} |y_k - \hat{y}_k|^2 = \sum_{k=1}^{N} \left( \beta_k + \sum_{i=1}^{s} \beta_i P_i \left( \sum_{j=1}^{n} R a_{ij} x_j - \Omega \right) \right)^2 \] \quad (15)

Subject to \[ \phi(a_{ij}) = -a_j + a_k \leq 0 \quad (\ell = 1,2,...,n; j = 1,2,...,p) \] \quad (16)
\[ \psi(a_{ij}) = a_j - a_k \leq 0 \quad (\ell = 1,2,...,n; j = 1,2,...,p) \] \quad (17)

It can be easily verified that the feasible area of the problem is convex, because it forms the intersection of plane surfaces (i.e. convex sets). To perform the optimization we could use the well-known penalty method, which approaches to the feasible area from outside [18]. However, we are required not to leave the feasible area; otherwise the Legendre polynomials would be forced to operate outside of the orthogonality region. Thus, we choose to use the barrier method [18], which searches for a solution only in the feasible area without leaving it. According to the barrier method, the above constrained problem can be exactly resolved by the unconstrained minimization of the following function,

\[ F = \sum_{k=1}^{N} |y_k - \hat{y}_k|^2 - \frac{1}{\gamma} \sum_{i=1}^{s} \sum_{j=1}^{n} \left( \frac{1}{\phi(a_{ij})} + \frac{1}{\psi(a_{ij})} \right) \] \quad (18)

where \( \sum_{i=1}^{s} \sum_{j=1}^{n} \left( \frac{1}{\phi(a_{ij})} + \frac{1}{\psi(a_{ij})} \right) \) is the barrier function and \( \gamma \) is the barrier constant, which is required to take a sufficiently large positive value.

To perform the unconstrained minimization of \( F \) we use the steepest-descent method based on Armijo’s rule [19]. To do so we define the vector,

\[ z = \left[ z_1, z_2, \ldots, z_{np}, \phi_{np}, \psi_{np}, \ldots, \phi_{(p+1)}, \psi_{(p+1)} \right]^T = \left[ a_{11}, a_{12}, \ldots, a_{np}, \beta_1, \beta_2, \ldots, \beta_s \right]^T \] \quad (19)

For the \( t+1 \) iteration the learning rule is,

\[ z(t+1) = z(t) - \eta(t) \nabla F(z(t)) \] \quad (20)

where \( \eta(t) = \lambda^t \) with \( \lambda \in (0,1) \). The parameter \( \tau \) is the smallest positive integer such that,

\[ F \left( z(t) - \eta(t) \nabla F(z(t)) \right) - F(z(t)) < -\varepsilon \eta(t) \| \nabla F(z(t)) \| \] \quad (21)

with \( \varepsilon \in (0,1) \). Finally, the partial derivatives in eq. (20) and (21) can easily be derived.
4 Simulation Study

Based on the analysis described in Section 2, the data set includes \( N = 4148 \) input-output data pairs (corresponding to 52 beach cross-sections) of the form \( \{x_k; y_k\}_{k=1}^{N} \) with \( x_k = [x_{k1}, x_{k2}, \ldots, x_{kn}]^{T} \) and \( y_k \in \Re \). The data set was divided into a training set consisting of the 60% of the original data, and a testing set consisting of the remainder 40%. Table 1 depicts the parameter setting for the Legendre polynomial neural network.

For comparison, two more neural networks were designed. The first one was a radial basis function (RBF) network. The parameters of the basis functions were estimated in terms of the conditional fuzzy clustering, which was developed in [20], while the connection weights were calculated by the least-squares method.

Table 1. Parameter setting for the proposed network

| Parameter | Value | Parameter | Value |
|-----------|-------|-----------|-------|
| \( a_{l} \) | -10   | \( \lambda \) | 0.05  |
| \( a_{c} \) | 10    | \( \varepsilon \) | 0.10  |
| \( \gamma \) | | 10\( ^{8} \) | |

The second one was a feedforward neural network (FFNN), the activation functions of which read as follows,

\[
f(x) = \tanh \frac{x}{2}
\]

To train the FFNN we applied the steepest-descent based on the Armijo’s rule (see previous Section) in order to minimize the network’s square error. All networks were implemented using the Matlab software.

The performance index to conduct the simulations was the root mean square error,

\[
RMSE = \sqrt{\frac{1}{N} \sum_{k=1}^{N} [y_k - \hat{y}_k]^2}
\]

For the three networks we considered various numbers of nodes, while for each number of nodes we run 20 different initializations.

Table 2. Comparative results in terms of the RMSE mean values and the corresponding standard deviations obtained by the three networks for various numbers of nodes in the hidden layer

|                  | \( n=3 \)     | \( n=4 \)     | \( n=5 \)     |
|------------------|---------------|---------------|---------------|
| Proposed Network | Training Data | 9.838 ± 0.196 | 9.569 ± 0.208 | 9.594 ± 0.152 |
|                  | Testing Data  | 10.053 ± 0.183| 9.438 ± 0.186 | 9.525 ± 0.249 |
| RBF              | Training Data | 10.637 ± 0.113| 10.319 ± 0.081| 10.298 ± 0.092 |
|                  | Testing Data  | 10.627 ± 0.168| 10.346 ± 0.142| 10.299 ± 0.135 |
| FFNN             | Training Data | 11.106 ± 0.838| 11.056 ± 0.799| 10.711 ± 0.740 |
|                  | Testing Data  | 11.107 ± 0.926| 10.856 ± 0.748| 10.938 ± 0.846 |
The results are shown in Table 2. The Legendre polynomial neural network appears to have superior performance compared with the other two networks. The best result for both the training and testing data sets is obtained by the proposed network when $n = 4$.

The results reported in Table 2 are visualized also in Fig. 4. There are some interesting remarks: (a) the difference between the Legendre polynomial and the remainder of the networks tested appears to be significant particularly in the testing data; (b) the RBF outperforms the FFNN in both cases; (c) although the best result for the proposed network was obtained for $n = 4$, the general tendency is to obtain smaller RMSEs as the number of polynomial nodes increases.

It is very interesting to see how the above results are translated into meaningful observations as far as the beach rotation is concerned. Fig. 5 concerns a specific
testing data and shows the predictions obtained by the three methods. Based on this figure, the proposed network clearly achieves the best beach rotation prediction.

Although the overall prediction performance of the proposed Legendre polynomial neural network may not appear to be very satisfactory on the basis of the RMSE (9.5 meters), the following should be noted. First, Ammoudara shoreline position is characterized by high spatiotemporal variability, with the difference between the most inshore and most offshore recorded shoreline position during the 10-month monitoring period being between 3 and 8 meters [8]; the proposed network’s predictions are of the same order of magnitude and thus may be considered as satisfactory in this high non-linear coastal system, particularly as in many cross-shore sections, the network’s predictions were much closer to the observed shoreline position (see Fig. 5). Secondly, adjacent sections of the shoreline showed large differences in terms of beach erosion/accretion patterns, suggesting significant control by small differences in reef morphology and the direction of wave approach. Hydrodynamic modeling has shown that small differences in the angle of wave approach result in quite different inshore hydrodynamic regimes (waves and wave-induced currents), even in the case of offshore waves with the same significant wave heights \( H_s \) and periods \( T_p \) [8]. As the offshore wave data set did not include details on wave direction, the offshore waves used were grouped collectively as northerly waves (those waves affecting the beach); thus, the observed discrepancies could be mainly due to the absence of an additional wave parameter (angle of wave incidence) in the network input variables. As a future research, it would be interesting to test how the above results would be in the case that wave direction was included as an input variable.

5 Summary and Conclusions

In this paper we present a systematic methodology that includes a sophisticated experimental setup and a novel feedforward neural network to model beach rotation in a reef fronted (perched) beach (Ammoudara, Crete). A set of significant morphological and wave variables were identified that can directly affect beach rotation, which together with records of shoreline position from a coastal video imagery system were used to generate the network’s input-output training data. The proposed network consists of four layers. The main task of the first and the second layers has been to obtain linear combinations of the input variables and then, to appropriately scale them before entering the third layer that comprises the Legendre polynomial activation functions. This scaling process was deemed necessary due to limitations imposed by the orthogonality of the Legendre polynomial. As a result, the weights of the linear combinations must be confined in a predetermined domain of values. Therefore, the training process of the network becomes a constrained nonlinear optimization problem, resolved by the barrier method. The comparative simulation experiments carried out showed that the proposed network can effectively model beach rotation, particularly if detailed wave direction data are available to be included as an additional input variable.
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