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Abstract

How can we design agents that pursue a given objective when all feedback mechanisms are influenceable by the agent? Standard RL algorithms assume a secure reward function, and can thus perform poorly in settings where agents can tamper with the reward-generating mechanism. We present a principled solution to the problem of learning from influenceable feedback, which combines approval with a decoupled feedback collection procedure. For a natural class of corruption functions, decoupled approval algorithms have aligned incentives both at convergence and for their local updates. Empirically, they also scale to complex 3D environments where tampering is possible.

1 Introduction

If reinforcement learning (RL) agents are to have a large influence in society, it is essential that we have reliable mechanisms to communicate our preferences to these systems. In the standard RL paradigm, the role of communicating our preferences is played by the reward function. However, it may not be possible to restrict sufficiently general RL agents from modifying physical implementations of their reward function, or more generally tampering with whatever process produces inputs to the learning algorithm, instead of pursuing the intended goal. Our central concern is the tampering problem, which can be summarized as:

How can we design agents that pursue a given objective when all feedback mechanisms for describing that objective are influenceable by the agent?

As a simplified example, consider designing an automated personal assistant with the objective of being useful for its user. A natural approach is to regularly query the user on their satisfaction with the system, and to optimize the expected user satisfaction. This system may learn behaviors that alter the user’s preferences to be easier to satisfy over time – for example, towards a disposition for assigning high ratings, or preferences described by simple rules. How could we design a system that instead conforms to the user’s current preferences, without being incentivized to influence them?

Whether an RL system engages in tampering depends on both its capability to tamper and its incentives. Even if current ML systems do not tamper, the same incentives may lead to tampering in more capable systems. This motivates us to develop theory that is able to provide principled reasons why ML systems will avoid tampering in the future even as they become capable of increasingly complex reasoning. We do this by formalizing what we mean by incentives, so we can establish formal guarantees on the behaviors encouraged by the learning algorithms we consider. At the same time, these algorithms should be scalable – able to solve the same tasks as current ML algorithms at similar cost.
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We consider a simplified setting where agents learn from approval feedback, i.e., information about the supervisor’s preferred action, so that feedback need only be optimized myopically (§2). Even in this simplified setting, standard RL algorithms have an incentive to tamper with the feedback (§3). To solve this problem, we consider decoupled approval algorithms, which build on approval-direction [Christiano 2014] and, more broadly, decoupled RL [Everitt 2018]. Intuitively, we would like the action being optimized to always be independent of corruptions to the feedback used to evaluate that action. Decoupled approval proposes a specific mechanism to achieve this, by only optimizing for the feedback on a query action, sampled independently from the action taken in the world.

We conduct extensive experiments in REALab [Kumar et al. 2020], a 3D environment designed for studying tampering. Our experimental results strongly support our theoretical claims across a broad range of agent designs. In particular, while standard RL algorithms result in tampering, our decoupled approval agents avoid tampering and maintain strong task performance. To our knowledge, our work is the first to empirically study tampering incentives when using neural network policies in the deep RL setting.

Our contributions We propose two algorithms, DA-PG and DA-QL, that apply decoupled approval to policy gradients and Q-Learning. Theoretically, under the assumption that tampering actions affect all queries equally, we show that standard RL algorithms incentivize tampering, while our decoupled approval algorithms do not. We provide empirical evidence supporting our theoretical claims, and demonstrate favorable task performance and tampering behavior for decoupled approval agents in the deep RL setting. As a result, these algorithms are the first to have both theoretical guarantees against tampering and empirical evidence of their compatibility with standard deep RL techniques.

2 Technical Preliminaries

Corrupt feedback MDPs The general problem we study is how a user can reliably communicate a task to an agent, even though any piece of information can in principle be tampered with by the agent. To study this problem formally, we use corrupt feedback MDPs (CFMDPs, Kumar et al. 2020). CFMDPs extend Markov Decision Problems with feedback corruption (to allow tampering), and general feedback (to enable a broader class of learning algorithms). For ease of reference, we briefly summarize the CFMDP formalism and introduce some notation.

First, an MDP \((S, A, p, f, r, \gamma)\) models the underlying environment and the user’s intended task. Here \(S\) and \(A\) are sets of states and actions, \(p\) an initial state distribution, \(f\) a stochastic transition function, and \(r : S \times A \rightarrow \mathbb{R}\) a reward function describing the intended task.

On each step, the user provides the agent feedback, a generalization of rewards. Formally, the agent can submit a query \(K_t \in \mathcal{K}\) to the user at each time step, to which the user replies with feedback \(D_{t+1} = \delta(S_t, K_t) \in \mathcal{D}\). However, the agent only observes the corrupted feedback \(\hat{D}_{t+1} = c(S_{t+1}, K_t, D_{t+1})\), where \(c : S \times \mathcal{K} \times \mathcal{D} \rightarrow \mathcal{D}\) is the corruption function.

**Definition 1** (Corrupt feedback MDP). A CFMDP is a tuple \(\mu = (S, A, \mathcal{D}, \mathcal{K}, p, f, r, \gamma, c)\).

Corruption is measured by the difference between the true feedback \(D_t\) and the agent’s observed feedback \(\hat{D}_t\). While agents are ultimately evaluated according to total reward, effective learning will often require designing agents which avoid corruption.

Approval feedback CFMDPs allow agents to learn from different forms of feedback, such as instantaneous rewards [Sutton and Barto 1998] or expert demonstrations [Ng and Russell 2000, Ross et al. 2011]. In this work, we focus on learning from approval of agent actions.

1 Choosing \(\mathcal{K} = A, \mathcal{D} = \mathbb{R}\), and \(\delta = r\) corresponds to providing rewards as feedback.
Definition 2 (Approval feedback, approval-optimal policy). For approval feedback, queries are expressed as actions \( K = A \), and the feedback function \( \delta \) expresses human approval for the query action. If in state \( s \), the human prefers the agent take action \( a_1 \) over \( a_2 \), then \( \delta(s, a_1) > \delta(s, a_2) \). When using approval feedback, an approval-optimal policy is any policy \( \pi^* \in \arg \max_{\pi \in \Pi} \mathbb{E}_\pi[\delta(s, a)] \), \( \forall s \in S \), where \( \Pi \) is the set of all stationary policies from states to distributions over actions.

Similar to value advice feedback [Knox and Stone 2009, Daswani et al. 2014], but in contrast to instantaneous reward feedback, approval feedback for an action accounts for its long-term consequences. Compared to value advice feedback, which provides a numerical estimate of total discounted rewards, approval feedback is only assumed to indicate relative preferences between different actions. Our theoretical results will assume that the user knows the environment well enough to give accurate approval, such that myopically optimizing expected approval implies optimizing expected discounted true returns. We discuss the practical considerations of this assumption in §6.2. Thus, our theoretical results focus on learning an approval-optimal policy. In our experiments, we use a synthetic approval signal that satisfies this assumption, so approval-optimal policies also optimize the total return.

Additive query-independent corruptions With arbitrary corruption functions, learning is impossible [Verritt et al. 2017 Thm. 11]. For example, if the corruption function always overwrites the feedback with a constant, the learner receives no approval information. To avoid this issue, we focus on additive query-independent corruptions:

Definition 3 (Additive query-independent corruptions). In CFMDPs with real-valued feedback, an additive, query-independent corruption function can be expressed as \( c(s, k, d) = d + c_s \), where there is a fixed offset \( c_s \in \mathbb{R} \) for each state \( s \).

Additive query-independent corruptions encompass one of the simplest ways an agent can tamper with its feedback: taking an action that uniformly translates the numerical value of the feedback. For example, consider an agent able to press a button that increments its feedback score. The amount of corruption depends indirectly on the action the agent took (via the dependence on the state), but cannot depend on the agent’s query. Many realistic forms of corruption are not included under this assumption (see §6). However, we focus on additive query-independent corruptions both to simplify our analysis and because even under this restricted assumption, tampering incentives prevent standard algorithms from learning an optimal policy. By contrast, decoupled approval agents have no incentive to tamper, despite that option being available.

2.1 Two Types of Incentives

Intuitively, our aim is to avoid algorithms that optimize the wrong objective. But what does it mean for an algorithm to optimize an objective at all, and how do we determine which objective is being optimized? In this paper, we consider two types of answers, which are instances of the standard notions of convergence to an optimal policy and policy improvement (both with respect to approval). Convergence incentives relate to behavior in the limit: setting aside questions of exploration and generalization, how will the policy behave? Update incentives relate to the local behavior of the algorithm before convergence: at each step, which direction does the algorithm push the policy? We define both properties for sequences of policies \( \pi_t : S \rightarrow A \) produced by an iterative algorithm.

Definition 4 (Aligned convergence incentives). A learning algorithm incentivizes policy \( \pi \) iff \( \lim_{t \rightarrow \infty} \pi_t = \pi \) almost surely. If \( \pi \) is also approval-optimal, the algorithm is said to induce aligned convergence incentives.

2Because value advice feedback will be consistent with relative preferences between actions, all our algorithms and results also apply to the value advice setting.
**Definition 5** (Aligned update incentives). For a policy parameterized by $\theta_t$, a learning algorithm induces **aligned update incentives** iff $\forall s, t : R(\theta_{t+1}) \geq R(\theta_t)$, where $R(\theta) = \mathbb{E}_{k \sim \pi_\theta(s)} [\delta(s, k)]$ is the expected approval, and $\theta_{t+1} = \mathbb{E}[\theta_{t+1} | \theta_t, s]$ is the expectation of the updated parameters.

In other words, aligned update incentives mean that for all states, the expected update increases expected approval for that state. Intuitively, this means that the expected update shifts probability away from tampering actions (that receive higher observed feedback but lower true feedback).

Informally, we will use the language of **incentives** to refer to the types of behavior that tend to result from policies produced by a learning algorithm. While our formalizations match the standard notions of convergence and policy improvement in the non-corrupt feedback setting, our emphasis is different: incentives focus on the target of optimization rather than its efficacy. In the non-corrupt feedback setting, the optimization target can often be assumed to match the ideal target. However, naive applications of algorithms which optimize effectively when given non-corrupt feedback can result in policies which perform worse than randomly for the corrupt feedback setting due to optimizing the wrong objective, as we shall see.

## 3 Decoupled Approval

At a high level, decoupled approval involves two ideas: learning from approval with myopic optimization, and decoupling. We describe these here before presenting concrete algorithms.

### Learning from human approval with myopic optimization

In methods based on approval such as TAMER [Knox and Stone, 2008] and COACH [Celemin and Ruiz-del Solar, 2015], the feedback signal is human approval. At each step, the agent queries the user about a potential action, and the user provides real-valued feedback for the overall desirability of this action. Since the feedback signal already captures overall consequences, as opposed to instantaneous rewards, approval should be optimized myopically, i.e., at each step, take the action with highest expected approval. This means off-the-shelf RL algorithms can be adapted as approval-based methods by treating approval as reward and setting discount $\gamma = 0$.

### Decoupling

In standard (non-decoupled) algorithms, the agent only gets feedback for the state-action pair $(s, a)$ when it takes action $a$ in state $s$. Thus if taking action $a$ in state $s$ tampers with the feedback, the agent never gets uncorrupted feedback about this. We use the term **decoupled RL** to refer to algorithms that address this issue by learning from feedback on state-action pairs different from the current one [Everitt et al., 2017]. The amount of decoupling can vary: whereas [Everitt et al., 2017] gives feedback on a random state, fully decoupled from the current state, approval-directed agents [Christiano, 2014] use feedback on the current state about a query action, which may be distinct from the action taken in the environment. Intuitively, this can increase learning efficiency by focusing feedback on states from the agent’s current state visitation distribution. Our approach, decoupled approval, is an instance of approval direction with a specific choice for the query policy: we use the same policy (up to exploration rates) for both query and taken actions, but sample the two actions independently.

**Intuition for decoupled approval.** To provide intuition for decoupled approval, we compare it to an (impractical) algorithm we call Human-in-the-loop Approval, shown in Figure 1. In this algorithm, at each step, the agent sends a text description proposing an action to the human supervisor. The human supervisor assigns an approval score to this action, only after which the action is taken by the agent. The agent optimizes these approval scores. Optionally, we could allow the agent to take no action if the approval is too low. But even if the agent takes a tampering action it will have first received uncorrupted feedback on that action, since the
Figure 1: **Intuition for Decoupled Approval.** In Standard / Approval RL (1a), the agent has an incentive to take actions which lead to corrupting states producing high feedback. Human-in-the-loop approval (1b) avoids this incentive by sending query actions to a human supervisor, who provides feedback on these actions before they are executed, thus preventing the action from corrupting its own feedback. Decoupled approval (1c) achieves similar benefits, but without a human-in-the-loop, by optimizing for the feedback on the query action, sampled independently from the action taken in the world.

Decoupled approval achieves a similar effect while allowing the supervisor to evaluate queries asynchronously. Because the query and taken actions are chosen independently, queries about tampering actions will also be independent of when tampering actually occurs, and so these queries will not be reinforced.

**Importance of decoupling.** To isolate the effect of decoupling, consider an agent myopically optimizing for approval in a CFMDP. In this setting, both decoupled approval and standard RL algorithms select actions to maximize approval. The only difference is decoupling: standard RL agents always receive feedback about the action they take, whereas decoupled approval agents sample the query and taken actions independently (and optimize the policy using feedback on the queries).

**Remark 6 (Standard RL optimizes a corrupted signal).** Standard RL algorithms effectively treat each CFMDP as an MDP with reward function given by corrupted feedback. At each step $t$, the agent observes state $S_t$, takes action $A_t$, and queries with $K_t = A_t$. The agent then treats the observed approval $c(S_{t+1}, A_t, \delta(S_t, A_t))$ as the reward. Assuming additive query-independent corruptions, this simplifies to $cS_{t+1} + \delta(S_t, A_t)$. Optimizing this reward myopically with $\gamma = 0$, the optimal policy is $\pi(s) = \arg\max_a E[cS_{t+1} \mid S_t = s, A_t = a] + \delta(s, a)$.

From the perspective of the MDP learning algorithm, the policy successfully optimizes the given reward function. However, from the perspective of the agent designer, the policy does not optimize the intended approval signal – if the scale of $c_s$ is much larger than that of $\delta$, this policy could perform poorly with respect to $\delta$. We discuss this in more detail in Appendix A. By adding decoupling, we will see that decoupled approval algorithms converge to $\pi(s) = \arg\max_a \delta(s, a)$ as desired.

### 3.1 Decoupled Approval Policy Gradients

Decoupled approval policy gradients (DA-PG) extend policy gradients by independently sampling an action $a$ and a query $k$ from the same policy. We provide pseudocode for DA-PG.
in Algorithm 1. Note that Algorithm 1 reduces exactly to the standard policy gradient algorithm (with approval feedback) if we take \( k = a \) in Line 4 rather than sampling both independently.

**Algorithm 1** Decoupled Approval Policy Gradients (DA-PG)

1: Initialize the policy parameters \( \theta_0 = 0 \)
2: for \( t = 0 \) to \( T \) do
3: Observe current state \( s \)
4: Take action \( a \sim \pi_{\theta_t}(s) \) and query \( k \sim \pi_{\theta_t}(s) \)
5: Receive next state \( s' \sim f(s, a) \) and corrupted approval \( d = c(s', k, \delta(s, k)) \)
6: Update parameters via policy gradient: \( \theta_{t+1} := \theta_t + \alpha d \nabla_{\theta} \log \pi_{\theta}(k \mid s) \)
7: end for

**Proposition 7.** In any state \( s \), for any policy \( \pi_\theta \), the expected update provided by DA-PG in a CFMDP with additive query-independent corruptions is equivalent to the expected update provided by approval-based policy gradients in the corresponding uncorrupted MDP \( \bar{\mu} = (\mathcal{S}, \mathcal{A}, p, f, \delta, \gamma) \). That is,

\[
E_{\mu, \pi_\theta}[c(s', k, \delta(s, k))\nabla_{\theta} \log \pi_\theta(k \mid s)] = E_{\bar{\mu}, \pi_\theta}[\delta(s, a)\nabla_{\theta} \log \pi_\theta(a \mid s)]
\]

**Proof.** Assuming additive query-independent corruptions, we have

\[
E_{\mu, \pi_\theta}[c(s', k, \delta(s, k))\nabla_{\theta} \log \pi_\theta(k \mid s)] \\
= E_{\mu, \pi_\theta}[(\delta(s, k) + c\prime)\nabla_{\theta} \log \pi_\theta(k \mid s)] \\
= E_{\bar{\mu}, \pi_\theta}[\delta(s, a)\nabla_{\theta} \log \pi_\theta(a \mid s)] + E_{\mu, \pi_\theta}[c\prime \nabla_{\theta} \log \pi_\theta(k \mid s)] \\
= E_{\bar{\mu}, \pi_\theta}[\delta(s, a)\nabla_{\theta} \log \pi_\theta(a \mid s)]
\]

where the second equality uses the fact that \( a \) and \( k \) are sampled independently, and the third equality holds because the expectation of the score function is 0.

Intuitively, the expected policy gradient depends only on the advantages at each step, and additive query-independent corruptions preserve the relative advantage between any two actions, regardless of behavior policy. We relate this property to incentives.

**Corollary 8.** Consider policies parameterized by a mixture parameter \( z \) over two experts \( \pi_1 \) and \( \pi_2 \), \( \pi_z(a \mid s) = \sigma(z)\pi_1(a \mid s) + (1 - \sigma(z))\pi_2(a \mid s) \), where \( \sigma(z) = (1 + \exp(-z))^{-1} \) is the sigmoid function. DA-PG applied to this policy parameterization induces aligned update incentives.

Because the DA-PG update is equal to the standard policy gradient update in expectation, Proposition 7 also implies the gradient converges to zero, under the same conditions as Theorem 3 in Sutton et al. [2000]. In practical cases, this optimization will be non-convex so we cannot prove convergence incentives. However, when the policy parameterization induces concave expected returns, we obtain convergence to a global optimum and thus aligned convergence incentives.

**Robustness to scale.** Notably, incentives for DA-PG do not rely on \( \delta \) encoding any information about the corruption function \( c \). We refer to such evaluators as tampering-agnostic. This is important because it is typically difficult for the evaluator to recognize all possible forms of tampering. In the language of Demski and Garrabrant [2019], decoupled approval exhibits robustness to relative scale and to scaling up. We contrast decoupled approval to approaches which rely on explicit feedback alone to discourage tampering [Saunders et al., 2017; Reddy et al., 2019], which may fail if the policy can discover forms of tampering undetected by the evaluator, though we believe these approaches complement decoupled approval, as noted in §6.4. Our experiments in §4 will support robustness to scale of decoupled approval by using a tampering-agnostic evaluator.
3.2 Decoupled Approval Q-Learning

DA-QL extends standard Q-learning by sampling query and taken actions independently, similarly to DA-PG. The other modification is the introduction of an importance sampling correction (Line 9 in Algorithm 2), which counterbalances the effect of Q-values being updated for some actions more frequently depending on the query policy. Appendix D discusses a surprising failure mode, in which DA-QL converges to tampering policies when this correction is omitted.

Algorithm 2 Decoupled Approval Q-Learning (DA-QL)

1: Set initial Q-values $Q_0(s,k) = 0$ for all $s,k$
2: Set visit count $M_0(s_0) = 1$ for initial state $s_0$, and $M_0(s) = 0$ for all other states $s \neq s_0$
3: for $t = 0$ to $T$ do
4: Observe current state $s$
5: $\pi_A := \epsilon\text{-greedy}(Q_t)$, $\epsilon = 1/M_t(s)$
6: $\pi_K := \epsilon\text{-greedy}(Q_t)$, $\epsilon = \max\{1/M_t(s), \alpha_{\text{init}}|A|\}$
7: Take action $a \sim \pi_A(s)$ and query $k \sim \pi_K(s)$
8: $\alpha := \alpha_{\text{init}}(M_t(s)\pi_K(k|s))^{-1}$
9: Receive next state $s' \sim f(s,a)$ and corrupted approval $\tilde{d} = c(s',k,\delta(s,k))$
10: $Q_{t+1}(s,k) := (1-\alpha)Q_t(s,k) + \alpha\tilde{d}$
11: $M_{t+1}(s') := M_t(s') + 1$
12: end for

We first analyze the local properties of DA-QL in terms of the expected update at each step.

Proposition 9. In DA-QL under additive query-independent corruptions, for all $s,k,t$, we have

$$E[\xi_t(k) \mid H_t] = h_1(\delta(s,k) - Q_t(s,k)) + h_2$$

where $\xi_t(k) = Q_{t+1}(s,k) - Q_t(s,k)$, $H_t$ is the history up to time $t$ (including the current state $s$ but not $a$ or $k$), and $h_1, h_2$ are functions of $H_t$. In particular, whenever $\delta(s,k_1) > \delta(s,k_2)$, at least one of the following holds:

$$E[\xi_t(k_1) \mid H_t] > E[\xi_t(k_2) \mid H_t] \text{ or } Q_t(s,k_1) > Q_t(s,k_2)$$

Proof. Refer to Appendix C.1  

Proposition 9 establishes an analogue of aligned local update incentives for DA-QL in the Q-learning setting (where the parameterization of Definition 5 is not a natural fit). Whenever the user prefers $k_1$ over $k_2$, the expected update increases $Q(s,k_1)$ relative to $Q(s,k_2)$, unless $Q$ already prefers $k_1$.

We now analyze the global properties of DA-QL. Our main result states that DA-QL converges to an approval-optimal policy, and thus induces aligned convergence incentives:

Proposition 10. Let $k, k' \in K$ be two distinct query actions. For DA-QL in CFMDPs with additive query-independent corruptions, the following expression converges almost surely to 0 as $t \to \infty$:

$$(Q_t(s,k) - Q_t(s,k')) - (\delta(s,k) - \delta(s,k'))$$

Proof Sketch. Our proof follows the convergence proof for standard Q-Learning from Jaakkola et al. 1993. The value of the expression above after each DA-QL update decomposes into a contraction term of its previous value, and a term which depends on the observed feedback. With the assumption of additive query-independent corruptions and the importance sampling correction, this second term has expectation zero. Appropriately chosen learning rates also ensure bounded variance. We can then instantiate the stochastic convergence theorem from Jaakkola et al. 1993 for the above expression. The full proof is in Appendix C.2
Remark 11 (DA-QL recovers optimal policy). Let the action ranking induced by a function $f(s,k)$ for state $s$ be the list of actions $k$ in decreasing order of $f(s,k)$. Since the action-value differences $Q_t(s,k) - Q_t(s,k')$ converge to the feedback differences $\delta(s,k) - \delta(s,k')$, the action ranking for each state induced by $Q_t$ converges to the action ranking induced by the feedback function $\delta$. Thus, a policy that maximizes $Q_t(s,\cdot)$ will converge to an approval-optimal policy.

4 Experiments

4.1 Embedded Feedback Tasks

To study tampering empirically, we use REALab [Kumar et al., 2020], a platform for simulated environments with embedded feedback to model the tampering problem. For ease of reference, we briefly describe REALab here, but refer readers to [Kumar et al., 2020] for details. In REALab, all mechanisms for providing feedback to the agent are potentially influenceable by the agent (as in CFMDPs) because they are made from influenceable components, primarily registers. In REALab, as in CFMDPs, agent designers specify a feedback function, which writes the feedback (such as instantaneous rewards or approval) to a feedback register.

Registers are physical objects used to store a value by representing it as a physical property. Our experiments use TwoBlockRegisters composed of a base and offset block, which encode values using the distance between the two blocks (see §3.1 of [Kumar et al., 2020]). Crucially, values stored in registers can be corrupted by physical interactions, such as the agent pushing or throwing the register blocks. For TwoBlockRegisters, tampering with the offset block will corrupt the observed feedback for the next timestep, but tampering with the base block will corrupt the observed feedback for all subsequent timesteps.

Other than the use of embedded feedback, REALab tasks are standard and similar to tasks in DMLab-30 [Beattie et al., 2016]. Each task requires controlling an avatar with a first-person view of the environment to collect apples within some fixed time duration. We primarily evaluate on the Unlock Door task. In this task, there are small apples providing reward 1 within a large room. Large apples provide reward 10, and can be accessed by standing on a sensor, which unlocks a door to a room containing the apple. Because collecting the large apple ends the episode, the optimal strategy is to first gather the small apples, before visiting the sensor and collecting the large apple. We also include additional experiments on a Seek-Avoid task and on tabular CFMDPs in Appendices F.1 and E.

4.2 Agent Implementation

We evaluate both DA-PG (Algorithm 1) and DA-QL (Algorithm 2), when combined with deep neural networks for function approximation. Our base agent is R2D2 [Kapturowski et al., 2019] and where relevant, we use the same network architecture and hyperparameters from Kapturowski et al., 2019. Our policy gradient algorithms are based on PPO [Schulman et al., 2017]. For the PPO loss, we use default hyperparameters reported in Schulman et al., 2017: clipping factor $\epsilon = 0.2$, shared parameters for policy and value networks with value loss weight $c = 1.0$, no entropy bonus, and we ignore the GAE parameter $\lambda$ since our algorithms are optimized myopically. For PPO, we additionally add to the network a linear layer to predict the value baseline from the final layer of activations. All other architecture choices and hyperparameters are shared for both Q-learning and policy gradient algorithms.

In both cases, the required change to the learning algorithm to implement decoupled approval is simple – we independently sample both a query action, provided to the feedback function through a query register, and an action to take directly in the environment, then optimize the policy for approval with discount $\gamma = 0$. The approval signal is defined using a Q-network from the Non-embedded agent in §4.4. This Q-network is pre-trained on the non-embedded version of each task (with oracle access to the true rewards). For query $k$, we
provide feedback $\delta(s, k) = Q(s, k) - \sum_k Q(s, k)/|A|$.3

We train all agents on 2 TPUv3 cores with 80 distributed actors, and report performance after 8 hours, which corresponds to roughly 100 million total environment steps (though many experiments saturate performance in much less time), except for Standard RL agents which we run for 24 hours. Our emphasis in this work is on agent incentives, and as such, we only study behavior in the limit. However, we also note the importance of simultaneously studying sample-efficient learning with approval-based algorithms generally, when using limited human feedback, e.g., [Warnell et al. 2018] and [Arumugam et al. 2019].

4.3 Evaluation

In our experiments, we focus on three main questions:

Q1. Is tampering a practical problem for deep RL agents trained on embedded feedback?
Q2. Does decoupled approval address the problem?
Q3. How do different algorithms compare on asymptotic task performance?

We measure task performance in the standard way: each environment defines a reward function, and agents are evaluated according to expected total return. Thus, although algorithms may differ in feedback function (rewards, approval, etc.), all are evaluated on the same metric: total return.

We measure tampering with consideration of how feedback can become corrupted. We refer to the output of the feedback function, used to set the value of the feedback register, as the true feedback, and the value of the feedback register when observed by the agent as the observed feedback. When the agent does not disrupt the normal physical operation of the feedback register, the difference between true and observed feedback is 0 (except for small variations due to noise in the physics simulation). Thus, we quantify tampering as the discrepancy between true and observed feedback. Specifically, if the difference exceeds a fixed threshold of 10.0 at any point within an episode, we classify that episode as one in which tampering occurred.

4.4 Comparisons

We compare decoupled approval agents to several other deep RL algorithms. Here we describe all our agents:

Non-embedded This is the only agent trained with oracle access to true rewards, rather than observed rewards from registers. The Q-network from this agent is used to define the approval signal for approval-based algorithms. Thus, the tampering rates and task performance achieved by the Non-embedded agent represent an ideal to aim for with the approval-based algorithms.

Standard RL This agent (also based on R2D2 [Kapturowski et al. 2019]) uses the true reward function as the feedback function $\delta$, optimizing discounted returns as observed through registers (and hence potentially corrupted).

DA-QL / DA-PG These agents use approval feedback, as described above (§4.2).

Approval QL / Approval PG The Approval agents [Knox and Stone 2008, 2009] are otherwise equivalent to their Decoupled Approval counterparts, but always query feedback for their current action, rather than sampling a separate query action. We provide this baseline since it is the most direct instantiation of RL from approval – treat approval as reward, and optimize myopically with RL as usual. This allows us to analyze whether decoupling is important for avoiding tampering incentives, or whether myopic

3In real-world tasks without a programatically defined reward or approval function, this approval signal would be provided by human evaluation instead. §6.2 elaborates on the strengths and weaknesses of actual human feedback compared to our simulated approver.
optimization alone does most of the work. We caution against over-extrapolation: as noted in §6.4, the effect of myopic optimization is likely task-dependent, and may be either sufficient or insufficient depending on the scope of individual actions.

**Tampering Detector** We run Standard RL and augment the true reward function with a penalty term designed to discourage tampering. For the penalty term, we first train a neural network to detect tampering, using a labeled dataset of tampering and non-tampering trajectories generated with Standard RL and Non-embedded agents. We use the predicted tampering probability as a weighted negative penalty in the reward function. Further, to prevent the agent from continuing to tamper and overriding this penalty, we terminate the episode whenever the probability exceeds 0.5. We validate the accuracy of this tampering detector on a held-out Standard RL agent.

**Offline Imitation** This agent is trained with behavioral cloning on a cross-entropy loss. Specifically, during training time, all actions are drawn from a demonstrator policy, while for evaluation, we use the agent’s own policy. The learner optimizes the cross-entropy loss \( L(\theta) = \hat{E}_t[-\log \pi_\theta(a_t | s_t)] \), where \( \hat{E}_t \) denotes the empirical expectation over states and actions when following the demonstrator policy. When using embedded feedback, the feedback function outputs the demonstrator action, encoded as an integer.

**DAgger** The DAgger agent is otherwise equivalent to Offline Imitation, but uses the DAgger algorithm to address issues caused by distribution shift between demonstrator and agent trajectories [Ross et al., 2011]. During training, we sample actions according to the agent policy with probability 0.9, and according to the demonstrator policy with remaining probability 0.1.

### 4.5 Results

| Algorithm                        | Tampering (% Episodes) | Return (Mean) |
|----------------------------------|------------------------|---------------|
| Standard RL                      | 78%                    | 1.0           |
| Tamp. Detector                   | 84%                    | 1.2           |
| Non-embedded *                   | 6%                     | 14.8          |
| Tamp. Detector (non-embedded) *  | 2%                     | 14.4          |
| Approval QL                      | 26%                    | 9.5           |
| DA-QL (no IS corr.)              | 19%                    | 10.2          |
| DA-QL                            | 12%                    | 11.9          |
| Approval PG                      | 18%                    | 13.4          |
| DA-PG                            | 6%                     | 13.7          |
| Offline Imitation *              | 8%                     | 14.0          |
| DAgger *                         | 8%                     | 14.0          |

* Trained purely with non-embedded feedback

Table 1: Unlock Door results. Standard RL agents naturally result in tampering, while decoupled approval algorithms improve over their non-decoupled approval counterparts both in terms of tampering rates and task performance.

Table 1 summarizes asymptotic task performance and percentage of episodes containing tampering for our experiments in the Unlock Door task. Below, we summarize our key observations for each agent. For qualitative results, we encourage interested readers to view our accompanying agent videos at [https://youtu.be/aJszzrzrZBM](https://youtu.be/aJszzrzrZBM).
Standard RL As hypothesized, the Standard RL agent converges to a tampering solution – the agent tampers in 78% of episodes overall.

Approval RL The use of myopic optimization in Approval RL significantly reduces tampering, since the agent lacks incentives to create future opportunities to tamper. We observe that the agent tampers if and only if it encounters registers (i.e., tampering opportunities) along the trajectory of solving the intended task. In Figure 2a, the agent initially gathers apples (the intended behavior) until it encounters a register. It then throws this register so as to achieve high observed reward, before proceeding to solve the intended task. This demonstrates characteristic behavior of myopically optimized agents – they take opportunities for tampering when present, but they do not select actions to create future opportunities to tamper. In §6.4, we discuss the implications for applying Approval RL in the real world.

Decoupled Approval Consistent with our theoretical results, both DA-PG and DA-QL result in significantly less tampering than their non-decoupled approval counterparts. Further, DA-QL tampers more often when the importance sampling correction is ablated. However, while the tampering rate for DA-PG exactly matches the Non-embedded agent (6%), for DA-QL it is slightly higher – one possible explanation is that nonlinear function approximation reduces the effectiveness of the importance sampling correction, though other explanations are also possible.

Notably, our experiments use a tampering-agnostic evaluator, which makes no effort to provide negative reward when the agent tampers. As discussed in §3.1, this resembles real-world applications where it is difficult to detect tampering during training. In such cases, we cannot expect decoupled approval agents to actively avoid feedback corruptions, but it is desirable that they do not pursue corruptions. Our empirical results generally support this view: while tampering rates for DA-PG and DA-QL are not zero, they are similar to tampering rates for the Non-embedded agent (6% and 12% vs. 6%).

Task performance. Decoupled approval algorithms achieve competitive asymptotic performance compared to the Non-embedded RL agent, despite having the option to tamper. In particular, they achieve higher returns than both their non-decoupled counterparts and the standard RL agent, which exclusively tampers at the expense of task performance.

Tampering Detector First, to validate the accuracy of our learned tampering detector, we apply it to a pretrained held-out Standard RL agent. For this agent, the detector fails to fire in 0% of episodes in which tampering occurs, and fires (resulting in episode termination) in 98% of all episodes. We further validate that the detector provides a useful training signal, by adding the detector to the Non-embedded agent. This decreases tampering from 6% to 2%, though does not eliminate tampering completely, while the agent still achieves high return. For the Non-embedded agent, 0% of episodes are terminated early by the tampering detector.

In the embedded setting, however, the Tampering Detector agent eventually learns to bypass the detector (though this happens later in training than for the Standard RL agent). Qualitatively, the agent spins between the two Register blocks, and moves each block a little bit at a time, as opposed to the non-shaped Standard RL agent, which simply moves a single block to the desired location, without alternating between the two blocks (see video supplement). In contrast to the held-out Standard RL agent, which also attempts to tamper, the Tampering Detector agent bypasses the detector, tampering without triggering an episode termination in 46% of episodes.

Imitation Learning Both imitation learning variants, offline imitation and DAgger, achieve good results in the non-embedded setting. With embedded feedback, we observed significantly worse performance, which we believe is largely due to specifics in our current register implementations (see Appendix F.2).
Other results We include additional experiments on all our main agents for the Seek-Avoid task in Appendix F.1 and on procedurally generated tabular CFMDPs in Appendix E.

![Qualitative agent behaviors.](image)

Figure 2: Qualitative agent behaviors. The Approval RL agent mostly gathers apples as intended, but tampers opportunistically when available actions can cause immediate corruptions to the feedback register, such as by spinning and carrying the register. This typically occurs when the agent’s typical apple-gathering trajectory brings it close to a register. In contrast, the DA-QL agent ignores the presence of registers and focuses on the intended task, despite also having opportunities to take actions causing feedback corruption. Videos for all our agents are available in our video supplement at https://youtu.be/aJsJzrrfZBM.

4.6 Robustness Checks

All reported results are the average of 2 seeds. We measure statistics using a fixed model at convergence, with averages taken over 5000 episodes. Overall, we observe fairly little variation across results, since we wait until convergence before evaluating agents. Overall, the deviation in total return across seeds is $<1$ for all agents, except Approval QL on Seek-Avoid. For tampering, variation across seeds is less than $3\%$, except for the standard RL agents, for which we see variation of $20\%$ across 3 seeds. We believe this variation arises because the scale of returns for Standard RL is considerably larger than standard, for example by roughly a factor of 300 relative to our non-embedded setup, which causes instability in training.

5 Related Work

We provide a high-level overview of related work, while deferring discussion of some more detailed comparisons to §6.

The tampering problem A large literature discusses accurately modeling the tampering problem [Ring and Orseau, 2011, Soares et al., 2015, Bostrom, 2014, Armstrong and O’Rourke, 2017, Everitt, 2018, Demski and Garrabrant, 2019], as well as the closely related reward gaming problem [Amodei et al., 2016, Leike et al., 2018, Milli et al., 2020]. We contextualize our work within the CFMDP formalism and REALab platform developed by Kumar et al. [2020], to which we also refer readers for a broader survey on the general tampering problem.

Approval and decoupling Value advice algorithms such as TAMER [Knox and Stone, 2008] and COACH [Celemin and Ruiz-del Solar, 2015] first demonstrated the practical feasibility of using approval as feedback. Subsequent deep RL variations [Warnell et al., 2018, Arumugam et al., 2019] building on these algorithms demonstrated impressive performance with low sample complexity. This paper builds on approval-direction [Christiano, 2014, 2015, 2016] in two ways: by deriving precise claims about the incentives of algorithms formalized within CFMDPs, and by investigating how these effects are reflected empirically.
Counterfactual Oracles [Armstrong and O’Rourke, 2017] use a similar decoupling approach to design question-answering systems where any system output observed by a human supervisor is never used as training feedback, and vice versa. Decoupling is also a key idea in Current Reward Function Optimization (CRFO [Everitt, 2018, Dewey, 2011]). CRFO uses observational data to fit both a transition and reward function, and then optimizes the policy solely against these learned models. The idea is that policy rollouts within the simulated transition model will not be able to directly influence the world outside this simulation, and thus cannot directly tamper with the learned reward model.

Other solutions to the tampering problem Several approaches to the tampering problem involve inferring (a distribution over) the latent underlying reward function from observed data. For example, (Cooperative) Inverse Reinforcement Learning [Ng and Russell, 2000; Abbeel and Ng, 2004; Hadfield-Menell et al., 2016] involves inferring the latent reward parameter from demonstrations, typically under an assumption of approximately-optimal demonstrations. Inverse Reward Design [Hadfield-Menell et al., 2017] similarly uses the observed rewards as evidence about the true latent reward function. Importantly, these algorithms provide agents with uncertainty over designer preferences, which encourages them to maintain reliable feedback mechanisms and learn more about designer preferences. An advantage of decoupled approval is that it can be straightforwardly integrated with standard deep RL techniques, without requiring accurate uncertainty estimates in the learned posterior, which is a key difficulty and active area of research for Bayesian neural networks [Graves, 2011; Yao et al., 2019]. In general, our work is the first to our knowledge which empirically studies tampering incentives in the context of neural networks.

Another class of approaches involve explicitly identifying tampered feedback to avoid training on such data [Everitt et al., 2017; Mancuso et al., 2019; Leike et al., 2018]. These either rely on costly checking mechanisms, or preserve tampering incentives if there are any loopholes in the tampering detector. An advantage is that these approaches can actively discourage tampering, rather than merely being tampering-agnostic, and can thus complement other solutions. We discuss detecting tampering further in §6.4.

Turning to our analysis, our work is the first to our knowledge which analyzes tampering incentives while treating the learning algorithm as a stochastic process. The majority of prior work on tampering incentives focuses on utility functions: how will agents behave, assuming they select actions according to the argmax over some utility function [Soares et al., 2015; Armstrong and O’Rourke, 2017; Everitt and Hutter, 2019]? Causal Influence Diagrams (CIDs) express learning algorithms using causal graphs [Everitt and Hutter, 2019; Everitt et al., 2019; Carey et al., 2020], enabling use of graphical algorithms to determine the presence or absence of tampering incentives. We discuss this point further in §6.1.

6 Discussion
6.1 Analysis of Algorithms vs. Analysis of Objectives

Much prior work assumes the agent’s utility function is known for analysis. This raises an important question we address: given a mechanistic description of a learning algorithm, such as code or pseudocode, how can we determine which function this algorithm optimizes (if any)? Determining a utility function can be subtle, as we illustrate with the DA-QL example in Appendix D. The key point is that although DA-QL with and without the importance sampling correction are trained with the same feedback function, they converge to different solutions. Thus, determining the utility function implied by an algorithm must necessarily look beyond expected returns alone.

Further, many deep RL systems contain algorithmic ideas which can complicate determining a utility function – for example, varying loss reweightings [Schaul et al., 2015], meta-learning or optimizers at multiple timescales optimizing different metrics [Finn et al., 2017; Jaderberg et al., 2017], multiple loss functions [Ho and Ermon, 2016], and auxiliary
tasks [Jaderberg et al., 2016]. Krueger et al. [2019] discuss a similar question specifically in the context of multi-scale optimizations, such as in Jaderberg et al. [2017].

These factors motivate our decision to treat learning algorithms as stochastic processes – without assuming a utility function – and to then derive convergence and update incentives from this process directly. We note that it may be desirable to go further still and analyze models themselves produced by algorithms [Hubinger et al., 2019], though the feasibility of such analysis remains an important open problem [Olah et al., 2018, 2020]. Overall, we believe high-level and low-level analysis techniques are complementary – by abstracting away details, high-level approaches can suggest useful algorithmic design principles, while low-level analyses can validate the assumptions high-level approaches require.

6.2 Practical Considerations

Sample complexity A limitation of our experiments is their large sample complexities, which means our efficiency comparisons between algorithms may not hold within many regimes of practical interest. This is a common challenge for deep RL [Henderson et al., 2018], but is particularly critical for approval-based algorithms due to their reliance on human feedback, which is typically costly. Semi-supervised RL [Finn et al., 2016] offers a promising solution to leveraging unsupervised experience in learning, and seems particularly relevant for approval-based approaches. Indeed, recent approval-based algorithms such as Warnell et al. [2018] and Arumugam et al. [2019] leverage unsupervised experience through an auxiliary reconstruction loss and demonstrate impressive sample complexity by learning Atari Bowling and simple 3D Minecraft levels with less than 15 minutes of human feedback. These results suggest the possibility for approval-based techniques to learn significantly faster than purely reward-driven techniques, due to stronger supervision.

Designing useful approval signals While not addressed in this work, choices in agent design may have a large impact on the ability to elicit useful approval feedback from humans. For instance, in training a robotic system, supervising low-level actuator commands would be less natural than supervising actions specifying goal locations [Nachum et al., 2018]. Approval-based algorithms may benefit significantly from improvements in structured action spaces [Jiang et al., 2019, Barto and Mahadevan, 2003] and preference elicitation methods [Gajos and Weld, 2005]. However, approval feedback may be harder to provide when decoupled, since the supervisor needs to model unobserved state transitions in order to give feedback on queried actions that are not taken. An important question is how improvements in ML can be effectively leveraged to design better approval signals. Amplification [Christian et al., 2018] proposes using the learned agent itself to provide assistance to the supervisor. In debate [Irving et al., 2018], the task itself is structured to minimize the difficulty for the supervisor.

Allocation of errors In general, agents will make some errors, even with perfect feedback. Thus, we would like the objective to prioritize the errors with the greatest impact on the policy’s expected return, $Q^*$. An advantage of reward-based policy gradient methods is that policies are optimized directly for $Q^*$. Behavioral cloning fares poorly in this regard, since the log-loss objective does not differentiate between important actions with high influence on $Q^*$ and unimportant actions. Relative to behavioral cloning, decoupled approval allows the supervisor to vary the scale of approval across different steps. For example, if supervisors provide near-constant approval when evaluating unimportant actions, the objective will prioritize important actions.

We note that the approval signal in our experiments approximates $Q^*$, as in the value advice setting. However, since actions should be penalized based on $Q^*$ rather than $Q^*$, the approval signal should ideally approximate $Q^*$ instead. This presents practical difficulties, as it would require the approval signal adapt over time to $\pi_t$, and may be an unnatural form
of supervision for humans to provide. We leave further empirical and theoretical investigation into the importance of this deviation to future work.

6.3 Assumptions

**Accurate approval feedback**  This work assumes access to accurate approval feedback. The question of how to implement accurate feedback (§6.2) is important for future work.

**Additive query-independent corruptions**  We believe that the assumption of additive query-independent corruptions, as stated, is too strong to hold in many real-world settings. This assumption is violated when there are *self-aggrandizing actions*, which can increase observed feedback specifically for queries about the same action. It may be possible to achieve guarantees even under significantly weaker assumptions by demonstrating that aligned local update incentives are preserved with high probability, so long as the probability of selecting self-aggrandizing actions is sufficiently small at each step, similar to Propositions 7 and 9. We suspect such considerations may allow decoupled approval to avoid tampering even in settings where the assumption of additive query-independent corruptions does not hold (including the REALab environments we study), but leave more rigorous investigation to future work.

**Generalization**  An important question is whether agents can still have tampering incentives, even in the presence of well-designed checks which can prevent tampering during training. Answering this requires understanding the role of generalization – a natural starting point would be to analyze the behavior of decoupled approval beyond the tabular setting, such as when used with linear function approximation.

6.4 Other Approaches to Avoiding Tampering

**Myopic optimization**  Approval RL agents are incentivized to tamper in states where tampering actions are available which can produce large positive corruptions. However, due to myopic optimization, approval RL agents are not incentivized to visit such a state, except insofar as there is high approval along paths towards that state. Therefore, as long as all opportunities to tamper are far from trajectories that are followed by the optimal policy, myopic optimization may be sufficient, without decoupling, to avoid learning to tamper. The question of whether or not tampering opportunities are available along optimal trajectories will depend on task-specific details.

We believe that applying approval RL in the real world would likely involve optimization over “high-level” actions. For example, we might consider cases such as high-level actions in a hierarchical RL setup [Sutton et al., 1999, Barto and Mahadevan, 2003], or an action space of instructions issued to a lower-level controller that has been optimized non-myopically in a narrow domain [Reed and De Freitas, 2015, Merel et al., 2018]. Such approaches seem particularly advantageous for approval-based methods, since they both make providing approval feedback more natural, and provide the agent greater flexibility, when compared to low-level action spaces. These approaches also motivate decoupling: in the space of high-level actions, it may be possible for a single action in an otherwise near-optimal trajectory to produce tampering, by initiating an extended sequence of low-level actions.

**Detecting tampering**  Detecting and penalizing tampering is a natural approach for handling the potential for corrupt feedback: run RL as normal, while ensuring that every training-time instance of detected tampering is associated with negative reward. Indeed, for a tampering detector with no false negatives, tampering detection should be sufficient to avoid tampering. However, our experiments illustrate a central difficulty – if the agent finds any way to bypass the detector, it will be incentivized to exploit this loophole. We believe tampering detection schemes are best combined with algorithms that induce aligned
incentives: the penalty discourages tampering, while incentives ensure that undetected tampering actions are at least not incentivized.

Finally, we note that for real-world applications, a simple option is to use a tampering detector to decide whether to deploy the system. Thus, as long as it is possible to detect non-zero tampering levels, as is the case here, the algorithm designers can decide not to deploy any models that tamper. A more challenging case is if tampering can be detected early during training, but the agent eventually learns a tampering policy that can evade detection. From the agent designers’ perspective, it may appear that tampering detection has removed tampering behaviors, when in fact, the agent has learned a policy to bypass the detector.

**Imitation learning**

An important question is when imitation-based or approval-based algorithms are preferable. Behavioral cloning can provide a lower variance training signal than policy gradient estimators, and also aid in hard exploration problems [Paine et al., 2019; Vinyals et al., 2019]. On the other hand, approval-based objectives can prioritize important actions, as discussed in §6.2. Ultimately, we believe both approaches can yield good results, and note the two objectives can also be combined.

An important motivation for this work’s focus on approval-based algorithms is pedagogical: we show that agents can avoid tampering incentives, even while maximizing a reward function in a corrupt feedback setting. However, we hope future work will also analyze tampering incentives for imitation algorithms. A particularly interesting setting is when feedback is gathered online, and the agent’s actions can influence demonstrator behavior.

7 Conclusion

In this paper, we showed both theoretically and empirically that standard RL algorithms have incentives to tamper with the user’s feedback. This tampering incentive remains even for algorithms using approval feedback. However, with a simple change, decoupled approval algorithms avoid tampering incentives, both in practice, and under the additive query-independent corruptions assumption. Decoupled approval is naturally compatible with standard deep RL techniques, and when applied to a 3D environment, demonstrates strong performance without tampering.

**Limitations and future work**

Our results raise many further questions, which we discuss in §6. On the theory side, we use the strong assumption of additive query-independent corruptions, and restrict attention to the tabular setting. It would be good to explore weaker assumptions on the corruption function and the effects of generalisation by the learner on our incentives analysis. On the experimental side, our algorithms are data inefficient, and improving this is especially important given the costly nature of human feedback. Finally, there is scope for exploring different forms of feedback, requiring less of the feedback provider while still allowing algorithms with aligned tampering incentives.
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A Proofs for Non-decoupled Approval RL

Proposition A1 (More details for Remark 8). Standard approval RL algorithms optimize a corrupted signal.

Proof. Let \( a^*(s) = \arg \max_a \delta(s, a) \) be the optimal action for the feedback function in state \( s \). Assume there is a state \( s \) where some action \( a' \) has a different next state distribution than the optimal action \( a^*(s) \). Choose a state \( s' \) such that \( D = f(s' \mid s, a') - f(s' \mid s, a^*(s)) > 0 \). Such a state must exist by assumption that \( a' \) and \( a^*(s) \) have different next state distributions.

Assign \( c_{x'} = L \) where \( L \) is a large number, and \( c_x = 0 \) for \( x \neq s' \). Then

\[
Q(s, a') - Q(s, a^*(s)) = [f(s' \mid s, a')L + \delta(s, a') - f(s' \mid s, a^*(s))L + \delta(s, a^*(s))] = DL - [\delta(s, a^*(s)) - \delta(s, a')].
\]

This is positive if \( L > [\delta(s, a^*(s)) - \delta(s, a')]D^{-1} \). Thus, for large enough \( L \), \( a^*(s) \) is not the optimal action in state \( s \) for the corrupted feedback function.

B Proofs for DA-PG

Corollary B2 (Corollary 8). Consider policies parameterized by a mixture parameter \( z \) over two experts \( \pi_1 \) and \( \pi_2 \): \( \pi_z(a \mid s) = \sigma(z)\pi_1(a \mid s) + (1 - \sigma(z))\pi_2(a \mid s) \), where \( \sigma(z) = (1 + \exp(-z))^{-1} \) is the sigmoid function. DA-PG applied to this policy parameterization induces aligned update incentives. That is, \( \overline{R}(\pi_{z+1}) \geq \overline{R}(\pi_z) \), where \( \overline{R}(\pi) = \mathbb{E}_{a \sim \pi(\cdot \mid s)}[\delta(s, a)] \) and \( \pi_{z+1} = \mathbb{E}_{z_{t+1} \mid z_t, s} \).

Proof. Following the DA-PG update given in Algorithm 1 by \( \theta_{t+1} = \theta_t + \alpha_t \nabla_{\theta} \log \pi_\theta(k \mid s) \), the expected update for \( z \) is

\[
\Delta z_{t+1} = \mathbb{E}[z_{t+1} \mid z_t, s] = z_t + \alpha_t \mathbb{E}_{z_t \sim \pi_z(\cdot \mid s)} \left[ (c(s', k, \delta(s, k)) \frac{d}{dz_t} \log \pi_z(k \mid s) \right].
\]

Using Proposition 7 and noting that \( a \) and \( k \) are sampled independently from the same policy, we analyze the update directly:

\[
g = \mathbb{E}_{k \sim \pi_z(\cdot \mid s)} \left[ (c(s', k, \delta(s, k)) \frac{d}{dz_t} \log \pi_z(k \mid s) \right] = \mathbb{E}_{a \sim \pi_z(\cdot \mid s)} \left[ \delta(s, a) \frac{d}{dz_t} \log \pi_z(a \mid s) \right] \quad \text{[apply Proposition 7]}
\]

\[
= \mathbb{E}_{k \sim \pi_z(\cdot \mid s)} \left[ \delta(s, k) \frac{d}{dz_t} \log \pi_z(k \mid s) \right] \quad \text{[\( a \) and \( k \) are from the same policy]}
\]

\[
= \sum_{k \in K} \delta(s, k) \frac{d}{dz_t} \pi_z(k \mid s)
\]

\[
= \frac{d}{dz_t} \sum_{k \in K} \delta(s, k) [\sigma(z_t)\pi_1(k \mid s) + (1 - \sigma(z_t))\pi_2(k \mid s)]
\]

\[
= \frac{d}{dz_t} \left[ \sigma(z_t) \mathbb{E}(\pi_1) + (1 - \sigma(z_t)) \mathbb{E}(\pi_2) \right]
\]

\[
= \sigma'(z_t) [\overline{R}(\pi_1) - \overline{R}(\pi_2)]
\]

Note that \( \sigma'(x) = \exp(-x)/(\exp(-x) + 1)^2 \) is always positive and \( \alpha_t > 0 \). Thus, when \( \overline{R}(\pi_1) \geq \overline{R}(\pi_2) \), we have \( g \geq 0 \) and so \( \Delta z_{t+1} \geq z_t \) and \( \overline{R}(\pi_{z+1}) \geq \overline{R}(\pi_z) \). Similarly when \( \overline{R}(\pi_1) < \overline{R}(\pi_2) \), we have \( \Delta z_{t+1} < z_t \) and hence \( \overline{R}(\pi_z) < \overline{R}(\pi_{z+1}) \). \( \square \)
C Proofs for DA-QL

C.1 Proof of Proposition 9 (aligned local update incentives)

**Proposition C3** (Proposition 9). In DA-QL under additive query-independent corruptions, for all \(s, k, t\), we have

\[
E[\xi_t(k) \mid H_t] = h_1(\delta(s, k) - Q_t(s, k)) + h_2
\]

where \(\xi_t(k) = Q_{t+1}(s, k) - Q_t(s, k)\), \(H_t\) is the history up to time \(t\) (including the current state \(s\) but not \(a\) or \(k\)), and \(h_1, h_2\) are functions of \(H_t\). In particular, whenever \(\delta(s, k_1) > \delta(s, k_2)\), at least one of the following holds:

\[
E[\xi_t(k_1) \mid H_t] > E[\xi_t(k_2) \mid H_t] \quad \text{or} \quad Q_t(s, k_1) > Q_t(s, k_2)
\]

**Proof.** Let \(\beta_t(s) = E[\alpha_t(s, k) \mid H_t]\). Then we have

\[
E[\xi_t(k) \mid H_t] = E[Q_{t+1}(s, k) \mid H_t] - Q_t(s, k)
\]

\[
= E[(1 - \alpha_t(s, k))Q_t(s, k) + \alpha_t(s, k)(\delta(s, k) + c_s) \mid H_t] - Q_t(s, k)
\]

\[
= (1 - \beta_t(s))Q_t(s, k) + \beta_t(s)(\delta(s, k) + E[c_s \mid H_t]) - Q_t(s, k)
\]

\[
= \beta_t(s)(\delta(s, k) - Q_t(s, k)) + E[c_s \mid H_t])
\]

where the third line relies on the fact that \(\alpha_t(s, k)\) is independent of \(c_s\), given \(H_t\), because the corruption is independent of the query action under additive query-independent corruptions. Thus, the required statement holds with \(h_1 = \beta_t(s) > 0\) and \(h_2 = \beta_t(s)E[c_s \mid H_t]\). Then,

\[
E[\xi_t(k_1) - \xi_t(k_2) \mid H_t] = h_1((\delta(s, k_1) - \delta(s, k_2)) - (Q_t(s, k_1) - Q_t(s, k_2)))
\]

which is positive if \(Q_t(s, k_1) \leq Q_t(s, k_2)\) and \(\delta(s, k_1) > \delta(s, k_2)\), as required. \(\square\)

C.2 Proof of Proposition 10 (convergence incentives)

**Stochastic process convergence** The following theorem is the basis for the convergence proof for Q-learning in MDPs [Jaakkola et al., 1993], and we will also use it for decoupled approval Q-learning.

**Theorem C4.** Let \(\Delta_t, \beta_t, F_t\), for integers \(t \geq 0\), be sequences of random vectors each with domain \(\mathbb{R}^{\left|\mathcal{X}\right|}\), where \(\mathcal{X}\) is some finite set. We write \(\Delta_t(x)\) for the \(t\)th component of \(\Delta_t\), and similarly for \(F\) and \(\beta\). Let \(P_t\) be a sequence of increasing \(\sigma\)-fields such that \(\Delta_0\) and \(\beta_0\) are \(P_0\)-measurable, and \(\Delta_{t+1}, \beta_{t+1}\), and \(F_t\) are \(P_{t+1}\)-measurable for integers \(t \geq 0\). Suppose the following conditions all hold:

1. \(\Delta_{t+1}(x) = (1 - \beta_t(x))\Delta_t(x) + \beta_t(x)F_t(x)\), for all \(x \in \mathcal{X}, t \geq 0\).
2. For all \(x \in \mathcal{X}\), \(\sum_{t=0}^{\infty} \beta_t(x) = \infty\), and \(\sum_{t=0}^{\infty} \beta_t^2(x) < \infty\), both almost surely.
3. \(\exists \gamma \in (0, 1). \forall t \geq 0. \|E[F_t \mid P_t]\| \leq \gamma \|\Delta_t\|_\infty\) (surely).
4. \(\exists C \in \mathbb{R}. \forall t \geq 0. \text{Var}[F_t \mid P_t] \leq C(1 + \|\Delta_t\|_\infty^2)\) (surely).

Then \(\Delta_t\) converges to 0 almost surely.
Decoupled Approval Q-Learning convergence  For decoupled approval Q-learning with additive query-independent corruptions, we can show that the difference in action value between two actions eventually equals the difference in the (uncorrupted) feedback data for those actions. This implies that the greedy policy on the learned Q values at convergence maximizes the true feedback.

**Theorem C5.** [Proposition 22] Let \( k, k' \in K \) be two distinct query actions. For DA-QL in CFMDPs with additive query-independent corruptions, the following expression converges almost surely to 0 as \( t \to \infty \):

\[
(Q_t(s, k) - Q_t(s, k')) - (\delta(s, k) - \delta(s, k'))
\]

**Proof.** We define the agent-environment interaction as a discrete-time stochastic process, with sequences of random variables \( S_t, K_t, A_t, \) and \( \tilde{D}_t \), given a behaviour policy \( \pi_A \), a query policy \( \pi_K \), and a data function \( \delta : S \times K \to \mathbb{R} \), as follows.

\[
\begin{align*}
S_0 &\sim p(\cdot) \\
K_1 &\sim \pi_K(\cdot | H_t) \\
A_1 &\sim \pi_A(\cdot | H_t) \\
\tilde{D}_{t+1} &\sim c(S_{t+1}, K_t, \delta(S_t, K_t)) \\
S_{t+1} &\sim f(\cdot | S_t, A_t)
\end{align*}
\]

Here, the sequence of random variables \( H_t \) represent the history up to time step \( t \), defined by \( H_t = S_0 K_0 A_0 \tilde{D}_1 \ldots A_{t-1} \tilde{D}_t S_t \).

As given in Algorithm 2, let \( s' \) be the next state, and let the learning rate \( \alpha_t(s, k) \) be \( \alpha_{\text{init}}(M_t(s) \pi_K(k|s))^{-1} \) if \( S_t = s, K_t = k \) and 0 otherwise. We note that the update rule for \( Q_t \) can be written equivalently as

\[
Q_{t+1}(s, k) = (1 - \alpha_t(s, k))Q_t(s, k) + \alpha_t(s, k)(\delta(s, k) + c_{s'})
\]

because \( \tilde{D}_{t+1} = \delta(s, k) + c_{s'} \) whenever \( \alpha_t(s, k) \neq 0 \), since the learning rate is zero unless \( S_t = s, K_t = k \). We use this update rule in what follows.

We will instantiate Theorem C4 so that its conclusion matches ours. Take \( \mathcal{X} = S \times K \times K \), which is finite since the underlying sets are finite. Define \( Y_t(s, k) = Q_t(s, k) - \delta(s, k) \). Now take the following instantiation:

\[
\begin{align*}
\Delta_t(s, k, k') &= Y_t(s, k) - Y_t(s, k') \\
\beta_t(s, k, k') &= E[\alpha_t(s, k) | H_t]
\end{align*}
\]

Let us abbreviate \( \alpha_t = \alpha_t(s, k), \alpha'_t = \alpha_t(s, k'), \beta_t = \beta_t(s, k, k'), Y_t = Y_t(s, k), Y'_t = Y_t(s, k'), \) and \( \Delta_t = \Delta_t(s, k, k') \). Then we have

\[
\begin{align*}
\Delta_{t+1} &= Y_{t+1} - Y'_{t+1} \\
&= Q_{t+1}(s, k) - \delta(s, k) - Q_{t+1}(s, k') + \delta(s, k') \\
&= (1 - \alpha_t)Q_t(s, k) + \alpha_t(\delta(s, k) + c_{s'}) - \delta(s, k) \\
&\quad - (1 - \alpha'_t)Q_t(s, k') - \alpha'_t(\delta(s, k') + c_{s'}) + \delta(s, k') \\
&= Q_t(s, k) - Q_t(s, k') - \delta(s, k) + \delta(s, k') \\
&\quad + \alpha_t(\delta(s, k) + c_{s'} - Q_t(s, k)) \\
&\quad + \alpha'_t(Q_t(s, k') - \delta(s, k') - c_{s'}) \\
&= \Delta_t + (\alpha_t - \alpha'_t)c_{s'} - \alpha_t Y_t + \alpha'_t Y'_t
\end{align*}
\]

We use this quantity to define

\[
F_t = F_t(s, k, k') = \beta_t^{-1}( (\alpha_t - \alpha'_t)c_{s'} - \alpha_t Y_t + \alpha'_t Y'_t) + (Y_t - Y'_t)
\]
if $S_t = s$ and 0 otherwise.

We take $P_t$ to be the $\sigma$-field generated by $H_t$. Observe that $Q_t$ and $\beta_t$ are measurable given $H_t$. Thus $\Delta_t$ and $\beta_t$ are measurable given $P_t$ and $F_t$ is measurable given $P_{t+1}$.

If we can show $\Delta_t$ converges a.s. to 0, we are done, so it suffices to prove the conditions of Theorem C4.

Condition 1: When $S_t = s$, the statement holds since $F_t = \beta_t^{-1}(\Delta_{t+1} - \Delta_t) + \Delta_t$. If $s \neq S_t$, we have $\alpha_t = 0$ and so $\beta_t = 0$, hence $\Delta_{t+1} = (1 - \beta_t)\Delta_t + \beta_tF_t$ as required.

Condition 2: By Lemma C6, we have $\beta_t = E[\alpha_t \mid H_t] = \alpha_{init}M_t(s)^{-1}$ when $S_t = s$ and 0 otherwise. Then we have

$$
\sum_{t=0}^{\infty} \beta_t = \sum_{t=0}^{\infty} \mathbb{I}_{S_t=s} \frac{\alpha_{init}}{M_t(s)} = \alpha_{init} \sum_{k=0}^{\infty} \frac{1}{k} = \infty
$$

$$
\sum_{t=0}^{\infty} \beta_t^2 = \alpha_{init}^2 \sum_{k=0}^{\infty} \frac{1}{k^2} < \infty.
$$

Condition 3: Let $t \geq 0$ be an arbitrary integer. If $S_t = s$, we have

$$
E[F_t \mid P_t] = E[\beta_t^{-1}((\alpha_t - \alpha_t')c_{s'} - \alpha_t Y_t + \alpha_t' Y_t') + (Y_t - Y_t') \mid H_t]
$$

$$
= \beta_t^{-1}(E[(\alpha_t - \alpha_t') \mid H_t]c_{s'} - E[\alpha_t \mid H_t]Y_t - E[\alpha_t' \mid H_t]Y_t') + (Y_t - Y_t')
$$

$$
= \beta_t^{-1}(0 \cdot c_{s'} - \alpha_t Y_t + \alpha_t' Y_t') + (Y_t - Y_t')
$$

$$
= (-Y_t + Y_t') + (Y_t - Y_t')
$$

$$
= 0
$$

On the second line, the assumption of additive query-independent corruptions is what allows us to factor out the expectation of $c_{s'}$. On the third line, we use the fact that $E[\alpha_t \mid H_t] = E[\alpha_t' \mid H_t] = \beta_t$ as in the previous condition.

If $S_t \neq s$, $F_t = 0$, so $E[F_t \mid P_t] = 0$ as well. Thus,

$$
\|E[F_t \mid P_t]\|_{\infty} = 0 \leq \gamma \|\Delta_t\|_{\infty}
$$

Condition 4: We are required to show that there is some constant $C$ such that $\text{Var}[F_t \mid P_t] \leq C(1 + \|\Delta_t\|_{\infty})^2$, so it is sufficient to find $C > 0$ such that $\text{Var}[F_t \mid P_t] \leq C$, i.e., that the conditional variance of $F_t$ is bounded. This holds by Popoviciu’s inequality, as long as the random vector $F_t$ is bounded given the past. We now show that it is bounded even without conditioning on the past.

As per Lemma C7, we have $\alpha_t(s, k) \in [0, 1]$ for all $t, s, k$. We also know that $\delta(s, k)$ and $c_{s'}$, and their sum, are bounded for all $t, s, k$, since $S \times K$ is finite. It follows from Lemma C8 applied element-wise, that $Q_t(s, k, k')$ is bounded for all $t, s, k, k'$. Therefore $Y_t$ and $Y_t'$ are also bounded for all $t, s, k, k'$.

Finally, we have

$$
\frac{\alpha_t}{\beta_t} = \frac{1}{\pi_{K}(k\mid s)} < \frac{1}{\alpha_{init}}
$$

so $\frac{\alpha_t}{\beta_t}$ are bounded. Hence, $F_t = \frac{\alpha_t}{\beta_t}Y_t - \frac{\alpha_t}{\beta_t}Y_t' + \frac{\alpha_t}{\beta_t}c_{s'} - \frac{\alpha_t'}{\beta_t}c_{s'}$ is bounded at all times and indices.

Lemma C6. For all state-action pairs $(s, k)$, the expected value of $\alpha_t$, conditioned on the past, is the reciprocal of the state visit count for the current state, and zero otherwise:

$$
\beta_t = E[\alpha_t(s, k) \mid H_t] = \begin{cases} 
\frac{\alpha_{init}/M_t(s)}{S_t = s} \\
0 & S_t \neq s 
\end{cases}
$$
Proof. First suppose \( S_t = s \). Note that we have \( \mathbb{P}[ (S_t, K_t) = (s, k) \mid H_t] = \pi_K(K_t = k \mid H_t) \), since, given \( H_t \), we know \( S_t = s \) and \( K_t \) depends only on the query policy. By the definition of expected value, summing over the two possible values for \( \alpha_t(s, k) \) in its definition, we have

\[
\mathbb{E}[\alpha_t(s, k) \mid H_t] = \alpha_{\text{init}}(M_t(s) \pi_K(K_t = k \mid H_t)^{-1} \mathbb{P}[(S_t, K_t) = (s, k) \mid H_t] + 0 \cdot \mathbb{P}[(S_t, K_t) \neq (s, k) \mid H_t] = \alpha_{\text{init}}(M_t(s) \pi_K(k\mid s))^{-1} \times \pi_K(k\mid s) = \alpha_{\text{init}}(M_t(s))^{-1}
\]

as required. In the case \( S_t \neq s \), we have \( \mathbb{P}[(S_t, K_t) = (s, k) \mid H_t] = 0 \), so \( \mathbb{E}[\alpha_t(s, k) \mid H_t] = 0 \).

\[\text{Lemma C7.} \quad \text{The learning rates are bounded: } \alpha_t(s, k) \in [0,1] \text{ for all } t, s, k.\]

Proof. By definition, \( \alpha_t(s, k) \) is either \( 0 \) or \( \alpha_{\text{init}}(M_t(s) \pi_K(k\mid s))^{-1} \). Since \( \pi_K \) is \( \epsilon \)-greedy with \( \epsilon = \max(1/M_t(s), \alpha_{\text{init}}|A|) \), we have \( 1 \geq \pi_K(k\mid s) > \alpha_{\text{init}} > 0 \). Thus \( \alpha_{\text{init}}(\pi_K(k\mid s))^{-1} \in (0, 1) \). Since \( M_t(s) \) a positive integer, multiplication by \( M_t(s)^{-1} \in (0, 1] \) simply scales within the unit interval.

\[\text{Lemma C8.} \quad \text{Let } \alpha_t, \tilde{D}_t, \text{ and } Q_t \text{ be sequences of random variables } (t \geq 0 \text{ an integer}) \text{ such that } \alpha_t \text{ is bounded by } [0,1] \text{ and } \tilde{D}_t \text{ is bounded, i.e., there are } \overline{D} \text{ and } \underline{D} \text{ such that } 0 \leq \alpha_t \leq 1 \text{ and } \underline{D} \leq \tilde{D}_t \leq \overline{D} \text{ for all } t. \text{ Further, suppose the following equation is satisfied for all } t:\]

\[Q_{t+1} = (1 - \alpha_t)Q_t + \alpha_t\tilde{D}_{t+1}\]

Also, suppose \( Q_0 \) is bounded, and the bounds, without loss of generality, are \([\underline{D}, \overline{D}]\). Then the variables \( Q_t \) are bounded for all \( t \) by \([\underline{D}, \overline{D}]\).

Proof. By induction on \( t \), we have the base case by assumption. Now assume \( \underline{D} \leq Q_t \leq \overline{D} \) as inductive hypothesis. First let’s prove the upper bound by cases on whether \( Q_t \) or \( \tilde{D}_{t+1} \) is smaller. If \( Q_t \leq \tilde{D}_{t+1} \) then

\[
(1 - \alpha_t)Q_t + \alpha_t\tilde{D}_{t+1} \leq (1 - \alpha_t)\tilde{D}_{t+1} + \alpha_t\tilde{D}_{t+1} = \tilde{D}_{t+1} \leq \overline{D}
\]

where the first line holds because \( (1 - \alpha_t) \geq 0 \). If \( \tilde{D}_{t+1} < Q_t \), then \( (1 - \alpha_t)Q_t + \alpha_t\tilde{D}_{t+1} < (1 - \alpha_t)Q_t + \alpha_tQ_t = Q_t \leq \overline{D} \). The lower bound is similar.

\[\text{D \ Analysis of importance sampling correction in simple CFMDP}\]

This section explains why the importance sampling correction in DA-QL is necessary, and along the way illustrates a subtle source of tampering incentives: confounding. Our example shows that even in a simple setting with additive query-independent corruptions, decoupling is necessary to avoid tampering incentives. This motivates rigorous analysis of incentives: even in cases where the action being optimized cannot causally affect the feedback, tampering incentives can arise through indirect pathways – in this case, confounding.

We provide a simple CFMDP satisfying additive query-independent corruptions, Example \[\text{D9}\] in which DA-QL without the importance sampling correction fails to converge to the optimal policy. In this CFMDP, the first action receives higher true approval but the second action receives higher observed approval.
Example D9. Consider the CFMDP with $S = A = \{x^0, x^1\}$, a deterministic transition function such that $S_{t+1} = A_t$, and additive corruption $c_{x^s} = 10s$. The agent is trained from approval with $K = A$ and feedback given by $\delta(\cdot, x^0) = 1$ and $\delta(\cdot, x^1) = 0$.

Figure D.1 shows the results of applying DA-QL without the importance sampling correction, by changing the learning rate in Algorithm 2 from $\alpha_{\text{init}}(M_t(s) \pi_K(s,k))^{-1}$ to $\alpha_{\text{init}}(M_t(s))^{-1}$.

Figure D.1: Learning dynamics of DA-QL without importance sampling. Empirically, Q-values for the corrupting action (red) remain above Q-values for the desired action (green). The Q-values of the desired action steadily increase, until exceeding the Q-values for the corrupting action, which is followed by a sudden drop. The main text explains this observation in terms of confounding.

In this example, at each step, the expected observed approval always favors the desired action $x^0$ over the corrupting action $x^1$, conditional on the current policy. This follows from additive query-independent corruptions: the amount of expected corruption does not depend on the query, so the expected observed approval for each query is just the true approval shifted by the same expected corruption.

However, perhaps surprisingly, we observe empirically that the learned Q-values favor the corrupting action, $x^1$, on almost all steps (Figure D.1). We explain this observation via confounding: the policy is a common cause for both the query and taken actions, and thus acts as a confounding variable. In other words, while the query and taken actions are independent conditional on the policy, they become dependent after marginalizing out for variations in the policy throughout training. The result is that the corrupting action $x^1$ is more likely to be queried on steps where the corrupting action is also taken. This causes queries about the corrupting action to become correlated with positive updates to the Q-values, despite having no direct causal influence on the corruption.

In Figure D.1, the negative spikes in $Q(s = x^0, k = x^0)$ arise due to the flip-side of this effect – whenever the relative ordering of Q-values switches to preferring the desired action $x^0$, that action becomes more likely to be both the queried and taken. The absence of corruption on these steps then causes the observed negative spike.

Importance sampling counterbalances this effect by applying larger updates inversely proportional to the probability of updating each particular query. This ensures that the expected Q-update at each step favors the desired action, as shown in Proposition 9.

To explain this effect in greater detail, we now provide additional plots over various timescales, as well as analogous results for DA-QL with importance sampling and for DA-PG, which both converge to the optimal policy as expected.

D.1 DA-QL

Importance sampling correction produces aligned incentives. Figure D.1 illustrates that, with the importance sampling correction ablated, DA-QL may fail to learn the desired
Figure D.2: DA-QL without and with importance sampling. As discussed in the main text, without the importance sampling correction, Q-values for the corrupting action (red) remain above Q-values for the desired action (green). With the importance sampling correction, this pattern is reversed: the Q-values favor the desired action, and converge to the true Q-values of 1 and 0 respectively.

policy. In Figure D.2, we provide side-by-side plots of the Q-values over time for DA-QL with and without the importance sampling correction. We observe that with the importance sampling correction, DA-QL reliably converges to the optimal policy and true Q-values.

Note that this observation is more or less immediate from aligned local update incentives (Proposition 9) – with the importance sampling correction, the expected Q-update at each step is more positive for the desired action $x_0$, whereas without the importance sampling correction, this can be reversed. It is thus expected that with the importance sampling correction, DA-QL learns to favor the desired action $x_0$.

Figure D.3: DA-QL without importance sampling correction, but favorable initialization. With favorable initializations, DA-QL without importance sample correction can still learn the desired behavior, in contrast to Approval QL which immediately converges to a tampering policy. For these plots, we initialize the Q-values of the desired and corrupting action to 0 and $-1$ respectively, rather than initializing both to 5 as in other figures.

Even without the importance sampling correction, decoupled feedback can still produce desired behavior. Figure D.3 shows that decoupled feedback confers significant benefits on its own. In particular, if we initialize Q-values such that tampering is unlikely under the initial policy, DA-QL even without importance sampling will frequently converge to the desired policy. This is most easily understood by contrast with Approval QL - as seen through Remark 6, each time Approval QL takes the corrupting action, this directly results in high observed reward. In contrast, when using decoupled feedback, the agent will only observe high reward if it also takes the corrupting action. This may happen quite rarely if tampering is unlikely for the initial policy. More generally, the correlation introduced by confounding might be sufficiently weak that it is dominated by the advantage in true approval feedback.

While contingent on details such as initialization and task-specific features, we note that
in many real-world tasks, this property may provide a significant advantage for decoupled feedback even without full decoupling. Especially if the learning environment is designed with checks against tampering, tampering may be unlikely under the initial policy.

**Quantitative statistics.** To provide an overall sense of learning behavior, we evaluate 100 runs each of DA-QL, both with and without the importance sampling correction, and Approval QL, where the initial Q-values are sampled from a Gaussian distribution with mean 0 and standard deviation 3. For each run, we measure the fraction of steps on which the Q-values favor the desired action. This distribution is bimodal, since in each run, the algorithm converges to either the desired or corrupting action. For DA-QL, in 98% of runs, the desired action is favored over 80% of the time (and in all runs, over 50%). For DA-QL without the importance sampling correction, this happens in 15% of runs, and for Approval QL, 0% of runs. In short, DA-QL produces the desired policy, Approval QL produces a tampering policy, and for DA-QL without the importance sampling correction, it depends on initialization.

### D.2 DA-PG

![Behavior of DA-PG and Myopic PG](image)

Figure D.4: Behavior of DA-PG. DA-PG quickly learns to prefer the desired action, whereas Approval PG quickly learns to prefer the corrupting action.

For completeness, we also report results for DA-PG in this simple CFMDP. We represent the policy with tabular Q-values, which define a Boltzmann or softmax policy, and add an entropy bonus. Figure D.4 shows that DA-PG quickly learns to prefer the desired action, whereas Approval PG learns to prefer the corrupting action. Quantitatively, we again perform 100 runs of each agent using the same initialization distribution used for DA-QL. We observe that in 95% of runs, DA-PG favors the desired action over 80% of the time (for very unfavorable initializations, there is insufficient exploration for the agent to ever learn). This happens 0% of the time for Approval PG.

### E Experiments on procedural tabular CFMDPs

We include additional experiments on procedurally generated tabular CFMDPs. We run on 1000 such CFMDPs, each with $|S| = 10, |A| = 4$. For each CFMDP, the underlying MDP uses a deterministic reward function, fixed by sampling from a log-normal distribution independently for each state and action. The transition matrix is sampled from a Dirichlet distribution, i.e., for each state-action pair, the distribution over resulting states is sampled from a Dirichlet. We then train a Q-learning agent in the underlying (uncorrupted) CFMDP which we use as the approver for our approval-based experiments.

The corruption function is given by the probabilities of a Dirichlet distribution, multiplied by a large scale to ensure that the scale of corruptions is larger than the scale of rewards. We then train both a DA-PG and Approval PG agent using the approval signal. We consider the agent successful if the agent’s total return according to the true reward function exceeds
80% of the return achieved by the approver. Across the 1000 CFMDPs, DA-PG succeeds in 100% of CFMDPs, whereas Approval PG succeeds in only 35%. As expected, Approval PG achieves higher corrupted approval than DA-PG on average due to receiving positive corruptions, while achieving lower true approval.

F Additional Experiments

F.1 Results for Seek-Avoid

| Algorithm               | Tampering (% Episodes) | Return (Mean) |
|-------------------------|------------------------|---------------|
| Standard RL             | 68%                    | 1.6           |
| Non-embedded            | 1%                     | 14.1          |
| Approval QL             | 1%                     | 10.0          |
| DA-QL (no IS corr.)    | 1%                     | 11.6          |
| DA-QL                   | 3%                     | 13.4          |
| Approval PG             | 1%                     | 14.4          |
| DA-PG                   | 1%                     | 13.7          |

Table 2: Seek-Avoid results. All agents other than the Standard RL agent perform fairly well on true return for Seek-Avoid. We find that all myopically optimized agents do not tamper, which we attribute to using a tampering-avoiding approver, whereas the Unlock Door experiments use a tampering-agnostic approver.

We evaluate our main approaches from §4.4 on Seek-Avoid, a simple task involve gathering positive reward objects and avoiding negative reward objects. Unlike our main experiments, which use a tampering-agnostic approver, for these experiments, we train the approver Q-network to avoid tampering, by providing a tampering penalty based on oracle access to the true and observed reward. Our results for Seek-Avoid are summarized in Table 2. For Seek-Avoid, we find that approval-based agents are also able to solve the task and obtain high true return. We further find that approval RL agents avoid tampering. We observe that on Seek-Avoid, tampering-agnostic approvers tamper often, as do agents trained using this approval signal, so we attribute the difference to the use of a tampering-avoiding approver. As discussed in §6.4, incentives in myopically optimized agents are dependent on the optimal trajectories. For Seek-Avoid specifically, it is possible that the tampering-avoiding approval signal is sufficient to avoid tampering incentives for myopically optimized approval RL agents, or just that it increases the difficulty of finding tampering solutions.

F.2 Imitation Learning Results

For imitation learning, we ran experiments with both embedded and non-embedded feedback. While the agents performed well with non-embedded feedback, with embedded feedback, we observed significantly worse performance (roughly half the return for DAgger, and a quarter for Offline Imitation). We believe this is largely attributable to the specifics of our Register implementations. Random actions can frequently cause a constant corruption to the feedback throughout an episode. For approval-based algorithms, this adds noise but does not affect the advantage estimate. However, for imitation learning with our encoding method, this causes the agent to receive incorrect demonstrator actions. We plan to address this and investigate imitation learning with embedded feedback more carefully in future work.