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Abstract

In this work we parameterize the equation of state of dense neutron star (NS) matter with four pressure parameters of \( \{ \rho_1, \rho_2, \rho_3, \rho_4 \} \) and then set the combined constraints with the data of GW170817 and the data of six low-mass X-ray binaries (LMXBs) with thermonuclear burst or alternatively the symmetry energy of the nuclear interaction. We find that the nuclear data effectively narrow down the possible range of \( \rho_1 \), the gravitational-wave data plays the leading role in bounding \( \rho_2 \), and the LMXB data as well as the lower bound on the maximal gravitational mass of non-rotating NSs govern the constraints on \( \rho_3 \) and \( \rho_4 \). Using posterior samples of pressure parameters and some universal relations, we further investigate how the current data sets can advance our understanding of tidal deformability (\( \Lambda \)), moment of inertia (\( I \)), and binding energy (BE) of NSs. For a canonical mass of 1.4 M\(_{\odot}\), we have \( I_{1.4} = 1.43^{+0.30}_{-0.13} \times 10^{58} \) kg m\(^2\), \( \Lambda_{1.4} = 390^{+280}_{-290} \), \( R_{1.4} = 11.8^{+0.7}_{-0.7} \) km, and \( BE_{1.4} = 0.16^{+0.01}_{-0.02} M_{\odot} \). If the constraints from the nuclear data and the gravitational-wave data have been jointly applied, we have \( I_{1.4} = 1.28^{+0.15}_{-0.08} \times 10^{58} \) kg m\(^2\), \( \Lambda_{1.4} = 220^{+300}_{-80} \), \( R_{1.4} = 11.1^{+0.7}_{-0.6} \) km, and \( BE_{1.4} = 0.18^{+0.01}_{-0.01} M_{\odot} \). These results suggest that the current constraints on \( \Lambda \) and \( R \) still suffer from significant systematic uncertainties, while \( I_{1.4} \) and \( BE_{1.4} \) are better constrained.

1. Introduction

As the compact objects contain material with the highest densities in the observable universe, neutron stars (NSs) serve as the ideal laboratories for studying extremely dense matter (see, e.g., Lattimer 2012; Lattimer & Prakash 2016; Özel & Freire 2016; Oertel et al. 2017, for recent reviews). So far, about 2000 NSs, mainly consisting of pulsars, have been measured in the Galaxy. The measurements of masses and/or radii for a small fraction of NSs have set interesting constraints on the properties of the very dense matter. For example, the detections of a few NSs with a gravitational mass of \( \approx 2 M_{\odot} \) (Demorest et al. 2010; Antoniadis et al. 2013; Cromartie et al. 2019) have excluded the so-called NSs equations of states (EoSs) that are unable to support such massive objects. For some NSs in the low-mass X-ray binary (LMXB) systems, there is a good opportunity to measure their radius and mass simultaneously via spectroscopic observation of the thermonuclear burst that happened on their surfaces, or through observations of their angular size when they remain in the quiescent state (see, e.g., Özel & Freire 2016, for a comprehensive review). These radii/masses data have been widely adopted to constrain the EoS of ultra-high-density matter (Özel & Psaltis 2009; Steiner et al. 2010, 2013; Lattimer & Steiner 2014a, 2014b; Nättäli et al. 2016; Özel et al. 2016; Raithel et al. 2017; Baillot d’Etivaux et al. 2019; Fasano et al. 2019).

Nuclear experiments are also progressively narrowing down the ranges of parameters that describe the symmetry energy near the nuclear saturation density, which can be further adopted to infer the physical properties of NSs (Lattimer & Lim 2013; Krastev & Li 2019; Lim & Holt 2018) including, for instance, the radii, moments of inertia, and the binding energy.

The discovery of the first NS merger-driven gravitational-wave event GW170817 (Abbott et al. 2017a) has provided the community with a valuable/novel opportunity to reliably probe the EoS and the NS properties. In particular, with some reasonable assumptions and EoS-independent relationships, the tidal deformations, and the radii of the two NSs involved in GW170817 have been measured and some bulk properties of NSs have been inferred (e.g., Abbott et al. 2018; Annala et al. 2018; De et al. 2018; Fattoyev et al. 2018; Landry & Kumar 2018; Lim & Holt 2018, 2019; Most et al. 2018; Kumar & Landry 2019).

Inspired by the above remarkable advances, in this work we try to further explore the potential of constraining the EoS of dense NS matter with the mass (\( M \)) and/or radius (\( R \)) measurements of the NSs, the nuclear experimental data, and GW170817. Special attention is paid to the dependence of the results on the data set adopted in the investigation.

This work is organized as follows. In Section 2 we introduce the methods. The results on the EoS constraints and bulk properties of NSs are presented in Section 3. Section 4 is our summary and discussion.

2. Methods

2.1. Parameterizing EoS

Parameterized representations of the EoS play a very important role in efforts to measure the properties of the matter in the cores of NSs using astronomical observations and the gravitational-wave data. A number of methods to effectively parameterize the realistic EOS models have been

3 http://www.atnf.csiro.au/research/pulsar/psrcat
developed in the literature (Lindblom 2010; Kurkela et al. 2014; Steiner et al. 2016; Lim & Holt 2019; McNeil Forbes et al. 2019), including, for instance, the spectral expansion (Lindblom 2010) and the piecewise polytropic expansion (Read et al. 2009a; Özel & Freire 2016; Raithel et al. 2017).

Usually, the piecewise polytropic expansion can be carried out in four ways. The first approach is to introduce a set of pressures at given densities to approximate the EoS (Özel & Freire 2016; Raithel et al. 2017). The second is to adopt a series of adiabatic indexes in given density ranges (Read et al. 2009a). The third is to parameterize pressure difference between two neighboring fixed densities (Steiner et al. 2016). The last is to parameterize densities and pressures simultaneously (Steiner et al. 2016). In each case, the EoS in each density range can be expressed as

\[ P = K \rho^\Gamma, \]

where \( P \) is the pressure, \( \rho \) is the mass density, \( K \) is a constant in each piece of EoS, and \( \Gamma \) is the adiabatic index. Here, we adopt the first method by parameterizing EoS using four pressures \( \{P_1, P_2, P_3, P_4\} \) at the corresponding densities of \( \{1, 1.85, 3.7, 7.4\} \rho_{\text{sat}} \) (Özel & Psaltis 2009), where \( \rho_{\text{sat}} = 2.7 \times 10^{14} \text{ g cm}^{-3} \) is the so-called saturation density.

With a specific parameterized EoS in hand, we need one additional parameter, the central pseudo-enthalpy \( (h_c) \), to determine the global properties of non-rotating NSs such as the gravitational mass \( M \), the mean radius \( R \), and the dimensionless tidal deformability \( \Lambda \), etc. The \( h_c \) is defined as

\[ h_c \equiv \int_0^\infty \frac{dp}{c(p) + p}, \]

where \( p \) is the pressure, \( c \) is the energy density, \( c \) is the speed of light, and \( p_c \) is the pressure at the center of the NS.

We implement method described in Appendix C of Lindblom & Indik (2014) to calculate the global properties \( \{M, R, \Lambda\} \) from parameters \( \{h_c, P_1, P_2, P_3, P_4\} \). A common EoS table for \( \rho \leq 0.35 \rho_{\text{sat}} \) is adopted from SLy EoS table (Özel et al. 2016).\(^5\)

For convenience, hereafter we replace the EoS parameters \( \{P_1, P_2, P_3, P_4\} \) with the equivalent dimensionless parameters \( \{\hat{P}_1, \hat{P}_2, \hat{P}_3, \hat{P}_4\} \), where \( \hat{P}_i = P_i / (10^{32} \text{ dyn cm}^{-2}) \).

2.2. Priors and Known Constraints of the EoS Parameters

We use a flat prior for every pressure parameters unless with a specific statement. The ranges of these parameters are set to be consistent with realistic EoSs of dense matter shown in Read et al. (2009a),\(^5\) namely \( \hat{P}_1 \in [11.5, 13.5] \), \( \hat{P}_2 \in [0.7, 8.0] \), \( \hat{P}_3 \in [0.6, 7.0] \), and \( \hat{P}_4 \in [0.3, 4.0] \). In addition, the EoS parameters \( \{P_1, P_2, P_3, P_4\} \) should satisfy the following constraints (Raithel et al. 2017):

(i) The microscopical stability, i.e., \( P_4 \geq P_3 \geq P_2 \geq P_1 \).

(ii) The physically plausible condition of causality, i.e.,

\[ \frac{c^2}{\epsilon^2} = \frac{dp(h)}{d\epsilon(h)} \leq 1 \quad \text{for} \quad h < h_{c,\text{max}}, \]

where \( p(h), \epsilon(h), h, \) and \( c \) are pressure, energy density, pseudo-enthalpy, speed of the light, respectively. \( h_{c,\text{max}} \) is the central enthalpy of a non-rotating stable NS with a maximal gravitational mass (\( M_{\text{TOV}} \)).

(iii) Maximum stable mass of non-rotating NS (\( M_{\text{TOV}} \)) is likely within the range of \([2.06, 2.5] M_\odot \) (Akmal et al. 1998; Lattimer & Prakash 2016).\(^6\) The lower limit is taken to be slightly smaller than the 68.3% lower limit of the mass of PSR J0740+6620 (Cromartie et al. 2019), i.e., \( 2.07 M_\odot \). This is because PSR J0740+6620 has a rotation frequency of \( 346.532 \) Hz, which can slightly weaken the constraints on the \( M_{\text{TOV}} \) to a value of 2.06 \( M_\odot \) (see Bree & Rezzolla 2016; Ma et al. 2018 for some relevant discussions).

(iv) The adiabatic indexes in all the plausible density regions should satisfy the condition \( \Gamma < 7 \) (Fasano et al. 2019).

2.3. LMXB Data

As mentioned in Section 2.1, given a set of parameters \( \{h_c, \hat{P}_1, \hat{P}_2, \hat{P}_3, \hat{P}_4\} \), one can derive the mass and the radius of an NS. While the observations of an LMXB system yield the probability distribution function of the masses and the radii of the NSs. Thus, if we take these sources into consideration, the likelihood for these galactic NSs then takes the form

\[ L_{\text{GN}}(\theta_{\text{GN}}) = \prod_{i=1}^n P_i(M(\theta_i), R(\theta_i)), \]

where \( n \) is the number of NSs taken in this analysis, \( P_i \) is the likelihood at \( \{M(\theta_i), R(\theta_i)\} \) interpolated from the likelihood table of the \( i \)th source Özel et al. (2016), and \( \theta_i := \{h_{ci}, \hat{P}_1, \hat{P}_2, \hat{P}_3, \hat{P}_4\} \) are the basic parameters to describe a cold non-rotating NS. Thus, the \( \theta_{\text{GN}} \) can take the form

\[ \theta_{\text{GN}} := \bigcup_{i=1}^n \theta_i = \{h_{ci}, \hat{P}_1, \hat{P}_2, \hat{P}_3, \hat{P}_4\}, \]

which contains two parts, i.e., four EoS parameters and the central enthalpies of \( n \) NSs.

Six sources, namely 4U 1820-30, 4U 1724-207, EXO 1745-248, SAX J1748.9-2021, KS 1731-260, and 4U 1608-52, whose masses and radii are constrained by thermonuclear burst data, have been taken into account in our analysis. The masses, radii, and associated likelihood data are directly taken from Özel et al. (2016; see the web source (see footnote 4)). The pseudo-enthalpy at the center of each galactic NS \( h_{ci} \) is assumed to span uniformly in the range [0.1, 0.8].

2.4. Symmetry Energy

We know that nuclear experiments can also contribute to constraining the EoS parameters (e.g., Lattimer & Lim 2013). In \( \beta \)-equilibrium condition, the pressure of matter at neutron saturation density satisfies (Lattimer & Steiner 2014a)

\[ p_3(n_s) \approx \frac{L}{3} n_s \left[ 1 - \left( \frac{4S_s}{hc} \right)^3 - \frac{3S_s}{\pi^2 n_s} + \cdots \right], \]

where \( S_s \) is the so-called saturation density.
where \( n_s = 0.16 \text{ fm}^{-3} \) is the saturation baryon number density, \( (S_\nu, L) \) are symmetry parameters, and \( h \) is the reduced Planck constant. We take the bounds on \( S_\nu, L \) found in Tews et al. (2017), and apply a similar process used in Lattimer & Steiner (2014a) to transform these constraints to a distribution of \( p, n_s \) using Equation (5) with Monte Carlo sampling. Then, we can obtain a 95% confidence interval of pressure \( \hat{p}_1 \) at \( n_s \), which is \([3.12, 4.70]\). Meanwhile, Özel et al. (2016) also found a constraint \( P_2 > 7.56 \text{ MeV fm}^{-3} \) using nuclear data, which corresponds to our parameter \( \hat{p}_2 > 1.21 \). If we take these nuclear constraints into analysis, the likelihood for these constraints should read

\[
L_{\text{Nuc}}(\theta_{\text{Nuc}}) = \begin{cases} 
1 & (3.12 < \hat{p}_1 < 4.70, \hat{p}_2 > 1.21) \\
\infty & \text{Otherwise}
\end{cases},
\]

(6)

where \( \theta_{\text{Nuc}} := \{\hat{p}_1, \hat{p}_2, \hat{p}_3, \hat{p}_4\} \).

2.5. GW Data

Instead of sampling the parameters \( \{M_1, M_2, \Lambda_1, \Lambda_2\} \) in usual analyses of GW170817 data, we sample \( \{M_c, q, \hat{p}_1, \hat{p}_2, \hat{p}_3, \hat{p}_4\} \) to determine the former four parameters. \( M_1 \) and \( M_2 \) are determined by equations

\[
M_1 = a^{2/5}(q + 1)^{1/5}M_c, \\
M_2 = a^{-3/5}(q + 1)^{1/5}M_c,
\]

(7)

where \( M_c \) is chiral mass and \( q \) is mass ratio. Note that here \( M_1 \) and \( M_2 \) are detector frame parameters, but we can just calculate the source frame masses through parameterized EOSs, so we optimize central enthalpy \( h_{c1} \) and \( h_{c2} \) to get \((1+z)M_1 \) and \((1+z)M_2 \), respectively, where \( z = 0.0099 \) is the geocentric redshift of the source of GW170817 (Levan et al. 2017; Abbott et al. 2019) inferred from the electromagnetic observations of the host galaxy NGC4993. Then we can combine four pressure parameters and optimized central enthalpies to get \( \hat{h}_{c1} \) and \( \hat{h}_{c2} \) to calculate \( \Lambda_1, \Lambda_2 \).

We restrict the sky location to the known position of SSS17a/AT 2017gfo (Abbott et al. 2017b) following Abbott et al. (2019), and assume the spin of each NS is aligned with the orbital angular momentum. Additionally, we marginalize phase and distance over likelihood, because they have little correlation with parameters we care about (Allen et al. 2012; Abbott et al. 2019; Radice & Dai 2019), and by this mean we can save much time in Markov chain Monte Carlo (MCMC) sampling.

Based on the above considerations, if we take the GW170817 into analysis, the likelihood for the gravitational wave (Allen et al. 2012) of each detector would have the functional form

\[
L_{\text{GW}}(\theta_{\text{GW}}) \propto \exp \left[ -2 \int_0^\infty \frac{\hat{d}(f) - \hat{h}(f; \theta_{\text{GW}})^2}{S_n(f)} \, df \right]
\]

(8)

where

\[
\theta_{\text{GW}} := \{\hat{p}_1, \hat{p}_2, \hat{p}_3, \hat{p}_4\} \cup \{\Lambda_1, \Lambda_2, \gamma, \theta_{\text{in}}, t_c, \Psi\},
\]

\( \gamma(i = 1, 2), \theta_{\text{in}}, t_c, \Psi \) are spin magnitudes of NS, the angle between the line of sight and the binary NS system’s total angular momentum, the GPS time when the coalescence signal reaches the geocenter of the Earth, and polarization, respectively. \( \hat{d}(f), S_n(f), \text{and} \hat{h}(f; \theta_{\text{GW}}) \) are the Fourier transform of the time domain signal of GW170817, the power spectral density of the data, and the frequency domain strain data generated using the parameter \( \theta_{\text{GW}} \), respectively. And we evaluate this part of the likelihood using PyCBC Inference package (The PyCBC Team 2018; Biwer et al. 2019).

We take publicly available cleaned 4096 Hz gravitational-wave data\(^7\) lying in the GPS time segment \([1,187,008,682, 1,187,008,890]\)s into analysis. An aligned spin prior and a cosine uniform prior of orbital inclination angle \( \theta_{\text{in}} \) are adopted. Moreover, \( M_c, q \) (the mass ratio), \( \chi(i = 1, 2), \Psi \) and \( t_c \) distribute uniformly in the range \([1.18, 1.21]M_{\odot}, [0.5, 1.0], [0, 0.05], [0, 2\pi] \) and \([1,187,008,882, 1,187,008,883]\)s, respectively.

2.6. Joint Analysis

To sample a group of parameters in the MCMC procedure, we need a likelihood describing how probable the data could be given a specific group of parameters and a prior probability of these parameters. Below we examine the roles of different sets of data and/or constraints/assumptions in reconstructing the EOS (see Table 1) by setting different likelihoods/priors in each analysis as follows:

(A) The gravitational-wave data of GW170817 and the default constraints on \( M_{\text{TOV}} \) (i.e., \([2.06, 2.5]\)M\(_{\odot}\)). The priors of four pressure parameters have been introduced in Section 2.2. The waveform model PhenomDNR is adopted. The total likelihood is \( L_{\text{GW}}(\theta_{\text{GW}}) \) and the number of free parameters is 11.

(B) The same as scenario (A) except a more “conservative” bound on \( M_{\text{TOV}} \) (i.e., \([1.97, 2.8]\)M\(_{\odot}\)) is considered.

(C) The same as scenario (A) except the waveform model TaylorF2 is used.

Note.

\(^*\) Short note of PhenomDNR waveform model.

---

**Table 1**

| Condition/Test | Test A | Test B | Test C | Test D | Test E | Test F |
|----------------|--------|--------|--------|--------|--------|--------|
| LMXB data considered | No | No | No | No | Yes | No |
| GW data considered | Yes | Yes | Yes | Yes | Yes | Yes |
| Nuclear constraints | No | No | No | No | Yes | No |
| Waveform model | IMRPDNRT\(^*\) | IMRPDNRT | TaylorF2 | IMRPDNRT | IMRPDNRT | IMRPDNRT |
| \( M_{\text{TOV}}/M_\odot \) range | [2.06, 2.5] | [1.97, 2.8] | [2.06, 2.5] | [2.06, 2.5] | [2.06, 2.5] | [2.06, 2.5] |
| Prior of pressures | Uniform | Uniform | Uniform | Log Uniform | Uniform | Uniform |

---

\(^7\) https://www.gw-openscience.org
The same as scenario (A) except the log-uniform prior for every pressure parameters has been assumed.

In comparison to scenario (A), additional constraints from the symmetry energies have been imposed (see Section 2.4). The total likelihood is given by

\[ L_{\text{total}} = L_{\text{GW}}(\theta_{\text{GW}}) \times L_{\text{Nuc}}(\theta_{\text{Nuc}}), \]

where

\[ \theta = \theta_{\text{GW}} \cup \theta_{\text{Nuc}} = \{ \hat{p}_1, \hat{p}_2, \hat{p}_3, \hat{p}_4 \} \cup \{ M_\text{c}, q, \chi_1, \chi_2, \theta_{\text{ej}}, t_\text{ej}, \Psi \}, \]

and there are 11 parameters total.

The same as scenario (A) except for the inclusion of six LMXB sources with thermonuclear bursts. The total likelihood is given by

\[ L_{\text{total}} = L_{\text{GW}}(\theta_{\text{GW}}), \]

where

\[ \theta = \theta_{\text{GW}} \cup \theta_{\text{Nuc}} = \{ \hat{p}_1, \hat{p}_2, \hat{p}_3, \hat{p}_4 \} \cup \{ M_\text{c}, q, \chi_1, \chi_2, \theta_{\text{ej}}, t_\text{ej}, \Psi \}. \]

There are 17 free parameters in total, as we adopt six LMXB sources \( n = 6 \) in the analysis.

Our MCMC sampling is carried out using the Bilby (Ashton et al. 2019) built-in sampler PyMultiNest (Buchner 2016).

3. Results

We calculate Kullback–Leibler divergence between prior and posterior following The LIGO Scientific Collaboration et al. (2019) to evaluate how much parameter information is extracted from the data. The KLD between distribution \( p \) and \( q \) reads

\[ D_{\text{KL}}(p|q) = \int p(x) \log \left( \frac{p(x)}{q(x)} \right) dx, \]

where \( x \) runs over the whole possible range of a parameter. A higher \( D_{\text{KL}} \) means more parameter information can be extracted from data. In other words, the parameter is well constrained in comparison to the prior.

We can also reconstruct \( \hat{\Lambda} \) using samples of \( \{ M_\text{c}, q, \hat{p}_1, \hat{p}_2, \hat{p}_3, \hat{p}_4 \} \) in each Test. This is done by determining \( \{ M_1, M_2, \Lambda_1, \Lambda_2 \} \) from \( \{ M_\text{c}, q, \hat{p}_1, \hat{p}_2, \hat{p}_3, \hat{p}_4 \} \) as described in Section 2.5, and then calculate

\[ \hat{\Lambda} = \frac{16}{13} \left( \frac{(M_1 + 12M_2)M_\text{c}^4\Lambda_1}{(M_1 + M_2)^5} + (1 \leftrightarrow 2) \right). \]

Similarly, using the posterior samples of EoS parameters \( \{ \hat{p}_1, \hat{p}_2, \hat{p}_3, \hat{p}_4 \} \), we can optimize \( h_c \) for each single posterior sample to get NS with mass 1.4 \( M_\odot \) and then calculate its bulk properties, such as \( R_{1.4} \) and \( \Lambda_{1.4} \). To avoid the possible bias of bulk properties caused by the prior of the pressure parameters (from the solid green and cyan line in Figure 2, we can see that this effect is worth noticing), we use the method described in Abbott et al. (2019) to divide the Kernel Density Estimation of the posterior by that of the prior (i.e., to reweight the posterior with the prior) and then calculate the 90\% highest posterior density (HPD) intervals of bulk properties (see Table 4).

3.1. Constraining the EoS

The gravitational-wave data alone can only constrain \( \hat{p}_2 \) relatively well (see Test B in Figure 1 and Table 2), likely...
because the information of tidal deformability encoded in the late inspiral state is mostly carried by this parameter (Read et al. 2009b).

The relative tight constraints on $M_{\mathrm{TOV}}$ help to narrow down the posterior range of $\hat{\rho}_1$, but have little influence on $\hat{\rho}_1$, $\hat{\rho}_2$, and $\hat{\rho}_3$ (see Figure 1). This is also evident in Table 2. The KLDs of $\hat{\rho}_1$, $\hat{\rho}_2$, and $\hat{\rho}_3$ in Test A and Test B are almost the same, while the KLD of $\hat{\rho}_3$ changes significantly. This fact indicates that $M_{\mathrm{TOV}}$ may be mainly governed by $\hat{\rho}_3$ rather than other parameters (Özel & Psaltis 2009; Read et al. 2009a).

We can see from Figure 2 that a tighter mass constraint causes a slight decrease of $\hat{\Lambda}$ and $R_{1.4}$. Differing from this work, Abbott et al. (2018) found a strong influence of $M_{\mathrm{TOV}}$ on the radius of the NS. Note that Abbott et al. (2018) adopted a spectral expansion method to parameterize the EoS, while we take a piecewise expansion. The difference in the results may be attributed to the different ways of parameterizing the EoS, as also found in the literature (e.g., Nätti et al. 2016; Fasano et al. 2019). The reason comes partly from the fact that different parameterization methods already give different priors to the global properties of the EoS (Steiner et al. 2013), thus a prior-reweighted posterior of global properties of EoS is needed (see Table 4).

The results can also be dependent of the waveform model. In comparison to Test A, the adoption of a different waveform model TaylorF2 (i.e., the Test C) in the analysis leads to a slight decrease of coalescence time (see Figure 5 in the Appendix), and a small increase of $\hat{\rho}_3$ (see Figure 1), $\hat{\Lambda}$, $\Lambda_{1.4}$, and $R_{1.4}$ (see Figure 2 and Table 4). But no shifts have been observed if the SEOBNRT waveform model is adopted instead.

Changing a flat prior to a log-uniform prior (i.e., Test D) slightly modifies the posterior shapes of $\hat{\rho}_1$ and $\hat{\rho}_2$, while the posterior shapes of $\hat{\rho}_1$ and $\hat{\rho}_3$ simply follow the prior shapes. This suggests that $\hat{\rho}_2$ and $\hat{\rho}_3$ are relatively well constrained by the gravitational-wave data and the maximum mass constraint, but $\hat{\rho}_1$ and $\hat{\rho}_3$ are not (see also Table 2). Also, changing a flat prior to a log-uniform prior leads to a decrease in the posterior of $\hat{\Lambda}$ and $R_{1.4}$ (see Figure 2), but we note that after reweighting the posterior with the prior, the HPD ranges of $\hat{\Lambda}$ and $R_{1.4}$ in Test A are consistent with those in Test D (see Table 4). The consistency after reweighting the posterior with the prior in different analyses that use different priors also provides proof of the robustness of our results and the importance of reweighting a posterior with a prior.

The addition of nuclear constraints (i.e., Test E) sharply narrows down the prior range of $\hat{\rho}_1$ and boosts $\hat{\rho}_2$ to a slightly higher value, but does not help constraining $\hat{\rho}_3$ and $\hat{\rho}_4$ (see Figure 1 and Table 3). Additionally, the inclusion of the nuclear constraints favors larger $\hat{\Lambda}$, $R_{1.4}$, and $\Lambda_{1.4}$ than Test A (see Figure 2 and Table 4).

The joint constraints on the EoS by the LMXB sources with thermonuclear bursts and gravitational-wave data (i.e., Test F) can constrain $\hat{\rho}_2$, $\hat{\rho}_3$, and $\hat{\rho}_4$ (see Figure 1 and Table 2). The constraint on $\hat{\rho}_2$ mainly comes from radius measurement of these sources, because the radius of an NS is mainly determined by $\hat{\rho}_2$ (Lattimer & Prakash 2001). Our $R_{1.4}$ (see Table 4) is larger than that of Guillot et al. (2013); the difference may come from the fact that they use quiescent LMXB data, but we use the data of LMXB sources with thermonuclear bursts.

In particular, small $R_{1.4}$ and $\Lambda_{1.4}$ are produced (see also Fasano et al. 2019) in Test F, differing from what we have found in Test E, and indicating that the nuclear data and the $M/R$ measurement of LMXB sources that have thermonuclear bursts may not be fully consistent with each other. Such tension may be resolved in the future as long as the nuclear data can be better measured/understood and the measurements of the NSs in the LMXB sources with thermonuclear bursts have been significantly improved (so far, the measured radii can still suffer from serious systematic uncertainties).  

| Test/DKL | $D_{KL}^2$ | $D_{KL}^3$ | $D_{KL}^4$ | $D_{KL}^5$ |
|----------|------------|------------|------------|------------|
| Test A   | 0.23±0.05  | 1.85±0.21  | 0.66±0.11  | 0.11±0.03  |
| Test B   | 0.31±0.03  | 1.79±0.13  | 0.17±0.02  | 0.09±0.02  |
| Test C   | 0.21±0.02  | 1.79±0.09  | 0.55±0.05  | 0.11±0.02  |
| Test D   | 0.18±0.04  | 0.91±0.10  | 1.12±0.56  | 0.42±0.07  |
| Test E   | 0.51±0.13  | 1.35±0.19  | 1.09±0.26  | 0.17±0.04  |
| Test F   | 0.45±0.07  | 2.12±0.28  | 1.73±0.35  | 1.30±0.17  |

*Note. The median and 90% interval are evaluated by repeatedly drawing samples from the posterior and the prior, with each draw giving a KLD value.*

**Figure 2.** The upper panel shows the dimensionless tidal deformability reconstructed from posterior samples. The lower panel presents the $R_{1.4}$ inferred from each posterior sample.
of both Test A and Test C, the moments of inertia are found to be
the same procedure outlined above, we can get the corresp-

domains (Landry & Kumar 2018; Kumar & Landry 2019).

3.2. Constraining the Properties of Galactic Double NS Systems

With the posterior samples of \{M_1, M_2, \Lambda_1, \Lambda_2\} of
GW170817 and some “universal” relations, it is possible to
“extrapolate” these properties to similar masses and thus get
the constraints of some global properties at these given
masses, in particular those accurately measured for the
galactic double NS systems (Landry & Kumar 2018; Kumar
& Landry 2019).

3.2.1. Constraint Method

Tidal deformability can be expanded into a Taylor series
around a “canonical” reference mass \(M_{\text{ref}}\) (Del Pozzo et al.
2013). Below we adopt a linear expansion following Del Pozzo
et al. (2013) and Abbott et al. (2018)

\[
\lambda(M) \approx \lambda_{\text{ref}} + \lambda (M - M_{\text{ref}})/M_{\text{ref}},
\]

(12)

where \(\lambda(M) = \Lambda(M)/(GM/c^2)^2\) is the tidal deformability of
the NS with a gravitational mass \(M\), \(\Lambda\) is its dimensionless
form, and \(G\) is Newton’s gravitational constant. For a given reference
mass and a single posterior sample of \(\{M_1, M_2, \Lambda_1, \Lambda_2\}\), we
can solve Equation (12) to get a unique \(\lambda_{\text{ref}}\), \(\lambda\), and then \(\Lambda_{\text{ref}}\).
With a group of posterior samples of \(\{M_1, M_2, \Lambda_1, \Lambda_2\}\), the
distribution of \(\Lambda_{\text{ref}}\) can be inferred at this reference mass.
After varying the reference mass in a given range and following
the same procedure outlined above, we can get the correspond-
ing constraints on dimensionless tidal deformability of NSs
in this mass range (see the upper panel of Figure 4).

The NS’s tidal deformability \(\Lambda\) and dimensionless moment
of inertia \(I \equiv c^4I/GM^4\) are found to have an EoS-insensitive
relation, the so-called I-Love relation, where \(I\) is the moment
of inertia. Here, we take the function form from Yagi & Yunes
(2013), which reads

\[
\log_{10} I = \sum_{n=0}^{4} a_n (\log_{10} \Lambda)^n,
\]

(13)

where \(a_n\) are the fit coefficients, which are adopted from
Landry & Kumar (2018). For a reference mass \(M_{\text{ref}}\) a group of
possible \(\Lambda_{\text{ref}}\) are calculated from Equation (12) for each group
of a posterior sample, then we can calculate a group of possible
moments of inertia \(I\) from Equation (13). After varying the
reference mass, we get constraints on the moment of inertia
(see middle panel of Figure 4).

---

Figure 3. The 90% confidence region of the EoS and some realistic EoSs.

Our gravitational-wave parameters are nicely in agreement with
Abbott et al. (2019) in all six tests (see the Appendix). Additionally,
as shown in Figure 2 and Table 4, for both Test A and Test C, the
resulting \(\Lambda\) are also consistent with Abbott et al. (2019).

With the posterior of pressure parameters, it is straightforward
to calculate the allowed region of the EoS. As shown in
Figure 3, in comparison to the default scenario (Test A), Test F
can improve the constraints in the high-density region while
Test E can better constrain the low-density region. We also
compare these results with some realistic EoSs (see the web
reference in footnote 4) and find reasonable agreement. Since
the start of the O3 run of advanced LIGO/Virgo in 2019 April,
a few NS merger gravitational-wave events have been reported. 8
The release of these new data is expected to significantly improve
the constraints on the EoS of NSs.

---

8 https://gracedb.ligo.org/latest/
The BE also have an EoS-insensitive relation with dimensionless tidal deformability \( \bar{\Lambda} \), i.e.,

\[
\bar{\Omega} = \frac{\nu\bar{\Lambda}}{\nu+2} = \frac{\nu\bar{\Lambda}}{\nu+2} \frac{M_\odot^3}{M} \Lambda_{1.4}.
\]

Here we take the fit coefficients \( b_n \) from Steiner et al. (2016) and use Equations (12)–(14) to calculate a sample of BE and its 90% range for a given reference mass and a given posterior sample, then change reference mass and repeat the same procedure to set constraints on the whole mass range considered (see the lower panel of Figure 4).

### 3.2.2. Posterior Choices and Mass Range

For our current purposes we adopt four posterior samples, including two obtained in this work (i.e., Posterior Sample A corresponding to that of Test E and Posterior Sample B for Test F) and the other two adopted from Abbott et al. (2018). The Posterior Sample C is available on the web, which is the result of a universal relation-based analysis. Posterior Sample D is taken from the same literature but it is the result of a spectral EOS parameterization analysis that imposes a maximum gravitational mass of at least 1.97 \( M_\odot \) (Antoniadis et al., 2013).

Here we focus on the NS masses between 1.17 \( M_\odot \) and 1.68 \( M_\odot \), which cover the most probable mass range of galactic double NS systems. Please note that here we take the 68% lower (upper) limit of the lowest (highest) mass in 12 galactic double NS systems whose individual masses were accurately measured (see Farrow et al., 2019, and the references therein).

### 3.2.3. Constraint Results

The resulting \( \Lambda, \bar{\Omega}, \) and BE in the mass range of galactic double NSs are summarized in Figure 4. We can see that the constraints in all four scenarios are consistent with each other (see Table 5), giving rather large uncertainties. However, there are some interesting general tendencies. Posterior Sample A and Posterior Sample D tend to favor higher \( \Lambda \) and \( \bar{\Omega} \), but have a lower BE than the cases of Posterior Sample B and Posterior Sample C. Interestingly, similar conclusions about the difference of \( \bar{\Omega}_{1.4} \) in Posterior Sample C and Posterior Sample D were drawn in Abbott et al. (2018), who attributed the difference to the additional \( M_{\text{TOV}} \) constraint. Moreover, although dimensionless tidal deformability decreases very quickly with increasing reference mass (see Figure 4), the moment of inertia and the BE increase almost linearly with mass.

### Table 5

| Samples  | \( \Lambda_{1.4} \) | \( \bar{\Omega}_{1.4}/10^{38} \text{ kg m}^2 \) | \( \text{BE}_{1.4}/M_\odot \) |
|----------|------------------|---------------------------------|------------------|
| Sample A | \( 360_{-570}^{+700} \) | \( 1.43_{-0.03}^{+0.01} \) | \( 0.16_{-0.02}^{+0.01} \) |
| Sample B | \( 230_{-300}^{+300} \) | \( 1.23_{-0.08}^{+0.04} \) | \( 0.18_{-0.03}^{+0.01} \) |
| Sample C | \( 190_{-250}^{+300} \) | \( 1.23_{-0.03}^{+0.04} \) | \( 0.18_{-0.03}^{+0.03} \) |
| Sample D | \( 350_{-370}^{+370} \) | \( 1.42_{-0.05}^{+0.01} \) | \( 0.16_{-0.02}^{+0.01} \) |

Note. These properties are inferred from posterior samples of \( \{M_1, M_2, \Lambda_1, \Lambda_2 \} \) and universal relations described in the main text.

The BE also have an EoS-insensitive relation with dimensionless tidal deformability \( \bar{\Omega} \), i.e.,

\[
\text{BE}/M = \sum_{n=0}^{4} b_n \bar{\Omega}^{-n}.
\]

Here we take the fit coefficients \( b_n \) from Steiner et al. (2016) and use Equations (12)–(14) to calculate a sample of BE and its 90% range--for a given reference mass and a given posterior sample, then change reference mass and repeat the same procedure to set constraints on the whole mass range considered (see the lower panel of Figure 4).
Particularly, for the NS with a canonical mass of 1.4 $M_\odot$, we have $I_{1.4} = 1.43^{+0.30}_{-0.13} \times 10^{38}$ kg m$^2$, $\Lambda_{1.4} = 390^{+280}_{-210}$, $R_{1.4} = 11.8^{+1.2}_{-0.7}$ km, and $BE_{1.4} = 0.16^{+0.01}_{-0.02} M_\odot$, if the constraints from the nuclear data and the gravitational-wave data have been considered together. For the joint analysis of gravitational-wave data and LMXB sources with thermonuclear bursts, we have $I_{1.4} = 1.28^{+0.15}_{-0.08} \times 10^{38}$ kg m$^2$, $\Lambda_{1.4} = 220^{+30}_{-40}$, $R_{1.4} = 11.1^{+0.7}_{-0.6}$ km, and $BE_{1.4} = 0.18^{+0.01}_{-0.01} M_\odot$. These results suggest that the current constraints on $\Lambda$ still suffer from significant systematic uncertainties (see also, E.g., Lattimer & Lim 2013; Abbott et al. 2018), while $I_{1.4}$ and $BE_{1.4}$ are relatively better bounded.
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Software: Bilby (Ashton et al. 2019, version 0.5.5, ascl:1901.011, https://git.ligo.org/lsco/bilby/), PyCBC (The PyCBC Team 2018, version 1.13.6, ascl:1805.030, http://doi.org/10.5281/zenodo.3265452), PyMultiNest (Buchner 2016, version 2.6, ascl:1606.005, https://github.com/JohannesBuchner/PyMultiNest).

### Appendix

**Gravitational-wave Parameters**

To further check our results, we carry out another test labeled “GW original,” which samples \{M, q, $\Lambda_1$, $\Lambda_2$, $\chi_1$, $\chi_2$, $\theta_{\mu \nu}$, $t_c$, $\psi$\}. We have also calculated the properties of gravitational-wave parameters (see Table 6 and Figure 5). Our results are self-consistent among all test scenarios and are in agreement with Abbott et al. (2019). We do not provide the property of polarization $\psi$, because it is poorly constrained and carries little astrophysical information. The error of $\theta_{\mu \nu}$ is reduced compared with that of Abbott et al. (2017a) but consistent with Abbott et al. (2019), because the sky location of GW170817 is fixed to its optical counterpart. The coalescence time $t_c$ of Test C is slightly different from other tests because of the adoption of the TaylorF2 waveform model. In our analysis the “aligned spin prior” is assumed, which implies that the information in the direction that is perpendicular to the orbital angular momentum has been lost. In other words, we are simply constraining the spin in the $z$ direction, for which a zero median value is expected (see also Abbott et al. 2019).
Figure 5. Posterior distribution of gravitational-wave parameters in each test.

Table 6
90% Interval of Gravitational-wave Detection Frame Parameters in Different Tests

| Test/Parameter | $M_p/M_e$ | $t_c/s$ | $q$ | $\chi_1$ | $\chi_2$ | $\theta_{jn}$/deg |
|---------------|-----------|----------|-----|-----------|-----------|-------------------|
| GW original   | 1.1975    | 1187008882.4307 | 0.0008 | 0.88±0.10 | 0.00±0.02 | 0.00±0.02 | 150±12 |
| Test A        | 1.1975    | 1187008882.4307 | 0.0007 | 0.90±0.09 | 0.00±0.02 | 0.00±0.02 | 151±13 |
| Test B        | 1.1975    | 1187008882.4307 | 0.0003 | 0.89±0.10 | 0.00±0.02 | 0.00±0.02 | 150±14 |
| Test C        | 1.1975    | 1187008882.4286 | 0.0003 | 0.87±0.11 | 0.00±0.02 | 0.00±0.02 | 148±12 |
| Test D        | 1.1975    | 1187008882.4306 | 0.0002 | 0.88±0.10 | 0.00±0.02 | 0.00±0.02 | 150±13 |
| Test E        | 1.1976    | 1187008882.4308 | 0.0007 | 0.90±0.08 | 0.00±0.02 | 0.00±0.02 | 151±12 |
| Test F        | 1.1975    | 1187008882.4305 | 0.0003 | 0.88±0.10 | −0.00±0.01 | −0.00±0.02 | 151±13 |

Note. The unit $\theta_{jn}$ is transformed from rad to degree to compare with other analyses.
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