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Abstract
Let \( \mathcal{M} \) be a countable decomposable properly infinite semifinite von Neumann algebra acting on a Hilbert space \( \mathcal{H} \). An analogue of the Kato–Rosenblum theorem in \( \mathcal{M} \) has been proved in Li et al. (J Funct Anal 275(2):259–287, 2018) by showing the existence of generalized wave operators. It is well known that there are two typical approaches to show the existence of wave operators in the scattering theory. One is called time-dependent approach and another is called stationary approach. The main purpose of this article is to exhibit the stationary scattering theory in \( \mathcal{M} \) and then to obtain the Kato–Rosenblum theorem in \( \mathcal{M} \) by the stationary approach instead of a time-dependent approach in Li et al. (2018).
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1 Introduction
This paper is a sequel to [7, 8], in which we studied the diagonalizations of self-adjoint operators modulo norm ideal in semifinite von Neumann algebras. (See [3, 9–11] or
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[16] for more details about von Neumann algebras.) In particular, we give an analogue of Kato–Rosenblum theorem in a semifinite von Neumann algebra in [8].

Let \( \mathcal{H} \) be a complex separable infinite dimensional Hilbert space. Assume \( H \) and \( H_1 \) are densely defined self-adjoint operators on \( \mathcal{H} \) satisfying that \( H_1 - H \) is in the trace class, then the Kato–Rosenblum theorem asserts that the wave operator \( W_\pm (H_1, H) \) of \( H \) and \( H_1 \) exists and consequently the absolutely continuous parts of \( H \) and \( H_1 \) are unitarily equivalent. Thus, if a self-adjoint operator \( H \) in \( \mathcal{B}(\mathcal{H}) \) has a nonzero absolutely continuous spectrum, then \( H \) can not be a sum of a diagonal operator and a trace class operator. In [8], we introduce the concept of generalized wave operator \( W_\pm \) based on the notion of norm absolutely continuous projections. An analogue of Kato–Rosenblum theorem in a semifinite von Neumann algebra \( \mathcal{M} \) is obtained by showing the existence of the generalized wave operator \( W_\pm \). To be more precise, we proved that for self-adjoint operators \( H \) and \( H_1 \) affiliated with \( \mathcal{M} \) satisfying \( H_1 - H \in \mathcal{M} \cap L^1 (\mathcal{M}, \tau) \), the generalized wave operator \( W_\pm (H_1, H) \) exists and then the norm absolutely continuous part of \( H \) and \( H_1 \) are unitarily equivalent. It implies that a self-adjoint operator \( H \) in \( \mathcal{M} \) can not be a sum of a diagonal operator in \( \mathcal{M} \) (see Definition 1.0.1 in [7] for definition of a diagonal operator in \( \mathcal{M} \)) and an operator in \( \mathcal{M} \cap L^1 (\mathcal{M}, \tau) \) if there is a non-zero norm absolutely continuous projection with respect to \( H \) in \( \mathcal{M} \).

The above statements illustrate that showing the existence of wave operators is the key step to prove Kato–Rosenblum theorem in \( \mathcal{B}(\mathcal{H}) \) or \( \mathcal{M} \). In mathematical scattering theory, wave operator \( W_\pm \) is a fundamental concept and the existence of \( W_\pm \) is one of the main research topics in this area. Actually, there are two typical approaches to show the existence of \( W_\pm \). One is called time-dependent approach which has been used in [4, 13] and another is called stationary approach (see [1, 2, 15] or [17]). The methods which do not make explicit use of the time variable \( t \) are known as the stationary approach. An important merit of the stationary approach is the advanced formula part. We notice that the method in [8] to show the Kato–Rosenblum theorem in \( \mathcal{M} \) is a so-called time-dependent approach. Therefore, it is natural to ask whether there is a stationary approach in \( \mathcal{M} \). Thus, to explore a stationary method in \( \mathcal{M} \) is our main purpose in the current article. To be more precise, we will exhibit conditions under which the generalized stationary wave operators and the generalized wave operators exist and coincide. Consequently, we will be able to show the Kato–Rosenblum theorem in \( \mathcal{M} \) in [8] by a stationary approach.

The notion of the norm absolutely continuous support \( P_{ac}^\infty (H) \) of a self-adjoint operator \( H \) affiliated with \( \mathcal{M} \) plays a very important role in the Kato–Rosenblum theorem in \( \mathcal{M} \). Meanwhile the Kato smoothness given in [5] is a crucial concept in scattering theory. Therefore, it is of interest to give the relation between \( P_{ac}^\infty (H) \) and the Kato smoothness. Actually, we assert that

\[
P_{ac}^\infty (H) = \vee \{ R\left(G^*\right) : G \in \mathcal{M} is H-smooth \}.
\]

Therefore, for a self-adjoint \( H \) in \( \mathcal{M} \), if there is a \( H \)-smooth operator in \( \mathcal{M} \), then \( H \) is not a sum of a diagonal operator in \( \mathcal{M} \) and an operator in \( \mathcal{M} \cap L^1 (\mathcal{M}, \tau) \).

The construction of this paper is as follows. In Sect. 2, we prepare related notation, definitions and lemmas. We list the relation between the resolvent \( R_{H}(z) = \)
(H − z)^{-1} and unitary U_H(t) = \exp(-itH) for a self-adjoint operator H on H. We also recall the definitions of Kato smoothness and generalized wave operators. Some basic properties of generalized wave operators are discussed in this section too. Section 3 is focused on the main results of this paper. We first characterize the norm absolutely continuous support P_{\text{ac}}^\infty (H) of a self-adjoint operator H affiliated with \mathcal{M} in terms of the Kato smoothness. After giving conditions under which the generalized stationary wave operators and the generalized wave operators exist and coincide, we give a stationary proof of the Kato–Rosenblum theorem in \mathcal{M}.

2 Preliminaries and notation

Let \mathcal{H} be a complex Hilbert space and \mathcal{B}(\mathcal{H}) be the set of all bounded linear operators on \mathcal{H}. In this article, we assume that \mathcal{M} \subseteq \mathcal{B}(\mathcal{H}) is a von Neumann algebra and \mathcal{A}(\mathcal{M}) is the set of densely defined, closed operators affiliated with \mathcal{M}.

2.1 The unitary group and resolvent of a self-adjoint operator

Let H be any densely defined self-adjoint operator with domain \mathcal{D}(H) in \mathcal{H} and \{(E_H(\lambda))_{\lambda \in \mathbb{R}}\} be the spectral resolution of the identity for H where E_H(\lambda) = E_H((-\infty, \lambda]). The resolvent R_H(z) = (H − z)^{-1} and unitary U_H(t) = \exp(-itH) for H on \mathcal{H} will be frequently used in the current paper. The following equality gives us the relation between R_H(z) and U_H(t) (see [17, Section 1.4]).

\[
R_H(\lambda \pm i\varepsilon) = \pm i \int_0^\infty \exp(-\varepsilon t \pm i\lambda t) \exp(\pm itH) \, dt \tag{2.1}
\]

From the argument in [17, Section 1.4], we have

\[
\lim_{\varepsilon \to 0} \langle \delta_H(\lambda, \varepsilon) x, y \rangle = \frac{d}{d\lambda} \langle E_H(\lambda) x, y \rangle, \quad \text{a.e. } \lambda \in \mathbb{R} \tag{2.3}
\]

for x or y in \mathcal{H}_{\text{ac}}(H) where \mathcal{H}_{\text{ac}}(H) is the set of all vectors x \in \mathcal{H} such that the mapping \lambda \mapsto \langle E_H(\lambda) x, x \rangle, with \lambda \in \mathbb{R}, is a locally absolutely continuous function on \mathbb{R} (see [6] or [17] for more details). We also have

\[
\frac{d}{d\lambda} \langle E_H(\lambda) E_H(\Lambda) x, y \rangle = \chi_\Lambda(\lambda) \frac{d}{d\lambda} \langle E_H(\lambda) x, y \rangle, \quad \text{a.e. } \lambda \in \mathbb{R}, \tag{2.4}
\]

where \chi_\Lambda(\cdot) is the characteristic function of the Borel set \Lambda by the argument in the proof of Theorem X.4.4 in [6] or Section 1.3 in [17].
2.2 Kato smoothness and generalized wave operators

Kato smoothness plays a very important role in the mathematical scattering theory. It can be equivalently formulated in terms of the corresponding unitary group. We recall it in this section.

For a self-adjoint operator $H$, an operator $G : \mathcal{H} \to \mathcal{H}$ is called $H$-bounded if $\mathcal{D}(H) \subseteq \mathcal{D}(G)$ and $GR_H(z)$ is bounded for $z$ in the resolvent set $\rho = \rho(H)$.

**Theorem 2.1** (Theorem 4.3.1 in [17] or Theorem 5.1 in [5]) Let $H$ be a densely defined self-adjoint operator in $\mathcal{H}$. Assume that $G : \mathcal{H} \to \mathcal{H}$ is $H$-bounded operator, then the following conditions are equivalent.

1. $\gamma_1^2 = \frac{1}{2\pi} \sup_{x \in \mathcal{D}(H), \|x\|=1} \int_{\mathbb{R}} \| Ge^{\pm \lambda t} H x \|^2 dt < \infty$;
2. $\gamma_2^2 = \frac{1}{(2\pi)^2} \sup_{\|x\|=1, \epsilon > 0} \int_{\mathbb{R}} \left( \| GR_H(\lambda + i\epsilon) x \|^2 + \| GR_H(\lambda - i\epsilon) x \|^2 \right) d\lambda < \infty$;
3. $\gamma_3^2 = \sup_{\|x\|=1, \epsilon > 0} \int_{\mathbb{R}} \| G \delta_H(\lambda, \epsilon) x \|^2 d\lambda < \infty$;
4. $\gamma_4^2 = \sup_{\lambda \in \mathbb{R}, \epsilon > 0} \| G \delta_H(\lambda, \epsilon) G^* \| < \infty$;
5. $\gamma_5^2 = \sup_{\Lambda \subseteq \mathbb{R}} \frac{\| GE_H(\Lambda) G^* \|}{|\Lambda|} < \infty$.

All the constants $\gamma_j = \gamma_j(G)$, $j = 1, \ldots, 5$, are equal to one another.

**Definition 2.2** Let $H$ be a densely defined self-adjoint operator acting on the Hilbert space $\mathcal{H}$. If $G$ is $H$-bounded and one of the inequalities (1)–(5) holds (and then all of them), then operator $G$ is called Kato smooth relative to the operator $H$ ($H$-smooth). The common value of the quantities $\gamma_1, \ldots, \gamma_5$ is denoted by $\gamma_H(G)$.

**Remark 2.3** There are other expressions for the number $\gamma_H(G)$ given in the [17, Section 4.3]. In particular, for each of the sign “$\pm$”

$$\gamma_H^2(G) = \left( \frac{1}{2\pi} \right)^2 \sup_{\|x\|=1, \epsilon > 0} \int_{-\infty}^{\infty} \| GR_H(\lambda \pm i\epsilon) x \|^2 d\lambda. \quad (2.5)$$

Before giving the definition of generalized wave operators, we need to recall the following concepts which appeared first in [8]. For a self-adjoint element $H$ in $\mathcal{A}(\mathcal{M})$, let $\mathcal{P}_\infty^a(H)$ denote the collection of those projections $P$ in $\mathcal{M}$ such that the mapping $\lambda \mapsto PE_H(\lambda) P$ from $\mathbb{R}$ into $\mathcal{M}$ is locally absolutely continuous. Such a $P$ is called a norm absolutely continuous projection with respect to $H$. We set

$$P_\infty^a(H) = \vee \left\{ P : P \in \mathcal{P}_\infty^a(H) \right\}.$$

Such $P_\infty^a(H)$ is called the norm absolutely continuous support of $H$ in $\mathcal{M}$ and denote the range of $P_\infty^a(H)$ by $\mathcal{H}_\infty^a(H)$.

**Remark 2.4** Let $P_\infty^a(H)$ be the projection from $\mathcal{H}$ onto $\mathcal{H}_\infty^a(H)$. In [8], it has been shown that $P_\infty^a(H) \leq P_{\infty}^a(H)$ and $E_H(\Lambda) P_\infty^a(H) = P_\infty^a(H) E_H(\Lambda)$ for any Borel set $\Lambda \subseteq \mathbb{R}$.

The definition of generalized wave operators in $\mathcal{M}$ is given below.
Definition 2.5 [8] Let \( H, H_1 \in \mathcal{A}(\mathcal{M}) \) be a pair of self-adjoint operators and \( J \) be an operator in \( \mathcal{M} \). The generalized wave operator for a pair of self-adjoint operators \( H, H_1 \) and \( J \) is the operator

\[
W_{\pm}(H_1, H; J) = \text{s.o.t-} \lim_{t \to \pm \infty} e^{itH_1} J e^{-itH} P_{\text{ac}}^\infty(H)
\]

provided that the limit exists.

We note that the relation containing the signs “\( \pm \)" is understood as two independent equalities. After slightly modifying the proof of Theorem 5.2.5 in [8], we can conclude that

\[
\varphi(H_1) W_{\pm}(H_1, H; J) = W_{\pm}(H_1, H; J) \varphi(H)
\]

for any Borel function \( \varphi \).

Since different \( J \) might give us different \( W_{\pm} \), we give below a condition on \( J \) such that \( W_{\pm}(H_1, H; J) \) is an isometry on \( P_{\text{ac}}^\infty(H) \). Its proof is similar to Proposition 2.1.3 in [17], so we omit it.

Theorem 2.6 Let \( H, H_1 \in \mathcal{A}(\mathcal{M}) \) be a pair of self-adjoint operators and \( J \) be an operator in \( \mathcal{M} \). If \( W_{\pm}(H_1, H; J) \) exists, then \( W_{\pm}(H_1, H; J) \) is isometric on \( P_{\text{ac}}^\infty(H) \) if the strong operator limit

\[
\text{s.o.t-} \lim_{t \to \pm \infty} (J^* J - I) e^{-itH} P_{\text{ac}}^\infty(H) = 0.
\]

Lemma 2.7 (Lemma 5.2.3 [8]) Suppose \( H \) is a self-adjoint element in \( \mathcal{A}(\mathcal{M}) \). If \( S \in \mathcal{M} \) satisfies that the mapping \( \lambda \mapsto S^* E_H(\lambda) S \) from \( \mathbb{R} \) into \( \mathcal{M} \) is locally absolutely continuous, then \( R(S) \), the range projection of \( S \) in \( \mathcal{M} \), is a subprojection of \( P_{\text{ac}}^\infty(H) \).

Then, we can get the following result.

Proposition 2.8 Let \( H, H_1 \in \mathcal{A}(\mathcal{M}) \) be a pair of self-adjoint operators and \( J \) be an operator in \( \mathcal{M} \). If \( W_{\pm} \triangleq W_{\pm}(H_1, H; J) \) exists and the strong operator limit

\[
\text{s.o.t-} \lim_{t \to \pm \infty} (J^* J - I) e^{-itH} P_{\text{ac}}^\infty(H) = 0,
\]

then \( W_{\pm} W_{\pm}^* \leq P_{\text{ac}}^\infty(H_1) \).

Proof If

\[
\text{s.o.t-} \lim_{t \to \pm \infty} (J^* J - I) e^{-itH} P_{\text{ac}}^\infty(H) = 0,
\]

then \( W_{\pm} W_{\pm} = P_{\text{ac}}^\infty(H) \) by Theorem 2.6. From (2.6), for any \( P \in P_{\text{ac}}^\infty(H) \) and any Borel set \( \Lambda \subseteq \mathbb{R} \),

\[
(W_{\pm} P)^* E_{H_1}(\Lambda) (W_{\pm} P) = P W_{\pm}^* E_{H_1}(\Lambda) W_{\pm} P = P W_{\pm}^* W_{\pm} E_{H}(\Lambda) P = P E_{H}(\Lambda) P.
\]
It implies that the mapping $\lambda \rightarrow (W \pm P)^* E_{H_1}(\lambda) (W \pm P)$ from $\mathbb{R}$ into $\mathcal{M}$ is locally absolutely continuous with respect to $H_1$. Hence the range projection $R(W \pm P) \leq P_{ac}^\infty(H_1)$ by Lemma 2.7. Therefore $R(W) \leq P_{ac}^\infty(H_1)$ by the fact that $W P_{ac}^\infty(H) = W \pm P$. Hence $W \pm W^* \leq P_{ac}^\infty(H_1)$.

### 3 The stationary approach and the Kato–Rosenblum theorem in $\mathcal{M}$

#### 3.1 Characterization of norm absolutely continuous projections in $\mathcal{M}$

The cut off function $\omega_n$ is given in [8]. We refer the reader to [8] for its definition. Here, we only recall its useful property.

**Lemma 3.1** (Lemma 4.2.2 in [8]) Suppose $H$ is a self-adjoint element in $\mathcal{A}(\mathcal{M})$. For each $n \in \mathbb{N}$ and cut-off function $\omega_n$, let

$$
\omega_n(H) = \int_{\mathbb{R}} \omega_n(t) \, dE_H(t).
$$

Then $\omega_n(H) \in \mathcal{M}$ and

$$
\omega_n(H) \to I \text{ in strong operator topology, as } n \to \infty.
$$

**Remark 3.2** Let $H$ be a self-adjoint element in $\mathcal{A}(\mathcal{M})$ and $P \in \mathcal{P}_{ac}^\infty(H)$. From Lemma 4.2.3 (vi) in [8],

$$
\int_{\mathbb{R}} \left\| P \omega_n(H) e^{-itH} x \right\|^2 dt \leq \frac{n}{2\pi} \|x\|
$$

for any $x \in \mathcal{H}$ and $n \in \mathbb{N}$. Then,

$$
\sup_{\|x\|=1} \int_{\mathbb{R}} \left\| P \omega_n(H) e^{-itH} x \right\|^2 dt \leq \frac{n}{2\pi}.
$$

By Theorem 2.1 and Definition 2.2, we have $G = P \omega_n(H)$ is $H$-smooth for $n \in \mathbb{N}$.

Next theorem is the main result in this subsection.

**Theorem 3.3** Suppose $H$ is a self-adjoint element in $\mathcal{A}(\mathcal{M})$. Then

$$
P_{ac}^\infty(H) = \cup \{ R(G^*) : G \in \mathcal{M} \text{ is } H \text{-smooth} \}
$$

where $R(G^*)$ is the range projection of $G^*$.

**Proof** Let $P \in \mathcal{P}_{ac}^\infty(H)$. By Remark 3.2, we have $G = P \omega_n(H)$ is $H$-smooth. Hence, from Theorem 2.1,

$$
\sup_{\Lambda \subseteq \mathbb{R}} \frac{\| P \omega_n(H) E_H(\Lambda) \omega_n(H) P \|}{|\Lambda|} = \sup_{\|x\|=1} \frac{1}{2\pi} \int_{\mathbb{R}} \left\| P \omega_n(H) e^{-itH} x \right\|^2 dt \leq \frac{n}{(2\pi)^2}.
$$
Therefore, \( \lambda \to P \omega_n (H) E_H (\lambda) \omega_n (H) P \) is locally absolutely continuous. Then, by Lemma 2.7, we have \( R (\omega_n (H) P) \leq P^{\infty}_{ac} (H) \) for every \( n \in \mathbb{N} \) and \( P \in \mathcal{P}^{\infty}_{ac} (H) \). Hence,

\[
P \leq \lor_n R (\omega_n (H) P) = \lor_n \{ R (G^*) : G = P \omega_n (H) \}
\]

by Lemma 3.1, now we conclude that \( P^{\infty}_{ac} (H) \leq \lor \{ R (G^*) : G \in \mathcal{M} \text{ is } H\text{-smooth} \} \).

On the other hand, if \( G \in \mathcal{M} \) is \( H\)-smooth, then by Theorem 2.1(5) we have \( \lambda \to GE_H (\lambda) G^* \) is locally absolutely continuous. Therefore \( R (G^*) \leq P^{\infty}_{ac} (H) \) by Lemma 2.7. Hence,

\[
\lor \{ R (G^*) : G \text{ is } H\text{-smooth in } \mathcal{M} \} \leq P^{\infty}_{ac} (H).
\]

This completes the proof.

Let \( P^{ac} (H) \) be the projection from \( \mathcal{H} \) onto \( \mathcal{H}^{ac} (H) \). In [8], it has been shown that \( P^{ac} (H) = P^{\infty}_{ac} (H) \) for a densely defined self-adjoint operator \( H \) on \( \mathcal{H} \). Then, we can get the following corollary.

**Corollary 3.4** Let \( H \) be a densely defined self-adjoint operator on \( \mathcal{H} \). Then

\[
P^{ac} (H) = P^{\infty}_{ac} (H) = \lor \{ R (G^*) : G \in \mathcal{B} (\mathcal{H}) \text{ is } H\text{-smooth} \}.
\]

**Corollary 3.5** Suppose \( H \) is a self-adjoint affiliated with \( \mathcal{M} \). Then \( P^{\infty}_{ac} (H) \neq 0 \) if and only if there is at least one \( H\)-smooth operator in \( \mathcal{M} \).

**Proof** If \( P^{\infty}_{ac} (H) \neq 0 \), then there is a projection \( P \in \mathcal{P}^{\infty}_{ac} (H) \). By the argument in the proof of Theorem 3.3, we know that \( P \omega_n (H) \) is \( H\)-smooth operator in \( \mathcal{M} \). The other direction is clear by Theorem 3.3.

### 3.2 The stationary approach in \( \mathcal{M} \)

The stationary approach on a Hilbert space \( \mathcal{H} \) is based on several variations of wave operators, such as weak wave operators and stationary wave operators (see [17]). For the reader who is familiar with the general scattering theory, the following definitions (Definitions 3.6 and 3.7) are natural extensions of the corresponding definitions on \( \mathcal{H} \). For the reader who is not familiar with this area, we refer you to [17] for the general stationary scattering theory and then it is possible for the reader to give these definitions in \( \mathcal{M} \) directly. If the reader are still interested to know the details of these definitions in \( \mathcal{M} \), we refer you to [18].

**Definition 3.6** Let \( H, H_1 \in \mathcal{A} (\mathcal{M}) \) be a pair of self-adjoint operators and \( J \) be an operator in \( \mathcal{M} \). The generalized weak wave operator for a pair of self-adjoint operators \( H, H_1 \) and \( J \) is the operator

\[
\tilde{W}_{\pm} (H_1, H; J) = \text{w.o.t- lim}_{t \to \pm \infty} P^{\infty}_{ac} (H_1) e^{iH_1 J} e^{-iH} P^{\infty}_{ac} (H).
\]
provided that the limit exists.

We have
\[ \tilde{W}_\pm (H, H_1; J^*) = \tilde{W}_\pm^* (H_1, H; J) \]  
(3.2)
it\( \tilde{W}_\pm^n (H_1, H; J) \) exists.

**Definition 3.7** Let \( J \) be an operator in \( \mathcal{M} \), \( H, H_1 \) be self-adjoint operators in \( \mathcal{A}(\mathcal{M}) \). If for any pair of elements \( x \) and \( x_1 \) in \( \mathcal{H} \),
\[ \lim_{\varepsilon \to 0} \varepsilon \pi \langle JR_H (\lambda \pm i \varepsilon) P_{ac}^\infty (H) x, R_{H_1} (\lambda \pm i \varepsilon) P_{ac}^\infty (H_1) x_1 \rangle \]
exists a.e. \( \lambda \in \mathbb{R} \), then the generalized stationary wave operator is defined as
\[ \langle U_\pm (H_1, H; J) x, x_1 \rangle = \int_{-\infty}^{\infty} \lim_{\varepsilon \to 0} \varepsilon \pi \langle JR_H (\lambda \pm i \varepsilon) P_{ac}^\infty (H) x, R_{H_1} (\lambda \pm i \varepsilon) P_{ac}^\infty (H_1) x_1 \rangle d\lambda. \]

From the definition of \( U_\pm (H_1, H; J) \), it is clear that
\[ P_{ac}^\infty (H_1) U_\pm (H_1, H; J) = U_\pm (H_1, H; J) \]  
(3.3)
it\( U_\pm (H_1, H; J) \) exists.

Exhibiting conditions under which \( U_\pm (H_1, H; J) \) exists and \( U_\pm (H_1, H; J) = W_\pm (H_1, H; J) \) for \( H, H_1 \in \mathcal{A}(\mathcal{M}) \) is the main purpose of this subsection. The next result give us the relation among \( U_\pm (H_1, H; J) \); \( \tilde{W}_\pm (H_1, H; J) \) and \( W_\pm (H_1, H; J) \), it is a natural extension of the similar result in the general scattering theory and the proofs are similar too. For a proof, we refer you to [18].

**Theorem 3.8** [18] Let \( H, H_1 \in \mathcal{A}(\mathcal{M}) \) be a pair of self-adjoint operators and \( J \) be an operator in \( \mathcal{M} \). If \( \mathcal{U}_\pm (H_1, H; J) \), \( \mathcal{U}_\pm (H, H; J^* J) \), \( \mathcal{W}_\pm (H_1, H; J) \) and \( \mathcal{W}_\pm (H, H; J^* J) \) exist as well as
\[ \mathcal{U}_\pm^* (H_1, H; J) \mathcal{U}_\pm (H_1, H; J) = \mathcal{U}_\pm (H, H; J^* J), \]
then \( \mathcal{W}_\pm (H_1, H; J) \) exists and
\[ \mathcal{U}_\pm (H_1, H; J) = \mathcal{W}_\pm (H_1, H; J). \]

Now based on the definition of \( \mathcal{U}_\pm (H_1, H; J) \), we can get the following property.

**Corollary 3.9** Let \( H, H_1 \in \mathcal{A}(\mathcal{M}) \) be a pair of self-adjoint operators and \( J \) be an operator in \( \mathcal{M} \). If \( \mathcal{U}_\pm (H_1, H; J) \) exists, then for any pair of elements \( x \) and \( x_1 \) in \( \mathcal{H} \)
and any Borel sets \( \Lambda, \Lambda_1 \subset \mathbb{R} \),

\[
\mathcal{U}_\pm (H_1, H; J) E_H (\Lambda) x, E_{H_1} (\Lambda_1) x_1) \biggr] = \int_{\Lambda_1 \cap \Lambda} \frac{\varepsilon}{\pi} \left( J R_H (\lambda, \pm i \varepsilon) P^\infty_{ac} (H) x, R_{H_1} (\lambda, \pm i \varepsilon) P^\infty_{ac} (H_1) x_1 \right) d\lambda.
\]

**Proof** Let \( R_H (\lambda, \varepsilon) \) denote \( R_H (\lambda \pm i \varepsilon) \). Set

\[
\alpha (x, x_1; \lambda) = \lim_{\varepsilon \to 0} \frac{\varepsilon}{\pi} \left( J R_H (\lambda, \varepsilon) P^\infty_{ac} (H) x, R_{H_1} (\lambda, \varepsilon) P^\infty_{ac} (H_1) x_1 \right).
\]

Since

\[
P^\infty_{ac} (H) E_H (\Lambda) = E_H (\Lambda) P^\infty_{ac} (H)
\]

and

\[
P^\infty_{ac} (H_1) E_{H_1} (\Lambda_1) = E_{H_1} (\Lambda_1) P^\infty_{ac} (H_1)
\]

by Remark 2.4, we get that

\[
\left| \alpha (E_H (\Lambda) x, E_{H_1} (\Lambda_1) x_1; \lambda) \right|^2 \leq \frac{\varepsilon^2}{\pi^2} \| J \|^2 \lim_{\varepsilon \to 0} \left\| R_H (\lambda, \varepsilon) E_H (\Lambda) P^\infty_{ac} (H) x \right\|^2
\]

\[
= \| J \|^2 \lim_{\varepsilon \to 0} \left( \delta_H (\lambda, \varepsilon) E_H (\Lambda) P^\infty_{ac} (H) x, x \right) \cdot \lim_{\varepsilon \to 0} \left( \delta_{H_1} (\lambda, \varepsilon) E_{H_1} (\Lambda_1) P^\infty_{ac} (H_1) x_1, x_1 \right)
\]

\[
= \| J \|^2 \chi_{\Lambda \cap \Lambda_1} \frac{d \left( E_H (\lambda) P^\infty_{ac} (H) x, x \right)}{d \lambda} \cdot \frac{d \left( E_{H_1} (\lambda) P^\infty_{ac} (H_1) x_1, x_1 \right)}{d \lambda}
\]

by (2.2), (2.3) and (2.4) where \( \chi_{\Lambda \cap \Lambda_1} \) is the characteristic function of \( \Lambda \cap \Lambda_1 \). Therefore,

\[
\chi_{\mathbb{R} \setminus \Lambda \cap \Lambda_1} \alpha (E_H (\Lambda) x, E_{H_1} (\Lambda_1) x_1; \lambda) = 0,
\]

where \( \chi_{\mathbb{R} \setminus \Lambda \cap \Lambda_1} \) is the characteristic function of \( \mathbb{R} \setminus \Lambda \cap \Lambda_1 \). It implies that

\[
\chi_{\Lambda \cap \Lambda_1} \alpha (E_H (\Lambda) x, E_{H_1} (\Lambda_1) x_1; \lambda) = \alpha (E_H (\Lambda) x, E_{H_1} (\Lambda_1) x_1; \lambda).
\]
Hence
\[
\mathcal{X}_{\Lambda \cap \Lambda_1} \alpha_{\pm} (x, x_1; \lambda)
= \mathcal{X}_{\Lambda \cap \Lambda_1} \alpha_{\pm} (E_H (\Lambda) x, E_{H_1} (\Lambda_1) x_1; \lambda)
+ \mathcal{X}_{\Lambda \cap \Lambda_1} \alpha_{\pm} (E_H (\mathbb{R} \setminus \Lambda) x, E_{H_1} (\Lambda_1) x_1; \lambda)
+ \mathcal{X}_{\Lambda \cap \Lambda_1} \alpha_{\pm} (x, E_{H_1} (\mathbb{R} \setminus (\Lambda_1)) x_1; \lambda)
= \alpha_{\pm} (E_H (\Lambda) x, E_{H_1} (\Lambda_1) x_1; \lambda).
\]

It follows that
\[
\langle U_{\pm} (H, H; J) E_H (\Lambda) x, E_{H_1} (\Lambda_1) x_1 \rangle
= \int_{\mathbb{R}} \alpha_{\pm} (E_H (\Lambda) x, E_{H_1} (\Lambda_1) x_1; \lambda)
= \int_{\mathbb{R}} \lim_{\varepsilon \to 0} \frac{\varepsilon}{\pi} \left\{ J R_H (\lambda, \varepsilon) P_{ac}^\infty (H) x, R_{H_1} (\lambda, \varepsilon) P_{ac}^\infty (H_1) x_1 \right\} d\lambda.
\]

The proof is completed.

**Remark 3.10** Let \( H, H_1 \in \mathcal{A} (\mathcal{M}) \) be a pair of self-adjoint operators and \( J \) be an operator in \( \mathcal{M} \) with \( J \mathcal{D} (H) \subseteq \mathcal{D} (H_1) \). Then
\[
H_1 J - J H = (H_1 - z) J - J (H - z)
= (H_1 - z) (J R_H (z) - R_{H_1} (z) J) (H - z). \tag{3.4}
\]

Hence,
\[
J R_H (z) - R_{H_1} (z) J = R_{H_1} (z) (H_1 J - J H) R_H (z). \tag{3.5}
\]

Note
\[
\varepsilon \pi^{-1} \| R_H (\lambda \pm i\varepsilon) x \|^2 = \langle \delta_H (\lambda, \varepsilon) x, x \rangle \tag{3.6}
\]
by (2.2). Let \( R_H (\lambda, \varepsilon) \) denote \( R_H (\lambda \pm i\varepsilon) \). Then from (3.5), we have
\[
\frac{\varepsilon}{\pi} \left\{ J R_H (\lambda, \varepsilon) P_{ac}^\infty (H) x, R_{H_1} (\lambda, \varepsilon) P_{ac}^\infty (H_1) x_1 \right\}
= \frac{\varepsilon}{\pi} \cdot \left\{ (R_{H_1} (\lambda, \varepsilon) J + R_H (\lambda, \varepsilon) (H_1 J - J H) R_H (\lambda, \varepsilon)) P_{ac}^\infty (H) x, R_{H_1} (\lambda, \varepsilon) P_{ac}^\infty (H_1) x_1 \right\}
= \left\{ (J + (H_1 J - J H) R_H (\lambda, \varepsilon)) P_{ac}^\infty (H) x, \delta_H (\lambda, \varepsilon) P_{ac}^\infty (H_1) x_1 \right\}. \tag{3.7}
\]

**Lemma 3.11** Let \( H, H_1 \in \mathcal{A} (\mathcal{M}) \) be a pair of self-adjoint operators and \( J \) be an operator in \( \mathcal{M} \) with \( J \mathcal{D} (H) \subseteq \mathcal{D} (H_1) \). Suppose there is an \( H \)-bounded operator \( G \)
and an $H_1$-bounded operator $G_1$ in $A(M)$ satisfying $H_1 J - J H = G_1^* G$. If

$$\lim_{\varepsilon \to 0} GR_H (\lambda \pm i \varepsilon) P_{ac}^\infty (H) x$$

exists a.e. $\lambda \in \mathbb{R}$ for every $x \in \mathcal{H}$ and

$$\lim_{\varepsilon \to 0} \left[ G_1 \delta H_1 (\lambda, \varepsilon) P_{ac}^\infty (H_1) x_1, y \right]$$

exists a.e. $\lambda \in \mathbb{R}$ for any $x_1$ and $y \in \mathcal{H}$, then $U \pm (H_1, H; J) \in \mathcal{D}(H, H; J^* J)$ exist and

$$U_\pm^* (H_1, H; J) U_\pm (H_1, H; J) = U_\pm (H, H; J^* J).$$

**Proof** Let $R_H (\lambda, \varepsilon)$ denote $R_H (\lambda \pm i \varepsilon)$. Since $H_1 J - J H = G_1^* G$, by (3.7)

$$\frac{\varepsilon}{\pi} \left\{ J R_H (\lambda, \varepsilon) P_{ac}^\infty (H) x, R_H (\lambda, \varepsilon) P_{ac}^\infty (H_1) x_1 \right\}$$

$$= \left\{ (J + (H_1 J - J H) R_H (\lambda, \varepsilon)) P_{ac}^\infty (H) x, \delta H_1 (\lambda, \varepsilon) P_{ac}^\infty (H_1) x_1 \right\}$$

$$= \left\{ (J + G_1^* GR_H (\lambda, \varepsilon)) P_{ac}^\infty (H) x, \delta H_1 (\lambda, \varepsilon) P_{ac}^\infty (H_1) x_1 \right\}$$

$$= \left\{ J P_{ac}^\infty (H) x, \delta H_1 (\lambda, \varepsilon) P_{ac}^\infty (H_1) x_1 \right\}$$

$$+ \left\{ (G R_H (\lambda, \varepsilon)) P_{ac}^\infty (H) x, G_1 \delta H_1 (\lambda, \varepsilon) P_{ac}^\infty (H_1) x_1 \right\}.$$

From (2.3),

$$\lim_{\varepsilon \to 0} \left\{ J P_{ac}^\infty (H) x, \delta H_1 (\lambda, \varepsilon) P_{ac}^\infty (H_1) x_1 \right\}$$

exists a.e. $\lambda \in \mathbb{R}$.

Since

$$\lim_{\varepsilon \to 0} GR_H (\lambda, \varepsilon) P_{ac}^\infty (H) x$$

and

$$\lim_{\varepsilon \to 0} \left[ G_1 \delta H_1 (\lambda, \varepsilon) P_{ac}^\infty (H_1) x_1, y \right]$$

exist a.e. $\lambda \in \mathbb{R}$ for every $x, x_1$ and $y \in \mathcal{H}$, we can easily check that

$$\lim_{\varepsilon \to 0} \left\{ (G R_H (\lambda, \varepsilon)) P_{ac}^\infty (H) x, G_1 \delta H_1 (\lambda, \varepsilon) P_{ac}^\infty (H_1) x_1 \right\}$$

exists a.e. $\lambda \in \mathbb{R}$ in (3.10). Hence $U \pm (H_1, H; J)$ is well-defined.

For any Borel set $\Lambda$,

$$\left\{ E_{H_1} (\Lambda) \cdot U \pm (H_1, H; J) x, x_1 \right\}$$

$$= \int_{\Lambda} \lim_{\varepsilon \to 0} \left\{ \delta H_1 (\lambda, \varepsilon) U \pm (H_1, H; J) x, x_1 \right\} d\lambda$$

(3.11)
by (2.3). By Corollary 3.9, we also have
\[
\langle E_{H_1}(\Lambda) \cdot U_\pm (H_1, H; J) x, x_1 \rangle
\]
\[
= \int_{\Lambda} \lim_{\varepsilon \to 0} \frac{\varepsilon}{\pi} \langle J R_H(\lambda, \varepsilon) P_{ac}^\infty (H) x, R_{H_1}(\lambda, \varepsilon) P_{ac}^\infty (H_1) x_1 \rangle d\lambda.
\] (3.12)

Comparing two conditions in (3.11) and (3.12), we have
\[
\lim_{\varepsilon \to 0} \langle \delta_{H_1}(\lambda, \varepsilon) U_\pm (H_1, H; J) x, x_1 \rangle
\]
\[
= \lim_{\varepsilon \to 0} \frac{\varepsilon}{\pi} \langle J R_H(\lambda, \varepsilon) P_{ac}^\infty (H) x, R_{H_1}(\lambda, \varepsilon) P_{ac}^\infty (H_1) x_1 \rangle \; \text{a.e.} \; \lambda \in \mathbb{R}.
\] (3.13)

Therefore, this equality holds only when
\[
\lim_{\varepsilon \to 0} \frac{\varepsilon}{\pi} \langle J R_H(\lambda, \varepsilon) P_{ac}^\infty (H) x, R_{H_1}(\lambda, \varepsilon) P_{ac}^\infty (H_1) x_1 \rangle
\]
essists a.e. \( \lambda \in \mathbb{R} \). By (3.7) and the fact that \( H_1 J - J H = G_1^* G \), we have
\[
\frac{\varepsilon}{\pi} \langle J R_H(\lambda, \varepsilon) P_{ac}^\infty (H) x, R_{H_1}(\lambda, \varepsilon) P_{ac}^\infty (H_1) x_1 \rangle
\]
\[
= \langle J P_{ac}^\infty (H) x, \delta_{H_1}(\lambda, \varepsilon) P_{ac}^\infty (H_1) x_1 \rangle
\]
\[
+ \langle (G R_H(\lambda, \varepsilon)) P_{ac}^\infty (H) x, G_1 \delta_{H_1}(\lambda, \varepsilon) P_{ac}^\infty (H_1) x_1 \rangle.
\]

Then, by (3.8) and (3.9), we can conclude that
\[
\lim_{\varepsilon \to 0} \frac{\varepsilon}{\pi} \langle J R_H(\lambda, \varepsilon) P_{ac}^\infty (H) x, R_{H_1}(\lambda, \varepsilon) P_{ac}^\infty (H_1) x_1 \rangle
\] (3.14)
essists a.e. \( \lambda \in \mathbb{R} \).
In (3.14), replace $x_1$ by $\mathcal{U}_\pm (H_1, H; J) y$, so from (2.2), (3.7) and (3.13) we have
\[
\lim_{\varepsilon \to 0} \frac{\varepsilon}{\pi} \left[ J R_H (\lambda, \varepsilon) P_{ac}^\infty (H) x, R_{H_1} (\lambda, \varepsilon) \mathcal{U}_\pm (H_1, H; J) P_{ac}^\infty (H) y \right]
\]
\[
= \lim_{\varepsilon \to 0} \frac{\varepsilon}{\pi} \left[ (J + (H_1 I - J H) R_H (\lambda, \varepsilon)) P_{ac}^\infty (H) x, \delta_{H_1} (\lambda, \varepsilon) \mathcal{U}_\pm (H_1, H; J) P_{ac}^\infty (H) y \right]
\]
\[
= \lim_{\varepsilon \to 0} \frac{\varepsilon}{\pi} \left[ (J + (H_1 I - J H) R_H (\lambda, \varepsilon)) P_{ac}^\infty (H) x, R_{H_1} (\lambda, -\varepsilon) J R_H (\lambda, \varepsilon) P_{ac}^\infty (H) y \right]
\]
\[
= \lim_{\varepsilon \to 0} \frac{\varepsilon}{\pi} \left[ (J + (H_1 I - J H) R_H (\lambda, \varepsilon)) P_{ac}^\infty (H) x, R_H (\lambda, -\varepsilon) J^* J R_H (\lambda, \varepsilon) P_{ac}^\infty (H) x, P_{ac}^\infty (H) y \right] \text{ a.e. } \lambda \in \mathbb{R}.
\]

Hence, applying the definition of $\mathcal{U}_\pm (H_1, H; J)$, we have
\[
\mathcal{U}_\pm (H_1, H; J) x, \mathcal{U}_\pm (H_1, H; J) y
\]
\[
= \int_{-\infty}^{\infty} \lim_{\varepsilon \to 0} \frac{\varepsilon}{\pi} \left[ R_H (\lambda, -\varepsilon) J^* J R_H (\lambda, \varepsilon) P_{ac}^\infty (H) x, P_{ac}^\infty (H) y \right]
\]
\[
= \{ \mathcal{U}_\pm (H, H; J^* J) x, y \}.
\]

It implies that
\[
\mathcal{U}_\pm^* (H_1, H; J) \mathcal{U}_\pm (H_1, H; J) = \mathcal{U}_\pm (H, H; J^* J).
\]

**Remark 3.12** According to Theorem 3.8, if $\tilde{W}_\pm (H_1, H; J)$ and $\tilde{W}_\pm (H, H; J^* J)$ both exist, then the condition of Lemma 3.11 guarantee that $\mathcal{U}_\pm (H_1, H; J) = W_\pm (H_1, H; J)$ in $\mathcal{M}$.

### 3.3 The Kato–Rosenblum theorem in $\mathcal{M}$

In the rest of this paper, we assume that $\mathcal{M} \subseteq \mathcal{B}(\mathcal{H})$ is a countable decomposable properly infinite semifinite von Neumann algebra with a faithful normal tracial weight $\tau$. The results below involve noncommutative $L^p$-spaces associated to $\mathcal{M}$, so we refer the reader to [12] for more details about it.

**Remark 3.13** For a separable Hilbert space $\mathcal{H}$, we denote by $H_\pm^2 (\mathcal{H})$ the class of functions with values on $\mathcal{H}$, holomorphic on the upper (lower) half-plane and such...
that

$$\sup_{\varepsilon > 0} \int_{\mathbb{R}} \| u (\lambda \pm i \varepsilon) \|^2 d\lambda < +\infty.$$  

Then by the result in Sect. I of Chapter V in [14], we know that the radial limit exists almost everywhere, i.e., \( \lim_{\varepsilon \to 0} u (\lambda \pm i \varepsilon) \) exists a.e. \( \lambda \in \mathbb{R} \).

**Lemma 3.14** Let \( H \in \mathcal{A}(\mathcal{M}) \) be a self-adjoint operator and \( A \in L^2(\mathcal{M}, \tau) \cap \mathcal{M} \). Then

$$s.o.t.- \lim_{\varepsilon \to 0} A R_H (\lambda \pm i \varepsilon) P_{ac}^\infty (H)$$

and

$$s.o.t.- \lim_{\varepsilon \to 0} A \delta_H (\lambda, \varepsilon) P_{ac}^\infty (H)$$

exist in the strong operator topology a.e. \( \lambda \in \mathbb{R} \).

**Proof** By Remark 3.2, and Theorem 2.1, we get

$$\sup_{\| x \| = 1} \frac{1}{2\pi} \int_{\mathbb{R}} \left\| P \omega_n (H) e^{-i t H} x \right\|^2 dt = \sup_{\Lambda \subseteq \mathbb{R}} \left\| P \omega_n (H) E_H (\Lambda) \omega_n (H) P \right\| \leq \frac{n}{(2\pi)^2}.$$  

Hence by (2.5), we have

$$\sup_{\| x \| = 1} \frac{1}{2\pi} \int_{\mathbb{R}} \left\| P \omega_n (H) e^{-i t H} x \right\|^2 dt$$

$$= \frac{1}{(2\pi)^2} \sup_{\| x \| = 1, \varepsilon > 0} \int_{\mathbb{R}} \left( \| P \omega_n (H) H (\lambda \pm i \varepsilon) x \|^2 \right) d\lambda \leq \frac{n}{(2\pi)^2}.$$  

From Lemma 2.1.1 in [8], there is a sequence \( \{ x_m \}_{m \in \mathbb{N}} \) of \( H \) such that

$$\| A \|^2 = \tau (A^* A) = \sum \langle A^* A x_m, x_m \rangle$$

and

$$\vee \{ A' x_m : A' \in \mathcal{M}' \text{ and } m \in \mathbb{N} \}$$

is dense where \( \mathcal{M}' \) is the commutant of \( \mathcal{M} \). Then, for these \( \{ x_m \}_{m \in \mathbb{N}} \), we have

$$\int_{\mathbb{R}} \left( \| P \omega_n (H) R_H (\lambda \pm i \varepsilon) A x_m \|^2 \right) d\lambda \leq n \| A x_m \|^2 \leq n \| A \|^2.$$  
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for $P \in \mathcal{P}_{a.c}^\infty (H)$. We further note that for every $A \in \mathcal{L}^2 (\mathcal{M}, \tau) \cap \mathcal{M}$,

$$\int_{\mathbb{R}} \| P \omega_n (H) R_H (\lambda \pm i \varepsilon) A x_m \|_2^2 \, d\lambda = \int_{\mathbb{R}} \sum_m \| P \omega_n (H) R_H (\lambda \pm i \varepsilon) A x_m \|_2^2 \, d\lambda$$

$$= \sum_m \int_{\mathbb{R}} \| P \omega_n (H) R_H (\lambda \pm i \varepsilon) A x_m \|_2^2 \, d\lambda$$

$$\leq n \sum_m \| A x_m \|^2 \leq n \| A \|^2_2 .$$

Combining it with the equality

$$\| X \|^2_2 = \tau (X^* X) = \tau (XX^*) = \| X^* \|^2_2$$

for every $X \in \mathcal{M}$,

we get the following inequality

$$\int_{\mathbb{R}} \| A R_H (\lambda \pm i \varepsilon) \omega_n (H) P x_m \|_2^2 \, d\lambda \leq \int_{\mathbb{R}} \| A R_H (\lambda \pm i \varepsilon) \omega_n (H) P \|_2^2 \, d\lambda$$

$$= \int_{\mathbb{R}} \| P \omega_n (H) R_H (\lambda \mp i \varepsilon) A \|_2^2 \, d\lambda$$

$$\leq n \| A \|^2_2 .$$

It implies that the vector-valued function $A R_H (\lambda \pm i \varepsilon) \omega_n (H) P x_m$ belongs to the Hardy classes $H^2_\pm (\mathcal{H})$ in the upper and lower half planes. By Remark 3.13, the radial limit values of functions in $H^2_\pm (\mathcal{H})$ exist a.e. $\lambda \in \mathbb{R}$, therefore

$$\lim_{\varepsilon \to 0} A R_H (\lambda \pm i \varepsilon) \omega_n (H) P x_m$$

exists a.e. $\lambda \in \mathbb{R}$ for every $x_m$.

Since the linear span of the set $\{ A' x_m : A' \in \mathcal{M}' \text{ and } m \in \mathbb{N} \}$ is dense in $\mathcal{H}$, we have

$$\lim_{\varepsilon \to 0} A R_H (\lambda \pm i \varepsilon) \omega_n (H) P A' x_m = A' \lim_{\varepsilon \to 0} A R_H (\lambda \pm i \varepsilon) \omega_n (H) P x_m$$

and then this indicates that

$$\text{s.o.t.-} \lim_{\varepsilon \to 0} A R_H (\lambda \pm i \varepsilon) \omega_n (H) P$$

exists in the strong operator topology. From the fact that $\omega_n (H) \to I$ ($n \to \infty$) in Lemma 3.1, we can conclude that

$$\text{s.o.t.-} \lim_{\varepsilon \to 0} A R_H (\lambda \pm i \varepsilon) P$$

exists for $A \in \mathcal{L}^2 (\mathcal{M}, \tau) \cap \mathcal{M}$ and $P \in \mathcal{P}_{a.c}^\infty (H)$.

Since $P_{a.c}^\infty (H) = \vee \{ P : P \in \mathcal{P}_{a.c}^\infty (H) \}$, we conclude that

$$\text{s.o.t.-} \lim_{\varepsilon \to 0} A R_H (\lambda \pm i \varepsilon) P_{a.c}^\infty (H)$$

exists for $A \in \mathcal{L}^2 (\mathcal{M}, \tau) \cap \mathcal{M}$. 

\[\Box\]
Note that $\delta_H(\lambda, \varepsilon) = \frac{1}{2\pi i} \left[ R_H(\lambda + i\varepsilon) - R_H(\lambda - i\varepsilon) \right]$, so we can conclude that

$$
\lim_{\varepsilon \to 0} A\delta_H(\lambda, \varepsilon) P_{ac}^\infty(H)x = \frac{1}{2\pi i} \left( \lim_{\varepsilon \to 0} AR_H(\lambda + i\varepsilon) P_{ac}^\infty(H)x - \lim_{\varepsilon \to 0} AR_H(\lambda - i\varepsilon) P_{ac}^\infty(H)x \right)
$$

eexists for $A \in L^2(M, \tau) \cap M$. The proof is completed.

**Remark 3.15** By Lemma 2.1.6 in [7], we know that $\mathcal{L}^p(M, \tau) \cap M$ is a two-sided ideal of $M$ for $1 \leq p < \infty$.

**Theorem 3.16** Let $H, H_1 \in \mathcal{A}(M)$ be a pair of self-adjoint operators and $J$ be an operator in $M$ with $J\mathcal{D}(H) \subseteq \mathcal{D}(H_1)$. Assume $H_1J - JH \in \mathcal{L}^1(M, \tau) \cap M$. Then $U_\pm(H_1; J)$ and $U_\pm(H, H; J^*J)$ both exist and

$$
U_\pm^*(H_1, H; J)U_\pm(H_1, H; J) = U_\pm(H, H; J^*J).
$$

**Proof** Let $G = |H_1J - JH|^{1/2} \in L^2(M, \tau) \cap M$ and $G_1^* = V|H_1J - JH|^{1/2} \in L^2(M, \tau) \cap M$ for some partial isometry $V$ in $M$. Then the proof is completed by Lemmas 3.14 and 3.11.

According to Remark 3.12, the next task is to show that $\tilde{W}_\pm(H_1; H; J)$ and $\tilde{W}_\pm(H, H; J^*J)$ both exist.

**Lemma 3.17** (Lemma 2.5.1 in [8]) Let $H, H_1 \in \mathcal{A}(M)$ be a pair of self-adjoint operators, $J$ be an operator in $M$ with $J\mathcal{D}(H) \subseteq \mathcal{D}(H_1)$ and $H_1J - JH \in \mathcal{M}$. Let $W_J(t) = e^{itH_1}Je^{-itH}$, for $t \in \mathbb{R}$. Then, for all $x \in \mathcal{H}$ and $s, w \in \mathbb{R}$, the mapping $t \mapsto e^{itH_1}(H_1J - JH)e^{-itH}x$ from $[s, w]$ into $\mathcal{H}$ is Bochner integrable with

$$
(W_J(w) - W_J(s))x = i \int_s^w e^{itH_1}(H_1J - JH)e^{-itH}xdt.
$$

**Lemma 3.18** Let $H \in \mathcal{A}(M)$ be a self-adjoint operator and $G$ be an operator in $M$. Then, there is a linear manifold $\mathcal{D}$ in $\mathcal{H}_{ac}^\infty(H)$ with $\overline{\mathcal{D}} = \mathcal{H}_{ac}^\infty(H)$ such that

$$
\int_{-\infty}^{\infty} \|Ge^{-itH}y\|^2 dt < \infty, \quad y \in \mathcal{D}.
$$

**Proof** For any $x \in \mathcal{H}_{ac}^\infty(H)$, by (2.3), we have

$$
\lim_{\varepsilon \to 0} \langle G\delta_H(\lambda, \varepsilon)x, h \rangle = \frac{d}{d\lambda}\langle GE_H(\lambda)x, h \rangle \quad \text{a.e. } \lambda \in \mathbb{R} \quad \text{for any } h \in \mathcal{H}.
$$

Let $F_x(\lambda) \in \mathcal{H}$ be the weak limit of $G\delta_H(\lambda, \varepsilon)x$, i.e. $\lim_{\varepsilon \to 0} \langle G\delta_H(\lambda, \varepsilon)x, h \rangle = \langle F_x(\lambda), h \rangle$ a.e. $\lambda \in \mathbb{R}$ for every $h \in \mathcal{H}$. We set

$$
X_{N,n}(x) = \{ \lambda : |\lambda| \leq n, \|F_x(\lambda)\| \leq N \}$$
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and $\mathcal{D}$ to be the set of linear combinations of all elements of the form $y = E \left( X_{N,n} \right) x$ for $x \in \mathcal{H}^\infty_{ac} (H)$ and $n, N \in \mathbb{N}$. Since for $x \in \mathcal{H}^\infty_{ac} (H)$ and $n, N \in \mathbb{N}$,

$$E \left( X_{N,n} \right) x = E \left( X_{N,n} \right) P^\infty_{ac} (H) x = P^\infty_{ac} (H) E \left( X_{N,n} \right) x$$

by Remark 2.4, we have $\mathcal{D} \subset \mathcal{H}^\infty_{ac} (H)$. Note

$$\lim_{N \to \infty} \left| (-n, n) \setminus X_{N,n} \right| = 0,$$

then $x$ can be approximated by the elements $E \left( X_{N,n} \right) x$ for $x \in \mathcal{H}^\infty_{ac} (H)$. Hence $\mathcal{D} = \mathcal{H}^\infty_{ac} (H)$.

Let $\{e_j\}_{j \in \mathbb{Z}}$ be an orthonormal basis in $\mathcal{H}$. Since for $x, y \in \mathcal{H}$,

$$\langle e^{-itH} x, y \rangle = \int_{-\infty}^{\infty} e^{-i\lambda t} d \langle E_H (\lambda) x, y \rangle,$$

we have for $y = E \left( X_{N,n} \right) x$

$$s \left( Ge^{-itH} y, e_j \right) = \int_{\mathbb{R}} e^{-i\lambda t} d \left[ GE_H (\lambda) y, e_j \right] = \int_{X_{N,n}(x)} e^{-i\lambda t} \frac{d \langle GE_H (\lambda) y, e_j \rangle}{d \lambda} d \lambda = \int_{X_{N,n}(x)} e^{-i\lambda t} \langle F_y (\lambda), e_j \rangle d \lambda.$$

Then, by the Parseval equality, for each $j \in \mathbb{Z}$

$$\int_{\mathbb{R}} \left| \langle Ge^{-itH} y, e_j \rangle \right|^2 dt = 2\pi \int_{X_{N,n}(x)} \left| \langle F_y (\lambda), e_j \rangle \right|^2 d \lambda.$$

Hence,

$$\int_{\mathbb{R}} \left\| Ge^{-itH} y \right\|^2 dt = 2\pi \int_{X_{N,n}(x)} \left\| F_y (\lambda) \right\|^2 d \lambda \leq 4\pi N^2 n.$$

Therefore we have

$$\int_{-\infty}^{\infty} \left\| Ge^{-itH} y \right\|^2 dt < \infty, \text{ for } y \in \mathcal{D}.$$

**Theorem 3.19** Let the operators $H, H_1 \in A (\mathcal{M})$ be a pair of self-adjoint operators and $J$ be an operator in $\mathcal{M}$ with $\mathcal{D} (H) \subseteq \mathcal{D} (H_1)$. If $H_1 J - J H \in \mathcal{M}$, then the generalized weak wave operator $\tilde{W}_{\pm} (H_1, H; J)$ exists.
Proof Let \( W_J(t) = e^{itH_1} J e^{-itH} \) for \( t \in \mathbb{R} \) and \( H_1 - JH = G^* G \) for \( G_1 \) and \( G \) in \( \mathcal{M} \). Then, by Lemmas 3.17 and 3.18, there are linear spaces \( \mathcal{D} \subseteq \mathcal{H}_{ac}^\infty (H) \) and \( \mathcal{D}_1 \subseteq \mathcal{H}_{ac}^\infty (H_1) \) with \( \mathcal{D} = \mathcal{H}_{ac}^\infty (H) \) and \( \mathcal{D}_1 = \mathcal{H}_{ac}^\infty (H_1) \) such that for \( x \in \mathcal{D} \) and \( y \in \mathcal{D}_1 \)

\[
\| (W_J(t) - W_J(s)) x , y \| = \left| \int_s^w \left(e^{itH_1} (H_1 J - JH) e^{-itH} x , y \right) dt \right| \\
\leq \int_s^w \left| \left(G e^{-itH} x , G_1 e^{-itH_1} y \right) \right| d\lambda \\
\leq \left( \int_s^w \| G e^{-itH} x \|^2 dt \cdot \int_s^t \| G_1 e^{-itH_1} y \|^2 dt \right)^{1/2}
\]

and

\[
\int_s^w \| G e^{-itH} x \|^2 dt \to 0, \quad \int_s^w \| G_1 e^{-itH_1} y \|^2 dt \to 0
\]

as \( s, w \to \pm \infty \). Hence

\[
\lim_{t \to \pm \infty} \langle W_J(t) x , y \rangle = \lim_{t \to \pm \infty} \left( W_J(t) P_{ac}^\infty (H) x , P_{ac}^\infty (H_1) y \right)
\]

exists for \( x \in \mathcal{D} \) and \( y \in \mathcal{D}_1 \). Since \( \mathcal{D} = \mathcal{H}_{ac}^\infty (H) \) and \( \mathcal{D}_1 = \mathcal{H}_{ac}^\infty (H_1) \), we have

\[
\lim_{t \to \pm \infty} \left( P_{ac}^\infty (H_1) W_J(t) P_{ac}^\infty (H) x , y \right)
\]

exists for any \( x, y \in \mathcal{H} \). Therefore, \( \tilde{W}_{\pm} (H_1, H; J) \) exists.

Corollary 3.20 Let the operators \( H, H_1 \in \mathcal{A}(\mathcal{M}) \) be a pair of self-adjoint operators and \( J \) be an operator in \( \mathcal{M} \) with \( J' \mathcal{D} (H) \subseteq \mathcal{D} (H_1) \). If \( H_1 J - JH \in \mathcal{M} \), then the generalized weak wave operator \( \tilde{W}_{\pm} = \tilde{W}_{\pm} (H, H; J^* J) \) exists.

Proof Since

\[
H J^* J - J^* JH = J^* (H_1 J - JH) - \left(J^* H_1 - H J^* \right) J \in \mathcal{M},
\]

we have \( \tilde{W}_{\pm} = \tilde{W}_{\pm} (H, H; J^* J) \) exists by Theorem 3.19.

Next result is the Kato–Rosenblum Theorem in a semifinite von Neumann algebra \( \mathcal{M} \) which was first proved in [8] by a time-dependent approach. One of the main purpose of this article is to obtain this result by applying the stationary scattering theory. Now, we are ready to show it here.

© Birkhäuser
Theorem 3.21 (Theorem 5.2.5 in [8]) Let $H, H_1 \in \mathcal{A}(\mathcal{M})$ be a pair of self-adjoint operators. Assume $H_1 - H \in L^1(\mathcal{M}, \tau) \cap \mathcal{M}$, then

$$W_\pm \triangleq W_\pm(H_1, H) \text{ exists in } \mathcal{M}.$$  
Moreover, $W_\pm^* W_\pm = P_{ac}^\infty(H)$, $W_\pm W_\pm^* = P_{ac}^\infty(H_1)$ and $W_\pm H W_\pm^* = H_1 P_{ac}^\infty(H_1)$.

**Proof** Combining Theorem 3.19, Corollary 3.20 and Theorems 3.16 and 3.8, we know that $W_\pm(H_1, H)$ and $W_\pm(H, H_1)$ both exist. By Theorem 2.6, we have

$$W_\pm^* W_\pm = W_\pm^*(H_1, H) W_\pm(H_1, H) = P_{ac}^\infty(H)$$
and

$$W_\pm^*(H, H_1) W_\pm(H, H_1) = P_{ac}^\infty(H_1).$$

Since $H_1 - H \in \mathcal{M}$, we have $\tilde{W}_\pm(H_1, H)$ and $\tilde{W}_\pm(H, H_1)$ both exist and

$$W_\pm^* = W_\pm^*(H_1, H) = \tilde{W}_\pm^*(H_1, H) = \tilde{W}_\pm(H, H_1) = W_\pm(H, H_1);$$
$$W_\pm^*(H, H_1) = \tilde{W}_\pm^*(H, H_1) = \tilde{W}_\pm(H_1, H) = W_\pm(H_1, H) = W_\pm$$

by equality (3.2). Thus,

$$W_\pm^* W_\pm = P_{ac}^\infty(H), \ W_\pm W_\pm^* = P_{ac}^\infty(H_1).$$

Meanwhile, by (2.6),

$$W_\pm H W_\pm^* = H_1 W_\pm W_\pm^* = H_1 P_{ac}^\infty(H_1).$$

So the proof is completed.

**Remark 3.22** For a self-adjoint $H \in \mathcal{M}$, if there is a $H$-smooth operator in $\mathcal{M}$, then $H$ is not a sum of a diagonal operator in $\mathcal{M}$ and an operator in $\mathcal{M} \cap L^1(\mathcal{M}, \tau)$ by Theorems 3.21 and 3.3.
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