Performance Comparison of Different Machine Learning Algorithms on the Prediction of Wind Turbine Power Generation
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Abstract—Over the past decade, wind energy has gained more attention in the world. However, owing to its indirectness and volatility properties, wind power penetration has increased the difficulty and complexity in dispatching and planning of electric power systems. Therefore, it is needed to make the high-precision wind power prediction in order to balance the electrical power. For this purpose, in this study, the prediction performance of linear regression, k-nearest neighbor regression and decision tree regression algorithms is compared in detail. k-nearest neighbor regression algorithm provides lower coefficient of determination values, while decision tree regression algorithm produces lower mean absolute error values. In addition, the meteorological parameters of wind speed, wind direction, barometric pressure and air temperature are evaluated in terms of their importance on the wind power parameter. The biggest importance factor is achieved by wind speed parameter. In consequence, many useful assessments are made for wind power predictions.
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I. INTRODUCTION

People have been using fossil fuel-based energy supports for many years. However, population and energy requirements have also been increased, continuously. At this point, the limitations of fossil fuel reserves and their environmental damages have encouraged the people to find the alternative energy resources, such as solar, wind, hydroelectric, geothermal, biomass, hydrogen, wave, etc. [1-3]. Accordingly, researchers have been working about the effective and efficient usage of these resources. The assessment of renewable energy potential, development of new control techniques for electrical machines and usage of special control algorithms for power electronic devices are some of the main researches in this field [4-6]. Especially, many studies have been conducted in the literature in order to predict the wind turbine power generation.

Liu et al. combined Gaussian process regression and multiple imputation approaches, and handled wind power prediction with the missing values [7]. Ouyang et al. detected wind power ramp events with the Markov switching auto regression model and corrected the prediction residual of physical models [8]. Naik et al. hybridized variational mode decomposition and low rank multi-kernel ridge regression, and constructed the effective prediction intervals for wind power [9]. He et al. predicted the probability density based on quantile regression neural network and kernel density function, and quantified the uncertainties in wind power generation [10]. Dowell et al. modelled the location parameter of logit-normal distribution as a sparse vector autoregressive process and improved the probabilistic prediction skill of wind power [11]. Wang et al. optimized the adaptive robust multi-kernel regression using variational Bayesian methods and obtained the deterministic and probabilistic prediction of wind power, simultaneously [12]. Hu et al. developed a support vector regression model based on the Gaussian noise with heteroscedasticity and showed the effectiveness of the developed model in wind power prediction [13]. Tampikulsakul et al. proposed a weighted version of least squares support vector regression for wind power systems and modelled the wind turbine response as a function of weather variables, efficiently [14]. Xiyun et al. used the Bootstrap quantile regression and found the upper and lower limits of the confidence intervals of wind power intervals [15]. Qureshi et al. utilized deep neural networks as base-regressors and a meta-regressor along with transfer learning, and smoothed out the rapid transients in wind power prediction behavior [16]. Demollia et al. also compared least absolute shrinkage selector operator, k-nearest neighbor, extreme gradient boost, random forest and support vector regression algorithms for the prediction of wind power values. The accuracy values were found to be satisfying for different locations [17].

In this study, the performance of three machine learning algorithms called linear regression, k-nearest neighbor regression and decision tree regression is compared for the prediction of wind turbine power generation. In the prediction phase, the meteorological parameters of wind speed, wind direction, barometric pressure and air temperature are utilized, and their importance factors on the wind power parameter are also revealed. As a result of overall analyses made in this study, wind power predictions are obtained in an accurate manner.
II. METHODOLOGY

Machine learning is a field of computer science, which allows one to interpret a dataset, to derive a meaning from it, and then to use the revealed knowledge in the problem required to be solved. In other words, machine learning is a method of programming a computer to optimize any given performance criterion using an example dataset or experience [18]. In this study, three machine learning algorithms called linear regression, k-nearest neighbor regression and decision tree regression are used to predict the wind turbine power generation.

A. Linear Regression

In linear regression, it is assumed that a linear system defines the relationship between the dependent variable \( y \) and \( p \)-length regressors \( x \) for a given dataset \( \{y_i, x_{i1}, x_{i2}, \ldots, x_{ip}\}_{i=1}^{n} \) with \( n \) statistical units [19]. The mathematical representation of multiple linear regression can be written as follows, where \( \beta_0 \) is the intercept, \( \beta_1, \beta_2, \ldots, \beta_p \) are the slopes and \( \epsilon_i \) is the residual (error).

\[
y_i = \beta_0 + \beta_1 x_{i1} + \beta_2 x_{i2} + \cdots + \beta_p x_{ip} + \epsilon_i
\]

B. k-Nearest Neighbor Regression

k-nearest neighbor algorithm is a non-parametric pattern recognition method, which can be used for both classification and regression. This algorithm depends on calculating the distance values and determining the nearest neighbors for a given data point [20]. In k-nearest neighbor regression, it is allowed to estimate continuous variables. Its process steps are given below:

1. Compute the distance between a selected sample and other samples
2. Make an order of samples considering the computed distances.
3. Based on the root mean squared error calculated, find an optimal number of k nearest neighbors utilizing cross validation.
4. Find the inverse distance weighted average value by using the k-nearest-neighbors.

C. Decision Tree Regression

Generally, a decision tree may be defined as a data structure which implements a hierarchical divide-and-conquer method. Except from its top element, each element of a decision tree has a parent element [21]. This method is also an efficient non-parametric approach to be used both for regression and classification. An example of a decision tree is shown in Figure 1.

For node \( m \), \( X_m \) is a subset of \( X \) which reached node \( m \). So, it is basically the set of all \( x \in X \) which satisfies all of the conditions in the decision nodes on its path from the root to node \( m \). It can be defined as below:

\[
b_m(x) = \begin{cases} 1 & \text{if } x \in X_m \text{ and reaches a specific node } m \\ 0 & \text{otherwise} \end{cases}
\]

D. Error Measures

Mean absolute error (MAE) and coefficient of determination \( (R^2) \) measures are employed for comparing the prediction performance of linear, k-nearest neighbor and decision tree regressors in this study. These error measures are expressed as below, where \( y_j \) and \( \hat{y}_j \) are the actual response and predicted response of observation \( j \) and \( \hat{y} \) is the mean value of all actual responses [23, 24].

\[
MAE = \frac{1}{n} \sum_{j=1}^{n} |y_j - \hat{y}_j|
\]

\[
R^2 = \frac{\sum_{j=1}^{n}(\hat{y}_j - \bar{y})^2}{\sum_{j=1}^{n}(y_j - \bar{y})^2}
\]

III. RESULTS AND DISCUSSION

The dataset used in this study was obtained from [25]. It includes 4464 data points for wind speed (m/s), wind direction (°), barometric pressure (hPa), air temperature (°C) and wind power (kW) parameters recorded at 10-min intervals. The total dataset was divided into different parts in order to use them in training and testing steps. The statistical properties of the total dataset are also presented in Table I.

TABLE I. THE STATISTICAL PROPERTIES OF THE TOTAL DATASET

| Features                  | Air Temperature | Barometric Pressure | Wind Direction | Wind Speed | Wind Power |
|---------------------------|-----------------|--------------------|----------------|------------|------------|
| Mean Value                | 3.9397          | 1019.464           | 243.1054       | 8.6540     | 666.60     |
| Standard Deviation        | 2.0408          | 13.0539            | 55.1089        | 4.2409     | 716.68     |
| Minimum Value             | -5.29           | 979.79             | 100.67         | 0.32       | 2.24       |
| Maximum Value             | 10              | 1035.72            | 359.78         | 21.07      | 2033.12    |

The scatter plot of all features in the total dataset is illustrated in Figure 2. This scatter plot helps to deduct the correlation between each parameter. The diagonal and non-diagonals of this matrix also respectively show the variances of five random variables and the covariance between random variables. From this figure, it can be said that there is a positive correlation between wind speed and wind power features. The prediction results of linear, k-nearest neighbor and decision tree regressors are depicted in Figure 3 for a random day.
Fig. 2. The scatter plot of all features in the total dataset

Fig. 3. The wind power prediction results of linear regression, $k$-nearest neighbor regression and decision tree regression
As seen in Figure 3, the wind power values predicted by linear regression, k-nearest neighbor regression and decision tree regression algorithms have good agreement with the observed ones. In addition to this figure, the statistical fit of actual and predicted wind power values in terms of coefficient of determination measure is shown in Figure 4 for the total test data.

Fig. 4. The statistical fits of linear, k-nearest neighbor and decision tree regression models

The accuracy validations of the mentioned machine learning algorithms have been estimated by the k-fold cross validation procedure. It should be noted that the value of k has been chosen as 10. In this procedure, the input dataset is split into two parts as training data and testing data. 80% of all data samples are used as the training data, while the other remaining 20% of total dataset are utilized as the testing data. The accuracy values of the dependent variable of wind power in terms of each validation case are presented in Table II for the employed three regression algorithms.

As a result of the prediction process, mean absolute error and coefficient of determination values are listed in Table III, while the importance factors of the utilized meteorological features are provided in Table IV. In case of examining Tables III and IV in detail, on the one hand, in terms of the coefficient of determination results, k-nearest neighbor regression outperforms the other two regression models with achieving the $R^2$ of 0.94. On the other hand, in terms of the mean absolute error results, decision tree regression surpasses the other two regression models with accomplishing the MAE of 59.49 kW. Linear regression produces the worst prediction results with causing the MAE of 165.46 kW and $R^2$ of 0.88. In addition, among all of the utilized meteorological factors, wind speed parameter shows the biggest importance factor with the value of 0.8486.

### Table II. The accuracy values of k-fold cross validation method

| $k$ | Linear Regression | k-Nearest Neighbor Regression | Decision Tree Regression |
|-----|-------------------|-------------------------------|--------------------------|
| 0   | 0.8696            | 0.8778                        | 0.8993                   |
| 1   | 0.9092            | 0.9358                        | 0.9191                   |
| 2   | 0.8861            | 0.9262                        | 0.8806                   |
| 3   | 0.9127            | 0.9023                        | 0.8905                   |
| 4   | 0.8486            | 0.9043                        | 0.9036                   |
| 5   | 0.8461            | 0.9539                        | 0.9578                   |
| 6   | 0.9113            | 0.8968                        | 0.8764                   |
| 7   | 0.8876            | 0.9104                        | 0.9299                   |
| 8   | 0.9077            | 0.9140                        | 0.8862                   |
| 9   | 0.8668            | 0.9494                        | 0.9326                   |
| Average | 0.8846            | 0.9171                        | 0.9076                   |

### Table III. Error results of the employed machine learning algorithms

| Algorithm                  | Error Results | $R^2$ |
|----------------------------|---------------|-------|
| Linear Regression          | 165.46        | 0.88  |
| k-Nearest Neighbor Regression | 93.13        | 0.94  |
| Decision Tree Regression   | 59.49         | 0.91  |

### Table IV. Importance factors of the utilized meteorological features

| Meteorological Features    | Importance Factors |
|----------------------------|--------------------|
| Air Temperature            | 0.0207             |
| Barometric Pressure        | 0.0806             |
| Wind Direction             | 0.0501             |
| Wind Speed                 | 0.8486             |

### IV. Conclusions

In this study, on the one hand, linear regression, k-nearest neighbor regression and decision tree regression algorithms are employed for comparing their prediction performance on the wind turbine power generation. In terms of the error measures of mean absolute error and coefficient of determination, k-nearest neighbor regression and decision tree regression algorithms provide better prediction performance than linear regression algorithm. On the other hand, wind speed, wind direction, barometric pressure and air temperature parameters are considered as the meteorological parameters affecting the wind turbine power generation. In terms of the importance factor achieved, wind speed parameter shows more promising
impact than barometric pressure, wind direction and air temperature parameters. In future studies, more machine learning algorithms and more meteorological parameters should be taken into account for deeper analyses.
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