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Abstract—We present a novel reinforcement learning (RL) based task allocation and decentralized navigation algorithm for mobile robots in warehouse environments. Our approach is designed for scenarios in which multiple robots are used to perform various pick up and delivery tasks. We consider the problem of joint decentralized task allocation and navigation and present a two level approach to solve it. At the higher level, we solve the task allocation by formulating it in terms of Markov Decision Processes and choosing the appropriate rewards to minimize the Total Travel Delay (TTD). At the lower level, we use a decentralized navigation scheme based on ORCA that enables each robot to perform these tasks in an independent manner, and avoid collisions with other robots and dynamic obstacles. We combine these lower and upper levels by defining rewards for the higher level as the feedback from the lower level navigation algorithm. We perform extensive evaluation in complex warehouse layouts with large number of agents and highlight the benefits over state-of-the-art algorithms based on myopic pickup distance minimization and regret-based task selection. We observe improvement up to 14% in terms of task completion time and up-to 40% improvement in terms of computing collision-free trajectories for the robots.

I. INTRODUCTION

Multiple robots are ubiquitous and are used to perform various tasks in different applications such as planetary exploration [1], search and rescue missions [2], and automated manufacturing [3]. Recently, there has been considerable interest in using robots for warehouse automation. These environments are based on large-scale fulfillment centers that organize inventory using several movable pods. The pods get transported by a team of robots to different picking stations, where each item gets picked by a human operator [4], [5].

A key issue is designing a multi-robot decision making system that can improve the overall throughput and result in safe navigation of robots. The overall problem consists of two challenges for each robot: task allocation and navigation. The problem is challenging because these two parts are coupled with each other. The task allocation controls the starting and destination of the navigation part, and the navigation part decides the next tasks to be allocated. As large numbers of robots are deployed, another key challenge is collision-free path computation. Not only does each robot needs to avoid collisions with static obstacles and other moving robots in the scene, but it must also avoid any dynamic obstacles or humans moving in the environment.

In the existing literature, the problems of multi robot task allocation and multi robot navigation are assumed to be decoupled and solved separately [6]. The tasks are typically allocated based on greedy and auction based approaches [7], [8]. The navigation paths can be computed via different centralized or decentralized algorithm [9]–[14]. In centralized navigation systems [11], [12], [15], [16], a single controller plans the path of all agents and instructs the agent in real time during execution. Agents, also need to provide feedback to the central controller in real time. This approach is regarded as more stable, provides better guarantees in terms of reaching the goal, avoids deadlock, and can handle narrow passages in the environment. However, a centralized system requires major investment in terms of a central control system, a communication system and a highly accurate navigation system. Furthermore, it creates a bottleneck [17]. A failure in terms of centralized computation could lead to complete system failure or small errors or miscommunication can lead to accidents, since the robots cannot make independent collision-free navigation decisions. Furthermore, these centralized techniques may not be able to handle unstructured environments with human co-workers or unknown obstacles. Some of the MAPF methods used in such warehouses generate piece-wise linear paths that involve “stop and turn” maneuvers, and this may not work well for non-holonomic agents [18].

In this work, our goal is to develop efficient methods that can utilize decentralized navigation schemes [10], as they can handle dynamic obstacles and unknown environments. These decentralized methods can scale to a large number of agents without using a centralized controller and perform local navigation to compute collision-free trajectories. Furthermore, they can be used for robots with car-like or non-holonomic constraints [19], [20]. Moreover, we would like to treat these two problems of task allocation and navigation as part of an overall coupled warehouse automation system [21] to improve the overall efficiency in terms of task completion time and navigation metrics.

Main Results: We present a novel and coupled solution for multi-robot task allocation and decentralized navigation (DC-MRTA). In our coupled task-allocation formulation, tasks are allocated to the agents simultaneously during navigation. We use a reinforcement learning (RL)-based strategy that can be combined with state-of-the-art decentralized MAPF methods [10]. Our goal is to assign tasks in a manner that the total time taken to do nothing called total travel time (TTD) is minimized. It also further improves the (makespan). Our approach is general and does not make any assumptions about the environment or the number of robots or the tasks. The main novel results include:
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We propose a novel two level approach for the problem of joint decentralized task allocation and navigation in warehouse environments. We formulate the problem of decentralized multi-robot task allocation as a Markov Decision Processes and use a reinforcement learning (RL) based strategy to solve it, which can be combined with any decentralized navigation method.

We present a novel coupled architecture to solve the problem in a warehouse environment. Our architecture can handle variable number of robots and tasks, which is particularly important in decentralized navigation settings.

The rewards for the high level RL method are defined based on the feedback from the low-level navigation algorithm. In particular, we use total travel delay (TTD), which is generated from the decentralized navigation algorithm, as a reward to train the policy for task allocation. The trained policy can be easily combined with other decentralized methods like ORCA.

We perform extensive evaluations and compare against the state-of-the-art greedy baselines myopic pickup distance minimization (MPDM) and regret-based task-selection (RBTS). We test performance on different warehouse layouts with varying number of robots and show an improvement of up to 14% in terms of task completion time for 500 tasks. Our scales well with the number of agents and can handle thousands of agents. For dense scenarios, our approach also reduces the number of inter-agent collisions by 40%.

II. RELATED WORK

A. Multi-Robot Decentralized Navigation

Multi-robot navigation is a widely researched topic in robotics and related areas that involves the computation of collision-free paths for robots in a multi-agent setting. Centralized and decentralized methods are two categories of navigation algorithms that differ based on the decision-making entity and available knowledge of its environment.

Our approach is based on decentralized planners, where the agents use the knowledge of their local environment to make independent navigation decisions. The agent’s local information includes the position (and velocity) and the dimension information of their neighbors. Velocity Obstacles (VO) [22] presents an influential class of decentralized algorithms that compute a set of velocities that could result in a collision. RVO [23] improve upon VO by accounting for the agent’s reactive behavior, thus reducing oscillations in trajectories. RVO was further posed as a linear convex optimization in ORCA [10] and extended to different agent dynamics [24], [25]. Buffered Voronoi Cell (BVC) [26] constructs retracted Voronoi cells to limit the agent’s local motion to free space. In contrast to VO-based methods, BVC only uses the position information of its neighbors. Decentralized methods can be scaled to large number of agents, however it is difficult to guarantee optimality or deadlock-free navigation especially in obstacle rich environments or narrow passages. More recently, RL-based methods [27]–[29] can also be used to improve the collision avoidance performance and compute shorter time to goal. Our approach is general and can be combined with any of these decentralized schemes.

B. Multi-Robot Task Allocation (MRTA)

MRTA involves the optimal assignment of robots to tasks. It is a variant of the multiple Traveling Salesman Problem (mTSP), which is known to be NP-hard to solve optimally [30], [31]. Extensive surveys are available in [32]–[34]. Warehouse task allocation is studied as integer linear program in [5]. In [35], an optimal task allocation algorithm is proposed for heterogeneous agents. These methods, optimisation based, assume all agents are available at once for optimal matching.

Thus are two widely used approaches for solving these problems: (1) market-based approaches and (2) optimization-based approaches for different environments [36]. Auction-based approaches [37] (CBBA, CBAA), which are part of market-based approaches, have also been proposed for decentralized task allocation. These algorithms use local information to assign tasks and consensus to improve global objective. Variants of CBBA have been proposed [38] like deep-RL based communication aware variants [39] for environments with limited bandwidth. We use one regret based auction method in our baseline comparisons.

There is some work [40]–[42] on decentralized task-allocation and navigation. [40] is a RL based method coupled with navigation but does not show scalability. [41] proposes a decentralised task-robot matching method based on bipartite graph. It performs task-clustering followed by maximal matching for task allocation. Overall its performance is about 7–28% of the optimal cost obtained using centralized schemes. These decentralised methods have not been tested along with decentralised navigation algorithms, complex environments and large number of robots and tasks.

III. BACKGROUND AND PROBLEM FORMULATION

In this section, we give an overview of our problem of task allocation and navigation in complex, warehouse environments.

A. Decentralized Multi-Robot Task Allocation and Navigation

We consider a group of \( n \) holonomic, disk shaped robots operating in an environment \( W \subseteq \mathbb{R}^2 \). For any agent \( A_i \), its geometry is represented by \( A_i \). The agent’s position is given by \( p_i \), and we consider our agents to be velocity \((v_i)\) controlled. Agents within a defined sensing radius of agent \( i \) are considered its neighbors, and are represented by the set \( N_i \). We formulate a decentralized navigation problem where each robot makes independent decision to perform these tasks and avoid collisions with other agents and static/dynamic obstacles using the local environment knowledge. We assume each agent \( A_i \) knows its neighbors’ positions, where neighbors are agents located within a certain radius of \( A_i \). This information can be obtained using perception or communication modules. Overall, Agent \( A_i \)
local knowledge includes \( p_j, v_j, j \in N_i \). Similarly, it has a representation of all the obstacles in the environment. We use the standard A* method to compute a path for each agent that avoids collisions with all the static obstacles.

A task is represented by a tuple \((o_i, d_i)\) which includes the origin \( o_i \) and destination \( d_i \) locations in the environment. The goal is to allocate a task to available agent \( i \) effectively. After the task assignment, the agent’s goal is set as \( G_i = \{o_i, d_i\} \), as it represents the pickup and drop location. This is an important difference here from the standard decentralized navigation problems where there is no dependence of goal on another task allocation module. Instead, the time taken by the navigation algorithm to compute a path also affects the performance of the task allocation scheme.

B. Metrics

Our goal is to design a scheme where we consider single-task robots which execute only a single task at any given time. We assume that all the tasks are single robot tasks and task assignment is instantaneous, where the task is instantaneously allocated at each decision timestep. Our approach is designed in terms of a sequential-lifelong solution, where new tasks are continuously generated and task is allocated to a robot as soon as it becomes available. We would like to maximize the sum of utilities over time, that is, assign tasks at each instant in such a way that the total time taken to execute a specific number of tasks (makespan) as well as (TTD) is minimized. TTD is defined as the time taken to travel from the current location of the robot \( p_i \) to the starting location of the allocated task \( o_i \).

Given a specific task, our next step is to navigate the robot from their current position \( p_i \) to \( o_i \) and then to \( d_i \), while remaining collision-free. At any timestep, an agent \( A_i \) is said to be collision-free provided its geometry \( (A_i) \) does not overlap with its neighbors or static or dynamic obstacles. Assuming \( m \) obstacles in the environment, their geometries can be represented by \( O_j, j = 1, 2, ..., m \). The agent sequentially reaches the goals in the goal set \( (G) \) while avoiding collisions. That is, at each time step the agent moves towards its immediate goal \((g_i \in G_i = \{o_i, d_i\})\). Our goal is to design navigation methods that tend to reduce or eliminate any collisions.

\[
\min ||g_i - p_i|| \\
A_i \cap A_j = \emptyset, \quad \forall j \in N_i \\
A_i \cap O_j = \emptyset, \quad \forall j \in \{1, 2, ..., m\}.
\] (1)

On reaching the destination location \((d_i)\), the task is considered to be complete and the agent is once again available to be allocated a task. We note that in problem (1), the objective \( ||g_i - p_i|| \) is not fixed and depends upon the task allocation. Therefore, jointly solving the problem for optimal \( g_i \) at each \( i \), and then designing robot trajectories is difficult in practice.

IV. DC-MRTA: OUR TWO LEVEL COUPLED APPROACH

In this section, we present our approach to solve the joint problem in Equation (1) using a two level scheme. Our proposed solution is summarized in Fig. 1 and Algorithm 1. On the higher level, we design a reinforcement learning based task allocation strategy, and on the lower level, a multi robot decentralized navigation algorithm (ORCA) is used. We describe both the levels next in detail.

A. Lower level: Decentralized Navigation

We first consider the case when \( g_i \) fixed. We consider simple navigation schemes based on A* and also use Optimal Reciprocal Collision Avoidance (ORCA) algorithm to move the robot to that goal location with no inter-agent collisions.
The specification of $g_i$ actually comes from the higher level task allocation algorithm. Given $n$ homogeneous, disk-shaped agents with position $p_i$, velocity $v_i$, and radius $r_i$, ORCA computes a suitable collision-free velocity to drive each agent towards their respective goal location $g_i$, while avoiding collisions with other obstacles and agents.

For any two agents $i, j$, the $VO^t_{ij}$ is a set of relative velocities that can lead to collision within the time horizon $t$. Geometrically, it is represented by

$$VO^t_{ij} = \{v | t \in [0, \tau], tv \in D(p_j - p_i, r_i + r_j)\}, \quad (2)$$

where $D(p, \tau)$ represents a disk with center $p$ and radius $\tau$. Assuming the agent uses the velocities $v_i^{opt}$ and $v_j^{opt}$, the agents are collision bound if $v_i^{opt} - v_j^{opt} \in VO^t_{ij}$. Let $u$ be the closest point on the boundary of $VO^t_{ij}$. Then, $u$ provides the minimum change in relative velocity to avoid collision. Taking $u$ as the outward normal at $(v_i^{opt} - v_j^{opt}) + u$, the set of collision-free velocities for agent $i$ can be represented geometrically as a half-plane, given by

$$ORCA^*_{ij} = \{v | (v_i^{opt} + \frac{1}{2} u) \cdot n \geq 0\}.$$

A suitable velocity is chosen from the set $ORCA^*_{ij}$ by minimizing the distance with $v_i^{pref}$ which is the agent’s preferred velocity directed towards the goal.

ORCA uses these conservative constraints to provide collision avoidance guarantees [10]. For each neighboring agent, the ORCA constraint is represented as a half-plane (Equation 2). If there is a feasible solution to the linear programming formulation, that provides a sufficient condition. However, there may be no feasible solution, especially if there are dense scenarios with a large number of agents in close proximity or narrow passages. In other words, scenarios with high level of congestion can result in possible collisions. Our goal is to design a task-assignment scheme such that it tends to minimize congestion. As a result, we need to develop methods that can:

- The task allocation procedure needs to choose appropriate task positions, $(d_i)$, for a robot such that it is not in close proximity to the other agents or result in congested scenarios. Another goal is to avoid deadlock scenarios where some agents can block other scenarios or multiple agents are in narrow passages.

- The decentralized navigation scheme uses local information for collision avoidance with the agents and obstacles. The underlying scheme used to modify the velocity of each agent to avoid collisions is used to design the appropriate reward functions for our RL methods.

B. Higher Level: RL based Task Allocation

The problem of multi-robot task allocation is mainly solved via optimization methods in the existing literature [43]. Such methods won’t work in our setting because we are working with decentralized navigation schemes and account for the criteria highlighted above. Since robots behave independently in the warehouse environment, they become available at different time instances. This makes it hard to solve with existing optimization based approaches, especially if we also take into account the constraints of the navigation scheme. Additionally, the number of robots and tasks is also not fixed a priori which further makes the problem more challenging. To address these issues, we formulate the problem as a reinforcement learning based task allocation in warehouse environments. The RL formulation is non-trivial because it requires defining a Markov Decision Process (MDP) which includes the design of state spaces, action spaces, and rewards etc. We proceed next to describe this MDP in detail.

An MDP here is defined by a tuple $\mathcal{M} := (S, A, R, P, \gamma)$, where state space $S$, action space $A$, and $R(s, a)$ denotes the reward. Here $P$ describes the transition probability matrix where $P_a(s, s')$ is the probability of transition to state $s'$ from state $s \in S$ after taking action $a \in A$. In MDP, $\gamma \in (0, 1)$ denotes the discount factor. To solve the problem, we need to explicitly define the terms in MDP $\mathcal{M}$. We denote time instance as $t \in \mathbb{N}$, $M$ as number of robots given by $\mathcal{R} = \{1, 2, \cdots, M\}$. The task allocation flow is described as follows.

After the task allocation at $t$, we remove the allocated task from the queue and a new task is added. Since we are looking at the joint task allocation and navigation problem, we assume for tractability that only one robot is available at any instance $t$. We take one step further from $t$ to $t+1$ as soon as a robot becomes available. Next, we define in detail the state space $S$, action space $A$, and reward $R$ for the warehouse environment.

State: Each task $i \in \mathcal{P}$ is mathematically represented by a tuple $(o_i, d_i, k_i, l_i)$, where $o_i$ is the origin of the task, $d_i$ is the destination, $k_i$ denotes the distance between the selected robot’s current position to $o_i$, and $l_i$ is the length (distance between $o_i$ and $d_i$) of the task. Each robot $j \in \mathcal{R}$ is also represented by a tuple $(p_j, r_j)$, where $p_j$ is position $(X - Y)$ coordinates in the 2D map and $r_j$ is the time left to complete the allocated task (i.e., the task completion time). Let $s_{sel}$ denotes the available robot for task allocation. Then, the state $s$ encapsulates the robots’ positions, their task completion times, and the task list $\mathcal{P}$, which consists of tuples $(o_i, d_i, k_i, l_i)$ for all the tasks and the selected robot $s_{sel}$. Collectively, we write the state $s := \{(p_j, r_j)_{\forall j \in \mathcal{R}}, (o_i, d_i, k_i, l_i)_{\forall i \in \mathcal{P}, s_{sel}}\}$ and the collection of all possible states $s$ constitutes the state space $S$.

Action: An action $a$ in the environment is used to select which task to execute from the list of $N$ available tasks in the queue. We define a policy $\pi : S \rightarrow D(A)$ (here $D$ denotes the set of possible distributions defined over $A$) which takes the current state as input and outputs a distribution across the all possible actions $a \in A$. Note that in our formulation, $A$ constitutes the list of all available tasks from which we need to select a particular task for the selected robot $s_{sel}$. During the training time, we select the action $a \sim \pi(\cdot | s)$ where $\pi(\cdot | s)$ is the probability distribution across the tasks. During the test time, we select the action in a deterministic manner by choosing a task to accomplish with maximum
probability in $\pi(\cdot \mid s)$. Further, it is important to choose the specific policy architecture for our approach. In the literature, common choices for policy is to define a deep neural network (DNN) \cite{44} denoted as $\pi_\theta(\cdot \mid s)$, where $\theta$ corresponds to neural network weights. The design of policy architecture is important because it actually defines the space of policies over which we search for the optimal actions. One could try a simple NN architecture where we pass all the available robot information (locations, availability) to the network and train it. But unfortunately, such simple designs doesn’t result in convergence and also not scalable with respect to number of robots and tasks. Hence, we carefully designed the architecture using attention based mechanisms \cite{45} to make sure that policy network supports variable number of robots and tasks.

C. Coupling via Reward Design

Designing the reward signal for any RL problem is the most crucial part. This is because the reward function decides the behavior of the policy we are interested in. We could design the reward in multiple ways which would eventually decide whether there is any coupling between the lower level (navigation) and higher level (task allocation). One simple way to design a reward for the task allocation would be to just consider 0/1 reward (reward is zero if the task is accomplished, otherwise 1). This reward makes sense, but it completely decouples the task allocation from navigation algorithm trajectories. For instance, this reward would be agnostic to any collision which occurs during the robot navigation, as highlighted in Section IV(A).

In our approach, we use a more intelligent way to design rewards called \textit{coupled rewards}, which utilizes information from navigation algorithm to design efficient task allocation policy. For instance, we define our reward as

$$\text{reward} = -1 \left(\text{Time}(o_i, p_i)\right),$$

where $p_i$ is the current location of the robot, and $(\text{Time}(o_i, p_i))$ evaluates the time a robot takes to travel from $p_i$ to $o_i$. This is also known as Total Travel Delay (TTD) and we are interested in minimizing it. This is evaluated by navigating the robot in the environment via a lower level decentralized navigation algorithm and hence creates a coupling between lower and upper levels.

\textbf{State-Transitions:} At current state $s_t$, we have a task list in queue $\mathcal{P}$ and one available robot (say $i \in \mathcal{R}$). At this state, we take action $a_t$ according to a policy $\pi(\cdot \mid s_t)$ that decides which task would be allocated to the free robot. The selected task is removed from the list, new task gets added to the list, and the robot becomes unavailable. Our algorithm will wait until next robot becomes available which would mark our new state $s_{t+1}$. Note that the state transitions do not happen at regular time intervals here.

V. IMPLEMENTATION AND RESULTS

In this section, we describe the implementation of our network architecture and analyze its performance in different settings by varying the number of robots, task generation schemes, layouts and navigation schemes. During training, we have used two different planning or navigation techniques to compute the reward: \textit{direct navigation} and $A^*$. In the direct navigation approach, the Euclidean distance between the robot position and task origin is used to evaluate the cost at each instant $t$. Our $A^*$ navigation scheme takes into account the static obstacles in a scene and computes collision-free paths for the agents. As mentioned earlier Sec. IV(C), the negative of this calculated cost is defined as the reward in the environment and it also serves as a heuristic to reduce congestion.

A. $A^*+$ORCA-Decentralized Navigation

Our task allocation runs on model trained only on $A^*$ for a specific layout as that accounts for the static obstacles and uses that information to choose the appropriate rewards. During testing, we also evaluated our method using a combination of $A^*$ and ORCA decentralised navigation algorithms along with \textit{direct navigation} and $A^*$ navigation algorithms. In this case, the ORCA formulation tries to avoid collisions between the moving agents. In order to travel through static obstacles, we need a global navigation algorithm which can generate trajectory points between start and goal points. We use single agent $A^*$ \cite{9} to find the shortest path between two locations that avoids the obstacles. That path is used as the initial guidance (or preferred velocity) for ORCA agent. It is modified to avoid collisions with other agents or dynamic obstacles.

The default parameters used in our implementation are radius is 1.5 unit, time-step is 0.25 seconds, max velocity is 2 units/sec.

B. Baselines

We compare our algorithm, DC-MRTA, with minimum pickup distance minimization (MPDM) and regret based task

\begin{algorithm}
\caption{Decentralised Task-Allocation and Navigation}
\label{alg:DecentralisedTaskAllocation}
\begin{algorithmic}
\State Let $s := \{(p_j, r_j)\}_{i \in \mathcal{R}}, (o_i, d_i, k_i, l_i)_{i \in \mathcal{P}, j \in \mathcal{R}}$ be current state of the system.
\State Each robot $j \in \mathcal{R}$ is executing a task $(o_j, d_j)$.
\State Robot’s current position is denoted as $p_j$.
\State Let time be $t$.
\While {True}
\State Update $p_j$ for all $j \in \mathcal{R}$ by unit amount using ORCA.
\State $t \leftarrow t + 1$
\If {Any $p_j == d_j$}
\State $j_{\text{sel}} \leftarrow j$
\State $(o_{j_{\text{sel}}}, d_{j_{\text{sel}}}) \leftarrow \text{MRTA}(j_{\text{sel}}, s)$
\EndIf
\EndWhile
\Function {MRTA}{$j_{\text{sel}}, s$}
\State RL-policy takes state $s$ as input and selects a task $i \in \mathcal{P}$ as action.
\State $(o_{j_{\text{sel}}}, d_{j_{\text{sel}}}) \leftarrow (o_i, d_i)$
\State \Return $(o_{j_{\text{sel}}}, d_{j_{\text{sel}}})$
\EndFunction
\end{algorithmic}
\end{algorithm}
selection (RBTS) as our baselines. Both these baselines are used in prior literature.

1) **MPDM**: algorithm chooses the task that is closest to the robot. It is optimal if there is only one robot in the system and the task utility equals the distance of the robot to the task start position [46]. MPDM is the one of the widely used baseline model used for comparison in the literature for decoupled task allocation and navigation [6].

2) **RBTS**: We use a modified version of RBTS used in [21]. It is inspired from [47], [48]. For every task in the list, find the distance to the closest robot. Subtract the distance of the selected robot to each of these tasks with the previous quantity. Choose the task with the maximum value (i.e., the maximum regret).

For all our benchmarks, we run the test on a fixed task set by fixing the seed of the random number generator and report TTD values for them. We train our model on the Nvidia GeForce RTX 2080Ti GPU with 11GB of memory, for 5 different environments and batch size of 32. We run the training for 4 million iterations, which takes around 12 hours with our A* navigation algorithm. The network architecture is large and GPU usage during training is usually less than 5-10%. Next, we describe the different experimental settings and results.

![Layouts](image)

Fig. 2: We highlight five different warehouse environment’s layout which we consider for evaluation. They have many obstacles (shown in white) and narrow gaps between them. Many simple task allocation and navigation methods do not work well, when we consider a large number of agents.

### VI. Evaluation

**A. Experimental Setting**

We generate tasks randomly in the environment using a designated method as explained below. We further explain the layout generation in detail, which we use for testing the proposed algorithm.

**Task and Layout Generation**: To the best of our knowledge, real data sets are not available for the problem of multi-robot task allocation and navigation. Mostly in literature, a synthetic procedure is used to generate data and then test the proposed algorithms [49]. In this work, we utilize the designated method for task generation (see [49] for further details on this method). The idea is to define different regions for pickup and delivery tasks and then generate random samples from them [50], [51]. For the layout generation, the authors in [49] describes publically available warehouse layouts generated through Asprilo. Asprilo is an open source framework used to simulate automated warehouse scenarios [49]. We generate different layouts with varying the level of compactness for a specific size (see Fig. 2).

**B. Simple Navigation Schemes**

We highlight the results in Table I for direct navigation and A* navigation, respectively. We use the layouts as shown in Fig 2 for this evaluation. In this setting, training and testing is performed on the same navigation algorithm i.e. direct and A*.

**C. Navigation with Multi-Agent Collision Avoidance**

We evaluate the performance of DC-MRTA on all the layouts in Fig. 2 and compare the performance for 10 and 100 robots summarized in II. We train on A* navigation algorithm and test on A*+ORCA (explained in section V-A). The task queue length is 10 for all cases. As shown in Table II, DC-MRTA outperforms greedy (MPDM) as well as regret-based (RBTS) baselines for all layouts and navigation scenarios. We also see that for 100 agents improvement is lesser as compared to 10 agents. This is because crowding situation occurs more with 100 agents and our decentralised navigation scheme has to spend time to avoid obstacles. Thus it deviates from the time duration taught during training. But still it performs better than our baselines. We show visualisation of unallocated tasks left after 42.5 seconds for our method and MPDM baseline in Fig. 3.

| Layout | Robot No. | MPDM | RBTS | DC-MRTA | % Imp. MPDM | % Imp. RBTS |
|--------|-----------|------|------|---------|-------------|-------------|
| Direct | 10        | 7285.2 | 7820 | 6988.3  | 4.13        | 10.08       |
| Layout A | 100   | 12151.5 | 12048 | 11420.1 | 6.01        | 5.21        |
|          | 100   | 6208 | 6204 | 6106 | 1.85 | 1.85 |
| Layout B | 10   | 6856 | 7195 | 6616 | 2.11 | 8.04 |
|          | 100  | 9589 | 6351 | 5732 | 4.29 | 9.74 |
| Layout C | 10   | 6784 | 7009 | 7112 | 1.81 | 6.91 |
|          | 100  | 5992 | 6204 | 5804 | 1.13 | 6.44 |
| Layout D | 10   | 7511 | 7684 | 7403 | 1.43 | 3.40 |
|          | 100  | 5117 | 5417 | 5117 | 0.74 | 1.38 |
| Layout E | 10   | 6248 | 6157 | 6085 | 2.66 | 1.17 |
|          | 100  | 5087 | 5644 | 5774 | 1.06 | 11.38 |

**TABLE I**: TTD time for 500 tasks in seconds. We assume the robot moves 1 unit in 1 sec. We show results for Direct navigation scheme, which assumes no obstacles, and for A* navigation scheme on various layouts of grid size 60 × 60. Our method based on RL and decentralized navigation results in improving the overall performance (task completion time) over prior methods by 10.7%.

| Layout | Robot No. | MPDM | RBTS | DC-MRTA | % Imp. MPDM | % Imp. RBTS |
|--------|-----------|------|------|---------|-------------|-------------|
| Direct | 10        | 6255 | 5622 | 5285 | 14.77 |
| Layout A | 100   | 10949 | 10494 | 9646 | 3.70 |
|          | 100   | 10616 | 10099 | 9039 | 5.36 |
| Layout B | 10   | 5969 | 6526 | 5562 | 6.82 | 14.77 |
|          | 100  | 10710 | 10357 | 8878 | 1.06 | 1.06 |
| Layout C | 10   | 6056 | 6661 | 6084 | 7.34 | 8.66 |
|          | 100  | 9766 | 9618 | 9350 | 2.43 | 0.21 |
| Layout D | 10   | 5710 | 5805 | 5642 | 0.67 | 3.49 |
|          | 100  | 6990 | 8924 | 8085 | 4.02 | 3.54 |
| Layout E | 10   | 2983 | 2882 | 3538 | 7.44 | 5.37 |
|          | 100  | 11224 | 10810 | 10523 | 7.14 | 5.58 |

**TABLE II**: TTD time for 500 tasks with 100 robots and 100 tasks (in seconds) for 100 robots for A*+ORCA navigation scheme, respectively. The RL model is trained on only A* navigation scheme for various layouts and tested on A*+ORCA. We observe up to 14% improvement in the total time using our approach.
We present a novel approach for the problem of joint task allocation and decentralized multi-robot navigation in a complex warehouse environment. We propose a novel two-level coupled approach, where lower level collision-free decentralized navigation is combined with high level RL-based task allocation. The reward functions for the RL method are defined based on the feedback from the navigation method. We have evaluated our method on complex environments and obtained up to 14% improvement over prior methods in terms of task completion time. Our RL model can be combined with any decentralized method, and we highlight its benefits in terms of collision avoidance using ORCA.

Our approach has some limitations. The decentralized schemes may not always result in optimal trajectories, or collision-free paths. Our formulation of coupled rewards can be further improved based on other feedback that takes into account agent density and congestion. Our approach is limited to homogeneous agents with simple dynamics and assumes that all agents have precise information about the obstacles in the scene. These are many avenues for future work. We would like to evaluate other reward functions that can help reduce the congestion or challenging configurations at runtime. We would like to further evaluate the performance, where the layout changes or there are dynamic, human-like obstacles. Another interesting future line of work we aim to explore is limited communication. This means that the agents in decentralised systems even though cannot communicate with the central server, it can communicate with other surrounding agents. They will then take actions in coordination with the neighboring agents.

VII. Conclusion, Limitations, and Future Work

We present a novel approach for the problem of joint task allocation and decentralized multi-robot navigation in a complex warehouse environment. We propose a novel two-level coupled approach, where lower level collision-free decentralized navigation is combined with high level RL-based task allocation. The reward functions for the RL method are defined based on the feedback from the navigation method. We have evaluated our method on complex environments and obtained up to 14% improvement over prior methods in terms of task completion time. Our RL model can be combined with any decentralized method, and we highlight its benefits in terms of collision avoidance using ORCA.

Our approach has some limitations. The decentralized schemes may not always result in optimal trajectories, or collision-free paths. Our formulation of coupled rewards can be further improved based on other feedback that takes into account agent density and congestion. Our approach is limited to homogeneous agents with simple dynamics and assumes that all agents have precise information about the obstacles in the scene. These are many avenues for future work. We would like to evaluate other reward functions that can help reduce the congestion or challenging configurations at runtime. We would like to further evaluate the performance, where the layout changes or there are dynamic, human-like obstacles. Another interesting future line of work we aim to explore is limited communication. This means that the agents in decentralised systems even though cannot communicate with the central server, it can communicate with other surrounding agents. They will then take actions in coordination with the neighboring agents.
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