Internal oligo(dT) priming in bulk and single cell RNA sequencing
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Significant advances in RNA sequencing have been recently made possible by the use of oligo(dT) primers for simultaneous mRNA enrichment and reverse transcription priming. The associated increase in efficiency has enabled more economical bulk RNA sequencing methods as well as the advent of high throughput single cell RNA sequencing, now already one of the most widely adopted new methods in the study of transcriptomics. However, the effects of off-target oligo(dT) priming on gene expression quantification have not been fully appreciated. In the present study, we describe the extent, the possible causes, and the consequences of internal oligo(dT) priming across multiple publicly available datasets obtained from a variety of bulk and single cell RNA sequencing platforms. In order to explore and address this issue, we developed a computational algorithm for identification of sequencing read alignments that likely resulted from internal oligo(dT) priming and their subsequent removal from the data. Directly comparing filtered datasets to those obtained by an alternative method reveals significant improvements in gene expression measurement. Finally, we infer a list of genes whose expression quantification is most likely to be affected by internal oligo(dT) priming.
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Introduction

Next generation sequencing (NGS) of RNA is one of the most commonly used methods to measure gene expression in tissues as well as single cells, yielding readily quantifiable information about the relative levels of protein production as a proxy to cellular activity. However, protein-coding messenger RNA (mRNA) constitutes only a relatively small portion of total RNA, the majority being ribosomal RNA (rRNA) by mass and transfer RNA (tRNA) by number of molecules (1). The RNA subset of interest is therefore usually obtained by either rRNA depletion (negative selection via rRNA-specific probe hybridization) or mRNA enrichment (positive selection via oligo(dT) hybridization to mRNA poly(A) tails; 2). The latter is frequently preferred in studies focusing on protein-coding genes, where specificity for mRNA is desired for higher processing efficiency and reduced sequencing cost (3).

RNA sequencing library preparation then proceeds with cDNA synthesis by supplying reverse transcriptase and short DNA oligo primers annealed to the RNA of interest. This can be achieved through random oligo priming, resulting in relatively unbiased sequencing reads from across the entire length of mRNA (4, 5). Alternatively, oligo(dT) probes may be used directly to prime cDNA synthesis, while also enriching for poly(A) tail containing mRNA in the same step. While the oligo(dT) method tends to yield sequencing reads biased towards the transcripts’ 3’ end, its simultaneous mRNA enrichment and cDNA priming is especially useful for gene expression quantification using very low abundance input RNA, for example from individual cells (6).

For this reason, oligo (dT) priming is employed by virtually all existing high-throughput single cell RNA sequencing (scRNA-seq) methods (e.g. Drop-seq, inDrop, 10X, Sequin well, sci-RNA-seq; 7–11), some of the low-throughput ones (e.g. Smart-seq, CEL-seq; 12, 13), and even some cost-effective bulk RNA sequencing methods (e.g. QuantSeq, TagSeq, 3’ Pool-seq; 14–16). Most of these methods aim to quantify gene expression by counting the number of mRNA molecules that originate from their respective genes using the underlying assumption that oligo(dT) priming only takes place at the 3’-poly(A) tails. The number of priming events is therefore assumed to correspond to the number of original molecules of mRNA before any subsequent PCR amplification takes place. However, this assumption is only correct for transcripts that do not contain additional, internal oligo(dT) priming sites.

While the 3’-terminal poly(A) tails of mRNA are added during post-transcriptional processing of nascent mRNAs, some of the RNA molecules also contain genome-encoded poly(A) sequences (adenine single-nucleotide repeats or A-SNRs). These internal priming sites can lead to “off-target” oligo(dT) hybridization, as reported previously in studies on gene identification, alternative polyadenylation, and scRNA-seq analysis (Figure 1A). Early attempts at gene identification that relied on 3’-terminal priming of entire transcripts often resulted in truncated cDNAs whereby internally hybridized oligo(dT)s initiated cDNA synthesis and simultaneously prevented extension of reverse transcription initiated at a downstream poly(A) tail (17). Through this process, internal priming led to misidentification of the extent of transcripts. Additionally, it has been suggested that internal oligo(dT) priming (onto genome-encoded A-SNRs) may take place more efficiently than terminal priming (onto poly(A) tails). The recommended solution is the use of anchored oligo(dT) primers (i.e., oligo(dT)s with 1-2 nucleotides other than T at their 3’ end), which limits but does not completely prevent internal oligo(dT) priming. Similarly, in studies that focus on alternative polyadenylation, internal oligo(dT) priming may lead to identification of false polyadenylation sites (18, 19). In this context, various rules and methods have been previ-
ously used in downstream data analysis to identify and filter out sequencing read alignments that might have resulted from internal oligo(dT) priming. Examples include identification of the following genomic features adjacent to the 3' end of the alignments, suggestive that the sequencing reads originated from internal oligo(dT) priming: six continuous adenines (As) or more than seven As in a 10 nt window (18), AG-runs of six or more nucleotides or eight or more As or Gs in a 10 nucleotide window (20), eight or more As or high A/T content (27 out of 30 bases; 21), and 12 or more adenines present in an 18 nucleotide window (22). Although these criteria have been used repeatedly in the alternative polyadenylation literature to identify internally primed alignments, they are seemingly arbitrary and their efficacy has not been ostensibly demonstrated. In the context of scRNA-seq, internal oligo(dT) priming has only been previously discussed for the purposes of an analysis termed “RNA velocity” (23). Because A-SNRs are commonly found in introns, oligo(dT) hybridization to these sequences in unspliced pre-mRNA may lead to generation of intronic sequencing reads. Therefore, in RNA velocity, detection of internally primed intronic alignments in scRNA-seq data is used to derive changes in gene expression over time. Additionally, a bias in sequencing data associated with oligo(dT)s hybridizing to genomic poly(A) sequences has been previously reported in the SMART library preparation method (24), which is often used in scRNA-seq to yield complete coverage across transcripts, but the impact on the measured gene expression remains unclear.

To our knowledge, internal oligo(dT) priming to A-SNRs has not been thoroughly characterized nor addressed in the context of gene expression quantification using oligo(dT)-based RNA sequencing. The fact that oligo(dT) primers may spuriously hybridize to one or more internal, genome encoded A-SNRs in addition to the targeted poly(A) tails of mRNA molecules from a given gene could lead to a higher probability or even multiplicity of detection of mRNA molecules that contain these A-SNRs. We therefore reasoned that internal oligo(dT) priming may lead to relative over-inflation of measured mRNA molecule abundance in genes that contain genome-encoded poly(A) sequences, introducing bias in the gene expression data.

We analyzed previously existing publicly available datasets obtained with various bulk and single cell RNA sequencing methods that use oligo(dT) priming to count mRNA molecules and found that all of them exhibited signs of internal priming. We subsequently developed an algorithm to detect genome-encoded A-SNRs as well as the sequencing read alignments that likely resulted from internal oligo(dT) priming at these sites in mRNA. We show that removing these internally primed alignments as an additional data processing step improves the accuracy of gene expression count data. Based on these findings, we ranked human genes by their likelihood to be subject to internal oligo(dT) priming when expressed.

Results
External RNA Controls Consortium (ERCC) spike-in standards exhibit signs of internal oligo(dT) priming
ERCC standards are synthetic RNA molecules with poly(A) tails that are routinely used for baseline measurements and normalization of RNA sequencing data by comparing the known input ERCC concentrations to the sequenced output quantities (25). In order to assess whether oligo(dT)s may be prone to internal priming, we first set out to examine a publicly available dataset by Wu, Schmid, Rib et al. (26), which was enriched with ERCC spike-in standards. This dataset was generated using the QuantSeq 3’ mRNA-Seq library prep kit, which is a bulk RNA sequencing protocol that aims to pinpoint the exact 3’ ends of transcripts by generating antisense reads directly upstream of the oligo(dT) priming event (Figure 1A). We reasoned that if internal priming did occur during the creation of this dataset, we would be able to detect outliers among the ERCC standards whose measured output alignment counts are higher than expected from their input concentrations.

Indeed, by comparing the known input concentrations of the ERCC standards to their respective resulting alignment counts after sequencing, we detected several notable outliers in the data (Figure 1B). After removal of all non-terminal ERCC alignments, which mapped further (i.e. more than 75 basepairs (bps)) upstream than reasonably expected to result from the oligo(dT)s’ priming onto the poly(A) tails, the outliers’ alignment counts moved closer to their expected values and the overall correlation of the input concentrations with the detected output counts increased significantly (Pearson’s r increased from 0.91 to 0.94, p ≈ 0.006; Figure 1C). We examined where the alignments mapped on the ERCC reference sequences and found that a large portion of the ERCC-associated non-terminal alignments mapped directly upstream of internal SNRs of five or more consecutive As (Figure 1D). ERCC spike-in standards therefore may be subject to internal oligo(dT) priming, possibly secondary to oligo(dT)s’ hybridization to A-rich internal sequences on the ERCC standards. Interestingly, Wu, Schmid, Rib et al. did not use the ERCC sequencing data in their final data analyses, citing inconsistent results.

Oligo(dT)-primed RNA sequencing reads are enriched upstream of genome encoded poly(A) sequences
To determine if internal priming might also be detected in experimental RNA sequencing data, we first scanned the human genome for the presence of A-SNRs and quantified their relative abundance by length (Figure 2A; for scanning results of other commonly used reference genomes, see Figure S1), as reported previously (27). Interestingly, the relative frequency of A-SNRs nine or more nucleotides long normalized by their expected frequency increased logarithmically with increasing A-SNR length, suggesting the presence of evolutionary processes that favor long stretches of adenines. Since most RNA sequencing data analyses commonly focus on reads that specifically align to exonic sequences of genes, we also determined the relative distribution of A-SNRs with
Figure 1. Removal of non-terminal ERCC alignments from bulk oligo(dT) priming-based data.

A. A simplified diagram describing the overall steps in oligo(dT)-primed RNA sequencing library preparation and sequencing process. Depending on the sequencing method used, the sequencing takes place either from the 5’ (FWD methods used for mRNA quantification) or the 3’ (REV methods used for polyadenylation site detection) end of the cDNA fragment, resulting in reads in either sense or anti-sense direction, respectively. For that reason, each sequencing read in the REV methods is directly adjacent to the oligo(dT) priming event that gave rise to its cDNA, while in the FWD methods, each sequencing read maps up to about 500 bp (given by the length of the cDNA fragments sequenced) upstream of its priming event.

B. Correlation between log of input ERCC concentrations and log of the respective alignment counts detected using oligo(dT)-primed bulk RNA sequencing; data by Wu, Schmid, Rib et al. (26). ERCCs not detected are not shown. The color scale indicates the proportions of non-terminal reads (more than 75 nt upstream of the poly(A) tail) aligned to each respective ERCC reference. Numbers of the six ERCCs with the highest proportions of non-terminal coverage are annotated.

C. Correlation plot similar to that in B. after the removal of non-terminal alignments, with the same ERCCs annotated.

D. The RNA sequencing coverage tracks of the six ERCCs annotated in B. and C. Per-basepair sequencing coverage is shown in gray with the maximum coverage indicated on the y-axis. In orange, SNRs of five or more consecutive As (including the poly(A) tails, which are synthesized as a part of the ERCCs) in each ERCC reference are highlighted.

We found that while the abundance of A-SNRs was relatively depleted in exons compared to other genomic annotations, exons still contained a considerable proportion of A-SNRs, rendering these sites viable candidates for internal oligo(dT) priming that could potentially result in inflated exonic sequencing read counts.

We therefore measured aggregate exonic RNA sequencing coverage upstream of potential priming events in three datasets, each created using a different library preparation method but all utilizing oligo(dT) priming: a QuantSeq 3’ mRNA-Seq REV dataset by Wu, Schmid, Rib et al. discussed above (“Lexo REV,” bulk RNA sequencing in the anti-sense orientation; 26), a QuantSeq 3’ mRNA-Seq FWD dataset by Ma et al. (“Lexo FWD,” bulk RNA sequencing in the sense orientation; 5), and a 10X Genomics Chromium Single Cell 3’ (v2) dataset by Ding et al. (“10X,” scRNAseq in the sense orientation; 28). First, we measured aggregate exonic RNA sequencing coverage aligned in the vicinity of annotated transcripts’ 3’ ends (terminal coverage) across the respective reference genomes. As expected, we observed an enrichment of sequencing reads directly upstream (Figure 2C) of transcript 3’ ends, originating from terminal oligo(dT) priming onto poly(A) tails of mRNA molecules. Also as expected...
from the differences between the library preparation methods (Figure 1A), alignment enrichment in the Lexo REV dataset was found directly upstream of and adjacent to the transcript 3’ ends (reads being in the anti-sense orientation with respect to the transcript reference), while the enrichment peaks were further upstream in the Lexo FWD and 10X datasets (with reads in the sense orientation). Analogously, we scanned the same datasets for aggregate exonic coverage in the vicinity of exonic SNRs of five or more continuous adenines (internal coverage) across the respective genomes and intriguingly, we also found enrichment directly upstream of these loci and the distances of the enrichment peaks from the A-SNRs mirrored those seen upstream of transcript 3’ ends, as described above (Figure 2D). The most likely explanation for this internal coverage enrichment is that these sequencing reads resulted from oligo(dT)s priming onto the A-SNRs found in the sequenced mRNA molecules. Moreover, the relative enrichment upstream of A-SNRs increased with increasing A-SNR length, suggesting that longer stretches of A-SNRs are more likely to attract oligo(dT) priming (Figure S2).

Removal of internally primed reads improves the accuracy of oligo(dT)-based RNA sequencing data

We next sought to investigate whether removal of internal alignments upstream of A-SNRs may lead to improved accuracy of mRNA counts in oligo(dT)-primed RNA sequencing data. For this purpose, we focused on analysis of publicly available datasets that had been generated using the most common bulk and single cell RNA sequencing library preparation methods for counting of mRNA molecules via oligo(dT) priming and sense-oriented sequencing (QuantSeq FWD bulk dataset by Ma et al. (5), and 10X, CEL-seq2, Drop-Seq, inDrop, and Seq-well single cell datasets by Ding et al. (28)). Each of these datasets also had an associated random oligo-primed bulk RNA sequencing dataset generated from the same biological sample used as a gold standard. Due to the constraints of next generation sequencing, all of these methods are optimized to yield cDNA libraries with fragments of length limited to about 500 bp (e.g., the mean fragment size including adaptors for the QuantSeq libraries is 335-456 bp, with the cDNA insert size being 203-324 bp; 29). In oligo(dT) priming-based methods, the reads that align to the reference genome are sequenced from the 5’ end toward the poly(A) tail in the sense strand (FWD) orientation and are usually less than 100 bp long (Figure 1A).
As a result, these sequencing reads align on the reference genome up to several hundred bps upstream of the original oligo(dT) priming event (either onto a poly(A) tail or an A-SNR), complicating the association of the priming event with the resulting sequencing read alignment. It is notable that this distance gap between the priming event and sequencing read alignment is observed in methods that focus on mRNA quantification; those that instead focus on polyadenylation site detection commonly use antisense-oriented (REV) sequencing reads directly upstream of and adjacent to the oligo(dT) priming event, like in the QuantSeq 3′ mRNA-Seq REV dataset by Wu, Schmid, Rib et al. (26) discussed above. Therefore, in order to identify and remove the sequencing read alignments that likely resulted from internal (A-SNRs) priming in RNA counting FWD library preparation methods, the correct distance of the alignments from their respective priming events (maximal coverage distance) has to be determined.

In addition to the maximal coverage distance, the minimal length of an A-SNR that is sufficient for oligo(dT) priming to occur (minimal A-SNR length) also has to be determined for correct identification of internally primed alignments. Although several different cutoffs have been used in the past for these purposes, none of them had been previously validated (18, 20–22). Finally, as we suspected that A-SNRs may attract oligo(dT) priming even if they contain one or several other bases, we also had to determine the maximal number of mismatches allowed in A-SNRs for internal priming in these library preparation methods.

We therefore developed an algorithm that filters an aligned RNA sequencing dataset given the parameters of maximal coverage distance, minimal A-SNR length, and the maximal number of mismatches allowed. By iteratively applying this filtering algorithm, we then optimized these three parameters separately for each oligo(dT) priming-based dataset studied to maximize its accuracy, i.e. its correlation with a gold standard bulk RNA sequencing dataset (one that uses random oligo priming) obtained from the same biological sample (Figure S3). We found that the optimal parameters as well as the relative increase in correlation differed across the methods but for each of the datasets studied, such combination of filtering parameters could be found that resulted in a statistically significant increase in RNA sequencing accuracy (Figure 3A). Although removal of all non-terminal alignments improved the data accuracy in all non-bulk datasets for at least some values of maximal coverage distance, it is important to note that in all the datasets studied the highest increase in accuracy was observed after specific removal of only those alignments that were associated with A-SNRs. Additionally, there was no correlation between the amount of exonic alignments removed and the resulting accuracy of the dataset (Figure S4). When a proportion of exonic alignments equal to that in the optimally filtered dataset was removed randomly (regardless of their association with A-SNRs), the accuracy of the dataset decreased compared to the baseline before filtering (Figure S4D). These results support the idea that internal priming events from A-SNRs specifically contribute to erroneous sequencing reads and thus decrease the accuracy of gene expression quantification.

The improvement of accuracy was the highest for the single nuclei dataset, where sequencing reads aligned to introns (along with those aligned to exons) were included in gene expression quantification (Figure 3B-G), as is common for single nuclei sequencing datasets (28, 30). As expected from the higher relative abundance of A-SNRs in introns than in exons (Figure 2B), this dataset had the highest proportion of alignments filtered out, removing about 64% of intragenic (exonic and intronic) alignments overall (Table S1), ranging from 38% to 100% per cell (Figure 3F). Interestingly, after filtering, the “Endothelial” cell type was no longer detected in this mouse cortex sample, while one of the two cell clusters previously assigned to the “Inhibitory neuron” cell type was now “Unassigned,” confirming the spatial separation of these two cell clusters in the t-SNE plot as indicative of a difference in cell types (Figure 3G). When we analyzed this dataset considering only exonic alignments (as is common for single cell datasets), the correlation with the associated bulk dataset was significantly higher than with intronic alignments included before filtering (0.710 without, compared to 0.469 with intronic alignments included) and it further increased after optimal filtering (0.753 compared to 0.734, respectively; Figure S5). Inclusion (or lack thereof) of intronic alignments in the analysis of each associated random oligo bulk dataset mirrored that of the oligo(dT) dataset it was compared to. Because introns contain a relatively high abundance of A-SNRs, which are associated with spurious sequencing reads, inclusion of intronic alignments likely further decreases the accuracy of gene expression quantification.

**Linear model ranks genes by the likelihood that their reads result from internal oligo(dT) priming**

Of the methods studied, 10X is currently the most widely used mRNA counting library preparation method, as it is the most user-friendly and it shows most consistency in results among the single cell methods (28). Additionally, its accuracy was the highest at baseline before the filtering and also the minimal A-SNR length for optimal filtering was the highest among the single cell methods tested, resulting in the lowest proportion of alignments removed (Table S1). Therefore, we used this dataset to derive a conservative linear model to predict the proportion of sequencing reads optimally filtered out for each gene as a function of the exonic A-SNRs it contains. Using these predictions, we ranked all genes by the likelihood that their alignments result from internal oligo(dT) priming (Table S2).

The ten genes with the highest predicted probabilities of internal oligo(dT) priming all contain numerous A-SNRs of lengths nine or higher with up to one mismatch (Figure 4). All of these genes were detected as expressed in the 10X single cell dataset, with only a minority of the sequencing reads aligned in the terminal portions of annotated transcripts (i.e. upstream of the transcripts’ 3’ ends), while most of the alignment peaks were found upstream of the genome-encoded A-SNRs mentioned above. This observation strongly suggests that these alignments originated from internal oligo(dT)
priming. Although these data represent sequencing of single cell RNA (as opposed to that from single nuclei, which is expected to contain a higher proportion of intronic sequences) and the gene predictions were made with respect to only exonic A-SNRs, the top ten genes show a considerable amount of intronic coverage as well, in agreement with previous studies (23). Interestingly, cells expressing the highest ranked gene, KCNQ1OT1, have been previously discarded from oligo(dT) priming-based scRNA-seq datasets due to “artifactual” expression of this gene (31). Filtering out internally primed alignments may have obviated the need to discard cells from these scRNA-seq datasets.

**Discussion**

Oligo(dT) priming-based sequencing has revolutionized biology in the recent years by enabling massively parallel sequencing of RNA from individual cells, while also inspiring the emergence of more economical bulk RNA sequencing methods. As next generation sequencing is being grad-
Figure 4. Sequencing coverage of the top 10 genes predicted to be affected by internal oligo(dT) priming.

Genome tracks of each respective gene with the chromosome coordinates (x-axes) shown in the “+” strand orientation. The sense strand of each gene is indicated next to the chromosome number (“Chr#[+/-]”) in the upper right corner of each genome track and in color of the track with light blue signifying the “+” strand (displayed in 5’ → 3’ orientation) and light orange color signifying the “-” strand (displayed in 3’ → 5’ orientation). The thick bars underneath the genome tracks depict the extent of exon annotations collapsed across all transcripts for each respective gene. Per-basepair sequencing coverage is shown in black with the maximum coverage indicated on the y-axis. The locations of genome-encoded SNRs of nine or more adenines with up to one mismatch are indicated by the solid orange vertical lines. The different 3’ ends (polyadenylation sites) for each mRNA transcript variant are indicated by the dashed green vertical lines.

Normally replaced by third generation sequencing, which produces much longer reads without the need for sequence amplification (32), oligo(dT)-primed methods have the distinct advantage of dispensing with the need to sequence the entire RNA molecule, instead focusing solely on mRNA counting to quantify gene expression. In this study, using exclusively previously published publicly accessible datasets, we uncover a heretofore unexplored source of systematic bias in this type of count data, whereby the underlying assumption that the number of cDNA fragments is proportional to the number of mRNA molecules does not hold true for all genes.

Using a dataset with ERCC spike-in control RNA fragments, we show that when non-terminal alignments are removed, the resulting accuracy of the output measurement of known input quantities improves significantly. In the subsequent analysis, we specifically pinpoint internal, genome-encoded A-SNRs as the most likely culprit by showing that there is a significant RNA coverage enrichment upstream of these sequences, and that this enrichment increases with increasing length of these A-SNRs. We then show that in all datasets studied for which a gold standard measurement is available, removal of sequencing read alignments upstream of A-SNRs significantly improves the data accuracy.

Additionally, in all datasets tested, the resulting accuracy after such specific optimized filtering was better than after indiscriminate removal of all non-terminal alignments (i.e., the optimal minimal A-SNR length was always higher than zero, see Methods). This is probably the result of the genome reference transcript annotations to date not yet being fully comprehensive. Because of the still incomplete knowledge of alternative polyadenylation sites across the genome, some of the alignments that are labeled non-terminal may in fact be upstream of an unknown transcript 3’ end and their indiscriminate removal (which does not occur during specific removal of alignments upstream of A-SNRs) can lead to suboptimal data accuracy.

Currently, most oligo(dT)-primed datasets do not have their random oligo-primed counterparts to provide a gold standard measurement. Therefore, in order to correctly filter out internally primed alignments from the data using our...
Datasets used

All datasets used originated from previous publications by authors not associated with this study and are publicly available. For the ERCC spike-in standards analysis, the QuantSeq 3’ mRNA-Seq dataset by Wu, Schmid, Rib et al. (26) was obtained from GEO (Accession GSE116949, using the “Lexogen control diet 1” algorithm without the gold standard dataset, the optimal values of the filtering parameters (minimal A-SNR length, maximal coverage distance) were estimated from the results in this study, ensuring that filtering using our algorithm is beneficial to the filtering process. Similarly, both the 10X and PIMCseq datasets were obtained along with the QuantSeq 3’ mRNA-Seq FWD dataset by Ma et al. (5) (Accession GSE137612). Specifically, the sample (SRA FASTQ file SRR7510916) was selected due to its sequencing coverage and read alignment (33).

Furthermore, all alignments and the output alignment counts were log-transformed using and read alignment (33). Sufficiently, all alignments mapped to the ERCC reference sequences were counted with custom python script except for removal of alignments mapped to genomic ART positions. STAR version 2.2.3r was used for genome indexing and read alignments (33).

Forest studies may be needed to provide additional information about the nature of this phenomenon. For example, in this study, we assumed that internal oligo(dT) priming is most likely to occur on genome-encoded poly(A) sequences with only occasional (up to two mismatches). While it is well established that mismatches between oligo(dT) primers and target RNA sequences may be caused by the protocol-specific differences. Outside of oligo(dT) priming-based RNA sequencing library preparation methods, there may be the best way to measure accuracy from the same sample may be the best way to measure accuracy.
Dmel_Release_6 FlyBase reference (fruit fly; 34), and Os-Nipponbare-Reference-IRGSP-1.0 reference (rice; 35) for genome scanning and assignment of genomic annotations. The genome was scanned for A-SNRs with a custom python script using Biopython v1.74 Bio.SeqIO package (36) and relative (observed/expected) A-SNR frequency was calculated as described by Murray (27). Genomic annotations were extracted using python package gffutils v0.10.1. The proportions of SNRs at each length assigned to their respective genomic annotations were normalized by the total proportion of the genome with this annotation, as follows: genomic regions annotated as "exon" in at least one transcript were considered exonic, the remaining non-exonic genomic regions covered by at least one transcript (annotated as "transcript" in most references, or as "mRNA" in the fruit fly reference) were considered intronic, and the remaining genomic regions were considered intergenic.

Aggregate exonic RNA sequencing coverage
Each of the datasets was processed as described by the authors in the respective original publication; datasets by Ding et al. (28) were always processed using their scumi pipeline to ensure fair comparison between different library preparation methods. Each of the respective reference annotations was scanned for transcript 3’ ends, the reference sequences were scanned for A-SNRs, and the dataset BAM files were used to calculate the surrounding RNA sequencing coverage. Per-base sequencing coverage was subsequently normalized by the expected (mean) per-base coverage across all exons (i.e., total exonic coverage across the entire genome divided by the number of bps annotated as exons in at least one expressed transcript) and divided by the number of potential priming events (transcript 3’ ends or A-SNRs).

Python algorithm to filter out internal oligo(dT)-primed alignments
We designed a custom python algorithm that uses Biopython’s Bio.SeqIO, gffutils, and pysam packages to scan a given reference genome for A-SNRs of given minimal length (the minimal A-SNR length parameter) with a given maximal number of mismatches (the maximal number of mismatches parameter), in order to remove all non-terminal alignments in a given dataset that are found up to a given coverage distance upstream of each A-SNR identified, but not within the same distance of a 3’ end of any annotated transcript (the maximal coverage distance parameter). Specifically, the algorithm does so by carrying out the following sequence of steps:

1. Scan the reference genome annotation (a GTF/GFF file) for all transcripts and save those that have any exonic coverage associated with them in the sequencing dataset (a BAM file).
2. Protect (i.e., remove) the 3’-terminal segments of all covered transcripts up to exonic (i.e., not counting introns) length equal to the maximal coverage distance. Any sequencing reads aligned within these protected segments will be kept in the dataset.
3. Scan the reference genome sequence (a FASTA file) to identify all A-SNRs whose length is equal to or greater than the minimal A-SNR length, with the maximal number of mismatches allowed. No mismatches are allowed in the first or last bp of the A-SNR.
4. Identify internal priming segments up to the maximal coverage distance upstream of these A-SNRs and overlapping non-terminal exonic portions of all covered transcripts.
5. Remove all alignments in the dataset (a BAM file) that overlap with these internal priming segments.

It is also possible to run this algorithm with the option to include the intronic annotations and coverage (as was done in the case of single nuclei RNA sequencing data filtering). When minimal A-SNR length is set to 0 (or "None"), this algorithm removes all non-terminal alignments – i.e., all reads that are not aligned within the segments protected in step 2, regardless of their association with A-SNRs.

Parameter optimization through iterative filtering
Each of the oligo(dT) priming-based datasets studied was processed as described in the respective original publication except for additionally filtering thus generated BAM files, as described below, before further processing the data.

Using the algorithm described in the previous section and varying the three input parameters, we repeatedly filtered each of the oligo(dT) priming-based datasets studied to maximize the correlation with the random oligo priming-based gold standard dataset obtained from the same biological sample (the correlations were calculated as described in the respective original publications). Due to the limitations of the computational resources available, instead of testing all the possible input parameter combinations, we carried out the filtering iteratively, using the set of parameters in the vicinity of those that previously yielded the highest correlation, assuming that the underlying function was generally concave with one global maximum and no local maxima.

We selected a conservative set of starting filtering parameters based on previously used internal priming filtration criteria (see Introduction) as well as our own results (Figure 2C-D), such that the optimal values were expected to be found within the ranges tested, as follows:

Maximal coverage distance: 100, 300, 500, 700, 900
Minimal A-SNR length: 0, 4, 8, 12, 16

The minimal A-SNR length of “0” indicates that all non-terminal alignments were removed, regardless of their association with any A-SNRs. Filtering using all 25 possible combinations of these starting parameter values yielded a 5 × 5 matrix of resulting correlations (Figure S3). The parameter values yielding the highest correlation were then selected to be the central points in the subsequently tested value ranges of these parameters. For example, among the parameters used above, if the highest correlation was found by using the maximal coverage distance of 300 and minimal A-SNR length of 4, the subsequently tested values were:
Maximal coverage distance: 100, 200, 300, 400, 500

Minimal A-SNR length: 0, 2, 4, 6, 8

This process was repeated until maximal resolution was achieved and no further iterations were possible. Such optimization was carried out for sequential values of maximal number of mismatches starting with zero, until no further improvement in correlation was observed.

Ranking genes by their likelihood to exhibit internal oligo(dT) priming

Optimally filtered 10X PBMC1 dataset by Ding et al. (28) was used to rank the genes. We used R package zoib (37) to derive the per-gene dependence of proportion of optimally filtered out alignments on the genes’ A-SNR content and length, using a Bayesian zero-one inflated beta regression model, as follows:

$$E(Y) = \beta_0 + \beta_1 L + \beta_2 S_1 + \beta_3 S_2 + \beta_4 S_3 + \ldots + \beta_5 S_{55}$$

where $$E(Y) \in [0, 1]$$ is the expected proportion of internally primed reads removed by filtering, $$L$$ is the length of the gene in bp, and $$S_N$$ is the number of exonic A-SNRs of length $$N$$ (including up to 1 mismatch) contained in the given gene. Note that not all A-SNR lengths below 55 were represented in the model due to their absence among exonic A-SNRs across the expressed genes used to derive this model. The specific model used was selected as the one that generated the lowest mean squared error (MSE) on out-of-sample data among all tested models. All human genes were subsequently rank-ordered by the resulting $$E(Y)$$ prediction.

Code availability

The python code for the BAM filtering algorithm as well as all other analyses described in this publication is available at https://github.com/MarekSvob/polyAfilter.
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Supplementary Material

Figure S1. The relative frequencies of A-SNRs across various genome references. A-SNR analysis for reference genomes of Mus musculus (A.), Drosophila melanogaster (B.), and Oriza sativa (C.). Left: Log10 of relative (observed/expected) frequency of A-SNRs by length across the entire respective reference. The expected frequency was calculated based on the probability that A-SNRs of given length be found by pure chance. Right: The relative proportion of A-SNRs of each length by their genomic annotations, normalized by the respective proportions of the genome thus annotated. SNR lengths represented by fewer than 10 SNRs were removed. Color legend from A. applies to B. and C. as well. Gray dashed line in each plot represents the expected value.
Figure S2. Sequencing coverage in the vicinity of SNRs by length.
Normalized aggregate stranded exonic RNA sequencing coverage in the vicinity of A-SNRs of five nucleotides or longer, grouped by A-SNR length depicted by the color scale. The starts (5' ends) of all A-SNRs are aligned at “0 bp” in the sense orientation. Sequencing coverage from datasets by Wu, Schmid, Rib et al. (“Lexo REV”, A; 26), Ma et al. (“Lexo FWD”, B; 5), and Ding et al. (“10X”, C; 28) is depicted. In each graph, the gray dashed line represents the expected value if exonic coverage was randomly (evenly) distributed along exons. A-SNR outliers with associated coverage higher than $100 \times$ the expected value and A-SNR lengths represented by fewer than 10 A-SNRs were removed from this data.
Figure S3. An example of parameter optimization through stepwise alignment filtering. Sequential steps in filtering optimization of the PBMC1 10X (v2) dataset by Ding et al. (28), at varying values of minimal A-SNR length and maximal coverage distance, with the maximal number of mismatches equal to one. Each subsequent set of parameters centers around those with the highest correlation(s) obtained at the previous step. Correlations with the associated bulk dataset in each heatmap are indicated by the number and color from the adjacent color scale.
Figure S4. The correlation with bulk vs. the proportion of exonic alignments remaining after filtering.  
A. A 3D surface representation of all the correlations from Figure S3. The dark gray opaque plane with black orthogonal lines indicates the correlation of the original PBMC1 10X (v2) dataset by Ding et al. (28) with the associated bulk dataset before filtering.  
B. A 3D surface representation of the remaining exonic alignment proportions after filtering for each respective combination of minimal A-SNR length and maximal coverage distance values from A., with the value before filtering being equal to one (not shown). In both A. and B., the measured values are indicated as black dots with the surface interpolated in between and the white lines indicate the optimal minimal A-SNR length and maximal coverage distance whose combination yielded the highest correlation value after filtering.  
C. A plot of correlations from A. vs. proportions from B. shows the lack of correlation (line of best fit in solid gray) between the two. Four outliers with proportions of exonic reads lower than 0.85 after filtering were removed. The blue dot represents the original dataset before filtering.  
D. A plot of the remaining exonic alignment proportions vs. resulting correlations after 100 times randomly filtering out the same proportion of exonic alignments as in the optimally filtered dataset (~7.1%; note that the slight variations in the final proportions are caused by varying the seed to initiate the pseudorandom filtering). The dashed gray line indicates the correlation before filtering. In both C. and D., the optimized dataset is represented by the orange dot.
| Method     | Sample                        | Introns Included | Exonic Before Filtering | Intrinsic Before Filtering | Exonic After Filtering | Intrinsic After Filtering |
|------------|-------------------------------|------------------|-------------------------|---------------------------|------------------------|--------------------------|
| QuantSeq   | Mouse liver (bulk)            | No               | 14,058,019 (96.2%)      | 1,562,763 (100.0%)        | 13,527,504 (96.2%)    | 1,562,763 (100.0%)       |
| 10X        | Human PBMC1 (sc)              | No               | 220,587,386 (92.9%)     | 102,312,104 (100.0%)      | 204,927,102 (92.9%)   | 102,312,104 (100.0%)     |
| 10X        | Human PBMC2 (sc)              | No               | 176,044,691 (88.7%)     | 93,636,640 (100.0%)       | 156,127,308 (88.7%)   | 93,636,640 (100.0%)      |
| CEL-Seq2   | Human PBMC1 (sc)              | No               | 173,405,676 (41.8%)     | 432,682,735 (100.0%)      | 72,491,147 (41.8%)    | 432,682,735 (100.0%)     |
| Drop-Seq   | Human PBMC1 (sc)              | No               | 155,733,230 (45.5%)     | 62,564,219 (100.0%)       | 70,809,314 (45.5%)    | 62,564,219 (100.0%)      |
| inDrop     | Human PBMC1 (sc)              | No               | 165,292,779 (79.6%)     | 104,599,750 (100.0%)      | 131,549,685 (79.6%)   | 104,599,750 (100.0%)     |
| Seq-Well   | Human PBMC1 (sc)              | No               | 70,258,471 (34.7%)      | 48,897,396 (100.0%)       | 24,399,738 (34.7%)    | 48,897,396 (100.0%)      |
| 10X        | Mouse Cortex1 (sn)            | Yes              | 121,416,773 (74.1%)     | 133,732,777 (100.0%)      | 89,931,124 (74.1%)    | 133,732,777 (100.0%)     |
| 10X        | Mouse Cortex1 (sn)            | No               | 121,416,773 (77.2%)     | 133,732,777 (100.0%)      | 93,787,604 (77.2%)    | 133,732,777 (100.0%)     |

Table S1. The numbers of intragenic alignments in each dataset’s BAM file before and after optimal filtering. The percentages indicate the proportion of the respective alignment types remaining after filtering.
Figure S5. Optimized filtering of the single nuclei dataset with only exonic alignments included in gene expression quantification.

A. Table of the optimized filtering values for the Mouse Cortex1 single nuclei 10X dataset by Ding et al. (28) when intronic alignments are excluded from gene expression quantification (in both the single nuclei and the associated bulk datasets). Correlation change between before and after optimal filtering visualized on the same x-axis as in Figure 3); *p* < 0.001 for each correlation, as well as for the difference between correlations before and after filtering, adjusted using the Bonferroni correction. Abbreviations used: “Cov Length”: maximal coverage distance; “SNR Length”: minimal A-SNR length; “Mism”: maximal number of mismatches; “Corr”: correlation; “sn”: single nuclei.

B. Correlation of gene expression between the 10X (oligo(dT)) and bulk (random oligos) methods carried out on the same sample (mouse cortex single nuclei).

C. Correlation between the same datasets as in B. after filtering the oligo(dT) dataset using the optimal parameters listed in A. Both B. and C. are 2D histograms sharing the rainbow color scale depicting the density of genes in each region with the line of best fit in gray.

D. Visualization of changes between B. and C., where the regions with fewer and more genes in C. relative to B. are depicted by orange and green, respectively.

E. t-SNE plot of the single nuclei mouse cortex 10X dataset colored by the cell types detected.

F. The same t-SNE plot as in E., colored by the proportion of alignments optimally filtered out from each cell, as per the adjacent color scale.

G. t-SNE plot of the same dataset as in E. and F., after the internally primed alignments have been optimally filtered out. The colors correspond to the same cell types as in E.
| Rank | Gene Name | Gene ID | Score |
|------|-----------|---------|-------|
| 1    | KCNQ1OT1  | ENSG00000269821 | 1.00  |
| 2    | RP3-323A16.1 | ENSG00000279184 | 0.99  |
| 3    | RP3-394A18.1 | ENSG00000279159 | 0.96  |
| 4    | USP8      | ENSG00000138592 | 0.94  |
| 5    | ANKRD12   | ENSG00000101745 | 0.93  |
| 6    | SLC35E3   | ENSG00000175782 | 0.92  |
| 7    | TCF4      | ENSG00000196628 | 0.91  |
| 8    | CELF4     | ENSG00000101489 | 0.90  |
| 9    | RPS6KA5   | ENSG00000100784 | 0.88  |
| 10   | TSIX      | ENSG00000270641 | 0.88  |
| 11   | PCDH9     | ENSG00000184226 | 0.88  |
| 12   | GABPB1-AS1 | ENSG00000244879 | 0.86  |
| 13   | CREB6F    | ENSG00000164463 | 0.85  |
| 14   | PCSK7     | ENSG00000160613 | 0.85  |
| 15   | NFIA      | ENSG00000162599 | 0.85  |
| 16   | SLC16A1-AS1 | ENSG00000226419 | 0.84  |
| 17   | RP4-671O14.7 | ENSG00000280011 | 0.84  |
| 18   | FLRT2     | ENSG00000185070 | 0.84  |
| 19   | CCDC168   | ENSG00000175820 | 0.83  |
| 20   | CYP20A1   | ENSG00000119004 | 0.83  |
| 21   | SRGP1     | ENSG00000196935 | 0.83  |
| 22   | PSG2      | ENSG00000242221 | 0.82  |
| 23   | YIPF4     | ENSG00000119820 | 0.82  |
| 24   | CTA-228A9.4 | ENSG00000279080 | 0.80  |
| 25   | ZNF26     | ENSG00000198393 | 0.80  |
| 26   | TSHZ2     | ENSG00000182463 | 0.80  |
| 27   | LRTM1     | ENSG00000144771 | 0.80  |
| 28   | RP1-17K7.2 | ENSG00000254584 | 0.80  |
| 29   | CADM2     | ENSG00000175161 | 0.80  |
| 30   | AGO3      | ENSG00000126070 | 0.79  |
| 31   | PAAF1     | ENSG00000175575 | 0.79  |
| 32   | ZNF562    | ENSG00000171466 | 0.79  |
| 33   | IGF2BP2   | ENSG00000073792 | 0.79  |
| 34   | TNRC6B    | ENSG00000100354 | 0.78  |
| 35   | ELAVL3    | ENSG00000196361 | 0.77  |
| 36   | ONECUT2   | ENSG00000119547 | 0.77  |
| 37   | RBMS3     | ENSG00000144642 | 0.77  |
| 38   | BCRN1     | ENSG00000236824 | 0.77  |
| 39   | MGAT4C    | ENSG00000182050 | 0.77  |
| 40   | LPP       | ENSG00000145012 | 0.77  |
| 41   | STK3      | ENSG00000104375 | 0.77  |
| 42   | KCNK6     | ENSG00000099337 | 0.77  |
| 43   | FAM133B   | ENSG00000234545 | 0.76  |
| 44   | CEP78     | ENSG00000148019 | 0.76  |
| 45   | PHF20L1   | ENSG00000129292 | 0.76  |
| 46   | PCNXL4    | ENSG00000126773 | 0.76  |
| 47   | AKAP9     | ENSG00000127914 | 0.75  |
| 48   | MOY10     | ENSG00000145555 | 0.74  |
| 49   | MMS22L    | ENSG00000146263 | 0.74  |
| 50   | SLITRK5   | ENSG00000165300 | 0.74  |

**Table S2.** The top 100 human genes whose poly(dT)-based RNA sequencing expression quantification is predicted to be most likely affected by internal priming. The score represents the proportion of exonic alignments predicted by the linear model to originate from internal priming.