Accelerating self-consistent field iterations in Kohn-Sham density functional theory using a low rank approximation of the dielectric matrix
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We present an efficient preconditioning technique for accelerating the fixed point iteration in real-space Kohn-Sham density functional theory (DFT) calculations. The preconditioner uses a low rank approximation of the dielectric matrix (LRDM) based on Gâteaux derivatives of the residual of fixed point iteration along appropriately chosen direction functions. We develop a computationally efficient method to evaluate these Gâteaux derivatives in conjunction with the Chebyshev filtered subspace iteration procedure, an approach widely used in large-scale Kohn-Sham DFT calculations. Further, we propose a variant of LRDM preconditioner based on adaptive accumulation of low-rank approximations from previous SCF iterations, and also extend the LRDM preconditioner to spin-polarized Kohn-Sham DFT calculations. We demonstrate the robustness and efficiency of the LRDM preconditioner against other widely used preconditioners on a range of benchmark systems with sizes ranging from \(~100-1100\) atoms (\(~500-20,000\) electrons). The benchmark systems include various combinations of metal-insulating-semiconducting heterogeneous material systems, nanoparticles with localized d orbitals near the Fermi energy, nanofilm with metal dopants, and magnetic systems. In all benchmark systems, the LRDM preconditioner converges robustly within 20–30 iterations. In contrast, other widely used preconditioners show slow convergence in many cases, as well as divergence of the fixed point iteration in some cases. Finally, we demonstrate the computational efficiency afforded by the LRDM method, with up to \(3.4\times\) reduction in computational cost for the total ground-state calculation compared to other preconditioners.

I. INTRODUCTION

Electronic-structure calculations based on Kohn-Sham density functional theory (KS-DFT) \(^1\,^2\) provide an excellent balance between accuracy and computational efficiency by reducing the many-body Schrödinger problem of interacting electrons into an equivalent problem of non-interacting electrons in an effective mean field that is governed by the electron-density. This has led to KS-DFT being one of the most widely used electronic-structure method for the predictive modelling of materials and for gaining qualitative and quantitative insights into various materials properties. The significant increase in the computational resources over the last decade, including the advent of hybrid CPU-GPU architectures, has also played an important role in the wide adoption of KS-DFT. Furthermore, the simultaneous development of efficient and scalable numerical schemes in conjunction with systematically convergent real-space discretizations \(^3\,^5\), including reduced-order scaling approaches (cf. e.g. \(^6\,^12\)), have advanced the ability to conduct fast and accurate DFT calculations using large-scale computing platforms. As a result, applications using KS-DFT are increasingly targeting larger as well as more complex heterogeneous material systems \(^13\,^21\). However, existing numerical methods to solve the Kohn-Sham equations suffer from instabilities for heterogeneous systems, with the convergence worsening for larger system sizes. To elaborate, the ground-state solution in KS-DFT is often computed via the solution of the non-linear Kohn-Sham eigenvalue problem, that is posed as a fixed point iteration—commonly referred to as the self-consistent field (SCF) iteration—in the electron-density, written as \(\rho = \mathcal{F}[V_{\text{eff}}[\rho]]\), where \(\rho\) denotes the electron-density and \(V_{\text{eff}}[\rho]\) is the Kohn-Sham effective mean field potential. As each step in the fixed point iteration involves the computation of Kohn-Sham eigenstates that scales cubically with the number of electrons \((N_e)\), the slow convergence is a serious computational bottleneck for large-scale DFT calculations. As will be discussed below, existing state-of-the-art methods for accelerating the Kohn-Sham fixed point iteration are either not suitable to generic heterogeneous material systems, or incur significant computational overheads.

The origin of the instabilities in the Kohn-Sham SCF iteration is due to the large condition number of the Jacobian operator corresponding to the residual of the fixed point iteration. The Jacobian operator, denoted by \(J = \frac{\delta}{\delta \rho} (\mathcal{F}[V_{\text{eff}}[\rho]] - \rho)\), is related to the physical dielectric operator of the material system, \(J = -\epsilon^\dagger\). Methods such as the HIJ method \(^22\) and the extrapolation preconditioner \(^23\) have been proposed to directly compute...
that allow efficient convergence of the SCF iteration. However, the associated quartic-scaling computational cost of computing $\epsilon$ limit their application to small system sizes of $\sim 100$ atoms. The quartic-scaling cost arises from the computation of the static susceptibility matrix ($\chi_0$), a portion of $\epsilon$, using the Alder-Wiser expression $\chi_0$ that involves a double summation over all occupied and many unoccupied eigenstates for each matrix element of $\chi_0$. Thus, DFT codes have primarily relied on cheaper quasi-Newton techniques with an approximation of $J$ as a preconditioner to accelerate the SCF iteration. Broadly, two groups of such methods have found wide usage in the DFT community, one using direct numerical approximation of $J$ from the history of previous SCF iterations and the other based on physically motivated approximations of $\epsilon$. Concerning the former group of methods, the most widely used techniques are Anderson, Pulay, Broyden and DIIS. These techniques can be generically considered as multi-secant approximations of $J$ or $J^{-1}$, where the preconditioner is constructed to optimally satisfy the secant approximation of $J$ at multiple steps, simultaneously, based on a history of $\rho$ and $F[V_{\text{eff}}[\rho]]$ from previous SCF iterations. Further, such schemes have been shown to behave like Krylov subspace methods with Q-superlinear convergence near the ground-state solution. However, as shown in previous studies, for large metallic systems and heterogeneous systems with large condition numbers of $J$, multi-secant approaches demonstrate slow and system-size dependent convergence. These issues can be further compounded by potential strong nonlinearities in $F[V_{\text{eff}}[\rho]]$ in heterogeneous systems, resulting in divergence of the SCF iteration as will be demonstrated in this work. Given the limitations of the multi-secant methods, several physically motivated approximations of $\epsilon$ have been proposed, and they are typically combined with the aforementioned multi-secant methods such as Anderson, Pulay or Broyden. The Kerker preconditioner is one such widely used approximation, that is based on the Thomas-Fermi screening theory of homogeneous electron gas. Although Kerker preconditioner captures the long wavelength divergent eigenvalues of $\epsilon$ in bulk metallic systems, it is not suitable for semiconducting and insulating systems as it does not model the screening behavior in these systems. In order to better capture the screening effects in semiconducting and insulating systems, the Resta and truncated-Kerker preconditioners have been proposed based on material specific parameterizations related to the static dielectric constant. However, these preconditioners are still not suitable for heterogeneous materials systems with spatially varying screening behavior. We refer to \cite{35} for a more in-depth review of the numerical convergence aspects of the above preconditioners, and their systematic comparison on robustness and efficiency measures assessed on a test suite of benchmarks that encapsulates various sources of ill-conditioning of the Kohn-Sham SCF iteration.

In order to address the aforementioned challenges posed by heterogeneous systems, preconditioners such as the Thomas-Fermi-von Weizsacker preconditioner (TFW), elliptic preconditioner \cite{33} and local density of states (LDOS) based preconditioner \cite{24} have recently been developed. The TFW preconditioner approximates the $\chi_0$ portion of $\epsilon$, relying on the equivalence between $\chi_0$ and the inverse of the double functional derivative of the non-interacting kinetic energy functional ($T_\rho[\rho]$) and using the TFW approximation for $T_\rho$. However, TFW functional approximation cannot accurately capture the complex dielectric response in general heterogeneous systems due to the semi-local nature of the functional, and thus limits its suitability to simpler metal-vacuum systems. In the case of elliptic and LDOS preconditioners, a key limitation is that they consider only long-range eigenmodes of $\chi_0$ in the construction of the preconditioner. This prevents the elliptic and LDOS preconditioners from appropriately accounting for the eigenmodes of $\chi_0$ with large eigenvalues related to localized states near the Fermi energy that would require resolving eigenmodes with atomic-scale wavelengths. Such localized states near the Fermi energy can occur for metallic elements with $d$ and $f$ valence orbitals. Further, strong nonlinearities in $F[V_{\text{eff}}[\rho]]$ are not accounted for in these preconditioners. In addition to the above discussed preconditioners for the Kohn-Sham fixed point iteration map, methods to directly minimize the Kohn-Sham finite-temperature free energy functional over the Kohn-Sham orbitals and fractional occupancies have also been developed, for example, the ensemble DFT method. Due to its improved global convergence, in general, over fixed point iteration based methods, ensemble DFT has been demonstrated to converge robustly for challenging SCF problems. However, the computational cost associated with direct minimization can be substantially larger than fixed point iteration methods.

In this work, we present a robust and computationally efficient preconditioning approach for the Kohn-Sham SCF iteration based on a low-rank approximation of $J$, or equivalently $\epsilon$. This approach, which we refer to as the low-rank dielectric matrix (LRDM) preconditioning approach, constructs an approximation of $J$ based on sum of rank-1 tensor products between direction functions corresponding to an approximate Krylov subspace of $J$ and the Gâteaux derivative of the residual of the fixed point iteration, $F[V_{\text{eff}}[\rho]] - \rho$, along the direction functions. We note that this preconditioning strategy was proposed in a recent work by Niklasson, in the context of self-consistent charge density functional tight-binding theory employing a reduced order atom centered basis. In this work, we build upon this idea to apply the LRDM method to Kohn-Sham DFT calculations employing systematically convergent higher-order finite-element basis sets. Further, we demonstrate the robustness and efficiency of LRDM using extensive large-scale heterogeneous benchmark systems, and comparing against widely used preconditioners. The primary challenge here is the efficient computation of the the Gâteaux deriva-
tives of $F[V_{\text{af}}[\rho]]$ along the direction functions—referred to as the first-order density response functions—that constitutes the most computationally expensive portion of the LRDM method. Further, developing strategies to enable modest values of rank for a wide range of heterogeneous systems is critical to minimize the overheads associated with the method and boost the practical computational efficiency. Regarding the first aspect, one of the key contributions of the present work is to develop a computationally efficient method to approximate the first-order density response functions in real-space, and within the context of Chebyshev filtered subspace iteration (ChFSI) procedure \cite{Kerker2019}. We note that ChFSI is a computationally efficient and scalabale eigensolver that progressively approximates the eigensubspace corresponding to the occupied Kohn-Sham eigenstates instead of performing an exact diagonalization in each SCF iteration. ChFSI provides significant computational gains over other iterative eigensolvers for solution of the Kohn-Sham non-linear eigenvalue problem \cite{Merkle2004,Sharma2011}. As a result, many real-space DFT codes, based on finite-element basis \cite{Pratt2009,Pratt2011} or finite-difference discretization \cite{Sharma2011,Kerker2019}, currently employ the ChFSI procedure. In the proposed work, the evaluation of the first-order density response functions in conjunction with the ChFSI procedure involves two steps. First, we compute the first-order density-matrix response in the approximate eigensubspace of dimension $\sim N_e$, obtained in each iteration of the ChFSI procedure. Subsequently, we transform the density-matrix response to the space spanned by the finite-element basis, and obtain the density response functions from the diagonal of the density-matrix response. This results in a $O(MN^2)$ scaling method ($M$ denoting the size of the finite-element basis) with a small computational prefactor, as will be demonstrated in this work. The second important aspect of the present work targets reduction of the average rank by developing an accumulated variant of LRDM, which adaptively accumulates the Jacobian approximation from previous SCF iterations. Our proposed numerical approach for accumulation entails taking new direction functions that are orthogonal to the ones from the previous SCF iterations in conjunction with an adaptive strategy that either continues or clears the accumulation based on numerical metrics informing the linearity of the residual function with respect to the electron-density, and the low rank approximation error. Furthermore, in the present work, we extend the formulation of the LRDM preconditioner to collinear spin-polarized KS-DFT calculations.

We demonstrate the robustness and efficiency of the LRDM preconditioner, and compare it against Anderson, Kerker and TFW preconditioners on a comprehensive set of benchmark heterogeneous material systems ranging up to $\sim 1,100$ atoms ($\sim 20,000$ electrons), including spin-polarized magnetic systems. In all the benchmark systems LRDM demonstrates robust and system-size independent convergence. In contrast, other preconditioners studied in this work do not converge, in some cases, for larger-scale heterogeneous benchmark systems. We also demonstrate the advantages of the proposed accumulated LRDM variant in reducing the average rank. Finally, we demonstrate the computational efficiency of the LRDM preconditioner against Anderson/Kerker preconditioners, where we observe up to $3.4\times$ reduction in the computational times for full ground-state calculations on the benchmark problems.

The remainder of the paper is organized as follows. Section II starts with a brief theoretical background on the convergence aspects of the Kohn-Sham SCF iteration. Subsequently, in Section II B we present the formulation of the LRDM preconditioner and its proposed accumulated variant. In Section II C we develop the computational method for evaluation of the density response functions in real-space Kohn-Sham DFT calculations within the ChFSI procedure. Finally, in Section II D we extend the formulation to spin-polarized calculations. Section III presents computational results on heterogeneous benchmark systems comparing the SCF convergence of the LRDM preconditioner against other widely used preconditioners. Section IV also demonstrates the computational efficiency of LRDM preconditioner on hybrid CPU-GPU architectures. We finally conclude with an outlook in Section V.

## II. FORMULATION

We first introduce the mathematical notation that will be used in the subsequent sections. We assume the electron-density, Kohn-Sham wavefunctions, and other electronic-fields appearing in the formulation to belong to an appropriate function space, $\mathcal{Y}(\Omega)$. In the case of non-periodic calculations, $\Omega$ corresponds to a large enough domain containing the compact support of the electronic fields, and, in periodic calculations, it corresponds to a periodic domain. We denote the inner product between two functions as $\langle g_1, g_2 \rangle = \int_\Omega g_1^*(x)g_2(x)dx$, and $\| \cdot \|$ to be the norm induced from this inner product. In what follows, we denote the action of an infinite dimensional bounded linear operator $A : \mathcal{Y} \to \mathcal{Y}$ on $g$ as $Ag := \int_\Omega A(x, x') g(x')dx'$, where $A(x, x')$ and $g(x)$ denote the real-space representations of $A$ and $g$, respectively. Finally, we denote the action of a non-linear operator $F$ on $g$ as $F[g] : \mathcal{Y} \to \mathcal{Y}$.

### A. Background on Kohn-Sham SCF convergence

We begin by considering the Kohn-Sham fixed point iteration. For a materials system with $N_{\text{af}}$ nuclei and $N_e$ electrons, the spin restricted ground-state properties in Kohn-Sham density functional theory are given by solving the $N/2$ lowest eigenstates of the following non-linear
eigenvalue problem \[1\]:
\[
\left( -\frac{1}{2} \nabla^2 + V_{\text{eff}}[\rho, \mathbf{R}] \right) \psi_k = \varepsilon_k \psi_k,
\]
\[
2 \sum_k f(\varepsilon_k, \mu) = N_e, \quad f(\epsilon, \mu) = \frac{1}{1 + \exp \left( \frac{\epsilon - \mu}{\kappa} \right)},
\]
where \( \mathbf{R} = \{ \mathbf{R}_1, \mathbf{R}_2, \cdots \mathbf{R}_{N_{at}} \} \) denotes the positions of the \( N_{at} \) nuclei, \( \rho \) denotes the electron density, \( V_{\text{eff}}[\rho, \mathbf{R}] \) denotes the effective single electron Kohn-Sham potential, \( \varepsilon_k \) and \( \psi_k \) denote the eigenstates of the Kohn-Sham Hamiltonian (henceforth denoted by \( \mathcal{H}[\rho] \)), \( f(\epsilon, \mu) \) denotes the Fermi-Dirac distribution with \( \mu \) being the Fermi energy or the chemical potential. \( V_{\text{eff}}[\rho, \mathbf{R}] \) is composed of the exchange-correlation potential \( (V_{\text{xc}}[\rho]) \) accounting for the many-body quantum mechanical interactions, the Hartree electrostatic potential corresponding to the electron density \( (V_{\text{H}}[\rho]) \), and the external electrostatic potential from the nuclei \( (V_{\text{ext}}[\mathbf{R}]) \). The above non-linear eigenvalue problem can be viewed as the fixed point iteration \( \rho = F[V_{\text{eff}}[\rho]] \), which is commonly referred to as the self-consistent field (SCF) iteration. Within this SCF procedure, the evaluation of \( F[V_{\text{eff}}[\rho]] \) entails solving a linear eigenvalue problem. Solution of this fixed point problem is equivalent to finding the root of the residual in the electron density, \( R[\rho] = F[V_{\text{eff}}[\rho]] - \rho = 0 \). Further, in the neighbourhood of the ground-state, fast quadratic convergence in the residual can be achieved by using the Newton method:
\[
\rho^{(n+1)} = \rho^{(n)} - J^{-1}(F[V_{\text{eff}}[\rho^{(n)}]] - \rho^{(n)}),
\]
where \( n \) denotes the \( n \)th SCF iteration, and \( J \) denotes the Jacobian corresponding to \( R[\rho] \) given by
\[
J = \frac{\delta F[V_{\text{eff}}]}{\delta \rho} \bigg|_{\rho = \rho^{(n)}} = I := \chi_0 K - I = -\varepsilon^\dagger,
\]
\[
K = \frac{\delta V_{\text{eff}}[\rho]}{\delta \rho} \bigg|_{\rho = \rho^{(n)}} = \frac{\delta V_{\text{xc}}[\rho]}{\delta \rho} \bigg|_{\rho = \rho^{(n)}} + \frac{\delta V_{\text{H}}[\rho]}{\delta \rho} \bigg|_{\rho = \rho^{(n)}} := K_{\text{xc}} + K_c.
\]
In the above, \( \chi_0 \) is commonly referred to as the independent particle susceptibility operator, \( \varepsilon \) is the dielectric constant, \( K_c \) is the Coulomb kernel, and \( K_{\text{xc}} \) is the exchange-correlation kernel, which is usually a small contribution to \( K_c \) compared to \( K_c \) (random-phase approximation). However, as the exact evaluation of \( \chi_0 \) is computationally expensive, most widely implemented SCF acceleration strategies rely on a quasi-Newton iteration
\[
\rho^{(n+1)} = \rho^{(n)} - \alpha P(F[V_{\text{eff}}[\rho^{(n)}]] - \rho^{(n)}),
\]
where \( \alpha \in (0,1] \) is the damping parameter, and \( P \) is a linear operator that approximates the inverse Jacobian of the residual, thereby acting as a preconditioner for the quasi-Newton step. In the neighbourhood of the ground-state solution \( \rho^{(*)} \), it can easily be shown that the necessary condition for convergence is
\[
s(I - \alpha P_s J_s) < 1,
\]
where \( s(A) \) denotes the spectral radius of a diagonalizable operator \( A \), \( J_s \) is the Jacobian evaluated at \( \rho^{(*)} \) and \( P_s \) is the approximation to the inverse of \( J_s \). The role of \( \alpha \) in satisfying the above convergence condition can be understood as follows. Considering an appropriately constructed \( P \approx J^{-1} \), such that \( P_s J_s \) has a positive real eigenspectrum we can choose \( 0 < \alpha \leq 1 \) to satisfy the convergence condition in Eq. (1). Further, an optimal value of \( \alpha \) can be chosen to minimize \( s \) or equivalently maximize the linear convergence rate. The corresponding minimal value of \( s \) is given by
\[
\tilde{s}_{\text{opt}} = \frac{\tilde{k}(P_s J_s) - 1}{\tilde{k}(P_s J_s) + 1},
\]
where \( \tilde{k}(A) \) denotes the condition number of a diagonalizable operator \( A \), given by the ratio of the largest to the smallest eigenvalue magnitude of \( A \). Thus, the slow convergence in the Kohn-Sham SCF iteration arises from the large condition number of \( J_s \); or, equivalently, the dielectric operator \( \varepsilon \). Practically, an optimal value of \( \alpha \) is difficult to estimate due to the high computational cost of obtaining \( \tilde{k}(J) \). Further, the lack of a suitable preconditioner \( P \) will necessitate the use of small values of \( \alpha \), resulting in slow convergence, or for larger values of \( \alpha \) may result in divergence of the fixed point iteration.

Large condition numbers of \( \varepsilon \) arises primarily from the following scenarios encountered in large heterogeneous materials systems. The first and the most common one is the divergence of the Coulomb kernel \( K_c(|q|) \propto \frac{1}{|q|} \) as \(|q| \to 0 \) in the Fourier space. In metals, it can be shown from the Alder-Wiser expression of \( \chi_0 \) in Fourier space, that \( \chi_0(|q|) \) converges to a finite value as \(|q| \to 0 \), overall resulting in divergence of \( \chi_0 K_c(|q|) \) as \(|q| \to 0 \). The divergence manifests as the well-known charge sloshing behavior observed in large metallic materials systems, with the long-wavelength eigenvalue of \( \chi_0 \) scaling as \( L^2 \), \( L \) being the extent of the metallic region. However, in the case of insulators and semiconductors, the long-wavelength divergence of \( \chi_0 K_c \) is suppressed as \( \chi_0(|q|) \propto |q|^2 \) as \(|q| \to 0 \). We refer to \[33\] for a detailed discussion on the derivation of the long-wavelength limit screening behaviour. The second important source of instabilities are from the localized \( d \) and \( f \) orbitals with

---

1 For the simplest case of \( P = -I \), it can be shown that \( -J_s \) has a positive real eigenspectrum using the generally assumed random phase approximation \[33\] \[34\].
large density of states near the Fermi energy, which lead to large eigenvalues of $\chi_0$. We refer to [31] for an insightful discussion on such instabilities using a model of a 3d impurity in jellium. Importantly, both long-ranged and short-ranged wavelengths can be potentially associated with eigenmodes corresponding to the large eigenvalues of $\chi_0$ [34]. However, current preconditioners primarily approximate the long-ranged modes. Overall, given that a material system can involve any combination of the above scenarios in different spatial regions, a robust and generic preconditioning strategy that appropriately and efficiently accounts for above sources of large eigenvalues of $\chi$ has remained a challenge. In this work, we use a low rank approximation of $\chi$ to efficiently precondition the SCF iteration that provides robust convergence for complex and large-scale heterogeneous materials systems.

### B. Approximate Krylov subspace based low rank approximation of $J$

We now present the low rank approximation of $J$, or equivalently $-\epsilon^t$, in a continuous real-space setting, and with an adaptive determination of the rank based on an error indicator. The continuous real-space setting is useful to employ the proposed method in conjunction with the Chebyshev filtered subspace iteration (ChFSI) procedure, as will be discussed in Section 11c. Furthermore, we propose an adaptively accumulated variant that reuses the low rank approximation from previous SCF iterations. As will be discussed below, our adaptive accumulation strategy relies on an additional numerical indicator of the linearity of $R[\rho]$ with respect to the electron-density. Additionally, we extend the formulation to the spin-polarized case, as will be presented in Section 11d.

We remark that the idea of using a low rank approximation of the dielectric matrix or related quantities has been explored in electronic structure calculations, with a recent work employing this idea [41] in the context of extended Lagrangian Born–Oppenheimer molecular dynamics. In [41], which employed self-consistent charge density functional tight-binding theory using a reduced order basis, the use of a low-rank approximation of $J$ to accelerate the SCF iteration was also suggested. However, it was only demonstrated on a single insulating system of a reactive nitromethane mixture system containing $\sim 50$ atoms. The present work applies the low rank approximation approach to Kohn-Sham DFT using a systematically convergent basis set and demonstrates the robustness of the approach on a wide range of medium to large-scale benchmark systems that include combinations of metal-insulating-semiconducting heterogeneous systems and magnetic systems. Testing on large-scale systems with metallic regions is critical as long-range charge sloshing effects during SCF convergence primarily manifest in such systems.

In the LRDM approach, we construct a rank-$r$ approximation $J_r^\rho$ of $J$ in each SCF iteration (indexed by $n$), based on generalized directional (Gâteaux) derivatives, $t_i$, of the residual $R[\rho^{(n)}]$ along orthonormal direction functions $u_i$:

$$J(x, x') \approx J_r^\rho(x, x') = \sum_{i=1}^{r} t_i(x) u_i(x'),$$

where $t_i = \frac{\partial R[\rho^{(n)}] + \lambda u_i}{\partial \lambda} \bigg|_{\lambda=0}$ with $\langle u_i, u_j \rangle = \delta_{ij}$. \hspace{1cm} (6)

In the above, the direction functions $u_i$ are related to the functions in the Krylov subspace of $J$ as will be discussed subsequently. We also note that $t_i$s are related to the density response functions corresponding to the direction functions $u_i$s. We remark that the above expansion converges to $J$ as $r \to \infty$, based on analogy to canonical decomposition of tensors of arbitrary order as sum of tensor products of rank-1 components [43]. We seek an approximate solution, $\tilde{\rho}$, of the equation $J\tilde{\rho} = R[\rho^{(n)}]$ that provides the update in the quasi-Newton step $\rho^{(n+1)} = \rho^{(n)} - \alpha \tilde{\rho}$. Since $J$ is not explicitly known, we construct the Krylov subspace progressively as follows as we build the low rank approximation. We start by choosing the first normalized direction function as $u_1 = R[\rho^{(n)}]/\|R[\rho^{(n)}]\|$, and compute its corresponding Gâteaux derivative: $t_1 = \frac{\partial R[\rho^{(n)}] + \lambda u_1}{\partial \lambda} \bigg|_{\lambda=0}$.

Subsequently, we choose the remaining orthonormal direction functions $u_i$ ($1 < i \leq r$) using the following iterative procedure based on Gram-Schmidt orthonormalization:

$$u_i = t_{i-1} - \sum_{k=1}^{i-1} \langle u_i, u_k \rangle u_k$$

$$u_i = u_i/\|u_i\|.$$ \hspace{1cm} (7)

Next, we solve $J_r^\rho \Delta \tilde{\rho} = R[\rho^{(n)}]$, whose solution is given by

$$\Delta \tilde{\rho} = P_r^\rho R[\rho^{(n)}] = \sum_{i,j=1}^{r} u_i S_{ij}^{-1} \langle t_j, R[\rho^{(n)}] \rangle,$$

where $S_{ij} = \langle t_i, t_j \rangle$, \hspace{1cm} (8)

and $P_r^\rho$ denotes the pseudo-inverse of $J_r^\rho$.

Overall, in the above low rank formulation, we have two important parameters: $r$ and $\alpha$, that significantly control the convergence behaviour of the fixed point iteration. We now discuss strategies for choosing these parameters to achieve robust convergence without case by case manual tuning. First, considering $r$, we note that $J_r^\rho P_r^\rho = \sum_{i,j=1}^{r} t_i S_{ij}^{-1} t_j = I_r^L$ represents the rank-$r$ resolution of identity operator in the non-orthogonal $t_i$ basis. $I_r^L$ tends to $I$ as $r \to \infty$. This aspect can be used to design an adaptive metric for deciding the rank $r$. Thereby,
we use following error metric based on the relative error of \((I_r - I)\) applied to the current residual:

\[
s_{\text{rel}} = \left\| \sum_{i,j=1}^{r} t_{ij} S_{ij}^{-1} \{t_j, R[\rho^{(n)}]\} - R[\rho^{(n)}] \right\| / \left\| R[\rho^{(n)}] \right\|,
\]

(9)

where \(s_{\text{rel}} \rightarrow 0\) as \(r \rightarrow \infty\). In each SCF iteration step, we increase \(r\) until \(s_{\text{rel}}\) goes below a set tolerance, \(s_{\text{tol}}\). As will be demonstrated in Section III, we find that a value of \(s_{\text{tol}} \sim 0.3\) is sufficient to achieve accelerated and system-size independent convergence for all the heterogeneous benchmark systems considered in this work.

Next, turning our attention to the damping parameter \(\alpha\), if \(J_{\rho}^{(n)}\) closely approximates \(J\), one could use \(\alpha = 1\) to obtain a quadratically convergent Newton step \((s_{\text{opt}} = 0\) from Eq. (4)). However, there are a few practical issues with such a strategy when applied to the SCF iterations in KS-DFT. First, the rank \(r\) required to obtain a very close approximation to \(J^{-1}\) could be very high in a complex heterogeneous systems, thus significantly increasing the computational overhead of the preconditioner. Second, Newton step assumes the starting point \(\rho^{(1)}\) to lie within the linear approximation zone of \(R[\rho]\) about the solution \(\rho^{(s)}\). However, this may not be true for typical starting initial guess, \(\rho^{(1)}\), obtained as a superposition of single atomic electron-densities. Particularly, in condensed matter systems, \(\rho^{(1)}\) can be quite far from \(\rho^{(s)}\). Hence, in this work, we set a small value of \(\alpha = 0.1\) for the initial steps until \(\| R[\rho^{(n)}] \|\) goes below a threshold of \(O(1)\), below which we increase \(\alpha\) to 0.5 to achieve accelerated convergence. This choice is determined based on our numerical experiments, and as will be demonstrated in Section III, we obtain robust convergence for all the benchmark systems using this choice of \(\alpha\).

1. **Accumulated low rank approximation**

We now propose an accumulated variant of LRDM, referred to as LRDM, that accumulates the low rank approximation of \(J\) from previous SCF iteration steps. This could potentially reduce the average rank \(r\) of LRDM during the SCF convergence, thereby reducing the computational overhead. The primary consideration here is that the density response functions of \(F[V_{\text{eff}}[\rho]]\) \((\delta_r(F[V_{\text{eff}}[\rho + \lambda u_i]])|_{\lambda=0} = t_i + u_i)\) from the previous SCF iteration steps can provide a good approximation to the density response functions of the present iteration, especially if the electron densities from the previous iterations are close to the current iteration. Such a condition is expected to exist close to the solution of the fixed point iteration \(\rho^{(s)}\). However, even when \(\rho\) is not necessarily close to \(\rho^{(s)}\), such an accumulation can benefit when the densities in the preceding iterations are close to the density in the current iteration and within the linear approximation zone, i.e., the region of the function space where the linear term in the Taylor series is dominant.

To this end, we develop a numerical indicator that can guide the adaptive accumulation procedure.

We consider the Taylor series expansion of \(R[\rho]\) about \(\rho^{(n-1)}\) (density in the \((n-1)\)th SCF iteration) to the linear order. The linear approximation of \(R[\rho^{(n)}]\) is given by

\[
R^{\text{lin}}[\rho^{(n)}] = R[\rho^{(n-1)}] + J(\rho^{(n)} - \rho^{(n-1)})
\]

\[
= R[\rho^{(n-1)}] - \alpha J \Delta \rho
\]

\[
= R[\rho^{(n-1)}] - \alpha J F_{\rho} \rho^{(n-1)}
\]

where \(J\) is the Jacobian at \(\rho = \rho^{(n-1)}\). Although \(J\) is unknown, using Eq. (6) and (8) we can express \(R^{\text{lin}}[\rho^{(n)}]\) as

\[
R^{\text{lin}}[\rho^{(n)}] = R[\rho^{(n-1)}] - \alpha \sum_{i,j=1}^{r} t_{ij} S_{ij}^{-1} t_j R[\rho^{(n-1)}]
\]

\[
= (I - \alpha I_r) R[\rho^{(n-1)}].
\]

(10)

Using the above, we design the following linearity indicator based on the ratio of norms of the predicted and the actual residual at the \(n\)th step:

\[
\beta = \left\| R^{\text{lin}}[\rho^{(n)}] \right\| / \left\| R[\rho^{(n)}] \right\| - 1.
\]

(11)

We note that \(\beta\) will be close to zero in the linear approximation zone, and \(\beta\) correlates with the strength of the non-linear terms in the Taylor series expansion of \(R[\rho]\).

The proposed LRDM approach uses \(\beta\), \(s_{\text{rel}}\) and \(\| R[\rho^{(n)}] \|\) to determine whether to use and further accumulate on the low rank approximation from the previous SCF iteration, or to clear any accumulation and construct the low rank approximation solely from the current SCF iteration. In order to determine if the density response functions from previous SCF iterations are useful in the current iteration, we first rely on the linearity indicator \(\beta\). If \(\beta > \beta_{\text{tol}}\) then there is sufficient non-linearity which suggests that using density response functions from previous iterations can have substantial errors and may not provide a good approximation to \(J\) for the current iteration. Thus, we clear any rank accumulation from previous iteration (labelled as CL event in Figure 2) to denote clearing based on linearity indicator, and construct the low-rank approximation of \(J\) afresh using the direction functions and density response functions from the current SCF iteration. Based on numerical experiments, we find \(\beta_{\text{tol}} \sim 0.1\) is a good choice. If \(\beta < \beta_{\text{tol}}\), then we check \(s_{\text{rel}}\). If \(s_{\text{rel}} < s_{\text{tol}}\), then the available low rank approximation of the Jacobian from the previous SCF iteration is also a good approximation for the current iteration and no further update to the Jacobian is needed. On the other hand, if \(s_{\text{rel}} > s_{\text{tol}}\) we will need to decide whether it is beneficial to continue the accumulation of the rank-1 updates using the density response functions from the current iteration, or to purge/clear and construct the low-rank approximation.
afresh in the current iteration. We note that if the current iterate is far from the solution \( \rho^{(s)} \), then the direction response functions computed from previous iterations may not be useful in the current iteration and may result in a very large rank if the accumulation continues. Thus, it is beneficial to clear the accumulation and construct the approximation to the Jacobian in the current iteration. To this end, we use the \( \| R[\rho^{(n)}] \| \) as a proxy for how far/close the iterate is to \( \rho^{(s)} \). If \( \| R[\rho^{(n)}] \| > 1.0 \), then we clear the accumulation (labelled as CR event in Figure 2 to denote clearing based on residual indicator). If a clearing of the accumulation based on the linearity indicator and the residual indicator are not triggered, we use the low-rank approximation from the previous SCF iteration \( J_{r, (n-1)}^r \) and continue the accumulation using rank-1 updates from the current iteration to improve the Jacobian approximation as

\[
J_{(r+r_n), (n)}^r (x, x') = \sum_{i=1}^{r_n} t_i^{(n)} (x) u_i^{(n)} (x') + J_{r, (n-1)}^r (x, x').
\]

(12)

In the above, \( r_n \) is the additional rank added in the \( n^{th} \) SCF iteration and the direction functions \( u_i^{(n)} \) are chosen from the Krylov subspace of \( J \) at the current \( n^{th} \) SCF iteration, but orthogonalized with respect to all the other direction functions. We note that \( u_i^{(n)} \) is chosen to be the normalized orthogonal complement of \( R[\rho^{(n)}] \) to the previous history of direction functions. We continue the accumulation until either \( s_{rel} < s_{tol} \) or \( r_n = r_{iter}^{max} \), with \( r_{iter}^{max} = 5 \). If the tolerance condition on \( s_{rel} \) is not reached, we also trigger an accumulation clearing event for the next SCF step (labelled as CT event in Figure 2). We investigate the efficiency and robustness of the proposed LRDMA method in comparison to the LRDM method in Section IIIC where the numerical results demonstrate a reduction in the average rank across most benchmark systems resulting in improved computational efficiency.

C. First-order density response computation in Chebyshev filtered subspace

We now develop an efficient numerical methodology for the computation of the first-order density response functions \( \left( \frac{\partial}{\partial \lambda} \right) (F[\psi_{eff}[\rho^{(n)}] + \lambda u_i]) \) i.e. the Gâteaux derivatives along the direction functions, in Kohn-Sham DFT. We focus on Kohn-Sham DFT calculations using systematically convergent complete basis sets, such as the finite-element basis, where the nonlinear Kohn-Sham eigenvalue problem (cf. Eq. 1) is discretized with \( M \) non-orthogonal real-space basis functions, with \( M \gg N \). The main aspect of our numerical method is to approximately compute the first-order density response in a finite-dimensional subspace with a dimension that is much smaller compared to \( M \), and further take advantage of the efficient canonical density-matrix perturbation approach \( [46] \) that avoids explicit computation of first-order perturbations in the wavefunctions.

To begin, we first briefly discuss the ChFSI procedure in real-space Kohn-Sham DFT \( [3] \) to compute the electron-density, and subsequently detail our approach to compute the first-order density response. We choose our real-space basis functions to be higher-order spectral finite-elements (FE) \( \{ p_a \}_{1 \leq a \leq M} \) that are strictly local piece-wise polynomial basis functions. Since the spectral FE basis is non-orthogonal, resulting in a generalized Hermitian eigenvalue problem (GHEP), the Löwdin orthogonalized FE basis functions (denoted as \( \{ p_a \}_{1 \leq a \leq M} \)) are used to obtain a standard Hermitian eigenvalue problem (SHEP) \( [42] \):

\[
\tilde{H}[\rho] \tilde{\psi}_k = \epsilon_k^h \tilde{\psi}_k, \quad k = 1, 2, \cdots N \quad \text{with} \quad N > \frac{N_e}{2},
\]

(13)

where \( \tilde{H}[\rho] \) is the discrete Kohn-Sham Hamiltonian in the \( \{ p_a \} \) basis, and \( \tilde{\psi}_k \) are the expansion coefficients of the single-electron Kohn-Sham eigenfunctions in the \( \{ p_a \} \) basis. In order to solve the nonlinear SHEP, we use the ChFSI procedure, which exploits the fact that we are only interested in the occupied eigensubspace that is a very small portion at the lower end of the spectrum of \( \tilde{H} \). Instead of solving Eq. (13) exactly in every SCF step, the ChFSI procedure progressively approximates the occupied eigensubspace. In particular, this involves applying a Chebyshev polynomial filter of degree \( c \), \( T_c(\tilde{H}) \), to a trial subspace \( X \) with dimension \( N \). Here, \( \tilde{H} \) denotes a scaled and shifted Hamiltonian constructed from \( \tilde{H} \) such that the wanted (occupied) spectrum is mapped to \( (-\infty, -1) \) and the unwanted spectrum is mapped to \( [-1, 1] \). As \( T_c(y) \) monotonically and rapidly increases for decreasing values of \( y < -1 \), the action of \( T_c(\tilde{H}) \) on \( X \) results in a filtered subspace \( \tilde{\Psi}_f \) that is a close approximation to the eigensubspace corresponding to the occupied spectrum of \( \tilde{H}[\rho] \). Subsequently, \( \tilde{\Psi}_f \) is orthonormalized to obtain \( \tilde{\Psi}_o \), and the discrete SHEP is projected onto the subspace spanned by \( \tilde{\Psi}_o \) to solve the eigendecomposition of the projected Hamiltonian:

\[
\tilde{H}Q = QD, \quad \text{where} \quad \tilde{H} = \tilde{\Psi}_o \tilde{H} \tilde{\Psi}_o, \quad \text{(14)}
\]

where \( Q \) is the matrix comprising of the eigenvectors and \( D \) is a diagonal matrix with the corresponding eigenvalues, represented in the Chebyshev filtered subspace. The corresponding eigenvectors in the Löwdin orthogonalized FE basis are obtained from the transformation \( \tilde{\Psi}_f = \tilde{\Psi}_o Q \). Finally, the output electron-density \( \langle F[\psi_{eff}][\rho^{(n)}](x) = \rho_{out}(x) \rangle \) in each SCF iteration is computed as

\[
\rho_{out}(x) = 2 \langle n^e(x) \rangle^T \left[ M^{-1/2} \tilde{\Psi}_f f(D, \mu) \tilde{\Psi}_f^T M^{-1/2} \right] n^e(x),
\]

(15)
where \( n^e(x) = [l_1^e(x) \ l_2^e(x) \ \cdots \ l_M^e(x)]^T \) denotes the FE basis functions associated with the given finite-element cell (\( M_{cel} \) denotes the number of nodes in the cell), and \( M \) is the positive-definite and symmetric finite-element overlap matrix (\( M_{ab} = \langle u_a, u_b \rangle \)) in the original non-orthogonal FE basis. We refer to [6, 8, 42] for more details on the algorithmic aspects of employing ChFSI in Kohn-Sham DFT calculations using the FE basis.

The electron-density expression in Eq. (16) can also equivalently be obtained from \( \Gamma_{proj} = f(\tilde{\Psi}_r, \tilde{\Psi}_r H \tilde{\Psi}_r, \tilde{\Psi}_r, \mu) \), which denotes the density-matrix corresponding to the projection of \( \hat{H} \) onto \( \tilde{\Psi}_r \). The resulting electron-density expression is given by

\[
\rho_{\text{out}}(x) = 2 \langle n^e(x) \rangle^T \left[ M^{-1/2} \Gamma_{proj} M^{-1/2} \right] n^e(x). \tag{16}
\]

The equivalence between the two expressions for the electron-density can be seen from

\[
\Gamma_{proj} = f(\tilde{\Psi}_r, \tilde{\Psi}_r H \tilde{\Psi}_r, \tilde{\Psi}_r, \mu) = \tilde{\Psi}_r f(D, \mu) \tilde{\Psi}_r^\dagger, \tag{17}
\]

where the second equality follows from the power series representation of the analytic function \( f(\varepsilon, \mu) \) combined with the spectral decomposition of the Hermitian matrix \( \tilde{\Psi}_r H \tilde{\Psi}_r, \tilde{\Psi}_r^\dagger \) [11]. In the above, we note that \( \Gamma_{proj} \) systematically approaches the density matrix corresponding to the discrete FE Hamiltonian, \( \Gamma = f(\hat{H}[\rho], \mu) \), as the SCF approaches convergence. This follows from the ChFSI procedure, where \( \tilde{\Psi}_r \) progressively approaches the occupied eigensubspace of \( \hat{H}[\rho] \) as the SCF approaches convergence, i.e., \( \tilde{\Psi}_r \rightarrow \hat{H}[\rho]^\dagger \).

We now consider a perturbation to the input electron-density \( \rho \), in a given SCF iteration step, along the direction function \( u_i \) expressed as \( \rho(\lambda) = \rho + \lambda u_i \). We seek to compute the response in \( \rho_{\text{out}} \) to first order, corresponding to the perturbations. The first-order response of \( \rho_{\text{out}} \) can be obtained from the explicit first-order response of all the occupied eigenfunctions and eigenvalues. While the first-order response in the eigenvalues can be obtained without significant computational overheads by using the first-order perturbation theory involving only the first-order response of the Hamiltonian [17], the first-order response in eigenfunctions requires a solution of the Sternheimer equations that are linear systems of equations of dimension \( M \), one for each eigenfunction perturbation. The solution to Sternheimer equations involve computation of the perturbations in a large subspace of the full finite dimensional space that is orthogonal to the occupied eigensubspace [48]. This results in a computational cost that is \( \mathcal{O}(MN^2) \), and typically with high prefactors. Thus, in systematically convergent real space basis sets, where \( M \gg N \), solution of Sternheimer equations can result in substantial computational overheads. In this work, we adopt a different approach. We consider the first-order perturbation response of the FE discretized Hamiltonian:

\[
\tilde{\hat{H}}[\rho(\lambda)] = \hat{H}[\rho] + \lambda \hat{H}', \quad \hat{H}' = \frac{\partial \hat{H}[\rho + \lambda u_i]}{\partial \lambda} \bigg|_{\lambda=0}, \tag{18}
\]

and approximately compute the first-order density response corresponding to the orthogonal projection of \( \tilde{\hat{H}}[\rho(\lambda)] \) onto an unperturbed subspace of small dimension \( \ll M \), which we choose to be \( \tilde{\Psi}_r \). Utilizing the density-matrix based representation of \( \rho_{\text{out}} \) in Eq. (16), we obtain the approximate density response as

\[
\rho_{\text{out}}(x) \approx 2 \langle n^e(x) \rangle^T \left[ M^{-1/2} \Gamma_{proj} M^{-1/2} \right] n^e(x). \tag{19}
\]

In the above, \( \Gamma_{proj}^{(1)} \) is the approximate first-order density-matrix response computed in the unperturbed subspace \( \tilde{\Psi}_r \). Using Eq. (17), we arrive at

\[
\Gamma_{proj}^{(1)} = \frac{\partial}{\partial \lambda} \left( \left( \tilde{\Psi}_r H \tilde{\Psi}_r + \lambda \hat{H}' \right) \tilde{\Psi}_r^\dagger \right) \bigg|_{\lambda=0} = \tilde{\Psi}_r \frac{\partial}{\partial \lambda} \left( \left( \hat{H} + \lambda \hat{H}' \right) + \lambda \mu' \right) \bigg|_{\lambda=0} \tilde{\Psi}_r^\dagger, \tag{20}
\]

where \( \hat{H} = \tilde{\Psi}_r H \tilde{\Psi}_r = D, \hat{H}' = \tilde{\Psi}_r \hat{H}' \tilde{\Psi}_r \). We remark that there are two controllable approximations in the computation of \( \Gamma_{proj}^{(1)} \). The first is from the consideration of an unperturbed subspace \( \tilde{\Psi}_r \) of dimension \( N \ll M \). Since \( \tilde{\Psi}_r \) is an orthonormal basis, the associated approximation error can be systematically decreased by increasing the dimension \( N \) of the subspace \( \tilde{\Psi}_r \), albeit with an increase in the computational cost. Practically, based on our numerical experiments, we find that the additional buffer states already used in the ChFSI procedure [6, 42] provide a large enough subspace size to obtain a sufficiently accurate \( \Gamma_{proj}^{(1)} \) for the purpose of SCF preconditioning. The second approximation arises from the nature of the ChFSI procedure itself—we compute the density-matrix response \( \Gamma_{proj}^{(1)} \) about the Chebyshev-filtered density-matrix response \( \Gamma_{proj} \) that closely approximates \( \Gamma \) in each SCF iteration step, with the approximation error systematically decreasing with SCF convergence. Thus, \( \Gamma_{proj}^{(1)} \) can be considered to progressively approximate the true density-matrix response \( \Gamma^{(1)} = \frac{\partial}{\partial \lambda} \left( f(\hat{H}[\rho(\lambda)], \mu(\lambda)) \right) \bigg|_{\lambda=0} \), within the constraint of the small unperturbed subspace \( \tilde{\Psi}_r \). Again, practically, we find that the typical choices for the Chebyshev polynomial degree \( c \) and the eigenpair residual norm tolerance for the occupied states, \( \| \hat{H} \tilde{\Psi}_{r,i} - \varepsilon_i \hat{\tilde{\Psi}}_{r,i} \| \), are sufficient for the purpose of preconditioning.

We now briefly discuss the approach for an efficient computation of the Gâteaux derivative of the subspace
projected density matrix appearing in Eq. (20),
\[ \tilde{\Gamma}^{(1)} = \frac{\partial}{\partial \lambda} \left( f(\tilde{\mathbf{H}} + \lambda \tilde{\mathbf{H}}', \mu + \lambda \mu') \right) \bigg|_{\lambda=0} , \] (21)
without performing additional eigendecomposition calculations that will result in significant overheads for the proposed low-rank preconditioning approach. Since \( \tilde{\Gamma}^{(1)} \) can be interpreted as the first-order perturbation response of \( f(\tilde{\mathbf{H}}[\rho(\lambda)], \mu(\lambda)) \), we employ canonical density-matrix perturbation theory [40], which is based on perturbation of the recursive Fermi operator expansion of \( f(\tilde{\mathbf{H}}[\rho(\lambda)], \mu(\lambda)) \):
\[
\frac{\partial}{\partial \lambda} \left( f(\tilde{\mathbf{H}}[\rho(\lambda)], \mu(\lambda)) \right) \bigg|_{\lambda=0} \approx \frac{\partial}{\partial \lambda} \left( P_T(P_{T-1}(\cdots P_0(\tilde{\mathbf{H}}[\rho(\lambda)], \mu(\lambda)) \cdots)) \right) \bigg|_{\lambda=0} , \] (22)
where \( T \) denotes the degree of the recursive expansion and
\[
X_0 = P_0(\tilde{\mathbf{H}}[\rho(\lambda)]) = 0.5I - 2^{-(T+2)} \tilde{\mathbf{H}}[\rho(\lambda)] - \mu(\lambda)I, \\
X_n = P_n(X_{n-1}) = \frac{X_{n-1}^2}{X_{n-1}^2 + (1 - X_{n-1})^2} . \] (23)
We note that \( \mu' \) in Eq. (21) is obtained from the requirement of traceless density-matrix response, \( Tr[\tilde{\Gamma}^{(1)}] = 0 \), for ensuring the conservation of number of electrons. The Padé polynomial functions \( P_n(X_{n-1}) \) used in the above recursive expansion enables rapid convergence in the density-matrix first-order response calculations [11,40], with \( T = 8 - 10 \) found to be sufficient in numerical experiments. This aspect is also supported by our numerical studies in this work, where we find the SCF convergence for the various benchmark systems to be insensitive to values of \( T \) beyond 10. Importantly, the above recursive expansion further exploits the fact that \( \tilde{\mathbf{H}}[\rho(\lambda)] \) is a diagonal matrix, thereby rendering the algorithm to only consist of computationally cheap matrix-vector multiplications and diagonal matrix inversion operations [11].

Our numerical benchmarks indeed show that evaluation of Eq. (22) is a negligible cost compared to the \( O(MN_e^2) \) scaling steps involving the computation of \( \tilde{\mathbf{H}} = \tilde{\Psi}_r^\dagger \mathbf{H} \tilde{\Psi}_r \) and \( \tilde{\Psi}_r \tilde{\Gamma}^{(1)} \), required for evaluating the density-response in Eq. (19). However, since the above operations are performed only once for each direction response computation, they incur much lower computational prefactor compared to the iterative solution of Sternheimer equations requiring \( O(MN_e^2) \) computations in each iteration step. Further, due to the involvement of dense matrix-matrix multiplications, these operations can be performed very efficiently on hybrid CPU-GPU architectures as will be demonstrated in Section III D.

Finally, we mention that the following changes are required for extending the density response approach to periodic systems which entails integration over the first Brillouin zone (BZ). The first consideration is the choice of the unperturbed subspace for the response contribution corresponding to each k-point, \( \mathbf{k} \), in the BZ. We choose this unperturbed subspace to be the approximate occupied eigensubspace of the \( \mathbf{k} \)-dependent FE discretized Hamiltonian, \( \tilde{\mathbf{H}}_{\mathbf{k}}[\rho(\lambda)] \), obtained from the ChFSI procedure. Second, the constraint on conservation of number of electrons is extended to BZ sampling:
\[
\int_{BZ} \int_{\Omega} 2n_e^T(x) [M^{-1/2} \Gamma_{\text{proj}, \mathbf{k}}^{(1)} M^{-1/2}] n_e^T(x) dx \, dk = 0 , \] (24)
where the value \( \mu' \) is now determined using the above constraint.

We remark that this diagonalization free first-order perturbation response methodology can, in principle, be applied to other finite temperature smearing schemes, such as Methfessel-Paxton smearing [49] and cold-smearing [50], in conjunction with appropriate expansions [51]. Methfessel-Paxton and cold-smearing allow for usage of relatively higher smearing temperatures compared to Fermi-Dirac smearing due to their lower finite-temperature errors in ground-state internal energy and forces, and hence popularly used in various DFT codes to reduce charge-sloshing effects. We will demonstrate in Section III D the robust performance of the developed LRDM preconditioner for bulk and heterogeneous metallic systems with first BZ sampling, while employing low to modest Fermi-Dirac smearing temperatures of \( T = 10 \) K and \( T = 500 \) K. Thus, the requirement of higher smearing temperatures to accelerate SCF convergence can be avoided.

D. Extension of low rank approximation of \( J \) to spin-polarized Kohn-Sham DFT

We develop an extension of the LRDM preconditioner discussed in Section II B to collinear spin-polarized Kohn-Sham DFT calculations. To this end, we define the residual in the spin-polarized case to be given by
\[
R[(\rho^\uparrow, \rho^\downarrow)] = F[V_{\text{eff}}[(\rho^\uparrow, \rho^\downarrow)] - (\rho^\uparrow, \rho^\downarrow)] , \] (25)
where \( (\rho^\uparrow, \rho^\downarrow) \in \mathcal{Y} \times \mathcal{Y} \) denotes an ordered pair of spin-up and spin-down density functions belonging to the Cartesian product of the function space \( \mathcal{Y} \) with itself. \( F[V_{\text{eff}}[(\rho^\uparrow, \rho^\downarrow)] : \mathcal{Y} \times \mathcal{Y} \rightarrow \mathcal{Y} \times \mathcal{Y} \) represents the Kohn-Sham input to output spin-polarized density map in each SCF iteration. The inner product between two ordered pair of functions \( (f_1, f_2) \in \mathcal{Y} \times \mathcal{Y} \) and \( (g_1, g_2) \in \mathcal{Y} \times \mathcal{Y} \) is defined as
\[
\langle (f_1, f_2), (g_1, g_2) \rangle = \langle f_1, g_1 \rangle + \langle f_2, g_2 \rangle . \] (26)
The associated norm induced by the inner product for an ordered pair \((f_1, f_2)\) is given by \(\| (f_1, f_2) \| = \sqrt{(f_1, f_2), (f_1, f_2)}\).

We solve for \(R([\rho_\uparrow, \rho_\downarrow]) = 0\times \Y\) using a damped quasi-Newton iteration scheme:

\[
\begin{align*}
\rho^{(n+1)}_\uparrow, \rho^{(n+1)}_\downarrow &= (\rho^n_\uparrow, \rho^n_\downarrow) - \alpha P R([\rho^n_\uparrow, \rho^n_\downarrow]), \\
P &\approx J^{-1} \quad \text{with} \quad J = \frac{\partial R([\rho_\uparrow, \rho_\downarrow])}{\partial (\rho_\uparrow, \rho_\downarrow)} \bigg|_{(\rho_\uparrow, \rho_\downarrow) = (\rho^n_\uparrow, \rho^n_\downarrow)},
\end{align*}
\]

where \(\alpha \in (0, 1]\), and \(P : \Y \times \Y \rightarrow \Y \times \Y\) approximates the inverse Jacobian of the residual. Analogous to the spin-restricted case, the Jacobian in the spin-polarized case also admits a canonical decomposition into sum of tensor products of rank-1 components. In particular, we consider the following rank-\(r\) approximation form:

\[
J^F_r(\x, \x', \sigma, \sigma') = \sum_{i=1}^r (t_i, t'_i)^j_s(\x)(u_i, u'_i)^\lambda_s(\x'),
\]

where \((t_i, t'_i)^j_s = \frac{\partial}{\partial \lambda} \left( R \left( \rho^n_\uparrow, \rho^n_\downarrow \right) + \lambda (u_i, u'_i) \right) \bigg|_{\lambda = 0}.

In the above, \((t_i, t'_i)^j_s \in \Y \times \Y\) represents the generalized directional derivative of \(R([\rho_\uparrow, \rho_\downarrow])\) along ordered pair of orthonormal direction functions, \((u_i, u'_i) \in \Y \times \Y\). Further, \(j_s\) denotes the choice of one of the functions \(\sigma = \uparrow / \downarrow\) from the ordered pair. The orthonormality condition is given by \(\langle (u_i, u'_i), (u_i, u'_i) \rangle = \delta_{ij}\). Following Section II-B for efficient convergence of the preconditioner \(P^F_r\) with respect to \(r\), the ordered pairs \((u_i, u'_i)\) are obtained from an approximate rank-\(r\) Krylov subspace of \(J\), where we first choose \((u_i, u'_i) = R \left( \rho^n_\uparrow, \rho^n_\downarrow \right) \bigg| \| R \left( \rho^n_\uparrow, \rho^n_\downarrow \right) \|\), and subsequently use the following iterative procedure for \(1 < i \leq r\):

\[
\begin{align*}
(u_i, u'_i) &= (t_i, t'_i)^{-1} \\
(u_i, u'_i) &= (u_i, u'_i)^{-1} - \\
&\sum_{k=1}^{i-1} (u_i, u'_i)^{-1}, (u_i, u'_i)^{k}, (u_i, u'_i)^{k} \\
(u_i, u'_i) &= (u_i, u'_i)^{-1} \bigg| \| (u_i, u'_i)^{k} \|
\end{align*}
\]

The spin-polarized extension of the remaining aspects of the low rank formulation, including the accumulated variant, follow along similar lines as discussed in Section II-B.

Finally, we mention the additional considerations in extending the Chebyshev filtered subspace projected density response computation discussed in Section II-C to the spin-polarized case. Adopting a similar approach as the spin-restricted case, we approximately evaluate the density-matrix response corresponding to the projection of \(\tilde{H}_\sigma \left[ (\rho_\uparrow, \rho_\downarrow) (\lambda) \right]\) onto \(\Psi_{r, \sigma}\) as

\[
\Gamma^{(1)}_{\text{proj}, \sigma} = \bar{\Psi}_{r, \sigma} \frac{\partial}{\partial \lambda} \left( f(\tilde{H}_\sigma + \lambda \tilde{H}_\sigma', \mu + \lambda \mu') \right) \bigg|_{\lambda = 0} \bar{\Psi}_{r, \sigma},
\]

where

\[
\tilde{H}_\sigma' = \bar{\Psi}_{r, \sigma} \frac{\partial}{\partial \lambda} \left( \tilde{H}_\sigma \left[ (\rho_\uparrow, \rho_\downarrow) (\lambda) \right] \right) \bigg|_{\lambda = 0} \bar{\Psi}_{r, \sigma}
\]

is the first-order response of \(\tilde{H}_\sigma \left[ (\rho_\uparrow, \rho_\downarrow) (\lambda) \right]\) along \((u_\uparrow, u_\downarrow)^i\) projected onto \(\Psi_{r, \sigma}\). Subsequently, the desired directional derivative of \(F \left[ \text{eff} \left[ (\rho_\uparrow, \rho_\downarrow) \right] \right]\) along \((u_\uparrow, u_\downarrow)^i\) is obtained as

\[
\frac{\partial}{\partial \lambda} \left( F \left[ \text{eff} \left[ (\rho_\uparrow, \rho_\downarrow) + \lambda (u_\uparrow, u_\downarrow)^i \right] \right] \right) \bigg|_{\lambda = 0} \approx (n^\sigma(\x))^T \left[ M^{-1/2} \Gamma^{(1)}_{\text{proj}, \sigma} M^{-1/2} \right] n^\sigma(\x)
\]

Finally, we remark that above numerical method for the first-order density response calculations and the proposed spin-polarized LRDM formulation is adaptable to other discretizations (plane-waves, finite-difference, wavelets) and eigensolver strategies other than the ChFISI procedure (Davidson, RMM-DIIS) implemented in various Kohn-Sham DFT codes. For instance, using the Davidson iterative eigensolver implemented in the Quantum Espresso software (plane-wave basis), the smaller subspace required for the efficient first-order density response calculations can be constructed from the eigenpairs computed in the Davidson method. Other aspects of the LRDM method including the use of the canonical density-matrix perturbation approach is agnostic to the choice of the discretization and eigensolver strategy.

### III. Results and Discussion

In this section, we demonstrate the robustness and computational efficiency of the LRDM preconditioner for Kohn-Sham DFT calculations. We compare the performance against three other widely used preconditioners, namely, Anderson mixing \cite{Anderson}, Anderson mixing with Kerker preconditioner \cite{Kerker}, and Broyden mixing with Thomas-Fermi-von Weizsacker preconditioner (TFW) \cite{TFW}. We consider various heterogeneous benchmark systems with system sizes up to \(\sim 1,100\) atoms \((\sim 20,000\) electrons\) and study the convergence of LRDM preconditioner and the accumulated variant, LRDMA. Furthermore, we also demonstrate the robustness of the proposed extension of the LRDM preconditioner to spin-polarized DFT calculations. Finally, we comment on the computational cost of the LRDM preconditioner, and compare against Anderson and Kerker preconditioners on hybrid CPU-GPU architectures.
A. General calculation details

In all the DFT calculations reported in this work, we use the PBE exchange correlation functional [52] and ONCV [53] pseudopotentials from the PseudoDojo [54] database. Unless otherwise specified, we use Fermi-Dirac smearing with $T = 500$ $K$ in all our simulations. Additionally for periodic benchmark systems, we use shifted Monkhorst-Pack k-point grids to sample the first Brillouin zone with the minimum k-point spacing chosen to be $\sim 0.3$ \AA$^{-1}$.

We have implemented the LRDM preconditioner in the DFT-FE software [6, 8, 42], a recently developed open-source code for massively parallel large-scale real-space Kohn-Sham DFT calculations based on a finite-element discretization. DFT-FE already has implementations of Anderson mixing and Anderson with Kerker preconditioning. Thus, in this work, simulations using Anderson and Kerker preconditioners are performed using DFT-FE, while simulations using TFW preconditioner are performed using the implementation available in Quantum Espresso software [55, 56] (QE) using the same ONCV pseudopotential input files. All simulations using DFT-FE for benchmarking the LRDM, Anderson and Kerker preconditioners are performed till $10^{-5}$ stopping tolerance in $L_2$ norm of electron-density residual ($\| R[\rho] \|$). The simulations using QE for the TFW preconditioner employ $5 \times 10^{-8}$ Ha as stopping tolerance in the total energy between consecutive SCF iteration steps. We remark that these two stopping criteria are approximately equivalent for the range of system sizes considered in this work, as will be demonstrated in the convergence studies reported in Section III B. Further, we note that the finite-element and plane-wave discretization parameters for DFT-FE and QE are chosen such that we obtain $\sim 10$ meV/atom accuracy in the ground-state energies. We additionally remark that the different eigen-solver implementations—Chebyshev filtered subspace iteration (ChFSI) procedure in DFT-FE and the Davidson iteration diagonalization in QE—can lead to differences in the SCF convergence behaviour for Anderson multisecant method and its coupling with Kerker. We refer to Table I in Supplemental Material [57] for a numerical comparison of the multi-secant preconditioner performance, both with and without the Kerker preconditioner, between DFT-FE and QE on a subset of the benchmark systems studied below. The benchmark results demonstrate similar trends between DFT-FE and QE implementations.

Next, we mention the choice of the damping parameter, $\alpha$, and other preconditioner specific choices used in the benchmark studies. First, in the case of LRDM preconditioner, we choose $s_{\text{tol}} = 0.2$–$0.3$ for adaptively setting the rank $r$ in each SCF iteration step (cf. Eq. [3]). Further, we choose the damping parameter $\alpha = 0.1$ till $\| R[\rho] \|$ goes below 2.0, and subsequently switch to $\alpha = 0.5$. Additionally, for the accumulated variant of LRDM preconditioner proposed in Section III B (LRDMA), we use the tolerance on the linearity indicator to be $\beta_{\text{tol}} = 0.1$, maximum additional rank that can be accumulated in an SCF iteration step to be $r_{\text{max}}^{\text{iter}} = 5$, and further allow accumulation only when $\| R[\rho] \| < 1.0$. The above parameters are determined based on numerical experiments, and provide a robust convergence for a wide range of benchmark material systems with increasing complexity and system sizes considered in this work, without any system specific tuning in the parameter values. In the SCF convergence studies to be discussed below, we also use the LRDM preconditioner computational framework to approximately compute the condition number of $J$, $\kappa(J)$, at the converged ground-state solution $\rho^{(g)}$, to assess the difficulty of convergence of the SCF iteration for each materials system. Specifically, for estimating $\kappa(J)$, we use a stringent low-rank approximation tolerance of $s_{\text{tol}} = 5 \times 10^{-4}$ along with employing a relatively larger Chebyshev filtered eigensubspace ($\sim 25\%$ buffer over $N_r/2$) to obtain a closer approximation $J_k^* \rightarrow J$, and finally perform a power iteration on $J_k^*$ and $P_1^*$ to obtain estimates of the highest and lowest eigenvalues. Second, in the case of Anderson mixing, we use values of $\alpha$ between 0.015–0.05 and a mixing history range between 20–50. The relatively small values of $\alpha$ for Anderson mixing are required due to the large condition numbers of $J$ for the heterogeneous material systems considered in this work. Third, in the case of Anderson mixing with Kerker preconditioner, we use $\alpha = 0.5$, mixing history of 20, and Thomas Fermi screening wavevector value of 0.8 Bohr$^{-1}$. In the case of TFW preconditioner, the parameters are set to be $\alpha = 0.5$–0.7 and a mixing history of 15. The above parameter choices for Kerker and TFW preconditioners are determined based on numerical experiments to be broadly optimal for all the benchmark systems considered in this work. Finally, we remark that for the LRDM, Anderson, and Kerker preconditioners implemented in DFT-FE, we perform multiple sweeps of the ChFSI procedure in each SCF iteration till the residual norm of the eigenpair closest to the Fermi energy is below a tolerance of $2 \times 10^{-3}$.

All the numerical simulations with computational times reported in this work were executed using the using the Phase 1 GPU-accelerated nodes of the NERSC Perlmutter supercomputer, with each node containing four NVIDIA A100 Tensor Core GPUs and a single AMD Milan CPU (64 physical cores). Some of the simulations reported in this work were also executed on the OLCF Summit and XSEDE Stampede2 supercomputers. Summit comprises of 4,608 IBM Power System AC922 nodes with two IBM POWER9 processors (42 physical cores) and six NVIDIA Volta V100 GPUs in each node.

B. Comparison of SCF convergence

We first study the SCF convergence for the metal-vacuum type materials systems with increasing system sizes. As benchmark systems, we consider non-periodic cubic FCC Pt nanoparticles (NP) of increasing sizes, with
TABLE I. Comparison of the performance of LRDM against other preconditioners. All DFT calculations are spin restricted, and use k-point sampling of the Brillouin zone for semi-periodic systems. A stopping tolerance of $10^{-5}$ in $L_2$ norm of the electron-density residual ($\| \mathbf{r} \|$) is used. Based on numerical experiments, this is approximately equivalent to a stopping tolerance of $5 \times 10^{-8}$ Ha in the total energy difference between consecutive SCF iteration steps. DNC denotes that calculation did not converge within 200–250 SCF iterations.

| System | $N_{\text{at}}$ | $\kappa(J)$ | Anderson | Kerker | TFW | LRDM ($r_{\text{avg}}$) |
|--------|----------------|-------------|----------|--------|-----|---------------------|
| Pt cubic-NP–$3 \times 3 \times 3$ | 172 | 170 | 53 | 182 | 78 | 24 (7.3) |
| Pt cubic-NP–$5 \times 5 \times 5$ | 666 | 390 | 73 | 138 | 97 | 28 (10.0) |
| Pt cubic-NP–$6 \times 6 \times 6$ | 1099 | 557 | 90 | DNC | - | 30 (11.0) |
| SiO$_2$–20 layers | 98 | 1.7 | 16 | 58 | 37 | 22 (1) |
| SiO$_2$–20 layers | 90 | 382 | 87 | 75 | 34 | 25 (6.1) |
| Li$_{10}$Ge$_2$P$_{12}$ layers | 400 | 133 | DNC | 69 | 85 | 23 (4.9) |
| Pt+SiO$_2$–10 layers | 93 | 552 | 112 | 68 | 35 | 23 (6.5) |
| Pt+GaAs+SiO$_2$–10 layers | 133 | 454 | 92 | 61 | 39 | 23 (6.0) |
| Au+GaAs+SiO$_2$–10 layers | 133 | 222 | 93 | 30 | 26 | 22 (4.9) |
| Al+GaAs+SiO$_2$–10 layers | 133 | 199 | 55 | 26 | 23 | 23 (4.8) |
| Pt+GaAs+SiO$_2$–20 layers | 258 | 1662 | DNC | 126 | 78 | 25 (9.5) |
| Au+GaAs+SiO$_2$–20 layers | 258 | 888 | DNC | 46 | 39 | 24 (6.6) |
| Al+GaAs+SiO$_2$–20 layers | 258 | 708 | DNC | 40 | 46 | 31 (7.8) |
| Pt+GaAs+SiO$_2$–40 layers | 508 | 9841 | DNC | 248 | DNC | 28 (13.8) |
| Au+GaAs+SiO$_2$–40 layers | 508 | 1294 | DNC | 74 | DNC | 29 (11.0) |
| Al+GaAs+SiO$_2$–40 layers | 508 | 2051 | DNC | 76 | 112 | 30 (9.7) |
| HfO$_2$ nano-film w/Al stripes | 864 | 535 | 125 | 85 | 155 | 31 (6.2) |

the cube faces along the $\{100\}$ crystallographic planes and a vacuum layer of $\sim 15$ Å around the nanoparticle. We note that the localized 5d orbitals of Pt near the Fermi energy can lead to large eigenvalues of $\chi_0$ that makes these calculations challenging. Table I reports the approximate value of $\kappa(J)$ for three different sizes—$3 \times 3 \times 3$, $5 \times 5 \times 5$, and $6 \times 6 \times 6$ containing 172–1099 atoms ($3,096–19,782$ electrons)—and compares the SCF convergence of Anderson mixing, Kerker, TFW and LRDM preconditioners. We observe that the convergence of Anderson mixing deteriorates with system size requiring up to 90 SCF iteration steps for the Pt cubic-NP–$6 \times 6 \times 6$ system. This corresponds to the approximately $4\times$ increase in $\kappa(J)$ as would be expected from the $L^2$ scaling of the long wavelength eigenmode from the Coulomb kernel in the metallic region (cf. Section IIA), where $L$ denotes the extent of the metallic region. We remark that the convergence of Anderson mixing did not improve upon increasing the mixing history from 20 to 50. The Kerker preconditioner performs worse than Anderson for this benchmark system, requiring around 150 SCF iterations or more. This can be attributed to the unsuitability of Thomas-Fermi screening for metal-vacuum systems. Likewise, the TFW preconditioner, which approximates a heterogeneous dielectric function, also requires a large number of SCF iterations of $\sim 100$. We note that although the orbital-free Thomas-Fermi-von Weizsacker model can qualitatively capture the metal-vacuum transition region [92], it is not suited for systems with large eigenvalues of $\chi_0$ due to the localized states near the Fermi energy. Finally, considering the LRDM preconditioner, it achieves accelerated convergence within 24–30 SCF iteration steps for all the system sizes considered, up to $3\times$ lesser iteration steps compared to Anderson, the next best performing method for these benchmark systems. We note that even for the largest system size of 1099 atoms ($19,782$ electrons), $r_{\text{avg}}$ in LRDM is a modest value of 11, with further reduction in the rank achieved by using LRDMA as will be demonstrated in Section III C. We also refer to Figure I(a) where we observe a noticeable plateauing of the energy difference in successive SCF iterations beyond the initial 20–40 SCF iteration steps for Kerker and TFW preconditioners. In contrast, LRDM demonstrates close to an exponential convergence of energy differences.

Next, we consider semiconductor-vacuum benchmark systems. We consider two semi-periodic benchmark systems: (i) 20 (110) plane mono-layers of SiO$_2$ with the silica surfaces passivated by hydrogen, (ii) the same silica layers system but without the surface passivation, and (iii) a disordered Li$_{10}$Ge$_2$P$_{12}$ (LGPS superionic conductor) slab. The benchmark system (i) is obtained from a previous work related to the development and testing of a local density of states based preconditioner (LDOS) [34]. The benchmark system (iii) is constructed based on the atomic coordinates and occupation factors obtained from X-ray structure analysis of LGPS crystal [58], and further a vacuum layer is considered normal to the slab surfaces. First, analyzing the SCF convergence of silica layers with surface passivation, we observe that both the Anderson mixing and LRDM preconditioner converge efficiently taking $\sim 20$ iterations, whereas Kerker and TFW

\footnote{This corresponds to a model system for investigations of surface effects in LGPS.}
preconditioners demonstrate a slow convergence despite a low $\kappa(J) \sim 2$ for this system. The slower convergence is attributed to the well-known inability of Kerker and TFW preconditioners to qualitatively approximate the dielectric function of semiconductors, which can, in turn, even deteriorate the net conditioning of the preconditioned quasi-Newton problem (cf. Eq. (1)). In case of the unpassivated silica layers, the convergence of Anderson and Kerker deteriorates due to high $\kappa(J) \sim 400$ caused by the dangling bonds, whereas the LRDM preconditioner requires similar number of SCF iterations as the passivated case. Subsequently, analyzing the convergence for the LGPS system, which has a much larger value of $\kappa(J)$ compared to the silica layers, we observe that the Anderson mixing did not converge. Both the Kerker and TFW preconditioners also demonstrate slower convergence for LGPS compared to the silica system, taking $3 \times 3.7 \times$ more SCF iteration steps compared to LRDM (23 iterations).

Next, we consider metal-semiconductor-insulator-vacuum heterogeneous benchmark systems. In particular, we consider semi-periodic layered systems of the type (FCC metal)+GaAs+SiO$_2$H–$N_l$ layers, with $N_l$ denoting the number of mono-layers in each of the metal and semiconductor regions. The benchmark systems are adapted from previous work [34, 59], wherein they are constructed by first arranging $N_l$ (100) plane mono-layers of the FCC metallic crystal, followed by $N_l$ (110) plane mono-layers of GaAs and SiO$_2$. The metal and silica surfaces are exposed to the vacuum. Further, we note that the silica surfaces are passivated by hydrogen and all the interfaces are made to be coherent by applying appropriate affine deformations to the respective regions. We choose three sets of system sizes—$N_l = 10, 20, \text{ and } 40$ containing 133–508 atoms (up to $\sim 6,100$ electrons) and three different metallic elements—Al, Au and Pt. We note that for $N_l = 40$, we use 20 mono-layers for the SiO$_2$ region as the benchmark systems obtained from [34, 59] are only available till $N_l = 20$. Going to $N_l = 40$ from $N_l = 20$, we increased the layers of only the metallic and semiconducting layers to maintain the similar hydrogen passivated silica surfaces as $N_l = 20$. Examining the SCF convergence of these benchmark systems from Table II and Figures II(b)-(d) (for Pt), we observe that except in the case of Pt/Al/Au+GaAs+SiO$_2$H–10 layers, Anderson mixing did not converge despite using a small $\alpha = 0.015$. We anticipate this to be a result of the large values of $\kappa(J)$ that increase with number of layers, reaching up to $\sim 10,000$ for Pt+GaAs+SiO$_2$H–40 layers, in combination with the strong nonlinear effects in such highly heterogeneous systems, as will be numerically demonstrated in Section III C. We also remark that the values of $\kappa(J)$ are higher for Pt+GaAs+SiO$_2$H–$N_l$ compared to Au+GaAs+SiO$_2$H–$N_l$ due to the partially filled 5d subshell of Pt in comparison to the fully filled 5d subshell in Au. Analyzing the SCF convergence of Kerker and TFW, we observe both approaches deteriorating with increasing $N_l$ as neither the Thomas-Fermi homogeneous screening nor the Thomas-Fermi-von Weizsacker model can qualitatively capture the transition of the dielectric function between metal, semiconductor, insulator and vacuum regions. In contrast, the LRDM preconditioner performs remarkably well for these highly heterogeneous and large-scale benchmark systems, converging within $\sim 20–30$ SCF iteration steps for all the 9 different benchmark systems considered here. Notably, for the Pt+GaAs+SiO$_2$H–40 layers system, excepting for LRDM preconditioner, all the other preconditioners exhibit significantly deteriorated convergence requiring $\sim 250$ SCF iterations or more. The relatively higher rank $r_{avg} = 13.8$ required for LRDM preconditioner for the Pt+GaAs+SiO$_2$H–40 layers system indicates the complex polarization response of the dielectric matrix for such systems.

Finally, we consider a large-scale semiconductor-metal-vacuum semi-periodic benchmark system, HfO$_2$ nanofilm with Al stripes, used to investigate the origins of ferro-electricity in Al-doped HfO$_2$ nanofilms [21]. This benchmark system is constructed as a 3 nm thick tetragonal phase HfO$_2$ (001) nanofilm with vacuum on both sides, and 18 Al dopant atoms distributed along two separate (001) layers/stripes in the nanofilm. Overall, this system contains 864 atoms (6,750 electrons). The results from the SCF convergence study for this system in Table II show slow convergence for Anderson, TFW and Kerker. In contrast, LRDM converges within 31 SCF iteration steps. The deteriorated performance for Anderson/TFW/Kerker, which use the previous SCF history, could be due to non-linear effects. This is corroborated by our findings in Section III C below, where we numerically demonstrate strong non-linear effects for the HfO$_2$–Al benchmark system.

1. SCF convergence comparison for magnetic systems

We now test the performance of LRDM for magnetic benchmark systems using the spin-polarized extension of LRDM proposed in Section III D. We consider two benchmark systems: (i) ferromagnetic BCC Fe $3 \times 3 \times 3$ periodic supercell with a monovacancy, and (ii) ferromagnetic Pt$_3$Ni cubic $2 \times 2 \times 2$ nanoparticle with a vacuum layer of $\sim 15$ Å around the nanoparticle. We remark that Pt$_3$Ni nanoparticles have important applications as catalysts for oxygen reduction reaction in hydrogen fuel cells [60]. Table III reports the SCF convergence comparison of spin-polarized LRDM against other preconditioners for these benchmark systems. In the case of the close to homogeneous BCC Fe$_{\text{vac}}–3 \times 3 \times 3$ system, we observe efficient convergence for Kerker, TFW and LRDM preconditioners requiring $\sim 20$ SCF iteration steps, compared to Anderson which requires $\sim 2 \times$ more iterations. Next, considering the Pt$_3$Ni cubic-NP, we observe accelerated convergence only with the LRDM preconditioner requiring 25 SCF iteration steps, while Anderson, Kerker and TFW require more than $4 \times$ the iterations. The relatively higher $r_{avg}$ of around 15, compared to the spin-
restricted Pt metallic nanoparticle benchmarks discussed previously, indicates the complex nature of the dielectric matrix due to the additional spin-density response of $R((\rho_\uparrow, \rho_\downarrow))$. Additionally, we note that the net magnetization at convergence obtained from LRDM is within 0.1 $\mu_B$ of the net magnetization obtained from other preconditioners.

2. SCF convergence comparison at lower smearing temperatures

We now test the performance of LRDM for a lower Fermi-Dirac smearing temperature $T = 10$ K compared to the 500 K used in the earlier benchmarks. Lower smearing temperature leads to larger total density of states at the Fermi energy for metallic systems, which can increase $\kappa(J)$ as $\chi_0(|q|)$ is proportional to the total density of states at the Fermi energy as $|q| \to 0$. This can also be interpreted more physically as sharpening of the occupancies near the Fermi energy leading to pronounced occupancy sloshing across degenerate or close to degenerate states near the Fermi energy. We reconsider three benchmark systems with metallic character: (i) cubic FCC $3 \times 3 \times 3$ Pt NP, (ii) Pt+GaAs+SiO$_2$H layered metal-semiconductor-insulator-vacuum heterogeneous system, and (iii) ferromagnetic BCC Fe $3 \times 3 \times 3$ periodic supercell with a monovacancy. Table III reports the lower temperature SCF convergence comparison of LRDM against other preconditioners for these benchmark systems. Comparing the $T = 10$ K results to $T = 500$ K results for benchmark systems (i) and (ii) (cf. Table I), we first observe that $\kappa(J)$ has increased by 1.5–2×. Overall this results in slower convergence for Anderson, Kerker and TFW preconditioners, whereas the LRDM preconditioner converges in same number of iterations as with $T = 500$ K, although with a slightly higher average rank due to increase in $\kappa(J)$. Subsequently, con-
TABLE II. Comparison of LRDM performance against other preconditioners for spin polarized DFT benchmark calculations with non-zero net magnetization. A stopping tolerance of $10^{-5}$ in $L_2$ norm of the electron-density residual ($\| R(\rho, \rho_\downarrow) \|$) is used. Based on numerical experiments, this is approximately equivalent to a stopping tolerance of $5 \times 10^{-8}$ Ha in the total energy difference between consecutive SCF iteration steps. DNC denotes the calculation did not converge within 200–250 SCF iteration steps. $M_{\text{tot}}$ denotes the net magnetization.

| System                      | $N_{\text{tot}}$ | $\kappa(J)$ | Anderson Kerker | TFW | LRDM ($r_{\text{avg}}$) | LRDM ($\delta_{\text{tot}}$) |
|-----------------------------|------------------|-------------|----------------|-----|-------------------------|-------------------------------|
| BCC Fe$_{vac}$–3 $\times$ 3 $\times$ 3 | 53              | 64          | 41             | 18  | 16                      | 24 (5.0)                     |
| Pt$_3$Ni cubic-NP–2 $\times$ 2 $\times$ 2 | 63              | 128         | 102            | DNC | 25 (14.8)               | 43.9                          |

C. Results on $r_{\text{avg}}$ reduction using LRDMA

In the SCF convergence studies discussed in Section II B for the LRDM preconditioner, we find that $r_{\text{avg}}$ can be high for systems with large $\kappa(J)$. In Section II B, we proposed an improvement to LRDM that can potentially reduce $r_{\text{avg}}$ by accumulating the low rank approximation of $J_{\rho}^p$ from previous SCF steps combined with an adaptive algorithm that controls the accumulation. We now demonstrate and analyze the $r_{\text{avg}}$ reduction achieved by the accumulated variant (LRDMA) over LRDM for a subset of the difficult heterogeneous benchmark systems discussed in Section II B, namely the Pt cubic nanoparticles, Pt+GaAs+SiO$_2$–$N_l$ layers benchmark systems, and the HfO$_2$ nano-film w/Al stripes benchmark system. Table V reports the total SCF iterations and $r_{\text{avg}}$ required by LRDM and LRDMA approaches. We further analyze the rank accumulation in Figure 2, which shows the adaptively determined rank in each SCF iteration step for the LRDM and LRDMA approaches, and also marks the accumulation clearing events with labels CL, CR and CT related to non-satisfaction of linearity-indicator criteria, residual norm criteria and low-rank approximation error criteria, respectively (cf. Section II B).

In the case of Pt cubic-NPs, we observe an appreciable $\sim 1.8 \times$ reduction in $r_{\text{avg}}$ for LRDMA compared to LRDM, while the number of SCF iterations are the same except for the largest system, Pt cubic-NP–$6 \times 6 \times 6$ taking an additional SCF step in LRDM. Next, in the case of the more heterogeneous Pt+GaAs+SiO$_2$–$N_l$ layers system and HfO$_2$–Al system, we observe around $1.6 \times$ reduction in $r_{\text{avg}}$ with a slight increase in the number of SCF iterations by $\sim 10\%$ for the most difficult Pt+GaAs+SiO$_2$H–40 system. Although LRDMA performs robustly for the highly heterogeneous systems, the relatively lower advantage as compared to the Pt cubic-NPs is attributed to the stronger nonlinear effects in the more heterogeneous layered material systems when the SCF iteration is not close to convergence. The above reasoning is supported by Figure 2 which shows that in the case of Pt cubic-NPs only a small number of CL labelled clearing events occur across all the LRDMA preconditioned SCF iterations. On the other hand, Pt+GaAs+SiO$_2$–$N_l$ and HfO$_2$–Al systems have a much larger number of CL clearing events when the SCF iteration is not close to convergence. Specifically, we observe successive CL labelled events in these systems, that correspond to non-linear regimes in $R(\rho)$ when considering the Taylor series expansion about $\rho$ at the current iterate. Relying on CT events only in such regimes leads to sub-optimal accumulation, which we have observed from our numerical experiments. Overall, the above studies demonstrate that the LRDMA approach, in general, is an improvement over LRDM, with the $r_{\text{avg}}$ reduction dependent on the strength of the non-linearities of $F[\nabla_{\text{eff}}(\rho)]$ in the materials system.

D. Computational cost of LRDM and its system size scaling

We now demonstrate the computational efficiency of the LRDM preconditioner and the accumulated variant (LRDMA) against Anderson and Kerker preconditioners on a subset of the benchmark systems considered in Section II B with system sizes ranging from $\sim 3,000$–$20,000$ electrons. The benchmark calculations are performed using implementations of Anderson, Kerker, LRDM and LRDMA preconditioners in the DFT–FE code. All simulations are performed using multiple GPU nodes of NERSC Perlmutter supercomputer, with comparisons conducted between simulations using the same number of nodes. Further, we note that the key computational steps in the LRDM preconditioner, in particular the first-order density response computation in the Chebyshev filtered subspace (cf. Section II C), have been efficiently ported to GPUs. On the other hand, the electron-density mixing operations required by Anderson and Anderson with Kerker preconditioners are performed on CPUs, as their overheads are less than $5\%$ compared to the ChFSI eigensolver cost in each SCF iteration in DFT–FE. We also remark that the ChFSI procedure in DFT–FE was recently GPU ported [8], and achieves significant CPU-
TABLE III. Comparison of the performance of LRDM against other preconditioners at low Fermi-Dirac smearing temperature of $T = 10$ K. DNC denotes the calculation did not converge within 200–250 SCF iteration steps.

| System                        | $N_{\text{avg}}$ | $\kappa(J)$ | Anderson | Kerker | TFW | LRDM ($r_{\text{avg}}$) |
|-------------------------------|------------------|-------------|----------|--------|-----|-------------------------|
| Pt cubic-NP–3 x 3 x 3         | 172              | 244         | 64       | DNC    | 149 | 24 (8.9)                |
| Pt+GaAs+SiO$_2$H–10 layers   | 133              | 875         | 127      | 72     | 54  | 23 (6.9)                |
| BCC Fe$_{18}$–3 x 3 x 3       | 53               | 69          | 92       | 20     | DNC | 33 (5.7)                |

GPU speedups of $\sim 15 - 20 \times$ on OLCF Summit.

We first consider the Pt cubic nanoparticle benchmark systems with system sizes ranging from 172 – 1099 atoms (3,096 – 19,782 electrons). Table IV reports the computational cost in GPU Node-hrs for Anderson, LRDM and LRDMA. We present both the computational cost of the full SCF convergence as well as the average per SCF iteration cost. We observe that the total SCF computational cost speedup of LRDM and LRDMA with respect to Anderson are $\sim 1.4 \times$ and $\sim 1.6 \times$, respectively, for the larger system sizes. The relatively higher speedup for LRDMA is due to the previously demonstrated lower computational cost ratio of LRDM to Kerker is $1.5 - 2.5 \times$, with up to a $\sim 1.2 \times$ reduction observed for the per SCF computational cost ratio while using LRDMA. We remark that LRDMA does not provide an improvement in the total SCF cost reduction relative to LRDM for the Pt+GaAs+SiO$_2$H–40 layers system due to the slight increase in the number of SCFs (cf. Section III C) that negates the reduction in the per SCF cost.

TABLE IV. Comparison of performance of LRDM and LRDMA preconditioners.

| System                        | LRDM ($r_{\text{avg}}$) | LRDMA ($r_{\text{avg}}$) |
|-------------------------------|--------------------------|--------------------------|
| Pt cubic-NP–3 x 3 x 3         | 24 (7.3)                 | 23 (3.7)                 |
| Pt cubic-NP–5 x 5 x 5         | 28 (10.0)                | 28 (5.5)                 |
| Pt cubic-NP–6 x 6 x 6         | 30 (11.0)                | 31 (6.8)                 |
| Pt+GaAs+SiO$_2$H–10 layers    | 23 (6.9)                 | 25 (4.1)                 |
| Pt+GaAs+SiO$_2$H–20 layers    | 25 (9.5)                 | 26 (6.0)                 |
| Pt+GaAs+SiO$_2$H–40 layers    | 28 (13.8)                | 32 (8.8)                 |
| HfO$_2$ nano-film w/Al stripes| 31 (6.2)                 | 31 (4.2)                 |

IV. CONCLUSIONS

We present a robust and efficient approach to accelerate the self-consistent field iteration in Kohn-Sham DFT calculations. In particular, we use a low-rank approximation of the dielectric matrix (LRDM)—constructed as a sum of rank-1 tensor products—as the preconditioner for solving the self-consistent fixed point iteration. We note that the low-rank approximation is adaptive and systematically convergent, which lends to the robustness of the approach for tackling generic heterogeneous materials systems, including systems with large condition number and strong non-linearities in the fixed point iteration. A key contribution of the present effort is the development of an efficient numerical method for computing the first-order density response in real-space that is critical to the efficiency of the LRDM procedure. To this end, we compute the density response in the Chebyshev filtered subspace iteration (ChFSI) procedure, which adaptively approximates the occupied eigensubpace in each SCF iteration step. The smaller dimension of the Chebyshev filtered subspace, in conjunction with the use of canonical density-matrix perturbation theory, provides a computationally efficient approach for using the LRDM preconditioner. In order to further improve the computational efficiency of the LRDM method, we developed an accumulated variant of the formulation, which adaptively accumulates the low rank dielectric matrix approximation from the previous SCF iterations using indicators based on the extent of linearity of the fixed point iteration map and the residual norm. Additionally, we extended the LRDM preconditioner to collinear spin-polarized KS-DFT, using a generalization of the low rank formulation.
FIG. 2. LRDM and LRDMA ranks in each SCF iteration step for the various heterogeneous benchmark systems. The plot for LRDMA indicates the additional rank-1 updates in each SCF iteration. Further, in the case of LRDMA, the labels AS denotes the first accumulated SCF step, and labels CR, CL and CT denote clearing of accumulation from previous SCF iteration steps due to non-satisfaction of density residual norm criteria, linearity-indicator criteria and low-rank approximation error criteria, respectively.

... to spin densities and their corresponding response functions. We note that this generalization is also extensible to non-collinear spin-polarized KS-DFT, which is a topic for future studies. We additionally remark that the proposed numerical method for the LRDM procedure, although developed in the context of finite-element basis and ChFSI eigensolver, is adaptable to other Kohn-Sham DFT implementations that use different discretizations (e.g. plane-waves, finite-difference, wavelets) and eigensolver strategies (e.g. Davidson, RMM-DIIS).
TABLE V. Comparison of computational efficiency between Anderson, LRDM and LRDMA approaches as implemented in the DFT–FE code for benchmark systems comprising of Pt cubic nanoparticle of various sizes. Computational cost is reported in terms of NERSC Perlmutter GPU Node-hrs for the total SCF solve and the average cost per SCF iteration. The first SCF iteration, which involves multiple passes of Chebyshev filtering, is excluded in measuring the average per SCF iteration cost. The total SCF cost includes all SCF iteration steps.

| System          | Anderson LRDM | LRDMA LRDM-Anderson | Ratio per SCF |
|-----------------|---------------|----------------------|--------------|
| Pt cubic-NP–3×3 | 0.78          | 0.56                 | 2.0          |
| Pt cubic-NP–5×5 | 13.14         | 8.04                 | 1.62         |
| Pt cubic-NP–6×6 | 56.94         | 36.0                 | 1.77         |

TABLE VI. Comparison of computational efficiency between Kerker, LRDM and LRDMA approaches as implemented in the DFT–FE code for heterogeneous metal-insulator-semiconductor benchmark systems of various sizes. Computational cost is reported in terms of NERSC Perlmutter GPU Node-hrs for the total SCF solve and the average cost per SCF iteration. The first SCF iteration, which involves multiple passes of Chebyshev filtering, is excluded in measuring the average per SCF iteration cost. The total SCF cost includes all SCF iteration steps.

| System          | Kerker LRDM | LRDM LRDM-Kerker | Ratio per SCF |
|-----------------|-------------|------------------|--------------|
| Pt+GaAs+SiO2H–10 layers | 3.06 | 2.94 | 1.03 |
| Pt+GaAs+SiO2H–20 layers | 22.31 | 18.66 | 1.21 |
| Pt+GaAs+SiO2H–40 layers | 213.30 | 163.5 | 1.30 |
| HfO2 nano-film w/Al stripes | 6.30 | 4.04 | 1.56 |

We investigated the robustness and efficiency of the LRDM approach on a comprehensive set of heterogeneous non-periodic and periodic benchmark systems. To this end, we chose materials systems such as metallic and bi-metallic nanoparticles, layered materials with various combinations of metal-semiconductor-insulator systems, semiconducting nano-films with metal dopants, and magnetic systems with spin-polarization. The benchmark systems range from small to large system sizes comprising of ∼100–1100 atoms (∼500–20,000 electrons). In all the benchmark systems we compared the SCF convergence of LRDM against three other widely used preconditioners—Anderson mixing [26], Anderson mixing with Kerker preconditioner [35], and Broyden mixing with Thomas-Fermi-von Weizsacker preconditioner (TFW) [39]. Our studies have demonstrated that LRDM achieves robust convergence within 20–30 SCF iterations, for all the benchmark systems considered here, with a weak dependence observed on the system size. In comparison, Anderson, Kerker and Broyden showed slow convergence for systems with high condition numbers, requiring 3–5× more SCF iterations compared to LRDM. The accumulated variant (LRDMA) showed promise in reducing the average (over the SCF iterations) adaptive rank $r_{avg}$ by 1.5–1.8× across various benchmark systems without affecting the robustness of the SCF iteration. We also found the LRDM/LRDMA approach to outperform Anderson and Kerker preconditioners in computational cost for full ground-state calculations by $\sim 1.4–3.4\times$ for Pt cubic nanoparticles and layered heterogeneous benchmark systems.
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