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The survival of humanity is dependent on the survival of forests and the ecosystems they support, yet annually wildfires destroy millions of hectares of global forestry. Wildfires take place under specific conditions and in certain regions, which can be studied through appropriate techniques. A variety of statistical modeling methods have been assessed by researchers; however, ensemble modeling of wildfire susceptibility has not been undertaken. We hypothesize that ensemble modeling of wildfire susceptibility is better than a single modeling technique. This study models the occurrence of wildfires in the Brisbane Catchment of Australia, which is an annual event, using the index of entropy (IoE), evidential belief function (EBF), and logistic regression (LR) ensemble techniques. As a secondary goal of this research, the spatial distribution of the wildfire risk from different aspects such as urbanization and ecosystem was evaluated. The highest accuracy (88.51%) was achieved using the ensemble EBF and LR model. The outcomes of this study may be helpful to particular groups such as planners to avoid susceptible and risky regions in their planning; model builders to replace the traditional individual methods with ensemble algorithms; and geospatial users to enhance their knowledge of geographic information system (GIS) applications.

1. Introduction

Wildfires, alternatively termed forest fires, bushfires, woodland fires, and vegetation fires, boosted by wind and high summer temperatures, are able to destroy entire forests faster than they can be brought under control [1], causing irreversible, incalculable environmental, economic, and social damage [2]. Wildfires cause direct forest degradation [3]. Like the Australian wildfires 2020 [4] which a wide variety of forest flora [5] and forest species [6] were destroyed within a very short period of time. Soil nutrients loss is a long-lasting effect [7, 8], which wildfires can bring into a region. Ecosystems and biodiversity [9] such as bird nesting and habitats [10, 11] are also so vulnerable to wildfire phenomena. Destroying watersheds [12] and reducing water quality [13, 14] are destructive impacts of this disaster. Last but not least, impacts on human settlements and health [15, 16] can be considered as nonreturnable negative influence of wildfire disaster.
A fundamental requirement in natural hazard management is to accurately locate wildfire endangered regions [17], meaning that to find the areas that have the highest potential for future wildfire occurrence. Throughout proper natural hazard management, wildfire can be controlled and damages are minimized [18]. In fact, assessing the susceptibility of a locality to wildfire occurrence is based on a specific correlation among the historical wildfire events and its related causing factors such as topographical, hydrological, and geological [19].

Numerous approaches and algorithms have been used for wildfire hazard mapping [20]. Recent studies have utilized remote sensing (e.g., aerial photos, LiDAR data, and signals) and thematic maps either directly or indirectly in conjunction with geospatial information systems (GIS), and they have the potential to support assessments of wildfire risk from a variety of aspects such as fuel load [21, 22], burn severity [23], and intensity measurements [24, 25]. Probability and susceptibility are foundational in the field of wildfire research [26], being essential for risk, vulnerability, response, and safety studies [27]. As a practical example, wildfire spatiotemporal distributions can be derived from the susceptibility over a period [28], in order to establish trends, which can be monitored and projected into the future. The existing methods used in wildfire probability mapping cover a variety of algorithms. For instance, qualitative analytical hierarchy process (AHP) and Mamdani fuzzy logic (MFL) methods were used by Pourtaghi et al. [18]. Their outputs denoted that the qualitative analysis might not be accurate as it was a knowledge-based approach and differed from a person to person. Linear and quadratic discriminant analysis, frequency ratio (FR), and weights-of-evidence (WOE) were used together with thirteen causative factors in a research by Hong et al. [27], and the area under the curve (AUC) for the forest wildfire susceptibility mapping did not exceed 82.2%. Jaafari et al. [29] used five decision tree-based classifiers in the wildfire mapping and reported a high level of performance (AUC = 90%). However, decision tree-based models are often computationally expensive in modeling and sensitive to training the big data [30]. FR which is known as a simple and popular statistical algorithm was also utilized in mapping the wildfire hazard [31]. In this study, however, FR performance (AUC = 79.85%) was less effective compare to Shannon’s entropy model (AUC = 83.16%). Support vector machine (SVM) as another popular algorithm was used by Tien Bui et al. [32] to detect the most wildfire susceptible areas in the Cat Ba National Park area (Vietnam) resulting to an AUC of 87.5%. Pourghasemi et al. [33] produced the wildfire susceptibility maps based on evidential belief function (EBF) and binary logistic regression (BLR) models. The validation of the result illustrated the outperformance of EBF (AUC = 81.9%) over BLR (AUC = 74.3%). Wildfire susceptibility mapping using sixteen conditioning factors, Gholamnia et al. [34] exploited machine learning (ML) methods (e.g., artificial neural network (ANN), dmine regression (DR), data mining (DM) neural, least angle regression (LARS), multilayer perceptron (MLP), random forest (RF), radial basis function (RBF), self-organizing maps (SOM), SVM, and decision tree (DT)) and reported the highest (88%) and lowest accuracy (65%) for RF and logistic regression (LR), respectively. Kalantar et al. [35] mapped the forest fire susceptibility using three ML algorithms, namely, multivariate adaptive regression splines (MARS), SVM, and boosted regression tree (BRT) with resampling techniques in the training phase. They reported the resampling process enhanced the modeling and BRT with an AUC of 91% outperformed others. In this context, several ML methods, for example, DT, have an inherent computational complexity, requiring a number of preanalysis stages and significant processing time [36]. Although the aforementioned studies acquired satisfactory AUC, all the AUC values were less than 91% (majority between 74%-83%), and it motivated us to investigate other algorithms and pursue the higher accuracy for wildfire prediction.

It has been proven by some other researches such as Brun et al. [37] and Podschwit et al. [38] that ensemble and multi-model approaches might lead to much more accurate results. Zhou [39] stated that ensemble modeling offers a state-of-the-art learning approach, which has become a focus of modeling research since the 1990s and has been shown to produce results that are considerably more precise than using a single method [40–43]. A study by Jaafari et al. [44] was undertaken to examine and compare four hybrid (artificial intelligence) methods against a single model in mapping the wildfire probability in the Hycranian ecoregion, Iran. Their finding proved up to 18% increase of modeling accuracy using hybrid models rather than a single model. It is apparent that any individual method, whatever its advantages, has limitations. In ensemble modeling by appropriate selection of two methods, it trains multiple algorithms and subsequently combines them for analysis [45], then one can reduce or eliminate the other one’s limitations, and vice versa [46]. Hence, in the present study, the ensemble model was proposed to improve the modeling and performance for higher accuracy.

Alternatively, EBF is capable of fast data processing without preassumptions [47]. Applied to wildfire susceptibility mapping, a bivariate statistical analysis (BSA) approach would be based on the comparison of a wildfire inventory map as a dependent variable and a single input influencing map (geology/wildfire, aspect/wildfire, altitude/wildfire, etc.) [48]. In execution, the spatial correlation between wildfire inventory locations and each class of each wildfire influencing factor would be measured. For instance, the weights derived for the geology factor represent the impact of each geology type on wildfire occurrence in the region. In addition, multivariate statistical analysis (MSA) only assesses the impact of factors on wildfire occurrences, rather than the influence of each class. Using an ensemble modeling approach, both the impact of classes and separate factors can be assessed in a single integrated analysis. EBF and IoE are classified as BSA approaches and extract the impact of each class of every conditioning factor. Among various ways to perform LR analysis, it is able to evaluate the impact of the factor itself on the wildfire event irrespective of class impacts. Thus, here, the ensemble analysis has the potential capability of producing more reliable and accurate outcomes compare to an individual algorithm. Although ensemble modeling
has been utilized in the wildfire domain, there is a range of other techniques that have not been tested in ensemble analysis yet. The research literature indicates applications of individual EBF, index of entropy (IOE), and LR modeling, yet their comparability and application in ensemble modeling remain untested, in refining the derived wildfire susceptibility maps, as far as we can ascertain.

For this purpose, an ensemble approach to wildfire modeling using IOE, EBF, and LR algorithm was introduced and examined. The three algorithms were selected on the basis of their relatively quick execution and comprehensibility, as well as the fact that they do not require specific dedicated software [49]. To address the important factors in bushfire occurrence in the Brisbane Catchment, Australia, we evaluated and ranked the initial fourteen causative factors (i.e., altitude, slope, aspect, curvature, topographic wetness index (TWI), topographic position index (TPI), rainfall, geology, soil, land use land cover (LULC), distance from rivers, distance from roads, wind, and normalized difference vegetation index (NDVI)). Especially, the study area faces midsummer heatwave triggering fire conditions, and this study could enlighten the sources of hazard for decision makers to protect the species threatened with extinction [50]. By producing more reliable susceptibility and risk maps, this study would assist in wildfire management, forestry, and strategies to local residents. We believed that combined into an ensemble method, the accuracy can exceed the individual outputs.

2. Study Area

The study area (the Brisbane catchment, Australia) is located between 153°12′9.212″E 27°17′40.095″S and 152°22′31.144″E 27°56′7.549″S (Figure 1), and its LULC is mainly cropping, plantation forestry, and urban and rural areas. Its climate is warm with two seasons, a dry winter and a hot humid summer. Average temperature ranges from 9 to 12°C and 21 to 29.8°C, respectively. The ecoregion of the study area is temperate broadleaf and mixed forest. However, temperate forests experience a wide range of variability in temperature and precipitation. In regions where rainfall is broadly distributed throughout the year, deciduous trees mix with species of evergreens. Species such as Eucalyptus and Acacia typify the composition of the temperate broadleaf and mixed forests in Australia. In Australia, the temperate forests stretching from southeast Queensland to South Australia enjoy a moderate climate and high rainfall that give rise to unique eucalyptus forests and open woodlands. This biome in Australia has served as a refuge for numerous plant and animal species when drier conditions prevailed over most of the continent. That has resulted in a remarkably diverse spectrum of organisms with high levels of regional and local endemism. Recently, record-breaking temperatures and extreme events such as drought caused devastating wildfire across Australia, destroying million acres of species and threatening human life (https://www.bloomberg.com/graphics/2020-australia-fires/), which globally ranks Australia as the most prone country to wildfires [51]. Since there is a very high possibility of wildfire danger in the dry season, we used geographic data on the extent of the wildfires that occurred from 2011 to 2019. Figure 1 shows the study area along with the inventory of the extent of wildfires. Brisbane, the capital of Queensland, is in the southeastern corner of this state and is one of the predominant wildfire regions in Australia.

3. Methodology

The mapping algorithms for wildfire susceptibility were applied both individually and as an ensemble in this study. The stepwise methodology flowchart in Figure 2 illustrates different stages of this research. To achieve the primary aim of the study (ensemble modeling), the first four steps were implemented. Subsequently, the outcomes of these steps were entered into the last stage to perform the secondary goal of wildfire risk mapping. The analysis started with a random selection of forest fire inventory points and will be explained in Section 3.1.1. The training dataset, as the initial input, was utilized in both methods of IOE and EBF, in order to evaluate its correlation with influencing factors using the two methods. For the second input to the BSA analysis, a set of conditioning factors was used (Section 3.1.2). Section 3.2 describes the use of multicollinearity and Pearson’s correlation analysis to eliminate some of the factors from the dataset to avoid redundancy. In the third step, the BSA was undertaken using both the IOE and EBF methods, and their final susceptibility map was produced using MSA. Area under curve (AUC) technique was used to evaluate the reliability of the outcomes using the testing dataset (30%) (Section 3.6). Subsequently, as illustrated by the dashed arrow in the flowchart, the derived BSA weights were used in ensemble with the LR algorithm. The ensemble analysis was used to produce the final wildfire susceptibility map. Thereafter, the secondary goal of the study was initiated. The most susceptible wildfire class was overlaid on several vulnerability maps derived from different sources. The aim is to show that the...
risk map can be varied based on the application and aim of the analysis.

3.1. Data Used. An accurate wildfire-influencing factors dataset together with precise detection of the wildfire-ravaged locations are critical for probabilistic wildfire susceptibility analysis. Both dataset’s precision has direct impact on the final outcomes [52]. The characteristics, sources, and descriptions of each dataset will be described in the following subsections.

3.1.1. Wildfire Inventory Dataset. Susceptibility analysis can be undertaken through the assessment of similar past events and their causative factors. A range of sources, such as in situ mapping, historical records, reports, remote sensing, and aerial photos can be used to prepare the inventory dataset [53]. In this research, the wildfire inventory dataset was compiled by the Australian Bureau of Agricultural and Resource Economics and Sciences (ABARES) for the National Forest Inventory (NFI). The raw data was delivered in vector format. Each polygon contained details of the location, date, and size of the burnt areas (Table 1). The inventory dataset covers the wildfire records from 2011 to 2019. According to Table 1, the year 2016 had the highest incidence of wildfire covering 674,072 sqm. In this region, most of the wildfire occurrences were located in the far north and the northeast (Figure 1). Since the inventory data was in polygon format, a random point selection technique was applied, however, with few innovations as described below.

Unlike most of the previous studies [54–56], inventory points were not selected in terms of the whole basin as this would have overlooked the size of the burnt areas. As a preparatory step, four areas of interest were defined (Figure 3) around the inventory regions.

In the next step, the total area of the wildfire polygons (the centroid of the fire) in each zone was measured. Finally, wildfire random points, with respect to their areas, were selected as listed in Table 2. We aimed to choose a total of 300 inventory points. So according to the total area of each zone, the specific numbers of points were derived from them. For instance, in zone 1, the percentage of the forest fire areas with respect to the whole wildfire areas was 12%. Twelve
percent of 300 points would be 36 points, which have been randomly derived from this zone. For each fire event (polygon), a buffer zone was generated to avoid marginal fire region. Consequently, 300 nonfire samples were randomly extracted from the remaining areas for modeling purpose.

Our training and testing datasets were created using the space robustness technique, which divides the data into two categories without considering the dates of the events [42]. Once 300 inventory points were acquired, 300 nonfire points were compiled and the data was divided by random selection from the total inventory points according to the standard 70% training, 30% testing proportion [57–59].

### 3.1.2. Influencing Factors.

Pourtaghi et al. [18] offers a good review of these factors. Since there is no accepted framework for dataset creation, many studies rely solely on data availability, expert knowledge, and literature [33, 60]. In this study, the primary influencing factors were selected by the traditional literature-based approach. Prior to the main analysis, a statistical multicollinearity analysis was performed on the selected factors (Section 3.2). Our initial selected influencing factors dataset consisted of altitude, slope, aspect, curvature, TWI, TPI, rainfall, geology, soil, LULC, distance from rivers, distance from roads, wind, and NDVI. These factors are the most cited and relevant according to the

### Table 1: Record of the temporal wildfire occurrence in this study.

| Date       | Suburb  | Area (sq m) | Date       | Suburb  | Area (sq m) | Date       | Suburb  | Area (sq m) |
|------------|---------|-------------|------------|---------|-------------|------------|---------|-------------|
| 23/01/2019 | Tingalpa| 471         | 16/05/2017 | Brighton| 854         | 26/09/2016 | Stretton | 1044        |
| 23/01/2019 | Tingalpa| 4924        | 15/05/2017 | Brighton| 327         | 13/09/2016 | Karawatha| 188         |
| 5/11/2018  | Calamvale| 313        | 1/04/2017  | Parkinson| 256         | 8/09/2016  | Karawatha| 1258        |
| 5/11/2018  | Calamvale| 41         | 27/03/2017 | Carina   | 6           | 8/09/2016  | Karawatha| 2051        |
| 18/09/2018 | Mt Gravatt| 462        | 27/03/2017 | Carina   | 95          | 8/09/2016  | Karawatha| 919         |
| 15/09/2018 | Mt Gravatt| 8          | 27/03/2017 | Carina   | 394         | 29/08/2016 | Forest Lake| 129        |
| 31/08/2018 | Chermside| 42762       | 27/03/2017 | Parkinson| 2078        | 15/08/2016 | Bracken Ridge| 309109    |
| 23/08/2018 | Wynnum West| 12027     | 8/03/2017  | Hemmant  | 1035        | 15/08/2016 | Bracken Ridge| 48472      |
| 13/08/2018 | Burbank  | 1236        | 25/02/2017 | Drewvale | 752         | 7/08/2016  | Deagon    | 98079       |
| 26/07/2018 | Chermside West| 16365   | 12/02/2017 | Hemmant  | 59          | 1/07/2016  | Tarragindi| 2924        |
| 22/06/2018 | Murarrie  | 2892        | 11/02/2017 | Tingalpa | 1437        | 28/05/2016 | Darra     | 45758       |
| 21/02/2018 | Wakerley  | 3617        | 7/02/2017  | Boondall | 262056      | 15/05/2016 | Karawatha| 10947       |
| 20/02/2018 | Wakerley  | 2942        | 6/02/2017  | Hemmant  | 186         | 18/04/2016 | Carina    | 281         |
| 20/02/2018 | Ransome   | 368         | 6/02/2017  | Hemmant  | 275         | 17/04/2016 | Carina    | 2004        |
| 18/02/2018 | Wynnum    | 1385        | 6/02/2017  | Hemmant  | 266         | 4/04/2016  | Drewvale  | 1426        |
| 10/02/2018 | Wynnum West| 3568      | 6/02/2017  | Hemmant  | 271         | 25/03/2016 | Wynnum West| 158        |
| 29/01/2018 | Karawatha | 23121       | 3/02/2017  | Hemmant  | 3460        | 26/01/2016 | Karawatha| 13089       |
| 9/01/2018  | Hemmant   | 20542       | 3/02/2017  | Hemmant  | 383         | 11/01/2016 | Wynnum West| 31494       |
| 30/12/2017 | Karawatha | 656         | 3/02/2017  | Boondall | 50254       | 24/11/2015 | Wynnum West| 47616       |
| 17/12/2017 | Karawatha | 98481       | 1/02/2017  | Ransome  | 15722       | 1/11/2015  | Wynnum West| 2578        |
| 17/12/2017 | Karawatha | 4947        | 1/02/2017  | Ransome  | 33          | 15/10/2015 | Wynnum West| 2479        |
| 17/12/2017 | Karawatha | 553         | 1/02/2017  | Ransome  | 887         | 24/09/2015 | Wynnum West| 4722        |
| 5/12/2017  | Stretton  | 8023        | 26/01/2017 | Karawatha| 5514        | 10/05/2015 | Hemmant  | 107825      |
| 28/09/2017 | Wakerley  | 552         | 19/01/2017 | Karawatha| 17353       | 15/11/2014 | Karawatha| 794         |
| 14/09/2017 | Bracken Ridge| 49892  | 19/01/2017 | Karawatha| 2880        | 2/11/2014  | Ransome  | 181477      |
| 7/09/2017  | Chermside | 2415        | 24/12/2016 | Ransome  | 3705        | 6/10/2014  | Wynnum West| 217331      |
| 7/09/2017  | Chermside | 1665        | 24/12/2016 | Lota     | 71          | 3/09/2014  | Hemmant  | 48449       |
| 5/09/2017  | Sandgate  | 3818        | 23/12/2016 | Ransome  | 447         | 12/01/2014 | Wynnum West| 47532       |
| 1/09/2017  | Runcorn   | 653         | 22/12/2016 | Stretton | 1220        | 31/12/2013 | Nudgee   | 244318      |
| 18/08/2017 | Parkinson | 3057        | 22/12/2016 | Ransome  | 31815       | 29/12/2013 | Karawatha| 173052      |
| 18/08/2017 | Rochdale  | 21753       | 21/12/2016 | Stretton | 1692        | 9/08/2013  | Hemmant  | 194041      |
| 17/08/2017 | Parkinson | 1089        | 23/10/2016 | Brighton | 24533       | 25/09/2012 | Hemmant  | 40043       |
| 16/08/2017 | Parkinson | 816         | 16/10/2016 | Wynnum West| 4845       | 15/09/2012 | Wynnum West| 17062       |
| 10/08/2017 | Fitzgibbon| 41071       | 14/10/2016 | Hemmant  | 30668       | 15/09/2011 | Wynnum West| 72330       |
| 23/06/2017 | Drewvale  | 47          | 13/10/2016 | Hemmant  | 2200        |
| 16/05/2017 | Brighton  | 951         | 29/09/2016 | Karawatha| 3546        |
The factors were drawn from a variety of sources, which will be mentioned accordingly. A raw dataset was used to derive the primary influencing factors. This comprised (a) a digital elevation model (DEM) with 5-meter spatial resolution (produced from LiDAR data) was used to compute altitude, slope, aspect, curvature, TWI, and TPI; (b) soil map (1 : 250,000 scale) and geology map (1 : 100,000 scale) were obtained from the CSIRO and Australian government websites; (c) Landsat imagery which was used to provide NDVI map; (d) roads and rivers networks; and (e) rainfall and wind information from the meteorological stations. Through proper methods and conversions, each factor was prepared and imported to the GIS environment.

Topography is one of the most influential factors in wildfire occurrence. Precipitation, temperature, sun exposure, and wind are all related to the topography of the locality [63]. Topography can affect wildfire in different ways. Slope, aspect, and altitude influence solar radiation levels [64] and impact on the fuel moisture content [65]. The wildfire spread direction is often determined by topographical factors and wind [66]. Topography, fuels, and climate are recognized as the three main elements in wildfire creation, spread, and intensity [67], with topography the most stable factor.

Altitude influences the wildfire behavior by affecting the extent and timing of precipitation, seasonal drying of fuel, and wind [68]. Higher temperature and lower rainfall in lower lands cause fuels to dry faster. Slope affects fuel preheating and, thus, the rate and direction of spread [69]. Fuel preheating can be affected by the slope. Sharp slopes preheat and dry upslope fuels, causing faster combustion [70]. Therefore, during the wildfire event, slope defines the direction of the spread [71]. Slope position and degree are both important factors in the extent of wildfire spread. Usually, the largest wildfires are initiated at the base of the slope. Additionally, fires tend to spread faster up a slope than down one [72]. Fire tends to move, and based on the landform types of the region, it transfers in various ways [73]. For instance, narrow canyons are one the most dangerous forms of the land in the event of wildfires [74]. In such a condition, a greater degree of slope increases the destructive power of the wildfires. The reason is this landform creates strong updrafts of air, preheating the upslope fuels, thus, increasing the likelihood of heat transfer. In some cases, if the valley is narrow enough, it might initiate an outbreak of fire on the opposite side.

Aspect defines the direction of the slope. The impact of aspect on fuel temperature and moisture is apparent [75]. Aspect controls the solar radiation received, which indirectly influences the vegetation types and cover [76]. In the southern hemisphere, north-facing slopes tend to have less vegetation and lighter fuel loads, particularly in lower-elevation forests [77]. North slopes receive higher levels of solar radiation and are consequently warmer, so fuels tend to dry out sooner. On the other hand, south slopes contain more vegetation and, therefore, greater fuel quantities. The drying process for these slopes is slower due to shadows. In the case of

| Map zones | Forest fire areas | Percentage of the forest fire areas | Number of random points |
|-----------|-------------------|------------------------------------|-------------------------|
| Zone 1    | 338360            | 12                                 | 36.00                   |
| Zone 2    | 1541738           | 54                                 | 162.00                  |
| Zone 3    | 54754             | 2                                  | 6.00                    |
| Zone 4    | 897361            | 32                                 | 96.00                   |
| Total     | 2832214           | 100                                | 300.00                  |

Figure 3: Inventory points selection zones. The division lines are arbitrarily located.
wildfire occurrence, they cause more severe wildfire. Curvature, which shows the morphology of topography, is another influential factor in wildfire occurrence [78]. Positive, negative, and zero curvature values specify that the surface is convex, concave, or flat, respectively [79]. One of the ways to evaluate the impact of topography on the hydrological characteristics of the region [80] is TWI. TWI shows the amount of flow accumulation at any point in a drainage basin and the downslope trend of the water by the power of gravity, and it measures the slope and direction of hydrologic flow [81]. The TWI thematic map was generated using the system for automated geo-scientific analyses (ArcGIS).

\[
\text{TWI} = \ln \frac{\alpha}{\tan \beta}, \quad (1)
\]

where \(\alpha\) is the cumulative up slope area draining through a point, and \(\tan \beta\) is the slope angle at the point [46]. Table 3 provides both detailed and general descriptions of soil types in the study area. This information is useful for land management and planning.

TPI defines or characterizes shapes such as canyons and ridges [82]. This factor reflects the difference in elevation between a focal cell and all cells in the neighborhood [83], which can make a simple and useful means to classify the landscape into morphological classes.

One of the characteristics of the study area that has a direct and indirect influence on wildfire incidents is weather condition [63]. Factors such as fire ignition potential, severity, heat transfer, and intensity are all associated with weather condition [84]. Fuel moisture and humidity are directly associated with the precipitation amount [85], while wind speed affects heat transfer and direction [86].

LULC is considered a significant influencing factor for wildfire, as well as for other natural hazards, such as flooding and landslide [87]. In this research, the LULC factor, consisting of 56 classes, was used to investigate the most influential land cover type on wildfire.

In terms of wildfire, vegetation can be grouped into ground fuels (e.g., roots) [88], surface fuels (e.g., grass) [89], ladder fuels (e.g., small-size trees) [90], and crown fuels (e.g., forest canopies) [91]. The wildfire combustion and behavior are highly affected by the size, moisture, and chemical content of the fuels [92]. Regarding the chemical content of fuels, some vegetation-like shrubs contain volatile oils, which make them to burn with higher intensity [93]. Shrubs have small branches as well which can create long flame lengths. Combustible biomass can be measured from a variety of sources. One of the main sources is NDVI. This factor is determined by the density of vegetation in the area using remote sensing [94]. As shown below, to calculate the NDVI the near-infrared (NIR) and red channels of Landsat imagery was used.

\[
\text{NDVI} = \frac{(\text{NIR} - \text{RED})}{(\text{NIR} + \text{RED})}. \quad (2)
\]

3.2. Multicollinearity Analysis. As was mentioned, not all causative factors were selected for the final modeling. Although there is no framework available to define the most influential factors, there are a number of statistical models that can assist researchers in their data selection [95]. These methods are able to statistically evaluate a group of factors and highlight the least significant and/or the factors that have duplicate impact. Through these assessments, redundant and less-effective factors can be eliminated from the dataset to decrease the computational time and complexity and increase the functionality. The correlations between factors were evaluated prior to the main analysis using Pearson’s correlation coefficients [96] and variance inflation factors (VIF) [97] to exclude multicollinearity [98], which causes errors in analysis [99].

The degree of a factor’s interrelatedness with other influencing factors can be calculated using VIF [100] and represents the influencing factor’s estimated regression coefficient accordingly. The square root of VIF shows the standard error for that factor. A VIF of 5 or 10 and greater represents a multicollinearity problem in the dataset [95]. The Pearson’ correlation coefficients method evaluates the correlation coefficient of two influencing factors, for example, aspect (ASI) and geology (As) in wildfire occurrence [101]. The correlation value is calculated by their covariance divided by the product of their standard deviations (Eq. (3)). A measured value greater than 0.7 indicates a high level of collinearity in the dataset [95].

\[
\tau_{SI,ASI} = \frac{\sum_{i=1}^{n} (SI_i - \bar{SI})(ASI_i - \bar{ASI})}{\sqrt{\sum_{i=1}^{n} (SI_i - \bar{SI})^2} \sqrt{\sum_{i=1}^{n} (ASI_i - \bar{ASI})^2}}, \quad (3)
\]

where \(\bar{SI}\) is the mean of SI.

When either of these methods reaches their threshold values, the collinearity should be reduced by eliminating one or more factors from the analysis [97].

3.3. Bivariate Statistical Analysis (BSA). The two selected BSA methods were IoE and EBF. The application of IoE is based on the methodology proposed by Vlcko et al. [102], in which the weight value for each factor is expressed as an entropy index. The approach to EBF is based on the Dempster-Shafer theory of evidence [103].

3.3.1. Index of Entropy Model (IoE). Entropy is an assessment of the disorder, instability, imbalance, and uncertainty of a system [104], and, according to Boltzmann’s principle, the measurement of entropy of a system describes its thermodynamic state in terms of its degree of disorder. Shannon’s entropy model for information theory is regarded as superseding Boltzmann’s principle [105]. Applying the Shannon model of information, a weighted index of wildfire hazard based on the environmental influencing factors can be extracted.

\[
P_{ij} = \frac{b}{a}, \quad (4)
\]
| Soil ID | Detailed | General |
|--------|----------|---------|
| Fu3    | Steep hilly to mountainous terrain on metasediments and phyllites rising to 2800 ft above sea level: dominant soils on the slopes are shallow and stony leached loams (Um2.1), as well as (Um5.2) loams. | Shallow and stony leached loams |
| Tb64   | Rolling to hilly terrain with gentle to moderate slopes: dominant soils are hard, acidic, and yellow (Dy3.41) and red (Dr3.41) mottled soils. Associated are hard alkaline yellow (Dy3.43) and red (Dr3.43) mottled soils; sandy acidic yellow mottled soils (Dy5.41), (Dy5.31), and (Dy5.81) and leached sands (Uc2.2), all containing large amounts of nodular ironstone material, also with mottled clays, at depth below the (Uc2) soils. | Sandy and silty clay |
| Mp6    | Low coastal basaltic plateaux and islands of Moreton Bay (about 50 ft above sea level): dominant soils are red friable earths (Gn3.11) on the gently undulating to flat ridge tops with (Gn3.14) soils on the beveled slopes of the ridges. | Mixed grouping consisting of sand and clay |
| NY3    | Coastal plains, lower and middle reaches of river flood-plains, swamps, estuarine areas, and tidal marshes, generally low-lying poorly drained areas subject to flooding: dominant soils seem to be sandy-surfaced soils, friable acidic grey soils (Dg4.11), (Dg4.41), and (Dg4.81); friable acidic yellow mottled soils (Dy5.11); and acidic grey friable earths (Gn3.91). Associated soils are (Dg2.41), (Dd3.11), and (Db4.11). | Sandy soil |
| Tb65   | Gently rolling areas of the subcoastal lowlands (less than 400 ft above sea level) with a maximum relief of 50 ft between crests and valleys. The soil pattern is complex and controlled by the lithology of the parent rock material. Dominant soils are deep-surfaced loamy duplex (Dy3.41), (Dy3.42), (Dr3.41), and (Dr2.12) on sandstones. | Deep-surfaced loamy duplex |
| Mm2    | Undulating landscape with linear gilgais on some slopes: crests and upper ridge slopes of cracking red-brown clays (Ug5.37) or loamy soils with red clay subsoils (Dr2.33), passing down the slope to cracking brown clays (Ug5.32) on gilgai puffs and cracking grey clays (Ug5.23) in gilgai depressions. | Clay and loamy soil |
| MM9    | Terraced valley plains: dominant soils are brown and grey cracking clays (Ug5.34), (Ug5.39), and (Ug5.52) which occur on the third terrace with (Gn3.21), (Dy3.41), and (Dy3.31) soils. | Sandstones and shales |
| Fu2    | Steep hilly areas of metasediments and phyllites, traversed by narrow valley plains along the streams: dominant soils are shallow and stony leached loams (Um2.12) and also (Um5.2) loams. | Shallow stony loams |
| Cd3    | Steep hilly to mountainous land: dominant soils seem to be leached sands (Uc2.12) and siliceous sands (Uc1.21 and Uc1.22) on sandstones; grey cracking clays (Ug5.23) on shales; and shallow red clays (Uf6.12) on basalt. | Sandy and clay soils |
| Sj12   | Lower to middle reaches of stream flood-plains: dominant soils are hard, acidic yellow and yellow mottled soils (Dy2.41) and (Dy3.41) with (Dd1.41) on the flat areas, together with leached sands (Uc2.33 and Uc2.32) on low broad sandy banks. Other soils include (Gn5.31) and (Uf6). | Leached sands |
| Mw30   | Gently undulating area of tertiary sediments and igneous rocks: dominant soils are clay loam to light clay texture. | Clay loam to light clay texture |
| Kb28   | Low hilly terrain on basaltic and sedimentary rocks: dominant soils are moderate and shallow forms of dark cracking clays (Ug5.14, Ug5.12, and Ug5.13) on the slopes. | Dark cracking clays |
| Pl1    | Hilly country of sandstones and intruded intermediate and basic rocks, rising to 800 ft above sea level: dominant soils on the moderate to steep slopes are hard acidic red and yellow soils (Dr3.41), (Dr2.41), and (Dr3.41) with some areas of (Dy3.43) and (Dr3.43) soils. | Light sandy loam |
| Tb62   | Undulating to hilly valley slopes flanking creek and river flood-plains: dominant soils on the gentle to moderately steep slopes are hard acidic yellow mottled soils (Dy3.41), (Dy3.21), and (Dy3.61). | Hard-setting loamy soils with mottled yellow clayey subsoils |
| Kb12   | Gently rolling areas of the subcoastal lowland (less than 400 ft above sea level) on altered basic rocks; maximum relief is 50 ft between crests and valleys: dominant soils are shallow dark cracking clays (Ug5.12) with hard neutral red and yellow soils (Dr2.12) and (Dy2.12). | Shallow dark cracking clays |
### Table 3: Continued.

| Soil ID | Detailed                                                                 | General        |
|---------|---------------------------------------------------------------------------|----------------|
| LL6     | Mountainous: steep slopes of loamy soils with an A2 horizon (Um4.2), yellow-brown, (Gn2.44), and rock outcrops. | Loamy soils   |
| Rh9     | Steep hilly to mountainous: dominant soils seem to be dark-brown friable loam surface soil underlain by light-red to brownish-red heavy but friable clay | Dark-brown friable loam surface |
| Me8     | Low hilly area of tertiary sediments and igneous rocks: dominant soils are brown (Gn3.22) and dark (Gn3.42) friable earths and shallow dark cracking clays (Us5.12) on the deeply altered igneous rocks. | Sediments and clay |
| Kd6     | Valley plains: dominant soils are dark, cracking clays (Us5.15 and Us5.16). Associated are areas of other soils, including (Dd1 41) and (Dy2.41) on broad terraces. | Dark, cracking clays |
| Mg26    | Plateaux and plateau remnants in mountainous country at moderate to high elevation (>1000 ft): loamy soils, rolling hills of red friable porous earths (Gn4.11), and/or brown friable porous earths (Gn4.31). | Crusty loamy soils |

$$P_{ij} = \frac{p_{ij}}{\sum n_{i}p_{ij}},$$

$$H_{j} = -\sum_{i=1}^{n} (P_{ij}) \log_{2} (P_{ij}), j = 1, \ldots, n,$$

$$H_{j}^{\text{max}} = \log_{2}(S_{j}), S_{j} - \text{number of classes},$$

$$I_{j} = \frac{H_{j}^{\text{max}} - H_{j}}{H_{j}^{\text{max}}},$$

$$W_{j} = I_{j} p_{ij},$$

where $a$ and $b$ are the domain and wildfire percentages, respectively, $P_{ij}$ denotes the density of the occurrence of wildfire for every class of every influencing factor (e.g., each type of geology), $H_{j}$ and $H_{j}^{\text{max}}$ denote the entropy values, $I_{j}$ is the information coefficient, and $W_{j}$ represents the calculated weight value for the specific influencing factor, without consideration of the classes.

The final wildfire susceptibility map was generated by summing the weighted products of the spatial-parametric maps. The following equation was used to develop the final wildfire susceptibility map from the IoE model.

$$Y = \left( (\text{Altitude} \ast W_{j}) + (\text{Slope} \ast W_{j}) + (\text{Aspect} \ast W_{j}) ight) + \left( (\text{Curvature} \ast W_{j}) + (\text{TPI} \ast W_{j}) + (\text{Rain} \ast W_{j}) ight) + \left( (\text{Geology} \ast W_{j}) + (\text{Soil} \ast W_{j}) + (\text{LULC} \ast W_{j}) ight) + \left( (\text{Distance from Rivers} \ast W_{j}) + (\text{Distance from Roads} \ast W_{j}) + (\text{Wind Speed} \ast W_{j}) \right),$$

where $Y$ is the value of the wildfire susceptibility index.

**3.3.2. Evidential Belief Function (EBF).** The Dempster–Shafer theory of evidence has been introduced by Dempster [106], and the EBF method has been applied to other natural hazards such as flooding [107] and landslide [108]. Its relevance in natural hazard modeling is that it can accept uncertainty and can integrate information from multiple sources of evidence [109]. It is used for assessing the degree of probability of the truth of a hypothesis, as well as for evaluating the nearness with which the evidence comes to proving the truth [110]. Its functional parameters are the degrees of belief (Bel), disbelief (Dis), uncertainty (Unc), and plausibility (Pls) [111]. The proposition’s lower and upper limits of the probability are denoted by Bel and Pls, respectively; the difference between belief and plausibility by Unc, which describes ignorance [112]; and the belief that the proposition is false based according to the evidence by Dis, where Dis = 1 − Pls or 1 − Unc − Bel, provided that Bel + Unc + Dis = 1.

In the situation where a class of an influencing factor does not contain any wildfire event, Bel is equal to zero, and Dis is reset to zero. Applied to wildfire occurrence, the EBF estimates the spatial correlations among the classes of each conditioning factor. An overlay of the inventory map on each influencing factor layer displays the pixels that could contain wildfire or nonwildfire influencing factors. A set of factors, $C = (C_{ij}, i = 1, 2, 3, \ldots, n)$, which contains mutually exclusive and exhaustive factors of $C_{ij}$, was used in this study. The calculation is performed using the equation:

$$\text{Bel}(C_{ij}) = \frac{W_{C_{ij}(\text{wildfire})}}{\sum_{j=1}^{n} W_{C_{ij}(\text{non-wildfire})}},$$

where the weight of $C_{ij}$ (e.g., weight of the first class of altitude) is represented by $W_{C_{ij}(\text{wildfire})}$ and supports the belief that the existence of wildfire exceeds its absence. $W_{C_{ij}(\text{non-wildfire})}$ denotes the weight of $C_{ij}$ that supports the belief that wildfire absence exceeds its presence. EBF calculation requires several stages which are not explained in this paper. A more detailed description can be found in Bui et al. [113].

**3.4. Multivariate Statistical Analysis (MSA).** As stated, a BSA method evaluates the impact of each class of each influencing
factor on wildfire occurrence (e.g., the impact of different types of geology on wildfire). In terms of our research objective, the most accurate BSA method will be selected to perform the ensemble modeling with LR. LR is one of the most popular MSA methods to examine the multivariate regression relationship among a dependent factor (e.g., flooding) and several independent influencing factors (e.g., altitude and slope) [114].

For our research purposes, LR is used to measure the wildfire probability in an area, based on a specific formula created by the influencing factors and a dependent factor. The method necessitates a dependent factor established by values of 0 and 1, indicating the nonexistence or existence of wildfire, respectively. The factor was created in ArcGIS using the inventory dataset. To create this dataset, the original influencing factors were reclassified using the BSA weights derived from the most accurate method (either IoE or EBF) in order to implement the ensemble modeling. Subsequently, the dependent and reclassified influencing factors were converted from raster to ASCII format as a requirement of SPSS. LR was executed in the SPSS V.19 software environment. The logistic coefficients were derived and used as inputs in the equation below to measure the final wildfire susceptibility map.

\[ P = \frac{1}{1 + e^{-z}} \]

where \( P \) is the wildfire probability in the range 0 to 1 on an S-shaped curve. \( Z \) is the linear combination and it follows that LR involves fitting an equation of the following form to the data:

\[ z = b_0 + b_1x_1 + b_2x_2 + b_3x_3 + \cdots + b_nx_n, \]

where \( b_0 \) is the constant intercept of the model, \( b_j (j = 0, 1, 2, \cdots, n) \) represents the weight coefficients of the LR model for each factor, and \( x_i (i = 0, 1, 2, \cdots, n) \) represents the influencing factors [47].

### 3.5. Ensemble Modeling

For the purpose of the ensemble, the weights derived from the more accurate BSA method (either IoE or EBF) will be used to reclassify each wildfire influencing factor. Subsequently, the reclassified factors will be entered into LR as input variables in order to perform the MSA. The derived final wildfire susceptibility map will be based on this ensemble modeling. Through this integration, the weak points of BSA and MSA will be resolved, and the outcome will be an integration of the two analyses.

### 3.6. Accuracy Assessment

Model validation is a fundamental step in any natural hazards study [115]. The well-known area under curve (AUC) technique has been used in many natural hazard susceptibility mapping studies [116–118], producing the prediction and success rates by means of a comprehensive quantitative method [119]. The validation was achieved by comparing the wildfire inventory data and derived probability maps. The wildfire probability map was initially partitioned into classes of equal area, and these were then ranked hierarchy from minimum to maximum value [95]. Prediction accuracy was evaluated qualitatively, using AUC by sorting all cells in the study area into a hierarchy of calculated values, arranged in descending order, thus, ranking each prediction. Hence, the values of cells were divided into 100 classes with 1% accumulation intervals. In the subsequent step, the presence of wildfire in each interval was measured using the ArcGIS “Tabulate area” tool. The success and prediction curves denote the percentage of wildfire in each probability class. The curve creation was implemented by plotting the cumulative percentage of areas susceptible to wildfire (from highest to lowest probability) on the \( x \)-axis and the cumulative percentage of wildfire events on the \( y \)-axis. The success and prediction curves determine the percentage of wildfire occurrence for each probability category; the more wildfire events in categories of greater susceptibility, the steeper the AUC curve [95]. A perfect classification occurs where \( AUC = 1 \), rather than one by chance where \( AUC = 0.5 \). The 70% training and 30% testing points will be used to generate the success and prediction rates, respectively, as mentioned in Section 3.1.1. 210 wildfire inventory points were used for training and the remaining 90 points for testing.

### 4. Results and Discussion

#### 4.1. Correlation Analysis

Multicollinearity among the wildfire influencing factors has been implemented. Tables 4 and 5 listed the VIF and Pearson’s correlation coefficient values, respectively. As mentioned in the methodology section, a VIF can be computed for each predictor in a predictive model. A VIF value of 1 means that the wildfire influencing factor is not correlated with other factors. The greater the VIF value, the greater the association of the factors with other factors is. A VIF above 5 indicates multicollinearity in the dataset. Table 3 shows that the highest VIF values are 9.22 for NDVI and 6.32 for TWI factors which are above the threshold. In the case of Pearson’s correlation, values greater

| No. | Influencing factors | VIF  |
|-----|---------------------|------|
| 1   | Altitude            | 3.42 |
| 2   | Slope               | 4.37 |
| 3   | Aspect              | 2.61 |
| 4   | Curvature           | 1.71 |
| 5   | TWI                 | 6.32 |
| 6   | TPI                 | 3.99 |
| 7   | Rainfall            | 1.09 |
| 8   | Geology             | 4.98 |
| 9   | Soil                | 4.11 |
| 10  | LULC                | 1.38 |
| 11  | River               | 1.82 |
| 12  | Road                | 0.69 |
| 13  | Wind                | 0.03 |
| 14  | NDVI                | 9.22 |
4.2. Weights Derived from Correlation Analyses. Both IoE and EBF were individually implemented, and the derived weights are listed in Table 7. IoE was computed by considering the frequency of different classes of influencing factors, which significantly reduces the unevenness among the factors and, therefore, provides a realistic and accurate metric of their influence on wildfire occurrence. The result of the bivariate analysis of IoE is shown by \( p_{ij} \) values in Table 6.

In the case of EBF, the weights of the bivariate analysis derived for each class were represented by the Bel value. There were some similarities in the calculation of IoE and EBF up to this point, implying that the values of \( p_{ij} \) and Bel were very close. However, this was not the case for the remainder of the processing and the final probability map creation. From this stage forward, there are specific equations related to each method. Using these equations, the correlation assessments were applied to the derived BSA weights from IoE and EBF, and two wildfire probability maps were produced. In order to avoid repeating the BSA values from IoE and EBF, only IoE values will be discussed below.

The outcomes based on BSA values (IoE and EBF) denote that the slope, in the last two ranges of 9.58-14.97 and 14.97-76.38 degree, had the highest values of 0.296 and 0.164, respectively. It is already known that fire on the steep slopes tends to move faster and causes more severe burning. Therefore, these classes of slope received higher weights. The highest derived value (0.248) of rainfall is for the smallest class of rainfall ranging between 536.00-671.32 mm. It is clear that wildfire susceptibility increase by the decrease in rainfall [121]. High rainfall and relative humidity contribute to fuel moisture, which in turn reduces the probability of ignition. With regard to altitude, the middle classes seem to have the highest influence on wildfire occurrence. The class of 46.76-57.95 m with a BSA of 0.338 was detected as the most influential category. The spatial correlation between wildfire occurrence and altitude reveals that when the altitude increases, the probability of wildfire decreases. This result is supported by previous findings that low-elevation areas are more vulnerable to fire occurrence [122]. The relation between curvature and wildfire probability revealed that the convex class has the highest BSA value of 0.548. In the case of aspect, the BSA value is highest for northeast-facing slopes with a value of 0.229. As noted in Section 3.1.2, north-facing slopes

| Influencing factors | Altitude | Slope | Aspect | Curvature | TWI | TPI | Rainfall | Geology | Soil | LULC | River | Road | Wind | NDVI |
|---------------------|----------|-------|--------|-----------|-----|-----|----------|---------|------|-------|-------|------|------|------|
| Altitude            | 1        |       |        |           |     |     |          |         |      |       |       |      |      |      |
| Slope               | 0.3      | 1     |        |           |     |     |          |         |      |       |       |      |      |      |
| Aspect              | 0.04     | 0.5   | 1       |           |     |     |          |         |      |       |       |      |      |      |
| Curvature           | 0.02     | 0.003 | -0.03   | 1         |     |     |          |         |      |       |       |      |      |      |
| TWI                 | 0.0001   | 0.007 | 0.08    | 0.6       | 1   |     |          |         |      |       |       |      |      |      |
| TPI                 | 0.0004   | 0.5   | 0.001   | -0.009    | -0.01 | 1  |          |         |      |       |       |      |      |      |
| Rainfall            | 0.00006  | 0.004 | -0.002  | 0.003     | 0.9  | 0.2 | 1        |         |      |       |       |      |      |      |
| Geology             | 0.007    | 0.05  | -0.2    | 0.0002    | 0.1  | 0.09| 0.006    |         |      |       |       |      |      |      |
| Soil                | 0.0008   | 0.006 | 0.03    | 0.01      | 0.0005| 0.003| 0.003    | 0.4     | 1    |       |       |      |      |      |
| LULC                | 0.001    | 0.6   | 0.009   | -0.2      | -0.006| 0.5 | 0.009    | 0.1     | 0.2  | 1     |       |      |      |      |
| River               | 0.3      | 0.02  | 0.008   | 0.0001    | 0.6  | 0.0001| 0.003   | 0.0002  | -0.01 | 0.006 | 1    |      |      |      |
| Road                | -0.001   | 0.001 | 0.3     | 0.0003    | -0.009| 0.4 | 0.5      | 0.0007  | 0.009 | 0.002 | 0.01 | 1    |      |      |
| Wind                | -0.6     | 0.3   | 0.5     | 0.1       | 0.0001| 0.0001| 0.03    | 0.01    | 0.002 | 0.0008| 0.0001| 0.006| 1    |      |
| NDVI                | 0.004    | 0.05  | 0.03    | 0.2       | 0.004 | 0.4 | 0.0005   | 0.1     | 0.06 | 0.8   | 0.0005| 0.02 | 0.0007| 1    |
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Figure 4: Influencing factors consisting of (a) altitude, (b) slope, (c) aspect, (d) curvature, (e) TPI, (f) rain, (g) geology, (h) soil, (i) LULC, (j) distance from river, (k) distance from road, and (l) wind speed.
obtain more solar radiation and are consequently warmer, so fuels tend to dry out sooner. This may be a logical explanation for the derived weight for this aspect class. Results for the TPI factor show that the ridge landform is relatively conducive (highly susceptible) to wildfire occurrence. Wildfires on ridges can burn in any direction and by wind can move up through saddles and canyons. The steep slope runs off the water faster and keeps a smaller amount of moisture content and ridge areas acted as a steep slope. Therefore, those areas are more prone to the fire hazard if were covered by vegetation. For distance to rivers, the highest wildfire probability is within distances 1,416.25–2,832.51. In the case of distance to roads, the distance of 240.99–481.99 m to roads has the highest susceptibility. Both distances to rivers and roads were recognized as positive factors in this study, as they act like barriers towards fire spread. There are features like lakes, roads, and rivers, which act as barriers to wildfire spread [123], preventing the continuity of fire in the area. fenced areas have a similar influence, acting like fuel breaks, interrupting the continuation. Some landform types can influence prevailing wind patterns by funneling air, wind speed, and, thus, fire intensity [124]. The BSA weights for soil showed clearly that the class of “Mp6” has the greatest effect on wildfire occurrence. The dominant soil types of this class are sand and clay, which usually have very low moisture content. The geology types of “Granitoid” and “Miscellaneous unconsolidated sediments” had the highest BSA weights of 0.268 and 0.231, respectively. Regarding the LULC factor, cropping received the highest weight of 0.252 among LULC types followed by residential. The class of LULC factor, cropping received the highest weight of 0.252 among LULC types followed by residential. The class of LULC factor, cropping received the highest weight of 0.252 among LULC types followed by residential. The class of LULC factor, cropping received the highest weight of 0.252 among LULC types followed by residential. The class of LULC factor, cropping received the highest weight of 0.252 among LULC types followed by residential. The class of LULC factor, cropping received the highest weight of 0.252 among LULC types followed by residential. The class of LULC factor, cropping received the highest weight of 0.252 among LULC types followed by residential. The class of LULC factor, cropping received the highest weight of 0.252 among LULC types followed by residential. The class of LULC factor, cropping received the highest weight of 0.252 among LULC types followed by residential. The class of LULC factor, cropping received the highest weight of 0.252 among LULC types followed by residential. The class of LULC factor, cropping received the highest weight of 0.252 among LULC types followed by residential. The class of LULC factor, cropping received the highest weight of 0.252 among LULC types followed by residential. The class of LULC factor, cropping received the highest weight of 0.252 among LULC types followed by residential. The class of LULC factor, cro
Table 7: Spatial relationship between wildfire and wildfire influencing factors by IoE, EBF, and ensemble LR models.

| Influencing factors | Classes | \( P_{ij} \) | \( (P_{ij}) \) | \( H_{ij} \) | \( H_{ij_{\text{max}}} \) | \( I_{ij} \) | \( W_{ij} \) | Bel | Dis | Unc | Coefficient |
|---------------------|---------|---------------|---------------|-------------|----------------|-------------|-------------|-----|-----|-----|-------------|
| Slope (degree)      | 0–0.29  | 0.908         | 0.082         |             |               |             |             | 0.07| 0.10| 0.83|             |
|                     | 0.29–1.19 | 0.160         | 0.014         |             |               |             |             | 0.01| 0.11| 0.88|             |
|                     | 1.19–2.09 | 0.409         | 0.037         |             |               |             |             | 0.03| 0.10| 0.87|             |
|                     | 2.09–2.99 | 1.119         | 0.101         |             |               |             |             | 0.09| 0.09| 0.82|             |
|                     | 2.99–3.89 | 0.968         | 0.087         | 2.974       | 3.322         | 0.105       | 0.095       | 0.08| 0.10| 0.82| 0.611       |
|                     | 3.89–5.09 | 0.796         | 0.072         |             |               |             |             | 0.06| 0.10| 0.84|             |
|                     | 5.09–6.88 | 0.804         | 0.072         |             |               |             |             | 0.07| 0.10| 0.83|             |
|                     | 6.88–9.58 | 0.838         | 0.075         |             |               |             |             | 0.07| 0.10| 0.83|             |
|                     | 9.58–14.97 | 3.289        | 0.296         |             |               |             |             | 0.30| 0.07| 0.63|             |
|                     | 14.97–76.38 | 1.826       | 0.164         |             |               |             |             | 0.16| 0.09| 0.75|             |
|                     | 536.00–671.32 | 2.461      | 0.248         |             |               |             |             | 0.25| 0.08| 0.67|             |
|                     | 671.32–738.99 | 0.882      | 0.089         |             |               |             |             | 0.08| 0.10| 0.82|             |
|                     | 738.99–767.69 | 2.364      | 0.238         |             |               |             |             | 0.24| 0.08| 0.68|             |
|                     | 767.69–800.51 | 2.405      | 0.242         |             |               |             |             | 0.25| 0.08| 0.67|             |
|                     | 800.51–831.26 | 0.837      | 0.084         |             |               |             |             | 0.07| 0.10| 0.83|             |
|                     | 831.26–847.66 | 0.269      | 0.027         | 2.616       | 3.322         | 0.213       | 0.523       | 0.02| 0.10| 0.88| -0.326      |
|                     | 847.66–859.96 | 0.361      | 0.036         |             |               |             |             | 0.03| 0.10| 0.87|             |
|                     | 859.96–876.36 | 0.201      | 0.020         |             |               |             |             | 0.01| 0.10| 0.89|             |
|                     | 876.36–896.87 | 0.144      | 0.014         |             |               |             |             | 0.01| 0.10| 0.89|             |
|                     | 896.87–1,058.85 | 0.000     | 0.000         |             |               |             |             | 0.00| 0.11| 0.89|             |
|                     | 0–10.41   | 0.469         | 0.051         |             |               |             |             | 0.04| 0.10| 0.86|             |
|                     | 10.41–21.61 | 0.858        | 0.093         |             |               |             |             | 0.08| 0.10| 0.82|             |
|                     | 21.61–29.99 | 0.215         | 0.023         |             |               |             |             | 0.02| 0.10| 0.88|             |
|                     | 29.99–38.38 | 1.580         | 0.171         |             |               |             |             | 0.16| 0.09| 0.75|             |
|                     | 38.38–46.76 | 1.715         | 0.185         |             |               |             |             | 0.18| 0.09| 0.73|             |
|                     | 46.76–57.95 | 3.129         | 0.338         | 2.742       | 3.322         | 0.175       | 0.082       | 0.36| 0.06| 0.58| 0.062       |
|                     | 57.95–71.93 | 0.210         | 0.023         |             |               |             |             | 0.02| 0.11| 0.87|             |
|                     | 71.93–94.31 | 0.434         | 0.047         |             |               |             |             | 0.04| 0.10| 0.86|             |
|                     | 94.31–139.05 | 0.259        | 0.028         |             |               |             |             | 0.02| 0.10| 0.88|             |
|                     | 139.05–675.96 | 0.377      | 0.041         |             |               |             |             | 0.03| 0.10| 0.87|             |
| Curvature           | Concave   | 0.849         | 0.406         |             |               |             |             | 0.40| 0.38| 0.22|             |
|                     | Flat      | 0.097         | 0.046         | 0.476       | 1.585         | 0.700       | 0.594       | 0.04| 0.33| 0.63| 0.282       |
|                     | Convex    | 1.146         | 0.548         |             |               |             |             | 0.54| 0.28| 0.18|             |
|                     | Flat      | 0.000         | 0.000         |             |               |             |             | 0.00| 0.11| 0.89|             |
|                     | North     | 1.523         | 0.201         |             |               |             |             | 0.20| 0.10| 0.70|             |
|                     | Northeast | 1.728         | 0.229         |             |               |             |             | 0.23| 0.09| 0.68|             |
|                     | East      | 1.523         | 0.201         |             |               |             |             | 0.20| 0.10| 0.70|             |
|                     | Southeast | 0.129         | 0.017         | 2.579       | 3.170         | 0.186       | 0.001       | 0.01| 0.12| 0.87| 0.303       |
|                     | South     | 0.156         | 0.021         |             |               |             |             | 0.01| 0.12| 0.87|             |
|                     | Southwest | 0.149         | 0.020         |             |               |             |             | 0.01| 0.12| 0.87|             |
|                     | West      | 1.280         | 0.169         |             |               |             |             | 0.16| 0.10| 0.74|             |
|                     | Northwest | 1.074         | 0.142         |             |               |             |             | 0.14| 0.10| 0.76|             |
| Aspect (direction)  | Valley    | 1.923         | 0.241         |             |               |             |             | 0.24| 0.12| 0.64|             |
|                     | Lower slope | 0.262       | 0.033         |             |               |             |             | 0.03| 0.17| 0.80|             |
|                     | Flat slope | 0.036         | 0.004         | 2.173       | 2.585         | 0.159       | 0.306       | 0.00| 0.27| 0.73| 0.408       |
|                     | Middle slope | 1.981       | 0.248         |             |               |             |             | 0.24| 0.16| 0.60|             |
Table 7: Continued.

| Influencing factors | Classes            | $P_i$ | $(P_i)$ | $H_i$ | $H_{i\text{max}}$ | $I_j$ | $W_j$ | Bel | Dis | Unc | Coefficient |
|---------------------|--------------------|-------|---------|-------|------------------|------|------|-----|-----|-----|-------------|
|                     | Upper slope        | 1.769 | 0.221   | 0.22  | 0.14             | 0.64 |      |     |     |     |             |
|                     | Ridge              | 2.023 | 0.253   | 0.25  | 0.12             | 0.63 |      |     |     |     |             |
| Distance from river | 0–333.23           | 0.115 | 0.012   | 0.01  | 0.10             | 0.89 |      |     |     |     |             |
|                     | 333.23–833.08      | 0.261 | 0.027   | 0.02  | 0.11             | 0.87 |      |     |     |     |             |
|                     | 833.08–1,416.25    | 1.308 | 0.134   | 0.13  | 0.09             | 0.78 |      |     |     |     |             |
|                     | 1,416.25–2,082.72  | 2.288 | 0.234   | 0.24  | 0.08             | 0.68 |      |     |     |     |             |
|                     | 2,082.72–2,832.51  | 1.809 | 0.185   | 0.18  | 0.09             | 0.73 | 0.002 |     |     |     |             |
|                     | 2,832.51–3,665.59  | 0.836 | 0.086   | 0.08  | 0.10             | 0.82 |      |     |     |     |             |
|                     | 3,665.59–4,665.30  | 0.744 | 0.076   | 0.07  | 0.10             | 0.83 |      |     |     |     |             |
|                     | 4,665.30–6,081.55  | 1.520 | 0.156   | 0.15  | 0.09             | 0.76 |      |     |     |     |             |
|                     | 6,081.55–8,247.58  | 0.711 | 0.073   | 0.07  | 0.10             | 0.83 |      |     |     |     |             |
|                     | 8,247.58–21,160.47 | 0.169 | 0.017   | 0.01  | 0.10             | 0.89 |      |     |     |     |             |
| Distance from road  | 0–80.33            | 1.839 | 0.193   | 0.19  | 0.09             | 0.72 |      |     |     |     |             |
|                     | 80.33–240.99       | 0.230 | 0.024   | 0.02  | 0.11             | 0.87 |      |     |     |     |             |
|                     | 240.99–481.99      | 2.123 | 0.223   | 0.22  | 0.08             | 0.70 |      |     |     |     |             |
|                     | 481.99–722.98      | 1.380 | 0.145   | 0.14  | 0.09             | 0.77 |      |     |     |     |             |
|                     | 722.98–1,044.31    | 1.240 | 0.130   | 0.12  | 0.09             | 0.79 | 0.347 |     |     |     |             |
|                     | 1,044.31–1,526.31  | 0.821 | 0.086   | 0.08  | 0.10             | 0.82 |      |     |     |     |             |
|                     | 1,526.31–2,168.96  | 0.633 | 0.066   | 0.06  | 0.10             | 0.84 |      |     |     |     |             |
|                     | 2,168.96–3,213.27  | 0.808 | 0.085   | 0.08  | 0.10             | 0.82 |      |     |     |     |             |
|                     | 3,213.27–5,141.24  | 0.203 | 0.021   | 0.02  | 0.10             | 0.88 |      |     |     |     |             |
|                     | 5,141.24–20,484.65 | 0.261 | 0.027   | 0.02  | 0.10             | 0.88 |      |     |     |     |             |
| Soil                | Fu3                | 2.391 | 0.110   | 0.08  | 0.04             | 0.88 |      |     |     |     |             |
|                     | Tb64               | 0.859 | 0.040   | 0.02  | 0.05             | 0.93 |      |     |     |     |             |
|                     | Mp6                | 3.316 | 0.153   | 0.11  | 0.04             | 0.85 |      |     |     |     |             |
|                     | NY3                | 11.355 | 0.524 | 0.65 | 0.02             | 0.33 |      |     |     |     |             |
|                     | Tb65               | 0.000 | 0.000   | 0.00  | 0.05             | 0.95 |      |     |     |     |             |
|                     | Mm2                | 0.000 | 0.000   | 0.00  | 0.05             | 0.95 |      |     |     |     |             |
|                     | MM9                | 0.000 | 0.000   | 0.00  | 0.05             | 0.95 |      |     |     |     |             |
|                     | Fu2                | 0.803 | 0.037   | 0.02  | 0.04             | 0.94 |      |     |     |     |             |
|                     | Cd3                | 0.000 | 0.000   | 0.00  | 0.05             | 0.95 |      |     |     |     |             |
|                     | Sj12               | 0.231 | 0.011   | 0.00  | 0.05             | 0.95 | 0.653 |     |     |     |             |
|                     | Mw30               | 2.729 | 0.126   | 0.09  | 0.04             | 0.87 |      |     |     |     |             |
|                     | Kb28               | 0.000 | 0.000   | 0.00  | 0.05             | 0.95 |      |     |     |     |             |
|                     | Pl1                | 0.000 | 0.000   | 0.00  | 0.05             | 0.95 |      |     |     |     |             |
|                     | Tb62               | 0.000 | 0.000   | 0.00  | 0.04             | 0.96 |      |     |     |     |             |
|                     | Kb12               | 0.000 | 0.000   | 0.00  | 0.05             | 0.95 |      |     |     |     |             |
|                     | LL6                | 0.000 | 0.000   | 0.00  | 0.04             | 0.96 |      |     |     |     |             |
|                     | Rh9                | 0.000 | 0.000   | 0.00  | 0.05             | 0.95 |      |     |     |     |             |
|                     | Me8                | 0.000 | 0.000   | 0.00  | 0.04             | 0.96 |      |     |     |     |             |
|                     | Kd6                | 0.000 | 0.000   | 0.00  | 0.05             | 0.95 |      |     |     |     |             |
|                     | Mg26               | 0.000 | 0.000   | 0.00  | 0.04             | 0.96 |      |     |     |     |             |
| Geology             | Alluvium           | 1.781 | 0.067   | 0.00  | 0.04             | 0.96 |      |     |     |     |             |
|                     | Sand               | 0.000 | 0.000   | 0.00  | 0.04             | 0.96 | 0.008 |     |     |     |             |
|                     | Miscellaneous unconsolidated sediments | 6.171 | 0.231 | 2.811 | 4.322 | 0.350 | 0.623 | 0.25 | 0.03 | 0.72 |             |
|                     | Sedimentary rock   | 0.982 | 0.037   | 0.03  | 0.03             | 0.94 |      |     |     |     |             |
| Influencing factors | Classes | $P_{ij}$ | $(P_{ij})$ | $H_i$ | $H_{ij_{\max}}$ | $I_j$ | $W_j$ | Bel | Dis | Unc | Coefficient |
|---------------------|---------|---------|----------|------|-----------------|------|-----|-----|-----|-----|--------------|
|                     | Basalt  | 0.218   | 0.008    |      |                 |      |     | 0.00| 0.03| 0.97|              |
|                     | Gabbroid| 0.000   | 0.000    |      |                 |      |     | 0.00| 0.03| 0.97|              |
|                     | Granitoid| 7.162   | 0.268    |      |                 |      |     | 0.31| 0.03| 0.66|              |
|                     | Arenite-mudrock| 0.081 | 0.003    |      |                 |      |     | 0.00| 0.04| 0.96|              |
|                     | Felsites (lavas, clastics, and high-level intrusives) | 0.170 | 0.006    |      |                 |      |     | 0.00| 0.03| 0.97|              |
|                     | Mixed volcanic and sedimentary rocks | 0.000 | 0.000    |      |                 |      |     | 0.00| 0.03| 0.97|              |
|                     | Mixed sedimentary rocks and mafites | 0.151 | 0.006    |      |                 |      |     | 0.00| 0.03| 0.97|              |
|                     | Mudrock | 1.894   | 0.071    |      |                 |      |     | 0.06| 0.03| 0.91|              |
|                     | Chert | 0.000   | 0.000    |      |                 |      |     | 0.00| 0.03| 0.97|              |
|                     | Pelite | 0.619   | 0.023    |      |                 |      |     | 0.01| 0.03| 0.96|              |
|                     | Arenite | 0.116  | 0.004    |      |                 |      |     | 0.00| 0.04| 0.96|              |
|                     | Colluvium | 1.868 | 0.070    |      |                 |      |     | 0.06| 0.03| 0.91|              |
|                     | Mafites (lavas, clastics, and high-level intrusives) | 0.000 | 0.000    |      |                 |      |     | 0.00| 0.03| 0.97|              |
|                     | Ferricrete | 5.361 | 0.201    |      |                 |      |     | 0.21| 0.03| 0.76|              |
|                     | Arenite-rudite | 0.159 | 0.006    |      |                 |      |     | 0.00| 0.03| 0.97|              |
|                     | Water bodies | 0.000 | 0.000    |      |                 |      |     | 0.00| 0.03| 0.97|              |
|                     | Man-made deposits (tailings, land-fill, mine dumps, etc.) | 0.000 | 0.000    |      |                 |      |     | 0.00| 0.03| 0.97|              |
|                     | Rudite | 0.000   | 0.000    |      |                 |      |     | 0.00| 0.03| 0.97|              |
|                     | Dioritoid | 0.000 | 0.000    |      |                 |      |     | 0.00| 0.03| 0.97|              |
|                     | Carbonates (limestone or dolomite) | 0.000 | 0.000    |      |                 |      |     | 0.00| 0.03| 0.97|              |
|                     | Ultramafic rock | 0.000 | 0.000    |      |                 |      |     | 0.00| 0.03| 0.97|              |
|                     | Mixed mafites and felsites (mainly volcanics) | 0.000 | 0.000    |      |                 |      |     | 0.00| 0.03| 0.97|              |
|                     | Reservoir/dam | 0.000  | 0.000    |      |                 |      |     | 0.00| 0.03| 0.97|              |
|                     | Landfill | 0.567 | 0.028    |      |                 |      |     | 0.02| 0.03| 0.95|              |
|                     | Sewage | 0.000   | 0.000    |      |                 |      |     | 0.00| 0.03| 0.97|              |
|                     | Lake | 0.000   | 0.000    |      |                 |      |     | 0.00| 0.03| 0.97|              |
|                     | Lake—conservation | 0.000 | 0.000    |      |                 |      |     | 0.00| 0.03| 0.97|              |
|                     | Marsh/wetland—conservation | 0.000 | 0.000    |      |                 |      |     | 0.00| 0.03| 0.97|              |
|                     | Estuary/coastal waters | 0.000 | 0.000    |      |                 |      |     | 0.00| 0.03| 0.97|              |
|                     | Reservoir | 0.000  | 0.000    |      |                 |      |     | 0.00| 0.03| 0.97|              |
|                     | River | 0.000   | 0.000    |      |                 |      |     | 0.00| 0.03| 0.97|              |
|                     | Drainage channel/aqueduct | 0.000 | 0.000    |      |                 |      |     | 0.00| 0.03| 0.97|              |
|                     | Marsh/wetland | 1.282 | 0.063    |      |                 |      |     | 0.04| 0.03| 0.93|              |
|                     | National park | 0.000  | 0.000    |      |                 |      |     | 0.00| 0.03| 0.97|              |
|                     | Natural feature protection | 0.000 | 0.000    |      |                 |      |     | 0.00| 0.03| 0.97|              |
|                     | Other conserved area | 0.000 | 0.000    |      |                 |      |     | 0.00| 0.03| 0.97|              |
|                     | Other minimal use | 0.211 | 0.010    |      |                 |      |     | 0.00| 0.03| 0.97|              |
|                     | Defence | 0.000 | 0.000    |      |                 |      |     | 0.00| 0.03| 0.97|              |
|                     | Residual native cover | 0.834 | 0.041    |      |                 |      |     | 0.03| 0.03| 0.94|              |
|                     | Livestock grazing | 0.067 | 0.003    |      |                 |      |     | 0.00| 0.06| 0.94|              |
|                     | Production forestry | 0.000 | 0.000    |      |                 |      |     | 0.00| 0.03| 0.97|              |
|                     | Plantation forestry | 0.000 | 0.000    |      |                 |      |     | 0.00| 0.03| 0.97|              |
|                     | Grazing modified pastures | 0.000 | 0.000    |      |                 |      |     | 0.00| 0.03| 0.97|              |
|                     | Cropping | 5.171 | 0.252    |      |                 |      |     | 0.30| 0.03| 0.67|              |

**Table 7: Continued.**
Table 7: Continued.

| Influencing factors                           | Classes                        | \( P_i \) | \( (P_{ij}) \) | \( H_j \) | \( H_{j_{max}} \) | \( I_j \) | \( W_j \) | Bel | Dis | Unc | Coefficient |
|-----------------------------------------------|--------------------------------|----------|----------------|--------|----------------|--------|---------|-----|-----|-----|-------------|
| Hay and silage                                | 0.000                          | 0.000    |                |        |                |        |         |     |     |     | 0.00 0.03 0.97 |
| Perennial horticulture                        | 0.000                          | 0.000    |                |        |                |        |         |     |     |     | 0.00 0.03 0.97 |
| Land in transition                            | 0.000                          | 0.000    |                |        |                |        |         |     |     |     | 0.00 0.03 0.97 |
| Seasonal horticulture                         | 0.000                          | 0.000    |                |        |                |        |         |     |     |     | 0.00 0.03 0.97 |
| Irrigated modified pastures                   | 0.000                          | 0.000    |                |        |                |        |         |     |     |     | 0.00 0.03 0.97 |
| Irrigated cropping                            | 0.000                          | 0.000    |                |        |                |        |         |     |     |     | 0.00 0.03 0.97 |
| Irrigated perennial horticulture              | 0.000                          | 0.000    |                |        |                |        |         |     |     |     | 0.00 0.03 0.97 |
| Irrigated tree fruits                         | 0.000                          | 0.000    |                |        |                |        |         |     |     |     | 0.00 0.03 0.97 |
| Irrigated vine fruits                         | 0.000                          | 0.000    |                |        |                |        |         |     |     |     | 0.00 0.03 0.97 |
| Irrigated seasonal horticulture               | 0.000                          | 0.000    |                |        |                |        |         |     |     |     | 0.00 0.03 0.97 |
| Irrigated seasonal vegetables and herbs       | 0.000                          | 0.000    |                |        |                |        |         |     |     |     | 0.00 0.03 0.97 |
| Intensive horticulture                        | 0.459                          | 0.022    |                |        |                |        |         |     |     |     | 0.01 0.03 0.96 |
| Intensive animal production                   | 0.144                          | 0.007    |                |        |                |        |         |     |     |     | 0.00 0.03 0.97 |
| Dairy sheds and yards                         | 0.000                          | 0.000    |                |        |                |        |         |     |     |     | 0.00 0.03 0.97 |
| Poultry farms                                 | 1.074                          | 0.052    |                |        |                |        |         |     |     |     | 0.03 0.03 0.94 |
| Manufacturing and industrial                  | 0.182                          | 0.009    |                |        |                |        |         |     |     |     | 0.00 0.03 0.97 |
| Residential                                   | 4.698                          | 0.229    |                |        |                |        |         |     |     |     | 0.25 0.00 0.75 |
| Urban residential                              | 0.000                          | 0.000    |                |        |                |        |         |     |     |     | 0.00 0.03 0.97 |
| Rural residential                              | 0.161                          | 0.008    |                |        |                |        |         |     |     |     | 0.00 0.04 0.96 |
| Rural living                                   | 0.000                          | 0.000    |                |        |                |        |         |     |     |     | 0.00 0.03 0.97 |
| Services                                      | 3.705                          | 0.181    |                |        |                |        |         |     |     |     | 0.17 0.03 0.80 |
| Commercial services                            | 0.033                          | 0.002    |                |        |                |        |         |     |     |     | 0.00 0.03 0.97 |
| Public services                                | 0.000                          | 0.000    |                |        |                |        |         |     |     |     | 0.00 0.03 0.97 |
| Recreation and culture                         | 1.909                          | 0.093    |                |        |                |        |         |     |     |     | 0.07 0.03 0.90 |
| Defence facilities—Urban                       | 0.000                          | 0.000    |                |        |                |        |         |     |     |     | 0.00 0.03 0.97 |
| Utilities                                      | 0.000                          | 0.000    |                |        |                |        |         |     |     |     | 0.00 0.03 0.97 |
| Fuel powered electricity generation            | 0.000                          | 0.000    |                |        |                |        |         |     |     |     | 0.00 0.03 0.97 |
| Research facilities                            | 0.000                          | 0.000    |                |        |                |        |         |     |     |     | 0.00 0.03 0.97 |
| Transport and communication                    | 0.000                          | 0.000    |                |        |                |        |         |     |     |     | 0.00 0.03 0.97 |
| Airports/aerodromes                           | 0.000                          | 0.000    |                |        |                |        |         |     |     |     | 0.00 0.03 0.97 |
| Roads                                         | 0.000                          | 0.000    |                |        |                |        |         |     |     |     | 0.00 0.03 0.97 |
| Railways                                      | 0.000                          | 0.000    |                |        |                |        |         |     |     |     | 0.00 0.03 0.97 |
| Mining                                        | 0.000                          | 0.000    |                |        |                |        |         |     |     |     | 0.00 0.03 0.97 |
| Quarries                                      | 0.000                          | 0.000    |                |        |                |        |         |     |     |     | 0.00 0.03 0.97 |
| Waste treatment and disposal                  | 0.000                          | 0.000    |                |        |                |        |         |     |     |     | 0.00 0.03 0.97 |

| Wind (m/s)                                      |                                |          |                |        |                |        |         |     |     |     |              |
| 3.00–3.29                                       | 0.331                          | 0.017    |                |        |                |        |         |     |     |     | 0.01 0.10 0.89 |
| 3.29–3.40                                       | 0.173                          | 0.009    |                |        |                |        |         |     |     |     | 0.00 0.10 0.90 |
| 3.40–3.49                                       | 0.397                          | 0.021    |                |        |                |        |         |     |     |     | 0.01 0.10 0.89 |
| 3.49–3.59                                       | 0.488                          | 0.026    |                |        |                |        |         |     |     |     | 0.02 0.11 0.87 |
| 3.59–3.69                                       | 0.554                          | 0.029    |                |        |                |        |         |     |     |     | 0.02 0.11 0.87 |
| 3.69–3.79                                       | 1.713                          | 0.090    | 2.580          | 3.322  | 0.223          | 0.074  | 0.08 0.08 0.84 |
| 3.79–3.89                                       | 1.800                          | 0.095    |                |        |                |        |         |     |     |     | 0.08 0.09 0.83 |
| 3.89–4.09                                       | 1.989                          | 0.105    |                |        |                |        |         |     |     |     | 0.09 0.09 0.82 |
| 4.09–4.19                                       | 6.373                          | 0.335    |                |        |                |        |         |     |     |     | 0.36 0.09 0.55 |
| 4.19–5.00                                       | 5.198                          | 0.273    |                |        |                |        |         |     |     |     | 0.28 0.09 0.63 |

*Names and descriptions of the soil types have been listed in Table 3.*
create a susceptibility map, the probability index maps should be classified. In this study, the probability maps were classified using the quantile classification method and grouped into relative categories of very low, low, moderate, high, and very high susceptibilities of wildfire occurrence (Figure 6).

Table 8 shows that the IoE and EBF proportions of the very high wildfire susceptibility category are 10.25% and 13.52%, respectively, which is greater than that of LR (6.56%). This implies that the LR ensemble model produced less exaggerated outcomes, compared to the two individual methods. The wildfire susceptibility map derived from the ensemble model classified 68.34% of the total region as very low susceptibility. However, the two individual methods, IoE and EBF, detected 22.77% and 51.21%, respectively, as “very low.” Regarding the LR ensemble model, the other zones, high, moderate, low, and very low, were 3.78%, 9.23%, and 12.09%, respectively.

The AUC prediction accuracy of the two individual methods and final ensemble model created by LR is displayed in Figure 7. The greatest accuracy (88.51%) was recorded by the ensemble method, while the least accuracy (75.32%) was recorded by the individual IoE method. The AUC results showed that the outcome of the ensemble analysis was more reliable than that of the individual methods. Consequently, the EBF technique robustness to exploit different variables in the processing was proved. One of the advantages in the EBF model is a calculation of the degrees of uncertainty in the prediction along with belief and disbelief (Table 7) during the process of generating probability mass functions [79]. The degrees of uncertainty and plausibility of a pixel (classified as fire event) can be measured quantitatively which could not be achieved through other methods, and it is a fast algorithm without heavy calculation and iteration [110]. The closer value to 0.5 is recorded, and the higher uncertainty of the class is considered. By looking at the uncertainty value in Table 7, one can find how reliable the measurement is in every single feature and evidence. Besides, the three exploited algorithms do not require the assumption of normal distribution that provides robust operation for the complex events modeling [110]. The simplicity of the EBF, IoE, and LR makes them a great choice for modeling big data rather than the iteration in ML. For instance, the LR has less parameters to fine tune, while the SVM model requires optimizing the kernel function, the penalty, and gamma parameters.

The risk and vulnerability can be performed for different characteristics. Brisbane City Plan 2014 is a huge future development plan of the Brisbane City Council that has a variety of aspects. The city planners divided the region into different zones based on specific topics. The class of “very high” of the final wildfire susceptibility map derived from ensemble modeling was extracted and overlaid on the Brisbane City Plan thematic layers. These layers illustrate the spatial distributions of a variety of important species, features, etc., in the city of Brisbane. Figure 8 illustrates different risk maps. The single upper individual map represents only the very high susceptibility zone. Subsequently, every pair of maps in each row represents the vulnerability map and its overlaid outcome with very high susceptibility zone. The seven maps relate to (a) general zoning, (b) significant trees, (c) critically endangered species, (d) heritage area, (e) industrial areas, (f) freight route, and (g) koala habitat areas.

The following maps were prepared by overlaying the aforementioned maps with the class of “very high” of the wildfire susceptibility map derived from the ensemble modeling (Figure 8). The first wildfire risk likelihood map is related...
Figure 6: Continued.
to the general zoning map. As illustrated in the first row (Figure 8(a)), the very high susceptibility zone is distributed across general residential areas; consequently, it would be efficient and reasonable if fire prevention strategies and management plans were organized based on these fire-risk zones. The second row (Figure 8(b)) represents a significant tree map. The overlaid risk map shows that very few portions of those trees are located in the very high wildfire susceptibility zone. Therefore, those species are not at very high risk. In the third-row maps (Figure 8(c)), only a few of the critically endangered species are located in the very high susceptibility zone. In the case of the heritage area (Figure 8(d)) in the fourth row, there are several areas in the susceptible zone. Susceptible areas increase in the industrial areas (Figure 8(e)) map in the fifth row, and many industrial regions are in the very high wildfire susceptibility zone.

**Figure 6:** Susceptibility maps derived from three methods: (a) IoE, (b) EBF, and (c) ensemble EBF-LR.

**Table 8:** The distribution of the forest fire areas with respect to the forest fire occurrence potential zones.

| Forest fire susceptibility mapping | IOE Area (%) | EBF Area (%) | Ensemble IOE + EBF Area (%) |
|----------------------------------|--------------|--------------|----------------------------|
| Very high                        | 10.25        | 13.52        | 6.56                       |
| High                             | 16.81        | 12.03        | 3.78                       |
| Moderate                         | 12.32        | 13.07        | 9.23                       |
| Low                              | 37.85        | 10.17        | 12.09                      |
| Very low                         | 22.77        | 51.21        | 68.34                      |

**Figure 7:** Area under curve (AUC) chart, this technique evaluates the reliability of the outcomes using the testing dataset.
Freight routes (Figure 8(f)) which are usually used for transportation and cargo services are presented in row six and only the red routes occur in the very high susceptible areas. The slightest disruption to such routes can have a serious impact on the total transportation of the region. The last row illustrates the koala habitat areas (Figure 8(g)). This species is very special in Australia and those areas which they inhabit are ranked as very high wildfire susceptibility zone, according to our analysis.

Our research indicates that a variety of elements are at risk when wildfires vary. In some cases, the risk map gives more information than the susceptibility map and may be of more use to government agencies, councils, insurance companies, and the inhabitants of risk areas. Wildfire management is a colossal undertaking and many aspects are impractical. Therefore, the maps like those illustrated in Figure 8 could assist organizations and individuals at risk. The best policy strategies include preventative and mitigating measures.

5. Conclusion

This research has focused on increasing the accuracy of wildfire susceptibility mapping through ensemble modeling. Additionally, the importance of the application of susceptibility mapping in risk analysis was evaluated and illustrated. The mapping process was commenced with the structuring and processing of two datasets: the inventory and influencing factors. The IoE, EBF, and LR statistical methods were used to perform BSA and MSA. The process calculated the statistical weights for each wildfire influencing factor (e.g., geology map) and the classes of each influencing factor (i.e., geology types) to produce the final wildfire susceptibility map. IoE and EBF ranked each class of each influencing factor, while
the influencing factors were classified according to their BSA weights and entered into ensemble modeling using LR. The final assessment of the accuracy of susceptibility maps showed that the ensemble method produced a more reliable outcome with an 88.51% prediction capability. The AUC exceeded most of the previous research. It is a recommendation that precision in the composition of the raw datasets is crucial, to realize the full potential of the increased accuracy of an ensemble model. The selection of the most influential classes and factors has a considerable impact on the result.

Additional information extracted from the analysis and the derived weights confirmed that features such as rivers, rock outcroppings, road networks, and water bodies can act as fire barriers (fuel breaks). City planners can take advantage of these natural and manmade features in controlling and minimizing wildfires. Using the topographic map of a region, these features can be easily located. The influencing factors of slope, TPI, and soil have a significant impact on the creation and location of the wildfire susceptible areas, while land management practices have a considerable impact on the magnitude and consequences of this phenomenon. As described, fire risk analysis is an essential practice protecting forest environment, where possible. The zoning maps of a variety of demographic, topographical, and environmental aspects were overlaid onto the “very high” wildfire susceptibility map, from which produced alternative risk information. It might improve the human perception and understanding of the hazard. Managing fire is vital for the protection of human dwellings and environmental habitats. Wildfires are an annual occurrence in Queensland, and preparations for prevention and mitigation are invaluable. Hence, accurate identification of the conditioning and triggering factors in the region along with a risk map would enhance the mitigation strategies and plans, and it could pose minimum loss and damages. Some strategies could be applied to replace the wood with fire resistance lumber or metals for building and construction in susceptible areas. In this study, irrigated cropping was classified as low and very low-prone area to bushfire. This finding might be investigated as future research and discussion over the potential and effect of irrigation system to keep standard moisture in the soil preventing the fuel source. Moreover, the vulnerable wildfire zones exhibiting with dry soil could raise the attention and need more inspection in terms of the groundwater sources and their quality. Our planned future research into modeling wildfire will focus on comprehensive risk and vulnerability assessment using a time series perspective of the trend and extent of wildfire in the region.
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