On the current failure—but bright future—of topology-driven biological network alignment
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ABSTRACT

Since the function of a protein is defined by its interaction partners, and since we expect similar interaction patterns across species, the alignment of protein-protein interaction (PPI) networks between species, based on network topology alone, should uncover functionally related proteins across species. Surprisingly, despite the publication of more than fifty algorithms aimed at performing PPI network alignment, few have demonstrated a statistically significant link between network topology and functional similarity, and none have demonstrated that orthologs can be recovered using network topology alone. We find that the major contributing factors are to this surprising failure are: (i) edge densities in most currently available experimental PPI networks are demonstrably too low to expect topological network alignment to succeed; (ii) in the few cases where the edge densities are high enough, some measures of topological similarity easily uncover functionally similar proteins while others do not; and (iii) most network alignment algorithms to date perform poorly at optimizing even their own topological objective functions, hampering their ability to use topology effectively. We demonstrate that SANA—the Simulated Annealing Network Aligner—significantly outperforms existing aligners at optimizing their own objective functions, even achieving near-optimal solutions when optimal solution is known. We offer the first demonstration of global network alignments based on topology alone that align functionally similar proteins with p-values in some cases below 10⁻³⁰⁰. We predict that topological network alignment has a bright future as edge densities increase towards the value where good alignments become possible. We demonstrate that when enough common topology is present at high enough edge densities—for example in the recent, partly synthetic networks of the Integrated Interaction Database—topological network alignment easily recovers most orthologs, paving the way towards high-throughput functional prediction based on topology-driven network alignment.
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1 Introduction

“No protein is an island unto itself.”
—Physical Biology of the Cell, 2nd Ed. (2013), Phillips et al. [1, Figure 4.20].

“A complex network of protein interactions underlies cell function.”
—Molecular Biology of the Cell, 6th Ed., (2015), Alberts et al. [2, p. 166].

1.1 Motivation

The statements above—taken from reputable textbooks less than a decade old—arise from one of the canonical assumptions of modern biology: that a protein’s function is intimately tied to its set of interaction partners, as well as the broader context of the network in which they are all embedded. Thus, to understand cellular function requires understanding its network of protein-protein interactions (PPIs). Luckily, just as with individual proteins, the PPI network of one species is not an island unto itself: proteins come from genes, and there is significant genetic similarity across species. For example, the genomes of humans and chimps are about 96–97% identical3; about 80% of mouse genes have a direct 1-to-1 ortholog in human4; and life-critical genes can be near-identical even across species as far apart as yeast and human5. Given the significant genetic sequence similarity between species, and since proteins arise from genes, we expect that proteins across different species that arise from orthologous genes will perform similar functions—and since function is defined by one’s interaction partners, orthologous proteins across closely-related species—or even across distantly related species that perform critical ancestral functions—should often share interaction partners. In the parlance of network analysis, we expect that PPI networks across species will exhibit a significant amount of topological network similarity.

Most computational prediction of protein function today is sequence-based. Sequence data are ubiquitous and cheap to
acquire, and there is a robust and sophisticated ecosystem of algorithms for their comparison and alignment. Some methods attempt to predict function directly from sequence (eg., 5), while others use longer chains of reasoning including sequence, structure, binding domains, interfaces, and compatible interaction partners (eg., 7). Existing functional information anywhere along this path may implicate the original protein with a similar function via the “guilt-by-association” principle. However, this road from sequence analysis to function prediction is long, complex, and error-prone: there are examples of proteins with no sequence similarity having near-identical function 8,9; examples of proteins with identical sequence having multiple, completely different functions 10,11; and even examples of structural but not functional similarity 12.

In contrast, PPI interactions can be directly measured via yeast-two-hybrid and other methods 13, allowing direct detection of interactions and allowing a much shorter path to predictions based on guilt-by-association. Finally, since functional similarity can exist even in the absence of sequence similarity, network-based methods may be able to predict function in cases where sequence cannot. Furthermore, functions are naturally encoded using a network schema—witness how the word “pathway” is commonly used to describe how a set of entities coordinate their interactions to perform some function.

Given the growing amount of network data, and the expected similarity of PPI networks across species, it is surprising that, despite the existence of over fifty published papers attempting to solve the PPI network alignment problem (see reviews such as 14–16), none of them have been able to use topology alone to recover cross-species links between proteins with known similar function such as orthologs, and only a few have been able to show a statistically significant link between Gene Ontology (GO)-based function and topology-based network alignment—unless sequence information is also used 17–22. As a result, almost all network alignment algorithms today use sequence similarity between protein pairs to guide network alignments. Even more worrisome, when trying to balance the objectives of aligning proteins using network topology vs. aligning proteins that have similar sequences, a negative correlation has been widely observed: topology-weighted network alignments are far less able to align functionally similar proteins than sequence-similarity-weighted network alignments. The connection between topological network similarity and functional similarity has been so tenuous for so long that many authors now refer explicitly to a “sequence-topology trade-off”, effectively abandoning the promise of independently using the expected common network topology across species to uncover functional similarity 23–28.

While it is clear that the best functional predictions will ultimately come from integrating all relevant sources of data—sequence, structure, and network connections—each source of data being integrated should first pass a stringent “litmus test” demonstrating its ability, alone or in conjunction with other data, to improve the result. The widespread belief in the “sequence-topology trade-off” makes it clear that network topology has not yet passed this litmus test. Our goal in this paper is to explain this surprising failure.

### 1.2 The Sequence-Topology “Trade-off”

To date, the only success in identifying biologically relevant common subnetworks of interactions across species using topology alone have used graphlets and their derivatives 20–22, which have also seen modest success in detecting functional similarity in network alignments 17–19,29. To our knowledge, in order to gain biological relevance, every other network alignment algorithm applied to PPI networks has had to use topology in order to guide the alignment with objective functions that include protein-pair sequence similarities, in order to encourage sequence—and thus functionally—similar protein pairs to align to each other. This fact has led to a widespread belief in a so-called “sequence-topology trade-off” 23,28, so that virtually every alignment algorithm either imposes sequence-based restrictions 25–27, 30–37, or has a literal trade-off in an objective function of the form \( \alpha T(a) + (1 - \alpha)S(a) \), where \( a \) is an alignment, \( T(a) \) measures the topological similarity exposed by the alignment according to some topological measure, \( S(a) \) is an objective based on sequence similarity, and \( \alpha \) is a balancing parameter that makes the trade-off explicit 18,23,38–53. Virtually all methods that use the explicit trade-off have found that functional similarity is positively correlated with the weight given to sequence, and negatively correlated with the weight given to topology 15,23,35,38,40.

### 1.3 Possible reasons for the failure

The failure of purely topology-driven network alignments to uncover functional similarity may be due to several factors. In order of decreasing pessimism, possible reasons include:

**R0:** Perhaps there is little or no correlation between common network topology and common protein function/orthology across species. In addition to being severely at odds with most of modern biology, in the Supplementary we explicitly demonstrate the astronomically low probability of this case (cf. Table 5).

**R1:** Perhaps there is a strong topology-function relationship in the true PPI networks, but our current data are too noisy or incomplete 54, or network coverage too uneven 55 for any algorithm to detect the underlying common topology. We address this hypothesis by leveraging Information Theory (cf. §3.1).

**R2:** Perhaps current data does exhibit, to some extent, the expected underlying topology-function relationships, but currently available measures of topological network similarity fail to capture this relationship. For example, some objective
Figure 1. A schematic depiction of a 1-to-1 Pairwise Global Network Alignment (PGNA). The input graphs are $G_1$ (blue, with fewer nodes), and $G_2$ (red, with more nodes). The alignment can be depicted as a network: aligned nodes and edges are purple (depicting a mix of red and blue), while unaligned nodes and edges retain their original color. Note there are no blue nodes in the alignment because, being a 1-to-1 mapping, every blue node must be aligned to a red one, producing purple. Two commonly used topological measures are $EC$ and $S^3$, which in our schematic can be computed as $EC = \frac{|\text{purple edges in the alignment}|}{|\text{all edges of } G_1|}$, while $S^3 = \frac{|\text{purple edges in the alignment}|}{|\text{edges of all colors between purple nodes}|}$. Thus, the depicted alignment has $EC = \frac{3}{5}$ and $S^3 = \frac{3}{6}$.

functions may saturate before others (cf. §4.2), meaning they are inherently incapable of detecting relevant topological features even if those features exist. We address this hypothesis by measuring the ability of various objective functions to recover known functional relationships (cf. §4).

R3: Perhaps current topological measures are capable of exposing the expected functional similarities, but existing algorithms do not adequately optimize their topological objective functions due to the difficulty in optimally solving the NP-complete problems that arise in topological network alignment. We address this in SS3.2.1, 3.2.2.

Hypothesis R0 may be dismissed virtually out-of-hand: it is assumed by modern medicine, contradicts our understanding of molecular evolution, is at odds with recent explicit demonstrations of functional identity between orthologs of distantly related species, and is inconsistent with the astronomically significant $p$-values of interologs (common interactions between species—cf. Supplementary Table 5).

1.4 Contribution

In this paper, we attempt to disentangle the latter three hypotheses, but in the order R1, R3, and finally R2. In particular, we walk the reader through the following observations:

Regarding R1: In §3.1 we propose a novel hypothesis based on Information Theory that places a lower bound on the amount of information required to uniquely specify one alignment (for example, a “correct” one) out of all possible alignments (cf. Equation 2). We then suggest ways to estimate the formal information content of PPI input networks—essentially, their edge density—to test if there is enough information to satisfy the requirement. Though quantifying network information content is extremely difficult and requires significant theoretical development, we show that a preliminary closed-form estimate agrees with existing literature as well as our own computational experiments to within a few percent in edge density. We note that no pair of existing BioGRID networks have edge densities that satisfy the hypothesis, suggesting that no algorithm based on topology alone is capable of producing high-quality global network alignments between existing networks. Finally, we show that the recent, partially synthetic IID networks have edge densities well above the hypothesized bound, and that excellent alignments can easily be found using several existing measures of topological similarity such as $EC$ or $S^3$ from MAGNA.

Regarding R3: We demonstrate that nine of the most recent, competitive global network aligners all produce sub-optimal alignments according to their own objective functions, by showing that SANA—the Simulated Annealing Network Aligner—provides far more optimal values of these objectives than the original aligners do themselves (cf. Figure 3). We further show that, given enough simulated annealing time (an hour is enough for existing PPI networks), SANA is able to produce alignments with near-optimal values of the objective function in all cases where the optimal value is known.

Regarding R2: Since SANA is a random search algorithm, each alignment is different even though all alignments achieve almost the same (and presumably near-optimal) scores of the desired objective function. This means that SANA can be used to randomly sample alignments from the frontier consisting of near-optimal alignments according to any given objective function. This allows us to compare the alignments produced by different topological objectives, confident that the alignments being compared are among the best possible for each chosen topological objective. We compare these objectives for their ability to (a) align proteins that share a statistically significant number of GO terms (§4.4), and (b) recover known orthologs between species in current PPI data (§4.5). Finally, we argue that no topological measure is always best, by demonstrating that different measures of topological similarity are applicable in different circumstances (cf. §6.6).
2 Preliminaries

2.1 Pairwise Global Network Alignment (PGNA)

For the purposes of this paper, we define an alignment as a 1-to-1 mapping between the nodes of exactly two networks. More formally, let $G_1 = (V_1, E_1)$ and $G_2 = (V_2, E_2)$ be two graphs (networks) with node sets $V_i$ and edge sets $E_i, i = 1, 2$, and assume without loss of generality that $|V_1| \leq |V_2|$. A Pairwise Global Network Alignment (PGNA) is a 1-to-1 mapping $a$ from $V_1$ to $V_2$. (We show later how to extend it to a many-to-many alignment.) Given a particular alignment $a$, assume we have some objective function $f(a)$ that measures the “quality” of $a$ in some fashion. Our goal is to find an alignment $a^*$ that maximizes the objective:

$$f(a^*) \geq f(a) \ \forall a.$$  \hspace{1cm} (1)

Figure 1 depicts a schematic diagram of a small PGNA, and schematically depicts how the commonly used topological measures EC and $S^3$ are computed. In Figure 1, we use colors to depict the original networks: blue for $G_1$, and red for $G_2$. Though there are many possible alignments between them, Figure 1 depicts the visually obvious one where the square 1-2-3-4 of $G_1$ has simply been moved to the right until it is “on top of” the a-b-c-d square in $G_2$. The resulting alignment is depicted at the far right, where aligned nodes and edges are depicted in purple (a mix of blue and red), and unaligned nodes and edges retain their original color. Note that this is not the best alignment: rotating $G_1$ 90 degrees in either direction causes its “diagonal” edge to align with the corresponding diagonal edge in $G_2$; this causes the EC to increase from $3/5$ to $4/5$, and the $S^3$ score to increase from $3/6$ to $4/5$—the denominator of $S^3$ decreases by one since we gained one purple edge but we lost two: one blue, one red.

2.2 Measuring topological similarity

| Objective Function | Used By | Brief Description |
|--------------------|---------|------------------|
| EC$^{17}$          | GRAAL, MAGNA++, OptNetAlign, SANA | The percent of edges in the smaller network that align to edges in the bigger one. |
| Symmetric Substructure Score ($S^3$)$^{49}$ | MAGNA(++), OptNetAlign, SANA | Similar to EC, but symmetric and measured only on the subgraph induced by the node alignment. |
| GDV Signature Sim.$^{60}$ | GRAAL, MAGNA++, SANA | Node-based similarity measure comparing local graphlet counts around a node. |
| L-GRAAL Sim.$^{41}$ | GDV Sim.$^{41}$ | L-GRAAL’s modified GDV similarity, normalized differently and using only graphlets with 4 or fewer nodes. |
| Spectral Signature Sim.$^{38}$ | GHOST, SANA | Based on the distribution of eigenvectors of normalized Laplacian matrices of surrounding subgraphs of each node. |
| Edge Graphlet Vector Sim.$^{51}$ | GREAT, SANA | Similar to Graphlet similarity, but scores pairs of edges instead of pairs of nodes. |
| Importance$^{40}$ | HubAlign, ModuleAlign, SANA | Ranks nodes recursively based on their degree and the Importance of adjacent nodes; inspired by Google’s PageRank$^{61}$. |
| Greedy EC + Degree Diff. | PROPER, INDEX, SANA | Greedily built “local EC,” ties broken by degree difference. |
| GDV-Weighted (WEC)$^{48}$ | EC | Overlapping edges receive a score based on the average of the graphlet degree difference scores of their endpoints. |

Table 1. Objective Functions and Alignment Algorithms Compared.

There are many ways to measure topological similarity. In the context of network alignment, similarity is defined as a function of the alignment: just as with sequence similarity, we can only measure topological “similarity” once an alignment is specified, and the goal is to find an alignment which maximizes the topological similarity. Table 1 lists (to our knowledge) all measures of topological similarity introduced in the past 15 years in the context of pairwise PPI network alignment, along with the algorithms that introduced and/or used them; these are the measures we will be studying below for their ability to recover functionally similar regions and/or orthologs between species.

2.3 SANA: The Simulated Annealing Network Aligner

An alignment algorithm consists of two orthogonal components: first, a objective function $M$ that measures the topological similarity $M(A)$ observed in a given alignment $A : V_1 \rightarrow V_2$; and second, a search algorithm designed to search the space of all possible alignments looking for ones that score well according to $M$. 


Many existing publications convolve the search algorithm and objective function, making it difficult to discern which is more responsible for the quality (good or bad) of a given alignment. Our algorithm, SANA\textsuperscript{16}, \textit{Simulated Annealing Network Aligner}, clearly separates the two and uses simulated annealing (SA\textsuperscript{62}) as the search algorithm. (SANA is available on GitHub at https://github.com/waynebhayes/SANA.) SA has a rich history of successful application to NP-complete problems across a wide array of application domains\textsuperscript{63–72}. One important aspect of SA is the choice of temperature schedule; SANA automatically determines effective temperature limits using an algorithm detailed elsewhere\textsuperscript{73}. The only significant unknown is the amount of CPU time one should spend traversing the temperature range; for now we determine this empirically, by performing longer-and-longer runs, each from scratch, until the final score stops increasing. For the networks in this paper, we have empirically determined that 1 hour is sufficient on the machines used in this study (a cluster of 100 identical machines, each with 96GB of RAM and a 3.33GHz, 24-core Intel X5680 CPU).

3 Testing Hypotheses R1 and R3

Recall briefly our hypotheses for the current failure of network alignment: \textbf{R1} is that networks contain too little topological information for good alignments to be found; \textbf{R2} is that current topological measures of similarity are incapable of finding \textit{biologically} relevant alignments because they are somehow measuring the “wrong” type of topology; and \textbf{R3} hypothesizes that current alignment algorithms, even if optimizing \textit{biologically} relevant measures of topology, are producing alignments that are far from their chosen measure’s optimal value, artificially degrading the objective function’s ability to find relevant biology.

3.1 Addressing R1 using Information theory and edge density

Let $\mathcal{A}$ be the set of all possible alignments—i.e., $\mathcal{A}$ defines the search space. If $G_1$ and $G_2$ have $n_1 \leq n_2$ nodes, respectively, the total number of possible 1-to-1 alignments is

$$|\mathcal{A}| = \frac{n_2!}{n_1!} n_1! = \frac{n_2!}{(n_2 - n_1)!}.$$  \hfill (2)

If we give each element of $\mathcal{A}$ a unique integer identifier between 0 and $|\mathcal{A}| - 1$, then elementary Information Theory (see Methods–Information theory, §6.1) tells us that the minimum amount of information required to uniquely specify one alignment, measured in bits\textsuperscript{74}, is

$$\text{Netbits}(n_1, n_2) = \log_2(|\mathcal{A}|) = \log_2 \left( \frac{n_2!}{(n_2 - n_1)!} \right) \approx \log_2 \left( \prod_{k=n_2-n_1+1}^{n_2} k \right) = \sum_{k=n_2-n_1+1}^{n_2} \log_2 k.$$  \hfill (3)

For typical PPI networks, the log of the values of $k$ in the sum are easily computed, and so the exact value of the information requirement is easily computed (see Methods–Equation 4).

For particular values of $n_1$ and $n_2$, we refer to Equation 3 as Netbits($n_1, n_2$); it specifies the absolute minimum amount of input information required to uniquely identify an alignment of $n_1$ nodes to $n_2$ nodes—for example, one that we may deem as the “correct” alignment. In a topological alignment of two networks, the only input information we have is the two networks, which can be viewed as two lists of edges. The way we leverage that information is encoded in (i) the topological objective function that measures the similarity exposed between the two networks by any given alignment, and (ii) the algorithm used to build the alignment, guided at least in part by the topological objective function. We will discuss the algorithms and objectives below, but for now we are tasked with determining how much raw information exists in two networks—and whether it is enough information to satisfy Equation 3.

While specifying our information requirement in Equation 3 is fairly straightforward, quantifying the information content in our pair of networks—formally called a “message” in the parlance of Information Theory—is quite nontrivial; entire modern research areas are built around quantifying information, including the areas of data compression\textsuperscript{75}, cryptography\textsuperscript{76}, and virtually all forms of digital communication\textsuperscript{77}. For now, we conjecture that the amount of information encoded in an \textit{arbitrary} network, without any restrictions on its structure, is approximately equal to its number of edges. This hypothesis arises from the fact that the adjacency matrix for a network consists of bits, with each edge corresponding to a single 1-bit in the matrix. Recent work has shown that networks roughly the size of our PPI networks can be encoded with as few as 1.8 bits per edge, on average, with the authors\textsuperscript{78} also claiming that there is “much room for improvement”. According to Shannon Information Theory\textsuperscript{74}, no object—including a graph—can be encoded using fewer bits than its information content, so the actual storage requirement for a particular scheme to encode $G$ (in this case, about 1.8 bits per edge) is an \textit{upper} bound on $G$’s information content. The above results suggest that we are justified in claiming that each edge in a network provides approximately one bit of information that can be leveraged towards narrowing the search space of a network alignment. This in turn suggests that, when aligning two networks, they will require $\approx\text{Netbits}(n_1, n_2)$ edges if we are to isolate a specific alignment $a^*$—and if there is some idea of a
“correct” alignment, then this likely represents the approximate number of common edges between the node pairs deemed as the correct alignment.

While the previous paragraph is far from rigorous and will require significant development before details can be made more precise, the premise can easily be tested empirically. Namely, to empirically test Equation 3, we need realistic-looking PPI networks with (i) enough similarity to expect good alignments to exist, and (ii) enough edges to satisfy the Netbits threshold. To that end, we leverage IID—the Integrated Interaction Database. Each non-human mammalian PPI network in IID has been augmented by transferring high-confidence experimental interactions from the human PPI network to the corresponding interologs connecting 1-to-1 orthologs in the non-human mammal. As a result, all the mammalian PPI networks in IID are highly similar and have more than enough edges to satisfy the Netbits criterion (Equation 3). In particular, the IID networks of rat and mouse contain 13,510 1-to-1 orthologs between them with degree at least 1 in both networks. Taking the subgraphs induced on these 13,510 nodes gives two highly similar PPI networks, which we call R and M, each with 13,510 nodes, with the 1-to-1 orthologs providing a “correct” mapping between them; R has 233,289 edges, while M has 237,380—both well above the Netbits value of 165,898 for \( n_1 = n_2 = 13,510 \). Starting with R and M, we choose a fraction \( F \in [0, 1] \) and—indeed, independently for each network—randomly remove edges until only a fraction \( F \) of the original edges remain. This gives networks \( R_F \) and \( M_F \), which we align with SANA for 1 hour, optimizing \( S^3 \). (We choose \( S^3 \), the Symmetric Substructure Score, since the input IID networks are highly symmetric, by design.) Then, looking at the Common Connected Subgraph from the alignment, we extract the set of aligned node pairs that are orthologs—ie., the set of aligned node pairs that were correctly aligned. This set is called \( C \), while the complement set in the alignment is \( U \), the set of aligned node pairs that are not orthologs. Figure 2 plots the number of edges induced on \( C \) or \( U \) as a function of the cardinality of the respective set. The purple curve is Netbits\( (n) \)—where \( n \) is \( |C| \) or \( |U| \) as appropriate—ie., the predicted number of bits required to correctly align \( n \) nodes. The green x’s plot the actual number of common edges induced on \( C \)—that is, the number of common edges between correctly aligned orthologs (i.e., correctly recovered interologs according to IID). The blue x’s depict the number of edges induced on \( U \)—that is, between incorrectly aligned orthologs in the same alignments. (Note that for each alignment, we have the identity \( |U| + |C| = 13,510 \), so that each alignment has one green x and one blue x, but they are at different horizontal locations.) As we can see in the left Figure (using a log scale), when the number of correctly aligned orthologs is a small fraction of the total (i.e., green x’s with \( n \ll 1000 \)), we can get correct alignments with slightly fewer edges than the Netbits prediction; but when a large fraction of the orthologs are correctly aligned (best observed in the right Figure that uses a linear scale), alignments with fewer common edges than predicted by Netbits are rare—ie., most alignments with a large fraction of correctly aligned ortholog pairs have a number of common edges at or above the Netbits threshold. In contrast, the total number of edges induced between incorrectly aligned orthologs is always well below the Netbits threshold.

Incidentally, the green x’s below the purple curve in Figure 2 are not terribly surprising: while the general idea is to suggest that each edge provides “approximately” 1 bit of information, the general structural properties of the graph can impart significant additional information. For example, consider a tree consisting of a root node and three linear “arms” extending outwards, each with a different, arbitrary length. Such a three-armed tree can have an arbitrary number of nodes, each of which is the sole occupant of its automorphism orbit—meaning that when aligning the tree to itself, there is only one alignment that achieves an \( S^3 \) score of 1, and that alignment correctly aligns every node to itself. Thus, the \( S^3 \) measure in this case is able to isolate the single, unique correct alignment in an arbitrarily large search space with \( n \) nodes but only \( n - 1 \) edges—far fewer edges than Netbits\( (n, n) \) for large \( n \). Thus, Equation (3) is clearly only an approximation on the number of required edges for a correct alignment, though Figure 2 suggests it tends to become statistically more likely to be a good approximation to a lower bound as \( n \) increases.

To conclude, we have offered a theoretical argument, supported by quantitative empirical evidence in good agreement with the theory (cf. Figure 2), for the observed widespread failure of topology-only global network alignments: it is due, at least in part, to insufficient edge densities in existing experimental PPI networks. In the absence of artificially inflated edge densities in databases such as IID, these low edge densities make it impossible for any algorithm based on topology alone to reliably produce global network alignments with robust biological value.

### 3.2 Addressing R3: Inadequate optimization of chosen topological objective functions

Our ultimate goal is to produce the best possible topological alignments according to the topological measures of Table 1, in order to measure how well each of them is able to uncover functional similarity. To ensure a fair comparison between the objective functions of Table 1, we need to show that SANA provides a level playing field. To do this, we demonstrate in §3.2.1 that SANA provides near-optimal solutions—that is, alignments with near-optimal values of the objective function—in all cases the optimal value of the objective is known. One could not ask for a more level playing field than allowing each objective function to reach its (near-)optimal value. Second, to demonstrate that no other published algorithms are capable of providing this level playing field, in §3.2.2 we demonstrate that SANA’s near-optimal alignments dramatically out-score each of the algorithms of Table 1 at simultaneously optimizing EC, \( S^3 \), and their own topological objectives.
### 3.2.1 SANA achieves near-optimal solutions when the optimal solution is known

| $G_1$ | nodes | $G_2$ | nodes | $T_{H\text{-GRAAL}}$ | $T_{SANA}$ | score$_{H\text{-GRAAL}}$ | score$_{SANA}$ | SANA/Optimal |
|-------|-------|-------|-------|----------------------|------------|------------------------|----------------|--------------|
| syeast0 | 1004  | syeast05 | 1004 | 2.87 | 20 | 0.946163 | 0.946139 | 0.99997 |
| syeast0 | 1004  | yeast | 2390 | 53.43 | 60 | 0.86285 | 0.86276 | 0.9999 |
| yeast | 2390  | human | 9194 | 5567.85 | 120 | 0.883 | 0.882 | 0.998 |
| RNorvegicus | 1657 | HSapiens | 13276 | 566.03 | 120 | 0.918 | 0.917 | 0.998 |
| C. elegans | 3134  | AThaliana | 5897 | 5516.58 | 120 | 0.959 | 0.956 | 0.996 |

### Table 2. Achieving provably near-optimal solutions:

We compare SANA's ability to optimize the local (node-pairwise) orbit degree vector similarity to that of the Hungarian algorithm as implemented by H-GRAAL, which provides provably optimal solutions when the objective consists only of node-pair similarities. $T_X$ is the run-time in minutes for $X = H \text{-GRAAL, SANA}$; similarly for score$_X$. Time does not include the pre-computation of the orbit degree similarity matrix, which is identical for both programs. The far right column is SANA's score as a fraction of the optimal score produced by H-GRAAL. Networks are from the H-GRAAL suite, which include “synthetic yeast” (syeast) from Krogan, yeast2 from Collins, human1 from Radijovac, and BioGRID networks from 2013. (We do not attempt more recent BioGRID networks since H-GRAAL would require months, rather than days, on modern BioGRID networks.)

In general, given an appropriate temperature schedule and enough CPU time, simulated annealing converges to an optimal solution with probability one. To provide evidence that SANA is performing at this level, we offer two lines of evidence. First, Table 2 demonstrates that SANA produces alignments that score extremely close to optimal ones computed by the Hungarian algorithm, while taking only a fraction of the time on large networks. For edge-based NP-complete cost functions such as EC and $S^3$, Figures 7 and 8 (Supplementary) show that SANA easily aligns any existing PPI network with a subgraph of itself—effectively providing quick solutions to the subgraph isomorphism problem—a well-known NP-complete problem.

### 3.2.2 SANA out-scores other aligners even at optimizing their own objectives

We compare SANA’s ability to simultaneously optimize EC, $S^3$, and the objectives of Table 1 to that of the aligners listed in the same table. (See Methods §6.3 for details.) Since SANA almost universally outperforms all other search algorithms in all

---

**Figure 2. Testing Information Theory “Netbits” Prediction by aligning rat-mouse orthologs from the Integrated Interaction Database (IID)**

We take the PPI networks of rat (R. norvegicus) and mouse (M. musculus) from IID, induced on the 1-to-1 orthologs between them. Then, for various values of $F \in [0, 1]$, we independently choose a fraction $F$ of edges from each network and align them with SANA for 1 hour optimizing $S^3$. Then, from the Common Connected Subgraph, we extract the set of 1-to-1 orthologs, $C$, that were correctly aligned, and $U$, the set that were incorrectly aligned. We then plot Netbits($C$) (purple curve), the actual number of common edges induced on $C$ (green x’s), and the actual number of common edges induced on $U$ (blue x’s), as a function of either $|C|$ or $|U|$, as appropriate. (Note the left and right Figures plot the same data: log scale on the left, linear on the right.) We see that the Netbits curve closely follows the number of common edges between correctly aligned orthologs, whereas incorrectly aligned orthologs have far fewer common edges than the Netbits value.
Figur 3. SANA universally outperforms other aligners at optimizing topological objectives: For each competing search algorithm, we plot the SANA Improvement Factor, or SIF, which is the ratio of SANA’s score to that of the other aligner, for the measures EC, $S^3$, and the competitor’s “custom” objective (“CO”) if one exists. Note that the vertical axis is logarithmic. The dotted red line represents a SIF ratio of 1—i.e., that SANA and the other algorithm achieved the same score. The height of each box marks the lower and upper quartile of SIF across the 28 pairs of species (in some cases fewer—see text), while the line inside the box marks the median SIF. The whiskers mark the minimum and maximum SIF values. Note that even the bottom whiskers rarely dip below 1, meaning even SANA’s worst performance is usually better than that of the competing aligners.

measures, we introduce the metric SANA Improvement Factor, or SIF, which is the ratio of SANA’s value of any objective $f$ vs. the value of $f$ achieved by the other alignment algorithm, when both are applied to the same network pair:

$$SIF(f, G_1, G_2) = \frac{\text{SANA's score on objective function } f \text{ aligning } G_1, G_2}{\text{Other Search Algorithm's score on } f \text{ aligning } G_1, G_2}.$$

Figure 3 depicts SIF scores against the aligners of Table 1 across all 28 pairs of BioGRID networks (cf. §6.3). As we can see, SANA almost universally outperforms other aligners at simultaneously optimizing EC, $S^3$, and the competing aligner’s own custom objective. In particular, out of a total of 188 tests, SANA was only marginally beaten in the following handful of cases: HubAlign beat SANA by 0.3% in Importance in one out of 28 BioGRID pairs (RN-CE)—but on the same pair, SANA outperformed HubAlign’s EC and $S^3$ scores by 0.9% and 158% respectively; for its own objective function, ModuleAlign outperformed SANA in 2 out of 28 network pairs: by 0.3% for RN-HS and 0.2% for CE-DM—while on the same pairs SANA outperformed ModuleAlign’s scores by 23% in EC and 160% in $S^3$ for RN-HS, and by 12% in EC and 50% in $S^3$ for CE-DM; MAGNA++ outperformed SANA by 2% in one out of 28 pairs (RN-MM), while on the same pairs SANA outperformed MAGNA++’s EC and $S^3$ scores by 103% and 105% respectively.

3.2.3 Summary: SANA provides a near-optimal level-playing field for objective function comparison

Together, Table 2 and Figures 3, 7 and 8 give us confidence that SANA provides a level playing field for comparing objective functions because it produces alignments with near-optimal scores of the topological objective. More explicitly,

- Table 2 demonstrates that for node-based objective functions for which the Hungarian Algorithm can provide exactly optimal solutions, SANA comes within a fraction of a percent of the optimal value in a reasonable amount of CPU time.
- Supplementary Figures 7 and 8 demonstrate that for edge-based objective functions which are NP-complete, SANA correctly aligns each of the depicted PPI networks to itself in a few minutes.
- Figure 3 tells us that SANA almost universally outperforms all other aligners at optimizing their own objective functions. In the handful of cases that the other aligner performs better, it does so by only a minuscule amount in one of the three objectives being optimized, while SANA soundly beats it in the other two.
4 Addressing R2: Measuring functional relevance of topological objective functions

4.1 Functional relevance

Given a network alignment \( a \), let \( f: a \rightarrow \mathcal{R} \) be some measure of topological similarity exposed by \( a \), and let \( g: a \rightarrow \mathcal{R} \) be some measure of functional similarity across nodes aligned by \( a \). We say that an alignment \( a \) is “functionally relevant” if it scores higher in \( g \) than some user-defined threshold.

Let \( f^* \) be the highest possible topological score across all alignments and let \( A^* \) be the set of alignments that achieve that score. Similarly, let \( g^* \) be the highest possible functional score, and let \( B^* \) be the set of alignments that achieve it. Since the goal of topological network alignment is to uncover functionally similar nodes across networks, we want \( f \) to have the following properties: i) there should be a high correlation between the values of \( f(a) \) and \( g(a) \), so that increasing \( f \) also tends to increase \( g \) (a high Spearman correlation would be best, though a high Pearson correlation will suffice); ii) there should be substantial overlap between the sets \( A^* \) and \( B^* \)—or, at the very least, between alignments that score close to \( f^* \) and those that score close to \( g^* \); and (iii) the fraction of alignments in \( A^* \) that are also in \( B^* \)—formally, the ratio \(|A^* \cap B^*|/|A^*|\), or its “near-optimal” equivalent—should not be vanishingly small. If these three properties are satisfied, then \( f \) is functionally relevant measure of topological similarity, because optimizing \( f \) will move us towards optimizing \( g \), and (near-)optimal alignments under \( f \) will have a good chance of exposing high functional similarity among aligned nodes.

Conversely, if any one of the above properties fails, then \( f \) is not a functionally relevant measure of topological similarity. Respectively: (i) if \( f \) does not correlate with \( g \), then increasing \( f \) will not increase \( g \)—the latter being necessary to expose alignments with high functional similarity; (ii) even when \( f \) and \( g \) are correlated, if topologically optimal alignments are not close to functionally optimal ones, then there is no benefit to aggressively pushing \( f \) towards its optimal value; (iii) if \( A^* \) contains functionally (near-)optimal alignments but they are greatly outnumbered by alignments with low functional score, then a randomly chosen alignment from \( A^* \) has only a small chance of having high functional similarity. In any of these cases, \( f \) fails the test of being a “functionally relevant” topological objective function.

4.2 Objective Function Saturation

It is the failure of point (iii) above that we refer to as “objective function saturation”: assume that (1) the value of \( g^* \) is known, (2) alignments that score \( g^* \) also have optimal topological score \( f^* \), but (3) there exist many alignments with optimal topological score \( f^* \) that nonetheless score significantly below \( g^* \) in functional similarity. Then, we say that \( f \) saturates: like a sponge that is far too small to soak up a spill, it reaches its full capacity long before the job is done.

Saturation can be caused by at least two fundamental issues: (a) not enough topological input information, resulting in the inability of any topology-based method to isolate “good” individual alignments; and (b) the topological objective function having insufficient discriminative power even when enough information is available. The first case is addressed by our appeal to Information Theory; we address the second in our detailed comparison of objectives in the following sections. (Supplementary Section 7.1 provides detailed schematic examples of saturation.)

4.3 Evaluating the functional relevance of topological measures

We now compare the measures of topological similarity proposed in Table 1—taken from a wide range of publications—for their ability to produce alignments that highlight functionally similar proteins across species. To that end, ideally we would like to test each of them for the three properties in §4.1.

As has been noted by others and discussed in several places above, there may exist a large (but difficult to estimate) number of alignments with optimal or near-optimal topological scores. We have provided evidence (cf. Figures 2, 8; Table 2; sections 3.2.1, 4.2) that SANA tends to provide alignments with near-optimal topological scores when given enough CPU time (an hour seems enough on existing PPI networks). Since simulated annealing is a random search algorithm, SANA may produce a different alignment each time it is run. Since it produces near-optimal alignments, it can thus be viewed as providing a random sample of alignments with near-optimal scores according to the objective function used. (We cannot claim the sample is unbiased since we currently know nothing about the distribution. That is, even if we achieve an alignment in \( A^* \) we cannot currently claim we are sampling \( A^* \) in an unbiased manner.) Thus, SANA effectively allows us to simultaneously test all three properties of functional relevance, viz.: (i) since SANA searches the alignment space randomly, if the value of \( f \) and \( g \) are uncorrelated, then increasing \( f \) will not tend to increase \( g \); (ii) if alignments that are near-optimal in \( g \) do not have scores that are near-optimal in \( f \), then SANA’s ability to push the value of \( f \) to near-optimality will have little functional benefit; (iii) even if near-optimal scores in \( g \) have near-optimal scores in \( f \) but \( f \) saturates, then a randomly chosen near-optimal alignment according to \( f \) is unlikely to uncover one of the relatively few alignments that are well-scoring in \( g \).

In the following sections, we evaluate a large set of alignments, across objective functions from Table 1 and BioGRID pairs from Table 3. Each of SANA’s output alignments consists of pairs of proteins providing a 1-to-1 mapping from proteins in \( G_1 \) to those in \( G_2 \). For each pair of BioGRID networks from Table 3, and for each objective in Table 1, we ran SANA 100 times for 1 hour each. Across all cases, the objective function values agreed to less than 1%, 3%, and 7% in 51%, 90%, and 100% of...
cases, respectively, suggesting that 50% of SANA’s alignments achieved a topological score within 1% of optimal, a further 40% were within 3% of optimal, and the remaining 10% were within 7% of optimal.

4.4 Recovery of common Gene Ontology terms

The Gene Ontology\(^\text{35}\) describes our understanding of genes and proteins. It consists of thousands of descriptive annotations called GO terms which are arranged into a hierarchical description of molecular functions (MF), biological processes (BP), and cellular components (CC). Genes and gene products, such as proteins, are “annotated” with various GO terms as we learn what those genes/proteins do. GO terms high in the hierarchy can be vague and can annotate thousands of proteins, while more specific GO terms lower in the hierarchy tend to annotate fewer proteins. Well-understood genes and proteins can have many GO annotations, while lesser understood proteins may have few or no GO annotations, or be annotated with only high-level, vague GO terms.

To evaluate the functional relevance of each topological similarity measure \(f\) from Table 1, we performed 100 independent runs of SANA optimizing \(f\) for 1 hour, across all 28 network pairs from Table 3. Given an alignment, for each GO term \(g\) we counted the number, \(k_g\), of aligned protein pairs that share \(g\), and then evaluated the statistical significance of \(k_g\) by computing the probability that a random alignment would have \(k_g\) or more protein pairs sharing \(g\). This provides a \(p\)-value for each single GO term, in each single alignment (cf §6.5). Since we performed 100 alignments for each of the 28 network pairs for each of topological objectives, we have 100 samples of each GO term’s statistical significance in each pair of networks, for each objective. Figure 4 presents the cumulative distributions of the \(p\)-values of 7 measures, for the network pairs yeast-human (left) and mouse-human (right) of BioGRID 3.4.164. (We choose yeast-human because these are by far the most complete PPI networks; and mouse-human because mouse is the most complete mammalian PPI network after human.) We observe that the topological measures vary quite substantially in their ability to align a statistically significant number of protein pairs that share GO terms: EC seems by far the best, with WAVE’s “WEC” (a graphlet-based weighted EC) also performing significantly better than other measures.

While Figure 4 displays the distribution of \(p\)-values of individual GO terms, computing the \(p\)-value of an entire alignment based on GO terms is nontrivial since most GO terms in the hierarchy are not independent of each other. While in principle it should be possible analytically to derive the inter-relationships between GO terms, we have instead employed the Empirical Brown’s Method\(^\text{36}\) (see Methods, §6.5) to compute \(p\)-values for each alignment, accounting for the non-independence across GO terms. Figure 5 is similar to Figure 4, but for entire alignments rather than individual GO terms. As we can see, the EC measure again dominates, and the strongest \(p\)-values are for the most dense networks, with the best EC-driven alignments between yeast and human having \(p\)-values of \(10^{-2000}\), while even the worst yeast-human alignments by this measure have \(p\)-values of about \(10^{-1200}\). As can be seen in the Supplementary Info, these two network pairs are not atypical: fully half of all network pairs have strong \(p\)-values when alignment is driven by EC.

4.5 Topology-based recovery of thousands of orthologs between major BioGRID species

Aligning a large set of proteins annotated with a particular GO term to another large set annotated by the same GO term provides plenty of statistical evidence that topology is able to align functionally similar regions to each other. However, while aligning a whole region of the PPI network in one species to a similar region in the other species is encouraging, it provides little predictive power about individual proteins. In addition, correctly aligning one specific pair of proteins is far more stringent than aligning one set to another set but allowing arbitrary permutations among members of each set. Thus, in this section we highlight the ability of network topology to recover the “correct” alignment between specific pairs of orthologous proteins between species.

Consider Table 4: collectively, across all 28 pairs of species pairs and all objectives, we recovered almost 3,000 known orthologous protein pairs; as seen in the bottom row of Table 4, this recovery rate has a cumulative \(p\)-value of about \(10^{-144}\). (The objectives for GHOST and GREAT were too expensive to compute for some of the largest network pairs—cf. the blank
To our knowledge, the yeast-human does so well despite the vast taxonomic distance between them, then topology-driven network alignments are demonstrated that the widespread failure of existing topological methods are likely a combination of all three of R1, R2, and R3. Namely, 5.1 Statistical significance

Figure 4. Cumulative distribution of p-values of individual GO terms across 100 alignments of yeast-human (left) and mouse-human (right), for alignments optimizing each objective function that was computable for these two network pairs. For each GO term g, we use the tail of the hypergeometric distribution to compute the p-value that the observed number of aligned protein pairs would share g in a random alignment (see Methods, §6.5). Note that all scales are logarithmic. The legend of each figure lists the objectives best-to-worst for that pair. We observe that there are vast differences in the functional similarity uncovered by optimizing the different objective functions. In particular, EC is by far the best measure for uncovering functional similarity between aligned proteins in BioGRID 3.4.156. Its yeast-human alignments contain over 3800 GO terms with p-values below 10^{-10}, over 500 with p-values below 10^{-100}, and over 100 below 10^{-200}. The second most effective objective is WAVE’s WEC (a graphlet-weighted version of EC), with over 2,100 GO terms with p-values below 10^{-10}, almost 400 with p-values below 10^{-100}, but none below 10^{-200}. The mouse-human alignments have the same top two measures in the same order (EC and WAVE), though in this case EC hugely dominates all measures, with WAVE as a distant second. The other five measures (Importance, S^3, MAGNA, graphlet, and L-GRAAL) show no solid ordering between them here, nor in other pairs of networks (cf. Supplementary Information).

Entries in Table 4). Observing the different columns of Table 4, we see that different topological objectives result in different ortholog recovery rates; the columns are sorted by the last row (total recovered orthologs across all species). Furthermore, comparing the “uniq” column with “sum” demonstrates that there is not much overlap between the orthologs recovered by different objectives, so that each objective appears to have value in that they recover near-orthogonal sets of orthologs. As discussed in section 6.6, this suggests that no single topological measure is “best” at recovering orthologs. Interestingly, this conclusion is quite different from the GO-term based p-values discussed above (cf. §6.5), where EC was dominant. One clear difference is that GO-term based evaluations are more global, while ortholog recovery is more local. Clearly more research is needed before we have a full understanding of these results.

Interestingly, yeast-human has the top p-value, and is a very close second to mouse-human in raw number of recovered orthologs. Observing Table 3, we see that mouse is about an order of magnitude less complete than human, and significantly less complete than yeast—and yet mouse-human does better than yeast-human at raw number of recovered orthologs. Likely this is because mouse and human are more closely related than yeast and human. We interpret these observations to bode extremely well for future network analyses: viz., if mouse-human does so well with such incomplete network coverage, and yeast-human does so well despite the vast taxonomic distance between them, then topology-driven network alignments are likely to become even more effective as the volume of high-quality network data continues to grow.

5 Discussion

5.1 Statistical significance

To our knowledge, the p-values displayed in this paper are orders of magnitude more significant than published p-values derived from any other topology-only methods of PPI network analysis. We believe our results provide—by far—the strongest evidence to date demonstrating the relationship between global PPI network topology and functional similarity between regions of PPI networks, as well as for individual proteins. While we have several lines of evidence to soundly reject R0, we have demonstrated that the widespread failure of existing topological methods are likely a combination of all three of R1, R2, and R3. Namely,

• Information theory suggests that most existing PPI networks have too low an edge density for topology-only methods to
Figure 2 (as well as Supplementary Figure 11) demonstrate that orthologs that were recovered in Table 4 typically had a degree in their own networks of 3–5x the degree of orthologs that were not recovered. Not surprisingly, this clearly indicates that degree—essentially a surrogate for local edge density—plays a large role in the ability of network topology to recover biologically relevant alignments. We believe the discussion around Hypothesis R1 in section 3.1, especially the number of bits

produce robust, well-defined global alignments. However, repeated sampling of high-scoring global alignments may expose local regions that are robustly aligned; our companion paper demonstrates that robust GO-term predictions are possible even using decade-old BioGRID and GO releases.

- Though many topological objective functions have been proposed in the literature, the algorithms published to optimize those objectives almost universally fail to optimize those objectives to their maximum values. This failure to produce near-optimal solutions has hampered the ability of previous aligners to produce statistically significant topology-function relationships.

- When optimized more fully, the various objective functions show a wide disparity in their ability to align functionally similar proteins—at least on current data. (This may change as more data becomes available.)

- The most effective objective function on current data appears to be EC, which is able to align functionally similar regions of the denser PPI networks with p-values hundreds, or in some cases thousands, of orders of magnitude below published p-values in the literature. However, the dominance of EC may be temporary—an artefact of its ability to align networks of highly disparate of completeness; we expect more symmetric measures, such as $S^3$, to become more prominent as the densities of PPI networks become more comparable.

As we can see from Table 4, all of the topological measures tested are able to recover a statistically significant number of orthologs between species, especially when the network density is high enough in both networks. However, the EC measure recovers the greatest number of orthologs for almost all species pairs from BioGRID. Additionally, EC is usually the best measure for recovering common GO terms, and far outperforms all other measures on the most complete PPI networks. As we explain in section 6.6, we believe this is likely due simply to the wide disparity in network completeness across the BioGRID networks; if the 2018 IID networks are any indication of the amount of similar topology that truly exists, then more symmetric measures such as the $S^3$ score are likely to come to the fore as PPI networks become more complete. At the moment, however, we note that using EC alone is not a good idea: the “uniq” column of Table 4 shows that there is little overlap in the orthologs whole-alignment p-values are so close to 1 that they are invisible against the border on the right side of the plot. (More network pairs listed in the Supplementary.)
discussed in relation to the size of the search space (Equation 2), provides the beginnings of an understanding of how much topology is required before “good” topological network alignments can be expected to exist.

The number of BioGRID edges for human has been growing steadily by about 30% per year over the past decade. This strong growth of PPI network data suggests that the information theory requirements will be met within the next few years, suggesting a bright future on the horizon for topology-based analysis of PPI networks.

### 6 Methods

#### 6.1 Information theory in the context of network alignment

Information theory, first introduced by Claude Shannon in 1948\(^{74}\) is a very mature and well-developed field with many texts available (e.g.,\(^{88,89}\)). One question it can help answer is, “What is the bare minimum amount of information required to answer a well-posed question?” Information is often quantified in bits. For example, consider the domain of a set with exactly two elements, \(\{a, b\}\). Uniquely identifying one of the elements requires exactly 1 bit of information: the answer to the question “is it \(a\)?” (1 for yes, 0 for no, the latter directly implying the chosen member is \(b\)). If there are 4 items \(\{a, b, c, d\}\), then two bits are required: the first bit splits the set in two (e.g., \(\{a, b\}\) and \(\{c, d\}\)), and the second bit chooses between the first and second element of the appropriate pair. In general, if there are \(n = 2^k\) elements in a set, one absolutely requires at least \(k\) bits to uniquely identify

| obj. nets | orth. pairs | EC | \(S^3\) | Imp. | wave | grt | ghst | mag | gr | lg | sum | uniq | rate | \(p\) |
|----------|-------------|----|--------|------|------|-----|------|-----|----|----|-----|------|------|------|-----|
| SC-HS    | 1245        | 72 | 52     | 64   | 18   | -   | -    | 19  | 8  | 5  | 238 | 172 | 13.8%| \(10^{-14}\) |
| MM-HS    | 6286        | 101| 37     | 34   | 77   | -   | -    | 26  | 5  | 7  | 287 | 282 | 4.5% | \(10^{-17}\) |
| SP-SC    | 1242        | 71 | 38     | 36   | 65   | -   | -    | 33  | 1  | 3  | 247 | 227 | 18.3%| \(10^{-16}\) |
| SP-HS    | 945         | 34 | 5      | 2    | 7    | -   | -    | 5   | 0  | 0  | 53  | 53  | 5.6% | \(10^{-15}\) |
| SC-DM    | 955         | 43 | 36     | 38   | 23   | -   | -    | 7   | 1  | 1  | 149 | 126 | 13.2%| \(10^{-12}\) |
| DM-HS    | 3511        | 52 | 28     | 31   | 46   | -   | -    | 14  | 1  | 1  | 173 | 161 | 4.6% | \(10^{-8}\) |
| RN-HS    | 2223        | 38 | 15     | 14   | 5    | -   | -    | 6   | 1  | 1  | 80  | 79  | 3.6% | \(10^{-7}\) |
| RN-MM    | 2267        | 68 | 43     | 39   | 28   | -   | -    | 39  | 37 | 29 | 301 | 276 | 12.2%| \(10^{-6}\) |
| CE-HS    | 1137        | 24 | 7      | 5    | 8    | -   | -    | 1   | 0  | 0  | 45  | 45  | 4.0% | \(10^{-6}\) |
| SP-DM    | 806         | 29 | 29     | 29   | 9    | -   | -    | 13  | 8 | 0  | 117 | 102 | 12.7%| \(10^{-6}\) |
| RN-DM    | 865         | 27 | 12     | 16   | 17   | 15  | 21   | 5   | 2  | 4  | 119 | 110 | 12.7%| \(10^{-5}\) |
| RN-AT    | 534         | 10 | 19     | 13   | 14   | 8   | 7    | 4   | 3  | 91 | 82  | 15.4%| \(10^{-4}\) |
| CE-DM    | 999         | 27 | 20     | 12   | 15   | 19  | 15   | 7   | 1  | 1  | 117 | 113 | 11.3%| \(10^{-3}\) |
| MM-AT    | 1233        | 25 | 29     | 22   | 19   | -   | 11   | 16  | 4 | 6  | 132 | 126 | 10.2%| \(10^{-3}\) |
| MM-DM    | 2108        | 40 | 26     | 31   | 31   | -   | -    | 19  | 28 | 7  | 190 | 175 | 8.3% | 0.02 |
| RN-SC    | 357         | 14 | 6      | 7    | 4    | -   | -    | 5   | 1  | 1  | 38  | 38  | 10.6%| 0.03 |
| SP-AT    | 844         | 11 | 18     | 14   | 15   | -   | 7    | 7   | 2  | 3  | 77  | 69  | 8.2% | 0.05 |
| CE-AT    | 562         | 11 | 11     | 5    | 5    | 7   | 9    | 7   | 0  | 0  | 55  | 53  | 9.4% | 0.4  |
| AT-HS    | 1864        | 17 | 9      | 6    | 6    | -   | -    | 4   | 3  | 0  | 45  | 41  | 2.2% | 0.5  |
| RN-SP    | 371         | 19 | 11     | 11   | 6    | 10   | 9    | 7   | 1  | 1  | 75  | 65  | 17.5%| 0.8  |
| SP-MM    | 812         | 17 | 6      | 10   | 10   | -   | 4    | 6   | 1  | 1  | 55  | 49  | 6.0% | 1    |
| SP-CE    | 403         | 15 | 13     | 17   | 12   | 20  | 8    | 8   | 2  | 1  | 96  | 84  | 20.8%| 1    |
| CE-SC    | 362         | 9  | 5      | 5    | 9    | -   | -    | 3   | 1  | 1  | 33  | 33  | 9.1% | 1    |
| SC-MM    | 745         | 14 | 13     | 8    | 8    | -   | -    | 4   | 1  | 3  | 51  | 44  | 5.9% | 1    |
| DM-AT    | 1477        | 19 | 14     | 16   | 16   | -   | 13   | 9   | 4  | 3  | 94  | 92  | 6.2% | 1    |
| CE-MM    | 1136        | 19 | 5      | 14   | 9    | -   | 11   | 11  | 1  | 0  | 70  | 68  | 6.0% | 1    |
| RN-CE    | 726         | 25 | 11     | 16   | 16   | 13 | 15 | 10 | 0 | 4 | 110 | 104 | 14.3%| 1    |
| SC-AT    | 977         | 8  | 5      | 6    | 7    | -   | -    | 9   | 7  | 2  | 44  | 43  | 4.4% | 1    |

| total     | 36992      | 859 | 523    | 521  | 504  | 137 | 200  | 301 | 72 | 65 | 3182| 2912| 7.87%| \(5 \times 10^{-14}\) |

Table 4. Recovered orthologs: Each row is one of 28 species pairs from BioGRID 3.4.164, using the 2-letter abbreviations of Table 3. Orth.pairs=number of orthologs between the BioGRID network pair according to NCBI Homologene. Columns EC through lg report the number of unique orthologs recovered in 100 alignments of SANA optimising said measure (abbreviations: grt=GREAT, ghst=GHOST, mag=MAGNA, gr=graphlets, lg=L-GRAAL); the best performing measure is in boldface. A dash `'` indicates the algorithm failed to produce similarities for SANA to optimize. Objectives are sorted left-to-right by total recovery (last row, with the totals for GREAT and GHOST adjusted for failures). ‘`sum`’ is total orthologs recovered across all 9 measures, including duplicates recovered by more than one measure; `uniq=`sum with duplicates removed; rate=uniq/orth.pairs; \(p\)-value=probability of the boldfaced number of orthologs being properly paired at least once across 100 random alignments (see Methods, §6.4). Rows are sorted by \(p\)-value. Finally, all \(p\)-values in the last column have been increased by a factor of 9 to account for the multiple hypothesis testing across the 9 objective functions.
one element in that set. Taking the base-2 log of both sides, we see that \( \log_2(n) = k \) bits are required to uniquely identify one element among \( n \). Thus, from the base-2 log of Equation 2, we can compute the absolute bare minimum amount of information, in bits, required to uniquely identify one alignment. If we would be satisfied—or are only able—to identify any member of a set of \( N \) “equivalent” alignments, the information requirement is reduced by \( \log_2 N \) bits.

We emphasize that this bound is a fundamental limit. It does not depend on the objective function used, or the search algorithm. It’s a statement that, if not enough information is on hand, then in general it will be impossible for any algorithm to isolate a relevant alignment.

Thus, the flip side of this question is, “how much information, in bits, do we have at hand, given two networks we are trying to align?” If we can quantify the information content of the two networks, we can determine if they contain enough information to identify relevant alignments. The problem is that precisely measuring the amount of information in a “message” (e.g., a network) is very hard. This is why, for example, compression algorithms are constantly being improved: how much information, in bits, is in an English sentence? It’s clearly fewer than the bits required to represent all its characters, b/c fr xampl we cn remv most vwls and stll ndrstnd th sntnce. (Note: the spelling mistakes are intentional, to demonstrate our point.)

So, the information content of a network is hard to estimate—and can depend on context. For example, if we first specify the domain of networks to be cliques and nothing else, then we need only specify the number of nodes in the clique—even a 1,000-node clique requires only enough bits to specify the number 1,000 (10 bits), which is far less than the number of edges. However, we don’t know enough about the structure of PPI networks to constrain them to any particular subset of networks (a PPI network may not even be connected). So for now, given that the number of ‘1’ bits in the adjacency matrix of an undirected network is exactly the number of edges, we hypothesize that the number of edges provides an approximate lower bound on the amount of information contained in a network, and leave a better estimate to further work.

As Figure 2 demonstrates, the gap between our estimate of the information content of networks, and the number of bits required to uniquely specify an alignment is only a few tens of percent—though this still amounts to thousands of bits. Closing this gap further will require significant advances towards a theory of network alignment, and significant development in the formal topological information content of PPI networks.

6.2 Exactly computing the logarithm of large integers

Equation 2 represents the size of the search space when aligning two networks; given that \( n_1 \) and \( n_2 \) are typically in the thousands, that number is enormous. However, we can easily compute its base-2 logarithm exactly, as follows:

\[
\log_2 \left( \frac{n_2!}{(n_2 - n_1)!} \right) = \log_2 \left[ n_2 \times (n_2 - 1) \times (n_2 - 2) \times \ldots \times (n_2 - n_1 + 1) \right]
\]

\[
= \log_2 \prod_{k=n_2-n_1+1}^{n_2} k
\]

\[
= \sum_{k=n_2-n_1+1}^{n_2} \log_2(k).
\]

Since \( k \) has values ranging “only” into the thousands, we can easily compute all the required base-2 logarithms, and sum them. These are the values listed in the third column of Table 3, for \( n_1 = n_2 = n \) for an \( n \)-node network.

6.3 Comparing SANA’s alignments to those of competing aligners

In the cases of GRAAL, MAGNA++, OptNetAlign, L-GRAAL, HubAlign, ModuleAlign, WAVE, PROPER, and INDEX, we natively programmed their custom objective functions into SANA. In the case of GHOST, we modified GHOST to output its similarities for all node pairs, and then read that similarity file into SANA. In the case of GREAT, we used GREAT to generate required edge-based graphlet degree vectors (EGDVs) and their pairwise similarities, and then read in the edge-pair matrix that evaluates edge-to-edge similarity. (Note that this is a large matrix of size \( m_1 \times m_2 \), where \( m_i \) is the number of edges in network \( G_i \).) Since we are interested in alignments based only on topology, we omit comparison against any algorithm that requires sequence—i.e., any algorithm that cannot perform topology-only network alignment. For example, via personal communication with the authors, we have verified that NATALIE, NATALIE 2.0, and PrimAlign all require the use of pairwise sequence similarities. Several published alignment papers explicitly state that they regard the use of sequence similarities as necessary, and in any case their topological objectives are usually some minor variant of EC and not worth considering independent of EC.

We ran each of these algorithms on all 28 combinations of the 8 largest PPI networks from BioGRID version 3.4.156 from January 2018.
6.4 Computing the p-value of recovered orthologs

Given a pair of networks $G_1, G_2$ with $n_1 \leq n_2$ nodes, assume $h$ is the number of known orthologs between them. To compute the $p$-value of having recovered $r$ orthologs, we need to know the expected number of aligned orthologs in an alignment chosen uniformly at random from the search space. (Note that this has nothing to do with running SANA; we are estimating the ortholog recovery rate in random alignments, not good ones.) We describe two methods for computing this expected value: first, a simpler method that works well when $h/n_1 \ll 1$, and then a more accurate one that, although still approximate, appears to work well for any value of $h/n_1$.

Given a particular pair of orthologs $(u_1, u_2)$, the probability that $u_1$ is aligned to $u_2$ by chance in a random alignment is $1/n_2$; they are misaligned with probability $(1 - 1/n_2)$. Given two orthologous pairs $(u_1, u_2)$ and $(v_1, v_2)$, the probability that both are misaligned is well-approximated by $(1 - 1/n_2)^2$; this value is not exact because, since SANA produces only 1-to-1 alignments, $u_1$ and $v_1$ cannot simultaneously be aligned to (for example) $u_2$. This results in a very weak but difficult to disentangle dependence, which—in this first, simpler method—we shall ignore. Thus, the probability that all $h$ orthologs are misaligned can be approximated by $(1 - 1/n_2)^h \approx (1 - h/n_2)$ since $1/n_2$ is small. Thus, we see that the probability that at least one of any of the $h$ orthologs is correctly aligned is $1 - (1 - h/n_2)$, which is simply $h/n_2$. This value makes intuitive sense if we consider that each of the $h$ orthologs contributes an equal “chance” to being aligned, each with probability $1/n_2$.

The above approximation can break down when $h/n_2$ is not small. The second method involves using the Hypergeometric distribution, though still only approximately. We start by noting that when $n_1 < n_2$, then only $n_1$ out of the $n_2$ nodes of $G_2$ are aligned. In a random alignment, we therefore expect that, on average, only $h' = n_1 h/n_2$ of $G_2$’s orthologs are included among its aligned nodes. (For simplicity, assume the value of $h'$ is rounded to the nearest integer.) This in turn directly implies that there are only $h'$ orthologs available for alignment with $G_1$, even though $G_1$’s nodes include all $h$ of its orthologs. Recall the Hypergeometric distribution $\mathcal{H}(i, m, M, N)$ describes the probability of $i$ successes in $m$ draws from a finite population $N$ in which $M$ objects have the desired property. To estimate the probability of 1 or more aligned orthologs, we should compute $1 - \mathcal{H}(0, n_1, h', n_1'^2)$, since there are $n_1$ aligned pairs (the number of draws), and $h'$ available “successes” out of $n_1'^2$ pairs—the first $n_1$ coming from $G_1$, the second from the subset of $G_1$’s nodes that are aligned. This would be exact except for the complication that, though the Hypergeometric distribution already accounts for non-replacement, we have the additional constraint imposed by the 1-to-1 property of our alignments: after choosing an aligned pair $(u, v)$ from the population of $N$, we must remove not only that pair, but all other pairs that contain either $u$ or $v$. We call this the 1-to-1 constraint, and it violates the model of the Hypergeometric distribution in which the population is constant and that only one member of the population is removed with each draw. To approximately account for this, we must estimate the size of a surrogate population that provides good estimates of the desired probabilities. We have found empirically that using $n_1$ throughout gives probabilities that are far too low, but that good results are obtained if we substitute $n_1$ with the approximate number of orthologs across “valid” populations—i.e., populations that satisfy the 1-to-1 constraint. Thus, our surrogate population, of constant size $N'$ designed to mimic the effect of a dynamically decreasing population, is

$$N' = n_1^2 - \sum_{k=1}^{h'} k = n_1^2 - \frac{h''(h'' + 1)}{2},$$

where $h''$ is the arithmetic mean of $h$ and $h'$. We then use $N'$ instead of $N$ as the constant population size for the Hypergeometric distribution above, arriving finally at the expression $\lambda_{n_1, n_2, h} = 1 - \mathcal{H}(0, n_1, h', N')$ which estimates the mean recovery rate of aligned orthologs in random alignments.

We generated 10,000 random alignments of each of the 28 species pairs, in order to empirically estimate the mean ortholog recovery rate of random alignments, and compared the result to both analytical estimates. The result, depicted in Figure 6, shows good agreement.

With the per-alignment rate of recovering ortholog pairs in a single random alignment, we now finally come to the task of estimating the $p$-values in Table 4. We interpret each random alignment as a Bernoulli trial with “success” defined as “at least one pair of correctly aligned orthologs”, with probability computed via the second method above. The result is that the number of recovered orthologs per random alignment follows a Poisson distribution with expected recovery rate $\lambda_{n_1, n_2, h}$. Since each alignment is independent, and the expected total rate among $T$ independent Poisson distributions is the sum of their individual rates, we see that in $T$ random alignments, the expected number of recovered orthologs is $T\lambda_{n_1, n_2, h}$. The $p$-value listed in the last column of Table 4 is computed taking $i$ to be the number of actual recovered orthologs for the “winning” measure (e.g., $i = 72$ for the EC measure in the SC-HS row), and then summing the tail of the Poisson distribution from $i$ upwards towards infinity until new terms are too small to change the floating-point sum.

Note that this analysis works even in the case of non-1-to-1 orthologs, so long as we count every possible pair among non-1-to-1 orthologs. So for example if $y_1, y_2, y_3, y_4$ are orthologs in yeast that are each orthologous to all of $h_1, h_2, h_3$ in human, then there are $4 \times 3 = 12$ totals pairs. The number in the “orthologs” column of Table 4 accounts for all such pairs.
Figure 6. Estimating rate of ortholog pair recovery in random alignments: We compare the empirically determined mean number of paired orthologs recovered in random alignments across 10,000 randomly generated alignments (horizontal axis) vs. the analytical version using the simpler model (left), and the more complex Hypergeometric model of Equation 5 (right). They diverge slightly towards the upper right, where the estimates from the simpler \( h/n^2 \) model are slightly less accurate than the Hypergeometric-based one.

6.5 Computing the \( p \)-value of shared GO terms in an alignment

We use GO terms downloaded from the Gene Ontology website in Sept. 2018, and eliminate all sequence-based GO terms. In particular, we only allow GO terms with evidence codes EXP, HDA, HEP, HGI, HMP, IC, IDA, IEP, IGI, IKR, IMR, IPI, IRD, NAS, ND, and TAS. Similar to the \( p \)-value computation of recovered orthologs detailed above, we use the hypergeometric distribution \( \mathcal{H}(i, m, M, N) \), where \( i \) is the observed number of protein pairs sharing GO term \( g \), \( m \) is the number of protein pairs in the alignment, \( N \) is the number of protein pairs in the full Cartesian product of \( V_1 \times V_2 \) (ie., all possibly protein pairings between \( G_1 \) and \( G_2 \)), and \( M \) is the number of such pairs that share \( g \).

6.6 On the importance of choosing the right measure of topological similarity

To demonstrate that no one topological measure is universally best, we will compare two commonly used measures of topological similarities: \( EC^{17} \) and \( S^3 \)—the Symmetric Substructure Score\(^{49} \). Both are a ratio of edge counts. In both cases, the numerator is the number of “purple” edges in the alignment (cf. Figure 1). Clearly, more purple is better since purple edges highlight exactly what we mean by “common topology” between networks. The difference between \( EC \) and \( S^3 \) is in the denominator: \( EC \) simply uses the number of edges in \( G_1 \), since that is clearly an upper bound on the number of purple edges. However, as pointed out by\(^{49} \), \( EC \) is asymmetric with respect to edge “color”: if we swap \( G_1 \) and \( G_2 \), then the value of \( EC \) changes. Even more worrisome is that unaligned “red” edges are not penalized at all by \( EC \): an alignment can have many unaligned red edges so long as blue edges are minimized. To rectify this, the Symmetric Substructure Score \( S^3 \) was created\(^{49} \); the numerator is still the number of purple edges, but the denominator counts all edges of all colors in the induced subgraph on the purple nodes. Thus, if \( G_1 \) can be embedded with the same numerator in two different places in \( G_2 \), then \( S^3 \) will prefer the embedding that has fewer unaligned red edges, even though both embeddings have the same \( EC \) score.

The \( S^3 \) score clearly is a better measure when we know—or expect—that two networks genuinely contain regions of high similarity—meaning, there exist large regions with highly similar induced structure. In that case, a “good” alignment will exist in which there is a large number of purple edges, and very few red or blue unaligned edges. Such is the case, for example, with any alignment between the mammals of the 2018 release of the IID networks\(^ {59} \). The mammal PPI networks in IID-2018 were created by taking the experimentally determined edges for that mammal, and adding in all edges between proteins that had 1-to-1 orthologs with human. The result is that most of the edges in these networks are transferred directly from human experimental PPIs, which makes them all highly similar to the human PPI network—possibly overly so. For example, the next most complete mammal PPI network after human in BioGRID 3.4.164 is mouse, but it contains only about 20,000 edges on 7,000 nodes, compared to human’s 280,000 edges on 17,000 nodes (cf. Table 3). In other words, the mouse PPI network is likely less than 11\% complete (20,000/280,000=0.11). Observing Table 6, we see that when IID synthetically augments mammalian PPI networks using interologs from human, then using SANA to optimize \( S^3 \) for 1 hour between human and any of these networks recovers about 12,500 out of 16,000 orthologous proteins—essentially a 75\% rate of “node correctness” between species. Conversely, optimizing EC recovers only about 10,200 orthologs, a decrease of about 20\%. Clearly, \( S^3 \) is the better measure in cases like this where the PPI networks contain large regions that are almost identical.

Now consider a very different scenario: starting with some complete network \( G_2 \) that has more than enough edges to
self-align according to Equation 3, and let $G_1$ be a sub-network where 95% of $G_2$’s edges have been removed at random. In the parlance of Figure 1, the “correct” alignment would have an EC score of exactly 1 (since every blue edge from $G_1$ exists in $G_2$), but the $S^3$ score is only 0.05, since 95% of red edges between purple nodes remain unaligned. In this case, $S^3$ may prefer to align the nodes of $G_1$ over the “least dense” regions of $G_2$, in order to minimize the number of unaligned red edges. This may result in sacrificing purple edges in the numerator in order to reduce red edges in the denominator, resulting in an alignment far from the “correct” one. Thus, we see that when edge densities are unbalanced, EC may be a more appropriate measure than $S^3$, precisely because it is an imbalanced measure, and this imbalance matches the imbalance in edge densities.

This latter case—of EC being a better measure when edge densities are grossly imbalanced—is exactly what we see when we use SANA to align virtually any pair of BioGRID networks: optimizing EC results in alignments that are much better able to align regions of high functional similarity as measured in our companion paper by ability to successfully predict GO terms. This is presumably because the BioGRID networks have highly variable network coverage, so that given any two of them, one is likely to have far more edges than the other simply due to different levels of completeness.

7 Data availability
The BioGRID networks we used are available from TheBioGRID.org; only physical interactions between nodes in the stated species were included. SANA is available in source code form at https://github.com/waynebhayes/SANA.
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Supplementary

Table 5. We test hypothesis R0 using the hypergeometric test on BioGRID 3.4.164: “common orths $n$” is the number of common 1-to-1 orthologs, according to NCBI Homologene, that exist in both BioGRID networks of species 1 and species 2, and thus the number of nodes $n$ in both the networks $H_1$, $H_2$ that are induced from the networks in BioGRID; $m_1$ is the number of edges between the nodes of $H_1$, and similarly for $m_2$ and $H_2$; $N$ is $\binom{m_1}{2}$; interologs is the number of observed edges that co-occur between two pairs of orthologs. For each edge $e_1$ of $H_1$, we take its endpoint nodes $(u_1, v_1)$, and look at the orthologous nodes $(u_2, v_2)$ in $H_2$. If R0 is true, then the existence of $e_1$ should tell us little or nothing beyond chance about the existence of an edge between $u_2$ and $v_2$, so that edge should exist at random with probability equal to the edge density of $H_2$. This hypothesis can be tested using the hypergeometric distribution with $m_1$ being the number of draws, and $m_2$ being the number of successes that exist among the $N = \binom{m_1}{2}$ node pairs in $H_2$. The last column—on which the table is sorted—is the $p$-value of the actual number of observed interologs $i$ between $H_1$ and $H_2$. As can be seen, the number of interologs soundly rejects hypothesis R0, at least for BioGRID networks that have enough nodes and edges to have significant overlap with known orthologs. Mouse and Human, in particular, have enough interologs for a $p$-value less than 10 to the power of negative five thousand [sic]. (The hypergeometric distribution boils down to ratios of factorials, each of whose base-10 logarithm can be computed exactly by summing logarithms similar to what is done in Equation 3. The result, rounded to the nearest integer, becomes the exponent in the $p$-value of the last column.)

Hypothesis R0, if correct, would substantially disrupt much of modern molecular biology. The evidence against it is overwhelming: the quotes that start this article are *textbook* quotes, both literally and figuratively; the assumption underlies much of the success of modern evidence-based medicine (eg., animal testing would be pointless unless animals shared a common biochemistry with humans); and R0 contradicts much of our understanding of molecular evolution. As just one recent dramatic *in vivo* example of how orthology implies both functional and PPI network conservation across a vast taxonomic distance, Kachroo et al. found that out of 414 essential yeast genes with human orthologs, 47% of them could be wholesale replaced by the human orthologs without destroying the viability of the yeast organism. As these authors state, their experiment demonstrates that “critical ancestral functions of many essential genes are thus retained in a pathway-specific manner [our emphasis], resilient to drift in sequences, splicing, and protein interfaces”. The authors further confirmed in several cases that

| species 1 | species 2 | common orths $n$ | $m_1$ | $m_2$ | $N$ | interologs $i$ | $p$-value |
|-----------|-----------|-----------------|------|------|-----|----------------|----------|
| MMusculus | HSapiens  | 5920            | 16140| 120342| 17520240| 4222          | $10^{-5172}$|
| DMelanogaster | HSapiens  | 2567            | 10194| 30498| 3293461| 2364          | $10^{-2480}$|
| SCerevisiae | HSapiens  | 1040            | 10160| 7502 | 540280 | 1619         | $10^{-1195}$|
| RNorvegicus | HSapiens  | 2013            | 2965 | 28672| 2025078| 743          | $10^{-667}$|
| SPombe    | SCerevisiae | 654             | 992  | 6595 | 213531 | 445        | $10^{-390}$|
| SPombe    | HSapiens  | 483             | 792  | 3710 | 116403 | 382        | $10^{-348}$|
| SCerevisiae | DMelanogaster | 482          | 3458 | 1386 | 115921 | 441        | $10^{-320}$|
| RNorvegicus | MMusculus | 1134            | 1794 | 3030 | 642411| 255        | $10^{-283}$|
| SPombe    | DMelanogaster | 235           | 357  | 565  | 27495  | 153        | $10^{-164}$|
| ATHaliana | HSapiens  | 273             | 326  | 1143 | 37128  | 161        | $10^{-153}$|
| MMusculus | DMelanogaster | 622           | 911  | 1855 | 193131 | 161        | $10^{-147}$|
| CElegans  | HSapiens  | 573             | 701  | 3606 | 163878 | 141        | $10^{-88}$|
| CElegans  | DMelanogaster | 287          | 306  | 593  | 41041  | 85         | $10^{-82}$|
| DMelanogaster | ATHaliana | 117           | 144  | 123  | 6786   | 54         | $10^{-59}$|
| SCerevisiae | ATHaliana | 87             | 179  | 80   | 3741   | 40         | $10^{-31}$|
| SCerevisiae | MMusculus | 103            | 478  | 81   | 5253   | 44         | $10^{-24}$|
| CElegans  | SCerevisiae | 72             | 55   | 306  | 2556   | 36         | $10^{-20}$|
| CElegans  | MMusculus | 45             | 35   | 31   | 990    | 16         | $10^{-16}$|
| SPombe    | ATHaliana | 38             | 40   | 29   | 703    | 17         | $10^{-14}$|
| MMusculus | ATHaliana | 102            | 119  | 97   | 5151   | 21         | $10^{-14}$|
| RNorvegicus | DMelanogaster | 320          | 404  | 867  | 51040  | 34         | $10^{-13}$|
| SPombe    | CElegans  | 44             | 61   | 36   | 946    | 17         | $10^{-11}$|
| SPombe    | MMusculus | 53             | 49   | 44   | 14378  | 15         | $10^{-11}$|
| CElegans  | ATHaliana | 11             | 6    | 6    | 55     | 6          | $10^{-6}$|
| RNorvegicus | SCerevisiae | 35             | 37   | 114  | 595    | 18         | $10^{-4}$|
| RNorvegicus | SPombe    | 23             | 27   | 34   | 253    | 9          | $10^{-1}$|
| RNorvegicus | CElegans  | 8              | 4    | 4    | 28     | 2          | $10^{0}$|
| RNorvegicus | ATHaliana | 13             | 12   | 8    | 78     | 1          | $10^{0}$|
the proteins expressed by the human genes were the human proteins, further validating the hypothesis that orthologous proteins (not just their genes) perform virtually identical functions across vast taxonomic distances. The latter requires physically compatible interfaces on the surface of the proteins, in order for the human proteins to interact with their appropriate yeast partners, which obviously implies conservation of PPI network topology at the local scale, extending at least partially to the global scale when such a large number of orthologous proteins retain their function across more than a billion years of evolution.

To additionally test R0 ourselves, we performed the following novel test. If R0 were true, then orthologous proteins across species would rarely perform similar function. Since the function of a protein is defined by its interaction partners and its resulting placement in the larger fabric of the network, this means that there would be little statistical significance to the common interactions between pairs of orthologous proteins across species—such a common interaction is called an interolog. This hypothesis can be tested via the hypergeometric distribution \( \mathcal{H}(i,m,M,N) \), which describes the probability of \( i \) success in \( m \) draws from a finite population \( N \) in which \( M \) objects have the desired property. In our case, assume we are given two BioGRID networks \( G_1 \) and \( G_2 \), and a list of \( l \) orthologous protein pairs between them. Taking the induced subgraphs of \( G_1 \) and \( G_2 \) on their common \( n \) orthologs (\( n \) can be less than \( l \) if either of \( G_1,G_2 \) do not contain some of the orthologs) gives two graphs \( H_1,H_2 \) with the same number of nodes, \( n \). Imposing the network alignment implied by the \( n \) ortholog pairs, we can test whether the number of resulting interologs \( i \) is consistent with being random, as R0 would suggest. In particular, assume there are \( m_1 \) edges in \( H_1 \), \( m_2 \) edges in \( H_2 \), and \( i \) observed interologs (ie., common interactions between orthologs). Then there are \( N = \binom{n}{2} \) total node pairs in the population, \( m_1 \) represents the number of draws of node pairs from one network, and \( m_2 \) represents the number of potential successes from the other. Then the p-value of observing \( i \) interologs is described by the tail of \( \mathcal{H}(i,m_1,m_2,N) \). Table 5 demonstrates that—at least for BioGRID networks having sufficient edge density for a meaningful measurement, and barring the existence of extremely potent and as yet unknown systemic biases in the data—there is little room for debate on the existence of interologs.

### 7.1 Examples of objective function saturation

In the case of aligning a network to itself, the fraction of nodes that are correctly aligned to themselves—commonly called node correctness or NC—acts as a surrogate to “functional similarity”. For topological measures, we will use EC and \( S^3 \), which are both equal to 1 in a self-alignment; if one network has a superset of edges over the other, then the perfect alignment scores 1 in EC but less than 1 in \( S^3 \). Figure 7 provides an example both of (1) how SANA easily performs near-perfect self-alignments when the number of edges is above our hypothesized information-theoretic bound, and (2) that when the number of edges drops significantly below this bound—which is obviously approximate—the NC score drops precipitously to zero.

Let \( a^* \) be an optimal alignment under some topological objective function \( f \), so that \( f(a^*) \geq f(a) \forall a \). It has been shown that \( a^* \) is often not unique. Even if there exists some idea of a “correct” alignment between \( G_1 \) and \( G_2 \), and even if that correct alignment has the optimal value of the topological objective, the non-uniqueness of topologically optimal alignments may mean that topology alone may be unable to distinguish between alignments of high and low functional similarity. We refer to this phenomenon as objective function saturation, because the objective “saturates” to its maximum value before isolating alignments of high functional relevance.

As an example of saturation in the first case, we take two yeast networks from 2006 and 2007, which we will call \( G_1 \) and \( G_2 \), respectively; they have 1004 and 2390 nodes, respectively. Equation 3 tells us that aligning \( G_1 \) to itself requires \( \approx 8500 \) bits of information, while \( G_1 \) has 8323 edges; aligning \( G_1 \) to \( G_2 \) requires 10,910 bits, which is far above \( G_1 \)’s edge count; and finally, with 2390 nodes, \( G_2 \) aligned to itself requires 23381 bits while it has only 16,127 edges. As we can see, all of these combinations have edge counts that are either very close to, or well below, the bit requirement of Equation 3. Thus, we expect that saturation will occur, due to lack of information. Here we study how bad the “incorrect” alignments can be even when the topological score is near-optimal (ie., saturated).

Consider Figure 8. We create alignments with a pre-determined correctness by “locking” some fraction of the nodes to their correct positions. This bounds the correctness of the alignment from below. We then view how “badly” the rest of the nodes can be aligned once the objective reaches saturation. We refer to the fraction of nodes that are correctly aligned as the node correctness (NC). We initialize the alignment with a fraction NC of \( G_1 \)’s nodes locked to themselves in \( G_2 \), and then scatter \( G_1 \)’s remaining nodes to random locations in \( G_2 \). In this initial configuration, a randomly chosen edge will lie “on top of” another edge if (a) both of its endpoints are correctly aligned, or (b) by chance alone to another edge if both endpoints are misaligned. The latter can be shown to have extremely low probability compared to NC. Thus, edges are initially aligned correctly with probability proportional to NC and so, when applied to an initial alignment, an edge-based measure of common topology will have a score proportional to NC. These are the red curves in Figure 8.

Starting with an alignment along the red curves of Figure 8, we then run SANA for 1 minute, optimizing the stated objective (EC on the left, \( S^3 \) on the right). The resulting score of the topological objective is plotted in purple. As we can see, the topological objectives easily get very close to 1 (which is the optimal score). However, the final NC value (green curves) remain far below 1 except when the initial NC is close to 1. These curves demonstrate that there are a large number of different
Figure 7. Correctly aligning a large graph to itself even in the presence of noise We align a noisy subgraph $G_1$ consisting of 75% of the nodes of the BioGRID networks (v. 3.4.164) of $S.\ cerevisiae$ (left) and $H.\ sapiens$ (right) PPI networks to the full version $G_2$ of the same network, optimizing $S^3$. At the far right of each figure, $G_1$ has all of its edges, induced from $G_2$. (Although not depicted, the $S^3$ score was exactly 1 for all runs of SANA that took longer than 12 minutes, with at most a handful of degree-1 “leaf” nodes misaligned due to their being topologically indistinguishable from sibling leaf nodes.) Moving left in each figure, we progressively rewire more and more edges of $G_1$, effectively removing information useful for alignment. (“Rewiring” means deleting a true edge, and replacing it by an edge between two randomly chosen nodes.) The horizontal axis depicts the number of “clean” edges (ie., not rewired), which approximates the information content remaining after rewiring. The vertical dotted red line is the information bound as computed by Equation 3. The vertical axis (blue curve) is node correctness or $NC$, the fraction of $G_1$’s nodes that are correctly self-aligned in a 2 hour run of SANA optimizing $S^3$ (cf. Figure 1). SANA is able to produce correct alignments down to a number of edges significantly below that dictated by Equation 3. The ragged nature of the blue curve (jumping several times from near zero to near 1) occurs because, once near the theoretical threshold, SANA’s random search has a non-negligible probability of failing to find the best solution in a 2-hour run. Once significantly below the threshold, the probability of recovering the correct alignment drops to zero as the noise of rewired edges overwhelms any signal remaining in the “clean” edges.

Figure 8. Objective Function Saturation and the multitudes of near-optimal alignments: We show two examples of objective function saturation: on the left we align the highest-confidence, largest connected component of the 2006 Krogan et al. “clean” yeast network to a later and larger yeast network by Collins; on the right is the latter network being aligned to itself. Since both networks are the same species, we know the correct mapping. We start with some fraction $NC$ of nodes locked to their correct positions (horizontal axis, and the blue line $y = x$), while the remaining nodes are initially scattered at random. The lowest parabolic (red) curves are the starting EC (left) and $S^3$ (right). (They are parabolic because if each node has probability $p$ of being correctly aligned, then the probability of a random edge being aligned is $p^2$, since both its endpoints must be correctly aligned.) We then run SANA optimizing EC (left) or $S^3$ (right), subject to the constraint that locked nodes cannot move. We see that SANA is able to push the values of EC and $S^3$ to their optimal values of 1 (purple curves) even though this results in ending NC values (green curves) well below 1. All curves show the mean score across 1,000 one-minute runs of SANA.
alignments that have optimal topological scores (purple curves), even though most have “correctness” which is far from optimal (green curves).

The above demonstrates the existence of objective function saturation when we are quite certain that the networks have too little information for any topological measure to produce “good” alignments. In contrast, consider the networks of the Integrated Interaction Database\textsuperscript{59}, or IID. These networks take it as given that 1-to-1 orthologous proteins across mammals have near-identical functions with near-identical interaction partners, and uses this assumption to transfer interologs from the more dense PPI networks (mostly human and a bit of mouse) to the less dense PPI networks of other mammals. The result is that the PPI networks of all mammal species in the IID are highly similar—possibly overly so, compared to the real (but unknown) PPI networks. These networks all have approximately 15,000-20,000 nodes and about 300,000 edges—well above the 257,000 bits required of Equation 3 for aligning networks of 20,000 nodes. As a result, we expect to achieve relatively robust alignments. This expectation is corroborated by Table 6, where we show the results of applying SANA optimizing either EC or $S^3$ for 1 hour to these networks. We see that EC is able to recover about 10,218 orthologs on average (far right column), while $S^3$ is able to recover almost 22% more, at 12,441. Note that these results are robust and repeatable: each 1-hour run of SANA on any pair of these networks gives virtually the same set of recovered orthologs. (The ones that are recovered tend to have much higher degree compared to those that are not—cf. Figures 2 and Supplementary Figure 11.) However, even with these robust results, we see that $S^3$ always recovers more orthologs than EC. This makes sense, since the symmetry of $S^3$ means that it will tend to do well in aligning regions that are virtually identical, and in this case it does better than EC since the networks do have large regions that are almost identical, by construction.

| measure | rabbit | mouse | sheep | cat | horse | dog | pig | cow | rat | mean |
|---------|--------|-------|-------|-----|-------|-----|-----|-----|-----|------|
| human orthologs | 14,339 | 15,996 | 15,601 | 15,550 | 15,552 | 15,616 | 15,744 | 15,641 | 15,206 | 15,466.1 |
| $S^3$ | 11,676 | 12,627 | 12,579 | 12,541 | 12,678 | 12,525 | 12,670 | 12,499 | 12,174 | 12,441 |
| EC | 10,483 | 9,128 | 10,995 | 10,459 | 11,016 | 9,049 | 11,406 | 11,485 | 7,944 | 10,218 |

Table 6. Recovery of correct 1-to-1 orthologs when aligning mammals in 2018 IID networks\textsuperscript{59} to the human one running SANA just once optimizing $S^3$ and EC for 1 hour—no multiple runs are required, in contrast to those associated with Table 4. Since all networks except human are largely synthetic and based on orthology with human, the PPI networks are very similar to each other. Thus, using $S^3$ to measure topological similarity produces alignments that correctly recover on average about 20% more orthologs than EC; compare to BioGRID in Table 4, where EC does significantly better than $S^3$; a potential explanation of the discrepancy is offered in section 6.6. (Note: The human IID network has 17,373 nodes.)

The takeaway from this section is that there are degrees of saturation: for any given topological objective function, more data tends to allow that objective to achieve better “correctness” at saturation. However, at a given level of data completeness, different topological measures can still have different abilities to recover the “correct” alignment. Here we saw that $S^3$ was better than EC at recovering orthologs in the IID networks. However, as we will see below, the same cannot be said when aligning the BioGRID networks.

7.1.1 Degree distribution of recovered vs. non-recovered orthologs

Figure 11 plots the degree distribution of orthologs that were recovered, vs. those that were not. We see that correctly aligned orthologs tend to have significantly higher degree than those that were not aligned: almost a third of non-recovered orthologs have degree 1, whereas less than a quarter of recovered ones have degree 1; the curves cross at about degree 15. The total density above degree 40 is more than an order of magnitude higher for recovered orthologs than non-recovered ones, again demonstrating that network alignments improve with increasing edge density.
Figure 9. Similar to Figure 4, but for all network pairs (alphabetical order). Note the horizontal axis is different for each pair.
Figure 10. Similar to Figure 5, but for all network pairs (alphabetical order). Note the horizontal axis is different for each pair.
Figure 11. Degree distribution of recovered vs. non-recovered orthologs We see that orthologs that were recovered have a degree distribution skewed towards the right (ie., higher degree on average) compared to those that were not recovered, which reinforces the conclusion that higher density regions are easier to align “correctly”.