The scientific challenge of understanding and estimating climate change
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Given the slow unfolding of what may become catastrophic changes to Earth’s climate, many are understandably distraught by failures of public policy to rise to the magnitude of the challenge. Few in the science community would think to question the scientific response to the unfolding changes. However, is the science community continuing to do its part to the best of its ability? In the domains where we can have the greatest influence, is the scientific community articulating a vision commensurate with the challenges posed by climate change? We think not.
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The idea that the science of climate change is largely “settled,” common among policy makers and environmentalists but not among the climate science community, has congealed into the view that the outlines and dimension of anthropogenic climate change are understood and that incremental improvement to and application of the tools used to establish this outline are sufficient to provide society with the scientific basis for dealing with climate change. For certain, some things are settled. We know that greenhouse gases are accumulating in the atmosphere as a result of human activity and that they are largely responsible for warming of surface temperatures globally. We also are confident in our understanding as to why this warming is expected to be amplified over land masses and the Arctic. Likewise, we are confident in our understanding of how the hydrological cycle amplifies the effects of this warming and how warming amplifies the hydrological cycle. For these and other broad brush strokes of the climate change picture, we are also increasingly confident in our ability to usefully bound the magnitude of the effects. From this certainty stems the conviction that additional warming is best avoided by reducing or reversing emissions of long-lived greenhouse gases.

As climate scientists, we are rightfully proud of, and eager to talk about, our contribution to settling important and long-standing scientific questions of great societal relevance. What we find more difficult to talk about is our deep dissatisfaction with the ability of our models to inform society about the pace of warming, how this warming plays out regionally, and what it implies for the likelihood of surprises. In our view, the political situation, whereby some influential people and institutions misrepresent doubt about anything to insinuate doubt about everything, certainly contributes to a reluctance to be too openly critical of our models. Unfortunately, circling the wagons leads to false impressions about the source of our confidence and about our ability to meet the scientific challenges posed by a world that we know is warming globally.

How can we reconcile our dissatisfaction with the comprehensive models that we use to predict and project global climate with our confidence in the big picture? The answer to this question is actually not so complicated. All one needs to remember is that confidence in the big picture is not primarily derived from the fidelity of comprehensive climate models of the type used to inform national and international assessments of climate change. Rather, it stems from our ability to link observed changes in climate to changes derived from the application of physical reasoning, often as encoded in much simpler models or in the case of the water cycle, through a rather simple application of the laws of thermodynamics. Comprehensive climate models have been effective and essential to address the concern that such a basic understanding could be overly simplistic (i.e., missing something important, such as the existence of a mode of internal variability, which could, if
it were to exist, explain trends in global mean temperature). The enterprise of making models more and more comprehensive through the incorporation of computationally expensive* but poorly understood additional processes has not so much sharpened our ability to anticipate climate change as left the blurry picture established by physical reasoning and much simpler models intact (1). When it comes to global climate change, it is what the present generation of comprehensive climate models do not show—namely, a sensitivity of global changes to either the vagaries of unpredictable regional or global circulations or effects of processes neglected in simpler models—which makes them such a powerful confirmation of inferences from basic physics and simple models.

Now that the blurry outlines of global climate change have been settled, the need to sharpen the picture (Box 1) has become more urgent (2). However, such sharpening is proving to be more challenging than anticipated—something that we attribute to the inadequacy of our models (3–5). Unfortunately, many in the community—notably those in charge of science funding—have no idea how significant and widespread these inadequacies are. This has arisen in part because of a justified desire to communicate, with as much clarity as possible, the aspects of our science that are well settled. While we are certainly not claiming that model inadequacies cast doubt on these well-settled issues, we are claiming that, by deemphasizing what our models fail to do, we inadvertently contribute to complacency with the state of modeling. This leaves the scientific consensus on climate change vulnerable to specious arguments that prey on obvious model deficiencies; gives rise to the impression that defending the fidelity of our most comprehensive models is akin to defending the fidelity of the science; and most importantly, fails to communicate the need and importance of doing better.

Fig. 1, which is taken from the *Fifth Assessment Report of the Intergovernmental Panel on Climate Change* (13), illustrates this situation well. It shows that all of the climate models can adequately reproduce the observed change in temperature—part of what we call the blurry outline of climate change. This is something that the Assessment Report draws attention to in its summary for policy makers. What is not discussed in the summary is what is shown by the thin horizontal lines on the edge of Fig. 1. Even after being tuned to match observed irradiance at the top of the atmosphere,† models differ among themselves in their estimates of surface temperature by an amount that is 2 to 3 times as

*In a comprehensive Earth system model, the computational cost of parameterized representations of poorly known Earth system processes typically exceeds the computational cost of the well-understood fluid mechanics represented by the dynamical core, sometimes by a considerable margin.

†Because parametrizations are only approximate representations of physical processes, model parameters are not well constrained by theory. As a result, they are typically tuned, or optimized, to ensure that there is a good balance between incoming solar and outgoing terrestrial irradiances at the top of the atmosphere and that this balance is achieved at as close to the observed global temperature as possible (6).
large as the observed warming and larger yet than the estimated 0.5 °C uncertainty in the observations. The deemphasis of this type of information, while helpful for focusing the reader on the settled science, contributes to the impression that, while climate models can never be perfect, they are largely fit for purpose. However, for many key applications that require regional climate model output or for assessing large-scale changes from small-scale processes, we believe that the current generation of models is not fit for purpose.

Figs. 2 and 3 develop this point further by showing how, on the regional scale and for important regional quantities (7), these problems are demonstrably more serious still, as model bias (compared with observations) is often many times greater than the signals that the models attempt to predict. In a nonlinear system, particularly one as important as our model of Earth’s climate, one cannot be complacent about biases with such magnitudes. Both basic physics and past experience (at least on timescales that observations constrain) teach us that our ability to predict natural fluctuations of the climate system is limited by such biases (8–11). By downplaying the potential significance that model inadequacies have on our ability to provide reliable estimates of climate change, including of course in terms of extremes of weather and climate, we leave policy makers (and indeed, the public in general) ignorant of the extraordinary challenge it is to provide a sharper and more physically well-grounded picture of climate change, essentially depriving them of the choice to do something about it.

What is needed is the urgency of the space race aimed, not at the Moon or Mars, but rather toward harnessing the promise of exascale supercomputing to reliably simulate Earth’s regional climate (and associated extremes) globally. This will only be possible if the broader climate science community begins to articulate its dissatisfaction with business as usual—not just among themselves but externally to those who seek to use the models for business, policy, or humanitarian reasons. Failing to do so becomes an ethical issue in that it saddles us with the status quo: a strategy that hopes, against all evidence, to surmount the abyss between scientific capability and societal needs on the back of 2 less-than-overwhelming ideas: 1) that post processing (i.e., empirically correcting or selectively sampling model output) can largely eliminate the model systematic biases that would otherwise make the models unfit for purpose (12) and 2) that incremental changes in model resolution or parametrization can overcome structural deficiencies that otherwise plague the present generation of models (13). Empirical bias corrections can work well for systems that behave linearly, but a large part of the reason for developing comprehensive models is to account for, or help anticipate, the climate system’s nonlinearities (14).

Were this not reason enough (15) to be dissatisfied with a disproportionate emphasis on idea 1, then surely lessons from numerical weather prediction(where an increase in skill has gone hand in hand with a reduction in systematic error—are (11, 16). As for idea 2, after 6 generations of model development spanning roughly 30 y, it seems safe to conclude that the task that we set for ourselves was, if not impossible, then too difficult to be achieved by incremental improvements alone. Even the most optimistic assessment of model development efforts cannot avoid concluding that progress has been far too slow to justify continuing to prioritize the present path.

This status quo and the complacency that surrounds it give us cause to be deeply dissatisfied with the state of the scientific response to the challenges posed by global warming. Whereas present day climate models were fit for the purpose for which they were initially developed, which was to test the basic tenets of our understanding of global climate change, they are inadequate.

Fig. 1. Estimates of global surface temperature anomaly from model integrations performed in support of the fifth phase of the coupled model intercomparison project (CMIP5). Here, the observed anomaly (black) is estimated relative to the observed climatology, while the model anomalies are estimated relative to each model’s estimate of climatology (rather than the multimodel ensemble mean estimate of climatology). This has the implicit effect of removing each model’s individual climatological bias against observations. The range of uncorrected model temperatures for the period 1961 to 1990 is shown in a small bar to the right of the figure. While uncertainty in observational estimate of absolute temperatures is about 0.5 °C, uncertainty in the anomalies is much smaller. As such, the spread in model anomalies relative to the multimodel ensemble mean is larger than the observed trend in the anomalies and much larger than the uncertainty in the observed anomalies. Adapted with permission from ref. 13.
for addressing the needs of society struggling to anticipate the impact of pending changes to weather and climate.

If climate science aspires to be relevant to societies dealing with climate change, a new strategy (17) is required (Box 2). A fresh wind, in the form of a step change in the physical content and fidelity of climate simulation systems, must be let loose to fan the flame of basic climate science to challenge our understanding of how global warming becomes manifest in regional climate and its subsystems. The stirrings of such a wind are beginning to be felt, as in different laboratories around the world, experimental efforts aimed at harnessing exascale computing to surmount roadblocks, known to limit the fidelity of existing simulation systems, are taking shape (18–21).

However, if these stirrings are to grow to the gale required to give impetus to theory and observations and if society is to fully realize the ensuing benefits, these efforts must be scaled up through bold, sustained, and coordinated multinational initiatives. As our nonlinear world moves into uncharted territory, we should expect surprises. Some of these may take the form of natural hazards, the scale and nature of which are beyond our present comprehension. The sooner we depart from the present strategy, which overstates an ability to both extract useful information from and incrementally improve a class of models that are structurally ill suited to the challenge, the sooner we will be on the way to anticipating surprises, quantifying risks, and addressing the very real challenge that climate change poses for science. Unless we step up our game, something that begins with critical self-reflection, climate science risks failing to communicate and hence realize its relevance for societies grappling to respond to global warming.

![Fig. 2. The left-hand column shows the systematic error of 3 of the leading CMIP5 models for June, July, and August (JJA) mean surface air temperature (tas) computed using ensemble integrations and observations for the period 1986 to 2005. The right-hand column shows the same 3 models' regional temperature response to climate change forcing (computed as the departure from the global mean) based on differences between ensemble integrations for the period 2081 to 2100 following the RCP8.5 scenario and the period 1986 to 2005. The same scale is used for both columns. There are widespread regions where the magnitude of systematic error is comparable with or exceeds the magnitude of the climate change signal.](image)

![Fig. 3. A, C, and E show the systematic error of the 3 CMIP5 models in Fig. 2 for June, July, and August (JJA) mean precipitation (based on GPCP observational data) computed using ensemble integrations and observations for the same period as in Fig. 2. B, D, and F show the same 3 models’ response to climate change forcing based on differences between ensemble integrations for the same period and scenario as in Fig. 2. The same scale is used for A–F. There are widespread regions where the systematic error exceeds the climate change signal (in some regions by more than a factor of 20).](image)
Box 2. A new approach to global climate modeling

We are suggesting a new approach to climate model development (23). This approach should aim to reduce climate models’ dependence on subgrid parameterizations where possible and account for their uncertainty where not. To be successful, this approach must master and motivate technological innovations, particularly in computing, and be given a sense of purpose commensurate to the task at hand.

Global storm and ocean-eddy resolving \([\mathcal{O}(1 \text{ km})]\) models make it possible to directly simulate deep convection, ocean mesoscale eddies, and important land–atmosphere interactions. Prototypes of such models are already being developed (21), 3 examples of which are compared with a satellite image. By avoiding the need to represent essential processes by semiempirical parameterizations, the simulated climate of such a model is more constrained by the laws of physics. This can be expected to lead to the reduction or even elimination of many systematic biases that plague the present generations of models (24–31).

Commensurate with this focus on high resolution, uncertainties in the parameterization of remaining subgrid (or nonfluid-dynamical) processes should be represented explicitly through some application of stochastic modeling (32). Among other advantages, this will ensure that such parameterizations are not unjustifiably complex—or overfit to past changes—and that the numerical precision of both parameterizations and dynamical cores is commensurate with their information content (33). Data-driven methods could also play an important role in reducing computational costs and in improving the representation of processes that cannot be constrained by first principles (34).

We can expect that such models will have substantially reduced biases against observations and a better characterization of uncertainty. Already, signs of improved prediction skill for tropical intraseasonal variability are emerging from prototype models with convective permitting resolution (35). This will radically enhance the reliability of regional climate projections. However, by how much? There is no overarching theory of the Navier–Stokes equation from which such questions can be answered [indeed, some of the most basic mathematical properties of these equations are still unknown (36)]. Nor can we presently partition uncertainty in predictions among fluid-dynamical vs. nonfluid-dynamical (cloud microphysics, land-surface properties, biogeochemistry) contributions to climate change. This means that the only way to answer such questions is to actually develop and run such models. This is largely the way in which the benefits of increased resolution in numerical weather prediction were quantified. These benefits have been so enormous that no one would seriously contemplate returning to weather forecast model resolutions of say the 1980s and utilize the saved computer resources for other applications (37).

The development of this new generation of models should be sustained, multinational, and coordinated as a flagship application of high-performance computing and information technology. Only as a coordinated technology project will it be possible to meet the computational challenges of running the highest possible resolution models and accessing their full information content. How to structure such an initiative can be debated; indisputable is the necessity to endow it with the same sense of purpose that has made past grand scientific challenges—from weather forecasting to moon landings—so successful.

The importance of developing predictions of climate with reliable regional precision is so important that we simply have to give this our best shot. Failing to do so keeps society in the dark about the possible ways that our climate system might develop in the coming years and decades.
Data Availability

The data used to produce Figs. 2 and 3 were downloaded from the Coupled Model Intercomparison Project 5 (CMIP5) archive and can be accessed from https://esgf-node.llnl.gov/projects/cmip5/. The observational data for precipitation were from the Global Precipitation Climatology Project (GPCP) monthly precipitation dataset (on a 2.5° grid), which can be downloaded from https://www.esrl.noaa.gov/psd/data/gridded/data.gpcp.html. The surface temperature observational dataset is from the the interim reanalysis of observational data by the European Centre for Medium Range Weather Forecasts (ERA-interim). It is provided on a 1° grid, which can be downloaded from https://www.ecmwf.int/en/forecasts/datasets/reanalysis-datasets/era-interim. The model data were regridded to the corresponding observational grid prior to the analysis.
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