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ABSTRACT. We introduce time-inhomogeneous stochastic volatility models, in which the
volatility is described by a nonnegative function of a Volterra type continuous Gaussian
process that may have very rough sample paths. The main results obtained in the paper are
sample path and small-noise large deviation principles for the log-price process in a time-
inhomogeneous super rough Gaussian model under very mild restrictions. We use these
results to study the asymptotic behavior of binary barrier options, exit time probability
functions, and call options.
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1. INTRODUCTION

In this paper, we establish sample path and small-noise large deviation principles for
general time-inhomogeneous Gaussian stochastic volatility models. We also study the
asymptotic behavior of exit time probability functions, binary barrier options, and call
options associated with such models. The main protagonists in the present paper are su-
per rough Gaussian models. In such a model, the volatility is described by a nonnegative
time-dependent function of a Gaussian process that has extremely rough sample paths.

Let $\left(\Omega, \mathcal{F}, P\right)$ be a probability space carrying two independent standard Brownian
motions $W$ and $B$. We consider time-inhomogeneous stochastic volatility models, in which
the asset price process $S_t$, $t \in [0, T]$, satisfies the following stochastic differential equation:

$$dS_t = S_t b(t, \hat{B}_t)dt + S_t \sigma(t, \hat{B}_t)(\tilde{\rho}dW_t + \rho dB_t), \quad S_0 = s_0 > 0, \quad 0 \leq t \leq T.$$  (1.1)

In (1.1), $s_0$ is the initial price, $T > 0$ is the time horizon, $\rho \in (-1, 1)$ is the correlation co-
efficient, and $\tilde{\rho} = \sqrt{1 - \rho^2}$. The functions $b$ and $\sigma$ are continuous functions on $[0, T] \times \mathbb{R}$
satisfying a special condition (see Assumption C below). The equation in (1.1) is con-
sidered on the filtered probability space $\left(\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{0 \leq t \leq T}, P\right)$, where $\{\mathcal{F}_t\}_{0 \leq t \leq T}$ is the
augmentation of the filtration generated by the processes $W$ and $B$ (see [35] Definition
7.2 in Chapter 2). We will also use the augmentation of the filtration generated by the
process $B$, and denote it by $\{\mathcal{F}_t^B\}_{0 \leq t \leq T}$. The stochastic process $\hat{B}$ appearing in (1.1) is a
Volterra Gaussian process adapted to the filtration $\{\mathcal{F}_t^B\}_{0 \leq t \leq T}$. The functions $b$ and $\sigma$ and
the process $\hat{B}$ appearing in (1.1) will be called the drift function, the volatility function,
and the volatility process, respectively. The name “Gaussian stochastic volatility model”
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was coined in \cite{30, 31}, where a special model with $\rho = 0$, $b(u) = 0$, and $\sigma(u) = |u|$, $u \in \mathbb{R}$, was studied.

In the last years, Gaussian fractional stochastic volatility models have become increasingly popular. The volatility in a fractional model is described by a nonnegative function of a fractional Volterra Gaussian process. Important examples of such processes are fractional Brownian motion and the Riemann-Liouville fractional Brownian motion. More information about these processes will be provided in Section 3. Short surveys of Gaussian fractional models can be found in \cite{22, 23, 27}.

The sample paths of fractional Brownian motion and the Riemann-Liouville fractional Brownian motion belong to certain Hölder spaces (see Remark 3.2). In the present paper, we are mostly interested in continuous Volterra Gaussian processes such that their sample paths do not belong to any Hölder space. We call such processes super rough. In Section 3, we discuss Gaussian processes, for which the canonical metric function satisfies two-sided estimates with respect to a given modulus of continuity. Such processes were studied in \cite{43} by Mocioalca and Viens (see Proposition 1 in \cite{43}). This proposition is formulated in Section 3 (see Theorem 3.4). A Gaussian process appearing in Theorem 3.4 is super rough if the corresponding modulus of continuity grows near zero faster than any power function. The previous statement follows from Lemma 3.6. An interesting example of a super rough Gaussian process is logarithmic Brownian motion (logBm) introduced in \cite{43} (see Section 3). A Gaussian stochastic volatility model, in which the volatility process is super rough, will be called a super rough model. To the best of our knowledge, super rough Gaussian stochastic volatility models have never been studied before.

In Section 3, we define two special classes of Gaussian models (see Definitions 3.9 and 3.16). The volatility in a model from the first class is described by the Wick exponential of a constant multiple of one of the processes appearing in Theorem 3.4, while the volatility in a model from the second class is the absolute value of such a process. If the conditions in Lemma 3.6 are satisfied, then the models belonging to any of those classes are super rough. For instance, if we use the process logBm to build the volatility, we obtain a super rough model. The structure of a model from the first class is similar to that of the rough Bergomi model introduced in \cite{4}. However, the rough Bergomi model is not super rough (see Remark 3.13). Applications of the rough Bergomi model in finance can be found in \cite{6, 33, 34, 62}. The models from the second class introduced in Section 3 resemble the Stein-Stein model (see \cite{52}). The volatility in the Stein-Stein model is represented by the Ornstein-Uhlenbeck process. The Stein-Stein model is one of the classical stochastic volatility models. More information about this model can be found in \cite{26}. The paper \cite{39} discusses the importance of the Stein-Stein model in finance. The models from the second class are also related to the Gaussian models introduced in \cite{30, 31}.

Sample path and small-noise large deviation principles go back to the celebrated work of Varadhan (see \cite{56}) and Freidlin and Ventsel’ (see \cite{20}). More information about large deviations can be found in \cite{14, 15, 57}. We refer the reader to \cite{2, 11, 21, 45, 48} for applications of large deviation principles in financial mathematics. Throughout the paper, we use the abbreviation LDP to refer to a large deviation principle.

One of the main results in the present paper is Theorem 4.2 formulated in Section 4. In this theorem, a sample path LDP is established for time-inhomogeneous Gaussian stochastic volatility models under very mild restrictions on the drift function, the volatility function, and the volatility process. More precisely, we assume that the drift function and
the volatility function are locally $\omega$-continuous (see Definition 2.5), and the modulus of continuity associated with the volatility process satisfies Fernique’s condition (see (2.3)). Lemma 3.6 established in Section 3 shows that under the restrictions formulated above, Gaussian stochastic volatility models can be super rough. To the best of our knowledge, Theorem 4.2 provides the first sample path LDP that can be applied to super rough models. Note that the results on sample path and small-noise LDPs for Volterra Gaussian models obtained in the earlier works [10, 19, 27, 28, 34] do not apply to super rough models. For example, the small-noise LDP that was established in [19], Theorem 4.5, deals with driftless time-homogeneous fractional Gaussian models, in which the volatility function is globally Hölder continuous and the volatility process is fractional Brownian motion. Such a model is not super rough since fractional Brownian motion is not a super rough process. A sample path LDP for the rough Bergomi model was established in [34]. This model is not super rough. In [27], Theorem 13, a small-noise LDP was established for the log-price process in a driftless Gaussian model, in which the volatility function is locally $\omega$-continuous, while the volatility process is a Volterra Gaussian process such that the $L^2$-modulus of continuity of its kernel function satisfies a Hölder condition. In [28], a sample path LDP was obtained under the same restrictions as those used in [27] (see Theorem 2.9 in [28]), while in [10], an LDP similar to that in [28], Theorem 2.9, was established for a time-homogeneous Volterra Gaussian model with drift (see Sections 6.2 and 6.3 in [10]). However, in the LDP obtained in [10], an unnecessary extra restriction is imposed on the drift function and the volatility function. It is assumed in [10] that the volatility function and the absolute value of the drift function grow near infinity not faster than a power function (see Assumption 6.4 in [10]). The models considered in [10, 27, 28] are not super rough. Indeed, for any of those models, the modulus of continuity associated with the volatility process is of power type. The previous statement contradicts the definition of a super rough process. We would also like to mention the papers [29, 32, 24], in which sample path LDPs were established for models with reflection, randomized fractional volatility models, and certain non-Gaussian stochastic volatility models, respectively. In [5], an asymptotic expansion of the rate function in a small-noise LDP and a corresponding call pricing formula were obtained for certain fractional Gaussian models (see Theorems 3.1 and 3.2 in [5]).

We will next provide a brief overview of the structure of the present paper. In Section 2, we introduce general time-inhomogeneous Gaussian stochastic volatility models (see Definition 2.7). Section 2 also contains various definitions and auxiliary statements. Section 3 deals with super rough Gaussian processes and super rough Gaussian stochastic volatility models. In Section 4, we formulate the main result of the present paper (Theorem 4.2) and discuss the structure of its proof. We also derive several corollaries from this theorem (see Theorems 4.5, 4.11, and 4.12). Section 5 is devoted to applications of the LDPs established in Section 4. In Theorem 5.1, an asymptotic formula is obtained for binary barrier options, while Theorem 5.3 provides a large deviation style formula for the exit time probability function associated with the log-price process in a Gaussian model. Formulas similar to the formula in Theorem 5.3 appeared earlier in a different context in the works of Freidlin and Ventsel’ (see [20, 58, 59]). In [10, 28], asymptotic formulas for the exit time probability functions were obtained for less general Gaussian models than those considered in the present paper. In Section 5, we also study small-noise asymptotic behavior of binary call options and call options in out-of-the-money regime (see Theorems...
5.4 and 5.6, respectively). In the last section of the paper (Section 6), we prove Theorem 4.2 (see Subsections 6.1 – 6.6).

2. Time-Inhomogeneous Gaussian Stochastic Volatility Models

In this section, we gather various definitions which will be used throughout the paper. Our first goal is to introduce Volterra Gaussian volatility processes.

Definition 2.1. Let $K$ be a real function on $[0, T]^2$. The function $K$ is called an admissible kernel if the following conditions hold: (a) $K$ is Borel measurable on $[0, T]^2$; (b) $K$ is Lebesgue square-integrable over $[0, T]^2$; (c) For every $t \in (0, T]$, the slice function $s \mapsto K(t, s)$, $s \in [0, T]$, belongs to the space $L^2[0, T]$; (d) For every $t \in (0, T]$, the slice function is not almost everywhere zero.

An admissible kernel $(t, s) \mapsto K(t, s)$ is called a Volterra type kernel if $K(t, s) = 0$, for all $s > t$. It will be assumed throughout the paper that the volatility process $\hat{B}$ in the Gaussian model introduced in (1.1) can be represented as follows:

$$\hat{B}_t = \int_0^t K(t, s)dB_s, \quad 0 \leq t \leq T,$$

where $K$ is an admissible Volterra type kernel on $[0, T]^2$. The restriction on the slice functions in Definition 2.1 implies that the random variable $\hat{B}_t$ is well-defined for every $t \in [0, T]$. If the kernel $K$ is just square-integrable over $[0, T]^2$, then only almost all slice functions are in $L^2[0, T]$. It is clear that the process $\hat{B}$ is adapted to the filtration $\{\mathcal{F}_t^B\}_{0 \leq t \leq T}$. An additional restriction on the kernel $K$ will be imposed below (see Assumption A). Under Assumption A, the process $\hat{B}_t$, $t \in [0, T]$, is a continuous Gaussian process. The covariance function of this process is given by $C(t, s) = \int_0^t K(t, u)K(s, u)du$, for all $t, s \in [0, T]$.

It follows from condition (d) in Definition 2.1 that the process $\hat{B}$ is nondegenerated in the following sense: The variance function of $\hat{B}$ given by $V(t) = \int_0^T K(t, u)^2du$ satisfies $V(t) > 0$, for all $t \in (0, T]$.

Popular examples of Volterra Gaussian volatility processes are fractional Brownian motion and the Riemann-Liouville fractional Brownian motion. For $0 < H < 1$, fractional Brownian motion $B^H$, $t \geq 0$, is a centered Gaussian process with the covariance function given by $C_H(t, s) = \frac{1}{2}(t^{2H} + s^{2H} - |t - s|^{2H})$, for all $t, s \geq 0$. The process $B^H$ was first implicitly considered by Kolmogorov in [36], and was studied by Mandelbrot and van Ness in [40]. The constant $H$ is called the Hurst parameter. If $H = \frac{1}{2}$, then we get standard Brownian motion. It is clear that the variance function of the process $B^H$ is given by $V^H(t) = t^{2H}$, $t \geq 0$. The Riemann-Liouville fractional Brownian motion is defined as follows: $R^H_t = \frac{1}{\Gamma(H + \frac{1}{2})} \int_0^t (t - s)^{H - \frac{1}{2}}dB_s, t \geq 0$, where $H > 0$, and $\Gamma$ is the gamma function.

The process $R^H$ is Gaussian, and its covariance function is given by

$$\tilde{C}_H(t, s) = \frac{t^{H - \frac{1}{2}}s^{H + \frac{1}{2}}}{(H + \frac{1}{2})\Gamma(H + \frac{1}{2})^2} 2F_1\left(\frac{1}{2}, H, H + \frac{3}{2}; \frac{s}{t}\right), \quad 0 < s < t,$$

where $2F_1$ is the hypergeometric function (see (11) in [38]). The variance function of $R^H$ is as follows: $\tilde{V}(t) = \frac{t^{2H}}{2H\Gamma(H + \frac{1}{2})^2}$, $t > 0$. More information about the process $R^H$ can be found in [38, 46]. The processes $B^H$ and $R^H$ are Volterra Gaussian processes. This is clear
for the process $R^H$. For fractional Brownian motion, a Volterra type representation was found in [44] by Molčan and Golosov (see also [13]). The kernel $K_H$ in the Volterra type representation of the process $B^H$ is as follows. For $\frac{1}{2} < H < 1$,

$$K_H(t,s) = \frac{H(2H-1)}{\sqrt{\int_0^1 (1-x)^{1-2H}x^{H-\frac{3}{2}}dx}} s^{1-H} \int_s^t (u-s)^{H-\frac{3}{2}} u^{H-\frac{1}{2}} du, \quad 0 < s < t,$$

while for $0 < H < \frac{1}{2}$,

$$K_H(t,s) = \frac{2H}{\sqrt{(1-2H) \int_0^1 (1-x)^{-2H}x^{H-\frac{1}{2}}dx}} \left[ \left( \frac{t}{s} \right)^H - \left( \frac{t}{s} \right)^{H-\frac{1}{2}} - \left( H - \frac{1}{2} \right) s^{1-H} \int_s^t u^{H-\frac{1}{2}} (u-s)^{H-\frac{1}{2}} du \right], \quad 0 < s < t.$$

Moduli of continuity will be broadly used throughout the present paper.

**Definition 2.2.** (i) Let $r > 0$. A bounded function $\eta : [0,r] \mapsto [0,\infty)$ is called a modulus of continuity on $[0,r]$, if $\eta(0) = 0$ and $\lim_{u \to 0} \eta(u) = 0$; (ii) A locally bounded function $\omega : [0,\infty) \mapsto [0,\infty)$ is called a modulus of continuity on $[0,\infty)$, if $\omega(0) = 0$ and $\lim_{u \to 0} \omega(u) = 0$.

Let $X_t$, $t \in [0,T]$, be a Gaussian process on $(\Omega, \mathcal{F}, \mathbb{P})$. The canonical metric function $\delta$ associated with this process is defined by

$$\delta^2(t,s) = \mathbb{E}[|X_t - X_s|^2], \quad (t,s) \in [0,T]^2. \quad (2.2)$$

Suppose $\eta$ is a modulus of continuity on $[0,T]$ such that $\delta(t,s) \leq \eta(|t-s|)$, $t,s \in [0,T]$, and for some $b > 1$, the following inequality holds:

$$\int_b^\infty \eta\left(u^{-1}\right) \left(\log u\right)^{-\frac{1}{2}} \frac{du}{u} < \infty. \quad (2.3)$$

**Lemma 2.3.** A Gaussian process $X_t$, $t \in [0,T]$, satisfying the previous two conditions is a continuous stochastic process.

The statement in Lemma 2.3 was announced by Fernique in [17]. The first proof was published by Dudley in [16] (see also [42] and the references therein).

By the Itô isometry, the following equality holds for the process $\hat{B}$:

$$\delta^2(t,s) = \int_0^T (K(t,u) - K(s,u))^2 du, \quad t,s \in [0,T]. \quad (2.4)$$

The $L^2$-modulus of continuity of the kernel $K$ is defined on $[0,T]$ by

$$M_K(\tau) = \sup_{t,s \in [0,T]:|t-s| \leq \tau} \int_0^T (K(t,u) - K(s,u))^2 du, \quad (2.5)$$

for all $\tau \in [0,T]$. If $\lim_{\tau \to 0} M_K(\tau) = 0$, then the variance function of the process $\hat{B}$ defined in (2.1), that is, the function $V(t) = \int_0^T K(t,s)^2 ds$, $t \in [0,T]$, is continuous, and hence

$$\max_{t \in [0,T]} \int_0^t K(t,s)^2 ds < \infty. \quad (2.6)$$
The continuity of the function $V$ can be established as follows. First, using the Cauchy-Schwarz inequality, we obtain the estimate

$$|V(t)^2 - V(s)^2| \leq \left\{ \int_0^T (K(t,u) - K(s,u))^2 du \right\}^{1/2}, \quad t, s \in [0, T].$$

Then, by taking into account the condition $\lim_{\tau \to 0} M_K(\tau) = 0$ and the fact that $K$ is an admissible kernel, we finish the proof of the continuity of $V$.

Assumption A guarantees that the process $\hat{B}$ in (2.1) is a continuous Gaussian process.

**Remark 2.4.** The kernel of fractional Brownian motion $B^H$ satisfies Assumption A with $\eta(\tau) = a_H t^{2H}, a_H > 0, t \in [0, T]$. The previous fact was established in [63] (see also Lemma 8 in [27]). Assumption A also holds for the kernel of the Riemann-Liouville fractional Brownian motion $R^H$ (see [27], Lemma 8). Here $\eta(\tau) = b_H t^{2H}, b_H > 0, t \in [0, T]$. More examples of kernels satisfying the condition in Assumption A will be given in Section 3.

Let $x = (u_1, v_1)$ and $y = (u_2, v_2)$ be elements of the metric space $[0, T] \times \mathbb{R}$ equipped with the distance $d(x, y) = ||x - y|| = |u_1 - u_2| + |v_1 - v_2|$. The closed ball in this space having radius $\delta > 0$ and centered at $(0, 0)$ will be denoted by $B(\delta)$. We will next formulate certain restrictions on the drift function $(u, v) \mapsto b(u, v)$ and the volatility function $(u, v) \mapsto \sigma(u, v)$, where $(u, v) \in [0, T] \times \mathbb{R}$.

**Definition 2.5.** Let $\omega$ be a modulus of continuity on $[0, \infty)$. A function $\lambda$ defined on $[0, T] \times \mathbb{R}$ is called locally $\omega$-continuous, if for every $\delta > 0$ there exists a number $L(\delta) > 0$ such that for all $x, y \in B(\delta)$, the following inequality holds: $|\lambda(x) - \lambda(y)| \leq L(\delta) \omega(||x - y||)$.

**Remark 2.6.** Let us denote by $MC$ the class of all strictly increasing continuous moduli of continuity $\mu$ on $[0, \infty)$ such that $\lim_{\delta \to 0} \mu(\delta) = \infty$. With no loss of generality, we will assume throughout the rest of the paper that the modulus of continuity $\omega$ in Definition 2.5 is from the class $MC$. Indeed, it is not hard to prove that any modulus of continuity $\omega$ can be majorized by a modulus of continuity from the class $MC$. In addition, it is not difficult to see that we can also assume that $L \in MC$, where $L$ is the function appearing in Definition 2.5.

The next condition restricts the class of admissible drift and volatility functions.

**Assumption C:** The drift function $b$ and the volatility function $\sigma$ are locally $\omega$-continuous on the space $[0, T] \times \mathbb{R}$ for some modulus of continuity $\omega$ on $[0, \infty)$. The volatility function $\sigma$ is not identically zero on $[0, T] \times \mathbb{R}$.

In Section 3, we provide two examples of volatility functions used in financial modeling of volatility. The first example is the volatility function employed in the rough Bergomi model (see Remark 3.13), while the second example is the function $\sigma(u) = c|u|, c > 0$, $u \in \mathbb{R}$, used in the Stein-Stein model (see the discussion at the end of Section 3). It is not hard to see that these functions satisfy the conditions in Assumption C.
**Definition 2.7.** An asset price model described by the stochastic differential equation in (1.1) will be called a general time-inhomogeneous Gaussian stochastic volatility model, if the following conditions hold: (a) The drift function $b$ and the volatility function $\sigma$ satisfy the conditions in Assumption C. (b) Assumption A holds for the kernel $K$ of the volatility process $\hat{B}$ defined by (2.1).

We have already mentioned that if condition (b) formulated above holds for the kernel $K$, then the volatility process $\hat{B}$ is a continuous Gaussian process.

Let $\epsilon \in (0,1]$ be a small-noise parameter. We will work with the following scaled version of the model in (1.1):

$$dS_t^{(\epsilon)} = S_t^{(\epsilon)}b(t, \sqrt{\epsilon}\hat{B}_t)dt + \sqrt{\epsilon}S_t^{(\epsilon)}\sigma\left(t, \sqrt{\epsilon}\hat{B}_t\right)(\bar{\rho}dW_t + \rho dB_t),$$

where $0 \leq t \leq T$. For every fixed $\epsilon \in (0,1]$, the equation in (2.7) is a linear stochastic differential equation with respect to the process

$$t \mapsto \int_0^t b(s, \sqrt{\epsilon}\hat{B}_s)ds + \sqrt{\epsilon} \int_0^t \sigma\left(s, \sqrt{\epsilon}\hat{B}_s\right)(\bar{\rho}dW_s + \rho dB_s), \quad t \in [0,T].$$

(2.8)

The process in (2.8) is a semimartingale. The previous statement follows from the inequalities $\int_0^T |b(s, \sqrt{\epsilon}\hat{B}_s)|ds < \infty$ and $\int_0^T \sigma\left(s, \sqrt{\epsilon}\hat{B}_s\right)^2ds < \infty \mathbb{P}$-a.s. The unique solution to the equation in (2.7) is the Doléans-Dade exponential

$$S_t^{(\epsilon)} = s_0 \exp\left\{ \int_0^t b(s, \sqrt{\epsilon}\hat{B}_s)ds - \frac{\epsilon}{2} \int_0^t \sigma^2(s, \sqrt{\epsilon}\hat{B}_s)ds + \sqrt{\epsilon} \int_0^t \sigma(s, \sqrt{\epsilon}\hat{B}_s)(\bar{\rho}dW_s + \rho dB_s) \right\},$$

where $0 \leq t \leq T$ (see, e.g., [47]). We will denote by $X^{(\epsilon)}$ the scaled log-price process given by $X_t^{(\epsilon)} = \log S_t^{(\epsilon)}$, $0 \leq t \leq T$, and set $x_0 = \log s_0$.

3. **Super Rough Gaussian Stochastic Volatility Models**

This section deals with Gaussian models, in which the volatility process has extremely rough sample paths.

**Definition 3.1.** Let $\eta$ be a continuous increasing modulus of continuity on $[0,T]$. The function class $C^{(\eta)}$ is defined as the class of all continuous functions on $[0,T]$ that admit $\eta$ as a uniform modulus of continuity. More precisely,

$$f \in C^{(\eta)} \iff \sup_{0 \leq s < t \leq T} \frac{f(t) - f(s)}{\eta(t-s)} < \infty.$$ (3.1)

If $r \in (0,1)$ and $\eta_r(t) = t^r$, $t \in [0,T]$, then the condition in (3.1) is the Hölder condition, and the corresponding function class will be denoted by $C^r$.

**Remark 3.2.** It is known that $\mathbb{P}$-almost all sample paths of fractional Brownian motion $B^H$ belong to the class $\bigcap_{0 < r < H} C^r$, but do not belong to any of the classes $C^{H+\delta}$ with $\delta > 0$ (see, e.g., [8], Section 1.6). The sample paths of the Riemann-Liouville fractional Brownian motion $R^H$, $0 < H < 1$, have the same properties. Indeed, it follows from Theorem 5.1 in [46] that the processes $R^H$ and $B^H$ can be jointly realized so that the process $R^H - B^H$ has infinitely differentiable paths.

**Definition 3.3.** A Gaussian process for which $\mathbb{P}$-almost all sample paths do not belong to any of the classes $C^r$, $0 < r < 1$, will be called a super rough Gaussian process.
It follows from the remarks made above that the processes $B^H$ and $R^H$ are not super rough. The next assertion was established in [43] by Mocioalca and Viens.

**Theorem 3.4.** Let $\eta$ be a modulus of continuity on $[0, T]$, and suppose $\eta \in C^2(0, T)$. Suppose also that the function $x \mapsto (\eta^2)'(x)$ is positive and non-increasing on $(0, T)$. Set

$$
\tau(x) = \sqrt{(\eta^2)'(x)}, \quad x \in (0, T).
$$

Then the process

$$
\hat{B}_t(\eta) = \int_0^t \tau(t - s) dB_s, \quad t \in [0, T],
$$

is a Gaussian process satisfying the following conditions: (i) There exist positive constants $c_1$ and $c_2$ such that $\eta(|t - s|) \leq \delta(t, s) \leq 2\eta(|t - s|)$, for all $t, s \in [0, T]$. Here the symbol $\delta$ stands for the canonical metric function associated with the process $\hat{B}(\eta)$; (ii) $\hat{B}_0(\eta) = 0$ $\mathbb{P}$-a.s.; (iii) The process $\hat{B}(\eta)$ is adapted to the filtration $\{\mathcal{F}_t\}_{0 \leq t \leq T}$.

**Remark 3.5.** A modulus of continuity $\eta$ such that the conditions in Theorem 3.4 hold for it does not necessarily satisfy Fernique’s condition in Assumption A. Such an example is the logarithmic modulus of continuity $\eta_\beta$ with $0 < \beta \leq 1$ (see the definition in (3.5) below).

Theorem 3.4 can be used to build super rough processes.

**Lemma 3.6.** Suppose $\eta$ is a modulus of continuity satisfying the conditions in Theorem 3.4 and growing near zero faster than any power function $x \mapsto x^a$, $a > 0$. Suppose also that $\eta$ satisfies the conditions in Assumption A. Then the process $\hat{B}(\eta)$ defined by (3.3) is a continuous super rough Volterra Gaussian process.

**Proof.** Since Assumption A holds, the process $\hat{B}(\eta)$ is continuous. We will next prove that this process is super rough. Using the restrictions on the modulus of continuity $\eta$ in Theorem 3.4, we see that the function $\eta^2$ is concave on $(0, T)$. Moreover $\eta^2(0) = 0$. It is known that such functions are subadditive. Therefore, for $0 < s \leq t < T$, we have $\eta^2(t - s) \geq \eta^2(t) - \eta^2(s)$. Next, using (i) in Theorem 3.4, we see that

$$
\delta^2(t, s) \geq \eta^2(t) - \eta^2(s), \quad 0 < s \leq t < T.
$$

Our next goal is to use Lemma 7.2.13 in [41] with $G = \hat{B}(\eta)$, $f = \eta$, and $c = 1$. Condition (7.177) in Lemma 7.2.13 follows from (3.4). Applying the lemma and using the fact that $\eta$ is an increasing function, we obtain the following estimate:

$$
\limsup_{t \to 0} \frac{|\hat{B}_t(\eta)|}{\eta(t) \sqrt{\log \log \frac{1}{\eta^2(t)}}} \geq \sqrt{2}
$$

$\mathbb{P}$-a.s. Now, it is not hard to see that the previous estimate and the condition that $\eta$ grows near zero faster than any power function imply the super roughness of the process $\hat{B}(\eta)$.

This completes the proof of Lemma 3.6.

General time-inhomogeneous Gaussian stochastic volatility models were introduced in Definition 2.7. In the remaining part of the present section, we will discuss special classes of such models.

**Definition 3.7.** A super rough Gaussian stochastic volatility model is a model, in which the volatility process $\hat{B}$ is a super rough continuous Volterra Gaussian process.
Remark 3.8. Suppose the volatility process in a Gaussian model is the process $\hat{B}^{(\eta)}$, where $\eta$ satisfies the conditions in Lemma 3.6. Then the model is super rough. The previous statement follows from Lemma 3.6.

For a zero-mean Gaussian random variable $G$, the Wick exponential is defined by $E(G) = \exp\{-\frac{1}{2}E[G^2] + G\}$ (see, e.g., [7], p. 392). For the square integrable Volterra-type kernel $K(t,s) = \tau(t-s)\mathbb{1}_{s \leq t}$, $(t,s) \in [0,T]^2$, appearing in formula (3.3), the variance function of the corresponding process $\hat{B}^{(\eta)}_t$ is $t \mapsto \eta(t)^2$, $t \in [0,T]$. Hence, for every $c > 0$ and $t \in [0,T]$, we have $E(c\hat{B}^{(\eta)}_t) = \exp\{-\frac{c^2}{2}\eta(t)^2 + c\hat{B}^{(\eta)}_t\}.$

Definition 3.9. Let $c > 0$, and suppose $\eta$ is a modulus of continuity, for which the conditions in Theorem 3.4 hold. Suppose also that $\eta$ satisfies Fernique’s condition (see (2.3)). Let $B^{(\eta)}$ be the process defined by (3.3). We say that a general time-inhomogeneous Gaussian stochastic volatility model (see Definition 2.7) belongs to the class $\mathcal{M}^{(\eta)}_1$ if the volatility in the model is described by the process $t \mapsto E(c\hat{B}^{(\eta)}_t)$, $t \in [0,T]$.

Remark 3.10. The volatility function in a model from the class $\mathcal{M}^{(\eta)}_1$ is given by the following formula: $\sigma(t,u) = \exp\{-\frac{c^2}{2}\eta(t)^2 + u\}$, $(t,u) \in [0,T] \times \mathbb{R}$. This function satisfies the conditions in Assumption C. The previous statement is straightforward, and we leave its proof as an exercise for the interested reader. A model from the class $\mathcal{M}^{(\eta)}_1$ is super rough if the modulus of continuity $\eta$ satisfies the condition in Lemma 3.6.

Remark 3.11. Assumption A is satisfied for a model from the class $\mathcal{M}^{(\eta)}_1$. This fact follows from (2.4), (2.5), and part (i) of Theorem 3.4.

Remark 3.12. Using the expression for the covariance function of fractional Brownian motion $B^H$ (see Section 2), we see that the canonical metric function associated with the process $B^H$ is given by $\delta(t,s) = |t-s|^H$. Define a modulus of continuity on $[0,T]$ by $\eta(t) = t^H$. Then $\delta(t,s) = \eta(|t-s|)$, and the corresponding process $\hat{B}^{(\eta)}$ in (3.3) is a constant multiple of the Riemann-Liouville fractional Brownian motion.

Remark 3.13. The models described in Definition 3.9 have some resemblance to the rough Bergomi model introduced in [4]. The latter model is a driftless Gaussian stochastic volatility model, in which the volatility is described by the Wick exponential of the process $cR^H$, where $0 < H < \frac{1}{2}$, $c > 0$, and $R^H$ is the Riemann-Liouville fractional Brownian motion. The volatility function in the rough Bergomi model is given by $\sigma(t,u) = \exp\{-\frac{c^2t^{2H}}{4H(2H+1)^2} + cu\}$, $(t,u) \in [0,T] \times \mathbb{R}$. Here we use the formula for the variance of the process $R^H$ provided in Section 2. The previous model is called rough since the sample paths of the volatility process $R^H$ are more rough than those of standard Brownian motion, for which $H = \frac{1}{2}$ (see Remark 3.2). However, the rough Bergomi model is not super rough.

Fix $\beta > 0$ such that $T < e^{-\beta-1}$, and set

$$\eta_\beta(x) = (- \log x)^{-\frac{\beta}{2}}, \quad 0 < x < T.$$ (3.5)

Then, the modulus of continuity $\eta_\beta$ satisfies all the conditions in Theorem 3.4. The kernel $\tau_\beta$ is determined from the equality $\tau_\beta(x) = \beta x^{-1}(\log x)^{-\beta-1}$, $0 < x < T$ (see (3.2)).
while the corresponding Gaussian process in (3.3) is given by

\[
\hat{B}_t^{(\beta)} = \sqrt{\beta} \int_0^t (t-s)^{-\frac{1}{2}} (-\log(t-s))^{-\frac{\beta+1}{2}} dB_s, \quad 0 \leq t \leq T. \tag{3.6}
\]

**Remark 3.14.** The logarithmic modulus of continuity \(\eta_\beta\) was used in [43] as an example illustrating Theorem 3.4, and the process in (3.6) was called in [43] the logarithmic Brownian motion (logBm) with parameter \(\beta\). It is not hard to see that if \(\beta > 1\), then the conditions in Theorem 3.4 and Fernique’s condition (see (2.3)) holds, while if \(0 < \beta \leq 1\), then the conditions in Theorem 3.4 hold, while Fernique’s condition does not hold. The process logBm with \(\beta > 1\) is a continuous Volterra Gaussian process (see Lemma 2.3). In addition, Lemma 3.6 implies that logBm with \(\beta > 1\) is a super rough process. Here we take into account that the function \(\eta_\beta\) grows near zero faster than any positive power.

**Remark 3.15.** A time-inhomogeneous Gaussian stochastic volatility model, in which the volatility process \(\hat{B}\) is the process logBm with \(\beta > 1\), will be called a logarithmic model. Such a model is super rough. For example, suppose the volatility in a time-homogeneous Gaussian stochastic volatility model is described by the process \(t \mapsto -\exp\left\{-\frac{c^2}{2} (-\log t)^{-\beta} + c\hat{B}_t^{(\beta)} \right\}, \quad t \in [0, T]\), where \(c > 0, \beta > 1\), and the condition \(T < e^{-\beta^{-1}}\) holds. Then, we obtain a logarithmic model from the class \(\mathcal{M}_2^{(\eta_\beta)}\), where \(\eta_\beta\) is defined in (3.5).

We will next introduce one more special class of Gaussian stochastic volatility models.

**Definition 3.16.** Let \(c > 0\), and suppose \(\eta\) is a modulus of continuity satisfying the conditions in Theorem 3.4 and also Fernique’s condition (see (2.3)). We say that a general time-inhomogeneous Gaussian stochastic volatility model (see Definition 2.7) belongs to the class \(\mathcal{M}_2^{(\eta)}\) if the volatility function is given by \(\sigma(u) = c|u|, \quad u \in \mathbb{R}\), and the process \(\hat{B}^{(\eta)}\) defined by (3.3) is the volatility process.

**Remark 3.17.** If the modulus of continuity \(\eta\) satisfies the conditions in Lemma 3.6 and also Fernique’s condition, then any model from the class \(\mathcal{M}_2^{(\eta)}\) is super rough. For example, let \(\eta = \eta_\beta\) with \(\beta > 1\) (see (3.5)). Then, the process \(\hat{B}^{(\eta_\beta)}\) is logBm with parameter \(\beta\), and the corresponding logarithmic model from the class \(\mathcal{M}_2^{(\eta_\beta)}\) is super rough.

The volatility function in models described in Definition 3.16 is the same as in the Stein-Stein model introduced in [52], or in the Gaussian models studied in [30, 31]. The Stein-Stein model is one of the classical stochastic volatility models of mathematical finance. It is uncorrelated (\(\rho = 0\)), the drift function in it is constant, and the volatility process is the Ornstein-Uhlenbeck process. Actually, it was claimed by the authors of [52] that the volatility process in their model is the Ornstein-Uhlenbeck process instantaneously reflected at zero. In fact, the volatility in the Stein-Stein model is the absolute value of the Ornstein-Uhlenbeck process. The previous observation is due to Ball and Roma (see [3]). The Stein and Stein model with \(\rho \neq 0\) was studied in [50]. More information about various versions of the Stein-Stein model can be found in [29].
4. Large Deviation Principles in General Gaussian Stochastic Volatility Models

The main result obtained in the present section is Theorem 4.2. It provides a sample path LDP for the log-price process $X^{(e)}$ in a general time-inhomogeneous Gaussian stochastic volatility model (see Definition 2.7). It follows that Theorem 4.2 can be applied to super rough models, e.g., to logarithmic Gaussian models with $\beta > 1$. Several sample path and small-noise LDPs will be derived from Theorem 4.2 (see Theorems 4.5, 4.11, and 4.12). In Theorem 4.5, under an additional assumption that the volatility function is strictly positive, we provide an alternative more simple representation of the rate function in Theorem 4.2. In Theorems 4.11 and 4.12, small-noise LDPs for the process $X_T^{(e)}$ are obtained.

Let us denote by $C_0$ the space of continuous functions on the interval $[0, T]$ equipped with the norm $||f||_{C_0} = \max_{t \in [0,T]} |f(t)|$. In the sequel, the symbol $H_0$ will stand for the Cameron-Martin space for Brownian motion consisting of absolutely continuous functions $f$ on $[0, T]$ such that $f(0) = 0$ and $\dot{f} \in L^2[0, T]$, where $\dot{f}$ is the derivative of the function $f$. For a function $f \in H_0$, its norm is defined by $||f||_{H_0} = \{\int_0^T \dot{f}(t)^2 dt\}^{\frac{1}{2}}$. The following notation will be used throughout the paper:

$$\hat{f}(s) = \int_0^s K(s, u) \dot{f}(u) du, \quad s \in [0, T].$$

**Remark 4.1.** Suppose Assumption A holds. Then it is not hard to see that the linear operator $K : L^2[0, T] \rightarrow C_0$ defined by $(Kg)(t) = \int_t^\infty K(s, t)g(s)ds$ is compact. Therefore, the image of any closed ball in $H_0$ centered at the zero function and of radius $r > 0$ is precompact in $C$.

Consider a measurable functional $\Phi : C_0^3 \rightarrow C_0$ defined as follows: For $l \in H_0^1$ and $(f, h) \in C_0^2$ such that $f \in H_0^1$ and $h = \hat{f}$,

$$\Phi(l, f, h)(t) = \int_0^t b(s, \hat{f}(s)) ds + \bar{\rho} \int_0^t \sigma(s, \hat{f}(s)) \hat{l}(s) ds + \rho \int_0^t \sigma(s, \hat{f}(s)) \dot{f}(s) ds, \quad (4.1)$$

where $0 \leq t \leq T$. In addition, for all the remaining triples $(l, f, h)$, we set $\Phi(l, f, h)(t) = 0$, $t \in [0, T]$. Let $g \in C_0$, and define

$$\hat{Q}_T(g) = \inf_{l, f \in H_0^1} \left[ \frac{1}{2} \left( \int_0^T \hat{l}(s)^2 ds + \int_0^T \dot{f}(s)^2 ds \right) : \Phi(l, f, \hat{f})(t) = g(t), t \in [0, T] \right], \quad (4.2)$$

if the equation appearing on the right-hand side of (4.2) is solvable for $l$ and $f$. If there is no solution, then we set $\hat{Q}_T(g) = \infty$.

The next assertion contains a sample path large deviation principle for the log-price process in a general time-inhomogeneous Gaussian stochastic volatility model. Recall that a rate function on a topological space $\mathcal{X}$ is a lower semi-continuous mapping $I : \mathcal{X} \mapsto [0, \infty]$. It is assumed that $I$ is not identically infinite. A rate function $I$ is called a good rate function if for every $y \in [0, \infty)$ the level set $L_y = \{x \in \mathcal{X} : I(x) \leq y\}$ is a compact subset of $\mathcal{X}$.

**Theorem 4.2.** For any model in Definition 2.7, the process $e \mapsto X^{(e)} - x_0$ satisfies the sample path large deviation principle with speed $e^{-1}$ and good rate function $\hat{Q}_T$ given by (4.2).
validity of the large deviation principle means that for every Borel measurable subset $A$ of $C_0$, the following estimates hold:

$$\inf_{g \in A^\circ} \hat{Q}_T(g) \leq \liminf_{\varepsilon \downarrow 0} \varepsilon \log \mathbb{P} \left( X^{(\varepsilon)} - x_0 \in A \right) \leq \limsup_{\varepsilon \downarrow 0} \varepsilon \log \mathbb{P} \left( X^{(\varepsilon)} - x_0 \in A \right) \leq -\inf_{g \in \hat{A}} \hat{Q}_T(g).$$

The symbols $A^\circ$ and $\hat{A}$ in the previous estimates stand for the interior and the closure of the set $A$, respectively.

The proof of Theorem 4.2 is relegated to Section 6. It is long and rather involved. Next, we will briefly explain the structure of the proof and outline the key ideas on which the proof is based. Our objective is to establish a sample path LDP for the scaled log-price process $X^{(\varepsilon)}$ defined at the end of Section 2. By removing one of the drift terms in the expression for $X^{(\varepsilon)}$ we obtain the process $\hat{X}^{(\varepsilon)}$ (see (6.29)). It is observed in the beginning of Subsection 6.6 that the processes $X^{(\varepsilon)}$ and $\hat{X}^{(\varepsilon)}$ satisfy the same sample path LDP. In formula (6.29), the process $\hat{X}^{(\varepsilon)}$ is represented in terms of the following three processes: independent standard Brownian motions $W$ and $B$, and the volatility process $\hat{B}$ that depends on $B$. This fact provides sufficient motivation to study the three-component random vector $(W, B, \hat{B})$. We will prove that this vector is a centered Gaussian random vector in the space $C^3$ (see Theorem 6.8). We will also construct an abstract Wiener space associated with this vector (see Theorem 6.19). Next, using a known LDP for abstract Wiener spaces formulated in Theorem 6.18, we establish an LDP for the random vector $(W, B, \hat{B})$ (see Theorem 6.20). It is tempting to try to apply the contraction principle in order to pass from the LDP for the random vector $(W, B, \hat{B})$ to the sample path LDP for the process $\hat{X}^{(\varepsilon)}$, but it is not clear whether this is possible. Instead, the extended contraction principle (see Theorem 4.2.23 in [14]) will be employed. The measurable functional $\Phi : C^3_0 \mapsto C_0$ given by (4.1) imitates the structure of the log-price process $X$. We will use a sequence $\Phi_m : C^3_0 \mapsto C_0$, $m \geq 2$, of discrete approximations of the functional $\Phi$ (see (6.30) for the definition of this sequence). It is explained in Lemma 6.23 in what sense the sequence $\{\Phi_m\}$ of continuous functionals approximates the functional $\Phi$. This lemma shows that one of the conditions in the contraction principle holds in our environment. A crucial part of the proof of Theorem 4.2 is to establish that the sequence of the processes $\varepsilon \mapsto \Phi_m \left( \sqrt{\varepsilon}W, \sqrt{\varepsilon}B, \sqrt{\varepsilon}\hat{B} \right)$ with state space $C_0$ is an exponentially good approximation to the process $\varepsilon \mapsto \hat{X}^{(\varepsilon)}$. This is done in Lemma 6.25. Finally, we can use the extended contraction principle to complete the proof of Theorem 4.2 (see the end of Subsection 6.6).

**Remark 4.3.** The fact that the LDP in Theorem 4.2 applies to super rough models can be regarded as the main novelty in the present paper. Similar LDPs obtained in the earlier papers [19, 27, 28, 10] cannot be applied to such models (see the discussion in the introduction). Although there are certain resemblances between the proof of Theorem 4.2 and the proofs of Theorem 4.5 in [19] and Theorem 2.9 in [28], there are also important differences. The key result illustrating these differences is Corollary 6.22 (see Subsection 6.5). In this corollary, a large deviation style formula is established for a certain maximal function of the increments of the volatility process $\hat{B}$. Corollary 6.22 is general enough to be applied to all the super rough volatility processes of our interest in the
present paper. This corollary plays an important part in the proof of Theorem 4.2. For instance, Corollary 6.22 is used in Subsection 6.6 to establish formulas (6.38) – (6.40). These formulas are significant components of the proof of Lemma 6.25 in Subsection 6.6. We derive Corollary 6.22 from the sample path LDP for the process $\epsilon \mapsto \sqrt{\epsilon} \hat{B}$ that is formulated in Remark 6.21. This is a new approach to proving maximal estimates for the increments of the volatility process. Note that such estimates were also used in [19, 27, 28] under stronger restrictions. In [19], the volatility is modeled by fractional Brownian motion, which is a process with stationary increments. The previous fact makes the proof of maximal estimates considerably simpler (see (B-6) in [19]). The model studied in [19] is not super rough. This has already been mentioned in the introduction. In our earlier papers [27] and [28], a maximal estimate for the increments of the volatility process was also employed (see Lemma 23 in [27]). In the proof of the previous lemma, we used the maximal estimates for the increments of certain Banach space valued stochastic processes obtained in [12], Lemma 2.2. However, Lemma 23 in [27] is not general enough to be applied to super rough models appearing in the present paper.

Remark 4.4. Unlike the earlier models studied in [19, 27, 28, 10] the models considered in the present paper are time-inhomogeneous. This does not cause serious problems in the proof of the LDP in Theorem 4.2. However, various technical difficulties arise, especially in the estimates used in the proof of Lemma 6.25 in Subsection 6.6.

The next assertion can be derived from Theorem 4.2. This derivation will be explained in the sequel.

Theorem 4.5. Suppose that the volatility function $\sigma$ in a model satisfying the conditions in Definition 2.7 is strictly positive on $[0, T] \times \mathbb{R}$. Then the process $\epsilon \mapsto X(\epsilon) - x_0$ satisfies the sample path large deviation principle with speed $\epsilon^{-1}$ and good rate function $Q_T$ given by $Q_T(\tilde{g}) = \infty$, for all $\tilde{g} \in C_0 \setminus H^1_0$, and

\[
Q_T(\tilde{g}) = \inf_{f \in H^1_0} \left[ \frac{1}{2} \int_0^T \left( \frac{\tilde{g}(s) - b(s, \hat{f}(s)) - \rho \sigma(s, \hat{f}(s)) \hat{f}(s)}{\rho \sigma(s, \hat{f}(s))} \right)^2 ds + \frac{1}{2} \int_0^T \tilde{f}(s)^2 ds \right], \tag{4.3}
\]

for all $g \in H^1_0$.

Our next goal is to formulate small-noise large deviation principles for the log-price process in models introduced in Definition 2.7 (see Theorems 4.11 and 4.12 below). Suppose the volatility function is not identically zero on $[0, T] \times \mathbb{R}$. Note that Assumption C includes the validity of the previous condition. Recall that throughout the paper we assume that $K$ is an admissible kernel.

Definition 4.6. Denote by $L_1$ the set of all functions $f \in H^1_0$ satisfying the following condition: $\sigma(s, \hat{f}(s)) = 0$, $s \in [0, T]$, and set $L_2 = H^1_0 \setminus L_1$.

By the continuity of the functions $\sigma$ and $\hat{f}$, the condition in Definition 4.6 is equivalent to the following equality: $\int_0^T \sigma(s, \hat{f}(s))^2 ds = 0$.

The next two lemmas concern the sets $L_1$ and $L_2$ introduced in Definition 4.6. The proofs of these lemmas are straightforward, and we omit them.

Lemma 4.7. The set $L_2$ is not empty.
Unlike the set $L_2$, the set $L_1$ may be empty. For example, this happens if the function $\sigma$ is strictly positive. On the other hand, if the volatility function $\sigma$ is such that
\[
\sigma(s, 0) = 0, \quad \text{for all} \quad s \in [0, T],
\] (4.4)
then $f_0 \in L_1$, where the symbol $f_0$ stands for the function equal to zero identically.

**Lemma 4.8.** Suppose the volatility function $\sigma$ is such that condition (4.4) holds. Then, there exist an admissible kernel $K$ and a function $f \neq f_0$ such that $f \in L_1$.

For $y \in \mathbb{R}$ and $f \in H^1_0$, set
\[
\Psi(y, f, \hat{f}) = \int_0^T [b(s, \hat{f}(s)) + \rho \sigma(s, \hat{f}(s)) \hat{f}(s)] ds + \rho \left\{ \int_0^T \sigma(s, \hat{f}(s))^2 ds \right\}^{\frac{1}{2}} y.
\]

**Lemma 4.9.** For every $x \in \mathbb{R}$ and $f \in L_2$, there exists a number $y \in \mathbb{R}$ such that $\Psi(y, f, \hat{f}) = x$.

**Proof.** For $f \in L_2$, we can solve the equation in Lemma 4.9 for $y$, which gives
\[
y = \frac{x - \int_0^T [b(s, \hat{f}(s)) + \rho \sigma(s, \hat{f}(s)) \hat{f}(s)] ds}{\rho \left\{ \int_0^T \sigma(s, \hat{f}(s))^2 ds \right\}^{\frac{1}{2}}}.
\]
This establishes Lemma 4.9.

It follows from Lemma 4.9 that
\[
y^2 = \Lambda(x, f), \tag{4.5}
\]
where
\[
\Lambda(x, f) = \frac{\left( x - \int_0^T [b(s, \hat{f}(s)) + \rho \sigma(s, \hat{f}(s)) \hat{f}(s)] ds \right)^2}{\rho^2 \int_0^T \sigma(s, \hat{f}(s))^2 ds}. \tag{4.6}
\]

For every $x \in \mathbb{R}$, set
\[
\hat{I}_T(x) = \inf_{y \in \mathbb{R}, f \in H^1_0} \left[ \frac{1}{2} y^2 + \int_0^T \hat{f}(s)^2 ds : \Psi(y, f, \hat{f}) = x \right]. \tag{4.7}
\]

Using Lemma 4.9, we see that the function $\hat{I}_T$ is well-defined.

We will next find an alternative representation for the function $\hat{I}_T$. It is easy to see that the equation
\[
\Psi(y, f, \hat{f}) = x \tag{4.8}
\]
with the restriction $f \in L_1$ can be rewritten as follows:
\[
\int_0^T b(s, \hat{f}(s)) ds = x. \tag{4.9}
\]
Let $x \in \mathbb{R}$, and suppose the equation in (4.8) has a solution $f \in L_1$. Then, we denote the set of all solutions from $L_1$ by $M_x$.

**Lemma 4.10.** The following formulas hold for the function $\hat{I}_T$:
\[
\hat{I}_T(x) = \frac{1}{2} \min \left\{ \inf_{f \in M_x} \int_0^T \hat{f}(s)^2 ds, \inf_{f \in L_2} \left[ \Lambda(x, f) + \int_0^T \hat{f}(s)^2 ds \right] \right\}, \tag{4.10}
\]
if \( M_x \neq \emptyset \), and

\[
\tilde{I}_T(x) = \frac{1}{2} \inf_{f \in L^2} \left[ \Lambda(x, f) + \int_0^T \dot{f}(s)^2 ds \right], \tag{4.11}
\]

if the equation in (4.8) does not have any solutions in \( L^1 \). In (4.10) and (4.11), the function \( \Lambda \) is defined by (4.6).

**Proof.** Lemma 4.10 can be established using formulas (4.5) – (4.9).

Finally, we are ready to formulate small-noise large deviation principles for general time-inhomogeneous Gaussian models.

**Theorem 4.11.** For any model in Definition 2.7, the process \( \varepsilon \mapsto X^{(\varepsilon)}_T - x_0 \) satisfies the small-noise large deviation principle with speed \( \varepsilon^{-1} \) and good rate function \( \tilde{I}_T \) given by (4.7). The validity of such a large deviation principle means that for every Borel measurable subset \( A \) of \( \mathbb{R} \), the following estimates hold:

\[
- \inf_{x \in A^o} \tilde{I}_T(x) \leq \liminf_{\varepsilon \downarrow 0} \varepsilon \log P \left( X^{(\varepsilon)}_T - x_0 \in A \right) \leq \limsup_{\varepsilon \downarrow 0} \varepsilon \log P \left( X^{(\varepsilon)}_T - x_0 \in A \right) \leq - \inf_{x \in \bar{A}} \tilde{I}_T(x). \tag{4.14}
\]

The symbols \( A^o \) and \( \bar{A} \) in the previous estimates stand for the interior and the closure of the set \( A \), respectively.

**Theorem 4.12.** Suppose that the volatility function \( \sigma \) in a model satisfying the conditions in Definition 2.7 is strictly positive on \( [0, T] \times \mathbb{R} \). Set

\[
I_T(x) = \inf_{f \in H^1_0} \left[ \left( x - \int_0^T [b(s, \tilde{f}(s)) + \rho \sigma(s, \tilde{f}(s)) \dot{f}(s)] ds \right)^2 + \frac{1}{2} \int_0^T \dot{f}(s)^2 ds \right]. \tag{4.12}
\]

Then \( I_T \) is a good rate function. Moreover, a small-noise large deviation principle with speed \( \varepsilon^{-1} \) and rate function \( I_T \) given by (4.12) holds for the process \( \varepsilon \mapsto X^{(\varepsilon)}_T - x_0 \).

**Remark 4.13.** A set \( A \subset C_0 \) is called a set of continuity for the rate function \( \hat{Q}_T \) if

\[
\inf_{g \in A^o} \hat{Q}_T(g) = \inf_{g \in A} \hat{Q}_T(g). \tag{4.13}
\]

For such a set, Theorem 4.2 implies that

\[
\lim_{\varepsilon \downarrow 0} \varepsilon \log P \left( X^{(\varepsilon)}_T - x_0 \in A \right) = - \inf_{g \in A} \hat{Q}_T(g). \tag{4.14}
\]

Similar statements can be derived from Theorems 4.5, 4.11, and 4.12 for the sets of continuity for the corresponding rate functions.

Our next goal is to show that Theorems 4.5, 4.11, and 4.12 follow from Theorem 4.2.

**Derivation of Theorem 4.5 from Theorem 4.2.** Suppose Theorem 4.2 holds, and the volatility function \( \sigma \) is strictly positive on \( [0, T] \times \mathbb{R} \). Then, Theorem 4.5 follows from the following lemma.

**Lemma 4.14.** Under the conditions in Theorem 4.5, \( \hat{Q}_T = Q_T \), where the functions \( \hat{Q}_T \) and \( Q_T \) are defined by (4.2) and (4.3), respectively.
Proof. Suppose \( g \in C_0, l, f \in H^1_0 \), and \( \Phi(l, f, \tilde{f})(t) = g(t) \), for all \( t \in [0, T] \). Then, it is easy to see that \( g \in H^1_0 \). Moreover, if for \( g \in H^1_0 \) the previous equality holds, then
\[
\dot{y}(t) = \frac{g(t) - b(t, \tilde{f}(t)) - \rho \sigma(t, \tilde{f}(t)) \tilde{f}(t)}{\rho \sigma(t, \tilde{f}(t))}
\]
almost everywhere with respect to the Lebesgue measure on \([0, T]\). Here we use the fact that the volatility function is strictly positive. Now, it is clear that the functions \( Q_T \) and \( \tilde{Q}_T \) are equal.

This completes the proof of Lemma 4.14.

Derivation of Theorem 4.12 from Theorem 4.11. Theorem 4.12 follows from Theorem 4.11 and Lemma 4.10. Indeed, if the volatility function is strictly positive, then \( L_2 = H^1_0 \). In addition, the equation in (4.8) does not have any solutions in \( L_1 \).

Derivation of Theorem 4.11 from Theorem 4.2. Let us consider a mapping \( V : C_0 \mapsto \mathbb{R} \) defined by \( V(\phi) = \phi(T), \phi \in C_0 \). It is clear that the mapping \( V \) is continuous. Suppose Theorem 4.2 holds. Then, applying the contraction principle we see that the process \( \varepsilon \mapsto X^{(\varepsilon)}_t - x_0 \) satisfies the LDP with speed \( \varepsilon^{-1} \) and good rate function given by
\[
\overline{I}_T(x) = \inf_{\{g \in H^1_0 \} = x} \tilde{Q}_T(g)
\]
\[
= \inf_{\{g, l, f \in H^1_0 \} = x} \left[ \frac{1}{2} \left( \int_0^T \dot{\phi}(s)^2 ds + \int_0^T \dot{\phi}(s)^2 ds \right) : \Phi(l, f, \tilde{f})(t) = g(t), t \in [0, T] \right],
\]
where \( x \in \mathbb{R} \).

Recall that the function \( \tilde{I}_T \) is defined in (4.7). We will next prove that for every \( x \in \mathbb{R} \), the following equality holds:

\[
\tilde{I}_T(x) = \overline{I}_T(x) \quad x \in \mathbb{R}.
\]
(4.15)

It is clear that Theorem 4.11 follows from the previous equality. Fix \( x \) and \( g \) with \( g(T) = x \), and suppose the equation
\[
\Phi(l, f, \tilde{f})(t) = g(t), t \in [0, T],
\]
(4.16)
is not solvable for \((l, f)\). Then, we have \( \tilde{I}_T(x) = \infty \), and hence \( \tilde{I}_T(x) \leq \overline{I}_T(x) \). Note that for \( g \in C_0 \setminus H^1_0 \), the equation in (4.16) is not solvable.

In the sequel, we will use the sets \( L_1 \) and \( L_2 \) defined in the proof of Lemma 4.9. Suppose there exists a solution \((l, f)\) to the equation in (4.16) such that \( f \in L_1 \). Then, we have \( g(t) = \int_0^t b(s, \tilde{f}(s)) ds \), for all \( t \in [0, T] \). Moreover, \( x = g(T) = \int_0^T b(s, \tilde{f}(s)) ds \). Fix the function \( f \) and consider the equation \( x = \Psi(y, f, \tilde{f}) \). It follows from the reasoning above that any \( y \in \mathbb{R} \) is a solution to the previous equation.

Next, suppose there is a solution \((l, f)\) to the equation in (4.16) with \( f \in L_2 \). Then we have
\[
0 < \int_0^T \sigma(s, \tilde{f}(s))^2 ds < \infty,
\]
(4.17)
and for all \( t \in [0, T] \), the following equality holds:
\[
g(t) = \int_0^t b(s, \tilde{f}(s)) ds + \rho \int_0^t \sigma(s, \tilde{f}(s)) \tilde{f}(s) ds + \tilde{\rho} \int_0^t \dot{\sigma}(s, \tilde{f}(s)) \dot{\tilde{f}}(s) ds.
\]
(4.18)
Hence,

\[ x = g(T) = \int_0^T b(s, \hat{f}(s))ds + \rho \int_0^T \sigma(s, \hat{f}(s))\hat{f}(s)ds + \bar{\rho} \int_0^T \sigma(s, \hat{f}(s))\hat{l}(s)ds. \] (4.19)

Consider the equation

\[ x = \Psi(y, f, \hat{f}), \] (4.20)

where \( x \) is the same as in (4.19), and \( f \in L_2 \) is the same as in (4.18). We have already established that the equation in (4.20) with a fixed function \( f \in L_2 \) is solvable for \( y \), and we have \( y^2 = \Lambda(x, f) \) (see (4.5)).

It will be shown next that

\[ y^2 \leq \int_0^T \hat{l}(s)^2ds. \] (4.21)

Indeed, the equation in (4.20) is as follows:

\[ x = \int_0^T b(s, \hat{f}(s))ds + \rho \int_0^T \sigma(s, \hat{f}(s))\hat{f}(s)ds + \bar{\rho} \left\{ \int_0^T \sigma(s, \hat{f}(s))^2ds \right\}^{\frac{1}{2}} y. \] (4.22)

Next, using (4.19) and (4.22), we obtain

\[
\left\{ \int_0^T \sigma(s, \hat{f}(s))^2ds \right\}^{\frac{1}{2}} y = \int_0^T \sigma(s, \hat{f}(s))\hat{l}(s)ds.
\]

Therefore,

\[ y^2 \int_0^T \sigma(s, \hat{f}(s))^2ds \leq \left( \int_0^T \sigma(s, \hat{f}(s))^2ds \right) \left( \int_0^T \hat{l}(s)^2ds \right). \]

Next, using (4.17), we obtain (4.21).

Finally, by taking into account the reasoning above, we obtain the following estimate:

\[ \hat{I}_T(x) \leq \bar{I}_T(x), \quad x \in \mathbb{R}. \] (4.23)

We will next prove the opposite inequality. Let \( x \in G \), and consider the equation in (4.22). If there is no solution \((y, f)\) to this equation, then \( \hat{I}_T(x) = \infty \), and it follows that \( \bar{I}_T(x) \leq \bar{I}_T(x) \).

Next, suppose there exists a solution \((y, f)\) to the equation in (4.22) with \( f \in L_1 \). Then we have \( x = \int_0^T b(s, \hat{f}(s))ds \). Set \( g(t) = \int_0^t b(s, \hat{f}(s))ds \), \( t \in [0, T] \). Then \( g \in H^0_1 \), and \( g(T) = x \). It is not hard to see that (4.18) holds for the function \( g \) with the same function \( f \) and any function \( l \in H^0_1 \).

Next, suppose \((y, f)\) is a solution to the equation in (4.22) with \( f \in L_2 \). Then, (4.17) holds, and there exists a function \( l \in H^0_1 \) such that for all \( s \in [0, T] \),

\[ \hat{l}(s) = \frac{y}{\left\{ \int_0^T \sigma(u, \hat{f}(u))^2du \right\}^{\frac{1}{2}}} \sigma(s, \hat{f}(s)). \] (4.24)

Fix such a function \( l \), and set

\[ g(t) = \int_0^t b(s, \hat{f}(s))ds + \rho \int_0^t \sigma(s, \hat{f}(s))\hat{f}(s)ds + \bar{\rho} \int_0^t \sigma(s, \hat{f}(s))\hat{l}(s)ds, \] (4.25)
for all $t \in [0, T]$. It is clear that the pair $(l, f)$ solves the equation in (4.16) for the function $g$. Moreover, $\int_0^T l(s)^2 ds = y^2$. It remains to prove that $g(T) = x$. By (4.25), the previous equality is equivalent to

$$x = \int_0^T b(s, \tilde{f}(s)) ds + \rho \int_0^T \sigma(s, \tilde{f}(s)) f(s) ds + \tilde{\rho} \int_0^T \sigma(s, \tilde{f}(s)) l(s) ds. \quad (4.26)$$

Next, using (4.24), we can rewrite the equality in (4.26) as follows:

$$x = \int_0^T b(s, \tilde{f}(s)) ds + \rho \int_0^T \sigma(s, \tilde{f}(s)) f(s) ds + \tilde{\rho} \left\{ \int_0^T \sigma(s, \tilde{f}(s))^2 ds \right\}^{\frac{1}{2}} y, \quad (4.27)$$

for all $t \in [0, T]$. The equality in (4.27) holds, since the pair $(y, f)$ solves the equation in (4.22). It follows that the equality $g(T) = x$ holds true.

Summarizing what was said above, we see that $\hat{I}_T(x) \leq \tilde{I}_T(x)$, $x \in \mathbb{R}$. Next, combining (4.23) and the previous inequality, we obtain (4.15). As we have already mentioned above, the equality in (4.15) implies Theorem 4.11.

**Remark 4.15.** Since the volatility functions in the formulations of Theorems 4.5 and 4.12 are strictly positive, typical examples here are exponential functions. On the other hand, Theorems 4.2 and 4.11 allow for power type volatility functions, e.g., the function $\sigma(t, u) = |u|$, $(t, u) \in [0, T] \times \mathbb{R}$.

**Remark 4.16.** The rate functions $\hat{I}_T$ and $I_T$ in Theorems 4.11 and 4.12 are lower semicontinuous on $\mathbb{R}$. The rate function $I_T$ is also upper semicontinuous since it is the greatest lower bound of a family of continuous functions. It follows that $I_T$ is a continuous function. On the other hand, it is not clear whether the function $\hat{I}_T$ is always continuous. In the next lemma, we will show that in the case, where the drift coefficient is constant, the function $\hat{I}_T$ may be discontinuous only at one point.

**Lemma 4.17.** Suppose $b(s, u) = r$, for all $(s, u) \in [0, T] \times \mathbb{R}$ and some $r \in \mathbb{R}$. Then, the good rate function $\hat{I}_T$ is continuous on $\mathbb{R}\{rT\}$.

**Proof.** Since the function $\hat{I}_T$ is lower semicontinuous on $\mathbb{R}$, we only need to establish that it is upper semicontinuous on $\mathbb{R}\{rT\}$. It is not hard to show that, under the conditions in Lemma 4.17, a solution $f \in L_1$ to the equation in (4.8) exists only when $x = rT$. Using Lemma 4.10, we see that for $x \neq rT$, $\hat{I}_T(x) = \frac{1}{2} \inf_{f \in L_2} \left[ \Lambda(x, f) + \int_0^T f(s)^2 ds \right]$. The function on the right-hand side of the previous equality is nonnegative and upper semicontinuous on $\mathbb{R}$ being the infimum of a family of continuous functions. Therefore, the function $\hat{I}_T$ is upper semicontinuous on $\mathbb{R}\{rT\}$.

The proof of Lemma 4.17 is thus completed.

5. **Applications**

Our first goal in the present section is to study a small-noise asymptotic behavior of the initial price of a scaled barrier option. We consider four standard barrier options (up-and-in, up-and-out, down-and-in, down-and-out). For every fixed $\varepsilon \in (0, 1]$, the process $S^{(\varepsilon)}$ defined at the end of Section 2 will play the role of the underlying asset price process. It will be assumed in this section that the drift coefficient $b$ in the model satisfies $b(s, u) = r$, for all $(s, u) \in [0, T] \times \mathbb{R}$, where $r \geq 0$ is the interest rate. Let us
set the barrier at \( K > 0 \), and let \( T > 0 \) be the maturity of the option. Suppose the following inequality holds: \( s_0 < K \). The up-and-in binary barrier option pays a fixed amount \( G \) of cash if the underlying process touches the barrier at some time during the life of the option. For every \( \varepsilon \in (0, T] \), the price of such an option at the initial moment \( t = 0 \) is given by the formula \( V_1(\varepsilon) = Ge^{-rT}\mathbb{P}(\max_{t \in [0, T]} S_t^{(\varepsilon)} \geq K) \). Indeed, the above-mentioned price is equal to the expectation of the discounted pay-off of the option, and for the up-and-in binary barrier option, this pay-off equals \( G\mathbb{1}_{\{\max_{t \in [0, T]} S_t^{(\varepsilon)} \geq K\}} \). The up-and-out binary barrier option pays a fixed amount \( G \) of cash if the asset price process never touches the barrier during the life of the option. The price of the option in this case is given by \( V_2(\varepsilon) = Ge^{-rT}\mathbb{P}(\max_{t \in [0, T]} S_t^{(\varepsilon)} < K) \). Now, let \( K < s_0 \). Then, the down-and-in and down-and-out binary options are defined similarly to the definitions above. More precisely, the prices of the down-and-in and down-and-out options are given by \( V_3(\varepsilon) = Ge^{-rT}\mathbb{P}(\min_{t \in [0, T]} S_t^{(\varepsilon)} \leq K) \) and \( V_4(\varepsilon) = Ge^{-rT}\mathbb{P}(\min_{t \in [0, T]} S_t^{(\varepsilon)} > K) \), respectively. Let \( s_0 < K \), and denote:

\[
\mathcal{A}_T^{(1)} = \{ f \in \mathcal{C}_0 : f(s) + x_0 = \log K \text{ for some } s \in (0, T] \}
\]

and

\[
\mathcal{A}_T^{(2)} = \{ f \in \mathcal{C}_0 : f(s) + x_0 < \log K \text{ for all } s \in (0, T] \}.
\]

Similarly, in the case where \( s_0 > K \), the following sets will be used:

\[
\mathcal{A}_T^{(3)} = \{ f \in \mathcal{C}_0 : f(s) + x_0 = \log K \text{ for some } s \in (0, T] \}
\]

and

\[
\mathcal{A}_T^{(4)} = \{ f \in \mathcal{C}_0 : f(s) + x_0 > \log K \text{ for all } s \in (0, T] \}.
\]

It is not hard to see that the sets \( \mathcal{A}_1 \) and \( \mathcal{A}_3 \) are closed in the space \( \mathcal{C}_0 \), while the sets \( \mathcal{A}_2 \) and \( \mathcal{A}_4 \) are open.

For every \( 1 \leq k \leq 4 \), set \( L_k = \inf_{f \in \mathcal{A}_T^{(k)}} Q_T(f) \). It is clear that \( L_k \geq 0 \). The next assertion provides large deviation style formulas for binary barrier options.

**Theorem 5.1.** Under the conditions in Theorem 4.5 and the restrictions in the definitions of binary digital options (\( s_0 < K \), or \( K < s_0 \)), the following formula holds:

\[
\lim_{\varepsilon \to 0} \varepsilon \log V_k(\varepsilon) = -L_k, \quad 1 \leq j \leq 4,
\]

where \( Q_T \) is the rate function given by (4.3).

**Proof of Theorem 5.1.** We will prove formula (5.1) for the up-and-in option, that is, in the case where \( k = 1 \). In the remaining cases, the proof is similar. The next lemma will be used in the proof.

**Lemma 5.2.** The functional \( Q_T : \mathcal{H}_0^1 \mapsto \mathbb{R} \) is continuous.

**Proof of Lemma 5.2.** The lower semi-continuity of the functional \( Q_T \) in Lemma 5.2 follows from the fact that \( Q_T \) is a rate function on \( \mathcal{C}_0 \) and the continuous embedding \( \mathcal{H}_0^1 \subset \mathcal{C}_0 \).
We will next prove the upper semi-continuity of $Q_T$ on $\mathcal{H}_0^1$. For every $f \in \mathcal{H}_0^1$, define the functional $D_f : \mathcal{H}_0^1 \mapsto \mathbb{R}$ by

$$D_f(g) = \int_0^T \left( \frac{\dot{g}(s) - b(s, \hat{f}(s)) - \rho \sigma(s, \hat{f}(s)) \hat{f}(s)}{\hat{\rho} \sigma(s, \hat{f}(s))} \right)^2 ds + \int_0^T \hat{f}(s)^2 ds.$$  

It is not hard to see that in order to complete the proof of Lemma 5.2, it suffices to establish that for every $f \in \mathcal{H}_0^1$, the functional $D_f$ is continuous. The function $\hat{f}$ is a continuous function on $[0, T]$. Therefore there exist $\delta > 0$ and $M > 0$ such that $b(s, \hat{f}(s)) < M$ and $\delta < \sigma(s, \hat{f}(s)) < M$, $s \in [0, T]$.

Suppose $g_k \to g$ in $\mathcal{H}_0^1$. Then we have

$$|D_f(g) - D_f(g_k)|$$

$$\leq \frac{1}{\delta^2(1 - \rho^2)} \int_0^T |\dot{g}(s) - \dot{g}(s)||\hat{g}(s) - \hat{g}(s)| + 2b(s, \hat{f}(s)) - 2 \rho \sigma(s, \hat{f}(s)) \hat{f}(s) ds$$

$$\leq \frac{1}{\delta^2(1 - \rho^2)} ||g - g_k||_{\mathcal{H}_0^1}$$

$$\times \left( ||g||_{\mathcal{H}_0^1} + \sup_k ||g_k||_{\mathcal{H}_0^1} + 2 \left\{ \int_0^T b(s, \hat{f}(s))^2 ds \right\}^{1/2} + 2 \left\{ \int_0^T \sigma(s, \hat{f}(s))^2 \hat{f}(s)^2 ds \right\}^{1/2} \right)$$

$$\leq \frac{1}{\delta^2(1 - \rho^2)} ||g - g_k||_{\mathcal{H}_0^1} \left( ||g||_{\mathcal{H}_0^1} + \sup_k ||g_k||_{\mathcal{H}_0^1} + 2M + 2M||f||_{\mathcal{H}_0^1} \right).$$

Now, it is clear that $D_f(g_k) \to D_f(g)$ as $k \to \infty$, and hence the functional $D_f$ is continuous on the space $\mathcal{H}_0^1$. It follows that the functional $Q_T$ is upper semi-continuous since it can be represented as the infimum of a family of continuous on $\mathcal{H}_0^1$ functionals.

This completes the proof of Lemma 5.2.

Let us return to the proof of Theorem 5.1. It is easy to see that

$$V_1(\epsilon) = Ge^{-rT} \mathbb{P}(X(\epsilon) - x_0 \in A_T^{(1)}).$$  

(5.2)

We will next show that $A_T^{(1)}$ is a set of continuity for the rate function $Q_T$ (see the definition in Remark 4.13). It has already been mentioned that $A_T^{(1)}$ is a closed subset of the space $C_0$. Moreover, the interior $[A_T^{(1)}]^0$ of the set $A_T$ consists of all $f \in C_0$, for which there exists $s < T$ such that $f(s) + x_0 > \log K$. In addition, a function $f \in C_0$ belongs to the boundary of the set $A_T^{(1)}$ if and only if the function $f + x_0$ hits the point $\log K$ before $T$ or at $s = T$, but never exits the set $(-\infty, \log K]$. It is not hard to see that the set $[A_T^{(1)}]^0 \cap \mathcal{H}_0^1$ is dense in the set $A_T^{(1)} \cap \mathcal{H}_0^1$ in the topology of the space $\mathcal{H}_0^1$. Now, using Lemma 5.2 and taking into account the discussion in Remark 4.13, it is easy to prove that the equality in (4.13) holds for the set $A_T^{(1)}$ and the rate function $Q_T$. It follows that $A_T^{(1)}$ is a set of continuity for the rate function $Q_T$. Therefore, the equality in (4.14) is valid for the set $A_T^{(1)}$. Finally, the equality in (5.1) for $k = 1$ can be established using (5.2) and Theorem 4.5.
The price of a binary up-and-in barrier option is related to the exit time probability function of the log-price process $X^{(\varepsilon)}$ from the set $U = (-\infty, \log K)$. Since $s_0 \in (0, K)$, we have $x_0 \in U$. The exit time of the process $X^{(\varepsilon)}$ from the set $U$ is defined by

$$\tau^{(\varepsilon)} = \inf \left\{ s \in (0, T] : X^{(\varepsilon)}_s \not\in U \right\} \quad \varepsilon \in (0, 1].$$

Here we assume that $\inf \emptyset = \infty$. The exit time probability function associated with the process $X^{(\varepsilon)}$ is given by

$$V_1(\varepsilon) = Ge^{-rT}v_\varepsilon(T) \quad \varepsilon \in (0, 1]. \quad (5.3)$$

The next assertion provides a large deviation style formula in the small-noise regime for the exit time probability function associated with the process $X^{(\varepsilon)}$.

**Theorem 5.3.** Under the conditions in Theorem 4.5,

$$\lim_{\varepsilon \to 0} \varepsilon \log V_1(\varepsilon) = -\inf_{f \in A_T^{(1)}} \tilde{Q}_T(f),$$

where $\tilde{Q}_T$ is the rate function defined by (4.3).

Theorem 5.3 follows from (5.3) and (5.1) with $k = 1$.

We will next briefly mention how to use Theorem 4.11 to get a small-noise large deviation style formula for the call price function. In the small-noise environment, such a function is defined by

$$C(\varepsilon) = e^{-rT}\mathbb{E}[f(S_T^{(\varepsilon)} - K)^+], \quad \varepsilon \in (0, 1],$$

where $K > 0$ is the strike price and $T$ is the maturity of the option, which are assumed to be fixed. In the previous formula, $u^+ = \max(u, 0)$, for all $u \in \mathbb{R}$.

It is well known how to derive a small-noise asymptotic formula for the call price using an appropriate large deviation principle (see, e.g., Section 5 in [45]; or the proof of Corollary 31 on pages 1130-1133 in [27]; or the proof of Theorem 5.2 (i) in [28]). In our case, we will first obtain an asymptotic formula for the price of the binary call option defined by

$$c(\varepsilon) = e^{-rT}\mathbb{P}(X_T^{(\varepsilon)} \geq \log K), \quad \varepsilon \in (0, 1]. \quad (5.4)$$

Such a formula can be established using the large deviation principle in Theorem 4.11 and the continuity result in Lemma 4.17. Here we assume that the call option is out-of-the money, that is, $K > s_0e^{rT}$, in order to be able to use Lemma 4.17.

**Theorem 5.4.** Suppose the conditions in Theorem 4.11 and Lemma 4.17 hold. Suppose also that $K > s_0e^{rT}$. Then

$$\lim_{\varepsilon \to 0} \varepsilon \log c(\varepsilon) = -\inf_{x : x \geq \log K - x_0} \tilde{I}_T(x),$$

where $\tilde{I}_T$ is the rate function defined in Lemma 4.10.

**Proof.** The condition $K > s_0e^{rT}$ implies that $rT < \log K - x_0$. Using the continuity of the function $\tilde{I}_T$ on the set $\mathbb{R} \setminus rT$ (see Lemma 4.17), we see that the set $[\log K - x_0, \infty)$ is a set of continuity for the rate function $\tilde{I}_T$. Now, the equality in Theorem 5.4 can be obtained from (5.4) and the large deviation principle in Theorem 4.11.

This completes the proof of Theorem 5.4.

We will next explain how to obtain a small-noise large deviation style asymptotic formula for the call price $\varepsilon \mapsto C(\varepsilon)$ using Theorem 5.4. Such a formula can be established by
reasoning as in the proof of Corollary 31 in [27] (see also the proof of part (i) of Theorem 5.2 in [28]). The proof of the lower large deviation estimate for the call price function uses Theorem 5.4 and Lemma 4.17, while in the proof of the upper estimate, we also assume that the sublinear growth condition holds for the function $\sigma$. This condition is as follows: There exist constants $c_1 > 0$ and $c_2 > 0$ such that

$$\sigma(t, x)^2 \leq c_1 + c_2 x^2, \quad (t, x) \in [0, T] \times \mathbb{R}. \quad (5.5)$$

**Remark 5.5.** It can be established that the inequality in (5.5) implies that the discounted asset price process is a martingale, and hence $\mathbb{P}$ is a risk-free measure (see similar statements in [19, 27]).

The upper large deviation estimate for the call price can be obtained by imitating the proof of a similar estimate on pages 1131-1133 in [27]. An important part of the proof of the upper estimate is based on the following statement: There exists a constant $\alpha > 0$ such that

$$\mathbb{E}\left[\exp\left\{\alpha \int_0^T \hat{B}_t^2 dt\right\}\right] < \infty. \quad (5.6)$$

The inequality in (5.6) can be established by reasoning as in the proof of Lemma 34 in [27].

Summarizing what was said above, we see that the following theorem is valid.

**Theorem 5.6.** Suppose the conditions in Theorem 4.11 and Lemma 4.17 hold. Suppose also that $K > s_0 e^{rT}$, and the volatility function $\sigma$ satisfies the sublinear growth condition. Then

$$\lim_{\varepsilon \to 0} \varepsilon \log C(\varepsilon) = -\inf_{x : x \geq \log K - x_0} \hat{I}_T(x),$$

where $\hat{I}_T$ is the rate function defined in Lemma 4.10.

**Remark 5.7.** In [27, 28], we obtained asymptotic formulas for call prices in the case, where a Gaussian stochastic volatility model is driftless and time-homogeneous, and in addition, the modulus of continuity associated with the volatility process is of power type (see Section 7 of [27] and Theorem 7.1 (i) in [28]). The formula in Theorem 5.6 is valid for more general models, e.g., for the Gaussian logarithmic model with $\beta > 1$, in which the volatility function satisfies the sublinear growth condition.

**Remark 5.8.** The large deviation style formulas obtained in Theorems 5.1, 5.4, and 5.6 provide dominant exponential factors in small-noise representations of price functions of various options in super rough Gaussian models. For example, the formula in (5.1) can be rewritten as follows:

$$V_k(\varepsilon) = \exp\{-\frac{L_k}{2}\} \exp\{\frac{\alpha(1)}{\varepsilon}\} \text{ as } \varepsilon \to 0. \quad \text{Therefore, the expression } \exp\{-\frac{L_k}{2}\} \text{ is the dominant exponential factor in a previous small-noise representation of the price function of the corresponding binary barrier option. It would be interesting to find explicit formulas for the next exponential factors in the above-mentioned representations, or more sharp small-noise asymptotic expansions of price functions of options in a super rough Gaussian model. Such expansions were obtained in [5] for certain fractional Gaussian models. We refer the interested reader to [54] and the references therein for a survey of applications of asymptotic expansions in finance.}$$

6. PROOF OF THEOREM 4.2

In this section, we provide a detailed proof of Theorem 4.2. The proof splits into several parts (see Subsections 6.1 – 6.6).
6.1. Borel Probability Measures in Banach spaces. Suppose \( \mathcal{G} \) is a Banach space over the field \( \mathbb{R} \) of real numbers. The dual space of \( \mathcal{G} \) is denoted by \( \mathcal{G}^* \). The space \( \mathcal{G} \) is equipped with the Borel \( \sigma \)-algebra \( \mathcal{B}(\mathcal{G}) \). The duality between \( \mathcal{G} \) and \( \mathcal{G}^* \) will be denoted by \( \langle \cdot, \cdot \rangle \).

For \( g \in \mathcal{G} \) and \( \mu \in \mathcal{G}^* \), the symbol \( \langle g, \mu \rangle \) stands for the number \( \mu(g) \).

Our next goal is to discuss Borel probability measures on the space \( \mathcal{G} \), that is, probability measures on the measurable space \((\mathcal{G}, \mathcal{B}(\mathcal{G}))\). The first moment of such a measure \( \zeta \) is defined by \( M_1(\zeta) = \int_{\mathcal{G}} ||x|| \, d\zeta(x) \) and second moment by \( M_2(\zeta) = \int_{\mathcal{G}} ||x||^2 \, d\zeta(x) \).

\textbf{Definition 6.1.} (a) Let \( \zeta \) be a Borel probability measure on \( \mathcal{G} \) with a finite first moment. If there exists a vector \( \bar{m} \in \mathcal{G} \) such that \( \langle \bar{m}, \mu \rangle = \int_{\mathcal{G}} \langle x, \mu \rangle \, d\zeta(x) \), for all \( \mu \in \mathcal{G}^* \), then the vector \( \bar{m} \) is called the mean vector of \( \zeta \). If \( \bar{m} = 0 \), then the measure \( \zeta \) is called centered.

(b) Let \( \zeta \) be a Borel probability measure with a finite second moment, and suppose the mean vector \( \bar{m} \) exists. The covariance of \( \zeta \) is the mapping \( \text{cov} : (\mathcal{G})^2 \mapsto \mathbb{R} \) defined by

\[
\text{cov}(\mu_1, \mu_2) = \int_{\mathcal{G}} \langle x - \bar{m}, \mu_1 \rangle \langle x - \bar{m}, \mu_2 \rangle \, d\zeta(x).
\]

(c) Let \( \zeta \) be a Borel probability measure with a finite second moment, and suppose the mean vector \( \bar{m} \) exists. Suppose also that there exists a linear operator \( \hat{K} : \mathcal{G}^* \mapsto \mathcal{G} \) such that for all \( \mu_1, \mu_2 \in \mathcal{G}^* \), \( \langle \hat{K}\mu_1, \mu_2 \rangle = \text{cov}(\mu_1, \mu_2) \). Then the operator \( \hat{K} \) is called the covariance operator of \( \zeta \).

It is not hard to see that if the mean vector and the covariance operator exist, then they are unique. The operator \( \hat{K} \) is a bounded operator with

\[
||\hat{K}||_{\mathcal{G} \mapsto \mathcal{G}} \leq \int_{\mathcal{G}} ||x - \bar{m}||^2_2 \, d\zeta(x) < \infty.
\]

In addition, this operator is symmetric, that is, \( \langle \hat{K}\mu_1, \mu_2 \rangle = \langle \hat{K}\mu_2, \mu_1 \rangle \), for all \( \mu_1, \mu_2 \in \mathcal{G}^* \). It is also a non-negative definite operator, i.e., \( \langle \hat{K}\mu, \mu \rangle \geq 0 \), for all \( \mu \in \mathcal{G}^* \).

\textbf{Remark 6.2.} It is known that if the space \( \mathcal{G} \) is separable and the conditions in Definition 6.1 hold, then the mean vector and the covariance operator exist (see, e.g., \cite{55, 61} and the references therein).

\textbf{Definition 6.3.} A random vector \( \mathcal{X} \) on \((\Omega, \mathcal{F}, \mathbb{P})\) with values in a Banach space \( \mathcal{G} \) is a measurable mapping \( \mathcal{X} : (\Omega, \mathcal{F}) \mapsto (\mathcal{G}, \mathcal{B}(\mathcal{G})) \).

A random vector \( \mathcal{X} \) generates a probability measure \( \zeta_{\mathcal{X}} \) as follows: For a set \( S \in \mathcal{B}(\mathcal{G}) \), \( \zeta_{\mathcal{X}}(S) = \mathbb{P}(\mathcal{X} \in S) \). The measure \( \zeta_{\mathcal{X}} \) is called the distribution of the vector \( \mathcal{X} \). A random vector \( \mathcal{X} \), for which \( M_1(\zeta_{\mathcal{X}}) < \infty \) is called integrable, while if \( M_2(\zeta_{\mathcal{X}}) < \infty \), the vector is called square-integrable.

Suppose \( \mathcal{X} \) is a random vector with values in \( \mathcal{G} \), and let \( \zeta_{\mathcal{X}} \) be its distribution. The mean vector \( \bar{m} \) of the measure \( \zeta_{\mathcal{X}} \) is called the mean vector of \( \mathcal{X} \), while the covariance operator \( \hat{K} \) of \( \zeta_{\mathcal{X}} \) is called the covariance operator of \( \mathcal{X} \). Note that the vector \( \bar{m} \) and the operator \( \hat{K} \) associated with the random vector \( \mathcal{X} \) depend on its distribution, and not on the vector itself.

It follows from Remark 6.2 that if the Banach space \( \mathcal{G} \) is separable, then any integrable random vector taking values in \( \mathcal{G} \) possesses the mean vector, while any square-integrable random vector with values in \( \mathcal{G} \) possesses the covariance operator.
6.2. Gaussian Measures and Gaussian Vectors. The following definition introduces Gaussian probability measures and Gaussian random vectors on Banach spaces.

**Definition 6.4.** Let $G$ be a Banach space, and suppose $\zeta$ is a probability measure on the measurable space $(G, B(G))$. The measure $\zeta$ is called a Gaussian probability measure if for every $\mu \in G^*$, the random variable $x \mapsto \langle x, \mu \rangle$ is a Gaussian random variable on the measure space $(G, B(G), \zeta)$. The measure $\zeta$ is called non-degenerate if $\int_G |\langle x, \mu \rangle|^2 d\zeta(x) > 0$ for all $\mu \in G^*$ except $\mu = 0$. A random vector $X$ on a measure space $(\Omega, \mathcal{F}, P)$ with values in $G$ is called Gaussian if for every $\mu \in G^*$, the random variable $\langle X, \mu \rangle$ is normally distributed.

It is clear from Definition 6.4 that a random vector is Gaussian if and only if its distribution is a Gaussian probability measure.

Let $B$ be a separable Banach space. It follows from Remark 6.2 that for any Gaussian probability measure $\zeta$ on $(G, B(G))$, there exist the mean vector $\bar{m} \in G$ and the covariance operator $\hat{K} : G^* \to G$. Moreover, for every $\mu \in G^*$, the random variable $M_\mu(x) = \langle x, \mu \rangle$ on $(G, B(G), \zeta)$ is normally distributed with mean $m_\mu = \langle \bar{m}, \mu \rangle$ and variance $\sigma_\mu^2 = \langle \hat{K} \mu, \mu \rangle$.

**Remark 6.5.** We refer the reader to [37, 53, 55] for more information on Borel measures and Gaussian measures on Banach spaces.

6.3. A Special Three-Component Process. It is known that the dual space $C^*$ of $C$ is the space of all finite signed Borel measures on $[0, T]$. The norm in the space $C^*$ is defined by $|\nu|_{C^*} = |\nu|([0, T]), \nu \in C^*$, where the symbol $|\nu|$ stands for the variation of $\nu$. We will also use the representation $\nu = \nu^+ - \nu^-$, where $\nu^+$ and $\nu^-$ are the positive and the negative variations of $\nu$, respectively. Both $\nu^+$ and $\nu^-$ are finite Borel measures on $B([0, T])$. Moreover $|\nu| = |\nu^+| + |\nu^-|$ (see, e.g., [51], Ch. 1, Sect. 7).

Let $\tilde{C}$ be a closed subspace of the space $C$. The dual space $\tilde{C}^*$ of $\tilde{C}$ is the quotient space of $C^*$ by the subspace $A$ annihilating $\tilde{C}$. The norm of a coset $S \in \tilde{C}^*$ is the quotient norm, that is, $||S||_{\tilde{C}^*} = \inf_{\nu \in S} |\nu|([0, T])$, (see, e.g., [49], Section 4.8). A special example here is the closed subspace $C_0$ of the space $C$ consisting of all the functions $f$ with $f(0) = 0$. The dual space $(C_0)^*$ of the space $C_0$ is the quotient space of $C^*$ by the annihilator $A$ of $C_0$. It is not hard to see that the elements of $A$ are the constant multiples of $\delta_0$, where the symbol $\delta_0$ stands for the $\delta$-measure concentrated at $t = 0$. We will also use the triple direct product $C^3$ equipped with the norm $|| (f_1, f_2, f_3) ||_{C^3} = \max \{ || f_1 ||_C, || f_2 ||_C, || f_3 ||_C \}$, for all $(f_1, f_2, f_3) \in C^3$. Its dual space satisfies $(C^3)^* = (C^*)^3$.

In the present subsection, we assume that the volatility process $\hat{B}_t, t \in [0, T]$ (see (2.1)), is a continuous Volterra Gaussian process, for which Assumption A holds.

Consider the following three-component stochastic process:

$$\mathcal{X}_t = (W_t, B_t, \hat{B}_t), \quad t \in [0, T],$$

with state space $\mathbb{R}^3$, and the associated random vector $\mathcal{X} : \Omega \to C^3$ defined by

$$\mathcal{X} = (W, B, \hat{B}).$$

Actually, the vector $\mathcal{X}$ takes values in a smaller closed subspace of the space $C^3$. This will be established below.
We will first show that the random vector $\hat{B} : \Omega \mapsto \mathbb{C}$ takes values in a closed subspace of the space $\mathbb{C}_0$. Consider the mapping $\gamma : L^2 \mapsto \mathbb{C}$ defined by
\[
\gamma(f)(t) = \int_0^t K(t,s)f(s)ds, \quad t \in [0,T], \quad f \in L^2,
\]
and denote $\mathcal{W} = \overline{\gamma(L^2)}$, where the closure is taken in the space $\mathbb{C}$. It is not hard to see that $\mathcal{W} \subset \mathbb{C}_0$.

**Lemma 6.6.** Suppose that Assumption A holds for the kernel of the process $\hat{B}_t, t \in [0,T]$. Then $\hat{B}$ is a Gaussian random vector in the space $\mathcal{W}$.

**Proof.** Denote by $\mathcal{A}$ the subspace of $\mathbb{C}^*$ annihilating $\mathcal{W}$. Then the dual space $\mathcal{W}^*$ is the quotient space of $\mathbb{C}^*$ by $\mathcal{A}$. To prove that $\hat{B}$ takes values in $\mathcal{W}$, it suffices to show that if $\nu \in \mathcal{A}$, then
\[
\int_0^T \hat{B}_t d\nu(t) = 0 \quad \text{on} \quad \Omega.
\]
(6.4)

The previous statement follows from the fact that a closed subspace of a Banach space can be separated from a point not belonging to it by a bounded linear functional.

Let $\nu \in \mathcal{A}$. Then for every $f \in L^2$,
\[
\int_0^T d\nu(t) \int_0^t K(t,s)f(s)ds = 0.
\]
(6.5)

Next, we see using (2.6) that
\[
\int_0^T d|\nu|(t) \int_0^t |K(t,s)||f(s)|ds \leq \|f\|_2 \int_0^T d|\nu|(t) \left\{ \int_0^s K(t,s)^2ds \right\}^{\frac{1}{2}} \leq c\|f\|_2|\nu|([0,T]),
\]
where $c > 0$ depends only on $K$. It follows from the previous estimate that Fubini’s theorem can be applied to the integral in (6.5). Here we use the following measure spaces: $([0,T], \mathcal{B}, \nu^+)$, $([0,T], \mathcal{B}, \nu^-)$, and $([0,T], \mathcal{L}, l)$, where $\mathcal{B}$ is the Borel $\sigma$-algebra of $[0,T]$, $\mathcal{L}$ is the Lebesgue $\sigma$-algebra of $[0,T]$, and $l$ is the Lebesgue measure on $\mathcal{L}$.

It follows from Fubini’s theorem that $\int_0^T f(s)ds \int_s^T K(t,s)d\nu(t) = 0$, for all $f \in L^2$. Therefore, there exists a set $S_\nu \in \mathcal{L}$ such that $l(S_\nu) = T$ and
\[
\int_s^T K(t,s)d\nu(t) = 0
\]
(6.6)
for all $s \in S_\nu$.

Our next goal is to transform the integral $\int_0^T \hat{B}_t d\nu(t)$ using the stochastic Fubini theorem. The function $K$ is Borel measurable on $[0,T]^2$. Moreover, using (2.6), we obtain
\[
\int_0^T d|\nu|(t) \left\{ \int_0^t K(t,s)^2ds \right\}^{\frac{1}{2}} \leq c|\nu|([0,T]) < \infty,
\]
for some $c > 0$. The previous inequality allows us to use the stochastic Fubini theorem (see [60] and the references therein). It follows that
\[
\int_0^T \hat{B}_t d\nu(t) = \int_0^T d\nu(t) \int_0^t K(t,s)dB_s = \int_0^T dB_s \int_s^T K(t,s)d\nu(t).
\]
Now, (6.6) implies that $\int_0^T \hat{B}_t dB(t) = 0$ on $\Omega$.

This establishes (6.4) and completes the proof of Lemma 6.6.

**Remark 6.7.** The mapping $\gamma$ in (6.3) is continuous, but not necessarily an embedding.

We will next return to the random process $X_t$, $t \in [0, T]$, with state space $C^3$ and the associated random vector $X$ in $C^3$, defined in (6.1) and (6.2), respectively.

**Theorem 6.8.** Let $W_t$, $t \in [0, T]$, be a standard Brownian motion on $(\Omega, F, P)$ independent of $B_t$, $t \in [0, T]$, and suppose Assumption A holds. Then $X = (W, B, \hat{B})$ is a centered Gaussian random vector in the space $C^3$.

**Remark 6.9.** Using linear combinations of $\delta$-measures, we see that Theorem 6.8 implies the following statement. For all systems $0 \leq t_1 < \cdots < t_n \leq T$, $0 \leq s_1 < \cdots < s_m \leq T$, and $0 \leq r_1 < \cdots < r_p \leq T$, the random variable $(W_{t_1}, \cdots, W_{t_n}, B_{s_1}, \cdots, B_{s_m}, \hat{B}_{r_1}, \cdots, \hat{B}_{r_p})$ is multivariate Gaussian.

**Proof of Theorem 6.8.** The random vector $X$ takes values in the space $C^3$. We will next show that the vector $X$ is Gaussian. It suffices to prove that for every $(\lambda_0, \lambda_1, \lambda_2) \in (C^*)^3$, the random variable $\langle W, \lambda_0 \rangle + \langle B, \lambda_1 \rangle + \langle \hat{B}, \lambda_2 \rangle$ is Gaussian. In the previous expression, the symbol $\langle \cdot, \cdot \rangle$ stands for the duality between $C$ and $C^*$. It is not hard to see that $\langle W, \lambda_0 \rangle = \int_0^T W_t d\lambda_0(t)$ is a Gaussian random variable. Since $W$ and $B$ are independent, we only need to show that the random variable $F := \langle B, \lambda_1 \rangle + \langle \hat{B}, \lambda_2 \rangle$ is Gaussian. We have

$$F = \int_0^T d\lambda_1(t) \int_0^t dB_s + \int_0^T d\lambda_2(t) \int_0^t K(t, s) dB_s.$$  

Applying the stochastic Fubini theorem to the integrals on the right-hand side of the previous equality (see the reference in the proof of Lemma 6.6), we obtain

$$F = \int_0^T \left( \int_s^T d\lambda_1(t) + \int_s^T K(t, s) d\lambda_2(t) \right) dB_s. \quad (6.7)$$

Here it is important to recall that $K$ is a Borel measurable function of two variables. Set

$$A(s; \lambda_1, \lambda_2) := \int_s^T d\lambda_1(t) + \int_s^T K(t, s) d\lambda_2(t), \quad s \in [0, T]. \quad (6.8)$$

Our next goal is to analyze the function on the right-hand side of (6.8). It is clear that the function $s \mapsto \int_s^T d\lambda_1(t) = \lambda_1[s, T]$, $s \in [0, T]$, is Borel measurable. Moreover, Tonelli’s theorem and (2.6) imply that

$$\int_0^T ds \int_s^T |K(t, s)| |d\lambda_2|(t) = \int_0^T d|\lambda_2|(t) \int_0^t |K(t, s)| ds \leq ||\lambda_2|| \sup_{t \in [0, T]} \left\{ \int_0^t K(t, s)^2 ds \right\}^{\frac{1}{2}} < \infty.$$ 

Now, the Fubini theorem for Borel measures (see a general Fubini-Tonelli theorem for Radon Products in [18], (7.27)) implies that the function $s \mapsto \int_s^T K(t, s) d\lambda_2(t)$, $s \in [0, T]$, is Borel measurable. Summarizing what was said above, we see that the function $A$ is Borel measurable.
It is also true that the function $A$ is square-integrable over $[0, T]$. Indeed,
\[ |A(s; \lambda_1, \lambda_2)| \leq ||\lambda_1|| + \int_s^T |K(t,s)|d|\lambda_2|(t). \]
and hence
\[
\int_0^T A(s; \lambda_1, \lambda_2)^2 ds \leq 2T||\lambda_1||^2 + 2||\lambda_2|| \int_0^T \int_s^T K(t,s)^2 d|\lambda_2|(t)
\]
\[ = 2T||\lambda_1||^2 + 2||\lambda_2|| \int_0^T d|\lambda_2|(t) \int_0^t K(t,s)^2 ds \]
\[ \leq 2T||\lambda_1||^2 + 2||\lambda_2||^2 \sup_{t \in [0,T]} \int_0^t K(t,s)^2 ds \leq 2T||\lambda_1||^2 + 2C||\lambda_2||^2 < \infty. \]

In the previous estimates, we used (2.6). Therefore, the function $A$ is square-integrable over $[0, T]$. It follows that the stochastic integral on the right-hand side of (6.7) exists. It is known that Wiener integrals with square-integrable integrands are Gaussian random variables. Therefore, the random variable $F$ is Gaussian.

This completes the proof of Theorem 6.8.

Theorem 6.8 states that the random vector $X$ is a Gaussian vector in the space $C^3$. We will next find a smaller space in which the Gaussian vector $X$ takes its values.

The next straightforward lemma will be useful in the sequel.

**Lemma 6.10.** Suppose that the conditions in Theorem 6.8 hold. Suppose also that the range of the mapping $X : \Omega \mapsto C^3$ is a subset of a closed subspace $S$ of the space $C^3$. Then $X$ is a Gaussian random vector in $S$.

**Proof.** Let $\lambda \in S^*$. Then $\lambda$ is an element of the quotient space of $C^3$ by the annihilator of $S$. It follows that $\lambda(X) = \lambda(X)$, for every $\lambda \in \lambda$. Therefore the random variable $\lambda(X)$ is Gaussian, by Theorem 6.8.

This establishes Lemma 6.10.

It is well-known that the Cameron-Martin space $H_0^1$ is continuously embedded into the space $C_0$. Moreover, the range of this embedding is dense in $C_0$. Set $H = L^2 \times L^2$. Then $H$ is a separable Hilbert space equipped with the norm defined as follows: $||h||_H = \sqrt{||h_0||_2^2 + ||h_1||_2^2}$, $h = (h_0, h_1) \in H$. Let $j : H \mapsto C \times C \times W$ be the mapping defined on the space $H$ by $j(h_0, h_1) = (g_0, g_1, g_2)$, where for all $t \in [0, T]$, $g_0(t) = \int_0^t h_0(s)ds$, $g_1(t) = \int_0^t h_1(s)ds$, and $g_2(t) = \int_0^t K(t,s)h_1(s)ds$. It is easy to see that $j$ is a continuous linear mapping. It is also an injection, since the mappings $h_0 \mapsto g_0$ and $h_1 \mapsto g_1$ are injections. Using the previous formulas, we see that the range $j(H)$ of the mapping $j$ consists of all the triples $(g_0, g_1, g_2)$ with $g_0 \in H_0^1, g_1 \in H_0^1$, and $g_2(t) = \int_0^t K(t,s)g_1(s)ds$, $t \in [0, T]$.

Define a subspace of the space $C^3$ by $\tilde{G} = j(H)$, where the closure is taken in the space $(C)^3$. Then $\tilde{G}$ is a separable Banach space, and moreover $\tilde{G} \subset C_0 \times C_0 \times W$. The dual space $\tilde{G}^*$ of $\tilde{G}$ is the quotient space of the space $(C)^3$ by its subspace $A$ that annihilates $j(H)$ ($j(H)$ is dense in $\tilde{G}$). The annihilation condition is the following: For
\[ \alpha = (\alpha_0, \alpha_1, \alpha_2) \in \mathcal{A}, \]
\[ \int_0^T d\alpha_0(t) \int_0^t h_0(s) ds + \int_0^T d\alpha_1(t) \int_0^t h_1(s) ds + \int_0^T d\alpha_2(t) \int_0^t K(t,s) h_1(s) ds = 0, \quad (6.9) \]
for all functions \( h_0 \in L^2 \) and \( h_1 \in L^2 \). Next, Fubini’s theorem implies that an equivalent form of the equality in (6.9) is as follows:
\[ \int_0^T h_0(s) ds \int_s^T d\alpha_0(t) + \int_0^T h_1(s) ds \left[ \int_s^T d\alpha_1(t) + \int_s^T K(t,s) d\alpha_2(t) \right] = 0, \quad (6.10) \]
for all functions \( h_0 \in L^2 \) and \( h_1 \in L^2 \). Now, plugging \( h_1 = 0 \) and then \( h_0 = 0 \) into (6.10), we see that the equality in (6.10) splits into the following two equalities:
\[ \int_s^T d\alpha_0(t) = 0 \tag{6.11} \]
and
\[ \int_s^T d\alpha_1(t) + \int_s^T K(t,s) d\alpha_2(t) = 0, \quad (6.12) \]
for almost all \( s \in [0, T] \) with respect to the Lebesgue measure on \([0, T]\).

The proof of the next assertion resembles that of Lemma 6.6.

**Theorem 6.11.** Let \( W_t, t \in [0, T] \), be a standard Brownian motion on \((\Omega, \mathcal{F}, \mathbb{P})\) independent of \( B_t, t \in [0, T] \), and suppose that Assumption A holds. Then \( \mathcal{X} = (W, B, \hat{B}) \) is a centered Gaussian random vector in the space \( \tilde{G} \).

**Proof.** We will first prove that for every \( \alpha = (\alpha_0, \alpha_1, \alpha_2) \in \mathcal{A} \), we have
\[ \int_0^T d\alpha_0(t) \int_0^t dW_s + \int_0^T d\alpha_1(t) \int_0^t dB_s + \int_0^T d\alpha_2(t) \int_0^t K(t,s) dB_s = 0. \quad (6.13) \]
Using the stochastic Fubini theorem as in Lemma 6.6, we see that the equality in (6.13) is equivalent to the equality
\[ \int_0^T dW_s \int_s^T d\alpha_0(t) + \int_0^T dB_s \left[ \int_s^T d\alpha_1(t) + \int_s^T K(t,s) d\alpha_2(t) \right] = 0. \quad (6.14) \]
It is clear that (6.14) follows from (6.11) and (6.12). This proves that the range of the mapping \( \mathcal{X} : \Omega \mapsto \mathbb{C}^3 \) is contained in the space \( \tilde{G} \). We have already established that \( \mathcal{X} \) is a Gaussian random vector in the space \( \mathbb{C}^3 \). Now, Theorem 6.11 follows from Lemma 6.10.

**6.4. Covariance Function and Covariance Operator.** In the present subsection, we compute the covariance function and the covariance operator of the Gaussian random vector \( \mathcal{X} \) considered in the previous subsection.

**Theorem 6.12.** Suppose the process \( \hat{B}_t, t \in [0, T] \), in (6.3) is a Gaussian Volterra process. Suppose also that the restrictions in Theorem 6.8 hold, and consider the random vector \( \mathcal{X} = (W, B, \hat{B}) \) as a vector taking values in the space \( \mathbb{C}^3 \). Then, for all \( \mu_1 = (\lambda_0, \lambda_1, \lambda_2) \in (\mathbb{C}^\ast)^3 \) and \( \mu_2 = \)
\((v_0, v_1, v_2) \in (C^*)^3\), the covariance of \(X\) is given by
\[
\text{cov}(\mu_1, \mu_2) = \int_0^T f_0(u; \lambda_0, \lambda_1, \lambda_2) dv_0(u) + \int_0^T f_1(u; \lambda_0, \lambda_1, \lambda_2) dv_1(u) \\
+ \int_0^T f_2(u; \lambda_0, \lambda_1, \lambda_2) dv_2(u),
\]
where the functions \(f_0, f_1, \text{and} f_2\) are defined on \([0, T]\) by
\[
f_0(u; \lambda_0, \lambda_1, \lambda_2) = \int_0^T (t \wedge u) d\lambda_0(t),
\]
\[
f_1(u; \lambda_0, \lambda_1, \lambda_2) = \int_0^T (t \wedge u) d\lambda_1(t) + \int_0^T d\lambda_2(t) \int_0^{t \wedge u} K(t, s) ds,
\]
\[
f_2(u; \lambda_0, \lambda_1, \lambda_2) = \int_0^u \left( \int_s^T d\lambda_1(t) + \int_s^T K(t, s) d\lambda_2(t) \right) K(u, s) ds.
\]

In addition, the covariance operator is given by \(\tilde{K}(\mu) = (f_0, f_1, f_2)\), for all \(\mu = (\lambda_0, \lambda_1, \lambda_2) \in (C^*)^3\).

Proof. Let \(\mu_1 = (\lambda_0, \lambda_1, \lambda_2) \in (C^*)^3\) and \(\mu_2 = (v_0, v_1, v_2) \in (C^*)^3\). Then we have
\[
\text{cov}(\mu_1, \mu_2) = \mathbb{E} \left[ \langle X, \mu_1 \rangle \langle X, \mu_2 \rangle \right] = \mathbb{E} \left[ \tilde{A}(\lambda_0, \lambda_1, \lambda_2) \tilde{A}(v_0, v_1, v_2) \right],
\]
where for \((\xi_0, \xi_1, \xi_2) \in (C^*)^3\),
\[
\tilde{A}(\xi_0, \xi_1, \xi_2) = \int_0^T d\xi_0(t) \int_0^t d\xi_1(t) \int_0^t dB_s + \int_0^T d\xi_1(t) \int_0^t d\xi_2(t) \int_0^t K(t, s) dB_s.
\]

Next, using the stochastic Fubini theorem and the independence of \(W\) and \(B\), we obtain
\[
\text{cov}(\mu_1, \mu_2) = \int_0^T ds \int_s^T d\lambda_0(t) \int_s^T dv_0(u) + \int_0^T ds \int_s^T d\lambda_1(t) \int_s^T K(t, s) d\lambda_2(t) \int_s^T dv_1(u) \\
\times \left( \int_s^T dv_1(u) + \int_s^T K(u, s) dv_2(u) \right).
\]

It follows that
\[
\text{cov}(\mu_1, \mu_2) = \int_0^T ds \int_s^T d\lambda_0(t) \int_s^T dv_0(u) + \int_0^T ds \int_s^T d\lambda_1(t) \int_s^T dv_1(u) \\
+ \int_0^T ds \int_s^T dv_1(u) \int_s^T K(t, s) d\lambda_2(t) + \int_0^T ds \int_s^T d\lambda_1(t) \int_s^T K(u, s) dv_2(u) \\
+ \int_0^T ds \int_s^T K(t, s) d\lambda_2(t) \int_s^T K(u, s) dv_2(u).
\]

Finally, applying Fubini’s theorem, we get
\[
\text{cov}(\mu_1, \mu_2) = \int_0^T dv_0(u) \int_0^T (t \wedge u) d\lambda_0(t) \\
+ \int_0^T dv_1(u) \left[ \int_0^T (t \wedge u) d\lambda_1(t) + \int_0^T d\lambda_2(t) \int_0^{t \wedge u} K(t, s) ds \right] \\
+ \int_0^T dv_2(u) \left[ \int_0^u K(u, s) ds \int_s^T d\lambda_1(t) + \int_0^u K(u, s) ds \int_s^T K(t, s) d\lambda_2(t) \right].
\]
This establishes the formulas for the covariance function and the covariance operator in Theorem 6.12.

The proof of Theorem 6.12 is thus completed.

**Remark 6.13.** The functions $f_0$, $f_1$, and $f_2$ appearing in Theorem 6.12 are continuous. This can be shown using (2.6).

In the next statement, we use the fact that the vector $X$ takes values in the space $\tilde{G}$ defined in Subsection 6.3. Recall that the dual space $\tilde{G}^*$ of the space $G$ is the quotient space of $C^3$ by the annihilator $\mathcal{A}$ of $G$. Let $\tilde{u}_1 \in \tilde{G}^*$ and $\tilde{u}_2 \in \tilde{G}^*$, and denote by $\text{Cov}(\tilde{u}_1, \tilde{u}_2)$ the value of the covariance function. Every element $\tilde{u} \in \tilde{G}^*$ is a coset in $C^3$, and the notation $\mu \in \tilde{u}$ will mean that $\mu \in C^3$ is an element of $\tilde{u}$.

**Theorem 6.14.** Suppose the process $\tilde{B}$ in (6.3) is a Gaussian Volterra process. Suppose also that the assumptions in Theorem 6.8 hold, and consider $X = (W, B, \tilde{B})$ as a Gaussian random vector in the space $\tilde{G}$. Then, for all $\tilde{u}_1 \in \tilde{G}^*$ and $\tilde{u}_2 \in \tilde{G}^*$, the following formula holds:

$$\text{Cov}(\tilde{u}_1, \tilde{u}_2) = \text{cov}(\mu_1, \mu_2), \quad \mu_1 \in \tilde{u}_1, \quad \mu_2 \in \tilde{u}_2. \quad (6.17)$$

The covariance $\text{cov}$ appearing in formula (6.17) is described in Theorem 6.12, and the value of the expression on the right-hand side of (6.17) is the same for all $\mu_1 \in \tilde{u}_1$ and $\mu_2 \in \tilde{u}_2$. In addition, the covariance operator $\tilde{K} : \tilde{G}^* \mapsto \tilde{G}$ is given by

$$\tilde{K}(\tilde{u}) = (f_0, f_1, f_2), \quad \tilde{u} \in \tilde{G}^*, \quad (6.18)$$

where the functions $f_0$, $f_1$, and $f_2$ are defined in the formulation of Theorem 6.12. These functions satisfy the following condition: If $(\lambda_0, \lambda_1, \lambda_2) \in \tilde{u}$ and $(v_0, v_1, v_2) \in \tilde{u}$, then

$$f_i(u; \lambda_0, \lambda_1, \lambda_2) = f_i(u; v_0, v_1, v_2), \quad (6.19)$$

for all $u \in [0, T]$ and $0 \leq i \leq 2$.

**Proof.** Let $\tilde{u}_1 \in \tilde{G}^*$ and $\tilde{u}_2 \in \tilde{G}^*$. Then

$$\text{Cov}(\tilde{u}_1, \tilde{u}_2) = \mathbb{E} [\tilde{u}_1(X) \tilde{u}_2(X)] \quad (6.20)$$

We also have

$$\text{cov}(\mu_1, \mu_2) = \mathbb{E} [\mu_1(X) \mu_2(X)] \quad (6.21)$$

for all $\mu_1, \mu_2 \in C^*$.

It follows from Theorem 6.11 that the random vector $X = (W, B, \tilde{B})$ takes values in the space $\tilde{G}$. Since $\mathcal{A}$ annihilates $\tilde{G}$, the equalities in (6.20) and (6.21) imply that (6.17) holds. Moreover, it follows from (6.21) that for every $\mu_1 = (\lambda_0, \lambda_1, \lambda_2) \in (C^3)^*$, $\mu_2 = (v_0, v_1, v_2) \in (C^3)^*$, and $\alpha = (a_0, a_1, a_2) \in \mathcal{A}$,

$$\text{cov}(\mu_1, \mu_2) = \text{cov}(\mu_1 + \alpha, \mu_2). \quad (6.22)$$

Now, the equality in (6.19) follows from (6.15). Indeed, by taking into account (6.22) and plugging $v_1 = v_2 = 0$ into (6.15), we see that the equality

$$\int_0^T f_0(u; \lambda_0 + a_0, \lambda_1 + a_1, \lambda_2 + a_2)dv_0(u) = \int_0^T f_0(u; \lambda_0, \lambda_1, \lambda_2)dv_0(u)$$

holds for all $v_0 \in C^*$. It follows that $f_0(u; \lambda_0 + a_0, \lambda_1 + a_1, \lambda_2 + a_2) = f_0(u; \lambda_0, \lambda_1, \lambda_2)$. This establishes (6.19) for the function $f_0$. The proof of (6.19) for the functions $f_1$ and $f_2$ is similar.
Finally, the formula for the covariance operator in (6.18) follows from Theorem 6.12. The proof of Theorem 6.14 is thus completed.

6.5. **An Abstract Wiener Space Associated with the Random Vector \( \mathcal{X} \).** The notion of an abstract Wiener space goes back to Gross (see [25]). We use the definition in [1].

**Definition 6.15.** An abstract Wiener space is a quadruple \((\mathcal{G}, H, j, \zeta)\), where

1. \( \mathcal{G} \) is a separable Banach space.
2. \( H \) is a separable Hilbert space.
3. \( j : H \to \mathcal{G} \) is a continuous embedding (linear injection) such that \( j(H) \) is dense in \( \mathcal{G} \).
4. \( \zeta \) is a probability measure on \((\mathcal{G}, \mathcal{B}(\mathcal{G}))\) such that for every \( \mu \in \mathcal{G}^* \),
   \[
   \int_{\mathcal{G}} \exp\{i \langle x, \mu \rangle \} d\zeta(x) = \exp \left\{ -\frac{1}{2} \| j^*(\mu) \|_H^2 \right\}.
   \]
   \hspace{1cm} (6.23)

In (6.23), the symbol \( j^* \) stands for the adjoint transformation \( j^* : \mathcal{G}^* \to H^* = H \).

**Remark 6.17.** By replacing \( \mu \) in (6.23) by \( \xi \mu \) with \( \xi \in \mathbb{R} \), and using Lemma 6.16, we see that the measure \( \zeta \) in item 4 of Definition 6.15 is a centered Gaussian measure on \((\mathcal{G}, \mathcal{B}(\mathcal{G}))\).

In the proof of Theorem 4.5, the following large deviation principle for abstract Wiener spaces will be used (see, e.g., Theorem 3.4.12 in [15], Theorem 2.3 in [1], Theorem 8.4.1 in [53]).

**Theorem 6.18.** Let \((\mathcal{G}, H, j, \zeta)\) be an abstract Wiener space. Then for every Borel subset \( A \subset \mathcal{G} \),

\[
-\inf_{x \in A^c} \lambda_{\zeta}(x) \leq \liminf_{\varepsilon \to 0} \varepsilon^2 \log \zeta \left( \frac{1}{\varepsilon} A \right) \leq \limsup_{\varepsilon \to 0} \varepsilon^2 \log \zeta \left( \frac{1}{\varepsilon} A \right) \leq -\inf_{x \in A} \lambda_{\zeta}(x),
\]

where the rate function \( \lambda_{\zeta} : \mathcal{G} \to [0, \infty] \) is defined by

\[
\lambda_{\zeta}(x) = \begin{cases} \frac{1}{2} \| j^{-1} x \|_H, & x \in j(H) \\ \infty, & x \notin j(H) \end{cases}.
\]

We will next construct a special abstract Wiener space associated with the random vector \( \mathcal{X} \). Recall that in Subsection 6.3 we used the notation \( H = L^2 \times L^2 \), and defined the mapping \( j : H \to \mathbb{C} \times \mathbb{C} \times \mathcal{W} \) by \( j(h_0, h_1) = (g_0, g_1, g_2) \), where \( g_0(t) = \int_0^t h_0(s) ds \), \( g_1(t) = \int_0^t h_1(s) ds \), and \( g_2(t) = \int_0^t K(t, s) h_1(s) ds \), \( t \in [0, T] \). We also set \( \mathcal{G} = \overline{j(H)} \), where the closure is taken in the space \((\mathbb{C})^3 \).

Define the probability measure \( \zeta \) on \((\mathcal{G}, \mathcal{B}(\mathcal{G}))\) by \( \zeta(A) = \mathbb{P}((W, B, \hat{B}) \in A), A \in \mathcal{B}(\mathcal{G}) \). By Theorem 6.11, \((W, B, \hat{B})\) is a centered Gaussian vector taking values in the space \( \mathcal{G} \). Therefore, the probability measure \( \hat{\zeta} \) defined above is a Gaussian measure satisfying

\[
\int_{\mathcal{G}} \exp\{i \langle x, \hat{\mu} \rangle \} d\hat{\zeta}(x) = \exp \left\{ -\frac{1}{2} \langle \hat{K} \hat{\mu}, \hat{\mu} \rangle \right\}, \quad \hat{\mu} \in \mathcal{G}^*.
\]
Therefore, the functional \( \tilde{\mu} \in \tilde{G}^* \) is an element of the quotient space of \((C^*)^3\) by \(A\). Let \( \mu = (\lambda_0, \lambda_1, \lambda_2) \in \tilde{\mu} \). Using Theorem 6.12 and (6.16), we obtain

\[
\langle \tilde{K}\tilde{\mu}, \tilde{\mu} \rangle = \text{cov}(\mu, \mu) = \int_0^T ds \left[ \int_s^T d\lambda_0(t) \right]^2 + \int_0^T ds \left[ \int_s^T d\lambda_1(t) + \int_s^T K(t, s)d\lambda_2(t) \right]^2.
\]

(6.25)

Our next goal is to compute \( j^*(\tilde{\mu}) \). For all \( g = (h_0, h_1) \in H \), we have

\[
j^*(\tilde{\mu})(g) = \tilde{\mu}(j(g)) = \mu(j(g))
\]

\[
= \int_0^T d\lambda_0(t) \int_0^t h_0(s)ds + \int_0^T d\lambda_1(t) \int_0^t h_1(s)ds + \int_0^T d\lambda_2(t) \int_0^t K(t, s)h_1(s)ds
\]

\[
= \int_0^T h_0(s)ds \int_s^T d\lambda_0(t) + \int_0^T h_1(s)ds \left( \int_s^T d\lambda_1(t) + \int_s^T K(t, s)d\lambda_2(t) \right),
\]

for all \( \mu = (\lambda_0, \lambda_1, \lambda_2) \in \tilde{\mu} \). It follows that

\[
j^*(\tilde{\mu}) = \left( \int_0^T d\lambda_0(t), \int_0^T d\lambda_1(t) + \int_0^T K(t, s)d\lambda_2(t) \right).
\]

Therefore,

\[
||j^*(\tilde{\mu})||_H = \int_0^T ds \left[ \int_s^T d\lambda_0(t) \right]^2 + \int_0^T ds \left[ \int_s^T d\lambda_1(t) + \int_s^T K(t, s)d\lambda_2(t) \right]^2.
\]

(6.26)

Now, (6.24) follows from (6.25) and (6.26).

This completes the proof of Theorem 6.19.

Our next goal is to prove a large deviation principle for the special abstract Wiener space constructed in Theorem 6.19.

Theorem 6.20. Suppose Assumption A holds. Then the following estimates are valid for the random vector \( X = (W, B, \tilde{B}) \): For every Borel subset \( E \) of \( G \),

\[
- \inf_{(g_0, g_1, g_2) \in E} \Lambda(g_0, g_1, g_2) \leq \liminf_{\varepsilon \to 0} \varepsilon \log P(\sqrt{\varepsilon}X \in E) \leq \limsup_{\varepsilon \to 0} \varepsilon \log P(\sqrt{\varepsilon}X \in E)
\]

\[
\leq - \inf_{(g_0, g_1, g_2) \in E} \Lambda(g_0, g_1, g_2),
\]

where the good rate function \( \Lambda : G \mapsto [0, \infty] \) is defined by

\[
\Lambda(g_0, g_1, g_2) = \frac{1}{2} \int_0^T g_0(s)^2 ds + \frac{1}{2} \int_0^T g_1(s)^2 ds,
\]

for all \( (g_0, g_1, g_2) \in (H^1)^3 \) with \( g_2 = \hat{g}_1 \), while \( \Lambda(g_0, g_1, g_2) = \infty \) otherwise.
Proof. For the abstract Wiener space in Theorem 6.20, we have
\[
j(H) = \{(g_0, g_1, g_2) \in (H_0)^3 : g_2 = \tilde{g}_1\}.
\]
Moreover if \((g_0, g_1, g_2) \in j(H)\), then \(j^{-1}(g_0, g_1, g_2) = (h_0, h_1) \in L^2 \times L^2\). In the previous equality, \(h_0(t) = \tilde{g}_0(t)\) and \(h_1(t) = \tilde{g}_1(t)\), for all \(t \in [0, T]\). Therefore,
\[
||j^{-1}(g_0, g_1, g_2)||_H^2 = \frac{1}{2} \int_0^T \tilde{g}_0(s)^2 ds + \frac{1}{2} \int_0^T \tilde{g}_1(s)^2 ds.
\]

Now, it is clear that Theorem 6.20 follows from Theorem 6.18.

Remark 6.21. Theorem 6.20 and the contraction principle imply that the process \(\varepsilon \mapsto \sqrt{\varepsilon} \tilde{B}\) satisfies a sample path large deviation principle with speed \(\varepsilon^{-1}\) and good rate function \(J\) given on the space \(C_0[0, 1]\) by \(J(g) = \frac{1}{2} \inf_{\{f \in H_0^1, \hat{f} = g\}} \int_0^T \hat{f}(t)^2 dt\), if the equation \(\hat{f} = g\) is solvable for \(f\), and \(J(g) = \infty\), otherwise.

The next corollary is a key ingredient in the proof of Theorem 4.2 (see Subsection 6.6).

Corollary 6.22. Let \(\tilde{B}_t, t \in [0, T]\), be a Gaussian Volterra volatility process such that Assumption A holds for its kernel \(K\). Then the following equality is valid:
\[
\limsup_{m \to \infty} \limsup_{\varepsilon \to 0} \varepsilon \log \mathbb{P}(\sup_{t, s \in [0, T] : |t - s| < \frac{T}{m}} |\tilde{B}_t - \tilde{B}_s| \geq \varepsilon^{-\frac{1}{2}} y) = -\infty, \tag{6.27}
\]
for all \(y > 0\), where \(m\) denotes a positive integer, and \(\varepsilon > 0\) is a small parameter.

Proof. Corollary 6.22 will be derived from the LDP in Remark 6.21. Let \(y > 0, m \geq 1\), and define a closed subset of \(C_0\) by
\[
V_{y, m} = \{g \in C_0 : \sup_{t, s \in [0, T] : |t - s| < \frac{T}{m}} |g(t) - g(s)| \geq y\}.
\]
Next, using the LDP in Remark 6.21, we obtain
\[
\lim_{\varepsilon \to 0} \varepsilon \log \mathbb{P}(\sup_{t, s \in [0, T] : |t - s| < \frac{T}{m}} |\tilde{B}_t - \tilde{B}_s| \geq \varepsilon^{-\frac{1}{2}} y) \leq \inf_{g \in V_{y, m}} J(g)
\]
\[
= -\frac{1}{2} \inf_{g \in V_{y, m}} \inf_{f \in H_0^1, \hat{f} = g} \int_0^T \hat{f}(t)^2 dt.
\]
For a fixed \(y > 0\), the sequence
\[
\lambda_m = \inf_{g \in V_{y, m}} \inf_{f \in H_0^1, \hat{f} = g} \int_0^T \hat{f}(t)^2 dt, \quad m \geq 1, \tag{6.28}
\]
in nondecreasing. It is clear that if we prove that this sequence tends to infinity as \(m \to \infty\), then Corollary 6.22 will be established.

We will next reason by contradiction. Suppose the sequence in (6.28) is bounded. Then there exist sequences \(g_m \in V_{y, m}\) and \(f_m \in H_0^1\) with \(\hat{f}_m = g_m, m \geq 1\), such that for all \(m \geq 1\) and some \(C > 0\), \(\int_0^T \hat{f}_m(t)^2 dt \leq C\). It follows from the compactness statement in Remark 4.1 that the set \(\{g_m\}\) is precompact in \(C\). By the Arzelà-Ascoli theorem, the functions \(g_m, m \geq 1\), are uniformly equicontinuous. Recall that for every \(m \geq 1, g_m \in V_{y, m}\). This means that \(\sup_{t, s \in [0, T] : |t - s| < \frac{T}{m}} |g_m(t) - g_m(s)| \geq y\), for all \(m \geq 1\). It is not hard to see that the
previously estimate contradicts the uniform equicontinuity of the set \( \{g_m\} \). It follows that \( \lambda_m \to \infty \) as \( m \to \infty \).

This completes the proof of Corollary 6.22.

6.6. **Continuation of the Proof of Theorem 4.2.** With no loss of generality we can assume that \( s_0 = 0 \). Using the same ideas as in Section 5 of [26], we can show that if the term
\[
-\frac{1}{2} \int_0^t \sigma(s, \sqrt{\epsilon B})^2 ds
\]
removed from the expression for the scaled log-price, then the LDP in Theorem 4.2 is not affected. More precisely, this means that it suffices to prove the LDP in Theorem 4.2 for the process \( \epsilon \mapsto \hat{X}^{(\epsilon)} \), where
\[
\hat{X}^{(\epsilon)}_t = \int_0^t b(s, \sqrt{\epsilon B}) ds + \sqrt{\epsilon} \int_0^t \sigma(s, \sqrt{\epsilon B})(\rho d\tilde{W}_s + \rho dB_s), \quad 0 \leq t \leq T. \tag{6.29}
\]

Recall that the functional \( \Phi \) associated with the process \( \hat{X}^{(\epsilon)} \) was defined in (4.1). It will be shown next that the extended contraction principle (see Theorem 4.2.23 in [14]) can be applied in our setting. Let us first define a sequence of functionals \( \Phi_m : C_0^3 \to C_0, m \geq 2 \), as follows: For \( (r, h, l) \in C_0^3 \) and \( \frac{iT}{m} < t \leq \frac{(j+1)T}{m}, 1 \leq j \leq m-1 \), set
\[
\Phi_m(r, h, l)(t) = \frac{T}{m} \sum_{k=0}^{j-1} b \left( \frac{kT}{m}, \frac{iT}{m} \right) + \left( t - \frac{iT}{m} \right) b \left( \frac{iT}{m}, \frac{iT}{m} \right)
\]
\[
+ \bar{\rho} \sum_{k=0}^{j-1} \gamma \left( \frac{kT}{m}, \frac{iT}{m} \right) \left[ r \left( \frac{(k+1)T}{m} \right) - r \left( \frac{kT}{m} \right) \right]
\]
\[
+ \bar{\rho} \sigma \left( \frac{iT}{m}, \frac{iT}{m} \right) \left[ \gamma \left( \frac{iT}{m} \right) \right]
\]
\[
+ \rho \sum_{k=0}^{j-1} \gamma \left( \frac{kT}{m}, \frac{iT}{m} \right) \left[ h \left( \frac{(k+1)T}{m} \right) - h \left( \frac{kT}{m} \right) \right]
\]
\[
+ \rho \sigma \left( \frac{iT}{m}, \frac{iT}{m} \right) \left[ h \left( \frac{iT}{m} \right) \right], \tag{6.30}
\]
and for \( 0 \leq t \leq \frac{T}{m} \), set \( \Phi_m(r, h, l)(t) = T b(0,0) + \bar{\rho} \sigma(0,0) r(t) + \rho \sigma(0,0) h(t) \). It is not hard to see that for every \( m \geq 2 \), the mapping \( \Phi_m \) is continuous.

We will next establish that formula (4.2.24) in [14] holds in our setting. This formula is used in the formulation of the extended contraction principle in [14], Theorem 4.2.23.

**Lemma 6.23.** For every \( c > 0 \) and \( y > 0 \),
\[
\lim_{m \to \infty} \sup_{\{(r, f) \in (H_0^1)^2 : \frac{1}{2} \int_0^T r(s)^2 ds + \frac{1}{2} \int_0^T f(s)^2 ds \leq c\}} \|\Phi(r, f, \hat{f}) - \Phi_m(r, f, \hat{f})\|_{C_0} = 0.
\]

**Proof.** The proof of Lemma 6.23 is similar to that of Lemma 21 in [26]. It is not hard to see that for all \( (r, f) \in (H_0^1)^2 \) and \( m \geq 2 \),
\[
\Phi_m(r, f, \hat{f})(t) = \int_0^t g_m(s, f) ds + \bar{\rho} \int_0^t h_m(s, f) \dot{r}(s) ds + \rho \int_0^t h_m(s, f) \dot{f}(s) ds,
\]
where
\[
g_m(s, f) = \sum_{k=0}^{m-1} b \left( \frac{Tk}{m}, \hat{f} \left( \frac{Tk}{m} \right) \right) \mathbf{1}_{\left\{ \frac{Tk}{m} \leq s \leq \frac{T(k+1)}{m} \right\}}, \quad 0 \leq s \leq T.
\]
and

\[ h_m(s, f) = \sum_{k=0}^{m-1} \sigma \left( \frac{T_k}{m}, \hat{f} \left( \frac{T_k}{m} \right) \right) 1_{\left\{ \frac{T_k}{m} \leq s \leq \frac{T(k+1)}{m} \right\}}, \quad 0 \leq s \leq T. \]

Therefore,

\[
\Phi(r, f, \hat{f})(t) - \Phi_m(r, f, \hat{f})(t) = \int_0^t \left[ b(s, \hat{f}(s)) - g_m(s, f) \right] ds
\]

\[ + \bar{\rho} \int_0^t [\sigma(s, \hat{f}(s)) - h_m(s, f)] \hat{r}(s) ds + \rho \int_0^t [\sigma(s, \hat{f}(s)) - h_m(s, f)] \hat{f}(s) ds. \]

For every \( \alpha > 0 \), denote \( D_\alpha = \{ w \in H^1_0 : f^T \hat{w}(s)^2 ds \leq \alpha \} \). It is not hard to see that to prove Lemma 6.23, it suffices to show that for all \( \alpha > 0 \),

\[
\lim \sup_{m \to \infty} \left[ \sup_{f \in D_\alpha} \sup_{\omega \in D_\alpha} \left| \int_0^t [\sigma(s, \hat{f}(s)) - h_m(s, f)] \hat{w}(s) ds \right| \right] = 0 \tag{6.31}
\]

and

\[
\lim \sup_{m \to \infty} \left[ \sup_{f \in D_\alpha} \sup_{\omega \in D_\alpha} \left| \int_0^t [b(s, \hat{f}(s)) - g_m(s, f)] ds \right| \right] = 0 \tag{6.32}
\]

We have

\[
\sup_{f \in D_\alpha} \sup_{\omega \in D_\alpha} \left| \int_0^t [\sigma(s, \hat{f}(s)) - h_m(s, f)] \hat{w}(s) ds \right|
\]

\[ \leq \sup_{f \in D_\alpha} \int_0^T \left| \sigma(s, \hat{f}(s)) - h_m(s, f) \right| |\hat{w}(s)| ds
\]

\[ \leq \sqrt{T} \alpha \sup_{f \in D_\alpha} \sup_{s \in [0, T]} \left| \sigma(s, \hat{f}(s)) - h_m(s, f) \right|. \tag{6.33}
\]

We also have

\[
\sup_{f \in D_\alpha} \sup_{\omega \in D_\alpha} \left| \int_0^t [b(s, \hat{f}(s)) - g_m(s, f)] ds \right| \leq T \sup_{f \in D_\alpha} \sup_{s \in [0, T]} \left| b(s, \hat{f}(s)) - g_m(s, f) \right|. \tag{6.34}
\]

**Lemma 6.24.** Let \( \tau \) be a locally \( \omega \)-continuous function on \([0, T] \times \mathbb{R}\), \( m \) be a positive integer, \( f \in H^1_0 \), and set

\[ q_m(s, f) = \sum_{k=0}^{m-1} \tau \left( \frac{T_k}{m}, \hat{f} \left( \frac{T_k}{m} \right) \right) 1_{\left\{ \frac{T_k}{m} \leq s \leq \frac{T(k+1)}{m} \right\}}, \quad 0 \leq s \leq T. \]

Then, \( \lim_{m \to \infty} \sup_{f \in D_\alpha} \sup_{s \in [0, T]} \left| \tau(s, \hat{f}(s)) - q_m(s, f) \right| = 0. \)

**Proof of Lemma 6.24.** The function \( \tau \) is locally \( \omega \)-continuous. We also have the following:

\[
\sup_{f \in D_\alpha} \sup_{s \in [0, T]} |\hat{f}(s)| \leq M_\alpha < \infty. \]

Therefore, for all \( f \in D_\alpha \) and some \( L_\alpha > 0 \),

\[
\sup_{f \in D_\alpha} \sup_{s \in [0, T]} |\tau(\hat{f}(s)) - q_m(s, f)| \leq L_\alpha \omega \left( \frac{T}{m} + \sup_{f \in D_\alpha} E(m, f) \right) \tag{6.35},
\]

where \( E(m, f) = \sup_{t, u \in [0, T] : |t-u| \leq \frac{T}{m}} |\hat{f}(t) - \hat{f}(u)|. \)
It follows from the definition of the function $\hat{f}$ that for all $f \in D_\alpha$ and $t, u \in [0, T]$,

$$|\hat{f}(t) - \hat{f}(u)| \leq \sqrt{\alpha} \left\{ \int_0^T |K(t, v) - K(u, v)|^2 dv \right\}^{\frac{1}{2}}$$

Hence

$$\sup_{f \in D_\alpha} E(m, f) \leq \sqrt{\alpha} \sup_{t, u \in [0, T] : |t-u| \leq \frac{T}{m}} \left\{ \int_0^T |K(t, v) - K(u, v)|^2 dv \right\}^{\frac{1}{2}} \leq \sqrt{\alpha} \sqrt{\eta \left( \frac{T}{m} \right)}$$

for all $m \geq 1$, where $\eta$ is the modulus of continuity in Assumption A. It follows that $\sup_{f \in D_\alpha} E(m, f) \to 0$ as $m \to \infty$, and hence (6.35) implies Lemma 6.24.

We will next return to the proof of Lemma 6.23. It is not hard to see that (6.31) and (6.32) follow from (6.33), (6.34), and Lemma 6.24.

This completes the proof of Lemma 6.23.

It remains to prove that the sequence of processes $\varepsilon \mapsto \Phi_m \left( \sqrt{\varepsilon} W, \sqrt{\varepsilon} B, \sqrt{\varepsilon} \hat{B} \right)$ with state space $C_0$ is an exponentially good approximation to the process $\varepsilon \mapsto \hat{X}(\varepsilon)$. This property is explained in the next lemma.

**Lemma 6.25.** Suppose that Assumptions A and C hold. Then for every $\delta > 0$,

$$\lim_{m \to \infty} \limsup_{\varepsilon \downarrow 0} \varepsilon \log \mathbb{P} \left( |\hat{X}(\varepsilon) - \Phi_m (\sqrt{\varepsilon} W, \sqrt{\varepsilon} B, \sqrt{\varepsilon} \hat{B})|_{C_0} > \delta \right) = -\infty. \quad (6.36)$$

**Proof of Lemma 6.25.** It follows from (6.30) that for all $m \geq 2$,

$$\Phi_m (\sqrt{\varepsilon} W, \sqrt{\varepsilon} B, \sqrt{\varepsilon} \hat{B})(t) = \int_0^t b \left( \frac{[m]T - 1}{m} T, \sqrt{\varepsilon} \hat{B} \left[ \frac{[m]T - 1}{m} T \right] \right) ds$$

$$+ \sqrt{\varepsilon} \rho \int_0^t \sigma \left( \frac{[m]T - 1}{m} T, \sqrt{\varepsilon} \hat{B} \left[ \frac{[m]T - 1}{m} T \right] \right) dW_s + \sqrt{\varepsilon} \rho \int_0^t \sigma \left( \frac{[m]T - 1}{m} T, \sqrt{\varepsilon} \hat{B} \left[ \frac{[m]T - 1}{m} T \right] \right) dB_s. \quad (6.37)$$

Using (6.29) and (6.37), we see that in order to prove the equality in (6.36), it suffices to show that for every $0 < \tau \leq 1$,

$$\lim_{m \to \infty} \limsup_{\varepsilon \downarrow 0} \varepsilon \log \mathbb{P} \left( \sqrt{\varepsilon} \sup_{t \in [0, T]} \left| \int_0^t \sigma_{s}^{\varepsilon, m} dB_s \right| > \tau \right) = -\infty, \quad (6.38)$$

$$\lim_{m \to \infty} \limsup_{\varepsilon \downarrow 0} \varepsilon \log \mathbb{P} \left( \sqrt{\varepsilon} \sup_{t \in [0, T]} \left| \int_0^t \sigma_{s}^{\varepsilon, m} dW_s \right| > \tau \right) = -\infty, \quad (6.39)$$

and

$$\lim_{m \to \infty} \limsup_{\varepsilon \downarrow 0} \varepsilon \log \mathbb{P} \left( \sup_{t \in [0, T]} \left| \int_0^t b_{s}^{\varepsilon, m} ds \right| > \tau \right) = -\infty, \quad (6.40)$$

where

$$\sigma_{s}^{\varepsilon, m} = \sigma (s, \sqrt{\varepsilon} \hat{B}_s) - \sigma \left( \frac{[m]T - 1}{m} T, \sqrt{\varepsilon} \hat{B} \left[ \frac{[m]T - 1}{m} T \right] \right), \quad 0 \leq s \leq T, \quad m \geq 2.$$
and
\[ b^{\varepsilon,m}_s = b\left(s, \sqrt{\varepsilon} \hat{B}_s\right) - b\left(\frac{\lfloor msT^{-1}\rfloor T}{m}, \sqrt{\varepsilon} \hat{B}_{\lfloor msT^{-1}\rfloor T/m}\right), \quad 0 \leq s \leq T, \quad m \geq 2. \]

The formula in (6.38) was obtained in [27], formula (53), for \( T = 1 \) and the volatility function of one variable, for which the modulus of continuity \( \eta \) in Assumption \( A \) is a power function. Lemma 23 in [27] was used in the proof of formula (53). However, this lemma also holds in the case of a general modulus of continuity satisfying Assumption \( A \). This was established in Corollary 6.22 in the present paper. The proof of formula (53) in [27] is rather complicated, but it is not very difficult to adapt it to our setting thus establishing the equalities in (6.38) and (6.39). We will sketch below how this adaptation can be performed, and leave filling in the details as an exercise for the interested reader. First, we will prove the equality in (6.40), using the same techniques as in the proof of (53) in [27], and by taking into account Corollary 6.22 in the present paper instead of Lemma 23 in [27]. The proof of (6.40) is simpler than that of (6.38) and (6.39), since no estimates of stochastic integrals are needed in it. We include the proof of (6.40) below to illustrate the main ideas used in the proof of (6.38) and (6.39).

Recall that the class \( MC \) was defined in Remark 2.6. The next simple statement will be used in the proof of (6.40).

**Lemma 6.26.** For every \( \mu \in MC \) and \( N \in MC \), there exists a positive strictly decreasing continuous function \( q(r) \), \( 0 < r < r_0 \), such that the following conditions hold: \( \lim_{r \to 0} q(r) = \infty \) and \( \lim_{r \to 0} N(q(r)) \mu(r) = 0 \).

**Proof.** Define a function by \( q(r) = N^{-1}\left(\mu(r)^{-\frac{1}{2}}\right) \), \( 0 < r < r_0 \). It is easy to see that the function \( q \) satisfies the conditions in Lemma 6.26.

We will next return to the proof of (6.40). Recall that we assumed that \( \omega \) and \( L \) are functions from the class \( MC \) (see Remark 2.6).

Let \( q \) be the function obtained by applying Lemma 6.26 to the moduli of continuity \( \mu(r) = \sqrt{\omega(2r)} \) and \( N(r) = L(2r) \). Hence, \( q \) is a positive strictly decreasing continuous function on \((0, r_0)\) such that \( \lim_{r \to 0} q(r) = \infty \) and
\[ \lim_{r \to 0} L(2q(r)) \sqrt{\omega(2r)} = 0. \] (6.41)

For every \( m \geq 2, 0 < \varepsilon < 1 \), and \( 0 < r < r_0 \), define a random variable by
\[ \xi^{\varepsilon,m,r}(w) = \inf_{s \in [0,T]} \left\{ \sqrt{\varepsilon} \left[ \frac{r}{q(r)} |\hat{B}_s(w)| + |\hat{B}_s(w) - \hat{B}_{\lfloor msT^{-1}\rfloor T/m}(w)| \right] > r \right\}. \] (6.42)

If for some \( w \in \Omega \), the set appearing on the right-hand side of (6.42) is empty, we put \( \xi^{\varepsilon,m,r}(w) = T \). It is not hard to see that \( \xi^{\varepsilon,m,r} \) is an \( \mathcal{F}_t^B \)-stopping time. Here we use the fact that the filtration \( \mathcal{F}_t^B \) is right-continuous and the process \( \hat{B} \) is continuous. We also have
\[ \sqrt{\varepsilon} \max \left| \hat{B}_s \right|, \left| \hat{B}_{\lfloor msT^{-1}\rfloor T/m} \right| \leq q(r) \quad \text{and} \quad \sqrt{\varepsilon} \left| \hat{B}_s - \hat{B}_{\lfloor msT^{-1}\rfloor T/m} \right| \leq r, \] (6.43)
for all \( s \leq \xi^{\varepsilon,m,r} \). Moreover, it follows from (6.43) and the \( \omega \)-continuity of the function \( \sigma \) that
\[ |\sigma_s^{\varepsilon,m}| \leq L(T + q(r)) \omega \left( \frac{T}{m} + r \right), \] (6.44)
if $s \leq \xi^{\epsilon,m,r}$. It is clear that for any $r < r_0$, there exists a positive integer $m_r$ such that

$$|\omega_s^{\epsilon,m}| \leq L(2q(r)) \omega(2r), \quad m > m_r. \quad (6.45)$$

It is also clear from (6.41)

$$\lim_{r \to 0} L(2q(r)) \omega(2r) = 0. \quad (6.46)$$

Moreover, for every $r > 0$,

$$P \left( \sup_{t \in [0,T]} \left| \int_0^t b_s^{\epsilon,m} ds \right| > \tau \right) \leq P \left( \sup_{t \in [0,\xi^{\epsilon,m,r}]} \left| \int_0^t b_s^{\epsilon,m} ds \right| > \tau \right) + P(\xi^{\epsilon,m,r} < T). \quad (6.47)$$

It follows from (6.43) and the $\omega$-continuity condition for $b$ that

$$P \left( \sup_{t \in [0,\xi^{\epsilon,m,r}]} \left| \int_0^t b_s^{\epsilon,m} ds \right| > \tau \right)
\leq P \left( TL(T + q(r)) \sup_{t \in [0,\xi^{\epsilon,m,r}]} \omega \left( \frac{T}{m} + \sqrt{\epsilon |\hat{B}_t - \hat{B}_{[mT-1]T}|} \right) > \tau \right)
\leq P \left( TL(T + q(r)) \sup_{t \in [0,\xi^{\epsilon,m,r}]} \omega \left( \frac{T}{m} + \sqrt{\epsilon \sup_{t \in [0,T]} |\hat{B}_t - \hat{B}_{[mT-1]T}|} \right) > \tau \right)
\leq P \left( \sqrt{\epsilon} \sup_{t \in [0,T]} |\hat{B}_t - \hat{B}_{[mT-1]T}| > \omega^{-1} \left( \tau^2 T^{-2} L(T + q(r))^{-2} \omega \left( \frac{T}{m} + r \right)^{-1} \right) - \frac{T}{m} \right).$$

Since (6.41) holds, we can find $r_0 > 0$ such that for all $0 < r < r_0$ and $m \geq 1$,

$$\omega^{-1} \left( \tau^2 T^{-2} L(T + q(r))^{-2} \omega \left( \frac{T}{m} + r \right)^{-1} \right) - \frac{T}{m} > y_0,$$

where $y_0$ is a number appearing in Corollary 6.22. Fix $r$ with $0 < r < r_0$. Then there exists a positive integer $m_r$ such that for all $m \geq m_r$,

$$\omega^{-1} \left( \tau^2 T^{-2} L(T + q(r))^{-2} \omega \left( \frac{T}{m} + r \right)^{-1} \right) - \frac{T}{m} \geq \omega^{-1} \left( \tau^2 T^{-2} L(T + q(r))^{-2} \omega \left( \frac{T}{m} + r \right)^{-1} \right) - \frac{T}{m} > y_0$$

Next, using (6.27) in Corollary 6.22, we see that for every $0 < r < r_0$,

$$\lim_{m \to \infty} \lim_{\epsilon \to 0} \sup_{t \in [0,\xi^{\epsilon,m,r}]} \epsilon \log P \left( \sup_{t \in [0,\xi^{\epsilon,m,r}]} \left| \int_0^t b_s^{\epsilon,m} ds \right| > \tau \right) = -\infty. \quad (6.48)$$

We will next estimate the second term on the right-hand side of (6.47). It is not hard to see that the following inequality holds:

$$P(\xi^{\epsilon,m,r} < T)
\leq P \left( \sqrt{\epsilon} \sup_{t \in [0,T]} |\hat{B}_t| > \frac{q(r)}{2} \right) + P \left( \sqrt{\epsilon} \sup_{t \in [0,T]} |\hat{B}_t - \hat{B}_{[mT-1]T}| > \frac{r}{2} \right). \quad (6.49)$$
Using the exponential estimate for the distribution function of the supremum of a Gaussian process (see the reference in the proof of (36) in [27]), we get

\[ \Pr\left( \sqrt{\varepsilon} \sup_{t \in [0,T]} |\hat{B}_t| > \frac{q(r)}{2} \right) \leq \exp\left\{ -C_1 \frac{q(r)^2}{\varepsilon} \right\}, \quad r < r_1, \varepsilon < \varepsilon_0, \]

for some constant \( C_1 > 0 \). Therefore, since \( q(r) \to \infty \) as \( r \to 0 \),

\[ \limsup_{r \to 0} \limsup_{\varepsilon \to 0} \varepsilon \log \Pr\left( \sqrt{\varepsilon} \sup_{t \in [0,T]} |\hat{B}_t| > \frac{q(r)}{2} \right) = -\infty. \]  

(6.50)

In addition, using Corollary 6.22, we see that for all \( r > 0 \),

\[ \limsup_{m \to \infty} \limsup_{\varepsilon \to 0} \varepsilon \log \Pr\left( \sqrt{\varepsilon} \sup_{t \in [0,T]} |\hat{B}_s - \hat{B}_{\frac{msT-1}{m}}| > \frac{r}{2} \right) = -\infty. \]  

(6.51)

The following inequality holds for all \( a > 0 \) and \( b > 0 \),

\[ \log(a + b) \leq \max\{\log(2a), \log(2b)\}. \]  

(6.52)

Next, using (6.52), we can glue together the estimates in (6.50) and (6.51). This allows us to obtain from (6.49) that

\[ \limsup_{r \to 0} \limsup_{m \to \infty} \limsup_{\varepsilon \to 0} \varepsilon \log \Pr(\xi^{\varepsilon,m,r} < T) = -\infty. \]  

(6.53)

Finally, by taking into account (6.47), (6.48), (6.53), and (6.52), we establish (6.40).

We will next prove (6.38). The proof of (6.39) is similar, but simpler, than that of (6.38) since the processes \( \hat{B} \) and \( W \) are independent. Observe that

\[ \Pr\left( \sup_{t \in [0,T]} \left| \int_0^t \sigma_{s}^{\varepsilon,m} dB_s \right| > \tau \right) \leq \Pr\left( \sup_{t \in [0,T]} \left| \int_0^t \sigma_{s}^{\varepsilon,m} dB_s \right| > \tau \right) + \Pr(\xi^{\varepsilon,m,r} < T). \]  

(6.54)

We already know from the proof of (6.40) how to handle the second term on the right-hand side of (6.54). It remains to estimate the first term.

It will be shown next that the process \( N^{\varepsilon,m,r}(t) = \int_0^{t \wedge \xi^{\varepsilon,m,r}} \sigma_{s}^{\varepsilon,m} dB_s, \quad t \in [0,T], \) is an \( \mathcal{F}^B_t \)-martingale. Although the proof of the previous statement is standard, we decided to include it below for the sake of convenience. It is not hard to see that the process \( M(t) = \int_0^{t \wedge \xi^{\varepsilon,m,r}} \sigma_{s}^{\varepsilon,m} dB_s, \quad t \in [0,T], \) is a local martingale. Let \( \tau_n \to T \) be a localizing sequence of stopping times for the process \( M \). Since for every \( n \geq 1 \), the process \( M_n(t) = M(t \wedge \tau_n), \quad t \in [0,T], \) is a martingale, the process \( M_n^{(\varepsilon,m,r)}(t) = M(t \wedge \tau_n \wedge \xi^{\varepsilon,m,r}), \quad t \in [0,T], \) is also a martingale (see Corollary 3.6 in [47]). Hence for all \( 0 \leq s \leq t \leq T, \)

\[ \mathbb{E}[M_n^{(\varepsilon,m,r)}(t) | \mathcal{F}_s] = M_n^{(\varepsilon,m,r)}(s) \]  

(6.55)

\( \Pr \)-a.s. on \( \Omega \). Our next goal is to pass to the limit as \( n \to \infty \) in (6.55). The process \( M \) is a continuous process. Therefore for every \( u \in [0,T], \)

\[ \lim_{n \to \infty} M_n^{(\varepsilon,m,r)}(u) \to N^{\varepsilon,m,r}(u) \]  

(6.56)
\(\mathbb{P}\)-a.s. on \(\Omega\). To justify the possibility of passing to the limit under the conditional expectation sign on the left-hand side of (6.55), we use the inequality

\[ \mathbb{E}\left[ \sup_{n \geq 1} |M_{n}(\varepsilon, m, r)(t)| \right] < \infty, \quad t \in [0, T], \tag{6.57} \]

and the dominated convergence theorem. It remains to prove (6.57). It follows from Doob’s maximal inequality and (6.44) that for every \(n \geq 1\),

\[ \mathbb{E}\left[ \sup_{0 \leq u \leq T} M_{n}(\varepsilon, m, r)(u)^2 \right] \leq 4\mathbb{E}[M_{n}(\varepsilon, m, r)(T)^2] \leq 4 \int_{0}^{\xi_{\varepsilon, m, r}} (\sigma_{s}^{\varepsilon, m})^2 ds \]

\[ \leq 4TL(T + q(r))^2 \omega \left( \frac{T}{m} + r \right)^2. \]

It is not hard to show that \(n \mapsto \sup_{0 \leq u \leq T} M_{n}(\varepsilon, m, r)(u)^2\) is an increasing sequence of random variables. Moreover, \(\sup_{0 \leq u \leq T} N(\varepsilon, m, r)(u)^2 \leq \lim_{n \to \infty} \sup_{0 \leq u \leq T} M_{n}(\varepsilon, m, r)(u)^2\). It follows from the monotone convergence theorem that

\[ \mathbb{E}\left[ \sup_{0 \leq u \leq T} N(\varepsilon, m, r)(u)^2 \right] \leq 4TL(T + q(r))^2 \omega \left( \frac{T}{m} + r \right)^2 < \infty. \tag{6.58} \]

Since for all \(t \in [0, T]\), \(\sup_{n \geq 1} |M_{n}(\varepsilon, m, r)(t)| \leq \sup_{0 \leq u \leq T} |N(\varepsilon, m, r)(u)|\), and (6.58) holds, we get (6.57). Finally, we can show that the process \(N(\varepsilon, m, r)\) is a martingale, by using (6.55), (6.56), (6.57).

Let us continue the proof of (6.38). Reasoning as in the proof of formulas (61) and (62) in [27], and taking into account (6.45), we see that for every \(\lambda > 0\), the stochastic exponential

\[ \mathcal{E}_{t} = \exp \left\{ -\frac{1}{2} \lambda^2 \varepsilon \int_{0}^{t \wedge \xi_{\varepsilon, m, r}} (\sigma_{s}^{\varepsilon, m})^2 ds + \lambda \sqrt{\varepsilon} \int_{0}^{t \wedge \xi_{\varepsilon, m, r}} \sigma_{s}^{\varepsilon, m} dB_{s} \right\} \]

is a martingale. Moreover, for all \(\lambda > 0, r < r_{0}\), and \(m \geq m_{r}\), we have

\[ \mathbb{E}\left[ \exp \left\{ \lambda \sqrt{\varepsilon} \int_{0}^{t \wedge \xi_{\varepsilon, m, r}} \sigma_{s}^{\varepsilon, m} dB_{s} \right\} \right] \leq \exp \left\{ \frac{T}{2} \lambda^2 \varepsilon L(q(r))^2 \omega(r)^2 \right\} \]

(see the proof of formulas (61) and (62) in [27]). Hence the process

\[ t \mapsto \exp \left\{ \lambda \sqrt{\varepsilon} \int_{0}^{t \wedge \xi_{\varepsilon, m, r}} \sigma_{s}^{\varepsilon, m} dB_{s} \right\} = \exp \left\{ \lambda \sqrt{\varepsilon} \int_{0}^{t} 1_{s \leq \xi_{\varepsilon, m, r}} \sigma_{s}^{\varepsilon, m} dB_{s} \right\} \]

is a positive submartingale. Here we refer to Proposition 3.6 in Chapter 1 of [35]. Therefore, we can use the first submartingale inequality in [35] (see Theorem 3.8 in Chapter 1 of [35]). This gives

\[ \mathbb{P} \left( \sup_{t \in [0, T]} \exp \left\{ \lambda \sqrt{\varepsilon} \int_{0}^{t} 1_{s \leq \xi_{\varepsilon, m, r}} \sigma_{s}^{\varepsilon, m} dB_{s} \right\} \geq e^{\lambda T} \right) \]

\[ \leq \mathbb{E} \left[ \exp \left\{ \lambda \sqrt{\varepsilon} \int_{0}^{t \wedge \xi_{\varepsilon, m, r}} \sigma_{s}^{\varepsilon, m} dB_{s} - \lambda T \right\} \right] \leq \exp \left\{ \frac{T}{2} \lambda^2 \varepsilon L(q(r))^2 \omega(r)^2 - \lambda T \right\}. \]
and it follows that
\[
\mathbb{P}\left( \sup_{t \in [0, \xi^e, m, r]} \sqrt{\varepsilon} \int_0^t \sigma_s^{e, m} dB_s \geq \tau \right) \leq \exp\left\{ \frac{T}{2} \lambda^2 \varepsilon L(q(r))^2 \omega(r)^2 - \lambda \tau \right\}.
\]
Similarly, we prove that
\[
\mathbb{P}\left( \sup_{t \in [0, \xi^e, m, r]} \sqrt{\varepsilon} \int_0^t \sigma_s^{e, m} dB_s \geq \tau \right) \leq \exp\left\{ \frac{T}{2} \lambda^2 \varepsilon L(q(r))^2 \omega(r)^2 - \lambda \tau \right\},
\]
and hence
\[
\mathbb{P}\left( \sup_{t \in [0, \xi^e, m, r]} \sqrt{\varepsilon} \int_0^t \sigma_s^{e, m} dB_s \geq \tau \right) \leq 2 \exp\left\{ \frac{T}{2} \lambda^2 \varepsilon L(q(r))^2 \omega(r)^2 - \lambda \tau \right\}.
\]
Next, using the previous inequality and (6.46), we obtain
\[
\lim \sup_{r \to 0} \lim \sup_{m \to \infty} \lim \sup_{\varepsilon \to 0} \varepsilon \log \mathbb{P}\left( \sup_{t \in [0, \xi^e, m, r]} \sqrt{\varepsilon} \int_0^t \sigma_s^{e, m} dB_s \geq \tau \right) = -\infty. \tag{6.59}
\]
Finally, we can finish the proof of (6.38) using (6.54) and (6.59) and reasoning as in the second half of the proof of (6.40).

The proof of Lemma 6.25 is thus completed.

We will next return to the proof of Theorem 4.2. By taking into account Theorem 6.20, Lemmas 6.23 and 6.25, and applying the extended contraction principle (see Theorem 4.2.23 in [14]), we show that the process \( \varepsilon \mapsto \hat{X}(\varepsilon) \) satisfies the large deviation principle with speed \( \varepsilon^{-1} \) and good rate function \( \hat{Q}_T \) (see the definition in (4.2)).

This completes the proof of Theorem 4.2.

7. ACKNOWLEDGMENTS

I thank Frederi Viens for valuable suggestions. I also gratefully acknowledge the detailed comments of the anonymous referees.

REFERENCES

[1] P. Baldi, G. Ben Arous, G. Kerkyacharian. Large deviations and the Strassen theorem in Hölder norm. Stochastic Processes and their Applications, 42 (1992), 171-180.
[2] P. Baldi and L. Caramellino. General Freidlin-Wentzell large deviations and positive diffusions. Statistics and Probability Letters, 81 (2011), 1218-1229.
[3] C. A. Ball and A. Roma. Stochastic Volatility Option Pricing. Journal of Financial and Quantitative Analysis, 29 (1994), 589-607.
[4] C. Bayer, P. K. Friz, J. Gatheral. Pricing under rough volatility. Quant. Finance, 16 (2016), 887-904.
[5] C. Bayer, P. K. Friz, A. Gulisashvili, B. Horwath, B. Stemper. Short-time near-the-money skew in rough fractional volatility models. Quantitative Finance, 19 (2019), 779-798.
[6] C. Bayer, E. J. Hall, R. Tempone. Weak error rates for option pricing under the rough Bergomi model. Submitted for publication, available on arXiv:2009.01219v1, 2020.
[7] C. Bender and P. Parczewski. Approximating a geometric fractional Brownian motion and related processes via discrete Wick calculus. Bernoulli, 16 (2010), 389-417.
[8] F. Biagini, Y. Hu, B. Øksendal, T. Zhang. Stochastic Calculus for Fractional Brownian Motion and Applications, Springer-Verlag London Limited, 2008.
[9] W. Bryc. The Normal Distribution: Characterizations with Applications, Springer-Verlag, 1995.
[10] M. Cellupica and B. Pacchiarotti. Pathwise asymptotics for Volterra type stochastic volatility models. *J. Theor. Probab.* (2020), https://doi.org/10.1007/s10959-020-00992-4.

[11] G. Conforti, S. De Marco, and J.-D. Deuschel. On small-noise equations with degenerate limiting system arising from volatility models. In: *Large Deviations and Asymptotic Methods in Finance*. P. K. Friz, J. Gatheral, A. Gulisashvili, A. Jacquier, J. Teichmann (Editors), Springer International Publishing Switzerland, 2015, 473-505.

[12] E. Csáki and M. Csörgő. Inequalities for increments of stochastic processes and moduli of continuity. *The Annals of Probability*, 20 (1992), 1031-1052.

[13] L. Decreusefond and A. S. Üstünel. Stochastic analysis of the fractional Brownian motion, *Potent. Anal.* 10 (1999), 177-214.

[14] A. Dembo and O. Zeitouni. *Large Deviations Techniques and Applications*, Springer Science & Business Media, 2009.

[15] J.-D. Deuschel and D. W. Stroock. *Large Deviations*, Academic Press, Inc., 1989.

[16] R. M. Dudley. The sizes of compact subsets of Hilbert space and continuity of Gaussian processes. *J. Functional Analysis*, 1 (1967), 290-330.

[17] X. Fernique. Continuité des processus Gaussiens. *C. R. Acad. Sci. Paris*, 258 (1964), 6058-6060.

[18] G. B. Folland. *Real Analysis: Modern Techniques and Their Applications*, Second Edition, John Wiley & Sons, Inc., 1999.

[19] M. Forde and H. Zhang. Asymptotics for rough stochastic volatility models. *SIAM Journal on Financial Mathematics*, 8 (2017), 114-145.

[20] M. I. Freidlin and A. D. Wentzell. *Random Perturbations of Dynamical Systems*. Springer-Verlag NewYork, 1998.

[21] P. K. Friz, J. Gatheral, A. Gulisashvili, A. Jacquier, J. Teichmann (Editors). *Large Deviations and Asymptotic Methods in Finance*, Springer International Publishing Switzerland, 2015.

[22] J. Garnier and K. Sølna. Correction to Black-Scholes formula due to fractional stochastic volatility. *SIAM J. Financial Math.*, 8 (2017), 560-588.

[23] J. Garnier and K. Sølna. Option pricing under fast varying long-memory stochastic volatility. To be published in *Mathematical Finance*, available on arXiv:1604.00105, 2017.

[24] S. Gerhold, C. Gerstenecker, and A. Gulisashvili. Large deviation principle for Volterra type fractional stochastic volatility models. *SIAM J. Financial Math.*, 9 (2018), 1102-1136.

[25] A. Gulisashvili. Gaussian stochastic volatility models: Scaling regimes, large deviations, and moment explosions. *Stochastic Processes and Their Applications*, 130 (2020), 3648-3686.

[26] A. Gulisashvili. Large deviation principles for stochastic volatility models with reflection and three faces of the Stein and Stein model. Submitted for publication; available on arXiv:2006.15431, 2020.

[27] A. Gulisashvili. Large deviation principle for Volterra type fractional stochastic volatility models. *SIAM J. Financial Math.*, 9 (2018), 1102-1136.

[28] A. Gulisashvili. Gaussian stochastic volatility models: Scaling regimes, large deviations, and moment explosions. *Stochastic Processes and Their Applications*, 130 (2020), 3648-3686.

[29] A. Gulisashvili. Large deviation principles for stochastic volatility models with reflection and three faces of the Stein and Stein model. Submitted for publication; available on arXiv:2006.15431, 2020.

[30] A. Gulisashvili, F. Viens, and X. Zhang. Small-time asymptotics for Gaussian self-similar stochastic volatility models. *Appl. Math. Optim.* (2018), https://doi.org/10.1007/s00245-018-9497-6, 41 p.

[31] A. Gulisashvili, F. Viens, and X. Zhang. Extreme-strike asymptotics for general Gaussian stochastic volatility models. *Annals of Finance* 15 (2019), 59-101; available on arXiv:1502.05442v3, 2017.

[32] B. Horvath, A. Jacquier, and C. Lacombe. Asymptotic behaviour of randomised fractional volatility models. *Journal of Applied Probability*, 56 (2019), 496-523.

[33] A. Jacquier, C. Martini, A. Muguruza. On VIX futures in the rough Bergomi model. *Quantitative Finance*, 18 (2017), 1-17.

[34] A. Jacquier, M. S. Pakkanen, H. Stone. Pathwise large deviations for the rough Bergomi model. *Journal of Applied Probability*, 55 (2018), 1078-1092.

[35] I. Karatzas and S. E. Shreve. *Brownian Motion and Stochastic Calculus*, Second Edition, Springer-Verlag, 1991.

[36] A. N. Kolmogorov. Wienersche Spiralen und einige andere interessante Kurven im Hilbertschen Raum. *Doklady Acad. USSR*, 26 (1940), 115-118.
[37] H.-H. Kuo. Gaussian Measures in Banach Spaces, Lect. Notes in Math. 463, Springer-Verlag Berlin Heidelberg New York, 1975.

[38] S. C. Lim and V. M. Sithi. Asymptotic properties of the fractional Brownian motion of Riemann-Liouville type. Physics Letters A, 206 (1995), 311-317.

[39] A. Lipton and A. Sepp. Stochastic volatility models and Kelvin waves. Journal of Physics A: Mathematical and Theoretical, 41 (2008), 344012.

[40] B. Mandelbrot and J. W. van Ness. Fractional Brownian motions, fractional noises and applications. SIAM Review, 10 (1968), 422-437.

[41] M. B. Marcus and J. Rosen. Markov Processes, Gaussian Processes, and Local Times, Cambridge University Press, 2006.

[42] M. B. Marcus and L. A. Shepp. Sample behavior of Gaussian processes. Proc. Sixth Berkeley Symp. on Math. Statist. and Prob., 2 (Univ. of Calif. Press, 1972), 423-441.

[43] O. Mocioalca and F. Viens. Skorohod integration and stochastic calculus beyond the fractional Brownian scale. J. Funct. Anal., 222 (2005), 385-434.

[44] G. M. Molnár and Yu. I. Golosov. Gaussian stationary processes with asymptotic power spectrum, Soviet Math. Dokl., 10 (1969), 133–137.

[45] H. Pham. Large deviations in mathematical finance. Third SMAI European Summer School in Financial Mathematics, Paris, 23-27 August, 2010. Available on https://www.lpsm.paris/pageperso/pham/GD-finance.pdf, January 5, 2010.

[46] J. Picard. Representation formulae for the fractional Brownian motion. Séminaire de Probabilités, Springer-Verlag, XLIII (2011), 3-70.

[47] D. Revuz and M. Yor. Continuous Martingales and Brownian Motion. Springer-Verlag Berlin Heidelberg, 1999.

[48] S. Robertson. Sample path large deviations and optimal importance sampling for stochastic volatility models. Stochastic Processes and Their Applications, 120 (2010), 66-83.

[49] W. Rudin. Functional Analysis, Second Edition, McGraw-Hill, Inc., 1991.

[50] R. Shøibel and J. Zhu. Stochastic volatility with an Ornstein-Uhlenbeck process: an extension. European Finance Review, 3 (1999), 23-46.

[51] E. M. Stein and R. Shakarchi. Real Analysis: Measure Theory, Integration, & Hilbert Spaces, Princeton University Press, Princeton and Oxford, 2005.

[52] E. M. Stein and J. C. Stein. Stock price distributions with stochastic volatility: An analytic approach. The Review of Financial Studies, 4 (1991), 727-752.

[53] D. W. Stroock. Probability Theory: An Analytic View, Cambridge University Press, 2010.

[54] A. Takahashi. Asymptotic expansion approach in finance. In: Large Deviations and Asymptotic Methods in Finance. P. K. Friz, J. Gatheral, A. Gulisashvili, A. Jacquier, J. Teichmann (Editors), Springer International Publishing Switzerland, 2015, 345-412.

[55] N. N. Vakhania, V. I. Tarieladze, S. A. Chobanian. Probability Distributions on Banach Spaces, D. Reidel Publishing Company, 1987.

[56] S. R. S. Varadhan. Diffusion processes in a small time interval. Comm. Pure Appl. Math., XX (1967), 659-685.

[57] S. R. S. Varadhan. Large Deviations and Applications, Society for Industrial and Applied Mathematics, 1984.

[58] A. D. Ventsel’ and M. I. Freidlin. On small random perturbations of dynamical systems. Russian Math. Surveys, 25 (1970), 1-56.

[59] A. D. Ventsel’ and M. I. Freidlin. Some problems concerning stability under small random perturbations. Theory Prob. Appl., 17 (1972), 269-283.

[60] M. Veraar, The stochastic Fubini theorem revisited. Stochastics, 84 (2012), 543-551.

[61] A. Weron. On weak second order and Gaussian random elements. Lect. Notes in Math., Vol 526, Springer-Verlag Berlin, 1976, 263-272.

[62] Q. Zhu, G. Loeper, W. Chen, N. Langrené. Markovian approximation of the rough Bergomi model for Monte Carlo option pricing. Submitted for publication, available on arXiv:2007.02113v1, 2020.

[63] X. Zhang. Euler schemes and large deviations for stochastic Volterra equations with singular kernels. Journal of Diff. Equations, 244 (2008), 2226-2250.