Pseudo-Goldstone gaps and order-by-quantum-disorder in frustrated magnets
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In systems with competing interactions, continuous degeneracies can appear which are accidental, in that they are not related to any symmetry of the Hamiltonian. Accordingly, the pseudo-Goldstone modes associated with these degeneracies are also unprotected. Indeed, through a process known as “order-by-quantum-disorder”, quantum zero-point fluctuations can lift the degeneracy and induce a gap for these modes. We show that this gap can be exactly computed at leading order in $1/S$ in spin-wave theory from the mean curvature of the classical and quantum zero-point energies – without the need to consider any spin-wave interactions. We confirm this equivalence through direct calculations of the spin-wave spectrum to $O(1/S^2)$ in a wide variety of theoretically and experimentally relevant quantum spin models. We prove this equivalence through the use of an exact sum rule that provides the required mixing of different orders of $1/S$. Finally, we discuss some implications for several leading order-by-quantum-disorder candidate materials, clarifying the expected pseudo-Goldstone gap sizes in Er$_2$Ti$_2$O$_7$ and Ca$_3$Fe$_2$Ge$_6$O$_{12}$.

Goldstone’s theorem [1] connects the spontaneous breaking of a continuous symmetry to the presence of gapless excitations – a foundational result with applications in almost every branch of physics. Alternatively, gapless excitations can be generated by accidental degeneracies which are not symmetry enforced [2]. Just as continuous symmetries implicate the presence of gapless Goldstone modes, accidental degeneracies imply the presence of pseudo-Goldstone modes that are nearly gapless when (inevitably) these degeneracies are weakly lifted. These modes have been invoked to explain the appearance of unexpectedly low-lying excitations many contexts, ranging from from quantum chromodynamics [3] to high-temperature superconductors [4, 5] and quantum magnets [6–8]; perhaps the most well known example is the mass of the pion, which arises due to explicitly broken chiral symmetry [9, 10].

In lieu of explicit symmetry breaking, accidental degeneracies can also be lifted by fluctuations. Broadly referred to as “order-by-disorder” [6–8], this phenomenon has proven useful in understanding a wide variety of ordering phenomena in frustrated spin systems [7, 11–14], where accidental degeneracies are natural. In these systems, one of the most common, and least avoidable, types of fluctuation induced ordering is “order-by-quantum-disorder” [7, 8], where an accidentally degenerate manifold in the classical limit, $S \to \infty$, is lifted by quantum corrections at $O(1/S)$. Within non-interacting spin-wave theory [15], these contributions can be viewed as the zero-point energy of the harmonic spin-waves selecting some subset of the classically degenerate manifold [7, 8].

Due to this order-by-quantum-disorder, the pseudo-Goldstone modes associated with this accidental degeneracy must acquire a gap. Since in non-interacting spin-wave theory these modes are gapless, to obtain a finite gap one must include the effects of spin-wave interactions. While conceptually simple, such calculations have only been carried out for a few limited cases, mostly for simple isotropic Heisenberg-like models [8, 14, 16–19]. In more complex models with strong exchange anisotropy, such as in the rare-earth pyrochlores [20] or in Kitaev magnets [21, 22], these calculations can be complicated by the presence of three-magnon interactions that can lead to spontaneous magnon decay [23], even for collinear magnetic ground states.

In this paper, we offer a significant simplification, showing that the curvatures of classical and quantum zero-point energy densities computed at $O(1/S)$, are already sufficient to determine the pseudo-Goldstone gap exactly at $O(1/S^2)$. Explicitly, if the classically degenerate manifold is parameterized by $\phi$ with conjugate direction $\theta$ (see Fig. 1), the pseudo-Goldstone gap, $\Delta$, is given by

$$\Delta = \frac{1}{S} \sqrt{\frac{\partial^2 \epsilon}{\partial \phi^2}_0 \left( \frac{\partial^2 \epsilon}{\partial \phi^2}_0 - \frac{\partial^2 \epsilon}{\partial \theta \partial \phi}_0 \right)^2},$$

where the semi-classical energy density, $\epsilon(\phi, \theta)$, of the classical ground state at $(\phi, \theta)$ includes the classical $[O(S^2)]$ and quantum zero-point $[O(S)]$ contributions. This equivalence is far from evident in perturbation theory, as it involves mixing of different orders in $1/S$. This formula eliminates much of the burden of computing the pseudo-Goldstone gap, requiring only quantities from standard non-interacting spin-wave theory – without the consideration of spin-wave interactions – a computation considerably more straightforward to undertake in practice.

In light of this, we revisit a variety of models that exhibit order-by-quantum-disorder, including square and cubic
We then outline the key aspects of the proof of this equivalence, relegating the fine, technical details to the Supplemental Material (SM) [39]. Finally, we discuss some further applications of these results to the leading order-by-quantum-disorder candidates Er₇Ti₂O₁₂ and Ca₃Fe₂Ge₃O₁₁.

Spin-wave theory: We first review the physics of pseudo-Goldstone modes as they appear in linear spin-wave theory. As for the usual Goldstone modes, these can be classified into two types [37, 38], which we denote as I and II, which correspond to having non-conserved and conserved order parameters, respectively. For a type I pseudo-Goldstone mode the linear spin-wave dispersion vanishes linearly \( \sim |k| \), while for the type II case it vanishes quadratically \( \sim |k|^2 \), as illustrated in Fig. 2.

More explicitly, we can define the linear spin-wave Hamiltonian [15]

\[
S \sum_{k} \sum_{\alpha \beta} \left[ A_{k}^{\alpha \beta} a_{k \alpha}^\dagger a_{k \beta} + \frac{1}{2} \left( B_{k}^{\alpha \beta} a_{k \alpha}^\dagger a_{k \beta}^\dagger + h.c. \right) \right],
\]

where \( a_{k \alpha} \) is the (Fourier-transformed) Holstein-Primakoff boson with wave-vector \( k \) on sublattice \( \sigma \) of the (magnetic) unit cell. The matrices \( A_k \) and \( B_k \) depend on the classical ordering pattern and the exchange model; see SM [39] for details. The linear spin-wave spectrum is determined by the eigenvalues of the Bogoliubov dispersion matrix [40]

\[
\sigma^3 M_k \equiv \begin{pmatrix} A_k & B_k \\ B_k & -A_k^\dagger \end{pmatrix},
\]

where \( \sigma^3 = \text{diag}(+1, -1) \) is a block Pauli matrix. A pseudo-Goldstone mode appears as a zero in the linear spin-wave spectrum. Without loss of generality, we assume that this zero mode lies at the zone center, with \( M_0 \) being positive semi-definite, and \( M_k \) positive definite elsewhere (this is always possible for commensurate magnetic orders).

When spin-wave interactions are included, the excitation energies are indicated by the poles of the (retarded) magnon Green’s function

\[
G^R(k, \omega) = \left[ (\omega + i0^+) \sigma^3 - S M_k - \Sigma^R(k, \omega) \right]^{-1},
\]

where \( \Sigma^R(k, \omega) \) is the (retarded) self-energy. We use a formalism where the free magnon Green’s function is defined as a matrix that includes both the sublattice indices and the normal and anomalous contributions [40]. The effects of spin-wave interactions encoded in the self-energy can be computed perturbatively [41] in the limit \( 1/S \to 0 \) [42, 43]. Given the permutation symmetries of the three- and four-magnon vertices it is further helpful to use Hugenholtz diagrams [41] that account for these redundancies automatically.

At leading order, there are three classes of diagram for \( \Sigma^R(k, \omega) \), as illustrated in Fig. 3 [44]. One involves a single four-magnon interaction, with the remaining two diagrams involving two three-magnon interactions [23]. The first two

![FIG. 2. Schematic form of the spectrum of (a) type I and (b) type II pseudo-Goldstone modes. The type I modes have a linear spectrum \( \propto |k| \) at \( O(S^0) \), before the inclusion of spin-wave interactions, while the type II modes initially have a quadratic spectrum \( \propto |k|^2 \). For the type I case the interaction induced gap \( \Delta \) scales as \( S^{1/2} \), while for the type II case it scales as \( S^0 \). Heisenberg-compass models [16], Heisenberg-Kitaev-Γ models [24, 25] on the honeycomb lattice and \( J_1-J_2 \) models on the square and triangular lattices [7, 13, 14, 26]. For each model, we compute the gap both explicitly in interacting spin-wave theory – often for the first time – and then again using the curvature formula [Eq. (1)], confirming that they are indeed identical.

Finally, we consider applications; while order-by-quantum-disorder has a long theoretical history [6–8, 16, 27], there are only a handful of serious potential experimental candidates [8, 17, 28–31]. Two of the best material examples are the cubic Heisenberg anti-ferromagnet \( \text{Ca}_3\text{Fe}_2\text{Ge}_3\text{O}_{12} \) [8, 28], and the pyrochlore XY anti-ferromagnet \( \text{Er}_7\text{Ti}_2\text{O}_{12} \) [30–32], where the leading energetic effects [33] are naively [34–36] expected to be small [30]. In this context, the pseudo-Goldstone gap provides a quantitative benchmark which may be used to distinguish order-by-quantum disorder from more conventional energetic selection. Given knowledge of the models for these materials [28, 30], our result provides a straightforward way to estimate the pseudo-Goldstone gap observed experimentally, cleanly demonstrating the utility of these results.

The paper is organized as follows, first we present a general formalism for the gapping of pseudo-Goldstone modes in interacting spin-wave theory. Two cases are identified, type I and type II pseudo-Goldstone modes analogous to those associated with exact continuous symmetries [37, 38]. Next, we motivate the curvature formula [Eq. (1)] for the pseudo-Goldstone gap and, by direct calculations of the spin-wave spectrum at \( O(1/S^2) \), show that it holds exactly in a number of theoretically and experimentally relevant models, as summarized in Table I. We then outline the key aspects of the proof of this equivalence, relegating the fine, technical details to the Supplemental Material (SM) [39]. Finally, we discuss some further applications of these results to the leading order-by-quantum-disorder candidates \( \text{Er}_7\text{Ti}_2\text{O}_{12} \) and \( \text{Ca}_3\text{Fe}_2\text{Ge}_3\text{O}_{12} \).
diagrams, the “droplet” and “tadpole”, are static and thus effectively renormalize $M_k$. The final “bubble” diagram is dynamic and has non-trivial frequency dependence; when present this can lead to spontaneous decay of the one-magnon excitations into the two-magnon continuum [23].

The determination of the poles of the magnon Green’s function then proceeds perturbatively in the self-energy, with respect to $M_k$. For the type I case, one finds the relevant low-energy subspace of $\sigma_i M_0$ is similar to a defective Jordan block [40]. The pseudo-Goldstone gap, $\Delta$, is then given at leading order by

$$
\Delta = S^{1/2} \sqrt{2\Re \left[ V_0^2 \Sigma^2(0,0) \sigma_i M_0 V_0 \right] + O(S^{-1/2})},
$$

where $V_0$ characterizes part of the zero mode subspace [39]. For the type II case, there are two linearly independent eigenvectors of $\sigma_i M_0$ with eigenvalue zero, $V_0$ and $W_0$. The pseudo-Goldstone gap is then given by

$$
\Delta = \sqrt{\left(V_0^2 \Sigma^2(0,0)V_0\right)^2 - \left|V_0^4 \Sigma^2(0,0)W_0\right|^2 + O(S^{-1})},
$$

at leading order. A detailed derivation for both cases is provided in the SM [39].

The two types of pseudo-Goldstone modes follow distinct scalings with the spin length, for a type I pseudo-Goldstone mode the gap scales as $\Delta \sim O(S^{1/2})$, while for a type II pseudo-Goldstone mode it scales as $\Delta \sim O(S^0)$. Away from the zone center, the spectrum takes the low-energy form $\sim \sqrt{\epsilon^2 |k|^2 + \Delta^2}$ for type I modes, while for type II modes it takes the form $\sim \epsilon^2 |k|^2 + \Delta$, as shown schematically in Fig. 2.

**Curvature formula and semi-classical dynamics:** We now motivate the curvature formula for the pseudo-Goldstone gap, $\Delta$ [Eqs. (1)], through a heuristic semi-classical argument. We first need to understand the classical dynamics of the soft mode. In this regard, it is useful to construct a local (right-handed) frame $(\hat{x}_a, \hat{y}_a, \hat{z}_a)$ where $\hat{z}_a$ is the ordering direction, $\hat{x}_a$ is the soft-mode direction and $\hat{y}_a = \hat{z}_a \times \hat{x}_a$ [49]. If we parametrize the soft mode by an angle $\theta$, and the (locally) orthogonal directions by an angle $\phi$, we can define the transverse part of the classical spin as

$$
S^\perp_a = S (\phi \hat{x}_a + \theta \hat{y}_a),
$$

where the full spin configuration is given by the normalized vector

$$
S_a \approx S \left(1 - \frac{|S_a|^2}{S^2}\right)^{1/2} \hat{z}_a + S^\perp_a,
$$

to quadratic order in $\theta$ and $\phi$. For simplicity, we have assumed here that the soft mode is uniform, with the relative weight of the rotations not varying between sublattices – this assumption is not essential, and can be lifted [39], but holds for all the examples we consider below.

In terms of the spins, these low-energy degrees of freedom can be written as

$$
\phi = \sum \hat{x}_a \cdot S_{ia}, \quad \theta = \sum \hat{y}_a \cdot S_{ia},
$$

we see that these variables have the Poisson bracket $\{\phi, \theta\} = NS$ and thus essentially behave like a position and its canonically conjugate momentum. For the type I case, $\phi$ is classically soft, with no restoring force, while is $\theta$ is not, while for the type II case both are classically soft.

If we treat these collective coordinates as classical dynamical variables, then quantum fluctuations can be included in an ad-hoc way by using the semi-classical spin-wave energy density $\epsilon(\theta, \phi)$ as an effective potential; explicitly, we define

$$
\epsilon(\phi, \theta) \equiv \frac{1}{2N} \sum_{k\alpha} \epsilon_{k\alpha}(\phi, \theta),
$$

where $\epsilon_{k\alpha}(\phi, \theta)$ are the spin-wave energies found expanding about a classical ground state with finite $\phi, \theta$. For the type II case, this zero-point energy is well-defined for arbitrary $\phi$ and $\theta$, with the classical energy independent of both variables, while for the type I case, the zero-point energy is ill-defined for $\theta \neq 0$, and thus we fix $\theta = 0$. The curvatures of the total semi-classical energy are then defined via

$$
E(\phi, \theta) = \frac{N}{2} \left[ \left(\frac{\partial^2 \epsilon}{\partial \phi^2}\right)_0 \phi^2 + \left(\frac{\partial^2 \epsilon}{\partial \theta^2}\right)_0 \theta^2 + 2 \left(\frac{\partial^2 \epsilon}{\partial \theta \partial \phi}\right)_0 \phi \theta \right] + \cdots.
$$

These curvatures directly determine the normal mode frequency of $\theta$ and $\phi$ via the classical equations of motion

$$
\frac{d\phi}{dt} = + \frac{1}{S N} \epsilon_{\theta\phi} \phi + \frac{\partial^2 \epsilon}{\partial \phi \partial \phi} \phi \theta, \quad \frac{d\theta}{dt} = - \frac{1}{S N} \epsilon_{\theta \phi} \phi + \frac{\partial^2 \epsilon}{\partial \phi \partial \phi} \phi \theta,
$$

giving the pseudo-Goldstone gap shown in Eq. (1). This was derived first in the purely classical context by Smit and Belgers [50]. For all the cases of interest the cross term vanishes, so we omit $\left(\frac{\partial^2 \epsilon}{\partial \phi \partial \phi}\right)_0$ in what follows. Multiple sets of pseudo-Goldstone modes can be handled in a similar fashion, reducing to multiple independent copies of either the type I or type II structures described above (absent fine-tuning).

We have computed the pseudo-Goldstone gap for a wide variety of models [39] using both non-linear spin-wave theory as described in Eqs. (5, 6), and using the curvature formula, as given in Eq. (1), which involves only linear spin-wave theory. The results are presented in Table I, where one can see that the two methods agree exactly for all models considered. This includes two- and three-dimensional models, isotropic and anisotropic models, models with and without magnon decay as well as realistic models for two experimental order-by-quantum-disorder candidates. Some details for each model,
as well as examples of how to define $\phi, \theta$ and compute the curvatures are provided in the SM [39].

Proof of formula: The equivalence between these two approaches can be understood as follows. The essential ingredient is to notice that the Holstein-Primakoff expansion should not depend on the choice of initial classical ground state about which one expands, so long as it is sufficiently close to the true ground state of the model. In other words, the expansion must “self-correct”, with the expectation values of the magnons giving the appropriate true ground state spin directions, order-by-order in $1/S$. We show this explicitly though a direct solution at $O(S)$ for a model without any accidental degeneracies in the SM [39]; the required cancellation then implies that the magnon energy at zero wave-vector can be related to the curvature of the classical energy density, as in the formula of Smit and Belgers [50].

To understand the implication of this self-correction at higher order, we must proceed more indirectly, since an exact solution of the $O(S^3)$ Hamiltonian is not possible. This statement can be made more formal if we define the rotated Hamiltonian

$$\mathcal{H}(\phi, \theta) = U(\phi, \theta)\mathcal{H}U(\phi, \theta),$$

where the rotation $U(\phi, \theta)$ produces the soft configurations of Eq. (7) from the state defined by $\xi_0$. The self-correction condition is then the (trivial) fact that the ground state energy of $\mathcal{H}(\phi, \theta)$ is independent of $\phi$ and $\theta$. If one considers the implications of this statement on the derivatives of the ground state energy of $\mathcal{H}(\phi, \theta)$, then at second order one finds that this implies the sum rule [39, 51]

$$U_\mu \sigma_3 \left[ \int d\omega \omega A(0, \omega) \right] \sigma_3 U_\nu = \frac{1}{SN} \left( \frac{\partial^2 \mathcal{H}}{\partial \lambda_\mu \partial \lambda_\nu} \right)_{\xi_0},$$

where $\mu, \nu = \Theta, \Phi, \lambda_\phi = \phi$ and $\lambda_\theta = \theta$ and we define $U_\theta = (V_0 - W_0)/(i \sqrt{2})$, $U_\phi = (V_0 + W_0)/\sqrt{2}$ which span the zero-mode subspace [39]. The magnon spectral function $A(k, \omega)$ is

| Model                          | Parameters | Type | $\Delta$ | $(\frac{\partial^2 \mathcal{H}}{\partial \lambda_\mu \partial \lambda_\nu})_{\xi_0}$ | $S^{-1} \sqrt{(\frac{\partial^2 \mathcal{H}}{\partial \lambda_\mu \partial \lambda_\nu})_{\xi_0}}$ | Exp.   |
|--------------------------------|------------|------|----------|--------------------------------------------------------------------------------|----------------------------------------------------------------------------------|--------|
| Heisenberg-compass | $|K|/|J| \ll 1$ | I    | $0.52S^{\frac{1}{2}}|K|^2/|J|^2$ | $2|K|^2S^2$ | $0.134K^2S/|J|$ | $0.52S^{\frac{1}{2}}|K|^2/|J|^2$ |
| Heisenberg-compass | $|K|/|J| = -0.5$ | I    | $0.17JS^{\frac{1}{2}}$ | $|J|^2S$ | $0.028SJS$ | $0.17JS^{\frac{1}{2}}$ |
| Heisenberg-compass | $|K|/|J| < 1$ | I    | $0.093K^2S^2/|J|$ | $0.093K^2S^2/|J|$ | $0.093K^2S^2/|J|$ | $0.093K^2S^2/|J|$ |
| Heisenberg-compass | $|K|/|J| = 0.5$ | I    | $0.030JS$ | $0.030JS$ | $0.030JS$ | $0.030JS$ |
| Heisenberg-compass | $|K|/|J| = -0.5$ | I    | $0.024JS$ | $0.024JS$ | $0.024JS$ | $0.024JS$ |
| Heisenberg-Kitaev | $|K| < |J|$ | I+I | $1.16JS^{\frac{1}{2}}$ | $10JS^2$ | $2.74JS$ | $1.66JS^{\frac{1}{2}}$ |
| Heisenberg-Kitaev | $|K| < |J|$ | I+I | $0.43JS^{\frac{1}{2}}$ | $5JS^2$ | $0.038JS$ | $0.43JS^{\frac{1}{2}}$ |
| Heisenberg-$\Gamma$ | $|J|/|J| < +0.5$ | I    | $0.081JS^{\frac{1}{2}}$ | $1.5JS^2$ | $0.0047JS$ | $0.081JS^{\frac{1}{2}}$ |
| Heisenberg-$\Gamma$ | $|J|/|J| = +1.0$ | I    | $0.355JS^{\frac{1}{2}}$ | $3JS^2$ | $0.042JS$ | $0.355JS^{\frac{1}{2}}$ |
| Heisenberg $|J_1/J_2| < 1$ | I+I | $1.44JS^{\frac{1}{2}}$ | $4(2J_1 - J_2)S^{\frac{1}{2}}$ | $0.260JS_2$ | $1.44JS^{\frac{1}{2}}$ |
| Heisenberg $|J_1/J_2| = 0.5$ | I+I | $1.63JS^{\frac{1}{2}}$ | $6JS^2$ | $0.066JS$ | $0.63JS^{\frac{1}{2}}$ |
| Heisenberg $|J_1/J_2| = 0.5$ | I+I | $1.63JS^{\frac{1}{2}}$ | $6JS^2$ | $0.066JS$ | $0.63JS^{\frac{1}{2}}$ |
| Heisenberg $|J_1/J_2| = 0.5$ | I+I | $0.53JS$ | $0.53JS$ | $0.53JS$ | $0.53JS$ |
| Heisenberg $|J_1/J_2| = 0.5$ | I+I | $0.45JS$ | $0.45JS$ | $0.45JS$ | $0.45JS$ |
| Heisenberg $|J_1/J_2| = 0.5$ | I+I | $0.58JS$ | $0.58JS$ | $0.58JS$ | $0.58JS$ |
| Material                  | Parameters | Type | $\Delta$ | $(\frac{\partial^2 \mathcal{H}}{\partial \lambda_\mu \partial \lambda_\nu})_{\xi_0}$ | $S^{-1} \sqrt{(\frac{\partial^2 \mathcal{H}}{\partial \lambda_\mu \partial \lambda_\nu})_{\xi_0}}$ | Exp.   |
| Er$_2$Ti$_2$O$_7$ [30–32] | Savary et al. [30] | I    | $31.1 \mu eV$ | $157.5 \mu eV$ | $1.536 \mu eV$ | $31.1 \mu eV$ | $43 \mu eV$ [35, 47], $53 \mu eV$ [48] |
| Ca$_3$Fe$_2$Ge$_5$O$_{12}$ [8, 28] | Brueckel et al. [28] | I+I | $131 \mu eV$ | $2 \mu eV$ | $53.75 \mu eV$ | $131 \mu eV$ | $136 \mu eV$ [28] |

TABLE I. Calculations showing the equality of the pseudo-Goldstone gap, $\Delta$ computed from non-linear spin-wave theory [Eqs. (5,6)] and then independently from the curvatures of the classical and quantum zero-point energies [Eq. (1)]. For each model, the lattice, the exchange regime, the type of pseudo-Goldstone mode and several choice of parameters are listed. When available, additional theoretical or experimental estimates of the pseudo-Goldstone gap are listed.
defined as
\[
A(k, \omega) \equiv \frac{1}{2i} \left[ G^R(k, \omega) - G^A(k, \omega) \right],
\]
where the \( G^R(k, \omega) \) is the advanced magnon Green’s function.

Using this sum rule [Eq. (14)] one can show that, at \( O(S^0) \), the left-hand side is directly related to the pseudo-Goldstone gap, while the right-hand side is straightforwardly related to the curvatures of the classical energy density and quantum zero-point energy density at \( O(S^2) \) and \( O(S) \), respectively. Details of this proof are provided in SM [39]. This argument does not directly extend to higher orders in \( 1/S \) or to computing the energies of finite energy modes to \( O(S^0) \). We note that in broad strokes this argument bears some resemblance to the Witten-Veneziano formula [52, 53] for the mass of the \( \eta' \)-meson. In addition, the sum rule [Eq. (14)] is related to Dashen’s formula [54] for the mass of pseudo-Goldstone bosons, such as the pion, when chiral symmetry is broken (see the SM [39] for further details).

Discussion: We now discuss some applications to two leading experimental candidates for order-by-quantum-disorder. The first of these is the compound \( \text{Ca}_3\text{Fe}_2\text{Ge}_2\text{O}_{12} \), which is a three-dimensional \( S = 5/2 \) version of one of the canonical order-by-disorder models, the \( J_1-J_2 \) model [7, 13]. This system has a pair of type I pseudo-Goldstone modes, as well as two true Goldstone modes. Due to the low-symmetry of the lattice, there are several independent (isotropic) couplings, which have been estimated by comparison of the predictions of linear spin-wave theory with the inelastic neutron scattering spectrum at zero field [28]. One finds that the gap predicted by non-linear spin-wave theory, \( \sim 131 \mu\text{eV} \), is in good agreement with the \( 136 \mu\text{eV} \) observed experimentally [55]. This demonstrates sharply the utility of the method presented here, with the straightforward curvature calculation lending credence to our more involved non-linear spin-wave result. We also note that the size of the predicted gap supports the picture that \( \text{Ca}_3\text{Fe}_2\text{Ge}_2\text{O}_{12} \) is truly an example of order-by-quantum-disorder, and perhaps energetic corrections, such as biquadratic interactions [30], are small.

Finally we turn to \( \text{Er}_2\text{Ti}_2\text{O}_7 \), one of the more ideal material platforms for finding order-by-quantum-disorder [30, 31]. This is a three-dimensional \( S = 1/2 \) XY antiferromagnet with a single type I pseudo-Goldstone mode. Using the exchange parameters of Ref. [30], we find that the gap, computed directly in non-linear spin-wave theory as well as via the curvature formula is \( \sim 31 \mu\text{eV} \) [56]. This theoretical value is still somewhat lower than the 43 \( \mu\text{eV} \) [35, 47] and 53 \( \mu\text{eV} \) [48] that have been reported experimentally in \( \text{Er}_2\text{Ti}_2\text{O}_7 \). This disagreement could be the result of several factors, such as spin-wave theory being non-quantitative [57] at \( S = 1/2 \), uncertainties in the exchange parameters [30] or the presence of energetic corrections [34, 36] in addition to the order-by-quantum-disorder contribution.

There are many other experimental systems where order-by-quantum-disorder may be lurking, and where the results presented here would be useful. In the same vein as \( \text{Er}_2\text{Ti}_2\text{O}_7 \), order-by-quantum-disorder may play a role in the pyrochlores \( \text{Yb}_2\text{Ti}_2\text{O}_7 \) and its cousin \( \text{Yb}_2\text{Ge}_2\text{O}_7 \) [58, 59], and perhaps even in the ytterbium based spinels [60–63]. Order-by-disorder has also played a key role in the understanding of models [24, 64, 65] of Kitaev materials [22] such as \( \text{Na}_3\text{IrO}_3 \), \( \alpha-\text{RuCl}_3 \) and \( (\alpha,\beta,\gamma)-\text{Li}_2\text{IrO}_3 \), and also in related strongly spin-orbit coupled compounds [19, 66, 67].

On the more theoretical front, one could ask whether the methods discussed could also resolve larger, more extensive degeneracies. For example, one could consider systems with sub-extensive line or surface degeneracies [18, 68–70]. More drastically, one could consider a case like the the kagomé anti-ferromagnet, where the classical ground state is macroscopically degenerate [71–73]. If one expands about states that are expected to be selected by \( 1/S \) corrections, one finds that the linear spectrum has a large number of zero modes [74]. It would be interesting to compare the semi-classical approach outlined here to the approaches followed in Ref. [75].
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S1. LINEAR SPIN-WAVE THEORY

Consider a general translational invariant spin model

\[ H \equiv \frac{1}{2} \sum_{rr'} \sum_{\alpha\alpha'} S_{ra} J_{r-r',\alpha\alpha'} S_{r'\alpha'}, \]  

(S1)

where \( S_{ra} \) is a spin-\( S \) operator located in unit cell \( r \) with sublattice index \( \alpha \). The spin operators can be expressed in terms of Holstein-Primakoff bosons as

\[ S_{ra} = \sqrt{S} \left[ \left( 1 - \frac{n_{ra}}{2S} \right)^{1/2} a_{ra} \hat{e}_{a,-} + \left( 1 - \frac{n_{ra}}{2S} \right)^{1/2} a_{ra}^\dagger \hat{e}_{a,+} \right] + (S - n_{ra}) \hat{e}_{a,0}, \]  

(S2)

where \( n_{ra} \equiv a_{ra}^\dagger a_{ra} \). The vectors \( \hat{e}_{a,\pm}, \hat{e}_{a,0} \) define a local frame of reference; in a more conventional Cartesian basis one defines \( \hat{e}_{a,\pm} \equiv (\hat{x}_a \pm i\hat{y}_a) / \sqrt{2} \) and \( \hat{e}_{a,0} \equiv \hat{z}_a \). It is useful to write the exchange matrix in this frame

\[ J_{\alpha\alpha'}^{\mu\mu'} \equiv \hat{e}_{\alpha,\mu} J_{\delta,\alpha\alpha'} \hat{e}_{\alpha',\mu'}. \]  

(S3)

Expanding in powers of \( 1/S \) then yields a semi-classical expansion about the ordered state defined by \( \hat{e}_{a,0} \), typically chosen to be along the classical ordering direction. In this case at order \( O(S) \) in the Holstein-Primakoff operators one finds a quadratic form

\[ H = N S (S + 1) \epsilon_{cl} \left[ a_{k}\right]^\dagger \left( \begin{array}{cc} A_k & B_k \end{array} \right) \left( \begin{array}{c} A_k \\ B_k \end{array} \right) \left( \begin{array}{c} a_{k}^\dagger \\ a_{k} \end{array} \right) + O(S^{1/2}), \]  

(S4)

where \( N_s \) is the number of sublattices, \( N \) is the total number of sites and we have defined the Fourier transforms of the bosons as \( a_{ka} \equiv \sqrt{N}^{-1/2} \sum_r e^{-i k \cdot r} a_{ra} \) where \( N = N_c N_s \). The classical energy per site is defined as

\[ \epsilon_{cl} \equiv \frac{1}{2N_s} \sum_{\alpha\alpha'} \sum_{\delta} J_{\delta,\alpha\alpha'}^{00} \]  

(S5)

and the matrices \( A_k \) and \( B_k \) are given by

\[ A_k^{\alpha\alpha'} = J_{k,\alpha\alpha'}^{+-} - \delta_{\alpha\alpha'} \sum_{\mu} J_{0,\alpha\mu}^{00}, \]  

(S6a)

\[ B_k^{\alpha\alpha'} = J_{k,\alpha\alpha'}^{++}, \]  

(S6b)

where we have defined the Fourier transforms of the local exchange matrices as

\[ J_{k,\alpha\alpha'}^{\mu\mu'} = \sum_{\delta} J_{\delta,\alpha\alpha'}^{\mu\mu'} e^{i k \cdot \delta}. \]  

(S7)

The linear spin-wave Hamiltonian [Eq. (S4)] can be diagonalized by a Bogoliubov transformation. To do this one diagonalizes the modified matrix [1]

\[ \begin{pmatrix} A_k & B_k \\ -B_k^\dagger & -A_k^\dagger \end{pmatrix} \equiv \sigma_3 M_k \]  

(S8)
This yields pairs of eigenvectors $V_k\alpha$ and $W_{-k,\alpha} = \sigma_1 V^{*}_{-k\alpha}$ with eigenvalues $+\epsilon_{k\alpha}$ and $-\epsilon_{-k,\alpha}$. These vectors can be normalized such that

$$V^\dagger_k \sigma_3 V_k = +\delta_{\alpha\alpha'}, \quad W^\dagger_{-k\alpha} \sigma_3 W_{-k\alpha'} = -\delta_{\alpha\alpha'}, \quad W^\dagger_{-k\alpha} \sigma_3 V_{k\alpha'} = 0.$$ (S9)

One can then write the Hamiltonian in terms of diagonalized bosons, $\gamma_{k\alpha}$, as

$$H \equiv NS(S+1)\epsilon_{c1} + NS \epsilon_{qu} + S \sum_{k\alpha} \epsilon_{k\alpha} \gamma^\dagger_{k\alpha} \gamma_{k\alpha} + O(S^{1/2}),$$ (S10)

where we have identified the energy per site from quantum zero-point motion, $\epsilon_{qu}$, as

$$\epsilon_{qu} = \frac{1}{2N} \sum_{k\alpha} \epsilon_{k\alpha}.$$ (S11)

### A. Zero modes

The diagonalization of $\sigma_3 M_k$ can be carried out straightforwardly if $M_k$ is positive definite. Since we are interested in linear spin-wave problem with zero modes, we must treat the case where it is only positive-semi-definite in detail, following Blaizot and Ripka [1].

Consider then the case where one has a single zero mode at $k = 0$; there is no loss of generality so long as all zero modes occur at commensurate wave-vectors. Now, the matrix $M_0$ is Hermitian, with $M_0 = M_0^\dagger$, and satisfies $\sigma_1 M_0 \sigma_1 = M_0^\dagger$. Since $M_0$ and $\sigma_0 M_0$ share zero modes, we classify the type of zero mode by the spectral properties of $M_0$. There are two possibilities: $M_0$ has a single zero eigenvector (type I) or $M_0$ has two linearly independent zero eigenvectors (type II). We define vectors [1] that span the zero mode subspace as $V_0$ and $W_0$ for both type I and type II cases. These can be chosen [1] to satisfy the normalization conditions [Eq. (S9)]

$$V^\dagger_0 \sigma_3 V_0 = +1, \quad W^\dagger_0 \sigma_3 W_0 = -1, \quad V^\dagger_0 \sigma_3 W_0 = 0,$$ (S12)

where $W_0 = \sigma_1 V_0^\dagger$. It useful to define the block forms of these matrices

$$V_0 \equiv \begin{pmatrix} X_0 \\ Y_0 \end{pmatrix}, \quad W_0 \equiv \begin{pmatrix} Y_0^* \\ X_0^* \end{pmatrix}.$$ (S13)

Their relationship with the dispersion matrix depends on the type of the zero mode. One has

$$M_0 V_0 = M_0 W_0 = \begin{cases} (2\mu)^{-1} \sigma_3 (V_0 - W_0), & \text{type I} \\ 0 & \text{type II} \end{cases},$$ (S14)

where we have defined

$$\frac{1}{2\mu} \equiv V_0^\dagger M_0 V_0.$$ (S15)
The case of a type I zero mode corresponds to $\sigma_3 M_0$ being non-diagonalizable, with the zero mode subspace being a two by two Jordan block. This can be seen by projecting the dispersion into the subspace spanned by $V_0$ and $W_0$, where one finds

$$\begin{pmatrix} V_0^\dagger M_0 V_0 & V_0^\dagger M_0 W_0 \\ W_0^\dagger M_0 V_0 & W_0^\dagger M_0 W_0 \end{pmatrix} = \frac{1}{2\mu} \begin{pmatrix} +1 & +1 \\ +1 & +1 \end{pmatrix} \quad \text{(type I)}, \quad \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix} \quad \text{(type II)}. \quad (S16)$$

Classically, a type I zero mode can be understood as a mode that costs zero energy, but its canonically conjugate partner costs finite energy; the type II case corresponds to both having zero energy cost.

S2. NON-LINEAR SPIN-WAVE THEORY

Going to next order in $1/S$, one obtains a considerably more complex Hamiltonian. This can be written as a sum of the usual two-magnon terms, as well as three- and four-magnon interactions. We write

$$H = NS(S + 1)\epsilon_{c1} + S H_2 + S^{1/2} H_3 + S^0 H_4$$

where we define the individual pieces in symmetrized form as

$$H_2 = \frac{1}{2} \sum_{\alpha\beta} \sum_k \left[A_{k\alpha k}\hat{a}_{k\alpha}^\dagger \hat{a}_{k\beta}^\dagger + A_{-k\alpha k}^\dagger \hat{a}_{-k\alpha}^\dagger \hat{a}_{-k\beta} + \left(B_{k\alpha k}^\dagger \hat{a}_{k\alpha}^\dagger \hat{a}_{-k\beta} + \bar{B}_{k\alpha k}^\dagger \hat{a}_{-k\alpha}^\dagger \hat{a}_{k\beta}\right)\right],$$

(S18a)

$$H_3 = \frac{1}{2!} \sum_{\alpha\beta\mu\nu} \sum_{kk'} \left[T_{kk\alpha k\beta} \hat{a}_{k\alpha}^\dagger \hat{a}_{k\beta}^\dagger \hat{a}_{k+k'\mu}\hat{a}_{k+k'\nu}^\dagger + \bar{T}_{kk'\alpha k\beta}^\dagger \hat{a}_{k+k'\mu}^\dagger \hat{a}_{k+k'\nu}\hat{a}_{k\alpha}\hat{a}_{k\beta}\right],$$

(S18b)

$$H_4 = \frac{1}{N_c} \sum_{\alpha\beta\mu\nu q} \sum_{kk'q} \left[\frac{1}{(2!)^2} \sum_{kk'q} V_{kk'q}^{\alpha\beta\mu\nu} \hat{a}_{k+q,\alpha}^\dagger \hat{a}_{k',q,\beta} \hat{a}_{k+q,\mu} \hat{a}_{k',q,\nu} + \frac{1}{3!} \left(D_{kk'q}^{\alpha\beta\mu\nu} \hat{a}_{k\alpha}^\dagger \hat{a}_{k\beta}^\dagger \hat{a}_{q,\mu} \hat{a}_{q,\nu} \hat{a}_{k+k'+q,\nu} + \text{h.c.}\right)\right].$$

(S18c)

In terms of the local exchange matrices [Eq. (S3)] one can write

$$A_{k\alpha}^{\alpha\beta} = \mathcal{J}_{k,\alpha\beta}^{+-} - \delta_{\alpha\beta} \sum_{\mu} \mathcal{J}_{0,\alpha\mu}^{00},$$

(S19a)

$$B_{k\alpha}^{\alpha\beta} = \mathcal{J}_{k,\alpha\beta}^{++},$$

(S19b)

$$T_{kk'\alpha k\beta} = -\left[\delta_{\alpha\beta} \mathcal{J}_{k,\alpha\beta}^{00} + \delta_{\beta\alpha} \mathcal{J}_{k,\alpha\beta}^{00}\right],$$

(S19c)

$$V_{kk'q}^{\alpha\beta\mu\nu} = \delta_{\alpha\mu} \delta_{\beta\nu} \mathcal{J}_{k,\alpha\beta}^{00} + \delta_{\alpha\nu} \delta_{\beta\mu} \mathcal{J}_{k,\alpha\beta}^{00} - \left(\delta_{\mu\nu} \delta_{\beta\alpha} \mathcal{J}_{k+q,\alpha\beta}^{+-} + \delta_{\alpha\beta} \delta_{\nu\mu} \mathcal{J}_{k,\alpha\beta}^{+-}\right),$$

(S19d)

$$D_{kk'q}^{\alpha\beta\mu\nu} = -\frac{3}{4} \left(\delta_{\alpha\mu} \delta_{\beta\nu} \mathcal{J}_{k,\alpha\beta}^{++} + \delta_{\beta\mu} \delta_{\alpha\nu} \mathcal{J}_{k,\alpha\beta}^{++}\right),$$

(S19e)

where the four-magnon vertices have been left unsymmetrized for brevity.

When $1/S \to 0$, the interactions encoded in $H_3$ and $H_4$ can be included perturbatively since they are $O(S^{-1/2})$ and $O(S^{-1})$ with respect to the linear spin-wave parts. Our main interest is the (retarded) magnon Green’s function, including both normal and anomalous parts. We define the
real-frequency retarded Green’s functions as

\[
G^R_{\alpha\alpha'}(k, \omega) \equiv -i \int dt e^{i\omega t} \left\langle \Theta(t) \left[\langle a_{k\alpha}(t), a_{k\alpha'}^\dagger(0)\rangle\right] \right.,
\]

(S20a)

\[
G^R_{\alpha\alpha'}(k, \omega) \equiv -i \int dt e^{i\omega t} \left\langle \Theta(t) \left[\langle a_{k\alpha}(t), a_{-k\alpha'}(0)\rangle\right] \right.,
\]

(S20b)

\[
G^R_{\alpha\alpha'}(k, \omega) \equiv -i \int dt e^{i\omega t} \left\langle \Theta(t) \left[\langle a_{-k\alpha}^\dagger(t), a_{k\alpha'}^\dagger(0)\rangle\right] \right.,
\]

(S20c)

\[
G^R_{\alpha\alpha'}(k, \omega) \equiv -i \int dt e^{i\omega t} \left\langle \Theta(t) \left[\langle a_{-k\alpha}^\dagger(t), a_{-k\alpha'}(0)\rangle\right] \right.,
\]

(S20d)

where \(\langle \cdots \rangle\) is a ground state average. These can be organized into a matrix Green’s function

\[
G^R(k, \omega) \equiv \begin{pmatrix}
G^R_{\alpha\alpha'}(k, \omega) & G^R_{\alpha\alpha'}(k, \omega) \\
G^R_{\alpha\alpha'}(k, \omega) & G^R_{\alpha\alpha'}(k, \omega)
\end{pmatrix} \equiv \left[\sigma_3 (\omega + i0^+) - S M_k - \Sigma^R(k, \omega)\right]^{-1}.
\]

(S21)

The self-energy, \(\Sigma^R(k, \omega)\), is generated by interactions, first at \(O(S^0)\). As for the Green’s function, this contains both normal and anomalous parts. The advanced version of this Green’s function can be determined similarly, satisfying the relation \(G^A(k, \omega) = G^R(k, \omega)^\dagger\). The relevant diagrams in the magnon interactions are given in Fig. 3 of the main text.

The (sharp) magnon modes can then be determined from examination of the poles of the magnon Green’s function. This amounts to solving the non-linear eigenvalue equation

\[
\det \left(\omega + i0^+ - \sigma_3 \left[SM_k + \Sigma^R(k, \omega)\right]\right) = 0,
\]

(S22)

for the frequency \(\omega\). In the limit of \(1/S \to 0\), the eigenvalue problem can be solved by treating \(\Sigma^R(k, \omega)\) as a perturbation to the eigenvalues and eigenvectors of \(M_k\). Since the self-energy is in general non-Hermitian, there are quasi-normal modes that include both a real and imaginary part, with \(\omega \equiv E_{k\alpha} - i\Gamma_{k\alpha}\). Expanding about the energies, \(S\epsilon_{k\alpha}\), found at \(O(S)\) one finds the effective eigenvalue problem

\[
\sigma_3 \left[SM_k + \Sigma^R(k, S\epsilon_{k\alpha})\right] = \left(E_{k\alpha} - i\Gamma_{k\alpha}\right) V_{k\alpha},
\]

(S23)

for each mode found in linear spin-wave theory. If \(\epsilon_{k\alpha}\) is non-degenerate (generically) this can be via simple perturbation theory, giving

\[
E_{k\alpha} - i\Gamma_{k\alpha} = S\epsilon_{k\alpha} + V_{k\alpha}^\dagger \sigma_3 \Sigma^R(k, S\epsilon_{k\alpha}) V_{k\alpha} + O(S^{-1}).
\]

(S24)

Similarly \(V_{k\alpha} = V_{k\alpha} + O(S^{-1})\). The eigenvectors analogous to \(W_{-k\alpha}\), which we define as \(W_{-k,\alpha}\), can be determined in a similar fashion. We note that this perturbative assumption can fail under certain circumstances, even as \(1/S \to 0\); see Ref. [2] for details.

## A. Pseudo-Goldstone modes

The pseudo-Goldstone modes we are interested in have two features that distinguish them from the simple case presented above: (i) their energy at \(O(S)\) vanishes and (ii) the subspace associated
with these eigenvalues is two-dimensional, and so degenerate perturbation theory is generically needed. First, note that since the initial linear spin-wave energy is zero, we evaluate the self-energy at zero-frequency in this calculation. If one expands

\[ \Sigma^R(0, \omega) = \Sigma^R(0, 0) + \frac{\partial \Sigma^R(0, 0)}{\partial \omega} + \cdots, \]

one sees that the frequency derivative term carries an additional factor of \( O(S^{-1}) \) relative to the leading term and thus can be dropped. Second, we can ignore the distinction between the retarded and advanced self-energies, taking \( \Sigma^R(0, 0) \sim \Sigma^A(0, 0) \equiv \Sigma_0 \). Finding the pseudo-Goldstone energy thus amounts to simply diagonalizing the dispersion and self-energy (at zero wave-vector and frequency) projected into the zero-mode subspace.

We consider the two different types of pseudo-Goldstone mode. For the type II case, the projection of the dispersion part, \( M_0 \), vanishes and one thus needs to diagonalize only

\[ \sigma_3 \left( \begin{array}{cc} V_0^\dagger \Sigma_0 V_0 & V_0^\dagger \Sigma_0 W_0 \\ W_0^\dagger \Sigma_0 V_0 & W_0^\dagger \Sigma_0 W_0 \end{array} \right). \] (S26)

Symmetries of the self-energy tell us that \( \Sigma_0 = \Sigma_0^\dagger \) and thus diagonalizing this matrix yields two eigenvalues \( \pm \Delta \) with

\[ \Delta = \sqrt{(V_0^\dagger \Sigma_0 V_0)^2 - |W_0^\dagger \Sigma_0 W_0|^2} + O(S^{-1}). \] (S27)

We thus see that the type II pseudo-Goldstone gap scales as \( O(S^0) \). The type I pseudo-Goldstone mode is different since the projected dispersion matrix is not zero. One finds that

\[ \left( \begin{array}{cc} V_0^\dagger M_0 V_0 & V_0^\dagger M_0 W_0 \\ W_0^\dagger M_0 V_0 & W_0^\dagger M_0 W_0 \end{array} \right) = \frac{1}{2\mu} \left( \begin{array}{cc} +1 & +1 \\ +1 & +1 \end{array} \right). \] (S28)

One thus must diagonalize

\[ \frac{S}{2\mu} \left( \begin{array}{cc} +1 & +1 \\ -1 & -1 \end{array} \right) + \left( \begin{array}{cc} V_0^\dagger \Sigma_0 V_0 & V_0^\dagger \Sigma_0 W_0 \\ -W_0^\dagger \Sigma_0 V_0 & -W_0^\dagger \Sigma_0 W_0 \end{array} \right). \] (S29)

Using again that \( \Sigma_0 \) is Hermitian, as well as the definition of \( \mu \) [Eq. (S15)], one finds the pseudo-Goldstone gap

\[ \Delta = S^{1/2} \sqrt{2 \mathrm{Re} \left[ V_0^\dagger \Sigma_0 \sigma_3 M_0 V_0 \right]} + O(S^{-1/2}). \] (S30)

This scales as \( S^{1/2} \), distinct from that found in the type II case.

More practically, the evaluation of \( \Sigma_0 \) requires the evaluation of sums that involve the eigenvectors and eigenvalues of \( \sigma_3 M_k \). Due to the presence of the zero-modes, these are somewhat ill-defined. To circumvent this, we include a small, but finite, chemical potential for the magnons \( \sim \mu \sum_k a_k^\dagger a_k \), which plays the role of a physical pinning field. This resolves any singularities and renders the sums well-defined. The appropriate thermodynamic limit is then reached by converging the result in system size at fixed \( \mu \), then sending \( \mu \to 0 \). Note that the inclusion of \( \mu \), absent true Goldstone modes, directly implies that \( \Sigma^R(0, 0) = \Sigma^A(0, 0) \), since the two-magnon continuum then starts at \( 2\mu \). For most cases of interest the pseudo-Goldstone gap depends only weakly on the pinning field and thus the above procedure, while strictly required, is mostly unnecessary.
We now show how the gap computed from non-linear spin-wave theory can be directly related to the curvatures of the classical and quantum parts of the spin-wave energies computed in linear spin-wave theory. The strategy we take is based on the “self-correcting” nature of the spin-wave expansion: if one performs the Holstein-Primakoff expansion about a classical ground state sufficiently close to the true ground state, one should recover the true ground state properties, order by order in $1/S$. This then implies that there is some degree of independence with respect to the initial classical starting point.

We show this in a few stages: first we will give an explicit demonstration of this “self-correction” at the level of linear spin-wave theory. At higher order we proceed more implicitly, showing that the same physics is encoded in a sum rule for the spectral function. Using this sum rule will show that the curvature formula discussed in the main text holds. As a warm up we do this for gapped modes in linear spin-wave theory, before proceeding to the type I and type II pseudo-Goldstone modes of interest.

### A. Self-correcting linear spin-waves

Before delving into the main proof, we first show how this self-correcting behavior appears in practice. Consider the linear spin-wave theory discussed previously [Eq. (S4)], but expanded about a state which is not the classical ground state. In this case one finds additional terms in the Hamiltonian that are linear in the magnons.

We consider expanding about states that are related to the ground state by small rotations about the local $\hat{\mathbf{e}}_\alpha$ and $\hat{\mathbf{g}}_\alpha$ directions. We will assume these deformations describe the degrees of freedom involved in the low-lying, long-wavelength spin-waves of the problem. Explicitly, if $\hat{e}_{\alpha,0}$ and $\hat{e}_{\alpha,\pm}$ define the local frames for the classical ground state, then we define

\[
\hat{e}_{\alpha,0}(\zeta) \equiv \left(1 - |\zeta|^2\right)\hat{e}_{\alpha,0} - \hat{\zeta}\hat{e}_{\alpha,0} + O(\zeta^3),
\]

\[
\hat{e}_{\alpha,0}(\zeta) \equiv \left(1 - |\zeta|^2\right)\hat{e}_{\alpha,0} + \hat{\zeta}\hat{e}_{\alpha,0} + O(\zeta^3),
\]

\[
\hat{e}_{\alpha,-}(\zeta) \equiv \left(1 - |\zeta|^2\right)\hat{e}_{\alpha,-} - \hat{\zeta}\hat{e}_{\alpha,0} + O(\zeta^3),
\]

where the complex variable $\zeta \equiv (\phi + i\theta)/\sqrt{2}$ encodes both rotations and $|\zeta| \ll 1$.

Performing the Holstein-Primakoff expansion one then finds the Hamiltonian

\[
H(\zeta) = S(S + 1)N_{\text{el}}(\zeta) + S H_2(\zeta) + S^{3/2}H_1(\zeta) + O(S^{1/2}).
\]

The quadratic part we have encountered previously [Eq. (S4)], with

\[
H_2(\zeta) \equiv \frac{1}{2} \sum_k \left(|a_k^\dagger\right)^\dagger \begin{pmatrix} A_k(\zeta) & B_k(\zeta) \end{pmatrix} \begin{pmatrix} a_k^\dagger \\ a_{-k} \end{pmatrix}.
\]

\[
(S33)\]
The linear part appears as
\[
H_1(\zeta) = \sum_\alpha \left[ \lambda_\alpha(\zeta) a_{0,\alpha}^\dagger + \tilde{\lambda}_\alpha(\zeta) a_{0,\alpha} \right] = \left( \lambda(\zeta)^\dagger \lambda(\zeta)^\top \right) \left( \begin{array}{c} a_0 \\ a_0^\dagger \end{array} \right),
\]
where we have defined
\[
\begin{pmatrix} \lambda(\zeta) \\ \lambda(\zeta)^\dagger \end{pmatrix} = N^{1/2} M_0 \begin{pmatrix} \zeta \hat{u} \\ \bar{\zeta} \tilde{u} \end{pmatrix},
\]
where the vector \( \hat{u} \) is uniform over the sublattices, with \( \hat{u}_\alpha \equiv 1/\sqrt{N_s} \).

Our statement of self-correction is then that the ground state energy must be independent of \( \phi \) and \( \theta \) order by order in \( 1/S \). At first this appears somewhat contradictory: the constant classical part depends on \( \phi \) and \( \theta \) and is \( O(S^2) \); how can terms at \( O(S) \) and \( O(S^{3/2}) \) cancel it? We can see how this works out directly by shifting the bosons to remove the linear term. Define the shifted boson operators
\[
\begin{pmatrix} a_0 \\ a_0^\dagger \end{pmatrix} = \begin{pmatrix} b_0 \\ b_0^\dagger \end{pmatrix} - S^{1/2} M(\zeta)^{-1} \begin{pmatrix} \lambda(\zeta) \\ \lambda(\zeta)^\dagger \end{pmatrix}.
\]

In terms of these shifted bosons, the Hamiltonian is then
\[
S(S+1)N\varepsilon_{cl}(\zeta) + \frac{S}{2} \sum_k \left( [b_k^\dagger]^\top b_{-k}^\top \right) \left( \begin{array}{cc} A_k(\zeta) & B_k(\zeta) \\ B_k^\dagger(\zeta) & A_{-k}^\dagger(\zeta) \end{array} \right) \left( \begin{array}{c} b_k \\ b_{-k}^\dagger \end{array} \right) - \frac{S^2}{2} \left( \lambda(\zeta)^\dagger \lambda(\zeta)^\top \right) M(\zeta)^{-1} \left( \begin{array}{c} \lambda(\zeta) \\ \lambda(\zeta)^\dagger \end{array} \right).
\]

Since the rotation is only evaluated to \( O(\zeta^2) \) we should also expand
\[
\varepsilon_{cl}(\zeta) = \varepsilon_{cl}(0) + \frac{1}{2} \left( \frac{\partial^2 \varepsilon_{cl}}{\partial \theta^2} \right)_0 \theta^2 + \frac{1}{2} \left( \frac{\partial^2 \varepsilon_{cl}}{\partial \phi^2} \right)_0 \phi^2 + 2 \left( \frac{\partial^2 \varepsilon_{cl}}{\partial \theta \partial \phi} \right)_0 \theta \phi + O(\zeta^3).
\]

We thus see that the \( O(S^2) \) contribution to the energy, to quadratic order in \( \zeta \), is then given by
\[
S^2 N \left\{ \varepsilon_{cl}(0) + \frac{1}{2} \left[ \left( \frac{\partial^2 \varepsilon_{cl}}{\partial \theta^2} \right)_0 \theta^2 + \left( \frac{\partial^2 \varepsilon_{cl}}{\partial \phi^2} \right)_0 \phi^2 + 2 \left( \frac{\partial^2 \varepsilon_{cl}}{\partial \theta \partial \phi} \right)_0 \theta \phi \right] - \frac{1}{2} \left( \bar{\zeta} \hat{u}^\top \zeta \tilde{u}^\top \right) M_0 \left( \begin{array}{c} \zeta \hat{u} \\ \bar{\zeta} \tilde{u} \end{array} \right) \right\}.
\]

To connect with the notation for the zero modes, as well as some notation we will introduce later, define
\[
U_\phi = \frac{1}{\sqrt{2}} \left( \begin{array}{c} \hat{u} \\ \tilde{u} \end{array} \right), \quad U_\theta = \frac{i}{\sqrt{2}} \left( \begin{array}{c} \hat{u} \\ -\tilde{u} \end{array} \right).
\]

One then sees that the shift induced part of the \( O(S^2) \) contributions are given as a matrix element of the vector \( \phi U_\phi + \theta U_\theta \). For the \( O(S^2) \) part of the energy to be independent of \( \phi \) and \( \theta \), one then must require
\[
\left( \frac{\partial^2 \varepsilon_{cl}}{\partial \phi^2} \right)_0 = U_\phi^\dagger M_0 U_\phi, \quad \left( \frac{\partial^2 \varepsilon_{cl}}{\partial \theta^2} \right)_0 = U_\theta^\dagger M_0 U_\theta, \quad \left( \frac{\partial^2 \varepsilon_{cl}}{\partial \theta \partial \phi} \right)_0 = U_\phi^\dagger M_0 U_\theta.
\]
This can be related to the energy of the spin-wave mode in the subspace spanned by these two vectors. Note that
\[ U^\dagger_\phi \sigma_3 U_\phi = U^\dagger_\theta \sigma_3 U_\theta = 0, \quad U^\dagger_\phi \sigma_3 U_\theta = +i. \quad (S41) \]

Projecting the eigenvalue equation for the zone center spin-wave into this subspace then yields the two by two problem
\[
\det \left[ S \left( \begin{array}{cc}
U^\dagger_\phi M_0 U_\phi & U^\dagger_\phi M_0 U_\theta \\
U^\dagger_\theta M_0 U_\phi & U^\dagger_\theta M_0 U_\theta 
\end{array} \right) \right] - \omega \left( \begin{array}{cc}
0 & -i \\
+i & 0 
\end{array} \right) = 0. \quad (S42)
\]

There are two solutions, \( \pm \epsilon_0 \), where
\[
\epsilon_0 = S \sqrt{(U^\dagger_\phi M_0 U_\phi)(U^\dagger_\phi M_0 U_\theta) - |U^\dagger_\theta M_0 U_\phi|^2}, \quad (S43)
\]
where we used that \( U^\dagger_\theta M_0 U_\phi = U^\dagger_\phi M_0 U_\theta \). The energy of this mode is then directly related to the curvatures, with Eq. (S40) and Eq. (S43) implying that
\[
\epsilon_0 = S \sqrt{\left( \frac{\partial^2 \epsilon_{cl}}{\partial \theta^2} \right)_0 \left( \frac{\partial^2 \epsilon_{cl}}{\partial \phi^2} \right)_0 - \left( \frac{\partial^2 \epsilon_{cl}}{\partial \theta \partial \phi} \right)_0^2}. \quad (S44)
\]

Alternatively, this relation can be worked explicitly by expressing the curvatures and \( \epsilon_0 \) directly in terms of the relevant exchange matrices.

We have thus seen that enforcing the condition that the ground state energy is independent of the initial state at \( O(S^2) \), we have found a relation between a spin-wave energy computed at \( O(S) \) and curvatures of the classical energies, computed at \( O(S^2) \). Our goal in the next few sections is to establish the same kind of relation, but between a spin-wave energy at \( O(S^0) \) or \( O(S^{1/2}) \) and the curvatures of the classical and quantum energies at \( O(S^2) \) and \( O(S) \). Since we will not be able to solve the theory explicitly at \( O(S^0) \), as we did at \( O(S) \) above, our methods will have to be somewhat more indirect. However the essence of the argument remains the same.

### B. First moment sum rule and spectral functions

To attack this problem for interacting spin-waves, we will first define a rotated Hamiltonian that will serve as the starting point of the Holstein-Primakoff expansion. Since we want to leverage an exact sum rule, we will do this at the level of spin operators, rather than Holstein-Primakoff bosons (as was done in Sec. S3 A).

To motivate this, define the explicit zero-mode magnons [1]
\[
\gamma_0 = \sum_\alpha \left[ X_0^\alpha a_{0,\alpha} - Y_0^\alpha a_{0,\alpha}^\dagger \right] = V_0^\dagger \sigma_3 \begin{pmatrix} a_0^\dagger \\ a_0 \end{pmatrix} = - \left( \begin{pmatrix} a_0^\dagger \\ a_0 \end{pmatrix}^\dagger \right) \sigma_3 W_0, \quad (S45a)
\]
\[
\gamma_0^\dagger = \sum_\alpha \left[ X_0^\alpha a_{0,\alpha}^\dagger - Y_0^\alpha a_{0,\alpha} \right] = -W_0^\dagger \sigma_3 \begin{pmatrix} a_0 \\ a_0^\dagger \end{pmatrix} = \left( \begin{pmatrix} a_0 \\ a_0^\dagger \end{pmatrix}^\dagger \right) \sigma_3 V_0. \quad (S45b)
\]
By combining these, we can create a pair of Hermitian operators that can be defined directly in terms of the spins. We define a position-like operator, \( \Phi \), and momentum-like operator, \( \Theta \), as

\[
\Phi \equiv \sum_{\alpha} \left[ (\text{Re}X^\alpha_0 - \text{Re}Y^\alpha_0) S^x_{\alpha r} + (\text{Im}X^\alpha_0 + \text{Im}Y^\alpha_0) S^y_{\alpha r} \right] = \sqrt{\frac{S N}{2}} \left[ \gamma^\alpha_0 + \gamma_0 \right] + O(S^{-1/2}), \tag{S46a}
\]

\[
\Theta \equiv \sum_{\alpha} \left[ -(\text{Im}X^\alpha_0 - \text{Im}Y^\alpha_0) S^x_{\alpha r} + (\text{Re}X^\alpha_0 + \text{Re}Y^\alpha_0) S^y_{\alpha r} \right] = i \sqrt{\frac{S N}{2}} \left[ \gamma^\alpha_0 - \gamma_0 \right] + O(S^{-1/2}), \tag{S46b}
\]

which satisfy \([\Phi, \Theta] = iNS\) at leading order in \(1/S\) and map to combinations of the zero-mode magnons. These operators represent the general form of the soft directions discussed in the main text; given a spin model, the appropriate semi-classical variables can thus be obtained from the vectors that characterize the zero mode in linear spin-wave theory, via Eq. (S46).

Using these two operators, \( \Phi \) and \( \Theta \), we define the local spin rotation

\[
U(\phi, \theta) \equiv e^{-i\phi \Phi} e^{-i\theta \Theta} = e^{-i\theta \Theta} e^{-i\phi \Phi} e^{-i\theta \Phi} e^{-i\phi \Theta}.
\] \(\text{(S47)}\)

Note that since \([\Phi, \Theta] = iNS\) is a constant, the order of operations is unimportant at leading order in \(1/S\). This can be used to define the transformed Hamiltonian \( \mathcal{H}(\phi, \theta) \equiv U(\phi, \theta) \mathcal{H}(\phi, \theta) U(\phi, \theta) \) where \( \mathcal{H}(0, 0) = H \). The Hamiltonian can be expanded as

\[
\mathcal{H}(\phi, \theta) \sim e^{i\theta \Theta} \left( H + i\phi [\Phi, H] - \frac{\delta^2}{2} [\Phi, [\Phi, H]] + \cdots \right) e^{-i\Theta},
\]

\[
\sim H + i(\theta \Theta[H] + \phi [\Phi, H]) - \frac{1}{2} \left( \phi^2 [\Phi, [\Phi, H]] + 2\phi \Theta [\Phi, [\Theta, H]] + \Theta^2 [\Theta, [\Theta, H]] \right).
\]

We thus can write the derivatives

\[
\left( \frac{\partial^2 \mathcal{H}}{\partial \phi^2} \right)_0 = -[\Phi, [\Phi, H]], \quad \left( \frac{\partial^2 \mathcal{H}}{\partial \phi \partial \theta} \right)_0 = -[\Phi, [\Theta, H]],
\]

\[
\left( \frac{\partial^2 \mathcal{H}}{\partial \theta^2} \right)_0 = -[\Theta, [\Phi, H]], \quad \left( \frac{\partial^2 \mathcal{H}}{\partial \theta \partial \phi} \right)_0 = -[\Theta, [\Theta, H]]. \tag{S48}
\]

Now while the Hamiltonian is not invariant under this transformation, the ground state energy is trivially invariant under this operation.

If we thus define the ground state energy of \( \mathcal{H}(\phi, \theta) \) to be \( E(\phi, \theta) \), then one has \( E(\phi, \theta) = E(0, 0) \) identically, implying that all derivatives with respect to \( \phi \) and \( \theta \) vanish. The vanishing of these derivatives has implications for the correlation functions and expectation values of \( \Phi \) and \( \Theta \).

For example, the vanishing of the first derivatives implies the (trivial) statement that \( \langle [\Phi, H] \rangle = \langle [\Theta, H] \rangle = 0 \), where \( \langle \cdots \rangle \) is a ground state average with respect to \( H \). The implications from the second derivative are less trivial, and imply sum rules for the spectral function of these operators.

First recall the definition of the spectral function of a pair of operators \( O \) and \( O' \)

\[
A_{OO'}(\Omega) \equiv \frac{1}{2i} \left[ G_{OO'}^R(\Omega) - G_{OO'}^A(\Omega) \right], \tag{S49}
\]
where \( G^R_{00'}(\omega) \) and \( G^A_{00'}(\omega) \) are the associated retarded and advanced Green’s functions for these operators. The vanishing of the second derivatives then implies the sum rules
\[
\int d\Omega \, \Omega \, A_{0\Phi}(\Omega) = \left( \frac{\partial^2 \mathcal{H}}{\partial \phi \partial \bar{\phi}} \right)_0, \quad \int d\Omega \, \Omega \, A_{\Phi 0}(\Omega) = \left( \frac{\partial^2 \mathcal{H}}{\partial \phi \partial \bar{\phi}} \right)_0, \\
\int d\Omega \, \Omega \, A_{\Phi \Phi}(\Omega) = \left( \frac{\partial^2 \mathcal{H}}{\partial \theta \partial \bar{\theta}} \right)_0, \quad \int d\Omega \, \Omega \, A_{\Phi 0}(\Omega) = \left( \frac{\partial^2 \mathcal{H}}{\partial \theta \partial \bar{\theta}} \right)_0. \tag{S50}
\]
We refer to these collectively as the first moment sum rule. We stress that the expectation value, \langle \cdots \rangle, is with respect to the ground state of \( H \), not the ground state of \( \mathcal{H}(\theta, \phi) \). Alternatively, these relations are a special case of more general expressions for the moments of the spectral function [3, 4].

These spectral functions can be related to the spectral function of the magnon operators. From Eq. (S46), we express these as
\[
A_{\Phi}(\Omega) = \frac{SN}{2} \left[ A_{0,\gamma_0}(\Omega) + A_{\gamma_0,0}(\Omega) + A_{\gamma_0,\gamma_0}(\Omega) + A_{0,\gamma_0}(\Omega) \right] + O(S^{-1/2}), \tag{S51a}
\]
\[
A_{\Phi 0}(\Omega) = \frac{iSN}{2} \left[ A_{0,\gamma_0}(\Omega) - A_{\gamma_0,0}(\Omega) + A_{\gamma_0,\gamma_0}(\Omega) - A_{0,\gamma_0}(\Omega) \right] + O(S^{-1/2}), \tag{S51b}
\]
\[
A_{\Phi \Phi}(\Omega) = \frac{iSN}{2} \left[ A_{0,\gamma_0}(\Omega) - A_{\gamma_0,0}(\Omega) + A_{\gamma_0,\gamma_0}(\Omega) - A_{0,\gamma_0}(\Omega) \right] + O(S^{-1/2}), \tag{S51c}
\]
\[
A_{\Phi 0}(\Omega) = \frac{SN}{2} \left[ A_{0,\gamma_0}(\Omega) + A_{\gamma_0,0}(\Omega) - A_{\gamma_0,\gamma_0}(\Omega) - A_{0,\gamma_0}(\Omega) \right] + O(S^{-1/2}). \tag{S51d}
\]

It’s useful to relate this back to the Green’s functions we have define for the magnons. Using the retarded and advanced magnon Green’s functions [Eq. (S21)] we can define the magnon spectral function
\[
A(k, \Omega) = \frac{1}{2i} \left[ G^R(k, \Omega) - G^A(k, \Omega) \right]. \tag{S52}
\]
Then each of these pieces can be expressed in terms of the one-magnon spectral function via
\[
A_{0,\gamma_0}(\Omega) = +V^+_0 \sigma_3 A(0, \Omega) \sigma_3 V_0, \quad A_{\gamma_0,0}(\Omega) = -V^+_0 \sigma_3 A(0, \Omega) \sigma_3 W_0, \\
A_{\gamma_0,\gamma_0}(\Omega) = -W^+_0 \sigma_3 A(0, \Omega) \sigma_3 V_0, \quad A_{0,\gamma_0}(\Omega) = +W^+_0 \sigma_3 A(0, \Omega) \sigma_3 W_0. \tag{S53}
\]
This can be made cleaner via the definition of some rotated basis vectors for the zero-mode subspace; define
\[
U_\theta = \frac{V_0 + W_0}{\sqrt{2}}, \quad U_\Phi = \frac{V_0 - W_0}{i \sqrt{2}}. \tag{S54}
\]
From the normalization conditions on \( V_0 \) and \( W_0 \) [Eq. (S9)] one has that
\[
U^*_{\mu} \sigma_3 U_\Phi = U^*_{\mu} \sigma_3 U_\theta = 0, \quad U^*_{\mu} \sigma_3 U_\theta = +i. \tag{S55}
\]
The set of spectral functions can be expressed compactly if we define an index \( \mu, \nu = \Phi \) or \( \Theta \), we can write
\[
A_{\mu \nu}(\Omega) = SN U^*_{\mu} \left[ \sigma_3 A(0, \Omega) \sigma_3 \right] U_{\nu}. \tag{S56}
\]
Coming back to the first moment sum rule, we then have that
\[ U_\mu^\dagger \sigma_3 \left[ \int d\Omega \: \Omega \: A(0, \Omega) \right] \sigma_3 U_\nu = \frac{1}{S N} \left( \frac{\partial^2 H}{\partial \lambda_\mu \partial \lambda_\nu} \right)_0, \tag{S57} \]
where \( \lambda_\phi = \phi \) and \( \lambda_\theta = \theta \). This is the key result that will allow us to establish the equivalence statement.

C. Warm up: No pseudo-Goldstone mode

As an example consider the non-interacting case where there is no accidental degeneracy and no zero mode. If one performs a spin-wave expansion of \( \mathcal{H}(\phi, \theta) \) then one will find an \( O(S^2) \) classical contribution to the energy given as
\[ \mathcal{H}(\phi, \theta) = S^2 N \epsilon_{c1}(\phi, \theta) + O(S), \tag{S58} \]
where \( \epsilon_{c1}(\phi, \theta) \) is the classical energy density in the rotated configuration. The right hand side of the sum rule [Eq. (S57)] then reads
\[ \frac{1}{S N} \left( \frac{\partial^2 H}{\partial \lambda_\mu \partial \lambda_\nu} \right)_0 = S \left( \frac{\partial^2 \epsilon_{c1}}{\partial \lambda_\mu \partial \lambda_\nu} \right)_0 + O(S^0). \tag{S59} \]
For the left side of the sum rule, we consider the magnon spectral function at \( O(S) \). In terms of the appropriate eigenvectors and eigenvalues of \( \sigma_3 M_0 \) one has
\[ A(0, \omega) = \sum_\alpha \left[ \delta(\omega - \epsilon_{0,\alpha}) V_{0,\alpha} V_0^\dagger - \delta(\omega + \epsilon_{0,\alpha}) W_{0,\alpha} W_0^\dagger \right]. \tag{S60} \]
The first moment is then given by
\[ \int d\omega \: \omega \: A(0, \omega) = \sum_\alpha \epsilon_{0,\alpha} \left[ V_{0,\alpha} V_0^\dagger + W_{0,\alpha} W_0^\dagger \right] = \sigma_3 M_0 \sigma_3, \tag{S61} \]
where we have used the spectral decomposition of \( M_0 \) [1]. Putting these two together one finds that
\[ U_\mu^\dagger M_0 U_\nu = S \left( \frac{\partial^2 \epsilon_{c1}}{\partial \lambda_\mu \partial \lambda_\nu} \right)_0. \tag{S62} \]
We thus see that the energies of the spin-wave modes at \( O(S) \) in the subspace spanned by \( U_\theta, U_\phi \) can be determined from the curvatures of the classical energy, just as in Sec. S3 A.

D. Type II pseudo-Goldstone mode

We now consider a case with a type II pseudo-Goldstone mode, as this is a bit simpler than the type I case. Due to the presence of the accidental degeneracy, the spin-wave expansion is stable to \( O(S) \) for any choice of \( \theta \) and \( \phi \). Consider the rotated Hamiltonian
\[ \mathcal{H}(\phi, \theta) = \frac{1}{2} \sum_{r r'} \sum_{\alpha \alpha'} S_{r \alpha}^r \left[ R_\alpha^r(\phi, \theta) J_{r - r', \alpha' \alpha} R_{\alpha'}(\phi, \theta) \right] S_{r' \alpha'}, \tag{S63} \]
where \( R_\alpha(\phi, \theta) \) is the local rotation matrix associated with the operator \( U(\phi, \theta) \). We perform our Holstein-Primakoff expansion about the ground state of \( \phi = \theta = 0 \) problem which, given we have rotated exchanges, is equivalent to performing the expansion about the state with finite \( \phi \) and \( \theta \). Since the classical ground state is stable for arbitrary \( \phi \) and \( \theta \), we can write

\[
\mathcal{H}(\phi, \theta) = S(S + 1)N\epsilon_{\xi}(0, 0) + S N\epsilon_{\text{qu}}(\phi, \theta) + S \sum_{k\alpha} \epsilon_{k\alpha}(\phi, \theta)\gamma_{k\alpha}^\dagger \gamma_{k\alpha} + O(S^{1/2}),
\]

(S64)

where we have noted that \( \epsilon_{\xi}(\phi, \theta) = \epsilon_{\xi}(0, 0) \). The second derivative is then

\[
\frac{1}{SN} \left( \frac{\partial^2 \mathcal{H}}{\partial \lambda_{\mu} \partial \lambda_{\nu}} \right)_{0} = \left( \frac{\partial^2 \epsilon_{\text{qu}}}{\partial \lambda_{\mu} \partial \lambda_{\nu}} \right)_{0} + \frac{1}{N} \sum_{k\alpha} \left( \frac{\partial^2 \epsilon_{k\alpha}}{\partial \lambda_{\mu} \partial \lambda_{\nu}} \right)_{0} \langle \gamma_{k\alpha}^\dagger \gamma_{k\alpha} \rangle + O(S^{-1}).
\]

(S65)

The magnon expectation value is with respect to the \( \phi = \theta = 0 \) ground state, and thus is zero in linear spin-wave theory. We can thus say that \( \langle \gamma_{k\alpha}^\dagger \gamma_{k\alpha} \rangle \sim O(S^{-1}) \), and since \( \epsilon_{k\alpha}(\phi, \theta) \sim O(S^0) \), these terms are unimportant. The right hand side of the sum rule is then simply given by the curvature of the quantum zero-point energy density

\[
\frac{1}{SN} \left( \frac{\partial^2 \mathcal{H}}{\partial \lambda_{\mu} \partial \lambda_{\nu}} \right)_{0} = \left( \frac{\partial^2 \epsilon_{\text{qu}}}{\partial \lambda_{\mu} \partial \lambda_{\nu}} \right)_{0} + O(S^{-1}).
\]

(S66)

Consider now the left-hand side of the sum rule. Since the right-hand side has a leading contribution of \( O(S^0) \), we must also identify such a contribution at this order from the first moment of the spectral function. As discussed in Sec. S2, at \( O(S^0) \) the spin-wave energies can be determined by perturbatively including the \( O(S^{1/2}) \) and \( O(S^0) \) interaction terms from the Holstein-Primakoff expansion. This produces a spectral function of the form

\[
A(0, \omega) = \sum_{\alpha} \left[ \mathcal{L}(\omega - E_{0,\alpha}, \Gamma_{0,\alpha}) V_{0,\alpha}^\dagger V_{0,\alpha}^\dagger - \mathcal{L}(\omega + E_{0,\alpha}, \Gamma_{0,\alpha}) W_{0,\alpha}^\dagger W_{0,\alpha}^\dagger \right],
\]

(S67)

where the notation for the quasi-normal modes is defined in Sec. S2 and \( \mathcal{L}(\omega, \gamma) \equiv \gamma/((\omega^2 + \gamma^2)/\pi) \) is a Lorentzian centered at zero-energy with width \( \gamma \). Most of the terms in this sum do not survive projection into the zero-mode subspace. Recall that the solution of Eq. (S23) implies that

\[
U_{\mu}^\dagger \sigma_3 V_{0,\alpha}^\dagger \sigma_3 U_{\nu}^\dagger \sigma_3 V_{0,\alpha}^\dagger \sigma_3 U_{\nu}^\dagger \sigma_3 \sim O(S^{-2}),
\]

(S68)

for eigenvectors that do not arise from the zero mode subspace that appears in linear spin-wave theory. Since the energies, \( E_{0,\alpha} \), outside the zero-mode subspace have a piece \( \sim O(S) \), this means their total contribution to the first moment is \( O(S^{-1}) \) and thus can be ignored.

We thus can restrict only to those eigenvectors that arise from the zero mode subspace, which we denote as \( V_0 \) and \( W_0 \). We thus can write

\[
U_{\mu}^\dagger \sigma_3 \left[ \int d\omega \omega A(0, \omega) \right] \sigma_3 U_{\nu} = U_{\mu}^\dagger \sigma_3 \left[ \Delta \left( V_0^\dagger V_0^\dagger + W_0^\dagger W_0^\dagger \right) \right] \sigma_3 U_{\nu} + O(S^{-1}),
\]

where \( \Delta \) is the pseudo-Goldstone gap induced by spin-wave interactions. Note that we have set the width to zero for these modes; this is exact perturbatively in the interactions for the lowest lying mode, embodied in the assumption \( \Sigma^R(0, 0) \sim \Sigma^A(0, 0) \) articulated in Sec. S2 A.
Since they are obtained via degenerate perturbation theory, the vectors $\mathbf{V}_0$ and $\mathbf{W}_0$ are related to the unperturbed eigenvectors, $\mathbf{V}_0$ and $\mathbf{W}_0$, by a change of basis. Because of this, one can show that the matrix elements that appear in the first moment are identical to those found upon projecting the sum of the effective dispersion matrix, $\mathbf{M}_0 + \Sigma_0$ (see Sec. S2 A). Explicitly one finds

$$
\begin{align*}
V_0^\dagger \left[ (S \mathbf{M}_0 + \Sigma_0) \mathbf{V}_0 \right] &= W_0^\dagger \left[ (S \mathbf{M}_0 + \Sigma_0) \mathbf{W}_0 \right] = V_0^\dagger \sigma_3 \left( \Delta \mathbf{V}_0 + \mathbf{W}_0 \mathbf{W}_0^\dagger \right) \sigma_3 V_0, \\
W_0^\dagger \left[ (S \mathbf{M}_0 + \Sigma_0) \mathbf{V}_0 \right] &= (V_0^\dagger \mathbf{V}_0 + \mathbf{W}_0 \mathbf{W}_0^\dagger) \sigma_3 V_0.
\end{align*}
$$

(S69a)

(S69b)

Using the sum rule [Eq. (S57)], and the definitions of $U_\mu$ [Eq. (S54)] we can then see that

$$
\begin{align*}
V_0^\dagger [S \mathbf{M}_0 + \Sigma_0] V_0 &= \frac{1}{2} \left( \frac{\partial^2 \epsilon_{\text{qu}}}{\partial \theta^2} \right)_0 + \left( \frac{\partial^2 \epsilon_{\text{qu}}}{\partial \phi^2} \right)_0, \\
W_0^\dagger [S \mathbf{M}_0 + \Sigma_0] V_0 &= \frac{1}{2} \left( \frac{\partial^2 \epsilon_{\text{qu}}}{\partial \theta^2} \right)_0 - \left( \frac{\partial^2 \epsilon_{\text{qu}}}{\partial \phi^2} \right)_0 - i \left( \frac{\partial^2 \epsilon_{\text{qu}}}{\partial \theta \partial \phi} \right)_0.
\end{align*}
$$

(S70a)

(S70b)

The pseudo-Goldstone gap for the type II case is then found using Eq. (S27), giving the final result

$$
\Delta = \sqrt{\left( \frac{\partial^2 \epsilon_{\text{qu}}}{\partial \phi^2} \right)_0 - \left( \frac{\partial^2 \epsilon_{\text{qu}}}{\partial \theta^2} \right)_0^2} \sim O(S^0).
$$

(S71)

**E. Type I pseudo-Goldstone mode**

Finally, we consider the type I case. This is somewhat more involved given there is only a single soft-direction. We assume that the coordinates $\phi$ and $\theta$ are chosen such that $\theta = 0$, $\phi \neq 0$ represents the soft direction. Because of this, the spin-wave expansion is stable only for $\theta = 0$ and thus we have to be somewhat careful. Consider first the dependence on $\theta$ with $\phi = 0$

$$
\mathcal{H}(0, \theta) = S^2 N \left[ \epsilon_{\text{cl}}(0, 0) + \frac{1}{2} \theta^2 \left( \frac{\partial^2 \epsilon_{\text{cl}}}{\partial \theta^2} \right)_0 \right] + O(S).
$$

(S72)

We thus see that there is an $O(S^2)$ contribution to this second derivative, with

$$
\frac{1}{SN} \left( \frac{\partial^2 \mathcal{H}}{\partial \theta^2} \right)_0 = S \left( \frac{\partial^2 \epsilon_{\text{cl}}}{\partial \theta^2} \right)_0 + O(S^0).
$$

(S73)

Next consider the case where $\theta = 0$, but $\phi \neq 0$, where there is no classical contribution, but a well defined spin-wave expansion at $O(S)$. One writes

$$
\mathcal{H}(\phi, 0) = S(S + 1) N \epsilon_{\text{cl}}(0, 0) + S N \epsilon_{\text{qu}}(\phi, 0) + S \sum_{k \alpha} \epsilon_{k \alpha}(\phi, 0) \gamma_{k \alpha}^{\dagger} \gamma_{k \alpha} + O(S^{1/2}).
$$

(S74)

Following the discussion in Sec. S6 D, we can then see that

$$
\frac{1}{SN} \left( \frac{\partial^2 \mathcal{H}}{\partial \phi^2} \right)_0 = \left( \frac{\partial^2 \epsilon_{\text{qu}}}{\partial \phi^2} \right)_0 + O(S^{-1}).
$$

(S75)
Now all that remains is the cross-term. The classical part of this vanishes due to the choice of $\phi$.

Going beyond the classical part requires the handling of terms linear in the magnons, as in Sec. S3 A. In this case the only piece of interest is the $O(S^{3/2})$ part, however, this is at most of order $O(\phi_0 \phi)$, and since $\langle a_0, \phi \rangle = O(S^{-1/2})$, this contribution is at most $O(S^0)$, with

$$\frac{1}{SN} \left( \frac{\partial^2 H}{\partial \theta \partial \phi} \right)_0 = O(S^0).$$

Due to the presence of the classical, $O(S^2)$, parts of the curvatures, this has no effect at leading order and thus can be ignored. Following the results of Sec. S3 D, we then can write

$$V_0^\dagger [S M_0 + \Sigma_0] V_0 = \frac{1}{2} \left[ S \left( \frac{\partial^2 \epsilon_{cl}}{\partial \theta^2} \right)_0 + \left( \frac{\partial^2 \epsilon_{qu}}{\partial \phi^2} \right)_0 \right],$$

$$W_0^\dagger [S M_0 + \Sigma_0] V_0 = \frac{1}{2} \left[ S \left( \frac{\partial^2 \epsilon_{cl}}{\partial \theta^2} \right)_0 - \left( \frac{\partial^2 \epsilon_{qu}}{\partial \phi^2} \right)_0 \right].$$

We thus have the final result, following Eq. (S30), that

$$\Delta = S^{1/2} \sqrt{\left( \frac{\partial^2 \epsilon_{cl}}{\partial \theta^2} \right)_0 \left( \frac{\partial^2 \epsilon_{qu}}{\partial \phi^2} \right)_0} + O(S^{-1/2}).$$

**S4. REMARKS ON SOME CONNECTIONS TO QUANTUM CHROMODYNAMICS**

The curvature formula presented in this paper bears some similarity to various formulas appearing in the literature on quantum chromodynamics (QCD) and chiral perturbation theory. Since, as it turns out, the similarities are more than merely superficial we briefly remark on them here.

Our work rests on the existence of accidental degeneracies in frustrated magnets which are not protected by symmetries of the full Hamiltonian. An analogous situation arises in the physics of the strong nuclear force [5]: when the bare $u, d, s$ quark masses are set to zero there is a set of global symmetries associated with axial charges – one for each of the eight generators of SU(3) – with 3 being the number of quark flavors. Although not exact symmetries of nature, it is fruitful to think along these lines because, in doing so, one realizes that the global symmetries are spontaneously broken leading to eight Goldstone modes. These can be associated with the lightest meson octet consisting of the $\pi, K$ and $\eta$ mesons – their masses arising from the explicit breaking of the axial vector symmetries. A formula due to Dashen [6]

$$m^2 \propto \langle [Q_5, [Q_5, H]] \rangle,$$

relates the meson mass to a double commutator of the Hamiltonian with generators of the approximate symmetries. The more widely known Gellmann-Oakes-Renner formula [7] follows from this relation. Dashen’s formula is analogous to the left-hand side of sum rule formula [Eq. (S57)], relating the first-moment of the spectral function to the gap of pseudo-Goldstone mode. In the context of QCD, the part of the Hamiltonian $\mathcal{H}$ that contributes to the mass comes from the explicit symmetry-breaking terms, such as the quark masses.
In addition to the physics of spontaneous and explicit breaking of SU(3) axial vector currents, there is a classically conserved U(1) axial charge which is broken by quantum fluctuations. Accordingly, there is also a ninth pseudoscalar meson $\eta'$ with a mass significantly larger than that of the pseudoscalar octet. Witten and Veneziano [8, 9] addressed the question of how to precisely frame the $\eta'$ mass as arising from the anomaly. Schematically, in the large-$N$ limit of SU($N$) Yang-Mills theory with massless quarks one finds [8]

$$m^2_{\eta'} \propto \left[ \frac{\partial^2 \epsilon_{YM}}{\partial \theta^2} \right]_0 \equiv \chi_{\infty} \propto \frac{1}{N},$$  \quad \text{(S80)}

where $m_{\eta'}$ is the mass of the $\eta'$-meson and $\chi_{\infty}$ is the “topological susceptibility”: the curvature of the energy of the pure gauge system with respect to the addition of the topological $\theta$-term that is associated with the U(1) anomaly [8]. In broad strokes this resembles the curvature formula: specifically, the $\eta'$ mass is analogous to the pseudo-Goldstone gap, and $\chi_{\infty}$ is analogous to the (mean) curvature of the classical and quantum zero-point energy densities and $N$ is analogous to $S$. The proof we give here for the pseudo-Goldstone gap is in a similar spirit to the argument presented by Witten: as in our case where a mixing of orders in perturbation theory ensures that the ground state energy is independent of the spin configuration, the small meson mass $m^2_{\eta'} \sim 1/N$, is needed to cancel a term at $O(N^2)$ to render the total energy independent of the $\theta$ angle [8].

We note in passing that order-by-disorder as discussed in condensed matter is similar to the notion of an anomaly in field theory in the sense that both involve the lifting of a classical symmetry by fluctuations. The resemblance is no deeper than this however, as while anomalies stem from the lack of invariance of the path integral measure, in the case of order-by-disorder accidental symmetries can usually be fine-tuned to become exact symmetries. Even so, the story of understanding the $\eta'$ mass in large-$N$ QCD from the axial U(1) anomaly does have some interesting parallels to our work.

### S5. ORDER-BY-QUANTUM DISORDER MODELS

We now discuss some details of the explicit calculations of the pseudo-Goldstone gap in a number of relevant quantum spin models. Where possible we will compare with other theoretical approaches or directly with experimental data. The key results have been presented in Table I of the main text.

#### A. Heisenberg-compass models

The simplest, and one of the earliest studied cases [10, 11] of order-by-quantum-disorder is a Heisenberg ferromagnet with a compass type anisotropy on square or cubic lattices. We write these models as

$$\sum_{ij\mu} \left[ JS_i \cdot S_{i+\mu} + KS_i^\mu S_{i+\mu}^\mu \right].$$  \quad \text{(S81)}
where $J < 0$ is ferromagnetic and $\mu$ is the bond direction. For $K = 0$ the classical ground state is a ferromagnet, $S_i = S \hat{n}$, with arbitrary overall direction $\hat{n}$. In the square lattice case, finite $K > 0$ selects $\hat{n} = \hat{z}$, with no residual degeneracy, while $K < 0$ fixes $\hat{n}$ to the $\hat{x}-\hat{y}$ plane with a $\text{U}(1)$ degeneracy. This is lifted by the quantum zero-point energy to select states aligned with the cubic axes, $\hat{n} = \hat{x}, \hat{y}$, with the associated pseudo-Goldstone mode being type I. A similar picture holds in the cubic case, except there is a residual type II $\text{O}(3)$ degeneracy for either sign of $K$, with the zero-point energy selecting the cubic axes [11]. As shown in Table I of the main text, the induced pseudo-Goldstone gap appears at next order in $1/S$. For small $|K|/|J|$ this yields a gap $\Delta \propto S^{1/2}|K|^{3/2}/|J|^{1/2}$ for the square lattice and $\Delta \propto K^2/|J|$ for the cubic lattice. Note that for both square and cubic models, the three-magnon interactions vanish, and thus there is no magnon decay.

We should note that the cubic-compass model was studied by Belorizky et al. [11], where order-by-quantum-disorder selection was computed, as well as the gap of the pseudo-Goldstone modes due to spin-wave interactions. In fact, a similar problem, order-by-quantum-disorder in cubic dipolar ferromagnets, was studied by Tessman [10], predating by several decades the seminal works of Villain et al. [12], Henley [13] and Shender [14]. The results of Belorizky et al. [11] are in quantitative agreement with ours where they overlap (see Table I of the main text and Eq. (29) of Ref. [11]). In their work, the relationship between the zero-point curvature and the gap was noted, and an argument was given for why this occurred. Their argument has some implicit assumptions that make it (a) incomplete and (b) not generalizable to the arbitrary order-by-quantum-disorder scenarios.

### B. Heisenberg-Kitaev-$\Gamma$ models

Another Heisenberg-compass model that has attracted recent attention is the Heisenberg-Kitaev [15] model and the related Heisenberg-Kitaev-$\Gamma$ model [16] defined on the honeycomb lattice. This reads

$$
\sum_{(i,j) \in \alpha(\beta)} \left[ JS_i \cdot S_j + KS_i^\alpha S_j^\alpha + \Gamma \left( S_i^\alpha S_j^\beta + S_i^\beta S_j^\alpha \right) \right],
$$

where the bonds have been divided into three types: $(x)yz$, $(x)yz$ and $(x)yz(z)$, as defined in Ref. [16].

First consider the Heisenberg-Kitaev limit, where $\Gamma = 0$. As a function of $J$ and $K$ there are four classical phases, a ferromagnet, anti-ferromagnet and the so-called zigzag and stripy phases [17]. All of these states have an accidental classical $\text{O}(3)$ degeneracy that is lifted by quantum fluctuations. In all cases the selection pins the moment direction to lie along the cubic spin axes [15, 17]. Since the stripy and zigzag phases can be mapped to the ferromagnet and antiferromagnet via a duality, and therefore do not need to be studied separately. The ferromagnetic case is similar to the cubic compass ferromagnet, showing a type II pseudo-Goldstone gap that scales as $\Delta \propto K^2/J$. The anti-ferromagnetic case is subtler: the Heisenberg limit has two type I Goldstone modes that are lifted by the introduction of the Kitaev exchange $K$. These two modes are lifted identically and
do not mix, with their gap scaling strongly with the Kitaev exchange, going as $\Delta \propto |K|S^{1/2}$. Both these cases do not have three-magnon interactions due to a residual $C_2$ spin rotation symmetry.

The phase diagram is more complex when $\Gamma \neq 0$, with many of the accidental degeneracies of the Heisenberg-Kitaev limit lifted [16]. We consider a region near the ferromagnetic limit where $J < 0, K = 0$ and $\Gamma > 0$. Here the spins are uniform, $S_i = S \hat{n}$, in the plane perpendicular to [111] with arbitrary orientation [16]. This accidental degeneracy is lifted by the quantum zero-point energy selecting directions equivalent to $\hat{n} = (y - x)/\sqrt{2}$. The pseudo-Goldstone mode is type I, with a gap that scales as $\Delta \sim S^{1/2}/\Gamma^2$. We note that, in contrast to the other cases discussed so far, this model includes three-magnon interaction terms and thus magnon decay.

C. $J_1$-$J_2$ models

Next, we consider one of the paradigmatic models of quantum-order-by-disorder, the $J_1$-$J_2$ anti-ferromagnet on the square lattice [13, 18]

$$J_1 \sum_{\langle ij \rangle} S_i \cdot S_j + J_2 \sum_{\langle \langle ij \rangle \rangle} S_i \cdot S_j. \quad (S83)$$

For $J_1/J_2 = 0$, one sees that the two sublattices of the square lattices decouple and form two independent Néel anti-ferromagnets, with the relative orientation unconstrained. At the classical level this remains true for large $J_2$, until the transition to the usual Néel state at $J_1 = 2J_2$. There is thus an $O(3)$ degeneracy which is lifted by quantum fluctuations, in addition to the overall $O(3)$ due to spin rotation invariance. As shown by Henley [13], these fluctuations select a colinear state, with the two sublattices either aligned or anti-aligned.

Like the Heisenberg-Kitaev case, this has a pair of type-I pseudo-Goldstone modes, but, in addition, a pair of type I true Goldstone modes that remain gapless. As shown in Table I of the main text, the gap scales as $\Delta \propto J_1 S^{1/2}$ for $J_1 \ll J_2$, matching the appropriately defined mean curvature exactly. This case has also been studied in the $S = 1/2$ limit by series expansion techniques [19]. One finds that the relevant gap to triplet excitations (with $S = 1/2$) is in reasonable agreement with our $O(1/S^2)$ spin-wave results (see Table I of the main text).

The $J_1$-$J_2$ model on the triangular lattice has similar physics, though the ground state manifold is a bit more complex [20]. For small $J_2/J_1$ one finds the usual 120$^\circ$ structure, while for large $J_2/J_1$ classically one finds an incommensurate state [21]. At intermediate values, in the range $1/8 < J_2/J_1 < 1$ the ground state consists of any state in which the sum of the four spins on each rhombus of the lattice is zero [21]. This degeneracy is lifted by order-by-disorder, picking the maximally colinear state consisting of alternating ferromagnetic stripes [13, 20]. This has a pair of type II pseudo-Goldstone modes, in addition to a pair of type I true Goldstone modes that remain gapless. As shown in Table I of the main text, the gap scales as $\Delta \propto J_1 S^0$, and is largest near the boundaries, with a minimum of $\Delta \sim 0.44J_1$ near $J_2/J_1 \sim 0.42$. 

D. \textbf{Ca}_{3}\text{Fe}_{2}\text{Ge}_{3}\text{O}_{12}

We now consider an experimental candidate for order-by-quantum-disorder in a real materials, the garnet \text{Ca}_{3}\text{Fe}_{2}\text{Ge}_{3}\text{O}_{12} [14, 22–25]. The magnetic ions in \text{Ca}_{3}\text{Fe}_{2}\text{Ge}_{3}\text{O}_{12} are (spin-only) \text{Fe}^{3+} ions ($S = 5/2$), which form a pair of interpenetrating simple cubic lattices. Each site has only a single three-fold axis, thus there are two types of nearest-neighbor exchanges ($J_1$ and $J'_1$) and one second-neighbor exchange ($J_2$) [22]. We write this model schematically as

\begin{equation}
J_1 \sum_{\langle ij \rangle_{||}} S_i \cdot S_j + J'_1 \sum_{\langle ij \rangle_{\perp}} S_i \cdot S_j + J_2 \sum_{\langle \langle ij \rangle \rangle} S_i \cdot S_j,
\end{equation}

where the first neighbors $\langle ij \rangle$ have been partitioned into those along the local three-fold axis, denoted as $\langle ij \rangle_{||}$, and those perpendicular to it, denoted as $\langle ij \rangle_{\perp}$. These parameters have been estimated by comparison with the inelastic neutron scattering spectrum at zero field, where it was found that [22]

\begin{align*}
J_1 &= 0.078 \text{ meV}, \\
J'_1 &= 0.0265 \text{ meV}, \\
J_2 &= 0.053 \text{ meV},
\end{align*}

reproduces the experimental spectrum reasonably well. The classical ground states consist of two independent Néel antiferromagnets on the two cubic sublattices.

The order-by-disorder physics in this material is a three-dimensional analogue of the $J_1$-$J_2$ square lattice model and has the same basic features: selection of colinear ordering and gapping of two type I pseudo-Goldstone modes. For the experimental parameters we find the gap is given by

\begin{equation}
\Delta = 83 \mu\text{eV} \cdot S^{1/2} + O(S^{-1/2}),
\end{equation}

giving $\sim 131 \mu\text{eV}$ for $S = 5/2$. This is in good agreement with the gap of 0.033THz = 136 \mu\text{eV} that has been observed experimentally [22]. There are some alternatives to an interpretation in terms of order-by-quantum-disorder – biquadratic exchange can directly lift the accidental degeneracy [26]. The agreement of the gap with experiment, coupled with the relatively large $S = 5/2$, suggests such additional interactions may not necessary. We note that the classical part of the curvatures can be worked out analytically, with \( \frac{\partial^2 \epsilon}{\partial \theta^2} \) must be computed numerically. This model includes only four-magnon interactions, with the three-magnon terms vanishing due to the isotropic interactions and colinear ground state.

E. \textbf{Er}_2\text{Ti}_2\text{O}_7

Finally, we consider the XY anti-ferromagnet \text{Er}_2\text{Ti}_2\text{O}_7 which is a leading candidate for experimental realization of order-by-quantum disorder. The appropriate pseudo-spin-1/2 model for the \text{Er}^{3+} ions take the form

\begin{equation}
\sum_{\langle ij \rangle} \left[ J_{zz} S_i^z S_j^z - J_{\pm} \left( S_i^+ S_j^- + S_i^- S_j^+ \right) + J_{z\pm} \left( \gamma_{ij} S_i^z S_j^+ + \text{h.c.} \right) + J_{z\pm} \left( \zeta_{ij} \left( S_i^z S_j^+ + S_i^+ S_j^z \right) + \text{h.c.} \right) \right].
\end{equation}
The exchange parameters have been determined by fitting the spin-wave spectrum in an applied magnetic field. Good agreement is found for the values \[ J_{zz} = -2.5 \cdot 10^{-2} \text{ meV}, \]
\[ J_{\pm} = +6.5 \cdot 10^{-2} \text{ meV}, \]
\[ J_{\pm\pm} = +4.2 \cdot 10^{-2} \text{ meV}, \]
\[ J_{z\pm} = -0.88 \cdot 10^{-2} \text{ meV}, \]
(S86)
where the phases \( \gamma_{ij}, \zeta_{ij} \) and lattice structure are given in detail in Ref. [26]. The classical ground states have the pseudo-spins uniformly in their local XY planes, \( S_i = S (\cos \phi \hat{x} + \sin \phi \hat{y}) \), with the overall angle, \( \phi \), arbitrary. Order-by-quantum-disorder selects the six so-called \( \psi_2 \) states, with \( \phi = n\pi/3 \) (\( n = 0, 1, \ldots, 5 \)) and yields a single type I pseudo-Goldstone mode, similar in spirit to the square compass ferromagnet discussed earlier. This has been argued to be one of the best cases for observing order-by-quantum-disorder as two-spin interactions of arbitrary range do not lift the classical degeneracy. For these exchange parameters one finds the gap to be
\[ \Delta = 44 \mu\text{eV} \cdot S^{1/2} + O(S^{-1/2}) \]
(S87)
giving \( \sim 31 \mu\text{eV} \) for \( S = 1/2 \). This number is comparable, though somewhat smaller, than the gaps that have been reported from experiment, which range from 43 \( \mu\text{eV} \) [27] to 53 \( \mu\text{eV} \) [28]. We note that the classical curvature \( \left( \frac{\partial^2 \epsilon}{\partial \theta^2} \right)_0 \) can be computed analytically, giving \( \left( \frac{\partial^2 \epsilon}{\partial \theta^2} \right)_0 = 6(2J_{\pm} + J_{z\pm})S^2 \), while \( \left( \frac{\partial^2 \epsilon}{\partial \phi^2} \right)_0 \) must be computed numerically. We note that this case includes both three- and four-magnon interactions due to the highly anisotropic exchange interactions.

### S6. CURVATURE CALCULATION EXAMPLES

In this Section we give a selection of representative cases on how to calculate the curvatures for the examples discuss in in the Table I of the main text. For the sake of brevity we adopt the shorthand
\[ \left( \frac{\partial^2 \epsilon}{\partial \theta^2} \right)_0 \equiv A_{\theta\theta}, \quad \left( \frac{\partial^2 \epsilon}{\partial \phi^2} \right)_0 \equiv A_{\phi\phi}, \quad \left( \frac{\partial^2 \epsilon}{\partial \theta \partial \phi} \right)_0 \equiv A_{\theta\phi}. \]
(S88)

#### A. Heisenberg-compass (cubic, ferromagnet)

This example is particularly simple, since there is a single sublattice and it is type II. Expanding about a state with ordering vector along the cubic \( \hat{z} \) axis it is clear that the relevant states are
\[ S_i^z = S [\phi \hat{x} + \theta \hat{y}]. \]
(S89)
We see then the curvatures correspond to simply rotating the ordering direction along the \( \hat{x} \) and \( \hat{y} \) directions. Due to the cubic symmetry this then further implies that \( A_{\theta\theta} = A_{\phi\phi} \equiv A \), with \( A_{\theta\phi} = 0 \), giving a gap equation \( \Delta = A/S \). To compute A we compute \( \epsilon_{qu}(\theta, 0) \) numerically for a series of small values of \( \theta \), fitting to a quadratic form to extract the curvature.
B. Heisenberg-Kitaev (honeycomb, Néel)

This example is type I+I, with a pair of identical pseudo-Goldstone modes and two sublattices (A and B). We focus on one of the pseudo-Goldstone modes, the other can be obtained similarly. One defines the frames

\[
\hat{x}_A = +\hat{x}, \quad \hat{y}_A = +\hat{y}, \quad \hat{z}_A = +\hat{z}, \quad \text{(S90a)}
\]

\[
\hat{x}_B = -\hat{x}, \quad \hat{y}_B = +\hat{y}, \quad \hat{z}_B = -\hat{z}. \quad \text{(S90b)}
\]

so that the uniform local \(\hat{x}_A, \hat{x}_B\) direction corresponds to a soft-mode. The second soft-mode can be obtained by switching the roles of \(\hat{x}\) and \(\hat{y}\). The spin configurations are then described by the transverse parts

\[
S^\perp_{iA} = S [+\phi \hat{x} + \theta \hat{y}], \quad \text{(S91a)}
\]

\[
S^\perp_{iB} = S [-\phi \hat{x} + \theta \hat{y}]. \quad \text{(S91b)}
\]

The classical, \(O(S^2)\) parts of the curvatures in these variables are simple, with

\[
A_{\theta\theta} = 2(3J + K)S^2, \quad \text{(S92)}
\]

and the \(A_{\phi\phi} \sim O(S)\), as given in Table I of the main text. To determine \(A_{\phi\phi}\) we computed \(\epsilon_{\text{eq}}(\phi, 0)\) numerically for the spin configurations above for a series of small values of \(\phi\). We then fit these values to a quadratic form to extract the curvature.

C. \(J-\Gamma\) model (honeycomb, ferromagnet)

This model orders ferromagnetically into the plane perpendicular to [111] and thus has a superficially more complicated structure. We define the vectors

\[
X = \frac{1}{\sqrt{6}} [\hat{x} + \hat{y} - 2\hat{z}], \quad \text{(S93a)}
\]

\[
Y = \frac{1}{\sqrt{2}} [\hat{y} - \hat{x}], \quad \text{(S93b)}
\]

\[
Z = \frac{1}{\sqrt{3}} [\hat{x} + \hat{y} + \hat{z}]. \quad \text{(S93c)}
\]

The selected ferromagnetic ground state for \(\Gamma > 0\) is along \(\hat{Y}\) (and its equivalents) so we parameterize

\[
\hat{x}_A = -\hat{X}, \quad \hat{y}_A = \hat{Z}, \quad \hat{z}_A = \hat{Y}, \quad \text{(S94a)}
\]

\[
\hat{x}_B = -\hat{X}, \quad \hat{y}_B = \hat{Z}, \quad \hat{z}_B = \hat{Y}. \quad \text{(S94b)}
\]

The relevant spin configurations are thus given by

\[
S^\perp_{iA} = S^\perp_{iB} = S [-\phi \hat{X} + \theta \hat{Z}]. \quad \text{(S95)}
\]
The classical contributions to the curvatures are thus simply given by

$$A_{\theta\theta} = 3\Gamma S^2,$$

(S96)

with $A_{\phi\phi} \sim O(S)$ generated only by quantum fluctuations, as given in Table I of the main text. To compute $A_{\phi\phi}$ we computed $\epsilon_{\text{qu}}(\phi, 0)$ numerically for the spin configurations above for a series of small values of $\phi$. We then fit these values to a quadratic form to extract the curvature.

### D. Heisenberg $J_1$-$J_2$ (square, stripe)

This example has two true type I Goldstone modes in addition to two type I pseudo-Goldstone modes. These modes are described by a unit cell with four sites, which we label as $A$ (at $0$), $B$ (at $\hat{x}$), $C$ (at $\hat{y}$) and $D$ (at $\hat{x} + \hat{y}$). The stripe, $(\pi, 0)$ order is then given by the vectors

$$\hat{z}_A = \hat{z}_D = +\hat{z}, \quad \hat{z}_B = \hat{z}_C = -\hat{z}.$$  

(S97)

The pseudo-Goldstone modes of interest are those that change the relative angle of the two sublattices. The appropriate local frames for one of these modes is then given by

$$\hat{x}_A = \hat{x}_B = +\hat{x}, \quad \hat{x}_C = \hat{x}_D = -\hat{x},$$

$$\hat{y}_A = \hat{y}_D = +\hat{y}, \quad \hat{y}_B = \hat{y}_C = -\hat{y}.$$  

(S98)

as in the Néel case, the second soft mode is identical in character, with the role of $\hat{x}$ and $\hat{y}$ axes switched. These define the soft spin configurations

$$S_{iA}^+ = S [ +\phi \hat{x} + \theta \hat{y}], \quad S_{iB}^+ = S [ +\phi \hat{x} - \theta \hat{y}],$$

$$S_{iC}^+ = S [ -\phi \hat{x} - \theta \hat{y}], \quad S_{iD}^+ = S [ -\phi \hat{x} + \theta \hat{y}].$$  

(S99)

This then yields the classical curvature for the $\theta$ direction as

$$A_{\theta\theta} = 4(2J_2 - J_1)S^2,$$  

(S100)

with the classical curvature $A_{\phi\phi} \sim O(S)$, as given in Table I of the main text. To compute $A_{\phi\phi}$ we computed $\epsilon_{\text{qu}}(\phi, 0)$ numerically for the spin configurations above for a series of small values of $\phi$. We then fit these values to a quadratic form to extract the curvature.
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