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Synthetic biology has many valuable applications, but it also gives rise to certain risks. In this paper I discuss the risk of bioterrorism, which often attracts attention in both the mass media and scientific debate, as well as in government reports. While some authors argue that there is a significant risk of bioterrorism connected to synthetic biology, other scholars claim that the risk is exaggerated and that actors often have motives for overstating the risk. In this paper, I argue that some estimates of the risk may be overstated but that certain risks of bioterrorism, such as the creation and spread of known pathogenic viruses, need to be taken seriously. Actors may also have scientific and financial motives for understating the risk. Such understatements are sometimes based on a principle of hope, which says that technological progress is important for the future welfare of humanity and that too much precaution would have bad consequences. I argue that this principle is problematic as the burdens and benefits of synthetic biology may not be equally divided between different social groups. Instead, I claim that the principle of precaution is more justified as a point of departure for assessing advancements within synthetic biology. It tells us that we need strong evidence that such advancements are safe, because there is a potential risk that they may make it easier for terrorist groups to create and spread known pathogenic viruses.
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INTRODUCTION

Synthetic biology is an interdisciplinary research area within biology and engineering. It can be described as an umbrella term that denotes both new applications of previous forms of biotechnologies and new biotechnologies. It is a broad area with different subfields, such as synthetic genomics, bioengineering and xenobiology. Synthetic biology emerged as a new field of biotechnology in the early 2000s because of the convergence of biology and engineering principles. However, it is important to recognize that there is no exact divide between synthetic biology and earlier forms of biotechnology. Synthetic biology can be seen as part of the continuum of biotechnological progress that started with the development of recombinant DNA technologies, molecular cloning and polymerase chain reaction in the 1970s and 1980s (Keiper and Atanassova, 2020, 1–2). However, what distinguishes synthetic biology from earlier forms of biotechnology is that today’s scientists have greater capabilities to rationally design and construct biological systems and living organisms, which have many practical applications (Häyry, 2017, 187). For example, the creation of synthetic gene circuits enables the mapping of molecular origins of diseases and enhances drug discovery (Beitz et al., 2021).
Synthetic biologists design and construct biological systems and living organisms with the purpose of improving the applications for industry or biological research. Within synthetic biology technologies normally used within engineering and development are applied on living beings (Freemont and Kitney, 2016, 19–20). At present, synthetic biologists are not able to create fully artificial cells, but they have succeeded in creating synthetic genomes and transplanting them into cells. For example, a research group at J. Craig Venter Institute created in 2010 a synthetic genome for a bacterial species, *Mycoplasma mycoides*, and transplanted it into another bacterial species, *Mycoplasma capricolum*, thereby transforming the latter organisms into the former. The new organism was named “JCVI-syn1.0” or more informally “Synthia” (Powell, 2018). In 2016 a new version of the synthetic organism was presented containing only 473 genes, the minimum number required to sustain life under ideal environmental conditions (Sleator, 2016).

The creation of microorganisms with synthetic DNA can enable many valuable applications for humans, but it also involves certain risks. These risks have led some organizations to argue for a moratorium of some forms of synthetic biology, for example, in a report by Friends of the Earth and some other NGOs (International Center for Technology Assessment ETC Group, 2012). In the mass media and the scientific debate and in government reports it is often argued that the expanded capabilities to design and create living organisms lead to serious ethical challenges (Braun et al., 2019). One of the more spectacular challenges that is often highlighted and which I focus on here is the risk that terrorists make use of scientific results and technologies from synthetic biology to create dangerous bacteria or viruses. However, some scholars argue that risk assessments of bioterrorism often are exaggerated and that those who put forward such claims have motives for overstating their case. In this article, I discuss, based on the present scientific debate, whether we should take the risk of bioterrorism due to advancements within synthetic biology seriously and what the ethical implications would be.

**OVERSTATEMENTS AND UNDERSTATEMENTS IN THE DEBATE**

The mass media debate and the scholarly debate on synthetic biology, as well as government reports from both the US and the EU often highlight the increased risk of bioterrorism due to advances within synthetic biology (CBS News, 2021; Ahteensuu, 2017; National Science Advisory Board for Biosecurity, 2010; The European Group on Ethics in Science and the New Technologies (EGE), 2009. Some claim that synthetic biology may in the near future make it much easier for persons without long education and training to engineer new and dangerous forms of viruses and bacteria (Mukunda et al., 2009). However, the view that the advances within synthetic biology lead to significantly increased risk of bioterrorism is questioned by other authors, such as Jefferson et al., who argue that it rests on certain problematic assumptions. They claim that even if standardization and mechanization within the field has reduced the dependence on highly trained persons, advanced skills and technology and large infrastructures are still necessary. Moreover, the importance of tacit knowledge that one can only receive through extended lab training makes it very difficult to perform the necessary laboratory work without such training. In addition, it is much more difficult than often portrayed in the debate to design new dangerous pathogens with synthetic DNA, partly because viruses and bacteria cultivated in laboratories often lose their virulence. Finally, even if a terrorist group would succeed in creating new dangerous pathogens, they also need considerable resources and knowledge to scale up the production of these pathogens, to store them and disseminate them efficiently. Jefferson concludes that scenarios of how individuals or groups without long training and considerable resources create microorganisms with synthetic DNA and transmit them efficiently is better understood as speculations about a distant future than predictions about what is possible at present (Jefferson et al., 2014, 1–12).

Jefferson et al. point out that actors in the mass media and scientific debate often have motives for overstating the risks of bioterrorism. For example, individuals in the security field may exaggerate the risks of bioterrorism to attract resources and attention. Moreover, they argue that exaggerated claims about the risks of synthetic biology sometimes are a result of exaggerated claims about its positive effects (Jefferson et al., 2014, 13).

The risk of bioterrorism due to the advancements within synthetic biology is also downplayed in an article by Søren Holm. He points out, first of all, that concern about bioterrorism is rather old, and has been voiced already in connection with much simpler technologies, such as culture of unmodified pathogenic bacteria. The additional risks identified in relation to synthetic biology are often related to the unrealistic assumption that persons without considerable training and resources would be able to create pathogenic organisms. Moreover, Holm argues that the consequences of bioterrorism are not likely to be as catastrophic as often assumed in the debate. Even if bioterrorism would kill an average of 100,000 people every year, it is doubtful whether it should be regarded as a major ethical issue as 842,000 people die from lack of access to clean drinking water every year. Holm concludes that the common exaggeration of the risks of bioterrorism within the bioethics literature is best understood as an attempt to support precautionary measures or to attract funding (Holm, 2017, 230–234).

Jefferson et al. and Holm seem right in claiming that there have been some exaggerations in the debate, but it still seems problematic to conclude that we should completely disregard the risk of bioterrorism due to advances in synthetic biology. I am not convinced of Holm’s argument that bioterrorism will kill less people than what die from lack of access to clean drinking water and therefore is not a major ethical issue. There are many other dangers in society that kill less people than what die from lack of access to clean drinking water, but which we still take seriously and with good reasons. The fact that we take these dangers seriously even though the problems of bad drinking water...
remain unsolved is better understood as a consequence of insufficient political will to solve the issue of access to clean drinking water, which arguably should be a prioritised issue.

We need to acknowledge that even though some risks connected with the production of pathogens based on advances within synthetic biology are very low, others may be higher. The risk of the production of completely new forms of pathogens seems very low at present, as it is almost impossible even for scientists with considerable time and resources to create such pathogens from scratch (Li et al., 2021, 1–14). Also some other risks are relatively low, for example, the risk that a terrorist group should succeed in making existing viruses more dangerous. It should also be pointed out that changes in a viral genome does not require advanced synthetic biology techniques, but only standard recombinant DNA technology. In addition, the risk that terrorist should be able to make existing bacteria more dangerous with the help of synthetic biology approaches is rather low. Although it is easier than creating completely new forms of bacteria, there are difficulties in scaling up the production. Moreover, re-creating known pathogenic bacteria involves large technical difficulties because of the large size of the bacterial genome (Gómez-Tatay and Hernández-Andreu, 2019, 1599; National Academies of Sciences, 2019). However, one risk that we probably need to take more seriously is the creation of known pathogenic viruses as it is relatively easy and inexpensive, and only requires access to basic laboratory equipment. Examples of pathogenic viruses that have been synthesized so far are the poliovirus, the Spanish influenza virus and the horsepox virus that is closely related to the smallpox virus (Gómez-Tatay and Hernández-Andreu, 2019, 1599; National Academies of Sciences, 2019).

One possible counterargument against the claim that we ought to take seriously the risk that terrorists create known pathogenic viruses is that they may be able to achieve their aims with much simpler means. This argument is put forward by Jefferson et al. who point out that the known examples of bioterrorism, such as the two failed attacks in Tokyo by the Japanese cult Aum Shinrikyo, have been conducted by using cultured bacteria, in the Aum Shinrikyo case B. anthracis (Jefferson et al., 2014, 12; Danzig et al., 2011). However, the fact that bioterrorists historically have not made use of advanced technology is not necessarily a valid argument for the conclusion that they will not do so in the future. It is often argued that it is easier today for terrorists to employ advanced technology, because of the increased spread of the required know-how, as well as increased availability of the necessary techniques and instruments (Ahteensuu, 2017, 1547–1552). Moreover, we cannot be certain that terrorists with the aim of impacting a large part of a population would not prefer to reconstruct and spread a pathogenic virus, rather than spreading cultured B. anthracis. Even if they risk being victims of the disease themselves, it may not necessarily discourage them, as some terrorists are willing to sacrifice their own lives to cause damage to others.

Although it seems correct that we need to recognize that individuals may have reasons for overstating the risk of bioterrorism due to the progress within synthetic biology, we should acknowledge that the opposite may also be the case. Both corporations and nation-states may have scientific as well as financial motives for avoiding a moratorium or too complicated and costly regulations. It has been pointed out in the scientific debate that some government authorities have downplayed the risks of synthetic biology to promote scientific development. For example, Matti Häyry argues that the report from 2010 on the ethics of synthetic biology by the Presidential Commission for the Study of Bioethical Issues is based on an optimistic view of science and does not take possible future risks seriously. The report concludes that the development of synthetic biology may proceed without first scrutinizing its potential dangers (Häyry, 2017, 197–199; Presidential Commission for the Study of Bioethical Issues, 2010). Häyry argues that the reasoning of the Presidential Commission rests on what is often labelled as “the hopeful principle,” which assumes that technological progress is important for the future welfare of humanity and that too much precaution would therefore have bad consequences, all things considered. Technological development should continue unless we know that it is unsafe (Häyry, 2017, 200).

From an ethical perspective, the hopeful principle seems problematic, especially in light of the fact that the burden and benefits of synthetic biology may not be equally divided between different social groups and different nation-states. Technological advancements have often profited the already rich the most while the poor have borne most of the burdens, and it has been argued that synthetic biology will probably have the same impacts (Takala, 2017, 241). An outbreak of a serious disease caused by bioterrorism is likely to have much more negative consequences for populations in the poor parts of the world, as these countries have much more limited healthcare capacity and less ability to buy and distribute vaccines. Therefore, even if a certain advancement within synthetic biology has the potential for making life much better for some parts of the global population, we have strong reasons to be cautious if it leads to risks of an outbreak of an infectious disease.

The precautionary principle that is mentioned in many policy documents on synthetic biology seems more justified as a point of departure for assessing the risk of bioterrorism. It is often argued in the scientific debate that it should be applied in the field of synthetic biology as our knowledge of the possible outcomes of the technological advancements are very uncertain (Wareham & Nardini, 2015; Holm, 2019). The key idea behind the precautionary principle is that we should not make any decisions to develop a certain technology that may have negative consequences before its safety has been scientifically secured. Compared to a more conventional way of thinking about risks, the burden of proof is shifted from the opponents of a new technology to its advocates (Häyry, 2017, 199).

According to stronger formulations of the precautionary principle, an action should be blocked if it may have harmful consequences. One problem with stronger formulations of the precautionary principle is that they require us to consider only the possible harmful consequences of a technology and to disregard the possible benefits. We should avoid actions with only small risks of limited harm, even if they have considerable benefits. Therefore, advocates of the precautionary principle often argue
that a reasonable formulation of the principle needs to include an evidence-harm proportionality rule, saying that the strength of the evidence we need to conclude that something is safe should be proportionate to the severity of the potential harm (Wareham and Nardini, 2015, 119–120).

If we apply a precautionary principle that includes an evidence-harm proportionality rule, we are justified in prohibiting technological advancements within the field of synthetic biology if they will result in terrorists being able to create and spread known pathogenic viruses, even though the likelihood is low. Because the spread of such viruses may lead to considerable damage, we need strong evidence that such advancements are safe.

CONCLUSION

Some scholars argue that the risk of bioterrorism due to advancements within synthetic biology is often exaggerated and that actors in the debate have motives for overstating their case. Although I agree that some exaggerations can be found in the debate, some risks, such as the risk that terrorists create and spread known pathogenic viruses, should not be regarded as negligible. Moreover, we need to recognize that there may be understatements of the risk of bioterrorism in the debate as well and that different actors may have motives for downplaying the risk. Understatements of the risk are sometimes based on the hopeful principle, which seems problematic given that the burden and benefits of synthetic biology would probably not be equally divided between different groups of people. Instead, a precautionary principle, including an evidence-harm proportionality rule, seems a better point of departure. This principle should make us cautious of advancements within synthetic biology if they risk making it easier for terrorists to create known pathogenic viruses. We need strong evidence that such advancements are safe.
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