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Abstract

Question answering (QA) models are shown to be insensitive to large perturbations to inputs; that is, they make correct and confident predictions even when given largely perturbed inputs from which humans can not correctly derive answers. In addition, QA models fail to generalize to other domains and adversarial test sets, while humans maintain high accuracy. Based on these observations, we assume that QA models do not use intended features necessary for human reading but rely on spurious features, causing the lack of generalization ability. Therefore, we attempt to answer the question: If the overconfident predictions of QA models for various types of perturbations are penalized, will the out-of-distribution (OOD) generalization be improved? To prevent models from making confident predictions on perturbed inputs, we first follow existing studies and maximize the entropy of the output probability for perturbed inputs. However, we find that QA models trained to be sensitive to a certain perturbation type are often insensitive to unseen types of perturbations. Thus, we simultaneously maximize the entropy for the four perturbation types (i.e., word- and sentence-level shuffling and deletion) to further close the gap between models and humans. Contrary to our expectations, although models become sensitive to the four types of perturbations, we find that the OOD generalization is not improved. Moreover, the OOD generalization is sometimes degraded after entropy maximization. Making unconfident predictions on largely perturbed inputs per se may be beneficial to gaining human trust. However, our negative results suggest that researchers should pay attention to the side effect of entropy maximization.

1 Introduction

Pretrained language models (Devlin et al. 2019; Liu et al. 2019; Lewis et al. 2020; Radford et al. 2019; Brown et al. 2020) have achieved human-level performance on natural language understanding (NLU) tasks, such as question answering (QA) (Rajpurkar et al. 2016), and natural language inference (NLI) (Williams, Nangia, and Bowman 2018). Additionally, recent studies have shown that pretrained language models capture linguistic features based on an analysis with probing classifiers (Tenney et al. 2019; Hewitt and Manning 2019; Hewitt and Liang 2019; Belinkov 2022).

Table 1: Examples of largely perturbed inputs taken from SQuAD. In word order shuffling, we ensure that the answer spans indicated by \textbf{bold} remain as they are.

| Original input | Perturbed with function word deletion | Perturbed with word order shuffling |
|----------------|-------------------------------------|-----------------------------------|
| Context The American Football Conference (AFC) champion Denver Broncos defeated the National Football Conference (NFC) champion Carolina Panthers 24–10 to earn their third Super Bowl title. | Context American Football Conference AFC champion Denver Broncos defeated National Football Conference NFC champion Carolina Panthers 24 earn third Super Bowl title. | Context an Carolina the Super 10 American The National third their defeated NFC Conference champion Football to Denver Broncos 24 AFC (Panthers (champion. |
| Question Which NFL team represented the AFC at Super Bowl 50? | Question NFL team represented AFC Super Bowl 50? | Question at represented NFL team the AFC 50 Which Bowl Super? |

However, whether language models fine-tuned on QA tasks have human-like language understanding abilities remains debatable. QA models often maintain high accuracy and confidence scores even when the inputs are transformed by large perturbations (e.g., word deletion (Feng et al. 2018; Sugawara et al. 2018), word order shuffling, sentence deletion, and sentence order shuffling (Sugawara et al. 2020)). See Table 1 for the examples of largely perturbed inputs in extractive QA. Similar phenomena have been observed in NLI (Sinha et al. 2021), and other NLU tasks (Gupta, Kvernadze, and Srikumar 2021). Meanwhile, our human evaluation (§3.2) indicates that humans cannot correctly derive answers from such invalid inputs. We argue that such phenomena imply that models do not adequately use
Table 2: Four types of perturbations \( \sigma \) studied in this work. Different perturbations remove different types of intended features necessary for human reading from the inputs.

| Perturbation \( \sigma \) | Description | Intended feature removed by perturbation |
|--------------------------|-------------|----------------------------------------|
| Del\(_{\text{func}}\)   | Delete all the function words | Function words                           |
| Del\(_{\text{que}}\)    | Delete the question            | Question words                           |
| Shuf\(_{\text{word}}\)  | Shuffle the word order in each sentence | Syntactic information                    |
| Shuf\(_{\text{sent}}\) | Shuffle the sentence order in a context | Discourse relations                       |

semantic and syntactic features removed by perturbations to make predictions, while these features are indispensable for humans to understand language.

In addition, QA models are shown to lack out-of-distribution generalization. QA models trained on a certain dataset fail to generalize to datasets from other domains \cite{Yogatama et al. 2019, Talmor and Berant 2019, Sen and Saffari 2020}. They also lack robustness to adversarial attacks that append fake sentences to contexts \cite{Jia and Liang 2017}

Given the two characteristics of QA models (i.e., the insensitivity to large perturbations and the lack of generalization ability), we aim to answer the following question: If the overconfident predictions of QA models for various types of perturbations are penalized, will the out-of-distribution (OOD) generalization be improved? Previous studies have shown that maximizing the entropy \cite{Shannon 1948} of the output probability for perturbed inputs can successfully reduce model confidence for such perturbed inputs \cite{Feng et al. 2018, Sinha et al. 2021, Gupta, Kvernadze, and Srikanat 2021}. We adopt this method to make QA models sensitive to the perturbations listed in Table 2.

However, we observe that entropy maximization for a certain perturbation type can transfer to the unseen perturbation type but often fails to transfer to unseen perturbation types. For example, after maximizing the entropy for question deletion, models are not sensitive to function word deletion. To mitigate this lack of transferability, we propose to simultaneously maximize the entropy for the predefined perturbation types. We show that this approach is effective to make models recognize all the predefined perturbations while maintaining in-domain accuracy.

Contrary to our expectations, even though models become sensitive to the four types of perturbations, we find that the generalization to other domains or adversarial robustness is not improved. As discussed in \cite{Hase, Xie, and Bansal 2021}, intentionally perturbed inputs become unnatural and are unlikely to appear in a dataset. Therefore, making models sensitive to largely perturbed inputs may have a negative impact on out-of-distribution generalization. While becoming sensitive to unnatural inputs with entropy maximization like humans can gain trust from humans, our results suggest that researchers should pay attention to the side effect of entropy maximization.

Our main contributions are as follows:

- We show that simply maximizing the entropy for the four perturbation types, including word- and sentence-level ones, can mitigate this issue.
- We show that even though QA models become sensitive to the four types of perturbations, the generalization to other domains or adversarial robustness is not improved but rather sometimes degraded.

2 Method

2.1 Perturbation Types

We list the examined perturbations in Table 2. We adopt two word-level perturbations, function word deletion (Del\(_{\text{func}}\)) and word order shuffling (Shuf\(_{\text{word}}\)), and two sentence-level perturbations, question deletion (Del\(_{\text{que}}\)) and sentence order shuffling (Shuf\(_{\text{sent}}\)) to comprehensively assess the sensitivity of QA models to the intended features necessary for humans to understand language, which cover the surface structure and the textbase of the construction–integration model comprehensively. We adopted these perturbations because a QA model is relatively insensitive to them compared to other types of perturbations (e.g., content word deletion and vocabulary anonymization) as found in \cite{Sugawara et al. 2020}.

We expect that entropy maximization with these perturbations make models learn to recognize the intended features as shown in Table 2. The detailed motivation of the expectation is described in \S 2.3.

2.2 Entropy Maximization

To penalize the confident predictions of models on perturbed inputs, we adopt entropy maximization used by \cite{Feng et al. 2018, Gupta, Kvernadze, and Srikanat 2021}. Namely, we minimize the cross-entropy loss while maximizing the entropy of the output probabilities given perturbed inputs.

When the dataset \( \mathcal{D} \) consists of pairs of input \( x \) and output \( y \), and the model parameters are \( \theta \), the cross-entropy loss is given by

\[
\mathcal{L}_{ce} = -\frac{1}{|\mathcal{D}|} \sum_{(x,y) \in \mathcal{D}} \log p_{\theta}(y|x). \tag{1}
\]

When a perturbed input \( x_{\sigma} \) is obtained from \( x \) by applying a perturbation \( \sigma \), the entropy of the model output given perturbed input is given by

\[
H(Y|X_{\sigma}) = -\frac{1}{|\mathcal{D}|} \sum_{(x,y) \in \mathcal{D}} -p_{\theta}(y|x_{\sigma}) \log p_{\theta}(y|x_{\sigma}). \tag{2}
\]

Uppercase letters (e.g., \( X \)) represent random variables and lowercase letters (e.g., \( x \)) represent actual values.
The loss function to be minimized is computed as follows:

\[
\mathcal{L} = \mathcal{L}_{ce} - \lambda_H H(Y|X_\sigma),
\]  

(3)

where the entropy term is scaled by the factor \( \lambda_H (>0) \).

2.3 Conditional Independence Assumption for Extractive QA

In extractive QA tasks, such as SQuAD (Rajpurkar et al. 2016), the models need to specify the start and end positions of the predicted answer span in the context for the given question. When computing the conditional probability \( p_\theta(y|x) \) in Equations 1 and 2 as most existing studies implicitly did during training (Seo et al. 2017; Devlin et al. 2019), we assume that the start and end positions of answers, i.e., \( Y_{start} \) and \( Y_{end} \), are conditionally independent given the context and question for brevity. Namely, we assume that \( p(Y|X) = p(Y_{start}|X)p(Y_{end}|X) \). Based on this assumption, the entropy term in Equations 3 and 5 can be computed as follows:

\[
H(Y|X_\sigma) = H(Y_{start}|X_\sigma) + H(Y_{end}|X_\sigma). 
\]  

(4)

We adopt this relaxation because it is costly to raise all the possible answer spans meeting the condition that the start position is lower than or equal to the end position. Our experiments show that this does not degrade the in-distribution accuracy of the model, or the degree to which a cause affects an outcome in the context of causality (Pearl 2000).

By minimizing the cross entropy while maximizing the entropy in Equation 3, \( p(\hat{y}|x) \) is increased while \( p(y|x_\sigma) \) is decreased. Thus, minimizing \( \mathcal{L} \) in Equation 3 is expected to indirectly increase \( d_\sigma(x, \hat{y}, \sigma) \) in Equation 6. When \( d_\sigma(x, \hat{y}, \sigma) \) is larger than non-zero values, features in \( x \) removed by perturbation \( \sigma \) have causal effects on prediction \( \hat{y} \) made by QA model \( \theta \). Based on this interpretation, we assume that training with entropy maximization causes QA models to use intended features as listed in Table 2, and have positive impact on out-of-distribution generalization.

However, our experiments show that the results are opposite to the assumption. We will discuss why the out-of-generalization is not improved with the approach in §3.4.

3 Experiment

In this study, we considered a QA task because the inputs of QA datasets consist of questions and contexts, and the contexts often consist of multiple sentences. This enables examination of broader types of perturbations, such as sentence order shuffling, that are absent in other NLU tasks such as NLI and paraphrase identification (Dolan and Brockett 2005), where the inputs are only two sentences.

3.1 Experimental Setups

Model We used BERT-base (Devlin et al. 2019) and RoBERTa-base (Liu et al. 2019) for QA models because they are often adopted in QA.

Dataset We used SQuAD 1.1 (Rajpurkar et al. 2016) for training and evaluation. To evaluate the generalization to other domains, we employed the dev set of NewsQA (Trischler et al. 2017), TriviaQA (Joshi et al. 2017), SearchQA (Dunn et al. 2017), HotpotQA (Yang et al. 2018), and NaturalQuestions (Kwiatkowski et al. 2019) from MRQA 2019 shared task (Fisch et al. 2019). To evaluate adversarial robustness, we used AddSent and AddOneSent from Adversarial SQuAD (Jia and Liang 2017).

Training We used the Adam (Kingma and Ba 2014) optimizer with epsilon 1e-8. The models were trained for two epochs with the learning rate being linearly decreased from 3e-5 to zero. The batch size was set to 32. For other hyper-parameters, we generally used the default hyperparameters in the example code provided by Huggingface. We tuned the scaling factor \( \lambda_H \) in Equation 3 in \{0.01, 0.1, 1.0, 5.0\} for each perturbation \( \sigma \) on the SQuAD dev set based on the F1 scores. The means and standard deviations of the F1 scores over three random seeds are reported.

3.2 Human Evaluation

To see whether humans can derive correct answers from inputs with the examined perturbations, we conducted a human evaluation. We asked human annotators to answer a question by extracting an answer span from a given context. The annotators are allowed to submit empty answers when they cannot find plausible answers. The input is transformed by one of the four perturbation types. We randomly

---

2The entropy of output probabilities can be also defined in multiple-choice and abstractive QA. Extending our work to other QA formats is future work.
chose 200 examples for each perturbation from the SQuAD dev set. Three annotators on Amazon Mechanical Turk were assigned to each example.

### 3.3 Cross-Perturbation Evaluation

Previous studies have shown that maximizing entropy for input with certain perturbations, such as word deletion (Feng et al., 2018) and word order shuffling (Sinha et al., 2021), can make models sensitive (i.e., less confident) to the same type of perturbations at test time. Intuitively, the word orders and words themselves should convey different types of information. Then, we can ask the question: Can maximizing the entropy for word order shuffling transfer to that for word deletion?

To answer this question, we investigated the transferability of entropy maximization across four types of perturbations. That is, we trained the QA models with entropy maximization for one of the four perturbations and evaluated the models with seen and unseen perturbations. To evaluate the sensitivity of the predictions to the perturbations, we used the entropy of the predicted answers and the F1 score.

The entropies and F1 scores for the in-distribution dev set are shown in Tables 3 and 4, respectively.

#### QA Models Are More Insensitive to Large Perturbations Than Humans

First, without entropy maximization, models can somehow correctly answer decent portions of perturbed inputs compared with humans. Notably, QA models trained without entropy maximization were most robust to Shuf\textsubscript{sent} among the four perturbation types. This result is

---

### Table 3: Entropy of the model predictions on the original and perturbed SQuAD 1.1 development set. The more confident predictions models make, the lower the entropy is.

| Model       | Perturbation train ↓ / test → | None | Del\textsubscript{func} | Del\textsubscript{que} | Shuf\textsubscript{word} | Shuf\textsubscript{sent} |
|-------------|-------------------------------|------|------------------------|-----------------------|--------------------------|--------------------------|
| BERT-base   | None                          | 1.38±0.00 | 3.43±0.16 | 7.03±1.10   | 3.53±0.16   | 1.43±0.00   |
|             | Del\textsubscript{func}       | 1.37±0.00 | 11.9±0.00 | 7.1±0.20    | 10.48±0.36  | 1.41±0.01   |
|             | Del\textsubscript{que}        | 1.37±0.01 | 3.69±0.28 | 11.9±0.00   | 4.31±0.21   | 1.41±0.01   |
|             | Shuf\textsubscript{word}      | 1.37±0.00 | 11.87±0.01 | 7.43±0.27   | 11.9±0.00   | 1.41±0.00   |
|             | Shuf\textsubscript{sent}      | 1.43±0.01 | 3.65±0.04 | 7.94±0.35   | 3.82±0.23   | 1.48±0.01   |
|             | ALL                           | 1.41±0.01 | 11.9±0.00 | 11.9±0.00   | 11.9±0.00   | 1.47±0.01   |

### Table 4: F1 scores on the original and perturbed SQuAD dev set. See Table 2 for details of perturbation types.

| Model       | Perturbation train ↓ / test → | None | Del\textsubscript{func} | Del\textsubscript{que} | Shuf\textsubscript{word} | Shuf\textsubscript{sent} |
|-------------|-------------------------------|------|------------------------|-----------------------|--------------------------|--------------------------|
| BERT-base   | None                          | 88.0±0.03 | 54.2±0.06 | 10.2±0.41   | 26.5±0.14   | 83.9±0.06   |
|             | Del\textsubscript{func}       | 88.1±0.02 | 22.2±3.83 | 10.2±0.28   | 24.2±0.73   | 83.8±0.26   |
|             | Del\textsubscript{que}        | 88.1±0.12 | 53.9±0.91 | 5.9±0.74    | 26.4±0.36   | 84.1±0.14   |
|             | Shuf\textsubscript{word}      | 88.1±0.07 | 36.4±0.32 | 10.0±0.37   | 16.2±1.53   | 83.8±0.25   |
|             | Shuf\textsubscript{sent}      | 88.0±0.09 | 54.3±0.79 | 9.9±0.53    | 26.8±0.29   | 83.9±0.18   |
|             | ALL                           | 88.0±0.10 | 31.1±2.61 | 7.9±1.81    | 19.1±0.41   | 83.9±0.14   |

| RoBERTa-base | None                          | 91.2±0.04 | 61.0±0.72 | 11.3±0.33   | 29.3±0.06   | 87.3±0.21   |
|             | Del\textsubscript{func}       | 91.4±0.01 | 14.5±2.21 | 11.0±0.21   | 19.2±0.88   | 87.4±0.12   |
|             | Del\textsubscript{que}        | 91.2±0.13 | 60.9±0.53 | 7.0±2.44    | 28.9±0.41   | 87.5±0.12   |
|             | Shuf\textsubscript{word}      | 91.2±0.17 | 47.8±4.34 | 11.2±0.12   | 12.1±2.05   | 86.8±0.30   |
|             | Shuf\textsubscript{sent}      | 91.3±0.05 | 59.9±0.50 | 10.2±0.70   | 10.0±1.87   | 17.0±5.06   |
|             | ALL                           | 91.3±0.08 | 19.6±3.74 | 8.9±2.46    | 9.7±1.56    | 34.8±7.65   |

| Human Score | 91.2† | 28.1 | 0.1 | 10.8 | 53.2 |

†Copied from the SQuAD 1.1 Leaderboard.
Table 5: F1 scores on test sets in other domains. The means±standard deviations over three random seeds are reported.

Table 6: F1 scores on adversarial test sets. The means±standard deviations over three random seeds are reported.

consistent with the findings of Sugawara et al. (2020). While the F1 scores decreased substantially and the entropy is relatively high when the inputs in the dev set are perturbed with DelQue, the scores of the models are still higher than the human score.

These relatively high F1 scores imply that models can not recognize the intended features removed by the perturbations as humans do. Moreover, the confident predictions of the models on invalid data may harm the reliability of model predictions in real-world applications.

Entropy Maximization Can Penalize Confident and Correct Predictions for Seen Perturbations Entropy maximization makes models sensitive to seen perturbation types, as shown by the diagonals of Tables 3 and 4, except for BERT-base with ShufSent. The F1 scores decreased and the entropies increased along the diagonal cells. Moreover, the entropies for the seen perturbations almost reached the maximum value of 11.9 without hurting the F1 scores on the original dev set (None).

Entropy Maximization Fails to Transfer to Unseen Perturbations However, maximizing entropy for a certain perturbation type often cannot transfer to unseen perturbation types. For example, maximizing entropy for DelQue have little impact on the sensitiveness of models to DelFunc. To mitigate the lack of cross-perturbation transferability, we simply maximize the entropy terms for all the perturbation types as in Equation (5) which is denoted as ALL. We show that this approach can successfully make models less confident on all the four perturbations except for BERT-base with ShufWord. On the other hand, we observed that there are some perturbation types where entropy maximization can transfer to some extent (e.g., from DelFunc to ShufWord and from ShufSent to ShufWord).

Influence of the Scaling Factor Among the perturbation types, BERT-base failed to become less confident on ShufSent. To determine the cause, we examined the influence of scaling factors. First, the chosen scaling factor was 0.01, which was insufficient to increase the entropy. Second, we found that the F1 scores of BERT-base on the clean dev set and the dev set perturbed with ShufSent are strongly correlated. This implies that BERT-base cannot distinguish the original sentence order and the shuffled sentence order inherently. Given that this tendency is not consistent with RoBERTa-base, the next sentence prediction task for pretraining BERT-base may cause this difference.

3.4 Out-of-Distribution Generalization

If models can recognize the intended features described in Table 2 after entropy maximization, it is possible that the way models process language becomes closer to the way humans do, and thereby generalize to OOD (Talmor and Berant 2019) and adversarial (Jia and Liang 2017) test sets better than before.

The F1 scores on datasets from other domains and adversarial test sets are shown in Tables 5 and 6 respectively. Based on these results, entropy maximization for any perturbations did not improve the generalization to other domains nor the adversarial robustness, but rather sometimes degraded them.

As discussed in Hase, Xie, and Bansal (2021), intentionally perturbed inputs can be out-of-distribution for models,
and do not naturally appear in a dataset. Therefore, regularizing the predictions on largely perturbed inputs may not have a positive effect on the generalization to natural examples. Making QA models recognize natural changes in inputs using carefully designed perturbations (e.g., masked language modeling (Devlin et al. 2019)) is future work.

4 Related Work

4.1 Insensitivity to Large Perturbations

Recently, there has been a surge of interest in the insensitivity of NLU models to large perturbations (Sugawara et al. 2018, 2020; Hessel and Schofield 2021). These studies showed that NLU models can correctly predict the output even when the inputs are largely perturbed with some transformations such as word deletion and word order shuffling at test time. To penalize the insensitivity of NLU models, entropy maximization has been used (Feng et al. 2018; Gupta, Kvernadze, and Srikumar 2021; Sinha et al. 2021). However, the effect of entropy maximization for large perturbations has been studied in isolation. Given the hypothesis that different perturbation removes different features from input as shown in Table 2 only regularizing entropy for single type of perturbation may not be enough to make models’ predictions more human-like.

Making dialog models recognize dialog history with perturbations has been shown to improve the performance of dialog systems (Zhou, Li, and Li 2021). This work is most relevant to our motivation.

4.2 Sensitivity to Small Perturbations

In contrast, deep learning models can misclassify slightly perturbed inputs (Szegedy et al. 2013; Jia and Liang 2017; Mudrakarta et al. 2018), which are called adversarial examples. To mitigate this issue, adversarial training and its variants have been proven to be effective (Goodfellow, Shlens, and Szegedy 2014; Zhu et al. 2020; Jiang et al. 2020; Liu et al. 2020) in maintaining the model prediction when the input is slightly perturbed, which is the exact opposite of entropy maximization used in our work. Similar to our work, the transfer of adversarial training between different perturbation types was studied in computer vision (Kang et al. 2019; Maini, Wong, and Kolter 2020).

5 Conclusion

We first showed that entropy maximization often fails to transfer to unseen perturbation types. Maximizing the entropy terms for various types of perturbations is effective in mitigating this problem. The failure of entropy maximization to improve out-of-distribution generalization may be caused by the unnaturalness of the perturbed inputs. Modifying the perturbation functions to effectively improve out-of-distribution generalization is future work.
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