NODAL SET OF MONOCHROMATIC WAVES SATISFYING THE RANDOM WAVE MODEL
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Abstract. We construct deterministic solutions to the Helmholtz equation in $\mathbb{R}^m$ which behave accordingly to the Random Wave Model. We then find the number of their nodal domains, their nodal volume and the topologies and nesting trees of their nodal set in growing balls around the origin. The proof of the pseudo-random behaviour of the functions under consideration hinges on a de-randomisation technique pioneered by Bourgain and proceeds via computing their $L^p$-norms. The study of their nodal set relies on its stability properties and on the evaluation of their doubling index, in an average sense.

1. Introduction

1.1. The Random Wave Model and the nodal set. Given a compact Riemannian manifold $(M,g)$ without boundary of dimension $m$, let $\Delta_g$ be the Laplace-Beltrami operator. There exists an orthonormal basis for $L^2(M,d\text{vol})$ consisting of eigenfunctions $\{f_{\lambda_i}\}_{i=1}^\infty$

$$\Delta_g f_{\lambda_i} + \lambda_i f_{\lambda_i} = 0 \quad (1.1)$$

with $0 = \lambda_1 < \lambda_2 \leq ...$ listed taking into account multiplicity and $\lambda_i \to \infty$. Quantum chaos is concerned with the behaviour of $f_{\lambda}$ in the high-energy limit, i.e. $\lambda \to \infty$.

Berry [5, 6] conjectured that “generic” Laplace eigenfunctions on negatively curved manifolds can be modelled in the high-energy limit by monochromatic waves, that is, an isotropic Gaussian field $F$ with covariance function

$$\mathbb{E}[F(x)F(y)] = \int_{S^{m-1}} e^{2\pi i \langle x-y,\lambda \rangle} d\sigma(\lambda) = C_m J_\Lambda(|x-y|), \quad (1.2)$$

where $\sigma$ is the uniform measure on the $m-1$-dimensional sphere, $J_\Lambda(\cdot)$ is the $\Lambda$-th Bessel function with $\Lambda := (m-2)/2$ and $C_m > 0$ is some constant such that $\mathbb{E}[|F(x)|^2] = 1$. This is known as the Random Wave Model (RWM) and it is supported by a large amount of numerical evidence, [28].

Noticeably, the RWM provides a general framework to heuristically describe the zero set or nodal set of Laplace eigenfunctions. In particular, it provides insight into the number of their nodal domains, the connected components of $M\setminus f_{\lambda_1}^{-1}(0)$, and the volume of their nodal set and also on its topology. The latter is a key factor in many physical properties, e.g., in Newtonian gravitation, Maxwell electromagnetic theory or Quantum Mechanics [18].

More precisely, let us denote by $\mathcal{N}(f_{\lambda})$ the number of connected components of $M\setminus f_{\lambda}^{-1}(0)$ and by $\mathcal{V}(f_{\lambda}) := \mathcal{H}^{m-1}(\{x \in M : f_{\lambda}(x) = 0\})$ the nodal volume of $f$, where $\mathcal{H}^{m-1}(\cdot)$ is the Hausdorff measure. Then the RWM together with the
breakthrough work of Nazarov and Sodin [44], suggests that “typically”, under some conditions,
\[ \mathcal{N}(f_\lambda) = c_{NS} \lambda^{m/2}(1 + o_{\lambda \to \infty}(1)), \]  
(1.3)
where \( c_{NS} \) is known as the Nazarov and Sodin constant. Similarly, the RWM together with the Kac-Rice formula suggests that “typically”, under some conditions,
\[ \mathcal{V}(f_\lambda) = c \lambda^{1/2}(1 + o_{\lambda \to \infty}(1)). \]  
(1.4)
Importantly, (1.4) agrees with Yau’s conjecture [53], which predicts \( \mathcal{V}(f_\lambda) \propto \lambda^{1/2} \). The said conjecture is known for real-analytic manifolds thanks to the work of Donnelly-Fefferman [15]. In the smooth case, the lower bound was recently proved by Logunov and Malinnikova [38, 39, 40] together with a polynomial upper bound.

We are only aware of one instance when the RWM can be deterministically implemented to obtain information about the nodal set: Bourgain [10] showed that certain eigenfunctions on the flat two dimensional torus behave accordingly to the RWM and deduced (1.3). Subsequently, Buckley and Wigman [11] extended Bourgain’s work to “generic” toral eigenfunctions and the second author [49] proved a small scales version of (1.3).

Here, we construct deterministic solutions to (1.1) on \( \mathbb{R}^m \) which satisfy the RWM, in the sense of Bourgain [10], in growing balls around the origin. We then use the RWM to study their nodal set, deduce the analogue of (1.3), (1.4) and also find the asymptotic number of nodal domains belonging to a fixed topological class and with a nesting tree configuration. These results appear to be new for \( m > 2 \) (the study of the nodal volume also for \( m = 2 \)) and they present new difficulties such as the existence of long and narrow nodal domains and the possible concentration of the nodal set in small portions of space. We overcome the far from trivial difficulties using precise bounds on the average doubling index, an estimate of the growth rate introduced by Donnelly-Fefferman [15] (see Section 2.3), using recent ideas of Chanillo, Logunov, Malinnikova and Mangoubi, [13]. In particular, our proofs show how integrability properties of the doubling index allow to extrapolate information about the zero set of Laplace eigenfunctions from the RWM. Furthermore, our new approach (based on the weak convergence of probability measures on \( C^s \) spaces, Section 2.2, and Thom’s Isotopy Theorem 2.11) gives us an answer to previous questions raised by Wigman and Kulberg, see Section 7.2.

### 1.2. The eigenfunctions.
Let \( m \geq 2 \) be a positive integer, \( \mathbb{S}^{m-1} \subset \mathbb{R}^m \) be unit sphere and \( \{r_n\}_{n \geq 1} \subset \mathbb{S}^{m-1} \) be a sequence of vectors linearly independent over \( \mathbb{Q} \) such that they are not all contained in a hyperplane\(^\dagger\), we will give some properties and examples of such sequences in Section 1.6 below. The functions we study are
\[ f_N \equiv f := \frac{1}{\sqrt{2N}} \sum_{|n| \leq N} a_n e(\langle r_n, \cdot \rangle) \]  
(1.5)
\(^\dagger\)As it will be discussed later, this is a technical, but necessary requirement for our construction to be non-degenerate.
with domain $\mathbb{R}^m$, $a_n$ are complex numbers such that $|a_n| = 1$, $e(\cdot) := e^{2\pi i \cdot}$ and $\langle \cdot, \cdot \rangle$ is the inner product in $\mathbb{R}^m$. Moreover, we require $\overline{a_n} = a_{-n}$ so that $f$ is real valued, as $r_{-n} := -r_n$ for $n > 0$.

Differentiating term by term, we see that

$$\Delta f = -4\pi^2 f,$$

thus, $f$ is a solution of the Helmholtz equation in $\mathbb{R}^m$. Moreover, the high-energy limit of $f$ is equivalent to its behaviour in $B(R) = B(R, 0)$, the ball of radius $R$ centred at the origin, as $R \to \infty$. Indeed, rescaling $f$ to $f_R := f(R \cdot)$, then

$$\Delta f_R = -4\pi^2 R^2 f_R.$$

Thus $(2\pi R)^2$ plays precisely the role of $\lambda$ of Section 1.1.

The functions in (1.5) do not satisfy any boundary condition, so the spectrum is continuous; however, following Berry [6], they can be adapted to satisfy either Dirichlet or Neumann boundary conditions on a straight line. It is plausible that our arguments work also in the boundary-adapted case with minor adjustments, but we do not pursue this here. Moreover, we have assumed for the sake of simplicity that $|a_n| = 1$, but more general coefficients could be considered.

Finally, it will be important to keep track of the position of the set $r := \{r_n\}_{n \geq 1}$ through the following probability measure supported on $\mathbb{S}^{m-1}$:

$$\mu_{r,N} = \mu_r = \frac{1}{2N} \sum_{|n| \leq N} \delta_{r_n},$$

(1.6)

where $\delta_{r_n}$ is the Dirac distribution supported at $r_n$. Since the set of probability measures on $\mathbb{S}^{m-1}$ equipped with the weak* topology is compact (as a standard diagonal argument shows), up to passing to a subsequence, from now on we assume that $\mu_r$ converges to some probability measure $\mu$ as $N \to \infty$.

### 1.3. Statement of main results, the nodal set of $f$.

Let $R > 1$ and denote by $N'(f, R)$ the number of nodal domains of $f$ in the ball of radius $R$ centred at 0 which do not intersect $\partial B(R)$, the boundary of $B(R)$, and let $\mathcal{Y}(f, R) := \mathcal{H}^{m-1}\{x \in B(R) : f(x) = 0\}$. Moreover, given a probability measure $\mu$ on $\mathbb{S}^{m-1}$, let $c_{NS}(\mu)$ be the Nazarov-Sodin constant, see Section 2.4 below. Then, for the functions $f$ as in (1.5) we prove the following asymptotic statements:

**Theorem 1.1.** Let $f$ be as in (1.5), then we have

$$\lim_{N \to \infty} \limsup_{R \to \infty} \left| \frac{N'(f, R)}{\text{vol } B(R)} - c_{NS}(\mu) \right| = 0,$$

(1.7)

where $c_{NS}(\mu)$ is the Nazarov-Sodin constant of the field $F_\mu$.

**Remark 1.2.** Note that this kind of double limits gives us the deterministic realizations we are looking for. Indeed, the statement is equivalent to: given some $\varepsilon > 0$, then there exist some $N_0 = N_0(\varepsilon, m)$ such that all $N \geq N_0$ the following holds: there exists some $R_0 = R_0(N, \varepsilon, m)$ such that $R > R_0$, we have

$$\left| \frac{N'(f, R)}{\text{vol } B(R)} - c_{NS}(\mu) \right| \leq \varepsilon,$$

(1.8)
that is, it satisfies the Nazarov-Sodin growth with a constant as close as we want to \( c_{NS}(\mu) \). The question of whether we can take the limit of \( N \) first will be analyzed in Section 7.

**Theorem 1.3.** Let \( f \) be as in (1.5), then we have
\[
\lim_{N \to \infty} \limsup_{R \to \infty} \left| \frac{\mathcal{V}(f,R)}{\text{vol } B(R)} - c(\mu) \right| = 0,
\]
for some (explicit) constant \( c(\mu) > 0 \).

**Remark 1.4.** Note that, rescaling \( f_R = f(R \cdot) \), then Theorem 1.3 gives
\[
\lim_{N \to \infty} \limsup_{R \to \infty} \left| \frac{\mathcal{V}(f_R,1)}{R} - c_1(\mu) \right| = 0,
\]
for some constant \( c_1(\mu) > 0 \), in accordance with (1.4) if \((2\pi R)^2 = \lambda\).

One of the main new ingredient in the proof of Theorem 1.1 is, in the terminology of Nazarov and Sodin [44], the semi-local behaviour of the nodal domains count of \( f \), that is, we have the following:

**Proposition 1.5.** Let \( f \) be as in (1.5), \( R \geq W \geq 1 \). Then, we have
\[
\frac{\mathcal{N}(f,R)}{\text{vol } B(R)} = \frac{1}{\text{vol } B(W)} \int_{B(R)} \mathcal{N}(f,B(x,W))dx + O \left( W^{-1} \right) + O_{N,W} \left( R^{-\Lambda - 3/2} \right).
\]

For \( m = 2 \), Proposition 1.5 follows from the bound \( \mathcal{V}(f,R) \lesssim R^m \), see for example Section 2.3 below, which implies that most nodal domains have diameter at most \( O(1) \). However, for \( m > 2 \), this argument does not rule out the existence of many long and narrow nodal domains. Following the recent preprint of Chanillo, Logunov, Malinnikova and Mangoubi [13], \( f \) should grow fast around such nodal domains and this can be estimated in terms of the doubling index of \( f \), see Section 2.3 below. The proof of Proposition 1.5 then relies on precise estimates on the average growth of \( f \), which we obtain in Section 4.2. Using the aforementioned estimates, we are also able to show that there is no concentration of nodal volume of \( f \) in small portion of the space. That is, we prove the following proposition which will be one of the main ingredients in the proof of Theorem 1.3:

**Proposition 1.6.** Let \( F_x \) be as (1.10), then for some (fixed) \( \alpha > 0 \) there exists \( R_0 = R_0(N,W,\alpha) \) such that for all \( R \geq R_0 \), we have
\[
\int_{B(R)} \mathcal{V}(f,B(x,W))^{1+\alpha}dx \lesssim W^{m(1+\alpha)} + W^{(m-1)(1+\alpha)^2} + O_{N,W,\alpha}(R^{-\Lambda - 3/2}),
\]
where the constant in the \( \lesssim \)-notation is independent of \( N \).

### 1.4. De-randomisation.

In this section we make precise in which sense \( f \) satisfies the RWM. We first need to introduce some notation: let \( R \gg W > 1 \) be some parameters, where \( R \) is much larger than \( W \), and let \( F_{x,W,R,N} = F_x \) be the restriction of \( f \) to \( B(x,W) \), the ball of radius \( W \) centred at \( x \in B(R) \), that is,
\[
F_x(y) := \frac{1}{\sqrt{2N}} \sum_{|n| \leq N} a_n e(r_n \cdot x) e(r_n \cdot y) \quad (1.10)
\]
for $y \in B(W)$ and $x \in B(R)$. Here, we show that, as we sample $x$ uniformly in $B(R)$, the ensemble $\{F_x\}_{x \in B(R)}$ approximates, arbitrarily close, the centred stationary Gaussian field with spectral measure $\mu$. We denoted the said field by $F_\mu$ and collect the relevant background in Section 2.2 below.

To quantify the distance between $F_x$ and $F_\mu$, given some integer $s \geq 0$ and $W \geq 1$, we consider their pushforward probability measures (see Section 1.9 below) on the space of (probability) measures on $C^s(B(W))$. Since the space of probability measure on $C^s(B(W))$ is metrizable via the Prokhorov metric $d_p$, we define the distance between $F_x$ and $F_\mu$ as the distance between their pushforward measures. More precisely, given to random fields $F,F'$ defined on two, possibly different, probability spaces with measures $\mathbb{P}$ and $\mathbb{P}'$, we write $d_p(F,F') := d_p(F_*\mathbb{P}, F'_*\mathbb{P}')$, where $F_*\mathbb{P}$ is the pushforward probability measure. We collect the relevant background in Section 2.2 below.

With this notation, we prove the following:

**Theorem 1.7.** Let $f$ and $F_x$ be as in (1.5) and (1.10) respectively, $W > 1$, and $s \geq 0$. Then we have

$$\lim_{N \to \infty} \limsup_{R \to \infty} d_p(F_x, F_\mu) = 0,$$

where the convergence is with respect to the $C^s(B(W))$ topology.

One of the main ingredients in the proof of Theorem 1.7 will be the computation of the $L^p$-norms of $F_x$ and from these deduce its Gaussian behaviour. In particular, in Proposition 3.5 we will show that

$$\frac{1}{\text{vol } B(R)} \int_{B(R)} |F_x(y)|^{2p} dx = \frac{(2p)!}{p!2^p} (1 + o_{N,R \to \infty}(1)),$$

uniformly for $y \in B(W)$, that is, $F_x$ has (asymptotically) real Gaussian moments.

1.5. **Topologies and nesting trees.** In this section we present a strengthening of Theorem 1.1 in that we study nodal domains restricted to a particular topological class or nesting tree. First, we need to introduce some definitions following [48]. Let $\Sigma \subset \mathbb{R}^m$ be a smooth, closed, boundaryless, orientable submanifold and denote by $[\Sigma]$ its diffeomorphism class, that is, $\Sigma' \sim \Sigma$ if and only if there exists a diffeomorphism $\Phi$ such that $\Phi(\Sigma) = \Sigma'$, and let $H(m - 1)$ be the set of diffeomorphism types $[\Sigma]$. Moreover, since $V(R) := f^{-1}(0) \cap B(R)$ is a smooth $m - 1$-dimensional manifold (if the zero set is regular), we can decompose $V(R)$ into its connected components $V(R) = \bigcup_{c \in C(f;R)} c$, where we ignore components which intersect $\partial B(R)$. Similarly, we can decompose $B(R) \setminus V(R) = \bigcup_{\alpha \in A(f;R)} \alpha$ as an union of connected components.

We define the tree $X(f;R)$ where the vertices are $\alpha \in A(f;R)$ and there is an edge between $\alpha, \alpha' \in A(f;R)$ if the share an (unique) common boundary $c \in C(f;R)$. Let $\mathcal{T}$ be the set of finite rooted trees.

We define $\mathcal{N}(f, \mathcal{S}, R)$ where $\mathcal{S} = \{[\Sigma]\}_{\beta \in \mathcal{S}} \subset H(m - 1)$ as the number of nodal components of $f$ in $B(R)$, which do not intersect $\partial B(R)$ and diffeomorphic to some $\Sigma_\beta \in \mathcal{S}$. Given $T \in \mathcal{T}$, we define $\mathcal{N}(f,T; R)$ similarly. With this notation, we prove the following:
Theorem 1.8. Let \( f \) be as in (1.5), \( S \subset H(m - 1) \) and \( T \in \mathcal{T} \), then we have
\[
\lim_{N \to \infty} \limsup_{R \to \infty} \left| \frac{\mathcal{N}(f, S, R)}{\text{vol} B(R)} - c(S, \mu) \right| = 0
\]
\[
\lim_{N \to \infty} \limsup_{R \to \infty} \left| \frac{\mathcal{N}(f, T, R)}{\text{vol} B(R)} - c(T, \mu) \right| = 0,
\]
for some constants \( c(S, \mu) \) and \( c(T, \mu) \).

We observe that Theorem 1.1 follows from Theorem 1.8 choosing \( S = H(n - 1) \). Therefore, we only need to prove Theorem 1.8.

1.6. Examples and properties of the \( r_n \)'s. In this section, we give two examples of sequences \( \{r_n\} \subset \mathbb{S}^{m-1} \) being \( \mathbb{Q} \)-linearly independent.

Example 1.9. For \( m = 2 \), identifying \( \mathbb{S}^1 \) with \( \mathbb{R}/\mathbb{Z} \simeq [0, 1] \), we may take a sequence of rational numbers \( \{b_n\} \in (1, e) \) then \( \log b_n = r_n \) is linearly independent over \( \mathbb{Q} \) by Baker’s theorem [4]. For \( m > 2 \), we may take a vector the first co-ordinate of which is \( \log b_n \).

Example 1.10. For \( \mathbb{S}^{m-1} \), we can construct the sequence as follows. Let \( r_1 \) be a point on \( \mathbb{S}^{m-1} \) and define \( S_1 := \mathbb{S}^{m-1} \setminus \overline{\mathbb{Q} r_1} \), the span with algebraic coefficients of \( r_1 \). As we are removing a countable set from an uncountable set, \( S_1 \) is non-empty, in fact, uncountable, thus we may choose any \( r_2 \in S_1 \). For a general \( n \geq 2 \), let \( S_n := S_{n-1} \setminus \overline{\mathbb{Q} r_{n-1}} \) and \( r_n \in S_n \). By induction, bearing in mind that for sets \( A, B, C, (A \setminus B) \setminus C = A \setminus (B \cup C) \), the sequence is rational independent and, by construction, we can also choose the \( r_n \)’s such that they uniformly distribute over \( \mathbb{S}^{m-1} \). In particular, we may choose a sequence of \( r_n \) such that \( \mu_r \) weak* converges to the Lebesgue measure on \( \mathbb{S}^{m-1} \).

In particular, Example 1.10 shows that if we chose the \( r_n \) uniformly at random from \( \mathbb{S}^{m-1} \), then the rational independence assumption would hold almost surely. This implies that our assumptions are somehow “generic”. Finally, we will repeatedly use the following consequence of the \( \mathbb{Q} \)-linear independence of the vectors \( \{r_n\} \): by a compactness argument, for any \( N > 1 \) and \( T \geq 1 \) there exists some \( \gamma = \gamma(N, T) \) such that for any \( t \leq T \)
\[
|r_{n_1} + \ldots + r_{n_t}| > \gamma(N, T) > 0, \tag{1.11}
\]
for all \( |n_1| \leq N, \ldots, |n_t| \leq N \), unless \( t \) is even and, up to permuting the indices, \( r_{n_1} = -r_{n_2}, \ldots, r_{n_{t-1}} = -r_{n_t} \).

1.7. Plan of the proofs. Proof of Theorem 1.7, Section 3. The proof of Theorem 1.7 follows from an application of Bourgain’s de-randomisation: roughly speaking, the linear independence of the sequence \( \{r_n\} \) implies asymptotic independence of the waves \( e(\langle r_n, x \rangle) \) under the uniform measure in \( B(R) \), thus the asymptotic Gaussian behaviour of \( F_x \) as in (1.10) is expected from the Central Limit Theorem, although we cannot directly apply the CLT as our waves are not independent.
To make this intuition precise, following Bourgain, we introduce an additional parameter $K \geq 1$ and consider an auxiliary function:

$$\phi_x(y) := \sum_{k \in K} \left[ \frac{1}{(2N\mu_r(I_k))^{1/2}} \sum_{r_n \in I_k} a_n e(r_n \cdot x) \right] \mu_r(I_k)^{1/2} e(\zeta^k \cdot y)$$  \hspace{1cm} (1.12)

where the $\zeta^k \in I_k \subset S^{m-1}$ for $k \in \mathcal{K}$ are appropriately chosen points and the $I_k$ form a particular subset of a partition of the sphere, see (3.3). First, in Lemma 3.2, using asymptotic results for Bessel functions, we show that $\phi_x$ is, on average, a good approximation of $F_x$ as the number of $\zeta^k$ grows, that is,

$$\int_{B(R)} \|\phi_x - F_x\|^2 \sigma_x(B(W)) \, dx = o(1) \text{ as } K, R \to \infty.$$  

The advance in passing to $\phi_x$ is that we isolate the contribution of the “wave-packets”

$$b_k := \frac{1}{(2N\mu_r(I_k))^{1/2}} \sum_{r_n \in I_k} a_n e(r_n \cdot Rx);$$

this allows us to show, see Lemma 3.3, that the $b_k$s are asymptotically (as $N, R \to \infty$) i.i.d. complex standard Gaussian random variables. Thus, we can “approximate” $\phi_x$ in the $C^s(B(W))$ topology by the random field

$$\kappa_K F_{\mu_K}(y) := \sum_{k \in K} \mu_r(I_k)c_k e(\zeta^k, y)$$  \hspace{1cm} (1.13)

with the $c_k$ i.i.d. complex standard Gaussian random variables and $\kappa_K$ a normalizing factor, see (3.21). Finally, we let $K$ go to infinity so that the field $F_{\mu_K}$ will “converge” to $F_{\mu}$. We observe that passing to $\phi_x$ gives a stronger statement than Theorem 1.7 because $\phi_x$ and $F_x$ are defined on the same probability space and are $C^s$ close in $L^2$, not just with respect to the Prokhorov distance.

**Proof of Theorem 1.8, Sections 4 and 5.** We discuss the proof of the (simpler) Theorem 1.1. The starting point is Proposition 1.5:

$$\frac{N(f, R)}{\text{vol } B(R)} = \frac{1}{\text{vol } B(W)} \int_{B(R)} N(F_x, W) \, dx + O \left( \frac{1}{W} \right) + O_{N,W} \left( \frac{1}{R^{(m+1)/2}} \right). \hspace{1cm} (1.14)$$

As mentioned in the introduction, to prove (1.14), we need to discard the possibility of long and narrow nodal components of $f$ which intersect many balls $B(x, W)$. Following the recent preprint of Chanillo, Logunov, Malinnikova and Mangoubi [13], $f$ has to grow very fast in balls around such nodal domains, this can be quantified using the doubling index\(^\text{\footnote{In the literature, the doubling index is usually denote by $N$ or $N$. Since this would clash with the $N$ in (1.5) or the $N$ of nodal domains, we opted for $\mathfrak{N}(\cdot)$. We will slightly modify the definition later.}}\) of $f$ in a ball $B(x, W)$:

$$\mathfrak{N}_f(B(x, W)) := \log \frac{\sup_{B(x, 2W)} |f|}{\sup_{B(x, W)} |f|} + 1.$$
In Lemma 4.5, we show that $\mathcal{N}_f(x, W)$ is not too big in an appropriate average sense. Therefore long and narrow nodal domains are “rare” and contribute only to the error term in (1.14). This will be the content of Section 4.

Next, we show that Theorem 1.7 together with the stability of the nodal set (Proposition 5.2) imply that

$$
\mathcal{N}(F_x, W) \xrightarrow{d} \mathcal{N}(F_\mu, W) \quad \text{as } N, R \to \infty,
$$

(1.15)

where the convergence is in distribution. Thanks to the Faber-Krahn inequality [14, Chapter 4], see also [42, Theorem 1.5],

$$
\sup_x \mathcal{N}(F_x, W) \lesssim W^m,
$$

thus, uniform integrability or Portmanteau Theorem, together with (1.14) and (1.15) give

$$
\int_{B(R)} \mathcal{N}(F_x, W) dx = \mathbb{E}[\mathcal{N}(F_\mu, W)](1 + o(1)) \quad \text{as } N, R \to \infty.
$$

(1.16)

This is proved in Proposition 5.1. Finally, we evaluate the right hand side of (1.16) using the work of Nazarov-Sodin [44], thus concluding the proof of Theorem 1.1.

Proof of Theorem 1.3, Section 6. The proof of Theorem 1.3 follows the same strategy as the proof of Theorem 1.1, with the additional difficulty that $\mathcal{V}(F_x)$ may be unbounded in the supremum norm. To circumvent this problem, and thus apply the uniform integrability theorem, we show in Proposition 1.6 that $\mathcal{V}(F_x, W)$ is uniformly integrable. The proof relies on the estimate on $\mathcal{N}_f(x, W)$ which we obtained in Section 4.2. Once Proposition 1.6 is proved, the proof of Theorem 1.3 follows step by step the proof of Theorem 1.1.

Finally in Section 7 we collect some final comments and in the appendix some proofs for completeness.

1.8. Related work. De-randomisation. Ingremeau and Rivera [32] applied the technique on Lagrangian states, that is, functions of the form $f_h(x) = a(x)e^{i\theta(x)/h}$. The authors show that the long time evolution by the semiclassical Schrödinger operator of (a wide family of) Lagrangian states on a negatively curved compact manifold satisfies the RWM in a sense similar to Theorem 1.7. Thus, they provide a family of functions on negatively curved manifolds satisfying the RWM.

Nodal domains. The study of $\mathcal{N}$ for Gaussian fields started with the breakthrough work of Nazarov and Sodin [43, 44]. They found the asymptotic law of the expected number for nodal domains of a stationary Gaussian field in growing balls, provided its spectral measure satisfies certain (simple) properties, importantly the spectral measure should not have atoms. That is, given a (nice) Gaussian field with spectral measure $\mu$, there exists some constant $c_{NS}(\mu) > 0$ such that

$$
\lim_{R \to \infty} \frac{\mathcal{N}(F_\mu, R)}{\text{vol}(B(R))} = c_{NS}(\mu),
$$

(1.17)

where the convergence is a.s. and in $L^1$.

As far as deterministic results about $\mathcal{N}$ are concerned, Ghosh, Reznikov and Sarnak [26, 25], assuming the appropriate Lindelöf hypothesis, showed that $\mathcal{N}(\cdot)$
grows at least like a power of the eigenvalue for individual Hecke-Maass eigenfunctions. Jang and Jung [33] obtained unconditional results for individual Hecke-Maass eigenfunctions of arithmetic triangle groups. Jung and Zelditch [34] proved, generalising the geometric argument in [26, 25], that $\mathcal{N}(\cdot)$ tends to infinity, for most eigenfunctions on certain negatively curved manifolds, and Zelditch [54] gave a logarithmic lower bound. Finally, Ingremeau [30] gave examples of eigenfunctions with $\mathcal{N}(\cdot) \to \infty$ on unbounded negatively curved manifolds.

**Topological classes.** Sarnak and Wigman [48] and Sarnak and Canzani [12] proved the analogous result of (1.17) for $\mathcal{N}(F_\mu, T, R)$ and $\mathcal{N}(F_\mu, H, R)$, again, for spectral measures with no atoms. For deterministic results, Enciso and Peralta-Salas [17] proved the existence of functions $g$ (in the more general setting of elliptic equations and non-necessarily compact components) such that $\mathcal{N}(g, H, R) > 0$ and this property is valid even if we perturb $g$ in a $C^k$ norm. This is the key element to prove the positivity of the constants $c(H, \mu)$ of the analogous result of (1.17). It is also worth mentioning that Enciso and Peralta-Salas’ techniques can be applied to solve another problem raised by M. Berry [7] related to the existence of (complex) eigenfunctions of a quantum system whose nodal set has components with arbitrarily complicated linked and knotted structure, [16]. Furthermore, somehow related techniques for the construction of specific structurally stable examples applied to dynamical systems play a fundamental role in an extension of Nazarov-Sodin’s theory to Beltrami fields. These fields are (vector-valued) eigenfunctions of the curl (instead of the Laplacian treated here) and they are a key element in fluid dynamics; turbulence can only appear in a fluid in equilibrium through Beltrami fields. This extension allows one to establish V. I. Arnold’s long standing conjecture on the complexity of Beltrami fields (i.e., a typical Beltrami field should exhibit chaotic regions coexisting with a positive measure set of invariant tori of complicated topology), see [20].

1.9. **Notation.** We will use the standard notation $\lesssim$ to denote $\leq C$, where the constant can change its value between equations, and $m \geq 2$ will be a positive integer which denotes the dimension of the space and $\Lambda = (m - 2)/2$. Moreover, given a large parameter $R > 1$, we denote by $B(R)$ the ball of radius $R$ in $\mathbb{R}^m$ and by $\overline{B(R)}$ its closure. Given some $r > 0$ and a ball $B$, we denote by $rB$ the concentric ball with $r$-times the radius. We write
\[
\int_{B(R)} h(x)dx := \frac{1}{\text{vol} B(R)} \int_{B(R)} h(x)dx = \int_{B(R)} h(x)d\text{vol}_R(x)
\]
where $\text{vol}_R$ for the uniform probability measure on $B(R)$. Furthermore, we denote by $(\Omega, \mathbb{P})$ an abstract probability space where every random object is defined and, given a probability measure $\mu$ on $\mathbb{S}^{m-1}$, we denote by $F_\mu$ the centred, stationary Gaussian field with spectral measure $\mu$, see Section 2.1 for more details.

Given two measurable spaces $(Y, \Sigma)$ and $(X, \mathcal{F})$, a measurable mapping $g : Y \to X$ and a measure $\mu$ on $Y$, the pushforward of $\mu$, denoted by $g_*\mu$, is
\[
g_*\mu(B) := \mu(g^{-1}(B))
\]
for $B \in \mathcal{F}$. Note that $g_*\mu$ is well-defined as $g$ is measurable. Finally, given some function $g : \mathbb{R}^m \to \mathbb{R}$ and a set $A \subset \mathbb{R}^m$, we denote by $g|_A$ the restriction of $g$ to $A$.  


2. Preliminaries

2.1. Gaussian fields background. We briefly collect some definitions about Gaussian fields (on \( \mathbb{R}^m \)). For us, a (real-valued) Gaussian field \( F : \mathbb{R}^m \times \Omega \to \mathbb{R} \) for some probability space \( \Omega \), such that all finite dimensional distributions \( (F(x_1),\ldots,F(x_k)) \) are multivariate Gaussian. We say that \( F \) is centred if \( \mathbb{E}[F(\cdot)] \equiv 0 \) and stationary if its law is invariant under translations \( x \to x + \tau \) for \( \tau \in \mathbb{R}^m \). In this script, every Gaussian field is both centred and stationary. Then, the covariance function of \( F \) is

\[
\mathbb{E}[F(x) \cdot F(y)] = \mathbb{E}[F(x - y) \cdot F(0)].
\]

Since the covariance is positive definite, by Bochner’s theorem, it is the Fourier transform of some measure \( \mu \) on \( \mathbb{R}^m \). So we have

\[
\mathbb{E}[F(x)F(y)] = \int_{\mathbb{R}^m} e(\langle x - y, \lambda \rangle) \, d\mu(\lambda).
\]

The measure \( \mu \) is called the spectral measure of \( F \) and, since \( F \) is real-valued, it satisfies \( \mu(-I) = \mu(I) \) for any (measurable) subset \( I \subset \mathbb{R}^m \), that is, \( \mu \) is a symmetric measure. By Kolmogorov theorem, \( \mu \) fully determines \( F \), so we simply write \( F = F_\mu \).

2.2. Weak convergence of probability measures in the \( C^s \) space.

Let \( S = C^s(V) \) be the space of \( s \)-times, \( s \geq 0 \) integer, continuously differentiable functions on \( V \), a compact set of \( \mathbb{R}^m \). In this section we review the conditions to ensure that a sequence of probability measures \( \{\mu_n\} \) on \( S \) converges weakly to another probability measure, \( \mu \), see also [9, Chapter 7] for \( s = 0 \).

First, since \( S \) is a separable metric space, Prokhorov’s Theorem [9, Chapters 5 and 6] implies that \( \mathcal{P}(S) \), the space of probability measures on \( S \), is metrizable via the Lévy–Prokhorov metric. This is defined as follows: for a subset \( B \subset S \), let denoted by \( B_{+\varepsilon} \) the \( \varepsilon \)-neighbourhood of \( B \), that is,

\[
B_{+\varepsilon} := \{ p \in S \mid \exists q \in B, \| p - q \|_{C^s} < \varepsilon \}.
\]

The Lévy–Prokhorov metric \( d_P : \mathcal{P}(S) \times \mathcal{P}(S) \to [0, +\infty) \) is defined for two probability measures \( \mu \) and \( \nu \) as:

\[
d_P(\mu, \nu) := \inf_{\varepsilon > 0} \{ \mu(B) \leq \nu(B_{+\varepsilon}) + \varepsilon, \nu(B) \leq \mu(B_{+\varepsilon}) + \varepsilon, \forall B \in S \}.
\]

It is well-known [47, Claim below Lemma 2] and [52] that if the finite dimensional distributions of some sequence \( X_n \) taking values on \( S \) converge to some random variable \( X \), that is for all \( y_1, \ldots, y_l \in V \)

\[
(X_n(y_1), \ldots, X_n(y_l)) \xrightarrow{d} (X(y_1), \ldots, X(y_l)) \quad \text{as } n \to \infty
\]

where the convergence is in distribution, and the sequence \( \{(X_n)_\varepsilon\} \) is tight, then \( (X_n)_\varepsilon \) converges to \( (X)_\varepsilon \) in \( \mathcal{P}(S) \) equipped with the metric \( d_P \). A set of probability measured \( \Pi \) on \( S \) is tight if for any \( \varepsilon > 0 \) there exists a compact subset \( Q_\varepsilon \subset S \) such that, for all measures \( \nu \in \Pi \), \( \nu(Q_\varepsilon) > 1 - \varepsilon \).

A characterization of tightness in \( \mathcal{P}(S) \) is given in the next lemma, which can be seen as a probabilistic version of Arzelà-Ascoli Theorem. Let us define the modulus
of continuity of a function \( g \in S \) as:

\[
\omega_g(\delta) := \sup_{\|y-y'\| \leq \delta} \{|g(y) - g(y')|\}.
\]

We then have following lemma [47, Lemma 1]:

**Lemma 2.1.** A sequence \( \{\mu_n\} \) of probability measures on \( S \) is tight if and only if

i) For some \( y \in V \) and \( \varepsilon > 0 \) there exists \( M > 0 \) such that, uniformly in \( n \):

\[
\max_{|\alpha| \leq s} \mu_n(g : |D^\alpha g| > M) \leq \varepsilon.
\]

ii) For all multi-index \( \alpha \) such that \( |\alpha| = s \) and \( \varepsilon > 0 \), we have

\[
\lim_{\delta \to 0} \limsup_{n \to \infty} \mu_n(g : \omega_{D^\alpha g}(\delta) \geq \varepsilon) = 0.
\]

Finally, we will need the following result of uniform integrability [9, Theorem 3.5].

**Lemma 2.2.** Let \( X_n \) a sequence of random variables such that \( X_n \to X \) (i.e., in distribution). Suppose that there exists some \( \alpha > 0 \) such that \( E[|X_n|^{1+\alpha}] \leq C < \infty \) for some \( C > 0 \), uniformly for all \( n \geq 1 \). Then,

\[
E[X_n] \to E[X].
\]

2.3. **Doubling index.** Following and Donnelly-Fefferman [15] and Logunov and Malinnikova[38, 39, 40], given a function \( h : \mathbb{R}^m \to \mathbb{R} \), we define the doubling index of \( h \) in \( B \) as

\[
\mathfrak{N}_h(B) := \log \frac{\sup_{x \in B} |h|}{\sup_{B} |h|} + 1,
\]

with \( \kappa_m := 2\sqrt{m} \). The doubling index gives a bound on the nodal volume of \( f \), as in (1.5), thanks to the following result [15, Proposition 6.7] and [41, Lemma 2.6.1].

**Lemma 2.3.** Let \( B \subset \mathbb{R}^m \) be the unit ball, suppose that \( h : 3B \to \mathbb{R} \) is an harmonic function, that is, \( \Delta h = 0 \), then

\[
\mathcal{V}(h, 1/2) \lesssim \mathfrak{N}_h(B).
\]

Applying Lemma 2.4 to the lift \( h(x, t) := f(x)e^{2\pi t} : \mathbb{R}^{m+1} \to \mathbb{R} \), we obtain the following:

**Lemma 2.4.** Let \( f \) be as (1.5) and \( r > 1 \) be some parameter, then

\[
\mathcal{V}(f, B(r)) \cdot r^{-m+1} \lesssim \mathfrak{N}_f(B(3r)) + r.
\]

**Proof.** First, we observe that the function \( h(x, t) := f(x)e^{2\pi t} \) is harmonic in a ball \( B(\sqrt{2}r) \supset B(r) \times [-r, r] \) and that

\[
\mathcal{H}^{m-1}\{x \in B(r) : f(x) = 0\} \times 2r \leq \mathcal{H}^m\{(x, t) \in B(\sqrt{2}r) : h(x, t) = 0\}
\]

Therefore, rescaling \( B(\sqrt{2}r) \) to a ball of radius one, the lemma follows from Lemma 2.3, upon noticing that

\[
\mathcal{V}(f, B(r))r^{-m+1} \lesssim r + \mathfrak{N}(f, B(cr))
\]

for any \( c > 2\sqrt{2} \) and that the supremum norm is scale invariant. \( \square \)
In particular, we can control the doubling index of $f$ using the well-known Nazarov-Turan Lemma, see [45] and [24] for the multi-dimensional version:

**Lemma 2.5.** Let $g(x) = \sum_{j=1}^{J} a_j e(\xi_j \cdot x)$ for $x \in \mathbb{R}^m$ and $\xi_1, \ldots, \xi_J$ distinct frequencies, moreover let $B \subset \mathbb{R}^m$ be a ball and $I \subset B$ be a measurable subset. Then there exist absolute constants $c_1, c_2 > 0$ so that

$$\sup_B |g| \lesssim \left( c_1 \frac{|B|}{|I|} \right)^{c_2 J} \sup_I |g|$$

Combining Lemma 2.5 with Lemma 2.4, we obtain the following:

**Lemma 2.6.** Let $f$ be as (1.5) and $r > 0$ be some parameter, then

$$\mathcal{V}(f, B(r)) \cdot r^{-m+1} \lesssim N + r.$$  

Finally, to study the nodal domains of $f$, we will use the doubling index to control the growth of $f$ in sets which might not be balls. That is, we will need the following lemma [41]:

**Lemma 2.7** (Remez type inequality). Let $B$ be the unit ball in $\mathbb{R}^m$ and suppose that $h : 2B \to \mathbb{R}$ is an harmonic function. Then there exist constants $c_1, c_2 > 0$, independent of $h$, such that

$$\sup_B |h| \lesssim \sup_E |h| \left( c_1 \frac{|B|}{|E|} \right)^{c_2 \mathcal{R}_h(2B)}$$

for any set $E \subset B$ of positive measure.

Using the harmonic lift $h$ of $f$ as in Lemma 2.4 and rescaling, we deduce the following:

**Lemma 2.8.** Let $B(r) \subset \mathbb{R}^m$ be a ball of radius $r > 0$ and $f$ be as in (1.5) then there exist constants $c_1, c_2 > 0$, such that

$$\sup_{B(r)} |f| \lesssim \sup_{E(r)} |f| \left( c_1 \frac{|B(r)|}{|E(r)|} \right)^{c_2 \mathcal{R}_f(B(2r)) + r}$$

for any set $E(r) \subset B(r)$ of positive measure.

### 2.4. Additional Tools.

In this section we extend for our purposes the work of Nazarov-Sodin [44] and Sarnak-Wigman [48] to the case of a possibly atomic symmetric spectral measure and give a sufficient condition for the positivity of the constants $c_{NS}(\cdot), c(T, \cdot)$ and $c(H, \cdot)$ appearing in Theorems 1.7 and 1.8. For dimension two and for nodal domains, this was done in [36, Proposition 1.1], see also Section 7.2 below for some additional results. The proof essentially follows [44], we reproduce some details for completeness.

Given a probability measure $\mu$ on $\mathbb{S}^{m-1}$ and an integer $s \geq 1$, let $\mathcal{F}L^2_{\mathbb{R}}(\mu)^{C^s}$, the closure in the Fréchet topology of $C^s$ compact convergence of the Fourier transform of Hermitian functions $h : \mathbb{R}^m \to \mathbb{C}$ with $\int |h|^2 \, d\mu < \infty$. Then, bearing in mind the notation in Section 1.5, we have the following:
Theorem 2.9. Let $\mu$ be symmetric probability measure on $\mathbb{S}^{m-1}$. Let $S \subset H(m-1)$ and $T \in \mathcal{T}$. Then, there exist constants $c(S, \mu), c(T, \mu)$ such that

$$
\mathbb{E}[\mathcal{N}(F_\mu, \cdot, R)] = \text{vol } B(R)(c(\cdot, \mu) + o_\mu(1))
$$
as $R \to \infty$. The constant $c(S, \mu)$ will be positive if there is a function $F_0$ with a regular (i.e., the gradient doesn't vanish) connected component in $S$ contained in $B(r)$ for some $r > 0$ and $F_0 \in \mathcal{F}L^2_\mu(\mu)^{G^*}$, similarly for $c(T, \mu)$.

The last condition means that $F_0$ can be approximated in $C^s(K)$, for $K$ any compact set, by functions in $\mathcal{F}L^2_\mu(\mu)$.

Proof. Let $r > 0$, we define:

$$
\Phi_r^\mu(G) := \frac{\mathcal{N}(G, \cdot, r)}{\text{vol } B(r)}, \quad \Psi_r^\mu(G) := \frac{\mathcal{N}(G, \cdot, R)}{\text{vol } B(R)},
$$

where $\mathcal{N}(G, \cdot, R)$ denotes de number of nodal domains intersecting the boundary of $S(R)$. Since $F_\mu$ is translation invariant by Bochner’s Theorem, Wiener’s Ergodic Theorem [44, Section 6] implies\(^3\) that

$$
\frac{1}{\text{vol } B(R)} \int_{B(R)} \Phi_r^\mu(\tau_v) \, dv \to \Phi_r^\mu \quad R \to \infty \quad (2.5)
$$
a.s. and in $L^1$, where $\tau_v G := G(\cdot + v)$ for $v \in \mathbb{R}^m$. Moreover, $\Phi_r^\mu$ is invariant under $\tau_v$, $\mathbb{E}[\Phi_r^\mu] = \mathbb{E}[\Phi_r^\mu]$ and similarly for $\Psi_r^\mu$.

Thanks to the integral-geometric sandwich ([44, Lemma 1]), and following the proof of [44, Theorem 1], see also the proof of Proposition 1.5, we have that (2.5) implies that the limit

$$
c(G, \cdot, \mu) := \lim_{R \to \infty} \frac{\mathcal{N}(G, \cdot, R)}{\text{vol } B(R)}
$$
extists a.s. and in $L^1$. Note that it is not a constant but a random variable, thus letting $c(\cdot, \mu) := \mathbb{E}(c(F_\mu, \cdot, \mu))$, the first statement of the theorem follows from the $L^1$ convergence. Let us now consider the positivity of the constants. From (2.5) and the integral-geometric sandwich, we have

$$
\mathbb{E}(\Phi_r^\mu) \leq c(\cdot, \mu) \leq \mathbb{E}(\Phi_r^\mu) + \mathbb{E}(\Psi_r^\mu).
$$

Thus, in order to prove that $c(\cdot, \mu) > 0$, thanks to Chebyshev’s inequality, it is enough to show that

$$
P\left( \left\{ F_\mu \in C^s(\mathbb{R}^m) : \mathcal{N}(F_\mu, S, r) \geq 1 \right\} \right) > 0. \quad (2.6)
$$

Let $F_0$ be as in the statement of the theorem, by [44, Appendix A.7, A.12] for $s = 0$ and [20, Proposition 3.8] for general $s$, $F_0$ is in the support of the measure on the space of $C^s$ functions of our random field $F_\mu$, that is, for any compact set $K \subset \mathbb{R}^m$ and each $\varepsilon > 0$,

$$
P\left( \left\{ F_\mu \in C^s(\mathbb{R}^3) : \|F_\mu - F_0\|_{C^s(K)} < \varepsilon \right\} \right) > 0. \quad (2.7)
$$

\(^3\)We can apply the Ergodic Theorem, despite our field might not be ergodic (by Fomin-Grenander-Maruyama Theorem, see, e.g., [44], as $\mu$ might have atoms) because we only need the translational invariance.
Now, as the connected component of $F_0$ in $S$ is regular by hypothesis, we can apply Thom’s Isotopy, Theorem 2.11 below, to conclude that if
\[
\|F - F_0\|_{C^s(K)} < \delta,
\] (2.8)
where the connected component of $F_0$ is in the interior of $K$, then $F$ also has a connected component diffeomorphic to $S$. Finally (2.6) follows from (2.7), taking $\varepsilon = \delta$ in (2.8). We can proceed similarly for nesting trees and conclude the proof. □

**Example 2.10.** If $\mu = \sigma_{m-1}$, the Lebesgue measure on the sphere, then it is enough to show $F_0$ is a solution to the Helmholtz equation as this set equals $\mathcal{F} L^2_H(\sigma)$ [12, Proposition 6]. However, in this case, the construction of the particular functions for topological classes gives $F_0$ as a (finite) sum of the form \[ F_0(x) = (2\pi)^{\frac{d}{2}} \sum_{l=0}^{L} \sum_{m=1}^{d_l} a_{lm} Y_{lm}\left(\frac{x}{|x|}\right) \frac{J_{l+\frac{d}{2}-1}(|x|)}{|x|^{\frac{d}{2}-1}}, \] so by [19, Proposition 2.1] or by Herglotz Theorem [29, Theorem 7.1.28] and the rapid decay of Bessel functions, $F_0 \in \mathcal{F} L^2_H(\sigma)$. For instance, the example mentioned above could be the spherical Bessel functions $C_m J_{\frac{d}{2}-1}(|x|) |x|^{\frac{d}{2}-1} = \int_{\mathbb{S}^{m-1}} e^{i(x,\omega)} d\sigma_{m-1}(\omega)$

where $C_m$ is as in (1.2). They are radial solutions to the Helmholtz equation, so the nodal sets are spheres with the radii the zeros of $J_{\frac{d}{2}-1}(|x|)$. See Figure 1 for the case of $n = 2$. This proves $c_{NS}(\sigma_{m-1}) := c(H(m-1), \sigma_{m-1}) > 0$ as $c(\sigma_{m-1}, \{[\mathbb{S}^{m-1}]\}) > 0$. See also [44, Condition (ρ4), Appendix C] for sufficient conditions to ensure $c_{NS}(\mu) > 0$ and [31] for an explicit lower bound together with some numerical estimates.

The stability property of the nodal set used above is given by the following theorem.

**Theorem 2.11 (Compact Thom’s Isotopy Theorem).** Let $V$ be an domain in $\mathbb{R}^m$ and let $h : V \to \mathbb{R}$ be a $C^\infty$ map. Consider a (compact) connected component $L \subset V$ (i.e., which is compactly embedded in $V$) of the zero set $h^{-1}(0)$ and suppose that:

\[ |\nabla h|_L| > 0. \]

Then, given any $\varepsilon > 0$ and $p \geq 1$, there exists some $U \subset V$ neighbourhood of $L$ and $\delta > 0$ such that for any smooth function $g : U \to \mathbb{R}^m$ with
\[
\|h - g\|_{C^p(U)} < \delta
\] one can transform $L$ by a diffeomorphism $\Phi$ of $\mathbb{R}^m$ so that $\Phi(L)$ is the intersection of the zero set $g^{-1}(0)$ with $U$. The diffeomorphism $\Phi$ only differs from the identity in a proper subset of $U$ (i.e., a subset $\subset U$) and satisfies $\|\Phi - \text{id}\|_{C^p(\mathbb{R}^m)} < \varepsilon$.

The proof follows from [17, Theorem 3.1], we reproduce some details for completeness.
Indeed, if \( y \) flow, that is, the solution to \( \partial_t \varphi^t(x) = X(\varphi^t(x)) \). Considering the derivative with respect to time, if \( h(x) = 0 \) then \( h(\varphi^t(x)) = t \), and
\[
\|\partial_t \varphi^t(x)\| = \|X(\varphi^t(x))\| = \frac{1}{\|\nabla h(\varphi^t(x))\|}.
\] (2.9)

By compactness and regularity of the connected component, \( \|\nabla h\| \in [c, C] \), with \( c > 0 \). Since \( \varphi(t, x) := \varphi^t(x) \) is a smooth map, if we define \( H : \mathbb{R} \times L \) as \( H(t, x) := \|\nabla h(\varphi(t, x))\| \), then \( H^{-1}(c - \delta, \infty) \) is an open set of \( \mathbb{R} \times L \), for any \( \delta > 0 \), and it includes \( \{0\} \times L \). By compactness and the product topology, there exists a finite number of \( t_i > 0 \), \( U_i^L \) open sets of \( L \) (induced topology) such that
\[
\|\nabla h(\varphi(t, x))\| > c_1
\]
for \( t \in (-t_i, t_i), \ x \in U_i^L \) and \( c_1 := c - \delta \). If we define \( \eta := \frac{1}{2} \min\{t_i, c_1 d\} \), where \( d := \text{dist}(L, \partial V) \), then we claim that \( U := L + \eta/c_1 \) is the desired neighbourhood. Indeed, if \( y \) is the component of \( h^{-1}(B(0, \eta)) \) connected with \( L \), then \( y = \varphi^t(x) \) with \( \eta' < \eta \), \( x \in L \) so by (2.9) and Lagrange Theorem
\[
\|y - x\| = \|\varphi^t(y) - x\| \leq \frac{\eta}{c_1},
\]
hence, \( y \in B(x, \eta/c_1) \subset U \). Furthermore, if \( y \in U \), then \( \forall \ v \in \partial V \)
\[
\|y - v\| \geq \|x - v\| - \|y - x\| \geq d - d/2 > 0,
\]
where \( y \in B(x, \eta/c_1) \) and \( \eta/c_1 < d/2 \) by definition. \( \square \)

3. Bourgain’s de-randomisation, proof of Theorem 1.7.

The content of this section follows closely the proofs in [10, 11] to extend the ideas from \( \mathbb{T}^2 \) to \( \mathbb{R}^m \).

3.1. The function \( \varphi_x \). Let \( m \geq 2 \) be fixed, \( R \gg W > 1 \) be in section 1.2. Using hyperspherical coordinates, that is, writing \( x \in S^{m-1} \) as \( x = G(\theta) \) where
\[
G(\theta) := (\cos \pi \theta_1, \sin \pi \theta_2 \cos \pi \theta_2, ..., \sin \pi \theta_1 \cdot \sin \pi \theta_{m-2} \sin 2\pi \theta_{m-1})
\]
such that \( G|_{(0,1)^{m-1}} \) is a diffeomorphism onto \( S^{m-1} \setminus S' \), where \( S' \) is a set of measure zero, we identify \( S^{m-1} \) with \( [0, 1]^{m-1} \). Now, let \( K > 1 \) be a (large) parameter and divide \( [0, 1]^{m-1} \) into \( K^{m-1} \) cubes and use hyper-spherical coordinates to divide the sphere into \( K^{m-1} \) regions which we call \( I_k \). Let \( \{\zeta^k\} \subset S^{m-1} \) be the “centres” of such regions (centre is defined again picking the centre in \( [0, 1]^{m-1} \) and projecting onto the sphere using hyper-spherical coordinates). Finally, pick another parameter \( \delta > 0 \) and let \( \mathcal{K} \) to be the set of \( k \)’s such that \( k \in \mathcal{K} \) if and only if
\[
\mu_r(I_k) > \delta.
\] (3.1)
Lemma 3.2. Let $K, \delta > 0$ and
\[ \Theta_{k} \phi \in (K - \delta) \]
The next lemma shows that $\phi_k$ follows from the fact that there are at most $K^{m-1}$ elements in the complement of $K$. ii) follows from the fact that $G|_{[0,1]^{m-1}}$ is a smooth function so it is Lipschitz and, writing $G(\theta) = \phi$, we have
\[ \|G(\theta) - G(\phi)\| \leq C_G \|\theta - \phi\|. \]

Proof. i) follows from the fact that there are at most $K^{m-1}$ elements in the complement of $K$. ii) follows from the fact that $G|_{[0,1]^{m-1}}$ is a smooth function so it is Lipschitz and, writing $G(\theta) = \phi$, we have
\[ \|G(\theta) - G(\phi)\| \leq C_G \|\theta - \phi\|. \]

As $\rho_n = -\rho_{-n}$, in order to count only one these points, we define $K^+$ as the set of $k \in K$ such that $(\phi)_{k} > 0$ with $j := \max_{1 \leq i \leq m}\{(\phi)_{k}, i \neq 0\}$, where $(\phi)_{k}$ denotes the $i$-th component of $\phi$. Note that, by definition,
\[ 2N\delta \leq 2N\mu_r(I_k) = \#\{|n| \leq N / \rho_n \in I_k\} \to \infty \quad \text{as} \quad N \to \infty. \]

Finally, we define the auxiliary function, as in (1.12)
\[ \phi_x(y) := \sum_{k \in K} \left[ \frac{1}{2N\mu_r(I_k)} \sum_{\rho_n \in I_k} a_n e(r_n \cdot x) \right] \mu_r(I_k)^{1/2} e(\phi \cdot y). \]

The next lemma shows that $\phi_x$ is, on average, a good approximation of $F_x$.

Lemma 3.2. Let $F_x$ and $\phi$ be as in (1.10) and (3.3) respectively, $R \gg W > 1$ and $K, \delta > 0$ be as in Section 3.1 with $\delta < K^{-m+1}$, $s \geq 0$ be some integer and $l = [\frac{m}{2} + 1]$. Then, we have
\[ \int_{B(R)} \left\| F_x - \phi_x \right\|_{C^s(B(W))}^2 \leq W^{2(s+1)+m} \left( \delta K^{m-1} + W^2 K^{-2} \right) (1 + O_N(R^{-\Lambda-3/2})). \]

Proof. Using Sobolev’s Embedding Theorem, we bound the $C^s(B(W))$ norm by the $H^{s+1}(B(W))$ norm, and rescaling to a ball or radius one, we obtain
\[ \int_{B(1)} \left\| F_{Rx} - \phi_{Rx} \right\|_{C^s(B(W))}^2 dx \leq \sum_{|a| \leq s+l} \int_{B(1)} \left\| D^a(F_{Rx} - \phi_{Rx}) \right\|_{L^2(B(W))}^2 dx \]
where $D^a$ is the multi-variable derivative. If $\alpha = 0$, denoting $S^{m-1} := S^{m-1} \setminus \bigcup_{k \in K} I_k$ and rescaling the ball of radius $W$ to a ball of radius 1, we have
\[ \int_{B(1)} \left\| (F_{Rx} - \phi_{Rx}) \right\|_{L^2(B(W))}^2 dx \leq W^m \int_{B(1)} \left\| \frac{1}{2N} \sum_{\rho_r \in S^{m-1}} a_n e(\langle r_n, Rx \rangle) \right\|^2 dx \]
\[ + W^m \sum_{k \in K} (2N)^{-1/2} \sum_{\rho_n \in I_k} a_n e(\langle r_n, Rx \rangle) \left( e(\langle r_n, Wy \rangle) - e(\langle \phi, Wy \rangle) \right) \right\|^2 dx. \]

(3.4)
Moreover, by the standard asymptotic expansion of Bessel functions [51, Chapter 7]

\[ J_\ell(2\pi R \|r_n - r_{n'}\|) = (2\pi)^\frac{m}{2} (-i)^\ell \frac{J_{\ell + \Lambda}(|x|)}{|x|^\Lambda} \quad \Lambda := \frac{m - 2}{2}, \tag{3.6} \]

Indeed, by the Fourier Transform of spherical harmonics [19, Proposition 2.1]:

\[ \int_{S^{m-1}} Y_\ell e^{i\langle x, y \rangle} d\sigma = (2\pi)^\frac{m}{2} (-i)^\ell \frac{J_{\ell + \Lambda}(|x|)}{|x|^\Lambda} \quad \Lambda := \frac{m - 2}{2}, \tag{3.6} \]

where \( \ell \) is the index associated with the eigenvalue and \( J_\alpha \) represents the Bessel function of first order and index \( \alpha \). Setting \( \ell = 0 \) in (3.6) and using polar coordinates:

\[ \int_{B(1)} e^{i2\pi \langle x, y \rangle} dy = (2\pi) \int_0^1 r^{m/2} \frac{J_\Lambda(r^{2\pi}|x|)}{|x|^\Lambda} dr = \frac{J_{\Lambda+1}(2\pi|x|)}{|x|^\Lambda+1}. \tag{3.7} \]

Moreover, by the standard asymptotic expansion of Bessel functions [51, Chapter 7]:

\[ J_\alpha(z) = \sqrt{\frac{2}{\pi z}} \cos \left( z - \frac{\pi\alpha}{2} - \frac{\pi}{4} \right) + O_\alpha(z^{-3/2}) \tag{3.8} \]

Thus, for \( n \neq n' \), using (3.7) and (3.8), and bearing in mind (1.11), (3.5) follows upon noticing that

\[ J_{\Lambda+1}(2\pi R \|r_n - r_{n'}\|) = O \left( (R \|r_n - r_{n'}\|)^{-1/2} \right) = O_N(R^{-1/2}). \]

In order to bound the first term of the RHS of (3.4), we expand the square, use Fubini and (3.5) to obtain

\[ \frac{W^m}{2N} \int_{B(1)} dy \int_{B(1)} dx \sum_{r_n, r_{n'} \in S_{m-1}^*} \sum_{r_n, r_{n'} \in S_{m-1}^*} a_n a_{n'} \langle \langle r_n, r_{n'}, R x \rangle \rangle e (\langle r_n - r_{n'}, W y \rangle) = \]

\[ = \frac{W^m}{2N} \int_{B(1)} dy \sum_{r_n \in S_{m-1}^*} |a_n|^2 + O_N(R^{-\Lambda-3/2}) \sum_{r_n \in S_{m-1}^*} \sum_{r_{n'} \in S_{m-1}^*} a_n a_{n'} \langle \langle r_n - r_{n'}, W y \rangle \rangle, \tag{3.9} \]

with \( r_{n'} \neq r_n \) in the second summand. Since \( |a_n| = 1 \), bearing in mind (3.1) and using Claim 3.1, we can bound (3.9) by

\[ \text{RHS(3.9)} \lesssim W^m \delta K^{m-1} \left( 1 + O_N(R^{-\Lambda-3/2}) \right). \tag{3.10} \]

For the second summand of the RHS of (3.4) we proceed similarly, taking into account Claim 3.1, we have

\[ |e (\langle r_n, W y \rangle) - e (\langle \zeta^{\langle k \rangle}, W y \rangle)| \leq \|r_n - \zeta^{\langle k \rangle}\| \|W y\| \lesssim \frac{W}{K}. \]
Thus, expanding the square and using Fubini and (3.5), we can bound the second term on the right hand side of (3.4) as
\[
\int_{B(1)} \left\| \sum_{k} (2N)^{-1/2} \sum_{r_n \in I_k} a_n e(\langle r_n, Rx \rangle) \left( e(\langle r_n, W y \rangle) - e(\langle \zeta^k, W y \rangle) \right) \right\|^2 dx \lesssim \sum_{k} (2N)^{-1} \sum_{r_n \in I_k} |1 - e(\langle r_n - \zeta^k, W y \rangle)|^2 + \sum_{r_n \neq r_n'} C_m J_{\Lambda+1} (2\pi R \|r_n - r_n'\|) \times (2N)^{-1} a_n a_{n'} (e(\langle r_n, W y \rangle) - e(\langle \zeta^k, W y \rangle)) \left( e(\langle r_n, W y \rangle) - e(\langle \zeta^{k'}, W y \rangle) \right) \lesssim W^2 K^{-2} (1 + O_N(R^{-\Lambda-3/2})).
\]
(3.11)

All in all, using (3.10) and (3.11), we obtain
\[
\int_{B(1)} \| (F_{Rx} - \phi_{Rx}) \|_{L^2(B(1))} dx \lesssim W^m (\delta K^{m-1} + W^2 K^{-2}) \left( 1 + O_N(R^{-\Lambda-3/2}) \right).
\]

For \( \alpha \neq 0 \), observe that if we differentiate with respect to \( x \),
\[
D^\alpha(e(y, x)) = (2\pi i)^{|\alpha|} \left( \prod_{i=1}^m y_i^{\alpha_i} \right) e(y, x).
\]
Thus,
\[
D^\alpha(e(\langle r_n, W y \rangle)) = (2\pi W)^{|\alpha|} e(\langle r_n, W y \rangle) \prod_{i=1}^m r_{n,i}^{\alpha_i}.
\]

Also,
\[
|D_\alpha \left( e(\langle r_n, W y \rangle) - e(\langle \zeta^k, W y \rangle) \right) | = (2\pi W)^{|\alpha|} \left| \prod_{i=1}^m r_{n,i}^{\alpha_i} - \prod_{i=1}^m (\zeta_i)^{\alpha_i} e(\langle \zeta^k - r_n, W y \rangle) \right|.
\]

Now, adding and subtracting \( \prod_{i=1}^m (\zeta_i)^{\alpha_i} \) and using the triangle inequality, gives:
\[
|D_\alpha \left( e(\langle r_n, W y \rangle) - e(\langle \zeta^k, W y \rangle) \right) | \leq (2\pi W)^{|\alpha|} \left( \left| \prod_{i=1}^m r_{n,i}^{\alpha_i} - \prod_{i=1}^m (\zeta_i)^{\alpha_i} \right| + \left| \prod_{i=1}^m (\zeta_i)^{\alpha_i} \right| |1 - e(\langle \zeta^k - r_n, W y \rangle)| \right).
\]

Since \( |e^{ix} - e^{iy}| \leq |x - y| \), we bound the last expression by:
\[
W^{\alpha} \left( |\zeta^k - r_n| + W |\zeta^k - r_n| \right) \lesssim W^{\alpha+1} K. \quad (3.12)
\]

Hence, following a similar argument as in the case \( \alpha = 0 \), combined with (3.12), we conclude that
\[
\int_{B(1)} \| D^\alpha(F_{Rx} - \phi_{Rx}) \|_{L^2(B(1))}^2 dx \lesssim W^{2\alpha+1} (\delta K^{m-1} + W^2 K^{-2}) \left( 1 + O_N(R^{-\Lambda-3/2}) \right)
\]
finishing the proof.
3.2. Gaussian moments. Let us define:

\[ b_k(x) := \frac{1}{(2N\mu_r(I_k))^{1/2}} \sum_{r_n \in I_k} a_ne(r_n \cdot Rx). \]

We are going to show that the pseudo-random vector \((b_k)_{k \in K}\) approximates a Gaussian vector \((c_k)_{k \in K}\), where \(c_k\) are i.i.d. complex standard Gaussian random variables subject to \(\overline{c_k} = c_{-k}\). More specifically, we prove the following quantitative lemma:

**Lemma 3.3.** Let \(N \geq 1, R > 0, b_k\) be as above and \(K^+, K, \delta\) be as in Section 3.1. Moreover, let \(D > 1\) be some large parameter and fix two sets of positive integers \(\{s_k\}_{k \in K^+}\) and \(\{t_k\}_{k \in K^+}\) such that \(\sum_k s_k + t_k \leq D\), then we have

\[
\left| \int_{B(R)} \left| \prod_{k \in K^+} b_k^{s_k} \overline{b_k}^{t_k} \right| - \mathbb{E} \left| \prod_{k \in K^+} c_k^{s_k} \overline{c_k}^{t_k} \right| \right| = O_D(\delta^{-1}N^{-1}) + O_{N,D}(R^{-\Lambda-3/2}).
\]

**Proof.** For \(c_k\), first note that the independence properties of the Gaussian variables \(c_k\) (which have zero mean) imply that \(\mathbb{E}(c_k \overline{c_k}) = 0\) if \(k' \not\in \{k, -k\}\). When \(k' = k\) one has

\[
\mathbb{E}(|c_k|^2) = \mathbb{E}[(\text{Re}(c_k))^2] + \mathbb{E}[(\text{Im}(c_k))^2] = 1,
\]

and when \(k' = -k\),

\[
\mathbb{E}(|c_k|^2) = \mathbb{E}[(\text{Re}(c_k))^2] - \mathbb{E}[(\text{Im}(c_k))^2] + 2i \mathbb{E}[(\text{Re}(c_k))(\text{Im}(c_k))] = 0.
\]

Therefore,

\[
\mathbb{E}(c_k \overline{c_k}) = \delta_{kk'}.
\]

Thus by independence and a similar calculation for \(\mathbb{E} \left[ c_k^{s_k} \overline{c_k}^{t_k} \right] \),

\[
\mathbb{E} \left[ \prod_{k \in K^+} c_k^{s_k} \overline{c_k}^{t_k} \right] = \prod_{k \in K^+} \mathbb{E} \left[ c_k^{s_k} \overline{c_k}^{t_k} \right] = \prod_{k \in K^+} \delta_{i_k s_k, j_k t_k}.
\]

(3.14)

For the moments of \(b_k\), we can prove the following:

**Claim 3.4.** For \(k \in K^+\) we have

\[
\int_{B(R)} \left| b_k^{s_k} \overline{b_k}^{t_k} \right| = \delta_{s_k, t_k} \left( s_k! + O_{s_k} \left( (\delta N)^{-1} \right) \right) + O_{D,N} \left( R^{-\Lambda-3/2} \right).
\]

**Proof of Claim 3.4.** We have that:

\[
b_k^{s_k} \overline{b_k}^{t_k} = |I_k|^{-(s_k+t_k)/2} \sum_{c_k} \prod_{i=1}^{s_k} \prod_{j=1}^{t_k} a_{i,j,k} e(\langle r_{i,j,k}, Rx \rangle)
\]

where \(r_{i,j} := r_{n_i,k} \in I_k\), \(a_{i,j,k} := a_{n_i,k}\) and \(C_k\) represents the set of all possible choices of \(n_{i,k}\) and \(n_{j,k}\) with \(i \in \{1, \ldots, s_k\}\) and \(j \in \{1, \ldots, t_k\}\). Then, rescaling to a ball of
radius 1, we have
\[
\int_{B(R)} \left[ \prod_{k \in \mathcal{K}^+} b_k^{s_k} b_k^{t_k} \right] = \left( \prod_{k \in \mathcal{K}^+} |I_k|^{-(s_k + t_k)/2} \right) \sum_{C} \prod_{i=1}^{s_k} \prod_{j=1}^{t_k} a_{i,k} \alpha_{j,k} \times
\]
\[
\int_{B(1)} e \left( \sum_{k \in \mathcal{K}^+} \left( \sum_{i=1}^{s_k} r_{i,k} - \sum_{j=1}^{t_k} r_{j,k} \right) \cdot Rx \right) \] dx
\]
(3.15)

where \(C\) represents the set of all possible choices of \(n_{i,k}\) and \(n_{j,k}\) with \(i \in \{1, \ldots, s_k\}\), \(j \in \{1, \ldots, t_k\}\) and \(k \in \mathcal{K}^+\). To estimate this, let us begin by fixing \(k\):
\[
\int_{B(R)} \left[ b_k^{s_k} b_k^{t_k} \right] = |I_k|^{-(s_k + t_k)/2} \sum_{C_k} \prod_{i=1}^{s_k} \prod_{j=1}^{t_k} a_{i,k} \alpha_{j,k} \int_{B(1)} e \left( \sum_{i=1}^{s_k} r_{i,k} - \sum_{j=1}^{t_k} r_{j,n} \right) \cdot Rx \] dx.
\]
In the inner sum,
\[
\sum_{i=1}^{s_k} r_{i,k} - \sum_{j=1}^{t_k} r_{j,k} = \sum_{r_n \in I_k} \alpha_n r_n - \sum_{r_n \in I_k} \beta_n r_n = \sum_{r_n \in I_k} \gamma_n r_n,
\]
with \(\alpha_n, \beta_n, \gamma_n\) integers. By rational independence (1.11), the sum vanishes if and only if \(\gamma_n = 0\) for every \(n\). So \(C_k\) can be divided into the combinations where \(\gamma_n = 0\) for every \(n\), \(C_{k,1}\), and the remaining terms, \(C_{k,2}\):
\[
\int_{B(R)} \left[ b_k^{s_k} b_k^{t_k} \right] = |I_k|^{-(s_k + t_k)/2} \left( \sum_{C_{k,1}} 1 + \right.
\]
\[
+ \sum_{C_{k,2}} \prod_{i=1}^{s_k} \prod_{j=1}^{t_k} a_{i,k} \alpha_{j,k} \int_{B(1)} e \left( \sum_{i=1}^{s_k} r_{i,k} - \sum_{j=1}^{t_k} r_{j,n} \right) \cdot Rx \) dx \right).
\]
(3.16)

For the first term, note that if \(\gamma_n = 0\), then \(\alpha_n = \beta_n\), thus \(s_k = \sum_{r_n \in I_k} \alpha_n = \sum_{r_n \in I_k} \beta_n = t_k\). Then, we denote by \(d_k := \# \{n \mid \alpha_n \neq 0\}\) and write \(C_{k,1} = \bigcup_{d_k=1}^{r_k} C_{k,1,d_k}\) where \(C_{k,1,d_k}\) the set of indexes of \(C_{k,1}\) where the number of \(\alpha_n \neq 0\) equals \(d_k\). Thus, the first term on the right hand side of (3.16) is
\[
|I_k|^{-(s_k + t_k)/2} \left( \sum_{C_{k,1}} 1 \right) = \delta_{I_k,s_k} \sum_{d_k=1}^{r_k} \frac{\#C_{k,1,d_k}}{|I_k|^{s_k}}
\]
(3.17)

Assume now that we fix the set of \(\{\alpha_n\}\) and \(d_k\), let us calculate the number of possible indexes in \(C_{k,1,d_k}\) the number of \(\alpha_n \neq 0\) equals \(d_k\). If we assume that \(N\) is large enough such that \(|I_k| \geq \max s_t\), which is possible by (3.2), we may write \(C_{k,1,d_k} = \frac{r_k!}{\prod_{n \in J_k} \alpha_n!}\), where \(J_k\) is an index set associated with the \(r_n \in I_k\). Thus,
\[
\#C_{k,1,d_k} = \sum \left( \frac{r_k!}{\prod_{n \in J_k} \alpha_n!} \right)^2
\]
(3.18)
where the sum runs over the possible combination of \( \alpha_n \) such that \( d_k = \# \{ n \mid \alpha_n \neq 0 \} \) and \( \sum_{n \in \mathcal{J}_k} \alpha_n = s_k \). If \( d_k = s_k \), then \( \alpha_n \leq 1 \) and

\[
\frac{\# \mathcal{C}_{k,1,d_k}}{|I_k|^s} = \frac{s_k!^2}{(2N\mu_r(I_k))^{s_k}} \frac{(2N\mu_r(I_k))!}{(2N\mu_r(I_k) - d_k)! s_k!} = s_k!(1 - \varepsilon_{s_k,k}),
\]
as there are \( \binom{|I_k|}{s_k} \) ways of choosing the elements with \( 2N\mu_r(I_k) = |I_k| \). We have that \( \varepsilon_{s_k,k} > 0 \) will be:

\[
1 - \prod_{i=0}^{s_k-1} \left( 1 - \frac{i}{2N\mu_r(I_k)} \right) \leq 1 - \left( 1 - \frac{s_k}{2N\mu_r(I_k)} \right)^{s_k} = \sum_{i=1}^{s_k} \binom{s_k}{i} \left( \frac{s_k}{2N\mu_r(I_k)} \right)^i \leq s_k (2N\delta)^{-1}.
\]

Now, consider the case when \( 1 \leq d_k < s_k \), the unlabelled sum in (3.18) will have \( \binom{2N\mu_r(I_k)}{d_k} \) elements, thus it can be bounded by

\[
|\# \mathcal{C}_{k,1,d_k}| < \frac{s_k!^2}{(2N\mu_r(I_k))^{s_k}} \frac{2N\mu_r(I_k)}{(2N\mu_r(I_k) - d_k)! d_k!} = \frac{s_k!^2}{(2N\mu_r(I_k))^{s_k-d_k} d_k! (2N\mu_r(I_k) - d_k)! (2N\mu_r(I_k))^d_k},
\]

with

\[
\frac{(2N\mu_r(I_k))!}{((2N\mu_r(I_k)) - d_k)! (2N\mu_r(I_k))^d_k} = (1 - \varepsilon_{d_k,k})
\]
and \( \varepsilon_{d_k,k} = O_{d_k}(N\delta)^{-1} \). Therefore, the first term on the right hand side of (3.16) via (3.17) is

\[
|I_k|^{-s_k-t_k/2} \sum_{\mathcal{C}_{k,1}} 1 = \delta_{s_k,t_k} (s_k! + O_{s_k} (\delta N^{-1})) . \tag{3.19}
\]

For the second term, by construction, the inner sum does not vanish, so:

\[
\sum_{\mathcal{C}_{k,2}} \prod_{i=1}^{s_k} \prod_{j=1}^{t_k} a_{i,k} a_{j,k} \int_{\mathcal{B}(1)} e \left( \left( \sum_{i=1}^{s_k} r_{i,k} - \sum_{j=1}^{t_k} r_{j,n} \right) \cdot Rx \right) dx =
\]

\[
= \sum_{\mathcal{C}_{k,2}} \prod_{i=1}^{s_k} \prod_{j=1}^{t_k} a_{i,k} a_{j,k} C_m J_{\Lambda+1} \left( \frac{2\pi R}{R} \left\| \sum_{i=1}^{s_k} r_{i,k} - \sum_{j=1}^{t_k} r_{j,n} \right\|_{\Lambda+1} \right),
\]

by (3.5). Using (3.5) again and (1.11), the second term is \( O_{D,N} \left( R^{-\Lambda-3/2} \right) \). Thus, via (3.16) and (3.19), we finally obtain:

\[
\mathbb{E} \left[ b_k^s b_k^t \right] = \delta_{s_k,t_k} (s_k! + O_{s_k} (\delta N^{-1})) + O_{D,N} \left( R^{-\Lambda-3/2} \right).
\]
Similarly, we claim that, if \( k \neq k' \), then
\[
\int_{B(R)} \left[ b_k^{r_k \beta} \right] = O_{D,N} \left( R^{-\Lambda - 3/2} \right). \tag{3.20}
\]
Indeed, as \( k \neq k' \), the inner sum of (3.15) will be
\[
\sum_{i=1}^{s_k} r_{i,k} - \sum_{j=1}^{t_{k'}} r_{j,k'} = \sum_{r_n \in I_k} \alpha_n r_n - \sum_{r_n \in I_{k'}} \beta_n r_n
\]
and by rational independence (1.11), if the sum vanishes, then \( \alpha_n = \beta_n = 0 \). Thus, there is only the contribution when the inner sum doesn’t vanish and, as above, this term decays as \( R \) goes to infinity due to (3.8). Now, we can deduce the expression for the general case of (3.15). For the inner sum we can write:
\[
\sum_{k \in K^+} \left( \sum_{i=1}^{s_k} r_{i,k} - \sum_{j=1}^{t_k} r_{j,k} \right) = \sum_{k \in K^+} \sum_{r_n \in I_k} \gamma_n^k r_n,
\]
so the integral is, by rational independence (1.11) and (3.5),
\[
\int_{B(1)} e \left( \sum_{k \in K^+} \left( \sum_{i=1}^{s_k} r_{i,k} - \sum_{j=1}^{t_k} r_{j,k} \right) \cdot Rx \right) dx =
\[
= \begin{cases} 
1 & \text{if } \gamma_n^k = 0 \forall n, k, \\
C_m J_{\Lambda+1}(2\pi R \| \sum_{k \in K^+} \sum_{r_n \in I_k} \gamma_n^k r_n \|) & \text{otherwise.}
\end{cases}
\]
This splits \( C \) into \( C_1 \subset C \) of all choices of \( n_{i,k}, n_{j,k} \) such that \( \gamma_n^k = 0 \) and \( C_2 := C \setminus C_1 \), as in (3.16). Now,
\[
\sum_{C_1} \prod_{k \in K^+} \prod_{i=1}^{s_k} \prod_{i=1}^{t_k} a_{i,k} \alpha_{i,k} = \prod_{k \in K^+} \prod_{i=1}^{s_k} \prod_{i=1}^{t_k} a_{i,k} \alpha_{i,k} = \prod_{k \in K^+} \delta_{s_k t_k} (s_k! + O_{s_k} ((\delta N)^{-1}))
\]
where we used (3.19) for the last equality. Finally, the sum over \( C_2 \), arguing as above, it is going to be \( O_{D,N} \left( R^{-\Lambda - 3/2} \right) \).

Similarly, we can prove that the function \( F_x \) has (asymptotically) real Gaussian moments for its \( L^p \) norms:

**Proposition 3.5.** Let \( p \) be a positive integer. Then,
\[
\lim_{N \to \infty} \limsup_{R \to \infty} \left| \int_{B(R)} |F_x(y)|^{2p} dx - \frac{(2p)!}{p!2^p} \right| = 0,
\]
uniformly in \( y \in B(W) \).

**Proof.**
\[
\int_{B(R)} F_x^{p'}(y) dx = \frac{1}{(2N)^{p'/2}} \sum_{i=1}^{p'} a_{n_i} e \left( \sum_{i=1}^{p'} r_{n_i} \cdot y \right) \int_{B(1)} e \left( Rx \cdot \sum_{i=1}^{p'} r_{n_i} \right) dx
\]
where the sum \( \Sigma \) means \( \sum\{ |n_i| \leq N : 1 \leq i \leq p \} \). By (3.7), the principal contribution will be when \( \sum_{i=1}^{p^*} r_{n_i} = 0 \). In this case, if we define \( \sum_{i=1}^{p^*} r_{n_i} = \sum_{n=1}^{N} \alpha_n^+ r_n - \sum_{n=-N}^{1} \alpha_n^- r_n = \sum_{n=1}^{N} \alpha_n r_n, \), \( \sum_{n=1}^{N} (\alpha_n^+ + \alpha_n^-) = 2 \sum_{n=1}^{N} \alpha_n^+ = p^* \) must be even, so for \( p^* = 2p + 1 \) it will not be zero. For \( p^* = 2p \) then, fixing a vector \( \alpha^+ := (\alpha_n^+)^{N}_{n=1} \) there are \( 2p! \) ways of choosing \( \{ |n_i| \leq N : 1 \leq i \leq 2p \} \) for that \( \alpha^+ \), so

\[
\int_{B(R)} F_{x}^{2p} dx = \frac{1}{(2N)^p} (2p!)\sum_{\alpha^+} 1 + O_{N,p}(R^{-\frac{\Lambda}{2}})
\]

by (1.11), where the sum runs over all the possible \( \alpha^+ \). There are \( \binom{N+p-1}{p} \) of those, so the leading term is:

\[
\frac{1}{(2N)^p} (2p!)\frac{N+p-1!}{p!(N-1)!} = \frac{2p! \cdot N+p-1!}{2p!(N-1)!N^p} = 2p! (1 + O_p(1/N)),
\]

concluding the proof. \qed

### 3.3. From deterministic to random: passage to Gaussian fields.

The aim of this section is to prove the following technical proposition:

**Proposition 3.6.** Let \( \phi_x \) be as in Section 3.1, \( \varepsilon > 0 \), \( W > 1 \) and \( s \geq 0 \) an integer. Then there exist some \( K_0 = K_0(\varepsilon,W,s), N_0 = N_0(K,\varepsilon,W,s) \) and \( R_0 = R_0(N,\varepsilon,W,s) \) such that if \( K \geq K_0, \delta \lesssim K^{-m}, N \geq N_0 \) and \( R \geq R_0 \) we have

\[
d_p(\phi_x,F_\mu) < \varepsilon
\]

where the convergence is with respect to the \( C^s(B(W)) \) topology.

To ease the exposition, we divide the proof of Proposition 3.6 into two lemmas. In the first lemma we introduce the auxiliary field \( F_{\mu_K} \) where

\[
\mu_K := \mu_{K,N} := \sum_{k \in K} \gamma_{K,N} \delta_{\xi_k} \text{ where } \gamma_{K,N} := \frac{\mu_r(I_k)}{\sum_{k \in K} \mu_r(I_k)} \equiv \frac{\mu_r(I_k)}{\kappa_K}.
\]

We note that, by Claim 3.1, \( \kappa_K \to 1 \) as \( \delta K^{m-1} \to 0 \).

**Lemma 3.7.** Let \( \varepsilon > 0, s \geq 0 \) and \( K \geq 1, \delta > 0 \) be as in Section 3.1. Then there exist some \( N_0 = N_0(\delta,K,\varepsilon,W,s) \) and \( R_0 = R_0(N,\varepsilon,W,s) \) such that for all \( N \geq N_0, R \geq R_0 \), we have

\[
d_p(\kappa_K^{-1}\phi_x,F_{\mu_K}) < \varepsilon
\]

where the convergence is with respect to the \( C^s(B(W)) \) topology.

**Proof.** We begin by explicating the dependence of \( R \) on \( N \): we choose \( N \) and \( R \) such that the error term in Lemma 3.3 tends to zero for every \( D \). In order to do so, we will follow a diagonal argument. Let us write explicitly the error terms in Lemma 3.3 as

\[
|O_D(\delta^{-1}N^{-1})| \leq C_D \delta^{-1}N^{-1}, \quad |O_{N,D}(R^{-\frac{\Lambda-3}{2}})| \leq C_{N,D}R^{-\frac{\Lambda-3}{2}},
\]

and notice that, up to changing the constants, we may assume that \( C_{D'} \leq C_D \) and \( C_{N,D'} \leq C_{N,D} \) for any \( D' < D \). Now, let us define \( M_D \) and \( R_{M,D} \) such that

\[
C_D M_D^{-1} \to 0 \quad C_M D R_{M,D}^{-\frac{\Lambda-3}{2}} \to 0
\]
as \( D \to \infty \). Then, we choose \( N, R \) to go to infinity as any sequence satisfying \( N_j \geq M_j \) and \( R_j \geq R_{N_j,j} \). Taking said sequence of \( N, R \), for any fixed \( D \), we have

\[
O_D(\delta^{-1}N_j^{-1}) \to 0, \quad O_{N_j,D}(R_j^{-\Lambda-3/2}) \to 0
\]

(3.22)

as \( j \) goes to infinity due to the fact that \( C_D \leq C_{D'}, C_{N,D'} \leq C_{D,N} \) if \( D' < D \). With this choice of \( N \) and \( R \) and mind, we simply say that \( N, R \) tend to infinity.

Let \( \{b_k\} \) and \( \{c_k\} \) be defined as in Section 3.2. Then, since a Gaussian random variable is determined by its moments (as the moments generating functions exists) and the moments of all orders converge by (3.22), we can apply the method of moments, [8, Theorem 30.2], to see that

\[
\sum_k \alpha_k b_k \xrightarrow{d} \sum_k \alpha_k c_k \quad \text{as } R, N \to \infty \tag{3.23}
\]

for any \( \{\alpha_k\} \in \mathbb{R}^k \). Bearing in mind the definition of \( \phi_x \) in (3.3), (1.13), the Cramér–Wold theorem [8, Page 383], implies that, for any \( y_1, \ldots, y_{\ell} \in B(W) \) with \( \ell \) a positive integer and \( \beta \geq 0 \), we have

\[
\kappa_{K}^{-1}(\phi_x(y_1), \ldots, \phi_x(y_{\ell})) \xrightarrow{d} (F_{\mu_K}(y_1), \ldots, F_{\mu_K}(y_{\ell})) \quad R, N \to \infty
\]

\[
\kappa_{K}^{-1}(D^\alpha \phi_x(y_1), \ldots, D^\alpha \phi_x(y_{\ell})) \xrightarrow{d} (D^\alpha F_{\mu_K}(y_1), \ldots, D^\beta F_{\mu_K}(y_{\ell})) \quad R, N \to \infty \tag{3.24}
\]

where we have used the multi-index notation \( D^\alpha := \partial_{y_1}^{\alpha_1} \cdots \partial_{y_{\ell}}^{\alpha_{\ell}} \). Thus, thanks to (3.24) and the discussion in Section 2.2, in order to prove the Lemma, we are left with checking the hypothesis of Proposition 2.1.

**Condition ii) in Proposition 2.1** Let \( \phi_x^\alpha := \kappa_{K}^{-1}D^\alpha \phi_x \) with \( \alpha \) a multi-index, the Cauchy-Schwarz inequality gives

\[
|\phi_x^\alpha(y) - \phi_x^\alpha(y')| \lesssim (2\pi)^{|\alpha|} \left| \sum_{k \in K} b_k(x) \mu_r(I_k)^{1/2} \prod_{i=1}^m (\zeta_i^k)^{\alpha_i} (e(e_{\zeta_i^k} \cdot y) - e(e_{\zeta_i^k} \cdot y')) \right|
\]

\[
\lesssim \|y - y'\| \sum_{k \in K} |b_k(x)| \tag{3.25}
\]

Moreover, by (3.23) and the Continuous Mapping Theorem [9, Theorem 2.7], we have

\[
\sum_{k \in K} |b_k(x)| \xrightarrow{d} G \quad \text{as } R, N \to \infty \tag{3.26}
\]

where \( G \) is a random variable with finite mean, i.e. the sum of folded normal variables. By Portmanteau Theorem and Chebyshev’s inequality, we deduce that

\[
\limsup_{R,N \to \infty} \text{vol}_R \left( \sum_{k \in K} |b_k(x)| \geq \varepsilon' \right) \leq \mathbb{P}(G \geq \varepsilon') \leq \mathbb{E}[G] \varepsilon'^{-1}, \tag{3.27}
\]

as \( [\varepsilon', \infty) \) is a closed set. Therefore, by (3.25) and (3.27), using the notation in (2.3), we have

\[
\limsup_{R,N \to \infty} \text{vol}_R \left( \omega_{\phi_x^\alpha}(\delta) \geq \varepsilon \right) \leq \limsup_{R,N \to \infty} \text{vol}_R \left( \sum_{k \in K} |b_k(x)| \geq C_{K} \varepsilon \delta^{-1} \right) \leq C'_{K} \varepsilon^{-1} \delta.
\]
Hence, we can conclude that, for all $\varepsilon > 0$ and all $i$, we have
\[
\lim_{\delta \to 0} \limsup_{R,N \to \infty} \mathbb{P}\left( \omega_{\phi_2}(\delta) \geq \varepsilon \right) = 0.
\]
This establishes (ii) in Proposition 2.1.

**Condition i) in Proposition 2.1** By (3.3) and (3.13), for any point $y \in B(W)$ we have $\int_{B(R)} |\phi_0(x,y)|^2 dx = O(1)$ as in Proposition 3.5 for $p = 1$. Thus, by the Chebyshev’s inequality, we have
\[
\mathbb{P}_R(|\phi_0^\alpha(y)| > M) \lesssim M^{-2}.
\]
We can proceed similarly with $\phi_1^\alpha(y)$ and this establishes i).

To prove the next result, we need the following lemma, compare the statement with [50, Lemma 4] (here only a weaker version is needed).

**Lemma 3.8.** Let $\mu_n$ be a sequence of probability measures on $\mathbb{S}^{m-1}$ such that $\mu_n$ converges weakly to some probability measure $\mu$, then
\[
d_P(\mathcal{F}_{\mu_n}, \mathcal{F}_\mu) \to 0 \quad \text{as } n \to \infty,
\]
where the convergence is with respect to the $C^*(B(W))$ topology.

We provide a proof of Lemma 3.8 in Appendix A. Using Lemma 3.8, we deduce the following:

**Lemma 3.9.** Let $\varepsilon > 0$ and $s \geq 0$. Then there exist some $K_0 = K_0(\varepsilon, W, s)$ and some $N_0 = N_0(\varepsilon, W, s)$ such that for all $K \geq K_0$, $\delta \lesssim K^{-m}$ and $N \geq N_0$, we have
\[
d_P(\mathcal{F}_{\mu^K}, \mathcal{F}_\mu) < \varepsilon
\]
where the convergence is with respect to the $C^*(B(W))$ topology.

**Proof.** Let $\mu_{K,N}$ be as in (3.21) and let $\delta \lesssim K^{-m}$. Then, in light of Lemma 3.8 it is enough to prove the following: let $\varepsilon > 0$, there exists some $K_0 = K_0(\varepsilon)$ and some $N_0 = N_0(\varepsilon)$ such that for all $K \geq K_0$ and $N \geq N_0$, we have
\[
d_P(\mu_{K,N}, \mu) < \varepsilon.
\]
Since $\mu_\tau$ weak*-converges to $\mu$ as $N \to \infty$, we may assume that $N_0 = N_0(\varepsilon)$ so that $d_P(\mu_\tau, \mu) < \varepsilon/2$. Therefore, using the triangle inequality, it is enough to prove that $d_P(\mu_{K,N}, \mu_\tau) < \varepsilon/2$ for $K$ large enough depending on $\varepsilon$ only, which bearing in mind (2.1), is equivalent to the following:
\[
\mu_{K,N}(B) \leq \mu_\tau(B_{+\varepsilon/2}) + \varepsilon/2 \quad \mu_\tau(B) \leq \mu_{K,N}(B_{+\varepsilon/2}) + \varepsilon/2 \quad (3.28)
\]
for all Borel sets $B \subset \mathbb{S}^{m-1}$. For the sake of simplicity, from now on we write $\mu_{K,N} = \mu_K$. By Claim 3.1 ii) for some $C > 1$ if $r_n \in I_k$, then $\|r_n - \zeta^k\| < CK^{-1}$, therefore
\[
\mu_K(B) = \frac{1}{2N} \sum_{k \in K} \sum_{r_n \in I_k} \frac{1}{\sum_{k \in K} \mu_\tau(I_k)} \leq \frac{1}{2N} \sum_{r_n \in B_{+C/K}} \frac{1}{\sum_{k \in K} \mu_\tau(I_k)}
\]
which, together with Claim 3.1 i) and our choice of $\delta \lesssim K^{-m}$, gives
\[
\mu_K(B) \leq \mu_\tau(B_{+C/K}) + C/K.
\]
This proves the first part of (3.28), with $\varepsilon/2 = C/K$. Since
\[
\mu_K(B_{+C/K}) = \frac{\sum_{k \in K} \mu_r(I_k) \delta \mu_r(B_{+C/K})}{\sum_{k \in K} \mu_r(I_k)} = \frac{\mu_r(B) - \mu_r(B \cap I_k)}{\mu_r(I_k)},
\]
where $I_k := \bigcup_{k \in K} I_k$. Therefore, we have
\[
\mu_r(B) \leq \mu_K(B_{+C/K}) + C/K.
\]
This proves the second part of (3.28), with $\varepsilon/2 = C/K$ and hence Lemma 3.9. \qed

We are finally ready to prove Proposition 3.6.

**Proof of Proposition 3.6.** The proposition follows from Lemma 3.7 and Lemma 3.9 together with the triangle inequality for the Prokhorov distance with the following order in the choice of the parameters: $W > 1, s \geq 0$ a natural number, $\varepsilon > 0$ are given, then $K$ is large depending on $\varepsilon, W, s$ according to Lemma 3.9, $\delta \lesssim K^{-m}$; $N$ is large depending on $\delta, \varepsilon, W, s$ according to Lemma 3.7 and Lemma 3.9; finally $R$ is large depending on all the previous parameters according to Lemma 3.7. \qed

3.4. **Concluding the proof of Theorem 1.7.** We are finally ready to prove Theorem 1.7:

**Proof of Theorem 1.7.** Fix $W > 1, s \geq 0$ and $\varepsilon > 0$. Let $K$ large enough according to Lemma 3.9 applied with $\varepsilon/4$ and such that $CW^{2(s+1)+m}(\delta K^{m-1} + W^2K^{-2}) < \varepsilon/4$ if $\delta \lesssim K^{-m}$ where $C, l$ were defined in Lemma 3.2 and also such that $|\kappa_K^{-1}-1|$ is small enough by Claim 3.1. Then we take an $N$ large enough according to Lemma 3.7 applied with $\varepsilon/4$. Finally, let $R$ large enough as in Lemma 3.7 applied with $\varepsilon/2$ and such that in Lemma 3.2, $O_N(R^{-\Lambda-3/2}) < 1$. With this, we have
\[
\int_{B(R)} \|F_x - \phi_x\|^2_{C^s(B(W))} < \varepsilon/2 \quad \text{and} \quad d_P(\phi_x, F_{\mu}) < \varepsilon/2,
\]
concluding the proof. \qed

4. **Proof of Proposition 1.5, semi-locality.**

Let $f$ be as in (1.5) and denote by $\mathcal{N}(f, x, W)$ the number of nodal domains that intersect the boundary of $B(x, W)$. In order to prove Proposition 1.5 we need to obtain bounds on $\mathcal{N}(f, x, W)$. This is the content of the next section, where we follow the recent preprint of Chanillo, Logunov, Malinnikova and Mangoubi [13], see also Landis [37].

4.1. **A bound on $\mathcal{N}$.** We begin by introducing a piece of notation borrowed from [13]: we say that a domain $A$ is $c_0$-narrow (on scale 1) if
\[
\frac{|A \cap B(x, 1)|}{|B(x, 1)|} \leq c_0
\]
for all $x \in \overline{A}$. We will use the following bound [Section 3.2][13]:
Lemma 4.1. Let $r \in (1, R)$ and denote by $\Omega$ a nodal domain of $f$. Then, we have

$$\mathcal{N}(f, x, r) \lesssim_m \left| \{ \Omega : \Omega \cap B(x, r) \text{ is not } c_0\text{-narrow} \} \right| + \mathfrak{N}_f(B(x, r))^{m-1} + r^{m-1},$$

where $\mathfrak{N}(\cdot)$ is as in Section 2.3.

Since the proof of Lemma 4.1 follows step by step [13], we decided to present it in Appendix B. We observe that, if a nodal domain is not $c_0$-narrow, then $|\Omega \cap B(x_0, 1)| > c_1$ for some constant $c_1 > 0$ and for some $x_0 \in \Omega$. Thus, the number of non $c_0$-narrow nodal domains in $B(x, W)$ is $O(W^m)$. Hence, Lemma 2.5 together with Lemma 4.1 gives the following bound:

Corollary 4.2. Let $F_x$ be as in (1.10), then, provided that $N$ is sufficiently large with respect to $W$, we have

$$\mathcal{N}(f, x, W) \lesssim_m W^m + N^{m-1} \lesssim N^{m-1}.$$

4.2. Small values of $f$. In this section we prove the following lemma which will also be our main tool in controlling the doubling index of $f$.

Lemma 4.3. Let $f$ be as in (1.5), $\beta > 0$ and $D > 1$ be two parameters, then

$$\text{vol}_R(|f(x)| \leq \beta) \lesssim \beta + N^{-D} + O_N(R^{-A-3/2}).$$

The proof relies on the following Halász’ anti-concentration inequality [27] and [46, Lemma 6.2].

Lemma 4.4 (Halasz’ bound). Let $X$ be a real-valued random variable and let $\psi(t) = E[\exp(itX)]$ be its characteristic function then there exists some absolute constant $C > 0$ such that

$$\mathbb{P}(|X| \leq 1) \leq C \int_{|t| \leq 1} |\psi(t)| dt.$$

We are now ready to prove Lemma 4.3.

Proof of Lemma 4.3. Firstly we rewrite $f$ as

$$f(x) = \sum_{n=1}^{N} b_n \cos(r_n \cdot x) + \sum_{n=1}^{N} c_n \sin(r_n \cdot x) \quad (4.1)$$

for some $b_n, c_n$ with $b_n^2 + c_n^2 = 1/2N$. We apply Lemma 4.4 to obtain

$$\text{vol}_R(|f(x)| \leq \beta) \lesssim \beta \int_{|t| \leq 1/\beta} |\psi_R(t)| \quad (4.2)$$

where $\psi_R(t) = \psi_{f,R}(t) = \int_{B(R)}[\exp(2\pi i tf(x))]$. From now on, we may also assume that $1/\beta \geq 1$, as, if $1/\beta \leq 1$, then we can use the trivial bound $|\psi_R(t)| \leq 1$ on the right hand side of (4.2) and conclude the proof. We need the following Jacobi–Anger expansion [1, page 355]:

$$e^{iz \cos \theta} = \sum_{t=-\infty}^{\infty} J_t(z) e^{i t \theta}, \quad e^{iz \sin \theta} = \sum_{t=-\infty}^{\infty} J_t(z) e^{i t \theta}.$$
Then, by (4.1), we have
\[
\exp(itf(x)) = \prod_{|n| \leq N} \exp(t(b_n \cos(r_n \cdot x) + c_n \sin(r_n \cdot x))
\]
\[
= \prod_{|n| \leq N} \left[ \sum_{\ell = -\infty}^{\infty} i^\ell J_\ell(tb_n)e^{i\ell(r_n \cdot x)} \right] \cdot \left[ \sum_{\ell = -\infty}^{\infty} J_\ell(tc_n)e^{i\ell(c_n \cdot x)} \right]
\]
\[
= \sum_{\ell_1, \ldots, \ell_N = -\infty}^{\infty} \prod_{|n| \leq N} i^{\ell_n} J_{\ell_n}(tb_n)J_{-\ell_n}(tc_n) \cdot e^{i(\ell_1 + r_N + \ldots + r_N + \ell'_N - c_N \cdot x)}. \tag{4.3}
\]

Thanks to the rapid decay of Bessel functions as the index $\nu \to \infty$ for a fixed argument $z$, that is
\[
J_\nu(z) \lesssim \frac{1}{\sqrt{2\pi \nu}} \left( \frac{e \nu}{2\nu} \right)^\nu,
\]
and bearing in mind (1.11) and (3.5), we can integrate (4.3) with respect to $x$ which, using Fubini, gives
\[
\psi_R(t/(2\pi)) = \sum_{\ell_1, \ldots, \ell_N = -\infty}^{\infty} \prod_{|n| \leq N} i^{\ell_n} J_{\ell_n}(tb_n)J_{-\ell_n}(tc_n) + O_N(R^{\Lambda - 3/2}) \tag{4.4}
\]
For the first term on the RHS of (4.4), we rewrite it as
\[
\sum_{\ell_1, \ldots, \ell_N = -\infty}^{\infty} \prod_{|n| \leq N} i^{\ell_n} J_{\ell_n}(tb_n)J_{-\ell_n}(tc_n) = \prod_{|n| \leq N} \left( \sum_{\ell = -\infty}^{\infty} (-i)^\ell J_{\ell_n}(tb_n)J_{\ell_n}(tc_n) \right) \tag{4.5}
\]
where we have used the fact that $J_{-\ell}(x) = (-1)^\ell J_{\ell}(x)$. By Graf’s addition theorem [51, page 361], we have
\[
J_0(\sqrt{x^2 + y^2}) = \sum_{\ell = -\infty}^{\infty} J_\ell(x)J_\ell(y) \cos \left( \frac{\pi \ell}{2} \right), \quad \sum_{\ell = -\infty}^{\infty} J_\ell(x)J_\ell(y) \sin \left( \frac{\pi \ell}{2} \right) = 0. \tag{4.6}
\]
Writing $(-i)^\ell = \cos(\pi \ell/2) - i \sin(\pi \ell/2)$ and applying (4.6), bearing in mind that $b_n^2 + c_n^2 = 1/2N$, we obtain
\[
\sum_{\ell = -\infty}^{\infty} (-i)^\ell J_{\ell_n}(tb_n)J_{\ell_n}(tc_n) = J_0 \left( \frac{\sqrt{2t}}{\sqrt{N}} \right). \tag{4.7}
\]
Finally, inserting (4.7) into (4.5), we deduce that
\[
\psi_R(t/(2\pi)) = \left( J_0 \left( \frac{\sqrt{2t}}{\sqrt{N}} \right) \right)^N + O_N(R^{\Lambda - 3/2}). \tag{4.8}
\]
Let us denote the first summand by $\Psi^N_R(t)$. By the very definition of Bessel functions [1, Page 375], we have
\[
J_0(x) = \sum_{q=0}^{\infty} \frac{(-1)^q}{q! \Gamma(q + 1)} \left( \frac{x}{2} \right)^{2q}
\]
Therefore, \( J_0(x) = 1 - \Gamma(2)^{-1}x^2 + O(x^4) \leq e^{-cx^2} \) for some \( c > 0 \) and \( x \) sufficiently small. Thus, bearing in mind (4.8), we have
\[
\Psi_N^H(t) \lesssim e^{-ct^2}
\]
(4.9)
for all \( t \leq c_1N^{1/2} \) for some sufficiently small constant \( c_1 > 0 \). For \( t \geq c_1N^{1/2} \), we use that fact that \(|J_0(x)| \leq \alpha < 1\) for \( x > c_1 \) and for some \( 0 < \alpha < 1 \), to obtain the bound
\[
\Psi_N^H(t) \lesssim \alpha^N \lesssim N^{-D}
\]
for any \( D \geq 1 \). Thus,
\[
\beta \int_{|t| \leq 1/\beta} |\Psi_N^H(t)| dt \leq \beta \int_{\mathbb{R}} e^{-ct^2} dt + \beta \int_{-1/\beta}^{1/\beta} N^{-D} dt + O_N(R^{-\Lambda - 3/2})
\]

obtaining the desired result. \( \Box \)

As a consequence of Lemma 4.3, we deduce the following:

**Lemma 4.5.** Let \( f \) be as in (1.5), \( D, H > 1 \) be some (arbitrary but fixed) parameters. Then, we have
\[
\text{vol}_R (\mathfrak{N}_f(B(x, H)) > Q) \lesssim_D \begin{cases} 1 & Q \leq C' H + O_{N,H} (R^{-\Lambda - 3/2}) \\ \frac{Q^D}{e^Q} & Q > C' H \end{cases}
\]
uniformly for all \( Q \leq N, x \in B(R) \) and some absolute constant \( C' > 0 \).

**Proof.** Now, consider \( h(\cdot, t) := f(\cdot) e^{2\pi it} \) on \( \bar{B}(H) = \bar{B}(x, H) = B(x, H) \times [-H/2, H/2] \), then \( \sup_{B(x, H)} |f| \leq \sup_{\bar{B}(H)} |h| \). Write \( h_H(\cdot) = h(H \cdot) \) and \( f_H(\cdot) = f(\cdot) e^{\pi i H} \), using elliptic regularity [23, p.332], we have
\[
\sup_{B(H)} |f|e^{\pi H} = \sup_{\bar{B}(H)} |h| = \sup_{\bar{B}(1)} |h_H| \lesssim ||h_H||_{L^2(B(2))} \lesssim e^{2\pi H} ||f_H||_{L^2(B(2))},
\]
where the constants in the notation are independent of \( H \). Thus, letting \( H' = x_m H \), \( B(2) = B' \), we obtain
\[
\mathfrak{N}_f(B(x, H)) \leq \log \sup_{B(x, H)} \frac{|f_H'|}{|f(x)|} + 1 \leq C_1 + \pi H + \log \frac{||f_H||_{L^2(B')}^2}{|f(x)|}.
\]
(4.10)

Thanks to (4.10), we have for \( B'' = B(2x_m) \)
\[
\text{vol}_R (\mathfrak{N}_f(x, H) > Q) \leq \text{vol}_R \left( \log \frac{||f_H||_{L^2(B'')}}{|f(x)|} > Q - cH \right),
\]
for some absolute constant \( c > 0 \). Since \( Q - cH > Q/2 \) for \( Q > C'H \) for \( C' = 2c > 0 \), we obtain that, in order to prove the lemma, it is enough to prove the following:
\[
\text{vol}_R \left( \log \frac{||f_H||_{L^2(B'')}}{|f(x)|} > Q/2 \right) \lesssim_D 1/Q^D + \frac{Q^{2D}}{e^Q} + O_{N,H} (R^{-\Lambda - 3/2}),
\]
(4.11)
for \( Q \geq C'H \). Let \( I(x) := \log(||f_H||_{L^2(B'')}/|f(x)|) \) and \( \beta > 0 \) be some parameter to be chosen later, then
\[
\text{vol}_R (I > Q/2) = v_{x_m} (I > Q/2) \leq v_{x_m} (I < \beta) + \text{vol}_R (I > Q/2 \text{ and } |f(x)| \geq \beta)
\]
(4.12)
First, we bound the first term on the RHS of (4.12). By Lemma 4.3, we have
\[
\text{vol}_R(I \geq Q/2 \text{ and } |f(x)| < \beta) \leq \text{vol}_R(|f(x)| \leq \beta) \lesssim \beta + O_N \left( R^{-\Lambda - 3/2} \right) \quad (4.13)
\]
provided \( \beta \geq N^{-D} \). For the second term on the RHS of (4.12), we notice that
\[
\text{vol}_R(I \geq Q/2 \text{ and } |f(x)| \geq \beta) \leq \text{vol}_R \left( \|f\|_{L^2(B^\prime)} > \beta e^{Q/2} \right) . \quad (4.14)
\]
However, bearing in mind that \( B^\prime = B(x, 2\kappa_m) \), using (1.11), (3.5) and Fubini, we have
\[
\int_{B(R)} \|f_H\|_{L^2(B^\prime)}^2 \text{vol} B'' = \text{vol} B'' + O_N \left( (HR)^{-\Lambda - 3/2} \right) .
\]
Thus, Chebyshev’s inequality gives
\[
\text{vol}_R \left( \|f_H\|_{L^2(B^\prime)} > \beta e^{Q/2} \right) \lesssim \frac{1}{\beta^2 e^Q} + O_N \left( (HR)^{-\Lambda - 3/2} \right) . \quad (4.15)
\]
Hence, putting (4.12), (4.13), (4.14) and (4.15) together, we get
\[
\text{vol}_R(I > Q) \lesssim \beta + \frac{1}{\beta^2 e^Q} + O_{N,H} \left( R^{-\Lambda - 3/2} \right)
\]
finally, we take \( \beta = 1/Q^D \), so the condition \( \beta \geq N^{-D} \) is equivalent to \( N \geq Q \) and conclude the proof of (4.11). \( \square \)

4.3. **Proof of Proposition 1.5.** We are finally ready to prove Proposition 1.5

**Proof of Proposition 1.5.** For short we write \( \mathcal{N}(f, x, W) = \mathcal{N}(F_x, W) \). By [44, Lemma 1] for \( r = W \), we have
\[
\frac{1}{\text{vol } B(R)} \int_{B(R-W)} \frac{\mathcal{N}(F_x, W)}{\text{vol } B(W)} dx \leq \frac{\mathcal{N}(f, R)}{\text{vol } B(R)} \leq \frac{1}{\text{vol } B(R)} \left( \int_{B(R+W)} \frac{\mathcal{N}(F_x, W)}{\text{vol } B(W)} dx + \int_{B(R-W)} \mathcal{N}(F_x, W) \right) dx .
\]
By Faber-Krahn inequality,
\[
\int_{B(R+W)} \frac{\mathcal{N}(F_x, W)}{\text{vol } B(W)} dx - \int_{B(R)} \frac{\mathcal{N}(F_x, W)}{\text{vol } B(W)} dx \lesssim \text{vol } B(R) \frac{(R + W)^m - R^m}{R^m} ,
\]
which is \( O(\text{vol } B(R) W / R) \) by the binomial theorem, similarly for \( B(R) \) and \( B(R - W) \). Thus, we have
\[
\frac{\mathcal{N}(f, R)}{\text{vol } B(R)} = \frac{1}{\text{vol } B(W)} \int_{B(R)} \mathcal{N}(F_x, W) dx
\]
\[
+ O \left( \frac{1}{W^m} \int_{B(R+W)} \mathcal{N}(F_x, W) dx \right) + O \left( \frac{W}{R} \right) . \quad (4.16)
\]
Therefore, it is enough to prove the following:
\[
\frac{1}{W^m} \int_{B(R+W)} \mathcal{N}(F_x, W) dx \lesssim \frac{1}{W} \left( 1 + O_{N,W} \left( R^{-\Lambda - 3/2} \right) \right) . \quad (4.17)
\]
First, we observe that if we cover $\partial B(x,W)$ with $O(W^{m-1})$ ($m$-dimensional) balls of radius 100 with centres $x+y_i$, then

$$\mathcal{N}(F_x, W) = \mathcal{N}(f, x, W) \leq \sum_i \mathcal{N}(f, x+y_i, 100) + N(f, x+y_i, 100)$$

$$\leq \sum_i \mathcal{N}(f, x+y_i, 100) + O(W^{m-1}),$$

where in the second inequality we have used the Faber-Krahn inequality. Therefore, thanks to Lemma 4.1 applied with $r = 100$, we have

$$\frac{1}{W^m} \int_{B(R+W)} N(F_x, W) dx \leq \frac{1}{W^m} \sum_i \int_{B(R+W)} \mathcal{N}(f, x+y_i, 100)^{m-1} dx +$$

$$+ \frac{1}{W^m} \sum_i \int_{B(R+W)} |\{\Omega : \Omega \cap B(x+y_i, 100) \text{ is not } c_0\text{-narrow}\}| dx + O\left(\frac{1}{W}\right) \tag{4.18}$$

If $\Omega \cap B(x+y_i, 100)$ is not $c_0\text{-narrow}$, then $|\Omega \cap B(x+y_i, 100)| > c_1$. Thus

$$|\{\Omega : \Omega \cap B(x+y_i, 100) \text{ is not } c_0\text{-narrow}\}| = O(1),$$

bearing in mind that the sum over $i$ has $O(W^{m-1})$ terms, the second term on the right hand side of (4.18) is $O(W^{-1})$.

Thus, it is enough to bound the first term to the right hand side of (4.18). Thanks to Lemma 2.5, $\mathcal{N}(f, B(x, 100)) \lesssim N$. Thus, we have

$$\int_{B(R+W)} \mathcal{N}(f, B(x+y_i, 100))^{m-1} dx = \int_1^{(CN)^{m-1}} \text{vol}_R(\mathcal{N}(f, B(x+y_i, 100))^{m-1} > t) dt$$

$$\lesssim 1 + O_{N, 100} ((R + W)^{-A - 3/2}),$$

where in the second inequality we have used Lemma 4.5, with $D = m$ and $H = 100$. This concludes the proof of the proposition. \hfill \square

5. Proof of Theorem 1.8

5.1. Convergence in mean. The aim of this section is to show how Theorem 1.7 implies convergence in mean of $\mathcal{N}(\cdot)$. That is, we prove the following proposition:

**Proposition 5.1.** Let $W \geq 1$ and $\mathcal{S} \subset H(m-1)$. Then we have

$$\lim_{N \to \infty} \limsup_{R \to \infty} \left| \int_{B(R)} \mathcal{N}(F_x, \mathcal{S}, W) - \mathbb{E}[\mathcal{N}(F_\mu, \mathcal{S}, W)] \right| = 0.$$ 

Moreover, the conclusion also holds for $\mathcal{N}(\cdot, T)$, as in Theorem 1.8.

To ease the exposition we split the proof of Proposition 5.1 into a series of preliminary results.
5.2. **Continuity of $\mathcal{N}(\cdot)$**. In this section we show that $\mathcal{N}(\cdot, W)$, $\mathcal{N}(\cdot, [\Sigma], W)$ and $\mathcal{N}(\cdot, T, W)$ are continuous functionals on a particular subspace of $C^1$ functions. This is a consequence of Thom’s Isotopy Theorem 2.11 and it refines the estimates of “Shell Lemma” in [44]. In order to state the main result of this section we need to introduce some notation:

$$\nabla g := \nabla g - \frac{x \cdot \nabla g}{|x|^2} x,$$

that is, the “spherical” part of the gradient. Also, $\Psi_g := |g| + \|\nabla g\|$, $\tilde{\Psi}_g := |g| + \|\nabla g\|$ and for $W > 1$, let us define

$$C^1_s(W) := \{ g \in C^1(B(W + w)) \mid \Psi_g > 0 \text{ on } B(W + w) \text{ and } \tilde{\Psi}_g > 0 \text{ on } \partial B(W) \}. \quad (5.1)$$

The parameter $w > 0$ could be as small as we want. For the sake of simplicity, hereafter we assume $w = 1$. We then prove the following,

**Proposition 5.2.** Let $W > 1$ be fixed, $S \in H(m - 1)$ and $T \in \mathcal{T}$ a finite tree. Then $\mathcal{N}(\cdot, S, W)$ and $\mathcal{N}(\cdot, T, W)$ are continuous functionals on $C^1_s(W)$.

Before starting the proof, we observe that the condition on $\Psi$ is used to rule out the possibility that the nodal set touches the boundary of the ball tangentially at one point.

**Proof of Proposition 5.2.** Let $V := B(W + 1)$, $V_1 := B(W + 1/2)$, $V_0 := B(W)$ and $h \in C^1_s(W)$, as $\Psi_h > 0$, there is a finite number of connected components in $V_0$, i.e., $h^{-1}(0) \cap V_0$ has components $\{\Sigma_i\}_{i=1}^I \cup \{\Sigma_j^*\}_{j=1}^J$, where $\Sigma_i \subset V_0$ for all $i \in \{1, \ldots, I\}$ and $\Sigma_j^* \cap \partial V_0 \neq \emptyset$ for all $j \in \{1, \ldots, J\}$. To treat the 0-level set as a boundaryless manifold, let $\chi$ be a smooth radial step function which is zero in $\overline{V}_1$ and greater than $\sup_V |h|$ on the boundary of $V$, say $T$. Moreover, we observe that the condition $\Psi_h > 0$ implies that $\Sigma_j^* \cap \partial V_0$ is not a point: for $m = 2$ this follows from the definition of $\Psi_h > 0$; for $m > 2$ it follows from the fact that, as the intersection is transversal, it must be a submanifold on the boundary of codimension 1.

Therefore, it is possible to define $d_j > 0$ as the maximal distance between some

$$x \in (\Sigma_j^* \setminus V_0) \cap \overline{V}_1 \quad (5.2)$$

and $\partial V_0$, i.e., $d_j = \max_x \text{dist} (x \in (\Sigma_j^* \setminus V_0) \cap \overline{V}_1, \partial V_0) =: \text{dist} (x_j, (\Sigma_j^* \setminus V_0) \cap \overline{V}_1)$ for some $x_j \in (\Sigma_j^* \setminus V_0) \cap \overline{V}_1$. Now, we are going to apply Thom’s Theorem 2.11 to $h + \chi$ on $V$. Note that $h + \chi$ has the same nodal set as $h$ on $\overline{V}_1$ and define $\Gamma_j^*$ the connected component (boundaryless) of the nodal set of $h + \chi$ which equals $\Sigma_j^*$ on $\overline{V}_1$. Let $U_i \subset V_0$ be the open neighbourhood of $\Sigma_i$ and similarly $U_j^* \subset V$ of $\Gamma_j^*$, both given by the theorem. Let us also take $\varepsilon_i > 0$ and $d_j > \varepsilon_j^* > 0$. By Theorem 2.11, there is $\delta_i, \delta_j^* > 0$ such that if $g'$ satisfies

$$\|h - g'\|_{C^1(U_i)} < \delta_i, \quad \|h + \chi - g'\|_{C^1(U_j^*)} < \delta_j^*$$

then $g'$ has a nodal component in $U_i$, $U_j^*$ diffeomorphic to $\Sigma_i$, $\Sigma_j^*$ (respectively) and the diffeomorphism satisfies

$$\|\Phi_j^* - \text{id}\|_{C^1(\mathbb{R}^m)} < \varepsilon_j^*.$$
If we define \( \delta := \min_{x \in S} \{ \delta, \delta'_j, (T - \sup_{\nu} |h|)/2 \} \) with \( \|g - h\|_{C^1(V)} < \delta \), then the connected component of \( g \) cannot vanish outside \( V_0 \). Indeed, if \( x_j \) is defined as in (5.2), \( \|\Phi_j^*(x_j) - x_j\| < d_j \), so \( \Phi_j^*(x_j) \) is outside \( V_0 \). Finally letting \( U := ((\cup U_i) \cup (\cup U_j^+)) \cap V_0 \), if
\[
\|g - h\|_{C^1(V)} < \min_{x \in V_0 \setminus U} \{ h \} > 0,
\]
then \( g \) satisfies the hypotheses of Thom’s Theorem 2.11 for all the components and it cannot vanish outside \( U \). Therefore
\[
\mathcal{N}(h, [\Sigma], W) = \mathcal{N}(g, [\Sigma], W) \quad \forall \Sigma \in H(m - 1),
\]
in particular, \( \mathcal{N}(h, S, W) = \mathcal{N}(g, S, W) \). The proof of \( \mathcal{N}(h, T, W) \) is similar as \( \Phi_i \) of Theorem 2.11 is the identity outside a proper subset of \( U_i \).

Claim 5.3. With the notation of Proposition 5.2, \( C^1_s(W) \subset C^1(B(W + 1)) \) is an open set.

Proof. If \( h_n \to h \) in the \( C^1 \) topology and \( |h_n| (y_n) + \|\nabla h_n\| (y_n) = 0 \), we can choose \( y_n_j \to y \) so
\[
|h(y) - h_n(y_n)| \leq |h(y) - h(y_n)| + |h(y_n) - h_n(y_n)|,
\]
which goes to zero as \( j \to \infty \), as the convergence is uniform, and similarly for the gradient and \( \nabla \). Hence, the complement of \( C^1_s(W) \) is closed. \( \square \)

5.3. Checking the assumptions. In this section, we give a sufficient condition on \( \nu \) for the Gaussian field \( F_\nu \) to belong to \( C^1_s(W) \) with the notation of Proposition 5.2. As our paths are a.s. analytic, we have the following lemma, see also [44, Lemma 6].

Lemma 5.4 (Bulinskaya’s lemma). Let \( F = F_\nu \), with \( \nu \) an Hermitian measure supported on the sphere and \( s \geq 1 \). If \( \nu \) is not supported on a hyperplane, then \( F \in C^1_s(W) \) almost surely, where is \( C^1_s(W) \) as in (5.1).

Proof. The proof of \( \Psi > 0 \) is a straightforward application of [3, Proposition 6.12] as the density of \( (F, \nabla F)(x) \) is independent of \( x \in B(W + 1) \). Indeed,
\[
\mathbb{E}(\partial_i F(x) \partial_j F(x)) = 4\pi^2 \int_{S^{m-1}} \lambda_i \lambda_j d\nu(\lambda) =: \Sigma_{ij}
\]
for \( i = 0, \ldots, m \) where \( \partial_0 := \text{id} \) and \( \lambda_0 := 1 \). Note that as \( \nu \) is Hermitian, \( \Sigma_{00} = 0 \) for \( i > 0 \), that is, \( F(x) \) and \( \nabla F(x) \) are independent. If \( \Sigma = (\Sigma_{ij})_{i,j=1}^m \), then \( \det \Sigma = 0 \) is equivalent to the existence of some \( u \in \mathbb{R}^m \) such that
\[
\int_{S^{m-1}} (\lambda \cdot u)^2 d\nu(\lambda) = 0.
\]
However, this is not possible since \( \nu \) is not supported on a hyperplane, thus \( \det \Sigma \neq 0 \) and \( \Psi > 0 \).

For \( \Psi > 0 \), consider a local parametrization \( (U, \varphi) \) of \( S \) with basis \( \{e_i\}_{i=1}^{m-1} \) of the tangent space \( T_x S \) where \( x \in S := \partial B(W) \). Then,
\[
\operatorname{Var} \nabla F(x) = E(x) \cdot \Sigma \cdot E(x)^t
\]
where $E^t := (e_1, \ldots, e_{m-1})$. Thus, the variance is not positive definite if and only if there exists $v \in \mathbb{R}^{m-1}$ non-zero such that $u := \sum_{i=1}^{m-1} v_i e_i$ and $u \cdot \Sigma \cdot u^t = (4\pi^2) \int_{\mathbb{R}^{m-1}} (\lambda \cdot u)^2 d\nu(\lambda) = 0$, in contradiction (again) with the fact that $\nu$ is not supported on a hyperplane. Thus, $\det(\nabla \Psi|_{\varepsilon(U)}) > \delta > 0$, so by Bulinskaya applied to $Y := (F, \nabla F)$ we conclude $\Psi|_{\varepsilon(U)} > 0$, then proceed analogously with the other local parametrizations of the (finite) atlas. \hfill \Box

As a consequence of Proposition 5.2 and Lemma 5.4, we have the following:

**Lemma 5.5.** Let $\varepsilon > 0$, $W > 1$ and $S \subset H(m - 1)$. Then there exist some $K_0 = K_0(\varepsilon, W)$, $N_0 = N_0(\varepsilon, W)$ such that for all $k \geq K_0$, $N \geq N_0$ and $\delta \lesssim K^{-m+1}$ we have

$$\left| \mathbb{E} \left[ \mathcal{N}(F_{\mu,K,N}, S, W) \right] - \mathbb{E} \left[ \mathcal{N}(F_{\mu}, S, W) \right] \right| \leq \varepsilon,$$

where $\mu_{K,N}$ is as in (3.21). Moreover, the conclusion also holds for $\mathcal{N}(\cdot, T)$, as in Theorem 1.8.

**Proof.** Thanks to Lemma 5.4, $F_{\mu,K,N} \in C^1_s(W)$ a.s., thus the lemma follows directly from Lemma 3.9 with Portmanteau Theorem. We can apply it in light of the fact that $\mathcal{N}(F_{\mu,K,N}, S, W) \leq \mathcal{N}(F_{\mu,K,N}, W) = O(W^m)$ uniformly for all $K$ and $N$ by the Faber-Krahn inequality and Proposition 5.2 which ensures that $\mathcal{N}(F_{\mu,K,N}, S, W)$ is a continuous functional on $C^1_s(W)$. \hfill \Box

**Lemma 5.6.** Let $\varepsilon > 0$, $W > 1$ and $S \subset H(m - 1)$. Then there exist some $K_0 = K_0(\varepsilon, W)$, $N_0 = N_0(K, \varepsilon, W)$, $R_0 = R_0(N, \varepsilon, W)$ such that for all $K \geq K_0$, $\delta \lesssim K^{-m}$, $N \geq N_0$ and $R \geq R_0$, we have

$$\left| \int_{B(R)} \mathcal{N}(\phi_x, S, W) dx - \mathbb{E} \left[ \mathcal{N}(F_{\mu}, S, W) \right] \right| < \varepsilon,$$

Moreover, the conclusion also holds for $\mathcal{N}(\cdot, T)$, as in Theorem 1.8.

**Proof.** By Lemma 5.5, it is enough to prove that, under the assumptions of Lemma 5.6, we have

$$\left| \int_{B(R)} \mathcal{N}(\phi_x, S, W) dx - \mathbb{E} \left[ \mathcal{N}(F_{\mu,K}, S, W) \right] \right| \leq \varepsilon/2 \quad (5.5)$$

First, since $C^1_s(W)$ is open by Claim 5.3 and as $\mathbb{P}(F_{\mu,K} \in C^1_s(W)^c) = 0$ by Lemma 5.4, Portmanteau Theorem jointly with Lemma 3.7 gives

$$\text{vol}_R \{ \phi_x \in C^1_s(W) \} \to 1 \quad (5.6)$$

as $R, N$ go to infinity according to Lemma 3.7 depending on $K \geq 1$ (and thus $\delta > 0$). Thus, by the Continuous Mapping Theorem and Lemma 3.7 for $W + 1$:

$$\mathcal{N}(\phi_x, S, W) \overset{d}{\to} \mathcal{N}(F_{\mu,K}, S, W).$$

Therefore Lemma 2.2 (using Faber-Krahn inequality) implies the desired result as long as $R, N$ go to infinity as in Lemma 3.7 depending on $K \geq 1$ (and thus $\delta > 0$). \hfill \Box
5.4. Proof of Proposition 5.1. We are finally ready to prove Proposition 5.1.

Proof of Proposition 5.1. In light of Lemma 5.5 and 5.6 it is enough to prove that, given \( \varepsilon > 0 \), there exists some \( K_0 = K_0(\varepsilon, W) \), \( N_0 = N_0(K, \varepsilon, W) \), \( R_0 = R_0(N, \varepsilon, W) \) such that for all \( K \geq K_0 \), \( \delta \preceq K^{-m} \), \( N \geq N_0 \) and \( R \geq R_0 \), we have

\[
\left| \int_{B(R)} (\mathcal{N}(F_x, S, W) - \mathcal{N}(\phi_x, S, W)) \right| < \varepsilon.
\]

First, by Lemma 3.2, we have

\[
\int_{B(R)} \| F_x - \phi_x \|_{C^2(B \omega^2))}^2 \leq CW^{r(2s+1)+m} (\delta K^{m-1} + W^{2}K^{-2}) \left( 1 + O \left( R^{-\Lambda - 3/2} \right) \right),
\]

where \( W' := W + 1 \). Let

\[
\epsilon \equiv \epsilon(K, N, W') := CW^{r(2s+1)+m} (\delta K^{m-1} + W^{2}K^{-2}) \left( 1 + O \left( R^{-\Lambda - 3/2} \right) \right).
\]

Let us denote \( \phi_x \) by \( \phi^\epsilon_x \) and similarly for \( F_x \), let \( B(R)^* \) be the set where \( \phi_x \in C^1(W) \). We claim that

\[
\int_{B(R)^*} (\mathcal{N}(F_x, S, W) - \mathcal{N}(\phi^\epsilon_x, S, W))) \to 0 \text{ as } \epsilon \to 0.
\]

For the sake of contradiction, let us suppose that there exist some \( \gamma > 0 \) and a sequence \( \epsilon_n \to 0 \), such that

\[
\left| \int_{B(R)^*} (\mathcal{N}(F_{\epsilon_n}^x, S, W) - \mathcal{N}(\phi_{\epsilon_n}^x, S, W))) \right| \geq \gamma.
\]

However, Lemma 3.2 gives \( \int_{B(R)} \| F_{\epsilon_n}^x - \phi_{\epsilon_n}^x \|_{C^1(B \omega^2))}^2 \to 0 \) as \( \epsilon_n \to 0 \), thus there exists a subsequence \( n_j \) such that with a rescaling \( B(R) \) to a ball of radius 1

\[
\left\| F_{R_{n_j}^x} - \phi_{R_{n_j}^x} \right\|_{C^1(B \omega^2))}^2 \to 0
\]

\( x \)-almost surely as \( j \to \infty \). However, (5.9) together with by the continuity of \( \mathcal{N} \) (Lemma 5.1), the Faber-Krahn inequality and the Dominated Convergence Theorem, gives

\[
\left| \int_{B(R)^*} \mathcal{N}(F_{R_{n_j}^x}, S, W) - \mathcal{N}(\phi_{R_{n_j}^x}, S, W)) \right| \to 0
\]

as \( j \to \infty \), a contradiction. Finally, bearing in mind the Faber-Krahn inequality, we have the bound

\[
\int_{B(R)} (\mathcal{N}(F_x, S, W) - \mathcal{N}(\phi_x, S, W))) \leq \int_{B(R)^*} (\mathcal{N}(F_x, S, W) - \mathcal{N}(\phi_x, S, W)))dx + O \left( W^{m} \left( 1 - \text{vol}_R \left( \phi^\epsilon \in C^1(W) \right) \right) \right) \leq \varepsilon,
\]

where the inequality holds as long as \( \epsilon < \epsilon_0 \) given by (5.8) and \( R, N \) large enough according to Lemma 3.7 to ensure (5.6).
Hence, we make the following choices of the parameters in order to prove the proposition (recall that the parameters $K_0, N_0, R_0$ must be chosen to satisfy i) and ii)), let $K$ large enough, with $\delta \leq K^{-m+1}$ as in Lemma 3.9, such that $CW^{r_2(s+l)+m} \times (\delta K^{-m-1} + W^{-2} K^{-2}) < \epsilon_0/2$ and such that $K > K_0(\epsilon/2, W')$ accordingly to Lemma 5.5. Similarly, let $N > N_0(\epsilon/2, W')$ with $N_0$ given in Lemma 5.5. We also take $N$ large enough according to Lemma 3.7 such that

$$O \left( W^m \left( 1 - \text{vol}_R \left( \phi^e \in C^1_a(W) \right) \right) \right) < \epsilon/2$$

(5.10) provided $R$ is large enough and the same for (5.5). Finally, let $R$ large enough according to the two conditions mentioned below (5.10) and such that in the definition of $\epsilon$ in (5.7) we have $O_N(R^{-\Lambda-3/2}) < 1$. 

5.5. Concluding the proof of Theorem 1.8. We are finally ready to prove Theorem 1.8

Proof of Theorem 1.8. Let $\mathcal{S} \subset H(m-1)$ and $T \in \mathcal{T}$ be given, and denote by $\mathcal{N}(f,\cdot,R)$ either $\mathcal{N}(f,\mathcal{S},R)$ or $\mathcal{N}(f,T,R)$. Thanks to Proposition 1.5 and the fact that the number of nodal domain with fixed topological class or tree type intersecting $B(W)$ is bounded by the total number of nodal domains intersecting $B(W)$, for $W > 1$, we have

$$\frac{\mathcal{N}(f,\cdot,R)}{\text{vol } B(R)} = \frac{1}{\text{vol } B(W)} \int_{B(R)} \mathcal{N}(F_x, \cdot, R) dx + O(W^{-1}) + O_{N,W}(R^{-\Lambda-3/2}) . \quad (5.11)$$

Now, by Theorem 2.9, with the same notation, we have

$$\frac{\mathbb{E}[\mathcal{N}(F_{\mu^e}, \cdot, W)]}{\text{vol } B(W)} = c_{NS}(\cdot, \mu) + a(W),$$

where $a(W) \to 0$ as $W \to \infty$. By Proposition 5.1 applied with some $\epsilon_0/2$, we have

$$\left| \int_{B(R)} \mathcal{N}(F_x, \cdot) dx - \mathbb{E}[\mathcal{N}(F_{\mu^e}, \cdot, W)] \right| < \epsilon_0 \quad (5.12)$$

if $K \geq K_0$ with $K_0 = K_0(\epsilon_0/2, W)$, $N \geq N_0$ with $N_0 = N_0(K, \epsilon_0/2, W)$ and $R \geq R_0$ with $R_0 = R_0(N, \epsilon_0/2, W)$. Hence, putting (5.11), (5.12) together, we obtain

$$\left| \frac{\mathcal{N}(f, \cdot, R)}{\text{vol } B(R)} - c_{NS}(\cdot, \mu) \right| \leq \frac{\epsilon_0}{\text{vol } B(W)} + a(W) + O \left( \frac{1}{W} \right) + O_{N,W}(R^{-\Lambda-3/2}) .$$

Let us now pick some $\epsilon > 0$ and choose first a $W$ large enough (and fix it) so that

$$O(W^{-1}) + a(W) < \epsilon/3,$$

then set $K \geq K_0$, $N \geq N_0$ and $R \geq R_0$ with $\epsilon_0 = \text{vol } B(W) \epsilon/3$ and $R$ large enough such that

$$O_{N,W} \left( \frac{1}{R^{\Lambda+3/2}} \right) < \epsilon/3.$$

□
6. Proof of Theorem 1.3.

6.1. Uniform integrability of $\mathcal{V}(F_x, W)$. We first prove Proposition 1.6:

**Proof of Proposition 1.6.** By Lemma 2.4 for $r = W$, we have

$$
\int_{B(R)} \mathcal{V}(F_x, W)^{1+\alpha} \, dx \lesssim (W^m)^{1+\alpha} + W^{(m-1)(1+\alpha)} \int_{B(R)} \mathfrak{M}_f(B(x, 3W))^{1+\alpha} \, dx
$$

$$
= (W^m)^{1+\alpha} + W^{(m-1)(1+\alpha)} \int_1^{CN^{1+\alpha}} \text{vol}_R (\mathfrak{M}_f(B(x, 3W))^{1+\alpha} > t) \, dt
$$

Changing variables and using Lemma 4.5 with $D = \alpha + 2$ and $H = 3W$, we find that

$$
\int_1^{CN^{1+\alpha}} \text{vol}_R (\mathfrak{M}_f(B(x, W))^{1+\alpha} > t) \, dt = (1 + \alpha) \int_1^{CN} t^\alpha \text{vol}_R (\mathfrak{M}_f(B(x, 3W)) > t) \, dt
$$

$$
\lesssim W^{(1+\alpha)} + O_{N,W}(R^{-\Lambda-3/2})
$$

as required. 

6.2. Continuity of $\mathcal{V}$. In this section we prove the following proposition

**Proposition 6.1.** Let $W > 1$ be given and $f$ be as in (1.5). Then we have

$$
\lim_{N \to \infty} \limsup_{R \to \infty} \left| \int_{B(R)} \mathcal{V}(F_x, W) - \mathbb{E}[\mathcal{V}(F_\mu, W)] \right| = 0
$$

The proof of Proposition 6.1 is similar to the proof of Proposition 5.1. We just need the following lemma, which follows from Theorem 2.11.

**Lemma 6.2.** $\mathcal{V}(\cdot, B)$ is a continuous functional on $C^1_b(W)$.

Note that now the condition of $\Psi > 0$ is not needed here.

**Proof.** For the sake of simplicity, we set $V = B(W+1)$ and $\chi$ as in the proof of Proposition 5.2 so we will only consider boundaryless manifolds. Let $h$ be an arbitrary function of $C^1_b(W)$. We apply Thom’s Isotopy Theorem 2.11 to $h' := h + \chi$, which is identical to $h$ in $B(W)$. Let $\varepsilon > 0$ and $\psi$ a local parametrization of a nodal component $L_{h'}$ of $h'$, which is a boundaryless manifold in $B(W+1)$. By Thom’s Isotopy Theorem 2.11, and with the same notation, $\Phi \circ \psi$ is a local parametrization of a nodal component of $g'$, $L_{g'}$ provided $\|h' - g'\|_{C^1(U)} < \delta$ and $\delta > 0$ is small enough as in (5.3). If $J$ denotes the Jacobian matrix and the local parametrization is $\psi: A \to \mathcal{U}$, we have

$$
\text{vol}(\mathcal{U} \cap L_{g'}) = \int_A \sqrt{|\det((J\psi(x))^t \cdot J\psi(x))|} \, dx
$$

and by the chain rule if $\Phi \circ \psi: A \to \mathcal{U}'$

$$
\text{vol}(\mathcal{U}' \cap L_{g'}) = \int_A |\det(J\Phi)(\psi(x))| \sqrt{|\det((J\psi(x))^t \cdot J\psi(x))|} \, dx.
$$
But, by the standard series for the determinant:
\[ \det(J\Phi(y)) = \det(I + J\Phi(y) - I) = 1 + \text{tr}(J\Phi(y) - I) + o(\|J\Phi(y) - I\|) \]
where \( I = \text{id} \) is the identity and
\[ |\text{tr}(J\Phi(y) - I) + o(\|J\Phi(y) - I\|)| \lesssim \|\Phi - \text{id}\|_{C^1(\mathbb{R}^m)} < \varepsilon. \]
Thus, for \( L_h \subset \bigcup \mathcal{U}_i \subset B(W + 1) \) we have
\[ |\text{vol}(L_{h'}) - \text{vol}(L_{g'})| \lesssim \varepsilon \text{vol}(L_{h'}). \]
Finally, as \( |\text{vol}(L_{g'} \cap B(W)) - \text{vol}(L_{h'} \cap B(W))| \lesssim \varepsilon \text{vol}(L_{g'} \cap B(W)) \lesssim \varepsilon(1 + \varepsilon) \text{vol}(L_{h'}). \)

We are now ready to prove Proposition 6.1.

**Proof of Proposition 6.1.** The proof is similar to the proof of Proposition 5.1 so we omit some details. By Claim 5.3 and Lemma 5.4 we have
\[ \mathbb{P}\left(F_{\mu} \in C^1(W)\right) = 1. \quad (6.1) \]
Now, Lemma 6.2 together with (6.1), Theorem 1.7 (applied with \( W + 1 \)) and the Continuous Mapping Theorem imply that
\[ \mathcal{V}(F_{x}, W) \xrightarrow{d} \mathcal{V}(F_{\mu}, W) \quad (6.2) \]
where the convergence is in distribution as \( R, N \to \infty \) according to that theorem. Hence, Proposition 6.1 follows from (6.2), Proposition 1.6 and Lemma 2.2.

6.3. **Concluding the proof of Theorem 1.3.** Before concluding the proof of Theorem 1.3, we need to follow direct application of the Kac-Rice formula:

**Lemma 6.3.** Suppose that \( F_{\nu} \) is a centred, stationary Gaussian field defined on \( \mathbb{R}^m \) such that \( (F, \nabla F) \) is non-degenerate and \( \nu \) is supported on \( \mathbb{S}^{m-1} \) then there exist some constant \( c = c(\nu) \) such that
\[ \mathbb{E}[\mathcal{V}(F_{\nu}, W)] = c(\nu) \text{vol}(B(W)) \]

*Proof.* For brevity let us write \( F = F_{\nu} \). By [2, Theorem 6.3], since \( F \) is non-degenerate (5.4) and almost surely analytic, we have
\[ \mathbb{E}[\mathcal{V}(F_{\nu}, W)] = \int_{B(W)} \mathbb{E}[||\nabla F(y)||F(y)] v_{F(y)}(0) dy \quad (6.3) \]
where \( v_{F(y)}(0) \) is the density of \( F(y) \) at zero. By stationarity, the integrand in (6.3) is independent of \( y \) and the Lemma follows. \( \square 

**Remark 6.4.** It is possible to explicitly derive an expression for \( \mathbb{E}[\mathcal{V}(F_{\nu}, W)] = \int_{B(W)} \mathbb{E}[||\nabla F(y)||F(y)] \) in terms of the covariance of \( F_{\nu} \) and its derivatives, following computations similar to those of [35, 21]. However, since the calculations are quite long, we decided not to include them in the article.
And lastly the following lemma:

**Lemma 6.5.** Let \( h : \mathbb{R}^m \to \mathbb{R} \) and \( 0 < r < R \). Then we have

\[
\mathcal{V}(h, R - r) \leq \int_{B(R)} \frac{\mathcal{V}(h; x, r)}{\text{vol } B(r)} \, dx \leq \mathcal{V}(h, R + r)
\]  

(6.4)

**Proof.** By the definition of \( \mathcal{V} \) and Fubini, we have

\[
\int_{B(R)} \mathcal{V}(h; x, r) \, dx = \int_{B(R)} \int_{B(R+r)} 1_{B(x,r)}(y) 1_{h^{-1}(0)}(y) d\mathcal{H}(y) \, dx.
\]

\[
= \int_{B(R+r)} 1_{h^{-1}(0)}(y) \text{vol } (B(y, r) \cap B(R)) \, d\mathcal{H}(y),
\]

so the lemma follows from \( 1_{B(R-r)} \leq \frac{\text{vol } (B(\cdot, r) \cap B(R))}{\text{vol } B(r)} \leq 1_{B(R+r)} \). \( \square \)

We are finally ready to prove Theorem 1.3.

**Proof of Theorem 1.3.** The proof follows closely the proof of Theorem 1.1, so we omit some details. Let \( \varepsilon > 0 \) be given, then applying Lemma 6.5 with \( r = W \) and dividing by \( \text{vol } B(R) \), we have

\[
\frac{1}{\text{vol } B(R)} \int_{B(R-W)} \frac{\mathcal{V}(F_{\mu}, W)}{\text{vol } B(W)} \, dx \leq \mathcal{V}(f, R) \leq \frac{1}{\text{vol } B(R)} \int_{B(R+W)} \frac{\mathcal{V}(F_{\mu}, W)}{\text{vol } B(W)} \, dx.
\]

For any \( \alpha > 0 \), Proposition 1.6 gives

\[
\frac{1}{\text{vol } B(R)} \int_{B(R-W) \setminus B(R)} \frac{\mathcal{V}(F_{\mu}, W)}{\text{vol } B(W)} = O_{N,W,\alpha}(R^{-\gamma}),
\]

for some \( \gamma > 0 \). Therefore, as in the proof of Proposition 1.5,

\[
\mathcal{V}(f, R) = \int_{B(R)} \frac{\mathcal{V}(F_{\mu}, W)}{\text{vol } B(W)} \, dx + O_{N,W,\alpha}(R^{-\gamma}).
\]

(6.5)

Finally, Proposition 6.1 gives, for every \( \varepsilon > 0 \),

\[
\mathcal{V}(f, R) = \frac{1}{\text{vol } B(W)} \mathbb{E}[\mathcal{V}(F_{\mu}, W)] + O(\varepsilon)
\]

for all \( N \) and \( R \) sufficiently large. The theorem now follows from Lemma 6.3. \( \square \)

7. Final comments.

7.1. **Exact Nazarov-Sodin constant for limiting function?** As we have seen, Theorem 1.1 says that there are deterministic functions with the growth rate for the nodal domains count arbitrarily close, increasing \( N \), to the Nazarov-Sodin constant. One may wonder whether this constant is attained if \( N \) goes to infinity and the functions \( \{f_N\} \) as in (1.5) (or a rescaling of it) converges, in some appropriate space of functions, to some function \( f \). Our argument does not apply outright in the limit \( N \to \infty \) and then \( R \to \infty \). That is, Theorem 1.1 gives

\[
\lim_{N \to \infty} \limsup_{R \to \infty} \left| \frac{\mathcal{N}(f_N, R)}{\text{vol } B(R)} - c_{NS} \right| = 0.
\]  

(7.1)
However, given a sequence of functions \( \tilde{f}_N \equiv C_N f_N \) with \( C_N > 0 \) (so \( N(f_N, R) = \mathcal{N}(f_N, R) \)) such that \( \tilde{f}_N \to f \), one could hope that the following holds:

\[
\lim_{R \to \infty} \lim_{N \to \infty} \left| \frac{\mathcal{N}(f_N, R)}{\text{vol} B(R)} - c_{NS} \right| = \lim_{R \to \infty} \left| \frac{\mathcal{N}(f, R)}{\text{vol} B(R)} - c_{NS} \right| = 0. \tag{7.2}
\]

In this section we show that this is not true in general, that is, we give examples of sequences of functions such that \( \tilde{f}_N \to f \) and (7.1) hold but (7.2) does not, in fact, the growth rate is much smaller.

Let us consider the functions

\[
f_N := \frac{1}{2^{N^{1/2}}} \sum_{|n| \leq N} e(\langle r_n, x \rangle),
\]

assume that \( \mu \) is the Lebesgue measure on the sphere and define \( \tilde{f}_N = N^{-1/2} f_N \). Then, we have

\[
\tilde{f}_N(x) = \frac{1}{2N} \sum_{|n| \leq N} e(\langle r_n, x \rangle) \xrightarrow{N \to \infty} \int_{S^{n-1}} e(\langle \omega, x \rangle) \, d\sigma(\omega) =: f = C_m \frac{J_{\Lambda} (2\pi |x|)}{|x|^\Lambda}
\]

where \( \Lambda = (m - 2)/2 \) and the convergence is uniform on compact sets, see (A.1), with respect to \( x \in \mathbb{R}^m \) and also holds after differentiating any finite number of times. Thus by Theorem 1.7, (7.1) holds, but

\[
\mathcal{N}(f, R) = cR(1 + o_R(1)) \tag{7.3}
\]

for some known \( c > 0 \), thus (7.2) does not hold. We also observe that, using [19, Theorem 3.1], it is possible to make more general choices of \( a_n \), for example \( a_n = \phi(r_n) \) for some sufficiently smooth function \( \phi \). With this choice, either the number of nodal domains of \( f \) grows as in (7.3) or it could even be bounded (for large enough \( R \) the nodal set is a non-compact nodal component consisting on layers and an “helicoid” connecting them).

In order to illustrate this change, we show in Figure 1 below the nodal set for the function

\[
g_N(x, y) := \frac{1}{N} \sum_{n=1}^{N} \cos(x \cos \theta_n + y \sin \theta_n)
\]

for different \( N \) and \( \theta_n \) uniformly distributed over the sphere. As \( N \) increases the connected components of the nodal sets near the origin tend to merge and they are close and diffeomorphic to the ones of \( J_0 \).

Finally, we mention that a similar phenomenon happens for eigenfunctions on the two dimension torus \( T^2 = \mathbb{R}^2 / \mathbb{Z}^2 \). These can be written as

\[
f_{T^2}(x) = \sum_{\xi \in \mathcal{E}} a_\xi e(\langle \xi, x \rangle),
\]

where \( \mathcal{E} = \mathcal{E}_E = \{ \xi \in \mathbb{Z}^2 : |\xi|^2 = E \} \) and \( a_\xi \) are complex coefficients. Under some arithmetic conditions and some constrains on the coefficients, in [10, 11] it is showed that there are deterministic realizations of the RWM, that is

\[
\mathcal{N}(f) = c_{NS} \mu \cdot E(1 + o(1)). \tag{7.4}
\]
However, since the points $\xi/\sqrt{E} \in \mathbb{S}^1$ “generically” become equidistributed on $\mathbb{S}^1$ [22], the function

$$\hat{f} = \frac{1}{|\mathcal{E}|} \sum_{\xi \in \mathcal{E}} e(\langle \xi, x \rangle),$$

once rescaled, presents the same limiting behaviour described by (7.3). In particular, for $f_{1/\sqrt{E}} := f(\sqrt{E}^{-1/2})$, considering the periodicity, (7.4) and $R$ large enough,

$$\mathcal{N}(f_{1/\sqrt{E}}, R) \sim \text{vol } B(R) \cdot c_{NS}(\mu)(1 + o(E^0)),$$

still an approximated constant.

![Nodal set for the function $g_N$](image1)

**Figure 1.** Nodal set for the function $g_N$ for different $N$ and the points on the sphere $\mathbb{S}^1$. We have represented in red the first eight connected components of $J_0(|\cdot|)^{-1}(0)$. 

(a) 25 points.  
(b) 100 points.  
(c) Nodal set for the function with 25 points.  
(d) Nodal set for the function with 100 points. In red for $J_0(|\cdot|)$. 

![Nodal set for the function $g_N$](image2)
7.2. **On a question of Kulberg and Wigman.** The methods we have developed allow us to solve a question raised by Kulberg and Wigman, [36, Section 2.1], on the continuity of

\[ \mu \mapsto \mathbb{E}[\mathcal{N}(F_\mu, R)] \]

on the plane. Indeed, we can strengthen Lemma 5.5 to give a more general result as in Proposition 7.1. This solves their question on any dimension, not only \( m = 2 \).

**Proposition 7.1.** Let \( \mu_n \) be a sequence of measures on the sphere \( S^{m-1} \) not supported on a hyperplane converging weakly to \( \mu \) as \( n \to \infty \). Then

\[ \mathbb{E}[\mathcal{N}(F_{\mu_n}, R)] \to \mathbb{E}[\mathcal{N}(F_\mu, R)] \]

for any \( R > 0 \).

**Proof.** Thanks to Lemma 5.4, \( F_{\mu_n}, F_\mu \in C^1_{\text{loc}}(B(W)) \) almost surely. From Lemma 3.8 we can establish \( d_P(F_{\mu_n}, F_\mu) \to 0 \). Thus the proposition follows directly Portmanteau Theorem, as \( \mathcal{N}(F_{\mu_n}, R) = O(R^m) \) by the Faber-Krahn inequality, uniformly for all \( n \), and it is continuous by Proposition 5.2. \( \square \)

**Remark 7.2.** The same holds for topological classes and trees with an analogous, *mutatis mutandis*, proof.

With our techniques we can also extend the discrepancy functional that was introduced in [36, Proposition 1.2] for any dimension, topologies and nesting trees. More precisely, we have:

**Proposition 7.3.** The discrepancy functional exists, that is,

\[ \lim_{R \to \infty} \mathbb{E} \left| \frac{\mathcal{N}(F_\mu, \cdot, R)}{\text{vol } S(R)} - c(\cdot, \mu) \right| \]

exists and it is finite.

**Proof.** Following the proof of Theorem 2.9,

\[ \lim_{R \to \infty} \mathbb{E} \left| \frac{\mathcal{N}(F_\mu, \cdot, R)}{\text{vol } S(R)} - c(\cdot, \mu) \right| = \mathbb{E} \left| c(G, \cdot, \mu) - c(\cdot, \mu) \right|, \]

as the convergence is in \( L^1 \). \( \square \)

From the proof we see that the discrepancy functional, (7.5), is zero if and only if \( c(F_\mu, \cdot, R) \) is a.s. a constant, that is, the limit of the nodal counts is non-random. This is true, in particular, if the field is ergodic. This functional measures how far we are from the ergodic situation of \( \lim_{R \to \infty} \frac{\mathcal{N}(G, \cdot, R)}{\text{vol } S(R)} \) being, a.s., a constant.
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Appendix A. Gaussian fields lemma.

Adapting [20, Lemma 7.2] for our situation we can show:

**Lemma A.1.** Let \( s \geq 0 \) and \( W \geq 1 \), be given. Moreover, suppose that \( \{ \mu_n \}_{n \in \mathbb{N}} \) be a sequence of probability measures on \( S^{m-1} \) such that \( \mu_n \) weak* converges to \( \mu \). Then,

\[
d_P(F_{\mu_n}, F_\mu) \longrightarrow 0 \quad \text{as} \quad n \to \infty
\]

where the convergence is with respect to the \( C^s(B(W)) \) topology.

**Proof.** Since \( \mu_n \) weak*-converges to \( \mu \) and the exponential is a bounded continuous function, by the discussion in Section 2.1 and Portmanteau Theorem, we have for any \( x, y \in B(W) \)

\[
K_n(x, y) := \mathbb{E}[F_{\mu_n}(x)F_{\mu_n}(y)] = \int e(\langle x-y, \lambda \rangle) d\mu_n(\lambda) \rightarrow \int e(\langle x-y, \lambda \rangle) d\mu(\lambda) = \mathbb{E}[F_\mu(x)F_\mu(y)] = K(x, y)
\]

(A.1)

Since, \( \mu_n \) and \( \mu \) are compactly supported, we may differentiate under the integral sign in (A.1), it follows that (A.1) holds after taking derivatives. Thanks to the Cauchy-Schwarz inequality and the fact that \( \mu_N \) is a probability measure, we have

\[
|K_n(x, y) - K_n(x', y')| \leq C \|x - x' + y - y'\|
\]

as \( |e^{ix} - e^{iy}| \leq |x - y| \) for any \( x, y \in \mathbb{R} \). Therefore \( K_n \) is equicontinuous, \( |K_n(x, y)| \leq 1 \) and it converges pointwise; thus, the Arzelà-Ascoli Theorem implies that the convergence in (A.1) is uniform for all \( x, y \in B(W) \), together with its derivatives.

Now, for any integer \( t \geq 0 \), the mean of the \( H^t \)-norm of \( F_{\mu_n} \) is uniformly bounded:

\[
\mathbb{E}\|F_{\mu_n}\|_{H^t(B(W))}^2 = \sum_{|\alpha| \leq t} \mathbb{E} \int_{B(W)} |D^\alpha F_{\mu_n}(x)|^2 \, dx = \sum_{|\alpha| \leq t} \int_{B(W)} D^\alpha_x D^\alpha_y K_n(x, y) \bigg|_{y = x} \, dx
\]

\[
\quad \longrightarrow_{n \to \infty} \sum_{|\alpha| \leq t} \int_{B(W)} D^\alpha_x D^\alpha_y K(x, y) \bigg|_{y = x} \, dx < M_{t,W},
\]

where, in the last line, we have used (A.1). As the constant \( M_{t,W} \) is independent of \( N \), Sobolev’s inequality ensures that one can now take any sufficiently large \( t \) to conclude that

\[
\sup_n \mathbb{E}\|F_{\mu_n}\|_{C^{s+1}(B(W))}^2 \leq C \sup_n \mathbb{E}\|F_{\mu_n}\|_{H^t(B(W))}^2 < M
\]
for some constant $M$ that only depends on $W,t$. Thus, for any $\varepsilon > 0$ and any sufficiently large $n$, we have

$$\nu^W_n \left( \left\{ F_{\mu_n} \in C^{s+1}(B(W)) : \| F_{\mu_n} \|^2_{C^{s+1}(B(W))} > M/\varepsilon \right\} \right) < \varepsilon,$$

where $\nu^W_n$ is the measure on the space of $C^s(B(W))$ functions corresponding to the random field $F_{\mu_n}$. Accordingly, the sequence of probability measures $\nu^W_n$ is tight.

Indeed, by Lagrange and Arzelà-Ascoli the closure of the set

$$\left\{ F_{\mu_n} \in C^{s+1}(B(W)) : \| F_{\mu_n} \|^2_{C^{s+1}(B(W))} \leq M/\varepsilon \right\}$$

is precompact with the $C^s$ topology, so we can conclude by the very definition of tightness, see Section 2.2. 

**Appendix B. Upper bound on $\mathcal{Nf}$.**

In this section are going to prove Lemma 4.2 following [13, Section 3.2] (that is, the following argument is due to F. Nazarov and we claim no originality). We will need the following (rescaled) result [13, Lemma 2.5]:

**Lemma B.1.** Let $r > 1$ and $\rho > 0$, let $f$ be a Laplace eigenfunction with eigenvalue $4\pi^2 r^2$ on $B(\rho)$. Suppose that an open set $\Omega \subset B(\rho)$ is $c_0$-narrow (on scale $1/r$) and $f = 0$ on $\partial\Omega \cap B(\rho)$. Then, for every $\varepsilon > 0$, sufficiently small depending on $c_0$ and $m$, if

$$\frac{|\Omega|}{|B_1|} \leq \varepsilon^{m-1},$$

then

$$\sup_{\Omega \cap B(\rho/2)} |f| \leq e^{-c_0 r^2 \varepsilon} \sup_{\Omega \cap B(\rho)} |f|$$

We are finally ready to prove Lemma 4.1

**Proof of Lemma 4.1.** First, we rescale $f$ to $f_r$ so that $\mathcal{Nf}(f_r, x, 1)$ and we may assume that every nodal domain is $c_0$-narrow. Let $Z = \mathcal{Nf}(f_r, x, 1)$, $\Omega_i$ be the elements of $\mathcal{Nf}(f_r, x, 1)$, $D = \mathcal{Nf}(B(x, 1)) + r = \mathcal{Nf}(B(x, 2r)) + r$ and finally let $B(x) = B(x, 1)$. Suppose that $Z > 2^{m+2c_1} D^{m-1}$ for some constant $c_1 = c_1(m)$ to be chosen later, we are going to derive a contradiction.

Let $x_1 \in \Omega_i \cap B(x, 1)$ and define

$$S(p) = \left| \left\{ \Omega_i : |\Omega_i \cap B(x_i, 2^{-j})| \leq c_1^{-1} D^{-m+1} |B(x_i, 2^{-j})| \text{ for } j \in \{0, ..., p\} \right\} \right|.$$

First we are going to show that $S(0) \neq \emptyset$. Indeed, since

$$\sum_i |\Omega_i \cap B(x_i, 1)| \leq |B(2)|,$$

for at least $(3/4)Z$ nodal domains, we have

$$\frac{|\Omega_i \cap B(x_i, 1)|}{2^m |B(1)|} \leq \frac{2}{Z},$$

thus $S(0) \geq (3/4)Z$.

Now, we claim the following:
Claim B.2. Let $p \geq 1$, then there are at most $Z4^{-p-2}$ nodal domains $\Omega_i \in S(p) \backslash S(p+1)$.

Proof. From now on, fix some $p \geq 1$ and assume that $\Omega_i \in S(p)$, we wish to apply Lemma B.1 with $\varepsilon = c_1^{-1} D^{-1}$, therefore we assume $c_1$ is sufficiently small in terms of $m$ and $c_0$. Hence, we may apply Lemma B.1 to $B(x_i, 2^{-j})$ for $j = 0, \ldots, p$, to see that

\[
\sup_{\Omega_i \cap B(x_i, 2^{-j})} |f_r| \leq (2^{-p-1}) c_2 D^{E(2)}
\]

for some $c_2 = c_2(m) > 0$ and for all $i$. On the other hand, Lemma 2.8 applied to $f_r$, with $B(2)$ and $E = \cup_{\Omega_i \in S_p} \Omega_i \cap B(x_i, 2^{-p-1})$, in light of the fact that nodal domains are disjoint, gives

\[
\left( \sum_i \frac{|\Omega_i \cap B(x_i, 2^{-p-1})|}{|B(x_i, 2)|} \right)^{CD} \leq \sup_{E} |f_r| \sup_{B(x_i, 2)} |f_r|,
\]

which, together with (B.1), implies

\[
\left( \sum_i \frac{|\Omega_i \cap B(x_i, 2^{-p-1})|}{|B(x_i, 2)|} \right)^{CD} \leq (2^{-p-1}) c_2 D^{E(2)}
\]

Rescaling we have $B(x_i, 2) = 2^m(p+2) B(x_i, 2^{-p-1})$, thus (B.2) can be rewritten as

\[
\left( \sum_i \frac{|\Omega_i \cap B(x_i, 2^{-p-1})|}{|B(x_i, 2^{-p-1})|} \right)^{CD} \leq (2^{-p-1}) c_2 D^{mCD},
\]

which, taking $c_2$ sufficiently large, that is, $c_1$ small depending on $m$, implies that

\[
\sum_i \frac{|\Omega_i \cap B(x_i, 2^{-p-1})|}{|B(x_i, 2^{-p-1})|} \leq 4^{-p-2}.
\]

Hence there are at most $Z \cdot 4^{-p-2}$ nodal domains satisfying

\[
\frac{|\Omega_i \cap B(x_i, 2^{-p-1})|}{|B(x_i, 2^{-p-1})|} > c_1 D^{-m+1},
\]

and the claim follows. \square

Using the claim and the fact that $S(p+1) \subset S(p)$, we see that, for each $p \geq 0$ \[|S(p)| \geq Z - Z \sum_p 4^{-p} \geq Z/2.\] However, since the number of nodal domains is finite and

\[
\frac{|\Omega \cap B(x, \rho)|}{|B(x, \rho)|} = 1 \text{ for } \rho \text{ small enough},
\]

we have that $S(p)$ is empty for $p$ sufficiently large, a contradiction. \square

References

[1] M. Abramowitz and I. A. Stegun, Handbook of mathematical functions with formulas, graphs, and mathematical table, in US Department of Commerce, National Bureau of Standards Applied Mathematics series 55, 1965.

[2] R. J. Adler and J. E. Taylor, Random fields and geometry, Springer Science & Business Media, 2009.
MONOCHROMATIC WAVES SATISFYING THE RANDOM WAVE MODEL

[3] J. Azais and M. Wschebor, *Level Sets and Extrema of Random Processes and Fields*, Wiley, New York, 2009.

[4] A. Baker, *Linear forms in the logarithms of algebraic numbers (i,ii,iii)*, Mathematika, 13 (1966).

[5] M. V. Berry, *Regular and irregular semiclassical wavefunctions*, Journal of Physics A: Mathematical and General, 10 (1977), p. 2083.

[6] ———, *Semiclassical mechanics of regular and irregular motion*, Les Houches lecture series, 36 (1983), pp. 171–271.

[7] ———, *Knotted zeros in the quantum states of hydrogen*, Foundations of Physics, 31 (2001), pp. 659–667.

[8] P. Billingsley, *Probability and measure*, John Wiley & Sons, 2008.

[9] ———, *Convergence of probability measures*, John Wiley & Sons, 2013.

[10] J. Bourgain, *On toral eigenfunctions and the random wave model*, Israel Journal of Mathematics, 201 (2014), pp. 611–630.

[11] J. Buckley and I. Wigman, *On the number of nodal domains of toral eigenfunctions*, Annales Henri Poincaré, 17 (2016), pp. 3027–3062.

[12] Y. Canzani and P. Sarnak, *Topology and nesting of the zero set components of monochromatic random waves*, Comm. Pure Appl. Math., 72 (2019), pp. 343–374.

[13] S. Chanillo, A. Logunov, E. Malinnikova, and D. Mangoubi, *Local version of Courant’s nodal domain theorem*, arXiv preprint arXiv:2008.00677, (2020).

[14] I. Chavel, *Eigenvalues in Riemannian geometry*, vol. 115 of Pure and Applied Mathematics, Academic Press, Inc., Orlando, FL, 1984. Including a chapter by Burton Randol, With an appendix by Jozef Dodziuk.

[15] H. Donnelly and C. Fefferman, *Nodal sets of eigenfunctions on Riemannian manifolds*, Inventiones mathematicae, 93 (1988), pp. 161–183.

[16] A. Enciso, D. Hartley, and D. Peralta-Salas, *A problem of Berry and knotted zeros in the eigenfunctions of the harmonic oscillator*, Journal of the European Mathematical Society, 20 (2018), pp. 301–314.

[17] A. Enciso and D. Peralta-Salas, *Submanifolds that are level sets of solutions to a second-order elliptic PDE*, Adv. Math., 249 (2013), pp. 204–249.

[18] ———, *Topological aspects of critical points and level sets in elliptic PDEs*, in Geometry of PDEs and Related Problems, Springer, 2018, pp. 89–119.

[19] A. Enciso, D. Peralta-Salas, and Á. Romaniega, *Asymptotics for the Nodal Components of Non-Identically Distributed Monochromatic Random Waves*, International Mathematics Research Notices, (2020).

[20] ———, *Beltrami fields exhibit knots and chaos almost surely*, arXiv preprint arXiv:2006.15033, (2020).

[21] A. Enciso, D. Peralta-Salas, and Á. Romaniega, *Critical point asymptotics for gaussian random waves with densities of any sobolev regularity*, arXiv preprint arXiv:2107.03363, (2021).

[22] P. Erdös and R. R. Hall, *On the angular distribution of Gaussian integers with fixed norm*, Discrete mathematics, 200 (1999), pp. 87–94.

[23] L. C. Evans, *Partial differential equations*, vol. 19 of Graduate Studies in Mathematics, American Mathematical Society, Providence, RI, 1998.

[24] N. Fontes-Merz, *A multidimensional version of Turán's lemma*, Journal of Approximation Theory, 140 (2006), pp. 27–30.

[25] A. Ghosh, A. Reznikov, and P. Sarnak, *Nodal domains of Maass forms I*, Geom. Funct. Anal., 23 (2013), pp. 1515–1568.

[26] ———, *Nodal domains of Maass forms, II*, Amer. J. Math., 139 (2017), pp. 1395–1447.

[27] G. Halász, *Estimates for the concentration function of combinatorial number theory and probability*, Periodica Mathematica Hungarica, 8 (1977), pp. 197–211.

[28] D. A. Hejhal and B. N. Rackner, *On the topography of maass waveforms for psl(2, z)*, Experimental Mathematics, 1 (1992), pp. 275–305.
[29] L. Hörmander, *The analysis of linear partial differential operators I*, Springer, New York, 2015.

[30] M. Inghermeau, *Lower bounds for the number of nodal domains for sums of two distorted plane waves in non-negative curvature*, arXiv preprint arXiv:1612.01911, (2018).

[31] M. Inghermeau and A. Rivera, *A lower bound for the Bogomolny-Schmit constant for random monochromatic plane waves*, arXiv preprint arXiv:1803.02228, (2018).

[32] ——, *How Lagrangian states evolve into random waves*, arXiv preprint arXiv:2011.02943, (2020).

[33] S. U. Jang and J. Jung, *Quantum unique ergodicity and the number of nodal domains of eigenfunctions*, J. Amer. Math. Soc., 31 (2018), pp. 303–318.

[34] J. Jung and S. Zelditch, *Number of nodal domains and singular points of eigenfunctions of negatively curved surfaces with an isometric involution*, J. Differential Geom., 102 (2016), pp. 37–66.

[35] M. Krishnapur, P. Kurlberg, and I. Wigman, *Nodal length fluctuations for arithmetic random waves*, Annals of Mathematics, 177 (2013), pp. 699–737.

[36] P. Kurlberg and I. Wigman, *Variation of the Nazarov-Sodin constant for random plane waves and arithmetic random waves*, Adv. Math., 330 (2018), pp. 516–552.

[37] E. M. Landis, *Some questions in the qualitative theory of second-order elliptic equations (case of several independent variables)*, Uspehi Mat. Nauk, 18 (1963), pp. 3–62.

[38] A. Logunov, *Nodal sets of Laplace eigenfunctions: polynomial upper estimates of the Hausdorff measure*, Ann. of Math. (2), 187 (2018), pp. 221–239.

[39] ——, *Nodal sets of Laplace eigenfunctions: proof of Nadirashvili’s conjecture and of the lower bound in Yau’s conjecture*, Ann. of Math. (2), 187 (2018), pp. 241–262.

[40] A. Logunov and E. Malinnikova, *Nodal sets of Laplace eigenfunctions: estimates of the Hausdorff measure in dimensions two and three*, in 50 years with Hardy spaces, vol. 261 of Oper. Theory Adv. Appl., Birkhäuser/Springer, Cham, 2018, pp. 333–344.

[41] A. Logunov and E. Malinnikova, *Lecture notes on quantitative unique continuation for solutions of second order elliptic equations*, arXiv https://arxiv.org/abs/1903.10619: Analysis of PDEs, (2019).

[42] D. Mangoubi, *Local asymmetry and the inner radius of nodal domains*, Communications in Partial Differential Equations, 33 (2008), pp. 1611–1621.

[43] F. Nazarov and M. Sodin, *On the number of nodal domains of random spherical harmonics*, Amer. J. Math., 131 (2009), pp. 1337–1357.

[44] ——, *Asymptotic laws for the spatial distribution and the number of connected components of zero sets of Gaussian random functions*, J. Math. Phys. Anal. Geom., 12 (2016), pp. 205–278.

[45] F. L. Nazarov, *Local estimates for exponential polynomials and their applications to inequalities of the uncertainty principle type*, Algebra i analiz, 5 (1993), pp. 3–66.

[46] H. H. Nguyen and V. H. Vu, *Small ball probability, inverse theorems, and applications*, in Erdős centennial, Springer, 2013, pp. 409–463.

[47] S. M. Prigarin, *Weak convergence of probability measures in the spaces of continuously differentiable functions*, Sibirskii Matematicheski Zhurnal, 34 (1993), pp. 140–144.

[48] P. Sarnak and I. Wigman, *Topologies of nodal sets of random band-limited functions*, Comm. Pure Appl. Math., 72 (2019), pp. 275–342.

[49] A. Sartori, *Planck-scale number of nodal domains for toral eigenfunctions*, J. Funct. Anal., 279 (2020), pp. 108663, 22.

[50] M. Sodin, V. Sidoravicius, and S. Smirnov, *Lectures on random nodal portraits*, Probability and statistical physics in St. Petersburg, 91 (2016), pp. 395–422.

[51] G. N. Watson, *A treatise on the theory of Bessel functions*, Cambridge Mathematical Library, Cambridge University Press, Cambridge, 1995. Reprint of the second (1944) edition.

[52] R. J. Wilson, *Weak convergence of probability measures in spaces of smooth functions, Stochastic processes and their applications*, 23 (1986), pp. 333–337.

[53] S. T. Yau, *Problem section*, in Seminar on Differential Geometry, vol. 102 of Ann. of Math. Stud., Princeton Univ. Press, Princeton, N.J., 1982, pp. 669–706.
[54] S. Zelditch, *Logarithmic lower bound on the number of nodal domains*, J. Spectr. Theory, 6 (2016), pp. 1047–1086.

Instituto de Ciencias Matemáticas, Consejo Superior de Investigaciones Científicas, 28049 Madrid, Spain

Email address: alvaro.romaniega@icmat.es

Departement of Mathematics, King's College London, Strand, London WC2R 2LS, England, UK

Email address: andrea.sartori.16@ucl.ac.uk