Non-monotonic confining potential for generalized random matrix model
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We consider a limiting case of the joint probability distribution for a random matrix ensemble with an additional interaction term controlled by an exponent γ (called the γ-ensembles), which is equivalent to the probability distribution of Laguerre β-ensembles. The effective potential, which is essentially the confining potential for an equivalent ensemble with γ = 1 (called the Muttalib-Borodin ensemble), is a crucial quantity defined in solution to the Riemann-Hilbert problem associated with the γ-ensembles. It enables us to numerically compute the eigenvalue density of Laguerre β-ensembles for all β > 1. In addition, the effective potential shows a non-monotonic behavior for γ < 1, suggestive of its possible role in developing a transition from a diverging to a non-diverging density near the hard-edge of the eigenvalue spectrum. Such a transition in eigenvalue density is of critical importance for the random matrix theory describing disordered mesoscopic systems. For γ-ensembles with γ > 1, the effective potential also shows transition from non-monotonic to monotonic behavior near the origin when a parameter of the additional interaction term is varied.

I. INTRODUCTION

A generalized random matrix model with additional interactions [1], called the γ-ensembles, was introduced recently as a solvable toy model for three-dimensional (3D) disordered conductors. The joint probability distribution (jpd) of the N non-negative eigenvalues xi for these γ-ensembles has the form

\[ p(\{x_i\}; \theta, \gamma) \propto \prod_{i=1}^{N} w(x_i) \prod_{i<j} |x_i - x_j|^\theta |x_i - x_j|^\gamma, \quad (1.1) \]

\[ 0 < \gamma, \quad 1 < \theta < \infty. \]

Here we assume the convention \( w(x) = e^{-NV(x)} \), so that the empirical distribution of the particles (a.k.a. the equilibrium measure) converges as \( N \to \infty \). In [1], the parameter γ was restricted to \( 0 < \gamma \leq 1 \), but the method developed there allows the evaluation of the density of eigenvalues of the γ-ensembles for any \( \gamma > 0, \theta > 1 \) and for any well behaved \( V(x) \). In particular, it was shown that the jpd for the γ-ensembles can be mapped on to the Muttalib-Borodin ensembles [2][5] (which has the same jpd as [17], with \( \gamma = 1 \)), by replacing the external potential \( V(x) \) with a γ-dependent effective potential \( V_{\text{eff}}(x; \gamma) \). This effective potential was calculated explicitly for \( \theta = 2 \) by numerically solving the Riemann-Hilbert (RH) problem associated with the jpd of the γ-ensembles.

In this paper, we first consider the limit \( \theta \to 1 \) and \( V(x) = 2x \). We will be interested in two sets of values for the exponent γ, namely, \( \gamma < 1 \) and \( \gamma > 1 \). Following the numerical solution to the RH problem of γ-ensembles explained in [1], we first compute the effective potentials and then the corresponding eigenvalue densities for these different values of γ. The effective potentials for different γ show an interesting behavior. Near the origin, effective potentials for \( \gamma > 1 \) are monotonically increasing, while those for \( \gamma < 1 \) become non-monotonic, initially decreasing with increasing x. The minimum of the effective potential moves further away from the origin as γ is systematically decreased from 1. Such a non-monotonic potential has been shown [7] to give rise to a ‘hard-edge to soft-edge’ transition in density, i.e., a transition from a density diverging near the hard edge at the origin to a density going to zero at a soft edge near the origin. This type of transition is of keen interest for transport problem in mesoscopic systems as it can describe disorder-induced metal to insulator transition in 3D disordered conductors, where only small \( x_i \ll 1 \) contributes significantly to the conductance [8].

It has been argued that in contrast to a quasi 1D system considered in [2], describing a 3D disordered conductor requires a disorder-dependent parameter γ that controls the strength of the additional two-body interaction [9][12]. The exponent γ decreases from 1 as the strength of disorder increases. The jpd describing a 3D disordered system has been proposed to be of the general form [12]

\[ p(\{x_i\}; \gamma) \propto \prod_{i=1}^{N} w(x_i, \gamma) \prod_{i<j} |x_i - x_j|^\theta |s(x_i) - s(x_j)|^\gamma, \quad (1.2) \]

where \( s(x) = \sinh^2 \sqrt{x} \), and the potential \( V(x, \gamma) \) has a dominant linear dependence on \( x \) in the strongly disordered regime, whose strength depends on the parameter γ. The γ-ensemble defined by (1.1) was proposed as a solvable toy model replacing (1.2), which allows one to explore and study the role of the parameter γ. An eigenvalue density diverging near the origin implies the presence of a large number of small eigenvalues \( x_i \), and hence, describes a metal with large conductance g. In contrast, a non-divergent eigenvalue density with a soft edge away from the origin describes an insulator with exponentially small conductance. However, the γ-ensemble with \( \theta = 2 \) studied in detail in [1] did not show any hint of such a transition in the density as γ was decreased systematically from 1.

In this work we show that for γ-ensembles defined by (1.1) with \( \theta \) close to 1, the effective potential does indeed
develop a clear non-monotonicity as γ is reduced from greater than 1 to less than 1. While this change in the effective potential is still not large enough to produce a transition in density, the change is suggestive of role of disorder dependent parameter γ in realizing a transition from a diverging to a non-diverging density near the hard-edge in a more realistic model given, for example, by equation (1.2). We also observe that the effective potential develops non-monotonic behavior even in case of γ > 1 for parameter θ > 1 and then gradually changes to monotonic behavior as θ → 1. As a bonus, since the θ → 1 limit is equivalent to a Laguerre β-ensemble, the model allows us to compute the eigenvalue density of Laguerre β-ensembles. These ensembles are characterized by the jpd

\[ p(x_i) \propto \prod_{i=1}^{N} w(x_i) \prod_{i<j} |x_i - x_j|^{\beta}, \]  

(1.3)

\[ w(x) = e^{-\frac{\beta}{2}x} \text{or } w(x) = e^{-N\frac{\beta}{2}x}, \quad \beta > 1. \]

The limiting eigenvalue density of Laguerre β-ensembles for β = 1, 2 and 4 is known analytically [13] and is given as,

\[ \sigma(x) = \begin{cases} \frac{1}{2\pi}(\frac{4-x}{x})^{\frac{1}{2}}, & \text{for } 0 < x < 4, \\ 0, & \text{for } x \geq 4. \end{cases} \]  

(1.4)

Later it was shown [13] [15] that the above equation is also true for all values of β. With the limit θ → 1, \( V(x) = \frac{\beta}{2}x \) and γ = β - 1, the γ-ensemble jpd in equation (1.1) approaches jpd for Laguerre β-ensembles defined in equation (1.3). Thus with these limits for θ and γ along with appropriate V(x), we can numerically compute eigenvalue density of β-ensembles for any β > 1. For Laguerre β-ensembles at β = 4, we choose γ = 3 and V(x) = 2x. Our numerical result for eigenvalue density shows excellent agreement with the analytical result (1.4), except very close to the soft edge. Next we systematically vary exponent γ(= β - 1), keeping the external potential \( V(x) = 2x \) the same. The eigenvalue densities thus obtained, after appropriate scaling, lie on top of Laguerre β-ensemble in equation (1.4). All the densities diverge near hard edge with the exponent \(-\frac{1}{2}\). The parameters of the fit for the density near origin also show an excellent agreement with the analytical expressions. The overall agreements with known and expected results verify that the effective potential method developed in Section II is a powerful tool that can be used for all γ > 0.

The paper is organized as follows. In Section II we give some details of the numerical solution to RH problem for γ ensembles. The equilibrium density can be obtained replacing external potential \( V(x) \) with γ dependent effective potential \( V_{\text{eff}}(x; \gamma) \). In Section III we obtain jpd for β ensembles as limiting case of jpd for γ ensembles and show how to compute eigenvalue density numerically for any β > 1. In Section IV we compute effective potentials and equilibrium densities by systematically varying exponent γ, keeping the external potential \( V(x) = 2x \). We also show the results for equilibrium density of Laguerre β ensembles at β = 4 and compare it with known analytical result. Finally, we analytically solve the RH problem for θ = 1 to find the exact expressions of effective potentials for Laguerre β ensembles and show that they are consistent with our θ → 1 numerical results.

\[ J_c(s) = c(s + 1)(\frac{s+1}{s})^{\frac{1}{2}}, \]  

(2.3)

where s is a complex variable. The points in the complex domain, which are mapped by the JT on to a real line, form a contour ν given by,

\[ r(\phi) = \tan \left( \frac{\phi}{1+\theta} \right) \left[ \sin \phi - \cos \phi \tan \left( \frac{\phi}{1+\theta} \right) \right], \]  

(2.4)

where 0 < φ < 2π is the argument of s in the complex plane. Schematic Figure II shows mapping of all points on contour ν to two different regions in the complex plane by the JT \( J_c(s) \). By defining complex transforms

\[ g(z) \equiv \int \log(z - x) d\mu(x), \quad z \in \mathbb{C}\{(-\infty, b]\}, \]  

(2.5)

\[ \tilde{g}(z) \equiv \int \log(z' - x^0) d\mu(x), \quad z \in \mathbb{H}_0\{0, b]\],

with their derivatives \( G(s) \equiv g'(s), \tilde{G}(s) \equiv \tilde{g}'(s) \) and the function \( M(s) \) as,

\[ M(s) \equiv \begin{cases} G(J_c(s)), & \text{for } s \in \mathbb{C}\{D,} \\ \tilde{G}(J_c(s)), & \text{for } s \in D\{-1, 0}, \end{cases} \]  

(2.6)
This gives solution to RH problem of
\[ N \]
We further define a function
\[ M \]
Here \( s_1 \in \nu_1 \) and \( s_2 \in \nu_2 \) (see Figure 1). Equation (2.7), together with some of the limits of \( M(s) \), form the RH problem for \( M(s) \). The RH problem in terms of \( N(s) \equiv M(s)J_c(s) \) is then
\[ \text{RH problem for } N : \]
- \( N \) is analytic in \( C \setminus \nu \).
- \( N_+(s_1) + \gamma N_-(s_1) + N_-(s_2) + \gamma N_+(s_2) = 2V'(J_c(s))J_c(s) \)
- \( N_+(s_1) - N_-(s_2) + N_-(s_1) - N_+(s_2) = 0. \) (2.8)
- \( N(0) = \theta \) and \( N(s) \to 1 \) as \( s \to \infty \).

We further define a function \( f \) such that,
\[ f(J_c(s)) \equiv N_+(s) + N_-(s). \] (2.9)

This gives solution to RH problem of \( N(s) \) as,
\[ N(s) = \begin{cases} \frac{1}{2\pi i} \int_{\nu} \frac{f(J_c(s))}{s} ds + 1, & s \in \mathbb{C} \setminus \mathbb{D}, \\ \frac{1}{2\pi i} \int_{\nu} \frac{f(J_c(s))}{s} ds - 1, & s \in \mathbb{D} \setminus [-1,0]. \end{cases} \] (2.10)

Also from the RH problem for \( N(s) \), the constant \( c \) of the JT in (2.3) satisfies the equation
\[ \frac{1}{2\pi i} \int_{\nu} \frac{f(J_c(s))}{s} ds = 1 + \theta. \] (2.11)

Thus the sum equation in the RH problem for \( N(s) \) can be rewritten as,
\[ (1-\gamma)(N_+(s_1)+N_-(s_2))+2\gamma f(J_c(s)) = 2V'(J_c(s))J_c(s). \] (2.12)

Defining the inverse mapping of JT as,
\[ s = J_c^{-1}(x) = h(x). \] (2.13)

with \( (s_1)_+ = h(y) : (s_2)_- = h(y) \); \( s_1 = h(x) \) and \( s_2 = h(x) \), we substitute for \( \{N_+(s_1) + N_-(s_2)\} \) using equation (2.10) and the inverse mapping. We finally get the integral equation,
\[ f(y;\gamma) = \frac{V'(y)y}{\gamma} - \frac{1-\gamma}{\gamma} \left[ 1 + \frac{1}{2\pi} \int_0^b f(x;\gamma)\phi(x,y)dx \right], \] (2.14)

where
\[ \phi(x,y) = \text{Im} \left[ \left( \frac{1}{h(y) - h(x)} + \frac{1}{h(y) - h(x)} \right) \bar{h}'(x) \right]. \] (2.15)

We solve (2.14) for \( f(y;\gamma) \) and (2.11) for \( c \) numerically, self-consistently. The new effective potential \( V_{\text{eff}}(x;\gamma) \) is related to \( f(x;\gamma) \) by
\[ V_{\text{eff}}'(x;\gamma) = \frac{f(x;\gamma)}{x}. \] (2.16)

The eigenvalue density for this effective potential is given by (11).

\[ \sigma(y;\gamma); = \frac{-1}{2\pi^2 \gamma} \int_0^b xV_{\text{eff}}'(x;\gamma)\chi(x,y)dx, \]
\[ \chi(x,y) = \text{Re} \left[ \left( \frac{1}{h(y) - h(x)} - \frac{1}{h(y) - h(x)} \right) h'(x) \right]. \] (2.17)

### III. EIGENVALUE DENSITY FOR \( \beta \) ENSEMBLES

In equation (1.1) if we take limit \( \theta \to 1 \) and \( V(x) \equiv \frac{\beta}{x} \), we get \( \text{JPD} \) of Laguerre \( \beta \) ensembles with \( \beta = 1+\gamma \). So in the analysis of Section II if we take \( \theta \to 1 \) and \( V(x) \equiv \frac{\beta}{x} \), we can compute eigenvalue density for Laguerre \( \beta \) ensembles for any \( \beta > 1 \). Note that equations (2.14)–(2.17) are valid only for \( \theta > 1 \). Thus we choose \( \theta = 1.0001 \) for the \( \theta \to 1 \) limit. In Section IV C we analytically solve the RH problem explicitly for \( \theta = 1 \) case and show that the results are consistent with numerical solution for \( \theta \to 1 \). As \( \theta \to 1 \) the shape of contour \( \nu \) approaches a circle. Figure 2 shows contour \( \nu \) and its mapping for \( \theta \to 1, c \to 0.5 \).

Once the contour and the mapping (and consequently the inverse mapping) is known, we solve equation (2.11) and equation (2.14) self-consistently to find \( f(x;\beta) \). Then the effective potential and the eigenvalue density are computed with equation (2.16) and equation (2.17), respectively, for \( \beta = 1 + \gamma \).

### IV. RESULTS

For the \( \gamma \)-ensembles, we first choose \( \theta \) very close to 1 (\( \theta = 1.0001 \)) and a linear external potential, \( V(x) = 2x \).
We vary the exponent $\gamma$ over a range of values to see how the effective potential and the eigenvalue density changes. The corresponding effective potential shows transition to a non-monotonic behavior as $\gamma$ is changed from greater than 1 to less than 1. Such a nonmonotonic effective potential has been shown [7] to produce transition from a diverging to a non-diverging eigenvalue density near the origin. Note that the $\gamma$-ensemble with $\theta \to 1$, $\gamma = 3$ and $V(x) = 2x$ is also equivalent to the Laguerre $\beta$-ensemble with $\beta = 4$. The numerically computed eigenvalue density is compared with analytical result available for $\beta = 4$. From Section IV and Section III we show that this eigenvalue density can be numerically computed for any $\beta \geq 1$. The analytical results for Laguerre beta ensembles obtained in Section IV also suggest that the non-monotonicity of the effective potential should disappear at $\theta = 1$. To see this change in non-monotonic behavior we vary the value of $\theta$ near 1 for two representative values of $\gamma < 1$ ($\gamma = 0.6$) and $\gamma > 1$ ($\gamma = 3$). For $\gamma = 3$, we observe a transition from non-monotonic to monotonic effective potential as $\theta$ is varied and then the effective potential approaches a linear behavior as $\theta \to 1$. Similarly, effective potential for $\gamma = 0.6$ shows gradual decrease in non-monotonicity as $\theta \to 1$.

For $\theta = 1.0001$ and $V(x) = 2x$, after finding a self-consistent solution to $f(x; \gamma)$ using equation (2.14) and equation (2.11), we compute the effective potential using equation (2.10). The effective potential shows a qualitative change in its behavior near origin going from $\gamma < 1$ (or $\beta < 2$) to $\gamma > 1$ (or $\beta > 2$). Figure 3 shows that the effective potential is monotonically increasing for $\gamma > 1$. In contrast for $\gamma < 1$ the effective potential develops a minima and shows decreasing behavior near origin. The minima of effective potential moves further away from origin as $\gamma$ decreases from 1. It has been shown in [7] that such a minima in confining potential, if deep enough, can produce transition from diverging eigenvalue density at hard-edge to non-diverging density. The $\gamma$-ensemble was originally considered as a solvable toy model for 3D disordered systems [8] whose eigenvalues $x_i$ determine the conductance of the system. The parameter $\gamma$ decreases from 1 as the strength of disorder increases. Taking $\theta = 1.0001$ in this toy model, we show here that for $\gamma < 1$ the corresponding effective potential deviates from the monotonically increasing behavior and has a minima which moves away from origin as $\gamma$ is decreased. This minima is very close to the origin and is not sufficiently deep to produce the transition in density, as shown in Figure 7. However, the position and strength of the minima will depend on the competition between the nature of the additional interaction as well as the external confining potential. To show the effect of the confining potential, we consider a $\gamma$-ensemble with quadratic external potential $V(x) = \alpha x^2$, $\gamma = 0.7$ and $\theta \to 1$. We choose $\alpha = 0.2$ so that the potential is much weaker near the origin compared to the linear potential. Figure 5 shows that the minima of the effective potential is shifted significantly away from the origin and is deeper compared to the effective potentials in Figure 3.

A. Effective potential near origin for $\theta = 1.0001$
($\theta \to 1$ limit)
B. Eigenvalue density for Laguerre $\beta$ ensembles

For the eigenvalue density of Laguerre $\beta$ ensembles with $\beta = 4$, we choose $V(x) = 2x$, $\theta = 1.0001$ and $\gamma = 3$. Solving for $f(x; \gamma)$ self-consistently using equation (2.14) and equation (2.11), we compute the corresponding eigenvalue density using equation (2.17). The numerical density matches very closely with the analytic result except near the soft edge where it underestimates the support slightly (see Figure 5). This is may be due to the fact that $\theta$ is not exactly equal to 1 and the small non monotonic behavior of $V_{\text{eff}}(x)$ near origin restricts the support to a slightly smaller value. Since the $\gamma$-ensemble formalism is valid for any $\gamma > 0$ and well behaved potential $V(x)$, we can numerically compute the eigenvalue density for any $\beta > 1$. Such an eigenvalue density is expected to be the same for all $\beta \geq 2$. Instead, we systematically change $\beta$ (or $\gamma$) but keep the external potential same as $V(x) = 2x$. Though these are not classical $\beta$ ensembles, the eigenvalue density obtained can be converted to Laguerre $\beta$ ensemble density by appropriate scaling. We have already shown in Figure 3 an interesting qualitative behavior of these effective potentials near origin. In Figure 5, we show the effective potentials over the full support of density. The effective potential becomes less and less converging as $\beta$ increases from 1.4 to 4 (or $\gamma$ increases from 0.4 to 3). Figure 7 shows the densities calculated from equation (2.17) for different values of $\beta$. These numerical results also agree very well with the analytical expression (see equation (4.1)) for density obtained after appropriate scaling of equation (1.4) for $V(x) = 2x$ instead of $V(x) = \frac{\beta}{2}x$.

$$\sigma(x) = \begin{cases} \frac{x}{\beta} & \text{for } 0 < x < \beta, \\ \frac{1}{\beta} x^{-\frac{1}{2}} & \text{for } x \to 0, \\ 0 & \text{for } x \geq \beta. \end{cases}$$ (4.1)

All of the densities diverge near the hard-edge and the support of densities increases as $\beta$ increases (see Figure 7). The numerical densities near origin when fitted to the curve $\sigma(x; \beta) = ax^b$ show that the exponents $b$ are all $-\frac{1}{2}$ for different $\beta$. Figure 8 shows the prefactors $a$ as function of $\beta$.

C. RH problem for $\theta = 1$

In this subsection we derive the analytic form of the effective potential for Laguerre $\beta$ ensemble by exactly solving the RH problem for $\theta = 1, \gamma > 0$. The external potential for Laguerre $\beta$ ensemble is $V(x) = \frac{\beta}{2}x = \frac{1+\gamma}{2}x$. For $\theta = 1$, contour $\nu$ is a unit circle in complex plane centered at origin. The regions inside and outside the contour $\nu$ are both mapped onto the same complex region $\mathbb{C}\setminus[0,b]$. Every point on the contour is mapped onto a point on real line in $[0,b]$. Schematic Figure 9 shows the mapping.

When $\theta = 1$, equation (2.6) gives $g(z) = \tilde{g}(z)$. $M(s)$ is
the schematic mapping are one and the same. Similarly \( \tilde{g}_-(x) = g_-(x) \) means region (2) and region (4) are same. In terms of functions \( M(s) \) these relations can be written as \( M_+(s_1) = M_+(s_2) \) and \( M_-(s_1) = M_-(s_2) \) (see Figure 4). With \( N(s) \equiv M(s)J_c(s) \), equation (2.8) now becomes

\[
(1 + \gamma)(N_+(s_1) + N_-(s_1)) = 2V'(J_c(s))J_c(s),
\]

where \( J_c(s) = J_c(s_1) = J_c(s_2) = x \in [0, b] \). With \( f(J_c(s)) \) defined according to equation (2.9) and \( V(x) = \frac{\beta}{2} x = \frac{1 + \gamma}{2} x \) for Laguerre \( \beta \) ensembles, we finally get,

\[
f(x) = x, \\
V_{\text{eff}}(x) = x.
\]

Note that this result is also apparent from equation (1.4) which says that eigenvalue density for all Laguerre \( \beta \) ensembles is same and the fact that interaction term in MB ensemble at \( \theta = 1 \) is equivalent to that of Laguerre \( \beta \) ensembles for \( \beta = 2 \). Equation (4.4) tells us that the non-monotonicity of effective potentials previously shown for \( \gamma < 1 \) should disappear when \( \theta = 1 \). Figure 10 shows the effective potentials near the origin for \( \gamma = 0.6 \) and a range of values for \( \theta \) between 1 and 2. We have shown in Figure 11 that the effective potential for \( \theta = 2 \) monotonically goes to zero at the origin. As \( \theta \) is reduced from 2, the effective potential develops a non-monotonicity. The minima of the effective potential gradually becomes deeper and moves away from the origin. Later as \( \theta \) moves closer to 1, the depth of the minima of the effective potential decreases and the minima shifts closer to the origin. Thus with decreasing non-monotonicity, we expect the effective potential to become linear for \( \theta = 1 \) as predicted by equation (4.4). We also explore the change in the effective potential for \( \gamma = 3 \) for different values of \( \theta \) near 1 (see Figure 11). Interestingly, the effective potential shows change from a non-monotonic to monotonic behavior near the origin at some intermediate value of \( \theta \) before finally tending to linear behavior as \( \theta \to 1 \). Although within our numerical accuracy the effective potential near the origin does not always decrease consistently as \( \theta \) is decreased, the general behavior tends towards the expected linear dependence, \( V_{\text{eff}}(x) = x \), as \( \theta \to 1 \).

In the RH problem for \( \theta = 1 \), if we choose \( V(x) = 2x \) instead of \( \frac{\beta}{2} x \), equation (4.3) gives \( f(x) = V_{\text{eff}}(x) = 2x \).
FIG. 10: (Color online) The effective potentials close to the origin and over the full support, for $\gamma = 0.6$ and different values of $\theta$. Near the origin, the minima of the non-monotonic effective potential first moves away from the origin and then moves towards the origin as $\theta$ is reduced. We know from [1] that the effective potential is monotonic for $\theta = 2$. Also, consistent with the analytical result for $\theta = 1$, the non-monotonicity of effective potential near the origin reduces as $\theta \to 1$.

FIG. 11: (Color online) The effective potentials close to the origin and over the full support, for $\gamma = 3.0$ and different values of $\theta$. It shows transition from a non-monotonic to a monotonic behavior of the effective potential near the origin for different values of $\theta$. The effective potential tends to a linear behavior as predicted by the analytical result for $\theta = 1$.

The numerical results obtained for effective potential of $\gamma$ ensemble with $\theta = 1.0001$ and $V(x) = 2x$ agree very well with this analytic expression (see Figure 5).

V. SUMMARY AND CONCLUSION

The eigenvalue density of $\gamma$-ensembles has previously been computed by solving the corresponding Riemann-Hilbert problem. We use the same method for different
values of $\theta$ close to 1 and $\gamma > 0$, and find that the effective potential becomes non-monotonic near the origin for $\gamma < 1$. The minimum of the effective potential shifts further away from the origin as $\gamma$ is decreased systematically. While the shift and the depth of the minimum is not sufficient to produce a hard-edge to soft-edge transition in density in this toy model, it suggests that with appropriate combination of the additional interaction and the confining potential, such a transition can indeed occur. The exponent $\gamma$ induced hard-edge to soft-edge transition in density describes disorder induced metal to insulator transition in mesoscopic systems. It would be interesting to see if \cite{1,2} remains a good candidate for such a transition.

The limit $\theta \to 1$ corresponds to the Laguerre $\beta$-ensembles. This allows us to use the model to numerically compute the eigenvalue density for Laguerre $\beta$-ensembles for all $\beta > 1$. The results agree with various expected analytical expressions including the ones from the exact analytical solution to RH problem for $\theta = 1$. This shows the applicability of the effective potential method for general $\gamma$-ensembles with different values of $\theta > 1$ and $\gamma > 0$.
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