ON THE USE OF SPECTRAL DISCRETIZATIONS WITH TIME STRONG STABILITY PRESERVING PROPERTIES TO DIRICHLET PSEUDO-PARABOLIC PROBLEMS
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Abstract. This paper is concerned with the approximation of linear and nonlinear initial-boundary-value problems of pseudo-parabolic equations with Dirichlet boundary conditions. They are discretized in space by spectral Galerkin and collocation methods based on Legendre and Chebyshev polynomials. The time integration is carried out suitably with robust schemes attending to qualitative features such as stiffness and preservation of strong stability to simulate nonregular problems more correctly. The corresponding semidiscrete and fully discrete schemes are described and the performance of the methods is analyzed computationally.

1. Introduction

In this work, we present numerical methods for accurate approximation to pseudo-parabolic (or Sobolev) type problems of the form

\begin{align*}
\frac{c v_t}{v} - (a v_{xt})_x &= -(\alpha v_x)_x + \beta v_x + \gamma, \quad x \in \Omega, \quad t > 0, \\
v(x, 0) &= v_0(x), \quad x \in \Omega, \\
v(-1, t) &= v(1, t) = 0, \quad t > 0,
\end{align*}

where \(\Omega = (-1, 1)\). In (1.1) the coefficients \(a\) and \(c\) depend on \(x\) and are initially assumed to be \(C^1(\Omega)\) and bounded above and below by positive constants. The coefficients \(\alpha = \alpha(x, t, v), \beta = \beta(x, t, v), \gamma = \gamma(x, t, v)\) are assumed to be \(C^1\) functions of \(x, t\) and \(v\). The equation (1.1) is said of pseudo-parabolic (or Sobolev) type because of the combined presence of a parabolic term and the time derivative in the highest order term.

The numerical approach is based on the use of spectral methods for the approximation in space and of time integrators with additional qualitative properties to improve the performance in cases of stiffness and simulation of nonsmooth data. In the present paper the semidiscrete and fully discrete schemes are introduced, described and analyzed.
computationally. A companion paper [3] is devoted to the proof of error estimates of the spectral semidiscretization, aiming to improve and add numerical analysis tools for solving numerically pseudo-parabolic type differential models.

In recent years, pseudo-parabolic equations in bounded domain or in the whole space have been studied extensively covering many distinct aspects, namely, modelling, numerics, theory and real world applications. Linear and nonlinear versions (including local and nonlocal terms) of these pseudo-parabolic equations, with (1.3) or other types of boundary conditions, appear in the modelling of many research areas, see, e.g., [51, 8, 55, 23, 48, 50, 37, 21, 54, 20, 67, 61, 60, 65, 25, 27, 83, 10, 69, 22, 53, 62, 46, 47, 11, 70, 64, 43, 28, 31, 32, 26] and references cited therein. More specifically, they model imprisoned radiation through a gas, [62, 46, 47], fluid flow in fissured rock, [11], heat conduction in heterogeneous media, [70, 22], out-of-equilibrium viscoelastic relaxation effect, [64], and porous media applications, [43, 36, 49, 79] – see also [23, 48, 83, 44, 45] for a good survey. Several combined numerical-analytical studies about pseudo-parabolic equations linked to fluid flow problems might be found in [27, 28, 31, 32, 26, 11]. Local pseudo-parabolic equations also appears in the study of two-phase flow models with dynamic capillary pressure and hysteresis [83]. On the other hand, nonlocal pseudo-parabolic equations, [10, 69, 22, 53], describes a variety of physical phenomena, such as the seepage of homogeneous fluids through a fissured rock, the unidirectional propagation of nonlinear, dispersive, long waves, heat conduction problems with thermodynamic temperature and conduction temperature, and the analysis of nonstationary processes in semiconductors in the presence of sources.

Several points conform the aim of the present paper. The general motivation is the search for alternatives for the spatial and temporal discretizations of problems of the form (1.1)-(1.3), starting in this paper with a computational study and leaving the numerical analysis of the problem to [3]. Some results on the mathematical theory of pseudo-parabolic equations can be seen in e.g. [57, 58, 75, 76, 31, 15, 20, 24, 72]. They include the BBM-Burgers equation, a modification of the Benjamin-Bona-Mahony equation, [12], which includes a dissipative term. On the other hand, most of the work presented in the literature about the numerical approximation of pseudo-parabolic equations seems to be focused on the use of finite differences, [5, 6, 80, 7, 26, 32, 8], as well as finite elements, [9, 56], and finite volumes of different type for the discretization in space, sometimes combined with a domain decomposition method for a more accurate approximation of convective and diffusive effects, [4, 82]. This different numerical treatment
of the advective and diffusive fluxes, mentioned above, also makes influence in some choices of time integrators for pseudo-parabolic problems. In this case the literature focuses on the use of finite differences, [34, 35, 29, 30], and, more recently, on operator splitting schemes, [81]. These methods, used successfully in other approaches, [2, 1] and references therein, consist of splitting the pseudo-parabolic model in two problems, say advective and diffusive, which are numerically solved sequentially. However, as shown in [4], standard operator splitting may fail to capture the correct behavior of the solutions for pseudo-parabolic type differential models. In [4], the authors presented a non-splitting numerical method which is based on a fully coupled space-time mixed hybrid finite element/volume discretization approach to account for the delicate nonlinear balance between the hyperbolic flux and the pseudo-parabolic term linked to the full pseudo-parabolic differential model. Concerning the spectral approach, the analysis of Fourier-Galerkin and Fourier-collocation methods, for the periodic problem, made by Quarteroni, [68], is the main reference for the spatial discretization presented in the present paper. Moreover, our proposal is based on a non-splitting semidiscrete numerical method (cf. [4]).

In the Dirichlet case (1.1)-(1.3), the companion paper [3] analyzes the convergence of spectral Galerkin and collocation methods based on a family of Jacobi polynomials which includes, as particular cases, those of Legendre and Chebyshev ones. Error estimates in suitable Sobolev spaces, depending on the regularity of the problem, are proved. Specifically, for data in \( C^m(\Omega) \) and if \( N \) is the degree of the polynomial approximation, then spectral Galerkin error is shown to decrease as \( O(N^{1-m}) \) or \( O(N^{2-m}) \), while spectral collocation error behaves like \( O(N^{2-m}) \).

For illustrative purposes and since these Legendre and Chebyshev families are mostly used in other applications, the description and computational study conforming the present paper will be focused on two semidiscretizations: a Legendre Galerkin method and a Chebyshev collocation scheme. We believe they cover most of the numerical aspects of our whole proposal for this spectral approach. Specific remarks for other polynomial approximations (within the Jacobi family) will be given if required.

On the other hand, temporal discretization also contributes to this search for alternatives of approximation to (1.1)-(1.3) with the introduction of additional properties in the requirements for the time integrator to improve the quality of the simulation. More specifically, besides the classical quantitative features concerning convergence, our
attention is focused on two aspects of the problem. One is the possible mildly stiff character (which depends on the equilibrium in the higher-derivative terms); this point may recommend the use of fully or diagonally implicit methods. A second aspect to be taken into account concerns the use of strong stability preserving (SSP) methods, [41, 38, 39], as time integrators. Construction and analysis of SSP methods for hyperbolic partial differential equations have the aim at preserving the nonlinear stability (in some norm or, more generally, convex functional) of spatial discretizations with respect to the forward Euler method. This SSP property makes influence in a better simulation of discontinuous solutions, avoiding the presence of spurious oscillations and reducing the computational cost. We are here interested in studying the performance of these methods in problems (1.1)-(1.3) with non regular data.

All this will be made in a representative numerical study with experiments involving linear and nonlinear equations. The experiments will serve us to analyze the order of convergence of the spectral discretizations as well as to address the behaviour of the schemes with respect to the regularity of the data. Some of these numerical results will be theoretically justified by the results proved in [3].

The structure of the paper is as follows. Section 2 consists of a description of the semidiscrete systems corresponding to the Legendre Galerkin and Chebyshev collocation spectral methods. The description includes details on formulation and practical implementation. Section 3 is devoted to the full discretization. According to the pseudo-parabolic character of the equation and possible stiffness of the semidiscretizations, two SSP methods of a family of singly diagonally implicit Runge-Kutta (SDIRK) schemes are taken. The full discretizations will be then ready for performing the computational study in Section 4. Finally, Section 5 summarizes the results and outlines the contents of the future research.

2. Spatial discretization

2.1. Preliminaries. In order to describe the spectral approximations considered in the paper, some preliminary results are required. The first one is the weak formulation of (1.1)-(1.3). Given a weight function $w(x)$ on $\Omega$ ($w(x) = 1$ in the Legendre case and $w(x) = (1 - x^2)^{-1/2}$ for the Chebyshev case) let $L^2_w = L^2_w(\Omega)$ be the space of squared integrable functions associated to the weighted inner product determined by $w$

$$(\phi, \psi)_w = \int_{-1}^{1} \phi(x)\psi(x)w(x)dx, \phi, \psi \in L^2_w,$$
with $||\phi||_{0,w} = (\phi, \phi)_w^{1/2}$ standing for the associated norm. Let $H^1_w = H^1_w(\Omega)$ be the Sobolev space of functions $\phi$ on $\Omega$ such that

$$
||\phi||_{1,w} = \left( |||\phi||_{0,w}^2 + \frac{d}{dx}|||\phi||_{0,j}^2 \right)^{1/2},
$$
is finite. We will also consider the subspace $H^1_{w,0}$ of functions $\phi \in H^1_w$ such that $\phi(-1) = \phi(1) = 0$.

For $\phi, \psi \in H^1_{w,0}$ and $d = d(x)$ smooth we define

$$
L_d(\phi, \psi) = \int_{-1}^1 d\phi_x(\psi w) dx. \tag{2.1}
$$

The bilinear form (2.1) takes part of the following weak formulation of (1.1)-(1.3): given $v_0 \in H^1_{w,0}$, find $v : (0, T) \to H^1_{w,0}$ with $v(0) = v_0$ and

$$
A(v_t, \psi) = B(v, \psi), \ \psi \in H^1_{w,0} \tag{2.2}
$$

where

$$
A(\phi, \psi) = (c\phi, \psi)_w + L_a(\phi, \psi), \tag{2.3}
$$
$$
B(\phi, \psi) = L_a(\phi, \psi) + (\beta(\phi)\phi_x, \psi)_w + (\gamma(\phi), \psi)_w, \ \phi, \psi \in H^1_{w,0}.
$$

It can be seen, [13, 17, 14], that the bilinear form $A$ in (2.3) is continuous in $H^1_w \times H^1_{w,0}$ and elliptic in $H^1_{w,0} \times H^1_{w,0}$, cf. [3]. On the other hand, we will assume that (1.1)-(1.3) is well-posed, in the sense that if $v_0 \in H^1_{w,0}$, then there is a unique solution $v \in C^1(0, T, H^1_{w,0})$ of (2.2), (2.3) with $v(0) = v_0$.

The spectral collocation approach and the practical formulation of the spectral Galerkin method (based on numerical integration, the so-called G-NI formulation, [19]) involve some properties of the discrete norm associated to the Gauss-Lobatto quadrature that are now discussed. For the given weight function $w$, the Gauss-Lobatto quadrature formula is obtained as follows, [59, 19, 18, 40]. Let $N > 0$ be an integer and $\mathbb{P}_N$ be the space of polynomials of degree at most $N$ on $\Omega = [-1, 1]$, with $p_N$ the $N$-th degree polynomial of the orthogonal Legendre or Chebyshev family. Let

$$
q(x) = p_{N+1}(x) + \tilde{a}p_N(x) + \tilde{b}p_{N-1}(x), \tag{2.4}
$$
with $\tilde{a}, \tilde{b}$ chosen such that $q(-1) = q(1) = 0$. If $-1 = x_0 < x_1 < \cdots < x_N = 1$ are the roots of (2.4), then there are weights $w_0, \ldots, w_N$ such that

$$
\int_{-1}^1 p(x)w(x) dx = \sum_{j=0}^N p(x_j)w_j, \ p \in \mathbb{P}_{2N-1}. \tag{2.5}
$$
In the case of Legendre polynomials \((p_N = L_N)\), the \(x_j, j = 1, \ldots, N - 1\) are shown to be the zeros of \(L_N'\) and
\[
w_j = \frac{2}{N(N + 1)L_N(x_j)^2}, \quad j = 0, \ldots, N,
\]
while for the Chebyshev case \((p_N = T_N)\)
\[
x_j = \cos \frac{j\pi}{N}, \quad w_j = \left\{ \begin{array}{ll} \frac{\pi}{2N} & j = 0, N, \\ \frac{\pi}{N} & j = 1, \ldots, N. \end{array} \right.
\]
The Gauss-Lobatto quadrature is related to a discrete inner product
\[
(\phi, \psi)_{N,w} = \sum_{j=0}^{N} \phi(x_j)\psi(x_j)w_j,
\]
with associated norm \(||\phi||_{N,w} = (\phi, \phi)_{N,w}^{1/2}\). From (2.5) we observe that
\[
(\phi, \psi)_{N,w} = (\phi, \psi)_w,
\]
if \(\phi, \psi \in \mathbb{P}_{2N-1}\).

Finally, some cases of (1.1) are here emphasized and will be used in the numerical experiments. They are relevant in the applications.

- The following linear pseudo-parabolic problem will be considered as a first model example
\[
v_t - av_{xxt} = bv_{xx}, \quad x \in \Omega = (-1,1), \quad t > 0, \quad (2.8)
\]
\[
v(x, 0) = v_0(x), \quad x \in \Omega, \quad (2.9)
\]
\[
v(-1, t) = v(1, t) = 0, \quad t > 0, \quad (2.10)
\]
where \(a\) and \(b\) are positive constants and \(v_0 : (-1,1) \to \mathbb{R}\). Equation (2.8) is a linearized version of the BBM-Burgers equation. It can be solved, for general enough initial conditions \(v_0\), by using the technique of separation of variables. From the basis of the corresponding eigenvalue problem
\[
X_n(x) = \sin \frac{n\pi}{2}(x + 1), \quad n = 1, 2, \ldots,
\]
with eigenvalues \(\lambda_n = -(n\pi/2)^2, n = 1, 2, \ldots\), the solution of (2.8)-(2.10) can be formally written in the form
\[
v(x, t) = \sum_{n=1}^{\infty} C_n e^{\alpha_n t} X_n(x), \quad (2.11)
\]
where
\[
\alpha_n = \frac{b\lambda_n}{1 - a\lambda_n}, \quad (2.12)
\]
and $C_n$ is the $n$-th coefficient of $v_0$ in the corresponding sine Fourier expansion

$$v_0(x) = \sum_{n=1}^{\infty} C_n X_n(x),$$

(2.13)

assuming that this does exist. In order to check the convergence when dealing with problems (2.8)-(2.10), the representation (2.11)-(2.13) will be used in Section 4 as follows. For different initial data $v_0$, the corresponding numerical approximation will be compared with the associated solution of (2.8)-(2.10), computed exactly or in an accurate enough, approximated way, via the sine Fourier expansion (2.11). In this last case, acceleration techniques, [77, 78], will be used when necessary. For an alternative way to estimate the numerical order of convergence, see e.g. [16].

- A second case study will be the Dirichlet problem of pseudo-parabolic equations of the form

$$v_t - av_{xxx} + \alpha v_x + \beta v_{xx} + \gamma \partial_x f(v) = F,$$

(2.14)

with $a > 0$, $\alpha, \beta \in \mathbb{R}$, $f = f(v)$ some nonlinear function of $v$ and $F = F(x, t)$ a source term. Two particular important examples of $f$ will be used in the numerical experiments:

- The case of the BBM-Burgers equation, for which

$$f(v) = v^2.$$

(2.15)

- The function

$$f(v) = \begin{cases} 
0 & \text{if } v < 0 \\
\frac{v^2}{v^2 + 2(1-v)^2} & \text{if } 0 \leq v \leq 1 \\
1 & \text{if } v > 1
\end{cases}.$$  

(2.16)

The nonlinear term (2.16) appears in modelling two-phase flow porous media, see e.g. [4] and references therein.

2.2. Legendre spectral Galerkin approximation. Let $N \geq 2$ be an integer, $T > 0$. We define the semidiscrete Galerkin approximation as the function $v^N : (0, T) \to P^0_N$ satisfying

$$A(v^N_i, \psi) = B(v^N, \psi), \quad \psi \in P^0_N,$$

(2.17)

$$A(v^N(0), \psi) = A(v_0, \psi), \quad \psi \in P^0_N.$$  

(2.18)

The existence of $v^N(t), t \in (0, T)$ is analyzed in [3]. Here we are interested in the representation of $v^N$ to implement (2.17), (2.18) in the
Legendre case. Due to the presence of nonlinear terms, this is based on the use of nodal basis functions, \[19\]

\[
\psi_j(x) = \frac{1}{N(N+1)} \frac{(1-x^2)}{(x_j-x)} L'_N(x), \quad j = 0, \ldots, N, \tag{2.19}
\]

where \(x_j, j = 0, \ldots, N\), denotes the nodes associated to the Legendre-Gauss-Lobatto quadrature, \(L_N\) is the \(N\)-th Legendre polynomial. The basis (2.19) satisfies

\[
\psi_j(x_k) = \delta_{jk}, \quad j, k = 0, \ldots, N. \tag{2.20}
\]

A Galerkin with numerical integration (GN-I) formulation will be also adopted. This means that, \[19\], from the expansion of the numerical approximation

\[
v^N(x,t) = \sum_{k=0}^{N} V_k(t) \psi_k(x), \quad V_k(t) = v^N(x_k,t), \tag{2.21}
\]

the integrals in the weak formulation are approximated by the Legendre-Gauss-Lobatto quadrature. The resulting system for

\[
V(t) = (V_0(t), \ldots, V_N(t))^T
\]

will have the form

\[
\left(K^0_N(c) + K^{(2)}_N(a)\right) \frac{d}{dt} V = K^{(2)}_N(\alpha)(V) + K^{(1)}_N(\beta)(V) + \Gamma_N(V), \tag{2.22}
\]

where, for \(0 \leq j, k \leq N\)

\[
\left(K^0_N(c) \right)_{jk} = c(x_j) w_j \delta_{jk}, \tag{2.23}
\]

\[
\left(K^{(2)}_N(a) \right)_{jk} = \sum_{h=0}^{N} a(x_h) \frac{d\psi_j}{dx}(x_h) \frac{d\psi_k}{dx}(x_h) w_h, \tag{2.24}
\]

\[
\left(K^{(2)}_N(\alpha)(V) \right)_{jk} = \sum_{h=0}^{N} \alpha(V_h) \frac{d\psi_j}{dx}(x_h) \frac{d\psi_k}{dx}(x_h) w_h, \tag{2.25}
\]

\[
\left(K^{(1)}_N(\beta)(V) \right)_{jk} = \sum_{h=0}^{N} \beta(V_h) \frac{d\psi_j}{dx}(x_h) \psi_k(x_h) w_h = \beta(V_k) \frac{d\psi_j}{dx}(x_h) w_k, \tag{2.26}
\]

\[
(\Gamma_N(V))_j = \sum_{h=0}^{N} \gamma(V_h) \psi_j(x_h) w_h = \gamma(V_j) w_j. \tag{2.27}
\]
In general, matrices (2.24)-(2.26) are full and require $O(N^3)$ operations, with the grid values of the derivatives computed from the Legendre differentiation matrix, [19]. The coefficients in (2.25)-(2.27) are obtained from the use of the nodal basis and (2.20). Thus if $F = \alpha, \beta$ or $\gamma$, then the computation of $F(V(x_h), h = 0, \ldots, N$ is understood as \( \mathbb{F}(v^N(x_h, t)) \), that is $\mathbb{F}(v_h(t))$.

The general formulation (2.22) can be simplified in the case of particular cases of (1.1). For the pseudo-parabolic problem (2.14), the description is made with $F = 0$ on $\Omega = (-1, 1)$ and homogeneous boundary conditions. In the numerical experiments, though, problems on other intervals, with inhomogeneous terms in (2.14) and/or nonhomogeneous boundary data may be considered. This means that the implementation is adapted from the homogeneous problem in $\Omega$ to the corresponding case at hand via suitable change of variables and subtraction of functions to homogenize the boundary data. The details will be given when necessary. The formulation simplifies to

\[
(M_N + aK_N^{(2)}) \frac{d}{dt} V(t) + \alpha C_N V(t) - \beta K_N^{(2)} V(t) + \gamma C_N f(V(t)) = 0,
\]

where now

\[
M_N = K_N^{(0)} = \text{diag}(w_0, \ldots, w_N),
\]

\[
C_N = -K_N^{(1)}, (K_N^{(1)})_{ij} = (\psi_i, \frac{d}{dx} \psi_j)_{N,w},
\]

\[
(K_N^{(2)})_{ij} = (\frac{d}{dx} \psi_i, \frac{d}{dx} \psi_j)_{N,w},
\]

and the computation of $f(V)$ must be understood component wise. (For example, if $f(v) = v^2$, then $f(V) = V \cdot V$, where the dot denotes the Hadamard product of the vectors.) Note that this formulation makes the Galerkin method be essentially equivalent to the collocation approach. The reason is that in this case, [19]

\[
K_N^{(1)} = -M_N D_N, K_N^{(2)} = -M_N D_N^2,
\]

where $D_N$ and $D_N^2$ denote here the first-and second-derivative matrix at the Legendre-Gauss-Lobatto nodes respectively. This is used, along with the boundary conditions, to write (2.28) in the form

\[
(I_{N-1} - a\tilde{D}_N^{(2)}) \frac{d}{dt} \tilde{V}(t) + \alpha \tilde{D}_N \tilde{V}(t) + \beta \tilde{D}_N^{(2)} \tilde{V}(t) + \gamma \tilde{D}_N \tilde{f}(V(t)) = 0,
\]

where $I_{N-1}$ is the $(N-1) \times (N-1)$ identity matrix and the tilde means that the first and last rows and columns (for matrices) and the first and last components (in column vectors) are removed from (2.28).
For the linear problem (2.8)-(2.10), the general formulation (2.22) can be also simplified. To this end, the implementation of the Legendre Galerkin method for (2.8)-(2.10) will follow the compact representation described in [73] for linear elliptic problems (see also [19, 74]). The main idea is choosing a suitable basis for $P_0^N$ such that the linear system obtained from (2.17) is as simple as possible. (In the experiments and for simplicity, $v^N(0)$ will be taken as $v_0(x)$, so that the second equation (2.18) is satisfied.) In Lemma 2.1 of [73] this is given by $\phi_0, \ldots, \phi_{N-2}$ where 

$$\phi_k(x) = c_k(L_k(x) - L_{k+2}(x)), \quad c_k = \frac{1}{\sqrt{4k+6}}, \quad k = 0, \ldots, N-2,$$

where $L_k$ denotes the Legendre polynomial of degree $k$. By using the representation

$$v^N(x,t) = \sum_{k=0}^{N-2} v_k^N(t) \phi_k(x),$$

and evaluating (2.17) for $\psi = \phi_j, j = 0, \ldots, N-2$, we obtain the system for $V(t) = (v_0^N(t), \ldots, v_{N-2}^N(t))^T$

$$K_N V'(t) + S_N V(t) = 0,$$

with $K_N, S_N$ matrices with entries

$$\begin{align*}
(K_N)_{jk} &= \langle \phi_k, \phi_j \rangle_w + a \langle \phi_k', \phi_j' \rangle_w, \\
(S_N)_{jk} &= b \langle \phi_k', \phi_j' \rangle_w = b a_{jk},
\end{align*}$$

where, [73]

$$a_{jk} = \begin{cases} 1 & k = j, \\
0 & k \neq j \end{cases}, \quad b_{kj} = b_{jk} = \begin{cases} c_k c_j \left( \frac{2}{2j+1} + \frac{2}{2j+3} \right) & k = j, \\
-c_k c_j \frac{2^2}{2k+1} & k = j + 2, \\
0 & \text{otherwise}
\end{cases}$$

Then (2.34) is of the form

$$K_N = a I_{N-1} + B_N, \quad S_N = b I_{N-1},$$

where $B_N = (b_{jk})_{j,k=0}^{N-2}$. Note that this matrix is pentadiagonal with only three nonzero diagonals.

### 2.3. Spectral collocation approximation.

Let $N \geq 2$ be an integer, $\mathbb{P}_N^0$ be the subspace of polynomials $p \in \mathbb{P}_N$ with $p(-1) = p(1) = 0$. We denote by $I_N v \in \mathbb{P}_N$ the interpolant polynomial of $v$ based on the
Gauss-Lobatto nodes \( x_j, j = 0, \ldots, N \). The semidiscrete collocation approximation is defined as a mapping \( v^N : (0, T) \rightarrow \mathbb{P}_N^0 \) such that

\[
(cv^N_t - (I_N(\alpha v^N_x))_x) = -(I_N(\alpha v^N_x))_x + \beta v^N_x + \gamma(v^N),
\]

(2.36)

at \( x = x_j, j = 1, \ldots, N - 1 \), with

\[
v^N(0)|_{x=x_j} = v_0(x_j), \quad j = 0, \ldots, N,
\]

(2.37)

A first task here will be to derive a weak formulation equivalent to (2.36), (2.37) and involving the inner product (2.6) for the Chebyshev case. Note that if \( \psi \in \mathbb{P}_N^0 \) then \( w^{-1}(\psi w)_x \in \mathbb{P}_{N-1} \), where \( w(x) = (1 - x^2)^{-1/2} \). Therefore, using (2.7) we have, for \( \phi, \psi \in \mathbb{P}_N^0 \)

\[
- \sum_{j=0}^{N} (I_N(a\phi_x)_x(x_j)\psi(x_j)w_j) = - \int_{-1}^{1} (I_N(a\phi_x))_x(\psi w)dx
\]

\[
= \int_{-1}^{1} I_N(a\phi_x)(\psi w)_x dx
\]

\[
= (a\phi_x, w^{-1}(\psi w)_x)_{N,w}.
\]

This leads to the following weak formulation of (2.36), (2.37):

\[
A_N(v^N_t, \psi) = B_N(v^N, \psi), \quad \psi \in \mathbb{P}_N^0
\]

\[
v^N(0) = I_Nv_0,
\]

where, for \( \phi, \psi \in \mathbb{P}_N^0 \)

\[
A_N(\phi, \psi) = (c\phi, \psi)_{N,w} + (a\phi_x, w^{-1}(\psi w)_x)_{N,w},
\]

\[
B_N(\phi, \psi) = (\alpha(\phi)\phi_x, w^{-1}(\psi w)_x)_{N,w} + (\beta(\phi)\phi_x, \psi)_{N,w}
\]

\[
+ (\gamma(\phi), \psi)_{N,w}.
\]

We observe that \( A_N \) is equivalent to the bilinear form

\[
a_N(\phi, \psi) = (\phi, \psi)_{N,w} + (\phi_x, w^{-1}(\psi w)_x)_{N,w},
\]

which is continuous in \( P_N \times P_N^0 \) and coercive in \( P_N^0 \), in the sense that,

\[
a_N(\phi, \psi) \leq C\|\phi\|_{1,w}\|\psi\|_{1,w}, \quad \phi \in P_N, \psi \in P_N^0,
\]

\[
a_N(\psi, \psi) \geq C\|\psi\|_{1,w}^2, \quad \psi \in P_N^0.
\]

In the case of the Chebyshev collocation approach, the solution

\[
v^N(x, t) = \sum_{k=0}^{N} v^N_k(t)T_k(x),
\]

(2.38)
with $T_k(x)$ standing for the Chebyshev polynomial of degree $k$, is usually represented by the nodal values

$$V(t) = V^N(t) = (v^N(x_0, t), \ldots, v^N(x_N, t))^T, \quad (2.39)$$

at the Gauss-Lobatto nodes $x_j, j = 0, \ldots, N$. The vector (2.39) is related to (2.38) by the formula, [19, 66]

$$v_k(t) = \sum_{j=0}^{N} C_{kj} V^N_j(t), \quad V^N_j(t) = v^N(x_j, t),$$

$$C_{kj} = \frac{2}{c_k c_j} \cos \frac{j k \pi}{N}, \quad c_j = \begin{cases} 2, & j = 0, N \\ 1, & j = 1, \ldots, N - 1. \end{cases}$$

The general formulation of the semidiscrete system for (2.39) can be derived by using a representation of $V$ in the nodal basis (2.19). Thus, a full-matrix system, similar to that of the G-NI approach (2.22), can be obtained (but indeed with different nodes and weights). For practical purposes, it may be more interesting to describe the simplified formulations for the special cases (2.8) and (2.14). In the first one, we have

$$Z_N \left( (I_N - a D^2_N) \frac{d}{dt} V^N(t) - b D^2_N V^N(t) \right) = 0,$$

where

- $D_N$ is now the $N \times N$ Chebyshev interpolation differentiation matrix, [19], and $D_N^2 = D_N D_N$.
- $Z_N$ is the $N \times N$ matrix that represents setting the first and the last components of a vector equals zero, enforcing in this way the boundary conditions (2.10) directly.

Similarly, for (2.14), the semidiscrete system is

$$(I_N - a D^2_N) \frac{d}{dt} V(t) + \alpha D_N V(t) + \beta D^2_N V(t) + D_N f(V(t)) = 0, \quad (2.40)$$

3. Full discretization

As mentioned in the introduction, our proposal for a numerical treatment of (1.1)-(1.3) includes a choice of time discretization that attends to two main additional qualitative aspects. The first one concerns the possible midly stiff character of (1.1) or the corresponding spectral semidiscrete systems. This point suggests to use implicit integration and in order to minimize the computational effort, we consider singly
diagonally implicit Runge-Kutta (SDIRK) methods of Butcher tableau

\[
\begin{array}{ccc}
\gamma & \gamma & 0 \\
1 - \gamma & 1 - 2\gamma & \gamma \\
\frac{1}{2} & \frac{1}{2} & \\
\end{array}
\]  

(3.1)

with \(\gamma = 1/2\) (implicit midpoint rule, order two) and \(\gamma = \frac{3+\sqrt{3}}{6}\) (order three). See e.g. [42] for properties and alternatives for choosing higher-order SDIRK methods.

A second aspect in the time integration that may be worth to study in these problems is the strong stability preserving (SSP) property and the use of the so-called SSP methods. These time integration schemes preserve the strong stability properties of spatial discretizations under the forward Euler time integration. Their formulation relies on the following SSP property (see [41] for details). For a system of ordinary differential equations

\[u'(t) = F(u), \]  

(3.2)

obtained from a semidiscretization in space of some partial differential equations, assume that the forward Euler method applied to (3.2)

\[u_{n+1}^{FE} = u^n_{FE} + \Delta t F(u^n_{FE}),\]

satisfies, in some convex functional \(|| \cdot ||\)

\[||u_{n+1}^{FE}|| \leq ||u^n_{FE}||,\]

when \(\Delta t \leq \Delta t_{FE}\) for some \(\Delta t_{FE}\). Given a \(s\)-stage Runge-Kutta (RK) method for (3.2), written in the form

\[y_i = u^n + \Delta t \sum_{j=1}^{s} a_{ij} F(y_j), \quad 1 \leq i \leq s + 1,\]

\[u^{n+1} = y_{s+1},\]

(3.3)

the SSP coefficient of (3.3) is defined as the largest constant \(c \geq 0\) such that

\[||y_i|| \leq ||u^n||, \quad 1 \leq i \leq s + 1,\]

(which in particular implies \(||u^{n+1}|| \leq ||u^n||\)) whenever

\[\Delta t \leq c\Delta t_{FE}.\]

(3.4)

If \(c > 0\), the method (3.3) is said to be strong stability preserving under (3.4).

Our motivation for the use of SSP methods in (1.1)-(1.3) can be found in the search for a way to ensure the stabilization of the discretization when dealing with discontinuous data. Several examples,
see e. g. [41, 38], reveal the advantages of SSP methods in hyperbolic problems like Burgers or Euler equations. In our case, the presence of the third order derivative $\partial_{xxx}$ typically tends to regularize the evolution (and, as mentioned before, the stiff character) but the presence of oscillations, from discontinuous data, during the numerical simulation is not discarded if the hyperbolic terms in (1.1) are dominant. This may happen, for example, in the BBM-Burgers case (2.14), (2.15) if $\gamma >> a$.

The use of SSP methods in our case would also require a previous analysis on the behaviour of the spectral semidiscretizations with respect to the Euler method. Our confidence here is based on the stability results of the Euler method in other related approaches, [9, 68]. By way of illustration, we may analyze the approximation to the Legendre semidiscrete system (2.33) by the forward Euler scheme. For $t_n = n\Delta t, n = 0, 1, \ldots$ let $V^m_{FE} \in \mathbb{R}^{N-1}$ be an approximation to $V(t_n)$ such that

$$K_N \left( \frac{V^{n+1}_{FE} - V^n_{FE}}{\Delta t} \right) + S_N V^n_{FE} = 0, \ n = 0, 1, \ldots,$$

that is

$$V^{n+1}_{FE} = (I_{N-1} - b\Delta t K_N^{-1})V^n_{FE}, \ n = 0, 1, \ldots$$

(3.5)

Note that since $B_N$ is symmetric, all its eigenvalues are real. Furthermore, it is not hard to check that

$$b_{jj}b_{j+2,j+2} - b_{j,j+2}^2 > 0,$$

which implies that $B_N$ is also positive definite. Therefore all the eigenvalues $\lambda$ are positive. Therefore, from (3.5) we have

$$||V^{n+1}_{FE}|| \leq ||V^n_{FE}||,$$  

(3.6)

(where $||\cdot||$ denotes the usual Euclidean norm in $\mathbb{R}^{N-1}$) when $\Delta t < \mu/b$, for all $\mu = a + \lambda$ eigenvalue of $K_N$. Then, taking $\Delta t_{FE} = \mu_{\text{min}}/b$, where $\mu_{\text{min}} = \min \{\mu, \mu \text{ eigenvalue of } K_N\}$ we obtain that the semidiscretization (2.33) satisfies the monotonicity property (3.6) with respect to the Euler method. It is experimentally observed (see Table I) that as $N \to \infty$ the smallest eigenvalue $\lambda = \lambda_N$ of $B_N$ tends to zero. This means that asymptotically $\Delta t_{FE}$ behaves like $a/b$ and in practice the choice $\Delta t_{FE} = a/b$ would imply (3.6) for $\Delta t \leq \Delta t_{FE}$.

We finally observe that the SDIRK methods (3.1) are SSP methods and both were shown optimal (within the corresponding SDIRK schemes with the same stages and order) in the sense that the value $c$ in property (3.4) is maximal, [33, 52]. They will be denoted by SSP12 ($\gamma = 1/2$, 1 stage, order 1) and SSP23 ($\gamma = \frac{3+\sqrt{3}}{6}$, 2 stages, order 3).
It is indeed possible the use of higher-order methods and of different type (other Runge-Kutta families or multisteps methods), \[38, 39\].

### 4. A numerical study

In this section we will make a computational study to check the performance of the numerical methods described above, considering (2.8) and (2.14) as model problems.

The implementation of the fully discrete schemes is performed in the usual way. For the experiments with nonlinear problems below, the corresponding implicit systems at each stage are numerically solved by the classical fixed point iteration. In the case of the discretization of (2.28), the matrices [2.29]-[2.31] are computed directly, and this is also used in the resolution of the systems of the iterative process. Other alternatives, based on differentiation in frequency space, [74], may be somehow adapted to the representation (2.21). (To our knowledge, the approach in [74] would be the closest idea to what might be called fast transform in this Legendre case.) On the other hand, the full discretization of (2.40) takes advantage of the computation of \(D_N V\) with FFT techniques, [19, 66]. The resolution of the systems of the iteration is carried out with Krylov methods, [71]. In the linear case, iteration is not necessary.

In the Legendre Galerkin method, the numerical solution at a final time \(T = M \Delta t\) is evaluated at a grid of Chebyshev points in \((-1, 1)\)

\[x_j = \cos \frac{j\pi}{P}, \quad j = 0, \ldots, P,\]
and compared with the solution at the grid using the $L^2$, $H^1$ and $L^\infty$ norms

$$
\| E(h) \|_2 = \left( h \sum_{j=1}^{P} (v^M(x_j) - v(x_j, T))^2 \right)^{1/2},
$$

$$
\| E(h) \|_{H^1} = \left( h \sum_{j=1}^{P} ((v^M)'(x_j) - v'(x_j, T))^2 + \| E(h) \|_{L^2}^2 \right)^{1/2},
$$

$$
\| E(h) \|_{\infty} = \max_{1 \leq j \leq P} |v^M(x_j) - v(x_j, T)|,
$$

where $h = 2/N$. For the Chebyshev collocation scheme, the comparisons are made in the corresponding weighted, discrete norms, computing the derivative with the matrix $D_N$. Note that in this case, we take into account that the formulation of the scheme gives the role of representation of the numerical solution to the vector of approximation at the quadrature nodes. In most of the computations the $L^2$ and $L^\infty$ norms give similar conclusions. For that reason, the $L^\infty$ norm of the error will be shown only in those experiments for which it provides new features.

4.1. Problem 1. Spectral convergence for Legendre Galerkin approximation. In order to check the spectral convergence for regular data, we first consider the BBM-Burgers problem \[(2.14), (2.15)\] in $\Omega = (-1, 1)$ with homogeneous boundary conditions, $a = \alpha = 1, \beta = -1, \gamma = 1/2$ and

$$
u(x, 0) = \sin(\pi x),
$$

$$
F(x, t) = e^{-t} \left( -\sin(\pi x) + \pi \cos(\pi x)(1 + e^{-t} \sin(\pi x)) \right). \tag{4.1}
$$

The exact solution is $u(x, t) = e^{-t} \sin(\pi x)$. \[63\]. The problem is approximated by the Legendre GN-I method and the two SSP time integrators. $L^2$ and $H^1$ errors at $T = 1$ with $N = 256$ and several values of the time stepsize $\Delta t$ are shown in Table 2. The results show the corresponding order of convergence of the time integrators. (We checked that larger values of $N$ did not give any change in this behaviour.)

The form of the numerical solution at several times is shown in Figure 1.

4.2. Problem 2. Spectral convergence for Chebyshev collocation approximation. The Chebyshev collocation scheme is now used to approximate the BBM-Burgers problem \[(2.14), (2.15)\] in $\Omega = (-20, 30)$ with homogeneous boundary conditions, $a = \alpha = \beta = 1, \gamma = \ldots$
The function $v(x,t) = \text{sech}(x-t)$ is the solution of the corresponding initial-value problem. Strictly speaking, it does not satisfy the homogeneous boundary conditions. But its values at the boundaries $x = -20, 30$ are, for each $t > 0$, small enough to take it for comparison with the numerical solutions given by Chebyshev collocation and SSP12, SSP23 methods. The $L^2$ and $H^1$ errors at $T = 10$ are shown in Table 3 while the traveling wave form for the numerical profile is illustrated in Figure 2. The errors show again the order of conver-
Table 3. Numerical approximation of \((2.14)\), \((2.15)\), \((4.2)\): \(L^2\) and \(H^1\) norms of the error at \(T = 1\) with Chebyshev collocation method and \(N = 1024\).

| \(\Delta t\) | \(\gamma = 1/2\) \(L^2\) Error | \(\gamma = 3 + \sqrt{3}/6\) \(H^1\) Error | \(\gamma = 1/2\) \(L^2\) Error | \(\gamma = 3 + \sqrt{3}/6\) \(H^1\) Error |
|------------|-----------------|-----------------|-----------------|-----------------|
| 0.1        | 5.2981E-04      | 9.8639E-04      | 2.2235E-05      | 3.8118E-05      |
| 0.05       | 1.3237E-04      | 2.4636E-04      | 32.9139E-06     | 4.9823E-06      |
| 0.0025     | 3.3087E-05      | 6.1631E-05      | 3.7482E-07      | 6.3747E-07      |
| 0.00125    | 8.2715E-06      | 1.5638E-05      | 4.7773E-08      | 8.1216E-08      |

4.3. Problem 3. Nonsmooth data. We are now interested in studying the performance of the methods when the initial data has low regularity. To this end we perform numerical experiments to compute the numerical rates of convergence of the spatial discretization in the corresponding norms. In all cases, we checked with several ranges of time stepsize \(\Delta t\) that errors and orders do not change with smaller values than those that were finally taken. Unless otherwise stated, we fix \(\Delta t = h/2\). We first consider \((2.8)-(2.10)\) with

\[
v_0(x) = \begin{cases} 
1 & |x| \leq 2 \\
0 & \text{otherwise}
\end{cases}.
\]  

(4.3)

In this case, the expansion \((2.13)\) has coefficients

\[
C_n = \frac{2}{n\pi} \left( \cos \frac{n\pi}{4} - \cos \frac{3n\pi}{4} \right).
\]

The corresponding solution \((2.11)\) is represented by a truncated series whose accuracy is checked by using acceleration techniques, \([78]\). Table 4 shows the errors and convergence rates at \(T = 1\) of the Legendre Galerkin approximation for the two fully discrete methods using \(h = 2/N\). In both, the lack of regularity makes the \(H^1\) norm unable to control the error, but in the case of the other two norms, the error in space seems to be dominant and, according to the rates, like \(O(N^{-1})\).

The form of the numerical solution at different times is illustrated in Figure 3.
As the regularity of the initial condition is increasing, an increment in the spatial order of convergence is expected. Thus, taking

\[ v_0(x) = 1 - |x|, \]  

(4.4)
Figure 3. Numerical solution with Legendre Galerkin and SSP23 from the initial condition \(v_0(x)\) at \(t = 0, 0.3, 0.6, 1\).

(see Figure 4) the behaviour of the errors in \(L^2\) norm corresponding to SSP23 (which is third-order), observed in Table 5 suggests an error in space of \(O(N^{-2})\), while in the case of the \(H^1\) norm this seems to be \(O(N^{-1/2})\). In the case of SSP12, since \(\Delta t = O(h)\), the order of the spatial error in \(L^2\) norm would coincide with the second order in time.

A final experiment concerns the initial condition

\[
v_0(x) = \begin{cases} 
1 + 2x + x^2 & -1 \leq x \leq 0 \\
1 + 2x - 3x^2 & 0 \leq x \leq 1
\end{cases},
\]

(4.5)

whose second derivative has a discontinuity at \(x = 0\). The corresponding results, displayed in Table 6, show that the dominant error in time is recovered. (See Figure 5 to illustrate the form of the approximation at several times.) In order to determine the order in space, Table 7 shows the errors given by SSP23 with \(\Delta t = O(h^2)\). The rates for the \(L^2\) error norm suggest an spatial error of \(O(N^{-4})\), while the \(H^1\) norm of
\[ \gamma = \frac{1}{2} \]
\[ \gamma = \frac{3 + \sqrt{3}}{6} \]

| \( N \) | \( \| E(h) \|_2 \) | \( \| E(h) \|_{H^1} \) | \( \| E(h) \|_2 \) | \( \| E(h) \|_{H^1} \) |
|------|--------|--------|--------|--------|
| 32   | 3.0806E-05 | 7.1528E-02 | 4.6914E-05 | 7.1537E-02 |
| 64   | 7.6988E-06 | 5.0138E-02 | 1.1779E-05 | 5.0140E-02 |
| 128  | 1.9260E-06 | 3.5374E-02 | 2.9535E-06 | 3.5374E-02 |
| 256  | 4.8245E-07 | 2.5000E-02 | 7.4021E-07 | 2.5001E-02 |

Table 5. Numerical approximation from \((4.4)\): \( L^2 \) and \( H^1 \) norms at \( T = 1 \) of the error with Legendre Galerkin method and \( \Delta t = 0.5h, h = 2/N \).

![Graphs](image1.png)

(a) \( t = 0 \)  
(b) \( t = 0.3 \)  
(c) \( t = 0.6 \)  
(d) \( t = 1 \)

Figure 4. Numerical solution with Legendre Galerkin and SSP23 from the initial condition \((4.4)\) at \( t = 0, 0.3, 0.6, 1 \).

the error is similar to that of Table 6, and this behaves like \( O(N^{-3/2}) \).
\[ \gamma = 1/2 \]

\[ \gamma = \frac{3+\sqrt{3}}{6} \]

| \( N \) | \( ||E(h)||_2 \) | \( ||E(h)||_{H^1} \) | \( ||E(h)||_2 \) | \( ||E(h)||_{H^1} \) |
|------|----------|----------|----------|----------|
| 32   | 2.5019E-05 | 9.6161E-03 | 8.0169E-07 | 9.6074E-03 |
| 64   | 6.2468E-06 | 3.3927E-03 | 9.8674E-08 | 3.3911E-03 |
| 128  | 1.5612E-06 | 1.1987E-03 | 1.2254E-08 | 1.1984E-03 |
| 256  | 3.9028E-07 | 4.2369E-04 | 1.5272E-08 | 4.2364E-04 |

Table 6. Numerical approximation from (4.5): \( L^2 \) and \( H^1 \) norms at \( T = 1 \) of the error with Legendre Galerkin method and \( \Delta t = 0.5h \), \( h = 2/N \).

Figure 5. Numerical solution with Legendre Galerkin and SSP23 from the initial condition (4.5) at \( t = 0, 0.3, 0.6, 1 \).

According to the experiments with (4.3)-(4.5) and at least for the case of the (2.8)-(2.10), the numerical results suggest that, for \( v_0 \in \)
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| $N$  | $||E(h)||_2$     | $||E(h)||_{H^1}$ |
|------|------------------|------------------|
| 32   | 9.3545E-08       | 9.6074E-03       |
| 64   | 5.8890E-09       | 3.3911E-03       |
| 128  | 6.5649E-10       | 1.1984E-03       |
| 256  | 4.1507E-11       | 4.2364E-04       |

Table 7. Numerical approximation from (4.5): $L^2$ and $H^1$ norms at $T = 1$ of the error with Legendre Galerkin method, $\gamma = \frac{3+\sqrt{3}}{6}$ and $\Delta t = 0.25h^2, h = 2/N$.

$H^m_w, m \geq 1$

$$\max_{0 \leq t \leq T} ||v^N(t) - v(t)||_{1,w} \leq CN^{1/2-m},$$

$$\max_{0 \leq t \leq T} ||v^N(t) - v(t)||_{0,w} \leq CN^{-2m}.$$  

The experiments with (4.3) also suggest to conjecture that if $v_0 \in L^2_w$ then

$$\max_{0 \leq t \leq T} ||v^N(t) - v(t)||_{0,w} \leq CN^{-1}.$$  

The results corresponding to the Chebyshev collocation method do not show any qualitative change with respect to those given by the Legendre Galerkin discretization. Thus previous experiments suggest a similar error behaviour for Galerkin and collocation methods. (Recall that the implementation makes the schemes have a related formulation.) In the nonlinear case, the performance of the methods with less regular conditions is illustrated by the following experiment. We approximate (2.14), (2.16) on $\Omega = (-60, 210)$ with $\alpha = 0, a = 5, \beta = -1, \gamma = 1, F = 0$, nonhomogeneous boundary conditions

$$v(-60, t) = S_L, \quad v(210, t) = S_R,$$

and Riemann type initial data

$$\eta(x) = \begin{cases} S_L & \text{if } x < 0 \\ S_R & \text{if } x \geq 0 \end{cases} \quad (4.6)$$

Two cases are considered: $S_L = 0.9, S_R = 0$ and $S_L = 0.55, S_R = 0$. (For the relevance of the models in the context of porous media, see [4] and references therein.) For a final time of simulation $T = 150$, the numerical solution given by the Legendre GN-I method with SSP23 is shown in Figure 2. The profiles do not seem to develop disturbances from the discontinuous initial data and the final structure of the solution is in accordance with that reported in the literature, [32, 27].
Figure 6. Numerical solution with Legendre GNI and SSP23 for the problem (2.14), (2.16), (4.6) at $t = 150$.
(a) $S_L = 0.9, S_R = 0$; (b) $S_L = 0.55, S_R = 0$.

5. Concluding remarks

This paper attempts to contribute to the approximation to the initial-boundary-value problem, with Dirichlet boundary conditions, of pseudo-parabolic equations with a computational study of spectral discretizations in space, combined with SDIRK-SSP schemes for the time integration and without operator splitting strategies. The paper is the first of a series of two concerning spectral approximation for Sobolev-type problems. A second paper, [3], is devoted to error estimates of the spectral Galerkin and collocation semidiscretizations with a family of Jacobi polynomials which includes those of Legendre and Chebyshev type. By way of illustration and because of their wide use in the applications, the present paper focuses on these two families. We first make a detailed description of the Legendre Galerkin and Chebyshev collocation schemes. Then our choice for the full discretization is determined (beyond classical aspects of quantitative accuracy) by two qualitative aspects: the possibility that the semidiscretizations are affected by stiffness and the behaviour with respect to the integration with nonregular data. In order to avoid the first point without a great computational effort, we consider SDIRK methods. For controlling the
numerical solution from nonsmooth data, we propose to study the benefits of the SSP property in this case and the corresponding use of SSP methods. Our suggestion is based on the performance of these methods to approximate discontinuous solutions of hyperbolic partial differential equations. All this finally takes us to consider two SDIRK-SSP methods of orders two or three whose SSP coefficients, within the corresponding number of stages and order, are optimal. The alternative use of higher-order and/or explicit SSP methods (for example, if the problem is known to be nonstiff) is also possible.

The paper introduces then a complete computational study, with linear and nonlinear problems, of the performance of the methods. For smooth initial data, the numerical experiments suggest the spectral order of convergence in space (and confirmed by the theoretical results in [3]). We additionally study numerically the behaviour of the approximation from initial conditions with low regularity. The computations enable us to suggest some estimates on the behaviour of the error with respect to the smoothness of the initial condition. The use of SSP methods seems to avoid, as in the hyperbolic case, spurious oscillations in the numerical approximation when simulating not regular solutions.

As mentioned before, the behaviour of the errors in the spectral semidiscretizations with more general Jacobi polynomials is analyzed in the companion paper [3] and constitutes the immediate continuation of our research. Other several lines can be followed then. The first one is the theoretical confirmation of some conjectures, experimentally suggested in the present paper and not covered by the results in [3], on the error behaviour for nonsmooth data. On the other hand, the good performance observed by the inclusion of the SSP property in the time discretization may deserve a deeper study, in order to analyze its extent and influence on the time behaviour of the simulation. Finally, the extension of these results to two-dimensional problems may complete the research lines for the future.
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