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ABSTRACT
Currently, security breaches in public places like airports and official buildings are a major concern by both governmental and corporative organizations. In these situations, X-ray devices must scan a vast amount of baggage in a short time frame. Hence, deploying scanners that automatize the task of detecting suspicious artefacts becomes of vital importance to prevent from threats. In this paper we present FORTIFIER, a formal distributed framework designed to detect suspicious artefacts. This approach consists in the integration of several image detection algorithms executed in a distributed environment, which are aimed to detect a wide spectrum of weapons like guns, knives and bombs. The main core of our proposed framework for recognizing suspicious artefacts is divided in different phases, where each one is modelled with a specific finite state machine (FSM). Several FSMs are combined to detect different artefacts. We also present a case of study where some performance experiments are carried out for analysing the scalability of FORTIFIER. Initially, FORTIFIER is deployed in a single cloud environment. Once the main features that have a significant impact on the overall system performance are analysed, our proposed framework is deployed in a multi-cloud environment.
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1. Introduction

The manual detection of suspicious artefacts carried out by human operators is a complex and arduous task. The luggage usually consists of a large quantity of items, usually overlapped, which hampers the detection of this kind of malicious objects. Also, the quantity of baggage that contain threatening objects represents a very low percentage of the total, and the technological support provided to the operators is very reduced. Therefore, at peak times, the worker must instantly decide whether or not a luggage can be considered as suspicious. Since each operator must analyse several baggages, the human error level can be very high even if they have been intensively trained.

After the 11/9 tragedy, security has become a national priority for governments around the world. Consequently, high security measures have been imposed on both governmental and corporative facilities to ensure the integrity of citizens. It is worth emphasizing the
case of the airports, where only the U.S. government generated an annual $700 million market (107-71 2001) in the deployment of Explosives Detection Systems (EDS) (Murray & Riordan, 1995; Singh & Singh, 2003), which are based on X-ray imaging for scanning baggage (see Figure 1).

For all of these reasons, the massive deployment of EDS has arisen the interest of the scientific community. Several automatic detection techniques have been reported in the literature (Mery, 2015a; Wells & Bradley, 2012), such as artificial neural networks (Liu & Wang, 2008; Singh & Singh, 2004), support vector machines (SVM) (Franzel, Schmidt, & Roth, 2012; Nercessian, Panetta, & Agaian, 2008) and novel multiple-view approaches (Mery, 2015b; Mery, Riffo, Zuccar, & Pieringer, 2017; Uroukov & Speller, 2015). All these techniques, especially the multiple-view ones (see Figure 2), have high detection rates for processing all type of threatening artefacts such as guns, weapons, bombs and knives, which represents a beneficial contribution to protect the human life. However, these techniques are designed to be executed in a single machine. Unfortunately, this solution provides a low performance, lacks of fault tolerance and it is overexposed to risks such as computer attacks.

During the last years, cloud computing systems are increasing their role due to the wide adoption of new computer networks and the fast evolution of computing technologies. Cloud computing can be defined as a paradigm that provides access to a flexible and on-demand computing infrastructure, by allowing the user to deploy virtual machines for a specific time slot giving the illusion of unlimited resources. A very clear proof of this fact is that very important companies like Amazon, Google, Dell, IBM, and Microsoft are investing billions of dollars in order to provide their own cloud solutions.

Currently, several factors motivate the interest of migrating and deploying systems in the cloud, like the possibility of accessing to a flexible computing system with the possibility of varying the number of CPUs and the memory size in runtime. The leap from private data-centres and local clusters to this new paradigm has been imposed in many research areas, it being the main reason for the evolution of computational needs. Also, the lack of infrastructure and administration duties results in ease off management and

![Figure 1](image-url). X-ray image for detecting guns in baggage (Mery, 2015b).
overall cost reductions, where users are released from those tasks for managing physical servers or storage devices.

In this paper we introduce a distributed framework, called FORTIFIER, to detect suspicious artefacts. In order to avoid security risks, it is important to incorporate mechanisms to increase the confidence on the correctness of the system. It is widely recognized that the combination of formal methods and testing techniques is very beneficial (Cavalli, Higashino, & Núñez, 2015; Gaudel, 1995; Hierons et al., 2009; Hierons, Bowen, & Harman, 2008; Hierons, Merayo, & Núñez, 2016, 2017; Veanes et al., 2008) and industry is becoming aware of the importance of using formal approaches (Grieskamp, Kicillof, Stobie, & Braberman, 2011). The system proposed in this work present interconnected components and requires a framework that allow to analyse the correctness of the communication among them. We have adopted a formal approach that allows to model our system using a formalism based on communicating finite state machines (Merayo & Núñez, 2015). Each component of FORTIFIER is given by a finite state machine. In order to ensure the correct behaviour of the proposal, a specific set of properties that involve the communication among the components has been designed and checked against our model. A complete case study has been carried out. The system has been implemented and deployed along several cloud systems in a simulated environment conducted by using the SIMCAN simulation platform (Núñez, Fernández, Filgueira, García, & Carretero, 2012). It has allowed us to analyse both the correctness of the implementation and the performance scalability of FORTIFIER.

This paper extends and enhances our previous work (Cañizares, Merayo, & Núñez, 2016). Specifically, we can mention the following contributions.

- We have included an extensive review of the main proposals to detect suspicious artefacts.
- We have designed a new set of communicating invariants that represent different behaviours that the system must fulfill.
- We have extended the evaluation process with new experiments. We report a detailed analysis of the overall system performance obtained by the application of our proposal, based on the results.

The rest of the paper is structured as follows. Section 2 reviews the related work. Section 3 presents the formal framework used in this paper. Next, in Section 4 we describe the
proposed distributed scheme. Section 5 presents experimental results. Finally, in Section 6 we present the conclusions and some lines of future work.

2. Related work

During the last years, several contributions focusing the detection of suspicious artefacts, by analysing X-ray images of luggage, can be found in the literature. In general, these artefacts could be threatening for the humans health, which is a general concern. The existing contributions can be categorized in two main groups: single-view (Liu & Wang, 2008; Singh & Singh, 2004) and multiple-view (Mery, 2015b; Uroukov & Speller, 2015).

The single-view techniques are those whose main goal is to detect threatening objects by analysing a single image. In this field, there exists a large quantity of contributions (Liu & Wang, 2007; Paranjape, Sluser, & Runtz, 1998; Turcsany, Mouton, & Breckon, 2013). Among them, let us remark two main subsets, those based on artificial neural network and those based on SVM. In the field of the artificial neural networks, Singh & Singh (2004) presented a methodology for optimizing image segmentation algorithms in an automatic way. The proposed methodology uses several image properties, such as intra-cluster distances, colour purity and gradient strength to train an artificial neural network that is used to predict the acceptance degree of the proposed solution. Finally, the authors performs an empirical study that shows the suitability of the proposal. At the same research line, Liu & Wang (2008) proposed a classification system based on artificial neural networks and fuzzy logic to detect explosives in X-ray images. Then, a multi-level fuzzy classifier and a parallel artificial neural network are used to improve the accuracy level of the proposed system. In the field of SVMs, Nercessian et al. (2008) presented an automatic system for the detection of threatening objects in X-ray luggage images. The system uses segmentation and feature vectors, which are considered as the pillars of the artificial intelligent system. An experimental study has been include to analyse and detect handguns, which shows both the effectiveness of the system for detect this kind of suspicious objects and the suitability of the algorithm for real-time applications. Al-Qubaa & Tian (2012) presented a weapon detection system based on time and frequency extraction techniques. The main idea of the proposal is that each weapon has a unique electromagnetic fingerprint, determined by its size, shape and physical composition. The empirical study carried out in this paper shows the potential and efficiency of the system by detecting guns and non-gun objects in controlled and non-controlled environments.

In the last 5 years there have been several approaches based on a novel technique known as multiple-view (Baştan, 2015; Mery, 2013, 2014). The multiple-view techniques are those whose main goal is to detect threatening objects analysing a transition of multiple views. Franzel et al. (2012) presented an automatic object detection approach for multi-view X-ray image data. This proposal is two folded, on the one hand the system analyses the variations of the X-ray images obtained from external analysers and adapts existing appearance-based object detection approaches to the X-ray image data. In this way, the authors intends to decrease distortions and to increase the feature set. On the other hand, the system uses a multi camera detection approach to analyse single-view images and multiple-view images, which improves the effectiveness of the proposed systems using the mutual reinforcement of geometrically consistent hypotheses. The experimental phase evaluates the proposed method detecting handguns in carry-on
luggage. Mery presented a multiple-view methodology to identify and extract features of a complex artefact (2015b). The methodology is based on five steps, image acquisition, geometric model estimation, single-view detection, multiple-view detection and analysis. The experimental study that has been carried out to validate the methodology shows that this proposal outperforms the existing representative approaches existing in the state of the art. Uroukov & Speller (2015) proposed a system to detect suspicions objects during the scanning process using textural signatures to recognize a wide spectrum of materials. In this work, the authors carry out an experimental study where several images of industrial standards have been filtered using a directional Gabor-type approach and analysed using a diverse spectrum of range and orientation. In the experimental phase it was found that different materials could be characterized in terms of the frequency range and orientation of the filters. More recently, Mery et al. (2017) presented an automated multiple-view method to recognize objects with highly defined shapes and sizes. The proposed method is two folded: the first step is to analyse each view of the sequence, and the next step consist in perform the analysis using the multiple-view image. With the main objective of illustrating the suitability of the proposed method, an experimental study have been carried out in order to recognize regular objects such as clips, springs and razor blades, the results have shown a high level of accuracy.

Although the existing techniques reach a suitable level of accuracy by detecting suspicious artefacts in X-ray images, for the best of our knowledge there not exist a distributed schema based on formal methods and simulation techniques to define and analyse the intended system. For this reason, we consider that the contributions proposed in this paper are suitable for the initial stages of the distributed detection systems development, decreasing the quantity of errors due to formal nature of the framework and the post-analysis performed with the simulation tool.

3. Formal framework

In this section we review the framework used for specifying and testing complex systems (Merayo & Núñez, 2015) that has been used to model and specify FORTIFIER. In addition, we introduce some extensions to the finite state machine model, that allows us to define and check the correctness of communications between components of the system.

3.1. Finite state machines

Finite state machines, in short FSM, are one of the formalism widely used to formally specify systems. We have chosen them to specify our system because they are well known and their definition and semantics are very simple.

Definition 3.1  An FSM is a tuple $M = (S, s_{in}, I, O, T_r)$ where $S$ is a finite set of states, $s_{in}$ is the initial state of the machine, $I$ is the set of input actions, $O$ is the set of output actions, with $I \cap O = \emptyset$, and $T_r$ is the set of transitions, with $T_r \subseteq S \times S \times I \times O$. A transition belonging to $T_r$ is a tuple $(s, s', i, o)$ where $s, s' \in S$ are the initial and final states of the transition, respectively, $i \in I$ is the input action and $o \in O$ is the output action.

We say that $M$ is deterministic if for all state $s$ and input $i$ there exists at most one state $s'$ and one output $o'$ such that $(s, s', i, o) \in T_r$. We say that $M$ is input-enabled if for all state $s$ and input $i$ there exists at least one state $s'$ and one output $o'$ such that $(s, s', i, o) \in T_r$. 

---
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In the following definition we introduce the concept of *trace*. A trace is a sequence of inputs and outputs pairs that captures the behaviour of a system.

**Definition 3.2** Let $M = (S, s_0, I, O, T_r)$ be a FSM. We say that $(i_1/o_1, \ldots, i_n/o_n)$ is a *trace* of $M$ if there exist $n$ states $s_1, \ldots, s_n \in S$ such that

$$(s_0, s_1, i_1, o_1), (s_1, s_2, i_2, o_2), \ldots, (s_{n-1}, s_n, i_n, o_n) \in T_r$$

with $s_0 = s_0$. We denote by $\langle \rangle$ the empty trace and by $\text{trace}(M)$ the set of all traces of $M$.

**Example 3.3** Let us consider the FSM depicted in Figure 3 presenting a reduced version of the pre-processing image stage. It enhances the visual appearance and improves the manipulation of the image for later stages. The nodes represent the most relevant states of the algorithm, while the arcs represent the relevant transitions performed during the process. The initial state of the machine is $s_1$, corresponding to the point where the image to be pre-processed is received.

Let us consider the transition $(s_1, s_2, \text{ImageRaw}, \text{PreProcI})$. Intuitively, if the machine is the initial state $s_1$ and it receives an input $\text{ImageRaw}$, then it produces the output $\text{PreProcI}$ and the machine changes to state $s_2$. Also, we can observe that $(\text{ImageRaw}/\text{PreProcI}, \text{PPImg}/\text{CheckI}, \text{ContP}/\text{DetectImg})$ is a trace of the system.

Next, we describe the steps required to perform the image pre-processing phase. At the initial state, the system receives an image $\text{ImageRaw}$ and the process $\text{PreProcI}$ is invoked. Once all the pre-processing operations have been performed, the system checks the correctness of the generated image calling the $\text{CheckI}$ process. Finally, the checking process returns a result which shows the diagnostic of the pre-processed image. If the checking process detects that the image has some faults, then the process will be interrupted.

### 3.2. Communicating finite state machines

In order to alleviate hard computational challenges, there is a whole new generation of systems. These systems are usually distributed along the nodes of a network. Thus, the communication between the components of this network becomes a critical factor for
the overall system performance. Unfortunately, the behaviour of these systems cannot be represented by using classical finite state machines and, therefore, it is required to develop new methodologies that allow us both to represent properties related to communications and to establish its correctness.

**Definition 3.4** A Communicating Finite State Machine, in short CFSM, is an FSM with a set of communication channels. A Net Communicating Finite State Machines, in short NETCOM, is a pair $\mathcal{N} = (\mathcal{M}, C)$, where $\mathcal{M} = \{M_1, \ldots, M_n\}$ is a set of CFSMs such that for all $1 \leq i \leq n$ we have that $M_i = (S_i, s_i^0, I_i, O_i, T_i)$ and $C = \{C^a_i : i \leq n \land a \in I_i\}$ represents the set of communication channels, where $C^a_i$ means that $M_i$ can receive the message $a$. We assume that $I_1, \ldots, I_n$ are pairwise disjoint and for all $1 \leq i \leq n$ we have that $I_i \cap O_i = \emptyset$.

Given $I_N = \bigcup_{i=1}^{n} I_i$ and $O_N = \bigcup_{i=1}^{n} O_i$, we define the sets $\text{Shared}_N = I_N \cap O_N$, $\text{envInput}_N = I_N \setminus \text{Shared}_N$ and $\text{envOutput}_N = O_N \setminus \text{Shared}_N$.

A CFSM in a NETCOM can interact both with the environment and with another CFSM, by sending inputs and receiving output actions. Thus, two classes of transitions can be distinguished. On the one hand, external transitions are those labelled with input actions that are received from the environment. On the other hand, internal transitions are those that are triggered by an output produced by the execution of a transition in another CFSM.

The set $\text{shared}_N$ contains those actions allowing the communication between two machines in a net. Those actions belong simultaneously to the set of input actions of a CFSM in the net and the set of output actions in another one. The set $\text{envInput}_N$ (envOutput$_N$) corresponds to the set of not shared input (output) actions appearing in $\mathcal{N}$, that is, the input (output) actions labelling external transitions.

**Example 3.5** Let us consider the NETCOM depicted in Figure 4. It can be seen as an evolution of Example 3.3 in which we have included communication channels. In this case, the image pre-processing, previously performed by a single FSM, has been split.

---

**Figure 4.** Specification of pre-processing and checking image phases by using the CFSM model.
between two CFSM, pre-processing and checking. Moreover, we have included another CFSM, called database, that provides images to the image pre-processing system.

Next, we describe the steps to perform the pre-processing and checking phases required for the analysis of images. The database is in charge of providing the pre-processing node with an image stream (ImageRawo). The pre-processing node receives it (ImageRawi) and invokes the process which preprocesses the image (ImgNR). Once the pre-processed image is returned (ImgPP), the pre-processing node sends it (CImgPo) to the checking node (CImgPi) which invokes the process that checks the correctness of the generated image (CAP). Finally, when the verdict of the evaluation is received (YCP or NCP), the checking node sends it (ContPo or StopPo) to the pre-processing node. If the image presents any faults (StopPi), the pre-processing node stops the process and reports an error. If the image is correct (ContPo) the process can continue.

In order to validate the correctness of a system by using a passive testing technique, we record and analyse the sequences of actions generated by the system under test. These sequences are checked against a certain set of properties, that we call invariants, representing the most relevant properties that the system must fulfill. Next, we introduce the notion of communication invariant, an extension of the usual notion of invariant used in a single FSM.

**Definition 3.6** Let \( N = (M, C) \) be a NETCOM. We say that a sequence \( ? \) is a communicating invariant, in short c-invariant, for the net \( N \), if \( ? \) is defined according to the following EBNF:

\[
? := \vartheta_1 | \vartheta_2
\]

\[
\vartheta_1 := \varphi | \vartheta_2 \mid \varphi \mid \vartheta_3 \mid \varphi \rightarrow S
\]

\[
\vartheta_2 := \varphi \mid \vartheta_1 \mid \varphi \mid \vartheta_3 \mid \varphi \rightarrow O
\]

\[
\vartheta_3 := \star
\]

where \( \varphi \in \text{shared}_N \), \( \varphi \in \text{envInput}_N \), \( \varphi \in \text{envOutput}_N \), \( S \subseteq \text{shared}_N \) and \( O \subseteq \text{envOutput}_N \). The set of invariants for the net \( N \) is denoted by \( \Omega_N \), where we will omit the subindex if it can be deduced from the context.

The previous EBNF expresses that a c-invariant is a sequence of symbols where each component, but the last one, is either a pair with one of the elements being a shared action (s) and the other one an input (i) or an output (o) action, or the wildcard \( \star \) that can replace a sequence of actions not containing the first input symbol that appears in the component of the c-invariant that follows it. Let us note that two consecutive pairs in the sequence \( a/b, c/d \) must be compatible, that is, either \( c = b \in \text{shared}_N \) or \( b \in \text{envOutput}_N, c \in \text{envInput}_N \) and both \( a \) and \( c \) belong to the set of input actions of the same CFSM in \( N \). In addition, a c-invariant cannot contain two consecutive occurrences of \( \star \). The last component is given by either the expression \( i \rightarrow S \) or \( s \rightarrow O \). The former corresponds to an input action followed by a set of shared actions and the latter represents a shared action followed by a set of output actions.

A c-invariant contains two different components. The first one, called preface, includes a sequence of pairs of input/output actions in which one of them must correspond to a communication action between two machines. The second component represents the behaviour that the system must exhibit if we observe the sequence of communicating actions expressed in the preface. If we observe the preface but the next action produced
by the system is not included in the last component of the c-invariant then an error will have been detected.

4. Distributed framework to detect suspicious artefacts

In this section we describe our proposed distributed framework, called FORTIFIER, for detecting suspicious artefacts. In order to show a detailed perspective of our approach, a formal specification of the different phases of this framework is provided. We also present a set of c-invariants for analysing the efficiency and effectiveness of our proposal.

Figures 5 and 6 show the formal specification of the NETCOM that represents the behaviour of FORTIFIER. This specification has been developed using the formalism described in Section 3. It represents the different steps that constitute the whole process used for detecting suspicious artefacts that have been implemented in FORTIFIER. We can distinguish three different phases. The first one corresponds to image pre-processing operations, the second one ensures image integrity and the third one performs image recognition based on majority voting process. First, an image to be processed (ImgRawi) is sent to the pre-processing node. The image is filtered and processed (ImgNR) with noise reduction algorithms to fix possible visual defects of the image. Next, the pre-processed image (ImgPP) is sent to the checking node (CImgPo), where the image (CImgPi) is received and checked in order to detect format defects (CI).
some fault is detected, the checking node reports an error (StopPo) and the execution is aborted (EImgo). If the image is correct, the system sent it to the detection voting node (VotImgo). The voting process is performed for determining the suspect nature of an element. The image received (VotImg) is sent to the detection algorithms that process it (V1o, V2o, V3o). If the algorithm detects that the image matches with a suspicious artifact, it emits a positive vote (YA1). On the contrary, it emits a negative vote (NA1). Finally, if the majority of the votes is positive, an alarm is triggered (WD1) and the image is stored into a database (SaveDB).

In FORTIFIER, an image stream flows through the different stages by following a pipeline model, where the output generated by a node is the input of the one that performs the next step. Although each node only can process one image at the same time, the processing of different images can be performed simultaneously. Moreover, since the distributed design of FORTIFIER allows to execute the nodes in different physical machines, the resources provided by a distributed system, like an HPC cluster or a cloud computing system, can be exploited in parallel to increase the overall system performance.

We consider that the detection of elements that can be a threat to the security is critical. Thus, we provide a robust and extensible meta-detector suitable for different hazard environments, such that the detection of threatening elements is performed through a voting process in which participate several independent detection algorithms. In addition, we have included into FORTIFIER Online Stage (Mery, 2015b), a detection algorithm based on the classification and analysis of the main key points detected in an image.

Figures 6 and 7 show the specification of FORTIFIER, that is represented by a NETCOM with three CFSM. The first one, Online State, describes the general behaviour of the
algorithm, receiving an image ($V_1$, $V_2$, or $V_3$) and distributing tasks among the other machines ($M_{Ao}$, $M_{Vo}$). The second machine represents the behaviour of the Monocular analysis process, that is in charge of performing operations such as segmentation (SEG), key points selection (KEY), classification and clustering (CCS). The third machine, Multiple View Analysis, performs operations such as data association (DAS) and data analysis (DAN).

A positive verdict ($YA_1$) will be emitted by the algorithm if a suspicious artefact has been detected.

Next, we introduce a set of c-invariants. They represent behaviours that must be fulfilled by the system in order to ensure its correctness.

$$\theta_1 = \frac{NCP \rightarrow \{Stop\}_s}{i}$$

Intuitively, this c-invariant expresses that if the checking node detects any fault in an image (NCP), the system stops the process (Stop) of analysis of this image.

$$\theta_2 = \frac{Img_{Raw} / Img_{NR}, \star, NDAS / NMV_\star, NCCS / NMA_\star, \star, NWD_\star \rightarrow \{END\}}{s/o \ \ i/s \ \ i/s \ \ s \ \ O}$$

The above c-invariant expresses that after an image is loaded for being processed (Img_{Raw} / Img_{NR}), if we observe that no errors are detected during the multiple view analysis and the monocular analysis of two different voting algorithms, then the process should finish (END).

$$\theta_3 = \frac{ContP / Vote\_Img_\star, \star, MA_\star / SEG \star, YCCS \rightarrow \{YMA_\star\}}{i/s \ \ s/o \ \ s \ \ \ i \ \ \ \ s \ \ \ \ \ \ O}$$

The $\theta_3$ c-invariant represents that after an image has been sent to the detection node for voting (ContP / Vote\_Img), if at some point the monocular analysis process detects a suspicious artefact (YCCS) then it must be notified (YMA).

$$\theta_4 = \frac{Img_{PP} / C\_Img_\star, \star, ContP / Vot\_Img_\star, \star, NA_\star / NW_\star \ NW_\star \rightarrow \{END\}}{i/s, \star, i/s \ \ i/s \ \ s \ \ O}$$

The last c-invariant establishes that if an image is successfully pre-processed and checked (Img_{PP} / C\_Img) and the image is transferred to the detection voting, then, if the vote of
the third participant is negative, the verdict of the detection voting will be negative and the process ends.

5. Experiments

In this section we present several experiments to evaluate the scalability of FORTIFIER when it is deployed in different cloud systems. In this case, each cloud system consists of a single data-centre, which have been modelled by using the SIMCAN simulation platform (Núnez et al., 2012). Figure 8 shows the deployment infrastructure used for these experiments. In this configuration we can differentiate two main parts. First, a centralized data base that contains the images to be processed. Second, different cloud systems that access the shared data base through the Internet using a communication network.

Each cloud system contains one or several instances of FORTIFIER, which are executed for processing the corresponding set of images that are allocated in the centralized data base. It is important to remark that each instance of FORTIFIER is totally independent. For instance, two different processes that represent the same phase, like pre-processing and checking, of different FORTIFIER instances are also treated as different processes in the simulated environment. Also, each one of these processes are executed in a dedicated CPU core. Consequently, the number of FORTIFIER instances executed in the same cloud depends of the number of CPU cores used in each physical machine. Using this configuration we increase the level of parallelism in two levels. First, intra-cloud parallelism is obtained when different processes of FORTIFIER are executed in parallel using

Figure 8. Deployment infrastructure of FORTIFIER.
different physical machines of the same cloud system. Second, inter-cloud parallelism is obtained when different instances of **FORTIFIER** are executed in parallel using several cloud systems.

It is important to note that the data representing the repository of images in the database have been randomly generated. Thus, this data has been used to create simulated scenarios where our approach has been developed. In order to analyse the scalability of our proposed framework, **FORTIFIER** has been deployed in different scenarios containing 1, 2, 4 and 8 homogeneous cloud systems. It is worth to mention that all clouds have the following hardware configuration:

- CPU processor containing 1, 2, 4 and 8 CPU cores
- Hard disk drive of 1 TB.
- Network: Ethernet 100 Mbps, Ethernet Gigabit, Ethernet 10 Gbps and Ethernet 100 Gbps.
- 16 GB of RAM memory.

Initially, the system depicted in Figure 8 containing one cloud system has been modelled. In this experiment, one data-centre has been modelled using different configurations, such as the communication network and the number of CPU cores included in each physical machine. Figure 9 shows the obtained results, where the x-axis shows the type of communication network and the y-axis shows the obtained throughput, measured in processed images per minute. This chart depicts that both the communication network and the computing system act as a system bottleneck. First, the database is shared by all the physical machines and, therefore, all the images are transmitted through the same channel, which significantly decreases the overall system performance. Second, increasing the number of CPU cores per physical machines also increases the number of **FORTIFIER**

![Figure 9. Performance of **FORTIFIER** executed in a single cloud.](image-url)
instances executed in parallel. Hence, the level of parallelism for processing images is increased, which has a direct impact in the overall performance. Consequently, the best performance is obtained when both CPU resources and network bandwidth are increased.

In order to analyse the scalability of FORTIFIER when it is deployed in several cloud systems, we have modelled a scenario containing 1, 2, 4 and 8 clouds, each cloud having the same hardware configuration. This scenario uses an Ethernet 10 Gbps network. Figure 10 shows the overall performance when FORTIFIER is deployed in a multi-cloud environment, where the x-axis represents the number of clouds, the z-axis represents the number of CPU cores per physical machine and the y-axis represents the obtained throughput measured in processed images per minute.

In this case, increasing the number of clouds where FORTIFIER is deployed has a direct impact in the overall system performance, leading to a performance speed-up. However, increasing the number of CPU cores per machine slightly increases the system performance. This is mainly caused by the bottleneck located in the database system, which hampers the exploitation of computing parallelism by using all the CPU cores at the same time.

6. Conclusions and future work

In this paper we have presented FORTIFIER, a formally specified and analysed distributed framework, to detect suspicious artefacts. FORTIFIER has been specified by using a formal framework based on Finite State Machines. Also, a set of communicating requirements to check the correct behaviour of the proposed framework has been provided. In order to show the applicability of FORTIFIER it has been deployed along several cloud systems in a simulated environment. The experiments of this paper have been conducted by using the SIMCAN simulation platform. The evaluation results show that FORTIFIER provides an increasing in the overall system performance when it is deployed in
different cloud systems. However, since all the images are stored in a centralized data base, the communication network to access the data base acts as a bottleneck, which leads to a performance loss.

A first line of future work consists in the inclusion of timed and probabilistic information in our models (Andrés, Merayo, & Núñez, 2012; Hierons & Merayo, 2009; Hierons, Merayo, & Núñez, 2009). We would also like to use passive testing techniques to check the proposed framework by using more complex communicating requirements. A third line of work consists in increasing performance due to parallelization (Núñez, Filgueira, & Merayo, 2013; Núñez & Merayo, 2014). Finally, we would like to use learning techniques to improve the performance of our detection algorithms taking into account that an attacker might modify some of the components (López, Núñez, Rodríguez, & Rubio, 2002).
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