RSI-Net: Two-Stream Deep Neural Network Integrating GCN and Atrous CNN for Semantic Segmentation of High-resolution Remote Sensing Images

Shuang He\textsuperscript{a,b,d}, Xia Lu\textsuperscript{a,b*}, Jason Gu\textsuperscript{c}, Haitong Tang\textsuperscript{a,b,d}, Qin Yu\textsuperscript{d}, Kaiyue Liu\textsuperscript{a,b,d}, Haozhou Ding\textsuperscript{e}, Chunqi Chang\textsuperscript{f,g*}, Nizhuan Wang\textsuperscript{a,b,d*}

\textsuperscript{a} Jiangsu Key laboratory of Marine Bioresources and Environment/Jiangsu Key laboratory of Marine Biotechnology/Co-Innovation Center of Jiangsu Marine Bio-Industry Technology, Jiangsu Ocean University, Lianyungang, 222005, China
\textsuperscript{b} School of Geomatics and Marine Information, Jiangsu Ocean University, Lianyungang, 222005, China
\textsuperscript{c} Department of Electrical and Computer Engineering, Dalhousie University, Halifax, NS B3H 4R2, Canada
\textsuperscript{d} School of Computer Engineering, Jiangsu Ocean University, Lianyungang, 222005, China
\textsuperscript{e} School of Computer and Software, Nanjing University of Information Science and Technology, Nanjing, 211800, China;
\textsuperscript{f} School of Biomedical Engineering, Health Science Center, Shenzhen University, Shenzhen, 518060, China
\textsuperscript{g} Peng Cheng Laboratory, Shenzhen, 518055, China
\textsuperscript{*} Corresponding author. wangnizhuan1120@gmail.com (N. W.) or 2008000070@jou.edu.cn (X.L.) or cqchang@szu.edu.cn (C. C.)

ABSTRACT For semantic segmentation of remote sensing images (RSI), trade-off between representation power and location accuracy is quite important. How to get the trade-off effectively is an open question, where current approaches of utilizing attention schemes or very deep models result in complex models with large memory consumption. Compared with the popularly-used convolutional neural network (CNN) with fixed square kernels, graph convolutional network (GCN) can explicitly utilize correlations between adjacent land covers and conduct flexible convolution on arbitrarily irregular image regions. However, the problems of large variations of target scales and blurred boundary cannot be easily solved by GCN, while densely connected atrous convolution network (DenseAtrousCNet) with multi-scale atrous convolution can expand the receptive fields and obtain image global information. Inspired by the advantages of both GCN and Atrous CNN, a two-stream deep neural network for semantic segmentation of RSI (RSI-Net) is proposed in this paper to obtain improved performance through modeling and propagating spatial contextual structure effectively and a novel decoding scheme with image-level and graph-level combination. Extensive experiments are implemented on the Vaihingen, Potsdam and Gaofen RSI datasets, where the comparison results demonstrate the superior performance of RSI-Net in terms of overall accuracy, F1 score and kappa coefficient when compared with six state-of-the-art RSI semantic segmentation methods.
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1 Introduction

Semantic segmentation of high-resolution remote sensing image (RSI) can help to extract the land use and land cover (LULC) information (Wu (a) et al., 2019; Wurm et al., 2019; Im et al., 2019; Chantharaj et al., 2018; Marcos et al., 2018), and has a variety of applications, e.g., environmental management (Liu et al., 2017; Tasar et al., 2019), urban planning (Kouziokas et al., 2017; Azimi et al., 2019), and road extraction (Chen et al., 2021; Wei et al., 2020). However,
RSI due to the topography with different characteristics, different terrain and different scales are often quite distinct, and the image boundary details of various shapes also make the image segmentation task very challenging.

Conventional methods employ handcrafted features for machine learning (Yoo et al., 2019; Wang et al., 2020; Zheng et al., 2020; Kong et al., 2020). Recently deep convolutional neural networks (DCNNs) (Lecun et al., 1998; Krizhevsky et al., 2012) have achieved great success in the semantic segmentation of natural scene by learning feature representations and classifier parameters simultaneously. DCNN-based methods obtain high-level features of images but may lose resolution as well and therefore fail to effectively utilize context information, resulting in rough segmentation and discontinuous boundaries. Advanced neural network models such as fully convolutional network (FCN) (Long et al., 2015), SegNet (Badrinarayanan et al., 2017), U-Net (Ronneberger et al., 2015) and DeepLab (Chen et al., 2014) can effectively retain location information while extracting high-level features. The capability of restoring pixel categories makes FCN suitable for image semantic segmentation but lacking spatial consistency since relationships between pixels are not fully considered, while SegNet and U-Net are computationally intensive. In DeepLab (Chen(a) et al., 2014; Chen(b) et al., 2018; Chen(c) et al., 2017), a fully connected conditional random field (CRF) layer is added to the end of the FCN to further exploit relationships among pixels, and the whole network is trained in Zheng et al. (2015) in an end-to-end way.

Traditional RSI segmentation models are designed for Euclidean data and often ignore the inherent correlation between adjacent land covers, while the recently developed graph convolutional networks (GCNs) work directly on structural graphs (Kipf et al., 2016; Wu (b) et al., 2019) and can be naturally applied to model spatial relations in RSIs, as demonstrated in Mou et al. (2020) for hyperspectral image segmentation. If each pixel is treated as a graph node, then the computation of GCN is highly demanded due to enormous number of pixels in high-resolution RSIs, therefore in (Wan et al., 2020) superpixels instead of pixels are utilized as the nodes to greatly reduce the size of the GCN. Though superpixel-based GCN can model various spatial structures of land cover, it cannot generate subtle individual features for each pixel. In contrast, CNN can learn locally spectral and spatial features at the pixel level, but its receptive field is usually limited to a small square window.

In this article, a novel dual-stream deep neural network integrating advantages of both GCN and CNN is proposed for semantic segmentation of RSIs, where GCN is utilized to work on graph-level features which have clearer semantic references than image-level features, and CNN with expanded receptive field due to atrous convolution is also included to capture pixel-level multi-scale contextual information, with effectiveness demonstrated on three public datasets. More specifically, the main contributions of this paper are summarized as follows.

1) A novel end-to-end two-stream deep neural network integrating CNN and GCN, named RSI-Net is proposed to process semantic information at both image and graph levels for improved semantic segmentation of RSIs. It includes a two-stream (GCN and CNN) encoder and a fused decoder.

2) In the CNN stream, multi-scale atrous convolution is utilized to expand the receptive fields for improved capability of learning local information and correlations, which help to capture more boundary related semantic information from RSIs.

3) The fused decoder incorporates both high and low level as well as graph-level features to achieve improved semantic segmentation performance.
4) Experimental results on three public RSI datasets demonstrate the superior performance of the proposed RSI-Net as compared to a number of state-of-the-art counterparts.

2 Related Works

2.1 FCN-Based Semantic Segmentation

FCN is an end-to-end trainable neural network that combines appearance information from a shallow layer and semantic information from a deep layer to produce accurate and detailed segmentation, in which the last fully connected layer in the DCNNs is replaced with a convolutional layer (Long et al., 2015). Skip-layers structure is utilized in FCN to achieve the complement of shallow detail information. Many of the state-of-the-art semantic segmentation methods are based on FCNs. Instead of following the jump connection structure of the typical FCN, the SegNet (Badrinarayanan et al., 2017) is an encoder-decoder network with an innovation in upsampling, which recovers detailed information by drawing on the maximum pooling index in the decoding process, while U-Net (Ronneberger et al., 2015) utilizes more shallow features to supplement detailed information. Since the aforementioned semantic segmentation models do not make good use of contextual information and thus lead to unsatisfactory segmentation, a novel model named PSPNet with a Pyramid Pooling Module (PPM) is proposed in Zhao et al. (2017) to establish connections between contexts for improved feature representation, but it has the problem of losing pixels when increasing the field of sensation by pooling operations, which may be alleviated by atrous convolution (Yu et al., 2017) that can obtain a different perception of the field without changing the amount of computation as shown in Figure 1. However, atrous convolution suffers from the severe problem of losing local information, especially for large null rate and small targets. The hybrid atrous convolution (Wang et al., 2018) and Deeplab series (Chen(a) et al., 2014; Chen(b) et al., 2018; Chen(c) et al., 2017) have been developed to effectively alleviate the problem of losing local information.

2.2 Graph Convolutional Network (GCN)

A graph is a nonlinear structure used in a non-Euclidean space to represent connections. An undirected graph (Tremblay et al., 2017) is defined as \( \mathcal{G} = (\mathcal{V}, \mathcal{E}, \mathbf{A}) \), where \( \mathcal{V} \) denotes the vertex set with \( |\mathcal{V}| = N \), \( \mathcal{E} \) denotes the edge set of the graph, and \( \mathbf{A} \in \mathbb{R}^{N \times N} \) indicates the adjacency matrix, each entry \( a_{ij} \) represents the edge’s weight between vertex \( i \) and vertex \( j \), respectively.

We denote the diagonal degree matrix of \( \mathbf{A} \) as \( \mathbf{D} \), whose entry \( d_{i\ell} = \sum_{j=1}^{N} a_{ij} \) (Tremblay et al., 2017). Then, the Laplacian matrix of graph \( \mathcal{G} \) can be defined as
To enhance the generalization ability of the graph, the symmetric normalized Laplacian Matrix is defined as
\[
\mathbf{L}_{sym} = \mathbf{I} - \mathbf{D}^{-\frac{1}{2}} \mathbf{A} \mathbf{D}^{-\frac{1}{2}} ,
\]
where \( \mathbf{I} \) is an identity matrix. Shuman et al. (Shuman et al., 2013; Bruna et al., 2013; Sandryhaila et al., 2013) extended the Fourier signals transformation specified on graphs and created the graph-structured data transition operation. Graph convolution of a graph-structured signal \( \mathbf{x} \in \mathbb{R}^N \) with a filter \( g_{\theta} \), is defined as
\[
g_{\theta} \otimes \mathbf{x} = \mathbf{U} g_{\theta}(\mathbf{A}) \mathbf{U}^T \mathbf{x} ,
\]
where \( \mathbf{A} \) represents the diagonal matrix of the eigenvalues of the normalized graph Laplacian \( \mathbf{L}_{sym} \) with \( \mathbf{A} \) and \( \mathbf{D} \) as the adjacency matrix and degree matrix of \( \mathbf{x} \), respectively; \( \mathbf{U} \) represents the eigenvectors of \( \mathbf{L} \); and \( g_{\theta}(\mathbf{A}) \) is the Fourier transform (Shuman et al., 2013) of \( g_{\theta} \), which can be calculated as
\[
g_{\theta}(\mathbf{A}) = \int_{\mathbb{R}} g_{\theta} e^{-2\pi i \Lambda t} dt .
\]

In addition, \( \mathbf{U}^T \mathbf{x} \) denotes the graph Fourier transform of \( \mathbf{x} \), and \( g_{\theta}(\mathbf{A}) \) can be framed as a function of the eigenvalues of \( \mathbf{A} \).

However, it can be noted that Eq. (3) requires explicitly calculating the Laplacian eigenvectors, which are not computationally feasible for large graphs. To circumvent this problem, a possible way is to approximate the filter \( g_{\theta} \) by the Chebyshev polynomials up to the \( K \)-th order. Hence, Hammond et al. (2011) proposed the following \( K \)-localized convolution on graphs:
\[
g_{\theta} \otimes \mathbf{x} = \sum_{k=0}^{K} \theta_k^t \mathbf{T}_k \left( \mathbf{L}_{sym} \right) \mathbf{x} ,
\]
where \( \mathbf{T}_k \) is the Chebyshev polynomials. Recently, Kipf and Welling (2016) simplified Eq. (5) by limiting \( K = 1 \) and further approximating the largest eigenvalue \( \lambda_{max} = 2 \), where Eq. (4) can be rewritten as
\[
g_{\theta} \otimes \mathbf{x} = \theta \left( 1 + \mathbf{D}^{-\frac{1}{2}} \mathbf{A} \mathbf{D}^{-\frac{1}{2}} \right) \mathbf{x} .
\]

Then, they consider a GCN with the following propagation rule
\[
\mathbf{H}^{(l+1)} = \sigma \left( \mathbf{D}^{-\frac{1}{2}} \mathbf{A} \mathbf{D}^{-\frac{1}{2}} \mathbf{H}^{(l)} \mathbf{W}^{(l)} \right) ,
\]
where \( \mathbf{H}^{(l)} \) and \( \mathbf{H}^{(l+1)} \) are the input and output, respectively, and \( \mathbf{W}^{(l)} \) represents the weights.

With the rapid development of graph convolution, GCN has been widely applied to various application, such as recommender systems (Scarselli et al., 2009), semantic segmentation (Bruna et al., 2013), etc. Besides, to our best knowledge, GCN has also been deployed for RSI semantic segmentation. However, Ma et al. (2019) only utilized a fixed graph during the node convolution process, which led to the intrinsic relationship among the pixels cannot be precisely reflected. Moreover, the features extracted from the GCN are rich in semantic information, yet have blurred spatial and boundary details.
Figure 2 Structure of the proposed RSI-Net. The network takes raw remote sensing images as inputs, and adopts two independently convolutional and graph convolutional streams as encoder to learn discriminative and complementary representations from multi-views. Then, the high-level feature produced by each stream are decoded and further fused for final pixel classification.

3 Methods

3.1 CNN Versus GCN

3.1.1 Image is A Special Case of Graph

In remote sensing image, we can treat the pixels as nodes and the lines of spatial coordinates between pixels as edges between each other, so that image data become a special kind of graph data with a very regular structure. Generally, CNN is used to process a class of graph data with a fixed 2D raster structure though the adjacency matrix is not explicitly expressed, while GCN is used to process more general unstructured graph data (Wu et al., 2021).

3.1.2 Both Are Locally Connected in Terms of Network Connectivity

In terms of the computation process of a single node, GCN is computed as \( \sum_{j \in N(u)} w_j x_j \), where \( u_j \) represents a pixel, \( N(u_j) \) is the set of neighbors of the example \( u_j \), \( w \) and \( x_j \) denote the weights and the jth feature vector, respectively. The computation of GCN is applied on its first-order subgraph. CNN is calculated as \( \sum_{j} w_{ij} x_{ij} \), where \( u_j \) represents a pixel, \( w_{ij} \) and \( x_{ij} \) denote the weights and the feature vector, respectively. However, the computation of CNN is applied in the raster near the center pixel, and the feature computation of the next layer of the node only depends on its own neighborhood, which shows a locally connected structure.

3.1.3 Weights of Convolution Kernels are also Shared in GCN
Convolution kernels in GCN (Xu et al., 2018) work on all nodes in the whole graph, and the weights are shared in the calculation at each node, resulting in a remarkable reduction of the number of parameters in the network and an effective avoidance of overfitting. In GCN, receptive field expands with the number of convolutional layers since the central node is able to fuse information from external layers.

3.2 RSI-Net: Two-Stream Encoder and Fused Decoder Architecture for RSI Semantic Segmentation

Contextual information is known to be crucial for semantic segmentation of RSIs. Atrous convolution is an effective operation to expand receptive field and capture multi-scale contextual information. However, atrous convolution alone is not effective enough for RSIs, since they often have large amount of small and thin unclear objects. In this paper, we propose to incorporate both GCN and atrous CNN to extract both contextual and graph-level scene information from RSIs for improved semantic segmentation. As illustrated in Figure 2, the proposed RSI-net has two streams, i.e., GCN-based graph feature extractor and atrous CNN-based image feature extractor, in the encoder to learn more discriminative semantic information, while in the decoder graph features as well as high-level and low-level images features produced by these two complementary streams are decoded and fused to learn complementary representations for final semantic segmentation.

3.2.1 GCN Encoder

The GCN encoder in the proposed RSI-Net aims to learn a latent graph representation of global context information in the scene image without relying on prior knowledge. In order to learn arbitrary graph features, the GCN encoder is designed to work on superpixel-based rather than the pixel-based nodes, for which simple linear iterative clustering (SLIC) (Achanta et al., 2012) is utilized to partition RSIs into many spatially connected and spectrally similar structure-revealing superpixels. By establishing adjacency relations between superpixels, the image can be converted to an undirected graph \( G = (\mathbf{V}, \mathbf{E}, \mathbf{A}) \). Analogous to (Wan et al., 2020), let \( \mathbf{S} = \{S_i\}_{i=1}^T \) denote the superpixel set and \( \mathbf{V} = [\mathbf{V}_1, \mathbf{V}_2, \cdots, \mathbf{V}_2]^\top \). The corresponding node sets with the centroid of each superpixel are selected as the node. Moreover, in spired by (Jampani et al., 2018; Liu et al., 2020), a mapping association matrix \( \mathbf{Q} \in \mathbb{R} \) between pixels and superpixels is constructed with elements as

\[
Q_{i,j} = \begin{cases} 1, & \text{if } \tilde{X}_i \in S_j \\ 0, & \text{otherwise} \end{cases} \quad \tilde{X} = \text{Flatten}(X),
\]

where Flatten(·) denotes the flattening operation of the RSI data, \( \tilde{X}_i \) the \( i \)th pixel in \( \tilde{X} \), \( S_j \) the \( j \)th superpixel, and \( Q_{i,j} \) the value of \( Q \) at location \((i,j)\), respectively. Then, the node set \( \mathbf{V} \) can be calculated as

\[
\mathbf{V} = \text{Encode}(\mathbf{X}, \mathbf{Q}) = \tilde{Q}^\top \text{Flatten}(\mathbf{X}),
\]

where \( \tilde{Q} \) denotes the normalized \( Q \) by column, and Encode(·, \( \mathbf{Q} \)) the graph encoding used to translate RSI into the nodes of \( G \) according to \( \mathbf{Q} \). Then, we defined the adjacency mask \( \mathbf{M} \in \mathbb{R} \) as

\[
M_{i,j} = \begin{cases} 1, & \text{if } S_i \text{ and } S_j \text{ are adjacent} \\ 0, & \text{otherwise} \end{cases},
\]

where \( M_{i,j} \) is the value of \( M \) at location \((i,j)\). Note that \( S_i \text{ and } S_j \) are adjacent when they share a common boundary. Moreover, we calculated the adjacency matrix as

\[
A^{(l)} = \text{Sigmoid} \left( (H^{(l-1)}W^{(l-1)})((H^{(l-1)}W^{(l-1)})^\top) \right) \odot \mathbf{M} + \mathbf{I},
\]

where

\[
\mathbf{I} = \begin{pmatrix} 1 & 0 & \cdots & 0 \\ 0 & 1 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & 1 \end{pmatrix}
\]

and \( \odot \) denotes the Hadamard product. In the graph encoding, we used the flattening operation, which means the node set is expressed in the form of a matrix.
where $H^{(l-1)}$ denotes the normalized input feature map of the $l$th graph convolutional layer, $W^{(l-1)}$ is the parameter to be learned, $M$ is the adjacency mask calculated by Eq. (10), the operator $\odot$ denotes Hadamard product, and $A^{(l)}$ is the learned adjacency matrix in the $l$th layer. The adjacency mask can cut off the association of nonadjacent nodes while keeping the connectivity between adjacent nodes. Finally, the final feature map is calculated according to Eq. (7).

Because our task is to predict pixels instead of superpixel-based nodes, the features of nodes should be assigned to pixels before segmentation. To propagate the node features to pixels, a graph decoding module is defined as

$$X' = \text{reshape}(QV),$$  

(12)

where $\text{reshape}(\cdot)$ denoted restoring operation of the spatial dimension of the flatten data. After the decoding procedure, the graph features can be projected back to the image space. The flow structure of the graph-based encoder was clearly shown in Figure 2.

3.2.2 Atrous CNN Encoder

The atrous CNN encoder is based on the classic spatial pyramid pooling (ASPP) module (Chen(b) et al., 2017) to expand receptive fields and extract more scaled image feature based semantic information. However, for complex background objects or small targets, the extracted features are neither dense nor detailed enough, resulting in insufficient segmentation. In view of this, in our proposed RSI-Net, DenseAtrousCNet (Chen(c) et al., 2018) is used instead of ASPP to perform down-sampling. DenseAtrousCNet utilizes a dense connection to cascade a series of atrous convolution and select a suitable atrous rate. By improving the perceptual field while reducing the problems arising from too sparse convolution kernels, DenseAtrousCNet can capture more local information to effectively mitigate the gap local information loss phenomenon.

In this stream of encoder, the feature map from DenseAtrousCNet is then fed into four densely connected atrous convolutions with one $1 \times 1$ kernel and three $3 \times 3$ kernels with atrous rates of 6, 12, and 18, respectively, as well as a image pooling, in parallel. The features from the above 5 channels are then aggregated and fed into convolution layer with a $3 \times 3$ kernel, a stride of 2 for downsampling, and a global average pooling to obtain a dense feature map, followed by a $1 \times 1$ convolution for dimensionality reduction. The detailed structure of the atrous CNN encoder is clearly described in Figure 2.

3.2.3 Fused Decoder

The decoder of the proposed RSI-Net is a fusion of the output of the two encoder streams. The decoder integrates both graph features and high-level as well as low-level image features, as shown in Figure 2 and detailed in Figure 3.

High-level image features from the CNN encoder stream form a feature map of $32 \times 32$ which is then fed into the first feature decoder block (showed in Figure 3 called Block 1) consisting of 10 deconvolution layers with kernels of increasing size, as detailed in Block 1 of Figure 3, resulting in a higher resolution feature map of $128 \times 128$ due to 4-fold upsampling. The first fusion operates on the deconvoluted feature map and the intermediate low-level feature map obtained by the DenseAtrousCNet in the CNN stream of the encoder, as shown in Figure 2. This fusion block, as shown in Figure 2 and the Block 2 of Figure 3, consists of a convolutional layer with a kernel of $1 \times 1$ and a stride of 1, which combines the two feature maps and performs dimensionality reduction, resulting in a feature map of $128 \times 128$. This feature map, representing fused low-level and high-level image features, is then fed into the feature restorer block, which restores the original image by 9 deconvolution layers. Specifically, as shown in Block 3 of Figure 3, the fused
128×128 feature map is first processed by a deconvolution layer with a 3×3 kernel and stride 2, then the upsampled 256×256 feature map is further processed by 4 deconvolution layers for refined image restoration, which is followed by another deconvolution layer of stride 2 to upsample the feature map to the original image size of 512×512, which is then further refined by 3 deconvolution layers, resulting in an image restoration from purely image features. At last, this image-feature based restoration is then fused with the graph-based restoration (from the GCN stream) in the second fusion block, as shown in Block 4 of Figure 3, and then classified with softmax loss function, resulting in final segmentation.

**Figure 3** Framework of the proposed decoder of RSI-Net. Low-level features are semantically enriched by embedding local focus from high image-level features and graph-level features.

### 4 Experimental Results

#### 4.1 Datasets

To demonstrate the effectiveness of the proposed RSI-Net, experiments have been conducted on three public RSI datasets, i.e., the Potsdam Dataset, the Vaihingen Dataset, and the Gaofen Image Dataset, respectively.

##### 4.1.1 Vaihingen Dataset

The 2D semantic labeling benchmark Vaihingen dataset is released by the International Society for Photogrammetry and Remote Sensing (ISPRS, Vaihingen 2D Semantic Labeling Dataset). It contains high resolution true orthophoto tiles and corresponding digital surface models as well as labeled ground truth. Each tile consists of three spectral bands, red (R), green (G) and near infrared (NIR). The spatial size is around 2500 × 2000 with GSD (ground sample distance) of 9 cm. The available 16 images are partitioned randomly, in which 11 images are for training and 5 for validation and test. The ground truth of labeled datasets is made up of 6 categories: impervious surfaces, building, low vegetation, tree, car and clutter/background.
4.1.2 Potsdam Dataset

Potsdam data set (ISPRS, Potsdam 2D Semantic Labeling Dataset) consists of 38 true orthophoto (TOP) tiles and the corresponding DSMs collected from a historic city with large building blocks. Twenty-four imageries are used for training and the remaining fourteen ones for testing in this paper. There are four spectral bands in each TOP image (red, green, blue, and near-infrared) and one band in each DSM. All data files have the same spatial size, equal to 6000 × 6000 pixels. The ground sampling distance (GSD) of this data set is 5 cm. The reference data are labeled according to six land-cover types: impervious surfaces, building, low vegetation, tree, car, and clutter/background.

4.1.3 Gaofen Image Dataset

Gaofen Image Dataset (GID) is a large-scale land-cover dataset (Tong et al., 2020). It contains 150 high-quality GF-2 images from more than 60 different cities in China, covering a geographic area of more than 50,000 km². GID images have high intra-class diversity and low inter-class separability. The image size is 6800×7200 pixels. Multispectral provides images in the blue, green, red and near infrared bands. Since its launch in 2014, GF-2 has been used in various applications such as land survey, environmental monitoring, crop estimation, and construction planning. In the large-scale classification set of GID, five major categories are annotated: built-up, farmland, forest, meadow, and water, which are pixel-level labeled with five different colors: red, green, cyan, yellow, and blue, respectively.

4.2 Implementation Details

In the GCN stream of the proposed RSI-Net, the segmentation scale of superpixels (shown in Figure 2 Graph Encoding block) is empirically fixed to 100. The number of graph convolutional layers is empirically set to 2, and the initial size of $W$ in Eq. (7) is 128×256, while detailed configurations of the DenseAtrousCNet are summarized in Figure 4. The specific parameters of atrous spatial pyramid pooling module, which extracts convolutional features at multiple scales by applying atrous convolution with different rates, are shown in Figure 2. Activation functions are all set to leaky rectified linear unit (Leaky ReLU), and Adam optimizer is used to train the network with the learning rate and number of training iterations empirically set to 0.0001 and 500, respectively, according to extensive experimental comparative analysis. The code is implemented on the PyTorch framework version 1.6.0 with Python 3.8, a GTX-1080Ti GPU under Ubuntu18.04, available at https://github.com/NZWANG/RSI-Net.
4.3 Evaluation Metrics

Three widely-used evaluation metrics are applied to validate the performance of RSI-Net, i.e., per-class F1-score, overall accuracy (OA), F1 score, and Cohen’s kappa coefficient ($\kappa$). The OA is calculated as

$$OA = \frac{TP + TN}{TP + FN + FP + TN},$$  \hspace{1cm} (13)

where TP denotes the number of positive samples classified correctly, FN positive samples misclassified, FP negative samples misclassified, and TN negative samples classified correctly. The per-class F1 score is defined as the harmonic mean of precision and recall

$$F1 = \frac{2 \cdot \text{precision} \cdot \text{recall}}{\text{precision} + \text{recall}},$$  \hspace{1cm} (14)

F1 score represents average F1 score of all classes, and a larger F1 score indicated the better performance of the segmentation algorithm. The kappa coefficient is calculated as

$$\kappa = \frac{p_o - p_e}{1 - p_e},$$  \hspace{1cm} (15)

where $p_o$ is the relative agreement between the segmentation results and the real labels; $p_e$ is the hypothetical probability of a chance agreement. A kappa coefficient closer to 1 denotes the better agreement between the segmentation results and the ground truth. Note that F1 score, OA and $\kappa$ represent average scores of all classes.

4.4 Competing Methods

The proposed RSI-Net is compared with several state-of-the-art RSI semantic segmentation methods including FCN, U-Net, SegNet, PSPNet, Deeplab v3+, and GCN, which are implemented by their original codes and trained on the datasets used in this paper. The overall classification performance (averaged over all classes) is quantitatively evaluated by the aforementioned metrics.

4.4.1 Results on the Vaihingen Dataset

Quantitative results obtained by different methods on the Vaihingen dataset are summarized in Table 1, where the highest value in each row was highlighted in bold. It was quite evident that the results from RSI-Net are in exceptionally good agreement with expectation, with average OA, F1 score and $\kappa$ of 91.83%, 90.30% and 89.46%, respectively, considerably higher than the competing methods under comparison, while the superior performance of RSI-Net is also well demonstrated by the per-class F1 scores.

Compared to FCN, SegNet, and U-Net, the OA of RSI-Net is dramatically increased by about 12.04%, 11.12% and 9.07%, respectively, and the per-class F1 score increased by at least 5%. PSPNet and DeepLab V3+ can enlarge the receptive field and capture more contextual information, yielding results better than FCN, SegNet, and U-Net but still not as good as RSI-Net. GCN operates on graph-structure data to obtain global and spatial information, resulting segmentation performance comparable to PSPNet and DeepLab V3+ but also inferior to RSI-Net.

To visualize segmentation from RSI-Net and the competing methods, results of two random samples from the Vaihingen dataset are presented in Figure 5, showing that contents in the two squares in (c)-(h) representing the six competing methods are considerably less consistent with the original images in (a) and ground truth segmentations in (b) when compared with RSI-Net in (i).
Figure 5 Visualization of segmentation results from competing methods on the Vaihingen dataset. (a) Original image; (b) Ground truth; (c) FCN; (d) SegNet; (e) U-Net; (f) PSPNet; (g) DeepLab V3+; (h) GCN; (i) RSI-Net.

Table 1 Quantitative results from competing methods on the Vaihingen dataset. Per-class F1 scores are presented for the six classes. Whole dataset OA, F1 score, and $\kappa$, averaged over the six classes, are also presented for RSI-Net and the six competing methods. For each evaluation metric, the highest value is highlighted in bold.

| Evaluation metrics       | FCN | SegNet | U-Net | PSPNet | DeepLab V3+ | GCN  | RSI-Net |
|--------------------------|-----|--------|-------|--------|--------------|------|---------|
| F1 score: Impervious surfaces | 92.15 | 94.66  | 93.74 | 91.44  | 94.35        | 91.37 | 98.03   |
| F1 score: Building       | 89.86 | 91.34  | 90.66 | 94.11  | 94.34        | 94.38 | 95.52   |
| F1 score: Low vegetation | 85.72 | 83.76  | 86.12 | 91.52  | 91.40        | 91.28 | 92.79   |
| F1 score: Tree           | 78.47 | 78.66  | 79.46 | 87.50  | 87.91        | 87.84 | 92.81   |
| F1 score: Car            | 66.05 | 68.94  | 70.01 | 71.76  | 76.81        | 78.02 | 83.46   |
| F1 score: Clutter        | 68.79 | 70.75  | 72.33 | 73.04  | 75.26        | 74.39 | 79.16   |
| OA (%)                   | 79.79 | 80.71  | 82.76 | 88.91  | 89.34        | 88.94 | 91.83   |
| Average F1 score (%)     | 80.17 | 81.35  | 82.05 | 84.89  | 86.67        | 86.21 | 90.30   |
| $\kappa$ (%)             | 74.57 | 75.52  | 76.43 | 83.85  | 85.97        | 85.75 | 89.46   |

4.4.2 Results on the Potsdam Dataset

Table 2 Quantitative results from competing methods on the Potsdam dataset. Per-class F1 scores are presented for the six classes. Whole dataset OA, F1 score, and $\kappa$, averaged over the six classes, are also presented for RSI-Net and the six competing methods.
The same procedure is also performed on the Potsdam dataset, with results presented in Table 2, showing that similar performance is obtained as in the Vaihingen dataset, i.e., RSI-Net is clearly superior in terms of the evaluation metrics including average OA, F1 score and $\kappa$, and also in most per-class F1 scores except the “low vegetation” class. PSPNet and DeepLab V3+ perform much better than FCN, SegNet and U-Net, GCN performs comparably to PSPNet and DeepLab V3+, but RSI-Net performs considerably better than all the competing methods.

![Figure 6](image_url) Visualization results from competing methods on the Potsdam dataset. (a) Original image; (b) Ground truth; (c) FCN; (d) SegNet; (e) U-Net; (f) PSPNet; (g) DeepLab V3+; (h) GCN; (i) RSI-Net.

Visualization of segmentation results on two random images is demonstrated in Figure 6, showing that compared to the close to perfect segmentation of RSI-Net, CNN-based methods (FCN, SegNet, U-Net, PSPNet and DeepLab V3+)
confuse cars and clutters with impervious surfaces, while GCN can separate cars from but still confuse cars with impervious surfaces.

4.4.3 Results on the GID Dataset

The GID dataset, partially annotated with five classes, is used to evaluate the performance of RSI-Net for large-scale land-cover segmentation, which is presented in Table 3, demonstrating still considerable superiority to the competing results, in terms per-class F1 score as well as average \( \kappa \), F1 score and OA.

![Figure 7](image)

**Figure 7** Visualization results from competing methods on the GID dataset. (a) Original image; (b) Ground truth; (c) FCN; (d) SegNet; (e) U-Net; (f) PSPNet; (g) DeepLab V3+; (h) GCN; (i) RSI-Net.

**Table 3** Quantitative results from competing methods on the GID dataset. Per-class F1 scores are presented for the six classes. Whole dataset OA, F1 score, and \( \kappa \), averaged over the six classes, are also presented for RSI-Net and the six competing methods.
As can be seen in the visualization in Figure 7, segmentations from FCN, SegNet and U-Net are relatively noisy and less consistent with the ground truth, for example more built-up areas are mislabeled as farmland. In the results of PSPNet and DeepLab V3+, some water and farmland areas located at the left bottom of the image are misclassified as built-up and non-image areas. Segmentations from GCN are also noisy in the farmland regions. Compared to these competing methods, RSI-Net provides segmentations much closer to the ground truth.

5 Discussions

5.1 Superpixel Size Selection in RSI-Net

The size of the superpixel has a potential impact on the resolution of the segmentation performance, so in this subsection superpixel size of 100, 200, 300, 400, 500, and 600 are investigated, respectively, for its effect on segmentation performance of the proposed RSI-Net. F1 scores and kappa coefficients for the three datasets are plotted against different superpixel sizes in Figure 8, demonstrating that superpixel size has a potential effect on segmentation performance in RSI-Net, and superpixel size 100 seems work robustly on all three datasets in terms of both F1 score and kappa coefficient.

Since larger superpixels lead to smaller graphs which preserve bigger objects and less noise, while smaller superpixels preserve smaller objects and more noise, generally the performance on the Vaihingen and Potsdam datasets decreases with the increase of superpixel size due to the fact that many small objects are existed in the datasets. In contrast, performance on the GID dataset roughly increases with the increase of superpixel size, in accordance with the large proportion of big objects in GID. To prevent the RSI-Net from generating over-smoothed segmentation maps, the superpixel size is empirically set to 100 in all experiments in this study, which provides good results for the Vaihigen and Potsdam datasets and acceptable performance for the GID dataset.
5.2 Time Cost Comparison

Table 4  Comparison of the running time (in seconds) of RSI-Net and the competing methods on the three public datasets.

| Datasets  | Methods     | FCN   | SegNet | U-Net | PSPNet | DeepLab V3+ | GCN   | RSI-Net |
|-----------|-------------|-------|--------|-------|--------|-------------|-------|---------|
| Vaihingen | FCN         | 2137.2| 3680.0 | 4219.0| 3137.2 | 4369.8      | 672.3 | 1288.7  |
|           | SegNet      |       |        |       |        |             |       |         |
|           | U-Net       |       |        |       |        |             |       |         |
|           | PSPNet      |       |        |       |        |             |       |         |
|           | DeepLab V3+ |       |        |       |        |             |       |         |
|           | GCN         |       |        |       |        |             |       |         |
|           | RSI-Net     |       |        |       |        |             |       |         |
| Potsdam   | FCN         | 2913.7| 4003.2 | 4831.3| 3733.8 | 4937.4      | 814.5 | 1672.0  |
|           | SegNet      |       |        |       |        |             |       |         |
|           | U-Net       |       |        |       |        |             |       |         |
|           | PSPNet      |       |        |       |        |             |       |         |
|           | DeepLab V3+ |       |        |       |        |             |       |         |
|           | GCN         |       |        |       |        |             |       |         |
|           | RSI-Net     |       |        |       |        |             |       |         |
| GID       | FCN         | 3475.3| 4476.3 | 5317.4| 4261.3 | 5341.8      | 883.2 | 1698.1  |
|           | SegNet      |       |        |       |        |             |       |         |
|           | U-Net       |       |        |       |        |             |       |         |
|           | PSPNet      |       |        |       |        |             |       |         |
|           | DeepLab V3+ |       |        |       |        |             |       |         |
|           | GCN         |       |        |       |        |             |       |         |
|           | RSI-Net     |       |        |       |        |             |       |         |

Though PSPNet and DeepLab V3+ perform comparably to GCN on all three datasets, GCN is computationally faster while PSPNet and DeepLab V3+ are often criticized for their high usage of both computation power of memory. Our proposed RSI-Net integrates both the advantage of GCN using graph-level features and the advantage of PSPNet and DeepLab V3+ of expanded receptive fields to obtain further improved segmentation while still computationally efficient, as demonstrated in Table 4 where running time of RSI-Net as well as the state-of-the-art competing methods are presented for all the three datasets, showing that RSI-Net runs slower than GCN but much faster than all other competing methods.

6 Conclusions

Striven to enhance the distinguishability of the correlation between adjacent land covers and to deal with the boundary blur in high-resolution remote sensing images, a novel RSI-Net is proposed and implemented in this paper. First of all, inspired by the advantages of GCN, the graph-based encoder is designed as one key stream to model the pixel-superpixel dependencies to construct the graph, and propagate the contextual information, which effectively produces the enhanced superpixel representations. Further, taking advantage of CNN, the DenseAtrousCNet and atrous convolution are designed as the other stream to deal with large variations in target scales in the semantic segmentation of remote sensing images. Moreover, a novel decoder combining both image-level and graph-level information is designed to boost the efficiency of semantic segmentation, where deconvolution operations are embedded to recover feature maps to the original spatial resolution. Finally, comparisons with several state-of-the-art RSI semantic segmentation methods are performed on three public RSI datasets to demonstrate the superior performance of RSI-Net on semantic segmentation of high-resolution remote sensing images.

According to vast experimental findings, contextual information is quite essential to enhance the segmentation in pixel-wise semantics. Therefore, the pixel-superpixel correlation encoding model of feature maps and its decoding model should be explored in the future. Besides, a more advanced feature map fusion decoder can potentially further improve the performance of RSI-Net.
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