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ABSTRACT. Given two nonzero polynomials \(f, g \in \mathbb{R}[x, y]\) and a point \((a, b) \in \mathbb{R}^2\), we give some necessary and sufficient conditions for the existence of the limit \(\lim_{(x,y) \to (a,b)} \frac{f(x,y)}{g(x,y)}\). We also show that, if the denominator \(g\) has an isolated zero at the given point \((a, b)\), then the set of possible limits of \(\lim_{(x,y) \to (a,b)} \frac{f(x,y)}{g(x,y)}\) is a closed interval in \(\mathbb{R}\) and can be explicitly determined. As an application, we propose an effective algorithm to verify the existence of the limit and compute the limit (if it exists). Our approach is geometric and is based on Puiseux expansions.

1. INTRODUCTION

Computing limits of (real) multivariate functions at given points is one of the basic problems in computational calculus. Unlike the univariate case which has been well studied \([7, 13]\), computing limits of multivariate rational functions is a nontrivial problem and is an active research area even in the bivariate case, see \([1, 4, 14, 15, 18, 20, 21, 22]\).

Cadavid, Molina and Vélez \([4]\) proposed an algorithm, now available in MAPLE as the limit/multi command, for determining the existence and possible value of limits of bivariate rational functions. This approach is extended by Vélez, Hernández and Cadavid in \([18]\) to rational functions in three variables and by Alvandi, Kazemi and Maza \([1]\) to multivariate rational functions. These three results require the given point to be an isolated zero of the denominator and rely on the key observation that, for determining the existence of limits of rational functions, it suffices to study limits along the so-called discriminant variety. Also note that, with the aid of the theory of real valuations, Xiao, X. Zeng and G. Zeng \([21, \text{Theorem } 3.3]\) obtained necessary and sufficient conditions for the non existence of limits of multivariate rational functions by testing on some polynomial curves; see also Remark \([4, 15]\) below.

Xiao and Zeng \([20]\) presented an algorithm for determining the limits of multivariate rational functions without any assumption on both the number of variables and the
denominators. Their method phrases the limiting problem as a quantifier elimination problem and solves it using triangular decomposition of algebraic systems, rational univariate representation and adjoining infinitesimal elements to the base field. Recently, this approach is improved by Zeng and Xiao [22], who provided an algorithm for determining the limits of real rational functions in two variables, based on Sturm’s theorem and the general Sturm–Tarski theorem for counting certain roots of univariate polynomials in a real closed field.

In [14], Strzeboński presented five methods for computing limits of multivariate rational functions by writing the problem as different quantified polynomial formulations. The methods, which are based on the cylindrical algebraic decomposition algorithm, do not require any assumptions about the rational function and compute the lower limit and the upper limit. Very recently, Strzeboński [15] showed algorithmically that, if the denominator has an isolated zero at a given point, then the problem of computing limits of quotients of real analytic functions can be reduced to the case of rational functions.

This paper addresses to the problem of computing limits of real bivariate rational functions using Puiseux expansions. Precisely, let $f, g \in \mathbb{R}[x, y]$ be nonzero polynomials and $(a, b) \in \mathbb{R}^2$. We are interested in the problem of deciding whether the following limit exists or not:

$$\lim_{(x, y) \to (a, b)} \frac{f(x, y)}{g(x, y)}.$$ 

It is well known that the limit, if it exists, is easily computed (see, for example Lemma 4.1 below). Furthermore, the limit exists and equals to $L \in \mathbb{R}$ if and only if $\mathcal{R}_{f, g} = \{L\}$, where $\mathcal{R}_{f, g}$ stands for the (numerical) range of limits, which is defined as follows:

$$\mathcal{R}_{f, g} := \{L \in \mathbb{R}: \text{there is a sequence } (x_k, y_k) \to (a, b) \text{ s.t. } \lim_{(x_k, y_k) \to (a, b)} \frac{f(x_k, y_k)}{g(x_k, y_k)} = L\}.$$ 

We shall present some necessary and sufficient conditions for the existence of the limit. We also shown that if the denominator $g$ has an isolated zero at the point $(a, b)$, then the range $\mathcal{R}_{f, g}$ is a closed interval in $\mathbb{R}$ and can be explicitly determined. As an application, we propose an effective algorithm to verify the existence of the limit and compute the limit (if it exists) in the case where $f$ and $g$ are polynomials with rational coefficients. Instead of rational numbers we could use any computable subfield $K$ of $\mathbb{R}$, as long as polynomials with coefficients in $K$ are accepted by the Newton–Puiseux algorithm.

Similarly to Cadavid, Molina and Vélez [4], our approach is geometric and is based on Puiseux expansions. Indeed, in order to verify the existence of the limit, it suffices to study, locally around $(a, b)$, the behavior of $f$ along the half-branches of the curve $g = 0$ as well as the behavior of $f$ and $g$ along the half-branches of the discriminant curve (also known as tangency curve, see [5]) $G_{f, g} = 0$, where

$$G_{f, g} := (y - b) \left( \frac{\partial f}{\partial x} - f \frac{\partial g}{\partial x} \right) - (x - a) \left( \frac{\partial f}{\partial y} - f \frac{\partial g}{\partial y} \right).$$
In the case where \( g \) has an isolated zero at \((a, b)\), the range \( \mathcal{R}_{f, g} \) is computed and so the limit (if it exists) is determined by checking, locally around \((a, b)\), the behavior of \( f \) and \( g \) along the half-branches of the critical curve \( F_{f, g} = 0 \), where

\[
F_{f, g} := \frac{\partial f}{\partial x} \frac{\partial g}{\partial y} - \frac{\partial f}{\partial y} \frac{\partial g}{\partial x}.
\]

Observe that, in general, \( \deg F_{f, g} < \deg G_{f, g} \) and the number of monomials of \( F_{f, g} \) is smaller than that of \( G_{f, g} \), so it seems that our algorithm is simpler and more efficient than that of Cadavid, Molina and Vélez \([4]\).

Canceling common factors of \( f \) and \( g \) does not affect the limit, hence without loss of generality we may assume that \( f \) and \( g \) have no non-constant common divisor in \( \mathbb{R}[x, y] \). Under this assumption, algorithms for determining the limit are proposed by Strzeboński \([14]\) and by Zeng and Xiao \([22]\). Note that, as shown in Lemma \([4, 1]\) below, if the limit exists, then \( g \) must have an isolated zero at \((a, b)\).

The rest of this paper is organized as follows. Section 2 contains some preliminaries from semi-algebraic geometry which will be used later. On one hand, we will use Puiseux expansions to study the local behavior of functions along half-branches of curves, on the other hand, we would like that our algorithm could be implemented in a computer algebra system, so it is imperative to work with truncated Newton–Puiseux roots. To do this, in Section 3, we make sure that the conditions guaranteeing the existence of limits of bivariate rational functions can be expressed by using truncated Newton–Puiseux roots. In Section 4, some necessary and sufficient conditions for the existence of limits of bivariate rational functions is given. A formula for ranges and the main algorithm of the paper are provided in Section 5. We also implement our algorithm in MAPLE and examine some examples. Note that, in Example (20), the limit command in MAPLE 2021 returns a wrong range. Furthermore, our algorithm can do better than that of MAPLE 2021 in computing ranges (see Examples (18)–(21)). Computing ranges in the case of non isolated zero of the denominator would be object of our future work.

2. Preliminaries

Throughout this work we shall consider the Euclidean vector space \( \mathbb{R}^n \) endowed with its canonical scalar product \( \langle \cdot, \cdot \rangle \), and we shall denote its associated norm by \( \| \cdot \| \). The closed ball (resp., the sphere) centered at \( x \in \mathbb{R}^n \) of radius \( r \) will be denoted by \( \mathbb{B}_r(x) \) (resp., \( \mathbb{S}_r(x) \)). When \( x \) is the origin \( 0 \) of \( \mathbb{R}^n \) we write \( \mathbb{B}_r \) and \( \mathbb{S}_r \) instead of \( \mathbb{B}_r(0) \) and \( \mathbb{S}_r(0) \) respectively. Set \( \mathbb{R} := \mathbb{R} \cup \{\pm \infty\} \).

Now, we recall some notions and results of semi-algebraic geometry, which can be found in \([2, 8, 16]\).
Definition 2.1. A subset $S$ of $\mathbb{R}^n$ is called semi-algebraic if it is a finite union of sets of the form
\[
\{x \in \mathbb{R}^n \mid f_i(x) = 0, \ i = 1, \ldots, k; \ f_i(x) > 0, \ i = k + 1, \ldots, p}\,
\]
where all $f_i$ are polynomials. In other words, $S$ is a union of finitely many sets, each defined by finitely many polynomial equalities and inequalities. A function $f : S \to \mathbb{R}$ is said to be semi-algebraic if its graph
\[
\{(x, y) \in S \times \mathbb{R} \mid y = f(x)\}
\]
is a semi-algebraic set.

A major fact concerning the class of semi-algebraic sets is its stability under linear projections.

Theorem 2.2 (Tarski–Seidenberg theorem). The image of any semi-algebraic set $S \subset \mathbb{R}^n$ under a projection to any linear subspace of $\mathbb{R}^n$ is a semi-algebraic set.

The following well-known results will be of great importance for us.

Lemma 2.3 (monotonicity lemma). Let $f : (a, b) \to \mathbb{R}$ be a semi-algebraic function. Then there are finitely many points $a = t_0 < t_1 < \cdots < t_k = b$ such that the restriction of $f$ to each interval $(t_i, t_{i+1})$ is analytic, and either constant, or strictly increasing or strictly decreasing.

Lemma 2.4 (semi-algebraic choice). Let $S$ be a semi-algebraic subset of $\mathbb{R}^m \times \mathbb{R}^n$. Denote by $\pi : \mathbb{R}^m \times \mathbb{R}^n \to \mathbb{R}^m$ the projection on the first $m$ coordinates. Then there is a semi-algebraic map $f : \pi(S) \to \mathbb{R}^n$ such that $(t, f(t)) \in S$ for all $t \in \pi(S)$.

3. Truncated Newton–Puiseux roots

In this section we define truncated Newton–Puiseux roots and establish some preliminary results that will be used in the sequel. Let $\mathbb{C}\{x,y\}$ and $\mathbb{R}[x,y]$, respectively, stand for the ring of convergent power series and the ring of real polynomials in variables $x$ and $y$.

Let $f \in \mathbb{C}\{x,y\}$. If $f \not\equiv 0$, we can write
\[
f = f_m + f_{m+1} + \cdots,
\]
where $f_m \not\equiv 0$ and for each $k \geq m$, either $f_k \equiv 0$ or $f_k$ is a homogeneous polynomial of degree $k$; then the order of $f$ is defined by $\text{ord } f := m$. If $f \equiv 0$, it is convenient to set $\text{ord } f := +\infty$.

We say that $f$ is $y$-regular (of order $m$) if $\text{ord } f = m$ and $f_m(0,1) \neq 0$. By a linear change of coordinates, we can transform $f$ into a $y$-regular function of the same order as follows.
Lemma 3.1. Let \( c \in \mathbb{C} \). Then the function \( \tilde{f}(x, y) := f(x + cy, y) \) is \( y \)-regular of order \( m \) if and only if \( f_m(c, 1) \neq 0 \).

Proof. This is a direct consequence of the fact that the homogeneous polynomial of the lowest degree of \( \tilde{f} \) is \( f_m(x + cy, y) \). \( \square \)

Let \( \varphi \not\equiv 0 \) be a Puiseux series of the following form
\[
\varphi(x) = c_1 x^{n_1} + c_2 x^{n_2} + \cdots,
\]
where \( c_k \in \mathbb{C} \) and \( n \leq n_1 < n_2 < \cdots \) are positive integers, having no common divisor, such that the power series \( \varphi(t^n) \) has positive radius of convergence. The order of \( \varphi \) is defined by
\[
\text{ord } \varphi := \frac{n_1}{n}.
\]
If \( \varphi \equiv 0 \), set \( \text{ord } \varphi := +\infty \).

The series \( \varphi \) is real if all \( c_k \) are real. Define for \( N > 0 \),
\[
\varphi \mod x^N := \sum_{\frac{n_k}{n} < N} c_k x^{\frac{n_k}{n}},
\]
which is the sum of the terms of \( \varphi \) of exponents strictly less than \( N \). The series \( \varphi \) is called a Newton–Puiseux root of \( f \) if \( f(x, \varphi(x)) \equiv 0 \).

Assume that \( f \) is \( y \)-regular and let
\[
P(f) := \{ \varphi : \varphi \text{ is a Newton–Puiseux root of } f \}.
\]
In view of Weierstrass’s preparation theorem and Puiseux’s theorem (see, for example, [10, The Puiseux theorem, page 170] or [19, page 98]), we can write
\[
f = u(x, y) \prod_{\varphi \in P(f)} (y - \varphi(x))^\text{mult}_f(\varphi),
\]
where \( u \in \mathbb{C}\{x, y\} \) with \( u(0, 0) \neq 0 \) and \( \text{mult}_f(\varphi) \) is the multiplicity of \( \varphi \). In order to provide criteria for the existence of limits of bivariate rational functions, some preparations on truncated Newton–Puiseux roots are needed.

For an integer \( N > 0 \), the set of Newton–Puiseux roots of \( f \) truncated from \( N \) is defined by
\[
P_N(f) := \{ \varphi \mod x^N : \varphi \in P(f) \}.
\]
According to the latest version of Maple, the software can only compute (truncated) Puiseux roots of bivariate square-free polynomials. (Recall that a polynomial is square-free if it does not have multiple factors.) The following theorem provides a method to compute truncated Newton–Puiseux roots of polynomials not necessarily square-free.
Theorem 3.2. Let \( f \in \mathbb{R}[x,y] \) be \( y \)-regular of order \( m > 0 \) and let \( N \) be an integer such that \( mN > \deg f \). Then for any \( c \neq 0 \), the polynomial

\[
\tilde{f}(x,y) := f(x,y) + c(x^{mN} + y^{mN})
\]

is square-free and \( P_N(f) = P_N(\tilde{f}) \).

Before proving Theorem 3.2, we need some lemmas of preparation.

Lemma 3.3. For all \( n > \deg f \) and all \( c \neq 0 \), the polynomial

\[
\tilde{f}(x,y) := f(x,y) + c(x^n + y^n)
\]

is square-free.

Proof. Assume for contradiction that \( \tilde{f} \) is not square free, i.e., there are \( p, q \in \mathbb{R}[x,y] \) with \( \deg p > 0 \) such that \( \tilde{f}(x,y) = p(x,y)^2 q(x,y) \). Let \( \tilde{p} \) and \( \tilde{q} \) be the homogeneous components of highest degree of \( p \) and \( q \), respectively. We have

\[
c(x^n + y^n) = \tilde{p}(x,y)^2 \tilde{q}(x,y),
\]

which is a contradiction since the polynomial \( x^n + y^n \) is square-free. \( \square \)

Lemma 3.4. Let \( N > 0 \) be an integer. If \( y = \varphi(x) \) is a Puiseux series such that \( \varphi \mod x^N \not\in P_N(f) \), then

\[
\ord f(x, \varphi(x)) < mN.
\]

Proof. By Puiseux’s theorem, we can write

\[
f(x,y) = u(x,y) \prod_{k=1}^{m} (y - \varphi_k(x)),
\]

where \( u \in \mathbb{C}\{x,y\} \) with \( u(0,0) \neq 0 \) and \( \varphi_k, \, k = 1, \ldots, m, \) are (not necessarily distinct) Newton–Puiseux roots of \( f \). By assumption, \( \ord (\varphi - \varphi_k) < N \) for all \( k \). Thus

\[
\ord f(x, \varphi(x)) = \sum_{k=1}^{m} \ord (\varphi - \varphi_k) < mN,
\]

which completes the proof. \( \square \)

Proof of Theorem 3.2. In view of Lemma 3.3, the first conclusion is clear. Let us show that \( P_N(f) \subseteq P_N(\tilde{f}) \). The inverse inclusion is proved analogously.

By contradiction, assume that there exists a Newton–Puiseux root \( \varphi \) of \( f \) such that \( \varphi \mod x^N \not\in P_N(\tilde{f}) \). By definition, \( \ord \tilde{f} = \ord f = m \). Applying Lemma 3.4 for \( \tilde{f} \), we get \( \ord \tilde{f}(x, \varphi(x)) < mN \). On the other hand, we have

\[
\tilde{f}(x, \varphi(x)) = f(x, \varphi(x)) + c \left(x^{mN} + (\varphi(x))^{mN}\right) = c \left(x^{mN} + (\varphi(x))^{mN}\right).
\]

Therefore

\[
mN > \ord \tilde{f}(x, \varphi(x)) = \ord \left(x^{mN} + (\varphi(x))^{mN}\right) \geq mN,
\]

which is impossible. The theorem is proved. \( \square \)
In order to work with truncated Newton–Puiseux roots, we need to determine the order from which the roots should be truncated so that the following requirements are fulfilled:

- The truncations of two distinct roots must be different.
- It is possible to determine all real roots.
- The order of a given polynomial \( f \) on a Newton–Puiseux root of another polynomial not being a Newton–Puiseux root of \( f \) is the same as the order of \( f \) on the truncation of this root.
- It is possible to determine the multiplicity of all roots.
- It is possible to determine the common roots of two polynomials.

We will show, in Theorems 3.6, 3.7 and 3.9 below, that the truncation order needed is bounded by a number \( N (\cdot ) \) depending only on the degree of the polynomials considered. Furthermore, according to [17], the truncation order needed can be lower than this number since it depends on each polynomial function.

We begin with the following observation, which is inspired by [12, Theorem 4.3].

**Lemma 3.5.** Let \( f \in \mathbb{R}[x, y] \) be \( y \)-regular. If \( y = \gamma(x) \) is a Newton–Puiseux root of \( \frac{\partial f}{\partial y} \) but not of \( f \), then

\[
\text{ord } f(x, \gamma(x)) \leq (\text{deg } f - 1)^2 + 1.
\]

Before proving the lemma we recall the notion of intersection multiplicity of two plane curve germs (see, for example, [6]). Let \( f \in \mathbb{C}\{x, y\} \) be irreducible. Then the intersection multiplicity of any \( g \in \mathbb{C}\{x, y\} \) with \( f \) is given by

\[
i(f, g) := \text{ord } g(x(t), y(t)),
\]

where \( t \mapsto (x(t), y(t)) \) is a parametrization for the curve germ defined by \( f \). Here by a parametrization of the curve germ \( f^{-1}(0) \), we mean an analytic map germ

\[
\varphi: (\mathbb{C}, 0) \rightarrow (\mathbb{C}^2, 0), \quad t \mapsto (x(t), y(t)),
\]

with \( f \circ \varphi \equiv 0 \) and satisfying the following universal factorization property: for each analytic mapping germ \( \psi: (\mathbb{C}, 0) \rightarrow (\mathbb{C}^2, 0) \) with \( f \circ \psi \equiv 0 \), there exists a unique analytic mapping germ \( \bar{\psi}: (\mathbb{C}, 0) \rightarrow (\mathbb{C}, 0) \) such that \( \psi = \varphi \circ \bar{\psi} \). In general, let \( f \in \mathbb{C}\{x, y\} \) be a convergent power series and let \( f = f_1^{\alpha_1} \cdots f_r^{\alpha_r} \) be a factorization of \( f \) in the ring \( \mathbb{C}\{x, y\} \) with \( f_i \) being irreducible and pairwise co-prime. Then the intersection multiplicity of \( g \) with \( f \) is defined to be the sum

\[
i(f_1^{\alpha_1} \cdots f_r^{\alpha_r}, g) := \alpha_1 i(f_1, g) + \cdots + \alpha_r i(f_r, g).
\]

**Proof of Lemma 3.5.** Let \( g \) be the irreducible factor of \( \frac{\partial f}{\partial y} \) in \( \mathbb{C}\{x, y\} \) having \( \gamma \) as a Newton–Puiseux root. Then \( t \mapsto (t^n, \gamma(t^n)) \) is a parametrization of the curve germ \( g^{-1}(0) \),
where $n$ denotes the order of $g$. Note that $i(\frac{\partial f}{\partial x}, g)$ is finite because $\gamma$ is a Newton–Puiseux root of $\frac{\partial f}{\partial y}$ but not of $f$. Hence
\[
\operatorname{ord} f(x, \gamma(x)) = \operatorname{ord} \frac{\partial f}{\partial x}(x, \gamma(x)) + 1 \\
\leq n \cdot \operatorname{ord} \frac{\partial f}{\partial x}(x, \gamma(x)) + 1 \\
= \operatorname{ord} \frac{\partial f}{\partial x}(t^n, \gamma(t^n)) + 1 = i\left(\frac{\partial f}{\partial x}, g\right) + 1.
\]

Let $h \in \mathbb{C}[x,y]$ be the irreducible component of the polynomial $\frac{\partial f}{\partial y}$ which is divisible by $g$ in $\mathbb{C}\{x,y\}$. Then $\deg h \leq \deg f - 1$ and $h$ does not divide $\frac{\partial f}{\partial x}$ (because $i(\frac{\partial f}{\partial x}, g)$ is finite).

It follows from Bezout’s theorem (see [3, p. 232]) that
\[
i\left(\frac{\partial f}{\partial x}, h\right) \leq (\deg f - 1) \deg h \leq (\deg f - 1)^2.
\]

Therefore,
\[
\operatorname{ord} f(x, \gamma(x)) \leq i\left(\frac{\partial f}{\partial x}, g\right) + 1 \leq i\left(\frac{\partial f}{\partial x}, h\right) + 1 \leq (\deg f - 1)^2 + 1,
\]
which completes the proof. 

For $f \in \mathbb{R}[x,y]$, let
\[
\mathbf{P}^+(f) := \{\varphi \in \mathbf{P}(f) : \varphi \text{ is real}\}, \\
\mathbf{P}^-(f) := \mathbf{P}^+(f(-x,y)).
\]

Moreover for $* \in \{\pm\}$ and $N > 0$ we set
\[
\mathbf{P}_N^*(f) := \{\varphi \mod x^N : \varphi \in \mathbf{P}^*(f)\}.
\]

For each integer $d > 0$, let
\[
\mathcal{N}(d) := \frac{(d-1)^2 + 1}{2}.
\]

**Theorem 3.6.** Let $f \in \mathbb{R}[x,y]$ be $y$-regular and $N > \mathcal{N}(\deg f)$. Then the following statements hold:

(i) If $y = \varphi_1(x)$ and $y = \varphi_2(x)$ are distinct Newton–Puiseux roots of $f$, then
\[
\operatorname{ord} (\varphi_1 - \varphi_2) \leq \mathcal{N}(\deg f).
\]

(ii) If $y = \varphi(x)$ is a Newton–Puiseux root of $f$ such that all the coefficients of $\varphi \mod x^N$ are real, then $\varphi$ is real.

(iii) The mapping
\[
\mathbf{P}(f) \to \mathbf{P}_N(f), \quad \varphi \mapsto \varphi \mod x^N,
\]
is one-to-one. Furthermore, for $* \in \{\pm\}$, the restriction of this mapping on $\mathbf{P}_N^*(f)$, is a bijection onto $\mathbf{P}_N^*(f)$. 
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(iv) Let $\nu(\cdot)$ be the term of lowest order of the considered series. If $\varphi$ is a Puiseux series such that $\varphi_N := \varphi \mod x^N \notin P_N(f)$, then $\nu(f(x, \varphi(x))) = \nu(f(x, \varphi_N(x)))$. In particular,

$$\text{ord } f(x, \varphi(x)) = \text{ord } f(x, \varphi_N(x)).$$

**Proof.** (i) By [9, Lemma 3.3] (see also [12, Corollary 3.1]), there is a Newton–Puiseux root $\gamma$ of $\frac{\partial f}{\partial y}$ but not of $f$ such that

$$\text{ord } (\varphi_1 - \varphi_2) = \text{ord } (\gamma - \varphi_1) = \text{ord } (\gamma - \varphi_2).$$

Consequently,

$$2 \text{ord } (\varphi_1 - \varphi_2) = \text{ord } (\gamma - \varphi_1) + \text{ord } (\gamma - \varphi_2) \leq \text{ord } f(x, \gamma(x)),$$

which, together with Lemma 3.5, yields the desired conclusion.

(ii) Assume for contradiction that $\varphi$ is not real. Since the polynomial $f$ has real coefficients, the complex conjugate $\overline{\varphi}$ of $\varphi$ is also a Newton–Puiseux root of $f$ and $\overline{\varphi} \neq \varphi$. Hence

$$\text{ord } (\overline{\varphi} - \varphi) \geq N > N(d),$$

which contradicts Item (i).

(iii) If there are distinct Newton–Puiseux roots $\varphi_1$ and $\varphi_2$ of $f$ such that

$$\varphi_1 \mod x^N = \varphi_2 \mod x^N,$$

then

$$\text{ord } (\varphi_1 - \varphi_2) \geq N > N(d),$$

which contradicts Item (i). Hence the mapping

$$P(f) \to P_N(f), \quad \varphi \mapsto \varphi \mod x^N,$$

is injective, and so is bijective. This, together with Items (i) and (ii), implies that the restriction of this mapping on $P^*(f)$ is a bijection onto $P_N^*(f)$.

(iv) Since $\varphi_N \notin P_N(f)$, we have for all $\psi \in P(f)$,

$$\nu(\varphi - \psi) = \nu(\varphi_N - \psi).$$

On the other hand, by Puiseux’s theorem, we have

$$f(x, y) = u(x, y) \prod_{\psi \in P(f)} (y - \psi(x))^{\text{mult}_f(\psi)},$$
where \( u \in \mathbb{C}\{x,y\} \) with \( u(0,0) \neq 0 \). Therefore

\[
\nu(f(x, \varphi(x))) = \nu \left( u(x, \varphi(x)) \prod_{\psi \in \mathcal{P}(f)} (\varphi(x) - \psi(x))^{\text{mult}_f(\psi)} \right)
\]

\[
= u(0,0) \prod_{\psi \in \mathcal{P}(f)} (\nu(\varphi - \psi))^{\text{mult}_f(\psi)}
\]

\[
= u(0,0) \prod_{\psi \in \mathcal{P}(f)} (\nu(\varphi_N - \psi))^{\text{mult}_f(\psi)}
\]

\[
= \nu \left( u(x, \varphi_N(x)) \prod_{\psi \in \mathcal{P}(f)} (\varphi_N(x) - \psi(x))^{\text{mult}_f(\psi)} \right)
\]

\[
= \nu(f(x, \varphi_N(x))).
\]

This ends the proof of the theorem. \(\square\)

**Theorem 3.7.** Let \( f, g \in \mathbb{R}[x,y] \) be \( x \)-regular. For all \( N > N(\deg f + \deg g) \), the mapping

\[
\mathcal{P}(f) \to \mathcal{P}_N(f), \quad \varphi \mapsto \varphi \mod x^N,
\]

induces a bijection between \( \mathcal{P}(f) \setminus \mathcal{P}(g) \) and \( \mathcal{P}_N(f) \setminus \mathcal{P}_N(g) \). Furthermore, for \( * \in \{\pm\} \), the restriction of this mapping on \( \mathcal{P}^*(f) \setminus \mathcal{P}^*(g) \) is a bijection onto \( \mathcal{P}^*_N(f) \setminus \mathcal{P}^*_N(g) \).

**Proof.** By definition, if \( \varphi \in \mathcal{P}_N(f) \cap \mathcal{P}_N(g) \) then \( \varphi \mod x^N \in \mathcal{P}_N(f) \cap \mathcal{P}_N(g) \). Similarly, if \( \varphi \in \mathcal{P}^*_N(f) \cap \mathcal{P}^*_N(g) \) then \( \varphi \mod x^N \in \mathcal{P}^*_N(f) \cap \mathcal{P}^*_N(g) \).

Conversely, assume that \( \varphi_N \in \mathcal{P}_N(f) \cap \mathcal{P}_N(g) \). Then by the choice of \( N \) and by Theorem 3.6(iii), there is a unique Newton–Puiseux root \( \phi \) of \( f \) and a unique Newton–Puiseux root \( \psi \) of \( g \) such that

\[
\varphi_N = \phi \mod x^N = \psi \mod x^N.
\]

Note that \( \phi \) and \( \psi \) are Newton–Puiseux roots of the product \( f \cdot g \), so again by the choice of \( N \) and by Theorem 3.6(iii), we must have \( \phi = \psi \). In addition, if \( \varphi_N \in \mathcal{P}^*_N(f) \cap \mathcal{P}^*_N(g) \), then \( \phi \) and \( \psi \) are real in light of Theorem 3.6(ii). Therefore the corresponding \( \varphi \mapsto \varphi \mod x^N \) induces a bijection between \( \mathcal{P}(f) \cap \mathcal{P}(g) \) and \( \mathcal{P}_N(f) \cap \mathcal{P}_N(g) \) and a bijection between \( \mathcal{P}^*(f) \cap \mathcal{P}^*(g) \) and \( \mathcal{P}^*_N(f) \cap \mathcal{P}^*_N(g) \).

Finally, observe that

\[
\mathcal{P}(f) \setminus \mathcal{P}(g) = \mathcal{P}(f) \setminus (\mathcal{P}(f) \cap \mathcal{P}(g)),
\]

\[
\mathcal{P}_N(f) \setminus \mathcal{P}_N(g) = \mathcal{P}_N(f) \setminus (\mathcal{P}_N(f) \cap \mathcal{P}_N(g)),
\]

\[
\mathcal{P}^*(f) \setminus \mathcal{P}^*(g) = \mathcal{P}^*(f) \setminus (\mathcal{P}^*(f) \cap \mathcal{P}^*(g)),
\]

\[
\mathcal{P}^*_N(f) \setminus \mathcal{P}^*_N(g) = \mathcal{P}^*_N(f) \setminus (\mathcal{P}^*_N(f) \cap \mathcal{P}^*_N(g)).
\]

Hence, the desired conclusion follows from the choice of \( N \) and Theorem 3.6(iii). \(\square\)
Lemma 3.8. Let \( f \in \mathbb{R}[x,y] \) be \( y \)-regular and \( \varphi \) be a Newton–Puiseux root of \( f \). For all \( N > N(\deg f) \), the following conditions are equivalent:

(i) \( \varphi \) is of multiplicity greater than 1 (as a Newton–Puiseux root of \( f \)).
(ii) \( \varphi \) is a Newton–Puiseux root of \( \frac{\partial f}{\partial y} \).
(iii) \( \varphi \mod x^N \in P_N(\frac{\partial f}{\partial y}) \).

Proof. The implications (i) \( \Rightarrow \) (ii) \( \Rightarrow \) (iii) are clear.

(iii) \( \Rightarrow \) (i): By assumption, there is a Newton–Puiseux root \( \gamma \) of \( \frac{\partial f}{\partial y} \) such that \( \text{ord} (\gamma - \varphi) \geq N \).

In view of [9, Lemma 3.3] (see also [12, Corollary 3.1]), there is a Newton–Puiseux root \( \psi \) of \( f \) such that \( \text{ord} (\psi - \varphi) = \text{ord} (\gamma - \varphi) \geq N > N(\deg f) \), which, together with Theorem 3.6(i), yields \( \psi = \varphi \), and so \( \gamma = \varphi \). \( \square \)

Theorem 3.9. Let \( f \in \mathbb{R}[x,y] \) be \( y \)-regular, \( \varphi \) be a Newton–Puiseux root of \( f \) and \( p \geq 1 \).

For all \( N > N(\deg f) \), the following conditions are equivalent:

(i) \( \varphi \) is of multiplicity \( p \) (as a Newton–Puiseux root of \( f \)).
(ii) \( \varphi \) is a Newton–Puiseux root of \( \frac{\partial^k f}{\partial y^k} \) for all non negative integers \( k \leq p - 1 \) but not of \( \frac{\partial^p f}{\partial y^p} \).
(iii) \( \varphi \mod x^N \in P_N(\frac{\partial^k f}{\partial y^k}) \) for all non negative integers \( k \leq p - 1 \) and \( \varphi \mod x^N \not\in P_N(\frac{\partial^p f}{\partial y^p}) \).

Proof. (i) \( \Leftrightarrow \) (ii): This is clear.

(ii) \( \Rightarrow \) (iii): Obviously, \( \varphi \mod x^N \in P_N(\frac{\partial^k f}{\partial y^k}) \) for \( k \leq p - 1 \). Furthermore, \( \varphi \mod x^N \not\in P_N(\frac{\partial^p f}{\partial y^p}) \) because otherwise it follows from Lemma 3.8 that \( \varphi \) is a Newton–Puiseux root of \( \frac{\partial^p f}{\partial y^p} \), which is a contradiction. Therefore (iii) holds.

(iii) \( \Rightarrow \) (ii): Let us show that \( \varphi \) is a Newton–Puiseux root of \( \frac{\partial^k f}{\partial y^k} \) for all non negative integer \( k \leq p - 1 \). We proceed by induction on \( k \). Clearly the statement holds for \( k = 0 \). Assume that the statement holds for \( k = l \geq 0 \). We need to show that it also holds for \( k = l + 1 \leq p - 1 \). But, in view of Lemma 3.8 this is a direct consequence of the induction assumption, the assumption \( \varphi \mod x^N \in P_N(\frac{\partial^{l+1} f}{\partial y^{l+1}}) \) and the inequalities

\[
N > N(\deg f) \geq N \left( \deg \frac{\partial^l f}{\partial y^l} \right).
\]

Finally, since \( \varphi \mod x^N \not\in P_N(\frac{\partial^p f}{\partial y^p}) \), it follows from Lemma 3.8 that \( \varphi \) is not a Newton–Puiseux root of \( \frac{\partial^p f}{\partial y^p} \). \( \square \)

The next corollary shows that multiplicities of Newton–Puiseux roots can be computed based on their truncations.
Corollary 3.10. Let \( f \in \mathbb{R}[x, y] \) be \( y \)-regular, \( \varphi \) be a Newton–Puiseux root of \( f \) and \( \varphi_N := \varphi \mod x^N \). Then for any \( N > N(\deg f) \) we have
\[
\operatorname{mult}_f(\varphi) = \operatorname{ord}_f(x, \varphi_{N+1} + cx^{N+1}) - \operatorname{ord}_f(x, \varphi + cx^N),
\]
where \( c \) is a generic constant.

Proof. By definition, for generic \( c \), the following two equalities are satisfied:
\[
\operatorname{ord}(\varphi_N + cx^N - \varphi) = N,
\]
\[
\operatorname{ord}(\varphi_{N+1} + cx^{N+1} - \varphi) = N + 1.
\]
In light of Theorem 3.6(i), we have for any \( \psi \in \mathbb{P}(f) \setminus \{\varphi\} \),
\[
\operatorname{ord}(\varphi - \psi) = \operatorname{ord}(\varphi_N + cx^N - \psi) = \operatorname{ord}(\varphi_{N+1} + cx^{N+1} - \psi).
\]
On the other hand, it follows from Puiseux's theorem that
\[
f(x, y) = f_1(x, y)(y - \varphi(x))^{\operatorname{mult}_f(\varphi)},
\]
where
\[
f_1(x, y) = u(x, y) \prod_{\psi \in \mathbb{P}(f) \setminus \{\varphi\}} (y - \psi(x))^{\operatorname{mult}_f(\psi)}
\]
with \( u \in \mathbb{C}\{x, y\} \) and \( u(0, 0) \neq 0 \). Hence
\[
\operatorname{ord} f_1(x, \varphi_N + cx^N) = \sum_{\psi \in \mathbb{P}(f) \setminus \{\varphi\}} \operatorname{ord} (\varphi_N + cx^N - \psi) \operatorname{mult}_f(\psi)
\]
\[
= \sum_{\psi \in \mathbb{P}(f) \setminus \{\varphi\}} \operatorname{ord} (\varphi_{N+1} + cx^{N+1} - \psi) \operatorname{mult}_f(\psi)
\]
\[
= \operatorname{ord} f_1(x, \varphi_{N+1} + cx^{N+1}).
\]
Therefore,
\[
\operatorname{mult}_f(\varphi) = \operatorname{ord} f(x, \varphi_{N+1} + cx^{N+1}) - \operatorname{ord} f(x, \varphi + cx^N),
\]
which is the desired conclusion. \( \square \)

Remark 3.11. Let \( f \in \mathbb{R}[x, y] \) be a non-constant polynomial such that the origin is a non isolated zero of \( f \). Then for small \( r > 0 \), the intersection of the real plane algebraic curve \( f^{-1}(0) \) with the punctured disk \( \mathbb{B}_r \setminus \{(0, 0)\} \) has a fixed number of connected components, each one homeomorphic to a line. The germ at the origin of such a connected component will be called \textit{half-branch} at the origin of \( f^{-1}(0) \).

Assume that \( f \) is \( y \)-regular and let \( C \) be a half-branch at the origin of the curve \( f^{-1}(0) \) in \( \mathbb{R}^2 \). Then \( C \) is not tangent to the \( y \)-axis. Hence, the first coordinate \( x \) tends to \( 0^+ \) or \( 0^- \) along \( C \). We say that \( C \) is a \textit{right half-branch} in the first case and a \textit{left half-branch} in the second case. If \( C \) is a right (resp., left) half-branch, there exist \( \delta > 0 \) and a semi-algebraic continuous function \( \varphi: [0, \delta) \to \mathbb{R} \) with \( \varphi(0) = 0 \) such that \( C \) is the...
germ of the curve \((x = t, y = \varphi(t))\) (resp., \((x = -t, y = \varphi(t))\)) as \(t \to 0^+\); moreover we have \(\varphi(t) = \sum_{k \geq 0} c_k t^k \in \mathbb{P}^+(f)\) (resp., \(\varphi \in \mathbb{P}^-(f)\)).

Conversely, each Puiseux series \(\varphi \in \mathbb{P}^+(f)\) (resp., \(\varphi \in \mathbb{P}^-(f)\)) determines a right (resp., left) half-branch at the origin of the curve \(f^{-1}(0)\).

4. The existence of limits of real bivariate rational functions

In this section, we present necessary and sufficient conditions for the existence of limits of real bivariate rational functions.

Let \(f, g \in \mathbb{R}[x, y]\) be nonzero polynomials and \((a, b) \in \mathbb{R}^2\). The existence of the limit \(\lim_{(x, y) \to (a, b)} \frac{f(x, y)}{g(x, y)}\) does not depend on the particular choice of local coordinates. Hence, after a suitable translation we may assume that the given point \((a, b)\) is the origin \((0, 0) \in \mathbb{R}^2\). If \(g(0, 0) \neq 0\) then the limit exists and equals to \(\frac{f(0, 0)}{g(0, 0)}\). If \(f(0, 0) \neq 0\) and \(g(0, 0) = 0\), then the limit does not exist. Therefore without loss of generality we will assume that \(f(0, 0) = g(0, 0) = 0\). For simplicity, let \(m := \text{ord } f\), \(n := \text{ord } g\), and let \(f_m, g_n\) be the homogeneous components of degree \(m\) and \(n\) of \(f\) and \(g\), respectively. Note that \(m\) and \(n\) are positive integers.

Let us start with the following simple observation.

**Lemma 4.1.** Assume that the limit \(\lim_{(x, y) \to (a, b)} \frac{f(x, y)}{g(x, y)}\) exists and equals to \(L \in \mathbb{R}\). Then one of the following conditions holds

(i) \(m > n\) and \(L = 0\).
(ii) \(m = n\), \(L \neq 0\) and \(f_m \equiv L g_n\).

Moreover, if \(f\) and \(g\) have no non-constant common divisor in \(\mathbb{R}[x, y]\), then \(g\) must have an isolated zero at the origin.

**Proof.** Let \(L := \lim_{(x, y) \to (0, 0)} \frac{f(x, y)}{g(x, y)} \in \mathbb{R}\). Take any \((\bar{x}, \bar{y}) \in \mathbb{R}^2 \setminus (f_m^{-1}(0) \cup g_n^{-1}(0))\). Then for all \(t > 0\) small enough, we have \(g(t \bar{x}, t \bar{y}) \neq 0\) and so

\[
L = \lim_{t \to 0^+} \frac{f(t \bar{x}, t \bar{y})}{g(t \bar{x}, t \bar{y})} = \lim_{t \to 0^+} \frac{t^m f_m(\bar{x}, \bar{y}) + \text{higher order terms in } t}{t^n g_n(\bar{x}, \bar{y}) + \text{higher order terms in } t}
\]

\[
= \begin{cases} 
0 & \text{if } m > n, \\
\frac{f_m(\bar{x}, \bar{y})}{g_n(\bar{x}, \bar{y})} & \text{if } m = n, \\
\infty & \text{otherwise}.
\end{cases}
\]

Hence \(m \geq n\) and the strict inequality occurs only if \(L = 0\).

Assume \(m = n\). Then \(L = \frac{f_m(\bar{x}, \bar{y})}{g_n(\bar{x}, \bar{y})} \neq 0\). Since this holds for any \((\bar{x}, \bar{y}) \in \mathbb{R}^2 \setminus (f_m^{-1}(0) \cup g_n^{-1}(0))\), it is easy to see that \(f_m(x, y) = L g_n(x, y)\) for all \((x, y) \in \mathbb{R}^2\).

Now, suppose for contradiction that \(g\) has a non isolated zero at the origin. Since \(f\) and \(g\) have no non-constant common divisor in \(\mathbb{R}[x, y]\), in view of [3, Proposition 4, page 179] (see also [5, Algebraic Corollary. 3]), there exist \(h \in \mathbb{R}[x] \setminus \{0\}\) and \(p, q \in \mathbb{R}[x, y]\)
such that $h = pf + qg$. Fix $\epsilon > 0$. There exists $\delta > 0$ such that for all $(x, y) \in \mathbb{B}_\delta$,

$$|f(x, y) - Lg(x, y)| \leq \epsilon |g(x, y)|.$$ 

In particular, $g^{-1}(0) \cap \mathbb{B}_\delta \subset f^{-1}(0)$. Consider $h$ as a polynomial in $x$ and $y$ but does not depend on $y$. Then

$$g^{-1}(0) \cap \mathbb{B}_\delta \subset h^{-1}(0).$$

Since $g$ has a non isolated zero at the origin and $\{x = 0\}$ is the only component of $h^{-1}(0)$ passing through the origin, it follows that $g^{-1}(0) \cap \mathbb{B}_\delta$ contains infinitely many points of $\{x = 0\}$. Thus $\{x = 0\} \subset g^{-1}(0)$ and so $\{x = 0\} \subset f^{-1}(0)$. Therefore $f$ and $g$ must have the common divisor $x$ which contradicts the assumption. Consequently $g$ has an isolated zero at the origin. □

Remark 4.2 (see also [22]). If $f$ (or $g$) is $y$-regular, then $f$ and $g$ have no non-constant common divisor in $\mathbb{R}[x, y]$ if and only if $f$ and $g$ have no non-constant common divisor in $\mathbb{R}[x, y] \setminus \mathbb{R}[x]$.

In light of Lemma 4.1, replacing $f$ by $f - \frac{f_m(x, y)}{g_n(x, y)}g$ with $(\bar{x}, \bar{y}) \in \mathbb{R}^2 \setminus (f^{-1}(0) \cup g^{-1}(0))$, if $m = n$, our problem can be reduced to that of determining if the limit $\lim_{(x, y) \to (0, 0)} \frac{f(x, y)}{g(x, y)}$ exists and equals to 0.

4.1. Case of isolated zeros of the denominator. In this subsection, we will consider the case where the polynomial $g$ has an isolated zero at the origin.

Lemma 4.3. Let $g$ have an isolated zero at the origin and assume that $g \geq 0$ in some neighborhood of the origin. There exist positive constants $r$ and $\delta$ such that for all $t \in (0, \delta)$, the following statements hold:

(i) $t$ is a regular value of $g$.

(ii) $g^{-1}(t) \cap \mathbb{B}_r$ is a non-singular connected closed curve bounding a region containing the origin.

Proof. By Sard’s theorem, the set of critical values of $g$ is finite. In particular, there is $\delta_0 > 0$ such that $(0, \delta_0)$ does not contain a critical value of $g$. Furthermore, by assumption, there exists $r > 0$ such that $g^{-1}(0) \cap \mathbb{B}_r = \{(0, 0)\}$ and

$$0 < \sup_{z \in \mathbb{B}_r} g(z) < \delta_0.$$ 

Let $\delta > 0$ be such that $\inf_{z \in \mathbb{B}_r} g(z) > \delta$. By definition, $[0, \delta) \subset g(\mathbb{B}_r)$. Take any $t \in (0, \delta)$. Clearly, $t$ is a regular value of $g$ and satisfies

$$g^{-1}(t) \cap \mathbb{B}_r = g^{-1}(t) \cap \text{int}(\mathbb{B}_r) \neq \emptyset.$$ 

Consequently, the set $g^{-1}(t) \cap \mathbb{B}_r$ is a compact one-dimensional manifold and so it is a disjoint union of non-singular closed curves.
If there is a closed curve $\alpha$ in the union bounding an open and bounded region $M$ not containing the origin, then the polynomial $g$ must have a local extremum $z_1$ in $M$ and hence $z_1$ is a critical point of $g$. We have
\[
0 < g(z_1) \leq \sup_{z \in M} g(z) \leq \sup_{z \in B_r} g(z) < \delta_0.
\]
This contradicts the fact that $(0, \delta_0)$ does not contain a critical value of $g$.

Thus $g^{-1}(t) \cap B_r$ is a disjoint union of closed curves, each bounds an open and bounded region containing $0$. Let $\alpha_1, \alpha_2 \subset g^{-1}(t) \cap B_r$ be such two curves and let $M_1, M_2$ be the open and bounded regions bounded by them, respectively. We must have either $M_1 \subsetneq M_2$ or $M_2 \subsetneq M_1$. Without loss of generality, assume that $M_1 \subsetneq M_2$. It is clear that the polynomial $g$ must have a local extremum $z_2$ in $M_2 \setminus (M_1 \cup \alpha_2)$ and hence $z_2$ is a critical point of $g$. Observe that
\[
0 < g(z_2) \leq \sup_{z \in M_2} g(z) \leq \sup_{z \in B_r} g(z) < \delta_0.
\]
This also contradicts the fact that $(0, \delta_0)$ does not contain a critical value of $g$. Therefore $g^{-1}(t) \cap B_r$ must be a (non-singular) connected closed curve bounding a region containing $0$. The lemma is proved.

As in the introduction, let $F_{f,g}$ be the determinant of the Jacobian matrix of the mapping
\[
\mathbb{R}^2 \rightarrow \mathbb{R}^2, \quad (x, y) \mapsto (f(x, y), g(x, y)),
\]
i.e.,
\[
F_{f,g} := \frac{\partial f}{\partial x} \frac{\partial g}{\partial y} - \frac{\partial f}{\partial y} \frac{\partial g}{\partial x}.
\]

**Remark 4.4.** (i) By definition, $F_{f,g}(x, y) = 0$ if and only if the gradient vectors $\nabla f(x, y)$ and $\nabla g(x, y)$ are linearly dependent.

(ii) If the origin is an isolated zero of $g$, then it is a local extremum of $g$; in particular, $\nabla g(0, 0) = 0$ and so $F_{f,g}(0, 0) = 0$.

**Lemma 4.5.** Assume that $F_{f,g} \equiv 0$. If $t \in \mathbb{R}$ is a regular value of $g$ then the restriction of $f$ on each connected component of $g^{-1}(t)$ is constant.

**Proof.** Let $S$ be a connected component of $g^{-1}(t)$ and fix $z_1, z_2 \in S$. We need to show $f(z_1) = f(z_2)$. Indeed, since $S$ is connected and semi-algebraic, there exists a piecewise smooth and continuous semi-algebraic curve $\alpha : [0, 1] \rightarrow \mathbb{R}^2$ lying in $S$ such that $\alpha(0) = z_1$ and $\alpha(1) = z_2$. Breaking the curve into smooth pieces, it suffices to consider the case where the curve is smooth. Observe that for all $s \in [0, 1]$, we have $g(\alpha(s)) = t$, $\nabla g(\alpha(s)) \neq 0$ and $F_{f,g}(\alpha(s)) = 0$. Hence, there exists $\lambda(s) \in \mathbb{R}$ such that
\[
\nabla f(\alpha(s)) = \lambda(s) \nabla g(\alpha(s)).
\]
It follows that
\[
\frac{d}{ds}(f \circ \alpha)(s) = \left\langle \nabla f(\alpha(s)), \frac{d\alpha(s)}{ds} \right\rangle = \lambda(s) \left\langle \nabla g(\alpha(s)), \frac{d\alpha(s)}{ds} \right\rangle = \lambda(s) \frac{d}{ds}(g \circ \alpha)(s) = 0.
\]

So $f$ is constant on the curve $\alpha$; in particular, $f(z_1) = f(z_2)$. \qed

**Theorem 4.6.** Assume that $g$ has an isolated zero at the origin and that $F_{f,g} \equiv 0$. We have
\[
\lim_{(x,y) \to (0,0)} \frac{f(x,y)}{g(x,y)} = 0 \quad \text{if and only if} \quad \text{ord} f > \text{ord} g.
\]

**Proof.** By Lemma 4.1 it suffices to prove the sufficient condition. To this end, assume that $\text{ord} f > \text{ord} g$ and let $(x_k, y_k) \in \mathbb{R}^2 \setminus g^{-1}(0)$ be any sequence tending to $(0,0)$. We need to show
\[
\lim_{k \to \infty} \frac{f(x_k, y_k)}{g(x_k, y_k)} = 0.
\]

There is no loss of generality in assuming that $f$ and $g$ are $y$-regular. Indeed, by Lemma 3.1 there is $c \in \mathbb{R}$ such that $\tilde{f}(x, y) := f(x+cy, y)$ and $\tilde{g}(x, y) := g(x+cy, y)$ are $y$-regular. We note the following facts:

- $\text{ord} \tilde{f} = \text{ord} f$;
- $\text{ord} \tilde{g} = \text{ord} g$;
- $\lim_{(x,y) \to (0,0)} \frac{f(x,y)}{g(x,y)} = 0$ if and only if $\lim_{(x,y) \to (0,0)} \frac{\tilde{f}(x,y)}{\tilde{g}(x,y)} = 0$; and
- $F_{\tilde{f},\tilde{g}}(x,y) = \left[ \frac{\partial f}{\partial x} \frac{\partial y}{\partial x} + \frac{\partial f}{\partial y} \frac{\partial y}{\partial y} \right] (x+cy, y) = F_{f,g}(x+cy, y) = 0$

for all $(x, y) \in \mathbb{R}^2$.

Hence, if $f$ or $g$ is not $y$-regular, we replace $f$ and $g$ by $\tilde{f}$ and $\tilde{g}$ respectively. Furthermore, replacing $g$ by $-g$ if necessary, we may assume that $g \geq 0$ in some neighborhood of the origin $(0,0) \in \mathbb{R}^2$. Let $r > 0$ and $\delta > 0$ be the constants determined by Lemma 4.3. Then for all sufficiently large $k$, we have $t_k := g(x_k, y_k) \in (0, \delta)$, and so $t_k$ is a regular value of $g$ and the set $g^{-1}(t_k) \cap \mathbb{B}_r$ is a non-singular connected closed curve bounding a region containing $(0,0)$. The latter fact implies that $(g^{-1}(t_k) \cap \mathbb{B}_r) \cap \{x = 0\}$ contains at least a point $(0, \bar{y}_k)$. Obviously
\[
g(0, \bar{y}_k) = t_k \to 0 \quad \text{as} \quad k \to \infty.
\]

As the origin $(0,0)$ is an isolated zero of $g$, we must have $\bar{y}_k \to 0$. On the other hand, by Lemma 4.3 $f(0, \bar{y}_k) = f(x_k, y_k)$. Therefore,
\[
\lim_{k \to \infty} \frac{f(x_k, y_k)}{g(x_k, y_k)} = \lim_{k \to \infty} \frac{f(0, \bar{y}_k)}{g(0, \bar{y}_k)} = 0.
\]
where the second equality follows from the facts that $f$ and $g$ are $y$-regular of order $\operatorname{ord} f$ and $\operatorname{ord} g$ respectively with $\operatorname{ord} f > \operatorname{ord} g$.

We next consider the case $F_{f,g} \neq 0$. To this end, we need the following fact.

**Lemma 4.7.** For all but a finite number of $c \in \mathbb{R}$, the polynomials $\tilde{f}(x, y) := f(x + cy, y)$, $\tilde{g}(x, y) := g(x + cy, y)$, and $F_{\tilde{f}, \tilde{g}}$ are $y$-regular.

**Proof.** By definition, we have

$$F_{\tilde{f}, \tilde{g}}(x, y) = \left[ \frac{\partial f}{\partial x} \left( c \frac{\partial g}{\partial x} + \frac{\partial g}{\partial y} \right) - \left( c \frac{\partial f}{\partial x} + \frac{\partial f}{\partial y} \right) \frac{\partial g}{\partial x} \right] (x + cy, y) = F_{f,g}(x + cy, y).$$

This, together with Lemma 3.1, implies the required conclusion. □

**Theorem 4.8.** Assume that $g$ has an isolated zero at the origin, $F_{f,g} \neq 0$ and the polynomials $f, g$ and $F_{f,g}$ are $y$-regular. Then the following conditions are equivalent:

(i) \( \lim_{(x,y) \to (0,0)} \frac{f(x,y)}{g(x,y)} = 0 \).

(ii) For \( * \in \{ \pm \} \) and for any \( \gamma \in P^*(F_{f,g}) \setminus P^*(f) \), we have

\[ \operatorname{ord} f(*x, \gamma(x)) > \operatorname{ord} g(*x, \gamma(x)). \]

**Proof.** (i) \( \Rightarrow \) (ii): This is clear.

(ii) \( \Rightarrow \) (i): Replacing $g$ by $-g$ if necessary, we may assume that $g \geq 0$ in some neighborhood of the origin $(0,0) \in \mathbb{R}^2$. By Lemma 4.3, there exist $r > 0$ and \( \delta > 0 \) such that each $t$ in $(0, \delta)$ is a regular value of $g$ and satisfies

\[ g^{-1}(t) \cap B_r = g^{-1}(t) \cap \text{int}(B_r) \neq \emptyset. \]

Thus, for such $t$, the following equalities hold:

\[
\begin{align*}
\min_{(x,y) \in g^{-1}(t) \cap B_r} f(x,y) & = \min_{(x,y) \in g^{-1}(t) \cap \text{int}(B_r)} f(x,y), \\
\max_{(x,y) \in g^{-1}(t) \cap B_r} f(x,y) & = \max_{(x,y) \in g^{-1}(t) \cap \text{int}(B_r)} f(x,y).
\end{align*}
\]

Applying Lemma 2.4 for the (nonempty) semi-algebraic set

\[ S := \left\{ (t, (x, y)) \in (0, \delta) \times \mathbb{B}_r \mid (x, y) \in \text{argmin}_{(x,y) \in g^{-1}(t) \cap B_r} f(x,y) \right\} \]

and the projection $S \to (0, \delta), (t, (x, y)) \mapsto t$, we get a semi-algebraic curve

\[ \gamma: (0, \delta) \to \mathbb{R}^2, \quad t \mapsto (x(t), y(t)), \]

such that for all $t \in (0, \delta)$ we have that $\gamma(t) \in g^{-1}(t) \cap \text{int}(B_r)$ is an optimal solution of the problem $\min_{(x,y) \in g^{-1}(t) \cap B_r} f(x,y)$. By the Lagrange multiplier theorem, the gradient vectors $\nabla f(\gamma(t))$ and $\nabla g(\gamma(t))$ are linearly dependent, i.e., $F_{f,g}(\gamma(t)) \equiv 0$. Since $F_{f,g}$ is $y$-regular, $x(t) \neq 0$ for small $t > 0$. By Lemma 2.3 and by shrinking $\delta$ (if necessary), we may assume that for all $t \in (0, \delta)$, either $x(t) > 0$ or $x(t) < 0$. Then the germ of the curve
Remark 4.10. (i) As we have seen, in the case where inequalities hold:

\[ \lim_{(x,y) \to (0,0)} \frac{f(x,y)}{g(x,y)} = \frac{f(\gamma(t))}{g(\gamma(t))} \to 0 \quad \text{as} \quad t \to 0^+. \]

Similarly, we also have

\[ \lim_{(x,y) \to (0,0)} \frac{f(x,y)}{g(x,y)} \to 0 \quad \text{as} \quad t \to 0^+. \]

Let \((x_k, y_k) \in \mathbb{R}^2 \setminus g^{-1}(0)\) be any sequence tending to \((0,0)\). Then for all sufficiently large \(k\), we have \((x_k, y_k) \in \mathbb{B}_r\) and \(t_k := g(x_k, y_k) \in (0, \delta)\). For such \(k\), the following inequalities hold:

\[ \min_{(x,y) \in g^{-1}(t_k) \cap \mathbb{B}_r} \frac{f(x,y)}{g(x,y)} \leq \frac{f(x_k, y_k)}{g(x_k, y_k)} \leq \max_{(x,y) \in g^{-1}(t_k) \cap \mathbb{B}_r} \frac{f(x,y)}{g(x,y)}. \]

Therefore, \(\lim_{k \to \infty} \frac{f(x_k, y_k)}{g(x_k, y_k)} = 0\), which completes the proof. \(\Box\)

A truncated version of Theorem 4.8, which will be used in the design of our algorithms, reads as follows.

**Corollary 4.9.** Under the assumptions of Theorem 4.8, let \(N\) be an integer such that

\[ N > \max\{N(\deg f + \deg F_{f,g}), N(\deg g)\}. \]

Then the following conditions are equivalent:

(i) \(\lim_{(x,y) \to (0,0)} \frac{f(x,y)}{g(x,y)} = 0\).

(ii) For \(\ast \in \{\pm\}\) and for any \(\gamma_0 \in \mathbb{P}_N^*(F_{f,g}) \setminus \mathbb{P}_N^*(f)\), we have

\[ \text{ord } f(\ast x, \gamma_0(x)) > \text{ord } g(\ast x, \gamma_0(x)). \]

**Proof.** By Theorem 3.7 and the choice of \(N\), the mapping

\[ \mathbb{P}_N^*(F_{f,g}) \setminus \mathbb{P}_N^*(f) \to \mathbb{P}_N^*(F_{f,g}) \setminus \mathbb{P}_N^*(f), \quad \gamma \mapsto \gamma \mod x^N, \]

is bijective. Therefore, in view of Theorem 4.8, it suffices to show that for any \(\gamma \in \mathbb{P}_N^*(F_{f,g}) \setminus \mathbb{P}_N^*(f)\), the following equalities hold:

\[ \text{ord } f(\ast x, \gamma(x)) = \text{ord } f(\ast x, \gamma(x) \mod x^N), \]

\[ \text{ord } g(\ast x, \gamma(x)) = \text{ord } g(\ast x, \gamma(x) \mod x^N). \]

In fact, the first equality follows directly from Theorem 3.6(iv). The second inequality follows similarly by remarking that \(\mathbb{P}_N^*(g) = \emptyset\), and so \(\gamma \notin \mathbb{P}_N^*(g)\) for any \(\gamma \in \mathbb{P}_N^*(F_{f,g})\). \(\Box\)

**Remark 4.10.** (i) As we have seen, in the case where \(g\) has an isolated zero at the origin, the limit \(\lim_{(x,y) \to (0,0)} \frac{f(x,y)}{g(x,y)}\) exists if and only if it exists along the half-branches of the curve \(F_{f,g} = 0\). Similar approach has appeared in [4] for this case. However,
instead of $F_{f,g}$, whose degree is bounded by $\deg f + \deg g - 2$, the polynomial $G_{f,g}$
given by (II), whose degree is bounded by $\deg f + \deg g$, is used there. So in general,
it has greater degree than that of $F_{f,g}$.

(ii) Let $N$ be an integer such that $N > N'(\deg g)$. If $P^+_N(g) \cup P^-_N(g) = \emptyset$, then it not hard
to see that $g$ has a local extremum at the origin $(0,0)$. Furthermore, let $c$ be the
coefficient of the term of lowest degree in $g(0,y)$. Clearly $(0,0)$ is a local maximum
of $g$ if $c > 0$; otherwise it is a local minimum of $g$. Assume that $f(0,0) \neq 0$. Then

$$\lim_{(x,y) \to (0,0)} \frac{f(x,y)}{g(x,y)} = \begin{cases} +\infty & \text{if } cf(0,0) > 0 \\
-\infty & \text{if } cf(0,0) < 0. \end{cases}$$

4.2. The general case. We now consider the general case: the polynomial $g$ has not necessarily
an isolated zero at the origin. To this end, as in the introduction, define the
polynomial $G_{f,g} \in \mathbb{R}[x,y]$ by

$$G_{f,g} := y \left( g \frac{\partial f}{\partial x} - f \frac{\partial g}{\partial x} \right) - x \left( g \frac{\partial f}{\partial y} - f \frac{\partial g}{\partial y} \right).$$

Observe that if $(x,y) \notin g^{-1}(0)$, then $G_{f,g}(x,y) = 0$ if and only if the vectors $\nabla (\frac{f}{g})(x,y)$
and $(x,y)$ are linearly dependent. Also note that $G_{f,g}$ vanishes at the origin.

Let us start with the case $G_{f,g} \equiv 0$.

Theorem 4.11. Assume that $G_{f,g} \equiv 0$. Then

$$\lim_{(x,y) \to (0,0)} \frac{f(x,y)}{g(x,y)} = 0 \quad \text{if and only if} \quad \text{ord} f > \text{ord} g.$$

Proof. By Lemma 4.11 it suffices to prove the sufficient condition. So, let $\text{ord} f > \text{ord} g$.

Fix $t > 0$. Since $G_{f,g} \equiv 0$, it is not hard to check that the restriction of $\frac{f}{g}$ on each
connected component of $S_t \setminus g^{-1}(0)$ is constant; confer Lemma 4.5. Take any $(\bar{x}, \bar{y}) \in
S_t \cap g^{-1}(0)$. Clearly, there exists an injective analytic curve $\alpha : (-1,1) \to \mathbb{R}^2$ lying in $S_t$
such that $\alpha(0) = (\bar{x}, \bar{y})$. We have proved that the function $s \mapsto \frac{f(\alpha(s))}{g(\alpha(s))}$ is constant, say $c$,
for $s > 0$ small enough. Since the function $s \mapsto f(\alpha(s)) - c g(\alpha(s))$ is analytic, it follows
that $s \mapsto f(\alpha(s)) / g(\alpha(s))$ also is constant $c$ for $s < 0$ small. Therefore, the restriction of $\frac{f}{g}$
on $S_t \setminus g^{-1}(0)$ is constant.

Recall that $m := \text{ord} f$ and $n := \text{ord} g$. Let $(a,b) \in \mathbb{R}^2 \setminus \{(0,0)\}$ such that $a^2 + b^2 = 1,
f_m(a,b) \neq 0$ and $g_n(a,b) \neq 0$. We can write

$$f(at, bt) = f_m(a,b) t^m + \text{higher order terms in } t,$$

$$g(at, bt) = g_n(a,b) t^n + \text{higher order terms in } t,$$

By assumption, $m > n$. Therefore, as $t := \sqrt{x^2 + y^2} \to 0$ with $(x,y) \notin g^{-1}(0)$, we have

$$\frac{f(x,y)}{g(x,y)} = \frac{f(at, bt)}{g(at, bt)} \to 0,$$

which completes the proof. \hfill \Box
We next consider the case \( G_{f,g} \neq 0 \). To this end, we need the following fact.

**Lemma 4.12.** Let \( f \) and \( g \) be \( y \)-regular of order \( m \) and \( n \), respectively. Denote by \( f_m \) and \( g_n \) the homogeneous components of \( f \) and \( g \) of the degrees \( m \) and \( n \), respectively. Suppose that \( m \neq n \), then the following statements hold.

(i) If \((g_n \frac{\partial f_m}{\partial x} - f_m \frac{\partial g_n}{\partial x}) (0, 1) \neq 0\), then \( G_{f,g} \) is \( y \)-regular.

(ii) If \((g_n \frac{\partial f_m}{\partial x} - f_m \frac{\partial g_n}{\partial x}) (0, 1) = 0\), then the polynomials \( \tilde{f}(x,y) := f(x,x+y), \tilde{g}(x,y) := g(x,x+y) \), as well as, \( G_{\tilde{f}, \tilde{g}} \) are \( y \)-regular.

**Proof.** (i): This is trivial.

(ii): The polynomials \( f \) and \( g \) are \( y \)-regular, so are the polynomials \( \tilde{f} \) and \( \tilde{g} \). Furthermore, we have

\[
G_{\tilde{f}, \tilde{g}}(x,y) = y \left[ \left( \frac{\partial f}{\partial x} - \frac{\partial g}{\partial x} \right) + \left( \frac{\partial f}{\partial y} - \frac{\partial g}{\partial y} \right) \right] (x,x+y) + x \left( \frac{\partial f}{\partial y} - \frac{\partial g}{\partial y} \right) (x,x+y).
\]

The coefficient of \( y^{m+n} \) in \( G_{\tilde{f}, \tilde{g}} \) is

\[
\left( g_n \frac{\partial f_m}{\partial x} - f_m \frac{\partial g_n}{\partial x} \right) (0, 1) + \left( g_n \frac{\partial f_m}{\partial y} - f_m \frac{\partial g_n}{\partial y} \right) (0, 1) = \left( \frac{\partial f_m}{\partial y} - \frac{\partial g_n}{\partial y} \right) (0, 1) = (m-n)f_m(0,1)g_n(0,1) \neq 0,
\]

which implies that \( G_{\tilde{f}, \tilde{g}} \) is \( y \)-regular of order \( m+n \). \( \square \)

**Theorem 4.13.** Assume that \( f, g \) and \( G_{f,g} \) are \( y \)-regular. Then \( \lim_{(x,y) \to (0,0)} \frac{f(x,y)}{g(x,y)} = 0 \) if and only if the following conditions hold:

(i) \( \text{ord } f > \text{ord } g \).

(ii) For \( * \in \{\pm\} \) and for any \( \gamma \in \mathbb{P}^*(G_{f,g}) \setminus (\mathbb{P}^*(f) \cup \mathbb{P}^*(g)) \), we have

\[
\text{ord } f(*x, \gamma(x)) > \text{ord } g(*x, \gamma(x)).
\]

(iii) For \( * \in \{\pm\} \) and for any \( \gamma \in \mathbb{P}^*(g) \), we have \( \gamma \in \mathbb{P}^*(f) \) and either \( \text{mult}_f(\gamma) > \text{mult}_g(\gamma) \) or \( \text{mult}_f(\gamma) = \text{mult}_g(\gamma) \) and

\[
\sum_{\varphi \in \mathbb{P}(f) \setminus \{\gamma\}} \text{mult}_f(\varphi) \text{ord } (\gamma - \varphi) > \sum_{\psi \in \mathbb{P}(g) \setminus \{\gamma\}} \text{mult}_g(\psi) \text{ord } (\gamma - \psi).
\]

**Proof.** First of all, assume that \( \lim_{(x,y) \to (0,0)} \frac{f(x,y)}{g(x,y)} = 0 \), then (i) and (ii) follow immediately. Furthermore, given \( \epsilon > 0 \) we can find \( \delta > 0 \) such that

\[
|f(x,y)| \leq \epsilon |g(x,y)| \quad \text{for all } (x,y) \in B_{\delta}.
\]

This yields \( \mathbb{P}^*(g) \subset \mathbb{P}^*(f) \). Next, take any \( \gamma \in \mathbb{P}^+(f) \). (The case where \( \gamma \in \mathbb{P}^-(f) \) is proved similarly.) By Puiseux’s theorem, we can write

\[
f(x,y) = f_1(x,y)(y - \gamma(x))^{\text{mult}_f(\gamma)},
g(x,y) = g_1(x,y)(y - \gamma(x))^{\text{mult}_g(\gamma)},
\]
where \( f_1, g_1 \in \mathbb{R}\{x^\frac{1}{2}\}[y] \) with \( f_1(x, \gamma(x)) \neq 0 \) and \( g_1(x, \gamma(x)) \neq 0 \) for \( x > 0 \) small enough and \( d \) is a positive integer. From (2), we deduce that either \( \text{mult}_f(\gamma) > \text{mult}_g(\gamma) \) or \( \text{mult}_f(\gamma) = \text{mult}_g(\gamma) \). Furthermore, in the second case we have

\[
\lim_{(x,y) \to (0^+, 0)} \frac{f_1(x, y)}{g_1(x, y)} = \lim_{(x,y) \to (0^+, 0)} \frac{f(x, y)}{g(x, y)} = 0,
\]

which yields \( \text{ord}f_1(x, \gamma(x)) > \text{ord}g_1(x, \gamma(x)) \). Therefore (iii) holds.

Now let the conditions (i)–(iii) hold. Clearly, it suffices to show that

\[
\lim_{(x,y) \to (0^+, 0)} \frac{f(x, y)}{g(x, y)} = 0 \quad \text{and} \quad \lim_{(x,y) \to (0^-, 0)} \frac{f(x, y)}{g(x, y)} = 0.
\]

We prove only the first equality; the second equality can be proved similarly.

The condition (iii) gives \( \mathbb{P}^+(g) \subset \mathbb{P}^+(f) \). Hence, there exist \( \delta > 0 \), a positive integer \( d \) and \( f_1, g_1 \in \mathbb{R}\{x^\frac{1}{2}\}[y] \) with \( g_1^{-1}(0) \cap B_\delta \subset \{(0,0)\} \) such that for all \((x, y) \in B_\delta \), we have

\[
f(x, y) = f_1(x, y) \prod_{\varphi \in \mathbb{P}^+(f)} (y - \varphi(x))^\text{mult}_f(\varphi),
\]

\[
g(x, y) = g_1(x, y) \prod_{\varphi \in \mathbb{P}^+(f)} (y - \varphi(x))^\text{mult}_g(\varphi).
\]

For simplicity, write \( B_\delta^+ := B_\delta \cap \{x > 0\} \). By assumption, the semi-algebraic function \( h: B_\delta^+ \setminus \{(0,0)\} \to \mathbb{R} \) defined by

\[
h(x, y) = \frac{f_1(x, y)}{g_1(x, y)} \prod_{\varphi \in \mathbb{P}^+(f)} (y - \varphi(x))^\text{mult}_f(\varphi) - \text{mult}_g(\varphi),
\]

is well-defined and continuous. Furthermore, a direct calculation shows that for all \( t \in (0, \delta) \),

\[
\min_{(x,y) \in \mathbb{S}_t^+} h(x, y) = \inf_{(x,y) \in \mathbb{S}_t^+ \setminus g^{-1}(0)} \frac{f(x, y)}{g(x, y)},
\]

\[
\max_{(x,y) \in \mathbb{S}_t^+} h(x, y) = \sup_{(x,y) \in \mathbb{S}_t^+ \setminus g^{-1}(0)} \frac{f(x, y)}{g(x, y)},
\]

where \( \mathbb{S}_t^+ := \mathbb{S}_t \cap \{x > 0\} \). Applying Lemma 2.34 for the (nonempty) semi-algebraic set

\[
S := \left\{ (t, (x, y)) \in (0, \delta) \times B_\delta^+ \bigg| (x, y) \in \text{argmin}_{(x', y') \in \mathbb{S}_t^+} h(x', y') \right\}
\]

and the projection \( S \to (0, \delta), (t, (x, y)) \mapsto t \), we get a semi-algebraic curve

\[
\gamma: (0, \delta) \to \mathbb{R}^2, \quad t \mapsto ((x(t), y(t)),
\]

such that for all \( t \in (0, \delta) \) we have

\[
\gamma(t) \in \mathbb{S}_t^+ \quad \text{and} \quad h(\gamma(t)) = \min_{(x,y) \in \mathbb{S}_t^+} h(x, y).
\]

We will show that \( \lim_{t \to 0^+} h(\gamma(t)) = 0 \).
Indeed, by Lemma 2.3 and by shrinking $\delta$ (if necessary), we may assume that one of the following conditions hold:

- $x(t) \equiv 0$;
- $x(t) > 0$ and $g(\gamma(t)) \equiv 0$;
- $x(t) > 0$ and $g(\gamma(t)) \neq 0$.

In the first case, it follows from the condition (i) and the assumption that $f$ and $g$ are $y$-regular that $h(\gamma(t)) \to 0$ as $t \to 0$. In the second case, the germ of the curve $t \mapsto \gamma(t)$ is a right half-branch of $g^{-1}(0)$, which, together with the condition (iii), yields that $h(\gamma(t)) \to 0$ as $t \to 0$. Finally, assume that the third case is satisfied. Then

$$h(\gamma(t)) = \frac{f(\gamma(t))}{g(\gamma(t))},$$

and so $\gamma(t)$ is an optimal solution of the problem $\inf_{(x,y) \in S^+ \setminus g^{-1}(0)} \frac{f(x,y)}{g(x,y)}$. By the Lagrange multiplier theorem, the vectors $\nabla(\frac{f}{g})(\gamma(t))$ and $\gamma(t)$ are linearly dependent, i.e., $G_{f,g}(\gamma(t)) \equiv 0$. Since $x(t) > 0$ for all $t \in (0, \delta)$, the germ of the curve $t \mapsto \gamma(t)$ is a right half-branch of $G_{f,g}^{-1}(0)$. This, together with the condition (ii), yields that $h(\gamma(t)) \to 0$ as $t \to 0$.

Summarily, we always have

$$\inf_{(x,y) \in S^+_t \setminus g^{-1}(0)} \frac{f(x,y)}{g(x,y)} = \min_{(x,y) \in S^+_t} h(x,y) = h(\gamma(t)) \to 0 \text{ as } t \to 0^+.$$

Similarly, we also have

$$\sup_{(x,y) \in S^+_t \setminus g^{-1}(0)} \frac{f(x,y)}{g(x,y)} = \max_{(x,y) \in S^+_t} h(x,y) \to 0 \text{ as } t \to 0^+.$$

Therefore, $\lim_{(x,y) \to (0^+,0)} \frac{f(x,y)}{g(x,y)} = 0$, which ends the proof of the theorem. □

In what follows, if $\varphi$ is a Newton–Puiseux root of $f$ with multiplicity $\text{mult}_f(\varphi)$, then we let

$$\text{mult}_f(\varphi \mod x^N) := \text{mult}_f(\varphi).$$

The following corollary is a truncated version of Theorem 4.13.

**Corollary 4.14.** Under the assumptions of Theorem 4.13, let $N$ be an integer such that

$$N > \max\{N(\deg f + \deg G_{f,g}), N(\deg g + \deg G_{f,g})\}.$$

Then $\lim_{(x,y) \to (0,0)} \frac{f(x,y)}{g(x,y)} = 0$ if and only if the following conditions are satisfied:

(i) $\text{ord} f > \text{ord} g$.
(ii) For $* \in \{\pm\}$ and for any $\gamma_N \in P_N^*(G_{f,g}) \setminus \left(P_N^*(f) \cup P_N^*(g)\right)$, we have

$$\text{ord} f(*x, \gamma_N(x)) > \text{ord} g(*x, \gamma_N(x)).$$
(iii) For \( \ast \in \{\pm\} \) and for any \( \gamma_N \in \mathbf{P}^*_N(g) \), we have \( \gamma_N \in \mathbf{P}^*_N(f) \) and either \( \mathsf{mult}_f(\gamma_N) \geq \mathsf{mult}_g(\gamma_N) \) or \( \mathsf{mult}_f(\gamma_N) = \mathsf{mult}_g(\gamma_N) \) and

\[
\sum_{\varphi_N \in \mathbf{P}^*_N(f) \setminus \{\gamma_N\}} \mathsf{mult}_f(\varphi_N) \, \text{ord} \,(\gamma_N - \varphi_N) > \sum_{\psi_N \in \mathbf{P}^*_N(g) \setminus \{\gamma_N\}} \mathsf{mult}_g(\psi_N) \, \text{ord} \,(\gamma_N - \psi_N).
\]

**Proof.** It is enough to show that the conditions (ii)–(iii) are equivalent to the conditions (ii)–(iii) in Theorem 4.13.

(ii) \( \iff \) Theorem 4.13(ii): By Theorem 4.13 and the choice of \( N \), the truncation mapping \( \gamma \mapsto \gamma \mod x^N \) induces a bijection between \( \mathbf{P}^*(G_{f,g}) \setminus \mathbf{P}^*(f) \) and \( \mathbf{P}^*_N(G_{f,g}) \setminus \mathbf{P}^*_N(f) \) and a bijection between \( \mathbf{P}^*(G_{f,g}) \setminus \mathbf{P}^*(g) \) and \( \mathbf{P}^*_N(G_{f,g}) \setminus \mathbf{P}^*_N(g) \). Observe that

\[
\mathbf{P}^*(G_{f,g}) \setminus (\mathbf{P}^*(f) \cup \mathbf{P}^*(g)) = (\mathbf{P}^*(G_{f,g}) \setminus \mathbf{P}^*(f)) \cap (\mathbf{P}^*(G_{f,g}) \setminus \mathbf{P}^*(g)),
\]

\[
\mathbf{P}^*_N(G_{f,g}) \setminus (\mathbf{P}^*_N(f) \cup \mathbf{P}^*_N(g)) = (\mathbf{P}^*_N(G_{f,g}) \setminus \mathbf{P}^*_N(f)) \cap (\mathbf{P}^*_N(G_{f,g}) \setminus \mathbf{P}^*_N(g)).
\]

Therefore, the mapping \( \gamma \mapsto \gamma \mod x^N \) also induces a bijection between \( \mathbf{P}^*(G_{f,g}) \setminus (\mathbf{P}^*(f) \cup \mathbf{P}^*(g)) \) and \( \mathbf{P}^*_N(G_{f,g}) \setminus (\mathbf{P}^*_N(f) \cup \mathbf{P}^*_N(g)) \). In addition, by Theorem 3.6(iv) and the choice of \( N \), one has for all \( \gamma \in \mathbf{P}^*(G_{f,g}) \setminus (\mathbf{P}^*(f) \cup \mathbf{P}^*(g)) \),

\[
\text{ord} \, f(\ast x, \gamma(x)) = \text{ord} \, f(\ast x, \gamma(x) \mod x^N),
\]

\[
\text{ord} \, g(\ast x, \gamma(x)) = \text{ord} \, g(\ast x, \gamma(x) \mod x^N).
\]

Hence (ii) and Theorem 4.13(ii) are equivalent.

(iii) \( \iff \) Theorem 4.13(iii): This follows directly from Theorems 3.6 and 3.7. The details are left to the reader. \( \square \)

**Remark 4.15** (compare [21]). (i) By definition, each truncated Puiseux series \( (x, \gamma_N(x)) \) gives a polynomial mapping \( \mathbb{R} \to \mathbb{R}^2, t \mapsto (at^d, \gamma_N(at^d)) \) for some \( a \in \mathbb{R}, a \neq 0, \) and \( d \in \mathbb{N} \). In view of Corollary 4.14 for determining the existence of limits of rational functions, it suffices to study limits along some polynomial curves.

(ii) By the curve selection lemma (see [11]), it is not hard to see that for two multivariate polynomials \( f, g \in \mathbb{R}[z] \), the (finite) limit \( \lim_{z \to 0} \frac{f(z)}{g(z)} \) does not exist if and only if one of the following conditions holds:

- There exists a polynomial mapping \( u : \mathbb{R} \to \mathbb{R}^n \) such that
  \[
u(0) = 0, \ g(u(t)) \neq 0 \text{ for } 0 < |t| \ll 1 \text{ and } \lim_{t \to 0} \frac{f(u(t))}{g(u(t))} = \infty.
  \]

- There exist two polynomial mappings \( u : \mathbb{R} \to \mathbb{R}^n \) and \( w : \mathbb{R} \to \mathbb{R}^n \) such that
  \[
u(0) = w(0) = 0, \ g(u(t))g(w(t)) \neq 0 \text{ for } 0 < |t| \ll 1 \text{ and } \lim_{t \to 0} \frac{f(u(t))}{g(u(t))} \neq \lim_{t \to 0} \frac{f(w(t))}{g(w(t))}.
  \]

This fact is just the main result in [21] Theorem 3.3 with a different (long) proof.
5. Ranges, an algorithm and numerical experiments

5.1. Ranges. For the case when the limit \( \lim_{(x,y)\to(0,0)} \frac{f(x,y)}{g(x,y)} \) does not exist, we still can compute the (numerical) range of limits, defined to be the following set

\[
\mathcal{R}_{f,g} := \left\{ L \in \overline{\mathbb{R}} : \text{there is a sequence } (x_k, y_k) \to (0,0) \text{ s.t. } \lim_{(x_k,y_k)\to(0,0)} \frac{f(x_k,y_k)}{g(x_k,y_k)} = L \right\}.
\]

By Theorem 2.2 it is not hard to see that \( \mathcal{R}_{f,g} \) is a semi-algebraic set and so it is a finite union of points and intervals. In general, the range \( \mathcal{R}_{f,g} \) may be not connected. However, as shown below, if the denominator \( g \) has an isolated zero at the origin, then \( \mathcal{R}_{f,g} \) is a closed interval.

**Theorem 5.1.** Assume that \( g \) has an isolated zero at the origin and the polynomials \( f, g \) and \( F_{f,g} \) are \( y \)-regular. Let

\[
\text{MIN} := \min_{* \in \{\pm\}} \lim_{x \to 0^+} \frac{f(*x, \gamma(x))}{g(*x, \gamma(x))} \in \overline{\mathbb{R}}
\]

and

\[
\text{MAX} := \max_{* \in \{\pm\}} \lim_{x \to 0^+} \frac{f(*x, \gamma(x))}{g(*x, \gamma(x))} \in \overline{\mathbb{R}}.
\]

Then

\[
\mathcal{R}_{f,g} = [\text{MIN}, \text{MAX}].
\]

In particular, if \( \text{MIN} = \text{MAX} \in \mathbb{R} \), then the limit \( \lim_{(x,y)\to(0,0)} \frac{f(x,y)}{g(x,y)} \) exists and is equal to this number.

**Proof.** The last statement is clear from the first one so it is enough to prove the first one. Similarly to the proof of Theorem 4.8 there are positive constants \( r, \delta \) and two semi-algebraic curves

\[
\alpha, \beta : (0, \delta) \to \mathbb{R}^2
\]

with \( F_{f,g}(\alpha(t)) \equiv 0 \) and \( F_{f,g}(\beta(t)) \equiv 0 \) such that for all \( t \in (0, \delta) \) we have that \( \alpha(t), \beta(t) \in g^{-1}(t) \cap \mathbb{B}_r \) are respectively optimal solutions of the problems \( \min_{(x,y) \in g^{-1}(t) \cap \mathbb{B}_r} f(x,y) \) and \( \max_{(x,y) \in g^{-1}(t) \cap \mathbb{B}_r} f(x,y) \). Clearly

\[
\text{MIN} = \lim_{t \to 0^+} \frac{f(\alpha(t))}{g(\alpha(t))} \quad \text{and} \quad \text{MAX} = \lim_{t \to 0^+} \frac{f(\beta(t))}{g(\beta(t))}.
\]

Let \((x_k, y_k) \in \mathbb{R}^2 \setminus g^{-1}(0)\) be a sequence tending to \((0,0)\) with \( \lim_{(x_k,y_k)\to(0,0)} \frac{f(x_k,y_k)}{g(x_k,y_k)} = L \). Then for all sufficiently large \( k \), we have \((x_k, y_k) \in \mathbb{B}_r\) and \( t_k := g(x_k, y_k) \in (0, \delta) \). For such \( k \), the following inequalities hold:

\[
\frac{f(\alpha(t_k))}{g(\alpha(t_k))} = \min_{(x,y) \in g^{-1}(t_k) \cap \mathbb{B}_r} \frac{f(x,y)}{g(x,y)} \leq \frac{f(x_k,y_k)}{g(x_k,y_k)} \leq \max_{(x,y) \in g^{-1}(t_k) \cap \mathbb{B}_r} \frac{f(x,y)}{g(x,y)} = \frac{f(\beta(t_k))}{g(\beta(t_k))}.
\]
Hence, by continuity, 
\[ f(r) \] and \[ \in \gamma \] \[ \in \gamma \].

Under the assumptions of Theorem 5.1. Let Corollary 5.2. In view of Theorems 3.6(iv), by remaking that \( \text{and} \) \( \tilde{L} \in R \) \( \tilde{L} \in \mathbb{R} \). Hence, by continuity, \( f(g^{-1}(t) \cap \mathbb{B}_r) \) and \( \frac{f(g^{-1}(t) \cap \mathbb{B}_r)}{g(b(t))} \) are closed intervals. Moreover, for all \( t > 0 \) small enough, by (3), we have
\[ \frac{f(\alpha(t))}{g(\alpha(t))} \leq \tilde{L} \leq \frac{f(\beta(t))}{g(\beta(t))}. \]

Thus \( \tilde{L} \in \frac{f(g^{-1}(t) \cap \mathbb{B}_r)}{g(b(t))} \). This implies \( \tilde{L} \in \mathbb{R} \) and so \( [\text{MIN}, \text{MAX}] \subset \mathbb{R} \). Consequently, \( \mathcal{R}_{f,g} = [\text{MIN}, \text{MAX}] \).

**Corollary 5.2.** Under the assumptions of Theorem 5.1. Let \( N \) be an integer such that
\[ N > \max\{\mathcal{N}(\deg f + \deg F_{f,g}), \mathcal{N}(\deg g)\}. \]

We have
\[
\text{MIN} = \begin{cases} 
\min \left\{ \frac{f(*x, \gamma_N(x))}{g(*x, \gamma_N(x))} \middle| \gamma_N \in P^*(F_{f,g}) \right\} & \text{if } P^+_N(f) \cup P^-_N(f) = \emptyset \\
0, \quad \min \left\{ \frac{f(*x, \gamma_N(x))}{g(*x, \gamma_N(x))} \middle| \gamma_N \in P^+_N(F_{f,g}) \right\} & \text{otherwise}
\end{cases}
\]

and
\[
\text{MAX} = \begin{cases} 
\max \left\{ \frac{f(*x, \gamma_N(x))}{g(*x, \gamma_N(x))} \middle| \gamma_N \in P^*(F_{f,g}) \right\} & \text{if } P^+_N(f) \cup P^-_N(f) = \emptyset \\
0, \quad \max \left\{ \frac{f(*x, \gamma_N(x))}{g(*x, \gamma_N(x))} \middle| \gamma_N \in P^+_N(F_{f,g}) \right\} & \text{otherwise}.
\end{cases}
\]

**Proof.** In view of Theorems 3.6(iv), by remaking that \( P^*(g) = \emptyset, \) for \( * \in \{\pm\} \) and \( \gamma \in P^*(F_{f,g}) \setminus P^*(f), \) we have
\[ \nu(f(*x, \gamma(x))) = \nu(f(*x, \gamma_N(x))) \quad \text{and} \quad \nu(g(*x, \gamma(x))) = \nu(g(*x, \gamma_N(x))). \]

Hence
\[ \lim_{x \to 0^+} \frac{f(*x, \gamma(x))}{g(*x, \gamma(x))} = \lim_{x \to 0^+} \frac{f(*x, \gamma_N(x))}{g(*x, \gamma_N(x))}. \]

Furthermore, by the choice of \( N \) and by Theorems 3.6(ii)–(iii) and 3.7 for \( * \in \{\pm\}, \) the truncation mapping \( \varphi \mapsto \varphi_N := \varphi \mod x^N \) induced a bijection between \( P^*(F_{f,g}) \) and \( P^+_N(F_{f,g}) \) and a bijection between \( P^*(F_{f,g}) \setminus P^*(f) \) and \( P^+_N(F_{f,g}) \setminus P^+_N(f). \) Consequently, in light of Theorem 5.1, the corollary follows. \( \square \)
We now present an algorithm for determining the limits/ranges of bivariate rational functions, which can be implemented in a computer algebra system. \footnote{The code for Maple, together with a Maple worksheet, is available at the following links: \url{https://drive.google.com/file/d/1Vz6-LLERLG1IaIPn8FBpbQ-WHFvIeWru/view} and \url{https://pan.baidu.com/s/1lG8mbjHs3S7Jgrys0KNPNu?pwd=ex9q}.}

**Algorithm BiLimit.**

**INPUT:** Two polynomials \( f \) and \( g \) in \( \mathbb{Q}[x, y] \) of positive orders.

**OUTPUT:** Decide whether or not the limit \( \lim_{(x,y) \to (0,0)} \frac{f(x,y)}{g(x,y)} \) exists and compute the limit/range.

1. Compute \( p \in \mathbb{Q}[x, y] \), which is the greatest common divisor of the polynomials \( f \) and \( g \). Replace \( f \) and \( g \) by the new polynomials \( \frac{f}{p} \) and \( \frac{g}{p} \), respectively. If \( g(0,0) \neq 0 \), then the limit \( \lim_{(x,y) \to (0,0)} \frac{f(x,y)}{g(x,y)} \) exists and equals to \( \frac{f(0,0)}{g(0,0)} \) and the algorithm stops. Otherwise, proceed to the next step.

2. Set \( F_{f,g} := \frac{\partial f}{\partial x} \frac{\partial g}{\partial y} - \frac{\partial f}{\partial y} \frac{\partial g}{\partial x} \). If one of the polynomials \( f, g, \) and \( F_{f,g} \) is not \( y \)-regular, make a linear transformation, so that the new polynomials \( f, g, \) and \( F_{f,g} \) are \( y \)-regular.

3. Let \( M \) be the smallest integer \( \geq 2 \) such that, for \( * \in \{\pm\} \), the truncation mapping \( \varphi \mapsto \varphi \mod x^M \) induces a bijection between \( P^*_{*}(g) \) and \( P^*_{*}(g) \) and compute \( P^*_{*}(g) \). If \( P^+_{*}(g) \) or \( P^-_{*}(g) \) is nonempty, then the limit \( \lim_{(x,y) \to (0,0)} \frac{f(x,y)}{g(x,y)} \) does not exist and the algorithm stops. (The range is not computed in this case.) Otherwise, proceed to the next step.

4. If \( F_{f,g} \equiv 0 \), perform the following commands:
   - compute \( L := \lim_{y \to 0^+} \frac{f(0,y)}{g(0,y)} \in \mathbb{R} \);
   - if \( L \in \mathbb{R} \), then the limit \( \lim_{(x,y) \to (0,0)} \frac{f(x,y)}{g(x,y)} \) exists and equals to \( L \); else the limit \( \lim_{(x,y) \to (0,0)} \frac{f(x,y)}{g(x,y)} \) does not exist and return the range \( \{L\} \);
   - the algorithm stops.

   Otherwise, i.e., \( F_{f,g} \neq 0 \), proceed to the next step.

5. Compute \( P^*_N(F_{f,g}) \) and \( P^*_N(f) \) where \( N \geq M \) is the smallest integer such that, for \( * \in \{\pm\} \), the truncation mapping \( \varphi \mapsto \varphi \mod x^N \) induces bijections between the following pairs of sets:
   - \( P^*_{*}(F_{f,g}) \) and \( P^*_{*}(F_{f,g}) \);
   - \( P^*(f) \) and \( P^*(f) \); and
   - \( P^*(F_{f,g}) \setminus P^*(f) \) and \( P^*(F_{f,g}) \setminus P^*(f) \).

\footnote{Maple can determine the best order of truncation to distinguish Newton–Puiseux roots of \( g \) by using the command \texttt{puiseux}(g, x = 0, y, 0).}
Step 6. If $P^+_N(f) \cup P^-_N(f) = \emptyset$, set $\text{MIN} := +\infty$ and $\text{MAX} := -\infty$. Otherwise set $\text{MIN} := \text{MAX} := 0$.

Step 7. For each $\gamma_N \in P^+_N(F_{f,g}) \setminus P^-_N(f)$, let
\[
L_{\gamma_N} := \lim_{x \to 0^+} \frac{f(x, \gamma_N(x))}{g(x, \gamma_N(x))} \in \mathbb{R}.
\]
If $\text{MIN} > L_{\gamma_N}$, set $\text{MIN} := \gamma_N$. If $\text{MAX} < L_{\gamma_N}$, set $\text{MAX} := \gamma_N$.

Step 8. If $\text{MIN} = \text{MAX} \in \mathbb{R}$, then the limit
\[
\lim_{(x,y) \to (0,0)} \frac{f(x,y)}{g(x,y)}
\]
does not exist and return the range $[\text{MIN}, \text{MAX}]$.

**Empirical results.** We implement our algorithm BiLimit in MAPLE 2021 and present an experimental comparison of our method with Maple’s built-in command limit/multi for computing limits of the following bivariate rational functions at $(0,0)$. When the limit does not exist, the range can be also computed for the case of isolated zero at the origin of the denominator. The rational functions in (1)-(2) are taken from [4] and in (3)-(8) are taken from [22].

1. $f_1 = x^4 + x^2y + y^2$ and $g_1 = x^2 + y^2$. The limit does not exist. The range is $[0, 1]$.
2. $f_2 = x^4 + 3x^2y - x^2 - y^2$ and $g_2 = x^2 + y^2$. The limit is $-1$.
3. $f_3 = 2y^5 + x^2y^2 - 8xy^3 - 13y^4 - 2x^3 + 6x^2y + 28xy^2 + 24y^3 - 4x^2 - 12xy - 9y^2$ and $g_3 = y^4 - 5xy^2 - 4y^3 + 7x^2 + 10xy + 4y^2$. The limit does not exist. The range is $\left[-\frac{19}{3}, 0\right]$.
4. $f_4 = 4x^2y^2 - 4xy^3 + y^4 - 2xy^2 + y^3$ and $g_4 = 8x^2y^2 - 8xy^3 + 3y^4 + 8x^2 - 8xy + 2y^2$. The limit does not exist. The range is $\left[-\frac{10}{3}, \frac{5}{3}\right]$.
5. $f_5 = 10x^2y^2 + x^3 + 2x^2y + 4xy^2 + 6x^2 + 6xy + 3y^2$ and $g_5 = 3x^2y^2 + 2x^3 + 2xy + y^2$. The limit does not exist and $(0,0)$ is a non-isolated zero of $g_5$.
6. $f_6 = 2x^2y^2 + x^2y + 2xy^2 + y^3 + x^2 + 2xy + 2y^2$ and $g_6 = x^2y^2 + x^2 + 2xy + 2y^2$. The limit is $1$.
7. $f_7 = 10x^2y^2 + x^3 + 2x^2y + 4xy^2 + 6x^2 + 6xy + 3y^2$ and $g_7 = 3x^2y^2 + 2x^2 + 2xy + y^2$. The limit is $3$.
8. $f_8 = 10x^2y - 26x^3 + 37x^2y^2 - 8xy^3 + 2y^5 - 18x^4 + 3y^6$ and $g_8 = 24x^2 + 3y^2 - 21xy^2 - 5xy + 2y^3 + 5y^4$. The limit is $0$.
9. $f_9 = 2x^2y^2 + x^2y + 2xy^2 + y^3 + x^2 + 2xy + 2y^2$ and $g_9 = x^4y^4 + x^2 + 2xy + 2y^2$. The limit is $1$.
10. $f_{10} = f_{2} f_{7}$ and $g_{10} = g_{2} g_{7}$. The limit is $-3$.
11. $f_{11} = f_{6} f_{7}$ and $g_{11} = g_{6} g_{7}$. The limit is $3$.
12. $f_{12} = f_{2} f_{6}$ and $g_{12} = g_{2} g_{6}$. The limit is $-1$.
13. $f_{13} = f_{2} f_{6} + x^6 y^6$ and $g_{13} = g_{2} g_{6} + x^4 y^4$. The limit is $-1$.
14. $f_{14} = f_{2} f_{6} + x^{10} y^{10}$ and $g_{14} = g_{2} g_{6} + x^8 y^8$. The limit is $-1$. 
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(15) $f_{15} = f_2 f_6 f_7$ and $g_{15} = g_{29} g_6 g_7$. The limit is $-3$.
(16) $f_{16} = f_2 f_6 f_7$ and $g_{16} = g_{29} g_6 g_7 g_8$. The limit is $0$.
(17) $f_{17} = f_2 f_6 f_7 f_9$ and $g_{17} = g_{29} g_6 g_7 g_9$. The limit is $-3$.
(18) $f_{18} = x^2$ and $g_{18} = x^4 + y^4$. The limit does not exist. The range is $[0, +\infty]$.
(19) $f_{19} = x^3$ and $g_{19} = x^4 + y^4$. The limit does not exist. The range is $[-\infty, +\infty]$.
(20) $f_{20} = x^4 + x^2 y + y^2$ and $g_{20} = x^6 + y^2$. The limit does not exist. The range is $\left[\frac{3}{4}, +\infty\right]$.
(21) $f_{21} = x^4 + x^2 y^2 + y^4$ and $g_{21} = x^6 + y^4$. The limit does not exist. The range is $[1, +\infty]$.

Below we show the CPU time consumed by BiLimit and limit/multi to compute the limit/range of $\frac{f_i}{g_i}$ at $(0, 0)$ for $i = 1, \ldots, 21$. The symbol “× × ×” means that the limit does not exist but the range can not be determined.

| $i$ | BiLimit : time | BiLimit : limit/range | limit/multi : time | limit/multi : limit/range |
|-----|---------------|-----------------------|-------------------|-------------------------|
| 1   | 0.375s        | [0, 1]                | 0.109s            | [0, 1]                  |
| 2   | 0.156s        | -1                    | 0.125s            | -1                      |
| 3   | 0.281s        | $[-\frac{19}{2}, 0]$ | 0.125s            | $[-\frac{19}{2}, 0]$   |
| 4   | 0.203s        | $[-\frac{x^2}{4}, +\infty]$ | 0.234s          | $[-\frac{x^2}{4}, +\infty]$ |
| 5   | 0.047s        | × × ×                 | 0.062s            | × × ×                   |
| 6   | 0.187s        | 1                     | 0.250s            | 1                       |
| 7   | 0.187s        | 3                     | 0.390             | 3                       |
| 8   | 0.219s        | 0                     | 0.421s            | 0                       |
| 9   | 0.187s        | 1                     | 0.531s            | 1                       |
| 10  | 0.297s        | -3                    | 0.982s            | -3                      |
| 11  | 0.296s        | 3                     | 1.358s            | 3                       |
| 12  | 0.297s        | -1                    | 0.639s            | -1                      |
| 13  | 0.344s        | -1                    | 2.542s            | -1                      |
| 14  | 0.328s        | -1                    | 7.847s            | -1                      |
| 15  | 0.530s        | -3                    | 4.477s            | -3                      |
| 16  | 0.734s        | 0                     | 0.874s - 40.389s  | 0                       |
| 17  | 3.151s        | -3                    | 34.554s           | -3                      |
| 18  | 0.140s        | $[0, +\infty]$        | 0.172s            | × × ×                   |
| 19  | 0.140s        | $[-\infty, +\infty]$ | 0.171s            | × × ×                   |
| 20  | 0.374s        | $\left[\frac{3}{4}, +\infty\right]$ | 0.156s          | $\left[\frac{3}{4}, 1\right]$ (wrong) |
| 21  | 0.406s        | $[1, +\infty]$        | 0.125s            | × × ×                   |

Observe that both of our algorithm BiLimit and the Maple command limit/multi can give the right answers for all these rational functions. For $\frac{f_{18}}{g_{18}}, \frac{f_{19}}{g_{19}}$ and $\frac{f_{21}}{g_{21}}$, our algorithm BiLimit can also compute the range while the Maple command limit/multi
cannot. Furthermore, for \( f_{20} \) our algorithm BiLimit returns the right range while the Maple command \texttt{limit/multi} returns a wrong one. Note also that our algorithm BiLimit is faster than the Maple command \texttt{limit/multi}, except for \( i = 1, 2, 3, 20, 21 \) for which all of them used very little time. In addition, it seems that the CPU time for the command \texttt{limit/multi} to compute the limit of \( f_{16} \) at (0,0) is very inconsistent, i.e., the CPU time varies very much when computing repeatedly this example; so we list the less and most time spent in this example. The numerical experiments were carried out on a PC with dual 64-bit Intel Xeon E5-2630 2.20 GHz CPUs and 32G RAM.
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