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Abstract. This paper deals with the analysis of the internal controllability with constraint of positive kind of a quasilinear parabolic PDE. We prove two results about this PDE: First, we prove a global steady state constrained controllability result. For this purpose, we employ the called “stair-case method”. And second, we prove a global trajectory constrained controllability result. For this purpose, we employ the well-known “stabilization property” in $L^2$ norms. Furthermore, for both results an important argument is needed: the exact local controllability to trajectories. Then we prove the positivity of the minimal controllability time using arguments of comparison principle. Some additional comments and open problems concerning other systems are presented.

1. Introduction. In this paper we focus on the controllability problem for quasilinear heat equations under constraints. Our aim is to analyse if the parabolic equation under consideration can be driven to a desired final target by means of the control action, but preserving some constraints on the control. We focus on nonnegativity constraints.

The class of linear, semilinear and quasilinear parabolic systems, in the absence of constraints, are controllable in any positive time (see [1, 5, 7, 8, 9, 10, 14, 16, 18, 23]). Sometimes, controls achieving the target at the final time are restrictions of solutions of the adjoint system. These controls experience large oscillations in the proximity of the final time. In particular, when the time horizon is too short, these oscillations prevent the control to fulfill the positivity constraint.

Now about controllability under constraints in parabolic systems, you have the first work in [19] (2017), the authors dealt with a linear heat equation in dimension $N$, considering various types of boundary value problem, they also do several numerical simulations with interesting results, then in [20] (2018) the authors worked with a semilinear equation with $C^1$ nonlinearity, without sign or globally Lipschitz assumptions on the nonlinear term. In [21] (2019) the authors worked with reaction-diffusion equations about the same question. In [13] (2019) the author worked with the controllability of a $4 \times 4$ quadratic reaction-diffusion system.
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In the present paper, inspired by [19] and [20], we prove a more general result, this is, a problem with nonlinearity in the diffusion term. First, for steady states, the method of proof uses a “stair-case argument”, that consists in moving from one steady state to a neighbouring one, using small amplitude controls, in a recursive manner, so to reach the final target after a number of iterations and preserving the constraints on the control imposes a priori. This stair-case method, though, leads to constrained control results only when the time of control is large enough, and this controllability time increases when the distance between the initial and final steady states increases. Second, for the evolution case, we use an argument of stabilization in $L^2$ norms in a suitable time to guarantee a local controllability result and so conclude the controllability under positive constraints in the control.

Once the control property has been achieved, this is, we now have nonnegative controls, the classical comparison or maximum principle for parabolic equations concludes the proof of the existence of a positive minimal controllability time.

All previous techniques and results require the control time to be large enough. So, it is natural to analyse whether constrained controllability can be achieved in an arbitrary small time. In [19] and [20] (for the linear and semilinear heat equations respectively) it was shown that constrained controllability does not hold when the time horizon is too short. Actually, for quasilinear equations we have the same result and so conclude the controllability under positive constraints in the control.

2. **Statement of the main results.** Let $\Omega \subset \mathbb{R}^N (N \geq 1$ is an integer) be a non-empty bounded connected open set, with regular boundary $\partial \Omega$. Let us fix $T > 0$ and let us denote $Q := \Omega \times (0, T)$ and $\Sigma := \partial \Omega \times (0, T)$.

Let $\omega, \omega_1 \subset \Omega$ be non-empty open sets, such that $\overline{\omega_1} \subset \omega$. We deal with the exact controllability to trajectories for the quasilinear system

$$
\begin{cases}
y_t - \nabla \cdot (a(y) \nabla y) = v\rho_\omega & \text{in } Q,
y(x, t) = 0 & \text{on } \Sigma,\ny(x, 0) = y_0(x) & \text{in } \Omega,
\end{cases}
$$

where $y$ is the associated state, $v$ is the control and $\rho_\omega \in C^\infty_0(\overline{\Omega})$, such that $\rho_\omega \geq 0$ in $\Omega$, $\rho_\omega = 0$ in $\Omega \setminus \omega$ and $\rho_\omega = 1$ in $\omega_1$.

Here, it will be assumed that the real-valued function $a = a(r)$ satisfies

$$a \in C^2(\mathbb{R}), \quad 0 < a_0 \leq a(r) \quad \text{and} \quad |a'(r)| + |a''(r)| \leq M, \quad \forall r \in \mathbb{R}. \quad (2)$$

We need to introduce some notation, for any $k, l \in \mathbb{N}$, denote by $C^{k,l}(\overline{Q})$ the set of all functions which have continuous derivatives up to order $k$ with respect to the space variable and up to order $l$ with respect to the time variable. For any $\theta \in (0, 1)$, put

$$C^{k+\theta,l+\frac{\theta}{2}}(\overline{Q})$$

$$= \left\{ z \in C^{k,l}(\overline{Q}); \sup_{[\sigma]=k} \sup_{(x_1,t_1) \neq (x_2,t_2)} \frac{|\partial_{x_1}^\sigma \partial_{t_1}^l z(x_1,t_1) - \partial_{x_2}^\sigma \partial_{t_2}^l z(x_2,t_2)|}{(|x_1 - x_2| + |t_1 - t_2|^{1/2})^\theta} < \infty \right\}$$

and

$$C^{k+\theta}(\overline{\Omega}) = \left\{ z \in C^k(\overline{\Omega}); \sup_{[\sigma]=k} \sup_{x_1 \neq x_2} \frac{|\partial_{x_1}^\sigma z(x_1) - \partial_{x_2}^\sigma z(x_2)|}{|x_1 - x_2|^\theta} < \infty \right\},$$

both of which are Banach spaces with canonical norms.
Note that, if $y_0 \in C^{2+1/2}(\overline{\Omega})$, $v \in C^{1/2,1/4}(\overline{Q})$, then 1 possesses exactly one solution satisfying
\[ y \in C^{2+1,1+1/4}(\overline{Q}), \]
(see for instance [12], Chapter 5, Section 6, Theorems 6.1 and 6.2).

We distinguish the following two results: steady state controllability and controllability to target trajectories.

2.1. Steady state controllability.

**Definition 2.1.** Let $v \in C^{1/2}(\Omega)$, a function $y \in C^{2+1}(\Omega)$ is said to be a steady state for (1) if it is a solution to
\[-\nabla \cdot (a(y)\nabla y) = v\varrho_{\Omega} \quad \text{in} \ \Omega, \quad y = 0 \quad \text{in} \ \partial\Omega. \tag{3} \]
The function $v \in C^{1/2}(\Omega)$ is called the steady control.

The existence of steady states solution with non-homogeneous values can be analysed using for the nonlinear system the fixed point methods (see [24], Theorem 9.B) and for the linear system the classical existence results (see [11], Chapter 4, Section 6, Theorem 6.4).

**Remark 1.** The application $\Lambda : v \mapsto y$ shown in 3 is continuous, since $a(\cdot)$ satisfies 2.

We will denote by $\mathcal{S} := \Lambda(C^{1/2}(\Omega))$ the set of all the steady-states with steady controls in $C^{1/2}(\Omega)$.

**Definition 2.2.** Fixed $y_0, y_1 \in \mathcal{S}$ and fixed $v^0, v^1$ such that $\Lambda(v^0) = y_0$ and $\Lambda(v^1) = y_1$, we define a path-connected steady states that drive $y_0$ to $y_1$ as a continuous path
\[ \gamma : [0, 1] \xrightarrow{\lambda} C^{1/2}(\Omega) \xrightarrow{\lambda} \mathcal{S} \]
\[ s \quad \mapsto \quad \lambda(s) \quad \mapsto \quad \gamma(s) = \Lambda(\lambda(s)), \]
where $\lambda(s)$ is a continuous path of steady controls that drive $v^0$ to $v^1$ ($\lambda(0) = v^0$ and $\lambda(1) = v^1$).

For each $s \in [0, 1]$, we denote $y^s := \gamma(s)$ the steady state and $v^s := \lambda(s)$ the steady control of continuous path $\gamma$.

**Remark 2.** The existence of a path-connected steady states $\Lambda(s)$ depends of the existence of a continuous path of steady controls $\lambda(s)$ and this result is guaranteed because we have for instance the continuous path $\lambda(s) := (1 - s)v^0 + sv^1$. Actually, there exist an infinite number of path-connected steady states that drive $y_0$ to $y_1$, since there exist an infinite number of continuous path of steady controls that drive $v^0$ to $v^1$.

We introduce the first main result for steady states

**Theorem 2.3.** Let $y_0, y_1 \in \mathcal{S}$ fixed and let $\gamma(s) := y^s$ be path-connected steady states that drive $y_0$ to $y_1$ with steady control $v^s$. Let us assume there exists a constant $\eta > 0$ such that
\[ v^s \geq \eta, \quad \forall s \in [0, 1]. \tag{4} \]
Then there exists $T_0 > 0$ such that, for every $T \geq T_0$ there exists a control $v \in L^\infty(\Omega \times (0, T))$ such that, the system 1 admits a unique solution $y$ satisfying $y(\cdot, T) = y_1(\cdot)$ in $\Omega$ and $v \geq 0$ in $\Omega \times (0, T)$. 
2.2. Controllability to target trajectories. Now, let us define a target trajectory \( y = \bar{y}(x, t) \) as solution to

\[
\begin{align*}
\bar{y}_t - \nabla \cdot (a(y) \nabla \bar{y}) &= \nu \omega & \text{in} & Q, \\
\bar{y}(x, t) &= 0 & \text{on} & \Sigma, \\
\bar{y}(x, 0) &= \bar{y}_0(x) & \text{in} & \Omega,
\end{align*}
\]

(5)

with \( \bar{y}_0 \in C^{2+1/2}(\Omega) \) and \( \nu \in C^{1/2,1/4}(\Omega) \) such that

\[
M_a \|\nabla \bar{y}\|_{L^\infty(\Omega \times (0, T))} \leq \frac{a_0}{2} C(\Omega),
\]

(6)

where \( C(\Omega) \) is the Poincaré inequality constant, so \( \|u\|_{L^2(\Omega)} \leq C(\Omega) \|\nabla u\|_{L^2(\Omega)} \) and the constant \( M_a \) is defined by

\[
M_a := \sup_{r \in \mathbb{R}} |a'(r)|.
\]

Remark 3. It is clear that we implicitly define the target trajectory \( \bar{y} \) that satisfies 5 and 6 in relation to the initial conditions \( \bar{y}_0 \) and \( \nu \) and the function \( a(\cdot) \). We show some observations

i) The condition 6 must be valid for any \( T > 0 \), in other words, the estimate on the gradient of the target trajectory must be independent of the time variable.

ii) If the systems 1 and 5 were linear, thus, if the function \( a(\cdot) = \text{constant} \), then the condition 6 would be satisfied because in this case we have \( M_a = 0 \).

iii) If the target trajectory was stationary, the condition 6 would be satisfied, but then we are in a particular case of Theorem 2.3.

iv) The proof of the existence of such target trajectory is not obvious. Indeed, if we think in the simple case (\( \nabla \bar{y} = 0 \)) we would have a contradiction. If consider a solution \( \bar{y} \) as a function of separable variables, it is difficult to guarantee the existence of such solution.

Due to Remark 3, item iv), we formulate the following second main result for target trajectories:

**Theorem 2.4.** Suppose there exists a target trajectory \( \bar{y} \) satisfying the condition 6 with initial datum \( \bar{y}_0 \) and control \( \nu \). Let us assume there exist a constant \( \eta > 0 \) such that

\[
\nu \geq \eta \quad \text{in} \quad \Omega \times \mathbb{R}^+.
\]

(7)

For any \( y_0 \in C^{2+1/2}(\Omega) \) initial datum, there exists \( T_0 > 0 \) such that for every \( T \geq T_0 \), we can find a control \( v \in L^\infty(\Omega \times (0, T)) \) such that the unique solution \( y \) to 1 satisfies \( y(T) = \bar{y}(T) \) in \( \Omega \) and \( v \geq 0 \) in \( \Omega \times (0, T) \).

Furthermore, if \( y_0 \neq \bar{y}_0 \) then the minimal controllability time \( T_{\min} \) is strictly positive, where

\[
T_{\min} := \inf \{ T > 0; \exists v \in L^\infty(\Omega \times (0, T))^+, \text{ such that } y(T) = \bar{y}(T) \text{ in } \Omega \}.
\]

(8)

Remark 4. Notice that considering a steady state as a target trajectory, we can think that Theorem 2.4 implies Theorem 2.3, but this is not the case, since we do not need condition 6 for the steady state (see Remark 3, item iii)).

The paper is organized as follows.

Section 3 is devoted to prove Theorem 2.3 using the local controllability result and stair-case method. In Section 4, we prove the first part of Theorem 2.4 using the dissipative property and the local controllability result. In Section 5, we prove the last part of Theorem 2.4, this is, we prove the positivity of the minimal controllability time using methods as comparison principle. Section 6 deals with some
additional comments and open questions. In Appendix, we will prove the local exact controllability to trajectories for system 1.

3. Proof of Theorem 2.3. In this Section, we deal with steady states, for this purpose we use two important results:
   a) Local exact controllability to trajectories with controls $C^{1,1/4}$ (see Appendix).
   b) The stair-case method to obtain the desired global control (see Figure 1).

**Figure 1.** The stair-case method. Trajectory of state-control in blue. Path of steady states in red.

Let $y_0, y_1 \in S$ fixed and let $\gamma(s) := \bar{y}^s$ be path connected steady states that drive $y_0$ and $y_1$ with steady control $\bar{v}^s$.

**Step 1.** Consequences of Local Controllability. If we suppose that $\|y_1 - y_0\|_{C^{2+1/2}(\Omega)}$ is small enough, then:
   
   Taking $T = 1, R > 0$ fixed and for any $\epsilon > 0$, applying Lemma 7.1 (see Appendix) there exist positive constants $C(R)$ and $\delta_{\epsilon}(R)$ such that if
   
   \[
   \|y_0\|_{C^{2+1/2}(\Omega)} \leq R, \quad \|y_1\|_{C^{2+1/2}(\Omega)} \leq R, \quad \|y_1 - y_0\|_{C^{2+1/2}(\Omega)} \leq \delta_{\epsilon},
   \]

   then, there exists a state-control $(y, v)$ such that
   
   \[
   v \in C^{1,1/4}(\pi \times [0, 1]),
   \]

   with $y(x, 1) = y_1(x)$ in $\Omega$ and we have the following estimate for the control
   
   \[
   \|v - \bar{v}^s\|_{C^{1,1/4}(\pi \times [0, 1])} \leq C(R)\|y_1 - y_0\|_{C^{2+1/2}(\Omega)},
   \]

   where $\bar{v}^s := \bar{v}^s|_{s=1}$.

   Taking $\delta_{\epsilon} > 0$ small enough (for instance $\delta_{\epsilon} \leq \frac{\epsilon}{C(R)}$), we have
   
   \[
   \|v - \bar{v}^s\|_{C^{1,1/4}(\pi \times [0, 1])} \leq \epsilon.
   \]

   **Step 2.** Stair-case Method. If $\|y_1 - y_0\|_{C^{2+1/2}(\Omega)}$ is not necessarily small, we can work of the following way:

   For $\pi \in \mathbb{N}$ let us divide the interval $[0, 1]$ in $\pi$ equal parts, and denote
   
   $\bar{y}_k := \gamma \left( \frac{k}{\pi} \right), \quad k = 0, 1, 2, \ldots, \pi - 1, \pi,$
where \( \bar{y}_0 = \gamma(0) = y_0 \) and \( \bar{y}_1 = \gamma(1) = y_1 \).

It is clear that \((\bar{y}_k)_{1 \leq k \leq \pi} \) is a finite sequence of steady states and let us denote as \( \overline{\gamma}_k := \overline{y}_k^\pm \) the steady control of \( \bar{y}_k \), then by hypothesis \( 4 \), we have \( \overline{\gamma}_k \geq \eta > 0 \).

Due to Step 1, it is sufficient to check condition \( 9 \) to \( \bar{y}_k \), indeed, taking \( \bar{R} = \sup_{s \in [0,1]} \| \gamma(s) \|_{C^{2+1/2}}(\Omega) \), it is obvious that

\[
\| \bar{y}_k \|_{C^{2+1/2}}(\Omega) \leq \bar{R}, \quad k = 0, 1, 2, \ldots, \pi - 1, \pi.
\]

Taking \( \epsilon = \eta \), choosing \( \pi \) large enough and using the continuity of path-connected \( \gamma(\cdot) \), we get

\[
\| \bar{y}_k - \bar{y}_{k-1} \|_{C^{2+1/2}}(\Omega) \leq \delta_\eta,
\]

where \( \delta_\eta > 0 \) is small enough.

Then, for any \( 1 \leq k \leq \pi \), we can find controls \( v_k \in C^{1/2,1/4}(\Omega \times [0,1]) \) joining the steady states \( \bar{y}_{k-1} \) and \( \bar{y}_k \), such that

\[
\| v_k - \overline{\gamma}_k \|_{C^{1/2,1/4}(\Omega \times [0,1])} \leq \eta.
\]

Since \( v_k = v_k - \overline{\gamma}_k + \overline{\gamma}_k \), we have

\[
v_k \geq -|v_k - \overline{\gamma}_k| + \overline{\gamma}_k \geq -\| v_k - \overline{\gamma}_k \|_{C^{1/2,1/4}(\Omega \times [0,1])} + \overline{\gamma}_k \geq -\eta + \eta = 0, \text{ a.e. in } \Omega \times (0,1).
\] \hspace{1cm} (13)

**Step 3.** Construction of the global control. For \( T = \pi \), we have defined the sequence of connected-paths that runs through the following points:

\[
y_0 = y(0) \longrightarrow y(1) \longrightarrow \cdots \longrightarrow y(\pi - 1) \longrightarrow y(\pi) = y_1.
\]

For this reason, we define \( v : (0, T) \rightarrow L^\infty(\Omega) \) as

\[v(t) := v_k(t - (k - 1)), \quad t \in (k - 1, k) \text{ for } k = 1, 2, \ldots, \pi - 1, \pi.\]

Thus, we obtain that \( v \in L^\infty(\Omega \times (0, T)) \) is a desired control.

**Remark 5.** Notice that by construction the time employed to control the steady-state is the number of steps we did. Furthermore, due to the particularity of the construction, we can not affirm or deny anything about what happens with the control in a short time (this question will be considered in Section 5).

4. **Proof of Theorem 2.4.** In this section, we will prove the controllability to target trajectories, for this purpose we use two important results (see Figure 2):

a) Stabilization property.

b) Local exact controllability to trajectories with control \( C^{1/2,1/4} \) (see Appendix).

Let \( \bar{y} \) be a fixed target trajectory solution to \( 5 \) with control \( \overline{\gamma} \in C^{1/2,1/4}(Q) \) and initial datum \( \bar{y}_0 \in C^{2+1/2}(\Omega) \).

**Step 1.** Stabilization of the system \((y - \bar{y})(x, t)\). Let \( \tau > 0 \) be fixed and \( T > \tau \) be large enough. In the time interval \([0, T - \tau]\) we control \( y \) by means \( v = \overline{\gamma} \).

We have the stabilization property of \( L^2 \) in \([0, T - \tau]\), this is

\[
\| y(t) - \overline{\gamma}(t) \|_{L^2(\Omega)} \leq e^{-\lambda t} \| y_0 - \overline{\gamma}_0 \|_{L^2(\Omega)}, \quad \forall t \in [0, T - \tau],
\]

for some \( \lambda > 0 \) that does not depend on \( T \).
Indeed, by subtracting \(5\) to \(1\) and multiplying by \((y - \overline{y})\) we have
\[
\int_\Omega (y - \overline{y})_t(y - \overline{y})dx - \int_\Omega \nabla \cdot (a(y) \nabla (y - \overline{y}))(y - \overline{y})dx - \int_\Omega \nabla \cdot ((a(y) - a(\overline{y})) \nabla \overline{y})(y - \overline{y})dx = 0.
\]
Then
\[
\frac{1}{2} \frac{d}{dt} \left( \|y - \overline{y}\|_{L^2(\Omega)}^2 \right) + \int_\Omega a(y)|\nabla (y - \overline{y})|^2dx + \int_\Omega (a(y) - a(\overline{y})) \nabla \overline{y} \cdot \nabla (y - \overline{y})dx = 0.
\]
Furthermore, using hypothesis about \(a(\cdot)\) in \(2\), we have
\[
\left| \int_\Omega (a(y) - a(\overline{y})) \nabla \overline{y} \cdot \nabla (y - \overline{y})dx \right| \leq M_a \|\nabla \overline{y}\|_{L^\infty(\Omega \times (0, T - \tau))} \int_\Omega |y - \overline{y}| |\nabla (y - \overline{y})|dx
\]
\[
\leq M_a \|\nabla \overline{y}\|_{L^\infty(\Omega \times (0, T - \tau))} \|y - \overline{y}\|_{L^2(\Omega)} \|\nabla (y - \overline{y})\|_{L^2(\Omega)}
\]
\[
\leq M_a C(\Omega) \|\nabla \overline{y}\|_{L^\infty(\Omega \times (0, T - \tau))} \|\nabla (y - \overline{y})\|_{L^2(\Omega)}^2
\]
where the constants \(C(\Omega)\) and \(M_a\) are defined in \(6\).

Finally, joining the previous results and thanks to condition \(6\), we get
\[
\frac{1}{2} \frac{d}{dt} \left( \|y - \overline{y}\|_{L^2(\Omega)}^2 \right) + a_0 \|\nabla (y - \overline{y})\|_{L^2(\Omega)}^2 \leq \frac{a_0}{2} \|\nabla (y - \overline{y})\|_{L^2(\Omega)}^2,
\]
then
\[
\frac{d}{dt} \left( \|y - \overline{y}\|_{L^2(\Omega)}^2 \right) + \frac{a_0}{C(\Omega)} \|y - \overline{y}\|_{L^2(\Omega)}^2 \leq 0,
\]
where the constant \(C(\Omega)\) is defined in \(6\).

Integrating in time from \(0\) to \(t\), with \(t \in [0, T - \tau]\), we prove \(14\).

Now, using the stabilization property of \(L^2\) in \(14\) with \(t = T - \tau\), we finally get
\[
\|y(T - \tau) - \overline{y}(T - \tau)\|_{L^2(\Omega)} \leq e^{-\lambda(T - \tau)} \|y_0 - \overline{y}_0\|_{L^2(\Omega)}.
\]

**Step 2.** Local control for the system \(y(x, t)\). Now, we construct the local control in final time \(t = T\).
We can consider \( y(\cdot, T - \tau) \) as the new initial datum and \( \overline{y}|_{\Omega \times (T - \tau, T)} \) as the new target trajectory.

Notice that, for \( \eta > 0 \) (see condition 4) and fixed \( T > 0 \) large enough, we have that
\[
||y(T - \tau) - \overline{y}(T - \tau)||_{L^2(\Omega)} < \delta_{\eta},
\]
where \( \delta_{\eta} > 0 \) is small enough.

Taking \( R = ||\overline{y}||_{C^{2+1/4}(\overline{\Omega} \times [T - \tau, T])} + 1 \), we guaranteed the hypotheses of Lemma 7.1 (see Appendix), then there exists a control \( \tilde{v} \in C^{1/2, 1/4}(\overline{\Omega} \times [T - \tau, T])), such that \( y(T) = \overline{y}(T) \) in \( \Omega \).

Furthermore, there exists a positive constant \( C(\tau) \) that depend on \( \tau \) and does not depend on \( T \) such that
\[
||\tilde{v} - \overline{v}||_{C^{1/2, 1/4}(\overline{\Omega} \times [T - \tau, T])} \leq C(\tau)||y(T - \tau) - \overline{y}(T - \tau)||_{L^2(\Omega)} \leq C(\tau)\delta_{\eta}.
\]
As \( \delta_{\eta} > 0 \) is small enough, we get \( ||\tilde{v} - \overline{v}||_{C^{1/2, 1/4}} \leq \eta \).

We split \( \tilde{v} = (\tilde{v} - \overline{v}) + \overline{v} \) and we conclude
\[
\tilde{v} \geq -||\tilde{v} - \overline{v}||_{C^{1/2, 1/4}} + \overline{v} \geq -\eta + \eta = 0, \text{ in } \Omega \times (T - \tau, T).
\]

**Step 3.** Construction of the global control. Finally, it is natural to define a required control as
\[
v := \begin{cases} 
\overline{v} & \text{in } (0, T - \tau), \\
\tilde{v} & \text{in } (T - \tau, T),
\end{cases}
\]
and this concludes the proof.

5. **Positivity of the minimal controllability time.** Let us consider the state-control \((y, v)\) solution to 1 with initial datum \( y_0 \in C^{2+1/2}(\overline{\Omega}) \); and let us consider the target trajectory \( \overline{y} \) solution to 5 with control \( \overline{v} \in C^{2+1/2, 1/4}(\overline{Q}) \), such that \( \overline{v} > \eta > 0 \) (as in 7) and initial datum \( \overline{y}_0 \in C^{2+1/2}(\overline{\Omega}) \).

Recall the definition in 8:
\[
T_{\text{min}} := \inf \{ T > 0; \exists v \in L^\infty(\Omega \times (0, T))^+, \text{ such that } y(T) = \overline{y}(T) \text{ in } \Omega \}.
\]
We formulate the following result

**Theorem 5.1.** We suppose that \( y_0 \neq \overline{y}_0 \). Then \( T_{\text{min}} > 0 \).

**Proof.** **Case 1.** If \( y_0 \neq \overline{y}_0 \).

By assumptions \( y_0 > \overline{y}_0 \) in a set of positive measure. Then, there exists a nonnegative \( \varphi \in H^1_0(\Omega) \setminus \{0\} \), such that
\[
\int_{\Omega} (y_0 - \overline{y}_0) \varphi \, dx > 0.
\]
Let us denote \( z \) as the solution to 1 with initial datum \( y_0 \) and null control. Since \( z - \overline{y} \in C^0([0, T]; H^{-1}(\Omega)) \) and \( \langle z(\cdot, 0) - \overline{y}(\cdot, 0), \varphi(\cdot) \rangle > 0 \), we conclude that
\[
\langle z(\cdot, T) - \overline{y}(\cdot, T), \varphi(\cdot) \rangle > 0, \forall T \in [0, T_0),
\]
with \( T_0 > 0 \) small enough.

We will show that \( T_{\text{min}} \geq T_0 \). Indeed, let \( T \in (0, T_0) \) and \( v \in L^\infty(\Omega \times (0, T)) \) be a nonnegative control such that 1 admits a solution \( y \) with initial datum \( y_0 \)}
and control \( v \). Then, by the comparison principle (see \cite{22}, Chapter 3, Section 7, Theorem 12), we have \( y \geq z \). Joining this result with 16, we have

\[
\left< y(\cdot, T), \varphi(\cdot) \right> \geq \left< z(\cdot, T), \varphi(\cdot) \right> > \left< \overline{\varphi}(\cdot, T), \varphi(\cdot) \right>.
\]

Hence \( y(\cdot, T) \neq \overline{\varphi}(\cdot, T) \).

**Case 2.** If \( y_0 < \overline{y}_0 \).

We take \( z \) the unique solution to 1 with initial datum \( y_0 \) and null control. Then \( \xi := y - z \) solves

\[
\begin{cases}
\xi_t - \Delta(\Phi(\xi + z) - \Phi(z)) = v\varrho & \text{in } Q, \\
\xi(x, t) = 0 & \text{on } \Sigma, \\
\xi(x, 0) = 0 & \text{in } \Omega,
\end{cases}
\tag{17}
\]

where \( \Phi(r) := \int_0^r a(s)ds \).

Besides, \( \overline{\xi} := \overline{\varphi} - z \) solves 17 with initial datum \( \overline{y}_0 - y_0 \) and control \( \overline{\varphi} \). The problem is reduced to prove the existence of \( T_0 > 0 \) such that, for any \( T \in (0, T_0) \) and for any nonnegative \( v \in L^\infty(\omega_1 \times (0, T)) \), we obtain \( \xi(\cdot, T) \neq \overline{\xi}(\cdot, T) \). Clearly, this implies \( y(\cdot, T) \neq \overline{\varphi}(\cdot, T) \).

Suppose by contradiction, for any \( T_0 > 0 \) there exists \( T \in (0, T_0) \) such that \( \xi(\cdot, T) = \overline{\xi}(\cdot, T) \).

\( \xi \) is characterized by the duality identity

\[
\left< \xi(\cdot, T), \varphi^T(\cdot) \right> = \iint_{\omega \times (0, T)} v\varrho \varphi \, dx \, dt,
\tag{18}
\]

where \( \varphi \) is the solution to the adjoint problem

\[
\begin{cases}
-\varphi_t - \Psi_\xi(z) \Delta \varphi = 0 & \text{in } Q, \\
\varphi(x, t) = 0 & \text{on } \Sigma, \\
\varphi(x, T) = \varphi^T(x) & \text{in } \Omega,
\end{cases}
\tag{19}
\]

with \( \Psi_\xi \) satisfying

\[
\Psi_\xi(s) = \begin{cases}
\Phi(\xi + s) - \Phi(\xi) & \text{if } s \neq 0, \\
\Phi'(\xi) & \text{if } s = 0.
\end{cases}
\]

Let \( \phi_1 \) be the first eigenfunction of the Dirichlet Laplacian in \( \Omega \), which is strictly positive in \( \Omega \) (see \cite{6}, Chapter 6, Section 5, Theorem 3). For any \( r > 0 \), define the set

\[ E_r := \{ x \in \Omega \setminus \omega \mid \text{dist}(x, \partial \omega) < r \}. \]

We consider a constant \( \theta > 0 \) such that

\[
\int_{\Omega \setminus (\omega \cup E_r)} (-\phi_1)(\overline{y}_0 - y_0) \, dx \leq -\theta < 0,
\]

where \( d := \text{dist}(\partial \omega, \partial \Omega) / 2 \), then we define

\[
C_\theta := \frac{\theta}{3\|\phi_1\|_{L^\infty(\Omega)}\|\overline{y}_0 - y_0\|_{L^1(\Omega)}} > 0.
\]
Let us consider the cut-off function \( \zeta \in C^\infty(\Omega) \) such that

\[
\zeta(x) := \begin{cases} 
-1 & \text{if } x \in \Omega \setminus (\omega \cup E_\delta), \\
-1 \leq \zeta(x) \leq C_\theta & \text{if } x \in E_\delta, \\
C_\theta & \text{if } x \in \omega,
\end{cases}
\]

for some \( \delta > 0 \).

We define \( \varphi^T(x) := \zeta(x)\phi_1(x) \) (see Figure 3), then there exists a constant \( \tilde{\theta} > 0 \) such that

\[
\varphi^T(x) \geq \tilde{\theta}, \quad \forall x \in \omega.
\]

We will prove that \( \left\langle \xi(\cdot, T), \varphi^T(\cdot) \right\rangle < 0 \). Indeed,

\[
\int_\Omega (\bar{y}_0 - y_0)\varphi^T \, dx = \int_{\Omega \setminus (\omega \cup E_\delta)} (\bar{y}_0 - y_0)\varphi^T \, dx + \int_{E_\delta} (\bar{y}_0 - y_0)\varphi^T \, dx
\]

\[
+ \int_\omega (\bar{y}_0 - y_0)\varphi^T \, dx.
\]

For \( \delta > 0 \) small enough, we get, on the one hand,

\[
\int_{\Omega \setminus (\omega \cup E_\delta)} (\bar{y}_0 - y_0)\varphi^T \, dx = \int_{\Omega \setminus (\omega \cup E_\delta)} (\bar{y}_0 - y_0)(-\phi_1) \, dx
\]

\[
\leq \int_{\Omega \setminus (\omega \cup E_\delta)} (\bar{y}_0 - y_0)(-\phi_1) \, dx \leq -\theta.
\]

On the other hand,

\[
\left| \int_{E_\delta} (\bar{y}_0 - y_0)\varphi^T \, dx \right| \leq C\|\bar{y}_0 - y_0\|_{L^\infty(\Omega)}\|\phi_1\|_{L^\infty(\Omega)}|E_\delta| \leq \frac{\theta}{3}.
\]

Finally

\[
\left| \int_\omega (\bar{y}_0 - y_0)\varphi^T \, dx \right| = \left| \int_\omega (\bar{y}_0 - y_0)C_\theta\phi_1 \, dx \right| \leq C_\theta\|\phi_1\|_{L^\infty(\Omega)}\|\bar{y}_0 - y_0\|_{L^1(\Omega)} = \frac{\theta}{3}.
\]

Then

\[
\int_\Omega (\bar{y}_0 - y_0)\varphi^T \, dx \leq -\frac{\theta}{3} < 0.
\]
By transposition results, $\bar{\xi} \in C^{0}([0, T]; H^{-1}(\Omega))$ (see [17], Chapter 3, Section 4.7). Hence, choosing $T_{0} > 0$ small enough, from 20 we conclude

$$\left(\bar{\xi}(\cdot, T), \varphi^{T} (\cdot)\right) < 0, \forall T \in (0, T_{0}).$$

We will prove that $\varphi_{-} = 0$ in $\omega \times (0, T_{0})$. Indeed, we have that $\varphi^{T} \in W^{2,p}(\Omega) \cap W^{1,p}_{0}(\Omega)$ (see [3], Chapter 9, Section 9, Theorem 9.32), then by regularity results, we have that $\varphi \in C(\Omega \times [0, T_{0}])$ (see [15], Chapter 7, Section 7, Theorem 7.32). So, since $\varphi^{T} \geq \tilde{\theta} > 0$ in $\omega$, by continuity for $T_{0} > 0$ small enough, we get $\varphi(x, t) \geq \tilde{\theta} > 0$ in $(x, t) \in \omega \times (0, T_{0})$, thus

$$\varphi_{-} = 0, \text{ in } \omega \times (0, T_{0}).$$

Substituting 21 and 22 in 18, for $T \in (0, T_{0})$, we get

$$0 > \left\langle \xi(\cdot, T), \varphi^{T} \right\rangle = \int_{(0,T) \times \omega} v_{\omega, \varphi} \, dx \, dt \geq 0.$$

This is a contradiction, hence $\xi(\cdot, T) \neq \bar{\xi}(\cdot, T)$. \hfill \Box

**Remark 6.** The result of this Section is independent of how we obtain the controllability under constraints for target trajectories, thus, if there exists $T_{\text{min}}$ and the initial datum for systems 1 and 5 are different, then $T_{\text{min}} > 0$.

**6. Additional comments and results.**

- It is clear that Theorems 2.3 and 2.4 are verified if we add a semilinear term in the system 1, this is, if we consider the following system

$$
\begin{cases}
y_{t} - \nabla \cdot (a(y)\nabla y) + F(y) = v_{\theta, \omega} & \text{in } Q, \\
y(x, t) = 0 & \text{on } \Sigma, \\
y(x, 0) = y_{0}(x) & \text{in } \Omega,
\end{cases}
$$

where in this case $F(\cdot)$ satisfies same conditions as in [20].

- The spaces $C^{1/2,1/4}(\bar{Q})$ and $C^{2+1/2}(\bar{Q})$ in both Theorems 2.3 and 2.4 can be replaced by $C^{\theta,\theta/2}(\bar{Q})$ and $C^{2+\theta}(\bar{Q})$ for any $\theta \in (0, 1)$, respectively. This is clear by the approach developed in this paper.

- The condition 6 is fundamental in this paper, we need this inequality to prove the control to trajectories and the stabilization property, in other words, the result of Theorem 2.4 depend on the existence of this condition. It would be very important to prove the same results without this condition, this question doesn’t seem easy because we would need new especial estimates to control this problem.

- It is interesting to study the constraint controllability for more quasi-linear parabolic equations, for instance, when the nonlinearity $a(y)$ is replaced by the nonlinearity $a(\nabla y)$ in 1, it seems that the techniques applied in this paper are not enough. We need more regularity for the coefficient of principal part to prove local controllability results and to prove comparison principle.

**Controllability for the Coupled System**

If we consider the system

$$
\begin{cases}
y_{1,t} - \nabla \cdot (a(y_{1})\nabla y_{1}) + F_{1}(y_{1}, y_{2}) = v_{\theta, \omega} & \text{in } Q, \\
y_{2,t} - \nabla \cdot (a(y_{2})\nabla y_{2}) + F_{2}(y_{1}, y_{2}) = 0 & \text{in } Q, \\
y_{1}(x, t) = y_{2}(x, t) = 0 & \text{on } \Sigma, \\
y_{1}(x, 0) = y_{1,0}(x), \quad y_{2}(x, 0) = y_{2,0}(x) & \text{in } \Omega,
\end{cases}
$$

(24)
with the target trajectory

\[
\begin{align*}
\mathbf{y}_{1,t} - \nabla \cdot (a(y) \nabla \mathbf{y}_1) + F_1(y_1, \mathbf{y}_2) &= \mathbf{v} \mathbf{q}_\omega, & \text{in } Q, \\
\mathbf{y}_{2,t} - \nabla \cdot (a(y) \nabla \mathbf{y}_2) + F_2(y_1, \mathbf{y}_2) &= 0, & \text{in } Q, \\
y_1(x, t) &= 0, \quad y_2(x, t) = 0, & \text{on } \Sigma, \\
y_1(x, 0) = y_{1,0}(x), \quad y_2(x, 0) = y_{2,0}(x). & \text{in } \Omega.
\end{align*}
\]  

(25)

We want to find a control \( v \in L^\infty(\Omega \times (0, T)) \), such that the solution \((y_1, y_2)\) of 24 satisfy \((y_1(\cdot, T), y_2(\cdot, T)) = (\mathbf{y}_1(\cdot, T), \mathbf{y}_2(\cdot, T))\) in \( \Omega \) and \( v \geq 0 \) if \( \mathbf{v} \geq C > 0 \).

This problem is an open question, the difficulty to apply the comparison principle is fundamental in the method of solution. It will be necessary to implement other tools.

- **Degenerate Null Controllability**

  In dimension \( N = 1 \), if we consider the system

  \[
  \begin{align*}
  y_t - (a(y)x^\alpha y_x)x + F(t, x, y) &= v \mathbf{q}_\omega, & \text{in } Q, \\
y(1, t) &= 0 \quad \text{and} \quad y(0, t) = 0, & \text{for } 0 \leq \alpha < 1, & \text{on } \Sigma, \\
y(x, 0) &= y_0(x), & \text{in } \Omega.
  \end{align*}
  \]

  (26)

  We want to find a control \( v \in L^2(\omega \times (0, T)) \), such that the solution \( y \) of 26 satisfies \( y(\cdot, T) = 0 \) in \( \Omega \).

  The linear system will be

  \[
  \begin{align*}
  y_t - (a(0)x^\alpha y_x)x + c(t, x)y &= v \mathbf{q}_\omega, & \text{in } Q, \\
y(1, t) &= 0 \quad \text{and} \quad y(0, t) = 0, & \text{for } 0 \leq \alpha < 1, & \text{on } \Sigma, \\
y(x, 0) &= y_0(x), & \text{in } \Omega.
  \end{align*}
  \]

  (27)

  In suitable conditions for the function \( a(\cdot) \) it is possible to prove the linear problem (for instance see [4]). But the non-linear problem is a difficult result to obtain as more tools are needed to understand the spaces that must be used.

7. Appendix.

7.1. **Local controllability result.** We will prove a local controllability result, thus:

**Lemma 7.1.** Given \( T > 0 \) and \( R > 0 \). Then, there exist positive constants \( C \) and \( \delta \) depending on \( R \) and \( T \) such that, for all targets \( \mathbf{y} \in C^{2+1/2,1+1/4}(\overline{Q}) \) solution to 5 with initial datum \( \mathbf{y}_0 \) and control \( \mathbf{v} \) and for each initial datum \( y_0 \in C^{2+1/2}(\overline{Q}) \), such that if

\[
\|y_0\|_{C^{2+1/2}(\overline{Q})} \leq R, \quad \|\mathbf{y}\|_{C^{2+1/2,1+1/4}(\overline{Q})} \leq R \quad \text{and} \quad \|y_0 - \mathbf{y}_0\|_{C^{2+1/2}(\overline{Q})} \leq \delta,
\]

we can find a control \( v \in C^{1/2,1/4}(\overline{Q}) \), such that the corresponding solution \( y \) of 1 satisfies

\[
y(T) = \mathbf{y}(T).
\]

Moreover,

\[
\|v - \mathbf{v}\|_{C^{1/2,1/4}(\overline{Q})} \leq C \|y_0 - \mathbf{y}_0\|_{C^{2+1/2}(\overline{Q})}.
\]
Proof. We will use arguments of [2] and [18] because the linearized problems are very similar.

Taking \( z = y - \bar{y} \) and \( u = v - \bar{v} \), the problem is reduced to prove the local null controllability of the system

\[
\begin{aligned}
z_t - \nabla \cdot (\alpha_z(x,t)\nabla z) + \nabla \cdot (\beta_z(x,t)\nabla \bar{y} \cdot z) &= u_\omega \quad \text{in } Q, \\
z(x,t) &= 0 \quad \text{on } \Sigma, \\
z(x,0) &= y_0(x) - \bar{y}_0(x) \quad \text{in } \Omega,
\end{aligned}
\]

(29)

where

\[
\alpha_z(x,t) := a(z(x,t) + \bar{y}(x,t))
\]

and

\[
\beta_z(x,t) := \begin{cases}
- a(z(x,t) + \bar{y}(x,t)) - a(\bar{y}(x,t)) & , \text{ if } z(x,t) \neq 0, \\
- a'(\bar{y}(x,t)) & , \text{ if } z(x,t) = 0.
\end{cases}
\]

Let us fix \( w \in Z := \{ w \in C^{1+1/2,1+1/4}(\overline{Q}) ; \ w(\cdot,0) = z_0(\cdot) \} \) and we consider the linear system

\[
\begin{aligned}
z_t - \nabla \cdot (\alpha_w(x,t)\nabla z) + \nabla \cdot (\beta_w(x,t)\nabla \bar{y} \cdot z) &= u_\omega \quad \text{in } Q, \\
z(x,t) &= 0 \quad \text{on } \Sigma, \\
z(x,0) &= z_0(x) := y_0(x) - \bar{y}_0(x) \quad \text{in } \Omega,
\end{aligned}
\]

(30)

where

\[
\alpha_w(x,t) \in C^{1,1}(\overline{Q})
\]

(31)

and

\[
\beta_w(x,t)\nabla \bar{y} \in C(\overline{Q}).
\]

(32)

Let us consider of adjoint system associated to the linear system 30

\[
\begin{aligned}
-p_t - \nabla \cdot (\alpha_w(x,t)\nabla p) + \nabla \cdot (\beta_w(x,t)\nabla \bar{y} \cdot p) &= 0 \quad \text{in } Q, \\
p(x,t) &= 0 \quad \text{on } \Sigma, \\
p(x,T) &= p_T(x) \quad \text{in } \Omega.
\end{aligned}
\]

(33)

We denote

\[
B := \left( 1 + ||w||^2_{C^{1,1}(\overline{Q})} + ||\nabla \bar{y}||^2_{L^\infty(Q)} \right).
\]

(34)

Given \( \omega_0 \) an open and nonempty subset of \( \omega \) such that \( \overline{\omega_0} \subset \omega \), there exists a function \( \alpha_0 \in C^2(\overline{\Omega}) \) such that

\[
\alpha_0(x) > 0 \text{ in } \Omega; \ \alpha_0(x) = 0 \text{ on } \partial \Omega; |\nabla \alpha_0(x)| > 0 \text{ in } \overline{\Omega \setminus \omega_0}.
\]

For any \( \lambda > 0 \), we define

\[
\phi(x) := \frac{e^{\lambda \alpha_0(x)}}{t(T-t)}, \ \alpha(x,t) := \frac{e^{\lambda \alpha_0(x)} - e^{2\lambda |\alpha_0|_{C^0(\overline{\Omega})}}}{t(T-t)}.
\]

Proceeding as in [18], we can prove the following observability inequality

\[
||p(0)||^2_{L^2(\Omega)} \leq C e^{CB} \int_{\omega_1 \times (0,T)} e^{2\lambda \phi^3} |p|^2 dx dt,
\]

(35)

where \( C > 0 \) is a constant, \( B \) is the constant given in 34, \( \lambda \geq CB \) and \( s \geq C e^{CB} \).

Similar to Proposition 4.1 in [18], we can prove the null controllability of the linear system 30, thus, there exist a control \( v \in C^{1+1/2,1/4}(\overline{Q}) \) such that the associated solution \( z \) of 30 satisfies \( z(T) = 0 \) in \( \Omega \). The estimate for the control is

\[
||v - \bar{v}||_{C^{1+1/2,1/4}(\overline{Q})} \leq C e^{CB} ||z_0||_{L^2(\Omega)}.
\]

(36)
Finally, using arguments of Fixed-Point (specifically Kakutani Fixed-Point Theorem), we can conclude the proof of Lemma 7.1. Indeed, we define the set
\[ K := \{ z \in C^{2+1/2,1+1/4}(\overline{Q}); \|z\|_{C^{2+1/2,1+1/4}(\overline{Q})} \leq 1, \ z(\cdot,0) = z_0(\cdot) \}, \]
and a (possible multivalued) map \( \Lambda : Z \to 2^Z \) such that for any \( w \in Z \), put
\[ \Lambda(w) := \{ z \in Z; \exists v \in C^{1/2,1/4}(\overline{Q}) \text{ and a constant } C > 0 \text{ such that } (z,v) \]
\[ \text{satisfy } 30, 36 \text{ and } z(T) = 0 \text{ in } \Omega \} \].

The map \( \Lambda \) is well defined. Indeed, the null controllability of the linear system 30 guaranteed this.

If initial datum \( z_0 \) is small enough, then \( \Lambda(K) \subset K \). Indeed, by Schauder theory of linear parabolic systems we have the estimates for the state \( z \):
\[ \|z\|_{C^{2+1/2,1+1/4}(\overline{Q})} \leq C(B)(\|z_0\|_{C^{2+1/2}(\overline{Q})} + \|v - \tau\|_{C^{1/2,1/4}(\overline{Q})}). \]
Taking \( z_0 \) small enough, we get \( \|z\|_{C^{2+1/2,1+1/4}(\overline{Q})} \leq 1 \).

Furthermore, it is clear that \( K \) is a nonempty convex and compact subset of \( Z \), this is an immediate result because we know that \( K \) is compactly embedded in \( Z \).

Also \( \Lambda \) has a closed graph in \( Z \).

Therefore, if \( z_0 \) is small enough by Kakutani Fixed-Point Theorem (see [24]), \( \Lambda \) possesses at least one fixed point \( z \). This means that for quasilinear 29, there exist a control \( v \in C^{1/2,1/4}(\overline{Q}) \) such that the solution \( z \) satisfy \( z(T) = 0 \) in \( \Omega \). The cost of the control function \( v(x,t) \) verifies 36.

This completes the proof of Lemma 7.1.
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