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Abstract: In this paper we investigate the tau-functions for the stationary sector of Gromov–Witten theory of the complex projective line and its version, relative to one point. In particular, we construct the integral representation for the points of the Sato Grassmannians, Kac–Schwarz operators, and quantum spectral curves. This allows us to derive the matrix models.
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1. Introduction

Matrix models play an important role in modern enumerative geometry. They are closely related to its other ingredients, including integrable systems, quantum spectral curves and Chekhov–Eynard–Orantin topological recursion. The main goal of this paper is to
construct matrix models for the generating functions of the stationary sector of Gromov–Witten theory of $P^1$ and its relative version. Our construction is based on the known relation between these generating functions of the Gromov–Witten invariants, tau-functions of integrable hierarchies, and free fermions obtained by Okounkov and Pandharipande [29, 30].

Let $\overline{M}_{g,n}(P^1, d)$ be the moduli space of $n$-pointed genus $g$ stable maps to $P^1$ of degree $d$, $f : (\Sigma, p_1, \ldots, p_n) \to P^1$. The virtual dimension of $\overline{M}_{g,n}(P^1, d)$ is $2g - 2 + n + 2d$. Let $L_i$ be the line bundle on $\overline{M}_{g,n}(P^1, d)$, whose fiber is the cotangent line at the $i$th marked point, and $\psi_i$ is the first Chern class of $L_i$. Consider $\omega \in H^2(P^1, \mathbb{Q})$ be the Poincaré dual of the point class. Together with $1 \in H^0(P^1, \mathbb{Q})$ they constitute the standard basis of $H^*(P^1, \mathbb{Q})$. Let also $\gamma_i \in \{1, \omega\}$. The connected Gromov–Witten invariants of $P^1$ are the integrals

$$\left\langle \prod_{i=1}^n \tau_{k_i}(\gamma_i) \right\rangle_{g,d} := \int_{[\overline{M}_{g,n}(P^1, d)]^{vir}} \prod_{i=1}^n \psi_i^{k_i} \psi_i(\gamma_i),$$

where $\psi_i$ is the evaluation map, defined by evaluating a stable map $f : (\Sigma, p_1, \ldots, p_n) \to P^1$ at the $i$th marked point, $\psi_i(\gamma_i) \in H^*(\overline{M}_{g,n}, \mathbb{Q})$. These invariants vanish unless $\sum_{i=1}^n (\dim(\gamma_i) + k_i) = 2g - 2 + n + 2d$. Consider the generating function of the Gromov–Witten invariants of $P^1$

$$Z^*(t^\omega, t^1) = \exp \left( \sum_{g=0}^{\infty} \sum_{d=0}^{\infty} h^{2g-2} q^d \left( \exp \left( \sum_{k=0}^{\infty} t^1_k \tau_k(\omega) + t^1_k \tau_k(1) \right) \right) \right).$$

Here powers of the parameters $q$ and $h$ keep track of the map’s degree and the genus of the curve respectively.

Relation of this generating function to a proper version of the Toda integrable hierarchy, known as Toda conjecture, was formulated in [13, 14]. This version of the integrable hierarchy, now known as the extended Toda hierarchy, was defined and investigated in [8, 15, 40]. Toda conjecture was discussed in [23, 28, 34], and proved in [11, 30].

The stationary sector of the Gromov–Witten theory is formed by intersection numbers of $\tau_k(\omega)$’s, the descendants of $\omega$. In this paper we consider the extended stationary Gromov–Witten generating function, which includes the dependence on $t^1_0$:

$$\tau(t^\omega, t^1_0) := Z^*(t^\omega, t^1)|_{t^1_0=0}.$$  

This is a tau-function of the MKP hierarchy.

Gromov–Witten theory on $P^1$ has a natural equivariant deformation. This deformation can be described by the free fermions in a particularly nice way, derived by Okounkov and Pandharipande [29]. This free fermion description allows us to describe explicitly a $GL(\infty)$ group element for the nonequivariant MKP tau-function (1.3), and to construct the integral expressions for the basis vectors of the Sato Grassmannian point. Then, with the standard methods of matrix models, we prove

**Theorem 1.** The extended stationary Gromov–Witten generating function of $P^1$ is given by the asymptotic expansion of the matrix integral.
Matrix Model for the Stationary Sector

\[ \tau(t^\omega, t_0^\omega) = \frac{e^{\frac{1}{\hbar} \text{Tr} (t_0^\omega - \Lambda) \log \Lambda + \Lambda + \frac{a}{2} t^\omega}}{\hbar^{\frac{a^2}{2}}} \int_{H_N} [d\mu(Y)] e^{\frac{1}{\hbar} \text{Tr} (Y \Lambda - Y e^{-Y} + q e^{-Y} + (N \hbar^2 t^\omega - t_0^\omega) Y)}, \]

(1.4)

where

\[ t_k^\omega = \hbar k! \text{Tr} \Lambda^{-k-1}. \]

(1.5)

We also prove that a simple deformation of this matrix model describes a stationary sector of the Gromov–Witten theory of \( \mathbb{P}^1 \) relative to one point (Theorem 2).

Matrix integral (1.4) belongs to a family of the generalized Kontsevich models (GKM) [1,18–22]. This family is believed to capture the fundamental properties of two-dimensional topological gravity and it is naturally related to the modified KP hierarchy. The model (1.4) for the extended stationary Gromov–Witten theory of \( \mathbb{P}^1 \) is similar to the original Kontsevich matrix integral [22] for the intersection theory on the moduli spaces of the Riemann surfaces. The representatives of GKM describe many enumerative geometry tau-functions. In particular, the model (1.4) is similar to a model derived earlier for Hurwitz numbers [4,25]. It is not very surprising, because the stationary Gromov–Witten invariants are closely related to Hurwitz numbers [28,30,34].

We expect that our methods should help to investigate other models of enumerative geometry related to \( \mathbb{P}^1 \), and to construct corresponding matrix models. In particular, we expect that our approach should work for the full generating functions of the Gromov–Witten theory, both in equivariant and nonequivariant setups, as well as for the orbifold Gromov–Witten theory of \( \mathbb{P}^1 \) (for a relevant recent progress and the quantum spectral curve in this case see [9]). Our findings, in particular the quantum spectral curves, should also be related to the topological recursion. These topics will be discussed elsewhere.

The present paper is organized as follows. In Sect. 2 we remind the reader the free fermion description of the KP/Toda integrable hierarchies. Section 3 is devoted to the description of the extended stationary Gromov–Witten invariants of \( \mathbb{P}^1 \). In Sect. 4 we generalize the results to the case of the Gromov–Witten invariants of \( \mathbb{P}^1 \) relative to one point.

2. Tau-Functions and Free Fermions

In this section we give a brief description of the modified Kadomtsev-Petviashvili (MKP) hierarchy in terms of free fermions (or, equivalently, infinite wedge space). For more details see [3,7,24,36,37] and references therein.

Remark 2.1. Let us stress that our conventions do not completely coincide with those of [29]. For example, we use the fermions with integer indices (compared to semi-integer indices in [29]), and denote the components of the bosonic current by \( J_k \) (compared to \( \alpha_k \) in [29]).

Let us introduce the free fermions \( \psi_n, \psi_n^* \), \( n \in \mathbb{Z} \), which satisfy the canonical anti-commutation relations

\[ [\psi_n, \psi_m]_+ = [\psi_n^*, \psi_m^*]_+ = 0, \quad [\psi_n, \psi_m^*]_+ = \delta_{mn}. \]

(2.1)

They generate an infinite dimensional Clifford algebra. We use their generating series

\[ \psi(z) = \sum_{k \in \mathbb{Z}} \psi_k z^k, \quad \psi^*(z) = \sum_{k \in \mathbb{Z}} \psi_k^* z^{-k}. \]

(2.2)
Next, we introduce a vacuum state \(|0\rangle\), which is a “Dirac sea” where all negative mode states are empty and all positive ones are occupied:

\[
\psi_n |0\rangle = 0, \quad n < 0; \quad \psi_n^* |0\rangle = 0, \quad n \geq 0. \tag{2.3}
\]

(For brevity, we call indices \(n \geq 0\) positive.) Similarly, the dual vacuum state has the properties

\[
\langle 0| \psi_n^* = 0, \quad n < 0; \quad \langle 0| \psi_n = 0, \quad n \geq 0. \tag{2.4}
\]

With respect to the vacuum \(|0\rangle\), the operators \(\psi_n\) with \(n < 0\) and \(\psi_n^*\) with \(n \geq 0\) are annihilation operators while, the operators \(\psi_n^*\) with \(n < 0\) and \(\psi_n\) with \(n \geq 0\) are creation operators. The normal ordering \(\langle \ldots \rangle\) with respect to the Dirac vacuum \(|0\rangle\) is defined as follows: all annihilation operators are moved to the right and all creation operators are moved to the left, taking into account that the factor \((-1)\) appears each time two neighboring fermionic operators exchange their positions.

We also introduce “shifted” Dirac vacua \(|n\rangle\) and \(\langle n|\) defined as

\[
|n\rangle = \begin{cases} 
\psi_{n-1} \ldots \psi_1 \psi_0 |0\rangle, & n > 0, \\
\psi_n^* \ldots \psi_{-2}^* \psi_{-1}^* |0\rangle, & n < 0,
\end{cases} \tag{2.5}
\]

\[
\langle n| = \begin{cases} 
\langle 0| \psi_0^* \psi_1^* \ldots \psi_{n-1}^*, & n > 0, \\
\langle 0| \psi_{-1}^* \psi_{-2}^* \ldots \psi_n^*, & n < 0.
\end{cases} \tag{2.6}
\]

For them we have

\[
\psi_m |n\rangle = 0, \quad m < n; \quad \psi_n^* |m\rangle = 0, \quad m \geq n, \tag{2.7}
\]

\[
\langle n| \psi_m = 0, \quad m > n; \quad \langle n| \psi_n^* = 0, \quad m < n.
\]

Normally ordered bilinear combinations \(X_B = \sum_{mn} B_{mn} \psi_m^* \psi_n\) of the fermions, with certain conditions on the matrix \(B = (B_{mn})\), generate an infinite-dimensional Lie algebra \(\mathfrak{gl}(\infty)\). Exponentiating these expressions, one obtains an infinite dimensional group (a version of \(\mathfrak{gl}(\infty)\)) with the group elements

\[
G = \exp \left( \sum_{i,k \in \mathbb{Z}} B_{ik} \psi_i^* \psi_k \right). \tag{2.8}
\]

For any group element \(G\) a tau-function of the MKP hierarchy is given by a vacuum expectation value

\[
\tau_n(t) = \langle n| e^{\sum_j t_j J_j} G |n\rangle. \tag{2.9}
\]

It depends on the variables \(t = \{t_1, t_2, \ldots\}\), usually called times, through the linear combination \(J_\tau(t) = \sum_{k \geq 0} t_k J_k\) of the operators

\[
J_k = \sum_{j \in \mathbb{Z}} \psi_j^* \psi_{j+k} = \text{res}_z \left( z^{-1} \psi(z) z^k \psi^*(z) \right). \tag{2.10}
\]

Here \(\text{res}_{z=0} z^k := \delta_{k,-1}\). These operators are the Fourier modes of the current operator \(J(z) = z^{-1} \psi(z) \psi^*(z)\) and span the Heisenberg algebra

\[
[J_k, J_l] = k \delta_{k+l,0}. \tag{2.11}
\]
Operators $J_k$ with positive and negative $k$ act on the vacuum as

$$J_k |0⟩ = ⟨0| J_{-k} = 0, \quad k ≥ 0.$$  \hfill (2.12)

For a fixed $n ∈ \mathbb{Z}$ tau-function (2.9) is a solution of KP hierarchy. We assume that $\tau_n(0) = 1$.

Let $\mathbb{Z}_+$ be the set of all nonnegative integers. The MKP hierarchy relates $\tau_m$ to $\tau_n$ for any $m − n ∈ \mathbb{Z}_+$. It can be described by the bilinear Hirota identity

$$\oint \int_0^\infty z^{m-n} e^{\sum_{k=1}^\infty (t_k - t'_k)z^k} \tau_m(t - \lfloor z^{-1} \rfloor) \tau_n(t' + \lfloor z^{-1} \rfloor) dz = 0,$$  \hfill (2.13)

where we use the standard short-hand notations

$$t ± \lfloor z^{-1} \rfloor := \left\{ t_1 ± z^{-1}, t_2 ± \frac{1}{2} z^{-2}, t_3 ± \frac{1}{3} z^{-3}, \ldots \right\}. \hfill (2.14)$$

More generally, for any group element $G$, the vacuum expectation value

$$\tau_n(t, s) = ⟨n| e^{J_+(t)} G e^{J_-(s)} |n⟩,$$  \hfill (2.15)

where $J_-(s) = \sum_{k>0} s_k J_{-k}$, is a tau-function of the 2D Toda lattice hierarchy [39].

Let $Λ := \text{diag}(λ_1, \ldots, λ_N)$ be a diagonal matrix. In the Miwa parametrization

$$f([Λ^{-1}]) := f(t) \bigg|_{t_k = \frac{1}{k} \text{Tr} Λ^{-k}} \hfill (2.16)$$

the tau-function of the KP hierarchy can be represented as a ratio of two determinants

$$\tau_n([Λ^{-1}]) = \frac{\det_{k,l=1}^N Φ_k^{(n)}(λ_l)}{Δ(λ)}, \hfill (2.17)$$

where

$$Δ(λ) = \prod_{i < j} (λ_j − λ_i) \hfill (2.18)$$

is the Vandermonde determinant. In (2.17) the set of the basis vectors $Φ_k^{(n)}$

$$\mathcal{W}_n = \text{span}_{\mathbb{C}}{Φ_1^{(n)}, Φ_2^{(n)}, Φ_3^{(n)}, \ldots} ∈ \text{Gr}^{(0)}_+ \hfill (2.19)$$

defines a point of the Sato Grassmannian labeled by $n ∈ \mathbb{Z}$. We assume that the basis vectors are normalised:

$$Φ_k^{(n)}(z) = z^{k-1} \left(1 + O(z^{-1})\right). \hfill (2.20)$$

**Remark 2.2.** The version of the Sato Grassmannian we are working with is a “dual” one in the standard notations. For simplicity, we omit the world "dual" below.
Let us consider an algebra $w_{1+\infty}$ of the differential operators on the circle

$$w_{1+\infty} := \text{span}_\mathbb{C} \left\{ z^k D^m \mid k \in \mathbb{Z}, m \in \mathbb{Z}_+ \right\}, \quad (2.21)$$

where

$$D := z \partial_z, \quad (2.22)$$

and $\partial_z := \frac{\partial}{\partial z}$. We also introduce

$$w^\pm := \text{span}_\mathbb{C} \left\{ z^{\pm k} D^m \mid k = 1, 2, 3, \ldots, m \in \mathbb{Z}_+ \right\}. \quad (2.23)$$

and

$$w^0 := \text{span}_\mathbb{C} \left\{ D^m \mid m \in \mathbb{Z}_+ \right\} \quad (2.24)$$

so that

$$w_{1+\infty} = w^- \oplus w^0 \oplus w^+. \quad (2.25)$$

For an operator $a \in w$ let

$$W_a := \text{res}_z \left( z^{-1} \psi(z) a \psi^*(z) \right), \quad (2.26)$$

be a corresponding fermionic $\text{gl}(\infty)$ operator. For example, $J_k = W_{z^k}$. Then

$$[W_a, \psi(z)] = a^* \cdot \psi(z), \quad [W_a, \psi^*(z)] = - a \cdot \psi^*(z), \quad (2.27)$$

where for any monomial $P = z^k D^l$ the adjoint operator is $P^* = (-D)^l z^k$. By $\cdot$ we denote the action of the operator on the function to distinguish it from the product of operators. This relation can be naturally lifted to the relation between the groups $e^{w_{1+\infty}}$ and $\text{GL}(\infty)$. Let us denote by $W^{G}_n$ the point of the Sato Grassmannian, associated with the tau-function (2.9). Then, if $a \in w^-$, from the construction in [3] it follows that

Lemma 2.1. For any $G$ the points of the Sato Grassmannians $W^G_n$ and $W^{W_a G}_n$ for the group elements $G$ and $e^{W_a G}$, respectively, are related by

$$W^{W_a G}_n = z^n e^{-1 \text{az}} z^{-n} W^G_n. \quad (2.28)$$
3. Gromov–Witten Invariants of \( \mathbb{P}^1 \)

Here we briefly describe the generating function of the equivariant Gromov–Witten invariants and its nonequivariant limit, for more details see [29, 30] and references therein. Let 0 and \( \infty \) be the fixed points of the torus action on \( \mathbb{P}^1 \). The torus \( \mathbb{C}^* \) also acts canonically on \( \overline{M}_{g,n}(\mathbb{P}^1, d) \) by translating the maps. The equivariant Poincaré duals of these points, \( 0, \infty \in H^2_{\text{C}^*}(\mathbb{P}^1, \mathbb{Q}) \) form a canonical basis in the equivariant cohomology of \( \mathbb{P}^1 \). We denote

\[
\left\langle \prod_{i=1}^{m} \tau_{k_i}(0) \prod_{i=m+1}^{n} \tau_{k_i}(\infty) \right\rangle_{g,d}^C := \int_{[\overline{M}_{g,n}(\mathbb{P}^1, d)]^{\text{vir}}} \prod_{i=1}^{m} \psi_i^k \exp_i^* (0) \prod_{i=m+1}^{n} \psi_i^k \exp_i^* (\infty).
\]

(3.1)

Equivariant Gromov–Witten generating function depends on two infinite sets of variables \( x_i \) and \( x_i^* \) and generates all equivariant Gromov–Witten invariants (3.1),

\[
Z(x, x^*) = \exp \left( \sum_{g=0}^{\infty} \sum_{d=0}^{\infty} h^{-2g-2} q^d \left( \exp \left( \sum_{k=0}^{\infty} x_k \tau_k(0) + x_k^* \tau_k(\infty) \right) \right) \right)_{g,d}^C.
\]

(3.2)

It is a formal series, \( Z(x, x^*) \in \mathbb{Q}[\epsilon][[x, x^*, q, h^2, h^{-2}]] \), where we denote the equivariant parameter by \( \epsilon \). This generating function is a tau-function of the 2D Toda lattice hierarchy [29], see Sect. 3.1 below.

The nonequivariant generating function (1.2) can be obtained from (3.2) by a nonequivariant limit [29]. Namely, we consider the linear change of variables

\[
x_k = \frac{1}{\epsilon} t_k^1, \quad x_k^* = t_k^\omega - \frac{1}{\epsilon} t_k^1.
\]

(3.3)

Then

\[
\tau(t^\omega, t^1) := Z \left( \frac{1}{\epsilon} t^1, t^\omega - \frac{1}{\epsilon} t^1 \right) \bigg|_{\epsilon = 0}.
\]

(3.4)

From the geometric construction it follows that the limit is smooth and there is no singularity at \( \epsilon = 0 \).

3.1. Free fermion description of equivariant \( \mathbb{P}^1 \) theory. Let us remind a reader the description of the generating function of the equivariant Gromov–Witten invariants of \( \mathbb{P}^1 \) in terms of free fermions, constructed by Okounkov and Pandharipande [29]. Let

\[
\mathcal{E}_r(z) := \sum_{k \in \mathbb{Z}} e^{z \left( k - \frac{\epsilon}{2} \right)} \psi_{k-r} \psi_k^* + \frac{\delta_{r,0}}{\varsigma(z)} \phi(z),
\]

(3.5)

where

\[
\varsigma(z) = e^{z/2} - e^{-z/2}.
\]

(3.6)

The commutation relations between the bosonic current components (2.10) and \( \mathcal{E}_r(z) \) follow from (2.1):

\[
[J_k, \mathcal{E}_l(z)] = \varsigma(kz) \mathcal{E}_{k+l}(z).
\]

(3.7)
The components of the operator $E_0$,

$$
\mathcal{P}_k := k! \left[ z^k \right] E_0(z),
$$

constitute a commutative subalgebra in $\text{gl}(\infty)$,

$$
[\mathcal{P}_k, \mathcal{P}_m] = 0, \quad k, m \in \mathbb{Z}_+.
$$

These operators are diagonal

$$
\mathcal{P}_k = \sum_{m \in \mathbb{Z}} (m + 1/2)^k \psi_m \psi_m^* + \frac{B_{k+1}(1/2)}{k + 1},
$$

where $B_k(n)$ are the Bernoulli polynomials, defined by

$$
\frac{z e^{nz}}{e^z - 1} = \sum_{k=0}^{\infty} B_k(n) \frac{z^k}{k!}.
$$

The charged vacuum $|n\rangle$ is the eigenstate of the operator $E_0(z)$

$$
E_0(z) |n\rangle = \frac{e^{nz}}{\zeta(z)} |n\rangle,
$$

hence

$$
\mathcal{P}_k |n\rangle = \frac{B_{k+1}(n + 1/2)}{k + 1} |n\rangle.
$$

The commutation relations between the operators $\mathcal{P}_k$ and $J_k$ follow from (3.7), in particular

$$
[J_k, \mathcal{P}_1] = k J_k.
$$

Let us also consider

$$
A(v, w) := \left( \frac{\zeta(w)}{w} \right)^v \sum_{k \in \mathbb{Z}} \frac{\zeta(w)^k}{(v + 1)_k} \mathcal{E}_k(w),
$$

where

$$
(1 + z)_k := \frac{\Gamma(z + k + 1)}{\Gamma(z + 1)}
$$

is the Pochhammer symbol. Following [29] we introduce the vacuum expectation value

$$
Z_n(x, x^*) := \langle n | e^{\sum_{k=0}^{\infty} x_k A_k} G_0 e^{\sum_{k=0}^{\infty} x_k^* A_k^*} | n \rangle,
$$

where

$$
G_0 := e^{J_1 \left( \frac{q}{R^2} \right)^{\frac{1}{4} \frac{1}{24} J^1} e^{J^{-1}}}
$$
is a $GL(\infty)$ group element. Operators $A_k$ and $A_k^\ast$ from $\text{gl}(\infty)$ can be described in terms of their generating functions

$$A(z) = \frac{1}{\hbar} A(\epsilon z, \hbar z),$$

$$A^*(z) = \frac{1}{\hbar} A(-\epsilon z, \hbar z)^*,$$

namely

$$A_k = \left[ z^{k+1} \right] A(z), \quad A_k^\ast = \left[ z^{k+1} \right] A^*(z), \quad k \in Z. \tag{3.20}$$

The following theorem describes the equivariant Gromov–Witten theory of $\mathbb{P}^1$ in the free fermion formalism [29]:

**Theorem.** (Okounkov, Pandharipande) The equivariant generating function (3.2) is given by the vacuum expectation value (3.17),

$$Z(x, x^\ast) = Z_0(x, x^\ast). \tag{3.21}$$

In [29] it was shown that there are conjugation operators $W(\epsilon) \in GL(\infty)$ and $W^\ast(\epsilon) \in GL(\infty)$ such that

$$W(\epsilon)^{-1} \left( \sum_{k=0}^{\infty} x_k A_k \right) W(\epsilon) = J_+(t),$$

$$W^\ast(\epsilon) \left( \sum_{k=0}^{\infty} x_k^\ast A_k^\ast \right) W^\ast(\epsilon)^{-1} = J_-(s). \tag{3.22}$$

The operators $W(\epsilon)$ and $W^\ast(\epsilon)$ belong to the upper and lower triangular subgroups of $GL(\infty)$ respectively, so $\langle 0 | W(\epsilon) = 0, W^\ast(\epsilon) | 0 \rangle = | 0 \rangle$. The variables $t$ and $s$ are related to the variables $x$ and $x^\ast$ by a linear transformation, conjectured by Getzler [16],

$$t_n = \hbar^{n-1} \text{res}_{z=0} \sum_{k=0}^{\infty} x_k \frac{z^{n-k-2}}{(1 + \epsilon z) \ldots (n + \epsilon z)},$$

$$s_n = \hbar^{n-1} \text{res}_{z=0} \sum_{k=0}^{\infty} x_k^\ast \frac{z^{n-k-2}}{(1 - \epsilon z) \ldots (n - \epsilon z)}. \tag{3.23}$$

Therefore, the correlation function (3.17) being a function of the variables $t$ and $s$ has a canonical 2D Toda fermionic form (2.15) with

$$G = W(\epsilon)^{-1} G_0 W^\ast(\epsilon)^{-1}. \tag{3.24}$$

Moreover, in [29] it is proven that dependence on the variable $n$ is described by

$$Z_n(x, x^\ast) = \left( \frac{q}{\hbar^2} \right)^2 \frac{\hbar}{\pi} e^{\frac{\theta}{\hbar^2}} \left( \frac{a}{\pi \hbar} - \frac{b}{\pi \hbar} \right) Z(x, x^\ast), \tag{3.25}$$

which defines the left hand side of this equation not only for $n \in Z$, but for arbitrary value of the continuous parameter $n$. 

3.2. Extended stationary sector of Gromov–Witten theory of $\mathbb{P}^1$. The nonequivariant limit of the vacuum expectation value (3.17) is highly non-trivial. However, to describe the extended stationary sector (1.3) it is enough to take a naive limit, or just to put $\epsilon = 0$:

$$A(z) \bigg|_{\epsilon = 0} = \frac{1}{\hbar} \sum_{k \geq 0} \frac{\zeta(hz)^k}{k!} \mathcal{E}_k(hz),$$

$$A^*(z) \bigg|_{\epsilon = 0} = \frac{1}{\hbar} \sum_{k \geq 0} \frac{\zeta(hz)^k}{k!} \mathcal{E}_{-k}(hz),$$

(3.26)
or, as follows from (3.7),

$$A(z) \bigg|_{\epsilon = 0} = \frac{1}{\hbar} e^{J_1} \mathcal{E}_0(hz) e^{-J_1},$$

$$A^*(z) \bigg|_{\epsilon = 0} = \frac{1}{\hbar} e^{-J_1} \mathcal{E}_0(hz) e^{J_1}.$$  

(3.27)

Let

$$W := W(0), \quad W^* := W^*(0).$$  

(3.28)

Comparing (3.27) with (3.22) one concludes that

$$W^{-1} e^{J_1} \mathcal{P}_k e^{-J_1} W = J_k,$$

$$W^* e^{-J_1} \mathcal{P}_k e^{J_1} W^* = J_{-k}.$$  

(3.29)

Substituting the components of (3.27) into (3.17), one gets

$$Z_n(x, x^*) \bigg|_{\epsilon = 0} = \langle n| e^{J_1} e^{\sum_{k=1}^{\infty} x_{k-1} \frac{k^{k-1} \mathcal{P}_k}{k!}} e^{-J_1} G_0 e^{-\sum_{k=1}^{\infty} x_{k-1} \frac{k^{k-1} \mathcal{P}_k}{k!}} e^{J_1} |n\rangle$$

$$= \langle n| e^{J_1} e^{\sum_{k=1}^{\infty} (x_{k-1} + x_{k-1}^*) \frac{k^{k-1} \mathcal{P}_k}{k!}} \left( \frac{q}{\hbar^2} \right)^{\frac{q-1}{2}} e^{J_1} |n\rangle$$

$$= \left( \frac{q}{\hbar^2} \right)^{\frac{n^2}{2}} \langle n| e^{J_1} e^{\sum_{k=1}^{\infty} (x_{k-1} + x_{k-1}^*) \frac{k^{k-1} \mathcal{P}_k}{k!}} \left( \frac{q}{\hbar^2} \right)^{J_1} e^{\frac{q J_1}{\hbar^2}} |n\rangle.$$  

(3.30)

In the last equality we use (3.13) and (3.14). Note, that $Z_n$ depends only on the sum of the variables $x_k$ and $x_k^*$.

Let us introduce

$$\tau_n(t) := e^{-\tilde{q}} \left( \frac{q}{\hbar^2} \right)^{\frac{n^2}{2}} Z_n(x, 0) \bigg|_{\epsilon = 0; \; x_k = \frac{(k+1)^{k+1}}{k!},}$$

(3.31)

where $t_k$ and $x_k$ are related by the nonequivariant limit of Getzler’s change of variables (3.23) and $\tilde{q} = q/\hbar^2$. Then

$$\tau_n(t) = e^{-\tilde{q}} \langle n| e^{J_1} e^{\sum_{k=1}^{\infty} t_k \mathcal{P}_k} e^{\tilde{q} J_1} |n\rangle.$$  

(3.32)

It is related to the nonequivariant tau-function (1.3) by a change of variables

$$\tau(t^\omega, t^\omega_0) = e^{\tilde{q} \tau(t^\omega_0/h)} \bigg|_{t^\omega_k = \frac{k^{k-1} \mathcal{P}_k}{k!}}.$$  

(3.33)
Below we work with the tau-function \( \tau_n(t) \), and make the change of variables back to \( t^0 \) and \( t^1_0 \) only in the final expression for the matrix integral. This tau-function can also be expressed by vacuum expectation value (\( 2.9 \)) with standard bosonic current components,

\[
\tau_n(t) = e^{-\tilde{q} \sum \frac{n^2}{2} } \langle n | e^{J_+} W^{-1} G_0 | n \rangle .
\]

Equations (\( 3.13 \)) and (\( 3.14 \)) yield

\[
G_0 | n \rangle = \tilde{q} \sum \frac{n^2}{2} e^{\tilde{q} (J_{-1} + 1) } | n \rangle ,
\]

so that

\[
\tau_n(t) = \langle n | e^{J_+} W^{-1} e^{\tilde{q} J_{-1}} | n \rangle .
\]

Let us denote corresponding point of the Sato Grassmannian by \( \mathcal{W}_n \).

**Remark 3.1.** Tau-function (\( 3.32 \)) depends on \( \bar{h} \) and \( q \) only through the combination \( \tilde{q} \).

### 3.3. Tau-function at \( q = 0 \)

As a warm-up example, let us find the tau-function (\( 3.32 \)) at \( q = 0 \).

**Remark 3.2.** At \( q = 0 \) the equivariant generating function (\( 3.2 \)) remains non-trivial, but factorises [29]. The generating function of the degree 0 equivariant Gromov–Witten invariants of \( \mathbb{P}^1 \) coincides with the generating function of linear Hodge integrals. We will discuss this relation in the forthcoming publication.

We have

\[
\tau_n(t) \bigg|_{q=0} = \langle n | e^{J_1} e^{\sum_{k=1}^{\infty} \frac{n^k}{k} P_k} | n \rangle = e^{\sum_{k=1}^{\infty} c_k(n) n^k},
\]

where

\[
c_k(n) = \langle n | P_k | n \rangle = B_{k+1}(n+1/2) \frac{1}{k+1} .
\]

Below we will need the value of \( c_k \) for \( k = 1 \)

\[
c_1(n) = B_2(n+1/2) = \frac{n^2}{2} - \frac{1}{24} .
\]

Let us introduce

\[
F_n(z) := \sum_{k=1}^{\infty} \frac{c_k(n)}{k z^k} = \sum_{k=1}^{\infty} \frac{B_{k+1}(n+1/2)}{(k+1) k z^k} .
\]

Then

\[
F_n(z) = \sum_{k=1}^{\infty} (-1)^{k+1} B_{k+1}(1/2 - n) \frac{1}{(k+1) k z^k} ,
\]

where we use a symmetry of the Bernoulli polynomials, obvious from the definition (\( 3.11 \)). This series appears in Stirling’s expansion of the gamma function,

\[
\Gamma(z + 1/2 - n) = \sqrt{2\pi} z^{z-n} e^{-z} e^{F_n(z)} ,
\]

valid for large values of \( |z| \) with \( |\arg(z)| < \pi \). Here \( n \) is an arbitrary finite complex number.
Remark 3.3. Let us stress that (3.42) gives the asymptotic expansion, which acquires the nonperturbative corrections of the form $e^{\pm 2\pi i z}$, see, e.g., [33]. Below we always neglect the nonperturbative corrections and identify the gamma-function with its asymptotic expansion (3.42).

Principal specialization of the tau-function is given by

$$\tau_n([z^{-1}]) \bigg|_{q=0} = \frac{\Gamma(z + 1/2 - n)}{\sqrt{2\pi} z^{n-1} e^{-z}}.$$  \hspace{1cm} (3.43)

Hence, the point of the Sato Grassmannian $\mathcal{W}_n \bigg|_{q=0}$ for the tau-function (3.37) is given by the basis vectors

$$\tilde{\Phi}_k^{(n)}(z) \bigg|_{q=0} = \frac{\Gamma(z + 1/2 - n)}{\sqrt{2\pi} z^{n-1} e^{-z}} z^{k-1}.$$  \hspace{1cm} (3.44)

It is more convenient to consider another basis in the same space,

$$\Phi_k^{(n)}(z) \bigg|_{q=0} = \frac{\Gamma(z + k - 1/2 - n)}{\sqrt{2\pi} z^{n-1} e^{-z}}.$$  \hspace{1cm} (3.45)

3.4. Conjugation operators at $\epsilon = 0$. In this section we describe the conjugation operators $W$ and $W^*$. Let us focus on $W$, while the description of the adjoint operator $W^*$ can be obtained similarly. For this purpose we consider two different descriptions of the operator $A_0$ at $\epsilon = 0$. On the one hand, from (3.22) it follows that

$$A_0 \bigg|_{\epsilon=0} = W J_1 W^{-1}.$$  \hspace{1cm} (3.46)

On the other hand, from (3.27) we have

$$A_0 \bigg|_{\epsilon=0} = e^{J_1} P_1 e^{-J_1} = J_1 + P_1.$$  \hspace{1cm} (3.47)

In terms of fermions (2.26) this operator is given by

$$A_0 \bigg|_{\epsilon=0} = \text{res}_z \left( z^{-1} \psi(z) a_0 \psi^*(z) z \right) - \frac{1}{24},$$  \hspace{1cm} (3.48)

where

$$a_0 = z + \frac{1}{2} - D.$$  \hspace{1cm} (3.49)

Let us construct an operator $\mathcal{W} \in \exp(w^-)$ acting on the Sato Grassmannian, which is a counterpart of the dressing operator $W$ in the sense of Lemma 2.1. For this purpose, we find an operator $\tilde{\mathcal{W}} \in \exp(w^-)$ such that

$$\tilde{\mathcal{W}} z \tilde{\mathcal{W}}^{-1} = z^{-1} a_0 z = z - \frac{1}{2} - D.$$  \hspace{1cm} (3.50)
Remark 3.4. As it was indicated in [29], this equation does not completely specify the solution. However, it is easy to show that solution $\tilde{W}$ is related to $W$ by a right multiplication with $e^{\xi(z)}$,

$$W = \tilde{W}e^{\xi(z)},$$

where

$$\xi(z) = -\sum_{k=1}^{\infty} \alpha_k z^{-k}$$

is an operator of multiplication by a formal series with $\alpha_k \in \mathbb{C}$. In the central extended version this leads to a relation

$$W = \tilde{W} e^{-\sum_{k=1}^{\infty} \alpha_k J_{-k}}.$$  

and

$$\tau_n(t) = \langle n | e^{J_{-}(t)} e^{\sum_{k=1}^{\infty} \alpha_k J_{-k}} \tilde{W}^{-1} e^{\tilde{q} J_{-1}} | n \rangle = e^{\sum_{k=1}^{\infty} k \alpha_k t_k} \langle n | e^{J_{-}(t)} \tilde{W}^{-1} e^{\tilde{q} J_{-1}} | n \rangle.$$ 

Thus, different choices of $\tilde{W}$ correspond to the multiplication of the tau-function by the factor $\exp(\sum k \alpha_k t_k)$, and, in particular, are responsible for the constant contributions in (3.48). Since the coefficients of the operator $A$ do not depend on $q$, we can find $\alpha_k$'s from the consideration of the tau-function at $q = 0$. Series $\xi(z)$ for a particular choice of $\tilde{W}$ will be determined in the next section.

Let us put

$$\tilde{W} = e^\gamma e^{-\frac{1}{2} \partial_z},$$

where $\gamma \in w_-$. Then from (3.50) it follows that the operator $\gamma$ satisfies

$$e^\gamma z e^{-\gamma} = z - z \partial_z.$$  

It is easy to see that the ansatz

$$\gamma = z g(\partial_z),$$

for some $g(z) \in z^2 \mathbb{Q}[[z]]$, provides a solution. The coefficients of the series $g$ can be obtained recursively. The adjoint operator $W^*$ can be constructed similarly with

$$\gamma^* = z^{-1} g \left( z^2 \partial_z \right).$$

Hence, we proved

**Lemma 3.1.**

$$W = e^\gamma e^{-\frac{1}{2} \partial_z} e^{\xi(z)},$$

$$W^* = e^{\xi(z^{-1})} e^{-\frac{2}{z} \partial_z} e^{\gamma^*}.$$ 

From Lemmas 2.1 and 3.1 we have
Corollary 3.2.

\[ W = e^{Wg(z_c-z^{-1})} e^{W^{-1}(z_c-z^{-1})} e^{-\sum_{k=1}^{\infty} \alpha_k J_{-k}}, \]  

(3.60)

\[ W^* = e^{-\sum_{k=1}^{\infty} \alpha_k J_k} e^{-2(z_c-z^{-1})} e^{W^{-1}g(z^2(z_c-z^{-1}))}. \]

To prove the corollary one has only to check that the central extension does not change the normalization of the tau-function, that is \( \tau_n(0) = 1 \).

Remark 3.5. Coefficients of the series \( g \) coincide (up to a prefactor \((-1)^k/k!\)) with the coefficients \( c_k \), introduced in \([38]\) for the description of the linear change of variables connecting the generating functions of the Hurwitz numbers and Hodge integrals,

\[ g(z) = -\frac{1}{2} z^2 - \frac{1}{12} z^3 - \frac{1}{48} z^4 - \frac{1}{180} z^5 - \frac{11}{8640} z^6 - \frac{1}{6720} z^7 + \frac{11}{241920} z^8 + \frac{29}{1451520} z^9 - \frac{493}{43545600} z^{10} - \frac{2711}{239500800} z^{11} + O(z^{12}) \]  

(3.61)

Let us describe the operator \( y \) in more detail.

Lemma 3.3.

\[ e^{-y} \partial_z e^y = 1 - e^{-\partial_z}, \]  

(3.62)

\[ e^{-y} z e^y = z e^{\partial_z}. \]  

(3.63)

Proof. Let us denote \( e^y \partial_z e^{-y} \in \mathbb{C}[\partial_z] \) by \( p(\partial_z) \). Since

\[ \left[ e^y \partial_z e^{-y}, e^y z e^{-y} \right] = 1, \]  

(3.64)

we have

\[ \left[ p(\partial_z), z - z \partial_z \right] = p'(\partial_z)(1 - \partial_z) = 1. \]  

(3.65)

Hence

\[ p(z) = \int \frac{dz}{1 - z} = -\log(1 - z), \]  

(3.66)

and \( e^y \partial_z e^{-y} = -\log(1 - \partial_z) \). Therefore,

\[ e^y e^{-\partial_z} e^{-y} = 1 - \partial_z \]  

(3.67)

and (3.62) immediately follows. Now, from (3.56) it follows that

\[ e^{-y} z (1 - \partial_z) e^y = z \]  

(3.68)

and combining it with (3.67) one obtains (3.63). \( \square \)

Remark 3.6. This Lemma gives an alternative description of the series \( g \), namely

\[ e^{g(z) \partial_z} \cdot z = 1 - e^{-z}. \]  

(3.69)
3.5. Basis vectors and Kac–Schwarz operators. Let \( \Phi_k^{(n)}(z) \) be the basis vectors for the KP tau-function (3.36). Then, using Lemma 2.1, we get

\[
\Phi_k^{(n)}(z) = z^n W^{-1} \cdot e^{\frac{\partial}{\partial z}} z^{-k-n-1}, \quad k = 1, 2, 3, \ldots \quad (3.70)
\]

The series (3.52) is fixed by the comparison with (3.45), namely it should satisfy the equations

\[
z^ne^{-f(z)} e^{\frac{\partial}{\partial z}} e^{-y} \cdot z^{k-n-1} = \frac{\Gamma(z + k - 1/2 - n)}{\sqrt{2\pi z} z^{e^{-z}}} . \quad (3.71)
\]

Using (3.63) for any \( k \in \mathbb{Z} \) we get a rational function of \( z \),

\[
e^{-y} \cdot z^k = \left( e^{-y} z^y \right)^{k-1} . z \]

\[
e^{-y} \cdot z^k = \frac{\Gamma(z + k)}{\Gamma(z)} . \quad (3.72)
\]

Thus,

\[
e^{-f(z)} = \frac{\Gamma(z + 1/2)}{\sqrt{2\pi z} e^{-z}} . \quad (3.73)
\]

We see that \( f \) does not depend on \( k \) or \( n \), as it should be, and \( \alpha_k = \frac{B_{k+1}(1/2)}{(k+1)k} \). Now we can completely describe an action of the operator \( W^{-1} \) on \( \mathbb{C}((z^{-1})) \):

**Lemma 3.4.** Operator \( W^{-1} \) defines an integral transform on the space of formal Laurent series \( \mathbb{C}((z^{-1})) \) given by

\[
W^{-1} \cdot g(z) = \frac{z^{-z} e^{z}}{\sqrt{2\pi z} e^{-z}} \int_{\mathbb{R}} e^{y(z+1/2) - e^y} g(e^y) dy . \quad (3.74)
\]

**Proof.** From (3.72) and (3.73) for any \( k \in \mathbb{Z} \) we have

\[
W^{-1} \cdot z^k = \frac{\Gamma(z + 1/2) \Gamma(z + k + 1/2)}{\sqrt{2\pi z} e^{-z}} \frac{\Gamma(z + 1/2)}{\Gamma(z + k + 1/2)} \cdot \frac{1}{z^{e^{-z}}} . \quad (3.75)
\]

where we consider the asymptotic expansion of the right hand side with the help of (3.42).

Now we can apply the standard integral representation of the gamma function, valid for \( \Re(z) > 0 \):

\[
\Gamma(z) = \int_0^\infty x^{z-1} e^{-x} dx , \quad (3.76)
\]

which in terms of the variable \( y = \log x \) can be represented as

\[
\Gamma(z) = \int_{\mathbb{R}} e^{yz - e^y} dy . \quad (3.77)
\]
Therefore,
\[ W^{-1} \cdot z^k = \frac{z^{n-z} e^z}{\sqrt{2\pi}} \int_{\mathbb{R}} e^{y(z+k+1/2)-e^y} dy. \]  
(3.78)

where we take the asymptotic expansion of the integral at large positive \( z \). This completes the proof. \( \square \)

In particular, for the basis vectors (3.70) we have

**Corollary 3.5.**
\[ \Phi_k^{(n)}(z) = \frac{z^{n-z} e^z}{\sqrt{2\pi}} \int_{\mathbb{R}} e^{y(z+k-n-1/2)-e^y+\tilde{q}e^{-y}} dy. \]  
(3.79)

In the right hand side we take a series expansion of the integrand in \( \tilde{q} \) and then take the integrals term by term using asymptotic expansion (3.42):
\[ \Phi_k^{(n)}(z) = \frac{z^{n-z} e^z}{\sqrt{2\pi}} \sum_{l=0}^{\infty} \frac{\tilde{q}^l}{l!} \Gamma(z+k-n-l-1/2) \in z^{k-1} + z^{k-2} \mathbb{C}[[\tilde{q}, z^{-1}]]. \]  
(3.80)

We also have an equivalent expression
\[ \Phi_k^{(n)}(z) = \frac{z^{n-z} e^z}{\sqrt{2\pi}} \int_0^\infty x^{z+k-n-3/2} e^{-x+\hat{q}e^{-x}} dx. \]  
(3.81)

Let us find the Kac–Schwarz operators associated with \( \mathcal{W}_n \). It is obvious that
\[ \Phi_k^{(n)}(z) = \frac{z^{n-z} e^z}{\sqrt{2\pi}} \int_{\mathbb{R}} e^{y(z+k-n-1/2)-e^y+\tilde{q}e^{-y}} dy. \]  
(3.82)

Thus, the operator
\[ b : = z^{n-z} e^z e^{\partial_z} z^{n} e^{-z} \]
\[ = \left( \frac{z}{z+1} \right)^{n-z} (z+1)e^{\partial_z-1} \]  
(3.83)

stabilizes the point of the Sato Grassmannian,
\[ b \cdot \Phi_k^{(n)}(z) = \Phi_k^{(n)}(z). \]  
(3.84)

Hence, \( b \) is the recursion operator. For the large values of \( |z| \) we have
\[ b e^{-\partial_z} = z + \frac{1}{2} - n + \left( \frac{1}{2} n^2 - \frac{1}{24} \right) z^{-1} + O \left( z^{-2} \right). \]  
(3.85)

Operator \( b \) is the Kac–Schwarz operator, obtained by conjugation of \( z \)
\[ b = z^n W^{-1} e^{\hat{q}z} z e^{-\hat{q}z} W z^{-n}. \]  
(3.86)

Another Kac–Schwarz operator can be obtained by conjugation of \( \partial_z + \frac{n}{z} \),
\[ a := z^n W^{-1} e^{\hat{q}z} \left( \partial_z + \frac{n}{z} \right) e^{-\hat{q}z} W z^{-n}. \]  
(3.87)
Using Lemma 3.3, we get
\[ a = 1 + \tilde{q} b^{-2} + (n + 1/2 - z) b^{-1}, \tag{3.88} \]
and
\[ a \cdot \Phi_k^{(n)}(z) = (k - 1) \Phi_{k-1}^{(n)}(z). \tag{3.89} \]
An operator inverse to \( b \),
\[ b^{-1} = \left( \frac{z}{z - 1} \right)^{n - z} \frac{1}{z - 1} e^{1 - \partial_z}, \tag{3.90} \]
is not a Kac–Schwarz operator.

**Proposition 3.6.** Operators \( a \) and \( b \) are the Kac–Schwarz operators for \( \mathcal{W}_n \),
\[ a \cdot \mathcal{W}_n \in \mathcal{W}_n \]
\[ b \cdot \mathcal{W}_n \in \mathcal{W}_n. \tag{3.91} \]

They satisfy the commutation relation \([a, b] = 1\) and completely specify a point \( \mathcal{W}_n \) of the Sato Grassmannian.

**Proof.** It remains to prove that \( \mathcal{W}_n \) is specified uniquely by \( a \) and \( b \). From the expansion (3.85) it follows that
\[ a \cdot z^k = k z^{k-1} \left( 1 + O(z^{-1}) \right). \tag{3.92} \]
Hence, if \( a \) is a KS operator for some tau-function, it should annihilate the first basis vector
\[ a \cdot \Phi_1(z) = 0. \tag{3.93} \]
It is easy to see, that there is a normalized unique solution of this equation in the space of the Laurent series in \( z^{-1} \). Moreover, this solution is a formal series in \( \tilde{q} \) by construction.

Then, since
\[ b \cdot z^k = z^{k+1} \left( 1 + O(z^{-1}) \right) \tag{3.94} \]
all higher basis vectors can be obtained by application of \( b \) to the first basis vector. Since operator \( b \) does not depend on \( \tilde{q} \), all higher vectors constructed by recursion are also formal series in \( \tilde{q} \). \( \square \)

The equation
\[ \left( \frac{n}{z} - \frac{\partial}{\partial z} - \frac{\partial}{\partial n} \right) \Phi_k^{(n)} = 0 \tag{3.95} \]
easily follows from the integral representation (3.79). It is the Sato Grassmannian version of the string equation. Namely, on the level of tau-function the operator \(- \frac{\partial}{\partial z}\) corresponds to a component of the Virasoro algebra \( L_{-1} = \sum_{k=1}^{\infty} k t_k \frac{\partial}{\partial t_k} \), and after the change of variables (3.33) we get the string equation
\[ \left( \frac{t_0^1 t_0^\omega}{\hbar^2} + \sum_{k=1}^{\infty} t_k^\omega \frac{\partial}{\partial t_k^\omega} - \frac{\partial}{\partial t_0^1} \right) \tau(t^\omega, t_0^1) = 0. \tag{3.96} \]
3.6. Quantum spectral curve and matrix model. Let us modify the basis vectors (3.79) by the non-stable contributions [12]

\[ \Psi_k(z, n) := e^{\frac{1}{\hbar}(z \log(z) - z) - n \log(z)} \Phi_k^{(n)} \left( \frac{z}{\hbar} \right). \]  

(3.97)

These modified functions can be represented as

\[ \Psi_k(z, n) := \frac{1}{\hbar^{1/2-k}} \sqrt{2\pi} \int_{\mathbb{R}} e^{\frac{1}{\hbar}(y(z+h(k-n-1/2)) e^{y+q e^{-y}})} dy. \]  

(3.98)

They depend on \( z \) and \( n \) only through the combination \( z - h n \).

Note that the basis vectors satisfy

\[ a b \cdot \Phi_k^{(n)} = k \Phi_k^{(n)}, \]  

(3.99)

where

\[ a b = b + \tilde{q} b^{-1} + n + 1/2 - z \]  

(3.100)

is a Kac–Schwarz operator. From this equation, or directly from the integral representation (3.98), it follows that the modified functions (3.97) satisfy the equations

\[ \left( e^{\hbar \partial_z} + q e^{-\hbar \partial_z} - z + h(n + \frac{1}{2} - k) \right) \Psi_k(z, n) = 0. \]  

(3.101)

For \( k = 1 \) it coincides with the equation for the quantum spectral curve obtained for \( n = 1/2 \) in [12] (in the dual parametrisation) and for generic \( n \) in [27]. This quantum spectral curve corresponds to a classical curve:

\[ e^y + q e^{-y} = x. \]  

(3.102)

**Proof.** Let us derive the matrix integral representation of the tau-function (3.32) from the determinant formula (2.17). Using the basis vectors (3.79) one gets

\[ \tau_n \left( \Lambda^{-1} \right) = \frac{1}{\Delta(\lambda)^N} \int_{\mathbb{R}^N} \Delta(e^y) e^{\text{Tr} \left( \tilde{Y}(\Lambda-n+1/2) - e^{\tilde{Y}} + \tilde{q} e^{\tilde{Y}} \right)} \]  

(3.103)

where

\[ \mathcal{P} := e^{-\text{Tr} ((n-\Lambda) \log \Lambda + \Lambda)}, \]  

(3.104)

and \( \tilde{Y} := \text{diag} (y_1, \ldots, y_N) \). One can use the Harish–Chandra–Itzykson–Zuber integral to transform the eigenvalue integral (3.103) into the matrix integral. Namely, let us normalize the Haar measure on the unitary group \( U(N) \) by \( \int_{U(N)} [dU] = 1 \), then for two diagonal matrices \( A = \text{diag} (a_1, \ldots, a_N) \) and \( B = \text{diag} (b_1, \ldots, b_N) \) we have an identity

\[ \int_{U(N)} [dU] e^{\text{Tr} U A U^\dagger B} = \left( \prod_{k=1}^{N-1} k! \right)^{-1} \det_{i,j=1}^N \frac{e^{a_i b_j}}{\Delta(a) \Delta(b)}. \]  

(3.105)
Then
\[
\tau_n \left( \left[ \Lambda^{-1} \right] \right) = \frac{1}{(2\pi)^N P} \prod_{k=1}^N k! \int_{\mathbb{R}^N} \int_{U(N)} \Delta(\Delta(y)) \Delta(e^{y}) e^{\text{Tr} \left( \tilde{Y} U^{\dagger} \left( \Lambda^{n+1/2} U - \tilde{e} Y + \tilde{\varphi} e^{\tilde{Y}} \right) \right)}.
\]

(3.106)

Let \( Y = U \tilde{Y} U^{\dagger} \) be a Hermitian matrix. The tau-function can be represented as an integral over Hermitian matrices
\[
\tau_n \left( \left[ \Lambda^{-1} \right] \right) = \frac{1}{P} \int_{\mathcal{H}_N} [d\mu(Y)] e^{\text{Tr} \left( Y \Lambda^{-e^{Y} + \tilde{\varphi} e^{-Y} + (N/2-n) Y} \right)}.
\]

(3.107)

Here
\[
[d\mu(Y)] := \frac{1}{(2\pi)^N} \prod_{k=1}^N k! \Delta(\Delta(e^{y})) \Delta(e^{y}) \prod_{i=1}^N e^{-\frac{N-1}{2} y_i} dy_i
\]

(3.108)
is a non-flat measure on the space of Hermitian matrices. This measure is invariant with respect to the shift of the Hermitian matrix \( Y \) by a scalar matrix
\[
[d\mu(Y)] = [d\mu(Y + c I)].
\]

(3.109)

Let us shift the integration matrix \( Y \) by \(-I \log \bar{\hbar}\). Then from (3.107) we get (1.4). This completes the proof. \( \square \)

The measure (3.108) appears at the matrix models for the description of the Hurwitz numbers and other models of random partitions [4,25].

Remark 3.7. The measure \([d\mu(Y)]\) is related to the flat measure \([dY]\) on the space of Hermitian matrices,
\[
[d\mu(Y)] = \exp \left( \sum_{i,j=0, i+j>0} \frac{(-1)^j}{2(i+j)} B_{i+j} \text{Tr} \left( Y^i Y^j \right) \right) [dY]
\]

(3.110)

Here the flat measure \([dY]\) is normalized by \( \int_{\mathcal{H}_N} [dY] e^{-\frac{1}{2} \text{Tr} Y^2} = 1 \). Thus, we can represent (3.106) as a Hermitian matrix integral with double-trace potential
\[
\tau_n \left( \left[ \Lambda^{-1} \right] \right) = \frac{1}{P} \int_{\mathcal{H}_N} [dY] e^{\text{Tr} \left( Y \Lambda^{-e^{Y} + \tilde{\varphi} e^{-Y} + (N/2-n) Y} + \sum_{i+j>0} \frac{(-1)^j}{2(i+j)} B_{i+j} \text{Tr} Y^i Y^j \right)}.
\]

(3.111)

Let us stress that the size of the matrix \( N \) is independent of the genus expansion parameter \( \hbar \).

At least two other matrix models for the Gromov–Witten invariants of \( \mathbb{P}^1 \) were discussed in the literature. The Eguchi-Yang model [13,14] is not of the generalized Kontsevich type, and its relation to our model is not clear. A model, similar to (1.4) was conjectured in [2] in the context of topological string theory. In particular, the potentials of two models are close to each other, however, some important details are different. Let us also mention a model, which is a combination of the sum over partitions and matrix integral derived for the equivariant setup by Nekrasov [26].
Remark 3.8. After the first version of this paper was posted on the arXiv, we learned from G. Ruzza that a very similar matrix integral was discussed independently in his PhD thesis (see Section 7.3 of [35]). The formula there was derived using the expressions for the correlation functions of the stationary intersection numbers obtained by Dubrovin, Yang and Zagier [10].

We also have an alternative matrix integral expression, based on (3.81)

\[
\tau(t^\omega, t^1_0) = e^{\frac{1}{\hbar} \text{Tr} \left( (\frac{1}{\hbar} \log \Lambda + \Lambda) + \frac{q}{\hbar} \right)} \int_{\mathcal{H}^0_\omega} [d\mu_* (X)] e^{\frac{1}{\hbar} \text{Tr} \left( (\Lambda - \frac{h}{2} - t^1_0) \log X - \frac{q}{X} \right)},
\]

where one integrates over positively defined Hermitian matrices with the measure

\[
[d\mu_* (X)] := \frac{1}{(2\pi)^{N/2}} \frac{\Delta(x) \Delta(\log(x))}{\prod_{k=1}^{N} k!} [dU] \prod_{i=1}^{N} d\psi^i \omega^i \psi^i \omega^i.
\]

4. Relative Gromov–Witten Invariants of \(\mathbb{P}^1\)

In this section, following [30] we consider the infinite wedge/free fermions representation of the stationary Gromov–Witten theory of \(\mathbb{P}^1\) relative to a point. Corresponding points of the Sato Grassmannian and matrix integrals are simple deformations of the points for the absolute model constructed in the previous section.

The connected stationary Gromov–Witten invariants of \(\mathbb{P}^1\) relative to \(m\) distinct points are

\[
\left\langle \prod_{i=1}^{n} \tau_{k_i} (\omega), \eta^1, \ldots, \eta^m \right\rangle_{g, d}\mathbb{P}^1 = \int_{\overline{\mathcal{M}}_{g, n}(\mathbb{P}^1, \eta^1, \ldots, \eta^m)} \prod_{i=1}^{n} \psi^i \omega^i \psi^i \omega^i,
\]

where \(\eta_1, \ldots, \eta_m\) are the partitions of \(d\), and \(\overline{\mathcal{M}}_{g, n}(\mathbb{P}^1, \eta^1, \ldots, \eta^m)\) is the moduli space of the genus \(g\), \(n\)-pointed relative stable maps with monodromy \(\eta_i\) at the given point \(q_i \in \mathbb{P}^1\).

The invariants relative to two points, \(0, \infty \in \mathbb{P}^1\) are denoted by

\[
\left\langle \mu, \prod_{i=1}^{n} \tau_{k_i} (\omega), \nu \right\rangle_{g, d}\mathbb{P}^1,
\]

where \(\mu\) and \(\nu\) are two partitions of \(d\). They reduce to the invariants, relative to one point if the partition \(\mu\) is trivial, that is

\[
\mu = (1^d),
\]

and to the standard stationary theory, considered in the previous section, if both partitions \(\mu\) and \(\nu\) are trivial, i.e., \(\mu = \nu = (1^d)\).
According to Okounkov and Pandharipande [30], the specialization of the generating function of the Gromov–Witten invariants relative to two points to the extended stationary sector is given by the sum over partitions

\[
\tau_{\mathbf{p}^1}(x, t, s, y_0) := \exp \left( \sum_{|\mu|=|\nu|} \frac{\mu t_{\mu} \nu s_{\nu}}{h_{2l(\mu)}} \left\{ \mu, \exp \left( \frac{h^{-1}y_0 \tau_0(1) + \sum_{i=0}^{\infty} \bar{h}^{-1} \bar{x}_i \bar{t}_i(\omega)}{\nu} \right) \right\}^{\mathbf{p}^1} \right),
\]

(4.4)

where

\[
\mu t_{\mu} := \prod_{i=1}^{l(\mu)} \mu_i t_{\mu_i},
\]

(4.5)

and the summation is over all partitions, including the empty one. To simplify the presentation, we do not introduce the degree parameter \( q \) in this section. It can be easily recovered from the dimensional reasons [30]. The generating function has genus expansion

\[
\log \left( \tau_{\mathbf{p}^1}(x, t, s, y_0) \right) = \sum_{g=0}^{\infty} \bar{h}^{2g-2} \mathcal{F}_g(x, t, s, y_0).
\]

(4.6)

Let

\[
\tau_n(t, s; \tilde{t}) = \langle n | e^{J_+} \exp \left( \sum_{k=1}^{\infty} \tilde{t}_k \mathcal{P}_k \right) e^{J_-(s)} | n \rangle.
\]

(4.7)

This is a tau-function of the 2D Toda lattice hierarchy in the variables \( s, t \) and \( n \) and it describes [30] the generating function (4.4),

**Proposition 4.1.** (Okounkov, Pandharipande)

\[
\tau_{\mathbf{p}^1}(x, t, s, y_0) \bigg|_{\tilde{t}_k = \delta_{k,1}} = \tau_{y_0/\bar{h}}(t/\bar{h}, s/\bar{h}; \tilde{t}) \bigg|_{\tilde{t}_k = \delta_{k,1}}.
\]

(4.8)

**Remark 4.1.** This tau-function also describes double weighted Hurwitz numbers and belongs to the class of the hypergeometric tau-functions of 2D Toda lattice hierarchy [32].

### 4.1. Gromov–Witten invariants relative to one point.

In this section we consider the Gromov–Witten invariants of \( \mathbf{P}^1 \) relative to one point. They correspond to the specialization of (4.8). Let

\[
\tau_n(s; \tilde{t}) := e^{-s_1} \tau_n(t, s; \tilde{t}) \bigg|_{\tilde{t}_k = \delta_{k,1}}
\]

(4.9)

so that

\[
\tau_{\mathbf{p}^1}(x, t, s, y_0) \bigg|_{\tilde{t}_k = \delta_{k,1}} = e^{s_1} \tau_{y_0/\bar{h}}(s; \tilde{t}) \bigg|_{\tilde{t}_k = \delta_{k,1}} = \frac{\bar{h}^{-1}s_k^{-1}}{s_k} \frac{s_k = \bar{h}^{-1}s_k}{s_k = \bar{h}^{-1}s_k}.
\]

(4.10)

Here we introduce the factor \( e^{-s_1} \) to satisfy the normalization \( \tau_n(s; 0) = 1 \).

By construction, this is an MKP tau-function in \( s \) variables. But we also conclude that:
Proposition 4.2. ([6, 31]) \( \tau_n(s; \tilde{t}) \), given by (4.9) is a tau-function of 2D Toda lattice hierarchy in the variables \( \tilde{t}, s \) and \( n \).

Proof. From (3.29) it follows that (4.9) can be represented as

\[
\tau_n(s; \tilde{t}) = e^{-s_1} \langle n | e^{\tilde{J}_1} W W^{-1} e^{-s_1} | n \rangle = \langle n | e^{\tilde{J}_1} W W^{-1} e^{-s_1} | n \rangle.
\]

The last line is of the form (2.15), which completes the proof. \( \Box \)

For \( s_k = q \delta_{k,1}/\hbar^2 \) this tau-function coincides with (3.32):

\[
\tau_n(t) = \tau_n(t,s)|_{s_k = q \delta_{k,1}/\hbar^2}.
\]

Let us stress that in (4.9) there is no direct symmetry between \( s \) and \( \tilde{t} \) variables. In a certain sense they are dual to each other, because

\[
\tau_n(s; \tilde{t}) = \langle n | e^{\tilde{J}_1} W W^{-1} e^{-s_1} | n \rangle.
\]

Remark 4.2. For \( s_k = \delta_{k,1}/r \hbar^2 \) the generating function (4.9) describes the orbifold Gromov–Witten theory of \( \mathbb{P}^1 \), see [9] and references therein.

Remark 4.3. We expect that the generating function for the stable elliptic (and, probably, higher genera) invariants can be described by an integral transform in \( s \) using the methods, developed in [4].

4.2. Basis vectors and Kac–Schwarz operators. Let

\[
\Phi_k^{(n,s)}(z) = \frac{z^{n-k} e^z}{\sqrt{2\pi}} \int_{\mathbb{R}} e^{y(z^k - n - 1/2)} e^{-y + \sum_{m=1}^{\infty} s_m e^{-my}} dy.
\]

Then using Lemma 3.4 one immediately concludes that \( \mathcal{W}_{n,s} = \text{span} \{ \Phi_1^{(n,s)}, \Phi_2^{(n,s)}, \Phi_3^{(n,s)}, \ldots \} \in \text{Gr}^{(0)}_+ \) is a point of the Sato Grassmannian, corresponding to (4.9) as a KP tau-function in the variables \( \tilde{t}_k \)'s. Similarly to Proposition 3.6 we have:

Proposition 4.3. The Kac–Schwarz operators

\[
b : = \left( \frac{z}{z+1} \right)^{n-z} (z+1)e^{\frac{z}{n} - 1},
\]

\[
a : = 1 + (n + 1/2 - z)b^{-1} + \sum_{k=1}^{\infty} k s_k b^{-k-1}
\]

satisfy the commutation relation \([a,b] = 1\) and completely specify a point of the Sato Grassmannian,

\[
a \cdot \Phi_k^{(n,s)}(z) = (k-1) \Phi_{k-1}^{(n,s)}(z) \in \mathcal{W}_{n,s},
\]

\[
b \cdot \Phi_k^{(n,s)}(z) = \Phi_{k+1}^{(n,s)}(z) \in \mathcal{W}_{n,s}.
\]
Let us check that (4.9) satisfies the first equation of the 2D Toda lattice hierarchy at \( \tilde{t} = 0 \). Since

\[
\hbar^m \frac{\partial}{\partial s_m} \Phi_k^{(n,s)}(z) = b^{-m} \cdot \Phi_k^{(n,s)}(z),
\]

we have an identity

\[
(a - 1)b \cdot \Phi_k^{(n,s)}(z) = \left( n + \frac{1}{2} - z + \sum_{k=1}^\infty k s_k \frac{\partial}{\partial s_k} \right) \Phi_k^{(n,s)}(z).
\]

Then from the properties of the Kac–Schwarz operator [3] it follows that the tau-function (4.11) satisfies

\[
\left( \sum_{k=1}^\infty k s_k \frac{\partial}{\partial s_k} - \frac{\partial}{\partial \tilde{t}_1} \right) \tau_n(s; \tilde{t}) = c \tau_n(s; \tilde{t})
\]

for some \( c \) (possibly dependent on \( s \) and \( n \)). We can find this constant from the consideration of (4.19) at \( \tilde{t} = 0 \)

\[
\tau_n(s; 0) = 1.
\]

From (4.9) we have

\[
\left. \frac{\partial}{\partial \tilde{t}_1} \tau_n(s; \tilde{t}) \right|_{\tilde{t} = 0} = e^{-s_1} \langle n | e^{J_1} P_1 e^{J_-(s)} | n \rangle
\]

\[
= e^{-s_1} \langle n | (P_1 + J_1) e^{J_-(s)} | n \rangle
\]

\[
= \langle n | (P_1 + J_1) e^{J_-(s)} | n \rangle
\]

\[
= (c_1(n) + s_1),
\]

where \( c_1(n) \) is given by (3.39), so that

\[
\left( \sum_{k=1}^\infty k s_k \frac{\partial}{\partial s_k} - \frac{\partial}{\partial \tilde{t}_1} + \frac{n^2}{2} + \frac{s_1}{\hbar} \right) \tau_n(s; \tilde{t}) = \frac{1}{24} \tau_n(s; \tilde{t}).
\]

Using (4.20) and (4.21) it is easy to show that the first equation of the 2D Toda lattice hierarchy is true at \( \tilde{t} = 0 \), that is

\[
\left( \tau_n(s; \tilde{t}) \frac{\partial^2}{\partial \tilde{t}_1 \partial s_1} \tau_n(s; \tilde{t}) - \frac{\partial}{\partial \tilde{t}_1} \tau_n(s; \tilde{t}) \frac{\partial}{\partial s_1} \tau_n(s; \tilde{t}) \right) \bigg|_{\tilde{t} = 0} = \tau_{n-1}(s; 0) \tau_{n+1}(s; 0).
\]
4.3. Quantum spectral curve and matrix model. Let us modify the basis vectors (4.14) by the non-stable contributions

\[ \Psi_k(z, n) := e^{\frac{1}{\hbar}(z \log(z) - n \log(z))} \phi_k(n, s) \frac{z}{\hbar}. \]  

(4.24)

The modified functions have the integral representation

\[ \Psi_k(z, n) := \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} e^{\frac{1}{\hbar}(y+(z+n-1/2))-e^y+\sum_{k=1}^{\infty} s_k k^{k+1} e^{-ky}} dy \]  

(4.25)

and satisfy the quantum spectral curve equations

\[ \left( e^{\hbar z} + \sum_{k=1}^{\infty} s_k k^{k+1} e^{-k\hbar z} - z + h(n + \frac{1}{2} - k) \right) \Psi_k(z, n) = 0. \]  

(4.26)

The classical curve, corresponding to the stationary sector of Gromov–Witten theory relative to one point, is

\[ e^y + \sum_{k=1}^{\infty} s_k e^{-ky} = x. \]  

(4.27)

Similar to Theorem 1 we have

**Theorem 2.** The stationary generating function of Gromov–Witten invariant of \( \mathbb{P}^1 \) relative to one point is given by the asymptotic expansion of the matrix integral

\[ \tau_{\mathbb{P}^1}(x, t, s, y_0) \bigg|_{s_k = \delta_{k,1}} = e^{\frac{1}{\hbar} \text{Tr} \left( \left( t_0 - \Lambda \right) \log \Lambda + \Lambda \right) + \frac{t_1}{\hbar}} \frac{e^{\frac{1}{\hbar} \text{Tr} \left( Y \Lambda - e^Y + \sum_{k=1}^{\infty} s_k e^{-ky} + (N/2-t_0)Y \right)}}{\hbar^{\frac{N^2}{2}}}. \]  

(4.28)

where

\[ t_k = \hbar k! Tr \Lambda^{-k-1}. \]  

(4.29)

The generalization of the alternative integral formula (3.112) is also straightforward.

**Remark 4.4.** For \( s_k = \frac{\delta_{k,r}}{r!} \hbar^{r+1} \) the quantum spectral curve (4.26) reduces the curve obtained in a dual paramitrization by Chen and Guo [9]. In this case matrix model describes the stationary sector of the orbifold Gromov–Witten theory of \( \mathbb{P}^1[r] \).

**Remark 4.5.** If we consider (4.9) as a generating function of the weighted Hurwitz numbers [5,17], then it will correspond to the weight function

\[ G(x) = \prod_{j=1}^{N} \left( \frac{\lambda_j - x + \hbar/2}{\lambda_j - x - \hbar/2} \right)^{\frac{1}{\hbar}}. \]  

(4.30)

Here \( \lambda_j \), the eigenvalues of the external matrix \( \Lambda \), are the parameters. It explicitly depends on \( \hbar (= \beta \) in the notations of [5]), hence, we do not expect that the approach of [5] to the topological recursion for weighted Hurwitz numbers will work in this case.
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