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Abstract

We show that for each $\gamma \in (0, 2)$, there is a unique metric associated with $\gamma$-Liouville quantum gravity (LQG). More precisely, we show that for the whole-plane Gaussian free field (GFF) $h$, there is a unique random metric $D_h = \sqrt{e^{\gamma h}}(dx^2 + dy^2)$ on $\mathbb{C}$ which is characterized by a certain list of axioms: it is locally determined by $h$ and it transforms appropriately when either adding a continuous function to $h$ or applying a conformal automorphism of $\mathbb{C}$ (i.e., a complex affine transformation). Metrics associated with other variants of the GFF can be constructed using local absolute continuity.

The $\gamma$-LQG metric can be constructed explicitly as the scaling limit of Liouville first passage percolation (LFPP), the random metric obtained by exponentiating a mollified version of the GFF. Earlier work by Ding, Dúbédat, Dunlap, and Falconet (2019) showed that LFPP admits non-trivial subsequential limits. This paper shows that the subsequential limit is unique and satisfies our list of axioms. In the case when $\gamma = \sqrt{8/3}$, our metric coincides with the $\sqrt{8/3}$-LQG metric constructed in previous work by Miller and Sheffield, which in turn is equivalent to the Brownian map for a certain variant of the GFF. For general $\gamma \in (0, 2)$, we conjecture that our metric is the Gromov-Hausdorff limit of appropriate weighted random planar map models, equipped with their graph distance. We include a substantial list of open problems.
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1 Introduction

1.1 Overview

Fix $\gamma \in (0, 2)$, let $U \subset \mathbb{C}$ be an open domain, and let $h$ be the Gaussian free field (GFF) on $U$, or some minor variant thereof. The $\gamma$-Liouville quantum gravity (LQG) surface described by $(U, h)$ is formally the random two-dimensional Riemannian manifold with metric tensor

$$e^{\gamma h} (dx^2 + dy^2),$$

where $dx^2 + dy^2$ is the Euclidean Riemannian metric tensor.

LQG surfaces were first introduced non-rigorously in the physics literature by Polyakov [Pol81a, Pol81b] as a canonical model of a random Riemannian metric on $U$. Another motivation to study LQG surfaces is that they describe the scaling limit of random planar maps. The special case when $\gamma = \sqrt{8/3}$ (called “pure gravity”) corresponds to uniformly random planar maps, including uniform triangulations, quadrangulations, etc. Other values of $\gamma$ (sometimes referred to as “gravity coupled to matter”) correspond to random planar maps weighted by the partition function of an appropriate statistical mechanics model on the map, for example the uniform spanning tree for $\gamma = \sqrt{2}$ or the Ising model for $\gamma = \sqrt{3}$.

The definition (1.1) of LQG does not make literal sense since $h$ is only a distribution, not a function, so it does not have well-defined pointwise values and cannot be exponentiated. Nevertheless, it is known that one can make sense of the associated volume form $\mu_h = e^{\gamma h(z)} \, dz$ (where $dz$ denotes Lebesgue measure) as a random measure on $U$ via various regularization procedures [Kah85, DS11, RV14]. One such regularization procedure is as follows. For $s > 0$ and $z, w \in \mathbb{C}$, let $p_s(z, w) = \frac{1}{2\pi s} \exp \left( -\frac{|z-w|^2}{2s} \right)$ be the heat kernel, and note that $p_s(z, \cdot)$ approximates a point mass at $z$ when $s$ is small. For $\varepsilon > 0$, we define a mollified version of the GFF by

$$h_\varepsilon^s(z) := (h \ast p_{\varepsilon^2/2})(z) = \int_U h(w)p_{\varepsilon^2/2}(z, w) \, dw, \quad \forall z \in U,$$
where the integral is interpreted in the sense of distributional pairing. One can then define the $\gamma$-LQG measure $\mu_h$ as the a.s. weak limit [Kah85,DS11,RV14,Ber17,Sha16]

$$\lim_{\varepsilon \to 0} \varepsilon^{2/\gamma} e^{\gamma h^*_{\varepsilon}(z)} \, dz. \quad (1.3)$$

By [DS11, Proposition 2.1], the measure $\mu_h$ is conformally covariant: if $\phi: \tilde{U} \to U$ is a conformal map and we set

$$\tilde{h} := h \circ \phi + Q \log |\phi'|,$$

then a.s. $\mu_h(\phi(A)) = \mu_{\tilde{h}}(\tilde{A})$ for each Borel set $A \subset \mathbb{C}$. This leads one to define a $\gamma$-LQG surface as an equivalence class of pairs $(U, h)$, with two such pairs $(U, h)$ and $(\tilde{U}, \tilde{h})$ declared to be equivalent if there is a conformal map $\phi: \tilde{U} \to U$ for which $h$ and $\tilde{h}$ are related as in (1.4). We think of two equivalent pairs as representing different parameterizations of the same random surface. The conformal covariance property of $\mu_h$ says that this measure is intrinsic to the quantum surface — it does not depend on the particular equivalence class representative.

In order for $\gamma$-LQG to be a reasonable model of a “random two-dimensional Riemannian manifold”, one also needs a random metric $D_h$ on $U$ which is in some sense obtained by exponentiating $h$ and which satisfies a conformal covariance property analogous to that of the $\gamma$-LQG area measure. Moreover, this metric should be the scaling limit of the graph distance on random planar maps with respect to the Gromov-Hausdorff topology. Constructing a metric on $\gamma$-LQG is a much more difficult problem than constructing the measure $\mu_h$. Indeed, any natural regularization schemes for LQG distances involves minimizing over a large collection of paths, which results in a substantial degree of non-linearity.

Prior to this work, a $\gamma$-LQG metric has only been constructed in the special case when $\gamma = \sqrt{8/3}$ in a series of works by Miller and Sheffield [MS15b,MS16b,MS16c]. In this case, for certain special choices of the pair $(U, h)$, the random metric space $(U, D_h)$ agrees in law with a Brownian surface, such as the Brownian map [Le 13,Mie13] or the Brownian disk [BM17]. These Brownian surfaces are continuum random metric spaces which arise as the scaling limits of uniform random planar maps with respect to the Gromov-Hausdorff topology. Miller and Sheffield’s construction of the $\sqrt{8/3}$-LQG metric does not use a direct regularization of the field $h$. Instead, they first construct a candidate for $\sqrt{8/3}$-LQG metric balls using a process called quantum Loewner evolution, which is built out of the Schramm-Loewner evolution with parameter $\kappa = 6$ (SLE$_6$), then show that there is a metric with the desired balls.

In this paper, we will construct a $\gamma$-LQG metric for all $\gamma \in (0, 2)$ via an explicit regularization procedure analogous to (1.3). We will also show that this metric is uniquely characterized by a list of natural properties that any reasonable notion of a metric on $\gamma$-LQG should satisfy, so is in some sense the only “correct” metric on $\gamma$-LQG. For simplicity, we will mostly restrict attention to the whole-plane case, but metrics associated with GFF’s on other domains can be easily constructed via restriction and/or absolute continuity (see Remark 1.5). In contrast to [MS15b,MS16b,MS16c], the present work will make no use of SLE. Furthermore, we do not a priori have an ambient metric space to compare to (such as the Brownian map in the case $\gamma = \sqrt{8/3}$) and we do not have any sort of exact solvability, i.e., we do not know the exact laws of any observables related to the metric.

We now describe how our metric is constructed. It is shown in [DG18], building on [DZZ18,GHS17], that for each $\gamma \in (0, 2)$, there is an exponent $d_\gamma > 2$ which describes distances in various discrete approximations of $\gamma$-LQG. A posteriori, once the $\gamma$-LQG metric is constructed, one can show that $d_\gamma$ is its Hausdorff dimension [GP19b]. The value of $d_\gamma$ is not known explicitly except in the case when $\gamma = \sqrt{8/3}$, in which case we know that $d_\gamma = \sqrt{8/3} = 4$ (see Problem 7.1). We refer to [DG18,GP19a] for
bounds for $d_\gamma$ and some speculation about its possible value. For $\gamma \in (0, 2)$, we define
\[
\xi = \xi_\gamma := \frac{\gamma}{d_\gamma}.
\]

We say that a random distribution $h$ on $\mathbb{C}$ is a whole plane GFF plus a continuous function if there exists a coupling of $h$ with a random continuous function $f : \mathbb{C} \to \mathbb{R}$ such that the law of $h - f$ is that of a whole-plane GFF. We similarly define a whole-plane GFF plus a bounded continuous function, except we require that $f$ is bounded.\(^1\) Note that the whole-plane GFF is defined only modulo a global additive constant, but these definitions does not depend on the choice of additive constant.

If $h$ is a whole-plane GFF plus a bounded continuous function, we define $h^*_\varepsilon(z)$ for $\varepsilon > 0$ and $z \in \mathbb{C}$ as in (1.2). For $z, w \in \mathbb{C}$ and $\varepsilon > 0$, we define the $\varepsilon$-LFPP metric by
\[
D^\varepsilon_h(z,w) := \inf_{P : z \to w} \int_0^1 e^{\varepsilon h^*_\varepsilon(P(t))}|P'(t)| \, dt
\] (1.6)
where the infimum is over all piecewise continuously differentiable paths from $z$ to $w$. One should think of LFPP as the metric analog of the approximations of the LQG measure in (1.3).\(^2\) The intuitive reason why we look at $e^{\varepsilon h^*_\varepsilon(z)}$ instead of $e^{\varepsilon h(z)}$ to define the metric is as follows. By (1.3), we can scale LQG areas by a factor of $C > 0$ by adding $\gamma^{-1} \log C$ to the field. By (1.6), this result in scaling distances by $C^{\xi/\gamma} = C^{1/d_\gamma}$, which is consistent with the fact that the “dimension” should be the exponent relating the scaling of areas and distances.

Let $a_\varepsilon$ be the median of the $D^\varepsilon_h$-distance between the left and right boundaries of the unit square in the case when $h$ is a whole-plane GFF normalized so that its circle average is zero. We do not know the value of $a_\varepsilon$ explicitly, but see Corollary 1.11. It was shown by Ding, Dubédat, Dunlap, and Falconet [DDDF19] that the laws of the metrics $a_\varepsilon^{-1} D^\varepsilon_h$ are tight w.r.t. the local uniform topology on $\mathbb{C} \times \mathbb{C}$, and every possible subsequential limit induces the Euclidean topology on $\mathbb{C}$ (see also the earlier tightness results for small $\gamma > 0$ [DD19,DF18] and for Liouville graph distance, a related model, for all $\gamma \in (0, 2)$ [DD18]). Subsequently, it was shown by Dubédat, Falconet, Gwynne, Pfeffer, and Sun [DFG+19], using a general theorem from [GM19c], that every subsequential limit can be realized as a measurable function of $h$, so in fact the metrics $a_\varepsilon^{-1} D^\varepsilon_h$ admit subsequential limits in probability. One of the main results of this paper gives the uniqueness of this subsequential limit.

**Theorem 1.1 (Convergence of LFPP).** The random metrics $a_\varepsilon^{-1} D^\varepsilon_h$ converge in probability w.r.t. the local uniform topology on $\mathbb{C} \times \mathbb{C}$ to a random metric on $\mathbb{C}$ which is a.s. determined by $h$.

It is natural to define the limiting metric from Theorem 1.1 to be the $\gamma$-LQG metric associated with $h$. However, this definition is not entirely satisfactory since it is a priori possible that there are other natural ways to construct a metric on $\gamma$-LQG which do not yield the same result as the one in

\(^1\)The reason why we sometimes restrict to bounded continuous functions is to ensure that the convolution with the whole-plane heat kernel is finite (so $D^\varepsilon_h$ is defined) and that the results about subsequential limits of LFPP in [DDDF19,DFG+19] are applicable.

\(^2\)One can also consider other variants of LFPP, defined using different approximations of the GFF, but we consider $h^*_\varepsilon$ here since this is the approximation for which tightness is proven in [DDDF19]. If we knew tightness and some basic properties of the subsequential limiting metrics for LFPP defined using a different approximation of the GFF, then Theorem 1.8 below would show that these variants of LFPP also converge to the $\gamma$-LQG metric.

\(^3\)See [DS11, Section 3.1] for the basic properties of the circle average process. Even though we define LFPP using truncation with the heat kernel, we will always fix the additive constant for the whole-plane GFF using the circle average.
Theorem 1.1. For example, Theorem 1.1 does not yet tell us that the limit of LFPP coincides with the metric of [MS15b, MS16b, MS16c] in the case when \( \gamma = \sqrt{8/3} \).

We will therefore define a \( \gamma \)-LQG metric in terms of a list of axioms (see Section 1.2 just below). We will show that (a) the metric of Theorem 1.1 satisfies these axioms and (b) there is at most one metric satisfying these axioms for each \( \gamma \in (0, 2) \). Taken together, these statements tell us that the metric of Theorem 1.1 is the only reasonable metric that one can put on \( \gamma \)-LQG. Our axiomatic characterization is similar to the axiomatic characterization of the \( \gamma \)-LQG measure from [Sha16].

An important feature of our proofs is that they can be read with essentially no knowledge of the (substantial) existing literature on LQG. Aside from basic properties of the GFF (as discussed, e.g., in [She07] and the introductory sections of [SS13, MS16d, MS17]), the only prior works which this paper relies on are [DDDF19, GM19c, DFG+19, GM19a]. All of the results which we need from these papers are reviewed in Section 2.

Our results open up many important new research directions in the theory of LQG. We have included in Section 7 a substantial list of open problems related to the \( \gamma \)-LQG metric.
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1.2 Axiomatic characterization of the \( \gamma \)-LQG metric

To state our list of axioms precisely, we will need some preliminary definitions concerning metric spaces. In what follows, we let \((X, D)\) be a metric space.

For a curve \( P : [a, b] \to X \), the \( D \)-length of \( P \) is defined by

\[
\text{len}(P; D) := \sup_T \sum_{i=1}^{\#T} D(P(t_i), P(t_{i-1}))
\]

where the supremum is over all partitions \( T : a = t_0 < \cdots < t_{\#T} = b \) of \([a, b]\). Note that the \( D \)-length of a curve may be infinite.

For \( Y \subset X \), the internal metric of \( D \) on \( Y \) is defined by

\[
D(x, y; Y) := \inf_P \text{len}(P; D), \quad \forall x, y \in Y
\]  

(1.7)

where the infimum is over all paths \( P \) in \( Y \) from \( x \) to \( y \). Then \( D(\cdot, \cdot; Y) \) is a metric on \( Y \), except that it is allowed to take infinite values.

We say that \((X, D)\) is a length space if for each \( x, y \in X \) and each \( \varepsilon > 0 \), there exists a curve of \( D \)-length at most \( D(x, y) + \varepsilon \) from \( x \) to \( y \).

A continuous metric on an open domain \( U \subset \mathbb{C} \) is a metric \( D \) on \( U \) which induces the Euclidean topology on \( U \), i.e., the identity map \((U, |\cdot|) \to (U, D)\) is a homeomorphism. We equip the space of continuous metrics on \( U \) with the local uniform topology for functions from \( U \times U \) to \([0, \infty)\) and the associated Borel \( \sigma \)-algebra. We allow a continuous metric to satisfy \( D(u, v) = \infty \) if \( u \) and \( v \) are in different connected components of \( U \). In this case, in order to have \( D_n \to D \) w.r.t. the local uniform topology we require that for large enough \( n \), \( D_n(u, v) = \infty \) if and only if \( D(u, v) = \infty \).

Let \( \mathcal{D}'(\mathbb{C}) \) be the space of distributions (generalized functions) on \( \mathbb{C} \), equipped with the usual weak topology. For \( \gamma \in (0, 2) \), a (strong) \( \gamma \)-Liouville quantum gravity (LQG) metric is a measurable
function $h \mapsto D_h$ from $\mathcal{D}'(\mathbb{C})$ to the space of continuous metrics on $\mathbb{C}$ such that the following is true whenever $h$ is a whole-plane GFF plus a continuous function.

I. **Length space.** Almost surely, $(\mathbb{C}, D_h)$ is a length space, i.e., the $D_h$-distance between any two points of $\mathbb{C}$ is the infimum of the $D_h$-lengths of $D_h$-continuous paths (equivalently, Euclidean continuous paths) between the two points.

II. **Locality.** Let $U \subset \mathbb{C}$ be a deterministic open set. The internal metric $D_h(\cdot, \cdot; U)$ is a.s. determined by $h|_U$.

III. **Weyl scaling.** Let $\xi$ be as in (1.5) and for each continuous function $f : \mathbb{C} \to \mathbb{R}$, define

$$
(e^{\xi f} \cdot D_h)(z, w) := \inf_{P : z \to w} \left( e^{\xi f(P(t))} \int_0^{\text{len}(P; D_h)} dt \right), \quad \forall z, w \in \mathbb{C},
$$

where the infimum is over all continuous paths from $z$ to $w$ parameterized by $D_h$-length. Then a.s. $e^{\xi f} \cdot D_h = D_{h+f}$ for every continuous function $f : \mathbb{C} \to \mathbb{R}$.

IV. **Coordinate change for translation and scaling.** For each fixed deterministic $r > 0$ and $z \in \mathbb{C}$, a.s.

$$
D_h(ru + z, ru + z) = D_h(ru + z) + Q \log r(u, v), \quad \forall u, v \in \mathbb{C} \quad \text{where} \quad Q = \frac{2}{\gamma} + \frac{\gamma}{2}.
$$

Let us briefly discuss why the above axioms are natural. Recall that $\gamma$-LQG should be the random Riemannian metric with metric tensor $e^{\gamma h}(dx^2 + dy^2)$. Axiom I is simply the LQG analog of the statement that for a true Riemannian metric, the distance between two points can be defined as the infima of the lengths of paths connecting them. In a similar vein, Axiom II corresponds to the fact that for a smooth Riemannian metric, the lengths of paths are determined locally by the Riemannian metric tensor. Axiom III is just expressing the fact that the metric is obtained by exponentiating $\xi h$, so adding a continuous function $f$ to $h$ results in re-scaling the metric length measure on paths by $e^{\xi f}$.

Axiom IV is the metric analog of the conformal coordinate change formula (1.4) for the $\gamma$-LQG area measure, but restricted to translations and scalings. This axiom together with Corollary 1.3 says that $D_h$ depends only on the LQG surface $(\mathbb{C}, h)$, not on the particular choice of parameterization. We will prove a conformal covariance property for the $\gamma$-LQG metric w.r.t. conformal automorphisms between arbitrary domains, directly analogous to the conformal covariance of the $\gamma$-LQG area measure, in [GM19b].

**Theorem 1.2 (Existence and uniqueness of the LQG metric).** Fix $\gamma \in (0, 2)$. There is a $\gamma$-LQG metric $D$ such that the limiting metric of Theorem 1.1 is a.s. equal to $D_h$ whenever $h$ is a whole-plane GFF plus a bounded continuous function. Furthermore, the $\gamma$-LQG metric is unique in the following sense. If $D$ and $\tilde{D}$ are two $\gamma$-LQG metrics, then there is a deterministic constant $C > 0$ such that if $h$ is a whole-plane GFF plus a continuous function, then a.s. $D_h = CD_h$.

Theorem 1.2 justifies us in referring to the $\gamma$-LQG metric. Technically speaking there is a one-parameter family of such metrics, which differ by a global deterministic multiplicative constant. But, one can fix the constant in various ways to get a single canonically defined metric. For example, we can require that the median distance between the left and right boundaries of the unit square is 1 for the metric associated with a whole-plane GFF normalized so that its circle average over $\partial \mathbb{D}$ is zero (the limiting metric in Theorem 1.1 has this normalization).
In Axiom IV in the definition of a strong $\gamma$-LQG metric, we did not require that the metric is invariant under rotations of $\mathbb{C}$. It turns out that rotational invariance is implied by the other axioms. See Remark 1.6 below for an intuitive explanation of why this is the case.

**Corollary 1.3** (Rotational invariance). If $\gamma \in (0, 2)$ and $D$ is a $\gamma$-LQG metric then $D$ is rotationally invariant, i.e., if $\omega \in \mathbb{C}$ with $|\omega| = 1$ and $h$ is a whole-plane GFF plus a continuous function, then a.s. $D_h(u,v) = D_h(\omega^{-1}u, \omega^{-1}v)$ for all $u,v \in \mathbb{C}$.

**Proof.** Define $D_h^{(\omega)}(u,v) := D_h(\omega^{-1}u, \omega^{-1}v)$. It is easily verified that $D^{(\omega)}$ is a strong LQG metric, so Theorem 1.2 implies that there is a deterministic constant $C > 0$ such that a.s. $D_h^{(\omega)} = CD_h$ whenever $h$ is a whole-plane GFF plus a continuous function. To check that $C = 1$, consider a whole-plane GFF $h$ normalized so that its circle average over $\partial \mathbb{D}$ is 0. Then the law of $h$ is rotationally invariant, so $\mathbb{P}[D_h(0,\partial \mathbb{D}) > R] = \mathbb{P}[D_h^{(\omega)}(0,\partial \mathbb{D}) > R]$ for every $R > 0$. Therefore $C = 1$. $\square$

It is easy to check that the metric constructed in [MS15b,MS16b,MS16c] satisfies the axioms for a $\sqrt{8/3}$-LQG metric; see [GMS18, Section 2.5] for a careful explanation of why this is the case. Consequently, Theorem 1.2 implies the following.

**Corollary 1.4** (Equivalence with the construction of [MS15b,MS16b,MS16c]). The $\sqrt{8/3}$-LQG metric constructed in [MS15b,MS16b,MS16c] agrees with the limiting metric of Theorem 1.1 (equivalently, the metric of Theorem 1.2) up to a deterministic global scaling factor.

The present work does not use the results of [MS15b,MS16b,MS16c], but also does not supersede these results. Indeed, without these works it is not at all clear how to link the $\sqrt{8/3}$-LQG metric constructed in the present article to Brownian surfaces, and thereby to uniform random planar maps.

There are a number of properties of the $\gamma$-LQG metric which are already known. The optimal Hölder exponents between $D_h$ and the Euclidean metric, in both directions, as well as moment bounds for various distance quantities are established in [DFG+19] (see also Section 2.4). Confluence properties for $D_h$-geodesics analogous to the ones known for the Brownian map [Le 10] are proven in [GM19a] (see also Section 2.5). It is shown in [MQ18] that $D_h$-geodesics are conformally removable and their laws are mutually singular with respect to Schramm-Loewner evolution curves. The paper [GP19b] shows that $D_h$ satisfies a version of the KPZ formula [KPZ88,DS11].

**Remark 1.5** (Metrics associated with other fields). Theorem 1.2 gives us a canonical $\gamma$-LQG metric associated with a whole-plane GFF plus a continuous function. It is not hard to see that one can also define the metric if $h$ is equal to a whole-plane GFF plus a continuous function plus a finite number of logarithmic singularities of the form $-\alpha \log |\cdot - z|$ for $z \in \mathbb{C}$ and $\alpha < Q$; see [DFG+19, Theorem 1.10 and Proposition 3.17].

We can also define metrics associated with GFF’s on proper sub-domains of $\mathbb{C}$. To this end, let $U \subset \mathbb{C}$ be open and let $h$ be a whole-plane GFF. Due to Axiom II, we can define for each open set $U \subset \mathbb{C}$ the metric $D_{h|U} := D_h(\cdot,\cdot;U)$ as a measurable function of $h|U$. We can write $h|U = h^U + h^U$, where $h^U$ is a zero-boundary GFF on $U$ and $h^U$ is a random harmonic function on $U$ independent from $h^U$. In the notation (1.8), we define

$$D_{h^U} := e^{-\xi h^U} \cdot D_{h|U}. \quad (1.10)$$

It is easily seen from Axioms II and III that $D_{h^U}$ is a measurable function of $h^U$; see [GM19a, Remark 1.2]. This defines the $\gamma$-LQG metric for a zero-boundary GFF. Using Axiom III, we can similarly
As noted above, the $\gamma$-LQG metric should describe the large scale behavior of the graph metric for random planar maps. Since our $\gamma$-LQG metric is in some sense canonical, it is natural to make the following conjecture.

### 1.3 Conjectured random planar map connection

Remark 1.6 (Why rotational invariance is unnecessary). At a first glance, it may seem surprising that one does not need rotational invariance to uniquely characterize the LQG metric in Theorem 1.2. Indeed, one can define variants of LFPP which are not rotationally invariant by working with a stretched version of the Euclidean metric. For example, for a given $A > 1$ one can replace (1.6) by

$$D_{h,A}^\varepsilon(z, w) := \inf_{P: z \to w} \int_0^1 e^{\varepsilon h(P(t))} \sqrt{P'_1(t)^2 + A P'_2(t)^2} \, dt$$

(1.11)

where the infimum is over all piecewise continuously differentiable paths $P = (P_1, P_2)$ from $z$ to $w$. The arguments of this paper and its predecessors apply verbatim with $D_{h,A}^\varepsilon$ in place of $D_h^\varepsilon$. In particular, $D_{h,A}^\varepsilon$ converges in probability to (a deterministic constant times) the $\gamma$-LQG metric and hence satisfies the rotational invariance property of Corollary 1.3. This is despite the fact that the metrics (1.11) do not satisfy this rotational invariance property.

Here is an intuitive explanation for this phenomenon. First, we note that $D_{h,A}^\varepsilon$ is bi-Lipschitz equivalent with respect to $D_{h,1}^\varepsilon = D_h^\varepsilon$ for each $\varepsilon > 0$, with a deterministic bi-Lipschitz constants. Therefore in a subsequential limit as $\varepsilon \to 0$, we obtain two metrics $D_{h,A}$ and $D_h = D_{h,1}$ which are bi-Lipschitz equivalent with deterministic bi-Lipschitz constants. Suppose that $P$ is a $D_h$-geodesic connecting $z$ and $w$. Using the confluence of geodesics results from [GM19a], one can show that (very roughly speaking) for distinct times $s, t \in [0, D_h(z, w)]$, the restrictions of $h$ to small neighborhoods of $P(s)$ and $P(t)$ are approximately independent; see the outline of Section 4 in Section 1.5 below for details. Moreover, since $P$ is a fractal type curve, it has no local notion of direction, so one expects that the law of $h$ restricted to a small neighborhood of $P(t)$ does not depend very strongly on $t$ or on the endpoints $z, w$ of $P$. If we fix $n \in \mathbb{N}$ and let $0 = t_0 < \cdots t_n = D_h(z, w)$ be equally spaced times, we can approximate the $D_{h,A}$-length of $P$ by

$$\sum_{j=1}^n D_{h,A}(P(t_{j-1}), P(t_j)).$$

The above considerations suggest that each of the random variables $D_{h,A}(P(t_{j-1}), P(t_j))$ has approximately the same distribution and is bounded above and below by deterministic constants times $t_j - t_{j-1}$. From law of large numbers type considerations, it follows that the $D_{h,A}$-length of $P$ is a deterministic constant times the $D_h$-length of $P$, where the constant does not depend on the endpoints of $P$.

Knowing that the $D_{h,A}$-length of every $D_h$ geodesic is a constant times its $D_h$-length (and vice-versa) does not immediately imply that $D_h$ is equal to a constant times $D_{h,A}$. This is because if $P_n$ is a sequence of paths which converge uniformly to $P$, then it is not necessarily true that $\text{len}(P_n; D_{h,A})$ converges to $\text{len}(P; D_{h,A})$. For this and other reasons, we will argue in a somewhat different manner than we have indicated above, though our arguments will still be based on the bi-Lipschitz equivalence of metrics and approximate independence statements for the local behavior of a geodesic at different times. We will explain the general strategy in Section 1.5 in more detail.
Conjecture 1.7. For each \( \gamma \in (0, 2) \), random planar maps in the \( \gamma \)-LQG universality class, equipped with their graph distance, converge in the scaling limit with respect to the Gromov-Hausdorff topology to \( \gamma \)-LQG surfaces equipped with the \( \gamma \)-LQG metric constructed in Theorem 1.1 (see also Remark 1.5).

Examples of planar map models to which Conjecture 1.7 should apply include random planar maps weighted by the number of spanning trees (\( \gamma = \sqrt{2} \)), the Ising model partition function (\( \gamma = \sqrt{3} \)), the number of bipolar orientations (\( \gamma = \sqrt{4/3} \); [KMSW19]), or the Fortuin-Kasteleyn model partition function (\( \gamma \in (\sqrt{2}, 2) \); [She16b]). Another class of models is the so-called mated-CRT maps, which are defined for all \( \gamma \in (0, 2) \); see [DMS14,GHS17,GMS17].

For \( \gamma = \sqrt{8/3} \), Conjecture 1.7 has already been proven for many different uniform-type random planar maps. The reason for this is that we know that our \( \sqrt{8/3} \)-LQG metric is equivalent to the metric of [MS15b, MS16b, MS16c] (Corollary 1.4); which in turn is equivalent to a Brownian surface, such as the Brownian map, for certain special \( \sqrt{8/3} \)-LQG surfaces [MS16b, Corollary 1.5]; which in turn is the scaling limit of uniform random planar maps of various types [Le 13, Mie13].

Conjecture 1.7 has not been proven for any random planar map model for \( \gamma \neq \sqrt{8/3} \). However, we already have a relationship between the continuum LQG metric and graph distances in random planar maps at the level of exponents for all \( \gamma \in (0, 2) \). Indeed, the quantity \( d_\gamma \) appearing in (1.5) describes several exponents associated with random planar maps, such as the ball volume exponent [GHS17, DG18] and the displacement exponent for simple random walk on the map [GM17, GH18]. It is proven in [GP19b] that \( d_\gamma \) is the Hausdorff dimension of \( D_h \).

Conjecture 1.7 can be made somewhat more precise by specifying exactly what type of \( \gamma \)-LQG surface should arise in the scaling limit. For random planar maps with the topology of the sphere (resp. disk, plane, half-plane) this surface should be the quantum sphere (resp. quantum disk, \( \gamma \)-quantum cone, \( \gamma \)-quantum wedge). See [DMS14] for precise definitions of these quantum surfaces. Equivalent definitions of the quantum sphere and quantum disk, respectively, can be found in [DKRV16,HRV18] (see [AHS17] for a proof of the equivalence in the sphere case). Some planar map models have been proven to converge to these quantum surfaces, for general \( \gamma \in (0, 2) \), with respect to topologies which do not encode the metric structure explicitly. Examples of such topologies include convergence in the so-called peanosphere sense [She16b,DMS14] and convergence of the counting measure on vertices to the \( \gamma \)-LQG measure when the planar map is embedded appropriately into the plane [GMS17].

1.4 Weak LQG metrics and a stronger uniqueness statement

We will prove Theorem 1.1 and 1.2 simultaneously by establishing a uniqueness statement for metrics under a weaker list of axioms, which are satisfied for both the strong LQG metrics considered in Section 1.2 and for subsequential limits of LFPP (as is shown in [DDDF19,DFG+19]).

Let \( D'(\mathbb{C}) \) be the space of distributions as in Section 1.2. A weak \( \gamma \)-LQG metric is a measurable function \( h \mapsto D_h \) from \( D'(\mathbb{C}) \) to the space of continuous metrics on \( \mathbb{C} \) such that the following is true whenever \( h \) is a whole-plane GFF plus a continuous function.

I. **Length space.** Almost surely, \((\mathbb{C}, D_h)\) is a length space, i.e., the \( D_h \)-distance between any two points of \( \mathbb{C} \) is the infimum of the \( D_h \)-lengths of \( D_h \)-continuous paths (equivalently, Euclidean continuous paths) between the two points.

II. **Locality.** Let \( U \subset \mathbb{C} \) be a deterministic open set. The internal metric \( D_h(\cdot, \cdot; U) \) is a.s. determined by \( h|_U \).

III. **Weyl scaling.** If we define \( e^{\xi f} \cdot D_h \) as in (1.8), then a.s. \( e^{\xi f} \cdot D_h = D_{h+f} \) for every continuous function \( f : \mathbb{C} \to \mathbb{R} \).
IV. Translation invariance. For each fixed deterministic \( z \in \mathbb{C} \), a.s. \( D_{h(z)} = D_h(z + z) \).

V. Tightness across scales. Suppose \( h \) is a whole-plane GFF and for \( z \in \mathbb{C} \) and \( r > 0 \) let \( h_r(z) \) be the average of \( h \) over the circle \( \partial B_r(z) \). For each \( r > 0 \), there is a deterministic constant \( c_r > 0 \) such that the set of laws of the metrics \( c_r^{-1}e^{-\xi h_r(0)}D_h(r, r) \) for \( r > 0 \) is tight (w.r.t. the local uniform topology). Furthermore, the closure of this set of laws w.r.t. the Prokhorov topology is contained in the set of laws on continuous metrics on \( \mathbb{C} \) (i.e., every subsequential limit of the set of laws of the metrics \( c_r^{-1}e^{-\xi h_r(0)}D_h(r, r) \) is supported on metrics which induce the Euclidean topology on \( \mathbb{C} \)). Finally, there exists \( \Lambda > 1 \) such that for each \( \delta \in (0, 1) \),

\[
\Lambda^{-\delta} A \leq \frac{\zeta \delta}{c_r} \leq \Lambda \delta^{-\Lambda}, \quad \forall r > 0.
\] (1.12)

Axioms I through III for a weak LQG metric are identical to the corresponding axioms for a strong LQG metric. Axiom IV for a weak LQG metric is equivalent to Axiom IV for a strong LQG metric with \( r = 1 \). Axiom V for a weak \( \gamma \)-LQG metric is a substitute for the exact scale invariance property given by Axiom IV for a strong LQG metric. This axiom implies the tightness of various functionals of \( D_h \). For example, if \( U \subset \mathbb{C} \) is open and \( K \subset \mathbb{C} \) is compact, then the laws of

\[
\left( c_r^{-1}e^{-\xi h_r(0)}D_h(rK, r\partial U) \right)^{-1} \quad \text{and} \quad c_r^{-1}e^{-\xi h_r(0)} \sup_{u,v \in K} D_h(u, v; rU)
\] (1.13)

as \( r \) varies are tight. It is shown in [DFG+19, Theorem 1.5] that for any weak \( \gamma \)-LQG metric, one in fact has the following stronger version of (1.12):

\[
\frac{\zeta \delta_r}{c_r} = \delta \xi Q^+\alpha(1), \quad \text{uniformly over all} \ r > 0.
\] (1.14)

By the scale invariance of the law of the whole-plane GFF, modulo additive constant, Axiom IV for a strong LQG metric immediately implies Axiom V for a weak \( \gamma \)-LQG metric with \( c_r = r^\xi Q \), for \( Q \) as in (1.4). Indeed, using Axiom IV and then Axiom III for a strong \( \gamma \)-LQG metric shows that

\[
r^{-\xi Q} e^{-\xi h_r(0)} D_h(r, r) = r^{-\xi Q} e^{-\xi h_r(0)} D_h(r, r) \frac{d_{\xi Q \log r}}{D_h(r) + Q \log r} = D_h(r, r - h_r(0)) d \equiv D_h.
\] (1.15)

Hence every strong \( \gamma \)-LQG metric is a weak \( \gamma \)-LQG metric.

It is shown in [DFG+19, Theorem 1.2] that every subsequential limit in probability of the LFPP metrics \( D_h \) of (1.6) is of the form \( D_h \) where \( D \) is a weak \( \gamma \)-LQG metric. Consequently, the following theorem contains both Theorem 1.1 and Theorem 1.2.

**Theorem 1.8** (Strong uniqueness of weak LQG metrics). Let \( \gamma \in (0, 2) \). Every weak \( \gamma \)-LQG metric is a strong \( \gamma \)-LQG metric. In particular, by Theorem 1.2, such a metric exists for each \( \gamma \in (0, 2) \) and if \( D \) and \( \bar{D} \) are two weak \( \gamma \)-LQG metrics, then there is a deterministic constant \( C > 0 \) such that if \( h \) is a whole-plane GFF plus a continuous function, then a.s. \( D_h = C \bar{D}_h \).

It turns out that all of our main results are easy consequences of the following statement, which superficially seems to be weaker than Theorem 1.8.

**Theorem 1.9** (Weak uniqueness of weak LQG metrics). Let \( \gamma \in (0, 2) \) and let \( D \) and \( \bar{D} \) be two weak \( \gamma \)-LQG metrics which have the same values of \( c_r \) in Axiom V. There is a deterministic constant \( C > 0 \) such that if \( h \) is a whole-plane GFF plus a continuous function, then a.s. \( D_h = C \bar{D}_h \).

Most of the paper is devoted to the proof of Theorem 1.9. Let us now explain how Theorem 1.9 implies the other main theorems stated above. We first establish the first statement of Theorem 1.8.
Lemma 1.10. Every weak $\gamma$-LQG metric is a strong $\gamma$-LQG metric.

Proof of Lemma 1.10 assuming Theorem 1.9. Suppose that $D$ is a weak $\gamma$-LQG metric. For $b > 0$, we define

$$D_h^{(b)}(\cdot, \cdot) := D_h(\cdot/b)(b, b).$$

We claim that $D_h^{(b)}$ is a weak $\gamma$-LQG metric with the same scaling constants $c_r$ as $D$. It is easily verified that $D_h^{(b)}$ satisfies Axioms I through IV in the definition of a weak $\gamma$-LQG metric. To check Axiom V, we compute for $r > 0$:

$$c_r^{-1} e^{-\xi h_r(0)} D_h^{(b)}(r, r) = c_r^{-1} e^{-\xi h_r(0)} D_h(\cdot/b)(br, br)$$

$$= \left( \frac{c_r}{c_r} e^{-\xi (h_r(0) - h_{br}(0))} \right) c_r^{-1} e^{-\xi h_{br}(0)} D_h(\cdot/b)(br, br).$$

In the case when $h$ is a whole-plane GFF, the random variable $h_r(0) - h_{br}(0)$ is centered Gaussian with variance $\log b^{-1}$ [DS11, Section 3.1]. By (1.12), $c_{br}/c_r$ is bounded above by a constant depending only on $b$ (not on $r$). Axiom V for $D$ applied with $h(\cdot/b)$ in place of $h$ and $br$ in place of $r$ therefore implies that the laws of the metrics $c_r^{-1} e^{-\xi h_r(0)} D_h^{(b)}(r, r)$ are tight in the case when $h$ is a whole-plane GFF, and that every subsequential limit of the laws of these metrics is supported on metrics (not pseudometrics).

Hence we can apply Theorem 1.9 with $\bar{D} = D_h^{(b)}$ to get that for each $b > 0$, there is a deterministic constant $\xi_b > 0$ such that whenever $h$ is a whole-plane GFF plus a continuous function, a.s. $D_h^{(b)} = \xi_b D_h$. We now argue that $\xi_b$ is a power of $b$.

For $b_1, b_2 > 0$, we have $D_h^{(b_1 b_2)} = (D_h^{(b_1)})(b_2)$, which implies that a.s. $D_h^{(b_1 b_2)} = \xi_{b_1} \xi_{b_2} D_h$. Therefore,

$$\xi_{b_1 b_2} = \xi_{b_1} \xi_{b_2}. 
\tag{1.17}$$

It is also easy to see that $\xi_b$ depends continuously on $b$. Indeed, by Axiom III and since $h(\cdot/b) - h_{1/b}(0) \overset{d}{=} h$, we have $e^{-\xi h_{1/b}(0)} D_h^{(b)}(\cdot/b, \cdot/b) \overset{d}{=} D_h$. By the continuity of $(z, w) \mapsto D_h(z, w)$ and $r \mapsto h_r(0)$, it follows that $D_h^{(b)} \overset{d}{=} D_h$ in law as $b \to 1$. This gives the continuity of $b \mapsto \xi_b$ at $b = 1$. Using (1.17) then gives the desired continuity in general.

The relation (1.17) and the continuity of $b \mapsto \xi_b$ (actually, just Lebesgue measurability is enough) imply that $\xi_b = b^\alpha$ for some $\alpha \in \mathbb{R}$. Equivalently, for $b > 0$, a.s.

$$D_h(b, b) = b^{-\alpha} D_h(b)(\cdot, \cdot). 
\tag{1.18}$$

For a whole-plane GFF, $h(b, b) - h_b(0) \overset{d}{=} h$. By Axiom III and the definition of $\xi_b$,

$$b^\alpha e^{-\xi h_b(0)} D_h(b, b) = D_h(b, h_b(0)) \overset{d}{=} D_h. 
\tag{1.19}$$

Therefore, Axiom V holds for $D$ with $c_r = r^{-\alpha}$. By (1.14), we get that $\alpha = -\xi Q$. Hence for $b > 0$, we have (using Axiom III in the first equality)

$$D_h(\cdot/b) + Q \log(1/b)(b, b) = b^{-\xi Q} D_h(b) = D_h. 
\tag{1.20}$$

Therefore, $D$ is a strong LQG metric. 

Proof of Theorems 1.1, 1.2, and 1.8 assuming Theorem 1.9. By Lemma 1.10, every weak $\gamma$-LQG metric is a strong $\gamma$-LQG metric. By (1.15), every strong LQG metric satisfies the axioms in the definition of a weak $\gamma$-LQG metric with $c_r = r^{\xi Q}$. We can therefore apply Theorem 1.9 to get
that there is at most one strong LQG metric. This completes the proof of the uniqueness parts of Theorems 1.2 and 1.8.

As for existence, we recall that [DFG+19, Theorem 1.2] (building on [DDDF19]) shows that for every sequence of $\varepsilon$’s tending to zero, there is a weak $\gamma$-LQG metric $D$ and a subsequence along which the re-scaled LFPP metrics $a_{\varepsilon}^{-1}D_{h}^{\varepsilon}$ converge in probability to $D_{h}$, whenever $h$ is a whole-plane GFF plus a bounded continuous function. By the uniqueness part of Theorem 1.8, $D$ is in fact a strong $\gamma$-LQG metric and any two different subsequential limiting metrics differ by a deterministic multiplicative constant factor. Recall that $a_{\varepsilon}$ is the median $D_{h}^{\varepsilon}$-distance between the left and right boundaries of the unit square in the case when $h$ is a whole-plane GFF normalized so that $h_{1}(0) = 0$. Hence for any subsequential limiting metric the median $D_{h}^{\varepsilon}$-distance between the left and right boundaries of the unit square is 1. Therefore, the multiplicative constant factor is 1, so the subsequential limit of $D_{h}^{\varepsilon}$ in probability is unique. This gives Theorem 1.1 and the existence parts of Theorems 1.2 and 1.8.

Finally, we note that our results give non-trivial information about the approximating LFPP metrics from (1.6). Indeed, let $\{a_{\varepsilon}\}_{\varepsilon>0}$ be the scaling constants from Theorem 1.1. It is shown in [DG18, Theorem 1.5] that $a_{\varepsilon}=\varepsilon^{1-\xi}+o_{\varepsilon}(1)$. Using Theorem 1.1, we obtain the following stronger form of this relation.

**Corollary 1.11.** The function $\varepsilon\mapsto a_{\varepsilon}$ is regularly varying with exponent $1-\xi$, i.e., for every $C>0$ one has $\lim_{\varepsilon\to 0} a_{C\varepsilon}/a_{\varepsilon}=C^{1-\xi}$. We expect, but do not prove here, that in fact Theorem 1.1 holds with $a_{\varepsilon}=\varepsilon^{1-\xi}$.

**Proof of Corollary 1.11.** It is shown in [DFG+19, Lemma 2.14] that for any sequence of $\varepsilon$’s tending to zero along which the re-scaled LFPP metrics $a_{\varepsilon}^{-1}D_{h}^{\varepsilon}$ converge in law, also $a_{C\varepsilon}/a_{\varepsilon}$ converges (the limit is $C^{1/C}$, with $c_{1/C}$ as in Axiom V for the limiting weak $\gamma$-LQG metric). By Theorem 1.1, $a_{\varepsilon}^{-1}D_{h}^{\varepsilon}$ converges in probability as $\varepsilon\to 0$, so in fact $a_{C\varepsilon}/a_{\varepsilon}$ converges, not just subsequentially. This means that $a_{C\varepsilon}$ is regularly varying with some exponent $\alpha>0$. Since $a_{\varepsilon}=\varepsilon^{1-\xi}+o_{\varepsilon}(1)$, we must have $\alpha=1-\xi$.

### 1.5 Outline

As explained above, to prove our main results it remains only to prove Theorem 1.9. We emphasize that unlike many results in the theory of LQG, this paper does not build on a large amount of external input. Rather, we will only use some results from the papers [DDDF19,GM19c,DFG+19,GM19a], which can be taken as black boxes. All of the externally proven results which we will use are reviewed in Section 2.

Throughout this outline and the rest of the paper, we will use (without comment) the following two basic facts about $D_{h}$-geodesics when $D$ is a weak $\gamma$-LQG metric and $h$ is a whole-plane GFF.

- Almost surely, for every $z,w \in \mathbb{C}$, there is at least one $D_{h}$-geodesic from $z$ to $w$. This follows from [BBI01, Corollary 2.5.20] and the fact that $(\mathbb{C},D_{h})$ is a boundedly compact length space (i.e., closed bounded subsets are compact; see [DFG+19, Lemma 3.8]).

- For each fixed $z,w \in \mathbb{C}$, the $D_{h}$-geodesic from $z$ to $w$ is a.s. unique. This follows from, e.g., the proof of [MQ18, Theorem 1.2] (see also [GM19a, Lemma 2.2]).

In the remainder of this section we give a very rough idea of the proof of Theorem 1.9. There are a number of technicalities involved, which we will gloss over in order to make the central ideas as transparent as possible. Consequently, some of the statements in this subsection are not exactly
accurate without additional caveats. More detailed (and more precise) outlines can be found at the beginnings of the individual sections and subsections.

**Main idea of the proof.** Suppose $D$ and $\tilde{D}$ are two weak $\gamma$-LQG metrics as in Theorem 1.9 and let $h$ be a whole-plane GFF. As explained in Proposition 2.2, it follows from a general theorem for local metrics of the Gaussian free field [GM19c, Theorem 1.6] that $D_h$ and $\tilde{D}_h$ are bi-Lipschitz equivalent, i.e.,

$$c_* := \inf \left\{ \frac{\tilde{D}_h(u, v)}{D_h(u, v)} : u, v \in \mathbb{C}, u \neq v \right\} > 0 \quad \text{and} \quad C_* := \sup \left\{ \frac{\tilde{D}_h(u, v)}{D_h(u, v)} : u, v \in \mathbb{C}, u \neq v \right\} < \infty.$$  

(1.21)

It is easily seen that $c_*$ and $C_*$ are a.s. equal to deterministic constants (Lemma 3.1). We identify $c_*$ and $C_*$ with these constants (which amounts to re-defining $c_*$ and $C_*$ on an event of probability zero). To prove Theorem 1.9 we will show that $c_* = C_*$.  

The basic idea of the proof of this fact is as follows. Suppose by way of contradiction that $c_* < C_*$. Then for any $c' \in (c_*, C_*)$ there a.s. exist distinct points $u, v \in \mathbb{C}$ such that $\tilde{D}_h(u, v) \leq c' D_h(u, v)$. In Section 3 (see outline below), using translation invariance of the GFF, modulo additive constant, and the local independence properties of the GFF, we will deduce from this that the following is true. There exists $\beta, \bar{p} \in (0, 1)$, depending only on the laws of $D_h$ and $\tilde{D}_h$, such that for each $c' \in (c_*, C_*)$ there are many small values of $r > 0$ (how small depends on $c'$) for which

$$\mathbb{P} \left[ \exists u, v \in B_r(0) \text{ s.t. } |u - v| \geq \beta r \text{ and } \tilde{D}_h(u, v) \leq c' D_h(u, v) \right] \geq \bar{p},$$

(1.22)

where $B_r(0)$ is the Euclidean ball of radius $r$ centered at 0. By interchanging the roles of $D_h$ and $\tilde{D}_h$, we can similarly find $\overline{\beta}, \underline{p} \in (0, 1)$, depending only on the laws of $D_h$ and $\tilde{D}_h$, such that for each $C' \in (c_*, C_*)$, there are many small values of $r > 0$ (how small depends on $C'$) for which

$$\mathbb{P} \left[ \exists u, v \in B_r(0) \text{ s.t. } |u - v| \geq \overline{\beta} r \text{ and } \tilde{D}_h(u, v) \geq C' D_h(u, v) \right] \geq \underline{p}.$$  

(1.23)

See Section 3 for precise statements. The reason why the bounds only hold for “many” choices of $r > 0$, instead of for all $r > 0$, is that we only have tightness across scales (Axiom V), not exact scale invariance. We will use (1.22) to deduce a contradiction to (1.23).

Consider a $D_h$-geodesic $P$ between two fixed points $z, w \in \mathbb{C}$. Using (1.22) and a local independence argument for different segments of $P$ (which is explained in the outlines of Sections 4 and 5 below), one can show that it holds with superpolynomially high probability as $\delta \to 0$ (i.e., except on an event of probability decaying faster than any positive power of $\delta$), at a rate which is uniform over the choice of $z$ and $w$, that the following is true. There are times $0 < s < t < D_h(z, w)$ such that $\tilde{D}_h(P(s), P(t)) \leq c'(t - s)$ and $D_h(P(s), P(t)) \geq \delta D_h(z, w)$. By the definition (1.21) of $C_*$, the $\tilde{D}_h$-distance from $z$ to $P(s)$ is at most $C_* s$ and the $D_h$-distance from $P(t)$ to $w$ is at most $C_* (D_h(z, w) - t)$. Combining these facts shows that with superpolynomially high probability as $\delta \to 0$,

$$\tilde{D}_h(z, w) \leq (C_* - (C_* - c') \delta) D_h(z, w).$$  

(1.24)

We now let $\overline{\beta}$ be as in (1.23) and fix a large constant $q > 1$. For any $r > 0$, we can take a union bound to get that with probability tending to 1 as $\delta \to 0$, at a rate which is uniform in $r$, the bound (1.24) holds simultaneously for all $z, w \in (\delta^q \mathbb{R}^2) \cap B_r(0)$. Now consider an arbitrary pair of points $z, w \in B_r(0)$ with $|z - w| \geq \overline{\beta} r$. Let $z', w' \in (r \delta^q \mathbb{R}^2) \cap B_r(0)$ be the points closest to $z$ and $w$, respectively. By the bi-H"older continuity of $D_h$ and $\tilde{D}_h$ w.r.t. the Euclidean metric [DFG+19, Theorem 1.7], if we choose $q$ sufficiently large, in a manner depending only on
the Hölder exponents (i.e., only on $\gamma$), then $|D_h(z, w) - D_h(z', w')|$ and $|\tilde{D}_h(z, w) - \tilde{D}_h(z', w')|$ are much smaller than $\delta D_h(z, w)$. From this, we infer that with probability tending to 1 as $\delta \to 0$, at a rate which is uniform in $r$, the bound (1.24) holds simultaneously for all $z, w \in B_r(0)$ with $|z - w| \geq 3r$. If $\delta$ is chosen sufficiently small so that this probability is at least $1 - p/2$, we get a contradiction to (1.23) with $C' = C_\ast - (C_\ast - C')\delta$.

The purpose of Sections 3, 4, and 5 is to fill in the details of the above argument. These three sections are mostly independent from one another: only the main theorem/proposition statements at the beginning of each section are used in later sections.

**Section 3: bounds for ratios of distances at many scales.** The purpose of Section 3 is to prove (more quantitative versions of) the bounds (1.22) and (1.23) stated above. Since we are only working with a weak $\gamma$-LQG metric, not a strong $\gamma$-LQG metric, we do not have exact scale invariance, just tightness across scales (Axiom V). Consequently, if $c' \in (c_\ast, C_\ast)$, then we cannot necessarily say that pairs of points $u, v$ for which $D_h(u, v) \leq c'D_h(u, v)$ exist with uniformly positive probability over different Euclidean scales. That is, it could in principle be that for every small fixed $\beta > 0$, the probability that there exists $u, v \in B_{r}(0)$ with $D_h(u, v) \leq c'D_h(u, v)$ and $|u - v| \geq \beta r$ is very small for some values of $r > 0$. However, we can say that such points of exist with uniformly positive probability for a suitably “dense” set of scales $r$ via an argument which proceeds (very roughly) as follows.

Let $\beta, p \in (0, 1)$ be small and suppose by way of contradiction that there is a sequence $r_k \to 0$ such that $r_{k+1}/r_k$ is bounded above and below by deterministic constants and the following is true. For each $k$, it holds with probability at least $1 - p$ that $D_h(u, v) \geq c'D_h(u, v)$ for every pair of points $u, v \in B_{r_k}(0)$ for which $|u - v| \geq \beta r_k$. Using the translation invariance of the metric (Axiom IV) and the local independence properties of the GFF (in particular, Lemma 2.6 below), we see that if $\beta, p$ are sufficiently small (how small depends only on the laws of $D_h$ and $\tilde{D}_h$, not on $c'$ or $r_k$), then the following is true. We can cover any fixed compact subset of $\mathbb{C}$ by Euclidean balls of the form $B_{r_k}(z)$ with the property that $D_h(u, v) \geq c'D_h(u, v)$ for every pair of points $u \in \partial B_{(1-\beta)r_k}(z)$ and $v \in B_{r_k}(z)$. By considering the times when a $\tilde{D}_h$-geodesic between two fixed points of $\mathbb{C}$ crosses an annulus $B_{r_k}(z) \setminus B_{(1-\beta)r_k}(z)$ for $\beta$ as above, we get that a.s. inf$_{z,w\in C} \tilde{D}_h(z, w)/D_h(z, w) \geq c''$ for a constant $c'' \in (c_\ast, c')$. This contradicts the definition (1.21) of $c_\ast$.

Hence the set of “bad” scales $r$ for which points $u, v \in B_{r}(0)$ with $|u - v| \geq \beta r$ and $D_h(u, v) \leq c'D_h(u, v)$ are unlikely to exist cannot be too large, which means that the complementary set of “good” scales for which such points exist with probability at least $p$ has to be reasonably dense. This leads to (1.22). The bound (1.23) follows by interchanging the roles of $D_h$ and $\tilde{D}_h$.

**Section 4: independence along an LQG geodesic.** Once we know that there are many pairs of points $u, v$ with $\tilde{D}_h(u, v) \leq c'D_h(u, v)$, we want to use some sort of local independence to say that a $D_h$-geodesic is extremely likely to get close to at least one such pair of points (i.e., we need the $D_h$-distance from $P$ to each of $u$ and $v$ to be much smaller than $D_h(u, v)$). However, $D_h$-geodesics are highly non-local functionals of the field and do not satisfy any reasonable Markov property. So, techniques for obtaining local independence which may be familiar from the theory of SLE/GFF couplings [SS13, Dub09, MS16d, MS16e, MS16a, MS17, Sle16a, DMS14] do not apply in our setting.

Instead we need to develop a new set of techniques to obtain local independence at different points of $D_h$-geodesics. See Figure 1 for an illustration. In fact, we will prove a general theorem (Theorem 4.1) which roughly speaking says the following. Suppose we are given events $E_{r}^{z,w}(z)$ for $z, w \in \mathbb{C}$ and $r > 0$ with the following properties. The event $E_{r}^{z,w}(z)$ is determined by $h|_{B_{r}(z)}$ and the part of the $D_h$-geodesic $P^{z,w}$ from $z$ to $w$ which is contained in $B_{r}(z)$. Moreover, for each $z, w \in \mathbb{C}$, the conditional probability of $E_{r}^{z,w}(z)$ given $h|_{\mathbb{C}\setminus B_{r}(z)}$ and the event $\{P^{z,w} \cap B_{r}(z) \neq \emptyset\}$
(Axiom IV) we know that there exists $\beta$ in the sense that changing the behavior of the field in a small Euclidean ball does not result in a macroscopic change to the $D_h$-geodesic (the precise condition is given in (4.11)). In fact, using the results of Section 3, we can arrange that there are many such points whose corresponding balls contain a pair of points $u, v$ such that $\tilde{D}_h(u, v) \leq c\, D_h(u, v)$ and $|u - v|$ is comparable to the Euclidean radius of the ball. These pairs of points and the $D_h$-geodesics between them are shown in blue. Using the results of Section 5, we can show that for each of these stable times, it holds with positive conditional probability given the past that $P$ gets close to the corresponding pair of points $u, v$. By a standard concentration inequality for Bernoulli sums, applied at the stable radii, this shows that $P$ has to get close to at least one such pair of points $u, v$ with extremely high probability.

is a.s. bounded below by a deterministic constant. Then when $r$ is small it is very likely that for nearly every choice of $z, w \in \mathbb{C}$, the event $\mathcal{E}_{r}^{z,w}(z)$ occurs for at least one ball $B_r(z)$ hit by $P^z,w$. We will eventually apply this theorem with $\mathcal{E}_{r}^{z,w}(z)$ given by, roughly speaking, the event that $P^z,w$ gets close to a pair of points $u, v \in B_r(z)$ with $D_h(u, v) \leq c\, D_h(u, v)$ and $|u - v|$ $\geq$ const $\times r$. This together with the triangle inequality and the bi-Hölder continuity of $D_h$ and $\tilde{D}_h$ w.r.t. the Euclidean metric (to transfer $|u - v| \geq$ const $\times r$ to a lower bound for $D_h(u, v)$) will lead to (1.24).

We will prove the above “independence along a geodesic” theorem using the results on confluence of $D_h$-geodesics established in [GM19a]. These results tell us that if $z \in \mathbb{C}$ is fixed and $w_1, w_2 \in \mathbb{C}$ are close together, then the $D_h$-geodesics $P_1$ from $z$ to $w_1$ and $P_2$ from $z$ to $w_2$ typically agree until they get close to $w_1$ and $w_2$, i.e., $P_1|_{[0, \tau]} = P_2|_{[0, \tau]}$ for a time $\tau$ which is close to $D_h(z, w_1)$ (equivalently, to $D_h(z, w_2)$) when $D_h(w_1, w_2)$ is small. Note that this property is not true for geodesics for a smooth Riemannian metric, but it is true for geodesics in the Brownian map [Le 10].

Now fix $z, w$ and consider the $D_h$-geodesic $P = P^z,w$ from $z$ to $w$. The above confluence property applied with $w_1 = P(t)$ for a typical time $t \in [0, D_h(z, w)]$ and $w_2$ a point near $P(t)$ will allow us to show that with extremely high probability, there are many times $t \in [0, D_h(z, w)]$ at which $P$ is “stable” in the following sense. If we make a small modification to $h$ in a neighborhood of $P(t)$, then we will not change $P|_{[0, \tau]}$ for a time $\tau$ a little bit less than $t$. This allows us to say that events depending on the field in a small neighborhood of $P(t)$ have positive conditional probability given an initial segment of $P$. Applying this at a large number of evenly spaced times $t \in [0, D_h(z, w)]$ will show that it is extremely likely that the event $E_{r}^{z,w}(z)$ discussed above occurs for at least one Euclidean ball $B_r(z)$ hit by $P$.

**Section 5: an LQG geodesic gets close to a shortcut with positive probability.** Fix $z, w \in \mathbb{C}$ and let $P = P^z,w$ be the $D_h$-geodesic from $z$ to $w$. By (1.22) and translation invariance (Axiom IV) we know that there exists $\beta, r \in (0, 1)$ such that if $c \in (c_*, c_*)$, then there are many values of $r > 0$ such that (1.22) holds with $z$ in place of 0 (actually, we will use a variant of (1.22) which gives more precise information about the locations of $u$ and $v$; see Proposition 3.5). In light of the results of Section 4, we want to show that if we condition on $\{P \cap B_r(z) \neq \emptyset\}$, then the conditional probability that $P$ gets close to a pair of points $u, v$ as in (1.22) (with $z$ in place of 0) is bounded below by a positive deterministic constant which does not depend on $r$ or $z$.

For a deterministic open set $U \subset \mathbb{C}$, one can prove that the $D_h$-geodesic $P$ enters $U$ with positive
probability as follows. Consider a deterministic path from \( z \) to \( w \) and let \( \phi \) be a smooth bump function which takes large values in a narrow “tube” around this path and which vanishes outside a slightly larger tube. By Weyl scaling (Axiom III), \( D_{h-\phi} \) distances in the tube are much shorter than distances anywhere else. Hence the \( D_{h-\phi} \)-geodesic from \( z \) to \( w \) has to stay in the tube and hence has to enter \( U \). Since the laws of \( h \) and \( h-\phi \) are absolutely continuous, we get that the \( D_h \)-geodesic enters \( U \) with positive probability.

We will use a similar strategy to show that \( P \) has positive conditional probability given \( \{ P \cap B_r(z) \neq \emptyset \} \) to get near a pair of points \( u, v \in B_r(z) \) with \( D_h(u,v) \leq c D_h(u,v) \) and \( |u-v| \geq 2r \). However, additional complications arise. For example, the region we want \( P \) to enter (a small neighborhood of either \( u \) or \( v \)) is random, which will be resolved by choosing a deterministic region with contains the \( D_h \)-geodesic between \( u \) and \( v \) with positive probability. We also need to ensure that the condition \( D_h(u,v) \leq c D_h(u,v) \) is not destroyed when we add our bump function. To do this, we will need to make sure that the \( D_h \)-geodesic between \( u \) and \( v \) is contained in the region where the bump function attains its largest possible value. Another issue is that we need the bump function \( \phi \) to be supported on a region of diameter of order \( r \approx |u-v| \), so that its Dirichlet energy is bounded independently of \( r \). In particular, this support cannot contain the starting and ending points \( z \) and \( w \) of the \( D_h \)-geodesic. This will be resolved by growing the \( D_h \)-metric balls from \( z \) and \( w \) until they hit \( B_{3r}(z) \) and choosing a bump function whose support approximates a path between the hitting points.

In Section 6, we combine all of the above ingredients to conclude the proof of Theorem 1.9, following the argument in the “main ideas” section above. Section 7 contains the a list of open problems.

## 2 Preliminaries

In this subsection, we first introduce some basic (mostly standard) notation. We then review all of the results from [GM19c, DFG+19, GM19a] which we will need for the proof of Theorem 1.9. On a first read, the reader may wish to read only Sections 2.1 (which introduces notation) and 2.2 (which proves the bi-Lipschitz equivalence of the metrics \( D_h \) and \( \tilde{D}_h \) in Theorem 2.5) then refer back to the other subsections as needed.

### 2.1 Basic notation

**Integers**

We write \( \mathbb{N} = \{1, 2, 3, \ldots \} \) and \( \mathbb{N}_0 = \mathbb{N} \cup \{0\} \). For \( a < b \), we define \( [a, b]_\mathbb{Z} := [a, b] \cap \mathbb{Z} \).

**Asymptotics**

If \( f : (0, \infty) \to \mathbb{R} \) and \( g : (0, \infty) \to (0, \infty) \), we say that \( f(\varepsilon) = \asymp O(g(\varepsilon)) \) (resp. \( f(\varepsilon) = o_\varepsilon(g(\varepsilon)) \)) as \( \varepsilon \to 0 \) if \( f(\varepsilon)/g(\varepsilon) \) remains bounded (resp. tends to zero) as \( \varepsilon \to 0 \). We say that

\[
f(\varepsilon) = o_\varepsilon^\infty(\varepsilon) \quad \text{if and only if} \quad f(\varepsilon) = o_\varepsilon(\varepsilon^p), \quad \forall p > 0.
\]

We similarly define \( O(\cdot) \) and \( o(\cdot) \) errors as a parameter goes to infinity.

If \( f, g : (0, \infty) \to [0, \infty) \), we say that \( f(\varepsilon) \preceq g(\varepsilon) \) if there is a constant \( C > 0 \) (independent from \( \varepsilon \) and possibly from other parameters of interest) such that \( f(\varepsilon) \leq C g(\varepsilon) \). We write \( f(\varepsilon) \asymp g(\varepsilon) \) if \( f(\varepsilon) \preceq g(\varepsilon) \) and \( g(\varepsilon) \preceq f(\varepsilon) \).
We often specify requirements on the dependencies on rates of convergence in $O(\cdot)$ and $o(\cdot)$ errors, implicit constants in $\preceq$, etc., in the statements of lemmas/propositions/theorems, in which case we implicitly require that errors, implicit constants, etc., in the proof satisfy the same dependencies.

**Balls and annuli**

For $z \in \mathbb{C}$ and $r > 0$, we write $B_r(z)$ for the Euclidean ball of radius $r$ centered at $z$. We also define the open annulus

$$\mathbb{A}_{r_1,r_2}(z) := B_{r_2}(z) \setminus B_{r_1}(z), \quad \forall 0 < r_r < r_2 < \infty. \tag{2.2}$$

For a metric space $(X, D)$ and $r > 0$, we write $B_r(A; D)$ for the open ball consisting of the points $x \in X$ with $D(x, A) < r$. If $A = \{y\}$ is a singleton, we write $B_r(\{y\}; D) = B_r(y; D)$.

For a metric $D$ on $\mathbb{C}$, $r > 0$, and $z \in \mathbb{C}$ we write $B_r(z; D)$ for the filled metric ball which is the union of $\overline{B_r(z; D)}$. We also define $B_r(z; \mathbb{C}) := \bigcup_{z \in \mathbb{C}} B_r(z; \mathbb{C})$.

Following [SS13, Lemma 3.9], if $(h, A)$ is a coupling of a whole-plane GFF and random compact set $A \subset \mathbb{C}$, we say that $A$ is a local set for $h$ if for each open set $U \subset \mathbb{C}$, the event $\{A \cap U \neq \emptyset\}$ is conditionally independent from $h|_{\mathbb{C}\setminus U}$ given $h|_U$. If $A$ is determined by $h$ (which will be the case for all of the local sets we consider), this is equivalent to the statement that $A$ is determined by $h|_U$ on the event $\{A \subset U\}$. The following lemma is a re-statement of [GM19a, Lemma 2.1].

**Lemma 2.1.** Let $D$ be a weak $\gamma$-LQG metric and let $h$ be a whole-plane GFF. Also let $z \in \mathbb{C}$ and let $\tau$ be a stopping time for the filtration generated by $(B^*_s(z; D_h), h|_{B^*_s(z; D_h)})$. Then $B^*_s(z; D_h)$ is a local set for $h$. The same is true with closures of ordinary $D_h$-metric balls in place of filled $D_h$-metric balls.

**2.2 Bi-Lipschitz equivalence of weak LQG metrics**

In this subsection we explain why the results of [GM19c] imply that any two weak $\gamma$-LQG metrics with the same scaling constants are bi-Lipschitz equivalent.

**Proposition 2.2.** Let $h$ be a whole-plane GFF, let $\gamma \in (0, 2)$, and let $D$ and $\tilde{D}$ be two weak $\gamma$-LQG metrics, with the same scaling constants $c_\gamma$. There is a deterministic constant $C > 0$ such that a.s.

$$C^{-1}D_h(z, w) \leq \tilde{D}_h(z, w) \leq CD_h(z, w), \quad \forall z, w \in \mathbb{C}. \tag{2.3}$$

Proposition 2.2 is a special case of a general theorem from [GM19c] which tells us when two random metrics coupled with the same GFF are bi-Lipschitz equivalent. To state the theorem, we first recall some definitions.

**Definition 2.3** (Jointly local metrics). Let $(h, D_1, \ldots, D_n)$ be a coupling of the GFF $h$ with $n$ random continuous length metrics. We say that $D_1, \ldots, D_n$ are jointly local metrics for $h$ if for any open set $V \subset \mathbb{C}$, the collection of internal metrics $\{D_j(\cdot, \cdot; V)\}_{j=1,\ldots,n}$ is conditionally independent from $(h|_{\mathbb{C}\setminus V}, \{D_j(\cdot, \cdot; U \setminus V)\}_{j=1,\ldots,n})$ given $h|_V$.

In the setting of Proposition 2.2, the metrics $D_h$ and $\tilde{D}_h$ are each local for $h$ due to Axiom II. Since these metrics are each determined by $h$, they are conditionally independent given $h$. Therefore, we can apply [GM19c, Lemma 1.4] to get that $D_h$ and $\tilde{D}_h$ are jointly local for $h$.

**Definition 2.4** (Additive local metrics). Let $(h, D_1, \ldots, D_n)$ be a coupling of $h$ with $n$ random continuous length metric which are jointly local for $h$. For $\xi \in \mathbb{R}$, we say that $D_1, \ldots, D_n$ are $\xi$-additive for $h$ if for each $z \in \mathbb{C}$ and each $r > 0$ such that $B_r(z) \subset U$, the metrics $(e^{-\xi h_v(z)}D_1, \ldots, e^{-\xi h_v(z)}D_n)$ are jointly local metrics for $h - h_r(z)$. 
By Axiom III, it follows that our metrics \( D_h \) and \( \tilde{D}_h \) are jointly local for \( h \). The following theorem is a special case of [GM19c, Theorem 1.6].

**Theorem 2.5** ([GM19c]). Let \( \xi \in \mathbb{R} \), let \( h \) be a whole-plane GFF normalized so that \( h_1(0) = 0 \), and let \((h, D_h, \tilde{D}_h)\) be a coupling of \( h \) with two random continuous metrics on \( \mathbb{C} \) which are jointly local and \( \xi \)-additive for \( h \). There is a universal constant \( p \in (0,1) \) such that the following is true. Suppose there is a constant \( C > 0 \) such that (using the notation for annuli from (2.2)), we have

\[
\mathbb{P}\left[ \sup_{u,v \in \partial B_r(z)} \tilde{D}_h(u,v; A_r/2,2r(z)) \leq CD_h(\partial B_{r/2}(z),\partial B_r(z)) \right] \geq p, \quad \forall z \in \mathbb{C}, \quad \forall r > 0. \tag{2.4}
\]

Then a.s. \( \tilde{D}(z,w) \leq CD(z,w) \) for all \( z, w \in \mathbb{C} \).

**Proof of Proposition 2.2.** By Axioms IV and V for each of \( D_h \) and \( \tilde{D}_h \), for any \( p \in (0,1) \) we can find a constant \( C_p > 1 \) such that for each \( z \in \mathbb{C} \) and each \( r > 0 \), it holds with probability at least \( p \) that

\[
\sup_{u,v \in \partial B_r(z)} D_h(u,v; A_r/2,2r(z)) \leq C_p \xi_r e^{\xi_h(z)}, \quad D_h(\partial B_{r/2}(z),\partial B_r(z)) \geq C_p^{-1} \xi_r e^{\xi_h(z)}, \tag{2.5}
\]

and the same is true with \( \tilde{D}_h \) in place of \( h \). Therefore, (2.4) holds with \( C = C_p^2 \) for each of the pairs \((D_h, \tilde{D}_h)\) and \((\tilde{D}_h, D_h)\). Theorem 2.5 therefore implies Proposition 2.2 with \( C = C_p^2 \), where \( p \) is as in Theorem 2.5.

\[\square\]

### 2.3 Local independence for the GFF

In many places throughout the paper, we will estimate various probabilities using the local independence properties of the GFF. We will do this using two different lemmas, which we state in this section. The first is a restatement of part of [GM19c, Lemma 3.1].

**Lemma 2.6** (Iterating events in nested annuli). Fix \( 0 < s_1 < s_2 < 1 \). Let \( \{r_k\}_{k \in \mathbb{N}} \) be a decreasing sequence of positive numbers such that \( r_{k+1}/r_k \leq s_1 \) for each \( k \in \mathbb{N} \) and let \( \{E_{r_k}\}_{k \in \mathbb{N}} \) be events such that \( E_{r_k} \subseteq \sigma\left((h-h_{r_k}(0))|_{A_{s_1 r_k}^{s_2 r_k}(0)}\right) \) for each \( k \in \mathbb{N} \). For \( K \in \mathbb{N} \), let \( N(K) \) be the number of \( k \in [1,K]_{\mathbb{Z}} \) for which \( E_{r_k} \) occurs. For each \( a > 0 \) and each \( b \in (0,1) \), there exists \( p = p(a,b,s_1,s_2) \in (0,1) \) and \( c = c(a,b,s_1,s_2) > 0 \) such that if

\[
\mathbb{P}[E_{r_k}] \geq p, \quad \forall k \in \mathbb{N}, \tag{2.6}
\]

then

\[
\mathbb{P}[N(K) < bK] \leq ce^{-aK}, \quad \forall K \in \mathbb{N}. \tag{2.7}
\]

We will only ever apply Lemma 2.6 to say that \( N(K) \geq 1 \) with high probability, i.e., the choice of \( b \) in (2.7) will not matter for our purposes.

**Lemma 2.7** (Iterating events in disjoint balls). Let \( h \) be a whole-plane GFF and fix \( s > 0 \). Let \( n \in \mathbb{N} \) and let \( \mathcal{Z} \) be a collection of \#\( \mathcal{Z} = n \) points in \( \mathbb{C} \) such that \( |z-w| \geq 2(1+s) \) for each distinct \( z,w \in \mathbb{C} \). For \( z \in \mathcal{Z} \), let \( E_z \) be an event which is determined by \( (h-h_{1+s}(z))|_{B_1(z)} \). For each \( p \in (0,1) \), there exists \( n_* = n_*(s,p,q) \in \mathbb{N} \) such that if \( \mathbb{P}[E_z] \geq p \) for each \( z \in \mathcal{Z} \), then

\[
\mathbb{P}\left[ \bigcup_{z \in \mathcal{Z}} E_z \right] \geq q, \quad \forall n \geq n_*.
\]
Proof. Let \( U := \bigcup_{z \in \mathbb{Z}} B_{1+s}(z) \) and let \( \mathfrak{h} \) be the harmonic part of \( h|_U \). Since the balls \( B_{1+s}(z) \) for \( z \in \mathbb{Z} \) are disjoint, the Markov property of \( h \) implies that the fields \( (h - h_{1+s}(z))|_{B_{1+s}(z)} \) for \( z \in \mathbb{Z} \), and hence also the events \( E_z \), are conditionally independent given \( h|_{\mathbb{C} \setminus U} \) (equivalently, given \( \mathfrak{h} \)).

We will now compare the conditional law given \( h|_{\mathbb{C} \setminus U} \) to the unconditional law. For \( z \in \mathbb{Z} \), let
\[
\mathfrak{M}_z := \sup_{u \in B_{1+s/2}(z)} |\mathfrak{h}(u) - \mathfrak{h}(z)|.
\]
By a standard Radon-Nikodym derivative calculation for the GFF (see, e.g., [MQ18, Lemma 4.1]) and the translation and scale invariance of the law of \( h \), modulo additive constant, for each \( \alpha > 0 \) there is a constant \( C = C(\alpha, s) > 0 \) such that the following is true. The conditional law of \( (h - h_{1+s}(z))|_{B_1(z)} \) given \( h|_{\mathbb{C} \setminus U} \) is absolutely continuous with respect to its marginal law and if \( H_z \) denotes the Radon-Nikodym derivative of the conditional law with respect to the marginal law, then a.s.
\[
\max \{ \mathbb{E}[H^\alpha_z | h|_{\mathbb{C} \setminus U}], \mathbb{E}[H^{-\alpha}_z | h|_{\mathbb{C} \setminus U}] \} \leq C \exp(C \mathfrak{M}^2_z). \tag{2.9}
\]
Each \( \mathfrak{M}_z \) is an a.s. finite random variable. By the translation invariance of the law of \( h \), modulo additive constant, the law of \( \mathfrak{M}_z \) does not depend on \( z \). So, we can find a constant \( A = A(s, q) > 0 \) such that \( \mathbb{P}[\mathfrak{M}_z \leq A] \geq 1 - (1 - q)/4 \) for each \( z \in \mathbb{Z} \). Then \( \mathbb{E}[\#\{ z \in \mathbb{Z} : \mathfrak{M}_z > A \}] \leq (1 - q)n/4 \) so
\[
\mathbb{P}[\#\{ z \in \mathbb{Z} : \mathfrak{M}_z \leq A \} \geq n/2] \geq 1 - \frac{1 - q}{2}. \tag{2.10}
\]
Since \( E_z \) is determined by \( (h - h_{1+s}(z))|_{B_1(z)} \) and \( \mathbb{P}[E_z] \geq p \) for each \( z \in \mathbb{Z} \), (2.9) implies that there exists \( \bar{p} = \bar{p}(p, A) > 0 \) such that on the event \( \{\mathfrak{M}_z \leq A\} \) (which is determined by \( h|_{\mathbb{C} \setminus U} \)), a.s.
\[
\mathbb{P}[E_z | h|_{\mathbb{C} \setminus U}] \geq \bar{p}. \tag{2.11}
\]
Since the \( E_z \)'s are conditionally independent given \( h|_{\mathbb{C} \setminus U} \), we see that a.s.
\[
\mathbb{P} \left[ \bigcup_{z \in \mathbb{Z}} E_z | h|_{\mathbb{C} \setminus U} \right] \geq 1 - \bar{p}^{\#\{ z \in \mathbb{Z} : \mathfrak{M}_z \leq A \}}. \tag{2.12}
\]
We now choose \( n_s \) large enough that \( 1 - \bar{p}^{n_s/2} \geq 1 - (1 - q)/2 \) and combine (2.10) with (2.12). \( \square \)

### 2.4 Estimates for weak LQG metrics

In this subsection we review from results from [DFG+19] which we will need for the proofs of our main theorems. Throughout, \( D \) denotes a weak \( \gamma \)-LQG metric and \( h \) denotes a whole-plane GFF. All of the results which we state in this subsection involve a parameter \( \tau \), which controls the “Euclidean scale” at which we are working. This parameter is necessary since we are only assuming tightness across scales (Axiom V) instead of exact scale invariance. All estimates are required to be uniform in the choice of \( \tau \). Our first result, which follows from [DFG+19, Lemmas 3.20 and 3.22], is a form of local Hölder continuity for the identity map \((\mathbb{C}, |\cdot|) \rightarrow (\mathbb{C}, D_h)\) and its inverse.

**Lemma 2.8** (Hölder continuity). Fix a compact set \( K \subset \mathbb{C} \) and exponents \( \chi \in (0, \xi(Q - 2)) \) and \( \chi' > \xi(Q + 2) \). For each \( \tau > 0 \), it holds with probability tending to 1 as \( a \to 0 \), at a rate which is uniform in \( \tau \), that for each \( u, v \in aK \) with \( |u - v| \leq a\tau \),
\[
D_h(u, v) \geq c_{\tau} e^{\mathcal{E}_{h\tau}(0)} \left| \frac{u - v}{\tau} \right|^{\chi'} \quad \text{and} \quad \tag{2.13}
\]
\[
D_h(u, v; B_{2|u-v|}(u)) \leq c_{\tau} e^{\mathcal{E}_{h\tau}(0)} \left| \frac{u - v}{\tau} \right|^{\chi}. \tag{2.14}
\]
We note that (2.14) gives an upper bound for the $D_h$-distance from $u$ to $v$ along paths which stay in $B_{2|u−v|}(u)$. This is slightly stronger than just an upper bound for $D_h(u,v)$. In Section 5, we will also need the following variant of (2.14) which gives an upper bound for the $D_h$-internal diameters of Euclidean squares and is proven in [DFG+19, Lemma 3.20].

**Lemma 2.9** (Internal diameters of Euclidean squares). Let $K$ and $\chi$ be as in Lemma 2.8. For each $\chi \in (0, \xi(Q−2))$ and each $r > 0$, it holds with probability tending to 1 as $r \to 0$, at a rate which is uniform in $r$, that for each $k \in \mathbb{N}_0$ and each $2^{-k} r \times 2^{-k} r$ square $S$ with corners in $2^{-k} \xi \mathbb{Z}^2$ which intersects $r K$,  
\[
sup_{u,v \in S} D_h(u,v; S) \leq c_r e^{\xi h_r(0)} (2^{-k} r)^{\chi}.
\]  
(2.15)

In several places throughout the paper, we will want to prevent a $D_h$-geodesic from staying in small neighborhood of a fixed Euclidean path. The following lemma, which is a restatement of [DFG+19, Proposition 4.1], will allow us to do this.

**Lemma 2.10** (Lower bound for distances in a narrow tube). Let $L \subset \mathbb{C}$ be a compact set which is either a line segment or an arc of a circle and fix $b > 0$. For each $\rho > 0$ and each $q > 0$, it holds with probability at least $1 − e^{-q^2/(2\xi^2) + o_r(1)}$ that  
\[
\inf\{D_h(u,v; B_\rho(L)) : u,v \in B_\rho(L), |u−v| \geq b \rho\} \geq e^{q+\xi Q−1−\xi^2/2} c_r e^{\xi h_r(0)},
\]  
(2.16)

where the rate of the $o_r(1)$ depends on $L, b, q$ but not on $\rho$.

By [Ang19, Theorem 1.9], for each $\gamma \in (0, 2)$ we have $1 − \xi Q \geq 0$, and hence $\xi Q − 1 − \xi^2/2 < 0$. Therefore, the power of $\varepsilon$ on the right side of (2.16) is negative for small enough $q$. Hence, Lemma 2.10 implies that when $\varepsilon$ is small and $u,v \in B_\rho(L)$ with $|u−v| \geq b \rho$, it holds with high probability that $D_h(u,v; B_\rho(L))$ is much larger than $D_h(u,v)$. In particular, a $D_h$-geodesic from $u$ to $v$ cannot stay in $B_\rho(L)$. Lemma 2.10 has the following useful corollary. For the statement, we recall the notation for Euclidean annuli from (2.2).

**Lemma 2.11** (Lower bound for distances in a narrow annulus). For each $S > s > 0$ and each $p \in (0, 1)$, there exists $\alpha_s = \alpha_s(s,S,p) \in (1/2, 1)$ such that for each $\alpha \in [\alpha_s, 1)$, each $z \in \mathbb{C}$, and each $\rho > 0$,  
\[
\mathbb{P}\left[\inf\{D_h(u,v; A_{\alpha \rho}(z)) : u,v \in A_{\alpha \rho}(z), D_h(u,v) \geq s c_r e^{\xi h_r(z)}\} \geq S c_r e^{\xi h_r(z)}\right] \geq p.
\]  
(2.17)

**Proof.** By Weyl scaling (Axiom III), the event in (2.17) does not depend on the choice of additive constant for $h$. By Axiom IV and the translation invariance of the law of $h$ modulo additive constant, the probability of this event does not depend on $z$. By Axiom V, we can find $b = b(s) > 0$ such that with probability at least $1 − (1−p)/2$, any points $u,v \in B_\rho(0)$ with $D_h(u,v) \geq s c_r e^{\xi h_r(0)}$ satisfy $|u−v| \geq b \rho$. Combining with Lemma 2.10 (with $\varepsilon = 1−\alpha$ and $L = \partial \mathbb{D}$) concludes the proof. \qed

Finally, we record a lemma which prevents $D_h$-geodesics from spending a long time near the boundary of a $D_h$-metric ball which is needed in Section 4.2. The lemma is a re-statement of [DFG+19, Proposition 4.3].

**Lemma 2.12** (Geodesics cannot spend a long time near metric ball boundary). For each $M > 0$ and each $\rho > 0$, it holds with probability $1 − o_r(\varepsilon)$ as $\varepsilon \to 0$, at a rate which is uniform in the choice of $\rho$, that the following is true. For each $s > 0$ for which $B_s(0; D_h) \subset B_{\rho−M}(0)$ and each $D_h$-geodesic $P$ from $0$ to a point outside of $B_s(0; D_h)$,  
\[
\text{area}(B_\rho(P) \cap B_\rho(\partial B_s(0; D_h))) \leq \varepsilon^{2−1/M} \rho^2,
\]  
(2.18)

where area denotes 2-dimensional Lebesgue measure.
2.5 Confluence of geodesics

In this subsection we will review some facts about $D_h$-geodesics which are proven in [GM19a]. These facts are used only in Section 4.4. For $z \in \mathbb{C}$, $r > 0$, and $n \in \mathbb{N}$ we define the radii $\rho^n_r(z)$ as in [GM19a, Equation (3.13)]. The radius $\rho^n_r(z)$ is the smallest $t \in \{k^2 r \}^c \subset \mathbb{N}$ for which a certain event in $\sigma((h - h_{0r}(z))_{A_{2r,5r}(z)})$ occurs. We will not need the precise definition of $\rho^n_r(z)$ here, only a few facts which we will review in this subsection.

We have $\rho^n_r(z) \geq 6r$ and $\rho^n_r(z)$ is a stopping time for the filtration generated by $h|_{B_{6r}(z)}$ for $t \geq r$. The following is immediate from [GM19a, Lemma 3.4], the translation invariance of the law of $h$, modulo additive constant, and Axiom IV.

**Lemma 2.13** (Bounds for radii used to control geodesics). There is a constant $\eta > 0$ depending only on the choice of metric such that the following is true. If we abbreviate

$$\rho_{r,\varepsilon}(z) := \rho^{[\eta \log \varepsilon^{-1}]}_r(z),$$

then for each compact set $K \subset \mathbb{C}$, each $r > 0$, and each $z \in \mathbb{C}$, it holds with probability $1 - O(\varepsilon^2)$ (at a rate depending on $K$, but not on $r$ or $z$) that

$$\rho_{r,\varepsilon}(z) \leq \varepsilon^{1/2} r, \quad \forall z \in \left(\frac{\varepsilon r}{4} \mathbb{Z}^2\right) \cap B_{\varepsilon r}(rK + z).$$

(2.20)

Henceforth fix $\eta$ as in Lemma 2.13 and let $\rho_{r,\varepsilon}(z)$ be as in (2.19). For $r > 0$, $\varepsilon > 0$, and a compact set $K \subset \mathbb{C}$, we define

$$R^c_{r}(K) := 6\sup\left\{ \rho_{r,\varepsilon}(z) : z \in \left(\frac{\varepsilon r}{4} \mathbb{Z}^2\right) \cap B_{\varepsilon r}(K) \right\} + \varepsilon r.$$  

(2.21)

Since $\rho_{r,\varepsilon}(z)$ is a stopping time for the filtration generated by $h|_{B_{6r}(z)}$ for $t \geq r$, each $\rho_{r,\varepsilon}(z)$ for $z \in \left(\frac{\varepsilon r}{4} \mathbb{Z}^2\right) \cap B_{\varepsilon r}(K)$ is a.s. determined by $R^c_{r}(K)$ and the restriction of $h$ to $B_{R^c_{r}(K)}(K)$. Lemma 2.13 shows that for each fixed choice of $K$, $\mathbb{P}[R^c_{r}(rK + z) \leq (6\varepsilon^{1/2} + \varepsilon) r]$ tends to 1 as $\varepsilon \to 0$, uniformly over all $z \in \mathbb{C}$ and $r > 0$.

Recall from Section 2.1 that $B^*_s(z; D_h)$ for $z \in \mathbb{C}$ and $s > 0$ denotes the filled $D_h$-ball of radius $s$ centered at $z$. Throughout the rest of this subsection we fix $z \in \mathbb{C}$ and abbreviate $B^*_s := B^*_s(z; D_h)$. For $s > 0$, define

$$\sigma_{r,\varepsilon} := \sigma_{r,\varepsilon}(z) := \inf\left\{ s' > s : B_{R^c_r(B^*_s)}(B^*_s) \subset B^*_s \right\}.$$  

(2.22)

We observe that if $r$ is a stopping time for $\{ (B^*_s, h|B^*_s) \}_{s \geq 0}$, then so is $\sigma_{r,\varepsilon}$. The following lemma is used to prevent $D_h$-geodesics from getting near a specified boundary point of a $D_h$-metric ball. It is an immediate consequence of [GM19a, Lemma 3.6] (which is the case when $z = 0$) together with the translation invariance of the law of $h$, modulo additive constant, and Axiom IV.

**Lemma 2.14** (Geodesics are unlikely to get near a specified point of $\partial B^*_s$). There exists $\alpha > 0$, depending only on the choice of metric, such that the following is true. Let $r > 0$, let $\tau$ be a stopping time for the filtration generated by $\{ (B^*_s, h|B^*_s) \}_{s \geq 0}$, and let $x \in \partial B^*_r$ and $\varepsilon \in (0,1)$ be chosen in a manner depending only on $(B^*_r, h|B^*_r)$. There is an event $G^\varepsilon_{x} \in \sigma(B^*_r, h|B^*_r)$ with the following properties.

A. If $R^c_{r}(B^*_s) \leq \text{diam} B^*_s$ and $G^\varepsilon_{x}$ occurs, then no $D_h$-geodesic from 0 to a point in $C \setminus B^*_s$ can enter $B_{\varepsilon r}(x) \setminus B^*_r$.

B. There is a deterministic constant $C_0 > 1$ depending only on the choice of metric such that a.s. $\mathbb{P}[G^\varepsilon_{x} \mid B^*_r, h|B^*_r] \geq 1 - C_0 \varepsilon^\alpha$.  
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We will now state a confluence property for LQG geodesics started from $z$. Each point $x \in \partial B^*_s$ lies at $D_h$-distance exactly $s$ from $z$, so every $D_h$-geodesic from $z$ to $x$ stays in $B^*_s(z; D_h)$. For some atypical points $x$ there might be many such $D_h$-geodesics. But, it is shown in [GM19a, Lemma 2.4] that there is always a distinguished $D_h$-geodesic from $z$ to $x$, called the leftmost geodesic, which lies (weakly) to the left of every other $D_h$-geodesic from $0$ to $x$ if we stand at $x$ and look outward from $B^*_s$. The following is [GM19a, Theorem 1.4].

**Theorem 2.15** (Confluence of geodesics across a metric annulus). Almost surely, for each $0 < t < s < \infty$ there is a finite set of $D_h$-geodesics from $0$ to $\partial B^*_t$ such that every leftmost $D_h$-geodesic from $0$ to $\partial B^*_t$ coincides with one of these $D_h$-geodesics on the time interval $[0, t]$. In particular, there are a.s. only finitely many points of $\partial B^*_t$ which are hit by leftmost $D_h$-geodesics from $0$ to $\partial B^*_s$.

Combined with [GM19a, Lemma 2.7], Theorem 2.15 tells us that we can decompose $\partial B^*_t$ into a finite union of boundary arcs such that for any points $x, y \in \partial B^*_s$ which lie in the same arc, the leftmost $D_h$-geodesics from $z$ to $x$ and from $z$ to $y$ coincide in the time interval $[0, t]$. We will need a more quantitative version of Theorem 2.15 which gives us stretched exponential concentration for the number of such arcs if we truncate on a certain high-probability regularity event. To this end, we define

$$\tau_r(z) := \inf \{ s > 0 : B^*_s \not\subseteq B_r(z) \}, \quad \forall r > 0. \quad (2.23)$$

We also fix $\chi \in (0, \xi(Q - 2))$, chosen in a manner depending only on $\xi$ and $Q$, so that by Lemma 2.8 $D_h$ is a.s. locally $\chi$-Hölder continuous w.r.t. the Euclidean metric. For $\tau > 0$ and $a \in (0, 1)$, we define $\mathcal{E}^\tau(a)$ to be the event that the following is true.

1. *(Comparison of $D_h$-balls and Euclidean balls)* $B_{\alpha \tau}(z) \subset B^*_r$ and $\tau_{3\tau} - 2\tau \geq a\tau e^{-\xi h_e(0)}$.

2. *(One-sided Hölder continuity)* $\xi^{-1} e^{-\xi h_e(0)} D_h(u, v) \leq \left( \frac{|u-v|}{r} \right) \chi$ for each $u, v \in B_{\alpha \tau}(0)$ with $|u - v|/\tau \leq a$.

3. *(Bounds for radii used to control geodesics)* The radii of Lemma 2.13 satisfy $\rho_{\tau, \varepsilon}(z) \leq \varepsilon^{1/2} \tau$ for each $z \in (\frac{\tau}{4} \mathbb{Z}^2) \cap B_{4\tau}(z)$ and each dyadic $\varepsilon \in (0, a]$.

It is easy to see that $\mathbb{P}[\mathcal{E}^\tau(a)] \to 1$ as $a \to 0$, uniformly over the choice of $\tau$ and $z$: in particular, this follows from [GM19a, Lemma 3.8] (which is the case when $z = 0$) and Axiom IV. We will in fact show in Section 4.3 that with high probability, $\mathcal{E}^\tau(a)$ occurs simultaneously for all $z$ in a fixed bounded open subset of $\mathcal{C}$. The following more quantitative version of Theorem 2.15 is [GM19a, Theorem 3.9].

**Theorem 2.16** (Quantitative confluence of geodesics). For each $a \in (0, 1)$, there is a constant $b_0 > 0$ depending only on $a$ and constants $b_1, \beta > 0$ depending only on the choice of metric $D$ such that the following is true. For each $z \in \mathcal{C}$, each $\tau > 0$, each $N \in \mathbb{N}$, and each stopping time $\tau$ for $\{ (B^*_s, h|_{B^*_s}) \}_{s \geq 0}$ with $\tau \in [\tau(z), \tau_{3\tau}(z)]$ a.s., the probability that $\mathcal{E}^\tau(a)$ occurs and there are more than $N$ points of $\partial B^*_t$ which are hit by leftmost $D_h$-geodesics from $z$ to $\partial B^*_{\tau + N^{-\beta} e^{\xi h_e}(m)}$ is at most $b_0 e^{-b_1 N^\beta}$.

### 3 The optimal bi-Lipschitz constant

Throughout this section, we assume that we are in the setting of Theorem 1.9, so that $D$ and $\tilde{D}$ are two weak $\gamma$-LQG metrics with the same scaling constants. We also let $h$ be a whole-plane GFF. We know from Proposition 2.2 that $D_h$ and $\tilde{D}_h$ are a.s. bi-Lipschitz equivalent. We define the optimal
bi-Lipschitz constants $c_*$ and $C_*$ as in (1.21). Since $D_h$ and $\tilde{D}_h$ are a.s. bi-Lipschitz equivalent (Proposition 2.2), a.s. $0 < c_* \leq C_* < \infty$.

**Lemma 3.1.** Each of $c_*$ and $C_*$ is a.s. equal to a deterministic constant.

**Proof.** We will prove the statement for $C_*$; the statement for $c_*$ is proven in an identical manner. Suppose $C > 0$ is such that $\mathbb{P}[C_* > C] > 0$. We will show that in fact $\mathbb{P}[C_* > C] = 1$.

There is some large deterministic $R > 0$ such that with positive probability, there are points $u, v \in B_R(0)$ such that $\tilde{D}_h(u, v)/D_h(u, v) > C$. Since each of $D_h$ and $\tilde{D}_h$ induces the Euclidean topology on $\mathbb{C}$, after possibly increasing $R$, we can arrange that with positive probability, there are points $u, v \in B_R(0)$ such that

$$\tilde{D}_h(u, v)/D_h(u, v) > C, \quad D_h(u, v) \leq D_h(u, \partial B_R(0)), \quad \text{and} \quad \tilde{D}_h(u, v) \leq \tilde{D}_h(u, \partial B_R(0)). \quad (3.1)$$

The condition that $D_h(u, v) \leq D_h(u, \partial B_R(0))$ is equivalent to the condition that $v$ is contained in the $D_h$-metric ball of radius $D_h(u, \partial B_R(0))$ centered at $u$. By Axiom II, it follows that $h|_{B_R(0)}$ a.s. determines $D_h(u, \partial B_R(0))$ for every $u \in B_R(0)$ and hence also $h|_{B_R(0)}$ determines all of the $D_h$-metric balls of radius $D_h(u, \partial B_R(0))$ centered at points of $B_R(0)$. Similar considerations hold with $\tilde{D}_h$ in place of $D_h$. Therefore, the event that there exist $u, v \in B_R(0)$ such that (3.1) holds is determined by $h|_{B_R(0)}$. In fact, by Axiom III this event is determined by $\frac{\tilde{D}_h(u, v)}{D_h(u, v)}$ viewed modulo additive constant, since adding a constant to $h$ results in scaling $D_h$ by the same constant factor.

For $z \in \mathbb{C}$, let $E(z)$ be the event that there exist points $u, v \in B_R(z)$ such that (3.1) holds with $B_R(z)$ in place of $B_R(0)$. Then $E(z)$ is determined by $h|_{B_R(z)}$, viewed modulo additive constant. By Axiom IV and the translation invariance of the law of $h$, modulo additive constant, the probability of $E(z)$ does not depend on $z$. The event that $E(z)$ occurs for infinitely many $z \in \mathbb{Z}^2$ is determined by the tail $\sigma$-algebra generated by $h|_{\mathbb{C} \setminus B_R(z)}$, viewed modulo additive constant, as $r \to \infty$. This tail $\sigma$-algebra is trivial, so we get that a.s. $E(z)$ occurs for infinitely many $z \in \mathbb{C}$. This means that in fact $\mathbb{P}[C_* > C] = 1$, so $C_*$ is a.s. equal to a deterministic constant.

We henceforth re-define each of $c_*$ and $C_*$ on an event of probability zero so that they are deterministic. The main goal of this section is to show that there are many values of $r > 0$ for which it holds with uniformly positive probability that there are points $z, w \in \mathbb{C}$ such that $|z|, |w|$, and $|z - w|$ are all of order $r$ and $\tilde{D}_h(z, w)/D_h(z, w)$ is close to $C_*$ (resp. $c_*$). To quantify this, we introduce the following events. For $r > 0$, $C' \in (0, C_*]$, and $\beta \in (0, 1)$, define

$$G_r(C', \beta) := \left\{ z, w \in B_r(0) \text{ s.t. } |z - w| \geq \beta r \text{ and } \tilde{D}_h(z, w) \geq C'D_h(z, w) \right\}. \quad (3.2)$$

For $C' \geq c_*$, we similarly define

$$G_r(C', \beta) := \left\{ z, w \in B_r(0) \text{ s.t. } |z - w| \geq \beta r \text{ and } \tilde{D}_h(z, w) \leq C'D_h(z, w) \right\}. \quad (3.3)$$

It is easy to see from the definition (1.21) of $C_*$ that for each fixed $r > 0$ and $C' \in (0, C_*]$, there exists $p, \beta \in (0, 1)$ (allowed to depend on $C_*$ and $r$) such that $\mathbb{P}[G_r(C', \beta)] \geq p$.4 Since we are

---

4By the definition (1.21) of $C_*$, there exists some $p, \beta \in (0, 1)$ and $R > 0$ (allowed to depend on $r$) such that with probability at least $p$, there exists $z, w \in B_R(0)$ such that $|z - w| \geq \beta r$ and $\tilde{D}_h(z, w) \geq C'D_h(z, w)$. We need to replace $B_R(0)$ by $B_r(0)$. By possibly replacing $z$ and $w$ by a pair of points along a $D_h$-geodesic from $z$ to $w$, we can arrange that in fact $|z - w| = \beta r$. We can cover $B_R(0)$ by at most a $\beta, R$-dependent constant number $N$ of Euclidean balls of the form $B_r(z)$ for $z \in B_R(0)$ such that any two points $z, w \in B_R(0)$ with $|z - w| = \beta r$ are contained in one of these balls. By Weyl scaling (Axiom III), the translation invariance of the law of $h$ modulo additive constant, and Axiom IV, the probability that there exists $z, w \in B_r(z)$ with $|z - w| \geq \beta r$ and $\tilde{D}_h(z, w) \geq C'D_h(z, w)$ does not depend on $z$. By a union bound, it therefore follows that $\mathbb{P}[G_r(C', \beta)] \geq p/N$. 23
working with weak LQG metrics, which are not known to be exactly invariant under spatial scaling, it is not clear a priori that $p$ and $\beta$ can be taken to be uniform in the choice of $r$. It is also not clear a priori that $p$ and $\beta$ can be chosen independently of $C'$. Similar considerations apply for $G_r(c', \beta)$. We will establish that one can choose $p$ and $\beta$ independently of $C'$ and $r$ provided $r$ is restricted to lie in a suitably “dense” subset of $(0, 1)$, in the following sense.

**Proposition 3.2.** For each $0 < \mu < \nu < 1$, there exists $\beta = \beta(\mu, \nu) \in (0, 1)$ such that for each $C' \in (0, C_\ast)$ and each sufficiently small $\varepsilon > 0$ (depending on $C'$), there are at least $\mu \log_8 \varepsilon^{-1}$ values of $r \in [\varepsilon^{1+\nu}, \varepsilon] \cap \{8^{-k} : k \in \mathbb{N}\}$ for which $\mathbb{P}[G_r(C', \beta)] \geq \beta$.

**Proposition 3.3.** For each $0 < \mu < \nu < 1$, there exists $\beta = \beta(\mu, \nu) \in (1/2, 1)$ and $p = p(\mu, \nu) \in (0, 1)$ such that for each $c' > c_\ast$ and each sufficiently small $\varepsilon > 0$ (depending on $c'$), there are at least $\mu \log_8 \varepsilon^{-1}$ values of $r \in [\varepsilon^{1+\nu}, \varepsilon] \cap \{8^{-k} : k \in \mathbb{N}\}$ for which $\mathbb{P}[G_r(c', \beta)] \geq p$.

We emphasize that the parameters $\beta, p$ in Proposition 3.2 (resp. the parameters $\beta, p$ in Proposition 3.3) do not depend on $C'$ (resp. $c'$). The only thing which depends on $C'$ (resp. $c'$) is how small $\varepsilon$ has to be in order for the conclusion of the proposition statement to hold.

### 3.1 Quantitative versions of Propositions 3.2 and 3.3

We will need more quantitative versions of Propositions 3.2 and 3.3 which differ from the original proposition statements in two important respects. First, instead of starting at a constant-order scale, we will start at some given scale $r > 0$ for which we have an a priori lower bound on $\mathbb{P}[G_r(C''', \beta)]$ for some $C''' \in (0, C_\ast)$ and $\beta \in (0, 1)$ (or $\mathbb{P}[G_r(c'', \beta)]$ for some $c'' > c_\ast$ and $\beta \in (0, 1)$). We will then produce many radii in $[\varepsilon^{1+\nu} r, \varepsilon r]$ instead of in $[\varepsilon^{1+\nu}, \varepsilon]$. The reason for introducing $r$ is that we only have tightness across scales (Axiom V) instead of true scale invariance. Second, instead of just lower bounding the probability of $G_r(C', \beta)$ or $G_r(c', \beta)$, we will obtain a lower bound for the probability of a smaller event which is more complicated, but also more useful. Let us begin by stating a more quantitative version of Proposition 3.2.

**Proposition 3.4.** For each $0 < \mu < \nu < 1$, there exists $\alpha_\ast = \alpha_\ast(\mu, \nu) \in (1/2, 1)$ and $p = p(\mu, \nu) \in (0, 1)$ such that for each $\alpha \in [\alpha_\ast, 1)$ and each $C' \in (0, C_\ast)$, there exists $C'' = C''(\alpha, C', \mu, \nu) \in (0, C_\ast)$ such that for each $\beta \in (0, 1)$, there exists $\varepsilon_0 = \varepsilon_0(\beta, \alpha, C', \mu, \nu) > 0$ such that the following holds for each $r > 0$ for which $\mathbb{P}[\tilde{G}_r(C''(\beta))] \geq \beta$ and each $\varepsilon \in (0, \varepsilon_0]$.

(A) There are at least $\mu \log_8 \varepsilon^{-1}$ values of $r \in [\varepsilon^{1+\nu} r, \varepsilon r] \cap \{8^{-k} : k \in \mathbb{N}\}$ for which the following holds with probability at least $p$. There exists $u \in \partial B_{\alpha r}(0)$ and $v \in \partial B_{r}(0)$ such that

$$\tilde{D}_h(u, v) \geq C'D_h(u, v) \tag{3.4}$$

and the $D_h$-geodesic from $u$ to $v$ is unique and is contained in $\overline{A}_{\alpha r, r}(0)$.

The event described in (A) is contained in $\tilde{G}_r(C', 1 - \alpha)$, so if (A) holds for some $r > 0$ then there are at least $\mu \log_8 \varepsilon^{-1}$ values of $r \in [\varepsilon^{1+\nu} r, \varepsilon r] \cap \{8^{-k} : k \in \mathbb{N}\}$ such that

$$\mathbb{P}[\tilde{G}_r(C', 1 - \alpha)] \geq p.$$

Furthermore, as explained in Footnote 4, the definition (1.21) of $C_\ast$ implies that for any $C'' \in (0, C_\ast)$, there exists some $\beta \in (0, 1)$ such that $\mathbb{P}[\tilde{G}_1(C'', \beta)] \geq \beta$. Therefore, Proposition 3.4 applied with $\alpha = 1$ implies Proposition 3.2 with $\beta = 1 - \alpha$ and $\beta = p$.

By the symmetry between out hypotheses on $D_h$ and $\tilde{D}_h$, Proposition 3.4 implies the analogous statement with the roles of $D_h$ and $\tilde{D}_h$ interchanged, which reads as follows.
Proposition 3.5. For each $0 < \mu < \nu < 1$, there exists $\alpha_* = \alpha_*(\mu, \nu) \in (1/2, 1)$ and $p = p(\mu, \nu) \in (0, 1)$ such that for each $\alpha \in [\alpha_*, 1)$ and each $c' > c_*$, there exists $c'' = c''(\alpha, c', \mu, \nu) \in (c_*, c')$ such that for each $\beta \in (0, 1)$, there exists $\varepsilon_0 = \varepsilon_0(\alpha, \beta, c', \mu, \nu) > 0$ such that the following holds for each $r > 0$ for which $\mathbb{P}[\mathcal{G}(c'', \beta)] \geq \beta$ and each $\varepsilon \in (0, \varepsilon_0]$. 

(A') There are at least $\mu \log_8 \varepsilon^{-1}$ values of $r \in [\varepsilon^{1+\nu} \mathbf{r}, \varepsilon \mathbf{r}] \cap \{8^{-k} \mathbf{r} : k \in \mathbb{N}\}$ for which it holds with probability at least $p$ that the following is true. There exists $u \in \partial B_{\alpha r}(0)$ and $v \in \partial B_r(0)$ such that 

$$
\tilde{D}_h(u, v) \leq c'D_h(u, v)
$$

and the $\tilde{D}_h$-geodesic from $u$ to $v$ is unique and is contained in $\mathbb{A}_{\alpha r, r}(0)$.

As in the case of Proposition 3.4, Proposition 3.5 immediately implies Proposition 3.3.

To prove Proposition 3.4, we will (roughly speaking) prove the contrapositive.

Proposition 3.6. For each $0 < \mu < \nu < 1$, there exists $\alpha_* = \alpha_*(\mu, \nu) \in (1/2, 1)$ and $p = p(\mu, \nu) \in (0, 1)$ such that for each $\alpha \in [\alpha_*, 1)$ and each $C'' \in (0, C_*)$, there exists $C'' = C''(\alpha, C', \mu, \nu) \in (C_*, C_*)$ such that for each $\beta \in (0, 1)$, there exists $\varepsilon_0 = \varepsilon_0(\alpha, \beta, C', \mu, \nu) > 0$ such that if $\tau > 0$ and there exists $\varepsilon \in (0, \varepsilon_0]$ satisfying the condition (B) just below, then $\mathbb{P}[\mathcal{G}(C'', \beta)] < \beta$.

(B) There are at least $(\nu - \mu) \log_8 \varepsilon^{-1}$ values of $r \in [\varepsilon^{1+\nu} \mathbf{r}, \varepsilon \mathbf{r}] \cap \{8^{-k} \mathbf{r} : k \in \mathbb{N}\}$ for which it holds with probability at least $1 - p$ that the following is true. For each $u \in \partial B_{\alpha r}(0)$ and $v \in \partial B_r(0)$ for which the $D_h$-geodesic from $u$ to $v$ is unique and is contained in $\mathbb{A}_{\alpha r, r}(0)$, one has 

$$
\tilde{D}_h(u, v) \leq C'D_h(u, v).
$$

Proof of Proposition 3.4, assuming Proposition 3.6. Assume we are given $0 < \mu < \nu < 1$ and let $\alpha_*, p$ be chosen as in Proposition 3.6. Also fix $\alpha \in [\alpha_*, 1)$, $C' \in (0, C_*)$, and $\beta \in (0, 1)$ and let $C''$ and $\varepsilon_0$ be chosen as in Proposition 3.6. For $\tau, \varepsilon > 0$, let $K^{\varepsilon}_{\tau} := [\varepsilon^{1+\nu} \mathbf{r}, \varepsilon \mathbf{r}] \cap \{8^{-k} \mathbf{r} : k \in \mathbb{N}\}$ and note that $\#K^{\varepsilon}_{\tau} = \lceil \nu \log_8 \varepsilon^{-1} \rceil$.

If (A) does not hold for some $\tau > 0$ and $\varepsilon \in (0, \varepsilon_0)$, then there are fewer than $\mu \log_8 \varepsilon^{-1}$ values of $k \in K^{\varepsilon}_{\tau}$ for which the last sentence of (A) holds with probability at least $p$. For such a choice of $\tau$ and $\varepsilon$, there are at least $(\nu - \mu) \log_8 \varepsilon^{-1}$ values of $k \in K^{\varepsilon}_{\tau}$ for which the last sentence of (B) holds with probability at least $1 - p$. That is, (B) holds for the pair $(\tau, \varepsilon)$. By Proposition 3.6, this means that $\mathbb{P}[\mathcal{G}(C'', \beta)] < \beta$. Hence we have proven the contrapositive of Proposition 3.4.

3.2 Proof of Proposition 3.6

As explained in Section 3.1, to prove all of the propositions statements from earlier in this section it remains only to prove Proposition 3.6. The basic idea of the proof is as follows. If we assume that (B) holds for a small enough choice of $\rho \in (0, 1)$ (depending only on $\mu$ and $\nu$), then we can use Lemma 2.6 to cover space by Euclidean balls of the form $B_{\rho/2}(z)$ for $r \in [\varepsilon^{1+\nu} \mathbf{r}, \varepsilon \mathbf{r}]$ with the following property. For each $u \in \partial B_{\alpha r}(z)$ and each $v \in \partial B_{r}(z)$ such that the $D_h$-geodesic from $u$ to $v$ is unique and is contained in $\mathbb{A}_{\alpha r, r}(z)$, we have $\tilde{D}_h(u, v) \leq C'D_h(u, v)$. By considering the times when a $D_h$-geodesic between two fixed points $z, w \in \mathbb{C}$ crosses the annulus $\mathbb{A}_{\alpha r, r}(z)$ for such a $z$ and $r$, we will be able to show that $D_h(z, w) \leq C''D_h(z, w)$ for a suitable constant $C'' \in (C_*, C_*)$. Applying this to an appropriate $\beta$-dependent collection of pairs of points $(z, w)$ will show that $\mathbb{P}[\mathcal{G}(C'', \beta)] < \beta$. The reason why we need to make $\alpha$ close to 1 is to ensure that the events we consider depend on $h$ in a sufficiently “local” manner (see the discussion just after the definition of $E_r(z)$ below).
Let us now define the events to which we will apply Lemma 2.6. For \( z \in \mathbb{C}, \ r > 0, \) and parameters \( \alpha \in (1/2, 1), \ A > 1 \) and \( C' \in (0, C_*) \), let \( E_r(z) = E_r(z; \alpha, A, C') \) be the event that the following is true.

1. For each \( u \in \partial B_{\alpha r}(z) \) and each \( v \in \partial B_r(z) \) such that the \( D_h \)-geodesic from \( u \) to \( v \) is unique and is contained in \( \overline{A}_{\alpha r, r}(z) \), we have \( \tilde{D}_h(u, v) \leq C'D_h(u, v) \).

2. If \( u \in \partial B_{\alpha r}(z) \) and \( v \in \partial B_r(z) \) such that either \( D_h(u, v) > D_h(u, \partial A_{r/2, 2r}(z)) \) or \( \tilde{D}_h(u, v) > \tilde{D}_h(u, \partial A_{r/2, 2r}(z)) \), then each path from \( u \) to \( v \) which stays in \( \overline{A}_{\alpha r, r}(z) \) has \( D_h \)-length strictly larger than \( D_h(u, v; A_{r/2, 2r}(z)) \).

3. There is a path in \( A_{\alpha r, r}(z) \) which disconnects the inner and outer boundaries of \( A_{\alpha r, r}(z) \) and has \( D_h \)-length at most \( AD_h(\partial B_{\alpha r}(z), \partial B_r(z)) \).

Condition 1 is the main point of the event \( E_r(z) \), as discussed just above. The purpose of condition 2 is to ensure that \( E_r(z) \) is determined by \( h|_{A_{r/2, 2r}(z)} \). Without this condition, we would not necessarily be able to tell whether a path in \( \overline{A}_{\alpha r, r}(z) \) is a \( D_h \)-geodesic without seeing the field outside of \( A_{r/2, 2r}(z) \) (see Lemma 3.7). The purpose of condition 3 is as follows. If a \( D_h \)-geodesic between two points outside of \( B_r(z) \) enters \( B_{\alpha r}(z) \), then it must cross the path from condition 3 twice. This means that it can spend at most \( AD_h(\partial B_{\alpha r}(z), \partial B_r(z)) \) units of time in \( B_{\alpha r}(z) \) since otherwise the path from condition 3 would provide a shortcut, which would contradict the definition of a geodesic. If we assume (B), this fact will eventually allow us to force a \( D_h \)-geodesic to spend a positive fraction of its time tracing segments between points \( u, v \) with \( D_h(u, v) \leq C'D_h(u, v) \).

We want to use Lemma 2.6 to argue that if (B) holds, then with high probability there are many values of \( z \in \mathbb{C} \) such that \( E_r(z) \) occurs for some \( r \in [\varepsilon^{1+\nu}, \varepsilon r] \). We first check the measurability condition in Lemma 2.6

**Lemma 3.7.** For each \( z \in \mathbb{C} \) and \( r > 0, \)

\[
E_r(z) \in \sigma\left((h - h_{4r})(z)|_{A_{r/2, 2r}(z)}\right). \tag{3.7}
\]

**Proof.** By Axiom III subtracting \( h_{4r}(0) \) from \( h \) results in scaling \( D_h \) and \( \tilde{D}_h \) by the same factor, so does not affect the occurrence of \( E_r(z) \). Hence it suffices to prove (3.7) with \( h|_{A_{r/2, 2r}(z)} \) in place of \( (h - h_{4r})(z)|_{A_{r/2, 2r}(z)} \). From Axiom III, it is obvious that condition 3 in the definition of \( E_r(z) \) is determined by \( h|_{A_{r/2, 2r}(z)} \).

For \( u \in \partial B_{\alpha r}(z) \) and \( v \in \partial B_r(z) \), we can determine whether \( D_h(u, v) > D_h(u, \partial A_{r/2, 2r}(z)) \) from the internal metric \( D_h(\cdot, \cdot; A_{r/2, 2r}(z)) \): indeed, \( D_h(u, \partial A_{r/2, 2r}(z)) \) is clearly determined by this internal metric and \( D_h(u, v) \leq D_h(u, \partial A_{r/2, 2r}(z)) \) if and only if \( v \) is contained in the \( D_h \)-ball of radius \( D_h(u, \partial A_{r/2, 2r}(z)) \) centered at \( v \), which is contained in \( A_{r/2, 2r}(z) \). Similar considerations hold with \( \tilde{D}_h \) in place of \( D_h \). Hence condition 2 in the definition of \( E_r(z) \) is determined by \( h|_{A_{r/2, 2r}(z)} \).

If \( P \) is a path from \( u \in \partial B_{\alpha r}(z) \) to \( v \in \partial B_r(z) \) which stays in \( \overline{A}_{\alpha r, r}(z) \), then \( P \) is a \( D_h \)-geodesic if and only if \( \text{len}(P; D_h) = D_h(u, v) \). Hence if condition 2 holds, then \( P \) cannot be a \( D_h \)-geodesic unless \( D_h(u, v) \leq D_h(u, \partial A_{r/2, 2r}(z)) \) and \( \tilde{D}_h(u, v) \leq \tilde{D}_h(u, \partial A_{r/2, 2r}(z)) \) (note that \( D_h(u, v; A_{r/2, 2r}(z)) \geq D_h(u, v) \)), in which case we can tell whether \( P \) is a \( D_h \)-geodesic from the restriction of \( h \) to the \( D_h \)-metric ball of radius \( D_h(u, \partial A_{r/2, 2r}(z)) \) centered at \( u \), which in turn is determined by \( h|_{A_{r/2, 2r}(z)} \). Furthermore, on the event that \( D_h(u, v) \leq D_h(u, \partial A_{r/2, 2r}(z)) \) and \( \tilde{D}_h(u, v) \leq \tilde{D}_h(u, \partial A_{r/2, 2r}(z)) \), both \( D_h(u, v) \) and \( \tilde{D}_h(u, v) \) are determined by \( h|_{A_{r/2, 2r}(z)} \). Therefore, the intersection of conditions 1 and 2 in the definition of \( E_r(z) \) is determined by \( h|_{A_{r/2, 2r}(z)} \). Hence we have proven (3.7). \( \square \)
We now show that (B) implies a lower bound for $\Pr [E_r (z)]$ for some values of $r \in [\epsilon^{1+\nu} \tau, \epsilon \tau]$.

**Lemma 3.8.** For each $0 < \mu < \nu < 1$ and each $q > 0$, there exists $\alpha_* \in (1/2, 1)$ and $p \in (0, 1)$ depending only on $q, \mu, \nu$ such that for each $\alpha \in [\alpha_*, 1)$, there exists $A = A(\alpha, q, \mu, \nu) > 1$ such that the following is true for each $C' \in (0, C_*)$. If $r > 0$ and $\epsilon \in (0, 1)$ such that (B) holds for the above choice of $p, \alpha, C'$, then

$$
\Pr \left[ E_r (z) \text{ occurs for at least one } r \in [\epsilon^{1+\nu} \tau, \epsilon \tau] \cap \{ 8^{-k} \tau : k \in \mathbb{N} \} \right] \geq 1 - O_\epsilon (\epsilon^q), \quad \forall z \in \mathbb{C},
$$

(3.8)

at a rate which is uniform over the choices of $z$ and $\tau$.

**Proof.** Assume (B) is satisfied for some choice of $\tau, \epsilon, p, \alpha, C'$ and let $r_1, \ldots, r_K \in [\epsilon^{1+\nu} \tau, \epsilon \tau] \cap \{ 8^{-k} \tau : k \in \mathbb{N} \}$ be the values of $r$ from (B), enumerated in decreasing order. Note that $K \geq (\nu - \mu) \log_8 \epsilon^{-1}$ by assumption. By Lemma 3.7, we can apply Lemma 2.6 to find that there exists $\tilde{p} = \tilde{p}(q, \mu, \nu) \in (0, 1)$ such that if

$$
\Pr [E_{r_K} (z)] \geq \tilde{p}, \quad \forall z \in \mathbb{C}, \quad \forall k \in [1, K] \in \mathbb{Z},
$$

(3.9)

then (3.8) holds. It therefore suffices to choose $p, \alpha_*$, and $A$ in an appropriate manner depending on $\tilde{p}$ so that if (B) holds, then (3.9) holds.

By tightness across scales (Axiom V), we can find $S > s > 0$ depending on $\tilde{p}$ such that for each $z \in \mathbb{C}$ and $r > 0$, it holds with probability at least $1 - (1 - \tilde{p})/4$ that

$$
D_h (\partial B_r (z), \partial A_{r, 2,2r} (z)) \geq sc_r e^{\xi h_r (z)} \quad \text{ and } \quad \sup_{u,v \in A_{3r/4, r} (z)} D_h (u, v; A_{r/2,2r} (z)) \leq sc_r e^{\xi h_r (z)},
$$

(3.10)

and the same is true with $\tilde{D}_h$ in place of $D_h$. Since $A_{\alpha, r} (z) \subset A_{3r/4, r} (z)$ for any choice of $\alpha \in [3/4, 1)$, Lemma 2.11 with the above choice of $s$ and $S$ gives an $\alpha_* \in [3/4, 1)$ depending on $\tilde{p}$ such that for each $\alpha \in [\alpha_*, 1)$, $z \in \mathbb{C}$, and $r > 0$, condition 2 in the definition of $E_r (z)$ holds with probability at least $1 - (1 - \tilde{p})/3$.

Now suppose $\alpha \in [\alpha_*, 1)$. We can again apply Axiom V to find that there exists $A > 1$ depending on $\alpha$ and $\tilde{p}$ such that for each $z \in \mathbb{C}$ and $r > 0$, condition 3 in the definition of $E_r (z)$ occurs with probability at least $1 - (1 - \tilde{p})/3$.

If (B) holds for the above choice of $\alpha$ and with $p < (1 - \tilde{p})/3$, then for each $z \in \mathbb{C}$ and each $k \in [1, K] \in \mathbb{Z}$, condition 1 in the definition of $E_{r_K} (z)$ holds with probability at least $1 - (1 - \tilde{p})/3$.

Combining the three preceding paragraphs shows that (3.9) holds.

**Lemma 3.9.** There is a $q > 1$ depending only on $\mu, \nu$ such that if $p, \alpha_*$, $\alpha \in [\alpha_*, 1)$, and $A$ is chosen as in Lemma 3.8 for this choice of $q$, then the following is true for each $C' \in (0, C_*)$. If (B) holds for some $r > 0$ and $\epsilon \in (0, 1)$ and for this choice of $p, \alpha, C'$, then for each open set $U \subset \mathbb{C}$, it holds with probability tending to 1 as $\epsilon \to 0$ (at a rate which is uniform in $\tau$) that for $z \in \tau U$, there exists $r \in [\epsilon^{1+\nu} \tau, \epsilon \tau] \cap \{ 8^{-k} \tau : k \in \mathbb{N} \}$ and $w \in \left( \frac{\epsilon^{1+\nu} \tau}{100} \mathbb{Z}^2 \right) \cap (\tau U)$ such that $z \in B_{r/2} (w)$ and $E_r (w)$ occurs.

**Proof.** Upon choosing $q$ sufficiently large, this follows from Lemma 3.8 and a union bound over all $w \in \left( \frac{\epsilon^{1+\nu} \tau}{100} \mathbb{Z}^2 \right) \cap (\tau U)$.

**Proof of Proposition 3.6.** See Figure 2 for an illustration of the proof.

**Step 1: setup.** Let $p, \alpha_*, \alpha \in [\alpha_*, 1)$, and $A > 1$ be chosen as in Lemma 3.9. Also fix

$$
C'' \in \left( C' + \frac{A}{A + 1} (C_* - C'), C_* \right),
$$

(3.11)
The reason for the definitions of \( r \) in a Euclidean ball of the form \( z = \alpha r \), \( \beta, \) \( C \), \( \nu \), then with probability greater than 1 - \( \beta \),

\[
\tilde{D}_C(z, w) \leq C'' D_h(z, w) \quad \forall z, w \in B_r(0) \text{ with } |z - w| \geq \beta r.
\]  

(3.12)

In other words, \( \mathbb{P}[G_{\epsilon}(C'', \beta^r)] > 1 - \beta \), as required.

By Axiom V, there is some large bounded open set \( U \subset \mathbb{C} \) depending only on \( \beta \) such that for each \( \tau > 0 \), it holds with probability at least \( 1 - \beta/2 \), the \( D_h \)-diameter of \( B_r(0) \) is smaller than the \( D_h \)-distance from \( B_r(0) \) to \( \partial(\pi U) \), in which case every \( D_h \)-geodesic between points of \( B_r(0) \) is contained in \( \pi U \). Henceforth fix such a choice of \( U \). Let \( F_{\epsilon} \) be the event that every \( D_h \)-geodesic between points of \( B_r(0) \) is contained in \( \pi U \) and the event of Lemma 3.9 with the above choices of \( \alpha, \beta, C' \), and \( U \), so that \( \mathbb{P}[F_{\epsilon}] \geq 1 - \beta/2 - \alpha(1) \), uniformly in \( \tau \), under the assumption (B).

**Step 2: covering a \( D_h \)-geodesic with paths of short \( D_h \)-length.** To prove (3.12), we consider points \( z, w \in B_r(0) \cap \mathbb{Q}^2 \) with \( |z - w| \geq \beta r \) and let \( P : [0, D_h(z, w)] \to \mathbb{C} \) be the (a.s. unique) \( D_h \)-geodesic from \( z \) to \( w \). Let \( t_0 = 0 \) and inductively let \( t_j \) for \( j \in \mathbb{N} \) be the smallest time \( t \geq t_j - 1 \) at which \( P \) exits a Euclidean ball of the form \( B_r(w) \) for \( w \in \left( \frac{1}{100} \mathbb{Z}^2 \right) \cap (\pi U) \) and \( r \in [\epsilon^2, r] \cap \{ 8^{-k} \epsilon : k \in \mathbb{N} \} \) such that \( P(t_j - 1) \in B_r/2(w) \) and \( E_r(w) \) occurs; or let \( t_j = D_h(z, w) \) if no such \( t \) exists. If \( t_j < D_h(z, w) \), let \( w_j \) and \( r_j \) be the corresponding values of \( w \) and \( r \). Also let \( s_j \) be the last time before \( t_j \) at which \( P \) hits \( \partial B_{r_j}(w) \), so that \( s_j \in [t_j - 1, t_j] \) and \( P([s_j, t_j]) \subset B_{r_j}(w_j) \). Finally, define

\[
\mathcal{J} := \max\{ j \in \mathbb{N} : |z - P(t_j - 1)| < 2\epsilon \} \quad \text{and} \quad \mathcal{J} := \min\{ j \in \mathbb{N} : |w - P(t_j + 1)| < 2\epsilon \}.
\]  

(3.13)

The reason for the definitions of \( \mathcal{J} \) and \( \mathcal{J} \) is that \( z, w \notin B_{r_j}(w_j) \) for \( j \in [\mathcal{J}, \mathcal{J}] \) (since \( r_j \leq \epsilon \) and \( P(t_j) \in B_{r_j}(w_j) \)). By the definition of \( F_{\epsilon} \), on this event we have \( t_j < D_h(z, w) \) and
\[ |P(t_{j-1}) - P(t_j)| \leq 2 \varepsilon r\] whenever \(|w - P(t_{j-1})| \geq \varepsilon r\). Therefore, on \(F_r^e\),

\[
P(t_j) \in B_{4\varepsilon r}(z) \quad \text{and} \quad P(t_j) \in B_{4\varepsilon r}(w). \quad (3.14)
\]

Since \(P\) is a \(D_h\)-geodesic, for \(j \in [J, J][\varepsilon]\) also \(P|_{[s_j, t_j]}\) is a \(D_h\)-geodesic from \(P(s_j) \in \partial B_{\alpha r_j}(w_j)\) to \(P(t_j) \in \partial B_{\alpha r_j}(w_j)\) and by definition this \(D_h\)-geodesic stays in \(A_{\alpha r_j, r_j}(w_j)\). Moreover, \(P|_{[s_j, t_j]}\) is the only \(D_h\)-geodesic from \(P(s_j)\) to \(P(t_j)\) since otherwise we could re-route \(P\) along another such \(D_h\)-geodesic to contradict the uniqueness of the \(D_h\)-geodesic from \(z\) to \(w\). Combining this with condition 1 in the definition of \(E_{r_j}(w_j)\) (applied with \(u = P(s_j)\) and \(v = P(t_j)\)) and the definition (1.21) of \(C_*\), we find that

\[
\bar{D}_h(P(s_j), P(t_j)) \leq C'(t_j - s_j) \quad \text{and} \quad \bar{D}_h(P(t_j), P(s_j)) \leq C_*(s_j - t_j), \quad \forall j \in [J, J][\varepsilon]. \quad (3.15)
\]

We will now argue that \(s_j - t_{j-1}\) is not too much larger than \(t_j - s_j\). If \(j \in [J, J][\varepsilon]\), then since \(r_j \leq \varepsilon r\) and \(|P(t_j) - z| \wedge |P(t_j) - w| \geq 2 \varepsilon r\), the \(D_h\)-geodesic \(P\) must cross the annulus \(A_{\alpha r_j, r_j}(w_j)\) at least once before time \(t_{j-1}\) and at least once after time \(s_j\). By condition 3 in the definition of \(E_{r_j}(w_j)\), there is a path disconnecting the inner and outer boundaries of this annulus with \(D_h\)-length at most \(A D_h(\partial B_{\alpha r_j}(w_j), \partial B_{\alpha r_j}(w_j))\). The geodesic \(P\) must hit this path at least once before time \(t_{j-1}\) and at least once after time \(s_j\). Since \(P\) is a geodesic and \(P(s_j) \in \partial B_{\alpha r_j}(w_j)\), \(P(t_j) \in \partial B_{\alpha r_j}(w_j)\), it follows that

\[
s_j - t_{j-1} \leq A D_h(\partial B_{\alpha r_j}(w_j), \partial B_{\alpha r_j}(w_j)) \leq A(t_j - s_j).
\]

Adding \(A(s_j - t_{j-1})\) to both sides of this inequality, then dividing by \(A + 1\), gives

\[
s_j - t_{j-1} \leq \frac{A}{A + 1}(t_j - t_{j-1}). \quad (3.16)
\]

**Step 3: upper bound for \(\bar{D}_h\).** By combining the above relations, we get that on \(F_r^e\),

\[
\bar{D}_h(B_{4\varepsilon r}(z), B_{4\varepsilon r}(w)) \leq \sum_{j = J+1}^{\bar{J}} \left( \bar{D}_h(P(t_{j-1}), P(s_j)) + \bar{D}_h(P(s_j), P(t_j)) \right) \quad \text{(by (3.14))}
\]

\[
\leq \sum_{j = J+1}^{\bar{J}} \left( C_*(s_j - t_{j-1}) + C'(t_j - s_j) \right) \quad \text{(by (3.15))}
\]

\[
= \sum_{j = J+1}^{\bar{J}} \left( C'(t_j - t_{j-1}) + (C_* - C')(s_j - t_{j-1}) \right)
\]

\[
= \left( C' + \frac{A}{A+1}(C_* - C') \right) \sum_{j = J+1}^{\bar{J}} (t_j - t_{j-1}) \quad \text{(by (3.16))}
\]

\[
\leq \left( C' + \frac{A}{A+1}(C_* - C') \right) D_h(z, w). \quad (3.17)
\]

By (3.11), Axiom V for \(D\) and \(\bar{D}\), and the triangle inequality, it holds with probability tending to 1 as \(\varepsilon \to 0\), uniformly in \(r\), that

\[
\left| \bar{D}_h(z, w) - \bar{D}_h(B_{4\varepsilon r}(z), B_{4\varepsilon r}(w)) \right| \leq \frac{1}{100} \left( C'' - \left( C' + \frac{A}{A+1}(C_* - C') \right) \right) D_h(z, w) \quad (3.18)
\]
simultaneously for all \( z, w \in B_r(0) \) with \( |z - w| \geq \beta r \). By combining this with (3.17) and recalling that \( \mathbb{P}[F_\varepsilon] = 1 - \beta/2 - \alpha(1) \) uniformly in \( \varepsilon \) if (B) holds, we get that if \( \varepsilon_0 \) is chosen to be sufficiently small, in a manner which does not depend on \( \varepsilon \), then if (B) holds for \( \varepsilon > 0 \) and \( \varepsilon \in (0, \varepsilon_0] \), then it holds with probability at least \( 1 - \beta \) that (3.12) holds simultaneously for each \( z, w \in B_r(0) \cap \mathbb{Q}^2 \) with \( |z - w| \geq \beta r \). By the continuity of \( D_h \) and \( \tilde{D}_h \), we can remove the requirement that \( z, w \in \mathbb{Q}^2 \) (which was only used to get the uniqueness of the \( D_h \)-geodesic from \( z \) to \( w \)).

\[
\begin{proof}
\end{proof}

4 Independence along a geodesic

Let \( h \) be a whole-plane GFF and let \( D \) be a weak \( \gamma \)-LQG metric. The goal of this section is to prove the following general “local independence” type result for events depending on a small segment of a \( D_h \)-geodesic. We will first state a simplified version of our result which is easier to parse (Theorem 4.1), then state the full version (Theorem 4.2).

**Theorem 4.1.** Suppose we are given events \( \mathcal{E}_r^{z,w}(z) \in \sigma(h) \) for \( z \in \mathbb{C}, r > 0, \) and \( z, w \in \mathbb{C} \) and a deterministic constant \( \Lambda > 1 \) which satisfy the following properties, where here \( P = P^{z,w} \) denotes the (a.s. unique) \( D_h \)-geodesic from \( z \) to \( w \).

1. (Measurability) The event \( \mathcal{E}_r^{z,w}(z) \) is determined by \( h|_{B_r(z)} \) and the geodesic \( P \) stopped at the last time it exists \( B_r(z) \).

2. (Lower bound for \( \mathbb{P}[\mathcal{E}_r^{z,w}(z)] \)) If \( z, w \in \mathbb{C} \setminus B_r(z) \), then a.s.

\[
\mathbb{P}\left[ \mathcal{E}_r^{z,w}(z) \mid h|_{\mathbb{C} \setminus B_r(z)}, \{P \cap B_r(z) \neq \emptyset\} \right] \geq \Lambda^{-1}.
\]

(4.1)

For each \( \nu \in (0, 1), q > 0, \ell \in (0, 1), \) and bounded open set \( U \subset \mathbb{C} \), it holds with probability tending to 1 as \( \varepsilon \rightarrow 0 \), at a rate depending only on \( U, q, \ell, \Lambda \), that for each \( z, w \in (\varepsilon^q \mathbb{Z}^2) \cap U \) with \( |z - w| \geq \ell \), there exists \( z \in \mathbb{C} \) and \( r \in [\varepsilon^{1+\nu}, \varepsilon] \) such that \( P^{z,w} \cap B_r(z) \neq \emptyset \) and \( \mathcal{E}_r^{z,w}(z) \) occurs.

Intuitively, the reason why Theorem 4.1 is true is as follows. The geodesic segments \( P \cap B_r(z) \) and \( P \cap B_r(w) \) are approximately independent from one another when \( |z - w| \) is much larger than \( r \). When \( r \) is small, we can cover \( P \) by a large number of balls \( B_r(z) \) whose corresponding center points \( z \) lie at Euclidean distance much further than \( r \) from one another. Using (4.1) and a general concentration inequality for independent random variables, one gets that for each fixed pair \( (z, w) \), with high probability there exists \( z \in \mathbb{C} \) such that \( P^{z,w} \cap B_r(z) \neq \emptyset \) and \( \mathcal{E}_r^{z,w}(z) \) occurs. One then takes a union bound over all pairs \( z, w \in (r^q \mathbb{Z}^2) \cap U \).

The above heuristic is not quite right since \( D_h \)-geodesics do not depend locally on the field, so \( P \cap B_r(z) \) and \( P \cap B_r(w) \) are not approximately independent when \( |z - w| \) is much greater than \( r \). Indeed, it is possible that changing what happens in \( B_r(z) \) could affect the behavior of \( P \) macroscopically even when \( r \) is very small. As a substitute for this lack of long-range independence, we will use the confluence of geodesics results from [GM19a], as discussed in Section 1.5, and only make changes to the field at places where the geodesics are “stable” in the sense that a microscopic change does not lead to macroscopic changes to \( P \). The reason why we only get a statement which holds with probability tending to 1 as \( r \rightarrow 0 \) at the end of Theorem 4.1 is that we need to truncate on a global regularity event in order to make confluence hold with high probability.

We will actually prove (and use) a more general version of Theorem 4.1 which differs from Theorem 4.1 in the following respects.

- We allow for more flexibility in the Euclidean radii involved in the various conditions, which is represented by constants \( \{\lambda_i\}_{i=1,\ldots,5} \).
• We introduce events $E_r(z)$ which are determined by the restriction of $h$ to an annulus $A_{\lambda_1 r, \lambda_2 r}(z)$ (for constants $\lambda_1 < \lambda_2$) and which are required to have probability close to 1. We replace (4.1) by a comparison between the conditional probabilities of $E_{r,\nu}(z)$ and $E_r(z)$ given $h|_{\hat{C}\setminus B_{\lambda_2 r}(z)}$, for another constant $\lambda_3$. The occurrence of $E_r(z)$ can be thought of as the statement that "$h|_{A_{\lambda_1 r, \lambda_2 r}(z)}$ is sufficiently well behaved that $E_{r,\nu}(z)$ has a chance to occur".

• We do not require our events to be defined for all $r > 0$, but rather only for values of $r$ in a suitably “dense” set $R \subset (0, \infty)$. The reason why we need to allow for this is that the results of Section 3 only hold for values of $r$ in a suitably dense set.

• We work with a given “base scale” $r > 0$ (e.g., we consider points in $\tau U$ instead of in $U$) and we require our estimates to be uniform in the choice of $r$. The reason for this is that we have only assumed tightness across scales (Axiom V) instead of exact scale invariance.

**Theorem 4.2.** There exists $\nu_\ast \in (0,1)$ depending on the choice of metric $D$ such that for each $0 < \mu < \nu \leq \nu_\ast$ and each $0 < \lambda_1 < \lambda_2 \leq \lambda_3 \leq \lambda_4 < \lambda_5$, there exists $p \in (0,1)$ such that the following is true. Suppose $\tau > 0$ and we are given a small number $\varepsilon_0 > 0$; a deterministic set of radii $R \subset (0, \varepsilon_0]$; events $E_r(z) \in \sigma(h)$ for $z \in \mathbb{C}$ and $r \in R$; events $E_{r,\nu}(z) \in \sigma(h)$ for $z \in \mathbb{C}$, $r \in R$, and $z, w \in \mathbb{C}$; and a deterministic constant $\Lambda > 1$ which satisfy the following properties.

1. (Density of $R$) For each $\varepsilon \in (0, \varepsilon_0]$, there exist $[\mu \log \varepsilon^{-1}]$ radii $r_1^\ast, \ldots, r_{[\mu \log \varepsilon^{-1}]}^\ast \in [\varepsilon^{1+\nu}, \varepsilon^{2r}] \cap R$ such that $r_{k}^\ast/r_{k-1}^\ast \geq \lambda_4/\lambda_1$ for each $k = 2, \ldots, [\mu \log \varepsilon^{-1}]$.

2. (Measurability) For each $z \in \mathbb{C}$ and $r \in R$, $E_r(z)$ is determined by $(h - h_{\lambda_3 r}(z))|_{A_{\lambda_1 r, \lambda_2 r}(z)}$ for each $z, w \in \mathbb{C}$, and $E_{r,\nu}(z)$ is determined by $h|_{B_{\lambda_2 r}(z)}$ and the (a.s. unique) $D_h$-geodesic from $z$ to $w$ stopped at the last time it exists $B_{\lambda_4 r}(z)$.

3. (Lower bound for $\mathbb{P}[E_r(z)]$) For each $z \in \mathbb{C}$ and $r \in R$, we have $\mathbb{P}[E_r(z)] \geq \mathbb{P}$.

4. (Comparison of $E_r(z)$ and $E_{r,\nu}(z)$) Suppose $z \in \mathbb{C}$, $r \in R$, $z, w$ are distinct points of $\mathbb{C} \setminus B_{\lambda_4 r}(z)$, and $P = P_{\varepsilon,\nu}$ is the $D_h$-geodesic from $z$ to $w$. Then a.s.

$$\Lambda^{-1}\mathbb{P}\left[E_r(z) \cap \{P \cap B_{\lambda_2 r}(z) \neq \emptyset\} \mid h|_{\hat{C}\setminus B_{\lambda_2 r}(z)}\right] \leq \mathbb{P}\left[E_{r,\nu}(z) \cap \{P \cap B_{\lambda_2 r}(z) \neq \emptyset\} \mid h|_{\hat{C}\setminus B_{\lambda_2 r}(z)}\right].$$

Under the above hypotheses, for each $q > 0$, $\ell \in (0,1)$, and bounded open set $U \subset \mathbb{C}$, it holds with probability tending to 1 as $\varepsilon \to 0$, at a rate depending only on $U, q, \ell, \mu, \nu, \{\lambda_i\}_{i=1,\ldots,5}, \varepsilon_0, \Lambda$, that for each $z, w \in (\varepsilon^q \mathbb{R}^2) \cap (\tau U)$ with $|z - w| \geq \ell r$, there exists $z \in \mathbb{C}$ and $r \in [\varepsilon^{1+\nu}, \varepsilon^{2r}]$ such that $P_{\varepsilon,\nu} \cap B_{\lambda_4 r}(z) \neq \emptyset$ and $E_{r,\nu}(z)$ occurs.

Theorem 4.1 is the special case of Theorem 4.2 where $R = (0, \infty)$; $\lambda_2 = \lambda_3 = \lambda_4 = 1$; $E_r(z)$ is the whole probability space; and $\tau = 1$. The parameter $p$ in Theorem 4.2 will eventually be chosen to be sufficiently close to 1 that we can apply Lemma 2.6 to cover a large region of space by balls $B_{\lambda_1 r}(z)$ for pairs $(z, r)$ such that $E_r(z)$ occurs (see Lemma 4.10).

The statement of Theorem 4.2 is easier to understand if one thinks of the particular setting in which we will apply it. Recall the optimal bi-Lipschitz constants from (1.21). For us, $E_r(z)$ will be the event that there exists a pair of points $u, v \in A_{\lambda_1 r, \lambda_2 r}(z)$ at Euclidean distance of order $r$ from each other for which $\tilde{D}_h(u, v) \leq c^2 D_h(u, v)$ for a constant $c^2 \in (c_* C_*)$; and some regularity conditions hold which are needed to ensure that conditions 2 and 4 in the theorem...
statement are satisfied. We will only be able to show that $P[E_r(z)]$ is bounded below for a “dense” set of scales $R$ as in condition 1 due to the results in Section 3. The event $\mathcal{E}_r^{\tau,\omega}(z)$ will be the event that, roughly speaking, the $D_h$-geodesic $P^{x,\omega}$ gets close to $u,v$ and hence (by the triangle inequality) hits a pair of points $P(s), P(t)$ at Euclidean distance of order $r$ from each other for which $\bar{D}_h(P(s), P(t)) \leq c_2D_h(P(s), P(t))$. More precisely, we will prove the following statement in Section 5.

**Proposition 4.3.** Assume (by way of eventual contradiction) that $c_* < C_*$. Let $0 < \mu < \nu \leq \nu_*$ and $c_* < c_1 < c_2 < C_*$. There exist universal constants $\{c_i\}_{i=1,...,5}$ and parameters $b, \rho \in (0,1)$ depending only on $\mu, \nu$ such that the following is true. Let $P$ be as in Theorem 4.2 for the above choice of $\mu, \nu$, $\{c_i\}_{i=1,...,5}$ and let $c' = c'(c_1, \mu, \nu) > c_*$ be as in Proposition 3.5 with $c' = c_1$. If $\beta \in (0,1)$ and $r > 0$ are such that $P[G_\beta(c''(\beta))] \geq \beta$ (in the notation (3.3)), then there exists $\varepsilon_0 = \varepsilon_0(\beta, c_1, c_2, \mu, \nu) \in (0,1)$, a deterministic set of radii $R \subset (0, \varepsilon_0]$, events $E_r(z)$ and $\mathcal{E}_r^{\tau,\omega}(z)$, and a deterministic constant $\Lambda = \Lambda(c_1, c_2, \mu, \nu) > 1$ which satisfy the hypotheses of Theorem 4.2 with $\rho^{-1}r$ in place of $r$ and have the following additional property. Suppose $z \in \mathbb{C}$, $r \in \mathcal{R}$, and $z, w \in \mathbb{C} \setminus B_{4\varepsilon}^\cdot(z)$, and let $P = P^{x,\omega}$ be the $D_h$-geodesic from $z$ to $w$. If $\mathcal{E}_r^{\tau,\omega}(z)$ occurs, then there are times $0 < s < t < |P|$ such that

$$P([s,t]) \subset B_{4\varepsilon_r}(z), \quad |P(s) - P(t)| \geq br, \quad \text{and} \quad \bar{D}_h(P(s), P(t)) \leq c_2D_h(P(s), P(t)).$$

(4.3)

Roughly speaking, Proposition 4.3 combined with Theorem 4.2 implies that the pairs of points $(u,v)$ such that $\bar{D}_h(u,v) \leq c_2D_h(u,v)$ and $|u - v|$ is not too small are sufficiently dense that a typical $D_h$-geodesic is extremely likely to get close to such a pair of points. This will be applied in Section 6 to derive a contradiction to the definition (1.21) of $C_*$ if we assume that $c_* < C_*$, and thereby to show that $c_* = C_*$. 

**4.1 Setup and outline**

Assume that we are in the setting of Theorem 4.2 for some $r > 0$. To lighten notation, we will also impose the assumption that $\lambda_1 = 1$ (the proof when $\lambda_1 \neq 1$ is identical, just with extra factors of $\lambda_3$ in various subscripts). Let $U \subset \mathbb{C}$ be open and bounded and let $t > 0$, as in the conclusion of Theorem 4.2. Also fix $\varepsilon \in (0, \varepsilon_0]$ and distinct points $z, w \in \mathbb{C}U$ with $|z - w| \geq 4\varepsilon r$ (the reason for the factor of 4 here is to reduce factors of 4 elsewhere). Let

$$P = P^{z,\omega} := (D_h\text{-geodesic from } z \text{ to } w).$$

(4.4)

To lighten notation, throughout the rest of this section we will not include the parameters $r, \varepsilon, z, w$ in the notation. But, we will always require that all estimates are uniform in the choice of $r, z,$ and $w$ (we will typically be sending $\varepsilon \to 0$). Since we will commonly be growing metric balls starting from $z$, we also introduce the following abbreviations for $z \in \mathbb{C}$ and $r, s > 0$:

$$\mathcal{E}_r(z) = \mathcal{E}_r^{\tau,\omega}(z), \quad B_s^\bullet := B_s^\bullet(z; D_h) \quad \text{and} \quad \tau_r := \tau_r(z) = \inf\{s > 0 : B_s^\bullet \not\subset B_r(z)\},$$

(4.5)

where here we recall that $B_s^\bullet(z; D_h)$ is the filled metric ball.

We now define several objects which we will work with throughout the rest of this section. See Figure 3 for an illustration. Fix $\beta \in (0,1)$ to be chosen later, in a manner depending only on $D$.

Define

$$s_k := \tau_r + k\varepsilon \beta e^{\xi h_0}(z) \quad \text{and} \quad t_k := s_k + \varepsilon^2 \beta e^{\xi h_0}(z) \in [s_k, s_{k+1}], \quad \forall k \in \mathbb{N}_0.$$  

(4.6)
Figure 3: Illustration of the objects defined in Section 4.1. The two filled LQG metric balls $\mathcal{B}_{sk}^* \subset \mathcal{B}_{tk}^*$ centered at $z$ are shown, along with the set of points $\text{Conf}_k \subset \partial \mathcal{B}_{sk}^*$ hit by leftmost $D_h$-geodesics from $z$ to $\partial \mathcal{B}_{tk}^*$ (alternating blue and purple) and the set of arcs $\mathcal{I}_k$ of $\partial \mathcal{B}_{tk}^*$ consisting of points whose leftmost $D_h$-geodesics hit the same point of $\text{Conf}_k$. Several representative leftmost $D_h$-geodesics are shown for each such arc. We have also shown in green several of the balls $B_r(z)$ for $(z,r) \in \mathcal{Z}_k$. Each such ball has radius in $[\varepsilon_1^r + r, \varepsilon_2 r]$ and its Euclidean distance from $\mathcal{B}_{tk}^*$ is of order $\varepsilon$. We have highlighted examples of one such ball $B_r(z)$ for which the event $\text{Stab}_{k,r}(z)$ of (4.11) occurs (light green), i.e., each of the red $D_h(\cdot, \cdot; \mathbb{C} \setminus B_r(z))$-geodesics from $z$ to points of $\partial \mathcal{B}_{tk}^*$ hit the same arc of $\mathcal{I}_k$. We have also highlighted one ball for which $\text{Stab}_{k,r}(z)$ does not occur (pink).

By Theorem 2.15, it is a.s. the case that for each $k \in \mathbb{N}_0$ there are only finitely many points of $\partial \mathcal{B}_{sk}^*$ which are hit by leftmost $D_h$-geodesics from $z$ to $\partial \mathcal{B}_{tk}^*$. Let $\text{Conf}_k \subset \partial \mathcal{B}_{sk}^*$ be the set of such points and let $\mathcal{I}_k$ be the set of subsets of $\partial \mathcal{B}_{tk}^*$ of the form

$$\{ y \in \partial \mathcal{B}_{tk}^* : \text{leftmost } D_h \text{-geodesic from } z \text{ to } y \text{ passes through } x \} \quad \text{for } x \in \text{Conf}_k. \quad (4.7)$$

By [GM19a, Lemma 2.7], $\mathcal{I}_k$ is a collection of disjoint arcs of $\partial \mathcal{B}_{tk}^*$ whose union is all of $\partial \mathcal{B}_{tk}^*$. We also note that by Axiom II, $\mathcal{I}_k$ is determined by $\mathcal{B}_{tk}^*$ and $h|_{\mathcal{B}_{tk}^*}$.

For much of this section, we will work with the increasing filtration

$$\mathcal{F}_k := \sigma \left( \mathcal{B}_{tk}^*, h|_{\mathcal{B}_{tk}^*}, P|_{[0, s_k]} \right), \quad \forall k \in \mathbb{N}_0. \quad (4.8)$$

Conditioning on all of $P|_{[0, s_k]}$ may seem rather extreme, but thanks to the confluence of geodesics this conditioning is equivalent to a much tamer looking conditioning.

**Lemma 4.4.** We have the equivalent representation

$$\mathcal{F}_k = \sigma \left( \mathcal{B}_{tk}^*, h|_{\mathcal{B}_{tk}^*}, \text{arc of } \mathcal{I}_k \text{ which contains } P(t_k) \right). \quad (4.9)$$

**Proof.** On the event that the target point $w$ of $P$ lies in $\mathcal{B}_{tk}^*$, the path $P|_{[0, s_k]}$ is determined by $(\mathcal{B}_{tk}^*, h|_{\mathcal{B}_{tk}^*})$. On the complementary event $\{ w \notin \mathcal{B}_{tk}^* \}$, we have $P(s_k) \in \partial \mathcal{B}_{sk}^*$ and $P|_{[0, s_k]}$ is the
a.s. unique $D_h(\cdot, \cdot; B^*_{t_k})$-geodesic from $z$ to $P(s_k)$. Hence, on this event $P|_{[0,s_k]}$ is determined by $(B^*_{t_k}, h|_{B^*_{t_k}}, P(s_k))$. Moreover, $P|_{[0,t_k]}$ is a.s. the unique (hence also leftmost) $D_h$-geodesic from $z$ to $P(t_k)$, hence $P(s_k)$ is one of the points of $\mathcal{I}_k$. By the definition of $\mathcal{I}_k$, this point is determined by which arc of $\mathcal{I}_k$ contains $P(t_k)$.

We now introduce the set of Euclidean balls $B_r(z)$ which we will consider when trying to produce a ball for which $\mathcal{E}_r(z)$ occurs. With $r_1^\varepsilon, \ldots, r_{k+1}^\varepsilon \in [\varepsilon^{1+\nu} \mathbb{R}_+ \cap \mathcal{R}$ as in condition 1 from Theorem 4.2, let $\mathcal{Z}_k$ for $k \in \mathbb{N}$ be the set of pairs $(z, r)$ such that

$$z \in \frac{\lambda_1 \varepsilon^{1+\nu} \mathbb{R}_+}{0} \mathbb{R}^2, \quad r \in \left\{r_1^\varepsilon, \ldots, r_{k+1}^\varepsilon \right\}, \quad \text{and} \quad \text{dist}(z, \partial B^*_{t_k}) \in [\lambda_4 \varepsilon^2, 2\lambda_4 \varepsilon^2]. \quad (4.10)$$

Note that $\mathcal{Z}_k \in \sigma(B^*_{t_k})$.

We want to say that with extremely high probability, there are many values of $k \in \mathbb{N}_0$ for which the event $\mathcal{E}_r(z)$ occurs for some $(z, r) \in \mathcal{Z}_k$ such that $P \cap \lambda_2^r \neq \emptyset$. We will do this by lower-bounding the conditional probability given $\mathcal{F}_k$ that $\mathcal{E}_r(z)$ occurs for at least one $(z, r) \in \mathcal{Z}_k$, then considering a polynomial (in $\varepsilon$) number of values of $k$ and applying a standard concentration inequality for binomial random variables.

In order to say something useful about the conditional law given $\mathcal{F}_k$ of what happens in one of the balls $B_r(z)$ for $(z, r) \in \mathcal{Z}_k$, we need to know that making a small change to what happens in $B_r(z)$ does not affect which arc of $\mathcal{I}_k$ contains $P(t_k)$. For $z \in \mathbb{C}$ and $r > 0$, we therefore let $\text{Stab}_{k,r}(z)$ be the event that $(z, r) \in \mathcal{Z}_k$ and

$$\text{Each } D_h(\cdot, \cdot; \mathbb{C} \setminus B_r(z))-\text{geodesic from } z \text{ to a point of } \partial B_r(z) \text{ hits } \partial B^*_{t_k} \text{ in the same arc of } \mathcal{I}_k. \quad (4.11)$$

Here, by a $D_h(\cdot, \cdot; \mathbb{C} \setminus B_r(z))-\text{geodesic from } z \text{ to a point } x \in \partial B_r(z)$ we mean a path from $z$ to $x$ in $\mathbb{C} \setminus B_r(z)$ which has minimal $D_h$-length among all such paths and which does not hit $\partial B_r(z)$ except at $x$. Note that such a geodesic need not exist for every point of $\partial B_r(z)$. However, if $P$ is a $D_h$-geodesic started from $z$ which enters $B_r(z)$, then $P$, stopped at the first time when it enters $B_r(z)$, is a $D_h(\cdot, \cdot; \mathbb{C} \setminus B_r(z))-\text{geodesic from } z \text{ to a point of } \partial B_r(z)$.

In Section 4.4, we will use various quantitative results on confluence of geodesics from [GM19a] to show that with high probability $\text{Stab}_{k,r}(z)$ occurs for most of the pairs $(z, r) \in \mathcal{Z}_k$ such that $P$ enters $\lambda_2^r(z)$. The reason why the events $\text{Stab}_{k,r}(z)$ are useful is the following lemma.

**Lemma 4.5.** For each $z \in \mathbb{C}$, $r > 0$, and $k \in \mathbb{N}_0$ the event $\text{Stab}_{k,r}(z)$ of (4.11) is a.s. determined by $h|_{\mathbb{C} \setminus B_r(z)}$. Furthermore, on the event $\text{Stab}_{k,r}(z) \cap \{P \cap \lambda_2^r(z) \neq \emptyset\}$, both $(B^*_{t_k}, h|_{B^*_{t_k}})$ and the arc of $\mathcal{I}_k$ which contains $P(t_k)$ are a.s. determined by $h|_{\mathbb{C} \setminus B_r(z)}$ and the indicator $1_{\text{Stab}_{k,r}(z) \cap \{P \cap \lambda_2^r(z) \neq \emptyset\}}$.

In particular, for any event $F \in \mathcal{F}_k$ the event $F \cap \text{Stab}_{k,r}(z) \cap \{P \cap \lambda_2^r(z) \neq \emptyset\}$ is a.s. determined by $h|_{\mathbb{C} \setminus B_r(z)}$ and the indicator $1_{\text{Stab}_{k,r}(z) \cap \{P \cap \lambda_2^r(z) \neq \emptyset\}}$.

**Proof.** Since $B^*_{t_k}$ is a local set for $h$ (Lemma 2.1) and since balls $B_r(z)$ for $(z, r) \in \mathcal{Z}_k$ are disjoint from $B^*_{t_k}$, we find that $\{(z, r) \in \mathcal{Z}_k\}$ is determined by $h|_{\mathbb{C} \setminus B_r(z)}$. Furthermore, $(B^*_{t_k}, h|_{B^*_{t_k}})$ and hence also $\mathcal{I}_k$ is determined by $h|_{\mathbb{C} \setminus B_r(z)}$ on the event $\{(z, r) \in \mathcal{Z}_k\}$. By Axiom II, it then follows that $\text{Stab}_{k,r}(z)$ is determined by $h|_{\mathbb{C} \setminus B_r(z)}$.

Since $\text{Stab}_{k,r}(z) \subset \{(z, r) \in \mathcal{Z}_k\}$, we already know that $(B^*_{t_k}, h|_{B^*_{t_k}})$ is a.s. determined by $h|_{\mathbb{C} \setminus B_r(z)}$ on the event $\text{Stab}_{k,r}(z)$. On the event $\{P \cap \lambda_2^r(z) \neq \emptyset\}$, the $D_h$-geodesic $P$ stopped at the first time it enters $B_r(z)$ is a $D_h(\cdot, \cdot; \mathbb{C} \setminus B_r(z))-\text{geodesic from } z \text{ to a point of } \partial B_r(z)$. If $\text{Stab}_{k,r}(z)$ occurs, then every such $D_h(\cdot, \cdot; \mathbb{C} \setminus B_r(z))-\text{geodesic passes through the same arc of } \mathcal{I}_k$, and we can
Figure 4: Schematic outline of Section 4. An arrow between two sections/results means that the first is used in the proof of the second. Note that Proposition 4.3 is proven in Section 5 and Theorem 1.9 is proven in Section 6.

see which arc this is by observing $h|_{\mathcal{C}\setminus B_r(z)}$. Therefore, on $\text{Stab}_{k,r}(z) \cap \{P \cap B_r(z) \neq \emptyset\}$, the arc of $\mathcal{I}_k$ which contains $P(t_k)$ is a.s. determined by $h|_{\mathcal{C}\setminus B_r(z)}$ and $\mathbbm{1}_{\text{Stab}_{k,r}(z) \cap \{P \cap B_r(z) \neq \emptyset\}}$.

The last statement of the lemma follows from the second statement and Lemma 4.4.

We define the set of “good” pairs

$$Z^E_k := \{(z, r) \in Z_k : E_r(z) \cap \text{Stab}_{k,r}(z) \cap \{P \cap B_{\lambda_2 r}(z) \neq \emptyset\} \text{ occurs}\} \quad (4.12)$$

and the set of “very good” pairs

$$Z^e_k := \{(z, r) \in Z_k : E_r(z) \cap \text{Stab}_{k,r}(z) \cap \{P \cap B_{\lambda_2 r}(z) \neq \emptyset\} \text{ occurs}\}. \quad (4.13)$$

The proof of Theorem 4.1 is based on lower-bounding the conditional probability that $Z^e_k \neq \emptyset$ given $\mathcal{F}_k$, which allows us to say that the number of $k$ for which $Z^e_k \neq \emptyset$ stochastically dominates a binomial random variable. To lower-bound $\mathbb{P}[Z^e_k \neq \emptyset | \mathcal{F}_k]$, we will first establish a lower bound for $\mathbb{P}[Z^e_k \neq \emptyset | \mathcal{F}_k]$ in terms of $\mathbb{P}[Z^F_k \neq \emptyset | \mathcal{F}_k]$ using condition 4 in Theorem 4.2 (Section 4.2). We will then show that it is very likely that $Z^F_k \neq \emptyset$ for many values of $k$ (Section 4.4). This will imply that it is very likely that there are many values of $k$ for which $\mathbb{P}[Z^F_k \neq \emptyset | \mathcal{F}_k]$ is bounded below, and hence there are many values of $k$ for which $\mathbb{P}[Z^e_k \neq \emptyset | \mathcal{F}_k]$ is bounded below (Section 4.5). We will now outline the rest of the proof of Theorem 4.2. See Figure 4 for a schematic illustration of how the various results in this section fit together.

In Section 4.2, we show that for each $k \in \mathbb{N}$, $\mathbb{P}[Z^e_k \neq \emptyset | \mathcal{F}_k]$ is bounded below by $\varepsilon^{2\nu+o_\nu(1)} \mathbb{P}[Z^e_k \neq \emptyset | \mathcal{F}_k]$, minus a small error. The reason why this is true is that (4.2) together with Lemma 4.5 allows us to lower-bound $\mathbb{E}[\#Z^F_k | \mathcal{F}_k]$ in terms of $\mathbb{E}[\#Z^e_k | \mathcal{F}_k]$. Then, Lemma 2.12 along with a Payley-Zygmund type argument allows us to transfer from a lower bound for $\mathbb{E}[\#Z^e_k | \mathcal{F}_k]$ to a lower bound for $\mathbb{P}[Z^e_k \neq \emptyset | \mathcal{F}_k]$. Here, one should think of $\nu$ as being small (relative to $\beta$), so that $\varepsilon^{2\nu+o_\nu(1)}$ is not too much different from $\varepsilon^{o_\nu(1)}$.

In Section 4.3, we define a global regularity event $\mathcal{E}_r$ which we will truncate on for most of the rest of the proof and show that it occurs with high probability. This event includes various bounds for $D_h$-distances (e.g., Hölder continuity), but the most important condition is that $E_r(z)$ occurs for many pairs $(z, r)$. To make the latter condition occur with high probability, we will make $p$ sufficiently close to 1 to allow us to apply Lemma 2.6 and a union bound.
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In Section 4.4, we show that if we truncate on \( \mathcal{E}_r \), then with very high probability there are many values of \( k \) for which \( Z_k^E \neq \emptyset \). Since the definition of \( \mathcal{E}_r \) already includes the condition that \( E_r(z) \) occurs for many pairs \((z, r) \in \mathcal{Z}_k\), the main difficulty here is showing that \( \text{Stab}_{k,r}(z) \) occurs for most of the pairs \((z, r) \) such that \( P \cap \mathcal{B}_{\lambda r}(z) \neq \emptyset \). This will be accomplished by applying the results on confluence of geodesics from [GM19a], as reviewed in Section 2.5, and multiplying over \( k \) to get concentration. We will choose the parameter \( \beta \) from (4.6) to be small so that we have enough “room” between \( \partial \mathcal{B}^*_{i_k} \) and \( \partial \mathcal{B}^*_{t_k} \) for various confluence effects to occur.

In Section 4.5, we will transfer from the statement that “\( Z_k^E \neq \emptyset \)” for many values of \( k \) to the statement that “\( Z_k^e \neq \emptyset \)” for many values of \( k \). This will be accomplished using the result of Section 4.2 and an elementary probabilistic lemma (Lemma 4.17) which allows us to convert between conditional and unconditional probabilities. We will then complete the proof of Theorem 4.2 by truncating on \( \mathcal{E}_r \) and then taking a union bound over many pairs of initial and terminal points \( z, w \).

In Section 4.6, we collect the proofs of some geometric lemmas which are stated in Sections 4.4 and 4.5, but whose proofs are postponed to avoid distracting from the core of the argument. These geometric lemmas are used to control the behavior of \( D_h \)-geodesics on the regularity event \( \mathcal{E}_r \).

### 4.2 Comparison of \( E_r(z) \) and \( \mathcal{E}_r(z) \)

Recall the definitions of the filtration \( \{F_k\}_{k \geq 0} \) from (4.8), the set of “good” pairs \( Z_k^E \) from (4.12), and the set of “very good” pairs \( Z_k^e \) from (4.13). The events \( E_r(z) \) are easier to work with than the events \( \mathcal{E}_r(z) \) since \( E_r(z) \) has high probability and is determined locally by \( h \). The goal of this subsection is to prove the following lemma, which will eventually allow us to transfer from a lower bound for the probability that \( Z_k^E \neq \emptyset \) to a lower bound for the probability that \( Z_k^e \neq \emptyset \).

**Lemma 4.6.** Let \( M > 0 \). On the event \( \{ \mathcal{B}_{t_k}^* \subset B_{-M}(z) \} \cap \{ w \notin B_{3\lambda_1}\mathcal{E}(B_{t_k}^*) \} \), it holds except on an event of probability \( o_{\varepsilon}^{\infty}(\varepsilon) \) that

\[
\mathbb{P} \left[ Z_k^e \neq \emptyset \mid F_k \right] \geq \varepsilon^{2\nu + o_{\varepsilon}(1)} \mathbb{P} \left[ Z_k^E \neq \emptyset \mid F_k \right] - o_{\varepsilon}^{\infty}(\varepsilon),
\]

where the rates of the \( o_{\varepsilon}(1) \) and \( o_{\varepsilon}^{\infty}(\varepsilon) \) are deterministic and depend only on \( M, \mu, \nu, \{\lambda_i\}_{i=1,\ldots,5} \).

Nothing from this section besides Lemma 4.6 is used in subsequent subsections. Lemma 4.6 will eventually be a consequence of condition 4 of Theorem 4.2, which together with Lemma 4.5 allows us to compare the conditional expectations of \( \# Z_k^E \) and \( \# Z_k^e \) given \( F_k \). To transfer from a lower bound for the conditional expectation of \( \# Z_k^E \) to a lower bound for the probability that \( Z_k^e \neq \emptyset \), we will use a Payley-Zygmund type argument. For this purpose we need the following upper bound for \( \# Z_k^e \), which comes from Lemma 2.12 and Markov’s inequality (to transfer from unconditional to conditional probability).

**Lemma 4.7.** Let \( M > 0 \) and \( \zeta \in (0, 1) \). On the event \( \{ \mathcal{B}_{t_k}^* \subset B_{-M} \mathcal{E}(z) \} \), it holds except on an event of probability \( o_{\varepsilon}^{\infty}(\varepsilon) \) as \( \varepsilon \to 0 \) that

\[
\mathbb{E} \left[ \# Z_k^e 1_{(\# Z_k^e > \varepsilon^{-2\nu-\zeta})} \mid F_k \right] = o_{\varepsilon}^{\infty}(\varepsilon),
\]

where the rate of the \( o_{\varepsilon}^{\infty}(\varepsilon) \) depends only on \( M, \zeta, \mu, \nu, \{\lambda_i\}_{i=1,\ldots,5} \).

**Proof.** By Lemma 2.12 (applied with \( M \lor (2/\zeta) \) in place of \( M \) and \( 4\lambda_4\varepsilon \) in place of \( \varepsilon \)), on the event \( \{ \mathcal{B}_{t_k}^* \subset B_{-M} \mathcal{E}(z) \} \) it is extremely unlikely that \( P \) spends a long time near \( \partial \mathcal{B}_{t_k}^* \): more precisely, it holds except on an event of probability \( o_{\varepsilon}^{\infty}(\varepsilon) \) as \( \varepsilon \to 0 \) that

\[
\text{area} \left( B_{4\lambda_4\mathcal{E}}(P) \cap B_{4\lambda_4\mathcal{E}}(\partial \mathcal{B}_{t_k}^*) \right) \leq \varepsilon^{2-\zeta/2} \pi^2.
\]
By (4.10), each ball $B_r(z)$ for $(z,r) \in Z_k$ is contained in $B_{4\lambda_4 \varepsilon r}(\partial B^*_k)$ and the maximal number of such balls which contain any given point of $C$ is at most a constant (depending only on $M, \mu, \nu, \{\lambda_i\}_{i=1, \ldots, 5}$) times $\varepsilon^{-2\nu} \log \varepsilon^{-1}$. By (4.13), each ball $B_r(z)$ for $(z,r) \in Z^\varepsilon$ is contained in $B_{4\lambda_4 \varepsilon r}(P)$. Therefore, the left side of (4.16) is at least a constant times $\varepsilon^{2+2\nu}(\log \varepsilon^{-1})^{-1} \pi^2 \# Z^\varepsilon_k$. From (4.16), we now get that

$$P \left[ \# Z^\varepsilon_k > \varepsilon^{-2\nu-\zeta}, \, B^*_k \subset B_{s-M_T}(z) \right] = o_{\varepsilon}(\varepsilon).$$  \hspace{1cm} (4.17)

Since $\{B^*_k \subset B_{s-M_T}(z)\} \subset F_k$, we can apply Markov’s inequality to deduce from (4.17) that

$$P \left[ \# Z^\varepsilon_k > \varepsilon^{-2\nu-\zeta} \mid F_k \right] 1_{(B^*_k \subset B_{s-M_T}(z))} = o_{\varepsilon}(\varepsilon).$$  \hspace{1cm} (4.18)

If $B^*_k \subset B_{s-M_T}(z)$, then (4.10) gives the trivial upper bound

$$\# Z^\varepsilon_k \leq \# Z_k \leq O_{\varepsilon} \left( \varepsilon^{-2M(1+\nu)} \log \varepsilon^{-1} \right).$$  \hspace{1cm} (4.19)

Combining (4.18) and (4.19) gives (4.15).

We will also need the following elementary probabilistic lemma which will be used in conjunction with Lemma 4.5 to transfer from conditional probabilities given $h_l | C \setminus B_r(z)$ to conditional probabilities given $F_k$.

**Lemma 4.8.** Let $(\Omega, \mathcal{M}, P)$ be a probability space. Let $\mathcal{F}, \mathcal{G} \subset \mathcal{M}$ be sub-$\sigma$-algebras. Let $E \in \mathcal{M}$ be an event such that $F \cap E \in \mathcal{G} \cup \sigma(E)$ for each $F \in \mathcal{F}$. Also let $G \in \mathcal{F} \cap \mathcal{G}$. Suppose $H_1, H_2 \in \mathcal{M}$ are events and $\Lambda > 0$ is a deterministic constant such that a.s.

$$P[H_1 \cap E \mid G] 1_G \leq \Lambda P[H_2 \cap E \mid G] 1_G.$$  \hspace{1cm} (4.20)

Then a.s.

$$P[H_1 \cap E \mid F] 1_G \leq \Lambda P[H_2 \cap E \mid F] 1_G.$$  \hspace{1cm} (4.21)

**Proof.** Let $\mathcal{G}' := \mathcal{G} \cup \sigma(E)$. On the event that $P[E \mid G] > 0$, for any $H \in \mathcal{M}$,

$$P[H \cap E \mid \mathcal{G}'] = \frac{P[H \cap E \mid G]}{P[E \mid G]} 1_E.$$  \hspace{1cm} (4.22)

On the event that $P[E \mid G] = 0$, we instead have $P[H \cap E \mid \mathcal{G}'] = 0$. Applying (4.22) with $H = H_1$ and with $H = H_2$ and plugging the results into (4.20) shows that a.s.

$$P[H_1 \cap E \mid G'] 1_G \leq \Lambda P[H_2 \cap E \mid G'] 1_G.$$  \hspace{1cm} (4.23)

We claim that for any $H \in \mathcal{M}$, a.s.

$$E \left[ P[H \cap E \mid G'] \mid F \right] 1_G = P[H \cap E \mid F] 1_G.$$  \hspace{1cm} (4.24)

Once (4.24) is proven, we can take the conditional expectations given $F$ of both sides of (4.23) to get (4.21). To prove (4.24), let $F \in \mathcal{F}$. By hypothesis, $F \cap E \in \mathcal{G}'$. Therefore,

$$E \left[ E \left[ P[H \cap E \mid G'] \mid F \right] 1_G \right] = E \left[ P[H \cap E \mid G'] 1_{F \cap G} \right] \quad (\text{since } F \cap G \in \mathcal{F})$$  

$$= E \left[ E \left[ 1_{H \cap E} \cdot G' \right] 1_{F \cap G \cap E} \right] \quad (\text{since } E \in \mathcal{G}' \text{ and } 1_E 1_E = 1_E)$$  

$$= E \left[ 1_{H \cap E} \cdot G' \cap E \right] \quad (\text{since } F \cap G \cap E \in \mathcal{G}')$$  

$$= P[H \cap F \cap G \cap E].$$  \hspace{1cm} (4.25)

By the definition of conditional expectation, this implies (4.24).
Proof of Lemma 4.6. Recall that we are assuming that $\lambda_3 = 1$, so that our hypothesis (4.2) says that for $(z, r) \in \mathbb{C} \times \mathcal{R}$ such that $z, w \notin B_{\lambda_3 r}(z)$,

$$
\mathbb{P} \left[ E_r(z) \cap \{ P \cap B_{\lambda_3 r}(z) \neq \emptyset \} \mid h|_{\mathbb{C} \setminus B_r(z)} \right] \leq \Lambda \mathbb{P} \left[ E_r(z) \cap \{ P \cap B_{\lambda_3 r}(z) \neq \emptyset \} \mid h|_{\mathbb{C} \setminus B_r(z)} \right].
$$

(4.26)

Since $\text{Stab}_{k,r}(z) \in \sigma(h|_{\mathbb{C} \setminus B_r(z)})$ (Lemma 4.5), we infer from (4.26) and the definitions (4.12) and (4.13) of $Z_k^E$ and $Z_k^F$ that for each $(z, r) \in \mathbb{C} \times \mathcal{R}$ such that $z, w \notin B_{\lambda_3 r}(z)$, a.s.

$$
\mathbb{P} \left[ (z, r) \in Z_k^E \mid h|_{\mathbb{C} \setminus B_r(z)} \right] \leq \Lambda \mathbb{P} \left[ (z, r) \in Z_k^F \mid h|_{\mathbb{C} \setminus B_r(z)} \right].
$$

(4.27)

We will now deduce from (4.27) and Lemma 4.8 that on $\{(z, r) \in Z_k \cap \{ w \notin B_{3\lambda_3 r}(B^*_k) \}, a.s.\}$

$$
\mathbb{P} \left[ (z, r) \in Z_k^E \mid \mathcal{F}_k \right] \leq \Lambda \mathbb{P} \left[ (z, r) \in Z_k^F \mid \mathcal{F}_k \right].
$$

(4.28)

In particular, we will apply Lemma 4.8 with $\mathcal{F} = \mathcal{F}_k, G = \sigma(h|_{\mathbb{C} \setminus B_r(z)}), E = \text{Stab}_{k,r}(z) \cap \{ P \cap B_r(z) \neq \emptyset \}$, $G = \{(z, r) \in Z_k \cap \{ w \notin B_{3\lambda_3 r}(B^*_k) \}, H_1 = \{(z, r) \in Z_k^E \}, and H_2 = \{(z, r) \in Z_k^E \}$. We check the hypotheses of Lemma 4.8 with the above choice of parameters, starting with the requirement that the event $G$ defined above belongs to $\mathcal{F}_k \cap \sigma(h|_{\mathbb{C} \setminus B_r(z)})$. Indeed, it is clear from the definition (4.10) of $Z_k$ that $G \in \sigma(B^*_k, h|_{B^*_k})$. By the definition (4.9) of $\mathcal{F}_k$, we have $G \in \mathcal{F}_k$. By Lemma 4.5, also $G \in \sigma(h|_{\mathbb{C} \setminus B_r(z)}).$ By the definition (4.10) of $Z_k$, if $G$ occurs with positive probability then we must have we have $z, w \notin B_{\lambda_3 r}(z)$, so in particular (4.27) holds a.s. on $G$. By Lemma 4.5, the intersection of any event in $\mathcal{F}_k$ with $\text{Stab}_{k,r}(z) \cap \{ P \cap B_r(z) \neq \emptyset \}$ is a.s. determined by $h|_{\mathbb{C} \setminus B_r(z)}$ and $1_{\text{Stab}_{k,r}(z) \cap \{ P \cap B_r(z) \neq \emptyset \}}$. We may therefore apply Lemma 4.8 to deduce (4.28) from (4.27).

Summing (4.28) over all $(z, r) \in Z_k$ gives that on $\{ w \notin B_{3\lambda_3 r}(B^*_k) \}$

$$
\mathbb{E} \left[ \# Z_k^E \mid \mathcal{F}_k \right] \geq \Lambda^{-1} \mathbb{E} \left[ \# Z_k^E \mid \mathcal{F}_k \right] \geq \Lambda^{-1} \mathbb{P} \left[ Z_k^E \neq \emptyset \mid \mathcal{F}_k \right].
$$

(4.29)

By Lemma 4.7, for each $\zeta \in (0, 1)$, on the event $\{ B^*_k \subset B_{\varepsilon^{-M}(z)} \}$, it holds except on an event of probability $o_{\varepsilon}^{\infty}(\varepsilon) \neq 0$ that

$$
\mathbb{E} \left[ \# Z_k^E \mid \mathcal{F}_k \right] \leq \varepsilon^{-2\nu - \zeta} \mathbb{P} \left[ 0 < \# Z_k^E \mid \mathcal{F}_k \right] + \mathbb{E} \left[ \# Z_k^E \mid \# Z_k^E > \varepsilon^{-2
u - \zeta} \mid \mathcal{F}_k \right] \leq \varepsilon^{-2\nu - \zeta} \mathbb{P} \left[ Z_k^E \neq \emptyset \mid \mathcal{F}_k \right] + o_{\varepsilon}^{\infty}(\varepsilon).
$$

(4.30)

Combining (4.29) and (4.30) gives that on the event $\{ B^*_k \subset B_{\varepsilon^{-M}(z)} \} \cap \{ w \notin B_{3\lambda_3 r}(B^*_k) \}$, it holds except on an event of probability $o_{\varepsilon}^{\infty}(\varepsilon)$ that

$$
\varepsilon^{-2\nu - \zeta} \mathbb{P} \left[ Z_k^E \neq \emptyset \mid \mathcal{F}_k \right] + o_{\varepsilon}^{\infty}(\varepsilon) \geq \Lambda^{-1} \mathbb{P} \left[ Z_k^E \neq \emptyset \mid \mathcal{F}_k \right].
$$

(4.31)

Re-arranging this inequality then sending $\zeta \to 0$ gives (4.14). \qed

4.3 Global regularity event

Throughout most of the rest of the proof of Theorem 4.2, we will truncate on a global regularity event which we define in this subsection. The parameter $\mathbb{P} \in (0, 1)$ of Theorem 4.2 has to be chosen sufficiently close to 1 to allow us to apply Lemma 2.6 to make the probability of one of the conditions in the event as close to 1 as we like. We emphasize that our global regularity event does not depend on the particular choice of $z, w$ in (4.4).
Fix bounded, connected open sets $U \subset V \subset \mathbb{C}$ and parameters $\nu, \ell > 0$ ($\nu$, $U$, and $\ell$ are the parameters from Theorem 4.2). Also fix, once and for all, parameters $\chi \in (0, \xi(Q - 2))$ and $\chi' > \xi(Q + 2)$ as in Lemma 2.8, chosen in a manner which depends only on $\gamma$ (we will not make the dependence on these parameters explicit). For $\tau > 0$ and $a \in (0, 1)$, let $E_{\tau} = E_{\tau}(a, \nu, \ell, U, V)$ be the event that the following is true.

1. (Comparison of domains) $\sup_{z,w \in \tau U} D_h(z, w) \leq D_h(\tau U, \tau V)$.

2. (Comparison of $D_h$-balls and Euclidean balls) For each $z \in \mathbb{C}$ and $r > 0$, let $\tau_r(z)$ be the smallest $t > 0$ for which the filled $D_h$-metric ball $B^*_h(z; D_h)$ intersects $\partial B_r(z)$, as in (2.23). Then for each $z \in B_{4\ell}(\tau V)$, we have $B_{\tau_r(z)}(z) \subset B^*_h(z; D_h)$ and

$$\min\{\tau_{2\ell}(z) - \tau_r(z), \tau_{3\ell}(z) - \tau_{2\ell}(z)\} \geq a \max\left\{c_{\ell}e^{\xi h_{\tau}(z)}, c_{\ell} e^{\xi h_{\tau}(z)}\right\}. \quad (4.32)$$

3. (Hölder continuity) For each $z, w \in B_{4\ell}(\tau V)$ with $|z - w| \leq a\ell$,

$$c_{\ell}^{-1}e^{-\xi h_{\tau}(0)}D_h(z, w) \geq \left\|\frac{z - w}{\ell}\right\|^{\chi'} \quad \text{and} \quad c_{\ell}^{-1}e^{-\xi h_{\tau}(0)}D_h(z, w; B_{2|z - w|}(z)) \leq \left\|\frac{z - w}{\ell}\right\|^{\chi}. \quad (4.33)$$

4. (Comparison of circle averages) We have

$$\sup_{z \in \tau V} |h_{\tau}(z) - h_{\tau}(0)| \leq a^{-1}. \quad (4.34)$$

5. (Existence of good annuli) Define $r_1^\varepsilon, \ldots, r_{e [\mu \log e^{-1}]}^\varepsilon \in [\varepsilon^{1+\nu} \ell, e \ell] \cap \mathbb{N}$ as in condition 1 from Theorem 4.2. For each $\varepsilon \in (0, a\ell] \cap \{2^{-n}\}_{n \in \mathbb{N}}$ and each $z \in \left(\frac{\lambda \varepsilon^{1+\nu} \ell^2}{4} \right) \cap B_{4\ell}(\tau V)$, there exists at least one $r \in \{r_1^\varepsilon, \ldots, r_{e [\mu \log e^{-1}]}^\varepsilon\}$ for which $E_{r}(z)$ occurs.

6. (Bounds for radii used to control geodesics) Define the radii $\rho_{\tau, \varepsilon}(z)$ for $\varepsilon > 0$ and $z \in \mathbb{C}$ as in Lemma 2.13 and the discussion just preceding it. For each $e \in (0, a] \cap \{2^{-n}\}_{n \in \mathbb{N}}$ and each $z \in \left(\frac{\varepsilon^{1+\nu} \ell^2}{4} \right) \cap B_{4\ell}(\tau V)$, we have $\rho_{\tau, \varepsilon}(z) \leq \varepsilon^{1/2} \ell$.

We note that the upper bound in (4.33) uses $D_h(z, w; B_{2|z - w|}(z)) \geq D_h(z, w)$ instead of $D_h(z, w)$. We will need this slightly stronger upper bound for $D_h$-distances in the proof of Lemma 4.18 below.

**Remark 4.9.** Due to conditions 2, 3, and 6, and since $\ell \in (0, 1)$, for each $z \in \tau U$ the event $E_{\tau}$ defined just above is contained in the event $E_{\tau}^\varepsilon(a)$ as defined just above Theorem 2.16 with $\ell \tau$ in place of $\tau$.

**Lemma 4.10.** There exists $\mathbb{P} \in (0, 1)$ depending only on $\mu, \nu, \{\lambda_i\}_{i=1, \ldots, 5}$ such that under the hypotheses of Theorem 4.2, the following is true. For each bounded open set $U \subset \mathbb{C}$, $\nu, \ell \in (0, 1)$, and $p \in (0, 1)$, there exists a bounded open set $V \supset U$ and a parameter $a \in (0, 1)$, depending only $U, \nu, \ell, p$, such that $\mathbb{P}[E_{\tau}] \geq p$ for each $\tau > 0$.

**Proof.** By Axiom V, we can find a bounded open set $V \supset U$, depending only on $U$, such that condition 1 in the definition of $E$ holds with probability at least $1 - (1 - p)/6$. Again using Axiom V, we can find a small enough $a \in (0, 1)$, depending on $\ell, V, p$, such that condition 2 holds with probability at least $1 - (1 - p)/6$. By Lemma 2.8, after possibly shrinking $a$ we can further arrange that condition 3 holds with probability at least $1 - (1 - p)/6$. By the continuity of the circle average process and the scale invariance of the law of $h$, modulo additive constant, after possibly further
shrinking $a$ we can arrange that condition 4 holds with probability at least $1 - (1 - p)/6$. By Lemma 2.6, conditions 2 and 3 of Theorem 4.2, and a union bound over all $z \in \left( \frac{\lambda_1 \tau_1 + \ell_1}{4} \right) \cap V$, if $p$ is chosen sufficiently close to 1, in a manner depending only on $\mu, \nu$, and $\{\lambda_i\}_{i=1, \ldots, n}$, then the probability of condition 5 in the definition of $\mathcal{E}_\tau$ tends to 1 as $a \to 0$, uniformly over the choice of $\tau$. Therefore, after possibly further shrinking $a$, we can arrange that condition 5 in the definition of $\mathcal{E}_\tau$ holds with probability at least $1 - (1 - p)/6$. By Lemma 2.13 and a union bound over values of $\varepsilon \in (0, a] \cap \{2^{-n}\}_{n \in \mathbb{N}}$, after possibly further shrinking $a$ we can also arrange that condition 6 in the definition of $\mathcal{E}_\tau$ holds with probability at least $1 - (1 - p)/6$.

\[\square\]

4.4 Geodesic stability event occurs at many times

Henceforth fix $p \in (0, 1)$ (which we will eventually send to 1), a bounded open set $U \subset \mathbb{C}$, and $\ell \in (0, 1)$ and let $V, a$ be as in Lemma 4.10 for this choice of $p, U, \ell$ and the given values of $\mu, \nu$ from Theorem 4.2. Let $\mathcal{E}_\tau$ be the event of Section 4.3 with this choice of parameters, so that $\mathbb{P}[\mathcal{E}_\tau] \geq p$. Define

\[K := \lfloor a \varepsilon^{-\beta} \rfloor - 1.\]  \hfill (4.35)

The significance of the value $K$ is that condition 2 in the definition of $\mathcal{E}_\tau$ implies that, in the notation (4.6),

\[s_{K+1} \leq \tau_{2\tau}, \quad \text{on } \mathcal{E}_\tau.\]  \hfill (4.36)

Recalling the parameter $\beta$ from (4.6) and the parameters $\chi < \chi'$ as in condition 3 in the definition of $\mathcal{E}_\tau$, we henceforth impose the requirement that

\[\beta \in (0, \chi/\chi').\]  \hfill (4.37)

We will make our final choice of $\beta$ in Proposition 4.11 just below.

Let $Z^E_k$ be as in (4.12) and let $K$ be as in (4.35). The goal of this section is to show that with high probability there are many values of $k \in [0, K]_\mathbb{Z}$ for which $Z^E_k \neq \emptyset$. In the next subsection, we will combine this with Lemma 4.6 to show that there are many values of $k \in [0, K]_\mathbb{Z}$ for which $Z^E_k \neq \emptyset$. The following proposition is the main result of this subsection and is the only statement from this subsection which is referenced in Section 4.5.

**Proposition 4.11.** There are small constants $\beta, \theta \in (0, 1)$ depending only on the choice of metric $D$ such that if we use this choice of $\beta$ in (4.6), then on $\mathcal{E}_\tau$ it holds except on an event of probability decaying faster than any positive power of $\varepsilon$, at a rate which is uniform in $r, z, w$, that there are at least $(1 - \varepsilon^\theta)K$ values of $k \in [0, K]_\mathbb{Z}$ for which $Z^E_k \neq \emptyset$.

By condition 5 in the definition of $\mathcal{E}_\tau$, we already know that on this event, for each $k \in [0, K]_\mathbb{Z}$ there are many pairs $(z, r) \in Z_k$ for which $P \cap B_{\lambda r}(z) \neq \emptyset$ and $E_r(z)$ occurs. The main point of this subsection is to show that there are many such pairs for which also the event $\text{Stab}_{k,r}(z)$ of (4.11) occurs. Roughly speaking, the idea of the proof is as follows; see Figure 5 for an illustration. If $P$ enters $B_r(z)$ but $\text{Stab}_{k,r}(z)$ fails to occur, then $P$ has to get “close” in some sense to one of the endpoints of one of the arcs in $\mathcal{I}_k$.\footnote{Technically speaking, we are only able to show (using Lemma 4.12 below) that $P$ has to enter a region which has one of these endpoints on its boundary and which can be disconnected from $\infty$ in $\mathbb{C} \setminus B^*_k$ by a small set.} Indeed, otherwise Hölder continuity allows us to force all of the $D_h(\cdot, \cdot; \mathbb{C} \setminus B_r(z))$-geodesics from $z$ to points of $\partial B_r(z)$ to hit the same arc of $\mathcal{I}_k$ as $P$. This is explained in Lemma 4.12.

On the other hand, if we choose $\beta$ sufficiently small then results from [GM19a] (in particular, Theorem 2.16) show that $\# \mathcal{I}_k$ is extremely likely to be of smaller order than $\varepsilon^{-\alpha}$, where $\alpha$ is the
Figure 5: Illustration of the proof of Proposition 4.11. The points in the set EndPts\(k\) of endpoints of arcs in \(\mathcal{I}_k\) are shown in red. We first use Theorem 2.16 to bound \(\#\text{EndPts}_k = \#\text{Conf}_k\). Lemma 4.13 allows us to choose for each \(y \in \text{EndPts}_k\) a point \(z_y \in \partial B_{t_k}^{*}\) (not shown) such that an arc of \(B_{16\varepsilon,2}(z)\) disconnects the set \(C_{y}^{\varepsilon,2}\) (defined just after Lemma 4.13) from \(\infty\) in \(\mathbb{C} \setminus B_{t_k}^{*}\). The set which this arc disconnects from \(\infty\), which contains \(C_{y}^{\varepsilon,2}\), is shown in pink. Note that the sets \(C_{y}^{\varepsilon,2}\) for different choices of \(y\) are allowed to overlap. Lemma 2.14 and a union bound over \(y \in \text{EndPts}_k\) shows that with high probability, for each \(y \in \text{EndPts}_k\), no \(D_h\)-geodesic from \(z\) to \(\partial B_{t_k}^{*}\) can enter any of the \(C_{y}^{\varepsilon,2}\)’s. This together with Lemma 4.12 allows us to show that \(\text{Stab}_{k,r}(z)\) occurs for each \((z,r) \in \mathbb{Z}_k\) such that \(P \cap B_r(z) \neq \emptyset\). One such ball \(B_r(z)\) is shown in green and several segments of \(D_h(\cdot, z; \mathbb{C} \setminus \overline{B_r(z)})\)-geodesics from 0 to points of \(\partial B_r(z)\) is shown in red.

Exponent from Lemma 2.14. We can therefore apply that lemma once for each of the endpoints of the \(\mathcal{I}_k\)’s and take a union bound to say that with polynomially high probability given \((\mathcal{B}_{t_k}^{*}, h|_{\mathcal{B}_{t_k}^{*}})\), no \(D_h\)-geodesic from \(z\) to a point at macroscopic distance from \(\partial B_{t_k}^{*}\) can get near any of the endpoints of the \(\mathcal{I}_k\)’s (Lemma 4.14). The claimed superpolynomial concentration when we truncate on \(\mathcal{E}_\tau\) comes from a standard concentration bound for independent Bernoulli random variables, provided we choose \(\theta\) to be sufficiently small relative to \(\alpha\).

In order to quantify how close \(D_h\)-geodesics get to the endpoints of the \(\mathcal{I}_k\)’s, we will need some deterministic definitions. Let \(U \subset \mathbb{C}\) be a connected domain such that \(\mathbb{C} \setminus U\) is compact and connected. View \(\partial U\) as a collection of prime ends. If \(X \subset U\), we define the prime end closure \(\text{Cl}'(X)\) to be the set of points in \(z \in U \cup \partial U\) with the following property: if \(\phi : U \cup \partial U \to \mathbb{C} \setminus \mathbb{D}\) is a conformal map, then \(\phi(z)\) lies in \(\phi(X)\). Following [GM19a, Equation (2.19)], for \(z, w \in U \cup \partial U\) we define

\[
d^U(z, w) = \inf \{ \text{diam}(X) : X \text{ is a connected subset of } U \text{ with } z, w \in \text{Cl}'(X) \},
\]

where here diam denotes the Euclidean diameter. Then \(d^U\) is a metric on \(U \cup \partial U\) which is bounded below by the Euclidean metric on \(\mathbb{C}\) restricted to \(U \cup \partial U\) and bounded above by the internal Euclidean metric on \(U \cup \partial U\). Note that \(d^U\) is not a length metric.

**Lemma 4.12.** Almost surely, if \(\mathcal{E}_\tau\) occurs then the following is true for every \(s \in [0, \tau_{3\varepsilon}]\), every non-trivial proper connected arc \(I \subset \partial B_s^{*}\), and every \(\varepsilon \in (0, a]\). Let \(P\) be a \(D_h\)-geodesic from \(z\) to a point outside of \(B_s^{*}\) which passes through \(I\) and suppose that in the notation (4.38), we have \(d^{\mathbb{C}\setminus B_s^{*}}(P, \partial B_s^{*} \setminus I) \leq \varepsilon\). There is a connected set \(X \subset \mathbb{C} \setminus B_s^{*}\) with Euclidean diameter at most \(2\varepsilon\chi/\chi\) such that \(P(s)\) and at least one of the two endpoints of \(I\) both lie in the prime end closure of the same bounded connected component of \(\mathbb{C} \setminus (B_s^{*} \cup X)\).
Figure 6: Illustration of the statement and proof of Lemma 4.12. If \( P \) gets \( d^\mathcal{C\setminus B_s^*} \)-close to \( \partial B_s^* \setminus I \), then there is a set \( X_0 \) of small Euclidean diameter which intersects \( P \) and \( \partial B_s^* \setminus I \). Moreover the Hölder continuity condition in the definition of \( \mathcal{E}_\tau \) implies that the Euclidean diameter of the segment of \( P \) between \( s \) and the first time it hits \( X_0 \) is small. The union \( X \) of this segment and \( X_0 \) disconnects one of the endpoints of \( I \) from \( \infty \).

**Proof.** See Figure 6 for an illustration of the statement and proof of the lemma. Assume that \( \mathcal{E}_\tau \) occurs and let \( s, I, \varepsilon, \) and \( P \) be as in the lemma statement. By hypothesis, for each \( \delta \in (0,1) \) there is a connected set \( X_0 \subset \mathcal{C} \setminus B_s^* \) which has Euclidean diameter at most \( (\varepsilon + \delta)\pi \) and which satisfies \( P \cap X_0 \neq \emptyset \) and \( \text{Cl}'(X_0) \cap (\partial B_s^* \setminus I) \neq \emptyset \). By possibly shrinking \( X_0 \), we can assume without loss of generality that \( \text{Cl}'(X_0) \cap (\partial B_s^* \setminus I) \) is a single prime end, which is necessarily in \( B_s^* \setminus I \).

Let \( t \) be the first time after \( s \) at which \( P \) hits \( X_0 \). By the upper bound in condition 3 in the definition of \( \mathcal{E}_\tau \), the \( D_h \)-diameter of \( X_0 \) is at most \( (\varepsilon + \delta)\pi \). Since \( P \) is a \( D_h \)-geodesic, \( P(t) \in X_0 \), and \( \text{Cl}'(X_0) \) contains a point of \( \partial B_s^* \) (which implies that \( D_h(X_0, \partial B_s^*) = 0 \)), it follows that \( t - s \leq (D_h \)-diameter of \( X_0 \) \) ≤ \( (\varepsilon + \delta)\pi \). By the lower bound in condition 3 in the definition of \( \mathcal{E}_\tau \), the Euclidean diameter of \( P([s,t]) \) is at most \( (\varepsilon + \delta)\pi \). The set \( X := X_0 \cup P([s,t]) \) has Euclidean diameter at most \( ((\varepsilon + \delta)\pi + \varepsilon + \delta)\pi \) and its prime end closure contains both the point \( P(s) \in I \) and a point of \( \partial B_s^* \setminus I \). Hence one of the connected components \( V \) of \( \mathcal{C} \setminus ( B_s^* \cup X ) \) is bounded and contains an endpoint of \( I \). Since \( \text{Cl}'(X) \) intersects \( I \) only at \( P(s) \) (here we use that \( \text{Cl}'(X_0) \cap \partial B_s^* \) is a single point), it follows that also \( P(s) \in \partial V \). We now conclude the proof by choosing \( \delta \) to be sufficiently small (depending on \( \varepsilon \)) so that \( (\varepsilon + \delta)\pi \) is less than \( 2\varepsilon \).

We will eventually apply the contrapositive of Lemma 4.12, i.e., we will say that if \( P \) does not enter a region which contains one of the endpoints of \( I \) and which is disconnected from \( \infty \) in \( \mathcal{C} \setminus B_s^* \) by a set of small diameter, then \( d^\mathcal{C\setminus B_s^*}(P; \partial B_s^* \setminus I) \) is bounded below. The following elementary deterministic lemma will be used in conjunction with Lemma 2.14 to prevent \( P \) from entering such a region (we will apply the lemma with \( \mathcal{K} = B_{\mu}^* \)).

**Lemma 4.13.** Let \( \mathcal{K} \subset \mathbb{C} \) be a compact connected set such that \( \mathcal{C} \setminus \mathcal{K} \) is connected and view \( \partial \mathcal{K} \) as a collection of prime ends. For \( y \in \partial \mathcal{K} \) and \( \varepsilon > 0 \), let \( \mathcal{C}_y^\varepsilon \) be the set of points in \( z \in \mathbb{C} \setminus \mathcal{K} \) such that the following is true. There is a connected set \( X \subset \mathbb{C} \setminus \mathcal{K} \) (allowed to depend on \( z \) and \( y, \varepsilon \)) with Euclidean diameter at most \( \varepsilon \) such that \( z \) and \( y \) lie in the prime end closure of the same bounded connected component of \( \mathcal{C} \setminus (X \cup \mathcal{K}) \). Then there is a single compact connected set \( Y_y^\varepsilon \subset \mathbb{C} \setminus \mathcal{K} \) of Euclidean diameter at most \( 16\varepsilon \) (depending only on \( y, \varepsilon \)) such that \( \mathcal{C}_y^\varepsilon \) is contained in the prime end closure of a single bounded connected component of \( \mathcal{C} \setminus (Y_y^\varepsilon \cup \mathcal{K}) \).
The proof of Lemma 4.13 is straightforward, but it takes a few paragraphs so we postpone it until Section 4.6 to avoid interrupting the proof of Theorem 4.2.

Returning now to the setting of Proposition 4.11, for \( k \in [0, K] \mathbb{Z} \) let \( \text{EndPts}_k \) be the set of endpoints of the arcs in \( E_k \). As in Lemma 4.13, for \( \delta > 0 \) we let \( C_y^\delta \) be the set of points in \((C \setminus B_{s_k}^\ast) \cup \partial B_{s_k}^\ast\) with the following property: there is a compact connected set \( X \subset C \setminus B_{s_k}^\ast \) with Euclidean diameter at most \( \delta \) such that \( z \) and \( y \) lie in the closure of the same bounded connected component of \( C \setminus (B_{s_k}^\ast \cup X) \).

**Lemma 4.14.** Fix \( \kappa \in (0, 1) \). If \( \beta, \theta \in (0, 1) \) are chosen sufficiently small, in a manner depending only on \( \kappa \) and the choice of metric \( D \), then on \( \mathcal{E}_\tau \) it holds except on an event of probability decaying faster than any positive power of \( \varepsilon \), at a rate which is uniform in \( \pi \), that there are at least \((1 - \varepsilon^{\theta})K\) values of \( k \in [0, K] \mathbb{Z} \) for which the following is true. In the notation introduced just above, no \( D_h \)-geodesic from \( z \) to \( \partial B_{s_k+1}^\ast \) can enter \( \bigcup_{y \in \text{EndPts}_k} C_y^\varepsilon \).

Proof. Fix parameters \( \theta, \omega \in (0, 1) \) to be chosen later, in a manner depending only on \( D \). We will first choose \( \beta \) in a manner depending on \( \omega, D \) and then choose \( \omega \) in a manner depending on \( \kappa, D \), and then choose \( \theta \) in a manner depending on \( \beta, \omega \). The parameter \( \kappa \) will be chosen in a manner depending only on \( D \) in the proof of Proposition 4.11 below.

We will first show, using Theorem 2.16, that if \( \beta \) is chosen to be sufficiently small (depending on \( \omega, D \)) then with extremely high probability on \( \mathcal{E}_\tau \) one has for each \( k \in [0, K] \mathbb{Z} \) that \( \# \text{Conf}_k \leq \varepsilon^{-\omega} \), which implies that \( \# \text{EndPts}_k \leq \varepsilon^{-\omega} \). We then show using Lemma 2.14 and a union bound over at most \( \varepsilon^{-\omega} \) elements of \( \text{EndPts} \) that if \( \omega \) is chosen to be sufficiently small (depending on the parameter \( \alpha \) of Lemma 2.14, which depends only on \( D \)), then for each \( k \) it holds with conditional probability at least \( 1 - \varepsilon^\omega \) when \( \mathcal{E}_\tau \) holds that no \( \partial \)-geodesics from \( z \) to \( \partial B_{s_k+1}^\ast \) can enter \( \bigcup_{y \in \text{EndPts}_k} C_y^\varepsilon \). Finally, we will use a standard concentration inequality for Bernoulli random variables to show that if \( \theta \) is chosen to be sufficiently small then with extremely high probability this happens for at least \((1 - \varepsilon^{\theta})K\) values of \( k \in [0, K] \mathbb{Z} \).

**Step 1:** bounding the number of confluence points. Recall from Section 4.1 that \( t_k = s_k + \varepsilon^{2\beta} \varepsilon^\ell_{h_0}(0) \) and \( \text{Conf}_k \) is the set of points of \( \partial B_{s_k}^\ast \) which are hit by leftmost \( D_h \)-geodesics from \( z \) to \( \partial B_{s_k}^\ast \). Due to Remark 4.9, we can apply Theorem 2.16 (with \( N = [\varepsilon^{-\omega}] \) and \( \tau = s_k \)) to get that if \( \beta \) is chosen sufficiently small, in a manner depending only on \( \omega, D \), then for each \( k \in [0, K] \mathbb{Z} \), the probability that \( \mathcal{E}_\tau \) occurs and \( \# \text{Conf}_k > \varepsilon^{-\omega} \) decays faster than any positive power of \( \varepsilon \). By a union bound over \( k \),

\[
P\left[ \mathcal{E}_\tau, \max_{k \in [0, K] \mathbb{Z}} \# \text{Conf}_k > \varepsilon^{-\omega} \right] = o^\infty(\varepsilon). \tag{4.39}
\]

**Step 2:** bounding the parameters from Lemma 2.14. Recall the radii \( \rho_{t, \varepsilon}(z) \), which appear in Lemma 2.13 and condition 6 in the definition of \( \mathcal{E}_\tau \) (the precise definition of these radii is not needed here, only their role in Lemma 2.14). To lighten notation, for \( k \in [0, K] \mathbb{Z} \) we define

\[
R_k := R_{t_k}^\varepsilon(B_{s_k}^\ast) = 6\max\left\{ \rho_{t_k, \varepsilon}(z) : z \in \left( \frac{\varepsilon^\theta_{t_k} \tau}{4} \right) \cap B_{\varepsilon^\theta_{t_k}}(B_{s_k}^\ast) \right\} + \varepsilon \tau, \quad \text{as in (2.21)}
\]

\[
\sigma_k := \sigma_{t_k, \varepsilon} = \inf\{s' > s : B_{R_k}(B_{s_k}^\ast) \subset B_{s'}^\ast \}, \quad \text{as in (2.22).} \tag{4.40}
\]

Note that we use (2.21) and (2.22) with \( \varepsilon^\ast \) in place of \( \varepsilon \).

On \( \mathcal{E}_\tau \), we have \( B_{s_k}^\ast \subset B_{\varepsilon^\theta_{t_k}} \subset B_{2\varepsilon^{2\beta}_h(\pi)} \subset B_{4\varepsilon^\theta_{t_k}}(z) \) for each \( k \in [0, K] \mathbb{Z} \) (see (4.36)). Hence we can apply condition 6 in the definition of \( \mathcal{E}_\tau \) and the definition (4.40) of \( R_k \) to get that if \( \varepsilon \) is chosen sufficiently small, depending on \( a \) and \( \kappa \), then on \( \mathcal{E}_\tau \), we have \( R_k \leq (6\varepsilon^\kappa/2 + \varepsilon^\kappa/2)\pi \leq 7\varepsilon^\kappa/2\pi \).
for each $k \in [0, K]$. By combining this with the upper bound for $D_h$-distances from condition 3 in the definition of $E_\tau$, we get that $B_{R_k}(B^*_{t_k}) \subset B^*_{t_k + 7k \varepsilon^\chi/2 \varepsilon^\chi e^{\Omega(0)}}$. By this together with the definition of $\sigma_k$ and condition 4 in the definition of $E_\tau$ (to replace $h_\varepsilon(0)$ with $h_\varepsilon(\varepsilon)$), on $E_\tau$ we have $\sigma_k \leq t_k + A \varepsilon^\chi/2 \varepsilon^\chi e^{\ell_\varepsilon(\varepsilon)}$, where $A = 7k \varepsilon^{\chi/\alpha}$ is an unimportant constant.

We henceforth assume that $\beta < \kappa \chi/2$, so that by the conclusion of the preceding paragraph and the definition (4.6) of $t_k$ and $s_{k+1}$, for small enough $\varepsilon \in (0, 1)$ (how small depends only on $a, \beta, \kappa$),

$$\sigma_k \leq t_k + (\varepsilon^\beta - \varepsilon^2 \beta) \varepsilon^\chi e^{\ell_\varepsilon(\varepsilon)} = s_{k+1}, \quad \forall k \in [0, K]_\varepsilon, \quad \text{on } E_\tau. \tag{4.41}$$

**(Step 3): killing off geodesics near the endpoints with polynomially high probability.** Recall that EndPts$k$ denotes the set of endpoints of arcs in $\mathcal{I}_k$. We have $\#\text{EndPts}_k = \#\mathcal{I}_k$. By Lemma 4.13, each of the sets $C_y^* \varepsilon^\tau$ can be disconnected from $\infty$ in $\mathbb{C} \setminus B^*_{t_k}$ by a connected subset of $\mathbb{C} \setminus B^*_{t_k}$ of Euclidean diameter at most $16\varepsilon^\tau$. By an argument as in (4.41), if $\varepsilon \in (0, 1)$ is chosen sufficiently small (how small depends only on $\beta, \kappa$), then $B_{16\varepsilon^\tau}(B^*_{t_k}) \subset B^*_{s_{k+1}}$. We may therefore choose for each $y \in \text{EndPts}_k$ a point $z_y \in \partial B^*_{t_k}$, in a manner depending only on $(B^*_{t_k}, h|_{B^*_{t_k}})$, with the following property.

(*) Every path in $\mathbb{C} \setminus B^*_{t_k}$ from $C_y^* \varepsilon^\tau$ to $\mathbb{C} \setminus B^*_{s_{k+1}}$ must enter $B_{16\varepsilon^\tau}(z_y)$.

By Lemma 2.14 (applied with $\tau = t_k$ and $16\varepsilon^\chi$ in place of $\varepsilon$), there are constants $C_0 > 1$ and $\alpha > 0$, depending only on the choice of metric, and an event $G_y$ for each $y \in \text{EndPts}_k$ such that $G_y \in \sigma(B^*_{t_k}, h|_{B^*_{t_k}})$ and the following is true.

A. If $R_k \leq \text{diam}(B^*_{t_k})$ and $G_y$ occurs, then no $D_h$-geodesic from $z$ to a point of $\mathbb{C} \setminus B^*_{\sigma_k}$ can enter $B_{16\varepsilon^\tau}(z_y) \setminus B^*_{t_k}$.

B. Almost surely, $\mathbb{P}[G_y|B^*_{t_k}, h|_{B^*_{t_k}}] \geq 1 - C_0 \varepsilon^\alpha$.

Henceforth assume that $\omega \in (0, \alpha \kappa/2)$. On the event $\{\#\text{Conf}_k \leq \varepsilon^{-\omega}\}$ (which is in $\sigma(B^*_{t_k}, h|_{B^*_{t_k}})$ and has high probability by (4.39)), we can take a union bound over at most $\varepsilon^{-\omega}$ elements of EndPts$k$ to get

$$\mathbb{P} \left[ \bigcap_{y \in \text{EndPts}_k} G_y \bigg| B^*_{t_k}, h|_{B^*_{t_k}} \right] \geq 1 - C_0 \varepsilon^{\alpha \kappa - \omega}. \tag{4.42}$$

Since $\omega < \kappa \chi/2$, the right side of (4.42) is at least $1 - \varepsilon^\omega$ for small enough $\varepsilon \in (0, 1)$ (how small depends only on $\alpha, \kappa, \omega, C_0$). This implies that for each such $\varepsilon$,

$$\mathbb{P} \left[ \left( \bigcap_{y \in \text{EndPts}_k} G_y \right)^c, \sigma_k \leq s_{k+1}, \#\text{Conf}_k \leq \varepsilon^{-\omega} \bigg| B^*_{t_k}, h|_{B^*_{t_k}} \right] \leq \varepsilon^\omega. \tag{4.43}$$

Note that we have added the additional event $\{\sigma_k \leq s_{k+1}\}$, for reasons which will become apparent just below.

**(Step 4): independence across radii to get concentration.** The radius $\sigma_k$ is a stopping time for $\{(B_s, h|_{B_s})\}_{s \geq 0}$, so the event inside the conditional probability in (4.43) belongs to $\sigma(B^*_{s_{k+1}}, h|_{B^*_{s_{k+1}}})$. Since $t_{k+1} \geq s_{k+1}$, it therefore follows from (4.43) that the number of $k \in [0, K]_{\varepsilon}$ for which either $\bigcap_{y \in \text{EndPts}_k} G_y$ occurs, $\sigma_k > s_{k+1}$, or $\#\text{Conf}_k > \varepsilon^{-\omega}$ stochastically dominates a binomial distribution.
with $K$ trials and success probability $1 - \varepsilon^\omega$. By Hoeffding’s inequality, for any choice of $\theta \in (0, 1)$ the probability that there are fewer than $(1 - \varepsilon^\theta)K$ such values of $k$ is at most
\[ \exp\left( -2(\varepsilon^\theta - \varepsilon^\omega)^2K \right). \]
Since $K = [a\varepsilon^{-\beta}] - 1$ by (4.35), this last quantity decays faster than any positive power of $\varepsilon$ provided we take $\theta \in (0, \min\{\omega, \beta/2\})$.

By (4.41), on $\mathcal{E}_r$ we have $\sigma_k \leq s_{k+1}$ for each $k \in [0, K]_\mathbb{Z}$. By (4.39), if $\mathcal{E}_r$ occurs then except on an event of probability $o^\infty_\varepsilon(\varepsilon)$ we have $\#\text{Conf}_k \leq \varepsilon^{-\omega}$ for each $K \in [0, K]_\mathbb{Z}$. Combining these observations with the preceding paragraph shows that
\[ \mathbb{P}\left[ \mathcal{E}_r, \# \left\{ k \in [0, K]_\mathbb{Z} : \bigcap_{y \in \text{EndPts}_k} G_y \text{ occurs} \right\} < (1 - \varepsilon^\theta)K \right] = o^\infty_\varepsilon(\varepsilon). \tag{4.44} \]

Recall that $R_k \leq 7\varepsilon^{\kappa/2}x$ on $\mathcal{E}_r$ (see this discussion just after (4.40)). As $t_k \geq \tau_{\ell_r}$ we have that $\text{diam } B^*_t \geq \varepsilon r$. By choosing $\varepsilon > 0$ sufficiently small we can arrange so that $\varepsilon r \geq 7\varepsilon^{\kappa/2}x$. That is, $R_k \leq \text{diam } B^*_t$ on $\mathcal{E}_r$ provided $\varepsilon$ is chosen sufficiently small (in a manner depending only on $\kappa$ and $\ell$). Consequently, (4.44) together with property A of $G_y$ show that on $\mathcal{E}_r$, it holds except on an event of probability $o^\infty_\varepsilon(\varepsilon)$ that there are at least $(1 - \varepsilon^\theta)K$ values of $k \in [0, K]_\mathbb{Z}$ for which no $D_h$-geodesic from $z$ to a point outside of $B^*_{\sigma_k}$ can enter $\bigcup_{y \in \text{EndPts}_k} B_{16\varepsilon^3x}(z_y) \setminus B^*_t$. By (4.41), this holds in particular for each $D_h$-geodesic from $z$ to $\partial B^*_{t_k}$.

A $D_h$-geodesic started from $z$ can hit $\partial B^*_{t_k}$ at most once. Therefore, the defining property $(*)$ of $z_y$, applied to the path $P'(t_k, |P'|)$, shows that for each $k$ as in the preceding paragraph, no $D_h$-geodesic from $z$ to $\partial B^*_{s_{k+1}}$ can enter $\bigcup_{y \in \text{EndPts}_k} C_y^*$. \hfill \qed

To deduce Proposition 4.11 from Lemma 4.14, we need some quantitative control on the $D_h(\cdot, \cdot ; C \setminus B_r(z))$-geodesics appearing in the definition 4.11 of $\text{Stab}_{k,r}(z)$. The needed control is provided by the following lemma.

**Lemma 4.15.** If $\mathcal{E}_r$ occurs, then for each $k \in [0, K]_\mathbb{Z}$, each $(z, r) \in \mathcal{Z}_k$, and each $D_h(\cdot, \cdot ; C \setminus B_r(z))$-geodesic $P' : [0, |P'|] \to C \setminus B_r(z)$ from $z$ to a point of $\partial B_r(z)$, we have
\[ \text{diam } P'(t_k, |P'|) \leq \varepsilon^{\chi/\lambda'}x, \tag{4.45} \]
with a deterministic implicit constant depending only on $a$ and $\lambda_4$, where $\text{diam}$ denotes Euclidean diameter.

Lemma 4.15 is a straightforward consequence of the definition of $\mathcal{E}_r$. We postpone the proof until Section 4.6.

**Proof of Proposition 4.11.** Let $\chi, \chi'$ be the Hölder exponents from condition 3 in the definition of $\mathcal{E}_r$ and let $\beta, \theta \in (0, 1)$ be chosen so that the conclusion of Lemma 4.14 holds with $\kappa = \frac{1}{2}(\chi/\lambda')^2$. By Lemma 4.14, we only need to prove that if $\mathcal{E}_r$ occurs and $\varepsilon \in (0, 1)$ is chosen to be sufficiently small (in a deterministic manner which does not depend on $k$ or $x$), then the following is true. If $k \in [0, K]_\mathbb{Z}$ is such that no $D_h$-geodesic from $z$ to $\partial B^*_{s_{k+1}}$ can enter $\bigcup_{y \in \text{EndPts}_k} C_y^*$, then $\mathcal{Z}_k^E \neq \emptyset$.

Henceforth assume that $\mathcal{E}_r$ occurs and $k$ is as above. Recall the definition (4.10) of $\mathcal{Z}_k$. By condition 5 in the definition of $\mathcal{E}_r$, each point of $\partial B_{2\lambda_4 \varepsilon x}(B^*_t)$ is contained in a Euclidean ball $B_{3\lambda_4 \varepsilon x}(z)$ for some $(z, r) \in \mathcal{Z}_k$ for which $\mathcal{E}_r(z)$ occurs. By the definition (4.10), each of these Euclidean balls has radius $r \leq \varepsilon x$ so is contained in $B_{4\lambda_4 \varepsilon x}(B^*_t)$. Since $t_k \leq s_{k+1} \leq 3x$ (by (4.36)) and $|z - w| \geq 4\varepsilon x$,
if \( \varepsilon \) is sufficiently small then the union of these Euclidean balls disconnects \( \partial \mathcal{B}_{k}^{*} \) from \( w \). Therefore, \( P \) must enter \( B_{\lambda \varepsilon}(z) \) for some \((z, r) \in Z_{k}\) such that \( E_{r}(z) \) occurs.

We will now conclude the proof by showing that, in the notation (4.11),

\[
\text{Stab}_{r, k}(z) \text{ occurs for every } (z, r) \in Z_{k} \text{ with } P \cap B_{r}(z) \neq \emptyset. \tag{4.46}
\]

Recall that we are assuming that \( k \) is such that no \( D_{\eta} \)-geodesic from \( z \) to \( \partial \mathcal{B}_{s_{k+1}}^{*} \) can enter \( \bigcup_{y \in \text{EndPts}_{s_{k+1}}} C_{y}^{s_{k+1}^*} \). Since \( s_{k+1} \leq \tau_{s_{k+1}} \leq \tau_{s_{k+1}} - \varepsilon \), we must have \(|P| \geq s_{k+1}\), so \( P \) passes through \( \partial \mathcal{B}_{s_{k+1}}^{*} \). Hence \( P \mid [0, s_{k+1}] \) cannot enter \( \bigcup_{y \in \text{EndPts}_{s_{k+1}}} C_{y}^{s_{k+1}^*} \). Since \( P \) does not re-enter \( \mathcal{B}_{s_{k+1}}^{*} \) after time \( s_{k+1} \) and \( \bigcup_{y \in \text{EndPts}_{s_{k+1}}} C_{y}^{s_{k+1}^*} \subset B_{r, k}^{*} \), also \( P \) cannot enter \( \bigcup_{y \in \text{EndPts}_{s_{k+1}}} C_{y}^{s_{k+1}^*} \). From this and Lemma 4.12 (applied in the contrapositive direction with \((e^{\varepsilon}/2)\chi'/\chi \) in place of \( \varepsilon \) and \( I_{k} \) in place of \( I \)), we infer that if \( I_{k} \in \mathcal{I} \) is chosen so that \( P(t_{k}) \in I_{k} \), then

\[
d_{\mathbb{C}
abla \mathcal{B}_{k}^{*}}(P, \partial \mathcal{B}_{k}^{*} \setminus I_{k}) \geq (e^{\varepsilon}/2)\chi'/\chi. \tag{4.47}
\]

Now let \((z, r) \in Z_{k} \) with \( P \cap B_{r}(z) \neq \emptyset \) and let \( P' : [0, |P'|] \to \mathbb{C} \setminus B_{r}(z) \) be a \( D_{\eta} \cdot \cdot \cdot \mathbb{C} \setminus B_{r}(z) \)-geodesic from \( z \) to a point of \( \partial B_{r}(z) \). We will show that \( P'(t_{k}) \in I_{k} \) for any possible choice of \( P' \), which by definition implies that \( \text{Stab}_{r, k}(z) \) occurs. By Lemma 4.15,

\[
\text{diam}(P'([t_{k}, |P'|])) \leq \varepsilon \chi'/\chi. \tag{4.48}
\]

with a deterministic implicit constant depending only on \( a \) and \( \lambda_{4} \).

Since \( B_{r}(z) \subset \mathbb{C} \setminus \mathcal{B}_{k}^{*} \), the definition (4.38) of \( d_{\mathbb{C}
abla \mathcal{B}_{k}^{*}} \) implies that the \( d_{\mathbb{C}
abla \mathcal{B}_{k}^{*}} \)-diameter of \( B_{r}(z) \) is the same as its Euclidean diameter, which is \( 2\pi r \). Since \( P \cap B_{r}(z) \neq \emptyset \) and \( P'(|P'|) \in \partial B_{r}(z) \), it follows from (4.48) and the triangle inequality that for small enough \( \varepsilon \in (0, 1) \),

\[
d_{\mathbb{C}
abla \mathcal{B}_{k}^{*}}(P, P'(t_{k})) \leq \varepsilon \pi + \varepsilon \chi'/\chi \leq \varepsilon \chi'/\chi. \tag{4.49}
\]

Since \( \kappa < (\chi'/\chi)^{2} \), we infer that the left side of (4.49) is strictly smaller than \((e^{\varepsilon}/2)\chi'/\chi \) for small enough \( \varepsilon \in (0, 1) \) (depending only on \( a \) and \( \lambda_{4} \)). By combining (4.47) and (4.49) we infer that \( P'(t_{k}) \notin \partial \mathcal{B}_{k}^{*} \setminus I_{k} \). Hence \( P'(t_{k}) \in I_{k} \). Since this holds for every choice of \( P' \), we get that \( \text{Stab}_{r, k}(z) \) occurs, as required.

\section*{4.5 Transferring from \( E_{r}(z) \) to \( \mathcal{E}_{r}(z) \)}

We now want to combine Lemma 4.6 and Proposition 4.11 to say that with high probability, there are many pairs \((z, r) \in Z_{k} \) for which \( \mathcal{E}_{r}(z) \) occurs. In particular, we will establish the following statement.

\textbf{Proposition 4.16.} Let \( \beta, \theta \in (0, 1) \) be as in Proposition 4.11 and suppose we have chosen \( \nu \) sufficiently small that \( 4\nu < \beta \wedge \theta \). Also let \( \zeta \in (0, 1) \) be a small “error” parameter. If \( \mathcal{E}_{r} \) occurs, then except on an event of probability \( o_{\varepsilon}(\varepsilon) \), at a rate which is uniform in the choice of \( \pi, w, w' \), there are at least \( \varepsilon^{2\mu+\lambda}K \) values of \( k \in [0, K] \) for which \( Z_{k}^{E} \neq \emptyset \).

Lemma 4.6 gives a comparison of the conditional probabilities given \( \mathcal{F}_{k} \) of \( \{Z_{k}^{E} \neq \emptyset \} \) and \( \{Z_{k}^{E} \neq \emptyset \} \) (the reason why we have this comparison is that condition 4 in Theorem 4.2 has a comparison of conditional probabilities). On the other hand, Propositions 4.11 and 4.16 give statements which hold with high unconditional probability. To transfer between conditional and unconditional probabilities we will use the following elementary lemma.
Lemma 4.17. Let $K \in \mathbb{N}$ and let $E_0, \ldots, E_K$ be events (not necessarily independent). Also let $\mathcal{F}_1 \subset \mathcal{F}_2 \subset \cdots \subset \mathcal{F}_K$ be $\sigma$-algebras such that $E_k \in \mathcal{F}_{k+1}$ for each $k \in [0, K-1]_\mathbb{Z}$. For $\alpha \in (0, 1)$, $\delta \in (0, \alpha)$, and $m \in \mathbb{N}$,

$$
P \left[ \sum_{k=0}^{K} \mathbb{1}_{\{P[E_k | \mathcal{F}_k] \geq \alpha \}} \leq K - m, \sum_{k=0}^{K} \mathbb{1}_{E_k} \geq K - (1 - \alpha - \delta)m \right] \leq e^{-2\delta^2 m}. \quad (4.50)$$

Proof. For $j \in \mathbb{N}$, let $\tau_j$ be the $j$th smallest $k \in [0, K]_\mathbb{Z}$ for which $P[E_k | \mathcal{F}_k] < \alpha$, or $\tau_j = K + 1$ if no such $j$ exists. Then $\{\tau_j = k\} \in \mathcal{F}_k$ for each $k \in [0, K]_\mathbb{Z}$ and

$$
\left\{ \sum_{k=0}^{K} \mathbb{1}_{\{P[E_k | \mathcal{F}_k] \geq \alpha \}} \leq K - m \right\} = \left\{ \sum_{k=0}^{K} \mathbb{1}_{\{P[E_k | \mathcal{F}_k] < \alpha \}} \geq m + 1 \right\} = \{\tau_{m+1} \leq K\}. \quad (4.51)
$$

By the definition of the $\tau_j$'s, for each $j \in \mathbb{N}$,

$$
P\left[ E_{\tau_j}^c | \mathcal{F}_{\tau_j} \right] \geq 1 - \alpha. \quad (4.52)
$$

Since $E_{\tau_j} \in \mathcal{F}_{\tau_{j-1}}$ for each $j' \leq j - 1$, we can apply Hoeffding’s inequality for Bernoulli sums to get that for $m \in \mathbb{N}$ the probability that the number of $j \in [1, m+1]_\mathbb{Z}$ for which $E_{\tau_j}^c$ occurs is smaller than $(1 - \alpha - \delta)m$ is at most $e^{-2\delta^2 m}$. Therefore,

$$
P\left[ \tau_{m+1} \leq K, \sum_{j=0}^{K} \mathbb{1}_{E_j} \geq K - (1 - \alpha - \delta)m \right] \leq e^{-2\delta^2 m}. \quad (4.53)
$$

Combining this with (4.51) gives (4.50). \qed

We want to apply Lemma 4.17 to the events $\{Z_k^E \neq \emptyset\}$ and $\{Z_k^e \neq \emptyset\}$. However, these events are not $\mathcal{F}_{k+1}$-measurable. To get around this, we need to instead work with a slightly modified event which is $\mathcal{F}_{k+1}$-measurable. In particular, we will intersect each of $\{Z_k^E \neq \emptyset\}$ and $\{Z_k^e \neq \emptyset\}$ with the event $F_k$ of the following lemma.

Lemma 4.18. For each $k \in [0, K]_\mathbb{Z}$, there is an event $F_k \in \sigma\left(\mathcal{B}_{s_{k+1}}^*, h|_{\mathcal{B}_{s_{k+1}}^*}\right)$ with the following properties. If $\varepsilon$ is sufficiently small (how small depends only on $a$, $\lambda_4$), then whenever $\mathcal{E}_\varepsilon$ occurs also $\bigcap_{k=0}^{K} F_k$ occurs. Moreover, if $F_k$ occurs then $s_{k+1} \leq \tau_{2\varepsilon z}$ and for each $(z, r) \in \mathcal{Z}_k$ we have $B_{\lambda_{4r}}(z) \subset \mathcal{B}_{s_{k+1}}^*$ and the set of $D_h(\cdot, \cdot; \mathbb{C} \setminus \overline{B}_{r}(z))$-geodesics from $z$ to points of $\partial B_r(z)$ is determined by $(\mathcal{B}_{s_{k+1}}^*, h|_{\mathcal{B}_{s_{k+1}}^*})$.

Lemma 4.18 is a relatively straightforward consequence of the definition of $\mathcal{E}_\varepsilon$. The proof is postponed until Section 4.6. The event $F_k$ is defined explicitly in Lemma 4.21 below, but only the properties of the event given in Lemma 4.18 are important for our purposes.

Lemma 4.19. Let $F_k$ for $k \in [0, K]_\mathbb{Z}$ be the event of Lemma 4.18 and let $\mathcal{F}_k$ be the $\sigma$-algebra from (4.8). Then for $k \in \mathbb{N}$,

$$
\{Z_k^E \neq \emptyset\} \cap F_k \in \mathcal{F}_{k+1} \quad \text{and} \quad \{Z_k^e \neq \emptyset\} \cap F_k \in \mathcal{F}_{k+1}. \quad (4.54)
$$
Proof. By Lemma 4.18, we have $F_k \subset F_{k+1}$. By the definition (4.10) we also have $Z_k \subset F_k \subset F_{k+1}$.

We now argue that on $F_k$, the set $Z_k^E$ is determined by $F_{k+1}$. Since there are only countably many pairs $(z, r) \in \mathbb{C} \times (0, \infty)$ which can possibly belong to $Z_k^E$, it suffices to show that the event \{$(z, r) \in Z_k^E \cap F_k$} is $F_{k+1}$-measurable for each such pair $(z, r)$. Recall from (4.12) that $Z_k^E$ is the set of $(z, r) \in Z_k$ for which $E_r(z) \cap \text{Stab}_{r,k}(z) \cap \{P \cap B_{\lambda r}(z) \neq \emptyset\}$ occurs. By Lemma 4.18, if $F_k$ occurs then $B_{\lambda r}(z) \subset B_{s_{k+1}}^*$ for each $(z, r) \in Z_k$. Since $E_r(z)$ is determined by $h_{B_{\lambda r}(z)}$ (condition 2), it follows that $F_k \cap E_r(z) \cap \{(z, r) \in Z_k\} \subset F_{k+1}$ for each $(z, r) \in \mathbb{C} \times (0, \infty)$. Moreover, since $P|_{[0, s_{k+1}]} \subset F_{k+1}$ and $P$ does not re-enter $B_{s_{k+1}}^*$ after time $s_{k+1}$, we have $F_k \cap \{P \cap B_{\lambda r}(z) \neq \emptyset\} \cap \{(z, r) \in Z_k\} \subset F_{k+1}$ for each $(z, r)$. By (4.11), each of the events $\text{Stab}_{r,k}(z) \subset Z_k$ is determined by $F_k$ and the set of $D_k(\cdot, \cdot; \mathbb{C} \setminus B_r(z))$-geodesics from $z$ to points of $\partial B_r(z)$. By Lemma 4.18, it therefore follows that $F_k \cap \text{Stab}_{r,k}(z) \subset F_{k+1}$ for each $(z, r) \in Z_k$. Combining these statements shows that \{$Z_k^E \neq \emptyset$} $\cap F_k \subset F_{k+1}$.

Using condition 2 from Theorem 4.2, we similarly obtain that \{$Z_k^E \neq \emptyset$} $\cap F_k \subset F_{k+1}$.

Lemma 4.20. Let $\theta$ be as in Proposition 4.11 and let $F_k$ for $k \in \mathbb{N}$ be as in Lemma 4.18. If $E_\theta$ occurs, then except on an event of probability $o_\infty(\varepsilon)$ there are at least $(1 - 4\varepsilon^\theta)K$ values of $k \in [0, K]_\mathbb{Z}$ for which

\[ \mathbb{P}\left[\{(Z_k^E \neq \emptyset) \cap F_k \mid F_k\} \geq \frac{1}{2}\right] \geq \quad (4.55) \]

and

\[ \mathbb{P}\left[Z_k^E \neq \emptyset \mid F_k\right] \geq \varepsilon^{2\nu + o(1)}, \quad (4.56) \]

where the rate of the $o_\infty(1)$ in (4.56) is deterministic and depends only on $\nu$ and the choice of metric $D$.

Proof. For $k \in \mathbb{N}$, let $E_k := \{Z_k^E \neq \emptyset\} \cap F_k$. By Lemma 4.19, we have $E_k \subset F_{k+1}$. We may therefore apply Lemma 4.17 with $m = [4\varepsilon^\theta K]$, $\alpha = 1/2$, and $\delta = 1/4$ to get that

\[ \mathbb{P}\left[\sum_{k=0}^{K} \mathbb{1}_{(E_k \mid F_k)} \geq (1 - 4\varepsilon^\theta)K\right] \leq (1 - 4\varepsilon^\theta)K \cdot \sum_{k=0}^{K} \mathbb{1}_{E_k} \geq (1 - \varepsilon^\theta)K \quad = o_\infty(\varepsilon). \quad (4.57) \]

By Proposition 4.11 and Lemma 4.18, on $E_\theta$ it holds except on an event of probability $o_\infty(\varepsilon)$ that $\sum_{k=0}^{K} \mathbb{1}_{E_k} \geq (1 - \varepsilon^\theta)K$. Combining this with (4.57) shows that if $E_\theta$ occurs, then except on an event of probability $o_\infty(\varepsilon)$ there are at least $(1 - 4\varepsilon^\theta)K$ values of $k \in [0, K]_\mathbb{Z}$ for which (4.55) holds.

On $E_\theta$, for each $k \in [0, K]_\mathbb{Z}$ we have $B_{s_k}^* \subset B_{3\varepsilon^\theta}(\varepsilon)$ (by (4.36)) and $w \notin B_{3\varepsilon^\theta}(B_{s_k}^*)$ (since $|z - w| \geq 4\varepsilon \theta$). By Lemma 4.6, whenever these latter conditions hold it holds except on an event of probability $o_\infty(\varepsilon)$ that

\[ \mathbb{P}\left[Z_k^E \neq \emptyset \mid F_k\right] \geq \varepsilon^{2\nu + o(1)} \mathbb{P}\left[Z_k^E \neq \emptyset \mid F_k\right] - o_\infty(\varepsilon). \]

Combining this with (4.55) shows that if $E_\theta$ occurs, then except on an event of probability $o_\infty(\varepsilon)$ there are at least $(1 - 4\varepsilon^\theta)K$ values of $k \in [0, K]_\mathbb{Z}$ for which (4.55) and (4.56) both hold.

We now apply the estimate (4.56) to deduce Proposition 4.16.

Proof of Proposition 4.16. Let $F_k$ be the event of Lemma 4.18, so that by Lemma 4.4 we have \{$Z_k^E = \emptyset\} \cap F_k \subset F_{k+1}$. By Lemma 4.20, if $E_\theta$ occurs then except on an event of probability $o_\infty(\varepsilon)$ there are at least $(1 - 4\varepsilon^\theta)K$ values of $k \in [0, K]_\mathbb{Z}$ for which

\[ \mathbb{P}\left[\{(Z_k^E = \emptyset) \cap F_k \mid F_k\} \leq 1 - \varepsilon^{2\nu + \zeta/2}\right], \quad (4.58) \]
equivalently, there are at most $4\varepsilon^0K$ values of $k \in [0, K]_\mathbb{Z}$ for which
\[ P \left[ \left\{ Z_k^\varepsilon = \emptyset \right\} \cap F_k \mid \mathcal{F}_k \right] \geq 1 - \varepsilon^{2\nu+\zeta/2}. \]

By Lemma 4.17 applied with $E_k = \{ Z_k^\varepsilon = \emptyset \} \cap F_k$, $m = \{(1 - 4\varepsilon^0)K\}$, $\alpha = 1 - \varepsilon^{2\nu+\zeta/2}$, and $\delta = \varepsilon^{2\nu+\zeta/2}/2$, it follows that if $E_\varepsilon$ occurs and $\varepsilon$ is sufficiently small, then except on an event of probability at most
\[ \exp\left(-\frac{1}{2}\varepsilon^{4\nu+\zeta}[(1 - 4\varepsilon^0)K]\right) \]
there are at most
\[ K - (1 - \alpha - \delta)m \leq (1 - \varepsilon^{2\nu+\zeta/2}(1 - 4\varepsilon^0)/2)K \leq (1 - \varepsilon^{2\nu+\zeta})K \]
values of $k \in [0, K]_\mathbb{Z}$ for which $E_k$ occurs. Equivalently, there are at least $\varepsilon^{2\nu+\zeta}K$ values of $k \in [0, K]_\mathbb{Z}$ for which either $Z_k^\varepsilon \neq \emptyset$ or $F_k$ does not occur. By Lemma 4.18, on $E_\varepsilon$ the event $F_k$ occurs for every $k \in [0, K]_\mathbb{Z}$. Since $K > \varepsilon^{-\beta}$ (by (4.35)), if $4\nu < \beta$ then for a small enough choice of $\zeta \in (0, 1)$, the quantity (4.59) is of order $o^\varepsilon(z, \varepsilon)$. The proposition now follows. \qed

**Proof of Theorem 4.2.** Assume we are in the setting of the theorem statement with $\nu_* = \frac{1}{2}(\beta \wedge \theta)$. Fix $q > 0$. Recall that we have been fixing $z, w \in \pi U$ with $|z - w| \geq 4\ell r$ throughout this section. Proposition 4.16 implies that if $E_\varepsilon$ occurs, then for each fixed choice of $z, w \in (\varepsilon^q r \mathbb{Z}^2) \cap (\pi U)$ with $|z - w| \geq 4\ell r$, it holds except on an event of probability $o^\varepsilon(z, \varepsilon)$, at a rate which does not depend on $z, w$, or $\pi$, that there exists $k \in [0, K]_\mathbb{Z}$ for which the corresponding set $Z_k^\varepsilon$ of (4.13) is non-empty. By (4.13), this means that there exists $z \in \mathcal{C}$ and $r \in [\varepsilon^{1+\nu} \pi, \varepsilon^q] \cap \mathcal{R}$ such that $P_*, w \cap B_{\lambda_2 r}(z) \neq \emptyset$ and $E_\varepsilon(z, w) \cap \mathcal{R}$ occurs.

Since the definition of $E_\varepsilon$ does not depend on $z, w$, we can truncate on $E_\varepsilon$ then take a union bound over all pairs $z, w \in (\varepsilon^q r \mathbb{Z}^2) \cap (\pi U)$ with $|z - w| \geq 4\ell r$ to get that if $E_\varepsilon$ occurs, then except on an event of probability $o^\varepsilon(z, \varepsilon)$, it holds for each such pair $z, w$ that there exists $z \in \mathcal{C}$ and $r \in [\varepsilon^{1+\nu} \pi, \varepsilon^q] \cap \mathcal{R}$ such that $P_*, w \cap B_{\lambda_2 r}(z) \neq \emptyset$ and $E_\varepsilon(z, w) \cap \mathcal{R}$ occurs.

Since the parameters in the definition of $E_\varepsilon$ can be chosen so as to make $P[E_\varepsilon]$ as close to 1 as we like (Lemma 4.10), we obtain the theorem statement with $4\ell$ in place of $\ell$, which is sufficient since $\ell$ is arbitrary. \qed

### 4.6 Proofs of geometric lemmas

In this section we prove the geometric lemmas stated in Sections 4.4 and 4.5 whose proofs were postponed to avoid distracting from the main argument, namely Lemmas 4.13, 4.15, and 4.18. The arguments in this section use only the definitions in Sections 4.1 and 4.3. In particular, we do not use any of the results in Sections 4.4 or 4.5.

**Proof of Lemma 4.13.** See Figure 7 for an illustration. The proof consists of two main steps.

1. We show that there is a finite collection of connected sets $X \subset \mathbb{C} \setminus \mathcal{K}$ with Euclidean diameter at most $4\varepsilon$ such that each point of $C_\varepsilon^y$ is contained in the bounded connected component of $\mathbb{C} \setminus (\mathcal{K} \cup X)$ for one of these sets $X$. The sets $X$ can be taken to be appropriate boundary arcs of Euclidean balls of radius $2\varepsilon$.

2. We consider the maximal elements of our finite collection, i.e., those which do not lie in a bounded connected component of any other set in the collection. We show that any two
Step 1: reducing to finitely arcs of Euclidean balls. We will first reduce to considering only a finite collection of sets $X$ as in the statement of the lemma by looking at arcs of Euclidean balls. Let $\mathcal{B}$ be the set of closed Euclidean balls of the form $B = B_2 \varepsilon(z)$ for $z \in \frac{1}{2} \mathbb{Z}^2$ with the following properties: $B \cap \partial K \neq \emptyset$ and every unbounded connected subset of $\mathbb{C} \setminus K$ whose prime end closure contains $y$ has to intersect $B$. Since $K$ is compact, $\mathcal{B}$ is a finite set.

For $B \in \mathcal{B}$, the set $\partial B \setminus K$ is a countable union of open arcs of $\partial B$. Each such arc divides $\mathbb{C} \setminus K$ into a bounded connected component and an unbounded connected component. There is one such arc $Y_B$ with the property that $y$ lies on the boundary of the bounded connected component of $\mathbb{C} \setminus (K \cup Y_B)$ and $Y_B$ is not contained in the bounded connected component of $\mathbb{C} \setminus (K \cup X)$ for any other such arc $X \neq Y_B$. Note that since $B$ has radius $2 \varepsilon$, the arc $Y_B$ is connected and has Euclidean diameter at most $4 \varepsilon$.

For $B \in \mathcal{B}$, let $U_B$ be the bounded connected component of $\mathbb{C} \setminus (K \cup Y_B)$ so that $y \in \partial U_B$. We claim that

$$\forall z \in C_y, \exists B \in \mathcal{B} \text{ such that } z \in U_B. \quad (4.60)$$

Indeed, let $X$ be as in the definition of $C_y$ for our given $z$ and let $V_X$ be the bounded connected component of $\mathbb{C} \setminus X$ with $y$ on its boundary. Since $X$ has Euclidean diameter at most $\varepsilon$, we can find $B \in \mathcal{B}$ such that $X$ is contained in the interior of $B$. We claim that $V_X \subset U_B$, and hence $z \in U_B$. Since $X$ is connected and $X \cap Y_B \subset X \cap \partial B = \emptyset$, it follows that $X$ is either entirely contained in $U_B$ or $X$ is entirely contained in the unbounded connected component of $\mathbb{C} \setminus (K \cup Y_B)$. We claim that $X$ cannot be entirely contained in the unbounded connected component of $\mathbb{C} \setminus (K \cup Y_B)$. Indeed, by the definition of $X$, each unbounded connected subset of $\mathbb{C} \setminus K$ with $y$ on its boundary must
Step 2: maximal elements of $B$. We define a partial order on $B$ by declaring that $B \preceq B'$ if and only if $U_B \subset U_{B'}$. Let $B_\ast$ be the set of maximal elements of $B$, i.e., $B_\ast \in B_\ast$ if and only if there is no $B \in B \setminus \{B_\ast\}$ such that $B \preceq B$. Since $B$ is a finite set, for every $B \in B$ there exists $B_\ast \in B_\ast$ satisfying $B \preceq B_\ast$.

We claim that if $B_1, B_2 \in B_\ast$, then $Y_{B_1} \cap Y_{B_2} \neq \emptyset$. Indeed, if $Y_{B_1} \cap Y_{B_2} = \emptyset$ then $Y_{B_1}$ is contained in either $U_{B_2}$ or in the unbounded connected component of $C \setminus (B_2 \cup K)$. By the maximality of $B_1$, $Y_{B_1}$ must be contained in the unbounded connected component of $C \setminus (K \cup Y_{B_2})$. We will now argue that $U_{B_2} \subset U_{B_1}$, which will contradict the maximality of $B_2$. Indeed, by the definition of $Y_{B_1}$, every unbounded connected subset of $C \setminus K$ whose prime end closure contains $y$ has to intersect $Y_{B_1}$. Since $Y_{B_1}$ is disjoint from $U_{B_2}$ and $y \in Cl(U_{B_2})$, it follows that every unbounded connected subset of $C \setminus K$ which intersects $U_{B_2}$ has to intersect $Y_{B_1}$. Therefore, $U_{B_2} \subset U_{B_1}$, which gives the desired contradiction.

Since each set $Y_B$ for $B \in B$ has Euclidean diameter at most $4\varepsilon$, the preceding paragraph implies that the set $\bar{Y}_y^\varepsilon := \bigcup_{B \in B} \bar{Y}_B$ is connected and has Euclidean diameter at most $8\varepsilon$. Choose a Euclidean ball $\bar{B}$ of radius at most $8\varepsilon$ which contains $\bar{Y}_y^\varepsilon$. As in Step 1, there is a unique connected arc $Y_y^\varepsilon$ of $\partial \bar{B} \setminus K$ with the property that $y$ lies on the boundary of the bounded connected component of $C \setminus (K \cup Y_y^\varepsilon)$ and $Y_y^\varepsilon$ is not contained in the bounded connected component of $C \setminus (K \cup X)$ for any other such arc $X$. This arc $Y_y^\varepsilon$ has Euclidean diameter at most $16\varepsilon$. Then each $Y_{B_\ast}$ for $B_\ast \in B_\ast$, and hence also each $U_{B_\ast}$ for $B_\ast \in B_\ast$, is contained in the bounded connected component of $C \setminus (K \cup Y_y^\varepsilon)$. Since each $z \in C_y^\varepsilon$ is contained in $U_B$ for some $B \in B$, and hence in $U_{B_\ast}$ for some $B_\ast \in B_\ast$, we get that $Y_y^\varepsilon$ satisfies the desired property.

We now turn our attention to Lemmas 4.15 and 4.18. Both lemmas will be proven using the following statement, which in particular gives an explicit definition of the event $F_k$ of Lemma 4.18.
Lemma 4.21. For $k \in [0, K]_\mathbb{Z}$, let $F_k$ be the event that the following is true. We have $s_{k+1} \leq \tau_{2t_k}$ and for each $z \in B_{2\lambda t_k}(B^*_{t_k}) \setminus B_{\lambda t_k}(B^*_{t_k})$,

$$\sup_{u \in \partial B_{2\lambda t_k}(z)} D_h(z, u; B^*_{s_{k+1}} \setminus \overline{B_{\tau t_k}(z)}) \leq t_k + c\varepsilon \chi e^{\xi_{h_e}(\varepsilon)}, \quad (4.61)$$

where $\lambda_4$ is the constant from Theorem 4.2, $\chi$ is as in condition 3 in the definition of $\mathcal{E}_\tau$, and $c > 0$ is constant depending only on $a$, $\lambda_4$ (which we do not make explicit). If $\mathcal{E}_\tau$ occurs and $\varepsilon$ is sufficiently small (how small depends only on $a$, $\lambda_4$), then $F_k$ occurs for each $k \in [0, K]_\mathbb{Z}$.

The reason why we use internal distances in $B^*_{s_{k+1}} \setminus \overline{B_{\tau t_k}(z)}$ in (4.61) is as follows. Such distances are bounded above by $D_h(\cdot, \cdot; B_{\tau t_k}(z))-distances$ if $r \leq \varepsilon t_k$ (which is the case if $(z, r) \in Z_k$), which will be important for controlling $D_h(\cdot, \cdot; B_{\tau t_k}(z))-geodesics$. Furthermore, such distances are determined by $(B^*_{s_{k+1}}, \partial B^*_{s_{k+1}})$ by Axiom II, which will be important for the proof of Lemma 4.18. We also emphasize that the right side of (4.61) is smaller than $s_{k+1} = t_k + (\varepsilon^2 - \varepsilon^2)\chi e^{\xi_{h_e}(\varepsilon)}$ if $\varepsilon$ is small since $\beta < \chi$.

**Proof of Lemma 4.21.** See Figure 8 for an illustration of the statement and proof. Assume that $\mathcal{E}_\tau$ occurs. By (4.36), we have $s_{k+1} \leq \tau_{2t_k}$. Hence we just need to check (4.61). By the definition (4.6) of $t_k$ and $s_{k+1}$ and since $\beta < \chi/\chi'$ (by (4.37)), it holds for small enough $\varepsilon \in (0, 1)$ that

$$D_h(\partial B^*_{t_k}, \partial B^*_{s_{k+1}}) \geq (\varepsilon^2 - \varepsilon^2)\chi e^{\xi_{h_e}(\varepsilon)} > \varepsilon \chi e^{\xi_{h_e}(\varepsilon)}, \quad (4.62)$$

For $z \in B_{2\lambda t_k}(B^*_{t_k}) \setminus B_{\lambda t_k}(B^*_{t_k})$, the Euclidean circle $\partial B_{2\lambda t_k}(z)$ intersects $\partial B_{t_k}$. We can cover $\partial B_{2\lambda t_k}(z)$ by a $\lambda_4$-dependent constant number of Euclidean balls of the form $B_{\tau t_k}(w)$ for $w \in \partial B_{2\lambda t_k}(z)$. Note that since $\lambda_4 \geq 1$, the corresponding balls $B_{\tau t_k}(w)$ are disjoint from $B_{\lambda t_k}(z) \supset B_{t_k}(z)$. By the upper bound for $D_h$-distances from condition 3 in the definition of $\mathcal{E}_\tau$ and then condition 4 in the definition of $\mathcal{E}_\tau$, each such ball satisfies

$$\sup_{u, v \in B_{\tau t_k}(w)} D_h(u, v; B_{\tau t_k}(w)) \leq 2(\varepsilon/2)\chi e^{\xi_{h_e}(0)} \leq \varepsilon \chi e^{\xi_{h_e}(\varepsilon)}, \quad (4.63)$$

with the implicit constant depending only on $a$.

By summing (4.63) over all such balls $B_{\tau t_k}(w)$, using that $\partial B_{2\lambda t_k}(z) \cap \partial B_{t_k} \neq \emptyset$, and comparing to (4.62), we get that for small enough $\varepsilon$ each such ball $B_{\tau t_k}(w)$ is contained in $B^*_{s_{k+1}} \setminus \overline{B_{\tau t_k}(z)}$. We deduce that the $D_h(\cdot, \cdot; B^*_{s_{k+1}} \setminus \overline{B_{\tau t_k}(z)})$-diameter of $\partial B_{2\lambda t_k}(z)$ is at most a $\lambda_4$-dependent constant times $\varepsilon \chi e^{\xi_{h_e}(\varepsilon)}$. Since $\partial B_{2\lambda t_k}(z) \cap \partial B_{t_k} \neq \emptyset$, we get that the left side of (4.61) is at most $t_k + c\varepsilon \chi e^{\xi_{h_e}(\varepsilon)}$ for an appropriate constant $c$. $\square$

**Proof of Lemma 4.15.** Assume that $\mathcal{E}_\tau$ occurs and let $P'$ be a $D_h(\cdot, \cdot; B_{\tau t_k}(z))-geodesic$ from $z$ to a point of $\partial B_{\tau t_k}(z)$, as in the statement of the lemma. Let $t' \in [t_k, |P'|]_\mathbb{Z}$ be the last time that $P'$ hits $\partial B_{2\lambda t_k}(z)$. Since $B_{\tau t_k}(z)$ is disjoint from $B^*_{t_k}$, the segment $P'|[t_k, t_k]$ is a $D_h$-geodesic and $P'$ does not re-enter $B^*_{t_k}$ after time $t_k$. By (4.61) of Lemma 4.18 and since $P'$ is $D_h(\cdot, \cdot; B_{\tau t_k}(z))-geodesic$, it follows that the $D_h$-length of $P'|[0, t']$ (which equals $t'$) is at most $t_k + c\varepsilon \chi e^{\xi_{h_e}(\varepsilon)}$. Therefore, the $D_h$-length of $P'([t_k, t'])$ is at most $c\varepsilon \chi e^{\xi_{h_e}(\varepsilon)}$. By conditions 3 and 4 in the definition of $\mathcal{E}_\tau$, the Euclidean diameter of $P'([t_k, t'])$ is at most a $\lambda_4$-dependent constant times $\varepsilon \chi/\chi'$. Since $P'([t', |P'|]) \subset B_{2\lambda t_k}(z)$, we obtain (4.45). $\square$
Proof of Lemma 4.18. Define $F_k$ as in Lemma 4.21. That lemma tells us that $E_{x} \subset \bigcap_{k=0}^{K} F_k$ for small enough $\varepsilon \in (0,1)$ (depending only on $a, \lambda_4$). Furthermore, it is clear from the definition of $F_k$ and Axiom II that $F_k \in \sigma(B_{k+1}^{*}, h|_{B_{k+1}}^{*})$. Now assume that $F_k$ occurs. By definition, we have $s_k \leq \tau_{2 \varepsilon t_r}$. We consider $(z, r) \in Z_k$ and check that if $\varepsilon \in (0,1)$ is small enough, then $B_{\lambda \varepsilon t_r}(z) \subset B_{s_k+1}^{*}$ and the set of $D_h(\cdot, \cdot; C \setminus \overline{B_r(z)})$-geodesics from $z$ to points of $\partial B_r(z)$ is determined by $(B_{s_k+1}^{*}, h|_{B_{s_k+1}^{*}})$. Note that the right side of (4.61) satisfies $t_k + c e^{\gamma} \varepsilon k \leq s_{k+1}$. Since the left side of (4.61) is an upper bound for $\sup_{u \in \partial B_{2 \lambda \varepsilon t_r}(z)} D_h(z, u)$, it follows that $\partial B_{2 \lambda \varepsilon t_r}(z) \subset B_{s_k+1}^{*}$. Since $B_{\lambda \varepsilon t_r}(z) \subset B_{\lambda \varepsilon t_r}(z)$ (by (4.10)) and $B_{s_k+1}^{*}$ contains every point which it disconnects from $\infty$, we therefore have $B_{\lambda \varepsilon t_r}(z) \subset B_{s_k+1}^{*}$.

Finally, we claim that a $D_h(\cdot, \cdot; C \setminus \overline{B_r(z)})$-geodesic from $z$ to a point of $\partial B_r(z)$ is the same as a $D_h(\cdot, \cdot; B_{s_k+1}^{*} \setminus \overline{B_r(z)})$-geodesic from $z$ to a point of $\partial B_r(z)$, which gives the desired measurability statement due to Axiom II for $D_h$. To see this, it suffices to show that if $P'$ is a $D_h(\cdot, \cdot; C \setminus \overline{B_r(z)})$-geodesic from $z$ to a point of $\partial B_r(z)$, then $P' \subset B_{s_k+1}^{*}$. To this end, let $t$ be the last time that $P'$ hits $\partial B_{2 \lambda \varepsilon t_r}(z)$. By (4.61) and since $P'$ is a $D_h(\cdot, \cdot; C \setminus \overline{B_r(z)})$-geodesic, it follows that the $D_h$-length of $P'|_{[0,t]}$ (which equals $t$) is at most $t_k + c e^{\gamma} \varepsilon k \leq s_{k+1}$. Consequently, $P'$ cannot exit $B_{s_k+1}^{*}$ before time $t$. Since $t$ is the last time that $P'$ hits $\partial B_{2 \lambda \varepsilon t_r}(z)$ and the terminal point of $P'$ is contained in $\partial B_r(z) \subset B_{s_k+1}^{*}$, $P'$ cannot exit $B_{s_k+1}^{*}$ after time $t$, either. \qed

5 Forcing a geodesic to take a shortcut

The goal of this section is to prove Proposition 4.3. Throughout, we assume that we are in the setting of Theorem 1.9, so $D$ and $\tilde{D}$ are two weak $\gamma$-LQG metrics with the same scaling constants. We also let $h$ be a whole-plane GFF and we implicitly assume (by way of eventual contradiction) that the optimal bi-Lipschitz constants $c_s$ and $C_s$ of (1.21) satisfy $c_s < C_s$.

With $\nu_*$ as in Theorem 4.2, fix $0 < \mu < \nu \leq \nu_*$ and let $\alpha_* \in (1/2, 1)$ and $p_0 \in (0, 1)$ be the parameters from Proposition 3.5 for this choice of $\mu$ and $\nu$ (we write $p_0$ instead of $p$ to avoid confusion with another parameter called $p$ below). Also fix $\alpha_\in (\alpha_*, 1)$ (to be chosen in Lemma 5.4 just below) and parameters $c_1, c_2$ such that $c_* < c_1 < c_2 < C_s$.

Let $R_0$ be the set of $r > 0$ for which it holds with probability at least $p_0$ that the following is true. There exists $u \in \partial B_{\alpha r}(0)$ and $v \in \partial B_r(0)$ such that

$$\tilde{D}_h(u, v) \leq c_1 D_h(u, v) \quad (5.1)$$

and the $\tilde{D}_h$-geodesic from $u$ to $v$ is unique and is contained in $\tilde{A}_{\alpha r, r}(0)$. We note that Proposition 3.4 implies in particular that for each $r > 0$ one has $(R_0 \cap [e^{1+r \varepsilon}, e^r] \cap \{8^{-k_3}k\in\mathbb{N}\}) \geq \mu \log \varepsilon^{-1}$ for small enough $\varepsilon \in (0, 1)$.

5.1 Outline of the proof of Proposition 4.3

The main task in the proof of Proposition 4.3 is to define the event $E_r(0)$ (which we abbreviate as $E_r$ throughout most of this section). The other events $E_r(z)$ for $z \in C$ will be defined by translation.

Main ideas. The basic idea to define $E_r$ is as follows. We will define for each pair of points $x', y' \in \partial B_{3r}(0)$ a deterministic smooth bump function $\phi$ which takes a large (but independent of $r, x', y'$) value in a long, narrow “tube” contained in $B_{3r}(0)$ which (almost) contains a path from $x'$ to $y'$ and which vanishes outside of a small neighborhood of this tube. Roughly speaking, $E_r$ will be
the event that, simultaneously for every choice of \( x' \) and \( y' \), this tube contains a pair of points \( u, v \) such that \( \tilde{D}_h(u, v) \leq c'_1 D_h(u, v) \) and \( |u - v| \sim r \); and several regularity conditions hold. We will show using Proposition 3.2 and basic estimates for LQG distances that when \( \rho \in (0, 1) \) is small (but independent of \( r \)), \( P[E_r] \) is close to 1 for all \( r \in \rho^{-1}\mathcal{R}_0 \) (Lemma 5.9).

We will then consider a fixed pair of points \( z, w \in \mathbb{C} \setminus B_{3r}(0) \) and let \( x' \) and \( y' \) be the first points of \( \partial B_{3r}(0) \) hit by the \( D_h \)-metric balls grown from \( z \) and \( w \), respectively. This choice of \( x' \) and \( y' \) (and hence also the corresponding bump function \( \phi \)) are random, but are determined by \( h|_{\mathbb{C} \setminus B_{3r}(0)} \). We will show that if \( E_r \) occurs and the \( D_h \)-geodesic between \( z \) and \( w \) enters \( B_{2r}(0) \), then the \( D_h \)-geodesic between \( z \) and \( w \) has to stay close to the long narrow tube where \( \phi \) is large, and hence has to get close to points \( u, v \) with \( \tilde{D}_h(u, v) \leq c'_1 D_h(u, v) \) and \( |u - v| \sim r \). Essentially, this is because Axiom III implies that subtracting \( \phi \) makes distances inside the tube much shorter than distances outside. If we let \( \mathcal{E}_{x'y'}(0) \) be the event that the \( D_h \)-geodesic gets close to such points \( u, v \), then since the conditional laws of \( h - \phi \) and \( h \) given \( h|_{\mathbb{C} \setminus B_{3r}(0)} \) are mutually absolutely continuous (and we can add regularity conditions to \( E_r \) to control the Radon-Nikodým derivative), we get condition 4 in Theorem 4.2 (with \( \lambda_3 = 3 \)).

Section 5.2. We give a precise statement of the properties that we need the event \( E_r \) and the bump function \( \phi \) described above to satisfy. We then assume the existence of these objects and deduce Proposition 4.3. Condition 1 of Theorem 4.2 (with \( \mathcal{R} = \rho^{-1}\mathcal{R}_0 \) is true in our framework by the definition of \( \mathcal{R}_0 \) and Proposition 3.4. Conditions 2 and 3 are true by assumption (these conditions will be clear from the construction of \( E_r \) and \( \phi \)). Condition 4 is proven by comparing the conditional laws of \( h \) and \( h - \phi \) given \( h|_{\mathbb{C} \setminus B_{3r}(0)} \), as discussed above. The rest of the section is devoted to construction the event \( E_r \) and the bump functions \( \phi \).

Section 5.3. We first show that for any \( z \in \mathbb{C} \) and \( r \in \mathcal{R}_0 \), we can find a deterministic open “tube” \( V_r(z) \subset B_{3r}(z) \) such that with uniformly positive probability over the choice of \( z \) and \( r \), there are points \( u, v \in V_r(z) \) with the following properties. We have \( \tilde{D}_h(u, v) \leq c'_1 D_h(u, v) \), \( |u - v| \sim r \), the \( D_h \)-geodesic from \( u \) to \( v \) is contained in \( V_r(z) \), and any path in \( V_r(z) \) between \( z - 2r \) and \( z + 2r \) has to get close to each of \( u \) and \( v \) (Lemma 5.5). This is illustrated in Figure 10.

To do this, we start with a pair of points \( u, v \) as in the definition of \( \mathcal{R}_0 \), but with \( z \) in place of 0. Such a pair of points exists with probability at least \( p_0 \) by Axiom IV. We then extend the \( D_h \)-geodesic \( P \) from \( u \) to \( v \) to a path \( \bar{P}' \) from \( z - 2r \) to \( z + 2r \) by concatenating \( P \) with smooth paths. For this purpose, the fact that \( P \) is contained in \( \overline{A}_{\alpha r, r}(z) \) is useful to ensure that the extra smooth paths intersect \( P \) only at \( u \) and \( v \). We consider the set of squares in a fine grid which intersect \( \bar{P}' \). Since there are only finitely many possibilities for this set of squares, there has to be a deterministic set of squares which equals the set of squares which intersect \( \bar{P}' \) with uniformly positive probability. We define \( V_r(z) \) to be the interior of the union of the squares in this set.

Section 5.4. We now have an event which satisfies many of the conditions which we are interested in, but it holds only with uniformly positive probability, not with probability close to 1. To get an event which holds with probability close to 1, we consider a small but fixed \( \rho \in (0, 1) \) and a radius \( r \in \rho^{-1}\mathcal{R}_0 \). We can find a large number of disjoint balls of the form \( B_{\rho r}(z) \) contained in \( B_{2r}(0) \) (note that \( \rho r \in \mathcal{R}_0 \)). By the spatial independence properties of the GFF (Lemma 2.7), if we make \( \rho \) sufficiently small then it holds with high probability that the event of the preceding subsection occurs for a large number of these balls \( B_{\rho r}(z) \). We then link up the corresponding sets \( V_{\rho r}(z) \) by deterministic paths of squares to find a deterministic open “tube” \( U_{x'y'}^{z,y} \) joining any two given points of \( x, y \in \partial B_{2r}(0) \) with the following property. With probability close to 1, there are points \( u, v \in U_{x'y'}^{z,y} \) such that \( \tilde{D}_h(u, v) \leq c'_1 D_h(u, v) \), \( |u - v| \sim r \), the \( D_h \)-geodesic from \( u \) to \( v \) is contained in \( U_{x'y'}^{z,y} \), and any path in \( U_{x'y'}^{z,y} \) between \( x \) and \( y \) has to get close to each of \( u \) and \( v \) (Lemma 5.7). See
Figure 11 for an illustration of this part of the argument.

**Section 5.5.** Taking Lemma 5.7 as our starting point, we then build the high-probability event $E_r$ in Proposition 4.3 for $r \in \rho^{-1}R_0$. In addition to the aforementioned conditions on the tube $U^{x,y}_r$, we also include extra regularity conditions which will eventually be used to prevent $D_{h^-}$-geodesics from staying close to the boundary of $U^{x,y}_r$ without entering it, to get geodesics from $\partial B_{3r}(0)$ to $\partial B_{2r}(0)$, and to control the Radon-Nikodym derivative between the conditional law of $h$ and $h-\phi$ (where $\phi$ is the bump function mentioned above) given $h|\mathcal{C}\setminus B_{3r}(0)$. We also give a precise definition of the bump function $\phi$ which we will subtract from the field: it is equal to a large positive constant on the long narrow tube $U^{x,y}_r$, it is equal to an even larger constant on even narrower tubes which approximate each of the segments $[x,3x/2]$ and $[y,3y/2]$, and it vanishes outside of a small neighborhood of the union of $U^{x,y}_r$ and these two narrower tubes. The definitions of these objects are illustrated in Figure 12.

**Section 5.6.** We prove that a $D_{h^-\phi}$-geodesic is likely to get near points $u,v$ satisfying (5.1), using the definition of $E_r(0)$ and deterministic arguments to compare various distances. A key point here is that we have set things up so that on $E_r$, the $D_{h^-}$-geodesic from $u$ to $v$ is contained in $U^{x,y}_r$ and is far away from the narrow tubes where $\phi$ is larger than it is on $U^{x,y}_r$. This allows us to show that subtracting $\phi$ does not change the fact that $D_{h^-}(u,v) \leq c_1 D_{h}(u,v)$.

### 5.2 Proof of Proposition 4.3 assuming the existence of events and functions

In this subsection, we assume the existence of an event $E_r = E_r(0)$ and a collection $\mathcal{G}_r$ of smooth bump functions $\phi$ which satisfy a few simple properties and deduce Proposition 4.3 from the existence of these objects. The later subsections are devoted to constructing these objects exist. In particular, we will deduce Proposition 4.3 from the following proposition.

**Proposition 5.1.** Let $0 < \mu < \nu \leq \nu_*$ be as above and let $\mathfrak{F} \in (0,1)$. There exists $\rho \in (0,1)$, depending only on $\mathfrak{F}, \mu, \nu$, such that for each $r \in \rho^{-1}R_0$, there is an event $E_r$ and a finite collection $\mathcal{G}_r$ of smooth bump functions, each of which is supported on a compact subset of $\mathbb{R}^{4,3r}(0)$, with the following properties.

(A) (Measurability and high probability) We have $E_r \in \sigma\left((h-h_{5r}(0))|\mathbb{R}^{4,3r}(0)\right)$ and $\mathbb{P}[E_r] \geq \mathfrak{F}$.

(B) (Bound for Dirichlet inner products) There is a deterministic constant $\Lambda_0 > 0$ depending only on $\mathfrak{F}, \mu, \nu$ such that, writing $(\cdot, \cdot)_{\nabla}$ for the Dirichlet inner product, it holds on $E_r$ that

$$|(h, \phi)_{\nabla}| + \frac{1}{2} (\phi, \phi)_{\nabla} \leq \Lambda_0, \quad \forall \phi \in \mathcal{G}_r. \quad (5.2)$$

(C) (Subtracting a bump function forces a geodesic to take a shortcut) Suppose we are given points $z,w \in C \setminus B_{3r}(0)$. There is a random $\phi \in \mathcal{G}_r$, depending only on $z,w$, and $h|\mathcal{C}\setminus B_{3r}(0)$ such that the following is true. Let $P$ (resp. $P^\phi$) be the a.s. unique $D_{h^-}$ (resp. $D_{h^-\phi}$) geodesic from $z$ to $w$. There is a deterministic constant $b_0 > 0$ depending only on $\mathfrak{F}, \mu, \nu$ such that if $P \cap B_{2r}(0) \neq \emptyset$ and $E_r$ occurs, then there are times $0 < s < t < D_{h^-\phi}(z,w)$ and such that

$$P^\phi(s), P^\phi(t) \in B_{3r/2}(0), \quad |P^\phi(s) - P^\phi(t)| \geq 2b_0 r,$$

$$\tilde{D}_{h^-\phi}\left(P^\phi(s), P^\phi(t)\right) \leq c_2 D_{h^-}\left(P^\phi(s), P^\phi(t)\right), \quad \text{and}$$

$$\tilde{D}_{h^-\phi}\left(P^\phi(s), P^\phi(t)\right) \leq (c_*/C_*) \tilde{D}_{h^-\phi}\left(P^\phi(s), \partial B_{3r}(0)\right). \quad (5.3)$$
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The event $E_r$ and the collection of functions $G_r$ will be defined explicitly in Section 5.5; see Section 5.1 for an overview of the definitions. The reason why we are able to restrict to a finite collection $G_r$ of bump functions $\phi$ is that we will break up space into a fine grid and require that the “tube” where $\phi$ is very large (as referred to in Section 5.1) is a finite union of squares in the grid. As explained in Lemma 5.3 just below, Properties (B) and (C) are used to check condition 4 in Theorem 4.2. The purpose of Property (B) is to control the Radon-Nikodym derivative between the conditional laws of $h$ and $h - \phi$ given $h|_{\mathcal{C}\setminus B_{3r}(0)}$.

We now explain how to prove the proof of Proposition 4.3 assuming Proposition 5.1. Fix points $z, w \in \mathbb{C} \setminus B_{4r}(0)$ and let $P$ be the $D_h$-geodesic from $z$ to $w$, as in Property (C). We first define the event $\mathcal{E}_{r,z,w}(0)$ appearing in Proposition 4.3. Let $\mathcal{E}_r = \mathcal{E}_{r,z,w}(0)$ be the event that there are times $0 < s < t < D_h(z, w)$ such that

$$
P(s), P(t) \in B_{3r/2}(0), \quad |P(s) - P(t)| \geq b_0 r,
$$

$$
\overline{D}_h(P(s), P(t)) \leq c_2 D_h(P(s), P(t)), \quad \text{and}
$$

$$
\overline{D}_h(P(s), P(t)) \leq (c_4/C_s) \overline{D}_h(P(s), \partial B_{3r}(0)),
$$

(5.4)

and

$$
\exp\left( -(h, \phi)_{\nabla} + \frac{1}{2} (\phi, \phi)_{\nabla} \right) \leq \Lambda, \quad \forall \phi \in G_r, \quad \text{where} \quad \Lambda := e^{\Lambda_0},
$$

(5.5)

where $\Lambda_0$ is the constant from Property B. We note that (5.4) is the same as (5.3) from Property (C), but with $h$ instead of $h - \phi$. This condition is the main point of the definition of $\mathcal{E}_r$. The extra condition (5.5) is only included to control a Radon-Nikodym derivative when we compare the conditional probabilities of $\mathcal{E}_r$ and $E_r$ given $h|_{\mathcal{C}\setminus B_{3r}(0)}$.

**Lemma 5.2.** The event $\mathcal{E}_r$ is a.s. determined by $h|_{B_{3r}(0)}$ and the $D_h$-geodesic $P$ stopped at its last exit time from $B_{3r}(0)$.

**Proof.** Recall that each of the functions $\phi \in G_r$ is supported on $A_{r/4,3r}(0)$. Since $G_r$ is a finite set, it is clear that the condition 5.5 is determined by $h|_{B_{3r}(0)}$.

To deal with (5.4), we first observe that the set of pairs of times $s, t \in [0, D_h(z, w)]$ satisfying $\overline{D}_h(P(s), P(t)) \leq (c_4/C_s) \overline{D}_h(P(s), \partial B_{3r}(0))$ is determined by $P$ stopped at its last exit time from $B_{3r}(0)$ and the internal metric $\overline{D}_h(\cdot; B_{3r}(0))$. Indeed, a pair $(s, t)$ belongs to this set if and only if $P(t)$ is contained in the $\overline{D}_h$-metric ball of radius $(c_4/C_s) \overline{D}_h(P(s), \partial B_{3r}(0))$ centered at $P(s)$. For each such pair of times $s, t$, we have $\overline{D}_h(P(s), P(t)) = \overline{D}_h(P(s), P(t); B_{3r}(0))$. Since $P$ is a $D_h$-geodesic, the points $P(s), P(t)$ and the distance $D_h(P(s), P(t)) = t - s$ for each such pair of points $s, t$ is determined by $P$ stopped at its last exit time from $B_{3r}(0)$. Since $\overline{D}_h(\cdot; B_{3r}(0))$ is determined by $h|_{B_{3r}(0)}$ (Axiom II) we get that the event that there exists times $s, t \in [0, D_h(z, w)]$ satisfying (5.4) is determined by $h|_{B_{3r}(0)}$ and $P$ stopped at its last exit time from $B_{3r}(0)$.

We can now check condition 4 of Theorem 4.2 for the above definitions of $E_r = E_r(0)$ and $\mathcal{E}_r = \mathcal{E}_{r,z,w}(0)$ using the mutual absolute continuity of the laws of $h$ and $h - \phi$.

**Lemma 5.3.** Assume Proposition 5.1. With $\Lambda$ as in (5.5), it is a.s. the case that

$$
P \left[ E_r \cap \{ P \cap B_{2r}(0) \neq \emptyset \} \mid h|_{\mathcal{C}\setminus B_{3r}(0)} \right] \leq \Lambda P \left[ \mathcal{E}_r \cap \{ P \cap B_{2r}(0) \neq \emptyset \} \mid h|_{\mathcal{C}\setminus B_{3r}(0)} \right].
$$

(5.6)

**Proof.** The occurrence of the events $E_r$ and $\mathcal{E}_r$ is unaffected by adding a constant to $h$, so we can assume without loss of generality that $h$ is normalized so that its circle average over $\partial B_{4r}(0)$, say, is
whenever $E$ but with $h$ in place of $R$. By a standard Radon-Nikodym derivative calculation for the GFF, if we condition $h|_{\mathbb{C}\setminus B_{3r}(0)}$ then the conditional law of $h - \phi$ is a.s. absolutely continuous with respect to the conditional law of $h$, and the Radon-Nikodym derivative of the former w.r.t. the latter is

$$M_h = \exp\left(- (h, \phi)_\nu - \frac{1}{2} (\phi, \phi)_\nu\right).$$ (5.7)

Note that since $\phi$ is supported on $B_{3r}(0)$, the Radon-Nikodym derivative $M_h$ depends only on the zero-boundary part of $h|_{B_{3r}(0)}$.

Define the $D_{h-\phi}$-geodesic $P_\phi$ from $z$ to $w$ and the event $\mathcal{E}_r^\phi$ in the same manner as $P$ and $\mathcal{E}_r$ but with $h - \phi$ in place of $h$. By (5.5), on $\mathcal{E}_r$, we have $M_h \leq \Lambda$. Therefore,

$$\mathbb{P}\left[\mathcal{E}_r^\phi \cap \{P_\phi \cap B_{2r}(0) \neq \emptyset\} \mid h|_{\mathbb{C}\setminus B_{3r}(0)}\right] = \mathbb{E}\left[M_h \mathbb{1}_{\mathcal{E}_r \cap \{P \cap B_{2r}(0) \neq \emptyset\}} \mid h|_{\mathbb{C}\setminus B_{3r}(0)}\right] \leq \Lambda \mathbb{P}\left[\mathcal{E}_r \cap \{P \cap B_{2r}(0) \neq \emptyset\} \mid h|_{\mathbb{C}\setminus B_{3r}(0)}\right].$$ (5.8)

We now claim that

$$E_r \cap \{P \cap B_{2r}(0) \neq \emptyset\} \subset \mathcal{E}_r^\phi \cap \{P_\phi \cap B_{2r}(0) \neq \emptyset\}.$$ (5.9)

Indeed, Property (C) says that the main condition (5.4) in the definition of $\mathcal{E}_r$ is satisfied with $h - \phi$ in place of $h$ whenever $E_r \cap \{P \cap B_{2r}(0) \neq \emptyset\}$ occurs, which implies in particular that $P_\phi \cap B_{2r}(0) \neq \emptyset$ whenever $E_r \cap \{P \cap B_{2r}(0) \neq \emptyset\}$ occurs. Furthermore, Property (B) implies that the Dirichlet energy condition (5.5) in the definition of $\mathcal{E}_r$ holds with $h - \phi$ in place of $h$ whenever $E_r$ occurs. Thus (5.9) holds.

As an immediate consequence of (5.9), a.s.

$$\mathbb{P}\left[E_r \cap \{P \cap B_{2r}(0) \neq \emptyset\} \mid h|_{\mathbb{C}\setminus B_{3r}(0)}\right] \leq \mathbb{P}\left[\mathcal{E}_r^\phi \cap \{P_\phi \cap B_{2r}(0) \neq \emptyset\} \mid h|_{\mathbb{C}\setminus B_{3r}(0)}\right].$$ (5.10)

Combining (5.8) and (5.10) gives (5.6).

**Proof of Proposition 4.3, assuming Proposition 5.1.** Let $\mathbb{P}$ be as in Theorem 4.2 with our given choice of $0 < \mu < \nu \leq \nu_s$ and with the constants

$$\lambda_1 := 1/4, \quad \lambda_2 := 2, \quad \lambda_3 := 3, \quad \lambda_4 = 4, \quad \text{and} \quad \lambda_5 = 5.$$ (5.11)

For $z \in \mathbb{C}$, $r \in \rho^{-1} \mathcal{R}_0$, and $z, w \in \mathbb{C} \setminus B_{4r}(z)$, let $E_r(z)$ (resp. $\mathcal{E}_r(z)$) be the event $E_r$ of Proposition 5.1 (resp. the event and $\mathcal{E}_r^{z,w}(z)$ defined above) with the field $h(z + \cdot) - h_1(z)$ in place of $h$.

Let $c'' = (c''(\alpha, c'_1, \mu, \nu))^0 \in (c, c')$ be chosen as in Proposition 3.5 with $\alpha$ as in Lemma 5.4 and $c'_1$ in place of $c'$. Also let $\mathcal{R}_0$ be defined as in the discussion surrounding (5.1) and let $\mathcal{R} := \rho^{-1} \mathcal{R}_0$. By the definition of $\mathcal{E}_r^{z,w}(z)$ (in particular, (5.4)), the conditions (4.3) hold on $\mathcal{E}_r^{z,w}(z)$ with $b = b_0$.

If $x > 0$ such that $\mathbb{P}(\mathcal{E}_r^{c'', \beta}) \geq \beta$, then Proposition 3.4 implies that there exists $\varepsilon_0 = \varepsilon_0(\beta, c'_1, \mu, \nu) > 0$ such that for each $\varepsilon \in (0, \varepsilon_0]$,

$$\#(\mathcal{R}_0 \cap [\varepsilon^{1+\nu} x, x] \cap \{8^{-k} x\}_{k \in \mathbb{N}}) \geq \mu \log_8 \varepsilon^{-1},$$ (5.12)
Figure 9: Illustration of the statement of Lemma 5.4. The lemma asserts that with probability at least $p_0/8$, there is a $D_h$-geodesic (red) between points $u$ and $v$ in the inner and outer boundaries, resp., of the pink half-annulus $H_r(z)$ which is contained in $\overline{H_r(z)}$ and satisfies $\tilde{D}_h(u,v) \leq c_1 D_h(u,v)$. The main task of Section 5 is to force a $D_h$-geodesic between two far away points to get near a $\tilde{D}_h$-geodesic like the red one in the picture.

 equivalently,

$$\#(R \cap [\varepsilon^{1+\nu}\rho^{-1}r, \varepsilon \rho^{-1}r] \cap \{8^{-k} \rho^{-1}r\}_{k \in \mathbb{N}}) \geq \mu \log_8 \varepsilon^{-1}. \quad (5.13)$$

This shows that condition 1 of Theorem 4.2 is satisfied with $\rho^{-1}r$ in place of $r$. By Property (A) and Lemma 5.2, conditions 2 and 3 of Theorem 4.2 are satisfied for the events $E_r(z)$ and $E_{r,\varepsilon}(z)$ above. By Lemma 5.3, condition 4 of Theorem 4.2 is also satisfied.

5.3 Building a tube which contains a shortcut with positive probability

We now turn our attention to constructing the event $E_r$ and the collection of functions $\mathcal{G}_r$ of Proposition 5.1, following the strategy outlined in Section 5.1. Recall that $\alpha_* \in (1/2, 1)$ and $p_0 \in (0, 1)$ are the parameters from Proposition 3.5 with $\mu$ and $\nu$ as in Proposition 4.3.

In the following lemma, we define a half-annulus of an annulus $A$ to be the intersection of $A$ with a half-plane whose boundary passes through the center of $A$. It is easier for us to work with a $D_h$-geodesic which is constrained to stay in a half-annulus rather than a whole annulus. The reason for this is that it allows us to easily find paths from each of the endpoints of the geodesic to points far away from the half-annulus which do not get near the geodesic except at their endpoints (this might be trickier if the geodesic wraps around the whole annulus). The following lemma, which is a slight improvement on the condition in the definition of $R_0$, will allow us to work with a half-annulus rather than a whole annulus.

**Lemma 5.4.** There exists $\alpha \in (\alpha_*, 1)$ depending only on $\mu, \nu$ such that for each $r \in R_0$ and each $z \in \mathbb{C}$, there is a deterministic half-annulus $H_r(z) \subset A_{\alpha r, \alpha r}(z)$ such that with probability at least $p_0/8$, there exists $u \in \partial B_{\alpha r}(z)$ and $v \in \partial B_r(z)$ with the following properties.

1. $\tilde{D}_h(u,v) \leq c_1 D_h(u,v)$.

2. The $\tilde{D}_h$-geodesic from $u$ to $v$ is unique and is contained in $\overline{H_r(z)}$.

3. $\tilde{D}_h(u,v) \leq (c_*/C_*)^2 \tilde{D}_h(A_{\alpha r, \alpha r}(z), \partial B_{2r}(z))$, where $c_*$ and $C_*$ are as in (1.21).
Proof. By Axioms IV and V, we can find $S > s > 0$ depending only on $p_0$ (and hence only on $\mu, \nu$) such that for each $r > 0$, it holds with probability at least $1 - p_0/2$ that the following is true.

- Any two points of $A_{3r/4, r}(z)$ which are not contained in a single quarter-annulus of $\overline{A}_{3r/4, r}(z)$ lie at $\overline{D}_h$-length at least $s c_r e^{\xi h r}(z)$ from each other.
- $(c_s/C_s)^2 \overline{D}_h(A_{3r/4, r}(z), \partial B_{2r}(z)) \geq s c_r e^{\xi h r}(z)$.
- $\overline{D}_h(u, v) \leq S c_r e^{\xi h r}(z)$ for each $u, v \in \overline{A}_{3r/4, r}(z)$.

Since $A_{\alpha r, r}(z) \subset A_{3r/4, r}(z)$ for each $\alpha \in [3/4, 1)$, Lemma 2.11 applied with the above choice of $s$ and $S$ gives an $\alpha \in [(3/4) \vee \alpha_s, 1)$ depending on $p_0$ and $\alpha_s$ such that for each $r > 0$ it holds with probability at least $1 - p_0/2$ that the following is true. For each pair of points $u, v \in \overline{A}_{\alpha r, r}(z)$ such that $\overline{D}_h(u, v; \overline{A}_{\alpha r, r}(0)) = \overline{D}_h(u, v)$, it holds that $u$ and $v$ are contained in a single quarter-annulus of $\overline{A}_{\alpha r, r}(z)$ and $\overline{D}_h(u, v) \leq \overline{D}_h(A_{\alpha r, r}(z), \partial B_{2r}(z))$. This happens in particular if there is a $\overline{D}_h$-geodesic from $u$ to $v$ contained in $\overline{A}_{\alpha r, r}(z)$.

Combining this with translation invariance (Axiom IV) and the definition of $R_0$ shows that for $r \in R_0$, it holds with probability at least $p_0/8$ that the conditions in the lemma statement hold but with a random quarter-annulus in place of a deterministic half-annulus. This random quarter annulus is a.s. contained in one of four possible deterministic half-annuli, so must be contained in one of these four half-annuli with probability at least $p_0/8$. We therefore obtain that for an appropriate choice of $H_r(z)$, it holds with probability at least $p_0/8$ that all of the conditions in the lemma statement hold.

We henceforth assume that $\alpha \in [\alpha_s, 1)$ is chosen so that the conclusion of Lemma 5.4 is satisfied. In order to construct deterministic “tubes” as described in Section 5.1, we will look at unions of squares in a fine grid. For $\varepsilon > 0$ and $X \subset \mathbb{C}$, let

$$S_{\varepsilon}(X) := \{\text{closed } \varepsilon \times \varepsilon \text{ squares with corners in } \varepsilon \mathbb{Z}^2 \text{ which intersect } X\}.$$  \hfill (5.14)

Recall that we have fixed $c_2' > c_1' > c_*$. Choose a small parameter $\eta \in (0, 1)$ such that

$$\frac{c_1'(1 + 2\eta)}{1 - 2c_*\eta} < c_2' \quad \text{and} \quad 1 + 2\eta < C_s/c_*.$$  \hfill (5.15)

The particular choice of $\eta$ in (5.15) will not be used until (5.49) below. For now, the reader should just think of it as a small constant depending on $c_1', c_2'$. The following lemma gives us the basic “building blocks” which will be used to construct $E_r$ in the next two subsections.

**Lemma 5.5.** There exist small parameters $b_1, p_1 \in (0, 1/100)$ depending only on $\mu, \nu$ and a parameter $\varepsilon_1 \in (0, b_1/100)$ depending on $c_1', c_2', \mu, \nu$ such that for each $z \in \mathbb{C}$ and each $r \in R_0$, there exists a deterministic connected open set $V_r(z) \subset B(2r + 2r_1, r)(z)$ with the following properties. The set $V_r(z)$ is the interior of a finite union of squares in $S_{\varepsilon_1}(B_{2r}(z))$, $z - 2r, z + 2r \in V_r$, and with probability at least $p_1$, there are points $u, v \in V_r(z) \cap \overline{B_r(z)}$ with the following properties.

1. We have

$$|u - v| \geq b_1 r, \quad \overline{D}_h(u, v) \leq c_1' D_h(u, v), \quad \overline{D}_h(u, v) \leq (c_s/C_s)^2 \overline{D}_h(u, \partial B_{2r}(z)),$$  \hfill (5.16)

and the $\overline{D}_h$-geodesic from $u$ to $v$ is unique and is contained in $V_r(z) \cap \overline{B_r(z)}$. 
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Figure 10: Illustration of the statement and proof of Lemma 5.5. Building on the setting of Figure 9, we show that there is a deterministic long narrow “tube” $V_r(z)$ (light green), which is the interior of the set of $\varepsilon_1 r \times \varepsilon_1 r$ squares with corners in $\varepsilon_1 r \mathbb{Z}^2$ which intersect a certain path from $z - 2r$ to $z + 2r$, with the following property. With positive probability, every path in the tube from a point near $z - 2r$ to a point near $z + 2r$ has to get near a pair of points $u,v$ in the tube for which $\tilde{D}_h(u,v) \leq c'_1 D_h(u,v)$. We will eventually add a bump function to $h$ which takes a very negative value in such a tube in order to force a geodesic between points which are far away from $B_2r(z)$ to get near $u$ and $v$.

2. Let $O_u$ be the connected component of $V_r(z) \cap B_{20\varepsilon_1 r}(u)$ which contains $u$ and similarly define $O_v$ with $v$ in place of $u$. The connected component of $V_r(z) \setminus O_u$ which contains $z - 2r$ lies at Euclidean distance at least $\varepsilon_1 r$ from the union of the other connected components of $V_r(z) \setminus O_u$. The same is true with $v$ in place of $u$ and $z + 2r$ in place of $z - 2r$.

3. Each point of $O_u$ lies at $\tilde{D}_h(\cdot,\cdot; V_r(z))$-distance at most $\eta \tilde{D}_h(u,v)$ from $u$, and the same is true with $v$ in place of $u$.

Proof. Let $\alpha$ be as in Lemma 5.4 and set $b_1 := 1 - \alpha$. On the event that points $u \in \partial B_{\alpha r}(z)$ and $v \in \partial B_r(z)$ satisfying the conditions on Lemma 5.4 exist (which happens with probability at least $p_0/8$), choose one such pair of points $(u,v)$ in some measurable manner. Otherwise, let $u = v = 0$. On the event $\{u \neq 0\}$, let $\tilde{P}$ be the unique $\tilde{D}_h$-geodesic from $u$ to $v$ and let $H_r(z) \subset A_{\alpha r,r}(z)$ be the half-annulus with $\tilde{P} \subset H_r(z)$ as in Lemma 5.4.

We will now extend $\tilde{P}$ to a path $\tilde{P}'$ in $B_{2r}(z)$ from $z - 2r$ to $z + 2r$ (which will no longer be a $\tilde{D}_h$-geodesic). To this end, we first let $v' := (3/2)(v - z) + z \in \partial B_{3r/2}(z)$ and we let $L_-$ (resp. $L_+$) be the linear segment from $z$ to $u$ (resp. $v$ to $v'$). We note that the Euclidean distance between $L_-$
and $L_+$ is at least $b_1r$. We can choose a path $\pi_-$ from $z - 2r$ to $z$ and a path $\pi_+$ from $v'$ to $z + 2r$ in $B_{2r}(z)$ such that the Euclidean distances from $\pi_- \cup \pi_+$ to $H_r(z)$ and from $\pi_- \cup L_+$ to $\pi_+ \cup L_+$ are each at least $b_1r$. Let $\bar{P}'$ be the concatenation of $\pi_-, L_-, \bar{P}, L_+, \pi_+$. Since $|u - v| \geq b_1r$ on the event $\{u \neq 0\}$, Axiom V together with Lemma 2.9 imply that we can find $\varepsilon_1 \in (0, b_1/100)$ depending only on $c_1', c_2', \mu, \nu$ such that with probability at least $p_0/9$, the event of Lemma 5.4 occurs (i.e., $u \neq 0$) and also

$$\sup_{S \in \mathcal{S}_{\varepsilon_1r}(B_{2r}(z))} \sup_{w_1, w_2 \in S} \tilde{D}_h(w_1, w_2; S) \leq \frac{\eta}{100} \tilde{D}_h(u, v). \tag{5.17}$$

The number of subsets of $\mathcal{S}_{\varepsilon_1r}(B_{2r}(z))$ is bounded above by a deterministic constant depending only on $\varepsilon_1$. Consequently, we can choose $p_1 \in (0, 1)$ depending only on $\mu, \nu, D$ and a deterministic $K_r(z) \subset \mathcal{S}_{\varepsilon_1r}(B_{2r}(z))$ such that with probability at least $p_1$, the events of Lemma 5.4 and (5.17) occur and also

$$K_r(z) = \left\{ S \in \mathcal{S}_{\varepsilon_1r}(B_{2r}(z)) : S \cap \bar{P}' \neq \emptyset \right\}. \tag{5.18}$$

Let $V_r(z)$ be the interior of the union of the squares in $K_r(z)$. Since $z - 2r, z + 2r \in \bar{P}'$ and $\bar{P}'$ is connected, it follows that $V_r(z)$ is connected and contains $z - 2r$ and $z + 2r$.

Henceforth assume that the events of Lemma 5.4, (5.17), and (5.18) occur. We will check the conditions in the lemma statement with $V_r(z)$ as above.

**Condition 1.** This is immediate from the conditions on $u$ and $v$ from Lemma 5.4.

**Condition 2.** By the above definitions of $\pi_-$ and $L_-$, the Euclidean $\varepsilon_1r$-neighborhood of each square of $\mathcal{S}_{\varepsilon_1r}$ which intersects both $B_{2\varepsilon_1r}(\pi_- \cup L_-)$ and $B_{2\varepsilon_1r}(H_r(z))$ must be contained in $B_{10\varepsilon_1r}(u)$. Furthermore, using that $L_-$ is a linear segment, we get that the $\varepsilon_1$-neighborhood of each such square which intersects $B_{2\varepsilon_1r}(\pi_- \cup L_-)$ and belongs to $K_r(z)$ (as defined in (5.18)) must be contained in $\overline{O_u}$, with $O_u$ as in the lemma statement. Since the Euclidean distance between $\pi_- \cup L_-$ and $\pi_+ \cup L_+$ is at least $b_1r \geq 100\varepsilon_1r$ and $\bar{P} \subset H_r(z)$, we see that removing $O_u$ disconnects $V_r(z)$ into at least two connected components, and the Euclidean distance between the connected component which contains $z - 2r$ and the union of the other connected components is at least $\varepsilon_1r$. A similar argument applies with $v$ in place of $u$.

**Condition 3.** Each point of $O_u$ is contained in a square of $K_r(z)$ which lies at graph distance at most 40 from a square which contains $u$ in the adjacency graph of squares of $K_r(z)$. The same is true with $v$ in place of $u$. It therefore follows from (5.17) that condition 3 in the lemma statement is satisfied.

For $z \in \mathbb{C}$ and $r > 0$, let $F_r(z)$ be the event that there exists $u, v \in V_r(z) \cap \overline{B_r(z)}$ such that the three numbered conditions in the statement of Lemma 5.5 are satisfied. In the next subsection, we will use the local independence properties of the GFF (in the form of Lemma 2.7) to argue that for a small enough $\rho \in (0, 1)$ and for all $r \in \rho^{-1}R_0$, it is very likely that $F_{pr}(z)$ occurs for many points $z \in B_r(0)$. To apply the lemma, we will need the following measurability statement.

**Lemma 5.6.** For each $z \in \mathbb{C}$ and $r > 0$, the event $F_r(z)$ is a.s. determined by $(h - h_{4r}(z))|_{B_{3r}(z)}$.

**Proof.** First note that the occurrence of $F_r(z)$ is unaffected by scaling each of $D_h$ and $\tilde{D}_h$ by the same constant factor. Therefore, Axiom III implies that $F_r(z)$ is determined by $h$, viewed modulo additive constant. So, we only need to show that $F_r(z) \in \sigma(h|_{B_{3r}(z)})$.

We first observe that for $u, v \in \overline{B_r(z)}$, we have $\tilde{D}_h(u, v) \leq (c_\epsilon/C_\epsilon)^2 \tilde{D}_h(u, \partial B_{2r}(z))$ if and only if $v$ is contained in the $\tilde{D}_h$-metric ball of radius $(c_\epsilon/C_\epsilon)^2 \tilde{D}_h(u, \partial B_{2r}(z))$ centered at $v$. Since this
Figure 11: Illustration of the statement and proof of Lemma 5.7. To get an event with probability close to 1, instead of just an event with uniformly positive probability, we consider a large number of disjoint balls $B_{pr}(z)$ centered at a finite set of points $Z \subset \partial B_r(0)$ and use Lemma 2.7 to argue that with high probability, the event $F_{pr}(z)$ of Lemma 5.5 occurs for a suitably “dense” set of points $z \in Z$. Then, we link up the tubes $V_{pr}(z)$ for $z \in Z$ (light green) via deterministic paths $L_k$ (blue). For a given choice of points $x, y \in \partial B_{2r}(0)$ with $|x - y| \geq \delta r$, we define $U_{x,y}(z) = \{z \in Z:\}$ along the counterclockwise arc of $\partial B_{2r}(0)$ from $x/2$ to $y/2$, the squares of $S_{\varepsilon B_{r}}(B_r(0))$ which intersect the deterministic paths joining these sets $V_{pr}(z)$, and paths of squares starting from each of $x$ and $y$ (light blue).

\[ \tilde{D}_{h}(u,v) \leq (c_s/C_s)^2 \tilde{D}_{h}(u,\partial B_{2r}(z)) \Rightarrow D_{h}(u,v) \leq (c_s/C_s)D_{h}(u,\partial B_{2r}(z)), \] (5.19)

so $D_{h}(u,v) = D_{h}(u,v;\partial B_{2r}(z))$ whenever $\tilde{D}_{h}(u,v) \leq (c_s/C_s)^2 \tilde{D}_{h}(u,\partial B_{2r}(z))$.

By combining these observations with the locality of the metrics $D_{h}$ and $\tilde{D}_{h}$, it follows that $F_{r}(z)$ is determined by $h|_{B_{3r}(z)}$. \hfill \Box

5.4 Building a tube which contains a shortcut with high probability

In the rest of this section we no longer need to vary $z$, so we take $z = 0$. We will now prove a variant of Lemma 5.5 which holds with probability close to 1, not just with uniformly positive probability. This will be accomplished by using Lemma 2.7 to produce a large number of small balls contained in $B_{2r}(0)$ for which the event of Lemma 5.5 occurs. See Figure 11 for an illustration.
Lemma 5.7. For each $p, \delta \in (0, 1)$, there exists $b, \rho \in (0, 1/100)$ depending only on $p, \delta, \mu, \nu$ and $\varepsilon \in (0, b/100)$ depending only on $c_1', c_2', p, \delta, \mu, \nu$ such that for each $r \in \rho^{-1}\mathcal{R}_0$ and each $x, y \in \partial B_2r(0)$ with $|x - y| \geq \delta$, there exists a deterministic connected open set $U_r^{x,y} \subset B_{3r}(0)$ with the following properties. The set $U_r^{x,y}$ is the interior of a finite union of squares in $\mathcal{S}_{\mathcal{R}}(\mathbb{A}_{r/2,2r}(0)), x, y \in U_r^{x,y}$.

Moreover, with probability at least 1, it holds simultaneously for each $x, y \in \partial B_2r(0)$ with $|x - y| \geq \delta r$ that there are points $u, v \in \mathbb{A}_{(1-4\rho)r,(1+4\rho)r}(0) \cap U_r^{x,y}$ with the following properties.

1. (Existence of a shortcut) We have

$$|u - v| \geq br, \quad D_h(u, v) \leq c_1'D_h(u, v), \quad D_h(u, v) \leq (c_s/C_s)^2 D_h(u, \partial B_{4\rho r}(u)), \quad (5.20)$$

and the $D_h$-geodesic from $u$ to $v$ is unique and is contained in $U_r^{x,y}$.

2. (Removing neighborhoods of $u, v$ disconnects $U_r^{x,y}$) Let $O_u$ be the connected component of $U_r^{x,y} \cap B_{20\rho r}(u)$ which contains $u$ and define $O_v$ similarly with $v$ in place of $u$. The connected component of $U_r^{x,y} \setminus O_u$ which contains $x$ lies at Euclidean distance at least $\varepsilon r$ from the union of the other connected components, and the same is true with $v$ in place of $u$ and $y$ in place of $x$.

3. (Upper bound for internal diameters of neighborhoods of $u$ and $v$) Each point of $O_u$ lies at $D_h(\cdot, U_r^{x,y})$-distance at most $\eta D_h(u, v)$ from $u$, and the same is true with $v$ in place of $u$.

Proof. Step 1: $F_{\rho r}(z)$ occurs for many points $z \in B_{2r}(0)$. Let $n_\ast \in \mathbb{N}$ be chosen so that the conclusion of Lemma 2.7 is satisfied with $s = 1/3, p_1$ in place of $p$, and $1 - \delta(1 - p)/100$ in place of $q$. Let $\rho := (500n_\ast)^{-1}\delta$ and define the set of points

$$Z := \left\{ r \exp\left(\frac{2\pi i \delta k}{100n_\ast}\right) : k \in [1, 100n_\ast \delta^{-1}]\right\} \subset \partial B_r(0). \quad (5.21)$$

Then the balls $B_{4\rho r}(z)$ for $z \in Z$ are disjoint and each such ball is contained in $\mathbb{A}_{(1-4\rho)r,(1+4\rho)r}(0)$.

By Lemmas 5.5 and 5.6, if $r \in \rho^{-1}\mathcal{R}_0$, then each of the events $F_{\rho r}(z)$ for $z \in Z$ has probability at least $p_1$ and is determined by $(h - h_{4\rho r}(z))|_{B_{4\rho r}(z)}$. Each arc $I \subset \partial B_r(0)$ with Euclidean length at least $\delta r/4$ satisfies $\#(Z \cap I) \geq n_\ast$. Therefore, Lemma 2.7 (applied with the whole-plane GFF $h(\cdot/(3\rho r))$ in place of $h$) implies that for each such arc $I$,

$$\mathbb{P}[\exists z \in Z \cap I \text{ such that } F_{\rho r}(z) \text{ occurs}] \geq 1 - \frac{\delta(1 - p)}{100}. \quad (5.22)$$

We can choose at most $4\pi \delta^{-1}$ arcs of $\partial B_r(0)$ with Euclidean length $\delta r/4$ in such a way that each arc of $\partial B_r(0)$ with Euclidean length at least $\delta r/2$ contains one of these arcs. By a union bound, we therefore get that with probability at least $1 - (1 - p)/4$,

Each arc of $\partial B_r(0)$ with length at least $\delta r/2$ contains a point $z \in Z$ s.t. $F_{\rho r}(z)$ occurs. \quad (5.23)

We will show that the statement of the lemma is satisfied with

$$\varepsilon = \varepsilon_1 \rho \quad \text{and} \quad b = b_1 \rho. \quad (5.24)$$

Step 2: defining $U_r^{x,y}$. Enumerate $Z = \{z_1, \ldots, z_N\}$, where $N := [100n_\ast \delta^{-1}]$ and $z_k := r \exp\left(\frac{2\pi i \delta k}{100n_\ast}\right)$. Also set $z_0 := z_N$. We now join up the balls $B_{2\rho r}(z_k)$, in a manner which is illustrated in Figure 11. For $k \in [1, N] \mathbb{Z}$, choose in a deterministic manner a piecewise linear path $L_k$ from $z_{k-1} + 2\rho r$ to
Assume (5.23). Let Condition 1.

Step 3: checking the conditions for $\varepsilon$ with corners in without loss of generality that the counterclockwise arc of $\partial B_{2\rho r}(0)$ from $x$ to $y$ is shorter than the clockwise arc. Let $J \subset \partial B_r(0)$ by the counterclockwise arc from $x/2$ to $y/2$, so that $J$ has length at least $\delta r/2$. Let $k_x, k_y \in [1, N] \mathbb{Z}$ be chosen so that $J \cap \mathbb{Z} = \{z_{k_x}, \ldots, z_{k_y}\}$. Let $\hat{L}_x$ (resp. $\hat{L}_y$) be a smooth path from $x$ to $z_{k_y} - 2r$ (resp. from $z_{k_y} + 2r$ to $y$) which does not intersect any of the $B_{2\rho r}(z)$'s for $z \in \mathbb{Z}$ and such that $\hat{L}_x$ and $\hat{L}_y$ lie Euclidean distance at least $\rho r$ from each other and from each $L_k$ for $k \in [k_x + 1, k_y] \mathbb{Z}$.

Recall that for $X \subset \mathbb{C}$, $S_{\varepsilon_1 \rho r}(X)$ denotes the set of closed Euclidean squares of side length $\varepsilon_1 \rho r$ with corners in $\varepsilon_1 \rho r \mathbb{Z}^2$ which intersect $X$. With $V_{\rho r}(z)$ as in the definition of $F_{\rho r}(z)$, we define

$$U^{x,y}_{\rho r} := \bigcup_{k=k_x}^{k_y} V_{\rho r}(z_k) \cup \bigcup_{j \in \mathbb{Z}} S_{\varepsilon_1 \rho r} \left( \hat{L}_x \cup \hat{L}_y \cup \bigcup_{k=k_x+1}^{k_y} L_k \right)$$

and we let $U^{x,y}_{\rho r}$ be the interior of $U^{x,y}_{\rho r}$. Since each $V_{\rho r}(z_k)$ is the interior of a finite union of squares in $S_{\varepsilon_1 \rho r}(B_{\rho r}(z_k))$, it follows that $U^{x,y}_{\rho r}$ is the interior of a finite union of squares $S_{\varepsilon_1 \rho r}(A_{\rho r/2 \rho r}(0))$. Since the $V_{\rho r}(z_k)$'s are connected, it is clear that $U^{x,y}_{\rho r}$ is connected and contains $x, y$. We also note that $U^{x,y}_{\rho r}$ is deterministic.

**Step 3: checking the conditions for $u$ and $v$.** On the event that (5.23) holds, there is a random $k \in [k_x, k_y] \mathbb{Z}$ for which $F_{\rho r}(z_k)$ occurs. If this is the case, choose such a $k$ and point $u, v \in V_{\rho r}(z_k) \cap B_{\rho r}(z_k)$ as in the definition of $F_{\rho r}(z_k)$ in some measurable manner. We will show that for $\varepsilon, b$ as in (5.24), the conditions in the lemma statement hold whenever (5.23) holds.

**Condition 1.** Since $B_{2\rho r}(z_k) \subset B_{4\rho r}(u)$ and $V_{\rho r}(z_k) \subset U^{x,y}_{\rho r}$, it is immediate from Condition 1 in the definition of $F_{\rho r}(z_k)$ that this condition with $b = b_1 \rho$ whenever (5.23) holds.

**Condition 2.** Assume (5.23). Let

$$W_k(x) := \bigcup_{j=k_x}^{k_x-1} V_{\rho r}(z_j) \cup \bigcup_{j \in \mathbb{Z}} S_{\varepsilon_1 \rho r} \left( \hat{L}_x \cup \bigcup_{j=k_x+1}^{k_y} L_j \right)$$

and

$$W_k(y) := \bigcup_{j=k_y}^{k_y+1} V_{\rho r}(z_j) \cup \bigcup_{j \in \mathbb{Z}} S_{\varepsilon_1 \rho r} \left( \hat{L}_y \cup \bigcup_{j=k_x+1}^{k_y} L_j \right)$$

and let $W_k(x)$ and $W_k(y)$ be the interiors of $W_k(x)$ and $W_k(y)$, respectively. By (5.25), $U^{x,y}_{\rho r} = W_k(x) \cup W_k(y) \cup V_{\rho r}(z_k)$. Since $\hat{L}_x, \hat{L}_y$, and the $L_k$'s for $k \in [k_x + 1, k_y] \mathbb{Z}$ each lie at Euclidean distance at least $\rho r$ from one another and do not intersect the interiors of the balls $B_{\rho r}(z)$ for $z \in \mathbb{Z}$ and $\varepsilon_1 < 1/100$, the sets $W_k(x)$ and $W_k(y)$ lie at Euclidean distance at least $\rho r/2$ from each other and from $B_{\rho r}(z_k)$.

We have

$$U^{x,y}_{\rho r} \cap B_{20 \varepsilon_1 \rho r}(u) = V_{\rho r}(z_k) \cap B_{20 \varepsilon_1 \rho r}(u),$$

so the definition of $O_u$ is unaffected if we replace $U^{x,y}_{\rho r}$ by $V_{\rho r}(z_k)$. Furthermore, the connected component of $U^{x,y}_{\rho r} \setminus O_u$ which contains $x$ is the same as the union of $W_k(x)$ and the connected component of $V_{\rho r}(z_k) \setminus O_u$ which contains $z_k - 2\rho r$; and the union of the other connected components of $U^{x,y}_{\rho r} \setminus O_u$ is the same as the union of $W_k(y)$ and the connected components of $V_{\rho r}(z_k) \setminus O_u$ which
do not contain $z_k + 2pr$. By condition 2 in the definition of $F_{pr}(z_k)$, we find that these two sets lie at Euclidean distance at least $\varepsilon_1 pr$ from one another.

*Condition 3.* By (5.27), condition 3 in the definition of $F_{pr}(z_k)$ implies that each point of $O_u$ lies at $D_h(\cdot, \cdot; U^{x,y}_r)$-distance at most $\eta D_h(u, v)$ from $u$. The same is true with $v$ in place of $u$. 

### 5.5 Definition of the event $E_r$ and the bump functions $\mathcal{G}_r$

The goal of this subsection is to define the event $E_r$ and the collection of smooth bump functions $\mathcal{G}_r$ appearing in Proposition 5.1. We will also check Properties (A) and (B) from that proposition. Property (C) will be checked in Section 5.6.

The definitions in this section are illustrated in Figure 12, left. Before proceeding with the details, we briefly discuss the main ideas involved. Following Section 5.1, we want to define $\mathcal{G}_r$ to include for each $x, y \in \partial B_3(0)$ a function $\phi$ which is equal to a large positive constant on the region $U^{x,y}_r$ of Lemma 5.7 and which is supported on the union of a small neighborhood of $U^{x,y}_r$ and two even narrower “tubes” which approximate the segments $[x, 3x/2]$ and $[y, 3y/2]$ (shown in yellow in the figure). The event $E_r$ will consist of the conditions of Lemma 5.7 plus several regularity conditions discussed below.
We will eventually consider a fixed pair of points \( z, w \in \mathbb{C} \setminus B_{4r}(0) \) and choose \( x, y \in \partial B_{2r}(0) \) in such a way that \( x' := 3x/2 \) and \( y' := 3y/2 \) are the first points of \( \partial B_{3r}(0) \) hit by the \( D_h \)-metric balls grown from \( z \) and \( w \), respectively. Since these points are random, it is important that the conditions in our event hold simultaneously for all possible choices of \( x \) and \( y \). We will show in Section 5.6 that on \( E_r \), subtracting a suitable \( \phi \in G_r \) from the field makes distances in the support of \( \phi \) much shorter than distances outside, so the \( D_{h-\phi} \)-geodesics has to travel through the support of \( \phi \) and hence has to get close to the points \( u, v \) of Lemma 5.7.

There are several subtleties involved in this argument which are dealt with via regularity conditions in the definition of \( E_r \). For example, Lemma 5.7 requires that \( |x - y| \geq \delta r \), so we need to ensure that our random metric ball hitting points \( x', y' \) are separated. This is the purpose of condition 4 in the definition of \( E_r \). Another difficulty is that it is relatively straightforward to get \( D_{h-\phi} \)-geodesics into the support of \( \phi \), but we want such geodesics to actually enter the region \( U_{r+y}^x \) where \( \phi \) is equal to a large positive constant. The reason for this is that we will be comparing ratios of distances via Weyl scaling (Axiom III) and it could be that \( \phi \) is much smaller on some parts of its support than it is on \( U_{r+y}^x \). To deal with this, we will include a condition to the effect that paths which stay in a small neighborhood of \( \partial U_{r+y}^x \) without entering \( U_{r+y}^x \) are very long (condition 6).

We also need functions in \( E_r \) to be supported on \( A_{r,3r}(0) \) so we need to make the yellow tubes in Figure 12 very close to \( x' \) and \( y' \) without actually allowing these tubes to contain \( x' \) and \( y' \) (condition 8). The choice of constants involved in these conditions is somewhat delicate, so the event \( E_r \) will include several parameters.

We now commence with the definitions. Fix a parameter \( \delta \in (0, 1) \), to be chosen in a manner depending only on \( p \) in Lemma 5.9 below. Let \( \rho, b, \varepsilon \) be as in Lemma 5.7 for this choice of \( \delta \) and with \( p = 1 - (1 - p)/2 \), so that \( \rho, b, \varepsilon \) depend only on \( \delta, p, \mu, \nu \). The definitions of \( E_r \) and \( G_r \) involve several additional small parameters \( \Delta, a \in (0, 1) \) and \( \zeta, a, \theta \in (0, \varepsilon) \) and large parameters \( A, M, \Lambda_0 > 1 \) which we will choose in Lemma 5.9 below, in a manner depending only on \( p, \mu, \nu \). See Figure 12, right for a schematic illustration of how the parameters are chosen.

### 5.5.1 Definition of \( G_r \)

We first give the definition of \( G_r \) in terms of the above parameters. For each \( x, y \in \partial B_{2r}(0) \) with \( |x - y| \geq \delta r \), choose in a deterministic manner depending only on \( U_{r+y}^x \) (not on the particular values of \( x \) and \( y \)) a smooth, compactly supported bump function \( f_{r+y}^x : \mathbb{C} \to [0, 1] \) which is identically equal to 1 on \( U_{r+y}^x \) and vanishes outside of \( B_{\sigma y}(U_{r+y}^x) \). Since each \( U_{r+y}^x \) is the interior of a finite union of squares in \( S_{3r}(B_{2r}(0)) \), there are at most a finite, \( r \)-independent number of possibilities for \( U_{r+y}^x \) as \( x \) and \( y \) vary. From this and the scale invariance of Dirichlet energy (i.e., \( (f(r\cdot), f(r\cdot)) = (f, f) \)) it follows that we can arrange that the Dirichlet energy \( \langle f_{r+y}^x, f_{r+y}^x \rangle \) is bounded above by a constant depending only on \( \varepsilon, \zeta \).

If we subtract a large constant multiple of \( f_{r+y}^x \) from \( h \), then LQG geodesics for the resulting field between points of \( U_{r+y}^x \) will tend to stay in \( U_{r+y}^x \). However, we also need to get geodesics between points of \( \mathbb{C} \setminus B_{4r}(0) \) into \( U_{r+y}^x \). For this purpose, we will also subtract even larger constant multiples of bump functions \( q_{r+y}^x \) and \( g_{r+y}^x \) which are supported in narrow tubes which approximate the segments \([x, 3x/2]\) and \([y, 3y/2]\). The supports of these bump functions are shown in yellow in Figure 12.

To define these bump functions, we first define for \( x \in \partial B_{2r}(0) \) the set

\[
W_r^x := \left( \text{Interior of } \bigcup_{S \in S_{\theta r}([x, (3/2 - \theta)x])} S \right) \subset A_{r,3r}(0) \tag{5.28}
\]

where here we recall from (5.14) that \( S_{\theta r}([x, (3/2 - \theta)x]) \) is the set of \( \theta r \times \theta r \) squares with corners in
\( \theta r \mathbb{Z}^2 \) which intersect \([x, (3/2 - \theta)x]\). Let \( g_r^x : \mathbb{C} \rightarrow [0, 1] \) be a smooth compactly supported function which is identically equal to 1 on \( W^x_r \) and is identically equal to 0 outside of \( B_{\theta r}(W^x_r) \subset B_{3r}(0) \). As in the case of \( f_r^{x,y} \) (see the paragraph just above (5.29)), we can arrange that the Dirichlet energy of \( g_r^x \) is bounded above by a constant depending only on \( \theta, \mathbb{P} \).

We define the large constants

\[
K_f := \frac{1}{\xi} \log \left( \frac{100A}{a\Delta} \right) \quad \text{and} \quad K_g := K_f + \frac{1}{\xi} \log(M). \tag{5.29}
\]

For each \( x, y \in \partial B_{2r}(0) \) with \(|x - y| \geq \delta r\), we define

\[
\phi_r^{x,y} := K_f f_r^{x,y} + K_g (g_r^x + g_r^y). \tag{5.30}
\]

Since each of \( f_r^{x,y}, g_r^x, g_r^y \) is supported on \( A_{r/4,3r}(0) \), so is \( \phi_r^{x,y} \). We set

\[
G_r := \{ \phi_r^{x,y} : x, y \in \partial B_{2r}(0), |x - y| \geq \delta r \} \cup \{ \text{zero function} \}. \tag{5.31}
\]

Recall from the above discussion that the number of possibilities for each of \( f_r^{x,y}, g_r^x, g_r^y \) as \( x \) and \( y \) vary and the Dirichlet energies of each of these functions is bounded above by a constant which does not depend on \( r, x, \) or \( y \). Consequently, each of

\[
\#G_r \quad \text{and} \quad \max_{\phi \in G_r} (\phi, \phi)_x \tag{5.32}
\]

is bounded above by a constant which does not depend on \( r, x, \) or \( y \).

### 5.5.2 Definition of \( E_r \)

We now define the event \( E_r \) appearing in Proposition 5.1. We encourage the reader to skim the list of conditions on a first read and refer back to them as they are used while reading the proof of Lemma 5.10 below.

With the parameters \( \delta, \Delta, A, \zeta, a, \theta, M, \Lambda_0 \) as above, we define \( E_r \) to be the event that the following is true. For each \( x, y \in \partial B_{2r}(0) \) with \(|x - y| \geq \delta r\), there exists \( u, v \in A_{(1-4\rho)r, (1+4\rho)r}(0) \) satisfying the three numbered conditions of Lemma 5.7 and moreover the following additional conditions hold.

4. For each \( x, y \in \partial B_{2r}(0) \) with \(|x - y| < \delta r\),

\[
D_h(x', y'; A_r, A_r(0)) \leq \Delta_c e^{\xi \rho_r(0)} \leq D_h(\partial B_{2r}(0), \partial B_{3r}(0)), \quad \text{where} \quad x' = \frac{3}{2} x \quad \text{and} \quad y' = \frac{3}{2} y.
\]

5. For each \( x, y \in \partial B_{2r}(0) \) with \(|x - y| \geq \delta r\) the \( D_h \)-internal diameter of \( U_r^{x,y} \) satisfies

\[
\sup_{w_1, w_2 \in U_r^{x,y}} D_h(w_1, w_2; U_r^{x,y}) \leq A c_r e^{\xi \rho_r(0)}.
\]

6. For each \( x, y \in \partial B_{2r}(0) \) with \(|x - y| \geq \delta r\), the \( D_h \)-length of every continuous path of Euclidean diameter at least \( \varepsilon r/100 \) which is contained in \( B_{2\rho r}(\partial U_r^{x,y}) \) is at least \( 100 A c_r e^{\xi \rho_r(0)} \).

7. For each \( z_1, z_2 \in A_{r/4, 4r}(0) \) such that \(|z_1 - z_2| \geq \zeta r\),

\[
D_h(z_1, z_2; A_{r/4, 4r}(0)) \geq a c_r e^{\xi \rho_r(0)}.
\]
8. With $K_f$ as in (5.29),

$$D_h(3x/2, (3/2 - \theta)x; A_{r,4r}(0)) \leq e^{-\xi K_f} e^{\xi h_r(0)}, \quad \forall x \in \partial B_{2r}(0).$$

9. If we let $W_r^x \subset A_{r,3r}(0)$ be the long narrow tube as in (5.28), then

$$\sup_{w_1, w_2 \in W_r^x} D_h(w_1, w_2; W_r^x) \leq M_r e^{\xi h_r(0)}.$$

10. With $G_r$ as in (5.31), we have $(h, \phi)_{\nabla} + \frac{1}{2}|(\phi, \phi)_{\nabla}| \leq \Lambda_0$ for each $\phi \in G_r$.

**5.5.3 Proof of Properties (A) and (B)**

It is immediate from condition 10 in the definition of $E_r$ that Property (B) of Proposition 5.1 is satisfied. In the next two lemmas we check the two assertions of Property (A).

**Lemma 5.8.** The event $E_r$ is determined by $(h - h_{5r}(0))|_{A_{r/4,4r}(0)}$

*Proof.* By Axiom III, the occurrence of $E_r$ is unaffected by adding a real number to $h$, so we only need to show $E_r \in \sigma (h|_{A_{r/4,4r}(0)})$. The measurability of condition 1 follows from exactly the same argument used in the proof of Lemma 5.6 (this can also be seen from Lemma 5.6 and the proof of Lemma 5.5). Since $U_r^{x,y}, W_r^x, W_r^y \subset A_{(1/2-2r),3r}(0)$ and $D_h$ and $\tilde{D}_h$ are local metrics for $h$, the measurability of the other conditions in the definition of $E_r$ follows by inspection and Axiom II.  

**Lemma 5.9.** We can choose the parameters $\delta, \Delta, A, \zeta, a, \theta, M, \Lambda_0$ in a manner depending only on $p, \mu, \nu$ in such a way that $\mathbb{P}[E_r] \geq p$ for each $r \in \rho^{-1}R_0$.

*Proof.* By tightness across scales (Axiom V), we can choose the parameters $\delta$ and $\Delta$ in such a way that condition 4 holds with probability at least $1 - (1 - \rho)p/100$. As above, we choose $b, \rho, \varepsilon$ as in Lemma 5.7 with the above choice of $\delta$ and with $p = 1 - (1 - \rho)p/100$ (so that $b, \rho, \varepsilon$ depend only on $p, \mu, \nu$) and define $U_r^{x,y}$ for $x, y \in \partial B_{2r}(0)$ with $|x - y| \geq \delta r$ as in that lemma. Then the first four conditions (including the three from Lemma 5.7) in the definition of $E_r$ occur simultaneously with probability at least $1 - 2(1 - \rho)p/100$.

We will now choose the parameters $\delta$ so as to lower-bound the probabilities of the other conditions in the definition of $E_r$ in numerical order. By Lemma 2.9, we can find $C > 0$ depending only on $\varepsilon$ (and hence only on $p, \mu, \nu$) such that with probability at least $1 - (1 - \rho)p/100$, we have, with $S_{cr}(-)$ as in (5.14),

$$\sup_{S \subset S_{cr}(B_{2r}(0))} \sup_{w_1, w_2 \in S} D_h(w_1, w_2; S) \leq C \varepsilon e^{\xi h_r(0)}. \quad (5.33)$$

The total number of squares of $S_{cr}(B_{2r}(0))$ is at bounded above by a constant depending only on $\varepsilon$ (and hence only on $p, \mu, \nu$). Since each $U_r^{x,y}$ is connected and is the interior of a finite union of such squares, the triangle inequality shows that there is an $A > 1$ depending only on $p, \mu, \nu$ such that whenever (5.33) holds, also condition 5 holds. Hence the probability of condition 5 is at least $1 - (1 - \rho)p/100$.

The set $\partial U_r^{x,y}$ is the union of some subset of the set of sides of squares in $S_{cr}(B_{2r}(0))$. By Lemma 2.10 (applied with $\zeta$ in place of $\varepsilon$) and a union bound over all of the sets of all of the squares in $S_{cr}(B_{2r}(0))$, we can choose $\zeta \in (0, \varepsilon/1000)$ depending only on $p, \varepsilon, A$ (and hence only on $p, \mu, \nu$) such that condition 6 holds with probability at least $1 - (1 - \rho)p/100$.

Since each of $D_h$ induces the Euclidean topology, we can find $a \in (0, 1)$ depending only on $p, \zeta$ (and hence only on $p, \mu, \nu$) such that condition 7 holds with probability at least $1 - (1 - \rho)p/100$.  
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Since the constant $K_f$ of (5.29) depends only on $A, \Delta, a$, which have already been chosen in a manner depending only on $p, \mu, \nu$, we can find a small enough $\theta \in (0, \zeta/100)$ depending only on $p, \mu, \nu$ such that condition \ref{condition} holds with probability at least $1 - (1 - p)/100$.

Recall from (5.28) that $W^\ast_r$ is the interior of the union of a set of squares in $S_{\theta_r}(B_{3r}(0))$. By Axiom \ref{V} and Lemma \ref{lem:2.9}, we can find a sufficiently large $M > 0$ depending only on $p, \mu, \nu$ such that condition \ref{condition} holds with probability at least $1 - (1 - p)/100$.

The definition of the set of bump functions $\mathcal{G}_r$ above does not use the parameter $\Lambda_0$. As discussed just after (5.32), the number of functions in $\mathcal{G}_r$ and the Dirichlet energies of these functions are each bounded above by constants which depend only on $p, \mu, \nu$ and the other parameters which we have already chosen in a manner depending only on $p, \mu, \nu$. Consequently, we can find a constant $\Lambda_0 > 0$ depending only on $p, \mu, \nu$ such that condition \ref{condition} holds with probability at least $1 - (1 - p)/100$. Combining our above estimates gives the statement of the lemma.

\section{Subtracting a bump function to move a geodesic}

To prove Proposition \ref{prop:5.1}, it remains to check Property (C) for the event $E_r$ and the collection of smooth bump functions $\mathcal{G}_r$ defined above. To this end, fix distinct points $z, w \in \mathbb{C} \setminus B_{4r}(0)$ and let $P = P^w_{x,w}$ be the (a.s. unique) $D_h$-geodesic from $z$ to $w$. We first grow the $D_h$-metric balls until they hit $\partial B_{3r}(0)$. Let $\sigma_r$ (resp. $\tilde{\sigma}_r$) be the smallest $s > 0$ for which the $D_h$-metric ball $B_s(z; D_h)$ (resp. $B_s(w; D_h)$) intersects $\overline{B_{3r}}(0)$. Also let $z'$ (resp. $y'$) be a point of $\partial B_{3r}(0) \cap B_{\sigma_r}(z; D_h)$ (resp. $B_{\tilde{\sigma}_r}(w; D_h)$), chosen in some manner depending only on the appropriate $D_h$-metric ball, and define the points of $\partial B_{2r}(0)$

$$x := (2/3)z' \quad \text{and} \quad y := (2/3)y'. \quad (5.34)$$

Note that $x, y \in \sigma(h|_{\mathbb{C} \setminus B_{3r}(0)})$.

In the notation (5.30), we set

$$\phi = \begin{cases} \phi_{x,y}, & \text{if } |x - y| \geq \delta r \\ 0, & \text{otherwise.} \end{cases} \quad (5.35)$$

Then $\phi \in \mathcal{G}_r$, as defined in (5.31), and $\phi$ is determined by $x, y$ and hence by $h|_{\mathbb{C} \setminus B_{3r}(0)}$. Hence to prove Property (C) it remains only to prove the following.

\begin{lemma}
Let $P^\phi$ be the (a.s. unique) $D_{h-\phi}$-geodesic from $z$ to $w$. If $P \cap B_{2r}(0) \neq \emptyset$ and $E_r$ occurs, then there are times $0 < s < t < D_{h-\phi}(z, w)$ such that

$$P^\phi(s), P^\phi(t) \in B_{3r/2}(0), \quad |P^\phi(s) - P^\phi(t)| \geq (b - 40\varepsilon) r, \quad \tilde{D}_{h-\phi}(P^\phi(s), P^\phi(t)) \leq c_s D_{h-\phi}(P^\phi(s), P^\phi(t)), \quad \text{and}$$

$$\tilde{D}_{h-\phi}(P^\phi(s), P^\phi(t)) \leq (c_s/C_s) \tilde{D}_{h-\phi}(P^\phi(s), \partial B_{3r}(0)). \quad (5.36)$$

The rest of this section is devoted to the proof of Lemma \ref{lem:5.10}. To lighten notation, write

$$U = U^\pi_{x,y} \quad \text{and} \quad W = B_{g2r}(W^x_r) \cup B_{g2r}(W^y_r). \quad (5.37)$$

Throughout, we assume that $E_r$ occurs and $P \cap B_{2r}(0) \neq \emptyset$. The proof is an elementary (though somewhat technical) deterministic argument using the conditions in the definition of $E_r$, and is divided into several lemmas.

\footnote{It is in fact not difficult to see that there is a.s. a unique intersection point by repeating the argument of [MQ18, Theorem 1.2].}
Lemma 5.11. We have $|x - y| \geq \delta r$.

Lemma 5.11 allows us to apply all of the conditions in the definition of $E_r$ with $x = x$ and $y = y$ (note that these conditions hold for all $x, y \in \partial B_{2r}(0)$ with $|x - y| \geq \delta r$ simultaneously). We will use this fact without comment throughout the rest of the proof.

Proof of Lemma 5.11. Since $P$ is a $D_h$-geodesic, the $D_h$-distance between the metric balls $B_{\sigma_r}(x; D_h)$ and $B_{\sigma_r}(w; D_h)$ is equal to the $D_h$-distance traveled by $P$ between the times when it hits these two metric balls. Since $P$ enters $B_{2r}(0)$, it must cross between the inner and outer boundaries of $A_{2r,3r}(0)$ at least twice between hitting these two metric balls, so the $D_h$-distance between $B_{\sigma_r}(x; D_h)$ and $B_{\sigma_r}(w; D_h)$ must be at least $2D_h(\partial B_{2r}(0), \partial B_{3r}(0))$. Condition 4 in the definition of $E_r$ implies that if $|x - y| < \delta r$ then $D_h(\partial B_{2r}(0), \partial B_{3r}(0)) \geq D_h(x', y'; A_{r,4r}(0))$ which is at least the $D_h$-distance between $B_{\sigma_r}(x; D_h)$ and $B_{\sigma_r}(w; D_h)$. This is a contradiction and therefore $|x - y| \geq \delta r$. □

We now prove an upper bound for $D_{h-\phi}(x', y')$. Since $P^\phi$ is a $D_{h-\phi}$-geodesic, this upper bound will allow us to constrain the behavior of $P^\phi$ since $P^\phi$ cannot have any segment whose $D_{h-\phi}$-length is larger than $D_{h-\phi}(x', y')$ (see Lemma 5.13 below).

Lemma 5.12. We have

$$D_{h-\phi}(x', y') \leq e^{-\xi K_f} (A + 4) \epsilon_r \epsilon_{h_r}(0).$$

(5.38)

Proof. By condition 8 in the definition of $E_r$ and since $D_{h-\phi} \leq D_h$,

$$D_{h-\phi}(x', W_r^x) \leq e^{-\xi K_f} \epsilon_r \epsilon_{h_r}(0) \quad \text{and} \quad D_{h-\phi}(y', W_r^y) \leq e^{-\xi K_f} \epsilon_r \epsilon_{h_r}(0).$$

(5.39)

By condition 9, Axiom III, and since $\phi \geq K_g$ on each of $W_r^x$ and $W_r^y$ (with $K_g$ as in (5.29)),

The internal $D_{h-\phi}$-diameters of $W_r^x$ and $W_r^y$ are each $\leq e^{-\xi K_g} M \epsilon_r \epsilon_{h_r}(0) \leq e^{-\xi K_f} \epsilon_r \epsilon_{h_r}(0).$

(5.40)

By condition 5, Axiom III, and since $\phi \leq -K_f$ on $U$,

$$\sup_{w_1, w_2 \in U} D_h(w_1, w_2; U) \leq e^{-\xi K_f} A \epsilon_r \epsilon_{h_r}(0).$$

(5.41)

Since $W_r^x$ and $W_r^y$ each intersect $U$, we can combine (5.39), (5.40), and (5.41) and use the triangle inequality to get (5.38). □

Lemma 5.13. In the notation (5.37), $P^\phi$ is contained in $B_{2r}(U \cup W)$. Furthermore, there is no segment of $P^\phi$ of Euclidean diameter $\geq \varepsilon r/100$ which is contained in $B_{2r}(\partial U) \setminus W$.

Proof. Since $\phi$ is supported on $B_{3r}(0)$, the definitions of $\sigma_r$, $\sigma_r$, $B_{\sigma_r}(x; D_h)$, and $B_{\sigma_r}(w; D_h)$ are unaffected if we replace $h$ by $h - \phi$. Since the segment of $P^\phi$ between hitting these metric balls is the $D_{h-\phi}$-shortest path between these metric balls, Lemma 5.12 implies that

$$\left(D_{h-\phi}\text{-length of segment of } P^\phi \text{ between } B_{\sigma_r}(x; D_h), \text{ and } B_{\sigma_r}(w; D_h)\right) \leq e^{-\xi K_f} (A + 4) \epsilon_r \epsilon_{h_r}(0).$$

(5.42)

We will now explain how (5.42) together with the definition of $E_r$ allows us to constrain the behavior of $P^\phi$.

As in the proof of Lemma 5.11, condition 4 in the definition of $E_r$ implies that the $D_h$-distance between $B_{\sigma_r}(x; D_h)$ and $B_{\sigma_r}(w; D_h)$ is at least $2\Delta \epsilon_r \epsilon_{h_r}(0)$, which is larger than $e^{-\xi K_f} (A + 4) \epsilon_r \epsilon_{h_r}(0)$ by the definition (5.29) of $K_f$. If $P^\phi$ did not enter the support $B_{\sigma_r}(U) \cup W$ of $\phi$, then the $D_{h-\phi}$-length
of $P^\phi$ would be the same as its $D_h$-length, which must be at least $2\Delta c_r e^{\xi h_r(0)}$. Hence (5.42) implies that $P^\phi$ must enter $B_{\zeta r}(U) \cup W$.

Since $\phi \leq K_f$ outside of $W$, Axiom III together with condition 6 in the definition of $E_r$ implies that the $D_{h-\phi}$-length of every continuous path of Euclidean diameter at least $\varepsilon r/100$ which is contained in $B_{2\zeta r}(\partial U) \setminus W$ is at least $100e^{-\xi K_f}Ac_r e^{\xi h_r(0)}$. It therefore follows from (5.42) that the second assertion of the lemma holds.

We now prove the first assertion of the lemma. Since $\phi$ is identically equal to 0 on $\mathbb{C} \setminus (B_{\zeta r}(U) \cup W)$, condition 7 in the definition of $E_r$ implies that the $D_{h-\phi}$-length of any curve which is contained in $A_{r/4\zeta r}(0) \setminus (B_{\zeta r}(U) \cup W)$ and has Euclidean diameter at least $\zeta r$ is at least $ae^{-\xi K_f/c_r e^{\xi h_r(0)}}$. This last quantity is strictly larger than the right side of (5.42) by the definition (5.29) of $K_f$. Since $P^\phi$ is a $D_{h-\phi}$-geodesic, it follows that there is no segment of $P^\phi$ of Euclidean diameter at least $\zeta r$ which is contained in $A_{r/4\zeta r}(0) \setminus (B_{\zeta r}(U) \cup W)$. Each path from $B_{\zeta r}(U) \cup W$ to a point outside of $B_{2\zeta r}(U \cup W)$ has a sub-path which is contained in $A_{r/4\zeta r}(0) \setminus (B_{\zeta r}(U) \cup W)$ and has Euclidean diameter at least $\zeta r$. Since we know that $P^\phi$ has to hit $B_{\zeta r}(U) \cup W$, we infer that $P^\phi$ is contained in $B_{2\zeta r}(U \cup W)$. \hfill \Box

We now produce the points $0 < s < t < D_{h-\phi}(\pi, w)$ from Lemma 5.10 and check all of the conditions of the lemma except $D_{h-\phi}(P^\phi(s), P^\phi(t)) \leq c_2 D_{h-\phi}(P^\phi(s), P^\phi(t))$ (we will check this last condition later).

**Lemma 5.14.** There are times $0 < s < t < D_{h-\phi}(\pi, w)$ such that $P^\phi(s), P^\phi(t) \in B_{3r/2}(0)$, $|P^\phi(s) - P^\phi(t)| \geq (b - 40\varepsilon) r$, and

$$D_{h-\phi}(P^\phi(s), P^\phi(t)) \leq (c_s/C_s) D_{h-\phi}(P^\phi(s), \partial B_{3r/2}(0)).$$

(5.43)

**Proof.** Recall the points $u, v \in A_{(1 - 4\phi)r, (1 + 4\phi)r}(0)$ from condition 1 in the definition of $E_r$. That condition says that the $D_{h}$-geodesic $P$ from $u$ to $v$ is contained in $U$ and its $D_h$-length is at most $(c_s/C_s)^2 D_h(u, \partial B_{4\phi r}(u))$. The idea of the proof is to use Lemma 5.13 to force $P^\phi$ to get close to each of $u$ and $v$, and then to take $s$ and $t$ to be the times at which it does so. Since $\phi$ attains its largest possible value on $B_{4\phi r}(u)$ (namely, $K_f$) at every point of $B_{4\phi r}(u) \cap U$ (here we note that $W$ is disjoint from $B_{3r/2}(0) \cap B_{4\phi r}(u)$), it follows that $P^\phi(\xi K_f \cdot)$ is a $D_{h-\phi}$-geodesic from $u$ to $v$ and

$$D_{h-\phi}(u, v) = D_{h-\phi}(u, v; U \cap B_{4\phi r}(u)) = e^{-\xi K_f} D_h(u, v).$$

(5.44)

Recall from condition 2 in the definition of $E_r$ that $O_u$ (resp. $O_v$) is the connected component of $U \cap B_{20\phi r}(u)$ which contains $u$. Since $B_{20\phi r}(u)$ is contained in $B_{3r/2}(0)$, so is disjoint from $W$, that condition tells us that the connected component of $(U \cup W) \setminus O_u$ which contains $\pi'$ lies at Euclidean distance at least $\varepsilon r$ from the union of the other connected components of $(U \cup W) \setminus O_u$. Since $\zeta < \varepsilon/100$, the $2\zeta r$-neighborhoods of these two sets lie at Euclidean distance at least $\varepsilon r/2$ from one another. By Lemma 5.13, $P^\phi$ cannot exit $B_{2\zeta r}(U \cup W)$, so $P^\phi$ must have a segment of Euclidean diameter at least $\varepsilon r/2$ which is contained in

$$B_{2\zeta r}(O_u) \subset O_u \cup (B_{2\zeta r}(\partial U) \setminus W).$$

By the other assertion of Lemma 5.13, this segment cannot be entirely contained in $B_{2\zeta r}(\partial U) \setminus W$, so $P^\phi$ must enter $O_u$. Similarly, $P^\phi$ must enter $O_v$ (and must do so at some time after it enters $O_u$).

Choose times $0 < s < t < |P^\phi|$ such that $P^\phi(s) \in O_u$ and $P^\phi(t) \in O_v$. Then $|P^\phi(s) - u| \leq 20\varepsilon r$ and $|P^\phi(t) - v| \leq 20\varepsilon r$, By condition 3 in the definition of $E_r$, (5.44), and the fact that $\phi \equiv K_f$ on $U \setminus W$, we get that

$$D_{h-\phi}(P^\phi(s), u; U) \leq \eta D_{h-\phi}(u, v) \quad \text{and} \quad D_{h-\phi}(P^\phi(t), v; U) \leq \eta D_{h-\phi}(u, v).$$

(5.45)
Since $|u - v| \geq br$, we have $|P^\phi(s) - P^\phi(t)| \geq (b - 40\varepsilon)r$ and since $u, v \in \overline{B_r(0)}$ we have $P^\phi(s), P^\phi(t) \in B_{3r/2}(0)$.

It remains to check the condition (5.43). Recall that $\tilde{D}_h(u, v) \leq (c_\ast/C_\ast)^2 \tilde{D}_h(u, \partial B_{4\rho r}(u))$ and the $\tilde{D}_h$-geodesic from $u$ to $v$ is contained in $U$. Since $\phi \equiv K_f$ on $U$ and $\phi \leq K_f$ on $B_{4\rho r}(u)$, it follows that

$$\tilde{D}_h(\phi(u, v) \leq (c_\ast/C_\ast)^2 \tilde{D}_h(\phi(u, \partial B_{4\rho r}(u)) \leq (c_\ast/C_\ast)^2 \tilde{D}_h(\phi(s), \partial B_{3r}(0)) \right).$$

By (5.45) and the triangle inequality,

$$\tilde{D}_h(\phi(s), P^\phi(t)) \leq (1 + 2\eta)\tilde{D}_h(\phi(u, v) \leq (1 + 2\eta)(c_\ast/C_\ast)^2 \tilde{D}_h(\phi(s), \partial B_{3r}(0)) \right),$$

which is bounded above by the right side of (5.43) by the definition (5.15) of $\eta$.

**Proof of Lemma 5.10.** Let $s$ and $t$ be as in Lemma 5.14. By that lemma, it remains only to check that

$$\tilde{D}_h(\phi(s), P^\phi(t)) \leq c_2D_h(\phi(s), P^\phi(t)) \right).$$

By (5.45) and the definitions of $c_\ast$ and $C_\ast$,

$$D_h(\phi(s), u; U) \leq c_\ast^{-1}C_\ast\eta D_h(\phi(u, v) \right) \quad \text{and} \quad D_h(\phi(t), v; U) \leq c_\ast^{-1}C_\ast\eta D_h(\phi(u, v). \quad (5.46)$$

By the triangle inequality, (5.46) implies that

$$D_h(\phi(s), u, v) \leq D_h(\phi(s), \phi(t)) + D_h(\phi(s), u) + D_h(\phi(t), v)$$

$$\leq D_h(\phi(s), \phi(t)) + 2c_\ast^{-1}C_\ast\eta D_h(\phi(u, v)$$

which re-arranges to give

$$D_h(\phi(s), u, v) \leq (1 - 2c_\ast^{-1}C_\ast\eta)^{-1}D_h(\phi(s), \phi(t) \right). \quad (5.47)$$

Recall that $\phi \leq K_f$ on $\mathbb{C} \setminus \mathcal{W}$ and by the last condition in (5.20) we have $D_h(u, v) \leq D_h(u, W)$. It follows from this that each $D_h(\phi)$-geodesic from $u$ to $v$ is disjoint from $\mathcal{W}$. Since $D_h(\phi(u, v) \geq e^{-K_f} D_h(u, v)$, by combining this with (5.44) and condition 1 in the definition of $E_r$, we get

$$\tilde{D}_h(\phi(u, v) \leq c_1D_h(\phi(u, v). \quad (5.48)$$

By the triangle inequality,

$$\tilde{D}_h(\phi(s), P^\phi(t); U) \leq \tilde{D}_h(\phi(u, v; U) + \tilde{D}_h(\phi(s), \phi(t) + \tilde{D}_h(\phi(s), u; U)$$

$$\leq (1 + 2\eta)\tilde{D}_h(\phi(u, v) \right) \quad \text{(by (5.44) and (5.45))}$$

$$\leq c_1'(1 + 2\eta)D_h(\phi(u, v) \right) \quad \text{(by (5.48))}$$

$$\leq \frac{c_1'(1 + 2\eta)}{1 - 2c_\ast^{-1}C_\ast\eta} D_h(\phi(s), \phi(t) \right) \quad \text{(by (5.47))}$$

$$\leq c_2D_h(\phi(s), P^\phi(t)) \right) \quad \text{(by the definition (5.15) of $\eta$).} \quad (5.49)$$

\[\square\]
6 Proof of Theorem 1.9

Assume we are in the setting of Theorem 1.9 and let \( h \) be a whole-plane GFF. Also recall the definitions of the optimal bi-Lipschitz constants \( c_* \) and \( C_* \) from (1.21) and the events \( \mathcal{G}_r(C', \beta) \) and \( \mathcal{G}_r(c', \beta) \) from (3.2) and (3.3). We want to show that \( c_* = C_* \). To do this we will assume that \( c_* < C_* \) and derive a contradiction. The following proposition will be used in conjunction with Proposition 3.3 to tell us that there are many scales for which the pairs \( (u, v) \) such that \( \bar{D}_h(u, v)/D_h(u, v) \) is close to \( C_* \) are very sparse.

**Proposition 6.1.** Assume that \( c_* < C_* \). Then there exists \( c'' \) depending only on the values of \( C_* \) and \( c_* \), such that the following is true. If \( \beta \in (0, 1) \) and \( r > 0 \) are such that \( \mathbb{P} \left[ \mathcal{G}_r(c'', \beta) \right] \geq \beta \), then for every choice of \( \beta' \in (0, 1) \), one has

\[
\lim_{\delta \to 0} \mathbb{P} \left[ \mathcal{G}_r(C_* - \delta, \beta') \right] = 0 \tag{6.1}
\]

at a rate depending only on \( \beta, \beta' \) (not on \( r \)).

**Proof.** Assume \( c_* < C_* \). Let \( \nu_* \) be as in Theorem 4.2 and fix parameters \( 0 < \mu < \nu \leq \nu_* \) and \( c_* < c'_1 < c'_2 < C_* \) chosen in a manner depending only on \( c_* \) and \( C_* \). The proof follows the strategy outlined in the “main idea” part of the outline in Section 1.5. Theorem 4.2 and Proposition 4.3 will allow us to show that if \( q > 0 \) is fixed, then with probability tending to 1 as \( \varepsilon \to 0 \), the following is true. For every pair of points \( z, w \in \mathbb{R}^d \) such that \( P(z, w) \geq \beta r \), the \( D_h \)-geodesic \( P \) from \( z \) to \( w \) has to hit a pair of points \( P(s), P(t) \) such that \( |P(s) - P(t)| \geq \text{const} \cdot \varepsilon^{1+\nu} r \) and \( \bar{D}_h(z, w) \leq \varepsilon^2 D_h(z, w) \). This allows us to show that \( \bar{D}_h(z, w)/D_h(z, w) \) is bounded above by \( C_* \) minus a \( \gamma \)-dependent power of \( \varepsilon \) for all such pairs of points \( z, w \). We can then use H"older continuity to get the same statement for all pairs of points \( z, w \in B_2 \) with \( |z - w| \geq \beta r \) simultaneously. Choosing \( \varepsilon \) to be an appropriate \( \gamma \)-dependent power of \( \delta \) then gives (6.1).

**Step 1: setup and regularity events.** Let \( c'' = c''(c'_1, \mu, \nu), b = b(\mu, \nu) \in (0, 1), \) and \( r = r(\mu, \nu) \in (0, 1) \) be as in Proposition 4.3 with the above choice of \( \mu, \nu, c'_1, c'_2 \). Also fix \( q > 0 \) to be chosen later in a manner depending on \( \beta, \beta' \).

By Theorem 4.2 applied to the objects of Proposition 4.3 and with the above choice of \( q, r^{-1} \) in place of \( r, U = B_2 \) and \( \ell = \rho \beta \), we get the following. If \( \varepsilon > 0 \) is such that \( \mathbb{P} \left[ \mathcal{G}_r(c'', \beta) \right] \geq \beta \), then it holds with probability tending to 1 as \( \varepsilon \to 0 \), at a rate depending only on \( q, \beta, \beta', c'_1, c'_2, \mu, \nu \), that the following is true. Let \( z, w \in \mathbb{R}^d \) such that \( P(z, w) \geq \beta r \) and let \( P = P_{z,w} \) be the \( D_h \)-geodesic from \( z \) to \( w \). Then there exists times \( 0 < s < t < |P| \) such that

\[
|P(s) - P(t)| \geq \varepsilon r^{-1} \rho^{-1} r \quad \text{and} \quad \bar{D}_h(P(s), P(t)) \leq \varepsilon^2 D_h(P(s), P(t)) \tag{6.2}
\]

(in particular, the times \( s, t \) arise from a radius \( r \in [\varepsilon^{1+\nu} r^{-1} \rho^{-1} r, \varepsilon r^{-1} r] \) and a point \( z \in \mathbb{C} \) for which \( \mathcal{C}_r(z) \) occurs). Henceforth assume that (6.2) holds for every \( z, w \in \mathbb{R}^d \) with \( |z - w| \geq \beta r \).

Fix \( \chi \in (0, \xi(Q - 2)) \) and \( \chi' > \xi(Q + 2) \), as in Lemma 2.8. By Axiom V, for each \( p \in (0, 1) \) we can find a bounded open set \( U \subset \mathbb{C} \) which contains \( B_2 \) such that \( \mathbb{P} \left[ \sup_{u,v \in B_2} D_h(u, v) < D_h(B_2, \varepsilon r^{-1} \rho^{-1} r) \right] \geq p \) for every \( \varepsilon > 0 \). On the event of the preceding sentence, every \( D_h \)-geodesic between two points of \( B_2 \) is contained in \( \pi U \). By applying Lemma 2.8 with \( K = U \) and then sending \( p \to 1 \), we get that with probability tending to 1 as \( \varepsilon \to 0 \), at a rate which is uniform in \( \varepsilon \) and \( \gamma \), that for any two points \( z, w \in \mathbb{C} \) such that \( |z - w| \leq (\varepsilon^{1+\nu} (b\varepsilon^2 r) \rho^{-1} r) \) which are either contained in \( B_2 \) or which lie on a \( D_h \)-geodesic between two points of \( B_2 \),

\[
|z - w|^{\chi'} \leq \varepsilon r^{-1} e^{\xi t}(z, w) D_h(z, w) \leq |z - w|^{\chi}. \tag{6.3}
\]
We emphasize that this is the case.

**Step 2:** bounding $\bar{D}_h(z, w)/D_h(z, w)$ for points in a fine mesh. By (6.2) and (6.3), the times $s$ and $t$ from (6.2) satisfy

$$t - s = D_h(P(s), P(t)) \geq (b/\rho)^{y} c_{\epsilon} e^{\xi h_{e}(0)}\epsilon^{(1+\nu)}x'. \quad (6.4)$$

By the definition (1.21) of $C_*$, the $\bar{D}_h$-lengths of the segments $P_{|[0,s]}$ and $P_{|[t,s]}$ are bounded above by $C_* s$ and $C_* (|P| - s)$, respectively. Therefore, for each $z, w \in \left( \varepsilon^q \rho^{-1} \mathbb{R}^2 \right) \cap B_{2\rho}(0)$ with $|z - w| \geq \beta r$,

$$\bar{D}_h(z, w) \leq C_* (|P| - t + s) + \bar{D}_h(P(s), P(t))$$

$$\leq C_* (|P| - t + s) + c_2'(t - s) \quad (by \; (6.2))$$

$$\leq C_* D_h(z, w) - (C_* - c_2')(t - s)$$

$$\leq C_* D_h(z, w) - (C_* - c_2')(b/\rho)^{y} c_{\epsilon} e^{\xi h_{e}(0)}\epsilon^{(1+\nu)}x', \quad (by \; (6.4)). \quad (6.5)$$

**Step 3:** transferring from points in a fine mesh to general points. If $z, w \in B_2(0)$ with $|z - w| \geq \beta r$, then we can find $z, w \in \left( \varepsilon^q \rho^{-1} \mathbb{R}^2 \right) \cap B_{2\rho}(0)$ such that $|z - w| \geq \beta r$ and $\max\{|z - z|, |w - w|\} \leq 2\varepsilon^q \rho^{-1} r$. By (6.3) and the triangle inequality,

$$|D_h(z, w) - D_h(z, w)| \leq 2^{2+xy} \rho^{-x} c_{\epsilon} e^{\xi h_{e}(0)}\epsilon^q x', \quad (6.6)$$

and the same is true with $\bar{D}_h$ in place of $D_h$. If we choose $q > x'(1 + \nu)/x$, then (6.6) and (6.5) together imply that for each $z, w \in B_{2\rho}(0)$ with $|z - w| \geq \beta r$ and each small enough $\varepsilon$,

$$\bar{D}_h(z, w) \leq C_* D_h(z, w) - a\epsilon_{\epsilon} e^{\xi h_{e}(0)}\epsilon^{(1+\nu)}x', \quad \forall z, w \in B_{2\rho}(0) \; s.t. \; |z - w| \geq \beta r. \quad (6.7)$$

where $a > 0$ is a constant depending only on $q, \beta, c_1', c_2', \mu, \nu$.

**Step 4:** choosing $\varepsilon$. By Axiom V, it holds with probability tending to 1 as $\varepsilon \to 0$, uniformly over all $r > 0$, that $D_h(z, w) \geq \varepsilon^{r-x'} c_{\epsilon} e^{\xi h_{e}(0)}\epsilon^{(1+\nu)}x'$ for each $z, w \in B_{2\rho}(0)$ with $|z - w| \geq \beta r$. Hence (6.7) implies that with probability tending to 1 as $\varepsilon \to 0$, at a rate depending only on $q, \beta, c_1', \mu, \nu$,

$$\bar{D}_h(z, w) \leq \left( C_* - a\epsilon \right) D_h(z, w), \quad \forall z, w \in B_{2\rho}(0) \; s.t. \; |z - w| \geq \beta r. \quad (6.8)$$

Recalling the definition (3.2) of $\bar{G}_x(C_* - \delta, \beta)$, we can choose $\varepsilon$ so that $a\epsilon = \delta$ to get the proposition statement. \qed

**Proof of Theorem 1.9.** Let $D$ and $\bar{D}$ be as in Theorem 1.9, let $h$ be a whole-plane GFF, and define the maximal and minimal ratios $c_*$ and $C_*$ as in (1.21). We claim that $c_* = C_*$, i.e., a.s. $\bar{D}_h = c_* D_h$. This gives the theorem statement in the case of a whole-plane GFF, which in turn implies the theorem statement for a whole-plane GFF plus a continuous function due to Axiom III.

It remains to prove that $c_* = C_*$. By Proposition 3.2 applied with $C' = C_* - \delta$, there exists $\beta = \beta(\mu, \nu) \in (0, 1)$ and $\overline{p} = \overline{p}(\mu, \nu) \in (0, 1)$ with the following property. For each $\delta \in (0, 1)$, there exists $\varepsilon_0 = \varepsilon_0(\delta, \mu, \nu) > 0$ such that for each $\varepsilon \in (0, \varepsilon_0]$, there are at least $\mu \log_b \varepsilon^{-1}$ values of $x \in [\varepsilon^{1+\nu}, \varepsilon] \cap \{8^{-k} : k \in \mathbb{N}\}$ for which

$$\mathbb{P}[\bar{G}_x(C_* - \delta, \beta)] \geq \overline{p}. \quad (6.9)$$

We emphasize that $\overline{\beta}$ and $\overline{p}$ do not depend on $\delta$. 74
We now assume by way of contradiction that \(c_\ast < C_\ast\) and show that this assumption is incompatible with the conclusion of the preceding paragraph. We this end, let \(c'' \in (c_\ast, C_\ast)\) be as in Proposition 6.1, so that \(c''\) depends only on the choice of metrics \(D\) and \(\bar{D}\). Proposition 3.3 applied with \(c''\) in place of \(c\) shows that there exists \(\beta = \beta(\mu, \nu) \in (0, 1)\), \(p = p(\mu, \nu) \in (0, 1)\), and \(\varepsilon_1 = \varepsilon_1(\mu, \nu) > 0\) such that for each \(\varepsilon \in (0, \varepsilon_1]\), there are at least \(\mu \log_8 \varepsilon^{-1}\) values of \(\tau \in \{\varepsilon^{1+\nu}, \varepsilon\} \cap \{8^{-k} : k \in \mathbb{N}\}\) for which \(\mathbb{P}[\mathcal{H}(c'', \beta)] \geq p\).

Proposition 6.1 applied with \(\beta = \beta \wedge p\) therefore implies that there exists \(\delta = \delta(\mu, \nu) \in (0, 1)\) such that for each \(\varepsilon \in (0, \varepsilon_1]\), there are at least \(\mu \log_8 \varepsilon^{-1}\) values of \(\tau \in \{\varepsilon^{1+\nu}, \varepsilon\} \cap \{8^{-k} : k \in \mathbb{N}\}\) for which \(\mathbb{P}[\mathcal{H}(c', \beta)] \leq p/2\). If we take \(\mu > \nu/2\), then this is incompatible with (6.9) whenever \(\varepsilon \in (0, \varepsilon_0 \wedge \varepsilon_1]\), so we have obtained the desired contradiction. 

\[\square\]

7 Open problems

Dimension calculations

An important remaining question concerning the LQG metric is the following.

**Problem 7.1** (Hausdorff dimension of \(\gamma\)-LQG). Compute the exponent \(d_\gamma\) appearing in (1.5), which is the Hausdorff dimension of \(\mathbb{C}\) with respect to the \(\gamma\)-LQG metric (this is proven in [GP19b]).

Since \(\xi = \gamma/d_\gamma\) and \(Q = 2/\gamma + \gamma/2\), Problem 7.1 is equivalent to determining the relationship between these two parameters. The only case in which \(d_\gamma\) is known is when \(\gamma = \sqrt{8/3}\), in which case \(d_\gamma^{\sqrt{8/3}} = 4\). Due to existing results in the literature, \(d_\gamma\) can equivalently be defined in a large number of other equivalent ways, e.g., the following.

1. For a large class of infinite-volume random planar maps in the \(\gamma\)-LQG universality class, the number of vertices in the graph distance ball of radius \(r\) centered at the root vertex is of order \(r^{d_\gamma+\alpha(1)}\) [DG18, Theorem 1.6] and the graph distance traveled by a simple random walk started from the root vertex and run for \(n\) steps is of order \(n^{1/d_\gamma+\alpha(1)}\) [GM17, GH18].

2. For fixed distinct points \(z, w \in \mathbb{C}\), the Liouville heat kernel (as constructed in [GRV14]) satisfies \(p^\gamma_t(z, w) = \exp(-t^{-\frac{1}{d_\gamma+\alpha(1)}})\) as \(t \to 0\) [DZZ18, Theorem 1.1].

3. The optimal Hölder exponent for the \(\gamma\)-LQG metric w.r.t. the Euclidean metric is \(\frac{1}{d_\gamma^\gamma}(Q - 2)\) and the optimal Hölder exponent for the Euclidean metric w.r.t. the \(\gamma\)-LQG metric is \(\frac{d_\gamma^\gamma}{\gamma}(Q + 2)^{-1}\) [DFG+19, Theorem 1.7].

The best-known physics prediction for the value of \(d_\gamma\) is the Watabiki prediction [Wat93],

\[
d_\gamma = 1 + \frac{\gamma^2}{4} + \frac{1}{4} \sqrt{(4 + \gamma^2)^2 + 16\gamma^2}. \tag{7.1}\]

However, this prediction is known to be false at least for small values of \(\gamma\) due to the results of Ding-Goswami [DG16]. See [DG18, GP19a] for rigorous upper and lower bounds for \(d_\gamma\) as well as additional discussion about various possibilities for its value. In addition to \(d_\gamma\), there are a number of other interesting dimensions related to \(\gamma\)-LQG which have not yet been computed, for example the following.

**Problem 7.2** (Geodesic dimension). Compute the Euclidean Hausdorff dimension of the \(\gamma\)-LQG geodesic between two typical points of \(\mathbb{C}\).
Problem 7.3 (Ball boundary dimension). Compute the $\gamma$-LQG Hausdorff dimension and the Euclidean Hausdorff dimension of the outer boundary of a filled $\gamma$-LQG metric ball $\mathcal{B}_s^*(0; D_h)$.

In the setting of Problem 7.2, the $\gamma$-LQG Hausdorff dimension of a $\gamma$-LQG geodesic is trivially equal to 1. The Euclidean dimensions of $\gamma$-LQG geodesics and filled metric ball boundaries are unknown even for $\gamma = \sqrt{8}/3$ and there are not even any conjectures as to their values. The $\sqrt{8}/3$-LQG dimension of the outer boundary of a filled $\sqrt{8}/3$-LQG metric ball is 2 [MS16b], but this quantity is not known (even heuristically) for any other value of $\gamma$. See [GP19b] for upper bounds for the Euclidean Hausdorff dimension of a $\gamma$-LQG geodesic and for the outer boundary of a filled $\sqrt{8}/3$-LQG metric ball. Currently, no explicit lower bounds for any of these quantities are known, although we expect it is not hard to show that they are strictly larger than 1; c.f. [DZ16]. The “quantum dimension” part of Problem 7.3 is closely related to the following question.

Problem 7.4 ($\gamma$-LQG boundary length of metric balls). Is there a natural LQG length measure on the boundary of a $\gamma$-LQG metric ball?

In the case when $\gamma = \sqrt{8}/3$, for $s > 0$ the field $h|_{\mathbb{C}\backslash \mathcal{B}_s(0; D_h)}$ locally looks like a free-boundary GFF near $\partial \mathcal{B}_s(0; D_h)$. This allows one to define the $\gamma$-LQG boundary length measure on $\partial \mathcal{B}_s(0; D_h)$ in the manner of [DS11, Section 6]. Alternatively, the length measure on $\partial \mathcal{B}_s(0; D_h)$ can equivalently be constructed using Brownian surface theory; see [MS15a, LG19]. For general $\gamma \in (0, 2)$, it is not expected that $h|_{\mathbb{C}\backslash \mathcal{B}_s(0; D_h)}$ locally looks like a free-boundary GFF near $\partial \mathcal{B}_s(0; D_h)$. Indeed, if this were the case then the heuristic argument in [MS16f, Section 3.3] would imply that the dimension of $\gamma$-LQG is given by Watabiki’s prediction (7.1), which we know is false, at least for small $\gamma$, by the results of [DG16]. Hence new ideas are required to construct a natural length measure on $\partial \mathcal{B}_s(0; D_h)$ in this case.

Discrete approximations

Another interesting open problem is to connect the $\gamma$-LQG metric to its discrete counterparts.

Problem 7.5 (Scaling limit of random planar maps). Prove Conjecture 1.7, which asserts that random planar maps, equipped with their graph distance, converge to the $\gamma$-LQG surface, equipped with the $\gamma$-LQG metric, w.r.t. the Gromov-Hausdorff topology.

One possible approach to Problem 7.5 is to first prove a scaling limit result for the so-called mated-CRT maps, as studied, e.g., in [GMS17, GHS17] using their direct connection to Liouville quantum gravity. One could then try to transfer to other random planar map models by improving on the strong coupling techniques used in [GHS17], which currently only give estimates for distances up to polylogarithmic multiplicative errors. We emphasize, however, that both of these steps are highly non-trivial and are likely to require substantial new ideas. Another possible approach would be to find some sort of “combinatorial miracle” which allows one to analyze distances in weighted random planar maps directly (analogous to the Schaeffer bijection [Sch97, BDFG04] for uniform random planar maps).

A likely easier scaling limit problem is to show universality of the $\gamma$-LQG metric across different approximation schemes. One of the most natural approximation schemes is Liouville graph distance (LGD), whereby the distance between two points $z, w \in \mathbb{C}$ is defined to be the minimal number of Euclidean balls of $\gamma$-LQG mass $\varepsilon$ whose union contains a path from $z$ to $w$.

Problem 7.6 (Other approximation schemes). Show that the LGD metrics, appropriately re-scaled, converge in law to the $\gamma$-LQG metric as $\varepsilon \to 0$. 

We expect that the difficulties involved in solving Problem 7.6 are similar to the difficulties involved in showing that the mated-CRT map converges to \( \gamma \)-LQG in the metric sense, due to the SLE/LQG representation of the mated-CRT map (see [GMS17,GHS17]).

It is shown in [DD18] that LGD, re-scaled by the median distance across a square, is tight and each subsequential limit induces the Euclidean topology. We expect that it is not hard to check that these subsequential limits satisfy Axioms I, II, and IV in the definition of the \( \gamma \)-LQG metric (the latter is just a consequence of the coordinate change formula for the LQG area measure [DS11, Proposition 2.1]). One can also obtain a much weaker version of Weyl scaling analogous to the “tightness across scales” condition (Axiom V) used in our definition of a weak \( \gamma \)-LQG metric, where one requires that the metrics obtained by adding different constants to the field, then re-scaling appropriately, are tight.

Hence one possible approach to Problem 7.6 is to adapt the arguments of this paper and its predecessors to the case when we know that our metric satisfies the coordinate change formula for translations and scalings, but we do not know that it satisfies Weyl scaling. However, our arguments are in some ways optimized to work for subsequential limits of LFPP, so there may also be an entirely different argument which is more appropriate for subsequential limits of LGD.

Theorem 1.1 says that the LFPP metrics converge in probability, unlike the case of various approximations of the LQG measure which are known to converge a.s. [DS11,RV14,SW16].

**Problem 7.7** (Almost sure convergence of LFPP). Can the convergence \( a_{\varepsilon}^{-1}D_{h}^\varepsilon \to D_{h} \) in Theorem 1.1 be improved from convergence in probability to a.s. convergence?

**Metric space structure vs. quantum surface structure**

In [MS16c], it is shown that a \( \sqrt{8/3} \)-LQG surface is a.s. determined by its structure as a metric measure space, i.e., the metric measure space \((\mathbb{C}, \mu_{h}, D_{h})\) a.s. determines its embedding into \( \mathbb{C} \) and the associated GFF \( h \) (modulo conformal automorphisms). Our next problem asks for an extension of this result to the case when \( \gamma \in (0,2) \).

**Problem 7.8** (Metric measure space structure determines the field). Show that the field \( h \) is a.s. determined (modulo rotation and scaling) by the pointed \( \gamma \)-LQG metric measure space \((\mathbb{C}, 0, \mu_{h}, D_{h})\).

Likely the easiest approach to Problem 7.8 is to adapt the arguments of [GMS18], which gives for \( \gamma = \sqrt{8/3} \) an explicit way of re-constructing \( h \) from \((\mathbb{C}, 0, \mu_{h}, D_{h})\) using the adjacency graph of a fine mesh of Poisson-Voronoi cells. The arguments of [GMS18] are not very specific to the case when \( \gamma = \sqrt{8/3} \). The main missing ingredient to extend these arguments to general values of \( \gamma \) is the following estimate of independent interest.

**Problem 7.9** (Concentration of areas of LQG metric balls). Show that the \( \gamma \)-LQG area of a \( \gamma \)-LQG metric ball has superpolynomial concentration, i.e., show that for \( C > 1 \),

\[
\mathbb{P}[C^{-1} \leq \mu_{h}(B_{1}(0; D_{h})) \leq C] = 1 - O_{C}(C^{-p}), \quad \forall p > 0.
\]  

(7.2)

Problem 7.9 in the case when \( \gamma = \sqrt{8/3} \) follows from known estimates for the Brownian map; see [Le 10, Corollary 6.2] and [GMS18, Section 4.3].

It is shown in [BSS14] that the LQG measure a.s. determines the GFF. It is also natural to try to recover the LQG measure (and thereby the GFF) from the LQG metric.

**Problem 7.10.** Does the LQG metric a.s. determine the LQG measure? More concretely, can the LQG measure be recovered as some sort of Minkowski content measure w.r.t. the LQG metric?
In this paper, we gave a characterization of the $\gamma$-LQG metric in terms of its coupling with the GFF. In light of Problem 7.8, it is natural to ask if there is also a characterization solely in terms of the metric space structure, which does not require reference to the GFF. Such a characterization of the Brownian map (equivalently, the $\sqrt{8/3}$-LQG sphere) is proven in [MS15c]. A purely metric characterization of $\gamma$-LQG could potentially play an important role in a solution to Problem 7.5.

**Problem 7.11** (Metric space characterization). Is there a characterization of $(\mathbb{C}, D_h)$ as a metric space (or of $(\mathbb{C}, \mu_h, D_h)$ as a metric measure space), without reference to the GFF and the embedding of this metric space into $\mathbb{C}$?

**Additional properties of the LQG metric**

The construction of the $\sqrt{8/3}$-LQG metric in [MS15b, MS16b, MS16c] yields many special properties of the metric in this case which are not known (and in many cases not expected to hold) for general $\gamma \in (0, 2)$. For example, one has $d_{\sqrt{8/3}} = 4$. Moreover, in the case when $h$ is the GFF associated with a quantum sphere or $\sqrt{8/3}$-quantum wedge, the quantum surfaces obtained by restricting $h$ to the complementary connected components of a $\sqrt{8/3}$-LQG metric ball are conditionally independent quantum disks given their boundary lengths. Many further properties can be obtained using the equivalence of $\sqrt{8/3}$-LQG surfaces and Brownian surfaces. However, there is nothing obviously special about $\gamma = \sqrt{8/3}$ from either of the definitions of the LQG metric given in this paper (the limit of LFPP or the axiomatic definition).

**Problem 7.12.** Can one prove that $d_{\sqrt{8/3}} = 4$, the independence properties for complementary connected components of a $\sqrt{8/3}$-LQG metric ball, or any other special property of the $\sqrt{8/3}$-LQG metric directly from the LFPP definition or the axiomatic definition?

There has been a recent proliferation of exact formulas for quantities related to the $\gamma$-LQG area and boundary length measures for general $\gamma \in (0, 2)$, proven using ideas from conformal field theory: see, e.g., [KRV17, Rem17, RZ18]. In the special case when $\gamma = \sqrt{8/3}$, exact formulas for various quantities associated with the $\sqrt{8/3}$-LQG metric can be obtained using its connection to the Brownian surfaces. Exact formulas for the $\gamma$-LQG metric, if they can be found, could be very useful in attempts to solve most of the other problems listed above.

**Problem 7.13** (Exact formulas). Are there exact formulas for any objects related to the $\gamma$-LQG metric for general $\gamma \in (0, 2)$?

**Problem 7.14** (Topology of geodesics). For a general value of $\gamma \in (0, 2)$, what is the maximal possible number of $\gamma$-LQG geodesics joining two points in $\mathbb{C}$? Is this number finite, and, if so, does it depend on $\gamma$? More generally, can one prove results about the possible topologies of the set of $\gamma$-LQG geodesics joining two points in $\mathbb{C}$ analogous to the results for the Brownian map in [AKM17]?

Liouville Brownian motion [GRV16, Ber15] is the natural “quantum time” parameterization of Brownian motion on an LQG surface. If we condition Liouville Brownian motion to travel a macroscopic distance (e.g., from the origin to the unit circle) in a short amount of time, then it is natural to expect that it would roughly follow a path of minimal LQG length.

**Problem 7.15** (Liouville Brownian motion and LQG geodesics). Does Liouville Brownian motion conditioned to travel a macroscopic (Euclidean or quantum) distance in a short amount of time approximate an LQG geodesic?
There is a one-parameter family of infinite-volume $\gamma$-LQG surfaces with boundary called quantum wedges, which can be indexed by the weight parameter $w > 0$. See [DMS14] for details. In [DMS14], building on [She16a], it is shown that one can conformally together a weight-$w_1$ quantum wedge and a weight-$w_2$ quantum wedge according to the quantum length measure along their boundaries to get a weight-$(w_1 + w_2)$ quantum wedge decorated by an SLE$_{\kappa}(w_1 - 2; w_2 - 2)$ curve which corresponds to the gluing interface. In [GM16], it is shown that in the special case when $\kappa = \sqrt{8/3}$, this conformal welding is compatible with the $\sqrt{8/3}$-LQG metric in the following sense: the weight-$(w_1 + w_2)$ quantum wedge, equipped with its $\sqrt{8/3}$-LQG metric, is the metric space quotient of the weight-$w_1$ and weight-$w_2$ quantum wedges, equipped with their $\sqrt{8/3}$-LQG metrics, under the same equivalence relation used to define the conformal welding.

**Problem 7.16 (Metric gluing of $\gamma$-LQG surfaces).** Prove metric gluing statements for quantum wedges analogous to the ones in [GM16] for general $\gamma \in (0, 2)$.

The main missing ingredient needed to solve Problem 7.16 is suitable estimates for distances between points of $\partial D$ with respect to the $\gamma$-LQG metric induced by a free-boundary GFF on $D$ (or a variant thereof, like the quantum disk). For $\gamma = \sqrt{8/3}$, the needed estimates are proven in [GM16, Section 3.2] using results for the Brownian disk.

**Extensions of the theory**

Throughout this paper, we have neglected the critical case when $\gamma = 2$.

**Problem 7.17 (Critical LQG metric).** Construct a metric on $\gamma$-LQG when $\gamma = 2$.

See [DRSV14a, DRSV14b] for a construction of the $\gamma$-LQG measure for $\gamma = 2$. One possible approach to Problem 7.17 is to try to take a limit of the $\gamma$-LQG metrics as $\gamma$ increases to 2 (it is shown that the 2-LQG measure is the $\gamma \nearrow 2$ limit of the $\gamma$-LQG measures, appropriately renormalized, in [APS18]). Another (likely more involved) possibility is to adapt the arguments of this paper and its predecessors [GM19c, DFG+19, GM19a] to the critical case, corresponding to LFPP with parameter $\xi = 2/d_2$. A major difficulty in the critical case is that the 2-LQG metric is not expected to be Hölder continuous w.r.t. the Euclidean metric (indeed, the optimal Hölder exponent from [DFG+19, Theorem 1.7] converges to zero as $\gamma \to 2^-$), so more refined estimates for the continuity of the metric and for LFPP are likely to be required.

Recall that our metric for $\gamma \in (0, 2)$ is constructed as the limit of LFPP with parameter $\gamma/d_\gamma$. Extending further, it is natural to ask what happens when $\xi > 2/d_2$ (it is shown in [DG18, Proposition 1.7] that $\gamma \mapsto \gamma/d_\gamma$ is increasing, so $\gamma/d_\gamma < 2/d_2$).

**Problem 7.18 (LFPP with $\xi > 2/d_2$).** Does LFPP with parameter $\xi > 2/d_2$ converge to a limiting metric in any reasonable topology?

For $\xi > 2/d_2$, we do not expect LFPP to converge to a continuous metric on $\mathbb{C}$, but it is still possible that it has a scaling limit (in some topology) which is a metric on $\mathbb{C}$ with an uncountable fractal set of “singularities” whose distance to every other point is infinite. These singularities should arise from thick points of the Gaussian free field with high enough thickness [HMP10]. This metric should be related to Liouville quantum gravity with central charge $c \in (1, 25)$. Note that the central charge associated with $\gamma$-LQG for $\gamma \in (0, 2]$ is $c = 25 - 6(2/\gamma + \gamma/2)^2 \in (-\infty, 1]$. We refer to [GHP14] and the references therein for more on LQG with $c \in (1, 25)$.

The $\gamma$-LQG measure is a special case of a more general theory of random measures called Gaussian multiplicative chaos (GMC) [Kah85, RV14], which studies limits of regularized versions of $e^{cX} \, dz$ for certain Gaussian random distributions $X$. Here, $X$ is a random distribution on $\mathbb{R}^n$ for some $n \in \mathbb{N}$ and $dz$ denotes Lebesgue measure on $\mathbb{R}^n$. 
Problem 7.19 (More general random metrics). Is there a more general theory of random metrics associated with random Gaussian distributions analogous to GMC? In particular, can one construct metrics with similar properties to the $\gamma$-LQG metric in higher dimensions?

Some of the arguments in this paper are specific to the GFF. One reason for this is that we make extensive use of the Markov property of the GFF: for an open set $U \subset \mathbb{C}$, $h|_U$ decomposes as a zero-boundary GFF in $U$ plus an independent random harmonic function on $U$. We also use the local independence properties of the GFF, as discussed in Section 2.3, and the fact that adding a smooth, compactly supported function to $h$ affects the law of $h$ in an absolutely continuous way.

References

[AHS17] J. Aru, Y. Huang, and X. Sun. Two perspectives of the 2D unit area quantum sphere and their equivalence. *Comm. Math. Phys.*, 356(1):261–283, 2017, 1512.06190. MR3694028

[AKM17] O. Angel, B. Kolesnik, and G. Miermont. Stability of geodesics in the Brownian map. *Ann. Probab.*, 45(5):3451–3479, 2017, 1502.04576. MR3706747

[Ang19] M. Ang. Comparison of discrete and continuum Liouville first passage percolation. *ArXiv e-prints*, Apr 2019, 1904.09285.

[APS18] J. Aru, E. Powell, and A. Sepúlveda. Critical Liouville measure as a limit of subcritical measures. *ArXiv e-prints*, February 2018, 1802.08433.

[BBI01] D. Burago, Y. Burago, and S. Ivanov. *A course in metric geometry*, volume 33 of *Graduate Studies in Mathematics*. American Mathematical Society, Providence, RI, 2001. MR1835418

[BDFG04] J. Bouttier, P. Di Francesco, and E. Guitter. Planar maps as labeled mobiles. *Electron. J. Combin.*, 11(1):Research Paper 69, 27, 2004, math/0405099. MR2097335 (2005i:05087)

[Ber15] N. Berestycki. Diffusion in planar Liouville quantum gravity. *Ann. Inst. Henri Poincaré Probab. Stat.*, 51(3):947–964, 2015, 1301.3356. MR3365969

[Ber17] N. Berestycki. An elementary approach to Gaussian multiplicative chaos. *Electron. Commun. Probab.*, 22:Paper No. 27, 12, 2017, 1506.09113. MR3652040

[BM17] J. Bettinelli and G. Miermont. Compact Brownian surfaces I: Brownian disks. *Probab. Theory Related Fields*, 167(3-4):555–614, 2017, 1507.08776. MR3627425

[BSS14] N. Berestycki, S. Sheffield, and X. Sun. Equivalence of Liouville measure and Gaussian free field. *ArXiv e-prints*, October 2014, 1410.5407.

[DD18] J. Ding and A. Dunlap. Subsequential scaling limits for Liouville graph distance. *ArXiv e-prints*, December 2018, 1812.06921.

[DD19] J. Ding and A. Dunlap. Liouville first-passage percolation: Subsequential scaling limits at high temperature. *Ann. Probab.*, 47(2):690–742, 2019, 1605.04011. MR3916932

[DDDF19] J. Ding, J. Dubédat, A. Dunlap, and H. Falconet. Tightness of Liouville first passage percolation for $\gamma \in (0, 2)$. *ArXiv e-prints*, Apr 2019, 1904.08021.
J. Dubédat and H. Falconet. Liouville metric of star-scale invariant fields: tails and Weyl scaling. *Probability Theory and Related Fields*, to appear, 2018, 1809.02607.

J. Dubédat, H. Falconet, E. Gwynne, J. Pfeffer, and X. Sun. Weak LQG metrics and Liouville first passage percolation. *ArXiv e-prints*, May 2019, 1905.00380.

J. Ding and S. Goswami. Upper bounds on Liouville first passage percolation and Watabiki's prediction. *Communications in Pure and Applied Mathematics*, to appear, 2016, 1610.09998.

J. Ding and E. Gwynne. The fractal dimension of Liouville quantum gravity: universality, monotonicity, and bounds. *Communications in Mathematical Physics*, to appear, 2018, 1807.01072.

F. David, A. Kupiainen, R. Rhodes, and V. Vargas. Liouville quantum gravity on the Riemann sphere. *Comm. Math. Phys.*, 342(3):869–907, 2016, 1410.7318. MR3465434

B. Duplantier, J. Miller, and S. Sheffield. Liouville quantum gravity as a mating of trees. *ArXiv e-prints*, September 2014, 1409.7055.

B. Duplantier, R. Rhodes, S. Sheffield, and V. Vargas. Critical Gaussian multiplicative chaos: convergence of the derivative martingale. *Ann. Probab.*, 42(5):1769–1808, 2014, 1206.1671. MR3262492

B. Duplantier, R. Rhodes, S. Sheffield, and V. Vargas. Renormalization of critical Gaussian multiplicative chaos and KPZ relation. *Comm. Math. Phys.*, 330(1):283–330, 2014, 1212.0529. MR3215583

B. Duplantier and S. Sheffield. Liouville quantum gravity and KPZ. *Invent. Math.*, 185(2):333–393, 2011, 1206.0212. MR2819163 (2012f:81251)

J. Dubédat. SLE and the free field: partition functions and couplings. *J. Amer. Math. Soc.*, 22(4):995–1054, 2009, 0712.3018. MR2525778 (2011d:60242)

J. Ding and F. Zhang. Liouville first passage percolation: geodesic length exponent is strictly larger than 1 at high temperatures. *Probability Theory and Related Fields*, to appear, 2016, 1610.02766.

J. Ding, O. Zeitouni, and F. Zhang. Heat kernel for Liouville Brownian motion and Liouville graph distance. *Communications in Mathematical Physics*, to appear, 2018, 1807.00422.

E. Gwynne and T. Hutchcroft. Anomalous diffusion of random walk on random planar maps. *ArXiv e-prints*, July 2018, 1807.01512.

E. Gwynne, N. Holden, J. Pfeffer, and G. Remy. Liouville quantum gravity with central charge in (1, 25): a probabilistic approach. *ArXiv e-prints*, Mar 2019, 1903.09111.

E. Gwynne, N. Holden, and X. Sun. A mating-of-trees approach for graph distances in random planar maps. *ArXiv e-prints*, November 2017, 1711.00723.

E. Gwynne and J. Miller. Metric gluing of Brownian and $\sqrt{8/3}$-Liouville quantum gravity surfaces. *Annals of Probability*, to appear, 2016, 1608.00955.
[GM17] E. Gwynne and J. Miller. Random walk on random planar maps: spectral dimension, resistance, and displacement. *ArXiv e-prints*, November 2017, 1711.00836.

[GM19a] E. Gwynne and J. Miller. Confluence of geodesics in Liouville quantum gravity for $\gamma \in (0, 2)$. *ArXiv e-prints*, May 2019, 1905.00381.

[GM19b] E. Gwynne and J. Miller. Conformal covariance of the Liouville quantum gravity metric for $\gamma \in (0, 2)$. *ArXiv e-prints*, May 2019, 1905.00384.

[GM19c] E. Gwynne and J. Miller. Local metrics of the Gaussian free field. *ArXiv e-prints*, May 2019, 1905.00379.

[GMS17] E. Gwynne, J. Miller, and S. Sheffield. The Tutte embedding of the mated-CRT map converges to Liouville quantum gravity. *ArXiv e-prints*, May 2017, 1705.11161.

[GMS18] E. Gwynne, J. Miller, and S. Sheffield. The Tutte embedding of the Poisson-Voronoi tessellation of the Brownian disk converges to $\sqrt{8/3}$-Liouville quantum gravity. *ArXiv e-prints*, September 2018, 1809.02091.

[GP19a] E. Gwynne and J. Pfeffer. Bounds for distances and geodesic dimension in Liouville first passage percolation. *Electronic Communications in Probability*, to appear, 2019, 1903.09561.

[GP19b] E. Gwynne and J. Pfeffer. KPZ formulas for the Liouville quantum gravity metric. *ArXiv e-prints*, May 2019, 1905.11790.

[GRV14] C. Garban, R. Rhodes, and V. Vargas. On the heat kernel and the Dirichlet form of Liouville Brownian motion. *Electron. J. Probab.*, 19:no. 96, 25, 2014, 1302.6050. MR3272329

[GRV16] C. Garban, R. Rhodes, and V. Vargas. Liouville Brownian motion. *Ann. Probab.*, 44(4):3076–3110, 2016, 1301.2876. MR3531686

[HMP10] X. Hu, J. Miller, and Y. Peres. Thick points of the Gaussian free field. *Ann. Probab.*, 38(2):896–926, 2010, 0902.3842. MR2642894 (2011c:60117)

[HRV18] Y. Huang, R. Rhodes, and V. Vargas. Liouville quantum gravity on the unit disk. *Ann. Inst. Henri Poincaré Probab. Stat.*, 54(3):1694–1730, 2018, 1502.04343. MR3825895

[Kah85] J.-P. Kahane. Sur le chaos multiplicatif. *Ann. Sci. Math. Québec*, 9(2):105–150, 1985. MR829798 (88h:60099a)

[KMSW19] R. Kenyon, J. Miller, S. Sheffield, and D. B. Wilson. Bipolar orientations on planar maps and SLE$_{12}$. *Ann. Probab.*, 47(3):1240–1269, 2019, 1511.04068. MR3945746

[KPZ88] V. Knizhnik, A. Polyakov, and A. Zamolodchikov. Fractal structure of 2D-quantum gravity. *Modern Phys. Lett A*, 3(8):819–826, 1988.

[KRV17] A. Kupiainen, R. Rhodes, and V. Vargas. Integrability of Liouville theory: proof of the DOZZ Formula. *ArXiv e-prints*, July 2017, 1707.08785.

[Le 10] J.-F. Le Gall. Geodesics in large planar maps and in the Brownian map. *Acta Math.*, 205(2):287–360, 2010, 0804.3012. MR2746349 (2012b:60272)
[RZ18] G. Remy and T. Zhu. The distribution of Gaussian multiplicative chaos on the unit interval. ArXiv e-prints, April 2018, 1804.02942.

[Sch97] G. Schaeffer. Bijective census and random generation of Eulerian planar maps with prescribed vertex degrees. Electron. J. Combin., 4(1):Research Paper 20, 14 pp. (electronic), 1997. MR1465581 (98g:05074)

[Sha16] A. Shamov. On Gaussian multiplicative chaos. J. Funct. Anal., 270(9):3224–3261, 2016, 1407.4418. MR3475456

[She07] S. Sheffield. Gaussian free fields for mathematicians. Probab. Theory Related Fields, 139(3-4):521–541, 2007, math/0312099. MR2322706 (2008d:05074)

[She16a] S. Sheffield. Conformal weldings of random surfaces: SLE and the quantum gravity zipper. Ann. Probab., 44(5):3474–3545, 2016, 1012.4797. MR3551203

[She16b] S. Sheffield. Quantum gravity and inventory accumulation. Ann. Probab., 44(6):3804–3848, 2016, 1108.2241. MR3572324

[SS13] O. Schramm and S. Sheffield. A contour line of the continuum Gaussian free field. Probab. Theory Related Fields, 157(1-2):47–80, 2013, math/0605337. MR3101840

[SW16] S. Sheffield and M. Wang. Field-measure correspondence in Liouville quantum gravity almost surely commutes with all conformal maps simultaneously. ArXiv e-prints, May 2016, 1605.06171.

[Wat93] Y. Watabiki. Analytic study of fractal structure of quantized surface in two-dimensional quantum gravity. Progr. Theor. Phys. Suppl., (114):1–17, 1993. Quantum gravity (Kyoto, 1992).