ABSTRACT
This paper presents “Bina-Rep”, a simple representation method that converts asynchronous streams of events from event cameras to a sequence of sparse and expressive event frames. By representing multiple binary event images as a single frame of \(N\)-bit numbers, our method is able to obtain sparser and more expressive event frames thanks to the retained information about event orders in the original stream. Coupled with our proposed model based on a convolutional neural network, the reported results achieve state-of-the-art performance and repeatedly outperforms other common event representation methods. Our approach also shows competitive robustness against common image corruptions, compared to other representation techniques.
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1. INTRODUCTION
Event-based cameras are neuromorphic sensors that produce asynchronous streams of events from brightness changes, which efficiently encodes temporal information. These sensors draw a lot of interest thanks to their great advantages such as low latency, sparse representation, low energy consumption, etc [1]. An effective and popular strategy is to apply conventional vision algorithms by converting a sequence of events into an event image accumulated during a certain time interval [2, 3]. However, common event representation methods are either limited to inexpressive binary frames [2], or event counts histograms [3] that do not express any order in the accumulated sequence of events. In this paper, we propose "Bina-Rep" (for "Binary-Representation"), a simple approach to convert events to a sequence of event frames that are sparser and more expressive than other popular methods.

Our main contributions are as follows: (i) Bina-Rep event frames, a new method to effectively apply conventional vision algorithms in event cameras, such as the proposed simple model based on Convolutional Neural Network (CNN); (ii) a comparative study (against other representation techniques or state-of-the-art) reports competitive results in favor of our Bina-Rep method on both clean and corrupted data.

2. RELATED WORKS
Due to the asynchronous nature of event streams produced by event-based sensors, several methods exist to transform them into alternative representations. In this section, we briefly review some of the most important strategies for event representations.

Individual Events directly use the asynchronous events. Such methods rely on asynchronous processing algorithms such as Spiking Neural Networks [4]. This approach is highly efficient and perfectly integrates with event cameras, but is still limited in terms of results compared to traditional frame-based vision [5].

Time Surfaces [6, 7, 8] aim to extract the temporal information contained in a stream of events and explicitly expose it in 2D surfaces or images. Such representation tends to be less sensitive to noisy events and can be updated asynchronously [1].

Event Frames [2, 3] are simple representations that accumulate events into images to feed conventional vision algorithms (e.g. CNNs [9]). Although no temporal information is exposed [1], it is a popular method due to the intuitive representation of edge maps. In addition, the absence of explicit temporal information does not prevent them from achieving good results, even in truly neuromorphic datasets [10].

Our Bina-Rep method can be categorized as following the Event Frames strategy. For the rest of the paper, we mainly compare our method with other event frame representations.

3. BINA-REP EVENT FRAMES
In this section, we define Bina-Rep, our representation method based on event frames. In addition, we highlight
the differences with similar representation methods from previous works \cite{3, 2}. Finally, we introduce a simple model for event-based classification using sequences of 2D event representations.

### 3.1. Definition

The output of an event camera of resolution $H \times W$ can be formulated as a sequence of events $\mathcal{E} = \{e_i\}$, where $e_i = (x_i, y_i, t_i, p_i)$ represents a brightness change of polarity $p_i \in \{-1, 1\}$ occurring at time $t_i$ and pixel location $(x_i, y_i)$. A well-known representation method \cite{2} aims to obtain a series of $T$ binary event frames $S \in \mathbb{R}^{C \times H \times W}$, where $C = 2$ for On/Off brightness changes. To do so, the events are accumulated in a defined time interval.

The main idea behind our approach is that combining $N$ binary frames produces a sequence of $N$ bits for each pixel. For each pixel, we propose to consider the sequence of $N$ bits as an $N$-bit representation in other number systems. For instance, 8 binary frames can be represented as a single 8-bit unsigned integer frame.

In addition, our method can have the same usage as binary event frames, by producing a sequence of $T$ frames of $N$-bit numbers. Indirectly, this makes a sparse representation that relies on $T \times N$ binary event images.

### 3.2. Differences with Similar Representations

In some ways, our method shares strong similarities with binary event images \cite{2}, and event histograms \cite{3}. Similar to binary event images, our approach informs about the presence (or absence) of events during the time interval. It also has a notion of the number of events occurring during this interval (similar to event histograms), since it represents the accumulation of $T$ binary event images.

On the other hand, the $N$-bit number representation can be highly influenced by the order of events on the $N$ original binary event images. Our approach induces a sparser representation (i.e. $T$ frames instead of $T \times N$), assuming the subsequent vision algorithm is not quantized to deal with binary data, and more expressivity since the order of events can drastically change the value of an $N$-bit number. Still, these values indirectly represent the number of events accumulated during the time interval, even if it saturates faster than event histograms.

To summarize, our proposed Bina-Rep event frames encode three information thanks to the $N$-bit number representation: (i) the presence of events during a certain time interval, (ii) the accumulated number of these events, and (iii) the order of these events in the sequence. Figure 1 illustrates a comparative visualization between a Bina-Rep event frame and a binary event image. While the binary image is saturated and shows coarse edges, pixel values of a Bina-Rep event frame are more nuanced due to the encoded order of occurring events.

### 3.3. Model for Event-based Recognition

We formulate our method as follows: given an event-based input tensor $S = \{S\}^T$ composed of $T$ 2D event representations, the objective is to predict the related label $c$ of the captured scene (e.g. a category of object, a given action performed by a person, . . .).

To do so, a CNN architecture $f_\theta(\cdot)$ is trained such that $c = f_\theta(S)$, where $\theta$ is the set of learnable parameters (weights, bias, etc). Since the architecture is a 2D CNN, the sequence of 2D event representations is concatenated along the channel axis. In this way, different representations can be easily compared depending on the performance achieved by the CNN. Figure 2 illustrates an overview of this pipeline.

### 4. EXPERIMENTS

#### 4.1. Datasets and Metrics

We evaluate Bina-Rep and other common event representation methods in several popular event-based recognition datasets: N-MNIST \cite{11}, DVS-Gesture \cite{12}, N-Cars \cite{7}, and CIFAR10-DVS \cite{13}. Table 1 briefly describes these benchmarks. We report the top-1 accuracy (expressed in %) to evaluate and compare all experiments.

#### 4.2. Implementation Details

We run our experiments on PyTorch \cite{14} using an NVIDIA Tesla P100 GPU. All models are trained using cross-entropy
Table 1: Summary of the event datasets used in our study

| Dataset       | # of training samples | # of validation samples | # of classes |
|---------------|-----------------------|-------------------------|--------------|
| N-MNIST [11]  | 60000                 | 10000                   | 10           |
| CIFAR10-DVS [13] | 8000                 | 2000                    | 10           |
| N-Cars [7]    | 15422                 | 8607                    | 2            |
| DVS-Gesture [12] | 1077                | 264                     | 11           |

Table 2: Parameters for each studied event representation.

| Event Representation      | C | T | # of channels |
|---------------------------|---|---|---------------|
| Voxel Grid [16]           | - | 10| 10            |
| Binary Event Images [2]   | 10| 20|               |
| Event Histogram [3]       | 1 | 2 |               |
| Bina-Rep (ours)           | 2 | 2 |               |
| Bina-Rep (ours)           | 3 | 6 |               |

Table 3: Comparison of common event representation methods on event-based datasets

| Methods              | N-MNIST | CIFAR10-DVS | N-Cars | DVS-Gesture |
|----------------------|---------|-------------|--------|-------------|
| Voxel Grid [10]      | 99.43   | 94.00       | 90.71  | 79.35       |
| Binary Event Images [2] | 99.36  | 93.45       | 92.48  | 82.95       |
| Event Histogram [3]  | 99.14   | 93.65       | 91.77  | 90.91       |
| Bina-Rep T = 1 (ours)| 99.34   | 92.4        | 92.04  | 80.68       |
| Bina-Rep T = 3 (ours)| 99.52   | 93.25       | 90.74  | 87.88       |

Table 4: Comparison between our proposed method and the state-of-the-art methods on different datasets

4.3. Performance Analysis

4.3.1. Event Frames Methods Comparison

We conduct a comparative study between Bina-Rep event frames and other popular representation methods that transform event-based sequences into images. Moreover, we investigate the performance of Bina-Rep event-frames in both single frame (T = 1) and multiple frames (T = 3) settings. Our results are reported in Table 3. In general, our proposed method achieves competitive results for all datasets. More precisely, it outperforms other methods on N-MNIST and shows the second-best performance on N-Cars and DVS-Gesture. For our approach, we observe better performance on the multiple frames settings (T = 3) in general, which can be explained by a more precise decomposition of the original stream of events.

Contrary to other studied datasets, DVS-Gesture has been shown to be truly neuromorphic compared to the others [10] because it integrates temporal information from longer gesture sequences while other methods shortly move an event-based camera on static objects to obtain only spatial information. Consequently, the reported results on DVS-Gesture are important to investigate since it suggests the capacity of an event representation method to handle temporal information. The reported results vary importantly across the compared approaches, which shows a significant difference in the capacity to handle temporal information. Our Bina-Rep event frames with (T = 3) achieves second-best accuracy, which highlights its efficiency to deal with temporal information. Our approach with T = 3 also achieves better performance than Binary Event Images with T = 10, confirming the better expressivity and sparser representation explained in Section 3.2. Interestingly, Event Histogram outperforms other methods, suggesting that it can effectively deal with temporal information without specifically leveraging temporal information. On the other hand, our single frame setting achieves poor performance. It can be explained by the fact that a single Bina-Rep event frame cannot integrate a high quantity of events from longer temporal sequences because it would quickly saturate the N-bit representation of pixels.

4.3.2. Comparison with State-of-the-art

We compare the performance of our CNN trained on Bina-Rep event frames with results from state-of-the-art methods (shown in Table 4). We observe that our method outperforms previous works in many datasets, showing the efficacy of our simple model to perform event-based recognition tasks. However, it is important to mention that the models used can differ importantly from one method to the other. For instance, DiST[8] uses a ResNet-34 CNN, while HATS [7] is based on a linear SVM.
4.4. Robustness against Common Corruptions

In addition to competitive results on clean datasets, it is also important to verify that an event representation method is not fragile to common altered scenarios. Therefore, we study the impact of simulating two common corruptions on the N-Cars [7] validation set (after training on clear data). The two following corruptions are investigated: **Background Activity:** corruption that occurs due to thermal noise and junction leakage current in an event-based sensor. As a result, output events are produced without any light intensity changes [18]. It is important to mention that this corruption is already present in clear datasets. Therefore, this corruption is aimed at increasing the background activity noise. **Occlusion:** corruption that simulates the presence of an object occluding the scene. In this work, we simulate it by dropping events in an occlusion box placed at the center of the scene.

Inspired from [19], we define 5 levels of severity for a specific corruption, where the level of severity increases the intensity of the corruption. For background activity, the level of severity represents the ratio of background events added to the original sequence. For occlusion, it represents the size of the occlusion box, in the percentage of the image resolution. Table 5 describes the value of the parameters for each level of severity.

| Corruption            | Severity level |
|-----------------------|----------------|
| Background Activity   | 0.5% 0.8% 1.0% 2.0% 3.0% |
| Occlusion             | 35% 45% 50% 60% 70% |

**Table 5:** Parameter values of the studied corruptions for each severity level

For a given corruption, the Relative Accuracy Drop score is used to measure the sensitivity of each event representation method: $score = \frac{acc_i - acc_0}{acc_0} \times 100$, where $acc_i$ and $acc_0$ are the accuracy for the validation set corrupted with a severity level of $i$ and the accuracy on clean data, respectively. We report the Relative Accuracy Drop scores for each studied event representations in Figure 3.

For Background Activity noise (shown in Figure 3a), we observe the same evolution and similar scores for all methods aside from Voxel Grid [16] that is greatly robust against this type of corruption. On the other hand, Bina-Rep shows better performance than Binary Event Frames on the $T = 1$ settings and performs on par with Event Histogram [3] with $T = 3$, which suggests higher robustness by increasing the number of Bina-Rep frames. It can be explained by the fact that a Bina-Rep frame expresses the order of arrival of events in addition to their occurrence (as explained in Section 3.2). Therefore, a single Bina-Rep saturates because of background events, which harms the performance. By using multiple Bina-Rep frames, this influence is reduced and we report similar performance to Event Histogram [3].

As for occlusion (shown in Figure 3b), all methods seem to be quite robust to this type of corruption (the relative accuracy drop scores remain $< 9\%$). The same evolution is observed as well. Voxel Grid still shows great robustness for high levels of sensitivity but follows the same pattern as other representations. Bina-Rep shows slightly worse scores but remains competitive compared to other event representation methods.

5. CONCLUSION

In this work, we proposed a new representation method as images for event cameras named "Bina-Rep". By simply representing multiple binary event frames as $N$-bit number systems, additional information on the original event sequence is encoded in a sparse representation. In addition, we presented a simple CNN-based model and investigated the performance of Bina-Rep and other common event representation approaches. Our model coupled with Bina-Rep event frames repeatedly outperforms both state-of-the-art methods and other event representation methods coupled with our CNN model. Finally, we study the sensitivity of the event representation methods to common image corruptions and find that Bina-Rep event frames show competitive robustness. We believe that our novel Bina-Rep approach can be an efficient option for sparser and more expressive event-based algorithms for neuromorphic vision.
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