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Abstract
In this paper, we prove the pointwise boundary differentiability for viscosity solutions of fully nonlinear elliptic equations. This generalizes the previous related results for linear equations and the geometrical conditions in this paper are pointwise and more general. Moreover, our proofs are relatively simple.
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1. Introduction

We study the pointwise boundary differentiability for viscosity solutions of

\[
\begin{aligned}
    u \in S^\ast(\lambda, \Lambda, f) & \quad \text{in } \Omega; \\
    u = g & \quad \text{on } \partial\Omega,
\end{aligned}
\]

where \( \Omega \subset R^n \) is a bounded domain (i.e. connected open set); \( S^\ast(\lambda, \Lambda, f) \) is the Pucci’s class (see Section 2 for details). In this paper, solutions always
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indicate viscosity solutions.

The boundary differentiability has been studied extensively for linear uniformly elliptic equations. Li and Wang [9, 10] proved the boundary differentiability on convex domains. Later, Li and Zhang [11] extended the boundary differentiability to more general domains, called \( \gamma \)-convex domains (see also Remark 2.5 for the definition). Both "convexity" and "\( \gamma \)-convexity" are global geometrical conditions. The pointwise regularity is more attractive than the local and global regularity because it shows clearly the behavior of solutions influenced by the coefficients and the prescribed data. Moreover, the assumptions for pointwise regularity are usually weaker.

Huang, Li and Wang [5] gave a pointwise geometrical condition under which they obtained the boundary pointwise differentiability. Huang, Li and Zhang [6] also considered the pointwise differentiability and constructed a counterexample, demonstrating the necessity of the exterior \( C^{1,\text{Dini}} \) condition (see Definition 2.4). However, all above results are obtained for linear equations. In this paper, we prove the boundary pointwise differentiability for viscosity solutions of (1.1) under more general pointwise geometrical conditions.

The following two theorems are our main results, which correspond to cases of the corner point and the flat point in previous papers (see [6], [9, 10, 11]).

**Theorem 1.1.** Let \( u \) be a viscosity solution of

\[
\begin{cases}
    u \in S^*(\lambda, \Lambda, f) & \text{in } \Omega \cap B_1; \\
    u = g & \text{on } \partial \Omega \cap B_1,
\end{cases}
\]

where \( f \in L^\infty(\Omega \cap B_1) \) and \( g \) is differentiable at \( 0 \in \partial \Omega \). Suppose that \( \Omega \) satisfies the exterior \( C^1 \) condition at \( 0 \) and there exists a cone \( K \) with \( 0 \) as the vertex such that \( K \cap B_1 \subset \Omega^c \cap R_+^n \).

Then \( u \) is differentiable at \( 0 \) and \( \nabla u(0) = \nabla g(0) \).

**Remark 1.2.** An open convex set \( K \subset R^n \) is called a cone with \( 0 \) as the vertex if \( rx \in K \) for any \( x \in K \) and \( r > 0 \).

**Remark 1.3.** For \( u \in S^*(\lambda, \Lambda, f) \) and \( f \in L^\infty \), only the \( C^\alpha \) (\( 0 < \alpha < 1 \)) regularity can be obtained in the interior (see [1, Chapter 4] and [15]). In contrast, Theorem 1.1 shows that one can obtain higher regularity on the boundary.
Theorem 1.4. Let $u$ be a viscosity solution of
\[
\begin{cases}
  u \in S^*(\lambda, \Lambda, f) & \text{in } \Omega \cap B_1;
  \\
  u = g & \text{on } \partial\Omega \cap B_1,
\end{cases}
\]
where $f \in C^{-1,\text{Dini}}(\Omega)$ and $g \in C^{1,\text{Dini}}(0)$ where $0 \in \partial \Omega$. Suppose that $\Omega$ satisfies the exterior $C^{1,\text{Dini}}$ condition and the interior $C^1$ condition at 0.

Then $u$ is differentiable at 0.

Remark 1.5. The geometrical conditions in Theorem 1.1 and Theorem 1.4 are more general than the ones used in previous studies. Indeed, if $\Omega$ is a $\gamma$-convex domain (including convex domains as special cases, see Remark 2.5) and $0 \in \partial \Omega$ is a corner point, $\partial \Omega$ satisfies the conditions in Theorem 1.1 (see [11, Lemma 2.6]); if 0 is a flat point, $\partial \Omega$ satisfies the conditions in Theorem 1.4 (see [11, Lemma 2.7]).

Huang, Li and Zhang [6] proposed a pointwise geometrical condition for the pointwise boundary differentiability, which is a special case of ours. In a word, even for linear equations, all previous results with respect to boundary differentiability are covered by this paper.

Remark 1.6. As for the gradient regularity at the boundary for fully nonlinear elliptic equations, Silvestre and Sirakov [17] proved the boundary $C^{1,\alpha}$ regularity. That paper requires $\partial \Omega \in C^2$ since the method of flattening the boundary is used. This result was improved by Lian and Zhang [13] based on another technique without flattening the boundary. In the case of boundary differentiability, since the geometrical conditions from the interior and the exterior are not the same, above techniques are not applicable. We have to make the estimate more carefully in the proof.

As a corollary, we have

Corollary 1.7. Let $u$ be a viscosity solution of
\[
\begin{cases}
  u \in S^*(\lambda, \Lambda, f) & \text{in } \Omega;
  \\
  u = g & \text{on } \partial\Omega,
\end{cases}
\]
where $f \in C^{-1,\text{Dini}}(\Omega)$ and $g \in C^{1,\text{Dini}}(\Omega)$. Suppose that $\Omega$ is a $\gamma$-convex domain.

Then $u$ is differentiable on the boundary $\partial \Omega$. That is, for any $x_0 \in \partial \Omega$, there exist $l \in \mathbb{R}^n$ and a modulus of continuity $\omega_{x_0}$ such that
\[
|u(x) - u(x_0) - l \cdot (x - x_0)| \leq |x - x_0| \omega_{x_0}(|x - x_0|).
\]
The main idea of this paper is the following. For understanding the boundary differentiability at \(0 \in \partial \Omega\) influenced by the geometrical property of \(\partial \Omega\) clearly, we assume that \(f, g \equiv 0\). Roughly speaking, if \(\Omega\) occupies a smaller portion in a ball \(B_r\) (e.g. \(|\Omega \cap B_r|/|B_r|\) is smaller), the regularity of \(u\) near 0 is higher. In particular, if \(\Omega\) is contained in a half ball (i.e. \(\Omega \cap B_r \subset B_r^+\)), it is well known that \(u\) is Lipschitz continuous at 0, which can be shown by constructing a proper barrier.

The boundary differentiability can be regarded as the enhancement of the boundary Lipschitz regularity in some sense. The treatments are different under different geometrical conditions. In Theorem 1.1, since there exists a cone \(K \subset \Omega^c\) in the half ball \(B_1^+\), this leads to a higher regularity (than the Lipschitz regularity) of \(u\), namely \(\nabla u(0) = 0\). If \(\partial \Omega\) is not curved toward the exterior too much, \(\nabla u(0) = 0\) will be retained.

In Theorem 1.4, the exterior \(C^{1, \text{Dini}}\) condition is an appropriate perturbation of the half ball and guarantees the boundary Lipschitz regularity, i.e., the boundedness of \(\nabla u(0)\). In the concrete proof (see Theorem 4.3), the graph of \(u\) is controlled by two hyperplanes. In addition, the interior \(C^1\) condition will result in the convergence of the two hyperplanes to one hyperplane, which implies the boundary differentiability of \(u\) at 0.

At the end of this section, we make some comments on the boundary differentiability, which is a critical case in the theory of boundary regularity. It is well known that the boundary regularity depends heavily on geometrical properties of the domain. For the continuity of solutions up to the boundary, a geometrical condition on the boundary from the exterior is enough. Famous examples are the Wiener criterion for the boundary continuity [18], the exterior cone condition for the boundary Hölder continuity (see [4, Problem 2.12, Theorem 8.27, Corollary 9.28.]) and the exterior sphere condition for the boundary Lipschitz continuity (see [4, Chapter 2.8] and [16, Lemma 1.2]) etc. However, for the boundary differentiability, only a condition from the exterior is not enough (see the counterexample in [6]), which is different from the boundary continuity.

In addition, for higher order regularity, we need the same geometrical conditions on the boundary from both interior and exterior sides. For instance, the \(C^{1, \alpha}\) smoothness of the boundary implies the boundary \(C^{1, \alpha}\) regularity (see [4, Theorem 8.33], [13] and [14]) and the \(C^{2, \alpha}\) smoothness of the boundary implies the boundary \(C^{2, \alpha}\) regularity (see [4, Theorem 6.6] and [13]). Whereas, for the boundary differentiability, we don’t need the same geometrical conditions from both sides.
In the next section, we gather some notations and preliminary results. In Section 3, we will give the proof of Theorem 1.1 and Theorem 1.4 will be proved in Section 4.

2. Preliminaries

2.1. Notations and notions

In this paper, we use standard notations. Let \( \{e_i\}_{i=1}^n \) denote the standard basis of \( \mathbb{R}^n \) and \( \mathbb{R}_+^n = \{x \in \mathbb{R}^n | x_n > 0\} \). We may write \( x = (x', x_n) = (x', x_n) \) for \( x \in \mathbb{R}^n \). The \( B_r(x_0) \) (or \( B(x_0, r) \)) is the open ball with radius \( r \) and center \( x_0 \) and \( B_r^+(x_0) = B_r(x_0) \cap \mathbb{R}_+^n \). For simplicity, we denote \( B_r = B_r(0) \) and \( B_r^+ = B_r^+(0) \). We also use the ball in \( \mathbb{R}^{n-1} \), i.e., \( T_r(x_0) = B_r(x_0) \cap \{x_n = 0\} \). Similarly, we may write \( T_r = T_r(0) \) for short. In addition, we introduce two new notations for convenience: \( \Omega_r = \Omega \cap B_r \) and \( (\partial \Omega)_r = \partial \Omega \cap B_r \).

Next, we collect some notions with respect to fully nonlinear elliptic equations and viscosity solutions (see [1, 2, 3] for details). We call \( F : S^n \to \mathbb{R} \) a fully nonlinear uniformly elliptic operator with ellipticity constants \( 0 < \lambda \leq \Lambda \) if

\[
\lambda \|N\| \leq F(M + N) - F(M) \leq \Lambda \|N\|, \quad \forall \ M, N \in S^n, \ N \geq 0,
\]

where \( S^n \) denotes the set of \( n \times n \) symmetric matrices; \( \|N\| \) is the spectral radius of \( N \) and \( N \geq 0 \) means the nonnegativeness.

Throughout this article, a constant is called universal if it depends only on the dimension \( n \) and the ellipticity constants \( \lambda \) and \( \Lambda \). Unless stated otherwise, the letters \( C \) and \( c \) always denote positive universal constants and \( 0 < c < 1 \).

Definition 2.1. Let \( u \in C(\Omega) \) and \( f \in L^n(\Omega) \). We say that \( u \) is an \( L^n \)-viscosity subsolution (resp., supersolution) of

\[
F(D^2u) = f \quad \text{in} \ \Omega,
\]

if

\[
\text{ess lim sup}_{y \to x} \left( F(D^2\varphi(y)) - f(y) \right) \geq 0
\]

\[
\left( \text{resp., ess lim inf}_{y \to x} \left( F(D^2\varphi(y)) - f(y) \right) \leq 0 \right)
\]
provided that for $\varphi \in W^{2,n}(\Omega)$, $u - \varphi$ attains its local maximum (resp., minimum) at $x \in \Omega$.

We call $u$ an $L^n$-viscosity solution of (2.1) if it is both an $L^n$-viscosity subsolution and supersolution of (2.1).

Remark 2.2. In fact, one can define $L^p$-viscosity solution for any $p > n/2$ [2]. In this paper, we only deal with the $L^n$-viscosity solution and a viscosity solution always means the $L^n$-viscosity solution. If $\varphi \in W^{2,n}(\Omega)$ is replaced by $\varphi \in C^2(\Omega)$, we arrive at the definition of $C$-viscosity solution, which is adopted in [1]. If all functions are continuous in their variables, these two notions of viscosity solutions are equivalent (see [2, Proposition 2.9]).

The following notions of the Pucci’s extremal operators and the Pucci’s class are our main concerns for the boundary differentiability.

Definition 2.3. For $M \in S^n$, denote its eigenvalues by $\lambda_i$ ($1 \leq i \leq n$) and define the Pucci’s extremal operators:

$$\mathcal{M}^+(M, \lambda, \Lambda) = \Lambda \left( \sum_{\lambda_i > 0} \lambda_i \right) + \lambda \left( \sum_{\lambda_i < 0} \lambda_i \right),$$

$$\mathcal{M}^-(M, \lambda, \Lambda) = \lambda \left( \sum_{\lambda_i > 0} \lambda_i \right) + \Lambda \left( \sum_{\lambda_i < 0} \lambda_i \right),$$

which are two typical fully nonlinear uniformly elliptic operators.

Then we can define the Pucci’s class as follows. We say that $u \in \mathcal{S}(\lambda, \Lambda, f)$ if $u$ is an $L^n$-viscosity subsolution of

$$\mathcal{M}^+(D^2 u, \lambda, \Lambda) = f.$$ 

Similarly, we denote $u \in \bar{\mathcal{S}}(\lambda, \Lambda, f)$ if $u$ is an $L^n$-viscosity supersolution of

$$\mathcal{M}^-(D^2 u, \lambda, \Lambda) = f.$$ 

We also define

$$S(\lambda, \Lambda, f) = \mathcal{S}(\lambda, \Lambda, f) \cap \bar{\mathcal{S}}(\lambda, \Lambda, f),$$

$$S^*(\lambda, \Lambda, f) = \mathcal{S}(\lambda, \Lambda, -|f|) \cap \bar{\mathcal{S}}(\lambda, \Lambda, |f|).$$  \hfill (2.2)

Clearly, $S(\lambda, \Lambda, f) \subset S^*(\lambda, \Lambda, f)$ and $S(\lambda, \Lambda, 0) = S^*(\lambda, \Lambda, 0)$. One feature of the Pucci’s class is that for any viscosity solution $u$ of (2.1), $u \in S(\lambda, \Lambda, f)$. 
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Now we present some geometrical conditions on the domain, under which we will prove the boundary differentiability. Recall that \( \omega : [0, +\infty) \rightarrow [0, +\infty) \) is called a modulus of continuity if \( \omega \) is a nonnegative nondecreasing function satisfying \( \omega(r) \rightarrow 0 \) as \( r \rightarrow 0 \). Moreover, a modulus of continuity \( \omega \) is called a Dini function if it satisfies the following Dini condition for some \( r_0 > 0 \)

\[
\int_0^{r_0} \frac{\omega(r)}{r} \, dr < \infty. \tag{2.3}
\]

**Definition 2.4 (exterior \( C^1 \) (\( C^{1,\text{Dini}} \)) condition).** We say that \( \Omega \) satisfies the exterior \( C^1 \) condition at \( x_0 \in \partial \Omega \) if there exist \( r_0 > 0 \) and a coordinate system \( \{x_1, \ldots, x_n\} \) (isometric to the original coordinate system) such that \( x_0 = 0 \) in this coordinate system and

\[
B_{r_0} \cap \left\{ (x', x_n) \big| x_n < -|x'|\omega(|x'|) \right\} \subset B_{r_0} \cap \Omega^c, \tag{2.4}
\]

where \( \omega \) is a modulus of continuity. In addition, if \( \omega \) is a Dini function, we say that \( \Omega \) satisfies the exterior \( C^{1,\text{Dini}} \) condition at \( x_0 \).

**Remark 2.5.** If \( \Omega \) satisfies the exterior \( C^{1,\text{Dini}} \) condition at every \( x_0 \in \partial \Omega \) with the same \( r_0 \) and \( \omega \), \( \Omega \) is called a \( \gamma \)-convex domain (see [11, Definition 1.1]). If \( \omega \equiv 0 \), \( \Omega \) is just a convex domain.

**Definition 2.6 (interior \( C^1 \) condition).** We say that \( \Omega \) satisfies the interior \( C^1 \) condition at \( x_0 \in \partial \Omega \) if there exist \( r_0 > 0 \) and a coordinate system \( \{x_1, \ldots, x_n\} \) (isometric to the original coordinate system) such that \( x_0 = 0 \) in this coordinate system and

\[
B_{r_0} \cap \left\{ (x', x_n) \big| x_n > |x'|\omega(|x'|) \right\} \subset B_{r_0} \cap \Omega, \tag{2.5}
\]

where \( \omega \) is a modulus of continuity.

We also need the following definition for the pointwise behavior of a function.

**Definition 2.7.** Let \( \Omega \subset \mathbb{R}^n \) be a bounded set (may be not a domain) and \( f \) be a function defined on \( \Omega \). We say that \( f \) is differentiable at \( x_0 \in \Omega \) if there exist \( r_0 > 0 \), \( l \in \mathbb{R}^n \) and a modulus of continuity \( \omega \) such that

\[
|f(x) - f(x_0) - l \cdot (x - x_0)| \leq |x - x_0|\omega(|x - x_0|), \quad \forall x \in \Omega \cap B_{r_0}(x_0).
\]
Then we denote \( l \) by \( \nabla f(x_0) \) and define
\[
\|f\|_{C^1(x_0)} = |f(x_0)| + |\nabla f(x_0)|.
\]
If \( \omega \) is a Dini function, we say that \( f \) is \( C^{1, \text{Dini}} \) at \( x_0 \) or \( f \in C^{1, \text{Dini}}(x_0) \).

Furthermore, \( f \) is called \( C^{-1, \text{Dini}} \) at \( x_0 \) or \( f \in C^{-1, \text{Dini}}(x_0) \) if there exist \( r_0 > 0 \) and a Dini function \( \omega \) such that
\[
\|f\|_{L^n(\Omega \cap B_r(x_0))} \leq \omega(r), \quad \forall \ 0 < r < r_0.
\]

Finally, if \( f \in C^{1, \text{Dini}}(x_0) \) (or \( f \in C^{-1, \text{Dini}}(x_0) \)) for any \( x_0 \in \Omega \) with the same \( r_0 \) and \( \omega \), we say that \( f \in C^{1, \text{Dini}}(\Omega) \) (or \( f \in C^{-1, \text{Dini}}(\Omega) \)).

**Remark 2.8.** In this paper, we only use above definition when \( \Omega \) is the closure of a bounded domain or \( \Omega \) is the part of the boundary of a domain.

**Remark 2.9.** Without loss of generality, we always assume that \( r_0 = 1 \) in Definitions 2.4-2.7 throughout this paper.

**Remark 2.10.** For a domain \( \Omega \), we will use \( \sigma_{\Omega} \) (resp., \( \omega_{\Omega} \)) to denote the corresponding modulus of continuity (resp., Dini function) in Definition 2.4 and Definition 2.6. Similarly, for a function \( f \), we will use \( \sigma_f \) (resp., \( \omega_f \)) to denote the corresponding modulus of continuity (resp., Dini function) in Definition 2.7.

### 2.2. Basic lemmas

In this subsection, we introduce some basic lemmas which will be used in the proofs of our main results. The crucial one is the boundary pointwise \( C^{1, \alpha} \) regularity at flat boundaries. The boundary \( C^{1, \alpha} \) regularity was first proved by Krylov \[8\] for classical solutions and further simplified by Caffarelli (see \[4, \text{Theorem 9.31}\] and \[7, \text{Theorem 4.28}\]).

For completeness, we give the detailed proof of the pointwise \( C^{1, \alpha} \) regularity at a flat boundary by showing that the solution is controlled by two hyperplanes and is closer to one of them with aid of the Harnack inequality. We need the following simple result to prove the boundary pointwise \( C^{1, \alpha} \) regularity.

**Lemma 2.11.** Let \( u(e_n/2) \geq 1 \) and \( u \geq 0 \) satisfy
\[
\begin{align*}
&\begin{cases}
u \in S(\Lambda, \Lambda, 0) \quad \text{in} \ B^+_1; \\
u = 0 \quad \text{on} \ T_1.
\end{cases}
\end{align*}
\]
Then 

\[ u(x) \geq cx_n \quad \text{in} \quad B^{+}_{1/2}, \]

where \( 0 < c < 1 \) is a universal constant.

**Proof.** By the Harnack inequality [1, Theorem 4.3], \( u \geq c_0 \) on \( \partial B(e_n/4, 1/8) \) for some positive universal constant \( c_0 \). Let

\[ v(x) = c_1 \left( |x - e_n/4|^{-\alpha} - (1/4)^{-\alpha} \right), \]

where \( c_1 \) is small and \( \alpha \) is large such that

\[
\begin{cases}
\mathcal{M}^{-}(D^2 v) \geq 0 & \text{in} \quad B(e_n/4, 1/4) \setminus B(e_n/4, 1/8); \\
v = 0 & \text{on} \quad \partial B(e_n/4, 1/4); \\
v \leq c_0 & \text{on} \quad \partial B(e_n/4, 1/8).
\end{cases}
\]

By the comparison principle and a direct calculation, we have

\[ u \geq v \geq cx_n \quad \text{on} \quad \{x' = 0, 0 \leq x_n \leq 1/8\}. \]

By translating \( v \) to proper positions (with \( v(x', 0) = 0 \) for some \( x' \in T_{1/2} \)) and similar arguments, we obtain

\[ u \geq v \geq cx_n \quad \text{in} \quad \{|x'| < 1/2, 0 < x_n < 1/8\}. \]

Hence, by the Harnack inequality again,

\[ u \geq cx_n \quad \text{in} \quad B^{+}_{1/2}. \]

\[ \square \]

Now, we can prove the boundary pointwise \( C^{1,\alpha} \) regularity at a flat boundary based on above lemma.

**Lemma 2.12.** Let \( u \) be a viscosity solution of

\[
\begin{cases}
u \in S(\lambda, \Lambda, 0) & \text{in} \quad B^{+}_1; \\
u = 0 & \text{on} \quad T_1.
\end{cases}
\]

Then \( u \) is \( C^{1,\alpha_1} \) at \( 0 \), i.e., there exists a constant \( a \) such that

\[ |u(x) - ax_n| \leq C|x|^{1+\alpha_1} \|u\|_{L^\infty(B^+_1)}, \quad \forall \ x \in B^+_1 \] (2.6)

and

\[ |a| \leq C\|u\|_{L^\infty(B^+_1)}, \]

where \( 0 < \alpha_1 < 1 \) and \( C \) are universal constants.
Remark 2.13. From now on, \( \alpha_1 \) is fixed.

Proof. Without loss of generality, we assume that \( \|u\|_{L^\infty(B_1^+)} = 1 \). To show (2.6), we only need to prove the following: there exist a nonincreasing sequence \( \{a_k\} (k \geq 0) \) and a nondecreasing sequence \( \{b_k\} (k \geq 0) \) such that for all \( k \geq 1 \),

\[
\begin{align*}
    b_k x_n &\leq u \leq a_k x_n \quad \text{in} \quad B_{2^{-k}}^+, \\
    0 \leq a_k - b_k &\leq (1 - \mu)(a_{k-1} - b_{k-1}),
\end{align*}
\]

(2.7) where \( 0 < \mu < 1/2 \) is universal.

We prove the above by induction. Let \( v(x) = 2(1 - |x + e_n|^{-n\Lambda/\lambda}) \). Then \( v \) satisfies

\[
\begin{align*}
    \mathcal{M}^+(D^2 v) &\leq 0 \quad \text{in} \quad B_1^+; \\
    v &> 0 \quad \text{in} \quad B_1^+; \\
    v &> 1 \quad \text{on} \quad \partial B_1 \setminus T_1; \\
    v(0) &> 0.
\end{align*}
\]

By the comparison principle and a direct calculation,

\[-Cx_n \leq -v \leq u \leq Cx_n \quad \text{on} \quad \{x' = 0, 0 \leq x_n \leq 1/2\}.
\]

By translating \( v \) to proper positions (with \( v(x', 0) = 0 \) for some \( x' \in T_{1/2} \)) and similar arguments,

\[-Cx_n \leq u \leq Cx_n \quad \text{in} \quad B_{1/2}^+.
\]

Thus, by taking \( a_1 = C, b_1 = -C \) and \( a_0 = 2C, b_0 = -2C \), (2.7) holds for \( k = 1 \) where \( 0 < \mu < 1/2 \) is to be specified later.

Assume that (2.7) holds for \( k \) and we need to prove it for \( k + 1 \). Since (2.7) holds for \( k \), there are two possible cases:

**Case 1:** \( u(2^{-k-1}e_n) \geq \frac{a_k + b_k}{2} \cdot \frac{1}{2^{k+1}} \).

**Case 2:** \( u(2^{-k-1}e_n) < \frac{a_k + b_k}{2} \cdot \frac{1}{2^{k+1}} \).

Without loss of generality, we suppose that **Case 1** holds. Let \( w = u - b_k x_n \) and then

\[
\begin{align*}
    w \in S(\lambda, \Lambda, 0) \quad &\text{in} \quad B_{2^{-k}}^-; \\
    w &\geq 0 \quad \text{in} \quad B_{2^{-k}}^+; \\
    w(2^{-k-1}e_n) &\geq \frac{a_k - b_k}{2} \cdot \frac{1}{2^{k+1}}.
\end{align*}
\]
From Lemma 2.11 (the scaling version), for some universal constant $0 < \mu < 1$,

$$w(x) \geq \mu(a_k - b_k)x_n \text{ in } B_{2^{-k-1}}^+.$$ 

Thus,

$$u(x) \geq (b_k + \mu(a_k - b_k))x_n \text{ in } B_{2^{-k-1}}^+.$$ (2.8)

Let $a_{k+1} = a_k$ and $b_{k+1} = b_k + \mu(a_k - b_k)$. Then

$$a_{k+1} - b_{k+1} = (1 - \mu)(a_k - b_k).$$ (2.9)

Hence, (2.7) holds for $k + 1$. By induction, the proof is completed. \(\square\)

The next is a Hopf type lemma.

**Lemma 2.14.** Let $u(e_n/2) \geq 1$ and $u \geq 0$ satisfy

$$u \in S^*(\lambda, \Lambda, f) \text{ in } B^+_1.$$ 

Then there exists a universal constant $0 < \delta_0 < 1$ such that if $\|f\|_{L^n(B^+_1)} \leq \delta_0$,

$$u(x) \geq cx_n - C\|f\|_{L^n(B^+_1)} \text{ in } B^+_{1/2},$$ (2.10)

where $c > 0$ and $C$ are universal constants.

**Proof.** By the interior Harnack inequality, there exists a universal constant $0 < \delta_0 < 1$ such that

$$\inf_{B(e_n/4,1/8)} u \geq 2\delta_0 u(e_n/2) - \|f\|_{L^n(B^+_1)} \geq \delta_0.$$ 

Take

$$v(x) = c_1 \left(|x - e_n/4|^{-\alpha} - (1/4)^{-\alpha}\right).$$ 

As in the proof of Lemma 2.11, by choosing $c_1$ small and $\alpha$ large enough,

\[
\begin{cases}
\mathcal{M}^{-}(D^2v) \geq 0 & \text{in } B(e_n/4,1/4) \setminus \overline{B}(e_n/4,1/8); \\
v = 0 & \text{on } \partial B(e_n/4,1/4); \\
v \leq \delta_0 & \text{on } \partial B(e_n/4,1/8).
\end{cases}
\]

Hence,

$$u \geq v \geq cx_n \text{ on } \{x' = 0, 0 \leq x_n \leq 1/8\}.$$
Let $w = u - v$ and then
\[
\begin{align*}
\mathcal{M}^- (D^2 w) &\leq f \quad \text{in } B(e_n/4, 1/4) \setminus B(e_n/4, 1/8); \\
w &\geq 0 \quad \text{on } \partial (B(e_n/4, 1/4) \setminus B(e_n/4, 1/8)).
\end{align*}
\]
By the Alexandrov-Bakel’man-Pucci maximum principle [1, Theorem 3.2],
\[
w \geq -C \|f\|_{L^n(B^+_1)} \quad \text{in } B(e_n/4, 1/4) \setminus B(e_n/4, 1/8).
\]
Therefore,
\[
u = v + w \geq cx_n - C \|f\|_{L^n(B^+_1)} \quad \text{on } \{x : |x'| = 0, 0 \leq x_n \leq 1/8\}.
\]
By translating $v$ to proper positions (with $v(x', 0) = 0$ for some $x' \in T_{1/2}$) and similar arguments, we have
\[
\nu \geq cx_n - C \|f\|_{L^n(B^+_1)} \quad \text{in } \{x : |x'| < 1/2, 0 \leq x_n \leq 1/8\}.
\]
Apply the Harnack inequality again and we derive
\[
u \geq cx_n - C \|f\|_{L^n(B^+_1)} \quad \text{in } B^+_1.
\]

The following lemma is a simple consequence of the strong maximum principle and Lemma 2.11.

**Lemma 2.15.** Let $\Gamma \subset \partial B^+_1 \setminus T_1$ and $u$ satisfy
\[
\begin{align*}
u &\in S(\lambda, \Lambda, 0) \quad \text{in } B^+_1; \\
u &= x_n \quad \text{on } \Gamma; \\
u &= 0 \quad \text{on } \partial B^+_1 \setminus \Gamma.
\end{align*}
\]
Then
\[
u \geq cx_n \quad \text{in } B^+_{1/2}, \quad \text{(2.11)}
\]
where $0 < c < 1$ depends only on $n, \lambda, \Lambda$ and $\Gamma$.

**Proof.** By the strong maximum principle and noting $u \geq 0$, $u(e_n/2) \geq c_0 > 0$ where $c_0$ depends only on $n, \lambda, \Lambda$ and $\Gamma$. Then from Lemma 2.11, there exists $c > 0$ such that (2.11) holds. \qed
3. Proof of Theorem 1.1

The main result proved in this section is Theorem 1.1. Firstly, we prove a special case of Theorem 1.1, which shows the key idea clearly for the boundary differentiability.

**Theorem 3.1.** Let the assumptions of Theorem 1.1 be satisfied. Suppose further that there exists a modulus of continuity $\sigma$ such that

$$
\|u\|_{L^\infty(\Omega_1)} \leq c_0, \quad \|f\|_{L^n(\Omega_n)} \leq c_0 \sigma(r), \quad \forall \ 0 < r < 1,
$$

$$
- |x'| \sigma(|x'|) \leq x_n, \quad \forall \ x \in (\partial \Omega)_1,
$$

$$
|g(x)| \leq c_0 |x| \sigma(|x|), \quad \forall \ x \in (\partial \Omega)_1,
$$

$$
\sigma(1) \leq c_0 \quad \text{and} \quad r^\beta \int_r^1 \frac{\sigma(t)}{t^{1+\beta}} dt \leq c_0, \quad \forall \ 0 < r < 1,
$$

(3.1)

where $0 < c_0 < 1/4$ and $0 < \beta < 1$ are constants (depending only on $n, \lambda, \Lambda$ and $K$) to be specified later.

Then there exist a universal constant $\bar{C}$ and a nonnegative sequence of $\{a_k\} (k \geq -1)$ such that for all $k \geq 0$,

$$
\sup_{\Omega_{\eta k}}(u - a_k x_n) \leq \eta^k A_k,
$$

(3.2)

$$
\inf_{\Omega_{\eta k}}(u + a_k x_n) \geq -\eta^k A_k
$$

(3.3)

and

$$
a_k \leq (1 - \mu) a_{k-1} + \bar{C} A_{k-1},
$$

(3.4)

where $0 < \eta, \mu < 1/4$ depend only on $n, \lambda, \Lambda$ and $K$,

$$
A_{-1} = 0, \quad A_0 = c_0 \quad \text{and} \quad A_k = \max(\sigma(\eta^{k-1}), \eta^{\alpha_1/2} A_{k-1}) \ (k \geq 1).
$$

(3.5)

**Remark 3.2.** Note that $0 < \alpha_1 < 1$ is the universal constant originated from Lemma 2.12.

**Proof.** We only give the proof of (3.2) and (3.4). The proof of (3.3) is similar and we omit it. We prove (3.2) and (3.4) by induction. For $k = 0$, by setting $a_0 = a_{-1} = 0$, they hold clearly. Suppose that they hold for $k$. We need to prove that they hold for $k + 1$. 
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Set \( r = \eta^k/2, \tilde{B}_r^+ = B_r^+ - r\sigma(r)e_n, \tilde{T}_r = T_r - r\sigma(r)e_n \) and \( \tilde{\Omega}_r = \Omega \cap \tilde{B}_r^+ \). Note that \( \sigma(\eta) \leq \sigma(1) \leq c_0 \leq 1/4 \) and hence \( \Omega_{r/2} \subset \tilde{\Omega}_r \subset \Omega_{2r} \). Let \( v_1 \) solve

\[
\begin{cases}
\mathcal{M}^+(D^2 v_1) = 0 & \text{in } \tilde{B}_r^+; \\
v_1 = 0 & \text{on } \tilde{T}_r; \\
v_1 = \eta^k A_k & \text{on } \partial \tilde{B}_r^+ \setminus \tilde{T}_r.
\end{cases}
\]

By the boundary \( C^{1,\alpha} \) estimate for \( v_1 \) (see Lemma 2.12) and the maximum principle, there exists \( \bar{a} \geq 0 \) such that (note that \( \eta^{\alpha_1/2} A_k \leq A_k + 1 \))

\[
\| v_1 - \bar{a}(x_n + r\sigma(r)) \|_{L^\infty(\Omega_{2r})} \leq C \frac{(3\eta r)^{1+\alpha_1}}{r^{1+\alpha_1}} \| v \|_{L^\infty(\tilde{B}_r^+)} \leq C \eta^{1+\alpha_1} \eta^k A_k \leq C \eta^{\alpha_1/2} \eta^{k+1} A_{k+1}
\]

and

\[
\bar{a} \leq \bar{C} A_k
\]

provided

\[
c_0 \leq \eta,
\]

where \( \bar{C} \) is universal. Hence,

\[
\| v_1 - \bar{a}x_n \|_{L^\infty(\Omega_{r^{k+1}})} = \| v_1 - \bar{a}x_n \|_{L^\infty(\Omega_{2r})} \\
\leq C \eta^{\alpha_1/2} \eta^{k+1} A_{k+1} + |ar\sigma(r)| \\
\leq \left( C \eta^{\alpha_1/2} + \frac{\bar{C} \sigma(\eta^k)}{\eta^{1+\alpha_1/2}} \right) \eta^{k+1} A_{k+1}
\]

(3.7)

Let \( v_2 \) solve

\[
\begin{cases}
\mathcal{M}^- (D^2 v_2) = 0 & \text{in } \tilde{B}_r^+; \\
v_2 = a_k x_n & \text{on } \partial \tilde{B}_r^+ \cap K; \\
v_2 = 0 & \text{on } \partial \tilde{B}_r^+ \setminus K.
\end{cases}
\]

By Lemma 2.15, there exists \( 0 < \mu < 1/4 \) (depending only on \( n, \lambda, \Lambda \) and \( K \)) such that

\[
v_2 \geq \mu a_k (x_n + r\sigma(r)) \geq \mu a_k x_n \quad \text{in } \Omega \cap B_{\eta^{k+1}}.
\]

(3.8)

In addition, it is easy to verify that

\[
v_2 \leq a_k (x_n + r\sigma(r)) \quad \text{on } \partial \tilde{B}_r^+.
\]
Then by the comparison principle,

\[ v_2 \leq a_k(x_n + r\sigma(r)) \quad \text{in} \quad \tilde{B}_r^+. \]

Let \( w = u - a_kx_n - v_1 + v_2 \) and it follows that (note that \( v_1, v_2 \geq 0 \))

\[
\begin{cases}
  w \in S(\lambda, \Lambda, -|f|) \quad \text{in} \quad \Omega \cap \tilde{B}_r^+; \\
  w \leq (c_0 + a_k)r\sigma(r) \quad \text{on} \quad \partial\Omega \cap \tilde{B}_r^+; \\
  w \leq 0 \quad \text{on} \quad \partial\tilde{B}_r^+ \cap \tilde{\Omega}.
\end{cases}
\]

By the Alexandrov-Bakel’man-Pucci maximum principle, we have

\[
\sup_{\tilde{\Omega}} w \leq \sup_{\tilde{\Omega}} (c_0 + a_k)r\sigma(r) + Cr\|f\|_{L^n(\tilde{\Omega})} \leq (2c_0C + a_k)\eta^k\sigma(\eta^k).
\]

Now, we try to estimate \( a_k \). From the definition of \( a_k \) (see (3.4)),

\[
a_k \leq \tilde{C} \sum_{i=0}^{k-1} (1 - \mu)^{k-1-i}A_i \leq \tilde{C}(1 - \mu)^{k-1} \sum_{i=0}^{k-1} (1 - \mu)^{i}A_i. \tag{3.9}
\]

From the definition of \( A_i \) (see (3.5)), for any \( i \geq 1 \),

\[
A_i \leq \sigma(\eta^{i-1}) + \eta^{\alpha/2}A_{i-1}
\]

and then

\[
\sum_{i=1}^{k-1} (1 - \mu)^{-i}A_i \leq \sum_{i=1}^{k-1} (1 - \mu)^{-i}\sigma(\eta^{i-1}) + \sum_{i=0}^{k-1} \eta^{\alpha/2}(1 - \mu)^{-i-1}A_i.
\]

Hence, if

\[
\eta^{\alpha/2} \leq (1 - \mu)/2, \tag{3.10}
\]

we have

\[
\sum_{i=1}^{k-1} (1 - \mu)^{-i}A_i \leq 2 \sum_{i=1}^{k-1} (1 - \mu)^{-i}\sigma(\eta^{i-1}) + c_0
\]

\[
= c_0 + \frac{2\sigma(1)}{1 - \mu} + \frac{2}{(1 - \mu)^2(1 - \eta)} \sum_{i=1}^{k-2} (1 - \mu)^{-i+1}\frac{\sigma(\eta)}{\eta^{-1}}(\eta^{i-1} - \eta^i)
\]

\[
\leq 4c_0 + \frac{2}{(1 - \mu)^2(1 - \eta)} \int_{\eta^k}^{1} \sigma(t) \frac{t^\beta}{t^\beta + 3} dt,
\]
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where $0 < \beta < 1$ satisfies $1 - \mu = \eta^\beta$. By combining with (3.9), we have (note that $0 < \eta, \mu < 1/4$)

$$a_k \leq \frac{\bar{C}}{1 - \mu} \eta^{k\beta} \left( 4c_0 + \frac{2}{(1 - \mu)^2(1 - \eta)} \int_{\eta^k}^1 \frac{\sigma(t)}{t} \, dt \right)$$

$$= \frac{4c_0\bar{C}}{1 - \mu} \eta^{k\beta} + \frac{2C_1}{(1 - \mu)^3(1 - \eta)} \int_{\eta^k}^1 \frac{\sigma(t)}{t^{1+\beta}} \, dt$$

(3.11)

$$\leq \frac{4c_0\bar{C}}{1 - \mu} + \frac{2c_0\bar{C}}{(1 - \mu)^3(1 - \eta)} \leq c_0C.$$

Therefore, for $w$,

$$\sup_{\Omega_{\eta^{k+1}}} w \leq \frac{c_0C}{\eta} \cdot \eta^{k+1} A_{k+1}.$$

(3.12)

Take $\eta$ small enough such that (3.10) holds and

$$C\eta^{\alpha_1/2} \leq \frac{1}{3}.$$

Next, choose $c_0$ small enough such that (3.6) holds and

$$\frac{c_0C}{\eta^{1+\alpha_1/2}} \leq \frac{1}{3}.$$

Let $a_{k+1} = (1 - \mu)a_k + \bar{a}$. Then (3.4) holds for $k + 1$. Recalling (3.7), (3.8) and (3.12), we have

$$u - a_{k+1}x_n = u - a_kx_n - v_1 + v_2 + v_1 - \bar{a}x_n + \mu a_kx_n - v_2$$

$$= w + v_1 - \bar{a}x_n + \mu a_kx_n - v_2$$

$$\leq w + v_1 - \bar{a}x_n$$

$$\leq \eta^{k+1} A_{k+1} \text{ in } \Omega_{\eta^{k+1}}.$$

By induction, the proof is completed. $\square$

Now, we give the

**Proof of Theorem 1.1.** In the following, we only need to show two things: One is that by a proper transformation, the assumptions (3.1) can be guaranteed. Another is that (3.2)-(3.4) imply the differentiability of $u$ at 0.
For $\rho > 0$, let $y = x/\rho$, $C = \|u\|_{L^\infty(\Omega)} + \|g\|_{C^1(0)} + 1$ and

$$v(y) = \frac{c_0}{C} \left( u(x) - g(0) - \nabla g(0) \cdot x \right),$$

where $c_0$ is as in (3.1). Then $v$ satisfies

$$\left\{ \begin{array}{l}
v \in S^*(\lambda, \Lambda, \tilde{f}) \quad \text{in} \quad \tilde{\Omega} \cap B_1; \\
v = \tilde{g} \quad \text{on} \quad \partial \tilde{\Omega} \cap B_1,
\end{array} \right.$$

where

$$\tilde{f}(y) = \frac{c_0 \rho^2}{C} f(x), \quad \tilde{g}(y) = \frac{c_0}{C} (g(x) - g(0) - \nabla g(0) \cdot x) \quad \text{and} \quad \tilde{\Omega} = \frac{\Omega}{\rho}.$$

First, it can be verified easily that

$$\|v\|_{L^\infty(\tilde{\Omega}_1)} \leq c_0,$$

$$\|\tilde{f}\|_{L^n(\tilde{\Omega}_r)} = \frac{c_0 \rho}{C} \|f\|_{L^n(\Omega_{\rho r})} \leq c_0 \rho \sigma_f(\rho r) := c_0 \sigma_f(r), \quad 0 < r < 1,$$

$$|\tilde{g}(y)| = \frac{c_0}{C} |g(x) - g(0) - \nabla g(0) \cdot x| \leq c_0 |x| \sigma_g(|x|) = c_0 \rho |y| \sigma_g(\rho |y|) := c_0 |y| \sigma_g(|y|).$$

Next, for $x \in (\partial \Omega)_1$,

$$-|x'| \sigma_\Omega(|x'|) \leq x_n,$$

where $\sigma_\Omega$ is the modulus of continuity corresponding to the exterior $C^1$ condition at 0. Define $\sigma_\Omega(r) = \sigma_\Omega(\rho r)$ ($0 < r < 1$) and we have

$$-|y'| \sigma_\Omega(|y'|) \leq y_n, \quad \forall \ y \in (\partial \tilde{\Omega})_1.$$

Let $\tilde{\sigma}(r) = \max(\sigma_f(r), \sigma_g(r), \sigma_\Omega(r))$ ($0 < r < 1$). Then

$$\tilde{\sigma}(1) \leq \sigma_f(\rho) + \sigma_g(\rho) + \sigma_\Omega(\rho) \to 0 \ as \ \rho \to 0$$

and

$$r^\beta \int_r^1 \frac{\tilde{\sigma}(t)}{t^{1+\beta}} dt \leq (\rho r)^\beta \int_{\rho r}^1 \frac{\sigma_f(t) + \sigma_g(t) + \sigma_\Omega(t)}{t^{1+\beta}} dt \to 0 \ as \ \rho \to 0.$$

Therefore, by choosing $\rho$ small enough (depending only on $n, \lambda, \Lambda, K, \sigma_f, \sigma_g$ and $\sigma_\Omega$), the assumptions (3.1) for $v$ can be guaranteed. Hence, we can apply Theorem 3.1 to $v$. 
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Finally, we show that the differentiability of $v$ (and hence $u$) at 0 can be inferred by (3.2)-(3.4). From (3.4), we know that $a_k \to 0$ as $k \to \infty$ (see also (3.11)). For any $y \in \Omega_1$, there exists $k \geq 0$ such that $\eta^{k+1} \leq |y| < \eta^k$ and then define $\sigma_v(|y|) = (a_k + A_k)/\eta$. Thus, $\sigma_v(r) \to 0$ as $r \to 0$. From (3.2) and (3.3), we obtain

$$|v(y)| \leq \eta^k(a_k + A_k) \leq |y|\sigma_v(|y|).$$

Therefore, $v$ is differentiable at 0 with $\nabla v(0) = 0$. By rescaling back to $u$, we obtain the conclusion of Theorem 1.1. \hfill \Box

4. Proof of Theorem 1.4

In this section, we prove Theorem 1.4. First, we show that the graph of the solution can be controlled by two hyperplanes.

**Lemma 4.1.** Let the assumptions of Theorem 1.4 be satisfied. Suppose further that there exists a Dini function $\omega$ such that

$$
\begin{align*}
\|u\|_{L^\infty(\Omega_1)} &\leq c_0, \quad \|f\|_{L^\nu(\Omega_1)} \leq c_0 \omega(r), \quad \forall \; 0 < r < 1, \\
-|x'|\omega(|x'|) &\leq x_n, \quad \forall \; x \in (\partial \Omega)_1, \\
|g(x)| &\leq c_0 |x|\omega(|x|), \quad \forall \; x \in (\partial \Omega)_1, \\
\omega(1) &\leq c_0 \quad \text{and} \quad \int_0^1 \frac{\omega(\rho)}{\rho} d\rho \leq c_0,
\end{align*}
$$

where $0 < c_0 < 1/4$ is a universal constant to be specified later.

Then there exist sequences of constants $\{\tilde{a}_k\}, \{\tilde{b}_k\}$ and $\{\tilde{A}_k\}$ ($k \geq -1$) with $\tilde{a}_k \geq 0 \geq \tilde{b}_k$ and $\tilde{A}_k \geq 0$ such that for any $k \geq 0$,

$$
\tilde{b}_k x_n - \eta^k \tilde{A}_k \leq u \leq \tilde{a}_k x_n + \eta^k \tilde{A}_k \quad \text{in} \quad \Omega_{\eta^k}
$$

and

$$
\tilde{a}_k \leq \tilde{a}_{k-1} + C \tilde{A}_{k-1}, \quad \tilde{b}_k \geq \tilde{b}_{k-1} - C \tilde{A}_{k-1},
$$

where $0 < \eta < 1/4$ and $C$ are universal constants,

$$
\tilde{A}_{-1} = 0, \quad \tilde{A}_0 = c_0, \quad \tilde{A}_k = \max(\omega(\eta^{k-1}), \eta^{a_1/2} \tilde{A}_{k-1})(k \geq 1).
$$
Proof. We prove (4.2) and (4.3) by induction. For $k = 0$, by setting $\tilde{a}_0 = \tilde{a}_{-1} = \tilde{a}_{0} = \tilde{b}_{-1} = \tilde{b}_{0} = 0$, the conclusion holds clearly. Suppose that the conclusion holds for $k$. We need to prove that the conclusion holds for $k + 1$.

Set $r = \eta^k / 2$, $\tilde{B}_r^+ = B_r^+ - r\omega(r)e_n$, $\tilde{T}_r = T_r - r\omega(r)e_n$ and $\tilde{\Omega}_r = \Omega \cap \tilde{B}_r^+$. Note that $\omega(\eta) \leq \omega(1) \leq c_0 \leq 1/4$ and then $\Omega_{r/2} \subset \tilde{\Omega}_r \subset \Omega_{2r}$. Let $v$ solve

$$\begin{cases}
\mathcal{M}^+ (D^2 v) = 0 & \text{in } \tilde{B}_r^+; \\
v = 0 & \text{on } \tilde{T}_r; \\
v = \eta^k \tilde{A}_k & \text{on } \partial \tilde{B}_r^+ \setminus \tilde{T}_r
\end{cases}$$

and $w = u - \tilde{a}_k x_n - v$. Then $w$ satisfies (note that $v \geq 0$ in $\tilde{B}_r^+$)

$$\begin{cases}
w \in S(\lambda, \Lambda, -|f|) & \text{in } \Omega \cap \tilde{B}_r^+; \\
w \leq g - \tilde{a}_k x_n & \text{on } \partial \Omega \cap \tilde{B}_r^+; \\
w \leq 0 & \text{on } \partial \tilde{B}_r^+ \cap \tilde{\Omega}.
\end{cases}$$

In the following arguments, we estimate $v$ and $w$ respectively. For $v$, similar to the estimate in Theorem 3.1, there exists $\bar{a} \geq 0$ such that

$$\bar{a} \leq \bar{C} \tilde{A}_k$$

and

$$\|v - \bar{a} x_n\|_{L^\infty(\Omega_{\eta^{k+1}})} \leq \left( C \eta^{\alpha_1/2} + \frac{c_0 \bar{C}}{\eta^{1+\alpha_1/2}} \right) \eta^{k+1} \tilde{A}_{k+1}$$

provided

$$c_0 \leq \eta.$$  \hspace{1cm} (4.5)

From (4.3),

$$-\bar{C} \sum_{i=0}^{\infty} \tilde{A}_i \leq \bar{b}_k \leq \bar{C} \sum_{i=0}^{\infty} \tilde{A}_i, \; \forall \; k \geq 0.$$  \hspace{1cm} (4.6)

Moreover, it is easy to show that

$$\sum_{i=0}^{\infty} \tilde{A}_i \leq \sum_{i=1}^{\infty} \omega(\eta^i) + \eta^{\alpha_1/2} \sum_{i=0}^{\infty} \tilde{A}_i + 2c_0,$$
which implies
\[
\sum_{i=0}^{\infty} \tilde{A}_i \leq \frac{1}{1 - \eta^{\alpha/2}} \sum_{i=1}^{\infty} \omega(\eta^i) + \frac{2c_0}{1 - \eta^{\alpha/2}} \\
= \frac{1}{(1 - \eta^{\alpha/2})(1 - \eta)} \sum_{i=1}^{\infty} \frac{\omega(\eta^i)(\eta^{i-1} - \eta^i)}{\eta^{i-1}} + \frac{2c_0}{1 - \eta^{\alpha/2}} \quad (4.7)
\]
\[
\leq \frac{1}{(1 - \eta^{\alpha/2})(1 - \eta)} \int_0^1 \frac{\omega(r)dr}{r} + \frac{2c_0}{1 - \eta^{\alpha/2}}
\]
\[
\leq \frac{c_0}{(1 - \eta^{\alpha/2})(1 - \eta)} + \frac{2c_0}{1 - \eta^{\alpha/2}} \leq 6c_0,
\]
provided
\[
(1 - \eta^{\alpha/2})(1 - \eta) \geq 1/2. \quad (4.8)
\]

For \( w \), by the Alexandrov-Bakel’man-Pucci maximum principle, we have
\[
\sup_{\Omega_{\eta^{k+1}}} w \leq \sup_{\Omega_r} w \leq \|g\|_{L^\infty(\partial\Omega_r \setminus \tilde{\Omega}^r)} + \tilde{a}_k r \omega(r) + C r \|f\|_{L^n(\tilde{\Omega}^r)}
\]
\[
\leq c_0 \eta^k \omega(\eta^k) + 6c_0 C \eta^k \omega(\eta^k) + C \eta^k \omega(\eta^k) \quad (4.9)
\]
\[
\leq \frac{c_0 C}{\eta} \cdot \eta^{k+1} \tilde{A}_{k+1}.
\]

Take \( \eta \) small enough such that (4.8) holds and
\[
C \eta^{\alpha/2} \leq \frac{1}{3}.
\]

Take \( c_0 \) small enough such that (4.6) holds and
\[
\frac{c_0 C}{\eta^{1+\alpha/2}} \leq \frac{1}{3}.
\]

Let \( \tilde{a}_{k+1} = \tilde{a}_k + \bar{a} \) and (4.3) holds for \( k+1 \) clearly. By combining with (4.5) and (4.9), we have
\[
u - \tilde{a}_{k+1} x_n = u - \tilde{a}_k x_n - v + v - \bar{a} x_n = w + v - \bar{a} x_n \leq \eta^{k+1} \tilde{A}_{k+1} \quad \text{in} \quad \Omega_{\eta^{k+1}}.
\]

Similarly, we can prove that there exists a nonnegative constant \( \bar{b} \) with
\[
\bar{b} \leq C \tilde{A}_k \quad \text{such that} \quad \bar{b}_{k+1} = \bar{b}_k - \bar{b},
\]
\[
u - \bar{b}_{k+1} x_n \geq -\eta^{k+1} \tilde{A}_{k+1} \quad \text{in} \quad \Omega_{\eta^{k+1}}.
\]

Therefore, the proof is completed by induction. \( \square \)
Remark 4.2. From (4.3) and (4.7),

\[-1 \leq \tilde{b}_k \leq \bar{a}_k \leq 1, \ \forall \ k \geq 0.\]

Then one can show that \( u \) is Lipschitz continuous at 0. In fact, this is one of the main results in [12] and the proof is also adopted there. For completeness, we give the detailed proof here.

Similarly to the last section, we prove a special case of Theorem 1.4 first.

**Theorem 4.3.** Let the assumptions of Theorem 1.4 be satisfied. Suppose further that there exist a Dini function \( \omega \) and a modulus of continuity \( \sigma \) with \( \sigma \geq \omega \) such that

\[
\|u\|_{L^\infty(\Omega_1)} \leq c_0, \quad \|f\|_{L^u(\Omega_1)} \leq c_0 \omega(r), \quad \forall \ 0 < r < 1,
\]

\[-|x'|\omega(|x'|) \leq x_n \leq |x'|\sigma(|x'|), \quad \forall \ x \in (\partial \Omega)_1,
\]

\[|g(x)| \leq c_0 |x| \omega(|x|), \quad \forall \ x \in (\partial \Omega)_1, \quad (4.10)\]

\[\omega(1) \leq \sigma(1) \leq c_0 \quad \text{and} \quad \int_0^1 \frac{\omega(\rho)}{\rho} d\rho \leq c_0,\]

where \( 0 < c_0 < 1/4 \) is the universal constant as in Lemma 4.1.

Then there exist sequences of constants \( \{a_k\}, \{b_k\}, \{A_k\} \) and \( \{B_k\} \) \( (k \geq 0) \) with \( a_k \geq b_k \) and \( A_k, B_k \geq 0 \) such that for any \( k \geq 0, \)

\[b_k x_n - \eta^k B_k \leq u \leq a_k x_n + \eta^k A_k, \quad \text{in} \quad \Omega_{\eta^k} \quad (4.11)\]

where \( 0 < \eta < 1/4 \) is the universal constant as in Lemma 4.1; \( a_0 = b_0 = 0 \) and \( A_0 = B_0 = c_0 \); for any \( k \geq 1, \)

\[
\begin{cases} 
A_k = \max(\sigma(\eta^{k-1}), \eta^{\alpha/2} A_{k-1}), \\
B_k = 2\sigma(\eta^{k-1}) + \eta^{\alpha/2} B_{k-1}, \\
ad_k \leq \min(a_{k-1} + \bar{C} A_{k-1}, \bar{a}_k), \\
b_k \geq \max(b_{k-1} + \mu(a_{k-1} - b_{k-1}) - \bar{C} B_{k-1}, \bar{b}_k) 
\end{cases} \quad (4.12)
\]

or

\[
\begin{cases} 
A_k = 2\sigma(\eta^{k-1}) + \eta^{\alpha/2} A_{k-1}, \\
B_k = \max(\sigma(\eta^{k-1}), \eta^{\alpha/2} B_{k-1}), \\
ad_k \leq \min(a_{k-1} - \mu(a_{k-1} - b_{k-1}) + \bar{C} A_{k-1}, \bar{a}_k), \\
b_k \geq \max(b_{k-1} - \bar{C} B_{k-1}, \bar{b}_k) 
\end{cases} \quad (4.13)
\]

Here, \( 0 < \mu < 1/8 \) and \( \bar{C} \) are universal constants, and the constants \( \tilde{a}_k \) and \( \tilde{b}_k \) are as in (4.2).
Proof. We prove the above by induction. For $k = 0$, the conclusion holds clearly. Suppose that the conclusion holds for $k$. We need to prove that the conclusion holds for $k + 1$.

By similar arguments to the proof of Lemma 4.1, there exist nonnegative constants $\bar{a}$ and $\bar{b}$ with $\bar{a} \leq \bar{C} A_k$ and $\bar{b} \leq \bar{C} B_k$ such that (note that $\eta < 1/4$)

\begin{align}
    u - \bar{a}_{k+1} x_n &\leq \eta^{k+1} \bar{A}_{k+1} \quad \text{in } \Omega_{3\eta^{k+1}} \tag{4.14} \\
    u - \bar{b}_{k+1} x_n &\geq -\eta^{k+1} \bar{B}_{k+1} \quad \text{in } \Omega_{3\eta^{k+1}}, \tag{4.15}
\end{align}

where

\begin{align*}
    \bar{a}_{k+1} &= a_k + \bar{a}, \\
    \bar{b}_{k+1} &= b_k - \bar{b}, \\
    \bar{A}_{k+1} &= \max(\sigma(\eta^k), \eta^{\alpha_1/2} A_k), \\
    \bar{B}_{k+1} &= \max(\sigma(\eta^k), \eta^{\alpha_1/2} B_k).
\end{align*}

In the following, we prove the conclusion for $k + 1$ according to two cases.

**Case 1:** $u(r e_n) \geq (a_k + b_k) r/2$ where $r = \eta^{k+1}$. Let

$$v(x) = u(x) - \bar{b}_{k+1} x_n + r \bar{B}_{k+1}.$$  

Then $v \geq 0$ in $\Omega_{2r}$ and $v(r e_n) \geq (a_k - b_k) r/2 + r \bar{B}_{k+1}$.

Next, we apply Lemma 2.14. Indeed, note that $B_{2r}^+ = 2r \sigma(2r) e_n \subset \Omega_{2r}$. For $x \in B_{2r}^+ = 2r \sigma(2r) e_n$, set $y = (x - 2r \sigma(2r) e_n)/(2r)$ and

$$w(y) = \frac{v(x)}{(a_k - b_k) r/2 + r \bar{B}_{k+1}}.$$  

Then $w \geq 0$ satisfies $w(y^*) \geq 1$ for some $y^*_n \geq 1/4$ and

$$\mathcal{M}^- (D^2 w) \leq |\tilde{f}| \quad \text{in } B_1^+,$$

where

$$\tilde{f}(y) = \frac{r f(x)}{(a_k - b_k) r/2 + \bar{B}_{k+1}}.$$  

Note that

$$\|\tilde{f}\|_{L^\infty(B_1^+)} = \frac{\|f\|_{L^\infty(B_{2r}^+ + 2r \sigma(2r) e_n)}}{(a_k - b_k) r/2 + \bar{B}_{k+1}} \leq \frac{c_0 \omega (\eta^k)}{(a_k - b_k) r/2 + \bar{B}_{k+1}} \leq c_0.$$
Take $c_0 \leq \delta_0$ (as in Lemma 2.14). Then apply Lemma 2.14 to $w$, there exists a universal constant $0 < \mu < 1/8$ such that

$$w \geq 2\mu y_n - C\|f\|_{L^p(B_1^+)} \text{ in } B_{1/2}^+.$$ 

By rescaling back to $v$, we have

$$v \geq \mu (a_k - b_k) (x_n - 2r\sigma(2r)) - c_0C\sigma(\eta^k) \text{ in } B_{r^+}^+ + 2r\sigma(2r)e_n.$$ 

Note that $v \geq 0$ and thus the above holds in $\Omega$, i.e.,

$$v \geq \mu (a_k - b_k) (x_n - 2r\sigma(2r)) - c_0C\sigma(\eta^k) \text{ in } \Omega.$$ 

Hence,

$$u \geq (\bar{b}_{k+1} + \mu (a_k - b_k)) x_n - r\bar{B}_{k+1} - 2\mu r(a_k - b_k)\sigma(\eta^k) - c_0C\sigma(\eta^k) \text{ in } \Omega.$$ 

From Lemma 4.1 (see also Remark 4.2), $-1 \leq \bar{b}_k \leq \bar{a}_k \leq 1$. Thus,

$$0 \leq a_k - b_k \leq \bar{a}_k - \bar{b}_k \leq 2.$$ 

Let

$$B_{k+1} = 2\sigma(\eta^k) + \eta^{\alpha_1/2}B_k.$$ 

Then by taking $c_0$ small again (note that $\mu < 1/8$),

$$B_{k+1} \geq \bar{B}_{k+1} + 2\mu(a_k - b_k)\sigma(\eta^k) + c_0C\omega(\eta^k).$$ 

Hence, by noting (4.14) and (4.16), we have

$$(\bar{b}_{k+1} + \mu (a_k - b_k)) x_n - \eta^k B_{k+1} \leq u \leq \bar{a}_{k+1} x_n + \eta^{k+1} \bar{A}_k \text{ in } \Omega_{\eta^{k+1}}.$$ (4.17)

Take

$$a_{k+1} = \min(\bar{a}_{k+1}, \bar{a}_{k+1}) = \min(a_k + \bar{a}, \bar{a}_{k+1}),$$

$$b_{k+1} = \max(\bar{b}_{k+1} + \mu (a_k - b_k), \bar{b}_{k+1}) = \max(b_k - \bar{b} + \mu (a_k - b_k), \bar{b}_{k+1}),$$

$$A_{k+1} = \bar{A}_{k+1} = \max(\sigma(\eta^k), \eta^{\alpha_1/2}A_k).$$

Thus, (4.12) holds for $k + 1$. Note that $\bar{a}_{k+1} \geq \bar{a}_k \geq a_k$ and $\bar{b}_{k+1} \leq \bar{b}_k \leq b_k$. Then it can be checked easily that $a_{k+1} \geq b_{k+1}$. By combining with (4.2), $\bar{A}_{k+1} \leq A_{k+1}$ and $\bar{B}_{k+1} \leq B_{k+1}$, (4.17) reduces to (4.11) for $k + 1$. 
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Case 2: \( u(re_n) \leq (a_k + b_k)r/2 \). Let \( v(x) = \tilde{a}_{k+1}x_n + r\tilde{A}_{k+1} - u(x) \). Then by a similar argument (we omit it), (4.11) and (4.13) hold for \( k + 1 \). Therefore, the proof is completed by induction.

Now, we give the Proof of Theorem 1.4. As before, in the following, we only need to show two things: one is that by a proper transformation, the assumptions (4.10) can be guaranteed. Another is that (4.11)-(4.13) imply the differentiability of \( u \) at 0.

For \( \rho > 0 \), let \( y = x/\rho \), \( C = \|u\|_{L^\infty(\Omega \cap B_1)} + \|g\|_{C^1(0)} + 1 \) and
\[
v(y) = \frac{c_0}{C} (u(x) - g(0) - \nabla g(0) \cdot x).
\]
Then \( v \) satisfies
\[
\begin{cases}
v \in S^*(\lambda, \Lambda, \tilde{f}) & \text{in } \tilde{\Omega} \cap B_1; \\
v = \tilde{g} & \text{on } \partial\tilde{\Omega} \cap B_1,
\end{cases}
\]
where
\[
\tilde{f}(y) = \frac{c_0\rho^2}{C} f(x), \quad \tilde{g}(y) = \frac{c_0}{C} (g(x) - g(0) - \nabla g(0) \cdot x) \quad \text{and} \quad \tilde{\Omega} = \frac{\Omega}{\rho}.
\]

First, it can be verified easily that
\[
\begin{align*}
\|v\|_{L^\infty(\tilde{\Omega}_1)} & \leq c_0, \\
\|\tilde{f}\|_{L^\infty(\tilde{\Omega}_r)} & = \frac{c_0\rho}{C} \|f\|_{L^\infty(\Omega_{\rho r})} \leq c_0 \rho \omega_f(\rho r) := c_0 \omega_f(r), \\
|\tilde{g}(y)| & = \left| \frac{c_0}{C} (g(x) - g(0) - \nabla g(0) \cdot x) \right| \leq c_0 \rho |\omega_g(|x|)| = c_0 \rho |y| \omega_g(r|y|) := c_0 |y| \omega_g(|y|).
\end{align*}
\]
Next, for \( x \in (\partial\Omega)_1 \),
\[
-|x'|\omega_\Omega(|x'|) \leq x_n \leq |x'|\sigma_\Omega(|x'|),
\]
where \( \omega_\Omega \) is the Dini function corresponding to the exterior \( C^{1,\text{Dini}} \) condition at 0 and \( \sigma_\Omega \) is the modulus of continuity corresponding to the interior \( C^1 \) condition at 0. Define \( \sigma_{\Omega}(r) = \sigma_\Omega(\rho r) \) and \( \omega_{\Omega}(r) = \omega_\Omega(\rho r) \) (\( 0 < r < 1 \)) and we have
\[
-|y'|\omega_{\Omega}(|y'|) \leq y_n \leq |y'|\sigma_{\Omega}(|y'|), \quad \forall \ y \in (\partial\Omega)_1.
\]
Let $\tilde{\omega}(r) = \max(\omega_f(r), \omega_g(r), \omega_\Omega(r))$ and $\tilde{\sigma}(r) = \max(\tilde{\omega}(r), \sigma_\Omega(r))$ $(0 < r < 1)$ and then

$$\tilde{\sigma}(1) \leq \omega_f(\rho) + \omega_g(\rho) + \omega_\Omega(\rho) + \sigma_\Omega(\rho) \to 0 \text{ as } \rho \to 0$$

and

$$\int_0^1 \frac{\tilde{\omega}(t)}{t} dt \leq \int_0^{\rho} \frac{\omega_f(t) + \omega_g(t) + \omega_\Omega(t)}{t} dt \to 0 \text{ as } \rho \to 0.$$ 

Therefore, by choosing $\rho$ small enough (depending only on $n, \lambda, \Lambda, \omega_f, \omega_g, \omega_\Omega$ and $\sigma_\Omega$), the assumptions (4.10) for $v$ can be guaranteed. Hence, we can apply Theorem 4.3 to $v$.

Next, we show that (4.11)-(4.13) imply the differentiability of $v$ (and hence $u$) at 0. Indeed, from Lemma 4.1, $\tilde{a}_k$ and $\tilde{b}_k$ are bounded sequences. By (4.12) and (4.13), $a_k$ and $b_k$ are also bounded. Moreover, for any $k \geq 0$,

$$0 \leq a_k - b_k \leq (1 - \mu)(a_{k-1} - b_{k-1}) + \tilde{C}(A_{k-1} + B_{k-1}).$$

Note that $A_k, B_k \to 0$ as $k \to \infty$. Hence, $a_k - b_k \to 0$ as $k \to \infty$.

In the following, we prove that the sequence $\{a_k\}$ converges, i.e., $\{a_k\}$ has at most one accumulation point. Suppose not and let $a$ and $\tilde{a}$ be two accumulation points of $\{a_k\}$. We assume that $a, \tilde{a} > 0$ and $\varepsilon := a - \tilde{a} > 0$ without loss of generality. Since $A_k, B_k, a_k - b_k \to 0$ and $\omega$ is a Dini function, there exists $k_0 \geq 0$ such that for any $k \geq k_0$,

$$A_k, B_k, a_k - b_k \leq \varepsilon/8 \text{ and } \int_0^{\eta^k} \frac{\omega(r) dr}{r} \leq \frac{\varepsilon}{32\tilde{C}}.$$ 

In addition, there exist $k_2 \geq k_1 \geq k_0$ such that

$$a_{k_1} \leq \tilde{a} + \varepsilon/32 \text{ and } a_{k_2} \geq a - \varepsilon/32. \quad (4.18)$$

Since

$$u \leq a_{k_1} x_n + \eta^{k_1} A_{k_1} \text{ in } \Omega_{\eta^{k_1}},$$

by a similar argument to the proof of Lemma 4.1, there exist a sequence of $\{\tilde{a}_k\}_{k \geq k_1}$ such that for any $k \geq k_1$,

$$u \leq \tilde{a}_k x_n + \eta^k \tilde{A}_k \text{ in } \Omega_{\eta^k}$$

and

$$\tilde{a}_{k+1} \leq \tilde{a}_k + \tilde{C} \tilde{A}_k,$$
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where \( \hat{A}_{k_1} = A_{k_1} \) and \( \hat{A}_{k+1} = \max(\omega(\eta^k), \eta^{\alpha_1/2} \hat{A}_k)(k > k_1) \).

Thus, as before, for any \( k \geq k_1 \) (note (4.8)),

\[
\hat{a}_k \leq a_{k_1} + \bar{C} \sum_{i=k_1}^{\infty} \hat{A}_i \leq a_{k_1} + \frac{\bar{C}}{1 - \eta^{\alpha_1/2}} \sum_{i=k_1}^{\infty} \omega(\eta^i) + \frac{\bar{C}}{1 - \eta^{\alpha_1/2}} A_{k_1}
\]

\[
\leq a_{k_1} + \frac{\bar{C}}{(1 - \eta^{\alpha_1/2}) (1 - \eta)} \int_0^{\eta^{k_1}} \frac{\omega(r) dr}{r} + \frac{\bar{C}}{1 - \eta^{\alpha_1/2}} A_{k_1}
\]

\[
\leq a_{k_1} + \frac{\varepsilon}{4}.
\]

Then for \( x \in \Omega_{\eta^{k_2}} \) with \( x_n > 0 \),

\[
\left( a_{k_2} - \frac{\varepsilon}{8} \right) x_n - \eta^{k_2} B_{k_2} \leq b_{k_2} x_n - \eta^{k_2} B_{k_2} \leq u(x)
\]

\[
\leq \hat{a}_{k_1} x_n + \eta^{k_2} \hat{A}_{k_2} \leq \left( a_{k_1} + \frac{\varepsilon}{4} \right) x_n + \eta^{k_2} A_{k_2}.
\]

Choose \( x = \eta^{k_2} e_n/2 \) and we have

\[
a_{k_2} - a_{k_1} \leq \frac{7\varepsilon}{8},
\]

which contradicts with (4.18).

Therefore, there exists \( \bar{a} \) such that \( a_k, b_k \to \bar{a} \). Then (4.11) implies that \( v \) is differentiable at 0. Indeed, for any \( y \in \tilde{\Omega}_1 \), there exists \( k \geq 0 \) such that \( \eta^{k+1} \leq |y| < \eta^k \). By applying (4.11) to \( v \) in \( \tilde{\Omega}_{\eta^k} \) and noting \( a_k, b_k \to \bar{a} \) and \( A_k, B_k \to 0 \), we have

\[
|v(y) - \bar{a} y_n| \leq \max(|a_k - \bar{a}|, |b_k - \bar{a}|)|y| + \bar{C}(A_k + B_k) \eta^k
\]

\[
\leq \max(|a_k - \bar{a}|, |b_k - \bar{a}|)|y| + \bar{C}(A_k + B_k)|y|/\eta.
\]

Define \( \sigma_v(|y|) = \max(|a_k - \bar{a}|, |b_k - \bar{a}|) + \bar{C}(A_k + B_k)/\eta \) and then \( \sigma_v(r) \to 0 \) as \( r \to 0 \). That is, \( v \) (and hence \( u \)) is differentiable at 0.

\[
\square
\]
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