Abstract

Many mathematical models utilize limit processes. Continuous functions and the calculus, differential equations and topology, all are based on limits and continuity. However, when we perform measurements and computations, we can achieve only approximate results. In some cases, this discrepancy between theoretical schemes and practical actions changes drastically outcomes of a research and decision-making resulting in uncertainty of knowledge. In the paper, a mathematical approach to such kind of uncertainty, which emerges in computation and measurement, is suggested on the base of the concept of a fuzzy limit. A mathematical technique is developed for differential models with uncertainty. To take into account the intrinsic uncertainty of a model, it is suggested to use fuzzy derivatives instead of conventional derivatives of functions in this model.

1 INTRODUCTION

One of the most popular models in science and engineering is a system of differential equations. Differential equations are used in economics and sociology. These and many other mathematical models utilize limit processes. For example, derivatives in differential equations are constructed as special limits of functions or points. Continuous functions and the calculus, differential equations and topology, all are based on limits and continuity. However, when we perform computations and measurements, we can do only finite number of operations and consequently, achieve only approximate results. At the same time, mathematical technique, e.g., calculus and optimization theory are based on operation of differentiation. This brings us to an unexpected conclusion. Although, it is supposed that numerical computation is a precise methodology in contrast to qualitative methods, this is true only in a very few cases. For limit processes, this is not so and computation adds its uncertainty to the vagueness of initial data. As writes Gregory Chaitin (1999), the fact is that in mathematics, for example, real numbers have infinite precision, but in the computer precision is finite. In some cases, this discrepancy between theoretical schemes and practical actions changes drastically outcomes of a research resulting in uncertainty of knowledge. For example, as remarked the great mathematician Henri Poincare, series convergence is different for mathematicians, who use abstract mathematical procedures, and for astronomers, who utilize numerical computations.

In the paper, a mathematical approach to such kind of uncertainty, which emerges in computation and measurement, is suggested on the base of the concept of a fuzzy limit (Burgin, 1999). A mathematical technique is developed for dealing with differential models with uncertainty. To take into account the intrinsic uncertainty of a model, it is suggested to use fuzzy derivatives instead of conventional derivatives of functions in this model.
However, the concept of an
conventional construction of a limit (cf. Example 2.2).

Lemma 2.1. If \( a = r\text{-lim} \ l \) then \( a = q\text{-lim} \ l \) for any \( q > r \).

Let \( r \in \mathbb{R} \), \( l = \{a_i \in \mathbb{R}; i \in \omega \} \), \( h = \{b_i \in \mathbb{R}; i \in \omega \} \), \( k = \{c_j \in \mathbb{R}; i \in \omega \} \), and \( l \) is the disjoint union of \( h \) and \( k \).

Lemma 2.3. \( a = r\text{-lim} \ l \) if and only if \( a = r\text{-lim} \ h \) and \( a = r\text{-lim} \ k \).

Definition 2.2. a) A number \( a \) is called a fuzzy limit of a sequence \( l \) if it is an \( r\text{-lim} \) of \( l \) for some \( r \in \mathbb{R} \). b) A sequence \( l \) fuzzy converges if it has a fuzzy limit. c) the measure of convergence of \( l \) to \( a \) is equal to \( \mu(x=\text{lim} \ l) = \inf \{r ; a \text{ is an } r\text{-lim of } l \} \).

Example 2.2. Let us consider three sequences: \( l = \{1 + 1/i ; i \in \omega \} \), \( h = \{1 + (-1)^i ; i \in \omega \} \), and \( k = \{1 + [(1 - i)/i] ; i \in \omega \} \). Sequence \( l \) has the conventional limit equal to \( 1 \) and many fuzzy limits (e.g., 0, 0.5, 2 are \( 1\text{-lims} \) of \( l \)). Sequence \( h \) does not have the conventional limit but has different fuzzy limits (e.g., 0 is a \( 1\text{-lim} \) of \( h \), while 1, -1, and 1/2 are \( 2\text{-lims} \) of \( h \)). Sequence \( k \) does not have the conventional limit but has a variety of fuzzy limits (e.g., 1 is a \( 1\text{-lim} \) of \( k \), while 2, 0, 1.5, 1.7, and 0.5 are \( 2\text{-lims} \) of \( k \)).

Thus we can see that many sequences that do not have the conventional limit have lots of fuzzy limits.

Proposition 2.1. The measure of convergence of \( l \) defines the normal fuzzy set \( \text{Lim} = [L, \mu(x=\text{lim} \ l)] \) of fuzzy limits of \( l \).

Theorem 2.1. If \( a = r\text{-lim} \ l \) and \( a > b + r \), then \( a_i > b \) for almost all \( a_i \) from \( l \).

This directly implies the following classical results.

Corollary 2.1. If \( a = \text{lim} \ l \) and \( a > b \), then \( a_i > b \) for almost all \( a_i \) from \( l \).

Corollary 2.2. If \( a = \text{lim} \ l \) and \( a > 0 \), then \( a_i > 0 \) for almost all \( a_i \) from \( l \).

Corollary 2.3. If \( a_i \leq q \) for almost all \( a_i \) from \( l \) and \( a = r\text{-lim} \ l \), then \( a \leq q + r \).

This directly implies the following classical result.

Corollary 2.4. If \( a_i \leq q \) for almost all \( a_i \) from \( l \) and \( a = \text{lim} \ l \), then \( a \leq q \).

Theorem 2.2. All \( r\text{-lims} \) of a sequence \( l \) belong to some interval the length of which is equal to \( 2r \).

This directly implies the following classical result.

Corollary 2.5 (any course of mathematical analysis) A limit of a sequence is unique (if this limit exists).

Theorem 2.3. A sequence \( l \) fuzzy converges if and only if it is bounded.

It gives a criterion for boundedness of a sequence while classical results give only sufficient conditions.
Remark 2.1. Not all properties of ordinary limits are properties of fuzzy limits. For example, an r-limit may be not unique. In the same way for ordinary (exact) limits, we have the following classical result: if \( a \neq a_i \) for almost all \( i \in \omega \) and \( a = \lim a_i \), \( b = \lim b_i \), then \( a \leq b \). For fuzzy limits, the resulting inequality is not always true. However, some similar statements for fuzzy limits may be proved.

Theorem 2.4. The set \( L_a(l) = \{ a \in R; a = r\lim l \} \) of all r-limits of a sequence \( l \) is a convex closed set, i.e., \( L_a(l) = [a, b] \) for some \( a, b \in R \), or \( L_a(l) = \emptyset \) if \( l \) has no r-limits.

Theorem 2.5. If \( a = a\lim l \) and \( b = b\lim l \) then:

a) \( a + b = (r+q)\lim(l+h) \) where \( l + h = \{ a + b ; i \in \omega \} \);

b) \( a - b = (r+q)\lim(l-h) \) where \( l - h = \{ a - b ; i \in \omega \} \);

c) \( ka = klim(kl) \) for any \( k \in R \) where \( kl = \{ ka ; i \in \omega \} \).

This directly implies the following classical result.

Corollary 2.6 (any course of the calculus). If \( a = lim l \) and \( b = lim h \), then:

a) \( a + b = lim (l + h) \);

b) \( a - b = lim (l - h) \);

c) \( ka = lim (kl) \) for any \( k \in R \).

Corollary 2.7. If \( a \) is a fuzzy limit of \( l \) and \( b \) is a fuzzy limit of \( h \) then \( (a+b) \) (\( a - b \)), and \( ka \) is a fuzzy limit of \( l + h \) (of \( l - h \), and \( kl \), respectively.

Definition 2.3. A sequence \( l \) is called r-fundamental if for any \( k \in R \setminus \{0\} \) there is such \( n \in \omega \) that for any \( i, j \geq n \) we have \( \rho(a_i, a_j) \leq 2r+k \).

Definition 2.4. A sequence \( l \) is called fuzzy fundamental if it is r-fundamental for some \( r \in R \).

Lemma 2.4. If \( r \leq p \), then any r-fundamental sequence is p-fundamental.

Lemma 2.5. A sequence \( l \) is fundamental (in the ordinary sense) if and only if it is 0-fundamental.

Lemma 2.6. A subsequence of an r-fundamental sequence is r-fundamental.

Theorem 2.6 (the Extended Cauchy Criterion). The sequence \( l \) converges if and only if it is fuzzy fundamental.

Proof. Necessity. Let \( a = r\lim l \) and \( k \in R \setminus \{0\} \). Then by the definition \( \forall \in R \setminus \{0\} \exists n \in \omega \forall l \geq n \rho(a, a_l) \leq r+t \). Consequently, for any \( i, j \geq n \) we have \( \rho(a_i, a_j) \leq \rho(a, a_l) + \rho(a, a_j) \leq 2r+2t < 2r+k \) if \( 2t < k \). Thus, \( l \) is an r-fundamental sequence.

Sufficiency. Let \( l \) be an r-fundamental sequence and \( k_m = 1/m \). Then for each number \( n(m) \) dependent on \( m \) and for all \( i, j > n(m) \), we have \( \rho(a_i, a_j) \leq 2r+1/m \), i.e., all points \( a_i \) with \( i \geq n(m) \) belong to a closed interval \( I_n \) whose length is equal to \( 2r+1/m \). Really, let \( T_m = \{ a_i : i > n(m) \} \), \( b = \sup T_m \), and \( c = inf T_m \). Then all \( a_i \in [c, b] \) for all \( i > n(m) \).

Let us estimate the length of \( I_m \). Suppose that \( \rho(b, c) > 2r+1/m \). It means that \( \rho(b, c) \leq 2r+1/m + h \). At the same time, there are such \( a_i, a_j \) for which \( i, j > n(m) \), \( \rho(b, a_i) \leq (1/10)h \), and \( c - a_i \) \leq (1/10)h because \( b \) is the supremum and \( c \) is the infimum of all these elements. Consequently, \( \rho(a_i, a_j) > 2r+1/m + (4/5)h \). It contradicts the choice of the number \( n(m) \). Thus, the length of \( I_{n} = [c, b] \) is not bigger than \( 2r+1/m \).

We can choose these intervals \( I_m \) so that the inclusion \( I_{m-1} \subseteq I_m \) will be valid for all \( m \). In such a way, we obtain a sequence of imbedded closed intervals \( \{ I_m : n \in \omega \} \). The space \( R \) is locally compact. Consequently, the intersection \( I = \cap I_m \) is non-void. That is, \( l \) consists of one point \( d \) or \( l \) is a closed interval having the length not bigger than \( 2r \). When \( l = \{d\} \), the sequence \( l \) converges, and thus, it is fundamental. This means (by Lemmas 2.4 and 2.5) that \( l \) is r-fundamental.

When \( l \) is a closed interval, its middle \( e \) is an r-limit of \( l \) because for any \( k \in R \setminus \{0\} \) there is some \( I_m \) that \( k > 1/m \), \( \rho(e, e_m) < (1/3)k \) for the center \( e_m \) of \( I_m \) and almost all \( a_i \) belong to \( I_m \). Consequently, \( \rho(e, a_i) \leq \rho(e, e_m) + \rho(e, e_m) < (1/3)k + (r + (1/3)k < r + k) \), i.e., \( e \) is an r-limit of \( l \).

Theorem is proved.

From Theorem 2.6, we obtain the following result.

Theorem 2.7 (the General Fuzzy Convergence Criterion). The sequence \( l \) fuzzy converges if and only if it is fuzzy fundamental.

This directly implies the following classical result.

Corollary 2.8 (the Cauchy Criterion). The sequence \( l \) converges if and only if it is fundamental.

This result and Lemma 2.5 demonstrate that the concept of a fuzzy convergence is a natural extension of the concept of conventional convergence.

Proposition 2.2. The following conditions are equivalent:

1) a sequence \( l \) is not fuzzy fundamental;

2) the sequence \( l \) is not bounded;

3) some subsequence of \( l \) has no fuzzy limits.

3 FUZZY DERIVATIVES

Let \( X, Y \in R, f : X \rightarrow Y \) be a function, \( b \in R \), and \( r \in R \setminus \{0\} \).

Definition 3.1. A number \( b \) is called a weak centered (left, right, two-sided) \( r \)-derivative of \( f \) at a point \( x \in X \) if 

\[
 b = r\lim (f(x) - f(z_i))/ (x - z_i) \quad \text{and all} \quad x_i < x, \quad \text{and all} \quad x_i > x; \quad b = r\lim (f(z_i) - f(x))/ (z_i - x_i) \quad \text{with} \quad z_i < x < x_i \end{align}

for all \( i \in \omega \), and the sequences \( \{x_i\}, \{z_i\} \) converging to \( x \)
Remark 3.2. A number \( b \) is called a strong centered (left, right, two-sided) \( r \)-derivative of \( f \) at a point \( x \in X \) if \( b = r-\lim (f(x) - f(x_i))/(x - x_i) \) and all \( x_i \downarrow x \); and all \( x_i > x ; b = r-\lim (f(x_i) - f(x))/(z_i - x_i) \) with \( z_i < x < x_i \) for all \( x \in \omega \), and the sequences \( \{x_i\} \), \( \{z_i\} \) converging to \( x \) for all sequences \( \{x_i \}; i \in \omega \) converging to \( x \). It is denoted by \( b = \text{st}_r^d \Delta df(x) \), \( b = \text{st}_r^d \Delta df(x) \), and \( b = \text{st}_r^d \Delta df(x) \), correspondingly.

Lemma 3.2. Any strong centered (left, right, two-sided) \( r \)-derivative of \( f \) at a point \( x \in X \) is a weak one-sided (left, right, two-sided) \( r \)-derivative of \( f \) at the same point for any \( r \in R \).

Lemma 3.3. \( b = \text{st}_r^d \Delta df(x) \) if and only if \( b = r-\lim E \) where \( E = \{ (f(x) - f(x_i))/(x - x_i) ; i \in \omega \} \). \( \{z_i ; i \in \omega \} \) is a corresponding sequence converging to \( x \).

Lemma 3.4. Any strong (weak) centered \( r \)-derivative of \( f \) at a point \( x \in X \) is both (either) a strong (weak) right \( r \)-derivative of \( f \) at the same point for any \( r \in R \).

Lemma 3.5. If \( b \) is both a strong (weak) left and strong (weak) right \( r \)-derivative of \( f \) at a point \( x \in X \), then \( b \) is a centered \( r \)-derivative of \( f \) at the same point for any \( r \in R \).

Example 3.1. Let \( x \in R \) and \( \{x_i \} \) converging to \( x \). It is denoted by \( \text{st}_r^d \Delta df(x) \). However, \( x \) is an irrational number. This function is not even continuous, consequently it does not have derivatives neither in classical sense nor as a generalized function (Shwartz 1950-51). However, \( x \) is equal to \( 0 \) when \( x \) is a rational number and \( m_\mathbb{Q}(x) \) has a weak derivative, which is equal to 0.

Example 3.2. Let \( f(x) = |x| \). Then \( f(x) \) does not have a conventional derivative at 0. However, 0 is the strong two-sided 1-derivative of \( f(x) \) at 0, and \( \text{st}_r^d \Delta df(x) \) is at 0.

Example 3.3. Piecewise linear transformations on the interval have been widely studied in the theory of dynamical systems (Collet and. Eckmann 1980), and under different names as well: broken linear transformations (Gervois and Mehta 1977), or weak unimodal maps (Marchard and Visinescu 1992). An example of such functions if given by a skew tent map \( f_{a,b}(x) \) that is equal to \( b + ((1-b)/a)x \) when \( 0 \leq x < a \) and equal to \( (1-x)/(1-a) \) when \( a \leq x \leq 1 \). Piecewise linear transformations do not have conventional derivatives at all points but they have strong fuzzy derivatives at all points. It provides for application of differential methods to these mappings as well as to dynamics generated by them.

Remark 3.2. In contrast to the classical derivative, it is possible that different numbers are strong centered (or left, right, two-sided) \( r \)-derivative of \( f \) at a point \( x \).

Lemma 3.1. Any number \( b \in R^+ \) is a strong centered (left, right, two-sided) \( r \)-derivative of \( f \) at a point \( x \in X \) for any \( r \in R \).
**Proposition 3.2.** If a strong two-sided \( r \)-derivative of \( f \) at a point \( x \in X \) exists (and is equal to \( b \)) then both one-sided strong \( r \)-derivatives of \( f \) at a point \( x \in X \) exist (and coincide with \( b \)).

**Proof.** Let us consider a sequence \( \{ x_i \in R \; ; \; i \in \omega \} \) converging to \( x \in X \) and all \( x_i < x \). As \( f \) is a continuous function at \( x \), it is possible to correspond to each \( x_i \) such \( z_i \) that \( x < z_i \) and \( |x - z_i| < 1/i \). Then \( |b - ((f(x) - f(z_i)) / (x - z_i))| < |b - ((f(x) - f(x_i)) / (z_i - x_i))| + \varepsilon_i < |b - ((f(z_i) - f(x_i)) / (z_i - x_i))| + \varepsilon_i \). Both sequences \( \{|b - ((f(z_i) - f(x_i)) / (z_i - x_i))| \} \) and \( \{\varepsilon_i\} \) converge to zero. Consequently, number \( b \in R^* \) is a strong left derivative of \( f \) at the point \( x \).

In a similar way, we prove that \( b \) is a strong right \( r \)-derivative of \( f \) at the point \( x \).

**Corollary 3.1.** If the strong two-sided \( r \)-derivative of \( f \) at a point \( x \in X \) exists (and is equal to \( b \)) then a strong centered \( r \)-derivative of \( f \) at a point \( x \in X \) exists (and coincides with \( b \)).

**Remark 3.3.** Continuity of \( f \) is essential for the validity of Proposition 3.2. It is demonstrated by the following example.

Let \( f(x) = x \) for all \( x > 0 \), \( f(x) = -x \) for all \( x < 0 \), and \( f(0) = 1 \). Then \( f \) has a strong two-sided 0-derivative at 0 having no strong one-sided \( r \)-derivatives at 0 for any \( r \in R \).

Proposition 3.2 implies the following result.

**Corollary 3.2.** If \( b \) is a strong centered \( r \)-derivative of \( f \) at a point \( x \in X \), then \( 2b \) is a strong centered \((b+r)\)-derivative of \( f \) at a point \( x \in X \).

From Lemmas 3.4, 3.5, Proposition 3.2, and Corollary 3.1, we obtain the following result.

**Corollary 3.3.** If \( b \) is a strong centered \( r \)-derivative of \( f \) at a point \( x \in X \), then \( 2b \) is a strong complete \((b+r)\)-derivative of \( f \) at a point \( x \in X \).

**Corollary 3.4.** If \( b \) is a strong centered \( r \)-derivative of \( f \) at a point \( x \in X \), then \( b \) is a strong complete \((b+2r)\)-derivative of \( f \) at a point \( x \in X \).

**Proposition 3.3.** a) The strong centered 0-derivative of \( f \) at a point \( x \in X \) is unique and equal to the classical derivative \( f'(x) \) of \( f \) at \( x \). b) The classical derivative \( f'(x) \) of \( f \) at \( x \) is equal to the strong centered 0-derivative of \( f \) at \( x \).

Proof follows from definitions and uniqueness of \( f'(x) \).

This result demonstrates that the concept of a fuzzy derivative is a natural extension of the concept of the conventional derivative.

**Lemma 3.6.** If \( b = w_d f'(x) \) \( (b = st_d f'(x)) \), then \( b = w_d f'(x) \) \( (b = st_d f'(x)) \) for any \( q > r \).

**Proposition 3.4.** If \( b \) is a weak (strong) \( r \)-derivative of \( f \) at \( x \) and \( \rho(b, e) < k \) then \( e \) is a weak (strong) \((r+k)\)-derivative of \( f \) at \( x \).

**Corollary 3.5.** If \( b = f'(x) \) and \( \rho(b, e) < k \) then \( e \) is a strong \( k \)-derivative of \( f \) at \( x \).

**Proposition 3.5.** If \( b \) is a strong \( r \)-derivative of \( f \) at \( x \) and is not a strong \( k \)-derivative of \( f \) for any \( k < r \), then: a) for any weak \( p \)-derivative \( u \) of \( f \) at \( x \) the inequality \( \rho(b, u) < r + p \) is valid; b) there is exactly one weak \( 0 \)-derivative \( w \) of \( f \) at \( x \) for which \( \rho(b, w) = d \).

**Definition 3.4.** Any \( r \)-derivative of \( f \) at a point \( x \in X \) is called a fuzzy derivative of \( f \) at the same point and of the same type (i.e., weak, strong, centered, right, left, or two-sided).

It is denoted \( b = wd f'(x) \) \( (b = std f'(x)) \).

From Proposition 3.4., we have the following result.

**Corollary 3.6.** If \( b = f'(x) \), then \( b = std f'(x) \).

Let \( x \) be a non-isolated point of \( X \).

**Corollary 3.7.** If \( b = std f'(x) \), then \( b = wd f'(x) \).

Let WCDFD(a,b)(f,x) (WLFD(f,x), WRFD(f,x), WTFD(f,x), SCFD(f,x), SLFD(f,x), SRFD(f,x), STFD(f,x)) be the set of all weak centered (weak left, weak right, weak two-sided, strong centered, strong left, strong right, strong two-sided) \( r \)-derivatives of \( f \) at a point \( x \in X \). In what follows, YXFD(f,x) denotes one of these sets (i.e., \( Y \) may be equal to \( W \) or \( S \), while \( X \) may be equal to \( C \), \( L \), \( R \), \( T \) ) and is called the complete \( r \)-derivative of \( f \) at a point \( x \in X \) having type \( Y \) (or \( Y \)).

**Example 3.4.** Let \( f(x) = |x| \). Then \( SCFD(f,1) = \{1\} \), \( SCFD(f,0) = [-1, 1] \), and \( SCFD(f,1) = [0,2] \).

**Theorem 3.1.** Each set SXFD(f,x) is a convex closed set, i.e., \( SXFD(f,x) = [a,b] \) for some \( a, b \in R \), or \( SXFD(f,x) = \emptyset \) if \( f \) has no strong \( r \)-derivatives of the type \( X \).

**Theorem 3.2.** The following conditions are equivalent:

1) a function \( f \) has a strong fuzzy derivative at \( x \) of the type \( X \);
2) the sets WXFD(f,x) are non-empty and bounded for all \( r \geq 0 \);
3) there is such \( t \geq 0 \) that the sets SXFD(f,x) are non-empty for all \( r \geq t \);
4) the set WXFD(f,x) is non-empty and bounded.

**Proposition 3.6.** The set WCDFD(f,x) consists of a single point if and only if the classical derivative \( f'(x) \) exists.
Lemma 3.2 implies the following result.

**Corollary 3.8.** \( \text{SXFD}_l(f,x) \subseteq \text{WXFD}_l(f,x) \) when \( X \) is equal to \( C, L, R, T \).

Theorems 2.2 and 2.3 imply the following results.

**Proposition 3.7.** The set \( \text{YXFD}_l(f,x) \) is a join of closed intervals.

**Proposition 3.8.** If \( r \leq p \), then \( \text{YXFD}_l(f,x) \subseteq \text{YXFD}_{kl}(f,x) \).

**Proposition 3.9.** If \( b \) is a weak (strong) \( r \)-derivative of \( f \) at \( x \), then \( \rho(b, \text{WXFD}_l(f,x)) \leq r \).

**Corollary 3.9.** If \( b \) is a weak (strong) \( r \)-derivative of \( f \) at \( x \), then \( \rho(b, \text{WXFD}_l(f,x)) \leq r - k \), where \( r - k = r - k \) when \( r \leq k \), otherwise \( r - k = 0 \).

The sets \( \text{YXFD}_l(f,x) \) define complete global \( r \)-derivatives \( \text{YXFD}_k f \) on \( R \). Each \( \text{YXFD}_k f \) is a binary relation on \( R \), and namely, \( \text{YXFD}_k f = \{ (x,z); x \in R, z \in \text{YXFD}_l(f,x) \} \).

**Proposition 3.10.** The sets \( \text{YXFD}_k f \) are closed for all \( r \in \mathbb{R} \).

From Theorem 2.5, we obtain the following result demonstrating local linearity and additivity of strong fuzzy derivatives.

**Theorem 3.3.** a) If \( b \) is a strong centered (left, right, two-sided) \( a \)-derivative of \( f \) at \( x \) and \( c \) is a strong \( d \)-derivative of \( g \) at \( x \), then \( b \cdot c = \text{a strong centered (left, right, two-sided)} \ (a + d)\)-derivative of \( f \cdot g \) at \( x \).

b) If \( b \) is a strong centered (left, right, two-sided) \( a \)-derivative of \( f \) at \( x \) and \( r \in R \), then \( r \cdot b \) is a strong centered (left, right, two-sided) \( r \cdot a \)-derivative of \( r \cdot f \) at \( x \).

**Remark 3.4.** When the conditions of Theorem 3.3 are satisfied, the point \( b - c \) is not necessarily a strong \( a - d \)-derivative of \( f - g \) at \( x \). However, in some cases, it might be such a derivative.

As a consequence, Theorem 3.3 gives the well-known result of the classical analysis.

**Corollary 3.10.** a) If \( b = f'(x) \) and \( c = g'(x) \), then \( b \cdot c = (f \cdot g)'(x) \). b) If \( b = f'(x) \) and \( r \in R \), then \( r \cdot b = r \cdot f'(x) \).

**Corollary 3.11.** The set \( \text{SXFD}_l(f,x) = U \cap \text{SXFD}_k(f,x) \) of all fuzzy derivatives of \( f \) at \( x \) is a real linear space.

**Corollary 3.12.** a) (Global additivity) If \( b = \text{std}_{l}^x a f \) and \( c = \text{std}_{l}^x a g \), then \( b \cdot c = \text{std}_{l}^x a (f \cdot g) \).

b) (Global uniformity) If \( b = \text{std}_{l}^x a f \) and \( a \in R \), then \( ab = \text{std}_{l}^x a f(x) \).

**Corollary 3.13.** The set \( \text{SXFD}_l(f) = U \cap \text{SXFD}_k(f) \) of all fuzzy derivatives of \( f \) is a real linear space.

**Remark 3.5.** For weak fuzzy derivatives, Theorem 3.3.a is invalid as the following example demonstrates.

Let \( f(x) = 1 \) when \( x \neq u \); \( f(x) = 1/n \) when \( x = u \), and \( g(x) = 1 \) when \( x \neq v \); \( g(x) = 1/n \) when \( x = v \).

Then \( f \) is a weak \( 0 \)-derivative of \( f \) and \( g \) at \( 0 \), but \( 1 + 1 = 2 \) is not a weak \( (0 + 0) \)-derivative of \( f + g \) at \( 0 \).

However, for weak fuzzy derivatives, it is possible to deduce some weaker properties of additivity than those possessed by the strong fuzzy derivatives.

Let us assume that: 1) \( f : X \to R \) and \( g : X \to R \) are arbitrary real functions; 2) the sets \( \{ \text{wd}_l^x df(x) \} \) of all weak \( a \)-derivatives of \( f \) at \( x \) and \( \{ \text{wd}_l^x dg(x) \} \) of all weak \( d \)-derivatives of \( g \) at \( x \) are bounded; and 3) \( \sup \{ \text{wd}_l^x df(x) \} = u \), \( \sup \{ \text{wd}_l^x dg(x) \} = v \).

**Proposition 3.11.** If \( b \) is a weak \( a \)-derivative of \( f \) at \( x \) and \( c \) is a weak \( d \)-derivative of \( g \) at \( x \), then there is such an \( e \) that \( e \) is a weak \( (a + d) \)-derivative of \( f + g \) at \( x \).

**4 FUZZY DIFFERENTIABLE FUNCTIONS**

**Definition 4.1.** A function \( f \) is fuzzy differentiable (from the left, from the right) at a point \( x \) if there is some number \( a \) such that \( f \) has a strong centered (left, strong right) \( a \)-derivative at \( x \).

**Remark 4.1.** There are such functions that have no derivative at any point of \( R \) but are fuzzy differentiable at all points of \( R \). To demonstrate this, let us consider the function \( f(x) \) defined by the following formula:

\[ f(x) = \sum_{n=1}^{\infty} (4^{n-1} x / 4^{n-1}) \quad \text{where} \quad g(x + n) = |x| \quad \text{for all} \quad x \quad \text{with} \quad |x| \leq 1/2 \]

It is demonstrated in (Gelbaum and Olmsted 1964) that this function has no derivative at any point of \( R \). At the same time, it is possible to prove that \( 0 \) is a strong centered and two-sided \( 5 \)-derivative of \( f \) at any point \( x \) from \( R \).

Theorem 3.2 provides for the following criterion of fuzzy differentiability.

**Proposition 4.1.** A function \( f \) is fuzzy differentiable (from the left, from the right) at a point \( x \) from \( X \) if and only if the set \( \text{WXFD}_l(f,x) \) is non-empty and bounded.

**Theorem 4.1.** If a function \( f \) is fuzzy differentiable at a point \( x \) from \( X \), then there is such a minimal number \( a \) that \( f \) has a strong centered \( a \)-derivative at \( x \), i.e., \( a = \inf \{ r; \text{SCFD}_l(f,x) \neq \emptyset \} \).

**Proof.** Let us consider the set \( \text{FD}(f,x) = \{ r; f \text{ has a strong centered } r \text{-derivative at } x \} \) and the number \( a = \inf \text{FD}(f,x) \). If \( c \) is a number from \( \text{FD}(f,x) \), then for any sequence \( l = \{ (f(z_i) - f(x_i))/|z_i - x_i|; z_i > x > x_i ; i \in \omega \} \) there is such a point \( y \) in \( X \) that
At the same time, the value of the membership function \( \mu_d(0) \) for the sum of any pair of fuzzy sets YXFDr(0) and YXFDr(g,0) is equal to 1/2. Thus the complete fuzzy derivative of the sum \( f + g \) is not equal to the sum of the complete fuzzy derivatives of \( f \) and of \( g \). However, it is well-known that the conventional differentiation is a linear operator (J. Dieudonné, 1960) and the same is true for all kinds of (strong centered, left, right, two-sided etc.) strong fuzzy derivatives (cf. Corollary 3.12).

Let us investigate interrelations between different types of fuzzy differentiation and continuity of functions.

**Theorem 4.2.** The following conditions are equivalent:

1) \( f \) is a fuzzy differentiable function at a point \( x \) from \( X \);
2) \( f \) has a strong centered fuzzy derivative at \( x \);
3) \( f \) has strong right and left fuzzy derivatives at \( x \);
4) \( f \) is continuous at \( x \) and has a strong two-sided fuzzy derivative at \( x \).

**Proof.** 2) 4) Let \( f \) be a fuzzy differentiable function at a point \( x \) from \( X \). Then by the definition 4.1, then there is some number \( a \) such that \( f \) has a strong centered \( a \)-derivative \( b \) at \( x \). Proposition 3.1 implies that \( b \) is a strong two-sided \( a \)-derivative of \( f \) at \( x \). By the definition it means that for any sequence \( \{ x_n \}, \) if \( x = \lim x_n \), then \( b = a \)-lim \( f \) where \( l = \{ (f(x) - f(x_n))(x - x_n); \in \omega \} \).

By the definition of fuzzy limits, there is some \( m \in \omega \) that for all \( n \geq m \) the following inequality is valid:

\[
\rho( b, ( f(x) - f(x_n))(x - x_n) ) \leq a .
\]

It implies the inequality \(|(f(x) - f(x_n))(x - x_n)| \leq a + |b| \). Consequently we have \(| f(x) - f(x_n) | \leq (a + |b|)| x - x_n | \). When \( x_n \to x \), it implies that \( f(x_n) \to f(x) \). It means that the function \( f \) is continuous at \( x \).

The implication 4) 3) follows from Proposition 3.2.

The implication 4) 2) follows from the Corollary 3.1.

All statements 1), 2), and 3) are equivalent by definitions and results of the previous section.

Theorem is proved.

**Corollary 4.3.** If \( f \) is a fuzzy differentiable function at a point \( x \in X \), then \( f \) is continuous at \( x \).

This directly implies the following classical result.

**Corollary 4.4.** If \( f \) is a differentiable function at a point \( x \in X \), then \( f \) is continuous at \( x \).

As a consequence, we obtain the following result.

**Theorem 4.3.** Any fuzzy differentiable function \( f \) is continuous.

This directly implies the following classical result.
Corollary 4.5. Any differentiable function $f$ is continuous.

5 CONCLUSION

Thus, we have demonstrated that in a broader context of fuzzy limits and derivatives, it is possible to extend the majority of basic results of the classical mathematical analysis. This approach is called the neoclassical analysis (Burgin, 1995). Such a transition to a fuzzy context provides for completion of some basic results of the classical mathematical analysis. As an example, we can take Theorem 2.3. This does not only bring new mathematical results, but also produces deeper insights and a better understanding of the classical theory. In addition to this, it makes possible to eliminate discrepancies existing in numerical analysis. The problem is that computations are realized on finite machines, while many processes of mathematics, such as differentiation and integration, demand the use of a limit, which is an infinite process. As a consequence, correct algorithms based on classical methods of calculus, when implemented, turn into unreliable programs. Neoclassical analysis treats such processes more adequately. It is demonstrated by applications of neoclassical analysis to problems of numerical computations and control (Burgin, 1997; Burgin and Westman, 2000). Consequently, the new technique provides for a better utilization of numerical computations for artificial intelligence, especially in the case when uncertainty of computation is multiplied by the uncertainty of input information.

It is necessary to remark that now computer scientists strive to incorporate limit processes into a computational scheme (cf., for example, Moore 1996; Freedman 1998; Burgin, 1992; Burgin and Westman, 2000). One of the goals for these efforts is to put classical mathematics on computer. However, it is impossible to do without adjusting classical mathematics to computer media. The development of the neoclassical analysis is a step in this direction.
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