Sign Language Production: A Review

Razieh Rastgoo\textsuperscript{1,2}, Kourosh Kiani\textsuperscript{2}, Sergio Escalera\textsuperscript{3}, Mohammad Sabokrou\textsuperscript{1}
\textsuperscript{1}Institute for Research in Fundamental Sciences (IPM)
\textsuperscript{2}Semnan University \textsuperscript{3}Universitat de Barcelona and Computer Vision Center

Abstract

Sign Language is the dominant yet non-primary form of communication language used in the deaf and hearing-impaired community. To make an easy and mutual communication between the hearing-impaired and the hearing communities, building a robust system capable of translating the spoken language into sign language and vice versa is fundamental. To this end, sign language recognition and production are two necessary parts for making such a two-way system. Sign language recognition and production need to cope with some critical challenges. In this survey, we review recent advances in Sign Language Production (SLP) and related areas using deep learning. This survey aims to briefly summarize recent achievements in SLP, discussing their advantages, limitations, and future directions of research.

1. Introduction

Sign Language is the dominant yet non-primary form of the communication language used in large groups of people in society. According to the World Health Organization (WHO) report in 2020, there are more than 466 million deaf people in the world [81]. There are different forms of sign languages employed by different nationalities such as USA [80], Argentina [25], Poland [64], Germany [35], Greek [26], Spain [3], China [2], Korea [55], Iran [27], and so on. To make an easy and mutual communication between the hearing-impaired and the hearing communities, building a robust system capable of translating the spoken languages into sign languages and vice versa is fundamental. To this end, sign language recognition and production are two necessary parts for making such a two-way system. While the first part, sign language recognition, has rapidly advanced in recent years [57, 58, 59, 60, 61, 62], the latest one, Sign Language Production (SLP), is still a very challenging problem involving an interpretation between visual and linguistic information [72]. Proposed systems in sign language recognition generally map signs into the spoken language in the form of text transcription [62]. However, SLP systems perform the reverse procedure.

SLP systems perform the reverse procedure. Sign language recognition and production are coping with some critical challenges [62, 72]. One of them is the visual variability of signs, which is affected by hand-shape, palm orientation, movement, location, facial expressions, and other non-hand signals. These differences in sign appearance produce a large intra-class variability and low inter-class variability. This makes it hard to provide a robust and universal system capable of recognizing different sign types. Another challenge is developing a photo-realistic SLP system to generate the corresponding sign digit, word, or sentence from a text or voice in spoken language in a real-world situation. The challenge corresponding to the grammatical rules and linguistic structures of the sign language is another critical challenge in this area. Translating between spoken and sign language is a complex problem. This is not a simple mapping problem from text/voice to signs word-by-word. This challenge comes from the differences between the tokenization and ordering of words in the spoken and sign languages.

Another challenge is related to the application area. Most of the applications in sign language focus on sign language recognition such as robotics [19], human–computer interaction [5], education [18], computer games [63], recognition of children with autism [10], automatic sign-language interpretation [83], decision support for medical diagnosis of motor skills disorders [9], home-based rehabilitation [16] [52], and virtual reality [75]. This is due to the misunderstanding of the hearing people thinking that deaf people are much more comfortable with reading spoken language; therefore, it is not necessary to translate the reading spoken language into sign language. This is not true since there is no guarantee that a deaf person is familiar with the reading and writing forms of a speaking language. In some languages, these two forms are completely different from each other. While there are some detailed and well-presented reviews in sign language recognition [29, 62], SLP suffers from such a detailed review. Here, we present a survey, including recent works in the SLP, with the aim of discussing advances and weaknesses of this area. We focus on deep learning-based models to analyze state-of-the-art on SLP.
The remainder of this paper is organized as follows. Section 2 presents a taxonomy that summarizes the main concepts related to SLP. Finally, section 3 discusses the developments, advantages, and limitations in SLP and comments on possible lines for future research.

2. SLP Taxonomy

In this section, we present a taxonomy that summarizes the main concepts related to deep learning in SLP. We categorize recent works in SLP providing separate discussion in each category. In the rest of this section, we explain different input modalities, datasets, applications, and proposed models. Figure 1 shows the proposed taxonomy described in this section.

2.1. Input modalities

Generally, vision and language are two input modalities in SLP. While the visual modality includes the captured image/video data, the linguistic modality contains the text input from the natural language. Computer vision and natural language processing techniques are necessary to process these input modalities.

**Visual modality:** RGB and skeleton are two common types of input data used in SLP models. While RGB images/videos contain high-resolution content, skeleton inputs decrease the input dimension necessary to feed to the model and assist in making a low-complex and fast model. Only one letter or digit is included in an RGB image input. The spatial features corresponding to the input image can be extracted using computer vision-based techniques, especially deep learning-based models. In recent years, Convolutional Neural Networks (CNN) achieved outstanding performance for spatial feature extraction from an input image [49]. Furthermore, generative models, such as Generative Adversarial Networks (GAN), can use the CNN as an encoder or decoder block to generate a sign image/video. Due to the temporal dimension of RGB video inputs, the processing of this input modality is more complicated than the RGB image input. Most of the proposed models in SLP use the RGB video as input [12, 65, 66, 72]. An RGB sign video can correspond to one sign word or some concatenated sign words, in the form of a sign sentence. GAN and LSTM are the most used deep learning-based models in SLP for static and dynamic visual modalities. While successful results have been achieved using these models, more effort is necessary to generate more lifelike sign images/videos in order to improve the communication interface with the Deaf community.

**Lingual modality:** Text input is the most common form of linguistic modality. To process the input text, different models are used [69, 73]. While text processing is low-complex compared to image/video processing, text translation tasks are complex. Among the deep learning-based models, the Neural Machine Translation (NMT) model is the most used model for input text processing. Other Seq2Seq models, such as Recurrent Neural Network (RNN)-based models, proved their effectiveness in many tasks. While successful results were achieved using these models, more effort is necessary to overcome the existing challenges in the translation task. One of the challenges in translation is related to domain adaptation due to different words styles, translations, and meaning in different languages. Thus, a critical requirement of developing machine translation systems is to target a specific domain. Transfer learning, training the translation system in a general domain followed by fine-tuning on in-domain data for a few epochs is a common approach in coping with this challenge. Another challenge is regarding the amount of training data. Since a main property of deep learning-based models is the mutual relation between the amount of data and model performance, large amount of data is necessary to provide a good generalization. Another challenge is the poor performance of machine translation systems on uncommon and unseen words. To cope with these words, byte-pair encoding, such as stemming or compound-splitting, can be used for rare words translation. As another challenge, the machine translation systems are not properly able to translate long sentences. However, the attention model partially deals with this challenge for short sentences. Furthermore, the challenge regarding the word alignment is more critical in the reverse translation, that is translating back from the target language to the source language.

2.2. Datasets

While there are some large-scale and annotated datasets available for sign language recognition, there are only few
publicly available large-scale datasets for SLP. Two public datasets, RWTH-Phoenix-2014T [13] and How2Sign [21] are the most used datasets in sign language translation. The former includes German sign language sentences that can be used for text-to-sign language translation. This dataset is an extended version of the continuous sign language recognition dataset, PHOENIX-2014 [28]. RWTH-PHOENIX-Weather 2014T includes a total of 8257 sequences performed by 9 signers. There are 1066 sign glosses and 2887 spoken language vocabularies in this dataset. Furthermore, the gloss annotations corresponding to the spoken language sentences have been included in the dataset. The later dataset, How2Sign, is a recently proposed multi-modal dataset used for speech-to-sign language translation. This dataset contains a total of 38611 sequences and 4k vocabularies performed by 10 signers. Like the former dataset, the annotation for sign glosses have been included in this dataset.

Though RWTH-PHOENIX-Weather 2014T and How2Sign provided SLP evaluation benchmarks, they are not enough for generalization of SLP models. Furthermore, these datasets just include German and American sentences. In line with the aim of providing an easy to use application for mutual communication between the Deaf and hearing communities, new large-scale datasets with enough variety and diversity in different sign languages is required. The point is that the signs are generally dexterous and the signing procedure involves different channels, including arms, hands, body, gaze, and facial expressions simultaneously. To capture such gestures requires a trade-off between capture cost, measurement (space and time) accuracy, and the production spontaneity. Furthermore, different equipment is used for data recording such as wired Cybergloves, Polhemus magnetic sensors, headset equipped with an infrared camera, emitting diodes and reflectors. Synchronization between different channels captured by the aforementioned devices is key in data collection and annotation. Another challenge is related to the capturing complexity of the hand movement using some capturing devices, such as Cybergloves. Hard calibration and deviation during data recording are some difficulties of these acquisition devices. The synchronization of external devices, hand modeling accuracy, data loss, noise in the capturing process, facial expression processing, gaze direction, and data annotation are additional challenges. Given these challenges, providing a large and diverse dataset for SLP, including spoken language and sign language annotations, is difficult. Figure 2 shows existing datasets for SLP.

2.3. Applications

With the advent of the potent methodologies and techniques in recent years, machine translation applications have become more efficient and trustworthy. One of the early efforts on machine translation is dated back to the sixties, where a model was proposed to translate from Russian to English. This model defined the machine translation task as a phase of encryption and decryption. Nowadays, the standard machine translation models fall into three main categories: rule-based grammatical models, statistical models, and example-based models. Deep learning-based models, such as Seq2Seq and NMT models, fall into the third category, and showed promising results in SLP.

To translate from a source language to a target language, a corpus to perform some preprocessing steps is needed, including boundary detection, word tokenization, and chunking. While there are different corpora for most spoken languages, sign language lacks from such a large and diverse corpora. American Sign Language (ASL), as the largest sign language community in the World, is the most-used sign language in the developed applications for SLP. Since Deaf people may not read or write the spoken language, they need some tools for communication with other people in society. Furthermore, many interesting and useful applications in Internet are not accessible for the Deaf community. The aforementioned projects aim to develop such tools. However, we are still far from having applications accessible for Deaf people with large vocabularies/sentences from real-world scenarios. One of the main challenges for these applications is a license right for usage. Only some of these applications are freely available. Another challenge is the lack of generalization of current applications, which are developed for the requirements of very specific application scenarios.

2.4. Proposed models

In this section, we review recent works in SLP. These works are presented and discussed in five categories: Avatar approaches, NMT approaches, Motion Graph (MG) approaches, Conditional image/video Generation approaches,
and other approaches. Table 1 presents a summary of the reviewed models in SLP.

2.4.1 Avatar Approaches

In order to reduce the communication barriers between hearing and hearing-impaired people, sign language interpreters are used as an effective yet costly solution. To inform deaf people quickly in cases where there is no interpreter on hand, researchers are working on novel approaches to provide the content. One of these approaches is sign avatars. Avatar is a technique to display the signed conversation in the absence of the videos corresponding to a human signer. To this end, 3D animated models are employed, which can be stored more efficiently compared to videos. The movements of the fingers, hands, facial gestures, and body can be generated using the avatar. This technique can be programmed to be used in different sign languages. With the advent of computer graphics in recent years, computers and smartphones can generate high-quality animations with smooth transitions between the signs. To capture the motion data of deaf people, some special cameras and sensors are used. Furthermore, a computing method uses to be considered to transfer the body movements into the sign avatar [43].

Two ways to derive the sign avatars include the motion capture data and parametrized glosses. In recent years, some works have been developed exploring avatars animated from the parametrized glosses. VisiCast [7], Tessa [17], eSign [85], dicta-sign [24], JASigning [33], and WebSign [37] are some of them. These works need the sign video annotated via the transcription language, such as HamNoSys [56] or SigML [41]. Although, the non-popularity of these avatars made them unfavorable in the deaf community. Under-articulated, unnatural movements, and missing non-manual information, such as eye gaze and facial expressions, are some challenges of the avatar approaches. These challenges lead to misunderstanding the final sign language sequences. Furthermore, due to the uncanny valley, the reviewers do not feel comfortable [53] with the robotic motion of the avatars. To tackle these problems, recent works focus on annotating non-manual information such as face, body, and facial expression [22, 23].

Using the data collected from motion capture, avatars can be more usable and acceptable for reviewers (such as the Sign3D project by MocapLab [30]). Highly realistic results are achieved by avatars, but the results are restricted to a small set of phrases. This comes from the cost of the data collection and annotation. Furthermore, avatar data is not a scalable solution and needs expert knowledge to perform a sanity check on the generated data. To cope with these problems and improve performance, deep learning-based models, as the latest machine translation developments, are used. Generative models along with some graphical techniques, such as Motion Graph, are being recently employed [72].

2.4.2 NMT approaches

Machine translators are a practical methodology for translating from one language to another. The first translator comes back to the sixties where the Russian language was translated into English [36]. The translation task requires preprocessing of the source language, including sentence boundary detection, word tokenization, and chunking. These preprocessing tasks are challenging, especially in sign language. Translating from a spoken language into sign language is a non-trivial task. The ordering and the number of glosses do not necessary match the words of the spoken language sentences. Nowadays, there are different types of machine translators, mainly based on grammatical rules, statistics, and examples [54]. As an example-based methodology, some research works have been developed by focusing on translating from text into sign language using Artificial Neural Networks (ANNs), namely NMT [6]. NMT uses ANNs to predict the likelihood of a word sequence, typically modeling entire sentences in a single integrated model.

To enhance the translation performance of long sequences, Bahdanau et al. [6] presented an effective attention mechanism. This mechanism was later improved by Luong et al. [47]. Camgoz et al. proposed a combination of a seq2seq model with a CNN to translate sign videos to spoken language sentences [11]. Guo et al. [34] designed a hybrid model including the combination of a 3D Convolutional Neural Network (3DCNN) and Long Short Term Memory (LSTM)-based encoder-decoder to translate from sign videos to text outputs. Results on their own dataset show a 0.071 % improvement margin of the precision metric compared to state-of-the-art models. Dilated convolutions and Transformer are two approaches also used for sign language translation [38, 79]. Stoll et al. [72] proposed a hybrid model to automatic SLP using NMT, GANs, and motion generation. The proposed model generates sign videos from spoken language sentences with a minimal level of data annotation for training. This model first translates spoken language sentences into sign pose sequences. Then, a generative model is used to generate plausible sign language video sequences. Results on the PHOENIX14T Sign Language Translation dataset show comparable results compared to state-of-the-art alternatives.

While NMT-based methods achieved successful results in translation tasks, some major challenges need to be solved. Domain adaptation is the first challenge in this area. Since the translation between different domains is affected by different rules, domain adaptation is a crucial requirement in
developing machine translation systems targeted to a specific use case. The second challenge is regarding the amount of training data. Especially in deep learning-based models, increasing the amount of data leads to better results. Another difficulty is dealing with uncommon words. The translation models perform poorly on these words. Words alignment and adjusting the beam search parameters are other challenges for NMT-based models. The promising results of current deep learning-based models set an underpin to future research in this area.

2.4.3 Motion Graph approaches

Motion Graph (MG), as a computer graphic method for dynamically animating characters, is defined as a directed graph constructed from motion capture data. MG can generate new sequences to satisfy specific goals. In SLP, MG can be combined with NMT-based network to make a continuous-text-to-pose translation. One of the early efforts on MG is dated back to 2002, where a general framework was proposed by Kovar et al. [45] for extracting particular graph walks that satisfy a user’s specifications. Distance between two frames was defined as a distance between two point clouds. To make the transitions, alignment and interpolation of the motions and positions were used between the joints. Finally, the branch and bound search algorithm was applied to the graph. In another work, Arikan and Forsyth [1] used the joint positions, velocities, and accelerations parameters to define the distance between two consequence frames. In addition, the discontinuity between two clips was calculated using a smoothing function. After summarizing the graph, the random search was applied to the graph. Two-layer representation of motion data in another approach was proposed by Lee et al. [46]. In the first layer, data was modeled as a first-order Markov process and the transition probabilities were calculated using the distances of weighted joint angles and velocities. A cluster analysis was performed on the second layer, namely cluster forest, to generalize the motions. Stoll et al. [72] proposed an MG for continuous SLP using pose data. The sign glosses were embedded to an MG with the transition probabilities provided by an NMT decoder at each time step. Although MG can generate plausible and controllable motion through a database of motion capture data, it faces some challenges. The first challenge is regarding the access to data. To show the model potential with a truly diverse set of actions, a large set of data is necessary. Scalability and computational complexity of the graph to select the best transitions are the other challenges in MG. Furthermore, since the number of edges leaving a node increases with the size of the graph, the branching factor in the search algorithm will increase as well.

2.4.4 Conditional image/video generation

The field of automatic image/video generation has experienced a remarkable evolution in recent years. However, the task of video generation is challenging since the content between consequence frames has to be consistent, showing a plausible motion. These challenges are more difficult in SLP due to the need for human video generation. The complexity and variety of actions and appearances in these videos are high and challenging. Controlling the content of the generated videos is crucial yet difficult. With the recent advances in deep learning, the field of automatic image/video generation has seen different approaches employing neural network-based architectures, such as CNNs [15, 77], RNNs [32, 76], Variational Auto-Encoders (VAEs) [42], conditional VAEs [82], and GAN [31]. VAEs and GANs are generally combined to benefit from the VAE’s stability and the GAN’s discriminative nature. Most relevant to SLP, a hybrid model, including a VAE and GAN combination, has been proposed to image generation of people [48, 70] and video generation of people performing sign language [71, 78]. Furthermore, there are some models for image/video generation that can be used in SLP. For example, Chen and Koltun [15] proposed a CNN-based model to generate photographic images given semantic label maps. Van den Oord et al. [77] proposed a deep learning-based model, namely PixelRNNs, to sequentially generate the image pixels along the two spatial dimensions. Gregor et al. [32] developed an RNN-based architecture, including an encoder and a decoder network to compress the real images presented during training and refine images after receiving codes. Karras et al. [39] designed a deep generative model, entitled StyleGAN, to adjust the image style at each convolution layer. Kataoka et al. [40] proposed a model using the combination of GAN and attention mechanism. Benefiting from the attention mechanism, this model can generate images containing high detailed content. While deep learning-based generative models have recently achieved remarkable results, there exist major challenges in their training. Mode collapse, non-convergence and instability, suitable objective function, and optimization algorithms are some of these challenges. However, several strategies have been recently proposed to address a better design and optimization of them. Appropriate design of network architecture, proper objective functions, and optimization algorithms are some of the proposed techniques to improve the performance of deep learning-based models.

2.4.5 Other models

In addition to the previous categories, some models have been proposed to SLP using different deep learning models. For example, Saunders et al. [66] proposed a Progressive Transformers, as a deep learning-based model, to
generate continuous sign sequences from spoken language sentences. In another work, Zelinka and Kanis [84] designed a sign language synthesis system focusing on skeletal model production. A feed-forward transformer and a recurrent transformer, as deep learning-based models, along with the attention mechanism have been used to enhance the model performance. Saunders et al. [68] proposed a generative-based model to generate photo-realistic continuous sign videos from text inputs. They combined a transformer with a Mixture Density Network (MDN) to manage the translation from text to skeletal pose. Tornay et al. [74] designed a SLP assessment approach using multi-channel information (hand shape, hand movement, mouthing, facial expression). In this approach, two linguistic aspects are considered: the generated lexeme and the generated forms. Using the capabilities of different methods in this category has led to successful results in SLP. However, the challenge of the model complexity still remains an open issue. Making a trade-off between accuracy vs. task complexity is a key element.

3. Discussion

In this survey, we presented a detailed review on the recent advancements in SLP. We presented a taxonomy that summarizes the main concepts related to SLP. We categorized recent works in SLP providing separate discussion in each category. The proposed taxonomy covered different input modalities, datasets, applications, and proposed models. Here, we summarize main findings:

**Input modalities:** Generally, vision and language modalities are two input modalities in SLP. While the visual modality includes the captured image/video data, the linguistic modality contains the text input from natural language. Computer vision and natural language processing techniques are necessary to process these input modalities. Both categories benefit from deep learning approaches to improve model performance. RGB and skeleton are two common types of visual input data used in SLP models. While RGB images/videos contain high-resolution content, skeleton inputs decrease the parameter complexity of the model and assist in making a low-complex and fast model. GAN and LSTM are the most used deep learning-based models in SLP for visual inputs. While successful results were achieved using these models, more effort is necessary to generate more lifelike and high-resolution sign images/videos acceptable by the Deaf community. Among the deep learning-based models for linguistic modality, the NMT model is the most used model for input text processing. Other Seq2Seq models, such as RNN-based models, proved their effectiveness in many tasks. While accurate results were achieved using these models, more effort is necessary to overcome the existing challenges in the translation task, such as domain adaptation, uncommon words, words alignment, and word tokenization.

**Datasets:** The lack of a large annotated dataset is one of the major challenges in SLP. The collection and annotation of sign language data is an expensive task that needs the collaboration of linguistic experts and native speakers. While there are some publicly available datasets for SLP [4, 8, 13, 14, 21, 44, 50], they suffer from weakly annotated data for sign language. Furthermore, most of the available datasets in SLP contain a restricted domain of the vocabularies/sentences. To make a real-world communication between the Deaf and hearing communities, access to a large-scale continuous sign language dataset, segmented on the sentence level, is necessary. In such dataset, a paired form of the continuous sign language sentence and the corresponding spoken language sentence needs to be included. Just a few datasets meet these criteria [11, 21, 44, 84]. The point is that most of the aforementioned datasets cannot be used for end-to-end translation [11, 44, 84]. Two public datasets, RWTH-Phoenix-2014T and How2Sign, are the most used datasets in SLP. The former includes German sign language sentences that can be used for text-to-sign language translation. The latter is a recently proposed multi-modal dataset used for speech-to-sign language translation. Though RWTH-PHOENIX-Weather 2014T [11] and How2Sign [20] provided the appropriate SLP evaluation benchmarks, they are not enough for the generalization of the SLP models. Furthermore, these datasets only include German and American sentences. Translating from the spoken language to a large diversity of sign languages is a major challenge for the Deaf community.

**Applications:** American Sign Language (ASL), as the largest sign language community in the World, is a most-used sign language in the developed applications for SLP. Since Deaf people cannot read or write the spoken language, they need some tools for communication with the other people in society. Furthermore, many interesting and useful applications in Internet are not accessible for the Deaf community. To tackle these challenges, some projects have been proposed aiming to develop such tools. While these applications successfully made a bridge between Deaf and hearing communities, we are still far from having applications involving a large vocabularies/sentences from complex real-world scenarios. One of the main challenges for these applications is a license right for usage. Only some of these applications are freely available. Another challenge is regarding the application domain. Most of these applications have been developed for very specific domains. Improving the amount of available data and its quality can benefit the creation of these needed applications.

**Proposed models:** The proposed works in SLP can be categorized into five categories: Avatar approaches, NMT approaches, MG approaches, Conditional image/video generation approaches, and other approaches. Table 1 shows
Table 1. Summary of deep SLP models.

| Year | Ref    | Feature | Input modality | Dataset             | Description |
|------|--------|---------|----------------|---------------------|-------------|
| 2011 | [43]   | Avatar  | RGB video      | ViSiCAST            | Pros. Proposing a gloss-based tool focusing on the animation content evaluating using a new metric for comparing avatars with human signers. Cons. Need to include non-manual features of human signers. |
| 2016 | [51]   | Avatar  | RGB video      | Own dataset         | Pros. Automatically adding realism to the generated images, low computational complexity. Cons. Need to place the position of the shoulder and torso extension on the position of the avatar's elbow, rather than the IK end-effector. |
| 2016 | [30]   | Avatar  | RGB video      | Own dataset         | Pros. Easy to understand with high viewer acceptance of the sign avatars. Cons. Limited to the small set of sign phrases. |
| 2018 | [11]   | NMT     | RGB video      | PHOENIX-Weather 2014T | Pros. Robust to jointly align, recognize, and translate sign videos. Cons. Need to align the signs in the spatial domain. |
| 2018 | [34]   | NMT     | RGB video      | Own dataset         | Pros. Robust to align the word order corresponding to visual content in sentences. Cons. Need to generalize to additional datasets. |
| 2020 | [72]   | NMT, MG | Text           | PHOENIX14T          | Pros. Robust to minimal gloss and skeletal level annotations for model training. Cons. Model complexity is high. |
| 2020 | [66]   | Others  | Text           | PHOENIX14           | Pros. Robust to the dynamic length of output sign sequence. Cons. Model performance can be improved including non-manual information. |
| 2020 | [84]   | Others  | Text           | Czech news          | Pros. Robust to the missing skeletons parts. Cons. Model performance can be improved including information of facial expressions. |
| 2020 | [68]   | Others  | Text           | PHOENIX14T          | Pros. Robust to non-manual feature production. Cons. Need to increase the realism of the generated signs. |
| 2020 | [12]   | Others  | Text           | PHOENIX14T          | Pros. No need to the gloss information. Cons. Model complexity is high. |
| 2020 | [67]   | Others  | Text           | PHOENIX14T          | Pros. Robust to manual feature production. Cons. Need to increase the realism of the generated signs. |

A summary of state-of-the-art deep SLP models. Some samples of the generated videos and gloss annotations are shown in Figure 3, 4, and 5. Using the data collected from motion capture, avatars can be more usable and acceptable for reviewers. Avatars achieve highly realistic results but the results are restricted to a small set of phrases. This comes from the cost of the data collection and annotation. Furthermore, avatar data is not a scalable solution and needs expert knowledge to be inspected and polished. To cope with these problems and improve performance, deep learning-based models are used.

While NMT-based methods achieved significant results in translation tasks, some major challenges need to be solved. Domain adaptation is the first challenge in this area. Since the translation in different domains need different styles and requirements, it is a crucial requirement in developing machine translation systems targeted at a specific use case. The second challenge is regarding the amount of available training data. Especially in deep learning-based models, increasing the amount of data can lead to better results. Another challenge is regarding to the uncommon words. The translation models perform poorly on these words. Words alignment and adjusting the beam search parameters are other challenges in NMT-based models.

Although MG can generate plausible and controllable motion through a database of motion capture, it faces some challenges. The first challenge is regarding limited access to data. To show the model potential with a truly diverse set of actions, a large set of data is necessary. Scalability and computational complexity of the graph to select the best transitions are other challenges in MG. Furthermore, since the number of edges leaving a node increases with the graph size, the branching factor in the search algorithm will increase as well. To automatically adjusting the graph configuration and relying on the training data, instead of user interference, Graph Convolutional Network (GCN) could...
be used along with some refining algorithms to adopt the graph structure monotonically.

While GANs has recently achieved remarkable results for image/video generation, there exist major challenges in the training of GANs. Mode collapse, non-convergence and instability, suitable objective function, and optimization algorithm are some of these challenges. However, several suggestions have been recently proposed to address the better design and optimization of GANs. Appropriate design of network architecture, proper objective functions, and optimization algorithms are some of the proposed techniques to improve the performance of GAN-based models. Finally, the challenge of the model complexity still remains for hybrid models.

Limitations: In this survey, we presented recent advances in SLP and related areas using deep learning. While successful results have been achieved in SLP by recent deep learning-based models, there are some limitations that need to be addressed. A main challenge is regarding the Multi-Signer (MS) generation that is necessary for providing a real-world communication in the Deaf community. To this end, we need to produce multiple signers of different appearance and configuration. Another limitation is the possibility of high resolution and photo-realistic continuous sign language videos. Most of the proposed models in SLP can only generate low resolution sign samples. Conditioning on human keypoints extracted from training data can decrease the parameter complexity of the model and assist to produce a high resolution video sign. However, avatar-based models can successfully generate high resolution video samples, though they are complex and expensive. In addition, pruning algorithms of MG need to be improved by including additional features of sign language, such as duration and speed of motion.

Future directions: While recent models in SLP presented promising results relying on deep learning capabilities, there is still much room for improvement. Considering the discriminative power of self-attention, learning to fuse multiple input modalities to benefit from multi-channel information, learning structured spatio-temporal patterns (such as Graph Neural Networks models), and employing domain-specific prior knowledge on sign language are some possible future directions in this area. Furthermore, there are some exciting assistive technologies for Deaf and hearing-impaired people. A brief introduction to these technologies can get an insight to the researchers in SLP and also make a bridge between them and the corresponding technology requirements. These technologies fall into three device categories: hearing technology, alerting devices, and communication support technology. For example, let imagine a technology that assists a Deaf person go through a musical experience translated into another sensory modality. While the recent advances in SLP are promising, more endeavor is indispensable to provide a fast processing model in an uncontrolled environment considering rapid hand motions. It is clear that technology standardization and full interoperability among devices and platforms are prerequisites to having real-life communication between the hearing and hearing-impaired communities.
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