Improving the efficiency of learning-based error mitigation
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Error mitigation will play an important role in practical applications of near-term noisy quantum computers. Current error mitigation methods typically concentrate on correction quality at the expense of frugality (as measured by the number of additional calls to quantum hardware). To fill the need for highly accurate, yet inexpensive techniques, we introduce an error mitigation scheme that builds on Clifford data regression (CDR). The scheme improves the frugality by carefully choosing the training data and exploiting the symmetries of the problem. We test our approach by correcting long range correlators of the ground state of XY Hamiltonian on IBM Toronto quantum computer. We find that our method is an order of magnitude cheaper while maintaining the same accuracy as the original CDR approach. The efficiency gain enables us to obtain a factor of 10 improvement on the unmitigated results with the total budget as small as $2 \cdot 10^5$ shots.

I. INTRODUCTION

Quantum computers have already demonstrated quantum advantage over classical computers [1, 2]. Nevertheless, current quantum computers suffer from significant levels of hardware noise which limits their computational power [3, 4]. At the same time, high noise levels and limited qubit counts make fault-tolerant quantum computing infeasible [5]. Consequently, to fully utilize the potential of near-term quantum computers, methods to approximately correct the effects of noise without performing quantum error correction are necessary [6, 7]. Such methods are called error mitigation methods [8].

Several approaches to error mitigation have been proposed. One of the most popular error mitigation approaches is Zero Noise Extrapolation, which, using a simple regression model, scales the noise strength in a controlled manner and then extrapolates to the zero noise limit [6, 9–15]. Another approach is probabilistic error cancellation which introduces additional gates to the executed circuit [9, 16]. The additional gates are introduced probabilistically according to the device noise model in order to cancel noise effects. An alternative approach is to use multiple copies of a noisy state to prepare its purification [17–24]. Such an approach is called Virtual Distillation. Other proposals are based on quantum phase estimation [25], symmetries of the mitigated system [26–29] or are unified methods bringing together different approaches to error mitigation [30–32]. Finally, circuit compilation methods can be used to reduce noise severity in combination with the error mitigation methods mentioned above [33–37]. Although many of these approaches have had success in small circuits, it remains to be seen which of them prove to be the most powerful in the quantum advantage regime.

Another recently proposed approach is learning-based error mitigation [38, 39], whose advantages we demonstrate in this work. Learning-based error mitigation learns the effects of noise from classically simulable quantum circuits which are close to non-simulable circuits of interest. A large class of such approaches evaluates an observable’s expectation value for targeted training circuits on a quantum device using training data obtained classically. The training data are fitted with an ansatz capturing a relation between noisy and noiseless expectation values [38, 40–42]. The ansatz is used to correct the noisy expectation value for the circuit of interest. Learning-based error mitigation methods have been shown to perform well for quantum circuits with large qubit counts and depths [38, 43]. They have also been shown to outperform other state-of-the-art approaches [44]. The learning-based approach is a flexible framework which enables one to improve mitigation quality by expanding the training data to take into account the effects of varying noise strength on the expectation values of observables [44, 45]. These features make it a promising candidate for error mitigation for near-term quantum advantage applications.

One of the main limitations of error mitigation is the required shot cost [16]. In the case of learning-based error mitigation it has been shown that to maximize mitigation quality large shot resources are required [44, 45]. The required shot numbers seriously restrict the practical potential of most powerful and sophisticated approaches. Furthermore, instability in a quantum computer configuration that takes place over time introduces further limitations on the applicability and corrective power of error mitigation. Since quantum computers are effectively experimental apparatuses whose control parameters drift over time, training circuit data acquired over long times using many shots may not accurately reflect noise occurring during the execution of a circuit of interest. We show here that this effect is indeed strong enough to seriously affect error mitigation performance. Finally some of the most promising near-term applications like variational quantum algorithms require measurement of many quantum circuits to find a final circuit that forms a solution to the problem [8, 46]. To apply error mitigation methods to such problems one needs to optimize the shot-efficiency of the error mitigation approach [47].
In this work, we identify a major problem limiting the shot-efficiency of learning-based error mitigation. The most general and powerful learning-based error mitigation methods are based on learning from near-Clifford training circuits similar to the circuit of interest. Such training circuits are obtained by substituting non-Clifford gates in the circuit of interest by Clifford gates. We show that such a procedure leads to training circuits for which both noisy and exact expectation values of the observable of interest cluster around 0. We show that this effect leads to a large increase in the shot number necessary to learn the effects of noise on the observable of interest.

We propose two strategies to prevent clustering and improve the shot-efficiency of learning based error mitigation. First, we propose to generate near-Clifford training circuits with widely spread distributions of noisy and exact expectation values of the observable of interest using Markov Chain Monte Carlo sampling of near-Clifford circuits. We propose algorithms to generate such distributions which do not require quantum resources (shots) and therefore are suitable for improving the shot-efficiency.

Second, for circuits with symmetries we propose to use multiple observables, whose expectation values are equal by virtue of the symmetries, to increase the amount of training data available to learn the ansatz for noiseless expectation values. Such an increase enables us to learn from a fraction of the expectation values which are not clustered around 0. We show how to use this strategy to improve the shot-efficiency of error mitigation. We summarize schematically the proposed approaches in Fig. 1. To demonstrate the power of these strategies we mitigate correlation functions of the ground state of the XY model prepared using the IBM Toronto quantum computer. We obtain an order of magnitude improvement in mitigation quality over standard learning-based error mitigation for moderate mitigation shot costs of order $10^5$. Furthermore, for such shot costs, we find that the new method outperforms the standard one even when using a factor of 10 fewer shots.

In section II we describe a learning-based error mitigation method whose shot-effectiveness we improve here. Section III introduces the clustering problem and the strategies to improve shot-efficiency by alleviating it. Section IV discusses some benchmark results obtained for the IBM Toronto quantum computer and a noise model derived from IBM Ourense by gate tomography. We conclude and discuss possible extensions of this work in Section V. Technical details of a standard method of near-Clifford training circuit construction on which we improve here are described in Appendix A. In Appendix B we give details of our Markov Chain Monte Carlo algorithm for generating improved training circuits. Appendix C discusses the IBM Ourense derived noise model. In Appendix D we expand on the choice of hyperparameters for our IBM Toronto error mitigation implementation. Finally, in Appendix E we show evidence of the significant impact of hardware changes over time on performance of error mitigation.

II. CLIFFORD DATA REGRESSION

Here, we work in the framework of Clifford Data Regression (CDR) [38]. CDR uses classically simulable near-Clifford circuits similar to a circuit of interest to
learn a linear ansatz that is used to mitigate an expectation value of a targeted observable for a circuit of interest. The method has been demonstrated to provide order-of-magnitude improvements in observable measurements for diverse applications [38, 43, 48] with real-world quantum hardware. The method consists of 4 steps outlined below.

1. Create $N_t$ training circuits with $N$ non-Clifford gates substituting non-Clifford gates in the circuit of interest by nearby Clifford gates. We describe a standard algorithm to generate the training circuits in Appendix A.

2. Evaluate an expectation value of the observable of interest $O$ for each of the training circuits both classically and with a quantum computer. With this procedure, one obtains pairs of noisy $O_i^{\text{noisy}}$ and exact expectation values $O_i^{\text{exact}}$ for each training circuit.

3. Assume a linear relation between $O_i^{\text{exact}}$ and $O_i^{\text{noisy}}$,

$$O_i^{\text{exact}} = a O_i^{\text{noisy}} + b,$$

where $a$ and $b$ are given by

$$(a,b) = \arg\min_{a,b} \sum_{i=1}^{N_t} (O_i^{\text{exact}} - a O_i^{\text{noisy}} - b)^2. \quad (2)$$

4. Use $a$ and $b$ found in step 3 to mitigate the expectation value $O$, for the circuit of interest

$$O_i^{\text{mitigated}} = a O_i^{\text{noisy}} + b. \quad (3)$$

III. IMPROVING EFFICIENCY OF LEARNING-BASED ERROR MITIGATION

A. Clustering of near-Clifford training circuits

The most general and widely used method for choosing training circuits for learning-based error mitigation, and CDR in particular, is to randomly replace most of the non-Clifford gates in the circuit of interest by nearby Clifford gates. We observe that for circuits of interest with a large number of non-Clifford gates this method results in the clustering of training data caused by the clustering of $O_i^{\text{exact}}$ around 0. We visualize this effect in Fig. 2(a) for a typical training set obtained with the substitution method for a half-chain correlator of the ground state of an 8-qubit XY model using a noise model derived from gate tomography of IBM Ourese quantum computer.

As a thought experiment we consider the case of both training circuits and circuit of interest satisfying the CDR ansatz (1) perfectly. Then, the clustering of $O_i^{\text{exact}}$ around 0 implies also clustering of $O_i^{\text{noisy}}$ around 0. Consequently, a small number of training circuits results in similar values of $O_i^{\text{noisy}}$. Therefore, when we estimate $O_i^{\text{noisy}}$ from a finite shot measurement, a much higher number of shots is required to distinguish them than in the case when they are not clustered around a single value. If the number of shots is not large enough, coefficients of the fitted CDR ansatz are determined randomly by the shot noise making learning the correct CDR ansatz impossible. We find that this toy model explains the poor quality of CDR error mitigation for the case of the 8-qubit XY model and a typical standard training set obtained with small number of shots (2000 in this example). As we show in Figure 2(b), error bars of the finite shot estimates of $O_i^{\text{noisy}}$ are so large that one can obtain nearly arbitrary CDR fit coefficients.

B. Distributing the training circuits

We observe that, despite the clustering of $O_i^{\text{exact}}$ for near-Clifford circuits around 0, near-Clifford training circuits with large $|O_i^{\text{exact}}|$ can be found.

Based on this observation, we propose to use training circuits with a widely spread distribution of $O_i^{\text{exact}}$ to improve the shot-efficiency of CDR. Such training circuits can be generated by post-selection of training circuits obtained with the standard algorithm or by Markov Chain Monte Carlo (MCMC) sampling of near-Clifford circuits. Both approaches require additional classical resources but they do not require any additional quantum resources.

Here, we use MCMC to generate training circuits with a wide and uniformly spaced $O_i^{\text{exact}}$ distribution. See example in Fig. 2(a). We describe the method in detail in Appendix B. We find that our MCMC approach indeed significantly improves the quality of the CDR correction for modest shot requirements. The usefulness of the approach is demonstrated in Fig. 2(b) and by more extensive benchmarks in Section IV.

C. Enforcing symmetries of the system

Another strategy to improve shot efficiency in the presence of clustering is to exploit symmetries of the mitigated circuit. For certain types of symmetric systems, like those with translational symmetry, multiple observables have the same noiseless expectation values. Furthermore, multiple expectation values of such observables can typically be obtained from a single measurement of the circuit. Consequently, in such a case one can build training data for multiple symmetric observables using the same number of shots as for a single observable. In the presence of such symmetries, we propose to correct all symmetric observables with CDR while enforcing the constraint that all mitigated expectation values are the same. Using expectation values for many symmetric observables we increase the probability of including data points with large $|O_i^{\text{exact}}|$ and $|O_i^{\text{noisy}}|$ in our training data. The presence of training data with large $|O_i^{\text{noisy}}|$ improves the shot efficiency of CDR-based error mitiga-
FIG. 2. Improving CDR shot efficiency by distributing training circuits. In (a) we show $O^{\text{exact}}$ versus noisy $O^{\text{noisy}}$ expectation values of a given observable computed from a circuit of interest as well as from CDR training circuits. The noisy expectation values were obtained in the limit of infinite shot number. We show results for two methods of training circuit construction. The results obtained with the standard method (random substitutions of non-Clifford gates by Clifford ones) are shown with red diamonds. They cluster around a $O^{\text{noisy}} = O^{\text{exact}} = 0$. The blue asterisks are results obtained for a set of training circuits with a wide distribution of $O^{\text{exact}}$ generated by MCMC. This set also prevents clustering of $O^{\text{noisy}}$. In (b) we show the results of CDR error mitigation for a small shot cost. We use two training circuits generated by both methods. We evaluate 1000 shots to estimate $O^{\text{noisy}}$ for both training circuits and the circuit of interest. Error bars correspond to 5th and 95th quantiles of $O^{\text{noisy}}$ estimated from 100 shot noise instances, while the markers correspond to the median value. We performed CDR fits for all shot noise instances. We show CDR fits corresponding to 50th (dashed lines), 5th and 95th (dashed-dotted lines) quantiles of the mitigated expectation value. The shaded areas show confidence intervals of the mitigated expectation value based on statistical distribution of the fits. We see that CDR with distributed training circuits results in both smaller uncertainty and better quality of the mitigated expectation values. Thus, these results demonstrate that preventing clustering of the training data indeed improves the shot-efficiency of CDR error mitigation. Here, the circuit of interest approximates the ground state of an 8-qubit XY model and $O = X_1 X_5$, where $X$ is a Pauli matrix. To generate $O^{\text{noisy}}$ we used a noise model described in Appendix C.

By enforcing the constraint we ensure that such training data affects all mitigated expectation values.

An example of a circuit for which this approach can be applied is a circuit approximating an eigenstate of a translationally invariant Hamiltonian. For example, in the case of a translationally invariant one-dimensional Hamiltonian with periodic boundary conditions, noiseless observable expectation values

$$X_i X_{i'}, \quad i' = (i + l) \mod Q, \quad i = 1, \ldots, Q$$

are the same because of symmetry. Here, $Q$ is the number of qubits, $l$ is an integer and $X_i$ is a Pauli matrix acting on qubit $i$. At the same time, for IBM quantum hardware, such expectation values can be measured simultaneously. Therefore, simultaneous CDR error mitigation is possible without requiring additional shot cost.

More formally we consider here the case of $M$ observables with equal exact expectation values due to a symmetry of the mitigated system

$$O_1^{\text{exact}} = O_2^{\text{exact}} = \cdots = O_M^{\text{exact}}.$$

We propose to create training data by measuring noisy expectation values of all observables for $N_t$ training circuits and classically computing their corresponding exact expectation values

$$\{(O_{ji}^{\text{exact}}, O_{ji}^{\text{noisy}}), i = 1, \ldots, N_t, j = 1, \ldots, M\}.$$

In a more general case one can also have different sets of training circuits for each observable ($N_t$ may depend on observable index $j$).

We propose to find mitigated expectation values of these observables by fitting $M$ linear ansatz

$$O_j^{\text{exact}} = a_j O_j^{\text{noisy}} + b_j, \quad j = 1, \ldots, M$$

(4)

to the training data. Their coefficients $a_j, b_j$ are found by minimizing

$$\sum_{ij} (O_{ji}^{\text{exact}} - a_j O_{ji}^{\text{noisy}} - b_j)^2$$

under the constraint that the mitigated expectation values are equal:

$$a_1 O_{\text{col},1}^{\text{noisy}} + b_1 = \cdots = a_M O_{\text{col},M}^{\text{noisy}} + b_M.$$

(5)

Such a constrained optimization can be performed with the mystic package [49, 50]. We show an example of the shot-efficiency improvement with this approach in Fig. 3.
We perform CDR error mitigation for the ground state of 8-qubit XY model with periodic boundary conditions simulated with the IBM Ourense noise model. We mitigate the expectation value of $O = X_3 X_7$ for the ground state using two training circuits generated by the standard substitution algorithm and performing 1000 shots for each circuit. In (a), we show results of standard CDR error mitigation. As in Figure 2(b), we find that expectation values of the training circuits (red circles) cluster around $(0, 0)$ and that due to the clustering, the uncertainty of the mitigated expectation value shown by the red shaded area is large. We visualize this effect performing CDR error mitigation for 100 instances of shot noise. (The shot noise is represented by the error bars of $O_{\text{noisy}}$ in the same way as in Figure 2(b)). We show typical and extreme CDR fits (defined as in Figure 2(b)) with the blue line and the cyan lines, respectively. In (b), we take advantage of the translational invariance of the ground state which implies that $X_1 X_5, X_2 X_6, X_3 X_7, X_4 X_8$ all have the same noiseless expectation values. We measure all of these observables for both our circuit of interest and the training circuits. They are mitigated simultaneously imposing equality of their mitigated expectation values. The additional observables (induced by symmetry) are shown as gray diamonds in the plot. We correct 100 different shot noise instances of the noisy expectation values and show the fits corresponding to typical and extremal mitigated expectation value of $X_3 X_7$. We find that uncertainty of the mitigated expectation value and quality of the typical CDR fit are significantly improved with respect to (a). For the sake of transparency we do not show the CDR fits for other observables. They have similar quality to the ones shown here.

While in this section we concentrate on application of symmetric CDR to improve shot-efficiency of error mitigation, it can be also used to enforce symmetries of the mitigated circuit for the mitigated expectation values. Such symmetries are usually broken by the noise, therefore the standard CDR is not guaranteed to restore them.

IV. BENCHMARK RESULTS

A. The ground state of an XY model

We test the proposed methods for the ground state of a one-dimensional XY model with periodic boundary conditions given by a Hamiltonian

$$H = \sum_{\langle i, j \rangle} X_i X_j + Y_i Y_j .$$

(6)

Here $X_i$ and $Y_i$ are Pauli matrices acting on qubit $i$ and $N$ is the number of lattice sites, or required qubits, in the model. This Hamiltonian has a translational symmetry and it preserves the Hamming weight, i.e. it has a U(1) symmetry.

We use the Variational Quantum Eigensolver [51] to prepare the ground state for $Q = 6, 8$ with a noiseless classical simulator and enforced translational symmetry. We employ a hardware efficient ansatz with sufficient number of layers such that the energy of the prepared state matches the exact ground state energy with accuracy better than $10^{-13}$.

Here we mitigate error of expectation values of long range correlators for the ground state of the model. Because of the symmetries of the ground state we have $N$ identical half-chain correlators:

$$O_j = X_j X_{Q/2+j}, \quad 1 \leq j \leq Q/2, \quad O_j = Y_{j-Q/2} Y_j, \quad Q/2 + 1 \leq j \leq Q,$$

(7)

with equal noiseless expectation values. Below we mitigate the errors of expectation values of these observables making use of the spreading and symmetry properties outlined above.

B. Implementation on quantum hardware

We mitigate half-chain correlators (7) of the $Q = 6$ XY model (6) using IBM’s Toronto quantum computer. As a reference, we also perform CDR correction with a standard algorithm described in Section II and Appendix A using training circuits obtained via random Clifford sub-
substitutions. Our current shot-efficient CDR method combines both approaches described in Section III. Namely, we perform symmetric CDR for all $O_j$ in (7) following the algorithm of Section III C. Each symmetric observable $O_j$ requires generating independent $N^j_s$ training circuits with widely spread $O^j_{\text{exact}}$. These training circuits are generated using the MCMC algorithm described in Appendix B. We describe construction of the training sets for both approaches in more detail in Appendix D. The shot-frugal approach used here improves CDR shot-efficiency through spreading $O^j_{\text{exact}}$, while symmetric CDR restores uniformity of the mitigated correlators. One may consider generalizations of the MCMC algorithm which would allow one to generate training circuits with distributions of several $O^j_{\text{exact}}$ being widely-spread simultaneously. Such training circuits would improve shot-efficiency of the current approach while increasing classical computational cost of the method. We leave their investigation to future work.

We compare the performance of the new and standard approaches using IBM’s Toronto quantum computer. We use $N_s = 10^4$ shots per circuit measurement and compare the performance of both approaches for a total number of training circuits $N_t = 2, 6, 8, 12, 18, 30$. For each value of $N_t$ we generate 10 different, independent instances of training circuits. The number of non-Clifford gates is set to $N = 30$, while the circuit of interest contains 150 non-Clifford gates. We compare the performance by computing the absolute error of the mean of the observable expectation values for each set of training circuits

$$\text{absolute error} = \left| \sum_j (O^\text{noisy/mitigated}_j - O^\text{exact}_j) \right|. \quad (8)$$

For both methods, we compare mean and maximal absolute errors obtained for a given $N_t$ from a sample of 10 sets of training circuits. To further randomize results for each set of training circuits we perform independent measurements of the circuit of interest. We gather the results and plot them versus total shot cost of the mitigation, $N^\text{tot}_s$, in Figure 4.

Figure 4 shows data acquired with standard and efficient CDR methods. We concentrate on the realistic regime of $N^\text{tot}_s \in [3 \cdot 10^4, 3.2 \cdot 10^5]$ and show maximum and minimum errors obtained with both methods. We observe that the new efficient CDR method displays better performance as well as faster convergence with increasing $N^\text{tot}_s$. These results show a substantial improvement of up to an order of magnitude for the new, efficient method. Importantly, efficient CDR reaches its correction capabilities already at small shot budgets. This makes it a preferable tool for applications that require the execution of many different quantum circuits. This is a typical situation in many approaches involving variational quantum algorithms.

C. Quantum computer noise model

We perform a more detailed benchmark using a noise model obtained by performing full process tomography of basic gates available on IBM’s Ourense quantum computer. Namely, we additionally examine the effect of varying $N_s$ on the performance of shot-efficient CDR. Furthermore, we analyze larger $Q$ and gather better statistics using larger samples of training circuits. The noise model is described in detail in Appendix C. Taking into account that the device is an early generation, already retired quantum computer and that we mitigate circuits with larger $Q$ and depth than in the case of our real-hardware implementation we reduced gate error rates in the model by a factor of 10 with respect to the original Ourense noise model. This allows us to perform the analysis for noise strengths for which basic CDR provide good quality of error mitigation. While current quantum computers may have noise strengths larger than assumed here, we expect that improvements in quantum computing architectures will reduce the error rates in the near-future.

As in the case of our implementation on IBM’s Toronto
We use a noise model described in detail in Appendix C. The performance is compared for $N_s = 10^3$ (a), $N_s = 10^4$ (b) and $N_s = 10^5$ shots (c) per a circuit measurement and $N_t = 2 - 100$ training circuits. For each $N_t$ and each CDR version we construct 50 independent sets of training circuits. They are obtained in the same way as for IBM Toronto error mitigation, see Section (IV B). Circuit of interest is measured independently in each set. We plot mean and maximal absolute errors (8) of both CDR methods and the noisy data versus total shot cost of the error mitigation $N_s^{\text{tot}}$. We observe that the shot-efficient version significantly outperforms the standard one for small and moderate total shot costs $N_s^{\text{tot}} = 3 \cdot 10^3 - 1.2 \cdot 10^6$.

V. CONCLUSIONS AND DISCUSSION

We proposed two strategies to alleviate this effect. The first one is to generate a distribution of near-Clifford training circuits with widely distributed exact expectation values for the circuit of interest. We show that such a distribution can be generated with Markov Chain Monte Carlo sampling (MCMC) without requiring any quantum resources.

The second strategy is to exploit symmetries of the processor, we mitigate symmetric half-chain correlators (7) of the ground state of the XY model with periodic boundary conditions (6). We choose $Q = 8$. We compare the performance of shot-efficient and standard algorithms using the same set-up as for the IBM Toronto benchmark in Section IV B. This time we consider three different values of $N_s = 10^3, 10^4, 10^5$ and a larger range of $N_t = 2 - 100$. Such choice enables us to test the shot-efficient method for large error mitigation total shot costs. Additionally, for each value of $N_t$ and for each method, we generate 50 independent sets of training circuits instead of 10 to decrease finite sample effects. It is currently not possible to perform those extended experiments on real quantum computers due to hardware drift. We discuss those issues in more detail in Appendix E. Effects caused by hardware drift further motivate shot-efficient error mitigation techniques.

We gather the results (the mean and the maximal errors evaluated from a sample of 50 sets of training circuits) and plot them versus $N_s^{\text{tot}}$ in Figure 5. Results obtained with $N_s = 10^3, 10^4$ resemble those observed on the real device. Namely, even in the limit of large $N_t$ we see that the shot-efficient algorithm outperforms standard CDR algorithm. At the same time, we notice that the shot-efficient mitigated results converge much faster with increasing $N_s^{\text{tot}}$ than the standard mitigated ones. For $N_s = 10^5$ we again see much faster convergence of the shot-efficient CDR which outperforms the standard version for $N_s^{\text{tot}} \leq 1.2 \cdot 10^6$. Standard CDR slightly outperforms the shot-efficient version for the largest $N_s^{\text{tot}} \geq 2.2 \cdot 10^6$.
mitigated system by identifying multiple observables which by virtue of the symmetry have the same expectation values and can be measured simultaneously. In the presence of such symmetries, we propose that one performs CDR correction simultaneously for all observables by enforcing the symmetric constraint. This procedure effectively increases the number of available data points to optimize the CDR ansatz. It also restores symmetries of the error mitigated expectation values of the observables.

We have demonstrated that both strategies can be used to improve CDR shot-efficiency. We combined the strategies and applied them for error mitigation of the ground state of the XY Hamiltonian. This model displays translational and U(1) symmetries. The latter one is responsible for Hamming weight preservation.

Using IBM Toronto we have demonstrated an order-of-magnitude improvement in shot-efficiency relative to standard CDR for moderate total shot costs (3·10^4 – 3·10^6). Furthermore, we analyzed the performance of our shot-efficient method in more detail for an IBM Ourense-based noise model and found consistent improvement of our new method over standard methods for a large range of total error mitigation shot costs (3·10^3 – 10^6).

The clustering problem affects all error mitigation methods that learn from near-Clifford circuits including vnCDR and UNITED. We expect that our proposed strategies will improve the shot-efficiency of these methods as well. The above techniques have been shown to require more shots than CDR to obtain substantial improvement over CDR. Therefore, improvements of their shot efficiency will be crucial for their practical application.

An additional important question is how the classical resources (e.g. the cost of the MCMC algorithm) required to obtain an informative distribution of training circuits scale with size and other parameters of the system. Here we performed benchmark simulations for symmetric systems exploiting symmetries of the mitigated system. Further investigation will be necessary to test the performance of the method when there are no symmetries to exploit.

Finally, it will be interesting to study the extent to which the proposed techniques affect the performance of CDR in the limit of large shot number. In particular, the symmetric CDR algorithm, apart from improving the shot-efficiency, restores symmetries of the mitigated system restricting possible error mitigation outcomes. A question arises whether such a restriction can improve the quality of error mitigation for degrees of freedom not fixed by the symmetry.

Similarly, the usage of distributed training circuits in the limit of large shot number requires further examination. It has been observed that in some cases the use of training circuits with mitigated observable distribution close to the expectation value of the circuit of interest improves the quality of CDR corrections [38] in comparison to the standard Clifford method. It remains to be seen if this effect occurs for the training circuit distributions proposed here.
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Appendix A: Training circuit generation - standard algorithm.

Here we outline an algorithm to generate CDR training circuits used as a reference in the main text. The algorithm is based on random substitution of non-Clifford gates in a circuit of interest by nearby Clifford gates. The algorithm was originally proposed in [38] and was used and incorporated in subsequent error mitigation frameworks [45, 47]. Here we present it for a circuit compiled with native IBM gates $X$, $\sqrt{X}$, $R_Z(\theta)$ and CNOT.

$X$, $\sqrt{X}$ and CNOT are Clifford gates while $R_Z(\theta) = e^{-i\theta/2Z}$ is a Clifford gate only for $\theta = k\pi/2$, where $k$ is an integer. Therefore, for a circuit containing $N$ non-Clifford $R_Z$ gates we replace $N - N R_Z$ gates by Clifford $R_Z$ rotations to obtain a training circuit with $N$ non-Clifford gates. We denote angles of the non-Clifford rotations by $\theta_i, i = 1, \ldots, N$. We replace these gates using the following procedure:

1. Take the circuit of interest as an input circuit. Repeat steps 2 and 3 $N - N$ times.

2. For each non-Clifford gate $R_Z(\theta_i)$ in the input circuit, calculate weights $w_{ik} = e^{-d_{ik}/2\sigma^2}, k = 0, 1, 2, 3$. Here, $d_{ik} = ||e^{i\theta_i/2} R_Z(\theta_i) - e^{ik\pi/4} R_Z(k\pi/2)||_F$, 

\[ w_{ik} = e^{-d_{ik}/2\sigma^2}, \]

\[ d_{ik} = ||e^{i\theta_i/2} R_Z(\theta_i) - e^{ik\pi/4} R_Z(k\pi/2)||_F, \]
||.||_F is the Frobenius matrix norm and \( \sigma \) is a parameter. Note that \( d_{ik} \) quantifies the distance between \( R_Z(\theta) \) and \( R_Z(k\pi/2) \) in a way which does not depend on any global phase introduced by the action of these gates. We choose \( \sigma = 0.5 \) following [38, 45, 47].

3. Replace a gate \( R_Z(\theta_i) \) by \( R_Z(k\pi/2) \) according to the probability distribution

\[
p_{ik} = \frac{w_{ik}}{\sum_{i=1}^{m} \sum_{k=0}^{3} w_{ik}},
\]

(A1)

where \( m \) is the number of non-Clifford gates in the input circuit, generating an output circuit. If it contains more than \( N \) non-Clifford gates, take it as an input circuit for the next repetition of step 2.

4. Take the final output circuit as the training circuit.

### Appendix B: Training circuit generation - efficient algorithm.

Here we present an algorithm to generate a distribution of training circuits with widely distributed values of \( O^{\text{exact}} \) used by the shot-efficient CDR method. The algorithm attempts to generate training circuits with values of \( O^{\text{exact}} \) close to target values \( y_1, y_2, \ldots, y_n \) using Markov Chain Monte Carlo (MCMC) sampling [52] of near-Clifford circuits. For each target value, \( y_k \), we generate an MCMC chain built from near-Clifford circuits with \( N \) non-Clifford gates using a target probability distribution \( p \propto e^{-(O^{\text{exact}}-y_k)^2/\sigma^2_{\text{MCMC}}} \) where \( O^{\text{exact}} \) is the exact expectation value of the mitigated observable for a near-Clifford circuit and \( \sigma_{\text{MCMC}} \) is a constant. We select a circuit with \( O^{\text{exact}} \) close to \( y_k \) as a training circuit.

In this work, \( O \) is a Pauli string and we choose \( y_k = -0.5 \pm \frac{i-1}{n-1}, i = 1, 2, \ldots, n \). For this choice, we have a distribution of target values \(|y_n - y_1| = 1\) which is comparable to the maximal possible spread of \( O^{\text{exact}} \) (i.e. 2). Furthermore, we choose \( \sigma_{\text{MCMC}} = 0.01 \).

We use a version of the Metropolis-Hastings algorithm [52] to generate an MCMC chain for a given \( y_k \). We assume here that near-Clifford circuits in the chain can be obtained by replacing most of the non-Clifford gates in the circuit of interest by Clifford gates and consequently the circuit of interest can be obtained by replacing some of the Clifford gates in circuits from the chain by non-Clifford gates. The algorithm is:

1. Initialize the chain taking as its first element a near-Clifford circuit with \( N \) non-Clifford gates obtained by substituting most of non-Clifford gates in the circuit of interest by Clifford gates. In our implementation, we use an algorithm from Appendix A to generate the first circuit. Repeat steps 2 and 3 until a circuit with \( O^{\text{exact}} \) close enough to \( y_k \) is generated.

2. Prepare a candidate circuit by taking the last circuit of the chain and replacing \( N_g \) randomly chosen non-Clifford gates by Clifford gates and \( N_g \) randomly chosen Clifford gates by the corresponding non-Clifford gates of the circuit of interest. Note that the new circuit has \( N \) non-Clifford gates which are the same as corresponding non-Clifford gates in the circuit of interest.

3. Compute the ratio \( w_{\text{cand}}/w_{\text{accept}} \), where

\[
w_{\text{cand}} = e^{-(y_{\text{cand}} - y_k)^2/\sigma^2_{\text{MCMC}}},
\]

(B1)

\[
w_{\text{accept}} = e^{-(y_{\text{accept}} - y_k)^2/\sigma^2_{\text{MCMC}}}
\]

(B2)

and \( y_{\text{cand}}, y_{\text{accept}} \) are \( O^{\text{exact}} \) for the new circuit and the last circuit of the chain, respectively. Generate a random number \( u \in [0, 1] \). If \( u < w_{\text{cand}}/w_{\text{accept}} \), accept the new circuit as the last circuit of the chain. Otherwise add a copy of the last circuit to the chain.

In the limit of long MCMC chains this algorithm is guaranteed to generate a distribution of near-Clifford circuits converging to the target distribution \( p \propto e^{-(O^{\text{exact}}-y_k)^2/\sigma^2_{\text{MCMC}}} \) [52].

We implement step 2 setting \( N_g = 5 \) and replace \( R_Z(\gamma) \) by \( R_Z(k\pi/2) \) according to a probability distribution

\[
p_k = \frac{w_k}{\sum_{k=0}^{3} w_k}, \quad w_k = e^{-d_k^2/\sigma^2},
\]

(B3)

where

\[
d_k = ||e^{i\theta/2} R_Z(\theta) - e^{ik\pi/4} R_Z(k\pi/2)||_F.
\]

Here, we set \( \sigma = 0.5 \). We find that such implementation results in fast convergence of the MCMC chains to the target distribution.

### Appendix C: The noise model

We construct the noise model used in Section IV C with process matrices obtained by gate set tomography (GST) experiments performed on the IBM Oursense quantum computer. These matrices are given in Appendix B of [53], where the details of the experiments can be found. Our goal in Section IV C is to investigate shot-efficiency gains for deep circuits that are challenging to mitigate with current hardware. To achieve that, we reduce the effective noise rates of the model in comparison to the original process matrices’ noise rates. Such a reduction is further justified by the fact that IBM Oursense’s noise rates are higher than the error rates of current IBM quantum computers. Furthermore, in our noise model we assume that the noise rates of gates vary for different qubits and different connections between qubits as in the case of real devices.

More explicitly, in our noise model we assume (following [53]) that native gates of the device are \( R_X(\pi/2) = \).

\[
\]
FIG. 6. Training sets from the real-hardware implementation. In (a), we show a standard CDR training set for the real-hardware implementation from Figure 4 and the ground state expectation value of $X_1X_4$ (red square). Here we use 15 training circuits (red circles) to correct $X_1X_4$. Number of shots per expectation value evaluation is $N_t = 10^4$. Due to clustering of the training circuits quality of the CDR mitigation is poor as shown by the fitted CDR ansatz (blue line). We obtained similar results for other correlators (7). In (b), we show a training set for the shot-efficient method and $N_t = 12$. Here we correct all symmetric half-chain correlators (7) using the symmetric CDR algorithm and generate a widely-spread distribution of the training circuits for each observable independently. Red squares and circles show expectation values of $X_1X_4$ for the training data and the circuit of interest. Gray squares and circles show expectation values of the other symmetric correlators. We construct process matrices of to be perfect as is the case for IBM quantum computers. CNOT, identity $I$ and $R_Z(\alpha) = e^{-i\alpha/2Z}$. $R_Z$ is assumed to be perfect as is the case for IBM quantum computers. We construct process matrices of $I$ and $RX(\pi/2)$ as convex combinations of the processes matrices from [53] $RX(\pi/2)_{\text{Ourense}}$, $I_{\text{Ourense}}$, $\text{CNOT}_{\text{Ourense}}$ and the noiseless process $RX(\pi/2)_{\text{perfect}}$, $I_{\text{perfect}}$, $\text{CNOT}_{\text{perfect}}$

$$RX(\pi/2)^i = p_iRX(\pi/2)_{\text{Ourense}} + (1 - p_i)RX(\pi/2)_{\text{perfect}}, \quad (C1)$$

$$I^i = p_iI_{\text{Ourense}} + (1 - p_i)I_{\text{perfect}}, \quad (C2)$$

$\text{CNOT}^{ij} = p_{ij}\text{CNOT}_{\text{Ourense}} + (1 - p_{ij})\text{CNOT}_{\text{perfect}}. \quad (C3)$

Here, indices $i$ and $j$ number qubits and $p_i, p_{ij}$ were drawn randomly from a uniform probability distribution on the interval $[0, 0.5]$. Consequently, the error rates are on average reduced with respect to noise rates of the IBM Ourense approximately by a factor of 10.

Furthermore, we assume the presence of state preparation error. We assume that the initial state $\rho_0$ is a product state of single-qubit states

$$\rho_0 = \rho_0^1 \otimes \cdots \otimes \rho_0^N \quad (C4)$$

with

$$\rho_0^i = p_i\rho_{0}\text{Ourense} + (1 - p_i)\rho_{0}\text{perfect}, \quad (C5)$$

where $\rho_0^{\text{Ourense}}$ corresponds to the initial state obtained by GST experiments for IBM Ourense and given in Appendix B of [53], while $\rho_0^{\text{perfect}}$ corresponds to perfect state preparation. In our noise model we neglect measurement error as it can be efficiently mitigated by specialized techniques [54–56]. $p_i$ were drawn randomly from a uniform probability distribution on the interval $[0.05, 0.15]$. 

**Appendix D: Training sets from the real-hardware implementation**

For the standard CDR we generate training circuits by random substitutions as described in Appendix A. We measure the circuit of interest in one basis to determine expectation values of $O_i = X_iX_{i+Q/2}, i = 1, \ldots, Q/2$ correlators and in another one to determine expectation values of $O_{i+Q/2} = Y_iY_{i+Q/2}, i = 1, \ldots, Q/2$ correlators. We consider cases of $N_t = 2, 6, 8, 12, 30$ training circuits to correct $O_i^{\text{noisy}}$. To gather statistics for each case we generate 10 independent sets of training circuits. As we need to measure $X_iX_{i+Q/2}$ and $Y_iY_{i+Q/2}$ independently, for $N_t > 2$ we measure randomly chosen $N_t/2$ circuits in the $X_iX_{i+Q/2}$ basis and another half of the training circuits in the $Y_iY_{i+Q/2}$ basis. This strategy cannot be used for $N_t = 2$, so in that case for half of the sets of the training circuits we measure $X_iX_{i+Q/2}$ correlators and for the other half $Y_iY_{i+Q/2}$ correlators. To randomize the results further, while performing CDR correction for each set of
The drift changed distribution for the sake of transparency we plot only CDR fits (the lines) for run 2. We use dark red and dark green symbols to show ansaetze from both runs. Green squares and triangles are the results from the run number 1 while the red ones are results from run number 2. We use the same training circuits which were compiled to the native gates in the same way. We show here training sets and fitted half-chain correlators (7) of the ground state of the 6-qubit XY model using IBM Toronto. Run number 1 was conducted on 01/22/2022 while run number 2 was performed on 03/23/2022. In both runs we used the same training circuits which were compiled to the native gates in the same way. We show here training sets and fitted ansaetze and average quality of the error mitigation we learn the correction from training circuits asuming that the noise remains constant in time. That assumption is an idealization of real-world devices. In reality, certain characteristics of such devices “drift” in time. The shot-efficient method proposed here enables to perform the error mitigation over a shorter period of time than the standard method. Therefore, it violates the constant noise assumption less severely than the standard CDR method. Consequently, we expect it to deliver better quality of the error mitigation than the standard approach. While we leave quantifying this effect to a future work, we show a proof of principle results demonstrating that the drift affects the quality of the error mitigation. Namely, we performed shot-efficient CDR error mitigation for the symmetric half-chain correlators (7) of the ground state of the 6-qubit XY model using IBM Toronto at two different times. In both cases we used the same training circuits which we compiled to the native gates in the same way. We found that coefficients of the fitted CDR ansaetze and average quality of the error mitigation are different for those two runs, see Figure 7. For the run number 1 which occurred on 03/23/2022 we obtained the mitigated error 0.14. For the run number 2 which was conducted on 01/22/2022 we obtained the mitigated error 0.28. Mitigated errors are computed according to (8). That comparison shows that, indeed, the device drift can significantly alter results of the error mitigation.

**Appendix E: Effects of hardware drift on performance of learning-based error mitigation**

Shot-efficiency of the error mitigation is crucial for obtaining good quality of quantum computation when shot resources are limited. Here we argue that shot resources are not only limited by available time of a quantum computer. They are also effectively limited by its variability in time. In the case of the learning-based error mitigation we learn the correction from training circuits assuming that the noise remains constant in time. That assumption is an idealization of real-world devices. In reality, certain characteristics of such devices “drift” in time. The shot-efficient method proposed here enables to perform the error mitigation over a shorter period of time than the standard method. Therefore, it violates the constant noise assumption less severely than the standard CDR method. Consequently, we expect it to deliver better quality of the error mitigation than the standard approach. While we leave quantifying this effect to a future work, we show a proof of principle results demonstrating that the drift affects the quality of the error mitigation. Namely, we performed shot-efficient CDR error mitigation for the symmetric half-chain correlators (7) of the ground state of the 6-qubit XY model using IBM Toronto at two different times. In both cases we used the same training circuits which we compiled to the native gates in the same way. We found that coefficients of the fitted CDR ansaetze and average quality of the error mitigation are different for those two runs, see Figure 7. For the run number 1 which occurred on 03/23/2022 we obtained the mitigated error 0.14. For the run number 2 which was conducted on 01/22/2022 we obtained the mitigated error 0.28. Mitigated errors are computed according to (8). That comparison shows that, indeed, the device drift can significantly alter results of the error mitigation.
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