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Abstract

A method to directly determine the Wilson coefficients for rare $b \to s$ transitions using $B^0 \to K^{*0} \mu^+\mu^-$ decays in an unbinned maximum likelihood fit is presented. The method has several advantages compared to the conventional determination of the Wilson coefficients from angular observables that are determined in bins of $q^2$, the square of the mass of the dimuon system. The method uses all experimental information in a more efficient way and automatically accounts for experimental correlations. Performing pseudoexperiments, we show the improved sensitivity of the proposed method for the Wilson coefficients. We also demonstrate that it will be possible to use the method with the combined Run 1 and 2 data sample taken by the LHCb experiment.
1 Introduction

Rare flavour changing neutral current (FCNC) decays constitute sensitive probes for New Physics (NP) since they are forbidden at tree-level in the Standard Model (SM) and can only occur at loop order. New heavy particles can appear in competing diagrams and affect both the branching fractions as well as angular distributions of rare processes.

The rare $b \rightarrow s \mu^+\mu^-$ decay $B^0 \rightarrow K^{*0}(\rightarrow K^+\pi^-)\mu^+\mu^-$ exhibits a particularly rich phenomenology since it allows access to many angular observables that are sensitive to NP contributions. The final state of the decay is completely determined by the three decay angles $\vec{\Omega} = (\cos \theta_l, \cos \theta_K, \phi)$, the square of the invariant mass of the dimuon system, $q^2$, and the decay flavour that can be inferred from the kaon charge. Angular observables are typically determined by performing angular fits in bins of $q^2$ that are then compared with $q^2$-binned SM predictions.

The angular distributions of the decay have been studied by the BaBar, Belle, CDF, CMS and LHCb collaborations \cite{1-10}. The LHCb collaboration has performed the first full angular analysis using the full data sample from Run 1 of the LHC, corresponding to an integrated luminosity of $3 \text{ fb}^{-1}$ \cite{7}. The resulting complete set of angular observables and their correlations constitutes the most precise measurement of these observables to date. For this analysis, some tension has emerged with the SM predictions \cite{11-14}, which is particularly visible in the angular observable $P'_5$. For this observable, for definitions see Ref. \cite{15}, uncertainties from the hadronic $B^0 \rightarrow K^{*0}$ form factors are designed to cancel at leading order. The local deviations in this observable correspond to 2.8 and 3.0 standard deviations ($\sigma$) for the $q^2$ bins $4 < q^2 < 6 \text{ GeV}^2/c^4$ and $6 < q^2 < 8 \text{ GeV}^2/c^4$. This confirms a tension seen in an earlier analysis by LHCb that used only $1 \text{ fb}^{-1}$ of data \cite{16}. The recent measurements of $P'_5$ by Belle and ATLAS \cite{8,9} are also in good agreement with the LHCb result and show tensions with the SM. The analysis by the CMS collaboration is compatible with both the SM and the LHCb result \cite{10}.

Together with the branching fractions of $b \rightarrow s \mu\mu$ decays reported in Refs. \cite{17-20} that tend to lie below SM predictions and the tensions in tests of Lepton universality \cite{21,22}, the angular distributions of $B^0 \rightarrow K^{*0}\mu^+\mu^-$ constitute the so-called “flavour anomalies” in rare decays \cite{23}.

Several theory groups performed global fits of the available data on rare $b \rightarrow s$ decays, including the $q^2$-binned data on the decay $B^0 \rightarrow K^{*0}\mu^+\mu^-$, see for example Refs. \cite{24,31}. The fits determine the Wilson coefficients, the effective coupling strengths of the contributing local operators. The global fits find that the description of the data can be improved by a shift of the effective vector-coupling $C_9$ of around $\Delta C_9 \sim -1$ from its SM prediction. This deviation is found to have a significance of around 3–5 $\sigma$, depending on the combination of varied Wilson coefficients, the used experimental input and the handling of theory nuisance parameters. Nuisance parameters that can impact the significance of the deviation are the hadronic form factor parameters and uncertainties on subleading $\Lambda_{QCD}/m_b$ suppressed corrections of QCD factorisation. The
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\footnote{Charge conjugation is implied throughout this paper unless otherwise noted.}

\footnote{We note that the significances depend on assumptions on the size of $\Lambda_{QCD}/m_b$ power corrections.}
deviations in the angular observables can be interpreted as signs of NP, most notably new heavy $Z'$ gauge bosons [32-46] or leptoquarks [47-61]. However, the $B^0 \rightarrow K^{*0} \mu^+\mu^-$ angular observables can also be affected by contributions from SM $c\bar{c}$-loop processes [62-65], which are part of the $\Lambda_{QCD}/m_b$ corrections. A large effort from both theory and experiment is currently ongoing to disentangle these effects. A more efficient method to exploit the experimental information on semileptonic rare $b \rightarrow s$ decays is therefore highly desirable.

We propose a new approach to the determination of the Wilson coefficients using $B^0 \rightarrow K^{*0} \mu^+\mu^-$ decays. The proposed method uses all available experimental data, the decay angles, $q^2$, and the $B^0$ decay flavour to determine the Wilson coefficients in a $q^2$-unbinned maximum likelihood fit. Furthermore, the invariant mass of the $K^+\pi^-$ system is included to improve the control of contributions by the S-wave, where $K^+$ and $\pi^-$ are in a state of relative angular momentum zero. Unlike previous $q^2$-unbinned approaches that fit a parameterisation of the $K^{*0}$ spin amplitudes [7, 66-68], we propose to instead fit the Wilson coefficients and nuisance parameters directly. The decay $B^0 \rightarrow K^{*0} \mu^+\mu^-$ can be described using QCD factorisation at low $q^2$ [69] and an operator product expansion in $1/m_b$ at high $q^2$ [70]. Several open-source software packages implement these calculations and provide the four-differential decay rate $d^4\Gamma(B^0 \rightarrow K^{*0} \mu^+\mu^-)/(d\cos\theta_l d\cos\theta_K d\phi dq^2)$ [24,71-76]. We extend both the EOS software [24,71,72] and SuperIso [73-75] to include the S-wave contribution resulting in the five-differential decay rate $d^5\Gamma(B^0 \rightarrow K^{*0} \mu^+\mu^-)/(d\cos\theta_l d\cos\theta_K d\phi dq^2 dm^2_{K\pi})$ we use as probability density function. In the following we will use SuperIso for the generation of pseudoexperiments and EOS for their fit.

The proposed method has several advantages over the conventional method of first determining angular observables in bins of $q^2$ and then performing the determination of the Wilson coefficients in a second step:

1. The direct fit uses all available experimental information resulting in a more efficient exploitation of the available data and a more precise determination of the Wilson coefficients. This leads to higher sensitivity to possible NP contributions.

2. The full statistics of the data is available in a single fit which leads to improved fit stability and reduces the potential need to perform computationally expensive coverage correction.

3. Theory nuisance parameters, in particular form factor parameters that require non-perturbative calculation, can be better constrained using the full information on $q^2$.

4. Finally, experimental correlations, including possible non-linear correlations, are automatically accounted for.

The paper is structured as follows: In Sec. 2 we introduce the four-differential decay rate of the decay $B^0 \rightarrow K^{*0} \mu^+\mu^-$ and expand it to include the mass of the $K^+\pi^-$ system to constrain contributions from the S-wave. Section 3 describes the proposed procedure
to determine the Wilson coefficients from a direct fit of $B^0 \to K^{*0} \mu^+ \mu^-$ decays without binning in $q^2$. Section 4 details the validation of the procedure and the evaluation of its performance using pseudoexperiments. In Sec. 5 we conclude.

2 The decay $B^0 \to K^{*0} \mu^+ \mu^-$

2.1 Four-differential decay rate

The four-differential decay rates for the rare decay $B^0 \to K^{*0} \mu^+ \mu^-$ and its conjugate $B^0 \to K^{*0} \mu^+ \mu^-$ are given by

$$
\frac{d^4\Gamma(B^0 \to K^{*0} \mu^+ \mu^-)}{d\Omega dq^2} = \sum_i I_i(q^2) f_i(\vec{\Omega}),
$$

$$
\frac{d^4\Gamma(B^0 \to K^{*0} \mu^+ \mu^-)}{d\Omega dq^2} = \sum_i \bar{I}_i(q^2) f_i(\vec{\Omega}),
$$

where $I_i(q^2)$ and $\bar{I}_i(q^2)$ denote the $q^2$-dependent angular observables given by bilinear combinations of $K^{*0}$ spin amplitudes [77, 78]. Both $I_i(q^2)$ and the angular terms $f_i(\cos \theta_l, \cos \theta_K, \phi)$ are given in Tab. 1. The conventional approach of angular analysis relies on integration of $I_i(q^2)$ over a $q^2$ bin $q^2_{\text{min}} < q^2 < q^2_{\text{max}}$ and determination of the angular observables

$$
S_i(q^2_{\text{min}}, q^2_{\text{max}}) = \frac{\int_{q^2_{\text{min}}}^{q^2_{\text{max}}} I_i(q^2) + \bar{I}_i(q^2) \, dq^2}{\int_{q^2_{\text{min}}}^{q^2_{\text{max}}} dq^2 + \frac{d\Gamma(q^2)}{dq^2} \, dq^2},
$$

$$
A_i(q^2_{\text{min}}, q^2_{\text{max}}) = \frac{\int_{q^2_{\text{min}}}^{q^2_{\text{max}}} I_i(q^2) - \bar{I}_i(q^2) \, dq^2}{\int_{q^2_{\text{min}}}^{q^2_{\text{max}}} dq^2 + \frac{d\Gamma(q^2)}{dq^2} \, dq^2},
$$

where the $CP$-averaged ($CP$-violating) angular observables $S_i$ ($A_i$) have been defined according to Ref. [78]. Neglecting lepton mass effects the $CP$-averaged $S_i$ reduce to the longitudinal polarisation fraction $F_L = S_{1c}$, the forward-backward asymmetry $A_{FB} = \frac{3}{4} S_{6s}$ and the remaining $S_{3,4,5,7,8,9}$. Additional ratios of $S_i$ have been proposed as observables, for which form factor uncertainties cancel at leading order [79,80]. Examples are

$$
P_1 = \frac{2S_3}{1 - F_L},
$$

$$
P_2 = \frac{2}{3} \frac{A_{FB}}{1 - F_L},
$$

$$
P_3 = \frac{-S_9}{1 - F_L} \quad \text{and}
$$

$$
P'_4,5,6,8 = \frac{S_{4,5,7,8}}{\sqrt{F_L(1 - F_L)}}.
$$
| i | $I_i(q^2)$ | $f_i(\Omega)$ |
|---|---|---|
| 1s | $\frac{3}{4} \left[ |A_1^L|^2 + |A_1^R|^2 + |A_0^L|^2 + |A_0^R|^2 \right]$ | $\sin^2 \theta_K$ |
| 1c | $|A_0^L|^2 + |A_0^R|^2$ | $\cos^2 \theta_K$ |
| 2s | $\frac{1}{4} \left[ |A_1^L|^2 + |A_1^R|^2 + |A_0^L|^2 + |A_0^R|^2 \right]$ | $\sin^2 \theta_K \cos 2\theta_l$ |
| 2c | $-|A_0^L|^2 - |A_0^R|^2$ | $\cos^2 \theta_K \cos 2\theta_l$ |
| 3 | $\frac{1}{2} \left[ |A_1^L|^2 - |A_1^R|^2 + |A_0^L|^2 - |A_0^R|^2 \right]$ | $\sin^2 \theta_K \sin^2 \theta_1 \cos 2\phi$ |
| 4 | $\sqrt{\frac{3}{2}} \text{Re} \left( A_0^L A_{-1}^* + A_0^R A_{1}^* \right)$ | $\sin 2\theta_K \sin 2\theta_l \cos \phi$ |
| 5 | $\sqrt{2} \text{Re} \left( A_1^L A_{-1}^* - A_0^R A_{1}^* \right)$ | $\sin 2\theta_K \sin \theta_l \cos \phi$ |
| 6s | $2\text{Re} \left( A_1^L A_{+1}^* - A_0^R A_{+1}^* \right)$ | $\sin^2 \theta_K \cos \theta_l$ |
| 7 | $\sqrt{2} \text{Im} \left( A_0^L A_{-1}^* - A_0^R A_{1}^* \right)$ | $\sin 2\theta_K \sin \theta_l \sin \phi$ |
| 8 | $\sqrt{\frac{3}{2}} \text{Im} \left( A_1^L A_{+1}^* + A_0^R A_{+1}^* \right)$ | $\sin 2\theta_K \sin 2\theta_l \sin \phi$ |
| 9 | $\text{Im} \left( A_1^L A_{+1}^* + A_0^R A_{+1}^* \right)$ | $\sin^2 \theta_K \sin^2 \theta_1 \sin 2\phi$ |
| 10 | $\frac{1}{3} \left[ |A_0^L|^2 + |A_0^R|^2 \right]$ | 1 |
| 11 | $\sqrt{\frac{3}{2}} \text{Re} \left( A_0^L A_{-1}^* + A_0^R A_{1}^* \right)$ | $\cos \theta_K$ |
| 12 | $-\frac{1}{3} \left[ |A_0^L|^2 + |A_0^R|^2 \right]$ | $\cos 2\theta_l$ |
| 13 | $-\sqrt{\frac{3}{2}} \text{Re} \left( A_0^L A_{-1}^* + A_0^R A_{0}^* \right)$ | $\cos \theta_K \cos 2\theta_l$ |
| 14 | $\sqrt{\frac{3}{2}} \text{Re} \left( A_0^L A_{+1}^* + A_0^R A_{+1}^* \right)$ | $\sin \theta_K \sin 2\theta_l \cos \phi$ |
| 15 | $\sqrt{\frac{3}{2}} \text{Re} \left( A_0^L A_{+1}^* - A_0^R A_{0}^* \right)$ | $\sin \theta_K \sin \theta_l \cos \phi$ |
| 16 | $\sqrt{\frac{3}{2}} \text{Im} \left( A_0^L A_{+1}^* - A_0^R A_{0}^* \right)$ | $\sin \theta_K \sin \theta_l \sin \phi$ |
| 17 | $\sqrt{\frac{3}{2}} \text{Im} \left( A_0^L A_{+1}^* + A_0^R A_{+1}^* \right)$ | $\sin \theta_K \sin 2\theta_l \sin \phi$ |

Table 1: Dependence of the angular observables $I_i(q^2)$ on the transversity amplitudes $A_{0,\parallel,\perp}^{L,R}$ and the corresponding angular terms $f_i(\cos \theta_l, \cos \theta_K, \phi)$. The angular observables $I_i(q^2)$ are given by complex conjugation of all weak phases $\mathcal{A} \rightarrow \bar{\mathcal{A}}$. 


In this work, we use the $q^2$-dependent amplitudes $A_{0,\parallel,\perp}^{L,R}$ that are given by

$$A_{\perp}^{L(R)} = \mathcal{N}\sqrt{2}\lambda \left\{ \left[ (C_{9}^{\text{eff}} + C_{9}^{\text{eff}}) + (C_{10}^{\text{eff}} + C_{10}^{\text{eff}}) \right] \frac{V(q^2)}{m_B + m_{K^*}} + \frac{2m_b}{q^2} (C_7^{\text{eff}} + C_7^{\text{eff}}) T_1(q^2) \right\}$$

$$A_{\parallel}^{L(R)} = -\mathcal{N}\sqrt{2}(m_B^2 - m_{K^*}^2) \left\{ \left[ (C_{9}^{\text{eff}} - C_{9}^{\text{eff}}) + (C_{10}^{\text{eff}} - C_{10}^{\text{eff}}) \right] \frac{A_1(q^2)}{m_B - m_{K^*}} + \frac{2m_b}{q^2} (C_7^{\text{eff}} - C_7^{\text{eff}}) T_2(q^2) \right\}$$

$$A_0^{L(R)} = -\frac{\mathcal{N}}{2m_{K^*}\sqrt{q^2}} \left\{ \left[ (C_{9}^{\text{eff}} - C_{9}^{\text{eff}}) + (C_{10}^{\text{eff}} - C_{10}^{\text{eff}}) \right] \times \left[ (m_B^2 - m_{K^*}^2 - q^2)(m_B + m_{K^*}) A_1(q^2) - \lambda \frac{A_2(q^2)}{m_B + m_{K^*}} \right] + 2m_b(C_7^{\text{eff}} - C_7^{\text{eff}})(m_B^2 + 3m_{K^*} - q^2) T_2(q^2) \right\}$$

$$A_t = \frac{\mathcal{N}}{\sqrt{q^2}} \lambda \left\{ 2(C_{10}^{\text{eff}} - C_{10}^{\text{eff}}) + \frac{q^2}{m_\mu}(C_P - C_P') \right\} A_0(q^2), \quad (3)$$

where $\mathcal{N}$ denotes a normalisation factor given by

$$\mathcal{N} = G_F \alpha_{em} |V_{tb}V_{ts}| \sqrt{\frac{q^2\sqrt{\lambda\beta_t}}{3 \cdot 1024\pi^3 m_B^3}},$$

and $\lambda$ is given by

$$\lambda = m_B^2 + m_{K^*}^2 + q^4 - 2 (m_B m_{K^*}^2 + m_{K^*}^2 q^2 + m_B^2 q^2). \quad [78]$$

The symbols $A_{0,1,2}(q^2)$, $V(q^2)$ and $T_{1,2,3}(q^2)$ denote the $q^2$-dependent hadronic form factors.

The form factors require non-perturbative calculations and are determined using light cone sum rules (LCSR) [11] [81] [82] or lattice calculations [12] [13]. This paper uses the full form factor approach with the results from Ref. [11] for the decay $B^0 \rightarrow K^{*0}\mu^+\mu^-$, determined from a combination from LCSR [11] and lattice calculations [12] [13]. We also include the correlations between the form factor parameters.

### 2.2 S-wave contribution

Besides contributions to the final state $B^0 \rightarrow K^+\pi^-\mu^+\mu^-$ from the decay of the vector-meson $K^{*0}$ (P-wave) the $K^+\pi^-$ system in the final state can also be in an S-wave configuration that can originate either from a non-resonant decay or from the decay of scalar resonances. This results in two additional complex amplitudes $A_{S0,St}^{L,R}$ that contribute to the decay and that affect the distributions in the decay angles and $q^2$. As
a result, the four-differential decay rate in Eq. [1] needs to be modified according to

\[
\frac{d^4\Gamma(B^0 \to K^-\pi^+\mu^+\mu^-)}{d\Omega dq^2} = (1 - F_S) \frac{d^4\Gamma(B^0 \to K^{*0}\mu^+\mu^-)}{d\Omega dq^2} |_{P\text{-wave}} \\
+ \frac{3}{16\pi} F_S \sin^2 \theta_1 + \frac{9}{32\pi} (I_{11}(q^2) + I_{13}(q^2) \cos 2\theta_1) \cos \theta_K \\
+ \frac{9}{32\pi} (I_{14}(q^2) \sin 2\theta_1 + I_{15}(q^2) \sin \theta_1) \sin \theta_K \cos \phi \\
+ \frac{9}{32\pi} (I_{16}(q^2) \sin \theta_1 + I_{17}(q^2) \sin 2\theta_1) \sin \theta_K \sin \phi, 
\]

(4)

where the \(I_{10-17}(q^2)\) are again given in Tab. [1] and the four-differential decay rate for the process \(B^0 \to K^+\pi^-\mu^+\mu^-\) is given by the replacements \(I_i(q^2) \to \tilde{I}_i(q^2)\). The fraction of S-wave is denoted by \(F_S\), which is defined as

\[
F_S = \frac{|A^S_L|^2 + |A^S_R|^2}{|A^S_L|^2 + |A^S_R|^2 + |A^P_L|^2 + |A^P_R|^2 + |A^T_L|^2 + |A^T_R|^2 + |A^B_L|^2 + |A^B_R|^2 + |A^C_L|^2 + |A^C_R|^2}.
\]

The S-wave amplitudes are given by

\[
A^{L(R)}_{S0} = N_0 \sqrt{\frac{\lambda_{K^0}}{q^2}} \left\{ \left( (C_0 - C'_0) \mp (C_{10} - C'_{10}) \right) f_+(q^2) + (C_7 - C'_7) 2m_b \frac{f_T(q^2)}{m_B + m_{K^0}} \right\} \\
A_{SL} = N_0 \frac{1}{\sqrt{q^2}} 2(C_{10} - C'_{10})(m_B^2 - m_{K^0}^2) f_0(q^2),
\]

(5)

where \(N_0\) denotes a normalisation factor given by

\[
N_0 = G_F \alpha_{em} |V_{ib}V_{is}| \sqrt{\frac{q^2 \sqrt{\lambda_{K^0}} \beta_l}{3 \cdot 1024\pi^3 m_B^3}},
\]

and \(\lambda_{K^0}\) is given by \(\lambda_{K^0} = m_B^4 + m_{K^0}^4 + q^4 - 2 \left( m_B^2 m_{K^0}^2 + m_{K^0}^2 q^2 + m_B^2 q^2 \right)\). The symbols \(f_+(q^2)\), \(f_T(q^2)\) and \(f_0(q^2)\) denote the \(q^2\)-dependent hadronic form factors. In the large energy limit they reduce to a single soft form factor \(\xi_\parallel(q^2) = f_+(q^2) = m_B f_T(q^2)/(m_B + m_{K^0}) = m_B f_0(q^2)/(2E)\). Following Ref. [84] we use the soft form factor approach with \(\xi_\parallel(q^2) = 0.22 \pm 0.03\) for the S-wave contribution.

### 2.3 \(m_{K\pi}\) distribution

To statistically separate the contributions of the S-wave from the P-wave, the mass of the \(K^+\pi^-\) system is extremely valuable. The \(K^+\pi^-\) mass is included following Refs. [83][84]. The different amplitudes are affected as follows:

\[
A^{L,R}_{0,\parallel,\perp}(q^2, m_{K\pi}^2) = A^{L,R}_{0,\parallel,\perp}(q^2) \times \mathcal{B} \mathcal{W}_{K^*}(m_{K\pi}^2) \\
A^{L,R}_{S0,SL}(q^2, m_{K\pi}^2) = A^{L,R}_{S0,SL}(q^2) \times \mathcal{B} \mathcal{W}_{K^0}(m_{K\pi}^2),
\]

(6)
Figure 1: (Blue) $|\mathcal{BW}_{K^*}(m_{K^*}^2)|^2$, (teal) $|\mathcal{BW}_{K^0}(m_{K^*}^2)|^2$ and (magenta) the interference term $\text{Re}(\mathcal{BW}_{K^*}^\dagger(m_{K^*}^2)\mathcal{BW}_{K^0}(m_{K^*}^2))$ when varying $g_\kappa$ and the relative phase between P-wave and S-wave as discussed in the text.

where the $m_{K^*}$ dependent terms are given by

$$
\mathcal{BW}_{K^*}(m_{K^*}^2) = \sqrt{m_{K^*} \Gamma_{K^*}/\pi} \frac{m_{K^*} - m_{K^*}^2 - im_{K^*} \Gamma_{K^*}}{m_{K^*}^2 - m_{K^*}^2} - m_{K^*}^2 + \frac{1}{(m_{K^*}^0 - i \Gamma_{K^0}/2)^2 - m_{K^*}^2},
$$

and the normalisation factor $N_m$ is determined by the normalisation condition $\int_0^\infty |\mathcal{BW}_{K^0}(m_{K^*}^2)|^2 dm_{K^*}^2 = 1$. The symbol $K^0$ refers to the $K^0(1430)$ with mass $m_{K^0} = (1425 \pm 50)$ MeV/$c^2$ and width $\Gamma_{K^0} = (270 \pm 80)$ MeV/$c^2$. The symbol $\kappa$ refers to the $K^0_\kappa(800)$ state with $m_\kappa = (658 \pm 13)$ MeV/$c^2$ and $\Gamma_\kappa = (557 \pm 24)$ MeV/$c^2$ [85]. For simplicity, the masses and widths of the $K^0_\kappa$ and $\kappa$ will be fixed to their central values in the following. The complex coefficient $g_\kappa$ determines the relative magnitude and phase of the two contributions. We allow this parameter to vary in the range $0 < |g_\kappa| < 2$, following Ref. [83], and $0 < \arg(g_\kappa) < 2\pi$. Figure 1 gives the resulting $m_{K^*}$ distribution of the P-wave and S-wave contributions in the SM, as well as their interference depending on the parameter $g_\kappa$. Good separation between the P-wave and S-wave component is observed.

The five differential decay rate $d^4\Gamma(B^0 \rightarrow K^+\pi^-\mu^+\mu^-)/d\cos\theta_1 d\cos\theta_K d\phi dq^2 dm_{K^*}^2$ including both the P-wave and the S-wave contributions is given by Eq. 4 when including the $m_{K^*}$ dependence for the decay amplitudes $A_{0,0,0,0}^{4L,R}$ and $A_{50,50}^{4L,R}$ as detailed in Eq. 6. For illustration, projections of the differential branching fraction on $q^2$, the decay angles, and $m_{K^*}^2$ are given in Fig. 2 for low $q^2$ and in Fig. 3 for high $q^2$. 

Figure 1: (Blue) $|\mathcal{BW}_{K^*}(m_{K^*}^2)|^2$, (teal) $|\mathcal{BW}_{K^0}(m_{K^*}^2)|^2$ and (magenta) the interference term $\text{Re}(\mathcal{BW}_{K^*}^\dagger(m_{K^*}^2)\mathcal{BW}_{K^0}(m_{K^*}^2))$ when varying $g_\kappa$ and the relative phase between P-wave and S-wave as discussed in the text.
Figure 2: Differential $B^0 \rightarrow K^{*0} \mu^+ \mu^-$ branching fraction depending on $q^2$, the three decay angles $\cos \theta_l$, $\cos \theta_K$ and $\phi$ and $m_{K\pi}^2$ in the $q^2$ range $0.1 < q^2 < 8.0 \text{ GeV}^2/c^4$. The blue solid line denotes the full P+S-wave prediction, the blue dashed line the P-wave component, the teal dotted line the S-wave component and the magenta dash-dotted line the P-wave/S-wave interference. Both the S-wave component and the interference are scaled by a factor 10 to improve readability.
Figure 3: Differential $B^0 \to K^{*0} \mu^+ \mu^-$ branching fraction depending on $q^2$, the three decay angles $\cos \theta_l$, $\cos \theta_K$ and $\phi$ and $m_{K\pi}^2$ in the $q^2$ range $15.0 < q^2 < 19.0 \text{GeV}^2/c^4$. The blue solid line denotes the full P+S-wave prediction, the blue dashed line the P-wave component, the teal dotted line the S-wave component and the magenta dash-dotted line the P-wave/S-wave interference. Both the S-wave component as well as the interference are scaled by a factor 10 to improve readability. The $q^2$ distribution is only given for illustration, since the prediction relies on integration over a large $q^2$ range and does not predict any of the present and seen charmonium structures in this $q^2$ region.
3 Direct determination of Wilson coefficients

3.1 Detailed description of the method

An unbinned maximum likelihood fit is performed to determine the Wilson coefficients, using as input the three decay angles, \( q^2 \), \( m_{K\pi} \) and the reconstructed \( B^0 \) mass, as well as the \( B^0 \) decay flavour determined by the kaon charge. As probability density function (PDF) for the signal decay \( B^0 \to K^+\pi^-\mu^+\mu^- \), Eq. 4 is used after including the \( m_{K\pi} \) dependence according to Eq. 6. The normalised signal PDF in the low \( q^2 \) region

\[ 0.1 < q^2 < 8.0 \text{ GeV}^2/c^4 \]

is then given by

\[
S(\bar{\Omega}, q^2, m_{K\pi}^2 | C_{7,9,10}, \bar{\lambda}) = \frac{d\Gamma(\bar{B}^0 \to K^+\pi^-\mu^+\mu^-)}{d\Omega dq^2 dm_{K\pi}^2} \frac{d\Omega dq^2 dm_{K\pi}^2}{d\Omega dq^2 dm_{K\pi}^2} \frac{\sum_i I_i(q^2, m_{K\pi}^2) f_i(\bar{\Omega})}{\sum_i \int I_i(q^2, m_{K\pi}^2) dq^2 dm_{K\pi}^2} \times \int f_i(\bar{\Omega}) d\bar{\Omega},
\]

where \( \bar{\lambda} \) denotes the nuisance parameters, including the form factor parameters and parameters describing subleading corrections, as well as quark masses, CKM parameters and S-wave parameters that will be discussed in detail in Sec. 3.2. Where constraints from theory on the nuisance parameters are available, they are included in the fit using Gaussian constraints. The signal PDF is implemented using the EOS \[24, 71, 72\] and SuperIso \[73–75\] software packages that are extended to include the S-wave contribution.

Since the operator product expansion at low recoil relies on quark hadron duality it is only valid when integrating over a large \( q^2 \) range. For the high \( q^2 \) region \( 15 < q^2 < 19 \text{ GeV}^2/c^4 \) we therefore use the \( q^2 \)-binned prediction in the fit.

The low and high \( q^2 \) regions are fitted simultaneously using an extended unbinned maximum likelihood fit. The signal yields at low and high \( q^2 \) can be used to constrain the branching fraction of the decay, however in this paper we concentrate on the differential distribution and do not relate the determined yields to the total branching fraction. We use the Minuit minimiser to determine the Wilson coefficients and the nuisance parameters. The Hesse algorithm is used for the determination of the covariance matrix.

3.2 Theory nuisance parameters

The theory nuisance parameters are summarised in Tab. 2. The central values for the CKM parameters used in the generation of the pseudoexperiments are taken from Ref. [86]. In the fit we allow their variation inside \( \pm 3\sigma \) with \( \sigma \) denoting their uncertainty. Their uncertainties are furthermore included as Gaussian constraints in the fit.

The mass parameters \( m_c \) and \( m_b \) are also allowed to vary \( \pm 3\sigma \) around their central values [87]. The uncertainties are also included as Gaussian constraints in the fit. For simplicity the top mass \( m_t \) and the scale \( \mu = 4.2\text{ GeV} \) are fixed.

For the form factor parameters we use the results from the combined fit to lattice and LCSR calculations from Refs. [11,13]. The central values of the form factor parameters
are given in Tab. 2. For the uncertainties we use the full covariance matrix reported in Ref. [11] and include it in the fit using a multivariate Gaussian constraint.

For the S-wave contribution the soft form factor \( \xi_\parallel(q^2) = 0.22 \pm 0.03 \) from Ref. [84] is used. In the fit we apply a scale factor \( S(\xi_\parallel) \) to the central value and include the relative uncertainty as Gaussian constraint. Further nuisances concerning the S-wave contribution are the fraction and relative phase of the \( \kappa \) which are allowed to float as discussed in Sec. 2.3. Finally, the S-wave contribution is allowed an overall relative phase \( \delta_S \) with respect to the P-wave that is unconstrained in the fit.

With respect to the non-factorisable subleading \( \Lambda_{QCD}/m_b \) corrections at low \( q^2 \) we follow Refs. [14, 26] and include them as multiplicative factors \( (1 + a_i + b_i(q^2/6 \text{ GeV}^2)) \) with \( i = 0, \parallel, \perp \) and \( a_i, b_i \in \mathbb{C} \) to the corresponding hadronic terms. At high \( q^2 \) we multiply the full transversity amplitudes with the factor \( (1 + c_i) \) with \( c_i \in \mathbb{C} \). For the subleading corrections we use Gaussian constraints of \( \pm 0.1 \) around zero for the real and imaginary parts of \( a_i \) and \( c_i \). The real and imaginary parts of \( b_i \) use Gaussian constraints of \( \pm 0.25 \) around zero. We note that the size of these Gaussian constraints are currently assumptions. Larger values of the (non-factorisable) power corrections cannot be ruled out at present, however a new approach using analyticity properties of the physical amplitudes may allow for real estimates of such contributions [88]. Such a parameterisation of the power corrections based on analyticity methods can also be implemented in the direct fit approach, which should be explored in future work.

3.3 Mass distributions and backgrounds

For a realistic description of backgrounds, we use \( f_{\text{sig}} = N_{\text{sig}}/(N_{\text{sig}} + N_{\text{bkg}}) = 0.6 \), corresponding to the signal fraction found by LHCb integrated over the full \( q^2 \) region \([0.1, 8.0] \text{ GeV}^2/c^4 \cup [15.0, 19.0] \text{ GeV}^2/c^4 \). Both signal and background yields are allowed to vary and are determined in the fit. To separate the signal from the background contribution, which is predominantly combinatorial in nature, the reconstructed \( B^0 \) mass is used:

\[
P(\Omega, q^2, m^2_{K\pi}, m_{K\pi\mu\mu}) = f_{\text{sig}} \times S(m_{K\pi\mu\mu}) \times S(\Omega, q^2, m^2_{K\pi}) \\
+ (1 - f_{\text{sig}}) \times B(m_{K\pi\mu\mu}) \times B(m^2_{K\pi}) \times B(\Omega) \times B(q^2).
\]

(9)

The \( m_{K\pi\mu\mu} \) distribution of the signal is modeled using a double Crystal Ball shape, as published in Ref. [7]. The signal mass parameters are fixed in the fit, as is also the case in Ref. [7]. The combinatorial background is modeled using an Exponential function, the slope is allowed to vary in the fit. The angular and \( m^2_{K\pi} \) and \( q^2 \) distributions of the background are generated flat in our pseudoexperiments. In the fit the distributions are modeled using first order polynomials. For simplicity, the background distributions are assumed to factorise. It should be noted that instead of parameterising the background contribution, it is also possible to statistically subtract it using the sPlot technique [89].
| Parameter | Value |
|-----------|-------|
| CKM parameters | |
| $A$ | $0.807 \pm 0.02$ |
| $\lambda$ | $0.22535 \pm 0.00065$ |
| $\bar{\rho}$ | $0.128 \pm 0.055$ |
| $\bar{\eta}$ | $0.375 \pm 0.060$ |
| Quark masses and scales | |
| $m_c$ | $(1.275 \pm 0.025) \text{ GeV}$ |
| $m_b$ | $(4.18 \pm 0.03) \text{ GeV}$ |
| $m_t$ | $173.3 \text{ GeV}$ |
| $\mu$ | $4.2 \text{ GeV}$ |
| Subleading corrections | |
| $\Re(a_{0,||,\perp})$ | $0 \pm 0.1$ |
| $\Im(a_{0,||,\perp})$ | $0 \pm 0.1$ |
| $\Re(b_{0,||,\perp})$ | $0 \pm 0.25$ |
| $\Im(b_{0,||,\perp})$ | $0 \pm 0.25$ |
| $\Re(c_{0,||,\perp})$ | $0 \pm 0.1$ |
| $\Im(c_{0,||,\perp})$ | $0 \pm 0.1$ |
| S-wave parameters | |
| $\xi_{||}$ | $0.22 \pm 0.03$ |
| $\delta_S$ | $\pi$ (∈ $[0, +2\pi]$) |
| $|g_\kappa|$ | $0.1$ (∈ $[0, 0.2]$) |
| $\arg(g_\kappa)$ | $\pi/2$ (∈ $[0, +2\pi]$) |

| Parameter | Value |
|-----------|-------|
| Form factor parameters | |
| $\alpha_{A0}^A$ | $0.37 \pm 0.03$ |
| $\alpha_{A0}^A$ | $-1.37 \pm 0.26$ |
| $\alpha_{A0}^A$ | $0.13 \pm 1.63$ |
| $\alpha_{A1}^A$ | $0.30 \pm 0.03$ |
| $\alpha_{A1}^A$ | $0.39 \pm 0.19$ |
| $\alpha_{A2}^A$ | $1.19 \pm 1.03$ |
| $\alpha_{A12}^A$ | $0.53 \pm 0.13$ |
| $\alpha_{A12}^A$ | $0.48 \pm 0.66$ |
| $\alpha_{V0}$ | $0.38 \pm 0.03$ |
| $\alpha_{V1}$ | $-1.17 \pm 0.26$ |
| $\alpha_{V2}$ | $2.42 \pm 1.53$ |
| $\alpha_{T0}$ | $0.31 \pm 0.03$ |
| $\alpha_{T1}$ | $-1.01 \pm 0.19$ |
| $\alpha_{T2}$ | $1.53 \pm 1.64$ |
| $\alpha_{T3}$ | $0.50 \pm 0.17$ |
| $\alpha_{T_{01}}$ | $1.61 \pm 0.80$ |
| $\alpha_{T_{02}}$ | $0.67 \pm 0.06$ |
| $\alpha_{T_{12}}$ | $1.32 \pm 0.22$ |
| $\alpha_{T_{23}}$ | $3.82 \pm 2.20$ |

Table 2: Nuisance parameters from theory used in the pseudoexperiments. The given uncertainties indicate the Gaussian constraints used in the fit. The form factor parameters are constrained in the fit using the full covariance matrix reported in Ref. [1].
3.4 Detector effects

The reconstruction and selection of the signal decay $B^0 \to K^{*0} \mu^+ \mu^-$ leads to a distortion of the angular distribution, as well as $q^2$ and potentially also $m_{K\pi}$. This acceptance effect can be accounted for in the signal PDF using the efficiency $\epsilon(\vec{\Omega}, q^2, m_{K\pi}^2)$, resulting in

$$S(\vec{\Omega}, q^2, m_{K\pi}^2 | C_{7,9,10}, \vec{\lambda}) = \frac{\epsilon(\vec{\Omega}, q^2, m_{K\pi}^2) \sum_i I_i(q^2, m_{K\pi}^2) f_i(\vec{\Omega})}{\sum_i \int \epsilon(\vec{\Omega}, q^2, m_{K\pi}^2) I_i(q^2, m_{K\pi}^2) f_i(\vec{\Omega}) dq^2 dm_{K\pi}^2}$$

where the angular integration results in the $q^2$ and $m_{K\pi}$ dependent terms $\xi_i(q^2, m_{K\pi}^2)$. The efficiency $\epsilon(\vec{\Omega}, q^2, m_{K\pi}^2)$ can be parameterised using the Legendre polynomial technique used in Ref. [7], the multiplicative factor in the numerator can be neglected in the minimisation of the negative logarithmic likelihood. For simplicity, all pseudoexperiments in this paper are performed with flat acceptance.

It should be noted that, in principle, the probability density function given in Eq. 8 needs to be convoluted with the detector resolution in the decay angles, as well as $q^2$ and $m_{K\pi}$. The variation of the probability density function with the decay angles is very slow compared to the angular resolution, and angular resolution effects are thus neglected. The natural width of the $K^{*0}$ is large compared to the experimental resolution and therefore the resolution in $m_{K\pi}$ is neglected as well. To study the effect of the resolution in $q^2$ we perform pseudoexperiments in which we smear the generated $q^2$-value with the dimuon mass resolution at LHCb published in Ref. [20]. The pseudoexperiments are then fitted neglecting the $q^2$-resolution. We find no significant change in sensitivity or bias in the observables and thus neglect the resolution in $q^2$ in the following.

4 Validation and performance determination

4.1 Pseudoexperiments

To validate the proposed method and to evaluate its sensitivity to the Wilson coefficients and nuisance parameters we perform pseudoexperiments. To this end, ensembles of 500 simulated samples are generated using an accept/reject method and then fitted. For the validation of the method, the pull distributions are of central importance. For a parameter $x$, the pull of pseudoexperiment $i$ is calculated according to $p_i = (x_{i}^{\text{fit}} - x_{i}^{\text{gen}})/\sigma_i(x)^{\text{fit}}$. The pull distributions are expected to be compatible with Gaussians centered around zero with a width of one if the fit is unbiased and the uncertainties are evaluated correctly. The sensitivity of the method for a certain observable is taken from the width of the distribution of fit values, it corresponds to the expected fit uncertainty on the parameter.

Each simulated sample contains 9.6 signal candidates which is four times the size of the Run 1 data sample. This choice corresponds to the expected signal yield at LHCb after Run 2. The background is modeled as described in Sec. [3,3] the signal fraction
integrated over $q^2$ and in the $5170 < m_{K\pi\mu\mu} < 5700 \text{MeV}/c^2$ mass range is given by $f_{\text{sig}} = 0.6$. The SM values of the Wilson coefficients are used in the generation of the pseudoexperiments. An overview of the nuisance parameters from theory used in the generation is given in Tab. 2. While the central values for the nuisance parameters are used in the generation, in the subsequent fit these parameters are allowed to float.

### 4.2 Fits of a single pseudoexperiment

Results for the fit of a single pseudoexperiment, determining the Wilson coefficients $\text{Re}(C_7)$ and $\text{Re}(C_9)$ while fixing $\text{Re}(C_{10})$, are given in Tab. 4 in App. A. Projections of the fitted PDF on $q^2$, the decay angles and $m_{K\pi}$ are given in Figs. 4 and 5. Good agreement between simulated events and the PDF projections is observed. In Fig. 6a we show the confidence regions for the two Wilson coefficients resulting from the profile likelihood. The solid, dashed and dotted lines correspond to the 68.3%, 90% and 95% confidence regions, respectively. The SM values for the Wilson coefficients used in the generation are indicated by the dash-dotted grey lines. They lie within the the 1 $\sigma$ confidence region. Furthermore, we perform a fit of $\text{Re}(C_9)$ and $\text{Re}(C_{10})$ while fixing $\text{Re}(C_7)$. The results are given in Tab. 4 and the fit projections are shown in Figs. 7 and 8 in App. B. The confidence regions for the Wilson coefficients are shown in Fig. 6b. In summary, a good behaviour of the direct fit method is observed for a single pseudoexperiment. To get a quantitative estimate of the performance of the method and to validate it, it is however necessary to study the full ensemble of pseudoexperiments, as detailed in Sec. 4.3 below.

### 4.3 Sensitivity on Wilson coefficients and nuisance parameters

To validate the direct fit method and estimate its performance the pseudoexperiments are fit using several different configurations for the Wilson coefficients. First, fits of single Wilson coefficients are performed, while all other Wilson coefficients are fixed to their SM values. Detailed results for fits of $\text{Re}(C_7)$, $\text{Re}(C_9)$ and $\text{Re}(C_{10})$ are given in Tab. 5-7 in App. C, where background parameters are omitted for brevity. The first column of the tables gives the sensitivity to the parameters, determined from the width of the distribution of fitted parameter values. The uncertainty on the given sensitivity is the statistical error due to the limited number of pseudoexperiments. Furthermore, the mean values and widths of the pull distributions are given for every parameter. The physics parameters have pull distributions that are centered around zero with a width of one. The direct fit method is thus unbiased and the parameter uncertainties are correctly estimated. The nuisance parameters are also determined without bias and with correct uncertainties, with the exceptions of the two S-wave parameters $|g_\kappa|$ and $\text{arg}(g_\kappa)$. These parameters show non-Gaussian behaviour due to the small size of the S-wave contribution, however this does not negatively affect the other parameters. The sensitivities to the Wilson coefficients are, as summarised in Tab. 3a: $\sigma_{\text{Re}(C_7)} = 0.0139 \pm 0.0004$, $\sigma_{\text{Re}(C_9)} = 0.1534 \pm 0.0049$ and $\sigma_{\text{Re}(C_{10})} = 0.1833 \pm 0.0058$.

Furthermore, it is instructive to see how well the direct method performs when separating contributions from different Wilson coefficients. We therefore perform studies
Figure 4: Results from the fit of a single pseudoexperiment varying the Wilson coefficients \(\text{Re}(C_7)\) and \(\text{Re}(C_9)\). Simulated events are overlaid with projections of the fitted PDF on \(q^2\), the three decay angles \(\cos\theta_l\), \(\cos\theta_K\) and \(\phi\) and \(m_{K\pi}^2\) in the \(q^2\) range \(0.1 < q^2 < 8.0 \text{ GeV}^2/c^4\). The simulated events and projections are shown for the signal region \(\pm50 \text{ MeV}/c^2\) around the \(B^0\) mass to enhance the signal fraction. The black solid line denotes the full PDF, the blue solid line the signal component. The blue dashed line gives the P-wave and the teal dotted line the S-wave part. The magenta dash-dotted line finally gives the P-wave/S-wave interference and the red line the background contribution.
Figure 5: Results from the fit of a single pseudoexperiment varying the Wilson coefficients $\text{Re}(C_7)$ and $\text{Re}(C_9)$. Simulated events are overlaid with projections of the fitted PDF on $q^2$, the three decay angles $\cos \theta_l$, $\cos \theta_K$ and $\phi$ and $m_{K\pi}^2$ in the $q^2$ range $15.0 < q^2 < 19.0$ GeV$^2$/c$^4$. The simulated events and projections are shown for the signal region $\pm 50$ MeV/c$^2$ around the $B^0$ mass to enhance the signal fraction. The black solid line denotes the full PDF, the blue solid line the signal component. The blue dashed line gives the P-wave and the teal dotted line the S-wave part. The magenta dash-dotted line finally gives the P-wave/S-wave interference and the red line the background contribution. We note again that the $q^2$ distribution in the high $q^2$ region is only shown for illustration, as it is not used in the direct fit method.
Figure 6: Confidence regions for (a) Re($C_7$) and Re($C_9$) and (b) Re($C_9$) and Re($C_{10}$) for a single pseudoexperiment. The results from the direct fit method are given by the blue contours, the results from the determination using $q^2$-binned angular observables are given by the green contours. The contours correspond to confidence levels of 68.3%, 90% and 95% for the solid, dashed and dotted lines, respectively. The SM values for the Wilson coefficients used in the generation are indicated by the grey dash-dotted lines.
in which we vary two Wilson coefficients simultaneously. First, we vary both \( \text{Re}(C_7) \) and \( \text{Re}(C_9) \), while keeping \( \text{Re}(C_{10}) \) fixed. The results are given in Tab. 8 in App. C. The simultaneous fit has a sensitivity of \( \sigma_{\text{Re}(C_7)} = 0.0193 \pm 0.0006 \) and \( \sigma_{\text{Re}(C_{10})} = 0.2130 \pm 0.0068 \). In a second study we allow both \( \text{Re}(C_9) \) and \( \text{Re}(C_{10}) \) to vary, while fixing \( \text{Re}(C_7) \). Tab. 9 gives expected uncertainties of \( \sigma_{\text{Re}(C_9)} = 0.1715 \pm 0.0054 \) and \( \sigma_{\text{Re}(C_{10})} = 0.2054 \pm 0.0065 \) in this case. In both cases, the pull distributions show that the fit is unbiased and the uncertainties are correctly estimated.

Besides the Wilson coefficients, it is interesting to also study the expected sensitivities of the fit to the nuisance parameters. Theoretical constraints on theory nuisance parameters are included in the fit using Gaussian constraints as discussed in Sec. 3.2 and detailed in Tab. 2. If the expected uncertainty from the fit is significantly smaller than the Gaussian constraint this shows that the data is able to further constrain these parameters. This is particularly visible for the form factor parameters. Their uncertainties are significantly reduced through the \( q^2 \)-unbinned fit to the data. For the subleading corrections we observe a reduction in uncertainty at high \( q^2 \) compared to the Gaussian constraints. We however do not observe a significant reduction of uncertainty at low \( q^2 \), which is due to the fact that the parameterisation of the subleading corrections affects only a part of the decay amplitudes as discussed in Sec. 3.2.

4.4 Comparison with the \( q^2 \)-binned method

To compare the performance of the direct fit with the conventional \( q^2 \)-binned approach the same 500 pseudoexperiments are split into bins of \( q^2 \) and maximum likelihood fits similar to Ref. [7] are performed to determine the angular observables in bins of \( q^2 \). For the binned angular observables the \( P_i \) basis is used, consisting of \( F_1 \), \( P_{1,2,3} \) and \( P_{4,5,6,8}' \). The \( S_i \) basis consisting of \( F_1 \), \( A_{FB} \) and \( S_{3,4,5,7,8,9} \) gives consistent results. The \( q^2 \) binning is analogous to the binning used for the likelihood fit in Ref. [7]. To constrain the S-wave contribution, the \( m_{K\pi} \) distribution is used in the angular fit.

After the angular observables and their correlations are determined in bins of \( q^2 \), a \( \chi^2 \)-minimisation is performed, using the binned angular observables and their correlations as input. The EOS software package is used to provide the binned predictions from theory. We perform fits of the pseudoexperiment studied using the direct fit method in Sec. 4.2 determining pairs of Wilson coefficients. The resulting confidence regions are given by the green contours in Fig. 6 indicating that the direct fit method allows a more precise determination of the Wilson coefficients than the \( q^2 \)-binned approach.

Subsequently, we study the full ensemble of pseudoexperiments and perform fits of the single Wilson coefficients \( \text{Re}(C_7) \), \( \text{Re}(C_9) \) and \( \text{Re}(C_{10}) \), while all other coefficients are fixed to their SM values. Detailed results are given in Tab. 5-7 in App. C. The \( q^2 \)-binned fit is shown to be unbiased and the parameter uncertainties are determined correctly. The sensitivities of the binned fit of single Wilson coefficients to \( \text{Re}(C_7) \), \( \text{Re}(C_9) \) and \( \text{Re}(C_{10}) \) are found to be \( \sigma_{\text{Re}(C_7)} = 0.0159 \pm 0.0005 \), \( \sigma_{\text{Re}(C_9)} = 0.1610 \pm 0.0051 \) and \( \sigma_{\text{Re}(C_{10})} = 0.2278 \pm 0.0072 \), as summarised in Tab. 8b. The expected uncertainties from the \( q^2 \)-binned approach are therefore significantly larger than from the proposed direct fit method.
Table 3: Summary of the sensitivity to the Wilson coefficients (absolute and relative to the SM value of the Wilson coefficient) as well as the means and widths of the pull distributions for (a) the direct fit method and (b) the conventional $q^2$-binned approach.

(a)

| Wilson Coefficients | Single Wilson coefficients | Pairs of Wilson coefficients |
|----------------------|----------------------------|----------------------------|
| Re($C_7$)            | 0.0139 ± 0.0004            | 0.0193 ± 0.0006            |
| Re($C_9$)            | 0.1534 ± 0.0049            | 0.2130 ± 0.0068            |
| Re($C_{10}$)         | 0.1833 ± 0.0058            | 0.1715 ± 0.0054            |

(b)

| Wilson Coefficients | Single Wilson coefficients | Pairs of Wilson coefficients |
|----------------------|----------------------------|----------------------------|
| Re($C_7$)            | 0.0159 ± 0.0005            | 0.0252 ± 0.0008            |
| Re($C_9$)            | 0.1610 ± 0.0051            | 0.1695 ± 0.0059            |
| Re($C_{10}$)         | 0.2278 ± 0.0072            | 0.2278 ± 0.0072            |
We furthermore perform simultaneous fits of two Wilson coefficients using the $q^2$-binned approach. The results of a simultaneous fit of $\text{Re}(\mathcal{C}_7)$ and $\text{Re}(\mathcal{C}_9)$ are given in Tab. 8 in App. C. The sensitivities found for the simultaneous fit of the Wilson coefficients are $\sigma_{\text{Re}(\mathcal{C}_7)} = 0.0252 \pm 0.0008$ and $\sigma_{\text{Re}(\mathcal{C}_9)} = 0.2555 \pm 0.0081$. Results for the simultaneous fit of $\text{Re}(\mathcal{C}_7)$ and $\text{Re}(\mathcal{C}_9)$ are given in Tab. 9. The expected uncertainties for the Wilson coefficients in this case are $\sigma_{\text{Re}(\mathcal{C}_9)} = 0.1869 \pm 0.0059$ and $\sigma_{\text{Re}(\mathcal{C}_{10})} = 0.2663 \pm 0.0085$. As for the $q^2$-unbinned approach, the binned fit method is unbiased and the uncertainties are correctly estimated. However, the uncertainties are significantly larger than the uncertainties achievable using the proposed direct fit method detailed in Sec. 4.3.

The binned method also allows to constrain nuisance parameters. Comparing the expected uncertainties of the form factor parameters with the Gaussian constraints listed in Tab. 2 shows a reduction of the uncertainties. However, the binned approach is less powerful in reducing the uncertainties than the direct fit of Wilson coefficients.

## 5 Conclusions

We present a method to determine the Wilson coefficients directly from a $q^2$-unbinned fit of $B^0 \to K^{*0} \mu^+ \mu^-$ decays. This direct fit method uses all available experimental data on the decay, namely $q^2$, the decay angles, the $B^0$ decay flavour, and $m_{K\pi}$ in a more efficient way than the conventional $q^2$-binned approach. The method is validated and shown to be unbiased and to correctly determine the parameter uncertainties. In comparison with the conventional $q^2$-binned method the direct fit method gives increased sensitivity to the physics parameters of interest, the Wilson coefficients. The $q^2$-unbinned direct fit method is particularly useful for the simultaneous determination of pairs of Wilson coefficients where the different $q^2$ dependencies of the contributions can be exploited. The statistical uncertainties for the determination of pairs of Wilson coefficients in the direct fit approach are reduced by $8\% - 23\%$ compared to the $q^2$-binned method, corresponding to an increase in signal yield of around $20\% - 70\%$. In addition, theory nuisance parameters can be better constrained through the more efficient use of the data. An example are the form factor parameters that can be further constrained in the direct fit. We note that the parameterisation of non-factorisable contributions (including leading and power corrections) based on analyticity properties which was very recently proposed in Ref. [88] is possible within the direct fit approach and should be explored in future work. Furthermore, the direct fit method can also be applied to other $b \to s \ell \ell$ decays like $B^0_s \to \phi \mu^+ \mu^-$. In light of the advantages of the direct fit method we would encourage its use in future analyses of the decay $B^0 \to K^{*0} \mu^+ \mu^-$ at LHCb and Belle II. Publishing background subtracted and efficiency corrected data samples should also be discussed. A drawback of the direct fit method is that it depends on the calculation and assumptions for nuisance parameters used in the fit. It is thus crucial to continue to also determine and publish the $q^2$-binned observables that are independent of theory considerations.
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## A Fit results for a single pseudoexperiment

| Parameter | Result | Pull [σ] |
|-----------|--------|----------|
| Re(C_{5}) | −0.345 ± 0.019 | −0.4 |
| Re(C_{9}) | 4.55 ± 0.22 | 1.3 |

### CKM parameters

| Parameter | Result | Pull [σ] |
|-----------|--------|----------|
| A_{CKM}  | 0.824 ± 0.020 | 0.8 |
| λ_{CKM}  | 0.22013 ± 0.00064 | 1.2 |
| β_{CKM}  | 0.073 ± 0.053 | −1.0 |
| γ_{CKM}  | 0.309 ± 0.059 | −0.1 |

| Quark masses | |
|-------------|--------|
| m_u | 1.282 ± 0.024 | 0.3 |
| m_d | 4.185 ± 0.029 | 0.2 |

### Form factor parameters

| α_{0}^{u} | 0.389 ± 0.018 | 1.1 |
| α_{1}^{u} | 0.14 ± 0.02 | 0.1 |
| α_{2}^{u} | 0.6 ± 0.4 | 0.7 |
| α_{3}^{u} | 0.057 ± 0.16 | 1.2 |
| α_{4}^{u} | 1.07 ± 0.95 | 0.6 |
| α_{5}^{u} | 1.25 ± 0.10 | 0.9 |
| α_{6}^{u} | 1.1 ± 1.3 | −1.0 |
| α_{7}^{u} | 0.334 ± 0.019 | 1.1 |
| α_{8}^{u} | 0.77 ± 0.15 | 1.5 |
| α_{9}^{u} | 0.9 ± 0.5 | −0.4 |
| α_{10}^{u} | 0.67 ± 0.14 | 1.2 |
| α_{11}^{u} | 2.06 ± 0.78 | 0.6 |
| α_{12}^{u} | 0.737 ± 0.056 | 1.2 |
| α_{13}^{u} | 1.25 ± 0.21 | −0.3 |
| α_{14}^{u} | 1.9 ± 2.1 | −0.9 |

### Subleading corrections

| Re(a_{1}^{u}) | 0.088 ± 0.100 | −0.1 |
| Im(a_{1}^{u}) | −0.095 ± 0.100 | −1.0 |
| Re(b_{1}^{u}) | −0.16 ± 0.24 | −0.7 |
| Im(b_{1}^{u}) | 0.32 ± 0.24 | 1.3 |
| Re(c_{1}^{u}) | −0.088 ± 0.007 | −0.9 |
| Im(c_{1}^{u}) | −0.085 ± 0.097 | −0.9 |
| Re(d_{1}^{u}) | −0.05 ± 0.24 | −0.2 |
| Im(d_{1}^{u}) | 0.17 ± 0.24 | 0.7 |
| Re(e_{1}^{u}) | 0.039 ± 0.097 | 0.4 |
| Im(e_{1}^{u}) | −0.096 ± 0.095 | −1.0 |
| Re(f_{1}^{u}) | 0.08 ± 0.24 | 0.3 |
| Im(f_{1}^{u}) | −0.35 ± 0.24 | −1.5 |
| Re(g_{1}^{u}) | 0.007 ± 0.059 | 0.1 |
| Im(g_{1}^{u}) | 0.046 ± 0.059 | 0.8 |
| Re(h_{1}^{u}) | 0.073 ± 0.072 | 1.0 |
| Im(h_{1}^{u}) | −0.026 ± 0.009 | −0.4 |
| Re(i_{1}^{u}) | 0.077 ± 0.061 | 1.3 |
| Im(i_{1}^{u}) | 0.049 ± 0.061 | 0.7 |

### S-wave parameters

| N(δ_{1}) | 0.991 ± 0.090 | −0.5 |
| S_{1} | 3.31 ± 0.18 | 0.9 |
| γ_{1} | 1.09 ± 0.17 | 0.5 |

### CKM parameters

| Parameter | Result | Pull [σ] |
|-----------|--------|----------|
| A_{CKM}  | 0.824 ± 0.020 | 0.8 |
| λ_{CKM}  | 0.22013 ± 0.00064 | 1.2 |
| β_{CKM}  | 0.073 ± 0.053 | −1.0 |
| γ_{CKM}  | 0.309 ± 0.059 | −0.1 |

### Quark masses

| Quark masses | |
|-------------|--------|
| m_u | 1.283 ± 0.024 | 0.3 |
| m_d | 4.185 ± 0.029 | 0.2 |

### Form factor parameters

| α_{0}^{-q} | 0.389 ± 0.018 | 1.1 |
| α_{1}^{-q} | −0.14 ± 0.22 | 1.1 |
| α_{2}^{-q} | 0.6 ± 0.4 | 0.7 |
| α_{3}^{-q} | 0.039 ± 0.017 | 0.7 |
| α_{4}^{-q} | 0.57 ± 0.16 | 1.2 |
| α_{5}^{-q} | 1.77 ± 0.95 | 0.6 |
| α_{6}^{-q} | 0.725 ± 0.100 | 1.9 |
| α_{7}^{-q} | 1.23 ± 0.59 | 1.3 |
| α_{8}^{-q} | 0.384 ± 0.022 | 0.3 |
| α_{9}^{-q} | −0.97 ± 0.21 | 0.9 |
| α_{10}^{-q} | 1.1 ± 1.3 | −1.0 |
| α_{11}^{-q} | 0.334 ± 0.019 | 1.1 |
| α_{12}^{-q} | −0.77 ± 0.15 | 1.5 |
| α_{13}^{-q} | 0.9 ± 0.5 | −0.4 |
| α_{14}^{-q} | 0.67 ± 0.14 | 1.2 |
| α_{15}^{-q} | 2.06 ± 0.78 | 0.6 |
| α_{16}^{-q} | 0.737 ± 0.056 | 1.2 |
| α_{17}^{-q} | 1.25 ± 0.21 | −0.3 |
| α_{18}^{-q} | 1.9 ± 2.1 | −0.9 |

| Subleading corrections | |
|------------------------|--------|
| Re(a_{1}^{-q}) | −0.099 ± 0.100 | −0.1 |
| Im(a_{1}^{-q}) | −0.095 ± 0.100 | −1.0 |
| Re(b_{1}^{-q}) | −0.16 ± 0.24 | −0.7 |
| Im(b_{1}^{-q}) | 0.32 ± 0.24 | 1.3 |
| Re(c_{1}^{-q}) | −0.088 ± 0.007 | −0.9 |
| Im(c_{1}^{-q}) | −0.085 ± 0.097 | −0.9 |
| Re(d_{1}^{-q}) | −0.05 ± 0.24 | −0.2 |
| Im(d_{1}^{-q}) | 0.17 ± 0.24 | 0.7 |
| Re(e_{1}^{-q}) | 0.039 ± 0.097 | 0.4 |
| Im(e_{1}^{-q}) | −0.096 ± 0.095 | −1.0 |
| Re(f_{1}^{-q}) | 0.08 ± 0.24 | 0.3 |
| Im(f_{1}^{-q}) | −0.35 ± 0.24 | −1.5 |
| Re(g_{1}^{-q}) | 0.007 ± 0.059 | 0.1 |
| Im(g_{1}^{-q}) | 0.046 ± 0.059 | 0.8 |
| Re(h_{1}^{-q}) | 0.073 ± 0.072 | 1.0 |
| Im(h_{1}^{-q}) | −0.026 ± 0.009 | −0.4 |
| Re(i_{1}^{-q}) | 0.077 ± 0.061 | 1.3 |
| Im(i_{1}^{-q}) | 0.049 ± 0.061 | 0.7 |

| S-wave parameters | |
|-------------------|--------|
| S(δ_{1}) | 0.991 ± 0.090 | −0.5 |
| S_{1} | 3.31 ± 0.18 | 0.9 |
| γ_{1} | 1.09 ± 0.17 | 0.5 |

### S-wave parameters

| Parameter | Result | Pull [σ] |
|-----------|--------|----------|
| S(δ_{1}) | 0.991 ± 0.090 | −0.5 |
| S_{1} | 3.31 ± 0.18 | 0.9 |
| γ_{1} | 1.09 ± 0.17 | 0.5 |

Table 4: Results from the direct fit method for a single pseudoexperiment varying (left) the Wilson coefficients Re(C_{7}) and Re(C_{9}) and (right) the Wilson coefficients Re(C_{9}) and Re(C_{10}). Background parameters are omitted for brevity.
Figure 7: Results from the fit of a single pseudoexperiment varying the Wilson coefficients $\text{Re}(C_9)$ and $\text{Re}(C_{10})$. Simulated events are overlaid with projections of the fitted PDF on $q^2$, the three decay angles $\cos \theta_l$, $\cos \theta_K$ and $\phi$ and $m_{K\pi}^2$ in the $q^2$ range $0.1 < q^2 < 8.0 \text{ GeV}^2/c^4$. The simulated events and projections are shown for the signal region $\pm 50 \text{ MeV}/c^2$ around the $B^0$ mass to enhance the signal fraction. The black solid line denotes the full PDF, the blue solid line the signal component. The blue dashed line gives the P-wave and the teal dotted line the S-wave part. The magenta dash-dotted line finally gives the P-wave/S-wave interference and the red line the background contribution.
Figure 8: Results from the fit of a single pseudoexperiment varying the Wilson coefficients Re($C_9$) and Re($C_{10}$). Simulated events are overlaid with projections of the fitted PDF on $q^2$, the three decay angles $\cos \theta_l$, $\cos \theta_K$ and $\phi$ and $m_{K^*\pi}^2$ in the $q^2$ range $15.0 < q^2 < 19.0 \text{ GeV}^2/c^4$. The simulated events and projections are shown for the signal region $\pm 50 \text{ MeV}/c^2$ around the $B^0$ mass to enhance the signal fraction. The black solid line denotes the full PDF, the blue solid line the signal component. The blue dashed line gives the P-wave and the teal dotted line the S-wave part. The magenta dash-dotted line finally gives the P-wave/S-wave interference and the red line the background contribution. We note again that the $q^2$ distribution in the high $q^2$ region is only shown for illustration, as it is not used in the direct fit method.
### C Detailed comparison of the direct fit method with the $q^2$-binned approach

| sensitivity | pull mean | pull width |
|-------------|-----------|------------|
| \( \text{Re}(C_T) \) | 0.0139 ± 0.0004 | 0.04 | 0.03 ± 0.03 |

**CKM parameters**

| | \( a_{CKM} \) | \( b_{CKM} \) | \( c_{CKM} \) |
|----------------|----------------|----------------|----------------|
| \( m_{u} \) | 0.0235 ± 0.0007 | -0.04 ± 0.04 | 0.08 ± 0.03 |
| \( m_{d} \) | 0.0298 ± 0.0009 | -0.04 ± 0.04 | 0.08 ± 0.03 |

**Quark masses**

| | \( m_{u} \) | \( m_{d} \) |
|----------------|-----------|-----------|
| \( q \) | 0.0179 ± 0.0006 | 0.03 ± 0.03 |

**Form factor parameters**

| | \( a_{q} \) | \( b_{q} \) |
|----------------|-----------|-----------|
| \( \alpha \) | 0.0162 ± 0.0006 | 0.0148 ± 0.0006 |

**Subleading corrections**

| | \( C_T \) | \( C_B \) |
|----------------|-----------|-----------|
| \( \text{Re}(C_T) \) | 0.0952 ± 0.0031 | -0.01 ± 0.04 | 0.09 ± 0.03 |
| \( \text{Im}(C_T) \) | 0.0104 ± 0.0033 | 0.04 ± 0.04 | 1.04 ± 0.03 |

**S-wave parameters**

| | \( S(C_T) \) | \( d_S \) | \( g_{s} \) | \( \arg(g_{s}) \) |
|----------------|-----------|-----------|-----------|-----------|
| \( C_T \) | 0.0861 ± 0.0027 | 0.05 ± 0.05 | 1.04 ± 0.03 |

| | \( C_B \) | \( d_B \) | \( g_{s} \) | \( \arg(g_{s}) \) |
|----------------|-----------|-----------|-----------|-----------|
| \( S(C_B) \) | 0.1776 ± 0.0056 | 0.19 ± 0.05 | 1.13 ± 0.04 |

**Table 5:** Results from pseudoexperiments determining \( \text{Re}(C_T) \) using (left) the proposed direct fit method and (right) the \( q^2 \)-binned approach.
| Sensitivity | Pull mean | Pull width |
|------------|-----------|------------|
| Re(C_9)   | 0.1334 ± 0.0049 | −0.02 ± 0.04 | 0.99 ± 0.03 |

| CKM parameters |
|----------------|
| \( A_{\text{CKM}} \) | 0.0206 ± 0.0007 | −0.01 ± 0.05 | 1.01 ± 0.03 |
| \( \lambda_{\text{CKM}} \) | 0.0007 ± 0.0000 | −0.09 ± 0.05 | 1.03 ± 0.03 |
| \( f_{\text{CKM}} \) | 0.0531 ± 0.0017 | 0.04 ± 0.04 | 0.99 ± 0.03 |
| \( \delta_{\text{CKM}} \) | 0.0587 ± 0.0019 | −0.00 ± 0.04 | 0.97 ± 0.03 |

| Quark masses |
|--------------|
| \( m_u \) | 0.0235 ± 0.0007 | −0.04 ± 0.04 | 0.97 ± 0.03 |
| \( m_d \) | 0.0296 ± 0.0009 | −0.04 ± 0.05 | 1.01 ± 0.03 |

| Form factor parameters |
|------------------------|
| \( a_0^{(4)} \) | 0.0179 ± 0.0006 | −0.04 ± 0.05 | 1.04 ± 0.03 |
| \( a_1^{(4)} \) | 0.2130 ± 0.0068 | −0.02 ± 0.04 | 1.00 ± 0.03 |
| \( a_2^{(4)} \) | 1.3281 ± 0.0422 | −0.04 ± 0.04 | 0.95 ± 0.03 |
| \( a_3^{(4)} \) | 0.0171 ± 0.0005 | −0.05 ± 0.05 | 1.01 ± 0.03 |
| \( a_4^{(4)} \) | 0.1471 ± 0.0047 | −0.04 ± 0.04 | 0.96 ± 0.03 |
| \( a_5^{(4)} \) | 0.9074 ± 0.0288 | −0.04 ± 0.04 | 0.96 ± 0.03 |
| \( a_6^{(4)} \) | 0.0871 ± 0.0031 | −0.01 ± 0.04 | 0.99 ± 0.03 |
| \( a_7^{(4)} \) | 0.5825 ± 0.0185 | −0.01 ± 0.04 | 0.99 ± 0.03 |
| \( a_8^{(4)} \) | 0.0221 ± 0.0007 | −0.04 ± 0.05 | 1.00 ± 0.03 |
| \( a_9^{(4)} \) | 0.2050 ± 0.0065 | −0.02 ± 0.05 | 1.01 ± 0.03 |
| \( a_{10}^{(4)} \) | 1.3732 ± 0.0436 | −0.01 ± 0.05 | 1.01 ± 0.03 |
| \( a_{11}^{(4)} \) | 0.0181 ± 0.0006 | −0.04 ± 0.05 | 1.03 ± 0.03 |
| \( a_{12}^{(4)} \) | 0.1482 ± 0.0047 | −0.02 ± 0.05 | 1.03 ± 0.03 |
| \( a_{13}^{(4)} \) | 1.1485 ± 0.0434 | −0.01 ± 0.04 | 0.94 ± 0.03 |
| \( a_{14}^{(4)} \) | 0.1295 ± 0.0041 | −0.03 ± 0.04 | 0.99 ± 0.03 |
| \( a_{15}^{(4)} \) | 0.7279 ± 0.0231 | 0.00 ± 0.04 | 0.94 ± 0.03 |
| \( a_{16}^{(4)} \) | 0.0566 ± 0.0018 | −0.02 ± 0.05 | 1.02 ± 0.03 |
| \( a_{17}^{(4)} \) | 0.1927 ± 0.0061 | −0.05 ± 0.04 | 0.94 ± 0.03 |
| \( a_{18}^{(4)} \) | 1.9581 ± 0.0622 | 0.01 ± 0.04 | 0.95 ± 0.03 |

| Subleading corrections |
|-------------------------|
| Re(\( a_9^{(4)} \)) | 0.0977 ± 0.0031 | −0.01 ± 0.04 | 0.98 ± 0.03 |
| Im(\( a_9^{(4)} \)) | 0.1044 ± 0.0035 | 0.04 ± 0.05 | 1.05 ± 0.03 |
| Re(\( a_{10}^{(4)} \)) | 0.2404 ± 0.0076 | −0.03 ± 0.05 | 1.01 ± 0.03 |
| Im(\( a_{10}^{(4)} \)) | 0.2475 ± 0.0079 | −0.08 ± 0.05 | 1.02 ± 0.03 |
| Re(\( a_{11}^{(4)} \)) | 0.0963 ± 0.0031 | 0.05 ± 0.05 | 1.02 ± 0.03 |
| Im(\( a_{11}^{(4)} \)) | 0.0990 ± 0.0029 | −0.00 ± 0.04 | 0.94 ± 0.03 |
| Re(\( a_{12}^{(4)} \)) | 0.2530 ± 0.0080 | −0.07 ± 0.05 | 1.06 ± 0.03 |
| Im(\( a_{12}^{(4)} \)) | 0.2553 ± 0.0081 | 0.04 ± 0.05 | 1.06 ± 0.03 |
| Re(\( a_{13}^{(4)} \)) | 0.0921 ± 0.0029 | −0.01 ± 0.04 | 0.99 ± 0.03 |
| Im(\( a_{13}^{(4)} \)) | 0.0935 ± 0.0030 | 0.07 ± 0.05 | 1.01 ± 0.03 |
| Re(\( a_{14}^{(4)} \)) | 0.2317 ± 0.0074 | 0.04 ± 0.04 | 0.99 ± 0.03 |
| Im(\( a_{14}^{(4)} \)) | 0.2438 ± 0.0077 | 0.10 ± 0.05 | 1.04 ± 0.03 |
| Re(\( a_{15}^{(4)} \)) | 0.0588 ± 0.0019 | −0.06 ± 0.04 | 0.97 ± 0.03 |
| Im(\( a_{15}^{(4)} \)) | 0.0582 ± 0.0018 | −0.00 ± 0.04 | 0.97 ± 0.03 |
| Re(\( a_{16}^{(4)} \)) | 0.0693 ± 0.0022 | −0.05 ± 0.05 | 1.01 ± 0.03 |
| Im(\( a_{16}^{(4)} \)) | 0.0656 ± 0.0021 | 0.09 ± 0.04 | 0.98 ± 0.03 |
| Re(\( a_{17}^{(4)} \)) | 0.0566 ± 0.0018 | −0.05 ± 0.04 | 0.97 ± 0.03 |
| Im(\( a_{17}^{(4)} \)) | 0.0566 ± 0.0018 | 0.00 ± 0.04 | 0.96 ± 0.03 |

| S-wave parameters |
|-------------------|
| \( S^{(2)}_g \) | 0.0864 ± 0.0027 | 0.04 ± 0.05 | 1.05 ± 0.03 |
| \( \delta_g \) | 0.1779 ± 0.0057 | 0.09 ± 0.05 | 1.12 ± 0.04 |
| \( g_0 \) | 0.0525 ± 0.0017 | 0.28 ± 0.04 | 0.91 ± 0.03 |
| \( \text{arg}(g_0) \) | 0.8531 ± 0.0271 | 0.09 ± 0.09 | 2.02 ± 0.06 |

Table 6: Results from pseudoexperiments determining Re(\( C_9 \)) using (left) the proposed direct fit method and (right) the \( q^2 \)-binned approach.
| sensitivity | pull mean | pull width |
|-------------|-----------|------------|
| Re(C10)     | 0.1833 ± 0.0038 | −0.00 ± 0.05 | 1.03 ± 0.03 |

### CKM parameters

| sensitivity | pull mean | pull width |
|-------------|-----------|------------|
| Re(C10)     | 0.2278 ± 0.0072 | −0.01 ± 0.05 | 1.06 ± 0.03 |

### Quark masses

| sensitivity | pull mean | pull width |
|-------------|-----------|------------|
| m_e         | 0.2337 ± 0.0008 | −0.04 ± 0.04 | 0.98 ± 0.03 |
| m_u         | 0.0296 ± 0.0009 | −0.04 ± 0.05 | 1.01 ± 0.03 |

Hypothetical values

| sensitivity | pull mean | pull width |
|-------------|-----------|------------|
| Re(C10)     | 0.1707 ± 0.0005 | −0.00 ± 0.05 | 2.04 ± 0.03 |

### Form factor parameters

| sensitivity | pull mean | pull width |
|-------------|-----------|------------|
| Re(C10)     | 0.0979 ± 0.0031 | −0.02 ± 0.04 | 0.98 ± 0.03 |

### S-wave parameters

| sensitivity | pull mean | pull width |
|-------------|-----------|------------|
| S(C)        | 0.0882 ± 0.0035 | −0.03 ± 0.05 | 1.05 ± 0.03 |

### Q^2-binned approach

| sensitivity | pull mean | pull width |
|-------------|-----------|------------|
| Re(C10)     | 0.0979 ± 0.0031 | −0.02 ± 0.04 | 0.98 ± 0.03 |

Table 7: Results from pseudoexperiments determining Re(C10) using (left) the proposed direct fit method and (right) the Q^2-binned approach.
Table 8: Results from pseudoexperiments determining $\text{Re}(C_7)$ and $\text{Re}(C_9)$ using (left) the proposed direct fit method and (right) the $q^2$-binned approach.
Table 9: Results from pseudoexperiments determining Re(ζ_9) and Re(ζ_{10}) using (left) the proposed direct fit method and (right) the q^2-binned approach.

| CKM parameters | sensitivity | pull mean | pull width |
|----------------|-------------|-----------|------------|
| Re(ζ_9)       | 0.1715 ± 0.0054 | -0.01 ± 0.04 | 0.97 ± 0.03 |
| Re(ζ_{10})    | 0.2054 ± 0.0065 | 0.03 ± 0.05 | 1.01 ± 0.03 |

| Quark masses |
|---------------|
| m_u           | 0.0237 ± 0.0008 | -0.04 ± 0.04 | 0.98 ± 0.03 |
| m_d           | 0.0296 ± 0.0009 | -0.03 ± 0.05 | 1.01 ± 0.03 |

Form factor parameters

| sensitivity | pull mean | pull width |
|-------------|-----------|------------|
| a_0         | 0.0180 ± 0.0060 | -0.05 ± 0.05 | 1.04 ± 0.03 |
| a_1         | 0.2139 ± 0.0067 | -0.02 ± 0.04 | 0.99 ± 0.03 |
| a_2         | 0.3530 ± 0.0049 | -0.01 ± 0.04 | 0.98 ± 0.03 |
| a_3         | 0.1511 ± 0.0048 | -0.05 ± 0.04 | 0.97 ± 0.03 |
| a_4         | 0.9289 ± 0.0295 | -0.04 ± 0.04 | 0.97 ± 0.03 |
| a_5         | 0.0772 ± 0.0031 | -0.02 ± 0.04 | 0.99 ± 0.03 |
| a_6         | 0.5864 ± 0.0186 | -0.02 ± 0.04 | 0.99 ± 0.03 |
| a_7         | 0.0224 ± 0.0067 | -0.04 ± 0.05 | 1.00 ± 0.03 |
| a_8         | 0.2147 ± 0.0068 | -0.05 ± 0.05 | 1.03 ± 0.03 |
| a_9         | 1.3701 ± 0.0435 | -0.02 ± 0.05 | 1.01 ± 0.03 |
| a_10        | 0.0195 ± 0.0006 | -0.03 ± 0.03 | 1.00 ± 0.03 |
| a_11        | 1.6000 ± 0.0051 | -0.02 ± 0.05 | 1.05 ± 0.03 |
| a_12        | 1.4404 ± 0.0457 | 0.00 ± 0.04 | 0.93 ± 0.03 |
| a_13        | 0.1372 ± 0.0044 | -0.03 ± 0.05 | 1.01 ± 0.03 |
| a_14        | 0.7294 ± 0.0232 | -0.01 ± 0.04 | 0.94 ± 0.03 |
| a_15        | 0.0572 ± 0.0018 | -0.02 ± 0.05 | 1.02 ± 0.03 |
| a_16        | 0.1923 ± 0.0061 | -0.05 ± 0.04 | 0.94 ± 0.03 |
| a_17        | 1.9576 ± 0.0622 | -0.00 ± 0.04 | 0.95 ± 0.03 |

Subleading corrections

| sensitivity | pull mean | pull width |
|-------------|-----------|------------|
| Re(C_{9a})  | 0.0980 ± 0.0634 | -0.01 ± 0.04 | 0.98 ± 0.03 |
| Im(C_{9a})  | 0.1047 ± 0.0333 | 0.04 ± 0.05 | 1.05 ± 0.03 |
| Re(C_{10a}) | 0.2403 ± 0.0076 | -0.03 ± 0.05 | 1.01 ± 0.03 |
| Im(C_{10a}) | 0.2479 ± 0.0079 | 0.04 ± 0.05 | 1.02 ± 0.03 |
| Re(C_{9b})  | 0.0983 ± 0.0031 | 0.02 ± 0.05 | 1.02 ± 0.03 |
| Im(C_{9b})  | 0.0896 ± 0.0028 | 0.01 ± 0.04 | 0.93 ± 0.03 |
| Re(C_{10b}) | 0.2534 ± 0.0080 | -0.06 ± 0.05 | 1.06 ± 0.03 |
| Im(C_{10b}) | 0.2550 ± 0.0081 | 0.05 ± 0.05 | 1.06 ± 0.03 |
| Re(C_{9c})  | 0.0949 ± 0.0030 | -0.02 ± 0.04 | 0.99 ± 0.03 |
| Im(C_{9c})  | 0.0937 ± 0.0030 | 0.07 ± 0.05 | 1.01 ± 0.03 |
| Re(C_{10c}) | 0.2318 ± 0.0074 | 0.04 ± 0.04 | 0.99 ± 0.03 |
| Im(C_{10c}) | 0.2421 ± 0.0077 | 0.10 ± 0.05 | 1.03 ± 0.03 |
| Re(C_{9d})  | 0.0593 ± 0.0019 | -0.06 ± 0.04 | 0.98 ± 0.03 |
| Im(C_{9d})  | 0.0584 ± 0.0019 | -0.00 ± 0.04 | 0.97 ± 0.03 |
| Re(C_{10d}) | 0.0969 ± 0.0022 | -0.05 ± 0.05 | 1.02 ± 0.03 |
| Im(C_{10d}) | 0.0652 ± 0.0021 | 0.09 ± 0.04 | 0.98 ± 0.03 |
| Re(C_{9e})  | 0.0571 ± 0.0018 | -0.05 ± 0.04 | 0.97 ± 0.03 |
| Im(C_{9e})  | 0.0565 ± 0.0018 | 0.00 ± 0.04 | 0.96 ± 0.03 |

S-wave parameters

| sensitivity | pull mean | pull width |
|-------------|-----------|------------|
| S(ζ_9)      | 0.8864 ± 0.0027 | 0.04 ± 0.05 | 1.05 ± 0.03 |
| S(ζ_{10})   | 0.1774 ± 0.0056 | 0.10 ± 0.05 | 1.13 ± 0.04 |
| | 0.0526 ± 0.0017 | 0.28 ± 0.04 | 0.91 ± 0.03 |
| | 0.8599 ± 0.0273 | 0.00 ± 0.07 | 1.63 ± 0.05 |