Determination of notch factors for welded T-joints based on numerical analysis and metamodeling
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Abstract
The effective notch stress approach to estimate fatigue strength of welded components requires stress concentration factors of an idealized weld geometry using fictitious notch radii. This paper covers the estimation of those stress concentration factors for welded T-joints in different configurations. In comparison with different existing estimations, new methods using metamodeling by (a) the response surface method based on polynomial regression using coupling terms and (b) based on artificial neural networks are presented. The methods were trained by a large database of reference results obtained by finite element analysis. Besides higher quality of prognosis, the new metamodels enhance the range of allowable parameters of the T-joints compared to existing ones. The resulting methods provide means of obtaining stress concentration factors fast and of sufficient quality which could also be embedded in more complex applications as programmed solutions.
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Nomenclature

Symbols, Abbreviations

| Symbol | Description |
|--------|-------------|
| ANN; [-] | Artificial neural network |
| α; [-] | Flank angle |
| bj; [-] | Bias vectors for artificial neural networks |
| cK; [-] | Scalar multiplication parameter for the PRC method |
| d; [mm] | Total model depth |
| E; [MPa] | Young’s modulus |
| errrel; [%] | Relative error |
| F; [N] | Force |
| fa; [-] | Ratio of weld seam width to sheet thickness |
| fK; [-] | Value of geometric multiplication parameter for the PRC method |
| g; [-] | Input vector for the ANN method |
| fNP; [-] | Factor for length of non-fused root face |
| Kt; [-] | Fatigue notch factor |
| Kt,FEM; [-] | Stress concentration factor, calculated by FEM |
| Kt,ANN; [-] | Stress concentration factor of the ANN method |
| Kt,PRC; [-] | Stress concentration factor of the PRC method |
| Kt,Ushi; [-] | Stress concentration factor of Iida’s and Ushirokawa’s method |
| Kt,YL; [-] | Stress concentration factor of Yung and Lawrence’s method |
| Kw; [-] | Ratio of notch stress to structural stress |
| Kw,min; [-] | Minimum ratio of notch stress to structural stress |
| L; [mm] | Sheet length |
| M; [N/mm] | Moment |
| ν; [-] | Poisson ratio |
| Φi; [-] | Artificial neural network layer potential |
| PRC; [-] | Polynomial regression with coupling terms |
| ρ; [mm] | Notch radius |
| Sτ; [MPa] | Nominal tension stress |
| σf; [MPa] | Notch stress |
| σw; [MPa] | Structural stress |
| t1, t2; [mm] | Sheet thicknesses |
| W }; [-] | Weight matrices of artificial neural networks |
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\(x_{\text{gain}}: [-]\) Gain input vector for artificial neural networks

\(x_{\text{offset}}: [-]\) Offset input vector for artificial neural networks

\(y_{o,\text{gain}}: [-]\) Gain output vector of artificial neural networks

\(y_{o,\text{offset}}: [-]\) Offset output vector of artificial neural networks

**Indices, superscripts**

- \(t, \text{tens}\): Tension
- \(f.p.\): Full penetration
- \(p.p.\): Partial penetration
- \(r, \text{root}\): Root
- \(\text{toe}\): Toe

**1 Introduction**

The effective notch stress approach, as described in the IIW recommendations [1] and related literature, see e.g. [2–4], can be used for the analytical determination of fatigue strength of welded components. As a requirement, the stress concentration factor either referring to maximum principal stress or von Mises equivalent stress calculated using linear elastic mechanics has to be given.

By using a fictitious radius \(r\) when modelling the joints, the calculated stress concentration factor \(K_c\) can be interpreted as an effective fatigue notch factor \(K_f\). This effective notch stress concept, also proposed in the IIW recommendations [1] was developed by Seeger et al. [5] in the ’80 s. The concept is based on the early works of Radaj [6] and Neuber [7]. With this unified approach for modelling and the incorporation of fatigue strength scattering by e.g. the influence of material data or geometrical details into the S–N curve a standardized model for analytical stress calculation was achieved. For more information also see our previous papers on cruciform and butt joints [8, 9].

With computational simulations, e.g., finite element analysis, these stress concentration factors can be easily obtained by creating a suitable model and performing numerical analysis and convergence studies. Many practitioners refuse this effort, especially when a multitude of welded joints must be evaluated, which often leads to the notch stress method being the second choice. Nevertheless, the method can cover, e.g., some size effects or different flank angles, which increases the applicability of this method compared to the nominal or structural stress concepts.

Therefore, different authors have developed empirical formulae by regression analysis of existing solutions as an alternative. These formulae were the only economical way to supply stress concentration factors. With increasing capabilities in finite element simulation, new and wide-ranging approaches become viable. Nevertheless, reliable empirical formulae can be worth thousands of simulations when providing results of high quality with respect to the exact or reference solutions. Their application can save a lot of time and computational effort.

Equations to support efficient estimations of stress concentration factors applying the effective notch stress approach have been derived by different authors for many decades already. Early notch factor determination methods were either based on experimental data or on photoelastic methods [2]. Procedures that are more recent are mainly based on numerical finite element simulation but also these procedures lack precision because of limited computing capacity at the end of the last decade. To mention are the methods by Yung and Lawrence et al. [10, 11], Brennan [12], Iida and Ushirokawa [13], Tsuji [13], Rainer [14], and Hellier [15].

To address the inherent problems of the existing methods, two new methods, based on excessive numerical simulations and metamodeling are proposed. Firstly, the PRC method by polynomial regression with coupling terms, and secondly, the ANN method by applying artificial neural networks.

**2 Numerical simulation of welded T-joints**

Welded T-joints were considered in this study. The sheets are welded by fillet welds on both sides of the connecting sheet, both with full and partial penetration. No axial or angular misalignment of the sheets is considered. If misalignment is present in the structure, it must be contained in the stress analysis as a secondary effect or by reducing allowable stresses.

**2.1 Parametrization**

Finite element models with parametric geometry were modeled using ANSYS Mechanical™ 20 R1\(^1\) (see Fig. 1 and Table 1) [8]. These numerical models enable the assessment of stress concentration factors at the weld toes and the weld roots using linear-elastic finite element analysis. The parametric models were loaded under tension, see Fig. 2. Full as well as partial penetration welds are considered.

The following assumptions are used:

- No axial or angular misalignment
- No nonlinear contact in the non-fused root face

\(^1\) ANSYS Mechanical™ is a trademark of ANSYS, Inc., Canonsburg, PA, USA, see http://www.ansys.com
Equal reference radii of weld toe and weld root, modelled as fillet radii

The weld reinforcement is modelled by a straight line

Plane strain condition

Constant parameters for linear elastic material:

Young’s modulus $E = 210\text{GPa}$

Poisson ratio $\nu = 0.3$

Uniform tension nominal stress of $S_t = 1\text{MPa}$

Evaluation of maximum principal stress $\sigma_1$

In addition to using principal stresses an evaluation of von Mises equivalent stress could be performed; however, the given FAT classes by DVS-Merkblatt 0905 [3] are valid for principal stress. The effective notch stress approach requires a reference radius depending on the sheet thicknesses $t$. For this model extended recommendations according to DVS-Merkblatt 0905 [3] have been used. Those recommendations represent an extension to the IIW recommendations for thin- and thick-walled welded structures [1]. The range of the sheet thickness was divided into three overlapping sub-ranges where an adequate reference radius can be assigned (see Table 2). The ranges according to Table 2 exceed the allowable values for almost all the existing empirical rules to calculate the notch stresses. It was the main goal of this study to increase the design space of new empirical rules towards more general applicability and versatility.
2.2 Finite element modelling

To analyze the notch stresses correctly the generally coarse global mesh is refined at the weld toe and the weld root. A preliminary convergence study showed converged notch stresses using a mapped mesh of quadratic PLANE183 elements with element lengths of $0.05 \cdot \rho$ in the notch up to a depth of $0.4 \cdot \rho$.

A 2D-modeling approach with plane strain condition was used for finite element calculation of the first principal stresses in the weld toe and root. Nevertheless, the differences between the plane strain and plane stress conditions in the simulation must be considered. A minimum total depth of the sample must be met to establish a plane strain condition in the middle of the sample.

The system for each type of T-joint was split into six subsystems in dependency on wall thicknesses and their corresponding reference radii as well as existent or non-existent non-fused weld root faces (see Table 2). The corresponding wall thickness ranges have been chosen so that they overlap each other for different notch radii. In overlapping ranges of thickness, a reasonable notch radius has to be chosen in order to meet the requirements given in DVS-Merkblatt 0905. For each subsystem, a Space Filling Latin Hypercube Sampling was created with optiSLang® 6.1.0.² For each subsystem in Table 2, approximately 1000 samples have been produced and calculated using linear elastic FEA.

Further information on sampling and modelling can be found in [8, 9].

Table 3 Method by Yung and Lawrence

| Position | Loading | Equation |
|----------|---------|----------|
| Weld toe | Tension | $K_{\text{Yung}} = 1 + \left(0.35 + 0.1 \left(\frac{2t_{w}}{t_{2}}\right)^{1.76}\right) \sqrt{\frac{2g}{\rho}}$ (1) |

Table 4 Method by Iida and Ushirokawa

| Position | Loading | Equation |
|----------|---------|----------|
| Weld toe | Tension | $K_{\text{Iida}} = \left[1 + f(270° - \alpha) \cdot g(\rho - 1) \cdot C(f_{\text{NF}})\right]$ (2) |

| Table 3 Method by Yung and Lawrence

| Position | Loading | Equation |
|----------|---------|----------|
| Weld toe | Tension | $K_{\text{Yung}} = 1 + \left(0.35 + 0.1 \left(\frac{2t_{w}}{t_{2}}\right)^{1.76}\right) \sqrt{\frac{2g}{\rho}}$ (1) |

| Table 4 Method by Iida and Ushirokawa

| Position | Loading | Equation |
|----------|---------|----------|
| Weld toe | Tension | $K_{\text{Iida}} = \left[1 + f(270° - \alpha) \cdot g(\rho - 1) \cdot C(f_{\text{NF}})\right]$ (2) |

in 1985, including a variety of data from other publications [11]. Their approximation formulae are valid for all investigated T-joints (with and without non-fused root face under tension loading) limited by the flank angle of $\alpha = 135°$.

Yung and Lawrence are using the sheet thickness $t_{1,2}$, notch radius $\rho$ and the length of the non-fused root face $l_{\text{NF}}$ for their approximation formulae given in Table 3.

3.2 Method by Iida and Ushirokawa

Iida [13] also proposes a method based on an investigation by Ushirokawa. Their formula is restricted to $110° < \alpha < 140°$, $t_{1} = 20\text{mm}$, $0.5\text{mm} < \rho < 7\text{mm}$, $6.43 < t_{1}f_{w} < 18.79$ and $5\text{mm} < t_{2} < 20\text{mm}$ as well as only tension loading for T-joints. The formula is given in Table 4. Their formula is therefore only usable for the tension load case 1 and a radius of $\rho = 1\text{mm}$.

4 New methods of notch factor determination

Metamodeling is an umbrella term for modern regression methods. Those polynomial regressions involving coupling terms to generate response surfaces and neural networks have been selected for this study, since recent investigations on the determination of notch factors for welded cruciform joints [8] and butt joints [9] have proven the adaptability of these two regression methods. The results are presented in the following.
In optiSLang® 7.2.0 polynomial regression functions with quadratic order and coupling terms are fitted using the numerically calculated stress concentration factors from finite element analysis. The calculation is carried out according to Eq. 3. The factors according to Tables 11 and 12 of the Appendix can be chosen according to Table 6.

Since five parameters \( t_1, t_2, \alpha, f_o, f_{NF} \), their squares, each combination of two parameters and an additional fixed term are used, and the total number of 35 terms is used in the regression formulas. In order to simplify the regression model, an automatic variable reduction is done during regression. Only variables that meet the conditions of the significance and importance filter are considered in the regression function [16]. The standard filter setting of optiSLang is used. Therefore, easier applicability while maintaining almost the same predictive quality is achieved. This procedure results in up to 10 parameters in the formulae for T-joints without non-fused root face and 15 parameters in the formulae with non-fused root face. In total, 9 regression formulas for the T-joint have been developed, one for each combination of reference radius and joints with and without non-fused root face, see Table 6.

Also, the PRC method must be restricted to certain geometry parameters according to the simulated parameter combinations which were used for regression, see Table 5. Table 6 shows the nomenclature for the stress concentration factors of the PRC method.

### 4.2 Application of artificial neural networks (ANN method)

Data fitting of the calculated finite element results was done with Matlab’s Neural Network Toolbox. The classical feed-forward neural network used consists of three hidden layers. Each hidden layer consists of four or four or five neurons in accordance with the number of input variables \( (t_1, t_2, \alpha, f_o, f_{NF}) \). The output layer consists of one neuron for the stress concentration factor as the output variable \( (k_i = (K_{i,ANN})) \), see Fig. 3. The database has been split into 70% training and 30% test and validation data.

After normalization of the input variables to avoid overestimation or underestimation of the input’s influence, each layer multiplies its inputs with a weight matrix \( W_i \).
and shifts it by a bias $\mathbf{b}$, which results in the layer potential $\mathbf{f}_i$. The potential is then put into a hyperbolic tangent sigmoid transfer function in the case of the three hidden layers or a linear transfer function in the case of the output layer, which finally gives a vector of outputs in terms of stress concentration factors after renormalization.

Restrictions in terms of parameter ranges according to Table 5 must be given, defined by the parameter ranges of the training data, like the PRC method.

For more information on the mathematics of neural networks, see for example Hagan et al. [17]. The multilayer approach with a low number of neurons in each hidden layer resulted in a better estimation of stress concentration factors than a single-layer approach with a high number of neurons in the layer. Additionally, benefits in training and evaluation time could be accomplished.

The mathematical expressions for the used network can be found in Table 7, the corresponding normalization vectors, weighting matrices, and bias vectors can be found in Tables 13, 14, 15, 16, 17, 18, 19, 20 and 21.

### 5 Comparison of notch factor determination and quality

All existing and new methods have been applied to the data taken from the finite element simulation and compared with its results. Keep in mind that limitations to the methods were given:

- All authors give limitations to their methods, summarized in Table 8. Some of them are significantly restricting the allowable design space compared to the new approaches as presented in this paper.

- Stress concentration factors below unity were neglected. Please be advised that the ratio of notch stress to structural stress $K_w = \sigma_n / \sigma_w$ has to meet a lower limit $K_{w,\text{min}}$ for the corresponding stress concentration factor to be permissible for use in the notch stress concept, see Rother and Fricke [18]:

$$K_{w,\text{min}} = 1.6 \text{ for } \rho = 1 \text{mm}$$
$$K_{w,\text{min}} = 2.13 \text{ for } \rho = 0.3 \text{mm}$$
$$K_{w,\text{min}} = 3.56 \text{ for } \rho = 0.05 \text{mm}$$

Nevertheless, samples not exceeding these ratios were used in regression as well, since these ratios always must be checked by the user himself, depending on parameter combination and loading.

In previous investigations of welded cruciform joints [8, 9], it was found that the quadratic extrapolation method leads to the lowest structural stresses and therefore to the most non-conservative results for $K_{w,\text{min}}$.

Due to the given limitations, most of the results (see Table 9) from finite element calculation must be neglected.

### 5.1 Comparison of methods for T-joints

All the following figures show the resulting relative errors for all investigated methods as boxplots on the left side. The red line in the central blue boxes indicates the median relative error which should ideally be zero. The blue box around it shows 50% of the data points with their upper and lower boundary indicating the 25%- and 75%-quantiles. The black lines, so-called whiskers, embed 1.5 times the interquartile range from the 25% to the 75%-quantile of the data. This corresponds to about 95.4% of all data for normal distributions. Finally, the red crossed data outside of the whiskers indicate data points being lower than this range. On the right side, both figures show probability plots of each method for normally distributed data. Perfect normal distributed data would adapt to the linear regression line.

Figures 4, 5, and 6 show boxplots and probability plots generated with data fulfilling the restrictions the authors have given individually for each method for T-joints. Figures 4, 5, and 6 show the data for T-joints under tension.

For the following, the relative error is calculated by

$$\text{err}_{\text{rel}} = \frac{K_{\text{EST}} - K_{\text{FEM}}}{K_{\text{FEM}}} \times 100 \%$$

Table 10 shows the percentage of data that had to be neglected in comparison to the total data available for evaluation by the restrictions given by the authors. Remarkable
Table 9 Statistical data of all evaluated parameter combinations, sorted by evaluation method, quantiles counted and % of samples used for the respective method, at weld toe

|                  | At weld toe | Without non-fused root face | With non-fused root face |
|------------------|-------------|-----------------------------|--------------------------|
|                  | YL | PRC | ANN | YL | USH | PRC | ANN |
| Neglected results| 95.8% | 0% | 0% | 94.8% | 98.9% | 4.6% | 0% |
| Total number of used samples | 56 | 1354 | 1354 | 114 | 8 | 2076 | 2175 |
| Mean             | 77.5% | 0.0% | 0.0% | -75.5% | -81.3% | 0.3% | 1.8% |
| Standard deviation | 9.8% | 10.1% | 1.2% | 8.7% | 4.5% | 10.1% | 12.4% |
| 1%-Quantile      | 90.5% | -31.3% | -2.7% | -89.3% | -88.7% | -28.5% | -20.6% |
| 10%-Quantile     | 89.4% | -11.1% | -1.3% | -86.9% | -86.3% | -11.4% | -9.1% |
| Median           | 79.3% | 0.4% | 0.0% | -75.6% | -81.8% | 0.6% | -0.8% |
| 90%-Quantile     | 60.4% | 10.4% | 1.1% | -63.9% | -75.7% | 11.5% | 16.2% |
| 99%-Quantile     | 53.4% | 31.0% | 4.2% | -55.2% | -71.9% | 28.7% | 51.2% |

Fig. 4 Boxplot and probability plot of the relative errors for normal distribution—T-joint, tension, without non-fused root face at weld toe.
are the low error values and a high number of evaluable results for the PRC and especially the ANN methods that demonstrate the much larger range of application of those metamodels.

Looking at Figs. 4, 5, and 6, the new metamodels based on polynomial regression with coupling terms and artificial neural networks cluster the results around a mean relative error of 0% compared to the results given by Finite Element Simulation. The existing methods by Yung and Lawrence as well as Iida and Ushirokawa are shifted to the unsafe side and underestimate the stress concentration factors.

In terms of scattering, the new ANN method shows the lowest scattering comparing 25%- and 75%-quantiles. The PRC method is quite comparable to the existing methods by Yung and Lawrence and Iida and Ushirokawa. Note that the new PRC method is by far less restrictive in terms of applicability. Comparing the 1%- and 99%-quantiles, the ANN method shows the lowest scattering for both penetration types, followed by the PRC method and the existing methods.
6 Conclusion

To investigate the quality of selected existing analytical estimation methods for stress concentration factors for welded T-joints with and without non-fused root face under tension loading numerical simulations using many samples and a broad range of parameter variations were conducted. The resulting stress concentration factors with respect to maximum principal notch stress at plane strain conditions were used as reference solutions for comparison of the estimated factors.

Selected methods for the estimation of stress concentration factors by empirical formulae have been investigated and presented in summary also considering their respective ranges for application as given by the authors for the geometrical parameters. Additionally, two new methods for metamodeling were introduced and suggested for future use: one analytical method based on polynomial regression involving mixed terms and one method using artificial neural networks. In both cases, the ranges of application cover a significantly improved versatility by allowing very large ranges of the different parameters involved. Using the
two proposed methods, thin-, medium-, and thick-walled welded T-joints are covered as well as three different notch radii and a varying flank angle and weld seam width. Both methods yield stress concentration factors of similar quality and low scatter with respect to error from numerical reference values.

It can clearly be shown that using the new methods can give – significant improvement in both the mean estimation of stress concentration factors as well as on reducing the scatter in estimated results by simultaneously significantly increasing the range of applicability compared to existing approximate methods. The methods suggested in this paper provide a reliable basis for an efficient, fast, and reliable estimation of assessing relevant stress concentration factors for different notch radii used in the effective notch stress concept according to IIW and related guidelines. Thus, the time-consuming creation and analysis of numerical models can be avoided without a significant lack of accuracy. The new methods presented might also be included in higher-level applications for the design and efficient optimization of welded structures involving T-joints. The stress concentration factors obtained by the new methods are valid for plane strain conditions and maximum principal stress.

The new methods using PCR and ANN will be programmed and made available besides other existing predictors for welded joints to the community by http://rother.userweb.mwn.de/scf-predictor.html. With this application user friendly and quick computations of stress concentration factors using Eqs. 3 to 8 can be performed.

### Appendix

#### Table 10 Statistical data of all evaluated parameter combinations, sorted by evaluation method, quantiles counted and % of samples used for the respective method, at weld root

|                          | PRC | ANN |
|--------------------------|-----|-----|
| At weld root             |     |     |
| With non-fused root face |     |     |
| Neglected results        | 2.7%| 0%  |
| Total number of used samples | 2186| 2246|
| Mean                     | 0.79%| 0.16%|
| Standard deviation       | 16.67%| 5.53%|
| 1%-Quantile              | −43.40%| −12.81%|
| 10%-Quantile             | −14.86%| −6.07%|
| Median                   | 0.36%| −0.14%|
| 90%-Quantile             | 17.19%| 6.44%|
| 99%-Quantile             | 47.41%| 15.56%|

It can clearly be shown that using the new methods can give – significant improvement in both the mean estimation of stress concentration factors as well as on reducing the scatter in estimated results by simultaneously significantly increasing the range of applicability compared to existing approximate methods. The methods suggested in this paper provide a reliable basis for an efficient, fast, and reliable estimation of assessing relevant stress concentration factors for different notch radii used in the effective notch stress concept according to IIW and related guidelines. Thus, the time-consuming creation and analysis of numerical models can be avoided without a significant lack of accuracy. The new methods presented might also be included in higher-level applications for the design and efficient optimization of welded structures involving T-joints. The stress concentration factors obtained by the new methods are valid for plane strain conditions and maximum principal stress.

The new methods using PCR and ANN will be programmed and made available besides other existing predictors for welded joints to the community by http://rother.userweb.mwn.de/scf-predictor.html. With this application user friendly and quick computations of stress concentration factors using Eqs. 3 to 8 can be performed.

#### Table 11 Regression formulae for PRC method for weld toe of T-joint under tension

| k  | f_k | c_k |
|----|-----|-----|
|    | K_PRC | K_PRC | K_PRC | K_PRC | K_PRC | K_PRC | K_PRC | K_PRC |
| 1  | 1    | 4.8491| 13.0028| 22.9778| 26.6474| −26.8646| 25.8953|
| 2  | a    | 0.1320| 0.1035| 0.0922| −0.2166| 0.6908| 0.3145|
| 3  | t_1  | −1.0987| −3.8506| −34.9353| −0.9964| −4.1365| −35.3730|
| 4  | t_2  | 1.6786| 5.0338| 32.7353| 1.4384| 5.6616| 31.9898|
| 5  | a^2  | −0.0007| −0.0007| −0.0019| 0.0007| −0.0029| −0.0020|
| 6  | t_1^2| 0.0134| 0.1169| 4.1167| 0.0142| 0.1162| 3.9703|
| 7  | t_2^2| −0.0017| −0.0147| −0.5535| −0.0014| −0.0188| −0.6604|
| 8  | a t_1| 0.0019| 0.0069| 0.0638| 0.0009| 0.0089| 0.0729|
| 9  | a t_2| −0.0053| −0.0156| −0.1042| −0.0030| −0.0199| −0.0940|
| 10 | t_1 t_2| −0.0124| −0.0950| −2.4323| −0.0137| −0.0923| −2.4089|
Table 12 Regression formulae for PRC method for weld root of T-joint under tension

| k | $f_k$ | $K_{PP,PRC_1}$ | $K_{PP,PRC_2}$ | $K_{PP,PRC_3}$ |
|---|---|---|---|---|
| 1 | 1 | 8.6994 | 8.2193 | 1.7733 |
| 2 | $a$ | -0.0853 | 0.0000 | 0.0005 |
| 3 | $t_1$ | -0.1485 | -0.9040 | 0.3175 |
| 4 | $t_2$ | 0.1478 | 0.4030 | -1.2744 |
| 5 | $f_a$ | -4.4949 | -11.3679 | -2.55981 |
| 6 | $f_{NF}$ | 9.03189 | 0.02011 | -5.1089 |
| 7 | $a^2$ | 0.0004 | 0.0000 | 0.0000 |
| 8 | $t_1^2$ | 0.0018 | 0.0201 | -0.1031 |
| 9 | $t_2^2$ | -0.0019 | -0.0112 | 0.07853 |
| 10 | $a t_1$ | -0.0007 | 0.0000 | 0.0012 |
| 11 | $a t_2$ | 0.0002 | 0.0000 | -0.0018 |
| 12 | $a f_a$ | -0.0277 | 0.0000 | -0.0204 |
| 13 | $a f_{NF}$ | -0.0275 | 0.0000 | 0.0405 |
| 14 | $t_1 t_2$ | 0.0009 | 0.0114 | 0.1543 |
| 15 | $t_1 f_a$ | 0.1324 | 0.5087 | 0.5150 |
| 16 | $t_1 f_{NF}$ | -0.0782 | -0.4211 | 0.7874 |
| 17 | $t_2 f_{NF}$ | 0.0690 | 0.0867 | -0.7341 |
| 18 | $f_a f_{NF}$ | -7.8547 | -11.9391 | 6.0213 |

Table 13 Neural network data, T-joint with non-fused root face, tension loading, $\rho = 1.0\text{mm}$, at weld toe

$$ x_{x,offset} = \begin{bmatrix} 110.044 \\ 5.146 \\ 5.066 \\ 0.101 \\ 0.100 \end{bmatrix}, \quad x_{x,gain} = \begin{bmatrix} 0.040 \\ 0.045 \\ 2.503 \\ 3.335 \end{bmatrix} $$

$$ x_{y,offset} = 3.242, \quad x_{y,gain} = 0.059 $$

$$ W_1 = \begin{bmatrix} -0.318 & -4.253 & 1.961 & -0.078 & -0.027 \\ 1.493 & -0.208 & 1.804 & -8.400 & -3.869 \end{bmatrix}, \quad W_2 = \begin{bmatrix} 0.069 & 0.110 & -0.193 & 0.013 & -0.002 \\ -4.111 & -5.910 & 3.315 & 8.577 & 2.584 \end{bmatrix} $$

$$ W_3 = \begin{bmatrix} 1.344 & 4.270 & -2.698 & 10.497 & -7.389 \end{bmatrix}, \quad W_4 = \begin{bmatrix} -0.511 & 0.354 & -2.777 & 0.177 & -0.788 \end{bmatrix} $$
### Table 14
Neural network data, T-joint with non-fused root face, tension loading, $\rho = 0.3\text{mm}$, at weld toe

$$\begin{align*}
x_{\text{offset}} = & \begin{bmatrix} 110.015 \\ 0.307 \\ 0.251 \\ 0.101 \\ 0.100 \end{bmatrix}, \\
x_{\text{gain}} = & \begin{bmatrix} 0.040 \\ 0.427 \\ 0.421 \\ 2.503 \\ 3.335 \end{bmatrix} \\
y_{\text{offset}} = & 3.587, \\
y_{\text{gain}} = & 0.049 \\
b_1 = & \begin{bmatrix} 0.934 \\ 0.990 \\ 0.834 \\ 3.107 \end{bmatrix}, \\
W_1 = & \begin{bmatrix} -0.570 & -0.035 & 0.136 & -0.220 & -0.056 \\ 0.502 & -2.671 & -0.542 & 0.534 & -0.513 \\ 0.082 & 0.005 & 0.603 & 0.042 & 0.008 \\ -0.244 & -0.599 & 0.350 & 0.035 & 0.028 \\ -0.005 & 2.454 & -0.635 & 0.010 & -0.011 \end{bmatrix} \\
b_2 = & \begin{bmatrix} -1.584 \\ 1.017 \\ 1.181 \\ -1.848 \end{bmatrix}, \\
W_2 = & \begin{bmatrix} 0.534 & 0.274 & -0.383 & -1.323 & 0.962 \\ -0.241 & 0.020 & -2.004 & -0.192 & 0.481 \\ 0.561 & 0.109 & 1.593 & -0.215 & -2.298 \\ -0.970 & 0.084 & -1.039 & -1.062 & 0.620 \\ -0.737 & -0.798 & -1.190 & 0.830 & -0.153 \end{bmatrix} \\
b_3 = & \begin{bmatrix} -1.303 \\ -0.990 \\ -0.350 \\ -1.872 \end{bmatrix}, \\
W_3 = & \begin{bmatrix} 0.103 & -0.377 & -1.703 & 1.383 & -1.001 \\ 1.490 & -1.194 & 0.784 & -0.168 & 0.881 \\ 0.971 & -1.084 & 2.121 & -0.392 & -0.461 \\ -2.189 & 2.185 & 0.004 & 0.478 & -1.437 \\ -0.611 & -0.033 & 1.348 & -0.875 & 1.029 \end{bmatrix} \\
b_4 = & \begin{bmatrix} 0.071 \end{bmatrix}, \\
W_4 = & \begin{bmatrix} -2.149 & 0.158 & -0.420 & 0.955 & 0.450 \end{bmatrix}
\end{align*}$$

### Table 15
Neural network data, T-joint with non-fused root face, tension loading, $\rho = 0.05\text{mm}$, at weld toe

$$\begin{align*}
x_{\text{offset}} = & \begin{bmatrix} 110.015 \\ 0.307 \\ 0.251 \\ 0.101 \\ 0.100 \end{bmatrix}, \\
x_{\text{gain}} = & \begin{bmatrix} 0.040 \\ 0.427 \\ 0.421 \\ 2.503 \\ 3.335 \end{bmatrix} \\
y_{\text{offset}} = & 5.056, \\
y_{\text{gain}} = & 0.028 \\
b_1 = & \begin{bmatrix} 1.025 \\ 1.345 \\ 0.930 \\ 1.878 \\ 1.004 \end{bmatrix}, \\
W_1 = & \begin{bmatrix} -0.586 & 0.023 & -0.121 & 0.149 & -0.003 \\ -0.055 & -1.292 & 0.401 & 0.020 & -0.010 \\ -0.866 & 0.023 & -0.182 & 0.202 & -0.005 \\ 0.038 & 0.956 & 0.371 & -0.008 & -0.000 \\ -0.002 & -0.182 & 0.606 & 0.006 & 0.006 \end{bmatrix} \\
b_2 = & \begin{bmatrix} -2.914 \\ 5.258 \\ 0.606 \\ -1.254 \\ -0.102 \end{bmatrix}, \\
W_2 = & \begin{bmatrix} 1.679 & 0.528 & 1.070 & -1.448 & 0.930 \\ -2.328 & -0.206 & -2.472 & 0.082 & -0.179 \\ 1.017 & -0.283 & -0.503 & 4.161 & -3.925 \\ 3.126 & -0.061 & -1.764 & 0.054 & -0.225 \\ 0.485 & 3.482 & -0.396 & 4.363 & 1.376 \end{bmatrix} \\
b_3 = & \begin{bmatrix} -2.600 \\ 0.327 \\ 1.743 \\ 0.953 \\ 1.272 \end{bmatrix}, \\
W_3 = & \begin{bmatrix} 2.186 & 2.373 & -1.792 & 3.932 & -1.036 \\ -0.670 & 3.678 & 0.001 & 0.566 & 1.881 \\ 2.161 & 0.756 & -0.788 & 0.954 & -1.096 \\ -1.403 & -1.658 & -1.054 & 2.133 & -0.631 \\ 1.483 & 2.044 & 4.094 & 3.272 & -3.967 \end{bmatrix} \\
b_4 = & \begin{bmatrix} 0.543 \end{bmatrix}, \\
W_4 = & \begin{bmatrix} -0.977 & 1.175 & -0.579 & 0.143 & -4.282 \end{bmatrix}
\end{align*}$$
Table 16  Neural network data, T-joint with non-fused root face, tension loading, $\rho = 1.00\text{mm}$, at weld root

| $x_{\text{offset}}$       | $x_{\text{gain}}$       |
|---------------------------|-------------------------|
| 110.044                   | 0.040                   |
| 5.146                     | 0.045                   |
| 5.066                     |                         |
| 0.101                     |                         |
| 0.100                     |                         |

$y_{\text{offset}} = 0.567$

$y_{\text{gain}} = 0.142$

$b_1 = [1.394, 0.669, -1.131, -0.185, -1.079, 1.356, 2.234, -2.412]$  
$W_1 = [0.508, 0.110, -0.30, 0.166, -0.04, 0.026, -0.46, 0.884, 0.082, 0.100]$  
$W_2 = [-0.46, 0.153, -0.877, 1.788, 1.721, 0.082, -2.122, 0.739]$  
$W_3 = [0.127, 1.448, -1.293, 1.227, 0.377, 1.294, 0.082]$  
$W_4 = [0.401]$  
$W_4 = [-1.233, -0.322, 2.392, -1.487, 0.409]$  

Table 17  Neural network data, T-joint with non-fused root face, tension loading, $\rho = 0.30\text{mm}$, at weld root

| $x_{\text{offset}}$       | $x_{\text{gain}}$       |
|---------------------------|-------------------------|
| 110.015                   | 0.040                   |
| 1.571                     | 0.109                   |
| 1.538                     |                         |
| 0.100                     |                         |
| 0.101                     |                         |

$y_{\text{offset}} = 0.658$

$y_{\text{gain}} = 0.135$

$b_1 = [-1.682, -0.132, 0.925, -0.028, -0.953, 0.526, -0.052, -1.228]$  
$W_1 = [-0.028, -0.346, 0.012, -0.094, 1.601, -0.036, 0.519, 0.471]$  
$W_2 = [-1.321, -0.132, -0.094, 1.601, 0.167, -0.036, 0.519, 0.471]$  
$W_3 = [-2.096, -2.096, -2.096, -2.096, -2.096, -2.096, -2.096, -2.096]$  
$W_4 = [0.100, 0.149, 0.181, 0.526, 0.526, 0.526, 0.526, 0.526]$  
$W_4 = [0.100, 0.149, 0.181, 0.526, 0.526, 0.526, 0.526, 0.526]$  
$W_4 = [1.074]$  
$W_4 = [0.187, 0.309, 1.920, -1.656, -2.111]$
Table 18 Neural network data, T-joint with non-fused root face, tension loading, \( \rho = 0.05 \text{mm} \), at weld root

\[
\begin{align*}
x_{\text{offset}} &= \begin{bmatrix} 110.015 \\ 0.037 \\ 0.251 \\ 0.101 \\ 0.100 \end{bmatrix} \quad x_{\text{gain}} = \begin{bmatrix} 0.040 \\ 0.427 \\ 0.421 \\ 2.503 \\ 3.335 \end{bmatrix} \\
y_{\text{offset}} &= -2.999 \quad y_{\text{gain}} = 0.098 \\
b_1 &= \begin{bmatrix} 1.246 \\ 0.501 \\ 0.645 \\ -1.620 \\ 2.676 \end{bmatrix} \quad W_1 = \begin{bmatrix} -0.347 & -0.318 & 0.868 & 0.512 & -0.345 \\ 0.900 & -1.479 & -0.988 & 0.965 & 0.273 \\ 3.015 & 1.894 & 1.745 & -0.856 & 2.432 \\ -0.961 & 1.616 & -1.863 & 1.315 & -0.089 \\ 1.749 & 0.941 & -0.222 & 2.180 & -4.194 \end{bmatrix} \\
b_2 &= \begin{bmatrix} -2.411 \\ 3.527 \\ -5.310 \\ 1.164 \\ -5.428 \end{bmatrix} \quad W_2 = \begin{bmatrix} 1.870 & 0.075 & 0.301 & -0.686 & -3.698 \\ -3.530 & 0.450 & -0.226 & 0.185 & -0.139 \\ 6.275 & -0.219 & 2.885 & 3.693 & 1.765 \\ -3.928 & -1.613 & -0.827 & -1.584 & 0.542 \\ -5.505 & -4.783 & -0.010 & -1.442 & 0.103 \end{bmatrix} \\
b_3 &= \begin{bmatrix} 2.361 \\ 2.538 \\ -0.629 \\ -0.679 \\ -0.803 \end{bmatrix} \quad W_3 = \begin{bmatrix} -0.916 & 6.876 & 1.913 & -0.542 & -1.298 \\ -1.200 & 10.771 & 1.920 & -1.091 & -1.787 \\ -2.727 & 2.955 & 3.132 & 2.454 & -3.698 \\ -4.465 & -2.490 & -0.860 & -1.404 & 0.842 \\ 1.987 & -3.458 & -0.275 & 1.673 & 1.319 \end{bmatrix} \\
b_4 &= \begin{bmatrix} -0.773 \end{bmatrix} \quad W_4 = \begin{bmatrix} 0.009 & -0.006 & 0.191 & -0.167 & -0.008 \end{bmatrix}
\end{align*}
\]

Table 19 Neural network data, T-joint without non-fused root face, tension loading, \( \rho = 1.00 \text{mm} \), at weld toe

\[
\begin{align*}
x_{\text{offset}} &= \begin{bmatrix} 110.044 \\ 5.040 \\ 5.119 \\ 0.090 \end{bmatrix} \quad x_{\text{gain}} = \begin{bmatrix} 0.040 \\ 0.044 \\ 0.045 \\ 0.059 \end{bmatrix} \\
y_{\text{offset}} &= 3.380 \quad y_{\text{gain}} = 0.057 \\
b_1 &= \begin{bmatrix} -2.272 \\ 2.769 \\ -0.154 \\ 1.077 \\ 1.841 \end{bmatrix} \quad W_1 = \begin{bmatrix} 0.030 & 0.047 & -1.009 & -0.002 \quad 0.071 & 1.541 & -0.259 & 0.007 \\ 0.964 & 0.014 & -0.005 & -0.007 \\ 0.034 & 0.184 & -0.230 & 0.001 \\ 0.983 & 0.107 & -0.268 & 0.013 \end{bmatrix} \\
b_2 &= \begin{bmatrix} -3.163 \\ -1.335 \\ -1.254 \\ -0.723 \\ 1.451 \end{bmatrix} \quad W_2 = \begin{bmatrix} 0.697 & -1.409 & -0.971 & 1.086 & 0.116 \\ -1.793 & -0.890 & 2.551 & -0.891 & 0.191 \\ 1.207 & 2.381 & 1.650 & 2.552 & -3.005 \\ 1.097 & 1.461 & -0.856 & 1.448 & -1.455 \\ -1.731 & -2.137 & -0.298 & -1.435 & -0.394 \end{bmatrix} \\
b_3 &= \begin{bmatrix} 1.923 \\ 1.671 \\ -0.121 \\ -0.444 \\ -0.841 \end{bmatrix} \quad W_3 = \begin{bmatrix} -1.022 & -1.240 & -0.651 & -0.798 & -0.106 \\ -1.865 & 0.794 & -0.247 & -0.214 & 0.628 \\ -0.758 & -1.580 & 1.016 & 0.929 & -1.020 \\ 0.124 & -0.583 & 0.682 & 0.903 & -2.782 \\ -0.787 & -0.959 & -0.066 & 0.762 & -2.458 \end{bmatrix} \\
b_4 &= \begin{bmatrix} 0.118 \end{bmatrix} \quad W_4 = \begin{bmatrix} 0.114 & -0.036 & 0.805 & -0.984 & -1.256 \end{bmatrix}
\]
Table 20 Neural network data, T-joint without non-fused root face, tension loading, \( \rho = 0.30 \text{mm} \) at weld toe

\[
\begin{align*}
\begin{bmatrix}
121.508 \\
1.603 \\
1.745 \\
0.100
\end{bmatrix} & \quad \begin{bmatrix}
0.074 \\
0.109 \\
0.110 \\
2.503
\end{bmatrix} \\
\end{align*}
\]

\[
y_{\text{offset}} = 4.306 \\
b_1 = \begin{bmatrix}
-0.979 \\
1.693 \\
-0.674 \\
-0.241 \\
1.143
\end{bmatrix} \\
W_1 = \begin{bmatrix}
0.266 & -0.024 & 0.142 & 0.073 \\
-0.036 & 1.295 & -0.245 & 0.008 \\
0.243 & 0.172 & 0.265 & 1.220 \\
-0.004 & -0.066 & -0.206 & -0.008 \\
0.077 & -1.731 & 0.249 & 0.203
\end{bmatrix} \\
\end{align*}
\]

\[
y_{\text{gain}} = 0.052 \\
b_2 = \begin{bmatrix}
2.118 \\
-1.066 \\
0.425 \\
-1.494 \\
0.327
\end{bmatrix} \\
W_2 = \begin{bmatrix}
-1.346 & 1.131 & -0.382 & 0.040 & -0.035 \\
0.675 & -1.998 & 0.114 & -0.168 & 1.830 \\
-0.271 & -2.155 & 0.046 & 1.841 & 0.214 \\
-1.139 & 0.806 & -0.003 & -1.071 & -0.136 \\
-0.757 & -2.154 & -0.002 & -1.235 & 0.122
\end{bmatrix} \\
\end{align*}
\]

\[
b_3 = \begin{bmatrix}
-1.736 \\
-0.534 \\
0.325 \\
1.009 \\
1.816
\end{bmatrix} \\
W_3 = \begin{bmatrix}
0.333 & 1.066 & -1.104 & -0.855 & -0.542 \\
0.799 & -0.072 & 2.257 & 1.000 & 1.544 \\
-0.239 & -0.414 & 2.643 & 1.075 & -1.479 \\
0.009 & 1.267 & 0.114 & 0.985 & 0.442 \\
0.577 & -1.556 & 0.331 & -0.573 & 0.792
\end{bmatrix} \\
\end{align*}
\]

\[
b_4 = \begin{bmatrix}
0.529
\end{bmatrix} \\
W_4 = \begin{bmatrix}
-0.794 & 2.039 & -2.329 & 1.737 & -0.604
\end{bmatrix} \\
\end{align*}
\]

Table 21 Neural network data, T-joint without non-fused root face, tension loading, \( \rho = 0.05 \text{mm} \) at weld toe

\[
\begin{align*}
\begin{bmatrix}
110.015 \\
0.265 \\
0.260 \\
0.100
\end{bmatrix} & \quad \begin{bmatrix}
0.040 \\
0.423 \\
0.422 \\
2.501
\end{bmatrix} \\
\end{align*}
\]

\[
y_{\text{offset}} = 4.822 \\
b_1 = \begin{bmatrix}
-0.654 \\
-0.970 \\
4.508 \\
0.512 \\
-0.877
\end{bmatrix} \\
W_1 = \begin{bmatrix}
0.039 & -0.646 & 0.310 & -0.001 \\
0.007 & -0.631 & 0.083 & -0.005 \\
-0.395 & 3.884 & -2.788 & 10.261 \\
-0.116 & 0.954 & -0.325 & 0.002 \\
-0.075 & -0.561 & 0.423 & -0.001
\end{bmatrix} \\
\end{align*}
\]

\[
b_2 = \begin{bmatrix}
0.869 \\
-5.692 \\
3.083 \\
-1.549 \\
-6.060
\end{bmatrix} \\
W_2 = \begin{bmatrix}
-8.368 & 6.182 & 0.003 & -0.943 & 2.025 \\
5.732 & -8.903 & 0.002 & -1.836 & -5.148 \\
-3.384 & 1.360 & -0.118 & -4.831 & -0.656 \\
-14.497 & 2.755 & -0.002 & -4.650 & 4.724 \\
3.455 & -2.439 & -6.894 & -2.226 & -0.605
\end{bmatrix} \\
\end{align*}
\]

\[
b_3 = \begin{bmatrix}
2.661 \\
-4.837 \\
1.550 \\
0.878 \\
-0.613
\end{bmatrix} \\
W_3 = \begin{bmatrix}
-2.717 & -7.268 & 0.219 & 1.441 & -0.447 \\
4.832 & -0.416 & -1.175 & -9.857 & -0.004 \\
0.960 & 0.519 & 0.129 & -2.638 & -5.540 \\
-2.180 & -2.310 & 3.289 & 2.187 & 0.739 \\
0.660 & 0.202 & 0.290 & -0.221 & 0.010
\end{bmatrix} \\
\end{align*}
\]

\[
b_4 = \begin{bmatrix}
1.681
\end{bmatrix} \\
W_4 = \begin{bmatrix}
0.069 & 6.170 & -0.031 & 2.186 & -3.457
\end{bmatrix} \\
\end{align*}
\]
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