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Abstract—Graph mining tasks arise from many different application domains, including social networks, biological networks, transportation, and E-commerce, which have been receiving great attention from the theoretical and algorithmic design communities in recent years, and there has been some pioneering work employing the research-rich Reinforcement Learning (RL) techniques to address graph mining tasks. However, these fusion works are dispersed in different research domains, which makes them difficult to compare. In this survey, we provide a comprehensive overview of these fusion works and generalize these works to Graph Reinforcement Learning (GRL) as a unified formulation. We further discuss the applications of GRL methods across various domains, and simultaneously propose the key challenges and advantages of integrating graph mining and RL methods. Furthermore, we propose important directions and challenges to be solved in the future. To our knowledge, this is the latest work on a comprehensive survey of GRL, this work provides a global view and a learning resource for scholars. Based on our review, we create a collection of papers for both interested scholars who want to enter this rapidly developing domain and experts who would like to compare GRL methods.

Index Terms—Graph reinforcement learning, Graph mining, Reinforcement learning, Graph neural networks.

I. INTRODUCTION

The recent success of Reinforcement Learning (RL) has solved challenges in different domains such as robotics [1], games [2], Natural Language Processing (NLP) [3], etc. RL addresses the problem of how agents should learn to take actions to maximize cumulative reward through interactions with the environment [4]. The rapid development of RL in cross-disciplinary domains has motivated scholars to explore novel RL models to address real-world applications, e.g., financial and economic [5], [6], [7], biomedical [8], [9], and transportation [10], [11]. While the effectiveness of RL had been widely successful in substantial applications, many real-world scenarios can be modeled as graph-structured data. Specifically, these scenarios can be modeled as environments that are represented by implicit or explicit relationships in graph structures, and graph-related downstream tasks have received extensive research, such as link prediction [12], [13], node classification [14], and graph classification [15]. Various strategies have been proposed to tackle graph-structured data, including novel information aggregation functions [16], graph structure pooling [17], and neighborhood sampling methods [12].

Recently, researchers have been exploring the advantages of fusing graph mining methods with powerful RL methods [18], [19], [20] to efficiently tackle applications based on graph-structured environments. We show the times cited and publications over time of Graph Reinforcement Learning (GRL) ranging from January 2017 to November 2022 in Fig. 1 to prove the fusion of graph mining methods with RL for graph-structured environments has attracted a lot of attention.

The traditional methods and deep learning-based models for graph mining tasks have major differences in terms of model design and training process from RL-based methods, and scholars are facing many challenges in employing RL methods to analyze graph-structured data: (1) Machine learning models used in computer vision and NLP effectively capture hidden patterns of data in the Euclidean space (e.g., images and speech), but these models will not be available for graph-structured data due to the data complexity. (2) RL methods are difficult to accurately establish the environment or state space, and design action space or reward functions for specific graph mining tasks [21]. Specifically, graphs are massive, high-dimensional, discrete objects, and are challenging to work within the RL modeling context. (3) The specific objectives of graph mining tasks require RL methods to design effective architectures that are adapted to graph-structured data. (4) The emergence of large-scale graph-structured data imposes limitations on the application of RL methods. The historical data-driven RL methods require constant learning from the environment to update parameters, and

Fig. 1. Times cited and publications over time of GRL (January 2017-November 2022).
the growing data scale causes inefficiencies in RL methods. (5) Many interdisciplinary data in the real world can be modeled as graph-structured environments, and interdisciplinary data analysis integrating domain knowledge will prompt models toward expansion and complexity, which leads to significant difficulties in designing RL methods.

To address the above challenges, researchers have fused graph mining methods with RL methods and have been successful in many applications. We define GRL as solutions and measures for solving graph mining tasks by analyzing critical components such as nodes, links, and subgraphs in graphs with RL methods to achieve exploration of topological structure and attribute information of the graphs. We believe the advantages of the fusion between graph mining and RL methods can be summarized as follows:

1) **Auxiliary information**: Graph mining methods can capture topological and attribute information, and this information can be modeled as environments representing explicit or implicit structural relationships in graphs. **Graph mining methods can provide auxiliary information for RL, which improves RL methods to be applicable to graph-structured data.**

2) **Generalization**: RL methods enable learning specific objectives in networks with different topologies without considering the effect of network structure on prediction performance. **Since RL methods allow for adaptive learning by representing graph mining tasks as the MDP with sequential decision characteristics.**

3) **Adaptability**: Due to the natural structure of graphs, graph mining tasks can be solved with RL methods. Therefore, we believe that using RL to tackle graph mining is valuable. **The process of exploring graph structure can be modeled easily as a sequential decision problem, which is not available in other domains.**

4) **Data-driven**: Existing graph mining methods introduce extensive expert knowledge or require several rules to be developed manually. However, **RL methods are driven by input data and allow fast learning without expert knowledge, which allows these methods to achieve learning objectives more efficiently.**

5) **Abundant resources**: We collect abundant resources on GRL, including state-of-the-art models, benchmark datasets, and open-source codes. We create a collection of papers for GRL, which contains numerous papers on GRL in recent years. In this collection, we provide links to the papers and code where available to allow scholars to get a faster overview of the research contents and methods and to provide more inspiration for research on GRL.

The rest of this survey is organized as follows. Section II provides a brief introduction to the graph mining concepts discussed in this paper and a brief review of the key algorithms commonly used in GRL. In Section III, we review some current research on the topic of GRL and list the state, action, reward, termination, RL algorithms, and evaluation metrics. In Section IV, we discuss and propose some future research directions and challenges. Finally, we summarize the paper in Section V. For each aspect of GRL, we comprehensively summarize typical methods and provide methodology categorization in Fig. 2.

**II. PRELIMINARIES**

Graphs are the natural abstraction of complex correlations found in numerous domains, different types of graphs have been the main topic in many scientific disciplines such as computer science, mathematics, engineering, sociology, and economics [22]. We summarize the common graph mining problems in GRL as follows. Furthermore, we provide a list of commonly used notations in papers in Appendix A.
A. Graph Neural Networks

Recently, Graph Neural Networks (GNNs) have been employed to model and compute graph-structured data to improve the ability to reason and predict relationships in graphs. These models have a strong relational induction to effectively learn the relationships between nodes and links in graphs and establish rules for graph-structured data, ranging from social media to biological network analysis and network modeling and optimization [23], [24], [25]. GNN is an essential tool to tackle graph mining problems, and most of the existing GRL methods employ GNN as the embedding method for networks/nodes/links.

The basic principle of the GNN model can be concluded as follows: Given a graph \( G = (A, X) \) with \( m \) nodes, the \( G \) can be represented by the adjacency matrix \( A \in \{0, 1\}^{m \times m} \) and the feature matrix \( X \in \mathbb{R}^{m \times d} \), where \( d \) indicates that each node corresponds to a \( d \)-dimensional feature vector, the information aggregation operation of GNN is defined as (1).

\[
X_{i+1} = \sigma \left( D^{-\frac{1}{2}} A D^{-\frac{1}{2}} X_i W_i \right)
\]

where \( X_i \) denotes the input feature matrix of the \( i \)-th layer Graph Convolutional Network (GCN). \( X_0 = X \) denotes the original feature vector of the input graph, and \( X_i \in \mathbb{R}^{m \times d_i} \) is transformed into \( X_{i+1} \in \mathbb{R}^{m \times d_{i+1}} \) by the message passing mechanism. \( A = A + I \) denotes that self-loops are added to the adjacency matrix of the input graph. \( D \) denotes the diagonal node degree matrix after the normalization operation is executed on \( A \). In addition, \( W_i \in \mathbb{R}^{d_i \times d_{i+1}} \) is the learnable weight matrix and \( \sigma(\cdot) \) denotes the nonlinear activation function. Motivated by Weisfeiler-Lehman graph isomorphism test, learning a GNN includes three main components [26], [27]: (1) Initialization. Initialize the feature vectors of each node by the attribute of the vertices, (2) Neighborhood Detection. Determine the local neighborhood for each node to further gather the information and (3) Information Aggregation. Update the node feature vectors by aggregating and compressing feature vectors of the detected neighbors.

Many various message passing mechanisms like the novel information aggregation functions [16], graph structure pooling [17], and neighborhood sampling methods [12] have been proposed to perform graph mining. Different GNN models provide high-level variability in the design of neighborhood detection and information aggregation, and these various models define the different node neighborhood information and the aggregation compression methods to achieve graph learning and they commonly consider that the features of the target nodes are obtained by aggregating and combining the features of their neighbors.

B. Network Representation Learning

Network representation learning has been recently proposed as a new learning paradigm to embed network nodes into a low-dimensional vector space, by preserving network topology structure, node content, and other side information.

C. Adversarial Attacks

The powerful GNN models for solving graph mining problems inherit the drawback that traditional Deep Neural Networks are easily fooled by adversarial attacks. The attacker can manipulate the graph structure or node features to create graph adversarial perturbations, which can fool the GNN model. The aim of the adversarial attack on the graph is to minimize the attack loss to mislead the victim model. We formulate the graph adversarial attack as: Given \( G = (A, X, Y) \), and \( V_t \subseteq V \) is the set of victim nodes in \( G \), the task of an attacker is to find a perturbed graph \( \hat{G} = (\hat{A}, \hat{X}, \hat{Y}) \) that minimize the attack objective \( \mathcal{L} \) as (3).

\[
\min \quad \mathcal{L}(f_0(G')) = \sum_{u \in V_2} \mathcal{L}_u(f_0(G'), Y)
\]

\[
s.t. \quad \theta^* = \arg \min_{\theta} \mathcal{L}'(f_0(G'))
\]

where \( \mathcal{L}_u \) is a loss function for attacking and \( G' \) can either be \( G \) or \( \hat{G} \). \( \Phi(G) \) denotes the space of perturbation on the original graph. We denote \( \Phi(G) \) as (4).

\[
||\hat{A} - A||_0 + ||\hat{X} - X||_0 \leq \Delta
\]

where \( \Delta \) is the fixed perturbation budget.

D. Knowledge Graphs

Knowledge Graphs (KGs), which preserve rich human knowledge and facts, are commonly employed in downstream artificial intelligence applications, and large-scale KGs such as DBpedia [28], Freebase [29], and Yago [30] are proved to be the infrastructure for tasks such as recommendation systems, dialogue generation [31], and Question and Answer (Q&A)
tasks. KG is generally formalized as $G = (h, r, t)$ representing (head entity, relation, tail entity), e.g., (Beijing, capital of, China), which preserves the multi-relationship graph with a large number of facts. The goal of KG completion is to infer the missing relationships and entities in KGs with explicit information. KG completion methods are divided into three categories [32]:

1) Path ranking-based methods [33]. Such methods are to a path to connect two entities as a feature to predict the relationship between two entities. (2) Representation learning-based methods [34], [35]. Such methods aim to represent the semantic information of the research object as a dense low-dimensional real-value vector and reason via vector operations. (3) RL-based methods [3]. These methods define the KG completion task as MDP.

E. Reinforcement Learning Methods

RL methods have recently achieved huge success in a variety of applications [36], which automatically tackles sequential decision problems in real-world environments via goal-directed learning and decision making, and such methods achieve great success in many real match games [37], [38].

The RL is formulated as an MDP, which is a sequential decision mathematical model in which actions affect the current short-term rewards, the subsequent states, and future rewards. MDP serves to simulate the random strategies and rewards of agents. In MDP, the prediction and control problem can be implemented by dynamic programming. The formal definition of MDP is the tuple $\{\mathcal{S}, \mathcal{A}, \mathcal{T}, \mathcal{R}, p(s_0), \gamma\}$, where $\mathcal{S}$ denotes the set of all possible states, which is the generalization of the environment, $\mathcal{A}$ denotes the set of actions that can be adopted in the states, which is the all possible actions of the agent, $\mathcal{R} : \mathcal{S} \times \mathcal{A} \times \mathcal{S} \rightarrow \mathcal{R}$ denotes the reward function, which is the rewards that the environment returns to the agent after executing an action, $\mathcal{T} : \mathcal{S} \times \mathcal{A} \rightarrow p(\mathcal{S})$ is identified by the state transition function, $\gamma \in [0, 1]$ denotes the discount factor, which can be treated as a hyperparameter of the agent and serves to promote the faster availability of short-term rewards to the agent. The process of interaction between agent and environment is shown in Fig. 3.

Our goal is to find a policy $\pi$ that maximizes our expected return/action-value function $Q(s, a)$, the target policy is defined as (5) [39].

$$\pi^* = \arg \max_\pi Q(s, a)$$

$$= \arg \max_\pi \mathbb{E}_{\pi, \mathcal{T}} \left[ \sum_{k=0}^{K} \gamma^k r_{t+k} \mid s_t = s, a_t = a \right]$$

(5)

where $\pi^*$ is better or equal to all other policies.

Deep Reinforcement Learning (DRL) is poised to revolutionize the field of artificial intelligence and represents a step toward building autonomous systems with a higher-level understanding of the visual world [40]. Deep learning enables RL to scale to decision-making problems that were previously intractable, i.e., settings with high-dimensional state and action spaces.

In the following, we will provide fundamental concepts of different popular RL methods.

1) Q-Learning: Q-learning [41] is an off-policy learner and Temporal Difference (TD) learning method, which is an important result of early research on RL. The target policy in Q-learning updates the values directly on the Q-table to achieve the selection of the optimal policy, whereas, the behavior policy employs the $\varepsilon$-greedy policy for semi-random exploration of the environment. The learning goal of the action-value function $Q$ to be learned in Q-learning is that the optimal action-value function $q^*$ is learned by direct approximation, so that the Q-learning algorithm can be formulated as (6).

$$Q(s_t, a_t) \leftarrow Q(s_t, a_t) + \alpha \left[ R_{t+1} + \gamma \max_a Q(s_{t+1}, a) - Q(s_t, a_t) \right]$$

(6)

where the equation denotes that state $s_t$ explores the environment with a behavior policy based on the values in the Q-table at timestep $t$, i.e., it performs action $a$, the reward $R$ and a new state $s_{t+1}$ is obtained based on the feedback from the environment. The equation is executed to update to obtain the latest Q-table, it will continue to update the new state $s_{t+1}$ after completing the above operation until the termination time $t$.

2) REINFORCE: REINFORCE [42] does not optimize directly on the policy space but learns the parameterized policy without the intermediate value estimation function, which uses the Monte Carlo method for learning the policy parameters with the estimated returns and the full trace. The method creates a neural network-based policy that takes states as inputs and generates probability distributions in the operation space as outputs. The policy $\pi$ is parameterized with a set of weights $\theta$ so that $\pi(s; \theta) \equiv \pi(s)$, which is the action probability distribution on the state, and REINFORCE is updated with (7).

$$\Delta \omega_{i,j} = \alpha_{i,j} (r - b_{i,j}) \frac{\partial}{\partial \omega_{i,j}} \ln g_i$$

(7)

where $b_{i,j}$ is a non-negative learning factor, $r$ denotes the discounted reward value, and $b_{i,j}$ is a representation function of the state for reducing the variance of the gradient estimate. Williams [42] points that $b_{i,j}$ could have a profound effect on the
To facilitate research into GRL, we provide (and is the probability density function for randomly generating unit activation-based actions.

3) **Actor-Critic**: Actor-Critic algorithm [43] employs a parameterized policy and a value function, where the value function provides a better $A(s, a)$ estimate for the computation of the policy gradient. The Actor-Critic algorithm studies both policy and state value functions, combining the advantages of value function-based and policy gradient-based algorithms. In this method, the Actor denotes the policy function for learning the policy that can obtain as many rewards as possible, and the Critic denotes the estimated value function for evaluating the estimated value of the current policy. Fig. 4 is the framework of the Actor-Critic algorithm.

The Actor-Critic architecture is widely employed as the basic framework for RL algorithms like Asynchronous Advantage Actor-Critic (A3C) [44], Advantage Actor-Critic (A2C) [45], Deterministic Policy Gradient (DPG) [46], Deep Deterministic Policy Gradient (DDPG) [47]. The A3C develops for single and distributed machine setups combines advantage updates with an actor-critic formulation that relies on asynchronous update policy and value function networks trained in parallel on several processing threads [40].

4) **Deep Q-Network**: Q-table updates with the Q-learning algorithm in large-scale graph-structured data suffer from the problem of a high number of intermediate state values, leading to dimensional disasters. To address the above challenges, the main method proposed by scholars is the Deep Q-Network (DQN) [2] which combines value function approximation and neural networks through function approximation and state/action space reduction. DQN is widely exploited to learn policies by leveraging deep neural networks.

The scholars propose to employ Q-learning algorithms to represent states with graph embeddings according to the property of graph-structured data in order to minimize the impact of non-Euclidean structures on the Q-table scale. Overall, DQN combines deep learning with Q-learning and approximates the action value function with deep neural networks, and obtains the trace $\{s_t, a_t, r_t, s_{t+1}\}$ from the interaction of the agent with the environment. This method can learn successful policies directly from high-dimensional sensory inputs using end-to-end RL [2]. The loss function $L(\theta_i)$ of this method is given by (8).

$$L(\theta_i) = \mathbb{E} \left[ \left( r + \gamma \max_{a+1} Q_{\theta_{t+1}}(s_{t+1}, a_{t+1}) - Q_{\theta_t}(s_t, a_t) \right)^2 \right]$$

(8)

DQN introduces two techniques to stabilize the training process: (1) A replay buffer to reuse past experiences. (2) A separate target network that is periodically updated. DQN has many variations to improve the current version. Double Deep Q-Network (DDQN) [48] reduces the risk of high estimation bias in Q-learning by decoupling selection and evaluation. The DDQN addresses the problem of not sufficiently considering the importance of different samples in the DQN algorithm by calculating the priority of each sample in the experience pool and increasing the probability of valuable training samples. Moreover, scholars have proposed more improved versions of DQN [49],[50] to address problems such as the lack of long-term memory capability of DQN.

III. REINFORCEMENT LEARNING ON GRAPHS

Existing methods to solve graph mining problems with RL methods focus on network representation learning, adversarial attacks, and relational reasoning. Furthermore, many real-world applications study the GRL problem from different perspectives. We provide a detailed overview of the research contents in GRL in this section.

A. Datasets & Open-Source

1) **Datasets**: We provide a summary of the experimental datasets employed in these studies cited in this survey and a list of the statistical information of datasets, sources, tasks, and citations, as shown in Table I and II. In addition, we summarize the experimental results of node classification on Cora [51], Citeseer [51], and PubMed [51] and the results of KG completion on NELL–995 [3], WN18RR [52], and FB15K-237 [53], where the classification accuracy is the evaluation metric for the node classification task and Hit@1, Hit@10, and MRR are the evaluation metrics for the KG completion, as shown in Table III and IV.

2) **Open-Source**: To facilitate research into GRL, we provide a collection of papers on GRL models and datasets for the understanding of the fusion works of graph mining and RL methods, which are available in public. The papers in this collection cover various domains of graph mining problems. We believe that this collection of papers provides a comprehensive and effective summary of methods in the field of GRL.

Furthermore, we summarize the open-source implementations of GRL methods reviewed in the survey and provide the links to the codes of these models in Appendix B.
B. Graph Mining With Reinforcement Learning

1) Network Representation Learning: Network representation learning is to learn a mapping that embeds the nodes of a graph as low-dimensional vectors while encoding a variety of structural and semantic information. GNNs receive increasing interest due to their effectiveness in network representation learning. Generally, the message passing architecture predefined by scholars is probably not applicable to all nodes in graphs, and the multi-hop message passing mechanism is poor for passing important information to other modules. Therefore, the novel and effective node sampling strategies and innovation of new message passing mechanisms for graph-structured data attract more attention from scholars.[16], [58], [93], [94], [95]. Batch sampling and importance sampling are commonly employed in GNNs to obtain the local structure of graph-structured data, however, such sampling methods may cause information loss. 

Lai et al.[27] propose Policy-GNN to define the meta-policy module and GNN module for learning relationships and network representations between node attributes and aggregation iterations. Policy-GNN solves the challenge of determining the aggregation range of nodes in large-scale networks with the DQN algorithm. SUGAR[15] focuses on the finer substructures’ semantics and proposes GNNs for hierarchical subgraph-level selection and embedding to learn more discriminative subgraph representations, which reduces the loss of representation quality from GNN sampling strategies. However, the constraints, features, and optimization procedures in problem solving are determined manually, Yan et al.[21] employ the popular parallel policy gradient training method to ensure the efficiency and robustness of the sampling training experience while optimizing the learning agent and employ GCN to automatically extract spatial features in an irregular graph topology in learning agent. Furthermore, the hierarchical structure of the network is crucial for effective modeling of graph-structured data.

### TABLE I

Commonly Used Datasets for GRL

| Dataset | | | | Source | Citation |
|---------|-----------------|-----------------|-----------------|-----------------|-----------------|
| Cora* | 2708 | 5422 | [51] | Policy-GNN[27], RL-S2V[19], GraphNAS[54], GPA[14], AGNN[55], GDPNet[56], NIPA[57], RLNet[58] |
| CiteSeer | 3312 | 4732 | [51] | Policy-GNN[27], RL-S2V[19], GraphNAS[54], SparRL[22], GPA[14], AGNN[55], GDPNet[56] |
| Facebook | 4039 | 88234 | [59] | SparRL[22], IMGER[60], RLNet[58] |
| Amazon | 11944 | 4399392 | [61] | RCGNN[62], CARI-GNN[63], SparRL[22] |
| FB15K-237* | 14541 | 237 | [53] | RF[64], AttnPath[65], RLH[66], PAAR[67], Zheng et al.[68], ADRL[69], GRL[32], ConvE[70], MINERVA[71], KBGAN[72], RLPath[73], DaPath[74], MemoryPath[75] |
| PubMed | 19717 | 44338 | [51] | Policy-GNN[27], NIPA[57], RL-S2V[19], GraphNAS[54], GPA[14], AGNN[55], GDPNet[56] |
| WN11RR | 40943 | 11 | [52] | RF[64], RLH[66], Zheng et al.[68], ADRL[69], GRL[32], MARLPAR[76], ConvE[70], MINERVA[71], KBGAN[72] |
| Yelp | 45954 | 3846979 | [77] | RCGNN[62], CARD-GNN[63], UNICORN[78] |
| NELL-995* | 75492 | 237 | [3] | RF[64], AttnPath[65], RLH[66], PAAR[67], Zheng et al.[68], ADRL[69], GRL[32], MARLPAR[76], ConvE[70], MINERVA[71], RLPath[73], DaPath[74], MemoryPath[75] |
| Twitter* | 81306 | 1764149 | [59] | SparRL[22], AdmRumor-RL[24], IMGER[60] |
| YouTube | 1154899 | 2987624 | [79] | SparRL[22], IMGER[60] |

Note: * These datasets are used at different scales, yet they share the same data sources. We marked the maximum number of nodes and edges.

### TABLE II

Commonly Used Datasets for GRL in Graph Classification

| Dataset | # Graphs | # Nodes(Avg.) | # Edges(Avg.) | Source | Citation |
|---------|----------|---------------|---------------|---------|---------|
| MUTAG | 188 | 17.93 | 19.79 | [80] | SUGAR[15], SubgraphX[81], XGNN[18], GraphAug[82] |
| PTC | 344 | 14.29 | 14.69 | [83] | SUGAR[15] |
| PROTEINS | 1113 | 34.06 | 72.82 | [84] | SUGAR[15], GraphAug[82] |
| BBBP | 2039 | 24.06 | 25.95 | [85] | SubgraphX[81] |
| NCI1 | 4110 | 29.87 | 32.30 | [86] | SUGAR[15], GraphAug[82] |
| NCI109 | 4127 | 29.68 | 32.13 | [86] | SUGAR[15], GraphAug[82] |

### TABLE III

Reported Experimental Results for Node Classification on Three Frequently Used Datasets

| Method | Cora | CiteSeer | PubMed |
|--------|------|---------|--------|
| GCN [57]* | 83.5±0.0 | 70.3±0.4 | 79.0±0.0 |
| GAT [88]* | 83.0±0.7 | 72.5±0.7 | 79.1±0.3 |
| LGCN [89]* | 83.3±0.5 | 73.0±0.6 | 79.5±0.2 |
| DGI [90]* | 82.3±0.6 | 71.8±0.7 | 78.6±0.2 |
| Policy-GNN [27] | 91.9±1.4 | 89.7±1.2 | 92.1±2.2 |
| GraphNAS [54] |- | 73.1±0.9 | 79.6±0.4 |
| AGNN [55] | 83.6±0.3 | 73.8±0.7 | 79.7±0.4 |

Note: * These methods are non-GRL methods.

### TABLE IV

Reported Experimental Results for KG Completion on Three Frequently Used Datasets

| Method | Metrics | NELL-995 | WN11RR | FB15K-237 |
|--------|---------|----------|--------|-----------|
| TransE [34]* | Hit@1 | 0.608 | 0.491 | 0.392 |
| | Hit@10 | 0.793 | 0.626 | 0.614 |
| | MRR | 0.715 | 0.537 | 0.494 |
| TransR [91]* | Hit@1 | 0.631 | 0.526 | 0.405 |
| | Hit@10 | 0.806 | 0.641 | 0.634 |
| | MRR | 0.727 | 0.581 | 0.532 |
| ComplEX [92]* | Hit@1 | 0.614 | 0.319 | 0.318 |
| | Hit@10 | 0.815 | 0.462 | 0.542 |
| | MRR | 0.652 | 0.428 | 0.374 |
| RLH [66] | Hit@1 | 0.692 | 0.433 | 0.342 |
| | Hit@10 | 0.873 | 0.516 | 0.648 |
| | MRR | 0.723 | 0.481 | 0.460 |
| ADRL [69] | Hit@1 | 0.808 | 0.683 | 0.574 |
| | Hit@10 | 0.975 | 0.723 | 0.796 |
| | MRR | 0.916 | 0.704 | 0.712 |
| ConvE [70] | Hit@1 | 0.672 | 0.402 | 0.313 |
| | Hit@10 | 0.864 | 0.519 | 0.641 |
| | MRR | 0.747 | 0.438 | 0.410 |
| MINERVA [71] | Hit@1 | 0.663 | 0.413 | 0.217 |
| | Hit@10 | 0.831 | 0.513 | 0.456 |
| | MRR | 0.725 | 0.448 | 0.293 |

Note: * These methods are non-GRL methods.
for exploring the requirements of different downstream tasks for feature and topological information. ACE-HGNN [96] leverages multi-agent RL method to learn the optimal curvature of the network to improve model quality and generalizability.

Existing representation learning methods based on GNNs and their variants depend on the aggregation of neighborhood information, which makes them sensitive to noise in the graph, and several scholars have improved the performance of network representation learning in terms of removing noisy data from the graph. GDPNet [56] employs two phases of signal neighborhood selection and representation learning to remove noisy neighborhoods as the MDP to optimize the neighborhood of each target node, and learns a policy with task-specific rewards received from the representation learning phase, allowing the model to perform graph denoising just with weak supervision from the task-specific reward signals. GAM [97], which also focuses on noisy graph-structured data, enables to limit the learning attention of the model to small but informative parts of the graph with attention-guided walks. The graph attention model employs the Partially Observable Markov Decision Process (POMDP) method for training to selectively process informative portions of the graph. Moreover, NetRL [98] performs network enhancement with detecting noisy links and predicting missing links to improve network analysis and modeling capabilities.

Slight modifications to the GNN architecture can modify the learning capability of the model. The design principles of the architecture require substantial domain knowledge to guide, e.g., the manual setting of hidden dimensions, aggregation functions, and parameters of the target classifier. GraphNAS [54] designs a search space covering sampling functions, aggregation functions, and gated functions and searches the graph neural architectures with RL. The algorithm first uses a recurrent network to generate variable-length strings that describe the architectures of GNNs. Furthermore, AGNN [55], which has the same objective as GraphNAS, verifies the architecture in the predefined search space via small steps with RL-based controllers, decomposing the search space into the following six classes of actions: Hidden dimension, Attention function, Attention head, Aggregate function, Combine function, and Activation function.

However, the above algorithms fail to consider heterogeneous neighborhoods in the aggregation of nodes [62], causing neglect or simplification of the diverse relationship of nodes and edges in real networks, which brings a loss of heterogeneity information containing multiple types of nodes and relationships. Relational GNNs based on artificial meta-paths [99] or meta-graphs [100] rely on inherent entity relationships and require the support of substantial domain knowledge. Zhong et al. [101] solve the dependence on the handcrafted meta-paths via proposing the RL enhanced heterogeneous GNN model to design different meta-paths for nodes in heterogeneous information networks, and replacing the manual design of meta-paths with agent. This method discovers many meaningful meta-paths that are ignored by human knowledge. Furthermore, a novel neighborhood aggregation technique is adopted to effectively improve the performance of heterogeneous network representation learning. RioGNN [62] learns multi-relational node representations with the semi-supervised method, which leverages relational sampling, message passing, metric learning, and RL to guide neighbor selection within and between different relations. These above works further illustrate the massive role of RL methods in multi-relational/heterogeneous networks.

The graph-structured data augmentations provide further improvements in terms of the performance of network representation learning, and scholars believe that invariance of the learning mechanism is critical to data augmentations. GraphAug [82] optimizes the model to maximize the estimated label-invariance probability via RL, which results in label-invariance augmentations. Experimental results show that GraphAug outperforms existing graph augmentation methods. More GRL methods on network representation learning could be found in Table V.

2) Adversarial Attacks: Recent studies have shown that attackers can perturb or poison the graph-structured data used for training to affect GNNs in node classification. Existing researches on adversarial attacks on GNNs focus on modifying the connectivity between two existing nodes. RL-S2V [19] learns how to modify the graph structure by sequentially adding or removing links to the graph only using feedback from downstream tasks. The RL-S2V architecture is shown in Fig. 5.

However, such attack policies that require frequent modifications to the network structure need a high level of complexity to avoid the attack being caught. NIPA method avoids manipulating the connections between existing nodes, but injects the fake nodes into the graph. This algorithm represents the adversarial connections and adversarial labels of the injected false nodes as MDP and designs an appropriate reward function to guide the RL agent to reduce the node classification performance of GNNs. The graph rewiring method [102] also avoids adding or removing connections resulting in significant changes to the graph structure.

Adversarial attack research on GNNs also includes fraud entity detection tasks, such as opinion fraud and financial fraud [63], [103]. More GRL methods on adversarial attacks could be found in Table VI.

3) Relational Reasoning: Discovering and understanding causal mechanisms could be defined as searching for Directed Acyclic Graphs (DAGs) that minimize the defined score functions. RL methods have achieved excellent results in terms of causal discovery from observed data, but searching the DAGs space or discovering the implied conditions usually has high complexity. The agent in RL with random policies could automatically define the search policy based on the learned uncertain information of the policy, which can be updated rapidly with the reward signal [104]. However, this approach results in poor computational accuracy, and the action space composed of directed graphs is commonly difficult to be explored completely. CORL [105] describes the ordering search problem as a multi-step MDP and implements the ordering generation process with encoder-decoder structures, and optimizes the proposed model with RL based on the reward mechanism designed for each ordering. Finally, the causal graph is obtained by processing the results of the ordering. Furthermore, Sun et al. [106] combine transfer learning and RL for co-learning to leverage the prior causal knowledge for solving causal reasoning tasks.
TABLE V
GRL METHODS ON NETWORK REPRESENTATION LEARNING TASKS

| Method      | Action                        | State Description                                                                 | Reward Description                                  | Termination Description                              | RL Metrics                       |
|-------------|-------------------------------|----------------------------------------------------------------------------------|------------------------------------------------------|-------------------------------------------------------|-----------------------------------|
| SUGAR [15]  | $+/−$ a fixed value $Δk ∈ [0, 1]$ from $k$. | The middle graph consists of the subgraphs selected in each training epoch. | The discrete reward function based on the classification accuracy of the previous epoch. | The change of $k$ among ten consecutive epochs no more than $Δk$. | Q-learning Average accuracy, Standard deviation, Training process, Testing performance, and Result visualization. |
| RL-HGNN [101] | The set of available relation types. | All nodes involved in the meta-path. | The performance improvement on the specific task compared with the historical performances. | - | DQN Micro-F1, Macro-F1, and Time-consuming. |
| Policy-GNN [27] | The number of hops of the current node. | The attribute of the current node. | The performance improvement on the specific task compared with the last state. | - | DQN Accuracy |
| GraphNAS [54] | Select the specified parameters for the GNN architecture. | GNN architecture. | Define the corresponding reward value based on the special task accuracy. | To maximize the Expected accuracy of the generated architectures. | MDP Micro-F1 and Accuracy |
| GPA [14]     | Select a node $v_t$ from $V_{train}/V_{val}$ at timestep $t$. | The state $S_t$ in graph $G$ at step $t$ is defined as a concatenation of several commonly used heuristics criteria in active learning. | The classification GNN’s performance score on the validation set after convergence. | Performance convergence of classifiers. | MDP Micro-F1 and Macro-F1 |
| GDPNet [56]  | Select neighbors. | Embedding of information about the current node and its neighbors. | Define the corresponding reward value based on the special task accuracy. | - | MDP Accuracy |

Missing values ("-" ) in this table indicate that the personalized termination conditions contribute to the stabilization of the training process.

Fig. 5. An illustration of the RL-S2V architecture [19]. The algorithm trains the original graph structure with Structure2Vec (S2V) to obtain the representation of each node and then parameterizes each node with a GNN to obtain the Q-value, and the candidate links that need to modify are obtained with Q-learning to achieve a black-box attack, which is formulated as follows: RL-S2V employ S2V for calculating Q-value, and the adding a single edge $a_k$ is decomposed into two decision steps $a_k^{(1)}$ and $a_k^{(2)}$, with $Q_k^{(1)}$ and $Q_k^{(2)}$. (Redrawn from [19]).

TABLE VI
GRL METHODS ON ADVERSARIAL ATTACKS TASKS

| Method      | Action                        | State Description                                                                 | Reward Description                                  | Termination Description                              | RL Metrics                       |
|-------------|-------------------------------|----------------------------------------------------------------------------------|------------------------------------------------------|-------------------------------------------------------|-----------------------------------|
| NIPA [37]   | Add the adversarial edges within the injected nodes and the clean node and designing the adversarial labels of the injected nodes. | The intermediate poisoned graph and labels information of the injected nodes. | Guiding reward based on classifier success rate. | The agent adds the budget number of edges. | DQN Accuracy, Key statistics of the poisoned graphs, Average Degrees of Injected Nodes, and Sparsity of the Origin Graph. |
| RL-S2V [19] | Add or delete edges in the graph. | The modified graph. | The prediction confidence of the target classifier. The average distance differences between two consecutive epochs. | The agent modifies the specified number of links. The RL converges in the recent ten epochs and indicates an optimal threshold until the convergence of GNN. | Q-learning Accuracy |
| CARE-GNN [63] | $+/−$ a fixed small value. | The selection range of neighbor nodes. | The reward function is developed based on the performance of the classifier. | The number of actions reaches the budget $K$ or the attacker successfully changed the label of the slightly modified graph. | BMAB ROC-AUC and Recall |
| ReWatt [102] | The valid rewiring operations. | The intermediate graphs generated after all the possible rewiring operations. | - | MDP Attacking performance |
Task-oriented spoken dialogue system is a system that can continuously interact with a person to accomplish a predefined task. However, many methods are not sample-efficient. An appropriate method [107] employs a neural network structure for DRL-based dialogue management, which consists of several sub-networks corresponding to nodes on a directed graph defined according to the domain ontology, and the joint optimization of graph structure and parameters is also adopted to speed up internal message exchange. Furthermore, several natural question generation models provide more training data for the Q&A task to further improve the performance of the task. Graph2Seq [108] provides a generator for embedding text leveraging a Bidirectional Gated GNN and a hybrid evaluator for generating valid text. The algorithm employs the self-critical sequence training algorithm to directly optimize the evaluation metrics.

KGs are the data infrastructure for downstream real-world applications and are increasingly being used for dialogue systems [107], KG completion [64], recommendation systems [109], social networks [110] and information extraction. However, false-negative training data in incomplete KGs will affect the decision-making of the model [70], and fixed multi-hop or single-hop methods [71] consume massive computational resources. KGQA [64] employs dynamic rewards to build an end-to-end dynamic KG reasoning framework. Long short-term memory (LSTM) and MDP are adopted to model path inference, and Actor-Critic is employed to optimize model parameters.

Most existing methods focus on reasoning in static KGs to complete missing facts. However, the introduction of temporal features enables more reliable modeling of the relationships between facts in the real world. T4IFer [111] captures temporal information about the agent with a relative time encoding function and guides model learning with time-shaped rewards. This explainable method has fewer computations and parameters compared to the benchmarks.

Motivated by the hierarchical structure commonly employed by humans when dealing with fuzzy scenarios in cognition, Wan et al. [66] suggest a hierarchical RL method to simulate human thinking patterns, where the whole reasoning process is decomposed into two steps of RL policies. Furthermore, the policy gradient approach [112] and REINFORCE [42] are employed to select two policies for encoding historical information and learning a structured action space. DeepPath [3] for hierarchical reasoning of KGs based on RL requires manual rules to process for obtaining more adequate hierarchical relationships. On the other hand, PAAR [67] employs a multi-hop reasoning model based on hyperbolic KG embedding and RL for hierarchical reasoning. Hierarchical information of the KG plays an important role for downstream tasks, and another RL method [68] employing hierarchical information is to reason about the KG from a methodological perspective.

Interactive recommender system is one of the practical applications of relational reasoning, which has received substantial attention as its flexible recommendation policy and optimal long-term user experience, and scholars have introduced DRL models such as DQN [113] and DDPG [47] into the interactive recommender system for decision-making and long-term planning in dynamic environments. However, these RL methods require extensive interaction data for training, which causes a large action space. KGQR [109] enables to incorporate graph learning and sequential decision problems in interactive recommender systems as a whole, to select candidate objects and learn user preferences from user feedback with prior knowledge, which is capable of obtaining better recommendation performance with fewer user-item interactions. The KGQR architecture is shown in Fig. 6. More GRL methods on relational reasoning could be found in Table VII.

C. Real-World Applications With Reinforcement Learning on Graphs

The research on GRL is booming in the past few years, and GRL methods play an important role in solving various real-world applications and attract substantial attention from scholars. We summarize abundant real-world applications in transportation network optimization, recommendation systems in E-commerce networks, drug structure prediction and molecular structure generation in medical research, and network diffusion models for controlling the COVID-19 virus further prove the hot development in the field of GRL. More GRL methods on real-world applications could be found in Table VIII.

1) Explainability: In exploring GNNs, scholars often treat them as black boxes, and this assumption lacks explanations that are readily understood by humans, which prevents their use in critical applications involving medicine, privacy, and security [115], [116]. A great number of scholars working on deciphering the explainability of such black-box models of GNNs commonly focus on explaining the explainability of the node, edge, or node feature-level in the graph-structured data, but ignore the GNN model and the frequent subgraph. The interpretation at the subgraph-level enables the more intuitive
and effective description of the GNN [117], [118], [119]. SubgraphX [81] proposes to explain GNNs by identifying important and intuitive substructures of graphs, which employs a Monte Carlo tree search to explicitly explore different subgraphs of the given input graph, and for each subgraph, we propose to use Shapley values to measure its importance by considering the interactions between different subgraph structures. Qualitative and quantitative experiments prove the effectiveness and efficiency of SubgraphX. The SubgraphX architecture is shown in Fig. 7.

Furthermore, another approach [62] to learning the differential features in graph-structured data achieves the explainability of multi-relational GNNs from the perspective of the individual importance of different relations. This approach constructs a multi-relational graph to reflect the heterogeneity of nodes, edges, attributes, and labels based on the practical task and employs RL to optimize the neighbor selection process when embedding aggregated neighbor information for the central node. Finally, all neighborhood information from different relations is aggregated to obtain the eventual node embedding. The scholars believe that explaining GNNs from the model level could enhance human trust for some application domains. XGNN [18] explains GNNs by formulating graph generation as RL, and the generated graph structures enable verification, understanding, and improvement of trained GNN models.

### Table VII

| Method   | Action                              | State                | Reward                                                                 | Termination | RL | Metrics                              |
|----------|-------------------------------------|----------------------|------------------------------------------------------------------------|-------------|----|--------------------------------------|
| TITEN [111] | The set of optimal actions is sampled from the set of outgoing edges. The set of outgoing edges of the current entity. | The state space is represented by a special quan- | The dynamic reward function is defined based on the search results. | MDP         | MDP | Mean Reciprocal Rank (MRR), Hits@10 |
| RLH [66]   | The set of outgoing edges of the current entity. | tuple, the tuple of entities and the relationships between them. | The reward for each step is defined based on whether the agent reaches the target entity. | REINFORCE    | MDP | Mean average precision (MAP) and MSE |
| CORL [103] | The variables at each decision step | The embedding of the input data pre-processed with the encoder module. | The reward function consists of episodic and dense rewards. | MDP         | DQN | True Positive Rate (TPR), Structural Hamming Distance (SHD) |
| IMUP [114] | The actions are defined as the visit event. | The state is to describe the environment composed by users and the spatial knowledge graph. | The reward is defined as the weighted sum of three parts about Points of Information (POI). | A3C         | A3C | MRR and Hits@10 |
| ADRL [49]  | The set of outgoing edges | The state space consisting of the source entity, the query relationship and the entity that is accessed. | The rewards depend on the value function. | DDGP        | MRR, Hits@10, MAP, and MAB |

Missing values ("--") in this table indicate that the personalized termination conditions contribute to the stabilization of the training process.

### Table VIII

| Method   | Action                              | State                | Reward                                                                 | Termination | RL | Metrics                              |
|----------|-------------------------------------|----------------------|------------------------------------------------------------------------|-------------|----|--------------------------------------|
| XGNN [18] | Add an edge to current state G_t at step t. | The partially generated graph G_t at step t. | The reward consists of guidance from the trained GNNs and validated graph rules. | MDP         | A2C | Accuracy and Metrics for explanation |
| Marl-tGCN [10] | The toll set by the transit authority on the special road that has an ETC gat | The number of vehicles that travel to the special zone on road. | The number of vehicles which arrive at destinations. | MDP | Q-learning | Traffic throughput |
| GTPN [9]   | The action consists of three consecutive sub-actions. | The intermediate graph. | The reward is determined based on whether the path is successful in predicting a path for a given agent. | A3C | A3C | Coverage@k, Recall@k, and precision@k |
| 3G-RL [124] | The action is defined as whether to switch to the next phase or prolong the current phase. | Current connectivity and demand in the network. | An episode either ends as soon as all trips are completed or after a fixed amount of time. | MDP | MDP | The Reject Ratio of Service Function Chain Requests, Influence of Topology Change, and Time Consumption |
| DeepOpt [145] | The action value can be denoted with a binary list indicating the selection status of each network node. | The state information including the input of the node attributes and edge attributes. | The reward function consists of custom penalty terms. | MDP | Acceptance Ratio, Long-Term Average Revenue, and Running Time |
| A3C-GCN [21] | An action is a valid embedding process that allocates virtual networks onto a subset of substrate network components. | The state is the real-time representation of special network status. | Reward shaping | MDP | MDP | RoM and the performance of Voltage Amplifier and Voltage Amplifier |
| GCN-RL [146] | The continuous action space is defined to determine the transistor sizes. | The state consisting of transistor index, component type, and the selected model feature vector for the component. | The reward is defined as a weighted sum of the normalized performance metrics. | DDPG        | DDPG | Coverage performance and generalization performance |
| GMETAEXP [147] | Each action is a test input to the program, which can be test (parameters of characters) or images (2D array of characters). | The state contains the full interaction history in the episode. | Customized step-by-step rewards. | MDP         | MDP | Coverage performance and generalization performance |

Missing values ("--") in this table indicate that the personalized termination conditions contribute to the stabilization of the training process.
2) City Services: The growth of modern cities and urban populations causes problems like traffic congestion and inefficient communication. Several scholars have modeled road networks and communication networks as graph-structured data that can provide support to government agencies or telecommunication service providers to better optimize traffic roads or communication links [120].

Traffic flow prediction focus on building some prediction models to estimate the traffic flow of specific roads based on the statistical information of traffic flow within or between these regions and traffic data provided by relevant government institutions or organizations. Peng et al. [121] address the problem of incompleteness and non-temporality of most traffic flow data by modeling existing traffic flow graphs with GCPN [122] and extracting temporal features with LSTM [123]. IG-RL [124] for dynamic transportation networks focuses on the traffic signal control problem, which uses GCN to learn the entities as node embeddings, and the Q-learning algorithm is employed to train the model. This method enables the representation and utilization of traffic demand and road network structure in an appropriate way regardless of the number of entities and their location in the road network.

Electronic Toll Collection (ETC) system serves an important role in alleviating the urban traffic congestion problem. Qiu et al. [10] employ a GCN to represent the value function and policy function in the Dynamic Electronic Toll Collection (DETC) problem and solve the DETC with collaborative multi-agent RL algorithm. Furthermore, GRL-based applications like optimization of on-demand ride-sharing services [125], lane change decision for connected autonomous vehicles [126], [127], and adaptive traffic signal control [128], [129] could also improve the operational efficiency of traffic flow in cities.

Topology learning and channel allocation in Wireless Local Area Networks (WLANs) are crucial to improve the quality of wireless communication, but the traditional solutions cannot tackle the above problems. Almasan et al. [130] propose to integrate GNNs with the DQN. The proposed DRL+GNN architecture enables learning and generalize over arbitrary network topologies, and is evaluated in SDN-based optical transport network scenarios. For WLANs, Nakashima et al. [131] propose a DRL-based channel allocation scheme. This algorithm employs a graph convolutional layer to extract features of channel vectors with topological information and learns DDQN [48] for channel allocation policy formulation.

3) Epidemic Control: In the fields of epidemic containment, product marketing, and fake news detection, scholars have employed a limited number of interventions to control the observed dynamic processes partially on the graph. Meirom et al. [132] proposes to define the diffusion process on the temporal evolving graph as a POMDP, and employs a GNN to calculate the score of each node, where each node is contained in its m-hop neighborhood. A high-quality subset of nodes is then selected by ordering the nodes’ scores, where the Actor-Critic algorithm is adopted and used to dynamically intervene for the selection of a subset of nodes. In another epidemic control application, the RAI algorithm [133] leverages social relationships between mobile devices in the Social Internet of Things (SIoT) to assist in controlling the spread of the virus by allocating limited protection resources to influential individuals through early identification of suspected COVID-19 cases. Furthermore, the algorithms for
key node finding [134], [135] and network dismantling [136] enable the application to the epidemic control problem.

4) Combinatorial Optimization: Most real-world combinatorial optimization problems could be represented by graphs. GRL methods for combinatorial optimization allow learning automatic strategies that return feasible and high-quality outputs based on the original input data and the guidance process [137]. S2V-DQN [138] learn a policy for building solutions incrementally with Q-learning, in which the agent incrementally constructs efficient solutions based on the graph structure through adding nodes, and this greedy algorithm is a popular pattern for approximating algorithms and heuristics for combinatorial optimization, and the S2V-DQN architecture is shown in Fig. 8. Toyer et al. [139] propose an Action Schema Network for learning generalized policies for probabilistic planning problems. The AS-Net can employ a weight sharing scheme through simulating the relational structure of the planning problem, allowing the network to be applied to any problem in a given planning domain.

5) Medicine: Graph mining methods and reinforcement learning techniques have demonstrated significant potential in medicine combination prediction (MCP) [8], chemical reaction product prediction [9], and brain network analysis tasks [140]. To this end, CompNet [8] proposes a graph convolutional reinforcement learning model for MCP. Specifically, the authors define the MCP task as an order-free MDP problem, and they first employ a Dual Convolutional Neural Network to obtain patient representations, and then introduce medical knowledge associated with the predicted medicines to construct medicine KG, and R-GCN is used for KG encoding. Finally, the patient representation and medical KG are combined for medicine selection, where DQN is used for learning correlations and adverse interactions between medicines. Graph Transformation Policy Network (GTPN) [9] addresses the problem of chemical reaction product prediction. They represented the entity system consisting of input reactants and reagent molecules as a labeled graph with multiple connected components by using a GNN, and the process of generating product molecules from reactant molecules is formulated as a series of graph transformation processes. GTPN uses A2C to find the optimal sequence of bond changes that transforms the reactants into products. Moreover, BN-GNN [140] is a brain network representation framework, which enables determining the optimal number of feature aggregations with DDQN, and the combination of abundant medical KG and DRL methods could support patients to describe disease characteristics and provide accuracy in diseases diagnosis [141].

In the pharmaceutical industry, design and discovery aids for de novo drugs serve an important research value, and many scholars have conducted studies on chemical molecule generation and optimization with RL methods [142], [143]. These methods that use RL [97], [122], [144] to pre-design the molecular structure of drugs can significantly save working time, money, and labor costs in chemical laboratories and provide an efficient aid for the design and discovery of new drugs.

IV. OPEN RESEARCH DIRECTIONS

Although several GRL methods have been explored and proposed by scholars at present, we believe that this field is still in the initial stage and has much exploration space and research value, and we suggest some future research directions that might be of interest to scholars in this field.

Automatic design for model architecture: Modeling of the environment, selection of RL algorithms, and hyperparameter design of the model in GRL methods commonly require detailed expert exploration. The different definitions of state and action spaces, batch sizes and frequency of batch updates, and the number of timesteps will result in different experimental performances. Automatic RL provides a solution for automatically making appropriate decisions about the settings of the RL process before starting to learn, enabling a non-expert way to perform, and improving the range of applications of RL. We believe that applying the automatic methods for model architecture design to graph mining will significantly improve the efficiency of the methods and provide more efficient learning strategies for exploring optimal combinations of graph mining algorithms and RL methods. In our survey, there is a limited number of scholars applying automatic RL to graph mining tasks, but it is an extremely important and promising research direction.

Multi-agent interaction in graph-structured environment. Single agent usually ignore the interests of other agents in the process of interacting with the environment. Individual agents
often consider other agents in the environment as part of the environment and will fail to adapt to the instability environment during the learning process as the interaction of other agents with the environment. Multi-agent RL considers the communication between multiple agents, allowing them to collaborate learning effectively. Existing multi-agent RL methods have proposed several policies such as bidirectional channels [148], sequential transfer [149] and all-to-all channels [150] to achieve interaction between agents. We believe that the learned features from multi-agent and the relational information between these agents can be fused to improve the performance of graph mining methods in graph mining tasks. Furthermore, collaborative strategies in multi-agent can contribute to GRL models to solve graph mining problems with parallel or partitioned strategies.

Subgraph Patterns Mining: In the process of network local structure analysis, many scholars have explored and discovered many novel graph mining methods that exploit the local structures of the graphs with different strategies [15], [27], [151], [152]. Furthermore, they have employed batch sampling and importance sampling to obtain the local structure for network representation learning. Graph local structure selection provides natural advantages for GRL. The process of sequential construction for graph local structure allows being represented as an MDP and guided by the performance of downstream classification and prediction tasks. These adaptive neighbor selection methods enable the performance of GNNs to be improved and the importance of different relationships in messages passing to be analyzed in heterogeneous information networks.

Explainability of GRL methods: The explainability of deep learning models has revolutionary potential for understanding the inherent meaning and potential mechanisms of the models, however, these models are still treated as black boxes, which lack human-understandable explanations. The untrusted GRL models cannot be employed in specific domains like critical applications involving fairness, privacy, and security. Most explainability methods in GRL are example-level methods that explain the model by determining the important features in the input or the decision process for the input, where the Hierarchical RL (HRL) proposes that the top-level policies focus on higher-level objectives, while the sub-policies are responsible for fine-grained control. The example-level methods designed following the principles of HRL allow the design of explanation methods with a hierarchical structure to enhance the explainability and robustness of the models. Furthermore, influential subgraphs in graph-structured data have also been adopted to explain graph mining methods. Different from the example-level methods, the model-level methods study what graph patterns can maximize certain predictions. We believe that both model-level and example-level methods are important for explaining and understanding deep models and a limited number of GRL models contain explanation analysis for models, which is an important direction for future research in this field.

Uniform GRL evaluation framework: It is crucial to define the reward function in RL. A reasonable reward function could enable RL algorithms to converge faster and better to obtain the expected goal. However, existing GRL methods commonly employ the performance of downstream classifiers or predictors for designing reward functions. These methods allow GRL methods to be evaluated based on the performance of downstream tasks, but the execution of GRL methods includes multiple steps, and evaluating the results of each action using downstream tasks would cause substantial resource consumption. Although many scholars have proposed novel methods to reduce this consumption or to design more efficient reward functions to guide the training process of RL, the problem of resource consumption still remains, and we believe that designing reward functions that rely on actions or providing a unified GRL evaluation framework can effectively improve the performance of the algorithm. This is an urgent problem to be solved. Furthermore, GRL methods for the same graph mining problem lack uniform evaluation metrics, and the design of appropriate and effective evaluation metrics has significant importance for evaluating specific tasks.

V. Conclusion

Network science has developed into an interdisciplinary field spanning physics, economics, biology, and computer science, with many critical real-world applications, and has allowed the modeling and analysis of the interaction of entities in complex systems. This paper provides a comprehensive overview of the state-of-the-art methods in GRL. We summarize various solutions for different graph mining tasks and highlight the key advantages and challenges of fusing graph mining methods with RL methods. Although several GRL methods have been employed across many domains, the combination of the more efficient RL with the powerful GNN promises to provide better generalization and explainability as well as improve the ability to tackle sample complexity. We review existing methods in terms of several graph mining tasks. We believe that GRL methods can reveal valuable information in the growing graph-structured data, and allow scholars and engineers to analyze and exploit graph-structured data with greater clarity. Furthermore, we hope that this survey can help scholars understand the key concepts of GRL and promote the development of the field in the future.

APPENDIX A

Notations

Here we provide the commonly used notations and explanations in different domains in Table IX.

APPENDIX B

Open-Source Implementations

Here we summarize the open-source implementations of GRL in this survey in Table X.
TABLE IX
COMMONLY USED NOTATIONS

| Notation | Explanation | Domain |
|----------|-------------|--------|
| | The length of a set. | GNN |
| G | A graph. | GNN |
| $A \in \{0, 1\}^{m \times m}$ | The graph adjacency matrix. | GNN |
| $X_i \in \mathbb{R}^{m \times d_i}$ | The feature matrix of a graph in layer $i$. | GNN |
| $E$ | The set of edges in a graph, $e \in E$. | GNN |
| $V$ | The set of nodes in a graph, $v \in V$. | GNN |
| $D$ | The degree matrix of $A$, $D_{ij} = \sum_{j=1}^{m_j} A_{ij}$. | GNN |
| $n$ | The number of nodes, $n = |V|$. | GNN |
| $m$ | The number of edges, $m = |E|$. | GNN |
| $d$ | The dimension of a node feature vector. | GNN |
| $W \in \mathbb{R}^{d, d + 1}$ | Learnable model parameters. | GNN |
| $\sigma(\cdot)$ | The sigmoid activation function. | GNN |
| $\mathcal{F}: v \rightarrow e \in \mathbb{R}^{d}$ | Mapping functions in graph embedding. | GNN |
| $(h, r, t)$ | $h$ denotes the head entity, $t$ denotes the tail entity, $r$ denotes the relationship between $h$ and $t$. | KG |
| $s \in S$ | The set of all possible states. | RL |
| $a \in \mathcal{A}$ | The set of actions that are available in the state. | RL |
| $r_t \in \mathcal{R}$ | The reward is given to the agent by the environment after the agent performs an action. | RL |
| $T$ | The state transfer function is defined by the environment. | RL |
| $\gamma$ | Discount Factor. | RL |
| $\pi: S \rightarrow p (\mathcal{A})$ | Policy for agent to perform in the environment. | RL |
| $a_{t+1}$ | Non-negative learning factor. | RL |
| $b_{t+1}$ | Representation function of the state for reducing the variance of the gradient estimate. | REINFORCE |
| $q_t$ | The probability density function for randomly generating unit activation-based actions. | REINFORCE |
| $L(\theta_t)$ | Loss function. | DQN |

TABLE X
A SUMMARY OF OPEN-SOURCE IMPLEMENTATIONS

| Model | Year | Framework | Link | Source |
|-------|------|-----------|------|--------|
| AGILE | 2022 | PyTorch | https://github.com/cvrlai/agile | [133] |
| GTA-RL | 2022 | PyTorch | https://github.com/udesham/GTA-RL | [134] |
| SubgraphX | 2021 | PyTorch | https://github.com/dive lab/DIG | [81] |
| SUGAR | 2021 | Tensorflow | https://github.com/RingBDSStack/SUGAR | [15] |
| CORL | 2021 | PyTorch | https://github.com/huawei-noah/trustworthyAI/tree/master/geastate | [105] |
| RioGNN | 2021 | PyTorch | https://github.com/safe-graph/RioGNN | [62] |
| IG-RL | 2021 | PyTorch | https://github.com/FXDeavil/IG-RL | [124] |
| SparL | 2021 | PyTorch | https://github.com/wickmans/SparL-PyTorch | [22] |
| PAAR | 2021 | PyTorch | https://github.com/seagcode/PAAR | [67] |
| Policy-GNN | 2020 | PyTorch | https://github.com/llhenny15/Policy-GNN | [27] |
| CARE-GNN | 2020 | PyTorch | https://github.com/YingtongDou/CARE-GNN | [63] |
| KG-A2C | 2020 | PyTorch | https://github.com/rajamanabrolu/KG-A2C | [155] |
| GPA | 2020 | PyTorch | https://github.com/ShengdingHu/GraphPolicyNetworkActiveLearning | [14] |
| GAEA | 2020 | Tensorflow | https://github.com/salesforce/GAEA | [156] |
| CompNet | 2019 | PyTorch | https://github.com/WOW5678/ComNet | [8] |
| DRL-GNN | 2019 | PyTorch | https://github.com/knowledgefedgraphnetworking/DRL-GNN | [130] |
| GPN | 2019 | PyTorch | https://github.com/qiang-ma/graph-pointer-network | [157] |
| PGPR | 2019 | PyTorch | https://github.com/orcax/PGPR | [158] |
| DGN | 2018 | PyTorch | https://github.com/PKU-Al-Edge/DGN | [159] |
| KG-DQN | 2018 | PyTorch | https://github.com/rajamanabrolu/KG-DQN | [160] |
| ASNets | 2018 | Tensorflow | https://github.com/qxcv/asnets | [139] |
| DeepPath | 2017 | Tensorflow | https://github.com/xjians/DeepPath | [3] |
| MINERVA | 2017 | Tensorflow | https://github.com/shenhaozhang1/Minerva | [71] |
| KBGAN | 2017 | PyTorch | https://github.com/cai-iw/KBGAN | [72] |
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