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Abstract: To monitor the status and mission progress of automated guided vehicles (AGVs), most platforms typically obtained real-time data through a data acquisition system that is deployed on the end vehicles. The data acquired from an end vehicle are generally sparse but are required frequently, and an examination process using cloud storage cannot commence until the device’s raw data are received. To reduce communication costs, the proposed edge-based monitoring system (EMS) applies edge computation to move the data examination from the cloud to an end site. The data buffered in the end device could be pre-processed by some detectors. For example, checking the energy is adequate for returning to the base. Thus, buffering data on the end device helps to minimize the time required by the decision maker for abnormal events, e.g., shutdowns caused by exhausted energy. In addition to adopting the common methods of storing, processing, and analyzing data at the data center, the EMS moves some time-sensitive services to the end vehicle. Moreover, after obtaining real-time motion data, the edge computing architecture immediately targets abnormal actions and sends reaction commands to shorten the decision making delay caused by the communication cost between the end vehicles and cloud storage sites, thereby avoiding collisions or accidents. The EMS has been implemented to monitor AGV and unmanned aerial vehicles. The EMS primarily monitored the power and motion of the vehicles. It also combined task-oriented motion commands for monitoring unexpected vehicle motions during tasks. If an abnormal event occurred, immediate warnings were provided through a notification interface and were immediately processed by the EMS to ensure safety during task execution. After checking data consistency between the EMS and the real device, the EMS reveals the corrected status of the device with very little delay. Therefore, the EMS could help with minimizing the time taken to make decisions. Moreover, the EMS has been modified to be deployed on drones to confirm its cross-platform applicability. In the simulations of drones, the EMS also got similar results to the simulations of AGVs. Therefore, the EMS could reduce the time in examining abnormal events and has cross-platform functionality.

Keywords: edge-based monitor system; edge computing; automated guided vehicle; drone

1. Introduction

Self-driving technology for motor vehicles, such as the self-driving bus and automated guided vehicles (AGVs) in smart manufacturing, has become increasingly mature in recent years. To minimize the response times for some specific events, e.g., collisions, a detection service is deployed in AGVs. If the AGV data are saved only on the device, the management center does not know the device status or the mission progress. Therefore, managing multiple AGVs is necessary for smart manufacturing. Some AGV management systems have been proposed to guarantee safety during tasks. Monitoring the battery, for example,
is the critical consideration in AGVs. AGV power comes from the batteries, and the battery management system (BMS) is important for performing tasks [1]. If using cloud computing, the battery status information would be sent back to the cloud storage for administrators’ management. However, using a cloud BMS increases the response time because of the communication cost between the AGV and the cloud storage. On the other hand, traffic control is another issue for multiple AGVs applications. The cloud traffic controller provides centralized management to make sure that the traffic accidents do not come from the route coordination [2]. Moving the decision maker from the device to the cloud site increases the cooperation between AGVs, but making decisions from the cloud would delay decisions. Therefore, we used a cloud service to realize centralized management, the Internet of Things [3–5] to monitor AGVs’ status, and edge computation [6] to minimize the communication cost for decision making. Thus, the proposed approach should be the best of both worlds by minimizing decision making delay and increasing the centralization of management.

Edge computing is used to shorten AGV response times after receiving the raw data from sensors, and an edge-based monitoring system (EMS) was developed to obtain the real-time status of each end device. If an emergency event is detected by an end device, appropriate actions are performed immediately without waiting for the data to be transmitted to a backend data center for evaluation and processing. This method can substantially shorten AGV response times. Moreover, to model unmanned vehicle deployments, Grafana was used to build an information visualization interface to rapidly deploy a visualization dashboard, enabling administrators to adjust the dashboard configuration with minimal information technology, reducing EMS maintenance costs after deployment.

Programmers can deploy customized procedures on drones to execute missions automatically. We extended the EMS from AGVs to drones to estimate the scalability of the proposed EMS. The EMS was first applied to AGVs used on a production line to remotely monitor and visualize their status during operation. However, the drone is another piece of automated guided equipment (AGE) that is used in various industries, such as agriculture [7], disaster management [8], and environmental monitoring and management [9,10]. The EMS was extended to include transportation of items using a drone. The data acquisition interface of the EMS was modified to connect to the drone’s flight control system to acquire flight information and environmental information during task execution. A comparison between the results presented in Grafana and the original log data indicated that the EMS processed data smoothly and could faithfully indicate vehicle status. Moreover, the system was easy to adjust and to apply for monitoring heterogeneous vehicles, simplifying smart manufacturing.

We propose the device monitoring framework named EMS based on edge computing. Our contributions are as follows:

1. Designing a framework with hybrid storage for saving heterogeneous device information.
2. Reducing the device’s response time by reducing unnecessary communication cost when abnormal events take place.
3. Providing the same system for AGVs and drones.
4. Dispatching missions with end devices to realize the unmanned control.

Some results related to AGVs and remote-control systems are discussed in Section 2. The system’s development and the design of the proposed EMS framework are presented in Section 3. The simulation results are arranged in Section 4. The conclusion and future works are stated in Section 5.

2. Related Works

An AGV is equipped with several batteries as its main power source. Its endurance can be increased by increasing the number of batteries, but this also increases its weight, and therefore, its power consumption. AGV task execution and the optimization of related resource allocations have been researched extensively. In recent years, novel technologies
have been integrated into the power system, such as lithium batteries equipped with a BMS [11–13], which have the advantages of smallness, high capacitance, and light weight; moreover, the battery’s status can be monitored for risk reduction during operations. Another example is lead-acid batteries, to which novel technologies have been applied for to optimize charging strategies.

In traditional service-based architecture, sensed data are transmitted to the application service layer for analysis. However, the time required for this process may cause excessive delays in generating options to immediately respond to an event. Chuixin and Hanxiang applied high speed network to AGVs to reduce the communication cost. However, the communication cost still takes place when the device data need to be sent back to the cloud storage [14]. Lopez et al. proposed edge computing [6], in which data processing operations are moved from the storage cloud to the device which generates the data (the “edge device”), enabling immediate processing. This idea has been applied to several applications. For example, Iván et al. considered the edge computing system in machine learning applications [15], Muhammad et al. deployed agent level processors in each node in ad hoc networks to improve the immediacy of decision making [16], and Guo and Nazir believe that one should consider the IoT and the computational intelligence of each process node in the library search process to decrease the response time [17].

Edge computing studies focus on the design of edge devices, and typically emphasize optimizing devices for their intended purposes instead of developing universally applicable devices. For edge devices, additional hardware is not required for data analysis, but battery endurance must be considered. According to the results by Altaf et al., the positions of multiple drones could be traced by the flying ad hoc networks to realize the multiple controls [18]. Thus, the device status and the control immediacy are more important in a 3D scenario than in a 2D environment.

3. System Development

The objective of this article was to build an EMS for an AGV management platform. With edge computing, AGV operating data were monitored in real-time and were used to instruct the AGV to take appropriate responsive actions [19–21].

System Architecture

The system diagram of EMS is illustrated in Figure 1, and the entire platform includes two parts in green: the unmanned vehicle edge node (UVE) and the unmanned vehicle controller (UVC). UVE is deployed in the end device on the left-hand-side of Figure 2, and UVE provides the abilities of acquiring device information and sending the data back to the cloud site of EMS. Moreover, UVE could directly communicate with the end device based on the properties of the device information. On the other hand, controlling the job progress, communicating with UVE, and monitoring device status are major missions of UVC that is illustrated in the right-hand-side of Figure 3.

![Figure 1. System diagram of proposed EMS.](image)

As presented in Figure 2, the edge site acquires device data regarding the AGV’s status using the device API. The sensing interface provides the ability to communicate with the end device via device API. When the device API outputs the device information, the sensing interface continuously captures the device status and organizes the information in the system’s log, and then the device log will be sent to UVC after some processes, e.g., checking the battery capacity and that the components are operating normally. The edge site was developed in Linux using Java. Java has excellent cross-platform compatibility; a compiled
service can be executed by heterogeneous platforms using a Java virtual machine. Thus, the controller could dispatch services to the edge site for execution without secondary development, achieving job delivery with edge computing.

![Figure 2. Structural diagram of edge site operations.](image)

In addition to AGV data collected by the EMS, event detection and corresponding action execution services could be incorporated with a sensing interface to determine which events require immediate processing and to perform appropriate actions based on local analysis, increasing the efficiency of event responses. To avoid affecting the AGV’s power usage, the edge site was independently powered by the EMS through an external power supply.

![Figure 3. Architecture diagram for the backend data storage and visualization of the EMS.](image)

Another component of EMS is UVC, as drawn in Figure 3. The device information data are saved in the UVC, which is the major data process unit of the proposed EMS. A heterogeneous database is used in the EMS for the backend storage and visualizations of AGV, site, event, and status data. A MariaDB server designed for structured information was suitable for storing the data because the data have a fixed structure and are small. The sensed data regarding the AGV and its power are voluminous, whereas a single datum is small and sees substantial variation. Therefore, a relational database (RDB) may have poor access performance and was not suitable for the data storage in this application. Therefore, MongoDB, an event-driven document-oriented database, was adopted. Event-related information was saved in the JSON format, and information regarding each event was saved separately. For large numbers of events, MongoDB was more efficient than an RDB for accessing data for a single event.

Grafana was connected to the MongoDB and MariaDB servers and was used for visualization [22–24]. As EMS administrators may not be information technology professionals, reducing the knowledge required for systems administration is key for real-world applicability. Grafana is open source; thus, only basic professional training in information technology is required for administrators to rapidly build a dedicated dashboard, enabling the simple construction of an observation interface.

4. Simulation

In the experiment, operational interactions between a face mask production line and line-side storage were investigated. The actual site and its route specifications are presented
in Figures 4 and 5, respectively. The AGV used to perform the practical task is presented in Figure 6, and its specifications are listed in Table 1. The AGV was not equipped with a BMS. The operation took approximately six to eight hours, and the operation time differed in accordance with the nature of the task.

Figure 4. Experimental site environment.

Figure 5. Layout of routes in the experimental environment.
The AGV was used to transport finished face masks from the production line to the line-side storage; it was also used to transport items for shipping. Yellow and black magnetic strips with ten RFID chips were laid on the driving routes to verify the location of the AGV. Figure 4 shows that the product outlet of the production line was located near the paper box to the left. The products were carried on a conveyor belt and poured into the blue basket carried by the AGV. If the AGV had insufficient power, it was driven to the charging area. In Figure 4, the yellow box on the right side of the AGV is the charging station and the working area for warehousing. Opposite to the AGV position in Figure 4 is the warehouse’s shipping area, which is equipped with a gantry arm to place the face masks on the AGV from a designated storage location.

Figure 5 presents the details of the actual layout presented in Figure 4. Two horizontal routes and three vertical routes are present when the spectator stands facing the storage control area. The site has an area of 3 m × 3 m, and the vehicle drives for 22 m to make a round trip (the outer leg and inner leg of the trip are 12 and 10 m, respectively). The AGV waits for approximately 15 min at the outlet for receiving. After receiving is completed, it stops at the warehouse entrance and waits for 2.5 min for the arm to clip the basket and place it into the storage area before placing the emptied basket back on the AGV. After these actions are completed, the AGV drives to the outlet for receiving.

4.1. Experiment Results

After the experimental apparatus was deployed, one experimenter monitored the EMS execution, and another experimenter visually verified the AGV’s motion accuracy. The primary procedures of the experimental task scenario are as follows:

1. Begin at the maintenance area and drive clockwise to the outlet (approximately 11.5 m).
2. Stop at the outlet for 15 min.
3. Drive from the outlet to the warehouse entrance area (5.5 m).
4. Wait at the warehouse entrance area for loading and unloading (approximately 2.5 min).
5. Drive from the warehouse entrance area to the outlet (16.5 m).
6. Stop at the outlet for 15 min.
7. Drive from the outlet to the warehouse entrance area (5.5 m).
8. Wait at the warehouse entrance area for loading and unloading (approximately 2.5 min).
9. Drive from the warehouse entrance area to the maintenance area (5 m).

Figure 7 presents the Grafana visualization. The remaining battery power is shown at the top left corner; the low power threshold is 40%. “Status” at the top right corner indicates the AGV’s action status, and the status number is shown in “AGV Status” at the right. “Position” at the top right corner indicates the current location of “AGV Location” on the right. The line chart below presents the power consumption, the horizontal axis indicates time, and the vertical axis represents voltage.

Figure 7. Use status and power consumption data acquired from the AGV.

The variation of the battery power is illustrated in the line chart below in Figure 7. Ten points are plotted on Figure 7 to indicate ten AGV statuses. The statuses marked from one to nine are related to the tasks listed in the above, and the data of each status are consistent with the real-world actions. The descriptions of all stages are listed as follows.

**Stage number 1** Move from the maintenance area to the outlet. This stage requires little battery for moving.

**Stage number 2** Stand by for loading objects. The AGV only requires little battery to maintain the system work.

**Stage number 3** Move from the outlet to the warehouse.

**Stage number 4** Stay in the warehouse for unloading objects. The unloading process is handled by the robotic arm that is on the top of warehouse area in Figure 4, so AGV requires only minimum power to maintain the system.

**Stage number 5** Move from the warehouse area to the outlet.

**Stage number 6** Stay for loading objects. The power consumption in this stage is similar to that in Step 2.

**Stage number 7** Move to warehouse area that is similar to that in Step 3.

**Stage number 8** Unload objects using little battery power, which is similar to that in Step 3.

**Stage number 9** Move from the warehouse area to the maintenance area, using little battery power.

Stage zero indicates that the AGV is shutdown, so the battery power does not vary. The power variance in Figure 7 is identical to that required by the AGV to move. The two longer, smooth segments represent the AGV is in the outlet and waits for loading objects, and two shorter sections are waiting for unloading objects in warehouse area. The results displayed with the EMS are consistent with estimates based on previous experience, indicating that the EMS could correctly report the AGV’s status.
4.2. Extended Application

The operating principle of drones is similar to that of AGVs; both use their own power to execute tasks. The drone must fly back for charging before it depletes its power reserves. If the AGV’s power is exhausted, it simply stops moving forward; the drone would fall out of the air. Therefore, the event response sensitivity required for the drone is higher than that for the AGV. The EMS was extended and used with a drone. The EMS was used to monitor the drone’s task execution status; task execution was represented with a visualization. Drones are often applied for scouting [25–27] and shipping [28–30]. They may also sense air data to infer the air pollution level [31,32]. Although they are more commonly used for scouting, the requirements for shipping are better suited to the advantages of an EMS. Therefore, goods transport using a drone was evaluated to assess extended EMS applications.

The vehicle model used in the experiment was the DJI M600 Pro; its specifications are listed in Table 2. Figure 8 presents the drone with the EMS deployed. The power required for drones is much greater than that for AGVs. The flight time of drones can be extended by reducing weight; therefore, modern drones are equipped with high-capacity lithium batteries, a BMS, and an option generation system to overcome problems encountered during flight. Although drones can respond to flight events autonomously, the actions required for task execution events require additional processing. Thus, the integration of an EMS could improve the drone’s task execution. To adjust the EMS’ sensing interface for the edge site, data were acquired using the drone’s API. A Raspberry Pi was integrated in the EMS deployed in the drone and served as the edge site for the EMS (Figure 8). As the weight of the drone affects its flight efficiency, the weight of the EMS was included in the total load weight provided to the drone for accurate computation of its services and the threshold power value for return flights.

Table 2. Drone specifications.

| Item                        | Coefficient                          |
|-----------------------------|--------------------------------------|
| Model                       | DJI Matrice M600 PRO                 |
| Load                        | 6 KG                                 |
| Maximum hover time          | Empty drone: 32 min, With a 6-kg load: 16 min |
| Weight                      | Drone: 9.5 KG, EMS: 750 G            |
| Max. Take-off Weight        | Weight: 15.5 KG                      |
| Flight Control System       | A3 Pro                               |

Figure 8 presents the drone deployed with the EMS. The components relevant to EMS–drone interaction are as follows:
1. The flight control system (A3 PRO) of the drone.
2. The component of the edge site for the EMS, which can acquire A3 PRO data and external flight information.
3. The adapter connecting the flight control system to the EMS.
4. The external power supply connected to the EMS.

Figure 9 presents the schema used by the EMS edge site to record the flight status and data. All acquired data were first saved in this database and then examined separately to ensure data consistency. The data were included in the schedule and transmitted to the backend data storage center.
Figure 8. Drone deployed with the EMS. The major components are: 1. the flight control system A3 Pro; 2. the EMS; 3. CAN 2 to USB adapter; 4. the power supply for EMS.

Figure 9. Schema for recoding event data with the edge site.

To adjust the UVE of the EMS, only the interface between the sensing interface and the device API in Figure 2 and database field correspondence were modified. If an anomaly such as low power was detected, the EMS enabled the administrator to independently command an action, such as a return flight. The return flight action requires specific procedures, which are not as simple as those for AGVs. If the EMS activated the return flight procedures earlier than the drone did, the drone re-intervened. Conversely, if the EMS activated said procedures later than the drone, the return flight would be disrupted and re-activated. The flight events were conducted in accordance with the drone’s policies without intervention by the EMS, whereas the EMS handled task-related events while aiming to avoid interfering with the safety of the flight task.

Figure 10 presents the actual flight of the drone. The experiment was conducted in a field with an area of 160 m long by 45 m wide. Three students jointly performed the task. One student confirmed the flight status and held a remote control for human intervention should an emergency occur. Another student confirmed data collection and monitored the EMS operation. The other student visually observed the drone and made a video recording of the process. Figure 11 presents the visualization results collected after the flight task had been accomplished. The interface was identical to that for the AGVs in Figure 7; only the vehicle’s identification number and device status differed. Applying an EMS to monitoring drones is thus feasible by adjusting only the sensing interface. The EMS can provide greater universality if the setting values of the identification number and the status description column can be independently set as configuration profiles.
Figure 10. Launch of the drone.

Figure 11. Use status and power consumption data acquired by the drone.

Figure 11 presents the seven stages of the drone flight from take-off to task completion and shutdown. The operation at each stage is as follows:

1. Turn on the vehicle and activate the system; low power consumption.
2. Component testing; high power consumption for testing rotor motion accuracy.
3. Enter standby status after completing preflight testing to receive operational commands.
4. Vertically move upward. This stage has the greatest power consumption (indicated by the increased slope in Figure 11).
5. Move horizontally. In this stage, the drone travels the waypoint distance. With no crosswind, the power consumption is stable.
6. Vertically move downward. As the drone only provides sufficient lift to reduce the effects of gravity, the power consumption is lower than in the fourth and fifth stages.
7. Landing and system shutdown. The rotors consume no power after the flight task is completed, and battery power may rise slightly as a result.

Comparing the flight information saved by the EMS with the system log of the drone enables correct display of the drone flight status, including its power consumption and the action time in each stage; only the recorded time points of events were inconsistent. After verification, this was attributed to the inconsistent clock systems of the EMS and the drone. Therefore, the use of EMS with drones is feasible.

5. Conclusions

This study designed and developed an EMS for AGVs. EMS acquires device real-time information, and some pre-defined events could be checked directly from the acquired data. Therefore, the response time of sensing abnormal events could be reduced. EMS has been deployed on some AGVs, and the tour and job script were dispatched to the AGVs with
EMS. After examining the device data acquired by EMS, the AGV motions were consistent with the EMS logs. Thus, EMS could correctly save the AGV’s status, and the process history could be reproduced by the EMS, which would be useful in the analysis of special events during tasks. Moreover, the EMS was modified to be deployed on drones, and the simulation results captured by drones were similar to those derived from the AGVs. Thus, the ability of cross-platform is another advantage of the proposed EMS.

An efficient communication framework EMS has been proposed in this study. Administrators could monitor the status of AGVs and drones during performing tasks. EMS currently provides the ability to monitor the device’s status, and the administrators could send commands to dynamically manipulate devices from the war room in the future. Therefore, WMS will provide two-way communication between administrators and end devices, and the device schedule could be more flexible and efficient.
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The following abbreviations are used in this manuscript:

- AGE Automated Guided Equipment
- EMS Edge-Based Monitoring System
- UVC Unmanned Vehicle Controller
- UVA Unmanned Vehicle Edge Node
- AGV Automated Guided Vehicle
- BMS Battery Management System
- RDB Relational Database
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