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Modeling of physical systems includes extensive use of software packages that implement the accurate finite element method for solving differential equations considered along with the appropriate initial and boundary conditions. When the problem size becomes large, time needed to solve the resulting linear systems may range from hours to weeks, and if the input parameters need to be adjusted, even slightly, the simulations has to be re-done from scratch. Recent advances in machine learning algorithms and their successful applications in various fields demonstrate that, if properly chosen and trained, these models can significantly improve conventional techniques. In this note we discuss possibilities to complement the finite element studies with machine learning and provide several basic examples.

Motivation

Nowadays, the vast majority of analysis in structural mechanics, fluid dynamics, electromagnetics and many other areas is based on the finite element method (FEM) for solving boundary value problems. The approximate solution of the corresponding partial differential equation can be computed at the discrete number of points over the computational domain through the analysis of the resulting linear algebraic system. In some cases for the time domain problems, the resulting linear system must be solved at each time step.

Figure 1. Visualization of the car deformations in an asymmetrical crash based on the finite element analysis [1].

For the realistic applications, see Fig. 1, the size of the system can be extremely large, i.e. from millions to billions degrees of freedom, and the simulation time on a cluster or supercomputer can vary from hours to days or weeks. No matter what is the scalability of the linear solver, the finite element modeling requires massive computational resources and,
except for the final results, the machine experience gained during the simulation is lost. It means that when the input has to be adjusted, even slightly, or one needs to re-do the study done elsewhere, in most of the cases the time-consuming analysis has to be done from scratch.

From the other hand, if the physical system is properly discretized, the finite element results are very accurate and, along with the input parameters, can be used to train the machine learning model. One of the options to do this efficiently is to train the model on the large sets of data generated by the well-developed conventional FEM tools on the random basic problems, see Fig. 2. The training data can also be complemented by the actual measurements as well as by the simulation results for the realistic problems shared by the users of the FEM packages. When properly trained, this model can be used for a wide range of other applications.

![Figure 2. A proposed workflow to train the machine learning model based on the data generated by the finite element software on the random basic problems.](image)

For this purpose utilization of deep neural networks may be advantageous for several major reasons: many physical systems are highly non-linear and require uncertainty quantification. In contrast to the other machine learning applications, where clean data and automated supervision may be an issue, the finite element based approach is pretty unique. Moreover, if problems from different fields are governed by the same type of equations, that is common for electromagnetics and structural mechanics, for example, the learning process can be greatly simplified. Even though some efforts have been already made in this direction [2-5], as for today, all these studies are kind of fragmentary and there is no publicly available machine learning tool capable to replace or outperform the finite element simulators.

**Examples**

In this note we illustrate this approach by considering several basic examples. First, the one-dimensional harmonic oscillator, one of the most fundamental systems that, when displaced from its equilibrium, experiences a restoring force proportional to the displacement. We have trained the artificial neural network on the data generated from the analytical solution of the harmonic oscillator equation, and use it to predict the amplitude of the oscillator as a function of the driving frequency, see Example 1.

In Example 2 we study a response of the three-dimensional beam to the harmonically varying load. In this case the 3D finite element analysis is done for a range of frequencies
and the network is trained on the generated multidimensional data to predict the maximum displacements of the system in all three directions.

**Example 1. One-dimensional harmonic oscillator.**
In this example the amplitude of a generic 1D harmonic oscillator is computed analytically for a set of driving angular frequencies up to 10 Hz. The neural network consisting of two hidden layers is trained on a random subset and used to predict the response of the oscillator to harmonic loading at particular frequency, see Fig. 3.

![Oscillator Amplitude vs Driving Angular Frequency](image)

Figure 3. A comparison of the harmonic oscillator amplitude computed with the neural network on the test and training data against the analytic solution.

If the network is properly designed and trained a very good agreement between the analytical solution and the model prediction can be reached. In this example the network had one input (frequency) and one output (amplitude), as well as two hidden layers both with the height of 100 neurons. The stochastic gradient descent method, as implemented in TensorFlow, was used for the minimization of the mean squared error, see [6] for details.

**Example 2. Three-dimensional beam under a harmonically varying load.**
As a little bit more advanced example, we consider a 3D stainless steel beam and calculate its response to a harmonically varying external loading. First, the associated analysis is done by using the finite element code for the range of frequencies up to 200 Hz, and then the artificial neural network was trained on the random frequency subset to predict the maximum displacement of the system in all three dimensions: x, y and z, see Fig. 4. In contrast to Example 1, in this case the model was trained to take into account multiple resonant modes (peaks) in different directions, see Fig. 5.

The designed network had one input (frequency), two hidden layers both with the height of 200 neurons and three outputs (maximum displacements in x, y and z). Due to the features having a broad range of values, a logarithmic scaling was applied. The Adam optimization algorithm, extension to stochastic gradient descent implemented in TensorFlow,
was used for the minimization of the mean squared error, see [6].

Figure 4. The original geometry of the stainless steel beam featuring the finite element mesh and the boundary conditions; the deformed geometry and the machine learning predictions of the maximum displacements at the driving frequency of 9 Hz.

Figure 5. A comparison of the maximum beam displacements in $x$, $y$ and $z$ as computed with the artificial neural network on the test and training data against the original input from finite element simulator.
Conclusions

Obviously, real applications will be much more complicated than the examples demonstrated, and will require training on the extremely large datasets generated by the FEM software for various problems, including different combinations of the boundary and initial conditions; not just the maximum displacements, but, for example, the full field of deformations or electromagnetic fields on all the nodes of the computational mesh.

Since the ultra-high dimensional output is required, the neural network design is a real challenge, that can be facilitated by involving domain experts in the machine learning research. However, without any doubts, this approach can be advanced to solve more realistic problems [7] in time and frequency domains, and, when this kind of the machine learning model is built, it will have an enormous number of applications in sciences, virtual and augmented realities, game development, and many other areas.
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