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Abstract

Heavy-tailed continuous shrinkage priors, such as the horseshoe prior, are widely used for sparse estimation problems. However, there is limited work extending these priors to predictors with grouping structures. Of particular interest in this article, is regression coefficient estimation where pockets of high collinearity in the covariate space are contained within known covariate groupings. To assuage variance inflation due to multicollinearity we propose the group inverse-gamma gamma (GIGG) prior, a heavy-tailed prior that can trade-off between local and group shrinkage in a data adaptive fashion. A special case of the GIGG prior is the group horseshoe prior, whose shrinkage profile is correlated within-group such that the regression coefficients marginally have exact horseshoe regularization. We show posterior consistency for regression coefficients in linear regression models and posterior concentration results for mean parameters in sparse normal means models. The full conditional distributions corresponding to GIGG regression can be derived in closed form, leading to straightforward posterior computation. We show that GIGG regression results in low mean-squared error across a wide range of correlation structures and within-group signal densities via simulation. We apply GIGG regression to data from the National Health and Nutrition Examination Survey for associating environmental exposures with liver functionality.
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1. INTRODUCTION

Regression with grouped features is a common problem in many biomedical applications. Some examples include metabolomics data, where metabolites are grouped by subpathway membership, neuroimaging data, where adjacent voxels are spatially grouped, and environmental contaminants data, where exposures are grouped by chemical structure, toxicological profile, and pharmacokinetics (see Figure 1). In such cases, leveraging relevant grouping information to construct correlated within-group shrinkage profiles may help achieve additional variance reduction beyond comparable methods that ignore the grouping structure. The methodological focus of this article will be on incorporating known covariate grouping information into a continuous shrinkage prior framework.

Ever since the publication of the horseshoe prior (Carvalho et al., 2009, 2010), there has been an explosion of continuous shrinkage priors designed for sparse estimation problems, notably generalized double Pareto shrinkage (Armagan et al., 2013a), Dirichlet–Laplace shrinkage (Bhattacharya et al., 2015), horseshoe+ shrinkage (Bhadra et al., 2017), and normal beta prime (NBP) shrinkage (Bai and Ghosh, 2019), among others. These priors have become increasingly popular for sparse regression problems because of their good theoretical and empirical properties, in addition to their scale mixture representation, which facilitates straightforward and efficient posterior simulation algorithms. The general recipe for constructing a continuous shrinkage prior with good estimation and prediction properties is substantial mass at the origin, to sufficiently shrink null coefficients towards zero, and regularly-varying tails, to avoid overregularizing non-null coefficients (Bhadra et al., 2016). Surveying the continuous shrinkage prior literature on regression with known grouping structure, there are many papers which discuss Bayesian group lasso and its applications (Kyung et al., 2010; Li et al., 2015; Xu and Ghosh, 2015; Hefley et al., 2017; Kang et al., 2019) and several papers which propose extensions to Bayesian sparse group lasso (Xu and Ghosh, 2015), Bayesian group bridge regularization (Mallick and Yi, 2017), and the Normal Exponential Gamma prior with grouping structure (Rockova and Lesaffre, 2014). Xu et al. (2016) introduced the, so called, group horseshoe prior with an emphasis on prediction in Bayesian generalized additive models. However, the group horseshoe prior does not reduce to the horseshoe prior for a group of size one, meaning that the group horseshoe prior, as proposed by Xu et al. (2016), is not a direct generalization of the horseshoe prior.

Bayesian group lasso-style shrinkage is not generally preferred as a default method for estimation problems, as the Laplacian prior has neither an infinite spike at zero nor regularly-varying tails (Polson and Scott, 2011; Castillo et al., 2015; Bhadra et al., 2016). The group horseshoe prior of Xu et al. (2016) has the desired origin and tail behavior marginally, however no hyperparameter in the prior controls how correlated the shrinkage is within a group. Thus, this prior implicitly assumes that the degree of correlated shrinkage within-group only depends on group size. This assumption is inadequate when we a priori believe that, irrespective of group size, some groups have more heterogeneous effect sizes than others and, moreover, does not avail the opportunity to learn how correlated the shrinkage should be in a data adaptive manner, which is an intrinsic feature in some application areas. For example, in modeling multiple pollutants, this is a relevant consideration as some exposure classes have more homogeneous toxicological profiles than others (Ferguson et al., 2014). From a theoretical perspective, the
Figure 1: Pairwise Spearman correlation plot between metals, phthalates, organochlorine pesticides, polybrominated diphenyl ethers, and polycyclic aromatic hydrocarbons from the 2003-2004 National Health and Nutrition Examination Survey ($n = 990$).

existing posterior concentration and posterior consistency results for heavy-tailed continuous shrinkage priors all, to our knowledge, apply to independent or exchangeable priors, meaning that there have not yet been any attempts to employ similar arguments for dependent priors.

To address these limitations, we propose the group inverse-gamma gamma (GIGG) prior, which extends the horseshoe and normal beta prime (NBP) priors to incorporate grouping structures. The GIGG prior introduces a group level shrinkage parameter, in addition to the usual global and local shrinkage parameters, such that the induced prior on the product of the group and local shrinkage parameters yields the desired marginal shrinkage profile. This allows the user to control the trade-off between group-level and individual-level shrinkage, leading to relatively low estimation error irrespective of the signal density and the degree of
multicollinearity within each group. Additionally, the GIGG prior is constructed such that all parameters have closed-form full conditional distributions, implying that techniques to scale horseshoe regression to large sample sizes and high-dimensional covariate spaces are also applicable to GIGG regression (Bhattacharya et al., 2016; Terenin et al., 2019; Johndrow et al., 2020). Theoretically, we establish posterior consistency and posterior concentration results for regression coefficients with grouping structure in linear regression models and mean parameters with grouping structure in sparse normal means models with respect to several GIGG hyperparameters and correlation structures. To our knowledge, we are the first to apply existing theoretical frameworks for posterior consistency in the sparse linear regression model (Arman- gan et al., 2013b) and posterior concentration in the sparse normal means model (Datta and Ghosh, 2013) to a non-exchangeable prior, which will be useful for future evaluations of other non-exchangeable priors.

The structure of the paper is as follows. We start with some theoretical results in Section 3, preceded by an intuitive explanation of the GIGG prior in Section 2. After the methodological and theoretical discussion, we outline computational details, including hyperparameter estimation via marginal maximum likelihood estimation (MMLE) (Section 4). In Section 5, we conduct a simulation study to empirically verify that the intuition and theory developed in Sections 2 and 3 hold for linear regression models with group-correlated features. We then apply GIGG regression to data from the 2003-2004 National Health and Nutrition Examination Survey (NHANES) to identify toxics and metals associated with a biomarker of liver function (Section 6) and conclude with a discussion (Section 7).

2. METHODS

Throughout the article, \( N(\mu, \Sigma) \) denotes a multivariate normal distribution with mean parameter \( \mu \) and variance-covariance matrix \( \Sigma \), \( G(a, b) \) denotes a gamma distribution with shape parameter \( a \) and rate parameter \( b \), and \( IG(a, b) \) denotes an inverse gamma distribution with shape parameter \( a \) and scale parameter \( b \). Additionally, we will use \( \pi(\cdot) \) as general notation for a prior probability measure and \( \pi(\cdot | y) \) as general notation for a posterior probability measure.

2.1 Group Inverse-Gamma Gamma (GIGG) Prior

Consider a Bayesian sparse linear regression model

\[
[y|\alpha, \beta, \sigma^2] \sim N\left( C\alpha + \sum_{g=1}^{G} X_g\beta_g, \sigma^2 I_n \right), \quad \pi(\alpha) \propto 1, \quad \beta \sim \pi(\beta), \quad \pi(\sigma^2) \propto \sigma^{-2}, \quad (1)
\]

where \( g = 1, \ldots, G \) indexes the groups, \( y \) is an \( n \times 1 \) vector of centered continuous responses, \( C \) is a matrix of adjustment covariates, \( X_g \) is an \( n \times p_g \) matrix of standardized covariates in the \( g \)-th group, \( \beta_g = (\beta_{g1}, \ldots, \beta_{gp_g})^\top \) is a \( p_g \times 1 \) vector of regression coefficients corresponding to the \( g \)-th group, \( \beta = (\beta_1^\top, \ldots, \beta_G^\top)^\top \) is a \( p \times 1 \) vector of regression coefficients to employ shrinkage on, and \( I_n \) is an \( n \times n \) identity matrix. We assume the model is sparse in the sense that many
The group inverse-gamma gamma (GIGG) prior is defined as

\[ [\beta_{gj}|\tau^2, \gamma_g^2, \lambda_{gj}^2] \sim N(0, \tau^2 \gamma_g^2 \lambda_{gj}^2), \quad [\gamma_g^2|a_g] \sim G(a_g, 1), \quad [\lambda_{gj}^2|b_g] \sim IG(b_g, 1), \quad [\tau^2, \sigma^2] \sim \pi(\tau^2, \sigma^2), \]

where \( j = 1, \ldots, p_g \) indexes the covariates within the \( g \)-th group. Alternatively, we may also express the prior on \( \beta \) as a vector, \( [\beta|\tau^2, \Gamma, \Lambda] \sim N(0, \tau^2 \Gamma \Lambda), \) where \( \Lambda = \text{diag}(\lambda_{11}^2, \ldots, \lambda_{GpG}^2) \) and \( \Gamma = \text{diag}(\gamma_1^2, \ldots, \gamma_2^2, \ldots, \gamma_2^2, \ldots, \gamma_G^2, \ldots, \gamma_G^2) \) such that \( \gamma_g^2 \) is repeated \( p_g \) times along the diagonal of \( \Gamma \). In the GIGG prior specification, the priors on the group shrinkage parameter, \( \gamma_g^2 \), and local shrinkage parameter, \( \lambda_{gj}^2 \), are selected such that the induced prior on the product is a beta prime prior, \( \gamma_g^2 \lambda_{gj}^2 \sim \beta'(a_g, b_g) \) (see Appendix 8.1 for distributional definitions). Since the group shrinkage parameter is shared by all \( p_g \) observations in the \( g \)-th group, assigning a beta prime prior on the product allows for normal beta prime shrinkage marginally such that the shrinkage is correlated within group. One point that deserves further clarification is the assignment of the gamma and inverse-gamma priors to the group and local parameters, respectively, when either configuration would yield a beta prime prior in the product. The rationale behind this choice is that the inverse-gamma prior is heavier-tailed than the gamma prior, thereby preventing overregularization of large, non-null coefficients due to being grouped with null coefficients. Setting \( a_g = b_g = 1/2 \) for all \( g \) yields a special case of the GIGG prior called the group horseshoe prior, which has correlated horseshoe regularization within group. For a group of size one, the group shrinkage parameter becomes a local shrinkage parameter and we recover the horseshoe prior from the group horseshoe prior.

### 2.2 Marginal Prior Properties

When discussing a proposed shrinkage prior on \( \beta \), there are two key features of the marginal prior that need to be investigated. The first is the behavior in a tight neighborhood around zero and the second is the rate at which the prior decays in the extremes. For \( \tau^2 = 1 \) fixed, Bai and Ghosh (2019) showed that the marginal prior \( \pi(\beta_{gj} \mid \tau^2, a_g, b_g) \) has a pole at 0 if and only if \( 0 < a_g \leq 1/2 \), with the pole at zero becoming stronger the closer \( a_g \) is to zero. Therefore, one should select \( a_g \in (0, 1/2] \) for sparse estimation problems to sufficiently shrink null coefficients towards zero. To clarify the tail behavior we need to introduce the notion of a regularly varying function (Bingham et al., 1989): A positive, measurable function \( f \) is said to be regularly varying at \( \infty \) with index \( \omega \in \mathbb{R} \) if \( \lim_{t \to \infty} f(tx)/f(x) = t^{\omega} \), for all \( t > 0 \).

**Theorem 2.1.** Let \( B(a_g, b_g) \) denote the beta function evaluated at \( a_g \) and \( b_g \) and \( \Gamma(b_g + 1/2) \) denote the gamma function evaluated at \( b_g + 1/2 \). The tails of the marginal prior probability density function of \( \beta_{gj} \) decay at the following rate,

\[
\lim_{\beta_{gj} \to 0} \frac{\pi(\beta_{gj} \mid \tau^2, a_g, b_g)}{r(\beta_{gj}, \tau^2, a_g, b_g)} = 1, \quad r(\beta_{gj}, \tau^2, a_g, b_g) = \frac{(2\tau^2)^{b_g} \Gamma(b_g + 1/2)}{\sqrt{\pi B(a_g, b_g)} |\beta_{gj}|^{-(1+2b_g)} \left( \frac{\beta_{gj}^2}{1 + \beta_{gj}^2/\tau^2} \right)^{a_g}}.
\]

Consequently, the index of regular variation is \( \omega = -1 - 2b_g \).

**Proof.** See Appendix 8.2.

The concept of regular variation has been extensively discussed in the context of Bayesian robustness and noninformative inference (Dawid, 1973; O’Hagan, 1979; Andrade and O’Hagan, 1979).
with the latter being recently elaborated on in the context of global-local shrinkage priors (Bhadra et al., 2016). When the index \( \omega < 0 \), regular variation essentially states that the tail of the function decays at a polynomial rate and is therefore considered heavy-tailed. Some examples of priors with regularly varying tails include the student’s t prior and the horseshoe prior. Conversely, commonly used priors such as the normal prior and the Laplace prior do not have regularly-varying tails. As a consequence of having exponentially decaying tails, Bayesian linear regression with independent normal priors and Bayesian lasso are prone to overregularizing large signals and are not flexible enough to facilitate conflict resolution between discordant likelihood and prior information (Andrade and O’Hagan, 2006; Polson and Scott, 2011). Theorem 2.1 shows that for any pair of hyperparameters \( a_g \) and \( b_g \), the marginal GIGG prior has regularly varying tails and, furthermore, that \( b_g \) controls the rate at which the tails decay.

2.3 Sparse Normal Means

To further elucidate the shrinkage profile of the GIGG prior, we will focus on a special case of the sparse linear regression model called the sparse normal means model (\( X = I_n \) and \( C \) empty). In the global-local shrinkage prior literature, it is conventional to work with the sparse normal means problem for analytical tractability, even when the ultimate goal is regression (Rockova and Lesaffre, 2014; Bhattacharya et al., 2015), as the posterior mean has a convenient representation, \( E[\beta_g \mid y_gj, \tau^2, \sigma^2] = (1 - E[\kappa_gj \mid y_gj, \tau^2, \sigma^2])y_gj \). Here, \( \kappa_gj = \sigma^2 / (\sigma^2 + \tau^2 \gamma_g^2 \lambda_g^2) \) is called a shrinkage factor, because it quantifies how much the posterior mean is shrunk relative to the maximum likelihood estimator \( y_gj \). Calculating the joint prior distribution for the shrinkage factors in the \( g \)-th group, \( \kappa_g = (\kappa_{g1}, \ldots, \kappa_{gp_g})^\top \), we have

\[
\pi(\kappa_g \mid \tau^2, \sigma^2, a_g, b_g) = \frac{\Gamma(a_g + p_g b_g)}{\Gamma(a_g) \Gamma(b_g)} \left( \frac{\tau^2}{\sigma^2} \right)^{p_g b_g} \left( 1 + \frac{\tau^2}{\sigma^2} \sum_{j=1}^{p_g} \frac{\kappa_{gj}}{1 - \kappa_{gj}} \right)^{-(a_g + p_g b_g)} \left( \prod_{j=1}^{p_g} \kappa_{gj}^{b_g - 1} (1 - \kappa_{gj})^{-b_g} \right),
\]

where \( 0 < \kappa_{gj} < 1 \) for all \( 1 \leq j \leq p_g \). Evaluating the prior distribution of \( \kappa_g \), we see that the joint density multiplicatively factorizes into “dependent” and “independent” parts where the degree to which the within-group shrinkage is correlated is governed by the term. That is, as \( a_g + p_g b_g \) goes to zero, the regularization is highly individualistic, whereas if \( a_g + p_g b_g \) moves away from zero, then the shrinkage becomes increasingly more correlated within the \( g \)-th group.

Figure 2 illustrates the marginal posterior mean of \( \beta_{g1} \) for a group of size two as a function of \( a_g, b_g, y_{g1} \), and \( y_{g2} \). When \( a_g \) and \( b_g \) are close to zero then the thresholding effect on the marginal posterior mean of \( \beta_{g1} \) hardly depends on the value of \( y_{g2} \), indicating highly individualistic shrinkage. This corroborates our intuition from looking at the joint posterior distribution of the shrinkage weights within the same group. The second major observation is that as \( b_g \) moves away from zero, the marginal posterior mean of \( \beta_{g1} \) becomes increasingly more dependent on the value of \( y_{g2} \). In particular, if we look at the case when \( a_g = 0.05 \) and \( b_g = 2 \), we see that when \( y_{g2} = 0 \) the thresholding effect on \( \beta_{g1} \) is much stronger when compared to \( y_{g2} = 10 \). The last
major observation is that as \( a_g \) moves away from 0, the thresholding effect becomes weaker. Therefore, \( a_g \) effectively controls the overall strength of the shrinkage, whereas \( b_g \) generally controls the dependence of the within-group shrinkage.

![Figure 2: Marginal posterior mean of \( \beta_{g1} \) for a group with two observations as \( a_g, b_g, y_{g1}, \) and \( y_{g2} \) vary. Here, \( \tau^2 = 0.2 \) and \( \sigma^2 = 1 \) are fixed.](image)

**3. THEORETICAL PROPERTIES**

**3.1 Linear Regression**

Let \( X_n = [X_1, \ldots, X_{G_n}] \) and \( \mathcal{H}_n = \{a, b\} \) denote the collection of hyperparameters where \( a = \{a_1, \ldots, a_{G_n}\} \) and \( b = \{b_1, \ldots, b_{G_n}\} \). Here, the subscript \( n \) in \( G_n \) refers to the fact that the number of groups in the covariate space is growing as a function of the sample size. Furthermore, let \( \mathcal{A}_n = \{(g,j): \beta_{gj}^0 \neq 0\} \) denote the true active set with cardinality \( |\mathcal{A}_n| \). Then, Theorem 3.1 states that the posterior distribution of \( \beta_n \) under the GIGG prior is consistent a posteriori for the true \( \beta_n^0 \). Similarly, we add a subscript \( n \) to \( \beta_n^0 \) and \( \beta_n \) to indicate that the number of regression coefficients is growing as function of sample size.

**Theorem 3.1.** Suppose that \( p_n = o(n) \), \( L_n = \sup_{(g,j)}|\beta_{gj}^0| < \infty \), where \( \beta_{gj}^0 \) indicates the true \( j \)-th regression coefficient in the \( g \)-th group, \( 0 < \lim_{n \to \infty} \inf \mathcal{H}_n \leq \lim_{n \to \infty} \sup \mathcal{H}_n < \)
∞, and $|A_n| = o(n/\log(n))$. Further, suppose that the smallest and largest singular values of $X_n$, denoted by $\theta_{n,\min}(X_n)$ and $\theta_{n,\max}(X_n)$, satisfy $0 < \lim \inf_{n \to \infty} \theta_{n,\min}(X_n)/\sqrt{n} \leq \lim \sup_{n \to \infty} \theta_{n,\max}(X_n)/\sqrt{n} < \infty$. Then for any $\epsilon > 0$,

$$\pi_n(\beta_n : \|\beta_n - \beta_n^0\|_2 < \epsilon \mid y_n, H_n, \tau_n^2, \sigma^2) \to 1$$

almost surely as $n \to \infty$ provided that $\tau_n^2 = C/(p_n n^\rho \log(n))$ for some $\rho, C \in (0, \infty)$.

**Proof.** See Appendix 8.3.

Of note, the only restrictions placed on the values of the hyperparameters in Theorem 3.1 are that they do not converge to the boundary of the hyperparameter space as $n \to \infty$.

**Remark 3.2.** Theorem 3.1 is a generalization of Theorem 5 in Armagan et al. (2013b) which proved posterior consistency for the NBP prior when $b_g \in (1, \infty)$. Restricting $b_g \in (1, \infty)$ was done to utilize an argument which required the existence of the second moment of $\beta_{gj}$, but does not cover special cases of particular interest such as the horseshoe prior. Therefore, our result extends the existing posterior consistency result from Armagan et al. (2013b) to a more general collection of hyperparameter values with potential grouping structure.

Next, we partially extend the posterior concentration theoretical framework for the sparse normal means model, developed in Section 3.2 of Datta and Ghosh (2013), to a low-dimensional linear regression ($p < n$) model with general correlation structure. Going forward, we will drop the subscript $n$ from the notation introduced in the statement of Theorem 3.1 to clarify that the subsequent theoretical results hold for fixed $p$.

**Theorem 3.3.** Fix $\epsilon \in (0, 1)$, $p$, and $n$, such that $p < n$. Further, suppose that the smallest and largest singular values of $X^\top X$, denoted by $\theta_{\min}(X^\top X)$ and $\theta_{\max}(X^\top X)$, satisfy $0 < \theta_{\min}(X^\top X) \leq \theta_{\max}(X^\top X) < \infty$. The full conditional posterior mean corresponding to the GIGG prior is,

$$E[\beta \mid \cdot] = \left( I_p + (X^\top X)^{-1}\Gamma^2 \tau^{-2} \Lambda^{-1} \right)^{-1} \beta^{OLS}, \quad \beta^{OLS} = (X^\top X)^{-1}X^\top y.$$

Then the inequality,

$$\|\hat{\beta}^{OLS} - E[\beta \mid \cdot]\|_2 \geq \left( \frac{1}{1 + \theta_{\max}(X^\top X)\max_{g,j} \gamma^2 \lambda^2_{gj} \sigma^2} \right) \|\hat{\beta}^{OLS}\|_2,$$

holds and we have the following results:

a) $$\pi \left( \frac{1}{1 + \theta_{\max}(X^\top X)\max_{g,j} \gamma^2 \lambda^2_{gj} \sigma^2} \geq \epsilon \mid y, \mathcal{H}, \tau^2, \sigma^2 \right) \to 1 \quad \text{as } \tau^2 \to 0.$$  

b) $$\pi \left( \|\hat{\beta}^{OLS} - E[\beta \mid \cdot]\|_2 \geq \epsilon \|\hat{\beta}^{OLS}\|_2 \mid y, \mathcal{H}, \tau^2, \sigma^2 \right) \to 1 \quad \text{as } \tau^2 \to 0.$$
Proof. See Appendix 8.4.

Theorem 3.3 states that, irrespective of the correlation structure, \( \tau^2 \to 0 \) sufficiently shrinks the posterior mean towards zero. The argument used in the proof of Theorem 3.3 can be applied to a litany of other continuous shrinkage priors for which existing posterior concentration results are limited to the sparse normal means model. To supplement these results, we consider the case where we have block diagonal correlation structure, with the blocks defined by the groups, as in Figure 1.

Corollary 3.1. Suppose that the covariates in \( X \) satisfy \( X_g^\top X_{g'} = 0 \) for all \( g \neq g' \), where \( 0 \) denotes a \( p_g \times p_g \) matrix of zeros. If \( \tau^2, \sigma^2 \), and \( a_g \in (0, 1) \) are fixed, then there exists a constant

\[
\epsilon_g(\tau^2, \sigma^2) = \frac{\sigma^2}{\sigma^2 + \theta_{\max}(X_g^\top X_g)\tau^2},
\]

such that for all \( \delta \in (0, \epsilon_g(\tau^2, \sigma^2)) \)

\[
\pi\left( \| \hat{\beta}_g^{OLS} - E[\beta_g | \cdot] \|_2 \geq \delta \| \hat{\beta}_g^{OLS} \|_2 \mid y, \mathcal{H}, \tau^2, \sigma^2 \right) \to 1
\]
as \( b_g \to \infty \).

Proof. See Appendix 8.5.

The conclusion of Corollary 3.1 is that if the hyperparameter \( b_g \to \infty \) then there is at least some amount of shrinkage relative to the ordinary least squares estimator in the \( g \)-th group. If \( \tau^2/\sigma^2 \) is close to zero, then \( \epsilon(\tau^2, \sigma^2) \approx 1 \), implying shrinkage of the posterior mean towards zero. Therefore, we can interpret the case when \( b_g \to \infty \) and \( \tau^2/\sigma^2 \) close to zero as shrinkage of the entire \( g \)-th group towards zero.

3.2 Sparse Normal Means

Although we would ideally consider additional posterior concentration results within the context of a linear regression model, there is not an analytically tractable analog of componentwise shrinkage factors for a general design matrix without any orthogonality. Therefore, we will proceed by considering posterior concentration results within the sparse normal means framework, to make precise statements regarding componentwise shrinkage, as opposed to shrinkage of the entire \( L_2 \)-norm.

One question that arises is whether the dependence induced between the \( \beta_{gj} \)'s by \( \gamma_g^2 \) will overly dominate the individual-level shrinkage. As an example, one can conceptualize a case where a group has only one signal, which is overly shrunk by virtue of being grouped with an overwhelming majority of null means. Theorem 3.4a states that if the \( gl \)-th observation is sufficiently large then there will be minimal shrinkage on \( y_{gl} \). This guarantees that group shrinkage will not overly dominate individual shrinkage if the observation is large. Conversely, Theorem 3.4b states that if the global shrinkage parameter converges to zero, then the GIGG prior will sufficiently shrink the \( y_{gl} \)’s toward zero. Let \( y_g = (y_{g1}, \ldots, y_{gp_g})^\top \).

Theorem 3.4. Suppose that \( p_g \in \{2, 3, \ldots\} \).
a) Fix $\psi, \delta \in (0, 1)$. Then there exists a function $h(p_g, \tau^2, \sigma^2, a_g, b_g, \psi, \delta)$ such that

$$
\pi(\kappa_{gl} > \psi \mid \mathbf{y}_g, \tau^2, \sigma^2, a_g, b_g) \leq \exp \left( -\frac{\psi(1 - \delta)}{2\sigma^2} y_{gl}^2 + \frac{\psi \delta}{2\sigma^2} \sum_{j \neq l} y_{gj}^2 \right) h(p_g, \tau^2, \sigma^2, a_g, b_g, \psi, \delta).
$$

Consequently, if $|y_{gl}| \to \infty$, then $\pi(\kappa_{gl} \leq \psi \mid \mathbf{y}_g, \tau^2, \sigma^2, a_g, b_g) \to 1$.

b) Fix $\epsilon \in (0, 1)$. Then there exists a function $h(p_g, \sigma^2, \mathbf{y}_g, a_g, b_g, \epsilon)$ such that,

$$
\pi(\kappa_{gl} < \epsilon \mid \mathbf{y}_g, \tau^2, \sigma^2, a_g, b_g) \leq \left( \frac{\tau^2}{\sigma^2} \right)^{p_g/2 + b_g} \left( \min \left( 1, \frac{\tau^2}{\sigma^2} \right) \right)^{-p_g/2} h(p_g, \sigma^2, \mathbf{y}_g, a_g, b_g, \epsilon).
$$

Consequently, $\pi(\kappa_{gl} \geq \epsilon \mid \mathbf{y}_g, \tau^2, \sigma^2, a_g, b_g) \to 1$ as $\tau^2 \to 0$.

Proof. See Appendices 8.6 and 8.7.

The theoretical statements outlined in Theorem 3.4 were originally discussed for the horseshoe prior (Datta and Ghosh, 2013), but have also be used in the context of several other continuous shrinkage priors (Datta and Dunson, 2016; Bhadra et al., 2017; Bai and Ghosh, 2019), dynamic trend filtering (Kowal et al., 2019), and small area estimation (Tang et al., 2018a). Examining Theorem 3.4, we first note that neither result restricts the range of values $a_g$ and $b_g$ can take. Therefore, Theorem 3.4 applies to a more general class of hyperparameter values than those considered in Bai and Ghosh (2019). Secondly, the rate at which the upper bound on Theorem 3.4b converges to zero as $\tau \to 0$ depends on the hyperparameter $b_g$, with larger values of $b_g$ corresponding to a tighter upper bound. To better understand the role of $b_g$ we have the following result.

Corollary 3.2. Suppose that $p_g \in \{2, 3, \ldots\}$. If $\tau^2$, $\sigma^2$, and $a_g \in (0, 1)$ are fixed, then there exists a constant 

$$
\epsilon(\tau^2, \sigma^2, p_g) = \left( 1 + \frac{\tau^2}{\sigma^2} p_g \right)^{-1},
$$

such that $\pi(\kappa_{gl} < \epsilon(\tau^2, \sigma^2, p_g) \mid \mathbf{y}_g, \tau^2, \sigma^2, a_g, b_g) \to 0$ as $b_g \to \infty$.

Proof. See Appendix 8.8.

The conclusion of Corollary 3.2 is nearly identical to the conclusion of Corollary 3.1 as $\tau^2/\sigma^2$ controls the degree of shrinkage provided as a result of taking $b_g \to \infty$.

4. COMPUTATION

4.1 Gibbs Sampler

The full conditional updates corresponding to model (1), where $\beta$ is endowed with a GIGG prior, are enumerated in Appendix 8.9. Following Polson and Scott (2011), we assign a half
Cauchy prior scaled by the residual error standard deviation \( \tau | \sigma \sim C^+(0, \sigma) \) and use a prevalent data augmentation trick,

\[
[\tau^2 | \nu] \sim IG(1/2, 1/\nu), \quad [\nu | \sigma^2] \sim IG(1/2, 1/\sigma^2),
\]

to obtain closed form full conditional updates for \( \tau^2 \) and \( \sigma^2 \) \cite{Makalic2016}. There are two major computational bottlenecks for the proposed algorithm. The first is the full conditional update of \( \beta | . \) \[ \beta | . \sim N \left( Q^{-1} \frac{1}{\sigma^2} X^\top \left( y - C\alpha \right), Q^{-1} \right), \quad Q = \frac{1}{\sigma^2} X^\top X + \frac{1}{\tau^2} \Gamma^{-1} \Lambda^{-1}. \]

The second occurs when there are a multitude of group and local parameters that need to be drawn at each iteration of the Gibbs sampler, which is often the case in “large \( p \)” scenarios. Rather than naively sampling from the full conditional distributions there are several strategies to achieve faster posterior computation with both of these computational challenges in mind:

- **Draw** \( \mathbf{v} \sim N \left( \sigma^{-2} X^\top (y - C\alpha), Q \right) \), and then solve \( Q\beta = \mathbf{v} \), rather than explicitly calculating \( Q^{-1} \).
- For “small \( n \), large \( p \)” problems, the Woodbury identity can be utilized so that the full conditional update of \( \beta \) scales linearly in \( p \) \cite{Bhattacharya2016}.
- If \( n \) and \( p \) are both large, say an order of magnitude of 10,000 each, there are several recently developed approximation approaches, the former of which exploits the ability of the horseshoe prior to shrink \( \tau^2 \lambda^2_{gj} \) close to zero \cite{Johndrow2020} while the latter uses a conjugate gradient algorithm to find an approximate solution to \( Q\beta = \mathbf{v} \) \cite{Nishimura2020}.
- Parallelization can be used within the Gibbs sampler to simultaneously update the shrinkage parameters corresponding to each group \cite{Terenin2019}.

### 4.2 Hyperparameter Selection

If the modeler wants to remain relatively agnostic to the choice of hyperparameters, one can use Marginal Maximum Likelihood Estimation (MMLE) \cite{Casella2001}, an empirical-Bayes approach executed iteratively within the Gibbs sampler. The \((l+1)\)th update is

\[
a_g^{(l+1)} = \psi_0^{-1} \left( E_{a_g^{(l)}} \left[ \log(\gamma^2_g) \mid \mathbf{y} \right] \right), \quad b_g^{(l+1)} = \psi_0^{-1} \left( -\frac{1}{p_g} \sum_{j=1}^{p_g} E_{b_g^{(l)}} \left[ \log(\lambda^2_{gj}) \mid \mathbf{y} \right] \right),
\]

where \( \psi_0(\cdot) \) is the digamma function and the expectation terms can be estimated through standard Monte Carlo methods. The iterative procedure terminates when \( \sum_{g=1}^{G} \left( a_g^{(l+1)} - a_g^{(l)} \right)^2 + \sum_{g=1}^{G} \left( b_g^{(l+1)} - b_g^{(l)} \right)^2 \) is less than some prespecified error tolerance. However, in our experience it is preferred to fix \( a_g = 1/n \) for all \( g \) and use MMLE to estimate the \( b_g \) hyperparameters. The
first reason is that \(a_g\) controls the strength of the thresholding effect and choosing \(a_g\) close to zero guarantees strong shrinkage of null coefficients towards zero. The second reason is that only estimating one hyperparameter per group is more feasible than estimating two hyperparameters per group, particularly when the number of groups is large. Since \(b_g\) primarily controls how the correlated the shrinkage is within-group it is more important to focus estimation on the \(b_g\) hyperparameters. We do recognize that setting \(a_g = 1/n\) violates a condition in Theorem 3.1 where the infimum of the set of hyperparameters cannot converge to zero as \(n \to \infty\). However, for practical purposes, this approach provides an automatic way to set \(a_g\) while also yielding similar results to \(a_g\) close to zero and fixed as a function of the sample size, such as \(a_g = 1/100\).

Although MMLE is useful for problems where the number of groups, \(G\), is small relative to the sample size, the estimates for the \(a_g\)'s and \(b_g\)'s will become increasingly variable in high-dimensional settings where the number of groups is large. There may also be low-dimensional settings where the user wants to incorporate explicit prior knowledge about the nature of the within-group signal density. In such cases, it may be preferred to fix hyperparameter values in accordance with subject matter expertise. As with the modified MMLE approach, we recommend setting \(a_g = 1/n\) for all \(g\). To fix \(b_g\) we recommend a useful heuristic whereby local, group, and global shrinkage parameters are simulated from the GIGG prior. Using the simulated shrinkage parameters, shrinkage factors can be constructed and the correlation between shrinkage factors within the same group can be empirically calculated. Selecting the hyperparameter \(b_g\) is then equivalent to selecting how correlated the shrinkage is within-group, a more easily understandable concept. Implementations of GIGG regression with fixed hyperparameters and hyperparameters estimated via MMLE are available on Github.

5. SIMULATIONS

5.1 Generative Model

The data generative mechanism is linear regression model (1), where \(C\) includes the intercept term and five adjustment covariates drawn from independent standard normal distributions, \(\alpha = (0, 1, 1, 1, 1)^\top\), and \(X\) is drawn from a multivariate normal distribution with mean \(0\) and covariance matrix \(\Sigma_X\). \(\Sigma_X\) is determined such that the features have unit variance and block-diagonal exchangeable correlation structure. For all simulation settings, \(n = 500\) and \(p = 50\) such that the 50 covariates are evenly divided into five groups. Pairwise correlations within each group are \(\rho = 0.8\) for the high correlation simulation settings or \(\rho = 0.6\) for the medium correlation simulation settings. For all simulation settings, the pairwise correlations across groups are 0.2 and the residual error variance, \(\sigma^2\), is fixed such that \(\beta^\top \Sigma_X \beta / (\beta^\top \Sigma_X \beta + \sigma^2) = 0.7\).

For the fixed regression coefficient simulation settings, we consider two realizations of \(\beta\), which will be qualitatively referred to as the concentrated signal setting and the distributed signal setting. In the concentrated signal setting, there is only one true signal in each of the five groups with varying magnitudes: \(\beta_{11} = 0.5, \beta_{21} = 1, \beta_{31} = 1.5, \beta_{41} = 2,\) and \(\beta_{51} = 2\). Rather than having within-group sparsity, the distributed signal setting assumes that the signal is shared across all members of the first group: \(\beta_{1j} = 0.5\) for all \(j \in \{1, \ldots, 5\}\) and \(\beta_{1j} = 1\) for
all $j \in \{6, ..., 10\}$. The purpose of the fixed coefficient simulation settings is to ascertain which methods perform well when the within-group signal is sparse or dense.

Beyond the fixed regression coefficient simulation settings, we also consider a random coefficient simulation in the high correlation setting, where for each simulation iteration a random regression coefficient vector is generated. To construct a regression coefficient vector, we start by randomly selecting either a concentrated or distributed signal for the first group with even probability to guarantee that each simulation iteration will have at least one true signal. The concentrated and distributed signal magnitudes are selected such that the contribution to $\beta^T \Sigma X \beta$ is equal, namely the distributed signal is $\beta_{g1} = 0.25$ for $j = 1, ..., 10$ and the concentrated signal is $\beta_{g1} = 5.125$ and $\beta_{gj} = 0$ for $j = 2, ..., 10$. For the other four groups, we randomly select a concentrated signal with probability 0.2, a distributed signal with probability 0.2, and no signal with probability 0.6. The goal of the random coefficient simulation setting is to show that, averaged across many combinations of regression coefficient vectors comprised of sparse within-group signals, dense within-group signals, and inactive groups, GIGG regression with MMLE results in the lowest mean-squared error.

5.2 Competing Methods and Evaluation Metrics

Estimation properties will be evaluated based on empirical mean-squared error (MSE), stratified by null and non-null coefficients, across 5000 replicates. In the random coefficient simulations, calculating the MSE corresponds to an integrated mean-squared error (IMSE) metric averaged across the generative distribution of the regression coefficient vectors. For the fixed coefficient simulations we will consider several special cases of the GIGG prior with fixed hyperparameters, namely all possible combinations of $a_g \in \{1/n, 1/2\}$ and $b_g \in \{1/n, 1/2, 1\}$. That way, we can check whether the intuition gleaned from Figure 2 empirically translates to the regression setting. We will also consider the GIGG prior when the hyperparameters $a_g = 1/n$ are fixed and $b_g$ are estimated via MMLE.

The list of competing methods include Ordinary Least Squares (OLS), Horseshoe regression, Group horseshoe regression (Xu et al., 2016), Spike-and-Slab Lasso (Rockova and George, 2018), Bayesian Group Lasso with Spike-and-Slab Priors (BGL-SS) (Xu and Ghosh, 2015), and Bayesian Sparse Group Selection with Spike-and-Slab Priors (BSGS-SS) (Xu and Ghosh, 2015). To avoid confusion with the group horseshoe prior proposed in this paper, we will refer to the group horseshoe prior from Xu et al. (2016) as the group half Cauchy prior throughout the rest of the simulation section. Most methods requiring Markov chain Monte Carlo (MCMC) sampling have 10000 burn-in draws, followed by 10000 posterior draws with no thinning. The only exceptions are BGL-SS and BSGS-SS which have 1000 burn-in draws and 2000 posterior draws without any thinning, due to the relatively slower posterior sampling algorithms.

5.3 Simulation Results

Table 1 presents the MSE for the high correlation simulation settings and Table 2 lists the MSE for the medium correlation simulation settings. Because the results for the high correlation and medium correlation settings are similar we will only focus our discussion around the high correlation simulation settings. The first noteworthy observation is that group horseshoe
| $\rho = 0.8$ | Concentrated | Distributed |
|-------------|-------------|-------------|
| Method      | Null | Non-Null | Null | Non-Null |
| Ordinary Least Squares | 3.74 | 0.41 | 8.09 | 2.03 |
| Horseshoe   | 0.51 | 0.41 | 0.85 | 2.14 |
| GIGG ($a_g = 1/n, b_g = 1/n$) | **0.11** | **0.30** | 0.03 | 3.59 |
| GIGG ($a_g = 1/2, b_g = 1/n$) | **0.11** | **0.30** | 0.04 | 3.56 |
| GIGG ($a_g = 1/n, b_g = 1/2$) | 0.29 | 0.39 | **0.03** | **1.57** |
| *GIGG ($a_g = 1/2, b_g = 1/2$) | 0.33 | 0.40 | 0.24 | 1.70 |
| GIGG ($a_g = 1/n, b_g = 1$) | 0.53 | 0.49 | **0.03** | **1.43** |
| GIGG ($a_g = 1/2, b_g = 1$) | 0.58 | 0.49 | 0.26 | 1.43 |
| GIGG (MMLE) | **0.20** | **0.34** | **0.04** | **1.42** |
| Group Half Cauchy   | 0.30 | 0.39 | 0.08 | 1.64 |
| Spike-and-Slab Lasso | **0.15** | **0.33** | 0.21 | 4.27 |
| BGL-SS       | 2.01 | 0.80 | **0.04** | **1.31** |
| BSGS-SS      | 0.23 | 0.42 | 0.04 | 1.84 |

*GIGG regression with $a_g = 1/2$ and $b_g = 1/2$ is equivalent to group horseshoe regression.

Table 1: Mean-squared errors (MSE) for the fixed regression coefficient simulation settings ($n = 500, p = 50$) with high pairwise correlations ($\rho = 0.8$). Bolded cells indicate the four methods with the lowest overall MSE. *GIGG regression with $a_g = 1/2$ and $b_g = 1/2$ is equivalent to group horseshoe regression.

regression has a uniformly lower MSE than both OLS and horseshoe regression for both null and non-null estimation, although the discrepancy between horseshoe and OLS is much larger than the difference between group horseshoe and horseshoe, particularly for the null coefficients. For GIGG regression with fixed hyperparameters, the top performer is GIGG regression with $b_g = 1/n$ when the signal is concentrated within-group (Null MSE = 0.11, Non-Null MSE = 0.30) and $a_g = 1/n, b_g = 1$ when the signal is distributed within-group (Null MSE = 0.03, Non-Null MSE = 1.43), exactly as Figure 2 suggests. However, if the user sets $b_g = 1$ when the signal is concentrated (Null MSE = 0.53, Non-Null MSE = 0.49) or $b_g = 1/n$ when the signal is distributed (Null MSE = 0.03, Non-Null MSE = 3.59), then the “incorrect” prior information results in notably worse MSE compared to the “correct” prior information. That being said, $b_g = 1/2$ appears to be a middle ground where the performance for both concentrated and distributed simulation settings is generally good.

Examining the performance of the competing methods, we note that Spike-and-Slab Lasso does very well for the concentrated signal setting (Non-Null MSE = 0.33), but struggles when the signal is distributed (Non-Null MSE = 4.27). Conversely, BGL-SS does poorly when the signal is concentrated (Non-Null MSE = 0.80), but has good performance when the signal is distributed (Non-Null MSE = 1.31). Group half Cauchy regression and BSGS-SS have relatively low MSE across all three simulation settings, however, GIGG with MMLE outperforms both methods in the concentrated and distributed simulation settings.

As with the fixed regression coefficient simulations, group horseshoe (Null IMSE = 0.39) and group half Cauchy regression (Null ISME = 0.36) lead to a substantial improvement in
Table 2: Mean-squared errors (MSE) for the fixed regression coefficient simulation settings \((n = 500, p = 50)\) with medium pairwise correlations \((\rho = 0.6)\). Bolded cells indicate the three methods with the lowest overall MSE. *GIGG regression with \(a_g = 1/2\) and \(b_g = 1/2\) is equivalent to group horseshoe regression.

IMSE compared to horseshoe regression (see Table 3). However, we also observe that the additional flexibility of GIGG regression to self-adapt to different types of within-group signal distributions results in noticeable improvements in IMSE for the null coefficients (Null IMSE = 0.19). Spike-and-Slab Lasso and BGL-SS struggle in the random coefficient simulation scenario because they are designed to work well only when the signal is concentrated or distributed, respectively, leading to poor average performance.

6. DATA EXAMPLE

The National Health and Nutrition Examination Survey (NHANES) is a collection of studies conducted by the National Center for Health Statistics with the overarching goal of evaluating the health and nutritional status of the United States’ populace. Data collection consists of a written survey and physical examination which records demographic, socioeconomic, dietary, and health-related information, including physiological measurements and laboratory tests. We will specifically apply GIGG regression to a subset of 990 adults from the 2003-2004 NHANES cycle with 35 measured contaminants across five exposure classes: metals, phthalates, organochlorine pesticides, polybrominated diphenyl ethers (PBDEs), and polycyclic aromatic hydrocarbons (PAHs). Figure 1 illustrates the block diagonal correlation structure of these exposures, where areas of high correlation are mostly contained within exposure class. Gamma glutamyl transferase (GGT), an enzymatic marker of liver functionality, will be the outcome of interest. GGT and all environmental exposures were log-transformed to remove right skew-
Table 3: Integrated mean-squared errors (IMSE) for the random regression coefficient simulation setting \((n = 500, p = 50)\) with high pairwise correlations \((\rho = 0.8)\). Bolded cells indicate the three methods with the lowest overall IMSE.

| Method                | Null  | Non-Null |
|-----------------------|-------|----------|
| Ordinary Least Squares | 8.84  | 3.38     |
| Horseshoe             | 0.70  | 1.18     |
| Group Horseshoe       | 0.39  | 1.13     |
| Group Half Cauchy     | 0.36  | 1.14     |
| GIGG (MMLE)           | 0.19  | 1.17     |
| Spike-and-Slab Lasso  | 0.16  | 3.65     |
| BGL-SS                | 2.84  | 2.44     |
| BSGS-SS               | 0.36  | 1.45     |

Figure 3 presents the estimated percent change in GGT corresponding to a twofold change in each environmental exposure and their associated 95% credible intervals for methods commonly used in multipollutant modeling (for a focused comparison of the various group shrinkage methods from the simulation study see Supplementary Figure 4). Bayesian linear regression with noninformative priors and ridge regression were implemented in R Stan with four chains with no thinning, each with 1000 burn-in draws and 1000 posterior draws. Horseshoe regression and GIGG regression used 10000 burn-in samples, followed by 10000 posterior draws with a thinning interval of five. Convergence of the MCMC chains was evaluated using Gelman-Rubin’s potential scale reduction factor (PSRF) \(^{(1992)}\). Bayesian linear regression with noninformative priors, ridge regression, and horseshoe regression had a PSRF of 1.00 for all regression coefficients and GIGG regression had PSRF values ranging between 1.00 – 1.01, indicating that all MCMC chains converged. Bayesian linear regression with noninformative priors results in wide credible intervals and highly variable point estimates compared to ridge regression, horseshoe regression, and GIGG regression, particularly in the exposure classes with high pairwise correlations (PAHs and PBDEs). Ridge regularization helps achieve substantial variance reduction compared to linear regression with noninformative priors, but at the cost of overregularizing the apparent signals in the metals exposure class. Namely, ridge regression estimates that a twofold change in lead exposure is associated with 1.21% higher (95% CI: 0.09, 2.54) GGT adjusted for age, sex, body mass index (quartiles), poverty-to-income ratio (quartiles), ethnicity, and urinary creatinine (quartiles).

Bayesian linear regression with noninformative priors, ridge regression, and horseshoe regression had a PSRF of 1.00 for all regression coefficients and GIGG regression had PSRF values ranging between 1.00 – 1.01, indicating that all MCMC chains converged. Bayesian linear regression with noninformative priors results in wide credible intervals and highly variable point estimates compared to ridge regression, horseshoe regression, and GIGG regression, particularly in the exposure classes with high pairwise correlations (PAHs and PBDEs). Ridge regularization helps achieve substantial variance reduction compared to linear regression with noninformative priors, but at the cost of overregularizing the apparent signals in the metals exposure class. Namely, ridge regression estimates that a twofold change in lead exposure is associated with 1.21% higher (95% CI: 0.09, 2.54) GGT adjusted for age, sex, body mass index, poverty-to-income ratio, ethnicity, and urinary creatinine, while horseshoe regression estimates 2.51% higher GGT (95% CI: 0.69, 4.03) and GIGG regression estimates 2.04% higher GGT (95% CI: 0.01, 3.87). Although the conclusions between horseshoe regression and GIGG regression are concordant, the difference between the methods can be seen by evaluating the length of credible intervals. The median credible interval length for GIGG regression is 50% shorter for the PAHs, 79.2% shorter for the PBDEs, 11.4% shorter for the pesticides, and 38.9% shorter for the phthalates compared to horseshoe regression. Note that the exposure classes with markedly narrower credible intervals,
Figure 3: Estimated associations between environmental toxicants (metals, phthalates, pesticides, PBDEs, and PAHs) and gamma glutamyl transferase (GGT) from NHANES 2003-2004 ($n = 990$).

PAHs and PBDEs, have high pairwise correlations and common estimated effect sizes. However, the metals exposure class, which has weak pairwise correlations and heterogeneous estimated effect sizes, results in a median credible interval length of 0.31 for GIGG regression and 0.30 for horseshoe regression. The example indicates that by leveraging grouping information GIGG regression has appreciable efficiency gains for groups with multicollinearity issues and homoge-
neous effect sizes, but does not provide an improvement for groups with weak correlations and heterogeneous effect sizes. Additionally, from a computational perspective, GIGG regression generated a median effective sample size of 590.4 per second, compared to a median effective sample size of 78.9 per second for horseshoe regression from the *horseshoe* package in R.

7. DISCUSSION

The principal methodological contribution of this paper is to construct a continuous shrinkage prior that improves regression coefficient estimation in the presence of grouped covariates. GIGG regression flexibly controls the relative contributions of individual and group shrinkage to improve regression coefficient estimation, resulting in a relative IMSE reduction of 72.8% corresponding to the null coefficients and 7.5 times more efficient computation compared to the primary horseshoe regression implementation in R. One of the main limitations of GIGG regression is that covariate groupings must be explicitly specified and covariate groupings may not overlap. Additionally, although the GIGG prior can be imposed on regression coefficients in Bayesian generalized linear models, a theoretical evaluation of the shrinkage properties for non-normal outcome data would be necessary to determine if the GIGG prior is appropriate for such models. We are currently working on an R package to implement GIGG regression that, upon completion, will be added to the Comprehensive R Archive Network. For a preliminary version of the R package, visit Github.

The analysis of multiple pollutant data and chemical mixtures is a key thrust of the National Institute of Environmental Health Sciences, and the GIGG prior provides a useful framework for achieving variance reduction in the presence of group-correlated exposures, characterizing uncertainties in point estimates, and constructing policy relevant metrics, like summary risk scores, in a principled way. However, the generality of the GIGG prior coupled with the relative ease of computation means that, despite its motivation coming from environmental epidemiology, the GIGG prior is applicable to many other areas. For example, in neuroimaging studies, scalar-on-image regression ([Kang et al., 2018]) has been widely used to study the association between brain activity and clinical outcomes of interests. The whole brain can be partitioned into a set of exclusive regions according to brain functions and anatomical structures. Within the same region, the brain imaging biomarkers tend to be more correlated and have similar effects on the outcome variable. The GIGG prior can be extended for scalar-on-image regression and it has a great potential to improve estimating the effects of imaging biomarkers by incorporating brain region information.

In this paper, our focus was sparse estimation, but it is also natural to inquire about uncertainty quantification and variable selection. Based on our simulations, the conclusions of [van der Pas et al., 2017] are relevant for the GIGG prior when $0 < \alpha_g \leq 1/2$, but a comprehensive study needs to be carried out. There is no consensus way of defining variable selection for continuous shrinkage priors, however there are several approaches to determine a final active set, including two-means clustering ([Bhattacharya et al., 2015]), credible intervals covering zero ([van der Pas et al., 2017]), thresholding shrinkage factors ([Tang et al., 2018b]), decoupling shrinkage and selection (DSS) ([Hahn and Carvalho, 2015]), and penalized credible regions ([Zhang and Bondell, 2018]). For horseshoe-style shrinkage, variable selection defined
through credible intervals covering zero is conservative, but works well if one wants to limit the number of false discoveries. The two-means clustering heuristic does not necessarily result in consistent variable selection and the shrinkage factor thresholding approach is restricted to applications where \( p < n \). The penalized credible region approach searches for the sparsest model that falls within the \( 100 \times (1-\alpha)\% \) joint elliptical credible region, while DSS constructs an adaptive lasso-style objective function with the goal of sparsifying the posterior mean such that most of the predictive variability is still explained. Since the DSS construction is framed from a prediction perspective, this approach may not be ideal for regression coefficient estimation problems in the presence of correlated features. Another crucial point to make is that if one is interested in selection, the posterior mode estimator for the horseshoe prior will result in exact zero estimates, and an approximate algorithm for calculating the posterior mode was developed in [Bhadra et al. (2019)] using the horseshoe-like prior. Therefore, one could conceptualize an extension of the expectation-maximization algorithm developed by [Bhadra et al. (2019)] using a “GIGG-like” prior. Further work is needed to juxtapose the behavior of all of these different methods for selection and develop novel algorithms for calculating the posterior mode.
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8. APPENDICES

8.1 Distributions used in Manuscript

Beta Prime Distribution:

\[ X \sim \beta'(a, b) \implies f_X(x) = \frac{\Gamma(a + b)}{\Gamma(a)\Gamma(b)}x^{a-1}(1 + x)^{-a-b}, \ x > 0. \]

Gamma Distribution:

\[ X \sim G(a, b) \implies f_X(x) = \frac{b^a}{\Gamma(a)}x^{a-1}\exp(-bx), \ x > 0. \]

Generalized Inverse Gaussian Distribution:

\[ X \sim GIG(\lambda, \psi, \chi) \implies f_X(x) = \frac{(\psi/\chi)^{\lambda/2}}{2K_\lambda(\sqrt{\psi\chi})}x^{\lambda-1}\exp\left(-\frac{1}{2}\left(\frac{\chi}{x} + \psi x\right)\right), \ x > 0, \]

where \( K_\lambda(\cdot) \) is the modified Bessel function of the third kind with index \( \lambda \) [H"ormann and Leydold, 2014].

Half Cauchy Distribution:

\[ X \sim C^+(0, \sigma) \implies f_X(x) = \frac{2}{\pi\sigma(1 + x^2/\sigma^2)}, \ x > 0. \]

Inverse Gamma Distribution:

\[ X \sim IG(a, b) \implies f_X(x) = \frac{b^a}{\Gamma(a)}x^{-a-1}\exp\left(-\frac{b}{x}\right), \ x > 0. \]
8.2 Proof of Theorem 2.1

For shorthand, we will use:

$$r(x) \sim s(x) := \lim_{x \to \infty} \frac{r(x)}{s(x)} = 1.$$ 

Define

$$L(u) = \frac{1}{(\tau^2)B(a_g, b_g)} \left( \frac{u/\tau^2}{1 + u/\tau^2} \right)^{a_g} B(a_g, b_g) = \frac{\Gamma(a_g)\Gamma(b_g)}{\Gamma(a_g + b_g)},$$

which is slowly-varying function, i.e.,

$$\lim_{u \to \infty} \frac{L(tu)}{L(u)} = 1,$$

for all $t > 0$. Moreover, let

$$\pi(\beta_{gj} \mid \tau^2, a_g, b_g) = \int_0^\infty (2\pi u)^{-1/2} \exp \left( -\frac{\beta_{gj}^2}{2u} \right) f(u \mid \tau^2, a_g, b_g) du$$

denote the normal variance mixture probability density function and let $f(u \mid \tau^2, a_g, b_g)$ denote the scaled $\beta'(a_g, b_g)$ mixing density function with fixed scale parameter $\tau^2$. Then

$$\lim_{u \to \infty} f(u \mid \tau^2, a_g, b_g) \exp(-\psi_+ u)(u/\tau^2)^{-\lambda} = \lim_{u \to \infty} \exp(-\psi_+ u)(u/\tau^2)^{\lambda - b_g},$$

where $\psi_+ = \sup\{w \in \mathbb{R} : \phi(w) < \infty\}$ and

$$\phi(w) = \frac{1}{B(a_g, b_g)} \int_0^\infty \exp(wu) \frac{1}{\tau^2} \left( \frac{u}{\tau^2} \right)^{a_g - 1} (1 + u/\tau^2)^{-b_g} du.$$ 

Note that $\psi_+ = 0$. Fix $\lambda = -b_g$. Then,

$$\lim_{u \to \infty} \exp(-\psi_+ u)(u/\tau^2)^{-\lambda} = \lim_{u \to \infty} \left( \frac{u/\tau^2}{1 + u/\tau^2} \right)^{b_g} = 1.$$ 

By Theorem 6.1 in [Barndorff-Nielsen et al. (1982)] we conclude that

$$\pi(\beta_{gj} \mid \tau^2, a_g, b_g) \sim (2\pi)^{-1/2} 2^{b_g + 1/2} \Gamma(b_g + 1/2) |\beta_{gj}|^{-(1+2b_g)} L(\beta_{gj}^2).$$

To get the index of regular variation, we note the following straightforward lemma:

**Lemma 1.** Suppose that $r$ and $s$ are two positive, measurable functions such that $r(x) \sim s(x)$ and $s$ is regularly varying with index $\omega \in \mathbb{R}$. Then $r$ is regularly varying with index $\omega$. 
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\[ \lim_{x \to \infty} \frac{r(tx)}{r(x)} = \lim_{x \to \infty} \frac{r(tx) s(tx) s(x)}{r(x) s(tx) s(x)} = \lim_{x \to \infty} \left( \frac{r(tx)/s(tx)}{r(x)/s(x)} \right) \frac{s(tx)}{s(x)} = \lim_{x \to \infty} \frac{s(tx)}{s(x)} = t^\omega. \]

Despite its simplicity, Lemma 1 is of great practical use, particularly if the function whose tail behavior we are interested in does not have a closed form. When working with global-local mixture priors we often do not have closed form marginal prior distributions for \( \beta \) and it is usually easier to construct and work with a closed form function that has asymptotically equivalent tail behavior. Since the index of regular variation of

\[ (2\pi)^{-1/2}2^{b_g+1/2}\Gamma(b_g + 1/2)|\beta_{gj}|^{-1+2b_g} L(\beta_{gj}^2) \]

is \( \omega = -1 - 2b_g \), then by Lemma 1 the index of regular variation of \( \pi(\beta_{gj} \mid \tau^2, a_g, b_g) \) is also \( \omega = -1 - 2b_g \).
8.3 Proof of Theorem 3.1

Let $\mathcal{G}_n = \{\gamma_1^2, \ldots, \gamma_n^2\}$ denote the collection of group shrinkage parameters and let $p_g$ indicate the number of covariates in the $g$-th group. Define the following sets: $\mathcal{A}_g = \{j : \beta_{gj}^0 \neq 0\}$, $\mathcal{A}_g^c = \{j : \beta_{gj}^0 = 0\}$, $\mathcal{A}_n = \{(g,j) : \beta_{gj}^0 \neq 0\}$, $\mathcal{A}_n^c = \{(g,j) : \beta_{gj}^0 = 0\}$. In words, $\mathcal{A}_g$ is the active set for the $g$-th group, $\mathcal{A}_g^c$ is the non-active set for the $g$-th group, $\mathcal{A}_n$ is the active set across all groups, and $\mathcal{A}_n^c$ is the non-active set across all groups.

$$
\pi(\beta_n \mid \mathcal{G}_n, \mathcal{H}_n, \tau_n^2) = \prod_{g=1}^{G_n} \prod_{j=1}^{p_g} \frac{\Gamma(b_g + 1/2)}{\Gamma(b_g)} \left(1 + \frac{\beta_{gj}^2}{2\tau_n^2 \gamma_g^2}\right)^{-(b_g+1/2)}
$$

Then, we see that

$$
\pi \left( \beta_n : \|\beta_n - \beta_n^0\|_2 < \frac{\Delta}{\sqrt{p_n}n^{p/2}} \mid \mathcal{G}_n, \mathcal{H}_n, \tau_n^2 \right)
$$

$$
\geq \prod_{g=1}^{G_n} \left[ \prod_{j \in \mathcal{A}_g} \pi \left( |\beta_{gj} - \beta_{gj}^0| < \frac{\Delta}{\sqrt{p_n}n^{p/2}} \mid \mathcal{G}_n, \mathcal{H}_n, \tau_n^2 \right) \times \prod_{j \in \mathcal{A}_g^c} \pi \left( |\beta_{gj}| < \frac{\Delta}{\sqrt{p_n}n^{p/2}} \mid \mathcal{G}_n, \mathcal{H}_n, \tau_n^2 \right) \right].
$$

Continuing

$$
\pi \left( |\beta_{gj} - \beta_{gj}^0| < \frac{\Delta}{\sqrt{p_n}n^{p/2}} \mid \mathcal{G}_n, \mathcal{H}_n, \tau_n^2 \right)
$$

$$
= \int_{\beta_{gj}^0}^{\beta_{gj} + \Delta \sqrt{p_n}n^{p/2}} \frac{\Gamma(b_g + 1/2)}{\Gamma(b_g)} \left(1 + \frac{\beta_{gj}^2}{2\tau_n^2 \gamma_g^2}\right)^{-(b_g+1/2)} d\beta_{gj}
$$

$$
\geq \frac{2\Delta \Gamma(b_g + 1/2)}{\Gamma(b_g) \sqrt{2\pi \tau_n^2 \gamma_g^2}} \left(1 + \frac{L_n + \Delta / \sqrt{p_n}n^{p/2}}{2\tau_n^2 \gamma_g^2}\right)^{-(b_g+1/2)}
$$

and

$$
\pi \left( |\beta_{gj}| < \frac{\Delta}{\sqrt{p_n}n^{p/2}} \mid \mathcal{G}_n, \mathcal{H}_n, \tau_n^2 \right)
$$

$$
= \int_{\Delta \sqrt{p_n}n^{p/2}}^{\Delta \sqrt{p_n}n^{p/2}} \frac{\Gamma(b_g + 1/2)}{\Gamma(b_g)} \left(1 + \frac{\beta_{gj}^2}{2\tau_n^2 \gamma_g^2}\right)^{-(b_g+1/2)} d\beta_{gj}
$$

$$
= \frac{2\Delta \Gamma(b_g + 1/2)}{\Gamma(b_g) \sqrt{2\pi \tau_n^2 \gamma_g^2}} \left(1 + \frac{\beta_{gj}^2}{2\tau_n^2 \gamma_g^2}\right)^{-(b_g+1/2)} d\beta_{gj}
$$

$$
\geq \frac{2\Delta \Gamma(b_g + 1/2)}{\Gamma(b_g) \sqrt{2\pi \tau_n^2 \gamma_g^2}} \exp \left(-\frac{\beta_{gj}(b_g + 1/2)}{\sqrt{2\tau_n^2 \gamma_g^2}}\right) d\beta_{gj}
$$
\[\sum_{g=1}^{G_n} \left[ -|A_g| \log \left( \frac{2\Delta(b_g + 1/2)\sqrt{\log(n)}}{\Gamma(b_g)\sqrt{2C_2\gamma^2}} \right) - |A^c_g| \log \left( 1 - \exp \left( - \frac{\Delta(b_g + 1/2)\sqrt{\log(n)}}{\sqrt{2C_2\gamma^2}} \right) \right) \right] + |A^c_g| \log \left( \frac{2\Delta(b_g + 1/2)\sqrt{\log(n)}}{\Gamma(b_g)\sqrt{2C_2\gamma^2}} \right) + |A^c_g| \log \left( 1 - \exp \left( - \frac{\Delta(b_g + 1/2)\sqrt{\log(n)}}{\sqrt{2C_2\gamma^2}} \right) \right) - |A^c_g| \log \left( \frac{2\Delta(b_g + 1/2)\sqrt{\log(n)}}{\Gamma(b_g)\sqrt{2C_2\gamma^2}} \right) - |A^c_g| \log \left( 1 - \exp \left( - \frac{\Delta(b_g + 1/2)\sqrt{\log(n)}}{\sqrt{2C_2\gamma^2}} \right) \right)\]

Let
\[T_{n1} = \inf_{g \in \{1, \ldots, G_n\}} \log \left( \frac{2\Delta(b_g + 1/2)}{\Gamma(b_g)\sqrt{2C_2\gamma^2}} \right).\]
\[ T_{n2} = \inf_{g \in \{1, \ldots, G_n\}} \log \left( \frac{2\Gamma(b_g + 1/2)}{\Gamma(b_g) \sqrt{\pi} (b_g + 1/2)} \right), \]

\[ T_{n3} = \inf_{g \in \{1, \ldots, G_n\}} \frac{\Delta(b_g + 1/2)}{\sqrt{2C\gamma^2_g}}, \]

\[ \gamma^2_{n, \text{min}} = \inf_{g \in \{1, \ldots, G_n\}} \gamma^2_g, \text{ and } b_{n, \text{max}} = \sup_{g \in \{1, \ldots, G_n\}} b_g. \]

Then,

\[
\sum_{g=1}^{G_n} \left[ -|A_g| \log \left( \frac{2\Gamma(b_g + 1/2)}{\Gamma(b_g) \sqrt{\pi} (b_g + 1/2)} \right) - |A_g| \log \left( 1 - \exp \left( -\frac{\Delta(b_g + 1/2) \sqrt{\log(n)}}{\sqrt{2C\gamma^2_g}} \right) \right) \right] \\
\leq \sum_{g=1}^{G_n} \left[ -\frac{|A_g|}{2} \log \left( \log(n) \right) - |A_g|T_{n1} + |A_g|(b_{n, \text{max}} + 1/2) \log \left( 1 + \frac{p_n n^\rho \log(n)(L_n + \frac{\Delta}{\sqrt{pn^\rho/2}})^2}{2C\gamma^2_{n, \text{min}}} \right) \\
- |A^c_g|T_{n2} - |A^c_g| \log \left( 1 - \exp \left( -T_{n3} \sqrt{\log(n)} \right) \right) \right] \\
= -\frac{|A_n|}{2} \log \left( \log(n) \right) - |A_n|T_{n1} + |A_n|(b_{n, \text{max}} + 1/2) \log \left( 1 + \frac{p_n n^\rho \log(n)(L_n + \frac{\Delta}{\sqrt{pn^\rho/2}})^2}{2C\gamma^2_{n, \text{min}}} \right) \\
- |A^c_n|T_{n2} - |A^c_n| \log \left( 1 - \exp \left( -T_{n3} \sqrt{\log(n)} \right) \right). \]

Note that the above expression is dominated by the

\[ |A_n|(b_{n, \text{max}} + 1/2) \log \left( 1 + \frac{p_n n^\rho \log(n)(L_n + \frac{\Delta}{\sqrt{pn^\rho/2}})^2}{2C\gamma^2_{n, \text{min}}} \right) \]

term. If \(|A_n| = o(n/ \log(n))\), then by Theorem 1 in [Armagan et al. (2013b)], we obtain posterior consistency conditional on \(G_n\), i.e., \(\forall \epsilon > 0\)

\[
\pi \left( \beta_n : \| \beta_n - \beta^0_n \|_2 < \epsilon \mid y_n, G_n, H_n, \tau^2_n, \sigma^2 \right) \to 1
\]

almost surely.

Lastly, by combining the law of iterated expectations with the dominated convergence the-
orem, we obtain

\[
\pi(\beta_n : \|\beta_n - \beta_n^0\|_2 < \epsilon \mid y_n, H_n, \tau_n^2, \sigma^2) = E_{G_n \mid y_n, H_n, \tau_n^2, \sigma^2} \left[ \pi(\beta_n : \|\beta_n - \beta_n^0\|_2 < \epsilon \mid y_n, G_n, H_n, \tau_n^2, \sigma^2) \right] \\
\rightarrow E_{G_n \mid y_n, H_n, \tau_n^2, \sigma^2}[1] = 1.
\]
8.4 Proof of Theorem 3.3

Let $M = I_p - (I_p + (X^\top X)^{-1}D)^{-1} = (I_p + D^{-1}X^\top X)^{-1}$ where $D^{-1} = \sigma^{-2}\tau^2\Gamma\Lambda$. The Rayleigh quotient inequality yields,

$$\left\| \hat{\beta}^{\text{OLS}} - E[\beta \mid \cdot] \right\|_2^2 \geq e_{\min}(M^\top M) \left\| \hat{\beta}^{\text{OLS}} \right\|_2^2 = (\theta_{\min}(M))^2 \left\| \hat{\beta}^{\text{OLS}} \right\|_2^2,$$

where $e_{\min}(M^\top M)$ denotes the minimum eigenvalue of $M^\top M$ and $\theta_{\min}(M)$ denotes the minimum singular value of $M$. Then, we have

$$(\theta_{\min}(M))^2 \left\| \hat{\beta}^{\text{OLS}} \right\|_2^2 = \frac{1}{(\theta_{\max}(I_p + D^{-1}X^\top X))^2} \left\| \hat{\beta}^{\text{OLS}} \right\|_2^2 = \frac{1}{\left\| I_p + D^{-1}X^\top X \right\|_O} \left\| \hat{\beta}^{\text{OLS}} \right\|_2^2,$$

where $\| \cdot \|_O$ is the operator 2-norm and $\| \cdot \|_2$ is the usual $L_2$-norm. The operator 2-norm is sub-additive and sub-multiplicative, implying that

$$\left\| I_p + D^{-1}X^\top X \right\|_O^2 \geq \left( || I_p ||_O + || D^{-1} ||_O \|X^\top X\|_O \right)^2 \left\| \hat{\beta}^{\text{OLS}} \right\|_2^2 = \frac{1}{\left( 1 + \theta_{\max}(X^\top X)\sigma^{-2}\tau^2 \max_{(g,j)} \gamma^2_{g^2,j^2} \right)^2} \left\| \hat{\beta}^{\text{OLS}} \right\|_2^2.$$

First, note that

$$\pi \left( \frac{1}{1 + c\sigma^{-2}\tau^2 \max_{(g,j)} \gamma^2_{g^2,j^2}} < \epsilon \mid y, H, \tau^2, \sigma^2 \right) \leq \pi \left( \bigcup_{g=1}^{G} \bigcup_{j=1}^{p_g} \frac{1}{1 + c\sigma^{-2}\tau^2 \gamma^2_{g^2,j^2}} < \epsilon \right) \mid y, H, \tau^2, \sigma^2 \right) \leq \sum_{g=1}^{G} \sum_{j=1}^{p_g} \pi \left( \frac{1}{1 + c\sigma^{-2}\tau^2 \gamma^2_{g^2,j^2}} < \epsilon \mid y, H, \tau^2, \sigma^2 \right),$$

where $c = \theta_{\max}(X^\top X)$. Define $K_{gj} = 1 + c\sigma^{-2}\tau^2 \gamma^2_{g^2,j^2}$ and for notational simplicity let $\mathcal{K} = \mathcal{K}_{-g} \cup \{ K_{gj} \}$ where $\mathcal{K}_{-g} = \{ K_{g'j} : g' \neq g \}$. Also, let $\mathcal{L} = \bigcup_{g=1}^{G} \mathcal{L}_g$ denote the collection of all local shrinkage parameters where $\mathcal{L}_g = \{ \lambda^2_{g,j} : 1 \leq j \leq p_g \}$. Then,

$$\pi(K_{gl} < \epsilon \mid y, H, \tau^2, \sigma^2) = \frac{1}{\pi(y \mid H, \tau^2, \sigma^2)} \int_0^\epsilon \pi(y \mid K_{gl}, H, \tau^2, \sigma^2) \pi(K_{gl} \mid H, \tau^2, \sigma^2) dK_{gl}$$

$$= \frac{1}{\pi(y \mid H, \tau^2, \sigma^2)} \int_0^\epsilon \int_{(0,1)^{p-1}} \int_{(0,\infty)^p} \pi(y \mid K, L, H, \tau^2, \sigma^2) \pi(K \mid L, H, \tau^2, \sigma^2)$$
 × π(\mathcal{L} | \mathcal{H}, \tau^2, \sigma^2) d\mathcal{L} d\mathcal{K}_g dK_{gl},

where \((0, 1)^{p-1}\) indicates a \(p - 1\) dimensional hypercube on \((0, 1)\) and \((0, \infty)^{p} = (0, \infty) \times \cdots \times (0, \infty) p\) times. Looking at the individual components we first observe that \(\pi(y | \mathcal{K}, \mathcal{L}, \mathcal{H}, \tau^2, \sigma^2)\) is just a reparameterized version of \(\pi(y | \Gamma, \Lambda, \mathcal{H}, \tau^2, \sigma^2)\), where

\[
[y | \Gamma, \Lambda, \mathcal{H}, \tau^2, \sigma^2] \sim N(0, \sigma^2 I_n + \tau^2 \mathbf{X} \Gamma \Lambda \mathbf{X}^T).
\]

Note that \(\tau^2 \mathbf{X} \Gamma \Lambda \mathbf{X}^T\) is a symmetric, positive definite matrix and therefore has positive, real eigenvalues. Thus the determinant of \(\sigma^2 I_n + \tau^2 \mathbf{X} \Gamma \Lambda \mathbf{X}^T\) satisfies \(|\sigma^2 I_n + \tau^2 \mathbf{X} \Gamma \Lambda \mathbf{X}^T| \geq (\sigma^2)^n\) and we get that \(\pi(y | \Gamma, \Lambda, \mathcal{H}, \tau^2, \sigma^2) \leq (2\pi \sigma^2)^{-n/2}\). Therefore, we conclude that

\[
\pi(y | \mathcal{K}, \mathcal{L}, \mathcal{H}, \tau^2, \sigma^2) \leq (2\pi \sigma^2)^{-n/2}.
\]

One helpful observation is that

\[
\pi(\mathcal{K} | \mathcal{L}, \mathcal{H}, \tau^2, \sigma^2) \pi(\mathcal{L} | \mathcal{H}, \tau^2, \sigma^2)
\]

\[
= \pi(K_{gl} | \lambda^2_{gl}, \mathcal{H}, \tau^2, \sigma^2) \pi(\lambda^2_{gl} | \mathcal{H}, \tau^2, \sigma^2) \prod_{g' \neq g} \pi(K_{g'1} | \mathcal{L}_{g'}, \mathcal{H}, \tau^2, \sigma^2) \pi(\mathcal{L}_{g'} | \mathcal{H}, \tau^2, \sigma^2).
\]

Thus, we get a simplified upper bound

\[
\pi(K_{gl} < \epsilon | y, \mathcal{H}, \tau^2, \sigma^2)
\]

\[
\leq \frac{1}{\pi(y | \mathcal{H}, \tau^2, \sigma^2)} \int_0^\epsilon \int_0^\infty (2\pi \sigma^2)^{-n/2} \pi(K_{gl} | \lambda^2_{gl}, \mathcal{H}, \tau^2, \sigma^2) \pi(\lambda^2_{gl} | \mathcal{H}, \tau^2, \sigma^2) d\lambda^2_{gl} dK_{gl}.
\]

Note that because we are conditioning on the local shrinkage parameter then calculating \(\pi(K_{gl} | \lambda^2_{gl}, \mathcal{H}, \tau^2, \sigma^2)\) is a single variable transformation problem, where

\[
\pi(K_{gl} | \lambda^2_{gl}, \mathcal{H}, \tau^2, \sigma^2) = \frac{1}{\Gamma(a_g)} \left( \frac{\sigma^2}{c \tau^2 \lambda^2_{gl}} \right)^{a_g} (1 - K_{gl})^{a_g-1} (K_{gl})^{-1} \exp \left( - \frac{\sigma^2 (1 - K_{gl})}{c \tau^2 \lambda^2_{gl}} K_{gl} \right).
\]

Moreover,

\[
\pi(\lambda^2_{gl} | \mathcal{H}, \tau^2, \sigma^2) = \frac{1}{\Gamma(b_g)} (\lambda^2_{gl})^{-b_g-1} \exp \left( - \frac{1}{\lambda^2_{gl}} \right),
\]

is simply the prior on the local shrinkage parameters. Therefore,

\[
\pi(K_{gl} < \epsilon | y, \mathcal{H}, \tau^2, \sigma^2)
\]

\[
\leq \frac{1}{(2\pi \sigma^2)^{n/2} \pi(y | \mathcal{H}, \tau^2, \sigma^2)} \int_0^\epsilon \int_0^\infty \pi(K_{gl} | \lambda^2_{gl}, \mathcal{H}, \tau^2, \sigma^2) \pi(\lambda^2_{gl} | \mathcal{H}, \tau^2, \sigma^2) d\lambda^2_{gl} dK_{gl}
\]

\[
= \frac{1}{(2\pi \sigma^2)^{n/2} \Gamma(a_g) \Gamma(b_g) \pi(y | \mathcal{H}, \tau^2, \sigma^2)} \left( \frac{\sigma^2}{c \tau^2} \right)^{a_g} \times
\]
\[
\int_0^\epsilon (1 - K_{gl})^{a_g-1}(K_{gl})^{-(1+a_g)} \int_0^\infty (\lambda_{gl}^2)^{-(a_g+b_g)-1} \exp \left( - \left( 1 + \frac{\sigma^2(1 - K_{gl})}{ct^2 K_{gl}} \right) / \lambda_{gl}^2 \right) d\lambda_{gl}^2 dK_{gl}
= \frac{\Gamma(a_g + b_g)}{(2\pi\sigma^2)^{n/2} \Gamma(a_g) \Gamma(b_g) \pi(y \mid \mathcal{H}, \tau^2, \sigma^2)} \left( \frac{\sigma^2}{ct^2} \right)^{a_g} \\
\times \int_0^\epsilon (1 - K_{gl})^{a_g-1}(K_{gl})^{-(1+a_g)} \left( 1 + \frac{\sigma^2(1 - K_{gl})}{ct^2 K_{gl}} \right)^{-(a_g+b_g)} dK_{gl}
= \frac{\Gamma(a_g + b_g)}{(2\pi\sigma^2)^{n/2} \Gamma(a_g) \Gamma(b_g) \pi(y \mid \mathcal{H}, \tau^2, \sigma^2)} \left( \frac{\sigma^2}{ct^2} \right)^{a_g} \\
\times \int_0^\epsilon (1 - K_{gl})^{a_g-1}(K_{gl})^{-(1+a_g)} \left( \frac{ct^2 K_{gl}}{ct^2 K_{gl} + \sigma^2(1 - \epsilon)} \right)^{(a_g+b_g)} dK_{gl}
\leq \frac{\Gamma(a_g + b_g)(1 - \epsilon)^{-(a_g+b_g)}}{(2\pi\sigma^2)^{n/2} \Gamma(a_g) \Gamma(b_g) \pi(y \mid \mathcal{H}, \tau^2, \sigma^2)} \left( \frac{ct^2}{\sigma^2} \right)^{b_g} \int_0^\epsilon (1 - K_{gl})^{a_g-1}(K_{gl})^{b_g-1} dK_{gl}
\leq \frac{\Gamma(a_g + b_g)e^{b_g}(1 - \epsilon)^{-(a_g+b_g)}}{(2\pi\sigma^2)^{n/2} \Gamma(a_g) \Gamma(b_g) \pi(y \mid \mathcal{H}, \tau^2, \sigma^2)} \left( \frac{ct^2}{\sigma^2} \right)^{b_g} \max\{1, (1 - \epsilon)^{a_g-1}\}.
\]

Lastly, we see that
\[
\lim_{\tau^2 \to 0} \pi(y \mid \mathcal{H}, \tau^2, \sigma^2) = \lim_{\tau^2 \to 0} \int_{(0,\infty)^2} \pi(y \mid \mathcal{G}, \mathcal{L}, \mathcal{H}, \tau^2, \sigma^2) \pi(\mathcal{G} \mid \mathcal{H}, \tau^2, \sigma^2) \pi(\mathcal{L} \mid \mathcal{H}, \tau^2, \sigma^2) d\mathcal{L} d\mathcal{G}.
\]
Since \(\pi(y \mid \mathcal{G}, \mathcal{L}, \mathcal{H}, \tau^2, \sigma^2) = \pi(y \mid \Gamma, \Lambda, \mathcal{H}, \tau^2, \sigma^2) \leq (2\pi\sigma^2)^{-n/2}\), then
\[
\int_{(0,\infty)^2} \int_{(0,\infty)^2} \pi(y \mid \mathcal{G}, \mathcal{L}, \mathcal{H}, \tau^2, \sigma^2) \pi(\mathcal{G} \mid \mathcal{H}, \tau^2, \sigma^2) \pi(\mathcal{L} \mid \mathcal{H}, \tau^2, \sigma^2) d\mathcal{L} d\mathcal{G} \leq (2\pi\sigma^2)^{-n/2},
\]
and by the dominated convergence theorem we have that
\[
\lim_{\tau^2 \to 0} \pi(y \mid \mathcal{H}, \tau^2, \sigma^2) = \frac{1}{(2\pi\sigma^2)^{n/2}} \exp \left( - \frac{1}{2\sigma^2} y^\top y \right).
\]
So, we conclude that
\[
\pi \left( \frac{1}{1 + \sigma^2 \tau^2 \max_{(g,j)} \gamma_g^2 \lambda_{gj}^2} \right) < \epsilon \mid y, \mathcal{H}, \tau^2, \sigma^2 \leq \sum_{g=1}^G \sum_{j=1}^{p_g} \pi(K_{gj} < \epsilon \mid y, \mathcal{H}, \tau^2, \sigma^2)
\]
\[
\leq \sum_{g=1}^G \frac{p_g \Gamma(a_g + b_g) e^{b_g}(1 - \epsilon)^{-(a_g+b_g)}}{(2\pi\sigma^2)^{n/2} \Gamma(a_g) \Gamma(b_g) \pi(y \mid \mathcal{H}, \tau^2, \sigma^2)} \left( \frac{ct^2}{\sigma^2} \right)^{b_g} \max\{1, (1 - \epsilon)^{a_g-1}\},
\]
where the upper bound goes to zero as \(\tau^2 \to 0\). Therefore, we have shown that for fixed
\[ \epsilon \in (0, 1), \text{ that} \]
\[ \pi \left( \frac{1}{1 + \theta_{\text{max}}(X^\top X)\sigma^{-2} \tau^2 \max_{(g,j)} \gamma_g^2 \lambda_{gj}} \geq \epsilon \right| y, H, \tau^2, \sigma^2) \to 1 \]
as \( \tau^2 \to 0 \). Since,
\[ \| \hat{\beta}^{\text{OLS}} - E[\beta \mid \cdot] \|_2^2 \geq \left( \frac{1}{1 + \theta_{\text{max}}(X^\top X)\sigma^{-2} \tau^2 \max_{(g,j)} \gamma_g^2 \lambda_{gj}} \right)^2 \| \hat{\beta}^{\text{OLS}} \|_2^2, \]
then we must also have that
\[ \pi \left( \| \hat{\beta}^{\text{OLS}} - E[\beta \mid \cdot] \|_2 \geq \epsilon \| \hat{\beta}^{\text{OLS}} \|_2 \right| y, H, \tau^2, \sigma^2) \to 1 \]
as \( \tau^2 \to 0 \).
8.5 Proof of Corollary 3.1

If $X_g \top X_{g'} = 0$ for all $g \neq g'$, then we have

$$E[\beta_g | \cdot] = \left( I_{p_g} + (X_g \top X_g)^{-1} \frac{\sigma^2}{\tau^2} \Lambda_g^{-1} \right)^{-1} \hat{\beta}_g^{OLS}, \quad \beta_g^{OLS} = (X_g \top X_g)^{-1} X_g \top y,$$

where $\Lambda_g = \text{diag}(\lambda_{g1}^2, \ldots, \lambda_{gp_g}^2)$. Following a similar argument to the proof of Theorem 3.3, we arrive at

$$\|\hat{\beta}_g^{OLS} - E[\beta_g | \cdot]\|_2^2 \geq \left( \frac{1}{1 + \theta_{\text{max}}(X_g \top X_g)\sigma^{-2}\tau^2 \gamma_g^2 \max_j \lambda_{gj}^2} \right)^2 \|\hat{\beta}_g^{OLS}\|_2^2.$$

Also, from the proof of Theorem 3.3, we have that

$$\pi\left( \frac{1}{1 + c\sigma^{-2}\tau^2 \gamma_g^2 \max_j \lambda_{gj}^2} \leq \epsilon \Big| y, \mathcal{H}, \tau^2, \sigma^2 \right) \leq \sum_{j=1}^{p_g} \pi(K_{gj} < \epsilon \mid y, \mathcal{H}, \tau^2, \sigma^2) \leq \frac{p_g}{\Gamma(a_g + b_g)\Gamma(b_g)} \Gamma \left( y \mid \mathcal{H}, \tau^2, \sigma^2 \right) \Gamma \left( \frac{c\tau^2}{\sigma^2} \right)^{b_g} \max \{1, (1 - \epsilon)^{a_g - 1}\},$$

If, $a_g \in (0, 1)$ and

$$\frac{c\epsilon\tau^2}{\sigma^2(1 - \epsilon)} < 1$$

then

$$\frac{p_g}{\Gamma(a_g + b_g)\Gamma(b_g)} \Gamma \left( y \mid \mathcal{H}, \tau^2, \sigma^2 \right) \Gamma \left( \frac{c\tau^2}{\sigma^2} \right)^{b_g} \max \{1, (1 - \epsilon)^{a_g - 1}\} \to 0$$

as $b_g \to \infty$. Since,

$$\|\hat{\beta}_g^{OLS} - E[\beta_g | \cdot]\|_2^2 \geq \left( \frac{1}{1 + \theta_{\text{max}}(X_g \top X_g)\sigma^{-2}\tau^2 \gamma_g^2 \max_j \lambda_{gj}^2} \right)^2 \|\hat{\beta}_g^{OLS}\|_2^2,$$

then we must also have that for all $\delta \in (0, \sigma^2/(\sigma^2 + \theta_{\text{max}}(X_g \top X_g)\tau^2))$

$$\pi\left( \|\hat{\beta}_g^{OLS} - E[\beta_g | \cdot]\|_2 \geq \delta \|\beta_g^{OLS}\|_2 \mid y, \mathcal{H}, \tau^2, \sigma^2 \right) \to 1$$

as $b_g \to \infty.$
8.6 Proof of Theorem 3.4a

The posterior distribution of the shrinkage weights in the $g$-th group are given by

$$
\pi(k_g \mid y_g, \tau^2, \sigma^2, a_g, b_g) \propto \left(1 + \frac{\tau^2}{\sigma^2} \sum_{j=1}^{p_g} \frac{k_{gj}}{1 - k_{gj}} \right)^{-\left(a_g + p_g b_g\right)} \left(\prod_{j=1}^{p_g} k_{gj}^{-1/2} (1 - k_{gj})^{-\left(b_g + 1\right)} \exp \left(-\frac{y_{gj}^2}{2\sigma^2 k_{gj}}\right)\right),
$$

where $k_g = (k_{g1}, \ldots, k_{gp_g}), 0 < k_{gj} < 1$ for all $1 \leq j \leq p_g$, and $y_g = (y_{g1}, \ldots, y_{gp_g})^\top$.

$$
\pi(k_{gl} > \psi \mid y_g, \tau^2, \sigma^2, a_g, b_g) = \frac{A_{gl}}{B_g},
$$

where

$$
A_{gl} = \int_{\psi}^{1} \int_{0}^{1} \cdots \int_{0}^{1} \left(1 + \frac{\tau^2}{\sigma^2} \sum_{j=1}^{p_g} \frac{k_{gj}}{1 - k_{gj}} \right)^{-\left(a_g + p_g b_g\right)} \left(\prod_{j=1}^{p_g} k_{gj}^{-1/2} (1 - k_{gj})^{-\left(b_g + 1\right)} \exp \left(-\frac{y_{gj}^2}{2\sigma^2 k_{gj}}\right)\right)\,dk_{g1}\cdots dk_{g,l-1}dk_{g,l+1}\cdots dk_{gp_g}dk_{gl},
$$

and

$$
B_g = \int_{0}^{1} \cdots \int_{0}^{1} \left(1 + \frac{\tau^2}{\sigma^2} \sum_{j=1}^{p_g} \frac{k_{gj}}{1 - k_{gj}} \right)^{-\left(a_g + p_g b_g\right)} \left(\prod_{j=1}^{p_g} k_{gj}^{-1/2} (1 - k_{gj})^{-\left(b_g + 1\right)} \exp \left(-\frac{y_{gj}^2}{2\sigma^2 k_{gj}}\right)\right)\,dk_{g1}\cdots dk_{gp_g}.
$$

Note that

$$
\left(1 + \frac{\tau^2}{\sigma^2} \sum_{j=1}^{p_g} \frac{k_{gj}}{1 - k_{gj}} \right)^{-\left(a_g + p_g b_g\right)} = \left(1 + \frac{\tau^2}{\sigma^2} \sum_{j=1}^{p_g} \frac{k_{gj}}{1 - k_{gj}} \right)^{-\left(a_g/p_g + b_g\right)}\left(1 + \frac{\tau^2}{\sigma^2} \sum_{j=1}^{p_g} \frac{k_{gj}}{1 - k_{gj}} \right)^{-\left(p_g - 1\right)(a_g/p_g + b_g)} \leq \left(1 + \frac{\tau^2}{\sigma^2} \frac{k_{gl}}{1 - k_{gl}} \right)^{-\left(a_g + p_g b_g\right)}\left(1 + \frac{\tau^2}{\sigma^2} \sum_{j\neq l} \frac{k_{gj}}{1 - k_{gj}} \right)^{-\left(p_g - 1\right)(a_g/p_g + b_g)}.
$$

Then,

$$
A_{gl} \leq \left(\int_{\psi}^{1} \int_{0}^{1} \left(1 + \frac{\tau^2}{\sigma^2} \sum_{j\neq l} \frac{k_{gj}}{1 - k_{gj}} \right)^{-\left(p_g - 1\right)(a_g/p_g + b_g)} \left(\prod_{j\neq l} k_{gj}^{-1/2} (1 - k_{gj})^{-\left(b_g + 1\right)} \exp \left(-\frac{y_{gj}^2}{2\sigma^2 k_{gj}}\right)\right)\,dk_{gj}\right)\times \left(\int_{\psi}^{1} \left(1 + \frac{\tau^2}{\sigma^2} \frac{k_{gl}}{1 - k_{gl}} \right)^{-\left(a_g + p_g b_g\right)} k_{gl}^{-1/2} (1 - k_{gl})^{-\left(b_g + 1\right)} \exp \left(-\frac{y_{gl}^2}{2\sigma^2 k_{gl}}\right)\,dk_{gl}\right),
$$
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\[
\leq \left( \int_0^1 \cdots \int_0^1 \left( 1 + \frac{\tau^2}{\sigma^2} \sum_{j \neq l} \frac{\kappa_{gj}}{1 - \kappa_{gj}} \right)^{-(p_g - 1)(a_g/p_g + b_g)} \prod_{j \neq l} \kappa_{gj}^{b_g - 1/2} \left( 1 - \kappa_{gj} \right)^{-(b_g + 1)} d\kappa_{gj} \right) \times \\
\exp \left( - \frac{\psi}{2\sigma^2 y_{gl}} \left( \int_{\psi}^1 \left( 1 + \frac{\tau^2}{\sigma^2} \kappa_{gl} \right)^{-(a_g/p_g + b_g)} \kappa_{gl}^{b_g - 1/2} \left( 1 - \kappa_{gl} \right)^{-(b_g + 1)} d\kappa_{gl} \right) \right)
\]

\[
\leq \left( \int_0^1 \cdots \int_0^1 \left( 1 + \frac{\tau^2}{\sigma^2} \sum_{j \neq l} \frac{\kappa_{gj}}{1 - \kappa_{gj}} \right)^{-(a_g + (p_g - 1)b_g)} \prod_{j \neq l} \kappa_{gj}^{b_g - 1} \left( 1 - \kappa_{gj} \right)^{-(b_g + 1)} d\kappa_{gj} \right) \times \\
\exp \left( - \frac{\psi}{2\sigma^2 y_{gl}} \int_{\psi}^1 \kappa_{gl}^{b_g - 1/2} \left( 1 - \kappa_{gl} \right)^{a_g/p_g - 1} d\kappa_{gl} \right)
\]

\[
\leq \left( \frac{\tau^2}{\sigma^2} \Gamma(a_g^*) \Gamma(b_g) \Gamma(p_g) \right)^{-1} \left( \Gamma(a_g^* + (p_g - 1)b_g) \right) \left( \min \left( 1, \frac{\tau^2}{\sigma^2} \right) \right)^{-(a_g/p_g + b_g)} \max \left( 1, \psi^{b_g - 1/2} \right)
\]

\[
\times \exp \left( - \frac{\psi}{2\sigma^2 y_{gl}} \int_{\psi}^1 \left( 1 - \kappa_{gl} \right)^{a_g/p_g - 1} d\kappa_{gl} \right)
\]

\[
= \left( \frac{\tau^2}{\sigma^2} \Gamma(a_g^*) \Gamma(b_g) \Gamma(p_g) \right)^{-1} \left( \Gamma(a_g^* + (p_g - 1)b_g) \right) \left( \min \left( 1, \frac{\tau^2}{\sigma^2} \right) \right)^{-(a_g/p_g + b_g)} \max \left( 1, \psi^{b_g - 1/2} \right)
\]

\[
\times \exp \left( - \frac{\psi}{2\sigma^2 y_{gl}} \frac{p_g}{a_g} (1 - \psi)^{a_g/p_g} \right),
\]

where \( a_g^* = (p_g - 1)a_g/p_g \). We can simplify the integral four lines above based on the prior distribution of the shrinkage weights for a group of size \( p_g - 1 \).

Next, let \( \delta \in (0, 1) \) be fixed constant. Then,

\[
B_g \geq \int_0^{\psi \delta} \cdots \int_0^{\psi \delta} \left( 1 + \frac{\tau^2}{\sigma^2} \sum_{j=1}^{p_g} \frac{\kappa_{gj}}{1 - \kappa_{gj}} \right)^{-(a_g + p_g b_g)} \prod_{j=1}^{p_g} \kappa_{gj}^{b_g - 1/2} \left( 1 - \kappa_{gj} \right)^{-(b_g + 1)} \exp \left( - \frac{y_{gj}^2}{2\sigma^2 \kappa_{gj}} \right) d\kappa_{gj}
\]
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\[ \geq \left( 1 + \frac{p_g \tau^2}{\sigma^2} \frac{\psi \delta}{1 - \psi \delta} \right)^{-a_g + p_g b_g} \prod_{j=1}^{p_g} \int_0^\psi \frac{\delta}{\kappa_{gj}}^{b_g - 1/2} (1 - \kappa_{gj})^{-(b_g + 1)} \exp \left( -\frac{y_{gj}^2}{2\sigma^2 \kappa_{gj}} \right) d\kappa_{gj} \]

\[ \geq \left( 1 + \frac{p_g \tau^2}{\sigma^2} \frac{\psi \delta}{1 - \psi \delta} \right)^{-a_g + p_g b_g} \exp \left( -\frac{\psi \delta}{2\sigma^2} \sum_{j=1}^{p_g} y_{gj}^2 \right) \prod_{j=1}^{p_g} \int_0^\psi \frac{\delta}{\kappa_{gj}}^{b_g - 1/2} (1 - \kappa_{gj})^{-(b_g + 1)} d\kappa_{gj} \]

\[ = \left( 1 + \frac{p_g \tau^2}{\sigma^2} \frac{\psi \delta}{1 - \psi \delta} \right)^{-a_g + p_g b_g} \exp \left( -\frac{\psi \delta}{2\sigma^2} \sum_{j=1}^{p_g} y_{gj}^2 \right) \left( b_g + 1/2 \right)^{-p_g (\psi \delta)^{p_g (b_g + 1/2)}}. \]

Therefore,

\[ \frac{A_{gl}}{B_g} \leq \frac{f(p_g, \tau^2, \sigma^2, a_g, b_g, \psi)}{g(p_g, \tau^2, \sigma^2, a_g, b_g, \psi, \delta)} \exp \left( \frac{\psi \delta}{2\sigma^2} \sum_{j \neq l} y_{gj}^2 \right) \exp \left( -\frac{\psi (1 - \delta)}{2\sigma^2} y_{gl}^2 \right), \]

where

\[ f(p_g, \tau^2, \sigma^2, a_g, b_g, \psi) = \left( \frac{\tau^2}{\sigma^2} \right)^{-a_g/p_g + b_g} \frac{\Gamma(a_g^*) \Gamma(b_g)}{\Gamma(a_g^* + (p_g - 1)b_g)} \]

\[ \times \left( \min \left( 1, \frac{\tau^2}{\sigma^2} \right) \right)^{-a_g/p_g + b_g} \max \left( 1, \psi^{b_g - 1/2} \right) \frac{p_g}{a_g} (1 - \psi)^{a_g/p_g} \]

and

\[ g(p_g, \tau^2, \sigma^2, a_g, b_g, \psi, \delta) = \left( 1 + \frac{p_g \tau^2}{\sigma^2} \frac{\psi \delta}{1 - \psi \delta} \right)^{-a_g + p_g b_g} \left( b_g + 1/2 \right)^{-p_g (\psi \delta)^{p_g (b_g + 1/2)}}. \]

If we take the limit of this upper bound as \(|y_{gl}| \to \infty\), then we see that \(\pi(\kappa_{gl} > \psi | y_g, \tau^2, a_g, b_g) \to 0\). This concludes the proof.
8.7 Proof of Theorem 3.4b

The posterior distribution of the shrinkage weights in the \( g \)-th group are given by

\[
\pi(\kappa_g \mid y_g, \tau^2, \sigma^2, a_g, b_g) \\
\propto \left(1 + \frac{\tau^2}{\sigma^2} \sum_{j=1}^{p_g} \frac{\kappa_{gj}}{1 - \kappa_{gj}}\right)^{-(a_g + p_g b_g)} \left(\prod_{j=1}^{p_g} \kappa_{gj}^{b_j - 1/2} (1 - \kappa_{gj})^{-(b_j + 1)} \exp \left(-\frac{y_{gj}^2}{2 \sigma^2 \kappa_{gj}}\right)\right),
\]

where \( \kappa_g = (\kappa_{g1}, \ldots, \kappa_{gp_g}) \), \( 0 < \kappa_{gj} < 1 \) for all \( 1 \leq j \leq p_g \), and \( y_g = (y_{g1}, \ldots, y_{gp_g})^\top \).

\[
\pi(\kappa_{gl} < \epsilon \mid y_g, \tau^2, \sigma^2, a_g, b_g) = \frac{A_{gl}}{B_g},
\]

where

\[
A_{gl} = \int_0^\epsilon \int_0^1 \cdots \int_0^1 \left(1 + \frac{\tau^2}{\sigma^2} \sum_{j=1}^{p_g} \frac{\kappa_{gj}}{1 - \kappa_{gj}}\right)^{-(a_g + p_g b_g)} \left(\prod_{j=1}^{p_g} \kappa_{gj}^{b_j - 1/2} (1 - \kappa_{gj})^{-(b_j + 1)} \exp \left(-\frac{y_{gj}^2}{2 \sigma^2 \kappa_{gj}}\right)\right) d\kappa_{g1} \cdots d\kappa_{g, l-1} d\kappa_{g, l+1} \cdots d\kappa_{gp_g} d\kappa_{gl}
\]

and

\[
B_g = \\
\int_0^1 \cdots \int_0^1 \left(1 + \frac{\tau^2}{\sigma^2} \sum_{j=1}^{p_g} \frac{\kappa_{gj}}{1 - \kappa_{gj}}\right)^{-(a_g + p_g b_g)} \left(\prod_{j=1}^{p_g} \kappa_{gj}^{b_j - 1/2} (1 - \kappa_{gj})^{-(b_j + 1)} \exp \left(-\frac{y_{gj}^2}{2 \sigma^2 \kappa_{gj}}\right)\right) d\kappa_{g1} \cdots d\kappa_{gp_g}.
\]

Note that

\[
\left(1 + \frac{\tau^2}{\sigma^2} \sum_{j=1}^{p_g} \frac{\kappa_{gj}}{1 - \kappa_{gj}}\right)^{-(a_g + p_g b_g)}
\]

\[
= \left(1 + \frac{\tau^2}{\sigma^2} \sum_{j=1}^{p_g} \frac{\kappa_{gj}}{1 - \kappa_{gj}}\right)^{-(a_g/p_g + b_g)} \left(1 + \frac{\tau^2}{\sigma^2} \sum_{j=1}^{p_g} \frac{\kappa_{gj}}{1 - \kappa_{gj}}\right)^{-(p_g - 1)(a_g/p_g + b_g)}
\]

\[
\leq \left(1 + \frac{\tau^2}{\sigma^2} \frac{\kappa_{gl}}{1 - \kappa_{gl}}\right)^{-(a_g/p_g + b_g)} \left(1 + \frac{\tau^2}{\sigma^2} \sum_{j \neq l} \frac{\kappa_{gj}}{1 - \kappa_{gj}}\right)^{-(p_g - 1)(a_g/p_g + b_g)}
\]

Then,

\[
A_{gl} \leq \left(\int_0^1 \cdots \int_0^1 \left(1 + \frac{\tau^2}{\sigma^2} \sum_{j \neq l} \frac{\kappa_{gj}}{1 - \kappa_{gj}}\right)^{-(a_g/p_g + b_g)} \left(\prod_{j \neq l} \kappa_{gj}^{b_j - 1/2} (1 - \kappa_{gj})^{-(b_j + 1)} \exp \left(-\frac{y_{gj}^2}{2 \sigma^2 \kappa_{gj}}\right)\right) \right. \times
\]
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\[
\left( \int_0^\epsilon \left( 1 + \frac{\tau^2}{\sigma^2} K_{gl} \right)^{-(a_g/p_g+b_g)} K_{gl}^{-\frac{1}{2}} (1 - K_{gl})^{-(b_g+1)} \exp \left( -\frac{y_{gl}^2}{2\sigma^2 K_{gl}} \right) dK_{gl} \right) \\
\leq \left( \int_0^1 \cdots \int_0^1 \left( 1 + \frac{\tau^2}{\sigma^2} \sum_{j \neq l} \frac{K_{gj}}{1 - K_{gj}} \right)^{-(p_g-1)(a_g/p_g+b_g)} \prod_{j \neq l} K_{gj}^{-\frac{1}{2}} (1 - K_{gj})^{-(b_g+1)} dK_{gj} \right) \times \\
\left( (1 - \epsilon)^{-(b_g+1)} \int_0^\epsilon K_{gl}^{-\frac{1}{2}} dK_{gl} \right) \\
\leq \frac{\epsilon^{b_g+1/2}}{(b_g + 1/2)(1 - \epsilon)^{b_g+1}} \left( \int_0^1 \cdots \int_0^1 \left( 1 + \frac{\tau^2}{\sigma^2} \sum_{j \neq l} \frac{K_{gj}}{1 - K_{gj}} \right)^{-(a_g^* + (p_g-1)b_g)} \prod_{j \neq l} K_{gj}^{-\frac{1}{2}} (1 - K_{gj})^{-(b_g+1)} dK_{gj} \right) \\
= \left( \frac{\epsilon^{b_g+1/2}}{(b_g + 1/2)(1 - \epsilon)^{b_g+1}} \right) \left( \frac{\tau^2}{\sigma^2} \right)^{-(p_g-1)b_g} \frac{\Gamma(a_g^*) \Gamma(b_g)}{\Gamma(a_g^* + (p_g - 1)b_g)}
\]

where \( a_g^* = (p_g - 1)a_g/p_g \). We have the last equality based on the prior distribution of the shrinkage weights for a group of size \( p_g - 1 \). Next,

\[
B_g \geq \exp \left( -\frac{1}{2\sigma^2} \sum_{j=1}^{p_g} y_{gj}^2 \right) \int_0^1 \cdots \int_0^1 \left( 1 + \frac{\tau^2}{\sigma^2} \sum_{j=1}^{p_g} \frac{K_{gj}}{1 - K_{gj}} \right)^{-(a_g + p_g+b_g)} \prod_{j=1}^{p_g} K_{gj}^{-\frac{1}{2}} (1 - K_{gj})^{-(b_g+1)} dK_{gj}
\]

\[
= \exp \left( -\frac{1}{2\sigma^2} \sum_{j=1}^{p_g} y_{gj}^2 \right) \int_0^1 \cdots \int_0^1 \left( 1 + \frac{\tau^2}{\sigma^2} \sum_{j=1}^{p_g} \frac{K_{gj}}{1 - K_{gj}} \right)^{-(a_g + p_g+b_g)} \left( 1 + \frac{\tau^2}{\sigma^2} \sum_{j=1}^{p_g} \frac{K_{gj}}{1 - K_{gj}} \right)^{p_g/2} \times \prod_{j=1}^{p_g} K_{gj}^{-\frac{1}{2}} (1 - K_{gj})^{-(b_g+1)} dK_{gj}
\]

\[
\geq \exp \left( -\frac{1}{2\sigma^2} \sum_{j=1}^{p_g} y_{gj}^2 \right) \int_0^1 \cdots \int_0^1 \left( 1 + \frac{\tau^2}{\sigma^2} \sum_{j=1}^{p_g} \frac{K_{gj}}{1 - K_{gj}} \right)^{p_g/2} \left( \prod_{j=1}^{p_g} (1 - K_{gj})^{1/2} \right) \times \left( 1 + \frac{\tau^2}{\sigma^2} \sum_{j=1}^{p_g} \frac{K_{gj}}{1 - K_{gj}} \right)^{-(a_g + p_g+b_g)} \prod_{j=1}^{p_g} K_{gj}^{-\frac{1}{2}} (1 - K_{gj})^{-(b_g+1)} dK_{gj}
\]
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\[
\geq \exp \left( -\frac{1}{2\sigma^2} \sum_{j=1}^{p_g} y_{gj}^2 \right) \int_0^1 \cdots \int_0^1 \left( \prod_{j=1}^{p_g} \left( 1 - \kappa_{gj} + \frac{\tau^2}{\sigma^2} \kappa_{gj} \right) \right)^{1/2} \left( 1 + \frac{\tau^2}{\sigma^2} \sum_{j=1}^{p_g} \frac{\kappa_{gj}}{1 - \kappa_{gj}} \right)^{-(a_g + p_g b_g^*)} \\
\times \prod_{j=1}^{p_g} \kappa_{gj}^{b_g^* - 1} (1 - \kappa_{gj})^{-(b_g^* + 1)} d\kappa_{gj}
\]

\[
\geq \exp \left( -\frac{1}{2\sigma^2} \sum_{j=1}^{p_g} y_{gj}^2 \right) \left( \min \left( 1, \frac{\tau^2}{\sigma^2} \right) \right)^{p_g/2} \int_0^1 \cdots \int_0^1 \left( 1 + \frac{\tau^2}{\sigma^2} \sum_{j=1}^{p_g} \frac{\kappa_{gj}}{1 - \kappa_{gj}} \right)^{-(a_g + p_g b_g^*)} \\
\times \prod_{j=1}^{p_g} \kappa_{gj}^{b_g^* - 1} (1 - \kappa_{gj})^{-(b_g^* + 1)} d\kappa_{gj}
\]

\[
= \exp \left( -\frac{1}{2\sigma^2} \sum_{j=1}^{p_g} y_{gj}^2 \right) \left( \min \left( 1, \frac{\tau^2}{\sigma^2} \right) \right)^{p_g/2} \left( \frac{\tau^2}{\sigma^2} \right)^{-p_g/2} \Gamma(a_g + p_g b_g^*) \Gamma \left( \frac{b_g^*}{2} \right) \\
\times \Gamma \left( a_g + (p_g - 1)b_g \right) \Gamma \left( a_g \right) \Gamma \left( b_g \right) \tag{40}
\]

where \( b_g^* = b_g + 1/2 \). Similarly, we have the last equality based on the prior distribution of the shrinkage weights for a group of size \( p_g \).

Therefore,

\[
\frac{A_{gl}}{B_g} \leq \exp \left( \frac{1}{2\sigma^2} \sum_{j=1}^{p_g} y_{gj}^2 \right) \left( \frac{\epsilon^b + 1}{(b_g + 1/2)(1 - \epsilon)} \right)^{b_g + 1} \left( \frac{\tau^2}{\sigma^2} \right)^{p_g/2 + b_g} \left( \min \left( 1, \frac{\tau^2}{\sigma^2} \right) \right)^{-(p_g/2)} \\
\times \frac{\Gamma(a_g + p_g b_g^*) \Gamma(a_g^*) \Gamma(b_g^*)}{\Gamma(a_g + (p_g - 1)b_g) \Gamma(a_g) \Gamma(b_g)}.
\]

If we take the limit of this expression as \( \tau \to 0 \), then we see that \( \pi(\kappa_{gl} < \epsilon \mid \mathbf{y}_g, \tau^2, \sigma^2, a_g, b_g) \to 0 \). This concludes the proof.
8.8 Proof of Corollary 3.2

From the proof of Theorem 3.4b we have that

\[ \pi(\kappa_{gl} < \epsilon \mid y_g, \tau^2, \sigma^2, a_g, b_g) \]

\[ \leq \exp \left( \frac{1}{2\sigma^2} y_g^\top y_g \right) \frac{\epsilon^{b_g+1/2}}{(b_g + 1/2)(1 - \epsilon)^{b_g+1}} \left( \frac{\tau^2}{\sigma^2} \right)^{p_g/2+b_g} \left( \min \left( 1, \frac{\tau^2}{\sigma^2} \right) \right)^{-p_g/2} \]

\[ \times \frac{\Gamma(a_g + p_g b_g^*) \Gamma(a_g^*) (\Gamma(b_g))^{p_g-1}}{\Gamma(a_g^* + (p_g - 1)b_g) (\Gamma(b_g^*))^{p_g}} , \]

where \( p_g \) is the number of observations in group \( g \), \( b_g^* = b_g + 1/2 \), and \( a_g^* = (p_g - 1)a_g/p_g \). Based on this inequality we just need to find for what values of \( \theta \) the limit as \( b_g \to \infty \) of

\[ \frac{\theta^{b_g}}{(b_g + 1/2)} \frac{\Gamma(a_g + p_g b_g^*) (\Gamma(b_g))^{p_g-1}}{\Gamma(a_g^* + (p_g - 1)b_g) (\Gamma(b_g^*))^{p_g}} , \quad \theta = \frac{\epsilon}{1 - \epsilon \sigma^2} \]

goes to zero. To do so we will first need one useful asymptotic approximation (a consequence of 6.1.39 in [Abramowitz and Stegun (1972)]):

\[ \lim_{x \to \infty} \frac{\Gamma(x+c)}{\Gamma(x)x^c} = 1, \]

for any \( c \in \mathbb{R} \). Therefore,

\[ \frac{\theta^{b_g}}{(b_g + 1/2)} \frac{\Gamma(a_g + p_g b_g^*) (\Gamma(b_g))^{p_g-1}}{\Gamma(a_g^* + (p_g - 1)b_g) (\Gamma(b_g^*))^{p_g}} \]

\[ \sim \frac{\Gamma(p_g b_g) (p_g b_g)^{a_g+p_g/2} (\Gamma(b_g))^{p_g-1}}{(p_g - 1)b_g (p_g - 1)b_g)^{a_g} (\Gamma(b_g))^{p_g-1} b_g^{1/2} b_g^{1/2}} \]

\[ = \frac{\theta^{b_g}}{(b_g + 3/2)} \frac{\Gamma(p_g b_g) (p_g b_g)^{a_g+p_g/2} b_g^{a_g+p_g/2+1/2}}{(p_g - 1)b_g (p_g - 1)b_g)^{a_g} (\Gamma(b_g))^{p_g-1} b_g^{1/2} b_g^{1/2}} \]

\[ = \frac{p_g^{a_g+p_g/2} \theta^{b_g} \Gamma(p_g b_g) (p_g b_g)^{a_g+p_g/2} b_g^{a_g+p_g/2-1}}{(p_g - 1)b_g (p_g - 1)b_g)^{a_g} (\Gamma(b_g))^{p_g-1} b_g^{1/2} b_g^{1/2}} \]

Stirling’s approximation for the gamma function (6.1.39 in [Abramowitz and Stegun (1972)]) can be used to get the following asymptotic approximation for the beta function,

\[ \mathcal{B}(x, y) \sim \sqrt{2\pi} \frac{x^{x-1/2} y^{y-1/2}}{(x+y)^{x+y-1/2}}. \]
Then,
\[
\frac{p_g^{a_g+p_g/2} \theta_b b_g^{a_g/p_g-1} \mathcal{B}(b_g, (p_g - 1)b_g)}{(p_g - 1)^{a_g^2} b_g} \sim \frac{p_g^{a_g+p_g/2} \theta_b b_g^{a_g/p_g-1} (p_g b_g) p_g b_g^{-1/2}}{\sqrt{2\pi (p_g - 1)^{a_g^2} b_g^{b_g-1/2} ((p_g - 1)b_g) (p_g - 1) b_g^{-1/2}}}. 
\]

If we set \( \theta = \frac{p_g^{-p_g}}{\tau} \), then this quantity becomes
\[
\frac{p_g^{a_g+(p_g-1)/2} b_g^{a_g/p_g-1} (p_g b_g) p_g b_g^{-1/2}}{\sqrt{2\pi (p_g - 1)^{a_g^2} b_g^{b_g-1/2} ((p_g - 1)b_g) (p_g - 1) b_g^{-1/2}}} = \frac{p_g^{a_g+(p_g-1)/2} b_g^{a_g/p_g-1} (p_g b_g) p_g b_g^{-1/2}}{\sqrt{2\pi (p_g - 1)^{a_g^2} (p_g - 1)b_g ((p_g - 1)b_g)^{-1/2}}} = \frac{p_g^{a_g+(p_g-1)/2} b_g^{a_g/p_g-1}}{\sqrt{2\pi (p_g - 1)^{a_g^2} (p_g - 1) b_g^{-1/2} (p_g - 1)(p_g - 1)b_g^{-1/2}}. 
\]

If \( a_g \in (0, 1) \), then this quantity converges to zero as \( b_g \to \infty \).

To summarize the result, we have shown that if \( \tau^2, \sigma^2, p_g \geq 2 \) and \( a_g \in (0, 1) \) are all fixed, then there exists a constant
\[
\epsilon(\tau^2, \sigma^2, p_g) = \left( 1 + \frac{\tau^2}{\sigma^2 p_g} \right)^{-1},
\]
such that \( \pi(\kappa_g < \epsilon(\tau^2, \sigma^2, p_g) \mid y_g, \tau^2, \sigma^2, a, b_g) \to 0 \) as \( b_g \to \infty \).
8.9 Full Conditional Distributions for Gibbs Sampler

The full conditional distributions for all model parameters are

\[ [\alpha \mid \cdot] \sim N\left( (C^\top C)^{-1}C^\top(y - X\beta), \sigma^2(C^\top C)^{-1} \right) \]

\[ [\beta \mid \cdot] \sim N\left( Q^{-1}\frac{1}{\sigma^2}X^\top(y - C\alpha), Q^{-1} \right), \quad Q = \frac{1}{\sigma^2}X^\top X + \frac{1}{\tau^2}\Gamma^{-1}\Lambda^{-1} \]

\[ [\tau^2 \mid \cdot] \sim IG\left( \frac{p + 1}{2}, \frac{1}{2} \beta^\top \Gamma^{-1}\Lambda^{-1}\beta + \frac{1}{\nu} \right) \]
\[ [\nu \mid \cdot] \sim IG\left( 1, \frac{1}{\tau^2} + \frac{1}{\sigma^2} \right) \]

\[ [\sigma^2 \mid \cdot] \sim IG\left( \frac{n + 1}{2}, \frac{1}{2}(y - C\alpha - X\beta)^\top(y - C\alpha - X\beta) + \frac{1}{\nu} \right) \]

\[ [\lambda_{gj}^2 \mid \cdot] \sim IG\left( b_g + \frac{1}{2}, 1 + \frac{\beta_{gj}^2}{2\tau^2\gamma_g^2} \right), \quad [\gamma_{-g}^2 \mid \cdot] \sim GIG\left( \frac{p_g}{2} - a_g, 1, \frac{1}{\tau^2} \sum_{j=1}^{p_g} \frac{\beta_{gj}^2}{\lambda_{gj}^2} + 2 \right) \]

where GIG refers to the generalized inverse Gaussian distribution (Hörmann and Leydold, 2014).
Figure 4: Associations between environmental toxicants (metals, phthalates, pesticides, PBDEs, and PAHs) and gamma glutamyl transferase (GGT) from NHANES 2003-2004 ($n = 990$).