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ABSTRACT

Person re-identification (Re-ID) aims to match person images across non-overlapping camera views. The majority of Re-ID methods focus on small-scale surveillance systems in which each pedestrian is captured in different camera views of adjacent scenes. However, in large-scale surveillance systems that cover larger areas, it is required to track a pedestrian of interest across distant scenes (e.g., a criminal suspect escapes from one city to another). Since most pedestrians appear in limited local areas, it is difficult to collect training data with cross-camera pairs of the same person. In this work, we study intra-camera supervised person re-identification across distant scenes (ICS-DS Re-ID), which uses cross-camera unpaired data with intra-camera identity labels for training. It is challenging as cross-camera paired data plays a crucial role for learning camera-invariant features in most existing Re-ID methods. To learn camera-invariant representation from cross-camera unpaired training data, we propose a cross-camera feature prediction method to mine cross-camera self supervision information from camera-specific feature distribution by transforming fake cross-camera positive feature pairs and minimize the distances of the fake pairs. Furthermore, we automatically localize and extract local-level feature by a transformer, joint learning of global-level and local-level features forms a global-local cross-camera feature prediction scheme for mining fine-grained cross-camera self supervision information. Finally, cross-camera self supervision and intra-camera supervision are aggregated in a framework. The experiments are conducted in the ICS-DS setting on Market-SCT, Duke-SCT and MSMT17-SCT datasets. The evaluation results demonstrate the superiority of our method, which gains significant improvements of 15.4 Rank-1 and 22.3 mAP on Market-SCT as compared to the second best method. Our code is available at https://github.com/g3956/CCFP.
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For example, a criminal suspect is escaping across different cities. However, since most pedestrians appear in limited local areas, it is almost impossible for the same pedestrian to be captured in more than one of these distant scenes, so that it is difficult to obtain cross-camera paired training data, as shown in Figure 1 (b). Moreover, annotation for cross-camera pairs also requires massive costs.

One feasible way to reduce the annotation cost is labeling identities within each camera view, which is called intra-camera supervised person Re-ID [26, 62]. However, most existing intra-camera supervised Re-ID methods need to associate underlying cross-camera positive pairs based on training data captured from adjacent scenes with overlapping identities. These methods are hardly applicable to distant scenes in large-scale Re-ID systems [56]. To overcome this limitation, we study intra-camera supervised person Re-ID across distant scenes (ICS-DS Re-ID), which utilizes cross-camera unpaired data with intra-camera identity labels for training. This setting is also called Single Camera Training (SCT) [56], which is still under-explored. Lack of cross-camera paired data incurs a great challenge of how to establish the relation of unpaired samples among different cameras for learning camera-invariant representation.

To address this issue, we propose a Cross-Camera Feature Prediction (CCFP) self-supervised learning framework, which mines cross-camera self supervision information from camera-specific feature distribution to make connection between cross-camera unpaired data. To supplement missing cross-camera paired data in training set, we generate fake cross-camera positive pairs by cross-camera feature augmentation. Then, we regard mapping a feature to its corresponding transformed cross-camera fake feature as cross-camera feature prediction, which can mine cross-camera self supervision information to guide camera-invariant feature learning. Besides learning from global-level features, to further mine fine-grained cross-camera self supervision information, we introduce a transformer to automatically localize and extract local-level features. Joint learning of global-level and local-level features forms a global-local cross-camera feature prediction scheme. Finally, we combine cross-camera self supervision and intra-camera supervision in our framework for learning camera-invariant representation.

The main contributions of our work are summarized as follows:

- We propose a cross-camera feature prediction method for mining cross-camera self supervision information to address the problem of lacking cross-camera paired data in the ICS-DS Re-ID setting.
- We further develop a global-local cross-camera feature prediction scheme for mining fine-grained cross-camera self supervision information.
- Extensive experiments on three benchmark datasets show that the proposed framework significantly outperformed the state-of-the-art methods in the ICS-DS Re-ID setting.

2 RELATED WORK

2.1 Fully Supervised Person Re-ID

Fully supervised person Re-ID has made significant progress in recent years based on learning distance metric [7, 22, 31, 47, 48, 54, 59], learning view-invariant discriminative feature [1, 14, 29, 57] or deep learning [4, 25, 27, 28, 33, 38, 41, 53]. However, fully supervised Re-ID requires a large amount of cross-camera identity annotations, which hinders fast deployment to new scenes. In this work, we investigate intra-camera supervised (ICS) Re-ID, where only intra-camera identity annotations are required, which are easily obtained with off-the-shelf person tracking algorithms [34].

2.2 Intra-Camera Supervised Person Re-ID

Intra-camera supervised (ICS) Re-ID setting, identity labels are independently annotated within each camera and no cross-camera pair is labeled, which reduces the burden of annotation.

Intra-camera supervised Re-ID across adjacent scenes. Most existing ICS Re-ID methods assume that there are underlying overlapping identities across cameras in adjacent scenes in a small-scale surveillance system. This is a problem of intra-camera supervised person re-identification across adjacent scenes (ICS-AS Re-ID). Their main idea is that associating underlying cross-camera positive pairs. TAUDL [26] separately treats each individual camera as a classification task and perform cross-camera positive pairs association. MTML [62] designs a cross-camera multi-label learning under a joint multi-task inference framework for discovering the cross-camera identity correspondence. UGA [52] proposes a graph association method to learn the underlying view-invariant representation. PCML [36] employs cross-camera soft labels for learning with weighted cross-entropy loss and triplet loss. ACAN [35] combines camera-alignment task and within-camera supervised learning task. TSSL [51] designs a comprehensive learning objective that combines tracklet frame coherence, tracklet neighborhood compactness, and tracklet cluster structure into a unified framework. Wang et al. [46] employ a non-parametric classifier for intra-camera and cross-camera learning.

Intra-camera supervised Re-ID across distant scenes. In this work, we study the problem of intra-camera supervised person re-identification across distant scenes (ICS-DS Re-ID). Different from the assumption of ICS-AS that is valid for small-scale surveillance systems, in large-scale surveillance systems, there is almost no cross-camera paired training data among distant scenes. When learning from cross-camera unpaired data, the ICS-AS Re-ID methods based on underlying cross-camera positive pair association is not reliable, since they associate two cross-camera tracklets with different identities and thus such mismatch results in poor performance. At present, the ICS-DS setting is only investigated in MCNL [56] and still under-explored. MCNL [56] proposes a multi-camera negative loss, which pulls positive pairs closer to the anchor and pushes the within-camera negative pairs further than cross-camera negative pairs. For person Re-ID, alleviating cross-camera intra-class variations is significant but ignored in MCNL. To this end, we propose cross-camera feature prediction to mine cross-camera self supervision information by exploring the relations between transformed fake cross-camera positive pairs to help camera-invariant representation learning.

2.3 Self-Supervised Learning

Self-supervised learning has gained popularity due to its ability to avoid the cost for annotation of large-scale datasets. It can adopt self-defined pseudo labels as supervision for training. Existing self-supervised learning methods can be categorized into three general types. First, generative self-supervised learning [10, 11, 21, 37] aims
3 APPROACH

3.1 Formulation

A set of person images is collected and denoted by \( X = \{X^c\}_{c=1}^C \) where \( c \in \{1, \ldots, C\} \) denotes the camera label. In the setting of intra-camera supervised (ICS) Re-ID, the image-label pairs of camera \( c \) are denoted by \( X^c = \{(x^c_i, y^c_i)\}_{i=1}^{N_c} \) where \( x^c_i \) is image and \( y^c_i \) is the corresponding intra-camera identity label and \( N_c \) is the number of samples. In the real world applications in large-scale surveillance systems, both matching between adjacent scenes and matching between distant scenes are required. We categorize ICS setting into intra-camera supervised Re-ID across adjacent scenes (ICS-AS) and intra-camera supervised Re-ID across distant scenes (ICS-DS).

In this work, we study the under-explored ICS-DS setting, in which cross-camera positive pair does not exist in training data captured in distant scenes, i.e., \( y^c_i \neq y^c_j \) for all \( i, j \) and \( c_1 \neq c_2 \). In comparison, the ICS-AS setting is studied in most existing ICS Re-ID methods, in which training data with a large number of underlying cross-camera positive pairs are captured in adjacent scenes, i.e., there exist \( i, j \) and \( c_1 \neq c_2 \) that satisfy \( y^c_i = y^c_j \).

We aim to train a feature extractor \( H(\cdot; \Theta) \) parameterized by \( \Theta \) on \( X \) to extract discriminative feature \( f^c_i = H(x^c_i; \Theta) \in \mathbb{R}^d \) for image \( x^c_i \) to match.

3.2 Cross-Camera Feature Prediction

3.2.1 Cross-Camera Feature Augmentation. For person Re-ID task, the learning objective of feature extractor \( H(\cdot; \Theta) \) is

\[
\mathcal{D}(f^c_a, f^p_p) < \mathcal{D}(f^c_a, f^n_n),
\]

where \( \mathcal{D} \) is a distance metric, \( f^c_a, f^p_p, f^n_n \) are anchor feature from camera \( c_a \), positive feature from camera \( c_p \) and negative feature from camera \( c_n \), respectively. The objective requires the distance between positive pairs to be smaller than that between negative pairs. With the distance between cross-camera positive pair \( f^c_a, f^p_p \) (\( c_a \neq c_p \)) minimized, cross-camera scene variations can be eliminated, which is helpful for learning discriminative representation.

However, in the ICS-DS setting, there is nearly no cross-camera positive pair in training data. For an anchor feature \( f^c_a \), we can hardly find a \( f^p_p \) of a different camera (\( c_a \neq c_p \)), which makes it difficult to model intra-class cross-camera scene variations. For ICS-DS Re-ID, Zhang et al. [56] have experimentally shown that traditional metric learning loss results in dramatic performance degradation with a cross-camera unpaired training set. How to establish the relation of cross-camera unpaired data is the key.

To overcome this problem, we replace the missing real cross-camera positive pair \( f^c_a, f^p_p \) (\( c_a \neq c_p \)) with fake cross-camera positive pair \( \hat{f}^c_a, \hat{f}^p_p \) (\( c_a \neq c_p \)). Fake feature \( \hat{f}^p_p \) is obtained by

\[
\hat{f}^p_p = \text{Augment}(f^c_a, c_p),
\]

where Augment is a transformation for feature \( f^c_a \) from camera \( c_a \) to camera \( c_p \). With the transformed fake feature, the learning objective in Eq. (1) becomes:

\[
\mathcal{D}(f^c_a, \hat{f}^p_p) < \mathcal{D}(f^c_a, f^n_n).
\]

To realize this learning objective, we aim to design a transformation function and further design loss functions to explore the relation between transformed features, which can be regarded as a scheme of mining self-supervision information. Variations of lighting, viewpoint and background lead to camera-specific image style for Re-ID. Since person images captured from different cameras are of different image styles and the image styles are camera-specific, we assume the feature distribution of each camera follows a camera-specific Gaussian distribution, which is denoted as \( \{N(\mu_c, \sigma_c^2)\}_{c=1}^C \).

We note that Batch Normalization (BN) layer [19] can estimate the moment statistics (i.e., mean and variance) of feature distribution and normalize features to normal distribution. To realize the transformation, we propose a cross-camera feature augmentation module that consists of \( C \) camera-specific Batch Normalization (CSBN) layers [64], each of which estimates the camera-specific moment statistics \( \{\mu_c, \sigma_c^2\} \). Given a set of features of camera \( c \) denoted as \( \{f^c_i\}_{i=1}^{N_c} \), CSBN estimates camera-specific mean and variance by

\[
\mu_c = \frac{1}{N_c} \sum_{i=1}^{N_c} f^c_i, \quad \sigma_c^2 = \frac{1}{N_c} \sum_{i=1}^{N_c} (f^c_i - \mu_c)^2,
\]

where \( \mu_c \) and \( \sigma_c \) are the camera-specific mean and variance.

Given a feature \( f^c_i \) of camera \( c \), we transform it to a fake feature in the camera-specific distribution of a different camera \( c' \) by

\[
\hat{f}^c_i = \text{Augment}(f^c_i, c') = \gamma \frac{f^c_i - \mu_c}{\sqrt{\sigma_c^2 + \epsilon}} - \beta,
\]

where \( \gamma \) and \( \beta \) are two parameters learned during training. \( \epsilon \) is a small value to keep stability.

It is called cross-cam feature augmentation as shown on the left of Figure 2. After this transformation, the feature \( f^c_i \) of camera \( c \) is mapped to the distribution of camera \( c' \) as shown on the right of Figure 2. The relation between feature \( f^c_i \) and feature \( \hat{f}^c_i \) contains self-supervision information of camera-specific feature distribution, which requires to be further mined.

Discussion. To model camera-specific feature distribution, both CBN [63, 64] for generalizable Re-ID and CSBN in our method exploit camera-specific batch normalization (BN) components, which are applied in different ways for different purposes. In CBN [63, 64], camera-specific BN operates on samples of the corresponding camera for distribution alignment; in our method, camera-specific BN operates on samples of all cameras to augment cross-camera fake
features for further mining cross-camera self supervision information that is ignored by CBN [63, 64].

3.2.2 Predicting Cross-Camera Fake Feature. The relation between transformed cross-camera features contain self supervision information of camera-specific distribution. To mine cross-camera self supervision information for camera-invariant representation learning, we propose a cross-camera feature prediction scheme as shown in Figure 3.

We assume the features of all cameras follow a global Gaussian distribution. Similar to the camera-specific BN, we apply a BN layer called global BN on \( f_i^{c, glo} \) to obtain a normalized feature \( f_i^{c, glo} \), which is also the feature for inference in the testing stage. For each sample \( x_i \), we can obtain \( C + 1 \) views of features, including a normalized feature \( f_i^{c, glo} \) and fake cross-camera features \( \{ f_i^{c, c, o} \}_{c=1}^C \).

Since all of them are encoded from the same image \( x_i \), we regard these features of different camera-specific views share the same identity. For a fake cross-camera positive pair of feature \( f_i^{c} \) and feature \( f_i^{c, c, o} \), we expect that \( f_i^{c} \) can be used to predict \( f_i^{c, c, o} \) by mapping \( f_i^{c} \) to \( f_i^{c, glo} \) in a global distribution, which can be formulated by

\[
L = \frac{1}{N} \sum_{i=1}^{N} \sum_{c=1}^{C} D \left( f_i^{c, glo}, \text{stop-gradient}(f_i^{c, c, o}) \right),
\]

where \( f_i^{c, c, o} \) is regarded as the prediction target so that stop-gradient is applied to it. \( D \) is cosine distance.

However, the formulation in Eq. (6) only takes fake features transformed from a single feature into account, while intra-camera supervision is ignored, which is crucial for alleviating intra-class variations. Thus, we also minimize the distances between \( f_i^{c, glo} \) and cross-camera features of the same intra-camera identity with \( f_i^{c, glo} \), in order to alleviate the effect of both cross-camera scene variations and intra-class variations. To achieve this, we formulate a Global Self-supervised Loss (GSL) as follow:

\[
L_{\text{GSL}} = \frac{1}{N} \sum_{i=1}^{N} \sum_{c=1}^{C} \sum_{p \in \mathcal{P}_i} D \left( f_i^{c, glo}, \text{stop-gradient}(f_i^{c, c, o}) \right),
\]

where \( \mathcal{P}_i \) denotes the set of indices of samples that share the same identity with \( x_i \) (i.e., \( y_i = y_j \)) and \( |\mathcal{P}| \) is the cardinality of \( \mathcal{P} \).

This is called cross-camera feature prediction. By minimizing the distances between the fake cross-camera positive pairs, self supervision information in camera-specific feature distribution is mined and used to guide camera-invariant feature learning.

Discussion. The commonly used distribution alignment methods, such as MMD [32] and CORAL [40] and HHL [61], model the relation between different domains by minimizing distribution distance, while instance-level relation is ignored. By contrast, our method models the relation between different domains by fake cross-camera positive pairs in instance level, which is exploiting self supervision information mined from domain-specific distributions. Such instance-level modeling is significant for alleviating intra-class variations and thus is more suitable for Re-ID task.

3.3 Global-Local Cross-Camera Feature Prediction Scheme

The global self-supervised loss exploits global-level features extracted from the whole image for self-supervised learning. To extract more fine-grained features to complement global-level self-supervised learning, we further propose a global-local cross-camera feature prediction scheme, which aggregates fine-grained local-level feature with global-level feature. We expect that our model can automatically localize local regions from the feature map based on contextual information and then perform self-supervised learning in local level to mine fine-grained self supervision information. To this end, we employ a Transformer [44] which can effectively model contextual information for local self-supervised learning in our cross-camera feature prediction scheme.

Local Feature Extraction by Transformer. Motivated by DETR [2], we apply a transformer for extracting local-level features of multiple local regions on feature map \( z_i \in \mathbb{R}^{d\times H \times W} \) extracted by the backbone model. The transformer consists of an encoder \( E(\cdot; \Theta_E) \) for learning contextual information and a decoder \( D(\cdot; \Theta_D) \) for localizing region of interest based on contextual information for local-level feature extraction. We resize the feature map \( z_i \in \mathbb{R}^{d\times H \times W} \) as the input of encoder. The output embedding of the encoder \( z^e_i \in \mathbb{R}^{d\times H \times W} \) is

\[
z^e_i = E(z_i; \Theta_E).
\]

The decoder takes \( z^e_i \) as input and finally outputs \( P \) local-level features:

\[
\{ w_i^p \}_{p=1}^P = D(z^e_i; \Theta_D).
\]

As for the detailed architecture for the transformer, we follow the design in DETR [2].

Local-level Self-Supervised Learning. Since local-level feature contains more fine-grained information, to exploit local-level feature for self-supervised learning, we propose a Local-level Self-supervised Loss (LSL). Similar to the model architecture used in global-level self-supervised learning, we apply another local cross-camera feature augmentation module and global BN after the backbone in the feature map level as shown in Figure 3 (b). The feature map \( z^e_i \) output by the backbone is further input to the global BN and the local cross-camera augmentation module to get a normalized feature map \( z_i^{c, glo} \) and cross-camera feature maps \( \{ z^e_i \}_{c=1}^C \), \( i \in \{1, 2, \ldots, N\} \) respectively. We assimilate the idea of global-level self-supervised learning into local-level learning. Specifically, We input \( z_i^{c, glo} \) and \( \{ z^e_i \}_{c=1}^C \), \( i \in \{1, 2, \ldots, N\} \) into the Transformer to extract local-level features. For each feature map \( z_i^c \) as input, \( P \)
Figure 3: An overview of our framework. The cross-camera feature prediction scheme for mining cross-camera self supervision information is composed of (a) global-level self-supervised learning and (b) local-level self-supervised learning. In (a), GSL is designed to minimize the distances between features of the same intra-camera identity label, including $f_{c, glo}^{i}$, $g_{i}$ output by global BN and the corresponding cross-camera features $\hat{f}_{c, i}^{i}$, $c \in (1, 2, ..., C)$. In (b), LSL is designed to minimize the distance between features $w_{c, glo, p}^{i, i}$ and $w_{c, p}^{i}$ of each local region. SSRC loss is a regularization term for guiding multiple local region learning. Finally, camera-aware cross entropy loss and GL-MCNL loss are employed for representation learning with intra-camera supervision.

Local-level features $\{w_{c, p}^{i}\}_{p=1}^{P}$ are output by the transformer. Similar to the GSL, we enforce each local-level feature $w_{c, glo, p}^{i}$ of $z_{c, glo}^{i}$ and $w_{c, p}^{i}$ of corresponding cross-camera feature maps $\hat{z}_{c}^{i}$ for each sample to be pulled close in the embedding space:

$$L_{LS} = \frac{1}{N C P} \sum_{i=1}^{N} \sum_{c=1}^{C} \sum_{p=1}^{P} D\left(w_{c, glo, p}^{i}, \text{stop-gradient}(w_{c, p}^{i})\right).$$

(10)

To guide multiple local region learning, we introduce a shared-specific region constraint (SSRC) loss as a regularization term, which consists of a specific loss and a shared loss as follows.

On the one hand, we expect that different regions can focus on different parts with large appearance variations to extract part-specific features. To this end, We employ specific loss to push local-level features $\{w_{c, glo, p}^{i}\}_{p=1}^{P}$, $i \in (1, 2, ..., N)$ away from each other formulated as follow:

$$L_{specific} = -\sum_{i=1}^{N} \sum_{p=1}^{P} \log \frac{\exp \left(s\left(w_{c, glo, p}^{i, p}, w_{c, glo, q}^{i, p}\right)\right)}{\sum_{q=1}^{P} \exp \left(s\left(w_{c, glo, p}^{i, q}, w_{c, glo, q}^{i, p}\right)\right).}$$

(11)

where $s(\cdot)$ measures the cosine similarity between two features.

On the other hand, we also expect each region can focus on some shared patterns of different persons to avoid attending to person-irrelevant regions. We regard region index $p$ as class label and employ Softmax cross entropy loss to classify the feature as follow:

$$L_{share} = -\sum_{i=1}^{N} \sum_{p=1}^{P} C_{p}^{i} \log q_{c, glo, p}^{i}.$$  

(12)

where $C_{p}^{i}$ is a one-hot vector representing the index $p$ and $q_{c, glo, p}^{i}$ is the output logit of fully connected layer with softmax operation.

In summary, The SSRC loss is formulated as:

$$L_{SSRC} = L_{specific} + L_{share}.$$  

(13)

Finally, the total loss for local-level self-supervised learning is:

$$L_{LSL} = L_{LS} + L_{SSRC}.$$  

(14)

3.4 An ICS-DS Re-ID Framework

To learn from intra-camera identity labels in the ICS-DS setting, we adopt the commonly used classification loss and metric learning loss and further aggregate cross-camera self supervision and intra-camera supervision into our ICS-DS Re-ID framework.

Global-local MCNL. For discriminative feature learning, we apply a metric learning loss MCNL [56] that is designed for ICS-DS setting. MCNL loss exploits intra-camera pairs and cross-camera
negative pairs for learning from intra-camera supervision information, which is complementary to our cross-camera feature prediction that exploits fake cross-camera positive pairs to learn from cross-camera self supervision information.

For each feature map $e_i^{\text{glo}}$, we concatenate the local-level features $\{w_{\rho}^{\text{glo,p}}\}_{\rho=1}^{P}$ output by Transformer to obtain a combined local-level feature $w_i^{\text{conca}}$. We apply MCNL loss on both global-level feature $f_i^{glo}$ and local-level feature $w_i^{\text{conca}}$ to formulate a global-local MCNL (GL-MCNL) loss formulated by:

$$
L_{\text{GL-MCNL}} = \frac{1}{N} \sum_{e \in \{\text{glo,loc}\}} \sum_{i=1}^{N} \left[ m_1 + \text{dist}^{i,*}_{\rho,\text{intra}} - \text{dist}^{i,*}_{\rho,\text{cross}} \right] + \left[ m_2 + \text{dist}^{i,*}_{\rho,\text{intra}} - \text{dist}^{i,*}_{\rho,\text{cross}} \right],
$$

where $[z]_+ = \max(z,0)$, dist$^{i,*}_{\rho,\text{intra}}$ denotes distance between anchor and within-camera hard positive pair. dist$^{i,*}_{\rho,\text{cross}}$ denotes distance between anchor and cross-camera hard negative pair. * $\in \{\text{glo,loc}\}$ denotes distance calculated by global-level feature and local-level feature, respectively.

**Camera-aware Cross Entropy Loss.** We assimilate the main idea of MCNL to formulate a new camera-aware cross entropy (CaCE) loss. CaCE loss is formulated as:

$$
L_{\text{CE}} = \sum_{i=1}^{C} p_i \log q_i,
$$

where $q_i$ is the output logits of sample $x_i$ representing the possibilities of classes and $p_i$ is the ground truth soft label formulated as:

$$
p_i = \begin{cases} 
1 - \varepsilon & \text{if } i = j \\
-\varepsilon/(K_e - 1) & \text{if } i \neq j \land c_i \neq c_j \\
\varepsilon/(K_n - 1) & \text{if } i \neq j \land c_i = c_j 
\end{cases},
$$

where $c_j$ is the camera label of sample $x_j$, $K_e$ is the number of classes whose camera label is the same with $c_j$ and $K_n$ is the number of class whose camera label is different from $c_j$. $\varepsilon$ is set as 0.1.

Finally, our framework is learned with joint guidance of cross-camera self supervision and intra-camera supervision by

$$
L_{\text{CCFP}} = L_{\text{CaCE}} + L_{\text{GL-MCNL}} + L_{\text{GSL}} + L_{\text{LSL}}.
$$

During testing, we only use features $f_i^{glo}$ output by global BN in Figure 3 (a) for testing, which can save computation costs.

### 4. EXPERIMENTS

#### 4.1 Datasets and Evaluation Protocol

To evaluate the effectiveness of our model, we conducted experiments in the ICS-DS setting on three benchmark person Re-ID datasets, Market-SCT, DukeMTMC-SCT and MSMT17-SCT, which are modified from Market-1501 [57], DukeMTMC [60] and MSMT17 [49] following the data split in single camera training (SCT) [56], because existing datasets do not meet the requirement of having cross-camera unpaired training data. Compared with the original dataset, we randomly select images of one camera for each identity to construct the training set and keep the original testing data and testing protocols unchanged. The details of datasets used in our experiments are shown in Table 1. The evaluation metrics are the Rank-k accuracy and the mean average precision (mAP)[58].

| Dataset   | Train IDs | Train Images | Test IDs | Test Images | cross-camera paired data |
|-----------|-----------|--------------|----------|-------------|--------------------------|
| Market-1501 | 751       | 12936        | 750      | 15913       | True                     |
| Market-SCT | 751       | 3561         | 750      | 15913       | False                    |
| Duke-SCT  | 702       | 16522        | 1110     | 17661       | True                     |
| Duke-SCT  | 702       | 5993         | 1110     | 17661       | False                    |
| MSMT17    | 1041      | 32621        | 3060     | 93820       | True                     |
| MSMT-SCT  | 1041      | 6645         | 3060     | 93820       | False                    |

#### 4.2 Implementation Details

ResNet-50 [17] pre-trained on ImageNet [8] was adopted as our backbone. The details of its structure followed the design in AGW [55]. For local-level feature extraction, a 1x1 convolution was used to reduce the channel dimension of the feature map $x_i^{glo}$ output by the backbone to a smaller dimension of 256 before it was input to Transformer. The parameters of Transformer in local-level self-supervised learning followed DETR [2], except that the number of local regions $P$ was set as 12 empirically. The feature output by pooling layer was used for metric learning. The data augmentation strategy followed the implementation in fast-reid [18]. The mini-batch size was 128. As for mini-batch sampling strategy, we randomly selected images from 2 cameras. We used Adam [20] as our optimizer, and the learning rate was set to 0.0006 initially and decayed by 0.1 every 100 epochs in 300 epochs totally.

#### 4.3 Comparison with State-of-the-Art Methods

We evaluated several methods including the state-of-the-art intra-camera supervised methods, fully supervised learning methods, self-supervised learning methods, metric learning methods and distribution alignment methods. The results are shown in Table 2.

**Intra-camera supervised (ICS) methods.** We categorize ICS Re-ID methods into ICS-AS methods and ICS-DS methods.

- **ICS-AS methods.** We compared with methods for intra-camera supervised Re-ID across adjacent scenes (ICS-AS) including TAULD [26], TSSL [51], MTML [62], UGA [52], PCSL [36] and Precise-ICS [46]. They were designed for small-scale surveillance systems and their training set included underlying cross-camera positive pairs. Since Precise-ICS [46] achieved best performance in the ICS-AS setting, we implemented it in the ICS-DS setting. For other methods, we used their results in the ICS-AS setting reported in their original papers. Compared with ICS-AS setting, ICS-DS setting is more challenging without cross-camera paired training data, but our method still surpassed the ICS-AS Re-ID methods on Duke-SCT and MSMT-SCT. Moreover, our method clearly outperformed Precise-ICS in the same ICS-DS setting.

- **ICS-DS methods.** We compared with the state-of-the-art ICS-DS Re-ID method MCNL [56]. We outperformed MCNL by a large margin, which gains improvement of 15.4 Rank-1 and 22.3 mAP on Makret-SCT, 13.2 Rank-1 and 19.3 mAP on Duke-SCT, 23.5 Rank-1, and...
because our method further exploits cross-camera self supervision information which is ignored in MCNL.

**Self-supervised learning methods.** For comparison with self-supervised learning methods, we chose representative contrastive self-supervised learning method Simsiam [6] and adversarial self-supervised learning method HHL [61] that is specific for Re-ID. For fair comparison, we modified unsupervised HHL as an intra-camera supervised version denoted as HHL\(^1\). Specifically, intra-camera positive pairs as well as their generated images shared the same label. We outperformed these two representative self-supervised methods by a large margin. The effectiveness of HHL is restricted by the quality of generated images. Simsiam ignores camera-specific distribution of person Re-ID. In comparison, our cross-camera feature augmentation can model cross-camera relation more effectively.

**Distribution alignment methods.** Since our proposed method is closely related with distribution alignment methods, we also compared two commonly used distribution alignment losses Maximum Mean Discrepancy (MMD) loss [32] and CORAL loss [40]. For fair comparison, both losses were applied based on our baseline. Our method still outperformed them, because our method models the relation between different domains by cross-camera features in a higher performance than that reported in the paper. \(^*\) TAULD [26], TSSL [51], MTML [62], UGA [32] PCSL [36]: ICS Re-ID models trained with cross-camera paired data in the ICS-AS setting. HHL\(^1\): we modified unsupervised HHL as an intra-camera supervised version. Results in bold font denote the best performance in the ICS-DS setting.

**Table 2: Comparison with state-of-the-art methods on Duke-SCT, Market-SCT and MSMT17-SCT.** R-k denotes Rank-k accuracy (%) and mAP denotes mean average precision (%). MCNL\(^1\) [36]: We used the code released by the authors and achieved higher performance than that reported in the paper. \(^\dagger\) Suh's method [39] refers to the methods trained with cross-camera paired data in the ICS-AS setting. HHL\(^1\) [61]: We used the code released by the authors and achieved higher performance than that reported in the paper. \(^\S\) All models in this paper are trained with triplet loss.

| Setting | Methods | Reference | Duke-SCT | Market-SCT | MSMT17-SCT |
|---------|---------|-----------|----------|------------|------------|
| ICS-AS  | ICS     | ECCV 18   | 61.7 - -  | 43.3       | - - -  |
|         | TAULD\(^*\) [26] | - - -  | - - -  | 41.2       | 44.1 - 63.9 18.6 |
|         | TSSL\(^\dagger\) [51] | AAI20    | 62.2 - -  | 38.5       | 71.2 - 43.3  |
|         | MTML\(^\S\) [62] | ICCV 19  | 71.7 - - 86.9 50.7 | 85.3 - 96.2 65.2 | 44.1 - 63.9 18.6 |
|         | UGA\(^\S\) [32] | ICCV 19  | 75.0 - - 53.3 | 87.2 - - 70.3 | 49.5 - - 21.7 |
|         | PCSL\(^\S\) [36] | TCSVT20  | 71.7 84.7 88.2 53.5 | 87.0 94.8 96.6 69.4 | 48.3 62.8 68.6 20.7 |
| ICS-DS  | Fully Supervised | PCB [41] | ECCV 18   | 32.7 - - 22.2 | 43.5 - - 23.5 |
|         | Suh's method [39] | ECCV 18   | 38.5 - - 25.4 | 48.0 - - 27.3 |
|         | MGN-ibn [45] | ACMIM\(^\S\) 18 | 46.7 59.8 67.1 32.6 | 45.6 61.2 69.3 26.6 | 27.8 38.6 44.1 11.7 |
|         | bagtricks [33] | CVPR 19   | 54.2 68.9 76.7 42.0 | 54.0 71.3 78.4 34.0 | 20.4 31.0 37.2 9.8 |
|         | AGW [55] | TPAMI 21  | 56.5 71.0 77.7 43.9 | 56.0 72.3 79.1 36.6 | 23.0 33.9 40.0 11.1 |
|         | Metric Learning | Center Loss [50] | ECCV 16 | 38.7 - - 23.3 | 40.3 - - 18.5 |
|         | A-Softmax [30] | CVPR 17   | 34.8 - - 22.9 | 41.9 - - 23.2 |
|         | ArcFace [9] | CVPR 19   | 35.8 - - 22.8 | 39.4 - - 19.8 |
|         | Self-supervised | HHL\(^1\) [61] | ECCV 18 | 50.3 64.0 70.3 33.0 | 65.6 80.6 86.8 44.8 |
|         | SimSiam [6] | CVPR 21   | 28.1 43.2 51.3 19.7 | 36.2 51.9 59.1 18.0 | 2.8 5.9 8.4 1.2 |
|         | Distribution alignment | MMD [32] | JMLR 15 | 74.1 85.9 90.2 56.3 | 67.7 83.1 88.2 44.0 |
|         | CORAL [40] | ECCV 16   | 76.8 87.1 90.0 59.7 | 76.2 88.5 93.0 51.5 |
|         | ICS | Precise-ICS [46] | WACV 21 | 41.2 57.9 64.2 25.9 | 50.0 67.5 74.8 31.2 |
|         | MCNL\(^\S\) [56] | AAI20    | 67.1 80.9 84.7 45.2 | 67.0 82.8 87.9 41.6 |
|         | CCFP(ours) | ours     | 80.3 89.0 91.9 64.5 | 82.4 92.6 95.4 63.9 |

Table 3: Ablation study on individual components of CCFP. “CaCE” denotes camera-aware cross entropy loss. “GSL” denotes global-level self-supervised learning loss. “LSL” denotes local-level self-supervised learning loss. “SSRC” denotes shared-specific region constraint loss.

| Methods | Market-SCT | Duke-SCT |
|---------|------------|----------|
|         | R-1 mAP    | R-1 mAP  |
| baseline | 75.7 51.5  | 70.1 53.1 |
| + CaCE | 77.6 52.3  | 71.4 54.6 |
| + CaCE + GSL | 78.9 59.5  | 75.7 60.4 |
| + CaCE + GSL + LSL (w/o SSRC) | 80.5 61.4  | 78.7 62.7 |
| + CaCE + GSL + LSL (full model) | 82.4 63.9  | 80.3 64.5 |

Table 3: Ablation study on individual components of CCFP. “CaCE” denotes camera-aware cross entropy loss. “GSL” denotes global-level self-supervised learning loss. “LSL” denotes local-level self-supervised learning loss. “SSRC” denotes shared-specific region constraint loss.

**4.4 Ablation Study**

We performed ablation study to evaluate the effectiveness of each component in our model. The experimental results are reported in Table 3. “+” means combining the component with baseline. The effectiveness of GSL. Compared with “+ CaCE”, the performance of “+ CaCE + GSL” was clearly improved on both datasets.
This indicates that global-level self-supervised learning can effectively mine cross-camera self supervision information to eliminate cross-camera scene variations without cross-camera positive pairs.

**The effectiveness of LSL.** Compared with “+ CaCE + GSL”, the performance of “+ CaCE + GSL + LSL” is clearly improved, which indicates that the fine-grained self supervision information can complement global-level self-supervised learning.

**The effectiveness of SSRC.** Compared with “+ CaCE + GSL + LSL”, the performance of “+ CaCE + GSL + LSL (w/o SSRC)” dropped, which indicates that more diverse local-level feature can facilitate local-level self-supervised learning.

**The effectiveness of CaCE.** Compared with “baseline” which employed traditional cross entropy loss, the performance of our camera-aware cross entropy “+ CaCE” was improved on both datasets, which indicates CaCE is more effective in ICS-DS setting.

### 4.5 Further Analysis

**The impact of cross-camera identity overlap ratio.** We also consider the situations between ICS-DS setting and ICS-AS setting. Since in real-world large-scale surveillance systems, matching between scenes of different distances are required, i.e., there are different ratios of overlapping identities across different cameras. We additionally simulate different ratios of overlapping identities.

To evaluate our method in this setting, we reconstructed the training set on Market-1501 and DukeMTMC with different ratios of overlapping identities from 5% to 50% with increment of 5% in each step. The state-of-the-art ICS-DS Re-ID method MCNL was compared. The results are shown in Figure 4. The results demonstrate that our method was robust to identity overlap ratios, because our method does not rely on cross-camera overlapping identities. Moreover, our method outperformed MCNL by a large margin.

**The impact of number of local regions \(P\).** The number of local regions determines how many local-level features are output by the Transformer. The results are reported in Figure 5. We varied \(P\) from 2 to 16. When \(P\) was increased from 2 to 12, the performance kept increasing because more diverse fine-grained local-level features can be extracted for local-level self-supervised learning. When \(P\) was larger than 12, we observed a drop of performance, since excessive local regions make local-level features become redundant.

**Visualization.** To better understand the effect of cross-camera feature prediction as for self supervision information mining and learning, we visualized the feature distribution learned by the baseline model and our method as shown in Figure 6. From figure 6 we can observe that, the camera-specific distribution of baseline is not identical, which is harmful for cross-camera matching, while our method achieves more identical camera-specific distribution, which is favorable for cross-camera matching.

### 5 CONCLUSION

In this paper, we investigate intra-camera supervised person re-identification across distant scenes (ICS-DS Re-ID), which is significant for large-scale video surveillance systems but remains under-explored. Lack of cross-camera paired data leads to a challenge of how to establish the relation of unpaired samples among different cameras, which is ignored by most intra-camera supervised person re-identification methods. To overcome this issue, we propose a cross-camera feature prediction (CCFP) to mine cross-camera self supervision information from camera-specific distributions by transforming fake cross-camera positive features based on camera-specific batch normalization layers. Furthermore, to capture more fine-grained cross-camera self supervision information, we employ transformer to automatically localize and extract local-level features for local-level self-supervised learning. Finally, cross-camera self supervision and intra-camera supervision are aggregated into an unified framework for camera-invariant representation learning. Extensive experiments on Market-SCT, Duke-SCT and MSMT17-SCT in the ICS-DS setting validate the superiority of our method.
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