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ABSTRACT

In this study was evaluated the influence of the rainfall monitoring network density and distribution on the result of rainfall-runoff daily simulations of a lumped model (IPH II) considering basins with different drainage scales: Turvo River (1,540 km²), Ijuí River (9,462 km²), Jacuí River (38,700 km²) and Upper Uruguay (61,900 km²). For this purpose, four rain gauge coverage scenarios were developed: (I) 100%; (II) 75%; (III) 50% and (IV) 25% of the rain gauges of the basin. Additionally, a scenario considering the absence of monitoring was evaluated, in which the rainfall used in the modeling was estimated based on the TRMM satellite. Was verified that, in some situations, the modeling produced better results for scenarios with a lower rain gauges density if the available gauges presented better spatial distribution. Comparatively to the simulations performed with the rainfall estimated by the TRMM, the results obtained using rain gauges’ data were better, even in scenarios with low rain gauges density. However, when the poor spatial distribution of the rain gauges was associated with low density, the satellite’s estimation provided better results. Thus, was conclude that spatial distribution of the rain gauge network is important in the rainfall representation and that estimates obtained by the TRMM can be presented as alternatives for basins with a deficient monitoring network.
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RESUMO

Nesse estudo foi avaliada a influência da densidade e distribuição da rede de monitoramento pluviométrico no resultado de simulações diárias chuva-vazão de um modelo concentrado (IPH II), considerando bacias hidrográficas com diferentes escalas de drenagem: Rio Turvo (1.540 km²), Rio Ijuí (9.462 km²), Rio Jacuí (38.700 km²) e Alto Uruguai (61.900 km²). Para isso, foram construídos quatro cenários de cobertura pluviométrica: (I) 100% dos pluviômetros encontrados na bacia; (II) 75% dos pluviômetros; (III) 50% dos pluviômetros e; (IV) 25% dos pluviômetros. Adicionalmente, foi avaliado um cenário considerando a ausência de monitoramento, em que a precipitação utilizada na modelagem foi estimada pelo satélite TRMM. Verificou-se que, em algumas situações, a modelagem produziu melhores resultados para cenários com menores densidades de pluviômetros, desde que estes apresentassem melhor distribuição espacial. Comparativamente às simulações realizadas com a chuva estimada pelo TRMM, os resultados obtidos por pluviômetros foram superiores, mesmo em cenários com baixa densidade. Entretanto, quando a má distribuição dos pluviômetros esteve aliada à baixa densidade, a estimativa do satélite forneceu resultados superiores. Deste modo, conclui-se que a distribuição espacial da rede pluviométrica é importante na representação da precipitação e que estimativas obtidas pelo TRMM podem se apresentar como alternativas para bacias com rede de monitoramento deficitária.

Palavras-chave: Modelagem chuva-vazão; IPH II; Escassez de pluviômetros; Produto 3B42 versão 7.
INTRODUCTION

Hydrological modeling is an important tool for water resources planning and management. It can be used for a variety of purposes, including the understanding of water dynamics, design of hydraulic structures, environmental management and analysis of climatic and human impacts on water resources, among others (FENG et al., 2018; LOPES et al., 2017; VIANA et al., 2018).

An adequate representation of the hydrological process requires, in addition to the appropriate model structure and parameters estimative, good quality data capable of accurately representing river basin hydrological functions (CABRAL; SAKURAG; SILVEIRA, 2017).

Although several data sources may introduce uncertainties in modeling results, precipitation is undoubtedly one of the main sources. Incorrect precipitation characterization could be associated with errors in flow and water level simulations, as it is one of the main inputs for hydrological models (JIMÉNEZ; COLLISCHONN, 2015; NIKOLOPOULOS; ANAGNOSTOU; BORGA, 2013; FENSTERSEIFER; ALLASIA; PAZ, 2016). Furthermore, the correct quantification of the precipitation is challenging due to its peculiar characteristics of occurrence, such as high spatial and temporal variability.

The conventional estimation of precipitation is performed by point measurements made by non-recording rain gauges (pluviometers) or recording rain gauges (pluviographs). Such instruments need to be in adequate quantity and distribution in the drainage area. This practice is a considerable challenge, especially for developing countries in South America due to the costs of monitoring networks’ implementation and maintenance (SALIO et al., 2015).

In Brazil, for example, the insufficient and poor distribution of rain gauges, or even the large periods with faulty data in some basins is notorious. (FENSTERSEIFER; ALLASIA; PAZ, 2016). It occurs not only because of the high cost of maintaining these networks, but also by the difficulty of accessing some areas. Consequently, sometimes, the lack of information makes difficult or even prevents an adequate river basin management, as limits the number of available techniques and methods of analysis (ANDRADE, 2014; BUYTAERT et al., 2012). In this light, Candela et al. (2014) mentions that one of the most important research topics for water resources management is the developing of data acquisition strategies adaptable to ungauged basins.

This is especially important for convective events that are concentrated in small areas and characterized by high intensity and low duration. This kind of precipitation may occur at ungauged sites inside a basin and, therefore, not been recorded, but impacting runoff significantly (PEREIRA et al., 2013). This also occurs in mountainous regions due to orographic precipitation if the rain gauges are not adequately covering the area or placed in the opposite side of the mountains.

As an alternative to deficient quantification and inadequate distribution of rain gauges in the catchments, several remote sensing products were released that estimate rainfall by means of radars and meteorological satellites and other products (COLLISCHONN; COLLISCHONNN; TUCCI, 2008; VIANA; FERREIRA; CONFORTE, 2010; LEIVAS et al., 2012; BAJRACHARYA et al., 2015; SALIO et al., 2015; FENSTERSEIFER; ALLASIA; PAZ, 2016; SOARES; PAZ; PICCILLI, 2016). Among the most used products in Brazil are the ones based on the European METEOSAT (Meteorological Satellite) group, the North American GOES (Geostationary Operational Environmental Satellite) and the TRMM (Tropical Rainfall Measuring Mission).

TRMM satellite was designed to estimate precipitation in tropical and subtropical regions of the Earth, where two-thirds of the total precipitated on a global scale is concentrated (KUMMEROW et al., 2000). This satellite provided information from latitudes up to 50° N-S and longitude 180° W-E from January 1998 to mid-2015, totaling more than 17 years of data collection (NASA, 2017a). Although it is no longer in operation, the TRMM satellite data is still used and has major importance in the composition of historical series in ungauged regions.

Nevertheless, even alternative methods for rainfall estimative have strengths and weaknesses. For example, precipitation based on remote sensing, has an advantage in space coverage, but has limitations in terms of temporal sampling or spatial resolution. On the other hand, rain gauges network is efficient for direct measurement of punctual precipitation, but normally with a weak spatial coverage (CABRAL; SAKURAG; SILVEIRA, 2017; WU et al., 2017).

Thereby, several authors have analyzed the effect of precipitation uncertainties in hydrological modeling, by using both, rain gauges monitoring networks and estimates based on satellites and radars. Silans, Almeida and Porto (2009) evaluated the sensitivity of a distributed hydrological model to the spatial variability of the precipitation in the Graname River Basin, with a drainage area of approximately 589 km². These authors assessed the hydrological response of the model as they removed rain gauges from the available network, evaluating different densities and distribution. As the density decreased, the response of the model moved away from the reference simulation, as well as the sensitivity of the model changed according to the rain gauge’s spatial distribution.

In the region of Veneto, northeastern Italy, Nikolopoulos et al. (2010) analyzed the effect of precipitation derived from 3B42 products, version 6 of the TRMM satellite and the one based on the algorithm described by Kidd et al. (2003) in the performance of a distributed hydrological model. The analysis was implemented at different basin scales, by dividing a basin into sub-basins between 100 and 1,200 km² of area. Both precipitation estimates resulted in the similar model performances, however, for the smaller sub-basin, precipitation derived from 3B42 product did not perform well. This suggest that the performance of a satellite product is related not only to its resolution but also to basin scale.

Falck et al. (2015) analyzed the quality of precipitation estimates obtained by satellites in flow simulations in the Brazilian Tocantins-Araguaia River Basin (approximately 764,000 km²). They estimated precipitation from 4 satellite products (TRMM 3B42RT, CMORPH, Global Satellite Mapping of Precipitation - GSMaP and NOAA Hydroestimator - HYDRO-E) that were stochastically corrected and applied in 19 sub-basin scales, between 5,230 and 764,000 km². The authors found out that the statistical measures RMSE and MAE (root mean square errors and mean absolute errors, respectively) indicated that the modeling errors tended to decrease as the drainage area of the basin increased.

In this way, it is investigated in this paper how the density and spatial distribution of the rainfall monitoring network affect the daily rainfall-runoff simulations of a lumped model by considering river basins with different drainage areas. It was also evaluated the quality of the precipitation obtained by the
TRMM's product 3B42 version 7, against rain gauges data, for these river basins in different scales. Basins were selected considering topography conditions, land use and occupation, besides physiographic conditions, trying to analyze how rainfall monitoring network's density and spatial distribution affects flow prediction at different scales.

MATERIAL AND METHODS

Flow simulated by the IPH II rainfall-runoff model (BRAVO et al., 2006) for different scenarios varying rain gauge's density and spatial distribution and precipitation estimates of TRMM 3B42 satellite product was compared against observed flow in each basin. In the evaluation, efficiency indexes were used to measure the differences between the observed and simulated flow.

Scales of analysis

Four neighbors river basins with different drainage areas (between 1,540 km$^2$ and 61,900 km$^2$) were selected: Turvo River, Ijuí River, Jacuí River and Upper Uruguay. Except the Jacuí river basin, which belongs to the Guaira hydrographic region, the others belong to the Uruguay River Basin (SEMA, 2012).

Turvo river basin was delimited at Três Passos gauging station (coded as ANA 74470000 by the Brazilian National Water Agency) with approximately 1,540 km$^2$ of drainage area. Ijuí river basin was delimited at Ponte Mística gauging station (ANA 75320000), resulting in approximately 9,462 km$^2$. Jacuí river basin comprises the sub-basins of the Upper Jacuí, Vacacaí, Vacacaí Mirim and part of the Lower Jacuí, and was delimited at Pardo River gauging station (ANA 85900000), totaling 38,700 km$^2$. Upper Uruguay river basin has as main components the Pelotas, Canoas, Chapadão and Passo Fundo rivers and was delimited at Iraí gauging station (ANA 74100000), with approximately 61,900 km$^2$.

The four selected river basins are completely or partially located in Rio Grande do Sul, the southernmost Brazilian state, between latitudes 26° and 31° S and longitudes 49° and 55° W (Figure 1). Basins were chosen because they meet the requirements necessary to reach the objectives of this analysis (mainly data), and because they are located close enough to each other, avoiding possible differences in the response of the satellite sensor, due to the latitude.

Data

The input information required for calibration and validation of the IPH II hydrological model are precipitation, evapotranspiration and the observed flow at the time step of simulation – daily in this study. As IPH II is a lumped model, the input data were spatially grouped to represent average conditions for each river basin.

Consistently rain gauge's and flow data at daily time step were obtained from ANA's hydrological database HidroWeb (ANA, 2017) and from the Meteorological Database for Teaching and Research (BDMEP) of the Brazilian National Meteorological Institute (INMET, 2017) coinciding with TRMM derived data availability for the 1998-2014.

Precipitation estimates based on TRMM and auxiliary sources were obtained from 3B42 product, version 7 from NASA (2017b) for the period between January 1, 1998 and July 31, 2014, when TRMM was in operation. This data has temporal discretization of 3 hours, which represents eight images per day. The whole series used consists of 48,448 images and each pixel represent an area of 0.25 x 0.25°.

Evapotranspiration data was estimated by water balance, using the precipitation and flow data measured from each river basin. The uncertainties generated by this methodology did not prove to introduce significative uncertainties in the development of this work, as indicated by a sequence of initial tests. These tests indicated that daily overestimations or underestimations of up to 50% in evapotranspiration did not result in significant differences in flow simulation using IPH II (PAULA, 2015).

During the different scenarios simulations, information of each river basin such as flow, initial conditions and the evapotranspiration were maintained unchanged. Thus, if eventual errors were committed in the estimative of evapotranspiration or in any other input information, it would be similar for all the flow simulations for that same basin and the result should be influenced solely by rainfall data.

Rainfall scenarios

To evaluate the influence of the density of the rainfall monitoring network and its spatial distribution on the simulated flow, were elaborated different rain gauge scenarios for each of the four river basins.

The first scenario was the real scenario (Real Scen) representing the density and distribution of the rain gauge network available in each river basin. In the sequence, were created three hypothetical scenarios in which were removed some rain gauges, generating conditions of scarcity and/or poor spatial rain gauges distribution in these areas. In a fifth scenario was considered the
complete absence of rainfall monitoring, and the modeling was performed using the precipitation estimated based on 3B42 product.

For these scenarios, was used the following encodings: (I) Real Scen - 100% of the existing rain gauges found in the basin; (II) 75% Scen - 75% of the total number of rain gauges and - (III) 50% Scen and (IV) 25% Scen - respectively; (V) TRMM Scen – 3B42 based data.

The selected rainfall monitoring stations to compose the hypothetical scenarios were randomly drawn. For each of the four basins were drawn the number of stations corresponding to each scenario (75% Scen, 50% Scen and 25% Scen). This procedure resulted in 20 different precipitation time series (scenarios) that were used as input information in the IPH II model. Figure 2 shows the configuration of each of these scenarios.

**Figure 2.** Rainfall monitoring scenarios on each river basin under analysis.
Table 1 presents the number of rain gauge stations and rain gauge density in each scenario, in order to complement the information presented in Figure 2. It is possible to notice that in the case of TRMM, the spatial resolution is close to 25 × 25 km, which is equivalent to a density of approximately 625 km².station⁻¹.

Rainfall data

Given the lumped nature of the IPH II model, first the observed rainfall values were spatialized for each scenario to later obtain the mean daily rainfall over the basin.

Rainfall from rain gauges was interpolated in regular grids with spatial resolution of 1 km, by the Inverse Distance Squared Weighting (IDSW). IDSW was chosen due to the good results found in hydrological studies, according Marcuzzo, Andrade and Melo (2011). The arithmetic mean value of all pixels inside the basin area provided the average daily rainfall data for each basin. To automate the process, was used a GIS software with a sequence of script commands and routines made in FORTRAN. As products, were obtained four time series for each basin (Real Scen, 75% Scen, 50% Scen and 25% Scen) with a span of 6,056 days.

Except for the interpolation process, was applied the same procedure for determination of average daily rainfall for TRMM Scen. However, since the temporal discretization of the rainfall is 3 hours, differing from the daily information of the rain gauges, were added rainfall measured at eight 3-hours interval thus totaling 24 hours.

In order to find the best interval integration, different starting and ending times were correlated with the Real Scen rainfall information, taken as reference due to the higher density of monitoring stations. The cumulative value from 12 h to 9 h UTC and advance of 1 day resulted in the highest correlation with the rain gauge data for all studied basins in agreement with results from Fensterseifer, Allasia and Paz (2016). Further information regarding this procedure can be found in Paula (2015) and Soares, Paz and Piccilli (2016).

The daily estimated rainfall of Real Scen in this procedure was then compared against the other four scenarios using visual analysis and obtaining the correlation coefficient (R) and the Volume Error (Errv). The correlation coefficient, Equation 1, indicates the degree of statistical relationship between two variables. This coefficient ranges from -1 to 1, being 1 a perfect correlation or the strongest possible agreement and -1 the strongest possible disagreement.

\[ R = \frac{\sum_{i=1}^{n} (P_{calc,i} - P_{calc}) (P_{100\%} - P_{100\%})}{\sqrt{\sum_{i=1}^{n} (P_{calc,i} - P_{calc})^2 \sum_{i=1}^{n} (P_{100\%} - P_{100\%})^2}} \]  

(1)

Where \( P_{calc,i} \) is the value of the average rainfall (mm) obtained from each scenario at time step \( i \); \( P_{100\%} \) is the average rainfall (mm) from (Real Scen, 100% of rain gauges) at \( I \); and \( n \) is the number days in the period.

The total rainfall volume error (Equation 2) shows how similar are the average rainfall volume between each scenario and the one estimated in Real. As closer Errv to zero, the smaller is the error between both estimated volumes.

\[ Errv = \frac{\sum_{i=1}^{n} (P_{calc,i} - P_{calc})^2}{\sum_{i=1}^{n} P_{calc}^2} \times 100 \]  

(2)

Where \( P_{calc,i} \) is the average rainfall (mm) for the scenario at time step \( i \); \( P_{100\%} \) is the average rainfall (mm) for Real Scen at \( I \); and \( n \) is the number days.

Rainfall-runoff modeling with IPH II

According to the data availability of each basin, we defined the periods used for calibration and validation (Real Scen, 75% Scen, 50% Scen, 25% Scen and TRMM Scen). Periods may vary between the different basins, but are the same between scenarios in the same basin.

During the calibration process (total of 20), was used mono-objective automatic calibration through genetic algorithms (see BRAVO et al., 2006 for details), and Nash-Sutcliffe efficiency (E) coefficient was used as objective function to assess the optimization process (Equation 3). The parameters defined for this process were 20 complexes with 40 individuals and 500 generations adopted because of computational limitations, due to the extension of the daily time series. After calibration, was evaluated the determination coefficient (\( R^2 \)) according to Equation 4, in addition to the efficiency coefficient available in the IPH II.

\[ E = 1 - \frac{\sum_{i=1}^{n} (Q_{o,i} - Q_{c,i})^2}{\sum_{i=1}^{n} (Q_{o,i} - \bar{Q}_{o})^2} \]  

(3)

\[ R^2 = \frac{\sum_{i=1}^{n} (Q_{o,i} - \bar{Q}_{o}) (Q_{c,i} - \bar{Q}_{c})}{\left( \sum_{i=1}^{n} (Q_{o,i} - \bar{Q}_{o})^2 \right)^{1/2} \left( \sum_{i=1}^{n} (Q_{c,i} - \bar{Q}_{c})^2 \right)^{1/2}} \]  

(4)
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Where $Q_{oi}$ is the observed flow ($m^3.s^{-1}$) at time step $i$; $n$ is the number of records; $Q_{o}$ is the average flow in the observed series ($m^3.s^{-1}$); and $Q_{c}$ is the average flow of the calculated series ($m^3.s^{-1}$).

The comparison between scenarios were accomplished by graphical analysis (including scatter plots) and, in quantitative terms, by the evaluation of $E$ and $R^2$ and other statistics such as mean value, standard deviation and values of maximum and minimum.

After the calibration, was performed the validation of results for each basin being all the scenarios evaluated separately.

RESULTS AND DISCUSSION

Influence of density and spatial distribution of rain gauges on rainfall estimation

The rainfall time series estimated for the scenarios with rain gauges data (% Scen) and TRMM satellite information (TRMM Scen) were compared against the real rainfall time series (Real Scen), defined as reference. Figure 3 shows the estimates daily rainfall volumes
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**Figure 3.** Dispersion between Real Scen precipitation time series (Pcp) against 75% Scen, 50% Scen, 25% Scen and TRMM, for all basin spatial scales under analysis.
and the dispersion between the series as well as their respective evaluation coefficients (R and Errv).

The analysis pointed out that the basin scale influenced the quality of the average daily rainfall. When the drainage area increased, the rain gauges' scarcity scenarios resulted, in most cases, in a smaller agreement between the estimated and the reference rainfall, even for TRMM rainfall. These results are evident when comparing the results between Turvo River Basin and the Upper Uruguay River Basin, the smallest and largest drainage area respectively, even if the larger basin has much lower rain gauge's density.

When analyzed the density of rain gauges in the monitoring network (km²:station⁻¹), it was possible to establish a clear relationship between this factor and an improvement in results. For example, 25% Scen of the Turvo River Basin presented a density of one rain gauge every 770 km² and a correlation with the Real Scen was R² = 0.89; for the 25% Scen of the Upper Uruguay River Basin with a density of one rain gauge every 3,641 km², R² = 0.97. Therefore, although Upper Uruguay River Basin has lower density of rain gauges, when compared against Turvo River Basin, its R² remained noticeably higher (in relation to the Real Scen).

In this sense, results indicate that information about the number of rain gauges and/or density must be allied to their distribution conditions and the basin area. In this study, the precipitation estimates for smaller river basin were most sensitive to the lack of rain gauges than the larger ones.

The rain gauges spatial distribution also performed as an important factor in the average rainfall values. For example, when analyzing the rain gauges’ distribution of the 50% Scen of the Ijuí River Basin, it did not cover the basin as well as then 25% Scen network. Consequently, although the number of rain gauges was halved R² was practically the same, decreasing minimally, from 0.95 to 0.94.

The TRMM scenarios presented a similar behavior to the rain gauge's scenarios, with lower dispersion for larger watersheds, as can be seen in Figures 3D, 3H, 3L and 3P. However, except for Jacuí River Basin, the average rainfall estimated by TRMM did not provide better results than the estimate with rain gauges, even in low density scenario.

In the Jacuí River Basin, TRMM scenario produced better results when compared to 25% Scen (Figure 3K and 3L), with R increasing from 0.87 to 0.88. Although small, this increase in the correlation indicates a higher reliability of the rainfall estimates by TRMM satellite data, when there is a condition of low density of rain gauges coupled with a poor spatial distribution, such as observed in the 25% Scen of this river basin.

Overall, the volume error were small for the hypothetical scenarios (% Scen). The lowest values were found at the Upper Uruguay River Basin and the largest ones for the Turvo River Basin. It is noteworthy that in most cases there was a rainfall overestimation, when compared with the real scenario. The TRMM satellite overestimated rainfall by approximately 15% in all river basins, except for the Ijuí River Basin, in which it was approximately 7.5% in agreement with results presented by Fensterseifer, Allasia and Paz (2016) and Schiavo Bernardi et al. (2015) in the same region.

In summary, the low rain gauge’s density compromised the estimative of average daily rainfall, especially for smaller river basins. TRMM's estimates proved not to be enough to replace rain gauges' data, except in a condition of large rain gauges' scarcity coupled with poor spatial distribution. Even in these cases, the satellite data needs corrections to improve accuracy.

### Rainfall-runoff in the different river basins scales

**Turvo River Basin** (1,540 km²)

Was considered the period from March 22, 1999 to May 31, 2005 to calibrate the IPH II’s parameters of the Turvo River Basin. The model's validation used the period from January 1, 2012 to July 29, 2014.

Table 2 shows that the mean and minimum values of simulated flow for this watershed remained close to the observed in the different evaluated scenarios. The maximum simulated flows values were underestimated compared to the maximum observed value, which expresses the difficulty of IPH II to represent the

| River Basin            | Parameter | Flows of precipitation scenarios (m³/s) |
|------------------------|-----------|----------------------------------------|
|                        |           | Observed Flow | Real Scen | 75% Scen | 50% Scen | 25% Scen | TRMM Scen |
| Turvo River            | Mean      | 39           | 40        | 42       | 40       | 43       | 42        |
|                        | Maximum   | 522          | 490       | 343      | 312      | 319      | 302       |
|                        | Minimum   | 4            | 2         | 2        | 4        | 5        | 4         |
|                        | Standard deviation | 39       | 29        | 32       | 33       | 31       | 31        |
| Ijuí River             | Mean      | 236          | 233       | 233      | 238      | 243      | 237       |
|                        | Maximum   | 1,427        | 1,436     | 1,444    | 1,635    | 1,687    | 1,368     |
|                        | Minimum   | 43           | 9         | 30       | 9        | 16       | 15        |
|                        | Standard deviation | 205      | 207       | 210      | 170      | 203      | 164       |
| Jacuí River            | Mean      | 724          | 723       | 721      | 714      | 737      | 806       |
|                        | Maximum   | 4,482        | 5,409     | 5,563    | 5,213    | 4,590    | 4,454     |
|                        | Minimum   | 83           | 41        | 27       | 26       | 27       | 58        |
|                        | Standard deviation | 698      | 642       | 661      | 661      | 666      | 626       |
| Upper Uruguay River    | Mean      | 1,700        | 1,776     | 1,776    | 1,770    | 1,704    | 1,688     |
|                        | Maximum   | 15,266       | 15,759    | 15,663   | 16,088   | 15,609   | 9,567     |
|                        | Minimum   | 293          | 101       | 103      | 93       | 85       | 243       |
|                        | Standard deviation | 1,602     | 1,414     | 1,418    | 1,400    | 1,425    | 1,245     |
peak flow. Table 3 presents the evaluation coefficients $E$ and $R^2$, resulting from calibration and validation. In Figure 4 are presented only the scatter plots between the observed and calculated flow obtained in the calibration step, since those achieved in validation step were similar.

During calibration, 75% Scen resulted in superior results ($E = 0.62$ and $R^2 = 0.63$) than those generated for the Real Scen ($E$ and $R^2$ both with a 0.59 value), and for other hypothetical scenarios. In Figure 4 can be observed that the simulated flow for the 75% Scen presented less dispersion in relation to the other.

Table 3. Results of the evaluation coefficients for Turvo River Basin.

| Modeling step | Evaluation coefficients | Real Scen | 75% Scen | 50% Scen | 25% Scen | TRMM Scen |
|---------------|-------------------------|----------|----------|----------|----------|-----------|
| Calibration   | $R^2$                   | 0.59     | 0.63     | 0.57     | 0.55     | 0.47      |
|               | $E$                     | 0.59     | 0.62     | 0.55     | 0.53     | 0.44      |
| Validation    | $R^2$                   | 0.69     | 0.67     | 0.61     | 0.61     | 0.51      |
|               | $E$                     | 0.63     | 0.66     | 0.53     | 0.50     | 0.44      |

Figure 4. Dispersion between observed flow against simulated flow for scenarios: Real Scen, 75% Scen, 50% Scen, 25% Scen and TRMM, for all basins.
ones. A similar behavior in validation step was observed for the coefficient E. In Figure 5 we can see graphically the adequacy between the observed and simulated flow in the calibration step for 75% Scen. This could be related with problems in the rain registry (because of problems with the equipment, observer, or position of the rain gauge, Tucci, 2013).

Galdino, Bravo and Gutierrez (2014) found similar results when they evaluated the influence of the number of rain gauges used in the estimation of the average rainfall series used as input for the adjustment of IPH II. The authors identified that, as they disregarded some rain gauges in the calculation of average rainfall, the model showed an improvement in flow simulation performance. This behavior is due mainly to the characteristic of high spatial variability of the precipitation in the basin, which need to be represented by a single average precipitation in the lumped model. It is also affected by errors related to the rain gauges measurements and placement.

Therefore, for the Turvo River Basin, the five rain gauges (75% Scen) produced a better result for the simulated flow when compared to the seven rain gauges (Real Scen). Should be noted that the rain gauges Três Passos (ANA 2753009) and Campo Novo (ANA 2753025) were the ones that impacted negatively the simulated flow. However, it should be considered that all precipitation scenarios evaluated for this river basin produced E and R² coefficients higher than 0.5, which is considered satisfactory by several authors (SANTHI et al., 2001; VAN LIEW; ARNOLD; GARBRECHT, 2003; COLLISCHONN, 2006; KOUCHI et al., 2017).

The simulated flows using TRMM satellite data produced the lower quality results (E equal 0.44 in the calibration and validation and R² equal 0.47 and 0.51 in the calibration and validation, respectively). Somehow was expected this result because of the relatively small area of the Turvo River Basin (approximately 1,540 km²) compared to satellite pixels area (4 pixels of approximately 625 km², totaling 2,500 km²). In other words, the average rainfall estimated by the satellite data covered an area much higher than the real area of the basin, which resulted in greater uncertainties regarding the rain gauges data.

**Ijui River Basin (9,462 km²)**

In the Ijui River Basin was considered the period from February 24, 1999 to March 31, 2002 for calibration and from January 10, 2006 to September 21, 2007, for validation. Table 4 presents the evaluation coefficients E and R² and some basic statistical parameters are presented in Table 2. In this basin, can be observed that the maximum flow for 50% Scen and 25% Scen were overestimated, while minimum values were underestimated in all evaluated scenarios (Table 2). The simulated mean flow remained close to observed in all scenarios. Figure 4 shows the scatter plots between observed and simulated flows.

The best performance was obtained with precipitation of Real Scen (Figures 4 and 6) with decreasing efficiency as the density of rain gauges was reduced accordingly in the 75% Scen and 50% Scen. For 25% Scen, the result was equivalent to the Real Scen in calibration, although it represents a condition in which the rainfall is estimated with only one-fourth of the rain gauges. This good result was associated to the adequate distribution of rain gauges in 25% Scen, where they were better spatially distributed when compared to 50% and 75% scenarios being the model able to capture the spatial variability of the precipitation.

Among the evaluated rainfall scenarios, the simulated flow with the TRMM data were the ones that presented the worst results. In the validation stage, the value of E reached -0.57, which can be justified by the difference in humidity between the calibration (wetter) and validation (drier) periods. Should be noted that the selected calibration and validation periods were chosen because of the continuous time series without faulty data, which made difficult with homogeneous humidity. In this way, can be explained the significant loss of efficiency (E) in the validation period for all scenarios in this Basin.

### Table 4. Results of the evaluation coefficients for the Ijui River Basin.

| Modeling step | Evaluation coefficient | Real Scen | 75% Scen | 50% Scen | 25% Scen | TRMM Scen |
|---------------|------------------------|-----------|----------|----------|----------|-----------|
| Calibration   | R²                     | 0.87      | 0.79     | 0.74     | 0.86     | 0.67      |
|               | E                      | 0.87      | 0.77     | 0.74     | 0.86     | 0.67      |
| Validation    | R²                     | 0.79      | 0.76     | 0.74     | 0.71     | 0.56      |
|               | E                      | 0.63      | 0.68     | 0.47     | 0.59     | -0.57     |

**Figure 5.** Observed and simulated daily flows for the 75% Scen of the Turvo River Basin, for the calibration step.

**Figure 6.** Observed and simulated daily flows for the Real Scen of the Ijui River Basin, for the calibration step.
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Jacuí River Basin (38,700 km²)

In the Jacuí River Basin was considered the period from January 2, 2005, to December 31, 2008, and from July 24, 2012, to July 29, 2014, to calibrate and validate the model, respectively (Tables 2 and 5). In this basin, the maximum flow was, in general, overestimated - except the value of TRMM Scen and the minimum underestimated, so the standard deviation presented close values between the different scenarios. In relation to the mean values, the one obtained by the TRMM Scen was overestimated and those obtained for the other scenarios were close to the average value of observed flow rate, confirming the bias towards higher rainfall values of 3B42.

The Real Scen obtained the best performance of the model (Figures 4 and 7), with loss of efficiency as the model reduced the number of rain gauges to estimate the mean precipitation.

Despite the decrease in E and R² in all scenarios from the Real Scen, it is worth noting the sharp reduction at 25% Scen. Even though it remained above the limit considered satisfactory in the calibration (greater than 0.5), it presented poor validation performance, resulting in an E of 0.39. Possibly this result is associated to the poor distribution of the rainfall stations used in the estimation of the spatial mean rainfall in this scenario as the stations are located only in the upstream region of this large basin.

TRMM Scen produced better results when compared to those generated by 25% Scen, both in calibration and validation. This result confirms the importance of the good spatial distribution of rain gauges for the estimation of the spatialized average rainfall. It indicates that, under conditions of high scarcity and poor distribution of rain gauges, the use of satellite estimates in a lumped rainfall-runoff modeling may present higher results.

Upper Uruguay River Basin (61,900 km²)

Was considered the period from June 5, 2000, to February 28, 2005, for calibration, with a mean flow rate of 1,700 m³.s⁻¹. The validation occurred in the period between August 27, 2005, and September 8, 2009, with a mean flow rate of 1,485 m³.s⁻¹. E and R² are presented in Table 6 and statistics in Table 2. Maximum flow obtained from 3B42 for TRMM Scen was underestimated when compared to the other scenarios. Minimum flows were underestimated compared to the minimum observed value for all scenarios. This has repercussions on the results found for the standard deviations, which resulted lower than for the observed flow. Average flows remained close between the different scenarios (Table 2 and Figure 4).

Compared against Ijuí and Jacuí basins, the result obtained in this basin were worse. There is a greater dispersion between the observed and calculated flow for all the scenarios (Figure 4). This was expected due to the area of the Upper Uruguay River Basin that is beyond the scope of IPH II model, even if this basin presented the best results in the rainfall analysis for all scenarios. Also, previous studies have indicated a high heterogeneity in the physical characteristics of this basin, which influences the performance of lumped models.

In addition to the high spatial heterogeneity, in the Upper Uruguay River basin should also be considered the changes in the hydrological regime induced by hydroelectric power stations not represented specifically in the lumped model. Among the main hydroelectric plants included in this basin, may be mentioned: Campos Novos in the Canoas River; Barra Grande and Machadinho in the Pelotas River; Itá, which is the largest hydroelectric dam in Rio Grande do Sul State and Foz do Chapecó in the Uruguay

Table 5. Results of the evaluation coefficients for the Jacuí River Basin.

| Modeling step | Evaluation coefficient | Rainfall Scenarios |
|---------------|------------------------|--------------------|
|               | Real Scen | 75% Scen | 50% Scen | 25% Scen | TRMM Scen |
| Calibration   | \( R^2 \) | 0.90 | 0.88 | 0.86 | 0.74 | 0.78 |
|               | \( E \) | 0.90 | 0.88 | 0.86 | 0.73 | 0.77 |
| Validation    | \( R^2 \) | 0.67 | 0.66 | 0.62 | 0.47 | 0.62 |
|               | \( E \) | 0.66 | 0.64 | 0.58 | 0.39 | 0.57 |

Table 6. Results of the evaluation coefficients for the Upper Uruguay River Basin.

| Modeling step | Evaluation coefficient | Rainfall Scenarios |
|---------------|------------------------|--------------------|
|               | Real Scen | 75% Scen | 50% Scen | 25% Scen | TRMM Scen |
| Calibration   | \( R^2 \) | 0.71 | 0.71 | 0.69 | 0.70 | 0.61 |
|               | \( E \) | 0.71 | 0.71 | 0.69 | 0.70 | 0.61 |
| Validation    | \( R^2 \) | 0.57 | 0.56 | 0.52 | 0.57 | 0.38 |
|               | \( E \) | 0.54 | 0.53 | 0.49 | 0.55 | 0.06 |
River as well as several small hydroelectric power plants in the tributaries. It is important to note, that due to the widespread use of hydroelectricity, it is not possible to find in the region basins that met the criteria established in the methodology (area, distribution of rain and stream gauges and climatological stations).

However, even with these limitations, the results should be considered at least acceptable, with the exception of the TRMM Scen. Figure 8 shows that Real Scen produced slightly better results than the other scenarios.

In this light, if better results are required, it is recommended the use of a distributed hydrological model, suitable for the scale of the basin and capable of representing dams.

General comments

Results clearly showed that the basin scale influenced the quality of the results as the area increased from 1,540 km$^2$ to 61,900 km$^2$. When the drainage area increased, the rain gauges scarcity scenarios resulted, in most cases, in a smaller difference between the estimated and the reference rainfall, even for TRMM rainfall, demonstrating the more susceptibility to uncertainties in rainfall characterization in the smaller basins.

However, when analyzed the density of rain gauges in the monitoring network (km$^2$.station$^{-1}$), it was not possible to establish a clear relationship between this factor and an improvement in results, representing that information about the rain gauges density must be linked to their distribution.

During rainfall-runoff simulation, there was not a pattern in the flows’ overestimation or underestimation between the different scenarios evaluated, as is shown in Figure 4. The efficiency in flow generation improved as the basin area increased, until reaching a certain scale when results lost quality. This should be related to the performance limitations of lumped models and specifically to IPH II scope.

Similar behavior was also observed when using rainfall from TRMM satellite data. In this case, the quality of the simulated flow changes from not acceptable (E and R$^2$ less than 0.5) to acceptable (E and R$^2$ between 0.5 and 0.75) and very good (greater than 0.75), as the drainage area increased from 1,540 km$^2$ to 9,462 km$^2$, and then to 38,700 km$^2$.

In the largest basin, the Upper Uruguay River Basin, with 61,900 km$^2$, results were not so good due to the limitations of the model already discussed. However, despite the reduction in the E and R$^2$ coefficients, when compared with the immediately smaller area basin (the Jacuí River Basin), these remained in ranges considered acceptable for the calibration step. This could be also observed in the result of TRMM scenario across different basins (Figure 9).

CONCLUSION

In this work, was analyzed how the density and spatial distribution of the rainfall monitoring network can influence the performance of the IPH II, a lumped hydrological model, considering river basins with different areas. In a complementary way, was also evaluated the possibility of TRMM 3B42 product, version 7, in substitution of rain gauges data, in order to represent an ungagged basin situation in different scales.

Was found that the number of rain gauge stations is important for the accuracy of the estimative of average daily rainfall used as input data in the lumped model. However, the basin drainage area and the rain gauge spatial distribution were
more relevant for this estimation than the number of stations in the area (i.e. density).

Furthermore, scenarios, where rain gauges were spatially well-distributed in the basin, produced better model performances during rainfall-runoff simulations, compared to those with poor distribution, even when rain gauges were in larger numbers in accordance with results presented by Silans, Almeida and Porto (2009). Results also showed that smaller river basins are more sensitive to low rain gauges density during flow simulation than the larger ones. In this way, information related to rain gauges’ spatial distribution and density should be taken into account in the modeling process. Additionally, simulated flows by using rain gauges data produced better model performance than using TRMM rainfall estimates, even for low rain gauge density scenarios. However, when low rain gauges density was associated with poor spatial distribution, the TRMM satellite data appeared as a viable alternative.

In this sense, the rainfall estimation by means of TRMM, one of the most widespread and used satellites to estimate tropical precipitation, may be a feasible alternative, particularly for large ungauged river basins.
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