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Abstract. The affine scaling method has been a typical approach to study complex domains with noncompact automorphism group. In this article, we will introduce an alternative approach, so called, the method of potential scaling to construct a certain class of potential functions of the Kähler-Einstein metric. We will also prove that if a bounded pseudoconvex domain admits a potential function of the Kähler-Einstein metric whose differential has constant length, then there is an 1-parameter family of automorphisms.

1. Introduction

For a bounded domain $\Omega$ in the complex Euclidean space $\mathbb{C}^n$, the automorphism group of $\Omega$, denoted by $\text{Aut}(\Omega)$, is the set of automorphisms (self-biholomorphisms) of $\Omega$ under the law of the mapping composition. The automorphism group $\text{Aut}(\Omega)$ with the compact-open topology has a Lie group structure. A fundamental problem in both Complex Analysis and Complex Geometry is the classification of pseudoconvex domains with noncompact automorphism group; especially domains with compact quotient. A fundamental result of the classification is B. Wong’s theorem in [20]: a strongly pseudoconvex bounded domain with noncompact automorphism group is biholomorphic to the unit ball. Due to J.P. Rosay’s improvement [18], the unit ball is the biholomorphically unique, smoothly bounded domain with compact quotient (see also [9]). After S. Pinchuk’s observation ([16], [17]), the affine scaling method has been a typical approach to classify such domains (see [11], [13], [14]). The main application of the affine scaling method is to show the existence of 1-parameter family of automorphisms. This is an important ingredient in S. Frankel’s study on convex domains with compact quotient ([8]).

The affine scaling method is to construct a biholomorphism from a domain with noncompact automorphism group to an unbounded domain admitting an affine translation as its holomorphic tranformation. Suppose that $\text{Aut}(\Omega)$ is noncompact, equivalently, there exists a sequence of automorphisms $\{f_j\}$ of $\Omega$ such that an automorphism orbit $\{f_j(p)\}$ for some $p \in \Omega$ accumulates at a boundary point of $\Omega$. Then any subsequential limit of $\{f_j\}$ is a holomorphic mapping from $\Omega$ to the boundary $\partial \Omega$; thus it is not a biholomorphic imbedding of $\Omega$ into $\mathbb{C}^n$ anymore. In the scaling method, taking an affine mapping $A_j$ of $\mathbb{C}^n$ whose jacobian $dA_j$ blows up properly, we can make $\{A_j \circ f_j\}$ to converge subsequentially to a biholomorphic imbedding.
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The choice of affine mappings is strongly depends on the boundary geometry at an orbit accumulation point and the boundary behavior of an automorphism orbit. In this paper, we will introduce a method of potential scaling to construct a certain class of potential functions for the holomorphically invariant Kähler metric; especially the complete Kähler-Einstein metric (Section 2). If the potential function we obtained satisfies a specified condition, we can construct an 1-parameter family of automorphisms (Theorem 2.4). This is an alternative (but fundamentally same) approach to the affine scaling method in the study of domains with noncompact automorphism group. We will also deal with a relation to the affine scaling method.

Notation and Convention. Throughout paper, the summation convention for duplicated indices is always assumed. We denote the complex conjugate of a tensor by taking the bar on the indices, that is, $\bar{z^\alpha} = z^\alpha$, $\bar{h_{\alpha\bar{\beta}}} = h_{\bar{\alpha}\beta}$ and so on.

2. The method of potential scaling and main results

In this section, we introduce the method of potential scaling and main results. The potential scaling is to rescale potential functions of the holomorphically invariant Kähler metric of a bounded pseudoconvex domain by automorphisms. Typical invariant Kähler metrics are the complete Kähler-Einstein metric and the Bergman metric. In this paper, we will focus on the Kähler-Einstein metric. At the last of this section, we will also discuss the potential scaling for the Bergman metric.

2.1. The Kähler-Einstein metric. For a bounded pseudoconvex domain $\Omega$ in $\mathbb{C}^n$, the Kähler-Einstein metric of $\Omega$, denoted by its Kähler form $\omega_{\text{KE}}$, is the unique complete Kähler metric with the normalized Einstein condition,

$$\text{Ric}_{\omega_{\text{KE}}} = -(n+1)\omega_{\text{KE}}.$$  

The uniqueness is due to Yau’s Schwarz lemma in [21] and the existence is due to Cheng-Yau [3] and Mok-Yau [15]. Since $\text{Ric}_{\omega_{\text{KE}}} = -dd^c \log \det(h_{\alpha\bar{\beta}})$ where $\omega_{\text{KE}} = ih_{\alpha\beta}dz^\alpha \wedge dz^\beta$ in the standard coordinates $z = (z^1, \ldots, z^n)$ and $d^c = \frac{i}{2} (\bar{\partial} - \partial)$, we can write the Einstein condition by $dd^c \log \det(h_{\alpha\bar{\beta}}) = (n+1)\omega_{\text{KE}}$. For the sake of simplicity, we will denote by

$$\psi = \det(h_{\alpha\bar{\beta}})$$

throughout this paper. Then the Einstein condition is now of the form

$$dd^c \log \psi = (n+1)\omega_{\text{KE}}.$$  

Thus the function $\log \psi$ is a canonical potential function of $\omega_{\text{KE}}$. By Yau’s Schwarz lemma, each automorphism $f \in \text{Aut}(\Omega)$ preserves the volume form so that

$$f^* (\omega_{\text{KE}})^n = (\omega_{\text{KE}})^n$$

equivalently

$$\left(\psi \circ f\right) |J_f|^2 = \psi. \quad (2.1)$$

This implies that each $f \in \text{Aut}(\Omega)$ satisfies

$$(n+1)f^* \omega_{\text{KE}} = f^* dd^c \log \psi = dd^c \log (\psi \circ f)$$

$$= dd^c \left( \log \psi - \log |J_f|^2 \right) = dd^c \log \psi = (n+1)\omega_{\text{KE}},$$
so is an isometry of $\omega_{\text{KE}}$. Here $J_f$ is the holomorphic Jacobian determinant

$$J_f = \det \left( \frac{\partial f^\alpha}{\partial z^\beta} \right)$$

of the holomorphic mapping $f = (f^1, \ldots, f^n)$.

2.2. The scaling of Kähler-Einstein potentials. Let $f \in \text{Aut}(\Omega)$ and consider the pulling-back function

$$f^* \log \psi = \log(\psi \circ f)$$

which is also a potential function of $\omega_{\text{KE}}$ for each $f \in \text{Aut}(\Omega)$ by (2.1).

Suppose that there is a sequence $\{f_j\}$ of automorphisms whose orbit of a point of $\Omega$ accumulates at a boundary point. Since any subsequential limit $\{f_j(p_j)\}$ for each $p \in \Omega$ is on the boundary $\partial \Omega$, the completeness of $\omega_{\text{KE}}$ implies that the sequence of potential functions, $\{\log(\psi \circ f_j)\}$, blows up in the sense that $\lim_{j \to \infty} \log(\psi \circ f_j) = \infty$. The method of potential scaling is to take dominators $c_j$ properly so that potential functions

$$\log \frac{\psi \circ f_j}{c_j}$$

converges to another potential function of $\omega_{\text{KE}}$. The following theorem is on the convergence of the potential scaling.

**Theorem 2.1.** Let $\omega_{\text{KE}} = i h_{\alpha \bar{\beta}} dz^\alpha \wedge d\bar{z}^\beta$ be the Kähler-Einstein metric of the bounded pseudoconvex domain $\Omega$ and let $\psi = \det(h_{\alpha \bar{\beta}})$. Suppose that there is a constant $C > 0$ with

$$\|d \log \psi\|^2_{\omega_{\text{KE}}} = \frac{\partial \log \psi}{\partial z^\alpha} \frac{\partial \log \psi}{\partial \bar{z}^\beta} h_{\alpha \bar{\beta}} < C^2 \text{ on } \Omega. \quad (2.2)$$

Then for any compact subset $K$ in $\Omega$, the collection of holomorphic functions,

$$\mathcal{F}_K = \left\{ \frac{J_f}{J_f(p)} : f \in \text{Aut}(\Omega), p \in K \right\},$$

is a normal family. Moreover any limit of a convergent sequence in $\mathcal{F}_K$ is a nowhere vanishing holomorphic function.

Here $(h_{\alpha \bar{\beta}})$ stands for the inverse matrix of the Kähler-Einstein metric $(h_{\alpha \bar{\beta}})$. Assumption (2.2) is associated with the Kähler-hyperbolicity of $\omega_{\text{KE}}$ as will be mentioned in Remark 2.7. We will prove this theorem in Section 3.

For a compact subset $K$ in $\Omega$, take $f_j \in \text{Aut}(\Omega)$ and $p_j \in K$ for each $j$. Under the assumption of Theorem 2.1 let us consider a potential scaling

$$\log \frac{\psi \circ f_j}{(\psi \circ f_j)(p_j)}.$$

Since

$$\frac{\psi \circ f_j}{(\psi \circ f_j)(p_j)} = \frac{\psi}{\psi(p_j)} \frac{J_{f_j}(p_j)}{J_{f_j}}$$

by (2.1), Theorem 2.1 implies that the sequence $\{J_{f_j}/J_{f_j}(p_j)\}$ admits a subsequence converging uniformly on any compact subset of $\Omega$. Passing to a subsequence, we may assume that $J_{f_j}/J_{f_j}(p_j) \to \eta$ uniformly on any compact subset of $\Omega$ and $p_j \to p \in \Omega$. Then

$$\frac{\psi \circ f_j}{(\psi \circ f_j)(p_j)} \to \psi_\infty = \frac{\psi}{\psi(p)} \frac{1}{|\eta|^2} \quad (2.3)$$
in the local $C^\infty$ topology. Therefore $\log \psi_\infty$ satisfies $dd^c \log \psi_\infty = (n + 1)\omega_{KE}$, so it is also a potential function of $\omega_{KE}$.

The function $\log \psi_\infty$ possesses information on the boundary value of $\|d \log \psi\|^2_{\omega_{KE}}$.

**Proposition 2.2.** Assume (2.3). Then

$$\|d \log \psi_\infty\|_{\omega_{KE}} (p) = \lim_{j \to \infty} \|\log \psi\|_{\omega_{KE}} (f_j (p))$$

for any $p \in \Omega$.

**Proof.** Since each $f_j$ is an isometry of $\omega_{KE}$, we have

$$\|d \log \psi_\infty\|_{\omega_{KE}} (p) = \lim_{j \to \infty} \|\log \psi\circ f_j\|_{\omega_{KE}} (p) = \lim_{j \to \infty} \|\log \psi\|_{\omega_{KE}} (f_j (p))$$

for any $p \in \Omega$. \qed

Let us see the boundary behavior of $\|\log \psi\|^2_{\omega_{KE}}$ of the unit ball.

**Example 2.3.** For the unit ball $\mathbb{B}^n = \{ z \in \mathbb{C}^n : \|z\| < 1 \}$, the Kähler-Einstein metric $\omega_{KE}^{\mathbb{B}^n} = ih^{\mathbb{B}^n}_{\alpha\beta} dz^\alpha \wedge d\bar{z}^\beta$ is given by

$$h^{\mathbb{B}^n}_{\alpha\beta} = \frac{1}{(1 - \|z\|^2)^2} \left( \delta_{\alpha\beta} (1 - \|z\|^2) + z^\alpha \bar{z}^\beta \right),$$

and its inverse is given by

$$(h^{\mathbb{B}^n})^{\alpha\beta} = (1 - \|z\|^2) \left( \delta^{\alpha\beta} - z^\alpha \bar{z}^\beta \right).$$

For the determinant of the metric tensor

$$\psi^{\mathbb{B}^n} = \det(h^{\mathbb{B}^n}) = \frac{1}{(1 - \|z\|^2)^{n+1}},$$

we can easily see $dd^c \log \psi^{\mathbb{B}^n} = (n + 1)\omega_{KE}^{\mathbb{B}^n}$. Then we have

$$\|d \log \psi^{\mathbb{B}^n}\|^2_{\omega_{KE}} = (n + 1)^2 \|z\|^2.$$  

This implies that the boundary value of $\|d \log \psi^{\mathbb{B}^n}\|^2_{\omega_{KE}}$ is $n + 1$.

In the case of a strongly pseudoconvex domain $\Omega$ with $C^\infty$ smooth boundary, the boundary behavior of the geometric quantities of $\log \psi$ is the same as that of the unit ball (see [3, 19, 4]). Thus function $\|d \log \psi\|_{\omega_{KE}}$ is continuous up to the boundary of $\Omega$ and its boundary value is always $n + 1$:

$$\lim_{p \to \partial \Omega} \|\log \psi\|_{\omega_{KE}} (p) = n + 1.$$  

Proposition 2.2 implies that if an orbit of $\{ f_j \}$ accumulate at a boundary point of $\Omega$, then the potential scaling limit $\log \psi_\infty$ satisfies

$$\|d \log \psi_\infty\|_{\omega_{KE}} = n + 1.$$  

The second main result of this paper is on the existence of 1-parameter family of automorphisms.
Theorem 2.4. Let $\Omega$ be a bounded pseudoconvex domain in $\mathbb{C}^n$. If there is a positive-valued smooth function $\tilde{\psi} : \Omega \to \mathbb{R}$ such that
\[
d\!\!d^c \log \tilde{\psi} = (n+1)\omega_{\text{KE}} \quad \text{and} \quad \|d\log \tilde{\psi}\|_{\omega_{\text{KE}}} \equiv C
\]
for some positive constant $C \leq n+1$, then there is a nowhere vanishing complete holomorphic vector field on $\Omega$.

By a holomorphic tangent vector field, we mean a holomorphic section $Z$ to the holomorphic tangent bundle $T^{1,0}\Omega$. If the corresponding real tangent vector field $\text{Re}Z = Z + \overline{Z}$ is complete, we also say $Z$ is complete. Thus a complete holomorphic tangent vector field in Theorem 2.4 generates an 1-parameter family of holomorphic automorphisms of $\Omega$. The proof will be in Section 4.

From Kai-Ohsawa [11], every bounded homogeneous domain (equivalently, a bounded pseudoconvex domain biholomorphic to an affine homogeneous domain) has a potential function $\log \tilde{\psi}$ of $\omega_{\text{KE}}$ such that $\|d\log \tilde{\psi}\|_{\omega_{\text{KE}}}$ is constant and the constant is uniquely determined by the complex structure of the domain. But most bounded homogeneous domains in $\mathbb{C}^n$ except the unit ball should have the constant greater than $n+1$. In the 1-dimensional case, the possible constant is only $2 = 1+1$. This case have been dealt in [5]:

Theorem 2.5 (Theorem 3.1 in [5]). Let $X$ be a Riemann surface with a complete hermitian metric $\omega_X$ with constant Gaussian curvature $-4$. If there is a function $\varphi : X \to \mathbb{R}$ with
\[
d\!\!d^c \log \varphi = 2\omega_X \quad \text{and} \quad \|d\log \varphi\|_{\omega_X} \equiv 2
\]
then there is a nowhere vanishing complete holomorphic vector field on $X$.

2.3. Affine scaling limits and potential scaling limits. As we mentioned in Introduction, the affine scaling method for a sequence \{\(f_j\)} of automorphisms of $\Omega$ is to take affine mapping $A_j$ so that \(A_j \circ f_j\) converges to a holomorphic imbedding. The scaling method due to S. Frankel [8] is to choose $A_j$ as
\[
A_j(z) = (df_j(p_j))^{-1}(z - f_j(p_j))
\]
where $p_j$ lies on a fixed compact subset $K$ of $\Omega$. If $\Omega$ is convex or the boundary of an orbit accumulating point is locally convex, then the scaling sequence
\[
A_j \circ f_j(z) = (df_j(p_j))^{-1}(f_j(z) - f_j(p_j)) \quad (2.4)
\]
converges to a biholomorphic imbedding (see K.T. Kim [12]).

Suppose that \(A_j \circ f_j\) in (2.3) converges to a biholomorphism $F : \Omega \to \Omega'$. Since each holomorphic Jacobian determinant of $A_j \circ f_j$ is of the form
\[
J_{A_j \circ f_j} = J_{A_j} J_{f_j} = J_{f_j} / J_{f_j}(p_j),
\]
we have
\[
\frac{J_{f_j}}{J_{f_j}(p_j)} \to J_F.
\]
This implies that $J_F$ is the same as $\eta$ in (2.3).

Let $\omega_{\text{KE}} = ih_{\alpha\beta}dz^\alpha \wedge d\bar{z}^\beta$ and $\omega'_{\text{KE}} = ih'_{\alpha\beta}dz^\alpha \wedge d\bar{z}^\beta$ be the Kähler-Einstein metrics of $\Omega$ and $\Omega'$, respectively. Since $F^*\omega'_{\text{KE}} = \omega_{\text{KE}}$, we have
\[
(\psi' \circ F)|J_F|^2 = \psi
\]
where $\psi = \det(h_{\alpha\overline{\beta}})$ and $\psi' = \det(h'_{\alpha\overline{\beta}})$. The scaling limit $\psi_\infty$ as in (2.3) is indeed the pulling-back of $\psi'$ by $F$ in the sense of

$$
\psi_\infty = \frac{\psi}{\psi(p)} \frac{1}{|\eta|^2} = \frac{\psi}{\psi(p)} \frac{1}{|J_F|^2} = \frac{1}{\psi(p)} \psi' \circ F.
$$

As a conclusion, the potential scaling limit $\log \psi_\infty$ is the pulling-back of the canonical potential function $\psi' = \det(h'_{\alpha\overline{\beta}})$ of the limit domain $\Omega'$ by the affine scaling limit $F$.

### 2.4. The scaling of Bergman kernel functions.

For a bounded domain $\Omega$ in $\mathbb{C}^n$, the Bergman metric $\omega_B$ of $\Omega$ is defined by

$$
\omega_B = \frac{dd^c \log K_\Omega}{|J_F|^2}.
$$

where $K_\Omega = K_\Omega(z, \overline{z})$ is the Bergman kernel function of $\Omega$ ([2]). By the transformation formula of $K_\Omega$ under $f \in \text{Aut}(\Omega)$, namely

$$
(K_\Omega \circ f)|J_f|^2 = K_\Omega,
$$

the Bergman metric is invariant under the action by Aut(\Omega). Thus every automorphism of $\Omega$ is an isometry with respect to $\omega_B$. Identity (2.5) also implies the analogue of Theorem 2.1 as following.

**Theorem 2.6.** Let $\omega_B = i g_{\alpha\overline{\beta}} dz^\alpha \wedge d\overline{z}^\beta$ be the Bergman metric of the bounded domain $\Omega$. Suppose that the length of $d \log K_\Omega$ with respect to $\omega_B$ is bounded, i.e. there is a constant $C > 0$ with

$$
\|d \log K_\Omega\|_{\omega_B}^2 = \frac{\partial \log K_\Omega}{\partial z^\alpha} \frac{\partial \log K_\Omega}{\partial \overline{z}^\beta} g^{\alpha\overline{\beta}} < C^2
$$

on $\Omega$. For any compact subset $K$ in $\Omega$, the collection of holomorphic functions,

$$
\mathcal{F}_K = \left\{ \frac{J_f}{J_f(p)} : f \in \text{Aut}(\Omega), p \in K \right\},
$$

is a normal family. Moreover any limit of a convergent sequence in $\mathcal{F}_K$ is a nowhere vanishing holomorphic function.

As same as the scaling of Kähler-Einstein potentials, this theorem implies the convergence of

$$
\log \left( \frac{K_\Omega \circ f_j}{(K_\Omega \circ f_j)(p_j)} \right),
$$

under Assumption (2.6).

**Remark 2.7.** Assumptions (2.2) and (2.6) are sufficient conditions for $\omega_{KE}$ and $\omega_B$ to be Kähler hyperbolic, respectively. Let $(X, \omega)$ be a $n$-dimensional Kähler manifold. If there is a global 1-form $\theta$ such that $d\theta = \omega$ and the length $\|\theta\|_\omega$ of $\theta$ with respect to $\omega$ is bounded on $X$, then $(X, \omega)$ is called *Kähler hyperbolic* due to M. Gromov [10]. The Kähler-hyperbolicity implies the vanishing of the space of $L^2$ harmonic $(p, q)$ forms (see [10] also).

Suppose that there is a global Kähler potential $\Phi : X \to \mathbb{R}$ of $\omega$, i.e. $dd^c \Phi = \omega$. If $\|d\Phi\|_{\omega}$ is bounded on $X$, then $\omega$ is Kähler hyperbolic because $\|d^c \Phi\|_{\omega} = 2 \|d\Phi\|_{\omega}$. For a bounded pseudoconvex domain $\Omega$, the typical invariant Kähler metric has a canonical global potential, so the study on the Kähler hyperbolicity of domains has been concentrated on the length of differential of the canonical potentials (see [11] [22]).
3. Convergence of potential scaling

In order to prove Theorem 2.1 and Theorem 2.6, we have the following basic estimate.

**Lemma 3.1.** Let $\Omega$ be a domain in $\mathbb{C}^n$ with a holomorphically invariant Kähler metric $\omega$. Suppose that there is a positive-valued function $\varphi : \Omega \to \mathbb{R}$ satisfying

$$\|d\log \varphi\|_\omega < C \quad \text{on } \Omega$$

(3.1)

for some $C > 0$. Then for each compact subsets $K$ and $K'$ in $\Omega$, there is $A > 0$ such that

$$\frac{1}{A} \leq \frac{\varphi \circ f}{(\varphi \circ f)(p)} \leq A \quad \text{on } K'$$

for any $f \in \text{Aut}(\Omega)$ and $p \in K$.

**Proof.** Let $f \in \text{Aut}(\Omega)$ and $p \in K$. The automorphism $f$ is isometric with respect to $\omega$ so that $\|d(\varphi \circ f)\|^2_\omega = \|d\varphi\|^2_\omega \circ f$. Since $\varphi$ is positive on $\Omega$, we have $d\varphi = \varphi(d\log \varphi)$; hence

$$\|d(\varphi \circ f)\|^2_\omega = \|d\varphi\|^2_\omega \circ f = (\varphi \circ f)^2 \left(\|d\log \varphi\|^2_\omega \circ f\right).$$

(3.2)

For the sake of simplicity, let us denote by $\sigma_{f,p} = \varphi \circ f / (\varphi \circ f)(p)$. Assumption (3.1) and Identity (3.2) imply that

$$\|d\sigma_{f,p}\|^2_\omega = \frac{1}{(\varphi \circ f)(p)} \|d(\varphi \circ f)\|^2_\omega = \left(\frac{\varphi \circ f}{(\varphi \circ f)(p)}\right)^2 \left(\|d\log \varphi\|^2_\omega \circ f\right).$$

$$\leq C^2 |\sigma_{f,p}|^2.$$

For a unit speed curve $\gamma : (-R, R) \to \Omega$ with respect to $\omega$ with $\gamma(0) = p$, this inequality implies that the positive-valued function $\sigma_{f,p} \circ \gamma : \mathbb{R} \to \mathbb{R}$ satisfies

$$|\sigma_{f,p} \circ \gamma(t)| \leq C(\sigma_{f,p} \circ \gamma)(t).$$

Since $(\sigma_{f,p} \circ \gamma)(0) = \sigma_{f,p}(p) = 1$, Gronwall’s inequality gives

$$e^{-Ct} \leq (\sigma_{f,p} \circ \gamma)(t) \leq e^{Ct}.$$

For a point $q \in \Omega$ with $d_\omega(p, q) < R$ where $d_\omega$ is the distance associated to $\omega$, we get

$$e^{-CR} \leq \sigma_{f,p}(q) \leq e^{CR}.$$

This is independent of any choice of $f \in \text{Aut}(\Omega)$ and $p \in K$. Let $K'$ be a compact subset of $\Omega$ and let $R = \sup\{d_\omega(p, q) : p \in K, q \in K'\}$. Then we have

$$e^{-CR} \leq \sigma_{f,p}(q) \leq e^{CR} \quad \text{for any } q \in K'.$$

This completes the proof. $\square$

**Remark 3.2.** In this proof, we only use the fact that $f \in \text{Aut}(\Omega)$ is the isometry of $\omega$. Therefore the estimate in Lemma 3.1 holds for any isometry $f$ of $(\Omega, \omega)$.

Now we present proofs of Theorem 2.1 and Theorem 2.6.

**Proof of Theorem 2.1 and Theorem 2.6.** We will prove both theorems simultaneously. Let $\omega$ be a invariant Kähler metric of $\Omega$:
(1) If $\omega$ is the complete Kähler-Einstein metric $\omega_{KE}$, let $\varphi = \det(h_{\alpha\overline{\beta}})$ where $\omega_{KE} = ih_{\alpha\overline{\beta}}dz^\alpha \wedge d\overline{z}^\beta$. 

(2) If $\omega$ is the Bergman metric $\omega_B$, let $\varphi = K_{\Omega}$.

In both cases, Equations (2.1) and (2.5) imply that

$$ (\varphi \circ f)|_{J_f|^2} = \varphi $$

for any $f \in \text{Aut}(\Omega)$.

Now let us assume that $\|d \log \varphi\|_\omega < C$ on $\Omega$.

for a constant $C > 0$ and let $K$ be a compact subset of $\Omega$. Lemma 3.1 implies that for any compact subset $K' \subset \Omega$, we have $A > 0$ such that

$$ \frac{1}{A} \leq \frac{\varphi \circ f}{\varphi(f(p))} \leq A \quad \text{on } K' $$

for any $f \in \text{Aut}(\Omega)$ and $p \in K$. By the transformation formula (3.3), we have

$$ \frac{1}{A} \leq \frac{\varphi \circ f}{\varphi(f(p))} \frac{|J_f(p)|^2}{J_f(p)} \leq A \quad \text{on } K' $$

In other words,

$$ \frac{1}{A} \varphi \varphi(p) \leq \frac{|J_f(p)|^2}{J_f(p)^2} \leq A \frac{\varphi}{\varphi(p)} \quad \text{on } K' $$

Since the function $\varphi/\varphi(p)$ is pinched by positive constants on $K'$ independent of the choice of $p \in K$, we can conclude that every element of

$$ \mathcal{F}_K = \left\{ \frac{J_f}{J_f(p)} : f \in \text{Aut}(\Omega), p \in K \right\} $$

is uniformly bounded on $K'$. Since $K'$ is arbitrary, Montel’s theorem implies that $\mathcal{F}_K$ is normal.

Since $J_f/J_f(p) = 1$ at $p$, a limit holomorphic function of $\{J_f/J_f(p) : f \in \text{Aut}(\Omega)\}$ is nowhere vanishing by Hurwitz’s theorem. This completes the proof of Theorem 2.1 and Theorem 2.6.

\[\square\]

4. Existence of complete holomorphic vector fields

In this section, we will prove Theorem 2.4. Throughout this section, we will use the symbol $\Phi$ as a potential function of the Kähler-Einstein metric, instead of $\log \tilde{\psi}$ as in Theorem 2.4.

4.1. Covariant derivatives of potential functions. Let $\Omega$ be a bounded pseudoconvex domain in $\mathbb{C}^n$ with the Kähler-Einstein metric $\omega_{KE} = ih_{\alpha\overline{\beta}}dz^\alpha \wedge d\overline{z}^\beta$. Suppose that there is a potential function $\Phi : \Omega \to \mathbb{R}$ in the sense that $dd^c \Phi = (n+1)\omega_{KE}$. We will compute covariant derivatives of

$$ \|d\Phi\|^2_{\omega_{KE}} = \Phi_{\alpha\overline{\beta}}h^{\alpha\overline{\beta}} = \Phi_{\alpha} \Phi^{\alpha} $$

As above, we will use the matrix of the Kähler metric $(h_{\alpha\overline{\beta}})$ and its inverse matrix $(h^{\alpha\overline{\beta}})$ to raise and lower indices. We will denote coordinate vector fields by $\partial_\alpha = \partial/\partial z^\alpha$ and $\partial_{\overline{\alpha}} = \partial/\partial \overline{z}^\alpha$ for $\alpha = 1, \ldots, n$ and covariant derivatives by $\nabla_A = \nabla_{\partial_A}$ for $A = 1, \ldots, n, 1, \ldots, \overline{n}$ where $\nabla$ is the Kähler connection of $\omega_{KE}$. Especially
covariant derivatives of $\Phi$ will be denoted by $\Phi_A = \nabla_A \Phi = \partial_A \Phi$, $\Phi_{AB} = \nabla_B \nabla_A \Phi$ and so on. Since $\Phi$ is real-valued, $\Phi_{A\bar{B}} = \Phi_{\bar{A}B} = \Phi_{\bar{B}A} = \Phi_{A\bar{B}}$.

The connection form $(\theta_\beta^\alpha)$ of $\omega_{KE}$ is the collection of 1-forms uniquely determined by the metric compatibility condition

$$dh_{\alpha\bar{\beta}} = \theta_{\alpha}^\gamma h_{\gamma\bar{\beta}} + \theta_{\bar{\beta}}^\gamma h_{\alpha\bar{\gamma}}$$

for any $\alpha, \beta$. (4.1)

where $\theta_{\bar{\beta}}^\gamma = \overline{\theta_{\beta}^\gamma}$ and the torsion-free condition

$$0 = dz^\beta \wedge \theta_{\beta}^\alpha$$

for any $\alpha$. (4.2)

The 1-form $\theta_{\beta}^\alpha$ is of type $(1, 0)$ so $\theta_{\bar{\beta}}^\alpha = (\partial h_{\beta\bar{\gamma}}) h_{\bar{\gamma}\alpha}$. Then the Kähler connection $\nabla$ can be given by

$$\nabla \partial_{\alpha} = \theta_\alpha^\beta \otimes \partial_{\beta}, \quad \nabla \partial_{\bar{\alpha}} = \theta_{\bar{\alpha}}^\bar{\beta} \otimes \partial_{\bar{\beta}},$$

$$\nabla dz^\alpha = -\theta_{\alpha}^\beta \otimes dz^\beta, \quad \nabla dz^\bar{\alpha} = -\theta_{\bar{\alpha}}^\bar{\beta} \otimes dz^\bar{\beta}.$$ (4.3)

For second order covariant derivatives

$$\Phi_{\alpha\beta} = \nabla_{\bar{\beta}} \nabla_{\alpha} \Phi = \partial_{\bar{\beta}} \Phi_{\alpha} - \theta_{\alpha}^\gamma (\partial_{\bar{\beta}}) \Phi_{\gamma},$$

$$\Phi_{\alpha\bar{\beta}} = \nabla_{\bar{\beta}} \nabla_{\alpha} \Phi = \partial_{\bar{\beta}} \Phi_{\alpha} = (n + 1) h_{\alpha\bar{\beta}}$$

of $\Phi$ can be obtained by

$$d\Phi_{\alpha} - \theta_{\alpha}^\beta \Phi_{\beta} = \Phi_{\alpha\beta} dz^\beta + \Phi_{\alpha\bar{\beta}} dz^\bar{\beta}.\quad (4.3)$$

Note that $\Phi_{\alpha\beta} = \Phi_{\beta\alpha}$ since $\nabla$ is torsion-free. Differentiating Equation (4.3), we have

$$-(d\theta_{\alpha}^\bar{\beta}) \Phi_{\beta} + \theta_{\alpha}^\beta \wedge d\Phi_{\beta} = d\Phi_{\alpha\beta} \wedge dz^\beta + d\Phi_{\alpha\bar{\beta}} \wedge dz^\bar{\beta}.$$ (4.4)

Applying (4.2) and (4.3), this can be written by

$$-\left( d\theta_{\alpha}^\bar{\beta} - \theta_{\alpha}^\gamma \wedge \theta_{\gamma}^\bar{\beta} \right) \Phi_{\beta}$$

$$= \left( d\Phi_{\alpha\lambda} - \Phi_{\alpha\beta} \theta_{\lambda}^\beta - \theta_{\alpha}^\beta \Phi_{\lambda} \right) \wedge dz^\lambda + \left( d\Phi_{\alpha\bar{\mu}} - \Phi_{\alpha\beta} \theta_{\bar{\mu}}^\beta - \theta_{\alpha}^\beta \Phi_{\bar{\mu}} \right) \wedge dz^\bar{\mu}.$$ (4.5)

The curvature form $(\Theta_{\alpha}^\beta)$ of $\omega_{KE}$ is the collection of 2-forms

$$\Theta_{\alpha}^\beta = d\theta_{\alpha}^\beta - \theta_{\alpha}^\gamma \wedge \theta_{\gamma}^\beta = R_{\alpha}^\beta_{\lambda\bar{\mu}} dz^\lambda \wedge dz^\bar{\mu}$$

where $(R_{\alpha}^\beta_{\lambda\bar{\mu}})$ stands for the curvature operator in the sense of $(\nabla_{\lambda} \nabla_{\bar{\mu}} - \nabla_{\bar{\mu}} \nabla_{\lambda}) \partial_{\alpha} = R_{\alpha}^\beta_{\lambda\bar{\mu}} \partial_{\beta}$. Since $d\Phi_{\alpha\bar{\mu}} - \Phi_{\alpha\beta} \theta_{\bar{\mu}}^\beta - \theta_{\alpha}^\beta \Phi_{\beta\bar{\mu}} = 0$ by the metric compatibility (4.1), we get

$$-\Theta_{\alpha}^\beta \Phi_{\beta} = \left( d\Phi_{\alpha\lambda} - \Phi_{\alpha\beta} \theta_{\lambda}^\beta - \theta_{\alpha}^\beta \Phi_{\lambda} \right) \wedge dz^\lambda,$$

equivalently,

$$-R_{\alpha}^\beta_{\lambda\bar{\mu}} \Phi_{\beta} dz^\lambda \wedge dz^\bar{\mu} = \Phi_{\alpha\lambda\bar{\mu}} dz^\mu \wedge dz^\lambda + \Phi_{\alpha\lambda\bar{\mu}} dz^\bar{\mu} \wedge dz^\lambda$$

The curvature form $(\Theta_{\alpha}^\beta)$ consists of $(1, 1)$-forms only so that

$$\Phi_{\alpha\beta\gamma} = \Phi_{\alpha\gamma\beta}, \quad \Phi_{\alpha\lambda\bar{\mu}} = \Phi_{\beta} R_{\alpha}^\beta_{\lambda\bar{\mu}}.$$ (4.4)
Now differentiating \( \| d\Phi \|_{\omega_{KE}}^2 = \Phi_\alpha \Phi^\alpha \), we have
\[
d \| d\Phi \|_{\omega_{KE}}^2 = (d\Phi_\alpha) \Phi^\alpha + \Phi_\alpha (d\Phi^\alpha) = (d\Phi_\alpha - \theta_\alpha \beta \Phi_\beta) \Phi^\alpha + \Phi_\alpha (d\Phi^\alpha + \Phi^\beta \theta_\beta^\alpha)
\]
so that
\[
\partial \| d\Phi \|_{\omega_{KE}}^2 = (\Phi_\alpha \beta \Phi^\alpha + \Phi_\alpha \beta \Phi^\alpha) d\tau^\beta .
\]
We can get
\[
d\partial \| d\Phi \|_{\omega_{KE}}^2 = (d\Phi_\alpha \lambda - \theta_\alpha \gamma \Phi_\gamma \lambda - \Phi_\alpha \gamma \theta_\lambda^\gamma) \wedge \Phi^\alpha d\tau^\lambda + \Phi_\alpha \lambda (d\Phi^\alpha + \Phi^\gamma \theta_\gamma^\alpha) \wedge d\tau^\lambda
\]
+ (d\Phi_\alpha - \theta_\alpha \gamma \Phi_\gamma) \wedge \Phi^\alpha \lambda d\tau^\lambda + \Phi_\alpha \lambda (d\Phi^\alpha + \Phi^\gamma \theta_\gamma^\alpha - \theta_\lambda^\gamma \Phi^\alpha \gamma) \wedge d\tau^\lambda
\]
differentiating (4.5), then gathering (1,1)-forms we have
\[
\partial \partial \| d\Phi \|_{\omega_{KE}}^2 = \Phi_\alpha \lambda \beta d\tau^\mu \wedge \Phi^\alpha d\tau^\lambda
\]
+ \Phi_\alpha \lambda \Phi^\alpha \mu \wedge d\tau^\lambda + \Phi_\alpha \beta d\tau^\mu \wedge \Phi^\alpha \lambda \mu \wedge d\tau^\lambda
\]
Since \( \Phi^\alpha_{\lambda \beta} = h^{\alpha \beta} \phi_{\lambda \beta} \), we have
\[
\partial \partial \| d\Phi \|_{\omega_{KE}}^2 = 0.
\]
Now we have
\[
\mathbf{Proposition 4.1.} \ If \| d\Phi \|_{\omega_{KE}}^2 = \Phi_\alpha \Phi^\alpha \text{ is constant on } \Omega, \text{ then}
\]
\[
\Phi_\alpha \beta \Phi^\alpha = -(n+1) \Phi_\beta
\]
and
\[
\Phi_\alpha \lambda \Phi^\alpha \lambda = (n+1) \Phi_\alpha \Phi^\alpha - n(n+1)^2 .
\]
\[\text{Proof. Since } \| d\Phi \|_{\omega_{KE}}^2 \text{ is constant, so } \partial \| d\Phi \|_{\omega_{KE}}^2 = 0 \text{ and } \partial \partial \| d\Phi \|_{\omega_{KE}}^2 = 0. \text{ From (4.5) and (4.6), we have}
\]
\[
\Phi_\alpha \beta \Phi^\alpha = -\Phi_\alpha \Phi^\alpha \beta = -\Phi^\gamma \Phi_{\alpha \gamma \beta} = -(n+1) \Phi^\gamma h_{\alpha \gamma \beta} = -(n+1) \Phi_\beta ,
\]
and
\[
\Phi_\alpha \lambda \mu \Phi^\alpha + \Phi_\alpha \lambda \Phi^\alpha \mu + \Phi_\alpha \Phi^\alpha \lambda = 0 .
\]
From the second identity in (4.5) and \( \Phi_\alpha \beta = (n+1) h_{\alpha \beta} \), the last identity can be written by
\[
\Phi_\beta R_{\alpha \beta \lambda \mu} h^\lambda \mu + \Phi_\alpha \lambda \Phi^\alpha \mu + (n+1)^2 h_{\lambda \mu} = 0 .
\]
Contracting by \( h^{\lambda \mu} \), we have
\[
-(n+1) \Phi_\alpha \Phi^\alpha + \Phi_\alpha \lambda \Phi^\alpha \lambda + n(n+1)^2 = 0 .
\]
from the Einstein condition \( R_{\alpha \beta \lambda \mu} h^{\lambda \mu} = R_{\alpha \beta} = -(n+1) h_{\alpha \beta} \). This completes the proof. \( \square \)
4.2. Proof of Theorem 2.4. Now suppose that $\Phi = \Omega \to \mathbb{R}$ satisfies
\[ dd^c \Phi = (n + 1)\omega_{KE} \quad \text{and} \quad \|d\Phi\|_{\omega_{KE}} \equiv C \]
for some $C > 0$. We first consider the vector field $\mathcal{V}$ of type $(1, 0)$ defined by
\[ \mathcal{V} = \Phi^\alpha \partial_\alpha = h^\alpha{}^\beta \Phi_\beta \frac{\partial}{\partial z^\alpha}. \]
This $\mathcal{V}$ has positive constant length: $\|\mathcal{V}\|^2_{\omega_{KE}} = \Phi^\alpha \Phi^\beta h_{\alpha \beta} \equiv C^2$. Thus let us consider the line bundle $L \to \Omega$ generated by $\mathcal{V}$:
\[ L = \{ v \in T^{1,0}\Omega : v \text{ is paralleled to } \mathcal{V} \} . \]
This is a subbundle of $T^{1,0}\Omega$ but not holomorphic in general.

**Proposition 4.2.** If $\|d\Phi\|_{\omega_{KE}} \equiv C$ for some constant $C$ with $0 < C \leq (n + 1)$, then $L$ is holomorphic.

**Proof.** We will prove that there is a real number $t$ such that the nowhere vanishing section $e^t \Phi \mathcal{V}$ to $L$ is a holomorphic tangent vector field. Let us consider
\[ \partial_\beta (e^t \Phi \partial_\beta) = e^t \Phi \partial_\beta (e^t \Phi) \Phi^\alpha + e^t \Phi \partial_\beta \Phi^\alpha = e^t \Phi (t \partial_\beta \Phi) \Phi^\alpha + \partial_\beta \Phi^\alpha . \]
Since $\partial_\beta \Phi = \Phi_\beta$ and $\Phi^\alpha{}^\beta = \partial_\beta \Phi^\alpha + \theta^\alpha{}^\gamma (\partial_\beta) \Phi^\gamma = \partial_\beta \Phi^\alpha$, we have
\[ \nabla_\beta (e^t \Phi \mathcal{V}) = \nabla_\beta (e^t \Phi \partial_\alpha) = \partial_\beta (e^t \Phi \partial_\alpha) \partial_\alpha = e^t \Phi (t \Phi_\beta \Phi^\alpha + \Phi^\alpha{}^\beta) \partial_\alpha . \]
When we denote $\nabla''$ by the $(0, 1)$-part of $\nabla$, it follows
\[ \nabla'' (e^t \Phi \mathcal{V}) = \nabla_\beta (e^t \Phi \partial_\alpha) \otimes dz^\beta = e^t \Phi (t \Phi_\beta \Phi^\alpha + \Phi^\alpha{}^\beta) \partial_\alpha \otimes dz^\beta . \]
The holomorphicity of $e^t \Phi \mathcal{V}$ is equivalent to the vanishing length of $\nabla'' (e^t \Phi \mathcal{V})$ with respect to $\omega_{KE}$ that can be computed by
\[ \|\nabla'' (e^t \Phi \mathcal{V})\|^2_{\omega_{KE}} = e^{2t\Phi} (t \Phi_\beta \Phi^\alpha + \Phi^\alpha{}^\beta) (t \Phi_\beta \Phi^\alpha + \Phi^\alpha{}^\beta) \]
\[ = e^{2t\Phi} (t^2 \Phi_\beta \Phi^\alpha \Phi^\beta \Phi_\alpha + t \Phi_\beta \Phi^\alpha \Phi^\beta \Phi_\alpha + t \Phi^\alpha{}^\beta \Phi^\alpha \Phi^\alpha{}^\beta + \Phi^\alpha{}^\beta \Phi^\alpha{}^\beta) \]
\[ = e^{2t\Phi} (t^2 \Phi_\alpha \Phi^\alpha \Phi^\beta \Phi^\alpha \Phi^\beta \Phi_\alpha + t \Phi^\alpha{}^\beta \Phi^\alpha \Phi^\alpha \Phi^\beta \Phi_\alpha + \Phi^\alpha{}^\beta \Phi^\alpha \Phi^\beta \Phi_\alpha) . \]
Note that $\Phi_\alpha \Phi^\alpha = \Phi_\beta \Phi^\beta \equiv C^2$ by the assumption and
\[ \Phi^\beta \Phi^\alpha \Phi_{\alpha \beta} = -(n + 1) \Phi^\beta \Phi_\beta \equiv -(n + 1) C^2 \]
by (4.7). From (4.8), we have
\[ \Phi^\alpha{}^\beta \Phi_{\alpha \beta} \equiv (n + 1) C^2 - n(n + 1)^2 . \]
Therefore
\[ \|\nabla'' (e^t \Phi \mathcal{V})\|^2_{\omega_{KE}} \equiv e^{2t\Phi} (t^2 C^4 - t2(n + 1) C^2 + (n + 1) C^2 - n(n + 1)^2) . \]
So $e^t \Phi \mathcal{V}$ is holomorphic if and only if $t$ satisfies
\[ C^4 t^2 - 2(n + 1) C^2 t + (n + 1) C^2 - n(n + 1)^2 = 0 . \]
The discriminant of this quadratic polynomial is
\[ (n + 1)^2 C^4 - C^4 ((n + 1) C^2 - n(n + 1)^2) = (n + 1) C^4 ((n + 1)^2 - C^2) . \]
This completes the proof. \qed
The complete holomorphic vector field in Theorem 2.4 is indeed a holomorphic section to \( L \to \Omega \). Let us consider the function \(-e^{-\varepsilon \Phi}\). Since

\[
d\varepsilon (e^{-\varepsilon \Phi}) = -i \partial \bar{\partial} e^{-\varepsilon \Phi} = -i \partial (-\varepsilon e^{-\varepsilon \Phi} \Phi)
\]

\[
= \varepsilon e^{-\varepsilon \Phi} (i \partial \bar{\partial} \Phi - \varepsilon i \partial \Phi \wedge \bar{\partial} \Phi)
= (n+1)\varepsilon e^{-\varepsilon \Phi} \left( \omega_{KE} - \frac{\varepsilon}{(n+1)} i \partial \Phi \wedge \bar{\partial} \Phi \right),
\]

the Cauchy-Schwarz inequality implies that \(-e^{-\varepsilon \Phi}\) is strictly plurisubharmonic for any \( \varepsilon < (n+1)/C^2 \) \( (\|d\Phi\|_{\omega_{KE}}^2) \). If \( \varepsilon = (n+1)/C^2 \), then the vector field \( \mathcal{V} \) annihilates \( dd^c (-e^{-\varepsilon \Phi}) \) in the sense of

\[
\mathcal{V} \cdot dd^c \left(-e^{-\varepsilon \Phi} \right) \equiv 0.
\]

because \( \mathcal{V} \cdot \omega_{KE} = i h_{\alpha \beta} \Phi^\alpha dz^\beta = i \Phi_{\beta} dz^\beta = i \partial \Phi \) and \( \partial \Phi (\mathcal{V}) = \Phi_{\alpha} \Phi^\alpha = C^2 \) so that

\[
\mathcal{V} \cdot dd^c \left(-e^{-(n+1)\Phi/C^2} \right) = \frac{(n+1)^2}{C^2} e^{-(n+1)\Phi/C^2} \left( \mathcal{V} \cdot \omega_{KE} - \frac{1}{C^2} i \partial \Phi (\mathcal{V}) \bar{\partial} \Phi \right)
\]

\[
= \frac{(n+1)^2}{C^2} e^{-(n+1)\Phi/C^2} (i \bar{\partial} \Phi - i \partial \Phi) = 0.
\]

**Proposition 4.3.** Let

\[
\rho = -e^{-(n+1)\Phi/C^2}.
\]

For any (local) holomorphic section \( Z \) to \( L \), the function \( Z \rho \) is holomorphic.

**Proof.** Let \( \mathcal{W} \) be a holomorphic tangent vector field of \( \Omega \). We will prove that \( \mathcal{W}(Z \rho) \equiv 0 \). For any properly differentiable function \( g : \Omega \to \mathbb{R} \), \( \mathcal{W}(\mathcal{W} g) = \mathcal{W}(Z g) \). Therefore \( \mathcal{W} \mathcal{W} = \mathcal{W} Z \) as operators, so \( \mathcal{W} \mathcal{W} = 0 \). Since

\[
dd^c \rho(Z, \mathcal{W}) = \mathcal{W}(d^c \rho(\mathcal{W})) - \mathcal{W}(d^c \rho(Z)) - d^c \rho(\mathcal{W} Z),
\]

and the section \( Z \) to \( L \) annihilates \( dd^c \rho \), we have

\[
\mathcal{W}(d^c \rho(Z)) = \mathcal{W}(d^c \rho(\mathcal{W})).
\]

Since \( d^c = \frac{i}{2} (\bar{\partial} - \partial) \) and \( \mathcal{W} \mathcal{W} = \mathcal{W} \mathcal{W} \), it follows that

\[
-\frac{i}{2} \mathcal{W}(Z \rho) = \frac{i}{2} \mathcal{W}(Z \rho) = \frac{i}{2} \mathcal{W}(Z \rho).
\]

This implies that \( \mathcal{W}(Z \rho) \equiv 0 \), so as a conclusion \( Z \rho \) is holomorphic. \( \square \)

Note that the function \( \mathcal{V} \rho \) is nowhere vanishing since

\[
\mathcal{V} \rho = \Phi^\alpha \partial_\alpha \left(-e^{-(n+1)\Phi/C^2} \right) = \Phi^\alpha \left(e^{-(n+1)\Phi/C^2} \frac{n+1}{C^2} \Phi_\alpha \right)
\]

\[
= (n+1)e^{-(n+1)\Phi/C^2} = -(n+1)\rho > 0 \quad (4.10)
\]

If \( \mathcal{W} \) is a nowhere vanishing local holomorphic section to \( L \), then there is nonvanishing smooth function \( g \) such that \( \mathcal{W} = g \mathcal{V} \). Therefore \( \mathcal{W} \rho = g(\mathcal{V} \rho) \) is a holomorphic function which is nowhere vanishing on its domain. Then we can define the holomorphic vector field \( \mathcal{W} \) by

\[
\mathcal{W} = \frac{i}{\mathcal{W} \rho} \mathcal{W}.
\]
If $W'$ is another nonvanishing holomorphic section to $L$, then $W' = gW$ for some nonvanishing holomorphic function $g$ on an open set where $W$ and $W'$ are both defined. Moreover

$$\tilde{W}' = \frac{i}{W'}W' = \frac{i}{gW'}gW = \frac{i}{W}W = \tilde{W}.$$ 

Therefore we can define a global holomorphic vector field $Z_\rho$ of $\Omega$ by

$$Z_\rho = \frac{i}{W'}W$$

(4.11)

for any nowhere vanishing holomorphic section $W$ to $L$.

The following implies Theorem 2.4.

**Proposition 4.4.** The vector field $Z_\rho$ in (4.11) is complete.

**Proof.** The real part of $Z_\rho$ is tangent to $\rho$:

$$(\text{Re } Z_\rho)_\rho = (Z_\rho + \overline{Z_\rho})_\rho = \left(\frac{i}{W'_{\rho}}W - \frac{i}{W_{\rho}}\overline{W}\right) \rho = 0 .$$

The length of $Z_\rho$ can be locally written by

$$\|Z_\rho\|_{\omega_{\text{KE}}}^2 = \left\| \frac{i}{W'_{\rho}}W \right\|_{\omega_{\text{KE}}}^2 = \frac{1}{|W'_{\rho}|^2} \|W\|_{\omega_{\text{KE}}}^2 .$$

When we let $W = gV$ for some $g$, we have $\|W\|_{\omega_{\text{KE}}}^2 = g^2 \|V\|_{\omega_{\text{KE}}}^2 = g^2C^2$ and $|W'_{\rho}|^2 = (n + 1)g^2\rho^2$ from (4.10). This means that

$$\|Z_\rho\|_{\omega_{\text{KE}}}^2 = \frac{g^2C^2}{(n + 1)^2g^2\rho^2} = \frac{C^2}{(n + 1)^2\rho^2} .$$

This implies that $\rho Z_\rho$ has constant length $C/(n + 1)$. Since the Kähler-Einstein metric $\omega_{\text{KE}}$ is complete, the vector field $\text{Re}(\rho Z_\rho) = \rho (\text{Re } Z_\rho)$ is complete.

In order to show the completeness of $Z_\rho$, take any integral curve $\gamma : \mathbb{R} \rightarrow X$ of $\rho(\text{Re } Z_\rho)$. It satisfies

$$(\rho(\text{Re } Z_\rho)) \circ \gamma = \dot{\gamma}$$

equivalently

$$(\text{Re } Z_\rho) \circ \gamma = (\rho^{-1} \circ \gamma) \dot{\gamma}$$

Since $(\text{Re } Z_\rho) \rho \equiv 0$, equivalently $(\rho(\text{Re } Z_\rho)) \rho \equiv 0$, the curve $\gamma$ lies on a level set of $\rho$ so $\rho^{-1} \circ \gamma \equiv c$ for some negative constant $c$. For the curve $\sigma : \mathbb{R} \rightarrow X$ defined by $\sigma(t) = \gamma(ct)$, we have

$$(\text{Re } Z_\rho) \circ \sigma(t) = (\text{Re } Z_\rho)(\gamma(ct)) = c\dot{\gamma}(ct) = \dot{\sigma}(t)$$

This means that $\sigma : \mathbb{R} \rightarrow \Omega$ is the integral curve of $\text{Re } Z_\rho$; therefore $\text{Re } Z_\rho$ is complete. This completes the proof. \(\square\)

**References**

[1] E. Bedford and S. I. Pinchuk, *Domains in $\mathbb{C}^2$ with noncompact groups of holomorphic automorphisms*, Mat. Sb. (N.S.), 135(177) (1988), pp. 147–157, 271.

[2] S. Bergman, *The Kernel Function and Conformal Mapping*, Mathematical Surveys, No. 5, American Mathematical Society, New York, N. Y., 1950.

[3] S. Y. Cheng and S. T. Yau, *On the existence of a complete Kähler metric on noncompact complex manifolds and the regularity of Fefferman’s equation*, Comm. Pure Appl. Math., 33 (1980), pp. 507–544.
Variations of Kähler-Einstein metrics on strongly pseudoconvex domains, Math. Ann., 362 (2015), pp. 121–146.

A certain Kähler potential of the Poincaré metric and its characterization, J. Korean Math. Soc. to appear.

L₂ cohomology of pseudoconvex domains with complete Kähler metric, Michigan Math. J., 41 (1994), pp. 433–442.

L₂ cohomology of the Bergman metric for weakly pseudoconvex domains, Illinois J. Math., 41 (1997), pp. 151–160.

Complex geometry of convex domains that cover varieties, Acta Math., 163 (1989), pp. 109–149.

A note on the Wong-Rosay theorem in complex manifolds, Complex Var. Theory Appl., 47 (2002), pp. 761–768.

Kähler hyperbolicity and L₂-Hodge theory, J. Differential Geom., 33 (1991), pp. 263–292.

A note on the Bergman metric of bounded homogeneous domains, Nagoya Math. J., 186 (2007), pp. 157–163.

Domains in Cⁿ with a piecewise Levi flat boundary which possess a noncompact automorphism group, Math. Ann., 292 (1992), pp. 575–586.

Complex scaling and geometric analysis of several variables, Bull. Korean Math. Soc., 45 (2008), pp. 523–561.

Completeness of the Kähler-Einstein metric on bounded domains and the characterization of domains of holomorphy by curvature conditions, in The mathematical heritage of Henri Poincaré, Part 1 (Bloomington, Ind., 1980), vol. 39 of Proc. Sympos. Pure Math., Amer. Math. Soc., Providence, RI, 1983, pp. 41–59.

Holomorphic inequivalence of certain classes of domains in Cⁿ, Mat. Sb. (N.S.), 111(153) (1980), pp. 67–94, 159.

The scaling method and holomorphic mappings, in Several complex variables and complex geometry, Part 1 (Santa Cruz, CA, 1989), vol. 52 of Proc. Sympos. Pure Math., Amer. Math. Soc., Providence, RI, 1991, pp. 151–161.

Sur une caractérisation de la boule parmi les domaines de Cⁿ par son groupe d’automorphismes, Ann. Inst. Fourier (Grenoble), 29 (1979), pp. ix, 91–97.

Kähler-Einstein metrics on strictly pseudoconvex domains, Ann. Global Anal. Geom., 42 (2012), pp. 287–315.

Characterization of the unit ball in Cⁿ by its automorphism group, Invent. Math., 41 (1977), pp. 253–257.

A general Schwarz lemma for Kähler manifolds, Amer. J. Math., 100 (1978), pp. 197–203.

Geometry of domains with the uniform squeezing property, Adv. Math., 221 (2009), pp. 547–569.

Department of Mathematics and Research Institute of Natural Science, Gyeongsang National University, Jinju, Gyeongnam, 52828, Korea

Email address: nyawoo@gnu.ac.kr