Switched max-plus linear-dual inequalities for makespan minimization: the case study of an industrial bakery shop
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1. INTRODUCTION

Industrial bakeries are complex manufacturing systems characterized by a high diversity of products, high production volumes, and time-sensitive processing stages. In fact, to ensure high-quality products, operations need to be executed under strict temporal requirements; for instance, excessive duration of the yeast fermentation may cause an undesirable collapse of the dough matrix (overproofing). Most of the energy consumption in the bakery industry comes from the baking ovens. Thus, the use of this equipment must be carefully planned to reduce idle time, temperature dispersion and, consequently, higher energy costs derived from re-heating.

In this paper, we consider the problem of minimizing the makespan of an industrial bakery shop to increase its efficiency and reduce energy consumption. The shop, schematically depicted in Figure 1, is representative of a typical production line. Experimental data and a list of the main technological equipment were provided by the industrial bakery LLC “Novi Perspektivi”, Rivne region, Ukraine. To simplify the discussion, we assume that no machines working in parallel are present in the shop and defer the analysis of a more general scenario to future work. We emphasize, though, that such a general scenario is well within the scope of the methods discussed in the following.

To solve the problem, the system is modeled by means of switched max-plus linear-dual inequalities (SLDIs). SLDIs are timed discrete event systems suitable for describing flow shops with time-window constraints and switching operating modes, where each mode corresponds to a job type. We consider the scheduling problem of minimizing the makespan of the shop, and we show that the application of methods based on the max-plus algebra leads to a faster solution compared to standard techniques. The results of the paper are general, in the sense that they can be applied to any permutation flow shop with time-window constraints.

The makespan minimization problem in bakery systems has been considered, e.g., in Hecker et al. [2014], Babor et al. [2021]. In contrast to these papers, we do not impose the no-wait requirement, which forces a process to start as soon as the previous one has ended; this constraint has the advantage of simplifying the solution of the scheduling task, but it may be too restrictive in practice, leading to a suboptimal makespan. We mention that the description of a bakery plant by means of (non-switched) linear-dual inequalities has already been presented, e.g., in Declerck [2021]. The main improvement of the SLDI model of the present paper is the ability to describe dynamics of different types of products; this is necessary, as different product types require different baking times, for example.

After some mathematical preliminaries (Section 2), in Section 3 we define and interpret SLDIs in the context of manufacturing systems; based on that, we present a closed formula for the makespan of permutation flow shops with time-window constraints (defined in Section 3.2). The formula uses only basic max-plus operations, and its implementation can lead to important computational savings.
with respect to other approaches. This is demonstrated in Section 4, where it is applied to the makespan minimization of the bakery shop and compared to standard algorithms from linear programming and graph theory. Section 5 provides conclusions and suggestions for future work.

Notation. We denote sets $\mathbb{R}\cup\{-\infty, +\infty\}$, $\mathbb{R}\cup\{+\infty\}$, or $\mathbb{R}\cup\{-\infty, +\infty\}$ respectively by $\mathbb{R}_{\text{max}}$, $\mathbb{R}_{\text{min}}$, and $\mathbb{R}$. The sets of nonnegative and positive integers are denoted, respectively, by $\mathbb{N}_0$ and $\mathbb{N}$. For a matrix $A \in \mathbb{R}^{m \times n}$, $A^i$ indicates $-A^T$. Given $a, b \in \mathbb{N}_0$ with $b \geq a$, $[a, b]$ denotes the discrete interval $\{a, a + 1, a + 2, \ldots, b\}$. Moreover, given $x \in \mathbb{R}$, $[x] := \min\{y \in \mathbb{Z} \mid y \geq x\}$ and $[x] := \max\{y \in \mathbb{Z} \mid y \leq x\}$.

2. PRELIMINARIES

In this section we recall some preliminaries on max-plus algebra and precedence graphs; for a more detailed overview of these topics we refer to Baccelli et al. [1992], Butkovič [2010], Hardouin et al. [2018].

2.1 Max-plus algebra

The max-plus algebra is the mathematical framework consisting of real numbers extended with $-\infty$ and $+\infty$, and operations $\oplus$ (addition), $\otimes$ (multiplication), $\oplus^*$ (dual addition), and $\otimes^*$ (dual multiplication) defined as follows: for all $a, b \in \mathbb{R}$,

$$a \oplus b = \max(a, b), \quad a \otimes b = \begin{cases} a + b & \text{if } a, b \neq -\infty, \\ -\infty & \text{otherwise}, \end{cases}$$

$$a \oplus^* b = \min(a, b), \quad a \otimes^* b = \begin{cases} a + b & \text{if } a, b \neq +\infty, \\ +\infty & \text{otherwise}. \end{cases}$$

These operations can be naturally extended to matrices; given $A, B \in \mathbb{R}^{m \times n}$, $C \in \mathbb{R}^{n \times p}$, for all $i \in [1, m]$, $j \in [1, n]$, $h \in [1, p]$,

$$(A \oplus B)_{ij} = A_{ij} \oplus B_{ij}, \quad (A \otimes C)_{ih} = \bigoplus_{k=1}^{n} A_{ik} \otimes C_{kh},$$

$$(A \oplus^* B)_{ij} = A_{ij} \oplus^* B_{ij}, \quad (A \otimes^* C)_{ih} = \bigoplus_{k=1}^{n} A_{ik} \otimes^* C_{kh}.$$ Matrices $E$, $T$, and $E_\otimes$ are, respectively, the neutral element for $\oplus$, $\otimes$, and $\oplus^*$, i.e., $E_{ij} = -\infty$ and $T_{ij} = +\infty$ for all $i, j$, and $(E_\otimes)_{ij} = 0$ if $i = j$ and $(E_\otimes)_{ij} = -\infty$ if $i \neq j$. The rth power of square matrix $A$ is defined recursively by $A^0 = E_\otimes$ and $A^r = A^{r-1} \otimes A$. The Kleene star of $A$ is $A^* = \bigoplus_{k=0}^\infty A^k$. The partial order relation $\leq$ between two matrices of the same dimension is induced by $\oplus$ as: $A \leq B \iff A \oplus B = B$; hence, $A \leq B$ is equivalent to $A_{ij} \leq B_{ij}$ for all $i, j$.

2.2 Precedence graphs

Precedence graphs are commonly used in scheduling theory to graphically represent the time relations between processes in various types of manufacturing environments (Pinedo [2016]); here we recall their connection with the max-plus algebra. Given a matrix $A \in \mathbb{R}^{m \times n}_{\text{max}}$, the precedence graph corresponding to $A$ is the pair $G(A) = (N, E)$, where $N = [1, n]$ is the set of nodes, and $E \subseteq N \times N$ is the set of weighted arcs, defined such that there is an arc $(j, i) \in E$ with weight $A_{ij}$ if and only if $A_{ij} \neq -\infty$.

A path on $G(A)$ is a sequence of nodes $\rho = (i_1, i_2, \ldots, i_{r+1})$ such that $(i_j, i_{j+1}) \in E$ for all $j \in [1, r]$; the number $|\rho| = r$ is the length of $\rho$. A circuit is a path in which the first and last node coincide, i.e., $i_1 = i_{r+1}$. The weight $w_\rho$ of path $\rho$ is the sum (in standard algebra) of the weights of the arcs composing it; in the max-plus algebra, this quantity can be computed as $w_\rho = \bigoplus_{j=1}^{r} A_{i_j, i_{j+1}}$. Generalizing the latter formula, we get the following graphical interpretation of the Kleene star of a matrix: $(A^*)_{ij}$ is equal to the maximum weight of all the paths in $G(A)$ from node $j$ to node $i$. Matrix $A^*$ belongs to $\mathbb{R}^{m \times n}_{\text{max}}$ if and only if there are no circuits with positive weight in $G(A)$, otherwise at least one element in the diagonal of $A^*$ is $+\infty$. We denote by $\Gamma$ the set of precedence graphs with no circuits with positive weight. Property “$G(A) \in \Gamma$” can be checked in time $O(n^3)$, and, if the property holds, $A^*$ can be computed in the same time complexity.

3. SCHEDULING PROBLEMS IN THE MAX-PLUS ALGEBRA

In this section, we characterize the dynamics of manufacturing systems with time-window constraints by means of switched max-plus linear-dual inequalities (SLDIs). After that, we show how to solve makespan minimization problems in the max-plus algebra.

3.1 Switched max-plus linear-dual inequalities

Let $\Sigma = \{a_1, \ldots, a_m\}$ be a finite set of modes, and let $v = (v_1, v_2, \ldots, v_K)$ be a finite ordered sequence of modes of $v_k \in \Sigma$, with $k \in [1, K] \subset \mathbb{N}$. SLDIs are systems of inequalities in the variables $x(1), \ldots, x(K) \in \mathbb{R}^n$ of the following form:

$$\forall k \in [1, K]: \quad A^0_{v_k} \otimes x(k) \leq x(k) \leq A^1_{v_k} \otimes x(k),$$

$$\forall k \in [1, K - 1]: \quad A^0_{v_k} \otimes x(k) \leq x(k + 1) \leq A^1_{v_k} \otimes x(k),$$

where $A^0_{v_k}, A^1_{v_k} \in \mathbb{R}^{n \times n}$ and $B^0_{v_k}, B^1_{v_k} \in \mathbb{R}^{n \times n}$ for all $i \in [1, m]$.

A possible interpretation of (1) is as follows. Let $x_i(k)$ represent the time of the $k$th occurrence of event $i \in [1, n]$; event $i$ could for instance be the start or the end of a process in a shop. The temporal difference between the occurrence of two events may be subject to job-dependent window constraints; typically, lower bounds describe the time required for completing a process, whereas upper bounds represent quality specifications. If we associate each job type to a mode $a_i$, then sequence $v$ describes the entrance order of jobs into the shop, matrices $A^0_{v_k}, A^1_{v_k}$ contain the temporal lower bounds, and matrices $B^0_{v_k}, B^1_{v_k}$ the upper bounds referred to job of type $v_k$. The first pair of inequalities in (1) specifies that $x_i(k)$ must be between $\max_j ((A^0_{v_k})_{ij} + x_j(k))$ and $\min_j ((B^1_{v_k})_{ij} + x_j(k))$; the second pair of inequalities relates $x_i(k + 1)$ with $x_i(k)$ (i.e., the $(k + 1)$st occurrence of event $i$ with the $k$th occurrence of event $j$), for all $j$, in a similar way. Since, 

2 In Zorzenon et al. [2022], SLDIs were defined for the case of infinite sequences of modes; in this paper, only finite sequences will be considered.
for all $a, b, c \in \mathbb{R}$, $\max(a, b) \leq c$ is equivalent to $a \leq c$ and $b \leq c$, and $a \leq \min(b, c)$ is equivalent to $a \leq b$ and $a \leq c$, we can rewrite (1) as: for all $i, j \in [1, n]$, $k \in [1, K]$, 
\[(A^0_{vk})_{ij} \leq x_i(k) - x_j(k) \leq (B^0_{vk})_{ij},\]
and, for all $i, j \in [1, n]$, $k \in [1, K - 1]$, 
\[(A^1_{vk})_{ij} \leq x_i(k + 1) - x_j(k) \leq (B^1_{vk})_{ij},\]
which is a linear system of inequalities. Any sequence $x(1), \ldots, x(K)$ that satisfies the latter inequalities represents a valid (or consistent) trajectory of jobs in the shop, in the sense that lower and upper bound constraints are always satisfied.

3.2 Makespan minimization in permutation flow shops

A typical objective considered in scheduling theory is the minimization of the makespan in a shop, i.e., the total time necessary for processing all jobs, under the assumption that we have control over the processing order of jobs, $v$, and the timing of events, $x_i(k)$, for all $i, k$. In the remainder of this paper, we limit our focus to permutation flow shops, where all jobs undergo the same sequence of processes in the same order and no job overtaking is allowed. Mathematically, this corresponds to the following temporal ordering of events: $x_{i+1}(k) \geq x_i(k)$ and $x_i(k + 1) \geq x_i(k)$ (i.e., $(A^0_{vk})_{i,i+1, i} \geq 0$ and $(A^0_{vk})_{i,i+1} \geq 0$) for all $i, k$.

In permutation flow shops described by SLSDs, the minimal makespan corresponds to the optimal value of the following optimization problem:

$$\min_{v \in S, x \in \mathbb{R}^n} \min_{x \in \mathbb{R}^n} x_n(K) - x_1(1)$$
subject to constraints (1), (2),

where the set $S$ is any subset of interest of the set of ordered sequences from $\Sigma$ of length $K$. For example, $S$ can be the set of permutations of $\Sigma$, in which case each job must be processed exactly once in the shop and $K$ coincides with the number of elements in $\Sigma$.

Problem (2) is, in general, NP-hard, and can be divided into two subproblems:

**P1** the makespan computation, when $v$ is fixed:

**P2** the search for the optimal $v \in S$ that attains the minimal makespan.

In this contribution, we focus mainly on **P1**, which can be solved using linear programming, as all constraints (1) are linear (see the last paragraph in the previous subsection), or graph-based approaches. Here, we propose a technique based on max-plus algebra and inspired by the graph-theoretical interpretation of the problem.

As for **P2**, various sophisticated strategies have been suggested for its solution in flow shops without upper bound constraints (where $B^0_{vk} = B^1_{vk} = T$). Some of those can be adapted to the case study of the present paper; we mention branch and bound techniques for exact methods, heuristics and metaheuristics for approximations (see, e.g., Fernandez-Viagas et al. [2017]). Clearly, the most trivial (and time-consuming) approach to solve **P2** in an exact way is an exhaustive search of all $|S|$ possible sequences $v \in S$. In contrast, the case with upper bound constraints is less studied. Some references are Fondrevelle et al. [2006], Samarghandi [2019], Channanlor et al. [2017]; note that the class of shops described by (1) is larger than the ones studied in these papers, in which $B^1_{vk}$ is always $T$. This assumption is usually relaxed in hoist and cluster tool scheduling problems (e.g., see Kats et al. [2008], Mönch et al. [2011]). Generally speaking, many manufacturing systems can be described by a sparse version of (1), i.e., where most of the elements in $A^0_{vk}$ and $A^1_{vk}$ are $-\infty$, and most of those in $B^0_{vk}$ and $B^1_{vk}$ are $+\infty$.

3.3 Makespan computation

Let us consider Problem **P1**. To solve it using max-plus algebra, we start rephrasing (1) as a max-plus linear system of the form $A \otimes x \leq x$ by means of the following proposition.

**Proposition 1.** (Cunninghame-Green [1979]). Let $x, y \in \mathbb{R}^n$, $A, B \in \mathbb{R}^{n \times n}$. Then $x \leq A^\otimes y$ $\Leftrightarrow$ $A \otimes x \leq y$, and

$$\begin{align*}
A \otimes x & \leq y \\
B \otimes x & \leq y
\end{align*}$$

Thanks to Proposition 1, it is possible to rewrite (1) as

$$\forall k \in [1, K] : (A^0_{vk} \oplus B^0_{vk}) \otimes x(k) \leq x(k),$$

$$\forall k \in [1, K - 1] : A^1_{vk} \otimes x(k) \leq x(k + 1),$$

which we make the following substitutions: for all $k \in [1, K]$, $C_k := A^0_{vk} \oplus B^0_{vk}$, for all $k \in [1, K - 1]$, $I_k := A^0_{vk}$ and $P_k := B^0_{vk} \otimes (\mathbb{Z}^+)$.

We make the following substitutions: for all $k \in [1, K]$, $C_k := A^0_{vk} \oplus B^0_{vk}$, for all $k \in [1, K - 1]$, $I_k := A^0_{vk}$ and $P_k := B^0_{vk} \otimes (\mathbb{Z}^+)$.

Then, (3) is equivalent to $M_0 \otimes \tilde{x} \leq \tilde{x}$, and the makespan can be computed from the next proposition.

**Proposition 2.** (Butković [2010]). Given $A \in \mathbb{R}^{n \times n}$, inequality $A \otimes x \leq x$ admits a solution $x \in \mathbb{R}^n$ if and only if $g(A) \subseteq \Gamma$. In this case (and only in this case), a solution of the optimization problem

$$\min_{x \in \mathbb{R}^n} x_i - x_j$$
subject to $A \otimes x \leq x$.

exists and the minimal value of the cost function is $(A^*_x)_{ij}$.

Moreover, it can be shown that vector $x = (A^*_x)_j$ (the $j$th column of $A^*$, for which $x_i = (A^*_x)_{ij}$ and $x_j = 0$) always solves (5). Therefore, if $g(M_0) \subseteq \Gamma$, then the solution of Problem **P1** (i.e., the makespan) is equal to $(M^*_x)_{K\Gamma 1}$, and $\tilde{x} = (M^*_x)_{1}$ (the first column of $M^*_x$) corresponds to a consistent trajectory for which the makespan is attained.

Even though this method solves our problem, it is not particularly fast: checking whether $g(M_0) \subseteq \Gamma$ and computing $M^*_x$ take $O((K \eta)^3) = O(K^{n+1})$ operations; when either $K$ (i.e., the number of jobs to be processed) or $n$ (related to the number of processes in the shop) is large, this strategy becomes impractical. To speed up the computation, one must notice from (4) that matrix $M_0$ is sparse; only elements “close” to the diagonal of $M_0$ are not $-\infty$. By exploiting this fact, the solution of Problem **P1**
can be obtained in \( O(Kn^3) \), i.e., in linear time with respect to \( K \). The algorithm comes directly from the following theorem, which is proven in the Appendix.

**Theorem 3.** The solution of Problem \( P1 \) exists if and only if, for all \( k \in [1, K] \), \( G(C_k) \in \Gamma \), and, for all \( k \in [1, K-1] \), \( G(C_k) \in \Gamma \), where\(^3\)

\[
C_i = P_i(P_{i+1} \cdots (P_{K-1}I_{K-1})^* \cdots )^*I_{i+1})^*I_i,
\]

\[
P_i = C_i^*P_iC_{i+1}^*, \quad I_i = C_i^*I_iC_i^*.
\]

If the conditions above hold, then the makespan is given by element \((n,1)\) of matrix

\[
M = I_{K-1}C_{K-1}^*I_{K-2}C_{K-2}^* \cdots I_1C_1^*.
\]

**Remark 4.** In light shops, matrices \( P_k \) are typically sparse as well. This observation, partially exploited in the case study in the next section, leads to an even faster makespan computation.

**Remark 5.** The complexity for solving (2) using the makespan computation proposed in the present section and an exhaustive search of \( v \) is \( O(|S|Kn^3) \).

### 4. CASE STUDY

We start this section by giving a mathematical description, in standard algebra, of the industrial bakery shop under study, which is schematically represented in Figure 1. After that, the problem of minimizing its makespan is considered and solved in the max-plus algebra. Finally, comparisons with other algorithms are made.

#### 4.1 The bakery shop

It consists of \( M = 7 \) stages in series, each containing one machine: (1) mixing of ingredients, (2) dough dividing, (3) rounding, (4) pre-proofing, (5) rolling, (6) proofing, and (7) baking. The bakery shop can process \( J \) types of products (or jobs). The quantity of products of type \( j \in [1, J] \) to be processed is denoted by \( K_j \in \mathbb{N}_0 \); this value may change every day, according to customers’ demand. The total quantity to be processed in a day is \( K := \sum_{j=1}^{J} K_j \).

Each product undergoes the same sequence of processes in the same order, as indicated in Figure 1, but the processing time in a machine is different for different product types; a manufacturing system of this kind is called flow shop (Pinedo [2016]). We number products progressively from \( k = 1 \) to \( k = K \) according to their entrance time into the bakery shop, and we denote by \( j(k) \in [1, J] \) the type of the \( k \)-th product. Let \( \xi_m(k) \in \mathbb{R}_{\geq 0} \) and \( \xi_m^m(k) \in \mathbb{R}_{\geq 0} \) indicate, respectively, the time instants at which the \( k \)-th product enters and leaves machine \( m \in [1, M] \); these times are collected in the vector \( x(k) := [\xi_1(k) \xi_1^m(k) \cdots \xi_M(k) \xi_M^m(k)]^T \in \mathbb{R}_{\geq 0}^{2M} \).

We denote by \( \tau_{mj}^– \) and \( \tau_{mj}^+ \) the minimum and maximum time for processing a product of type \( j \in [1, J] \) in machine \( m \in [1, M] \), respectively, and by \( \tau_m^– \) and \( \tau_m^+ \) the minimum and maximum time to transport products from machine \( m \) to \( m+1 \), with \( m \in [1, M-1] \). Then, the following inequalities must hold for all \( k \in [1, K] \):

\[
\tau_{m(j)}^– \leq \xi_m^m(k) - \xi_m(k) \leq \tau_{m(j)}^+ \quad \forall m \in [1, M],
\]

\[
\tau_m^– \leq \xi_{m+1}(k) - \xi_m^m(k) \leq \tau_m^+ \quad \forall m \in [1, M-1].
\]

When not otherwise stated, it is assumed that \( 0 < \tau_{mj}^– < \tau_{mj}^+ < +\infty \) and \( 0 < \tau_m^– < \tau_m^+ < +\infty \) for all \( m, j \).

The dynamics of products in the shop vary qualitatively from machine to machine and, based on their common characteristics, machines can be divided in three groups. In the following we describe the stages of the shop — for convenience, we proceed in reverse order.

**Proofing and baking.** The proofer and the oven have the same capacity, i.e., they can process the same number of products at a time; however, their capacity, denoted by \( C_j \in \mathbb{N} \), varies with the type \( j \) of product to be processed, since the larger the surface area of a product, the fewer products can fit in a machine.

Products of different type require different temperatures during proofing and baking; thus, it is assumed that only products of the same type can reside in a proofer or oven at the same time. Moreover, once the proofing or baking process starts, products cannot be inserted to or removed from the machine until the process is completed; therefore, products must enter or leave these machines in batches. The number of batches of products of type \( j \) that will enter the proofer and oven on a given day is \( B_j := \left[ \frac{K_j}{C_j} \right] \), and the total number of batches to be processed in the shop is \( B := \sum_{j=1}^{J} B_j \). The first \( \left[ \frac{K_j}{C_j} \right] \) batches of products of type \( j \) consist of \( C_j \) products (i.e., they fill up the machines completely), whereas the last batch consists of \( K_j \mod C_j \) products (i.e., if \( K_j \) is not divisible by \( C_j \), the last batch does not fill up the machines completely). In the following, the term “batch” will be used to indicate the quantity of ingredients or dough corresponding to either \( K_j \mod C_j \) or \( C_j \) products of type \( j \), depending on whether we are referring to the last batch of type \( j \) or not.

We let the batch of type \( j(k) \) to which the \( k \)-th product belongs be denoted by \( b(k) \in [1, B_{j(k)}] \). Thus, products \( k \) and \( k' \) belong to a different batch if either \( b(k) \neq b(k') \) or \( j(k) \neq j(k') \). According to the description above, the dynamics of products in the proofing and baking stages

---

3 Here and in the Appendix, we adopt the notation \( AB = A \otimes B \).
can be formulated mathematically as follows: for all \( k \in [1, K - 1] \), if \( b(k + 1) = b(k) \) and \( j(k + 1) = j(k) \), then
\[
0 \leq \xi_m(k + 1) - \xi_m(k) \leq 0 \quad \forall m \in [6, 7];
\]
otherwise,
\[
0 \leq \xi_m(k + 1) - \xi_m(k) \quad \forall m \in [6, 7].
\]
The latter inequality forces batches to enter the proofer or the oven only after the removal of the previous batch.

From the rolling to the proofing stage and from the proofing to the baking stage, products are transported in batches by means of trolleys. It is assumed that the number of trolleys in the shop is sufficiently high, so that there is always one available when needed.

**Dividing, rounding, pre-proofing, and rolling.** Each
machine in these stages has unitary capacity; thus, for all
\( k \in [1, K - 1] \),
\[
0 \leq \xi_m(k + 1) - \xi_m(k) \quad \forall m \in [2, 5].
\]
Between these machines there is no intermediate storage, i.e., when a process terminates the next one starts; hence, \( \tau_m = \tau_m^+ = 0 \) for all \( m \in [2, 4] \). Therefore, due to the assumptions, products are not allowed to wait in these machines after being processed\(^5\), i.e., \( \tau_{mj} = \tau_{mj}^+ \) for all \( m \in [2, 5], j \in [1, J] \).

**Mixing.** The capacity of the mixer is assumed to be
sufficiently large to contain an arbitrary quantity of ingredients. Ingredients in quantity corresponding to a batch of
products are inserted all at once in the mixer, and between
the insertion of products of different types, the mixer needs to be cleaned for a time equal to \( \tau_{\text{clean}} \).
Formally, for all \( k \in [1, K - 1] \), if \( b(k + 1) = b(k) \) and \( j(k + 1) = j(k) \),
\[
0 \leq \xi_1(k + 1) - \xi_1(k) \leq 0,
\]
otherwise, if \( j(k + 1) \neq j(k) \),
\[
\tau_{\text{clean}} \leq \xi_1(k + 1) - \xi_1(k).
\]
(In the case when \( b(k + 1) \neq b(k) \) and \( j(k + 1) = j(k) \), no additional constraint is required.) Without loss of generality, we assume that the mixer operates in a FIFO manner, i.e., for all \( k < k' \)
\[
0 \leq \xi_1(k') - \xi_1(k).
\]
The dividing machine, used to divide the dough into smaller pieces of the size of a product, is physically
connected to the mixer; thus, \( \tau_1^+ = \tau_1^- = 0. \)

**Remark 6.** It is easy to verify that (6–12) and the definition of \( k \) imply that the bakery shop is a permutation flow shop (see Section 3.2).

### 4.2 The scheduling problem in the bakery shop

The quantity of products of each type to be processed in the bakery shop is decided every day according to the market demand. Our goal is to determine, for each product, the optimal start and end times of each process, i.e., to minimize the makespan. The difficulty of this problem lies in the fact that, to be able to use the optimal
\(^4\) Note that \( 0 \leq b - a \leq 0 \) is equivalent to \( a = b \). Moreover, observe that here upper-bound constraints are not used to represent quality specifications, but rather a batching phenomenon.

\(^5\) In scheduling theory, this is referred to as no-wait requirement.

production plan in the shop, a solution must be found\(^6\) before the work shift starts; this imposes a maximum acceptable time for computing the solution of about 15 minutes.

Before approaching the problem, we make the following reasonable assumption, which narrows the search space: after starting processing a product of type \( j \) in the shop, all \( K_j \) products of that type need to be processed before switching to a different type. The assumption is justified by the fact that, after switching to a different product type, it is necessary to perform a time-consuming cleaning procedure of the mixer (see (11)). Therefore, only production plans where the number of cleaning procedures is minimal are considered.

Let a schedule \( w = (j_1, \ldots, j_J) \) indicate the order in which product types enter the first stage of the bakery, i.e., the mixing stage. Due to the assumption above, \( w \) is a permutation of set \([1, J]\) and, once a schedule \( w \) is fixed, the type \( j(k) \) and batch \( b(k) \) of product \( k \) are uniquely determined: given \( i \in [1, J] \),
\[
\begin{array}{ll}
\quad j(k) = j_i, & \text{for all } k \in \left[ \sum_{h=1}^{i-1} K_{j_h} + 1, \sum_{h=1}^{i} K_{j_h} \right], \quad (13) \\
\end{array}
\]

\[
\begin{array}{ll}
b(k) = \\
B_{j_i} & \text{for } k \in \left[ \sum_{h=1}^{i-1} K_{j_h} + (B_{j_i} - 1)C_{j_i} + 1, \sum_{h=1}^{i} K_{j_h} \right].\quad (14)
\end{array}
\]

Figure 2 shows an example of consistent trajectory for the bakery shop. Note that batches of the same product type are processed consecutively, in accordance with the above assumption.

The scheduling problem is stated as follows:
\[
\min\limits_{w, x(1), \ldots, x(K)} \xi_1^+(K) - \xi_1^+(1)
\]
subject to constraints (6–12), assignments (13–14).

Quantity \( \xi_1^+(K) - \xi_1^+(1) \) corresponds to the time difference between the exit of the last batch from the baking stage.
simple assignments (13–14), this allows to pre-compute some of the terms cancel out; in combination with the consequence is that formulas from Theorem 3 simplify, as minimal makespan of the bakery shop in time $O$.

By applying directly Theorem 3, combined with an exhaustiv search of schedule $w$, we can finally compute the minimal makespan of the bakery shop in time $O(JKM^3)$ (as the number of possible $w$ is $J!$ and the dimension of vector $x(k)$ is $2M$). Actually, the complexity can be further reduced in the considered case study: a careful analysis of (6–12) reveals that $B_{x} = \mathcal{T}$ for all $j \in [1, J]$. The consequence is that formulas from Theorem 3 simplify, as some of the terms cancel out; in combination with the simple assignments (13–14), this allows to pre-compute many of the terms composing matrix $M$ in Theorem 3. Overall, time complexity reduces to $O((K + J!M)M^3)$, which approximates $O(JJIM^3)$ when $K < J!M$; hence, the contribution of the quantity of products to be produced, $K$, on the computational time becomes negligible when the number of product types, $J$, is sufficiently high.

4.4 Comparison of different techniques

We tested four algorithms for the makespan computation in the bakery shop on a PC with an Intel i7 processor at 2.20GHz. The considered scenario corresponds to a typical daily production plan in the bakery: a total number of $K = 975$ products of $J = 9$ different types are processed in $B = 12$ batches as in the case of Figure 2). The comparison is made between a linear programming solver (CPLEX’s dual-simplex method), a graph-based method (Bellman-Ford shortest path algorithm), the algorithm derived by the direct application of Theorem 3 (of complexity $O(JKM^3)$), and the faster approach described in Section 4.3 (of complexity approximately $O(JJIM^3)$). For the makespan computation, the first two methods have been implemented to solve Problem (5); whenever possible, the sparsity of the problem has been taken into account during implementation.

The following results have been obtained: the computation of the makespan for a single schedule takes $7.25 \cdot 10^{-2}$s using the dual-simplex method, $2.99 \cdot 10^{-2}$s using the Bellman-Ford algorithm, $1.80 \cdot 10^{-2}$s using Theorem 3, and $3.77 \cdot 10^{-2}$s using the method from Section 4.3. The latter approach thus saves 3 orders of magnitude in terms of time. With an exhaustive search, the optimal makespan is found, respectively, in 7.30 hours, 3.02 hours, 1.82 hours, and 13.7 seconds. Hence, only the latter approach meets the time limitation of 15 minutes for solving the problem.

When more than $J = 10$ types of product are considered, the exhaustive search becomes too slow even for the faster approach from Section 4.3; indeed, for $J = 11$ and the same values of $K$ and $B$ as before, 25.1 minutes are needed to compute the makespan for all the schedules. Thus, for $J > 10$, combining the formulas from Theorem 3 with branch and bound methods, heuristics or meta-heuristics becomes necessary.

5. CONCLUSIONS AND FUTURE WORK

In this contribution, we modeled a section of an industrial bakery as SLDIs and, based on the max-plus algebra, we obtained a closed formula for the makespan in flow shops with time-window constraints. The formula has the advantage of revealing sparsity patterns otherwise obscured by the black-box nature of optimization problems; in the present case study, hours of computations are avoided thanks to it.

In practice, bakery shops are often hybrid flow shops, i.e., each stage of the shop may contain several machines in parallel. Scheduling problems in hybrid flow shops are significantly more challenging compared to flow shops; in future work, we aim to extend our analysis to this scenario.

APPENDIX

In this section, we prove Theorem 3. All symbols used in the following propositions are as in Section 3.3. We start from the following lemma.

Lemma 7. Let $a \in \mathbb{R}^{n \times n}$, $b \in \mathbb{R}^{n_{1} \times n_{2}}$, $c \in \mathbb{R}^{n_{2} \times n_{1}}$, and $d \in \mathbb{R}^{n_{1} \times n_{2}}$. Then

$$\begin{bmatrix} a & b \end{bmatrix} \begin{bmatrix} a^* (a^* bd^* ca^*) + a^* a^* bd^* (d^* ca^* bd^*) \end{bmatrix} = \begin{bmatrix} c & d \end{bmatrix} \begin{bmatrix} d^* ca^* (a^* bd^* ca^*) + d^* (d^* ca^* bd^*)^* \end{bmatrix}.$$

Proof. The lemma can be proven by applying formulas (6.3) – (6.10) from Hardouin et al. [2018] to Algorithm 2 from the same paper for the computation of the Kleene star.

In the following, we will use the notation

$$M^v = \begin{bmatrix} \mathcal{M}^{11} & \cdots & \mathcal{M}^{1K} \\ \vdots & \ddots & \vdots \\ \mathcal{M}^{K1} & \cdots & \mathcal{M}^{KK} \end{bmatrix},$$

where each $\mathcal{M}^{ij}$ is a matrix of dimension $n \times n$, and $\mathcal{M}^{K1}$ coincides with $M$ from Theorem 3.

Proposition 8. $\mathcal{M}^{11} = C_{1}^* C_{1}^* C_{1}^*$. 

Proof. The proof is done by induction on $K$. For $K = 1$ and $K = 2$, the formula comes from the previous lemma. Suppose that the equality holds for $K - 1$, with $K \geq 3$; we prove that it holds also for $K$. By partitioning matrix $M_v$ in four blocks, such that the upper-left block coincides with $C_1$, from the previous lemma we get the following expression for $\mathcal{M}^{11}$:
Proof. The proof is similar to the previous one. For $K = 1$ or $K = 2$, it comes from Lemma 7. Assuming the formula is correct for $K - 1$ with $K \geq 3$, we can prove its correctness for $K$ as follows. We partition $M_k$ in the previous proof; then, $M^{K1}$ is equal to the bottom matrix block of

$$C_1^* \left( \begin{array}{c} C_1^* | P_1 \ E \ \cdots \ | E \end{array} \right) C_1^*$$

By the induction hypothesis, the latter formula simplifies to $C_1^* \left( C_1^* P_1 C_2^* C_3^* C_2^* C_1^* \right)$, which coincides with $C_1^* C_1^* C_1^*$.  

Proposition 9. $M^{K1} = I_{K-1} C_{K-1} \cdots I_{K-2} C_{K-2} \cdots I_{K} C_1$.  

Expanding the expression using the induction hypothesis and Proposition 8, we get the desired formula.

Proposition 10. $G(M_k) \in \Gamma$ if and only if, for all $k \in [1, K]$, $G(C_k) \in \Gamma$ and, for all $k \in [1, K - 1]$, $G(G_k) \in \Gamma$.

Proof. We recall that $G(M_k) \in \Gamma$ iff there are no elements equal to $0$ in the diagonal of $M_k$. Before continuing, it is useful to visualize the structure of $G(M_k)$; the lumped-node representation of Figure 3 illustrates it in the case $K = 5$. In this simplified representation, $K$ indicates the set of nodes $\{(k - 1)n + 1, \ldots, kn\}$ for any $k \in [1, 5]$, and the matrix, say $Y$, associated to an arc from $k_1$ to $k_2$ indicates that an arc in $G(M_k)$ from node $(k_1 - 1)n + j$ to node $(k_2 - 1)n + i$ exists iff $Y_{ij} \neq -\infty$, and that its weight is equal to $Y_{ij}$, for all $i, j \in [1, n]$.

We partition the set of circuits of $G(M_k)$ in $K$ subsets as follows: (1) circuits visiting at least one node in $\mathbb{T}$, (2) circuits that do not visit any node in $\mathbb{T}$, but that visit at least one node in $\mathbb{Z}$, (3) circuits that do not visit any node in $\mathbb{Z}$, but that visit at least one node in $\mathbb{K}$. Let $k \in [1, K - 1]$. From Proposition 8, the maximal weights of circuits in the $k$th subset correspond to elements in the diagonal of $C_1^* C_2^* C_3^*$; thus, these are non-positive iff $G(C_k) \in \Gamma$ and $G(G_k) \in \Gamma$. As for circuits in the $K$th subset, their maximal weights come from the diagonal elements of $C_K$, which are finite iff $G(C_K) \in \Gamma$.

Theorem 3 is an immediate consequence of Propositions 9 and 10.