Simulating Large PEPs Tensor Networks on Small Quantum Devices
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We systematically map low-bond-dimension PEPs tensor networks to quantum circuits. By measuring and reusing qubits, we demonstrate that a simulation of an $N \times M$ square-lattice PEPs network, for arbitrary $M$, of bond dimension 2 can be performed using $N + 2$ qubits. We employ this approach to calculate the values of a long-range loop observable in the topological Wen plaquette model by mapping a $3 \times 3$ PEPs tensor network to a 5-qubit quantum circuit and executing it on the Honeywell System Model H1-1 trapped-ion device. We find that, for this system size, the noisy observable values are sufficient for diagnosing topological vs. trivial order, as the Wen model is perturbed by a magnetic field term in the Hamiltonian. Our results serve as a proof-of-concept of the utility of the measure-and-reuse approach for simulating large two-dimensional quantum systems on small quantum devices.

I. INTRODUCTION

As noisy intermediate-scale quantum (NISQ) devices progressively improve in qubit count and gate fidelity, it remains an open question as to whether it is possible to achieve any type of quantum advantage without fully error-corrected fault tolerant algorithms [1]. That is, can near-term quantum processors with $\sim 50 - 100$ qubits [2] perform tasks that a classical computer is either incapable of, or would require significantly more time to perform? A particularly promising avenue for quantum advantage is the simulation of many-body quantum systems [3]. Indeed, this is a natural niche for quantum computers proposed by Feynman in the early 1980s [4].

As the number of qubits offered by modern universal quantum computers remains relatively small, it is advantageous to make greater use of the available quantum resources by measuring and reusing qubits. Such capability has recently become available on some quantum processors [5], allowing one to simulate quantum systems consisting of more qubits than are present on the physical device. Several recent works have taken this approach, simulating both static and dynamical one-dimensional (1D) matrix product states (MPS) of quasi-infinite length using a constant number of qubits [6–8]. Since most physical quantum states of interest are not maximally entangled, it should not be necessary to use $N$ qubits to simulate most relevant $N$-qubit states. Instead, we propose an adaptation of existing tensor network ansätze, which are designed to efficiently represent many-body quantum states on classical computers by exploiting their entanglement structure [9].

Here we take an approach similar to the one used for MPS in [6–8], but with 2D tensor networks. Specifically, we map a subset of projected entangled pair states (PEPs) tensor networks — which represent 2D quantum states on a square lattice — to a quantum circuit, and run the resulting circuit on a trapped-ion quantum device. By measuring and reusing qubits, as well as imposing some constraints on the PEPs tensors, we are able to map an $N \times M$ PEPs state to a circuit on $O(N \log \chi)$ qubits, where $\chi$ is the bond dimension, rather than $O(N \times M)$ qubits, as the direct mapping would entail. The resulting circuit allows for measurement of arbitrary observables in the PEPs state, without resorting to approximations. Although PEPs tensor networks achieve significant compression, they are not efficiently contractible on classical computers [10], and their utility as a numerical tool has thus been limited. By outsourcing the contraction problem to a quantum computer, we can exactly probe the physics of larger 2D PEPs states than we could on a classical computer alone.

In this article, we first summarize in Section II the experiment we ran on the Honeywell System Model H1-1 trapped-ion device [5] [11], one of a handful of available quantum processors with mid-circuit measure-and-reuse capability. Here, we map a PEPs representation of the topologically-ordered ground state of the Wen plaquette model to a quantum circuit, achieving a compression of 9 qubits to 5. We then measure a non-trivial loop observable at various values of a magnetic field perturbation, and compare the results from the ion trap to the
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classically-contracted tensor network and to exact diagonalization. This allows us to probe the effects of device noise on the computed values of the observable, to establish the feasibility of our approach for larger system sizes. In Section III we provide more details about the mapping from PEPs tensor networks to quantum circuits, comparing our approach with that from the recent work [12]. Finally, we close with a discussion of the results and potential future work.

II. SUMMARY OF EXPERIMENT

To demonstrate the practicality of our mapping using an existing quantum device, we map a 9-qubit PEPs tensor network with bond dimension \( \chi = 2 \) onto a 5-qubit quantum circuit, with mid-circuit measurements acting as the physical indices of the tensors. A cartoon of the mapping is depicted in Fig. 1.

After optimizing the tensor network (on a classical computer) to reproduce the ground state of a topologically nontrivial Hamiltonian, we compute expectation values of observables in this state by executing the corresponding circuit on the Honeywell System Model H1-1 trapped-ion device. With the resulting data, we then compare the experimental results to exact and tensor network numerical results for these observables.

Our task consists of finding the PEPs representation of the ground state of a particular Hamiltonian, mapping that PEPs to a circuit, and using the circuit to compute non-local order parameters that indicate the phase of the ground state.

A. Tensor Parameterization and Optimization

We study the Wen plaquette model [13]:

\[
H_0 = - \sum_{i \in \text{sites}} \sigma^x_i \sigma^y_{i+\hat{x}} \sigma^x_{i+\hat{y}} + g \sigma^y_{i+\hat{y}},
\]

where \( i+\hat{x} \) and \( i+\hat{y} \) indicate neighboring sites to the site \( i \) in the \( x \) and \( y \) directions, respectively. This model’s four-fold degenerate ground states (on the plane with open boundary conditions) possess \( Z_2 \) topological order, which can be diagnosed by measuring a number of different loop operators. Since our 9-site lattice has a boundary, we use the following boundary order parameter (described in [14]) to detect topological order:

\[
\hat{O} = \sigma^x_i \sigma^z_2 \sigma^x_4 \sigma^y_9 \sigma^z_4 \sigma^x_i.
\]

This is a closed-loop around the boundary of the square lattice. This operator can be obtained by taking a product of the four plaquette operators in our Hamiltonian. In the perfectly topologically-ordered ground states of \( \hat{O} \), we have \( |\langle \hat{O} \rangle| = 1 \). We introduce the following magnetic field term, as in [13], to break the topological order:

\[
H_{\text{mag}} = -g \sum_{i \in \text{sites}} (\sigma^x_i + \sigma^y_i + \sigma^z_i)
\]

Our full Hamiltonian is thus \( H = H_0 + H_{\text{mag}} \). As we increase \( g \), the magnetic field strength, the topological order breaks down and \( |\langle \hat{O} \rangle| \rightarrow 0 \). The exact values of \( |\langle \hat{O} \rangle| \) for \( g \in [0,1.2] \) are represented by the blue line in Fig. 3.

With the Hamiltonian in hand, we must first find a PEPs tensor network that approximates the ground state of the system for various values of the magnetic field strength \( g \). To parameterize the tensors to be optimized, we start with the unitary circuit elements as depicted on the left-hand side of Fig. 4. The 2-qubit unitaries in the circuit consist of a single Mølmer-Sørensen (MS) entangling gate [15] abutted by a 3-parameter \( SU(2) \) gate on each incoming and outgoing rail (see Fig. 2). Thus, the 2-qubit unitaries each contain 12 parameters. The 3-qubit unitaries in our circuit consist of two staggered 2-qubit unitaries, and thus contain 24 parameters (though only 21 independent parameters).

The unitary operators are then mapped to tensors by contracting their appropriate auxiliary bonds with the \( |0\rangle \) state (depicted by dotted lines in Fig. 1). For the final row, we perform two successive singular value decompositions on the final 3-qubit unitary to yield the tensors numbered 7, 8, and 9, respectively. The use of a single
MS gate in our unitary parameterization ensures that the bond dimension of the resulting tensors is no greater than 2, as desired. It is worth noting that many of the parameters in the unitary parameterization of the circuit are redundant, as contracting some of the input bonds of these unitaries reduces the effective rank of the resulting map. This is not a major concern when we are optimizing small numbers of parameters (144 in this case), but a less redundant parameterization may be necessary for efficient optimization of parameters in larger circuits.

Once we have mapped the parameterized unitaries to tensors, we can contract them into a 3 square lattice depicted in Fig. 5. The incoming and outgoing arrows indicate the physical and virtual bonds of a tensor. The indices of a unitary circuit element, respectively. The incoming and outgoing arrows on the physical and virtual bonds of a tensor indicate the effective rank of the resulting map. This is not a major concern when we are optimizing small numbers of parameters (144 in this case), but a less redundant parameterization may be necessary for efficient optimization of parameters in larger circuits.

Unlike matrix product states, PEPs tensor networks have no intrinsic ordering that would allow them to be easily mapped to a quantum circuit. Thus, before defining a map from tensors to unitary operators, we must choose an ordering of the contraction of the PEPs tensors that will allow us to construct a quantum circuit. Moreover, we would like to find an ordering that will yield a qubit-efficient mapping from PEPs networks to quantum circuits. Ideally, we want to make use of mid-circuit measurement and reset so that our circuit contains fewer qubits than are present in the corresponding PEPs state, along the lines of the “holographic” simulation of MPS tensor networks employed in [6–8]. To this end, we order the PEPs tensor network in a zig-zag pattern, as depicted in Fig. 5. The incoming and outgoing arrows on the physical and virtual bonds of a tensor indicate the flow of time, and correspond to the input and output indices of a unitary circuit element, respectively.

Tensors that have more output than input indices can be supplemented with additional input indices (which will be fixed to the |0⟩ state) in order to embed them in a unitary matrix. For example, the tensor numbered 1 in Fig. 5 contains three output and zero input bonds.

III. MAPPING TENSOR NETWORKS TO QUANTUM CHANNELS

The effects of the noise from the System Model H1-1 device are evident in the experimental results (orange points). The experiment consisted of 1000 shots of the PEPs circuit for each separate value of $g$. The error bars on the orange dots are purely from the statistical error from measurements. The error bars are relatively small, so the orange dots provide good data on the effects of noise on the circuit. Overall, the noise has the effect of dampening the values of the loop observable. This effect is more pronounced the larger the expected values of the observable are. At $g = 0$, for example, where $⟨O⟩$ is exactly 1, the results from our circuit yield $⟨O⟩ \approx 0.88$, which, absent exact results, serves as a strong indication of topological order. As the strength of the magnetic field $g$ is increased, the measured values of the observable follow the exact tensor network values very closely, and clearly exhibit the transition from topological order to trivial, ferromagnetic order, providing at least a fuzzy phase boundary. The topological order appears to be broken by the time $g$ reaches the value 1.

The quality of the results for our loop observable indicates that our experiment could potentially be scaled up to larger lattice sizes and still yield useful results on existing quantum hardware.
FIG. 3. Values of the loop observable \( \langle 2 \rangle \) for various values of the magnetic field strength, \( g \). The blue curve indicates the results from exact diagonalization of the Hamiltonian. The green dots are the values of the observable for the tensor network approximation of the ground state (without noise). The orange dots are the experimental results, each corresponding to 1000 shots of the PEPs circuit on the Honeywell System Model H1-1 device. The error bars on the orange dots correspond to statistical error.

Two of the output bonds are virtual bonds, each of bond dimension \( \chi \) and will thus require \( N_B = \lceil \log \chi \rceil \) qubits as virtual qubits in a corresponding unitary. Thus, a corresponding unitary operator is a \( 2N_B + 1 \) qubit unitary with all of its input qubits initialized in the \( |0\rangle \) state. Similarly, tensor 3 will be mapped to a unitary operator on \( N_B + 1 \) qubits, with one of the input qubits set to \( |0\rangle \) — \( N_B \) of the qubits in the unitary correspond to the virtual bonds, while the additional qubit corresponds to the physical bond. Diagrammatic examples of this supplementation of bonds can be seen in Fig. 4. It is important to note that all supplementary bonds are input bonds. This allows the input qubits to these bonds to be deterministically set to \( |0\rangle \) before the execution of the unitary gate. This allows us to avoid post-selection, an issue that would arise with output bonds that must be set to \( |0\rangle \).

With this zig-zag causal ordering in place, we can map PEPs tensor networks on rectangular lattices of size \( N \times M \) for arbitrary \( M \) with bond dimension \( \chi = 2^{N_B} \) to quantum circuits on \( N_Q = (N + 1) \times N_B + 1 \) qubits. This becomes qubit-efficient, that is \( N_Q < N \times M \), when

\[
M > \left( \frac{1}{N} + \frac{1}{N} \right) N_B + \frac{1}{N}, \tag{5}
\]

or, in terms of the number of bond qubits,

\[
N_B < \left\lfloor \frac{N \times M - 1}{N + 1} \right\rfloor. \tag{6}
\]

For example, for a \( 3 \times 3 \) square lattice, we must have a
FIG. 5. The zig-zag causal pattern used to map a PEPs tensor network onto a quantum circuit, depicted for a $4 \times 5$ qubit rectangular lattice. When mapping to unitary circuit elements, time runs from top to bottom, and physical bonds—indicated by the dangling lines with orthogonal indicated by dangling lines from tensors with orthogonal crosses—correspond to mid-circuit measurements followed by qubit resets.

bond dimension of 2 or lower for our circuit to be qubit-efficient. For a general $N \times N$ square lattice, the circuit is qubit-efficient if $N_B \leq (N - 1)$. Thus, for a given bond dimension, the circuit mapping becomes more qubit-efficient as we increase the size of the lattice.

A. Parameterizing the PEPs Tensors

One can choose a variety of tensor decomposition methods as a means to parameterize the PEPs tensor network, and, ultimately, its corresponding quantum channel. In parameterizing tensor 3 in Figs. 1 and 4, for example, starting with an arbitrary rank-3 tensor (assuming $\chi = 2$ for now), $T_{\alpha\beta}^i$ (where Roman letters indicate physical bonds and Greek letters indicate virtual bonds and we use Einstein summation), one can construct a 2-qubit unitary $U_{i\beta,\alpha\gamma}$ such that when one of the input qubits is set to the zero state (as depicted in Fig. 4), we have

$$U_{i\beta,\alpha\gamma}\delta_{\gamma,0} = U_{i\beta,\alpha0} = T^\alpha_{\beta}. \tag{7}$$

Once this constraint is in place, we must ensure the unitarity of $U_{i\beta,\alpha\gamma}$:

$$U^*_{i\lambda,0\delta}U_{i\beta,\alpha\gamma} = \delta_{\lambda\sigma,\alpha\gamma} \tag{8}$$

$$U^*_{i\lambda,0\delta}U_{i\beta,\alpha0} = T^\lambda_{\beta}\delta_{\sigma,\alpha}. \tag{9}$$

This first constraint indicates that the tensors must be isometric in one direction (that is, when we contract a bond index and a physical index of two tensors, we obtain the identity for the remaining bond indices). Expanding the second constraint,

$$U^*_{j\zeta,\alpha\gamma}U^*_{\alpha\gamma,i\beta} = \delta_{j\zeta,i\beta}$$

$$= U^*_{j\zeta,\alpha0}U^*_{\alpha0,i\beta} + U^*_{j\zeta,\alpha1}U^*_{\alpha1,i\beta}$$

$$= T^\zeta_{j\alpha}T^\alpha_{\beta} + U^*_{j\zeta,\alpha1}U^*_{\alpha1,i\beta}\delta_{j\zeta,i\beta} \tag{10}$$

$$U^*_{j\zeta,\alpha1}U^*_{\alpha1,i\beta} = \delta_{j\zeta,i\beta} - T^\zeta_{j\alpha}T^\alpha_{\beta}. \tag{11}$$

This second constraint allows us to solve for the remaining components of the unitary matrix using the components of the tensor.

B. Comparison with Isometric Tensor Networks

The constraints we impose on the PEPs tensors in order to define a causal structure are related to those proposed for so-called “isometric tensor networks” (isoTNS) [20]. In that work, the authors outline a procedure that involves first choosing a site (the “orthogonality center”) in a 2D tensor network on which one wishes to compute the expectation value of a local observable. The column
and row that intersect at this site then become the “orthogonality hypersurface”. The tensors constituting the complementary regions of this hypersurface are then chosen to be isometric, with orthogonality to the hypersurfaces defining the “causal order” along which tensor contractions are isometric. In our zig-zag causal structure, no orthogonality center is specified, and the direction of isometry is different than that implied by the isoTNS method if we had chosen the final row of tensors as an orthogonality hypersurface. In our causal order, alternating rows have alternating causal order, whereas in the isoTNS structure, rows of tensors parallel to the orthogonality hypersurface have unidirectional causal order.

The disadvantage of the isoTNS approach is that one must select an orthogonality center before computing an observable, making it inconvenient for computing large or non-local observables, such as Wilson loops. In a recent work by Slattery and Clark [12], the authors propose “quantum isometric tensor networks” (qisoTNS), which are very similar, but not identical to our proposal. In that work, as in ours, one does not need to restrict to a selected orthogonality hypersurface in order to compute an observable. The work by Slattery and Clark retains the causal structure implied by isoTNS, unlike our zig-zag causal structure, but achieves similar compression of \(N \times N\) square lattices to \(O(N \log \chi)\) qubit circuits, as our work does.

C. Mapping the Final Row of Tensors

For the final row of tensors evaluated in the circuit (i.e., tensors 17, 18, 19, and 20 in Fig. 5), one may either continue the zig-zag pattern employed for the previous rows, or use one large \(N\)-qubit unitary operator to contain all \(N\) tensors in the row. In the former case, the mapping from tensors to unitaries proceeds as outlined in III A. In the latter case, one can simply contract the \(N\) tensors of the final row together to form an \(N\)-qubit operator, and constrain the tensors such that this operator is unitary. This is what we have done to parameterize the tensor network in our experiment, as it slightly reduces the depth of the circuit as compared to the case where we retain zig-zag ordering in the final row.

IV. CONCLUSION AND OUTLOOK

In this work we have confirmed the possibility of obtaining useful results from a PEPs to quantum circuit mapping on existing quantum hardware, at least for small system sizes. The obvious next step is to scale up the system size and determine the point at which device noise washes out the values of the desired observables and the results are no longer useful as e.g. probes of topological order. The H1-1 device supports up to 10 qubits, allowing for PEPs tensor networks with bond dimension 2 of up to \(8 \times M\) (for arbitrary \(M\)) qubits to be simulated. The utility of the results and their resilience to noise will vary depending on the system and the measured observables, but measuring a long range loop order parameter in a topological phase, as we have done in this paper, could serve as a fairly sensitive benchmark for the susceptibility of the circuit to noise.

Several other extensions of this work could also prove to be valuable. As suggested in [12], it is not exactly clear how expressive PEPs tensor networks with isometric constraints can be. Clearly, the causal structure imposed by mapping PEPs to a circuit will limit what correlations can and cannot be present in the system. It may also prevent the exact imposition of certain spatial symmetries on the system. Whether this limitation can be overcome by simply increasing the bond dimension, or if this sort of PEPs tensor network is limited to a certain subset of 2D states is an interesting open question. One advantage of this construction is the direct access it allows to the bonds of the PEPs tensor network, which should allow for fairly straightforward computation of various entanglement measures. It would be very interesting, via direct tomography or some other method, to use this approach to experimentally measure, e.g. the topological entanglement entropy in a 2D state [21][22]. Additionally, it may be interesting to construct an analogous mapping for non-square lattice tensor network states. More broadly, it is worth asking if and how one could achieve some sort of quantum advantage using an approach like this. This would likely involve finding a noise-resilient observable in a specifically-chosen interacting 2D model, and measuring it using a quantum circuit of a size that cannot be efficiently classically simulated. Attempting to construct such a problem would be an interesting and worthwhile project. Regardless, it is likely that NISQ devices will at least serve as important companions to classical simulation in the study of strongly-correlated many-body quantum systems in the very near future.
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