Abstract—Physical motion models offer interpretable predictions for the motion of vehicles. However, some model parameters, such as those related to aero- and hydrodynamics, are expensive to measure and are often only roughly approximated reducing prediction accuracy. Recurrent neural networks achieve high prediction accuracy at low cost, as they can use cheap measurements collected during routine operation of the vehicle, but their results are hard to interpret. To precisely predict vehicle states without expensive measurements of physical parameters, we propose a hybrid approach combining deep learning and physical motion models including a novel two-phase training procedure. We achieve interpretability by restricting the output range of the deep neural network as part of the hybrid model, which limits the uncertainty introduced by the neural network to a known quantity. We have evaluated our approach for the use case of ship and quadcopter motion. The results show that our hybrid model can improve model interpretability with no decrease in accuracy compared to existing deep learning approaches.

1. INTRODUCTION

Models for multi-step prediction yield a sequence of future system states given the initial system state and a sequence of control inputs. Control methods, such as model predictive control [1], [2], rely on the predictions of future states for computing optimal control inputs given a set of objectives like heading, speed or minimal fuel consumption. Multi-step prediction models should be accurate and, in addition, they should be interpretable such that a domain expert can understand their predictions and identify their limitations, e.g. their failure states. Interpretability is considered a crucial safety concern for ML systems by governmental entities, e.g. the European Commission [3], or technical inspection and product certification services, e.g. the Technical Inspection Association (TÜV) [4]. This paper develops a model for multi-step prediction, which is accurate and interpretable, to allow for future certification and usage in vehicle control.

Traditional multi-step prediction models use physical (motion) models [5], [6], which are commonly based on first-principles or linear regression. The parameters of these models correspond to physical parameters of the system, which makes these approaches interpretable. However, physical models suffer from the high cost and difficulty of measuring parameters concerning, e.g., aero- or hydrodynamics. Although these costs can be reduced by applying simplifications, such as linearization of the model around a task-dependent operating point (e.g. a constant speed for manoeuvring [5]), these simplifications introduce prediction errors, which aggregate over multiple prediction steps causing the predicted states to diverge from the actual states [7].

The lack of accuracy can be reduced by deep neural networks (DNN), which have shown to be capable at simulating dynamical systems over large time spans for various domains, such as unmanned aerial vehicles [8], [7], [9], ships [10], [11], engines [12], aerodynamics [13], and lake temperatures [14]. DNN-based models require little domain knowledge in comparison to physical models. In addition, they are less expensive to build, as the parameters are automatically learned from the data. However, DNNs suffer from low interpretability, as their parameters do not directly correspond to the parameters of the system and are therefore not physically meaningful (Challenge C1: Interpretability). As a consequence, they may not be used without further developments in practice, as certification bodies will not licence such technologies for use in autonomous vehicles [4], at least in the current state.

In order to benefit from both approaches, hybrid models combine physical models and DNN, while minimizing the respective disadvantages. Improved interpretability compared to deep learning is achieved by partially retaining the interpretability of the physical model via certain structures in the model architecture or by constraining the dynamics of the DNN. Recent approaches have employed a residual hybrid architecture, in which the DNN is trained to compensate for the error residual of the physical model [15], [7], [11], [15] and [11] achieve a higher interpretability compared to DNN due to the combination of physical model and DNN output for the overall prediction. [7] feeds the output of an additional DNN as input to the physical model. This has a negative impact on the interpretability compared to [15] and [11], since the input-output relation of the physical model is obscured by the DNN. However, the approach allows the inclusion of unknown parameters, which are identified during training of the DNN, which makes it more flexible than [15] and [11]. However, all these three approaches only consider purely linear models as physical models, which is a considerable limitation, since most vehicle dynamics are non-linear (Challenge C2: Non-linear physical models).

The training of hybrid models that use non-linear or inaccurate physical models for multi-step prediction is difficult (Challenge C3: Trainability of hybrid models). Due to
feedback of the predicted state as input to the physical model, errors in the prediction aggregate over time, which causes divergence in the weights of the DNN.

Another limitation of the existing work is its evaluation in use cases with low environmental disturbances, such as quadcopters operated indoors or unmanned surface vehicles operated on lakes [7], [11]. Environmental disturbances have a large effect on vehicle dynamics due to strong coupling between states (Challenge C4: Environmental disturbances).

To address these challenges, we propose a novel hybrid method for multi-step prediction of vehicle states consisting of a residual hybrid architecture with a respective training procedure. Our proposed hybrid architecture combines long short-term memory networks (LSTM) and physical models similar to [15], but with the capacity to model a large variety of physical models composed of first-principles and regression models (C2). Using our two-phase training procedure, we address the existing problem of divergence during training of hybrid models in multi-step prediction, thus allowing for inaccurate and non-linear physical models as part of the hybrid model (C3). Our procedure ensures convergence of the DNN by training it to correct the single-step error of the physical model and the aggregated error over multiple prediction steps. In addition, we guarantee interpretability of our approach by applying a constraint on the output range of the LSTM (C1). This enables a trade-off between interpretability of the hybrid model and accuracy by varying the strictness of the constraint. Finally, we evaluate our approach on the use-case of ship motion under environmental disturbances (C4) and on the use-case of quadcopter motion without disturbances.

II. RELATED WORK

We have identified three families of related approaches that merge knowledge of a physical system with deep learning.

Network architectures. Deep feedforward neural networks (FNN) are frequently used to approximate complex non-linear dynamics [16], [9]. These FNN are known as non-linear auto-regressive exogenous (NARX) networks. They are given a fixed window of prior states and control inputs and predict subsequent states. Because the size of their input window is fixed, NARX networks do not cope well with long-term dynamics.

Recurrent neural networks (RNN) are a superior alternative to FNNs for simulating dynamical systems, as their recurrent structure permits them to model complex non-linear dynamics over large time spans [17], [13], [18], [11]. The hidden state of RNN can learn latent temporal dependencies, e.g. environmental effects such as waves, which are not directly measurable with sensors. Thus, RNNs may provide more accurate state predictions than FNNs. A network architecture that models the physical processes of the system can also improve prediction accuracy. Schürholz et al. [12] employs a recurrent architecture with additional forward connections between recurrent units, which correspond to the physical information flow between components further improving the prediction accuracy.

Physics-based loss functions. Loss functions can encode known dynamics and physical parameters as regularization terms. In [14] and [19] physics-based restrictions motivated by the law of energy conservation are used on the loss function to simulate lake temperatures with FNNs and RNNs. Their evaluations show that this method allows the network to converge faster than a network with unmodified loss. Approaches dealing with object tracking [20], [21] employ loss functions for semi-supervised learning by encoding dynamics in the loss function and punishing trivial solutions. Including knowledge about the physical system in loss functions reduces the amount of data and time required for training the DNN and results in physically plausible predictions. However, physics-based loss functions do not improve interpretability, as they only affect the training of the neural network.

Hybrid models. Hybrid models combine different types of models, such as physical models and DNN. In a serial architecture, approaches like [22] and [18] either give the output of a DNN as input to a physical model or vice versa. In either variant, the output of the second model is returned as overall prediction. The rationale underlying these architectures is that certain inputs to a physical model, such as hydrodynamic forces, are difficult to model with first-principles, but can be predicted by a DNN from control inputs and the system state. The serial connection limits the interpretability of the hybrid model, as the input-output relation is obscured by the neural network. On the other hand, a parallel architecture adds the output of a physical model and the output layer of a DNN into an overall prediction [22], [11]. This approach retains the interpretability of the physical model, if the DNN contribution is sufficiently small in comparison. Recent work uses residual architectures, which employ serial and parallel connections in joint [15], [18]. The serial connection, which gives the output of the physical model as input to the DNN, allows the network to rectify errors of the physical model and improve accuracy over multiple prediction steps. The parallel connection sums the error residual predicted by the DNN and the physical model output for the overall prediction thereby ensuring the interpretability of the prediction. Lastly, current approaches utilize physical models, which are either relatively accurate but expensive [15] or use simplifications such as linear models [18], [11]. The former type of model is expensive to develop, while the latter limits the possible parameters present in the physical model.

III. HYBRID MODEL AND TRAINING FOR MULTISTEP PREDICTION

Our proposed approach consists of a hybrid architecture and a two-phase training procedure. We combine a physical model with an LSTM, which predicts the error residual of the physical model. The physical model and LSTM are described in Sections II-B and II-C respectively. The goal of the two-phase training process is to achieve convergence. In the first phase, we reduce the one-step prediction error by teacher-forcing [23], i.e. at each time step, the hybrid model receives the true prior state as input. In the second phase, we train
TABLE I: Summary of variables and physical parameters used in the model. Matrices are denoted by bold uppercase letters. Vectors are denoted by lowercase letters with upper arrow. Scalars are denoted by lowercase letters.

| Variable | Description |
|----------|-------------|
| $\vec{q}$ | position/attitude vector in inertial frame with roll angle $\phi$ |
| $\vec{v}$ | velocity vector in body frame with yaw angle $\psi$ |
| $u$ | surge velocity (x-axis) |
| $w$ | sway velocity (y-axis) |
| $p$ | roll rate (x-axis) |
| $r$ | yaw rate (z-axis) |
| $L$ | mass and inertia matrix |
| $D$ | hydrodynamic damping matrix |
| $C_{RB}$ | rigid-body Coriolis and centripetal matrix |
| $\vec{g}$ | restoring forces |
| $\vec{f}_{control}$ | control forces (propulsion, steering) |
| $\vec{f}_{env}$ | environmental forces |
| $J$ | rotation from body to inertial frame |
| $\vec{z}_t$ | measured system state at time step $t$ |
| $\vec{c}_t$ | control input at time step $t$ |

with multistep prediction feeding back each predicted state as input for the next prediction. The variables used for the model definition are summarized in Table I.

A. Overall Architecture

As shown in Figure 1, the hybrid model consists of an LSTM and a physical model. The physical model can be a regression or first-principles component, as well as a combination of both. A first-principles component is a set of differential equations derived directly from Newton’s second law of motion. A regression component allows learning of an interpretable model from data, which is useful estimating hydrodynamical coefficients [5]. It is common practice to combine both approaches to yield more accurate physical models.

The physical model $\vec{z}_{t+1}^{\text{phy}}$ computes its prediction from the control input $\vec{c}_t$ and the previous state $\vec{z}_t$. The LSTM $\vec{z}_{t+1}^{\text{lstm}}$ predicts the error residual of the physical model given the previous hidden state $\vec{h}_t$, the control input $\vec{c}_t$, and the current state prediction of the physical model $\vec{z}_{t+1}^{\text{phy}}$. The previous state $\vec{z}_t$ is not needed as input, since it is composed of the prior physical model output $\vec{z}_{t-1}^{\text{phy}}$, which was provided as input, and its own output $\vec{z}_{t}^{\text{lstm}}$. Accordingly, this information is already encoded in the hidden state and its inclusion yielded no performance improvements in our initial experiments. The state prediction of the hybrid model $\vec{z}_{t+1}$ is the sum of $\vec{z}_{t+1}^{\text{phy}}$ and $\vec{z}_{t+1}^{\text{lstm}}$. During multi-step prediction, the auto-regressive loop, represented by the dashed arrow, feeds back this state prediction $\vec{z}_{t+1}$ as input to the physical model. Because of the feedback loop, the multi-step prediction error may aggregate over time. The forward computation for our hybrid model for the time step $t+1$ is defined as follows:

$$\vec{z}_{t+1}^{\text{phy}} = \text{Regression}(\vec{c}_t, \vec{z}_t) + \text{1st-Principles}(\vec{c}_t, \vec{z}_t)$$  
$$\vec{h}_{t+1} = \text{LSTM}(\vec{c}_t, \vec{z}_t^{\text{phy}}, \vec{h}_t)$$  
$$\vec{z}_{t+1}^{\text{lstm}} = W_{\text{rb}} \vec{h}_{t+1}$$  
$$\vec{z}_{t+1} = \vec{z}_{t+1}^{\text{phy}} + \vec{z}_{t+1}^{\text{lstm}}$$

**Training.** The training of the hybrid approach is divided into training of the physical model and training of the LSTM. The regression component is fit on the residual of the first-principles model for the single-step objective:

$$\mathcal{L}_{\text{reg}}(\vec{\theta}) = \text{MSE}(\vec{z}_{t+1} - \text{1st-Principles}(\vec{c}_t, \vec{z}_t), \text{Regression}(\vec{c}_t, \vec{z}_t; \vec{\theta}))$$

If no first-principles component is used, the regression fits on the task of predicting the system state instead of the first-principles residual.

The training of the LSTM on the multi-step prediction objective, i.e. predicting the state over multiple time steps given a sequence of control inputs, is difficult, because each next-step prediction of the physical model depends on the inaccurate previous prediction. Thus, the error aggregates over several time steps causing divergence between predicted state and true state. LSTMs are trained with backpropagation-through-time (BPTT), which is sensitive to large errors. A combination of increasingly large errors and BPTT causes exploding gradients and prevents successful training of the network.

We solve this problem with our two-phase training procedure, which enables training hybrid models with divergent and inaccurate physical models.

**First phase.** In the first phase, we employ teacher forcing, where the physical model receives the true state $\vec{z}_t$ as input at each time step $t+1$. This mechanism enables the LSTM to learn the one-step error of the physical model, which occurs due to missing parameters or simplifications. The loss function for the first phase is defined as:

$$\mathcal{L}_{\text{lstm}}(\vec{\theta}) = \sum_{t=1}^{T} \text{MSE}(\vec{z}_{t+1} - \vec{z}_{t+1}^{\text{phy}}, \text{LSTM}(\vec{c}_t, \vec{z}_t^{\text{phys}}, \vec{h}_t; \vec{\theta}))$$

where $T$ is the number of time steps and MSE is the mean squared error.
The first training phase is only performed to reduce the estimation error until feedback of the state prediction does not cause divergence during multi-step prediction. Therefore the first-phase loss function is only employed for a limited number of epochs.

**Second phase.** In this phase, the model learns to predict states over multiple time steps without receiving true states as input. This is achieved by using the state prediction from the previous time step as input in the current prediction step. The training remains effective, because the first-phase ensured that the hybrid model achieves sufficiently accurate predictions to prevent the strong divergence of DNN gradients. The loss function for the second phase only differs from the first-phase in the physical model prediction $\hat{z}_{t+1}^{\text{phy}}$, as the prediction now depends on the predicted prior state $\hat{z}_t$ and not on the true prior state:

$$
\hat{z}_{t+1}^{\text{phy}} = \text{1st-Principles}(\hat{c}_t, \hat{z}_t) + \text{Regression}(\hat{c}_t, \hat{z}_t)
$$

(7)

**B. Physical Models**

We define (cf. [5], [6]) physical models for ships combining a first-principles model with a regression model. The simple dynamics are modelled precisely using the corresponding physical equations. The complex system dynamics are approximated using least squares regression.

**First-principles.** The models of motion are represented by differential equations, which define the equilibrium of forces resulting in the acceleration of a vehicle. We use the motion model for surface vessels developed by Fossen [5]:

$$
\ddot{\eta} = J(\eta) \ddot{v}
$$

(8)

$$
\dot{v} = M^{-1} (\tau_{\text{control}} + \tau_{\text{env}} - D(\ddot{v}) \ddot{v} - C_{RB}(v) \ddot{v} - \tilde{g}(\eta))
$$

(9)

Equation (8) defines the kinematics of the vessel, as it describes the mapping of velocities in the ship’s body frame to a motion in the inertial reference frame, i.e. earth. The ship’s kinetics represented by Equation (9) define the relation of forces affecting the vessel and the resulting acceleration.

Developing first-principles models is challenging due to the high cost and difficulty associated with measuring their physical parameters. Additionally, environmental variables, such as the sea state, cannot be measured during the operation of a vehicle, which makes their prediction with first-principles models infeasible. Due to these limitations, we consider two examples of incomplete first-principles models, which entirely omit immeasurable parameters. First, the **minimal model** (\textit{min}) uses only parameters that are easy to measure or approximate, such as those related to the vessel’s mass, inertia and geometry. The restoring forces are linearized as $G\ddot{\eta}$ around a roll angle of 0 yielding a good approximation with fewer parameters [5]:

$$
\ddot{v} = M^{-1} (-C_{RB}(\ddot{v}) \ddot{v} - G\ddot{\eta})
$$

(10)

All the other parameters that are expensive to measure are set to 0, e.g. ones concerning hydrodynamic forces.

Second, a **propulsion-based model** (\textit{pro}), which extends the minimal model by parameters for propulsion and steering forces. This model includes $\tau_{\text{control}}$, which represents the control forces generated by propellers and rudders:

$$
\ddot{v} = M^{-1} (\tau_{\text{control}}(\dot{c}, v) - C_{RB}(\ddot{v}) \ddot{v} - G\ddot{\eta})
$$

(11)

The model for control forces $\tau_{\text{control}}$ is highly dependent on the propulsion system of the modeled vessel, as it depends on the thruster configuration and the type of steering mechanism. The implementation details of a standard propeller and rudder may be found in the MSS toolbox [24].

**Linear regression.** We employ linear regression in two models components as a coarsely approximating physical model [25]. The **linear regression model** (\textit{lin}) receives prior system state $\hat{z}_t$ and control input $\hat{c}_t$:

$$
\hat{z}_{t+1} = Q\hat{c}_t + P\hat{z}_t + \hat{b}
$$

(12)

with input matrix $Q$, system matrix $P$, and bias vector $\hat{b}$.

Second, we extend the linear model with a non-linear input mapping $f$ to better approximate hydrodynamic forces:

$$
\hat{z}_{t+1} = Q\hat{c}_t + Pf(\hat{z}_t) + \hat{b}
$$

(13)

We use the set of non-linear features developed by [26] consisting of polynomial and absolute terms, which are well-suited for modeling the damping and drag effects of a ship hull with the surrounding fluid.

**C. Recurrent Neural Network**

We employ a stacked LSTM including an initialization mechanism as DNN component in our hybrid model, as it is capable of memorizing long-term dynamics and of modeling dynamics at different time scales [27]. The latter capability is important for modeling ships, since waves and control inputs introduce dynamics with different frequencies.

The models for multi-step prediction, such as a LSTMs, rely on an initial state to yield accurate predictions. Thus, the initial state should encode all available information about the system and the surrounding environment, e.g. the velocity and position of a ship but also the sea state. The state of an LSTM is its cell and hidden state. An LSTM can be initialized at $t = 0$ by providing a cell and hidden state. Mohajerin et al. [7] propose the initialization with an additional LSTM acting as initializer. The initializer receives as input a window of system states and control inputs, which precede the predicted time frame. The recurrence of the initializer enables it to extract latent dynamics from the data, which cannot be directly measured such as the sea state. The prediction model is then initialized with the final hidden state of the initializer.

**IV. EVALUATION**

The proposed method is evaluated extensively for modeling dynamics of a patrol ship under environmental disturbances (Section [IV-A] and [IV-B]). To prove generalizability Section [IV-C] summarizes results for quadcopter motion.
A. Experiment Setup

Dataset. The dataset is generated with a 4 degrees-of-freedom (DOF) maneuvering model of a patrol ship, which simulates the horizontal plane motion and rolling due to waves. The original model and physical parameters are provided by Perez et al. [28] and can be found in the MSS toolbox [24]. The model is extended to include wind forces according to Isherwood [29], ocean waves generated with the JONSWAP spectrum [30], and corresponding wave forces computed with force response amplitude operators. Two symmetrically-placed fixed-pitch rudder propellers are implemented for control of heading and speed of the vessel. Control inputs to the simulation model are generated via an open-control loop, which mimic a human operator. The measurements of the vessel are sampled with a rate of 1 Hz. The dataset consists of 96 hours separated into 1 h simulations, where each simulation is initialized with a random sea state and control inputs. The dataset is split into training, validation, and test set with a 60-10-30 split.

Metrics. The prediction performance is measured with regards to state and trajectory prediction over a time span of 15 min or 900 time steps. A window containing 1 min of prior control inputs and state variables is provided as initial state. The five predicted states are the velocities for surge $u$, sway $w$, roll $p$, and yaw $r$, as well as the roll angle $\phi$. The root mean squared error (RMSE) is averaged over all time steps for each state to measure the state prediction performance. The trajectory RMSE measures the average distance between the predicted and true trajectory for each time step. The trajectory error emphasizes surge, sway, and yaw, as they have the largest impact on the trajectory. Interpretability is measured using an output range constraint enforced on the LSTM. An unconstrained LSTM results in no interpretability, while an increasingly smaller output range enforced on the LSTM. An unconstrained LSTM results in no interpretability, while an increasingly smaller output range enforced on the LSTM. An unconstrained LSTM results in no interpretability, while an increasingly smaller output range enforced on the LSTM.

Model selection. Hyperparameter search is performed via grid search on the validation set. The best model per class is chosen based on the RMSE summed over each state. Quadratic control lag (QLag) is a regression model developed by [9] as best-performing physical baseline in their work. It uses a window of prior control inputs and states, and includes control inputs as quadratic terms to model the relation between propulsion and speed. Stacked LSTM with an LSTM initializer (LSTM, [7]) is used as DNN baseline. Hybrid models are trained with each potential physical model configuration using the default one-phase training and the proposed two-phase training (({Min, Pro}+{Lin, Pro}- {1P, 2P})). This allows us to evaluate whether our two-phase training can successfully train hybrid models with incomplete and non-linear physical models. The models are denoted by abbreviations as defined in the previous text. Lin-1P is similar to the hybrid model by [11].

B. Results

TABLE II: Root mean squared error for each state variable and trajectory over all test samples. QLag and LSTM are the physical and DNN baseline respectively. Other models are hybrid models using one- or two-phase training. The best and second-best score per column are marked in red and blue respectively.

| Model          | $u$ [m/s] | $w$ [m/s] | $p$ [rad/s] | $r$ [rad/s] | $\phi$ [rad] | Trajectory CI-95% [m] |
|----------------|-----------|-----------|-------------|------------|----------|----------------------|
| QLag           | 0.098     | 0.166     | 0.0048      | 0.0058     | 0.0210   | 1147 $\pm$ 9        |
| LSTM           | 0.085     | 0.054     | 0.0056      | 0.0020     | 0.0070   | 290 $\pm$ 3         |
| Min-1P         | 0.112     | 0.057     | 0.0057      | 0.0025     | 0.0074   | 385 $\pm$ 4         |
| Min-2P         | 0.144     | 0.070     | 0.0059      | 0.0023     | 0.0080   | 401 $\pm$ 4         |
| Pro-1P         | 0.108     | 0.063     | 0.0057      | 0.0026     | 0.0079   | 578 $\pm$ 5         |
| Pro-2P         | 0.175     | 0.054     | 0.0056      | 0.0020     | 0.0075   | 317 $\pm$ 3         |
| Lin-1P         | 0.568     | 0.645     | 0.0072      | 0.0115     | 0.0960   | 1674 $\pm$ 11       |
| Lin-2P         | 0.077     | 0.048     | 0.0057      | 0.0018     | 0.0070   | 273 $\pm$ 3         |
| Hyd-1P         | –         | –         | –           | –          | –        | –                   |
| Hyd-2P         | 0.084     | 0.057     | 0.0057      | 0.0021     | 0.0073   | 315 $\pm$ 3         |
| Min+Lin-1P     | 0.828     | 0.453     | 0.0052      | 0.0169     | 0.0470   | 1575 $\pm$ 9        |
| Min+Lin-2P     | 0.070     | 0.055     | 0.0060      | 0.0020     | 0.0074   | 269 $\pm$ 3         |
| Pro+Lin-1P     | 0.675     | 0.500     | 0.0056      | 0.0149     | 0.0591   | 1476 $\pm$ 9        |
| Pro+Lin-2P     | 0.073     | 0.063     | 0.0062      | 0.0022     | 0.0077   | 276 $\pm$ 3         |
| Min+Hyd-1P     | 1.667     | 0.632     | 0.0085      | 0.0143     | 0.0606   | 1798 $\pm$ 10       |
| Min+Hyd-2P     | 0.999     | 0.061     | 0.0056      | 0.0021     | 0.0077   | 360 $\pm$ 3         |
| Pro+Hyd-1P     | 0.372     | 0.595     | 0.0106      | 0.0105     | 0.0892   | 1500 $\pm$ 10       |
| Pro+Hyd-2P     | 0.068     | 0.063     | 0.0058      | 0.0021     | 0.0078   | 285 $\pm$ 3         |

State prediction. Table II shows the state prediction performance of the baselines QLag and LSTM, as well as the performance of each hybrid model. Error values across different state variables are not directly comparable, as they are normalized and each variable has a different magnitude. Min-1P is the only hybrid model without two-phase training that outperforms its counterpart with two-phase training. However, Min-1P performs worse overall compared to all other two-phase hybrid models. For all other configurations, the hybrid model with one-phase training performs worse than the physical model with DNN compared to the default training procedure. Lin-2P achieves the lowest error for three state variables. Additionally, it achieves a trajectory error comparable to Min+Lin-2P as their confidence intervals overlap. We therefore consider Lin-2P as the best performing model in our evaluation. Overall, most hybrid models achieve performance comparable to or better than the DNN baseline LSTM. Hybrid models that employ Lin show better results on average. We hypothesize that the resulting loss function for the LSTM is less complex due to the linearity of Lin compared to more complex non-linear physical models and therefore easier to learn.
Two-phase training provides better true states over a time span of 15 min and Lin-2P similar trajectory errors. The hybrid models with two-phase training and LSTM are summarized in the last of column of Table II. This can be attributed to the randomness of ocean waves. Evaluated methods are suited for use-cases with strong waves, 0 towards predicting a value of \( p \). An example of a trajectory prediction is visualized in Figure 3a. The trajectories are computed from the state predictions in Figure 2. LSTM and Lin-2P predict similar trajectories, which are very close to the true trajectory. The divergence from the true trajectory in each model occurs around the z-axis, since the divergence occurs as a result of changing the heading of the vessel. This difficulty can be observed specifically for QLag, as it underpredicts the yaw rate \( r \), as shown in Figure 2a, starting at approx. 300 s, and consequently diverges from the true trajectory.

**Trajectory prediction.** The results for trajectory prediction are summarized in the last of column of Table II. The errors mirror the results for state prediction. Hybrid models with two-phase training and LSTM achieve similar trajectory errors. The hybrid models Min-Lin-2P, Lin-2P and Pro+Lin-2P perform significantly better than all other models. Two-phase training provides better trajectory prediction compared to one-phase training for all cases but Min-1P. Figure 3a shows boxplots for the trajectory error per minute for the baseline model LSTM and the best-performing hybrid model Lin-2P. Our hybrid approach achieves a lower mean and standard deviation in the trajectory error than the LSTM. Accordingly, the approach is more reliable for trajectory prediction over long time frames than a pure deep learning method.

**Interpretability.** We apply a threshold to the output range of the LSTM to create an interpretable hybrid model. Figure 4 shows the RMSE of our best-performing hybrid model Lin-2P for surge \( u \), sway \( v \) and yaw rate \( r \) for various relative thresholds in orange. The blue horizontal line indicates the error of the model without constraints. The figure shows that a relative threshold of \( \sim 15\% \) is sufficient.
to achieve prediction accuracy similar to the corresponding unconstrained model for all three state variables. Therefore, the loss in interpretability due to the LSTM can be limited effectively. The LSTM applies small adjustments to correct errors introduced by the physical model, which matches the training objective.

In summary, Lin-2P outperforms all other models including LSTM and the other hybrid model variants w.r.t. ship state and trajectory prediction. We show that Lin-2P can be constrained effectively to achieve model interpretability with no loss in accuracy. Accordingly, our hybrid approach enables interpretable and accurate multistep predictions in the use case of predicting ship motion.

C. Generalizability

TABLE III: Root mean squared error for each state and trajectory over all test samples for quadcopter prediction. The best and second-best scores per column are marked in red and blue respectively.

| Model     | $\dot{x}$  | $\dot{y}$  | $\dot{z}$  | $p$     | $q$     | $r$     | Trajectory RMSE [m] |
|-----------|------------|------------|------------|---------|---------|---------|-------------------|
| QLag      | 0.22       | 0.21       | 0.09       | 0.23    | 0.24    | 0.14    | 0.09              |
| LSTM      | 0.08       | 0.07       | 0.05       | 0.11    | 0.11    | 0.04    | 0.02              |
| MinQ      | 0.14       | 0.13       | 0.07       | 0.16    | 0.16    | 0.07    | 0.05              |
| Lin       | 0.14       | 0.13       | 0.06       | 0.15    | 0.15    | 0.07    | 0.05              |
| Qua       | 0.13       | 0.13       | 0.06       | 0.15    | 0.15    | 0.07    | 0.05              |
| MinQ+Lin  | 0.13       | 0.13       | 0.06       | 0.15    | 0.15    | 0.07    | 0.05              |
| MinQ+Qua  | 0.13       | 0.12       | 0.06       | 0.14    | 0.14    | 0.06    | 0.05              |

To show generalizability of our approach, we summarize our results for the task of quadcopter motion with the dataset used in [7].

Dataset. The dataset by [7] consists of multiple acrobatic maneuvers performed by an expert pilot in an indoor environment. The sampling rate is $\delta = 100 \text{Hz}$. Compared to the ship motion use case, measurements are more precise and frequent due to lack of environmental disturbances and use of a motion capture system. Unlike a ship, motion of the quadcopter is mainly determined by its propulsion, as its mass and surface area are low and therefore inertial and aerodynamic forces are small. Due to the performed aerobatics, the control inputs are irregular unlike the ship use case, where control inputs were generated to simulate routine operation. The state vector is defined as $\mathbf{z} = [\dot{x} \dot{y} \dot{z} p q r]$, which are velocities along each axis in the inertial frame and the angular rates for roll, pitch, and yaw.

Quadcopter Models. We perform a train-validation-test split of 60-10-30 and use grid-search to optimize hyperparameters. As suggested by [7], the evaluated prediction horizon is 1s corresponding to 100 time steps. Similar to Min, we develop a minimal physical model MinQ for quadcopters, which models rigid-body forces and gravity. We reuse the linear regression model Lin (Equation [9]). We introduce a quadratic regression model Qua, which includes the square of each control input and each state to more effectively represent forces, such as air resistance. QLag[9] and LSTM[7] are again used as baseline models.

Results. Table III shows state and trajectory prediction performance of the baseline models and each hybrid model using two-phase training for the quadcopter dataset. LSTM outperforms all other models in state and trajectory prediction. All hybrid models achieve similar results and outperform QLag. The best performing hybrid model is MinQ+Qua-2P. Figure 5 shows that MinQ+Qua-2P constrained to a relative threshold of $\sim8\%$ achieves comparable results to the unconstrained model. The results confirm that our hybrid models are preferable w.r.t. accuracy over physical models (QLag). The hybrid models perform slightly worse than pure deep learning for the quadcopter motion, but allows more interpretable predictions.

![Fig. 3: Trajectory prediction is compared for baseline models and best hybrid model.](image1)

![Fig. 4: Prediction error of Lin-2P for various thresholds is shown in orange. The performance of Lin-2P without constraints on the output is shown in blue. A performance comparable to the unconstrained model is achieved at a relative threshold of $\sim15\%$.](image2)
In this paper, we developed a residual hybrid model including a two-phase training procedure. We define relative threshold as a metric for interpretability and employ constraints on the LSTM to achieve interpretable predictions.

Our approach is more flexible than existing work as it is capable of employing a large variety of physical models, such as models with missing parameters and non-linearities (C2: Non-linear physical models). Our results indicate that linear models are preferable as physical models w.r.t. accuracy, as they achieve the best results for ship motion prediction. The proposed two-phase training procedure enables accurate predictions over large time spans for various physical models, while the default training approach either fails to train the network or results in worse prediction accuracy (C3: Trainability of hybrid models). The developed hybrid models outperform pure deep learning for ship motion with environmental disturbances (C4: Environmental disturbances) and performs only slightly worse for quadcopter motion.

The licensing of our method as part of a control system requires that the DNN contribution has to be low to ensure interpretability. Additionally, failure conditions of the DNN have to be understood to ensure safety. While we achieve the former requirement with a constraint on the DNN output range without loss of accuracy (C1: Interpretability), the latter one requires future research that answers what dynamics are learned by the DNN.

Additionally, our current approach only uses a simple constraint that applies to the output. Mathematical properties desirable in models for control are, for example, Lipschitz continuity and bounded-input, bounded-output stability, as they allow integration within robust model-based control frameworks. These properties require that a relation between input and output of the model is enforced. Future work will extend our hybrid approach with such model properties to integrate with model-based control frameworks.
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V. CONCLUSIONS

Fig. 5: Prediction error of MinQ+Qua-2P for various thresholds is shown in orange. The performance of MinQ+Qua-2P without constraints on the output is shown in blue. A performance comparable to the unconstrained model is achieved at a relative threshold of ~8%.
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