State Variation Mining: On Information Divergence with Message Importance in Big Data
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Abstract—Information transfer which reveals the state variation of variables usually plays a vital role in big data analytics and processing. In fact, the measures for information transfer could reflect the system change by use of the variable distributions, similar to KL divergence and Renyi divergence. Furthermore, in terms of the information transfer in big data, small probability events usually dominate the importance of the total message to some degree. Therefore, it is significant to design an information transfer measure based on the message importance which emphasizes the small probability events. In this paper, we propose a message importance transfer measure (MITM) and investigate its characteristics and applications on three aspects. First, the message importance transfer capacity based on MITM is presented to offer an upper bound for the information transfer process with disturbance. Then, we extend the MITM to the continuous case and discuss the robustness by using it to measuring information distance. Finally, we utilize the MITM to guide the queue length selection in the caching operation of mobile edge computing.

Index Terms—information transfer measure, message importance measure, big data analysis, mobile edge computing (MEC), queue theory

I. INTRODUCTION

Recently, the amount of data is exploding rapidly and the computing complexity for data processing is also increasing. To some degree, this phenomenon is resulted from more and more mobile devices as well as the growing service of clouds. In the literature, it is favored to process the collected data to dig out the hidden important information. On one hand, it is necessary to improve the computation platforms for big data processing, such as cloud computing, fog computing and mobile edge computing (MEC). On the other hand, a series of algorithmic technologies for big data analysis and mining are required, such as neural networks and machine learning, as well as distributed parallel computing, etc.

In many scenarios of big data, the small probability events attract more attention than the large probability ones. That is, the rarity of small probability events has higher value in use. For instance, on anti-terrorist activities, there are only a few illegal people and hazardous agent that should be supervised especially [1]. Moreover, in terms of the synthetic ID detection, it just focuses on a small number of artificial identities for financial frauds [2]. Actually, how to mine and characterize small probability events becomes more challenging and more significant in modern life.

From the perspective of information theory, small probability events detection can be regarded as a kind of clustering problem. In particular, a graph-based rare category detection was presented based on the global similarity matrix [3]. Furthermore, a time-flexible rare category detection was also designed by resorting to the time-evolving of graphs [4]. In spite of these efficient algorithms for some special applications, it is worth noting that they were designed by traditional information measures and theory, which originate from the viewpoint of typical events, namely the large probability events.

A. Review of Message Importance Measure

As two fundamental measures in information theory, Shannon entropy and Renyi entropy play a crucial role in many applications including communication engineering, estimation theory, hypothesis testing and pattern recognition. However, they are not suitable enough for small probability events mining in the big data scenarios. To do this, the message importance measure (MIM), a new information measure, is proposed to reflect the significance of small probability events. Thus, let us review the definition of MIM briefly first [5].

In a finite alphabet, for a given probability distribution $P = \{p(x_1), p(x_2), \ldots, p(x_n)\}$, the MIM with importance coefficient $\varpi \geq 0$ is defined as

$$L(P, \varpi) = \log \left\{ \sum_{x_i} p(x_i)e^{\varpi(1-p(x_i))} \right\},$$

which measures the information importance of the distribution. Then, by setting the parameter $\varpi = 1$ and simplifying the form of MIM, it is easy to obtain its fundamental definition as follows.

**Definition 1.** For the discrete probability $P = \{p(x_1), p(x_2), \ldots, p(x_n)\}$, the MIM can be given by

$$L(P) = \sum_{x_i} p(x_i)e^{-p(x_i)}.$$  

Comparing with Shannon entropy and Renyi entropy, the MIM replaces the corresponding logarithm operator or polynomial operator with the exponential form so that the weight
factors of small probability elements can be amplified much more. This can help to reflect the significance of small probability events from the viewpoint of information measure.

In addition, as a kind of evaluation criteria, Fadeev’s postulates are commonly used to describe the information measures including Shannon entropy and Renyi entropy [6]. In this case, for two independent random distributions $P$ and $Q$, Renyi entropy has a weaker postulate than Shannon entropy, that is

$$H(PQ) = H(P) + H(Q),$$

where the function $H(\cdot)$ denotes the corresponding information measure. Similarly, the MIM has a much weaker postulate than Renyi entropy, as follows

$$H(PQ) \leq H(P) + H(Q).$$

Therefore, in the sense of generalized Fadeev’s postulates, the MIM can be reasonably viewed as a kind of information measure similar to Shannon entropy and Renyi entropy.

### B. Message Importance Transfer Measure

For an information transfer process, we consider such a model that all the $P$ and $Q$ satisfies the Lipschitz condition as follows,

$$|H(P) - H(Q)| \leq \lambda \|P - Q\|_1,$$

where $P$ and $Q$ denote the original probability distribution and the final one respectively in the information transfer process; $\lambda > 0$ is the Lipschitz constant; $H(\cdot)$ denotes a kind of information measure function; $\| \cdot \|_1$ denotes the $l_1$-norm measure.

Here, we shall investigate and measure information transfer process by use of the message importance. Actually, how to characterize the message importance variation in the processing of big data is a critical and interesting problem. On account of Definition 1, it is available to regard the MIM as an element to measure the message importance variation for a dynamic system. Then, a new information transfer measure based on the MIM is defined as follows.

**Definition 2.** For two discrete probability $Q = \{q(x_1), q(x_2), ..., q(x_n)\}$ and $P = \{p(x_1), p(x_2), ..., p(x_n)\}$ satisfying the constraint in Eq. (5), the message importance transfer measure (MITM) is defined as

$$D_I(Q \| P) = \sum_{x_i} [q(x_i)e^{-q(x_i)} - p(x_i)e^{-p(x_i)}].$$

Note that the Definition 2 characterizes the information transfer from the statistics. That is, we can make use of MITM to measure the change of message importance focusing on small probability events in an information transfer process.

Actually, there exist a variety of different information measures handling the problem of information transfer process. Shannon entropy and Renyi entropy are applicable to intrinsic dimension estimation [7]. As well, the NMIM can be used in anomaly detection [8]. Moreover, the directed information and Schreibers transfer entropy [9] are commonly applied to inferring the causality structure and characterizing the information transfer process. In addition, referring to the idea from dynamical system theory, new information transfer measures are proposed to explore and exploit the causality between states in the system control [10].

However, in spite of numerous kinds of information measures, few works focus on how to characterize the information transfer from the perspective of message importance in big data. To this end, the MITM different from the above information measures is introduced.

### C. Organization

We organize the rest of this paper as follows. In Section II, we introduce the message importance transfer capacity measured by the MITM to describe the information transfer with disturbance. In Section III, we extend the MITM to the continuous case to investigate the variation of message importance in the information transfer process. In Section IV, the MITM is used to discuss the queue length selection for the data caching in MEC from the viewpoint of queue theory. Moreover, some simulations are presented to validate our theoretical results. Finally, we conclude it in Section VI.

### II. MESSAGE IMPORTANCE TRANSFER CAPACITY BASED ON MESSAGE IMPORTANCE TRANSFER MEASURE

In this section, we will introduce the MITM to characterize the information transfer process shown in Fig. 1. To do so, we define the message importance transfer capacity measured by the MITM as follows.

**Definition 3.** Assume that there exists an information transfer process (from the variable $X$ to $Y$) as,

$$\{X, p(y - \delta_0|x), Y - \delta_0|\delta_0 \in \delta \sim p(\delta)\},$$

where $\delta$ denotes a disturbance following distribution $p(\delta)$ and $\delta_0$ is a certain element from the support set of $\delta$. In brief, Eq. (7) can also be written as

$$\{X, p(\tilde{y}|x), \tilde{Y}\},$$

where $\tilde{y} = y - \delta_0$ and $\tilde{Y} = Y - \delta_0$. Furthermore, $p(\tilde{y}|x)$ denotes a probability distribution matrix describing the information transfer from the variable $X$ following the distribution

![Fig. 1. Information transfer system model.](image-url)
p(x) to Ỹ following the distribution p(ỹ). We define the message importance transfer capacity as

$$C = \sum_{δ_0 \in \{δ: δ+p(δ)\}} p(δ_0)\tilde{C}(δ_0),$$  \hspace{1cm} (9)

in which

$$\tilde{C}(δ_0) = \max\{L(Ỹ) - L(Ỹ|X)\},$$  \hspace{1cm} (10)

where \( p(ỹ_j) = \sum_i p(x_i)p(ỹ_j|x_i), \) \( L(Ỹ) = \sum_ỹ p(ỹ)e^{-p(ỹ)}, \)

\( L(Ỹ|X) = \sum_ỹ \sum_x p(x_i, ỹ_j)e^{-p(ỹ_j|x_i)} \) with the constraint \( |L(Ỹ) - L(Ỹ|X)| \leq λ||p(ỹ) - p(ỹ|x)||_1. \)

In order to have an insight into the applications of message importance transfer capacity, some specific information transfer scenarios are discussed as follows.

A. Binary symmetric information transfer

**Proposition 1.** Assume that there exists an information transfer process as same as that mentioned in Eq. (7) and Eq. (8), where the disturbance \( δ \) follows a binary uniform distribution (namely \( p(δ) = (1/2, 1/2) \)), and the information transfer matrix is

$$p(ỹ|x) = \begin{bmatrix} 1-β & β \\ β & 1-β \end{bmatrix},$$  \hspace{1cm} (11)

which indicates that variables \( X \) and \( Ỹ \) both obey the binary distributions. In this case, the message importance transfer capacity is

$$C(β) = e^{-\frac{1}{2}} - L(β),$$  \hspace{1cm} (12)

where \( L(β) = βe^{-β} + (1-β)e^{-(1-β)} \) (\( 0 < β < 1 \)) and \( |C(β)| \leq λ||p(ỹ) - p(ỹ|x)||_1 \) (\( λ \geq \frac{-βe^{-β} + (1-β)e^{-(1-β)}}{2β+(1-β)e^{-(1-β)}} \)).

**Proof.** Considering a variable \( X \) following the binary distribution \( (p, 1-p) \), it is not difficult to see that

$$L(Ỹ|X) = βe^{-β} + (1-β)e^{-(1-β)}. \hspace{1cm} (13)$$

Moreover, according to Eq. (9) and Eq. (10), we have message importance transfer capacity as

$$C(p, β) = \max_p \left\{ \{p + β(1-2p)e^{-(p+β(1-2p))} + [(1-p) + β(2p-1)]e^{-(1-p)+β(2p-1)} \} - L(β) \right\}. \hspace{1cm} (14)$$

Then, it is readily seen that

$$\frac{∂C(p, β)}{∂p} = (1-2β)\left\{ [1-p - β(2p)]e^{-(p+β(1-2p))} - [1-(1-p) - ε(2p-1)]e^{-(1-p)+β(2p-1)} \right\}. \hspace{1cm} (15)$$

In the light of the monotonically decreasing of \( \frac{∂C(p, β)}{∂p} \) for \( p \in [0, 1] \), it is apparent that \( p = 1/2 \) is the only solution for \( \frac{∂C(p, β)}{∂p} = 0 \). Therefore, the proposition can be testified.

According to Proposition 1, on one hand, when \( β = 1/2 \), that is, the information transfer process is just random, we will gain the lower bound of \( C(β) \), namely \( C(β) = 0 \). On the other hand, when \( β = 0 \), we will have the maximum message importance transfer capacity.

B. Strongly symmetric information transfer

**Corollary 1.** Assume that the information transfer process described by Eq. (7) and Eq. (8), has a strongly symmetric information transfer matrix

$$p(ỹ|x) = \begin{bmatrix} 1-β & β & ... & β \\ β & 1-β & ... & β \\ ... & ... & ... & β \\ β & ... & ... & 1-β \end{bmatrix},$$  \hspace{1cm} (16)

and its disturbance \( δ \) follows an uniform distribution (namely \( p(δ) = (1/Κ, ..., 1/Κ) \)), which indicates that variables \( X \) and \( Ỹ \) both follow \( K \)-ary distributions. Then, we have the message importance transfer capacity as

$$C(β) = e^{-\frac{1}{K}} - \{(1-β)e^{-(1-β)} + βe^{-(1-β)} \},$$  \hspace{1cm} (17)

where the parameter \( β \in (0, 1) \) and \( |C(β)| \leq λ||p(ỹ) - p(ỹ|x)||_1 \) (\( λ \geq \frac{-βe^{-1/K} + (1-β)e^{-(1-β)} - βe^{-1/K} + (1-β)e^{-(1-β)}}{2β+(1-β)e^{-(1-β)}} \)).

**Proof.** This Corollary is an extension of Proposition 1. First, on account of the information transfer matrix and the Eq. (2), we have

$$L(Ỹ|X) = βe^{-\frac{1}{K}} + (1-β)e^{-(1-β)}.$$  \hspace{1cm} (18)

Then, similar to the proof of Proposition 1, we can also use Lagrange multiplier method to obtain the message information transfer capacity. In this case, the distribution of \( Ỹ \) should satisfy \( p(ỹ_1) = p(ỹ_2) = ... = p(ỹ_K) = 1/K \).

In addition, consider that the probability distribution of variable \( X \) is \{\( p(x_1), p(x_2), ..., p(x_K) \}\}. In the strongly symmetric transfer matrix, if the variable \( X \) follows uniform distribution, namely \( p(x_1) = p(x_2) = ... = p(x_K) = 1/K \), we will have

$$p(ỹ_j) = \sum_{i=1}^{K} p(x_i, ỹ_j) = \sum_{i=1}^{K} p(x_i)p(ỹ_j|x_i)$$  \hspace{1cm} (19)

$$= \frac{1}{K} \sum_{i=1}^{K} p(ỹ_j|x_i) = \frac{1}{K},$$

which indicates that \( Ỹ \) also follows the uniform distribution.

Therefore, it is testified that when the variable \( X \) follows an uniform distribution which leads to the uniform distribution for variable \( Ỹ \), we will obtain the message importance transfer capacity \( C(β) \).

III. MESSAGE IMPORTANCE TRANSFER MEASURE IN CONTINUOUS CASES

Similar to the definition 1 and 2, we can extend the two definition to the case with continuous distributions as follows

$$L(f(x)) = \int_{S_x} f(x)e^{-f(x)}dx, \hspace{1cm} x \in S_x, \hspace{1cm} (20)$$

$$D_1(g(x)||f(x)) = L(g(x)) - L(f(x))$$

$$= \int_{S_x} g(x)e^{-g(x)} - f(x)e^{-f(x)}dx, \hspace{1cm} x \in S_x,$$  \hspace{1cm} (21)
where \( g(x) \) and \( f(x) \) are two probability distributions with respect to the variable \( X \) in a given interval \( S_x \). Moreover, \( L(f(x)) \) and \( D_1(g(x)||f(x)) \) can be regarded as the continuous MIM and MITM.

Then, we investigate the variation of message importance by using the continuous MITM, which can also reflect the robustness of continuous MITM. Consider the observation model, \( \mathcal{P}_{g_0|f_0}: f_0(x) \rightarrow g_0(x) \), that denotes an information transfer map for the variable \( X \) from the probability distribution \( f_0(x) \) to \( g_0(x) \). By using the similar way in [11], the relationship between \( f_0(x) \) and \( g_0(x) \) can be described as

\[
g_0(x) = f_0(x) + \epsilon f_0^\alpha(x)u(x),
\]

and the constraint condition satisfies

\[
\int_{S_x} \epsilon f_0^\alpha(x)u(x)dx = 0,
\]

where \( \epsilon \) and \( \alpha \) are adjustable coefficients. \( u(x) \) is a perturbation function of the variable \( X \) in the interval \( S_x \).

Then, by using the above model, the end-to-end information distance measured by continuous MITM is given as follows.

**Proposition 2.** For two probability distributions \( g_0(x) \) and \( f_0(x) \) whose relationship satisfies the conditions Eq. (22) and Eq. (23), the information distance measured by continuous MITM is given by

\[
D_1(g_0(x)||f_0(x)) = \int_{S_x} \left\{ g_0(x)e^{-\alpha_0(x)} - f_0(x)e^{-\alpha_0(x)} \right\} dx = \epsilon \sum_{i=1}^{\infty} \frac{(-1)^i}{i!} \int_{S_x} f_0^{i+\alpha}(x)u(x)dx + \frac{\epsilon^2}{2} \sum_{i=1}^{\infty} \frac{(-1)^i}{(i-1)!} \int_{S_x} f_0^{i-1+2\alpha}(x)u^2(x)dx + o(\epsilon^2),
\]

with the constraint \( |D_1(g_1(x)||g_2(x))| \leq \int_{S_x} |\epsilon f_0^\alpha(x)|u(x)|dx \) which satisfies the constraint Eq. (5).

In fact, Proposition 2 describes the perturbation between \( f_0(x) \) and \( g_0(x) \). Furthermore, we can obtain the continuous MITM between two distributions \( g_1^{(u)}(x) \) and \( g_2^{(u)}(x) \) based on the same reference distribution \( f_0(x) \), which is given by

\[
D_1(g_1^{(u)}(x)||g_2^{(u)}(x)) = \left[ L(g_1^{(u)}(x)) - L(f_0(x)) \right] - \left[ L(g_2^{(u)}(x)) - L(f_0(x)) \right] = \epsilon \sum_{i=1}^{\infty} \frac{(-1)^i}{i!} \int_{S_x} f_0^{i+\alpha}(x)[u_1(x) - u_2(x)]dx + \frac{\epsilon^2}{2} \sum_{i=1}^{\infty} \frac{(-1)^i}{(i-1)!} \int_{S_x} f_0^{i-1+2\alpha}(x)[u_1^2(x) - u_2^2(x)]dx + o(\epsilon^2),
\]

where the \( \epsilon \) and \( \alpha \) are parameters, \( u_1(x) \) and \( u_2(x) \) are functions of the variable \( X \), and

\[
g_1^{(u)}(x) = f_0(x) + \epsilon f_0^\alpha(x)u_1(x), \quad \forall x \in S_x,
\]

\[
g_2^{(u)}(x) = f_0(x) + \epsilon f_0^\alpha(x)u_2(x), \quad \forall x \in S_x,
\]

with the constraint \( |D_1(g_1(x)||g_2(x))| \leq \int_{S_x} |\epsilon f_0^\alpha(x)||u_1(x) - u_2(x)||dx \).

It is apparent that when the parameter \( \epsilon \) is small enough, the continuous MITM is convergent with the order of \( O(\epsilon) \).

Actually, this provides a way to apply the continuous MITM to measure the variation of message importance, if the system does not have relatively large change.

IV. APPLICATION IN MOBILE EDGE COMPUTING WITH THE M/M/S/k QUEUE

Consider the MEC system that consists of numerous mobile users, an edge server, and a central cloud. The queue model on the edge server can be considered as the M/M/S/k queue, where the first and the second \( M \) denote the request interarrival time of mobile users and service request time in the edge server respectively, and both of them follow exponential distribution; \( s \) is the parallel processing core number; \( k \) denotes the queuing buffer size [12].

In order to save resources of system, we now consider a more complicated M/M/s/k model which has the request lose depending on the queue length, namely the real arrival rate satisfies \( \hat{\lambda}_j = \lambda \cdot h_j \) (\( \lambda \) is the original arrival rate and the parameter \( h_j = \frac{1}{j!} \) depends on the queue length \( j \)) [13], [14]. In fact, the state probability of this queue model is derived from the stationary process, namely a dynamic equilibrium based on birth and death process. In this case, we can obtain the steady queue state probability \( p_{k,j} \) \( (j = 0, ..., s + k) \) as follows

\[
p_{k,0} = \left[ \sum_{j=0}^{s-1} \frac{a_j}{j!} + \frac{a_s}{s!} \cdot \sum_{j=s}^{s+k} \frac{\rho^{j-s}}{j!} \right]^{-1},
\]

\[
p_{k,j} = \frac{\rho^j}{j!} p_{k,0}, \quad (0 < j < s),
\]

\[
p_{k,j} = \frac{\rho^s}{s!} - p_{k,0} \cdot \frac{\rho^{j-s}}{j!} p_{k,0}, \quad (s \leq j \leq s + k),
\]

where \( s \) is the number of servers, \( k \) is the buffer or caching size, the traffic intensity \( \rho = a/s \) as well as \( a = \hat{\lambda}/\hat{\mu} \) (\( \hat{\lambda} \) and \( \hat{\mu} \) are the original arrival rate and service rate respectively).

As for the MITM, it can be used to distinguish the state probability distributions in the above M/M/s model. By use of Taylor series expansion, the approximate MIM is given by

\[
\sum_{j=0}^{s+k} p_{k,j} e^{-\rho p_{k,j}} = \sum_{j=0}^{s+k} p_{k,j} [1 - p_{k,j} + O(p_{k,j}^2)] = 1 - \rho p_{k,0} \left\{ \sum_{j=0}^{s-1} \frac{a_j}{j!} + \frac{a_s}{s!} \cdot \sum_{j=s}^{s+k} \frac{\rho^{j-s}}{j!} \right\}^2.
\]

Then, referring to Eq. (31), we can use MITM to characterize the message importance gap for the M/M/s model as follows.
Proposition 3. As for the M/M/s model mentioned in Eq. (28)-(30), the information difference between two queue state probability distributions \( P_k = \{ p_{k,0}, p_{k,1}, \ldots, p_{k,s+k}, 0, 0, \ldots, 0 \} \) and \( P_{k+1} = \{ p_{k+1,0}, p_{k+1,1}, \ldots, p_{k+s+k+1,0}, 0, 0, \ldots, 0 \} \) with buffer size \( k \) and \( k+1 \) respectively, can be measured by MITM as

\[
D_1(\pi_k || P_k) \equiv \min_{\phi, \phi^+} \left\{ \sum_{s=0}^{s+k} p_{k+s} e^{-\phi \lambda_{s+k}} - \sum_{s=0}^{s+k} p_{k+s} e^{-\phi^+ \lambda_{s+k}} \right\}
\]

where \( p_{k+s} \) and \( p_{k+s+1} \) are queue state probability in the M/M/s/k and M/M/s/k+1 models with the constraint \( |D_1(\pi_k || P_k)| \leq \lambda || P_k - P_{k+1} \|_1 \), as well as the parameter \( \phi^+ \) and \( \phi \) are given by \( \phi = \sum_{s=0}^{s+k} \left( \frac{\rho^s}{s!} \right) \frac{e^{-\phi \lambda_{s+k}}}{\phi^+ \lambda_{s+k}} \) and \( \phi^+ = a^*/s! \).

Similarly, it is not difficult to derive the MITM between the queue state probability distributions \( P_\infty = \{ p_{\infty,0}, p_{\infty,1}, \ldots, p_{\infty,\infty} \} \) and \( P_k = \{ p_{k,0}, p_{k,1}, \ldots, p_{k,s+k}, 0, 0, \ldots, 0 \} \) with buffer size \( \infty \) and \( k \), which is given by

\[
D_1(\pi_\infty || P_k) \equiv \min_{\phi, \phi^+} \left\{ \sum_{s=0}^{\infty} p_{\infty,s} e^{-\phi \lambda_{s+k}} - \sum_{s=0}^{\infty} p_{\infty,s} e^{-\phi^+ \lambda_{s+k}} \right\}
\]

Moreover, for the queue length selection, it is required that the distinction between two distribution \( P_\infty \) and \( P_k \) should be small enough, namely, \( |D_1(\pi_k || P_k)| \leq \epsilon \) (\( \epsilon \) is a small parameter). Since that the lower bound of buffer size is complicated, we have a looser lower bound as follows

\[
k \geq \frac{\ln \rho}{\ln \varphi^2} \left[ 1 - \frac{\rho}{\varphi^2} \left( \sum_{j=0}^{s-1} \frac{\rho^j}{j!} \right)^2 \right] - 1.
\]

where the parameter \( \varphi \) is given by

\[
\varphi = e + \sum_{j=0}^{s-1} \frac{\rho^j}{j!} + \frac{\rho^{s+k}}{\rho^s} \left( \frac{\rho}{\varphi^2} - \sum_{j=0}^{s-1} \frac{\rho^j}{j!} \right)^2.
\]
message importance hidden in big data. This makes the information measure as a promising tool for information transfer measure in big data. We presented the message importance transfer capacity measured by the MITM which can give an upper bound for the information transfer with disturbance. Furthermore, the MITM was extended to the continuous case to investigate the variation of message importance in the information transfer process. In addition, we employed the MITM to discuss the caching size selection in the MEC.

REFERENCES

[1] A. Zieba, “Counterterrorism systems of spain and poland: comparative studies,” Przeglad Polityczny, no. 3, pp. 6578, Mar. 2015.
[2] C. Phua, V. Lee, K. Smith, and R. Gayler, “A comprehensive survey of data mining-based fraud detection research,” in Proc. Intelligent Computation Tech. and Automation (ICICTA), pp. 50–53, 2010.
[3] J. He, Y. Liu, and R. Lawrence, “Graph-based rare category detection,” in Proc. 8th IEEE Int. Conf. Data Mining, Houston, TX, 2008, USA, pp. 418–425.
[4] D. Zhou, K. Wang, N. Cao, and J He, “Rare category detection on time-evolving graphs,” in Proc. 15th IEEE Int. Conf. Data Mining, Atlantic City, NJ, USA, 2015, pp. 1550–4786.
[5] P. Fan, Y. Dong, J. Lu, and S. Liu, “Message importance measure and its application to minority subset detection in big data,” in Proc. IEEE Globecom Workshops (GC Wkshps), Washington D.C., USA, Dec. 2016, pp 1–5.
[6] A. Renyi, “On measures of entropy and information,” in Proc. 4th Berkeley Symp. Math. Statist. and Probability, vol. 1, 1961, pp. 547–561.
[7] K. M. Carter, R. Raich, and A. O. Hero, “On local intrinsic dimension estimation and its applications,” IEEE Trans. Signal Process., vol. 58, no. 2, pp. 650–663, Feb. 2010.
[8] S. Liu, R. She, P. Fan, K. B. Letaief, “Non-parametric Message Importance Measure: Storage Code Design and Transmission Planning for Big Data,” IEEE Trans. Commun., pp. 1–1, Jun. 2018.[DOI: 10.1109/TCOMM.2018.2847666]
[9] T. Schreiber, “Measuring information transfer,” Physical Review Letters, vol. 85, no. 2, pp. 461–464, July, 2000.
[10] S. Sinha and U. Vaidya, “Causality preserving information transfer measure for control dynamical system,” in Proc. IEEE 55th Conference on Decision and Control (CDC), Las Vegas, USA, Dec. 2016, pp. 7329–7334.
[11] S. Huang, A. Makur, L. Zheng, and G. W. Wornell, “An information-theoretic approach to universal feature selection in high-dimensional inference,” in Proc. 2017 IEEE International Symposium on Information Theory (ISIT), Aachen, Germany, June. 2017, pp. 1336–1340.
[12] L. Liu, Z. Chang, X. Guo, and T. Ristaniemi, “Multi-objective optimization for computation offloading in mobile-edge computing,” in Proc. IEEE Symposium on Computers and Communications (ISCC), Heraklion, Greece, July, 2017, pp 832–837.
[13] G. Koole, P. Nain, “An explicit solution for the value function of a priority queue,” Queueing Systems, vol. 47, no. 3, pp. 251–282, July, 2004.
[14] B.K. Kumar, J. Raja, “On multiserver feedback retrial queues with balking and control retrial rate,” Ann. Oper. Res., vol. 141, no. 1, pp. 211–232, Jan., 2006.