A Drift Handling Approach for Self-Adaptive ML Software in Scalable Industrial Processes
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ABSTRACT
Most industrial processes in real-world manufacturing applications are characterized by the scalability property, which requires an automated strategy to self-adapt machine learning (ML) software systems to the new conditions. In this paper, we investigate an Electroslag Melting (ESR) use case from the Uddeholms AB steel company. The use case involves predicting the minimum pressure value for a vacuum pumping event. Taking into account the long time required to collect new records and efficiently integrate the new machines with the built ML software system. Additionally, to accommodate the changes and satisfy the non-functional requirements of the software system, namely adaptability, we propose an automated and adaptive approach based on a drift handling technique called importance weighting. The aim is to address the problem of adding a new furnace to production and enable the adaptability attribute of the ML software. The overall results demonstrate the improvements in ML software performance achieved by implementing the proposed approach over the classical non-adaptive approach.

CCS CONCEPTS
• Software and its engineering → Software creation and management; • Computing methodologies → Machine learning; • Applied computing → Industry and manufacturing.
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1 INTRODUCTION
In production systems, machine learning (ML) is an integral part of a more extensive software system that performs the overall desired functionalities [Lwakatare et al. 2019]. With its powerful forecasting tools, the ML system has been widely used in real-world industrial processes, providing valuable insights for running businesses [Canhoto and Clear 2020]. Modern industries are usually characterized by different levels of scalability. Scalable contexts include the upscaling of business machinery and equipment, the acquisition of new customers, the change in market demand, or the expansion of new products [Accorsi et al. 2021]. Therefore, industries are imposed with a significant challenge that requires performing a reasonable adaptation to work efficiently and cope with the new conditions in non-stationary environments.

Adaptability is one of the essential non-functional requirements (NFRs), also known as extra-functional requirements [Panunzio and Vardanega 2014], of any software deployed in a changing system. A general definition of NFR software adaptability is the ability of the software to deal with new conditions in response to changes in the environment [Subramanian and Chung 2001]. From an industrial perspective, adaptability is an NFR quality factor that represents the extent to which the software can exhibit business-level expandability. ML software heavily relies on the conditions under which the system was constructed. Therefore, industrial ML software systems must inherit their characteristics from the NFR in the design phase.

Traditional ML systems accumulate their knowledge based on historical observations and trends. Thus, such systems would require their learned knowledge to be adjusted to the new conditions to maintain high performance. Moreover, due to the increased complexity of industrial systems, it would be preferable to perform such adaptations in an automated manner and minimize human intervention. The adaptation would reduce the time required to install a new software system using a similar system already built. At the same time, automation facilitates improving the overall performance of the ML software and reducing costs by optimizing the efforts needed to integrate the new conditions [Lee and Lilburn 2020].

Modern industries in this competitive world always aim to evolve their business. A common extension for industries is the need to add new machinery for some industrial processes. Typically, this new hardware is either an upgrade to existing similar machines that perform the same functionality or introduces novel services for the industry. From an ML perspective, both situations involve
the challenge of addressing the new conditions and getting the predictive system up and running as quickly as possible.

Concept drift is the machine learning situation where training and test conditions differ, which can lead to poor predictive performance in production, that is, when \( P_{tr}(X,Y) \neq P_{te}(X,Y) \) [Bayram et al. 2022]. One type of concept drift is covariate shift, also known as domain adaptation, is the setting when we want to transform a pre-learned knowledge to a new condition in related domains [Moreno-Torres et al. 2012], that is, when \( P_{tr}(X) \neq P_{te}(X) \) and \( P_{tr}(Y|X) = P_{te}(Y|X) \). The discrepancy in the data distribution reflects the new conditions, whereas the identifiability in the conditional distributions reflects that we are learning the same task.

The use case of this paper is carried out at Uddeholms AB steel company in Sweden \(^1\). The use case investigates the Electroslag Remelting (ESR) process in the steel manufacturing industry. The ESR is a continuous process that is used to remelt, refine, and solidify steel to produce ingots. The ESR process includes a sub-step, which is the vacuum pumping that extracts the oxygen from the furnace. The pumping process, which takes about 20 minutes, is stopped when the vacuum chamber reaches a certain pressure threshold. ML software predicts whether the desired threshold will be met in each pumping event. However, on average, the pumping event takes place once a day, which limits the amount of data that can be collected and used for prediction. Early identification of pumping events that will not meet expected quality is of great value to the industry; it would help save the costs of inappropriate pumping events by calling the maintenance team beforehand.

To address the aforementioned issue, we implement a covariate shift solution that enables the use of data collected from old furnaces and adapts it to be incorporated into the corresponding learning procedure of a new furnace. In other words, using drift adaptation techniques, we transfer the knowledge learned from the old furnace, which represents the source domain in our use case, to the new furnace, which represents the target domain. In this way, the scaling of the industrial process will be handled very quickly and efficiently rather than waiting for data collection from the new furnace. In this paper, we show how drift adaptation techniques improve the performance of predictive ML software when installed under new conditions.

2 INDUSTRIAL CASE OVERVIEW

The use case investigated in this paper is the industrial process of Electroslag Remelting (ESR) vacuum pumping. The vacuum process aims to extract air oxygen from the vacuum chamber. This is done for quality assurance purposes to ensure that the steel delivered is free of contaminants and gas and in an ideal condition for subsequent procedures. A schematic sketch of the ESR process is presented in Figure 1.

The Uddeholm steel company ESR process takes place approximately once a day. And each pumping event lasts 20 minutes. Therefore, it will take almost a year to collect data for around 300 events. Pressure observations are recorded from sensors connected to the vacuum chambers. Sensors read pressure values and send them to a data storage system once every second. The storage system stores both the pressure values of the current and historical pumping events.

At the end of each pumping event, the minimum pressure value in the vacuum chamber is evaluated. Suppose that the minimum value does not reach the desired threshold. In that case, the furnace will be checked by experts for maintenance purposes, and the pumping event is re-initiated for an additional twenty minutes. Since the pressure value is proportional to the amount of gas leakage and the surface area of the vacuum chamber, the pressure value is used as an indicator to inspect the quality of the furnaces.

ML software is used to forecast the minimum pressure value based on the first observations of the pressure records that are the input of the ML model. The learning task is implemented in an automated setup for early detection of pumping issues and saves the cost of improper pumping events. Given the limited amount of data that can be collected and the use-case specifications, we developed a self-adaptation solution using drift handling approaches. The solution can be used in scalable processes and satisfy the NFR adaptability, such as adding a new furnace where there are very few (and possibly none) historical data records exist.

3 WORKFLOW

In this section, we present the overall workflow implemented to address our ESR use case. This self-adaptive workflow aims to automatically address scalable processes in industries. The overall workflow is illustrated in Figure 2. The evaluation is carried out on the scenario of adding new furnace(s) to the company for the vacuum pumping process. The issue arises from the lack of historical data for the new furnace, namely furnace B (the target domain), and the relatively long time required to collect the data to train the ML model. Therefore, the datasets collected from the old furnace(s), namely furnace A (the source domain), are adjusted to the new conditions and used to train the ML model.

Initially, the data were collected from furnace A and stored in the system. Once a new furnace is introduced to the ESR process, an automated process is started to re-weight the data of furnace B according to the data distribution of the pressure values registered from furnace A. The weight information is used to adapt the target
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\(^1\)https://www.uddeholm.com/
data to the source data and will be used as input to the ML model for the new furnace. As illustrated in Figure 2, the weight values are incorporated into the ML models that perform the predictive task. For the latter, we have implemented decision tree algorithms to predict the minimum pressure value of each vacuum pumping event. Despite the fact that importance weighting is a general concept and can be exploited in various ML algorithms by adjusting the corresponding loss function [Sugiyama and Kawanabe 2012], we implemented ensemble-based algorithms, Random Forests (RF) [Breiman 2001] and XGBoost [Chen and Guestrin 2016], for our solution due to their superior performance in providing results in small run time with low computational cost [Lin et al. 2017]. Furthermore, adding additional constraints to more complex algorithms would result in a longer average prediction time, which may violate the deadline required for the task. For the model evaluation, we used the mean absolute percentage error (MAPE) measure to monitor the performance of the ML model. MAPE is one of the most commonly used performance metrics by industrial practitioners for regression tasks due to its interpretability and independence of the scale of the variables [Wang et al. 2021].

This weighting mechanism is called importance weighting, which solves the problem of covariate shift by ensuring that the data distributions of the source and target domains are aligned [Sugiyama et al. 2007]. The weights are going to be incorporated by introducing a function \( w(x) \) that represents the density ratio between the target and source domain labelled data: \( w(x) = \frac{p_t(x)}{p_s(x)} \), where \( p_t \) is the data distribution of the target domain inputs \( \{x_i^t\}_{i=1}^{n_t} \) and \( p_s \) is the data distribution of the source domain inputs \( \{x_i^s\}_{i=1}^{n_s} \). The main objective of importance weighting-based covariate shift corrections is to find the optimal density ratio function \( w(x) \) such that the empirical risk under the source data distribution \( R_{\text{src}}^s(t) \) matches the empirical risk under the target data distribution \( R_{\text{src}}^t(t) \) [Stojanov et al. 2019].

For covariate shift adaptation, we use the kernel mean matching method (KMM) [Huang et al. 2006] that directly finds importance weights based on the density ratio without estimating the densities for the source and target data separately. Specifically, KMM finds the importance estimates by minimizing the Maximum Mean Discrepancy (MMD) between \( p_t(x) \) and \( w(x)p_t(x) \), in a Reproducing Kernel Hilbert Space (RKHS) \( \Phi(x) \). KMM finds the importance weights by solving the following optimization problem [Sugiyama et al. 2008]:

\[
\min_{\{w_i\}_{i=1}^{n_t}} \frac{1}{2} \sum_{i,j=1}^{n_t} w_i w_j K_{\Phi}(x_i^t, x_j^t) - \sum_{i=1}^{n_t} w_i K_i
\]

subject to \( w_i \in [0,B], i = 1, \ldots, n_t \) and \( \sum_{i=1}^{n_t} w_i - n_t \leq n_t \epsilon \)

where \( K_{\Phi}(x_i^t, x_j^t) \) is the radial basis function (RBF) kernel, or Gaussian kernel, with width \( \sigma \), \( \kappa_i := \frac{n_s}{n_t} \sum_{j=1}^{n_s} K_{\Phi}(x_i^t, x_j^t) \). \( B \) and \( \epsilon \) are tuning parameters that control the constraints on the minimization problem. The first constraint restricts the weight interval between 0 and B to limit the influence of each input point. The second constraint ensures that the estimated function \( p_t(x) \) is close to a probability density function (PDF) [Miao et al. 2015]. For parameter selection, we use the same value settings as suggested by Huang et al. in the original paper [Huang et al. 2006], \( B = 1000 \), and \( \epsilon = (\sqrt{n_t} - 1) / \sqrt{n_t} \), while the kernel width can be found using a cross-validation procedure.

### 4 EVALUATION RESULTS

In this section, we present the evaluation results after applying the self-adaptation technique introduced in the previous section. Comparisons were conducted separately on the old and new furnaces using adaptive and non-adaptive approaches. The results were monitored and recorded using different time intervals with respect to the pressure value of the vacuum pumping events. The minimum threshold is forecast every 30 seconds between the first and third minutes.

Figures 3a and 3b compare the results of applying the XGBoost algorithm to the ESR data from the different furnaces. Figures 3c and 3d compare the results of applying the RF algorithm. The algorithms are trained on data collected from historical pumping events of furnace A and are evaluated on pumping events of both furnaces A and B. The results show the MAPE rates using different temporal intervals. We can see an improvement in the error rate when the importance weighting is used in the four cases. More specifically,
the error rate is lower when the models are evaluated on the furnace from where the pressure data were originally recorded. However, the error is slightly higher when we evaluate the model on new furnace datasets. This is because the data distribution of the new furnaces may not be as similar to the data distribution of the old furnace. Hence, fewer data points will have high-importance weight estimates following the KMM method. Usually, the error rates of the target domain are lower with the acquisition of more data points as the estimated PDF approaches the actual one.

We can also see a steady decline in the error rate as we enlarge the time window frame. As summarized in Tables 1 and 2, for furnace A and without using the importance weighting technique, the MAPE rate starts at more than 30% when using the pressure values of the first minute. Gradually, it decreases when the pressure values are used after the third minute to approximately 2.5% when applying the XGBoost algorithm and approximately 4.2% when applying the RF algorithm. However, when using the importance weighting technique, the MAPE rate starts approximately 27%, reflecting an improvement of approximately 13%, and decreases to less than 1% after using the pressure values after the third minute. Approximately 61% MAPE improvements for the XGBoost algorithm and approximately 78% for the RF algorithm.

Analogously for furnace B and as revealed in Tables 3 and 4, the MAPE rate starts at more than 30% after the first minute without using the importance weighting technique. It reaches approximately 2.8% for the XGBoost algorithm and 4.7% for the RF algorithm. Using the importance weighting technique, the error starts approximately 27% after the first minute and reaches around 1.4% after the third minute for XGBoost, achieving approximately 13% improvement. However, the error starts approximately 26% with the RF algorithm after the first minute, reflecting an improvement of approximately 15% and decreases to approximately 1.32% after the third minute, reflecting an improvement of approximately 72% of the MAPE evaluation metric.

Observations from the experimental evaluation showed that the application of an automated and adaptive solution yielded high improvement rates and solved the problem of lack of data when new conditions are introduced in industrial processes. The improvement is proportional to the data size in both ML algorithms used; i.e., the importance weighting methods perform better when fed more data points. Thus, the results demonstrate a trade-off between the predictive performance of the ML software and the decision-making time. Industry experts could determine the threshold that controls the trade-off by setting a minimum value of the performance metric to be achieved before signaling a maintenance alert.

### 5 Conclusion and Related Work

Our paper shows an industrial use case of applying an automated approach that addresses scalable industrial processes. The approach is based on ML software that is able to satisfy the adaptability characteristic, which is considered a key non-functional requirement in evolving systems. We discussed the problem of upscaling the ESR process with a new furnace(s) in the Uddeholm steel company. The adaptive ML software uses a drift handling technique called importance weighting. The evaluation results show the improvement in the error rate of the adaptive solution over the non-adaptive solution. The adaptability of the proposed approach can open new opportunities for industries to integrate expandable solutions in scalable processes by reusing the knowledge extracted from previous similar tasks.

In recent studies, importance weighting has been used in various domains to improve the performance of the predictive system. Rakotomamonjy et al. [Rakotomamonjy et al. 2022] has proposed a method that uses importance weighting based on the Wasserstein distance between the source and target domains and is applied to real-world visual domain adaptation problems. Similarly, in Zhao et al. [2021], the authors have incorporated importance weighting techniques into deep active learning tasks and evaluated the proposed approach on image datasets. For the vacuum pumping problem, a recent study [Garg et al. 2021] has been presented to predict the minimum value of a vacuum pumping event. The exponentially weighted moving average (EWMA) chart has been integrated with the random forest algorithm in the predictive system. In a different approach [Chatterjee et al. 2022], a data augmentation approach has been developed to generate more training samples using the principles of vacuum pumping to improve prediction performance.

In future work, it would be interesting to utilize the importance weights and incorporate them as one factor of the quality assurance mechanism, specifically the data quality component, of the overall MLOps system, in which the ML solution is eventually deployed. It would also be beneficial to test other importance weighting strategies and compare the results.
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