MLW-gcForest: A Multi-Weighted gcForest Model for Cancer Subtype Classification by Methylation Data
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Abstract: Effective cancer treatment requires a clear subtype. Due to the small sample size, high dimensionality, and class imbalances of cancer gene data, classifying cancer subtypes by traditional machine learning methods remains challenging. The gcForest algorithm is a combination of machine learning methods and a deep neural network and has been indicated to achieve better classification of small samples of data. However, the gcForest algorithm still faces many challenges when this method is applied to the classification of cancer subtypes. In this paper, we propose an improved gcForest algorithm (MLW-gcForest) to study the applicability of this method to the small sample sizes, high dimensionality, and class imbalances of genetic data. The main contributions of this algorithm are as follows: (1) Different weights are assigned to different random forests according to the classification ability of the forests. (2) We propose a sorting optimization algorithm that assigns different weights to the feature vectors generated under different sliding windows. The MLW-gcForest model is trained on the methylation data of five data sets from the cancer genome atlas (TCGA). The experimental results show that the MLW-gcForest algorithm achieves high accuracy and area under curve (AUC) values for the classification of cancer subtypes compared with those of traditional machine learning methods and state of the art methods. The results also show that methylation data can be effectively used to diagnose cancer.
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1. Introduction

Cancer is a heterogeneous disease and is the leading cause of death worldwide [1,2]. Most cancers have different subtypes that correspond to different prognoses [3–7]. The identification of cancer subtypes can provide valuable evidence for diagnosis and personalized treatment. With the rapid development of high-throughput technologies, a large amount of genomic data has been generated, making it possible to differentiate cancer subtypes. Over the past several years, various large-scale high-dimension genomic data have been used for the prediction and classification of cancer [8,9]. Different cancer subtype classification methods have been proposed [10–14]. However, due to the complexity of cancer pathogenesis, the classification methods of cancer subtypes still need further exploration.

In recent years, the development of machine learning and the cancer genome atlas (TCGA) project has provided new ideas for cancer research [15–18]. Cai et al. [19] applied machine learning methods (multi-Receiver Operating Characteristic (ROC) and random forest) to classify lung cancer subtypes. Guo et al. [20] proposed a hierarchical deep learning model to learn high-level representations in transcriptome data and gene expression data to classify cancer subtypes. Lu et al. [21] developed a three-level machine-learning model to identify glioma subtypes. Liao et al. [22] used a random forest method based on isomiR data to classify six cancers. Xiao et al. [23] developed a deep learning-based...
multi-model ensemble method based on Ribonucleic Acid (RNA)-seq data to identify three kinds of cancers.

Although the above methods have achieved certain success in the classification of cancer subtypes, due to the complexity of cancer subtypes, the following limitations exist in the use of machine learning methods for cancer subtype classification. (1) Due to the inherent small sample size and high dimension characteristics of genetic data, the training processes of these models are prone to overfitting, which leads to the model having poor generalization ability. (2) In the classification of cancer gene samples, category imbalance is prevalent, making it challenging to obtain high-performance classification models. Therefore, overcoming the problem of small sample sizes, high dimensionality, and category imbalances in cancer gene data and developing a stable and highly accurate cancer subtype classification model is an urgent problem to be solved.

Recently, deep learning has achieved great success in the fields of computer vision, image processing, and speech recognition [24,25]. A deep neural network can significantly improve classification ability because this method can combine multiple neurons and obtain the corresponding weight parameters, especially for speech and text. This method also provides an effective tool for predicting cancer subtypes [26,27].

However, due to the complexity of deep neural network models, the training of the network takes a long time and consumes a large number of resources. In the training process of the network, a large amount of data is needed to adjust the parameters of the network. Otherwise, the model easily falls into overfitting and local optimization. The initialization and adjustment of the hyper-parameters of a deep neural network significantly influence the classification performance of the model. It is still challenging to obtain stable and accurate classification of cancer subtypes using deep neural networks due to the small sample sizes, high dimensionality, and class imbalances of cancer gene data.

To take advantage of the multi-layer learning of deep learning and avoid the risk of overfitting due to small sample size, Zhou and Feng [28] proposed a novel decision tree integration method gcForest model. This model is a new strategy that combines machine learning algorithms and deep learning ideas. The model takes advantage of the multi-layer learning of deep learning and avoids overfitting due to small sample size.

The gcForest model consists of two modules: multi-grained scanning and cascade forest modules, as shown in Figure 1. Multi-grained scanning is an approximation of the convolution process of convolutional neural networks. Similar to a convolutional neural network, convolution kernels of different sizes are used to acquire the spatial structure of the pixels in the image and the receptive fields of different scales [29,30]. When inputting high-dimension sample data, multi-grained scanning can capture different levels of information by cutting the high-dimension sample data into different-scale sequences of features through sliding windows at different scales, enabling gcForest to be contextually or structurally aware. The second model is the cascade forest, which contains multiple-layer random forests. Each layer in the cascade forest receives information processed by the previous layer and transmits information to the next layer. This model can learn more distinct features and provide more accurate predictions. K-fold cross-validation is used to reduce the risk of overfitting when extending a new layer. In detail, the training data is divided into k folds; k-1 folds are selected as the training data in turn, and the remaining fold is used as the validation data. After extending the new layer, the performance of the entire cascade is estimated on the validation data, and if there is no significant gain in performance, the expanding process will be terminated [28]. Therefore, the number of gcForest model cascades is automatically determined. Compared with most deep neural networks, gcForest adaptively determines the model complexity by terminating the training when appropriate so that this model can be applied to data of different sizes, not just large-scale data.

The gcForest algorithm performs better than other machine learning algorithms for many applications [31]. However, the gcForest algorithm still has the following limitations regarding small-scale cancer gene data. (1) In the multi-grained scanning module of the standard gcForest algorithm, each random forest contributes equally to the final result, but actually, the classification
abilities of different forests differ. Similar to how the multi-scale feature maps generated by convolution kernels of different scales have different effects on the final performance [29,30], multi-grained scanning produces feature vectors of different scales. When using these differently scaled feature vectors to train random forests and completely random forests, the classification ability of each random forest trained is different. This effect is not considered in the standard gcForest, resulting in the features that are truly useful for classification not receiving the attention that these features deserve; such features are very valuable for classification. We should increase the weight of these features and try to increase their positive impact on the classification results. The weights of features that are less useful for classification should be reduced to avoid negative impacts on classification. (2) Furthermore, different sliding windows make different contributions to the final predictions, but the standard gcForest algorithm does not consider these differences. The class vectors derived from different scanning windows have different effects on the final classification results. Different sliding windows need to be given different weights to capture more complex and diverse features, further enhancing the characterization learning ability and improving the classification performance of the model on small samples.

In this paper, we propose an improved gcForest model, called the MLW-gcForest model, to solve the subtype classification problem of in cancer subtype classification. MLW-gcForest mainly includes two innovations. (1) Different weights are assigned to different random forests according to the classification abilities of the forests, fully exploiting the mutual synergies between different forests. (2) We propose a sorting optimization algorithm that assigns different weights to the feature vectors generated under different sliding windows and fully exploits the complementarity of the feature vectors under different scanning windows. In summary, the proposed multi-level weighting strategy can help deep forests extract more valuable and richer multi-level features, thus effectively improving the ability of the standard gcForest model to classify small samples of genetic data.

The proposed MLW-gcForest model is trained on the methylation data of five data sets: BRCA (breast invasive carcinoma), LUAD (lung adenocarcinoma), GBM (glioblastoma), LIHC (liver hepatocellular carcinoma), and STAD (stomach adenocarcinoma) from TCGA. The results suggest that the MLW-gcForest model is superior to the standard gcForest model in constructing the subtype classification model; the accuracy rate is higher than 0.87, and the area under curve (AUC) is higher than 0.88. The results demonstrate the superiority of our proposed algorithm regarding classification performance on the small sample sizes, high dimensionality, and class imbalances of gene data.

![Figure 1](image_url)  
**Figure 1.** The basic structure of the gcForest model [28].
2. Materials and Methods

2.1. Feature Selection

The small sample sizes and high dimensionality of cancer gene data can lead to a higher risk of overfitting and degradation of the classification performance. Feature selection is an excellent way to address these challenges. There are three main types of feature selection methods in supervised learning: the filter method, the encapsulation method, and the embedding method [32–34].

In this experiment, we selected the lasso regression method for feature selection [35]; this method is an embedded feature selection method. The lasso regression method has been successfully applied to microarray classification and gene selection [36].

2.2. gcForest Model

The gcForest model is an ensemble approach based on decision trees [37]. This model is composed of two parts, as shown in Figure 1, of multi-grained scanning and cascade forest. (1) The multi-grained scanning structure can improve the representation learning ability of the model. This structure adopts the sliding window strategy to cut high-dimension data into multi-instance feature vectors. These feature vectors are fed into different types of random forests to obtain class vectors. Then, these class vectors are concatenated as the output of the multi-grained scanning module. (2) The second module is the cascade forest, which learns the class distribution features by assembling the numbers of the decision trees. Each layer of the cascade forest structure receives information processed by the previous layer. The output of every layer is the class vectors after the different random forest classifications, and then, these vectors are concatenated with the original vector to be input in the next cascade layer (detailed in [28]). The confidence probability vector is output by passing through each layer of the cascade forest. More distinguishing features are learned from the cascade structure, and more accurate predictions are obtained. We use k-fold cross-validation to reduce the risk of overfitting when extending a new layer. When extending a new layer, the performance of the entire cascade is estimated for the validation data. If there is no significant gain in performance, the training process is terminated. Finally, the average of each class probability is calculated from the last output of the cascade layer. We use the maximum probability value as the classification result.

The multi-grained scanning module is shown on the left side of Figure 1. For the sequence data, we assume that the input has 400 dimensions (dim). The first sliding window has 100 dim, so a total of 301 scans are required, and 301 × 100 feature vectors are produced. Supposing the samples have three categories, each sample is trained using a random forest [38] and a completely-random forest [39], and the class vectors (1806 dim, 2 × 301 × 3 dim) are generated and concatenated. Similarly, when the sliding window sizes are 200 and 300, 1206-dim (2 × 201 × 3 dim) and 606-dim (2 × 101 × 3 dim) class vectors are generated, respectively.

The second module is the cascade forest. First, 1806-dimension class vectors are input in the cascade layer for training. After training in four forests (two random forests and two completely random forests), a 12 dim class vector (four forests, three classes) is generated. This vector is concatenated with the 1806-dim class vectors and 1818-dim vector as the input of the second layer (as shown in Figure 1). Similarly, the second-layer cascade forests output a 12-dim class vector, and then, this vector is concatenated with a 1206-dim class vector (generated by 200-dim sliding windows in the multi-grained scanning). Thus, a 1218-dim class vector is the input of the third layer. The third-layer cascade forests output a 12-dim class vector, and this vector is concatenated with a 606-dim class vector (generated by a 300-dim sliding window) as the input of the next layer. We repeat this process to generate a new layer. Whenever a new layer is generated, the overall performance of the algorithm is estimated in the validation set. If the performance does not improve, the expanding process will be terminated [28].
2.3. Multi-Weighted gcForest (MLW-gcForest)

However, two challenges of gcForest may limit the application of this method to small-scale biology data. (1) Each random forest makes different contributions to the final result, and the performance of each random forest is not considered in the feature learning process of the standard gcForest model. Thus, different weights are given to different forests to improve the performance of gcForest on small scale genetic data; we call these weights \( \alpha \). (2) The different granularity feature vectors generated under different sliding windows have different effects on the final classification results. The effects of different sliding windows are not considered in the original algorithm. Different weights are given to different sliding windows to capture more complex and diverse features and to enhance the characterization learning ability. We call these weights \( \beta \) and call the process of weighting the sorting optimization algorithm. The basic structure of MLW-gcForest is shown in Figure 2.

![Figure 2. The basic structure of the MLW-gcForest model.](image)

2.3.1. Calculation of Weight \( \alpha \)

To objectively assess the performance of each random forest, we use the AUC to evaluate the classification capability of each forest, given that this parameter has been widely used [37,38]. The most common definition of the AUC is the area under the receiver operating characteristics curve (ROC), as shown in Formula (1). To facilitate the calculation of the AUC, in this section, we calculated the AUC using the equivalent concept of the AUC, which is called the Wilcoxon-Mann-Whitney statistic [40], as shown in Formula (2).

\[
AUC = \int_0^1 ROC(u) du \quad u \in [0, 1] 
\]

(1)

\[
AUC = \frac{\sum_{j=1}^{n} \sum_{j=1}^{m} 1_{x_i > y_j}}{mn} 
\]

(2)

We assumed a classifier \( f \) and a dataset \( X \) that contain \( m \) positive class samples and \( n \) negative class samples, where \( x_i \) (1 ≤ \( i \) ≤ \( m \)) is the output of \( f \) for the positive samples and \( y_j \) (1 ≤ \( j \) ≤ \( n \)) is the output of \( f \) for the negative samples. For any of the samples in the positive class, if the probability that the classifier \( f \) divides the sample into positive samples is greater than the probability of the negative samples, then 1 is added. The same principle is used to accumulate negative samples. Then, we multiplied the two types of results by the product of the positive and negative samples, and the final result is the AUC.

We used the examples in the multi-grained scanning module of original standard gcForest (as shown in Figure 3) to explain the solution process of \( \alpha_1 \) and \( \alpha_2 \). For the sequence data, we assumed that the input characteristics have 400 dim. The first sliding window has 100 dim, so a total of 301 scans are required, and 301 × 100 feature vectors are produced. Supposing that the samples have three
categories, each sample is trained using the random forest and completely random forest. Finally, 301 3-dim class probability vectors are obtained. The corresponding category with the highest value for each 3-dim class probability vector is used as the prediction category, and then, the correct number of samples is statistically classified, according to Formula (2).

\[ A_u c_{\text{ly}} = \alpha A_u c_0 + \beta A_u c_1 \]

\[ A_u c_{\text{ly}} = \alpha A_u c_0 + \beta A_u c_1 \]

\[ A_u c_{\text{ly}} = \alpha A_u c_0 + \beta A_u c_1 \]

2.3.2. Sorting Optimization Algorithm (Calculation of Weight \( \beta \))

As the different feature vectors of the sliding window have different effects on the classification results, we considered assigning corresponding weights to different sliding windows. We call the weight setting process the sorting optimization algorithm, as shown in the right part of Figure 4.

Sorting Optimization Algorithm

1. The input is \( N_s \) and \( N_w \). \( N_s \) is the number of samples, and \( N_w \) is the number of sliding windows. \( M_o \) represents the dimension of the original features, and \( N_r \) represents the number of sample classes. For sample \( i \), the sliding window \( w \) (1 \( \leq \) \( w \) \( \leq \) \( N_w \)). The size of the sliding window \( w, S, (S = 100, 200 \ldots) \), is used to cut the original high-dimension data into multi-instance feature vectors. The step size of the scan is \( S_0 \) (default \( S_0 = 1 \)). The number of feature vectors after scanning is \( N_v \), as shown in Formula (5).

\[ N_v = \frac{M_o \cdot S}{S_0} + 1 \]

2. \( M_o \) original features are cut by the sliding window to generate \( S \)-dim feature vectors. The number of feature vectors generated is \( N_v \). Each \( S \)-dim feature vector is input into one random forest and one completely random forest. The random forest and completely random forest each output \( N_r \)-dim class vectors. The class vectors output from the random forest are concatenated into an \( N_v \cdot N_r \)-dim class vector (called \( RF_v \)); the class vectors output from the completely random forest are concatenated into an \( N_v \cdot N_r \)-dim class vector (called \( CRF_v \)).

3. \( RF_v \) and \( CRF_v \) are multiplied by the weights \( \alpha_1 \) and \( \alpha_2 \) and are concatenated as \( 2 \cdot N_v \cdot N_r \)-dim class vectors. The length of the vectors is \( L \) and \( L = 2 \cdot N_v \cdot N_r \).

4. The outputs of the random forest and completely random forest classification models are the confidence probabilities that the samples belong to the \( N_r \) class. The closer the maximum confidence probability is to 1, the stronger the ability of the forest is in distinguishing the sample categories.
We took the first $1/N_c$ class vectors to measure the prediction ability of the current sliding window. The $L$-dim class vectors obtained in the previous step are sorted in descending order. The top $1/N_c$ of the sorted class vectors are averaged. This calculation can approximate the strength of the prediction ability of the current window for the current sample $i$. We called this value the $\text{Pre}_i$, as shown in Formula (6).

$$\text{Pre}_i = \frac{\sum_{j=1}^{N_c} \text{Des}(\text{con}(\text{RF}_w \ast \alpha_1, \text{cRF}_w \ast \alpha_2))}{N_c}$$  \hspace{1em} (6)

where $\text{Des}$ represents the descending order and $\text{con}$ represents the concatenation operation.

(5) For each of the $N_s$ samples, we repeated steps (1)–(4) and obtained the prediction abilities of the $N_s$ samples, $\text{Pre}_1, \ldots, \text{Pre}_i, \ldots, \text{Pre}_N_s$.

(6) The prediction ability $W_{\text{ability}}$ of the sliding window, $w$ was obtained by averaging the prediction ability of the $N_s$ samples, as shown in Formula (7).

$$W_{\text{ability}} = \frac{\sum_{k=1}^{N_s} \text{Pre}_k}{N_s}$$  \hspace{1em} (7)

(7) For each window, we repeated steps (1)–(6) to obtain the prediction ability of each window, $W_{\text{ability}}_1 \ldots W_{\text{ability}}_w \ldots W_{\text{ability}}_{N_c}$.

(8) We normalized $W_{\text{ability}}$ to obtain the predictive weight $\beta_w$ for each sliding window, as shown in Equation (8). We obtained the weights for each window, $\beta_1, \beta_2 \ldots \beta_w \ldots \beta_{N_c}$.

$$\beta_w = \frac{W_{\text{ability}}_w}{\sum_{w=1}^{N_c} W_{\text{ability}}_w}$$  \hspace{1em} (8)

The detailed algorithm is shown in Algorithm 1. The class vectors obtained from each window were multiplied by the corresponding weights $\beta_w$. Then, we concatenated the vectors as the output of the first multi-grained scanning module, which is also the input of the second cascade forest module. We used the cascade forest component to predict the probability that an input sample will eventually belong to a certain class.

![Figure 4](image_url)  
**Figure 4.** Process of calculating weights $\alpha$ and $\beta$.  

---

**Algorithm 1**

1. For each of the $N_s$ samples, repeat steps (1)–(4) and obtain the prediction abilities of the $N_s$ samples, $\text{Pre}_1, \ldots, \text{Pre}_i, \ldots, \text{Pre}_N_s$.

2. For each window, repeat steps (1)–(6) to obtain the prediction ability of each window, $W_{\text{ability}}_1 \ldots W_{\text{ability}}_w \ldots W_{\text{ability}}_{N_c}$.

3. Normalize $W_{\text{ability}}$ to obtain the predictive weight $\beta_w$ for each sliding window, as shown in Equation (8). The weights for each window, $\beta_1, \beta_2 \ldots \beta_w \ldots \beta_{N_c}$.
Algorithm 1: Sorting optimization algorithm

Input: $N_s$: Number of samples  
$N_w$: Number of sliding windows

For ($w = 1; w \leq N_w; w + +$) # current window
    For ($i = 1; i \leq N_s; i + +$) # current sample
        Number of feature vectors after scanning $N_v$
        $N_v = \frac{M_o - S_S}{S} + 1$
        ($M_o$: Number of original features  
$N_c$: Number of sample classes  
$S$: Size of the sliding window  
$S_0$: Scanning step size, default $S_0 = 1$)
        For ($j = 1; j \leq N_v; j + +$)
            Input S-dim feature vector into random forest, and output $N_c$-dim class vector
            Input S-dim feature vector into completely random forest, and output $N_c$-dim class vector
        End For
        Concatenate $N_v \times N_c$-dim class vector from random forest $RF_v$
        Concatenate $N_v \times N_c$-dim class vector from completely random forest $CRF_v$
        $RF_v$ and $CRF_v$ are multiplied by weights $\alpha_1$ and $\alpha_2$
        Concatenate these vectors (length $L = 2 \times N_v \times N_c$)
        Descend $L$-dim vector,
        Use the top $\frac{1}{N_c}$ of the sorted vectors to obtain the prediction ability of the current sample $i$ in the current window $Pre\_ability_i$, as detailed by the following formula
        \[
        Pre\_ability_i = \frac{\sum_{j=1}^{N_c} Des(con(RF_v \times \alpha_1, CRF_v \times \alpha_2))}{N_c}
        \]
    End For
W\_ability\_w: Prediction ability of sliding window $w$
    \[
    W\_ability\_w = \frac{\sum_{k=1}^{N_s} Pre\_ability_k}{N_s}
    \]
End for

Output: $\beta_1, \beta_2 \ldots \beta_w \ldots \beta_{N_w}$

3. Results

3.1. Dataset Preparation

We downloaded methylation datasets of BRCA, LUAD, GBM, LIHC, and STAD from TCGA. We selected these cancers because these cancer subtypes have been well verified in the past few years. The details of the five cancer datasets are shown in Table 1, where the clinical data sets for BRCA, GBM, and LUNG include the subtype information, while for LIHC and STAD, because there is no clear subtype category information in the clinical information, we labelled LIHC and STAD as different cancer subtypes based on the fields ‘viral_hepatitis_serology’ and ‘histological_type’, respectively.
Table 1. Information for five cancer datasets.

| Cancer                             | Total Samples | Available Samples | Feature Dimensions | Subtype Classes |
|------------------------------------|---------------|-------------------|--------------------|-----------------|
| Breast invasive carcinoma (BRCA)   | 1247          | 514               | 350                | 4               |
| Glioblastoma (GBM)                 | 629           | 546               | 240                | 4               |
| Lung adenocarcinoma (LUAD)         | 706           | 317               | 380                | 3               |
| Stomach adenocarcinoma (STAD)      | 580           | 508               | 250                | 4               |
| Liver hepatocellular carcinoma (LIHC) | 167          | 167               | 390                | 4               |

3.2. Experiments

In our research, for each cancer, we randomly divided the samples in a mutually exclusive manner, 80% for training, and 20% for independent testing. That is, our model is divided into two stages: training and independent testing. In the training stage, 10-fold cross-validation was performed. We divided the training datasets by ten-fold, with nine-fold as a training set and one-fold as a validation set. We repeated the process ten times until each set of data was used as training data and validated data once. The average accuracy of 10 validation sets was used as an estimate of the algorithmic accuracy.

To comprehensively evaluate the effectiveness of MLW-gcForest, we set up 500 decision trees for each random forest and completely random forest. In the discussion section, we compare in detail the influence of the number of decision trees in the forest on the final classification performance.

After the feature selection, the remaining dimensions of the methylation data are 350, 240, 380, 250, and 390 for the BRCA, GBM, LUAD, STAD, and LIHC, respectively, as shown in Table 1.

Different machine learning algorithms (support vector machine (SVM), K-nearest neighbor algorithm (KNN), logistic regression (LR), and random forest (RF)), gcForest and the proposed MLW-gcForest are used to establish cancer subtypes’ classification models. The evaluation index, area under the curve (AUC), accuracy (ACC), precision (Pre), Recall, and F1 score are used to evaluate the performance of the algorithms. Due to the unbalanced sample used, precise recall (PR) curves are required to process the highly skewed data.

3.3. Results

3.3.1. Classification Performance of Different Machine Learning Methods for Five Cancer Subtypes

We first compared the MLW-gcForest algorithm with the SVM, KNN, LR, and standard gcForest algorithms for five cancer subtypes to demonstrate the superiority of our proposed algorithm. Figure 5 shows the performances of the different machine learning methods on the five cancer subtypes. Figure 5a shows the classification results for breast cancer, which are divided into 4 subtypes: (luminal A (231), basal-like (98), luminal B (127), and HER2-enriched (58)). The experimental results suggest that MLW-gcForest obtains the highest AUC (0.99), which is 0.01 higher than that of standard gcForest and is always superior to the other traditional machine learning methods. Furthermore, the MLW-gcForest algorithm obtains an ACC of 90.5%, Pre of 90.8%, Recall of 89.6%, and F1 of 90.4%, which are superior to the results for the gcForest algorithm and traditional machine learning algorithms.

Figure 5b shows the classification results for LUAD, which are divided into three subtypes: (bronchioid (120), magnoid (83), and squamoid (114)). MLW-gcForest obtains the highest AUC (0.92), slightly higher than that of standard gcForest and consistently better than those of the other conventional methods. Furthermore, MLW-gcForest is slightly better than gcForest and significantly outperforms the conventional machine learning methods for the indicators ACC, Pre, Recall, and F1.

Figure 5c shows the classification results for LIHC, which are divided into four subtypes (Hepatitis B Virus (HBV) (73), Hepatitis C Virus (HCV) (15), hepatitis C antibody (56), and hepatitis B surface antigen (23)). MLW-gcForest obtains the highest AUC (0.91) and has better classification performance
than the gcForest algorithm; both algorithms perform significantly better than the traditional SVM, KNN, LR, and RF algorithms. The classification performance of MLW-gcForest for LIHC is slightly lower than those for BRCA and LUAD. The reason for this difference may be that the LIHC data set is relatively small, making it difficult to train a model with higher precision. However, in this case, our proposed algorithm still achieves better classification performance than that of the other algorithms, further proving the effectiveness of our algorithm on small data sets.

Figure 5d shows the classification results for GBM, which are divided into four subtypes (classical (150), mesenchymal (166), neural (90), and proneural (140)). MLW-gcForest obtains the same AUC as standard gcForest, which is better than those of the other conventional machine learning methods. Besides, the MLW-gcForest algorithm obtains an ACC of 0.885, a Pre of 0.863, a Recall of 0.878, and an F1 of 0.870, outperforming the gcForest algorithm (ACC of 0.836, Pre of 0.857, Recall of 0.850, and F1 of 0.853). Both algorithms perform significantly better than the traditional machine learning methods regarding ACC, Pre, Recall, F1, and AUC.

Figure 5e shows the classification results for STAD, which are divided into four subtypes (stomach, adenocarcinoma, not otherwise specified (NOS) (208), stomach, intestinal adenocarcinoma (207), stomach, adenocarcinoma, diffuse type (80), stomach adenocarcinoma, signet ring type (13)). MLW-gcForest obtains the same AUC as standard gcForest and obtains higher ACC, Pre, Recall, and F1 than gcForest. Both algorithms performed significantly better than traditional machine learning methods. Additionally, the STAD dataset has a strong class imbalance, and our MLW-gcForest algorithm shows better classification performance than the other algorithms.

The five corresponding Precision-Recall (PR) curves are shown in Figure 5(a3,b3,c3,d3,e3). In the PR curves, we observed that the areas obtained by the proposed MLW-gcForest are larger than the areas of the standard gcForest algorithms and traditional machine learning. The result shows that the MLW-gcForest method handles the imbalance of clinical samples well.
Figure 5. Comparisons of overall performances of MLW-gcForest, gcForest, SVM, KNN, LR, and RF on five data sets: (a) BRCA, (b) LUAD, (c) LIHC, (d) GBM, and (e) STAD.

Table 2 shows the results of the independent test datasets for the different algorithms for different types of cancer. Through comparison and analysis of the experimental results, MLW-gcForest achieves better performance than the other algorithms in the classification of the five cancer subtypes and significantly outperforms the conventional machine learning methods. In summary, our proposed MLW-gcForest algorithm improves the classification ability of standard gcForest in small sample size, high dimensionality, and class imbalances of genetic data. The main reasons are as follows: (1) Our MLW-gcForest algorithm fully exploits the mutual synergy between different forests, considers the classification ability of diverse forests, and gives the forests the corresponding weights. (2) The sorting optimization algorithm determines the feature vectors generated under different sliding windows that are most valuable to the final prediction results and gives these vectors higher weights, fully exploiting the complementarity of the feature vectors under different sliding windows. Therefore, the prediction performance of the model is greatly improved.
Table 2. Comparison of different methods on the independent test datasets.

|       | BRCA | LUAD | LIHC | GBM | STAD |
|-------|------|------|------|-----|------|
| SVM   |      |      |      |     |      |
| ACC   | 0.752| 0.762| 0.714| 0.694| 0.674|
| Pre   | 0.755| 0.754| 0.726| 0.723| 0.619|
| Recall| 0.709| 0.742| 0.693| 0.732| 0.574|
| F1    | 0.731| 0.748| 0.709| 0.727| 0.596|
| KNN   |      |      |      |     |      |
| ACC   | 0.745| 0.750| 0.688| 0.631| 0.706|
| Pre   | 0.774| 0.746| 0.708| 0.683| 0.697|
| Recall| 0.743| 0.739| 0.686| 0.736| 0.736|
| F1    | 0.758| 0.742| 0.697| 0.709| 0.716|
| LR    |      |      |      |     |      |
| ACC   | 0.730| 0.746| 0.718| 0.669| 0.658|
| Pre   | 0.728| 0.756| 0.708| 0.683| 0.609|
| Recall| 0.663| 0.726| 0.701| 0.726| 0.559|
| F1    | 0.694| 0.741| 0.704| 0.704| 0.583|
| RF    |      |      |      |     |      |
| ACC   | 0.691| 0.676| 0.716| 0.730| 0.674|
| Pre   | 0.527| 0.532| 0.693| 0.751| 0.546|
| Recall| 0.475| 0.508| 0.699| 0.753| 0.563|
| F1    | 0.500| 0.520| 0.696| 0.752| 0.554|
| gcForest |    |      |      |     |      |
| ACC   | 0.852| 0.820| 0.804| 0.836| 0.757|
| Pre   | 0.859| 0.821| 0.798| 0.857| 0.733|
| Recall| 0.826| 0.819| 0.778| 0.850| 0.788|
| F1    | 0.842| 0.820| 0.788| 0.853| 0.760|
| MLW-gcForest | |      |      |     |      |
| ACC   | 0.915| 0.866| 0.873| 0.885| 0.876|
| Pre   | 0.923| 0.863| 0.845| 0.863| 0.872|
| Recall| 0.916| 0.852| 0.829| 0.878| 0.821|
| F1    | 0.919| 0.857| 0.837| 0.870| 0.846|

To verify the proposed MLW-gcForest algorithm on small sample-sized datasets, we set up experiments to compare the AUC values of different methods for different cancer subtypes with samples of different size scales, as shown in Figure 6. The results in Figure 6 show that with increasing data sample size, the AUC value of the traditional machine learning algorithm and the standard gcForest algorithm increase linearly, while MLW-gcForest is always superior to the standard gcForest algorithm for all proportions of samples. Further, when the sample size is quite small (30% and 50%), the traditional machine learning algorithms and standard gcForest algorithm obtain AUC values lower, while the proposed MLW-gcForest algorithm can reach a higher AUC (0.7–0.79). From the above comparison, the proposed MLW-gcForest algorithm shows better classification performance for five cancer subtypes with samples of different size scales.
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3.3.2. Comparison with the State of the Art

We compared the performance of our proposed algorithm with other studies and used the results reported in these papers as a comparison, as shown in Table 3.

Liao et al. [22] used a random forest classification algorithm to classify six cancers by extracting five features of the isomiRs and achieved an accuracy of greater than 0.84. The classification accuracy in Liao’s study for BRCA and STAD is lower than that in our study, while the accuracy for LUAD is higher than that of our method. Telonis et al. [41] evaluated the ability of isomiRs and used the top 20% abundant isomiRs to construct a binary classifier. The classifier could label tumor samples with 93% average sensitivity. These researchers compare the SVM classification using the miRNA arm (B) expression profile and obtain results as shown in Table 2; the accuracy for BRCA in Telonis’s study is similar to that of our method, the accuracy for LIHC is higher than that of our method, and the accuracies for LUAD and STAD are lower than those of our method. Both studies showed that isomiR is very helpful in the classification of cancer subtypes.

For BRCA subtype classification: Li et al. [42] obtained an AUC of 0.89, and Sherafatian et al. [43] obtained an ACC of 0.89 and a Pre of 0.90. Our algorithm has a clear advantage in classification performance. The results show that our improved strategy for the gcForest algorithm can learn more discriminative features and achieve better classification performance.

For LUAD subtype classification: Podolsky et al. [44] obtained an AUC of 0.92, and Cai et al. [19] obtained an ACC of 0.85 and a Pre of 0.86. Podolsky et al. [44] obtained the same AUC as that of our proposed algorithm, but these researchers used the highest AUC as the final result, and our result is an average. Therefore, the AUC obtained by our algorithm is more reliable.

For LIHC subtype classification: Tan et al. [45] obtained an AUC of 0.77 and an ACC of 0.83 and Friemel et al. [46] obtained an ACC of 0.87.

For GBM subtype classification: Ryu et al. [47] proposed a three-level machine-learning model and obtained 0.83 AUC and 0.8 ACC. Lu et al. [21] obtained an AUC and ACC of 0.92 and 0.88, respectively.

Figure 6. The AUC values of different methods for different cancer subtypes with samples of different size scales. (a) BRCA, (b) LUAD, (c) LIHC, (d) GBM, (e) STAD.
Though these researchers obtained an AUC higher than that of our method, the ACC value is lower than that of our method.

We did not find literature for specialized classification of STAD subtypes. The subtype classification of STAD may have not yet found prognostic significance.

Compared with the methods proposed in the literature, MLW-gcForest achieves better performance for the five cancer subtypes. These results demonstrate that the deep forest structure can capture more complex and diverse features, making this method able to achieve better cancer subtype classification abilities compared with standard gcForest and traditional machine learning algorithms. Furthermore, the proposed multi-level weighting strategy can help deep forests extract more valuable multi-level features, thus effectively improving the classification ability of standard gcForest on small samples of genetic data. Additionally, most of the algorithms in the literature make subtype classifications and prognosis predictions for one particular cancer. Our proposed method can achieve excellent performance in the classification of multiple cancer subtypes, further demonstrating the superiority of our proposed multi-level weighted gcForest algorithm.

### Table 3. Comparison with the state of the art from the three indicators of AUC, ACC, and Pre on five data sets: (a) BRCA, (b) LUAD, (c) LIHC, (d) GBM, and (e) STAD.

| Cancer | Methods     | AUC  | ACC  | Pre  |
|--------|-------------|------|------|------|
| BRCA   | Liao [22]   | N/A  | 0.87 | N/A  |
|        | Guo [20]    | N/A  | N/A  | 0.88 |
|        | Telonis [41]| N/A  | 0.91 | N/A  |
|        | Li [42]     | 0.89 | N/A  | N/A  |
|        | Sherafatian [43] | N/A  | 0.89 | 0.90 |
|        | MLW-gcForest| 0.98 | 0.91 | 0.92 |
| LUAD   | Liao [22]   | N/A  | 0.91 | N/A  |
|        | Guo [20]    | N/A  | N/A  | 0.88 |
|        | Telonis [41]| N/A  | 0.86 | N/A  |
|        | Podolsky [44] | 0.92 | N/A  | N/A  |
|        | Cai [19]    | 0.85 | 0.86 |
|        | MLW-gcForest| 0.92 | 0.87 | 0.86 |
| LIHC   | Guo [20]    | N/A  | N/A  | 0.82 |
|        | Telonis [41]| N/A  | 0.90 | N/A  |
|        | Tan [45]    | 0.77 | 0.83 | N/A  |
|        | Friemel [46]| N/A  | 0.87 | N/A  |
|        | MLW-gcForest| 0.91 | 0.87 | 0.85 |
| GBM    | Guo [20]    | N/A  | N/A  | 0.78 |
|        | Lu [21]     | 0.92 | 0.88 | N/A  |
|        | Ryu [47]    | 0.83 | 0.80 | N/A  |
|        | MLW-gcForest| 0.87 | 0.89 | 0.86 |
| STAD   | Liao [22]   | N/A  | 0.84 | N/A  |
|        | Telonis [41]| N/A  | 0.85 | N/A  |
|        | MLW-gcForest| 0.88 | 0.87 | 0.87 |

### 4. Discussion

The gcForest algorithm is a fusion of traditional machine learning algorithms and deep learning thought, but the standard gcForest algorithm may face over-fitting problems due to the small sample sizes and high dimensionality of genetic data. The MLW-gcForest algorithm is an improvement of the gcForest algorithm. Dynamically setting multi-level weights according to the classification performance of each random forest and different sliding windows can alleviate the problem of overfitting and improve the ability to classify small samples of gene data.
To demonstrate that the proposed MLW-gcForest can alleviate overfitting, we plotted the accuracy curves of MLW-gcForest and gcForest on the training and validation sets as the number of samples increased for five cancer subtypes. The results in Figure 7 show that under the five different cancer types, although the standard gcForest achieved good classification accuracy, the accuracy curves of standard gcForest on training and validation sets are further apart in position. It demonstrates that the accuracy of the standard gcForest on the validation set is much lower than that on the training set, which indicates that the standard gcForest still has some overfitting. The accuracy curve of MLW-gcForest on the training and validation sets is closer in position, compared to the standard gcForest. It demonstrates that the MLW-gcForest has a smaller difference in the accuracy of the validation set and the training set, which indicates that MLW-gcForest can effectively alleviate the over-fitting problem of the standard gcForest. Therefore, our dynamic multi-level weighting strategy can more effectively alleviate the over-fitting problem.

![Figure 7. Cont.](image-url)
Figure 7. Accuracy curves of MLW-gcForest and gcForest on the training and validation sets for five cancer subtypes.

We compared the MLW-gcForest model with the standard gcForest model and several commonly used machine learning methods. We found that in the process of classifying cancer subtypes, the MLW-gcForest model and the gcForest model are superior to traditional classification methods. The most likely reason for the difference in performance is that deep forests can learn more meaningful advanced features through supervised learning. Among the subtypes of most cancers, the MLW-gcForest model is superior to the gcForest model, proving that our proposed multi-level weighting idea improves the classification ability of the standard gcForest algorithm for small sample high-dimension data and provides a good model for the classification of cancer subtypes.

To determine the number of decision trees in the random forest that achieves the best performance, we designed an experiment to change the number of decision trees to see the effect on the final classification performance. The accuracy results for different numbers of trees on five cancers are shown in Figure 8. Figure 8 suggests that when the number of decision trees is set to 30, the algorithm performs the worst. When the number of trees is set to 500 or 600, the algorithm performs the best. When the number of trees continues to increase beyond 600, the accuracy slowly decreases. Based on the above results, 500 trees are used as the final experimental parameter because 500 and 600 achieved similar results, but the time cost and calculation cost of 500 trees are lower.

We explain why methylation is selected for subtype classification in the following. The data we can obtain includes methylation data, RNA data, and CNV data from TCGA, which are subclassified using our improved MLW-gcForest method. Table 4 shows the classification performance of MLW-gcForest on different types of cancer using different types of data. The table shows that the methylation data provides the strongest discriminating ability for MLW-gcForest and achieves better results for five types of cancer. The classification ability using RNA data is the second best, but in particular, the ability to classify STAD is relatively weak. The CNV data provide the worst subtype classifications for cancer, especially for LIHC and STAD. Therefore, after comprehensive consideration, we chose methylation data to classify cancer subtypes.
Cancer is a highly heterogeneous disease, and different subtypes of cancer require different treatments. The subtype classification of cancer plays an important role in the diagnosis and treatment of cancer. In this paper, we propose a learning model called MLW-gcForest, which is an improved version of the standard gcForest algorithm, to improve the subtype classification ability of small sample and high dimensionality cancer genetic data. We fully consider the mutual synergy between different forests, assigning different weights to different random forests according to the classification ability of different subtypes of cancer.

Furthermore, we propose a sorting optimization algorithm that assigns different weights to the feature vectors generated under different sliding windows, fully considering the complementarity of the feature vectors under different scanning windows. Specifically, the methylation data of five types of cancers, BRCA, LUAD, LIHC, GBM, and STAD, were used for classification. The experimental results show that the MLW-gcForest algorithm is superior to common machine learning algorithms in various evaluation metrics and also has better classification performance than the standard gcForest algorithm. The effectiveness of the proposed multi-level weighting scheme is shown, fully considering the diversity and complementarity of different random forests and different sliding windows; thus, more abundant and differentiated feature information is obtained, greatly improving the classification accuracy. Our study shows that methylation data are beneficial in the classification of cancer subtypes.

Table 4. Classification performance for different types of cancer and different types of data.

|        | Methylation | RNA | CNV |
|--------|-------------|-----|-----|
|        | ACC  | Pre  | Recall | F1  | ACC | Pre  | Recall | F1  | ACC  | Pre  | Recall | F1  |
| BRCA   | 0.915| 0.923| 0.916  | 0.919| 0.844| 0.851| 0.846  | 0.848| 0.757| 0.722| 0.745  | 0.733|
| LUAD   | 0.866| 0.863| 0.852  | 0.857| 0.807| 0.826| 0.824  | 0.825| 0.739| 0.746| 0.726  | 0.736|
| LIHC   | 0.873| 0.845| 0.829  | 0.837| 0.796| 0.816| 0.810  | 0.813| 0.726| 0.731| 0.744  | 0.737|
| GBM    | 0.885| 0.863| 0.878  | 0.870| 0.843| 0.832| 0.846  | 0.839| 0.750| 0.733| 0.742  | 0.737|
| STAD   | 0.876| 0.872| 0.821  | 0.846| 0.739| 0.725| 0.714  | 0.719| 0.668| 0.673| 0.676  | 0.674|

Although our model achieves certain results in the classification of cancer subtypes, there are certain limitations: (1) In our study, we only subtyped five common cancers, and whether our method can be extended to other cancers requires further exploration. (2) We did not consider whether the fusion of multi-modal data is feasible for the classification of cancer subtypes; this consideration will be explored in future research.

5. Conclusions

Cancer is a highly heterogeneous disease, and different subtypes of cancer require different treatments. The subtype classification of cancer plays an important role in the diagnosis and treatment of cancer. In this paper, we propose a learning model called MLW-gcForest, which is an improved version of the standard gcForest algorithm, to improve the subtype classification ability of small sample and high dimensionality cancer genetic data. We fully consider the mutual synergy between different forests, assigning different weights to different random forests according to the classification ability of the forest.
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