Computational imaging with the human brain
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Brain-computer interfaces (BCIs) are enabling a range of new possibilities and routes for augmenting human capability. Here, we propose BCIs as a route towards forms of computation, i.e. computational imaging, that blend the brain with external silicon processing. We demonstrate ghost imaging of a hidden scene using the human visual system that is combined with an adaptive computational imaging scheme. This is achieved through a projection pattern ‘carving’ technique that relies on real-time feedback from the brain to modify patterns at the light projector, thus enabling more efficient and higher resolution imaging. This brain-computer connectivity demonstrates a form of augmented human computation that could in the future extend the sensing range of human vision and provide new approaches to the study of the neurophysics of human perception. As an example, we illustrate a simple experiment whereby image reconstruction quality is affected by simultaneous conscious processing and readout of the perceived light intensities.
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Introduction. Neurotechnologies and specifically brain-computer interfaces (BCIs) provide a route to augmenting human cognitive abilities, with applications ranging from decision making to memory enhancement [1–10]. Visual control of BCIs is a specific example of interface that typically relies on the so-called steady state visual evoked potential (SSVEP) and that can be read-out either with implanted electrodes or more readily, using an electroencephalogram (EEG) [11–14].

In this case, it is the visual system that acts as sensor of the surrounding environment and/or controller of the computer. SSVEP requires a periodically repeating illumination pattern or light modulation, typically in the 3-4 Hz up to 30–40 Hz region, to stimulate a steady-state (periodic) response in the brain. A well-known feature of SSVEP is also the strong nonlinearity in the form of multiple harmonics in the output power spectrum [15–17].

A key point of these and other computational techniques is that they rely on some form of machine-based detection, i.e. cameras or single pixel sensors and these are combined with computational algorithmic approaches to retrieve scene images.

In this work we propose a route towards brain-computer forms of computational imaging. We demonstrate a ghost imaging protocol that relies on relaying light intensity information reflected from a surface and that is read-out as an SSVEP from the brain. This information is then processed by a computer-based algorithm and an artificial neural network that reconstructs an image from the SSVEP power spectrum. This imaging process is made more efficient by an adaptive computational loop whereby the SSVEP signal also indicates how to select the appropriate illumination patterns that are sent on to the scene being imaged. We then show preliminary results whereby the reconstructed imaging quality is used to quantify the difference between nonconscious processing of the light intensity (through the EEG
signal) and explicit conscious processing (by asking the participant to either verbally communicate or type on a keyboard the perceived light intensity).

**Imaging protocol.** Computational ghost imaging relies on a light source that can project a series of typically binary (black and white) patterns, $P_n$. These light patterns are then reflected (or transmitted) from the object or scene we wish to image and collected with a bucket detector (i.e. sensitive only to total energy), $a_n$. Then, summation of all the bucket value-weighted patterns will produce an image, $O = \sum a_n P_n$. A very common choice of patterns are the Hadamard set, $H$, that can be recursively defined.

Over the years, researchers have optimised ghost imaging by using different light sources, detectors or computational algorithms. Recent attempts have also used the human visual system as a detector where the visual persistence time of the retina is used to directly perform the summation operation described above, i.e. a series of pre-weighted patterns are pre-calculated and are then visualised at sufficiently high rates that they are effectively perceived by the eye as an accumulated sum $[39][11]$. Conversely, here we implement a form of computational ghost imaging in which the human visual cortex processes visual data and also provides feedback that allows to adapt the projected patterns in real-time so as to minimise measurement time.

**Ghost imaging with the brain.** A schematic overview of the experiments is shown in Fig. 1. We project a series of binary Hadamard patterns using a standard digital light projector (DLP) onto an object. The light transmitted past the object is then observed in reflection from a secondary white surface (white wall). Each binary pattern is periodically switched on/off for several periods with a frame rate that chosen in the 3-30 Hz region. We detect the SSVEP generated by the visual cortex activity from a single electrode placed at $O_2$, the medial visual cortex region (see SI). This SSVEP is then analysed in the spectral domain and the corresponding fundamental (i.e. at the same frequency of the light modulation) and higher harmonic (due to neuron nonlinearity) amplitudes are extracted. These are then used to reconstruct an image of the object, which as shown in the schematic overview, is hidden behind a wall.

**Linearity.** The first step for any form of imaging requires calibration of the detection system and identification of linear regions or at least regions in which the system response is monotonic with increasing input intensity. In this case, the ‘system’ is the visual system and SSVEP read-out, which is known to exhibit significant nonlinearity. We characterised the (non)linearity of the SSVEP readout with a standard LCD screen that displayed a flickering uniform intensity with frequency between 3 and 30 Hz and that was varied across the full 8 bit range of the screen, i.e. in values from 0 to 255, corresponding to completely black (no light) and very bright (corresponding to 125 Lumens). The EEG signal is then Fourier transformed $[42][43]$. Clear harmonic peaks are observed as expected $[13]$ and we then consider the maximum values of the individual harmonics (up to the fourth) as well as the total sum of these values (the total SSVEP energy). The SSVEP energy heatmap for each individual harmonic shows a complicated and typically non-monotonic dependence for varying screen intensity and flicker frequency (see Supplementary Information).

Figure 2a shows the total SSVEP energy. Here we can identify two ideal flicker frequency regions at 6 and 15 Hz, shown in Fig. 2b. The region around 15 Hz shows a clear monotonic increase of SSVEP energy with increasing illumination and a similar behaviour occurs also at 6 Hz, albeit only for a more limited screen intensity range (between 0 and ~125 bits, i.e. between 0 and ~75 Lumens). The same calibration measurements performed across three different people resulted in a similar behaviour (see Supplementary Information). We therefore perform most of our experiments at either 15 Hz (using the full 0-125 Lumens intensity range) or 6 Hz (using a limited intensity range).

**Ghost Imaging results.** Using the setup shown in Fig. 1 objects are illuminated with Hadamard patterns that are each periodically flickered (see SI for full details).

Figures 3(a) and (b) show results for the standard ghost imaging approach for a 4 x 4 pixel object with a 6 Hz flicker frequency and for 4 s and 2 s illumination time for each of the first 16 Hadamard patterns. The columns show the ghost image reconstruction obtained using each individual harmonic SSVEP energy and then for the total energy (sum over all harmonics). Only the total SSVEP energy allows to reconstruct a clear image,
Adaptive ghost imaging with the human brain.

An adaptive feedback loop is employed to adjust the projected Hadamard patterns dynamically during the measurement process and thus improve both the imaging speed and the image quality. The underlying principle of this is a ‘Hadamard matrix carving’ method that is based on the observation that when projecting Hadamard (or any given choice of) patterns onto an object, not all patterns will have significant overlap with the object and this can be used to dynamically adapt the choice of successive projections.

In brief, patterns are taken from the Hadamard matrix $H$. This matrix has columns composed of vector Hadamard patterns, each of length equal to the total number of pixels in the image, $N$, and therefore, $H$ has rank $N$. These patterns (i.e. columns taken from $H$) are projected one at a time. Whenever a bucket value is measured that is below a certain threshold, this indicates that this specific pattern has a minimal or zero overlap with the object. We therefore apply a ‘row carving’ operator, $R$, that ‘carves’ the Hadamard matrix by removing all rows corresponding to the non-zero row elements of the pattern. The resulting matrix will have a reduced rank, $N/2$. We then apply a ‘column carving’ operator, $C$, that removes columns that do not contribute to increasing the matrix rank. In this way we obtain a new square, carved matrix $H_c = RHC$ that also has rank $N/2$. This process is then repeated on $H^r$, with additional carving being applied each time a pattern is found with no overlap with the object, each time reducing by a factor 2x the rank and therefore the number of required illumination patterns. The final result will be a reduced $H_c$ that contains $N/2^m$ patterns instead of $N$ with a corresponding reduction in measurement time. The precise value of $m$ and therefore of the reduction of the measurement time, depends on the specific details of the object that is being imaged.

In general terms, sparse binary objects can lead to very significant gains in terms of patterns that are dropped on the observation that when projecting Hadamard (or any given choice of) patterns onto an object, not all patterns will have significant overlap with the object. We therefore apply a ‘row carving’ operator, $R$, that ‘carves’ the Hadamard matrix by removing all rows corresponding to the non-zero row elements of the pattern. The resulting matrix will have a reduced rank, $N/2$. This process is then repeated on $H^r$, with additional carving being applied each time a pattern is found with no overlap with the object, each time reducing by a factor 2x the rank and therefore the number of required illumination patterns. The final result will be a reduced $H_c$ that contains $N/2^m$ patterns instead of $N$ with a corresponding reduction in measurement time. The precise value of $m$ and therefore of the reduction of the measurement time, depends on the specific details of the object that is being imaged.

In general terms, sparse binary objects can lead to very significant gains in terms of patterns that are dropped on the observation that when projecting Hadamard (or any given choice of) patterns onto an object, not all patterns will have significant overlap with the object. We therefore apply a ‘row carving’ operator, $R$, that ‘carves’ the Hadamard matrix by removing all rows corresponding to the non-zero row elements of the pattern. The resulting matrix will have a reduced rank, $N/2$. This process is then repeated on $H^r$, with additional carving being applied each time a pattern is found with no overlap with the object, each time reducing by a factor 2x the rank and therefore the number of required illumination patterns. The final result will be a reduced $H_c$ that contains $N/2^m$ patterns instead of $N$ with a corresponding reduction in measurement time. The precise value of $m$ and therefore of the reduction of the measurement time, depends on the specific details of the object that is being imaged.

Full details with a worked example of the Hadamard carving approach are provided in the Supplementary material.

Image reconstruction. Various approaches can be implemented to reconstruct the final image. As seen above, the standard GI where the image is reconstructed as $O = \sum a_n H_a$, will give rather noisy images. We can use the carving approach described above and then reconstruct an image from $O = (H_c B H_c^T)^{-1} \cdot H_c \cdot B$, where $B$ indicates the vector formed by all the measured SSVEP values (see SI for details). We can additionally use the patterns that were eliminated as masks that indicate where we should expect the image to have zero intensity. This ‘carved ghost imaging’ (CGI) approach leads to significant improvement by removing noise from pixels outside the object.

Finally, we implemented an end-to-end deep neural

in keeping with the calibration tests. More complicated images require more pixels. For example, Figs. 3(c) and (d) show the attempts to image the letter “T” on an 8 x 8 pixel grid. At 4 s illumination time (Fig. 3(d)), we obtain only a very noisy image. Increasing the illumination time to 8 s for each pattern (Fig. 3(c)), provides a marginally better image where the letter “T” is starting to emerge, hinting that significantly increasing illumination times could lead to better images. However, this strategy would lead to impractical experiment times that could then lead to other problems, including fatigue for the viewer.
FIG. 4. Neurofeedback ghost imaging results. The four columns indicate results (from left to right) using the standard GI approach, carved GI (CGI), DNN GI reconstruction and the ground truth object. Row (a) for the number “0” with 87 patterns (total acquisition time of 174 seconds); Row (b) for a smiley face with 74 patterns (total acquisition time of 148 seconds); and Row (c) for a sad face with 76 patterns (total acquisition time of 152 seconds).

Adaptive ghost imaging Results. Objects are illuminated with 16 × 16 pixel Hadamard patterns with 2 s illumination times and a flicker frequency of 6 Hz. Hadamard carving is applied as described above followed by image reconstruction based on standard GI, carved GI and DNN-GI. Figure 4 shows the results obtained with the three methods for three different examples, i.e. a geometric shape and two simplified face objects (more results are shown in the SI). Image reconstruction quality is quantified by the Structural similarity index measure (SSIM), indicated above each figure. CGI, using carved patterns, performs better than traditional GI due to the carved patterns that effectively set parts of the background area to zero.

The best results are obtained with the DNN-GI due to the additional noise reduction that is included as part of the network structure (see SI). More importantly, whereas the straightforward GI completely fails at reconstructing an image, the DNN reconstruction applied after carving leads to high quality images with an average ~ 70% reduction of the total number patterns required. For reference, the standard GI approach (first column in Fig. 3) required a rather prohibitive observation time for the full 256 pattern set of around \(256 \times 2 \times (16/4)^2/60 \approx 137\) minutes for the digit “0” in row (a), whereas the CGI and DNN-GI approaches required a total of only \(87 \times 2/60 = 3\) minutes.

Conclusions. We have shown that it is possible to perform simple computational tasks that rely on brain-computer connectivity. The chosen specific computational task can be identified as a form of ghost imaging, including an adaptive feedback approach that allows to ‘curve’ out low-signal illumination patterns and thus significantly reduce both illumination time and final image noise. The same approach could of course also be implemented using a standard detector. However, the emphasis here is on the possibility for the use of SSVEP recordings to establish an adaptive computational imaging scheme where the brain is used as the sensor for image reconstruction. This lays the foundations for future work where the brain-computer system can be used for alternative forms of computation, possibly extending also to other forms of computational imaging or also to other input channels to the brain such as the auditory system. As a further example of potential applications, we note that the ghost imaging protocol shown here is a form of non-explicit (or nonconscious) information processing that could be compared to an explicit processing of the information whereby the participant is asked to directly evaluate the light intensities observed on the screen. Fig. 5 shows the results of an experiment where we compare the imaging quality quantified using a standard metric as the structure similarity index (SSIM) when processing ‘nonconsciously’ processed data, i.e. data from the
EEG, with explicit, ‘consciously’ processed data, i.e. by asking the participant to either speak out or type the perceived light intensities in a range 0-15. Two separate ‘standard’ ghost imaging experiments are performed in each case: (a) EEG only; (b) EEG + explicit read-out. More details are given in the SM. We systematically observed that the EEG and explicit read-out give similar (SSIM) image reconstruction qualities. However, the EEG-reconstructed image deteriorates significantly in the second set of experiments, i.e. explicitly reading out the perceived intensity values (either by verbally communicating values or typing values on a keyboard) interferes with the non-explicit read-out. This will require further study and is shown here as an example of how computational imaging tasks could be used also to gain insight into the inner workings of the detector, i.e. in this case, the human brain.
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SUPPLEMENTARY INFORMATION.

EEG setup. A schematic overview is shown in Fig. 6: we use a 3 pole EEG device, which only has one active electrode located in Oz (medial occipital electrode site) so as to collect SSVEP from the primary visual cortex [13]. The EEG also has one reference electrode above the left ear, M1 position, and one ground electrode above the right ear, M2 position.

An audio cable leads the 3 pole signal into an amplifier before being imported into the microphone port of a computer which works as EEG recorder.

Stimulus setup. Modulated light intensities are provided either by a digital light projector or by a standard LCD computer screen. When using the screen e.g. to calibrate the SSVEP read-out, the screen displays uniform grayscale intensities with state of ‘on’ and ‘off’ as a flickering stimulus and with a square waveform, Fig. 7. The subject/viewer wearing the EEG headset observes the screen flashing at a fixed frequency \( f = \frac{1}{T} \) and duty cycle (50%). There are two main features that need to be taken into account: one is the frame rate \( (F_{rate}) \) of the screen expressed in frames per second or FPS, the other is the bit depth of the image. Normally, computer screens operate at 60 Hz frame rate with an 8-bit intensity range. So a flashing or flickering image frequency can be achieved, ranging from 0 to 30Hz and the relative intensity can range from 0 to 255 bits. Mathematically, the various parameters and flicker rate can be expressed as:

\[
I_{\text{screen}}[j] = A \times \text{Square}(2\pi ft[j], \text{Duty});
A \in \{0, 1, 2, 3, ..., 255\};
\]

\[
f = [3, F_{rate}/2];
\text{Duty} = (0\%, 100\%);
\]

\[
t[j] = j/F_{rate}; j \in \mathbb{N};
\]

where \( A \) is the illumination intensity, \( f \) is the flicker frequency, and \( \text{Duty} \) is the duty cycle. \( \text{Square}() \) is the square wave function and \( t[j] \) is the time stamp of each frame.

The SSVEP energy heatmap and calibration with three different people. The calibration curves from different people are shown in Fig. 9. All three graphs [(a), (b) and (c) refer to subjects 1, 2 and 3] have in common a series of features that despite the variation in terms of quantitative values, still allow to define some general operating rules for computational ghost imaging with the brain. Specifically, all three show that at 15 Hz, the SSVEP increases monotonically for the intensity range used here. For 6 Hz modulation, all three SSVEP show a general trend to increase up to about one third of the total illumination intensity and then show a decrease or non-monotonic dependence. For example, subject 2, (b), shows a monotonic increase up to higher light intensities. Our conclusion is that a conservative approach of limiting light intensity to values corresponding to \(~ 50 \text{ Lumens} \) should guarantee a monotonic SSVEP dependence in most individuals. A systematic study of this across a more statistically relevant pool of individuals was outside the scope of the current work but will be investigated in future studies.
FIG. 9. Measured total SSVEP energy at 6 Hz and 15 Hz from three subjects.

FIG. 10. Tile macro-pixel modulation for the digital light projector (DLP). Each macro pixel in the 16 × 16 image array consists of 32 × 32 physical pixels in the DLP. The total number of physical pixels in each macro-pixel that are switched on, will determine the total luminosity of the macro-pixel with a range from 0 (no pixels on) to 1024 (all pixels on). Once the intensity and thus the total number of on-pixels is decided, these pixels are then chosen with a random pattern within the 32x32 macro-pixel array so as to avoid any possible aliasing or unwanted light patterning due to structure within the macro-pixel.

**Tile-based intensity modulation.** For a DLP based projector, the Pulse-width modulation (PWM) is typically used to adjust the intensity in 8-bit images, which will affect the time-domain waveform of the stimulus. So, a different method has been proposed in this work, i.e. ‘Tile-based intensity modulation’, which achieves intensity modulation at the cost of resolution. As shown in Fig. 10, each macro-pixel (or ‘tile’) in a 16 × 16 pattern (i.e. the main image) is composed of 32 × 32 sub-pixels. The intensity value of each tile macro-pixel can be achieved by changing the percentage (p) of pixels actually switched on in each tile macro-pixel. For example, when p = 0.5, half of total tile pixels is selected randomly and lighted. Thus for example, as shown in the Fig. 10, the number of intensity values that a single tile macro pixel can achieve is 1025 (from 0 to 1024).

**Calibration of GI with the brain.** When using a digital light projector for actual ghost imaging, the same setup is used for both calibration and illumination of a target object. As described above, we vary the projected light intensity and monitor the output (SSVEP intensity) in order to verify a monotonic or close-to-linear response for the various objects we wish to illuminate.

During the calibration experiment, the projector is controlled to flash at a fixed flashing frequency with varying intensity, with illumination times of 4 seconds with a short 0.5 second pause in between each illumination period. The SSVEP is recorded for each illumination time. The resulting calibration curve (In-Out intensity curve) is shown in Fig. 11. A linear range is found for 0 < P ≲ 0.3. This linear range then guides the design of the patterns, which is used to re-scale and bias the binary patterns in order to ensure that the SSVEP is acquired in the linear range. We also define a threshold that is used to distinguish whether the pattern has any overlap with object. The threshold value in Fig. 11 is set to 4 × 10^{-4} and is determined by an empirical relationship that is based on our data and is described in more detail below.

**Image segmentation.** In standard GI, image resolution is determined by the number of patterns that are used to illuminate the object. If t is the acquisition time for each pattern, then the total acquisition time is T × N × t. The acquisition time t will also determine the overall signal to noise ratio (SNR) in the final image. Under the assumption of a fixed light source intensity and illumination area, increasing the number of pixels N will also lead to a corresponding decrease in signal, i.e. the number of photons collected per pixel and hence SNR will scale inversely as N. This can be compensated for by increasing t proportionally to N. Therefore, in order to maintain a fixed SNR as the number of pixels is varied, the total acquisition time is T × N^2. A detailed description of this is also give by Johnson et al. [45].

This therefore implies that there is an advantage to segmenting a higher resolution image into q smaller sub-images of size N/q. Indeed, a fixed SNR can now be
obtained with a total acquisition time $T \times q \times (N/q)^2 = N^2/q$.

Therefore, in all our measurements, the object is illuminated only one column or stripe at a time, i.e. we project the Hadamard matrix column vectors as single-line elements that illuminate the object at a horizontal pixel location, starting e.g. from the left of the object. Once all of the patterns from (the carved) $H_c$ have been projected at this fixed horizontal location, we then shift one pixel to the right and repeat the projection and carving sequence. This procedure is iteratively repeated until the object has been fully scanned.

**Hadamard matrices and image reconstruction.** The Hadamard matrices, $H_m$ are $2^m \times 2^m$ matrices that can be defined recursively:

$$H_m = \frac{1}{\sqrt{2}} \begin{pmatrix} H_{m-1} & H_{m-1} \\ H_{m-1} & -H_{m-1} \end{pmatrix}; H_0 = 1; \quad (2)$$

Hadamard patterns used in the GI typically consist of 0 and 1 values (as light intensities cannot take on negative values) so one typically uses $\hat{H}_m$ matrices that are defined as $H_m$ zeros replacing any negative values. The bucket value $B$ measured by a standard bucket detector (or equivalently, in our work, by the human visual system) can be expressed as:

$$B_{N\times1} = \hat{H}_{N \times N}^T \cdot O_{N\times1}; \quad (3)$$

where $\hat{H}_{N \times N}^T$ is the transpose of the Hadamard pattern matrix and $\hat{H}_{N \times N}$ consist of $N$ column vectors (patterns), namely, $\hat{H}_{N \times N} = [\hat{H}_1, \hat{H}_2, \ldots, \hat{H}_N]$. Equation 3 can be inverted to reconstruct the object $O$ from the measured bucket values by multiplying to the left and right by $\hat{H}_{N \times N}$ and then inverting to obtain

$$O_{N\times1} = (\hat{H}_{N \times N} \cdot \hat{H}_{N \times N}^T)^{-1} \hat{H}_{N \times N} \cdot B_{N\times1}. \quad (4)$$

If one uses the correctly defined Hadamard patterns with values -1 and 1, then $(\hat{H}_{N \times N} \cdot \hat{H}_{N \times N}^T)^{-1}$ is just the identity matrix and one recovers the standard formula, i.e. $O = \sum a_n H_n$, where $a_n$ are the individual values of the bucket vector, $B$. However, as mentioned above, we do not measure negative intensity values and the Hadamard matrix is redefined by putting negative values to zero. We therefore use the more general formula Eq. 4 for reconstruction of images. This is also the formula provided in the main text.

**Hadamard matrix carving.** In standard GI, $N$ measurements (patterns) are required. However, this does not scale favourably with increasing pixel count, in particular for the total acquisition time that scales with $N^2$, as discussed above. We therefore introduce a "Hadamard matrix carving" method to reduce the imaging time by carving (i.e. reducing) the pattern matrix dynamically during the measurement phase.

Importantly, no prior knowledge of the object itself is required in order to establish how to select the required illumination patterns. In general, the more sparse the object is, the larger $p$ will be and the shorter the total acquisition time, i.e. the technique self-adapts to the object itself, always optimising the number of required patterns according the scene.

The starting point is the standard Hadamard matrix, $H$, with $N$ patterns. This is transformed to $H_c = RHC$, where the ‘row carving matrix’, $R$, and the ‘column carving matrix’, $C$, are diagonal matrices:

$$R_{i,i} = U(-H_{i,j}); \quad C_{i,i} = \begin{cases} 0 & r(i) \leq r(i-1) \\ 1 & \text{otherwise} \end{cases} \quad (5)$$

where $r(i)$ stand for the rank of the first $i$ columns of the matrix and $U$ is the unit step function: $U(x) = 1_{x>0}$.

Beyond the formal definitions, the operations can be understood by following the work flow of the Hadamard matrix carving, shown in Fig. 12. This example explicitly works out, step by step, an example for the case $N = 8$.

![FIG. 12. Flow chart with a worked out example of Hadamard carving applied to the case $N = 8$.](image)

In an experiment, this will correspond to the measured bucket value either by a photodiode or, in our case, by the eye and then read out as an SSVEP. If this detection value is finite (i.e. there is overlap between the pattern and the object), we keep the associated pattern. In the shown example, the second column (transposed) and multiplied by the object gives back a zero, i.e. there is no overlap between the pattern and the object. We therefore proceed to ‘carve’ this pattern out of $H$. This is achieved by first performing a ‘row carving’, i.e. all row elements corresponding to row numbers in which the pattern has value 1, are removed. The result matrix $RH$ is no longer square and has redundant
FIG. 13. Neurofeedback ghost imaging results. The four columns indicate results (from left to right) using the standard GI approach, carved GI (CGI), DNN GI reconstruction and the ground truth object. Row (a) is for the number “1” with 42 projected patterns; (b) for the number “7” with 60 patterns; Row (c) for the number “0” with 87 patterns; Row (d) for a smiley face with 74 patterns; and Row (e) for a sad face with 76 patterns.

row vectors, i.e. $RH$ can be reduced to a square matrix of rank $N/2$ by applying a ‘column carving’, $C$. The $C$ operation can be understood as taking the columns, from left to right and keeping only those columns that increase the rank of the matrix. When adding an additional column to the right no longer increases the rank, this column can be removed. For the example shown in Fig. 12 the final rank of $H_c = RHC$ is $N/2 = 4$ after removing columns 4, 6 and 8. At this point, the carved Hadamard matrix $H_c$ is applied to again to the object and the process is repeated. In the specific example show here, this will lead to a second carving process and the final carved $H_c$ will have rank $N/4 = 2$.

As can be seen from this example, the total reduction factor scales as $2^p$, as each carving step results in rank reduction of a factor 2 and $p$ will depend specifically on the details of the object. For example, a uniform object that extends over the full filed of view will have no overlap with most patterns, thus maximising the value of $p$. As can be seen in the results shown in the main manuscript, this carving approach typically leads to reductions in pattern numbers and therefore also in total acquisition time in the order of ~73%.

In practice, all SSVEP measurements will be affected by noise so we need to apply a threshold in order to separate out bucket values that are zero (within the noise limit) and values that are greater than zero. This threshold is the same as shown above that is determined during the ‘calibration’ process.

**Noise distribution of the SSVEP energy.** The Hadamard carving procedure requires determining if a pattern has a zero overlap with the object, i.e. if the measured intensity is also zero. However, in the presence of noise, we must instead determine a threshold value, below which we consider the measured signal to be zero. We therefore first characterised the actual noise present in the SSVEP measurements.

We repeated the calibration with the LCD screen 30 times. The average of the SSVEP read-out, $\mu$, increases with light intensity up to around 150 bit (half maximum intensity) illumination, in agreement with Fig. 2(b) in the main text. We also find that thee noise standard deviation scales as $\sigma = 0.4\mu$. We therefore use this scaling to model noise for the DNN synthetic data (see below).

**Threshold relation.** The threshold value for the experiments that is used to distinguish between ”zero” and ”non-zero” SSVEP output is given by $\mu_0 + 2\sigma$, where $\mu_0$ is the SSVEP with zero illumination intensity and we use $\sigma = 0.5\mu_0$.

**Deep Neural Network ghost image (DNN-GI) reconstruction.** We implement an end-to-end deep neural network (DNN) that is the denoising DNN (“denoising network” DnCCN) implemented in Matlab and based on Ref. [44]. The DNN is a CNN that consists of 59 layers with full details that can be found in Ref. [44]. We note...
that the same network, although originally demonstrated only for denoising purposes, i.e. with a noisy image at the input and a denoised output image, we successfully used the same architecture to take at the input a 16x16 matrix of SSVEP total energy values and output a denoised image.

Training is performed using synthetic data based on MNIST digit images are resized from $28 \times 28$ into $16 \times 16$ images (to have the same size as the images in our experiments), and are then used to generate the bucket values via CGI simulated on a computer, followed by adding noise using the noise model described above.

Examples of reconstructed images are shown in Fig. 13. Rows (a) and (b) show examples of hand-written digits (a 1 and a 7, respectively). Rows (c), (d) and (e) are the same results as shown in the main text and demonstrate how the imaging is capable of generalising beyond the MNIST digits used for the training of the DNN.

**Conscious/nonconscious measurement protocol.** The conscious explicit response is the human actuator via keyboard or microphone while nonconscious non-explicit response is the EEG read-out via EEG headset.

The setup is shown in Fig. 14. Instead of using a sweep intensity of the 6Hz flickering stimulus, the intensities is equal to the bucket values from the ghost imaging simulation, Equation 3. In the simulation, the 8-by-8 object (digit “7”) is used and there are 64 intensities. The subject/viewer wearing the EEG headset observes the screen and was asked to do the tasks (EEG-only, EEG-Keyboard, and EEG-Mic). In the EEG-only experiment, each flickering stimulus will last for 2s with a 0.5s interval time. However, the EEG-Keyboard experiment will ask the subject to type the perceived intensity in numbers ranging from 0 to 15, while speaking (in the extra 2s) is implemented in the EEG-Mic experiment.

The speaking voice was recorded and transcribed into the number (from 0 to 15) after the experiment. The number from the human actuator and the harmonic sum of EEG-only read out will be regarded as the bucket values reconstructing the image of the object and estimating the conscious/nonconscious response’s SSIM. Results of these experiments are shown in the main paper for the case in which the bucket values are typed on a keyboard. Figure 15 show additional results where we perform the same test with two different subjects, now verbally communicating the intensity values and compare these to EEG read-out ghost imaging. Similarly to the results shown in the main paper, the explicit readout appears to interfere with the nonconscious EEG readout.
FIG. 15. Nonconscious versus conscious (explicit) ghost imaging: (a) and (b) show the same experiment, repeated by two different subjects. Grayscale values corresponding to simulated ghost imaging bucket intensity values for the digit “7” are projected on a screen that is observed by the subject. Each experiment is then composed of two sessions. In one session (labelled as “nonconscious”), only the EEG readout is used to reconstruct the final ghost image. In the second session (labelled as “conscious”), the subject is asked to verbally communicate a numerical value between 0 and 15 that represents their estimate of the projected intensity. This is performed in parallel with an EEG recording. We then compare the ghost image retrieval using the verbally communicated values and the EEG readout. The “nonconscious” EEG ghost image and the “conscious” verbally communicated-values ghost image correspond well and have very similar SSIM. However, for both subjects, the EEG read-out ghost image deteriorates considerably in the “conscious” case, in agreement with other measurements shown in the main paper.