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Abstract

Image composition plays an important role in the quality of a photo. However, not every camera user possesses the knowledge and expertise required for capturing well-composed photos. While post-capture cropping can improve the composition sometimes, it does not work in many common scenarios in which the photographer needs to adjust the camera view to capture the best shot. To address this issue, we propose a deep learning-based approach that provides suggestions to the photographer on how to adjust the camera view before capturing. By optimizing the composition before a photo is captured, our system helps photographers to capture better photos. As there is no publicly-available data for this task, we create a view adjustment dataset by repurposing existing image cropping datasets. Furthermore, we propose a two-stage semi-supervised approach that utilizes both labeled and unlabeled images for training a view adjustment model. Experiment results show that the proposed semi-supervised approach outperforms the corresponding supervised alternatives, and our user study results show that the suggested view adjustment improves image composition 79% of the time.

1. Introduction

Image composition has a significant effect on the perception of an image. While a good composition can help make a great picture out of the dullest subjects and plainest of environments, a bad composition can easily ruin a photograph despite how interesting the subject may be. Unfortunately, a typical camera user may lack the knowledge and expertise required to capture images with great composition.

A commonly used technique for improving image composition is image cropping, and several existing works study how to crop images automatically [38, 5, 35, 29, 4, 49, 23, 11, 31, 40, 10, 7, 12, 44, 6, 42, 47, 26, 39, 48]. However, cropping works only in limited scenarios in which the best composition can be achieved by removal of certain portions of the image. It is not suitable in many common scenarios where the photographer needs to adjust the camera view to get the best shot. When evaluated on our view adjustment dataset, the crops predicted by the state-of-the-art GAIC cropping model [48] have an average IoU of 0.61 with the groundtruth views, clearly indicating that cropping is not enough. In comparison, the proposed view adjustment model achieves a much higher IoU of 0.75.

While there are some existing rules for composing photos, each rule is valid only for specific scenes, and requires detection of various low-level (leading lines, triangles, etc.) and high-level semantic (face/person, foreground objects) cues. Furthermore, it is non-trivial to determine which rule or combination of rules is applicable for a given scene.

To address this problem, we introduce a system that provides camera view adjustment suggestions to the photographer when they are composing the shot. Given a view composed by the user, our goal is to suggest a candidate view adjustment and its magnitude such that the photo captured after applying the adjustment will have a better composition (see Fig. 1). Specifically, we consider the following adjustments in this work: horizontal (left or right), vertical (up or down), zoom (in or out), and rotation (clockwise or counter clockwise) along the principal axis. The adjustment magnitude is represented using a percentage of the image size for all adjustments except rotation, for which we use...
radiaiens. By adjusting the view prior to capture, we enable
generic modifications to image composition. Hence, our
system can improve image composition in scenarios where
cropping fails (see Fig. 2). Note that this work focuses on
static scenes, or more specifically scenes where motion is
not the subject (e.g. portraits, nature and urban environment
photography). Suggesting view adjustments may not be suit
dynamic (wildlife, sports, actions) scenes where lightning-
quick decisions are required from the photographer.

To the best of our knowledge, there is no publicly-
available data for evaluating the performance of view ad-
justment prediction. While a common practice is for human
raters to annotate images with ground truth labels, this is
difficult for view adjustment because the results of adjust-
ment are generally not available. The raters need to infer
how the adjustment affects the composition, which may be
difficult without professional photography knowledge. In-
stead, we create a new view adjustment dataset from exist-
ing image cropping datasets. The idea is to convert view ad-
justments into operations on 2D image bounding boxes and
use the best crop annotation as the target view for adjust-
ment. The proposed approach allows us to generate samples
and view adjustment labels from image cropping datasets
automatically without additional human labor.

We acknowledge that our view adjustment dataset is not
ideal in several respects. It ignores perspective distortions
while adjusting the camera view, and the adjustment mag-
nitude could be limited depending on the ratios between the
best crop and the uncropped image sizes. Despite these lim-
itations, our view adjustment dataset still provides a good
starting point to evaluate composition-aware view adjust-
ment prediction models. Furthermore, we address these
limitations by also evaluating the view adjustment model on
360° images, which do not suffer from distortions or limited
field-of-view (FOV). Please refer to Sec. 4.3 for details.

Another limitation of our view adjustment dataset is that
its amount and diversity is inherently limited by the crop-
ing datasets. Because state-of-the-art machine learning
models typically require a large and diverse dataset to train
well, our view adjustment dataset may not be sufficient for
training a good view adjustment model. In light of this
problem, we propose a two-stage training approach that
makes use of additional unlabeled images. See Fig. 3. Our
empirical results show that the additional unlabeled data is
important for improving model performance.

We evaluate our approach on a view adjustment dataset
consisting of 3,026 samples generated from 521 images
from the FCDB [6] and GAICD [47] datasets. Quantitative
results show that the proposed semi-supervised approach
clearly outperforms the corresponding supervised alterna-
tives, and user study shows that the adjustments suggested
by our model improve the composition 79% of the time.

Our major contributions are as follows. First, we for-
mulate the problem of view adjustment prediction for im-
proving image composition. Second, we introduce a labeled
dataset for evaluating view adjustment prediction models.
Finally, we propose a two-stage semi-supervised approach
that leverages both labeled and unlabeled data to train the
view adjustment model. We show that the proposed semi-
supervised approach outperforms the corresponding super-
vised alternative quantitatively and demonstrate the effec-
tiveness of our model through user study.

2. Related Work

Image cropping Cropping is a widely used technique for
changing image composition during post-processing, and
automatic image cropping algorithms aim to find the best
crop within an image. One common approach followed
by existing methods is to select the candidate crops using
a scoring function, and the research focus has been on
designing a good scoring function for cropping. Exist-
ing works exploit saliency [38, 5, 35, 29, 4], photography
rules [49, 23, 11], or a data driven approach to learn the
scoring function [31, 40, 10, 7, 12, 44, 6, 42, 47, 26, 39, 48,
22]. While early methods learn the cropping model using
unsupervised data [7, 12] or data annotated for generic im-
age aesthetic quality [31, 40, 10], recent works show that a
large scale annotated dataset designed specifically for crop-
ing is essential for learning the state-of-the-art image crop-
ing model [42, 47, 26, 39, 48]. Instead of following the
scoring function paradigm, some works try to predict the
target crop directly without generating and scoring candi-
date crops [19, 20, 25, 21, 24].

Our goal is not to produce the best image crop; it is to
improve image composition while the photographer is com-
posing the image. Because view adjustment is a more gen-
eral operation than image cropping, it may improve com-
position in scenarios where cropping is not suitable. Furth-
more, a view adjustment model needs to make a suggestion
based on partial information, while the target crop is fully
visible to image cropping models. This introduces unique
challenges in view adjustment prediction for both data col-
lection and modeling.

Photography recommendation Prior works on photog-
raphy recommendation provide various types of sugges-
tions. Some of them study person location recommenda-
tion [50, 43, 28, 27, 41, 34]. They take a scenic image as
input and suggest where a person should stand within the
3. Approach

In this section, we introduce our approach for learning view adjustment prediction. We first formalize our problem and provide an overview of the two-stage training approach. Next, we describe the two models and our pseudo-label generation process in more detail.

## 3.1. Problem Formulation

Given an input image, the goal of view adjustment is to answer the following questions: 1) whether there exists a candidate view adjustment that will improve the composition of the image, 2) if the composition can be improved, which candidate view adjustment can lead to the best composition, and 3) given the candidate view adjustment, what is the appropriate magnitude for the adjustment.

To create a dataset with the view adjustment labels for the above questions, we propose generating the sample images and ground truth labels from image cropping data. Given an image and the best crop within the image, we perturb the image crop by one of the candidate view adjustments with a random magnitude. We take the perturbed crop as the image sample and use the inverse perturbation as the ground truth label for view adjustment. We also use the best crop as the sample, where the label is that no adjustment is required. The candidate adjustments considered in this work include horizontal (left or right), vertical (up or down), zoom (in or out), and rotation (clockwise or counter clockwise) about the principal axis. We focus on these eight adjustments because they can be presented in the camera viewfinder and executed by the photographer easily. Note that rotation about yaw and pitch axes may be hard to distinguish from translation on a 2D display, and their effects may be similar depending on the scene. Also, more complex adjustments can be achieved by performing multiple basic adjustments in a sequence. We control the perturbation magnitude such that 1) the perturbed crop has sufficient overlap with the annotated crop, and 2) the perturbed crop is in the original image. See supp. for data generation details.
datasets, the diversity of the generated data is controlled by the source cropping datasets. To overcome this limitation, we propose a two-stage training approach that makes use of additional unlabeled images. In the first stage, we learn a composition scoring model that rates the composition quality of a given image. We then use this scoring model to generate pseudo view adjustment labels for unlabeled images. This is achieved by simulating candidate view adjustments for a given image and selecting the adjustment that leads to the best scoring image as the pseudo label. In the second stage, we train a view adjustment model using both the labeled images generated from cropping datasets and the additional pseudo-labeled images. See Fig. 3. The two-stage training approach exploits unlabeled data to increase the amount of training data and improve model performance in both stages. Details are provided in the following sections. Also see supp. for the training pipeline summary.

3.2. Composition Scoring Model

We implement the composition scoring model using a deep convolution neural network (CNN), denoted \( M_c \). The model takes an RGB image as input and produces a score in the range \([0, 1]\) as output. Since the purpose of this model is to compare the results of different view adjustments, we train it using a pairwise ranking loss. Let \((I_p, I_n)\) be two images of the same scene where \(I_p\) has better composition than \(I_n\). The pairwise ranking loss encourages the score of \(I_p\) to be more than the score of \(I_n\) by a margin \(\delta\):

\[
\max(0, \delta + M_c(I_n) - M_c(I_p)).
\] (1)

To train this model, we use pairwise comparison data generated from both labeled image cropping data and unlabeled well-composed images.

Labeled data We utilize image cropping datasets in the following formats to generate image pairs \((I_p, I_n)\):

- **Scored candidate crops**—in this format, each image comes with a pre-defined set of candidate crops along with their composition scores. In each training iteration, we choose \(N\) crops from a random image and generate \(N(N-1)/2\) pairs. \(I_p\) and \(I_n\) are determined for each pair by comparing the provided scores. We use the pairwise ranking loss averaged over these \(N(N-1)/2\) pairs, denoted as \(L_{sc}\), for training.

- **Best crop annotation**—this format provides a best crop for each image. We take the best crop as \(I_p\) and generate \(I_n\) by randomly perturbing the bounding box of the best crop. We restrict the perturbation magnitude such that \(I_n\) remains within the original image. See supp. for the perturbation details. In each training step, we generate \(K\) pairs from \(K\) images and use the pairwise ranking loss averaged over these \(K\) pairs, denoted as \(L_{bc}\), for training.

Unlabeled data Modern CNNs require a large and diverse dataset for training. While recent image cropping datasets provide a large number of candidate crops [42, 47, 48], they usually come from a relatively small number of images. To increase the amount and diversity of the training data, we exploit unlabeled images following prior works in learning image aesthetic [7, 12]. We first collect well-composed images from a photography website where the photos are contributed by experienced photographers\(^1\). Given a well-composed image, we randomly perturb the image (by cropping, shifting, zooming-out, or rotation) to generate a new image with inferior composition. We use the original image as \(I_p\) and the perturbed image as \(I_n\) to form an image pair. See supp. for perturbation details. Unlike the perturbation in the labeled data, we allow the generated image to go beyond the original image. Regions in \(I_n\) that are not visible in \(I_p\) are filled with zero pixels.

Our method for using unlabeled data differs from prior works as we use perturbations beyond cropping. This is important because our goal is to provide more general view adjustment, and empirical results show that using cropping alone leads to worse performance. In each training step, we generate \(P\) pairs from \(P\) unlabeled images and use the ranking loss averaged over these \(P\) pairs, denoted as \(L_{wc}\), for training. The total loss function used to train the composition scoring model is given by \(L = L_{sc} + L_{bc} + L_{wc}\).

Data augmentations Many of the pairs generated from unlabeled images will have zero-pixel borders in \(I_n\) but not in \(I_p\). When trained on such pairs, the composition scoring model may just learn to score images based on the presence or absence of zero-pixel borders instead of focusing on the content. To avoid this, we introduce three types of zero-pixel border augmentations:

- **Shift borders** selects a certain percentage of columns on either the left or the right side of the image, and a certain percentage of rows at either the top or the bottom of the image. The pixel values in selected rows and columns are replaced with zeros. This simulates the zero-pixel borders introduced by shift perturbations.

- **Zoom-out borders** selects a certain percentage of rows and columns on all sides and replaces the pixel values in these rows and columns with zeros. This simulates the zero-pixel borders introduced by zoom-out perturbation.

- **Rotation borders** selects a random \(\theta\) and applies \(R_{\theta} \circ R_{\theta}\) to the image, where \(R_{\theta}\) is the rotation operator. This simulates the borders introduced by a rotation perturbation.

We randomly apply one of these augmentations to image \(I_p\) in the pairs generated from unlabeled images so that the model learns to focus on the image content rather than zero-pixel borders. We also add these augmentations to both \(I_p\) and \(I_n\) in the pairs generated from labeled data.

\(^1\)unsplash.com
Our composition scoring model is motivated by existing cropping models \cite{7, 42, 47}. The main difference is that existing cropping models are designed to compare image crops that are fully visible to the model. In contrast, the goal of our model is to compare the results of different view adjustments where many of them are only partially visible. Also, we combine both labeled and unlabeled data to train the model, while existing cropping models are trained with only one of them.

### 3.3. Pseudo Label Generation

We generate pseudo view adjustment labels using the composition scoring model through simulation. Given an image, we simulate the results of candidate view adjustments. For each candidate adjustment, we generate the results for nine magnitudes equally spaced between \( \left\lbrack \frac{\pi}{7}, \frac{\pi}{7} \right\rbrack \) for rotation and \( \left\lbrack 5, 45 \right\rbrack \) for other adjustments (represented as the percentage of the image size). This leads to \( 8 \times 9 = 72 \) different view adjustment results. We use the composition scoring model to rate these candidate views and select the one with the highest score. If the best view leads to a composition score higher than the original image by a margin of \( \Delta = 0.2 \), the adjustment is taken as the label. Otherwise, the label is that no adjustment is required. Similar to the unlabeled image perturbation in the composition scoring model, unknown regions that come into the image during simulation are filled with zero pixels. Note that we ignore depths when simulating the adjustment results, because depth information is generally unavailable. See Fig. 4.

### 3.4. View Adjustment Model

Given the labeled samples from the view adjustment dataset and the images with pseudo label generated by the composition scoring model, we learn a view adjustment model as follows. The view adjustment model is implemented using a CNN with three output heads:

- **Suggestion predictor** predicts whether a view adjustment should be suggested. **Suggestion predictor** is a binary classification head trained with cross-entropy loss.
- **Adjustment predictor** predicts which candidate view adjustment should be suggested when adjustment is needed. It is a multi-class classification head trained with categorical cross-entropy loss.
- **Magnitude predictor** predicts the adjustment magnitude given the suggested adjustment. The magnitude predictor consists of eight regressors that regress the adjustment magnitude for each of the candidate adjustments and is trained with \( \ell_1 \) loss.

During training, the gradients of the adjustment predictor are backpropagated only for samples where a suggestion should be provided. Similarly, the gradients of the magnitude predictor are only backpropagated for the adjustment that should be suggested.

During inference, we first use the suggestion predictor to decide whether or not the view needs to be adjusted. If the view needs to be adjusted, we use the adjustment predictor to select the candidate adjustment. Finally, we use the output of the magnitude predictor corresponding to the selected adjustment as the suggested magnitude.

We also examined other model designs, e.g. combining the suggestion and adjustment predictors as a single multi-class classifier, combining the adjustment and magnitude predictors, etc. However, these alternative models do not work as well as the proposed method. In particular, they fail significantly in suggestion prediction, i.e. determining whether an adjustment is needed.

### 4. Experiments

We evaluate our view adjustment model both objectively and subjectively. The goal is to verify that 1) our two-stage training approach improves the view adjustment prediction performance, and 2) the suggested view adjustments improve the image composition.

**Training datasets** As described in Sec. 3, the proposed approach exploits an array of datasets for training.

- **FCDB** \cite{6} is an image cropping dataset consisting of 1,265 training images annotated with best crops.
- **GAICD** \cite{47} is an image cropping dataset consisting of 1,036 training images. Each image comes with 90 candidate crops along with their composition scores, and we take the one with the highest score as the best crop.
- **CPC** \cite{42} consists of 10,797 images. Each image comes with 24 candidate crops and their composition scores.
- **Unsplash** \cite{2} consists of 2M images shared by 200K photographers on unsplash.com. Since many of these images are contributed by experienced photographers, we assume
that they are well-composed and use them as unlabeled samples for training the composition scoring model.

*Open Images* [18] consists of 9M images from Flickr. We generate pseudo labels for a subset of 5.5M images.2

For the composition scoring model, we use the annotated best crops in *FCDB* and *GAICD* (with $K=16$), the scored candidate crops in *CPC* and *GAICD* (with $N=16$), and the unlabeled images in *Unsplash* (with $P=16$). For the view adjustment model, we use labeled samples from *FCDB* and *GAICD*, and pseudo-labeled samples from *Open Images*. In each training iteration, we use 64 labeled and 64 pseudo-labeled samples.

**Comparative methods** Since there is no prior published work on view adjustment models, we use the following variants of our approach for comparison. The goal is to demonstrate the effectiveness of the proposed two-stage semi-supervised training approach.

- **Supervised** – The view adjustment model is trained using only the labeled data from the view adjustment dataset. The unlabeled images from *Open Images* are not used.
- **Aesthetic-scoring** – Motivated by existing image cropping approaches [40, 10], we use aesthetic scores to train the image scoring model. Specifically, we train the scoring model to regress the mean opinion scores of 250K images from the *AVA* [30] dataset, which is a widely-used image aesthetics dataset.
- **Supervised-scoring** – The composition scoring model is trained using only labeled data from *FCDB*, *GAICD* and *CPC*. The unlabeled images from *Unsplash* are not used. The network architecture and training details are shared across all methods.

**Implementation details** Both the view adjustment and composition scoring models use MobileNet [14] architecture with input size $299 \times 299$. The last convolution layer is followed by a spatial pyramid pooling layer ($1 \times 1, 2 \times 2$ and $5 \times 5$) [13] and two fully-connected layers with 1,024 units and ReLU activation. The composition scoring model has an output layer with a single node that uses the sigmoid activation function, and the view adjustment prediction model has an output layer with three heads as described in Sec. 3.4.

All models are trained asynchronously on 5 P100 GPUs starting from ImageNet [9] pretrained weights. We use the ADAM [17] optimizer with a learning rate of $2e^{-5}$ and weight decay of $5e^{-4}$. The composition scoring models are trained for 250K steps and the view adjustment models are trained for 480K steps. Because the distribution of view adjustments in the wild is unknown, we give equal importance to all adjustments and weight each sample by the inverse frequency of the adjustment predictor label.

---

2 We use images containing human verified labels.

| Horizontal | Vertical | Zoom | Rotate | Total |
|------------|----------|------|--------|-------|
| 258 (Left) | 370 (Up) | 268 (In) | 255 (Clockwise) | 3,076 |
| 277 (Right) | 350 (Down) | 521 (Out) | 256 (Counter) |

Table 1: Number of evaluations samples for each candidate view adjustment.

**4.1. Evaluation Dataset and Metrics**

A major contribution of this work is introducing a benchmark dataset for evaluating view adjustment models. This section describes the evaluation dataset and the proposed evaluation metrics.

The proposed view adjustment evaluation dataset is created from the test splits of image cropping datasets *FCDB* and *GAICD*, following the procedure described in Sec. 3.1. For each image, we generate an evaluation sample for each candidate view adjustment by randomly sampling a magnitude in the range $[0.05, 0.5]$ for shift and zoom adjustment and $[\frac{\pi}{360}, \frac{\pi}{2}]$ for rotation. See Table 1 for statistics. Note that the possible perturbations for an image are determined by the size of its best crop. For example, horizontal shift and zoom-out are not possible for a crop whose width is same as the image width. Therefore, each candidate view adjustments has a different number of evaluation samples.

We propose the following objective metrics for evaluating view adjustment models. The goal is to evaluate 1) how accurately does a model trigger suggestions, 2) whether the suggested adjustment is correct when the model provides a suggestion, and 3) how well the suggested view approximates the best view.

- **Area under receiver operating characteristics curve (AUC)** measures the performance of the suggestion predictor, i.e., measures how accurately a model triggers suggestions.
- **True positive rate (TPR)** also measures the performance of the suggestion predictor. More specifically, we measure the TPR at 0.3 False Positive Rate (FPR). We choose a low FPR because suggesting an adjustment when it is not needed has a higher cost (asking the user to do unnecessary work and making the composition worse) compared to not suggesting an adjustment when the composition can be improved. All other metrics are computed at the same 0.3 FPR operating point.
- **F1-score** for each candidate adjustment measures the accuracy of the adjustment predictor and how accurate we are on the suggested adjustment.
- **Intersection over Union (IoU)** between the predicted and ground truth views measures how well the suggested view approximates the best view. It evaluates the performance of the suggestion predictor, adjustment predictor, and magnitude predictor jointly.

Besides the objective metrics, we also conduct subjective evaluation through a user study.
Table 2: Performance of view adjustment models trained with different strategies. The TPR, IoU and F1 scores are measured at 0.3 FPR for the suggestion predictor.

|                | AUC   | TPR   | Left | Right | Up  | Down | Zoom-in | Zoom-out | Clockwise | Counter | IoU   |
|----------------|-------|-------|------|-------|-----|------|---------|----------|-----------|---------|-------|
| Supervised     | 0.570 | 0.366 | 0.126| 0.074 | 0.0 | 0.0  | 0.022   | 0.364    | 0.082     | 0.061   | 0.730 |
| Aesthetic-scoring | 0.536 | 0.352 | 0.052| 0.115 | 0.0 | 0.0  | 0.102   | 0.302    | 0.061     | 0.088   | 0.717 |
| Supervised-scoring | 0.536 | 0.356 | 0.078| 0.082 | 0.164| 0.234| 0.007   | 0.350    | 0.118     | 0.117   | 0.737 |
| Proposed       | 0.608 | 0.436 | 0.221| 0.221 | 0.390| 0.341| 0.015   | 0.378    | 0.124     | 0.110   | 0.750 |

4.2. Objective Evaluation

Table 2 summarizes the performance of various methods on the view adjustment evaluation dataset. Overall, the proposed semi-supervised approach achieves the best performance when compared with supervised alternatives. Our model clearly outperforms supervised approaches in determining whether a suggestion should be provided. It achieves 43.6% TPR when the FPR is 30%. Similarly, our model achieves the best F1-score for all candidate adjustments except for the Zoom-in and Counter clockwise rotation adjustment. The absolute F1-score for Zoom-in and Rotation adjustments are low because of low recall values. This may be explained by the adjustment magnitudes distribution, where most zoom-in and rotation samples have small perturbation magnitudes and are by nature more difficult for view adjustment prediction. Finally, our method achieves the best IoU, which means that the suggested views best approximate the ground truth views. We also compare with off-the-shelf cropping models [42, 48] on our view adjustment dataset, but their performance is significantly worse than our method. The IoU between predicted crops and ground truth views is below 0.61. The results justify that cropping is not sufficient for solving the view adjustment problem.

To further understand when our model fails, we show the confusion matrix in Fig. 5. The results show that our model rarely makes the mistake of choosing the wrong shift or rotation adjustment. Instead, most of the errors occur between zoom-out and shifting. This is not surprising, because both zoom-out and shifting can resolve the problem where the original view wrongly excludes important content.

Comparing the performance of our model with the supervised alternatives, we can clearly see that the two-stage approach helps to improve model performance. The results also show that semi-supervised learning is important not only for the view adjustment model but also for the composition scoring model. If we train the composition scoring model using only supervised data, the results are actually worse than the purely supervised view adjustment model. This is potentially due to the poor quality of pseudo labels generated by the supervised composition scoring model, which is trained on a limited number of images. Finally, the performance of Aesthetic-scoring is worse than other methods. This suggests that a generic aesthetic score is not sufficient to differentiate the changes caused by camera view adjustment.

4.3. Subjective Evaluation

To demonstrate the effectiveness of the proposed model, we conduct a user study that directly evaluates whether the suggested view adjustment improves the composition of the original image. In the user study, we show the raters the image both before and after applying the suggested view adjustment. The raters are asked which image has better composition before or after applying the suggested view adjustment.

Table 3: Subjective evaluation results on the view adjustment and the Pano2Vid dataset. The raters are asked whether each image has better composition before or after applying the suggested view adjustment.

|                  | After is better | Before is better | No difference |
|------------------|-----------------|------------------|---------------|
| View Adjustment  | 79.0%           | 12.6%            | 8.5%          |
| Pano2Vid [37]    | 78.9%           | 17.1%            | 4.1%          |

Besides the view adjustment dataset, we also conduct a user study on the Pano2Vid [37] dataset. Pano2Vid is a 360° video dataset with viewport annotations. The view-
ports capture a normal FOV video created from the 360° video by raters and cover interesting content with appropriate composition. We sample 200 frames from the Pano2Vid dataset and apply our model on the user-selected viewport. The horizontal and vertical adjustments become translations in spherical coordinates, and zoom-in and zoom-out adjustments become changes in the FOV. We run the model iteratively until the model stops suggesting any adjustment or reaches the maximum number of steps (3 steps), and we ask raters whether the final view has a better composition than the initial view.

The results on Pano2Vid are in Table 4. Interestingly, the success rate of the model remains high but has a slightly higher failure rate. The results show that our model generalizes well despite the fact that it has never been trained on 360° images. See Fig. 8 for examples. Note that we perform multi-step adjustment on Pano2Vid, so the results also imply that our model can improve the composition iteratively even if it is trained only for single-step view adjustment. This is important in practice, because the best view may not be reachable from the initial view using a single adjustment when applying the system in the wild. On the other hand, we also observe that our model may drift far from the initial view in some examples. In other words, it suggests a final view that is unrelated to the initial view, which shows a limitation of the single-step adjustment model.

5. Conclusion

We propose improving image composition through view adjustment prediction. Our system suggests how to improve the composition while the user is still composing the photo. We create a new benchmark dataset for evaluating the performance of a view adjustment prediction and propose a two-stage training approach that exploits both labeled and unlabeled data for learning the view adjustment model. Experimental results show that the suggestion provided by our model improves image composition 79% of the time. Future plans are to explore the iterative nature of view adjustment for more accurate and consistent suggestions.
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The supplementary materials consist of:
A Perturbation details for the composition scoring model
B Perturbation details for the view adjustment model
C Data augmentation details
D Training pipeline overview
E Experiment results analysis
F Additional qualitative examples

A. Perturbation for Composition Scoring

In this section, we describe the perturbation details for generating the image pairs \((I_p, I_n)\) for training the composition scoring model.

Let \(c_x, c_y, w\) and \(h\) denote the center \(x, y\) coordinate, width and height of the best crop bounding box normalized to \([0, 1]\) for each image. Given the perturbation \((o_x, o_y, o_z, o_{\alpha})\) where \(o_x, o_y, o_z\), and \(o_{\alpha}\) are the magnitudes of horizontal shift, vertical shift, zoom, and rotation respectively, the perturbed bounding box is defined as

\[
\begin{align*}
    c'_x &= c_x + w \times o_x \\
    c'_y &= c_y + h \times o_y \\
    w' &= w + w \times o_z \\
    h' &= h + h \times o_z \\
    \alpha &= o_{\alpha}.
\end{align*}
\]

(2)

Note that \(\alpha\) is the orientation of the bounding box in the image coordinate system and is defined as the counter clockwise angle between the \(y\)-axis of the image and the bounding box. Therefore, the coordinates of the bounding box corners in the image are given by \(u = c + R_{\alpha}v\), where \(R_{\alpha}\) is the rotation matrix and \(v = [\pm \frac{w}{2}, \pm \frac{h}{2}]\).

Specifically, we apply four types of perturbation:

- **Shifting** randomly samples \(o_x\) and \(o_y\) in the range \([-0.4, 0.4]\) and applies \((o_x, o_y, 0, 0)\) to the bounding box.

- **Zooming-out** randomly samples \(o_z\) in the range \([0, 0.4]\) and applies \((0, 0, o_z, 0)\) to the bounding box.

- **Cropping** combines zooming-in and shifting. It first samples \(o_z\) in the range \([\sqrt{0.5}, \sqrt{0.8}\) and then samples \(o_x\) and \(o_y\) in the range \([-o_z/2, o_z/2]\). The perturbation \((o_x, o_y, o_z, 0)\) is then applied to the bounding box. In other words, it randomly sample a crop within the original crop where the area is 0.5 to 0.8 times that of the original one and the aspect ratio is the same.

- **Rotation** randomly samples \(o_{\alpha}\) in the range \([-\pi/4, \pi/4]\) and applies \((0, 0, 0, o_{\alpha})\) to the bounding box.

We apply the same perturbations for both the labeled crops and unlabeled images. For unlabeled image, the bounding box is set to the entire image, i.e. \(c_x = c_y = 0.5\), and \(w = h = 1.0\). Also, as described in the main paper, we discard samples where the perturbed bounding box goes beyond the original image for supervised samples.

B. Perturbation for View Adjustment

This section describes how we generate samples for view adjustment prediction. The generated samples are used for both training and evaluation.

Given an image crop represented as \((c_x, c_y, w, h)\), we apply the following perturbations:

- **Horizontal shift** samples \(o_x\) in either \([0.05, 0.45]\) or \([-0.45, -0.05]\) and applies perturbation \((o_x, 0, 0, 0)\) to the bounding box.

- **Vertical shift** samples \(o_y\) in either \([0.05, 0.45]\) or \([-0.45, -0.05]\) and applies perturbation \((0, o_y, 0, 0)\) to the bounding box.

- **Zoom** samples \(o_z\) in either \([-0.048, -0.310]\) or \([0.053, 0.818]\) and applies \((0, 0, o_z, 0)\) to the bounding box.

- **Rotation** samples \(o_{\alpha}\) in either \([-\pi/4, -\pi/36]\) or \([\pi/36, \pi/4]\) and applies \((0, 0, 0, o_{\alpha})\) to the bounding box.

Note that the ranges for shift and zoom perturbations are determined such that the inverse perturbation, i.e., the ground truth view adjustment, falls in the range of \([0.05, 0.45]\). As described in the main paper, we discard samples where the perturbed bounding box falls outside the image.

C. Data Augmentation

This section describes the implementation details for the composition scoring model data augmentation. For shift borders augmentation, we randomly select a percentage \(s_y\) in \([0, 0.4]\) and select \(s_y\%\) of columns on either the left or right side of the image and replace the pixel values with zero. Similarly, we randomly select \(s_y\%\) of rows from either the top or bottom of the image and replace the pixel values. Note that \(s_x\) and \(s_y\) are samples independently. For zoom-out augmentation, we randomly select a percentage \(s_z\) in \([0, 0.4]\) and select \(0.5s_z\%\) of rows and columns on both sides of the image. For rotation augmentation, we randomly select an angle \(\theta \in [-\pi/4, \pi/4]\) and apply two rotation operator \(R_{-\theta} \circ R_{\theta}\) to the image sequentially. Note that while \(R_{-\theta} \circ R_{\theta} = I\) mathematically, if we apply the two operators sequentially on an image with finite size, they introduce pixels not within the original image and therefore simulate the synthetic artifacts introduced by rotation.

D. Training Pipeline Overview

This section provides an overview of the training pipeline. See Algorithm 1 and Algorithm 2 for the train-


**Algorithm 1: Composition scoring model training**

| Result: Composition scoring model $M_c$ |
|-----------------------------------------|
| for $i \leftarrow 1$, MaxStep do |
| // Scored candidate samples |
| $I_s, crop_s \leftarrow N$ images with scored crops |
| $crop_{p, crop_{n}} \leftarrow$ create $N \times (N - 1)$ pairs of crops |
| $I'_v \leftarrow$ ExtractCrop($I_v, crop_{p}$) |
| $I''_v \leftarrow$ ExtractCrop($I_v, crop_{n}$) |
| // Best crop samples |
| $I_{c, crop_{c}} \leftarrow K$ images with best crop |
| $crop_{p, crop_{c}} \leftarrow$ Perturb($crop_{p}$) |
| $I'_{c, crop_{c}} \leftarrow$ ExtractCrop($I_{c, crop_{c}}$) |
| $I''_{c, crop_{c}} \leftarrow$ ExtractCrop($I_{c, crop_{c}}$) |
| // Unsupervised samples |
| $I'_w \leftarrow P$ well-composed images |
| $I''_w \leftarrow$ Perturb($I'_w$) |
| // Data augmentation |
| $I'_c \leftarrow$ Augment($I'_v$) $\forall (i, j) \in \{p, n\} \times \{s, c\}$ |
| $I''_c \leftarrow$ Augment($I''_v$) |
| // Minimize joint loss |
| $y^p_c \leftarrow M_c(I'_p)$ |
| $y^n_c \leftarrow M_c(I''_n)$ |
| $M_c \leftarrow \arg \min_{M_c} \sum_i \text{Loss}(y^p_c, y^n_c)$ |

**Algorithm 2: View adjustment model training**

| Result: View adjustment model $M_v$ |
|--------------------------------------|
| for $i \leftarrow 1$, MaxStep do |
| // Pseudo-labeled samples |
| $I_s \leftarrow K$ images |
| $y_s \leftarrow$ PseudoLabel($I_s$) |
| // Labeled samples |
| $I_{c, crop_{c}} \leftarrow K$ images with best crop |
| $p_c \leftarrow$ samples random perturbations |
| $crop_{p, crop_{c}} \leftarrow$ Perturb($crop_{p}, p_c$) |
| $I'_c \leftarrow$ ExtractCrop($I_{c, crop_{c}}$) |
| $y_c \leftarrow p_c^{-1}$ |
| // Minimize joint loss |
| $y'_c \leftarrow M_v(I'_s)$ |
| $y''_c \leftarrow M_v(I''_c)$ |
| $M_v \leftarrow \arg \min_{M_v} \text{Loss}(y'_s, y'_c) + \text{Loss}(y_c, y''_c)$ |


gested on the view adjustment dataset, and 2) the number of adjustment being performed on the Pano2Vid dataset.

The results are in Table 4. Interestingly, the subjective evaluation results have a strong dependency on the adjustment being suggested. Our method achieves the best performance in vertical shift adjustment, where it improves the composition more than 94% of the time without any false positive. In contrast, the rotation suggestion only improves the composition 57.3% of the time. This is primarily caused by the incorrect magnitude prediction, because image composition is very sensitive to the orientation when the horizon is visible. Therefore, even a small error in magnitude prediction may significantly degrade the result.

Not surprisingly, our method has a better performance in single-step view adjustment. In contrast, the success rate drops by 9.4% when multiple adjustments are required. The results show the need for considering the iterative nature of view adjustment in future works.

### F. Qualitative Results

In this section, we show additional qualitative examples similar to Fig. 6 in the main paper. See Fig. 9 and Fig. 10. The results show that our model works in a wide range of scenarios, including both object centric and scenic photos. Also, our model works for different aspect ratios, including photos in both landscape and portrait orientations.

**E. Experiment Results**

In this section, we expand the experiment results in the main paper by providing more detailed analysis on the subjective evaluation results. In particular, we analyze the user study results w.r.t. 1) different view adjustments being sug-
Figure 9: Qualitative examples. Each pair shows the original image (left) and our prediction (right).
Figure 10: Qualitative examples (cont.). Each pair shows the ground truth (left) and our prediction (right).