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1. Introduction

Fingerprint is an extremely unique biological feature of the human body, and it is an important basis for public security organs to crack down on criminal crimes [1]. Based on the fingerprints left by the perpetrator at the crime scene, the identity of the perpetrator can be determined through fingerprint query, comparison, inspection, and identification, providing evidence support for judicial trials [2]. In order to solve the problem of identification standards, it was first proposed that 12 feature matching points must be met for the identification of personal identity, but there was no scientific explanation for the number of matching points [3]. Reference [4] points out that the probability of two fingerprints showing eight identical features but not belonging to the same person is about one in 10 trillion but does not directly answer the standard question of the number of matching points for fingerprint identification. The most famous wrong fingerprint case is the Madrid tram bombing in 2004. In this case, the police extracted an incomplete fingerprint at the scene. Based on this fingerprint, the American police mistakenly identified others as the perpetrator [5]. In 2014, the Miami Police Department of the United States conducted statistics on fingerprint error identification, and the results showed that the false true rate of fingerprint identification was 3.0%, and the false error rate was 7.5%, which shows that the qualitative fingerprint identification conclusion is not completely reliable [6].

The emergence of judicial misjudged cases has made judicial trials put forward higher requirements for the accuracy, reliability, and scientificity of court evidence, and the inspection and evaluation of fingerprint evidence have also begun to shift to a likelihood ratio framework model with quantitative evaluation as the core [7]. The characteristics on which fingerprint identification is based include ridge ending, bifurcation, spur, crossover, island, independent ridge, and lake [8], where the endpoints can be subdivided into starting and ending points, and the bifurcation points can be subdivided into bifurcation points and junction points. However, the distribution of these fingerprint features...
features is not balanced, and the endpoints and bifurcation points are the most common, and their identification value is much lower than that of other types [9]. To achieve the quantification of fingerprint identification conclusions, it is necessary to count the distribution rules of various fingerprint feature points, but there is no statistical result based on big data at present. The existing fingerprint identification technology can only simplify the fingerprint features into point-line features with directions and cannot accurately identify the above seven types of features.

From the perspective of fingerprint identification and quantification, this paper studied the automatic detection method of fingerprint features based on YOLO [10], which lays a technical foundation for automatic statistics of fingerprint feature distribution. First, a fingerprint feature dataset was established, and then according to the characteristics of small size, dense distribution and overlapping of fingerprint feature targets, on the basis of the original model YOLO, the optimal detection layer was selected for many experiments, and the shallow features and deep semantic features were fused. And an attention mechanism module was added to achieve accurate identification and precise positioning of fingerprint features. In the future, AI object detection will become more and more important.

2. Related Work

Object detection methods can be divided into two categories: two stage and one stage. In the two-stage object detection, the objects are first localized and then classified, and the representative algorithms are R-CNN [11], Fast R-CNN, and R-FCN [12]. One-stage object detection regards object detection as a regression problem and performs localization and classification at the same time. Representative algorithms include YOLO (You Only Look Once) [13], SSD [14], and RetinaNet [15].

According to the literature [16], YOLO is based on the end-to-end network structure and simultaneously completes the two tasks of object detection and classification. The disadvantage is that the detection accuracy is not high. Later, YOLO900 and YOLOv3 versions appeared, which improved detection accuracy while maintaining high detection speed. YOLOv4 makes it possible for object detection to be trained on low-performance GPUs [17]. In the same year, the literature [18] proposed YOLOv5. The detection accuracy of this model is higher than the previous two stage object detection model, and the detection speed is fast. It can be well applied to embedded devices and mobile terminals for detection. Therefore, YOLOv5 has become the current one of the best performing network models for object detection.

With the development of artificial intelligence, deep learning is also gradually applied in the field of fingerprint recognition. Literature [19] proposed a Cap-FingerNet, a fingerprint pattern classification network based on capsule network. In literature [20], a deep convolutional neural network was used to learn and represent the local ridge structure of fingerprints, and a new fingerprint aggregation method was proposed to improve the retrieval efficiency. However, there are few studies related to the extraction and detection of fingerprint feature points. Literature [21] proposed a network for fingerprint feature extraction under complex background based on CNN model but did not distinguish the types of features, which has certain limitations. In order to realize the quantitative evaluation of fingerprint identification, this paper applied the YOLOv5 algorithm to the field of fingerprint identification to realize the detection and positioning of five types of fingerprint features, which lays the foundation for the establishment of a data-based probability evaluation method for identification in the future.

3. Method Proposed in This Paper

3.1. Introduction to YOLOv5. YOLOv5 includes a total of four models with different depths and widths, which are distinguished according to the parameters in the C3 module. The network is YOLOv5s, YOLOv5m, YOLOv5l, and YOLOv5x from shallow to deep. The object detection performance also increases in turn, and the network application is more flexible and changeable to meet the different detection needs. The YOLOv5 network structure is shown in Figure 1, consisting of Input, Backbone, Neck, and Output.

Input section: batch normalizes the input image dimensions. Using Mosaic data augmentation [22], the model training speed is improved by randomly rotating, flipping, and scaling four images, and then stitching them into one image as training data. And using the adaptive anchors calculation method, in each time training, automatically according to the dataset used, the clustering algorithm was used to calculate the best set of anchor box values.

Backbone network part: this part consists of Focus, quartic Conv, three C3 modules, and an SPP structure to extract feature maps of different sizes from the input image. Focus uses the slicing operation to crop the input image and then stack it and performs a downsampling operation on the input image. The C3 module is improved on the basis of the YOLOv4 backbone network CSP module and consists of three parts: conv, batchnorm, and SiLU activation functions. The SPP (Spatial Pyramid Pooling) module [23] is used for feature fusion. The structure of the SPP module is shown in Figure 2. Through pooling of three scales, the feature map of any size is fixed as a feature vector of the same length and transmitted to the fully connected layer to realize the fusion of multiple receptive fields.

Neck web section: the FPN (Feature Pyramid Networks) and PAN (Pyramid Attention Network) structures [24] are used to fuse feature maps at different levels. FPN transfers deep semantic features to shallow layers from bottom to top, thereby enhancing semantic representation at multiple scales. On the contrary, PAN transmits the localization information of the shallow layer to the deep layer from top to bottom and enhances the localization ability on multiple scales. These two structures jointly enhance the feature fusion ability of the neck network, obtain more contextual information, and reduce information loss.

Output section: after 8x downsampling, 16x downsampling, and 32x downsampling, a total of three feature maps are generated at the network output. The smaller the
3.2. Attention Mechanism. In recent years, attention mechanism has been widely used in various deep learning tasks such as computer vision and natural language processing. It has made many breakthroughs and has become a hot spot in neural network research. The most representative are SE (Squeeze-and-Excitation) attention mechanism module and the proposed CBAM (Convolutional Block Attention Module) attention mechanism module.

The SE module is an attention mechanism for channels, including squeeze and excitation. The squeeze part is to perform global average pooling on the input. When the input size is \( W \times H \times C \), the feature map is pooled and the output is a \( 1 \times 1 \times C \) vector. The excitation part is composed of two fully connected layers. In order to reduce the number of channels and the amount of parameters, the \( \text{SERatio} \) scaling parameter is added. The number of neurons in the first fully connected layer is \( C \times \text{SERatio} \), and the output is \( 1 \times 1 \times \text{C} \times \text{SERatio} \). The number of neurons in the second fully connected layer is \( C \), and the output is \( 1 \times 1 \times C \). The scale operation is to multiply the weights of each channel calculated by the SE module and the corresponding channels of the original input \( W \times H \times C \), respectively, to rescale the original features in the channel dimension. The SE module structure is shown in Figure 3(a).

The CBAM module extracts meaningful attention features from the Channel and Spatial dimensions successively. CBAM channel attention is roughly the same as SE module, the difference is that CBAM adopts max pooling and global average pooling in channel squeeze. The CBAM spatial attention structure is shown in Figure 3(b). The output of the channel attention module is used as the input of the spatial attention module \( W \times H \times C \), again using max pooling and global average pooling to obtain two \( W \times H \times 1 \) feature maps. After \( 7 \times 7 \) convolution kernel convolution and scale operation, the feature map adjusted by the dual attention mechanism is obtained.

The formulas of the channel attention mechanism \( M_c \) and the spatial attention mechanism \( M_s \) of the CBAM module are as follows:

\[
\begin{align*}
    M_c(\cdot) &= \sigma \cdot \left( \text{MLP}(\text{AvgPool}(\cdot)) \cdot + \cdot \text{MLP}(\text{MaxPool}(\cdot)) \right) = F', \\
    M_s(\cdot) &= \sigma \cdot \left( f' \cdot 7 \ast 7 \left( \begin{bmatrix} \text{Avgpool}(F') & \text{MaxPool}(F') \end{bmatrix} \right) \right),
\end{align*}
\]

where \( F \) represents the input feature map of the channel attention mechanism; \( \sigma \) represents the Sigmoid activation function; \( \text{MLP} \) represents the parameters of the multilayer perceptron; \( F' \) represents the output of the channel attention, which is also the input of the spatial attention; \( f' \) represents that the convolutional layer uses a \( 7 \times 7 \) convolution kernel.

3.3. YOLOv5 Model Improvements. The features in fingerprint images are small in size, large in number, densely distributed, and often overlapped, so it is not ideal to directly apply object detection methods such as YOLOv5 to detect features. In order to solve these problems, this paper makes three improvements to the original network structure of YOLOv5: (1) delete the 32-fold downsampling large-size feature fusion layer and add a 4-fold downsampling small feature fusion layer; (2) migrate the FPN and PAN structures to the pruned network and select the appropriate SPP pooling kernel parameters; (3) add the SE attention mechanism module, as shown in Figure 4.

First, to improve the performance of YOLOv5 in detecting small-sized objects, a new tiny feature fusion layer was added. The fusion layer was output by quadruple downsampling of the backbone network and then fused with the eightfold downsampling feature map to generate a feature map with a size of 152 \( \times \) 152. The segmented grid was denser, which is helpful for small object detection and identification. Because there were no large-size features in the fingerprint image, the original structure 32 times downsampling large-size feature fusion layer and its corresponding backbone and neck network structure (dotted line part) were deleted, which greatly reduced the algorithm complexity and the amount of parameters of the model.

Second, in order to improve the detection performance of the model for dense overlapping objects, the FPN and PAN structures were transferred to the pruned network. The
FPN structure transfers strong semantic features from top to bottom, and the PAN structure is a fusion from bottom to top, enhancing the localization ability at multiple scales. Continuing to use the SPP module, the feature maps were max-pooled from three different scales, which effectively increased the receiving range of the backbone features and realized the fusion of multiple receptive fields, which was beneficial for detecting large differences in object sizes and overlapping situations.

Finally, due to the uneven distribution of the number of fingerprint features, an SE attention mechanism module was added between the backbone and the neck network. Each feature map in channel attention mechanism represents a feature channel, which helps to filter out more meaningful features of the original image, focusing on feature channel weight assignment.

4. Experiment and Result Analysis

4.1. Fingerprint Dataset Construction

4.1.1. Collection of Datasets. The quality of the dataset has a huge impact on the design and training of object detection algorithms. Due to the low image quality of the current open-source fingerprint dataset, some fingerprints are incomplete. The experimental data come from the fingerprint images of the police in the actual cases, with a size of 680 × 680 and a resolution of 600 dpi, with a total of 500 images. The complete lines of the fingerprint are clear, which is conducive to subsequent preprocessing and reducing errors.

4.1.2. Dataset Preprocessing. Directly using deep learning for dimensionality reduction and feature extraction of fingerprint images will greatly affect the experimental accuracy, so fingerprint images need to be preprocessed. At present, the preprocessing method for fingerprints has been relatively perfect. The preprocessing steps in this paper are background separation, calculation of local ridge direction, ridge enhancement and binarization, as shown in Figure 5.

4.1.3. Dataset Labeling. Use Labelling software to make detection labels, manually label the features of 500 fingerprint images after preprocessing, and frame the full picture of feature points as accurately as possible to avoid framing irrelevant lines. The label format is set to the format of the PASCAL VOC dataset, and five types of features are labeled. The label names are bifurcation (label 0), spur (label 1), independent ridge (label 2), lake (label 3), and crossover (label 4). The image annotation is shown in Figure 6.
Figure 5: Effect of fingerprint image preprocessing. (a) Original image; (b) background segmentation; (c) local ridge orientation; (d) ridge enhancement; (e) binarization.

Figure 6: Image annotation.
4.2. Experimental Environment and Parameter Configuration.

The experimental platform operating system is Intel (R) Xeon (R) CPU E5-1650 v3 @ 3.50 GHz with 16 GB memory, GPU is NVIDIA GeForce GTX2080Ti with 11 GB video memory. The software configuration is Windows 10, CUDA1.2 GPU parallel computing library, and the deep learning framework is Pytorch1.9.0 version.

In the training and testing of this experiment, the picture is set to 640 × 640 JPG format, the Batch_size is set to 36, the whole training process is 400 epochs, and the average precision mAP0.5; mAP0.5: 0.95%, weight, and actual detection speed FPS are used as model evaluation indexes for comparison.

Since the preset hyperparameters of the YOLOv5 model were optimized based on the COCO dataset, they were not universal. Therefore, hyperparameter evolution was used to obtain hyperparameter values that are more suitable for this dataset. The hyperparameter evolution algorithm used the genetic algorithm to adjust and optimize the hyperparameters according to the evaluation indicators and repeated the training process for 300 generations to obtain an initial learning rate (lr0) of 0.0128; cyclic learning rate (lr_f) of 0.256; SGD learning rate momentum of 0.905.

Considering the insufficient samples of the dataset and the time cost of manual annotation, in order to increase the diversity of samples, data enhancement was performed on the dataset. It is known that the inversion and rotation of the fingerprint image do not affect the type and number of feature points. Flip and amplify each image in the vertical direction to double, and then rotate 90°, 180° and 270° clockwise, respectively. The amplification effect is shown in Figure 7.

After the above steps, the dataset was expanded eightfold, with a total of 4,000 images and a total of 119,768 labels. The number of five types of features and their distribution in the training set and test set are shown in Table 1.

Mosaic data enhancement is a highlight of YOLOv5, by randomly rotating, flipping, and scaling four images, and then stitching them into one image as training data. For this dataset, some pictures have been rotated and flipped during data enhancement. Using Mosaic data enhancement will cause overfitting, and the method of scaling and splicing is not conducive to the detection of small objects on fingerprint feature points. Therefore, Mosaic data enhancement is not used in this paper.

4.3. Experimental Results and Analysis

4.3.1. Comparison of YOLOv5 Basic Model Results. The YOLOv5 object detection network structure has four models: YOLOv5s, YOLOv5m, YOLOv5l, and YOLOv5x, and the network depth and width increase successively. In this experiment, the model evolved from YOLOv5s for the hyperparameters of this dataset is named YOLOv5s_A. The YOLOv5 basic model algorithm is compared and tested using the fingerprint feature dataset constructed and annotated by ourselves. The indicators are shown in Table 2.

The structural complexity of YOLOv5s, YOLOv5m, YOLOv5l, and YOLOv5x increases in turn. The more parameters, the greater the weight of the corresponding training-generated model, and the longer the training time. The test results on public datasets show that the more complex the YOLOv5 structure and the deeper the depth, the better the detection effect. However, different results have appeared in the object detection of fingerprint feature points. After analysis, too deep network and too many convolution operations are not suitable for detecting fine and small fingerprint feature points. It can be seen from Table 2 that compared with YOLOv5s, the mAP0.5 of the YOLOv5s_A model after hyperparameter evolution is increased by 1.7%, which effectively enhances the detection performance. Subsequent experiments used the values after hyperparameter evolution.

4.3.2. Influence of Network Detection Layer on Detection Performance. The original structure of YOLOv5s has three detection layers, which have undergone 8 times, 16 times, and 32-fold downsampling of the backbone network, respectively. The output feature map size corresponds to 76 × 76, 38 × 38, and 19 × 19, respectively, realizing small, medium, and large-scale object detection. In order to explore the impact of different deep network detection layers on the

| Table 1: Distribution of various objects in training set and test set. |
|-------------------|--------------|-------------|----------|-----------|
| Object       | Bifurcation | Crossover | Independent | Lake   |
| Training set | 74985       | 2451       | 17811     | 3584    | 8948 |
| Testing set  | 8319        | 285        | 1981      | 408     | 996  |

| Table 2: YOLOv5 algorithm performance comparison table. |
|-------------------|--------------|-------------|----------|-----------|
| Model              | mAP0.5 (%)   | mAP0.5:0.95 (%) | Weight (M) |
| YOLOv5s            | 93.0         | 57.1        | 14.8     |
| YOLOv5m            | 90.3         | 56.6        | 42.9     |
| YOLOv5l            | 85.7         | 52.1        | 93.8     |
| YOLOv5x            | 83.8         | 53.5        | 175.2    |
| YOLOv5s_A          | 94.7         | 57.6        | 14.8     |
detection performance, this experiment selected 8-fold, 16-fold, and 32-fold downsampling layers as the detection layers from shallow to deep, and the distribution corresponds to three models of YOLOv5s_8, YOLOv5s_16, YOLOv5s_32, and their structures are shown in Figure 8.

Through experiments, it can be seen that the YOLOv5s_8 model with 8-fold downsampling as the detection layer has the best performance, with mAP0.5 being 67.8%, followed by 16-fold downsampling, and 32-fold downsampling accuracy is significantly reduced, as shown in Table 3. After analysis, when the number of downsampling layers in the backbone network is shallow, the lower spatial features are mainly extracted, which is helpful for the detection of small objects. The fingerprint feature points are small in size and densely distributed. If the backbone network is too deep, deeper semantic features will be obtained. Otherwise, detailed features will be lost, and the missed detection rate of small objects will be greatly improved, resulting in a significant drop in accuracy and an increase in the amount of experimental calculation. Therefore, the 32-fold downsampling layer is deleted in this experiment, and the 8-fold and 16-fold downsampling detection layers are retained.

4.3.3. Influence of Feature Fusion on Detection Performance. After determining the depth of the Backbone network, on the basis of YOLOv5_16, Backbone adds the SPP pyramid pooling module, and Neck uses the FPN and PAN structure to fuse the features of the 8-fold and 16-fold downsampling layers, naming the model YOLOv5s_B. In order to explore the optimal pooling effect of SPP, four common SPP pooling kernels are tested in this paper: (3, 5, 7), (5, 7, 9), (7, 9, 13) and (9, 11, 13), named YOLOv5s_B_a, YOLOv5s_B_b, YOLOv5s_B_c, and YOLOv5s_B_d, respectively. Its structure is shown in Figure 9.

It can be seen from the experiments that YOLOv5s_B_c with SPP pooling kernel of (7, 9, 13) has the best detection performance, mAP0.5 is 93.7%, which is 24.3% higher than that of YOLOv5s_16, and the model weight is only increased by 0.7M, as shown in Table 4. As for why the model detection performance will be so significantly improved after feature fusion, after research, we find this is because the SPP module uses three different scales of maximum pooling for processing, which more effectively increases the receiving range of backbone features and realizes the fusion of multiple receptive fields. This effectively compensates for the loss of deep semantic information lost by 32-fold downsampling, and multilevel feature extraction also enhances the robustness of the network. The FPN structure transfers strong semantic features from the top feature map to the lower feature map for prediction at multiple scales.

![Figure 8: Model structure diagram. (a) YOLOv5s_8; (b) YOLOv5s_16; (c) YOLOv5s_32.](image)

![Figure 9: YOLOv5s_B network structure.](image)

| Model | mAP0.5 (%) | mAP0.5:0.95 (%) | Weight (M) |
|-------|------------|-----------------|------------|
| YOLOv5s_8 | 67.8 | 33.0 | 1.4 |
| YOLOv5s_16 | 66.9 | 31.8 | 2.7 |
| YOLOv5s_32 | 31.3 | 13.0 | 8.1 |

| Model | mAP0.5 (%) | mAP0.5:0.95 (%) | Weight (M) |
|-------|------------|-----------------|------------|
| YOLOv5s_16 | 66.9 | 31.8 | 2.7 |
| YOLOv5s_B_a | 90.8 | 54.1 | 3.4 |
| YOLOv5s_B_b | 92.4 | 55.6 | 3.4 |
| YOLOv5s_B_c | 93.7 | 57.7 | 3.4 |
| YOLOv5s_B_d | 91.2 | 54.9 | 3.4 |
same time, the PAN structure is a bottom-to-top fusion, transferring strong localization features from lower feature maps to higher feature maps, enhancing localization capabilities at multiple scales. The extraction of local and global features is achieved through the fusion of multiple scales, which enhances the expressive ability of the network and is conducive to detecting large differences in object sizes and overlapping features. Later experiments will be based on the YOLOv5s_B_c model to improve.

4.3.4. Influence of Adding Microscale Detection Layer on Detection Performance. Due to the small size and dense distribution of fingerprint feature points, and the small-scale 76×76 detection layer of YOLOv5 is not suitable for fingerprint feature points, this paper tries to add a new microscale detection layer. The detection layer is four-fold downsampled, and the model is named YOLOv5s_C. Its structure is shown in Figure 10.

It can be seen from the experimental results that after adding the microscale detection layer, mAP0.5 is 95.2%, and mAP0.5:0.95 is increased by two percentage points, which inevitably leads to a slight increase in the model weight, as shown in Table 5. The new four-fold downsampling detection layer makes the detection network structure more extensive and detailed and generates feature maps by extracting lower spatial features and fusing them with deep semantic features, which is suitable for detecting tiny, overlapping targets in fingerprint images.

4.3.5. Effect of Adding Attention Mechanism on Detection Performance. Attention mechanism is a method to force the learning process to focus on important channels and regions of the input object by adjusting different weights. In order to explore whether adding an attention mechanism can optimize the detection performance, the attention mechanism modules CBAM and SE were added between the Backbone and Neck of YOLOv5s_C in turn, and the models were named YOLOv5s_CBAM and YOLOv5s_SE, respectively. The structure is shown in Figure 11(a).

The experimental results are shown in Table 6. Adding SE attention module has the best detection effect, mAP0.5 is 97.3% increased by 1.4%, mAP0.5:0.95 is increased by 3.2%, and the weight is only slightly increased. As for channel attention mechanism, each feature map represents a feature channel, which helps to filter out the meaningful features of the original image. In the spatial attention mechanism, one pixel in each feature map represents the feature of a certain area in the original image, which helps to train the network to pay attention to the feature of which area in the original image. SE only focuses on the channel weight assignment. CBAM considers both the importance of pixels in different channels and the importance of pixels in different positions of the same channel. Why is the accuracy not as good as SE attention mechanism? After analysis, there are two reasons: first, as shown in Figures 11(b) and 11(c), the fingerprint feature points are more distributed in the center and upper half of the fingerprint image. After adding the spatial attention mechanism, the network pays more attention to the center and upper part of the image, resulting in a decrease in attention to other spaces of the image and missing objects in the rest of the space. Second, it can be seen from Figure 11(a) that after the image is pooled by the SPP module with a pooling kernel of (5, 9, 13), the attention mechanism is passed to the spatial attention mechanism using a 7×7 convolution kernel for convolution. The channel compression methods of operation, max pooling and global average pooling, redundant repeated convolution of SPP, and CBAM modules cause the loss of useful information of the feature map, thus affecting the detection effect. Therefore, for fingerprint feature detection, the single channel attention mechanism SE module has better detection effect than the CBAM module.

It can be seen from the experimental data that YOLOv5s_SE performs the best, and the model is named YOLOv5s_Fingerprints Identification (hereinafter referred to as FP-YOLO).

4.3.6. Performance Comparison between the Improved Model and Other Detection Models. In this paper, FP-YOLO is compared with several algorithms with excellent performance at present, and the performance indicators are compared in Table 7.

It can be seen from Table 7 that for fingerprint feature point recognition, the accuracy rate, recall rate, and mAP0.5 of the FP-YOLO model proposed in this paper are better than the classical algorithms of SSD, YOLOv4, and YOLOv5s. The FPS of FP-YOLO is slightly lower than that of YOLOv5s. But the model training weight is only 4.1M, which
Table 7: Performance comparison of different detection algorithms.

| Model       | Prediction (%) | Recall (%) | mAP0.5 (%) | mAP0.5:0.95 (%) | Weight (M) | FPS/FS-1  |
|-------------|----------------|------------|------------|----------------|------------|-----------|
| SSD         | 10.8           | 59.9       | 21.2       | 58.7           | 94.9       | 21.8      |
| YOLOv4      | 80.4           | 46.6       | 60.6       | 58.5           | 250.3      | 32.2      |
| YOLOv5s     | 93.6           | 87.0       | 93.0       | 61.9           | 14.8       | 27.3      |
| FP-YOLO     | 96.5           | 94.0       | 97.0       | 4.1            | 4.1        | 26.6      |

Figure 11: (a) YOLOv5s_attention network structure; (b) object location distribution of the dataset; (c) object size ratio of the dataset.

Figure 12: Training situation of FP-YOLO (a) Object loss change curve; (b) classification loss change curve.
is equivalent to a quarter of the YOLOv5s model. FP-YOLO achieves better performance in a comprehensive performance.

4.3.7. Improved Model Effect and Performance Evaluation.
The object detection loss (obj_loss) curve and the classification loss (cls_loss) curve of the improved FP-YOLO base model at 400 rounds of training are shown in Figure 12.
The detection results of the FP-YOLO and YOLOv5s models on the validation set are shown in Figure 13. The improved model detection has more comprehensive objects, lower missed detection and false detection rates, and higher confidence in the detection results.

5. Conclusion
In view of the current difficulties in quantitative evaluation of fingerprint identification, in order to realize the mathematical statistics of five types of fingerprint feature points, this paper established five types of fingerprint feature datasets, based on this dataset, conducted training and comparison experiments, and improved the YOLOv5s algorithm, deleting 32-fold downsampling detection layer, adding 4-fold downsampling tiny feature fusion layer to effectively obtain more tiny feature information of fingerprint images. Using FPN, PAN, and SPP structures, local and global feature extraction is achieved through the fusion of multiple scales, which enhances the expressiveness of the network. In addition, the SE channel attention mechanism module is added, which reduces the interference of useless feature information to the model and enhances the channel weight of important features, thereby improving the detection effect. The experimental results show that the mAP0.5 accuracy of the FP-YOLO algorithm proposed in this paper reaches 97.4%, and the model weight is reduced by 72.3% under the condition that the detection speed is basically unchanged, which effectively increases the robustness of the model and the detection of dense small objects, realizing the accurate identification and positioning of five types of fingerprint feature points. Ways to use artificial intelligence will become increasingly important in the future.
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