Application of Artificial Neural Network in Distillation System: A Critical Review of Recent Progress
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ABSTRACT

Distillation is a unit operation with multiple input parameters and multiple output parameters. It is characterized by multiple variables, coupling between input parameters, and non-linear relationship with output parameters. Therefore, it is very difficult to use traditional methods to control and optimize the distillation column. Artificial Neural Network (ANN) uses the interconnection between a large number of neurons to establish the functional relationship between input and output, thereby achieving the approximation of any non-linear mapping. ANN is used for the control and optimization of distillation tower, with short response time, good dynamic performance, strong robustness, and strong ability to adapt to changes in the control environment. This article will mainly introduce the research progress of ANN and its application in the modeling, control and optimization of distillation towers.
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1. INTRODUCTION

Distillation is a mass transfer separation process widely used in petrochemical, organic chemical and pharmaceutical production. It is characterized by large energy consumption, many variables, and complex constraints and difficult to control [1,2]. If the distillation tower is
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well controlled, not only can the product quality and recovery rate be improved, but it is also beneficial to environmental protection and energy conservation. The rectification column is a complex nonlinear system, usually with dozens or even hundreds of trays, so the model order is relatively high, which is not convenient for theoretical analysis and real-time calculation. Therefore, it is required to establish a simplified model that can reflect the static and dynamic characteristics of the distillation column [3]. On the other hand, the conventional control method is difficult to achieve fast tracking and optimal control of the rectifying tower [4]. The development of advanced modeling and control methods has become a research hotspot.

Artificial Neural Network (ANN) is an information processing system based on imitating the structure and function of the brain’s neural network. Using the interconnection between a large number of neurons to form a network system capable of complex calculations, it actually describes a functional relationship between network input and output [5]. The artificial neural network can achieve the approximation of any nonlinear mapping through learning, and it can be applied to the identification and modeling of nonlinear systems without being restricted by nonlinear models. It also has the ability to adapt, through learning and training to find out the internal connection between the provided data and output to make the problem answered, instead of relying on prior knowledge and rules to solve the problem [6]. In addition, ANN is highly fault-tolerant. Even if part of the system suffers losses, it can restore the original information without affecting the overall activities. For example, Shi et al. [7] proposed an affine invariance method to generate dense correspondence between uncalibrated wide baseline images. To this end, a reliable sparse matching strategy is proposed, which starts with affine invariant feature extraction and matching, and then uses these initial matches as spatial priors to generate more sparse matches. The matching propagation from the sparse feature points to its neighboring pixels is carried out in the way of region growth in the affine invariant framework. The unmatched points are processed by the low-rank matrix recovery technique. The experimental results showed that in the presence of large affine deformation, the proposed method has a significant improvement over the existing ones.

The unique structure and information processing method of ANN makes it have obvious advantages in many aspects and has a wide range of applications. The main application areas are signal processing [8,9], image processing [10-12], intelligent driving [13-15], robot control, automatic control of power systems, health care, medical treatment, chemical process control and optimization, etc. [16 -18].

This article will mainly introduce the research progress of ANN and its application in the modeling and optimization of distillation column.

2. RESEARCH PROGRESS OF ARTIFICIAL NEURAL NETWORKS

It has been more than 70 years since McCulloch and Pitts [19] proposed the neuron biology model (M-P model) in 1943. The first 20 years are the initial stage, focusing on the proposal of the network model and the determination of the learning algorithm. Hebb learning rules [20] is still a basic principle of neural network learning algorithms; Rosenblatt et al. [21] and Widrow et al. [22] respectively proposed the perceptron model and the adaptive (Adaline) linear component model. Among them, the perceptron is the first ANN that is physically constructed and has the ability to learn. However, Minsky et al. [23] pointed out that Rosenblatt's single-layer perceptron can only learn linearly separable patterns, and cannot handle linearly inseparable problems such as xor. In the next 20 years, due to the limitation of the speed of computers, the research of neural networks entered a period of stagnation, but some important results have also been achieved. For example, a unified theory was proposed by closely combining mind and brain [24]. Subsequently, the development of neural network system theory entered a golden age. Hopfield [25] proposed a Hopfield network model that mimics the human brain, which is dynamic and may be used to solve complex problems. Rumelhart et al. [26] proposed backpropagation neural network (BPNN) to compensate for the shortcomings of multi-layer neural networks, but BPNN also has some problems, such as slow convergence and difficulty in converging for large sample data, prone to local minimums. Moody and Darken [27] proposed the Radial Basis Neural Network (RBFNN), which is an abstraction and simplification of the human brain neural network system. The RBF neural network is a three-layer feedforward neural network, which contains an input layer, a hidden layer, and an output layer. The transformation from input nodes to hidden
layer nodes is nonlinear, and the transformation from hidden layer nodes to output nodes is linear, so it can approximate any continuous function with arbitrary precision, which is very suitable for nonlinear dynamic modeling [28]. Compared with BPNN, in addition to superior clustering and classification capabilities, RBFNN also has better generalization capabilities and higher approximation accuracy [29]. Due to its simple learning algorithm and network structure, RBFNN has fast convergence and can uniformly approximate any continuous function to achieve the expected accuracy. Therefore, RBFNN is particularly suitable for the control of nonlinear and time-varying dynamic systems, but the uncertainty and parameter changes require additional attention [30]. In 1998, based on the convolution and pooling network structure, LeCun [31] proposed the original model of Convolutional Neural Network (CNN), LeNet-5. Chen et al. [32] proposed a dynamic optimization technology combined with a general dynamic matrix control algorithm neural network model, which optimizes the calculation performance and greatly reduces the calculation time. In 2006, Hinton et al. [33] proposed Deep Belief Network (DBN) and described a method by which high-dimensional data can be converted into low-dimensional code with a small central layer by training a multilayer neural network. The network is used to reconstruct high-dimensional input vectors [34], which has triggered a boom in the application of deep learning, especially in the fields of image, video and signal processing and prediction. Gao et al. [35] proposed a distributed mean-field-type filtering (DMF) framework to handle those noisy, partial-observed, and high-dimensional. The approach iterates through four operations: sampling, prediction, decomposition, and correction. DMF was implemented in aircraft and vehicle tracking scenarios. Fig. 1 shows the performance comparison in terms of the successful tracked vehicle number in all 1376 test frames, is the best in counting the vehicle numbers in the videos. Numerical results for 12 views are listed in Table 1, indicating that their approach is superior to the traditional non-average field filter.

Wang et al. [36] established a short-term sales forecast model for e-commerce accounting systems based on historical e-commerce sales data and portal product link clicks. It uses the AdaBoost idea to aggregate the prediction results of multiple traditional BP neural networks, which has a significant improvement in accuracy compared to traditional BP networks. Martinez-Morales et al. [37] proposed an MLP-MOACO model by optimizing MLP parameters through a multi-objective ant colony optimization algorithm, and it was applied to calculate the correlation coefficient of engine pollutants and estimate engine exhaust emissions. Gao et al. [38] proposed a game theory framework to train generative models, in which the unknown data distribution is learned by dynamically optimizing the worst-case loss measured using the Wasserstein metric. NG et al. [39] proposed an improved back-propagation algorithm GBP, which modifies the partial derivative of the activation function to increase the error signal of the back-propagation and normalizes the learning rate of the algorithm to improve and speed up the convergence speed.

2.1 Application Research Progress of Artificial Neural Network in Distillation Process

Since it can approach any function theoretically, and has a strong nonlinear mapping ability, the artificial neural network can be used to simulate and predict the complex reactive distillation process well. Artificial neural networks commonly used in distillation systems mainly include Hopfield network model, BPNN and RBFNN.

Ramchandran et al. [40] applied neural networks to model the steady-state inverse of a process which is then combined with a simple reference system synthesis to create a multivariable controller. The control strategy is used to dynamic simulations of two methanol-water distillation columns. A steady-state process simulation package was used to generate all the neural network training data. An efficient training algorithm was used to train the networks. The controllers show robust performance, and performed better than proportional-integral (PI) controllers with feedforward features. Zhao et al. [41] used batch-by-batch processing and non-monotonic linear search methods to improve the standard BP algorithm and applied it to the simulation of the operation process of the methyl acetate catalytic distillation hydrolysis tower. A 3×6×1 network is used to learn 130 sets of sample data in this process, and 26 sets of samples are used for detection, which effectively avoids local minums and converges faster.

Wang et al. [42] proposed an improved BP algorithm by combining genetic algorithm and artificial neural network. A model was constructed based on the simulation results with ASPEN
PLUS. The improved BP algorithm is applied to the simulation and optimization of the separation process of C5 component. The results showed that the relative error of the reboiler load is 3.70%, and the relative errors of the two sideline liquid products of the main tower (SB and SC) are 1.04% and 1.60%, respectively, which proved that the ANN algorithm has high calculation accuracy and high solving efficiency, and can effectively find the optimal operating conditions. Shi et al. [43] used the RBF neural network in a reactive distillation tower for preparing dimethyl carbonate (DMC) by transesterification of propylene carbonate (PC) and methanol, and established the relationship between the conversion rate and the operating conditions such as pressure, reflux ratio, feed mole. After optimization, the suitable process conditions were obtained, and the conversion rate of propylene carbonate can reach 45.79%. Liu et al. [44] proposed a method for control of distillation process based on BP neural network, and applied it to the temperature control process of the isopropanol refining tower. The result showed that this method has the characteristics of short response time and high control accuracy.

Table 1. Performance Comparison On 12 Views [35]

| Video | MSPF (%) | Gao et al. (%) | Video | MSPF (%) | Gao et al. (%) |
|-------|----------|---------------|-------|----------|---------------|
| #1    | 86.8     | 88.7          | #7    | 71.8     | 84.7          |
| #2    | 84.6     | 86.8          | #8    | 87.6     | 89.0          |
| #3    | 90.3     | 92.0          | #9    | 83.5     | 85.5          |
| #4    | 80.6     | 86.8          | #10   | 80.4     | 83.0          |
| #5    | 75.7     | 88.2          | #11   | 73.9     | 78.5          |
| #6    | 83.9     | 90.0          | #12   | 79.4     | 82.4          |

Fig. 1. Count vehicle number. (a) PF. (b) DMF. (c) Error of PF. (d) Error of DMF [35]
Ma [45] used an artificial neural network (BPNN) model to simulate the distillation process of anisole. Firstly, the ASPEN software was used to perform traditional distillation simulation, and a training sample set was obtained from the simulation results and experimental data; then an artificial neural network is established by setting the input variables (feed composition, feed flow rate, reflux ratio, number of feed plates, tower top pressure, tower top temperature) and the objective functions (the bottom temperature of the tower and the composition of top product). The optimal structure of the BPNN is selected as a 6×11×2 structure with a hidden layer transfer function of logsig. Comparing the simulation results with the experimental data, the average relative error of the top product composition is 0.3283%, which is significantly better than the ASPEN simulation result.

Konakom et al. [46] used neural network-based model predictive control (NNMPC) for conducting predefined optimal policy tracking determined by dynamic optimization strategy of a batch reactive distillation tower. Multi-layer feedforward neural network model and estimator are developed and used in the model predictive control algorithm. The results showed that the NNMPC provides satisfactory control performance than the PID controller does in all cases. Sharma et al. [47] used three different control strategies: conventional PID control, model predictive control (MPC) and neural network predictive control (NNPC) to control the reactive distillation tower for the synthesis of tert-amyl methyl ether. The results showed that both NNPC and MPC have smoother and better control performance than PID controllers when the methanol feed flow rate and the thermal load of the tower are varied by ±10%.

Tun et al. [48] developed an optimization system for the design of a reactive distillation process by hybridizing a genetic algorithm (GA) application and a process simulator. The Multi-Niche Crowding (MNC) algorithm was applied to the distillation process involving the esterification of acetyl acetate, and various design solutions can be yielded without causing remarkable performance degradation when searching for the best RD process design. Wang et al. [49] used BP neural network shown in Fig. 2 to optimize the extractive distillation process of methanol-acetone-water system. The separation process diagram is shown in Fig. 3. Taking the purity of products and the reboiler duty as the objective function, select the feed position, theoretical plate number, solvent ratio and reflux ratio and other variables to conduct a central combination experiment to investigate the influence of the interaction between various factors on the objective function. The neural network is trained based on the data processed by the central combination design, and the energy saving after optimization is 22.27% compared with that before optimization.

![BP neural network diagram](image)

**Fig. 2. BP neural network [49]**
Abdul Jalee et al.[50] proposed a non linear model for binary ethane-ethylene distillation column and a method of identifying distillation towers using NARX based ANFIS. Data used for identification is obtained from Daisy database. Results showed neural network model and ANFIS model were able to capture nonlinear dynamic behavior of the distillation column, and NARX based ANFIS model is more accurate with less number of iteration. Wang et al. [51] used BP neural network to optimize the extractive distillation process of dichloromethane-ethanol-water mixture with ethylene glycol as the extractant. A BPNN model was created, and the methylene chloride mass fraction and tower reactor energy consumption were used as the objective function. After the mapping relationship is established, iterate repeatedly until the error drop gradient meets the prediction accuracy requirements. After optimization, it was predicted that the methylene chloride content at the top of the tower can be as high as 98.85%, and the energy consumption of the tower kettle can be as low as 20.86kW. Osuolale et al. [52] proposed a strategy for optimizing the exergy efficiency of atmospheric distillation unit by incorporating the second law of thermodynamics in data driven models. Bootstrap aggregated neural networks (BANN) was used for enhanced model accuracy and reliability. After optimization, the exergy efficiencies of the methanol-water system and benzene-toluene system were increased by 11.2% and 1.8%, and the utility costs were reduced to 8.2% (methanol-water) and 28.2% (benzene-toluene), indicating that it was based on ANN Modeling and optimization of BANN and ANFIS models are helpful to the decision-making of energy-saving operation and control of distillation tower.

Anish et al. [53] designed a feed-forward neural network (FNN) and a layered recurrent neural network (LRNN) based two composition estimators to control the product purity for an ideal, quaternary, hypothetical, kinetically controlled, reactive distillation (RD) column. The output variables, the compositions, were estimated using the chosen tray temperatures as inputs to the estimators. The estimator based control is found to be effective for the on-spec product purity control. Yu et al. [54] disclosed a method for the temperature control of the rectification of vinyl chloride based on a fuzzy neural network. The specific steps are as follow: firstly, collect the sensor signal and filter it, and then perform fuzzy neural network control according to the output of the signal acquisition module; finally, use BPNN to learn and modify the connection weight, Gaussian function center value and width value in the controller to improve the stability of the system.

3. CONCLUSION
In this article, the research progress of ANNs was briefly described, and its applications in
distillation systems were summarized. Artificial neural network has strong self-learning ability and fault-tolerant ability, so it can make full use of limited experimental data for training, and it can be applied to modeling, optimization and control of nonlinear distillation system. The application of ANN can not only avoid the calculation and basic data required by traditional chemical simulation methods such as heat transfer, mass transfer, kinetics, thermodynamics, etc., but also has good control effects, fast response time, good dynamic performance, small overshoot, and more Strong robustness and ability to adapt to changes in the control environment. With the further development of neural network technology, its application prospects in the chemical industry will be broader.
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