REAL VARIATIONS OF STABILITY CONDITIONS FOR NONCOMMUTATIVE SYMPLECTIC RESOLUTIONS

GUFANG ZHAO

ABSTRACT. A localization theorem for the cyclotomic rational Cherednik algebra $H_c(H_c((\mathbb{Z}/l)^n \rtimes \mathbb{Z}_n))$ over a field of positive characteristic has been proved by Bezrukavnikov, Finkelberg and Ginzburg. Localizations with different parameters give different $t$-structures on the derived category of coherent sheaves on the Hilbert scheme of points on a surface. In this short note, we concentrate on the comparison between different $t$-structures coming from different localizations. When $n = 2$, we show an explicit construction of tilting bundles that generates these $t$-structures. These $t$-structures are controlled by a real variation of stability conditions, a notion related to Bridgeland stability conditions. We also show its relation to the topology of Hilbert schemes and irreducible representations of $H_c$.
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1. Introduction

For a finite dimensional vector space $V$, equipped with a symplectic form, and a finite subgroup of the symplectic group $\Gamma \subseteq \text{Sp}(V)$, the quotient $V/\Gamma$ is a Poisson variety, and the bracket is non-degenerate on the smooth part. Suppose that we have a resolution of singularity $\pi : X \to V/\Gamma$, with a symplectic form on $X$ which coincide with that on $V/\Gamma$ when restricted to the smooth locus. Such resolutions are called symplectic resolutions.

Simplest interesting examples of symplectic resolutions are the minimal resolutions of Kleinian singularities. More precisely, for a finite subgroup $\Gamma \subseteq \text{Sp}(\mathbb{A}^2)$, the quotient $\mathbb{A}^2/\Gamma$ has a unique symplectic resolution, denoted by $\mathbb{A}^2/\Gamma$. More generally, the symmetric product $\text{Sym}^n(\mathbb{A}^2/\Gamma)$ has a symplectic resolution given by the Hilbert scheme of points $\text{Hilb}^n(\mathbb{A}^2/\Gamma)$.
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Bezrukavnikov and Kaledin proved in [BK04], that for any symplectic resolution \( \pi : X \to V/\Gamma \), there exists a vector bundle \( \mathcal{V} \) on \( X \), such that \( \text{End}_{\mathcal{O}_X}(\mathcal{V}) \cong O_V \# \Gamma \), and \( R \text{Hom}_{\mathcal{O}_X}(\mathcal{V}, \bullet) \) induces an equivalence of triangulated categories \( D^b(\text{Coh}(X)) \cong D^b(\text{Mod-End}(\mathcal{V})) \). In the terminology of [BO02], the noncommutative algebra \( \text{End}(\mathcal{V}) \), viewed as a coherent sheaf on \( V/\Gamma \), is a noncommutative resolution of singularity, which is clearly a noncommutative crepant resolution in the sense of [vdB04]. As a consequence of the Bezrukavnikov and Kaledin theorem, all symplectic resolutions of \( V/\Gamma \) are derived equivalent to each other. When \( V = \mathbb{A}^2 \), the theorem of Bezrukavnikov and Kaledin specializes to the classical derived McKay correspondence about Kleinian singularities.

Then recalled in Section 3, the noncommutative desingularization of \( A_{2n}/\Gamma \), which is clearly a noncommutative crepant resolution in the sense of [BEG01], the bundle \( \mathcal{V} \) constructed by Bezrukavnikov and Kaledin is related to the Procesi bundles studied by Haiman in [Hai02]. It is worth mentioning that the construction of the noncommutative resolutions given in [BK04] comes from quantization of symplectic varieties over fields of positive characteristic.

An example, generalizing the case when \( V = \mathbb{A}^{2n} \), is as follows. We work over a separably closed field \( k \) of characteristic \( p \gg 0 \). Let \( \Gamma_n := (\mathbb{Z}/p^n)^r \times \mathbb{Z}/n \) acting on \( \mathbb{A}^n \) in the natural way, i.e., the \( i \)-th factor of \( \mathbb{Z}/n \) acts on the \( i \)-th factor of \( \mathbb{A}^1 \), and \( \mathbb{Z}/n \) permutes the coordinates. Let \( V = h \oplus b^r \cong \mathbb{A}^{2n} \) be endowed with the diagonal action of \( \Gamma_n \). The action preserves the natural symplectic form on \( V \). A symplectic resolution of \( A_{2n}/\Gamma_n \) is given by \( \text{Hilb}^n (\mathbb{A}^2/\mathbb{Z}/p) \) where \( \mathbb{A}^2/\mathbb{Z}/p \) is the minimal resolution of \( \mathbb{A}^2/\mathbb{Z}/p \). Let \( \mathcal{W}(b) \) be the Weyl algebra. Let \( V(1) \) be the Frobenius twist of \( V \). Then \( \mathcal{W}(b) \) is a coherent sheaf of algebras, which is an Azumaya algebra. Hence, \( \mathcal{W}(b) \# \Gamma_n \) is also a coherent sheaf of algebras. One can easily convince himself that \( \mathcal{W}(b) \# \Gamma_n \) has finite global dimension, therefore is a noncommutative desingularization of \( A_{2n}/\Gamma_n \). So is the algebra \( \mathcal{W}(b)^{\mathfrak{f}} \), which is Morita equivalent to \( \mathcal{W}(b) \# \Gamma_n \). When restricted to the formal neighborhood of 0 in \( V(1) \), the algebra \( \mathcal{W}(b) \# \Gamma_n \) in turn is Morita equivalent to \( k[V(1)] \# \Gamma_n \).

The cyclotomic rational Cherednik algebra \( H_c \) is a deformation of \( \mathcal{W}(b) \# \Gamma_n \). The parameter space of the deformation is a vector space spanned by the conjugacy classes of reflections in \( \Gamma_n \), which is naturally isomorphic to \( H^2(X_{\Gamma_n}) \). The precise definition of the cyclotomic rational Cherednik algebra is recalled in Section 3. The (non-unital) subalgebra \( \hat{H}_c := eH_ce \subset H_c \) is called the spherical Cherednik algebra, where \( e := \sum_{\gamma \in \Gamma_n} \gamma \). If \( \hat{H}_c \) is Morita equivalent to \( H_c \), then the value \( c \) is called spherical value. Otherwise we say \( c \) is aspherical. The aspherical values form an affine hyperplane arrangement in the space of parameters. For any value of \( c \), the algebra \( H_c \) always has finite global dimension. However, the spherical subalgebra \( \hat{H}_c \) has finite global dimension if and only if it is Morita equivalent to \( H_c \). Similar to \( \mathcal{W}(b)^{\mathfrak{f}} \), the algebra \( \hat{H}_c \) has a big Frobenius center \( k[\mathbb{A}^{2n(1)}/\mathbb{Z}/p] \). In other word, \( \hat{H}_c \) is a coherent sheaf of algebras on \( V^{2n(1)}/\Gamma_n \). For any central character \( \chi \) (i.e., a closed point in \( V^{2n(1)}/\Gamma_n \)), let \( \text{Mod}_{\chi} \hat{H}_c \) be the category of modules over \( \hat{H}_c \), which are set-theoretically supported on the closed point \( \chi \). The irreducible objects in the category \( \text{Mod}_{\chi} \hat{H}_c \) are naturally indexed by \( \text{Irrep}(\Gamma_n) \).

Let \( \text{Hilb}^{(1)} \) be the Frobenius twist of \( \text{Hilb} := \text{Hilb}^n (\mathbb{A}^2/\mathbb{Z}/p) \). Let \( \text{Coh}_0 \text{Hilb}^{(1)} \) be the category of coherent sheaves on \( \text{Hilb}^{(1)} \) which are set-theoretically supported on the zero-fiber of the Hilbert-Chow morphism. It is shown by Bezrukavnikov-Finkelberg-Ginzburg that there is a tilting bundle \( \mathcal{E}_c \) on \( \text{Hilb}^{(1)} \), such that \( \text{End}(\mathcal{E}_c)_0 \cong (\hat{H}_c)_0 \), where \( 0 \) is the normal neighborhood of 0 in \( \mathbb{A}^{2n(1)}/\Gamma_n \). In particular, for spherical values \( c \), the algebra \( \hat{H}_c \) has finite global dimension. Consequently, there is a derived equivalence

\[
D^b(\text{Coh}_0 \text{Hilb}^{(1)}) \cong D^b(\text{Mod}_{\chi} \hat{H}_c).
\]

Assume the characteristic of the base field \( k \) is \( p \gg 0 \). Then for any spherical value of the parameter \( c \in H^2(X_{\Gamma_n}; \mathbb{Q}) \), the derived equivalence given by [BEG01] endows \( D^b(\text{Coh}(X_{\Gamma_n})) \) with a
t-structure, whose heart is the image of Mod-$\mathcal{O}$-$\mathcal{H}$, under this equivalence. The aspherical values form an affine hyperplane arrangement in the space of parameters, which divide the parameter space into facets. An open facet is called an alcove, and a codimension-1 facet is called a wall. If the parameter $c \in H^2(X_{\Gamma_1}; \mathbb{Q})$ varies inside a single alcove, the t-structure stays constant. The dimension of the irreducible object $L_c(\tau; p)$ considered as a $k$-vector space, varies polynomially with respect to $c$. This polynomial will be referred to as the dimension polynomial.

The dimension polynomials are related to the topology of the Hilbert schemes. It is shown in Proposition 5.3 that the solution to the Chern character problem determines the dimension polynomials $\dim L_c(\tau; p)$ of the irreducible objects.

It is well-known (see [Kuz01]) that a symplectic resolution of $\mathbb{A}^{2n}/\Gamma_n$ can be constructed as a Nakajima quiver variety associated to the extended Dynkin quiver. For a suitable choice of the stability condition, the Nakajima variety is isomorphic to Hilb$^n(\mathbb{A}^2/\Gamma_1)$, where $\mathbb{A}^2/\Gamma_1$ is the minimal resolution of the Kleinian singularity $\mathbb{A}^2/\Gamma$. As an intermediate step of studying the stability conditions, in the example when $\Gamma_1 = \mathbb{Z}/r\mathbb{Z}$ and $n = 2$, using this quiver description, the Chern character map has been written down explicitly in Proposition 5.4. In general the calculation of the Chern character map is difficult. But it is easier, at least in some cases, to calculate the dimension polynomials.

For an integral parameter $m$, let $Q_m$ be the $m$-quasi-invariants in $k[\mathcal{H}]$. As $\Gamma_n$-homological bimodule, $Q_m = \oplus_{c \in \text{Irrep}(\Gamma_n)} \tau^c \otimes M_m(\tau)$. Let $\overline{Q}_m$ be the quasi-invariants on the Frobenius neighborhood of 0. A resolution of $\overline{Q}_m$: $\cdots \to Q_m \otimes \wedge^2 \mathcal{H}^1(\mathcal{H}) \to Q_m \otimes \mathcal{H}^1 \to Q_m$.

**Theorem A.** Fix a character $i$ of $\mathbb{Z}_r$. Let $\mathcal{H}(i)$ be the 1-dimensional representation of $\Gamma_n = (\mathbb{Z}_r)^n \rtimes \mathcal{G}_n$ on which $\mathbb{Z}_r$ acts by the character $i$ and $\mathcal{G}_n$ acts by the sign representation.

The Poincaré series of $L_m(\mathcal{H}(i))$ is

$$
\frac{p^m \prod_{k=0}^{n-1} (1 - p^{k+m_p+1+rm_{i+1}})}{\prod_{k=1}^{n} (1 - t^{kr})}.
$$

Using the induction and restriction functors, this theorem gives an algorithm to calculate the dimension polynomials of the irreducible objects as long as the parameter $m$ is in the fundamental alcove (the alcove containing 0). But away from the fundamental alcove, the combinatorics becomes complicated and we can only deal with the case when $n = 2$ in the current paper.

We define

$$
Z_r(x) = \lim_{p \to \infty} p^{-n} \dim_k L_{cp}(\tau; p).
$$

We consider the collection of polynomials $\{Z_r(x) \mid \tau \in \text{Irrep}(\Gamma_n)\}$ as a polynomial map $H^2(X_{\Gamma_n}; \mathbb{R}) \to K_0(X_{\Gamma_n})^* \otimes \mathbb{R}$. Let $\phi$ be the assignment associating to each alcove the t-structure on $D^b(\text{Coh}(X_{\Gamma_n}))$ coming from Mod-$\mathcal{H}_c(\Gamma_n)$ for $c$ lying in this alcove. In general, it is conjectured by Bezrukavnikov and Okounkov that the pair $(\phi, Z)$ is a real variation of stability conditions in the sense of [ABM11]. The notion of real variation of stability conditions, as well as the more precise meaning of this conjecture, will be discussed in detail in Section 3. In the Introduction we only make precise what has been achieved in the current paper when $n = 2$ as Theorem B.

Assume $n = 2$. Let $\phi : \{\text{alcoves}\} \to \{\text{t-structures}\}$ be the map assigning each alcove $A$ the t-structure on $D^b(\text{Coh}_0 \text{Hilb})$ whose heart is Mod$^0_\mathbb{H}(\Gamma_2)$ $\subseteq D^b(\text{Coh}_0(\text{Hilb}))$ for $c \in A$. Let the central charge polynomials $Z_r(\tau)$ for $\tau \in \text{Irrep}(\Gamma_2)$ be defined as above.

**Theorem B.** The pair $(\phi, Z)$ is a real variation of stability conditions.
More concretely, for any alcove A, let $\mathcal{A} := \text{heart of } \phi(A)$. We have,

1. for any $x \in A$, we have $Z_t(x) > 0$ for any simple object $L \in \mathcal{A}$;
2. for any $A'$, sharing with A a codimension-1 wall $H$.

Let $\mathcal{A}_i$ be the Serre subcategory of $\mathcal{A}$ generated by the simple objects $L \in \mathcal{A}$ with corresponding $Z_t(x)$ vanishing of order $\geq i$ on $H$. Then,

- the $T(A')$ is compatible with the filtration on $T(A)$;
- on $\text{gr}((\mathcal{A}) = \mathcal{A}_i/\mathcal{A}_{i+1}$, $\phi(A')$ differs by $[i]$ from $\phi(A)$.

An explicit description of the derived equivalences for any two adjacent alcoves in this case can be found in Section 7. Where are only two types: $\mathbb{P}^2$-semi-reflection, and tilting with respect to suitable torsion theory. The question how the tilting generators change under $\mathbb{P}^n$-semi-reflection in general is studied in § 2, which is interesting on its own rights.

There are two prototypical examples of $\mathbb{P}^n$-semi-reflections.

**Example 1.1.** Let $\text{Perv}(\mathbb{P}^n)$ be the category of perverse constructible sheaves with respect to the usual stratification of $\mathbb{P}^n$. Similarly we have the category $\text{Perv}(\mathbb{P}^n)^\vee$ on the dual projective space $(\mathbb{P}^n)^\vee$. Let $R : D^b(\text{Perv}(\mathbb{P}^n)) \to D^b(\text{Perv}(\mathbb{P}^n)^\vee)$ be the Radon transform with kernel the incidence locus. Then $R(\text{Perv}(\mathbb{P}^n))$ is the semi-reflection of $\text{Perv}(\mathbb{P}^n)^\vee$ with respect to the $\mathbb{P}^n$-object $C_{\mathbb{P}^n}[n]$.

**Example 1.2.** Let $D^b(\text{Coh}_0 T^*\mathbb{P}^n)$ be the derived category of coherent sheaves on $T^*\mathbb{P}^n$ set-theoretically supported on the zero-section, and let $\mathcal{A}$ be the heart of the $t$-structure whose projective generator is the Beilinson’s tilting bundle $\oplus_{i=0}^n O(-i)$. Similarly let $\mathcal{A}'$ be the the heart of the $t$-structure in $D^b(\text{Coh}_0 T^*(\mathbb{P}^n)^\vee)$ whose projective generator is given by the Beilinson’s tilting bundle on $(\mathbb{P}^n)^\vee$. Let $FM : D^b(\text{Coh}_0 T^*(\mathbb{P}^n)) \to D^b(\text{Coh}_0 T^*(\mathbb{P}^n)^\vee)$ be the Fourier-Mukai transform constructed by Namikawa in [Nam03]. Then $FM(\mathcal{A})$ is the semi-reflection of $\mathcal{A}'$ with respect to the $\mathbb{P}^n$-object $O_{\mathbb{P}^n}(-n)$. (See also [TU10].)

The following results, which is a scene from Section 2, tells us about the projective generator in the heart of the $t$-structure obtained from $\mathbb{P}^n$-semi-reflection.

A more general set-up for the $\mathbb{P}^n$-semi-reflection is the following. Let $X$ be a smooth variety which is projective over $\text{Spec } A$. We assume moreover that the map $\pi : X \to \text{Spec } A$ is $\mathbb{G}_m$-equivariant, such that this $\mathbb{G}_m$-action gives a deformation retraction of $X$ to $X = \pi^{-1}(\text{Spec } A/m)$, the fiber over $A/m$. Let $(P_\alpha \mid \nabla)$ be a collection of $\mathbb{G}_m$-equivariant tilting bundles on $X$, and denote $\text{End}(\oplus_{\alpha \in \nabla} P_\alpha)$ by $E$. Let $\mathcal{A}$ be the category of finitely generated $E$-modules which are set-theoretically supported on $A/m$.

The following fact about $\mathbb{P}^n$-semi-reflection is proved in Corollary 2.20. (The result also holds if $\mathcal{A}$ is a finite length abelian category with enough projectives, e.g., the category of perverse constructible sheaves.) Assume $S_\theta$ is a simple object has vanishing $\text{Ext}^1(S_\theta, S_\theta)$. We endow $\mathcal{A}$ with the filtration that $0 = \mathcal{A}_0 \subseteq \mathcal{A}_1 \subseteq \mathcal{A}_2 = \mathcal{A}$ where $\mathcal{A}_1 = \langle S_\theta \rangle$. Assume for the perversity function $p$ with $p(1) = 0$ and $p(2) = n$ we have a perverse equivalence $(t, t', p)$ such that the projective covers of the simple objects in the heart of $t'$ have representatives lying in $E$-mod. Then for any $p'$ with $p'(1) = 0$ and $p'(1) \leq n$ the perverse equivalence $(t, t', p')$ exists, and the projective covers of the simple objects in the heart of $t'$ have representatives lying in $E$-mod. Moreover, the projective generators of these $t$-structures are given by the truncated mutations defined in Section 2.
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2. Truncated mutations

2.1. Tilting with respect to a simple object. Suppose \( \mathcal{A} \subset D \) is the heart of a bounded \( t \)-structure and is a finite length abelian category. A torsion pair in \( \mathcal{A} \) is a pair of full subcategories \((\mathcal{T}, \mathcal{F})\) with the property that Hom\((T, F) = 0\) for any \( T \in \mathcal{T} \) and \( F \in \mathcal{F} \), and every object \( E \in \mathcal{A} \) fits into a short exact sequence

\[
0 \to T \to E \to F \to 0.
\]

The following Lemma is due to Happel, Reiten, and Smalø. (See also [Bri06], Proposition 5.4.)

**Lemma 2.1.** Suppose \( \mathcal{A} \subset D \) is the heart of a bounded \( t \)-structure on a triangulated category \( D \). Suppose \((\mathcal{T}, \mathcal{F})\) is a torsion pair in \( \mathcal{A} \). Then the full subcategory \( R_\mathcal{T} \mathcal{A} = \{ E \in D \mid H^i(E) = 0 \text{ for } i \notin \{-1, 0\}, H^{-1} \in \mathcal{F} \text{ and } H^{0}(E) \in \mathcal{T} \} \) is the heart of a bounded \( t \)-structure.

The new \( t \)-structure \( R_\mathcal{T} \mathcal{A} \) is called the (right) tilting of \( \mathcal{A} \) with respect to the torsion pair \((\mathcal{T}, \mathcal{F})\).

The following Lemma gives a criterion for simple objects to be in the heart of the new \( t \)-structure \( R_\mathcal{T} \mathcal{A} \).

**Lemma 2.2** (See Lemma 2.4 in [W10]). Let \( \mathcal{T} \) be a torsion theory in the heart \( \mathcal{A} \) of a \( t \)-structure. Then any simple object in \( R_\mathcal{T} \mathcal{A} \) lies either in \( \mathcal{T} \) or in \( \mathcal{F}[1] \) and

1. \( T \in \mathcal{T} \) is simple in \( R_\mathcal{T} \mathcal{A} \) iff there are no exact triangles

\[
T' \to T \to T'' \to T'[1] \text{ or } T' \to T \to F'[1] \to T'[1]
\]

with \( T', T'' \in \mathcal{T} \) and \( F' \in \mathcal{F} \) and all non-zero;

2. \( F[1] \in \mathcal{F}[1] \) is simple in \( R_\mathcal{T} \mathcal{A} \) iff there are no exact triangles

\[
F' \to F \to F'' \to F'[1] \text{ or } T'[1] \to F' \to F \to T'
\]

with \( F', F'' \in \mathcal{F} \) and \( T' \in \mathcal{T} \) and all non-zero.

Given a simple object \( S \in \mathcal{A} \), define \( \langle S \rangle \subset \mathcal{A} \) to be the full subcategory consisting of objects \( E \in \mathcal{A} \) all of whose simple factors are isomorphic to \( S \). One can easily check that the pair \( \mathcal{F} = \langle S \rangle \) and \( \mathcal{T} = \{ E \mid \text{Hom}(E, S) = 0 \} \) is a torsion pair.

The (right) tilted subcategory of \( \mathcal{A} \) with respect to \( S \) is defined to be

\[
R_S \mathcal{A} = \{ E \in D \mid H^i(E) = 0 \text{ for } i \neq -1, 0, H^{-1}(E) \in \langle S \rangle \text{ and } \text{Hom}(H^{0}(E), S) = 0 \}.
\]

Similarly there is a notion of left tilting \( L_S \mathcal{A} \).

In the heart \( R_S \mathcal{A} \) of the new \( t \)-structure, \( S[1] \) is a simple object. We can consider the tilting of \( R_S \mathcal{A} \) with respect to \( S[1] \). But for this to work we need the abelian category \( R_S \mathcal{A} \) to be of finite length. Now we give a sufficient condition to guarantee this property.

Fix a simple object \( S_\theta \) in an abelian category \( \mathcal{A} \), for another simple object \( S' \) we use \( S'_\alpha \) to denote the universal extension of \( S_\theta \) by \( S_\alpha \), which is the middle term in the tautological short exact sequence

\[
0 \to S_\theta \otimes \text{Ext}^1(S_\alpha, S_\theta)^\vee \to S'_\alpha \to S_\alpha \to 0.
\]

Note that \( S'_\alpha \) has cohomology concentrated in degree zero.
Let $\mathcal{A}$ be an abelian category of finite length with the complete set of pairwise distinct simple objects $\{S_\alpha | \alpha \in \nabla\}$ indexed by a finite indexing set $\nabla$. Suppose that $\text{Ext}^1(S_\alpha, S_\theta) = 0$, then $R_{S_\theta} \mathcal{A}$ is still a finite length category whose set of all simple objects is $\{S_\theta[1]\} \cup \{S'_\alpha | \alpha \neq \theta\}$.

Proof. First note that $S_\theta[1]$ and $S'_\alpha$ are simple objects in $R_{S_\theta} \mathcal{A}$. For $S_\theta[1]$, this is clear by Lemma 2.2. For $S'_\alpha$, applying $\text{Hom}(\cdot, S_\theta[1])$ to the short exact sequence (1), we get

$$\cdots \to \text{Hom}(S'_\alpha, S_\theta) \to \text{Hom}(S_\theta, S_\theta) \otimes \text{Ext}^1(S_\alpha, S_\theta) \to \text{Ext}^1(S_\alpha, S_\theta) \to \text{Ext}^1(S'_\alpha, S_\theta) \to 0.$$  

This shows $\text{Hom}(S'_\alpha, S_\theta[1]) = 0$. The composition factors of $S'_\alpha$ are $S_\alpha$ and some copies of $S_\theta$, therefore, there is no exact triangle $T' \to S'_\alpha \to T'' \to T'[1]$ with $T'$ and $T'' \in \mathcal{T}$. So, Lemma 2.2 yields the simplicity of $S'_\alpha$.

We only need to show that any object $E$ in $R_{S_\theta} \mathcal{A}$ has a finite filtration with sub-quotients isomorphic to $S_\theta[1]$ and $S'_\alpha$. We use induction on the total number of copies of $S_\alpha$ for $\alpha \neq \theta$ occurring as composition factors of $H^0(E)$. If the number is zero, this means the cohomology of $E$ is concentrated in degree -1, and therefore, is a direct sum of $S_\theta[1]$. Otherwise, via taking cokernel of maps from $S_\theta[1]$ in the abelian category $R_{S_\theta} \mathcal{A}$, we can assume the cohomology of $E$ is concentrated in degree zero. There is some $\alpha \neq \theta$ such that $\text{Hom}(H^0(E), S_\alpha) \neq 0$ which implies $\text{Hom}(E, S'_\alpha) \neq 0$. As $S'_\alpha$ is simple in $R_{S_\theta} \mathcal{A}$, this map must be surjective. Let the kernel be $K$. Taking cohomology long exact sequence with respect to the original $t$-structure of the exact triangle

$$K \to E \to S'_\alpha \to K[1],$$

we know that in the composition factors of $H^0(K)$ the total number of copies of $S_\alpha$ with $\alpha \neq \theta$ has been reduced by 1.

We will denote $S_\theta[1]$ by $S'_\theta$.

Now we assume $\text{Ext}^1(S_\theta, S_\theta)$ vanish. For a fixed $\theta \in \nabla$, let $S'_\theta = S_\alpha$. Recursively we define $S'_\theta$ to be the universal extension of $S'_\theta^{-1}$ by $S^{-1}$ for $\alpha \neq \theta$, and $S'_\theta = S^{-1}[1]$.

Since $\text{Ext}^1(S'_\theta, S'_\theta) = \text{Ext}^1(S_\theta, S_\theta)$, we have the following proposition.

**Proposition 2.4.** Let $\mathcal{A}$ be an abelian category of finite length with simple objects $\{S_\alpha | \alpha \in \nabla\}$ for a finite set $\nabla$. Suppose that $\text{Ext}^1(S_\theta, S_\theta) = 0$, then $R_{\mathcal{A}[\nabla]} R_{\mathcal{A}[\nabla-2]} \cdots R_{\mathcal{A}[\nabla-i]} R_{\mathcal{A}[\nabla]}$ is still a finite length category whose simple objects are $\{S'_\alpha | \alpha\}$.

Let $\mathcal{A} \subset D$ be the heart of some $t$-structure of $D$, following Bridgeland, we denote the region in the stability space corresponding to $\mathcal{A}$ by $U(\mathcal{A})$. Suppose $(Z, \mathcal{A})$ is a stability condition in the boundary of the region $U(\mathcal{A})$. Then there is some $i$ such that $\text{Z}(S_i)$ lies on the real axis. Assume that $\text{im} Z(S_j) > 0$ for every $j \neq i$. Since each object $S_j$ is stable for all stability conditions in $U(\mathcal{A})$, each $S_j$ is at least semistable in $(Z, \mathcal{A})$, and hence $\text{Z}(S_i)$ is nonzero.

**Lemma 2.5 ([Bri06], Lemma 5.2).** Suppose the heat $\mathcal{A} \subset D$ of a bounded $t$-structure has finite length and $n$ simple objects, then $U(\mathcal{A})$ is isomorphic to $\mathbb{H}^n$ where $\mathbb{H}$ is the upper half plane in $\mathbb{C}$ together with the positive real-axis.

For a stability condition $(\mathcal{A}, Z)$ on a wall of codimension 1, then $Z(S)$ takes positive real values on that wall for some simple object $S$. If $R_S \mathcal{A}$ has the same finiteness property, then $U(\mathcal{A})$ and $R_S \mathcal{A}$ glues together along this wall.

---

1The author is grateful to Sasha Kuznetsov for pointing out a better set-up to carry out iterated tiltings studied in his work in preparation.
Corollary 2.6. If $S$ is a simple object in $\mathfrak{A}$ without self-extension, then $\text{Stab}(\mathfrak{A})$ has a locally closed subspace obtained by gluing $\mathfrak{H}^n$’s together along the copy of $\mathfrak{H}$ corresponding to the simple object $S$.

2.2. Perverse equivalences. Our main reference for this subsection is [CR].

For a Serre subcategory $I$ of an exact category $\mathfrak{A}$, the thick subcategory in $D^b(\mathfrak{A})$ generated by $I$ will be denoted by $\langle I \rangle$.

Let $\mathfrak{A}$ and $\mathfrak{A}'$ be two exact categories endowed with filtrations $0 = \mathfrak{A}_0 \subset \mathfrak{A}_1 \subset \cdots \subset \mathfrak{A}_r = \mathfrak{A}$ and $0 = \mathfrak{A}'_0 \subset \mathfrak{A}'_1 \subset \cdots \subset \mathfrak{A}'_r = \mathfrak{A}'$ by Serre subcategories. Let $p : \{0, \ldots, r\} \to \mathbb{Z}$ be any function. The notion of perverse equivalence with respect to this filtration and perversity function $p$ is defined in [CR].

Definition 2.7. An equivalence $F : D^b(\mathfrak{A}) \to D^b(\mathfrak{A}')$ is perverse relative to the filtrations $(\mathfrak{A}_*, \mathfrak{A}'_*)$ and function $p$, if for any $i$, the functor $F$ restricts to equivalences $\langle \mathfrak{A}_i \rangle \cong \langle \mathfrak{A}'_i \rangle$, and there is an equivalence $\mathfrak{A}_i = \mathfrak{A}_i/\mathfrak{A}_{i-1} \to \mathfrak{A}'_i = \mathfrak{A}'_i/\mathfrak{A}'_{i-1}$ compatible with the following equivalence induced by $F$:

$$F[p(i)] : \langle \mathfrak{A}_i \rangle/\langle \mathfrak{A}_i \rangle \cong \langle \mathfrak{A}'_i \rangle/\langle \mathfrak{A}'_i \rangle.$$ 

In the case when $\mathfrak{A}'$ is not endowed with filtration, we make the following convention. We define the filtration on $\mathfrak{A}'$ by $\mathfrak{A}'_i = \mathfrak{A}' \cap F(\mathfrak{A}_i)$, and we talk about perverse equivalence only in the case when each $\mathfrak{A}'_i$ defined this way is a Serre subcategory of $\mathfrak{A}'$.

There is also a notion of perverse data when talking about two $t$-structures $t$ and $t'$ on the same triangulated category with a filtration $\mathfrak{F}$, with respect to a perversity function $p$ defined in [CR]. We say the quadruple $(t, t', \mathfrak{F}, p)$ is a perverse data if both $t$ and $t'$ are compatible with the filtration $\mathfrak{F}$, and for each $i$ we have $t|_{\mathfrak{F}_{i+1}} = t'|_{\mathfrak{F}_{i+1}}[p(i)]$

The followings are some basic properties of perverse equivalences.

Proposition 2.8 (See [CR]). Notations as above, we have the following.

1. If $F$ is a perverse equivalence relative to $(\mathfrak{A}_*, \mathfrak{A}'_*, p)$, then $F^{-1}$ is perverse relative to $(\mathfrak{A}_{*,*}, \mathfrak{A}'_{*,*}, -p)$.
2. In this case, let $\mathfrak{A}''$ be another exact category endowed with filtration $\mathfrak{A}''_*$ by Serre subcategories, and let $p' : \{0, \ldots, r\} \to \mathbb{Z}$ be another map. Assume $F' : D^b(\mathfrak{A}') \to D^b(\mathfrak{A}'')$ is a perverse equivalence relative to $(\mathfrak{A}'_*, \mathfrak{A}''_*, p)$. Then $F' \circ F$ is a perverse equivalence relative to $(\mathfrak{A}_*, \mathfrak{A}''_*, p + p')$.
3. If we have two perverse data $(t, t', \mathfrak{F}_1, p_1)$ and $(t, t'', \mathfrak{F}_2, p_2)$ with $p_1 = p_2$, then $t' = t''$.

2.3. Truncated mutations. Let $E$ be an associative algebra over a base field $k$. Let $\{P_\alpha \mid \alpha \in \nabla\}$ be the set of (isomorphism classes of) indecomposable projective objects in the category $E$-mod. We assume $\nabla$ to be a finite set. Then it is well-know that $E$ is Morita equivalent to $\text{End}(\oplus P_\alpha)$. Let $\mathfrak{A} \hookrightarrow E$-mod be a fully-faithful exact embedding of a finite length abelian subcategory with finite dimensional $\text{Hom}$’s, which preserves $\text{Ext}$’s. Assume the (isomorphism classes of) simple objects $\{S_\alpha \mid \alpha \in \nabla\}$ in $\mathfrak{A}$ are indexed by the same set $\nabla$, such that each $S_\alpha$ is simple in $E$-mod and its projective cover is $P_\alpha$. We make one additional assumption: For each pair $(\theta, \alpha)$ in $\nabla$, let $S_{\alpha, \theta}$ be the universal extension, fitting into the short exact sequence

$$0 \to \text{Ext}^1(S_{\alpha, \theta}^*, S_\theta) \otimes S_\theta \to S_{\alpha, \theta} \to S_\alpha \to 0.$$ 

We assume the map $\text{Hom}(P_\alpha, P_\alpha) \to \text{Ext}^1(S_{\alpha, \theta}^*, S_\theta)^*$, induced by the composition morphism $\text{Hom}(P_\alpha, S_{\alpha, \theta}) \otimes \text{Hom}(P_\alpha, P_\alpha) \to \text{Hom}(P_\alpha, S_{\alpha, \theta})$, is surjective.

In the case when $E$ is finite dimensional over $k$, the only example of such subcategory $\mathfrak{A}$ is $E$-mod itself. A non-trivial example of such subcategory will be given in Subsection 2.5.
Fix an $\theta \in \nabla$. For each $\alpha \neq \theta$, we fix a section of the surjection $\text{Hom}(P_\theta, P_\alpha) \to \text{Ext}^1(S_{\theta}, S_{\theta})^*$, and denote the image of the section by $\text{Hom}(P_\theta, P_\alpha)_{t_\alpha}$. We define $P'_\alpha$ to be $P_\alpha$ if $\alpha \neq \theta$, and $P'_\theta$ to be the mapping cone in $D^b(E\text{-mod})$ of the natural map $P_\theta \to \bigoplus_{\alpha \neq \theta} P_\alpha \otimes \text{Hom}(P_\theta, P_\alpha)_{t_\alpha}^*$.

**Definition 2.9.** If the natural map $P_\theta \to \bigoplus_{\alpha \neq \theta} P_\alpha \otimes \text{Hom}(P_\theta, P_\alpha)_{t_\alpha}^*$ is injective, the set $\{P'_\alpha \mid \alpha \in \nabla\}$ consists of objects in $E\text{-mod}$. If moreover, $P' := \bigoplus P'_\alpha$ has no higher self-extension, we say the set $\{P'_\alpha \mid \alpha \in \nabla\}$ is the truncated mutation of $\{P_\alpha \mid \alpha \in \nabla\}$ with respect to $P_\theta$, if the natural map $P_\theta \to \bigoplus_{\alpha \neq \theta} P_\alpha \otimes \text{Hom}(P_\theta, P_\alpha)_{t_\alpha}^*$ is injective.

Whether truncated mutations exist or not, the object $P' := \bigoplus P'_\alpha$, considered as an object in $D^b(E\text{-mod})$, always generates the triangulated category $D^b(E\text{-mod})$, in the sense that $P'^1 = 0$ in $D^b(E\text{-mod})$. This can be easily verified from the fact that $\bigoplus P_\alpha$ generates $D^b(E\text{-mod})$. Therefore, we have the following Lemma.

**Lemma 2.10.** If the truncated mutation exists, then we get an equivalence of derived categories $D^b(E\text{-mod}) \cong D^b(\text{End}(P')\text{-mod})$. Also in this case, the projective objects in the $t$-structure coming from $\text{End}(P')\text{-mod}$ are objects in $E\text{-mod}$.

On the other hand, fixing a simple object $S_{\theta}$ in the abelian category $\mathcal{A}$ such that $\text{Ext}^1(S_{\theta}, S_{\theta}) = 0$, we also have the tilting of $\mathcal{A}$ with respect to $S_{\theta}$. Recall that the set of simple objects in $R_{S_{\theta}} \mathcal{A}$ are given by Lemma 2.3, and they are denoted by $\{S'_\alpha \mid \alpha \in \nabla\}$. The $t$-structures obtained from truncated mutations and tiltings are related by the following Lemma.

**Lemma 2.11.** Assume the truncated mutation of $\{P_\alpha \mid \alpha \in \nabla\}$ with respect to $P_\theta$ exists, and $\text{Ext}^1(S_{\theta}, S_{\theta}) = 0$. Then the $t$-structure obtained from $\text{End}(P')\text{-mod}$ coincide with $R_{S_{\theta}} \mathcal{A}$.

**Proof.** Two nested $t$-structures have to coincide. Therefore, it is enough to show that $\text{Ext}^1(P'_\lambda, S'_\alpha) = 0$ for all $\lambda$, $\alpha$ and all $i > 0$. Clearly, for all $\alpha$ and all $i > 0$, we have $\text{Ext}^1(P_{\lambda}, S'_\alpha) = 0$ for all $\lambda \neq \theta$, and $\text{Ext}^1(P'_{\theta}, S_{\theta}[1]) = 0$. The only less clear point is the vanishing of $\text{Ext}^1(P'_{\theta}, S'_\alpha)$ for $\alpha \neq \theta$. For this we take the short exact sequence

$$0 \to P_\theta \to \bigoplus_{\alpha \neq \theta} P_\alpha \otimes \text{Hom}(P_\theta, P_\alpha)_{t_\alpha}^* \to P'_\theta \to 0,$$

and look at the long exact sequence associated to it. Note that $\text{Hom}(P_{\lambda}, S_{\alpha}) = \delta_{\lambda, \theta} k$ and $\text{Ext}^1(P_{\lambda}, S'_\alpha) = 0$ for all $\lambda$, we get

$$\cdots \to \text{Hom}(P_{\lambda}, S'_\alpha) \otimes \text{Hom}(P_\theta, P_{\lambda})_{t_{\lambda}} \to \text{Hom}(P_\theta, S'_\alpha) \to \text{Ext}^1(P'_{\theta}, S'_\alpha) \to 0 \to \cdots.$$  

By the assumption that $\text{Hom}(P_\theta, P_{\alpha})$ maps surjectively to $\text{Ext}^1(S_{\alpha}, S_{\theta})^*$, the map

$$\text{Hom}(P_{\alpha}, S'_\alpha) \otimes \text{Hom}(P_\theta, P_{\lambda})_{t_{\lambda}} \to \text{Hom}(P_\theta, S'_\alpha)$$

is also surjective, which conclude the vanishing of $\text{Ext}^1(P'_{\theta}, S'_\alpha)$. \hfill $\square$

**Remark 2.12.** In fact, if we have more than one simple objects $S_1, \cdots, S_k$, we can define tilting with respect to all of them in a similar way. If $\text{Ext}^i(S_i, S_j) = 0$ for $i, j = 1, \cdots, k$, then the tilted subcategory of the derived category is also a finite length abelian category, by the same argument. And if the truncated mutations exist, they also give the projective objects in the tilted subcategory.
2.4. Iterated tilting and iterated truncated mutation. Fix a \( \theta \in \mathbb{V} \) such that \( \text{Ext}^1(S_{\theta}, S_{\theta}) = 0 \). Recall that Proposition 2.4 says \( R_{S_{\theta}[i-1]} R_{S_{\theta}[i-2]} \cdots R_{S_{\theta}}(\mathcal{A}) \) is a finite length category. There is a construction of its simple objects, and they are denoted by \( [S_{\alpha}^i \mid \alpha] \). Similarly, let \( P_0 = P_\alpha \). Recursively we define \( P_{\theta}^i \) to be the mapping one of the natural map \( P_{\theta}^{i-1} \rightarrow \oplus_{\alpha \neq \theta} P_{\alpha}^{i-1} \otimes \text{Hom}(P_{\theta}^{i-1}, P_{\alpha}^{i-1})_{\theta} \otimes \).

For \( \alpha \neq \theta \), we define \( P_{\alpha}^i \) to be \( P_\alpha \).

Lemma 2.13. Notations as above, we have \( \dim \text{Ext}^k(P_{\theta}^i, S_{\beta}^1) = \delta_{\alpha}^{\beta} \) for \( k = 0 \) and vanishes for \( k \neq 0 \).

Proof. We prove this by induction on \( i \). For \( i = 0 \), this is clear.

Assume the statement for \( i - 1 \), now we show the corresponding statement for \( k \). By chasing the Ext long exact sequence, we easily get \( \text{Ext}^k(P_{\lambda}^{i-1}, S_{\alpha}^1) = 0 \) for all \( k \neq 0 \) and \( \lambda \neq \theta \), and \( \text{Ext}^k(P_{\alpha}^i, S_{\theta}^{i-1}[1]) = 0 \) for \( k \neq 0 \).

We only need to show \( \text{Ext}^k(P_{\theta}^i, S_{\alpha}^1) = 0 \) for \( \alpha \neq \theta \). Looking at the Ext long exact sequence, this is equivalent to the surjectivity of \( \text{Hom}(P_{\theta}^{i-1}, S_{\alpha}^1) \otimes \text{Hom}(P_{\theta}^{i-1}, S_{\alpha}^1)_{\theta} \rightarrow \text{Hom}(P_{\theta}^{i-1}, S_{\alpha}^1) \). Note also that \( \text{Hom}(P_{\theta}^{i-1}, S_{\alpha}^1) = \text{Hom}(P_{\theta}^{i-1}, S_{\alpha}^{i-1}) \), and \( \text{Hom}(P_{\theta}^{i-1}, S_{\alpha}^{i-1}) = \text{Hom}(P_{\theta}^{i-1}, S_{\alpha}^{i-1}) \otimes \text{Ext}^1(S_{\alpha}^{i-1}, S_{\alpha}^{i-1})_\theta \) for \( \alpha \neq \theta \). This boils down to the surjectivity of \( \text{Hom}(P_{\theta}^{i-1}, P_{\theta}^{i-1}) \rightarrow \text{Ext}^1(S_{\alpha}^{i-1}, S_{\alpha}^{i-1})_\theta \).

\[ \square \]

Corollary 2.14. Under the assumption of Lemma 2.13, if \( E \) is a finite dimensional algebra, then truncated mutation with respect to \( P_\theta \) exist as long as the natural map \( P_{\theta} \rightarrow \oplus_{\alpha \neq \theta} P_{\alpha} \otimes \text{Hom}(P_{\theta}, P_{\alpha})_{\theta} \) is injective.

When we take the iterated mapping cone \( P_{\theta}^i \), we assume that each time the truncated mutation exists. We know that \( \text{End}(\oplus P_{\alpha}^i) \)-mod is derived equivalent to \( E \)-mod, and \( \{ P_{\alpha}^i \mid \alpha \} \) is a set of projective generators in \( \text{End}(\oplus P_{\alpha}^i) \)-mod. In particular, all projective object in it has a representative in \( E \)-mod, and the indecomposable projective objects are projective covers of the simple objects in \( R_{S_{\theta}[i-1]} R_{S_{\theta}[i-2]} \cdots R_{S_{\theta}}(\mathcal{A}) \). Conversely, we have the following Lemma.

Lemma 2.15. Suppose \( P_{\theta} \) is the projective cover of \( S_{\theta} \) in \( E \)-mod and the truncated mutation exists up to \( i-1 \) iterations. Assume \( R_{S_{\theta}[i-1]} R_{S_{\theta}[i-2]} \cdots R_{S_{\theta}}(\mathcal{A}) \) is of finite length with simple objects \( \{ S_{\alpha}^i \mid \alpha \in \mathbb{V} \} \), and the projective covers of them have representatives in \( E \)-mod. Then the truncated mutation \( \{ P_{\alpha}^i \mid \alpha \in \mathbb{V} \} \) exists.

Proof. We take the projective cover of \( S_{\alpha}^i \) denoted by \( Q_{\alpha}^i \), which can be chosen to be in \( E \)-mod. We know that \( \text{Ext}^1(Q_{\alpha}^j, S_{\theta}) \) vanish for \( j \neq i \) and is one dimensional when \( j = i \).

We take the minimal projective resolution of \( Q_{\alpha}^i \) in \( \text{End}(\oplus P_{\alpha}^{i-1}) \)-mod. It has length 2 as the projective dimension of \( Q_{\alpha}^i \) is 1. The degree 1 term of the resolution has \( P_{\theta}^{i-1} \) as a summand and the degree 0 term does not have summand \( P_{\theta}^{i-1} \). This already implies the injectivity of \( P_{\theta}^{i-1} \rightarrow \oplus_{\alpha \neq \theta} \text{Hom}(P_{\theta}^{i-1}, P_{\alpha})_{\theta} \).

\[ \square \]

Example 2.16. Let \( \mathcal{A} \) be the category of perverse sheaves on \( \mathbb{P}^n \) with the standard stratification. Let \( S_n \) be the simple object \( \mathbb{C}_{\mathbb{P}^n}[n] \) which is an \( \mathbb{P}^n \) object in this category. The semi-reflection of \( D^b(\mathcal{A}) \) with respect to \( S_n \) can be obtained by taking the image of \( \text{Per}(\mathbb{P}^n) \) under the Radon transform. In particular, the semi-reflection is derived equivalent to \( \mathcal{A} \) and equivalence comes from a tilting generator in \( \mathcal{A} \). In fact, according to Proposition 2.8, if one do tilting with respect to \( S_n \) for \( n \) times, one will get the same \( t \)-structure as the semi-reflection.

We will illustrate Proposition 2.18 by explicitly calculating of the tilting generator for the intermediate \( t \)-structures, i.e., those obtained from tilting with respect to \( S_n \) for \( i \) times, for any \( i < n \).
For simplicity, we take $n = 2$. The general case is similar. The category $\mathcal{A}$ is Morita equivalent to the module category of the quiver

```
  pt -- \cdot_{A^1} -- \cdot_{A^2}
```

with relations $\alpha \beta = 0$, $\delta \gamma = 0$, $\delta \alpha = 0$, and $\beta \gamma = 0$. The projective objects in $\mathcal{A}$ are

\[
P_{pt} = \mathbb{C}^2_{pt} \oplus \mathbb{C}_{A^1};
\]
\[
P_{A^1} = \mathbb{C}_{pt} \oplus \mathbb{C}^2_{A^1} \oplus \mathbb{C}_{A^2};
\]
\[
P_{A^2} = \mathbb{C}_{A^1} \oplus \mathbb{C}_{A^2}.
\]

We consider the tilting with respect to $S_2$: The tilting generators are: $P_{pt}$, $P_{A^1}$, and
\[
\text{coker}(P_{A^2} \to P_{A^1}) \cong P'_{A^2} = \mathbb{C}_{pt} \oplus \mathbb{C}_{A^1}.
\]

Then we consider the tilting with respect to $S_2[1]$: The tilting generators are: $P_{pt}$, $P_{A^1}$, and
\[
\text{coker}(P'_{A^2} \to P_{pt}) \cong P''_{A^2} = \mathbb{C}_{pt}.
\]

The hearts of all these $t$-structures are derived equivalent to $\mathcal{A}$.

If we do tilting with respect to $S_2$, the tilting generators of the new heart will be $P_{A^1}$, $P_{A^2}$, and the cokernel of the map $P_{A^2} \to P_{A^1}$ which is $P'_{A^2} = \mathbb{C}_{A^1} \oplus \mathbb{C}_{A^2}$. If we do tilting another time with respect to $S_2[1]$, the tilting generators of the new heart will be $P_{A^1}$, $P_{A^2}$, and the cokernel of the map $P'_{A^2} \to P_{pt}$ which is $P''_{A^2} = \mathbb{C}_{pt}$. The hearts of all these $t$-structures are derived equivalent to $\mathcal{A}$.

2.5. **Truncated mutations from geometric origin.** Now let $X$ be a smooth variety which is projective over Spec$A$. Also we assume the map $\pi : X \to \text{Spec} A$ is $\mathbb{G}_m$-equivariant, such that $X$ is deformation retracts to $X = \pi^{-1}(\text{Spec} A/m)$, the fiber over $A/m$ under this $\mathbb{G}_m$-action. Let $(P_{\alpha} \mid \nabla)$ be a collection of $\mathbb{G}_m$-equivariant vector bundles on $X$, which classically generates $\text{Qcoh}(X)$ and $\text{Ext}^i(\oplus P_\alpha, \oplus P_\alpha) = 0$ for all $i > 0$. Let $E = \text{End}(\oplus_{\alpha \in \nabla} P_\alpha)$. Then [BV02] gives an equivalence of derived categories $D(\text{Qcoh}(X)) \cong D(\text{E-Mod})$, and it restricts to equivalences $D^b(\text{E-mod}) \cong D^b(\text{Coh}(X))$, and $D^b_{/A/m}(\text{E-mod}) \cong D^b_{/A}(\text{Coh}(X))$. Now we take $\mathcal{A}$ to be the category of $E$-modules which are set-theoretically supported at $A/m$.

Fix a $\theta \in \nabla$. Assume $S_\theta$ is a simple object in $\mathcal{A}$ with $\text{Ext}^1(S_\theta, S_\theta) = 0$. We take $P_\theta^0$ to be $P_\alpha$ for all $\alpha \in \nabla$. Recursively, we define $P_\theta^i$ to be the mapping cone of the natural map $P_{i-1}^0 \to \oplus_{\alpha \neq \theta} \text{Hom}(P_{i-1}^0, P_\alpha)^\vee \otimes P_\alpha$, and $P_{i-1}^\theta = P_{i-1}^\theta$ for all $\alpha \neq \theta$. Define $P_i = \oplus_{\alpha \in \nabla} P_\alpha^i$.

**Lemma 2.17.** Assume $S_\theta$ is a simple object in $\mathcal{A}$ with $\text{Ext}^1(S_\theta, S_\theta) = 0$. The map $\text{Hom}(P_\theta^{i-1}, P_\theta^{i-1}) \to \text{Ext}^1(S_\alpha, S_\theta)^*$ induced by the composition morphism $\text{Hom}(P_\theta, S_\alpha, S_\theta) \otimes \text{Hom}(P_\theta, P_\alpha) \to \text{Hom}(P_\theta, S_\alpha, S_\theta)$ is surjective.
Proof. For a complex $N$, let $\red N$ be the complex fit in the exact triangle $\red N \to N \to \oplus \Hom(N, S^{-1}_\alpha) \otimes S^{-1}_\alpha$. Then we have $\Ext^i(\red N, S^{-1}_\alpha) = 0$ for all $i < 0$ if this property holds for $N$.

We have, from the exact triangle $\red P^{i-1}_\alpha \to P^{i-1}_\alpha \to S^{-1}_\alpha$, that $\Hom(P^{i-1}_\alpha, P^{i-1}_\alpha) \cong \Hom(P^{i-1}_\alpha, \red P^{i-1}_\alpha)$. Also from the exact triangle $\red P^{i-1}_\alpha \to P^{i-1}_\alpha \to \oplus \Hom(\red P^{i-1}_\alpha, S^{-1}_\alpha) \otimes S^{-1}_\alpha$, we have $\Hom(\red P^{i-1}_\alpha, S^{-1}_\alpha) \cong \Hom(\red P^{i-1}_\alpha, \oplus \Hom(\red P^{i-1}_\alpha, S^{-1}_\alpha) \otimes S^{-1}_\alpha)$. We only need to show

$$\Ext^1(P^{i-1}_\alpha, \red P^{i-1}_\alpha) = 0.$$  

For this purpose, note that the complex $Q \cong \red P^{i-1}_\alpha$ can be chosen $\mathbb{G}_m$-equivariantly. Let $Q_k$ be $Q/m^kQ$. Then $Q$ can be obtained by taking the $\mathbb{G}_m$ finite part of $\lim Q_k$. Since $P^{i-1}_\alpha$ is equivariant under $\mathbb{G}_m$, we have the canonical isomorphism of complexes $\lim \Hom(P^{i-1}_\alpha, Q_k) \cong \lim R\Hom(P^{i-1}_\alpha, Q_k) \cong \Hom(P^{i-1}_\alpha, Q_k)$. Hence, $H^1(\lim R\Hom(P^{i-1}_\alpha, Q_k)) = 0$ implies $H^1(\lim R\Hom(P^{i-1}_\alpha, Q_k)) \cong \Ext^1(P^{i-1}_\alpha, Q_k) = 0$. Note that $Q_k$ lies in $D^b(\mathfrak{A}_l)$, and has the property that $\Ext^i(Q_k, S^{-1}_\alpha) = 0$ for all $i < 0$, all $\alpha$, and large enough $k$. This means $Q_k$ can be chosen as a complex concentrated in non-positive degrees with respect to the $t$-structure $R_{S_\alpha[-2]}R_{S_\alpha[-3]} \cdots R_{S_\alpha}(\mathfrak{A}_l)$. Therefore, we have $\Ext^1(P^{i-1}_\alpha, Q_k) = 0$. □

Take $P^l_\theta$ to be the mapping cone of the natural map $P_\theta \to \oplus \otimes P_\alpha \Hom(P_\theta, P_\alpha)^\ast$, and $P^l_\theta = P_\alpha$ for $\alpha \neq \theta$. Then, there is an equivalence between $D(E\text{-mod})$ and $D(R\Hom(P^l_\alpha, P^l_\alpha))$, where $R\Hom(P^l_\alpha, P^l_\alpha)$ is understood as a DG-algebra. The DG-algebra $R\Hom(P^l_\alpha, P^l_\alpha)$ has homology concentrated in non-negative degrees not exceeding 1, and is concentrated in degree zero if and only if $P_\theta \to \oplus \otimes P_\alpha \Hom(P_\theta, P_\alpha)^\ast$ is injective, namely, the truncated mutation exits. In general, we also have an equivalence $D(E\text{-mod}) \cong D(R\Hom(P^l_\alpha, P^l_\alpha))$. Inductively, the DG-algebra $R\Hom(P^l_\alpha, P^l_\alpha)$ has homologies concentrated in non-negative degrees, and is concentrated in degree zero if and only if $P^{i-1}_\alpha \to \oplus \otimes P^{i-1}_\alpha \Hom(P^{i-1}_\alpha, P^{i-1}_\alpha)^\ast$ is injective for all $j \leq i$.

Proposition 2.18. Assume $S_\theta$ is a simple object in $\mathfrak{A}$ with $\Ext^1(S_\theta, S_\theta) = 0$. Assume the $n$-th iterated tilting with respect to $S_\theta$ has a set of indecomposable projectives $\{Q_\alpha\}$ consists of objects concentrated in degree zero. Then the iterated truncated mutations up to $n$ times exist.

Proof. As we have $\Hom(P^l_\alpha, S^j_\beta) = \delta^j_\beta k$ according to Lemma 2.13. This means $P^l_\alpha = Q_\alpha$ for all $\alpha$, and hence $P^l_\alpha$ is concentrated in degree zero. □

Remark 2.19. If $\mathfrak{A}$ is a finite length abelian category with enough projective objects, then the conclusion in Proposition 2.18 still holds.

Corollary 2.20. Assume $S_\theta$ is a simple object in $\mathfrak{A}$ with $\Ext^1(S_\theta, S_\theta) = 0$. We endow $\mathfrak{A}$ with the filtration that $0 = \mathfrak{A}_0 \subseteq \mathfrak{A}_1 \subseteq \mathfrak{A}_2 = \mathfrak{A}$ where $\mathfrak{A}_1 = \langle S_\theta \rangle$. Assume for the perverse function $p$ with $p(1) = 0$ and $p(2) = n$ we have a perverse equivalence $(t, t', p)$ such that the projective covers of the simple objects in the heart of $t'$ have representatives lying in $E\text{-mod}$. Then for any $p'$ with $p'(1) = 0$ and $p'(1) \leq n$ the perverse equivalence $(t, t', p')$ exists, and the projective covers of the simple objects in the heart of $t'$ have representatives lying in $E\text{-mod}$.

A typical example of truncated mutations from geometric origin is the following one.

Example 2.21. Let $\pi : T^n \to \mathbb{P}^n$ and let $D = D^b(Coh_0 T^n \mathbb{P}^n)$. Let $\mathfrak{A}$ be heart of the $t$-structure in $D$ induced by the tilting bundle $\pi^*(\oplus_{i=0}^n \mathcal{O}(i))$ on $T^n \mathbb{P}^n$. The simple objects in $\mathfrak{A}$ are $\{\wedge^i Q^{[i]} \mid i = 0, \ldots, n\}$. In $D^b(Coh_0(T^n \mathbb{P}^n))$ there is a $t$-structure $\mathfrak{A}'$ induced by the tilting object $\pi^*(\oplus_{i=0}^n \mathcal{O}(\wedge^i Q))$.
on $T^*\mathbb{P}^n$. The transform of $\mathcal{A}$ under the Fourier-Mukai transform of Namikawa in [Nam03] is the semi-reflection of $\mathcal{A}$ with respect to $S := \wedge^n Q^!|_{\mathbb{P}^n}$. Clearly $S$ is a $\mathbb{P}^n$-object.

According to Proposition 2.18, this $t$-structure can alternatively be described as iterative tilting with respect to $S$ $n$-times. We study the projective generators in the hearts of all these intermediate $t$-structures using truncated mutation.

For simplicity, we take $n = 2$. The algebra $\text{End}_{T^*\mathbb{P}^2}(pi^*(\oplus_{i=0}^2 O(i)))$ can be described by the following quiver (we are following the conventions in [WZ12, §5])

$$
\begin{array}{ccc}
\bullet_0 & \bullet_1 & \bullet_2 \\
\alpha(C^3) & \delta(C^3) & \\
\beta(C^3) & \gamma(C^3) \\
\end{array}
$$

with relations

$$
\delta\alpha(\wedge^2 C^3); \beta\gamma(\wedge^2 C^3) ; \\
\beta\alpha(C); \delta\gamma(C); \gamma\delta + \alpha\beta(C).
$$

The projective objects, $P_0$, $P_1$, and $P_2$ are spanned by paths starting at the vertices 0, 1, and 2 respectively.

Consider the $t$-structure obtained by tilting of $\mathcal{A}$ with respect to $S$. The indecomposable projective objects are $P_0$, $P_1$, and $\tilde{P}_2$, where $\tilde{P}_2$ is the mapping cone of the morphism $P_2 \to P_1 \otimes C^3$. It can be visualized as pre-composing paths from 1 with the arrow $\delta$. As the relation indicates, the morphism $P_2 \to P_1 \otimes C^3$ is injective. In terms of the quiver picture, this fact is equivalent to that pre-composing with $\delta$ does not kill any path from 1. Therefore, $\tilde{P}_2$ is the cokernel of $P_2 \to P_1 \otimes C^3$. In terms of quivers, $\tilde{P}_2$ is spanned by paths from 1 that does not have $\delta$ as its first arrow.

Consider the $t$-structure obtained by tilting of $R_S\mathcal{A}$ with respect to $S[1]$. The indecomposable projective objects are $P_0$, $P_1$, and $\tilde{P}_2$, where $\tilde{P}_2$ is the mapping cone of the morphism $\tilde{P}_2 \to P_0 \otimes \wedge^2 C^3$. In terms of quivers, this map can be visualized as pre-composing paths from 1 with the arrow $\alpha$. Again it is easy to see that this map is injective, hence $\tilde{P}_2$ is the cokernel of $\tilde{P}_2 \to P_0 \otimes \wedge^2 C^3$. In terms of quivers, $\tilde{P}_2$ is spanned by paths from 0 that do not have $\alpha$ as its first arrow. The only such path is the constant path at 0. To summarize, this $t$-structure is the semi-reflection of $\mathcal{A}$ with respect to the $\mathbb{P}^2$-object $S$. The indecomposable projective objects in the semi-reflection are $P_0$, $P_1$, and a quotient of $P_0 \otimes \wedge^2 C^3$.

Another example of truncated mutations from geometric origin as in the set-up of this subsection will be given in Section 7.

2.6. Koszulity of truncated mutations.

**Lemma 2.22.** In the set up of Section 2.5, assume there is a choice of $\{S_\alpha \mid \alpha \in \nabla\}$ such that each one is graded, and $\text{Ext}^1(S_\alpha, S_\beta)$ has homogeneous degree one for any $\alpha$ and $\beta \in \nabla$. Then there is such a choice for $\{S'_\alpha \mid \alpha \in \nabla\}$ with the same properties.
Proof. We define the grading on \{S'_\alpha \mid \alpha \in \nabla\} as follows. For \(S'_\alpha \cong S_\alpha[1]\), we define the its degree to be the degree of \(S_\alpha\) - 1. For \(\alpha \neq \theta\), we define the degree of \(S'_\alpha\), which is the universal extension of \(S_\alpha\) by \(S_\theta\), by keeping the degree of \(S_\alpha\) and \(S_\theta\) as they are, and (twist the original grading) declare \(\text{Ext}^1(S'_\alpha, S_\theta)^\ast\) to be in degree zero.

Then we immediately get that \(\text{Ext}^1(S_\theta[1], S'_\alpha) \cong \text{Hom}(S_\theta, S_\theta) \otimes \text{Ext}^1(S'_\alpha, S_\theta)^\ast\) has degree 1, since \(\text{Hom}(S_\theta, S_\theta)\) has degree 1 and \(\text{Ext}^1(S'_\alpha, S_\theta)^\ast\) has degree zero.

As for \(\text{Ext}^1(S'_\alpha, S_\theta[1]) \cong \text{Ext}^2(S'_\alpha, S_\theta),\) where \(\alpha \neq \theta\), look at the following part of a long exact sequence

\[
\cdots \to \text{Ext}^2(S'_\alpha, S_\theta) \to \text{Ext}^2(S'_\alpha, S_\theta) \to \text{Ext}^1(S_\theta, S_\theta) \otimes \text{Ext}^1(S'_\alpha, S_\theta) \to \cdots,
\]

we need to show the terms at two sides both have degree 1. For \(\text{Ext}^2(S'_\alpha, S_\theta)\) this is clear by assumption and the fact that the degree of \(S_\theta\) has been reduced by 1. For the same reason, \(\text{Ext}^2(S'_\alpha, S_\theta)\) also has degree 1. The degree of \(\text{Ext}^1(S'_\alpha, S_\theta)\) has been declared to be zero. So, the term \(\text{Ext}^2(S_\theta, S_\theta) \otimes \text{Ext}^1(S'_\alpha, S_\theta)\) also has degree one.

In the case \(\alpha, \beta \neq \theta\), we first show that \(\text{Ext}^1(S'_\alpha, S_\alpha)\) has degree 1. This can be done by observing the two sides of the following part of a long exact sequence

\[
\cdots \to \text{Ext}^1(S_\beta, S_\alpha) \to \text{Ext}^1(S'_\beta, S_\alpha) \to \text{Ext}^1(S_\theta, S_\alpha) \otimes \text{Ext}^1(S_\beta, S_\theta) \to \cdots.
\]

Then we look at the following part of a different long exact sequence

\[
\cdots \to \text{Ext}^1(S'_\beta, S_\theta) \to \text{Ext}^1(S'_\beta, S_\alpha) \to \text{Ext}^1(S'_\beta, S_\alpha) \otimes \text{Ext}^1(S'_\beta, S_\alpha) \to \cdots.
\]

Note that \(\text{Ext}^1(S'_\alpha, S_\theta) = 0\). We conclude that \(\text{Ext}^1(S'_\alpha, S_\theta)\) also has degree 1. \(\square\)

Lemma 2.23. Assume there is a choice for \(\{P_\alpha \mid \alpha \in \nabla\}\) such that each \(P_\alpha\) is graded and \(\text{End}(P)\) has only non-negative degree pieces, with \(\text{Hom}(P_\theta, P_\alpha)\) lies in homogeneous degree one. Assume further that the truncated mutation exists, then there is also such a choice for \(\{P'_\alpha \mid \alpha \in \nabla\}\) such that \(\text{End}(P')\) has only non-negative degree pieces, and \(\text{Hom}(P'_\alpha, P'_\alpha)\) can be chosen to be in homogeneous degree one.

Proof. We define the grading on \(\{P'_\alpha \mid \alpha \in \nabla\}\) as follows. For \(\alpha \neq \theta\), we have \(P'_\alpha \cong P_\alpha\), and we keep the grading of it as it is. For \(P'_\theta\) which is the cokernel of the map \(P_\theta \to \bigoplus_{\alpha \neq \theta} P_\alpha \otimes \text{Hom}(P_\theta, P_\alpha)\), we use the grading of \(P_\theta\) and \(P_\alpha\) and declare \(\text{Hom}(P_\theta, P_\alpha)^\ast\) to be in degree -1.

Clearly, \(\text{Hom}(P'_\alpha, P'_\alpha)\) for \(\alpha, \beta \neq \theta\) has not been influenced. Also it is clear that \(\text{Hom}(P'_\theta, P'_\theta)\) has non-negative grading. Note also that \(\text{Hom}(P'_\theta, P'_\theta)\) embeds into \(\bigoplus_{\alpha \neq \theta} \text{Hom}(P_\theta, P_\alpha)^\ast\). We only need to show the non-negativity of the grading of \(\text{Hom}(P_\alpha, P'_\alpha)\) for \(\alpha \neq \theta\). For this, we need to show the degree -1 part of \(\text{Hom}(P_\alpha, P_\alpha) \otimes \text{Hom}(P_\theta, P_\alpha)\) maps injectively into \(\text{Hom}(P_\alpha, P_\alpha)\). This is clear from the construction of \(\text{Hom}(P_\theta, P_\alpha)\). \(\square\)

3. The \(t\)-structures from quantization in positive characteristic

3.1. Localization of rational Cherednik algebras. We work over a separably closed field \(k\) of characteristic \(p\) which is large enough. Let \(\Gamma \subseteq \text{SL}(2)\) be a finite subgroup. Let \(\Gamma_n := (\Gamma)^0 \rtimes \mathbb{Z}_n\) acting on \(\mathbb{A}^{2n} \cong (\mathbb{A}^2)^n\) in the natural way, i.e., the \(i\)-th copy of \(\Gamma\) acts on the \(i\)-th \(\mathbb{A}^2\) summand, and \(\mathbb{Z}_n\) permutes the coordinates. There is a natural symplectic form on \(\mathbb{A}^{2n}\). It is preserved by the diagonal action of \(\Gamma_n\). A symplectic resolution of \(\mathbb{A}^{2n}/\Gamma_n\) can be given as \(\text{Hilb}^n(\mathbb{A}^2/\Gamma_1)\), where \(\mathbb{A}^2/\Gamma_1\) is the minimal
resolution of $\mathbb{A}^2/\Gamma_1$. Later on we will use the short hand notation $\text{Hilb}_n^\theta$ for $\text{Hilb}^\theta(\mathbb{A}^2/\Gamma_1)$ or simply $\text{Hilb}^\theta$ when $\Gamma_1$ is clear from the context.

It is well-known (see [Kuz01]) that a symplectic resolution of $\mathbb{A}^{2n}/\Gamma_n$ can be constructed as a Nakajima quiver variety of extended Dynkin quiver with suitable dimension vectors and stability conditions. Recall that the Nakajima variety of a quiver $Q$ with dimension vectors $v$ and $w$ and stability condition $\theta$ is the Hamiltonian reduction $T^*(\text{Rep}(Q,v) \oplus \text{Hom}(k^v,k^w))/\mu_{GL}(v)$. For suitable choice of stability condition, the Nakajima variety is isomorphic to $\text{Hilb}^\theta(\mathbb{A}^2/\Gamma_1)$. In particular, we know $H^2(\text{Hilb}^\theta(\mathbb{A}^2/\Gamma_1))$ is isomorphic to the character group of $GL(v)$, which is a free abelian group with a basis indexed by the vertices of this quiver. The Weil divisors on $\text{Hilb}^\theta$ corresponding to these basis elements are in turn in natural one to one correspondence with the conjugacy classes of symplectic reflections in the group $\Gamma_n$ (see, e.g., [BK04, §4] for a description of this correspondence).

Write $\text{Hilb}^{\theta(1)}$ for the Frobenius twist $\text{Hilb}^\theta(\mathbb{A}^2/\mathbb{Z}_p)^{(1)}$. Quantizations of $\text{Hilb}^{\theta(1)}$ are related to rational Cherednik algebras. The precise relationship is given by [BFG06] which we briefly summarize below for the convenience of the readers.

Let $\text{Ref}$ be the set of reflections in $\Gamma_n$. Decompose $\text{Ref} = \bigcup_{i=0}^\ell \text{Ref}_i$ into conjugacy classes. Pick integers $c = (c_0, c_1, \ldots, c_r)$, the rational Cherednik algebra is defined to be

$$H_c = H_c(b,\Gamma_n) := k[b]/\mathfrak{n}\Gamma_n/I$$

where $I$ is the two-sided ideal generated by $[u,v] = \langle u,v \rangle - 2\sum_{i=1}^r c_i \sum_{\gamma \in \text{Ref}_i} \langle u,v \rangle \cdot \gamma$ for $u \in \mathfrak{h}$ and $v \in \mathfrak{h}^*$, where $\langle -,- \rangle_\gamma$ is the paring between $\text{im}(\gamma - 1)$ and its dual.

The algebra $H_c$ has a natural filtration, and the associated graded algebra is $k[A^{2n}]/\mathfrak{t}$. Let $A^{2n(1)}$ be the Frobenius twist of $\mathbb{A}^{2n}$, then the algebra $H_c$ has a big Frobenius center $k[A^{2n(1)}]_{t,\mathbb{Z}}$. For any central character $\chi$, (i.e, an element in the maximal spectrum of $k[A^{2n(1)}]_{t,\mathbb{Z}}$) we can consider the category of finitely generated modules over $H_c$, on which the Frobenius center acts by the central character $\chi$. This category will be denoted by $\text{Mod}_{-\chi} H_c$. The irreducible objects in the category $\text{Mod}_{-\chi} H_c$ are naturally labeled by elements in $\text{Irrep}(\Gamma_n)$.

Let $e := \sum_{\gamma \in \Gamma_n} \gamma$. For generic values of $c \in \text{Span}_\mathbb{Q} \text{Ref}$, the algebra $H_c$ is Morita equivalent to $\mathcal{A}_c := e H_c e$. If there is a Morita equivalence, the value $c$ is said to be a spherical value. The special values are called spherical values. Let $\text{Mod}_0 \mathcal{A}_c$ be the category of $\mathcal{A}_c$-modules with central character 0. The irreducible object in $\text{Mod}_0 \mathcal{A}_c$ labeled by $\tau \in \text{Irrep}(\Gamma_n)$ will be denoted by $L_\tau(\tau)$.

Taking any $\chi \in H^2(\text{Hilb}^\theta,\mathbb{Q})$, there is a quantization $\mathcal{A}_\chi$ of $\text{Hilb}^{\theta(1)}$ coming from the quantum Hamiltonian reduction of the sheaf of $\chi$-twisted differential operators on $\text{Rep}(Q,v) \oplus \text{Hom}(k^v,k^w)$.

**Theorem 3.1** ([BFG06]). For each $c$, there is a sheaf of algebras $\mathcal{A}_c$ on $\text{Hilb} := \text{Hilb}^\theta(\mathbb{A}^2/\Gamma_1)$, which is an Azumaya algebra on $\text{Hilb}^{(1)}$. It has the following properties.

1. The Azumaya algebra $\mathcal{A}_c$ splits on the formal neighborhood of the fibers of the Hilbert-Chow morphism;
2. $H^i(\text{Hilb}^{(1)}, \mathcal{A}_c) = 0$ for $i > 0$;
3. for large enough $p$, one has an isomorphism

   $$\phi_c : \Gamma(\text{Hilb}^{(1)}, \mathcal{A}_c) \cong \mathcal{A}_c$$

4. for spherical values $c$, $\mathcal{A}_c$ has finite global dimension, in which case there is a derived equivalence $D^b(\text{Coh}_0 \text{Hilb}^{(1)}) \cong D^b(\text{Mod}_0 \mathcal{A}_c)$. 


In the terminology of [BO02], the algebras $sH_c$'s are noncommutative resolutions of singularities when $c$ is spherical. They are derived equivalent to $\text{Coh}(\text{Hilb}^{(1)})$. As the splitting vector bundle on the formal neighborhood can be chosen to be $\mathbb{G}_m$-equivariant, therefore, a standard argument shows that it extends to a vector bundle $\mathcal{E}_c$ on the entire $\text{Hilb}^{(1)}$, and induces a global derived equivalence between $\text{Coh}_0(\text{Hilb}^{(1)})$ and $\text{Mod}-\text{End}(\mathcal{E}_c)$.

In particular, take $c = 0$ (which is always spherical) we get a derived equivalence

$$
\text{D}^b(\text{Coh}_0 \text{Hilb}^{(1)}) \cong \text{D}^b(\text{Mod}_0 sH_c).
$$

This equivalence is called the symplectic McKay correspondence. The splitting bundle $\mathcal{E}_0$ has the same indecomposable summands as the Procesi bundle studied in [Hai02] and [Los13].

For each spherical value $c$, the derived equivalence

$$
\text{D}^b(\text{Coh}_0 \text{Hilb}^{(1)}) \cong \text{D}^b(\text{Mod}_0 sH_c)
$$

endows $\text{D}^b(\text{Coh}_0 \text{Hilb}^{(1)})$ with a $t$-structure, whose heart is the image of $\text{Mod}_0 sH_c$ under this equivalence.

**Question 3.2.** For two different spherical values $c$ and $c'$, what is the relation between the $t$-structures on $\text{D}^b(\text{Coh}_0 \text{Hilb}^{(1)})$?

The aspherical values form a union of affine hyperplanes. The open facets will be called alcoves, and codimension-1 facets will be called walls. If $c$ and $c'$ are in the same alcove, then the translation functor induces a Morita equivalence; the $t$-structures are the same. In particular, the aspherical values are exactly the locus where the central charge applied to some simple object vanishes.

Let $L_c(\tau)$ be the irreducible object in $\text{Mod}_0 sH_c$ labeled by $\tau \in \text{Irrep}(\Gamma_n)$. Under the derived equivalence of [BFG06], for any irreducible object $L_c(\tau) \in \text{Mod}_0 sH_c$, let the corresponding complex in $\text{D}^b(\text{Coh}_0 \text{Hilb}^{(1)})$ be denoted by $\mathcal{L}_c(\tau)$; for the projective cover of $L_c(\tau)$ in $\text{Mod}-\text{End}(\mathcal{E}_c)$, let the corresponding vector bundle on $\text{Hilb}$ be denoted by $\mathcal{V}_\tau$. We have

$$
\text{Ext}^i(\mathcal{V}_\alpha, \mathcal{L}_\beta) = \begin{cases} 
\delta_{\alpha,\beta}, & i = 0; \\
0, & i > 0.
\end{cases}
$$

As a corollary of the derived localization theorem, the translation functors, and the Hirzebruch-Riemann-Roch, we get the following Lemma.

**Lemma 3.3.** When $c + \nu$ is in the same alcove as $c$,

$$
\dim L_{c+\nu}(\tau) := \chi(\mathcal{L}_c(\tau) \otimes \mathcal{E}_0 \otimes O(\nu))
$$

is a polynomial in $\nu$. Here for any $\nu \in H^2(\text{Hilb}^{(1)}_n)$, the corresponding line bundle is denoted by $O(\nu)$.

These polynomials will be referred to as the dimension polynomials.

We define

$$
Z_\tau(c) = \lim_{p \to \infty} p^{-n} \dim_k L_{c,p}(\tau, p).
$$

We consider the collection of polynomials $\{Z_\tau(c) \mid \tau \in \text{Irrep}(\Gamma_n)\}$ as a polynomial map

$$
H^2(\text{Hilb}; \mathbb{Q}) \to \text{Hom}_\mathbb{Z}(K_0(\text{Hilb}); \mathbb{Q}).
$$

This polynomial map is called the central charge.

We will make precise of the slogan that the central charge controls the difference of the $t$-structures associated to neighboring alcoves.
3.2. **Real variation of stability conditions.** Bridgeland introduced a notion of stability conditions (see [Bri06]) which parameterizes all bounded t-structures of the same triangulated category and goes along well with deformations. Recall that for an abelian category \(\mathcal{A}\), a stability function on it is a group homomorphism \(Z : K(\mathcal{A}) \to \mathbb{C}\) such that
\[
0 \neq E \in \mathcal{A} \Rightarrow Z(E) \in \mathbb{R}_{>0} \exp(i\pi \phi(E))
\]
where the real number \(\phi(E) \in (0, 1]\) is called the phase of \(E\). A nonzero subobject is said to be semi-stable with respect to \(Z\) if every subobject has smaller or equal phase. The stability function \(Z\) is said to have the Harder-Narasimhan property if every nonzero object \(E \in \mathcal{A}\) has a finite filtration
\[
0 = E_0 \subset E_1 \subset \cdots \subset E_n = E
\]
whose factors \(F_j = E_j/E_{j-1}\) are semistable objects of \(\mathcal{A}\) with \(\phi(F_1) > \phi(F_2) > \cdots > \phi(F_n)\).

Defining a Bridgeland stability condition on a triangulated category \(D\) is equivalent to giving a bounded t-structure on \(D\) together with a stability function on its heart with the Harder-Narasimhan property. Bridgeland showed that the set \(\text{Stab}(D)\) of all stability conditions on a triangulated category \(D\) has a complex manifold structure, such that the function \(\text{Stab}(D) \to K(D)|^*\) sending any stability condition to its stability function is an local isomorphism to a subspace \(V \subseteq K(D)|^*\) on each connected component of \(\text{Stab}(D)\).

There is a notion of real variation of stabilities defined in [ABM11], based on similar idea as in the definition of Bridgeland. We briefly recall the definition here.

Let \(D\) be a \(k\)-linear triangulated category with finite rank \(K\)-group and finite dimensional Hom’s, and \(V\) a real vector space. Fix a discrete collection \(\Sigma\) of affine hyperplanes in \(V\). Let \(V^0\) denote their complement. Let \(\Sigma_{lin}\) be the set of their translations through zero, a collection of linear hyperplanes. Fix a component \(V^+\) of \(V \setminus \Sigma_{lin}\). The choice of \(V^+\) determines for each \(H \in \Sigma\) the choice of the positive half-space \((V \setminus H)^+ \subset V \setminus H\). Let \(\text{Alc}\) denote the set of all alcoves, i.e., connected components of \(V^0\).

**Definition 3.4.** A real variation of stability conditions on \(D\) parametrized by \(V^0\) and directed to \(V^+\) is the data \((Z, \tau)\), where \(Z\) (the central charge) is a polynomial map \(Z : V \to (K^0(D) \otimes \mathbb{R})^*\), and \(\tau\) is a map from \(\text{Alc}\) to the set of bounded t-structures on \(D\) with finite length hearts, subject to the following conditions.

1. For \(0 \neq M \in \tau(A)\) and \(x \in A\), \((Z(x), [M]) > 0\).
2. Suppose \(A, A' \in \text{Alc}\) share a codimension one face and \(A'\) is above \(A\). Let \(A_n \subseteq \tau(A)\) be the full subcategory \(\{M \in A_n \mid (Z(x), [M])\}\) has zero of order at least \(n\). Then we require:
   - The t-structure \(\tau(A')\) is compatible with the filtration.
   - The t-structure on \(\text{gr}_n(D) = D_n/D_{n+1}\) induced by \(\tau(A)\) differers from that of \(\tau(A')\) by \([n]\).

Now we can state our main theorem of this paper.

**Theorem 3.5.** Let \(Z : H^2(\text{Hilb}_{\mathbb{Z}_p}^2; \mathbb{Q}) \to K_Q(\text{Hilb}_{\mathbb{Z}_p}^2)^\vee\) be defined as in (2). Let \(\tau\) be the assignment associating each alcove in \(H^2(\text{Hilb}_{\mathbb{Z}_p}^2; \mathbb{Q})\) the t-structure on \(D^b(\text{Coh}_0(\text{Hilb}_{\mathbb{Z}_p}^2))\) whose heart is given by \(\text{Mod}_{\mathfrak{m}}^*H_c\) for some \(c\) in this alcove. Then, the pair \((Z, \tau)\) is a real variation of stability conditions on \(D^b(\text{Coh}_0(\text{Hilb}_{\mathbb{Z}_p}^2))\).

3.3. **Comparison with category \(O_c\) in characteristic zero.** Let \(\Gamma\) be an arbitrary reflection group acting on \(\mathfrak{h}\). Let \(V = \mathfrak{h} \oplus \mathfrak{h}^*\) with the natural symplectic form and the diagonal \(\Gamma\)-action.

Let \(R\) be a \(\mathbb{Z}\)-subalgebra of \(\mathbb{C}\), finitely generated over \(\mathbb{Z}\), such that \(H_c(\Gamma)\) exists. Let \(O_c\) be the category \(O\) of \(H_c(\Gamma)\). For any \(\tau \in \text{Irrep}(\Gamma)\) let the corresponding irreducible object over \(\mathfrak{h}^*H_c(\Gamma)\) be
denoted by \( L_c(\tau; \mathbb{C}) \), and its \( R \)-form be \( L_c(\tau; R) \). Let \( L_c(\tau; R)_k \) be the central reduction of \( L_c(\tau; R) \otimes_R k \). Recall that \( e = \sum_{\gamma \in \Gamma} \gamma \). Let the simple module over \( H_\ell(\Gamma; \mathbb{C}) \) labeled by the irreducible \( \Gamma \)-representation \( \tau \) be denoted by \( L_c(\tau; \mathbb{C}) \). Similar to the simple modules over the spherical Cherednik algebra, we have \( L_c(\tau; R)_k \). Note that \( L_c(\tau; \mathbb{C}) = L_c(\tau; \mathbb{C})^\Gamma \) and \( L_c(\tau; R)_k = L_c(\tau; R)_k^\Gamma \).

**Lemma 3.6.**  
For any parameter \( c \) and any \( \tau \in \text{Irrep}(\Gamma) \), we have \( L_c(\tau; \mathbb{C})^\Gamma = 0 \) if and only if \( L_c(\tau; R)_k^\Gamma = 0 \).

**Proof.** If \( L_c(\tau; \mathbb{C})^\Gamma = 0 \) then we can choose \( L_c(\tau; R) \) so that \( L_c(\tau; R)^\Gamma = 0 \). Therefore, clearly we have \( L_c(\tau; R)_k^\Gamma = 0 \).

Conversely, for any weight space \( \ell L_c(\tau; \mathbb{C})[\alpha] \), for \( p >> 0 \) we have an isomorphism \( L_c(\tau; \mathbb{C})[\alpha] \sim \ell L_c(\tau; R)_k[\alpha] \). If \( L_c(\tau; \mathbb{C})^\Gamma \not= 0 \), then there is some weight \( \alpha \) such that \( L_c(\tau; \mathbb{C})[\alpha]^\Gamma \not= 0 \), and therefore \( L_c(\tau; R)_k[\alpha]^\Gamma \not= 0 \). \( \blacksquare \)

Recall that in the terminology of [BE09], such representations is said to be aspherical. The aspherical locus in \( H^2(\text{Hilb}; \mathbb{Q}) \) (defined to be the locus where \( H_c(\Gamma; \mathbb{C}) \) has infinite global dimension) consists of values \( c \) such that \( H_\ell(\Gamma) \) has an aspherical module.

For any aspherical value \( c \), define a filtration on \( O_c \) by Serre subcategories

\[
O_c^{sd} := \langle L_c(\tau; \mathbb{C}) \mid \text{codim supp } L_c(\tau; \mathbb{C}) \leq d \rangle.
\]

Also we have a filtration on \( \text{Mod}_{-0} H_c(\Gamma_2)_k \) by Serre subcategories

\[
\text{Mod}_{-0} H_c(\Gamma_2)_k^{sd} := \langle L_c(\tau; p) \mid \text{deg}(Z_\tau) \leq d \rangle.
\]

These two filtrations are compatible in the following sense.

Let \( A \) and \( A' \) be two alcoves sharing a wall \( H \). Assume \( c \) is in alcove \( A \), and \( c' \) in \( A' \). Assume moreover that \( c_0 \) is on \( H \) but not any other walls.

**Proposition 3.7.** Let \( \Gamma_1 = \mathbb{Z}_4 \). Suppose the codimension of support of \( L_c(\tau; \mathbb{C}) \) is \( d \). Then \( L_c(\tau; R)_k \) is a nonzero object in \( \text{Mod}_{-0} H_c(\Gamma_2)^{sd}_k / \text{Mod}_{-0} H_c(\Gamma_2)^{sd+1}_k \).

The following Lemma, which is the only place where we use the condition \( n = 2 \) and \( \Gamma_1 = \mathbb{Z}/\mathbb{Z} \), is checked by explicit description of the central charge polynomials in Section 6.

**Lemma 3.8.** Let \( \Gamma_1 = \mathbb{Z}/\mathbb{Z} \) and \( n = 2 \). Let \( H \) be a codimension-1 wall on which there is some \( \theta \in \text{Irrep}(\Gamma_2) \) with \( Z_{L_c(\theta; \mathbb{C})}(\nu) \) vanishes of degree 2. Then \( L_c(\theta; \mathbb{C}) \) is a finite dimensional representation of \( S H_c(\Gamma_2) \), and \( \theta \) is the only irreducible representation of \( \Gamma_2 \) such that \( Z_{L_c(\theta; \mathbb{C})}(\nu) \) vanishes on \( H \).

If \( L_c(\theta; \mathbb{C}) \) is a finite dimensional irreducible representation of \( S H_c(\Gamma_2) \) with \( T_{c \rightarrow c_0}(L_c(\theta; \mathbb{C})) = 0 \), then for \( k \) with large enough characteristic, \( L_c(\theta; R)_k \) supported on \( 0 \in A^{4(1)}/\Gamma_2 \). Therefore we have \( L_c(\theta; R)_k \cong L_c(\theta; R)_k \). By definition of the central charge polynomial, \( Z_0(\nu) \) vanishes of degree 2 on \( H \). In particular, taking into account of Lemma 3.8, we have the following lemma.

**Lemma 3.9.** The irreducible representation \( L_c(\theta; \mathbb{C}) \) of \( S H_c(\Gamma_2) \) is a finite dimensional with \( T_{c \rightarrow c_0}(L_c(\theta; \mathbb{C})) = 0 \) for any \( c_0 \in H \) if and only if \( Z_0(\nu) \) vanishes of degree 2 on \( H \).

---

\(^2\)The author is grateful to Roman Bezrukavnikov for access to his unpublished work where the author learned this argument.
Now we are ready to prove Theorem 3.5 and Proposition 3.7 in the case when \( n = 2 \). Hopefully part of the proof will generalize to a more general set-up.

There are two cases.

Case 1: In category \( O_c \) there is a finite dimensional irreducible object \( L_c(\theta; \mathbb{C}) \) for some \( \theta \in \text{Irrep}(\Gamma_2) \) such that \( T_{c\to0}(L_c(\theta; \mathbb{C})) = 0 \). In this case, by Lemma 3.6, the only \( \tau \in \text{Irrep}(\Gamma_2) \) such that \( Z_c(\nu) \) that vanishes on \( H \) is \( \tau = \theta \). This in turn forces \( Z_0(\nu) \) to have vanishing order 2 on the wall \( H \). This proves Proposition 3.7 in this case.

In characteristic zero, \( T_{c\to c'}(L_c(\theta; \mathbb{C})) \) is concentrated in degree 2 as complex of \( ^sH_c(\Gamma_2) \)-modules. Therefore, over a field \( k \) with characteristic \( p \gg 0 \), the complex \( T_{c\to c'}(L_c(\theta; \mathbb{R})_k) \) has non-trivial cohomology in degree 2, and all cohomologies in degree more than 2. Moreover, on the quotient \( \text{Mod}_0 \ ^sH_c(\Gamma_2)_k/\langle L_c(\theta; \mathbb{R})_k \rangle \) the functor \( T_{c\to c'} \) induces a Morita equivalence, which is fits into a commutative diagram

\[
\text{Mod}_0 \ ^sH_c(\Gamma_2)_k/\langle L_c(\theta; \mathbb{R})_k \rangle \xrightarrow{T_{c\to c'}} \text{Mod}_0 \ ^sH_c(\Gamma_2)_k/\langle L_c(\theta; \mathbb{R})_k \rangle.
\]

So, Theorem 3.5 is true in this case.

Case 2: For any \( \tau \in \text{Irrep}(\Gamma_2) \) with \( T_{c\to0}(L_c(\tau; \mathbb{C})) = 0 \), the corresponding irreducible object \( L_c(\theta; \mathbb{C}) \) is infinite dimensional. In this case, none of such \( \tau \) can have \( L_c(\tau; \mathbb{C}) \) being finite dimensional. This means, for any such \( \tau \), the codimension of support of \( L_c(\tau; \mathbb{C}) \) has to be 1. This in turn, by Lemma 3.9, implies that \( Z_c(\nu) \) vanishes on \( H \) with order 1. Then Lemma 3.6 yields \( \langle L_c(\tau; \mathbb{R})_k \rangle \) is aspherical. Therefore, \( Z_{L_c(\tau; R)_k}(\nu) \) vanishes on degree 1 on \( H \). This proves Proposition 3.7 in this case.

In order to finish the proof, it only remains to show that for such \( \tau \), \( T_{c\to c'}(L_c(\theta; \mathbb{R})_k) \) as a complex in \( \text{Mod}_0 \ ^sH_c \) is concentrated in degree 1. Note that \( T_{c\to c'}(L_c(\tau; \mathbb{C})) \) has homological degree no more than 1, therefore so is \( T_{c\to c'}(L_c(\tau; \mathbb{R})_k) \). Then similar to the previous case, the commutativity of \( T_{c\to0} = T_{c'\to0} \circ T_{c\to c'} \) implies that in homological degree zero \( T_{c\to c'}(L_c(\tau; \mathbb{R})_k) \) vanishes. Also, \( T_{c\to c'} \) induces a Morita equivalence when passing to \( \text{Mod}_0 \ ^sH_c(\Gamma_2)_k/\langle L_c(\theta; \mathbb{R})_k \rangle \). This finishes the proof.

4. DIMENSIONS OF IRREDUCIBLE OBJECTS

Recall that \( K_0(\text{Mod}_0 \ ^sH_c(\Gamma)) = K_0(\text{X}) = K_0(\Gamma) \), and the irreducible objects in \( \text{Mod}_0 \ ^sH_c \) are labeled by the irreducible representations of \( \Gamma \). Recall that for an irreducible representation \( \tau \) of \( \Gamma \), the corresponding irreducible object in \( \text{Mod}_0 \ ^sH_c(\Gamma) \) will be denoted by \( L_c(\tau; p) \). As has been seen in Lemma 3.3, \( \text{dim}_k(L_c(\tau; p)) \) is a polynomial in \( c \), as long as \( c \) varies in an alcove in the affine hyperplane arrangement.

**Problem 4.1.** Assume \( p \) is large enough, compute the graded characters of the irreducible representation \( L_c(\tau; p) \).

A weaker version of this Problem is: compute the Poincaré polynomial of the irreducible object \( L_c(\tau; p) \) for regular parameter \( c \).

Note that the Poincaré polynomial specializes to the dimension polynomial \( \text{dim}_k(L_c(\tau; p)) \). When the parameter \( c \) lies in the alcove containing 0, the irreducible modules \( L_c(\tau; p) \) are quotients of the Verma modules, which are the \( \tau \)-isotypical components in the space of \( c \)-quasi-invariant polynomials.
The Poincaré polynomials of the Verma modules have been calculated by Berest, Chalykh, Felder, and Veselov in [BC11] and [FV01].

The ring $K := \oplus_{n \geq 0} K_0(\Gamma_n)$, endowed with the parabolic induction and restriction functors of finite group representations, is a Hopf algebra. The existence of parabolic induction and restriction functors in [BE09] show that in order to know the Poincaré polynomials of any $L_c(\tau; p)$, it suffices to calculate the Poincaré polynomials of the irreducible $\Gamma_n$-representations which are algebraic generators.

For $\Gamma_1 = \mathbb{Z}/\mathbb{Z}$ and $c$ lying in the alcove containing 0, for a particular set of irreducible modules which generate $K$ multiplicatively, we construct the resolutions of those irreducible modules by Verma modules in this section. As a consequence, for such $\tau$, the Poincaré polynomials of $L_c(\tau; p)$ will be obtained.

4.1. **Trivial representation of $\Xi_n$.** We work over a field of characteristic $p > 0$. Let $\mathfrak{h}$ be the reflection representation of $S_n$. Let $m$ be an integer and let $Q_m(\mathfrak{h}) := Q_m$ be the $m$-quasi-invariants on $\mathfrak{h}^\ast$. Let $\tilde{Q}_m$ be the quasi-invariants on the Frobenius neighborhood of the origin. The space $\tilde{Q}_m$ carries actions of $S_n$ and $eH_m e$ which satisfies the Schur-Weyl duality. In other words, the multiplicity space on $\tilde{Q}_m$ corresponds to irreducible representations of $S_n$ gives the irreducible representations of the spherical rational Cherednik algebra.

We want to calculate the Poincaré series of the isotypical component on $\tilde{Q}_m$ corresponds to the trivial representation. A resolution of $\tilde{Q}_m$ is given by the Koszul complex

$$\cdots \to Q_m \otimes \Lambda^2 \mathfrak{h}^{(1)} \to Q_m \otimes \mathfrak{h}^{(1)} \to Q_m.$$

Note that here $\mathfrak{h}^{(1)}$ has degree $p$. We decompose $Q_m$ according to the $S_n$-eH_m_e bimodule,

$$Q_m = \oplus_{\tau \in \Xi_n} \tau^\ast \otimes M_m(\tau)e.$$

Then [BEG01] and [FV01] give the Poincaré series of $M_m(\tau)e$.

$$P_t(M_m(\tau)e) = t^{\xi_m(\tau)} \prod_{i=2}^{n} \frac{K_\tau(t)}{(1 - t^i)},$$

where $K_\tau(t)$ is the Poincaré series of the $\tau$-component in the spaces of harmonic polynomials, and $\xi_m(\tau)$ is the integer by which the element $\sum_s a$ reflection in $\Xi_n(1 - s)$ acts on $\tau$.

It is a classical formula that

$$K_\tau(t) = \left( \prod_{k=1}^{n}(1 - t^k) \right) \left( \prod_{(i,j) \in \tau} \frac{t^{|l(i,j)|}}{1 - t^{h(i,j)}} \right),$$

where $l(i, j)$ is the leg length of the box $(i, j)$ in the partition $\tau$, and $h(i, j)$ is the hook length.

So the Poincaré series of the irreducible representation of $eH_m e$ corresponding to the trivial representation of $\Xi_n$ is

$$\sum_{s=1}^{n} (-1)^{s-1} P_t(Q_m \otimes \Lambda^{s-1} \mathfrak{h}^{(1)}) \Xi_n.$$
This is the same as
\[
\sum_{s=1}^{n} (-1)^{s-1} P_t(Q_m \otimes \wedge^{s-1} \mathfrak{h}(1)) \Xi_n
= \sum_{s=1}^{n} (-1)^{s-1} t^{s-1}(m+1)t^{s+1} \prod_{i=1}^{n-1}(1-t^i) \prod_{i=1}^{n-1} \frac{1-t}{1-t^i}
= \frac{1-t}{1-t^i} \sum_{s=0}^{n-1} (-1)^{s} t^{s(m+1)+(s+1)} \prod_{i=1}^{n-1}(1-t^i) \prod_{i=1}^{n-1} \frac{1-t}{1-t^i}.
\]

Now let us briefly recall an identity proved in [KC02]. Define \([n] := \frac{t^n - 1}{t-1}\), \([n!] := [n][n-1] \cdots [1]\), and \((x + a)^n := (x + a)(x + ta)(x + t^2a) \cdots (x + t^{n-1}a)\). Then, we have the following identity
\[
(x + a)^n = \sum_{j=0}^{n} \frac{[n]!}{[j]![n-j]!} a^j x^{n-j}.
\]

Using notations in [KC02],
\[
\frac{1-t}{1-t^i} \sum_{s=0}^{n-1} (-1)^{s} t^{s(m+1)+(s+1)} \prod_{i=1}^{n-1}(1-t^i) \prod_{i=1}^{n-1} \frac{1-t}{1-t^i} = \frac{1-t}{1-t^i} \sum_{s=0}^{n-1} \frac{[n-1]!}{[s]![n-1-s]!} t^{s+1} (-t^{m+p})^s.
\]

According to the identity from [KC02] recalled above, it is equal to
\[
\frac{1-t}{1-t^i} (1 + (-t^{m+p}) x)^{n-1} = \frac{1-t}{1-t^i} \prod_{i=1}^{n-1} \frac{1-t^{m+p+i}}{1-t^i}.
\]

To summarize, we have the following Lemma.

**Lemma 4.2.** The Poincaré series of the irreducible representation of \(eH_m e\) corresponding to the trivial representation of \(\Xi_n\) is
\[
\frac{1-t}{1-t^i} \prod_{i=1}^{n-1} \frac{1-t^{m+p+i}}{1-t^i}.
\]

### 4.2. Characters of the wreath product \(\Gamma_n = (\mathbb{Z}/l^n \rtimes \Xi_n\). Recall that the irreducible representations of \(\Gamma_n\) are in one-to-one correspondence with \(l\)-partitions of \(n\), i.e., \(\lambda = (\lambda^1, \cdots, \lambda^l)\) where \(\lambda^i\)'s are partitions such that \(\sum_{i=1}^{l} |\lambda^i| = n\). More explicitly, for an \(l\)-partition \(\lambda = (\lambda^1, \cdots, \lambda^l)\), let \(l_\lambda\) be the number of rows in \(\lambda\), and let \(I_\lambda(r) = \left\{ \sum_{i=1}^{r-1} |\lambda^i| + 1, \sum_{i=1}^{r} |\lambda^i| + 2, \ldots, \sum_{i=1}^{l} |\lambda^i| \right\}\). Let \(\Xi_{l_\lambda} = \Xi_{l_\lambda(1)} \times \cdots \Xi_{l_\lambda(l)}\). Then, the \(l\)-partition \(\lambda\) corresponds to the irreducible representation of \(\Gamma_n\) constructed as \(\text{Ind}^r_{\mathbb{Z}/l^n} (\phi^1 \cdot \lambda^1 \otimes \cdots \otimes \phi^l \cdot \lambda^l)\), where \(\phi^i\) is the character det\(^i\) of \((\mathbb{Z}/l^n)^{I_\lambda(r)}\). (We follow the convention in [GL11].)

In this section let \(\mathfrak{h} \cong \mathbb{C}^n\) be the reflection representation of \(\Gamma_n\). Let \(m\) be an integer valued function on the set of reflections in \(\Gamma_n\), constant on conjugacy classes, and let \(Q_m(\mathfrak{h}) := Q_m\) be the \(m\)-quasi-invariants on \(\mathfrak{h}\). Let \(\overline{Q}_m\) be the quasi-invariants on the Frobenius neighborhood of the origin. Again, the multiplicity space \(Q_m(\tau)\) on \(\overline{Q}_m\) corresponds to irreducible representations \(\tau\) of \(\Gamma_n\) gives the irreducible representations of the spherical rational Cherednik algebra. Section 8.2 of [BC11] gives the Poincaré series of \(Q_m(\tau')\) as
\[
P_t(Q_m(\tau)e) = f^{ea(\tau')} \cdot P_t((k[\mathfrak{h}] \otimes (\tau')^*) \Gamma_n),
\]
where \( \tau' := k_{z, k}(\tau) \) is the \( k \)-twist defined in [O95].

Let \( \tau(i) \) be the \( l \)-partition \( \lambda \) whose \( \lambda^j = (n) \) and \( \lambda^j \) is empty for all \( j \neq i \). We want to calculate the Poincaré series of the isotypical component on \( Q_m \) corresponds to the \( \tau(i) \). A resolution of \( Q_m \) is given by the Koszul complex

\[
\cdots \to Q_m \otimes \wedge^2 \mathfrak{h}^{(1)} \to Q_m \otimes \mathfrak{h}^{(1)} \to Q_m.
\]

The Poincaré series of the irreducible representation of \( eH_n \) corresponding to the representation \( \tau(i) \) of \( \Gamma_n \) is

\[
\sum_{s=0}^{n} (-1)^s P_s((Q_m \otimes \wedge^s \mathfrak{h}^{(1)} \otimes \tau(i)') \Gamma_n).
\]

The representation \( \wedge^s \mathfrak{h} \) corresponds to the \( l \)-partition \( ((1)^s, \emptyset, \cdots, \emptyset, (n-s)) \). Hence, \( \wedge^s \mathfrak{h} \otimes \tau(i)' \) corresponds to the \( l \)-partition \( \lambda \) whose \( i \)-th component is \( (n-s) \) and \( i + 1 \)-th component is \( (1)^s \). By the adjoint of Ind and Res, we have the following sequence of isomorphisms of graded modules

\[
\text{Hom} \text{Ind}_{\mathfrak{g}^{(1)}} \rightarrow \cdots \rightarrow \text{Res}_{\mathfrak{g}^{(1)}} \rightarrow \cdots \rightarrow \text{Hom} \text{Res}_{\mathfrak{g}^{(1)}} \rightarrow \text{Hom} \text{Ind}_{\mathfrak{g}^{(1)}}
\]

which corresponds to the \( l \)-partition \( \lambda \). Let \( \xi_m \) be the \( \text{Poincaré} \) series of the isotypical component on \( Q_m \) is given by the symplectic McKay correspondence. It is a long-standing open problem to calculate the Chern character map in terms of the natural bases of the two sides.
5.1. The central charge and the Chern character map. Let $k$ be a seperably closed field of characteristic $p > 0$. Let $\Gamma$ be an arbitrary symplectic reflection group acting on $\mathbb{A}^{2n}_k$ by symplectic reflections. Let $X$ be a symplectic resolution of $\mathbb{A}^{2n}_k/\Gamma$. According to [BK04], there is a derived equivalence
\[ D^b(\text{Coh } X) \cong D^b(\text{Mod- } W^n_{\Gamma}) \]
where $W_n$ is the ring of differential operators on $\mathbb{A}^n_k$. This derived equivalence is given by a vector bundle $E_0$ on $X$. It is shown in [BK04] that any of such a vector bundle $E_0$ lifts to characteristic zero. Therefore, for simplicity in what follows in this section and the next one, we work over a field of characteristic zero. (This is not essential. One can replace $H^*(X; \mathbb{Q})$ by $H^*(X; \mathbb{Q}_r)$ for $r \neq p$, and all the statements in this section are still true.) The vector bundle $E_0$ in [BK04] is not unique. The non-uniqueness has been studied by Losev in [Los13], together with a preferred choice. Under the derived correspondence $D^b(\text{Coh } X) \cong D^b(\text{Mod- } W^n_{\Gamma})$, there is a set of vector bundles $\{ V_\alpha \}$ on the symplectic resolution $X$ corresponding to the indecomposable projective modules over $W^n_{\Gamma}$, which are in turn labeled by the irreducible representations of $\Gamma$. The classes of $\{ V_\alpha \}$ in the Grothendieck group form a basis of $K_0(X)$.

On the other hand, the cohomology ring $H^*(X; \mathbb{Q})$ has an explicit description. Let $\mathbb{Q}[\Gamma]$ be the group ring. It is filtered by the codimension of the fixed point loci. This filtration induces a filtration on the center $\mathbb{Q}[\Gamma]$, whose associated graded ring will be denoted by $gr\mathbb{Q}[W]$.

Theorem 5.1 ([EG02] and [GK04]). The algebra $H^*(X, \mathbb{Q})$ is isomorphic to the algebra $gr\mathbb{Q}[\Gamma_n]$.

The following problem is raised by Etingof, Ginzburg, and Kaledin, and is referred to as the Chern character problem.

Problem 5.2 ([EG02] and [GK04]). Express explicitly the map
\[ K_0(\Gamma_n) \rightarrow gr\mathbb{Q}[\Gamma_n] \]
induced by the Chern character
\[ ch : K_0(X) \rightarrow H^*(X; \mathbb{Q}) \]

The character group of $\Gamma$ will be denoted by $\hat{\Gamma}$. We define polynomials on $H^2(X; \mathbb{Q})$
\[ l_{\mathcal{L}_a}(n_{\tau})_{ref} := \chi(\mathcal{L}_a \otimes (\otimes_{\tau \in \hat{\Gamma}} V_{\tau}^{n_{\tau}})) \]
in the variables $n_\tau$.

The dimension of the irreducible representations over a field of positive characteristic can be calculated by modifying these polynomials. For an explicit illustration of this we refer to § 6.

Proposition 5.3. For an arbitrary basis $\{ b \}$ of $H^*(X; \mathbb{Q})$ with the change of bases given by $b = \sum \alpha \in \text{Irrep } h^b_\alpha \text{ch(}V_\alpha\text{)}$, we have $l_{\mathcal{L}_a}(b) = h^b_\alpha$.

Proof. To calculate the polynomial
\[ l_{\mathcal{L}_a}(n_{\tau})_{ref} := \chi(\mathcal{L}_a \otimes (\otimes_{\tau \in \hat{\Gamma}} V_{\tau}^{n_{\tau}})) \]
in the variables $n_\tau$ from the Chern character map. In positive characteristic, the dimension of the irreducible representations can be calculated by modifying these polynomials, as will be done in later sections.
The group $\Gamma$ is generated by the classes of symplectic reflections, therefore, there is a basis of $H^*(\text{Hilb}^2, \mathbb{Q})$ given by $[\text{ch}(\Theta_{\text{ref}})^{\mathcal{A}}_{\tau_j}] \mid (a_\tau) \in I$ for some set $I \subset \mathbb{Z}^\Gamma$. Also $[\Theta_{\text{ref}}]^{\mathcal{A}}_{\tau_j}$ form a basis of $K_0(\text{Hilb}^2)$. For simplicity, we write $O(\mathcal{A})$ for the line bundle $\Theta_{\text{ref}}^{\mathcal{A}}_{\tau_j}$. Let

$$[\mathcal{A}^*] = \sum_{\mathcal{A}\in I} m_{\mathcal{A}}(O(\mathcal{A})).$$

Therefore, $[\mathcal{A}^*] = \sum_{\mathcal{A}\in I} m_{\mathcal{A}}(O(\mathcal{A}^*)].$

The polynomials $\mathcal{L}(n_{\tau})$, considered as functions on $H^*(\text{Hilb}^2, \mathbb{Q})$, are $\mathbb{Q}$-linear functions, hence,

$$\sum_{\mathcal{A}\in I} m_{\mathcal{A}}^a \mathcal{L}(\mathcal{A}) = \delta_{a,b}.$$ 

In other words, the value of the linear function $\mathcal{L}(n_{\tau})$ at the basis element $\text{ch}(O(\mathcal{A}))$ is given by $m_{\mathcal{A}}^a$, where $m_{\mathcal{A}}^a$ is the $(a, \mathcal{A})$-entry of the inverse matrix of $(m_{\mathcal{A}b})$. Therefore, for an arbitrary basis $\{b\}$ of $H^*(\mathcal{X}; \mathbb{Q})$ with $b = \sum h_\mathcal{A} \text{ch}(\mathcal{A})$, we have $\mathcal{L}(n_{\tau})(b) = h_\mathcal{A}$. \hfill $\square$

In this section and the next one, we study the Chern character map in some special cases.

5.2. The topology of the punctual Hilbert scheme. From this section on we concentrate on the case when $\Gamma_1 = \mathbb{Z}/l$ and $n = 2$. In this section we describe the cohomology ring and the $K$-group of the symplectic resolution, and give a formula of the Chern character map.

We present $\Gamma_2 = (\mathbb{Z}/l\mathbb{Z})^2 \rtimes \mathbb{Z}_2$ as $\langle \xi, \eta, \sigma \mid \xi^l, \eta^l, \sigma^2, \sigma \xi \sigma = \xi \rangle$. Now we look at the conjugacy classes of elements in $\Gamma_2$. There are $l$ conjugacy classes in $\Gamma_2$ consists of symplectic reflections. They are represented by $\xi^i$ with $i = 1, \ldots, l-1$, and $\sigma$. There are $\binom{l}{2} + 2(l-1)$ conjugacy classes whose fixed point loci consist of the origin only. They are represented by $\sigma \xi^i$ with $i = 1, \ldots, l-1$, $\xi^i \eta^j$ with $i = 1, \ldots, l-1$, and $\xi^i \eta^j$ with $i \neq j$.

If we write $[g]$ for $\sum_{h \in g} h \in \mathbb{Q}[\Gamma_2]$, the natural basis of gr $\mathbb{Q}[\Gamma_2]$ is given by $\{[g] \mid g \in W\}$. They satisfies $[\xi^i] \cdot [\xi^j] = [\xi^i \eta^j], [\xi^i]^2 = 2[\xi^i \eta^j]$, and $[\sigma^i] \cdot [\sigma^j] = 2[\sigma^i \xi^j]$.

Let $\mathbb{A}^2/\mathbb{Z}_4 \to \mathbb{A}^2/\mathbb{Z}_4$ be the minimal resolution of Kleinian singularity. Then a symplectic resolution of $\mathbb{A}^2/\mathbb{Z}_4$ is given by $\text{Hilb}^2 = \text{Hilb}^2(\mathbb{A}^2/\mathbb{Z}_4)$. It fits in the basic diagram

$$\begin{array}{ccc}
\text{Bl}_{\mathbb{Z}_4}(\mathbb{A}^2/\mathbb{Z}_4 \times \mathbb{A}^2/\mathbb{Z}_4) & \xrightarrow{q} & \mathbb{A}^2/\mathbb{Z}_4 \times \mathbb{A}^2/\mathbb{Z}_4 \\
\downarrow p & & \downarrow \\
\text{Hilb}^2(\mathbb{A}^2/\mathbb{Z}_4 \times \mathbb{A}^2/\mathbb{Z}_4) & \xrightarrow{q} & \mathbb{A}^2/\mathbb{Z}_4 \times \mathbb{A}^2/\mathbb{Z}_4/\mathbb{Z}_2.
\end{array}$$

Let $C \subset \mathbb{A}^2/\mathbb{Z}_4$ be the exceptional divisor. Recall that $C$ is a chain of $\mathbb{P}^1$’s, each having self-intersection number -2. We number them as $C_1, \ldots, C_{l-1}$ such that $[C_i][C_{i+1}] = 1$ and $[C_i][C_j] = 0$ if $|i - j| > 1$.

We now describe the cohomology ring of $\text{Hilb}^2$. Since $\text{Hilb}^2$ deformation retracts to the punctual Hilbert scheme $X = \text{Hilb}^2(\mathbb{A}^2/\mathbb{Z}_4)$, we concentrate on the latter. The scheme $X$ has $\binom{l}{2} + 2(l-1)$ irreducible components, coming from the strict transform of $C_i \times C_j \subset \mathbb{A}^2/\mathbb{Z}_4 \times \mathbb{A}^2/\mathbb{Z}_4$ into $\text{Hilb}^2$ under the maps $p$ and $q$. We now describe these components.

For each irreducible component $C_i \subset C$, there are two irreducible components coming out of the strict transform of $C_i \times C_i$. One component is isomorphic to $\mathbb{P}^2$ which we will denote by $\mathbb{P}^2_i$. The other
component is isomorphic to the rational ruled surface \(\mathbb{P}(O_{\mathbb{P}^1} \oplus O_{\mathbb{P}^1}(-4)) \cong \mathbb{P}((O(2) \oplus O(-2))\) which will be denoted by \(S_i\). We identify \(O_{\mathbb{P}^1}(-4)\) with \(T^*\mathbb{P}^1\) \(\mid \mathbb{P}^1\) where \(\mathbb{P}^1 \subset T^*\mathbb{P}^1\) is the zero section. The fiber of \(S_i \to \mathbb{P}^1\) over \(x \in \mathbb{P}^1\) is \(\mathbb{P}(T_x T^*\mathbb{P}^1)\). These two components \(\mathbb{P}^1_i\) and \(S_i\) are glued together along a common divisor \(\mathbb{P}^1_i\). This \(\mathbb{P}^1_i\) sits inside \(\mathbb{P}^2_i\) as a degree 2 irreducible hypersurface. In \(S_i\) this divisor \(\mathbb{P}^1_i\) is embedded as a section of this rational ruled surface which corresponds to the subbundle \(O(2) \subset \mathcal{O}(2)\oplus \mathcal{O}(-2).\) (Over each point \(x\) in the zero section of \(T^*\mathbb{P}^1\), this \(\mathbb{P}^1_i\) corresponds to the direction of \(T_x \mathbb{P}^1\) in \(T_x T^*\mathbb{P}^1.\) ) In fact, the normal bundle \(N_{\mathbb{P}^1_i \subset \mathbb{A}^2/\mathbb{Z}_2} \cong \mathcal{O}(C_i)\mid C_i \cong O_{\mathbb{P}^1}(-2) \cong T^*\mathbb{P}^1\) and also \(N_{\mathbb{A}^2/\mathbb{Z}_2} \mathcal{O}(C_i) \cong N_{\mathbb{A}^2/\mathbb{Z}_2} \mathcal{O}(C_i)^2.\) Therefore, the strict transform of \(C_i \times C_i \subset \mathbb{A}^2/\mathbb{Z}_2 \times \mathbb{A}^2/\mathbb{Z}_2\) into \(\text{Hilb}^2\) is isomorphic to the strict transform of \(\mathbb{P}^1_x \times \mathbb{P}^1_y \subset T^*\mathbb{P}^1 \times T^*\mathbb{P}^1\) into \(\text{Bl}_{\Delta}(T^*\mathbb{P}^1 \times T^*\mathbb{P}^1)/\mathbb{Z}_2,\) which is obviously \(\mathbb{P}^2 \sqcup \mathbb{P}^1\) as described above. The common \(\mathbb{P}^1\) in \(S_i\) and \(\mathbb{P}^2\) is the strict transform of the diagonal.

For \(C_i \neq C_j,\) there is an irreducible component of \(X\) coming from the strict transform of \(C_i \times C_j,\) which will be called \(P_{ij}\). We have \(P_{ij} \cong \mathbb{P}^1_i \times \mathbb{P}^1_j\) if \([C_i][C_j] = 0\) in \(\mathbb{A}^2/\mathbb{Z}_2,\) and \(P_{ij} \cong \text{Bl}_{\Delta} \mathbb{P}^1_i \times \mathbb{P}^1_j\) if \([C_i][C_j] = [\ast] \in \mathbb{A}^2/\mathbb{Z}_2\) where \(\ast\) is a point.

Let us write down a basis of the cohomology rings of each of the irreducible components. We take the canonical basis of \(H^2(\mathbb{P}^2)\) as \(q_i,\) and \(q_i^2 = p_i.\) We denote the Poincaré dual of the zero section of \(S_i \equiv \mathbb{P}(O_{\mathbb{P}^1} \oplus O_{\mathbb{P}^1}(-4))\) in \(H^2(S_i)\) by \(c_i,\) the Poincaré dual of the fiber by \(f_i,\) and the fundamental class in \(H^4(S_i)\) by \(s_i.\) (Here we follow the convention in Hartshorne and therefore \(c_i^2 = -\text{degree}.\) If \(i = j - 1,\) we denote the Poincaré dual of the exceptional divisor in \(H^2(\text{Bl}_{\Delta} \mathbb{P}^1_i \times \mathbb{P}^1_j)\) by \(e_i.\) No matter whether \(i\) and \(j\) are adjacent or not, we denote the Poincaré dual of \([\ast] \times \mathbb{P}^1_j\) by \(l_{ij},\) and the Poincaré dual of \([\mathbb{P}^1_i \times \ast]\) by \(l_{ji}\). The fundamental class will be denoted by \(p_{i,j}\).

Besides the basis of \(H^*(\text{Hilb}^2,\mathbb{Q})\) coming from the natural basis of \(\text{gr}^\text{top} Z\mathbb{Q}[W]\) described at the beginning of this section, there is another basis of \(H^*(\text{Hilb}^2,\mathbb{Q})\) coming from the topology of \(X\) which will be described here. The basis of \(H^2(\text{Hilb}^2,\mathbb{Q})\) comes from the divisor classes, which in turn corresponds to conjugacy classes of symplectic reflections in \(W.\) The basis of \(H^4(\text{Hilb}^2,\mathbb{Q})\) comes from irreducible component of \(X.\)

Note that in our case (and many other cases), the resolution Hilb2 can be constructed as a Nakajima quiver variety (see, e.g., [Kuz01]). The basis of \(H^4(\text{Hilb}^2,\mathbb{Q})\) (resp. \(H^4(\text{Hilb}^2,\mathbb{Q})\)) coming from irreducible components coincide with the basis given by Nakajima in [Nak94]. It is a natural question to ask what the matrix of transform is between this basis and the one coming from conjugacy classes in \(\text{gr}^\text{top} Z\mathbb{Q}[\Gamma_2].\) In the case concerned in this paper, we will solve this problem by working out the multiplicative structure of \(H^*(\text{Hilb}^2,\mathbb{Q})\) under the topological basis.

Now we can describe the basis of \(H^2(X)\) coming from symplectic reflections more explicitly. The divisor class coming from the symplectic reflection \(\sigma\) is \(d_0 = \sum q_j + \sum c_j + 2 \sum f_j + \sum_{j=1}^2 e_j.\) The divisor class coming from the symplectic reflection \(\sigma_i\) for \(i = 1, \cdots, l - 1\) is \(d_i = q_i + 2f_i + \sum_{j \neq i} l_{i,j}.\) The non-trivial multiplications of them are given by

\[
\begin{align*}
d_0^2 &= \sum p_j - \sum p_{j,j+1}; \\
d_0 \cdot d_l &= p_l + 2s_l; \\
d_i^2 &= p_i; \\
d_i \cdot d_j &= p_{ij}.
\end{align*}
\]
Now we study the $K$-theory of $\text{Hilb}^2$.

Fix a primitive $l$-th root of unity $\omega$, the irreducible representations of $W$ can be written as:

- the trivial representation, whose corresponding vector bundle on $\text{Hilb}^2$ under the McKay correspondence is denoted by $\mathcal{V}_0$;
- the 1 dimensional representation $k_i$ acted trivially by $\mathbb{Z}_2$ and via $\omega^j$ by $\mathbb{Z}_l$, whose corresponding vector bundle is $\mathcal{V}_i$;
- the sign representation of $\mathbb{Z}_2$ tensor with $k_i$, whose corresponding vector bundle is $\mathcal{V}_{i,\sigma}$;
- the irreducible 2 dimensional representation acted via $\begin{pmatrix} \omega^j & 0 \\ 0 & \omega^j \end{pmatrix}$ by $\mathbb{Z}_l$, whose corresponding vector bundle is $\mathcal{V}_{i,j}$.

The main result of this section is the following proposition.

**Proposition 5.4.** We have

\[
\begin{align*}
\text{ch}(\mathcal{V}_0) &= 1; \\
\text{ch}(\mathcal{V}_i) &= 1 + dl + p_i/2; \\
\text{ch}(\mathcal{V}_{i,\sigma}) &= 1 + d_0 + \sum p_j/2 - \sum p_{j+1}/2; \\
\text{ch}(\mathcal{V}_{i,j}) &= 1 + dl + d_0 + \sum p_j/2 - \sum p_{j+1}/2 + 3p_i/2 + 2s; \\
\text{ch}(\mathcal{V}_{i,\sigma,j}) &= 2 + d_0 + dl + \sum p_j/2 - \sum p_{j+1}/2 + p_i/2 + s; \\
\text{ch}(\mathcal{V}_{i,j}) &= 2 + dj + d_0 + \sum p_j/2 - \sum p_{j+1}/2 + p_{i,j} + p_i/2 + p_j/2 + s + s_j.
\end{align*}
\]

The rest of this section is devoted to the proof of this proposition.

**Lemma 5.5.** In $K(\text{Hilb}^2)$, we have $\mathcal{V}_{i,j} = \mathcal{V}_i \otimes (O \oplus \mathcal{V}_{i,\sigma} \oplus \mathcal{V}_{0,j} - \mathcal{V}_{0,i})$.

**Proof.** We have, on the one hand, in $K(\mathbb{Z}_2[\mathbb{A}^2/\mathbb{Z}_l])$,

\[
Rq_*p^* \mathcal{V}_{i,j} = O_i \otimes O_j \otimes O_i \otimes O_i
\]

\[
= O_i \otimes O_i \otimes (O \oplus O_{\sigma} \oplus (O \otimes O_j \otimes O_j \otimes O) - (O \otimes O_i \otimes O_i \otimes O)),
\]

where $O_{\sigma}$ is endowed with the sign representation of $\mathbb{Z}_2$. On the other hand,

\[
O_i \otimes O_j \otimes O_j \otimes O_i = O_i \otimes O_i \otimes (O \oplus O_{\sigma} \oplus (O \otimes O_j \otimes O_j \otimes O) - (O \otimes O_i \otimes O_i \otimes O))
\]

\[
= O_i \otimes O_i \otimes (Rq_*p^*(O \oplus \mathcal{V}_{i,\sigma} \oplus \mathcal{V}_{0,j} - \mathcal{V}_{0,i}))
\]

\[
= Rq_*p^*(\mathcal{V}_i \otimes (O \oplus \mathcal{V}_{i,\sigma} \oplus \mathcal{V}_{0,j} - \mathcal{V}_{0,i})).
\]

\[\square\]

**Example 5.6.** We take a concrete example, i.e., the case when $\Gamma_2 = B_2$. We present $B_2$ as $\langle s_1, s_2, \sigma | s_1^2, s_2^2, \sigma^2, \sigma s_1 \sigma = s_2 \rangle$.

There are 5 irreducible representations of $B_2$: the trivial representation $V_0$, $V_1 = k$ with $\sigma = (-1)$, $V_2 = k$ with $s_1 = s_2 = (-1)$, $V_3 = k$ with $\sigma = s_1 = s_2 = (-1)$, and $V_4 = h$. Let $\mathcal{V}_i$ be the vector bundle on the symplectic resolution corresponding to the projective object $V_i \times \mathbb{A}^1$ under the McKay correspondence. Their corresponding simple object will be denoted by $\mathcal{L}_i$.

The symplectic resolution of $\mathbb{A}^1/B_2$ is given by the Hilbert scheme $\text{Hilb}^2 = \text{Hilb}^2(\mathbb{C}^2/\mathbb{Z}_2)$ where $\mathbb{C}^2/\mathbb{Z}_2 \to \mathbb{C}^2/\mathbb{Z}_2$ is the minimal resolution of Kleinian singularity. More concretely, $\mathbb{C}^2/\mathbb{Z}_2 \cong \mathbb{T}^1 \mathbb{P}^1$. 
The Hilbert scheme $\text{Hilb}^2(\mathbb{C}^2/\mathbb{Z}_2) \cong \text{Bl}_A(T^*\mathbb{P}^1 \times T^*\mathbb{P}^1)/\mathbb{Z}_2$. The punctual Hilbert scheme $X = \text{Hilb}^2_{pt}(T^*\mathbb{P}^1) \cong \mathbb{P}^2 \sqcup_{\mathbb{P}^1} S$ where $S \cong \mathbb{P}(O(2) \oplus O(-2)) \cong \mathbb{P}(O \oplus O(-4))$ with the base $\mathbb{P}^1$ being the zero section of $T^*\mathbb{P}^1$ and fiber of $x \in \mathbb{P}^1$ being $\mathbb{P}(T_x T^*\mathbb{P}^1)$. These two surfaces are glued together over a common divisor $\mathbb{P}^1$ which are the proper transforms of the diagonal. We write $\pi : \mathbb{P}^2 \sqcup S \to \text{Hilb}^2$ as the natural map.

The cohomology ring $H^*(X)$ of the central fiber, which is canonically isomorphic to the cohomology ring of the entire resolution, has a basis as follows. We take the basis of $H^2(S)$ as $c_0$ and $f$, where $c_0$ is the Poincaré dual of the zero section, and $f$ is the Poincaré dual of the fiber. We denote the canonical basis of $H^2(\mathbb{P}^2)$ by $q$. Then the basis for $H^2(X)$ can be chosen as $d_1 = q + 2f$ and $d_2 = q + c_0 + 2f$. (The common divisor $\mathbb{P}^1$ is $2q$ in $H^2(\mathbb{P}^2)$ and $c_0 + 4f$ in $H^2(S)$.) We denote the fundamental class of $S$ by $s$ and the fundamental class of $\mathbb{P}^2$ by $p$.

There are 2 conjugacy classes of symplectic reflections in $B_2$, which give two divisors in $\text{Hilb}^2$, i.e., $D_1$ corresponding to $s_1$ and $D_2$ corresponding to $\sigma$. We can restrict these two divisors to the central fiber and get $\pi_0^*[D_1] = [2F], \pi_0^*[D_2] = [C_0 + 2F], \pi_2^*[D_1] = [Q], \pi_2^*[D_2] = [Q]$.

We will identify the sheaves $\pi^!\mathcal{Y}_i$ as better-known sheaves over $\mathbb{P}^2$ and $S$. To identify the line bundles, we use the stratification of $\text{Hilb}^2$ to reduce to the 2-dimensional situations, as described in Section 4 of [BK04]. The stratification of $\text{Hilb}^2(T^*\mathbb{P}^1)$ is as the following. One open stratum, two divisors corresponding to the two classes of symplectic reflections, and one codimension 2 stratum which is the punctual Hilbert scheme $X$. We take the 2-dimensional complimentary $W_1$ to the fixed subspace of $s_1$, and the 2-dimensional complimentary $W_2$ to the fixed subspace of $\sigma$. The restriction of the line bundles $\mathcal{Y}_i$ for $i = 1, 2, 3$ to $W_1$ and $W_2$, we get that $\mathcal{Y}_1 = O(D_2), \mathcal{Y}_2 = O(D_1)$, and $\mathcal{Y}_3 = O(D_1 + D_2)$ where $D_1$ is the exceptional divisor coming from the class $s_1$ and $D_2$ from $\sigma$. To identify the rank 2 vector bundle, we use the quiver picture, as will be done in the next subsection.

5.3. Chern characters via quivers. To calculate the Chern characters, we want to identify the vector bundle $\mathcal{Y}_a$ as better-known vector bundles. For this, we look at the quiver variety that gives the central fiber of the resolution. According to [Kuz01], the resolution is the Nakajima variety associated to the quiver affine Dynkin $\tilde{A}_{l-1}$,

\[
\begin{align*}
&v_0 \\
&v_1 \\
&v_2 \\
&x_1 & & x_l \\
&x_2 & & x_{l-1} \\
& & & v_1 \ldots v_{l-2} \\
& & & v_{l-1}
\end{align*}
\]

with dimension vectors $v_j = 2$, $w_0 = 1$, and $w_j = 0$ for $j \neq 0$ and stability $(-1, \cdots, -1)$ (hence being stable means no invariant subrepresentations containing the image of $J : W_0 \to V_0$). The McKay correspondence is fixed if we ask the sub-bundle of the tautological bundle generated by the image of $J$ to be the trivial representation.

There is a $\mathbb{G}_m$-action on the quiver variety. On the quiver representation level, this action is given by sending $(X, Y, I, J)$ to $(iX, t^{-1}Y, I, J)$. Clearly the tautological bundles on the quiver variety are equivariant under this group action. And there are only finitely many fixed points. Therefore, we can calculate the second Chern classes of the tautological bundles using Atiyah-Bott-Berline-Vergne localization.
First let us look at the case when $n = 2$:

![Diagram](image)

with dimension vector $\dim V = (2, 2)$ and $\dim W = (1, 0)$. The condition $\mu_c(X, Y, I, J) = 0$ means $X_1Y_1 = Y_2X_2$ and $Y_1X_1 = X_2Y_2$.

The central fiber is the moduli space of the nilpotent representations of this quiver satisfying these conditions. The rank-2 vector bundle is the summand of the tautological bundle corresponding to $V_2$. There are two possibilities to get such a representation.

Case 1: $\ker X_1 = \ker Y_2$ both 1-dim, and do not contain $\text{im } J$ in $V_0$. And $X_1(J)$ and $Y_2(J)$ are linearly independent in $V_1$. (Here and in what follows we don’t distinguish between $J$ and $J(1)$.) We can take the basis for $V$ as follows. Take $J = (0, 1)$ and any non-zero vector in $\ker X_1 = \ker Y_2$ to be $(1, 0)$. Take $X_1(J)$ to be $(1, 0)$ and $Y_2(J)$ to be $(0, 1)$. Thus, under this basis, $X_1 = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}$, $Y_2 = \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix}$, $Y_1 = \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix}$, and $X_2 = \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix}$. The homogeneous coordinates $[a, b, c]$ do not depend on the choice of basis for $\ker Y_2$. Note that here we do not allow $a^2 = bc$.

Case 2: $X_1(J)$ and $Y_2(J)$ are linearly independent in $V_2$, and $Y_1|_{\text{im } X_1} = 0$ $X_2|_{\text{im } Y_2} = 0$ $Y_2|_{\text{im } X_2} = 0$ and $X_1|_{\text{im } Y_1} = 0$. We take the basis for $V_1$ as before, $J = (1, 0) \in V_0$, and $(0, 1) \in V_0$ arbitrary. Under this basis, $X_1 = \begin{pmatrix} 1 & x \\ 0 & 0 \end{pmatrix}$, $Y_2 = \begin{pmatrix} 0 & 0 \\ 1 & w \end{pmatrix}$, $Y_1 = \begin{pmatrix} 0 & a \\ 0 & b \end{pmatrix}$, and $X_2 = \begin{pmatrix} 0 & c \\ 0 & d \end{pmatrix}$. These coordinates satisfy the relations $a + bx = 0$ and $c + dw = 0$. The homogeneous coordinates $[b, d]$ does not depend on the choice of basis hence form a $\mathbb{P}^1$. All such representations form the total space of the bundle $O(1)$ over $\mathbb{P}^1$. Clearly the restriction of $\mathcal{Y}_4$ to this part is trivial.

There is a copy of $\mathbb{P}^1$ sitting as the boundaries of both quasi-projective varieties above. It correspond to the common divisor $\mathbb{P}^1$ in $\mathbb{P}^2$ and $S$. This type of representations have $X_1$ proportional to $Y_2$ and rank $X_2$, rank $Y_1 \leq 1$. Hence $X_2$ is proportional to $Y_1$. The restriction of $\mathcal{Y}_4$ to this part is $O(1) \oplus O(3)$.

The weights of the tautological bundle and the tangent bundle at the fixed points on the irreducible component $\mathbb{P}^2$ are summarized in the following table.

| Fixed point | $[1, 0, 0]$ | $[0, 1, 0]$ | $[0, 0, 1]$ |
|------------|------------|------------|------------|
| $e^{\omega_m(T^2)}$ | $8u^2$ | $8u^2$ | $-4u^2$ |
| $c^{\omega_m}(\mathcal{Y})$ | $3u^2$ | $3u^2$ | $-u^2$ |

The weights of the tautological bundle and the tangent bundle at the fixed points on the irreducible component $S = \mathbb{P}(T^2 \oplus T^*\mathbb{P}^1)$ are summarized in the following table.

| Fixed point | $[1, 0]$ on $\mathbb{P}(T^2)$ | $[1, 0]$ on $\mathbb{P}(T^*\mathbb{P}^1)$ | $[0, 1]$ on $\mathbb{P}(T^2)$ | $[0, 1]$ on $\mathbb{P}(T^*\mathbb{P}^1)$ |
|------------|-------------------------------|-------------------------------|-------------------------------|-------------------------------|
| $e^{\omega_m(T)}$ | $-8u^2$ | $8u^2$ | $-8u^2$ | $8u^2$ |
| $c^{\omega_m}(\mathcal{Y})$ | $3u^2$ | $-u^2$ | $3u^2$ | $-u^2$ |

Now we can calculate that $c_2(\mathcal{Y}_4) = s + p$ and $c_1(\mathcal{Y}_4) = 2q + 4f + c_0$ ($c_1(\mathcal{Y}_4)$ can also be obtained by using the stratification and passing to the dimension 2 case).

Summarizing all the discussions above in this section we get.
**Lemma 5.7.** The chern characters of $\mathcal{Y}'_i$'s are as follows:

\[
\begin{align*}
\text{ch}(\mathcal{Y}'_0) &= 1; \\
\text{ch}(\mathcal{Y}'_1) &= 1 + c_0 + 2f + q + p/2; \\
\text{ch}(\mathcal{Y}'_2) &= 1 + 2f + q + p/2; \\
\text{ch}(\mathcal{Y}'_3) &= 1 + c_0 + 4f + 2q + 2p + 2s; \\
\text{ch}(\mathcal{Y}'_4) &= 2 + 2q + 4f + c_0 + p + s.
\end{align*}
\]

**Remark 5.8.** In the calculation we use the stability condition $(-1, \ldots, -1)$. The Hilbert scheme of point corresponds to Nakajima quiver variety but with a different stability condition. It is not hard to see, by analysing the weights to the tangent spaces, that the fixed points on the Hilbert scheme match up with the above table.

The natural embedding of $\text{Hilb}_0^2(T^*\mathbb{P}^1)$ into $\text{Hilb}_0^2(\mathbb{A}^2/\mathbb{Z}_2)$ as $S_i \bigsqcup \mathbb{P}_i^2$ can be constructed on the quiver level. For any representation $\xi$ of $\tilde{A}_1$ that lie in $\text{Hilb}_0^2(T^*\mathbb{P}^1)$, we associate a presentation $\eta$ of $\tilde{A}_{i-1}$ as follows. Take $X_1, \ldots, X_{i-1}$ and $X_{i+2}, \ldots, X_4$ all to be the identity. Identify $V_0, \ldots, V_{i-1}, V_{i+1}, \ldots, V_4$ using those $X$ maps which we take to be the identity. Let the $X_i$ map of $\eta$ to be the $X_1$ map of $\xi$, using the identification of $V_0$ and $V_{i-1}$ as above. Similarly, let the $Y_i$ map of $\eta$ be the $Y_1$ map of $\xi$; the $X_{i+1}$ map of $\eta$ to be the $X_2$ map of $\xi$; the $Y_{i+1}$ map of $\eta$ to be the $Y_2$ map of $\xi$. Then, the ADHM equation uniquely determines $Y_1, \ldots, Y_{i-1}$ and $Y_{i+2}, \ldots, Y_4$. Note that this embedding is not equivariant under the $\mathbb{G}_m$-action.

Now we look at the $n = 3$ case.

We express the open part of the $P_{1,2}$ component, when $X_1$ and $X_3$ has rank 1, in terms of quiver varieties. In this case, the representations have ker $X_1 = \text{im} Y_1 = \text{ker} X_3 = \text{im} X_3$, ker $X_2 = \text{im} Y_2$, and im $X_2 = \text{ker} Y_2$. We choose a basis for $V_0$ to be $J(1)$ and an arbitrary non-zero vector in im $Y_1$. We take the basis for $V_1$ to be $X_1 J(1)$ and $X_2 J(1)$, and the basis for $V_2$ to be $Y_2 J(1)$ and $X_2 X_1 J(1)$. Let $Y_1 = (0 \ a \ b), X_3 = (0 \ c \ d)$. Under this choice of basis, the representations are determined by the homogenous coordinates $[a, b, c]$. An open part of this $\mathbb{P}^2$ is the open set of the component $P_{1,2}$ we are looking for. There is one fixed point in this open set which corresponds to $([1 : 0], [0 : 1]) \in \mathbb{P}^1 \times \mathbb{P}^1$. The other fixed points all lie in the intersection of $P_{1,2}$ with $\mathbb{P}_1^2$ or $\mathbb{P}_2^2$, and are not in this open set.

| Fixed point | $[0, 1, 0]$ on $\mathbb{P}_1^2$ | $[0, 1, 0]$ on $\mathbb{P}_2^2$ | $[1, 0, 0]$ on $\mathbb{P}_3^2$ | $[0, 1, 1]$ on $\mathbb{P}_4^2$ | $([1, 0], [0, 1])$ on $\mathbb{P}_1^2 \times \mathbb{P}_1^1$ |
|-------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| $e^{\text{dim}(TP_{1,2})}$ | $-8u^2$ | $-2u^2$ | $-8u^2$ | $4u^2$ | $-2u^2$ |
| $c_{2,0}^S(\mathcal{Y}')$ | $-2u^2$ | $-2u^2$ | $-8u^2$ | $4u^2$ | $-4u^2$ |

For $l \geq 3$, the natural embedding of $\text{Hilb}_0^2(\mathbb{A}^2/\mathbb{Z}_2)$ into $\text{Hilb}_0^2(\mathbb{A}^2/\mathbb{Z}_2)$ as $S_i \bigsqcup S_{i+1} \bigsqcup \mathbb{P}_1^2 \bigsqcup \mathbb{P}_2^2 \bigsqcup \mathbb{P}_{i+1}^2 \bigsqcup \mathbb{P}_{i+2}^2 \bigsqcup \mathbb{P}_{i+3}^2$ gives the second Chern classes of the bundle $\mathcal{Y}_{0,k}$ on any of the components $P_{i+1, l}$.

**Lemma 5.9.** The second Chern class of the rank 2 vector bundle $\mathcal{Y}'_{0,i}$ is:

\[c_2(\mathcal{Y}'_{0,i}) = s_i + p_i.\]

**Proof of Proposition 5.4.** By Lemma 5.5 we have

\[
\begin{align*}
\text{ch}(\mathcal{Y}'_{i,j}) &= \text{ch}(\mathcal{Y}'_i) \cdot \text{ch}(\mathcal{Y}'_j) \cdot \text{ch}(\mathcal{Y}'_r) \cdot \text{ch}(\mathcal{Y}'_{0,j}) - \text{ch}(\mathcal{Y}'_{0,i}) \\
&= (1 + d_i + p_i/2) \cdot (2 + d_0 + d_j - d_i + p_j/2 - p_i/2 + s_j - s_i + 1/2(\sum p_i - \sum p_{j,j+1})) \\
&= 2 + d_j + d_i + d_0 + \sum p_k/2 - \sum p_{k,k+1}/2 + p_{i,j} + p_i/2 + p_j/2 + s_i + s_j.
\end{align*}
\]
6. The central charge

As has been mentioned above, the central charge can be obtained from the knowledge of the Chern character map. In this section, we illustrate this in the special case \( n = 2 \) and \( \Gamma_1 = \mathbb{Z}/l \).

6.1. The \( B_2 \)-case. By calculation it is easy to know that

\[
\text{ch}(\mathcal{Y}_4) = 1/2 \text{ch}(\mathcal{Y}_1) + 3/2 \text{ch}(\mathcal{Y}_2) + 1/2 \text{ch}(\mathcal{Y}_1 \otimes \mathcal{Y}_2) - 1/2 \text{ch}(\mathcal{Y}_2^2).
\]

For any coherent sheaf \( \mathcal{F} \) on \( X \), we consider the linear functional on \( H^*(\text{Hilb}^2) \) defined as \( \lambda(\mathcal{F}(\mathcal{M})) = \chi(\mathcal{F} \otimes \pi^* \mathcal{M}) \) for \( \mathcal{M} \in \text{Coh}(\text{Hilb}^2) \). We now calculate the polynomials

\[
\lambda(\mathcal{F}, \mathcal{G}) := \lambda(\mathcal{F}(\mathcal{O}(aD_1 + bD_2))).
\]

This polynomial can be written as

\[
\lambda(\mathcal{F}, \mathcal{G}) = \lambda(1) + a \lambda(\mathcal{D}_1) + b \lambda(\mathcal{D}_2) + (a^2 + b^2 + 2ab)\lambda(\mathcal{F}(p/2)) + 4abl \lambda(s/2).
\]

We denote the coefficients by \( C_0^\mathcal{F} = \lambda(1), C_1^\mathcal{F} = \lambda(\mathcal{D}_1), C_2^\mathcal{F} = \lambda(\mathcal{D}_2), C_3^\mathcal{F} = \lambda(s), \) and \( C_4^\mathcal{F} = \lambda(p) \).

We know that \( \chi(\mathcal{M}(\mathcal{V}_i, \mathcal{L}_j)) = \delta_{ij} \) for \( i, j = 0, \cdots, 4 \). This tells us the values of the polynomials \( \lambda(\mathcal{F}, \mathcal{G}) \) at the points \((0, 0), (-1, 0), (0, -1), (-1, -1), \) and \((-2, 0)\). Now we plug-in and solve these systems of linear equations to get

\[
\begin{align*}
C_0^\mathcal{F} &= 1, & C_1^\mathcal{F} &= 3/2, & C_2^\mathcal{F} &= 3/2, & C_3^\mathcal{F} &= 1/2, & C_4^\mathcal{F} &= 0, \\
C_0^\mathcal{G} &= 0, & C_1^\mathcal{G} &= 1/2, & C_2^\mathcal{G} &= -1/2, & C_3^\mathcal{G} &= 1/2, & C_4^\mathcal{G} &= -1/2, \\
C_0^\mathcal{H} &= 0, & C_1^\mathcal{H} &= -1/2, & C_2^\mathcal{H} &= 1/2, & C_3^\mathcal{H} &= 1/2, & C_4^\mathcal{H} &= -1/2, \\
C_0^\mathcal{I} &= 0, & C_1^\mathcal{I} &= 1/2, & C_2^\mathcal{I} &= 1/2, & C_3^\mathcal{I} &= 1/2, & C_4^\mathcal{I} &= 0, \\
C_0^\mathcal{J} &= 0, & C_1^\mathcal{J} &= -1, & C_2^\mathcal{J} &= -1, & C_3^\mathcal{J} &= -1, & C_4^\mathcal{J} &= 1/2.
\end{align*}
\]

Plug-in these coefficients and we get

\[
\begin{align*}
\lambda(\mathcal{F}_0) &= 1/2(a + b + 1)(a + b + 2); \\
\lambda(\mathcal{F}_1) &= 1/2(a - b + 1)(a - b); \\
\lambda(\mathcal{F}_2) &= 1/2(a - b - 1)(a - b); \\
\lambda(\mathcal{F}_3) &= 1/2(a + b + 1)(a + b); \\
\lambda(\mathcal{F}_4) &= -a - b - a^2 - b^2.
\end{align*}
\]

Now we define the dimension polynomials

\[
P_\mathcal{F}(a, b) = \chi(\mathcal{E}_0 \otimes \mathcal{L}_j \otimes \mathcal{O}(a, b)),
\]

where \( \mathcal{E}_0 \) is the self-dual splitting bundle on \( \text{Hilb}^2 \) in [BFG06]. (Their reparametrizations \( P_\mathcal{F}(\alpha, \beta) \) with \( \alpha = ap \) and \( \beta = bp \) gives the dimension of the irreducible objects.) They can be computed as

\[
\chi(\mathcal{E}_0 \otimes \mathcal{L}_j \otimes \mathcal{O}(a, b)) = \sum_i \chi(\mathcal{V}_i : (k[x]/(x^p))^{\otimes 2}) \chi(\mathcal{V}_i^* \otimes \mathcal{L}_j \otimes \mathcal{O}(a, b)),
\]

where \( \mathcal{V}_i \)'s are the irreducible representations of \( B_2 \). We plug-in the equality in \( K_\mathbb{Q} \) that

\[
\mathcal{Y}_4 = 1/2 \mathcal{Y}_1 + 3/2 \mathcal{Y}_2 + 1/2 \mathcal{Y}_3 - 1/2 \mathcal{O}(2, 0),
\]

\( \square \)
and get $P_{\mathcal{Z}}(a, b) = \frac{p^2 - 1}{8} l_{\mathcal{Z}}(a, b) + \frac{p^2 - 2p - 3}{4} l_{\mathcal{Z}}(a, b - 1) + \frac{p^2 - 2}{2} l_{\mathcal{Z}}(a - 1, b) + \frac{p^2 - 4p + 3}{4} l_{\mathcal{Z}}(a - 1, b - 1) - \frac{p^2 - 1}{8} l_{\mathcal{Z}}(a - 2, b)$.

Then we define the central charge polynomials as $Z_j(a, b) = \lim_{p \to \infty} 1/p^2 P_{\mathcal{Z}}(a, b)$. An easy calculation shows

$$
Z_0 = \frac{1}{8}(2a + 2b + 1)^2; \\
Z_1 = \frac{1}{8}(-2a + 2b - 1)^2; \\
Z_2 = \frac{1}{8}(-2a + 2b + 1)^2; \\
Z_3 = \frac{1}{8}(2a + 2b - 1)^2; \\
Z_4 = -1/4(4a^2 + 4b^2 - 1).
$$

One can see that $Z_4$ is an irreducible polynomial and its real zero locus is a circle, and it takes positive values in the region bounded by the zero locus of $Z_0, \cdots, Z_3$.

### 6.2. The $\Gamma_1 = \mathbb{Z}/l$-case

We solve for the geometric basis of $H^*(\text{Hilb}_{\mathbb{Z}/l}^2, \mathbb{Q})$ in terms of $\text{ch}(\mathcal{Y}_0)$.

$$
\begin{align*}
 s_l & = \text{ch}(\mathcal{Y}_{0,i}) - \text{ch}(\mathcal{Y}_r) - \text{ch}(\mathcal{Y}_l); \\
p_l & = \text{ch}(\mathcal{Y}_0) + \text{ch}(\mathcal{Y}_{0,i}) + \text{ch}(\mathcal{Y}_r) + \text{ch}(\mathcal{Y}_l) - 2 \text{ch}(\mathcal{Y}_{0,i}); \\
p_{i,j} & = \text{ch}(\mathcal{Y}_r) + \text{ch}(\mathcal{Y}_0) + \text{ch}(\mathcal{Y}_{i,j}) - \text{ch}(\mathcal{Y}_{0,i}) - \text{ch}(\mathcal{Y}_{0,j}); \\
d_l & = \text{ch}(\mathcal{Y}_l)/2 + \text{ch}(\mathcal{Y}_{0,i}) - \text{ch}(\mathcal{Y}_{0,r})/2 - 3/2 \text{ch}(\mathcal{Y}_0) - \text{ch}(\mathcal{Y}_r)/2; \\
d_0 & = -3/2 \text{ch}(\mathcal{Y}_0) + 1/2 \text{ch}(\mathcal{Y}_r) + 1/2 \text{ch}(\mathcal{Y}_{0,1}) + 1/2 \text{ch}(\mathcal{Y}_{0,l-1}) - \sum \text{ch}(\mathcal{Y}_i)/2 - \sum \text{ch}(\mathcal{Y}_{0,i})/2 + 1/2 \sum_{j=1}^{l-2} \text{ch}(\mathcal{Y}_{i,j+1}); \\
1 & = \text{ch}(\mathcal{Y}_0).
\end{align*}
$$

We have

$$
\text{ch}(\mathcal{O}(n_0 D_0 + \sum n_i D_i))
= 1 + n_0 d_0 + \sum_i n_i d_i + n_0^2/2(\sum p_i - \sum p_{i,i+1}) + \sum n_i^2/2 p_i + \sum_{i>j} n_i n_j p_{i,j} + \sum_i n_0 n_i (p_i + 2s_i).
$$
Hence, the polynomials $1_L$ can be calculated as below.

\[
1_{\mathcal{L}_0} = 1/2(n_0 + \sum n_i - 1)(n_0 + \sum n_i - 2);
\]
\[
1_{\mathcal{L}_\sigma'} = 1/2(n_0 - \sum n_i + 1)(n_0 - \sum n_i);
\]
\[
1_{\mathcal{L}_i} = 1/2(n_i - n_0)(n_i - n_0 + 1);
\]
\[
1_{\mathcal{L}_{ij}} = 1/2(n_0 + n_i)(n_0 + n_i - 1);
\]
\[
1_{\mathcal{L}_{0i}} = 1/2n_0(1 - n_0) + n_i(1 - \frac{n_i - 1}{\sum n_j}) \text{ if } i = 1 \text{ or } l - 1;
\]
\[
1_{\mathcal{L}_{is}} = n_i(1 - \frac{n_i - 1}{\sum n_j}) \text{ if } i \neq 1 \text{ or } l - 1;
\]
\[
1_{\mathcal{L}_{ij}} = 1/2n_0(1 - n_0) + n_in_j \text{ if } i - j = \pm 1;
\]
\[
1_{\mathcal{L}_{is}} = n_in_j \text{ otherwise}.
\]

Also, there is a basis given by Chern character of line bundles, which can be chosen as $\text{ch}(\mathcal{V}_i)$, $\text{ch}(\mathcal{V}_{\sigma,i})$, $\text{ch}(\mathcal{V}_i^2)$, and $\text{ch}(\mathcal{V}_i) \cdot \text{ch}(\mathcal{V}_j)$. As can be easily checked,

\[
\text{ch}(\mathcal{V}_i^2) = 1 + 2d_i + 2p_i;
\]
\[
\text{ch}(\mathcal{V}_i) \cdot \text{ch}(\mathcal{V}_j) = 1 + d_i + d_j + 1/2(p_i + p_j) + p_{i,j}.
\]

In the group $K_\mathbb{Q}$, we have the change of basis

\[
\mathcal{V}_{0,i} = 3/2 \mathcal{V}_i + 1/2 \mathcal{V}_{\sigma,i} + 1/2 \mathcal{V}_{\sigma,i}^2 - 1/2 \mathcal{V}_i^2
\]
\[
\mathcal{V}_{i,j} = \mathcal{V}_i \cdot \mathcal{V}_j + 1/2 \mathcal{V}_{\sigma,i}^2 - 1/2 \mathcal{V}_i^2 + 1/2 \mathcal{V}_i + 1/2 \mathcal{V}_{\sigma,j} - 1/2 \mathcal{V}_j^2 + 1/2 \mathcal{V}_j.
\]

We will decompose $(k[x]/x^p)^2$ into isotypical components. But in the decomposition, we only care about the behavior for $p$ large enough. Therefore, we will keep only highest order terms with respect to $p$ in the multiplicities of the irreducible representations. the multiplicity of irreducibles is $[(k[x]/x^p)^2 : V_{i,j}] = (p/l)^2$ for $i \neq j$, and $[(k[x]/x^p)^2 : V_i] = [(k[x]/x^p)^2 : V_{\sigma,i}] = 1/2(p/l)^2$.

The dimensional polynomials are, forgetting terms involving $p$’s power less than or equal to 2,

\[
P_{\mathcal{L}_\alpha}(n_0, n_1, \ldots, n_{l-1}) = (p/l)^2(1/2l_\alpha(n_0, n_1, \ldots, n_{l-1}) + l/2l_\alpha(n_0 - 1, n_1, \ldots, n_{l-1})
\]
\[
+ \sum_{i=1}^{l-1} (l + 2)/2l_\alpha(n_0, n_1, \ldots, n_i - 1, \ldots, n_{l-1})
\]
\[
+ \sum_{i=1}^{l-1} l/2l_\alpha(n_0 - 1, n_1, \ldots, n_i - 1, \ldots, n_{l-1})
\]
\[
+ \sum_{i=1}^{l-1} -(l - 1)/2l_\alpha(n_0, n_1, \ldots, n_i - 2, \ldots, n_{l-1})
\]
\[
+ \sum_{i>j} l_\alpha(n_0, n_1, \ldots, n_j - 1, \ldots, n_i - 1, \ldots, n_{l-1})).
\]
So the central charge polynomials are
\[
\begin{align*}
Z_0 &= 1/2((n_0 + \sum n_i) - (3 - 1/l))^2; \\
Z_{\tau} &= 1/2((n_0 - \sum n_i) + (1 - 1/l))^2; \\
Z_i &= 1/2((n_i - n_0) + (1 - 1/l))^2; \\
Z_{\tau,i} &= 1/2((n_0 + n_i) - (1 + 1/l))^2 \\
Z_{0,i} &= -l/2(n_0 - 1)^2 - (n_i - 1/l)(\sum n_j - (2 - 1/l)) \text{ if } i = 1 \text{ or } l - 1; \\
Z_{0,i} &= -(n_i - 1/l)(\sum n_j - (2 - 1/l)) \text{ if } i \neq 1 \text{ or } l - 1; \\
Z_{i,j} &= -l/2(n_0 - 1)^2 + (n_i - 1/l)(n_j - 1/l) \text{ if } i - j = \pm 1; \\
Z_{j,i} &= (n_i - 1/l)(n_j - 1/l) \text{ otherwise.}
\end{align*}
\]

7. The \(t\)-structures associated to alcoves

In this section we study the \(t\)-structures associated to the alcoves in the affine hyperplane arrangement defined in Section 3.

In the alcove containing the origin, we associate the \(t\)-structure coming from the derived equivalence
\[
D^b(\text{Coh Hilb}^0) \cong D^b(\text{Coh}_{\mathbb{F}_2} \mathbb{A}^{2n}).
\]

We need to find out the \(t\)-structures associated to other alcoves. We start with the case when \(\Gamma_n \cong B_2\).

7.1. The \(B_2\)-case. We need to calculate the \(\text{Ext}'s\) among the simple objects in \(\text{Coh}_{B_2} \mathbb{C}^4\). The result is summarized as follows:

| \(L_i = L_j\) both rank 1 | \(L_i \neq L_j\) both rank 1 | \(L_i \neq L_j\) one of them has rank 2 |
|-----------------------------|-----------------------------|---------------------------------------|
| \text{deg} = 0              | \(\mathbb{C}\)              | 0                                     |
| \text{deg} = 1              | 0                           | \(\mathbb{C}^2\)                      |
| \text{deg} = 2              | \(\mathbb{C}\)              | \(\mathbb{C} \text{ or } \mathbb{C}^3\) | 0                                     |
| \text{deg} = 3              | 0                           | \(\mathbb{C}^2\)                      |
| \text{deg} = 4              | \(\mathbb{C}\)              | 0                                     |

In the case that both \(L_i\) and \(L_j\) have rank 1, \(\text{Ext}'(L_i, L_j)\) is \(\mathbb{C}^3\) only in the following cases: One of \(i, j\) is 0 and the other is 3, or one of them is 1 and the other is 2. The \(\text{Ext}'(L_4, L_4)\) is \(\mathbb{C}\) in degree 0 and 4, \(\mathbb{C}^6\) in degree 2, and zero otherwise.

The bilinear pairing \(\langle [A], [B]\rangle := \sum (-1)^i \text{Ext}'(A, B)\) can be expressed under the basis \(\{L_j\}\) as
\[
\begin{pmatrix}
3 & 1 & 1 & 3 & -4 \\
1 & 3 & 3 & 1 & -4 \\
1 & 3 & 3 & 1 & -4 \\
3 & 1 & 1 & 3 & -4 \\
-4 & -4 & -4 & -4 & 8
\end{pmatrix}
\]

Let us look at what happens when cross the wall defined by \(Z_0 = 0\). The new abelian category has the same Grothendieck group. The simple objects have classes \([L_0], [L_1] - [L_0], [L_2] - [L_0], [L_3] - 3[L_0], \) and \([L_4] + 2[L_0]\). One can calculate the dual basis to find the classes of their projective covers in the Grothendieck group. They are \([\mathcal{V}_0] + [\mathcal{V}_1] + [\mathcal{V}_2] + 3[\mathcal{V}_3] - 2[\mathcal{V}_4], [\mathcal{V}_1], [\mathcal{V}_2], [\mathcal{V}_3],\) and \([\mathcal{V}_4]\)
respectively. One can also see, through the bilinear pairing under the new basis, that the new abelian category is not Morita equivalent to the original one, as the bilinear form

\[
\begin{pmatrix}
3 & -2 & -2 & -6 & 2 \\
-2 & 4 & 4 & 4 & -4 \\
-2 & 4 & 4 & 4 & -4 \\
-6 & 4 & 4 & 12 & -4 \\
2 & -4 & -4 & -4 & 4 \\
\end{pmatrix}
\]

does not differ from the original one by a permutation.

The central charge polynomials corresponding to the simple objects in this abelian heart can be obtained from the original ones. More explicitly, they are, respectively,

\[
\begin{align*}
Z_0 &= \frac{1}{8}(2a + 2b + 1)^2; \\
Z_1 - Z_0 &= -(2a + 1)b; \\
Z_2 - Z_0 &= -a(2b + 1); \\
Z_3 - 3Z_0 &= \frac{1}{8}((2a + 2b - 1)^2 - 3(2a + 2b + 1)); \\
Z_4 + 2Z_0 &= \frac{1}{2}(2a + 1)(2b + 1).
\end{align*}
\]

One can see that \(Z_3 - 3Z_0\) takes positive values in the region bounded by the other 4 polynomials.

In fact, we can do iterated (right) tilting with respect to the simple object \(L_0\). The intermediate \(t\)-structure \(R_{L_0}\) has simple objects \(L_0[1] \), \(L_j\) for \(j = 1, 2, 3\), and \(L_4^1\) fitting into the short exact sequence

\[0 \to \text{Ext}^1(L_j, L_0)^* \otimes L_0 \to L_4 \to L_4 \to 0.\]

The classes of their potential projective covers are \(-[\gamma_0] + 2[\gamma_4], [\gamma_1], [\gamma_2], [\gamma_3]\), and \([\gamma_4]\) respectively. We can try to do the truncated mutation with respect to \(\gamma_0\). We get \(\gamma_j^1 = \gamma_j^0\) for \(j \neq 0\), and \(\gamma_0^0\) being the cokernel of \(\gamma_0 \to \text{Hom}(\gamma_0, \gamma_4)^* \otimes \gamma_4\). The injectivity of the map \(\gamma_0 \to \text{Hom}(\gamma_0, \gamma_4)^* \otimes \gamma_4\) can be checked generically on \(\mathbb{C}^4\). Proposition 2.18 tells us that the abelian heart \(R_{L_0}\) is derived equivalent to the original category.

If we do tilting again, we get \(R_{L_0[1]}R_{L_0}\) whose simple objects are \(L_0[2], L_j^2\) fitting into the short exact sequence

\[0 \to \text{Ext}^2(L_j, L_0) \otimes L_0[1] \to L_j^2 \to L_j \to 0\]

for \(j = 1, 2, 3\), and \(L_4^2 = L_4^1\). This is exactly the new abelian category we obtained cross the wall \(Z_0 = 0\).

Similarly, one can start from the initial region and go across the other walls. As an example, let us look at the \(t\)-structure associated to the region across the wall defined by \(Z_1 = 0\). The simple objects have classes in the Grothendieck group \([L_0] - [L_1], [L_1], [L_2] - 3[L_1], [L_3] - [L_1], [L_4] + 2[L_1]\). Their corresponding projective covers have classes \([\gamma_0], [\gamma_1] + [\gamma_0] + 3[\gamma_2] + [\gamma_3] - 2[\gamma_4], [\gamma_2], [\gamma_3], \) and \([\gamma_4]\).

We can do iterated tilting to find out the complexes in the original abelian category represents these simple objects. The simple object \(L_1^2\) corresponding to \(L_1\) is \(L_1[2]\). For \(i = 0, 2, 3\), the simple object \(L_i^2\) fits into short exact sequences

\[0 \to \text{Ext}^2(L_i, L_1)^* \otimes L_1[1] \to L_i^2 \to L_i \to 0.\]
And $L^2_4$ fits into the short exact sequence

$$0 \to \text{Ext}^1(L_4, L_1)^* \otimes L_1 \to L^2_4 \to L_4 \to 0.$$  

Now we look at the $t$-structure associated to the region across the wall defined by $Z_3 = 0$. The simple objects have classes in the Grothendieck group $[L_0] - 3[L_3]$, $[L_1] - [L_3]$, $[L_2] - [L_3]$, $[L_3]$, and $[L_3] + 2[L_3]$. Their corresponding projective covers have classes $[\gamma_0]$, $[\gamma_1]$, $[\gamma_2]$, $[\gamma_3] + 3[\gamma_0] + [\gamma_1] + [\gamma_2] - 2[\gamma_3]$, and $[\gamma_4]$.

If we do iterated tilting, we can find that the simple object $L^2_3$ corresponding to $L_3$ is $L_3[2]$. For $i = 0, 1, 2$, the simple object $L^2_i$ fits into short exact sequences

$$0 \to \text{Ext}^2(L_i, L_3)^* \otimes L_3[1] \to L^2_i \to L_i \to 0.$$  

And $L^2_4$ fits into the short exact sequence

$$0 \to \text{Ext}^1(L_4, L_3)^* \otimes L_3 \to L^2_4 \to L_4 \to 0.$$  

Now it is turn to look at the $t$-structure associated to the region across the wall defined by $Z_2 = 0$. The simple objects have classes in the Grothendieck group $[L_0] - [L_2]$, $[L_1] - 3[L_2]$, $[L_2]$, $[L_3] - [L_2]$, and $[L_3] + 2[L_2]$. Their corresponding projective covers have classes $[\gamma_0]$, $[\gamma_1]$, $[\gamma_2] + [\gamma_0] + 3[\gamma_2] + [\gamma_3] - 2[\gamma_4]$, $[\gamma_3]$, and $[\gamma_4]$.

Similarly we can find that the simple object $L^2_2$ corresponding to $L_2$ is $L_2[2]$. For $i = 0, 1, 3$, the simple object $L^2_i$ fits into short exact sequences

$$0 \to \text{Ext}^2(L_i, L_2)^* \otimes L_2[1] \to L^2_i \to L_i \to 0.$$  

And $L^2_4$ fits into the short exact sequence

$$0 \to \text{Ext}^1(L_4, L_2)^* \otimes L_2 \to L^2_4 \to L_4 \to 0.$$  

Note that the region bounded by the walls $a = \pm 1/2$ and $b = \pm 1/2$ is a fundamental domain of the $H^2(\text{Hilb}^2(T^*\mathbb{P}^1), \mathbb{Z}) \cong \mathbb{Z}^2$ action on $H^2(\text{Hilb}^2(T^*\mathbb{P}^1), \mathbb{R})$. Denote this domain by $D_0$. Summarizing the discussion in this subsection, we get the following proposition.

**Proposition 7.1.** There is a real variation of stability conditions on $D_0$ (hence any translation of it by $H^2(\text{Hilb}^2(T^*\mathbb{P}^1), \mathbb{Z})$) whose $t$-structure at the origin is $\text{Coh}_{\mathbb{R}_2}(\mathbb{C}^4)$ with central charge polynomials given by $Z_i$ defined in Subsection 6.1.

To summarize the description of the hyperplane arrangement and the $t$-structures associated to alcoves in this case, the following picture is part of the hyperplane arrangement.

The $t$-structure associated to the alcove labeled by $t_0$ is the so called orbifold (or BKR) $t$-structure, whose tilting generator can be chosen to be the Haiman’s Procesi bundle. The four $t$-structure associated to alcoves adjacent to $t_0$ are obtained from $t_0$ by $\mathbb{P}^2$-semi-reflections. The tilting generators for these $t$-structures are obtained from the truncated mutations described in Section 2.

The rest of the alcoves can be obtained from them by a shifting. For example, the alcove $t_2$ and $t'_2$ differ by a translation, hence the corresponding $t$-structures differs by twisting by a line bundle.
Proposition 7.2. The functor $F = - \otimes \mathcal{V}_2 : D^b(\text{Hilb}^2 (\mathbb{P}^1)) \to D^b(\text{Hilb}^2 (\mathbb{P}^1))$ with the source endowed with the $t$-structure coming from $\text{Coh}_{\mathbb{B}_2}(\mathbb{C}^4)$ is a perverse equivalence for suitable filtration and perversity function.

Proof. Define a filtration on $\mathcal{A} = \text{Coh}_{\mathbb{B}_2}(\mathbb{C}^4)$ as follows: $\mathcal{A}_1$ is the Serre subcategory generated by the simple objects $\mathcal{L}_0$ and $\mathcal{L}_1$; $\mathcal{A}_2$ is generated by $\mathcal{L}_{0,1}$ in addition to $\mathcal{A}_1$; and $\mathcal{A}_3 = \mathcal{A}$. Define the perversity function to be $p(1) = 2, p(2) = 1, p(3) = 0$.

Using the notations as in Diagram 3, the bundle $\mathcal{V}^2$ comes from $(\mathbb{T}^* \mathbb{P}^1)^2$. Using projection formula, the complexes $F(\mathcal{V}_j)$ can be calculated in $\text{Coh}_{\mathbb{Z}_2}(\mathbb{T}^* \mathbb{P}^1)^2)$. Let $\mathcal{O}_r$ be the trivial line bundle on $(\mathbb{T}^* \mathbb{P}^1)^2$ endowed with the reflection representation. We have

\[
F(\mathcal{V}_0) = \mathcal{L} \otimes \mathcal{L} \equiv \mathcal{V}_1;
\]
\[
F(\mathcal{V}_1) = (\mathcal{L}^2) \otimes (\mathcal{L}^2) \equiv (\mathcal{O} \to 2 \mathcal{L}) \otimes (\mathcal{O} \to 2 \mathcal{L}) \equiv (\mathcal{O} \to 2 \mathcal{V}_{0,1} \to 4 \mathcal{V}_1);
\]
\[
F(\mathcal{V}_2) = \mathcal{O}_r \otimes (\mathcal{L} \otimes \mathcal{L}) \equiv \mathcal{V}_3;
\]
\[
F(\mathcal{V}_3) = (\mathcal{L} \otimes \mathcal{L}) \otimes (\mathcal{O}_r \otimes (\mathcal{L} \otimes \mathcal{L})) = (\mathcal{V}_2 \to 2 \mathcal{V}_{0,1} \to 4 \mathcal{V}_3);
\]
\[
F(\mathcal{V}_4) = (\mathcal{L}^2 \otimes \mathcal{L}) \oplus (\mathcal{L} \otimes \mathcal{L}^2) \equiv (\mathcal{V}_4 \to 4 \mathcal{V}_1).
\]

This proves the statement. □

7.2. The $\Gamma_1 = \mathbb{Z}_l$-case. In the initial alcove which is bounded by the walls

\[
1/2((n_0 + \sum n_i) - (3 - 1/l))^2 = 0
\]
\[
1/2((n_0 - \sum n_i) + (1 - 1/l))^2 = 0
\]
\[
1/2((n_i - n_0) + (1 - 1/l))^2 = 0 \text{ for all } i = 1, \ldots, l - 1
\]
\[
1/2((n_0 + n_i) - (1 + 1/l))^2 = 0 \text{ for all } i = 1, \ldots, l - 1,
\]

we associate to it the $t$-structure coming from the derived equivalence $D^b(\text{Hilb}^2_{\mathbb{Z}_l}) \equiv D^b(\text{Coh}_{\mathbb{F}_2}(\mathbb{A}^{2n}))$. The simple objects are labeled by the irreducible representations.

If we go across the wall defined by $1/2((n_0 + \sum n_i) - (3 - 1/l))^2 = 0$, the $t$-structure is the one coming from $R_{\mathbb{Z}_l[1]}R_{\mathbb{Z}_0} \text{Coh}_{\mathbb{F}_2}(\mathbb{A}^{2n})$. By Section 2.3, we know the heart of this new $t$-structure is also a finite length category. The simple objects are $\mathcal{L}''_u$ as defined in Section 2.3. The classes of the simple
objects in the Grothendieck group are $[\mathcal{L}_0], [\mathcal{L}_0] - 3[\mathcal{L}_0], [\mathcal{L}_1], [\mathcal{L}_{0,1}], [\mathcal{L}_{0,1}] + [\mathcal{L}_0], [\mathcal{L}_{0,1}] + [\mathcal{L}_0]$, $[\mathcal{L}_{0,i}]$ for $i \neq 2, l - 2$, and $[\mathcal{L}_{i,j}]$. The new alcove is bounded by the walls

$$\sum n_j - 2 + 1/l = 0$$

$$1/2((n_0 + \sum n_i) - (3 - 1/l)^2) = 0$$

$$1/2((n_i - n_0) + (1 - 1/l)^2) = 0 \text{ for all } i = 1, \cdots, l - 1$$

where on the first wall, both $Z_{0,0}$ and $Z_{0,1}$ vanish, and both of order 1.

If we go across the wall $\sum n_j - 2 + 1/l = 0$, the new $t$-structure is obtained by doing tilting with respect to $\mathcal{L}_{0,1}$ and $\mathcal{L}_{0,l-1}$. The classes of the simple objects in the Grothendieck group are $[\mathcal{L}_0], [\mathcal{L}_0] - 3[\mathcal{L}_0], [\mathcal{L}_1]$ for $i = 2, \cdots, l - 2$, $[\mathcal{L}_1] + [\mathcal{L}_{0,1}] + [\mathcal{L}_0], [\mathcal{L}_{0,1}] + [\mathcal{L}_{0,l-1}] + [\mathcal{L}_0], [\mathcal{L}_{0,l}], -[\mathcal{L}_{0,1}] - [\mathcal{L}_0], -[\mathcal{L}_{0,l-1}] - [\mathcal{L}_0], [\mathcal{L}_{i,j}]$ for $i \neq 2, l - 2$, and $[\mathcal{L}_{i,j}]$. The new alcove is bounded by the walls

$$1/2((n_0 - 1) + \sum_{j=2}^{l-1} (n_j - 1/l) - 1)^2 = 0$$

$$1/2((n_0 - 1) + \sum_{j=1}^{l-2} (n_j - 1/l) - 1)^2 = 0$$

$$1/2((n_0 - \sum n_i) + (1 - 1/l)^2) = 0$$

$$\sum_{j=1}^{l-1} n_j - 2 + 1/l = 0$$

$$1/2((n_i - n_0) + (1 - 1/l)^2) = 0 \text{ for all } i = 1, \cdots, l - 1$$

Then similar to the $B_2$-case, symmetry gives the $t$-structures associated to the other alcoves.
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