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Abstract. In this paper, we study the continuous-time nearest stable matrix problem: given a $2 \times 2$ real matrix $A$, minimize the Frobenius norm of $A - X$, where $X$ is a stable matrix. We provide an explicit formula for the global minimizer $X_*$. The uniqueness of the minimizer is also studied.

1. Introduction. We study the nearest stable matrix $X$ to a given unstable matrix $A \in \mathbb{R}^{n \times n}$. That is, we consider the nearest stable matrix problem:

$$\inf_{X \in \mathbb{S}^{n \times n}} \| A - X \|_F,$$

(1.1)

where $\| \cdot \|_F$ denotes the Frobenius norm of a matrix and $\mathbb{S}^{n \times n}$ is the set of all stable matrices of size $n \times n$. Here, a matrix $X$ is stable, denoted by $X \in \mathbb{S}^{n \times n}$, if all eigenvalues of $X$ are in the closed left half of the complex plane, denoted by $\mathbb{C}_{\leq}$, and all eigenvalues on the imaginary axis are semisimple. This kind of problem occurs in system identification or system modification. The measurements included noise or truncation may happen that the model system is unstable. Hence, we need to modify the errors of the unstable system and obtain a suitable system. Such problems have been considered and investigated in many contexts [2, 4, 5, 9]. For continuous-time systems, [9] presents an algorithm that constructs a sequence of successive stable iterates to compute a nearby stable approximation $X$. A reformulation of (1.1) is studied by using linear dissipative Hamiltonian systems in [7]. The authors of [4] use the projected gradient descent method to solve such a problem. In paper [1], a block coordinate descent method for this optimization problem (1.1) is proposed. The nearest stable matrix pair problems have been considered in [2]. For a discrete-time system, the nearest stable matrix problems have been investigated in [3, 9].

It is easily seen that the set $\mathbb{S}^{n \times n}$ is not open because the eigenvalues of a stable matrix are in $\mathbb{C}_{\leq}$. In addition, it is also not closed, because $A_\varepsilon = \begin{bmatrix} 0 & 1 \\ 0 & \varepsilon \end{bmatrix}$ with
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\( \varepsilon < 0 \) is stable but the imaginary eigenvalue of \( \lim_{\varepsilon \to 0} A_\varepsilon = \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix} \) are not semisimple. Hence, the solution of problem (1.1) may not exist. Further, we have

\[
\inf_{X \in S^{n \times n}} \|A - X\|_F = \min_{X \in cl(S^{n \times n})} \|A - X\|_F,
\]

where \( cl(S^{n \times n}) = \{ X \in \mathbb{R}^{n \times n} \mid \text{all eigenvalues of } X \text{ are in } \mathbb{C}_\leq \} \) is the closure of the set \( S^{n \times n} \). The set \( cl(S^{n \times n}) \) of stable matrix is nonconvex, and therefore it is in general difficult to compute a globally optimal solution to problem (1.2).

The optimization problem (1.1) is difficult and possibly can only be solved by efficient numerical schemes. To simplify this problem, we consider that the unstable matrix \( A \) is a real \( 2 \times 2 \) matrix, i.e., \( n = 2 \). To be more precise, we consider the optimization problem

\[
\min_{X \in cl(S^{2 \times 2})} \|A - X\|_F,
\]

where \( A \in \mathbb{R}^{2 \times 2} \) is an unstable matrix. Denote by \( X_* \in \mathbb{R}^{2 \times 2} \) the minimizer of (1.3). In this paper, we give an explicit formula of \( X_* \) for the nearest stable matrix problem (1.3). Let \( A = \begin{bmatrix} a & b \\ c & d \end{bmatrix} \in \mathbb{R}^{2 \times 2} \) be unstable. The stable matrix \( X_* \) can be explicitly formulated as follows.

(i) If \( A \) with \( \tau = \text{tr}(A)/2 > 0 \) has complex conjugate eigenvalues. Then (1.3) has a unique minimizer \( X_* = A - \tau I \).

(ii) Suppose that \( \text{tr}(A) \leq 0 \). If \( \hat{R} = \sqrt{(a + d)^2 + (b - c)^2} > 0 \), then (1.3) has a unique minimizer

\[
X_* = R + \frac{\hat{R}}{4} \begin{bmatrix} -\sin \omega & -\sin \phi \\ \cos \omega + \cos \phi & -\sin \omega + \sin \phi \end{bmatrix},
\]

where \( R > 0 \) and \( \phi \) are in (3.8b), and \( \omega \in [0, \pi] \) satisfies \( \sin \omega = -(a + d)/\hat{R} \), \( \cos \omega = (b - c)/\hat{R} \). In addition, if \( \hat{R} = 0 \), then (1.3) has infinitely many minimizers.

(iii) Suppose that \( \text{tr}(A) > 0 \) and \( A \) has real eigenvalues. If \( b \neq c \), then (1.3) has a unique minimizer

\[
X_* = \frac{R + |b - c|}{4} \begin{bmatrix} -\sin \phi & \frac{b - c}{|b - c|} + \cos \phi \\ -\frac{-b + c}{|b - c|} + \cos \phi & \sin \phi \end{bmatrix},
\]

where \( R \) and \( \phi \) are in (3.8b). In addition, if \( b = c \), then (1.3) has exactly two minimizers.

The organization of this paper is as follows. In section 2, some preliminaries are given. In section 3, we provide an explicit formula of the minimizer of (1.3). We conclude this paper in Section 4.

2. Preliminaries. In this section, we introduce notations, definitions and some preliminary results. For a matrix \( A \in \mathbb{R}^{n \times m} \), \( A^\top \) denotes the transpose of \( A \), and the trace of \( A \), denoted by \( \text{tr}(A) \), is the sum of diagonal entries of \( A \). We use capital letters to denote matrices and lowercase (bold) letters to denote scalars (vectors).

In this paper, we consider the nearest stable matrix problem with \( n = 2 \). In the following, we quote some preliminary results for the size of matrix being 2. It is
well-known that a $2 \times 2$ orthogonal matrix is either
\[
Q_\theta = \begin{bmatrix}
\cos \theta & -\sin \theta \\
\sin \theta & \cos \theta
\end{bmatrix}
\text{ or }
\begin{bmatrix}
\cos \theta & \sin \theta \\
\sin \theta & -\cos \theta
\end{bmatrix} = Q_\theta \begin{bmatrix}
1 & 0 \\
0 & -1
\end{bmatrix}
\]  \hspace{1cm} (2.1)
for some $\theta \in [0, 2\pi)$, and the Frobenius norm $\| \cdot \|_F$ is orthogonal invariant. In the following, we quote two orthogonal transformation theorems.

**Theorem 2.1.** [6, Schur’s Theorem] Given $A \in \mathbb{R}^{2 \times 2}$ with two real eigenvalues $\lambda_1$ and $\lambda_2$, there is an orthogonal matrix $Q_\theta$ with $\theta \in [0, \pi)$ such that
\[
Q_\theta^\top AQ_\theta = \begin{bmatrix}
\lambda_1 & \alpha \\
0 & \lambda_2
\end{bmatrix} \in \mathbb{R}^{2 \times 2}.
\]

**Theorem 2.2.** Given $A \in \mathbb{R}^{2 \times 2}$, there is $\theta \in [0, \pi/2)$ such that
\[
Q_\theta^\top AQ_\theta = \begin{bmatrix}
\tau & \alpha \\
\beta & \tau
\end{bmatrix} \in \mathbb{R}^{2 \times 2},
\]  \hspace{1cm} (2.2)
where $\tau = \text{tr}(A)/2$ and $Q_\theta$ is defined in (2.1). In addition, there exists $\theta \in [0, \pi)$ such that we can require $|\alpha| \geq |\beta|$ in (2.2).

**Proof.** Let $A = \begin{bmatrix}
a_{11} & a_{12} \\
a_{21} & a_{22}
\end{bmatrix}$ and $Q_\theta = \begin{bmatrix}
\cos \theta & -\sin \theta \\
\sin \theta & \cos \theta
\end{bmatrix}$ be orthogonal. Denote $\hat{A} \equiv [\hat{a}_{ij}(\theta)] = Q_\theta^\top AQ_\theta$, and let $f(\theta) = \hat{a}_{11}(\theta) - \hat{a}_{22}(\theta)$. Then
\[
f(\theta) = (a_{11} - a_{22}) \cos^2 \theta + (a_{22} - a_{11}) \sin^2 \theta + 2(a_{12} + a_{21}) \cos \theta \sin \theta
\]
is a continuation function. Since $f(0)$ and $f(\pi/2)$ have opposite sign, there exists a $\theta \in (0, \pi/2)$ such that $f(\theta) = 0$. Hence, we have $\hat{a}_{11}(\theta) = \hat{a}_{22}(\theta) = \tau$ and (2.2) holds.

Suppose that $|\alpha| < |\beta|$ in (2.2) for some $\theta \in [0, \pi/2)$. Replacing $\theta \in [0, \pi/2)$ by $\hat{\theta} = \theta + \pi/2 \in [0, \pi)$ in (2.2), we have
\[
Q_{\hat{\theta}}^\top AQ_{\hat{\theta}} = \begin{bmatrix}
0 & 1 \\
-1 & 0
\end{bmatrix} \begin{bmatrix}
\tau & \alpha \\
\beta & \tau
\end{bmatrix} \begin{bmatrix}
0 & -1 \\
1 & 0
\end{bmatrix} = \begin{bmatrix}
\tau & -\beta \\
-\alpha & \tau
\end{bmatrix} \equiv \begin{bmatrix}
\tau & \hat{\alpha} \\
\hat{\beta} & \tau
\end{bmatrix}.
\]
Then $|\hat{\alpha}| = |\beta| > |\alpha| = |\hat{\beta}|$. This completes the proof. \hfill \Box

Let
\[
\mathcal{J}^{2 \times 2} = \{ A \in \mathbb{R}^{2 \times 2} \mid \text{A has one real eigenvalue with multiplicity 2} \}.
\]  \hspace{1cm} (2.3)
For each $A \in \mathcal{J}^{2 \times 2}$, the eigenvalue of $A$ is $\lambda = \text{tr}(A)/2$ and $(A - \lambda I)^2 = 0$. It follows from Theorem 2.2 that there exists an orthogonal matrix $Q_\theta$ such that
\[
Q_\theta^\top AQ_\theta = \begin{bmatrix}
\lambda & \alpha \\
\beta & \lambda
\end{bmatrix}.
\]
Using the fact that $(A - \lambda I)^2 = 0$, we can require $\beta = 0$, i.e.,
\[
Q^\top AQ = \begin{bmatrix}
\lambda & \alpha \\
0 & \lambda
\end{bmatrix}.
\]
This is the result of Theorem 2.1. The following lemma is useful to investigate the nearest stable matrix problem (1.2).

**Lemma 2.3.** Suppose that $A \in \mathbb{R}^{2 \times 2}$ has two real eigenvalues. If the eigenvalues of $\tilde{X} \in \mathbb{R}^{2 \times 2}$ are non-real, then
\[
\min_{X \in \mathcal{J}^{2 \times 2}} \| A - X \|_F < \| A - \tilde{X} \|_F.
\]
Assume $A(t) = A + tP$ for $t \in [0,1]$. Then $A(0) = A$ and $A(1) = \hat{A}$. Let $\lambda_1(t)$ and $\lambda_2(t)$ denote the eigenvalues of $A(t)$. Since $A(t)$ is a real $2 \times 2$ matrix, we have either $\lambda_1(t)$ and $\lambda_2(t)$ are real or $\lambda_1(t) = \bar{\lambda}_2(t)$. Now, let

$$E = \{ t \in [0,1] | \text{Im} \lambda_1(t) = -\text{Im} \lambda_2(t) \neq 0 \}.$$  

Let $t_* = \inf E$ and write $\lambda_{1,2}(t) = a(t) \pm b(t)i$ for $t \in E$. Since $\text{Im} \lambda_{1,2}(t)$ is continuous, this implies $b(t_*) = 0$. In addition, let $\{t_k\} \subset E$ such that $t_k \to t_*$. By the continuity of $\text{Re} \lambda_{1,2}(t)$, we have

$$\text{Re} \lambda_{1,2}(t_*) = \lim_{k \to \infty} a(t_k) \pm b(t_k)i = \lim_{k \to \infty} a(t_k).$$

This means that $A(t_*) \in \mathbb{J}^{2 \times 2}$. Hence, $\min_{X \in \mathbb{J}^{2 \times 2}} \|A - X\|_F \leq \|t_* P\|_F < \|P\|_F = \|A - \hat{X}\|_F.$

3. The nearest stable matrix problem. In this section, we first show that if $A \in \mathbb{R}^{2 \times 2}$ has real eigenvalues (or complex conjugate eigenvalues), then so is the minimizer $X$ of (1.3). Given a matrix $A = \begin{bmatrix} a & b \\ c & d \end{bmatrix} \in \mathbb{R}^{2 \times 2}$. Let $X \in cl(\mathbb{S}^{2 \times 2})$. It follows from Theorem 2.2 that there exists an orthogonal matrix $Q_\theta$ such that such that

$$Q_\theta^T X Q_\theta = \begin{bmatrix} \tau_X & \gamma \\ \delta & \tau_X \end{bmatrix} \in \mathbb{R}^{2 \times 2},$$

where $\tau_X = \text{tr}(X)/2 \leq 0$. Let $\tau = \text{tr}(A)/2 = (a + d)/2$. we have

$$\|A - X\|_F^2 = \|Q_\theta^T A Q_\theta - \begin{bmatrix} \tau_X & \gamma \\ \delta & \tau_X \end{bmatrix}\|_F^2 = \|(\tau - \tau_X)I + Q_\theta^T (A - \tau I) Q_\theta - \begin{bmatrix} 0 & \gamma \\ \delta & 0 \end{bmatrix}\|_F^2. \quad (3.1)$$

Denote $A_\tau = A - \tau I$. Then $\text{tr}(A_\tau) = 0$. Using the fact that $\langle A, B \rangle_F \equiv \text{tr}(B^T A)$ is an inner product and $\|A\|_F^2 = \langle A, A \rangle_F$, if $B \in \mathbb{R}^{2 \times 2}$ with $\text{tr}(B) = 0$ then $\langle I, B \rangle_F = \text{tr}(B^T) = 0$, i.e., $I$ is orthogonal to $B$ in the sense of the inner product $\langle \cdot, \cdot \rangle_F$. Since

$$\text{tr} \left( Q_\theta^T A_\tau Q_\theta - \begin{bmatrix} 0 & \gamma \\ \delta & 0 \end{bmatrix} \right) = 0,$$

it follows from (3.1) that

$$\|A - X\|_F^2 = \|(\tau - \tau_X)I\|_F^2 + \|Q_\theta^T A_\tau Q_\theta - \begin{bmatrix} 0 & \gamma \\ \delta & 0 \end{bmatrix}\|_F^2. \quad (3.2)$$

First, we consider the matrix $A$ is unstable and has complex conjugate eigenvalues. In this case, we have $\tau = \text{tr}(A)/2 > 0$. The following theorem gives the form of the minimizer of (1.3). The minimizer has complex conjugate eigenvalues.

**Theorem 3.1.** Let $A \in \mathbb{R}^{2 \times 2}$ with $\tau = \text{tr}(A)/2 > 0$ have complex conjugate eigenvalues. Then (1.3) has a unique minimizer $X_* = A_\tau \equiv A - \tau I$ and the optimal value of (1.3) is $\sqrt{2}\tau$.

**Proof.** Assume $X_*$ is the minimizer of (1.3). Since $X_* \in cl(\mathbb{S}^{2 \times 2})$, $\tau_{X_*} = \text{tr}(X_*)/2 \leq 0$. From (3.2), we conclude that

$$\|A - X_*\|_F^2 \geq \|\tau I\|_F^2 = 2\tau^2. \quad (3.3)$$
Since the eigenvalues of $A$ are complex conjugate, so is $A_\tau = A - \tau I$. Furthermore, the real part of eigenvalues of $A_\tau$ is 0, hence, $A_\tau \in cl(S^{2 \times 2})$. Since $\|A - A_\tau\|^2_F = 2\tau^2$, it follows from (3.3) that $X = A_\tau$ is the unique minimizer of (1.3). \( \square \)

Next, we consider the unstable matrix $A$ has real eigenvalues and show that the minimizer of (1.3) also has real eigenvalues. To prove this, we consider the optimization problem:

$$\min_{X \in \mathbb{J}^{2 \times 2}} \|A_\tau - X\|^2_F, \quad (3.4)$$

where $\mathbb{J}^{2 \times 2}$ is defined in (2.3), $A_\tau = A - \tau I$, and $\tau = \text{tr}(A)/2$. Then $\text{tr}(A_\tau) = 0$ and $A_\tau$ has real eigenvalues. Using the fact that $\| \cdot \|_F$ is orthogonal invariant, it follows from Theorem 2.2 that we can first assume the matrix $A_\tau$ in (3.4) has the form

$$A_\tau = \begin{bmatrix} 0 & \alpha \\ \beta & 0 \end{bmatrix} \quad \text{with } |\alpha| \geq |\beta| \text{ and } \alpha \beta \geq 0. \quad (3.5)$$

The following lemma gives the minimizer of (3.4).

**Lemma 3.2.** Let $A_\tau \in \mathbb{R}^{2 \times 2}$ have the form in (3.5). Then $\tilde{X} = \begin{bmatrix} 0 & \alpha \\ 0 & 0 \end{bmatrix} \in \mathbb{J}^{2 \times 2}$ is a minimizer of (3.4).

**Proof.** Let $X \in \mathbb{J}^{2 \times 2}$. Using the definition of $\mathbb{J}^{2 \times 2}$ and Theorem 2.1, there exists $\theta$ such that $X = Q_\theta^T \begin{bmatrix} \lambda & \gamma \\ 0 & \lambda \end{bmatrix} Q_\theta$. Then

$$\|A_\tau - X\|^2_F = \|\lambda I\|^2_F + \|A_\tau - Q_\theta^T \begin{bmatrix} 0 & \gamma \\ 0 & 0 \end{bmatrix} Q_\theta\|^2_F \geq \sigma^2_{\min}(A_\tau), \quad (3.6)$$

where $\sigma_{\min}(A_\tau) = |\beta|$ is the smallest singular value of $A_\tau$. Here, the last inequality of (3.6) holds because $\|\lambda I\|^2_F \geq 0$ and $Q_\theta^T \begin{bmatrix} 0 & \gamma \\ 0 & 0 \end{bmatrix} Q_\theta$ is a rank-1 matrix. Let $\tilde{X} = \begin{bmatrix} 0 & \alpha \\ 0 & 0 \end{bmatrix} \in \mathbb{J}^{2 \times 2}$. Then $\|A_\tau - \tilde{X}\|^2_F = |\beta|^2 = \sigma^2_{\min}(A_\tau)$, i.e., the equality of (3.6) holds. This completes the proof. \( \square \)

Now we are ready to prove that if the unstable matrix $A$ has real eigenvalues, then so is the minimizer $X$ of (1.3).

**Theorem 3.3.** Let $A \in \mathbb{R}^{2 \times 2}$ be an unstable matrix and have real eigenvalues. Then the minimizer of (1.3) has real eigenvalues.

**Proof.** We prove it by contradiction. Suppose that the minimizer $X_* \in cl(S^{2 \times 2})$ has two complex conjugate eigenvalues $\lambda \pm i\varepsilon$, where $\lambda \leq 0$ and $\varepsilon > 0$. First, we claim that $\lambda = 0$. Suppose that $\lambda < 0$. Then there exists $\rho > 0$ such that

$$B_\rho(X_*) = \{ B \in \mathbb{R}^{2 \times 2} \mid \|B - X_*\|_F < \rho \} \subseteq S^{2 \times 2}.$$

Because $A \notin S^{2 \times 2}$, this implies that the minimizer $X_*$ should be in the boundary of the $cl(S^{2 \times 2})$. This contradicts to the assumption $\lambda < 0$. Hence, $\lambda = 0$ and $\text{tr}(X_*) = 0$. Let $\tau = \text{tr}(A)/2$ and $A_\tau = A - \tau I$. Then we have

$$\|A - X_*\|^2_F = \|\tau I\|^2_F + \|A_\tau - X_*\|^2_F.$$
Since $X_*$ is a minimizer of (1.3), we obtain

$$X_* = \arg \min_{X \in \mathcal{S}(S^{2 \times 2})} \| A_r - X \|_F.$$  

From Lemma 2.3, we have $\min_{X \in \mathcal{S}(S^{2 \times 2})} \| A_r - X \|_F < \| A_r - X_* \|_F$. Let $\tilde{X} \in \mathcal{S}(S^{2 \times 2})$ be the minimizer of $\min_{X \in \mathcal{S}(S^{2 \times 2})} \| A_r - X \|_F$. We have

$$\| A - \tilde{X} \|_F^2 = \| \tau I \|_F^2 + \| A_r - \tilde{X} \|_F^2 < \| \tau I \|_F^2 + \| A_r - X_* \|_F^2 = \| A - X_* \|_F^2.$$  

From Lemma 3.2, we obtain $\tilde{X} \in \mathcal{S}(S^{2 \times 2})$. This is a contradiction because $X_*$ is a minimizer of (1.3).

Theorem 3.3 shows that the nearest stable matrix $X_*$ of the unstable matrix $A$ has real eigenvalues when the eigenvalues of $A$ are real. In the following, we will give an explicit formula for $X_*$. Let $A \in \mathbb{R}^{2 \times 2}$ be unstable and have real eigenvalues. It follows from Theorem 3.3 that the nearest stable matrix $X_*$ has real eigenvalues. Hence, there exists an orthogonal matrix $Q_{\theta_*}$ such that $Q_{\theta_*} X Q_{\theta_*}$ is upper triangular. In order to investigate the minimizer, we define a function $\Delta : \mathbb{R}^{2 \times 2} \to \mathbb{R}^{2 \times 2}$ by

$$\Delta \left( \begin{bmatrix} a & b \\ c & d \end{bmatrix} \right) = \begin{bmatrix} \chi(a) & b \\ 0 & \chi(d) \end{bmatrix},$$

where $\chi(x) = x$ if $x \leq 0$ and $\chi(x) = 0$ if $x > 0$. It is easily seen that $\Delta(A)$ is the upper triangular matrix which is closet to $A$ in $\mathcal{S}(S^{2 \times 2})$.

Let $A = \begin{bmatrix} a & b \\ c & d \end{bmatrix} \in \mathbb{R}^{2 \times 2}$. Suppose that $Q_{\theta}$ in (2.1) is an orthogonal matrix. Then

$$Q_{\theta}^T A Q_{\theta} = \begin{bmatrix} (a + d) - (d - a) \cos 2 \theta + (b + c) \sin 2 \theta & (b - c) - (b + c) \cos 2 \theta + (d - a) \sin 2 \theta \\ (b + c) - (b - d) \cos 2 \theta + (d + a) \sin 2 \theta & (a - d) - (a + c) \cos 2 \theta + (b - c) \sin 2 \theta \end{bmatrix}$$

and

$$R = \sqrt{(a - d)^2 + (b + c)^2}, \quad u = 2 \theta - \phi, \quad (3.8b)$$

where $\phi \in [0, 2\pi)$ satisfies $R \sin \phi = d - a, R \cos \phi = b + c$. By Theorem 3.3, we assume that eigenvalues of $X$ are real and nonpositive. It follows from Theorem 2.1 that there are a rotation matrix $Q_{\theta}$ and an upper triangular matrix $U$ such that $Q_{\theta}^T A Q_{\theta} = U$. Then

$$\| A - X \|_F = \| Q_{\theta}^T (A - X) Q_{\theta} \|_F = \| Q_{\theta}^T A Q_{\theta} - U \|_F,$$

and hence, (1.3) is equivalent

$$\min_{Q_{\theta}, U} \| Q_{\theta}^T A Q_{\theta} - U \|_F = \min_{Q_{\theta}} \| Q_{\theta}^T A Q_{\theta} - U \|_F.$$  

Using the definition of $\Delta(\cdot)$ in (3.7), we let

$$\Delta_{\theta} = \Delta(Q_{\theta}^T A Q_{\theta}) \in \mathcal{S}(S^{2 \times 2}) \text{ for } \theta \in \mathbb{R}. \quad (3.9)$$

Then $\Delta_{\theta}$ is a continuous periodic function. For each rotation matrix $Q_{\theta}$, the minimizer of $\min_U \| Q_{\theta}^T A Q_{\theta} - U \|_F$ attains at $U = \Delta_{\theta}$. Since $\| Q_{\theta}^T A Q_{\theta} - \Delta_{\theta} \|_F^2 = \| A \|_F^2 - \| \Delta_{\theta} \|_F^2$, let $\theta_*$ be the minimizer of

$$\min_{\theta \in [0, \pi]} \| Q_{\theta}^T A Q_{\theta} - \Delta_{\theta} \|_F^2 = \| A \|_F^2 - \max_{\theta \in [0, \pi]} \| \Delta_{\theta} \|_F^2. \quad (3.10)$$

Then we have $X_* = Q_{\theta_*}^T \Delta_{\theta_*} Q_{\theta_*} \in \mathcal{S}(S^{2 \times 2})$ is a minimizer of (1.3).
Remark 3.1. If \( R = 0 \), then \( a = d \) and \( b = -c \). The matrix \( A \) has complex conjugate eigenvalues \( a \pm ib \). The nearest stable matrix \( X_* \) has been shown in Theorem 3.1. Hence, we require \( R > 0 \) in the following.

We study the problem \((1.3)\) for two different cases \( \text{tr}(A) \leq 0 \) and \( \text{tr}(A) > 0 \). In the following theorem, we show the results of the optimization problem \((1.3)\) when \( \text{tr}(A) \leq 0 \).

**Theorem 3.4.** Let \( A = \begin{bmatrix} a & b \\ c & d \end{bmatrix} \in \mathbb{R}^{2 \times 2} \) with \( \text{tr}(A) \leq 0 \) be an unstable matrix. Let \( R = \sqrt{(a - d)^2 + (b + c)^2} > 0, \phi \in [0, 2\pi) \) in \((3.8b)\) and \( \hat{R} = \sqrt{(a + d)^2 + (b - c)^2} \).

(i) If \( \hat{R} > 0 \), then \((1.3)\) has a unique minimizer

\[
X_* = \frac{R + \hat{R}}{4} \begin{bmatrix} -\sin \omega - \sin \phi & \cos \omega + \cos \phi \\ -\cos \omega + \cos \phi & -\sin \omega + \sin \phi \end{bmatrix},
\]

where \( \omega \in [0, \pi) \) satisfies \( \sin \omega = -(a + d)/\hat{R}, \cos \omega = (b - c)/\hat{R} \). In addition, the optimal value of \((1.3)\) is \((R - \hat{R})/2\).

(ii) If \( \hat{R} = 0 \), the \((1.3)\) has infinitely many minimizers. The solutions are

\[
X_* = \frac{R}{4} \begin{bmatrix} -\sin u - \sin \phi & \cos u + \cos \phi \\ -\cos u + \cos \phi & -\sin u + \sin \phi \end{bmatrix}
\]

for \( u \in [0, \pi) \)

and the optimal value of \((1.3)\) is \( R/2 \).

**Proof.** Since \( A \) is unstable and \( \text{tr}(A) \leq 0 \), we obtain that the eigenvalues of \( A \) are real. Suppose that \( X_* \in \text{cl}(S^{2 \times 2}) \) is a minimizer of \((1.3)\). It follows from Theorem 3.3 that \( X_* \) has real eigenvalues. From Theorem 2.1, there exists \( \theta_* \in [0, \pi) \) such that \( \Delta_* = Q_{\theta_*}^T X_* Q_{\theta_*} \) is upper triangular, and the diagonal entries of \( \Delta_* \) are nonpositive, where \( Q_{\theta_*} \) in \((2.1)\) is orthogonal. Next, we will find the angular \( \theta_* \).

The angular \( \theta_* \in [0, \pi) \) is the minimizer of \((3.10)\) and \( \Delta_{\theta_*} \) in \((3.9)\) is the Schur form of \( X_* \). Since \( A \) is unstable, the minimizer \( X_* \) can not stay in the interior of \( S^{2 \times 2} \), i.e., \( \Delta_{\theta_*} \) has at least one zero diagonal entry. From \((3.7)\) and \((3.8a)\), we obtain that

\[
\theta_* \in \{ \theta \in [0, \pi) \mid |a + d| \leq R|\sin u| \text{ and } u = 2\theta - \phi \},
\]

where \( \phi \) is given in \((3.8b)\). Let \( u = 2\theta - \phi \). Since \( \text{tr}(A) = a + d \leq 0 \), \( \Delta_{\theta} \) can have the following two possibilities:

\[
\Delta_{\theta} = \begin{cases} \frac{1}{2} \begin{bmatrix} 0 & (b - c) + R \cos u \\ (a + d) - R \sin u \\ (a + d) + R \sin u & (b - c) + R \cos u \\ 0 & 0 \end{bmatrix}, & \text{if } \sin u \geq \frac{-(a + d)}{R}, \\ \frac{1}{2} \begin{bmatrix} 0 & (b - c) \\ (a + d) - R \sin u \\ (a + d) + R \sin u & (b - c) + R \cos u \\ 0 & 0 \end{bmatrix}, & \text{if } \sin u \leq \frac{a + d}{R}. \end{cases}
\]

From \((3.10)\), the angular \( \theta_* \) is the maximizer of \( \max_{\theta \in [0, \pi)} \|\Delta_{\theta}\|_F \).

For assertion (i), suppose that \( \hat{R} = \sqrt{(a + d)^2 + (b - c)^2} > 0 \). Since \( \text{tr}(A) = a + d \leq 0 \) and \( A \) is unstable, we obtain that \( \det(A) < 0 \) and there exists \( \omega \in [0, \pi) \) such that

\[
\begin{bmatrix} a + d \\ b - c \end{bmatrix} = \hat{R} \begin{bmatrix} -\sin \omega \\ \cos \omega \end{bmatrix}.
\]
Using $R^2 - \hat{R}^2 = 4(bc - ad) = -4\det(A) > 0$ leads to $R > \hat{R}$. Let $u_* = \omega$ (or $u_* = -\omega$), then $u_*$ satisfies
\[
\sin u_* = \sin \omega = \frac{-(a + d)}{R} > \frac{-(a + d)}{\hat{R}} \quad \left( \text{or } \sin \omega = \frac{a + d}{R} < \frac{a + d}{\hat{R}} \right).
\]
From (3.10), (3.13), and (3.14), and $u = 2\theta - \phi$, we obtain that $\theta_{*1} = (\omega + \phi)/2$ and $\theta_{*2} = (-\omega + \phi)/2$ are two maximizers of $\max_{\theta \in [0, \pi)} \|\Delta_\theta\|_F$. Hence,
\[
X_{*1} = Q_{\theta_{*1}} \Delta_{\theta_{*1}} Q_{\theta_{*1}}^T \quad \text{and} \quad X_{*2} = Q_{\theta_{*2}} \Delta_{\theta_{*2}} Q_{\theta_{*2}}^T.
\]
are two minimizers of (1.3), where
\[
\Delta_{\theta_{*1}} = \frac{R + \hat{R}}{2} \begin{bmatrix} 0 & \cos \omega \\ \sin \omega & 0 \end{bmatrix} \quad \text{and} \quad \Delta_{\theta_{*2}} = \frac{R + \hat{R}}{2} \begin{bmatrix} -\sin \omega & \cos \omega \\ 0 & 0 \end{bmatrix}. \tag{3.15b}
\]

Now, we claim that $X_{*1} = X_{*2}$. From (3.15) and using $\theta_{*1} - \theta_{*2} = \omega$, we have
\[
X_{*2} = Q_{\theta_{*2}} X_{*1} Q_{\theta_{*1}}^T = Q_{\theta_{*2}} (Q_{\theta_{*1}} \Delta_{\theta_{*1}} Q_{\theta_{*1}}^T) Q_{\theta_{*2}}^T
\]
\[
= \frac{R + \hat{R}}{2} Q_{\theta_{*1}} \begin{bmatrix} \cos \omega & \sin \omega \\ -\sin \omega & \cos \omega \end{bmatrix} \begin{bmatrix} -\sin \omega & \cos \omega \\ 0 & 0 \end{bmatrix} \begin{bmatrix} \cos \omega & -\sin \omega \\ \sin \omega & \cos \omega \end{bmatrix} Q_{\theta_{*2}}^T
\]
\[
= \frac{R + \hat{R}}{2} Q_{\theta_{*1}} \begin{bmatrix} 0 & \cos \omega \\ \sin \omega & 0 \end{bmatrix} Q_{\theta_{*2}}^T = X_{*1}.
\]
This shows that (1.3) has a unique solution $X_* = X_{*1} = X_{*2}$. Using product-to-sum identities of trigonometric functions, we obtain (3.11). In addition, it follows from (3.10) and (3.15b) that the square of the optimal value is
\[
\|A - X_*\|^2_F = (a^2 + b^2 + c^2 + d^2) - \frac{(R + \hat{R})^2}{4} = \frac{(R - \hat{R})^2}{4}.
\]
Hence, assertion (i) holds.

For assertion (ii), if $\hat{R} = \sqrt{(a + d)^2 + (b - c)^2} = 0$, then $A = \begin{bmatrix} a & b \\ b & -a \end{bmatrix}$ and
\[
\Delta_\theta = \begin{cases} \frac{R}{2} \begin{bmatrix} \sin u & \cos u \\ 0 & 0 \end{bmatrix}, & \text{if } u \in [\pi, 2\pi), \\ \frac{R}{2} \begin{bmatrix} 0 & \cos u \\ \sin u & 0 \end{bmatrix}, & \text{if } u \in [0, \pi), \end{cases} \tag{3.16}
\]
where $u = 2\theta - \phi \in [0, 2\pi)$. It is easily seen that $\|\Delta_\theta\|_F = R/2$ for each $\theta \in [0, \pi)$. Let
\[
X_*(u) = Q_{\frac{u + \pi}{2}} \Delta_{\frac{u + \pi}{2}} Q_{\frac{u + \pi}{2}}^T, \quad \text{for } u \in [0, 2\pi).
\]
Then $X_*(u)$ are minimizers of (1.3). For each $u \in [0, \pi)$, let $\tilde{u} = 2\pi - u \in [\pi, 2\pi)$, then
\[
X_*(u) = Q_{\frac{u + \pi}{2}} \Delta_{\frac{u + \pi}{2}} Q_{\frac{u + \pi}{2}}^T = Q_{\frac{u + \pi}{2}} (Q_{u - \pi} \Delta_{u - \pi} Q_{u - \pi}) Q_{\frac{u + \pi}{2}}^T
\]
\[
= \frac{R + \hat{R}}{2} Q_{\frac{u + \pi}{2}} \begin{bmatrix} -\cos u & \sin \tilde{u} \\ \sin u & -\cos \tilde{u} \end{bmatrix} \begin{bmatrix} \sin \tilde{u} & \cos \tilde{u} \\ 0 & 0 \end{bmatrix} \begin{bmatrix} -\cos u & \sin \tilde{u} \\ \sin u & -\cos \tilde{u} \end{bmatrix} Q_{\frac{u + \pi}{2}}^T
\]
\[
= \frac{R + \hat{R}}{2} Q_{\frac{u + \pi}{2}} \begin{bmatrix} \cos u & \sin \tilde{u} \\ -\sin u & \cos \tilde{u} \end{bmatrix} \begin{bmatrix} -\sin \tilde{u} & \cos \tilde{u} \\ 0 & 0 \end{bmatrix} \begin{bmatrix} \cos u & -\sin \tilde{u} \\ \sin u & \cos \tilde{u} \end{bmatrix} Q_{\frac{u + \pi}{2}}^T
\]
\[
= \frac{R + \hat{R}}{2} Q_{\frac{u + \pi}{2}} \begin{bmatrix} 0 & \cos \tilde{u} \\ \sin \tilde{u} & 0 \end{bmatrix} Q_{\frac{u + \pi}{2}}^T = X_*(u).
\]

Similarly, using (3.16) and product-to-sum identities of trigonometric functions, we obtain (3.12) and the optimal value is $R/2$. This completes the proof. $\Box$
In the following, we show the minimizer of (1.3) when the unstable $A$ has $\text{tr}(A) > 0$.

**Theorem 3.5.** Let $A = \begin{bmatrix} a & b \\ c & d \end{bmatrix} \in \mathbb{R}^{2 \times 2}$ with $\text{tr}(A) > 0$ have real eigenvalues. Let $R = \sqrt{(a-d)^2 + (b+c)^2} > 0$ and $\phi \in [0,2\pi)$ in (3.8b).

(i) If $b \neq c$, then (1.3) has a unique minimizer

$$X_\ast = \frac{R + |b-c|}{4} \begin{bmatrix} -\sin \phi & \frac{b-c}{|b-c|} + \cos \phi \\ \frac{-b+c}{|b-c|} + \cos \phi & \sin \phi \end{bmatrix}.$$  

(3.17)

In addition, the optimal value of (1.3) is $\frac{1}{2} \sqrt{4||A||_F^2 - ((b-c) + R)^2}$.

(ii) If $b = c$, then (1.3) has two minimizers

$$X_{\ast \pm} = \frac{R}{4} \begin{bmatrix} -\sin \phi & \pm 1 + \cos \phi \\ \mp 1 + \cos \phi & \sin \phi \end{bmatrix}.$$  

(3.18)

In addition, the optimal value of (1.3) is $\frac{1}{2} \sqrt{4||A||_F^2 - R^2}$.

**Proof.** Suppose that $A$ with $\text{tr}(A) = a + d > 0$ has real eigenvalues. Let $X_\ast \in \text{cl}(S^{2 \times 2})$ is a minimizer of (1.3). It follows from Theorem 3.3 that $X_\ast$ has real eigenvalues. Then there exists an angular $\theta_\ast \in [0,\pi)$ such that $\Delta_{\theta_\ast}$ in (3.9) is the Schur form of $X_\ast$ and $\theta_\ast$ is the minimizer of (3.10). Next, we will find the angular $\theta_\ast$.

(i) Suppose that $b \neq c$. First, we consider $b > c$. For each $\theta \in [0,\pi)$, let $u = 2\theta - \phi$. Using $a + d > 0$ and (3.8a), we know that

$$\Delta_\theta = \begin{cases}
\frac{1}{4} \begin{bmatrix} (a+d) + R\sin u & (b-c) + R\cos u \\
0 & 0 \end{bmatrix}, & \text{if } \sin u \leq \frac{-(a+d)}{R}, \\
\frac{1}{4} \begin{bmatrix} 0 & (b-c) + R\cos u \\
0 & (a+d) - R\sin u \end{bmatrix}, & \text{if } \sin u \geq \frac{a+d}{R}, \\
\frac{1}{4} \begin{bmatrix} 0 & (b-c) + R\cos u \\
0 & 0 \end{bmatrix}, & \text{if } \frac{-(a+d)}{R} \leq \sin u \leq \frac{a+d}{R}.
\end{cases}$$

For the case $\frac{-(a+d)}{R} \leq \sin u \leq \frac{a+d}{R}$, we have the maximal value of $||\Delta_\theta||_F$ is $(|b-c| + R)/2$ when $u = u_\ast = 0$. For the cases $\sin u \leq \frac{-(a+d)}{R} < 0$ or $\sin u \geq \frac{a+d}{R} > 0$, since $a + d > 0$ and $(a+d) - R|\sin u| < 0$, then

$$||\Delta_\theta||_F = \frac{1}{2} \left\| \begin{bmatrix} (b-c) + R\cos u \\
(a+d) - R|\sin u| \end{bmatrix} \right\| < \frac{1}{2} \left\| \begin{bmatrix} (b-c) + R\cos u \\
-R|\sin u| \end{bmatrix} \right\| \leq \frac{|b-c| + R}{2}.$$  

(3.19)

Hence, the maximizer of $\max_{\theta \in [0,\pi]} ||\Delta_\theta||_F$ attains at the case $\frac{-(a+d)}{R} \leq \sin u \leq \frac{a+d}{R}$ and $\theta_\ast = (u_\ast + \phi)/2 = \phi/2$ is the unique maximizer. In this case,

$$X_\ast = Q_{\theta_\ast} \Delta_{\theta_\ast} Q_{\theta_\ast}^T = \frac{|b-c| + R}{2} \begin{bmatrix} \cos \frac{\phi}{2} & -\sin \frac{\phi}{2} \\
\sin \frac{\phi}{2} & \cos \frac{\phi}{2} \end{bmatrix} \begin{bmatrix} 0 & 1 \\
0 & 0 \end{bmatrix} \begin{bmatrix} \cos \frac{\phi}{2} & \sin \frac{\phi}{2} \\
-\sin \frac{\phi}{2} & \cos \frac{\phi}{2} \end{bmatrix}$$

$$= \frac{R + |b-c|}{4} \begin{bmatrix} -\sin \phi & 1 + \cos \phi \\
-1 + \cos \phi & \sin \phi \end{bmatrix}.$$  

is the unique minimizer of (1.3). The matrix $X_\ast$ is the same as (3.17) for $b > c$.

Next, we consider the case $b < c$ in $A$. Let $\hat{A} \equiv \begin{bmatrix} \hat{a} & \hat{b} \\ \hat{c} & \hat{d} \end{bmatrix} = \begin{bmatrix} a & c \\ b & d \end{bmatrix} = A^T$.

From (3.8b), we have $\hat{R} \equiv \sqrt{(\hat{a} - \hat{d})^2 + (\hat{b} + \hat{c})^2} = R$ and $\phi = \phi$. Since $b = c > b = \ldots$
Hence, for the case $b \leq c$ in $A$, the minimizer of (1.3) is
\[
X_\ast = \begin{cases}
\frac{R + |b - c|}{4} & \begin{bmatrix} -\sin \phi & 1 + \cos \phi \\ -1 + \cos \phi & \sin \phi \end{bmatrix} \\
\frac{R + |b - c|}{4} & \begin{bmatrix} -\sin \phi & 1 + \cos \phi \\ -1 + \cos \phi & \sin \phi \end{bmatrix}
\end{cases}
\]
Hence, for the case $b < c$ in $A$, the minimizer of (1.3) is
\[
X_\ast = \hat{X}_\ast^\top = \frac{R + |b - c|}{4} \begin{bmatrix} -\sin \phi & -1 + \cos \phi \\ 1 + \cos \phi & \sin \phi \end{bmatrix}.
\]
The matrix $X_\ast$ coincides with the formula (3.17) with $b < c$.

In addition, it follows from (3.10) and (3.19) that the optimal value of (1.3) is
\[
\frac{1}{2} \sqrt{4|A| - (|b - c| + R)^2}.
\]

(ii) Assume that $b = c$. A similar argument to (i) shows that the maximal value of $\|\Delta \phi\|_F$ is $R/2$ when $u = u_1 = 0$ or $u = u_2 = \pi$. Let $\theta_\ast_1 = \phi/2$ and $\theta_\ast_2 = (\pi + \phi)/2$. Then $\theta_\ast_1$ and $\theta_\ast_2$ are two minimizers of max$_{\theta \in [0, \pi]} \|\Delta \phi\|_F$. Since
\[
X_{\ast 1} = Q_{\theta_\ast 1} \Delta_{\theta_\ast 1} Q_{\theta_\ast 1}^\top = \frac{R}{2} Q_{\theta_\ast 1} \begin{bmatrix} \sin \phi & 1 + \cos \phi \\ -1 + \cos \phi & \sin \phi \end{bmatrix},
\]
\[
X_{\ast 2} = Q_{\theta_\ast 2} \Delta_{\theta_\ast 2} Q_{\theta_\ast 2}^\top = \frac{R}{2} Q_{\theta_\ast 2} \begin{bmatrix} -\sin \phi & -1 + \cos \phi \\ 1 + \cos \phi & \sin \phi \end{bmatrix},
\]
are different, (1.3) has two minimizers in (3.18). In addition, using (3.10) again, the optimal value of (1.3) is
\[
\frac{1}{2} \sqrt{4|A| - R^2}.
\]

4. Conclusion. In this paper, we provide an explicit form of the nearest stable real matrix to a $2 \times 2$ real matrix in the sense of Frobenius norm. Recently, a similar result is obtained in [8], in which the optimizer $X_\ast$ is characterized in a set of five matrices. It is also of our interest to study the nearest stable complex matrix. The difficulty arises in two parameters of $2 \times 2$ unitary matrices. For a discrete-time system, the explicit form of the nearest stable $2 \times 2$ matrix problem is also of interest. It is also of our interest to investigate the higher degree case by using current results.
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