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Abstract

We study an extremal question for the (reversible) $r-$bootstrap percolation processes. Given a graph and an initial configuration where each vertex is active or inactive, in the $r-$bootstrap percolation process the following rule is applied in discrete-time rounds: each vertex gets active if it has at least $r$ active neighbors, and an active vertex stays active forever. In the reversible $r$-bootstrap percolation, each vertex gets active if it has at least $r$ active neighbors, and inactive otherwise. We consider the following question on the $d$-dimensional torus: how many vertices should be initially active so that the whole graph becomes active? Our results settle an open problem by Balister, Bollobas, Johnson, and Walters [3] and generalize the results by Flocchini, Lodi, Luccio, Pagli, and Santoro [13].
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1 Introduction

There are many real-life phenomena that can be modeled as discrete dynamical systems of the following type: there is a set of agents with a neighborhood relation, and in each time step, the state of every agent is updated according to the states of its neighboring agents. Often, one is interested in understanding the long-term behavior of the system.

An example is rumor spreading in a social network. Here, a “rumor” just stands for a piece of information that agents may or may not have; for example, knowledge of a specific video. A similar example is opinion spreading. In the simplest case, every agent has at each time one of two opposite opinions but may change back and forth several times, depending on the opinions in the neighborhood. In both examples, states of agents are binary, and we distinguish active agents (who know the rumor, or have positive opinion), from the inactive ones.

In this binary scenario, a specific question concerning the long-term behavior of such a system is whether it percolates; i.e. whether eventually, all agents will be active. This is motivated by the desire to understand for example under which conditions a video becomes viral, or a specific opinion becomes dominant.

There are several reasonable ways of modeling the influence of neighboring agents. In this paper, we focus on three well-studied models. In each case, the “agents with neighborhood relation” form an undirected graph $G$, where initially, each vertex is either active or inactive. In discrete time rounds, vertices simultaneously update their state according to some fixed and deterministic rule.
In the *r-bootstrap percolation* (or shortly *r–BP*) process, an inactive vertex with at least *r* active neighbors becomes active and stays active forever. This models rumour spreading processes.

In the *reversible r-bootstrap percolation*, a vertex becomes active if it has at least *r* active neighbors, and inactive otherwise. This models opinion spreading processes. Furthermore, in the *majority model* each vertex updates its state (active or inactive) to the most frequent state in its neighborhood, and keeps its current state in case of a tie. This can be considered as a variant of the reversible *r*-bootstrap percolation where each vertex *v* has an individual threshold *r_v* depending on its degree in the graph. In the previous two models, *r* is a fixed parameter and the same for all vertices.

To understand percolation, we use the very well-studied concept of a dynamic monopoly. A *configuration* is an assignment of active/inactive states to the vertices. In (reversible) *r–BP* or majority model, a configuration is called a *dynamic monopoly*, or shortly *dynamo*, if by starting from this configuration, the graph eventually gets fully active. Furthermore, the dynamo is *monotone* if no active vertex ever becomes inactive during the process. Clearly, every dynamo in *r–BP* is also a monotone dynamo. Furthermore, in the reversible variant, each monotone dynamo is a dynamo, but not necessarily the other way around. We are interested in the size of a smallest dynamo, where the size of a configuration is the number of its active vertices. In the concrete applications, we are for example trying to understand how many (and which) initial “influencers” it takes for a video to become viral, or for an opinion to become dominant.

Although the concept of a dynamo was studied earlier, e.g. by Schonmann [26] and Balogh and Pete [6], it was formally defined and studied in the seminal work by Kempe, Kleinberg, and Tardos [20], and independently by Peleg [22], motivated from fault-local mending in distributed systems. There is a massive body of work concerning the minimum size of a (monotone) dynamo for (reversible) *r–BP* and majority model in different classes of graphs, for instance hypercube [5, 17, 21], the binomial random graph [9, 10, 12], random regular graphs [16], power-law graphs [11], planar graphs [23], and many others. Motivated from the literature of cellular automata and a range of applications in statistical physics special attention has been devoted to the *d*-dimensional torus *T*_d^n; the *d*-dimensional torus *T*_d^n is the graph with vertex set [n]^d, where two vertices are adjacent if and only if they differ by 1 mod *n* in exactly one coordinate (see Definition 1.6).

**Our contribution:** Prior works, for instance see [3, 6, 13, 17, 24], have established some lower and upper bounds on the minimum size of a (monotone) dynamo in *T*_d^n for the above models; however, several questions have remained unanswered. The main goal of the present paper is to settle these questions and provide a complete picture (see Table 1). In particular, our results settle an open problem by Balister, Bollobas, Johnson, and Walters [3] and generalize the results by Flocchini, Lodi, Luccio, Pagli, and Santoro [13]. We sometimes shortly write small *r* and large *r* respectively for 1 ≤ *r* ≤ *d* and *d* + 1 ≤ *r* ≤ 2*d*.

In the rest of this section, we elaborate on the entries of Table 1 and provide the main ideas behind our proof techniques. Let us first consider the size of a smallest dynamo in *r–BP*, which is supposed to be easier to handle due to its monotonicity. For large *r*, by applying the invariant method Balogh and Pete [6] proved the lower bound of (1 − *d*/(*r*))^*n*d − Θ(*n*d−1) on the minimum size of a dynamo in *T*_d^n and conjectured that this bound is tight (all results discussed in this paper are tight up to the terms of lower orders, here Θ(*n*d−1)), which was verified several years later by Balister et al. [3]. For small *r*, Balogh and Pete [6] claimed the size of a smallest dynamo is of order Θ(*n*r−1) and provided tight bounds for *r* = 2 and *r* = *d*. After several unsuccessful attempts (see e.g. [4, 24]), very recently Morrison and Noel [21] proved the lower bound of 1/(*r−1*)^*n*r−1. They rely on some prior results regarding the weak saturation number of *T*_d^n. Building on their results, Hambardzumyan, Hatami, and Qian [17] proved the upper bound of 1/(*r−1*)^*n*r−1, which leaves an *r*
Taking 1 + i, r−BP (small r) 1 + i(r−1)d n−1 ± Θ(n−2) \(\frac{1}{r} \) \(\frac{1}{r} \)
\([6,13]\) \([3,6]\)

reversible r−BP (large r) \((1 - \frac{d}{r})n^{d} ± \Theta(n^{d-1})\)
\((1 - \frac{d}{r})n^{d} ± \Theta(n^{d-1})\)
\([3,6]\)

majority model \((1 - \frac{d}{d+2})n^{d} ± \Theta(n^{d-1})\)
\((1 - \frac{d}{d+2})n^{d} ± \Theta(n^{d-1})\)
\([3]\)

Table 1: The minimum size of a (monotone) dynamo in \(\mathbb{T}_{n}^{d}\). Our results are marked in bold. However, the lower bound for r−BP (small r) comes from [21], and some of our results (as will be discussed in the text) were known for \(d = 2\) and \(r = d, d+1\) respectively by [6,13] and [3].

factor gap. To close this gap, we construct dynamos whose size matches the lower bound, up to the terms of lower orders.

On the other hand, there is not much known concerning the size of a smallest dynamo in reversible r−BP and \(\mathbb{T}_{n}^{d}\). Balister et al. [3] studied the problem for \(r = d, d+1\) and posed the case of \(r > d + 1\) as an open problem. To address their problem, we prove that the size of a smallest dynamo in reversible r−BP is \(2(1 - \frac{d}{r})n^{d} ± \Theta(n^{d-1})\) for \(d+1 \leq r \leq 2d\). Comparing this result with the one regarding r−BP implies the number of active vertices needed to activate the whole torus \(\mathbb{T}_{n}^{d}\) for large \(r\) and reversible r−BP is two times for r−BP.

We also study reversible r−BP for small \(r\), and interestingly, it turns out in this setting the parity of \(n\) is a determining factor. More precisely, we prove the size of a smallest dynamo in \(\mathbb{T}_{n}^{d}\) and under reversible r−BP for small \(r\) is equal to \(\frac{1}{2} \cdot (d) n^{r-1} ± \Theta(n^{r-2})\) and \(\frac{2}{r} (\frac{d}{r-1}) n^{r-1} ± \Theta(n^{r-2})\) respectively for odd \(n\) and even \(n\). As a simple example, for \(r = 1\) and \(\mathbb{T}_{n}^{1}\), which corresponds to the cycle \(C_{n}\), a single active vertex makes the cycle fully active for odd \(n\), but for even \(n\) one needs two active vertices.

Furthermore, we provide tight bounds on the size of a smallest monotone dynamo in reversible r−BP, while the answer previously was known only for the special case of \(r = d = 2\) by Flocchini et al. [13]. It is shown that the minimum size of a monotone dynamo in reversible r−BP and \(\mathbb{T}_{n}^{d}\) is \(\frac{2}{r} (\frac{d}{r-1}) n^{r-1} ± \Theta(n^{r-2})\) and \(2(1 - \frac{d}{r})n^{d} ± \Theta(n^{d-1})\) respectively for \(1 \leq r \leq d\) and \(d+1 \leq r \leq 2d\), regardless of the parity of \(n\). Interestingly, it implies that for large \(r\) dropping the monotonicity constraint has almost no impact, in the sense that the size of a smallest monotone dynamo and dynamo are the same, up to the terms of lower orders.

Our upper bounds are constructive, meaning we provide dynamos of corresponding sizes and argue that they eventually make the whole torus active. For large \(r\) we present an explicit subset of vertices which has our desired size and discuss if all vertices in this set are initially active then

| process                  | dynamo                                                                            | monotone dynamo                                                                 |
|--------------------------|-----------------------------------------------------------------------------------|----------------------------------------------------------------------------------|
| r−BP (small r)           | \(\frac{1}{r}(d) n^{r-1} ± \Theta(n^{r-2})\)                                    | \(\frac{1}{r}(d) n^{r-1} ± \Theta(n^{r-2})\)                                    |
| r−BP (large r)           | \((1 - \frac{d}{r})n^{d} ± \Theta(n^{d-1})\)                                    | \((1 - \frac{d}{r})n^{d} ± \Theta(n^{d-1})\)                                    |
| reversible r−BP (small r)| \(\frac{1+i}{r} \cdot (d) n^{r-1} ± \Theta(n^{r-2})\) \(i = 1\) if \(n\) is even, \(i = 0\) o.w. | \(\frac{2}{r} (\frac{d}{r-1}) n^{r-1} ± \Theta(n^{r-2})\)                      |
| reversible r−BP (large r)| \(2(1 - \frac{d}{r})n^{d} ± \Theta(n^{d-1})\)                                  | \(2(1 - \frac{d}{r})n^{d} ± \Theta(n^{d-1})\)                                  |
| majority model           | \((1 - \frac{d}{d+2})n^{d} ± \Theta(n^{d-1})\)                                  | \((1 - \frac{d}{d+2})n^{d} ± \Theta(n^{d-1})\)                                  |
some other subsets of vertices get active one by one until the whole torus is active. For small \( r \), we show if a specific group of \((r - 1) \)-dimensional sub-tori are fully active then the whole torus gets active and for the activation of these sub-tori we rely on our results for large \( r \). Regarding the lower bounds, we prove for any bipartite graph (with minimum degree at least \( r \)) the size of a smallest dynamo under reversible \( r \)-BP is at least twice as large as the size of a smallest dynamo under \( r \)-BP. The proof of this statement is built on the simple fact that for a bipartite graph \( G = (V \cup U, E) \) and the reversible \( r \)-BP, the states of the vertices in \( V \) in the next round only depend on the states of the vertices in \( U \) in this round and vice versa. Putting this statement in parallel with the lower bounds from \( r \)-BP and applying some small modifications provide the desired lower bounds.

In the majority model, Balister et al. \cite{3} proved the minimum size of a dynamo is equal to \((1 - \frac{d}{d+2})n^d + \Theta(n^{d-1})\). Flocchini et al. \cite{13} studied the monotone case for \( d = 2 \). We extend their results by showing that the size of a smallest monotone dynamo in the majority model is \((1 - \frac{d}{d+2})n^d + \Theta(n^{d-1})\). These results lead to the following interesting observation. In \( \mathbb{T}^d_n \), the only difference among the majority model and reversible \( r \)-BP with \( r = d \), which is also known as the biased majority model \cite{25}, is the tie-breaking rule; in case of a tie in the biased variant, a vertex always gets active while in the majority model it stays unchanged. As discussed, the size of a smallest (monotone) dynamo in the majority model is of order \( \Theta(n^d) \) while it is of order \( \Theta(n^{d-1}) \) for the biased majority. This demonstrates how minor local alternations can result in substantial changes in the global behavior of the process.

Motivated from modeling of the behavior of certain interacting particle systems like fluid flow in rocks \cite{1} and also some biological interactions \cite{7}, these processes also have been extensively studied on \( \mathbb{T}^d_n \) when the initial configuration is at random, that is each vertex is independently active with some probability \( p \), and inactive otherwise. Roughly speaking, the main result is that there is some threshold value \( p_c \) such that if \( p \) is “sufficiently” larger (similarly smaller) than \( p \) then the process gets (resp. does not get) fully active with a probability tending to one. In other words, \( p_c \) is the threshold for the initial configuration to be a dynamo. For \( r \)-BP, after a large series of papers, e.g. see the results by Aizenman and Lebowitz \cite{2}, Cerf and Cirillo \cite{8}, and Holroyd \cite{18}, finally Balogh, Bollobas, Duminil-Copin, and Morris \cite{19} found the exact value of \( p_c \). However, for reversible \( r \)-BP and the majority model the value of \( p_c \) is known only for the special case of \( d = 2 \) \cite{14} \cite{15} \cite{25}. Our results might shed some light on how to find the value of \( p_c \) for all dimensions.

To recapitulate, we study the minimum size of a (monotone) dynamo in \( r \)-BP, reversible \( r \)-BP, and the majority model on the \( d \)-dimensional torus \( \mathbb{T}^d_n \). Some lower and upper bounds are known by prior results, but several gaps and open problems have been left. Applying new techniques, we settle some open problems, including a problem by Balister et al. \cite{3}, and generalize some prior results, including the results by Flocchini et al. \cite{13}. All in all, our results combined with prior results provide a complete picture of the minimum size of a (monotone) dynamo in \( \mathbb{T}^d_n \) for all the aforementioned processes.

1.1 Preliminaries and Basic Definitions

Let \( G = (V, E) \) be a simple graph with vertex set \( V = \{v_1, \ldots, v_N\} \) and let \( \Omega = \{0, 1\}^N \) be our binary state space. To the vertices of \( G \) we assign an initial configuration \( \omega = (\omega_1, \ldots, \omega_N) \) such that every vertex \( v_i \in V \) has an initial state \( \omega_i \in \{0, 1\} \). We say a vertex is active if its state is 1, and inactive if its state is 0. Every function \( f = f_G : \Omega \to \Omega \) that deterministically assigns a new state to every vertex in \( G \) depending only on the states of its neighbors (plus itself) is called an updating rule, where the neighborhood of a vertex \( v \in V \) is defined to be \( N(v) := \{u \in V : \{v, u\} \in E\} \). Given an updating rule \( f \) on \( G \) and an initial configuration \( \omega \in \Omega \), the updating rule \( f \) induces a
discrete time process \( \{\omega^{(t)}\}_{t \in \mathbb{N}} \) with \( \omega^{(0)} \equiv \omega \) and \( \omega^{(t)} = f(\omega^{(t-1)}) \) for all \( t \in \mathbb{N} \).

**Definition 1.1 (reversible \( r \)-BP rule)** Let \( r \in \mathbb{N} \) and \( \omega \in \Omega \) a configuration on graph \( G = (V, E) \). The \( r \)-BP rule \( f(\cdot, r) : \Omega \to \Omega \) is defined via

\[
f(\omega_i, r) := \begin{cases} 1 & \text{if } \sum_{j \in N(v_i)} \omega_j \geq r \\ \omega_i & \text{otherwise} \end{cases}, \quad i = 1, \ldots, N.
\]

The reversible \( r \)-BP rule \( \overleftarrow{f}(\cdot, r) : \Omega \to \Omega \) is defined via

\[
\overleftarrow{f}(\omega_i, r) := \begin{cases} 1 & \text{if } \sum_{j \in N(v_i)} \omega_j \geq r \\ 0 & \text{otherwise} \end{cases}, \quad i = 1, \ldots, N.
\]

Given a graph with initial configuration \( \omega^{(0)} \), \( r \)-BP rule then induces an \( r \)-BP process \( \{\omega^{(t)}\}_{t \in \mathbb{N}} \) via \( \omega^{(t)} := f(\omega^{(t-1)}, r) \) for \( t \in \mathbb{N} \), and analogously \( \overleftarrow{f} \) induces a reversible \( r \)-BP process. A somewhat similar rule is the majority rule. This rule assigns to every vertex the most frequent state in its neighborhood, with self-preference in case of a tie.

**Definition 1.2 (majority rule)** For \( \omega \in \Omega \), the majority rule \( \overleftarrow{f}(\cdot, maj) : \Omega \to \Omega \) is given as

\[
\overleftarrow{f}(\omega_i, maj) := \begin{cases} 1 & \text{if } \sum_{j \in N(v_i)} \omega_j + \frac{\omega_i}{2} > |N(v_i)|/2 \\ 0 & \text{otherwise} \end{cases}, \quad i = 1, \ldots, N.
\]

The term \( \frac{\omega_i}{2} \) is to make sure that in case of a tie a vertex preserves its state. As before, we say this rule induces a majority process.

For \( \omega, \omega' \in \Omega = \{0, 1\}^N \), we have \( \omega \geq \omega' \iff \omega_i \geq \omega'_i \forall i = 1, \ldots, N \). Furthermore, we denote \( |\omega| := \sum_{i=1}^{N} |\omega_i| \).

Let us now formally define our main object of interest, dynamo.

**Definition 1.3 ((monotone) dynamo)** Given a graph \( G = (V, E) \) and an updating rule \( f \), a dynamo under \( f \) is an initial configuration \( \omega^{(0)} \in \Omega \) such that after some time \( t \in \mathbb{N} \) in the process \( \{\omega^{(t)}\}_{t \in \mathbb{N}} \) (induced by \( f \) and \( \omega^{(0)} \)) we have \( |\omega^{(t')}| = |V| \) for all \( t' \geq t \). If \( \omega^{(0)} \) is a dynamo and \( \omega^{(t+1)} \geq \omega^{(t)} \) for all \( t \geq 0 \) then \( \omega^{(0)} \) is called monotone.

Let \( G \) be a graph and \( r \in \mathbb{N} \) fixed. We denote

- \( m(G, r) := \min \{|\omega| : \omega \text{ is a dynamo in } r\text{-BP on } G\} \)
- \( \overleftarrow{m}(G, r) := \min \{|\omega| : \omega \text{ is a dynamo under reversible } r\text{-BP on } G\} \)
- \( \overleftarrow{m}_{\text{mon}}(G, r) := \min \{|\omega| : \omega \text{ is a monotone dynamo under reversible } r\text{-BP on } G\} \).

By definition, a monotone dynamo is also a dynamo in reversible \( r \)-BP. Furthermore, a dynamo in reversible \( r \)-BP is a dynamo in \( r \)-BP. Thus, \( m(G, r) \leq \overleftarrow{m}(G, r) \leq \overleftarrow{m}_{\text{mon}}(G, r) \).

**Definition 1.4 (stable)** Let \( \{\omega^{(t)}\} \) be the process induced by updating rule \( f \) on graph \( G \) and the initial configuration \( \omega^{(0)} \). We say an active vertex (analogously, a subset of active vertices or its induced subgraph) is stable in configuration \( \omega^{(t')} \) for some \( t' \geq 0 \) if it stays active in all upcoming configurations, i.e. \( \omega^{(t)} \) for \( t \geq t' \).
Notice in $r$–BP, any set of active vertices in a configuration is stable. In reversible $r$–BP and a 2$d$-regular graph, including $T_n^d$, for some set of active vertices $S$ in a configuration $\omega$ if each vertex in $S$ has at least $r$ neighbors in $S$ then $S$ is stable. Furthermore, let us state the following simple lemma which comes in handy several times later on.

**Lemma 1.5** In reversible $r$–BP or the majority model and a graph $G$, if for some initial configuration $\omega$ all active vertices are stable, every vertex which gets active during the process is stable.

This is simply true by an inductive argument. Initially all active vertices are stable and every time a vertex gets active it is stable since it has at least $r$ stable neighbors. This immediately implies that a dynamo whose all active vertices are stable is a monotone dynamo.

**Definition 1.6 (torus)** The $d$–dimensional torus is the graph $T_n^d = (V, E)$ with vertex set $V := \{ (x_1, \ldots, x_d) : 1 \leq x_1, \ldots, x_d \leq n \}$ and edge set

$$
E := \{ (x, x') \in V \times V : |x_j - x'_j \mod n| = 1 \text{ for some } j \text{ and } x_k = x'_k \forall 1 \leq k \neq j \leq n \}.
$$

The “$\mod n$” means that the term is reduced modulo $n$. We always assume $d$ is a fixed number as we let $n$ tend to infinity. Note that $T_n^d$ is a 2$d$–regular graph with $n^d$ vertices. Moreover, given a vertex, we can obtain its neighbors simply by adding $\pm 1 \text{ (mod } n\text{)}$ to any of its coordinates.

## 2 Results

We divide our results into two main parts, namely for large $r$ (i.e., $d + 1 \leq r \leq 2d$) and small $r$ (i.e., $1 \leq r \leq d$), which are presented in Section 2.1 and Section 2.2 respectively. We then extend our results to the majority process in Section 2.3. As a first step, we present an important relation between the size of a smallest dynamo in $r$–BP and reversible $r$–BP on bipartite graphs.

**Theorem 2.1** Let $G = (V \cup U, E)$ be a bipartite graph of minimum degree at least $r$. Then $\overline{m}(G, r) \geq 2m(G, r)$.

**Proof.** Note that the minimum degree condition is required because otherwise even a fully active configuration is not a dynamo. Let $\omega$ be a dynamo in $G$ under reversible $r$–BP. We construct a dynamo $\omega'$ of size $|\omega'| \leq |\omega|/2$ for $r$–BP. Without loss of generality, assume the number of active vertices in $V$ and configuration $\omega$ is at most $|\omega|/2$. Let $\omega'$ be the configuration where the state of each vertex in $V$ is identical to the one in $\omega$ and all vertices in $U$ are inactive. It suffices to show $\omega'$ is a dynamo in $r$–BP. To this end, we use the following observation. Let $t' \in \mathbb{N}$ and consider the states of vertices in $U$ at time $t'$. Since all vertices in $U$ are only connected to vertices in $V$, we observe that under reversible $r$–BP rule, the states of vertices in $U$ at time $t'$ depend only on those in $V$ at time $t' - 1$. Similarly, the states of the vertices in $V$ at time $t' + 1$ depend only on the states of the vertices in $U$ at time $t'$. Hence, if $t$ is even then the states of the vertices in $V$ at time $t$ depend only on the initial states (time zero) of vertices in $V$. Clearly, $\omega$ is a dynamo also in $r$–BP; let $T$ be the first even time in which the whole graph is active in $r$–BP. By putting this point in parallel with the aforementioned observation, if $r$–BP process starts from $\omega'$, all vertices in $V$ will be active at time $T$ because the states of the vertices in $V$ only depend on their initial states, which are the same in $\omega$ and $\omega'$. In the next round of $r$–BP process induced by $\omega'$, all vertices in $V$ stay active and all vertices in $U$ are activated since they all have at least $r$ neighbors in $V$. This implies that $\omega'$ is a dynamo of size at most $|\omega|/2$ in $r$–BP. $\square$
In the following sections, we will repeatedly make use of the following notations for vertex sets on $\mathbb{T}_n^d$. For $i = 0, 1$ we let $A_i := \{x \in \mathbb{T}_n^d : |x| \equiv i \mod 2\}$ be the set of all vertices in the torus whose coordinates sum to an even or odd number, respectively. If $n$ is even then this gives a bipartition of $\mathbb{T}_n^d$ into a “checker board-pattern”. We sometimes abuse the notation by writing the name of a graph instead of its vertex set. For $j = d, d + 1, \ldots, dn$ we denote the set of vertices whose coordinates sum to $j$ as $B_j := \{x \in \mathbb{T}_n^d : |x| = j\}$. Note that $B_j \subset A_i$ if and only if $j \equiv i \mod 2$. Next, to a given $r \leq d$ we let

$$K(r) := \{(j_1, \ldots, j_{d-r+1}) : 1 \leq j_1 < \cdots < j_{d-r+1} \leq d\}. \quad (1)$$

Note that $|K(r)| = \binom{d}{d-r+1} = \binom{d}{r-1}$. For $d \geq 2$, $2 \leq r \leq d$ and $k \in K(r)$ we define

$$T(k) := \{x \in \mathbb{T}_n^d : x_j = 1 \forall j = k_1, \ldots, k_{d-r+1}\} \quad \text{and} \quad D(r) := \bigcup_{k \in K(r)} T(k). \quad (2)$$

The vertices of $T(k)$ induce an $(r-1)$-dimensional sub-torus in $\mathbb{T}_n^d$. As an example, if $d = r = 2$ then $D(r)$ is simply the union of the first “row” and the first “column” of $\mathbb{T}_n^2$.

2.1 (Monotone) dynamos for large $r$

As we discussed, Balister et al. [3] proved $m(\mathbb{T}_n^d, r) = (1 - \frac{d}{r})n^d + \Theta(n^{d-1})$ for large $r$. Building on Theorem 2.1, we first prove $2(1 - \frac{d}{r})n^d - \Theta(n^{d-1}) \leq \hat{m}(\mathbb{T}_n^d, r)$ in Theorem 2.2. We then show $\hat{m}_{mon}(\mathbb{T}_n^d, r) \leq 2(1 - \frac{d}{r})n^d + \Theta(n^{d-1})$ in Theorem 2.3 by constructing a monotone dynamo of this size in reversible $r$-BP. Therefore, by applying $\hat{m}(\mathbb{T}_n^d, r) \leq \hat{m}_{mon}(\mathbb{T}_n^d, r)$, we have both $\hat{m}(\mathbb{T}_n^d, r)$ and $\hat{m}_{mon}(\mathbb{T}_n^d, r)$ are equal to $2(1 - \frac{d}{r})n^d + \Theta(n^{d-1})$.

**Theorem 2.2** For all $d \geq 1$ and $d + 1 \leq r \leq 2d$ it holds $2(1 - \frac{d}{r})n^d - \Theta(n^{d-1}) \leq \hat{m}(\mathbb{T}_n^d, r)$.

**Proof.** The statement is true for $r = 2d$ because the only dynamo is the configuration in which all vertices are active.

When $n$ is even then $\mathbb{T}_n^d$ is bipartite, and we also know that $m(\mathbb{T}_n^d, r) \geq (1 - \frac{d}{r})n^d - \Theta(n^{d-1})$ (see Table 1). Thus, applying Theorem 2.1 implies our claim.

For odd $n$, consider the torus $\mathbb{T}_{n+3}^d$. Let $\omega' \in \{0, 1\}^{n^d}$ be a smallest dynamo in $\mathbb{T}_n^d$ under reversible $r$-BP. Let $\omega$ be the configuration in $\mathbb{T}_{n+3}^d$ whose entries are taken from $\omega'$ for the vertices in $[n]^d$, and the remaining vertices in $C := [n+3]^d \setminus [n]^d$ are active. Note that the induced subgraph on $C$ has minimum degree $2d - 1$, so all vertices in $C$ stay active in reversible $r$-BP for all $r \leq 2d - 1$. Since $\omega'$ is a dynamo for reversible $r$-BP in $\mathbb{T}_n^d$ we have that $\omega$ is a dynamo in $\mathbb{T}_{n+3}^d$; this is because vertices in $C$ remain stable and so those vertices in $[n+3]^d \setminus C$ have at least as many active neighbors in every round of reversible $r$-BP process as they had in the corresponding process in $\mathbb{T}_n^d$. Since $|C| \leq 3d(n+3)^{d-1} = \Theta(n^{d-1})$, we have $|\omega| \leq |\omega'| + \Theta(n^{d-1})$. Furthermore, since $n + 3$ is even, the size of any dynamo in $\mathbb{T}_{n+3}^d$, including $\omega$, is lower-bounded by $2(1 - \frac{d}{r})(n+3)^d - \Theta(n^{d-1})$. Therefore, $2(1 - \frac{d}{r})(n+3)^d - \Theta(n^{d-1}) \leq |\omega'|$, where $\omega'$ is a smallest dynamo in $\mathbb{T}_n^d$.

We now provide a (monotone) dynamo in reversible $r$-BP of size $2(1 - \frac{d}{r})n^d + \Theta(n^{d-1})$, where $d$ we rely on some construction from [3].

**Theorem 2.3** For $d \geq 1$ and $d + 1 \leq r \leq 2d$ it holds $\hat{m}_{mon}(\mathbb{T}_n^d, r) \leq 2(1 - \frac{d}{r})n^d + \Theta(n^{d-1})$.

**Proof.** The configuration in which all vertices are active is of size $n^d$ and is a dynamo for $r = 2d$. Thus, the statement holds for $r = 2d$ and we may assume $d \geq 2$ with impunity.
Define $H := \bigcup_{j=1}^{d} \{ x \in \mathbb{T}^d_n : x_j \leq 2 \}$, which is the union of the vertices in $d$ “perpendicular” pairs of neighboring $(d - 1)$–dimensional tori in $\mathbb{T}^d_n$ (so that $|H| \leq 2dn^{d-1}$). Every vertex in $H$ has at least $2d - 1$ neighbors in $H$, so if we make the vertices in $H$ active initially then they stay active in reversible $r$–BP for all $r \leq 2d - 1$, i.e. they are stable.

In Lemma 3.3 in the appendix, we discuss that there exists a vertex set $S \subset [n]^d$ with the following properties. (The construction of $S$ and the proof of the respective properties come from the proof of Theorem 26 in [3].)

1. Every vertex in $S$ has precisely $r$ neighbors in $S$.
2. If $x \in B_j \setminus (S \cup H)$ then $x$ has precisely $r - d$ neighbors in $S \setminus B_{j-1}$.
3. $|S| \leq 2(1 - \frac{d}{r})n^d + \Theta(n^{d-1})$.

A depiction of the set $H \cup S$ for the case $d = 2$ and $r = 3$ is given in Figure 1 left, where black and white respectively represent active and inactive. We claim the configuration $\omega$ in which all vertices in $H \cup S$ are active is a monotone dynamo of our desired size. Firstly, $|\omega| \leq |S| + |H| \leq 2(1 - \frac{d}{r})n^d + \Theta(n^{d-1})$. Hence, it remains to prove $\omega$ is a monotone dynamo. Since all initially active vertices, namely the sets $H$ and $S$, are stable then by Lemma 1.5 every vertex which gets active during the process is stable. Thus, to show $\omega$ is a monotone dynamo, one must show that every vertex gets active eventually. For $t \geq 0$ let $U_t := S \cup H \cup \left( \bigcup_{j=d-1}^{d} B_j \right)$. Note that $B_j \subset H$ for all $j \leq 3d - 1$. Thus, $U_0 = S \cup H$ which is fully active in $\omega$. Given $U_0$ is active at time $t = 0$, we prove by induction that the vertices in $U_t$ are stable at time $t$ for all $t > 0$. Let $x \in B_j \subset U_t$ with $j = (3d - 1) + t$ for some $t > 0$. If $x$ is active then there is nothing to prove, so suppose otherwise. Then $x \in B_j \setminus (H \cup S)$ because $H$ and $S$ are stable. $x$ has precisely $d$ neighbors in $B_{j-1}$ because decreasing a coordinate of $x$ by one gives an element in $B_{j-1}$. Moreover, $x$ has precisely $r - d$ neighbors in $S \setminus B_{j-1}$. By the induction hypothesis, all vertices in $U_{t-1}$ are active, so in particular, all vertices in $B_{j-1}$ are active. So $x$ has $d + (r - d) = r$ active neighbors and becomes active at time $t$. This shows that $U_t$ is stable at time $t$. Since $U_{dn}$ is equal to the whole vertex set, $\omega$ is a dynamo. □

Figure 1: Left: a monotone dynamo in $\mathbb{T}^2_n$ and reversible 3–BP. Right: the top row illustrates the process induced by the construction from Theorem 2.10 for $d = r = 2$, and the bottom row illustrates how the set $A_0$ from Lemma 2.8 activates the whole torus for odd $n$ under reversible 2–BP.

In this section, we applied the fact that any lower bound on $\overline{m}(\mathbb{T}^d_n, r)$ is also a lower bound for $\overline{m}_{mon}(\mathbb{T}^d_n, r)$. However, actually we can directly prove $\overline{m}_{mon}(G, r) \geq 2(1 - \frac{d}{r^2})|G|$ for any $\Delta$–regular graph $G$. The proof uses ideas similar to the one of Theorem 25 in [3] and is given in Lemma 3.1 in the appendix, Section 3.1.

2.2 (Monotone) dynamos for small $r$

In this section we study (monotone) dynamos in $\mathbb{T}^d_n$ for $1 \leq r \leq d$. We first give the minimum size of $r$–BP dynamos and monotone reversible $r$–BP dynamos. We present our constructive
upper bounds in Theorem 2.4, and relying on prior results by Morrison and Noel [21] we provide matching lower bounds. Then, building on these results we study the minimum size of reversible $r$–BP dynamos.

**Theorem 2.4** For all $d \geq 1$ and $1 \leq r \leq d$ it holds

(i) $\overline{m}_{\text{mon}}(\mathbb{T}_{n}^{d}, r) \leq \frac{2}{r} \binom{d}{r-1} n^{r-1} + \Theta(n^{r-2})$

(ii) $m(\mathbb{T}_{n}^{d}, r) \leq \frac{1}{r} \binom{d}{r-1} n^{r-1} + \Theta(n^{r-2})$.

To prove Theorem 2.4 we first show a property of set $D(r)$ from [2].

**Lemma 2.5** Let $2 \leq r \leq d$ and $\omega$ be a configuration on $\mathbb{T}_{n}^{d}$ where the active vertices are precisely $D(r)$. Then, $\omega$ is a monotone dynamo in reversible $r$–BP, and consequently $r$–BP.

**Proof.** By the construction of $D(r)$, every vertex in $D(r)$ has at least $2(r-1) \geq r$ neighbors inside $D(r)$, so if we make all vertices in $D(r)$ active then it is stable under reversible $r$–BP. We now show $\omega$ is a monotone dynamo. Since all active vertices in $\omega$ are stable, by Lemma 1.5 every vertex which gets active during the process is stable; thus, we must show each vertex eventually gets active. First of all, it holds $B_j \subseteq D(r)$ for all $d \leq j \leq d + (r-1)$ because for $j$ in this range every vertex in $B_j$ has at least $d - r + 1$ neighbors with value one by the pigeonhole principle. For $t \geq 0$ let us set $D_t := D(r) \cup \left( \bigcup_{j=d}^{d+r-1} B_j \right)$. Then, we have $D_0 = D(r)$, and our goal is to show that after $t \geq 0$ rounds of reversible $r$–BP the set $D_t$ is stable. For $D_0$ this holds by assumption, so we now perform induction. Suppose that $D_{t-1}$ is active for some $t-1 \geq 0$. Set $j := t + (d + r - 1)$ and let $x \in B_j \subset D_t$. If $x \in D(r)$ then $x$ is already active, so suppose otherwise. When $x \not\in D(r)$, the vertex $x$ can have at most $d - r$ coordinates that are one. In particular, at least $r$ coordinates are greater than one. Decreasing any of them by one now gives a vertex in $B_{j-1}$, and every vertex in $B_{j-1}$ is stable by the induction hypothesis because $B_{j-1} \subseteq D_{t-1}$ by definition. So $x$ has $r$ active neighbors and therefore becomes active under reversible $r$–BP rule.

**Proof. (Theorem 2.4)** The statement is true for $r = 1$ because for any connected graph a configuration with a single active vertex (analogously with two adjacent active vertices) is a monotone dynamo under $r$–BP (resp. reversible $r$–BP).

(i) Recall the notation from [1] and [2]. By Lemma 2.5 it suffices to construct a configuration $\omega$ that makes all vertices in $D(r)$ active monotonically. Let $\omega_{r} \in \{0, 1\}^{n^{r-1}}$ be a smallest monotone dynamo in $\mathbb{T}_{n}^{r-1}$ in reversible $r$–BP for $r \geq 2$. From Theorem 2.3 we know that $|\omega_{r}| \leq \frac{2}{r} n^{r-1} + \Theta(n^{r-2})$. We now turn to the construction of a monotone dynamo for reversible $r$–BP in $\mathbb{T}_{n}^{d}$. For $k \in K(r)$, let $\omega^{(k)} \in \{0, 1\}^{n^{d}}$ be a smallest monotone dynamo in reversible $r$–BP in the $(r-1)$-dimensional sub-torus induced by $T(k)$. We now define $\omega \in \{0, 1\}^{n^{d}}$ as follows. Each vertex is active in $\omega$ if it is active in $\omega^{(k)}$ for some $k \in K(r)$ and inactive otherwise. Since $|K(r)| = \binom{d}{r-1}$ and $|\omega^{(k)}| \leq \frac{2}{r} n^{r-1} + \Theta(n^{r-2})$ for any $k \in K(r)$, we obtain $|\omega| \leq |K(r)| \cdot |\omega^{(k)}| \leq \frac{2}{r} \binom{d}{r-1} n^{r-1} + \Theta(n^{r-2})$.

Moreover, since $\omega^{(k)}$ is a monotone dynamo under reversible $r$–BP in the sub-torus induced by $T(k)$ for any $k \in K(r)$, all the vertices in $D(r) = \bigcup_{k \in K(r)} T(k)$ become active in reversible $r$–BP process induced by $\omega$.

(ii) Redefine $\omega^{(k)}$ to be a smallest $r$–BP dynamo on the sub-torus induced by $T(k)$, which is of size at most $\frac{1}{r} n^{r-1} + \Theta(n^{r-2})$ (see Table 1). The proof then goes analogously.

The tightness of the upper bound for $r$–BP follows from Theorem 2.6, which is a result from [21]. Furthermore, we provide Lemma 2.7 which combined with Theorem 2.6 prove the tightness of our construction for monotone dynamos in reversible $r$–BP.

**Theorem 2.6 ( [21] )** For all $d \geq 1$ and $1 \leq r \leq d$ it holds that $m(\mathbb{T}_{n}^{d}, r) \geq \frac{1}{r} \binom{d}{r-1} n^{r-1}$.
Lemma 2.7 For \(d \geq 1\) and \(1 \leq r \leq 2d\) let \(\omega\) be a monotone dynamo in \(\mathbb{T}_n^d\) and reversible \(r-BP\). Then there exists an \(r-BP\) dynamo \(\omega'\) of size \(|\omega'| \leq |\omega|/2 + \Theta(|\omega|/n)\).

Proof. Let \(W\) be the set of active vertices in \(\omega\) and define \(C := \{x \in \mathbb{T}_n^d : \exists j \text{ s.t. } x_j = n\}\) to be the “border vertices” of \(\mathbb{T}_n^d\), which are less than \(dn^{-d}\). So by shifting coordinates we may assume that \(|C \cap W| \leq \Theta(|\omega|/n)\). Moreover, there is an \(i \in \{0,1\}\) such that \(|W \cap C_i| \leq |\omega|/2\), without loss of generality \(i = 0\). Now, let \(\omega'\) be the configuration in which all vertices in \(W \cap (A_0 \cup C)\) are active. Clearly, \(|\omega'| \leq |\omega|/2 + \Theta(|\omega|/n)\). It remains to show that \(\omega'\) is a dynamo under \(r-BP\). It suffices to show that after one round of \(r-BP\) by starting from configuration \(\omega'\), all active vertices in \(\omega\) will be active because \(\omega\) is a dynamo also in \(r-BP\). All vertices in \(W \cap (A_0 \cup C)\) stay active, and all vertices in \(W \cap (A_1 \setminus C)\) become active since they have at least \(r\) active neighbors in \(\omega'\). This is true because firstly by the monotonicity of \(\omega\), each active vertex in \(\omega\) is stable, meaning it has at least \(r\) active neighbors. Furthermore, each vertex in \(A_1 \setminus C\) has all its neighbors in \(A_0 \cup C\). Thus, each vertex in \(W \cap (A_1 \setminus C)\) has \(r\) active neighbors in \(W \cap (A_1 \setminus C)\), i.e. \(\omega'\).

So far we provided tight bounds on the minimum size of monotone dynamos in \(r-BP\) and reversible \(r-BP\). In the rest of this section, we focus on dynamos in reversible \(r-BP\). We show that \(\hat{m}(\mathbb{T}_n^d, r) = 2\frac{2}{r}^{-d}n^{-1} + \Theta(n^{-2})\) for even \(n\) and \(\hat{m}(\mathbb{T}_n^d, r) = \frac{1}{r}(d^{-1})n^{-1} + \Theta(n^{-2})\) for odd \(n\). For even \(n\), by Theorem 2.4(i) we have a monotone dynamo, which is also a dynamo, of desired size. Since \(\mathbb{T}_n^d\) is a bipartite graph for even \(n\), Theorem 2.1 and Theorem 2.6 together provide a matching lower bound. For odd \(n\), the lower bound is immediate from Theorem 2.6 because \(\hat{m}(G, r) \geq m(G, r)\). Thus, it only remains to prove there is a dynamo of size \(\frac{1}{r}(d^{-1})n^{-1} + \Theta(n^{-2})\) for odd \(n\), which we do in Theorem 2.10. In order to prove this theorem let us first state Lemma 2.8 and Lemma 2.9.

Lemma 2.8 For \(\mathbb{T}_n^d\) with odd \(n\) and \(1 \leq r \leq d\), let \(\omega\) be a configuration in which \(A_0\) is fully active. Then \(\omega\) is a dynamo under reversible \(r-BP\) and for any \(1 \leq r \leq d\).

Proof. Let \(C(l) := \{x \in \mathbb{T}_n^d : \min_{c \in \{1, n\}^d} |x - c| = l\}\) for \(0 \leq l \leq d[n/2]\). The set \(C(0)\) corresponds to all “corner” vertices and \(C(l)\) are all vertices whose distance to the closest corner vertex is precisely \(l\). We first assume that \(d\) is even. Then for \(x \in C(0)\), \(|x| \equiv 0 \mod 2\) because \(n\) is odd and \(d\) is even; thus, for any \(l \geq 0\) and any \(x \in C(l), \ |x| \equiv l \mod 2\) by definition. Then, we have \(C(l) \subseteq A_i\) for \(i \in \{0, 1\}\) if \(l \equiv i \mod 2\). We show that starting from \(\omega\) the sets \(C(l)\) become stable one by one in reversible \(r-BP\) process for \(r = d\), and therefore for any \(r \leq d\) (see Figure 1 right). Firstly, \(C(0) \subseteq A_0\) is stable under \(\omega\) because each vertex in \(C(0)\) has \(d\) neighbors in \(C(0)\). For every vertex \(x = (x_1, \ldots, x_d) \in C(0)\) and any \(j = 1, \ldots, d\), if \(x_j\) is equal to 1 or \(n\), we may replace it with respectively \(n\) and 1 to get a neighboring vertex in \(C(0)\). Now we show for any \(t \geq 1\), given \(C(t')\) is stable for all \(t' < t\), the set \(C(t)\) becomes stable. At time \(t\) the set \(A_i\) is active for \(t \equiv i \mod 2\). This is because if \(A_0\) is active at time \(t - 1\) then every vertex in \(A_1\) has at least \(d\) active neighbors so becomes active at time \(t\), and vice versa. This implies \(C(t)\) is active at time \(t\). To prove the stability, we show that every vertex in \(C(t)\) has \(d\) neighbors in \(C(t - 1)\cup C(t)\). Let \(x \in C(t)\), then for every coordinate \(x_j\), if \(1 < x_j < n\) then either increasing it or decreasing it by 1 (mod \(n\)) must give a neighbor in \(C(t - 1)\) by definition. On the other hand, if \(x_j \in \{1, n\}\) then either increasing it or decreasing it (mod \(n\)) gives a neighbor in \(C(t)\). So, \(C(t)\) becomes stable at time \(t\) and since \(\bigcup_{i=0}^{[n/2]} C(t) = [n]^d\), we infer that \(\omega\) is a dynamo.

If \(A_0\) is active in the initial configuration then \(A_1\) is active in the next configuration in reversible \(r-BP\) and \(r \leq d\). Thus, for odd \(d\) the same proof works by setting the next configuration as the base case since we have \(C(l) \subseteq A_i\) for \(i \in \{0, 1\}\) if \(l \equiv i + 1 \mod 2\).
Lemma 2.9 For $T_n^d$ with $d \geq 1$ and $d + 1 \leq r \leq 2d$, let $\omega$ be a dynamo in reversible $r$–BP. Then, there exists a configuration $\omega'$ of size $|\omega'| \leq |\omega|/2 + \Theta(n^{d-1})$ such that in reversible $r$–BP process induced by $\omega'$, set $A_0$ gets active at some point.

Proof. For $r = 2d$ the claim is clear as a dynamo is of size $n^d$. So assume $r \leq 2d - 1$, and let $W$ be the set of active vertices in $\omega$. Furthermore, let $C := \{x \in T_n^d : \exists j \text{ s.t. } x_j > n - 2\}$, which is of size less than $2dn^{d-1} = \Theta(n^{d-1})$. $|W \cap A_i| \leq |W|/2$ for $i = 0$ or $i = 1$, say $i = 0$. We claim configuration $\omega'$, where exactly all vertices in $(W \cap A_0) \cup C$ are active, eventually makes set $A_0$ active. We have $|\omega'| = |(W \cap A_0) \cup C| \leq |\omega|/2 + \Theta(n^{d-1})$. Note that since $\omega$ is a dynamo, any configuration in which $W \cup C$ is fully active is also a dynamo. Let $T$ be the first even time for which all vertices are active in reversible $r$–BP with the initial configuration where exactly vertices in $W \cup C$ are active. We show that in reversible $r$–BP process induced by $\omega'$, all vertices in $A_0$ are active at time $T$. First of all, all vertices in $C$ are stable in $\omega'$ under reversible $r$–BP because they induce a subgraph of minimum degree $2d - 1$. So we only have to argue that all vertices in $A_0 \setminus C$ are active at time $T$. Notice the states of the vertices in $A_1$ at time $t$ only depend on the states of the vertices of $A_0 \cup C$ at time $t - 1$, and the states of the vertices in $A_0$ at time $t + 1$ only depend on the states of the vertices of $A_1 \cup C$ at time $t$. Since the vertices in $C$ are always active and $T$ is even, by an inductive argument the states of the vertices in $A_0 \cup C$ at time $T$ depend only on those in $A_0 \cup C$ at time zero. So reversible $r$–BP process induced by $\omega'$ makes all vertices in $A_0$ at time $T$. □

Theorem 2.10 In $T_n^d$ with odd $n$ and for $1 \leq r \leq d$, $\tilde{m}(T_n^d, r) \leq \frac{1}{r} \binom{d}{r-1} n^{r-1} + \Theta(n^{r-2})$.

Proof. For $r = 1$, consider the configuration in which only the vertex $x = (1, \cdots, 1)$ is active. After $\lceil n/2 \rceil$ rounds two adjacent vertices ($\lceil n/2 \rceil, 1, \cdots, 1$ and ($\lceil n/2 \rceil + 1, 1, \cdots, 1$) are active. Two adjacent active vertices are stable and make the whole torus active eventually.

Let now $r \geq 2$ and recall the definition of $D(r)$ and $K(r)$ from [1] and [2]. For some $k = (k_1, \ldots, k_{d-r+1}) \in K(r)$, let $\omega_r \in \{0, 1\}^{n-r}$ be a smallest dynamo in the subgraph induced by $T(k)$ under reversible $r$–BP. We know from Theorem 2.3 that $|\omega_r| \leq \frac{2}{r} n^{r-1} + \Theta(n^{r-2})$. By Lemma 2.9 we obtain a configuration $\omega'_r$ from $\omega_r$ with $|\omega'_r| \leq |\omega_r|/2 + \Theta(n^{r-2})$ such that configuration $\omega'_r$ results in the activation of the vertices in $T(k) \cap A_0$ after $T$ rounds for some $T \geq 0$. We repeat this construction for $T(k)$ for all $k \in K(r)$. Let $\omega$ be the configuration obtained by taking $\binom{d}{r-1}$ copies of such $\omega'_r$ for the vertices in $\bigcup_{k \in K(r)} T(k)$ and setting the remaining entries to zero. We claim $\omega$ is a dynamo of our desired size. Firstly, $|\omega| \leq |K(r)| \cdot |\omega'_r| \leq \frac{1}{r} \binom{d}{r-1} n^{r-1} + \Theta(n^{r-2})$. Furthermore, after $T$ rounds, all vertices in $D(r) \cap A_0$ are active because $D(r) = \bigcup_{k \in K(r)} T(k)$. We show that from a configuration where all vertices in $D(r) \cap A_0$ are active, the process makes $A_0$ fully active. Then, applying Lemma 2.8 finishes the proof.

We now argue that if $D(r) \cap A_0$ is active under reversible $r$–BP then $A_0$ becomes active (see Figure 1 right). First assume that $d$ is even. We argue that at time $T + t$ ($t \geq 0$) the set $W_t := \bigcup_{j \geq d+1 \mod 2} B_j$ is active; thus after at most $T + d(n-1)$ rounds, the set $A_0$ is eventually active. By definition, $B_j \subset D(r) \cap A_0$ for all even $j$ with $d \leq j \leq d + r - 1$. This means that at all times $t \in \mathbb{N}$, if $d \leq j \leq d + r - 1$ and $j \equiv t \mod 2$ then set $B_j$ is active at time $T + t$ because $D(r) \cap A_0$ and $D(r) \cap A_1$ are active in alternating rounds. It remains to show that $B_j$ is active at time $T + t$ for all $j$ with $(d + r - 1) < j \leq T + (d + r - 1)$ and $j \equiv t \mod 2$. For $t = 0$, this holds as we argued. We now show by induction that $W_t$ is active at time $t$ for all $t \geq 1$. To see this, let $x \in B_{j+1}$ for $j$ with $d \leq j \leq d + (d + r - 1)$ and $j + 1 \equiv t + 1 \mod 2$. We show that $x$ is active at time $T + t + 1$. If $x \in D(r)$ then this is true so let $x \notin D(r)$. Then $x$ has at least $r$ coordinates greater than one, so it has at least $r$ neighbors in $B_j$ and $B_j \subset W_t$ is active at time $t$. So $B_{j+1} \subset W_{t+1}$ is
active at time \( t + 1 \). Therefore, for all even \( t \geq d(n - 1) \) the set \( A_0 \subset W_t \) is active at time \( T + t \). If \( d \) is odd then the proof goes analogously, simply by replacing \( t \) with \( t' := t + 1 \) and switching even and odd for \( d \).

### 2.3 Monotone majority dynamos

Regarding the size of a smallest dynamo in \( T^d_n \) and the majority model, it is known \(^3\) that \( \bar{m}(T^d_n, maj) = (1 - \frac{d}{d+1})n^d + \Theta(n^{d-1}) \). However, \( \bar{m}_{mon}(T^d_n, maj) \) is only known for \( d = 2 \) \(^3\). We prove \( \bar{m}_{mon}(T^d_n, maj) = (1 - \frac{d}{d+2})n^d + \Theta(n^{d-1}) \). We first provide a lower bound on the minimum size of monotone dynamos in \( 2d \)--regular graphs, including \( T^d_n \).

**Lemma 2.11** For a \( 2d \)--regular graph \( G \), \( \bar{m}_{mon}(G, maj) \geq (1 - \frac{d}{d+2})|G| \).

**Proof.** Let \( \omega \) be an arbitrary monotone dynamo in the majority model, and define \( G_0 \) and \( G_1 \) to be respectively the subgraph induced by the inactive vertices and active vertices in \( \omega \). \( G_0 \) must not contain a subgraph with minimum degree \( d \) or larger because such a subgraph would stay inactive under the majority rule. So every subgraph of \( G_0 \) has a vertex of degree no more than \( d - 1 \). This implies that \( e(G_0) \leq (d - 1)|G_0| \) where \( e(G_0) \) denotes the number of edges in \( G_0 \) (just repeatedly remove the vertex with minimum degree). Furthermore, for the number of edges between \( G_0 \) and \( G_1 \) we have \( e(G_0, G_1) = \bar{m}(T^d_n, maj) = 2d|G_0| - 2e(G_0) \). By putting the last two equations together, we have \( e(G_0, G_1) \geq 2d|G_0| - 2(d - 1)|G_0| = 2|G_0| \). On the other hand, by the monotonicity of \( \omega \), no vertex in \( G_1 \) can have more than \( d \) edges to \( G_0 \), which implies \( d|G_1| \geq e(G_0, G_1) \). Therefore, \( d|G_1| \geq e(G_0, G_1) \geq 2|G_0| \), which gives \( |G_1| \geq \frac{2}{d}|G_0| \). By applying \( |G| = |G_0| + |G_1| \), we have \( |G_1| \geq (1 - \frac{d}{d+2})|G| \). \( \square \)

We now show that this bound is tight on the torus (notice that it is not necessarily tight for all \( 2d \)--regular graphs, for instance the complete graph). The idea of the proof is similar to Theorem 2.3 and relies on some construction inspired from \(^5\).

**Theorem 2.12** For all \( d \geq 1 \) it holds that \( \bar{m}_{mon}(T^d_n, maj) \leq (1 - \frac{d}{d+2})n^d + \Theta(n^{d-1}) \).

**Proof.** Let us first introduce a vertex set \( S \). We distinguish between \( d \) even and \( d \) odd. For even \( d \), set \( S := \{ x = (x_1, \ldots, x_d) \in T^d_n : x_1 + 2x_2 + \cdots + (d/2)x_{d/2} \mod \frac{d+2}{2} = 1 \} \). As an example, in \( T^2_n \), \( S \) is simply the union of the vertices in every second “column”. If \( d \) is odd, we set \( S := \{ x \in T^d_n : 2x_1 + 4x_2 + 6x_3 + \cdots + (d+1)x_{d+1} \mod (d + 2) \in \{1, 2\} \} \). Let again \( H := \bigcup_{j=1}^d \{ x \in T^d_n : x_j \leq 2 \} \). In both cases (\( d \) even and odd), \( S \) satisfies the following:

1. Every vertex in \( S \) has precisely \( d \) neighbors in \( S \).
2. If \( x \in B_j \setminus (S \cup H) \) then \( x \) has precisely one neighbor in \( S \setminus B_{j-1} \).
3. \( |S| \leq (1 - \frac{d}{d+2})n^d + \Theta(n^{d-1}) \).

These properties of \( S \) are derived similar to the proof of Theorem 26 in \(^3\) (for details see Lemma 3.4 in the appendix). Now, we claim a configuration \( \omega \) in which precisely all vertices in \( S \cup H \) are active is a monotone dynamo. Since \( |S| \leq (1 - \frac{d}{d+2})n^d + \Theta(n^{d-1}) \) and \( |H| = \Theta(n^{d-1}) \), \( \omega \) has our desired size. It remains to argue that \( \omega \) is a monotone dynamo. Since all vertices which are active in \( \omega \) are stable then by Lemma 1.5 each vertex which gets active during the process is stable. Furthermore, with the same argument as the proof of Theorem 2.3 one can show \( B_j \) get active one by one. \( \square \)
Acknowledgement.

The authors are thankful to Bernd Gärtner for several stimulating conversations and the careful reading of the manuscript.

References

[1] Adler, J., and Aharony, A. Diffusion percolation. i. infinite time limit and bootstrap percolation. Journal of Physics A: Mathematical and General 21, 6 (1988), 1387.

[2] Aizenman, M., and Lebowitz, J. L. Metastability effects in bootstrap percolation. Journal of Physics A: Mathematical and General 21, 19 (1988), 3801.

[3] Balister, P., Bollobás, B., Johnson, J. R., and Walters, M. Random majority percolation. Random Structures & Algorithms 36, 3 (2010), 315–340.

[4] Balogh, J., and Bollobás, B. Bootstrap percolation on the hypercube. Probability Theory and Related Fields 134, 4 (2006), 624–648.

[5] Balogh, J., Bollobás, B., and Morris, R. Bootstrap percolation in high dimensions. Combinatorics, Probability and Computing 19, 5-6 (2010), 643–692.

[6] Balogh, J., and Pete, G. Random disease on the square grid. Random Structures and Algorithms (1998), 409–422.

[7] Cardelli, L., and Csikász-Nagy, A. The cell cycle switch computes approximate majority. Scientific reports 2 (2012), 656.

[8] Cerf, R., and Cirillo, E. N. Finite size scaling in three-dimensional bootstrap percolation. Annals of probability (1999), 1837–1850.

[9] Chang, C.-L., and Lyuu, Y.-D. Spreading of messages in random graphs. Theory of Computing Systems 48, 2 (2011), 389–401.

[10] Chang, C.-L., and Lyuu, Y.-D. Bounding the sizes of dynamic monopolies and convergent sets for threshold-based cascades. Theoretical Computer Science 468 (2013), 37 − 49.

[11] Fazli, M., Ghodsi, M., Habibi, J., Jalaly, P., Mirrokni, V., and Sadeghian, S. On non-progressive spread of influence through social networks. Theoretical Computer Science 550 (2014), 36 − 50.

[12] Feige, U., Krivelevich, M., and Reichman, D. Contagious sets in random graphs. Ann. Appl. Probab. 27, 5 (10 2017), 2675–2697.

[13] Flocchini, P., Lodi, E., Luccio, F., Pagli, L., and Santoro, N. Dynamic monopolies in tori. Discrete Applied Mathematics 137, 2 (2004), 197 − 212.

[14] Gärtner, B., and Zehmakan, A. N. (biased) majority rule cellular automata. arXiv preprint arXiv:1711.10920 (2017).

[15] Gärtner, B., and Zehmakan, A. N. Color war: Cellular automata with majority-rule. In International Conference on Language and Automata Theory and Applications (2017), Springer, pp. 393–404.
[16] Gärtner, B., and Zehmakan, A. N. Majority model on random regular graphs. In *Latin American Symposium on Theoretical Informatics* (2018), Springer, pp. 572–583.

[17] Hambardzumyan, L., Hatami, H., and Qian, Y. Polynomial method and graph bootstrap percolation. *arXiv preprint arXiv:1708.04640* (2017).

[18] Holroyd, A. E. Sharp metastability threshold for two-dimensional bootstrap percolation. *Probability Theory and Related Fields* 125, 2 (2003), 195–224.

[19] Jzsef Balogh, Bla Bollobs, H. D.-C. R. M. The sharp threshold for bootstrap percolation in all dimensions. *Transactions of the American Mathematical Society* 364, 5 (2012), 2667–2701.

[20] Kempe, D., Kleinberg, J., and Tardos, E. Maximizing the spread of influence through a social network. In *Proceedings of the Ninth ACM SIGKDD International Conference on Knowledge Discovery and Data Mining* (New York, NY, USA, 2003), KDD ’03, ACM, pp. 137–146.

[21] Morrison, N., and Noel, J. A. Extremal bounds for bootstrap percolation in the hypercube. *Journal of Combinatorial Theory, Series A* 156 (2018), 61–84.

[22] Peleg, D. Size bounds for dynamic monopolies. *Discrete Applied Mathematics* 86, 2 (1998), 263 – 273.

[23] Peleg, D. Local majorities, coalitions and monopolies in graphs: a review. *Theoretical Computer Science* 282, 2 (2002), 231–257.

[24] Riedl, E. Largest minimal percolating sets in hypercubes under 2-bootstrap percolation. *the electronic journal of combinatorics* 17, 1 (2010), 80.

[25] Schonmann, R. H. Finite size scaling behavior of a biased majority rule cellular automaton. *Physica A: Statistical Mechanics and its Applications* 167, 3 (1990), 619 – 627.

[26] Schonmann, R. H. On the behavior of some cellular automata related to bootstrap percolation. *The Annals of Probability* (1992), 174–193.

3 Appendix

3.1 Proof of Lemma 3.1

**Lemma 3.1** Let $G$ be a $\Delta$-regular graph and $r \leq \Delta$. Then $\overline{m_{\text{mon}}}(G, r) \geq 2(1 - \frac{\Delta}{2r})|G|$.

**Proof.** Let $\omega$ be a monotone dynamo in $G$ in reversible $r$–BP. Let $G_0$ denote the subgraph induced by all inactive vertices and $G_1$ the subgraph induced by the active vertices in $\omega$. Every vertex in $G_1$ has at least $r$ neighbors in $G_1$, since it must never become inactive. Consequently, no vertex in $G_1$ can have more than $\Delta - r$ edges to $G_0$, which implies that for the number of edges $e(G_0, G_1)$ between $G_0$ and $G_1$ it holds $e(G_0, G_1) \leq (\Delta - r)|G_1|$. On the other hand, if $G_0$ contains a subgraph of minimum degree at least $\Delta - r + 1$ then no vertex in this subgraph ever becomes active. This would contradict $\omega$ being a dynamo. We infer that $(\Delta - r)|G_1| \geq e(G_0, G_1) \geq (2r - \Delta)|G_0|$, where the second inequality comes from Lemma 3.2 below. Using that $|G_0| + |G_1| = |G|$ we obtain $r|G_1| \geq (2r - \Delta)|G|$, which gives the claim. \qed
Lemma 3.2 (from Theorem 25 in [3]) Let $G$ be a $\Delta$-regular graph with configuration $\omega$. Assume $G_0$ and $G_1$ be the subgraphs induced by the inactive and active vertices, and let $1 \leq r \leq \Delta$. If $G_0$ contains no subgraph of minimum degree $\Delta - r + 1$ or more then $e(G_0, G_1) \geq (2r - \Delta)|G_0|$. 

Proof. By the assumption, every induced subgraph of $G_0$ has a vertex of degree at most $\Delta - r$. Starting with $G_0$, we can iteratively take away the vertices of smallest degree. Since in every one of the resulting subgraphs there is a vertex of degree at most $\Delta - r$, we conclude that $e(G_0) \leq (\Delta - r)|G_0|$. Using the handshake lemma, summation over all vertex degrees then gives $e(G_0, G_1) \geq \Delta|G_0| - 2e(G_0) \geq (2r - \Delta)|G_0|$. \hfill $\square$

3.2 Proof of Lemma 3.3

Lemma 3.3 (adapted from the proof of Theorem 26 in [3]) For $\mathbb{T}_n^d$ with $d + 1 \leq r \leq 2d$, let $H := \bigcup_{j=1}^d \{x \in \mathbb{T}_n^d : x_j \leq 2\}$. Then there exists a vertex set $S \subset \mathbb{T}_n^d$ with the following properties:

1. Every vertex in $S$ has precisely $r$ neighbors in $S$.

2. If $x \in B_j \setminus (S \cup H)$ then $x$ has precisely $r - d$ neighbors in $S \setminus B_{j-1}$.

3. $|S| \leq 2\left(1 - \frac{d}{r}\right)n^d + \Theta(n^{d-1})$.

Proof. We distinguish $r$ even and $r$ odd.

- If $r$ is even, we let 
  $f_{\text{even}}(x) := x_1 + 2x_2 + \cdots + \left(\frac{r}{2} - 1\right)x_{\frac{r}{2} - 1} \mod \frac{r}{2}$
  and define $S := \{x \in \mathbb{T}_n^d : f_{\text{even}}(x) \in \{1, 2, \ldots, r-d\}\}$. If $x \in S$ then $x$ has exactly $2\left(\frac{r}{2} - (r-d)\right) = 2d - r$ neighbors that are not in $S$, so exactly $r$ neighbors inside $S$. Let now $x \notin S$. Observe that by construction of $f_{\text{even}}$, we have that $r - d$ out of the first $\left(\frac{r}{2} - 1\right)$ coordinates of $x$ can be increased by one such that the resulting vertex lies in $S$. This is because the coefficients $1, 2, \ldots, r/2 - 1$ correspond to all nonzero residue classes mod $\frac{r}{2}$. Symmetrically, there are $r - d$ coordinates of $x$ that we can decrease by one to obtain an element of $S$. This simply means that every vertex that does not lie in $S$ has precisely $2(r-d)$ neighbors in $S$, and it is immediate that if $x \in B_j \setminus H$ for some $j$ then precisely half of these neighbors lie in $S \cap B_{j-1}$ (namely those we obtain by decreasing one coordinate of $x$) and the other $r - d$ neighbors lie in $S \setminus B_{j-1}$.

- If $r$ is odd, we let 
  $f_{\text{odd}}(x) := 2x_1 + 4x_2 + 6x_3 + \cdots + (r - 1)x_{\frac{r-1}{2}} \mod r$
  and define $S := \{x \in \mathbb{T}_n^d : f_{\text{odd}}(x) \in \{1, 2, \ldots, 2(r-d)\}\}$. As before, we show that every vertex in $S$ has exactly $r$ neighbors in $S$. Again, note that the coefficients $\pm 2, \pm 4, \ldots, \pm (r-1)$ are precisely the non-zero residue classes mod $r$. Then as above, $x$ has $(r - 2(r-d)) = 2d - r$ neighbors outside $S$ and $r$ neighbors that lie in $S$. For $x \notin S$, among the first $\frac{r-1}{2}$ coordinates there are $r - d$ coordinates $i$ such that for $x' := (x_1, \ldots, x_{i-1}, x_i + 1, x_{i+1}, \ldots, x_d)$ we have $f(x') = f(x) + 2i \mod r \in \{1, \ldots, 2(r-d)\}$, meaning $x' \in S$. Analogously, there are $r - d$ coordinates that we can decrease by 1 to obtain neighbors of $x$ in $S$. All in all, $x$ again has $2(r-d)$ neighbors in $S$. As above, we note that if $x \in B_j \setminus H$ for some $j$ then precisely half of these neighbors lie in $S \cap B_{j-1}$, and the other $r - d$ neighbors lie in $S \setminus B_{j-1}$.
It remains to estimate the size of $S$. Fixing the coordinates $x_2,\ldots,x_d$ of a vertex leaves at most $\lceil n^{2(r-d)} \rceil$ choices for $x_1$ to obtain a vertex $x \in S$, in both cases ($r$ even and $r$ odd). It follows that $|S| \leq \lceil n^{2(r-d)} \rceil n^{d-1} \leq 2(1 - \frac{d}{r})n^d + n^{d-1}$.

\[\square\]

3.3 Proof of Lemma 3.4

**Lemma 3.4** Let $H := \bigcup_{j=1}^{d} \{x \in \mathbb{T}_n^d : x_j \leq 2\}$. Then there exists a vertex set $S \subset \mathbb{T}_n^d$ with the following properties:

1. Every vertex in $S$ has precisely $d$ neighbors in $S$.
2. If $x \in B_j \setminus (S \cup H)$ then $x$ has precisely one neighbors in $S \setminus B_{j-1}$.
3. $|S| \leq (1 - \frac{d}{d+2})n^d + \Theta(n^{d-1})$.

**Proof.** We distinguish between $d$ even and $d$ odd. Let $x = (x_1,\ldots,x_d) \in \mathbb{T}_n^d$ be a vertex.

- If $d$ is even, we let
  \[f_{\text{even}}(x) := x_1 + 2x_2 + \cdots + (d/2)x_{d/2} \mod \frac{d+2}{2}\]
  and set $S := \{x \in \mathbb{T}_n^d : f_{\text{even}}(x) = 1\}$. Let us analyze the properties of the subgraph induced by $S$. If $x \in S$ then adding $+1$ or $-1$ to one of the coordinates $x_{d/2+1},\ldots,x_d$ gives a vertex in $S$. Therefore, every vertex in $S$ has $2 \cdot d/2 = d$ neighbors in $S$. Let now $x \not\in S$. Observe that by construction of $f_{\text{even}}$, one of the first $d/2$ coordinates of $x$ can be increased by one such that the resulting vertex lies in $S$. This is because the coefficients $1, 2, \ldots, d/2$ correspond to all nonzero residue classes mod $(d/2 + 1)$. Symmetrically, there is one coordinate of $x$ that we can decrease to obtain an element of $S$. This simply means that every vertex that does not lie in $S$ has two neighbors in $S$, and it is immediate that if $x \in B_j \setminus H$ for some $j$ then precisely one of these neighbors lies in $S \cap B_{j-1}$ (namely the one we obtain by decreasing one coordinate of $x$).

- If $d$ is odd, we let
  \[f_{\text{odd}}(x) := 2x_1 + 4x_2 + 6x_3 + \cdots + (d+1)x_{d+1} \mod (d + 2)\]
  and set $S := \{x \in \mathbb{T}_n^d : f_{\text{odd}}(x) \in \{1, 2\}\}$. As before, we show that the induced subgraph by $S$ is $d$-regular. Pick an $x \in S$ with $f_{\text{odd}}(x) = 2$. It immediately follows by the same argument as above that $x$ has $2(d - \frac{d+1}{2}) = d - 1$ neighbors in $S$ that are obtained by adding $\pm 1$ to any of the $\frac{d+1}{2}$ last coordinates. We obtain one further neighbor of $x$ in $S$ by adding $+1$ to $x_{d+1}$, which results in a vertex $x'$ with $f_{\text{odd}}(x') = 1$. Analogously, if $f_{\text{odd}}(x) = 1$ then we subtract one from $x_{d+1}$ to get an $x'$ with $f_{\text{odd}}(x') = 2$ and so $x' \in S$. Hence, every vertex in $S$ has $d$ neighbors in $S$. Furthermore, for $x \not\in S$ one of the first $\frac{d+1}{2}$ coordinates of $x$ must be such that adding one to it gives a neighbor in $S$. Analogously, one of these coordinates can be decreased by one to give another neighbor in $S$. As above, we note that if $x \in B_j \setminus H$ for some $j$ then $x$ has precisely one neighbor in $S \cap B_{j-1}$.

It remains to estimate $|S|$. Fixing the coordinates $x_2,\ldots,x_d$ of a vertex leaves at most $\lceil n^{2(d+1)/(d+2)} \rceil$ choices for $x_1$ to obtain a vertex $x \in S$, in both cases ($d$ even and $d$ odd). It follows that $|S| \leq (1 - \frac{d}{d+2})n^d + \Theta(n^{d-1})$. \[\square\]