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We consider a connection-level model proposed by Massoulié and Roberts for bandwidth sharing among file transfer flows in a communication network, and we study weighted proportionally fair sharing policies where the weights represent the relative importance of flows on different routes. We are interested in characterizing performance in the heavy-traffic regime. Existing work on this problem has focused on diffusion approximations, which were first studied by Kang et al. [Ann. Appl. Probab. 19 (2009) 1719–1780]. However, except for the case where the weights of all the routes are equal, the steady-state distribution of the limiting diffusion process is unknown and thus there are no explicit-form characterizations, even when exponential file size distributions are assumed. For general file size distributions, the diffusion approximation was derived for the equal-weights case by Vlasiou, Zhang and Zwart [arXiv: 1411.4841v2 (2014)], but an interchange-of-limits result was lacking.

We take a Lyapunov-drift-based approach that is different from the diffusion approximation approach, where we directly analyze the steady state of the system. We first establish a state-space collapse result in steady state, and then obtain explicit-form bounds on the weighted sum of the expected numbers of flows on different routes, where the weights are the same as those used in the weighted proportionally fair sharing policy. We show that under the heavy-traffic scaling, this weighted sum is upper bounded by \( L_s \cdot \text{(maximum weight)} \) and lower bounded by \( L_s \cdot \text{(minimum weight)} \), where \( L_s \) is the number of critically loaded links in the network. Our bounds hold for a class of phase-type file size distributions; i.e., the bounds are heavy-traffic insensitive to the distributions in this class. For the equal-weights case, the upper and lower bounds coincide, which implies the heavy-traffic insensitivity of the expectation of the total number of flows. Furthermore, our state-space collapse result implies the interchange of limits as a by-product for the diffusion approximation of the equal-weights case under phase-type file-size distributions, thus demonstrating the heavy-traffic insensitivity of the distribution of the numbers of flows on different routes.
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1. Introduction. We study the following connection-level model proposed by Massoulié and Roberts [17] for bandwidth sharing among file transfer flows in a communication network, illustrated in Figure 1. File transfer requests arrive to a network, and the transfer of each file, also referred to as a flow, is through a predetermined route that consists of a set of consecutive links connecting the source and the destination. Each link in the network has a finite bandwidth capacity that needs to be allocated to the flows on the link by a bandwidth sharing policy. The bandwidth/rate received by a flow determines the speed at which its data can be transferred, thus determines the delay of the file transfer, namely the time from when the file arrives until the completion of the transfer.

In this paper, we consider an important class of bandwidth sharing policies called weighted proportionally fair sharing policies [10, 18], where each route is associated with a weight that represents the importance of this route. When the weights of all the routes are equal, the policy is simply called the proportionally fair sharing policy. We are interested in characterizing the delay performance, reflected by the numbers of files present on the routes in steady state. We study the heavy-traffic regime, where the loads on some links are close to their capacities. Heavy-traffic analysis is an approach that has been widely adopted to study queueing systems. It provides approximations on the performance of a system and gives insights into policy design since it examines a policy in the critical scenario of heavy load.

1.1. Existing Work on Diffusion Approximations. Existing work on weighted proportionally fair policies has focused on the diffusion approximation approach for heavy-traffic analysis. A survey on some related work can be found in the recent review paper [27]. Assuming exponentially distributed file sizes and Poisson arrivals, Kang et al. [8] derived the diffusion approximations for weighted proportionally fair policies under a local traffic assumption, which requires that each link has at least one route that uses this link only. The local traffic assumption may not be appropriate in some application scenarios such as in data centers. Ye and Yao [29] replaced the local traffic assumption with a weaker assumption that requires the routing matrix to have a full row-rank. We refer to this assumption as the full-rank assumption. For the proportionally fair policy where all the weights are equal, [8] and [29] obtained the stationary distribution of the diffusion process explicitly, using results on product-form invariant measures for diffusion processes in [7, 25].

In the above work [8] and [29], the convergence of the scaled systems to the diffusion process is shown over finite time intervals. To establish that the
stationary distribution of the original system can be approximated by the stationary distribution of the diffusion process, a so-called interchange-of-limits argument is required. Shah, Tsitsiklis and Zhong [20] and Ye and Yao [30] proved the interchange-of-limits for the diffusion approximations in [8] under the local traffic assumption and in [29] under the full-rank assumption, respectively.

A question that is of importance both in theory and in practice is whether the stationary distribution of the numbers of files under the weighted proportionally fair policy is insensitive, where insensitivity means no dependence on the forms of the file size distributions except for their means. Insensitivity is a highly desirable property since file size distributions in practice may not be exponential, and they may change over time with the evolution of application scenarios. For the proportionally fair policy where all the weights are equal, Massoulié [16] showed the stability of the system under phase-type file size distributions, and Paganini et al. [19] showed the stability of a fluid limit of the system under general file size distributions (although the fluid approximation of the original stochastic system itself has not been rigorously established). Notably, Vlasiou, Zhang and Zwart [22] recently derived the diffusion approximation for the proportionally fair policy under a class of phase-type file size distributions, and showed that the stationary distribution of the diffusion process is insensitive to the distributions in this class. However, an interchange-of-limits argument was not provided, i.e., the result in [22] only holds over finite time intervals.

1.2. Our Results. We take an approach that is different from the diffusion approximation approach, where we directly analyze the steady state of the system. We obtain explicit-form bounds on the weighted sum of the expected numbers of flows on different routes. Specifically, let $N_r$ denote the number of flows on route $r$ in steady state, and $\kappa_r$ denote the weight associated with route $r$. We show the following bounds, assuming a class of phase-type distributions for the file sizes, Poisson arrivals, and the full-rank assumption:

\[
\frac{L_s \cdot \min_r \kappa_r}{\epsilon} + o\left(\frac{1}{\epsilon}\right) \leq \mathbb{E}\left[\sum_r \kappa_r N_r\right] \leq \frac{L_s \cdot \max_r \kappa_r}{\epsilon} + o\left(\frac{1}{\epsilon}\right),
\]

where $L_s$ is the number of critically loaded links in the network in the heavy-traffic regime, and $\epsilon > 0$ is the heavy-traffic parameter, depending only on the mean file sizes and representing how far away the traffic load is from the boundary of the system capacity. We note that in the weighted proportionally fair policy, the rates allocated to the flows remain the same if
we multiply all the weights by the same number. So without loss of generality we may assume that the weights are normalized such that \( \max_r \kappa_r = 1 \).

The weighted sum that we get bounds on in (1.1), \( \mathbb{E} \left[ \sum_r \kappa_r N_r \right] \), can be viewed as a cost for delay incurred by the system when each flow on route \( r \) has a cost of \( \kappa_r \) for each unit of its delay. A notable feature of our bounds is that these unit costs are the same as the weights in the weighted proportionally fair policy. Suppose the performance goal of the system is to provide a guarantee on this total cost, with the unit costs representing the relative importance of the flows on different routes. Then our bounds imply that the system is able to achieve this goal with a weighted proportionally fair policy by choosing the weights in the policy to be the same as the unit costs.

Furthermore, our bounds hold for a class of phase-type file size distributions that can approximate any file size distribution arbitrarily closely. The dominant terms in the upper and lower bounds, \( L_s \cdot \max_r \kappa_r / \epsilon \) and \( L_s \cdot \min_r \kappa_r / \epsilon \) respectively, do not depend on the specific forms of the file size distributions in this class except for their means. Therefore, we say that the upper and lower bounds are heavy-traffic insensitive. For the proportionally fair policy with equal weights, the dominant terms in the upper and lower bounds coincide, and thus the total expected number of flows is heavy-traffic insensitive. This result for the proportionally fair policy complements the diffusion approximation result in [22] since it justifies the validity of the approximation on the total expected number of flows given by the diffusion process in steady state. Furthermore, our state-space collapse result, which will be explained in the next section, implies the interchange of limits as a by-product for the diffusion approximation in [22], thus demonstrating the heavy-traffic insensitivity of the distribution of the numbers of flows on different routes.

We remark that our upper bound in (1.1) scales linearly with the number of links, while static planning for bandwidth sharing would yield a result that scales linearly with the number of routes. This scaling behavior of weighted proportionally fair policies is very appealing in applications such as data centers and the Internet, since the number of links is typically several orders of magnitude smaller than the number of routes.

1.3. The Drift Method. Our approach is under a framework called the drift method for studying the steady state of a queueing system in heavy traffic, developed in [5] and [15]. The basic idea is to obtain bounds on expected steady-state queue lengths by setting the drift of an appropriately chosen Lyapunov function equal to zero in steady state. In this approach, a key step is to establish a state-space collapse result. In prior work of the
drift method, the state-space collapse is in the following sense. Consider the steady state of the system, which usually lies in a multi-dimensional vector space, and a lower-dimensional subspace of the state space. The state space is said to collapse to this lower-dimensional subspace if the moments of the distance between the steady state and the lower-dimensional subspace are upper bounded by constants as the heavy-traffic parameter $\epsilon$ goes to 0. This intuitively means that the steady state concentrates around the lower-dimensional subspace in heavy traffic, hence the term collapse. In [5, 14, 24, 28], the state spaces collapse to single-dimensional subspaces. Papers [15] and [13] generalized the drift method to the case where the state space collapses to a multi-dimensional subspace, and resolved the open problem on the scaling behavior of backlog in a switch under the MaxWeight algorithm.

In this paper, our state-space collapse result is of a slightly different type from the prior work above of the drift method. In contrast to the constant moment bounds above for the distance to the lower-dimensional subspace, our state-space collapse result shows that these moments may grow to infinity as the heavy-traffic parameter $\epsilon$ goes to 0, but at a speed slower than the corresponding moments of the norm of the state vector. Specifically, the $m$-th moment of this distance grows as $O((1/\sqrt{\epsilon})^m)$, while the $m$-th moment of the norm of the state vector grows as $\Theta((1/\epsilon)^m)$. Therefore, their ratio still goes to 0. In this sense, the state-space collapse in this paper is of a multiplicative type, which has a similar flavor to the multiplicative state-space collapse in the diffusion approximation literature (see, e.g., [4, 26, 8]). We remark that a recent work [23] that studies switches with reconfiguration delay also deals with multiplicative type of state-space collapse, but the technique there cannot quantify how fast the moments grow in terms of $\epsilon$.

To establish the state-space collapse result and obtain the performance bounds, we construct an inner product for the state space that is different from the usual dot product, inspired by the Lyapunov function in [19]. This inner product rotates the space in a way such that the utilization of resources under a weighted proportionally fair policy is reflected by quantities with clear geometric interpretations. This enables us to study the dynamics of geometric quantities such as the aforementioned distance between the state vector and a lower-dimensional subspace, which are needed in the drift-based approach. To show that the constructed inner product is well-defined and has desired properties, we make an interesting connection to the Popov-Belevitch-Hautus (PBH) test, which is a linear algebraic result well-known to control theorists.
1.4. Organization. The rest of this paper is organized as follows. We introduce the model and notation in details in Section 2. For ease of exposition, we start with results and proofs for exponential file size distributions in Sections 3–5. Our main results for exponential file size distributions are summarized in Section 3, the proof outlines are given in Section 4 and the detailed proofs are given in Section 5. In Section 6, we generalize our results to a general class of phase-type distributions and present the implication on interchange of limits for the diffusion approximation in [22]. We conclude our paper in Section 7.

2. System Model.

Basic Notation. Let $\mathbb{R}$, $\mathbb{R}_+$ and $\mathbb{Z}_+$ denote the sets of real numbers, non-negative real numbers and nonnegative integers, respectively. Let $[K]$ denote the set $\{1, 2, \ldots, K\}$ for a positive integer $K$. We use $1_{K \times 1}$ to denote a $K \times 1$ vector whose entries all equal to 1, and omit the subscript when the dimension is clear from the context. Vectors are column vectors unless otherwise stated. We use “$\Rightarrow$” to denote weak convergence (convergence in distribution) of random elements.

Bandwidth Sharing. We consider a network where nodes are connected by a set of links $\mathcal{L} = \{1, 2, \ldots, L\}$, illustrated in Figure 1. Data file transfer requests arrive to the system. Each file transfer request, also referred to as a flow, transfers a data file from a source node to a destination node, through a predetermined route that consists of a set of consecutive links connecting the source and destination nodes. We consider a fixed set of routes indexed as $\mathcal{R} = \{1, 2, \ldots, R\}$. We write $\ell \in r$ if link $\ell$ is on route $r$. The relation between links and routes can be represented by the routing matrix $H = (h_{\ell r})_{\ell \in \mathcal{L}, r \in \mathcal{R}}$ with $h_{\ell r} = 1$ if $\ell \in r$, and $h_{\ell r} = 0$ otherwise. We assume that the routing matrix has full row-rank, referred to as the full-rank assumption.

The system is operated in continuous time. Each link $\ell$ in the network has a bandwidth capacity $C_\ell$, which needs to be allocated to the flows on the link by a bandwidth sharing policy. A bandwidth sharing policy specifies how much bandwidth/rate each flow receives according to the number of flows present on all the routes, subject to bandwidth capacity constraints.
The rate a flow receives determines the speed at which its data can be transferred. We are interested in the delay of a file transfer, namely the time from when the file arrives until the completion of the transfer. Specifically, if we allocate a rate of $x(t)$ at time $t$ to a flow that arrives at time $A$ and has a file size $F$, then its delay $D$ is given by the following equation:

$$\int_{A}^{A+D} x(t) dt = F,$$

i.e., the transfer completes when the accumulative rate equals to the file size. Therefore, the bandwidth allocation policy affects the delay by specifying the rates $x(t)$'s for the flows.

**Weighted Proportionally Fair Policy.** We consider an important class of bandwidth sharing policies called *weighted proportionally fair policies*, where each route $r$ is associated with a positive weight $\kappa_r$ that represents the importance of this route. When all the weights are equal (in which case we may assume that $\kappa_r = 1$ for all route $r$ without loss of generality), the policy is simply called the *proportionally fair policy*. We denote by $N_r(t)$ the total number of flows (flow count) on route $r$ at time $t$. A weighted proportionally fair policy allocates a rate of $x_r(t)$ to each flow on route $r$, where $(x_r(t))_{r \in \mathcal{R}}$ is the optimal solution of the following optimization problem with each $n_r$ equal to $N_r(t)$:

$$\max_{(x_1,\ldots,x_R)} \sum_r \kappa_r n_r \log x_r$$

subject to

$$\sum_{r: \ell \in r} n_r x_r \leq C_\ell, \forall \ell,$$

$$x_r \geq 0, \forall r,$$

and $x_r(t) = 0$ when $n_r = 0$. The constraints in (2.3) are the bandwidth capacity constraints of the links, which requires that the total rate allocated to the flows on the link cannot exceed the link’s capacity $C_\ell$. Let $p_\ell$ denote the Lagrange multiplier for the capacity constraint of link $\ell$. Then the rate allocation $(x_r(t))_{r \in \mathcal{R}}$ satisfies

$$x_r(t) = \begin{cases} \frac{\kappa_r}{\sum_{\ell: x_\ell \neq 0} p_\ell} & \text{when } n_r > 0, \\ 0 & \text{otherwise.} \end{cases}$$

For simplicity, we will just write $x_r(t) = x_r$ in the remainder of this paper, keeping in mind that $x_r$ implicitly depends on the flow counts at time $t$. 
Arrivals and Service. Flows arrive at route $r$ as a Poisson process with rate $\lambda_r$, and the arrival processes for different routes are independent. We assume that the file sizes are i.i.d. for flows on the same route and are independent across different routes. We remark that if the flows on a route have multiple classes, we can view each class as a different route and then our model still applies. For ease of exposition, we assume for now that the file size distribution of route $r$ is an exponential distribution with rate $\mu_r$. We will discuss more general file size distributions in Section 6. We define the load on route $r$ to be $\rho_r = \lambda_r / \mu_r$. Let $\lambda = (\lambda_r)_{r \in \mathbb{R}}$, $\mu = (\mu_r)_{r \in \mathbb{R}}$ and $\rho = (\rho_r)_{r \in \mathbb{R}}$ denote the arrival rate vector, service rate vector and load vector, respectively.

Flow Count Process. Let $N(t) = [N_1(t), N_2(t), \ldots, N_R(t)]^T$ be the flow count vector. Then the flow count process $(N(t): t \geq 0)$ is a continuous-time Markov chain. The transition rate $q_{nn'}$ from a state $n$ to a state $n' \neq n$ is as follows:

\begin{equation}
q_{nn'} = \begin{cases} 
\lambda_r & \text{if } n' = n + e^{(r)}, \\
n_r x_r \mu_r & \text{if } n' = n - e^{(r)}, n_r > 0, \\
0 & \text{otherwise},
\end{cases}
\end{equation}

where $e^{(r)}$ is the $r$th standard basis vector in $\mathbb{R}^R$, i.e., its $r$th entry is 1 and other entries are 0.

Heavy-Traffic Regime. We are interested in the stationary distribution of the flow count process in the heavy-traffic regime. Specifically, we consider a sequence of systems with the arrival rate vectors approaching the boundary of the capacity region. Let the systems be indexed by a nonnegative parameter $\epsilon$, which represents how far away the arrival rate vector is from the boundary of the system capacity. Smaller $\epsilon$ means closer to the boundary and $\epsilon = 0$ means on the boundary. The precise definition of $\epsilon$ will be given later. For clarity, we append the superscript $(\epsilon)$ to the quantities that depend on $\epsilon$ in the $\epsilon$-th system. We say a quantity is a constant if it does not depend on either the system state or $\epsilon$. Our goal is to analyze the flow counts in steady state for each system and then look at how they scale in the heavy-traffic regime where $\epsilon \to 0^+$.

Now we specify how the systems are parameterized by $\epsilon$. Consider an arrival rate vector $\lambda^{(0)}$ on the boundary of the capacity region. We assume that in the $\epsilon$-th system, the arrival rate vector is given by $\lambda^{(\epsilon)} = (1 - \epsilon) \lambda^{(0)}$. Let $\mathcal{L}_s \subseteq \mathcal{L}$ denote the set of critically loaded links under the arrival rate
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vector $\lambda^{(0)}$, i.e.,

$\sum_{r: \ell \in r} \rho^{(0)}_r = C_\ell$, for $\ell \in \mathcal{L}_s$,

(2.7) $\sum_{r: \ell' \in r} \rho^{(0)}_r < C_{\ell'}$, for $\ell' \in \mathcal{L} \setminus \mathcal{L}_s$.

(2.8)

Let $\delta_\ell = C_\ell - \sum_{r: \ell \in r} \rho^{(0)}_r$. Then $\delta_\ell = 0$ for $\ell \in \mathcal{L}_s$ and $\delta_{\ell'} > 0$ for $\ell' \in \mathcal{L} \setminus \mathcal{L}_s$. Let $L_s = |\mathcal{L}_s|$. We also assume that $\lambda^{(0)}_r > 0$ for any $r$.

**Inner Product.** For the space $\mathbb{R}^R$ where the states of the flow count process lie in, we consider the following weighted inner product:

$\langle y, z \rangle = \sum_r \kappa_r \lambda_r^{(0)} y_r z_r$, $y, z \in \mathbb{R}^R$,

(2.9) and its induced norm. For conciseness we just use $\langle \cdot, \cdot \rangle$ and $\| \cdot \|$ to denote this weighted inner product and the induced norm in $\mathbb{R}^R$.

### 3. Main Results for Exponential File Size Distributions

In this section we present two main results for exponential file sizes distributions: state-space collapse and bounds on a weighted sum of the flow counts. We present this simpler setting with exponential file size distributions first since it better reveals the insights of our approach. We will generalize the results to the more general setting with phase-type file size distributions in Section 6, where we construct a very complicated inner product.

#### 3.1. State-Space Collapse

Our first main result is state-space collapse, which intuitively means that the steady-state flow count vector concentrates around a lower-dimensional subspace of the state space in heavy traffic.

Specifically, the states of the flow count process $(N(t) : t \geq 0)$ lie in the $R$-dimensional space $\mathbb{R}^R$. We introduce an $L_s$-dimensional cone $\mathcal{K}$ in $\mathbb{R}^R$, which is where the state space collapses to in heavy traffic. Note that $L_s \leq R$ by the full-rank assumption. The cone $\mathcal{K}$ is finitely generated by a set of vectors $\{b^{(\ell)}, \ell \in \mathcal{L}_s\} \subseteq \{b^{(\ell)}, \ell \in \mathcal{L}\}$, i.e.,

$\mathcal{K} = \left\{ y \in \mathbb{R}^R : y = \sum_{\ell \in \mathcal{L}_s} \alpha_\ell b^{(\ell)}, \alpha_\ell \geq 0 \text{ for all } \ell \in \mathcal{L}_s \right\}$.

(3.1)

Here each $b^{(\ell)} = (b^{(\ell)}_r)_{r \in \mathcal{R}}$ with $\ell \in \mathcal{L}$ is defined as

$b^{(\ell)}_r = \frac{\rho^{(0)}_{r \{\ell \in r\}}}{\kappa_r},$

(3.2)
where \( \mathbb{1}_{\{\ell \in r\}} \) is equal to 1 when route \( r \) uses link \( \ell \) and equal to 0 otherwise, and recall that \( \kappa_r \)'s are the weights in the weighted proportionally fair policy.

The intuition for the steady-state flow count vector to concentrate around the cone \( K \) is as follows. Recall that the rate allocation \( x = (x_r)_{r \in \mathcal{R}} \) under the weighted proportionally fair sharing satisfies

\[
x_r = \begin{cases} \frac{\kappa_r}{\sum_{\ell \in r} p_\ell} & \text{when } n_r > 0, \\ 0 & \text{otherwise}, \end{cases}
\]

where \( p_\ell \) is the Lagrange multiplier of the capacity constraint of link \( \ell \). Then the flow count \( n_r \) can be written as

\[
n_r = \frac{n_r x_r}{\kappa_r} \sum_{\ell \in r} p_\ell.
\]

Since the system is stable, on average, the arrival rate of data in files for each route is equal to the departure rate. In the heavy-traffic regime, this means \( n_r x_r \approx \rho_r^{(0)} \), which gives

\[
n_r \approx \frac{\rho_r^{(0)}}{\kappa_r} \sum_{\ell \in r} p_\ell.
\]

Writing it in a vector form, we have

\[
n \approx \sum_\ell p_\ell b^{(\ell)}.
\]

We further note that the links in \( \mathcal{L} \setminus \mathcal{L}_s \) are not critically loaded in the heavy-traffic regime. So intuitively, the capacity constraints for those links are non-binding, and thus \( p_\ell \approx 0 \) for \( \ell \in \mathcal{L} \setminus \mathcal{L}_s \) by complementary slackness. Therefore,

(3.3) \[
n \approx \sum_{\ell \in \mathcal{L}_s} p_\ell b^{(\ell)}.
\]

If we view the \( p_\ell \)'s as constant coefficients, then (3.3) indicates that the flow count vector \( n \) roughly lies within the cone \( K \).

We now precisely define our notion of state-space collapse. For any state \( n \), we consider the following decomposition:

(3.4) \[
n = n_\parallel + n_\perp,
\]

where \( n_\parallel \) is the projection of \( n \) onto the cone \( K \), referred to as the parallel component, and the remainder \( n_\perp \) is referred to as the perpendicular component since it is perpendicular to \( n_\parallel \). Then \( n_\parallel \in K \) and \( \| n_\perp \| \) is the distance
between \( n \) and \( K \). Note that here the norm and projection are under the weighted inner product defined in (2.9).

Let \( \mathbf{N}^{(\epsilon)} \) denote a random vector whose distribution is the stationary distribution of the flow count process \( (\mathbf{N}^{(\epsilon)}(t): t \geq 0) \). We consider its parallel and perpendicular components, \( \mathbf{N}^{(\epsilon)}_n \) and \( \mathbf{N}^{(\epsilon)}_\perp \). The state-space collapse indicates that as the arrival rate vector approaches the boundary of the capacity region, the perpendicular component \( \mathbf{N}^{(\epsilon)}_\perp \) becomes negligible compared to the parallel component \( \mathbf{N}^{(\epsilon)}_n \). We formally state this result in terms of moments in the following theorem.

**Theorem 3.1 (State-Space Collapse).** Consider a sequence of bandwidth sharing networks under a weighted proportionally fair policy, indexed by a parameter \( \epsilon \) with \( 0 < \epsilon < 1 \). The file sizes have exponential distributions. The arrival rate vector in the \( \epsilon \)-th system satisfies that \( \lambda^{(\epsilon)} = (1-\epsilon)\lambda^{(0)} \) for some \( \lambda^{(0)} \) such that a set of \( L_s \) links are critically loaded. Let \( \mathbf{N}^{(\epsilon)} \) denote a random vector whose distribution is the stationary distribution of the flow count process \( (\mathbf{N}^{(\epsilon)}(t): t \geq 0) \), and \( \|\mathbf{N}^{(\epsilon)}_\perp\| \) denote its distance to the \( L_s \)-dimensional cone \( \mathcal{K} \) defined in (3.1). Then in the heavy-traffic regime where \( \epsilon \to 0^+ \), the \( m \)-th moment of \( \|\mathbf{N}^{(\epsilon)}_\perp\| \) for any nonnegative integer \( m \) can be bounded as follows:

\[
\mathbb{E}\left[\|\mathbf{N}^{(\epsilon)}_\perp\|^m\right] = O\left(\left(\frac{1}{\sqrt{\epsilon}}\right)^m\right).
\]

We remark that \( \mathbb{E}[\|\mathbf{N}^{(\epsilon)}_\perp\|]/\mathbb{E}[\|\mathbf{N}^{(\epsilon)}\|] \to 0 \) as \( \epsilon \to 0^+ \) since it can be proved that \( \mathbb{E}[\|\mathbf{N}^{(\epsilon)}\|] = \Theta(1/\epsilon) \). Therefore, our state-space collapse is of a multiplicative type.

**3.2. Bounds on Flow Counts.** Based on the state-space collapse result, we establish the following bounds on the weighted sum of the flow counts.

**Theorem 3.2 (Bounds on Flow Counts).** Consider a sequence of bandwidth sharing networks indexed by a parameter \( \epsilon \) with \( 0 < \epsilon < 1 \). The file sizes have exponential distributions. The arrival rate vector in the \( \epsilon \)-th system satisfies that \( \lambda^{(\epsilon)} = (1-\epsilon)\lambda^{(0)} \) for some \( \lambda^{(0)} \) such that a set of \( L_s \) links are critically loaded. Suppose that a weighted proportionally fair policy with weights \( \kappa_1, \ldots, \kappa_R \) is used. Let \( \mathbf{N}^{(\epsilon)} \) denote a random vector whose distribution is the stationary distribution of the flow count process \( (\mathbf{N}^{(\epsilon)}(t): t \geq 0) \).
Then in the heavy-traffic regime where $\epsilon \to 0^+$,

$$
\frac{L_s \cdot \min_r \kappa_r}{\epsilon} + o\left(\frac{1}{\epsilon}\right) \leq \mathbb{E} \left[ \sum_r \kappa_r \mathcal{N}^{(\epsilon)}_r \right] \leq \frac{L_s \cdot \max_r \kappa_r}{\epsilon} + o\left(\frac{1}{\epsilon}\right).
$$

4. Proof Outlines of Theorems 3.1 and 3.2—Steps in the Drift Method. In this section we present proof outlines of the main results for exponential file size distributions in Theorems 3.1 and 3.2. The proof outlines illustrate the steps in the drift method. The detailed proofs are given in Section 5.

Consider the flow count process $(\mathbf{N}^{(\epsilon)}(t) : t \geq 0)$. For any Lyapunov function $V: \mathbb{Z}_+^R \to \mathbb{R}_+$, the drift of $V(\cdot)$ at a state $n$ is defined as

$$(4.1) \quad \Delta^{(\epsilon)}(n) = \sum_{n' : n' \neq n} q^{(\epsilon)}_{nn'} (V(n') - V(n)).$$

where $q^{(\epsilon)}_{nn'}$ is the transition rate from state $n$ to $n'$ of the flow count process $(\mathbf{N}^{(\epsilon)}(t) : t \geq 0)$, given in (2.6). The drift method studies the steady state of the flow count process in heavy traffic in the following two steps.

**STEP 1.** Establish state-space collapse: bound the moments of $\|\mathcal{N}^{(\epsilon)}_\perp\|$ by analyzing the drift $\Delta^{(\epsilon)}(\|n\|)$.

**STEP 2.** Bound the weighted sum of the flow counts in steady state by setting $\mathbb{E} \left[ \Delta^{(\epsilon)}(\|\mathcal{N}^{(\epsilon)}\|)^2 \right] = 0$, where $(\cdot)^\perp$ denotes the projection onto the subspace where the cone $K$ lies in.

Before elaborating these two steps, below we also identify two properties of the inner product we define in (2.9). These two properties are easy to verify so the corresponding proofs are omitted. However, they provide a basis for understanding the role of the inner product in the proofs of the main results. Later we will develop generalizations of these two properties when we study more general file size distributions in Section 6. These two properties are concerned with the difference between the loads on the routes and the instantaneous rate allocation.

We introduce a set of vectors $\{\hat{\mathbf{b}}^{(\ell)}, \ell \in \mathcal{L}\}$, where each $\hat{\mathbf{b}}^{(\ell)} = (\hat{\mathbf{b}}^{(\ell)}_r), r \in \mathcal{R}$ is defined based on the rate allocation as follows:

$$
\hat{\mathbf{b}}^{(\ell)}_r = \frac{n_r x_r}{\kappa_r} 1_{\{\ell \in r\}}.
$$

Recall that the vector $\mathbf{b}^{(\ell)}$ is defined as $b^{(\ell)}_r = \rho^{(0)} r 1_{\{\ell \in r\}} / \kappa_r$. So the vector $\hat{\mathbf{b}}^{(\ell)}$ replaces the $\rho^{(0)}$’s in $\mathbf{b}^{(\ell)}$ with $n_r x_r$’s. We claim that the inner product satisfies the following two properties:
(P1) For each link \( \ell \),
\[
\langle b^{(\ell)}, \lambda^{(0)} - nx\mu \rangle = U_\ell - \delta_\ell,
\]
where \( nx\mu \) denotes the entrywise product of \( n, x \) and \( \mu \), i.e., \( nx\mu = (n_r x_r \mu_r)_{r \in \mathbb{R}} \), and \( U_\ell \) is the unused bandwidth on link \( \ell \), i.e., the amount of bandwidth that is not allocated to any flow.

(P2) For each link \( \ell \),
\[
\langle b^{(\ell)} - \tilde{b}^{(\ell)}, \lambda^{(0)} - nx\mu \rangle \geq \kappa_{\min} \mu_{\min} \| b^{(\ell)} - \tilde{b}^{(\ell)} \|^2,
\]
where \( \kappa_{\min} = \min_r \{ \kappa_r \} > 0 \) and \( \mu_{\min} = \min_r \{ \mu_r \} > 0 \).

4.1. Proof Outline of Theorem 3.1 (State-Space Collapse). In this section we elaborate Step 1 of the drift method and give the proof outline of the state-space collapse result in Theorem 3.1. The detailed proof is given in Section 5.1. In the prior work of the drift method, moment bounds on \( \| N^{(\epsilon)}_\perp \| \) are usually obtained by studying the drift of the Lyapunov function \( \| n_\perp \| \) and applying the moment bounds in [6] or the more refined tail bounds in [2]. We state a continuous-time version of the results in [2] below for easy reference. The proof is given in Appendix A.

**Lemma 4.1.** Let \((X(t) : t \geq 0)\) be a continuous-time Markov chain over a countable state space \( \mathcal{X} \). Suppose that it is irreducible, nonexplosive and positive-recurrent, and it converges in distribution to a random variable \( \bar{X} \). Consider a Lyapunov function \( V : \mathcal{X} \rightarrow \mathbb{R}_+ \) and define the drift of \( V \) at a state \( i \in \mathcal{X} \) as
\[
\Delta V(i) = \sum_{i' \in \mathcal{X}, i' \neq i} q_{ii'} (V(i') - V(i)),
\]
where \( q_{ii'} \) is the transition rate from \( i \) to \( i' \). Suppose that the drift satisfies the following conditions:

(i) There exist constants \( \gamma > 0 \) and \( B > 0 \) such that \( \Delta V(i) \leq -\gamma \) for any \( i \in \mathcal{X} \) with \( V(i) > B \).

(ii) \( \nu_{\max} \triangleq \sup_{i, i' \in \mathcal{X}, q_{ii'} > 0} |V(i') - V(i)| < +\infty \).

(iii) \( \bar{\nu} \triangleq \sup_{i \in \mathcal{X}} (-q_{ii}) < +\infty \).

Then for any nonnegative integer \( j \), we have

\[
\mathbb{P}(V(\bar{X}) > B + 2\nu_{\max} j) \leq \left( \frac{\nu_{\max}^2}{\nu_{\max} + \gamma} \right)^{j+1},
\]
where
\[ q_{\text{max}} = \sup_{i \in X, i' \in X: V(i) < V(i')} \sum_{i' \in X: V(i') < V(i)} q_{ii'} . \]

As a result, the \( m \)-th moment of \( V(X) \) for any \( m \in \mathbb{Z}_+ \) can be bounded as follows:
\[ E[V(X)^m] \leq (2B)^m + (4\nu_{\text{max}})^m \left( \frac{q_{\text{max}}\nu_{\text{max}} + \gamma}{\gamma} \right)^m m! . \]

However, for the flow count process \((N^{(\epsilon)}(t): t \geq 0)\) under a weighted proportionally fair policy, it is hard if not impossible to obtain a drift bound for the Lyapunov function \( \|n_\perp\| \) such that the condition (i) in Lemma 4.1 above is satisfied. The condition (i) requires the drift to be negative whenever the value of the Lyapunov function is large enough, but for \((N^{(\epsilon)}(t): t \geq 0)\), large \( \|n_\perp\| \) alone may not be enough to give a negative drift.

Although Lemma 4.1 is not directly applicable, we will show that we can still obtain moment bounds by studying the drift. We first prove two drift bounds in Lemma 4.2, which mainly state that the drift is negative under the additional condition that the ratio \( \|n_\perp\|/\|n\| \) is also large enough. We then show in Lemma 4.3 that similar to Lemma 4.1, the drift bounds lead to certain tail bounds and then further the moment bounds in Theorem 3.1.

**Lemma 4.2 (Drift Bounds for \( \|n_\perp\| \)).** In the \( \epsilon \)-th system, the drift of the Lyapunov function \( \|n_\perp\| \) satisfies that
\[ \Delta^{(\epsilon)} \|n_\perp\| \leq -\sqrt{\epsilon} \]
when
\[ \epsilon \leq \epsilon_{\text{max}}, \quad \|n_\perp\| \geq \frac{A_1}{\xi_1 \sqrt{\epsilon}}, \quad \frac{\|n_\perp\|}{\sum_r \kappa_r n_r} \geq \frac{\xi_2 \sqrt{\epsilon}}{A_2} , \]
and
\[ \Delta^{(\epsilon)} \|n_\perp\| \leq (\xi_1 + 1) \sqrt{\epsilon} \]
when
\[ \epsilon \leq \epsilon_{\text{max}}, \quad \|n_\perp\| \geq \frac{A_1}{\xi_1 \sqrt{\epsilon}}, \]

where \( \epsilon_{\text{max}}, \xi_1, \xi_2, A_1, A_2 \) are positive constants.
The proof of Lemma 4.2 is given in Section 5.1.1. We remark that the last condition on $\|n_\perp\|/\sum_r \kappa_r n_r$ in (4.5) is equivalent to that $\|n_\perp\|/\|n\|$ is large enough, since all norms are equivalent in $\mathbb{R}^K$ and thus there exist positive constants $a_1$ and $a_2$ such that $a_1 \|n\| \leq \sum_r \kappa_r n_r \leq a_2 \|n\|$.

**Lemma 4.3 (Tail and Moment Bounds for $\|N^{(\epsilon)}_\perp\|$).** For any nonnegative $\epsilon \leq \epsilon_{\text{max}}$, the tail distribution of $\|N^{(\epsilon)}_\perp\|$ is bounded by an exponential term plus an additional term as follows: for any nonnegative integer $j$,

$$P\left(\|N^{(\epsilon)}_\perp\| > \frac{A_1}{\xi_1 \sqrt{\epsilon}} + 2\nu j\right) \leq \alpha^{j+1} + \xi_2 (1 - \alpha) \sum_{i=0}^{j} \alpha^i \left(\frac{\beta^{\theta/\sqrt{\epsilon}}}{\sqrt{\epsilon}}\right)^{j-i},$$

where $\epsilon_{\text{max}}, A_1, \xi_1, \xi_2$ are the constants in Lemma 4.2, $\nu$ and $\theta$ are positive constants, and

$$\alpha = \frac{a}{a + \sqrt{\epsilon}}, \quad \beta = \frac{b}{b + \epsilon},$$

for some positive constants $a$ and $b$. As a result, in the heavy-traffic regime where $\epsilon \to 0^+$, the $m$-th moment of $\|N^{(\epsilon)}_\perp\|$ for any $m \in \mathbb{Z}_+$ can be bounded as follows:

$$E\left[\|N^{(\epsilon)}_\perp\|^m\right] = O\left(\left(\frac{1}{\sqrt{\epsilon}}\right)^m\right).$$

The proof of Lemma 4.3 is given in Section 5.1.2. Compared with the exponential-type tail bounds in Lemma 4.1, the tail bounds in Lemma 4.3 have an additional term (the second term) due to the additional requirement on $\|n_\perp\|/\sum_r \kappa_r n_r$ in the drift bound in Lemma 4.2. In the proof of Lemma 4.3, this additional requirement will be addressed by properly bounding $\sum_r \kappa_r N_r$, also through studying a Lyapunov drift. The derivation of the moment bounds based on the tail bounds is intuitive and similar to Lemma 3 in [15].

### 4.2. Proof Outline of Theorem 3.2 (Bounds on Flow Counts)

In this section we elaborate Step 2 of the drift method and give proof outlines of the bounds on flow counts in Theorem 3.2. The detailed proof is given in Section 5.2. We obtain these bounds by setting the steady-state drift of the Lyapunov function $V(n) = \|n^*_s\|^2$ to 0, where $n^*_s$ is the projection of the state $n$ onto the subspace where the cone $\mathcal{K}$ lies in, i.e., the subspace spanned by $b^{(\ell)}$’s, denoted by $\mathcal{S}$. Note that in this section, we often consider
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where the coefficients \( \alpha^s_\ell \)'s can be negative. The projection onto the subspace is a linear operator, i.e., \((y + z)^s = y^s + z^s\) for any \(y, z \in \mathbb{R}^K\). Note that
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Below we fix an \( \epsilon > 0 \) and temporarily omit the superscript \((\cdot)\) for conciseness. The drift of \(\|n^s\|^2\) can be written as follows:

$$\Delta \|n^s\|^2 = \sum_r \lambda_r \left( \| (n + e^{(r)})^s \|^2 - \| n^s \|^2 \right)$$

$$+ \sum_r n_r x_r \mu_r \left( \| (n - e^{(r)})^s \|^2 - \| n^s \|^2 \right)$$

$$= 2 \sum_r (\lambda_r - n_r x_r \mu_r) \langle n^s, (e^{(r)})^s \rangle + \sum_r (\lambda_r + n_r x_r \mu_r) \| (e^{(r)})^s \|^2$$

$$\| 4.12 \|$$

$$= 2 \sum_r (\lambda_r - n_r x_r \mu_r) \langle n^s, e^{(r)} \rangle + \sum_r (\lambda_r + n_r x_r \mu_r) \| (e^{(r)})^s \|^2$$

$$\| 4.13 \|$$

$$= -2 \epsilon \langle n^s, \lambda^{(0)} \rangle + 2 \langle n^s, \lambda^{(0)} - n x \mu \rangle + \sum_r (\lambda_r + n_r x_r \mu_r) \| (e^{(r)})^s \|^2$$

$$\| 4.14 \|$$

where \((4.12)\) follows from \(\langle n^s, (e^{(r)})^s \rangle = 0\), the \(n x \mu\) in \((4.13)\) denotes the entrywise product of \(n, x\) and \(\mu\), and in \((4.14)\),

$$B_1(n) \triangleq \sum_r (\lambda_r + n_r x_r \mu_r) \| (e^{(r)})^s \|^2$$

When the system is in steady state, we have \(E[\Delta \|N^s\|^2] = 0\). Note that this is true since we can show that \(\|N\|\) has finite moments (Lemma 5.1). Also note that by the definition of the inner product we choose,

$$\langle N, \lambda^{(0)} \rangle = \sum_r \kappa_r N_r.$$  

Then setting \(E[\Delta \|N^s\|^2] = 0\) yields

$$\| 4.15 \|$$

$$\epsilon E \left[ \sum_r \kappa_r N_r \right] = \epsilon E[\langle N^s, \lambda^{(0)} \rangle] + E[\langle N^s, \lambda^{(0)} - N x \mu \rangle] + \frac{1}{2} E[B_1(N)].$$
The proof of Theorem 3.2 analyzes the terms on the right-hand-side of (4.15). A sketch is given below:

(i) We show \( \epsilon \mathbb{E}[\langle N_s^{q}, \lambda^{(0)} \rangle] = O(\sqrt{\epsilon}) \) using state-space collapse.

(ii) Consider the term \( \mathbb{E}[\langle N_s^{q}, \lambda^{(0)} - N x \mu \rangle] \). Since \( N_s^{q} \) is in the subspace \( S \), it can be written as

\[
N_s^{q} = \sum_{\ell \in L_s} \alpha_s^{q} b^{(\ell)}.
\]

Then as before,

\[
\langle N_s^{q}, \lambda^{(0)} - N x \mu \rangle = \sum_{\ell \in L_s} \alpha_s^{q} U_{\ell}.
\]

Recall that due to complementary slackness, \( p_{\ell} U_{\ell} = 0 \). So we can bound \( \mathbb{E}[\langle N_s^{q}, \lambda^{(0)} - N x \mu \rangle] \) by showing that \( \alpha_{\ell} \) and \( p_{\ell} \) are close to each other in heavy-traffic for any \( \ell \in L_s \). We know that for a state \( n \) such that \( n = n_s^{q} \), i.e., \( \| n_{\perp} \| = \| n_s^{q} \| = 0 \), the Lagrange multipliers \( p_{\ell}'s \) are equal to the coefficients \( \alpha_{\ell}'s \) of the projection. Then intuitively, when \( \| n_{\perp} \| \) is small, the rate allocation based on \( n \) should be not far away from the rate allocation based on \( n_s^{q} \), and thus the \( p_{\ell}'s \) should not be far away from the \( \alpha_{\ell}'s \). Then we can use the state-space collapse result to bound the difference \( |\alpha_{\ell} - p_{\ell}| \) in heavy traffic. Specifically, the following lemma bounds the difference \( |\alpha_{\ell} - p_{\ell}| \) using \( \| n_{\perp} \| \), where notice that \( n_{\perp} \) is the projection onto the cone.

**Lemma 4.4.** There exist positive constants \( B_2 \) and \( B_3 \) such that for any state \( n \),

\[
|\alpha_{\ell} - p_{\ell}| \leq B_2 \| n_{\perp} \|^{1/2} \left( \sum_r \kappa_r n_r \right)^{1/2}, \quad \forall \ell \in L_s,
\]

and

\[
\sum_{\ell \in L_s \setminus L_s} p_{\ell} \leq B_3 \| n_{\perp} \|,
\]

where the \( \alpha_{\ell}'s \) are the coefficients in the projection \( n_s^{q} = \sum_{\ell \in L_s} \alpha_{\ell} b^{(\ell)} \) and the \( p_{\ell}'s \) are the Lagrange multipliers for the capacity constraints.

Based on Lemma 4.4, we show that \( \mathbb{E}[\langle N_s^{q}, \lambda^{(0)} - N x \mu \rangle] = O(\epsilon^{1 - \frac{1}{\tau_1}}) \) for an even integer \( \tau_1 \) with \( \tau > 4 \). We remark that the proof of Lemma 4.4 is where the full-rank assumption is needed.
(iii) To bound the last term $\mathbb{E}[B_1(\mathbf{N})]/2$, we first notice that $\mathbb{E}[\mathbf{N}_r x_r] = \rho_r$ by the fact that $\mathbb{E}[\Delta \mathbf{N}_r] = 0$. Then

$$\frac{1}{2} \mathbb{E}[B_1(\mathbf{N})] = \sum_r \lambda_r \|e^{(r)}\|^2.$$ 

We show that it can be bounded as follows,

$$(1 - \epsilon) L_s \cdot \min_r \kappa_r \leq \frac{1}{2} \mathbb{E}[B_1(\mathbf{N})] \leq (1 - \epsilon) L_s \cdot \max_r \kappa_r.$$ 

Combining (i), (ii) and (iii) will yield the bounds in Theorem 3.2.

5. Proofs of Theorems 3.1 and 3.2.

5.1. Proof of Theorem 3.1 (State-Space Collapse). By the arguments in Section 4.1, it suffices to prove Lemmas 4.2 and 4.3.

5.1.1. Proof of Lemma 4.2.

Proof of Lemma 4.2 (Drift Bounds for $\|\mathbf{n}_\perp\|$). In this proof we fix an $\epsilon > 0$ and temporarily omit the superscript $(\epsilon)$ for conciseness. Recall that $\mathbf{n} = [n_1, n_2, \ldots, n_R]^T$ is the flow count vector, $\mathbf{x} = [x_1, x_2, \ldots, x_R]^T$ is the rate allocation vector under a weighted proportionally fair policy, and $\mathbf{n} \mathbf{x} \mathbf{\mu}$ is the entrywise product of $\mathbf{n}$, $\mathbf{x}$ and $\mathbf{\mu}$.

We start by stating the following claim, the proof of which is given at the end of this proof.

Claim 1. The drift, $\Delta \|\mathbf{n}_\perp\|$, is upper bounded as follows:

$$\Delta \|\mathbf{n}_\perp\| \leq \frac{1}{\|\mathbf{n}_\perp\|} (\mathbf{n} - \mathbf{n}_0, \lambda^{(0)} - \mathbf{n} \mathbf{x} \mathbf{\mu}) + \epsilon \|\lambda^{(0)}\| + \frac{A_1}{\|\mathbf{n}_\perp\|},$$

where $A_1$ is a constant.

Next we analyze the terms in Claim 1, utilizing the two properties (P1) and (P2) of the inner product. We first consider the term $\langle \mathbf{n}, \lambda^{(0)} - \mathbf{n} \mathbf{x} \mathbf{\mu} \rangle$ in Claim 1. Recall that $n_r$ can be written in the following form according to the proportionally fair policy:

$$n_r = \frac{n_r x_r}{\kappa_r} \sum_{\ell \in r} p_\ell,$$
where $\kappa_r$ is the weight used and $p_\ell$ is the Lagrange multiplier of the capacity constraint of link $\ell$. We can further write this equality in a vector form using the vectors $\{\hat{b}(\ell), \ell \in \mathcal{L}\}$:

$$
n = \sum_\ell p_\ell \hat{b}(\ell).
$$

By property (P1) and complementary slackness,

$$
p_\ell \langle b(\ell), \lambda^{(0)} - nx\mu \rangle = p_\ell U_\ell - p_\ell \delta_\ell = -p_\ell \delta_\ell,
$$

where recall that $\delta_\ell = 0$ for $\ell \in \mathcal{L}_s$. Thus

$$
\langle n, \lambda^{(0)} - nx\mu \rangle = \sum_\ell p_\ell \langle \hat{b}(\ell) - b(\ell), \lambda^{(0)} - nx\mu \rangle + \sum_{\ell \in \mathcal{L}_s} p_\ell \langle b(\ell), \lambda^{(0)} - nx\mu \rangle \leq -\kappa_{min} \mu_{min} \sum_\ell p_\ell \|\hat{b}(\ell) - b(\ell)\|^2 - \sum_{\ell \in \mathcal{L}_s} p_\ell \delta_\ell,
$$

where the inequality follows from (P2). Note that

$$
\|n_\perp\|^2
$$

(5.1)

$$
\leq \left| n - \sum_{\ell \in \mathcal{L}_s} p_\ell b(\ell) \right|^2
$$

(5.2)

$$
\leq \left( \sum_\ell p_\ell \|\hat{b}(\ell) - b(\ell)\| + \sum_{\ell \in \mathcal{L}_s} p_\ell \|b(\ell)\| \right)^2
$$

(5.3)

$$
\leq \frac{2}{\kappa_{min}} \left( \kappa_r n_r \right) \left( \sum_\ell p_\ell \|\hat{b}(\ell) - b(\ell)\|^2 + \sum_{\ell \in \mathcal{L}_s} p_\ell \|b(\ell)\|^2 \right),
$$

where (5.1) follows from the definition of projection, (5.2) follows from Cauchy-Schwarz inequality, and (5.3) is due to the equality $\sum_\ell p_\ell C_\ell = \sum_r \kappa_r n_r$ derived from the weighted proportionally fair sharing policy with $C_{min} = \min_\ell C_\ell$. Let

$$
A_2 = \min \left\{ \kappa_{min} \mu_{min}, \min_{\ell \in \mathcal{L}_s} \frac{\delta_\ell}{\|b(\ell)\|^2} \right\} \frac{C_{min}}{2}.
$$
Then $A_2$ is a positive constant independent of $\epsilon$ and there holds

\[ \langle \mathbf{n}, \lambda^{(0)} - n x \mu \rangle \leq -A_2 \| \mathbf{n}_\perp \|^2 \sum_r \kappa_r \mathbf{n}_r. \]

We then consider the term $\langle \mathbf{n}_s, \lambda^{(0)} - n x \mu \rangle$ in Claim 1. Since $\mathbf{n}_s \in \mathcal{K}$, we can represent it by

\[ \mathbf{n}_s = \sum_{\ell \in \mathcal{L}_s} \alpha_\ell \mathbf{b}^{(\ell)}, \quad \alpha_\ell \geq 0 \text{ for all } \ell \in \mathcal{L}_s. \]

Then

\[ \langle \mathbf{n}_s, \lambda^{(0)} - n x \mu \rangle = \sum_{\ell \in \mathcal{L}_s} \alpha_\ell \langle \mathbf{b}^{(\ell)}, \lambda^{(0)} - n x \mu \rangle \]

(5.5)\[ \geq 0, \]

(5.6)

where (5.5) follows from (P1).

Combining the bounds for the terms $\langle \mathbf{n}, \lambda^{(0)} - n x \mu \rangle$ and $\langle \mathbf{n}_s, \lambda^{(0)} - n x \mu \rangle$ in (5.4) and (5.6) yields:

\[ \Delta \| \mathbf{n}_\perp \| \leq -A_2 \| \mathbf{n}_\perp \| \sum_r \kappa_r \mathbf{n}_r + \epsilon \| \lambda^{(0)} \| + \frac{A_1}{\| \mathbf{n}_\perp \|}. \]

We choose any constants $\xi_1 > 0, \xi_2 > 0$ such that

\[ \xi_2 - \xi_1 = 2. \]

Then when

\[ \epsilon \leq \epsilon_{\text{max}} \triangleq \frac{1}{\| \lambda^{(0)} \|^2}, \quad \| \mathbf{n}_\perp \| \geq \frac{A_1}{\xi_1 \sqrt{\epsilon}}, \quad \| \mathbf{n}_\perp \| \geq \frac{\xi_2 \sqrt{\epsilon}}{A_2}, \]

we have $\Delta \| \mathbf{n}_\perp \| \leq -\xi_2 \sqrt{\epsilon} + \sqrt{\epsilon} + \xi_1 \sqrt{\epsilon} = -\sqrt{\epsilon}$, and when

\[ \epsilon \leq \epsilon_{\text{max}}, \quad \| \mathbf{n}_\perp \| \geq \frac{A_1}{\xi_1 \sqrt{\epsilon}}, \]

we have $\Delta \| \mathbf{n}_\perp \| \leq \sqrt{\epsilon} + \xi_1 \sqrt{\epsilon} = (\xi_1 + 1) \sqrt{\epsilon}$, which are the drift bounds in Lemma 4.2.

Lastly, we prove the Claim 1 at the beginning of this proof. We first bound $\Delta \| \mathbf{n}_\perp \|$ in the following form

\[ \Delta \| \mathbf{n}_\perp \| \leq \frac{1}{2 \| \mathbf{n}_\perp \|} \Delta \| \mathbf{n}_\perp \|^2 \]
HEAVY-TRAFFIC INSENSITIVE BOUNDS

\[ \frac{1}{2\|n\|} (\Delta\|n\| - \Delta\|n_i\|^2), \]

where the inequality follows from the fact that \(\|n\|_\perp = \sqrt{\|n\|^2} \) and that the square-root function is concave. Below we analyze the drifts \(\Delta\|n\|^2\) and \(\Delta\|n_i\|^2\).

\[
\begin{align*}
\Delta\|n\|^2 &= \sum_r \lambda_r \left( \|n + e^{(r)}\|^2 - \|n\|^2 \right) \\
&\quad + \sum_r n_r x_r \mu_r \left( \|n - e^{(r)}\|^2 - \|n\|^2 \right) \\
&= 2 \sum_r (\lambda_r - n_r x_r \mu_r) \langle n, e^{(r)} \rangle + \sum_r (\lambda_r + n_r x_r \mu_r) \|e^{(r)}\|^2 \\
&\leq 2 \sum_r (\lambda_r - n_r x_r \mu_r) \langle n, e^{(r)} \rangle + 2A_1 \\
&= 2 \langle n, \lambda - nx \mu \rangle + 2A_1, \\
\end{align*}
\]

(5.7)

where the first equality follows from the transition rates of the flow count process, and \(A_1\) is a constant. We can derive a lower bound on \(\Delta\|n_i\|^2\) in a similar way:

\[
\begin{align*}
\Delta\|n_i\|^2 &= \sum_r \lambda_r \left( \|n + e^{(r)}\|_i^2 - \|n_i\|^2 \right) \\
&\quad + \sum_r n_r x_r \mu_r \left( \|n - e^{(r)}\|_i^2 - \|n_i\|^2 \right) \\
&= \sum_r \lambda_r \cdot 2 \langle n_i, (n + e^{(r)})_i - n_i \rangle \\
&\quad + \sum_r n_r x_r \mu_r \cdot 2 \langle n_i, (n - e^{(r)})_i - n_i \rangle \\
&\quad + \sum_r \lambda_r \| (n + e^{(r)})_i - n_i \|^2 + \sum_r n_r x_r \mu_r \| (n - e^{(r)})_i - n_i \|^2 \\
&\geq \sum_r \lambda_r \cdot 2 \langle n_i, (n + e^{(r)}) - n \rangle \\
&\quad + \sum_r n_r x_r \mu_r \cdot 2 \langle n_i, (n - e^{(r)}) - n \rangle \\
&= 2 \langle n_i, \lambda - nx \mu \rangle, \\
\end{align*}
\]

(5.8)

where (5.8) follows from that \(\langle n_i, n_\perp \rangle = 0\) and \(\langle n_i, (n + e^{(r)})_\perp \rangle \leq 0\), \(\langle n_i, (n - e^{(r)})_\perp \rangle \leq 0\) since perpendicular components are in the polar cone.
of the cone $K$. Combining the above bounds yields
\[
\Delta \|n\| \leq \frac{1}{\|n\|} \langle n - n, \lambda - nx\mu \rangle + \frac{A_1}{\|n\|}
\]
\[
= \frac{1}{\|n\|} \langle n - n, \lambda(0) - nx\mu \rangle - \epsilon \frac{\langle n_{\perp}, \lambda(0) \rangle}{\|n_{\perp}\|} + \frac{A_1}{\|n\|}
\]
\[
\leq \frac{1}{\|n\|} \langle n - n, \lambda(0) - nx\mu \rangle + \epsilon \|\lambda(0)\| + \frac{A_1}{\|n\|},
\]
which completes the proof of the claim. \hfill \Box

5.1.2. Proof of Lemma 4.3.

Proof of Lemma 4.3 (Tail and Moment Bounds for $\|N_{\perp}\|$). We first introduce some notation that will be needed in the proof. We again fix an $\epsilon > 0$ and omit the superscript $(\epsilon)$ for conciseness. Recall that $q_{nn'}$ is the transition rate from state $n$ to $n'$ of the flow count process $(N(t): t \geq 0)$. Let
\[
\bar{q} = \sup_n (-q_{nn}),
\]
\[
\nu = \max_r \frac{\kappa_r}{\lambda_r^{(0)}}, \quad \zeta = 2 \left( \max_\ell \frac{C_\ell}{\mu_\ell} \right) \cdot \left( \max_r \mu_r \right),
\]
\[
\alpha = \frac{\zeta \nu}{\zeta \nu + \sqrt{\epsilon}}.
\]
It can be verified that $\bar{q} < +\infty$, and that $\nu$ and $\zeta$ are positive constants such that
\[
\sup_{n,n': q_{nn'} > 0} \|n'\| - \|n\| \leq \nu, \quad \sup_{n,n': q_{nn'} > 0} \|n'\| - \|n_{\perp}\| \leq \nu,
\]
\[
\sup_n \sum_{n': \|n\| < \|n'\|} q_{nn'} \leq \zeta, \quad \sup_{n,n': \|n_{\perp}\| < \|n'_{\perp}\|} q_{nn'} \leq \zeta.
\]
Note that for $\alpha$, the constant $a$ in (4.9) of Lemma 4.3 equals to $\zeta \nu$.

We need the Lemma 5.1 below, which gives tail bounds for $\sum_r \kappa_r N_r$. The proof of Lemma 5.1 is given in Appendix B, which analyzes the drift $\Delta \|n\|$ and applies Lemma 4.1 (a continuous-time version of the results by Bertsimas, Gamarnik and Tsitsiklis [2]). Note that the definition of $\beta$ below corresponds to $b = 2\zeta \nu / A_3$ for the constant $b$ in (4.9) of Lemma 4.3.
Lemma 5.1. For any nonnegative $\epsilon$ with $\epsilon \leq 1$, the distribution of $\sum_r \kappa_r \bar{N}_r$ has the following exponential tail bounds: for any nonnegative integer $j$,

$$P\left( \sum_r \kappa_r \bar{N}_r > \frac{2A_1A_4}{\epsilon A_3} + 2\nu A_4 j \right) \leq \beta^{j+1},$$

where $A_3, A_4$ are positive constants, and

$$\beta = \frac{\zeta \nu}{\zeta \nu + \epsilon A_3/2} < 1.$$

Note that $E[\|\bar{N}_\perp\|] < +\infty$ since $E[\sum_r \kappa_r \bar{N}_r] < +\infty$ by Lemma 5.1. Let $A$ denote $\frac{A_1}{\zeta \nu}$. Fix a $c \geq A - \nu$. Let $\hat{V}(n) = \max\{c, \|n\|\}$. Let $\pi$ denote the distribution of $\bar{N}$. Note that $E[\hat{V}(\bar{N})] < +\infty$ and $\bar{q} < +\infty$. Then similar to the proof of the exponential-type tail bounds in [2], we have

$$0 = \sum_n \pi(n) \sum_{n': n' \neq n} Q_{nn'}(\hat{V}(n') - \hat{V}(n)) $$

(5.9)

$$+ \sum_{n: \|n\| \leq c - \nu} \pi(n) \sum_{n': n' \neq n} Q_{nn'}(\hat{V}(n') - \hat{V}(n)) $$

(5.10)

$$+ \sum_{n: c - \nu < \|n\| \leq c + \nu} \pi(n) \sum_{n': n' \neq n} Q_{nn'}(\hat{V}(n') - \hat{V}(n)) $$

(5.11)

(i) The first summand (5.9) is 0 since when $\|n\| \leq c - \nu$, $\hat{V}(n') = \hat{V}(n) = c$ for $n'$ with $Q_{nn'} > 0$.

(ii) Consider the second summand (5.10). We can check that for any two states $n$ and $n'$, either

$$0 \leq \hat{V}(n') - \hat{V}(n) \leq \|n'\| - \|n\|,$$

or

$$\|n'\| - \|n\| \leq \hat{V}(n') - \hat{V}(n) \leq 0,$$

regardless of the relation between $c$ and $\|n\|, \|n'\|$. Then,

$$\sum_{n': n' \neq n} Q_{nn'}(\hat{V}(n') - \hat{V}(n))$$

$$= \sum_{n': \hat{V}(n') > \hat{V}(n)} Q_{nn'}(\hat{V}(n') - \hat{V}(n))$$
\[
+ \sum_{n': \hat{V}(n') \leq \hat{V}(n)} Q_{nn'}(\hat{V}(n') - \hat{V}(n)) \\
\leq \sum_{n': \hat{V}(n') > \hat{V}(n)} Q_{nn'}(\hat{V}(n) - \hat{V}(n)) \\
\leq \sum_{n': ||n'|| > ||n'||} Q_{nn'} \nu \\
\leq \zeta \nu.
\]

Thus the second summand satisfies
\[
\sum_{n: c-\nu < ||n'|| \leq c+\nu} \pi(n) \sum_{n': n' \neq n} Q_{nn'}(\hat{V}(n') - \hat{V}(n)) \\
\leq \zeta \nu \left( \mathbb{P}(||N'|| > c - \nu) - \mathbb{P}(||N'|| > c + \nu) \right).
\]

(iii) Consider the third summand (5.11). When \( ||n'|| > c + \nu \), \( \hat{V}(n) = \|n\| \) and \( \hat{V}(n') = \|n'|| \) for \( n' \) with \( Q_{nn'} > 0 \). Therefore,
\[
\sum_{n: ||n'|| > c+\nu} \pi(n) \sum_{n': n' \neq n} Q_{nn'}(\hat{V}(n') - \hat{V}(n)) \\
= \sum_{n: ||n'|| > c+\nu} \pi(n) \Delta ||n'|| \\
= \sum_{n: ||n'|| > c+\nu} \pi(n) \Delta ||n'|| + \sum_{\sum r \kappa_r N_r \geq \xi_2 \sqrt{\epsilon} / A_2} \pi(n) \Delta ||n'|| \\
\leq -\sqrt{\epsilon} \mathbb{P}(||N'|| > c + \nu, \frac{||N'||}{\sum r \kappa_r N_r} \geq \frac{\xi_2 \sqrt{\epsilon}}{A_2}) \\
+ (\xi_1 + 1) \sqrt{\epsilon} \mathbb{P}(||N'|| > c + \nu, \frac{||N'||}{\sum r \kappa_r N_r} < \frac{\xi_2 \sqrt{\epsilon}}{A_2})
\]
\[
(5.12)
\]
\[
= -\sqrt{\epsilon} \mathbb{P}(||N'|| > c + \nu) \\
+ \xi_2 \sqrt{\epsilon} \mathbb{P}(||N'|| > c + \nu, \frac{||N'||}{\sum r \kappa_r N_r} \geq \frac{\xi_2 \sqrt{\epsilon}}{A_2}) \\
\leq -\sqrt{\epsilon} \mathbb{P}(||N'|| > c + \nu) + \xi_2 \sqrt{\epsilon} \mathbb{P}(\sum r \kappa_r N_r > \frac{(c + \nu) A_2}{\xi_2 \sqrt{\epsilon}}).
\]

The inequality (5.12) follows from the drift bounds given in Lemma 4.2, and (5.13) follows from the choice of \( \xi_1 \) and \( \xi_2 \) in the proof of Lemma 4.2.
Combining the three summands we have

\[
\mathbb{P}(\|N\| > c + \nu) \leq \frac{\zeta\nu}{\zeta\nu + \sqrt{\epsilon}}\mathbb{P}(\|N\| > c - \nu) + \frac{\xi_2\sqrt{\epsilon}}{\zeta\nu + \sqrt{\epsilon}}\mathbb{P}\left(\sum_r \kappa_r N_r > \frac{(c + \nu)A_2}{\xi_2\sqrt{\epsilon}}\right).
\]

Recall that we let \(\alpha\) denote \(\frac{\zeta\nu}{\zeta\nu + \sqrt{\epsilon}}\). Let \(c = A + (2j - 1)\nu\) for a nonnegative integer \(j\). Then

\[
\mathbb{P}(\|N\| > A + 2\nu j) \leq \alpha \mathbb{P}(\|N\| > A + 2\nu (j - 1)) + \xi_2 (1 - \alpha) \mathbb{P}\left(\sum_r \kappa_r N_r > \frac{(A + 2\nu j)A_2}{\xi_2\sqrt{\epsilon}}\right).
\]

Now we use Lemma 5.1 to bound the last probability above. Recall that we have chosen \(\xi_1\) and \(\xi_2\) in the proof of Lemma 4.2 such that \(\xi_2 - \xi_1 = 2\). We can further require that

\[
(5.14) \quad \xi_1 \xi_2 = \frac{A_2 A_3}{2A_4}.
\]

It can be verified that such constants \(\xi_1\) and \(\xi_2\) are well-defined. Also recall that \(A = \frac{A_1}{\xi_1 \sqrt{\epsilon}}\). Define a constant \(\theta = \frac{\nu A_2}{\xi_2 \sqrt{\epsilon}}\). Then

\[
\mathbb{P}\left(\sum_r \kappa_r N_r > \frac{(A + 2\nu j)A_2}{\xi_2\sqrt{\epsilon}}\right)
\leq \mathbb{P}\left(\sum_r \kappa_r N_r > \frac{A_1 A_2}{\xi_1 \xi_2 \epsilon} + 2\nu A_2 \frac{j \theta}{\sqrt{\epsilon}}\right)
\leq \mathbb{P}\left(\sum_r \kappa_r N_r > \frac{2A_1 A_4}{\epsilon A_3} + 2\nu A_4 \left\lfloor \frac{j \theta}{\sqrt{\epsilon}} \right\rfloor\right)
\leq \beta \left\lfloor \frac{j \theta}{\sqrt{\epsilon}} \right\rfloor + 1
\leq \left(\beta^\frac{\theta}{\sqrt{\epsilon}}\right)^j.
\]

Therefore,

\[
\mathbb{P}(\|N\| > A + 2\nu j)
\leq \alpha \mathbb{P}(\|N\| > A + 2\nu (j - 1)) + \xi_2 (1 - \alpha) \left(\beta^\frac{\theta}{\sqrt{\epsilon}}\right)^j.
\]
Using this inequality for $k - 1, k - 2, \ldots$ yields
\[
P\left(\|N_\perp\| > \frac{A_1}{\xi_1 \sqrt{\epsilon}} + 2\nu j\right)
\leq \alpha^{j+1} + \xi_2 (1 - \alpha) \sum_{i=0}^{j} \alpha^i \left(\beta^\theta / \sqrt{\epsilon}\right)^{j-i}.
\]

This completes the proof of the tail bound in Lemma 4.3.

Now we bound the moments of $\|N_\perp\|$ using the tail bound above. Recall that $A = \frac{A_1}{\xi_1 \sqrt{\epsilon}}$. For any nonnegative integer $m$,
\[
\mathbb{E}[\|N_\perp\|^m] = \int_0^\infty mt^{m-1}P(\|N_\perp\| > t)dt
= \int_0^A mt^{m-1}P(\|N_\perp\| > t)dt
+ \sum_{j=0}^\infty \int_{A+2\nu(j+1)}^{A+2\nu j} mt^{m-1}P(\|N_\perp\| > t)dt
\leq A^m + \sum_{j=0}^\infty \left(\alpha^{j+1} + \xi_2 (1 - \alpha) \sum_{i=0}^{j} \alpha^i \left(\beta^\theta / \sqrt{\epsilon}\right)^{j-i}\right)
\cdot \left((A + 2\nu(k + 1))^m - (A + 2\nu j)^m\right)
\leq A^m + \sum_{j=0}^\infty \left(\alpha^{j+1} + \xi_2 (1 - \alpha) \sum_{i=0}^{j} \alpha^i \left(\beta^\theta / \sqrt{\epsilon}\right)^{j-i}\right)
\cdot \left(\nu 2^{m-1} A^{m-1} + \nu 2^{m-1} (k + 1)^{m-1}\right),
\]
where (5.15) follows from the tail bound, and (5.16) is due to the convexity of the function $f(x) = x^m$. We bound the summands in (5.16) as follows, where we have used the inequality $\sum_{i=1}^\infty a^i i^m \leq m! \frac{1}{(1-a)^{m+1}}$ for any $0 < a < 1$:

\[
\sum_{j=0}^\infty \alpha^{j+1} \nu 2^{m-1} A^{m-1} = \nu 2^{m-1} A^{m-1} \alpha^{m-1} \frac{A_{m-1}}{1 - \alpha},
\]
\[
\sum_{j=0}^\infty \alpha^{j+1} \nu 2^{m-1} (k + 1)^{m-1} = \nu 2^{m-1} \sum_{j=1}^\infty \alpha^j (k+1)^{m-1}
\leq \nu 2^{m-1} (m - 1)! \frac{1}{(1 - \alpha)^m},
\]

(5.17)
HEAVY-TRAFFIC INSENSITIVE BOUNDS

\[
\sum_{j=0}^{\infty} \xi_2 (1 - \alpha) \sum_{i=0}^{j} \alpha^i \left( \beta^{\theta/\sqrt{\epsilon}} \right)^{j-i} \nu^{2m-1} A^{m-1}
\]
(5.19)

\[
= \xi_2 (1 - \alpha) \nu^{2m-1} A^{m-1} \sum_{i=0}^{\infty} \alpha^i \sum_{j=i}^{\infty} \left( \beta^{\theta/\sqrt{\epsilon}} \right)^{j-i}
\]

\[
= \xi_2 \nu^{2m-1} \frac{A^{m-1}}{1 - \beta^{\theta/\sqrt{\epsilon}}},
\]
(5.20)

\[
\sum_{j=0}^{\infty} \xi_2 (1 - \alpha) \sum_{i=0}^{j} \alpha^i \left( \beta^{\theta/\sqrt{\epsilon}} \right)^{j-i} \nu^{2m-1} (k+1)^{m-1}
\]

\[
= \xi_2 (1 - \alpha) \nu^{2m-1} \sum_{i=0}^{\infty} \alpha^i \sum_{j=i}^{\infty} \left( \beta^{\theta/\sqrt{\epsilon}} \right)^{j-i} (k+1)^{m-1}
\]

\[
\leq \xi_2 (1 - \alpha) \nu^{2m-1} \sum_{i=0}^{\infty} \alpha^i \sum_{j=i}^{\infty} \left( \beta^{\theta/\sqrt{\epsilon}} \right)^{j-i} \left( (k-i)^{m-1} + (i+1)^{m-1} \right)
\]

\[
\leq \xi_2 \nu^{2m-1} (m-1)! \left( \frac{1}{(1 - \beta^{\theta/\sqrt{\epsilon}})^m} + \frac{1}{\alpha (1 - \alpha)^{m-1} (1 - \beta^{\theta/\sqrt{\epsilon}})} \right).
\]

By the definitions of \( \alpha, \beta \) and \( A \), \( A = O \left( \frac{1}{\sqrt{\epsilon}} \right), \frac{1}{1-\alpha} = O \left( \frac{1}{\sqrt{\epsilon}} \right) \). We also have that

\[
1 - \beta^{\theta/\sqrt{\epsilon}} = 1 - \left( 1 - \frac{\epsilon}{2 \nu/A_3 + \epsilon} \right)^{\theta/\sqrt{\epsilon}}
\]

\[
= 1 - e^{\frac{\theta}{2 \sqrt{\epsilon}} \ln \left( 1 - \frac{\epsilon}{2 \nu/A_3 + \epsilon} \right)}
\]

\[
= \frac{\theta \sqrt{\epsilon}}{2 \nu/A_3 + \epsilon} + o(\sqrt{\epsilon}).
\]

Thus \( 1/(1 - \beta^{\theta/\sqrt{\epsilon}}) = O(1/\sqrt{\epsilon}) \).

Now we can see that each summand in (5.16) is \( O((1/\sqrt{\epsilon})^m) \), which implies that \( E \left[ \| \hat{N}_s \|^m \right] = O((1/\sqrt{\epsilon})^m) \).

\[ \square \]

5.2. Proof of Theorem 3.2 (Bounds on Flow Counts). Recall that by the arguments in Section 4.2, setting \( E[\Delta \| \hat{N}_n \|^2] = 0 \) yields

\[
(5.21)
\]

\[
\epsilon E \left[ \sum_r \kappa_r \hat{N}_r \right] = \epsilon E[\langle \hat{N}_1, \lambda^{(0)} \rangle] + E[\langle \hat{N}_n, \lambda^{(0)} - \hat{N} \eta \mu \rangle] + \frac{1}{2} E[B_1(\hat{N})].
\]
We analyze the terms on the right-hand-side.

(i) We first consider the term \( \epsilon \mathbb{E}[\langle N^i_\perp, \lambda^{(0)} \rangle] \). By Cauchy-Schwarz inequality,

\[
\left| \epsilon \mathbb{E}[\langle N^i_\perp, \lambda^{(0)} \rangle] \right| \leq \epsilon \|N^i_\perp\| \cdot \|\lambda^{(0)}\| \\
\leq \epsilon \|N^i_\perp\| \cdot \|\lambda^{(0)}\| \\
= O(\sqrt{\epsilon}).
\]

(ii) We next consider the term \( \mathbb{E}[\langle N^i, \lambda^{(0)} - N x \mu \rangle] \). Recall that we have shown in Section 4.2 that

\[
\langle N^i, \lambda^{(0)} - N x \mu \rangle = \sum_{\ell \in \mathcal{L}_s} \alpha^s_\ell U_\ell.
\]

By Lemma 4.4 and Hölder’s inequality, for each \( \ell \in \mathcal{L}_s \),

\[
\mathbb{E}[|\alpha^s_\ell U_\ell|] = \mathbb{E}[|(\alpha^s_\ell - p_\ell) U_\ell|] \\
\leq B_2 \left( \mathbb{E} \left[ \|N^i_\perp\|^\frac{\tau_1}{2} \left( \sum_r \kappa_r N^r \right)^\frac{\tau_2}{2} \right] \right)^\frac{\tau_1}{\tau_2} \left( \mathbb{E}[U^2_\ell] \right)^\frac{1}{2},
\]

where we pick \( \tau_1 \) and \( \tau_2 \) such that \( \tau_1 > 4 \) and \( \frac{1}{\tau_1} + \frac{1}{\tau_2} = 1 \). The proof of Lemma 4.4 is given at the end of this section. Using Cauchy-Schwarz inequality we have

\[
\left( \mathbb{E} \left[ \|N^i_\perp\|^\frac{\tau_1}{2} \left( \sum_r \kappa_r N^r \right)^\frac{\tau_2}{2} \right] \right)^\frac{1}{\tau_1} \\
\leq \left( \mathbb{E}[\|N^i_\perp\|^{\tau_1}] \right)^\frac{1}{2\tau_1} \mathbb{E}\left[ \left( \sum_r \kappa_r N^r \right)^{\tau_1} \right]^{\frac{1}{2\tau_1}} \\
= O(\epsilon^{-\frac{3}{4}}),
\]

where again the last equality follows from the state-space collapse result in Theorem 3.1 and the bound on \( \mathbb{E}[\sum_r \kappa_r N^r] \) indicated by Lemma 5.1. Next we bound \( \mathbb{E}[U^2_\ell] \). We can prove that \( \mathbb{E}[U_\ell] = \epsilon C_\ell \) by considering the Lyapunov function \( w_\ell(n) = \langle b^{(\ell)}, n \rangle \). Its drift is

\[
\Delta w_\ell(n) = -\epsilon \langle b^{(\ell)}, \lambda^{(0)} \rangle + \langle b^{(\ell)}, \lambda^{(0)} - n x \mu \rangle \\
= -\epsilon C_\ell + U_\ell.
\]
Since in the steady state $E[\Delta w_\ell(N)] = 0$, we have $E[U_\ell] = \epsilon C_\ell$. Since $0 \leq U_\ell \leq C_\ell$, there holds
\[
\left( E\left[U_\ell^{\tau_2}\right]\right)^{1/\tau_2} \leq \left( E\left[U_\ell \cdot C_\ell^{\tau_2-1}\right]\right)^{1/\tau_2} = \epsilon^{1/\tau_2} C_\ell.
\]
Combining these bounds we have $E[\alpha_\ell^2 U_\ell] = O(\epsilon^4 - \frac{1}{\tau_1})$, and thus
\[
E[|\mathbf{N}_s^s, \mathbf{\lambda}^{(0)} - \mathbf{N}_x\mu|] = E\left[\left|\sum_{\ell \in \mathcal{L}_s} \alpha_\ell^2 U_\ell\right|\right] = O(\epsilon^4 - \frac{1}{\tau_1}).
\]
(iii) Lastly, we bound the last term $E[B_1(N)]/2$. Recall that we have shown in Section 4.2 that
\[
\frac{1}{2}E[B_1(N)] = \sum_r \lambda_r \|(e(r))_n^s\|^2 = (1 - \epsilon) \sum_r \lambda_r^{(0)} \langle(e(r))_n^s, (e(r))_n^s\rangle.
\]
Let $M = \text{diag}(\kappa/\mathbf{\lambda}^{(0)})$ denote the diagonal matrix whose diagonal consists of entries of the vector $\kappa/\mathbf{\lambda}^{(0)} \triangleq (\kappa_r/\mathbf{\lambda}^{(0)}_r)_{r \in \mathcal{R}}$. Then the inner product can be written in a matrix form as follows:
\[
\langle y, z \rangle = y^T M z, \quad y, z \in \mathbb{R}^R.
\]
Then
\[
\frac{1}{2}E[B_1(N)] \leq (1 - \epsilon) \left( \max_r \kappa_r \right) \sum_r (\lambda_r^{(0)}/\kappa_r) \langle(e(r))_n^s, (e(r))_n^s\rangle
\]
\[
= (1 - \epsilon) \left( \max_r \kappa_r \right) \sum_r (\lambda_r^{(0)}/\kappa_r) \langle e(r), (e(r))_n^s\rangle
\]
\[
= (1 - \epsilon) \left( \max_r \kappa_r \right) \sum_r \langle M^{-1} e(r), (e(r))_n^s\rangle
\]
\[
= (1 - \epsilon) \left( \max_r \kappa_r \right) \sum_r \langle e(r)^T, e(r)\rangle_n^s.
\]
We now express $(e(r))^n_s$ in a matrix form. Let $B_s$ denote the matrix whose rows are $(\mathbf{b}^{(\ell)})^T$'s with $\ell \in \mathcal{L}_s$. Then $(e(r))^n_s = B_s^T B_s M e(r)$. Thus
\[
\frac{1}{2}E[B_1(N)] \leq (1 - \epsilon) \left( \max_r \kappa_r \right) \sum_r \langle e(r)^T, B_s^T B_s M e(r)\rangle
\]
\[ \begin{aligned}
&= (1 - \epsilon) \left( \max_r \kappa_r \right) \text{tr}(B^T_s (B_s MB_s^T)^{-1} B_s M) \\
&= (1 - \epsilon) \left( \max_r \kappa_r \right) \text{tr}(B_s MB^T_s (B_s MB^T_s)^{-1}) \\
&= (1 - \epsilon) \left( \max_r \kappa_r \right) L_s,
\end{aligned} \tag{5.22} \]

where the notation tr(\cdot) denotes the trace of a matrix, and (5.22) follows from that tr(XY) = tr(YX) for any matrices X and Y, and recall that \( L_s \) is the number of critically loaded links in the network. Similarly, we can show that

\[ \frac{1}{2} \mathbb{E}[B_1(\mathbb{N})] \geq (1 - \epsilon) \left( \min_r \kappa_r \right) L_s. \]

Combining (i), (ii) and (iii) for the terms in (5.21) yields

\[ \frac{L_s \cdot \min_r \kappa_r}{\epsilon} + o \left( \frac{1}{\epsilon} \right) \leq \mathbb{E} \left[ \sum_r \kappa_r \gamma_r(\epsilon) \right] \leq \frac{L_s \cdot \max_r \kappa_r}{\epsilon} + o \left( \frac{1}{\epsilon} \right). \]

The proof will be completed after we prove Lemma 4.4 below.

**Proof of Lemma 4.4.** We first give the following bounds on the rate allocation and the Lagrange multipliers.

**Claim 2.** There exist positive constants \( B_4 \) and \( B_5 \) such that for any state \( \mathbf{n} \),

\[ \sum_{\ell} p_{\ell} \| \mathbf{\tilde{b}}^{(\ell)} - \mathbf{b}^{(\ell)} \|^2 \leq B_4 \| \mathbf{n}_\perp \|, \]

and for any state \( \mathbf{n} \) and any route \( r \),

\[ \sum_{\ell : \ell \in r, \ell \notin L \cup L_s} p_{\ell} \leq B_5 \| \mathbf{n}_\perp \|. \]

**Proof of Claim 2.** Consider the term \( \langle \mathbf{n}, \lambda^{(0)} - nx\mathbf{\mu} \rangle \). By the proof of Lemma 4.2 in Section 5.1.1, we know that

\[ \langle \mathbf{n}, \lambda^{(0)} - nx\mathbf{\mu} \rangle \leq -\kappa_{\min} \mu_{\min} \sum_{\ell} p_{\ell} \| \mathbf{\tilde{b}}^{(\ell)} - \mathbf{b}^{(\ell)} \|^2 - \sum_{\ell \in L \setminus L_s} p_{\ell} \delta_{\ell}. \tag{5.23} \]

On the other hand, by the duality principle for minimum norm problems [12],

\[ \| \mathbf{n}_\perp \| = \sup_{\mathbf{y} \in \mathbb{K}^2 : \| \mathbf{y} \| \leq 1} \langle \mathbf{n}, \mathbf{y} \rangle, \]
where $\mathcal{K}^o$ is the polar cone of the cone $\mathcal{K}$. Let

$$y = \frac{-\lambda^{(0)} + nx\mu}{\|\lambda^{(0)} - nx\mu\|}.$$ 

We can easily verify that $y \in \mathcal{K}^o$ since $\langle b^{(\ell)}, -\lambda^{(0)} + nx\mu \rangle = -U_\ell \leq 0$ for all $\ell \in \mathcal{L}_s$ by (P1). Thus

$$-\langle n, \lambda^{(0)} - nx\mu \rangle = \|\lambda^{(0)} - nx\mu\| \langle n, y \rangle \leq \|\lambda^{(0)} - nx\mu\| \|n_\perp\|.$$ 

(5.24)

Combining (5.23) and (5.24) gives

$$\kappa_{\min}\mu_{\min} \sum_\ell p_\ell \|\hat{b}^{(\ell)} - b^{(\ell)}\|^2 + \sum_{\ell \in \mathcal{L} \setminus \mathcal{L}_s} p_\ell \delta_\ell \leq \|\lambda^{(0)} - nx\mu\| \|n_\perp\|.$$ 

Since each summand on the left-hand-side above is nonnegative, we have that

$$\sum_\ell p_\ell \|\hat{b}^{(\ell)} - b^{(\ell)}\|^2 \leq \frac{\|\lambda^{(0)} - nx\mu\|}{\kappa_{\min}\mu_{\min}} \|n_\perp\|,$$

and for each $r$,

$$\sum_{\ell, \ell' \in r, \ell \in \mathcal{L} \setminus \mathcal{L}_s} p_\ell \delta_\ell \leq \frac{\|\lambda^{(0)} - nx\mu\|}{\delta_{\min}} \|n_\perp\|,$$

where $\delta_{\min} > 0$ is defined as $\delta_{\min} = \min \{ \delta_\ell : \ell \in \mathcal{L} \setminus \mathcal{L}_s \}$. Note that each entry of the rate allocation $nx$ can be bounded using a constant independent of $n$ and $\epsilon$ (e.g., total bandwidth capacity in the network), there exist positive constant $B_3$ and $B_4$ such that $\frac{\|\lambda^{(0)} - nx\mu\|}{\kappa_{\min}\mu_{\min}} \leq B_4$ and $\frac{\|\lambda^{(0)} - nx\mu\|}{\delta_{\min}} \leq B_5$. Therefore,

$$\sum_\ell p_\ell \|\hat{b}^{(\ell)} - b^{(\ell)}\|^2 \leq B_4 \|n_\perp\|,$$

and for each $r$,

$$\sum_{\ell, \ell' \in r, \ell \in \mathcal{L} \setminus \mathcal{L}_s} p_\ell \leq B_5 \|n_\perp\|.$$

which completes the proof of the claim. \qed

With Claim 4, it is easy to verify (4.17) in Lemma 4.4 by setting $B_3 = B_4 R$ where $R$ is the total number of routes. So next we focus on bounding
\[ |\alpha^s_\ell - p_\ell| \] for \( \ell \in \mathcal{L}_s \) and thus proving (4.16) in Lemma 4.4. We first write each \((n^s_\perp)_r = n_r - (n^s)^r \) in the following form

\[
(n^s_\perp)_r = n_r - (n^s)^r
\]

\[
= \frac{n_r x_r}{\kappa_r} \sum_{\ell \in \mathcal{L}_r} p_\ell - \frac{\rho_r(0)}{\kappa_r} \sum_{\ell \in \mathcal{L}_r, \ell \in \mathcal{L}_s} \alpha^s_\ell \\
= \frac{\rho_r(0)}{\kappa_r} \sum_{\ell \in \mathcal{L}_r} (p_\ell - \alpha^s_\ell) + \frac{n_r x_r - \rho_r(0)}{\kappa_r} \sum_{\ell \in \mathcal{L}_r} p_\ell + \frac{\rho_r(0)}{\kappa_r} \sum_{\ell \in \mathcal{L}_r, \ell \in \mathcal{L}_s} p_\ell.
\]

Then for each route \( r \),

\[
(5.25) \quad \left| \sum_{\ell \in \mathcal{L}_r} (\alpha^s_\ell - p_\ell) \right| \leq \frac{1}{\rho_r(0)} \left| n_r x_r - \rho_r(0) \right| \sum_{\ell \in \mathcal{L}_r} p_\ell + B_5 \| n_\perp \| + \left| \frac{\kappa_r (n^s_\perp)_r}{\rho_r(0)} \right|
\]

where we have used the second bound in Claim 2. Due to the equivalence of norms, there exists a constant \( B_8 \) such that

\[
\sum_{r, \ell \in \mathcal{L}_r} (n_r x_r - \rho_r(0))^2 \leq B_8 \| \hat{b}^{(\ell)} - b^{(\ell)} \|^2.
\]

Then

\[
\sum_{r} (n_r x_r - \rho_r(0))^2 \sum_{\ell \in \mathcal{L}_r} p_\ell \leq B_9 \sum_{\ell} \left| \hat{b}^{(\ell)} - b^{(\ell)} \right|^2
\]

\[
\leq B_4 B_6 \| n_\perp \|
\]

where we have used the first bound in Claim 2. Since each summand on the left hand side is nonnegative, we have that for each \( r \),

\[
(n_r x_r - \rho_r(0))^2 \sum_{\ell \in \mathcal{L}_r} p_\ell \leq B_3 B_5 \| n_\perp \|
\]

Inserting this to (5.25) we get

\[
(5.26) \quad \left| \sum_{\ell \in \mathcal{L}_r} (\alpha^s_\ell - p_\ell) \right| \leq \sqrt{\frac{B_4 B_6}{\rho_r(0)}} \| n_\perp \|^{1/2} \left( \sum_{\ell \in \mathcal{L}_r} p_\ell \right)^{1/2} + B_5 \| n_\perp \| + \left| \frac{\kappa_r (n^s_\perp)_r}{\rho_r(0)} \right|
\]

\[
\leq \sqrt{\frac{B_4 B_6}{\rho_r(0) \sqrt{C_{\min}}}} \| n_\perp \|^{1/2} \left( \sum_{r} \kappa_r n_r \right)^{1/2} + B_5 \| n_\perp \| + \left| \frac{\kappa_r (n^s_\perp)_r}{\rho_r(0)} \right|
\]
where (5.26) follows from that \( \sum_{\ell \in r} p_\ell \leq \sum_\ell p_\ell \) and \( \sum_\ell p_\ell C_\ell = \sum_r \kappa_r n_r \). Since \( \|n^s_\perp\| \leq \|n\| \leq \|n\| \), (5.26) indicates that there exists a constant \( B_7 \) such that
\[
\left| \sum_{\ell \in r} (\alpha^s_\ell - p_\ell) \right| \leq B_7 \|n\|^{1/2} \left( \sum_r \kappa_r n_r \right)^{1/2}.
\]

Next we bound \( |\alpha^s_\ell - p_\ell| \) for each link \( \ell \in L_s \). Recall that \( H \) is the routing matrix defined as \( H = (h_{\ell r})_{\ell \in L, r \in R} \) with \( h_{\ell r} = 1 \) if \( \ell \in r \), and \( h_{\ell r} = 0 \) otherwise. Let \( H_s \) be the submatrix of \( H \) such that its rows correspond to links in \( L_s \). Since we assume that \( H_s \) has full row rank, \( H_s H_s^T \) is invertible. Let \( \tilde{h}^{(\ell)} T \) be the \( \ell \)th row of \( (H_s H_s^T)^{-1} H_s \) for \( \ell \in L_s \). Then \( \tilde{h}^{(\ell)} T H_s^T = \tilde{e}^{(\ell)} \), where \( \tilde{e}^{(\ell)} \) is a \( L_s \times 1 \) vector with the \( \ell \)th entry being 1 and other entries being 0. Thus
\[
\alpha^s_\ell - p_\ell = \tilde{h}^{(\ell)} T H_s^T (\alpha^s - p) = \sum_r \tilde{h}^{(\ell)}_r \sum_{\ell' : \ell' \in r} (\alpha^s_{\ell'} - p_{\ell'}).
\]

Therefore, we have the following bound
\[
|\alpha^s_\ell - p_\ell| \leq \sum_r \left| \tilde{h}^{(\ell)}_r \right| \left| \sum_{\ell' : \ell' \in r} (\alpha^s_{\ell'} - p_{\ell'}) \right| \leq \left( \sum_r \left| \tilde{h}^{(\ell)}_r \right| \right) B_7 \|n_\perp\|^{1/2} \left( \sum_r \kappa_r n_r \right)^{1/2}.
\]

Note that \( \tilde{h}^{(\ell)}_r \)'s are constants independent of \( \epsilon \), i.e., \( B_2 = (\sum_r \left| \tilde{h}^{(\ell)}_r \right|) B_7 \) is a constant. Thus,
\[
|\alpha^s_\ell - p_\ell| \leq B_2 \|n_\perp\|^{1/2} \left( \sum_r \kappa_r n_r \right)^{1/2},
\]
which completes the proof of Lemma 4.4.

6. Phase-type File Size Distributions. In this section we generalize our results for weighted proportionally fair policies to a class of phase-type file size distributions. The assumptions on the arrival processes and the heavy-traffic regime are the same as in previous sections. To address the phase-type file size distributions, our main idea is to construct a proper inner product in the state space that allows us to establish results by applying the drift method. We will reuse many symbols in our notation, but redefine them for the setting of phase-type distributions.
A Class of Phase-type Distributions. We assume that for each route \( r \), the file size distribution belongs to a special class of phase-type distributions specified below, denoted by \( \mathcal{D} \). It can be proved that any probability distribution on \([0, \infty)\) can be approximated arbitrarily closely by a distribution in \( \mathcal{D} \), i.e., the class \( \mathcal{D} \) is dense in the space of probability distributions on \([0, \infty)\). A phase-type distribution can be specified by the absorption time of a Markov chain. For each route \( r \):

- The Markov chain has \( K_r + 1 \) states, where state 0 is an absorbing state and states 1, 2, \ldots, \( K_r \) are transient states (or phases).
- The initial distribution is \((\pi_0, \pi_r)\) with \( \pi_0 = 0 \), where \( \pi_r \) is a \( 1 \times K_r \) (row) vector.
- The transition rate matrix is

\[
\begin{bmatrix}
0 & 0 \\
0 & S_r
\end{bmatrix},
\]

where \( s_r \) is a \( K_r \times 1 \) vector and \( S_r \) is a \( K_r \times K_r \) matrix.

We assume that \( S_r \) is a block-diagonal matrix in the following form:

\[
S_r = \begin{bmatrix}
S_r^{(1)} & 0 & \cdots & 0 \\
0 & S_r^{(2)} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & S_r^{(B_r)}
\end{bmatrix},
\]

where each matrix \( S_r^{(b)} \) with \( 1 \leq b \leq B_r \) has the following form:

\[
S_r^{(b)} = \begin{bmatrix}
-\mu_r^{(b)} & \mu_r^{(b)} & 0 & \cdots & 0 \\
0 & -\mu_r^{(b)} & \mu_r^{(b)} & \cdots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & -\mu_r^{(b)} & \mu_r^{(b)} \\
0 & \cdots & 0 & 0 & -\mu_r^{(b)}
\end{bmatrix}
\]

with distinct \( \mu_r^{(b)} \)'s for different \( b \)'s. The initial distribution \( \pi_r \) has the following structure: \( \pi_{r,k} > 0 \) for each phase \( k \) that corresponds to the first row of some \( S_r^{(b)} \), and \( \pi_{r,k} \geq 0 \) for other phases. Note that if \( \pi_{r,k} = 0 \) for those other phases, then the phase-type distribution is a finite mixture of Erlang distributions [1].

For the phase-type distribution with parameter \((\pi_r, S_r)\), the expected flow size is given by

\[
\frac{1}{\mu_r} = \pi_r(-S_r)^{-1}1_{K_r \times 1}.
\]
Then the load on route $r$ is $\rho_r = \lambda_r / \mu_r$.

State Representation. With phase-type file size distributions, a Markovian representation of the flow dynamics consists of the flow counts for every phase on every route. Let $N_{r,k}(t)$ denote the number of flows present on route $r$ that are in phase $k$ at time $t$. Let

$\mathbf{N}_r(t) = [N_{r,1}(t), \ldots, N_{r,K_r}(t)]^T,$

$\mathbf{N}(t) = [(\mathbf{N}_1(t))^T, \ldots, (\mathbf{N}_R(t))^T]^T,$

i.e., $\mathbf{N}_r(t)$ is a vector stacking together the $N_{r,k}(t)$'s, and $\mathbf{N}(t)$ is a vector concatenating the $\mathbf{N}_r(t)$'s. Note that we have redefined the notation $\mathbf{N}(t)$ in this section. We still keep the notation $N_r(t)$, which is the total number of flows on route $r$ at time $t$, i.e., $N_r(t) = \sum_{k \in [K_r]} N_{r,k}(t)$. A weighted proportionally fair policy allocates rates according to the $N_r(t)$'s. Now the flow count vector $\mathbf{N}(t)$ is a $K$-dimensional vector with $K_r = \sum_r K_r$, and the flow count process $(\mathbf{N}(t): t \geq 0)$ is a Markov chain.

Below we give the state transition rates for this Markov chain. Let $e^{(r,k)} \in \mathbb{R}^K$ be a vector in the state space whose entry that corresponds to phase $k$ of route $r$ is equal to 1 and other entries are equal to 0. Then the transition rate $q_{nn'}$ from a state $n$ to a state $n' \neq n$ is as follows:

$$q_{nn'} = \begin{cases} 
\lambda_r \pi_{r,k} & \text{if } n' = n + e^{(r,k)}, \\
n_{r,k_1} x_r (S_r)_{k_1,k_2} & \text{if } n' = n - e^{(r,k_1)} + e^{(r,k_2)}, k_1 \neq k_2, \\
n_{r,k} \sum_{k'} (-S_r)_{k,k'} & \text{if } n' = n - e^{(r,k)}, n_{r,k} > 0, \\
0 & \text{otherwise.} 
\end{cases}$$

It can be easily verified that the flow count process $(\mathbf{N}(t): t \geq 0)$ is irreducible and aperiodic. We can further show that $(\mathbf{N}(t): t \geq 0)$ is positive recurrent by establishing drift conditions in Lemma 6.5. Therefore, the flow count process $(\mathbf{N}(t): t \geq 0)$ has a unique stationary distribution.

An $L$-Dimensional Cone. We will show that the flow count process $(\mathbf{N}(t): t \geq 0)$ still collapses to an $L_s$-dimensional cone. This cone, still denoted by $\mathcal{K}$, is also finitely generated by a set of vectors $\{\mathbf{b}^{(\ell)}, \ell \in L_s\} \subseteq \{\mathbf{b}^{(\ell)}, \ell \in L\}$, i.e.,

$$\mathcal{K} = \left\{ \mathbf{y} \in \mathbb{R}^K : \mathbf{y} = \sum_{\ell \in L_s} \alpha_{\ell} \mathbf{b}^{(\ell)}, \alpha_{\ell} \geq 0 \text{ for all } \ell \in L_s \right\},$$

where the $\mathbf{b}^{(\ell)}$'s are now defined in a more complicated manner below based on the loads. For each route $r$, we define the load vector as follows:

$$\mathbf{\rho}_r^{(\epsilon)} = \lambda_r^{(\epsilon)} (-S_r)^{-T} \pi_r^T.$$
The $k$-th entry of this vector, $\rho_{r,k}^{(e)}$, can be thought of as the load of phase $k$ on route $r$, since the $k$-th entry of $(-S_r)^{-T} \pi_r^T$ is the expected time a flow spends in phase $k$ if given a unit of bandwidth. We can verify that the load on route $r$, $\rho_r^{(e)}$, is the sum of loads of phases on this route, i.e., $\rho_r^{(e)} = \sum_{k \in [K_r]} \rho_{r,k}^{(e)}$. Let $\rho^{(e)}$ be a vector concatenating the $\rho_r^{(e)}$'s, i.e.,

$$\rho^{(e)} = [(\rho_1^{(e)})^T, \ldots, (\rho_R^{(e)})^T]^T.$$  

(6.10)

Now we construct a $K \times 1$ vector $b^{(e)}$ from $\rho^{(0)}$ for each link $\ell$: we index the entries of $b^{(e)}$ using the route and phase $(r,k)$, and let

$$b_{r,k}^{(e)} = \rho_{r,k}^{(0)} 1_{\{\ell \in r\}}/\kappa_r,$$

(6.11)

where $1_{\{\ell \in r\}}$ is equal to 1 when route $r$ uses link $\ell$ and equal to 0 otherwise, and recall that $\kappa_r$'s are the weights in the weighted proportionally fair policy. That is, we keep the entries of $\rho^{(0)}$ that correspond to phases of the routes that use link $\ell$, and set other entries to zero. We give a concrete example below to explain this structure of $b^{(e)}$'s.

**Example 6.1.** Consider the network illustrated in Figure 2.

**Fig 2.** Example with two links and three routes.

The routing matrix is

$$H = \begin{bmatrix} 1 & 0 & 1 \\ 0 & 1 & 1 \end{bmatrix}.$$

Suppose the service time distributions of routes 1, 2 and 3 have $K_1 = 2$, $K_2 = 1$ and $K_3 = 3$ phases, respectively. Then

$$\rho^{(0)} = \begin{bmatrix} \rho_{1,1}^{(0)} & \rho_{1,2}^{(0)} & \rho_{2,1}^{(0)} & \rho_{3,1}^{(0)} & \rho_{3,2}^{(0)} & \rho_{3,3}^{(0)} \end{bmatrix},$$

and

$$b^{(1)} = \begin{bmatrix} \rho_{1,1}^{(0)} / \kappa_1 & \rho_{1,2}^{(0)} / \kappa_1 & 0 & \rho_{3,1}^{(0)} / \kappa_3 & \rho_{3,2}^{(0)} / \kappa_3 & \rho_{3,3}^{(0)} / \kappa_3 \end{bmatrix}^T,$$

$$b^{(2)} = \begin{bmatrix} 0 & 0 & \rho_{2,1}^{(0)} / \kappa_2 & \rho_{3,1}^{(0)} / \kappa_3 & \rho_{3,2}^{(0)} / \kappa_3 & \rho_{3,3}^{(0)} / \kappa_3 \end{bmatrix}^T.$$
An Inner Product. The construction of a proper inner product in $\mathbb{R}^K$ is a key step in our approach. We consider the following weighted inner product defined by a block-diagonal matrix $M$:

$$\langle \mathbf{y}, \mathbf{z} \rangle = \mathbf{y}^T M \mathbf{z}, \quad \mathbf{y}, \mathbf{z} \in \mathbb{R}^K,$$

where

$$M = \begin{bmatrix} M_1 & 0 & \cdots & 0 \\
0 & M_2 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & M_R \end{bmatrix},$$

and each $M_r$ is a $K_r \times K_r$ matrix defined as follows:

$$M_r = \frac{\nu_r(0)}{\lambda_r} \int_0^{+\infty} \frac{\exp(S_r \sigma) \mathbf{1}_{K_r \times 1} \mathbf{1}_{K_r \times 1}^T \exp(S_r^T \sigma)}{\pi_r(-S_r)^{-1} \exp(S_r \sigma) \mathbf{1}_{K_r \times 1}} d\sigma.$$

Then the induced norm is defined as:

$$\|\mathbf{y}\| = \sqrt{\langle \mathbf{y}, \mathbf{y} \rangle} = \sqrt{\mathbf{y}^T M \mathbf{y}}, \quad \mathbf{y} \in \mathbb{R}^K.$$

Again, although this inner produce is not the usual dot product, we still keep the notation $\langle \cdot, \cdot \rangle$ and $\|\cdot\|$ for conciseness. Below we justify the validity of the constructed inner product in Lemma 6.1, the proof of which is given in Appendix C.

**Lemma 6.1.** The inner product defined by the matrix $M$ is well-defined, i.e., the matrix $M$ is well-defined and positive definite.

Note that the projection we work with in this section is then defined with respect to this constructed inner produce. For a state $n$, which now is a $K$-dimensional vector, we still use $n_\parallel$ to denote its projection onto the cone $\mathcal{K}$ and $n_\perp$ to denote its perpendicular component.

If the phase-type distribution only has one phase, i.e., it is an exponential distribution, then this inner product is reduced to the inner product defined in (2.9) for exponential file size distributions. For exponential file size distributions, properties (P1) and (P2) of the inner product are what the proofs need. For phase-type file size distributions, we will identify two properties of the inner product in Section 6.2. These two properties, indexed as (P1') and (P2'), play an analogous role as (P1) and (P2) in the proofs.

We remark that the Lyapunov function $\|n\|^2$ under this norm, where $n$ is a flow count vector, is equivalent to the Lyapunov function in [19] with...
a parameter there (denoted by $K$ there) chosen to be 1. But this particular choice of the parameter is not allowed in [19]. To study weighted delay in switches, [11] also considers a weighted norm, where the matrix that defines it is a diagonal matrix.

6.1. Results. The following two theorems, Theorems 6.1 and 6.2, generalize the results in Theorems 3.1 and 3.2, respectively. The proofs are given in Sections 6.3 and 6.4, respectively.

**Theorem 6.1 (State-Space Collapse).** Consider a sequence of bandwidth sharing networks under a weighted proportionally fair policy, indexed by a parameter $\epsilon$ with $0 < \epsilon < 1$. The file size distributions belong to a class of phase-type distributions, $D$. The arrival rate vector in the $\epsilon$-th system satisfies that $\lambda^{(\epsilon)} = (1 - \epsilon)\lambda^{(0)}$ for some $\lambda^{(0)}$ such that a set of $L_s$ links are critically loaded. Let $\mathbf{N}^{(\epsilon)}$ denote a random vector whose distribution is the stationary distribution of the flow count process $(\mathbf{N}^{(\epsilon)}(t): t \geq 0)$, and $\|\mathbf{N}^{(\epsilon)}\|_\perp$ denote its distance to the $L_s$-dimensional cone $K$ defined in (6.8). Then in the heavy-traffic regime where $\epsilon \to 0^+$, the $m$-th moment of $\|\mathbf{N}^{(\epsilon)}\|_\perp$ for any nonnegative integer $m$ can be bounded as follows:

$$
\mathbb{E}\left[\left\|\mathbf{N}^{(\epsilon)}\right\|_\perp^m\right] = O\left(\left(\frac{1}{\sqrt{\epsilon}}\right)^m\right).
$$

**Theorem 6.2 (Bounds on Flow Counts).** Consider a sequence of bandwidth sharing networks indexed by a parameter $\epsilon$ with $0 < \epsilon < 1$. The file size distributions belong to a class of phase-type distributions, $D$. The arrival rate vector in the $\epsilon$-th system satisfies that $\lambda^{(\epsilon)} = (1 - \epsilon)\lambda^{(0)}$ for some $\lambda^{(0)}$ such that a set of $L_s$ links are critically loaded. Suppose that a weighted proportionally fair policy with weights $\kappa_1, \ldots, \kappa_R$ is used. Let $\mathbf{N}^{(\epsilon)}$ denote a random vector whose distribution is the stationary distribution of the flow count process $(\mathbf{N}^{(\epsilon)}(t): t \geq 0)$. Then in the heavy-traffic regime where $\epsilon \to 0^+$,

$$
\frac{L_s \cdot \min_r \kappa_r}{\epsilon} + o\left(\frac{1}{\epsilon}\right) \leq \mathbb{E}\left[\sum_r \kappa_r \mathbf{N}^{(\epsilon)}_r\right] \leq \frac{L_s \cdot \max_r \kappa_r}{\epsilon} + o\left(\frac{1}{\epsilon}\right).
$$

The dominant terms in the upper and lower bounds in Theorem 6.2, $L_s \cdot \max_r \kappa_r/\epsilon$ and $L_s \cdot \min_r \kappa_r/\epsilon$, do not depend on the specific forms of the file size distributions in the class $D$ except for their means. Therefore, we say that the upper and lower bounds are *heavy-traffic insensitive*. 
Implication for Interchange of Limits. As a by-product, our state-space collapse result in Theorem 6.1 provides a key component needed in establishing interchange of limits to justify the diffusion approximation for proportionally fair sharing ($\kappa_r = 1$ for all $r$) derived by Vlasiou, Zhang and Zwart [22]. Interested readers are referred to [22] for further details of the diffusion approximation. In this section we restrict our discussions to the heavy-traffic regime where all the links are critically loaded since this is the setting studied in [22].

In [22] it is assumed that the file size distributions are in a class of phase-type distributions such that the initial distribution has a positive probability on all the phases. To take advantage of both the results in [22] and in our paper, in this section we study the class of phase-type distributions that satisfy the assumptions in both papers, i.e., we study the subclass of $\mathcal{D}$ such that the initial distribution $\pi_{r,k} > 0$ for all route $r$ and phase $k$. It should be noted that this class is still dense in the space of probability distributions on $[0, \infty)$.

Let $(\hat{N}^{(\epsilon)}(t): t \geq 0)$ denote the diffusion-scaled flow-count process in the $\epsilon$-th system, i.e.,

$$\hat{N}^{(\epsilon)}(t) = \epsilon N^{(\epsilon)}(t/\epsilon^2).$$

Vlasiou, Zhang and Zwart [22] have shown that $(\hat{N}^{(\epsilon)}(t): t \geq 0)$ converges weakly to a process $(\hat{N}(t): t \geq 0)$ that is determined by a semimartingale reflected Brownian motion (SRBM) (Theorem 6.1 in [22]), and have derived the stationary distribution of $(\hat{N}(t): t \geq 0)$ (Theorem 7.1 in [22]). Let $\hat{N}^{(\epsilon)}(\infty)$ and $\hat{N}(\infty)$ denote two random variables that follow the stationary distributions of $(\hat{N}^{(\epsilon)}(t): t \geq 0)$ and $(\hat{N}(t): t \geq 0)$, respectively. The diagram in Figure 3 summarizes these results. The missing component in [22] is a convergence result along the arrow at the bottom of the diagram, which is usually referred to as “interchange of limits” since it implies that the two limits as $\epsilon \to 0$ and as $T \to \infty$ can be interchanged. We establish interchange of limits in the following theorem, which formally connects the stationary distributions of the flow-count processes to the stationary distribution of the diffusion limit. The proof is given in Section 6.5.

**Theorem 6.3 (Interchange of Limits).** Under the proportionally fair policy, the stationary distributions of the diffusion-scaled flow-count processes converge weakly to the stationary distribution of the diffusion limit in the heavy-traffic regime as $\epsilon \to 0^+$, i.e.,

$$\hat{N}^{(\epsilon)}(\infty) \Rightarrow \hat{N}(\infty), \quad \text{as } \epsilon \to 0^+. $$
6.2. Properties of the Inner Product. In this section we identify two properties of the inner product constructed for phase-type file size distributions. These two properties allow us to prove Theorems 6.1 and 6.2 analogously to the proofs for exponential file size distributions. Similarly as in the setting with exponential file size distributions, these two properties here are also concerned with the difference between the loads and the instantaneous rate allocation. We also introduce a set of vectors \( \tilde{b}^{(\ell)} \), \( \ell \in \mathcal{L} \) defined based on the rate allocation as follows. Recall that a state \( n \) is a \( K \times 1 \) vector that has the form \( n = [n_1^T, \ldots, n_R^T]^T \) with \( n_r = [n_{r,1}, \ldots, n_{r,K_r}]^T \), and \( x_r \) is the bandwidth allocated to each flow on route \( r \) based on \( n \) by proportionally fair sharing. Let \( nx = [n_1^T x_1, \ldots, n_R^T x_R]^T \), whose \((r,k)\)-th entry, \( n_{r,k}x_r \), is the total bandwidth allocated to the flows in phase \( k \) on route \( r \). Then \( \tilde{b}^{(\ell)} \) is defined as

\[
\tilde{b}^{(\ell)}_{r,k} = n_{r,k}x_r \mathbb{1}_{\{\ell \in r\}} / \kappa_r.
\]

Recall that the vector \( b^{(\ell)} \) is defined based on the loads on the phases as \( b^{(\ell)}_{r,k} = \rho^{(0)}_{r,k} \mathbb{1}_{\{\ell \in r\}} / \kappa_r \). We claim that the constructed inner product satisfies the following two properties, where the norm is the induced norm:

(P1’) For each link \( \ell \),

\[
\langle b^{(\ell)}, (-S^T)(\rho^{(0)} - nx) \rangle = U_{\ell} - \delta_{\ell},
\]

where \( U_{\ell} \) is still the unused bandwidth on link \( \ell \).

(P2’) For each link \( \ell \),

\[
\langle b^{(\ell)} - \tilde{b}^{(\ell)}, (-S^T)(\rho^{(0)} - nx) \rangle \geq \kappa_{\min} \eta_{\min} \| b^{(\ell)} - \tilde{b}^{(\ell)} \|^2,
\]

where \( \kappa_{\min} \) is a positive constant with \( \kappa_{\min} = \min_r \{\kappa_r\} \), \( \eta_{\min} \) is a
positive constant to be defined later, and
\[
S = \begin{bmatrix}
S_1 & 0 & \cdots & 0 \\
0 & S_2 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & S_R
\end{bmatrix}.
\]

We remark that in both properties, the difference between the load vector \(\rho(0)\) and the bandwidth allocation vector \(nx\) is rotated and scaled by \(-ST\). Property (P1’) requires the projection of this altered difference \((-ST)(\rho(0) - nx)\) onto the vector \(b^{(\ell)}\) to be the unused bandwidth minus the capacity surplus. For property (P2’), observe that under the regular dot product of Euclidean space, \(\langle b^{(\ell)} - \tilde{b}^{(\ell)}, \rho(0) - nx \rangle_{\text{Euclidean}} = \|b^{(\ell)} - \tilde{b}^{(\ell)}\|_{\text{Euclidean}}^2\).

Property (P2’) requires that this Euclidean inner product is not diminished by the matrix \((-ST)\) under the constructed inner product.

**Proofs of Properties (P1’), (P2’).** We first present the following two lemmas, the proofs of which are given in Appendix D.

**Lemma 6.2.** For each route \(r\),
\[
\frac{1}{\kappa_r} (\rho_r^{(0)})^T M_r (\rho_r^{(0)})^T = 1_{R_r \times 1}.
\]

**Lemma 6.3.** For each route \(r\), there exists a constant \(\eta_r > 0\), such that the matrix \(\frac{1}{2} M_r (-S_r^T) + \frac{1}{2} (-S_r) M_r - \eta_r M_r\) is positive semi-definite.

Note that the constant \(\eta_{\text{min}}\) in property (P2’) is defined as \(\eta_{\text{min}} = \min_r \{ \eta_r \}\) with the \(\eta\)’s given in Lemma 6.3.

We now prove (P1’):
\[
\langle b^{(\ell)}, (-S)^T (\rho(0) - nx) \rangle = (b^{(\ell)})^T M (-S)^T (\rho(0) - nx)
\]
\[
= \sum_{r: \ell \in r} \frac{1}{\kappa_r} (\rho_r^{(0)})^T M_r (\rho_r^{(0)})^T (\rho_r^{(0)} - nx_r)
\]
\[
= \sum_{r: \ell \in r} 1^T (\rho_r^{(0)} - nx_r)
\]
\[
= C_\ell - \delta_\ell - \sum_{r: \ell \in r} \sum_k n_{r,k} x_r
\]
\[
= U_\ell - \delta_\ell.
\]
where (6.16) follows from the definition of $b^{(\ell)}$, (6.17) follows from Lemma 6.2, and (6.18) follows from the heavy-traffic condition.

Next we prove condition (P2'). The inner product can be written in the following form:

$$\langle b^{(\ell)} - \hat{b}^{(\ell)}, (-S^T)(\rho^{(0)} - nx) \rangle$$

$$= (b^{(\ell)} - \hat{b}^{(\ell)})^T M (-S^T)(\rho^{(0)} - nx)$$

$$= \sum_{r \in \mathcal{E}} \frac{1}{\kappa_r} (\rho_r^{(0)} - n_r x_r)^T M_r (-S_r^T)(\rho_r^{(0)} - n_r x_r)$$

$$= \sum_{r \in \mathcal{E}} \frac{1}{2\kappa_r} (\rho_r^{(0)} - n_r x_r)^T (M_r (-S_r^T) + (-S_r)M_r)(\rho_r^{(0)} - n_r x_r).$$

Then by Lemma 6.3,

$$\sum_{r \in \mathcal{E}} \frac{1}{2\kappa_r} (\rho_r^{(0)} - n_r x_r)^T (M_r (-S_r^T) + (-S_r)M_r)(\rho_r^{(0)} - n_r x_r) \geq \kappa_{\min}\eta_{\min} \|\hat{b}^{(\ell)} - b^{(\ell)}\|^2,$$

where $\eta_{\min} = \min_r \{\eta_r\} > 0$ and $\kappa_{\min} = \min_r \{\kappa_r\} > 0$. Therefore,

$$\langle b^{(\ell)} - \hat{b}^{(\ell)}, (-S^T)(\rho^{(0)} - nx) \rangle \geq \kappa_{\min}\eta_{\min} \|\hat{b}^{(\ell)} - b^{(\ell)}\|^2,$$

which completes the proof.

6.3. Proof of Theorem 6.1 (State-Space Collapse). In this proof we repeat the arguments in the proof of Theorem 3.1 almost verbatim, by virtue of the properties (P1') and (P2') of the constructed inner product. Again, we fix an $\epsilon$ and omit the superscript $(\epsilon)$ when it is clear from context for conciseness. As with the proof of Theorem 3.1, the main part of the proof of Theorem 6.1 is to show proper bounds on the drift of $\|n_{\perp}\|$. Lemma 6.4 below establishes the drift bounds we need for phase-type file size distributions, which is an analogy to Lemma 4.2 for exponential file size distributions.

**Lemma 6.4 (Drift Bounds for $\|n_{\perp}\|$).** In the $\epsilon$-th system, the drift of the Lyapunov function $\|n_{\perp}\|$ satisfies that

$$\Delta^{(\epsilon)} \|n_{\perp}\| \leq -\sqrt{\epsilon} \tag{6.20}$$
when
\[ \epsilon \leq \epsilon_{\text{max}}, \quad \| n_{\perp} \| \geq \frac{A_1}{\xi_1 \sqrt{\epsilon}}, \quad \| n_{\perp} \| \geq \frac{\xi_2 \sqrt{\epsilon}}{A_2}, \]
and
\[ \Delta(n_{\perp}) \leq (\xi_1 + 1) \sqrt{\epsilon} \]
when
\[ \epsilon \leq \epsilon_{\text{max}}, \quad \| n_{\perp} \| \geq \frac{A_1}{\xi_1 \sqrt{\epsilon}}, \]
where \( \epsilon_{\text{max}}, \xi_1, \xi_2, A_1, A_2 \) are positive constants.

**Proof of Lemma 6.4 (Drift Bounds for \( \| n_{\perp} \| \)).** This proof follows arguments similar to those in the proof of Lemma 4.2. Basically we need to replace the vector \( \lambda(0) - nx\mu \) in the proof of Lemma 4.2 with its generalized form \( (-S^T)(\rho(0) - nx) \), and use the properties \( (P1') \) and \( (P2') \) in place of the properties \( (P1) \) and \( (P2) \).

This proof also starts with the following claim, the proof of which is given at the end of this proof.

**Claim 3.** The drift, \( \Delta\|n_{\perp}\| \), is upper bounded as follows:
\[ \Delta\|n_{\perp}\| \leq \frac{1}{\|n_{\perp}\|} \langle n - n_{\perp}, (-S^T)(\rho(0) - nx) \rangle + \epsilon\|(-S^T)\rho(0)\| + \frac{A_1}{\|n_{\perp}\|}, \]
where \( A_1 \) is a constant.

Then we analyze the terms in Claim 3. First consider the \( \langle n, (-S^T)(\rho(0) - nx) \rangle \) in the first term. Recall that \( n_{r,k} \) can be written in the following form according to the weighted proportionally fair policy:
\[ n_{r,k} = \frac{n_{r,k}x_r}{\kappa_r} \sum_{\ell \in \mathcal{E}} p_{\ell}, \]
where \( \kappa_r \) is the weight used and \( p_{\ell} \) is the Lagrange multiplier of the capacity constraint of link \( \ell \). We can further write this equality in a vector form using the vectors \( \{\hat{b}^{(\ell)}, \ell \in \mathcal{L}\} \):
\[ n = \sum_{\ell} \hat{p}_{\ell}\hat{b}^{(\ell)}. \]
Note that by property \( (P1') \) and complementary slackness,
\[ p_{\ell}(\hat{b}^{(\ell)}, (-S^T)(\rho(0) - nx)) = p_{\ell}U_{\ell} - p_{\ell}\delta_{\ell} = -p_{\ell}\delta_{\ell}, \]
where recall that $\delta_\ell = 0$ for $\ell \in L_s$. Thus

$$\langle n, (-S^T) (\rho(0) - nx) \rangle$$

$$= \sum_\ell p_\ell \langle \hat{b}^{(\ell)} - b^{(\ell)}, (-S^T) (\rho(0) - nx) \rangle + \sum_{\ell \in L \setminus L_s} p_\ell \langle b^{(\ell)}, (-S^T) (\rho(0) - nx) \rangle$$

$$\leq -\kappa_{\min} \eta_{\min} \sum_\ell p_\ell \|\hat{b}^{(\ell)} - b^{(\ell)}\|^2 - \sum_{\ell \in L \setminus L_s} p_\ell \delta_\ell,$$

where the inequality follows from (P2'). Then following the same arguments as those in the proof of Lemma 4.2 ((5.1)–(5.3)), we have

$$\|n_\perp\|^2 \leq \frac{2}{C_{\min}} \left( \sum_{r,k} \kappa_{r} n_{r,k} \right) \left( \sum_\ell p_\ell \|\hat{b}^{(\ell)} - b^{(\ell)}\|^2 + \sum_{\ell \in L \setminus L_s} p_\ell \|b^{(\ell)}\|^2 \right).$$

Let

$$A_2 = \min\left\{ \kappa_{\min} \eta_{\min}, \min_{\ell \in L \setminus L_s} \frac{\delta_\ell}{\|b^{(\ell)}\|^2} \right\} \frac{C_{\min}}{2}.$$ 

Then $A_2$ is a positive constant independent of $\epsilon$ and there holds

$$\langle n, (-S^T) (\rho(0) - nx) \rangle \leq -A_2 \frac{\|n_\perp\|^2}{\sum_{r,k} \kappa_{r} n_{r,k}}.$$

We can prove that $\langle n, (-S^T) (\rho(0) - nx) \rangle$ is nonnegative following similar arguments as those in the proof of Lemma 4.2. Then combining the bounds for $\langle n, (-S^T) (\rho(0) - nx) \rangle$ and $\langle n, (-S^T) (\rho(0) - nx) \rangle$ yields:

$$\Delta \|n_\perp\| \leq -A_2 \frac{\|n_\perp\|}{\sum_{r,k} \kappa_{r} n_{r,k}} + \epsilon \|(-S^T) \rho(0)\| + \frac{A_1}{\|n_\perp\|}.$$ 

We choose any constants $\xi_1 > 0, \xi_2 > 0$ such that

$$\xi_2 - \xi_1 = 2.$$

Then when

$$\epsilon \leq \epsilon_{\max} \triangleq \frac{1}{\|(-S^T) \rho(0)\|^2}, \quad \|n_\perp\| \geq \frac{A_1}{\xi_1 \sqrt{\epsilon}}, \quad \frac{\|n_\perp\|}{\sum_{r,k} \kappa_{r} n_{r,k}} \geq \frac{\xi_2 \sqrt{\epsilon}}{A_2},$$

we have $\Delta \|n_\perp\| \leq -\xi_2 \sqrt{\epsilon} + \sqrt{\epsilon} + \xi_1 \sqrt{\epsilon} = -\sqrt{\epsilon}$, and when

$$\epsilon \leq \epsilon_{\max}, \quad \|n_\perp\| \geq \frac{A_1}{\xi_1 \sqrt{\epsilon}}.$$
we have $\Delta \| n_\perp \| \leq \sqrt{\epsilon} + \xi_1 \sqrt{\epsilon} = (\xi_1 + 1)\sqrt{\epsilon}$, which are the drift bounds in Lemma 6.4.

Lastly, we prove the Claim 3 at the beginning of this proof. We first bound $\Delta \| n_\perp \|$ in the form below following arguments similar to those in the proof of Claim 1:

$$\Delta \| n_\perp \| \leq \frac{1}{2\| n_\perp \|}(\Delta \| n \|^2 - \Delta \| n_\parallel \|^2).$$

We then analyze the drifts $\Delta \| n \|^2$ and $\Delta \| n_\parallel \|^2$.

$$\Delta \| n \|^2$$

(6.25) \[= \sum_r \left( \sum_{k \in [K_r]} \lambda_r \pi_{r,k} \left( \| n + e^{(r,k)} \|^2 - \| n \|^2 \right) + \sum_{k_1, k_2 \in [K_r]} n_{r,k_1} x_r(S_r)_{k_1,k_2} \left( \| n - e^{(r,k_1)} + e^{(r,k_2)} \|^2 - \| n \|^2 \right) + \sum_{k \in [K_r]} n_{r,k} x_r \sum_{k'} (S_r)_{k,k'} \left( \| n - e^{(r,k)} \|^2 - \| n \|^2 \right) \right) \]

\[\leq 2\langle n, \begin{bmatrix} \lambda_1 \pi_{1,1}^T \\ \lambda_2 \pi_{1,1}^T \\ \vdots \\ \lambda_r \pi_{1,1}^T \\ \vdots \\ \vdots \\ \vdots \\ \lambda_1 \pi_{R,1}^T \\ \lambda_2 \pi_{R,1}^T \\ \vdots \\ \lambda_R \pi_{R,1}^T \end{bmatrix} - \begin{bmatrix} -S_1^T & 0 & \cdots & 0 \\ 0 & -S_2^T & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & -S_R^T \end{bmatrix} \begin{bmatrix} n_1x_1 \\ n_2x_2 \\ \vdots \\ n_Rx_R \end{bmatrix} \rangle + 2A_1,\]

(6.26) \[= 2\langle n, (S^T)(\rho - nx) \rangle + 2A_1.\]

where (6.25) follows from the transition rates of the flow count process $(N(t) : t \geq 0)$ under the weighted proportionally fair sharing, (6.26) is obtained by expressing norms in terms of inner products and bounding the sum of the terms with $\| e^{(r,k)} \|^2$'s by $2A_1$ for a constant $A_1$, and (6.27) follows from the definition of $\rho$ in (6.10). We can derive a lower bound on $\Delta \| n_\parallel \|^2$ in a similar way:

$$\Delta \| n_\parallel \|^2$$

(6.28) \[= \sum_r \left( \sum_{k \in [K_r]} \lambda_r \pi_{r,k} \left( \| (n + e^{(r,k)})_\parallel \|^2 - \| n_\parallel \|^2 \right) + \sum_{k_1, k_2 \in [K_r]} n_{r,k_1} x_r(S_r)_{k_1,k_2} \left( \| (n - e^{(r,k_1)} + e^{(r,k_2)})_\parallel \|^2 - \| n_\parallel \|^2 \right) \right) \]
\[
\begin{align*}
&+ \sum_{k \in [K_r]} n_{r,k} x_r \sum_{k' \in [K_r]} (-S_r)_{k,k'} \left( \|n - e^{(r,k)}\|_2 - \|n_q\|_2 \right) \\
\geq & \sum_r \left( \sum_{k \in [K_r]} \lambda_r \pi_{r,k} \left( 2\langle n, e^{(r,k)} \rangle \right) \\
&+ \sum_{k_1, k_2 \in [K_r]} n_{r,k_1} x_r (S_r)_{k_1,k_2} \left( 2\langle n, -e^{(r,k_1)} + e^{(r,k_2)} \rangle \right) \\
&+ \sum_{k \in [K_r]} n_{r,k} x_r \sum_{k'} (-S_r)_{k,k'} \left( 2\langle n, -e^{(r,k)} \rangle \right) \right) \\
= & 2\langle n, (\rho - nx) \rangle,
\end{align*}
\]

where (6.28) still follows from the transitions rates of the flow count process, (6.29) follows from that \( \langle n, n_\perp \rangle = 0 \) and \( \langle n, (n + e^{(r,k)})_\perp \rangle \leq 0 \), \( \langle n, (n - e^{(r,k_1)} + e^{(r,k_2)}) \rangle \leq 0 \), \( \langle n, (n - e^{(r,k)})_\perp \rangle \leq 0 \) since perpendicular components are in the polar cone of the cone \( K \), and (6.30) still follows from the definition of \( \rho \). Combining the above bounds yields

\[
\Delta \|n_\perp\| \leq \frac{1}{\|n_\perp\|} \langle n - n_{i\perp}, (\rho - nx) \rangle + \frac{\lambda_{i\perp}}{\|n_\perp\|} \\
= \frac{1}{\|n_\perp\|} \langle n - n_{i\perp}, (\rho^{(0)} - nx) \rangle - \epsilon \frac{\langle n_{i\perp}, (\rho^{(0)} - nx) \rangle}{\|n_\perp\|} + \frac{\lambda_{i\perp}}{\|n_\perp\|} \\
\leq \frac{1}{\|n_\perp\|} \langle n - n_{i\perp}, (\rho^{(0)} - nx) \rangle + \epsilon \|\rho^{(0)}\| + \frac{\lambda_{i\perp}}{\|n_\perp\|},
\]

which completes the proof of the claim. \qed

Now we have established proper drift bounds for \( \|n_\perp\| \) in Lemma 6.4. We can then obtain the moment bounds on \( \|N_\perp\| \) in Theorem 6.1 following arguments similar to those in the proof of Lemma 4.3, noting the Lemma 6.5 below, which is an analogy of Lemma 5.1 for exponential file size distributions. The proof of Lemma 6.5 is given in Appendix E. The proof of Theorem 6.1 is thus completed.

**Lemma 6.5.** For any nonnegative \( \epsilon \) with \( \epsilon < 1 \), the drift of the Lyapunov function \( \|n\| \) satisfies that

\[
\Delta \|n\| \leq -\frac{\eta_{\min} A_3 \epsilon}{\mu_{\max}}, \quad \text{when} \quad \|n\| \geq \frac{\mu_{\max} A_1}{\eta_{\min} A_3 \epsilon},
\]
and  
\[ \Delta \|n\| \leq \nu \zeta, \text{ for all } n, \]

where \( \mu_{\text{max}}, A_3, \nu \) and \( \zeta \) are positive constants. Consequently, the flow count process \((N(t) : t \geq 0)\) is positive recurrent, and the distribution of \(\sum_{r,k} \kappa_r \overline{N}_{r,k}\) has the following exponential tail bound: for any nonnegative integer \(j\),

\[
P\left( \sum_{r,k} \kappa_r \overline{N}_{r,k} > \frac{\mu_{\text{max}} A_1 A_4}{\eta_{\text{min}} A_3 \epsilon} + 2\nu A_4 j \right) \leq \beta^{j+1},
\]

where \(A_4\) is a positive constant, and

\[
\beta = \frac{\zeta \nu}{\zeta \nu + \epsilon \eta_{\text{min}} A_3 / \mu_{\text{max}}} < 1.
\]

\[\square\]

6.4. Proof of Theorem 6.2 (Bounds on Flow Counts). As with the proof of Theorem 3.2, in this proof we also obtain the bounds by setting the steady-state drift of the Lyapunov function \(V(n) = \|n_s\|\) to 0, where \(n_s\) is the projection of the state \(n\) onto the \(L^2\) space where the cone \(K\) lies in, i.e., the subspace spanned by \(b^{(r)}\)'s, denoted by \(S\). Again we use the superscript \(\epsilon\) to indicate when the projection is onto the subspace.

Again we fix an \(\epsilon > 0\) and temporarily omit the superscript \((\epsilon)\) for conciseness. Following steps similar to those in (6.28), we write the drift of \(\|n_s\|\) as follows:

\[
\Delta \|n_s\|^2 = \sum_r \left( \sum_{k \in [K_r]} \lambda_r \pi_{r,k} \left( \|n + e^{(r,k)}_s\|^2 - \|n_s\|^2 \right) + \sum_{k_1,k_2 \in [K_r], k_1 \neq k_2} n_r,k_1 x_r (S_r)_{k_1,k_2} \left( \|n - e^{(r,k_1)}_s + e^{(r,k_2)}_s\|^2 - \|n_s\|^2 \right) \right)
\]

\[
+ \sum_{k \in [K_r]} \sum_{k' \in [K_r]} n_r k x_r (-S_r)_{k,k'} \left( \|n - e^{(r,k)}_s\|^2 - \|n_s\|^2 \right)
\]

\[
= \sum_r \left( \sum_{k \in [K_r]} \lambda_r \pi_{r,k} \left( 2\langle n_s, (e^{(r,k)}_s) \rangle + \|e^{(r,k)}_s\|^2 \right) + \sum_{k_1,k_2 \in [K_r], k_1 \neq k_2} n_r,k_1 x_r (S_r)_{k_1,k_2} \left( 2\langle n_s, (e^{(r,k_1)}_s + (e^{(r,k_2)}_s) \rangle \right) \right)
\]
\[ + \| - (e^{(r,k_1)})_{i_1} + (e^{(r,k_2)})_{i_2} \|^2 \]
\[ + \sum_{k \in [K_r]} n_{r,k} x_{r} \left( - \sum_{k'} (S_r)_{k,k'} \left( - 2(n_{r,k}^s, e^{(r,k)})_{i_1} + \| (e^{(r,k)})_{i_1} \|^2 \right) \right) \]

(6.31)
\[ = 2(n_{i_1}^s, (-S^T)(\rho - n x)) + B_1(n) \]
\[ = -2\epsilon(n_{i_1}^s, (-S^T)\rho(0)) + 2(n_{i_1}^s, (-S^T)(\rho(0) - n x)) + B_1(n), \]

where in (6.31) we have used the fact that
\[ n_{i_1}^s, (e^{(r,k)})_{i_1} = n_{i_1}^s, e^{(r,k)} \]
since
\[ n_{i_1}^s, (e^{(r,k)})_{i_1} = 0 \] and the definition of \( \rho \), and \( B_1(\cdot) \) is defined as
\[ B_1(n) = \sum_r \left( \sum_{k \in [K_r]} \lambda_r \pi_{r,k} \| (e^{(r,k)})_{i_1} \|^2 \right) \]
\[ + \sum_{k_1, k_2 \in [K_r]} n_{r,k_1} x_{r} (S_r)_{k_1,k_2} \| (e^{(r,k_1)})_{i_1} + (e^{(r,k_2)})_{i_2} \|^2 \]
\[ + \sum_{k \in [K_r]} n_{r,k} x_{r} \left( - \sum_{k'} (S_r)_{k,k'} \| (e^{(r,k)})_{i_1} \|^2 \right) \].

When the system is in steady state, we have \( \mathbb{E}[\Delta \| N_i^s \|^2] = 0 \). Therefore,
\[ (6.32) \quad \epsilon \mathbb{E}[n_{i_1}^s, (-S^T)\rho(0)] = \mathbb{E}[(N_{i_1}^s, (-S^T)(\rho(0) - N x)] + \mathbb{E}[B_1(N)]/2. \]

Since \( N_{i_1}^s \) is in the subspace \( S \), it can be written as
\[ N_{i_1}^s = \sum_{\ell \in \mathcal{L}_s} \alpha_{i_1}^s b(\ell), \]
where the coefficients \( \alpha_{i_1}^s \)'s can be negative.

The remainder of this proof analyzes the three terms in (6.32) term by term. To facilitate the analysis, as with the proof of Theorem 3.2, we first need to bound the difference \( |\alpha_{i_1}^s - p_{i_1}| \), where recall that \( p_{i_1} \) is the Lagrange multiplier for the capacity constraint of link \( \ell \). Lemma 6.6 below is an analogy to Lemma 4.4. The proof of Lemma 6.6 is given at the end of this proof.

**Lemma 6.6.** There exist positive constants \( B_2 \) and \( B_3 \) such that for any state \( n \),
\[ |\alpha_{i_1}^s - p_{i_1}| \leq B_2 \| n_{i_1} \|^{1/2} \left( \sum_{r,k} \kappa_{r} n_{r,k} \right)^{1/2}, \quad \forall \ell \in \mathcal{L}_s, \]

(6.33)
and

\begin{equation}
\sum_{\ell \in \mathcal{L} \setminus \mathcal{L}_s} p_\ell \leq B_3 \| n_\perp \|, \tag{6.34}
\end{equation}

where the \( \alpha_\ell^s \)'s are the coefficients in the projection \( n_\parallel = \sum_{\ell \in \mathcal{L}_s} \alpha_\ell b(\ell) \) and the \( p_\ell \)'s are the Lagrange multipliers for the capacity constraints.

Now we analyze the three terms in (6.32).

(i) We first consider the term \( \epsilon E[\langle N_\parallel, (-S^T)\rho(0) \rangle] \) and show that it is close to \( \epsilon E[\sum_{r,k} \kappa_r N_{r,k}] \). Recall that

\( N_\parallel = \sum_{\ell \in \mathcal{L}_s} \alpha_\ell^s b(\ell) \).

Thus

\begin{align*}
\langle N_\parallel, (-S^T)\rho(0) \rangle &= \sum_{\ell \in \mathcal{L}_s} \alpha_\ell^s \langle b(\ell), (-S^T)\rho(0) \rangle \\
&= \sum_{\ell \in \mathcal{L}_s} \alpha_\ell^s C_\ell, \tag{6.35}
\end{align*}

where (6.35) follows from arguments similar to those in the proof of property (P1') in (6.15)–(6.19) noting that \( \delta_\ell = 0 \) for \( \ell \in \mathcal{L}_s \). We also know that \( \sum_{r,k} \kappa_r N_{r,k} = \sum_\ell p_\ell C_\ell \). Let \( \tilde{C} = \sum_\ell C_\ell \). Then

\begin{align*}
\left| \sum_{r,k} \kappa_r N_{r,k} - \langle N_\parallel, (-S^T)\rho(0) \rangle \right| &\leq \sum_{\ell \in \mathcal{L}_s} |\alpha_\ell^s - p_\ell| C_\ell + \sum_{\ell \in \mathcal{L} \setminus \mathcal{L}_s} p_\ell C_\ell \\
&\leq \tilde{C}B_2 \| N_\perp \|^{1/2} \left( \sum_{r,k} \kappa_r N_{r,k} \right)^{1/2} + \tilde{C}B_3 \| N_\perp \|,
\end{align*}

where the second inequality follows from Lemma 6.6. Therefore, by Cauchy-Schwarz inequality,

\begin{align*}
\epsilon E\left| \sum_{r,k} \kappa_r N_{r,k} - \langle N_\parallel, (-S^T)\rho(0) \rangle \right| &\leq \epsilon \tilde{C}B_2 \left( E[\| N_\perp \|] \right)^{1/2} \left( E \left[ \sum_{r,k} \kappa_r N_{r,k} \right] \right)^{1/2} + \epsilon \tilde{C}B_3 E[\| N_\perp \|]
\end{align*}
= O(\epsilon^{1/4}),

where the equality follows from the state-space collapse result in Theorem 6.1 and the bound on \( \mathbb{E}[\sum_{r,k} \kappa_r \mathcal{N}_{r,k}] \) indicated by Lemma 6.5.

(ii) Next, we bound the term \( \mathbb{E}[\langle \mathcal{N}_s^\alpha, (-S^T)(\rho^{(0)} - \mathcal{N}x) \rangle] \). Again, since \( \mathcal{N}_s^\alpha \in \mathcal{S} \) and recall the property (P1’) for the inner product, we have

\[
\langle \mathcal{N}_s^\alpha, (-S^T)(\rho^{(0)} - \mathcal{N}x) \rangle = \sum_{\ell \in \mathcal{L}_s} \alpha_{s,\ell} \langle b^{(\ell)}, (-S^T)(\rho^{(0)} - \mathcal{N}x) \rangle
= \sum_{\ell \in \mathcal{L}_s} \alpha_{s,\ell} U_{\ell}.
\]

Consider an \( \ell \in \mathcal{L}_s \). By Lemma 6.6 and Hölder’s inequality:

\[
\mathbb{E}[|\alpha_{s,\ell} U_{\ell}|] = \mathbb{E}[|\langle \alpha_{s,\ell}^\alpha - p_{\ell} \rangle U_{\ell}|]
\leq B_2 \left( \mathbb{E} \left[ \left\| \mathcal{N}_s^\alpha \right\|_{2,1} \left( \sum_{r,k} \kappa_r \mathcal{N}_{r,k} \right)^{1/2} \right] \right)^{1/2} \left( \mathbb{E}[U_{\ell}^{2\tau_2}] \right)^{1/2},
\]

where we pick \( \tau_1 \) and \( \tau_2 \) such that \( \tau_1 > 4 \) and \( \frac{1}{\tau_1} + \frac{1}{\tau_2} = 1 \). Using Cauchy-Schwarz inequality we have

\[
\left( \mathbb{E} \left[ \left\| \mathcal{N}_s^\alpha \right\|_{2,1} \left( \sum_{r,k} \kappa_r \mathcal{N}_{r,k} \right)^{1/2} \right] \right)^{1/2}
\leq \left( \mathbb{E}[\left\| \mathcal{N}_s^\alpha \right\|_{2,1}] \right)^{1/2} \left( \mathbb{E} \left[ \left( \sum_{r,k} \kappa_r \mathcal{N}_{r,k} \right)^{\tau_1} \right] \right)^{1/2}\tau_1
= O(\theta^{-\frac{3}{2}}),
\]

where again the last equality follows from the state-space collapse result in Theorem 6.1 and the bound on \( \mathbb{E}[\sum_{r,k} \kappa_r \mathcal{N}_{r,k}] \) is indicated by Lemma 6.5. Next we bound \( \mathbb{E}[U_{\ell}^{2\tau_2}] \). We can prove that \( \mathbb{E}[U_{\ell}] = \epsilon C_{\ell} \) by considering the Lyapunov function \( w_{\ell}(n) = \langle b^{(\ell)}, n \rangle \). Its drift is

\[
\Delta w_{\ell}(n) = -\epsilon \langle b^{(\ell)}, (-S^T)\mathcal{N}(\rho^{(0)}) \rangle + \langle b^{(\ell)}, (-S^T)(\rho^{(0)} - \mathcal{N}x) \rangle
= -\epsilon C_{\ell} + U_{\ell}.
\]

Since in the steady state \( \mathbb{E}[\Delta w_{\ell}(\mathcal{N})] = 0 \), we have \( \mathbb{E}[U_{\ell}] = \epsilon C_{\ell} \). Since \( 0 \leq U_{\ell} \leq C_{\ell} \), there holds

\[
\left( \mathbb{E}[U_{\ell}^{2\tau_2}] \right)^{1/2} \leq \left( \mathbb{E}[U_{\ell} \cdot C_{\ell}^{2\tau_2-1}] \right)^{1/2} = \epsilon^{\frac{1}{\tau_2}} C_{\ell}.
\]
Combining these bounds we have \( E[|\alpha_s U_\ell|] = O(\epsilon^{\frac{1}{4} - \frac{1}{n}}) \) for each \( \ell \in \mathcal{L}_s \), and thus
\[
E[|\langle N_s q, (-S^T)(\rho^{(0)}) - N x \rangle|] = E \left[ \left| \sum \alpha_s^s U_\ell \right| \right] = O(\epsilon^{\frac{1}{4} - \frac{1}{n}}).
\]

(iii) Lastly, we bound the last term \( E[B_1(N)]/2 \). Recall that
\[
B_1(N) = \sum_r \left( \sum_{k \in [K_r]} \lambda_r \pi_{r,k} \| (e^{(r,k)})_i^s \|^2 \right) T_{r,1} + \sum_{k_1, k_2 \in [K_r]} \sum_{k_1 \neq k_2} \mathcal{N}_{r,k_1 x_r (S_r)_{k_1,k_2}} - (e^{(r,k_1)}_i^s + (e^{(r,k_2)}_i^s) + (e^{(r,k_2)}_i^s) \|^2 \right) T_{r,2} + \sum_{k \in [K_r]} \sum_{k' \neq k} \mathcal{N}_{r,k x_r (S_r)_{k,k'}} - (e^{(r,k)}_i^s) \|^2 \right) T_{r,3}.
\]

Note that
\[
T_{r,1} \leq (\max_r \kappa_r) \sum_{k \in [K_r]} (\lambda_r \pi_{r,k} / \kappa_r) \| (e^{(r,k)})_i^s \|^2,
\]
(6.36)
\[
T_{r,2} \leq (\max_r \kappa_r) \sum_{k_1, k_2 \in [K_r]} (\mathcal{N}_{r,k_1 x_r / \kappa_r} (S_r)_{k_1,k_2}) - (e^{(r,k_1)}_i^s + (e^{(r,k_2)}_i^s) \|^2,
\]
(6.37)
\[
T_{r,3} \leq (\max_r \kappa_r) \sum_{k \in [K_r]} (\mathcal{N}_{r,k x_r / \kappa_r}) - (\sum_{k'} (S_r)_{k,k'}) \| (e^{(r,k)})_i^s \|^2,
\]
where (6.36) holds since \((S_r)_{k_1,k_2} \geq 0\) when \(k_1 \neq k_2\), and (6.37) is true since \(\sum_{k'} (S_r)_{k,k'} \leq 0\). It can be easily verified that \(E[\mathcal{N}_{r,k x_r}] = \rho_{r,k}\) using the fact that \(E[\Delta \mathcal{N}_{r,k}] = 0\). Then
\[
E[T_{r,2}] \leq (\max_r \kappa_r) \sum_{k_1, k_2 \in [K_r]} (\rho_{r,k_1} / \kappa_r) (S_r)_{k_1,k_2} - (e^{(r,k_1)}_i^s + (e^{(r,k_2)}_i^s) \|^2
\]
Thus,

\[
E[T_{r,3}] \leq (\max_{r} \kappa_r) \sum_{k_1} (\rho_{r,k_1} / \kappa_r) \left( \sum_{k_2 \neq k_1} (S_r)_{k_1,k_2} \right) \| (e^{(r,k_1)})^s \|^2
\]

\[
+ (\max_{r} \kappa_r) \sum_{k_2} \left( \sum_{k_1 \neq k_2} (\rho_{r,k_1} / \kappa_r)(S_r)_{k_1,k_2} \right) \| (e^{(r,k_2)})^s \|^2
\]

\[
+ 2(\max_{r} \kappa_r) \sum_{k_1,k_2:k_1 \neq k_2} (\rho_{r,k_1} / \kappa_r)(-S_r)_{k_1,k_2} \langle (e^{(r,k_1)})^s, (e^{(r,k_2)})^s \rangle
\]

Thus,

\[
T_{r,2a} + E[T_{r,3}] \leq (\max_{r} \kappa_r) \sum_{k} (\rho_{r,k} / \kappa_r)(-S_r)_{k,k} \| (e^{(r,k)})^s \|^2.
\]

Since \((-S_r)^T \rho_r = \lambda_r \pi^T_r\), we have

\[
\sum_{k_1:k_1 \neq k_2} \rho_{r,k_1}(S_r)_{k_1,k_2} = -\lambda_r \pi_{r,k_2} + \rho_{r,k_2}(-S_r)_{k_2,k_2}, \forall k_2.
\]

Therefore,

\[
T_{r,1} + T_{r,2b} \leq (\max_{r} \kappa_r) \sum_{k} (\rho_{r,k} / \kappa_r)(-S_r)_{k,k} \| (e^{(r,k)})^s \|^2.
\]

Arranging these terms we have the following bound for \(E[B_1(N)]\):

\[
E[B_1(N)] \leq 2(\max_{r} \kappa_r) \sum_{r} \sum_{k_1,k_2} (\rho_{r,k_1} / \kappa_r) \langle (e^{(r,k_1)})^s, (e^{(r,k_2)})^s \rangle.
\]

Since \(\langle (e^{(r,k_1)})^s, (e^{(r,k_2)})^s \rangle = 0\), we further have

\[
\frac{1}{2} E[B_1(N)] \\
\leq (\max_{r} \kappa_r) \sum_{r} \sum_{k_1,k_2} (\rho_{r,k_1} / \kappa_r) \langle (e^{(r,k_1)})^s, (e^{(r,k_2)})^s \rangle \\
= (1 - \epsilon)(\max_{r} \kappa_r) \sum_{r} \sum_{k_1,k_2} (\rho_{r,k_1} / \kappa_r) \langle (e^{(r,k_1)})^s, (e^{(r,k_2)})^s \rangle.
\]
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\[ = (1 - \epsilon)(\max_r \kappa_r) \sum_{r,k_2} \langle \text{diag}(\rho^{(0)} / \kappa)(-S)e^{(r,k_2)}, (e^{(r,k_2)})^*_s \rangle, \]

where \( \rho^{(0)}/\kappa \) denotes a vector whose \((r,k)\)-th entry is \( \rho^{(0)}_{r,k}/\kappa_r \), and \( \text{diag}(\rho^{(0)}/\kappa) \) denotes a diagonal matrix whose diagonal consists of entries of the vector \( \rho^{(0)}/\kappa \).

We now express \( (e^{(r,k)})^*_s \) in a matrix form. Let \( B_s \) denote the matrix whose rows are \( (b^{(\ell)}_s)^T \)'s with \( \ell \in L_s \). Then \( (e^{(r,k)})^*_s = B_s^T (B_s MB_s^T)^{-1} B_s M e^{(r,k)} \), so we have

\[
\frac{1}{2} \mathbb{E}[B_1(\mathbf{N})] 
\leq (1 - \epsilon)(\max_r \kappa_r) 
\cdot \sum_{r,k} (e^{(r,k)})^T (-S^T) \text{diag}(\rho^{(0)}/\kappa) M (B_s^T (B_s MB_s^T)^{-1} B_s M) e^{(r,k)} 
= (1 - \epsilon)(\max_r \kappa_r) \text{tr}((-S^T) \text{diag}(\rho^{(0)}/\kappa) MB_s^T (B_s MB_s^T)^{-1} B_s M) 
(6.38) = (1 - \epsilon)(\max_r \kappa_r) \text{tr}(B_s M (-S^T) \text{diag}(\rho^{(0)}/\kappa) MB_s^T (B_s MB_s^T)^{-1}) 
(6.39) = (1 - \epsilon)(\max_r \kappa_r) \text{tr}(B_s MB_s^T (B_s MB_s^T)^{-1}) 
= (1 - \epsilon)(\max_r \kappa_r) L_s,
\]

where (6.38) follows from that \( \text{tr}(XY) = \text{tr}(YX) \) for any matrices \( X \) and \( Y \), (6.39) follows from Lemma 6.2, and recall that \( L_s \) is the number of critically loaded links in the network. Similarly, we can show that

\[
\frac{1}{2} \mathbb{E}[B_1(\mathbf{N})] \geq (1 - \epsilon)(\min_r \kappa_r)L_s.
\]

Combining (i), (ii) and (iii) for the terms in (6.32) gives

\[
\frac{L_s \cdot \min_r \kappa_r}{\epsilon} + o\left(\frac{1}{\epsilon}\right) \leq \mathbb{E} \left[ \sum_r \kappa_r \mathcal{N}_r^{(\epsilon)} \right] \leq \frac{L_s \cdot \max_r \kappa_r}{\epsilon} + o\left(\frac{1}{\epsilon}\right).
\]

The proof will be completed after we prove Lemma 6.6 below.

**Proof of Lemma 6.6.** This proof is analogous to the proof of Lemma 4.4. We first give the following bounds on the rate allocation and the Lagrange multipliers.
CLAIM 4. There exist positive constants $B_4$ and $B_5$ such that for any state $n$,

$$\sum_{\ell} p_\ell \|\hat{b}^{(\ell)} - b^{(\ell)}\|^2 \leq B_4 \|n_\perp\|,$$

and for any state $n$ and any route $r$,

$$\sum_{\ell : \ell \in r, \ell \in L \setminus L_s} p_\ell \leq B_5 \|n_\perp\|.$$

PROOF CLAIM 4. Consider the term $\langle n, (-S^T)(\rho^{(0)} - n x) \rangle$. By the proof of Lemma 6.4, we know that

$$\langle n, (-S^T)(\rho^{(0)} - n x) \rangle \leq -\kappa_{\min} \eta_{\min} \sum_{\ell} p_\ell \|\hat{b}^{(\ell)} - b^{(\ell)}\|^2 - \sum_{\ell \in L \setminus L_s} p_\ell \delta_\ell. \quad (6.40)$$

On the other hand, by the duality principle for minimum norm problems [12],

$$\|n_\perp\| = \sup_{y \in K^\circ : \|y\| \leq 1} \langle n, y \rangle,$$

where $K^\circ$ is the polar cone of the cone $K$. It is easy to see that $\|S^T(\rho^{(0)} - n x)\|$ is well-defined. Let

$$y = \frac{S^T(\rho^{(0)} - n x)}{\|S^T(\rho^{(0)} - n x)\|}.$$

We can verify that $y \in K^\circ$ since $\langle b^{(\ell)}, S^T(\rho^{(0)} - n x) \rangle = -U_\ell \leq 0$ for all $\ell \in L_s$ by (P1'). Thus

$$-\langle n, (-S^T)(\rho^{(0)} - n x) \rangle = \|S^T(\rho^{(0)} - n x)\| \langle n, y \rangle \leq \|S^T(\rho^{(0)} - n x)\| \|n_\perp\|. \quad (6.41)$$

Combining (6.40) and (6.41) gives

$$\kappa_{\min} \eta_{\min} \sum_{\ell} p_\ell \|\hat{b}^{(\ell)} - b^{(\ell)}\|^2 + \sum_{\ell \in L \setminus L_s} p_\ell \delta_\ell \leq \|S^T(\rho^{(0)} - n x)\| \cdot \|n_\perp\|.$$

Since each summand on the left-hand-side above is nonnegative, we have that

$$\sum_{\ell} p_\ell \|\hat{b}^{(\ell)} - b^{(\ell)}\|^2 \leq \frac{\|\lambda^{(0)} - n x \mu\|}{\kappa_{\min} \eta_{\min}} \|n_\perp\|;$$
and for each $r$,

$$
\sum_{\ell \in r, \ell \in \mathcal{L} \setminus \mathcal{L}_s} p_\ell \leq \frac{1}{\delta_{\text{min}}} \sum_{\ell \in r, \ell \in \mathcal{L} \setminus \mathcal{L}_s} p_\ell \delta_\ell \leq \frac{\|\lambda^{(0)} - nx\mu\|}{\delta_{\text{min}}} \|n\perp\|,
$$

where $\delta_{\text{min}} > 0$ is defined as $\delta_{\text{min}} = \min\{\delta_\ell : \ell \in \mathcal{L} \setminus \mathcal{L}_s\}$. Since each entry of the rate allocation $nx$ can be bounded using a constant independent of $n$ and $\epsilon$, there exist positive constants $B_4$ and $B_5$ such that

$$
\sum_{\ell \in r, \ell \in \mathcal{L} \setminus \mathcal{L}_s} p_\ell \delta_\ell \leq \frac{\|\lambda^{(0)} - nx\mu\|}{\delta_{\text{min}} \eta_{\text{min}}} \|n\perp\|.
$$

Therefore,

$$
\sum_{\ell} p_\ell \|\hat{b}(\ell) - b(\ell)\|^2 \leq B_4 \|n\perp\|,
$$

and for each $r$,

$$
\sum_{\ell : r \in r, \ell \in \mathcal{L} \setminus \mathcal{L}_s} p_\ell \leq B_5 \|n\perp\|.
$$

which completes the proof of the claim. \hfill \Box

With Claim 4, it is easy to verify (6.34) in Lemma 6.6 by setting $B_3 = B_4 R$ where $R$ is the total number of routes. So next we focus on bounding $|\alpha_s^\ell - p_\ell|$ for $\ell \in \mathcal{L}_s$ and thus proving (6.33) in Lemma 6.6. We first write each $(n_s^\perp)_{r,k} = n_{r,k} - (n_s^\perp)_{r,k}$ in the following form

$$(n_s^\perp)_{r,k} = n_{r,k} - (n_s^\perp)_{r,k}$$

Then for each $(r, k)$,

$$
(6.42)
$$

$$
\sum_{\ell : r \in r} (\alpha_s^\ell - p_\ell) \leq \frac{1}{\rho^{(0)}_{r,k}} n_{r,k} x_r - \rho^{(0)}_{r,k} \sum_{\ell : r \in r} p_\ell + B_5 \|n\perp\| + \left|\frac{\kappa_r (n_s^\perp)_{r,k}}{\rho^{(0)}_{r,k}}\right|,
$$

where we have used the second bound in Claim 4. Due to the equivalence of norms, there exists a constant $B_6$ such that

$$
\sum_{r : \ell \in r} \sum_{k : k \in [K_r]} (n_{r,k} x_r - \rho^{(0)}_{r,k})^2 \leq B_6 \|\hat{b}(\ell) - b(\ell)\|^2.
$$
Then
\[
\sum_{r} \sum_{k : k \in [K_r]} (n_{r,k} x_r - \rho_{r,k}^{(0)})^2 \sum_{\ell : \ell \in r} p_\ell \leq B_6 \sum_{\ell} p_\ell \| \hat{b}^{(\ell)} - b^{(\ell)} \|^2 \\
\leq B_4 B_6 \| n_\perp \|,
\]
(6.43)
where we have used the first bound in Claim 4. Since each summand on the left hand side is nonnegative, we have that for each \((r,k)\),
\[
(n_{r,k} x_r - \rho_{r,k}^{(0)})^2 \sum_{\ell : \ell \in r} p_\ell \leq B_4 B_6 \| n_\perp \|.
\]
Inserting this to (6.42) we get
\[
\left| \sum_{\ell : \ell \in r} (\alpha_\ell^s - p_\ell) \right| \leq \sqrt{B_4 B_6} \| n_\perp \|^{1/2} \left( \sum_{\ell : \ell \in r} p_\ell \right)^{1/2} + B_5 \| n_\perp \| + \left| \frac{\kappa_r (n_\perp^s)_{r,k}}{\rho_{r,k}^{(0)}} \right|,
\]
(6.44)
where (6.44) follows from that \(\sum_{\ell : \ell \in r} p_\ell \leq \sum_\ell p_\ell\) and \(\sum_\ell p_\ell C_\ell = \sum_{r,k} \kappa_r n_{r,k}\).
Since \(\| n_\perp^s \| \leq \| n_\perp \| \leq \| n \|\), (6.44) indicates that there exists a constant \(B_7\) such that
\[
\left| \sum_{\ell : \ell \in r} (\alpha_\ell^s - p_\ell) \right| \leq B_7 \| n_\perp \|^{1/2} \left( \sum_{r,k} \kappa_r n_{r,k} \right)^{1/2}.
\]
Next we bound \(|\alpha_\ell^s - p_\ell|\) for each link \(\ell \in \mathcal{L}_s\). Recall that \(H\) is the routing matrix defined as \(H = (h_{\ell r})_{\ell \in \mathcal{L}_r \in \mathcal{R}}\) with \(h_{\ell r} = 1\) if \(\ell \in r\), and \(h_{\ell r} = 0\) otherwise. Let \(H_s\) be the submatrix of \(H\) such that its rows correspond to links in \(\mathcal{L}_s\). Since we assume that \(H_s\) has full row rank, \(H_s H_s^T\) is invertible. Let \(\overline{h}^{(\ell)}\) be the \(\ell\)th row of \((H_s H_s^T)^{-1} H_s\) for \(\ell \in \mathcal{L}_s\). Then \(\overline{h}^{(\ell)} H_s^T = \overline{\tau}^{(\ell)}\), where \(\overline{\tau}^{(\ell)}\) is a \(L_s \times 1\) vector with the \(\ell\)th entry being 1 and other entries being 0. Thus
\[
\alpha_\ell^s - p_\ell = \overline{h}^{(\ell)} H^T (\alpha^s - p) = \sum_r \overline{h}^{(\ell)} \sum_{\ell' : \ell' \in r} (\alpha_{\ell'}^s - p_{\ell'}).
\]
Therefore, we have the following bound
\[
|\alpha_\ell^s - p_\ell| \leq \sum_r \left| \overline{h}^{(\ell)} \right| \left| \sum_{\ell' : \ell' \in r} (\alpha_{\ell'}^s - p_{\ell'}) \right|.
\]
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\[
\leq \left( \sum_r |h_r^{(ℓ)}| \right) B_7 \|n_\perp\|^{1/2} \left( \sum_{r,k} \kappa_{r,n_{r,k}} \right)^{1/2}.
\]

Note that \(h_r^{(ℓ)}\)'s are constants independent of \(\epsilon\), i.e., \(B_2 = (\sum_r |h_r^{(ℓ)}|) B_7\) is a constant. Thus,

\[
|\alpha_\ell - p_\ell| \leq B_2 \|n_\perp\|^{1/2} \left( \sum_{r,k} \kappa_{r,n_{r,k}} \right)^{1/2},
\]

which completes the proof of Lemma 6.6.

6.5. Proof of Theorem 6.3 (Interchange of Limits). The proof is fairly standard (see, e.g., the proof of interchange of limits in [20]). We will first show the tightness of the set of probability distributions of \(\hat{N}^{(e)}(\infty)\)'s, using the bound on \(\mathbb{E}[\sum_{r,k} N^{(e)}_{r,k}]\) indicated by the tail bound in Lemma 6.5. We will then use our state-space collapse result in steady state to show that every convergent subsequence of \((\hat{N}^{(e)}(\infty): \epsilon > 0)\) converges to \(\hat{N}(\infty)\). Then the convergence \(\hat{N}^{(e)}(\infty) \Rightarrow \hat{N}(\infty)\) as \(\epsilon \to 0^+\) will follow from the Prokhorov's theorem [3].

**Tightness.** Note that \(\hat{N}^{(e)}(\infty) \overset{d}{=} \epsilon N^{(e)}\), where \(\overset{d}{=}\) denotes being identically distributed. The tail bound in Lemma 6.5 indicates that there exists a constant \(B_8\) such that for any \(\epsilon > 0\),

\[
\mathbb{E} \left[ \sum_{r,k} \hat{N}^{(e)}_{r,k}(\infty) \right] = \epsilon \mathbb{E} \left[ \sum_{r,k} N^{(e)}_{r,k} \right] \leq B_8.
\]

This implies the tightness of the set of probability distributions of \(\hat{N}^{(e)}(\infty)\)'s.

**Limit of a convergent subsequence.** We arbitrarily pick a convergent subsequence \((\hat{N}^{(e)}(\infty): i = 1, 2, \ldots)\) and assume that \(\hat{N}^{(e)}(\infty) \overset{d}{=} \hat{N}\) as \(i \to \infty\). We will show that \(\hat{N} \overset{d}{=} \hat{N}(\infty)\). Let each \(\epsilon_i\)-th system start from steady state, i.e., \(\hat{N}^{(e)}(0) \overset{d}{=} \hat{N}^{(e)}(\infty)\). We wish to apply Theorem 6.1 in [22], so we need to verify that \(\hat{N}\) is in the cone \(K\) almost surely, i.e., \(\hat{N}_\perp\) is the all-zero vector almost surely. Since the function that maps a vector to its perpendicular component is continuous, we have \(\hat{N}^{(e)}(\infty) \Rightarrow \hat{N}_\perp\) as \(i \to \infty\). By our state-space collapse result in Theorem 6.1,

\[
\mathbb{E}[||\hat{N}^{(e)}_{\perp}(\infty)||] = \epsilon_i \mathbb{E}[||\hat{N}^{(e)}||] = O(\sqrt{\epsilon_i}) \to 0, \text{ as } i \to \infty.
\]

Therefore, \(\hat{N}^{(e)}_{\perp}(\infty) \Rightarrow 0\) as \(i \to \infty\), and thus \(\hat{N}_\perp = 0\) almost surely. Now we can apply Theorem 6.1 in [22]. Recall that we let each process
(\(\hat{N}(t)\): \(t \geq 0\)) start from steady state, so \(\hat{N}(t) \xrightarrow{d} \hat{N}(\infty)\) for all \(t \geq 0\). Therefore, by the convergence of \((\hat{N}(t): t \geq 0)\) to \((N(t): t \geq 0)\) in Theorem 6.1 in [22], \(\hat{N}(t) \xrightarrow{d} \hat{N}\) for all \(t \geq 0\). This shows that the process \((\hat{N}(t): t \geq 0)\) is also stationary, and thus \(\hat{N} \xrightarrow{d} \hat{N}(\infty)\), which completes the proof.

7. Conclusions and Future Work. In this paper, we studied the weighted proportionally fair policy for bandwidth sharing networks under the assumption that the file size distributions belong to a dense class of phase-type distributions. We directly analyzed the steady state of the system using the drift method. We established a multiplicative-type state-space collapse result in steady state and obtained explicit-form upper and lower bounds on the weighted sum of the expected number of flows on different routes, where the weights are the same as those used in the weighted proportionally fair policy. These bounds are heavy-traffic insensitive in the sense that their dominant terms do not depend on the specific forms of the file size distributions in the class. The state-space collapse result also implies the interchange of limits for the diffusion approximation result of Vlasiou, Zhang and Zwart [22]. Our results in this paper demonstrated that the drift method can be applied to this sophisticated model, and can give explicit-form bounds even in settings where the diffusion approximation approach cannot. An interesting direction that deserves further exploration is to derive higher moment bounds using the drift method. Eryilmaz and Srikant [5] have shown such a potential since they have derived higher moment bounds for routing and scheduling algorithms in a different setting.
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APPENDIX A: PROOF OF LEMMA 4.1 (TAIL AND MOMENT BOUNDS FOR CONTINUOUS-TIME MARKOV CHAINS)

Proof. For the continuous-time Markov chain \((X(t): t \geq 0)\), we consider the uniformized [9] discrete-time Markov chain \((\tilde{X}(t): t = 1, 2, \ldots)\) with \(\tilde{q}\) as the uniform rate parameter, i.e., its transition probability from \(i\) to \(i'\) is
defined by
\[ p_{ii'} = \begin{cases} \frac{q_{ii'}}{q} & i' \neq i, \\ 1 - \frac{\sum_{j \neq i} q_{ij}}{q} & i' = i. \end{cases} \]

Then \((\hat{X}(t) : t = 1, 2, \ldots)\) has the same stationary distribution as \((X(t) : t \geq 0)\). So it suffices to prove that the same Lyapunov function \(V\) for this discrete-time Markov chain \((\hat{X}(t) : t = 1, 2, \ldots)\) has the tail bound \((4.2)\). We prove this by applying Bertsimas, Gamarnik and Tsitsiklis [2]'s tail bound to this discrete-time Markov chain. Below we verify that \(V\) satisfies the following three conditions required in [2], where \(\Delta_d V(i)\) denotes its drift with respect to \((\hat{X}(t) : t = 1, 2, \ldots)\):

(i') The drift \(\Delta_d V(i) \leq -\frac{\gamma}{q}\) for any \(i \in \mathcal{X}\) with \(V(i) > B\).

(ii') \(\nu_{\text{max}} \triangleq \sup_{i, i' \in \mathcal{X}: p_{ii'} > 0} |V(i') - V(i)| < +\infty\).

(iii') \(\mathbb{E}[V(X)] < +\infty\).

To prove (i'), we write the drift \(\Delta_d V(i)\) as follows:
\[
\Delta_d V(i) = \sum_{i' \neq i} p_{ii'} (V(i') - V(i)) = \frac{1}{q} \sum_{i' \neq i} q_{ii'} (V(i') - V(i)).
\]
Then (i') follows from condition (i) since for any \(i\) with \(V(i) > B\),
\[
\Delta_d V(i) = \frac{1}{q} \Delta V(i) \leq -\frac{\gamma}{q}.
\]

Condition (ii') follows from the fact that \(p_{ii'} > 0\) either when \(q_{ii'} > 0\) or when \(i' = i\).

Condition (iii') follows from the results in [6], since the required conditions there are satisfied due to (i') and (ii').

Now we have verified the conditions required in [2]. Then by Theorem 1 in [2], for any nonnegative integer \(j\), we have
\[
\mathbb{P}(V(X) > B + 2\nu_{\text{max}}j) \leq \left( \frac{p_{\text{max}}\nu_{\text{max}}}{p_{\text{max}}\nu_{\text{max}} + \gamma/q} \right)^{j+1},
\]
where
\[
p_{\text{max}} = \sup_{i \in \mathcal{X}} \sum_{i' \in \mathcal{X} : V(i) < V(i')} p_{ii'}.
\]
By the definition of the transition probabilities, \( p_{\text{max}} = \frac{q_{\text{max}}}{q} \). Thus

\[
P(V(X) > B + 2\nu_{\text{max}}j) \leq \left( \frac{q_{\text{max}}\nu_{\text{max}}}{q_{\text{max}}\nu_{\text{max}} + \gamma} \right)^{j+1},
\]

which is the tail bound in (4.2).

With the tail bound, the moment bounds follow from the proof of Lemma 3 in [15].

**APPENDIX B: PROOF OF LEMMA 5.1**

**Proof.** We first derive a bound on the drift \( \Delta \|n\| \). By the proof of Lemma 4.2, inserting (5.4) into (5.7) gives

\[
\Delta \|n\| \leq \frac{\Delta \|n\|^2}{2\|n\|} \leq -\epsilon \frac{\langle n, \lambda^{(0)} \rangle}{\|n\|} + \frac{A_1}{\|n\|} = -\epsilon \sum_r \kappa_r n_r \|n\| + \frac{A_1}{\|n\|}.
\]

Since norms are equivalent in \( \mathbb{R}^R \), there exist positive constants \( A_3 \) and \( A_4 \) such that for any \( n \), \( A_3 \|n\| \leq \sum_r \kappa_r n_r \leq A_4 \|n\| \). Therefore,

\[
\Delta \|n\| \leq -\epsilon A_3 + \frac{A_1}{\|n\|}.
\]

Then

\[
\Delta \|n\| \leq -\epsilon A_3, \quad \text{when } \|n\| \geq \frac{2A_1}{\epsilon A_3}.
\]

Recall that

\[
\sup_{n, n': q_{nn'} > 0} \|n'\| - \|n\| \leq \nu, \quad \sup_n \sum_{n'} q_{nn'} \leq \zeta,
\]

and \( \nu < +\infty \) and \( \bar{q} < +\infty \). Then by Lemma 4.1, for any nonnegative integer \( j \),

\[
P\left( \|\bar{N}\| > \frac{2A_1}{\epsilon A_3} + 2\nu j \right) \leq \left( \frac{\zeta \nu}{\zeta \nu + \epsilon A_3/2} \right)^{j+1}.
\]

Let

\[
\beta = \frac{\zeta \nu}{\zeta \nu + \epsilon A_3/2}.
\]
Then,
\[
\mathbb{P}\left(\sum_r \kappa_r N_r > \frac{2A_1 A_4}{\epsilon A_3} + 2\nu A_4 j\right) \leq \mathbb{P}\left(\|N\| > \frac{2A_1}{\epsilon A_3} + 2\nu j\right) 
\leq \beta j^{i+1}.
\]
This completes the proof of Lemma 5.1.

\[\square\]

APPENDIX C: PROOF OF LEMMAS 6.1

PROOF OF LEMMA 6.1. It suffices to prove that for each route \( r \), \( M_r \) is well-defined and positive definite since \( M \) is block-diagonal.

We first prove that \( M_r \) is well-defined, i.e., the integral below is (entry-wise) finite:
\[
M_r = \frac{\kappa_r}{\lambda_r^{(0)}} \int_0^{+\infty} \frac{\exp(S_r \sigma) 11^T \exp(S_r^T \sigma)}{\pi_r (-S_r)^{-1} \exp(S_r \sigma) 1} d\sigma.
\]
Let \( P(\sigma) = \exp(S_r \sigma) 1 \) and \( \chi = (-S_r)^{-1} \). Then from the properties of phase-type distributions we know that \( \chi_{k_1k_2} \) is the expected time spent in phase \( k_2 \) given that phase \( k_1 \) is the initial state. Let \( \overline{\chi} = (\pi_r \chi)^T \). Then \( \overline{\chi}_k \) is the expected time spent in phase \( k \) for the initial distribution \( \pi_r \). Therefore, \( \overline{\chi}_k > 0 \) for all \( k \in [K_r] \). With the above notation, the \((k_1,k_2)\)th entry of \( M_r \) can be written as
\[
(M_r)_{k_1,k_2} = \frac{\kappa_r}{\lambda_r^{(0)}} \int_0^{+\infty} \frac{P_{k_1}(\sigma)P_{k_2}(\sigma)}{\sum_k \overline{\chi}_k P_k(\sigma)} d\sigma
\]
\[
\leq \frac{\kappa_r}{\lambda_r^{(0)}} \int_0^{+\infty} \frac{P_{k_1}(\sigma)P_{k_2}(\sigma)}{\overline{\chi}_{k_2} P_{k_2}(\sigma)} d\sigma
\]
\[
= \frac{\kappa_r}{\lambda_r^{(0)} \overline{\chi}_{k_2}} \int_0^{+\infty} P_{k_1}(\sigma) d\sigma.
\]
By our assumptions, \( S_r \) is an upper triangular matrix with all the main diagonal entries being negative. So \( S_r \) is invertible and \( \lim_{\sigma \to +\infty} \exp(S_r^T \sigma) \) is an all-zero matrix. Therefore, \( P_{k_1}(\sigma) \) is integrable and thus \( M_r \) is well-defined.

Next we prove that \( M_r \) is positive definite. Let \( G(u) \) denote the complementary cumulative distribution function (CCDF) of the file size distribution on route \( r \). Then
\[
G(u) = \pi_r \exp(S_r u) 1, \quad \int_0^{+\infty} G(u) du = \frac{1}{\mu_r}.
\]
The denominator inside the integral of $M_r$ can be written as

$$\pi_r(-S_r)^{-1} \exp(S_r \sigma)1 = \frac{1}{\mu_r} - \int_0^\sigma G(u)du,$$

which is positive for all $\sigma \geq 0$. Therefore, it is obvious that $M_r$ is positive semi-definite. Further, $M_r$ is positive definite if and only if there exists no $y \neq 0$ such that

(C.1) $$y^T \exp(S_r \sigma)1 = 0,$$

for all $\sigma \geq 0$, where $0$ is an all-zero vector with dimension $K_r \times 1$. If we view the pair $(S_r, 1)$ as the $(A, B)$ matrix of a control system, (C.1) is equivalent to the controllability of the system $(A, B)$ [21]. By the Popov-Belevitch-Hautus (PBH) test (also referred to as Hautus Lemma) in control theory [21], this is equivalent to that rank$[\lambda I - S_r, 1] = K_r$ for each eigenvalue $\lambda$ of the matrix $S_r$, which is further equivalent to that $S_T^T$ has no eigenvector $v$ such that $v^T 1 = 0$. Now let us look at the eigenvectors of $S_T^T$. Recall that $S_T^T$ has a block-diagonal structure given in (6.2) with rate $\mu_r(b)$ for each block $b$, where $\mu_r(b)$’s are positive and distinct. Then the $-\mu_r(b)$’s are the eigenvalues of $S_T^T$. Let $v$ be an eigenvector associated with the eigenvalue $-\mu_r(b)$. Then $v$ satisfies that

$$\begin{bmatrix}
(S_r^{(1)})^T + \mu_r(b) I & 0 & \cdots & 0 \\
0 & (S_r^{(2)})^T + \mu_r(b) I & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & (S_r^{(B_r)})^T + \mu_r(b) I
\end{bmatrix} v = 0.$$

Since $(S_r^{(b')})^T + \mu_r(b)$ is full rank for all $b' \neq b$ and

$$(S_r^{(b)})^T + \mu_r(b) I = \begin{bmatrix}
0 & 0 & \cdots & 0 \\
2\mu_r(b) & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & \cdots & 2\mu_r(b) & 0
\end{bmatrix},$$

the eigenvector $v$ has only one nonzero entry. Then $v^T 1 \neq 0$. This completes the proof that $M_r$ is positive definite. \qed
APPENDIX D: PROOFS OF LEMMAS 6.2 AND 6.3

Proof of Lemma 6.2. By the definitions of $\rho_r^{(0)}$ and $M_r$ in (6.10) and (6.14), respectively,

$$
\frac{1}{\kappa_r} (\rho_r^{(0)})^T M_r (-S_r)^T = \pi_r (-S_r)^{-1} \int_0^{\infty} \frac{\exp(S_r \sigma) 11^T \exp(S_r^T \sigma) (-S_r)^T}{\pi_r (-S_r)^{-1} \exp(S_r \sigma)} 1 d\sigma
$$

$$
= \int_0^{\infty} 1^T \exp(S_r^T \sigma) (-S_r)^T d\sigma
$$

$$
= -1^T \exp(S_r^T \sigma) \bigg|_0^{\infty}
$$

$$
= 1^T.
$$

Here we have used that fact that $\lim_{\sigma \to +\infty} \exp(S_r^T \sigma)$ is an all-zero matrix since $S_r$ is an upper triangular matrix and its main diagonal entries are all negative. This completes the proof.

Proof of Lemma 6.3. We first derive another representation of $M_r (-S_r^T) + (-S_r) M_r$. Let

$$
M_r(t) = \frac{\kappa_r}{\lambda_r^{(0)}} \int_0^t \frac{\exp(S_r \sigma) 11^T \exp(S_r^T \sigma)}{\pi_r (-S_r)^{-1} \exp(S_r \sigma)} 1 d\sigma.
$$

Then

$$
M_r(-S_r^T) + (-S_r) M_r = \lim_{t \to +\infty} \left( M_r(t)(-S_r^T) + (-S_r) M_r(t) \right).
$$

We can verify that

$$
M_r(t)(-S_r^T) + (-S_r) M_r(t)
$$

$$
= -\frac{\kappa_r}{\lambda_r^{(0)}} \frac{\exp(S_r t) 11^T \exp(S_r^T t)}{\pi_r (-S_r)^{-1} \exp(S_r t)} 1 + \frac{\kappa_r}{\pi_r} 11^T
$$

$$
+ \frac{\kappa_r}{\lambda_r^{(0)}} \int_0^t \frac{\exp(S_r \sigma) 11^T \exp(S_r^T \sigma)}{\pi_r (-S_r)^{-1} \exp(S_r \sigma)} 1 d\sigma.
$$

(D.1)

We have proved that $M_r$ is well-defined, so

$$
\lim_{t \to 0} \left( -\frac{\kappa_r}{\lambda_r^{(0)}} \frac{\exp(S_r t) 11^T \exp(S_r^T t)}{\pi_r (-S_r)^{-1} \exp(S_r t)} 1 \right) = (0) \kappa_r \times \kappa_r.
$$
where \((0)_{K_r \times K_r}\) is the all-zero \(K_r \times K_r\) matrix.

Now it suffices to prove that there exists a constant \(\eta_r > 0\) such that for any \(\sigma \geq 0\),

\[
(D.2) \quad \frac{\pi_r \exp(S_r\sigma)\mathbf{1}}{\pi_r(-S_r)^{-1}\exp(S_r\sigma)\mathbf{1}} \geq 2\eta_r,
\]

since combining this with (D.1) implies that for any \(y \in \mathbb{R}^{K_r}\),

\[
y^T \left( \frac{1}{2} M_r(-S_r^T) + \frac{1}{2} (-S_r)M_r - \eta_r M_r \right) y \\
= \lim_{t \to +\infty} y^T \left( \frac{1}{2} M_r(t)(-S_r^T) + \frac{1}{2} (-S_r)M_r(t) - \eta_r M_r(t) \right) y \\
\geq \lim_{t \to +\infty} \frac{\kappa_r}{2\lambda(0)} \int_0^t \frac{y^T \exp(S_r\sigma)\mathbf{1}\mathbf{1}^T \exp(S_r^T\sigma)y}{\pi_r(-S_r)^{-1}\exp(S_r\sigma)\mathbf{1}} \cdot (2\eta_r) d\sigma \\
- \eta_r y^T M_r y + \frac{\kappa_r}{2\rho_r} (y^T \mathbf{1})^2 \\
= \frac{\kappa_r}{2\rho_r} (y^T \mathbf{1})^2 \\
\geq 0.
\]

Let \(g(u)\) and \(G(u)\) denote the probability density function (PDF) and the complementary cumulative distribution function (CCDF) of the file size distribution on route \(r\), respectively. Then

\[
G(\sigma) = \int_\sigma^{+\infty} g(u) du = \pi_r \exp(S_r\sigma)\mathbf{1},
\]

and

\[
\int_\sigma^{+\infty} G(u) du = \pi_r(-S_r)^{-1}\exp(S_r\sigma)\mathbf{1}.
\]

Thus (D.2) is equivalent to that there exists a constant \(\eta_r > 0\) such that for any \(u \geq 0\), \(\frac{g(u)}{G(u)} \geq 2\eta_r\), i.e., the hazard function is lower bounded by \(2\eta_r\). Note that the eigenvalues of \(S_r\) are the rates of the phases, denoted by \(\mu_{r,k}\)'s with \(k \in [K_r]\), which are all positive. Consider the Jordan canonical form \(S_r = \Phi J \Phi^{-1}\). Then \(\exp(S_r u) = \Phi \exp(Ju) \Phi^{-1}\), where the \((i, j)\)th entry of \(\exp(Ju)\) is either \(e^{-\mu_{r,k}u}u^{j-1}/(j-1)!\) or 0. So \(G(u)\) can be written as

\[
G(u) = \sum_{i,j \in [K_r]} c_{ij} e^{-\mu_{r,k}u} u^{j-1}/(j-1)!.
\]
HEAVY-TRAFFIC INSENSITIVE BOUNDS

for some constants $c_{ij}$, and thus

$$g(u) = -G'(u) = \sum_{i,j \in [K_r]} c_{ij}\mu_{r,i}e^{-\mu_{r,i}u} \frac{u^{j-1}}{(j-1)!}.$$ 

Therefore, $\lim_{u \to +\infty} g(u)/G(u) \geq \min_{k \in [K_r]} \mu_{r,k} > 0$. It can be verified that $g(u) > 0$ and $G(u) > 0$ for any $u \geq 0$. Thus there exists a constant $\eta_r > 0$ such that for any $u \geq 0$, $g(u)/G(u) \geq 2\eta_r$. \hfill \Box

APPENDIX E: PROOF OF LEMMA 6.5

Proof. We first show the bounds on the drift $\Delta \|n\|$. By the proof of Lemma 6.4, inserting (6.24) into (6.27) gives

$$\Delta \|n\| \leq \frac{\Delta \|n\|^2}{2\|n\|} \leq -\epsilon \frac{\langle n, (-ST)\rho^{(0)} \rangle}{\|n\|} + A_1 \|n\|$$

$$= -\epsilon \frac{n^T M(-ST)\rho^{(0)}}{\|n\|} + A_1 \|n\|.$$ 

We bound the term $n^T M(-ST)\rho^{(0)}$ below. First, it can be written as follows

(E.1) $$n^T M(-ST)\rho^{(0)} = \sum_r \lambda_r^{(0)} n_r^T M_r \pi_r^T.$$ 

Then for each term for route $r$, we have

$$\lambda_r^{(0)} M_r \pi_r^T = \kappa_r \int_0^{+\infty} \frac{\exp(S_r \sigma)1(\pi_r \exp(S_r \sigma)1)^T}{\pi_r(-S_r)^{-1}\exp(S_r \sigma)1} d\sigma.$$ 

Recall that we have proved that there exists a constant $\eta_r > 0$ such that for any $\sigma \geq 0$,

$$\frac{\pi_r \exp(S_r \sigma)1}{\pi_r(-S_r)^{-1}\exp(S_r \sigma)1} \geq 2\eta_r,$$ 

in (D.2) of the proof of Lemma 6.3. Since each entry of $\exp(S_r \sigma)1$ is non-negative, we have

$$\lambda_r^{(0)} M_r \pi_r^T \geq 2\kappa_r \eta_r \int_0^{+\infty} \exp(S_r \sigma)1 d\sigma$$

$$= 2\kappa_r \eta_r (-S_r)^{-1}1,$$
where the inequality is in an entry-wise sense. Recall that $S_r$ is a block-diagonal matrix in the form of (6.2). Then each entry of $(-S_r)^{-1}1$ is greater than or equal to the corresponding $\frac{1}{\mu_r}$, where $\mu_r$'s are the rates in the phase-type distributions. Applying this bound to (E.1) and letting

$$\mu_{max} = \max_{r,b} \mu_r,$$

we have

$$n^T M (-S^T) \rho^{(0)} \geq \frac{2\eta_{min}}{\mu_{max}} \sum_{r,k} \kappa_r n_{r,k},$$

Since norms are equivalent in $\mathbb{R}^K$, there exist positive constants $A_3$ and $A_4$ such that for any $n$, $A_3\|n\| \leq \sum_{r,k} \kappa_r n_{r,k} \leq A_4\|n\|$. Therefore,

$$\Delta\|n\| \leq -\frac{2\eta_{min} A_3}{\mu_{max}} + A_1 \|n\|.$$

Then

$$\Delta\|n\| \leq -\frac{\eta_{min} A_3}{\mu_{max}}, \text{ when } \|n\| \geq \frac{\mu_{max}A_1}{\eta_{min} A_3},$$

which is the first upper bound on the drift in Lemma 6.5.

Let

$$q = \sup_n (-q_{nn}),$$

$$\nu = 2 \max_{r,k} \|e^{(r,k)}\|, \quad \zeta = 2 \left( \max_{\ell} C_{\ell} \cdot \left( \max_{r,k_1,k_2: k_1 \neq k_2} (S_r)_{k_1,k_2} \right) \right).$$

It can be verified that $q < +\infty$, and that $\nu$ and $\zeta$ are positive constants such that

$$\sup_{n,n': q_{nn'} > 0} \|n'\| - \|n\| \leq \nu, \quad \sup_{n,n': \|n\| < \|n'\|} \sum_{n' : q_{nn'} > 0} q_{nn'} \leq \zeta.$$

Therefore, for all $n$,

$$\Delta\|n\| \leq \nu \zeta,$$

which is the second upper bound on the drift in Lemma 6.5. Then by the Foster-Lyapunov theorem, the flow count process is positive recurrent.

By Lemma 4.1, for any nonnegative integer $j$,

$$\mathbb{P}\left( \|N\| > \frac{\mu_{max} A_1}{\eta_{min} A_3 \varepsilon} + 2\nu j \right) \leq \left( \frac{\zeta \nu}{\zeta \nu + \eta_{min} A_3 / \mu_{max}} \right)^{j+1}.$$
Let 
\[ \beta = \frac{\zeta \nu}{\zeta \nu + \epsilon \eta_{\min} A_3 / \mu_{\max}}. \]
Then,
\[ P\left( \sum_{r, k} \kappa_r N_{r, k} > \frac{\mu_{\max} A_1 A_4}{\eta_{\min} A_3 \epsilon} + 2\nu A_4 j \right) \]
\[ \leq P\left( \| N \| > \frac{\mu_{\max} A_1}{\eta_{\min} A_3 \epsilon} + 2\nu j \right) \]
\[ \leq \beta^{j+1}. \]

This completes the proof of Lemma 6.5.
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