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Abstract

Subgraph matching is the problem of determining the presence and location(s) of a given query graph in a large target graph. Despite being an NP-complete problem, the subgraph matching problem is crucial in domains ranging from network science and database systems to biochemistry and cognitive science. However, existing techniques based on combinatorial matching and integer programming cannot handle matching problems with both large target and query graphs. Here we propose NeuroMatch, an accurate, efficient, and robust neural approach to subgraph matching. NeuroMatch decomposes query and target graphs into small subgraphs and embeds them using graph neural networks. Trained to capture geometric constraints corresponding to subgraph relations, NeuroMatch then efficiently performs subgraph matching directly in the embedding space. Experiments demonstrate NeuroMatch is 100x faster than existing combinatorial approaches and 18% more accurate than existing approximate subgraph matching methods.

1. Introduction

Given a query graph, the problem of subgraph isomorphism matching is to identify a subgraph of a large target graph that is isomorphic to the query graph. If the graphs include node and edge features, both the topology as well as the features should be matched.

Subgraph matching is a crucial problem in many biology, social network and knowledge graph applications [13, 21, 34, 9]. For example, in social networks and biomedical network science, researchers investigate important subgraphs by counting them in a given network [2]. In knowledge graphs, common substructures are extracted by querying them in the larger target graph [13, 20].

Traditional approaches make use of combinatorial search algorithms [8, 12, 26, 25]. However, they do not scale to large problem sizes due to the NP-complete nature of the problem. Existing efforts to scale up subgraph isomorphism [25] make use of expensive pre-processing to store locations of many small 2-4 node components, and decompose the queries into these components. Although this allows matching to scale to large target graphs, the size of the query cannot scale to more than a few tens of nodes before decomposing the query becomes a hard problem by itself.

Here we propose NeuroMatch, the first neural approach for subgraph matching that can scale to both large query $G_Q$ (up to 500 nodes) and large target graphs $G_T$ (up to 50,000 nodes). The core of NeuroMatch is to decompose the target $G_T$ as well as the query $G_Q$ into many small overlapping graphs and use a Graph Neural Network (GNN) to embed the individual graphs such that we can then quickly determine whether one graph is a subgraph of another.

Our approach works in two stages, an embedding stage and a query stage. At the embedding stage, we decompose the target graph $G_T$ into many sub-networks $G_u$: For every node $u \in G_T$ we extract a $k$-hop sub-network $G_u$ around $u$ and use a GNN to obtain an embedding for $u$. At the query stage,
we create $k$-hop sub-network $G_q$ around a node $q$ in the query graph $G_Q$. We embed each $G_q$ using a GNN centered at node $q$. We then compare embeddings of nodes $q$ and $u$ (i.e., graphs $G_q$ and $G_u$) and use a voting mechanism to determine whether $G_Q$ is a subgraph of $G_T$.

The key insight that makes NeuroMatch work is to define an embedding space where subgraph relations are preserved. We observe that subgraph relationships induce a partial ordering over subgraphs. This observation inspires the use of geometric set embeddings such as order embeddings [19] and box embeddings [28], which induce a partial ordering on embeddings with geometric shapes. By ensuring that the partial ordering on embeddings reflects the ordering on subgraphs, we equip our model with a powerful set of inductive biases while greatly simplifying the query process. Our work differs from many previous works [3, 18, 33] that embed graphs into vector spaces, which leave the embedding space unstructured. In contrast, order embeddings have properties that naturally correspond to many properties of subgraph relationships, such as transitivity, symmetry and closure under intersection. Enforcing the order embedding constraint both leads to a well-structured embedding space and also allows us to efficiently navigate it in order to find subgraphs as well as supergraphs (Fig. 1).

NeuroMatch trains a Siamese graph neural network to learn the order embedding, and uses a max-margin loss to ensure that the subgraph relationships are captured. Importantly, NeuroMatch only needs to train the GNN once and can then use it on any target as well as query graphs. Furthermore, the embedding stage can be conducted offline, producing precomputed embeddings for the query stage. The query stage is extremely efficient as it only requires linear time both in the size of the query and the target graphs. And last, NeuroMatch generalizes naturally to graphs which include categorical node and edge features, as well as multiple target graphs.

We experiment with synthetic and real-world datasets and compare the accuracy and speed of NeuroMatch with state-of-the-art combinatorial methods for subgraph matching [8,5] as well as recent neural methods for graph matching, which we adapted for the subgraph matching problem. Experiments show that NeuroMatch runs two orders of magnitude faster than combinatorial approaches and can scale to much larger query graphs. Compared to neural graph matching methods, NeuroMatch achieves an 18% improvement in AUROC for subgraph matching, and is able to identify locations of matches in much larger target graphs.

2. **NeuroMatch Architecture**

2.1. **Problem Setup**

We first describe the general problem of subgraph matching. Let $G_T = (V_T, E_T)$ be a large target graph where we aim to identify the query graph. Let $X_T$ be the associated categorical node features
Algorithm 1: NeuroMatch Query Stage

**Input:** Target graph $G_T$, graph embeddings $Z_u$ of node $u \in G_T$, and query graph $G_Q$.
**Output:** Subgraph of $G_T$ that is isomorphic to $G_Q$.

1. For every node $q \in G_Q$, create $G_q$, and embed its center node $q$.
2. Compute matching between embeddings $Z_q$ and embeddings $Z_T$ using subgraph prediction function $f(z_q, z_u)$.
3. Use voting to decide the final matches.

for all nodes in $V_q$ Let $G_Q = (V_Q, E_Q)$ be a *query graph* with associated node features $X_Q$. The goal of a subgraph matching algorithm is to identify the set of all subgraphs $H = \{H | H \subseteq G_T\}$ that are isomorphic to $G_Q$, that is, $\exists$ bijection $f : V_H \mapsto V_Q$ such that $(f(v), f(u)) \in E_Q$ iff $(v, u) \in E_H$. Furthermore, we say $G_Q$ is a subgraph of $G_T$ if $H$ is non-empty. When node and edge features are present, the subgraph isomorphism further requires that the bijection $f$ has to match these features.

In the literature, subgraph matching commonly refers to two subproblems: node-induced matching and edge-induced matching. In node-induced matching, the set of possible subgraphs of $G_T$ are restricted to graphs $H = (V_H, E_H)$ such that $V_H \subseteq V_T$ and $E_H = \{(u, v) | u, v \in V_H, (u, v) \in E_T\}$. Edge-induced matching, in contrast, restricts possible subgraphs by $E_H \subseteq E_T$, and contains all nodes that are incident to edges in $E_H$. To demonstrate, here we consider the more general edge-induced matching, although NeuroMatch can be applied to both.

In this paper, we investigate the following problems of subgraph matching:

**Problem 1. Matching neighborhoods.** Given a neighborhood $G_u$ of $u$ and query $G_Q$ containing $q$, make binary prediction of whether $G_Q$ is a subgraph of $G_u$ where node $q$ corresponds to $u$.

**Problem 2. Matching query on datasets.** Given a target graph $G_T$ and a query $G_Q$, identify one or more appearances of $G_Q$ in $G_T$.

In the first problem, we balance the number of positive and negative pairs of node neighborhoods in training and testing. The second problem requires prediction of subgraph relationship between the query and every node neighborhood in $G_T$.

2.2. Overview of NeuroMatch

NeuroMatch adopts a two stage process: *embedding stage* where $G_T$ is decomposed into many small overlapping graphs and each graph is embedded. And the *query stage* where query graph is compared to the target graph directly in the embedding space so no expensive combinatorial search is required.

**Embedding stage.** In the embedding stage, NeuroMatch decomposes target graph $G_T$ into many small overlapping graphs $G_u$ and uses a Siamese graph neural network to embed them. For every node $u \in G_T$, we extract the $k$-hop neighborhood of $u$, $G_u$ (Figure 1). GNN then maps node $u$ (that is, the structure of its network neighborhood $G_u$) into an embedding $z_u$.

Note a subtle but an important point: By using a $k$-layer GNN to embed node $u$, we are essentially embedding/capturing the $k$-hop network neighborhood structure $G_u$ around the center node $u$. Thus, embedding $u$ is equivalent to embedding $G_u$ (a $k$-hop subgraph centered at node $u$), and by comparing embeddings of two nodes $u$ and $v$, we are essentially comparing the structure of subgraphs $G_u, G_v$.

**Query stage (Alg. 1).** The goal of the query stage is to determine whether $G_Q$ is a subgraph of $G_T$ and identify the mapping of nodes of $G_Q$ to nodes of $G_T$. However, rather than directly solving this problem, we develop a fast routine to determine whether $G_q$ is a subgraph of $G_u$. We design a *subgraph prediction function* $f(z_q, z_u)$ that predicts whether the $k$-hop network neighborhood of node $u \in G_T$ is a subgraph of the $k$-hop neighborhood of node $q \in G_Q$. In other words, whether $G_q$ is a subgraph of $G_u$. We thus formulate the subgraph matching problem as a node-level task by using $f(z_q, z_u)$ to predict the set of nodes $v$ that can be matched to node $q$ (that is, find a set of graphs $G_u$ that are super-graphs of $G_q$). To determine whether $G_Q$ is a subgraph of $G_T$, we then use a special voting mechanism where we select multiple center nodes $q \in G_Q$ (that is, create multiple $G_q$) and multiple center nodes $u \in G_T$ and combine predictions of $f(z_q, z_u)$ via voting.

**Practical considerations and design choices.** Experimentally we find that if we pick the center node to be the central node of the query graph, the performance tends to be significantly better. This

---

1 We consider the case of a single target and query graph, but NeuroMatch trivially applies to any number of target/query graphs.
is due to the smaller number of GNN message passing steps needed to capture the structure of the query graph. The choice of the number of layers, \( k \), depends on the size of the query graphs. We assume \( k \) is at least the diameter of the query graph, to allow the information of all nodes to be propagated to the center node in the query. In experiments, however, we observe that inference via voting can still produce reliable matchings even with \( k \) less than the query graph diameter.

NeuroMatch is flexible in terms of the GNN model used for the embedding step. We adopt a variant of GIN [32] incorporating skip layers to encode the query graphs and the neighborhoods, which has strong theoretical guarantees and shows empirical performance advantages.

### 2.3. Subgraph Prediction Function \( f(q, u) \)

Given the target graph node embeddings \( z_u \) and the center node \( q \in G_Q \), the subgraph prediction function decides if \( u \in G_T \) has a \( k \)-hop neighborhood that is subgraph isomorphic to \( q \)'s \( k \)-hop neighborhood in \( G_Q \). The key is that subgraph prediction function makes this decision based only on the embeddings \( q \) and \( u \) (Figure 1).

**Capturing subgraph relations in the embedding space.** We enforce the embedding geometry to directly capture subgraph relations. This approach has the additional benefit of ensuring that the subgraph predictions have negligible cost at the query stage, since we can just compare the coordinates of two node embeddings. In particular, NeuroMatch satisfies the following properties for subgraph relations (Refer to Appendix for proofs of the properties):

- **Transitivity:** If \( G_1 \) is a subgraph of \( G_2 \) and \( G_2 \) is a subgraph of \( G_3 \), then \( G_1 \) is a subgraph of \( G_3 \).
- **Anti-symmetry:** If \( G_1 \) is subgraph of \( G_2 \), then \( G_2 \) is not subgraph of \( G_1 \) if they are isomorphic.
- **Intersection set:** The intersection of the set of \( G_1 \)'s subgraphs and the set of \( G_2 \)'s subgraphs contains all common subgraphs of \( G_1 \) and \( G_2 \).
- **Non-trivial intersection:** The intersection of any two graphs contains at least the trivial graph.

We use the notion of set embeddings [19] to capture these inductive biases. Common examples include order embeddings and box embeddings. In contrast to Euclidean point embeddings, set embeddings enjoy many properties that correspond naturally to the subgraph relations.

**Subgraph prediction function.** The idea of order embeddings is illustrated in Figure 1. Order embeddings ensure that the subgraph relations are properly reflected in the embedding space: if \( G_q \) is a subgraph of \( G_u \), then the embedding \( z_q \) of node \( q \) has to be to the “lower-left” of \( u \)'s embedding \( z_u \):

\[
z_q[i] \leq z_u[i] \forall i \quad \text{iff} \quad G_q \subseteq G_u
\]

where \( D \) is the embedding dimension. We thus train the GNN that produces the embeddings using the max margin loss:

\[
\mathcal{L}(z_q, z_u) = \sum_{(q, u) \in P} E(z_q, z_u) + \sum_{(q, u) \in N} \max\{0, \alpha - E(z_q, z_u)\}, \text{ where}
\]

\[
E(z_q, z_u) = || \max\{0, z_q - z_u\} ||_2^2
\]

Here \( P \) denotes the set of positive examples in minibatch where the neighborhood of \( q \) is a subgraph of neighborhood of \( u \), and \( N \) denotes the set of negative examples. A violation of the subgraph constraint happens when in any dimension \( i \), \( z_q[i] > z_u[i] \), and \( E(z_q, z_u) \) represents its magnitude. For positive examples \( P \), \( E(z_q, z_u) \) is minimized when all the elements in the query node embedding \( z_q \) are less than the corresponding elements in target node embedding \( z_u \). For negative pairs \( (z_q, z_u) \) the amount of violation \( E(z_q, z_u) \) should be at least \( \alpha \), in order to have zero loss.

We further use a threshold \( t \) on the violation \( E(z_q, z_u) \) to make decision of whether the query is a subgraph of the target. The subgraph prediction function \( f \) is defined as:

\[
f(z_q, z_u) = \begin{cases} 
1 & \text{iff } E(z_q, z_u) < t \\
0 & \text{otherwise}
\end{cases}
\]

**Subgraph constraint supervision at every layer.** To satisfy the composition property, we enforce that subgraph constraints at all layers. We show in the Appendix that this corresponds to satisfying the composition property. Subgraph constraints from the first layer to the last layer are enforced by adding a max-margin loss component corresponding to each layer.
For layer $k$ and for all matching pairs of nodes $q \in G_Q$ and $u \in G_T$, we compute the loss in Equation 2 by taking the current layer embedding of $q$ and $u$: $L_k = \mathcal{L}(h^k_q, h^k_u)$. The final loss is then $L_{final} = \sum_{k=1}^{K} L_k + \lambda L(z_q, z_u)$, where $\lambda$ controls the importance of intermediate subgraph constraints with respect to the last layer subgraph constraint.

2.4. Matching Nodes via Voting

At the query time, our goal is to predict if query node $q \in G_Q$ and target node $u \in G_T$ have subgraph-isomorphic $k$-hop neighborhoods $G_q$ and $G_u$. That is, whether nodes $q$ and $u$ match.

**Direct matching.** The direct approach is to match nodes based on their embeddings. Specifically, we use the subgraph prediction function $f(z_q, z_u)$ to predict the subgraph relation between $q$ and $u$.

**Matching via voting (Alg. 2).** To improve on the direct match we propose a voting method that improves the accuracy of matching a pair of nodes based on their neighboring nodes. Our insight is that matching a pair of nodes imposes constraints on the neighborhood structure of the pair. Therefore, we can use the embeddings of the neighboring nodes of the node pair to augment the prediction.

Suppose we want to predict if node $q \in G_Q$ and node $u \in G_T$ match. We have:

**Observation 1.** Let $N^{(k)}(u)$ denote the $k$-hop network neighborhood of node $u$. Then, if $q \in G_Q$ and node $u \in G_T$ match, then for all nodes $i \in N^{(k)}(q)$, $\exists$ node $j \in N^{(l)}(u), l \leq k$ such that node $i$ and node $j$ match.

Refer to the proof in Appendix. Based on this observation, we propose a voting-based inference method. Suppose that node $u \in G_Q$ matches node $v \in G_T$. We check if all neighbors of node $u$ satisfy Observation 1, i.e. each neighbor of $u$ has a match, as is summarized in Algorithm 2.

![Algorithm 2: NeuroMatch Voting Algorithm](image)

Input: Query node $q \in G_Q$, target node $u \in G_T$. Threshold $t$ for violation below which we predict positive subgraph relation between the neighborhoods of $q$ and $u$.

Output: Whether the node pair matches.

1. Compute embeddings for neighbors of $q$, $u$ within $K$ hops
2. for hop $k \leq K$ do
   1. for node $i \in N^{(k)}(q)$ do
      1. $m = \min\{E(z_i, z_j)\mid \forall j \in N^{(k)}(u)\}$
   2. if $m > t$, return False
3. return True

2.5. Training NeuroMatch

The training of subgraph matching consists of the following components: (1) Sample training query $G_Q$ from target graph $G_T$. (2) Sample node $q$ and neighborhood $G_q$ in $G_Q$ and find $q$’s corresponding node $u$ and its $G_u \subseteq G_T$. (3) Generate negative example $w$ and its $G_w \subseteq G_T$. (4) Compute node embeddings for $q$, $u$, $w$ with GNN, and the loss in Equation 2 for backprop. We now detail the following components in this training process.

**Training data generation.** In order to achieve good generalization performance on unseen target and query graphs, we train the network on randomly generated query graphs. We generate training examples by sampling random subgraphs of the large target graph $G_T$, as follows. We randomly select a node $u \in G_T$ to use as our center node. Starting from $u$, we do a breadth-first traversal of the graph, randomly traversing each edge in BFS with some probability. The search terminates at $k$ hops away from the center node, after which the traversed edges from the target graph form the query graph $G_Q$. Such process generates a pair of positive examples: the sampled subgraph $G_Q$, and the $k$-hop neighborhood of the center node $u$.

**Curriculum learning.** We introduce a curriculum training scheme that improves model performance. We first train the model on a small number of easy queries and then train on successively more complex queries with increased batch size. The curriculum is initialized with a single 1 hop query. Each time the training performance plateaus below a threshold loss, the size of the query is increased by one, up to a maximum of $K$ hops. After reaching a $K$ hop query, the number of queries that the model is trained on is doubled each time the loss plateaus again, up to a maximum of 256 queries. We find empirically that 256 queries is sufficient for the model to learn the general matching task rather than overfitting to the
To investigate the effectiveness of NeuroMatch, we compare its runtime and performance with a range of existing popular subgraph matching methods. We evaluate performance on synthetic datasets to probe data efficiency and generalization ability, as well as a variety of real-world datasets spanning many fields to evaluate whether the model can be adapted to real-world graph structures.

### 3.1. Datasets and Baselines

**Synthetic dataset.** We use Erdős-Rényi (ER) random graphs \([10]\). At training time, we generate target graphs and queries as random ER graphs. At test time, we evaluate on test query graphs that were not seen during training. See Appendix for dataset details, where we also show experiments to transfer the learned model to unseen real dataset without fine-tuning.
**Real-world datasets.** We use a variety of real-world datasets from different domains. We evaluate on graph benchmarks in chemistry (COX2), biology (DD, PPI networks), image processing (MSRC-21), point cloud (FIRSTMMDB), and knowledge graph (WONED18). We do not include node features for PPI networks since the goal is to match various protein interaction patterns without considering the identity of proteins. WONED18 contains no node features, but we use its edge types information in matching. For all other datasets, we require that the matching takes categorical features of nodes into account. Refer to the Appendix for statistics of all datasets. For all datasets, query graphs are generated by random sampling of subgraphs with size 20-50 in the datasets. First row of the result tables indicates the datasets used for each experiment.

**Baselines.** We first consider popular existing combinatorial approaches. We adopt the most commonly used efficient methods: the VF2 [3] and the RI algorithm [5].

There are currently no neural methods specifically used for subgraph matching. We therefore adapt two existing state-of-the-art methods for graph matching, Graph Matching Neural Networks (GMNN) [33] and RDGCN [31], by changing their objective from predicting whether two graphs have a match to predicting the subgraph relation. Compared to NeuroMatch, both methods are computationally more expensive due to cross-graph attention between nodes.

**Training details.** We train the algorithm for 10K epochs, and use the epoch with the best validation result for testing. See Appendix for hardware usage and hyperparameter configurations.

**3.2. Results**

(1) **Matching individual node network neighborhoods.** Table 1 summarizes the AUROC results for predicting subgraph relation for Problem 1. We observe that NeuroMatch with order embeddings obtains, on average, a 20% improvement over neural baselines. This benefit is a result of avoiding the loss of information when pooling node embeddings and a better inductive bias stemming from order embeddings.

| Dataset     | E-R   | COX2 | DD  | MSRC-21 | FIRSTMMDB |
|-------------|-------|------|-----|---------|-----------|
| NeuroMatch  | 94.2 ± 0.4 | 86.5 ± 2.4 | 84.5 ± 2.9 | 83.3 ± 2.1 | 92.8 ± 4.1 |

Table 2: Given $u$'s neighborhood $G_u$ and its subgraph $G_q$, make binary prediction for every $q \in G_Q$ and its corresponding node $v \in G_u$. The AUROC (unit: 0.01). GMNN and RDGCN do not apply here since they cannot match query nodes to a subset of nodes in the target (See Appendix for ablation studies).

(2) **Ablation studies.** Although learning subgraph matching has not been extensively studied, we explore alternatives to components of NeuroMatch. We compare with the following variants:

- **NO CURRICULUM**: Same as **NEUROMATCH** but with no curriculum training scheme.
- **NM-MLP**: uses MLP and cross entropy to replace the order embedding loss.
- **NM-NTN**: uses Neural Tensor Network [23] and cross entropy to replace order embedding loss.
- **NM-BOX**: uses box embedding loss [28] to replace the order embedding loss.

| Dataset | COX2 | DD  | MSRC-21 | FIRSTMMDB |
|---------|------|-----|---------|-----------|
| NM-MLP  | 48.5 ± 1.1 | 52.6 ± 0.8 | 42.3 ± 1.1 | 35.1 ± 0.6 |
| NeuroMatch | **55.2 ± 1.4** | **59.8 ± 1.0** | **51.5 ± 0.8** | **48.5 ± 0.9** |

Table 3: Hit at 3 when matching test queries to the entire dataset. Given $G_Q$ as a subgraph of $G_T$, where $q \in G_Q$ corresponds to $u \in G_T$, evaluate the percentage of times where $u$ is ranked as top-3 most likely node whose neighborhood contains $G_Q$ as a subgraph.
Given a target $G_T$, we randomly sample a query $G_Q$ centered at $q$. The goal is to find $G_Q$ in $G_T$. For all nodes in $G_T$, we rank them by their violation scores $E(z_q, z_u)$. The lower the score, the more certain is the model that $G_Q$ is a subgraph of the neighborhood of $u$. We pick the top 3 nodes in $G_T$ with the lowest scores, and evaluate the percentage of times when the groundtruth $u$ is contained in the predicted top 3 nodes, i.e., the hit at 3 metric. Note that measuring recall requires exact subgraph matching which is very expensive for our queries of sizes between 20 to 50. Unlike the previous tasks, it requires prediction of subgraph relations between $G_Q$ and neighborhoods $G_u$ for all $u \in G_T$.

We further investigate the confusion matrix (see Appendix) for the DD dataset for small test queries. With a 10 times more efficient compared to the MLP variant (See Table 4), and more than 100 times more efficient than alternatives. The performance is still a challenging task due to the overwhelming prevalence of negative examples. Hence matching queries to very large target graphs is still a challenging task due to the overwhelming prevalence of negative examples. Hence hit at K becomes a challenging metric since it’s very hard for the model to rank the correct match higher than very large number of negative examples (nodes that do not correspond to $q$) in the target graph.

We further investigate the confusion matrix (see Appendix) for the DD dataset for small test queries (constrained to $\leq 10$ nodes where computing recall by exact matching is tractable), which shows extreme imbalance (positive subgraph relations consist of 6% of the label). However, our model is still able to eliminate 88.3% of the false target graphs. Running heuristic matching to confirm the filtered positive would mean at least a 10x speedup compared to running heuristics on all graphs.

### Inference speed comparison

We further perform runtime comparison. We run VF2 and RI on the same test queries of the DD and MSRC_21 datasets, along with synthetic Erdős-Rényi graphs. If the subgraph matching heuristics runs for more than 40 seconds, it is deemed as unsuccessful. We show in Appendix the Figure of the success rate of the baselines, which drop below 60% when the query size is increased to more than 50. We additionally record the average runtime of each baseline algorithm and compare with NeuroMatch. We provide both our baselines and NeuroMatch with the same 10000 test queries and measure their average runtime. In terms of runtime, our order embedding variant is 10 times more efficient compared to the MLP variant (See Table 4), and more than 100 times more efficient than exact algorithms.

### 4. Related Work

**Structural and semantic (sub)graph matching**

In its most general form, a match of a query to a subgraph of the target graph requires comparison of their structural and semantic features [12]. Conventional algorithms such as [26] focus on graph structures only. Other works [1] also consider categorical node features and perform subgraph matching with the constraint that matched pairs of node need to have the same label. Our NeuroMatch can operate under both settings.

**Optimal and approximate algorithms**

Aside from search algorithms that return the exact matching for a subgraph matching instance, approximate solutions have also been proposed [6] that run in polynomial time, but are not guaranteed to find the correct solution. Our NeuroMatch is related in a sense that it is approximate algorithm but improves existing algorithms in scalability, performance, and the ability to apply to many variants of the subgraph isomorphism problem.

**Neural graph matching**

Recently, Siamese graph neural networks [16, 15, 32] have been proposed for graph isomorphism [3, 18, 14] and have achieved state-of-the-art results [35, 29, 33]. However, these methods cannot be directly employed in subgraph isomorphism since there is no one-to-one correspondence between nodes in query and search graphs. We demonstrate that our contributions in using node-based representations, geometric set embedding space and voting of matched nodes can significantly outperform direct applications of graph matching methods in the subgraph isomorphism setting. Additionally, recent works [4, 11] provide solutions to compute discrete matching from the neural prediction of isomorphism mapping and are complementary to our work.
5. Conclusion

In this paper we presented a neural subgraph matching algorithm, NeuroMatch, that uses graph neural networks and geometric embeddings to achieve state-of-the-art performance in learning to match query graphs to large target graphs. We observe that order embeddings are a natural fit to model subgraph relationships in the embedding space of graphs. NeuroMatch is the first subgraph matching algorithm that out-performs adaptations of existing graph-isomorphism related architectures. Compared to existing heuristics algorithms, NeuroMatch exhibits a 100x speedup at query time.
6. Broader Impact

Subgraph matching is a problem of fundamental theoretical importance in computer science, and finds applications in a broad range of disciplines where graph processing arises. In social science, social networks are commonly modeled as large graphs, and subgraph analysis has played an important role in the analysis of network effects [17]. Information retrieval systems use subgraph structures in knowledge graphs for semantic summarization, analogy reasoning, and relationship prediction [13,24]. In chemistry, subgraph matching is a robust and accurate method for determining similarity between chemical compounds, a necessary precursor for recent methods in chemical retrosynthesis as well as analysis of complex chemical reactions in systems biology [21,9]. Elsewhere in biology, subgraph matching is of central importance in the analysis of protein-protein interaction networks, where identifying and predicting functional motifs is a primary tool for understanding biological mechanisms such as those underlying disease, aging, and medicine [2,22]. An efficient, accurate model for the subgraph matching problem such as NeuroMatch could drive research in all of these domains, by providing insights into important substructures of these networks, which have traditionally been limited by either the quality of their approximate algorithms or the runtime of exact algorithms.

While the model itself is widely applicable, its application into these disciplines requires caution. Since queries are typically determined at inference time, it is easy for human biases (based on observed inference data) to leak into the queries and bias results, confirming hypotheses while missing other important subgraph patterns which do not support the hypothesis. Moreover, a GNN-generated output should be treated with the same scrutiny as any other research result; our model is still imperfect and likely always will be. With the deleterious societal effects of automation bias and algorithmic bias becoming increasingly clear, care must be taken to ensure that results are validated with due diligence.

From a theoretical perspective, our work additionally demonstrates the possibility to learn accurate models for NP-hard problems on graphs. Hence, it could inspire other high-performance GNN-based approaches to similar hard graph problems such as vertex cover, independent set, Hamiltonian paths, etc.. These problems are widely used in areas such as operations research, computer systems and architecture. Future work in these related problems has the potential to revolutionize these fields.
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A. Order Embedding Space

Figure 3 shows the TSNE embedding of the order embedding space (64 dimensions) when trained on the synthetic dataset. The yellow color points correspond to embeddings of graphs with larger sizes; the purple color points correspond to embeddings of graphs with smaller sizes. Red points are example embeddings for which we also visualize the corresponding graphs (center node not visualized). We observe that the order constraints are well-preserved. Accordingly, if there is no subgraph relations between two graphs, their embeddings violate the order constraint.

Furthermore, the common subgraph relation is also easily obtained from the embedding space. For example, Graph $C$ is a common subgraph of graph $E$ and $F$. Hence in the embedding space, $C$ is below and to the left of the elementwise minimum of $E$ and $F$.

![Figure 3: Example order embedding for a subset of subgraphs sampled from the ENZYMES dataset. Graphs that are below and to the left of a given graph are subgraphs of that graph. For example, graphs $A$, $B$ and $C$ are all subgraphs of $E$. Graphs are colored by size (number of edges they contain).](image)

B. Proof of Subgraph Properties

The subgraph properties in Section 3.3 are direct consequences of the subgraph definition. All the properties are also satisfied with our center node definition. We show the proofs for the properties with the center node correspondence.

**Transitivity.** Suppose that $G_1$ is a subgraph of $G_2$ with bijection $f$ mapping all nodes from $G_1$ to a subset of nodes in $G_2$, and $G_2$ is a subgraph of $G_3$ with bijection $g$. Let $v_1$, $v_2$, $v_3$ be the corresponding nodes in $G_1$, $G_2$, $G_3$ respectively. Then the composition $g \circ f$ is a bijection. Moreover, $g \circ f(v_1) = g(f(v_2)) = v_3$. Therefore $G_1$ is a subgraph of $G_3$, and thus the transitivity property.

This corresponds to the transitivity of order embedding.

**Anti-symmetry.** Suppose that $G_1$ is a subgraph of $G_2$ with bijection $f$, and $G_2$ is a subgraph of $G_1$ with bijection $g$. Then for any node $v \in G_1$, $g \circ f(v) = v$. $g$ is the inverse mapping of $f$. By definition of isomorphism, $G_1$ and $G_2$ are isomorphic.

This corresponds to the anti-symmetry of order embedding.

**Intersection.** By definition, if $G_3$ is a common subgraph of $G_1$, $G_2$, the $G_3$ is a subgraph of both $G_1$ and $G_2$. Since a trivial edge is a subgraph of any graph, there is always a non-empty intersection set between two graphs.
Correspondingly, if \( z_3 \leq z_1 \) and \( z_3 \leq z_2 \), then \( z_3 \leq \min\{z_1, z_2\} \). Here \( \min \) denotes the element-wise minimum of two embeddings. Note that the order embedding \( z_1 \) and \( z_2 \) are positive, and therefore \( \min\{z_1, z_2\} \) is another valid order embedding, corresponding to the non-empty intersection set between two graphs.

Finally, note that all properties hold when considering the center node correspondences between graphs.

C. Data Set Statistics

**Biology and chemistry datasets.** COX2 contains 467 graphs of chemical molecules with an average of 41 nodes and 44 edges each. DD contains 1178 graphs with an average of 284 nodes and 716 edges. It describes protein structure graphs where nodes are amino acids and edges represent positional proximity. We use node labels for both of the datasets. PPI dataset contains the protein-protein interaction graphs for human tissues. It has 24 graphs corresponding to different PPI networks of different human tissues. In total, there are 56944 nodes and 818716 edges. We do not include node features for PPI networks since the goal is to match various protein interaction patterns without considering the identity of proteins.

MSRC_21 is a semantic image processing dataset introduced in [30], containing 563 graph each representing the graphical model of an image. It has an average of 78 nodes and 199 edges.

FIRSTMMDB is a point cloud dataset containing 3d point clouds for various household objects. It contains 41 graphs with an average of 1377 nodes and 3074 edges each.

For all datasets, we randomly sample connected subgraph queries as test sets, with diameter less than 8, a mild assumption since most of the graph datasets have diameter less than 8.

D. Order embeddings

We can show that the order constraints in Equation 1 hold under the composition of multiple message passing layers of the GNN.

Suppose that we use a \( k \)-layer GNN to encode nodes \( u \) and \( v \) in the search and query graphs respectively. If the \( k \)-hop neighborhood of \( u \) is a subgraph of the \( k \)-hop neighborhood of \( v \), then \( \forall s \in \mathcal{N}_u, \exists t \in \mathcal{N}_u \) such that the \((k-1)\)-hop neighborhood of \( s \) must be a subgraph of the \((k-1)\)-hop neighborhood of \( t \). Neighborhoods of \( u \)'s neighbors are subgraphs of a subset of the \((k-1)\)-hop neighborhoods of \( v \)'s neighbors.

Consequently, we can guarantee the following observation with order embeddings:

**Observation 2.** Suppose that all GNN embeddings at layer \( k-1 \) satisfy order constraints after transformation. Then when using sum-based neighborhood aggregation, the GNN embeddings at layer \( k \) also satisfy the order constraints.

After applying linear transformations and non-linearities in the GNN at layer \( k-1 \), if the order embedding of all neighbors of node \( v \) are no greater than that of the corresponding matched nodes in the target graph (i.e. satisfy the order constraint), then when summing the order embeddings of neighbors to compute embedding of \( v \) at layer \( k \), it is guaranteed that node \( v \) also satisfies the order constraint at layer \( k \). This corresponds to the property of composition of subgraphs into larger subgraphs.

E. Voting Procedure

The voting procedure is used to improve certainty of matched pairs by considering presence of nearby matched pairs in neighborhoods of the matched pairs. The method is motivated by the following observation.

**Observation 3.** Let \( \mathcal{N}^{(l)} \) denotes the \( l \)-hop neighborhood. Then, if \( q \in G_Q \) and node \( u \in G_T \) match, then for all nodes \( i \in \mathcal{N}^{(k)}(q) \), \( \exists \) node \( j \in \mathcal{N}^{(l)}(u) \), \( l \leq k \) such that node \( i \) and node \( j \) match.

Since the query graph \( G_Q \) is a subgraph of target graph \( G_T \), all paths in \( G_Q \) have corresponding paths in \( G_T \). Hence the shortest distance of a node \( i \in \mathcal{N}^{(k)}(q) \) to \( q \) is at most the shortest distance of node \( j \in \mathcal{N}^{(l)}(u) \) in \( G_T \), where \( j \) is the corresponding node in \( G_T \) defined by the subgraph isomorphism mapping. However, the shortest paths are not necessarily of equal lengths, since in \( G_T \) there might be additional short-cuts from \( j \) to \( u \) that do not exist in \( G_Q \).
| Model                                                | Accuracy |
|------------------------------------------------------|----------|
| SAGE (2-LAYER, 32-DIM, DROPOUT=0.2)                  | 77.5     |
| SAGE (6-LAYER, 32-DIM, DROPOUT=0.2)                  | 85.3     |
| SAGE (8-LAYER, 64-DIM, DROPOUT=0.2)                  | 86.3     |
| GCN (6-LAYER, 64-DIM, DROPOUT=0.2)                   | 69.9     |
| GCN (9-LAYER, 128-DIM, DROPOUT=0.2)                  | 82.3     |
| GIN (4-LAYER, 32-DIM, DROPOUT=0.2)                   | 81.0     |
| GIN (4-LAYER, 64-DIM, DROPOUT=0)                     | 87.0     |
| GIN (8-LAYER, 64-DIM, DROPOUT=0)                     | 88.4     |
| SAGE (4-LAYER, 64-DIM, DROPOUT=0)                    | 87.6     |
| SAGE (8-LAYER, 64-DIM, DROPOUT=0)                    | 89.4     |
| SAGE (12-LAYER, 64-DIM, DROPOUT=0)                   | 90.5     |
| SAGE (8-LAYER, 64-DIM, DROPOUT=0, SKIP-LAYER)        | 91.5     |

Table 5: The accuracy (unit: 0.01) for matching on the ENZYMES dataset for different model configurations.

F. Training details and hyperparameters

All models are trained on a single GeForce RTX 2080 GPU, and both the heuristics and neural models use an Intel Xeon E7-8890 v3 CPU.

Curriculum training. In each epoch, we iterate over all target graphs in the curriculum and randomly sample one query per target graph. We lower bound the number of iterations per epoch to 64 for datasets that are too small. For the E-R dataset, where we generate neighborhoods at random, and the WN dataset which consists of only a single graph, we use a fixed 64 iterations per epoch. On all datasets except for the E-R dataset, we used 256 target graphs where possible. At training time, we enforce a 3:1 negative to positive ratio in the training examples, which is necessary since in reality there is a heavy skew in the dataset towards negative examples. 10% of the negative examples are hard negatives; among the remaining 90%, half are negative examples drawn from the same target graph as the query, and half are negative examples drawn from different target graphs.

The model is trained with a learning rate of $1 \times 10^{-3}$ using the Adam optimizer. The learning rate is annealed with a cosine annealer with restarts every 100 epochs. The curriculum starts with 1 target graph with a radius of 1; it is updated every time there are 20 consecutive epochs without an improvement of more than 0.1. The curriculum update increases the radius of the target graphs by 1 up to a maximum of 4, after which it doubles the number of target graphs for every update up to a maximum of 256. The dataset is regenerated every 50 epochs.

| Predicted + | Predicted − |
|-------------|-------------|
| Positive    | 68.2        | 8.3         |
| Negative    | 70.5        | 1030.9      |

Table 6: Average confusion Matrix for matching small queries (size ≤ 7) to all node neighborhoods in the DD dataset.

Hyperparameters. We performed a comprehensive sweep over hyperparameters used in the model. Table 5 shows the effect of hyperparameters and GNN models on the performance, using the NeuroMatch framework. We list the design choices we made that are observed to perform well in both synthetic and real-world datasets:

- Sum aggregation usually works the best, confirming previous theoretical studies [32]. Both the GraphSAGE and GIN architecture we implemented uses the sum neighborhood aggregation.
- We observe slight improvement in performance when using LeakyReLU instead of ReLU for non-linearity.
- Dropout does not have a significant impact on performance.
Table 7: Given $G_Q$ for every $q \in G_Q$ we aim to find a matching node $u \in G_T$. The AUROC (unit: 0.01). GMNN and RDGCN do not apply here since they cannot match query nodes to a subset of nodes in the target.

| Dataset    | ENZYMES | COX2 | AIDS | PPI | IMDB-BINARY |
|------------|---------|------|------|-----|-------------|
| TRANSFER   | 78.9    | 93.9 | 92.2 | 81.0| 74.2        |
| IN-DOMAIN  | 92.9    | 97.2 | 94.3 | 89.9| 81.8        |

Table 8: The AUROC (unit: 0.01) for matching on real datasets, where we either train on the synthetic dataset and test generalization to the real dataset (TRANSFER), or train directly on the dataset that we test on (IN-DOMAIN).

- Adding structural features, such as node degree, clustering coefficient, and average path length improves the convergence speed.

G. Subgraph Matching Results

Label imbalance. We performed additional experiments to investigate the confusion matrix for the DD dataset averaged across test queries. Table 6 shows extreme imbalance (subgraphs are rare). Our threshold results in 12% false negative rate and 50.8% false positive rate.

Identifying all pairs of matching nodes. We further provide comparative studies on the task of matching all nodes (experiment 3), as shown in Table 7. Here a similar trend of the performance of NeuroMatch and its alternatives are observed.

H. Generalization and Runtime

H.1. Pretraining on synthetic dataset

To demonstrate the use and generalizability of the synthetic dataset, we also conduct the experiment where the subgraph matching model is trained only on the synthetic dataset, and is then tested on real-world datasets. Table 8 shows that although there is a drop in performance when the model only sees the synthetic dataset, the model is able generalize to a diverse setting of subgraph matching scenarios, in biology, chemistry and social network domains, even out-performing some baseline methods that are specifically trained on the real-world datasets. However, a shortcoming is that since the synthetic dataset does not contain node features, and real datasets have varying node feature dimensions, the model is only able to consider subgraph matching task that does not take feature into account. Incorporation of feature in transfer learning of subgraph matching remains to be an open problem.

Figure 4: Runtime analysis. Success rate of baseline heuristic matching algorithms (VF2 and RI) for matching in under 20 seconds. NeuroMatch achieves 100% success rate.
We show in Figure 4 the success rate of the baselines, which drop below 60% when the query size is increased to more than 50. In comparison, NeuroMatch always finishes under 0.1 second.

Moreover, since in practice, it is feasible to pre-train the NeuroMatch model on synthetic datasets, and optionally finetune few epochs on real-world datasets, the training time for model when given a new dataset is also negligible. However, such approach has the limitation that the model cannot account for node categorical features when performing subgraph matching, since the synthetic dataset does not contain any node feature.