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Abstract

In this paper, we consider the problem of estimating the density function of a Chi-squared variable on the basis of observations of another Chi-squared variable and a normal variable under the Kullback-Leibler divergence. We assume that these variables have a common unknown scale parameter and that the mean of the normal variable is also unknown. We compare the risk functions of two Bayesian predictive densities: one with respect to a hierarchical shrinkage prior and the other based on a noninformative prior. The hierarchical Bayesian predictive density depends on the normal variable while the Bayesian predictive density based on the noninformative prior does not. Sufficient conditions for the former to dominate the latter are obtained. These predictive densities are compared by simulation.
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1 Introduction

Suppose that $X$ and $V$ are independently distributed according to the normal and Chi-squared distributions $N_p(\mu, (r_0/\eta) I_p)$ and $(r_0'/\eta) \chi^2(n_1)$ with densities

$$p(x|\mu, \eta) = \frac{(\eta/r_0)^{p/2}}{(2\pi)^{p/2}} \exp \left( - \frac{\eta/r_0}{2} ||x - \mu||^2 \right), \quad x \in \mathbb{R}^p, \quad \text{and}$$

$$p_1(v|\eta) = \frac{(1/2)^{n_1/2}}{\Gamma(n_1/2)} v^{n_1/2 - 1} (\eta/r_0')^{n_1/2} \exp \left( - \frac{\eta/r_0'}{2} v \right), \quad v \in (0, \infty),$$

respectively, for known $p \in \mathbb{N} = \{1, 2, \ldots \}$ and $r_0, r_0', n_1 > 0$ and unknown $\mu \in \mathbb{R}^p$ and $\eta \in (0, \infty)$. Suppose that for known $s_0', n_2 > 0$, $W$ is an unobservable Chi-squared variable with
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distribution \( (s'_0/\eta)X^2(n_2) \) which is independent of \((X, V)\). We consider the problem of estimating the density of \( W \), namely

\[
p_2(w|\eta) = \frac{(1/2)^{n_2/2}}{\Gamma(n_2/2)} w^{n_2/2-1} (\eta/s'_0)^{n_2/2} \exp\left( -\frac{\eta/s'_0}{2} w \right), \quad w \in (0, \infty),
\]

on the basis of the observation of \((X, V)\) under the Kullback-Leibler loss. The risk function of a predictive density \( \hat{p}_2(\cdot; X, V) \) is

\[
R((\mu, \eta), \hat{p}_2) = E_{(\mu, \eta)}(X, V) \left[ \log \frac{p_2(W|\eta)}{\hat{p}_2(W; X, V)} \right].
\]

Such a situation arises, for example, if \( X_1, \ldots, X_{N_1} \) and \( Y_1, \ldots, Y_{N_2} \) are independently distributed as \( \eta^{-1}/\bar{Y}^2 \), where \( \bar{Y} = (1/N_2) \sum_{i=1}^{N_2} Y_i \), based on the sufficient statistics \( \bar{X} = (1/N_1) \sum_{i=1}^{N_1} X_i \) and \( (1/N_1) \sum_{i=1}^{N_1} |X_i - \bar{X}|^2 \). On the other hand, since \( r'_0/\eta \) and \( n_1 \) can be any positive real numbers, \( V \) may be viewed as a gamma variable. Throughout the paper, however, we assume that \( r_0 = r'_0 = s'_0 = s_0 = 1 \) for simplicity.

For a prior \( \pi(\mu, \eta) \) for the unknown parameters \((\mu, \eta)\), the associated Bayesian predictive density \( p_2^{(\pi)}(\cdot; X, V) \) is given by

\[
p_2^{(\pi)}(w; x, v) = E_{\pi}(X, V) \left[ p_2(w|\eta)(X, V) = (x, v) \right]
\]

\[
= \frac{(1/2)^{n_2/2}}{\Gamma(n_2/2)} w^{n_2/2-1} \eta^{n_2/2} \exp\left( -\frac{\eta}{2} v \right) \left| (X, V) = (x, v) \right|.
\]

The Jeffreys prior for the model where only \( V \) is observed is \( \pi_0(\mu, \eta) = \eta^{-1} \), which corresponds to the unbiased estimator \( V/n_1 \) of the variance \( 1/\eta \) in the sense that \( 1/E_{\pi_0}[\eta|X, V] = V/n_1 \). As in Liang and Barron (2004), it can be shown that \( p_2^{(\pi_0)}(\cdot; X, V) \) is uniformly optimal among the predictive densities which are equivariant with respect to the transformations of Section 2 of Stein (1964). In particular, for any \( a_0 < n_1/2 \), it improves upon \( p_2^{(\pi_0)}(\cdot; X, V) \) for \( \pi_{a_0}(\mu, \eta) = \eta^{-a_0-1} \), which, when \( a_0 = -p/2 \), coincides with the Jeffreys prior for the present model where both \( X \) and \( V \) are observed. In this paper, as in Maruyama and Strawderman (2012), we consider the hierarchical shrinkage prior

\[
\pi_{b,a}(\mu, \eta) = \int_0^1 \pi_{b,a}(\mu, \gamma, \eta) d\gamma, \tag{1.1}
\]

where

\[
\pi_{b,a}(\mu, \gamma, \eta) = \frac{\Gamma_p(\mu|0_p, \{(1-\gamma)/\gamma\}/\eta)}{(1-\gamma)^{b-p/2-1} \gamma^{p/2-a-1} (1-\gamma)^{b-1} \gamma^{-a-1}} \exp\left( -\frac{\eta}{2} (1-\gamma) ||\mu||^2 \right)
\]

for \( b > 0 \) and \( a < p/2 \). We compare the two predictive densities \( \hat{p}_2^{(\pi_0)}(\cdot; X, V) \) and \( \hat{p}_2^{(\pi_{b,a})}(\cdot; X, V) \).

In particular, in Section 3 we obtain conditions under which \( \hat{p}_2^{(\pi_{b,a})}(\cdot; X, V) \) dominates \( \hat{p}_2^{(\pi_0)}(\cdot; X, V) \). An important feature of the problem is that the distribution of \( X \) depends on the unknown location parameter \( \mu \) while the distribution of \( W \) does not depend on \( \mu \). As will be shown later,
\( \hat{p}_2^{(\pi_0)}(\cdot; X, V) \) is a function only of \( V \) but \( \hat{p}_2^{(\pi_{b,a})}(\cdot; X, V) \) does depend on \( X \). Thus, dominance of \( \hat{p}_2^{(\pi_{b,a})}(\cdot; X, V) \) over \( \hat{p}_2^{(\pi_0)}(\cdot; X, V) \) is analogous to the result of Stein (1964) that when estimating the variance \( 1/\eta \) under the standardized squared error loss, the unbiased estimator \( V/n_1 \) can be improved upon by using additional information from \( X \).

Although Stein (1964) considered a truncated estimator, it was shown by Brewster and Zidek (1974) that the unbiased estimator is dominated by a smooth generalized Bayes estimator also. Kubokawa (1994) showed that these improved estimators can be derived through the unified method of Integral Expression of Risk Difference (IERD). Maruyama (1998) gave a class of priors including that of Brewster and Zidek (1974) to improve on the unbiased estimator when the mean of the normal distribution is equal to zero. Related hierarchical priors have been shown to be useful in estimating location parameters in the presence of an unknown scale parameter (Maruyama and Strawderman (2005, 2020a, 2020b)).

Bayesian predictive densities have been widely studied in the literature since Aitchison (1975) showed their superiority to plug-in predictive densities. Komaki (2001) proved for a normal model with unknown mean that the Bayesian predictive density against the uniform prior is dominated by that against a shrinkage prior as in estimation problems. Parallels between estimation and prediction were investigated by George, Liang and Xu (2006, 2012) and Brown, George and Xu (2008) in terms of minimaxity and admissibility. Kato (2009) and Boisbunon and Maruyama (2014) considered the case of unknown mean and variance. Prediction for a \( 2 \times 2 \) Wishart model was considered by Komaki (2009). Prediction for a gamma model when the scale parameter is restricted to an interval was considered by L’Moudden, Marchand, Kortbi and Strawderman (2017).

## 2 Bayesian Predictive Densities

In this section, the Bayesian predictive densities with respect to the priors \( \pi_0 \) and \( \pi_{b,a} \) given in Section 1 are derived. The choice of the hyperparameter \( b \) in \( \pi_{b,a} \) is discussed.

We first consider \( \hat{p}_2^{(\pi_0)}(\cdot; X, V) \) for the noninformative prior \( \pi_0(\mu, \eta) = \eta^{-1} \).

**Proposition 2.1** The Bayesian predictive density \( \hat{p}_2^{(\pi_0)}(\cdot; X, V) \) is given by

\[
\hat{p}_2^{(\pi_0)}(w; X, V) = \frac{1}{B(n_1/2, n_2/2)} \frac{V^{n_1/2}w^{n_2/2-1}}{(V + w)^{(n_1 + n_2)/2}}.
\]

We note that this predictive density does not depend on \( X \). Moreover, it is identical to the predictive density with respect to the observation \( V \sim (1/\eta)\chi^2(n_1) \) and the prior \( \eta \sim \eta^{-1} \). Its superiority to the corresponding plug-in predictive density is discussed in Aitchison (1975).

On the other hand, \( \hat{p}_2^{(\pi_{b,a})}(\cdot; X, V) \) actually depends on the normal variable \( X \).

**Proposition 2.2** The Bayesian predictive density \( \hat{p}_2^{(\pi_{b,a})}(\cdot; X, V) \) for the hierarchical prior \( \pi_{b,a} \) in \([1,7]\) is given by

\[
\hat{p}_2^{(\pi_{b,a})}(w| X, V) = \frac{w^{n_2/2-1}}{B(n_1/2 + p/2 - a, n_2/2)} \int_0^1 \frac{(1 - \gamma)^{b-1-a} \rho^{2-a}}{(V + w + \gamma \|X\|^2)^{(n_1 + n_2)/2 + p/2 - a}} d\gamma \int_0^1 \frac{(1 - \gamma)^{b-1-a} \rho^{2-a}}{(V + \gamma \|X\|^2)^{(n_1 + n_2)/2 + p/2 - a}} d\gamma.
\]
Because of the integrals in the above expression, the risk function of \( \hat{p}_2^{(\pi_b, a)}(\cdot; X, V) \) is hard to evaluate in general.

If we choose \( b = n_1/2 \), then the integral in the denominator can be simplified to

\[
\frac{B(n_1/2, p/2 - a)}{V^{n_1/2}(V + ||X||^2)^{p/2-a}}
\]

by Lemma 2 of Boisbunon and Maruyama (2014). This choice corresponds to that in Section 2.1 of Maruyama and Strawderman (2005). On the other hand, in this case, the integral in the numerator becomes, by Lemma 2 of Boisbunon and Maruyama (2014),

\[
\frac{1}{(V + w)^{(n_1+n_2)/2}(V + w + ||X||^2)^{p/2-a}} \int_0^1 (1 - \gamma)^{n_1/2-1} \gamma^{p/2-a-1} \left( 1 - \frac{||X||^2}{V + w + ||X||^2} \right)^{n_2/2} d\gamma
\]

and involves the hypergeometric function, which shows the greater complexity of the prediction problem. However, the above integral can be evaluated as in the proof of Lemma A2 of Boisbunon and Maruyama (2014), which is crucial for our proof of Theorem 3.1 for general \( n_2 \).

There is another case where we can analytically examine the risk function of \( \hat{p}_2^{(\pi_b, a)}(\cdot; X, V) \). Suppose that \( b = 1 \). Then \( \hat{p}_2^{(\pi_b, a)}(\cdot; X, V) \) becomes, by Lemma 5.1 in the Appendix,

\[
\hat{p}_2^{(\pi_1, a)}(w; X, V) = \frac{w^{n_2/2-1}}{B(n_1/2 + p/2 - a, n_2/2)} \frac{1}{B(n_1/2 + p/2 - a, n_2/2)} \int_0^1 \frac{\gamma^{p/2-a-1}}{(V + w + \gamma ||X||^2)^{(n_1+n_2)/2+p/2-a}} d\gamma 
\]

\[
= \hat{p}_2^{(\pi_0)}(w; X, V) \int_0^{|X|^2/(V + w + ||X||^2)} \frac{1}{(V + w + ||X||^2)^{(n_1+n_2)/2}} d\gamma
\]

\[
= \hat{p}_2^{(\pi_0)}(w; X, V) \int_0^{|X|^2/(V + w + ||X||^2)} \frac{1}{(V + w + ||X||^2)^{(n_1+n_2)/2}} d\gamma
\]

(2.3)

Therefore,

\[
\lim_{||x||^2 \to \infty} \hat{p}_2^{(\pi_1, a)}(\cdot; x, V) = \hat{p}_2^{(\pi_0)}(w; X, V),
\]

which shows that we can apply the method of IERD of Kubokawa (1994). In order to prove Theorem 3.2 given later, we use the expression (2.3) and apply the argument of Kato (2009). Finally, it is interesting to note that for \( a = p/2 - 1 \), the Bayesian predictive density \( \hat{p}_2^{(\pi_1, a)}(\cdot; X, V) \) can be expressed in closed form as

\[
\hat{p}_2^{(\pi_1, p/2-1)}(\cdot; X, V) = \frac{n_1 + n_2}{n_1 \Gamma(n_2/2)} \frac{V^{n_1/2}w^{n_2/2-1}}{(V + w)^{(n_1+n_2)/2}} \frac{1}{(V + w + ||X||^2)^{(n_1+n_2)/2}} \left( \frac{V + w}{V + ||X||^2} \right)^{n_1/2}.
\]

(2.4)

That we can obtain this simple estimator is one of the important features of our prediction problem.
3 Dominance Conditions

In this section, we provide sufficient conditions for \( \hat{p}_2^{(\pi, a)}(\cdot; X, V) \) to dominate \( \hat{p}_2^{(\pi_0)}(\cdot; X, V) \) in the two cases \( b = n_1/2 \) and \( b = 1 \). In particular, conditions on the other hyperparameter \( a \) are obtained.

We first consider the case \( b = n_1/2 \). Let

\[
(c_1, c_2) = \begin{cases} 
\Gamma((n_1/2)\Gamma((n_1 + n_2)/2 + p/2 - a))/(\Gamma((n_1 + n_2)/2)\Gamma((n_1/2 + p/2 - a)), & \text{if } n_2 \leq 2, \\
(n_2)/(n_1 + n_2)/2 - 1, & \text{if } n_2 > 2.
\end{cases}
\]

**Theorem 3.1** Suppose that \( b = n_1/2 \) and \( a < p/2 \). If the inequality

\[
\frac{p/2 - a}{c_2} \left\{ \psi(n_1 + n_2/2 + p/2) - \psi(n_1/2 + p/2) \right\} 
\leq \int_0^1 (1 - \rho)^{(n_1+n_2)/2+p/2-1} \frac{1}{\rho} \left( 1 - \frac{1}{(1+c_1\rho)^{(n_1+n_2)/2}} \right) d\rho
\]

is satisfied, then \( R((\mu, \eta), \hat{p}_2^{(\pi, a)}) \leq R((\mu, \eta), \hat{p}_2^{(\pi_0)}) \) for all \( \mu \in \mathbb{R}^p \) and \( \eta \in (0, \infty) \). Equality can hold only if \( \mu = 0_p \).

The integral appearing in the right-hand side of (3.1) is not a big problem. First, we can numerically calculate the integral since it does not involve the unknown parameters. Second, the integral can actually be evaluated analytically to obtain simpler sufficient conditions.

**Corollary 3.1** Assume that \( b = n_1/2 \) and \( a < p/2 \).

(i) If

\[
\psi(n_1 + n_2/2 + p/2) - \psi(n_1/2 + p/2) 
\leq \frac{c_2}{p/2 - a} \frac{n_1 + n_2 + p + 2}{n_1 + n_2 + p} \left[ 1 - \frac{1}{1 + 2c_1/(n_1 + n_2 + p + 2)} \right],
\]

then \( \hat{p}_2^{(\pi, a)}(\cdot; X, V) \) dominates \( \hat{p}_2^{(\pi_0)}(\cdot; X, V) \).

(ii) Suppose that either \( n_2 \leq 2 \) and

\[
\psi(n_1 + n_2/2 + p/2) - \psi(n_1/2 + p/2) < \frac{(n_1 + n_2)c_2}{n_1 + n_2 + p} \psi(n_1/2) - \psi(n_1/2)
\]

or \( n_2 > 2 \) and

\[
\psi(n_1 + n_2/2 + p/2) - \psi(n_1/2 + p/2) < \frac{(n_1 + n_2)c_2}{n_1 + n_2 + p} \frac{2}{n_1 + n_2 + n_1 + n_2 - 2}.
\]

Then \( \hat{p}_2^{(\pi, a)}(\cdot; X, V) \) dominates \( \hat{p}_2^{(\pi_0)}(\cdot; X, V) \) for any \( 0 \leq a < p/2 \) sufficiently close to \( p/2 \).
When \( n_2 = 2 \), condition (3.1) is actually necessary and sufficient for \( \hat{p}_2^{(\pi_{n_1/2,a})}(\cdot;X,V) \) to dominate \( \hat{p}_2^{(\pi_0)}(\cdot;X,V) \).

**Corollary 3.2** Assume that \( b = n_1/2 \), \( a < p/2 \), and \( n_2 = 2 \).

(i) \( \hat{p}_2^{(\pi_{b,a})}(\cdot;X,V) \) dominates \( \hat{p}_2^{(\pi_0)}(\cdot;X,V) \) if and only if

\[
\frac{p/2 - a}{n_1/2 + p/2} \leq \int_0^1 (1 - \rho)^{n_1/2 + p/2} \frac{1}{\rho} \left(1 - \frac{1}{[1 + \{(p/2 - a)/(n_1/2)\}]\rho^{n_1/2 + 1}}\right) d\rho. \tag{3.2}
\]

(ii) When \( n_1 = 2 \), \( \hat{p}_2^{(\pi_{b,a})}(\cdot;X,V) \) dominates \( \hat{p}_2^{(\pi_0)}(\cdot;X,V) \) if and only if \( 0 \leq a < p/2 \).

Next we consider the case of \( b = 1 \).

**Theorem 3.2** Assume that \( b = 1 \), \( 0 \leq a < p/2 \), and \( n_1 > 2 \). Then \( R((\mu, \eta), \hat{p}_2^{(\pi_{b,a})}) \leq R((\mu, \eta), \hat{p}_2^{(\pi_0)}) \) for all \( \mu \in \mathbb{R}^p \) and \( \eta \in (0, \infty) \). Equality holds if and only if \( \mu = 0_p \) and \( a = 0 \).

For the special case of (2.4), we can obtain another sufficient condition.

**Theorem 3.3** Suppose that \( b = 1 \) and \( a = p/2 - 1 \) for \( p \geq 2 \). Then \( R((\mu, \eta), \hat{p}_2^{(\pi_{b,a})}) \leq R((\mu, \eta), \hat{p}_2^{(\pi_0)}) \) for all \( \mu \in \mathbb{R}^p \) and \( \eta \in (0, \infty) \). Equality holds if and only if \( p = 2 \) and \( \mu = 0_p \).

### 4 Simulation Study

In this section, we investigate through simulation the numerical performance of the risk functions of the Bayesian predictive densities \( \hat{p}_2^{O}(\cdot;X,V) = \hat{p}_2^{(\pi_0)}(\cdot;X,V) \) and \( \hat{p}_2^{(b,a)}(\cdot;X,V) = \hat{p}_2^{(\pi_{b,a})}(\cdot;X,V) \) for \( b \in \{n_1/2,1\} \) and \( a \in \{0,p/2 - 1\} \). We consider the following cases: (i) \((n_1,n_2) = (3,3)\); (ii) \((n_1,n_2) = (3,5)\); (iii) \((n_1,n_2) = (5,3)\); (iv) \((n_1,n_2) = (5,5)\). We set \( p = 14 \). When \( b = 1 \), the conditions of Theorem 3.3 are satisfied for both \( a = 0 \) and \( a = p/2 - 1 \). On the other hand, when \( b = n_1/2 \), the condition of part (i) of Corollary 3.1 is satisfied if \( a = p/2 - 1 \) but not if \( a = 0 \), which can be verified numerically.

The risk function of \( \hat{p}_2^{O}(\cdot;X,V) \) is a constant independent of the unknown parameters \((\mu, \eta)\) while that of \( \hat{p}_2^{(b,a)}(\cdot;X,V) \) depends on \((\mu, \eta)\) only through \( \theta = \eta ||\mu||^2 \). For \( \theta \in \{0, 20, 40, 60\} \), we obtain approximated values of the risk function of \( \hat{p}_2^{(b,a)}(\cdot;X,V) \) by the Monte Carlo simulation with 100,000 replications. The integrals are calculated via the Monte Carlo simulation with 10,000 replications.

The results are illustrated in Figure 1. The constant risk of \( \hat{p}_2^{O}(\cdot;X,V) \) is not the same for each case. For each \( b \in \{n_1/2, 1\} \), the risk values of \( \hat{p}_2^{(b,p/2-1)}(\cdot;X,V) \) are smaller than those of \( \hat{p}_2^{(b,0)}(\cdot;X,V) \) when \( \theta = 0 \) but larger when \( \theta = 60 \). The risk values of \( \hat{p}_2^{(n_1/2,0)}(\cdot;X,V) \) are larger than those of \( \hat{p}_2^{(1,0)}(\cdot;X,V) \) when \( \theta = 0 \) but smaller when \( \theta = 60 \); on the other hand, the risk values of \( \hat{p}_2^{(n_1/2,p/2-1)}(\cdot;X,V) \) are close to those of \( \hat{p}_2^{(1,p/2-1)}(\cdot;X,V) \) for all \( \theta \in \{0, 20, 40, 60\} \). Since by Theorem 3.2 the values of the risk functions of \( \hat{p}_2^{O}(\cdot;X,V) \) and \( \hat{p}_2^{(1,0)}(\cdot;X,V) \) at \( \theta = 0 \) coincide, that the blue triangles are not on the horizontal lines when \( \theta = 0 \) will be due to Monte Carlo error. Finally, \( \hat{p}_2^{(n_1/2,0)}(\cdot;X,V) \) does not seem to dominate \( \hat{p}_2^{O}(\cdot;X,V) \) with the value of \( a \) too small, for the black squares lie far above the horizontal lines when \( \theta = 0 \).
Figure 1: Risks of the predictive densities \( \hat{p}^O_2(\cdot; X, V) \) and \( \hat{p}^{(b,a)}_2(\cdot; X, V) \) in the following cases: (i) \((n_1, n_2) = (3, 3)\); (ii) \((n_1, n_2) = (3, 5)\); (iii) \((n_1, n_2) = (5, 3)\); (iv) \((n_1, n_2) = (5, 5)\). We set \( p = 14 \). The horizontal lines show the constant risk of \( \hat{p}^O_2(\cdot; X, V) \). The black squares, red circles, blue triangles, and green pluses correspond to \((b, a) = (n_1/2, 0), (n_1/2, p/2 - 1), (1, 0), (1, p/2 - 1)\), respectively.
5 Appendix

Useful lemmas are given in Section 5.1, Propositions 2.1 and 2.2, Theorems 3.1, 3.2, and 3.3, and Corollaries 3.1 and 3.2 are proved in Section 5.2. Let $\mathbb{N}_0 = \{0, 1, 2, \ldots\}$.

5.1 Lemmas

Lemma 5.1 For any $\xi_1, \xi_2, c > 0$, it holds that

$$\int_0^1 \frac{\gamma^{\xi_1-1}}{(1 + c\gamma)^{\xi_1+\xi_2}} d\gamma = \frac{1}{c^{\xi_1}} \int_0^{c/(1+c)} \gamma^{\xi_1-1}(1 - \gamma)^{\xi_2-1} d\gamma.$$ 

Proof. We have

$$\int_0^1 \frac{\gamma^{\xi_1-1}}{(1 + c\gamma)^{\xi_1+\xi_2}} d\gamma = \int_0^c \frac{\lambda^{\xi_1-1}/c^{\xi_1}}{(1 + \lambda)^{\xi_1+\xi_2}} d\lambda = \frac{1}{c^{\xi_1}} \int_0^{c/(1+c)} \gamma^{\xi_1-1}(1 - \gamma)^{\xi_2-1} d\gamma,$$

which is the desired result. \qed

Lemma 5.2 For any $\xi_1, \xi_2, \xi_2, c > 0$, we have

$$\int_0^1 (1 - \gamma)^{\xi_2,1-1}\gamma^{\xi_1-1}\left(1 - \frac{c}{1+c}\right)^{\xi_2,2} d\gamma \geq B(\xi_2,1 + \xi_2,1, \xi_1) \times \begin{cases} 1 + \left\{ \frac{\Gamma(\xi_2,1)\Gamma(\xi_2,2 + \xi_1)}{\Gamma(\xi_2,1 + \xi_2,2)\Gamma(\xi_2,1 + \xi_1)} - 1 \right\} \frac{1}{1+c} & \text{if } \xi_2,2 \leq 1, \\ \left(1 + \frac{\xi_2,1 + \xi_2,2 - 1}{1+c}\right)^{\xi_2,2} & \text{if } \xi_2,2 > 1. \end{cases}$$

Proof. Suppose first that $\xi_2,2 \leq 1$. Then, by Lemma 3 of Boisbunon and Maruyama (2014), we have for all $\gamma \in (0,1)$

$$\left(1 - \frac{c}{1+c}\right)^{\xi_2,2} \geq (1 - \gamma)^{\xi_2,2} + \left(1 - \frac{c}{1+c}\right)\{1 - (1 - \gamma)^{\xi_2,2}\}.$$ 

Therefore,

$$\int_0^1 (1 - \gamma)^{\xi_2,1-1}\gamma^{\xi_1-1}\left(1 - \frac{c}{1+c}\right)^{\xi_2,2} d\gamma \geq B(\xi_2,1 + \xi_2,2, \xi_1) + \frac{1}{1+c}\{B(\xi_2,1, \xi_1) - B(\xi_2,1 + \xi_2,2, \xi_1)\}$$

$$= B(\xi_2,1 + \xi_2,2, \xi_1) \left[1 + \left\{ \frac{\Gamma(\xi_2,1)\Gamma(\xi_2,1 + \xi_2,2 + \xi_1)}{\Gamma(\xi_2,1 + \xi_2,2)\Gamma(\xi_2,1 + \xi_1)} - 1 \right\} \frac{1}{1+c} \right].$$

Next suppose that $\xi_2,2 > 1$. Then, by Jensen's inequality, it follows that

$$\int_0^1 (1 - \gamma)^{\xi_2,1-1}\gamma^{\xi_1-1}\left(1 - \frac{c}{1+c}\right)^{\xi_2,2} d\gamma \geq B(\xi_2,1 + \xi_2,2, \xi_1) \int_0^1 \frac{(1 - \gamma)^{\xi_2,1-1}\gamma^{\xi_1-1}}{B(\xi_2,1 + \xi_2,2, \xi_1)} \left(1 - \gamma + \gamma - \frac{c}{1+c}\right)^{\xi_2,2} d\gamma$$

$$= B(\xi_2,1 + \xi_2,2, \xi_1) \int_0^1 \frac{(1 - \gamma)^{\xi_2,1+\xi_2,2-1}\gamma^{\xi_1-1}}{B(\xi_2,1 + \xi_2,2, \xi_1)} \left(1 + \frac{1}{1+c}\right)^{\xi_2,2} d\gamma$$

$$\geq B(\xi_2,1 + \xi_2,2, \xi_1) \left(1 + \frac{\xi_1}{1+c(\xi_2,1 + \xi_2,2 - 1)}\right)^{\xi_2,2}. $$
This completes the proof. □

**Lemma 5.3** For any $\xi_1, \xi_2, c > 0$, we have

$$\int_0^1 \left\{ \log(1 + cp) \right\} \frac{\rho^{\xi_1 - 1}(1 - \rho)^{\xi_2 - 1}}{B(\xi_1, \xi_2)} d\rho = \int_0^1 \frac{(1 - \rho)^{\xi_1 + \xi_2 - 1}}{\rho} \left\{ 1 - \frac{1}{(1 + cp)^{\xi_1}} \right\} d\rho.$$

**Proof.** The hypergeometric function $F$ satisfies

$$F(a', b'; c'; z') = \sum_{s=0}^\infty \frac{\Gamma(a' + s)\Gamma(b' + s)\Gamma(c')}{\Gamma(a')\Gamma(b')\Gamma(c' + s)s!} (z')^s$$

for $a' > 0, c' > b' > 0$, and $z' < 0$. Therefore,

$$\int_0^1 \left\{ \log(1 + cp) \right\} \frac{\rho^{\xi_1 - 1}(1 - \rho)^{\xi_2 - 1}}{B(\xi_1, \xi_2)} d\rho = \int_0^1 \frac{(1 - \rho)^{\xi_1 + \xi_2 - 1}}{\rho} \left\{ 1 - \frac{1}{(1 + cp)^{\xi_1}} \right\} d\rho$$

for $a' > 0, c' > b' > 0$, and $z' < 0$. Therefore,

$$\int_0^1 \left\{ \log(1 + cp) \right\} \frac{\rho^{\xi_1 - 1}(1 - \rho)^{\xi_2 - 1}}{B(\xi_1, \xi_2)} d\rho = \int_0^1 \frac{(1 - \rho)^{\xi_1 + \xi_2 - 1}}{\rho} \left\{ 1 - \frac{1}{(1 + cp)^{\xi_1}} \right\} d\rho$$

and

$$\int_0^1 \left\{ \frac{1}{B(\xi_1, \xi_2)} \right\} c\rho^{\xi_1 - 1} \frac{(1 - \rho)^{\xi_2 - 1}}{1 + ct\rho} d\rho = -\xi_1 c \int_0^1 \left\{ F(1, \xi_1 + 1; \xi_1 + \xi_2 + 1; -ct) - F(\xi_1 + 1, 1; \xi_1 + \xi_2 + 1; -ct) \right\} dt = 0,$$

which proves Lemma 5.3. □

**Lemma 5.4** For any $\xi_1, \xi_2 > 0$, we have

$$\psi(\xi_1) - \psi(\xi_2) = \sum_{i=0}^\infty \frac{\xi_1 - \xi_2}{(i + \xi_1)(i + \xi_2)}.$$

**Proof.** Let $C = \lim_{i \to \infty} \sum_{j=1}^i 1/j - \log i$. Then

$$\psi(\xi_1) - \psi(\xi_2) = \left\{ -\frac{1}{\xi_1} - C + \sum_{i=0}^\infty \left( \frac{1}{i} - \frac{1}{i + \xi_1} \right) \right\} - \left\{ -\frac{1}{\xi_2} - C + \sum_{i=0}^\infty \left( \frac{1}{i} - \frac{1}{i + \xi_2} \right) \right\}$$

and

$$= \sum_{i=0}^\infty \left( \frac{1}{i + \xi_2} - \frac{1}{i + \xi_1} \right) = \sum_{i=0}^\infty \frac{\xi_1 - \xi_2}{(i + \xi_1)(i + \xi_2)},$$

which shows Lemma 5.4. □

**Lemma 5.5** Let $\xi_1 > 0$ and $1 < \xi_{2,1} < \xi_{2,2}$. Let, for $i \in \{1, 2\}$,

$$F_i(q) = \int_0^q \frac{\gamma^{\xi_1-1}(1 - \gamma)^{\xi_2-i-1}}{B(\xi_1, \xi_{2,i})} d\gamma, \quad q \in (0, 1).$$

(i) $F_2^{-1}(\omega)/F_1^{-1}(\omega)$ is nondecreasing in $\omega \in (0, 1)$. 
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(ii) There exist $0 < \omega < \overline{\omega} < 1$ such that $F_2^{-1}(\omega)/F_1^{-1}(\omega)$ is strictly increasing in $\omega \in (\omega, \overline{\omega})$.

**Proof.** Part (i) follows from Lemma 2 of Kato (2009). For part (ii), we need only show that $F_2^{-1}(\omega)/F_1^{-1}(\omega)$ is not constant in $\omega \in (0, 1)$. Suppose that there exists $C_0 \in \mathbb{R}$ such that $F_2^{-1}(\omega)/F_1^{-1}(\omega) = C_0$ for all $\omega \in (0, 1)$. Then $C_0 = \lim_{\omega \to 1} \{F_2^{-1}(\omega)/F_1^{-1}(\omega)\} = 1$. Therefore, we have that $F_2^{-1} = F_1^{-1}$ and hence that $F_2 = F_1$. This is a contradiction. \[\Box\]

**Lemma 5.6** Let $h \in \mathbb{N}$ and $\xi \geq 1$. Then for all $\tau > 0$,

$$
\frac{\partial}{\partial \tau} \Gamma((h+1)\tau)\Gamma(\tau + \xi) = 0, \quad \text{if } \xi = 1,
$$

$$
\frac{\partial}{\partial \tau} \Gamma((h+1)\tau + \xi) < 0, \quad \text{if } \xi > 1.
$$

**Proof.** By Gauss’s multiplication formula, we have

$$
\frac{\Gamma((h+1)\tau)\Gamma(\tau + \xi)}{\Gamma(h+1)\tau + \xi} = \frac{\Gamma(\tau + \xi)\frac{(2\pi)^{(1+h)/2}(h+1)^{(h+1)\tau-1/2}}{2\pi^{(1+h)/2}(h+1)^{(h+1)\tau+\xi-1/2}} \prod_{i=0}^{h-1} \Gamma(\tau + i/h + 1)}{\frac{\Gamma(h+1)\tau + \xi}{\Gamma((h+1)\tau + \xi)}}
$$

for all $\tau > 0$. Therefore, by Lemma 5.4

$$
\frac{\partial}{\partial \tau} \log \frac{\Gamma((h+1)\tau)\Gamma(\tau + \xi)}{\Gamma((h+1)\tau + \xi)} = \psi(\tau + \xi) - \psi\left(\frac{\tau + \xi + h}{h+1}\right) + \sum_{i=1}^{h} \left\{ \psi\left(\tau + \frac{i}{h+1}\right) - \psi\left(\tau + \frac{\xi + i - 1}{h+1}\right) \right\}
$$

for all $\tau > 0$. Fix $j \in \mathbb{N}_0$ and $\tau > 0$. Then, by Jensen’s inequality,

$$
\frac{1}{(j + \tau + \xi)(j + \tau + \frac{\xi + h}{h+1})} - \frac{1}{h} \sum_{i=1}^{h} \frac{1}{(j + \tau + \frac{\xi + i - 1}{h+1})(j + \tau + \frac{\xi + i - 1}{h+1})} \leq \frac{1}{(j + \tau + \xi)(j + \tau + \frac{\xi + h}{h+1})} - \frac{1}{(j + \tau + \xi)(j + \tau + (\xi + h)/(h+1))}
$$

for all $\tau > 0$. Fix $j \in \mathbb{N}_0$ and $\tau > 0$. Then, by Jensen’s inequality,

$$
\frac{1}{(j + \tau + \xi)(j + \tau + \frac{\xi + h}{h+1})} - \frac{1}{h} \sum_{i=1}^{h} \frac{1}{(j + \tau + \frac{\xi + i - 1}{h+1})(j + \tau + \frac{\xi + i - 1}{h+1})} \leq \frac{1}{(j + \tau + \xi)(j + \tau + \frac{\xi + h}{h+1})} - \frac{1}{(j + \tau + \xi)(j + \tau + (\xi + h)/(h+1))}
$$

This completes the proof. \[\Box\]

**5.2 Proofs**

**Proof of Proposition 2.1** Since the joint posterior density of $(\mu, \eta)$ is proportional to

$$
\eta^{n_1/2+p/2-1} \exp\left(-\frac{n_1}{2} V\right) \exp\left(-\frac{\eta}{2} ||X - \mu||^2\right),
$$


the marginal posterior of \( \eta \) is proportional to

\[
\eta^{n_1/2+p/2-1} \exp \left( -\frac{\eta}{2} V \right) \int_{\mathbb{R}^p} \exp \left( -\frac{\eta}{2} ||X - \mu||^2 \right) d\mu = (2\pi)^{p/2} \eta^{n_1/2-1} \exp \left( -\frac{\eta}{2} V \right).
\]

Therefore, the posterior mean of \( p_2(w|\eta) \) is

\[
\hat{p}_2(\pi_0)(w|X, V) = \frac{(1/2)^{n_2/2}}{\Gamma(n_2/2)} w^{n_2/2-1} \int_0^\infty \eta^{n_1+n_2)/2-1} e^{-\eta(V+w)/2} d\eta
\]

\[
= \frac{(1/2)^{n_2/2}}{\Gamma(n_2/2)} \frac{\Gamma((n_1 + n_2)/2)\Gamma(V/2)n_1/2}{\Gamma((n_1 + n_2)/2)\Gamma(V/2)n_1/2},
\]

which is the desired result.

\[\square\]

**Proof of Proposition 2.2** Let \( \pi_{b,a}(\gamma) = (1 - \gamma)^{b-1}\gamma^{-a-1} \) for \( \gamma \in (0, 1) \). Then the joint posterior density of \((\mu, \eta)\) is proportional to

\[
\int_0^1 \pi_{b,a}(\gamma) \left( \frac{\gamma}{1-\gamma} \right)^{p/2} \eta^{n_1/2+p-a-1} \exp \left( -\frac{\eta}{2} V \right) \exp \left\{ -\frac{\eta}{2} \left( \frac{\gamma}{1-\gamma} ||\mu||^2 + ||X - \mu||^2 \right) \right\} d\gamma.
\]

Note that

\[
\frac{\gamma}{1-\gamma} ||\mu||^2 + ||X - \mu||^2 = \frac{||\mu - (1-\gamma)X||^2}{1-\gamma} + \gamma ||X||^2.
\]

Then the marginal posterior of \( \eta \) is proportional to

\[
\int_0^1 \pi_{b,a}(\gamma) \left( \frac{\gamma}{1-\gamma} \right)^{p/2} \eta^{n_1/2+p-a-1} \exp \left( -\frac{\eta}{2} V \right) \left\{ \frac{1}{2} \left( \frac{\gamma}{1-\gamma} ||\mu||^2 + \gamma ||X||^2 \right) \right\} d\gamma
\]

\[
= (2\pi)^{p/2} \int_0^1 \pi_{b,a}(\gamma) \gamma^{p/2} \eta^{n_1/2+p/2-a-1} \exp \left\{ -\frac{\eta}{2} (V + \gamma ||X||^2) \right\} d\gamma.
\]

Therefore, the Bayesian predictive density \( \hat{p}_2(\pi_{b,a})(\cdot|X, V) \) is given by

\[
\hat{p}_2(\pi_{b,a})(w|X, V) = \frac{\int_0^1 \pi_{b,a}(\gamma) \gamma^{p/2} \left[ \int_0^\infty \eta^{n_1+n_2)/2+p/2-a-1} \exp \left\{ -\frac{\eta}{2} (V + \gamma ||X||^2) \right\} d\eta \right] d\gamma}{\Gamma(n_2/2) w^{n_2/2-1} \int_0^1 \pi_{b,a}(\gamma) \gamma^{p/2} \left[ \int_0^\infty \eta^{n_1+n_2)/2+p/2-a} \exp \left\{ -\frac{\eta}{2} (V + \gamma ||X||^2) \right\} d\eta \right] d\gamma}
\]

\[
= \frac{1}{\Gamma(n_2/2) w^{n_2/2-1} \int_0^1 \pi_{b,a}(\gamma) \gamma^{p/2} \left[ \int_0^\infty \eta^{n_1+n_2)/2+p/2-a} \exp \left\{ -\frac{\eta}{2} (V + \gamma ||X||^2) \right\} d\eta \right] d\gamma}
\]

\[
\frac{\Gamma((n_1 + n_2)/2 + p/2 - a)}{\{(1/2)(V + \gamma ||X||^2)\}^{n_1+n_2)/2+p/2-a} d\gamma},
\]

from which the desired result follows.  

\[\square\]
Proof of Theorem 3.1. Let $\Delta = R((\mu, \eta), \hat{p}_2^{(\pi_0/2, a)}) - R((\mu, \eta), \hat{p}_2^{(\pi_0)})$. By Propositions 2.1 and 2.2 and by (2.1) and (2.2), we have

$$\Delta = E_{(\mu, \eta)}(x, v, w) \left[ \log \frac{\hat{p}_2^{(\pi_0)}(w; x, v)}{\hat{p}_2^{(\pi_0/2, a)}(w; x, v)} \right]$$

$$= E_{(\mu, \eta)}(x, v, w) \left[ \log B\left(\frac{n_1 + n_2}{2}, \frac{p}{2} - a\right) + \left(\frac{p}{2} - a\right) \log \frac{V + W + ||X||^2}{V + ||X||^2} - \log \int_0^1 (1 - \gamma)^{n_1/2 - 1} \gamma^{p/2 - a - 1} \left(1 - \frac{||X||^2}{V + W + ||X||^2}\right)^{n_2/2} d\gamma \right].$$

It follows from Lemma 5.2 that for all $x \in \mathbb{R}^p$, $v \in (0, \infty)$, and $w \in (0, \infty)$,

$$\int_0^1 (1 - \gamma)^{n_1/2 - 1} \gamma^{p/2 - a - 1} \left(1 - \frac{||X||^2}{v + w + ||X||^2}\right)^{n_2/2} d\gamma \geq B\left(\frac{n_1 + n_2}{2}, \frac{p}{2} - a\right) \left(1 + c_1 \frac{v + w}{v + w + ||X||^2}\right)^{c_2}.$$ 

Therefore,

$$\Delta \leq E_{(\mu, \eta)}(x, v, w) \left[ \left(\frac{p}{2} - a\right) \log \frac{V + W + ||X||^2}{V + ||X||^2} - c_2 \log \left(1 + c_1 \frac{V + W}{V + W + ||X||^2}\right) \right]$$

$$= E_{(\mu, \eta)}(x, v, w) \left[ \left(\frac{p}{2} - a\right) \log \frac{\eta V + \eta W + ||\sqrt{\theta}X||^2}{\eta V + ||\sqrt{\theta}X||^2} - c_2 \log \left(1 + c_1 \frac{\eta V + \eta W}{\eta V + \eta W + ||\sqrt{\theta}X||^2}\right) \right].$$

Let $k = n_1/2$, $l = n_2/2$, $m = p/2$, and $m' = m - a = p/2 - a$. Let $Z \sim \text{Po}(\theta/2)$ for $\theta = \eta||\mu||^2$ and let $\hat{V}$, $\hat{W}$, and $\hat{T}$ be independently distributed as $\chi^2(n_1)$, $\chi^2(n_2)$, and $\chi^2(p + 2Z)$, respectively. Then since $(\eta V, \eta W, ||\sqrt{\theta}X||^2) \overset{d}{=} (\hat{V}, \hat{W}, \hat{T})$ and since the expectation of the logarithm of a Chi-squared variable with $\nu > 0$ degrees of freedom is $\log 2 + \psi(\nu/2)$, it follows that

$$\Delta \leq E_{\theta}^Z \left[ E_{\theta}^{(\hat{V}, \hat{W}, \hat{T}) | Z} \left[ m' \log \frac{\hat{V} + \hat{W} + \hat{T}}{\hat{V} + \hat{T}} - c_2 \log \left(1 + c_1 \frac{\hat{V} + \hat{W}}{\hat{V} + \hat{W} + \hat{T}}\right) \right] | Z \right]$$

$$= E_{\theta}^Z \left[ D_1(Z) + D_2(Z) \right],$$

(5.1)

where

$$D_1(z) = m' \{\psi(k + l + m + z) - \psi(k + m + z)\}, \quad z \in \mathbb{N}_0,$$

and

$$D_2(z) = E_{\theta}^{\rho Z | Z} \left[ -c_2 \log(1 + c_1 \rho Z) | Z = z \right], \quad z \in \mathbb{N}_0,$$

for a random variable $\rho Z$ such that $\rho Z | Z \sim \text{Beta}(k + l, m + Z)$. By Lemma 5.3

$$D_2(z) = -c_2 \int_0^1 \left\{ \log(1 + c_1 \rho) \right\} \left(1 - \rho\right)^{k+l-1} \left(1 - \frac{1}{(1 + c_1 \rho)^{k+l}}\right) d\rho,$$

$$= -c_2 \int_0^1 \frac{(1 - \rho)^{k+l+m+z-1}}{\rho} \left\{ 1 - \frac{1}{(1 + c_1 \rho)^{k+l}} \right\} d\rho.$$
for all $z \in \mathbb{N}_0$. Therefore, by Lemma 5.4 $\lim_{z \to \infty} \{D_1(z) + D_2(z)\} = 0$. Fix $z \in \mathbb{N}_0$. Then

$$\{D_1(z + 1) + D_2(z + 1)\} - \{D_1(z) + D_2(z)\} = m'(\frac{1}{k + l + m + z} \cdot \frac{1}{k + m + z}) - c_2 \int_0^1 (1 - \rho)^{k+l+m+z-1}(-\rho) \left\{1 - \frac{1}{(1 + c_1 \rho)^{k+l+m}}\right\} \, d\rho$$

$$= -\frac{lm'}{(k + m + z)(k + l + m + z)} + c_2 \int_0^1 (1 - \rho)^{k+l+m+z-1} \left\{1 - \frac{1}{(1 + c_1 \rho)^{k+l}}\right\} \, d\rho.$$  

Therefore,

$$D_1(z + 1) + D_2(z + 1) \geq D_1(z) + D_2(z) \quad \text{if and only if} \quad f(k + m + z) \geq lm'/c_2$$

for the function $f$ defined by

$$f(\zeta) = \zeta(\zeta + 1) \int_0^1 (1 - \tau)^{\zeta+l-1} \left\{1 - \frac{1}{(1 + c_1 \tau)^{k+l}}\right\} \, d\tau, \quad \zeta \in (0, \infty).$$

Furthermore, by integration by parts

$$f(\zeta) = \zeta \int_0^1 (1 - \tau)^{\zeta+l} \frac{\partial}{\partial \tau} \left\{1 - \frac{1}{(1 + c_1 \tau)^{k+l}}\right\} \, d\tau = \int_0^1 \zeta(1 - \tau)^{\zeta-1}(1 - \tau)^{l+1} \frac{(k + l)c_1}{(1 + c_1 \tau)^{k+l+1}} \, d\tau$$

$$= \left[ - (1 - \tau)^{\zeta}(1 - \tau)^{l+1} \frac{(k + l)c_1}{(1 + c_1 \tau)^{k+l+1}} \right]_0^1 + \int_0^1 (1 - \tau)^{\zeta} \frac{\partial}{\partial \tau} \left\{(1 - \tau)^{l+1} \frac{(k + l)c_1}{(1 + c_1 \tau)^{k+l+1}}\right\} \, d\tau$$

for all $\zeta \in (0, \infty)$ and thus $f$ is an increasing function. Finally, $D_1(0) + D_2(0) \leq 0$ by assumption. Hence, we conclude that $D_1(z) + D_2(z) \leq 0$ for all $z \in \mathbb{N}_0$ with strict inequality for some $z \in \mathbb{N}_0$. This completes the proof.  

**Proof of Corollary 3.1.** Let $k = n_1/2$, $l = n_2/2$, $m = p/2$, $m' = p/2 - a$. We show that

$$\frac{m'}{c_2} \{\psi(k + l + m) - \psi(k + m)\} \leq \int_0^1 (1 - \rho)^{k+l+m-1} g(\rho) \, d\rho, \quad (5.2)$$

where

$$(c_1, c_2) = \begin{cases} \left( \frac{\Gamma(k)\Gamma(k + l + m')}{\Gamma(k + l)\Gamma(k + m')} - 1, 1 \right), & \text{if } l \leq 1, \\ \left( \frac{m'}{k + l - 1}, 1 \right), & \text{if } l > 1, \end{cases}$$

and where $g: (0, 1) \to [0, \infty)$ is the function defined by

$$g(\rho) = \frac{1}{\rho} \left\{1 - \frac{1}{(1 + c_1 \rho)^{k+l}}\right\} = \frac{1}{\rho} \int_0^1 \left[ \frac{\partial}{\partial t} \left\{ \frac{-1}{(1 + c_1 \rho t)^{k+l}} \right\} \right] \, dt = \int_0^1 \frac{(k + l)c_1}{(1 + c_1 \rho t)^{k+l+1}} \, dt, \quad \rho \in (0, 1).$$

(5.3)

For part (i), since for all $\rho \in (0, 1)$

$$g'(\rho) = \int_0^1 \frac{-(k + l + 1)(1 + c_1 \rho)^2 t}{(1 + c_1 \rho t)^{k+l+2}} \, dt,$$
Then

Proof of Corollary 3.2. Let \( \Delta \) and \( D_1(z), D_2(z), \ z \in \mathbb{N}_0 \), be defined as in the proof of Theorem 3.1. For part (i), note that equality holds in (5.1) when \( n_2 = 2 \). Then if \( p_{2, \rho_{(\pi_{1/2, a})}} \) dominates \( p_{2, \rho_\rho_{(\pi_0)}} \), we have \( \Delta|_{\mu=0, \rho} \leq 0 \), which implies \( D_1(0) + D_2(0) \leq 0 \). This proves the “only if” part. The “if” part follows from Theorem 3.1. For part (ii), note that by (5.3), the right-hand side of (3.2) divided by \( p/2 - a \) is

\[
\int_0^1 (1 - \rho)^{n_1/2 + p/2} \left( \int_0^1 \frac{(n_1 + 2)/n_1}{1 + (p - 2a)/n_1} \rho^l \right)^{n_1/2 + 2} d\rho.
\]
Since the above integral is increasing in $a$, we need only show that equality holds in (3.2) when $a = 0$. Suppose that $n_1 = 2$ and that $a = 0$. Let $m = p/2$. Then, by integration by parts,

$$
\frac{1}{p/2 - a} \int_0^1 (1 - \rho)^{m+1} d\rho = \frac{1}{m} \int_0^1 (1 - \rho)^m d\rho = \frac{1}{m+1},
$$

which equals $1/(n_1/2 + p/2)$. Thus, we have proved the desired result. \hfill \Box

**Proof of Theorem 3.2.** By (2.3), we have

$$
R((\mu, \eta), \hat{p}_2) - R((\mu, \eta), \hat{p}_2) = E_{(\mu, \eta)} \left[ \log \frac{\hat{p}_2(N)}{\hat{p}_2(N)}(W; X, V) \right] = \Delta(n_1 + n_2) - \Delta(n_1),
$$

where, for each $n \in \{n_1, n_1 + n_2\}$,

$$
\Delta(n) = E_{(\mu, \eta)} \left[ - \log \int_0^1 \frac{|X|^2/(\nu_n+|X|^2)}{B(p/2-a, n/2) B(p/2-a, n/2) \gamma^{p/2-a-1}(1-\gamma)^{n/2-1}} d\gamma \right]
$$

for the random variable $U_\nu$ which is $V$ if $n = n_1$ and $V+W$ if $n = n_1 + n_2$. Let $\theta$, $Z$, and $\tilde{T}$ be defined as in the proof of Theorem 3.1. Then for $n \in \{n_1, n_1 + n_2\}$, $\Delta(n)$ can be written as

$$
\Delta(n) = E_\theta^Z[D(n; Z)],
$$

where

$$
D(n; z) = E_{(T, U_n)}^Z \left[ - \log \int_0^T/(U_n + T) \frac{\gamma^{p/2-a-1}(1-\gamma)^{n/2-1}}{B(p/2-a, n/2) \gamma^{p/2-a-1}(1-\gamma)^{n/2-1}} d\gamma \right] Z = z, \quad z \in \mathbb{N}_0,
$$

for an independent variable $\tilde{U}_n \sim \chi^2(n)$.

Fix $z \in \mathbb{N}_0$. Then for each $n \in \{n_1, n_1 + n_2\}$, since $(\tilde{T}/(\tilde{U}_n + \tilde{T}))(Z = z) \sim \text{Beta}(p/2+z, n/2)$, it follows that

$$
D(n; z) = - \int_0^1 \left\{ \log \gamma^{p/2-a-1}(1-\gamma)^{n/2-1} d\gamma \right\} \frac{q^{p/2-a}(1-q)^{n/2-1}}{B(p/2 + z, n/2)} dq
$$

$$
= - \int_0^1 (\log \omega) \frac{B(p/2 - a, n/2)}{B(p/2 + z, n/2)} \left\{ F_n^{-1}(\omega) \right\} d\omega,
$$

where

$$
F_n(q) = \int_0^q \frac{\gamma^{p/2-a-1}(1-\gamma)^{n/2-1}}{B(p/2-a, n/2)} d\gamma
$$

for $q \in (0, 1)$. Therefore, $D(n_1 + n_2; z) \leq D(n_1; z)$ if and only if

$$
\int_0^1 (\log \omega) \left[ 1 - C(z) \left\{ \frac{F_{n_1+1}(\omega)}{F_{n_1+1}(\omega)} \right\} \right] dP_2(\omega) \geq 0,
$$

(5.4)
Therefore, by Lemma 5.6, we have
\[ R \left( \frac{B(p/2 - a, n_1/2)}{B(p/2 + z, n_1/2)} \right) \leq \left( \frac{B(p/2 - a, (n_1 + n_2)/2)}{B(p/2 + z, (n_1 + n_2)/2)} \right) \]
and where \( P_z \) is the probability measure with density
\[ B(p/2 - a, (n_1 + n_2)/2) \{ F_{n_1 + n_2}^{-1}(\omega) \}^{z+a}, \quad \omega \in (0, 1). \]

Since \( a < p/2 \) and \( n_1 > 2 \) by assumption, it follows from Lemma 5.5 that \( F_{n_1 + n_2}^{-1}(\omega) / F_{n_1}^{-1}(\omega) \) is nondecreasing in \( \omega \in (0, 1) \) and strictly increasing in \( \omega \in (\bar{\omega}, \sigma) \) for some \( 0 < \omega < \bar{\omega} < 1 \). Thus, since
\[
\int_0^1 \left[ 1 - C(z) \left( \frac{F_{n_1}^{-1}(\omega)}{F_{n_1 + n_2}^{-1}(\omega)} \right)^{z+a} \right] dP(\omega) = 0,
\]
the left-hand side of (5.4) is, by the covariance inequality, greater than zero if \( z + a > 0 \) and equal to zero if \( z + a = 0 \), from which the desired result follows. \( \square \)

**Proof of Theorem 3.3.** Let \( \theta \) and \( Z \) be defined as in the proof of Theorem 3.1. Then, by the proof of Theorem 3.2
\[
R((\mu, \eta), \hat{p}_2^{(\pi_1, p/2-1)}) - R((\mu, \eta), \hat{p}_2^{(\pi_0)})
\]
\[
= E_{\theta}^Z \left[ - \int_0^1 \log \frac{1}{B(1, n_2)} \frac{r^{p/2+Z-1}(1-q)^{n/2-1}}{B(p/2 + Z, n/2)} dq \Bigg|_{n=n_1+n_2} \right]
\]
\[
= E_{\theta}^Z \left[ - \int_0^1 \log \frac{1}{B(1, n_2)} \frac{r^{p/2+Z-1}(1-q)^{n/2-1}}{B(p/2 + Z, n/2)} dq \Bigg|_{n=n_1+n_2} \right]
\]
\[
= \sum_{h=1}^{\infty} \frac{1}{h} E_{\theta}^Z \left[ \int_0^1 \frac{r^{p/2+Z-1}(1-q)^{(h+1)(n/2)-1}}{B(p/2 + Z, n/2)} dq \Bigg|_{n=n_1+n_2} \right].
\]
Therefore,
\[
R((\mu, \eta), \hat{p}_2^{(\pi_1, p/2-1)}) - R((\mu, \eta), \hat{p}_2^{(\pi_0)})
\]
\[
= \sum_{h=1}^{\infty} \frac{1}{h} E_{\theta}^Z \left[ \left( B(p/2 + Z, (h+1)(n/2)) \frac{r^{(n_1+n_2)/2}}{B(p/2 + Z, n/2)} \frac{\partial}{\partial r} \Gamma((h+1)(n/2)) \frac{\partial}{\partial r} \Gamma((h+1)(n/2)) \right) \right]
\]
Thus, by Lemma 5.6, we have \( R((\mu, \eta), \hat{p}_2^{(\pi_1, p/2-1)}) \leq R((\mu, \eta), \hat{p}_2^{(\pi_0)}) \). Equality holds if and only if \( p = 2 \) and \( \mu = 0_p \). This completes the proof. \( \square \)
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