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ABSTRACT

We review the relation between the “embedding” formalism and spinorial projective space. The latter is more convenient when treating spin (and indispensable for supersymmetry), as it maintains manifest conformal symmetry while using 4-dimensional indices on fields/operators. It does this by solving all algebraic constraints using 6-dimensional (off-shell) twistors. In an added note we review the supersymmetric generalization, and give some new results for N=3.
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Projective lightcone and HP(1)

The projective lightcone [1] (recently dubbed “embedding formalism” for purposes of vagueness) manifests conformal symmetry SO(D,2) (i.e., makes the coordinates a representation instead of a nonlinear realization) by treating D-dimensional spacetime as a (D+2)-dimensional lightcone, with all points on any ray identified (“projective”). This constraint + gauge invariance eliminates the 2 extra dimensions while preserving the manifest symmetry, until these conditions are solved: In lightcone notation,

\[ Y^2 = 0 \quad \Rightarrow \quad Y^A = (Y^+, Y^a, Y^-) = e(1, x^a, \frac{1}{2} x^2) \]

\[ \Rightarrow \quad dY^2 = e^2 dx^2, \quad Y \cdot Y' = -\frac{1}{2} ee'(x - x')^2 \]

Nonlocal conformal invariants are constructed from inner products of \( Y \)'s by preserving local scale invariance at each point, thus canceling all factors of the coordinate/local scale factor/worldline einbein \( e \) (rather than gauging it to 1). Similarly, covariants of the right weights for scalar operators come from assigning appropriate weights to them, and thus \( e \) dependence, through the homogeneity constraint:

\[ \left( Y \cdot \frac{\partial}{\partial Y} + \delta \right) \Phi = 0 \quad \Rightarrow \quad \Phi(Y) = e^{-\delta} \phi(x) \]

Another projective construction is familiar for SO(3), namely CP(1). Its Wick rotation RP(1) realizes SO(2,1) on a single real coordinate (e.g., as applied to the boundary of the open string). Rather than starting with a null 3-vector, it begins with an SL(2,R) spinor, but again with a local scale invariance. The relationship is clear, since any null 3-vector can be expressed as the “square” of a 3D spinor (twistor). An immediate advantage of working with the unconstrained spinor variable is that projection, while yielding the usual nonlinear realization of SO(2,1) (or SO(3) in the complex case), automatically recognizes it as fractional linear transformations:

\[ x' = \frac{ax + b}{cx + d} \]

(In general, projective spaces can also be considered as coset spaces; the result is identical, but requires introducing and then eliminating additional coordinates. In this case, we would start with a 3-dimensional space with 2 gauge invariances.)

We skip further details of this example to discuss the case of SO(4,2) in D=4. There the projective space is HP(1), as applied to field theory for constructing general instanton solutions in Yang-Mills [2]. (It can be generalized directly to the supersymmetric case in superspace [3]. There one sees that the generalization of \( Y \) is too
cumbersome.) Explicitly, we start with a null SO(4,2) 6-vector, which in SU(2,2) spinor notation is an antisymmetric bi-spinor satisfying

\[ Y^2 \equiv \frac{1}{4} \epsilon_{MNPQ} Y^{MN} Y^{PQ} = 0 \Rightarrow Y^{MN} = C^{\alpha \beta} \lambda^{M \alpha} \lambda^{N \beta} \]

where \( M, ... \) are SU(2,2) indices, \( \alpha, ... \) are SL(2,C) indices, \( \epsilon \) is the usual antisymmetric symbol (which here acts as the 6D Minkowski metric in spinor notation), and \( C \) is also an (Hermitian) antisymmetric symbol. (This actually gives only the half-lightcone, which is OK since the origin needs to be excluded anyway. The same construction, but with different reality properties, applies to Euclidean space. Note that in the supersymmetric case there is no analog to \( \epsilon \), but only graded antisymmetrization of indices, which does not yield just a scalar. Hence the solution there is only in terms of 6D supertwistors, at least for the case of chiral superspace [3].)

We’ll also need the charge conjugate: As usual, conjugating \( Y \) is the same as “dualizing” with \( \epsilon \), so

\[ Y^2 = \frac{1}{2} Y^{MN} Y_{MN}, \quad Y_{MN} \equiv \gamma_{M \hat{P}} \gamma_{N \hat{Q}} (Y^*)^{\hat{P} \hat{Q}} = \bar{C}_{\hat{\mu} \hat{\lambda}} \bar{\lambda}_{\hat{M}} \bar{\lambda}_{\hat{N}}, \quad \gamma = \begin{pmatrix} 0 & -iC \\ iC & 0 \end{pmatrix} \]

where \( \gamma \) is the SU(2,2) metric. The result is that the charge conjugate of \( \lambda \) is not independent, but orthogonal:

\[ \lambda^{M \alpha} \bar{\lambda}^{\hat{M} \hat{\beta}} = 0 \]

As for \( Y \), the solution to this constraint reveals \( x \):

\[ \lambda_{\alpha}^{M} = (\lambda_{\alpha}^{\mu}, \lambda_{\alpha}^{\hat{\mu}}) = u_{\alpha}^{\nu} (\delta_{\nu}^{\mu}, x_{\nu}^{\hat{\mu}}), \quad \bar{\lambda}_{\hat{M}}^{\hat{\alpha}} = (\bar{\lambda}_{\hat{\mu}}^{\hat{\alpha}}, \bar{\lambda}_{\hat{\mu}}^{\hat{\alpha}}) = (-x^{\hat{\beta}}, \delta_{\hat{\beta}}^{\hat{\alpha}}) \bar{u}_{\hat{\beta}}^{\hat{\alpha}} \]

or in matrix notation

\[ \lambda = u (I - x), \quad \bar{\lambda} = \begin{pmatrix} x \\ I \end{pmatrix} \bar{u} \]

where \( u \) is a local GL(2,C) transformation (compensator). Without loss of generality, we can gauge away the phase piece, so

\[ \text{det}(u) = \text{det}(\bar{u}) = e \]

The 2x2 matrix \( x \) is thus again a ratio, but now of matrices: Its conformal transformation is as usual nonlinear, but fractional linear:

\[ \bar{\lambda}' = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \bar{\lambda} \Rightarrow x' = (ax + b)(cx + d)^{-1} \]

which can also be written as

\[ \begin{pmatrix} a & b \\ c & d \end{pmatrix}^{-1} = \gamma g^{*} \gamma^{-1} \equiv \begin{pmatrix} \tilde{d} & -\tilde{b} \\ -\tilde{c} & \tilde{a} \end{pmatrix} \]
\[ \Rightarrow \quad \chi' = \lambda \left( \begin{array}{cc} \tilde{d} & -\tilde{b} \\ -\tilde{c} & \tilde{a} \end{array} \right) \quad \Rightarrow \quad x' = (x\tilde{c} + \tilde{d})^{-1}(x\tilde{a} + \tilde{b}) \]

For the case of spin, it is also useful to have the other transformation laws
\[ \tilde{u}' = (cx + d)\tilde{u}, \quad u' = (x\tilde{c} + \tilde{d})u \]

In particular, the inversion is the case
\[ \begin{pmatrix} a & b \\ c & d \end{pmatrix} = \begin{pmatrix} 0 & -I \\ I & 0 \end{pmatrix} \]

**Spin**

Other than the nice transformation law, this seems like just extra work, until spin is considered. A useful analogy is general relativity, where vierbeins are somewhat superfluous without spinors. The analogy goes further for supergravity: In superspace the coordinates carry superindices, while the fields carry merely tangent-space local-Lorentz indices. While the vielbein can be used to convert between the two, the tangent-space indices are necessary for considering constraints, actions, etc.

In our case similar remarks apply even without supersymmetry. (This is also true for coset spaces.) If spin indices are taken as 6D, then they must be constrained. Such constraints take the general form \([4]\), in 6D-vector notation,
\[ (S^A_B Y^B_Y + \delta^Y_Y)\Phi = 0 \]

for spin operator \(S\), where \(\delta^Y\) is related to the representation. \((\delta^Y = \delta_0 - D/2, \text{ where } \delta_0 \text{ is the conformal weight of the corresponding free field.})\) They have the same form as general free field equations in D dimensions, but with 4D spin replaced with 6D, momentum \(p_a\) replaced with \(Y_A\), etc.

For example, a p-form in D=4 becomes a 6D (p+1)-form: Thus a 4D selfdual 2-form becomes a 6D selfdual 3-form. Solution of the constraints in reducing from D=6 to 4 is similar to solving free field equations in momentum space, reducing from D=4 to 2 transverse. So a 6D 3-form Abelian Maxwell field strength would reduce to a 4D 2-form off shell, which in turn would reduce to a 2D 1-form on-shell gauge field. (The 6D Maxwell field strength in 6D-vector notation is \(Y_{[\alpha B A]C} = \frac{1}{2} L_{[\alpha B A]C}, Y \cdot A = 0\).)

Rather than giving further details on this lightcone style reduction from D=6 to 4, we instead give the simpler, manifestly conformal twistor solution in the general case:
\[ \Phi_{\Lambda \cdots \Lambda} = \lambda_{\Lambda \cdots \Lambda} \bar{\lambda}_{\Lambda \cdots \Lambda} \Phi_{\Lambda \cdots \Lambda} \]
where the operators are totally symmetric in all lower indices, and in all upper indices.

(Because of the constraint, any antisymmetric pair of 6D indices can be factorized as a \( Y \).) For example, the 6D 2-form \( \Phi_{MN} \) reduces to the 4D vector \( \Phi_{\alpha \beta} \), and the selfdual part of the 3-form \( \Phi^{MN} \) reduces to the 4D selfdual part of the 2-form \( \Phi^{\alpha \beta} \).

In practice, we simply start with operators carrying local 4D indices. This manifestly preserves conformal invariance because these indices transform only under the local tangent-space SL(2,C) (and scale) and not under the global conformal SU(2,2).

Since only \( u \) and \( \bar{u} \), not \( x \), transform under the local tangent-space symmetries (especially 4D Lorentz), the operators with local indices can then be related to 4D operators as

\[
\Phi_{\bar{\alpha}_{\gamma}...\bar{\beta}_{\delta}}(u, \bar{u}, x) = e^{-\tilde{\delta}} \bar{u}_{\bar{\alpha}}^{\bar{\gamma}}...\bar{u}_{\bar{\beta}}^{\bar{\delta}} u^{\alpha}_\sigma u^{\beta}_\tau \phi_{\mu...\nu}(x)
\]

where \( \tilde{\delta} \) is the weight \( \delta + (\frac{1}{2} \text{ the number of indices}) \), because \( u \) and \( \bar{u} \) implicitly contain a \( \sqrt{e} \). We have used the slight trick of replacing \( u^{-1} \)'s with \( u \)'s via

\[
u^{-1} = Cu^T C/det(u)
\]

The (nonlinear) conformal transformation of \( \phi \) follows from those of \( u \) and \( \bar{u} \), and the fact that \( \Phi \) is a conformal scalar. Thus \( u \) and \( \bar{u} \) are like vielbeins that convert “flat” indices \( \alpha, \bar{\alpha} \) of the SL(2,C) tangent space to “curved” indices \( \mu, \bar{\mu} \) of the coordinates \( x^{\mu\bar{\nu}} \). (Similar remarks apply to tangent-space scale symmetry and \( e = det(u) = det(\bar{u}) \).)

**Correlators**

In the usual approach, correlators for scalars are constructed from inner products \( Y_i \cdot Y_j \), replacing the condition of conformal invariance with the simpler one of local scale invariance. (Equivalently, one could use \( e_i e_j (x_i - x_j)^2 \) directly.) But for correlators with spin, there is still the construction of covariants with various types of indices, carried by \( Y \)'s, satisfying the constraints (but even that is simpler in spinor notation). The twistor method is simpler, since there are only 2-component SL(2,C) indices to deal with, rather than 4-component SU(2,2), and no constraints, although there is now the local Lorentz invariance to preserve.

We first note that conformal invariants are all of the form

\[
\lambda \bar{\lambda} = u'(x - x') \bar{u}
\]
These are $2 \times 2$ matrices. Their free indices are local, and can be identified with those on the operators. In particular, we can take the determinant

$$
\det(\lambda \bar{\lambda}) = \det(u') \det(x - x') \det(\bar{u}) = \frac{1}{2} ee'(x - x')^2 = -Y \cdot Y'
$$

The entire procedure is then to take these invariants

$$u'(x - x') \bar{u} \quad \text{(or } ee'(x - x')^2\text{)}$$

and match factors of $u$ and $\bar{u}$ (and their determinant $e$) at each point with those in the operators $\Phi$, as they appear in their relation to $\phi$. For example, for the general 2-point correlator [5] the result can be seen immediately by inspection: After peeling off the $u$'s, $\bar{u}$'s, and $e$'s,

$$\langle \phi_{\mu \ldots \nu}^\sigma(x) \phi_{\mu' \ldots \nu'}^{\sigma'}(0) \rangle \sim \frac{x^{(\sigma \ldots \nu \ldots \sigma') \rho \rho'}(x - x')}{(x^2)^{\delta}}$$

In particular, this can be related to the more cumbersome 4D vector notation with a little algebra: For example, for the case of the vector,

$$\langle \phi_{\mu}(x) \phi_{\nu}(0) \rangle \sim x^\mu x^\nu = x^{\mu} \bar{\rho} x^\nu_{\rho} - \frac{1}{2} C^{\mu \nu} \bar{C}_{\rho \delta} x^2 = x^a x^b - \frac{1}{2} \eta^{ab} x^2$$

**Further reading**

The generalization to the supersymmetric case (along with its relation to the similar coset approach) was reviewed in [6] (of which this paper is basically a truncation to the nonsupersymmetric case), with references to earlier work, and to the coset approach. The coset approach was applied to $N=4$ supersymmetric correlators in [7]. Recently similar results were found using the embedding approach for $N=1$ [8].

**Summary**

The easiest way to treat spin for conformal symmetry is to begin with operators carrying local 4D 2-component spinor indices. There are no constraints to solve, and (as usual) the 2-component spinor algebra is easier than the alternatives. Generalization to supersymmetry involves mostly just an extension of the range of indices.
**Added note**

Finally we give a brief “review” of the generalization to superspace. (The real analytic case was reviewed in [6].) We again construct 6D (super)twistors as rectangular matrices, now with 1 global (P)SU(2,2|N) and 1 local GL(2|n,C) index for the defining representations, where n ≤ N/2. The 3 most important cases are

\[
\begin{align*}
\text{chiral} & : \ n = 0 \\
\text{chiral analytic} & : \ n = \frac{N - 1}{2}, \quad N \text{ odd} \\
\text{real analytic} & : \ n = \frac{N}{2}, \quad N \text{ even}
\end{align*}
\]

We start with a \((2|n)\times(4|N)\) matrix \(\lambda\) and define its charge conjugate \(\bar{\lambda}\) using the U(2,2|N) metric \(\Upsilon\):

\[
\bar{\lambda} \equiv \Upsilon \lambda^\dagger
\]

(Due to the huge number of types of indices in the general case, in this section we stick to matrix notation.) The solution to the constraint

\[
\lambda \bar{\lambda} = 0
\]

is then

\[
\lambda = u \left( I \quad -\bar{w} \quad -w + \frac{1}{2} \bar{w} \bar{w} \right), \quad \bar{\lambda} = \left( \begin{array}{c}
w + \frac{1}{2} \bar{w} \bar{w} \\
\bar{w} \\
I \end{array} \right) \bar{u}
\]

where the size and content of each submatrix are

| submatrix | size | \(x's\) | \(\theta's\) | \(\bar{\theta}'s\) | \(y's\) |
|-----------|------|---------|-------------|-------------|---------|
| \(u, \bar{u}\) | \((2|n)^2\) | \(\text{gauge}\) | | | |
| \(w\) | \((2|n)^2\) | 4 | 2\(n\) | 2\(n\) | \(n^2\) |
| \(\bar{w}\) | \((2|n)\times(0|N-2n)\) | 0 | 2\((N-2n)\) | 0 | \(n(N-2n)\) |
| \(\bar{\bar{w}}\) | \((0|N-2n)\times(2|n)\) | 0 | 0 | 2\((N-2n)\) | \(n(N-2n)\) |

(The \(y's\) are R-symmetry coordinates.) Whereas \(u, \bar{u}\) and \(\bar{w}, \bar{\bar{w}}\) are charge conjugate pairs, \(w\) is self-conjugate and square. The above solution is in the real representation; for the chiral and antichiral representations we make the replacements:

\[
\text{chiral} : \ w \to w + \frac{1}{2} \bar{w} \bar{w} \\
\text{antichiral} : \ w \to w - \frac{1}{2} \bar{w} \bar{w}
\]

For the real analytic case, there is no \(\bar{w}\): Operators can be taken to depend on either \(\lambda\) or \(\bar{\lambda}\) (and thus only \(w\), up to a coordinate gauge transformation). In the other cases,
there are chiral (analytic) operators that depend only on \( \lambda \) \((w\text{ and }\bar{w})\), and antichiral (analytic) operators that depend on only \( \bar{\lambda} \) \((w\text{ and }\bar{w})\), with corresponding restrictions on 4D (local) indices. But there are also operators that depend on the union of these 2 spaces \((\text{i.e., }\lambda, \bar{\lambda}, \text{ or } w, \bar{w}, \bar{\bar{w}})\), such as the product of chiral (analytic) and antichiral (analytic) operators. This larger space is the usual full superspace (without y’s) for the chiral (not analytic) case. For the special case of N=3 super Yang-Mills, the field strength lives on the chiral analytic space, while the prepotentials live on the larger superspace [9].

Conformal invariants are all constructed from the \((2|n)^2\) matrices

\[
\lambda' \bar{\lambda} = u'(w - w' - \bar{w}' \bar{w} + \frac{1}{2} \bar{w}' \bar{w} + \frac{1}{2} \bar{w}' \bar{w}') \bar{u}
\]

Thus there is translation invariance in all the 4D coordinates in the real analytic case. In the other cases, we can drop the 2 latter terms if the latter (primed) coordinates are put in the chiral representation, and the former (unprimed) in the antichiral (which is useful only if the corresponding operators live on the corresponding chiral/antichiral superspaces). As before, a scalar invariant is the superdeterminant of this expression. It gives the free propagators for scalar field strengths for N=0,1,2,3,4 in appropriate superspaces. As usual, for other scalar operators we can take appropriate powers of it, restricted by scale weight (i.e., canceling e’s), to find general multi-point correlators. Except for N=0 or 4, there is a U(1) in the local group that restricts correlators for operators that live in the larger (chiral + antichiral) spaces.

A particularly simple case is chiral (not analytic) operators, which are known to carry only undotted spinor indices and no R-symmetry indices. This ties in directly with the supertwistor construction, since \( \lambda \) (chiral) carries only undotted \( \text{SL}(2,\mathbb{C}) \) indices, while \( \bar{\lambda} \) (antichiral) carries only dotted. Thus the general chiral-antichiral 2-point correlator is again obvious:

\[
\langle \phi^{\mu...\nu}(x, \theta) \bar{\phi}_{\delta...\tau}(x', \bar{\theta}') \rangle \sim \frac{\hat{x}^{(\mu...\nu)}_{\delta...\tau}}{(\hat{x}^2)^{\delta}}
\]

where \( \hat{x} \) is the \(2\times2\) matrix given above \((x - x' + \theta \bar{\theta}' \text{ in the chiral representation for }\phi, \text{ antichiral for }\bar{\phi})\). Similar remarks apply to chiral analytic operators, but instead of \(\text{SL}(2,\mathbb{C})\) indices they carry \(\text{SL}(2|\frac{N-1}{2},\mathbb{C})\) indices: For example, for N=3, these are \(\text{SL}(2|1,\mathbb{C})\) indices, consisting of an undotted spinor index together with a single-valued R-symmetry index (and the charge conjugate for antichiral analytic). These replace the indices in the 2-point correlator above, while \( \hat{x} \) itself is replaced with \( w - w' + \bar{w}' \bar{w}' \) in the (anti)chiral analytic representation.
Acknowledgment

This work is supported in part by National Science Foundation Grant No. PHY-0969739.

REFERENCES

1. P.A.M. Dirac, *Ann. Math.* **37** (1936) 429;
   H.A. Kastrup, *Phys. Rev.* **150** (1966) 1183;
   G. Mack and A. Salam, *Ann. Phys.* **53** (1969) 174;
   S. Adler, *Phys. Rev.* **D6** (1972) 3445;
   R. Marnelius and B. Nilsson, *Phys. Rev.* **D22** (1980) 830.

2. M.F. Atiyah and R.S. Ward, *Comm. Math. Phys.* **55** (1977) 117;
   M.F. Atiyah, V.G. Drinfel’d, N.J. Hitchin, and Yu.I. Manin, *Phys. Lett.* **65A** (1978) 185;
   E. Corrigan, D. Fairlie, P. Goddard, and S. Templeton, *Nucl. Phys.* **B140** (1978) 31;
   N.H. Christ, E.J. Weinberg, and N.K. Stanton, *Phys. Rev.* **D18** (1978) 2013;
   M.F. Atiyah, *Geometry of Yang-Mills fields* (Scuola Normale Superiore, Pisa, 1979);
   V.E. Korepin and S.L. Shatashvili, *Math. USSR Izvestiya* **24** (1985) 307.

3. W. Siegel, *Phys. Rev.* **D47** (1993) 2512 [arXiv:hep-th/9210008]; *Phys. Rev.* **D52** (1995) 1042 [arXiv:hep-th/9412011].

4. W. Siegel, *Introduction to string field theory* (World Scientific, 1988),
   [arXiv:hep-th/0107094], sect. 2.2.

5. D. Simmons-Duffin, [arXiv:1204.3894] [hep-th].

6. W. Siegel, [arXiv:1005.2317] [hep-th].

7. P.S. Howe and P.C. West, *Int. J. Mod. Phys.* **A14** (1999) 2659 [arXiv:hep-th/9509140];
   *Phys. Lett.* **B400** (1997) 307 [arXiv:hep-th/9611075];
   B. Eden, P.S. Howe, and P.C. West, *Phys. Lett.* **B463** (1999) 19 [arXiv:hep-th/9905085].

8. W.D. Goldberger, W. Skiba, and M. Son, [arXiv:1112.0325] [hep-th].

9. A. Galperin, E. Ivanov, S. Kalitsyn, V. Ogievetsky, and E. Sokatchev, *Class. Quant. Grav.* **2** (1985) 155;
   A.S. Galperin, E.A. Ivanov, and V.I. Ogievetsky, *Sov. J. Nucl. Phys.* **46** (1987) 543
   [Yad. Fiz. **46** (1987) 948];
   F. Delduc and J. McCabe, *Class. Quant. Grav.* **6** (1989) 233.