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Abstract

The development of neural networks for clinical artificial intelligence (AI) is reliant on interpretability, transparency, and performance. The need to delve into the black-box neural network and derive interpretable explanations of model output is paramount. A task of high clinical importance is predicting the likelihood of a patient being readmitted to hospital in the near future to enable efficient triage. With the increasing adoption of electronic health records (EHRs), there is great interest in applications of natural language processing (NLP) to clinical free-text contained within EHRs. In this work, we apply InfoCal (Sha et al., 2020), the current state-of-the-art model that produces extractive rationales for its predictions, to the task of predicting hospital readmission using hospital discharge notes. We compare extractive rationales produced by InfoCal to competitive transformer-based models pretrained on clinical text data and for which the attention mechanism can be used for interpretation. We find each presented model with selected interpretability or feature importance methods yield varying results, with clinical language domain expertise and pretraining critical to performance and subsequent interpretability.
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1. Introduction

The use of machine learning in clinical settings is becoming widespread, and with the adoption of electronic health records (EHRs) has produced big health data and been opened to modern machine learning approaches (Jiang et al., 2017; Vaci et al., 2020). Whilst ubiquitous, there is still a relative lack of uptake in the use of machine learning in live clinical settings, with neural networks often labelled black boxes. The transparency and explainability of neural networks is critical to trust and acceptance in clinical environments as useful tools.

Research has sought to provide improved interpretability of NLP models using methods to derive extractive rationales for neural networks predictions by the model itself (Bastings et al., 2019; Lei et al., 2016; Sha et al., 2020). The aim of rationale production is to increase explainability of models by extracting the minimal crucial input required to make a class prediction. In NLP, the rationales are subsets of the input text which maintain predictive power. One of the ways rationales have been achieved is by creating a two-module network, i.e., a selector followed by a predictor, which are trained jointly (Lei et al., 2016). Given an input $x$, the selector picks a subset of the input features $r(x)$ (the rationale) by specifying a distribution over the possible rationales. The predictor acts as a standard classifier, taking as input $r(x)$ and predicting a class $\hat{y}$ to compare with the ground truth class $y$. Sha et al. (2020) proposed InfoCal, an im-
proven type of selector-predictor model that uses an information calibration technique and an additional guider module trained jointly with the selector and predictor in an adversarial manner. InfoCal achieves the current state-of-the-art in rationale extraction on tasks such as sentiment analysis and legal judgment prediction, hence we are interested to see how it performs in the medical domain.

In this work, we apply InfoCal to the task of predicting hospital readmission from EHRs (Johnson et al., 2016). We compare InfoCal with clinical domain Bidirectional Encoder Transformer (BERT) models, ClinicalBERT (Huang et al., 2019) and BioClinicalBERT (Alsentzer et al., 2019). Additionally we compare InfoCal extractive rationales with importance features in the BERT models via self-attention and layerwise relevance propagation (LRP). We find that the BERT models outperform InfoCal on the classification task, but has a relatively limited mechanism for interpretability in the form of self-attention. InfoCal was able to produce extractive rationales which reach baseline performance on the classification task, and we argue the difficulty lies in the domain expertise created by pretraining present in the BERT based models.

3. Experiments

Dataset. We use the Medical Information Mart for Intensive Care III (MIMIC-III) (Johnson et al., 2016), a widely-used, freely available dataset developed by the MIT Lab for Computational Physiology. It comprises of de-identified health data associated with 38,597 critical care patients and 58,976 intensive care unit (ICU) admissions at the Beth Israel Deaconess Medical Center between 2001 and 2012. It includes demographics, vital signs, laboratory tests, medications, caregiver notes, imaging reports, and mortality in and out of hospital. Our task is to predict the likelihood of an individual patient being re-admitted to the hospital within 30 days of their initial entry to the ICU. To model only unexpected readmission, we exclude any patients who revisited the hospital due to a scheduled appointment. Any admissions with deaths are also removed, and we limit the cohort to non-newborns only, because newborn patients are routinely transferred and discharged frequently, leading to a different distribution of clinical notes and readmission when compared with the general population. The final study cohort contains 34,560 patients with 2,963 positive readmission labels and 42,358 negative readmission labels.

InfoCal. This is a modular architecture that utilises adversarial training and information bottleneck to produce extractive rationales to justify the models’ predictions. A top-level overview is provided, see Fig.1. The key components are the selector, guider, predictor, and discriminator modules. The goal of the selector and guider is to generate a subset of features or tokens to provide to the predictor using the information bottleneck technique. These selected features are further calibrated through training or fooling a discriminator model via adversarial training. The discriminator is attempting to distinguish the generated features in the selector model from the full set given to the guider model. The goal is to encourage the selected features to contain minimal yet sufficient information from the full set. An important note here is that the original InfoCal paper had also used a pretrained language model regularizer.
to encourage fluency and coherence in extracted rationales, whereby the rationales produced incurred a higher loss if they did not conform with the language models representation of the corpus: however, this reduced performance in our case, thus was omitted.

Figure 1: Architecture of InfoCal. The grey boxes are the loss functions, with the red arrows indicating data required to calculate loss. Taken from (Sha et al., 2020)

For a full overview of the model architecture and mathematical foundations, please see (Sha et al., 2020). For training details, see appendix.

BERT models. We use two pretrained Bidirectional Encoder Representations from Transformer (BERT) models; ClinicalBERT (Huang et al., 2019), pretrained on MIMIC III clinical text only, initialised from the original BERT model (Devlin et al., 2019) and BioClinicalBERT (Alsentzer et al., 2019), pretrained on all MIMIC III notes data, but initialised from BioBERT (Lee et al., 2019), for further details see appendix.

Baseline models. The following machine learning models were also trained on the classification task to compare with the neural networks performance: logistic regression, random forest, and xgboost. Features to the model were bag of words vector representations of token sequences, for details see appendix.

4. Results

Evaluation metrics for ClinicalBERT (Huang et al., 2019), BioClinicalBERT (Clark et al., 2019), InfoCal (Sha et al., 2020), and the baseline models are presented in Table 1. A simple visual comparison of interpretability techniques applied to ClinicalBERT and our InfoCal derived features or rationale is presented in Table 2. The techniques used for ClinicalBERT involve looking at self-attention weights of particular layers with respect to the input tokens (Devlin et al., 2019; Huang et al., 2019; Clark et al., 2019), and layer-wise relevant propagation, which captures the influence of each input on the model output through back-propagation (Bach et al., 2015), see appendix for further details.

5. Discussion

Predicting hospital readmission. The novel InfoCal model achieved results in line with much simpler baseline models and the literature (Huang et al., 2019; Barbieri et al., 2020). However, the ClinicalBERT model still outperforms all models significantly. Although, it must be stated that the reported performance of InfoCal reflects predictions based solely on the generated rationale as input to the classifier, which was, on average, substantially fewer tokens than the raw input used by other models presented. We suggest that the relative inability to apply InfoCal to a clinical domain task is due to the lack of medical text pre-training, and also the underlying word vector embeddings and predictor model used.

Explaining predictions. Each of the presented interpretability methods shown in Table 2 highlight a number of tokens as most important in the models processing and subsequent output. There is some overlap, but it is interesting to see how different approaches yield different features. For the ClinicalBERT model, we explored self-attention weights and layer-wise relevance propagation, which both work in a layer-by-layer manner, and are post-hoc. Self-attention visualisations highlight the attention weights between tokens in the input sequence and can provide insight into the language representation of the BERT model, but do not necessarily highlight direct links between input and classification output. Layer-wise Relevance Propagation (LRP) on the other hand acts like a forward pass in reverse, using the weights and neuron activation as a signal of specific input relevance to the final output (Bach et al., 2015; Arras et al., 2016). Both approaches are utilising the entire input sequence, and provide quite intuitive results, although there are doubts to the usefulness of attention weights as explainability metrics (Wiegreffe and Pinter, 2019). Furthermore, with large models such as BERT, using LRP can become quite challenging, with a need to design appropriate propagation rules for different neural network layers (Montavon et al., 2019). We argue mod-
Table 1: Evaluation metrics of each model. Area under the curve (AUC), area under the precision-recall curve (AUPRC), recall at precision 80 (R80), and F1-Macro scores are presented.

| Model                  | WordEmbedding | AUC  | AUPRC | R80  | F1-Macro |
|------------------------|---------------|------|-------|------|----------|
| clinical-BERT          | clinical-BERT | 0.805| 0.793 | 0.438| 0.702    |
| BioClinicalBERT        | BioClinicalBERT| 0.723| 0.681 | 0.124| 0.663    |
| Logistic Regression    | Bag of words  | 0.702| 0.664 | 0.189| 0.641    |
| Random Forest          | Bag of words  | 0.703| 0.686 | 0.234| 0.643    |
| XGBoost                | Bag of words  | 0.702| 0.681 | 0.053| 0.633    |
| Info-Cal               | word2vec      | 0.689| 0.688 | 0.152| 0.644    |

Table 2: Comparison of different model derived explanations for an example clinical discharge passage. The selected tokens, highlighted in blue, were those given most weight, or attention by the model in the case of ClinicalBERT, and the selected features or rationale in the case of InfoCal.

| Model                  | Prediction             | Sample text                                                                 |
|------------------------|------------------------|------------------------------------------------------------------------------|
| clin-BERT with self-attention | Readmission            | Has experienced acute on chronic **diastolic** heart failure in the setting of volume overload due to his sepsis **prescribed warfarin** due to high sys blood pressure 160 setting |
| clin-BERT with LRP     | Readmission            | Has experienced acute on chronic **diastolic** heart failure in the setting of volume **overload** due to his sepsis **prescribed warfarin** due to high sys blood pressure 160 **setting** |
| Info-Cal ratio-nales   | Readmission            | Has experienced acute on chronic **diastolic** heart failure in the setting of volume overload due to his sepsis **prescribed warfarin** due to high sys blood pressure 160 **setting** |

With extractive rationales extracted and used by the model. But it is clear the state-of-the-art performance of InfoCal in other domains, did not transfer to the clinical domain and task presented. Further work is needed to extend the presented results, for instance, to improve medical domain performance, components of the InfoCal architecture could be integrated with BERT models. There is a strong possibility that the performance shown by the BERT models is transferable to the InfoCal architecture. Whether or not InfoCal can simply be plugged into a BERT model remains to be seen. To fully investigate the usefulness and interpretability of a models supposed explanations or feature salience will likely require the production of clinician derived ground truths.

Acknowledgments

NT is supported by the EPSRC Center for Doctoral Training in Health Data Science (EP/S02428X/1),
Rationale production to support clinical decision-making

DWJ, ANH and AK are supported by the National Institute for Health Research (NIHR) Artificial Intelligence for Health and Social Care Award (AI-AWARD02183).

References

Emily Alsentzer, John R. Murphy, Willie Boag, Wei-Hung Weng, Di Jin, Tristan Naumann, and Matthew B. A. McDermott. Publicly available clinical bert embeddings. 4 2019. URL http://arxiv.org/abs/1904.03323.

Yasmeen Alufaisan, Laura R. Marusich, Jonathan Z. Bakdash, Yan Zhou, and Murat Kantarcioglu. Does explainable artificial intelligence improve human decision-making? Proceedings of the AAAI Conference on Artificial Intelligence, 35(8):6618–6626, May 2021. URL https://ojs.aaai.org/index.php/AAAI/article/view/16819.

Leila Arras, Franziska Horn, Grégoire Montavon, Klaus-Robert Müller, and Wojciech Samek. Explaining predictions of non-linear classifiers in NLP. In Proceedings of the 1st Workshop on Representation Learning for NLP, pages 1–7, Berlin, Germany, August 2016. Association for Computational Linguistics. doi: 10.18653/v1/W16-1601. URL https://aclanthology.org/W16-1601.

Sebastian Bach, Alexander Binder, Grégoire Montavon, Frederick Klauschen, Klaus Robert Müller, and Wojciech Samek. On pixel-wise explanations for non-linear classifier decisions by layer-wise relevance propagation. PLoS ONE, 10, 7 2015. ISSN 19326203. doi: 10.1371/journal.pone.0130140.

Yuval Barak-Corren, Victor M. Castro, Solomon Javitt, Alison G. Hoffmagle, Yael Dai, Roy H. Perlis, Matthew K. Nock, Jordan W. Smoller, and Ben Y. Reis. Predicting suicidal behavior from longitudinal electronic health records. American Journal of Psychiatry, 174:154–162, 2 2017. ISSN 15357228. doi: 10.1176/appi.ajp.2016.16010077.

Sebastiano Barbieri, James Kemp, Oscar Perez-Concha, Sradha Kotwal, Martin Gallagher, Angus Ritchie, and Louisa Jorm. Benchmarking deep learning architectures for predicting readmission to the icu and describing patients-at-risk. Scientific Reports, 10, 12 2020. ISSN 20452322. doi: 10.1038/s41598-020-58053-z.

Jasmijn Bastings, Wilker Aziz, and Ivan Titov. Interpretable neural predictions with differentiable binary variables. In Proceedings of the 57th Annual Meeting of the Association for Computational Linguistics, pages 2963–2977, Florence, Italy, July 2019. Association for Computational Linguistics. doi: 10.18653/v1/P19-1284. URL https://aclanthology.org/P19-1284.

Kevin Clark, Urvashi Khandelwal, Omer Levy, and Christopher D. Manning. What does bert look at? an analysis of bert’s attention. 6 2019. URL http://arxiv.org/abs/1906.04341.

Jacob Devlin, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova. Bert: Pre-training of deep bidirectional transformers for language understanding. 2019.

Fei Jiang, Yong Jiang, Hui Zhi, Yi Dong, Hao Li, Sufeng Ma, Yilong Wang, Qiang Dong, Haipeng Shen, and Yongjun Wang. Artificial intelligence in healthcare: Past, present and future. Stroke and Vascular Neurology, 2:230–243, 12 2017. ISSN 20598696. doi: 10.1136/svn-2017-000101.

Alistair E.W. Johnson, Tom J. Pollard, Lu Shen, Li Wei H. Lehman, Mengling Feng, Mohammad Ghassemi, Benjamin Moody, Peter Szolovits, Leo Anthony Celi, and Roger G. Mark. Mimic-iii, a freely accessible critical care database. Scientific Data, 3, 5 2016. ISSN 20524463. doi: 10.1038/sdata.2016.35.

Harmanpreet Kaur, Harsha Nori, Samuel Jenkins, Rich Caruana, Hanna Wallach, and Jennifer Wortman Vaughan. Interpreting interpretability: Understanding data scientists’ use of interpretability tools for machine learning. In Proceedings of the 2020 CHI Conference on Human Factors in Computing Systems, pages 1–14, 2020.

Andrey Kormilitzin, Nemanja Vaci, Qiang Liu, and Alejo Nevado-Holgado. Med7: a transferable clinical natural language processing model for electronic health records. 3 2020. URL http://arxiv.org/abs/2003.01271.
Jinsa Kuruvilla and K. Gunavathi. Lung cancer classification using neural networks for ct images. Computer Methods and Programs in Biomedicine, 113:202–209, 1 2014. ISSN 01692607. doi: 10.1016/j.cmpb.2013.10.011.

Jinhyuk Lee, Wonjin Yoon, Sungdong Kim, Donghyeon Kim, Sunkyu Kim, Chan Ho So, and Jaewoo Kang. BioBERT: a pre-trained biomedical language representation model for biomedical text mining. Bioinformatics, 36(4):1234–1240, 09 2019. ISSN 1367-4803. doi: 10.1093/bioinformatics/btz682. URL https://doi.org/10.1093/bioinformatics/btz682.

Eric Lehman, Jay DeYoung, Regina Barzilay, and Byron Wallace. Inferring which medical treatments work from reports of clinical trials. pages 3705–3717, 01 2019. doi: 10.18653/v1/N19-1371.

Tao Lei, Regina Barzilay, and Tommi Jaakkola. Rationalizing neural predictions. In Proceedings of the 2016 Conference on Empirical Methods in Natural Language Processing, pages 107–117, Austin, Texas, November 2016. Association for Computational Linguistics. doi: 10.18653/v1/D16-1011. URL https://aclanthology.org/D16-1011.

Yikuan Li, Shishir Rao, Jose Roberto Ayala Solares, Abdelali Hassaine, Rema Ramakrishnan, Dexter Canoy, Yajie Zhu, Kazem Rahimi, and Gholamreza Salimi-Khorshidi. Behat: transformer for electronic health records. Scientific reports, 10(1):1–12, 2020.

Grégoire Montavon, Alexander Binder, Sebastian Lapuschkin, Wojciech Samek, and Klaus-Robert Müller. Layer-Wise Relevance Propagation: An Overview, pages 193–209. Springer International Publishing, Cham, 2019. ISBN 978-3-030-28954-6. doi: 10.1007/978-3-030-28954-6_10. URL https://doi.org/10.1007/978-3-030-28954-6_10.

Grégoire Montavon, Wojciech Samek, and Klaus Robert Müller. Methods for interpreting and understanding deep neural networks. Digital Signal Processing: A Review Journal, 73:1–15, 2 2018. ISSN 10512004. doi: 10.1016/j dsp.2017.10.011.

James Mullenbach, Sarah Wiegreffe, Jon Duke, Jimeng Sun, and Jacob Eisenstein. Explainable prediction of medical codes from clinical text. CoRR, abs/1802.05695, 2018. URL http://arxiv.org/abs/1802.05695.

Tristan Naumann and William Boag. What’s in a note? unpacking predictive value in clinical note representations, 2020. URL https://physionet.org/content/what-is-in-a-note/.

Lei Sha, Oana-Maria Camburu, and Thomas Lukasiewicz. Learning from the best: Rationalizing prediction by adversarial information calibration. 12 2020. URL http://arxiv.org/abs/2012.08884.

Nemanja Vaci, Qiang Liu, Andrey Kornmilitzin, Franco De Crescenzo, Ayse Kurtulmus, Jade Harvey, Bessie O’Dell, Simeon Innocent, Anneka Tomlinson, Andrea Cipriani, et al. Natural language processing for structuring clinical text data on depression using uk-cris. Evidence-based mental health, 23(1):21–26, 2020.

Yanshan Wang, Sijia Liu, Naveed Afzal, Majid Rastegar-Mojarad, Liwei Wang, Feichen Shen, Paul Kingsbury, and Hongfang Liu. A comparison of word embeddings for the biomedical natural language processing. Journal of Biomedical Informatics, 87:12–20, 11 2018. ISSN 15320464. doi: 10.1016/j.jbi.2018.09.008.

Wei Hung Weng, Kavishwar B. Wagholikar, Alexa T. McCray, Peter Szolovits, and Henry C. Chueh. Medical subdomain classification of clinical notes using a machine learning-based natural language processing approach. BMC Medical Informatics and Decision Making, 17, 12 2017. ISSN 14726947. doi: 10.1186/s12911-017-0556-8.

Sarah Wiegreffe and Yuval Pinter. Attention is not explanation. In Proceedings of the 2019 Conference on Empirical Methods in Natural Language Processing and the 9th International Joint Conference on Natural Language Processing (EMNLP-IJCNLP), pages 11–20, Hong Kong, China, November 2019. Association for Computational Linguistics. doi: 10.18653/v1/D19-1002. URL https://www.aclweb.org/anthology/D19-1002.

Appendix A. Training details

A.1. InfoCal - Word embeddings and training details

The InfoCal model was trained for 100 epochs with a learning rate initialized at 0.001 and scheduled
to decay by 0.01 every 25 epochs. The predictor model $P_{red_{sym}}$ and guider model $P_{red_{G}}$ both used recurrent-neural-networks (RNNs) as encoders outputting the final hidden state, with a single classification layer with sigmoid activation function at the end. Word embeddings for the entire network were pretrained 100 dimension word2vec embedding vectors using the gensim python library. See Fig.13 in appendix.

**Language model regularizer.** As stated in the text body, the original InfoCal paper had pretrained a language model on their domain corpuses to act as a regularization technique. The extracted rationales were presented to the pretrained language model during training, whereby loss would decrease if words conformed with the language model. The idea being that the language models has a general representation of the order of words in that domain, and a rationale that incurs a high loss would imply a reduction in fluency and comprehensiveness.

**A.2. BERT model training details**

**Models.** The presented BERT models utilised in this work were ClinicalBERT (Huang et al., 2019) and BioClinicalBERT (Clark et al., 2019). ClinicalBERT is initialised from one of the original BERT models produced called "bert-base-uncased" (Devlin et al., 2019), and pretrained further using clinical text from MIMIC III. BioClinicalBERT was similarly pretrained using clinical text from MIMIC III, but initialised from BioBERT, which had been trained on a much larger medical text corpus of approximately 17 billion words derived from PubMed abstracts and PMC full text articles (Lee et al., 2019).

**Training.** Once pre-training has taken place, the models weights are saved and can be loaded and adapted to any applicable downstream task. The typical approach for developing a BERT classifier from pretrained weights is to add an additional fully-connected layer on top, with the output dependent on the number of classes or task at hand, as in any standard neural network classifier. With the pretrained clinicalBERT and BioClinicalBERT models, we add a classification head on top, consisting of 3 layers with the following dimensions: 768x2048, 2048768, 768x1. Learning rate was set to $2\times10^{-5}$. Typically on fine-tuning tasks, BERT models can overfit very quickly, therefore we train for minimal epochs using validation accuracy and loss for early stopping.

**A.3. Baseline models**

Using the scikit-learn python package, we produce a bag of words (BoW) feature extractor to produce token sequence vector representations with an N-gram size of 1 (word level). All models are initialised using default hyperparameters produced by the scikit-learn package.

**Appendix B. Interpretability methods**

**B.1. Self-attention**

The attention function in BERT models uses the encoded embeddings associated with each token in the input sequence. A set of queries, keys, and values are constructed by multiplying each embedding by a learned set of weights. These queries, keys and values are passed to the attention function. The attention function outputs a weighted combination of values for each single query. This function has been shown to capture long-range interactions between any elements in the input sequence up to 512 tokens. With queries, keys, and values denoted as $Q$, $K$, and $V$ respectively, the attention function is as follows:

$$Attention(Q, K, V) = \text{softmax}(\frac{QK^T}{\sqrt{d}}V) \quad (1)$$

**B.2. Layerwise Relevance Propagation**

There has been a modest boom in explainable machine learning (XML) publications addressing the interpret-ability of common neural network architectures. One popular approach is layer-wise relevance propagation (LRP) (Bach et al., 2015; Arras et al., 2016; Montavon et al., 2018). Briefly, LRP attempts to highlight the influence or relevance of individual input features on the final output of the model. Let’s say that a classifier is attempting to map a prediction $f(x)$ to an input $x$, LRP creates a decomposition of $f(x)$ as a sum of differential terms of the separate input dimensions of $x$. This decomposition is produced by a backward pass on the neural network, with each neurons associated relevance (magnitude of contribution) redistributed to preceding neurons. LRP is described as a conservative technique whereby the output $y$ is conserved through the backward pass and equal to the sum of the relevance mapping $R$ of the input.
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\[ R_j = \sum_k \frac{a_j w_{jk}}{\sum_{0,j} a_j w_{jk}} R_k \] (2)

The calculation the relevance of each neuron associated with an output back to its input, the following LRP rule is followed iteratively, whereby the influence of neuron \( j \) on neuron \( k \) is calculated. Where \( a \) denotes the activation of the neuron and \( w \) the weight applied between the two neurons. (for full details see (Bach et al., 2015)).

Appendix C. Rationales

Figure showing the proportion of full input sequence selected as rationale by InfoCal for model decisions: true positives, false positives, true negatives, and false negatives.

Figure 2: Overlapping histograms of the proportion of chosen words from the original text input that make up the rationale grouped by the classification result: True positive, False positive, True negative, False negative