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Abstract: The scaling of large structures to investigate their aerodynamics in wind tunnels is a common and robust procedure to estimate important magnitudes, including pressure coefficients. Different aspects can affect the estimation of pressure coefficients; four examples are the non-dimensionalization, blockage, non-stationarity, and non-Gaussianity of the wind tunnel velocity. This paper shows the variability of pressure coefficients due to these four aspects for the case study of a closed box section of a suspended bridge. It was estimated that the pressure coefficients of similar pressure taps vary significantly due to different sets of wind velocity time history used to non-dimensionalize the wind tunnel pressures. In addition, the stationarity of the wind velocity process was not confirmed for all wind velocity sets and the non-Gaussianity of the wind velocity time history was confirmed.
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1. Introduction

Error propagation due to the small scale of experimental models is known to affect results at the prototype scale [1–6]. Uncertainty related to experiments with scaled models is an issue which is currently being discussed by the international scientific community [7]. One of the causes of this uncertainty is that codes of practice do not provide experimental protocols [8,9]. In the field of structural engineering, the scaling of prototypes is commonly used for lab investigations of magnitudes such as wind loads, vibrations, and comfort conditions [10,11]. In particular, a common practice in wind engineering is to use scale models for experimental campaigns in wind tunnels.

This paper is focused on wind tunnel tests to estimate pressure coefficients. The uncertainty related to the entire process of testing affects results at the prototype scale. Several approximations should be considered. Two of these are the geometry and the simulation of the environmental conditions. The first consists of the accuracy of the test model: its geometry, the roughness of its surface, and the number of details that are represented. The second consists of the wind velocity and turbulence simulation [12,13]. In particular, the pressure coefficient is non-dimensionalized on the wind tunnel velocity. Thus, to investigate the dependence on the Reynolds number, tests are repeated using different wind tunnel velocity sets. The kinetic pressure is estimated using the mean value of a wind tunnel time history assuming that it is stationary and Gaussian. However, the mean value is not always representative of the measured random process [7] and can affect the pressure coefficient calculation.

Based on the discussion of the uncertainty [14–19] related to the non-dimensionalization of pressure coefficients [20,21], a wind tunnel experimental campaign was proposed for closed box sections of a suspended bridge [22–25] carried out with the purpose to investigate the suspended bridge instability due to the wind action [26–34]. Section 2 discusses the setup of the experimental tests and the experimental error estimated by observing the stationarity, the Gaussianity [35–37], the fluctuation of the mean and standard deviation of
the wind tunnel velocity time histories, and the blockage effect [38–47]. Section 3 discusses the variability of the pressure coefficients due to non-dimensionalization.

2. Wind Tunnel Experimental Setup: Pressure Random Processes

The investigation of the variability of pressure coefficients due to the wind velocity time history resulting from non-dimensionalization is discussed based on the case study of a closed box section of a suspended bridge [3]. Figure 1 shows the two geometries of the closed box section tested in a wind tunnel and discussed in this paper.

Table 1 summarizes the geometrical parameters illustrated in Figure 2 [3,22–25]. Rizzo et al. 2018 [7] discussed the trend of the mean pressure coefficients for all fifteen angles of attack tested in a wind tunnel [3].

Table 1. Geometrical dimensions of the test models [3].

| Model | $h_1$  | $h_2$  | $d_1$  | $b_1$  | $d_2$  | $b_2$  |
|-------|--------|--------|--------|--------|--------|--------|
| Mod01 | 13     | 27     | 21     | 250    | 100    | 96     |
| Mod02 | 13     | 27     | 21     | 250    | 46     | 204    |

Figure 2. Experimental model during pressure tests [3].

2.1. Pressure Coefficient Estimation: Methodology

The pressure coefficients were estimated through experiments carried out in the CRIACIV (Inter-University Research Centre for Wind Engineering and Building Aerodynamics) boundary layer wind tunnel in Prato (Italy). This is an open-circuit wind tunnel with a reference test section, which is 2.42 m wide and 1.60 m high. The total length of the wind tunnel is about 22 m. The length of the test section was equal to 11.00 m. Wind speed is regulated both by adjusting the pitch of the ten-fan blades and by controlling the angular...
speed of the motor [3]. The maximum wind speed is about 30 m/s. The models were made of ABS (acrylonitrile butadiene styrene) and were horizontally placed in the wind tunnel. They were rigidly connected to a support system, composed of rigid arms, as illustrated in Figure 2 [3]. The sampling frequency during the tests was 497.8 Hz and the acquisition time was 60 s. The entire pressure signals contained $497.8 \times 60 = 29,868$ time-steps.

The turbulence intensity had a mean value less than 1%.

The dimensionless pressure coefficient ($C_p$) time history was estimated from the difference between the static pressure measured at each pressure tap ($p_i$) and the reference flow static pressure $p_0$, under the wind tunnel velocity $U$, according to Equation (1) [3]. In Equation (1), the quantities $C_p$, $p_i$, and $U$ are time-dependent. The quantity $\frac{1}{2}\rho U^2$ is the kinetic pressure and depends on the air density $\rho$ and the wind tunnel velocity $U$.

$$C_p = \frac{p_i - p_0}{\frac{1}{2}\rho U^2}$$ (1)

In total, three strips of 40 pressure taps, placed around the cross section, were simultaneously used for three different models of a closed box section of a suspended bridge. For the sake of brevity, only two geometries are discussed in this paper. Results relating to the strip in the middle of the test section model are discussed in this paper. Fifteen angles of attack were tested in the wind tunnel: $-10^\circ, -8^\circ, -6^\circ, -4^\circ, -3^\circ, -2^\circ, -1^\circ, 0^\circ, 1^\circ, 2^\circ, 3^\circ, 4^\circ, 6^\circ, 8^\circ,$ and $10^\circ$. They were investigated with the purpose to estimate the drag, lift, and moment coefficients, and, finally, to calculate the critical flutter velocity [26–34]. Pressure taps were connected to the pressure transducers housed inside the model, through 1.5 mm tubes made of plastic.

2.2. The Blockage Effect on the Pressure Coefficient

A typical experimental error occurs due to the blockage correction, which depends on both the model size and the wind tunnel test chamber section area. The blockage correction should be estimated before tests and applied to the test results.

The total blockage correction factor is defined as the sum of the velocity increment (blockage factor) caused by wake blockage and solid blockage [39]. It has long been a standard for low-speed wind tunnel testing to operate within an area ratio (i.e., tunnel cross-section to swept area of a model) of 1–10%, proposed by [39] in their text “Low-Speed Wind Tunnel Testing” and earlier by [40] in their text “Wind-Tunnel Technique: An Account of Experimental Methods in Low- and High-Speed Wind Tunnels”; both provide various solid/wake blockage correction techniques.

Two types of test section are commonly used when testing in wind tunnels, namely, the closed test section and the open test section (or blockage tolerant test section), which result in large variations when referring to blockage allowances. An open test section (i.e., such as the CRIACIV wind tunnel) or open jet type of wind tunnel has the capability to allow the conditions inside the test section to be largely unaffected by larger blockage percentage static models because of the ability to leak flow and expand the flow around objects within the test section. This is in contrast to the flow constriction problem occurring in a closed test section, as shown in this study. Due to the ability to allow the flow to expand, models can generally be allowed to exhibit a higher blockage percentage in open-type testing.

Reviews of recent developments in the calculation of low-speed solid-wall wind tunnel interference were conducted by [41–43], and an extensive interpretation of wall pressures was detailed by [44]. According to [39], to determine the blockage corrections for wind tunnel models of unusual shapes, the following is suggested:

$$U = U_u (1 + \epsilon_t)$$ (2)

$$q = q_u (1 + 2\epsilon_t)$$ (3)

$$R = R_u (1 + \epsilon_t)$$ (4)
\[ C_{D0} = C_{D0u}(1 - 3\varepsilon_{sb} - 2\varepsilon_{wb}) \]  \hfill (5)

\[ \varepsilon_t = \varepsilon_{sb} + \varepsilon_{wb} = \frac{1}{4} \frac{\text{model front area}}{\text{section area}} \]  \hfill (6)

where \( U \) is the velocity correction, \( q \) is the dynamic pressure correction, \( R \) is the Reynolds number correction, \( \varepsilon_t \) is the blockage correction, \( \varepsilon_{sb} \) is the solid blockage, \( \varepsilon_{wb} \) is the wake blockage, and \( C_{D0} \) is the drag coefficient correction.

Maskell (1965) [45] was the first to address the problems with non-streamlined flow bodies, such as bluff-body testing in closed wind tunnel sections and partially stalled shapes such as wings. When the high-lift characteristics of particular delta wing aircraft models with a small aspect ratio were tested in different wind tunnels at the Royal Aircraft Establishment (RAE), marked differences were observed at the onset of the stall at the wing tips, which spreading inboard with increasing incidence. The different results could be reconciled only through a wall interference factor, which is equivalent to the increase in velocity of an undisturbed stream that is much larger than previous standard estimations. Maskell’s research goal was to establish a more convincing existence of this interference factor and the need for corrections, by relating the effective increase in the dynamic pressure \( q \) of the stream due to a solid blockage constraint. Maskell’s theory holds true for nearly all two-dimensional bluff-body flows and for situations of a close-axis symmetric wake downstream for three-dimensional flows, using the equation for corrected wind velocity given below.

Alexander (1978) [46] provided an adaptation to Maskell’s method by comparing the drag of flat plates normal to the freestream with the drag of Savonius rotors normal to the freestream, applying the term \( m \). For small values of blockage ratio, \( S/C = 0.045 \), where \( S \) is the flat plate or wind tunnel maximum frontal area, \( C \) is the wind tunnel working section cross-sectional area, and Maskell yields \( m = 3.15 \) (constant value). Alexander suggests that, due to the restriction on the wake by the tunnel walls at high \( S/C \) values, the value of \( m \) falls, reaching a value close to 2.0 for \( S/C = 0.3 \) (30% blockage).

\[ \frac{V_c^2}{V^2} = \frac{1}{1 - m(S/C)} \]  \hfill (7)

where \( V_c \) is the corrected wind velocity and \( V \) is the undisturbed wind velocity.

Lockheed scientists Hackett, Lilley, and Wilsden produced an updated blockage correction methodology [47] by adopting sources and sinks to represent an equivalent body surface in a stream. Static pressures measured at the sidewalls were used to construct a relatively simple singularity set to represent the test article and then calculate the wall effects based on that singularity set [42]. They showed that tunnel wall static pressures may be used to infer wake geometry and hence wake blockage using a row of pressures along the center of the tunnel sidewall, giving the axial distributions of both solid and wake blockages with a velocity peak just aft of the model. Through a wind tunnel testing campaign involving models of varying size and blockages up to 10%, wall pressure signatures were used to determine source, sink, and strengths with wind tunnel spans and locations. Essentially, the concept resolves pressure signatures into their solid and wake counterparts. By signifying the symmetric and anti-symmetric regions with the parameters formulated from these parts, a velocity increment expression is obtained.

Hackett and Wilsden (1975) [41] provided a theoretical method for determining wind tunnel solid/bubble and viscous blockage from wall and roof pressure measurements involving lifting and non-lifting, and powered and non-powered models. To calculate corrected pressure coefficients, they proposed:

\[ C_p = \sqrt{1 - \left( C_{p,empty} - C_{p,model} \right)} - 1 \]  \hfill (8)

The blockage correction \( \varepsilon_t \) was estimated according to Equation (6) and ranges from 0.25% (angle of attack equal to 0°) to 0.6% (angle of attack equal to +10° or −10°). In
3. Wind Tunnel Experimental Setup: Wind Velocity Random Processes

3.1. The Kinetic Pressure Variability

The kinetic pressure $\frac{1}{2} \rho U^2$ varies depending on both the wind velocity and the air density estimation in the wind tunnel. The wind tunnel velocity was estimated through a pitot tube before pressure tests without a model at the model position. The wind velocity is generally varied from a smaller to a bigger mean value to investigate the dependence on the Reynolds number. Commonly, the pressure acquisition is repeated using different sets of wind velocity to estimate the variation in the pressure coefficients after the pressure non-dimensionalization. Similarly, the air density is measured at every acquisition. Air density, like air pressure, decreases with increasing altitude. It also changes with variation in atmospheric pressure, temperature, and humidity.

Figure 3 shows an example of the acquired wind tunnel velocity and its random trend. In total, four sets of wind tunnel velocities are discussed here. The mean values of the wind tunnel velocities, $\bar{U}$, were 8.33, 14.76, 21.05, and 26.52 m/s, for the angle of attack equal to $-10^\circ$.

Table 2 summarizes the mean wind velocity for all angles of attack and both models. The mean value ranges from 8.33 to 8.90 m/s, from 14.76 to 15.76 m/s, from 21.05 to 22.33 m/s, and from 26.52 to 28.12 m/s, respectively. It increases from the angle of attack equal to $-10^\circ$ to that equal to $10^\circ$. This is not due to the aerodynamics and there is no connection to the test models. Rather, it is due to the flow stabilization in the wind tunnel after several test repetitions and because the engine was run for a long duration.

Although the above aspect may be physiological, it should be considered because the difference between the smallest (at $-10^\circ$) and the biggest (at $10^\circ$) mean values ranges from 6% to 7%. Table 2 also shows the standard deviation of the wind velocity, $\sigma_U$, that ranges from 0.12 to 0.19 m/s (i.e., set #1), from 0.20 to 0.25 m/s (i.e., set #2), from 0.22 to 0.31 m/s (i.e., set #3), and from 0.22 to 0.37 m/s (i.e., set #4), respectively. The standard deviation also increases when the mean velocity increases.

The different variability calculated for each angle of attack in terms of mean and standard deviation suggests an uncertainty that should be considered by comparing pressure coefficients between different angles of attack. Figure 4a illustrates the trends shown in Table 2 and provides the standard deviation of the mean velocity considering all angles of attack, $\sigma_U(\theta)$. It was observed that the standard deviation increases linearly as a function of the mean velocity and ranges from 0.18 to 0.45 m/s.
Table 2. Mean and standard deviation of the wind velocity. Numbering from #1 to #4 means the four sets of wind velocity used to non-dimensionalize the pressure time history.

| $\theta$ ($^\circ$) | $\bar{U}$ (m/s) | $\sigma_U$ (m/s) |
|---------------------|-----------------|-----------------|
|                     | Set #1 | Set #2 | Set #3 | Set #4 | Set #1 | Set #2 | Set #3 | Set #4 |
| $-10$               | 8.33  | 14.76  | 21.05  | 26.52  | 0.13  | 0.22  | 0.31  | 0.30  |
| $-8$                | 8.45  | 14.86  | 21.29  | 26.70  | 0.15  | 0.22  | 0.31  | 0.32  |
| $-6$                | 8.42  | 14.98  | 21.30  | 26.78  | 0.12  | 0.24  | 0.26  | 0.34  |
| $-4$                | 8.57  | 15.12  | 21.57  | 26.98  | 0.17  | 0.25  | 0.27  | 0.33  |
| $-3$                | 8.64  | 15.14  | 21.59  | 27.13  | 0.14  | 0.22  | 0.29  | 0.37  |
| $-2$                | 8.53  | 15.11  | 21.54  | 27.19  | 0.15  | 0.22  | 0.28  | 0.32  |
| $-1$                | 8.58  | 15.23  | 21.74  | 27.29  | 0.17  | 0.22  | 0.28  | 0.31  |
| 0                   | 8.79  | 15.23  | 21.77  | 27.44  | 0.16  | 0.21  | 0.28  | 0.34  |
| 1                   | 8.73  | 15.40  | 21.85  | 27.34  | 0.18  | 0.23  | 0.28  | 0.31  |
| 2                   | 8.65  | 15.37  | 21.88  | 27.48  | 0.14  | 0.21  | 0.29  | 0.33  |
| 3                   | 8.82  | 15.46  | 21.96  | 27.69  | 0.19  | 0.20  | 0.29  | 0.29  |
| 4                   | 8.87  | 15.43  | 21.86  | 27.56  | 0.15  | 0.21  | 0.22  | 0.26  |
| 6                   | 8.76  | 15.48  | 22.01  | 27.71  | 0.13  | 0.19  | 0.24  | 0.25  |
| 8                   | 8.85  | 15.58  | 22.18  | 27.88  | 0.14  | 0.19  | 0.22  | 0.22  |
| 10                  | 8.90  | 15.76  | 22.33  | 28.12  | 0.13  | 0.21  | 0.22  | 0.24  |

Figure 4. Variability of the mean wind velocity (a) and air density (b) for all wind angles of attack.

The correct estimation of the air density in a wind tunnel can increase the experimental error. Although air density is conventionally assumed to be equal to 1.25 kg/m$^3$, it is measured in wind tunnels before tests. Figure 4b shows the variability of the air density for all angles of attack. In this case, the air density variability is not large, and ranges from 1.36 to 1.156 kg/m$^3$ (smaller than 2%). Air density varies for all angles of attack with a standard deviation smaller than 0.004 for both section models.

The kinetic pressure variability that considers both the air density variability and the mean wind tunnel velocity variability for each set is summarized in Table 3. It was observed that the maximum kinetic pressure varies from 13% to 15% with respect to the minimum value and generally increases from the angle of attack of $-10^\circ$ to $10^\circ$. As discussed previously, it does not depend on the aerodynamics but on the wind flow stabilization.
Table 3. The kinetic pressure estimated with the mean wind velocity. Numbering from #1 to #4 means the four sets of wind velocity used to non-dimensionalize the pressure time history.

| θ (°) | #1  | #2  | #3  | #4  |
|-------|-----|-----|-----|-----|
| −10   | 39.59 | 124.32 | 252.67 | 399.68 |
| −8    | 40.75 | 126.07 | 258.55 | 405.75 |
| −6    | 40.57 | 128.39 | 259.21 | 408.86 |
| −4    | 41.99 | 130.75 | 265.85 | 414.79 |
| −3    | 42.70 | 131.13 | 266.46 | 419.88 |
| −2    | 41.68 | 130.81 | 265.62 | 422.19 |
| −1    | 42.18 | 132.93 | 270.70 | 425.55 |
| 0     | 44.63 | 133.98 | 273.48 | 433.46 |
| 1     | 43.93 | 136.69 | 274.90 | 429.29 |
| 2     | 43.01 | 135.87 | 275.20 | 433.16 |
| 3     | 44.72 | 137.42 | 276.97 | 439.09 |
| 4     | 45.13 | 136.60 | 273.96 | 434.57 |
| 6     | 44.04 | 137.58 | 277.83 | 438.91 |
| 8     | 44.88 | 139.15 | 281.81 | 444.35 |
| 10    | 45.37 | 142.35 | 285.57 | 451.87 |

3.2. Non-Stationarity and Non-Gaussianity of the Wind Velocity Random Processes

The wind tunnel processes are commonly assumed to be stationary processes. This is generally a reliable assumption but the stationary test may not be satisfactory. If the process is not stationary, the mean value depends on the duration of the process. This aspect affects the pressure coefficient non-dimensionalization because the mean value used to estimate the kinetic pressure (Equation (1)) depends on the process duration. To measure the dependence of the mean value on the time history length, the entire time history of the wind velocity was divided into 2 s subintervals and the mean value of subintervals was calculated. The standard deviation of the mean value, σ_{\text{\overline{U}}}(t_i), is listed in Table 4 for all four sets of wind velocity and for all angles of attack. Values ranges from 0.08 to 0.32 m/s. Values in Table 4 can be considered negligible, but contribute to the experimental error.

Table 4. Standard deviation of subintervals mean wind velocity. Numbering from #1 to #4 means the four sets of wind velocity used to non-dimensionalize the pressure time history.

| θ (°) | σ_{\text{\overline{U}}}(t_i) (m/s) |
|-------|----------------------------------|
|       | #1     | #2     | #3     | #4     |
| −10   | 0.10   | 0.17   | 0.26   | 0.22   |
| −8    | 0.12   | 0.18   | 0.27   | 0.26   |
| −6    | 0.08   | 0.20   | 0.20   | 0.29   |
| −4    | 0.15   | 0.22   | 0.22   | 0.27   |
| −3    | 0.11   | 0.18   | 0.24   | 0.32   |
| −2    | 0.11   | 0.17   | 0.22   | 0.26   |
| −1    | 0.14   | 0.17   | 0.23   | 0.25   |
| 0     | 0.13   | 0.17   | 0.23   | 0.28   |
| 1     | 0.15   | 0.19   | 0.22   | 0.24   |
| 2     | 0.10   | 0.17   | 0.24   | 0.27   |
| 3     | 0.17   | 0.15   | 0.24   | 0.22   |
| 4     | 0.13   | 0.16   | 0.15   | 0.19   |
| 6     | 0.09   | 0.14   | 0.18   | 0.17   |
| 8     | 0.10   | 0.13   | 0.15   | 0.14   |
| 10    | 0.10   | 0.16   | 0.16   | 0.16   |
Another important aspect is the Gaussianity of the wind tunnel velocity random process. The assumption that the mean value is representative of the wind tunnel velocity time history is valid only if the wind velocity random process is Gaussian. The empirical cumulative density function of the absolute peaks of the wind velocity time histories was computed and fitted using a Rayleigh distribution. If the Rayleigh distribution fits the absolute peaks, the process can be assumed to be Gaussian [35]. The one-sample Kolmogorov–Smirnov (K-S) test [7,36] at the 95% level of confidence was used to estimate the goodness of the fit. The test result \( h \) is 1 if the test rejects the null hypothesis at the 5% significance level, or 0 otherwise. Figure 5 shows two examples of the empirical Cumulative Density Function (CDF) of the normalized and standardized wind velocity local peaks fitted by the Rayleigh distribution. Although the fit appears to be better in some cases (Figure 5a) than others (Figure 5b), the K-S test rejects the null hypothesis at the 5% significance level [36]. This is the same reduction in the percentage of the level of confidence.

![Figure 5](image)

*Figure 5.* Variability of the mean wind velocity (a) and air density (b) for all wind angles of attack. In the legend Exp. Means the empirical CDF, Rayleigh means the Rayleigh CDF.

It was concluded that the processes of wind velocities can be not defined as Gaussian and that the mean value of the wind velocity is not representative of the entire time history. This uncertainty increases the experimental error because the mean value of the wind velocity time history is assumed to affect the pressure coefficient non-dimensionalization, as given by Equation (1). According to [37], the non-Gaussian processes are identified by skewness greater than 0.5 and/or excessive kurtosis greater than 0.5. Table 5 shows the processes identified as Gaussian (index = 0) or non-Gaussian (index=1) according to [37]. It was observed that using this method, the number of non-Gaussian processes represented 28% of the total.
Table 5. Gaussianity according to [37].

| $\theta$ $(\degree)$ | Set #1 | #2 | #1 | #2 |
|-----------------------|--------|----|----|----|
| −10                   | 0      | 0  | 1  | 0  |
| −8                    | 0      | 0  | 1  | 0  |
| −6                    | 0      | 1  | 0  | 1  |
| −4                    | 1      | 1  | 0  | 1  |
| −3                    | 0      | 0  | 0  | 1  |
| −2                    | 0      | 0  | 0  | 0  |
| −1                    | 0      | 1  | 0  | 0  |
| 0                     | 0      | 0  | 1  | 1  |
| 1                     | 1      | 0  | 0  | 0  |
| 2                     | 0      | 0  | 0  | 0  |
| 3                     | 1      | 1  | 1  | 0  |
| 4                     | 1      | 0  | 0  | 0  |
| 6                     | 0      | 0  | 0  | 0  |
| 8                     | 0      | 0  | 0  | 1  |
| 10                    | 0      | 0  | 1  | 0  |

4. Remarks

A typical time history of the pressure coefficient, $c_p$, is illustrated in Figure 6. This is a random process and is generally non-Gaussian in the detachment zones [7]. The pressure coefficient is obtained according to Equation (1) and depends on a non-dimensionalization with respect to the kinetic pressure $\rho U^2$. The uncertainty related to the kinetic pressure in terms of four different aspects—namely, wind velocity variability between different angles of attack, wind velocity random process non-stationarity, wind velocity random process non-Gaussianity, and air density variability—affects the pressure coefficient estimation.

![Figure 6. Example of pressure coefficient time history for Mod01, angle of attack $-10^\degree$.](image)

It is well known that the Reynolds number can affect the pressure coefficients, and the dependence between pressure coefficients and the Reynolds number should be carefully checked during the experimental campaign. The uncertainty previously discussed is often neglected because the wind velocity variability is considered to be physiological, and a small variability of the pressure coefficient is assumed to be negligible because the prototype scale is meaningless. The author of the current study agrees with this assumption; however, it should not be assumed a priori. The investigation of the dependence of the pressure coefficient on the kinetic pressure variability should entail a systematic approach to evaluate the results of the variability at the prototype scale.
The mean pressure coefficient was estimated through the non-dimensionalization using the mean wind velocity sets listed in Table 2 and by the air density given in Figure 5, for all angles of attack and both section models. In total, four pressure coefficient values were calculated for all pressure taps and the standard deviation of these four values, \( \sigma_{cp} \), was assumed as a measure of the mean pressure coefficient variability due to the non-dimensionalization. The standard deviation is plotted in Figure 7 versus the angle of attack and for all pressure taps, for Mod01 (Figure 7a) and Mod02 (Figure 7b). It was observed that the aerodynamics of the section model and the angle of attack closely affect the \( \sigma_{cp} \).

Figure 7. Standard deviation of the mean pressure coefficients non-dimensionalized on the wind velocity for Mod01 (a) and Mod02 (b); # means pressure tap number.

For Mod01 (Figure 2a), the standard deviation increases for most of the pressure taps from the angle of attack equal to \(-10^\circ\) to \(10^\circ\). For most pressure taps, the standard deviation ranges from 0.02 to about 0.1, whereas for 8% of the pressure taps, it ranges from 0.03 to 0.5. The last value is significant because the mean pressure coefficient for these pressure taps for the angle of attack equal to \(10^\circ\) is around \(-3.46\). This means that, based on the wind tunnel velocity set chosen to non-dimensionalize the pressure, the pressure coefficient for this specific pressure tap and this specific angle of attack can vary by 14.5%.

For Mod02 (Figure 2b), the biggest value of the standard deviation is at \(-10^\circ\) and is equal to about 0.3. On average, the standard deviation value for geometry Mod02 is bigger than that of Mod01, and is between 0.1 and 0.15. Results show that the variability is relevant for some pressure taps and depends on the geometry that affects the aerodynamics. For this reason, the variability should be investigated because it is unknown prior to testing. The consequence of this variability on the structural sizing can be negligible. An example is the sizing of the metal connections between the deck plate made of reinforced concrete and the supports made of steel. These metal connections are sized based on the shear force due
to the wind force horizontal component. The wind force horizontal component is estimated using the local pressure coefficients in the detachment zone that are generally the biggest. The local pressure coefficients are values in a small area and their variability can closely affect the structural design. As estimated for the discussed case study, a variation of 15% of the pressure coefficient can be assumed as a variation of 15% of the wind force at a local scale [8]. This variation is not negligible because it can lead to an underestimation of the connection cross-section. As the bridge cross-section tested in the wind tunnel is assumed to be representative of an entire bridge cross-section that is very long, this underestimation can have serious consequences.

5. Conclusions

The experimental error related to the estimation of pressure coefficients was investigated based on a case study of a closed box section of a suspended bridge. It was observed that they are at least four different sources of uncertainty to consider.

These are:

1. The uncertainty related to different sets of wind velocity used to non-dimensionalize the pressure coefficient.
2. The uncertainty related to the stationary assumption of the wind tunnel velocity time history.
3. The uncertainty related to the Gaussianity of the wind tunnel velocity time history.
4. The uncertainty related to the blockage estimation.

It was observed that, for the case study discussed here, the mean and standard deviation of the wind velocity were not constant for all angles of attack investigated in a wind tunnel, and that the wind tunnel velocity time history could not be assumed to be entirely stationary and Gaussian. Finally, the blockage correction was estimated to be equal to a maximum of 0.6%, which was negligible in this case.

These sources of uncertainty affect the pressure coefficient and, consequently, the estimated wind action at the prototype scale. This aspect is neglected by codes and standards, but is largely discussed in the scientific literature. For the case study investigated here, the variability due to the wind velocity used to non-dimensionalize the pressure coefficient was around 15%.
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