1. Introduction

Numerous practical problems are reduced to optimizing a nonlinear fractional functional in the form:

\[ F(x) = \frac{\varphi(X)}{g(X)} , \quad X = (x_1, x_2, \ldots, x_n) \in \mathbb{R}^n, \tag{1} \]

where \( \varphi(X) \), \( g(X) \) are the arbitrary functions, and \( g(X) \) does not change its sign throughout the entire region of determination. It is such a mathematical model to which, in particular, inventory management tasks, on the rational allocation of limited resources, routing, etc. are reduced under conditions of uncertainty when a problem’s parameters are defined in terms of a probability theory or fuzzy mathematics. A general scheme for solving such problems is as follows. Assume, for example, that the problem’s parameters are random variables. It is clear that this uncertainty passes in transit into the problem’s objective function. In this case, a conventional approach to solving the problem is optimization of the average \([1–3]\). The obvious disadvantage of the solution thus derived is the danger of obtaining a result that would grossly deviate from an optimum in some specific situations, which may occur by accident during operation of the analyzed object. In this regard, a more appropriate approach is to modernize the criterion, which should be wisely chosen as the probability of obtaining a value for winning that is not below the assigned threshold. The solution that is derived in this case is better than the solution, optimal on average, for the following reasons. This solution is warranting and managed owing to the possibility of a rational choice of the threshold value. We shall show below that under the simplest and natural assumptions concerning the nature of uncertainty in the initial data the maximization of a source probability leads to the optimization of a fractional-quadratic functional in the form \((1)\).

It is clear that solving this problem is possible when using direct zero-order optimization methods (for example, by a Nelder-Mead method) \([4, 5]\). However, the extremely slow convergence of these methods, which manifests itself definitively in the problems of high dimensionality, makes it difficult to implement them. On the other hand, the use of more powerful methods of optimization of the first and second orders \([6–8]\) is complicated due to the need to compute the gradient vector and the Hessian-matrix for functionals in the form \((1)\). In this connection, it is a relevant task to construct a fast and accurate method of fractional-nonlinear optimization.
2. Literature review and problem statement

The issue on the nonlinear optimization with a fractional criterion in the form (1) has been addressed by a large number of studies. The common characteristic of these works is that they solve a fractional-linear problem, that is the criterion to be optimized (1) is not linear in structure only, while the functions \( \Phi(X), g(X) \) that form it are linear. In this case, the problem is solved by reducing a fractional criterion to normal [16–21]. This concept is implemented different variants for transforming the fractional criterion to be optimized (1) into normal [16–21]. This concept is implemented different variants for transforming the fractional criterion to be optimized (1) into normal [16–21]. This concept is implemented different variants for transforming the fractional criterion to be optimized (1) into normal [16–21]. This concept is implemented different variants for transforming the fractional criterion to be optimized (1) into normal [16–21]. This concept is implemented different variants for transforming the fractional criterion to be optimized (1) into normal [16–21]. This concept is implemented different variants for transforming the fractional criterion to be optimized (1) into normal [16–21]. This concept is implemented different variants for transforming the fractional criterion to be optimized (1) into normal [16–21]. This concept is implemented different variants for transforming the fractional criterion to be optimized (1) into normal [16–21].

Those problems are much more difficult in which the functional to be optimized (1) is not linear not only structurally, but also due to the nonlinearity of functions that form it.

Known methods for solving such a problem employ different variants for transforming the fractional criterion (1) into normal [16–21]. This concept is implemented as follows. Assume \( g(X)=0 \). Choose an arbitrary vector \( X_0=(x_1^{(0)}, x_2^{(0)}, \ldots, x_n^{(0)}) \) from the function determination domain (1). If the original problem is to maximize the criterion (1) and the selected vector \( X_0 \) is not a solution to this problem, then there must be some other vector \( X^*(1) \)

\[
F(X^*(1)) - F(X_0) > 0. \tag{2}
\]

Then, considering (1), record:

\[
\Phi(X^*(1)) = \left[ F(X^*(1)) - F(X_0) \right] g(X_0) = \Phi(X^*(0)) - g(X^*(0)) F(X_0) > 0. \tag{3}
\]

Hence is a simple technique to solve the original problem: one must maximize the criterion \( \Phi(X^*(1)) \). If inequality (3), derived in this case for plan \( X^*(1) \), is satisfied, the plan \( X^*(1) \) is better than the plan \( X_0 \), otherwise the plan \( X^*(1) \) is optimal. Thus, the original problem is reduced to an iterative procedure of finding a sequence of vectors:

\[
\{X^{(0)}, X^{(1)}, \ldots, X^{(n)} \}, \tag{4}
\]

for which the recurrence ratio holds:

\[
\Phi(X^{(k+1)}) - g(X^{(k+1)}) F(X^{(k)}) = \max \{\Phi(X^{(k+1)}) - g(X^{(k+1)}) F(X^{(k)})\}. \tag{5}
\]

In this case, it is clear that the problems obtained at every step of this procedure are easier than the original one. In a general case, it is a difficult task to prove the convergence of a sequence of vectors (4) to vector \( X^* \) that maximizes (1). However, for a series of specific tasks the problem can be solved, for example, if the set of permissible solutions to the problem is finite.

Assume the problem implies finding a vector \( X \) that maximizes the non-linear-functional criterion:

\[
F(x_1, x_2) = \frac{\Phi(x_1, x_2)}{g(x_1, x_2)} = \frac{x_1^2 + 5x_2^2}{2x_1^2 + x_2} \tag{6}
\]

and which satisfies the constraint:

\[
x_1 + 2x_2 = 3. \tag{7}
\]

In accordance with the methodology described, we shall assign any initial vector \( X^{(0)} \) that satisfies (7), for example, \( X^{(0)}=(1; 1) \). In this case, \( F(X^{(0)})=2 \). Next we introduce the function:

\[
\Phi(x_1, x_2) = \phi(x_1, x_2) - g(x_1, x_2) F(X^{(0)}) = x_1^2 + 5x_2^2 - 2(2x_1^2 + x_2^2) = -3x_1^2 + 3x_2^2. \tag{8}
\]

We shall find vector \( (x_1, x_2) \) that maximizes (8) and satisfies (7) using the uncertain Lagrange multipliers method. Introduce:

\[
L(x_1, x_2) = -3x_1^2 + 3x_2^2 - \lambda(x_1 + 2x_2 - 3). \tag{9}
\]

Next:

\[
\frac{dL(x_1, x_2)}{dx_1} = -6x_1 - \lambda = 0, \quad x_1 = -\frac{\lambda}{6};
\]

\[
\frac{dL(x_1, x_2)}{dx_2} = 6x_2 - 2\lambda = 0, \quad x_2 = \frac{\lambda}{3}.
\]

Substitute the derived expressions for \( x_1 \) and \( x_2 \) in (7) and find \( \lambda \):

\[
-\frac{1}{6} \lambda + \frac{2}{3} \lambda = \frac{\lambda}{2} = 3.
\]

Hence \( \lambda = 6 \) and

\[
x_1^{(0)} = -\frac{1}{6} 6 = -1, \quad x_2^{(0)} = -\frac{1}{3} 6 = 2.
\]

Check that the inequality \( F(X^{(1)}) > F(X^{(0)}) \) holds for the derived vector \( X^{(1)} = (-1; 2) \). Since:

\[
F(X^{(1)}) = \frac{1+20}{2+4} = \frac{21}{6} = \frac{7}{2} > F(X^{(0)}) = 2,
\]

the procedure should continue.

Forming the following function anew:

\[
\Phi(x_1, x_2) = \phi(x_1, x_2) - g(x_1, x_2) F(X^{(0)}) = x_1^2 + 5x_2^2 - \frac{3}{2}(2x_1^2 + x_2^2) = -6x_1^2 + \frac{3}{2} x_2^2,
\]

as well as the new Lagrangean function:

\[
L(x_1, x_2) = -6x_1^2 + \frac{3}{2} x_2^2 - \lambda(x_1 + 2x_2 - 3).
\]

Next:

\[
\frac{dL(x_1, x_2)}{dx_1} = -12x_1 - \lambda = 0, \quad x_1 = -\frac{1}{12} \lambda;
\]

\[
\frac{dL(x_1, x_2)}{dx_2} = 3x_2 - 2\lambda = 0, \quad x_2 = \frac{2}{3} \lambda.
\]
Find $\lambda$ and the values for vector $X^{(2)}$ components. We obtain:

$$-\frac{1}{12} + \frac{4}{3} \lambda = \frac{5}{4} \lambda = 3; \quad \lambda = \frac{12}{5}; \quad x_1^{(2)} = -\frac{1}{5}, \quad x_2^{(2)} = \frac{8}{5}$$

Since:

$$F(X^{(2)}) = \frac{1}{25} + \frac{64}{25} = 4.863 > F(X^{(1)}) = 3.5$$

the procedure continues. At the next step, we obtain:

$$\Phi(x_1, x_2) = x_1^2 + 5x_2^2 - 4.863(2x_1^2 + x_2^2) = -8.726x_1^2 + 0.137x_2^2;$$

$$L(x_1, x_2) = -8.726x_1^2 + 0.137x_2^2 - \lambda(x_1 + 2x_2);$$

$$\frac{dL(x_1, x_2)}{dx_1} = -17.452x_1 - \lambda = 0, \quad x_1 = -\frac{1}{17.452}\lambda;$$

$$\frac{dL(x_1, x_2)}{dx_2} = 0.274x_2 - 2\lambda = 0, \quad x_2 = \frac{2}{0.274}\lambda = 7.3\lambda;$$

$$\left(-\frac{1}{17.452} + 2.73\lambda\right) = 14.54\lambda = 3; \quad \lambda = \frac{3}{14.54};$$

$$x_1^{(3)} = -\frac{3}{17.452 - 14.54} = 0.012; \quad x_2^{(3)} = 1.506;$$

$$F(X^{(3)}) = \frac{-0.012^2 + 5(1.506)^2}{2(-0.012^2 + (1.506)^2)} = 11.3403;$$

$$= 4.996 > F(X^{(3)}).$$

Because the value for $F(x_1, x_2)$ continues to grow, the procedure should continue. It further shows that the values for variables $x_1, x_2, (x_1, x_2)$ asymptotically approach, respectively, $x_1 = 0, \quad x_2 = 1.5, \quad F(x_1, x_2) = 0.5.$ In this particular example, the computational procedure is simple and the rate of its convergence is quite high, however, this gives no reasons for the statement of general optimistic conclusions. This fundamental circumstance renders relevance to the task on devising an alternative finite-step method to solve the fractional nonlinear optimization problems, which defines the purpose of the current study.

### 3. The aim and objectives of the study

The aim of this study is to construct a single-step method to solve the fractional nonlinear optimization problem, which would make it possible to obtain a result in a single step.

To accomplish the aim, the following tasks have been set:

- to transform the original model of a fractional nonlinear optimization problem to the form typical for conventional problems of mathematical programming;
- to devise a computational procedure to solve the problem of mathematical programming, derived in this case, in a single step.

### 4. Construction of a single-step method of fractional-nonlinear optimization

Let us consider a possibility to build a single-step optimization method for the nonlinear fractional functional.

Here we set a specific and practical task (the rational allocation of limited resource), which comes down to optimizing the fractional-quadratic functional. We introduce:

- $b$ – value for the resource utilized when making a single piece of product of the $j$-th type, $j = 1, 2, ..., n;
- \(s_j\) – planned number of manufactured pieces of product of the $j$-th type, $j = 1, 2, ..., n;
- \(c_j\) – profit earned when selling a piece of product of the $j$-th type.

Then

$$L(x) = \sum_{j=1}^{n} c_j x_j$$

is the total profit when implementing production schedule $X \equiv (x_1, x_2, ..., x_n)$.

The task on the rational resource allocation implies finding plan $X$, which maximizes the total profit $L(x)$ and satisfies the constraints:

$$\sum_{j=1}^{n} a_j x_j = b, \quad x_j \geq 0, \quad j = 1, 2, ..., n. \quad (10)$$

This problem is trivial and its obvious solution takes the form:

$$X = \{x_j = 0, \ j \neq j_0\}, \quad \hat{j}_0 = \max_j \left[ \frac{c_j}{a_j} \right], \quad x_\hat{j} = \frac{b}{a_\hat{j}}. \quad (11)$$

However, the task is greatly complicated if the profit earned when selling a product is random. Assume that the random profit from selling a piece of product of the $j$-th type is distributed in line with the normal law with density:

$$f(c_j) = \frac{1}{\sqrt{2\pi}\sigma_j} \exp\left\{ -\frac{(c_j - m_j)^2}{2\sigma_j^2} \right\}, \quad j = 1, 2, ..., n,$$

where $m_j$ is the mathematical expectation of a random profit from the sale of a piece of product of the $j$-th type; $\sigma_j^2$ is the variance of a random profit from selling a product piece of the $j$-th type.

Then the total profit $L(x)$ from implementing plan $X \equiv (x_1, x_2, ..., x_n)$ is a random variable with a distribution density:

$$f(L(x)) = \frac{1}{\sqrt{2\pi}\sigma_L} \exp\left\{ -\frac{(L - m_L)^2}{2\sigma_L^2} \right\},$$

where

$$m_L = \sum_{j=1}^{n} m_j x_j, \quad \sigma_L^2 = \sum_{j=1}^{n} \sigma_j^2 x_j^2.$$  

We can now compute a probability of that a random value for the total profit exceeds a certain preset threshold $L_{1\alpha}$, which is equal to:
\[ P(L(x) > L_0) = \int_{L_0}^{\infty} \frac{1}{\sqrt{2\pi}\sigma_L} e^{-\frac{(L - m_L)^2}{2\sigma_L^2}} \, dL. \]  

(12)

In this case, the problem on the rational distribution of a resource can be restated as follows: it is required to find plan \( X \) that maximizes (12) and satisfies constraints (10), (11). We shall transform the lower limit in integral (12):

\[
\frac{L_0 - m_j}{\sigma_j} = \frac{-\Pi_j}{\sigma_j} = \frac{\sum_{j=1}^{n} \sigma_j^2 x_j^2}{\sum_{j=1}^{n} \sigma_j^2} \left( \sum_{j=1}^{n} a_j x_j - \sum_{j=1}^{n} m_j x_j \right) = \sum_{j=1}^{n} \frac{L_0}{b_j} a_j x_j - \sum_{j=1}^{n} m_j x_j.
\]

(14)

It is clear that the maximization of integral (12) is enabled by minimizing the derived value for its lower limit.

We introduce:

\[ d_j = m_j - \frac{L_0}{b_j} a_j, \quad d_j > 0, \quad j = 1, 2, ..., n. \]

Now, the rational resource allocation problem is reduced to the following: it is required to find plan \( X \) that maximizes:

\[ \sum_{j=1}^{n} d_j x_j \]  

(13)

and satisfies (10), (11). The maximization problem (13) is equivalent to the minimization problem:

\[ F(x) = \left( \sum_{j=1}^{n} d_j x_j \right)^2 \]  

(14)

Thus, the problem is stated as follows: it is required to find a non-negative vector \( X \) that satisfies (14) and satisfies constraints (10). In a general case, when allocating a multidimensional resource, constraint (10) takes the following form:

\[ \sum_{j=1}^{n} a_j x_j = b, \quad i = 1, 2, ..., m. \]

(15)

Therefore, we obtained a fractional nonlinear optimization problem.

To solve the problem obtained, we introduce new variables:

\[ y_0 = \frac{1}{\sum_{j=1}^{n} d_j x_j}, \quad y_j = y_0 x_j, \quad x_j = y_j, \quad j = 1, 2, ..., n. \]

In this case:

\[ y_0 \sum_{j=1}^{n} d_j x_j = \sum_{j=1}^{n} d_j y_j = 1, \]

(16)

\[ \sum_{j=1}^{n} a_j y_j = b y_0, \quad i = 1, 2, ..., m. \]

(17)

Then the objective function (14) is transformed to the form:

\[ R(y) = \left( \sum_{j=1}^{n} \sigma_j^2 y_j^2 \right)^2 \left( \sum_{j=1}^{n} \sigma_j^2 y_j^2 \right). \]

(18)

The original task is now stated as follows: it is required to find vector \( (y_0, y_1, ..., y_n) \), which minimizes (18) and satisfies constraints (16), (17).

We shall obtain a solution by applying the uncertain Lagrange multipliers method.

We introduce:

\[ \Phi(Y) = \sum_{j=1}^{n} \sigma_j^2 y_j^2 - \sum_{i=1}^{m} \lambda_i \left( \sum_{j=1}^{n} a_j y_j - b \right) - \lambda_{m+1} \sum_{j=1}^{n} d_j y_j - 1. \]

Next,

\[ \frac{d\Phi(Y)}{dy_j} = 2\sigma_j^2 y_j^2 - \sum_{i=1}^{m} \lambda_i a_j y_j - \lambda_{m+1} d_j = 0, \quad j = 1, 2, ..., n, \]

whence

\[ y_j = \frac{1}{2\sigma_j^2} \left( \sum_{i=1}^{m} \lambda_i a_j y_j + \lambda_{m+1} d_j \right), \quad j = 1, 2, ..., n. \]

(19)

To define a set of \( (\lambda_1, \lambda_2, ..., \lambda_{m+1}) \), the derived expressions for \( y_j \) will be substituted in (16), (17) and we shall solve the resulting system of linear algebraic equations:

\[ \sum_{j=1}^{n} a_j y_j - \sum_{i=1}^{m} \lambda_i a_j y_j - \lambda_{m+1} d_j = b y_0, \quad i = 1, 2, ..., m, \]

\[ \sum_{j=1}^{n} d_j y_j - \sum_{i=1}^{m} \lambda_i a_j y_j - \lambda_{m+1} d_j = 1. \]

(20)

The system of linear algebraic equations is solved by any known method. For the simplest particular case of a single-dimensional resource allocation we obtain \( m = 1 \) and \( a_j = a, b_j = b \); system (20) is simplified to the form:

\[ \sum_{j=1}^{n} a_j y_j = \sum_{j=1}^{n} \frac{a_j}{2\sigma_j^2} (\lambda_1 a + \lambda_2 d) = b y_0, \]

\[ \sum_{j=1}^{n} y_j d_j - \sum_{j=1}^{n} \frac{a_j}{2\sigma_j^2} (\lambda_1 a + \lambda_2 d) = 1, \]

\[ \lambda_1 \sum_{j=1}^{n} \frac{a_j^2}{2\sigma_j^2} + \lambda_2 \sum_{j=1}^{n} \frac{d_j^2}{2\sigma_j^2} = b y_0, \]

\[ \lambda_1 \sum_{j=1}^{n} \frac{a_j d_j}{2\sigma_j^2} + \lambda_2 \sum_{j=1}^{n} \frac{d_j^2}{2\sigma_j^2} = 1, \]
where

\[ \lambda_1 C_{11} + \lambda_2 C_{12} = b y_0, \quad \lambda_1 C_{11} + \lambda_2 C_{22} = 1. \]

Hence:

\[ \lambda_1 = \frac{y_0 b C_{22} - C_{11}}{C_{11} C_{22} - C_{12}^2}, \quad \lambda_2 = \frac{C_{11} - C_{12} y_0 b}{C_{11} C_{22} - C_{12}^2}. \]

(21)

Substituting (21) in (19), we obtain:

\[ y_j = \frac{y_0 b C_{22} - C_{11}}{C_{11} C_{22} - C_{12}^2} \cdot \frac{a_j}{2C_j} + \frac{C_{11} - C_{12} y_0 b}{C_{11} C_{22} - C_{12}^2} \cdot \frac{d_j}{2\sigma_j}, \quad j = 1, 2, ..., n. \]

(22)

Now, by substituting (22) in (17), we shall find \( y_0 \), then we shall define the desired solution:

\[ x_j = \frac{y_j}{y_0}, \quad j = 1, 2, ..., n. \]

Thus, the introduced transformation that converts the non-linear-fractional criterion (14) to the form typical of mathematical programming problems, has made it possible to obtain a single-step solution to the original problem.

Consider an example. Assume:

\[ d(x, y) = \frac{x_1^2 + 2x_2^2}{(2x_1 + x_2)}, \quad x_1 + 3x_2 = 1. \]

(23)

We give a solution to the example using the proposed technique without detailed explanation.

\[ y_0 = \frac{1}{2x_1 + x_2}, \quad y_j = y_0 x_j, \quad x_j = \frac{y_j}{y_0}, \quad j = 1, 2. \]

In this case:

\[ F(y_1, y_2) = y_1^2 + 2y_2^2, \quad g_1 + 3y_2 = y_0, \quad 2y_1 + y_2 = 1. \]

(24)

Next:

\[ \Phi(Y) = y_1^2 + 2y_2^2 - \lambda_1 (y_1 + 3y_2 - y_0) - \lambda_2 (2y_1 + y_2 - 1); \]

\[ \frac{\partial \Phi(Y)}{\partial y_1} = 2y_1 - \lambda_1 - 2\lambda_2 = 0, \quad y_1 = \frac{\lambda_1 + 2\lambda_2}{2}; \]

\[ \frac{\partial \Phi(Y)}{\partial y_2} = 4y_2 - 3\lambda_1 - \lambda_2 = 0, \quad y_2 = \frac{\lambda_1 + 2\lambda_2}{4}. \]

(25)

To find \( \lambda_1 \) and \( \lambda_2 \), substitute (25) in (24):

\[ \begin{cases} \frac{\lambda_1 + 2\lambda_2}{2} + 3 \lambda_2 = 11 \lambda_4 + 7 \lambda_4 = y_0, \\ \frac{\lambda_1 + 2\lambda_2}{4} + 3 \lambda_2 = 7 \lambda_4 + 9 \lambda_4 = y_0, \\ \lambda_1 + 2\lambda_2 + 3 \lambda_2 = 9 \lambda_4 + 4 \lambda_4 = 1. \end{cases} \]

Hence:

\[ \lambda_1 = \frac{-14 + 18y_0}{25}, \quad \lambda_2 = \frac{22 - 14y_0}{25}. \]

(26)

Now, by substituting (26) in (25), we find \( y_1, y_2 \):

\[ y_1 = \frac{1}{5} (3 - y_0); \quad y_2 = \frac{1}{25} (16 - 17y_0). \]

(27)

Finally, by substituting (27) in the second equation of system (24), we find \( y_0 \):

\[ \frac{2}{5} (3 - y_0) + \frac{1}{25} (16 - 17y_0) = \frac{1}{25} (46 - 27y_0) = 1, \]

hence \( y_0 = 7/9 \).

In this case:

\[ y_1 = \frac{1}{5} \left( \frac{3}{9} - \frac{7}{9} \right) = \frac{4}{9}, \quad y_2 = \frac{1}{25} \left( \frac{16}{9} - \frac{17}{9} \right) = \frac{1}{9}. \]

Then:

\[ x_1 = \frac{y_1}{y_0} = \frac{4}{9} \frac{9}{7} = \frac{4}{7}, \quad x_1 = \frac{1}{9} \frac{9}{7} = \frac{1}{7}. \]

The problem is solved.

Consider another example. We return to the problem considered above (6), (7) and solve it by the proposed method of non-linear-fractional programming. Thus, the problem is stated as follows: it is required to find vector \( X = (x_1, x_2) \), which maximizes the objective function (6) and satisfies constraint (7). We introduce:

\[ g_1 = y_1^2 + 5y_2^2, \]

\[ g_2 = y_0. \]

(28)

The problem now takes the form: it is required to find \( (y_1, y_2) \), which maximize:

\[ F(Y) = y_1^2 + 5y_2^2 \]

and satisfy the system of constraints:

\[ \begin{cases} y_1 + 2y_2 = 3y_0, \\ 2y_1^2 + y_2^2 = 1. \end{cases} \]

(29)

We introduce the Lagrangian function:

\[ \Phi(Y) = y_1^2 + 5y_2^2 - \lambda_1 (y_1 + 2y_2 - 3y_0) - \lambda_2 (2y_1^2 + y_2^2 - 1). \]

Next:

\[ \frac{\partial \Phi(Y)}{\partial y_1} = 2y_1 - \lambda_1 - 4\lambda_2 y_1 = 0, \quad y_1 = \frac{\lambda_1}{2(1 - 2\lambda_2)}; \]

\[ \frac{\partial \Phi(Y)}{\partial y_2} = 10y_2 - 2\lambda_1 - 2\lambda_2 y_2 = 0, \quad y_2 = \frac{\lambda_1}{5 - 2\lambda_2}. \]
Substitute (29) in the equation of system (28):
\[
\begin{align*}
\frac{\lambda_1}{2(1-2\lambda_2)} + 2\frac{\lambda_1}{5-\lambda_2} &= 3y_1, \\
\frac{\lambda_1}{2(1-2\lambda_2)} + \frac{\lambda_1}{(5-\lambda_2)} &= 1.
\end{align*}
\]

Hence:
\[
\begin{align*}
\lambda_1(5-\lambda_2) + 4\lambda_1(1-2\lambda_2) &= 6y_1(1-2\lambda_2)(5-\lambda_2), \\
\lambda_1^2(5-\lambda_2)^2 + 2\lambda_1^2(1-2\lambda_2)^2 &= 2(1-2\lambda_2)^2(5-\lambda_2)^2.
\end{align*}
\]

The solution to this system is: \(\lambda_1=0, \lambda_2=\frac{5}{3}, y_1=0\). To calculate \(y_2\) and \(y_0\) we shall use equation (28). In this case, we obtain \(y_1=1, y_0=\frac{3}{2}\). Then, the desired solution to the problem takes the form:
\[
x_1 = y_1/y_0 = 0, \quad x_2 = y_1/y_0 = \frac{3}{2}.
\]

A value for the objective function at optimum set \((x_1, x_2)\) is equal to \(F(0;\frac{3}{2})=5\). This solution naturally coincides with the one obtained earlier.

It should be noted that the described technique of the fractional-non-linear optimization is applicable for solving problems with an arbitrary power of variables in the numerator and denominator of the optimized functional.

### 5. Discussion of results of constructing a method to solve a fractional nonlinear optimization problem

We have proposed a single-step method for solving a fractional nonlinear optimization problem. In contrast to those known [15–19], the proposed method has the following fundamental features:

- a possibility to derive a solution to the problem of arbitrary dimensionality without using a labor-intensive iterative procedure, whose rate of convergence cannot be estimated even approximately;
- the order of nonlinearity of the components of an objective function is not limited. To implement the proposed method for solving a problem, the model must meet the following requirements: functions \(\Phi(X)\) and \(g(X)\) must be separable; the order of nonlinearity of all terms for the numerator and denominator of the optimized function must be the same.
- If these requirements are met, the method implements a single-step procedure for solving a problem.

Directions for the further research are associated with the development of techniques for extending the method to cases when the parameters for the problem’s objective function and constraints are described in terms of fuzzy [22] or inaccurate [23, 24] mathematics. Possible ways to overcome the problems that emerge in this case are proposed in [25–27].

### 6. Conclusions

We have proposed a method for solving the optimization problem of nonlinear-fractional functional in the presence of linear or nonlinear constraints. The method is based on the introduced special transformation of an original fractional-nonlinear structure of the optimized criterion to the form typical for standard problems of mathematical programming of arbitrary dimensionality.

2. The fundamental merit of the proposed method is that the method makes it possible to obtain the desired solution in a single step of the computational procedure that employs the standard methods of mathematical programming.
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