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Gradients in temperature, concentration or electrostatic potential cannot exert forces on a bulk fluid; they can, however, exert forces on a fluid in a microscopic boundary layer surrounding a (nano)colloidal solute, resulting in so-called phoretic flow. Here we present a simulation study of phoretic flow around a spherical colloid held fixed in a concentration gradient. We show that the resulting flow velocity depends non-monotonically on the strength of the colloid-fluid interaction. The reason for this non-monotonic dependence is that solute particles are effectively trapped in a shell around the colloid and cannot contribute to diffusio-phoresis. We also observe that the flow depends sensitively on the anisotropy of solute-colloid interaction.

1 Introduction

The term “phoresis” covers a class of transport phenomena that are generated by thermodynamic gradients. Phoretic transport can be induced by gradients in chemical potential, temperature, or electrostatic potential. Electrophoresis is commonly used to separate bio-molecules, but other phoretic phenomena could, in principle, be used for the same purpose. In this paper, we consider the challenges involved in developing separation techniques based on diffusio-phoresis.

The conventional theoretical description of phoretic transport combines a local thermodynamics description of the fluid around a colloidal particle with Stokesian hydrodynamics. Whilst such a continuum description is usually adequate for electrophoresis, it is less applicable in the case of diffusio- and thermo-phoresis, where the characteristic length-scales are often too small to justify local hydrodynamics/thermodynamics. In particular, the continuum picture fails to account for ordering on an atomistic scale near an interface, even though its predictions are qualitatively similar to those obtained by molecular simulation. As experiments move increasingly to the nano-scale, and as direct simulations are becoming feasible, we are now in a position to explore the diffusion-phoretic transport of uncharged (nano)colloidal particles.

The most straightforward method to simulate phoresis is to impose an explicit gradient in the concentration or temperature. This approach is less suited for systems with periodic boundary conditions. However, as shown in recent papers, the gradient can also be imposed as an external force acting on the chemical identity (in the case of diffusio-phoresis) or the excess enthalpy (in the case of thermophoresis) of individual particles.

In the present paper we investigate the dependence of the diffusio-phoretic mobility on the strength and anisotropy of the solute-colloid interaction. In addition, we consider the effect of different hydrodynamic boundary conditions. In the next section we introduce the model and the simulation methods and then proceed to analyze the results of the simulations.
2 Simulation method

2.1 Model

We performed Molecular Dynamics (MD) simulations of diffusiophoresis in a system with a single colloidal particle (c) immersed in a fluid comprising solvent (a) and solute (β) particles. All fluid particles were assumed to be of the same diameter \( \sigma_a \), which was used as a unit of length. The diameter of the colloidal particle was taken to be \( \sigma_c = 3 \). The system dimensions were \( 16.44 \times 16.44 \times h \), where the box height \( h \) was varied to keep the pressure constant. We applied periodic boundary conditions and measured the velocity of the fluid flow, whilst keeping the colloidal particle fixed at the origin.

We assumed interaction potentials of the form

\[
U_{ij}(r_{ij}, \theta_{ij}) = U_{ij}^{SR}(r_{ij}) + \lambda_{ij} U_{ij}^{A}(r_{ij}, \theta_{ij}),
\]

where \( U_{ij}^{SR}(r_{ij}) \) denotes an isotropic short range potential \( U^{SR}(r_{ij}) \), while \( U_{ij}^{A}(r_{ij}, \theta_{ij}) \) denotes a possible anisotropic interaction between colloid and solutes. We assume that the fluid particles interact isotropically among themselves and that the only interaction with angular dependence is that between the colloid and the solute particles. Therefore, the only non-vanishing pre-factor controlling the strength of the anisotropy is \( \lambda_{\beta c} \). The choice of the short-ranged isotropic interaction potential was dictated by computational convenience. We start from a recently introduced generic, short-ranged, attractive pair potential,

\[
u(r_{ij}) \equiv a_{ij} \left[ \left( \frac{\sigma_i}{r_{ij}} \right)^2 - 1 \right] \left[ \left( \frac{r_{cut}}{r_{ij}} \right)^2 - 1 \right]^2.
\]

where \( a_{ij} \) is chosen such that the minimum value of \( u(r_{ij}) \) equals -1:

\[
a_{ij} = \frac{2}{\sigma_i} \frac{3}{2} \left( \frac{1}{r_{cut}^2} - 1 \right)^3.
\]

From this pair potential, we construct a short-ranged potential \( U_{ij}^{SR} \) that has an adjustable well depth \( \epsilon_{ij} \):

\[
U_{ij}^{SR} = \begin{cases} u(r_{ij}) + 1 - \epsilon_{ij} & \text{for } r_{ij} < r_{ij}^m, \\ \epsilon_{ij} u(r_{ij}) & \text{for } r_{ij}^m \leq r_{ij} < r_{cut}, \\ 0 & \text{for } r_{ij} \geq r_{cut}. \end{cases}
\]

Indices denote the type of the particles: \( i, j \in \{ c, a, \beta \} \), \( \sigma_{ij} \) is the distance where the potential crosses zero, \( r_{cut} \) denotes the cutoff radius (we choose \( r_{cut} = 2 \) for fluid–fluid, and \( r_{cut} = 5 \) for fluid–colloid interactions), \( r_{ij}^m \) the location of the potential minimum, and \( \epsilon_{ij} \) controls the depth of the potential well.

In what follows, the strength of the interaction between all fluid species as our unit of energy: \( \epsilon_{aa} = \epsilon_{ab} = \epsilon_{bb} = 1 \). Furthermore, we fix the solvent-colloid interaction strengths, \( \epsilon_{ac} = 1 \), and vary the solute-colloid interaction \( \epsilon_{\beta c} \equiv \epsilon_{bc} \). The overview of the interaction parameters is shown in the Table 1.

The minimum of the interaction potential is located at:

\[
r_{ij}^m = r_{cut} \sqrt{\frac{3}{1 + 2r_{cut}^2/\sigma_{ij}^2}}.
\]

Table 1 This table lists the interaction parameters used in the simulations. The solvent-solvent, solvent-solute and solute-solute interactions are isotropic (\( \lambda = 0 \)) and have the same values of \( \epsilon \) and \( \sigma \), which are always kept constant. The solvent-colloid interaction is purely repulsive (\( \epsilon_{ac} = 0 \)) and isotropic (\( \lambda = 0 \)). For the solute-colloid interaction, both the strength of the attraction \( \epsilon_{\beta c} \) and the strength of the anisotropic interaction \( l = 1 \) or \( l = 2 \), are varied.

An advantage of this model potential is that the potential and its first derivative vanish at \( r_{cut} \). However, for the solute-colloid interaction, the force is discontinuous for \( 0 < \epsilon_{\beta c} < 1 \), although the potential is continuous.

When studying the effect of anisotropic colloid-solute interactions, we decompose these interactions in terms of Legendre polynomials \( P_l(\cos \theta) \):

\[
U_{\beta c} = \begin{cases} -P_l(\cos \theta) & \text{for } r_{bc} < r_{cut}, \\ P_l(\cos \theta) u(r_{bc}) & \text{for } r_{mc} \leq r_{bc} < r_{cut}, \\ 0 & \text{for } r_{bc} \geq r_{cut}, \end{cases}
\]

where \( \theta \) denotes the angle between symmetry axis of the colloidal particle and the vector joining the centers of mass of the colloid and a solute particle (see Fig. 1). The advantage of using a Legendre-polynomial decomposition is that, in the limit of weak anisotropic interactions, the integrated excess density vanishes for all \( l \geq 1 \).

As shown in Fig. 1 we represent the effect of a concentration (or chemical-potential) gradient \( \nabla \mu \) by applying opposing external “color” forces \( f_i \) on the solvent and solute particles:

\[
f_i = -\frac{\partial \mu_i}{\partial \rho_i} \cdot \nabla \rho_i,
\]

where \( \mu_i \) is the chemical potential of the \( i \)-th species and \( \rho \) the number density. The reason for carrying out a simulation with color forces, rather than the corresponding explicit concentration gradients, is twofold. First of all, as in the case of simulations of systems in electrical fields, it is often better to impose a constant field that is compatible with the periodic boundary conditions, than to impose a periodic charge density that would locally lead to the same field.

The second reason is specific for phoretic transport: in principle, we should carry out these simulations under conditions where the phoretic flow velocity is so small that the concentration profile is not perturbed by the flow (the limit of vanishing Peclet number). With explicit concentration gradients, the relevant Peclet number is \( vL/D \), where \( v \) is the mean flow velocity, \( L \) is the length scale of the system and \( D \) is the diffusion coefficient of the solutes/solvent molecules. However, with imposed color forces, the relevant Peclet number is \( vL/D \), where \( \sigma \) is the colloidal diameter. As, typically, \( \sigma \ll L \), the Peclet number for simu-
lations with color forces is much smaller than the corresponding number in the presence of explicit concentration gradients. As shown in the SI, simulations with an explicit concentration gradient,\(^1\) in a 36.17 \times 16.44 \times h \text{ box with the position of the colloidal particle fixed at the origin, lead to a strongly non-linear (in fact: exponential) concentration profile at flow velocities where no such problem occurs if we impose color forces.}

2.2 Simulation Details

All simulations were performed at constant \(N, P\) and \(T\), with the number of particles fixed at \(N = 4836\), and the temperature at \(T = 0.845\). The length of the simulation time step was \(dt = 0.001\), and a Nosé-Hoover thermostat with a time constant of 100\(dt\) was used to control the temperature. Here and in what follows, we use reduced units, based on the \(\epsilon, \sigma\) and \(m\) (mass) of the solvent particles.

All initial configurations were prepared by placing \(N_\alpha = 4835\) solvent particles on a low-density FCC crystal lattice. \(N_\beta = \rho_\beta V\) randomly chosen solvent particles were then replaced with solute particles, where \(V\) is the volume of the simulation box. The system was then compressed in \(z\) direction and quenched to the desired pressure \((P = 0.012)\). The identities of solvent and solute particles in the bulk (i.e. far away from the colloidal particle) were allowed to interchange every 500 simulation steps to keep the solute density constant at \(\rho_\beta = 0.381\) for at least \(4 \times 10^7\) simulation steps. Color forces \(f_i\) along the \(x\)-direction were then applied to the solvent and solute particles. Subsequently, a run of at least \(2 \times 10^8\) steps was performed to obtain the flow rate and density profile, which were collected by averaging over \(10^5\) output configurations separated by \(10^3\) simulation steps. The applied color forces correspond to a solute concentration gradient of \(|\nabla \rho_\beta| = 0.04\).

Integrating the MD equations of motion with the Verlet algorithm, which conserves the tangential velocity of a solvent/solute particle when interacting with the colloid. As a result, this situation corresponds to a “slip” boundary condition (Fig. 2(a)). To implement non-slip boundary conditions, we reverse the velocity of the solvent/particle at the distance \(r^*\) (Fig. 2(b)). In our simulations, we chose \(r^* = \sigma_\alpha\), where \(i = (\alpha, \beta)\) refers to both solvent and solute particles. Note, however, that the definition of non-slip boundary conditions is not unambiguous for systems with a continuous colloid-fluid interaction.

3 Result and discussion

3.1 Isotropic interaction

Fig. 3 shows the diffusio-phoretic flow past a colloid that interacts with the solvent and solute particles with isotropic (\(\lambda_\beta = 0\)) potential specified in the previous section. For \(\varepsilon_B < 1.5\), the magnitude of the velocity in the direction of phoretic motion obtained from simulations, \(v_x\), increases with \(\varepsilon_B\). This is because the number of adsorbed solute particles, and hence total color force exerted on a fluid element close to the colloidal surface, increases with \(\varepsilon_B\). Beyond \(\varepsilon_B \approx 1.5\), \(v_x\) decreases with \(\varepsilon_B\) and reaches a plateau at \(v_x \approx -0.02\). Stronger attraction between the colloid and solute implies a larger excess of solute near the colloid. However, as the colloid-solute attraction becomes stronger, the solute particles become less mobile and cannot participate in diffusio-phoretic flow (similar behaviour was observed for polymer diffusio-phoresis see\(^2\)).

We compare our simulation results with the Derjaguin–Anderson theory for diffusio-phoresis\(^3\). The theory predicts the phoretic flow around a spherical colloid with the hydrodynamic radius \(R_h\) at constant fluid viscosity \(\eta\):

\[
v_x = v_x^0 \left(1 - \frac{K + H}{R_h}\right),
\]

where \(v_x^0 = \frac{k_B T}{\rho_\beta \eta} \int_0^\infty \rho_\beta(r) \nabla \rho_\beta(r) \rho_\beta + \rho_\alpha^S(r) \nabla \rho_\alpha(r) / \rho_\alpha \) is the flow velocity in the Derjaguin limit assuming a flat surface, with \(\rho_\beta^S\) and \(\rho_\alpha^S\) denoting the excess density of solutes and solvents, respectively. The Anderson curvature corrections are introduced via the functions \(K = \int_0^\infty \omega(r) dr\) and \(H = \int_0^\infty \omega(r) \frac{dr}{r^2} - \int_0^\infty \omega(r) dr\) with \(\omega(r) = \rho_\alpha^S(r)/\rho_\beta - \rho_\alpha^S(r)/\rho_\alpha\). In order to obtain the theoretical prediction for the phoretic flow \(v_x\) as a function of the interaction strength \(\varepsilon_B\), we have first evaluated the hydrodynamic radius of the colloid by measuring its mean-squared displacement and used this value in Eq. 7. The comparison between the Derjaguin–Anderson prediction and the simulation results with non-slip boundaries is shown in the inset of Fig. 3. Qualitatively, the behaviour is similar, although there is an important difference, i.e., the theoretical prediction for the flow goes to zero at moderate \(\varepsilon_B\), while the simulation data seem to converge to a finite plateau. The Derjaguin–Anderson theory ignores the variation of the local viscosity and assumes a sharp profile with no flow within a well-defined hydrodynamic radius of the colloid, \(R_p\). As we demonstrate later in Fig. 5, the actual concentration and flow profiles are not sharp at all, which is why the theory does not account quantitatively for the simulation data.

Fig. 3 shows that the non-monotonic relation between \(v_x\) and \(\varepsilon_B\) is observed for both slip and non-slip boundary conditions. For moderate colloid-solute interaction strength \(\varepsilon_B\), the difference between slip and non-slip velocities is around 20% but it becomes smaller with \(\varepsilon_B\) and eventually becomes vanishingly small. This observation is not surprising, because the hydrodynamic boundary conditions for a colloid densely coated with much less mobile solute particles should behave like those of a larger colloid with...
non-slip boundary conditions.\(^\text{(48)}\)

Fig. 3 Fluid velocity \(v_x\) versus solute-colloid (isotropic) interaction strength \(\varepsilon_B\) for slip (red; circles) and non-slip (black; squares) boundaries. The inset shows a comparison of the non-slip data in the regime \(\varepsilon_B < 4.0\) (solid) to the Derjaguin–Anderson theory (Eq.\(^7\) dashed).

To test to what extent attractive forces can bind solute particles to the colloid, we probe \(N_B(t)\), the number of particles that remain bound to the colloid (i.e. \(t_{ic} < t_{real}\)) for at least \(t\) time-steps. \((N_B(t)/N_B(0))\) decays exponentially with time (see SI). The rate of decay is a measure for the characteristic time \(t_d\) during which a fluid particle is bound to the colloid. The dependence of \(t_d\) on \(\varepsilon_B\) is shown in Fig. 4. As expected, \(t_d\) increases with \(\varepsilon_B\). We also note that \(t_d\) decreases with increasing flow rate: the difference with the equilibrium case is most pronounced for larger values of \(\varepsilon_B\).

Fig. 4 The characteristic time of fluid particle bound by the colloid \(t_d\) versus interaction strength between solute and colloid \(\varepsilon_B\) for equilibrium and non-equilibrium system. In these simulations, slip boundary conditions are imposed.

Figs. 5(a-b) compare the radial distribution of the reduced excess density of solutes \(\rho_B^{ex}/\rho_B^{bulk}\) with (a) slip and (b) non-slip boundaries, and the radial function of fluid velocity \(v_x\) with (c) slip and (d) non-slip boundaries.

3.2 Anisotropic interaction

To distinguish between different symmetry classes of the anisotropic solute-colloid interactions, we assume that their angular dependence is proportional to Legendre polynomials \((5)\). We note that the case \(l = 2\) is unique in the sense that it is the only anisotropic term for which a linear relation between gradient and flow is possible. For other values of \(l\), the flow vanishes in the limit of weak attraction and the phoretic flow velocity should depend at least quadratically on the strength of the colloid-solute attraction. This difference in behavior can be understood by noting that both \(v_x\) and \(\nabla \mu\) are polar vectors that transform as irreducible tensors of rank one. In the linear regime (i.e. the regime where \(v_x\) depends linearly on \(\nabla \mu\)), the variation of \(v_x\) with \(\nabla \mu\) is given by a symmetric matrix. Such a matrix has two parts: the trace, which transforms as a scalar \((l=0)\), and the traceless symmetric part that transforms as second-rank irreducible tensor \((l=2)\). For isotropic particles, only the \(l = 0\) part contributes. However, if the interaction potential is anisotropic, then the \(l = 2\) part (i.e. the part of the interaction that transforms as \(P_2(\cos \theta)\), can also contribute. However, all other angular dependence of the potential \((P_1, P_3, P_4\) etc) do not contribute to linear order. Note, however, that when the interaction becomes stronger, other Legendre components of the potential may contribute to the phoretic flow, because the ex-
cess density depends exponentially on the potential. This means that the excess density then no longer has the same symmetry as the anisotropic potential. In that case, the positive and negative contributions to the excess solute density do no longer cancel, and hence there may still be a flow for, say, \( l = 1 \) at larger values of \( \lambda_B \). We have considered anisotropic interactions of first (\( l = 1 \)) and second (\( l = 2 \)) order and evaluated the phoretic flow velocity as a function of the magnitude \( \lambda_B \).

The results are presented in Fig. 6 for slip (solid curves) and non-slip (dashed curves) boundary conditions. As expected, at small \( \lambda_B \), the flow velocity depends linearly on the interaction strength for \( l = 2 \), but quadratically for \( l = 1 \). The difference between slip and non-slip boundary conditions is barely significant. We fit the simulated data with polynomials:

\[
v_x = \sum_{l=1}^{l_{\text{max}}} A_l \lambda_B^l.
\]

Powers up to fourth order (\( l_{\text{max}} = 4 \)) need to be considered to obtain a good fit to the data. Based on the above symmetry arguments, we require that \( A_1 = A_3 \equiv 0 \) for \( l = 1 \). Table 2 summarizes the fit coefficients for the four cases considered: \( l = 1, 2 \) and for slip and non-slip boundaries.

| \( l=1 \) | \( A_1 \) | \( A_2 \) | \( A_3 \) | \( A_4 \) |
|----------|----------|----------|----------|--------|
| slip     | 0        | -7.94 \cdot 10^{-4} | 0        | 3.46 \cdot 10^{-5} |
| non-slip | 0        | -7.76 \cdot 10^{-4} | 0        | 4.13 \cdot 10^{-5} |
| slip     | 1.131 \cdot 10^{-2} | -1.84 \cdot 10^{-3} | -4.15 \cdot 10^{-4} | 9.75 \cdot 10^{-5} |
| non-slip | 9.26 \cdot 10^{-3} | -1.25 \cdot 10^{-3} | -2.77 \cdot 10^{-4} | 6.40 \cdot 10^{-5} |

**Table 2** Fit coefficients \( A_l \) in Eqn. 8 for slip and non-slip boundaries.

**4 Conclusions**

The main findings of the present work are that, although in general the strength of diffusio-phoresis increases with the excess density of adsorbed solute, the diffusio-phoretic motion is suppressed if the binding between colloid and solute is very strong. In the limit of strong binding, the adsorbed layer becomes immobile and plays no role in phoresis. However, the phoretic velocity remains finite, even for very strong adsorption, presumably because of the structuring of the fluid around the strongly adsorbed layer. In addition, we investigated the effect on phoresis of angle-dependent interactions. In analogy with what is found for the electrophoresis of colloids with a thin double layer, we find that the diffusion phoretic effect changes qualitatively as the symmetry of the anisotropic interaction is changed. These findings demonstrate that the strength of diffusio-phoresis of particles with a patchy interaction (e.g. proteins) depends not just on the strength of the patchy interaction, but on the precise distribution of the patches over the surface of the particle.

Our simulations suggest that although diffusio-phoresis may in principle be used to induce selective transport of biomacromolecules in a concentration gradient of selectively binding solutes, the non-monotonic dependence of the transport velocity on the binding strength limits the use of this approach, in the sense that there is no point in making the interaction of the bio-molecules with the solute very strong. It may then be more useful to selectively adsorb functionalized, charged solutes on the bio-molecules to make them more susceptible to electrophoresis. Our simulations suggest that anisotropic interactions may enhance (or decrease) the diffusio-phoretic mobility of an otherwise spherical particle. However, as only the \( l = 2 \) component of the anisotropic interaction contributes appreciably, the isotropic interaction will dominate the diffusio-phoresis of particles that have a large number of interaction “patches”.
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