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Due to an error in the production processes, numerous indices in the following equations and symbols mistakenly appeared with a prime. The equations should read:

$$(\epsilon_{x_1} \epsilon_{x_2} \epsilon_{x_1'} \epsilon_{x_2'}) = G_{x_1 x_1'} G_{x_2 x_2'} - G_{x_1 x_1'} G_{x_2 x_2'} + G_{x_1 x_1'} G_{x_2 x_2'} \Gamma'_{y_1 y_2 y_1' y_2'} G_{y_1 y_1'} G_{y_2 y_2'} \quad (3)$$

$$B_a(\Gamma', \Gamma')_{s_1 x_i ; s_2 x_k} = \sum_{y_1 y_2} \Gamma_{x_1 y_1 x_2 y_2} G_{y_1 y_2} G_{y_2 y_1} \Gamma'_{y_1 y_2 y_1' y_2'} \hat{G} \quad (A2a)$$

$$B_p(\Gamma', \Gamma')_{s_1 x_i ; s_2 x_k} = \frac{1}{2} \sum_{y_1 y_2} \Gamma_{x_1 y_1 x_2 y_2} G_{y_1 y_2} G_{y_2 y_1} \Gamma'_{y_1 y_2 y_1' y_2'} \hat{G} \quad (A2b)$$

$$B_t(\Gamma', \Gamma')_{s_1 x_i ; s_2 x_k} = - \sum_{y_1 y_2} \Gamma_{x_1 y_1 x_2 y_2} G_{y_1 y_2} G_{y_2 y_1} \Gamma'_{y_1 y_2 y_1' y_2'} \hat{G} \quad (A2c)$$

$$\Gamma^{(3)}_{a z, x_i} = \sum_{s_1 z} f_{z, s_1} \hat{G} = (\Gamma^{(3) a} \circ \Pi_a \circ \Gamma')_{z, x_i} = \sum_{s_1 z} f_{z, s_1} (\Gamma \circ \Pi_a \circ \Gamma')_{z, x_i} \quad (A4)$$

The caption of figure A1 should include the sentence: The positions of the external (amputated) legs refer to the arguments of $\Gamma_{x_1 x_2 x_3 x_4}$. The sentence before equation (A2) should read: For this, we will use auxiliary objects that depend on channel-dependent tuples of quantum numbers (e.g. $\Gamma'_{y_1 y_2 y_1' y_2'} = \hat{G} (\Gamma(\omega, x_i y_1 y_2 y_1' y_2') \circ \Pi_\omega)$ and define a contraction $\circ$ that always comes together with a two-particle propagator $\Pi_\omega$ of a certain channel (consisting of two one-particle propagators $G$).
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Abstract

We exploit the parquet formalism to derive exact flow equations for the two-particle-reducible four-point vertices, the self-energy, and typical response functions, circumventing the reliance on higher-point vertices. This includes a concise, algebraic derivation of the multiloop flow equations, which have previously been obtained by diagrammatic considerations. Integrating the multiloop flow for a given input of the totally irreducible vertex is equivalent to solving the parquet equations with that input. Hence, one can tune systems from solvable limits to complicated situations by variation of one-particle parameters, staying at the fully self-consistent solution of the parquet equations throughout the flow. Furthermore, we use the resulting differential form of the Schwinger–Dyson equation for the self-energy to demonstrate one-particle conservation of the parquet approximation and to construct a conserving two-particle vertex via functional differentiation of the parquet self-energy. Our analysis gives a unified picture of the various many-body relations and exact renormalization group equations.

1. Introduction

The many-body problem of nonrelativistic quantum-field theory is equipped with a well-known set of exact equations for its correlation functions [1, 2]. If these self-consistent many-body relations are expressed in their energy-momentum representation, they interrelate the different correlation functions between all energy scales, often involving integrations over all energy-momenta. However, a typical feature of interacting quantum many-body systems is that their relevant energy scales span several orders of magnitude. Conventional perturbative approaches or approaches that directly work with the self-consistent many-body relations treat all energy scales at once—they are therefore prone to inaccuracies and often plagued by infrared divergences. A very successful approach to such systems is instead given by the renormalization group (RG) technique which treats energy scales successively, starting from high ones and progressing towards lower ones [3].

The simplest realization of such a RG scheme considers the renormalization of effective couplings in analogy to Anderson’s poor man’s scaling [4]. There, the successive treatment of high-energy degrees of freedom is encoded in the evolution of running coupling constants. Since then, quantum-field-theoretical RG techniques have seen great development. A widely used, modern formulation is given by the functional RG (fRG), which allows one to study the flow of all coupling ‘constants’ in their full functional dependence [5, 6]. The respective couplings are nothing but the (field-theoretical) vertex functions; hence, the fRG can be directly applied to microscopic models.

The fRG flow is based on an exact functional flow equation for the generating functional of the (one-particle-irreducible) vertex functions [7]. If this flow equation is expanded in terms of the vertices, one obtains an infinite hierarchy of flow equations, where, in order to compute the flow of an n-point vertex, knowledge about the other vertices up to the n + 2-point vertex is required. The obvious way of truncating the hierarchy by disregarding higher-point vertices has led to a variety of successful applications of the fRG. However, one often wants to extend the usage of fRG beyond the validity of this approximation, and, in cutting-edge algorithmic development, this form of truncation may indeed be an exceedingly severe approximation.
In fact, considering a system of, say, interacting electrons, possibly subject to external fields, one may ask why it is necessary to include six- and higher-point vertices, i.e. effective interactions between three and more particles, if one is ultimately interested in one- and two-particle properties of the system. Although the fRG hierarchy of flow equations and also the hierarchy of Schwinger–Dyson equations (SDEs, or equations of motion) [8] interrelate all \( n \)-point vertices, the fundamental interaction is only of the (one- and) two-particle type; thus, it should suffice to work on the one- and two-particle level. Fortunately, a many-body framework that provides a complete description on the one- and two-particle level is available; it is the parquet formalism [2, 9].

The main idea of the approach presented in this paper is to apply the RG point of view neither to the generating functional of vertices [7] nor to the hierarchy of SDEs [8] but to the self-consistent many-body relations of the parquet formalism. Exploiting the organizational structure of the parquet formalism allows us to circumvent the inclusion of higher-point vertices and to freely navigate between different two-particle channels. Inspired by the fRG framework, we induce an internal scale dependence by using a scale-dependent propagator \( G^A \) that suppresses low-energy degrees of freedom and recovers the original theory at a final value \( \Lambda_f \). It should be noted that this differs in technical aspects from more traditional RG schemes [3, 10], which, instead of solely using a scale-dependent propagator, restrict all involved energy-momenta to decreasing energy-momentum shells (often referred to as ‘mode elimination’). Here, we simply substitute \( G \rightarrow G^A \) in the well known many-body relations and study the behavior of the solution to these equations upon varying \( \Lambda \).

As a result, we derive exact flow equations for the two-particle-reducible four-point vertices, the self-energy, and response functions. This provides a concise, algebraic derivation of the multiloop fRG (mfRG) flow equations, which have previously been obtained using diagrammatic arguments [11–13]. Our analysis also reveals how one can perform such multiloop flows beyond the parquet approximation (PA), thus including higher-order expressions for the totally irreducible vertex. Moreover, we establish an intimate connection between the functional derivative of the self-energy and the fRG flow equation for the self-energy: the latter constitutes an integration of the former along a specific path in the space of theories.

On a slightly different note, we use our approach to address fundamental questions of (traditional) parquet theory (i.e. without an explicit RG treatment): on the one hand, we demonstrate that the parquet self-energy can be obtained from the SDE using either of two possible orderings of the bare and full vertex. According to Baym and Kadanoff [14], it then follows that the PA fulfills one-particle conservation laws. On the other hand, we give an explicit construction to obtain a new, conserving vertex from the parquet self-energy, equivalent to taking the functional derivative. This construction not only allows one to quantify the degree to which the PA violates two-particle conservation laws. It can also be used to modify the PA, which fulfills the SDE but violates two-particle conservation, to obtain a fully conserving solution, albeit violating the SDE. As we show in the appendix, a fulfillment of both the SDE and the functional-derivative relation necessarily amounts to the exact solution of the many-body problem, in agreement with a result by Smith [15].

The paper is structured as follows. In section 2, we first focus (as is typical for RG approaches) on the effective interactions: we derive flow equations for the two-particle-reducible four-point vertices based on the parquet formalism, assuming the one-particle propagator to be given. Then, in section 3, we complement the flow of the four-point vertex by the flow of the self-energy, considering the various relations at hand. In section 4, we use our approach to discuss conservation properties of the PA. Finally, in section 5, we derive (dependent) flow equations for response functions, i.e. three-point vertices and susceptibilities, used to study collective excitations. In section 6, we summarize our results.

2. Derivation of the vertex flow

2.1. Preliminaries

We consider a general theory of interacting fermions, defined by the action

$$S = -\sum_{x,x'} \bar{c}_x \left[(G_0)^{-1} \Gamma_{0,x,x'} \right] c_{x'} - \frac{i}{2} \sum_{x,x',y,y'} \Gamma_{1,x,y,x',y'} \bar{c}_{x'} \bar{c}_y c_y c_{x'}$$

(1)

with a bare propagator \( G_0 \) and a bare four-point vertex \( \Gamma_{0} \), which is antisymmetric in its first and last two arguments. The index \( x \) denotes all quantum numbers of the Grassmann field \( c_x \). Correlation fields of fields, corresponding to time-ordered expectation values of operators, are given by the functional integral

$$\langle \cdots \rangle = \frac{1}{Z} \int D[c] D[\bar{c}] \exp \left\{ -S \right\}$$

(2)

where \( Z \) ensures normalization, such that \( \langle 1 \rangle = 1 \). Two-point correlation functions are represented by the full propagator \( G_{x,x'} = -\langle \bar{c}_x c_{x'} \rangle \); four-point correlation functions can be expressed via the full (one-particle-irreducible) four-point vertex \( \Gamma \):

$$
\langle \cdots \rangle = \frac{1}{Z} \int D[c] D[\bar{c}] \exp \left\{ -S \right\}
$$

(2)
Our nomenclature follows the seminal application of the parquet equations to the x-ray-edge singularity by Roulet in appendix A. As prime example for the scale dependence, one can multiply the frequency-dependent propagator by a step function, \( G^0(\omega) = \theta(|\omega| - \Lambda)G(\omega) \), such that the many-body relations are trivially solved at \( \Lambda_i = \infty \) and reproduce the desired solution at \( \Lambda_j = 0 \).

The notation given so far is identical to the one in [12]; all formulæ further needed in this paper are defined in appendix A. In the following derivation of flow equations, we use a compact notation of contractions and need not write quantum numbers (such as \( x, \bar{x}, \) etc) explicitly.

### 2.2. Parquet equations for the four-point vertex

The IRG flow equation for the four-point vertex, \( \Gamma^{(4)} = \Gamma \), contains the six-point vertex, \( \Gamma^{(6)} \), which poses great difficulty for a numerical treatment. Similarly, the SDE (equation of motion) for \( \Gamma \) contains \( \Gamma^{(6)} \) and therefore is likewise impractical. To circumvent the calculation of \( \Gamma^{(6)} \), we revert to the parquet formalism [2, 9], which provides self-consistent equations for the two-particle-reducible contributions to the four-point vertex \( \Gamma \) but assumes as input a given, totally irreducible four-point vertex \( R \). In a diagrammatic expansion, \( R \) is given by the bare vertex, \( \Gamma_0 \), with corrections starting at fourth order. The famous parquet approximation [16–18] (see section 4) consists of using \( R = \Gamma_0 \) and allows one to sum up all leading logarithmic contributions in logarithmically divergent perturbation theories [9, 19]. Importantly, however, the parquet equations can be used more generally as an exact classification of all diagrams of the four-point vertex.

In the parquet formalism, one decomposes the full four-point vertex, \( \Gamma \), into the totally irreducible vertex, \( R \), and the three two-particle-reducible vertices \( \gamma_r, r \in \{a, p, t\} \). Diagrams belonging to \( \gamma_r \) are reducible in channel \( r \), i.e. they can be separated into two parts by cutting two antiparallel, parallel, or transverse antiparallel lines, respectively. Diagrams that cannot be separated in this way belong to \( R \). (For exemplary diagrams, see figure A1 in appendix A.) While the \( \gamma_r \) are subject to further equations, this set of coupled equations closes only for a fixed choice of \( R \).

Let us assume a given expression for the totally irreducible vertex, \( R \). Furthermore, we will for now assume the one-particle propagator, \( G \), to be given; computation of \( G \) via the self-energy will be discussed later. The parquet equations, involving the two-particle-reducible vertices, \( \gamma_r \) and two-particle-irreducible vertices, \( I_r \), read

\[
\Gamma = R + \sum_r \gamma_r, \quad I_r = \Gamma - \gamma_r = R + \gamma_r, \tag{4a}
\]

\[
\gamma_r = I_r \circ \Pi_r \circ \Gamma. \tag{4b}
\]

For given \( R \), these equations must be solved self-consistently to obtain the appropriate reducible vertices, \( \gamma_r \) that complement the full vertex, \( \Gamma \). In equation (4a), we use the notation \( \circ \) for the complementary channel of a given channel \( r \), such that \( \gamma_r = \sum_r \gamma_r \). The Bethe–Salpeter equation (BSE) (4b) describes two vertices, \( I \) and \( \Gamma \), connected by a bubble, \( \Pi_r \), of two dressed propagators in channel \( r \) (see also figure 1). This bubble of vertices can be expressed as a matrix multiplication (given a suitable parametrization depending on the channel \( r \), see appendix A), as indicated by the symbol \( \circ \) attached to \( \Pi_r \). Note that \( \Pi_r \) and \( \Pi_1 \) implicitly contain a factor of \( 1/2 \) and \(-1\), respectively.

In the following, we list relations that can be easily deduced from the parquet equations (4) and will be used repeatedly in the derivations of flow equations. The combination of equations (4a) and (4b) directly yields \( \Gamma = I_r \circ \Pi_r \circ \Gamma \) (for all channels \( r \)). Exploiting the multiplicative structure, we can isolate \( \Gamma \) on the lhs to obtain the inverted BSE,

\[
\Gamma = I_r \circ \Pi_r \circ \Gamma \quad \iff \quad \Gamma = (1 - I_r \circ \Pi_r)^{-1} \circ I_r. \tag{5}
\]

A further straightforward manipulation yields an extended BSE.
1 + \Gamma \circ \Pi_r = 1 + (1 - I_r \circ \Pi_r)^{-1} \circ (I_r \circ \Pi_r - 1 + 1) = (1 - I_r \circ \Pi_r)^{-1}. \quad (6)

Using the inverted BSE (5), one directly sees (by isolating \( \gamma_r \)) that the order of the vertices in the BSE (4b) is irrelevant:

\[
\gamma_r = I_r \circ \Pi_r \circ \Gamma = I_r \circ \Pi_r \circ (I_r + \gamma_r) \quad \Rightarrow \quad \gamma_r = (1 - I_r \circ \Pi_r)^{-1} \circ I_r \circ \Pi_r \circ I_r = \Gamma \circ \Pi_r \circ I_r. \quad (7)
\]

2.3. Flow of the four-point vertex

The central aspect of our RG treatment is incorporated by attaching a scale (\( \Lambda \)) dependence to the propagator, \( G \rightarrow G^\Lambda \), appearing in the self-consistent many-body relations. The physical picture is that \( \Lambda \) separates high- and low-energy degrees of freedom, and by using \( G^\Lambda \) we allow for successive renormalization of the low-energy (\(< \Lambda\)) theory by high-energy (\(> \Lambda\)) degrees of freedom as \( \Lambda \) is decreased. However, one can also simply consider \( \Lambda \) as some additional dependence in the propagators connecting the vertices in the BSEs: \( G \rightarrow G^\Lambda, \Pi_r \rightarrow \Pi^\Lambda_r \) (cf. figure 1). Hence, the reducible vertices \( \gamma^\Lambda_r \) — and consequently \( \Gamma^\Lambda \) and \( I^\Lambda_r \) — will inherit a scale (\( \Lambda \)) dependence, obtained from the requirement that the parquet relations be fulfilled for each value of \( \Lambda \), while \( R \) remains as given input.

The scale dependence is auxiliary in the sense that we are ultimately interested in the fully renormalized theory: we are interested in \( \gamma^\Lambda_r = \gamma_r \) where (at the final scale) \( G^\Lambda_r = G \). Suppose we know the vertices at the initial scale, i.e. we can solve the BSEs using \( G^\Lambda \). Then, we can obtain \( \gamma^\Lambda_r \) by solving a differential equation specified by the initial condition together with the flow \( \partial_\Lambda \gamma^\Lambda_r \equiv \gamma_r^\Lambda \), which is induced by the scale dependence of \( G^\Lambda \) in the BSEs. We remark that it is natural to exclude the totally irreducible vertex \( R \) from the renormalization flow, as it constitutes precisely the part of the vertex that cannot be constructed iteratively and therefore does not have a flow equation that allows for an efficient (i.e. iterative one-loop) calculation.

2.3.1. Flow equation

To find the scale dependence of the two-particle-reducible vertices, \( \gamma_r \), we start by differentiating the BSEs wrt \( \Lambda \) (suppressing the \( \Lambda \) dependence to lighten the notation) according to the product rule and decomposing the full vertex via the parquet equation (4a):

\[
\gamma_r = I_r \circ \Pi_r \circ \Gamma \circ I_r \circ \Pi_r \circ \Gamma = I_r \circ \Pi_r \circ (I_r + \gamma_r).
\]

Similar to the manipulations in equation (7), we bring \( \gamma_r \) to the lhs and subsequently multiply by \( (1 - I_r \circ \Pi_r)^{-1} \) from the left. According to the inverted BSE (5), we get

\[
\gamma_r = \Gamma \circ \Pi_r \circ (1 - I_r \circ \Pi_r)^{-1} \circ I_r \circ \Pi_r \circ \Gamma = \Gamma \circ \Pi_r \circ I_r.
\]

and, resolving the remaining inverse by the extended BSE (6), we find

\[
\gamma_r = \Gamma \circ \Pi_r \circ \Gamma + \frac{I_r \circ \Pi_r \circ \Gamma}{\gamma_r^\Lambda} = \Gamma \circ \Pi_r \circ I_r + \frac{I_r \circ \Pi_r \circ I_r}{\gamma_r^\Lambda}.
\]

The algebraic derivation of this exact flow equation, as the differential form of the BSE (4b), is our first main result. It is depicted diagrammatically in figure 2a (exemplified by the \( a \) channel) and contrasted with the corresponding standard fRG flow equation (figure 2b). It describes the flow of the reducible vertices, \( \gamma_r \); the totally irreducible vertex, \( R \), does not have an efficient flow equation and remains as input. Since \( R = 0 \), we have

\[
I_r = \sum_{\lambda} \frac{R^\lambda \circ \gamma_r^\Lambda}{\gamma_r^\Lambda \circ \gamma_r^\Lambda} = \gamma_r^\Lambda, \quad \hbox{and equation (10) constitutes a closed, coupled set of differential equations for all reducible vertices \( \gamma_r \). The natural way to solve these equations is to start by computing the independent, one-loop part, \( \gamma_r^{(1)} \),}
\]
for each channel, and then iteratively insert the results into the left, right, and center parts ($\gamma^{(L)}_r$, $\gamma^{(R)}_r$, $\gamma^{(C)}_r$, respectively) of the various channels. If this is organized by the number of loops (connecting full vertices), we precisely recover the mfRG vertex flow which has been derived diagrammatically in [11, 12] (see figure 5 of [12]). It is worth mentioning that the numerical effort of this iterative mfRG flow grows only linearly with the number of loops that are kept (on average) as compared to the standard (truncated) fRG flow [11–13]. First implementations [11, 13] of this iterative scheme for moderate interaction strengths have found convergence for a number of loops $\lesssim 8$. In general, we expect that with increasing interacting strength the convergence with loop order will become slower—and possibly not occur at all for sufficiently strong interactions—in a way that will depend on the model at hand.

From the above derivation, it is clear that, if the scale dependence of $G$ is chosen such that we are initially able to solve the BSEs (using $G^\Lambda$) and finally revert to the original theory ($G^\Lambda = G$), then solving the mfRG vertex flow (10) is equivalent to solving the BSEs (4b). An initial solution is always available by using $G^\Lambda = 0$, but can also be chosen differently, if desired (see below). In the same way that any solution of the BSEs depends on a certain choice of $R$, so do results of mfRG. However, the multiloop flow equation requires only the initial condition of the full vertex $\Gamma^\Lambda = R + \sum_r \gamma^\Lambda_r$ and not of the individual two-particle-reducible or -irreducible vertices; the decomposition into $\gamma^\Lambda_r$ is only performed on the differential level. Nevertheless, the degree of approximation in our approach is encoded in the underlying expression for $R$, which can range from the simplest approximation, $R = \Gamma^\Lambda_0$, to the exact object, $R^{ex}$.

2.3.2. Examples

Let us give some examples for possible flows which are specified by the input $R$ and the choice of $G^\Lambda$ initializing the progression towards $G^\Lambda = G$. Recall that, in this section, we focus on the two-particle level, i.e. we study the influence of varying the full propagator, $G^\Lambda$, on the vertex, $\Gamma^\Lambda$. In practice, the variation of $G^\Lambda$ will be realized by tuning the bare propagator, $G^\Lambda_0$, and complementing the vertex flow with a self-energy flow to compute $G^\Lambda$ (see section 3).

(i) The BSEs at the initial scale are trivially solved if $G^\Lambda = 0$: Due to $\Pi^\Lambda_0 = 0$, the corresponding initial condition for the reducible vertices is $\gamma^\Lambda_r = 0$. As we introduce the scale dependence only for the propagators connecting the vertices in the BSEs but leave the totally irreducible vertex $R$—the input to the parquet equations—unchanged, the initial condition for the full vertex is given by $\Gamma^\Lambda_0 = R^\Lambda_0$. Hence, the mfRG flow generates all two-particle-reducible diagrams given the irreducible building block $R$; the special case of $R = \Gamma^\Lambda_0$ yields all diagrams of the PA [11, 12].

(ii) The mfRG flow (10) is an exact flow equation for the two-particle-reducible vertices and thus gives us full control over the vertices corresponding to given propagators $G^\Lambda$. Immediate consequences are that (a) for given boundary conditions $G^\Lambda$, $G^{\Lambda'}$, we are completely free to choose any specific $\Lambda$ dependence in $G$ —the results of the flow do not depend on this choice; and (b) that we can perform loops in theory space, going from $G^\Lambda$ to $G^{\Lambda'} = G^\Lambda$ without any loss of information. Conceptually, this underlines the power of the mfRG flow; practically, it can also be used as a consistency check for a numerical implementation (which might employ approximate parametrizations of the vertex functions, etc.). We emphasize that, while both properties directly follow from the given derivation based on the BSEs, they are violated in the widely used one-loop form ($\gamma^\Lambda_r \approx \gamma^{(1)}_r$) of the truncated fRG flow.

A loop in theory space could for instance be realized via $G^\Lambda = \int (A) G^\Lambda$ with $\int (A_0) = \int (A_2) = 1$. If we already have the result of the PA ($R = \Gamma^\Lambda_0$) in the form of $G^\Lambda = G^{PA}$ and $\Gamma^\Lambda = \Gamma^{PA}$, the vertex flow naturally gives the corresponding parquet vertex for all values of $\Lambda$ (as $R = \Gamma^{\Lambda}_0$ throughout) and finally returns to the original result. If we assume (from a conceptual point of view) we had the exact solution of the many-body problem in the form of $G^\Lambda = G^{ex}$, $\Gamma^\Lambda = \Gamma^{ex}$, then such a vertex flow would return to the exact result, too. However, as the totally irreducible vertex remains fixed, the results at intermediate $\Lambda$ do not correspond to the exact solution for that $G^\Lambda$. Instead, at each value of $\Lambda$, the reducible vertices $\gamma^\Lambda_r$ solve the BSEs with propagators $G^\Lambda$ and $R^{ex} = R^\Lambda$. At $\Lambda_0$, the BSEs with $G^\Lambda_0 = G^{ex}$ and $R^{ex}$ reproduce $\gamma^{ex}_r$ and thus $\Gamma^{ex} = R^{ex} + \sum_r \gamma^{ex}_r$.

(iii) As a highly correlated and, yet, numerically tractable initial condition [24], one can choose the solution of dynamical mean-field theory (DMFT) [25] and use the mfRG flow to generate nonlocal correlations [20, 26], thus extending the DMF$^2$RG idea [11, 12] (or D(MF)$^2$RG [27]). A related approach that gives diagrammatic, nonlocal corrections to DMFT is given by the dynamical vertex

5 Whereas the initial condition $\Gamma^\Lambda_0 = R$ at $G^\Lambda_0$ is natural in the parquet approximation $R = \Gamma^\Lambda_0$, it might seem counter-intuitive for other cases, when thinking of the totally irreducible vertex, $R$, being itself composed of diagrams containing propagators. In this way of thinking, we have to treat propagators in $R$ differently from those propagators that connect the building block $R$ in the two-particle-reducible diagrams of the $\gamma_r$. This special treatment is necessary as $R$ does not have an efficient flow equation.
approximation (DIA) [28–30]. This approach directly employs the parquet equations, using as input \( R^{\text{DMFT}} \), the totally irreducible vertex from the local DMFT solution [21]. If we used the same initial propagator \( G^0 = 0 \) as in example (i) above, we would start the vertex flow from \( \Gamma^0 = R^{\text{DMFT}} \), in perfect analogy to the DIA algorithm. However, at this point we can leverage the flexibility of the RG framework and perform a continuous deformation starting directly from the full DMFT vertex: indeed, if we use \( G^0 = G^{\text{DMFT}} \) (as opposed to \( G^0 = 0 \)), the vertex flow is not initiated by \( R^{\text{DMFT}} \), but from the actual, full vertex \( \Gamma^{\text{DMFT}} \) [26]. (Recall that the decomposition into two-particle channels in equation (10) occurs only for differentiated vertices \( \gamma_i \), which are ultimately combined to give \( \Gamma = \sum_i \gamma_i \).) Although the results are (in principle) independent of the specific \( A \) dependence, the choice \( G^A = G^{\text{DMFT}} \) with \( \Gamma^A = \Gamma^{\text{DMFT}} \) has the decisive numerical advantage that it avoids any explicit appearance of \( R^{\text{DMFT}} \). The corresponding multiloop flow is hence not affected by the (likely) unphysical divergences of the totally irreducible vertex, which have been observed in strongly correlated systems [31–35], and can thus be used to analyze such systems in wider regimes of the phase diagram. The combination of vertex and self-energy flow in multiloop DMFTRG, as used in practice, is further discussed in section 3.1.2 (iv).

So far, we have assumed the dressed propagator, \( G \), to be known. However, as this is in general not the case, we now combine equation (10) with a self-energy flow, \( \Sigma^A \), to generate \( G^A \) during the flow. Via the Dyson equation, we then have \( (G^A)^{-1} = (G_0^A)^{-1} - \Sigma^A \) in a flow controlled by the scale-dependent bare propagator, \( G_0^A \).

### 3. Derivation of the self-energy flow

First, let us mention that the straightforward derivation of the vertex flow was based on the parquet equations (for given input \( R \)). These merely represent a classification of diagrams, reducing the need for an explicit input expression to the most fundamental building block. We did not use equations which provide a construction of the four-point vertex from higher-point vertices, such as the SDE involving \( \Gamma^{60} \), or a functional derivative connecting four- and six-point vertices.

By contrast, we next want to construct the self-energy, \( \Sigma \), from the four-point vertex, \( \Gamma \). For this purpose, three equations are available: (i) the SDE relating \( \Sigma \) to \( \Gamma \), typically used in the parquet formalism [2], (ii) a functional derivative between self-energy and two-particle-irreducible vertex, known from Hedin’s equations [1] and \( \Phi \)-integrable approaches [36, 37], and (iii) the fRG flow equation for \( \Sigma \) [3]. While all these equations are exact, their outcomes might differ when inserting an approximate vertex. In section 3.2, we show that the fRG flow for \( \Sigma \) can be easily derived from the functional derivative (as a necessary condition). However, as we show in appendix B, the SDE and the functional derivative are complementary in the sense that any solution that fulfills both equations must be the exact solution. It is therefore not surprising that it is complicated to relate a self-energy flow to the SDE for \( \Sigma \). Nevertheless, we will use the SDE to derive a self-energy flow (different from the standard fRG flow), which is well-suited for the PA and allows us to gain insight into its conservation properties (see section 4). While this multiloop flow deduced from the SDE indeed proves beneficial in the PA [12], the general advantages and disadvantages of the different starting points (i) and (ii) are not entirely clear (see also section 3.1.2).

#### 3.1. Self-energy flow from the SDE

Deriving a flow equation from the SDE of the self-energy is a difficult task since (as already mentioned) SDEs and differential equations are of fundamentally different nature—for instance, SDEs always contain the bare interaction whereas differential equations are typically phrased with renormalized objects only. In [8], the SDE was used to derive the fRG self-energy flow up to terms \( O(\Gamma^3) \); here, we demonstrate agreement up to \( O(\Gamma^4) \). In fact, we derive the mfRG self-energy flow from [12], which includes important terms that would be neglected if one simply inserts the approximate parquet vertex into the standard fRG self-energy flow equation [12]. The calculation with the main results given in equations (26) and (30) (see also figure 3) is presented in detail in the following section 3.1.1 and interpreted in section 3.1.2.

#### 3.1.1. Flow equation

The starting point of our calculation is the Schwinger–Dyson equation for the self-energy (see figure 3(a)):

\[
\Sigma = \Sigma_{\text{SD}}(\Gamma_0, \Gamma, G) = -\left(\Gamma_0 + \Gamma_0 \circ \Pi_p \circ \Gamma\right) \cdot G = -\left(\Gamma_0 + \frac{1}{2} \Gamma_0 \circ \Pi_a \circ \Gamma\right) \cdot G. \tag{11}
\]

Here, we have used bubbles in either the \( a \) or the \( p \) channel, as well as the contraction of two vertex legs with a propagator (denoted by \( \Gamma \cdot G \), see appendix A, equation (A5)). As we can freely choose the specific propagator
for the final contraction, we can write the SDE with a bubble in either the $p$ or the $a$ channel—the factor of $1/2$ is implicitly contained in $\Pi_a$, and must be explicitly written when using $\Pi_a$.

The presence of two equivalent lines (i.e. parallel lines connected to (anti)symmetric vertices) in the second summand of the SDE opens the possibility for further manipulations. For this, let us explicitly denote the propagators contained in a bubble by $\Pi_{\mu G, \nu G}$; the standard bubble is then simply given by $\Pi_r \equiv \Pi_{G, G}$. In the SDE, we cannot only freely choose the propagator used in the final contraction (equation (12a)), we can also switch the equivalent lines by crossing two external legs of both vertices, $\Gamma_1 \rightarrow \tilde{\Gamma}_1$, $\Gamma_2 \rightarrow \tilde{\Gamma}_2$ (see equation (A3)). The relations deduced from this contracted crossing operation (see figure 4(a)) are

\begin{align}
(\frac{1}{2} \Gamma_1 \circ \Pi_{G, G, G} \circ \Gamma_2) \cdot G_2 &= (\Gamma_1 \circ \Pi_{G, G, G} \circ \Gamma_2) \cdot G_2 \\
= \left(\frac{1}{2} \Gamma_1 \circ \Pi_{G, G, G} \circ \Gamma_2\right) \cdot G_1 &= (\Gamma_1 \circ \Pi_{G, G, G} \circ \Gamma_2) \cdot G_2.
\end{align}

We will use the contracted crossing relations extensively on the relevant vertices, which obey the crossing symmetries

\begin{equation}
\hat{\Gamma} = -\Gamma, \quad \hat{\Gamma}_0 = -\Gamma_0, \quad \hat{R} = -R, \quad \hat{\gamma}_p = -\gamma_p, \quad \hat{\gamma}_a = -\gamma_a, \quad \hat{\gamma}_t = -\gamma_t.
\end{equation}

Note that the vertices in the particle-hole channels $a, t$ are mapped onto each other upon crossing two external legs. For this reason, we will often combine contributions from the $a$ and $t$ channel in the following calculations.

The SDE yields a scale-dependent self-energy if we attach a $\Lambda$ dependence to every propagator connecting the vertices in equation (11) and account for the $\Lambda$ dependence of the four-point vertex, $\Gamma$, as discussed in section 2. In light of the functional derivative $\delta \Sigma / \delta G = -\Gamma$ (see section 3.2 below), we aim at generating the irreducible vertex $I_0$ for which we need the totally irreducible vertex, $\Gamma_0$. Hence, we define $\Gamma' = \Gamma - \Gamma_0$, and, since equation (11) is linear in $\Gamma_0$, we obtain

\begin{equation}
\Sigma = \Sigma_{SD}(R, \Gamma, G) - \Sigma_{SD}(R', \Gamma, G).
\end{equation}

We now consider the flow of $\Sigma_{SD}(R, \Gamma, G)$ and organize our computation according to (see figures 4(b) and (c))

\begin{equation}
\Sigma = \frac{\partial \Sigma_{SD}(R, \Gamma, G)}{\partial \Sigma_{1}} - \frac{\partial \Sigma_{SD}(R', \Gamma, G)}{\partial \Sigma_{3}}.
\end{equation}

Here, we have subtracted and added a term such that the first bracket, $\Sigma_1$, contains only those terms of the differentiated SDE in which the derivative is explicitly applied to propagators. The second part, $\Sigma_2$, accounts for the differentiated vertex for which we will insert the vertex flow (10). Finally, $\Sigma_3$ contains all remaining contributions proportional to $R'$. In the PA, one has $R = \Gamma_0 \leftrightarrow R' = 0$; thus, $\Sigma_3$ will only be relevant in calculations that go beyond the PA. In fact, from equation (14), we see that the role of $\Sigma_3$ is to cancel the extra terms that have been added to $\Sigma_1 + \Sigma_2$ by using $\Sigma_{3SD}(R, \Gamma, G)$ instead of $\Sigma_{3SD}(\Gamma_0, \Gamma, G)$. We begin our calculations with $\Sigma_1$.

Generate $I_1 \cdot \hat{G}$ — As already mentioned, we want to single out the two-particle-irreducible vertex $I_1$ (since it constitutes the functional derivative of the self-energy). The first summand in equation (11) (using $R$ instead of $\Gamma_0$ with $R = 0$) is easily differentiated as $-R \cdot \hat{G}$. In the remaining part of $\Sigma_1$, we have three propagators to differentiate. Two of the resulting terms can be combined to factor out $\hat{G}$ if we use the contracted crossing symmetry (12) on $R$ and $\Gamma$:

\begin{equation}
-\Sigma_1 - R \cdot \hat{G} = (R \circ (\Pi_{G, G} + \Pi_{G, G} \circ \Gamma)) \cdot G + (R \circ \Pi_{G, G} \circ \Gamma) \cdot \hat{G} = (R \circ \Pi_{G} \circ \Gamma) \cdot \hat{G} + (R \circ \Pi_{G} \circ \Gamma) \cdot \hat{G}.
\end{equation}

Next, we collect the terms for $I_1 = R + \gamma_t = R + \Pi_0 \circ \Gamma + \Pi_0 \circ \Gamma$ (see equation (4)) and find

\begin{equation}
-\Sigma_1 = [R + (\Pi_{G} \circ \Gamma)] \cdot \hat{G} = I_1 \cdot \hat{G} - [(\gamma_p + \gamma_t) \circ \Pi_{G} \circ \Gamma] \cdot \hat{G}.
\end{equation}
After using $I_r = \gamma_r$, we then obtain

$$\Sigma_2 = - \sum_{r=a,p} (I_r \circ \Pi_r \circ \gamma_r - \gamma_r \circ \Pi_r \circ I_r) \cdot G. \quad (23)$$

**Insert vertex flow**— Whereas the previous manipulations were possible due to the contracted crossing symmetry, the following insertion of the vertex flow for $\gamma_r$, given by equation (10), can be simplified already on the vertex level. In fact, using the parquet equations (4) with $\gamma_r = I_r \circ \Pi_r \circ \Gamma$ and $\Gamma = I_r + \gamma_r$, we get

$$I_r \circ \Pi_r \circ \gamma_r = I_r \circ \Pi_r \circ (I_r \circ \Pi_r \circ \Gamma + I_r \circ \Pi_r \circ \Gamma + \Gamma \circ \Pi_r \circ I_r \circ \Pi_r \circ \Gamma) = \gamma_r \circ \Pi_r \circ \Gamma \circ \Pi_r \circ \gamma_r \circ \Pi_r \circ \gamma_r, \quad (24)$$

The first term also occurs (with opposite sign) in equation (19), the second term reproduces $\gamma_r^{(C)}$, and the third term gets canceled in equation (23). Hence, $\Sigma_2$ can be simplified (as summarized in figure 4(c)) to
\[ \Sigma_2 = - \sum_{i=1,3} (\gamma^{\text{GC}}_i + \gamma_i \circ \Pi_i \circ \Gamma) \cdot G. \quad (25) \]

With the definition \( \dot{\gamma}_i^{\text{GC}} = \dot{\gamma}_i^{\text{GC}} + \dot{\gamma}_p^{\text{GC}} \), the full derivative of the self-energy is given by
\[ \Sigma = \Sigma_1 + \Sigma_2 - \Sigma_3 = -I_t \cdot G - \dot{\gamma}_i^{\text{GC}} \cdot G - \Sigma_3. \quad (26) \]

This result for \( \dot{\Sigma} \equiv \partial_t \Sigma_{\text{SD}} \) in skeleton form (i.e. phrased with dressed propagators \( G, \dot{G} \) only) will be considered more closely in section 4. Here, we move on by noting that equation (26) still contains \( \Sigma \) on both the lhs and the rhs (via \( G \)).

**Isolate \( \dot{\Sigma} \)**— At this point in our derivation, we specify how the \( \Lambda \) dependence is supposed to enter \( G \): it shall be incorporated in the bare propagator \( G_0 \) such that the Dyson equation, \( G = G_0 + \Sigma \cdot G \), entails \( G = S + G \cdot \Sigma \cdot G \) with the single-scale propagator \( S = \partial_t G_0 + \Sigma = -G \cdot \partial_t G_0^{-1} \cdot G \). Once we insert this expression for \( G \) into equation (26), we will face the contraction of a vertex with a composite line \( G \cdot \Sigma \cdot G \). In such a case, one can equivalently attribute the two propagators to either the self-energy or the vertex, such that we have the following equality for a composite contraction (recall the minus sign in \( \Pi_i \); see equation (A6) for details):
\[ I_t \cdot (G \cdot \Sigma \cdot G) = -I_t \circ \Pi_i \cdot \Sigma. \quad (27) \]

We insert equation (27) into equation (26) to isolate \( \dot{\Sigma} \):
\[ \dot{\Sigma} = -I_t \cdot (S + G \cdot \Sigma \cdot G) - \dot{\gamma}_i^{\text{GC}} \cdot G - \Sigma_3 = -I_t \cdot S + I_t \circ \Pi_i \circ \Sigma - \dot{\gamma}_i^{\text{GC}} \cdot G - \Sigma_3 \]
\[ \iff \quad \dot{\Sigma} = -(1 - I_t \circ \Pi_t)^{-1} \cdot I_t \cdot S - (1 - I_t \circ \Pi_t)^{-1} \cdot (\dot{\gamma}_i^{\text{GC}} \cdot G + \Sigma_3). \quad (28) \]

Next, we use the inverted BSE (5) as well as the extended BSE (6) to express this through \( \Gamma \) and \( 1 + \Gamma \circ \Pi_t \), respectively:
\[ \dot{\Sigma} = -\Gamma \cdot S - (1 + \Gamma \circ \Pi_t) \cdot (\dot{\gamma}_i^{\text{GC}} \cdot G + \Sigma_3). \quad (29) \]

For convenience, we finally write the contraction of \( (\Gamma \circ \Pi_t) \) with both summands as composite contractions (using equation (27)) for a general vertex and self-energy and obtain
\[ \dot{\Sigma} = \sum_{\text{std}} \left[ \frac{1}{\Sigma_{\text{std}}} \right] + \left[ \frac{1}{\Sigma_{\tau}} \right] + \left[ \frac{1}{\Sigma_{i}} \right] - \dot{\Sigma}_3 = \left[ \frac{1}{\Gamma \cdot (\Sigma_3 + G) \cdot \Gamma} \right]. \quad (30) \]

This is our final result for the mfRG self-energy flow deduced from the SDE. It constitutes the bare (‘nonskeleton’) form of equation (26) as it involves \( G \) and \( S \) instead of \( G_0 \) and \( \dot{G} \). The first term in equation (30), \( \Sigma_{\text{std}} \), is the standard iRG self-energy flow. The next two terms, \( \Sigma_\tau \) and \( \Sigma_i \), constitute the multiloop corrections to the self-energy flow (see figure 3(b)), which have been derived diagrammatically in \([12]\). These contributions are needed to ensure that the self-energy flow generates all contributions to the self-energy arising within the PA. Finally, the two terms involving \( \Sigma_3 \) remain in our final result and—in calculations beyond the PA—are required to cancel doubly counted terms coming from the replacement \( \Sigma_{\text{SD}}(\Gamma_0, \Gamma, G) \rightarrow \Sigma_{\text{SD}}(R, \Gamma, G) \) in equation (14). We remark that \( \Sigma_3 \) constitutes precisely the part that cannot be simplified further with our parquet tools, as it originates from the appearance of a bare instead of renormalized vertex in the SDE.

### 3.1.2. Interpretation

Let us interpret the flow equation (30) step by step:

(i) Since \( \dot{\gamma}_i^{\text{GC}} \) and \( R' \) [and hence \( \dot{\Sigma}_3 = \partial_t \Sigma_{\text{SD}}(R', \Gamma, G) \)] are of order \( O[(\Gamma')^4] \), we have explicitly shown how to derive the standard iRG self-energy flow, \( \Sigma_{\text{std}} \), from the SDE up to and including terms of fourth order in the (effective) interaction. If we were in the standard iRG setting where every line is \( \Lambda \)-dependent, further terms coming from \( R \neq 0 \) would arise in our derivation. However, as these terms are similarly of order \( O[(\Gamma')^4] \), the result \( \partial_t \Sigma_{\text{SD}} = \Sigma_{\text{std}} + O[(\Gamma')^4] \) would remain unchanged.

(ii) In the PA, the totally irreducible vertex is reduced to its simplest approximation, such that \( R = \Gamma_0 \Leftrightarrow R' = 0 \) and thus \( \Sigma_3 = 0 \). In this case, equation (30) reproduces the mfRG self-energy flow from \([12]\) including the corrections \( \Sigma_\tau \) and \( \Sigma_3 \) (see figure 3(b)), necessary to provide a total derivative of the SDE using the approximate parquet vertex.

(iii) Let us come back to the idea of a loop in theory space, which—including the self-energy flow—is now driven by the bare propagator \( G_0 \). A possible realization is given by \( G_0 = f(\Lambda)G_0 \) with \( f(\Lambda) = f(\Lambda_t) = 1 \). If we start the flow from the solution in the PA \( (R = \Gamma_0) \) with \( \Sigma_{\lambda} = \Sigma_{\lambda_{PA}} \) and \( \Gamma^\lambda = \Gamma^\lambda_{PA} \), the combination of the mfRG vertex flow (10) and self-energy flow (30) (using \( \Sigma_3 = 0 \)) gives the corresponding result in the PA for all \( \Lambda \) (as \( R = \Gamma_0 \) throughout) and returns to the original solution at \( \Lambda_t \). However, starting the flow from a solution with \( R' = 0 \), we would have to include \( \Sigma_3 \) in the
self-energy flow (30) in order to precisely return to the original self-energy, \( \Sigma \), and vertex, \( \Gamma \) (dressed by \( \Sigma \)), at \( \Lambda_f \) with \( R' = 0 \), setting \( \Sigma_3 = 0 \) introduces an approximation in the full derivative of the SDE. Conversely, one can compare results of the flow at \( \Lambda_1 \) and \( \Lambda \) to (numerically) gauge the importance of the individual terms in equation (30). To better understand the effect of \( \Sigma_3 \), we recall that \( \Sigma_t \) and \( \Sigma_r \) were originally derived diagrammatically to compensate for missing diagrams of \( \Sigma^{PA} \) when using the parquet vertex in \( \Sigma^{PA} [12] \). With this perspective on \( \Sigma_t + \Sigma_r \), in mind, it is intuitively clear that higher-order contributions to \( R \) (i.e. \( R' = 0 \)) generate doubly counted terms between \( \Sigma_{3rd} \) and \( \Sigma_t + \Sigma_r \). Yet, as equation (30) is exact, these overcounted terms are precisely canceled by the parts involving \( \Sigma_3 \). For illustration, consider the (parquet) self-energy at fourth order in the interaction, which contains no approximation and whose flow is fully described by \( \Sigma_{3rd} + \Sigma_t + \Sigma_r \) using vertices in the PA. Now, fourth-order diagrams of \( R' = 0 \) generate fourth-order terms in \( \Sigma_{3rd} \) but not in \( \Sigma_t \) and \( \Sigma_r \) (due to their structure involving further vertices that raise the interaction order). The additional fourth-order contributions of \( \Sigma_{3rd} \) are precisely canceled by \( R' \cdot G \) (containing only one \( \Lambda \)-dependent line) as part of \( \Sigma_3 \). Generally, we believe that, for situations where \( R' = 0 \), the overcounting of differentiated diagrams in \( \Sigma_{3rd} + \Sigma_t + \Sigma_r \) has rather small weight and that, even if using \( \Sigma_3 \approx 0 \), the multiloop additions \( \Sigma_t + \Sigma_r \) provide an improvement of the standard self-energy flow, \( \Sigma_{3rd} \).

(iv) An interesting application with \( R' = 0 \) is the previously mentioned multiloop DMF\( ^2 \)RG approach. In its full form, combining the flow equations of the vertex (10) and self-energy (30), the mRG flow is controlled by the bare propagator \( G_0^\Lambda \), which interpolates between the local theory of DMFT and the actual lattice problem. The simplest realization [26] of a flow from \( \Lambda_1 \) to \( \Lambda_f = 0 \), formulated in terms of Matsubara frequencies \( i\omega \) and momentum \( \mathbf{k} \), is given by \( (G_0^\Lambda)^{-1} = i\omega + \mu - \Lambda \Delta(i\omega) \) (11) \( i\omega + \mu - \Lambda \Delta(i\omega) \). Here, \( \Delta(i\omega) \) is the self-consistently determined hybridization function of the auxiliary Anderson impurity model [25] and \( \epsilon_k \) the lattice dispersion. With \( G_0^\Lambda = G_0^{\text{DMFT}} = 1/(i\omega + \mu - \Delta(i\omega)) \), the flow is conveniently started from \( \Sigma_{DMFT} = \Sigma_{DMFT} \) and \( \Gamma_{DMFT} = \Gamma_{DMFT} \). While the vertex flow (10) exactly solves the BSEs (for given \( G_0^{\Lambda} \)), the differential form of the SDE contains \( \Sigma_3 \) and therefore prevents complete equivalence to the DIT approach. In this regard, it remains to be seen whether the standard fRG self-energy flow, \( \Sigma_{3rd} \), with or without the multiloop corrections \( \Sigma_t + \Sigma_r \), or other realizations, incorporating parts of \( \Sigma_3 \) in equation (30), lead to optimal results.

3.2. Self-energy flow from the functional derivative

We now show how the standard fRG self-energy flow, \( \Sigma_{3rd} \), can be directly derived from the equality between the functional derivative of the self-energy and the (particle-hole) two-particle-irreducible vertex. To be in perfect accordance with the standard fRG setup, we have to require that every \( G \) line be \( \Lambda \)-dependent—even those in the totally irreducible vertex, \( R = R^L \). Incorporating the \( \Lambda \) dependence in the bare propagator \( G_0 \), we again relate the differentiated propagator, \( \Gamma \), to the single-scale propagator, \( S \), via \( \Gamma = S + G \cdot \Sigma \cdot G \).

The functional derivative between self-energy and vertex, \( \delta \Sigma / \delta G = -I \) (see equation (26)), holds for any variation of \( G \). If this variation is realized by having a scale-dependent propagator \( G^{\Lambda} \) and varying the scale parameter \( \Lambda \), this equation implies \( \delta \Sigma = -S \). Starting from this, we can perform the same steps as above: to obtain the standard fRG flow equation for the self-energy, it remains to insert \( G = S + G \cdot \Sigma \cdot G \), express the composite contraction \( I \cdot (G \cdot \Sigma \cdot G) \) as \( I \circ \Pi \circ \Sigma \) (see equation (27)), and use the inverted BSE (5):

\[
\Sigma = -I \cdot G = -I \cdot (S + G \cdot \Sigma \cdot G) = -I \cdot S + I \circ \Pi \circ \Sigma
\]

\[
\Rightarrow \Sigma = (1 - I \circ \Pi)^{-1} \circ I \cdot S = -\Gamma \cdot S. \tag{31}
\]

Solving for \( \Sigma \) in a specific fRG flow via equation (31) amounts to integrating \( \delta \Sigma = -I \cdot \delta G \) along a specific path in the space of theories defined by the bare propagator \( G_0 = G_0^{\Lambda} \) (and the bare interaction \( \Gamma_0 \), see equation (1)). Only if this integration is independent of the path, i.e. if \( \Sigma \) contains a total derivative of diagrams, the standard self-energy flow (31) yields results consistent with the functional derivative. In the scenarios considered so far, this is not the case: the truncated fRG flow (without \( l^{\text{so}} \) and more than one channel) employs equation (31) but does not generate a total derivative of diagrams [11, 12]; the mRG flow of figure 3 with \( R = R q \) does provide a total derivative of diagrams but deviates from equation (31) by the additions \( \Sigma_t \) and \( \Sigma_r \). (In fact, the latter reproduces precisely the self-energy diagrams generated by the SDE using the vertex in the PA. However, as shown in appendix B, the requirement of fulfilling both the functional derivative and the SDE necessitates the exact solution.)

As a direct application of the above calculations, we can derive a fRG flow which is equivalent to self-consistent Hartree–Fock (HF), in agreement with a result by Katanin [38]. This conserving fRG flow provides a simple example for which the integration of \( \delta \Sigma = -I \cdot \delta G \) is indeed independent of the path. In HF theory, the
functional derivative of the self-energy is given by the bare vertex, \( \delta \chi_{\text{HF}} / \delta g = - \Gamma_0 \). By replacing \( I_t \to \Gamma_0 \) in equation (31), we immediately find

\[
\chi_{\text{HF}} = - \Gamma_0 \cdot G = -(1 - \Gamma_0 \circ \Pi_t)^{-1} \circ \Gamma_0 \cdot S = - \Gamma_\text{lad} \cdot S, \tag{32a}
\]

\[
\Gamma_\text{lad}^c = \Gamma_0 \circ \Pi_t \circ \Gamma_\text{lad}^c \Leftrightarrow \Gamma_\text{lad} = (1 - \Gamma_0 \circ \Pi_t)^{-1} \circ \Gamma_0, \tag{32b}
\]

\[
\Gamma_\text{lad} = \Gamma_0 \circ \Pi_t \circ \Gamma_\text{lad}^c + \Gamma_0 \circ \Pi_t \circ \Gamma_\text{lad} \Leftrightarrow \Gamma_\text{lad} = (1 - \Gamma_0 \circ \Pi_t)^{-1} \circ \Gamma_0 \circ \Pi_t \circ \Gamma_\text{lad} = \Gamma_\text{lad} \circ \Pi_t \circ \Gamma_\text{lad}^c. \tag{32c}
\]

Equation (32c) describes the vertex flow in the truncated Katanin form\(^6\), restricted to the \( t \) channel. If the same vertex is used for the standard self-energy flow (equation (32a)), the fRG flow yields the HF self-energy together with a particle-hole ladder vertex (note \( \Gamma_\text{lad} = - \Gamma_\text{lad}^c \)). As this vertex consists of ladder diagrams in only one channel, it clearly violates crossing symmetry.

4. Conservation laws in the PA

In this section, we take a slightly different perspective and are not concerned with RG flows. Instead, we use our insight into the structure of the many-body relations gained from the above derivations to address conceptual questions of many-body (parquet) theory. First, we derive two technical results: (i) we show how one can construct a two-particle-irreducible vertex which equals the functional derivative of the parquet self-energy. Evidently, the operation \( \delta \Sigma / \delta g \) can be performed in an analytical study of Feynman diagrams [39]. However, in a numerical treatment, one never has access to the self-energy as a functional of the full propagator. Instead, one only has its value for the specific, given propagator, and the general construction for such a vertex remains unknown [15]. Here, we provide its construction for the case of the parquet self-energy. (ii) We demonstrate that the parquet self-energy can be obtained from the SDE using either of two possible orderings of the bare and full vertex. While it is believed that most approximations for \( \Sigma \) obtained from the SDE obey this property [14], it has (to our knowledge) not been shown for the PA. These results can then be interpreted in the context of conservation laws in the PA using arguments from Baym and Kadanoff [14].

4.1. Functional derivative of the parquet self-energy

We start from the flow equation for the self-energy in skeleton form: in the PA, we have \( R = \Gamma_0 \), and thus \( R' = 0 \) and \( \Sigma_3 = 0 \), such that equation (26) reads

\[
\Sigma_{\text{PA}} = - I_t \cdot G - \gamma_t^{(C)} \cdot G. \tag{33}
\]

As \( R \) is here given by the bare vertex, our construction of a scale-dependent \( \Gamma' \) (section 2) and \( \Sigma \) (section 3) actually makes every propagator scale-dependent. Furthermore, this scale dependence is completely arbitrary, and we can view the scale derivative of the self-energy as coming from the chain rule, \( \Sigma' = (\delta \Sigma / \delta G) \cdot G \). Regarding equation (33), we want to similarly factorize \( G \) from the term \( \gamma_t^{(C)} \cdot G \). For this, let \( \gamma_t^{(C)} \) be the six-point vertex obtained from \( \gamma_t^{(C)} \) by removing the differentiated line, such that \( \gamma_t^{(C)} \) is recovered by a contraction with \( \tilde{G} \), and \( \gamma_t^{(C)} \cdot G = (\gamma_t^{(C)} \cdot \tilde{G}) \cdot G \) (see figures 5 (a) and (b)). It then follows from equation (33) that

\[\text{Figure 5. Illustrations for } \gamma_t^{(C)}. \text{ (a) The six-point vertex } \gamma_t^{(C)} \text{ is obtained from } \gamma_t^{(C)} \text{ by removing its differentiated line; hence, } \gamma_t^{(C)} \text{ is recovered by contracting } \gamma_t^{(C)} \text{ with } \tilde{G}. \text{ (b) A contraction of } \gamma_t^{(C)} \text{ denoted as } \gamma_t^{(C)} \cdot \tilde{G}, \text{ such that } \gamma_t^{(C)} \cdot \tilde{G} \text{ is reproduced by } (\gamma_t^{(C)} \cdot \tilde{G}) \cdot G. \text{ (c) As an example for the construction of } \gamma_t^{(C)}, \text{ we consider the six-point vertex } \gamma_t^{(C)} \text{ obtained by removing the differentiated line in the one-loop part of the vertex flow in } \rho \text{ channel, leaving two further amputated legs (marked in light red). (d) Inserting the vertex from (c) into the center part of the flow in the } a \text{ channel, we generate a contribution to the six-point vertex } \gamma_t^{(C)} \text{ (being part of } \gamma_t^{(C)}). \text{ (e) By contracting two upper legs of the vertex from (d) according to } \gamma_t^{(C)} \cdot \tilde{G}, \text{ we get a contribution to the new, two-particle-irreducible vertex } \Gamma'' \text{. The lowest-order realization of this, obtained by inserting a bare vertex for } \Gamma', \text{ constitutes an envelope diagram, which is not contained in the initial } \tilde{G} \text{ in the PA.}\]
\[ \frac{\delta \Sigma^{PA}}{\delta G} = -I_i - \gamma_i^{(C)} \cdot G \equiv -I_i'. \]  

(34)

Here, \( \Sigma^{PA} \) is the self-energy obtained from the SDE in the PA (using the vertex \( \Gamma' = I_i + I_i \circ \Pi \circ \Pi' \)), and \( I_i' \) is the (new) two-particle-irreducible vertex that results from a functional derivative of the parquet self-energy. (The corresponding full vertex \( \Gamma'' \) can be obtained by solving \( \Gamma'' = I_i' + I_i'' \circ \Pi \circ \Pi'') \). The crucial point is that — instead of taking the functional derivative — we can construct this vertex \( I_i' \) by taking the (initial) vertex \( I_i \) in the PA and adding the term \( \gamma_i^{(C)} \cdot G \); the six-point vertex \( \gamma_i^{(C)} \) needed for this can be constructed iteratively.

To elaborate this point, recall that the four-point vertex \( \gamma_i^{(4)} \) constitutes a certain part of the vertex flow (10), which can be computed in a iterative one-loop fashion. To generate the six-point vertex \( \gamma_i^{(6)} \), one simply has to remove the differentiated line, \( G \), in this construction: one starts from a six-point vertex obtained by removing the differentiated line in the one-loop part of equation (10). Let us call the resulting object from the \( p \)-channel \( \gamma_i^{(1)} \). Then, \( \gamma_i^{(1)} \) can be inserted into the center part of equation (10) to generate a first contribution for \( \gamma_i^{(4)} \). These steps are illustrated in figures (c)–(e). Further contributions of \( \gamma_i^{(4)} \) (for a certain channel \( r \)) are obtained as, e.g. \( \gamma_i^{(4)} \) is inserted into the left, right, or center parts (see equation (10)) of channels \( r' = r \) before inserting the resulting objects into \( \gamma_i^{(6)} \). We remark that this scheme is directly accessible numerically by computing one-loop integral equations with six-point vertices. Though this will be computationally costly, it is conceptually not more complicated than computing the four-point mRG flow. In fact, it is not surprising that one has to deal with six-point objects to go beyond the initial parquet vertex, since the PA exhausts (by construction) all diagrams that can be obtained in an iterative one-loop computation involving only four-point objects.

4.2. SDE with reversed order

Next, we show that the self-energy in the PA can equivalently be obtained from the SDE with either ordering of the involved vertices, i.e.

\[ \Sigma^{PA} = \Sigma_{SD}(\Gamma_0, \Gamma, G) = \Sigma_{SD}(\Gamma, \Gamma_0, G). \]  

(35)

In section 3.1, we have used the expression \( \Sigma_{SD}(\Gamma_0, \Gamma, G) \) to derive the self-energy flow (26), which finally yielded equation (34) for the functional derivative in the PA. If we use the SDE in the ‘reversed’ order, we can actually follow these steps in close analogy to find the same relation for the functional derivative. First, starting from \( \Sigma = \Sigma_{SD}(\Gamma, \Gamma_0, G) \), we find a replication of equation (19) with reversed order:

\[ \Sigma_i = -I_i \cdot G + (\Gamma \circ \Pi \circ \gamma_a + \Gamma \circ \Pi_p \circ \gamma_p) \cdot G. \]  

(36)

Concerning the simplifications of \( \Sigma_{2i} \), we start from \( (\Gamma \circ \Pi_p \circ R) \cdot G \) to get (instead of equation (23))

\[ \Sigma_{2i} = -\sum_{r=a,p} (\gamma_r \circ \Pi_r \circ I_r - I_r \circ \Pi_r \circ \gamma_r) \cdot G. \]  

(37)

Then, we use the BSE with ‘reversed’ order, \( \gamma_r = \Gamma \circ \Pi_r \circ I_r \) (see equation (7)), to find the appropriate version of equation (25)

\[ \Sigma_{2i} = -\sum_{r=a,p} (\gamma_r^{(C)} + \Gamma \circ \Pi_r \circ \gamma_r) \cdot G. \]  

(38)

The final manipulations can be made in complete analogy to obtain

\[ \Sigma^{PA} = \Sigma_1 + \Sigma_2 = -I_i \cdot G - \gamma_i^{(C)} \cdot G \Rightarrow \frac{\delta \Sigma^{PA}}{\delta G} = -I_i - \gamma_i^{(C)} \cdot G, \]  

(39)

i.e. the identical differential equation (34). Since, for the specific propagator \( G = 0 \), one has \( \Sigma_{SD}(\Gamma_0, \Gamma, 0) = 0 = \Sigma_{SD}(\Gamma, \Gamma_0, 0) \), it follows that the self-energy in the PA can indeed be obtained from any of the two versions of the SDE.

The strategy of generating, first, a self-energy via the SDE and, then, obtaining a vertex by functional differentiation has been famously put forward by Baym and Kadanoff [14]. They showed that, if the self-energy can equivalently be constructed via the SDE with either order of the vertices, then, the one-particle propagator is conserving. Thus, using this argument together with equation (35), one finds that the PA fulfills one-particle conservation laws. Baym and Kadanoff further showed that, if the vertices are subsequently constructed from \( I_i' = -\delta \Sigma / \delta G \) and \( \Gamma'' = I_i' + I_i'' \circ \Pi \circ \Pi' \), two-particle conservation laws are fulfilled as well. As is well known, the PA does not fulfill two-particle conservation laws. In fact, equation (34) shows how the parquet vertex \( I_i \) needs to be modified to be conserving; in other words, the correction term \( \gamma_i^{(C)} \cdot G \) allows one to quantify to what degree the vertex \( I_i \) in the PA violates conservation laws.

Furthermore, equation (34) provides a construction how to generate a fully conserving solution originating from the parquet self-energy. After both the vertex \( I_i \) and the self-energy \( \Sigma^{PA} \) in the PA have been obtained, one computes \( \gamma_i^{(C)} \cdot G \) and adds this to \( I_i \) to get a conserving vertex \( I_i' \). Note that the original parquet self-energy need not be modified. Similarly as one computes \( \Gamma'' = I_i' + I_i'' \circ \Pi \circ \Pi' \) with the original \( \Pi \) (containing \( \Sigma^{PA} \),
physical quantities (such as susceptibilities, conductivities, etc.) are computed using \( I_f \) (or \( \Gamma^\text{f} \)) together with \( \Sigma^{\text{PA}} \). The resulting solution fulfills one- and two-particle conservation laws, but, clearly, it does not fulfill the SDE anymore. This is not surprising since, as shown in appendix B, a solution that fulfills both the SDE and the functional derivative must be the exact solution. The preferential choice between \( \Gamma \) and \( \Gamma^\text{f} \) will surely depend on the physical application.

We remark that there have also been suggestions of how to keep the vertex \( I_f \) in the PA but modify the self-energy, \( \Sigma^{\text{PA}} \), to obtain a thermodynamically consistent description [40]. While these ideas might be useful in practical situations, it is, however, not possible to construct a combination of the skeleton two-particle-irreducible vertex \( I_f[\Sigma] \) in the PA together with any skeleton self-energy \( \overline{\Sigma}[G] \), such that the functional derivative \( I_f = -\delta \overline{\Sigma}/\delta G \) is fulfilled. The reason is that the functional derivative generates from any diagram of \( \overline{\Sigma} \) a multitude of diagrams for \( I_f \)—the same self-energy diagram related to missing diagrams of \( I_f \) in the PA also relates to diagrams that are contained in \( I_f \) (see figure 6). Therefore, the functional derivative cannot be fulfilled by starting from the PA and simply removing diagrams from the self-energy.

5. Response functions

Finally, we use our results from section 2 to derive dependent, mfRG flow equations for response functions. In fact, the (fermionic) four-point vertex, \( \Gamma^\text{f} \), and the self-energy, \( \Sigma \), give us full control over correlation functions up to the four-point level, and thus they suffice to compute response functions such as three-point vertices, \( \Gamma^{\text{f}3} \), and susceptibilities, \( \chi \). If \( \Gamma \) and \( \Sigma \) are obtained by an RG flow, the response functions can be deduced from the scale-dependent \( \Gamma^{\text{f}3} \) at any stage during the flow. Alternatively, the response functions \( \Gamma^{\text{f}3,A} \) and \( \chi^A \) are often deduced from their own RG flows [5]. In this case, the flow equations provided by the standard fRG hierarchy again require knowledge about unknown, higher-point vertices (namely a five-point vertex for the flow of \( \Gamma^{\text{f}5} \) and a boson-fermion four-point vertex for \( \chi^0 \)) [6]. In particular, the inevitable truncation in the fRG hierarchy leads to ambiguities in the computation of the response function [13, 41]. These ambiguities have been recently resolved by a diagrammatic derivation of the mfRG flow equations for the response functions [13].

Here, we provide algebraic derivations of these flow equations. We find that one can circumvent the influence of unknown, higher-point vertices by using exact flow equations for the response functions, which follow from the standard relations between the response functions and the (known) fermionic four-point vertex and self-energy.

5.1. Three-point vertex

The SDE relating the (full) three-point vertex to the bare three-point vertex (often taken to be unity) and the four-point vertex [6] is given by (see figure 7)

\[
\Gamma_r^{(3)} = \Gamma_{r,0}^{(3)} + \Gamma_{r,0}^{(3)} \circ \Pi_r \circ \Gamma.
\]

Employing the scale dependence described in the previous sections, we can differentiate equation (40) to get

\[
\Gamma_r^{(3)} = \Gamma_{r,0}^{(3)} \circ \Pi_r \circ \Gamma + \Gamma_{r,0}^{(3)} \circ \Pi_r \circ \hat{\Gamma} = \Gamma_{r,0}^{(3)} \circ \Pi_r \circ \Gamma + \Gamma_{r,0}^{(3)} \circ \Pi_r \circ (\hat{\Pi}_r \circ \chi).
\]

We insert the mfRG vertex flow (10), combine several terms according to equation (40), and obtain

\[
\Gamma_r^{(3)} = \Gamma_{r,0}^{(3)} \circ \Pi_r \circ \Gamma^{(3)} + \Gamma_r^{(3)} \circ \Pi_r \circ \hat{\Gamma} = \Gamma_{r,0}^{(3)} \circ \Pi_r \circ \Gamma + \Gamma_r^{(3)} \circ \Pi_r \circ (\hat{\Pi}_r \circ \chi).
\]

The first term occurs similarly in the fRG flow equation (with the typical replacement \( \hat{\Gamma} \leftrightarrow \Sigma \)). However, the remaining part of our flow equation successfully replaces the contributions from the unknown five-point vertex in the fRG flow.
5.2. Susceptibility

The susceptibility is fully determined by the three-point vertex or (via equation (40)) the four-point vertex [6], according to (see figure 8)

\[ \chi_r = G^{(3)} \circ \Pi_r \circ \Gamma^{(3)+}_{r,0} = G^{(3)} \circ \Pi_r \circ \Gamma^{(3)+}_{r,0} + \Gamma^{(3)} \circ \Pi_r \circ \Gamma^{(3)+}_{r,0} \cdot \cdot \cdot \tag{43} \]

We can differentiate either relation; choosing the first one, we insert the mfRG flow ((42)) of \( \Gamma^{(3)} \) to find the mfRG flow of the susceptibility:

\[ \chi_r = \Gamma^{(3)} \circ \Pi_r \circ \Gamma^{(3)+}_{r,0} + \Gamma^{(3)} \circ \Pi_r \circ \Gamma^{(3)+}_{r,0} + \Gamma^{(3)} \circ \Pi_r \circ \Gamma^{(3)+}_{r,0} \cdot \cdot \cdot \tag{44} \]

Again, the first term occurs similarly in the fRG flow equation (with \( \bar{G} \leftrightarrow S \)), and the remaining terms in our flow equation replace the contributions from the unknown boson-fermion four-point vertex in the fRG flow.

Let us briefly summarize: the response functions \( \Gamma^{(3)}, \chi \) can be deduced from the four-point vertex, \( \Gamma \), and the self-energy, \( \Sigma \), at any point of the RG flow. As \( \Gamma \) and \( \Sigma \) evolve with \( \Lambda \), so do \( \Gamma^{(3)} \) and \( \chi \). With the above derivation, we have cast this evolution into exact, mfRG flow equations for the response function, each containing the vertex flow from the complementary channel (\( \bar{L} = \bar{\gamma} \)). The two-particle-reducible vertices still obey the mfRG flow (10); approximations come from the chosen expression for the totally irreducible vertex, \( R \), which affects the initial conditions but is itself not part of the flow.

6. Conclusion

We have used the well-known self-consistent relations of the parquet formalism to derive exact flow equations for various vertex and correlation functions. Compared to the standard fRG framework, these mfRG flow equations can be advantageous as they circumvent the reliance on higher-point vertices. In fact, our calculations include concise, algebraic derivations of the mfRG flow equations that have previously been derived.
diagrammatically [11–13] and have already been used [11, 13] to improve the approximations of the truncated fRG flow (for results of two-loop fRG, see [22, 42, 43]).

The analysis presented in this paper puts the mfRG approach on a general basis. The algebraic derivations open the route to RG flows beyond the diagrams of the PA. Since the totally irreducible vertex, \( R \), is precisely the part of the vertex that cannot be efficiently included in the flow, the focus can now shift to systematic ways of computing \( R \). If one chooses a scale dependence in the propagators that starts from \( G_0^0 = 0 \), all reducible contributions built on \( R \) will be fully included by the mfRG flow. Other starting points for the flow are possible as well. In particular, if one uses as initial, bare propagator the (self-consistently determined) one from DMFT, \( G_0^0 = G_{0\text{DMFT}} \), the nonlocal correlations not contained in DMFT will be added by a flow that starts from the self-energy \( \Sigma_{\text{DMFT}} \) and the full vertex \( \Gamma_{\text{DMFT}} \) [26], thus circumventing potential divergences of \( R_{\text{DMFT}} \). Similarly, if the system in question is related to another, solvable reference system [22] by variation of one-particle parameters, mfRG can be used to tune between these systems via \( G_0^0 \), with the guarantee that the self-consistent parquet equations are fulfilled throughout the flow. As examples, let us mention Fermi polarons [44, 45], where one can tune the chemical potential of the majority species, and nonequilibrium transport (see below), where one can gradually increase the bias voltage. Our computations also provide a basis for setting up mfRG flows for more complicated theories, including, for instance, further bosonic degrees of freedom. Generally, we believe that the insights presented in this paper will be useful for further development of quantum-field-theoretical RG techniques.

Additionally, we have demonstrated an intimate relation between the functional derivative of the self-energy (inducing a conserving solution) and the (standard) fRG self-energy flow: the flow equation directly follows from the functional derivative for the case that the propagator is varied through a scale parameter. However, a solution of the fRG flow is consistent with the functional derivative only if the flow is independent of the specific scale dependence, i.e. only if \( \Gamma' \cdot S \) constitutes a total derivative of diagrams. A simple example for which this is indeed the case is given by a truncated fRG flow with a (particle-hole) ladder vertex that reproduces self-consistent HF. Building on this, it would be worthwhile to devise other approximate flows that comply with the functional derivative but go beyond HF, thereby including an interleap between different two-particle channels.

Lastly, we have used our approach to address important general questions of (traditional) parquet theory. Using an argument of Baym and Kadanoff [14], we have demonstrated that the PA fulfills one-particle conservation laws. Furthermore, we have shown how to construct a two-particle-irreducible vertex equivalent to taking the functional derivative of the parquet self-energy. With this, one can quantify to what extent the PA violates two-particle conservation laws, and one can modify the PA to obtain a fully conserving approximation. It would be interesting to apply this modified parquet approach in situations where conservation properties are crucial, such as studies of transport phenomena.

The generality of our formalism opens up a vast field of applications. mfRG flows have already yielded impressive results for the prototypical 2D Hubbard model [13] (see [42] for results using two-loop fRG) and promise a better understanding of strongly correlated electron systems [5, 12, 20]. In the study of quantum magnetism, the pseudo-fermion fRG approach [46] has become a competing method, and first calculations with two-loop corrections [43] suggest that a full multi-loop treatment would yield further improvements. Moreover, mfRG can be directly applied to a variety of interesting physical problems where the most relevant properties are expected to emerge within the PA, such as various forms of mobile impurity problems [45, 47] or one-dimensional fermion systems [48] beyond the Luttinger liquid paradigm [49]. In the field of transport phenomena in disordered systems, our mfRG approach could provide unprecedented insight into many-body localization in large systems [50, 51] or interaction effects on the Anderson localization transition [52]. Finally, we remark that mfRG flows can also be naturally set up within the Keldysh formalism [23, 53] to provide real-frequency information, both in and out of equilibrium.
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Appendix A. Matrix notation of bubbles and loops

In this section, we define our notation for the contraction of various vertex functions. It is common to view the contraction of one-particle quantities as matrix multiplications, such that e.g. the Dyson equation between
propagator, \( G_{a,x'} = -\langle x | x' \rangle \), and the self-energy, \( \Sigma_{x',x} \) (see figures A1(a) and (b)) reads
\[
G = G_0 + G_0 \cdot \Sigma \cdot G, \quad (A \cdot B)_{x,x'} = \sum_y A_{x,y} B_{y,x'}. \tag{A1}
\]

For the contraction of two four-point vertices, we have three inequivalent possibilities corresponding to the three two-particle channels \( \tau = a, p, t \) (standing for antiparallel, parallel, transverse, respectively; see also figure A1(c)). In [12], the different combinations have been labeled as ‘bubble functions’ \( B_\tau(\Gamma, \Gamma') \). Here, we repeat the corresponding equations and show that they can be conveniently written as matrix multiplications.

For this, we will use auxiliary objects that depend on channel-dependent tuples of quantum numbers (e.g. \( \Gamma_{x,1;2,3} = \Gamma_{\alpha(x,1;2,3),\beta(x,1;2,3)} \)) and define a contraction \( \circ \) that always comes together with a two-particle propagator \( \Pi \), of a certain channel (consisting of two one-particle propagators \( G \)):

\[
B_a(\Gamma, \Gamma')_{x,1;2,3} = \sum_{\alpha(x,1;2,3)} \Gamma_{x,1;2,3} G_{x,1} G_{x,2} \Gamma'_{x,1;2,3} \equiv (\Gamma \circ \Pi_a \circ \Gamma')_{x,1;2,3}, \tag{A2a}
\]

\[
B_p(\Gamma, \Gamma')_{x,1;2,3} = \frac{1}{2} \sum_{\alpha(x,1;2,3)} \Gamma_{x,1;2,3} G_{x,1} G_{x,2} \Gamma'_{x,1;2,3} \equiv (\Gamma \circ \Pi_p \circ \Gamma')_{x,1;2,3}, \tag{A2b}
\]

\[
B_t(\Gamma, \Gamma')_{x,1;2,3} = -\sum_{\alpha(x,1;2,3)} \Gamma_{x,1;2,3} G_{x,1} G_{x,2} \Gamma'_{x,1;2,3} \equiv (\Gamma \circ \Pi_t \circ \Gamma')_{x,1;2,3}. \tag{A2c}
\]

Note that a factor of \( 1/2 \) has been absorbed into \( \Pi_p \) and a minus sign into \( \Pi_t \). From equations (1) and (3), it is clear that \( \Pi_0 \) and \( \Gamma \) are antisymmetric in their indices. Using the bubble functions (A2) together with the parquet equations (4), one finds the further crossing symmetries stated in equation (13), which use the symbol
\[
\hat{\Gamma}_{x,1;2,3} = \Gamma_{x,1;2,3} = \Gamma_{x,1;2,3}.
\]

If we combine two fermionic indices into one bosonic index, the above equations directly translate to three-point vertices. For instance, one could combine the two external legs of the first vertex in the \( a \) bubble according to some function \( f \) and interpret
\[
\Gamma_{a}^{(a)} = \sum_{x,1} f_{x,1} \Gamma_{x,1} \Gamma_{x,1} \quad \Rightarrow \quad (\Gamma_{a}^{(a)} \circ \Pi_a \circ \Gamma')_{x,1} = \sum_{x,1} f_{x,1} (\Gamma \circ \Pi_a \circ \Gamma')_{x,1} \tag{A4}
\]

Furthermore, one can contract a four-point vertex with a one-particle propagator to obtain another one-particle object. We define the symbol \( \circ \) between vertex and propagator to be such a contraction applied to the ‘upper’ external legs of the vertex (i.e. legs 2 and 2’ in figure A1(c)). In [12], this has been dubbed a ‘self-energy loop’, \( L \), defined as
\[
-L(\Gamma, G)_{x,x'} = \sum_{y,y'} \Gamma_{x,1;2,3} G_{y,4;5} = \sum_{y,y'} \hat{\Gamma}_{x,1;2,3;1;2,3} (\Gamma \circ \Pi \circ \Gamma')_{x,1;2,3} \equiv (\Gamma \cdot G)_{x',x} \tag{A5}
\]

If the contracting line is a composite object of the type \( G \cdot \Sigma \cdot G \), we can view the \( G \) lines as a \( t \) bubble attached to the vertex, according to
\[
(\Gamma \cdot (G \cdot \Sigma \cdot G))_{x',x} = \sum_{y',x',z} \Gamma_{x',y';x,y} G_{y,z} \Sigma_{z,x} G_{z,y'}
\]
\[
= - \sum_{y',z} \Gamma_{x, z', y, y'} \Pi_{x, z', y, y'} \Sigma_{y, y'} \equiv - (\Gamma \circ \Pi_\ell \circ \Sigma)_{x',x}.
\]

The SDE for the self-energy contains a contraction of three propagators. Using the bubble functions defined above, this can equivalently be written with \(\Pi_p\) and \(\Pi_\ell\):
\[
- \Sigma_{x',x} = \sum_{y'} \Gamma_{0, x', y'; x, y} G_{y,x'} + \frac{1}{2} \sum_{y', z} \Gamma_{0, x', y, z} G_{x', y} G_{z, x'} G_{w, x} \Gamma_{y, w, x, x'}
\]
\[
= \left[ (\Gamma_0 + \frac{1}{2} \Gamma_0 \circ \Pi_p \circ \Gamma) \right]_{x',x} = \left( (\Gamma_0 + \frac{1}{2} \Gamma_0 \circ \Pi_p \circ \Gamma) \cdot G \right)_{x',x}.
\]

The functional derivative between self-energy and two-particle-irreducible vertex (in the \(t\) or \(a\) channel) is given by
\[
\frac{\delta \Sigma_{x',x}}{\delta G_{y,y'}} = - L_{a, x', y', x, y} = L_{a, x', y', x, y}.
\]

Note that in order to obtain the two-particle-irreducible vertex in the \(p\) channel from functional differentiation, \(L_{p, x', y', x, y} = \delta \Sigma_{x',y'} / \delta G_{y,y'}\), one has to allow for variations around the physical solution which break charge conservation.

Appendix B. SDE and functional derivative

We consider the SDE for the self-energy as well as the functional derivative between self-energy and vertex (see equation (A8)),
\[
\Sigma = -\Gamma_0 \cdot G - (\Gamma_0 \circ \Pi_p \circ \Gamma) \cdot G,
\]
\[
L = - \frac{\delta \Sigma}{\delta G}, \quad \Gamma = L + L \circ \Pi_\ell \circ \Gamma,
\]
and show that a solution for \(\Sigma\) and \(\Gamma\) that fulfills both equations (B1a) and (B1b) must necessarily be the exact solution. In essence, this proof has already been given by Smith [15]. However, we find it useful to present it here in our notation, which exclusively consists of properly symmetrized objects. In fact, this proof puts on solid ground what has long been known to the community [2]: in any approximate solution to the many-body problem, one has to decide whether to comply with either conservation laws or crossing symmetry; achieving both amounts to finding the exact solution.

To be able to apply the functional derivative, we consider the self-energy as a functional of the full propagator, \(\Sigma[G]\). This is perfectly compatible with the SDE (B1a), which is formulated using full propagators only. Furthermore, all vertex functions depend on the given theory’s bare vertex \(\Gamma_0\) (which we here label \(\Gamma_0 = U\) for ease of notation); in particular, this holds for \(\Sigma[G]\) and \(\Gamma[G, U]\). Since \(U\) is the bare vertex, we have \(\Gamma[G, U] = U + O(G^2, U^3)\); by use of either the SDE (B1a) or the functional derivative (B1b), it is clear that \(\Sigma[G, U] = U \cdot G + O(G^3, U^3)\).

Assume that we know the exact vertex up to terms of order \(n \geq 2\) in both \(G\) and \(U\), i.e., \(\Gamma = \Gamma^{ex} + O(G^n, U^n)\). If we apply the SDE (B1a), we obtain (inserting into the second term) \(\Sigma = \Sigma^{ex} + O(G^{n+2}, U^{n+1})\). Now, we apply the functional derivative (B1b) and get \(L = L^{ex} + O(G^{n+2}, U^{n+1})\). Finally, using the BSE (B1b) yields \(\Gamma = \Gamma^{ex} + O(G^{n+2}, U^{n+1})\), i.e. the exact vertex one order higher in \(G^2\) and \(U\) than we started with. Since we do know the exact vertex up to terms of second order, \(\Gamma[G, U] = U + O(G^3, U^3)\), it follows by induction that a solution which fulfills both equation (B1a) and (B1b) consists of the exact functionals \(\Sigma^{ex}[G, U]\), \(\Gamma^{ex}[G, U]\).

We remark that this proof applies equivalently to finite-order approximations of \(\Sigma\) and \(\Gamma\) as well as to approximations of infinite order in \(U\). As soon as an expression for \(\Gamma\) contains the bare vertex \(U^{15}\), the combination of equation (B1a) and (B1b) requires all expansion coefficients of \(\Sigma\) and \(\Gamma\) to be the ones of the exact solution.
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