Abstract. Let \( G \) be a semisimple algebraic group over a field of characteristic \( p > 0 \). We prove that the dual Weyl modules for \( G \) all have \( p \)-filtrations when \( p \) is not too small. Moreover, we give applications of this theorem to \( p^n \)-filtrations for \( n > 1 \), to modules containing the Steinberg module as a tensor factor, and to the Donkin conjecture on modules having \( p \)-filtrations.

1. Introduction

Let \( k \) be an algebraically closed field of characteristic \( p > 0 \) and denote by \( G \) a connected semisimple algebraic group over \( k \). Pick a maximal torus \( T \) in \( G \) and a Borel subgroup \( B \) containing \( T \). We let \( X = X(T) \) denote the character group of \( T \). Then in the root system \( R \subset X \) for \((G, T)\) we choose \( R^+ \) as the subset of \( R \) with \(-R^+ \) equal to the roots of \( B \). The corresponding positive chamber \( X^+ \subset X \) we call the set of dominant weights. We denote by \( S \subset R^+ \) the set of simple roots. If \( \alpha \) is any root in \( R \) we write \( \alpha^\vee \) for the corresponding coroot.

When \( \lambda \in X \) the corresponding dual Weyl module is \( \nabla(\lambda) = \text{Ind}_{B}^{G} \lambda \).

Here \( \lambda \) is considered as a character of \( B \) obtained by extending \( \lambda : T \rightarrow k^* \) to \( B \) by letting it be trivial on the unipotent radical of \( B \). Recall that then \( \nabla(\lambda) = 0 \) unless \( \lambda \in X^+ \).

For \( \lambda \in X^+ \) the module \( \nabla(\lambda) \) has a unique simple submodule which we denote \( L(\lambda) \). These simple modules constitute up to isomorphisms a complete list of finite dimensional simple \( G \)-modules. The subset \( \{L(\lambda) \mid \lambda \in X_1 \} \) where \( X_1 = \{\lambda \in X \mid 0 \leq \langle \lambda, \alpha^\vee \rangle < p \text{ for all } \alpha \in S \} \) is then called the set of restricted simple modules, and \( X_1 \) is the set of restricted weights.

Recall that we have a Frobenius homomorphism \( F : G \rightarrow G \). The kernel of \( F \) is denote \( G_1 \). This is an infinitesimal normal subgroup scheme of \( G \). For any closed subgroup \( H \subset G \) we then also have the group scheme \( G_1 H \). In particular, we shall need the group scheme \( G_1 B \) and more generally \( G_1 P \) where \( P \) is a parabolic subgroup containing \( B \).

If \( M \) is a \( G \)-module the Frobenius twist of \( M \) is denoted \( M^{(1)} \). As a vector space \( M^{(1)} = M \) but the action of \( G \) is twisted by \( F \): if \( g \in G, m \in M^{(1)} \) then \( gm = F(g)m \).

A \( p \)-filtration of a finite dimensional \( G \)-module \( M \) is a filtration with quotients of the form \( L(\lambda) \otimes \nabla(\mu)^{(1)} \) where \( \lambda \in X_1 \) and \( \mu \in X^+ \). The main aim of this note is to prove that dual Weyl modules have \( p \)-filtrations. We main result is

Theorem 1.1. Suppose \( p \geq (h - 2)h \). Then for any \( \lambda \in X^+ \) the dual Weyl module \( \nabla(\lambda) \) has a \( p \)-filtration.

Our method for proving this result is fairly simple: We explore the fact that induction from \( B \) to \( G \) may be done in two or three steps. First we induce \( \lambda \in X^+ \) from \( B \) to \( G_1 B \). We then take a
composition series for this $G_1 B$-module and induce it from $G_1 B$ to $G$. It turns out that this yields a $p$-filtration of $\nabla(\lambda)$ (at least when $p$ satisfies the given bound). We check this by breaking $\text{Ind}_{G_1 B}^G$ up as $\text{Ind}_{G_1 P}^G \circ \text{Ind}_{G_1 B}^{G_1 P}$, where $P$ is a certain parabolic subgroup depending on $\lambda$.

For a given $\lambda \in X^+$ we give bounds on $p$ which in many cases are weaker than the general bound in this theorem. For instance, if $\lambda$ is not close to the walls of $X^+$ then $\nabla(\lambda)$ has a $p$-filtration for all primes $p$, see Theorem 2.3(2) below. If $\lambda$ is close to just one wall the bound can be relaxed to $p \geq 2(h - 2)$.

Once we have established this we turn (in Section 3) to $p^n$-filtrations for arbitrary $n \geq 0$ (defined completely analogously to the $n = 1$ case). We prove that if $M$ has a $p^n$-filtration then our result implies that $M$ also has a $p^n$-filtration for all $n \geq r$. In particular, all dual Weyl modules have $p^n$ filtrations for all $n$ (and all $p$ satisfying the assumptions in Theorem 1.1). We also prove that if a $G$-module is divisible by the Steinberg module then it has a $p$-filtration if it has a good filtration. This in particular applies to the modules in the Steinberg linkage class. We also observe that the equivalence from [5] between the category of (finite dimensional) $G$-modules and the $n$'th Steinberg component in that category takes modules with a $p^n$-filtration into modules with a $p^{n+1}$-filtration.

In Section 4 we discuss the Donkin conjecture saying that a module has a $p$-filtration if and only if its tensor product with the Steinberg module has a good filtration (i.e. a $p^0$-filtration). We prove for instance that the conjecture holds for all modules which are divisible by the Steinberg module. Our results in Section 3 also allow us to give a reformulation of the conjecture which is stated purely in terms of modules with $p$-filtrations. More on the Donkin conjecture may be found in [3], [11], [6].

Finally, in the appendix we take the opportunity to officially withdraw one of the theorems in [3]. This theorem claimed the main result in the present paper for $p \geq 2(h - 1)$, but unfortunately there is a gap in the proof of a technical lemma on which the theorem was based. The gap was pointed out to me many years ago by S. Donkin (and I withdrew my claimed proof in a lecture at MSRI in 2008). We make precise exactly which statements in [3] are affected (fortunately the main results all survive).

The problem treated in Theorem 1.1 was first considered by Jantzen in his paper [9]. He considers the dual case and proves that Weyl modules with ”generic” highest weights have (dual) $p$-filtrations for all $p$. To be ”generic” means to be sufficiently far away from the walls of the dominant chamber. We recover his result in Theorem 2.3 (2), where we have also given precise conditions on the highest weight ensuring it to be ”generic”. Then in 2001 my flawed proof appeared. Recently, Parshall and Scott published a paper, [12] in which they solve the problem for those $p$ which satisfy $p \geq 2h - 2$ and for which the Lusztig conjecture on the simple characters for $G$ hold. The latter condition is a serious one: when $G = SL_n$ Williamson [15] has found counter examples to this conjecture for a sequence of $p$'s which grows faster than any polynomial in $n$.

2. Main result

2.1. Conventions and recollections. For simplicity we shall from now on assume that $R$ is irreducible leaving to the reader the task of generalising to general $R$. We denote the highest short root in $R$ by $\alpha_0$. The Weyl group for $R$ is denoted $W$ and the longest element in $W$ is $w_0$. 

In addition to the notation already introduced in the introduction we shall throughout use the following notation (very close to although not completely identical with the conventions in [10]).

The $p$-adic components $\lambda^0$ and $\lambda^1$ of a general weight $\lambda \in X$ are defined by the equation

$$\lambda = \lambda^0 + p\lambda^1; \lambda^0 \in X_1, \lambda^1 \in X.$$  \hfill (2.1)

Note that $\lambda \in X^+$ iff $\lambda^1 \in X^+$.

Recall that $F : G \to G$ is the Frobenius homomorphism, and its kernel is denoted $G_1$. We have the corresponding induction functor

$$\hat{\nu} = \text{Ind}_{G_1}^G \hat{\nu}.$$  \hfill (2.2)

This is an exact functor. By transitivity of induction we have $\text{Ind}_{G_1}^G = \text{Ind}_{G_1}^B \circ \hat{\nu}_1$. In particular we have $\nabla(\lambda) = \text{Ind}_{G_1}^B(\hat{\nu}_1(\lambda))$ for all $\lambda$.

Let $\lambda \in X$. Then $\hat{\nu}_1(\lambda)$ has a unique simple $G_1B$-submodule which we denote $\hat{L}_1(\lambda)$. Using the above notation we have

$$\hat{L}_1(\lambda) = L(\lambda^0) \otimes p\lambda^1.$$  \hfill (2.3)

Here the first factor on the right is the restriction to $G_1B$ of the simple $G$-module $L(\lambda^0)$ and the second factor is the 1-dimensional $G_1B$-module with trivial $G_1$-action and $B$-action given by $p\lambda^1$.

Note that by the tensor identity and the fact that $\text{Ind}_{G_1}^B \circ -^{(1)} = -^{(1)} \circ \text{Ind}_{G_1}^B$ we get from the above

$$\text{Ind}_{G_1}^B(\hat{L}_1(\lambda)) = L(\lambda^0) \otimes \text{Ind}_{G_1}^B(p\lambda^1) = L(\lambda^0) \otimes \nabla(\lambda^1)^{(1)}.$$  \hfill (2.4)

The set $\{\hat{L}_1(\lambda)_{\lambda \in X}\}$ is up to isomorphisms the set of all finite dimensional $G_1B$-modules. The Steinberg module $S\nu = L((p-1)p) = \hat{L}_1((p-1)p) = \hat{\nu}_1((p-1)p)$ is a special element of this set.

2.2. Small and large dominant weights. We begin by showing that if $\lambda \in X^+$ is either "small" or "large" (see Theorem 2.3 below for the conventions we use) then $\nabla(\lambda)$ has a $p$-filtration for all $p$. As mentioned in the introduction the "large" case was handled by Jantzen, see [9]. See also [3], Lemma 3.4 (for the "small" case) and Remark 3.7 (for the "large" case).

We first need some weight estimates. They are easy consequences of the well known $T$-structure of the induced module $\hat{\nu}_1(\lambda)$. For similar estimates compare [2], Section 1.

If $\beta \in R^+$ we set $\text{ht}(\beta^\vee) = \langle \rho, \beta^\vee \rangle$ (this is the height of $\beta^\vee$). Note that $\text{ht}(\alpha_0^\vee) = h - 1$.

Lemma 2.1. Let $\lambda, \mu \in X$. If $\hat{L}_1(\mu)$ is a $G_1B$-composition factor of $\hat{\nu}_1(\lambda)$ then we have for all $\beta \in R^+$

$$\langle \lambda^1, \beta^\vee \rangle - \text{ht}(\beta^\vee) - h + 2 \leq \langle \mu^1, \beta^\vee \rangle \leq \langle \lambda^1, \beta^\vee \rangle + h - 2.$$  \hfill (2.5)

Proof. As a $T$-module $\hat{\nu}_1(\lambda)$ is isomorphic to $S\nu \otimes \lambda - (p-1)p$. As $S\nu$ is a $G$-module its weight set is stable under the action of $W$ on $X$. Suppose $\nu$ is a weight of $S\nu$. Then there exists a $w \in W$ for which $w(\nu) \in X^+$. As $w(\nu)$ is a weight of $S\nu$ we have in particular $w(\nu) \leq (p-1)p$. Therefore we get for any $\beta \in R^+$

$$|\langle \nu, \beta^\vee \rangle| = |\langle w(\nu), w(\beta^\vee) \rangle| \leq \langle w(\nu), \alpha_0^\vee \rangle \leq \langle (p-1)p, \alpha_0^\vee \rangle = (p-1)(h-1).$$  \hfill (2.6)
Let now \( \hat{L}_1(\mu) \) be a composition factor of \( \hat{Z}_1(\lambda) \). Then \( \mu \) and \( \mu' = w_0(\mu^0) + p\mu^1 \) are certainly weights of \( \hat{Z}_1(\lambda) \), and hence by the above we can write \( \mu = \lambda - (p-1)\rho + \nu \) and \( \mu' = \lambda - (p-1)\rho + \nu' \) for some weights \( \nu, \nu' \) of \( St \). Using (2.6) we then get for any \( \beta \in R^+ \)

\[
p(\mu^1, \beta^\vee) \leq \langle \mu, \beta^\vee \rangle = \langle \lambda, \beta^\vee \rangle - (p-1)\langle \rho, \beta^\vee \rangle + \langle \nu, \beta^\vee \rangle = p(\lambda^1, \beta^\vee) + \langle \lambda^0 - (p-1)\rho, \beta^\vee \rangle + \langle \nu, \beta^\vee \rangle \leq p(\lambda^1, \beta^\vee) - (p-1)(h-1).
\]

This gives the second inequality in the lemma.

Arguing in a similar manner we obtain

\[
p(\mu^1, \beta^\vee) \geq \langle \mu', \beta^\vee \rangle = \langle \lambda, \beta^\vee \rangle - (p-1)\langle \rho, \beta^\vee \rangle + \langle \nu', \beta^\vee \rangle \geq p(\lambda^1, \beta^\vee) - (p-1)ht(\beta^\vee) - (p-1)(h-1).
\]

This proves the first inequality.

Now let \( \lambda \in X^+ \). Consider a \( G_{1B} \)-composition series of \( \hat{Z}_1(\lambda) \)

\[
0 = F_0 \subset F_1 \subset \cdots \subset F_r = \hat{Z}_1(\lambda).
\]

Then \( F_j/F_{j-1} = L_1(\mu_j) \) for some \( \mu_j \in X, j = 1, 2, \cdots, r \). Applying the induction functor \( \text{Ind}_{G_{1B}}^{G} \) to this composition series gives a filtration

\[
0 = F'_0 \subset F'_1 \subset \cdots \subset F'_r = \text{Ind}_{G_{1B}}^{G}(\hat{Z}_1(\lambda)) = \nabla(\lambda)
\]

with \( F'_j = \text{Ind}_{G_{1B}}^{G}(F_j) \).

For each \( j \) we have an exact sequence

\[
(2.7) \quad 0 \rightarrow F'_{j-1} \rightarrow F'_j \rightarrow L(\mu_j^0) \otimes \nabla(\mu_j^1)^{(1)} \rightarrow 0
\]

where we have identified the last term via (2.4). Note in particular that \( F'_j = F'_{j-1} \) whenever \( \lambda_j \notin X^+ \).

We collect this in the following lemma

**Lemma 2.2.** Let \( \lambda \in X^+ \). Then \( \nabla(\lambda) \) has a filtration with quotients being submodules of \( L(\mu_j^0) \otimes \nabla(\mu_j^1)^{(1)} \) for some \( \mu_j \in X^+ \).

With additional assumptions on \( \lambda \) we can improve on this result. First we record the following proposition handling "small", respectively "large" dominant weights.

**Theorem 2.3.** Let \( \lambda \in X^+ \). Then

1. ("small" dominant weights) Suppose \( \langle \lambda^1, \alpha_i^0 \rangle \leq p - 2h + 3 \). Then \( \nabla(\lambda) \) has a \( p \)-filtration.
2. ("large" dominant weights) Suppose \( \lambda \in p(h - 2)\rho + X^+ \). Then \( \nabla(\lambda) \) has a \( p \)-filtration.

**Proof.** The condition in (1) ensures by Lemma 2.1 that all dominant \( \mu_j \)'s occurring in Lemma 2.2 have \( \mu_j^1 \) in the bottom \( p \)-alcove in \( X^+ \), i.e. \( \langle \mu_j^1 + \rho, \alpha_i^0 \rangle \leq p \). This implies by the strong linkage principle that \( \nabla(\mu_j^1) \) is simple. Hence also \( L(\mu_j^0) \otimes \nabla(\mu_j^1)^{(1)} \) is simple and (1) follows from Lemma 2.2.
To prove (2) we use the fact that the sequence (2.7) is the first part of a long exact sequence 
(2.8)
\[ 0 \to F'_{j-1} \to F'_j \to L(\mu^0_j) \otimes \nabla (\mu^1_j) \to R^1 \text{Ind}^G_{G_1 B} (F_{j-1}) \to R^1 \text{Ind}^G_{G_1 B} (F_j) \to R^1 \text{Ind}^G_{G_1 B} (\hat{L}(1)(\mu_j)) \to \cdots \]
Now as in the proof of Lemma 2.2 we get 
\[ R^1 \text{Ind}^G_{G_1 B} (\hat{L}(1)(\mu_j)) = L(\mu^0_j) \otimes R^1 \text{Ind}^B (\mu^1_j) \].
Hence by Kempf’s vanishing theorem our assumption on \( \lambda \) ensures (by Lemma 2.1) that all \( \mu_j \) have \( \langle \mu^1_j, \alpha^\vee \rangle \geq \langle \lambda^1, \alpha^\vee \rangle - h + 1 \geq -1 \) for all \( \alpha \in S \).
Hence by Kempf’s vanishing theorem \( R^1 \text{Ind}^B (\mu^1_j) = 0 \) for all \( j \). By induction on \( j \) this means that 
\( R^1 \text{Ind}^B (F_j) = 0 \) for all \( j \) and hence all sequences in (2.7) are short exact (possibly with last term equal to 0, namely if there is a simple root \( \alpha \) with \( \langle \mu^1_j, \alpha^\vee \rangle = -1 \).)

\[ \square \]

Example 1. Suppose \( G = SL_3 \). Then \( h = 3 \). Let \( \lambda \) be a dominant weight and write \( \lambda = (a, b) \) to mean \( \lambda = a\omega_1 + b\omega_2 \) where \( \omega_1 \) and \( \omega_2 \) are the two fundamental weights. Write \( a = a^0 + pa^1, b = b^0 + pb^1 \) with \( 0 \leq a^0, b^0 < p \). In this notation Theorem 2.3 says that \( \nabla (\lambda) \) has a \( p \)-filtration provided that either \( a^1 + b^1 \leq p - 3 \) or \( a, b \geq p \).

Note that the proposition does not give \( p \)-filtrations for \( \nabla (\lambda) \) for the following (infinite!) set of dominant weights:

\[ \{(a, b)|a \geq p(p - 2), 0 \leq b \leq p - 1\} \cup \{(a, b)|0 \leq a \leq p - 1, b \geq p(p - 2)\}. \]

Using the detailed knowledge of the \( G_1 B \) composition factors of \( \hat{Z}_1(\lambda) \) in this case it is easy to check via the methods in this section that \( p \)-filtrations actually exist for all \( \lambda \in X^+ \) and all \( p \). Later we shall improve our results which in the case at hand will take care of all \( p \). Alternatively, see 3.13 in [9].

2.3. The general case. Let \( \lambda \in X^+ \) and consider like in the previous subsection a \( G_1 B \)-composition series for \( \hat{Z}_1(\lambda) \). The submodules in this series are again denoted \( F_j, j = 1, 2, \cdots r \), and the sections are \( F_j/F_{j-1} = \hat{L}(1)(\mu_j) = L(\mu^0_j) \otimes p\mu^1_j \).

Set
\[ I_\lambda = \{ \alpha \in S| \langle \mu^1_m, \alpha^\vee \rangle < -1 \text{ for some } m \}. \]

Denote by \( R_\lambda = ZI_\lambda \cap R \) the corresponding root system and by \( P = P_\lambda \) the associated parabolic subgroup. So \( P \) is generated by \( B \) together with the root subgroups attached to the positive roots in \( R_\lambda \).

If \( J \) is a connected subset of \( S \) we denote by \( \alpha_J \) the highest short root of \( R_J = ZJ \cap R \) and we set
\[ h_J = \langle \rho, \alpha_J^\vee \rangle = \text{ht}(\alpha_J^\vee). \]

Note that \( h_S = h - 1 \).

Define then
\[ h_\lambda = \max\{h_J|J \text{ connected subset of } I_\lambda\} + 1. \]

We shall now consider the induction functor \( \text{Ind}^{G_1 P}_{G_1 B} \). Setting \( F''_j = \text{Ind}^{G_1 P}_{G_1 B} (F_j) \) we argue as we did in establishing (2.7) to see that we have exact sequences

(2.9)
\[ 0 \to F''_{j-1} \to F''_j \to L(\mu^0_j) \otimes \text{Ind}^B (\mu^1_j) \]

Lemma 2.4. \(1\) We have \(\text{Ind}^G_B(\mu_j^1) \neq 0\) iff \(\langle \mu_j^1, \alpha^\vee \rangle \geq 0\) for all \(\alpha \in I_\lambda\).

(2) Suppose \(p \geq (h - 2)h_\lambda\). Then \(\text{Ind}^G_B(\mu_j^1)\) is a simple \(P\)-module for each \(j\) with \(\mu_j^1 \in X^+\).

Proof. The first statement in the lemma is a standard fact about induction from \(B\) to \(P\).

To check the second statement consider a connected subset \(J \subset I_\lambda\). We claim that \(\langle \mu_j^1 + \rho, \alpha^\vee \rangle \leq p\). Let namely \(\alpha \in J\) and pick \(m\) such that \(\langle \mu_m, \alpha^\vee \rangle \leq -2\). Then the first inequality in Lemma 2.1 gives \(\langle \lambda^1 + \rho, \alpha^\vee \rangle \leq \langle \mu_m^1 + \rho, \alpha^\vee \rangle + h - 1 \leq h - 2\). Then by the second inequality in Lemma 2.1 we see that \(\langle \mu_j^1 + \rho, \alpha^\vee \rangle \leq \langle \lambda^1 + \rho, \alpha^\vee \rangle + h - 2 \leq (h - 2)\text{ht}(\alpha^\vee) + h - 2 \leq (h - 2)h_\lambda\). The assumption on \(p\) thus ensures that the desired inequality holds.

Now this being true means that \(\mu_j^1\) belong to the bottom dominant alcoves for all connected components of \(I_\lambda\). By the strong linkage principle \([1]\) (applied to the corresponding Levi subgroups) this implies that \(\text{Ind}^G_B(\mu_j^1)\) is simple.

\(\square\)

Theorem 2.5. Let \(\lambda \in X^+\). If \(p \geq (h - 2)h_\lambda\) then \(\nabla(\lambda)\) has a \(p\)-filtration.

Proof. Let \(\lambda \in X^+\). We shall use the notation from above. According to Lemma 2.4 the module \(\text{Ind}^{G_1}_B(Z_1(\lambda))\) has a \(G_1P\)-filtration \(0 = F_\lambda^0 \subset F_\lambda^1 \subset \cdots \subset F_\lambda^r = \text{Ind}^{G_1}_B(Z_1(\lambda))\) where the quotient \(F_j^r/F_j^{r-1}\) is either 0 or a submodule of \(L(\mu_j^0) \otimes \text{Ind}^B_B(\mu_j^1)\). By (2) in Lemma 2.4 the latter module is a simple \(G_1P\)-module. Hence we have either \(F_j^r = F_j^{r-1}\) or a short exact sequence

\[0 \to F_j^{r-1} \to F_j^r \to L_j(\mu_j^0) \otimes \text{Ind}^B_B(\mu_j^1) \to 0.\]

We now apply the functor \(\text{Ind}^G_{G_1P}\) to this filtration. Note that this functor applied to \(\text{Ind}^{G_1}_B(Z_1(\lambda))\) gives \(\nabla(\lambda)\) because by transitivity of induction the composite \(\text{Ind}^G_{G_1P} \circ \text{Ind}^{G_1}_B \circ \text{Ind}^B_B\) equals \(\text{Ind}^G_B\). Moreover, \(\text{Ind}^G_{G_1P}(L(\mu_j^0) \otimes \text{Ind}^B_B(\mu_j^1)) = L(\mu_j^0) \otimes \nabla(\mu_j^1)\). Finally, observe that since \(R^1\text{Ind}^G_{G_1P}(\mu_j^1) = R^1\text{Ind}^G_B(\mu_j^1) = 0\) for all \(j\)'s for which the quotient \(F_j^r/F_j^{r-1}\) is non-zero (because for such \(j\) we have \(\mu_j^1 + \rho\) is dominant) the resulting sequence of \(G\)-submodules is a \(p\)-filtration of \(\nabla(\lambda)\).

\(\square\)

Noting that \(h_\lambda \leq h\) for all \(\lambda\) (with equality only if \(I_\lambda = S\)) we obtain from this theorem the result stated in Theorem [1.1] in the introduction, namely

Corollary 2.6. Suppose \(p \geq (h - 2)h\). Then \(\nabla(\lambda)\) has a \(p\)-filtration for all \(\lambda \in X^+\).

Remark 2.7. Suppose \(\lambda\) is a dominant weight for which all connected components of \(I_\lambda\) consist of just one element. By the definition of \(h_\lambda\) this is equivalent to \(h_\lambda = 2\). Hence Theorem 2.5 says that \(\nabla(\lambda)\) has a \(p\)-filtration for all \(p \geq (h - 2)/2\).

In particular, if \(\lambda\) is close to just one wall of the dominant chamber, or more precisely if \(I_\lambda = \{\alpha\}\) for some \(\alpha \in S\), then \(\nabla(\lambda)\) has a \(p\)-filtration for all such \(p\). Note that by Lemma 2.1 we have \(I_\lambda \subset \{\alpha\}\) if \(\langle \lambda^1, \alpha^\vee \rangle \geq h - 2\) for all \(\beta \in S \setminus \{\alpha\}\). So setting

\[X(\leq 1) = \{\lambda \in X^+ | \text{there exists at most one } \alpha \in S \text{ with } \langle \lambda^1, \alpha^\vee \rangle < h - 2\},\]

we get

\[(2.10) \quad \nabla(\lambda) \text{ has a } p\text{-filtration for all } \lambda \in X(\leq 1) \text{ whenever } p \geq 2(h - 2).\]
Example 2.  

(1) Suppose $G$ has rank 2. Then $X^+ \setminus X(\leq 1)$ is contained in the finite set 
\[
Y(\leq 1) = \{ \lambda \in X | \langle \lambda, \alpha^\vee \rangle < h - 2, \alpha \in S \}.
\]

So for all dominant weights except possibly finitely many the dual Weyl modules for $G$ all have $p$-filtrations for $p \geq 2(h - 2)$.

(2) Let us return to the group $G = SL_3$ considered in Example 1. In this case $h = 3$ so by Corollary 2.6 all dual Weyl modules for $SL_3$ have $p$-filtrations when $p \geq 3$.

Note that for $SL_3$ the finite set $Y(\leq 1)$ consists of just the set of restricted weights. So by the observation in (1) above we get that $\nabla(\lambda)$ has a $p$-filtration for all $p$ except possibly for $\lambda \in \mathcal{X}_1, p = 2$. However, it is easy to check that for $p = 2$ the dual Weyl modules corresponding to the 4 restricted weights are all simple and hence trivially have a 2-filtration.

So we have reproved (the known result mentioned in Example 1 saying) that all dual Weyl modules for $SL_3$ have $p$-filtrations for all $p$.

(3) Let now $G = Sp_2$. The corresponding root system is $B_2$, which has 1 short simple root $\alpha_1$ and 1 long simple root $\alpha_2$. It has $h = 4$ and Corollary 2.6 thus gives $p$-filtrations for all $\nabla(\lambda)$ when $p > 7$. If we limit ourselves to $\lambda \in X(\leq 1)$ we can improve this to $p \geq 5$ by applying instead (2.10).

The finite set $Y(\leq 1)$ is in this case equal to \{ $\lambda \in X^+ | \langle \lambda, \alpha_i^\vee \rangle < 2p, i = 1, 2$ \}. When $p = 7$ direct inspection shows that if $L(\mu)$ is a composition factor of some $\nabla(\lambda)$ with $\lambda \in Y(\leq 1)$ then $\mu^1$ belongs to the lowest alcove in $X^+$. Hence all dual Weyl modules for $Sp_2$ have 7-filtrations.

The same argument does not work for $p = 5$. In this case our methods above give 5-filtrations for all dominant weights except the 25 weights belonging to $5\rho + X_1$. We can handle each $\lambda \in 5\rho + X_1$ by a careful inspection of the composition factors of $\tilde{\mathcal{Z}}_1(\lambda)$. Suppose $\lambda$ is 5-regular, i.e. belongs to the interior of an alcove. Then $\tilde{\mathcal{Z}}_1(\lambda)$ has 20-composition factors (this is true for all $p \geq 5$ and all $p$-regular dominant $\lambda$, see [8]). If $\lambda$ belongs to one of the top two alcoves in $5\rho + X_1$ a close inspection of the patterns for type $B_2$ on p. 456 in [8] reveals, that all composition factors $\tilde{L}_1(\mu)$ of $\tilde{\mathcal{Z}}_1(\lambda)$ have $\mu^1 + \rho \in X^+$. In this case the arguments used in the proof of Theorem 2.3 (2) produce a 5-filtration for $\nabla(\lambda)$. If $\lambda$ belongs to one of the two lower alcoves in $5\rho + X_1$ then there is exactly 1 composition factor $\tilde{L}_1(\mu)$ of $\tilde{\mathcal{Z}}_1(\lambda)$ with $\mu^1 + \rho \notin X^+$. Let $\mu_+ = \mu^0 + 5\mu_+^1$ with $\{ \mu_+^1 \} = W \cdot \mu^1 \cap X^+$. Then by inspection we observe that $L(\mu_+)$ is not a composition factor of $\nabla(\lambda)$. The arguments in Section 2 then show that $Ind^G_B$ also in this case takes a composition series of $\tilde{\mathcal{Z}}_1(\lambda)$ into a 5-filtration of $\nabla(\lambda)$. Finally, if $\lambda$ is not 5-regular $\tilde{\mathcal{Z}}_1(\lambda)$ has much fewer composition factors (at most 10) and the same arguments work. Hence in fact all dual Weyl modules for $Sp_2$ have 5-filtrations.

When $p$ is either 2 or 3 our best result is Proposition 2.3 (2), which however leaves us with infinitely many weights $\lambda$ for which the question of whether $\nabla(\lambda)$ has a $p$-filtration is open. A tedious check of the composition patterns of each of the corresponding $\tilde{\mathcal{Z}}_1(\lambda)$ reveals that $\nabla(\lambda)$ do have $p$-filtrations in all these cases.
3. $p^n$-filtrations

Let $n \geq 0$ and define $X_n$ to be

$$X_n = \{ \lambda \in X^+ | \langle \lambda, \alpha^\vee \rangle < p^n \text{ for all } \alpha \in S \}.$$ 

The elements of $X_n$ are called the $p^n$-restricted weights. We now write for any $\mu \in X$

$$\mu = \mu^0 + p^n \mu^1$$

with $\mu^0 \in X_n$ and $\mu^1 \in X$. Here we are in conflict with the notation used in previous sections but we will make sure not to mix it up with the $n = 1$ notation considered so far.

If $M$ is a $G$-module we denote by $M^{(n)}$ the twist by $F^n$ of $M$. We have the inductive formula $M^{(n)} = (M^{(n-1)})^{(1)}$. Note that $(M^{(n)})^{(m)} = M^{(n+m)}$ for all $m \geq 0$.

3.1. Higher filtrations. We say in analogy with the $n = 1$ case that a $G$-module $M$ has a $p^n$-filtration if it has a series of $G$-submodules

$$0 = F_0 \subset F_1 \subset \cdots \subset F_r = M$$

with $F_j/F_{j-1} = L(\mu_j^0) \otimes \nabla(\mu_j^1)^{(n)}$ for some $\mu_j \in X^+$. Note that a $1$-filtration is the same as a good filtration.

**Proposition 3.1.** Suppose $p \geq h(h-2)$. If $M$ has a $p^n$-filtration then $M$ has also a $p^m$-filtration for all $m \geq n$.

**Proof.** It is clearly enough to check the proposition in the case where $m = n + 1$ and $M = L(\lambda^0) \otimes \nabla(\lambda^1)^{(n)}$ for some $\lambda \in X^+$. Now by Corollary 2.6 the dual Weyl module $\nabla(\lambda^1)$ has a $p$-filtration, i.e. a filtration with quotients of the form $L(\mu) \otimes \nabla(\nu)^{(1)}$ with $\mu \in X_1$ and $\nu \in X^+$. Then $M$ has a filtration with quotients $L(\mu^0) \otimes L(\mu)^{(n)} \otimes \nabla(\nu)^{(n+1)}$. By Steinberg’s tensor product theorem $L(\mu^0) \otimes L(\mu)^{(m)} = L(\mu^0 + p^n \mu)$ and since $\mu^0 + p^n \mu \in X_{n+1}$ we have thus obtained a $p^{n+1}$-filtration of $M$. \qed

**Remark 3.2.**

1. The case $n = 0$, $m = 1$ in this proposition is equivalent to our main result, Theorem 1.1.

2. Note that if $m > 0$ not all modules with $p^{n+m}$-filtrations have $p^n$-filtrations. Examples are for instance all $L(\lambda)$ where $\lambda \in X_{n+m} \setminus X_n$ with $L(\lambda) \neq \nabla(\lambda)$.

\[ \Box \]

**Corollary 3.3.** If $p \geq (h-2)h$ then all dual Weyl modules have $p^n$-filtrations for all $n \geq 0$.

**Proof.** Immediate from Corollary 2.6 and Proposition 3.1. \qed

3.2. Tensor products involving Steinberg modules. Let $n \geq 0$. The $n$’th Steinberg module is

$$St_n = L((p^n - 1)\rho).$$

Note that $St_1 = St$ in our notation in Section 2. By the Steinberg tensor product theorem we have $St_n = St_{n-1} \otimes St^{(n-1)} = St \otimes St_{n-1}^{(1)}$. By the strong linkage principle we have $St_n = \nabla((p^n - 1)\rho)$.

As $St_n$ is self dual we have

$$St_n \text{ is a } G \text{-summand of } St_n^{\otimes 3}.\quad (3.1)$$
**Definition 3.4.** Let $M$ be a $G$-module. We say that $M$ is divisible by $St_n$ if there exists a $G$-module $N$ such that $M = St_n \otimes N$. ▲

Note that $St_n$ is divisible by $St_m$ for all $m \leq n$.

Let $M$ be a $G$-module. Then

**Proposition 3.5.** Suppose $M$ is divisible by $St_n$. Then $M$ has a good filtration iff $M \otimes St_n$ has a good filtration.

**Proof.** The forward implication holds always due to the Wang-Donkin-Mathieu theorem, [14], [7], [13], on tensor products of dual Weyl modules. To check the converse write $M = St_n \otimes N$. Applying this theorem again we see that if $M \otimes St_n$ has a good filtration so does $M \otimes St_n^{\otimes 2} = N \otimes St_n^{\otimes 3}$. But by [3.1] we see that this latter module has $M$ as a summand and hence $M$ has a good filtration. □

**Proposition 3.6.** Suppose $p \geq (h-2)h$ and let $M$ be a $G$-module which is divisible by $St_n$. Then $M$ has a $p^n$-filtration iff $M$ has a good filtration.

**Proof.** If $M$ has a good filtration we get from Corollary 3.3 that $M$ also has a $p^n$-filtration. Conversely, if $M$ has a $p^n$-filtration then by [3] Proposition 2.10 we get that $M \otimes St_n$ has a good-filtration for $p \geq 2h - 2$. Then Proposition 3.5 says that $M$ has a good filtration as well.

Note that in the above argument we need $p \geq 2h - 2$. This is implied by our assumption $p \geq (h-2)h$ unless $p = h = 3$. But then $G$ is $SL_3$ and the result is easily checked by a direct computation. Alternatively, see [6] where the bound $2h - 2$ is improved to $2h - 4$. □

**Remark 3.7.** We could (with the same assumption on $p$) sharpen the proposition to the (seemingly) more general statement about a $G$-module which is divisible by $St_n$.

Let $m \leq n$. Then $M$ has a $p^m$-filtration iff $M$ has a good filtration.

This follows from the fact that $St_m$ is a tensor factor in $St_n$ for all $m \leq n$. ▲

**Corollary 3.8.** Suppose $p \geq (h-2)h$ and let $M$ be a $G$-module which is divisible by $St_n$. Then $M$ has a $p^n$-filtration iff $M \otimes St_n$ has a $p^n$-filtration.

**Proof.** Combine Propositions 3.5 and 3.6. □

### 3.3. Relations to the Steinberg component.

Recall that in [5] we establish an equivalence between the category of rational $G$-modules and the Steinberg component of this category. The $n$'th Steinberg component consists of all $G$-modules whose composition factors have the form $L(p^n \cdot \lambda)$ with $\lambda \in X^+$ (using the convention $p^n \cdot \lambda = p^n(\lambda + \rho) - \rho$). The equivalence is the composite of twisting with the Frobenius $n$ times and tensoring with the $n$'th Steinberg module. We shall now see how this equivalence behaves with respect to $p$-filtrations and their higher analogues.

**Proposition 3.9.** Let $M$ be a $G$ module and $m, n \in \mathbb{Z}_{\geq 0}$. Then $M$ has a $p^n$-filtration iff $M^{(n)} \otimes St_n$ has a $p^{(m+n)}$-filtration.

**Proof.** Let $\lambda \in X^+$. In analogy with Section 3.1 we write $\lambda = \lambda^0 + p^m \lambda^1$ with $\lambda \in X_m$. Then we have $(L(\lambda^0) \otimes \nabla(\lambda^1)^{(m)})^{(n)} \otimes St_n = St_n \otimes L(\lambda^0)^{(n)} \otimes \nabla(\lambda^1)^{(n+m)} = L((p^n - 1)\rho + p^n \lambda^0) \otimes \nabla(\lambda^1)^{(n+m)}$.
where we have used once more the Steinberg tensor product theorem. This proves the only if statement.

To check the converse let \( N \) be a \( G \)-module belonging to the \( n \)’th Steinberg component. Then \( N = St_n \otimes M^{(n)} \) with \( M = \text{Hom}_{G_n}(St_n, N)^{(-n)} \), see [5]. Applying the exact functor \( \text{Hom}_{G_n}(St_n, -)^{(-n)} \) to a \( p^{(m+n)} \)-filtration of \( N \) will give us the desired \( p^n \)-filtration of \( M \). In fact, the value of this functor on a module like \( St_n \otimes (L(\mu)^{(n)} \otimes \nabla(\nu)^{(m+n)}) \), where \( \mu \in X_m \) and \( \nu \in X^+ \), is \( L(\mu) \otimes \nabla(\nu)^{(m)} \).

\[ \square \]

4. DONKIN’S CONJECTURE ON \( p \)-Filtrations

In 1990 S. Donkin proposed the following conjecture. We abbreviate it \( DC_1 \).

Let \( M \) be a \( G \)-module. Then

\[ (4.1) \quad M \text{ has a } p \text{-filtration iff } M \otimes St \text{ has a good filtration.} \]

There is an obvious higher version of \( DC_1 \) which we name \( DC_n \), namely

\[ (4.2) \quad M \text{ has a } p^n \text{-filtration iff } M \otimes St_n \text{ has a good filtration.} \]

In this section we shall make some remarks on these conjectures. In particular, we shall relate them to the results in the previous sections.

4.1. What is known, partially known, or unknown about \( DC_n \).

Remark 4.1.

(1) The implication from left to right \( DC_1 \) was proved in [3] for \( p \geq 2h - 2 \). See also [11] for an alternative proof and [6] for a lowering of the bound on \( p \) to \( p \geq 2h - 4 \). The converse implication is only known to hold for \( SL_2 \), see [3] Proposition 4.3. The conjecture is also open in both directions when \( p \) is small.

(2) As we have observed before \( \nabla(\lambda) \otimes St \) has a good filtration for all \( \lambda \) because of the Wang-Donkin-Mathieu theorem, e.g. [13], [7], [13]. Hence if the left to right implication in \( DC_1 \) is proved our main result, Theorem 1.1 would be a consequence (for all \( p \)). We consider our result as partial evidence for the conjecture.

(3) It is rather easy to see that if the left to right implication holds in \( DC_1 \) then the same implication holds in \( DC_n \), see Proposition 2.10 in [3]. In contrast this author knows of no ways to reduce the reverse implications to the case \( n = 1 \).

\[ \square \]

Proposition 4.2. If \( DC_{n+1} \) holds then so does \( DC_n \).

Proof. Assume \( DC_{n+1} \) and let \( M \) be a \( G \)-module. Observe first that \( M \) has a \( p^n \)-filtration iff \( M^{(1)} \) has a \( p^{n+1} \)-filtration. By \( DC_{n+1} \) this is the case iff \( M^{(1)} \otimes St_{n+1} = (M \otimes St_n)^{(1)} \otimes St_1 \) has a good filtration, i.e. iff \( M \otimes St_n \) has a good filtration. Here the last step follows from [5] Corollary 3.2 (3) applied to \( M \otimes St_n \).

The Propositions 3.5 and 3.6 together with Remark 3.7 give us a big family of modules for which \( DC_n \) is true.
Proposition 4.3. Suppose $p \geq (h - 2)h$. If $N$ is a $G$-module which is divisible by $St_n$, then $DC_n$ holds for $N$. In particular, $DC_n$ holds (as do in fact $DC_m$ for all $m \leq n$) for all modules belonging to the $n$'th Steinberg component.

The same two propositions also allow us to reformulate the Donkin conjectures.

Proposition 4.4. When $p \geq (h - 2)h$ $DC_n$ is equivalent to the following statement: Let $M$ be a $G$-module. Then $M$ has a $p^n$-filtration iff $M \otimes St_n$ has one.

4.2. Ext-criteria. Recall that if $\lambda \in \mathcal{X}^+$ then there is a unique indecomposable tilting module $T(\lambda)$ with highest weight $\lambda$. In Theorem 2.4 in [3] we proved the following criteria for $M \otimes St_n$ to have a good filtration (actually this theorem was only proved for $n = 1$ in loc.cit. but the argument for arbitrary $n$ is the same)

$$M \otimes St_n$$ has a good filtration iff $\text{Ext}^j_G(T(\lambda), M) = 0$ for all $j > 0$ and all $\lambda \in (p^n - 1)\rho + \mathcal{X}^+$.

Note that the sets $(p^n - 1)\rho + \mathcal{X}^+$ increase (strictly) with $n$. This means that if $M \otimes St_n$ has a good filtration for some $n$ then $M \otimes St_m$ has a good filtration also for all $m \geq n$. This is consistent with Proposition 3.1.

5. Appendix

In [3] Corollary 3.7 I claimed to prove that all dual Weyl modules have $p$-filtrations for $p \geq 2h - 2$. However, S. Donkin has pointed out to me that there is a problem with my proof of a lemma which is crucial for this result. I therefore withdrew my claim in a lecture at MSRI in 2008, see [4]. In this appendix I use the opportunity to record this retraction in writing and to point out exactly where the problem is.

Lemma 3.3 in loc. cit. states that if a $G$-module $M$ has a submodule $M' \subset M$ such that both $M$ and $M'$ have $p$-filtrations then so does the quotient $M/M'$. Note that this Lemma is true if Donkin’s conjecture from Section 4 is true and also if there exists an Ext-vanishing criteria for a module to have a $p$-filtration.

However, my proof of Lemma 3.3 in [3] contains a gap: We claim (without proof) that if a $G$-module $M$ has two submodules $M_1 = L(\lambda) \otimes \nabla(\mu)^{(1)}$ and $M'_1 = L(\lambda) \otimes \nabla(\nu)^{(1)}$ with $\lambda \in \mathcal{X}_1$ and $\mu, \nu \in \mathcal{X}^+$ then either $M_1 = M'_1$ or $M_1 \cap M'_1 = 0$. This is not obvious and I haven’t been able to prove it (nor to come up with a counter example).

In addition to Lemma 3.3 I also withdraw Theorem 3.6 and Corollary 3.7, which both rely in an essential way on this lemma. Fortunately, all remaining results in the paper are independent of these results. The present paper contains a completely different proof of the results in Theorem 3.6 and Corollary 3.7 (under a stronger assumption on $p$).
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