Abstract

We study the evolution of a qubit evolving according to the Schrödinger equation with a Hamiltonian containing noise terms, modeled by random diagonal and off-diagonal matrix elements. We show that the noise-averaged qubit density matrix converges to a final state, in the limit of large times $t$. The convergence speed is polynomial in $1/t$, with a power depending on the regularity of the noise probability density and its low frequency behaviour. We evaluate the final state explicitly. We show that in the regimes of weak and strong off-diagonal noise, the process implements the dephasing channel in the energy- (localized) and the delocalized basis, respectively.
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1 Introduction

The state of a quantum system having two degrees of freedom, that is, a spin or a qubit, is given by a \textit{density operator} $\rho$ acting on $\mathbb{C}^2$, which is positive definite and has trace
one, and is represented by a $2 \times 2$ matrix. States evolve according to the Schrödinger, or Liouville - von Neumann equation,

$$i\partial_t \rho(t) = [H_0, \rho(t)],$$

where $H_0$ is the Hamiltonian, a fixed hermitian operator acting on $\mathbb{C}^2$. The subindex 0 indicates that this is a ‘noiseless’ Hamiltonian. Given any initial state $\rho(0)$, the equation (1) has the unique solution

$$\rho(t) = e^{-itH_0} \rho(0) e^{itH_0}. \quad (2)$$

Upon diagonalizing the Hamiltonian, we have

$$H_0 = \begin{pmatrix} E_1 & 0 \\ 0 & E_2 \end{pmatrix}, \quad (3)$$

with real eigenvalues $E_1, E_2$ and associated eigenvectors

$$\Phi_1 = \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \quad \Phi_2 = \begin{pmatrix} 0 \\ 1 \end{pmatrix}, \quad (4)$$

making up the so-called energy, localized or diabatic basis. Denoting the spectral projections by $P_j = |\Phi_j\rangle\langle\Phi_j|, j = 1, 2$, the evolution (2) takes the form

$$\rho(t) = \sum_{k,l \in \{1,2\}} e^{-it(E_k-E_l)} P_k \rho(0) P_l. \quad (5)$$

The density matrix evolves entirely coherently, namely as a superposition of time-periodic functions. This is the fate of any (finite-dimensional) quantum system evolving according to the Schrödinger equation. But this is not what is often observed in nature: Commonly systems undergo irreversible processes, such as equilibration and decoherence as well as transport processes, like the exchange of excitation and charges within molecules. These phenomena are noise effects induced by the contact with external agents.

As an example, decoherence, equivalently called dephasing, is an important phenomenon in quantum theory and in the quantum information sciences in particular. To describe it, we denote the density matrix elements in the energy basis by

$$\rho_{ij}(t) = \langle \Phi_i, \rho(t) \Phi_j \rangle. \quad (6)$$

Many quantum effects, which can be exploited in quantum computing for example, come from the fact that a pure state can be a superposition of the energy eigenvectors $\Phi_j$, i.e., $\rho = |\Psi\rangle\langle\Psi|$ with $\Psi = a_1 \Phi_1 + a_2 \Phi_2$ and $|a_1|^2 + |a_2|^2 = 1$. More generally, any mixed state is of the form

$$\rho = p|\Phi_1\rangle\langle\Phi_1| + (1-p)|\Phi_2\rangle\langle\Phi_2| + z|\Phi_1\rangle\langle\Phi_2| + \bar{z}|\Phi_2\rangle\langle\Phi_1|, \quad (7)$$

for some $p \in [0,1]$, and where $z \in \mathbb{C}$, $|z|^2 \leq p(1-p)$, is called the coherence of $\rho$. (In the pure state case $z = a_1 \bar{a}_2$.) When $z = 0$, we call the state $\rho$, (7), an incoherent
superposition of the energy states. For \( z \neq 0 \), \( \rho \), is called a coherent superposition of \( \Phi_1 \) and \( \Phi_2 \). The average measurement value when measuring an observable \( \mathcal{O} \) in the state \( \rho \), \( \langle \mathcal{O} \rangle \), is given by

\[
\langle \mathcal{O} \rangle = \text{tr} \rho \mathcal{O} = p \langle \mathcal{O} \rangle_1 + (1-p) \langle \mathcal{O} \rangle_2 + 2 \text{Re} z \langle \Phi_2, \mathcal{O} \Phi_1 \rangle,
\]

where \( \langle \mathcal{O} \rangle_j = \langle \Phi_j, \mathcal{O} \Phi_j \rangle \), \( j = 1, 2 \). For an incoherent \( \rho \), the last term on the right side of \( \langle \mathcal{O} \rangle \) vanishes (as \( z = 0 \)) and the measurement process has the characteristics of a classical system, where two states with given energy are mixed with probabilities \( p \) and \( 1-p \).

However, for a coherent \( \rho \), the cross term \( 2 \text{Re} z \langle \Phi_2, \mathcal{O} \Phi_1 \rangle \) gives an additional term, which reflects an interplay of \( \Phi_1 \) and \( \Phi_2 \) within the state \( \rho \). This term is due to the quantum nature of \( \rho \)—two energy states are mixed in a quantum way to give a state \( \rho \). Note that for observables \( \mathcal{O} \) commuting with \( H_0 \), this effect is not visible, as \( \langle \Phi_2, \mathcal{O} \Phi_1 \rangle = 0 \).

Coherence is a basis-dependent notion because of course, every density matrix can be diagonalized, \( \rho = p |\chi_1\rangle \langle \chi_1| + (1-p) |\chi_2\rangle \langle \chi_2| \), for eigenvectors \( \chi_{1,2} \) and some \( p \in [0,1] \). So \( \rho \) is always an incoherent superposition of its eigenstates. However, those eigenstates may not have a direct physical meaning in the sense that they might not be eigenvectors of an easily accessible observable.

The process of decoherence (in the energy basis) is defined to be the transition of \( \rho \mapsto \rho' \) where \( \rho' \) is an incoherent superposition of the energy states. In other words, it is a process in which the off-diagonal density matrix elements of \( \rho \), written in the energy basis, disappear. In quantum information theory, a channel \( \mathcal{E} \) is defined as a completely positive, trace-preserving map acting on density matrices. The dephasing channel is given by [26]

\[
\mathcal{E} \rho = \mathcal{E} \begin{pmatrix} \rho_{11} & \rho_{12} \\ \rho_{21} & \rho_{22} \end{pmatrix} = \begin{pmatrix} \rho_{11} & (1-\eta)\rho_{12} \\ (1-\eta)\rho_{21} & \rho_{22} \end{pmatrix},
\]

where \( 0 \leq \eta \leq 1 \) controls the reduction of the off-diagonals in the energy basis. For \( \eta = 1 \) the coherences are entirely suppressed by the action of \( \mathcal{E} \) and the state undergoes full decoherence. It is well known (and discussed in a huge amount of literature) that generically, quantum systems undergo a gradual reduction of coherences when they are in contact with environments [20, 14, 4, 25]. In this sense, decoherence is a generically observed dynamical process, brought about by external noises. Using (6), we express (full) decoherence as

\[
\rho_{12}(t) \to 0 \quad \text{as} \quad t \to \infty.
\]

Decoherence plays a central role in quantum theory, particularly in quantum information and computation, where coherence is a resource exploited in the design of fast algorithms, and decoherence is to be avoided as much as possible. A core task is to establish mathematical models which enable to uncover mechanisms driving the decoherence process.

---

1 This notion should not be confused with that of a “coherent state”, say, of an oscillator or similar.

2 If the limit of the off-diagonals converge to zero we say there is full decoherence. Depending on the models, one also observes partial decoherence, where the limit value of the off-diagonal is reduced relative to the initial value, but possibly nonzero [25, 20].
and quantify them by, for instance, finding the speed of convergence in (10). This is a first step in designing countermeasures to protect systems from losing quantum features due to noise effects.

It results from the above discussion that it is an important task to find the dynamical equation of a quantum system showing irreversible characteristics. This has to be done by including noise effects, \( i.e. \), by considering open quantum systems. Their dynamics is not given ‘simply’ by the Schrödinger equation (1). The latter only describes the dynamics of closed systems. In the literature, one can find the following approaches to describing open system dynamics.

(H) **Hamiltonian approach.** The system of interest (say a qubit) is coupled to an ‘environment’, a very large other quantum system having many degrees of freedom. The complex (system + environment) is regarded as a closed system and evolves according to the Schrödinger equation, governed by a Hamiltonian which describes the system, the environment and the interaction between the two. In a sense, this is the most fundamental description of a noisy system, but at the same time it is enormously complicated, because the dynamics describes all the details about the system and all degrees of freedom of the reservoir \[4, 21, 9, 6, 13, 14, 11\].

Upon restricting the full dynamics to just the system, by ‘tracing out the environment degrees of freedom’, one arrives at an effective equation for the system alone. In the absence of interaction with the environment, this equation reduces to the system Schrödinger equation, but it is much more complicated in the presence of interactions. In certain approximative regimes (weak coupling, fast reservoir dynamics or dissipation), this effective equation takes the form of the ubiquitous Markovian master equation. A rigorous derivation of the master equation has recently been given in \[18\].

(E) **Effective evolution.** The Markovian master equation resulting from the procedure explained in (H) is of the form \( \rho(t) = e^{t \mathcal{L}} \rho(0) \). Here, the Lindblad operator \( \mathcal{L} \) (which acts on density matrices) is not hermitian and has complex eigenvalues \(-x + iy\) (with \( x \geq 0 \)), leading to time decay \( \sim e^{-tx} \), thus describing irreversible effects. Moreover, since \( e^{t \mathcal{L}} \) is a group of completely positive, trace preserving maps, its generator \( \mathcal{L} \) is constrained to have a standard form (Lindblad, Gorini-Kossakovski-Sudarshan) \[5, 2, 7\]. This standard form is often taken as the starting point for modeling an open system dynamics. Namely, one specifies the components in the standard form to build a generator \( \mathcal{L} \) without deriving it form a microscopic model as in (H). Then one analyzes the Markovian dynamics resulting from \( \mathcal{L} \) directly \[10\].

(R) **Random Hamiltonians.** Another way of describing noise effects is to incorporate randomness in the Hamiltonian of the system. One can adopt two points of view:

(i) The system is in contact with a time-dependent noise source, turning the Hamiltonian into a stochastic process, or
(ii) The system Hamiltonian is a time-independent random matrix.

In (i) one imagines that the environment acts as an external agent, randomly shaking the system at all times [24][1]. In (ii), the effect of the reservoir is to randomize the energies and interaction parameters of the system. Each realization of the Hamiltonian leads to a deterministic dynamics and a statistics is built up by observing the evolution over many realizations. This is in line with the point of view taken in models governed by random Schrödinger equations, as for instance the Anderson model. *In the present work, we adopt this view.* Taking the expectation of the density matrix is the equivalent of tracing out the reservoir degrees of freedom in (H) above and will yield time-decay and irreversible dynamical effects. In this context some authors have considered systems coupled to mesoscopic environments, modeled by random matrix Hamiltonians of many levels [3]. In contrast, we incorporate the environment noise as random energy terms directly into the Hamiltonian.

### 2 The Model

The Hamiltonian of the system is

\[
H = H_0 + H_{\text{noise}},
\]

where

\[
H_0 = \begin{pmatrix} E_1 & 0 \\ 0 & E_2 \end{pmatrix} \quad \text{and} \quad H_{\text{noise}} = \begin{pmatrix} \xi_1 & \xi_0 \\ \xi_0 & \xi_2 \end{pmatrix}.
\]

Here, \( E_1, E_2 \in \mathbb{R} \) are constants and \( \xi_0, \xi_1 \) and \( \xi_2 \) are real valued, independent random variables representing the noise. We assume that the Bohr energy satisfies

\[
\varepsilon = E_1 - E_2 > 0
\]

and define the quantity

\[
\xi_d = \xi_1 - \xi_2.
\]

We call \( \xi_d \) and \( \xi_o \) the diagonal and the off-diagonal (or, tunneling) noise, respectively. To those random variables are associated the probability densities

\[
\xi_d \leftrightarrow \mu_d(y) \quad \text{and} \quad \xi_o \leftrightarrow \mu_o(x).
\]

The eigenbasis of \( H_0 \) is denoted by \( |i\rangle \). Shifting the Hamiltonian \( H \) by adding a matrix \( \alpha \mathbb{I} \), where \( \alpha \) is a real number (or a random variable) and \( \mathbb{I} \) is the \( 2 \times 2 \) identity matrix, does not alter the evolution of quantum states, as 

\[
e^{-it(H+\alpha \mathbb{I})}\rho e^{it(H+\alpha \mathbb{I})} = e^{-itH}\rho e^{itH}.
\]

It is then apparent from (12) that only the quantities (13) and (14) will play a role in the dynamics.

---

3The probability of the event \( \{ \xi \in [a, b] \} \) is given by \( \int_a^b \mu(x)dx \).
Open two-level (two state) systems are ubiquitous in quantum theory. Despite being of mathematically simplest form (two-dimensional!), they represent diverse physical systems, ranging from qubits, spins or atoms interacting with radiation in quantum information theory and quantum optics \[10, 15\] to donor-acceptor systems in quantum chemical and quantum biological processes \[28, 19\]. The analysis of open two-level systems is far from trivial \[16\] and new results are emerging regularly \[8, 13, 14\]. One possible realization of such a two-level system is given by a quantum particle in a double well potential, having minima (say at spatial locations \(x_1\) and \(x_2\)). It is assumed that the wells are deep enough so that it makes sense to talk about the states \(\Phi_1\) and \(\Phi_2\) representing the particle being located in the respective well. The associated energies are \(E_1\) and \(E_2\) and they are shifted by \(\xi_1\) and \(\xi_2\) due to external noise. The particle can tunnel between the wells due to environmental effects, which corresponds to the tunneling matrix element \(\xi_o\) in (12). In contrast to the localized basis (4), one introduces the ‘delocalized’ or ‘adiabatic’ basis \[17\] given by

\[
\Phi_\pm = \frac{1}{\sqrt{2}}(\Phi_1 \pm \Phi_2).
\]

If \(\Phi_1, 2\) represent states with relatively well localized positions, then \(\Phi_\pm\) are those having the largest position uncertainty (variance), so they are the ‘most delocalized’.

2.1 Highlights of our main results

The goal of this section is to outline our main results without much technicality. We present the mathematical details in Section 3 below.

We assume that the probability densities \(\mu_d\) and \(\mu_o\), (15) are compactly supported within intervals \((-\eta_d, \eta_d)\) and \((-\eta_o, \eta_o)\), respectively. We also assume that \(\eta_d < \varepsilon\). The density matrix \(\rho(t)\) is a random matrix (because the Hamiltonian \(H\) is) and we denote the average with respect to the randomness by \(\mathbb{E}[\rho(t)]\) (‘expectation’). More precisely, throughout the paper, if \(F \equiv F(x, y)\) is a random quantity depending on the off-diagonal noise variable \(x\) and the diagonal one \(y\) (see also (15)), we denote its average as

\[
\mathbb{E}[F] = \int_{\mathbb{R}^2} F(x, y)\mu_o(x)\mu_d(y)dxdy.
\]

Our main findings are these.

1. **Diagonal noise drives system to final state.** We show in Theorem 3.1 that if \(\mu_d\) is \(n = 1, 2, \ldots\) times continuously differentiable, then for \(t \geq 0\),

\[
\|\mathbb{E}[\rho(t)] - \bar{\rho}\| \leq \frac{C}{1 + t^n}.
\]

Here, \(\bar{\rho}\) is an explicit final state which depends on the noises and on the initial state \(\rho(0)\). The result also holds in the absence of the off-diagonal noise \(\xi_o\). This shows that the diagonal noise drives the state to a final one. **The speed of convergence depends on the smoothness of the noise distribution: the higher the smoothness, the quicker the convergence.**
2. Off-diagonal noise: Low energy modes slow down approach of final state.
In the absence of diagonal noise, when only $\xi_o$ is present, our Theorem 3.2 shows that the diagonals $E[\rho_{jj}(t)]$ converge to $\bar{\rho}_{jj}$ at speed $1/t$. Moreover, if the initial coherence vanishes, $\rho_{12}(0) = 0$, then (18) holds with $n = 1$. Increased regularity of $\mu_o$ does not speed up the convergence, however. The hindrance to a speedup are the slow noise modes (frequencies close to 0): We show that when the latter are suppressed, meaning that $\mu_o(\omega)$ vanishes at the origin as $\mu_o(\omega) \sim \omega^k$ for some $k = 1, 3, 5, \ldots$ then the convergence (18) is valid with $n = \frac{k+1}{2}$.

3. Dynamics implements dephasing channel. We establish the explicit form of the final state $\bar{\rho}$ in all parameter regimes. The relation (initial state) $\rightarrow$ (final state) is particularly easy and elegant in two regimes:

(i) For weak off-diagonal noise, characterized by $\eta_o \ll \varepsilon$,

(ii) For strong off-diagonal noise, $\varepsilon \ll \mu_{o,\min} \equiv \min\{|\omega| : \mu_o(\omega) \neq 0\}$.

In the case (i), the maximal frequency of the noise is small compared to the Bohr frequency $\varepsilon$ of the qubit and in the case (ii) the noise has only frequencies much larger than $\varepsilon$. We show that in these two regimes, the final state is given by

\[
\bar{\rho} = \begin{cases} 
\rho_{11}(0) |\Phi_1\rangle \langle \Phi_1| + \rho_{22}(0) |\Phi_2\rangle \langle \Phi_2| + O(\eta_o/\varepsilon) & \text{weak off-diag. noise} \\
\rho_{++}(0) |\Phi_+\rangle \langle \Phi_+| + \rho_{--}(0) |\Phi_\mp\rangle \langle \Phi_\mp| + O(\varepsilon/\mu_o^{\min}) & \text{strong off-diag. noise}
\end{cases}
\]

where $\Phi_{1,2}$ is the localized basis (4) and $\Phi_\pm$ is the delocalized basis (16). We also set $\rho_{++} = \langle \Phi_+, \rho \Phi_+ \rangle$ and analogously for $\rho_{--}$.

This shows that the noise implements the dephasing channel (9) (with $\eta = 1$) in the localized basis (weak noise) or in the delocalized basis (strong noise).

The speed at which the channel is implemented depends on the properties of $\mu_d$ and $\mu_o$, as specified in the results on convergence given above in points 1. and 2.

2.2 Heuristic analysis

We find it instructive to present a heuristic derivation of our results before giving the rigorous analysis in Section 3. The first step in our analysis is the explicit diagonalization of $H$, (11). The details are done in Section 4 and the result is Lemma 4.1. For the heuristic analysis here, we require only the following information, also contained in this lemma: The density matrix elements are of the form

\[
\rho_{kl}(t) = \bar{\rho}_{kl}(x/\varepsilon, y/\varepsilon) + p_{kl}(x/\varepsilon, y/\varepsilon) e^{\pm i t \varepsilon \Phi(x/\varepsilon, y/\varepsilon)}
\]

with $\xi_o(x) = x$ and $\xi_d(y) = y$ and where the dynamical phase is given by

\[
\Phi(x/\varepsilon, y/\varepsilon) = (1 + y/\varepsilon) \sqrt{1 + 4 \frac{(x/\varepsilon)^2}{(1 + y/\varepsilon)^2}}.
\]
Throughout, $x$ denotes the off-diagonal, $y$ the diagonal noise variable, see also (15). In (20), $\rho_{kl}$ and $p_{kl}$ are both quantities depending on the initial state $\rho(0)$ and the noises, but they are time independent. The $\pm$ in (19) indicates that a linear combination can occur (with different $p_{kl}$). The average over $x$ and $y$ of the exponential carrying the dynamical phase in (19) determines the time decay properties of $\rho_{kl}(t)$.

### 2.2.1 Heuristics of the weak noise regime

This is the regime in which the probability densities $\mu_o(x)$ and $\mu_d(y)$ yield the restrictions $x/\varepsilon, y/\varepsilon < < 1$. Up to order three in the noise, we have from (20)

$$\Phi(x/\varepsilon, y/\varepsilon) \sim 1 + y/\varepsilon + 2(x/\varepsilon)^2.$$  

(21)

Depending on the values of $k, l$, the $p_{kl}$ have the lowest order expansions (Lemma 4.2)

$$p_{kl}(x/\varepsilon, y/\varepsilon) \sim (x/\varepsilon)^n, \quad n = 0, 1, 2.$$  

(22)

This implies

$$\mathbb{E}[e^{-it\varepsilon \Phi(x/\varepsilon, y/\varepsilon)}] \sim e^{-it\varepsilon \Phi(x/\varepsilon, y/\varepsilon)} \mathbb{E}[(x/\varepsilon)^n e^{-2it\varepsilon(x/\varepsilon)^2}].$$  

(23)

The contribution coming from the diagonal noise is given by the Fourier transform of the probability density,

$$\mathbb{E}[e^{-it\varepsilon \mu_d(y)}] = \int_{\mathbb{R}} e^{-it\varepsilon \mu_d(y)} dy = \widehat{\mu_d}(t).$$  

(24)

The decay for large values of $t$ is determined by the smoothness of $\mu_d(y)$. If $\mu_d$ is $k$ times continuously differentiable then for large $t$ we have $\widehat{\mu_d}(t) \sim t^{-k}$; for a Gaussian $\mu_d(x) \propto e^{-x^2/2\sigma^2}$, the decay is $\widehat{\mu_d}(t) \propto e^{-\sigma^2 t^2/2}$.

The contribution to (23) coming from the off-diagonal noise is

$$\mathbb{E}[(x/\varepsilon)^n e^{-2it\varepsilon(x/\varepsilon)^2}] = \varepsilon \int_{\mathbb{R}} x^n e^{-2it(\sqrt{\varepsilon} x)^2} \mu_o(\varepsilon x) dx$$

$$= \varepsilon t^{-(n+1)/2} \int_{\mathbb{R}} x^n e^{-2ix^2} \mu_o(x/\sqrt{\varepsilon} t) dx$$

$$\sim t^{-(n+1)/2} \mu_o(0), \quad t \gg \varepsilon.$$  

(25)

This contribution decays as an inverse power of $\sqrt{t}$, a power which does not depend on the shape (smoothness) of $\mu_o$, but only on the value $\mu_o(0)$. The slowest decay is for terms with $n = 0$, and is given by $1/\sqrt{t}$. (Even though quicker decay can be achieved by suppressing slow noise modes, i.e., if $\mu_o(0) = 0$.) This heuristic analysis shows that:

- In the weak noise regime, both the diagonal and the off-diagonal noises contribute to the convergence of the density matrix to a final state $\bar{\rho}$,

$$\| \mathbb{E}[\rho(t)] - \bar{\rho} \| \sim |\widehat{\mu_d}(t) \mu_o(0)| t^{-1/2}.$$  

(26)
The convergence speed caused by the diagonal noise is given by the factor $|\hat{\mu}_d(t)|$ in (26), the Fourier transform of the probability density $\mu_d$. It therefore depends on the smoothness of the diagonal noise. In contrast, the convergence speed due to the off-diagonal noise, $\mu_o(0) t^{-1/2}$, is insensitive to the shape and smoothness of $\mu_o$.

2.2.2 Heuristics of the strong off-diagonal noise regime

This is the regime in which $\mu_d(y)$ and $\mu_o(x)$, (15), are such that $|x|/\varepsilon \gg 1 + y/\varepsilon$. (Note that $1 + y/\varepsilon > 0$ due to (13) and $\eta_d < \varepsilon$.) The dynamical phase (20) is

$$\Phi(x/\varepsilon, y/\varepsilon) \sim |x|/\varepsilon. \quad (27)$$

According to Lemma 4.1 in this regime we have

$$p_{kl}(x/\varepsilon, y/\varepsilon) \sim \text{constant}. \quad (28)$$

Let us discuss the situation when $\mu_o$ is supported essentially around some average value $x_* \gg \varepsilon > 0$ (the general case is treated in the same way). Then $|x|/\varepsilon \sim x/\varepsilon$ and

$$\mathbb{E} \left[ p_{kl}(x/\varepsilon, y/\varepsilon) e^{-it\varepsilon \Phi(x/\varepsilon, y/\varepsilon)} \right] \sim e^{-it\varepsilon} \mathbb{E} \left[ e^{-2itx} \right] = e^{-it\varepsilon} \hat{\mu}_o(2t). \quad (29)$$

In contrast to the weak coupling regime, here the decay depends on the smoothness of the off-diagonal noise $\mu_o$, while the diagonal noise does not contribute to the convergence at all. This heuristic analysis shows:

- In the strong off-diagonal noise regime, only the off-diagonal noise contributes to the decay of the density matrix towards a final state $\bar{\rho}$,

$$\| \mathbb{E} [\rho(t)] - \bar{\rho} \| \sim |\hat{\mu}_o(2t)|.$$

The time-decay of the Fourier transform $\hat{\mu}_o(2t)$ depends on the smoothness of $\mu_o$, the probability density of the off-diagonal noise.

A heuristic identification of the final state $\bar{\rho}$ is seems more difficult. In particular, the final state depends on the initial condition $\rho(0)$. Nevertheless, for this simple $2 \times 2$ system, it can be calculated explicitly, see Theorems 3.1 and 3.3.

3 Main results, rigorous

In order to make the analysis rigorous, we make the following assumption.

**Assumption (A)** The probability densities $\mu_o$ and $\mu_d$, (15), have compact support in the open intervals $(-\eta_o, \eta_o)$ and $(-\eta_d, \eta_d)$, respectively, where $0 < \eta_o < \infty$ and $0 < \eta_d < \varepsilon$. Recall the notation (17) for the expectation $\mathbb{E}$. 
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Theorem 3.1 (Convergence) Suppose assumption (A) holds and that \(\mu_d\) is \(n\) times continuously differentiable for some \(n \in \mathbb{N} \cup \{0\}\). Then there is a constant \(C_n\) s.t. for all \(t \geq 0\),
\[
\|\mathbb{E}[\rho(t)] - \bar{\rho}\| \leq \frac{C_n}{1 + t^n}.
\] (30)
The final state \(\bar{\rho}\) is given by
\[
\bar{\rho}_{11} = \alpha + \beta \rho_{11}(0) - 2\gamma \text{Re}\rho_{12}(0)
\]
\[
\bar{\rho}_{12} = \gamma (1 - 2\rho_{11}(0)) + 2\alpha \text{Re}\rho_{12}(0),
\] (31)
where \(\alpha, \beta \geq 0, \gamma \in \mathbb{R}\), are explicit constants depending on the noises but not on the initial state \(\rho(0)\). Moreover, if the off-diagonal noise satisfies \(\mu_o(-x) = \mu_o(x)\), then \(\gamma = 0\).

The explicit formulas for \(\alpha, \beta, \gamma\) are given in (66). The bound (30) is consistent with the heuristic estimate (26). We note though, that decay of non-integer powers (such as \(t^{-1/2}\) as in (26)) is not detected in Theorem 3.1. This is because we derive the result using integration by parts, which only yields decay of integer inverse powers of \(t\).

Theorem 3.1 is also valid in case the off-diagonal noise vanishes, i.e., for \(\xi_o = 0\) in (12). We conclude that the diagonal noise drives the convergence to a final state \(\rho\), at a speed depending on the smoothness of the noise distribution. Our next result examines the situation when \(\xi_d = 0\).

Theorem 3.2 (Purely off-diagonal noise) Suppose that \(\xi_d = 0\) and that \(\mu_o\) is compactly supported and continuously differentiable.

1. There is a constant \(C\) such that for all \(t \geq 0\) and \(j = 1, 2\),
\[
|\mathbb{E}[\rho_{jj}(t)] - \bar{\rho}_{jj}| \leq \frac{C}{1 + t},
\]
where \(\bar{\rho}_{jj}\) are the diagonal elements of \(\bar{\rho}\), (31). Moreover, if the initial density matrix is incoherent, \(\rho_{12}(0) = 0\), then there is a constant \(C\) such that for all \(t \geq 0\),
\[
\|\mathbb{E}[\rho(t)] - \bar{\rho}\| \leq \frac{C}{1 + t},
\]
where \(\bar{\rho}\) is given in (31).

2. Let \(k = 1, 3, 5 \ldots\) be a fixed odd number and assume that \(\mu_o\) is \(k\) times continuously differentiable and has a zero of order at least \(k\) at the origin, meaning that
\[
\lim_{\omega \to 0} \frac{\mu_o(\omega)}{|\omega|^k} < \infty.
\]
Then there is a constant \(C\) such that for all \(t \geq 0\),
\[
\|\mathbb{E}[\rho(t)] - \bar{\rho}\| \leq \frac{C}{1 + t^{k+1}}.
\] (32)
The final state \(\bar{\rho}\) is given by (31).
Theorem 3.2 shows that the dynamical process is slowed down by slow noise modes. Namely, \( \mu_o \) has to vanish quickly at \( \omega = 0 \) to increase the speed.

We point out that the final state \( \bar{\rho} \) (the same in both Theorems 3.1 and 3.2) is known for all parameter regimes. The following result is obtained by expanding the coefficients \( \alpha, \beta, \gamma \) (see (66)) in two regimes, where the off-diagonal noise is either small or large. Recall the meaning of \( \mathbb{E} \) given in (17).

**Theorem 3.3 (Final state)** Under the assumptions of Theorem 3.1 we have the following.

1. **Weak noise.** In the weak off-diagonal noise regime, defined by
   \[
   \nu_1 \equiv \frac{\eta_o}{\varepsilon} \frac{1}{1 - \eta_d/\varepsilon} \ll 1,
   \]  
   we have
   \[
   \alpha = 2\mathbb{E}\left[\left(\frac{x}{\varepsilon}\right)^2\right]\mathbb{E}\left[\frac{1}{(1 + y/\varepsilon)^2}\right] + O(\nu_1^4) \quad \beta = 1 + O(\nu_1^2) \quad \gamma = -\mathbb{E}\left[\frac{x}{\varepsilon}\right]\mathbb{E}\left[1 + y/\varepsilon\right] + 4\mathbb{E}\left[\left(\frac{x}{\varepsilon}\right)^3\right]\mathbb{E}\left[\frac{1}{(1 + y/\varepsilon)^3}\right] + O(\nu_1^5). \quad (34)
   \]

2. **Strong off-diagonal noise.** Suppose \( \mu_o \) is supported in \( |x| > \mu_o^{\text{min}} \), for some \( \mu_o^{\text{min}} > 0 \). In the strong off-diagonal noise regime, defined by
   \[
   \nu_2 \equiv \frac{\varepsilon}{\mu_o^{\text{min}}} \ll 1,
   \]  
   we have
   \[
   \alpha = \frac{1}{2} + O(\nu_2^2) \quad \beta = \frac{1}{4}\mathbb{E}\left[\frac{1}{\left(\frac{x}{\varepsilon}\right)^2}\right]\mathbb{E}\left[\left(1 + \frac{y}{\varepsilon}\right)^2\right] + O(\nu_2^4) \quad \gamma = -\mathbb{E}\left[\frac{1}{\frac{x}{\varepsilon}}\right]\mathbb{E}\left[1 + \frac{y}{\varepsilon}\right] + O(\nu_2^2). \quad (36)
   \]

The result (36) for the strong noise regime holds also (approximately) if \( \mu_o \) is not strictly supported in \( |x| > \mu_o^{\text{min}} \). It suffices that most of the support of \( \mu_o \) be in that region. This modification is easy to quantify.
Discussion and Remarks

- **Implementation of the dephasing channel.** Relations (31) and (34), (36) show that

\[
\tilde{\rho} = \begin{cases} 
\rho_{11}(0) |\Phi_1\rangle\langle \Phi_1| + \rho_{22}(0) |\Phi_2\rangle\langle \Phi_2| + O(\nu_1) & \text{weak noise} \\
\rho_{++}(0) |\Phi_+\rangle\langle \Phi_+| + \rho_{--}(0) |\Phi_-\rangle\langle \Phi_-| + O(\nu_2) & \text{strong off-diagonal noise}
\end{cases}
\]

(37)

where \(\nu_{1,2} \ll 1\) are defined in (33), (35) and \(\Phi_{12}\) is the canonical (localized, diabatic) basis (4) and \(\Phi_\pm = \frac{1}{\sqrt{2}} (\Phi_1 \pm \Phi_2)\) is the delocalized (adiabatic) basis. We also set \(\rho_{++} = \langle \Phi_+, \rho \Phi_+ \rangle\) and analogously for \(\rho_{--}\). This shows that the noise implements the *dephasing channel* in the localized basis (weak noise) or in the delocalized basis (strong noise), at a speed which is at least \(\propto t^{-n}\).

- **Novelty of idea and method.** The literature on the dynamics of open quantum systems and in particular on decoherence, is huge. The topic is treated by physicists, chemists and mathematicians (more recently it plays a role also in applications to biology [23]). To our knowledge, the dynamics of qubits generated by a random time independent Hamiltonian, as considered here, has not been analyzed before, even though it is a very natural model, akin to the famous Anderson model (see the introduction). The core technical idea underlying our work is that the irreversibility of the qubit dynamics can be quantified by the smoothness of the noise using the Riemann-Lebesgue Lemma. To the best of our knowledge, its connection to the dynamics of open quantum systems and in particular to the theory of decoherence, has not been exploited before. Combined with the explicit diagonalization of the qubit’s time dependent \(2 \times 2\) density matrix we are able to carry out a direct analysis of the evolution. We are not aware that the expressions obtained in this work, for instance Lemmas 4.1 and 4.2, have been given or exploited before. We believe that our technically quite simple and direct approach might lead to further insights, also into the decoherence and entanglement of multi-qubit registers.

- **Classical and quantum noises, markovianity.** There are some qualitative differences in the dynamical behaviour of a qubit subjected to different types of noise. Here are some characteristics described by our model:

C1 The speed of irreversible processes is polynomial in time, \(\propto t^{-n}\) (c.f. (18)).

C2 This speed depends on the smoothness and the presence of infrared modes in the noise (c.f. (32)).

C3 Both the populations and coherences evolve in time (diagonal and off-diagonal density matrix elements in the energy basis), and the final state depends on the initial state (c.f. (31)).
One of the trademarks of open system dynamics in the markovian approximation is the exponential time decay (approach of final state, decoherence). The associated characteristic rates are expressed in terms of the Fourier transform of the reservoir correlation function (the so-called spectral density of the noise). Clearly C1 deviates from this behaviour. A deviation of exponential time decay in non-markovian settings is known \[2,12,19,25,8\], but we have not yet analyzed the markovian properties of our current model. Both in quantum and classical stochastic (time-dependent) noise models, it is clear how to define the noise correlation function (which in turn determines decay rates). The analogue in our random matrix model is not obvious – but it should be related to the smoothness of the probability density, as the latter determines the speed of the processes. Our property C2 indicates that the absence of slow noise modes accelerates the approach to the final state. Interestingly, however, the slow noise modes in quantum noise models have been shown to be necessary for full decoherence of the qubit \[19\]. In many models for open quantum system dynamics there is a unique stationary (final) state, typically an equilibrium state, and all initial states converge to it. In the current model this is not so, see C3. The emergence of a multitude of stationary states (and consequently a final state which depends on the initial one) has been reported in models with quantum noise due to two reasons: (i) the system-reservoir interaction is energy-conserving, which leaves the populations of the system constant in time and only allows for decoherence \[25\], and (ii) the Hamiltonian has degenerate energy levels and shows some symmetry, which causes the existence of a manifold of stationary states for the coupled dynamics \[22\].

4 Proofs

The proofs are based on the explicit diagonalization of the Hamiltonian. Let \( z \in \mathbb{C} \) and \( a, b \in \mathbb{R} \). We diagonalize of the \( 2 \times 2 \) self-adjoint matrix to find its spectral representation,

\[
H = \begin{pmatrix} a & z \\ \bar{z} & b \end{pmatrix} = \sum_{j=1,2} \lambda_j |\Psi_j\rangle \langle \Psi_j|.
\]

(38)

We consider the case where

\[
(a - b)^2 + |z|^2 \neq 0,
\]

(39)

which is equivalent to \( \lambda_1 \neq \lambda_2 \) (if equality holds in (39) then \( H \) is a multiple of the identity – this situation holds on a set of measure zero with respect to the noise probability measures and is not relevant for the dynamics). Then the eigenvalues and eigenvectors have the explicit expressions

\[
\Psi_j = c_1^{(j)} \Phi_1 + c_2^{(j)} \Phi_2, \quad j = 1, 2,
\]

(40)

with

\[
\lambda_j = \frac{a + b + (-1)^{j+1} \sqrt{(a - b)^2 + 4|z|^2}}{2}
\]

(41)
and

\[ c_1^{(j)} = \frac{z}{\sqrt{|z|^2 + (a - \lambda_j)^2}}, \quad c_2^{(j)} = \frac{\lambda_j - a}{\sqrt{|z|^2 + (a - \lambda_j)^2}} \] (42)

The functional calculus implies \( e^{-itH} = \sum_{j=1,2} e^{-it\lambda_j} |\Psi_j\rangle \langle \Psi_j| \). Upon setting \( a = E_1 + \xi_1, b = E_2 + \xi_2 \) and \( z = \xi_0 \) in (38)-(42), a direct calculation yields the expressions of the density matrix elements (6), as shown in Lemma 4.1 below. To express them, we define the following functions of a (for now real) variable \( P \neq 0 \).

\[ Q(P) = \frac{1 + \sqrt{1 + P^2}}{P} \] (43)

\[ h(P) = \frac{Q(2\rho_{11}(0) - 1)Q + \rho_{21}(0) - \rho_{12}(0)Q^2}{(1 + Q^2)^2} \]

\[ g_1(P) = -Q^2 \frac{(2\rho_{11}(0) - 1)Q - \rho_{21}(0) - \rho_{12}(0)Q^2}{(1 + Q^2)^2} \]

\[ g_2(P) = \frac{(2\rho_{11}(0) - 1)Q - \rho_{21}(0)Q^2 + \rho_{12}(0)}{(1 + Q^2)^2} \] (44)

Here, \( \rho_{ij}(0) \) are the matrix elements of the initial density matrix \( \rho(0) \). We introduce real variables \( x, y \) and set

\[ P(x, y) = \frac{2x}{\varepsilon + y} \] (45)

so that \( P, Q \) and \( h, g_1, g_2 \) become functions of \( x, y \). When taking averages (later on), we have in mind the convention (17) for the meaning of \( x, y \).

**Lemma 4.1** Consider a realization where the random variables are ‘frozen’, i.e., \( \xi_0 = x \) and \( \xi_d = \xi_1 - \xi_2 = y \), for some fixed \( x, y \) satisfying \( x \neq 0 \) or \( y \neq -\varepsilon \) (so that (39) holds). Then the density matrix elements \( \rho_{11}(t) \) and \( \rho_{12}(t) \), defined in (6), are given by

\[ \rho_{11}(t) = \frac{2Q^2}{(1 + Q^2)^2} + \left( \frac{1 - Q^2}{1 + Q^2} \right)^2 \rho_{11}(0) - 2Q(1 - Q^2)(1 + Q^2)^2 \text{Re} \rho_{12}(0) \]

\[ + 2\text{Re} e^{-it(\varepsilon + y)\sqrt{1 + P^2}} h(x, y) \] (46)

and

\[ \rho_{12}(t) = \frac{Q(1 - Q^2)(1 - 2\rho_{11}(0))}{(1 + Q^2)^2} + \frac{4Q^2}{(1 + Q^2)^2} \text{Re} \rho_{12}(0) \]

\[ + e^{-it(\varepsilon + y)\sqrt{1 + P^2}} g_1(x, y) + e^{it(\varepsilon + y)\sqrt{1 + P^2}} g_2(x, y) \] (47)

Since \( \rho(t) \) is self-adjoint and has unit trace, Lemma 4.1 specifies \( \rho(t) \) entirely. We also remark that to arrive at the above formulas, we have used that \( \varepsilon + y \geq 0 \).

The time decay properties of the expectation of (46) and (47) are determined by the oscillating phases and the smoothness of the functions \( h \) and \( g_{1,2} \).
Lemma 4.2 The functions $h$, $g_1$ and $g_2$ have analytic extensions to $P \in \mathbb{C}\backslash\{\pm i[1,\infty)\}$. Their Taylor series at the origin (radius of convergence 1), satisfy

\begin{align}
    h(P) &= -\frac{1}{2}\rho_{12}(0)P - \frac{1}{4}(1 - 2\rho_{11}(0))P^2 + O(P^3), \\
    g_1(P) &= \rho_{12}(0) + \frac{1}{2}(1 - 2\rho_{11}(0))P + O(P^2), \\
    g_2(P) &= -\frac{1}{4}\rho_{21}(0)P^2 - \frac{1}{8}(1 - 2\rho_{11}(0))P^3 + O(P^4).
\end{align}

It follows in particular from (48)-(50) that

\begin{equation}
    g_1(P) = -\frac{4}{P^2}g_2(P) + O(P^2) = -\frac{2h(P)}{P} + O(P^2).
\end{equation}

Proof of Lemma 4.2. The square root in (43) extends analytically to $P \in \mathbb{C}$ for $P$ such that $1 + P^2 \not\in (-\infty, 0]$ to avoid the branch cut. According to (43), $Q$ is meromorphic in this region for $P$, with a simple pole at the origin,

\begin{equation}
    Q = \frac{2}{P} + \frac{P}{2} + O(P^3).
\end{equation}

The relations (48)-(50) follow then in a simple way from (44). 

4.1 Proof of Theorem 3.1

4.1.1 Decay of the time-dependent parts

Our notational convention for the meaning of $x, y$ is (17), namely, $x$ is the off-diagonal and $y$ is the diagonal noise variable.

Proposition 4.3 Suppose the conditions of Theorem 3.1 hold. Denote by $F(x,y)$ any of $h(P(x,y))$, $g_1(P(x,y))$ or $g_2(P(x,y))$, where $P(x,y) = \frac{2x}{\varepsilon+y}$ (see (45)). Then there is a constant $C_n$ s.t. for all $t \geq 0$,

\begin{equation}
    \mathbb{E}\left[e^{-it(\varepsilon+\xi_d)}\sqrt{1+P(\xi_o,\xi_d)^2}F(\xi_o,\xi_d)\right] \leq \frac{C_n}{1+t^n}.
\end{equation}

Remark. We do not make any assumptions on the smoothness or the size of the support of $\mu_\varepsilon(x)$.

Proof of Proposition 4.3. We write $F(x,y) = F(P(x,y))$ and start by noticing that $F(P(x,y))$ is an analytic function of two variables in the domain

\begin{equation}
    \mathcal{D} = \{(x,y) \in \mathbb{C}^2 : |\text{Im}x| < \varepsilon - \eta_d, \ |y| < \varepsilon\}.
\end{equation}

$F$ is analytic in a bigger domain but $\mathcal{D}$ suffices for our purposes as we only need it to contain $\text{supp}\mu_\varepsilon \times \text{supp}\mu_\eta \in \mathbb{R} \times \mathbb{R}$. It is obvious that $P(x,y) = \frac{2x}{\varepsilon+y}$ is analytic in $\mathcal{D}$. Then
according to Lemma 4.2, $F$ is analytic in $x, y \in \mathbb{C}$ satisfying $P(x, y) \not\in \pm i[1, \infty)$. As one readily verifies, his latter condition is satisfied in for $(x, y) \in D$. Since $F$ is analytic on $D$, so are all the derivatives $\partial^k_x \partial_y^\ell F(x, y)$. Moreover, $\partial^k_x \partial_y^\ell F(x, y)$ is bounded on any compact set inside $D$, for arbitrary $k, \ell \in \mathbb{N} \cup \{0\}$.

The expectation value (53) reads

$$
\mathbb{E}[e^{-it(\varepsilon + \xi^2)}F(\xi_0, \xi_1)] = \int_{\mathbb{R}^2} e^{-i\varepsilon + y q(x, y)} F(x, y) \mu_0(x) \mu_4(y) \, dx \, dy,
$$

where

$$q(x, y) = \sqrt{1 + \frac{4x^2}{(\varepsilon + y)^2}}.
$$

We show below that

$$
\sup_{x \in \text{supp}\mu_0} \sup_{t \geq 0} \left| t^n \int_{\mathbb{R}} e^{-i\varepsilon + y q(x, y)} F(x, y) \mu_4(y) \, dy \right| < \infty.
$$

(56)

Here, $\text{supp}\mu$ denotes the support of $\mu$. The result (53) then follow from (54) and (56). To prove (56) we start by noting (this is a little calculation) that

$$
te^{-i\varepsilon + y q(x, y)} = i q(x, y) \partial_y e^{-i\varepsilon + y q(x, y)}.
$$

(57)

We integrate by parts $n$ times in (56), using (57) and the fact that $\mu_4(y)$ is compactly supported (which makes the boundary terms vanish), to get

$$
\left| t^n \int_{\mathbb{R}} e^{-i\varepsilon + y q(x, y)} F(x, y) \mu_4(y) \, dy \right|
$$

$$
= \left| \int_{\mathbb{R}} e^{-i\varepsilon + y q(x, y)} \left( \partial_y \circ q(y) \right)^n F(x, y) \mu_4(y) \, dy \right|
$$

$$
\leq \int_{\mathbb{R}} \left| \left( \partial_y \circ q(y) \right)^n F(x, y) \mu_4(y) \right| \, dy,
$$

(58)

where $(\partial_y \circ q(y))^n$ is viewed as the operator acting by $n$ times applying $\partial_y \circ q(y)$. Namely, for a function $f$ of $y$,

$$(\partial_y \circ q(y))^n f(y) = \partial_y \left( q(y) \partial_y (q(y) \cdots \partial_y (q(y) f(y)) \cdots) \right).$$

Here, for notational simplicity, we consider $x$ fixed and simply write $q(y)$ instead of $q(x, y)$.

We are going to show that

$$
\sup_{x \in \text{supp}\mu_0} \sup_{y \in \text{supp}\mu_4} \left| (\partial_y \circ q(y))^n F(x, y) \mu_4(y) \right| < \infty,
$$

(59)

where $\text{supp}\mu$ is the support of $\mu$. Then, since $\mu_4$ has compact support, which constrains the integration domain of (58) to a compact set, the result (56) follows from (59). To
show (59), we expand the operator \((\partial_y \circ q(y))^n\) using the product law for derivatives, giving that \((\partial_y \circ q(y))^n F(x, y) \mu_d(y)\) is a sum of \(\frac{1}{2}(n+2)!\) terms, each one of the form

\[
q^{(i_1)}(y) \cdots q^{(i_\ell)}(y) \mu_d^{(j)}(y) \partial_y^k F(x, y),
\]

(60)

where \((\cdot)^{(r)}\) denotes the \(r\)th derivative w.r.t. \(y\), and where the indices satisfy \(1 \leq \ell \leq n\) and \(0 \leq i_1, i_2, \ldots, i_\ell, j, k \leq n\). So it is enough to show that \(q^{(k)}\), \(\partial_y^k F\) and \(\mu_d^{(k)}\), \(0 \leq k \leq n\), are all bounded.

- As discussed above, \(q(y)(\equiv q(x, y))\), given in (55), is analytic in \(D\). Thus all \(y\) derivatives are bounded, uniformly in any compact subset of \(D\). It follows that

\[
\sup_{x \in \text{supp} \mu_o} \sup_{y \in \text{supp} \mu_d} \max_{0 \leq k \leq n} |q^{(k)}(y)| < \infty. \tag{61}
\]

- Again, the analyticity of \(F\) in \(D\) and the ensuing boundedness of all its derivatives on any compact subset in \(D\) immediately gives

\[
\sup_{x \in \text{supp} \mu_o} \sup_{y \in \text{supp} \mu_d} \max_{0 \leq k \leq n} |\partial_y^k F(x, y)| < \infty. \tag{62}
\]

- Finally, \(\mu_d(y)\) is \(n\) times continuously differentiable with compact support and so the derivatives are bounded,

\[
\sup_{y \in \text{supp} \mu_d} \max_{0 \leq k \leq n} |\mu_d^{(n)}(y)| < \infty. \tag{63}
\]

Keeping in mind that the left hand side of (59) is a sum of terms of the form (60), we see that the estimates (61), (62) and (63) show the bound (59). We have thus shown (53). This completes the proof of Proposition 4.3.

\[\blacksquare\]

### 4.1.2 Final state

According to Lemma 4.1 and Proposition 4.3, the final state is

\[
\lim_{t \to \infty} \mathbb{E}[\rho_{11}(t)] = 2\mathbb{E}\left[\frac{Q^2}{(1+Q^2)^2}\right] + \mathbb{E}\left[\left(\frac{1-Q^2}{1+Q^2}\right)^2\right] \rho_{11}(0) - 2\mathbb{E}\left[\frac{Q(1-Q^2)}{(1+Q^2)^2}\right] \text{Re} \rho_{12}(0) \tag{64}
\]

and

\[
\lim_{t \to \infty} \mathbb{E}[\rho_{12}(t)] = \mathbb{E}\left[\frac{Q(1-Q^2)}{(1+Q^2)^2}\right] (1-2\rho_{11}(0)) + 4\mathbb{E}\left[\frac{Q^2}{(1+Q^2)^2}\right] \text{Re} \rho_{12}(0). \tag{65}
\]

Combining (64) and (65) with the definitions

\[
\alpha = 2\mathbb{E}\left[\frac{Q^2}{(1+Q^2)^2}\right], \quad \beta = \mathbb{E}\left[\left(\frac{1-Q^2}{1+Q^2}\right)^2\right], \quad \gamma = \mathbb{E}\left[\frac{Q(1-Q^2)}{(1+Q^2)^2}\right] \tag{66}
\]

yields the result (31). Note that for fixed \(y\), \(Q \propto x\) is an odd function of \(x\) and hence so is \(Q(1-Q^2)\). It follows from (66) that if \(\mu_o\) is even, then \(\gamma = 0\).
4.2 Proof of Theorem 3.2

Recall once again our notational convention for the meaning of $x, y$, as given in (17) ($x$ is the off-diagonal, $y$ the diagonal noise variable). We need to analyze the decay in $t$ of $E[e^{-it\varepsilon\sqrt{1+P^2}F(x)}]$, where $F(x)$ is either of $h(x,0), g_1(x,0)$ or $g_2(x,0)$ and $P = \frac{2x}{\varepsilon}$. We start by noticing that

$$e^{-it\varepsilon\sqrt{1+P^2}} = \frac{i}{2t} \sqrt{1+P^2} \partial_x (e^{-it\varepsilon\sqrt{1+P^2}}).$$

(67)

Upon integrating $n$ times by parts and using that the boundary term vanish (as $\mu_0$ has compact support), we get

$$E[e^{-it\varepsilon\sqrt{1+P^2}F(x)}] = \int_{\mathbb{R}} e^{-it\varepsilon\sqrt{1+P^2}} \mu_0(x) F(x) dx$$

$$= \left( -\frac{i}{2t} \right)^n \int_{\mathbb{R}} e^{-it\varepsilon\sqrt{1+P^2}} \partial_x (\sqrt{1+P^2} \mu_0(x) F(x)) dx,$$

(68)

where we apply $n$ times the operator $\partial_x \sqrt{1+P^2}$ to $\mu_0(x) F(x)$. Once again, it is clear from (63), (64) that $P \mapsto F(2P/\varepsilon)$ is a $C^\infty$ function on $\mathbb{R}$. So all derivatives of $F(x)$ are bounded on the support of $\mu_0$. By expanding the $n$ fold action of the $x$ derivatives inside the last integral of (68) (or, simply counting powers), we obtain the following result: If $\mu_0(x)$ has a zero of order $k = 1, 2, \ldots$ at $x = 0$, then the last integral in (68) is finite (integrable at the origin) provided $k \geq 2n - 1$.

Proof of statement 1. in the theorem: According to (48)-(50), $h(P) \sim P \propto x$ for $x \sim 0$ and moreover, $\rho_{11}(t)$ only depends on $F = h$, see (46). So the diagonal of $E[\rho(t)]$ converges at speed $1/t$ even if $\mu_0(0) \neq 0$. Furthermore, if $\rho_{12}(0) = 0$, then again due to (48)-(50), all of $F = h, g_1, g_2$ are $O(x)$ for $x \sim 0$ and then all matrix elements of $E[\rho(t)]$ converge at speed $1/t$. In either of these cases, we get $E[e^{-it\varepsilon\sqrt{1+P^2}F(x)}] \leq C/(1 + t)$.

Proof of statement 2. in the theorem: For $\mu_0(x) \sim x^k$ at $x \sim 0$, the integral (68) is finite provided $k \geq 2n - 1$ and so $E[e^{-it\varepsilon\sqrt{1+P^2}F(x)}] \leq \frac{C}{1+t^n}$.

Acknowledgements. This research was supported by an NSERC Discovery Grant from the Natural Sciences and Engineering Research Council of Canada. We are grateful to an anonymous referee for valuable comments.

References

[1] J.-P. Aguilar, N. Berglund: *The effect of classical noise on a quantum two-level system*, J. Math. Phys. 49, 02102 (23 pp) (2008)

[2] R. Alicki,, K. Lendi: *Quantum dynamical semigroups and applications*, Lecture notes on physics, Vol. 717, Springer Verlag, New York (2007)
[3] E. Bratus, L. Pastur: *On the qubits dynamics in random matrix environment*, J. Phys. Commun. **2**, 015017 (2018)

[4] H.-P. Breuer, F. Petruccione: *The theory of open quantum systems*, Oxford University Press, 2006

[5] D. Chruściński, S. Pascazio: *A Brief History of the GKLS Equation*, Open Systems & Information Dynamics Vol. **24**, No. 03, 1740001 (2017)

[6] E.B. Davies: *Markovian master equations*, Comm. Math. Phys. **39**, 91-110 (1974), and *Markovian master equations, II*, Math. Annalen **219**, 147-158 (1976)

[7] R. Dümke, H. Spohn: *The proper form of the generator in the weak coupling limit*, Z. Phys. B **34**, 419-422 (1979)

[8] L. Ferialdi: *Exact non-Markovian master equation for the spin-boson and Jaynes-Cummings models*, Phys. Rev. A **95**(2), 020101; and *Erratum: Exact non-Markovian master equation for the spin-boson and Jaynes-Cummings models*, Phys. Rev. A **95**(6), 069908

[9] C.W. Gardiner, P. Zoller: *Quantum noise* Springer series in synergetics, 3rd edn. Springer Verlag, Berlin (2004)

[10] S. Haroche, J.-M. Raimond: *Exploring the Quantum: Atoms, Cavities and Photons*, Oxford University Press (2006)

[11] V. Jaksic, C.-A. Pillet: *From resonances to master equations*, Ann. Inst. H. Poincaré Phys. Théor. **67**(4), 425-445 (1997)

[12] E.H. Joos, D. Zeh, C. Kiefer, D.J.W. Giulini, J. Kupsch, I.-O. Stamatescu: *Decoherence and the Appearance of a Classical World in Quantum Theory*, Springer Berlin Heidelberg 2013 (2nd ed.)

[13] M. Könenberg, M. Merkli: *On the irreversible dynamics emerging from quantum resonances*, J. Math. Phys. **57**, 033302 (2016); *Completely positive dynamical semigroups and quantum resonance theory*, Lett. Math. Phys. **107**, Issue 7, 1215-1233 (2017) with *Erratum*, Lett. Math. Phys. **109**, 1701-1702 (2019)

[14] M. Könenberg, M. Merkli, H. Song: *Ergodicity of the Spin-Boson Model for Arbitrary Coupling Strength*, Comm. Math. Phys. **336**, 261-285 (2014)

[15] S. Kreinberg, T. Grbesic, M. Strauss et al.: *Quantum-optical spectroscopy of a two-level system using an electrically driven micropillar laser as a resonant excitation source*, Light Sci Appl **7**, 41 (2018)

[16] A.J. Leggett, S. Chakravarty, A.T. Dorsey, M.P. A. Fisher, A. Garg, W. Zwerger: *Dynamics of the dissipative two-state system*, Rev. Mod. Phys. **59**(1), 1-85 (1987)
[17] V. May, O. Kühn: *Charge and Energy Transfer Dynamics in Molecular Systems*, Wiley-VCH Verlag, 3rd edition 2011

[18] M. Merkli, *Quantum markovian master equations: Resonance theory shows validity for all time scales*, Ann. Phys. **412**, 16799 (29pp) (2020)

[19] M. Merkli, G.P. Berman, R. Sayre: *Electron Transfer Reactions: Generalized Spin-Boson Approach*, J. Math. Chem. **51**, Issue 3, 890-913 (2013); M. Merkli, G.P. Berman, R.T. Sayre, S. Gnanakaran, M. Knenberg, A.I. Nesterov, H. Song: *Dynamics of a Chlorophyll Dimer in Collective and Local Thermal Environments*, J. Math. Chem. **54**(4), 866-917 (2016)

[20] M. Merkli, G.P. Berman, R.T. Sayre, X. Wang, A.I. Nersterov, *Production of Entanglement Entropy by Decoherence*, Open Systems & Information Dynamics **25**, No. 1, 1850001 (2018)

[21] M. Merkli, I.M. Sigal, G.P. Berman: *Decoherence and thermalization*, Phys. Rev. Lett. **98**(13), 130401-130405 (2007); *Resonance theory of decoherence and thermalization*, Ann. Phys. **323**, 373-412 (2008); *Dynamics of Collective Decoherence and Thermalization*, Ann. Phys. **323**, 3091-3112 (2008)

[22] M. Merkli, G.P. Berman, A. Saxena: *Quantum electron transport in degenerate donor-acceptor systems*, J. Math. Phys. **61**, 072102 (2020) (29 pages)

[23] M. Mohseni, Y. Omar, G.S. Engel, M.B. Plenio (Editors): *Quantum Effects in Biology*, Cambridge University Press, 2014

[24] A.I. Nesterov, G.P. Berman, M. Merkli, A. Saxena: *Modeling of noise-assisted quantum transfer between donor and acceptor with finite bandwidths*, J. Phys. A: Math. Theor. **52** 435601 (2019)

[25] G.M. Palma, K.-A. Suominen, A.K. Ekert, A.K.: *Quantum Computers and Dissipation*, Proc. R. Soc. Lond. A **452**, 567-584 (1996)

[26] J. Preskill: [Lecture Notes for Ph219/CS219: Quantum Information, Chapter 3](#)

[27] S. Saks, A. Zygmund: *Analytic Functions*, Elsevier Publishing Company, 1971

[28] D. Xu, K. Schulten: *Coupling of protein motion to electron transfer in a photosynthetic reaction center: investigating the low temperature behavior in the framework of the spinboson model*, Chem. Phys. **182**, 91-117 (1994)

[29] W. H. Zurek: Decoherence, einselection, and the quantum origins of the classical, Rev. Mod. Phys. **75**, 715 (2003)