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Note S1: Machine Learning Framework

Note S1.1: Evolutionary Process

The core of our framework relies on an adapted version of the GPTIPS 2 framework for multi-gene symbolic regression via genetic programming developed by Searson et al.\cite{1}. The GPTIPS 2 framework was chosen because it is open source, optimized for multi-gene symbolic regression, well established, highly customizable and programmed in MATLAB, which is commonly used in vehicle development.

Its evolutionary process, which is summarized in Figure S5 (Supporting Information), starts with the creation and evaluation of an initial population. This is followed by a generational loop, which is iterated until a termination criterion is satisfied and the final generation’s best individuals are returned. The generational loop consists of parent selection, reproduction, fitness evaluation and survivor selection.\cite{2–5}

While initialization originally relies exclusively on the random generation of trees,\cite{1} we added the opportunity to seed variable proportions of models, which are e.g. domain knowledge based. Seeding improves the initial population's fitness and hence potentially increases the algorithm's efficiency. Additionally, it can direct the optimization process towards regions of the search space containing good solutions and thereby enhance its effectiveness. However, also the opposite effect is possible resulting from narrowing the search space. The influence of seeding on the algorithm's performance depends on the investigated problem.\cite{2,4,6}

Furthermore, the adapted version only utilizes the ramped half and half method for the random generation of trees due to its advantages regarding diversity in comparison to the other tree creation methods available in GPTIPS 2.\cite{1,4}

For fitness evaluation, the gene weighting coefficients of the individuals are estimated by least squares regression. In GPTIPS 2 the fitness values are determined either under sole consideration of the RMSE on training/learning data (single-objective) or by non-dominated sorting (multi-objective).\cite{1} Since the single-objective fitness function does not take into account the multi-objective task of predictive modelling, it is replaced by the scaled multi-objective fitness function $Fitness_i$ in the modified version of the algorithm. This approach transfers multiple objectives into a single-objective problem by weighting the objective specific evaluation functions for model error (RMSE on training/learning data) and model complexity (expressional complexity). This is implemented to offer a computationally more efficient option.
for multi-objective fitness determination than non-dominated sorting. However, in comparison to non-dominated sorting, the assumption of structure and weights of the combined fitness function can be disadvantageous as it reduces the area of interest to a line of pre-defined form before the range of possible solutions is known (Figure S25, Supporting Information).\cite{3,4,7} The non-dominated sorting algorithm takes into account the same inputs as the multi-objective fitness function: accuracy measured by the \textit{RMSE} on training/learning data and complexity quantified either by expressionional complexity or by the simpler approach of node counting, which is not considered by the modified version of the algorithm.\cite{1} An individual is not dominated if it achieves the best fitness regarding one objective compared to all individuals of the population that share its fitness level regarding the other objective. If an individual is not dominated by any feasible solution, it is Pareto-optimal. In non-dominated sorting all individuals are assigned to a non-domination rank based on the worst ranked individual they are dominated by.\cite{2–4}

In GPTIPS 2, individuals of the same non-domination rank are sorted randomly (secondary sorting).\cite{1}

For \textbf{parent selection}, only the tournament method is supported. Tournament selection is a computationally efficient solution for parent selection because it does not require knowledge of the entire population. Each parent is selected by an independent tournament for which a defined number of individuals is randomly picked from the population. Out of these individuals, the one with the best fitness is selected. Depending on probabilistic choice, each tournament relies on one of the supported fitness evaluation methods.\cite{1,4}

\textbf{Reproduction} creates new individuals from previously selected parents in order to explore the space of possible solutions. In genetic programming, the genetic operators recombination, manipulation and cloning are applied mutually exclusive depending on probabilistic choice.\cite{2,4}

Recombination creates offspring, which contain a combination of the genetic material of their parents. The recombination techniques offered by GPTIPS 2 are subtree crossover (low level) as well as gene crossover (high level).\cite{1,2,4}

The purpose of manipulation is the introduction of new genetic material by modification of existing individuals.\cite{2,4} For manipulation, subtree mutation and five types of point mutation are available. The point mutation techniques either exchange non-constant terminals (type 1) or modify constant terminals by adding values based on Gaussian distributions (type 2), by
substituting them with randomly generated values (type 3), by setting them to zero (type 4) or by setting them to one (type 5).\textsuperscript{[1]}

While the other genetic operators modify genetic material to explore the solution space, cloning preserves genetic material to avoid a decline in fitness. Each offspring created by cloning is an exact copy of its parent.\textsuperscript{[2]}

The choice of a specific genetic operator is probabilistic. In GPTIPS 2 the corresponding probabilities remain constant throughout the evolutionary process.\textsuperscript{[1]} However, the efficiency of an evolutionary algorithm can be improved by adjusting the probability of mutation to local solution space characteristics.\textsuperscript{[3]} Therefore, we introduced an adaptive rate of mutation according to Rechenberg's 1/5 success rule. The modified algorithm adapts the mutation rate starting with the eleventh generation of each evolutionary process. For this, the previous ten generations are compared regarding their $\text{RMSE}_{\text{min}}$ on training/learning data. In case of more than two improvements during these generations, the probability for mutation is increased by an adaptation rate of 0.1. Correspondingly, the probability for mutation is decreased in case of less than two improvements. Compliance with the requirements of the evolutionary algorithm is ensured by scaling of all other reproduction related probabilities as well as by enforcing constraints.

The \textbf{survivor selection} of GPTIPS 2 relies on the replace-worst method. This allows for the survival of the fittest previously existent individuals. Even though this enables quick improvements of the population's fitness, it has to be considered that it can also lead to premature convergence.\textsuperscript{[1,4]}

Possible \textbf{termination criteria} are the number of generations, the computational time and the best individual's fitness.\textsuperscript{[1]}

While GPTIPS 2 selects the individual, which is returned as best solution, from all individuals of the final generation based on their $\text{RMSE}$ on training/learning data,\textsuperscript{[1]} the modified algorithm utilizes the selection mechanism described in Methods for champion selection during model creation and the selection mechanism described in \textit{Note S1.2: Hyperparameter Optimization} (Supporting Information) for champion selection during hyperparameter optimization.
Note S1.2: Hyperparameter Optimization

Hyperparameters tune the behavior of learning algorithms. The 21 hyperparameters summarized in Table S8 (Supporting Information) are considered for optimization due to their suspected relevance to the performance of the evolutionary algorithm utilized in our framework. Our framework optimizes these hyperparameters via the MATLAB function bayesopt for Bayesian optimization. Further hyperparameters of the evolutionary algorithm are not optimized as they are expected either to have no significant influence on its performance or to require further research. Therefore, they are not changed from their default settings. More details can be found in the documentation for GPTIPS 2, cf. [1].

The Bayesian optimization algorithm iteratively performs runs of the evolutionary algorithm on training data with varying settings. For this, the allowed values for each hyperparameter are defined by minimum, maximum and step size. In addition, constraint functions ensure that all hyperparameter variations meet the requirements of the evolutionary algorithm. During the first five iterations, the hyperparameters are selected randomly in order to build an initial surrogate model. After each subsequent iteration, this Gaussian process surrogate model is updated by fitting it to all previous observations. Based on this probabilistic model, an acquisition function selects the next point for evaluation, cf. [9]. To reliably find good global solutions, which are also computationally efficient, the acquisition function expected improvement - per second - plus is chosen in combination with an exploration ratio of 0.6.

For each iteration of the optimization algorithm, the final population of the corresponding evolutionary process is evaluated on validation data. The individual passing a filter regarding robustness (see Note S1.3: Robustness Filters for Champion Selection, Supporting Information) and achieving the minimum RMSE\text{validation} is selected as champion. The quality of an iteration is assessed by the predictive error of its champion model quantified by

$$1 - R^2 = 1 - \frac{\sum_{i=1}^{n}(y_i - \hat{y}_i)^2}{\sum_{i=1}^{n}(y_i - \bar{y})^2}$$  \hspace{1cm} (S1)

with the predicted values $\hat{y}_i$, the actual values $y_i$ and the mean of the actual values $\bar{y}$ of the response variable $y$ for validation datasets with $n$ values. It is taken into account that the evolutionary algorithm’s results are stochastic.

The optimization algorithm is executed until the champion of an evolutionary process with a maximum execution time of 30 min achieves a predictive error of $1 - R^2 < 0.01$. To avoid unnecessary iterations, the minimization target $1 - R^2$ is gradually increased by 0.01, whenever
the preceding 100 iterations did not enhance accuracy. Further termination criteria are the maximum amount of iterations \( n_{\text{max}} = 500 \) and the maximum simulation time \( t_{\text{max}} = 72 \text{ h} \).

**Note S1.3: Robustness Filters for Champion Selection**

During hyperparameter optimization, the selection of champion models, which only perform well on validation data, is avoided by limiting further evaluation to models, which are non-dominated on training data. The remaining individuals are compared by their \( \text{RMSE}_{\text{training}} \) on training data. Only the best 40% of models are considered for champion selection as described in **Note S1.2: Hyperparameter Optimization** (Supporting Information).

For champion selection during model creation, first a pseudo test set is generated by linearly extrapolating the predictor variables over storage time or energy throughput and by predicting the response variable for these inputs with a state-of-the-art cell aging model. The coefficients of this model are estimated on the available learning data with the MATLAB function `fitnlm` for non-linear regression. Model structure and start values of the coefficients are obtained from the connected cell aging database. The resulting pseudo test set starts at begin of life and covers five times the storage time or energy throughput of the learning data. Models are excluded from further evaluation if

- their predictions for the pseudo input data include increasing SoH values or \( \text{SoH} = \pm \infty \),
- their normalized mean absolute error \( NMAE = \frac{1}{n} \frac{\sum_{i=1}^{n} |y_i - \hat{y}_i|}{y_{\text{max}} - y_{\text{min}}} \geq 0.3 \) for learning set or pseudo test set with the predicted values \( \hat{y}_i \), the actual values \( y_i \), the minimum and maximum values \( y_{\text{min/max}} \) of the response variable \( y \) for datasets with \( n \) values,
- they are dominated on learning data.

If no individual meets these basic requirements of robustness, the evolutionary run is restarted. Otherwise, the remaining individuals are compared by their \( \text{RMSE}_{\text{learning}} \) on learning data. Only the best 25% of models are considered for champion selection as described in Methods.
Note S1.4: Adaptive Thresholds for Seeding / Apex Model Selection

The reliable selection of generalizable models during and after model creation of *Stage One* and *Stage Two* is particularly challenging since

- the information of training and validation set is already used during hyperparameter optimization and thus is known to the models,
- the test set is reserved for a-posteriori performance evaluations,
- the relatively small sample sizes usually available for lifetime prediction of lithium-ion cells discourage the additional hold-out of data sets for model selection.

In order to enable the selection of generalizable instead of overfitting models, this unavailability of unknown data needs to be compensated. For this, the concept of the crowd error \( RMSE_{\text{crowd}} \) is introduced. It assumes that the majority of evolutionary runs concludes with reasonable champion models and that overfitting champion models are outliers. The mechanism calculates the median \( \tilde{y} \) of the predictions of all eligible models for the input data of test sets (*Stage One*) or artificially generated grids (*Stage Two*). As shown in Figure S22, \( \tilde{y} \) resembles the trend of the test data’s response variable despite not using this information. Therefore, the comparison of a single model’s predictions with \( \tilde{y} \) in form of \( RMSE_{\text{crowd}} \) can be used as indication of a model’s likeliness for overfitting while unknown data is not available. The crowd error is relevant for adaptive thresholds, which models need to pass for further evaluation.

In *Stage One*, models need to meet the requirement

\[
RMSE_{\text{crowd},j} \leq 5 \cdot \overline{RMSE}_{\text{learning}}
\]

with the median \( \overline{RMSE}_{\text{learning}} \) of all eligible models. This threshold filters out overfitting models since they contradict the trend of \( RMSE_{\text{test}} \), which is approximated by \( RMSE_{\text{crowd}} \), decreasing with \( RMSE_{\text{learning}} \).

To put increased focus on generalizability in *Stage Two*, the learning data’s aging conditions are extended to artificial grids as illustrated in Figure S23. For calendar aging, the grid covers three evenly distributed temperatures and five evenly distributed SoCs limited by each factor's minimum and maximum values available in the learning data. For cycle aging, the grid comprises all available factor levels for temperature and after the exclusion of minimum and maximum - all available levels of the remaining stress factors. These conditions are extrapolated over twice the maximum storage time or energy throughput observable in the learning data.
All eligible models $j$ are evaluated by $RMSE_{\text{crowd},j,a}$ and its standard deviation $\sigma_{\text{crowd},a}$ individually for each aging condition $a$ of the artificial grids. A generalizable model is expected to perform well for various aging conditions. Thus, models have to comply with the requirement

$$RMSE_{\text{crowd},j,a} \leq RMSE_{\text{crowd},\text{min},a} + x_{\text{thresh}} \cdot \sigma_{\text{crowd},a}$$

(S3)

for all aging conditions $a$ of the artificial grid. Initially, the scaling factor $x_{\text{thresh}}$ is assigned a value of 0.5 to limit the number of models passing the threshold. However, as long as less than 10 models satisfy Equation S3 (Supporting Information), $x_{\text{thresh}}$ is iteratively increased by 0.5.

The stepwise progression of the selection mechanism is exemplarily shown in Figure S24a (Supporting Information) for Stage One and Figure S24b (Supporting Information) for Stage Two of test case Cal Ext$_{20}$/Int$_2$. 
Note S2: Benchmark Analysis

Due to the large variety of aging models and their dependency on the investigated stress factors, we refrain from a comprehensive review of aging models. Instead, only models, which can be applied to our aging data, are considered as benchmark.

Note S2.1: (Semi-)Empirical Calendar Aging Models

Recent advances in modelling calendar aging were made by Hahn et al.\textsuperscript{[10]} and Schimpe et al.\textsuperscript{[11]}. The model proposed by Hahn et al. considers an initial loss of lithium during formation, the one by Schimpe et al. improves SoC dependency by implementing an anode potential dependency. These approaches require additional information obtained by specific begin of life experiments, cf. \textsuperscript{[10,11]}. However, to ensure a fair comparison between all investigated approaches, all models are required to use the same data. Therefore, these models are excluded from further evaluation.

As a result, the benchmark analysis of semi-empirical calendar aging models is limited to the models summarized in Table S1 (Supporting Information). These models represent the most common approaches for predicting calendar aging with a semi-empirical model. Their fitting parameters $p_i$ are determined by the MATLAB function \textit{lsqcurvefit} for least squares regression. All investigated models show similar predictive performance in the calendar aging case study (Figure S13, Supporting Information). Of the relevant models, $t^{P4}$ achieves the lowest predictive error $\overline{RMSE}$ averaged over all test cases (Table S1, Supporting Information). Therefore, it is selected to represent (semi-)empirical approaches for calendar aging. In Table S6 (Supporting Information), the predictive errors $RMSE_{test}$ of the $t^{P3}$ model are compared with each test case’s apex model of the genetic programming framework.

Note S2.2: (Semi-)Empirical Cycle Aging Models

The higher complexity of cycle aging leads to a large diversity in investigated stress factors and resulting cycle aging models.\textsuperscript{[12–15]} Therefore, most models are designed for a specific dataset and cannot be applied to other datasets.

As a result, only the models summarized in Table S2 (Supporting Information) are applicable to the data utilized in this work. The fitting parameters $p_i$ are obtained by least squares regression (MATLAB function: \textit{lsqcurvefit}) for $ETP^{P2}$ and by stepwise regression (MATLAB func-
tion: stepwiselm) for $ETP_{Regr}$. The $ETP^2$ model is incapable of creating a global fit and requires an individual fit per aging condition instead. Therefore, this modelling approach cannot make aging predictions over cell aging conditions. In contrast, $ETP_{Regr}$ is able to perform all common tasks of lifetime prediction (Figure S14, Supporting Information). As a result, $ETP_{Regr}$ is selected to represent (semi-)empirical approaches for cycle aging. In Table S7 (Supporting Information) the predictive errors $RMSE_{test}$ of the $ETP_{Regr}$ model are compared with each test case’s apex model of the genetic programming framework.

**Note S2.3: Machine Learning Approaches**

The machine learning approaches selected for the benchmark analysis are investigated in Python. For this, the software packages summarized in Table S3 (Supporting Information) are used.

In order to tune their hyperparameters comparable to our genetic programming framework, the Tree of Parzen algorithm implemented in the hyperopt python package is applied, cf. [16]. Exceptions are Gaussian process regression and fast function extraction: For Gaussian process regression, the interval hyperparameter tuning module available in the used python package is applied. Furthermore, no hyperparameters of the fast function extraction algorithm are tuned, as its authors claim that their algorithm is hyperparameter insensitive (cf. [17]).

Table S3 (Supporting Information) gives an overview of the optimized parameters (all other parameters are set to the standard setting of each package) and the parameter search spaces. The network architecture of the multi-layer perceptron is defined by two hidden layers with rectified linear unit (ReLU) activation functions and dropout rates per hidden layer.

Analysis of the performance of all investigated algorithms regarding calendar and cycle aging prediction (Figure S15, Supporting Information) reveals that the different types of machine learning greatly differ in their strengths and weaknesses. However, of all investigated approaches, extreme gradient boosting achieves the lowest predictive error $RMSE$ averaged over all test cases (Table S3, Supporting Information). Therefore, it is selected to represent established machine learning approaches in the case study. In Table S6 (Supporting Information) and Table S7 (Supporting Information), the predictive errors $RMSE_{test}$ of extreme gradient boosting are compared with each test case’s apex model of the genetic programming framework.
Note S3: Interpretability of Evolutionary Generated Models

Note S3.1: Model Structure

For a concise overview, the apex models of the test cases Cal Ext20, Cal Int1, Cal ExtSoC, Cyc Ext80, Cyc IntDoD and Cyc ExtT — and thus examples for every relevant task of lifetime prediction — are shown.

Cal Ext20

\[ \text{SoH}_C = 102.1 - 3318.0 \sqrt{t} - 3.805 \sqrt{t} \sqrt{T/V_{\text{cell}}} (T + 39.64) + 182.7 \sqrt{t} \sqrt{\frac{t}{V_{\text{cell}}} + 213.2} \]
\[ + 25.42 \sqrt{t} \sqrt{TV_{\text{cell}}} + 0.258 \frac{\sqrt{2t + 5.458}}{V_{\text{cell}}} - 4.2988 \]

Cal Int1

\[ \text{SoH}_C = 101.6 - 1031.0 \sqrt{t} - 3.31 \sqrt{t} \left( T + V_{\text{cell}} + \sqrt{e^{(1.944 \cdot 10^{-8}) V_{\text{cell}}^3 V_{\text{cell}}}} \right) \]
\[ + 117.6 \sqrt{t} \sqrt{(T + 3.359 \cdot 10^{-3} V_{\text{cell}} V_{\text{cell}})} \]

Cal ExtSoC

\[ \text{SoH}_C = 101.4 - 2.902 \cdot 10^{-3} \sqrt{t} \sqrt{T e^{\sqrt{T}}} - 7.625 \cdot 10^{-4} \sqrt{t} T^2 + 6.202 \cdot 10^{-2} \sqrt{t} \sqrt{e^{\sqrt{T}}} \]
\[ - 2.083 \cdot 10^{-7} \sqrt{t} T \ln(V_{\text{cell}}) 0.08994 V_{\text{cell}}^4 \]

Cyc Ext80

\[ \text{SoH}_C = 100.5 - 5.689 \cdot 10^{-3} T - 2.845 \cdot 10^{-3} \sqrt{\text{ETP} \text{EV}_{\text{ratio}}} - 2.328 \cdot 10^{-6} \left( \frac{\text{DoD} \text{ P}_{\text{ch}}}{T} \right)^2 \]
\[ + 7.898 \cdot 10^{-2} \left( \frac{\text{P}_{\text{ch}}}{T} + \sqrt{\text{SoC}_{\text{max}}} \right) + 1.286 \cdot 10^{-1} \sqrt{\text{ETP}} \]
\[ + 3.949 \cdot 10^{-2} (\text{DoD} - \text{SoC}_{\text{max}}) + 5.335 \cdot 10^{-6} t \text{SoC}_{\text{max}} (\text{DoD} - \text{SoC}_{\text{max}}) \]

Cyc IntDoD

\[ \text{SoH}_C = 105.0 - 7.063 \cdot 10^{-5} \text{ETP} \text{SoC}_{\text{max}} - 7.571 \cdot 10^{-2} \text{SoC}_{\text{max}} \]
\[ - 7.156 \cdot 10^{-6} (T - 20.44)^2 (t - P_{\text{ch}}) - 1.936 \cdot 10^{-3} \sqrt{\frac{\text{ETP} \text{EV}_{\text{ratio}}^2}{\text{ETP} \text{EV}_{\text{ratio}}}} \]
\[ + 2.016 \cdot 10^{-3} T (\text{DoD} - T) \]

Cyc Extr

\[ \text{SoH}_C = 99.18 - 2.041 \cdot 10^{-2} \text{SoC}_{\text{max}} - 2.506 \cdot 10^{-7} \sqrt{\text{ETP} \text{SoC}_{\text{max}}^2 \text{EV}_{\text{ratio}}} \]
\[ - 2.709 \cdot 10^{-5} \left( \frac{T \text{SoC}_{\text{max}}}{\text{DoD} \ln\left( \frac{TP_{\text{ch}} \text{SoC}_{\text{max}} \text{EV}_{\text{ratio}}}{t} \right)^6 \right) + 4.083 \cdot 10^{-2} \text{DoD} \]
\[ + 6.804 \cdot 10^{-3} \left( T - \text{ETP} - \frac{P_{\text{ch}}}{T} + \sqrt{\frac{\text{DoD}}{\ln(T) - 0.1125 T}} \right) \]
Note S3.2: Integration of Domain Knowledge

As a first step towards the integration of domain knowledge, the seeding of semi-empirical models in initial populations of Stage One is investigated. The semi-empirical benchmark model $t^{P_4}$ is seeded with proportions of 20%, 40%, 60%, 80% and 100%. Furthermore, all four models of Table S1 (Supporting Information) and the extended $t^{P_4}$ model

$$SoH_C = 100 - p_1 \cdot A \cdot \left[ \left( \frac{\text{Liloss}_{\text{form}}}{p_1 \cdot A} \right)^{\frac{1}{P_4}} + t \right]^{P_4} + \text{Liloss}_{\text{form}}.$$  

by Hahn et al.\textsuperscript{[10]} with $A = e^{p_2 \cdot e^{p_3 \cdot V_{cell}}}$ and the lithium lost during formation $\text{Liloss}_{\text{form}}$ are seeded together with a proportion of 20% each. To enable a detailed evaluation of the influence of seeding on the evolutionary process, this investigation is conducted with an adjusted version of the genetic programming framework with simplified seeding/apex model selection mechanisms:

- The 25 best ranked champion models of Stage One according to Fitness\textsubscript{1} are selected as seeding models.

- The best ranked champion model of Stage Two according to Fitness\textsubscript{2} is selected as apex model.

By replacing the complex selection mechanisms with these simple rankings, this investigation allows for conclusions regarding the influence of seeding on the evolutionary process with minimal interference from the selection mechanisms.

In Figure S20 (Supporting Information), the results of seeding are compared to random initialization of the initial populations of Stage One. On learning data, similar performances are achieved by all examined approaches. Seeding the $t^{P_4}$ model with proportions of 20% and 40% even results in an increased accuracy on the learning set for the apex models of all investigated test cases ($\text{Cal Ext}_{20}$, $\text{Cal Ext}_{50}$, $\text{Cal Ext}_{65}$ and $\text{Cal Int}$). Also on test data, the apex models of some seeding approaches are of a similar accuracy as the apex models resulting from random initialization. However, on the test set, no approach of integrating domain knowledge consistently improves apex model accuracy across all investigated test cases.

More importantly, seeding semi-empirical models enlarges the deviation of median, 75\textsuperscript{th} and 25\textsuperscript{th} percentile from the maximum accuracy. This drastically increases the risk of selecting an inferior model as apex model. These disadvantageous effects can be explained by a disturbance of the evolution caused by the incorporation of domain knowledge. Seeding semi-empirical models confines the search space too rapidly to local optima. This leads to excellent performance on data used for the generational loop but can result in models, which are not
properly generalizable. Nonetheless, integrating domain knowledge shows the potential of improving model accuracy. Therefore, further research should be conducted on reducing the large deviation of accuracy between champion models.

Furthermore, this investigation highlights the opportunity of enhancing existent theories with our algorithm as the apex models resulting from seeding resemble the seeded semi-empirical models. This is exemplarily shown for Cal Ext65.

Structure of the semi-empirical model $t^{p_4}$

$SoH_C =
100 - p_1 \cdot e^{\frac{p_2}{T}} \cdot e^{p_3 V_{cell}} \cdot t^{p_4}$

Offset and fitting parameter for the term of stress factors
Temperature dependency
SoC / Voltage dependency
Time dependency

Apex model Cal Ext65: 20 % seeding of $t^{p_4}$

$SoH_C = 112.1 - 7.319 \cdot 10^7 \cdot e^{-107220 \frac{t}{T}} \cdot e^{2.873 V_{cell}} \cdot t^{0.5} \cdot \sqrt{T}
- 3.705 \cdot 10^3 \frac{t + 330.1}{T^2} - 1.384 \cdot 10^5 \frac{t}{(V_{cell} - 3.557) (2.07 + t + V_{cell})^3}
+ 2.088 \cdot 10^{-4} \frac{t}{(V_{cell} - 3.423) (V_{cell} - 3.796)}
+ 0.5101 \frac{t - 7.808}{1.801 (T - V_{cell} V_{cell})} + 15.08$

Apex model Cal Ext65: 40 % seeding of $t^{p_4}$

$SoH_C = 112.2 - 4.668 \cdot 10^6 \cdot e^{-1066.0 \frac{t}{T}} \cdot e^{2.065 V_{cell}} \cdot t^{0.5} \cdot \sqrt{T}^3
- 3.093 \cdot 10^3 \frac{t + 399.5}{T^2} - 0.0997 \frac{t}{(t + 203.6) (V_{cell} - 3.559)}
- 0.114 \frac{t}{T (V_{cell} - 3.411)} - 0.110 \frac{t}{(T + 26.07 - V_{cell} V_{cell})} + 15.08$
Apex model $Cal\ Ext_{65}$: 60 % seeding of $t_{P4}$

$$SoH_C = 8039.0 - 2.57 \cdot 10^5 \ e^{\frac{104990}{T}} \ e^{4.739 \ V_{cell}} \ t^{0.5929}$$

$$- 1.189 \cdot 10^4 \ \frac{t^{0.5929}}{5.498T^2 - 4.942 \cdot 10^5} - 1.2522 \cdot 10^4 \ \frac{t}{e^{\frac{V_{cell}}{V_{cell}} + T^2 + V_{cell} - 35088.0}}$$

$$+ 4.582 \cdot 10^3 \ e^{\frac{t}{V_{cell}} + 69.74T + 3 \ t}$$

Apex model $Cal\ Ext_{65}$: 80 % seeding of $t_{P4}$

$$SoH_C = 100.4 - 1.857 \cdot 10^5 \ e^{\frac{-7397.0}{T}} \ e^{2.48V_{cell}} \ t^{0.7512}$$

$$- 32.76 \ t + 5.023 \ t \ V_{cell} + 55.17 \ \frac{t}{V_{cell}} + 8.619 \ \frac{t}{1.126 \ ln(T) - 0.6179 \ T \ V_{cell} \ e^{-V_{cell}}}$$

Apex model $Cal\ Ext_{65}$: 100 % seeding of $t_{P4}$

$$SoH_C = -16899.0 - 81.18 \ e^{\frac{-12233.0}{T+4925}} \ e^{4.248 \ e^{\frac{t}{V_{cell}}}} \ t^{0.5725}$$

$$+ 51.0 \ e^{\frac{-1620.0}{T}} \ e^{\frac{(V_{cell} + 10.55)}{t}} - 153577 \ e^{-V_{cell}^2} \ t^{0.5091} \ (V_{cell} - 4.576)$$

$$- 4.98T + 7737.0 \ \sqrt{ln \left(T e^{-2t + T^3 + (7t - 6.956)^2} \right)}$$

Apex model $Cal\ Ext_{65}$: Seeding of five semi-empirical models (20 % each)

$$SoH_C = 86.66 - 1.146 \cdot 10^7 \ e^{\frac{-16566.0}{T}} \ e^{8.164 \ V_{cell}} \ t^{0.6698}$$

$$+ 4.596 \cdot 10^3 \ \frac{6.062t^3 - V_{cell}}{1.1T + 2.199t}$$
Supporting Figures

Figure S1. Design of experiment matrix for calendar cell aging: Temperature $T$ and state of charge SoC were varied, while the effective storage time remained constant. Each storage condition was investigated with multiple cells.

a) $T = 50 \, ^{\circ}\text{C}$

b) SoC = 85 %

c) Combined Variation

Figure S2. Evolution of mean $SoH_C$ over $t$ for the calendar aging experiment: Influence of a) SoC and b) $T$ on aging behavior. c) Interdependent influence of SoC and $T$. The results of cells aged under the same conditions are averaged to avoid prioritization of conditions investigated with more cells and to reduce the influence of minor fluctuations in measured capacity on the modelling process. As a result, each of the 19 investigated storage conditions is represented by one test series. For more clarity, standard deviations are not shown. The cells aged at 40 % and 100 % SoC at $T = 50 \, ^{\circ}\text{C}$ are excluded due to their abnormal aging behavior.
Figure S3. Exemplary scheme of the design of experiment for cycle cell aging: Central composite design for three factors (A, B and C). It consists of a two-level half fractional factorial design (cube points) extended by a center point and star points. Each set of points comprises combinations of factor levels meeting specific conditions.

- **a) Center Point**
- **b) Variation of $T$**
- **c) Variation of $SoC_{\text{min}}$**
- **d) Variation of $SoC_{\text{max}}$**
- **e) Variation of $P_{\text{ch}}$**
- **f) Variation of $EV_{\text{ratio}}$**

Figure S4. Evolution of $SoH_C$ over $ETP$ for the cycle aging experiment: a) To avoid prioritization of the center point, its tests are sorted into two equally sized groups ("High $SoH_C$" and "Low $SoH_C$" based on the $SoH_C$ at the end of each test) and the measurement results are averaged for both groups. Two tests are excluded due to unrepresentative deviations in $SoH_C$. In subsequent figures, the average of each group is shown without standard deviations. Consequently, each of the 27 investigated operating conditions is represented by two test series. The usage of two test series per condition instead of one allows for an examination of the capability to deal with fuzziness during the modelling process. Isolated influence of **b) $T$, c) $SoC_{\text{min}}$, d) $SoC_{\text{max}}$, e) $P_{\text{ch}}$ and f) $EV_{\text{ratio}}$**. For this, the center point is compared with star points. The star point, for which $P_{\text{ch}}$ was set to "min", is excluded because it primarily investigated calendar cell aging.
Figure S5. Evolutionary process of the genetic programming framework: Following the creation and evaluation of an initial population, a generational loop is iterated until a termination criterion is satisfied and the final generation’s best individuals are returned. Variation by reproduction combined with fitness based selection drives this optimization process. Based on [2–5].
Figure S6. Calendar aging test cases investigating prediction over storage conditions: Aging conditions and corresponding aging behavior over storage time (=testing progress) of training, validation and test set of the test cases a)/b) Cal Int1, c)/d) Cal Int2, e)/f) Cal Ext1 and g)/h) Cal ExtSoC.
Figure S7. Calendar aging test cases investigating extrapolation over storage time (=testing progress): Training, validation and test set of the test cases a) Cal Ext$_{20}$, b) Cal Ext$_{50}$, c) Cal Ext$_{65}$, d) Cal Ext$_{70}$ and e) Cal Ext$_{75}$.

Figure S8. Calendar aging test case Cal Ext$_{20}$/Int$_{2}$ investigating combined prediction: a) Aging conditions and b) corresponding aging behavior over storage time (=testing progress) of training, validation and test set.
Figure S9. Principle of the partition by aging condition for cycle aging: The main predictive challenge can be influenced by the partition into training, validation and test set. The focus is put on correctly considering the influence of a specific stress factor for a) interpolation (Cyc IntDoD, Cyc IntTr and Cyc IntEV) or b) extrapolation (Cyc ExtDoD and Cyc ExtTr) or on c) interpolating the center point (Cyc IntC). For Cyc IntDoD, Cyc IntTr and Cyc IntEV, the validation sets and test sets consist of five cubic points each. Since Cyc ExtDoD and Cyc ExtTr investigate extrapolation over a specific stress factor, their test sets consist of four star points (SoC_{min,max}, SoC_{max,min/max}) for Cyc ExtDoD and two star points (T_{min/max}) for Cyc ExtTr. The validation sets of Cyc ExtDoD and Cyc ExtTr comprise six cubic points and eight cubic points, respectively. As Cyc IntC examines the capability to predict the center point, its test set only includes the center point. For its validation set, 50% of the cubic points are randomly selected. For each test case, the remaining points make up the training set.
Figure S10. Cycle aging test cases investigating prediction over operating conditions: Aging behavior over energy throughput (=testing progress) of the aging conditions selected for training, validation and test set of the test cases a) Cyc IntDoD, b) Cyc Intr, c) Cyc IntEV, d) Cyc Intc, e) Cyc ExtDoD and f) Cyc ExTr.
Figure S11. Cycle aging test cases investigating extrapolation over energy throughput (=testing progress): Training, validation and test set of the test cases a) Cyc Ext20, b) Cyc Ext50, c) Cyc Ext65, d) Cyc Ext70, e) Cyc Ext75 and f) Cyc Ext80.

Figure S12. Cycle aging test case Cyc Ext20/Int investigating combined prediction: Aging behavior over energy throughput (=testing progress) of the aging conditions selected for training, validation and test set.
**a) Extrapolation over Storage Time**

**b) Prediction over Storage Conditions**

Figure S13. **Comparison of (semi-)empirical calendar aging models:** Investigation of a) extrapolation of calendar aging over storage time and b) prediction of calendar aging over storage conditions. The extended $t^{p_4}$ model by Hahn et al.\cite{10} is included to show improvements possible by including data from additional experiments.

---

**a) Extrapolation over Energy Throughput**

**b) Prediction over Operating Conditions**

Figure S14. **Comparison of (semi-)empirical cycle aging models:** Investigation of a) extrapolation of cycle aging over energy throughput and b) prediction of cycle aging over operating conditions. The $ETP^{p_2}$ model cannot make predictions over cell aging conditions.
a) Extrapolation over Storage Time

b) Prediction over Storage Conditions

c) Extrapolation over Energy Throughput

d) Prediction over Operating Conditions

**Figure S15. Comparison of machine learning approaches:** Investigation of a) extrapolation of calendar aging over storage time, b) prediction of calendar aging over storage conditions, c) extrapolation of cycle aging over energy throughput and d) prediction of cycle aging over operating conditions.
Figure S16. Cell degradation for varying aging conditions: For a) all aging conditions occurring in the investigation, b) degradation is simulated under constant conditions. Step-wisely adding parts of these degradation curves for each phase of constant aging conditions (highlighted in bold black), results in c) the cumulative degradation of the cell. At every change of aging conditions, a reference is calculated to determine the starting point on the degradation curve simulated for the conditions of the upcoming phase. This reference date $t_{\text{ref},1}$ or reference energy throughput $ETP_{\text{ref},1}$ indicates the amount of time or energy throughput necessary to reach the current total $SoH_C$ under these new aging conditions. The corresponding ending point is determined by $t_{\text{ref},2} = t_{\text{ref},1} + \Delta t$ or $ETP_{\text{ref},2} = ETP_{\text{ref},1} + \Delta ETP$ with $\Delta t / \Delta ETP$ between this and the next change of conditions.
Figure S17. Comparison of model predictions with experimental results for selected calendar aging apex models: For a concise overview, apex models of the test cases a) Cal Ext_{20}, b) Cal Int_{1} and c) Cal Ext_{SoC} – and thus examples for every relevant task of lifetime prediction for calendar aging – are evaluated. Each test case’s apex model represents general aging trends without describing noise.
Figure S18. Comparison of model predictions with experimental results for selected cycle aging apex models: For a concise overview, apex models of the test cases a) Cyc $Ext_{80}$, b) Cyc $Int_{DoD}$ and c) Cyc $Extr$ – and thus examples for every relevant task of lifetime prediction for cycle aging – are evaluated. Each test case’s apex model represents general aging trends without describing noise.
In a hybrid approach, evolutionary generated models are used to expand the learning data available for the parameterization of semi-empirical models. For this expansion of data, the apex model of the investigated test case is required to predict aging for multiple artificial grids - ranging from sole extrapolation over time to inter- and extrapolation over aging conditions in combination with extrapolation over time. 

- **a)** Artificial grid 1 only requires extrapolation over storage time to the maximum storage time investigated by the test case (in this work’s calendar aging case study: 280 days). Artificial grids 2-4 combine this task with predictions over storage conditions.
- **b)** Artificial grid 2 requires the interpolation of 20 equally distributed grid points per stress factor.
- **c)** Artificial grid 3 additionally includes extrapolation by extending artificial grid 2 with axes of grid points with offsets of $\Delta T = \pm 5$ K and $\Delta SoC = \pm 5$ p.p., respectively.
- **d)** Artificial grid 4 equally distributes data points across the entire range of each investigated stress factor. The expanded learning data is used to train the semi-empirical calendar aging benchmark model $t_p$. Best results can be achieved if the artificial grids are selected according to the task of the investigated test case: Artificial grid 1 for extrapolation over storage time, artificial grid 2 for interpolation between storage conditions and combined prediction and artificial grid 4 for extrapolation over storage conditions.

**Figure S19. Artificial grids for hybridization:** In a hybrid approach, evolutionary generated models are used to expand the learning data available for the parameterization of semi-empirical models. For this expansion of data, the apex model of the investigated test case is required to predict aging for multiple artificial grids - ranging from sole extrapolation over time to inter- and extrapolation over aging conditions in combination with extrapolation over time. 

- **a)** Artificial grid 1 only requires extrapolation over storage time to the maximum storage time investigated by the test case (in this work’s calendar aging case study: 280 days). Artificial grids 2-4 combine this task with predictions over storage conditions.
- **b)** Artificial grid 2 requires the interpolation of 20 equally distributed grid points per stress factor.
- **c)** Artificial grid 3 additionally includes extrapolation by extending artificial grid 2 with axes of grid points with offsets of $\Delta T = \pm 5$ K and $\Delta SoC = \pm 5$ p.p., respectively.
- **d)** Artificial grid 4 equally distributes data points across the entire range of each investigated stress factor. The expanded learning data is used to train the semi-empirical calendar aging benchmark model $t_p$. Best results can be achieved if the artificial grids are selected according to the task of the investigated test case: Artificial grid 1 for extrapolation over storage time, artificial grid 2 for interpolation between storage conditions and combined prediction and artificial grid 4 for extrapolation over storage conditions.
Figure S20. Comparison of different seeding approaches with random initialization of evolutionary processes in Stage One: For each approach, the median of all Stage Two champion models is visualized by the central mark of the box, whereas the 25th and 75th percentiles are indicated by the bottom and top edges, respectively. The whiskers represent extreme champions and the filled circle highlights the apex model. Evaluation on a) learning and b) test data.
**Figure S21.** Correlation of SoC and open circuit voltage $V_{OC}$ at begin of life and $T = 25 \, ^\circ\text{C}$: Usage for transformations between $V_{cell}$ and SoC during states of equilibrium at any condition of the cells investigated in the calendar aging experiment.

**Figure S22.** Principle of the crowd error $RMSE_{\text{crowd}}$: As exemplarily shown for $Cal\ Ext_{20}/I_2$, the median $\tilde{y}$ of the predictions of all pre-selected models resembles the trend of the test data’s response variable despite not using this information. The $SoHC$ trend of the test data is discontinuous since it is a concatenation of data of multiple aging conditions with different degrees of aging and timeframes.
Figure S23. Design of artificial grids used in apex model selection: Comparison of experimental matrix and artificial grid for a) calendar aging and b) cycle aging (example with three factors x, y and z). The artificial grids enable an improved assessment of generalizability.

Figure S24. Stepwise progression of the model selection mechanisms for test case Cal Ext20/Int2: For a) seeding model selection in Stage One as well as b) apex model selection in Stage Two, only the best 40 % of champion models regarding $\text{RMSE}_{\text{learning}}$ are considered (pre-selection). Subsequently, these pre-selected models need to pass adaptive thresholds dependent on the crowd error $\text{RMSE}_{\text{crowd}}$. The remaining models (critical range) are evaluated with Equation 5 or Equation 6 to select 25 seeding models in Stage One or the apex model in Stage Two, respectively.
Figure S25. Areas of interest of multi-objective fitness functions for model evaluation: Functions for fitness evaluation define the area of interest of the optimization process they are used in. Therefore, it is desirable for the assumption of structure and weights of a scaled multi-objective fitness function to approximate the Pareto-front.\textsuperscript{[3]}

Our genetic programming framework uses two different scaled multi-objective fitness functions, which meet context specific requirements: a) $Fitness_1$ is used for model evaluation during and after each evolutionary process enabling parent and survivor selection as well as champion model selection. To guide the optimization towards generalizable models with rather simple and flat genes, the complexity term is given more weight than the error term. Consequently, the tolerated margin of error is substantially increased for low complexities. b) $Fitness_2$ is used for apex model and experiment selection. Since predominantly solutions of high quality take part in these selection processes, a narrower target range is required. For this, equal weights are applied for complexity and error term. This results in a reduced tolerance for high errors and complexities. Both functions require optimization by minimization.
Supporting Tables

Table S1. (Semi-)empirical models considered for the benchmark analysis of calendar aging models: The models are parameterized by the fitting parameters $p_i$. Dependencies derived from the physical equations by Arrhenius and Tafel are included in the terms $\exp(p_i/T)$ and $\exp(p_i \cdot V_{cell})$, respectively. The predictive performance of the models is compared by their $\overline{RMSE}$ averaged over all investigated calendar aging test cases. Even though recent advances were made by Hahn et al.[10] and Schimpe et al.[11], their models are not included in the benchmark analysis as these approaches require additional information obtained by specific begin of life experiments.

| Abbreviation | Model | Reference | $\overline{RMSE}$ [p.p.] |
|--------------|-------|-----------|--------------------------|
| $t^p_4$      | $\text{SoH}_C = 100 - p_1 \cdot e^{-rac{p_2}{T}} \cdot e^{p_3 \cdot V_{cell}} \cdot t^{p_4}$ | Belt et al.[10] | 2.1682 |
| $t^{0.5}$    | $\text{SoH}_C = 100 - p_1 \cdot e^{-rac{p_2}{T}} \cdot e^{p_3 \cdot V_{cell}} \cdot e^{0.5}$ | Ecker et al.[18] | 2.2923 |
| $t^{0.5} + t^1$ | $\text{SoH}_C = 100 - p_1 \cdot e^{-rac{p_2}{T}} \cdot e^{p_3 \cdot V_{cell}} \cdot e^{0.5} - p_4 \cdot e^{-rac{p_5}{T}} \cdot e^{p_6 \cdot V_{cell}} \cdot t^1$ | Käbitz et al.[29] | 2.2263 |
| $\ln(1 + t)$ | $\text{SoH}_C = 100 - p_1 \cdot e^{-rac{p_2}{T}} \cdot e^{p_3 \cdot V_{cell}} \cdot \ln(1 + p_4 \cdot t)$ | Li et al.[21] | 2.3230 |

Table S2. (Semi-)empirical models considered for the benchmark analysis of cycle aging models: The models are parameterized by the fitting parameters $p_i$. Superposed calendar aging effects are not subtracted from total aging. The model $ETP_{Regr}$ comprises multiple models, each describing the $\text{SoH}_C$ after a certain $ETP$. These models utilize linear, quadratic and simple interaction terms to take into account the influence of multiple stress factors $SF$. The predictive performance of the models is compared by their $\overline{RMSE}$ averaged over all investigated cycle aging test cases.

| Abbreviation | Model | $\overline{RMSE}$ [p.p.] |
|--------------|-------|--------------------------|
| $ETP_{P_2}$ | $\text{SoH}_C = 100 - p_1 \cdot ETP_{P_2}$ | - |
| $ETP_{Regr}$ | $\text{SoH}_{CETP} = \sum_{i=1}^{n} [p_{1,i} \cdot SF_i + p_{2,i} \cdot SF_i^2 + \sum_{j=i+1}^{n} (p_{1,j} \cdot SF_i \cdot SF_j)]$ | 0.9346 |

Table S3. Machine learning approaches considered for the benchmark analysis: Overview of utilized software packages and hyperparameter search spaces. The predictive performance of the approaches is compared by their $\overline{RMSE}$ averaged over all investigated test cases.

| Machine Learning Algorithm | Python Package | Hyperparameter Search Space | $\overline{RMSE}$ [p.p.] |
|---------------------------|----------------|-----------------------------|--------------------------|
| Lasso regression          | scikit-learn 0.22.1 | alpha $\in [0, 50]$ | 2.1774 |
| Ridge regression          | scikit-learn 0.22.1 | alpha $\in [0, 50]$ | 1.9816 |
| Random forest regression  | scikit-learn 0.22.1 | max_depth $\in [1, 2, \ldots, 20]$ | 1.9761 |
|                           |                | max_features $\in [1, 2, \ldots, nr \cdot features]$ |  |
|                           |                | n_estimators $\in [100, 110, \ldots, 1000]$ |  |
| Extreme gradient boosting | xgboost 1.1.1   | n_estimators $\in [20, 21, \ldots, 1000]$ | 1.9039 |
|                           |                | eta $\in [0.025, 0.05, \ldots, 0.5]$ |  |
|                           |                | max_depth $\in [1, 2, \ldots, 14]$ |  |
|                           |                | min_child_weight $\in [1, 2, \ldots, 6]$ |  |
|                           |                | subsample $\in [0.5, 0.55, \ldots, 1]$ |  |
|                           |                | gamma $\in [0.1, 0.15, \ldots, 1]$ |  |
|                           |                | colsample_btree $\in [0.5, 0.55, \ldots, 1]$ |  |
| Neural network (multi-layer perceptron) | tensorflow 2.2.0 | dropout rate hidden layer 1 $\in [0.01, \ldots, 0.5]$ | 3.2891 |
|                           |                | dropout rate hidden layer 2 $\in [0.01, \ldots, 0.5]$ |  |
|                           |                | units hidden layer 1 $\in [4, 20, \ldots, 256]$ |  |
|                           |                | units hidden layer 2 $\in [4, 20, \ldots, 256]$ |  |
|                           |                | batch_size $\in [16, 36, \ldots, 256]$ |  |
| Gaussian process regression | scikit-learn 0.22.1 | kernel = radial-basis function | 3.3610 |
| Fast function extraction | ffx 2.0.2 | - | 10.6157 |
### Table S4. Calendar aging test cases: Tasks and share of data sets.

| Test Case     | Task                                                      | Share of Training Set [%] | Share of Validation Set [%] | Share of Test Set [%] |
|---------------|-----------------------------------------------------------|----------------------------|-----------------------------|-----------------------|
| Cal Int₁      | Interpolation between storage conditions                  | 70.6                       | 17.6                        | 11.8                  |
| Cal Int₂      | Interpolation between storage conditions                  | 52.9                       | 17.6                        | 23.5                  |
| Cal Ext₇      | Extrapolation over $T$                                    | 52.9                       | 17.6                        | 23.5                  |
| Cal Ext₅₅°C   | Extrapolation over SoC                                    | 52.9                       | 17.6                        | 23.5                  |
| Cal Ext₂₀     | Extrapolation over $t$                                    | 60                         | 20                          | 20                    |
| Cal Ext₅₀     | Extrapolation over $t$                                    | 30                         | 20                          | 50                    |
| Cal Ext₇₀     | Extrapolation over $t$                                    | 20                         | 15                          | 65                    |
| Cal Ext₇₅     | Extrapolation over $t$                                    | 15                         | 10                          | 75                    |
| Cal Ext₇₅/Int₂| Extrapolation over $t$ (Cal Ext₇₅) and interpolation between storage conditions (Cal Int₂) | 35.3                       | 29.4                        | 35.3                  |

### Table S5. Cycle aging test cases: Tasks and share of data sets.

| Test Case     | Task                                                      | Share of Training Set [%] | Share of Validation Set [%] | Share of Test Set [%] |
|---------------|-----------------------------------------------------------|----------------------------|-----------------------------|-----------------------|
| Cyc Int₀₀₀    | Interpolation between operating conditions with focus on the influence of $DoD$ | 61.5                       | 19.2                        | 19.2                  |
| Cyc Int₁      | Interpolation between operating conditions with focus on the influence of $T$ | 61.5                       | 19.2                        | 19.2                  |
| Cyc Intₑᵥ     | Interpolation between operating conditions with focus on the influence of $EV_{ratio}$ | 61.5                       | 19.2                        | 19.2                  |
| Cyc Intₜ      | Interpolation of the experiment’s center point            | 65.4                       | 30.8                        | 3.8                   |
| Cyc Ext₀₀₀    | Extrapolation over $DoD$                                  | 61.5                       | 23.1                        | 15.4                  |
| Cyc Ext₁      | Extrapolation over $T$                                    | 61.5                       | 30.8                        | 7.7                   |
| Cyc Ext₂₀     | Extrapolation over $ETP$                                  | 60                         | 20                          | 20                    |
| Cyc Ext₅₀     | Extrapolation over $ETP$                                  | 30                         | 20                          | 50                    |
| Cyc Ext₅₀     | Extrapolation over $ETP$                                  | 20                         | 15                          | 65                    |
| Cyc Ext₇₀     | Extrapolation over $ETP$                                  | 15                         | 15                          | 70                    |
| Cyc Ext₇₅     | Extrapolation over $ETP$                                  | 15                         | 10                          | 75                    |
| Cyc Ext₈₀     | Extrapolation over $ETP$                                  | 10                         | 10                          | 80                    |
| Cyc Ext₂₀/Int₂| Extrapolation over $ETP$ (Cyc Ext₂₀) and interpolation between operating conditions with focus on the influence of $T$ (Cyc Int₂) | 37                         | 31.5                        | 31.5                  |
**Table S6. Comparison of (semi-)empirical benchmark model, machine learning benchmark approach and genetic programming apex models for calendar aging:** Evaluation of calendar aging test cases by predictive error RMSE\text{test} and relative improvement of the genetic programming framework (GP) in comparison to the (semi-)empirical benchmark model \(t^{p_4}\) and the machine learning benchmark approach extreme gradient boosting (XG Boost).

| Test Case | \(t^{p_4}\): Predictive Error RMSE\text{test} [p.p.] | XG Boost: \(t^{p_4}\): Predictive Error RMSE\text{test} [p.p.] | GP: \(t^{p_4}\): Predictive Error RMSE\text{test} [p.p.] | GP vs. \(t^{p_4}\): Relative Improvement [%] | GP vs. XG Boost: \(\tau^{t}\) Relative Improvement [%] |
|-----------|-------------------------------------------------|-------------------------------------------------|-------------------------------------------------|---------------------------------|---------------------------------|
| **Interpolation between storage conditions** | | | | | |
| Cal Int\(_1\) | 1.53 | 1.02 | 0.65 | 57.5 | 36.3 |
| Cal Int\(_2\) | 1.36 | 2.24 | 2.26 | -66.2 | -0.0 |
| Average | - | - | - | -4.3 | 17.7 |
| **Extrapolation over storage conditions** | | | | | |
| Cal Ext\(_T\) | 1.93 | 5.44 | 2.64 | -36.8 | 51.5 |
| Cal Ext\(_SoC\) | 1.89 | 3.25 | 2.63 | -39.2 | 19.0 |
| Average | - | - | - | -38.0 | 35.3 |
| **Extrapolation over storage time** | | | | | |
| Cal Ext\(_20\) | 2.24 | 0.84 | 0.97 | 56.7 | -15.3 |
| Cal Ext\(_50\) | 2.27 | 2.52 | 1.02 | 55.1 | 59.6 |
| Cal Ext\(_75\) | 2.51 | 3.58 | 1.38 | 45.0 | 61.4 |
| Cal Ext\(_75\) | 2.95 | 4.82 | 1.81 | 38.6 | 62.5 |
| Cal Ext\(_75\) | 3.19 | 4.46 | 3.43 | -7.5 | 23.1 |
| Average | - | - | - | 37.6 | 38.3 |
| **Combined prediction** | | | | | |
| Cal Ext\(_20\)/Int\(_2\) | 1.83 | 1.81 | 1.29 | 28.5 | 28.8 |


Table S7. Comparison of (semi-)empirical benchmark model, machine learning benchmark approach and genetic programming apex models for cycle aging: Evaluation of cycle aging test cases by predictive error \( \text{RMSE}_\text{test} \) and relative improvement of the genetic programming framework (GP) in comparison to the (semi-)empirical benchmark model \( \text{ETP}_{\text{Reg}} \) and the machine learning benchmark approach extreme gradient boosting (XG Boost).

| Test Case | \( \text{ETP}_{\text{Reg}} \): Predictive Error \( \text{RMSE}_\text{test} \) [p.p.] | XG Boost: \( \text{Reg} \): Predictive Error \( \text{RMSE}_\text{test} \) [p.p.] | GP: \( \text{Reg} \): Predictive Error \( \text{RMSE}_\text{test} \) [p.p.] | GP vs. \( \text{ETP}_{\text{Reg}} \): Relative Improvement [%] | GP vs. XG Boost: Relative Improvement [%] |
|-----------|--------------------------------|--------------------------------|--------------------------------|--------------------------------|--------------------------------|
| **Interpolation between operating conditions** | | | | | |
| Cyc IntDoD | 0.86 | 0.55 | 0.46 | 46.5 | 17.0 |
| Cyc IntTr | 0.79 | 0.69 | 0.41 | 48.1 | 40.4 |
| Cyc IntCV | 1.11 | 0.61 | 0.44 | 60.4 | 28.0 |
| Cyc IntC | 0.80 | 0.19 | 0.26 | 67.5 | -36.0 |
| Average | - | - | - | 55.6 | 12.4 |
| **Extrapolation over operating conditions** | | | | | |
| Cyc ExtDoD | 1.31 | 0.56 | 0.40 | 69.5 | 28.9 |
| Cyc ExtTr | 1.29 | 0.91 | 0.30 | 76.7 | 67.2 |
| Average | - | - | - | 73.1 | 48.1 |
| **Extrapolation over energy throughput** | | | | | |
| Cyc Ext20 | 0.26 | 0.42 | 0.30 | -15.4 | 28.3 |
| Cyc Ext50 | 0.30 | 1.12 | 0.41 | -36.7 | 63.4 |
| Cyc Ext80 | 0.79 | 1.71 | 0.63 | 20.3 | 63.2 |
| Cyc Ext70 | 1.04 | 2.17 | 0.49 | 52.9 | 77.5 |
| Cyc Ext75 | 0.97 | 1.85 | 0.78 | 19.6 | 57.8 |
| Cyc Ext80 | 2.01 | 2.48 | 1.24 | 38.3 | 49.9 |
| Average | - | - | - | 13.2 | 56.7 |
| **Combined prediction** | | | | | |
| Cyc ExtDoD| 0.62 | 0.54 | 0.30 | 51.6 | 44.0 |
Table S8. Hyperparameters of the genetic programming algorithm considered in Bayesian optimization: A range of allowed values is defined for each hyperparameter in order to reduce the search space. During optimization, only values are considered, which are a multiple of the step size and do not exceed the limits specified by minimum and maximum.

| Hyperparameter                                      | Minimum | Maximum | Step Size |
|-----------------------------------------------------|---------|---------|-----------|
| **Group 0 – General**                               |         |         |           |
| Population size [-]                                 | 100     | 1500    | 50        |
| Number of generations [-]                           | 100     | 1500    | 50        |
| **Group 1 – Selection**                             |         |         |           |
| Parent selection: Relative tournament size (compared to population size) [%] | 5       | 50      | 5         |
| Parent selection: Probability of using non-dominated sorting [%] | 0       | 100     | 5         |
| Survivor selection: Elite fraction (best individuals not replaced by offspring) [%] | 0       | 50      | 5         |
| **Group 2 – Reproduction**                          |         |         |           |
| Probability of manipulation [%]                    | 10      | 90      | 5         |
| Probability of recombination [%]                    | 10      | 90      | 5         |
| Probability of cloning [%]                          | 0       | 50      | 5         |
| **Group 3 – Manipulation**                          |         |         |           |
| Probability of subtree mutation [%]                 | 10      | 100     | 5         |
| Probability of point mutation type 1 [%]            | 0       | 20      | 2         |
| Probability of point mutation type 2 [%]            | 10      | 80      | 5         |
| Probability of point mutation type 3 [%]            | 0       | 10      | 1         |
| Probability of point mutation type 4 [%]            | 0       | 10      | 1         |
| Probability of point mutation type 5 [%]            | 0       | 10      | 1         |
| Point mutation type 2 [%]: Maximum mutation in relation to the parent’s value [%] | 5       | 50      | 5         |
| **Group 4 – Recombination**                         |         |         |           |
| Probability of high level crossover [%]             | 0       | 100     | 20        |
| Ratio of selected genes per parent [%]              | 0       | 100     | 20        |
| **Group 5 – Genes**                                 |         |         |           |
| Maximum number of genes per individual [-]          | 1       | 5       | 1         |
| **Group 6 – Trees**                                 |         |         |           |
| Maximum tree depth [-]                              | 5       | 15      | 1         |
| Maximum number of nodes per tree [-]                | 50      | 250     | 50        |
| Maximum depth of mutation [-]                       | 1       | 15      | 1         |
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