CheXImageNet: a novel architecture for accurate classification of Covid-19 with chest x-ray digital images using deep convolutional neural networks
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Abstract
Many countries around the world have been influenced by Covid-19 which is a serious virus as it gets transmitted by human communication. Although, its syndrome is quite similar to the ordinary flu. The critical step involved in Covid-19 is the initial screening or testing of the infected patients. As there are no special detection tools, the demand for such diagnostic tools has been increasing continuously. So, it is eminently admissible to find out positive cases of this disease at the earliest so that the spreading of this dangerous virus can be controlled. Although, some methods for the detection of Covid-19 patients are available, which are performed upon respiratory based samples and among them, a critical approach for treatment is radiologic imaging or X-ray imaging. The latest conclusions obtained from X-ray digital imaging based algorithms and techniques recommend that such type of digital images may consist of significant facts regarding the SARS-CoV-2 virus. The utilization of Deep Neural Networks based methodologies clubbed with digital radiological imaging has been proved useful for accurately identifying this disease. This could also be adjuvant in conquering the problem of dearth of competent physicians in far-flung areas. In this paper, a CheXImageNet model has been introduced for detecting Covid-19 disease by using digital images of Chest X-ray with the help of an openly accessible dataset. Experiments for both binary class and multi-class have been performed in this work for benchmarking the effectiveness of the proposed work. An accuracy of 100% is reported for both binary classification (having cases of Covid-19 and Normal X-Ray) and classification for three classes (including cases of Covid-19, Normal X-Ray and, cases of Pneumonia disease) respectively.
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1 Introduction
Coronaviruses are a set of viruses which is harmful to entire human-kind. These contain non-parceled RNA viruses which belong to the family Coronaviridae that are harmful if present in human beings as well as the animals [1, 2]. The first known epidemic known as “severe acute respiratory syndrome” happened in 2003. After that, in 2012, 2nd storm of a large epidemic named “middle east respiratory syndrome” happened in Saudi Arabia. The Covid-19 disease started as a storm from Wuhan, the People’s Republic of China at the end of December month of 2019. The disease was found till the mid of April month in 2020 [3]. The common symptoms of this virus disease include fever, dry coughing along tiredness. Generally, in most cases, the patient starts feeling difficulty in taking a breath. In some other cases, patients may feel headaches, nausea etc. It gets disseminate from one person to the other one through the
channel of cough or sneeze droplets by a person who is already infected with the disease [4]. Also, an uninfected one can catch this epidemic virus by even touching those droplets and then touching back to his face, especially the sense organs including eyes, nose, and mouth without washing off their hands. World Health Organization declared this Covid-19 as a public health extremity of international worry in January, 2020. In March of 2020, apart from China, more than 1.1 million cases were discovered and over four thousand deaths took place in more than 110 countries. World Health Organization (WHO) declared this Covid-19 situation as a pandemic [5]. Globally, many people from the research community of different fields such as the medical field, clinical field, and the field of artificial intelligence are trying hard to form some plans to fight against Covid-19.

Covid-19 is currently the biggest challenge to the entire human race regarding health, economic, and survival issues. We are in urgent need to find solutions, treatment, and develop vaccines to fight against it. One of the challenges in developing vaccines for Covid-19 is that we have not yet understood this virus. Shastri et al. [6] proposed the variants of long as well as short-term retention such as stacked, dual-directional, and Convolutional based neural networks which are now used to calculate the Covid-19 cases. The reaction called Reverse Transcription Polymerase Chain Reaction is the most common technique of testing the true cases of Covid-19. The given test is applied on the respiratory organ’s samples of the diseased person, and the outcomes of this test are being generated very shortly just within a few hours or in few cases, it may take two days to do. In addition to this, Antibodies are utilized to identify Covid-19 disease, in which the blood samples of the infected patients are being used to identify this. But, some medical professionals also utilize the Chest X-ray scans of the patients to specify the condition of the lungs.

There are a lot of medical diagnosis processes for example X-ray, CT which are very helpful in this pandemic [7–9]. Clinically, the detection of nucleic acid is normal but the accessibility, steadiness, and production of test kits of nucleic acid are one of the main problems. Having large demand for test kits in different parts of the world results in a slow pace of new corona pneumonia screening [10]. Due to less availability of test kits, a lot of the patients with this new corona pneumonia are not being able to get admitted to hospital which leads to widespread of this virus. At this point in time, testing is the only available way to stop this widespread. As the industry growing in healthcare is successful to manage and provide low-cost kits, so the process becomes easy and they are successful in accelerating the work and create a wide gap between demand and supply. One another way is medical imaging examinations, which can help detection of disease conveniently and quickly which has been used to diagnose Covid-19 worldwide [11]. Medical images like X-rays do have the uncommon superiority of lightness, fast, and availability in the testing of Covid-19. Normal X-ray machines may be utilized in hospitals where CT scanning machines are present in less amount. These images can be enhanced by using digital image processing techniques including [12, 13] etc. Mainly, the easily accessible X-ray examination is even more beneficial for quick testing on very large scale [14, 15]. Artificial Intelligence with digital image processing is an eminent way for differentiating the X-ray images of normal and infected patients. This also provides great accuracy in classification. It is likely to improvise the accuracy of Covid-19 disease identification and to curtail its disperse mainly in source-restraint areas where medical specialists and radiologists professionals may not be available for initial examination and supervision of patients of Covid-19 disease [16].

In this paper, a CheXImageNet model has been introduced for detecting Covid-19 disease by using digital images of Chest X-ray with the help of an openly accessible dataset. Experiments for both binary class and multi-class have been performed in this work for benchmarking the effectiveness of the proposed work. An accuracy of 100% is reported for both binary classification (having cases of Covid-19 and Normal X-Ray) and classification for three classes (including cases of Covid-19, Normal X-Ray and cases of Pneumonia disease) respectively. The proposed work can be a competent channel of examination for predicting Covid-19 disease in the human body and can help radiologists and medical professionals.

The rest of the paper is organized as follows: Section 2 represents the review of recent scholarly works that are related to the present study. Section 3 describes the research methodology with data description and methods used in this study along with the algorithm of the proposed model. Section 4 contains the proposed experimental setup. Section 5 contains the discussion of various Covid-19 affected educational parameters along with Covid-19 and human body cell interaction. Section 6 gives the conclusion and future work of the study.

2 Literature survey

In the past few years, with an immense advancement in science and technology, the applications of Computer Vision based techniques and Deep Learning approaches are continuously being utilized to uncover various ailments in the body automatically like sores in various
body parts, detection of various types of tumors in the human body and aggregation in body parts including lungs, chest, skull or even brain. Further diseases like the categorization of images having diabetic disease, prostate diagnosis, nodule categorization, skin sores categorization, investigation of the myocardium in coronary CT angiography and tracking etc. [17–20]. In current times, angiography and tracking, investigation of the myocardium in coronary CT imaging and clinical symptoms. Based on the enhancement of the classical visual geometry group network with the convolutional Covid block, an efficient and effective screening model was proposed by [34] to diagnose and differentiate patients with the Covid-19 from those with pneumonia and other healthy people through radiography.

In [35], the authors brought up a Deep Convolutional Neural Network method for fast and reliable identification of Covid-19 infection cases from the sufferer’s Chest X-ray images. In [36], authors created a dataset consisting of publicly available X-ray images from patients with confirmed Covid-19 disease and common bacterial pneumonia and also the healthy individuals. Transfer learning was employed, to mitigate a small number of samples transferring knowledge extracted by pre-trained models to the model to be trained. In [37], a model for Covid-19 detection was proposed using raw Chest X-ray which could provide accurate diagnostics for binary class classification (Covid-19 cases and cases with no findings) and multi-class classification (Covid-19 cases, cases with no findings and, cases of Pneumonia). This work implemented seventeen layers of convolutional with varied filtering on each layer. Training techniques were introduced in [38] which helped to learn the network better in the case where the dataset is unbalanced (for example, very few cases of Covid-19 but more cases from normal or Pneumonia). They also presented a neural network that is a combination of the Xception and ResNet50V2 networks.

3 Materials and methods

In this section, the description of the dataset and the research methodology has been given in detail:

3.1 Dataset description

Dataset is taken from 4 open-source data sources. The link is given in table from where the data for the experiment was taken.

In Fig. 1, the distribution of data is represented in form of a pie chart for binary class (Covid-19 cases and Normal
cases) and also for multi-class (Covid-19 cases, Normal cases, and Pneumonia cases).

In Table 1, three types of image data have been categorized including cases of Covid-19, cases of Normal persons, cases showing Pneumonia images, and their references are given in subsequent rows. Also, the number of figures in each category is specified. The actual images for all these three categories are shown in Fig. 2.

### 3.2 Research methodology

This section contains details about the parameter tuning and the proposed CheXImageNet Architecture in detail.

Figure 3 shows the flow of the proposed work. Firstly, the image dataset is collected as per description in Table 1. The dataset is pre-processed including merging of the datasets, resizing the images to 256 × 256. Finally shuffling the data and converting all the images from gray scale to RGB images. After the data pre-processing step, data is split into training (80%) and testing (20%). The proposed CheXImageNet is trained on the dataset. Then the proposed model is evaluated by using various parameters including Accuracy, Precision, Specificity, Sensitivity and F1-Score. Finally, after getting the desired results, the digital images are categorized into two different categories (Normal cases and Covid-19 cases images) for binary class classification and 3 categories (Covid-19 cases, Normal cases and, Images of Pneumonia cases) for classification in multi-class.

#### 3.2.1 Parameter tuning

The images in datasets are not of the same resolution. So, all the images have been made to a common size of 256 × 256 pixels. The given dataset has been split randomly into 80% and 20% for training and testing.

To train the model, 100 epochs were conducted to avoid the problem of overfitting with a batch size of 25. To compile a deep learning model, an optimizer is required. Optimizers helps to get faster results. The proposed model is compiled with the adam optimizer for 1e-3, and 0.8 as the initial learning rate, and momentum respectively. The main motive of using adam optimizer is that it requires little memory and computationally it is very efficient. Whereas the learning rate determines the rate of learning of the deep learning model that decides the number of moves required to minimize the value of loss function, and the momentum is used to improves both model training speed and accuracy. To determine the output of a node like 1 or 0, a function is used named activation function. An activation function is added to help the neural network to learn complex patterns of X-ray image data. The activation function used for the experiment is Leaky ReLU.

#### 3.2.2 Proposed CheXImageNet architecture

The flow blueprint of the proposed work is shown in Fig. 3. The procedure starts with collecting the X-ray

---

**Table 1** Dataset description

| Class           | Number of Figures | References                                         |
|-----------------|-------------------|----------------------------------------------------|
| Covid           | 347               | https://www.kaggle.com/nabeelsajid917/covid-19-x-ray-10000-images |
|                 |                   | https://www.kaggle.com/tarandeec97/covid19-normal-posterioranterior-xrays |
| Normal          | 358               | https://www.kaggle.com/pranavraikote/covid19-image-dataset |
| Pneumonia       | 340               | https://www.kaggle.com/paultimothymooney/chest-xray-pneumonia |

Total X-Ray Images used for experiment: 1045
image dataset from open sources followed by the data pre-preparing step. In this step, different datasets are merged to form the larger one and then the images in the dataset are resized to a fixed size of \(256 \times 256\). Finally, the images are shuffled and the images are converted to RGB (True Color) images. After the data gets pre-processed, it is split into training data images (80\%) and testing data images (20\%). After this process, the proposed model comes into the picture which is a “CheXImageNet”. The model is then applied to training data to form the trained model and then tested on test data.

In the proposed work, the model is evaluated with various standard factors including the Accuracy of the model, Precision attained, Specificity obtained, Sensitivity factor and, finally the F1-Score. After the proposed model gets evaluated, the data can be classified into Covid-19, Normal and, Pneumonia patient categories.

CheXImageNet: “Che” stands for “Chest”, “XImage” stands for “X-ray images” and the word “Net” means “Deep Neural Network”. The whole meaning of the word is the deep neural network architecture for categorization of Covid-19 infected cases by utilizing digital images of Chest X-ray. Our proposed architecture using a deep neural network named CheXImageNet have some layers and filters. There are 3 convolutional layers, 4 batch normalization layers, 3 max pooling layers, 7 LeakyReLU layers, 5 dense layers, 1 flatten layer, and 4 dropout layers. Each convolutional layer is followed by batch normalization and LeakyReLU operation and then passed to the max pooling layer. LeakyReLU is utilized as a function for activation in the CheXImageNet architecture. The kernel size used in the proposed architecture are \(2 \times 2\) and \(3 \times 3\). The filters are continuously increased to the number such as 32, 64, 256. This model ends with the softmax activation function layer that produces the outputs. The proposed architecture has been shown in Fig. 4.

4 Experiment evaluation and results

In this section, experiments performed by the proposed technique and the results are shown in details.

4.1 Implementation environment

The experimental work has been carried out in Jupyter notebook provided by google’s collaboratory environment.
which is an online platform for training the deep learning model(s). It provides the facility of processing the data on the NVIDIA Tesla K80 GPU with 12 GB of RAM. Python 3 version has been used in the experiment for implementing the proposed algorithm. The main open-source libraries used in experiment are keras, numpy, scikit, pandas, tensorflow, and matplotlib.

4.2 Performance evaluation and results

4.2.1 Model description (binary class experiment)

In this section, the different layers of the model their shapes, and the parameters for the binary class experiment are shown.
4.2.2 Model description (multi-class experiment)

In this section, the different layers of the model their shapes, and the parameters for the multi-class experiment are shown (See Table 2).

4.3 Visualization

In this section, the heatmap and the attention maps obtained by the proposed technique have been shown in Figs. 5 and 6 respectively.

| Layer (type)               | Output Shape | Param # |
|----------------------------|--------------|---------|
| conv2d (Conv2D)            | (255, 255, 32) | 416     |
| batch_normalization        | (255, 255, 32) | 128     |
| leaky_re_lu               | (255, 255, 32) | 0       |
| max_pooling2d             | (127, 127, 32) | 0       |
| conv2d_1                  | (125, 125, 64) | 18496   |
| batch_normalization_1     | (125, 125, 64) | 256     |
| leaky_re_lu_1             | (125, 125, 64) | 0       |
| max_pooling2d_1           | (41, 41, 64)  | 0       |
| conv2d_2                  | (39, 39, 256) | 147712  |
| batch_normalization_2     | (39, 39, 256) | 1024    |
| leaky_re_lu_2             | (39, 39, 256) | 0       |
| max_pooling2d_2           | (19, 19, 256) | 0       |
| flatten                   | (92416)      | 0       |
| dense                     | (256)        | 23658752|
| leaky_re_lu_3             | (256)        | 0       |
| dropout                   | (256)        | 0       |
| dense_1                   | (128)        | 32896   |
| leaky_re_lu_4             | (128)        | 0       |
| dropout_1                 | (128)        | 0       |
| dense_2                   | (64)         | 8256    |
| leaky_re_lu_5             | (64)         | 0       |
| dropout_2                 | (64)         | 0       |
| dense_3                   | (32)         | 2080    |
| leaky_re_lu_6             | (32)         | 0       |
| batch_normalization_3     | (32)         | 128     |
| dropout_3                 | (32)         | 0       |
| dense_4                   | (2)          | 66      |

Total: 23,870,210
Trainable: 23,869,442
Non-trainable: 768

4.4 Comparative analysis

The authors have performed two experiments, one for Covid-19 detection as a binary class (Covid-19, Normal) problem and the second experiment that is multi-class (Covid-19, Normal, Pneumonia) problem. Both binary and multi-class models are trained for 100 epochs where the size of the batch is set to 25. The X-ray images of size 256 x 256 are used for training and testing the models. An early stopping method is used to end learning, to avoid overfitting. The models are compiled with the
adamax optimizer, where 0.00001, and 0.9 are used as an initial learning rate, and momentum respectively. In Table 3, the proposed work has been compared to other ones in terms of Accuracy (%) for both binary class and multi-class. Our work has been compared with eight existing Techniques including Ioannis [28], Tulin [29], Wang [23], Sethy [30], Zheng [9], Wang [7], Xu [8], Ali [34]. These techniques consider 224 cases of Covid-19 (+) 700 cases of pneumonia 504 healthy cases, 125 Covid-19(+) cases 500 cases of pneumonia 500 cases with no findings, 53 cases of Covid-19(+) 5526 cases of Covid-19(-) 8066 cases of healthy, 127 facts of Covid-19(+) 127 facts of pneumonia, 313 cases of Covid-19 (+) 229 cases of Covid-19(-), 195 cases of Covid-19(+) 258 cases of Covid-19(-), 219 facts of Covid-19(+) 224 facts of pneumonia 175 cases of healthy, 310 facts of Covid-19(+) 654 facts of healthy 864 cases of pneumonia respectively. The proposed study considers 347 facts of Covid-19 358 facts of normal and also 340 facts of pneumonia. As it can be seen in Table, the proposed technique outperforms all the techniques by achieving 100% Accuracy. The confusion matrix for both experiments is presented in Fig. 7. Table 4 illustrates the results of our proposed technique in terms of performance metrics. From Table 4, the overall accuracy of both binary and multi-class experiment is 100%. Moreover, the precision, sensitivity, specificity, and f1-score for both experiments are also 100%. Figures 8 and 9 present the classification accuracy and loss curves in a train and the test set during the training of the model for binary class experiment and multi-class experiment.

Fig. 5  Heat map of resized X-ray image (256 x 256)

Fig. 6  Attention map of Conv2d_Layer 1
The emanation of Covid-19 is a dangerous gasping disease that has expeditiously disseminated across the blob creating colossal public health issues. This disease has afflicted the lives of lots in many ways in distinct geological areas worldwide. Above the immediate hazard to the human body, cutback in employment, vacillation etc. Education is the hypersensitive area that is afflicted due to Covid-19 excessively. At this time of adversity, different national-level and university-based exams are delayed. This in turn has affected many teaching-learning programs. Therefore, many educational organizations have encouraged the system of online education by introducing virtual or online classes by making sure that the learning process remains valid for the students across the world as the best practical remedy for the continuation of teaching-learning processes. Daily routines of older people, their support and care, their ability to remain connected socially are also getting affected due to Covid-19. They are being forced by the requirements of the day to spend more time at home, avoiding physical contact with their family members, relatives, friends and, other colleagues. During the pandemic, pregnant women and newborns represent a susceptible community. It is a well-known fact that conceived ladies are at much higher risk for serious sickness with viruses like Covid-19 and another vigorous respiratory. The dissemination of the virus has mainly centered on the global nature of world-level tourism and how the region may be influenced by this virus. As per the discussion in the above paragraph, Covid-19 has affected human lives in various ways. Therefore it has become challenging to detect this disease at initial stages without affecting human health. In the proposed work, a technique for Covid-19 Chest X-ray image classification has been proposed which provides 100% Accuracy.

WHO recommended RT-PCR test for Covid-19. But, the test is confined to a limited number of laboratories. The short accuracy of the RT-PCR test encourages health experts and researchers to set up more ways of diagnosis. The radiological study for diagnosing infectious diseases such as arthritis, tuberculosis, osteoporosis, pneumonia, etc. for many decades. But the manual reading of X-ray images is a slow-moving task. It is difficult for health experts to guarantee an immediate response in the present situation of the global pandemic. No doubt, the RT-PCR test method to detect Covid-19 is still important. However, there are also some proved

### Table 3: Comparative analysis between the suggested technique and other techniques

| Technique                      | Image Types     | Technique Used                              | Accuracy for (Two-Classes) (%) | Accuracy for Three-Classes (%) |
|-------------------------------|-----------------|---------------------------------------------|--------------------------------|--------------------------------|
| Zheng et al. [9] technique    | Digital image of CT | UNet+Three D Deep Network                  | 90.8                           | NA                             |
| Ioannis et al. [28] technique | Digital image of X-ray | VGG-19                                      | NA                             | 93.48                          |
| Wang and Wong technique [23]  | Digital image of X-ray | Covid-Net                                  | NA                             | 92.4                           |
| Sethy and Behra technique [30]| Digital image of X-ray | ResNet50 + SVM                              | NA                             | 95.33                          |
| Wang et al. [7] technique     | Digital image of CT | M-Inception                                 | 82.9                           | NA                             |
| Xu et al. [8] technique       | Digital image of CT | ResNet + Location Attention                 | NA                             | 86.7                           |
| Ali et al. [34] technique     | Digital image of CT | DRE-Net                                    | 98.86                          | 95.51                          |
| Tulin et al. [29] technique   | Digital image of X-ray | DarkCovidNet                               | 98.08                          | 87.02                          |
| Our technique                 | Digital image of X-ray | CheXImageNet                                | 100                            | 100                            |

### Table 4: Table showing the performance of the proposed technique in classification

| Experiment Type | Label  | Obtained Precision | Obtained Sensitivity | Obtained Specificity | Obtained F1-Score | Overall Accuracy |
|-----------------|--------|--------------------|----------------------|----------------------|-------------------|------------------|
| Binary class    | Covid-19 | 100                | 100                  | 100                  | 100               | 100%             |
|                 | Normal  | 100                | 100                  | 100                  | 100               |                  |
| Multi-class     | Covid-19 | 100                | 100                  | 100                  | 100               | 100%             |
|                 | Normal  | 100                | 100                  | 100                  | 100               |                  |
|                 | Pneumonia | 100               | 100                  | 100                  | 100               | 100              |
the weakness of the RT-PCR test method such as delay in response time, and the possibility for collecting the specimens in mistaken localizations, etc. The proposed model can identify Covid-19 affected person and even pneumonia person without any human interference at an economical cost with higher accuracy. Therefore, we believe this proposed model might be of assistance for health professionals in the early diagnosis of Covid-19.

**Fig. 7** Confusion matrix for (a) Binary class experiment and (b) Multi-class experiment

**Fig. 8** Training and Testing (a) Accuracy (b) Loss for binary class experiment
1 Conclusion and future scope

The computerized systems for Covid-19 detection from Chest X-ray digital photographs can do binary and three-class grouping without any human intervention with an accuracy of more than 90%. Also, these systems are intelligent enough to work with larger and growing datasets. Furthermore, such systems play a vital role in such places where the test kits are not sufficiently available. Formerly, no significant acceptance from the exploration association of medicinal professionals for Covid disease case apprehension using X-ray digital images by deep learning and machine learning tools has been gained. With our proposed CheXImageNet model, the apex accuracies with other performance measures and top discrimination capacity are achieved by selecting the best layer combinations and parameters for training the deep convolutional neural network. Hence, for the initiatory judgment of Covid-19 disease, the proposed work can be a competent channel of examination for predicting Covid-19 disease in the human body and can help the radiologists and medical professionals.

Currently, we are progressing towards developing a dataset of digital images representing the Chest X-ray with an increasing number of digital images showing Covid-19 cases and also extending the technique for accomplishing much more robustness to make it used in detecting Covid-19 disease with both digital CT images and digital X-ray photographs. Over time, we intend to gather another Covid-19 disease patient’s data and explore other possible upgradation together with categorization in added number of classes.

Also, in the future, current work can be extended by designing automated tools or software based on a multi-modality deep learning model using a large number of digital CT scans and X-ray images that must be evaluated by radiologists. For large data, neural networks may need to go deeper to learn more features to classify it correctly. Moreover, we elongate our work to use deep learning models to identify Covid-19 in a noisier environment.
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