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Abstract
This paper is concerned with the phase estimation algorithm in quantum computing, especially the scenarios where (1) the input vector is not an eigenvector; (2) the unitary operator is approximated by Trotter or Taylor expansion methods; (3) random approximations are used for the unitary operator. We characterize the probability of computing the phase values in terms of the consistency error, including the residual error, Trotter splitting error, or statistical mean-square error. In the first two cases, we show that in order to obtain the phase value with error less or equal to $2^{-n}$ and probability at least $1 - \epsilon$, the required number of qubits is $t \geq n + \log \left( 2 + \frac{\delta^2}{\Delta E^2} \right)$. The parameter $\delta$ quantifies the error associated with the inexact eigenvector and/or the unitary operator, and $\Delta E$ characterizes the spectral gap, i.e., the separation from the rest of the phase values. This analysis generalizes the standard result [21, 40] by including these effects. More importantly, it shows that when $\delta < \Delta E$, the complexity remains the same. For the third case, we found a similar estimate, but the number of random steps has to be sufficiently large.

1 Introduction

There has been a recent surge of development in quantum simulation algorithms for scientific computing problems, especially those that pose great
challenges for classical computers. These developments also created demands for precise error estimates. The phase estimation algorithm [28], which is an important application of the quantum Fourier transform, has been a crucial element in many quantum algorithms [21, 40]. Specific examples include Shor’s algorithm [46], amplitude estimation [11], quantum Metropolis sampling [49], state preparation [44], the solution of large-scale linear system of equations [25] and some nonlinear problems [48]. In addition, it also has direct applications in quantum chemistry [9, 52, 6, 43, 3, 5, 32, 50]. The algorithm has been included in various software packages [53, 14, 6, 54].

The phase estimation algorithm is often illustrated for a unitary operator $U$ using its eigenvector $|\psi\rangle$ as the input. By applying Hadamard gates, together with controlled-$U$ gates, the algorithm maps the binary bits of the phase variable to the computational basis, which can then be extracted using the inverse quantum Fourier transform [40].

An insightful complexity analysis has been outlined in [40], which provides a lower bound for the number of required qubits, $t \geq n + \log \left(2 + \frac{1}{2\epsilon}\right)$, in order to obtain $n$ correct bit values with success probability at least $1 - \epsilon$. Later, a slightly improved estimate has been obtained in [17]. In practice, however, the eigenvector $|\psi\rangle$ of $U$ is often unknown. Any approximation of $|\psi\rangle$ inevitably introduces error, which will be subsequently propagated through the phase estimation method. In [40], this is incorporated into the complexity analysis in terms of the overlap with an eigenvector. However, such overlap might not be known in advance. Furthermore, of equal importance is quantifying the error in the computed phase value. In most problems in quantum chemistry, the unitary operator $U$ corresponding to a Hamiltonian $H$ can not be implemented exactly. Thus, the approximation of $U$ will also cause numerical error, and quantifying such error is important in understanding the effectiveness of the phase estimation method. Although the accuracy in the approximation of $U$ has been extensively studied [19, 20, 18, 24, 2], how such error affects the phase estimation algorithm remains an open issue. In addition, connecting the phase estimation error to the approximation error of $U$ will in turn help to determine the precision/complexity that is needed in the Hamiltonian simulation algorithms. In the context of randomized algorithms [12, 24, 41], the added stochasticity will further complicate the issue.

The main purpose of this paper is to provide some a priori analysis of such error. We will regard the above mentioned inexact treatment of $U$ and/or $|\psi\rangle$ as perturbations of the phase estimation procedure. For clarity, we separate these possible perturbations and analyze their effects, but also noting that
in practice, these perturbations can occur simultaneously. One interesting observation by Hastings and coworkers [26] is that an approximation of the unitary operator $U$ often corresponds to the dynamics of a modified Hamiltonian $H$, with a perturbation that is comparable to the local Trotter error. Therefore, the accuracy of the computed eigenvalues and phases should be connected to such error. The Trotter error, in terms of the operator norm, has been used as an upper bound on the perturbation of the eigenvalues of the unitaries [13, 32, 29], which is useful to assess the overall gate complexity. Our analysis confirms this observation. We express the error in terms of the residual error $\delta$. For an inexact eigenvector, the residual error, unlike the overlap with an exact eigenvalue, is computable. For approximate unitary operators, this error can be replaced by the local consistency error of a Trotter splitting scheme, which is proportional to $\tau^p$ with $\tau$ being the step size and $p$ being the order of accuracy. Our analysis also highlights the importance of the spectral gap $\Delta E$: Phase values that are well separated from others are much easier to compute. By taking into account the residual error, we prove a new bound: $t \geq n + \log \left(2 + \frac{\delta^2}{2\Delta E} \right)$.

Meanwhile, for a random Trotter scheme, such as the QDRIDFT method [12], and later extensions [27, 41], the analysis becomes more subtle: the modified Hamiltonian can be viewed as a Monte Carlo sampling of the Hamiltonian terms [27]. Although statistically, the random application of $U$ is accurate, one realization of such algorithms can only give a good approximation with certain probability that depends on the number of random steps. Finally, we point out that although we only consider the basic phase estimation algorithm, we expect that similar analysis can also be applied to improved methods, such as the statistical approach [54, 38], the Cosine tapering window approach [44], and the block encoding approach [22].

Throughout the paper, we will use the following notations. $\| \cdot \|$ denotes a vector norm, as well as the induced matrix norm. For each $N \in \mathbb{N}$, $[N] = \{1, 2, \cdots, N\}$. For a matrix $A$, we use $\sigma(A)$ to denote the set of eigenvalues. Since the eigenvalues appear as the phases, we let $\mu(A)$ be the set of phases and we restrict $\mu(A) \subset [0, 1)$. Furthermore, to compare two phase values $\omega_1$ and $\omega_2$, we follow the notation in [39, 11] and define

$$\text{dist}(\omega_1, \omega_2) := \min_{z \in \mathbb{Z}} |\omega_1 - \omega_2 + z|.$$

In particular, this distance is always bounded by 1/2.

It will also be useful to measure the distance between a phase value and
a subset of $\mu(A)$. Toward this end, we extend the previous definition: For a set $S \subset [0, 1)$, and $\omega \in [0, 1)$;

$$\text{dist}(\omega, S) := \min_{s \in S} \text{dist}(\omega, s).$$

(2)

Another useful tool is the Jordan’s inequality,

$$\sin(x) \geq \frac{2}{\pi} x, \quad \forall x \in [0, \frac{\pi}{2}].$$

(3)

## 2 The Phase Estimation Method

We consider the basic phase estimation algorithm [21][40]. This method starts with a quantum register with $t$ qubits, together with an input quantum state $|\psi\rangle$. Let

$$U = \exp (iH),$$

(4)

be the unitary operator associated with the Hamiltonian dynamics, the goal is to extract an eigenvalue of $H$. $H \in \mathbb{C}^{d \times d}$, $d$ represents the dimension of the quantum system. An ideal scenario is when $|\psi\rangle$ is an eigenvector associated with a phase value $E \in \mu(H)$,

$$H |\psi\rangle = 2\pi E |\psi\rangle, \quad \text{and} \quad U |\psi\rangle = e^{2\pi iE} |\psi\rangle.$$

(5)

$E \in [0, 1)$ will be referred to as an eigenphase of the unitary operator $U$.

The standard approach consists of applying the Hadamard gates, followed by an inverse quantum Fourier transform. Following the notations in [22], we divide the procedure into the following steps.

$$|\phi_0\rangle = |0^{\otimes t}\rangle |\psi\rangle,$$

(6)

$$|\phi_1\rangle = \frac{1}{2^{t/2}} \bigotimes_{k=0}^{t-1} (|0\rangle + |1\rangle) |\psi\rangle,$$

(7)

$$|\phi_2\rangle = \frac{1}{2^{t/2}} \bigotimes_{k=0}^{t-1} \left(|0\rangle + e^{2\pi i2^kE} |1\rangle \right) |\psi\rangle,$$

(8)

$$|\phi_3\rangle = \frac{1}{2^t} \sum_{k=0}^{2^t-1} \sum_{j=0}^{2^t-1} e^{2\pi i k(\xi - j/2^t)} |j\rangle |\psi\rangle.$$

(9)
The result from the second step can also be conveniently written in the computational basis as,

\[
|\phi_2\rangle = \frac{1}{2^{t/2}} \sum_{k=0}^{2^t-1} e^{2\pi ikE} |k\rangle |\psi\rangle.
\]  

Consequently \(|\phi_3\rangle\) follows from an inverse Fourier transform.

An analysis of the complexity has been shown in \([21, 40]\). The first step is to designate \(b \in [N]\) as an approximation of the eigenvalue, in the sense that

\[
0 \leq \nu := E - b/2^t \leq 2^{-t}.
\]  

The principal idea in the analysis is to express the state at the last step as,

\[
|\phi_3\rangle = \sum_{j=0}^{2^t-1} \alpha_j |(j+b)\text{mod} 2^t\rangle |\psi\rangle
\]  

In particular, we have the coefficients given by \([39]\),

\[
|\alpha_j| = \frac{|\sin 2^t \pi \beta_j|}{2^t |\sin \pi \beta_j|}, \quad \beta_j = \nu - \frac{j}{2^t}.
\]  

Let \(m\) be the measured outcome. The probability of \(m\) being close to \(b\) can be bounded by considering the coefficients,

\[
\mathbb{P}(|m-b| > \ell) \leq \sum_{-2^{-t+1} < j < -\ell} |\alpha_j|^2 + \sum_{\ell < j \leq 2^{t-1}} |\alpha_j|^2.
\]  

Here \(\ell\) is an integer. It has been shown in \([40]\) that,

\[
\sum_{-2^{-t+1} < j < -\ell} |\alpha_j|^2 + \sum_{\ell < j \leq 2^{t-1}} |\alpha_j|^2 \leq \frac{1}{2(\ell - 1)}.
\]  

Similar analysis, but in the context of amplitude amplification, has been done in \([11]\).

By setting \(\ell = 2^{t-n}\), the estimated phase will have accuracy within \(2^{-n}\). In addition, \(\epsilon = \frac{1}{2^{(t-1)}}\) on the right hand side of Eq. \((15)\) can be viewed as a bound for the failure probability. Combining these two equations, one obtains an estimate for the number of qubits \(t\), given a tolerance \(\epsilon\).
Theorem 2.1 (Nielsen and Chuang [40]). Assume that the initial state is \( |0^{\otimes t}\rangle |\psi\rangle \) with \( |\psi\rangle \) being the eigenvector of \( H \) associated with the eigenvalue \( 2\pi \mathcal{E} \). For any \( n \in \mathbb{N} \) and \( \epsilon > 0 \), the phase value \( \mathcal{E} \) can be obtained with error less or equal to \( 2^{-n} \) and with probability at least \( 1 - \epsilon \), if one chooses the number of qubits,

\[
t \geq n + \log \left( 2 + \frac{1}{2\epsilon} \right).
\]

One approach to improve the accuracy is to use amplitude amplification, where one works with a function \( f : \{0, 1, \ldots, 2^t - 1\} \rightarrow \{0, 1\} \). For the current problem, one can define \( f(j) = 1 \), if \( j = b \) and zero otherwise. Then the majority algorithm in [10] can improve the probability to \( 1 - 1/m \) by only repeating the algorithm \( O(\log m) \) times.

The first problem that comes up is that the input state \( |\psi\rangle \) is not an eigenvector. To gain insight, we express \( U \) in a spectral decomposition form,

\[
U = \sum_{m=1}^{d} e^{2\pi i \mathcal{E}_m} |\psi_m\rangle \langle \psi_m|.
\]

After applying the controlled-\( U \) gate, we find that,

\[
|\phi_2\rangle = \frac{1}{2^t/2} \sum_{k=0}^{2^t-1} \sum_{m=1}^{d} e^{2\pi ik \mathcal{E}_m} \langle \psi_m | \psi \rangle |k\rangle |\psi_m\rangle,
\]

\[
|\phi_3\rangle = \frac{1}{2^t} \sum_{k=0}^{2^t-1} \sum_{j=0}^{2^t-1} e^{-2\pi ikj/2^t} |j\rangle \sum_{m=1}^{d} e^{2\pi ik \mathcal{E}_m} \langle \psi_m | \psi \rangle |\psi_m\rangle.
\]

We extend the analysis from the previous section, by writing \( |\phi_3\rangle \) as follows,

\[
|\phi_3\rangle = \sum_{m=1}^{d} \sum_{j=0}^{2^t-1} \alpha_{j,m} (j + b \text{ mod } 2^n) |\psi_m\rangle,
\]

where we have defined the coefficients,

\[
\alpha_{j,m} = \sum_{k=0}^{2^t-1} e^{2\pi ik (\mathcal{E}_m - (b+j))/2^t} \langle \psi_m | \psi \rangle.
\]
Therefore, the problem is reduced to estimating the magnitude of \( \alpha_{j,m} \). Observing that this is also a geometric series, we rewrite them as,

\[
|\alpha_{j,m}| = \frac{|\sin 2^t \pi \theta_{j,m}|}{2^n |\sin \pi \theta_{j,m}|} |\langle \psi_m | \psi \rangle|,
\]

\[
\theta_{j,m} := \mathcal{E}_m - b - \frac{j}{2^t}.
\]  

(22)

Intuitively, when there is significant overlap between \(|\psi\rangle\) and \(|\psi_m\rangle\) for some \(m\), then the phase estimation method will obtain \(\mathcal{E}_m\) with high probability \([40]\). Unfortunately, such overlap is not accessible unless one diagonalizes the matrix \(H\), which is generally not practical. For a Hermitian matrix, a standard approach to examine whether a vector is close to being an eigenvector is to evaluate the residual error \([45]\).

**Lemma 1** \((45)\). Let \(H \in \mathbb{C}^{d \times d}\) be a Hermitian operator. Let \(a \in \mathbb{R}\), and \(|\psi\rangle \in \mathbb{C}^d\) with norm 1. Suppose that,

\[
\|H |\psi\rangle - a |\psi\rangle\| < \delta,
\]

for some \(\delta > 0\). Then there exists an eigenvalue \(E \in \sigma(H)\) with eigenvector \(|\chi\rangle\), such that \(|E - a| < \delta\). In addition, let

\[
\Delta E = \min_{\lambda \in \sigma(H), \lambda \neq E} \|a - \lambda\|.
\]

(23)

Then the overlap between the approximate and the exact eigenvectors satisfies the following bound,

\[
|\langle \psi | \chi \rangle|^2 \geq 1 - \frac{\delta^2}{\Delta E^2}.
\]

(24)

It is worthwhile to point out that \(\Delta E\) in Eq. \((23)\) characterizes the separation of \(E\) from the rest of the eigenvalues. In classical algorithms \([45]\), a small separation will typically cause large error in solving the eigenvalue problem, especially when eigenvectors are desired. The role of the spectral gap is also observed in the recent work on quantum algorithms for ground state preparations \([32, 31]\).

The lower bound in Eq. \((24)\) also implies, in terms of the spectral decomposition \((17)\), that

\[
\sum_{1 \leq m' \leq d \atop m' \neq m} |\langle \psi_{m'} | \psi \rangle|^2 \leq \frac{\delta^2}{\Delta E^2}.
\]

(25)
**Theorem 2.2.** Under the condition that \( \| H |\psi\rangle - a |\psi\rangle \| < \delta \) for some \( a \in [0,2\pi) \), and some sufficiently small \( \delta \). The quantum algorithm (6) – (9) returns an estimation within success probability \( 1 - \epsilon \) by using the number of qubits given by,

\[
t \geq n + \log \left( 2 + \frac{\delta^2}{2\epsilon \Delta E^2} \right).
\] (26)

This estimate generalizes the one obtain in Theorem 2.1 by incorporating the residual error and the eigenphase separation.

**Proof.** Following Lemma 1, let \( E_m \in \mu(H) \) such that \( |2\pi E_m - a| < \delta \). This index \( m \) is held fixed hereafter. Starting with Eq. (22), we choose \( b \) so that \( \delta_m := |2^{-t}b - E_m| \), and \( \delta_m \leq 2^{-t} \). We first observe that

\[
|\alpha_{j,m'}|^2 \leq \frac{1}{4(2^n \delta_m' - j)^2} |\langle \psi_m' | \psi \rangle|^2
\]

\[
\Rightarrow \sum_{m' \neq m} |\alpha_{j,m'}|^2 \leq \frac{1}{4(2^n \delta_m - j)^2} \frac{\delta^2}{\Delta E^2},
\]

\[
\Rightarrow \Pr (|m' - b| > \ell) \leq \frac{\delta^2}{2\Delta E^2(\ell - 1)}.
\]

In the second step, we have used the inequality (25). The rest follows from the proof of Theorem 2.1.

\( \square \)

**Remark 2.1.** One interesting scenario is when several phase values are clustered around \( E_m \) into a very small interval. In this case \( \Delta E \) is very small and the estimate given above is rather pessimistic. On the other hand, since we are only computing the phase values, rather than the eigenvectors, we can extend this analysis by including the multiple phase values: When the cluster size is less than \( 2^{-n} \), all the values in the cluster are good approximations. From this perspective, as indicated in Figure 1, \( \Delta E \) should be regarded as the distance between the small cluster and the rest of the phase values.

**Remark 2.2.** The residual error can be computed in advance, and it calculation can be done fairly efficiently when the Hamiltonian matrix is sparse. On the other hand, the calculation of the spectral gap is not as straightforward. One possible approach to probe the eigenvalue distribution is by computing the density of states (DoS) [30, 45].
Figure 1: An illustration of the phase separation: $\Delta E$ represents the separation of a small cluster of phase values around $E$ from the rest of the phase values.

3 Inexact Unitary Operators

Another important, but common, scenario is when the unitary operator can not be implemented exactly. For instance, the total Hamiltonian can be written as the sum of $L$ local Hamiltonians,

$$H = \sum_{\ell=1}^{L} h_{\ell}, \quad (27)$$

and one can assume that the unitary operator for each Hamiltonian term $h_{\ell}$ can be implemented exactly [33]. Such algorithms are known as Hamiltonian simulations, and they have been a rapidly growing area of interest [20, 42, 41, 7, 34, 36, 35, 12, 8, 41, 17, 47, 11, 2, 51]. Among the many methods that have been developed to approximate the unitary operator $U = \exp(iH)$, perhaps the simplest method is the Trotter splitting. One first regards the computation of $U$ as a time integration, and divides the time interval into $r$ segments, with step size

$$0 < \tau := 1/r \ll 1. \quad (28)$$

For each time integration, the unitary operator is approximated by,

$$\exp (i\tau H) \approx \prod_{j} \exp (i\tau c_{j} h_{j}), \quad (29)$$

where the product is composed of terms $\exp (i\tau c_{j} h_{j})$ with each $j \in [L]$ and each $c_{j}$ being a real coefficient. One such example is the second-order symmetric splitting,

$$\exp (i\tau H) \approx \exp \left( \frac{i\tau}{2} h_{1} \right) \cdots \exp \left( \frac{i\tau}{2} h_{L-1} \right) \exp (i\tau h_{L}) \exp \left( \frac{i\tau}{2} h_{L-1} \right) \cdots \exp \left( \frac{i\tau}{2} h_{1} \right) + O(\tau^{3}). \quad (30)$$
We denote the approximation in (29), applied repeatedly for \( r \) steps, simply by \( V \):

\[
V = \left( \prod_j \exp (i \tau c_j h_j) \right)^r.
\]

(31)

Since we are using an approximate unitary operator, we postulate the following standard local order condition [23],

\[
\| U^{1/r} |\psi\rangle - V^{1/r} |\psi\rangle \| \leq C \tau^{p+1},
\]

(32)

for some \( p \in \mathbb{N} \) and for any normalized wave function \( |\psi\rangle \in \mathbb{C}^d \). The constant \( C \) is independent of the step size \( \tau \). By using the fact that both \( U \) and \( V \) are unitary, one can extend (32) to,

\[
\| U^{k/r} |\psi\rangle - V^{k/r} |\psi\rangle \| \leq C k \tau^{p+1}, \quad \forall k \in \mathbb{N}.
\]

(33)

In particular,

\[
\| U |\psi\rangle - V |\psi\rangle \| \leq C \tau^p.
\]

Let us express \( V \) in a spectral decomposition form as well,

\[
V = \sum_{m=1}^{d} e^{2\pi i E_m} |\chi_m\rangle\langle \chi_m|.
\]

(34)

This draws a comparison of the spectral decomposition for the exact unitary (17) and the approximate one (34). We first show that the error bound (32) also implies a bound for the eigenphase approximation.

**Lemma 2.** Assume that the local error (32) is sufficiently small. Let \( |\psi\rangle \) be an eigenvector of \( H \) with eigenvalue \( 2\pi E \). Then we have the eigenvalue bound,

\[
\min_{1 \leq m \leq d} \text{dist}(\mathcal{E}, E_m) \leq \frac{1}{2} C \tau^p.
\]

(35)

Furthermore, the overlap follows the lower bound,

\[
|\langle \chi_m |\psi\rangle|^2 \geq 1 - \left( \frac{C \tau^p}{2 \Delta E} \right)^2.
\]

(36)

Here \( m \) is the integer where the minimum in Eq. (35) is achieved. \( \Delta E \) is defined as,

\[
\Delta E = \min_{m' \neq m} \text{dist}(E_{m'}, \mathcal{E}).
\]

(37)
Proof. We begin with the vectors,

\[ V^\dagger U |\psi\rangle - |\psi\rangle = \sum_{m=1}^{d} \left( e^{-2\pi i (E_m - \mathcal{E})} - 1 \right) |\chi_m\rangle \langle \chi_m | \psi \rangle, \]

\[ \implies \|U |\psi\rangle - V |\psi\rangle\|^2 = \sum_{m=1}^{d} |\langle \chi_m | \psi \rangle|^2 |\sin^2 \pi (E_m - \mathcal{E})| \]

\[ \geq \min_{1 \leq m \leq d} |\sin^2 \pi (E_m - \mathcal{E})| \geq 4 \min_{1 \leq m \leq d} \text{dist}(E_m, \mathcal{E})^2. \]

The last step follows from the orthogonality of the eigenvectors \(|\chi_m\rangle\) and the Jordan’s inequality (3). The error bound (35) can now be obtained by using the approximation error bound (32).

Let us fix the index \(m\) where the minimum is achieved. The second part of the theorem can be checked by observing that,

\[ \left( C_{\tau}^p \right)^2 \geq \|U |\psi\rangle - V |\psi\rangle\|^2 \]

\[ = \|V^\dagger U |\psi\rangle - |\psi\rangle\|^2 \]

\[ \geq \sum_{m' \neq m} \left| \langle \chi_{m'} | \psi \rangle \right|^2 |\sin^2 \pi (E_{m'} - \mathcal{E})| \]

\[ \geq \sum_{m' \neq m} 4 \left| \langle \chi_{m'} | \psi \rangle \right|^2 \Delta E^2, \]

\[ \implies \left| \langle \chi_m | \psi \rangle \right|^2 = 1 - \sum_{m' \neq m} \left| \langle \chi_{m'} | \psi \rangle \right|^2 \geq 1 - \left( \frac{C_{\tau}^p}{2 \Delta E} \right)^2. \]

\[ \square \]

In light of the similar lower bounds (24) and (36), we conclude that:

**Theorem 3.1.** Suppose that an approximate Hamiltonian method \(V\) is implemented in the phase estimation algorithm. Under the condition that (32) is small enough, the quantum algorithm returns an estimation with error less or equal to \(2^{-n}\) and with success probability at least \(1 - \epsilon\), using at most \(t\) qubits

\[ t > n + \log \left( 2 + \frac{(C_{\tau}^{p+1})^2}{2 \Delta E^2 \epsilon} \right). \]

(38)

Here \(\Delta E\) is defined in (37).
Remark 3.1. If we simply combine (24) and (36), we would get a $\tau^p$ term in the estimate (38), rather than $\tau^{p+1}$. The slightly improved estimate is obtained by observing that the Trotter error (33) did not play a direct role in the analysis. Instead, the error is represented by the overlap of the vectors (36). In the case when the approximation $V$ is composed of repeated one-step approximation, i.e.,

$$V = (V^{1/r})^r,$$

where $V^{1/r}$ corresponds to an approximation of $\exp(i\tau H)$, such as the one in (30), the analysis can start with the one-step error, $V^{1/r} - U^{1/r} = O(\tau^{p+1})$. Therefore, in the estimate (38), one can improve $p$ to $p+1$.

By setting $\delta = C \tau^p$, this estimate coincides with that in Theorem 2.2.

By neglecting the constants in the logarithmic function, and the fact that $\tau = 1/r$, we can further estimate $t$ as follows,

$$t \approx n + \log \frac{1}{\Delta E^2 r^2 \epsilon^2}.$$

This can be used as a guideline to choose the step number $r$,

$$r \geq \frac{n \epsilon^2}{\Delta E^2 \epsilon^2}.$$

4 Random Unitary Approximations

Another interesting framework in Hamiltonian simulations is to approximate the unitary operator by a random sampling. An implementation of this algorithm, known as the QDRIFT method [12, 41], can be described as follows. First we construct a discrete probability for sampling individual Hamiltonian terms,

$$p_{\ell} = \frac{\|h_{\ell}\|}{\lambda}, \ell = 1, 2, \ldots, L \quad \lambda := \sum_{\ell=1}^{L} \|h_{\ell}\|.$$

Then, for each step of the approximation, one picks a Hamiltonian term $h_{\ell}$ with probability $p_{\ell}$, and let $W_j = \exp(i\tau h_{\ell}/p_{\ell})$. Notice that the index $\ell$ is random. The result of repeating this approximation $r$ times is a product form, given by,

$$U \approx V_r, \quad V_r = W_r W_{r-1} \cdots W_1.$$
By using a Taylor expansion, Campbell \[12\] showed that on average, this approximation is consistent, in the sense that the one step error is at most $O(\tau^2)$ \[23\]. The most appealing aspect of this type of methods is that at each step, only one Hamiltonian term needs to be implemented. On the other hand, it is also possible to draw several Hamiltonian terms at each step, or treat some dominant terms always in a deterministic manner. These generalizations can improve the statistical accuracy by reducing the variance \[27\].

To abstract out the specific details of the sampling methods, we simply consider a formalism where $\{W_\gamma\}_{\gamma \geq 0}$ are random, matrix-valued variables. In addition, they are independent and identically distributed (i.i.d.) unitary matrices.

To ensure that such $V_\gamma$ is consistent with $U$ on average, we make the first assumption that, for some integer $q > 1$, the one-step error is bounded by,

$$
\| (W - U^{1/\tau}) |\psi\rangle \| \leq C \lambda^2 \tau^q, \quad W := E[W]. \tag{43}
$$

The constant $C$ is independent of $\tau$. The order condition ensures the statistical consistency of the random approximation. For instance, the analysis of \[16\] revealed an error bound of $O(\lambda^2 \tau^2)$ with $\lambda$ from \[41\]. In particular, $\lambda^2$ represents the variance of the importance sampling of the Hamiltonian terms \[27\]. In this case, we can set $q = 2$. Due to independence,

$$
V = E[V_\gamma] = E[W]^r \tag{44}
$$

Thus, a simple extension of this error bound is, for each $k \in \mathbb{N}$,

$$
\left\| (V^{2^k} - U^{2^k}) |\psi\rangle \right\| \leq C r 2^k \lambda^2 \tau^q. \tag{45}
$$

However, this error grows rather quickly, and we will rely on a concentration inequality instead, as shown below.

We now apply \[12\] to the phase estimation method, and in particular, for each qubit in the first quantum register, we replace $U^{2^k}$ by $Q_k$ which is defined as,

$$
Q_k = \prod_{j=1}^{r^{2^k}} W_j. \tag{46}
$$

The basic idea is to separate the matrix $V_\gamma$ into its mean $\overline{V}_r$ \[44\]. Following \[34\], one can express $\overline{V}_r$ in a spectral decomposition form with eigenvectors
$|\chi_m\rangle$ associated with phase values $E_m$. In light of the mean error bound (43), the eigenvectors of $V_r$, according to Lemma 2 have overlap with those of $U$. After applying the controlled-$U$ gates, we find that,

$$|\phi_2\rangle = |\hat{\phi}_2\rangle + |\tilde{\phi}_2\rangle,$$

$$|\hat{\phi}_2\rangle = \frac{1}{2^{t/2}} \sum_{k=0}^{2^t-1} \sum_{m=1}^{d} e^{2\pi i k E_m} \langle \psi_m | \psi \rangle |k\rangle,$$

where we have denoted the two terms on the right hand side by $|\hat{\phi}_2\rangle$ and $|\tilde{\phi}_2\rangle$, respectively. In particular, $|\hat{\phi}_2\rangle$ is the quantum state when the $U$ is replaced by $V$ in the PEA. Similar to the Trotter approximation, this is a deterministic approximation. In light of Lemma 2 and Eq. (43), we still have the estimate for the overlap (when $E_m$ is the closest to the exact phase value),

$$|\langle \chi_m | \psi \rangle|^2 \geq 1 - \left( \frac{C \lambda^2 r^q}{2\Delta E} \right)^2.$$  \hspace{1cm} (49)

This part is the same as the analysis in Theorem 3.1.

On the other hand, $|\tilde{\phi}_2\rangle$ can be regarded as a fluctuation. Due to the independence of the random matrices, $|\tilde{\phi}_2\rangle$ has zero mean. More importantly, the product of the random unitary matrices has a tendency to concentrate around the mean. Toward this end, we define $f = 2\text{Re} \langle \hat{\phi}_2 | \tilde{\phi}_2 \rangle$. Since $|\hat{\phi}_2\rangle$ is deterministic, one has $E[f] = 0$. Therefore a concentration inequality would provide the probability of $f$ being close to zero. Furthermore, the fact that both $|\hat{\phi}_2\rangle$ and $|\phi_2\rangle$ are unit vectors implies that $\langle \hat{\phi}_2 | \tilde{\phi}_2 \rangle = -f$, and this can be used to estimate the success probability of obtaining $|\hat{\phi}_2\rangle$ in (47). To proceed in this direction, we rewrite (47) as,

$$|\phi_2\rangle = \eta |\hat{\phi}_2\rangle + |\hat{\phi}_2^\perp\rangle, \hspace{1cm} \eta = \langle \hat{\phi}_2 | \phi_2 \rangle$$

where $|\hat{\phi}_2^\perp\rangle$ is regarded as a ‘garbage’ state. In order to apply the analysis in Theorem 3.1 to $|\hat{\phi}_2\rangle$ and obtain a similar result, we enforce the event $|\eta|^2 > 1 - \epsilon$, with large probability. To fulfill this condition, we notice from

$$|\langle \chi_m | \psi \rangle|^2 \geq 1 - \left( \frac{C \lambda^2 r^q}{2\Delta E} \right)^2.$$  \hspace{1cm} (49)

This part is the same as the analysis in Theorem 3.1.

On the other hand, $|\tilde{\phi}_2\rangle$ can be regarded as a fluctuation. Due to the independence of the random matrices, $|\tilde{\phi}_2\rangle$ has zero mean. More importantly, the product of the random unitary matrices has a tendency to concentrate around the mean. Toward this end, we define $f = 2\text{Re} \langle \hat{\phi}_2 | \tilde{\phi}_2 \rangle$. Since $|\hat{\phi}_2\rangle$ is deterministic, one has $E[f] = 0$. Therefore a concentration inequality would provide the probability of $f$ being close to zero. Furthermore, the fact that both $|\hat{\phi}_2\rangle$ and $|\phi_2\rangle$ are unit vectors implies that $\langle \hat{\phi}_2 | \tilde{\phi}_2 \rangle = -f$, and this can be used to estimate the success probability of obtaining $|\hat{\phi}_2\rangle$ in (47). To proceed in this direction, we rewrite (47) as,

$$|\phi_2\rangle = \eta |\hat{\phi}_2\rangle + |\hat{\phi}_2^\perp\rangle, \hspace{1cm} \eta = \langle \hat{\phi}_2 | \phi_2 \rangle$$

where $|\hat{\phi}_2^\perp\rangle$ is regarded as a ‘garbage’ state. In order to apply the analysis in Theorem 3.1 to $|\hat{\phi}_2\rangle$ and obtain a similar result, we enforce the event $|\eta|^2 > 1 - \epsilon$, with large probability. To fulfill this condition, we notice from
and (50) that
\[
|\eta| = |1 + \langle \tilde{\eta}_2 | \tilde{\phi}_2 \rangle| \geq 1 - \left| \langle \tilde{\phi}_2 | \tilde{\phi}_2 \rangle \right| \geq 1 - \sqrt{\langle \tilde{\phi}_2 | \tilde{\phi}_2 \rangle} = 1 - |f|^{1/2}.
\]

In light of this, we will analyze the probability that,
\[
|f| < \epsilon^2/4, \tag{51}
\]
which implies that $|\eta|^2 > 1 - \epsilon$.

Overall, $f$ can be regarded as a function of the random matrices $W_1, W_2, \ldots, W_{r2^t-1}$. We first notice that, in the $j$th application of the random algorithm $W_j$, if a different Hamiltonian is selected, then the error is at most \[27, \]
\[
\|W_j - W_j'\| \leq 2\lambda \tau, \quad \forall 1 \leq j \leq r2^{t-1},
\]
where we have used $W'$ for the unitary operator that corresponds to a different sample of the Hamiltonian terms. Due to the unitary property, this implies that for each $0 \leq k < t$, the controlled-$U$ operator has a perturbation with the same bound,
\[
\|W_{r2^k} \cdots W_{j+1}W_{j-1} \cdots W_1 - W_{r2^k} \cdots W_{j+1}W'_jW_{j-1} \cdots W_1\| \leq 2\lambda \tau. \tag{52}
\]

If we further denote the resulting function value (by substituting one $W_j$ in the $k$th step of the controlled-$U$ gate) by $f'$, then we have the following rough bound by using triangle inequality and $\tau = 1/r$,
\[
|f - f'| \leq 2\lambda \tau \Rightarrow \sum_{j=1}^{r2^{t-1}} |f - f_j'|^2 \leq 2^{t+1}r\lambda^2 \tau^2 = 2^{t+1} \lambda^2 / r.
\]

This observation can be used to invoke the McDiarmid inequality \[37, \] showing that, for any $\nu > 0$,
\[
P(|f| > \nu) < \exp\left( - \frac{r\nu^2}{2t+1\lambda^2} \right). \tag{53}
\]

To maintain an overall success probability of $1 - \epsilon$, we set
\[
\epsilon \geq 2 \exp\left( - \frac{r\nu^2}{2t+1\lambda^2} \right),
\]
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which yields a lower bound for \( r \),

\[
r \geq 2^{t+1} \lambda^2 \log \frac{\epsilon}{\nu^2}.
\]

(54)

Such type of lower bounds have also been obtained in [17, 27] as a gate complexity estimate. The term \( 2^t \) can be viewed as the time duration of the Hamiltonian simulation.

To apply the inequality (53) to (51), we set \( \nu = \epsilon^2 / 4 \), which changes the bound (54) to,

\[
r \geq 2^{t+5} \lambda^2 \log \frac{2}{\epsilon}.
\]

(55)

Thus increasing \( t \) also has an effect on the number of steps \( r \). The scaling \( \epsilon^{-4} \) seems to be more restrictive than the scaling from the deterministic method (40). On the other hand, the random algorithm only involves one Hamiltonian term at each time step.

Collecting these results, we have the estimate on \( t \).

**Theorem 4.1.** The quantum algorithm using random unitaries returns an estimation with error less or equal to \( 2^{-n} \) and with success probability at least \( 1 - \epsilon \) using \( t \) qubits with \( t \) in the following range:

\[
\log \frac{r \epsilon^4}{\lambda^2 \log \frac{2}{\epsilon}} - 5 \geq t \geq n + \log \left( 2 + \frac{C^2}{2\Delta E^2 r^2 \epsilon} \right).
\]

(56)

A finite range for \( t \) can always be found by increasing \( r \), since the upper bound is an increasing function of \( r \), and the lower bound decreases with \( r \).
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