Universal dynamic scaling in chemical reactions at and away from equilibrium
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Physical kinetic roughening processes are well known to exhibit universal scaling of observables that fluctuate in space and time. Are there analogous dynamic scaling laws that are unique to the chemical reaction mechanisms available synthetically and occurring naturally? Here, we formulate two complementary approaches to the dynamic scaling of stochastic fluctuations in thermodynamic observables at and away from equilibrium. Both analytical expressions and numerical simulations confirm our dynamic scaling ansatz with their associated exponents, functions, and laws. A survey of common chemical mechanisms reveals classes that organize according to the molecularity of the reactions involved, the nature of the reaction vessel and external reservoirs, (non)equilibrium conditions, and the extent of autocatalysis in the reaction network. Coupled reactions capable of chemical feedback can transition, sometimes sharply, between these classes with the variation of experimental parameters such as temperature. While path observables like the dynamical activity have scaling exponents that are time-independent, fluctuations in the entropy production and flow can have time-dependent scaling exponents and self-averaging properties as a result of temporal correlations that emerge during thermodynamically irreversible processes. Altogether, these results establish dynamic universality in the nonequilibrium fluctuations of thermodynamic observables for well-mixed chemical reactions.
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I. INTRODUCTION

Chemical reaction mechanisms have the functionality and the diversity to create materials, synthesize medications, and sustain life. These kinetic mechanisms can be difficult to classify, however, in part because of this diversity and, in part, because of their nonequilibrium nature. By contrast, it is well known in statistical physics that seemingly unrelated physical phenomena, from sandpiles to earthquakes, can share universal laws when we change the time and length scale of our observation [1, 2]. Moreover, simulations of and experiments [3–6] on growing interfaces have shown that concepts of scaling and universality can apply beyond equilibrium critical phenomena to systems driven out of equilibrium [7]. Despite this progress for physical phenomena, it is unclear whether there are complementary dynamic scaling laws for chemical reactions at and away from equilibrium.

Universal scaling behavior has been found in biochemical networks [8], the stochastic exponential growth and division of bacterial cells [9, 10], the growth of human cancers [11], and dissipative self-assembly [12]. Formal analogies have expanded the scope of kinetic roughening theory [13, 14] even further by treating the fluctuations of mathematical functions as surrogates for the physical interface [1]. Examples include biological systems such as DNA [15], complex networks [16], crude oil prices [17], heartbeat signals [18], strongly interacting gases [19], and material fracture [20]. Applying this idea to the Lyapunov exponents of dynamical systems, for example, has revealed that the leading Lyapunov vector of extended dissipative dynamical systems [21–24] falls within the Kardar-Parisi-Zhang universality class [25]. Hamiltonian dynamical systems show anomalous non-KPZ behavior; long-range correlations can cause the fluctuations in finite-time Lyapunov exponents in these systems to self-average weakly [26, 27] and even diverge [28]. These results highlight not only the breadth of kinetic roughening theory but also how dynamical mechanisms can influence universal behavior. Given the diversity of chemical transformations, they also motivate a deeper look at the dynamic scaling and potential universality classes of chemical reactions.

Chemical reactions are dynamic phenomena involving transformations of energy, which makes the fluctuating observables of stochastic thermodynamics good candidates for an analogy with surface roughening. In the framework of stochastic thermodynamics [29–31], quantities, such as heat, work, and entropy, can be treated at the level of individual, fluctuating trajectories. Nonequilibrium fluctuations are known to obey strong relations, including fluctuation theorems and thermodynamic uncertainty relations [32–34], some of which can be cast as thermodynamic speed limits [35–39]. Here, we show the fluctuations of thermodynamic observables also sat-
isay dynamical scaling hypotheses in well-mixed chemical reaction systems. We do this by analyzing the nonequilibrium fluctuations in stochastic thermodynamic observables of a broad set of elementary and coupled chemical reactions evolving at and away from equilibrium. Numerical and analytical agreement with our scaling hypotheses suggest the universality of fluctuations in dynamical observables. The corresponding scaling exponents do not depend on the microscopic details of the system or the nature of the chemical species. In some cases, the exponents are independent of the reactions conditions such as temperature or whether the reaction vessel is open or closed to the flux of matter. Our approach enables us to divide chemical kinetic processes into classes according to the values of these characteristic scaling exponents.

II. MODELS AND METHODS

A. Model chemical-reaction systems

To model chemical systems of coupled reactions, we adopt a standard framework at the mesoscopic level: we consider well-mixed chemical populations of finite number in a reaction vessel with volume $V$. Each chemical system we consider is composed of $n$ chemical species $X := \{X_1, X_2, \ldots, X_n\}$ with $X_k$ representing the number of molecules of the $k$th species at a time $t$. These species can undergo a total of $m$ reactions, each reaction having a stoichiometric or state-change vector $\nu_j \in \mathbb{R}^n$ whose $i$th element is the change in the number of $X_i$ molecules caused by the $j$th reaction. The evolution of the entire mixture is governed by the chemical master equation [40], which for the time evolution of the probability distribution, $P(X, t)$, is:

$$\frac{dP(X, t)}{dt} = \sum_{j=1}^{m} [a_j(X - \nu_j)P(X - \nu_j, t) - a_j(X)P(X, t)].$$

(1)

This equation of motion can be solved numerically with the finite-state projection method [41, 42], thresholding [43], and the stochastic simulation algorithm [44].

To extract scaling laws and scaling exponents, we use stochastic simulations of the chemical kinetics, kinetic Monte Carlo using the Doob-Gillespie algorithm [45–47]. This algorithm generates an ensemble of realizations that represent the solution to the master equation in the infinite sample limit [48, 49]. Each realization represents the composition (number of molecules of each chemical species) of a mixture of $N$ molecules in a volume $V$ evolving over time. That is, the mixture advances through a time-ordered sequence of chemical compositions $\hat{X}(t)$ by way of chemical reaction events with exponentially-distributed waiting times [50]. In the results that follow, we simulate a wide range of reactions for varying rate parameters, temperature, and initial number of reactants for each reactive system of interest keeping volume, $V$ fixed.

The simulations require a chemical mechanism (the elementary reaction and their associated rate constants) and experimental conditions, such as volume, temperature, and initial number of molecules. Along a stochastic trajectory of the mixture, each reaction occurs in an infinitesimal time interval $[t, t + dt]$ with probability $a_j(X(t))dt$. The propensity function, $a_j(X(t))$, depends on the molecularity $b$ of the reaction. For example, unimolecular reactions, $A \rightarrow \emptyset$, have a propensity $c_j A \rightarrow \emptyset (t)$ with stochastic rate constant $c_j \propto 1$; bimolecular reactions, $A + B \rightarrow \emptyset$, have a propensity $c_j A \rightarrow \emptyset (t)X_B(t)$ with $c_j \propto 1/V$. The rate constants $k_j$ of each reaction are related to the stochastic rate constant $c_j$ through combinations of the volume and Avogadro’s number $N_A$ that depend on the reaction molecularity. For example, for a second-order reaction, the relation is $c_j = k_j/N_AV$ [50].

B. Stochastic thermodynamics and kinetics

Fluctuations in several thermodynamic observables fit within the scaling theory we present here. For example, the number of configuration changes in the reaction mixture over a given time interval is a common measure of the lability of the dynamics through configuration space (of chemical compositions) [51]. This “dynamical activity” for each stochastic trajectory $\hat{X}(t)$ is the number of reactions occurring in a mixture of $N$ molecules over an observation time $t$: $K(x, N, t) := K[\hat{X}(t)]$. For other model systems, this counting observable has revealed dynamical phase transitions [52]. And, even for the well-mixed reaction vessels, we consider here, its distribution over trajectory ensembles is not necessarily Poissonian.

Others have analyzed the stochastic thermodynamics of chemical reaction networks [53–57]. Complementing this work, we also look at the entropy flow, which for systems that are local detailed balanced, is directly related to the heat dissipated to or absorbed from surroundings. The action functional [58] along the path,

$$Q_s(x, N, t) = \sum_{i=0}^{K-1} \ln \frac{a_j[X(t_i) \rightarrow X(t_i) + \nu_j]}{a_j[X(t_i) + \nu_j \rightarrow X(t_i)]},$$

(2)

is often interpreted as the integrated “entropy flow” $-\Delta s_e = Q_s(x, N, t)$ resulting from the exchange of entropy with the surroundings [54, 59]. This interpretation follows from the decomposition of the entropy change for the system along the path,

$$\Delta s = \Delta s_t + \Delta s_e = -\ln \frac{P[X(t_f)]}{P[X(t_0)]},$$

(3)

into contributions from the entropy flow and the “entropy production” internal to the system $\Delta s_i$ [54, 59]. We will focus more on the entropy flow here. This partitioning also applies to ensemble averages in stochastic thermodynamics where for detailed balanced systems the entropy
production, $\Delta S_t$ is non-negative and vanishes at thermodynamic equilibrium, a statement of the second law of thermodynamics, $\Delta S_t \geq 0$ [31].

The entropy production and flow decompose into observables used in information theory and dynamical systems using the branching observables for forward paths

$$Q_+(x, N, t) = \sum_{i=0}^{K-1} \ln \frac{a_j [X(t_i) \rightarrow X(t_{i+1}) + \nu_j]}{a[X(t_i)]}$$

and their conjugate reverse

$$Q_-(x, N, t) = \sum_{i=0}^{K-1} \ln \frac{a_j [X(t_i) + \nu_j \rightarrow X(t_{i+1})]}{a[X(t_i)]} + \ln \frac{a[X(t_K)]}{a[X(t_0)]}.$$

At steady-state, the trajectory-average is related to the dynamical entropy per unit time $h_{KS}(N) = -\lim_{t \to \infty} \langle Q_+ \rangle / t$ in information theory and the Kolmogorov-Sinai entropy rate in dynamical systems theory [52, 60]. These observables measure the degree of branching along a particular forward (reverse) stochastic path. Together, $-\Delta s_e = Q_s = Q_+ - Q_-$ [52] they are the integrated entropy flow, the entropy exchanged between the reaction vessel and the surroundings [61].

To illustrate our approach, Fig. 1(a) shows the dynamical activity (cumulative number of reactions) for an ensemble of stochastic simulations of unimolecular decay $A \rightarrow B$ in a closed container. Initially, the mixture consists of only A. The mixture evolves to an absorbing state in which only B is in the reaction vessel on a timescale set by the stochastic rate constant $c^{-1}$. Here, the value of $K(x, t)$ across the ensemble of trajectories is an abstraction of a rough physical surface. Clearly, though, the path observables we consider are not extensive in time for all reactions or reaction conditions and the “surface” may not roughen indefinitely.

In what follows, we will draw on the analogy with the statistical evolution of these rough surfaces and analyze the finite-size scaling of the dynamic behavior of fluctuations in the activity, branching observables, and entropy flow/production. Specifically, we analyze the dependence of these cumulative properties of the $x$th trajectory, $A(x, N, t) := A[X_x(t)]$ on the system size (as measured by the total number of molecules). Within this conceptual framework, we demonstrate two complementary types of scaling for the mean and variance of these observables for both simple and complex chemical reactions.

### III. DYNAMIC SCALING WITH INTRINSIC REACTION TIMESCALE (TYPE I)

#### A. Dynamic scaling ansatz

To characterize the statistical evolution of an ensemble of $M$ statistically-independent trajectories, we analyze the average:

$$h_A(N, t) = \langle A(N, t) \rangle = M^{-1} \sum_x A(x, N, t).$$

And to quantify fluctuations about this mean across the trajectory ensemble, we use the variance,

$$w_A^2(N, t) = M^{-1} \sum_x [A(x, N, t) - h_A(N, t)]^2,$$

which depends on time and the number of $N$ molecules in the volume $V$ at $t = 0$. These moments are the basis...
for our development of scaling relationships and chemical universality classes. For a fixed reaction volume that is large compared to molecular length scales, our dynamic scaling ansatz for the mean $h_A$ and variance $w_A$ of trajectory-level thermodynamic observables is:

$$h_A(N, t) \sim N^\gamma f_A(\kappa t N^\zeta),$$
$$w_A^2(N, t) \sim N^\zeta g_A(\kappa t N^\zeta).$$

The scaling functions of the mean $f_A$ and the variance $g_A$ are different in most of the reactions we consider. Their three characteristic exponents are:

(i) The wandering exponent $\gamma$ is a measure of the self-averaging property of the observable [62]. A $\gamma > 0$ implies that the relative fluctuations of $A$ decay as $w_A^2/h_A^2 \sim N^{-\gamma}$ with increasing numbers of molecules for all times. Most, but not all, of the observables we consider here are system-size extensive with $\gamma = 1$ for their mean and their variance. Observables that are system-size intensive and self-average, however, will have a wandering exponent of 0 for their mean and $-1$ for their variance.

(ii) The dynamic exponent $\zeta$ is specific to the chosen reaction. For a given reaction, we define a characteristic timescale as the time between reaction events: $t_c := N/\sum_j a_j(0)$, with the total propensity $N^{-1} \sum_j a_j(0)$ per molecule. This exponent determines the system size dependence of the characteristic time $t_c \sim 1/\kappa N^\zeta$. For mechanisms with any number of reactions, provided they have the same molecularity $b$, the exponent is $\zeta = b - 1$. The value of $\zeta$ is the same for both mean and variance. When $t \approx t_c$, $f_A \sim O(1)$ and $g_A \sim O(1)$ so that $h_A(N, t_c) \sim N^{\gamma}$ and $w_A^2(N, t_c) \sim N^{\zeta}$. The dynamic exponent $\zeta$ accounts for the system size dependence of the time between reaction events; increasing $N$ decreases the time between reactions.

The parameter $\kappa$ is a constant specific to the particular reaction that makes $t/t_c = \kappa t N^\zeta$, dimensionless, App. A. For example, it is the stochastic rate constant $c$ in the case of unimolecular decay, $A \rightarrow B$.

(iii) The growth exponent $\delta$ determines the power law growth of the scaling functions. We find $f_A$ and $g_A$ for the mean and variance go as $(\kappa t)^\delta$ for the activity, $-Q_+$, and $-Q_-$. These scaling functions hold at all times for reactive systems at equilibrium and nonequilibrium stationary states and at early times for systems transiently relaxing to stationary states. The well-mixed chemical systems here all have $\delta = 1$ for the mean and variance, reflecting initial Poisson growth.

We have examined this first scaling ansatz for reactive systems at equilibrium, transiently relaxing to equilibrium, and at nonequilibrium steady-state. It holds for $K$, $Q_+$, $Q_-$, and under some circumstances for $Q_c$. Moreover, the exponents $\gamma$, $\zeta$, and $\delta$ are related through $\gamma/\delta = \zeta = b + 2$. For bimolecular reaction systems, it becomes $\zeta = \gamma/\delta$, which is similar to the Family-Vicsek scaling law in surface roughening, $z = \alpha/\beta$.

**B. Example: Unimolecular decay**

As an illustration of the nonequilibrium scaling ansatz, again consider the irreversible reaction $A \rightarrow B$ in a closed reaction volume, Fig. 1. Initially, the vessel contains only A and at a sufficiently long time later, it contains only B. This reaction is an event-modulated Poisson process with a propensity $a(x \rightarrow x + \nu) = cX_A(t)$ that decreases over time. At early times, we find both the mean and fluctuations in the activity grow as the mixture, initially all reactant, becomes more chemically heterogeneous, Fig. 1. But at long times, as the population of A is depleted, the mean saturates and the fluctuations are suppressed.

As in physical roughening, statistical correlations in the activity across the trajectory ensemble are the mechanism generating the onset of a new regime of behavior, Fig. 1(a). Unlike physical roughening, however, the late time behavior in this reaction process is smoothing instead of saturation. In fact, our numerical data agrees with the exact expression for the mean activity, $h_K(N, t) = N(1 - e^{-ct})$, which goes as $Nct^\delta$ when $t < c^{-1}\ln 2$ and saturates at $N$ when $t \gg t_x = c^{-1}\ln 2$, Fig. 1(b).

Fluctuations in the dynamical activity from numerical simulations also agree with the exact expression, $w_K^2(N, t) = N e^{-ct} (1 - e^{-ct})$, Fig. 1(d). Using $e^{-ct} = 1 - ct + O(ct)^2$ for $ct \ll 1$, there is power law growth $w_K^2(N, t)/N^\zeta \sim (ct)^\delta$ with $\delta = 1$. Fluctuations grow to the value $w^2(N, t_x) = N/4$ at the crossover time $t_x = c^{-1}\ln 2$, after which they die out. The scaling function is:

$$g_K^{A \rightarrow B} = e^{-ct} (1 - e^{-ct}) \sim \begin{cases} (ct)^\delta & \text{if } t < t_x \\ 1/4 & \text{if } t = t_x \\ e^{-ct} & \text{if } t > t_x. \end{cases}$$

The correlations across the “surface” are apparent in $h_K$ and $w_K^2$, Fig. 1(a). They are caused by the irreversibility of the reaction and the conserved number of molecules $N$. While the nature of the correlations is different, the result is reminiscent of ballistic deposition where the interfacial width saturates because of lateral correlations that develop from finite system size and irreversible particle deposition [1].

From our exact expressions and numerical data, the mean and variance of the dynamical activity $K$ are system size extensive such that $\gamma = 1$. With the molecularity $b = 1$, the exponential arguments above give $\zeta = 0$. Fig. 1 shows the initial power law growth of the scaling functions as $t^\delta$ with $\delta = 1$. With these exponents, scaling $w_K^2 \rightarrow w_K^2/N^\gamma$ ($h_K \rightarrow h_K/N^\gamma$) gives data collapse for a given stochastic rate constant $c$, Figs. 1(c, e). Together these results suggest $\gamma = \delta = 1$, $\zeta = 0$, and the definition of the crossover time $t_x = c^{-1}\ln 2$. We can then conclude that the dynamic scaling ansatz in Eq. 7 holds for the dynamical activity of any unimolecular, irreversible reaction, regardless of the nature of the reactant A or product B.
FIG. 2. Effect of experimental conditions and the reaction reversibility on the scaling function of a bimolecular, autocatalytic reaction. Activity fluctuations $w^K_2(N,t)$ as a function of time when the reaction is (a) irreversible in a vessel that is open A+B→2B (IO), (b) reversible in a closed reaction vessel and at dynamic equilibrium, A+B=2B (RC), and (c) irreversible in a closed vessel A+2B→2B (IC). In all cases, $c = 1/10$ (green), 1 (black), and 10 (blue), with a reverse rate constant of one for RC conditions and $N = 10^2, 10^4, 10^6, 10^8$, and $10^{10}$. (d) Scaling fluctuations $w^K_2(N,t)/N^\gamma$ and time $t/t_c = \kappa t N^\zeta$ collapses data at all times. The scaling function $g_K$ depends on both the reaction reversibility and molecularity and the experimental conditions, behaving as $g_K \sim t^d$ at all times for RC conditions and at early times otherwise.

For this reaction, we have focused on the dynamical activity because its mean and variance as a function of time can be found analytically. The scaling exponents follow immediately from the exact expressions for $h_k$ and $w^K_2$. However, because there are only A→B transitions, the observables $Q_+$ and $Q_-$ are less useful. There is no branching along stochastic trajectories, only one path is possible, and the only randomness is in the stochastic time sequence of A→B events; hence, $Q_+$ is zero for all times. Because of the irreversibility of this reaction, $Q_-$ is undefined. The entropy flow $Q_s$ diverges because of the violation of detailed balance at the stationary state. These observables are still of interest, however, for larger reaction mechanisms, provided the mechanism supports a stationary state with detailed balance.

With the dynamical activity, this example of unimolecular decay also illustrates another layer of universality. When the reaction vessel is thermostatted, the stochastic rate constant in $t_c$ is a function of temperature, $\kappa = c(T)$. Scaling time $t \rightarrow t/t_c = \kappa t N^\zeta$ by the characteristic time, $1/c N^\zeta$, gives further data collapse of the fluctuations in activity at different temperatures, Fig. 1 (insets). Therefore, we can strengthen our conclusion: not only does the dynamic scaling ansatz in Eq. 7 holds for any unimolecular, irreversible reaction regardless of the nature of A and B, it also holds for a reaction vessel at any temperature.

C. Family-Vicsek form of the scaling function and analogy with kinetic roughening

This scaling ansatz, which we will show below holds generally, has features in common with the physical process of surface roughening where the interfacial width is used to analyze the formation and growth of the surface morphology [1]. For each observable we consider, there is an analogy between chemical kinetics and physical surface roughening phenomena: each reaction along a trajectory adds to the height of the $x$th simulation column; Fig. 1(a) shows the surface for the cumulative reaction count. As our notation suggests, the mean of thermodynamic observables can be considered the “height” of the “surface” and their variance as the “interfacial roughness”. Taking this analogy a step further for the activity, we can put the scaling relation into the form of the well-known Family-Vicsek relation [63, 64]. Let the initially $N$ molecules exclude a volume $L^d$ with $d$ spatial dimensions of length $L$; while we generalize here, $d = 3$ in all the data we report. We define the “roughness” exponent as $\alpha' := d\gamma$ and dynamic exponent as $z' := -d\zeta$ such that $z' \leq 0$; similar algebraic relationships between the $\alpha$ and $\gamma$ are known for Lyapunov exponents [28]. With these definitions, our ansatz takes the Family-Vicsek form: $h_A(L,t) \sim L^\alpha f_A(\kappa t/L^z)$ and $w^K_2(L,t) \sim L^\alpha g_A(\kappa t/L^z)$.

An important difference with the Family-Vicsek scaling function is that the scaling functions for chemical reactions do not tend to saturate like those in physical surface roughening. The cause of this difference is our chosen observables, the reaction mechanisms, and the characteristic timescale, all of which motivate different scaling exponents. The scaling functions $f_A$ and $g_A$ depend on both the nature of the chemical reaction (reversibility, molecularity) and the chosen experimental reaction conditions (open, closed), Fig. 2. As a consequence, the scaling law is $\alpha' = d\gamma$ and dynamic exponent as $z' := -d\zeta$ with $z' \leq 0$. For bimolecular reaction systems, however, it becomes $z' = \alpha'/d\delta$. This form of the scaling law only differs in sign from that in surface roughening, $z = \alpha/\beta$; the sign difference is the result of the $N^{-\zeta} = L^{-d\zeta}$ dependence of our timescale $t_c$ instead of the $L^z$ dependence of the crossover time used in surface roughening.

In surface roughening, the crossover time is used to scale time and establish scaling relations. There, the crossover time diverges as a power law and is related to the correlation length $\xi$ through $t_x \sim L^z \sim \xi^2$ with the dynamical exponent $z$. It follows then that the correlation length $\xi \sim t_x^{1/z}$. Here, we use $t_x$ to scale time in the scaling relations for well-mixed chemical reactions. Following this reasoning suggests $t_c \sim 1/L^{d\zeta} \sim 1/\xi^{d\zeta}$. Since $\zeta = b - 1$, we can then deduce that $\xi_{\text{univ}} \sim \mathcal{O}(1)$ for unimolecular reactions (reactions are independent of the spatial extent of the volume excluded from the reaction vessel), $\xi_{\text{uni}} \sim t_c^{-1/d}$ for bimolecular reactions, and $\xi_{\text{term}} \sim t_c^{-1/2d}$ for termolecular reactions. For any number of spatial dimensions and a given $t_c$, the length scale $\xi$ is smaller for termolecular reactions than bimolecular reactions. This result consistent with the intuition from collision theory that termolecular reactions tend to be less probable than bimolecular reactions because three-body
collisions have a smaller cross section than two-body collisions [49]. Four-body collisions are so improbable that they are not typically included in chemical mechanisms.

D. Homogeneous molecularity reaction mechanisms

Given the strength of the analogy with kinetic roughening of surfaces, we sought to test the ansatz more generally for chemical reactions other than unimolecular decay. To start, we systematically varied the main features of the chemical mechanism and the reaction conditions, analyzing reactions both at and away from equilibrium. For larger mechanisms, we found that the scaling ansatz holds for any set of reactions, regardless of whether the reactions are coupled in serial or in parallel or consist of cycles when the mechanism is composed of elementary reactions with the same molecularity.

One class of reactions we considered was reversible elementary reactions at equilibrium. Any elementary chemical reaction of the form \( \sum_i \nu_i W_i + \sum_j \nu_j X_j \rightarrow \sum_k \nu_k Y_k + \sum_l \nu_l Z_l + \ldots \) obeys the scaling ansatz and has the scaling exponents \( (\gamma, \delta, \zeta) = (1, 1, b-1) \), Fig. 2. For example, \( A=B \) at dynamic equilibrium has a mean and variance that agree with our scaling hypothesis for \( K, Q_+, \) and \( Q_- \). We confirmed the agreement both analytically and numerically. As shown in Fig. 3, the mean and fluctuations in the branching observables diverge as \( h_Q(N,t) \sim N^{\nu_l t^\delta} \) and \( w_Q^2(N,t) \sim N^{\nu_l t^\delta} \), respectively. Also of note is that the scaling ansatz in Eq. 7 for the standard deviation gives \( \delta = \frac{1}{2} \), which agrees with growth exponent in the random deposition model [1], the Gaussian universality class.

Another broad group of reactions that agree with the scaling ansatz are irreversible elementary reactions at nonequilibrium steady-state. We considered irreversible reactions of the form \( \sum_i \nu_i W_i \rightarrow \sum_j \nu_j X_j \rightarrow \sum_k \nu_k Y_k + \sum_l \nu_l Z_l + \ldots \), where \( W \) indicates a molecular population that is constant because of an excess of reactant \( W \) or permeability of the vessel walls to a reservoir of \( W \) [49]. The scaling exponents for the mean and the variance of \( K \) are \( (\gamma, \delta, \zeta) = (1, 1, b-1) \).

Autocatalytic reactions are particularly important in combustion [65] and the chemistry of living systems [66]. Well-mixed reactions of the form \( X_i \rightarrow nX_i \) with branching coefficient \( n \) (SM Fig. 1) agree with the scaling ansatz. Entire cycles of autocatalytic reactions do as well, such as the stochastic Hinselwood cycle for cell division [9] (SM Fig. 2). Iyer-Biswas et al. showed the statistics of the copy numbers and division times obey complementary reaction, such as \( \text{combustion} \ [65] \) and the chemistry of living systems [66].

For larger mechanisms, we found that the scaling ansatz holds for any set of reactions, regardless of whether the reactions are coupled in serial or in parallel or consist of cycles when the mechanism is composed of elementary reactions with the same molecularity.

E. Dynamic scaling of entropy

More observables satisfy this ansatz than the data shown so far would suggest; the choice of observable representing the “surface height” \( h_A \) is not unique. The branching observables \( Q_+ \) and \( Q_- \) evolve at an entropy (rate) and are related to the entropy production and flow.

Information-theoretic entropy rates. For reactions where there is branching, the scaling exponents, function, and relation of \( -Q_+ \) and \( -Q_- \) are the same as those of cumulative reaction count. The observables \( K, Q_+, \) and \( Q_- \) are extensive and, so, \( (\gamma, \delta, \zeta) = (1, 1, b-1) \). For chemical reactions that are well described by Poisson processes, we can relate the scaling of \( Q_+ \) and \( Q_- \) to another entropy, the entropy per unit time [52, 60], and determine the scaling exponents exactly. While this entropy rate has previously been used to extract typical paths in nonequilibrium chemistry [67], its scaling has not been investigated.

As an example, take the equilibrium reaction \( A=B \) and assume the propensities are constant and proportional to the mean number of molecules of \( A \) and \( B \). In that case, we find from the thermodynamic formalism of Markov processes [52] that the entropy rate is

\[ \frac{\langle Q_+ \rangle}{t} = h_{KS} = (a_f + a_r) \ln[(a_f + a_r)/a_f]. \]

To make this result more transparent, consider \( c_f = c_r = 1, \) with \( a_f = X_A^{eq} \) and \( a_r = X_B^{eq} \). With these values the entropy per unit time \( h_{KS} = N \ln N/X_A = N \ln 2 \) is
extensive in system size and the branching observable \(Q_+ = -Nt \ln 2\) is extensive in system size and time. A similar result holds for \(Q_-.\) For both branching observables, the mean \((\gamma, \delta, \zeta) = (1, 1, 0).\) From the thermodynamic formalism, we also find the exact scaling exponents for the fluctuations \(w_+^2(N,t) = t(a_f + a_r) \ln[(a_f + a_r)/a_f].\) Again assuming that \(c_f = c_r = 1,\) the \(Q_+\) and \(Q_-\) fluctuations are \(Nt \ln(N/X_A) = Nt \ln 2.\) The fluctuations in the branching observable \(w_+^2/N^2\) then grow as \(t\) and \(w_+^2/Nt = \ln 2.\) For both branching observables then, the mean and variance have the scaling exponents \((\gamma, \delta, \zeta) = (1, 1, 0).\) These analytical predictions agree with our numerical data as shown in Fig. 3.

**Entropy flow.** Another physically-relevant observable is the entropy that flows between the reaction vessel and the surroundings as the system evolves along a trajectory, \(Q_+ = Q_+ - Q_-\), where \(Q_+ = -\Delta S_r.\) The entropy flow for \(A =B\) is shown in Fig. 3(a,c) at equilibrium and (b,d) relaxing to equilibrium from an initial population of pure reactant \(A.\) For all the reactions and nonequilibrium initial conditions we consider, the mean entropy flow has a \(\gamma = 1\) for all times, regardless of whether the system is away from equilibrium or relaxed to equilibrium, Fig. 3(b). The entropy flow, however, is a cumulative quantity and reflects the path and initial conditions; when the mixture is at equilibrium for all times, the mean entropy flow is zero and scales as \(N^0,\) Fig. 3(a).

Unlike the other observables we consider, the wandering exponent \(\gamma\) of the entropy flow fluctuations varies in time as reaction mixtures relax to equilibrium. At \(t = t_0,\) we find good data collapse with \(\gamma = 1\) for \(hQ_s\) but also \(w_+^2/Q_s(t_0) \sim N^{-1},\) Fig. 3(d). The relative variance \(w_+^2/h_+^2\) scales as \(\sim N^{-1},\) so the entropy flow (and the heat, assuming local detailed balance) is strongly self-averaging. As the system evolves from pure reactant \(A\) through successive nonequilibrium states to equilibrium proportions of \(A\) and \(B,\) the entropy flow fluctuations transition from \(\gamma = 1\) to \(\gamma = 0,\) Fig. 3(b, d).

Fluctuations in the entropy flow (and production) exhibit an even richer scaling behavior that depends on the scaling of correlations between \(Q_+\) and \(Q_-\). For the reactions above that are in detailed balance, the fluctuations \(w_+^2/Q_s \sim N^0\) satisfy our scaling ansatz with \(\gamma = 0,\) Fig. 3(c): they are independent of the system size \(N.\) The relative variance \(w_+^2/h_+^2\) scales as \(N^0,\) so the entropy flow (and the heat, assuming local detailed balance) is non-self-averaging. Non-self-averaging behavior is commonplace in critical phenomena and is a signature of strong correlations. While spatial correlations manifest at critical points, here the correlations are temporal correlations between the forward and conjugate reverse paths.

The distinct scaling behavior of \(w_+^2\) at and during the relaxation to equilibrium is the result of (positive) correlations between \(Q_+\) and \(Q_-\), Fig. 3. Because \(Q_s\) is the sum of two potentially correlated variables \(Q_+\) and \(Q_-\), its variance is \(w_+^2 = w_+^2 + w_-^2 - 2\langle(Q_+Q_-)\rangle - \langle(Q_+Q_-)\rangle\). The transition of the wandering exponent \(\gamma\) from one to zero is understandable from the limiting cases. As shown in Fig. 3(b,d), the reactant \(A\) is initially in excess, so early in the relaxation process the reaction is effectively the decay from pure \(A\) and reaction events are predominantly \(A\rightarrow B.\) As we showed in Sec. III B, this reaction has \((\gamma, \delta, \zeta) = (1, 1, 0).\) In that case, the \(Q_+\) and \(Q_-\) are uncorrelated or weakly correlated, \(w_+^2 + w_-^2 \gg 2\langle(Q_+Q_-)\rangle - \langle Q_+\rangle\langle Q_-\rangle,\) and the fluctuations scale as \(w_+^2/Q_s \approx w_+^2 + w_-^2 \sim N^{-1},\) Fig. 3(f).

By contrast, there is no net preference for forward or reverse reaction events at chemical equilibrium. Any imbalance created by a forward (reverse) reaction event is soon rectified by a reverse (forward) reaction event; if a forward reaction event occurs, there is a contribution of \(+q\) to \(Q_s\) and an increase in \(X_B,\) but this increase in \(X_B\) also increases the reverse propensity, making a subsequent reverse reaction more likely to make a canceling contribution \(-q\) to \(Q_s.\) At long times then,
when mixtures relax to equilibrium, there are strong correlations between forward and reverse reaction events, \( w_{Q_+}^2 + \frac{1}{N} \approx 2 \text{cov}(Q_+, Q_-) \sim N^{-1} \) and \( w_{Q_+}^2 \sim N^0 \), Fig. 3(c,e).

For all reactions and experimental conditions that we consider, we find the means \( \langle Q_+ \rangle \), \( \langle Q_- \rangle \), and \( \langle Q_s \rangle \) (away from equilibrium), the variances \( w_{Q_+}^2 \) and \( w_{Q_+}^2 \), and the covariance \( \text{cov}(Q_+, Q_-) \) all go as \( \sim N^{-1} \) at all times. However, the magnitude of the (positive) correlations between \( Q_+ \) and \( Q_- \) determine the system-size dependence of the entropy flow \( Q_s \) fluctuations. During relaxation processes, as the reaction progresses towards equilibrium, these correlations increase as the nonequilibrium currents vanish and the wandering exponent \( \gamma \) varies from 1 to 0.

**Entropy production.** For reactions at equilibrium and nonequilibrium steady-states, the scaling behavior of the entropy production is identical to that of the entropy flow; as can be seen from Eq. 3, they are equal up to a sign under these conditions. Specifically, the scaling exponents, the scaling function, and the relation of \( \Delta S \) and \( \Delta S_t \) are the same for mixtures at chemical equilibrium.

We confirmed this by treating a vessel as open reservoirs of A and B molecules, which could transform reversibly A\( \rightleftharpoons \)B, setting \( c_f = c_r \), and the numbers of each species at time-independent nonequilibrium values, \( X_A \neq X_B \).

Given that our dynamic scaling approach applies to transient phenomena, we again consider the relaxation to equilibrium of a reversible reaction, A\( \rightleftharpoons \)B, in a closed reaction vessel. The vessel initially contains pure A, so \( P[X(t_0)] = 1 \). At a time \( t \gg (c_f + c_r)^{-1} \), the mixture will reach chemical equilibrium with a stationary population is

\[
X_A = X_B = N/2. \quad \text{Putting these details together with Eq. 3 gives the entropy production for the relaxation process, SM Fig. 3. The dependence of the logarithm of the ratio of the initial and final probabilities on \( N \) is negligibly small compared to \( Q_s \). The entropy production then has the same scaling function, relation, and exponents in this case.}

To summarize our scaling theory so far, many common chemical reactions have stochastic thermodynamic observables with a mean that scales as \( h(N,t) \sim N \delta_A(N\kappa\tau) \) and a variance that scales as \( w^2(N,t) \sim N \delta_{\Delta A}(N\kappa \tau) \), provided the observable is intensive or extensive in the usual sense. Path dependent quantities, including the stochastic entropy flow and production have long-range power law correlations [70, 71]. This transformation is common because it leads to a variable with time additivity and that approximately satisfies the raw-log equality (i.e., for short periods log-returns become approximately equal to raw returns). Mathematically, it is similar to Lyapunov exponents, measuring the exponential rates of separation of deterministic trajectories [21].

Here, we again calculate \( A(t) := A(x,N,t) \) from our stochastic simulations over a long, observation time \( t_f \) for each reaction of interest. Following work in time-series analysis, we transform our observables using the absolute log-return of each observable \( A(t) \) for a fixed time interval \( \tau \):

\[
R_A(t, \tau) = \log \left( \frac{A(t)}{A(t+\tau)} \right). \quad (9)
\]

We will analyze the scaling of these log returns for each observable \( A \). As before, we will consider a variety of reactions and experimental conditions, varying the rate constants and total number of molecules \( N \).
A. Global dynamic scaling ansatz

Universal behavior of roughening surfaces is well known for a variety of models in the interface fluctuations around the mean height, the global interface width. Here, we again use an analogy to analyze the scaling properties of stochastic thermodynamic observables, taking the absolute log-return $R_A(t, \tau)$ as the moving interface. A similar scaling approach has been used in the analysis of finite-time Lyapunov exponents (FTLEs), important measures of the sensitivity to initial conditions and characteristic of deterministic chaos. In chaotic spatially-extended and dissipative dynamical systems, the evolution of perturbations, i.e., Lyapunov vectors have been shown to be formally equivalent to the systems, the evolution of perturbations, i.e., Lyapunov vectors have been shown to be formally equivalent to the systems, the evolution of perturbations, i.e., Lyapunov vectors have been shown to be formally equivalent to the systems, the evolution of perturbations, i.e., Lyapunov vectors have been shown to be formally equivalent to the systems, the evolution of perturbations, i.e., Lyapunov vectors have been shown to be formally equivalent to the systems, the evolution of perturbations, i.e., Lyapunov vectors have been shown to be formal...

To make this analogy more precise, we model each reaction here as a continuous-time stochastic process $X(t)$ defined on the time interval $t \in [t_0, t_f]$. From this process, we extract a discrete time-series for the observable $A = \{A(t_0), A(t_0 + \tau), A(t_0 + 2\tau), \ldots, A(t_0 + n\tau)\}$, by choosing the number of observations of uniform duration $T_r/\Delta t = n$. Transforming these data to the discrete log return time-series $\{R(t_0, \tau), R(t_0 + \tau, 2\tau), \ldots, R(t_0 + (n-1)\tau, n\tau)\}$ then gives the “surface” with statistical properties that have scaling behavior of interest. We focus on the global “width”,

$$W_A(t, \tau) = \langle |R_A(t, \tau) - \bar{R}_A(\tau)|^2 \rangle^{1/2},$$

as a measure fluctuations around the time average $\bar{R}_A(\tau) = t^{-1} \sum_{i=1}^n R_A(i\Delta t, \tau) \Delta t$ where $t_0 \leq t = n\Delta t \leq T_r$. The total duration of the log-return time series is $T_r = t_f - \tau_{\text{max}}$. Angled brackets $\langle \rangle$ denote an average over stochastic realizations. Here, we set $t_0/\Delta t = 5,000$, $T_r/\Delta t = 20,000$, $n = 15,000$, varied $\tau/\Delta t = 30, 40, 50, 60, 80$, and chose the end times, $t_0$ and $t_f$, such that $\Delta t$ is roughly timescale of a single reaction, the inverse of the total propensity $1/\mu_0 = t_c/N$.

Since the absolute log-return $R_A(t, \tau)$ corresponds to the moving interface in physical surface roughening, the time $t$ corresponds to the spatial variable and the interval $\tau$ to the time variable. For the global width of the log-return from Eq. (10), our dynamic scaling ansatz is:

$$W_A(t, \tau) \sim (\kappa \tau)^{\beta} F_A(\kappa t),$$

with the scaling function $F_A \sim (\kappa t)^{-\theta}$ and two characteristic scaling exponents:

(i) The “roughness” exponent, $\theta$, determines the power-law decay of the scaling function over $t$: $F_A(t)$. In the reactions we consider here, the exponent $\theta$ is $+1/2$, independent of the mixture composition, the total number of molecules, rate constants, the molecularity of the reactions involved, the nature of the reaction vessel or external reservoirs, and the structure of the reaction network.

For reactions at equilibrium, the total number of molecules and the rate constants, for example, determine the slope of the time series for $A$, and the log returns remove the effect of the slope magnitude on our analysis. $\ln[m(c, N)x(t + \tau)/m(c, N)x(t)]$. Rather, the log returns are sensitive to the changes in the slope of a time series. The global width measures fluctuations in the slope changes of a given time series.

(ii) The Hurst exponent, $\beta$, measures the rate at which autocorrelations decay with increasing time lag $\tau$ [69]. It depends sensitively on the reaction conditions and the form of the scaling function $f_A$. Observables have $\beta = 1/2$ if the absolute log-return time series is linear (e.g., a reversible, equilibrium reaction), indicating positive and negative autocorrelations decay rapidly in the time series. $\beta > 1/2$ indicates an increase (decrease) in the observable is likely to be followed by another increase (decrease) on the timescale $\tau$. We find these values for convex time series, typically autocatalytic reactions under open conditions. A $\beta < 1/2$ indicates an increase (decrease) in the observable is likely to be followed by a decrease (increase) on the timescale $\tau$. We find these values for concave time series that saturate, such as the mean activity in closed reaction systems.

As with our first scaling ansatz in Eq. 7, we examined the ansatz in Eq. 11 for reactive systems at equilibrium, transiently relaxing to equilibrium, and at nonequilibrium steady-state. It holds for $K$, $Q_+$, and $Q_-$ both at and away from equilibrium. For $Q_s$, it holds away from equilibrium but not at equilibrium; at chemical equilibrium $(Q_s)$ is zero and the log-returns are undefined. The exponents $\theta$ and $\beta$ are not immediately related through a scaling law, instead depending on the experimental conditions and the nature of the nonequilibrium evolution of the mixture.

Approximating the global width at long times leads to a justification of the ansatz and the form of scaling function, App. B. To calculate the global width, we accumulate an ensemble of time series through stochastic simulations and calculate the log returns and the global width according to the expressions above. However, we find comparable results if we use the mean observables directly in the log return $\ln(A(t + \tau))/\langle A(t) \rangle$; interchanging the logarithm and average over realizations. We verify that the global widths from these two calculations have negligible differences (due to the arithmetic-geometric mean inequality) for sufficiently large $N$. The differences we observe do not significantly affect the scaling function, scaling law, or exponents. Since we consider cumulative quantities, such as the reaction count, the fluctuations in the time series of individual stochastic trajectories are negligible. Because the fluctuations are small, the log return of the mean is comparable to the log return of a single realization. With the minor differences between these two approaches, we are then effectively analyzing the scaling behavior of the log returns for $\langle K \rangle$, $\langle Q_+ \rangle$, $\langle Q_- \rangle$, and $\langle Q_s \rangle$. 

....
we took $A+B \rightleftharpoons \tau$ timescale observable is likely to be followed by a decrease on the $\beta$ and $\zeta$ gives good data collapse at all times. (e) Scaling the global width $W_K(t, \tau)/(\kappa \tau^\theta)$ and time $\kappa t$ with $\kappa = c = 10$ collapse the data for the reaction that is irreversible in an open vessel $A+B \rightarrow 2B$ (IO). The inset shows the raw data. The global width for the other reaction conditions is similar (not shown). For (a) and (c), the mixture relaxes to a steady-state from an initial population of $X_A = 0.99N$ and $X_B = N - X_A$.

1. Example: Autocatalytic reaction

As an illustration of the ansatz in Eq. 11 and to determine how the scaling exponents depend on the reaction conditions, let us focus on a bimolecular, autocatalytic reaction. We consider the reversible reaction $A+B \rightleftharpoons 2B$ in a closed vessel at equilibrium and the irreversible reaction $A+B \rightarrow 2B$, both when the vessel is open to a reservoir of $A$ and when it is closed. Fig. 4(a-c) shows the mean cumulative reaction count, $K$, which complements the variance shown in Fig. 2. There is good agreement with the ansatz in Eq. 7 for all three cases with $\gamma = 1$ and $\zeta = 1$, Fig. 4(d).

When the reaction is irreversible, and the vessel is open to a reservoir of $A$, there is good data collapse and agreement with the ansatz for the global width using $\theta = 1/2$, $\beta \approx 0.53$, as shown in Fig. 4(e). The Hurst exponent $\beta > 0.5$ indicates an increase in the observable, the mean activity, is likely to be followed by another increase on the timescale $\tau$, which is evident in (a). In the reactions we surveyed, convex time series appear to be a signature of autocatalytic reactions under open conditions. To confirm this interpretation, and the assignment of $\beta$ as the Hurst exponent, we considered the same irreversible reaction in a closed container. There is good data collapse for the global width under these conditions with $\theta = 1/2$ and $\beta \approx 1/4$. The $\beta < 0.5$ indicates an increase in the observable is likely to be followed by a decrease on the timescale $\tau$, which is evident in (c). As a reference point, we took $A+B \rightarrow 2B$ at dynamic equilibrium in a closed reaction vessel. This reaction is a Poisson process with good data collapse using $\theta = 1/2$ and $\beta = 1/2$.

Deviations from $\beta = 1/2$ do occur under reversible, closed conditions, however, when the mixture evolves away from chemical equilibrium. The global width in Fig. 4(c) confirms that unlike the Type I scaling for $A\rightarrow B$, the number and values of scaling exponents giving data collapse here do not depend on the reaction molecularity. When considering single elementary reactions, experimental conditions of the reaction vessel determine the global scaling exponents, not the form of the scaling function. These features of the global ansatz are distinct from Type I where reaction conditions only determine the form of the scaling function, not the scaling exponents.

An important conclusion from our survey of single elementary reactions, the deviation of $\beta$ and $\theta$ from $1/2$ is a signature of the evolution of the mixture away from chemical equilibrium. In our example, $\text{sgn}(\beta - 1/2)$ indicates whether the mean $\langle A \rangle$ grows precipitously through a self-sustaining, autocatalytic process ($> 0$) or saturates at long times due to insufficient reactant ($< 0$). To explore this finding further, we systematically varied the main features of the chemical mechanism and the reaction conditions, analyzing reactions both at and away from equilibrium.

2. Homogeneous molecularity reaction mechanisms at and away from chemical equilibrium

The bimolecular reaction above illustrates a number of features of this scaling ansatz that we find in surveying sets of reactions with the same molecularity. For all the reactions we analyzed, the values of $\theta$ and $\beta$ are independent of the total number of molecules and the initial composition of the mixture. Analyzing larger mechanisms, we found that this scaling ansatz also holds for any set of reactions, regardless of whether the reactions are coupled in serial or in parallel or consist of cycles when the mechanism is composed of elementary reactions with the same molecularity.

Regardless of the mechanism, in any mixture satisfying detailed balance there will be linear growth in $\langle K \rangle$, $-\langle Q_+ \rangle$, and $-\langle Q_- \rangle$ with $\theta = \theta = 1/2$. Reversible elementary reactions at equilibrium of the form $\sum_i \nu_W W_i + \sum_j \nu_X X_j + \ldots \rightarrow \sum_k \nu_Y Y_k + \sum_l \nu_Z Z_l + \ldots$ obeys the scaling ansatz and has the scaling exponents $\langle \theta, \beta \rangle = (1/2, 1/2)$. For example, $A \rightleftharpoons B$ at dynamic equilibrium has a global width that agrees with our scaling hypothesis for $K$, $Q_+$, and $Q_-$. We confirmed the agreement both analytically, with the approximations leading to Eq. B2, and numerically.

Detailed balance, however, is not a necessary condition for the scaling ansatz or the class with $\theta = \theta = 1/2$. We again found that the cumulative reaction count agrees with this global scaling ansatz for irreversible elementary reactions at nonequilibrium steady-state: $\sum_i \nu_W W_i + \sum_j \nu_X X_j + \ldots \rightarrow \sum_k \nu_Y Y_k + \sum_l \nu_Z Z_l + \ldots$ with a reser-
FIG. 5. Scaling of global width for the branching observables, $Q_+$ and $Q_+$, of a bimolecular autocatalytic reaction. Rescaled global width for (a) $Q_+$ and (b) $Q_+$ for $A+B\rightleftharpoons 2B$ reversible reaction in a closed vessel with $c_f = 1.0$ and $c_i = 1.0$. A mixture of $N = 100$ molecules relaxes to a steady-state from an initial population of $X_A = 0.99N$ and $X_B = N - X_A$. Insets show the global width as a function of $\tau$ and good data collapse using a $\beta$ of (a) 0.42 and (b) 0.20; values of $\beta < 1/2$ reflect the change in sign of the slope for both $\langle Q_+ \rangle$ and $\langle Q_- \rangle$ during the relaxation (SM Fig. 4). The original time series vary from $t = 10^{-5} - 10^2$, which is discretized with $\Delta t = 0.001$ and $t_0/\Delta t = 5000$ and $T_\tau/\Delta t = 100,000$.

voir or excess of $X_j$.

As in Type I, the global scaling behavior for the branching observables $Q_+$, $Q_-$ is the same as that of the cumulative reaction count, Fig. 4(b); others have found similar behaviors of these observables [52]. And, again, the entropy flow $Q_s$ has a scaling behavior that is distinct from $Q_+$ and $K$. When detailed balance holds, the entropy flow ($Q_s$) is zero and the exponents $\beta$ and $\theta$ are undefined. But, when detailed balance is violated, the scaling function of $Q_s$ will be the same as that of $K$, $Q_s/\kappa$. The Hurst exponent $\beta \leq 1/2$, however, will be less than for $K$ and $Q_+/-$. Fig. 5. For non-equilibrium processes at steady state, $\beta = 1/2$.

By transforming observables into their log returns, the scaling exponents are dependent upon the curvature across the time series, loosely speaking. However, because of this choice of transformation, one class of time series is not readily analyzed with this global scaling approach: reactions with observables that grow or decay exponentially $\langle A(t) \rangle \sim Ne^{K+ct}$. For example, the simplest autocatalytic reaction, $X \rightleftharpoons 2X$, has the mean dynamical activity: $Ne^{ct}$. As a result of this form of the growth, the log-returns are constant $R_A = \text{ln}[Ne^{ct}/Ne^{ct(1+\tau)}] = \tau$, which gives a mean $R_A$ of $\tau$ and a standard deviation of zero. Another example, is the reaction $X \rightarrow B$, which has a mean activity that grows exponentially.

An important reference point are linear time series, for which $\beta$ is independent of the rate constants. As an example, the activity $K$ for Poisson processes like that shown in Fig. 4(b), has a $\beta$ of 1/2 regardless of the values of $c_f$ and $c_i$. However, for mixtures relaxing to chemical equilibrium, the value of the $\beta$ can vary with the rate constants if they alter the concavity of the time series (or the scaling function $f$). For example, the concave time series shown in Fig. 4(c), has a $\beta$ in the range $0 \leq \beta \leq 0.5$. Assuming an Arrhenius relation between the rate constant and temperature, this result suggests the exponent $\beta$ is temperature dependent. This range is set by two extremes: For reactions that are fast and complete within $\Delta t$, $\langle K \rangle$ is effectively constant and $\beta$ is zero. For reactions that are slow compared to the duration of the time series $T_\tau$, $\langle K \rangle$ will be a roughly linear function of time and so $\beta$ will be 1/2. If $\langle K \rangle$ grows linearly with time and saturates before $T_\tau$, the observed value of the $\beta$ will be between 0 and 1/2, with the exact value depending on $T_\tau$.

These extreme cases, however, point to a way to obtain scaling exponents, $\beta$ and $\theta$, independent of the value of the rate constants. These exponents have unique values if the final time of the time series $\kappa t_f$ and the number of data points in the discrete time series, $n = \kappa t_f/\Delta t$, are both fixed and time is scaled $t \rightarrow \kappa t$. We find this feature of the global scaling ansatz for any concave or convex time series (excluding exponential growth or decay). Scaling time leads to time series for different rate constant that have the same log returns; that is, the time series are shifted vertically depending on $N^\gamma$ but otherwise identical. As we showed in Sec. IIIID, scaling time by $\kappa$ can collapse $h_A/N^\gamma$ and $w_A^2/N^\gamma$ independent of the reaction mechanism, molecularity, or nature of the reactants and products. Global scaling exponents that are independent of the values of the rate constants (and temperature for Arrhenius rates) then require the characteristic timescale $\kappa$, just as in our previous scaling ansatz.

B. Local dynamic scaling ansatz

The global width can show distinct behavior from the local interfacial fluctuations in kinetic roughening models [72]. Local fluctuations are often measured by the local width or height-height correlation functions, properties that have been analyzed in surface growth models [73–75] and experiments [76]. Leveraging the analogy between the log returns of thermodynamic observables and the height of an abstract interface, we also test a local scaling ansatz for classes of chemical reactions.

To analyze the discrete log-return time-series and quantify correlations over a local time $\delta t$ [72], we define the structure function,

$$
\sigma_A(\delta t, \tau) := \langle [R_A(t + \delta t, \tau) - R_A(t, \tau)]^2 \rangle^{1/2},
$$

a “height-height” correlation function measuring correlations over a time $\delta t$. As in our global scaling approach, the overbar denotes the time-average over the interval $T$. Here, $T = t_f - \delta t_{\text{max}} - \tau_{\text{max}}$, and $\delta t_{\text{max}}$ corresponds to the maximum value of $\delta t$. We vary $\delta t/\Delta t = 1, 2, \ldots, 1000$. Fig. 6(a) shows the relevant times involved in scaling the autocorrelations.

The structure function scales with the sampling interval $\tau$ as $\sigma_A \sim \tau^\beta$. It also exhibits power-law growth with the time interval $\delta t$, $\sigma_A \sim \delta t^\alpha$ up to a crossover value $\delta t_c$, beyond which it saturates, Fig. 6(c). The crossover times with $\tau$ as $\delta t_c \sim \tau^{1/2}$. Together these findings suggest the structure function satisfies the Family-Vicsek dynamic scaling relation,

$$
\sigma_A(\delta t, \tau) \propto \tau^\beta g_A(\delta t/\tau^{1/2}),
$$

within $\Delta t$. $\langle K \rangle$ is effectively constant and $\beta$ is zero. For reactions that are slow compared to the duration of the time series $T_\tau$, $\langle K \rangle$ will be a roughly linear function of time and so $\beta$ will be 1/2. If $\langle K \rangle$ grows linearly with time and saturates before $T_\tau$, the observed value of the $\beta$ will be between 0 and 1/2, with the exact value depending on $T_\tau$.

These extreme cases, however, point to a way to obtain scaling exponents, $\theta$ and $\beta$, independent of the value of the rate constants. These exponents have unique values if the final time of the time series $\kappa t_f$ and the number of data points in the discrete time series, $n = \kappa t_f/\Delta t$, are both fixed and time is scaled $t \rightarrow \kappa t$. We find this feature of the global scaling ansatz for any concave or convex time series (excluding exponential growth or decay). Scaling time leads to time series for different rate constant that have the same log returns; that is, the time series are shifted vertically depending on $N^\gamma$ but otherwise identical. As we showed in Sec. IIIID, scaling time by $\kappa$ can collapse $h_A/N^\gamma$ and $w_A^2/N^\gamma$ independent of the reaction mechanism, molecularity, or nature of the reactants and products. Global scaling exponents that are independent of the values of the rate constants (and temperature for Arrhenius rates) then require the characteristic timescale $\kappa$, just as in our previous scaling ansatz.
with the scaling function:

$$G_A \propto \begin{cases} \mu^\alpha & \text{if } u < 1 \\ \text{constant} & \text{if } u \geq 1. \end{cases} \tag{14}$$

As in the previous approaches, another layer of scaling is possible using the characteristic rate, $\kappa$:

$$\sigma_A (\kappa \delta t, \kappa \tau) \sim (\kappa \tau)^\beta G_A \left[ (\kappa \delta t)/(\kappa \tau)^{1/2} \right]. \tag{15}$$

For a given a reaction mechanism, scaling time by $\kappa$ gives exponents that are independent of the rate constants, provided $t_f$ and $n$ are fixed.

Three scaling exponents are needed for this local scaling ansatz:

(i) The exponent $\alpha$ is a measure of the strength of the long-range correlations in $\delta t$ across the fluctuating timeseries. It has values consistent with the Hurst exponent associated with the time interval $\delta t$. The well-mixed chemical systems here have $1/2 \leq \alpha \leq 1$, which would indicate long-range positive autocorrelation. For a particular $\tau$, $G_A$ increases with $\delta t^\alpha$ until the crossover time $\delta \tau_c$. For Poisson processes $\alpha = 3/4$ and for decay processes $1/2 \leq \alpha \leq 3/4$.

(ii) The Hurst exponent $\beta$ characterizes the dependence of structure function $\sigma_A$ on $\tau$. For example, a Poisson process $\beta = 1/2$ and a decay process $\beta$ is within $0$ and $1/2$. This exponent also appears in the global scaling ansatz, Eq. 11. It is the Hurst exponent measuring long-range correlations in the time-series over intervals $\tau$.

We make these assignments because the values of $\alpha$ and $\beta$ are consistent with the usual interpretation of the Hurst exponent with $1/2$ corresponding to a stochastic process with fluctuations above and below the mean being equally likely.

(iii) The dynamic exponent $z$ determines the value of $\delta t_c$: increasing $\delta t_c$ increases the value of $z$. For example, $A \rightleftharpoons B$ has $z = 2/3$ and $A \rightarrow B$ has $0 \leq z \leq 2/3$.

The dynamic scaling ansatz is analogous to the Family-Vicsek relation for kinetic surface roughening [72], so we find that these scaling exponents satisfy the scaling law $z = \alpha/\beta$.

To explore the local scaling ansatz, we systematically varied the reaction mechanisms and the experimental conditions, analyzing reactions both at and away from equilibrium.

1. Elementary reactions at chemical equilibrium

To compare to our earlier scaling ansätze, we again consider homogeneous molecularity reaction mechanisms. All homogeneous molecularity reactions satisfying detailed balance, regardless of the mechanism, are Poisson processes. These reactions exhibit linear growth in $\langle K \rangle$, $-\langle Q_- \rangle$, $-\langle Q_+ \rangle$, $w_K$, $w_{Q_+}$, $w_{Q_-}$. At equilibrium, $Q_+$ is zero and time independent.

Reversible elementary reactions at equilibrium of the form $\sum_i \nu_W W_i + \sum_j \nu_X X_j + \ldots \rightleftharpoons \sum_k \nu_Y Y_k + \sum_l \nu_Z Z_l + \ldots$ obey the local scaling ansatz. As an example, consider the scaling hypothesis holds $K$, $Q_+$, $Q_-$ for $A \rightleftharpoons B$ at dynamic equilibrium, Fig. 6. Fig. 6(b) shows the cumulative reaction count $K(N,t)$ across an ensemble of simulated trajectories for this reaction at equilibrium. Fluctuations in $K$ for this class of reactions grow steadily as a function of time. Numerical data in Fig. 6(c) shows that the corresponding log returns $R_k$ have a change in slope around $\tau$ where $\tau/t \approx 1$. Beyond this point, the log returns decrease as $\tau/t$ at sufficiently long times, in agreement with our expression, Eq. B1.
Keeping in mind the analogy in which the log returns are the height of the kinetically roughening surface, the structure function is composed of the “height difference” \( H_K = R_K(t + \delta t, \tau) - R_K(t, \tau) \), Fig. 6(c,d). Fig. 6(d) shows that the height difference \( H_K \) is a decreasing function of \( t \). The structure function \( \sigma_K \) grows as \( \sigma_K \sim \delta^\alpha \) with \( \alpha = 1/2 \) up to the crossover time \( \delta t_c \), Fig. 6(e). Dividing the structure function by \( \tau^\beta \), the time series all saturate at the same value of the ordinate \( \sigma_K/\tau^\beta \) but at different saturation times, Fig. 6(f). Complete data collapse comes from also scaling \( \delta t \) by \( \tau^1/2 \) with \( z = 3/4, \) Fig. 6(g). The value of exponent \( \alpha \), however, varies with \( \tau \) and appears to approach \( 3/4 \), Fig. 6(h), suggesting \( \alpha \leq 3/4 \). Together these results then suggest that \( \alpha = 3/4, \beta = 1/2, \) and \( z = 3/4 \). We find similar results for \( Q_+, Q_- \) to those for \( K \), as shown in Fig. 6.

The log returns measures changes in slope of the time series, which prevents an analysis of observables that are unchanging in time. For example, if the reaction is at dynamic equilibrium, the mean entropy flow \( Q_+ \) is zero for all times. Also, one cannot analyze the local scaling of exponentially increasing (decreasing) observables \( A(x, N, t) \sim e^{\pm \text{ct}} \) because the log-returns are constant with zero slope. One example we also considered in our global scaling was \( A \rightarrow 2A \) where the mean activity grows exponentially. If the log returns of an observable vary linearly with time, the current formulation of the ansatz local scaling gives a structure function \( \sigma_A \) that is independent of \( \delta t \).

While the log-returns respond to slope changes, they do not depend on the magnitude of the slope of a time series. As a result, the log returns for a Poisson process are not determined by the rate constants or total number of molecules \( \ln[(t + \tau)/t] \). The factor \( \kappa \) is not necessary for local scaling exponents that are independent of rate constants. For Poisson processes then, if the observable is non-zero, here \( Q_+ \) and \( K \), the local scaling exponents will be \( (\alpha, \beta, z) = (3/4, 1/2, 2/3) \) independent of the number of molecules, rate constant, reaction mechanism, and the nature of the reactant and products. For other reactions, however, such as unimolecular decay processes, \( \kappa \) is necessary to uniquely determine the local scaling exponents. With an appropriate \( \kappa \), the local scaling exponents in these cases will also be independent of rate constant, number of molecules, regardless of the reaction mechanism, and nature of reactants and products; they will only depend on the duration of the time series.

2. Irreversible elementary reactions away from chemical equilibrium

Given that equilibrium reactions satisfy the local scaling ansatz, we consider another fundamental type of nonequilibrium reaction kinetics: irreversible unimolecular decay. When the reaction vessel is closed and the reaction irreversible, the mean \( \langle K \rangle \) does not grow indefinitely. Instead, it grows up to a crossover time \( t_{c\kappa} \), after which it saturates, Fig. 7(a). Despite this difference in the mean behavior, the local scaling relation and scaling function for unimolecular decay are the same as those of reactions satisfying detailed balance. The scaling exponents, however, only agree on short timescales where the time series is effectively linear. On long times the unimolecular decay has \( \beta < 1/2 \) compared to \( \beta = 1/2 \) for equilibrium kinetics.

Local scaling exponents take on values that depend on the rate constants as well as the degree of concavity of the time series and its duration for this irreversible reaction. Their values do not depend on the numbers of molecules. The log-return removes their effect in this case: \( R_K = \ln[N(1 - e^{\kappa t})]/N[1 - e^{\kappa t}] \). To determine how the scaling exponents depend on the rate constants, we considered \( A \rightarrow B \) for three different rate constants at fixed \( \Delta t \) and \( t_f \), Fig. 7(a). We find good data collapse of the structure function \( \sigma(\tau, \delta t) \) in all three cases, Fig. 7(b). However, as before, the dependence on the rate constant can be removed by scaling time by \( \kappa = c \) and keeping the time interval \( \{k\Delta t, k\delta t_f\} \) fixed.

For a given \( t_0 \), because of the change in slope of \( \langle K \rangle \), varying the scaled final time \( ct_f \) changes the value of the exponents, Fig. 7(c). The Hurst exponent \( \beta \), also in global scaling, varies from an initial value of \( 1/2 \), when the time series is effectively linear, to zero, when the mean activity saturates because of the completion of the reaction. Values of \( \beta < 1/2 \) indicate an increase in \( \langle K \rangle \) is likely to be followed by a decrease on the timescale \( \tau \). If \( ct_f \) is such that the time dependence of \( \langle K \rangle \) is linear all along the entire range, the data collapse well with the exponents characteristic of equilibrium reactions: \( \alpha = 3/4, \beta = 1/2, \) and \( 1/z = 2/3 \). Increasing \( ct_f \) beyond the saturation point, the mean activity deviates from linear, causing \( \beta \) to decrease and, therefore, \( 1/z \) to decrease. At all times, the exponents satisfy \( z = \alpha/\beta \).

This example illustrates our finding that any irreversible decay process, regardless of molecularity, satisfies the local scaling ansatz with exponents that are independent of the numbers of molecules and rate constant. Unlike equilibrium reactions, the breaking of de-
tailed balance leads to more transient time series and scaling exponents with values that depend on the behavior observed. The Family-Vicsek ansatz and the scaling law \( z = \alpha/\beta \), however, still hold.

3. Reversible elementary reactions away from chemical equilibrium

The features of local scaling of irreversible reactions translate to reversible reactions that relax to equilibrium. To determine how the scaling exponents away from equilibrium differ from the exponents at equilibrium for a given reaction, consider the relaxation of the reversible reaction \( A \rightleftharpoons B \) in a closed reaction vessel. Initially, the reaction vessel contains pure reactant \( A \), but at long times, the system attains equilibrium amounts of \( A \) and \( B \). Here, we will take the forward and reverse rate parameters to be equal without affecting our conclusions.

For any reversible reaction with homogeneous molecularity, we find that the local scaling of the activity \( K \) and branching observables \( Q_+ \), \( Q_- \) does not depend on whether the reaction is at or away from equilibrium. These observables grow linearly on average regardless of the nonequilibrium conditions, and the scaling ansatz holds with \( (\alpha, \beta, z) = (3/4, 1/2, 2/3) \).

Where the picture changes is for the entropy flow \( \dot{Q}_S \), Fig. 8. The entropy flow \( \langle Q_s \rangle \) is zero when detailed balance holds, and, as in our global scaling analysis, the local scaling exponents are undefined. During a relaxation process, however, \( \langle Q_s \rangle \) is an increasing function of time (SM Fig. 4) and obeys the scaling ansatz in Eq. 13. The local scaling exponents are independent of molecular numbers for homogeneous reactions regardless of molecularity, again, because of the log-returns, \( \ln[(h_{Q_+}(t+\tau)/N^\beta)/(h_{Q_+}(t)/N^\beta)] \). The structure function and its scaling exponents depend on the rate constants for fixed \( \Delta t \) and \( t_f \). However, one can identify unique exponents by scaling \( t \to k\tau \) and keeping \( k\tau \) and \( n \) fixed.

This example is representative of the other homogeneous molecular reactions relaxing to equilibrium. We can then expect that the dynamic scaling ansatz in Eq. 15 holds for the entropy flow for this class of reactions relaxing to the equilibrium at any molecular numbers, any temperature regardless of molecularity of the reactions.

V. COMPLEX CHEMICAL REACTION

The Type I scaling exponents found so far are unaffected by coupling reactions with the same molecularity. Analyzing coupled reactions with two molecularities and tuning their irreversibility leads to a collision of the universality classes above. As a representative example, we apply all three scaling approaches to an autocatalytic bimolecular reaction and a unimolecular reaction:

\[
A + B \overset{c_1}{\rightleftharpoons} 2B \\
\overset{c_2}{\rightleftharpoons} C.
\]

By altering the rate constants of each elementary reaction, we can tune the (ir)reversibility of the overall reaction. When \( c_4 = 0 \), this reaction system has stochastic and deterministic descriptions that show distinctly different behavior at steady-state — what is known as “Keizer’s paradox” [77]. While the deterministic model predicts a non-zero amount of \( B \) at steady-state, the stochastic model predicts no \( B \) in the system. Similar autocatalytic reactions can be found in biochemical reactions, such as the phosphorylation activation of certain enzymes [78].

In general, for Type I scaling, additional scaling exponents are necessary when chemical reactions of different molecularity are coupled. Each molecularity has a scaled dynamic exponent \( \zeta = b - 1 \). Collisions and reactions between four-bodies are sufficiently improbable that they are commonly neglected in chemical kinetics. We then only need to consider the dynamic exponent \( \zeta \) for unimolecular, bimolecular, and termolecular reaction types. However, there can be experimental conditions where reactions of a particular molecularity are dominant and a single \( \zeta \) suffices.

As a first example, consider both reactions to be purely irreversible. For this case, there are two Type I scaling regimes shown in Fig. 9(a). When the propensities of the first and second reaction steps are such that \( a_2 \gg a_1 \), the unimolecular termination reaction dominates the kinetics and there is good data collapse with \( \zeta = 0 \), Fig. 9(b-d), and when \( a_1 \gg a_2 \), the bimolecular branching reaction dominates the kinetics and there is good data collapse of \( \langle K \rangle /N^\gamma \) as a function of \( \kappa t N^\gamma \) with a single dynamic exponent \( \zeta = 1 \), Fig. 9(c-e). That is, experimental conditions can exist where, despite the existence of two characteristic timescales, one timescale can dominate the kinetics and the dynamic scaling exponents.

Between these two regimes, the mean thermodynamic observables do not collapse using a single dynamic scaling exponent and, so, they do not satisfy the Type I scaling ansatz [marked gray in Fig. 9(a)]. This regime marks a collision of two classes, here, one with \( \zeta = 0 \) and another
with $\zeta = 1$. The extent of this region depends on the range of $N$: the range of $N$ is directly proportional to the range of rate constant ratios over which two dynamic scaling exponents are necessary. The largest $N$ determines the $c_1/c_2$ value up to which unimolecular reaction will dominate, and the smallest $N$ will determine the $c_1/c_2$ value above which bimolecular reactions dominate.

The dominant molecularity can vary as the reaction progresses, which affect the scaling approaches we have considered. For example, in the case where both steps in Rxn. 16 are irreversible and the second step is rate limiting, then the bimolecular reaction initially dominates the scaling behavior, but at later times the unimolecular reaction dominates. There will be a transition between the molecularity needed for the dynamic exponent $\zeta$ in the Type I scaling ansatz. Being aware of this situation, we can identify regions where the rate parameters lead to a single dominant molecularity. By carefully selecting the rate parameters, we can find regimes where one reaction step determines the scaling behavior for all times.

When both reactions are reversible, conditions still exist where reactions of a particular molecularity dominate the kinetics and relaxation to equilibrium. For the reversible set of reactions, Rxn. 16, the unimolecular reaction dominates the scaling when $c_1/c_2$ is less than about $10^{-5}$. The unimolecular and bimolecular reactions compete, however, up to $c_1/c_2$ of around 0.1, where there is a regime in which the bimolecular reaction dominates the scaling. The extent of the region where both reactions must be accounted for in the scaling is the same as that of the irreversible case, again varying with the range of system sizes. We found similar behavior for $Q_+$ and $Q_x$, Fig. 10. Considering the form of $\kappa$ used for $A+\text{B} \rightarrow \text{B}+\text{C}$, one might expect that $\kappa$ would be a combination of all four rate constants. However, from our analysis we found that $\kappa = c_1 = c_2$ when the bimolecular reaction dominates and $\kappa = c_3 = c_4$ when the unimolecular reaction dominates. For this set of reactions, the reaction step with the highest propensity can determine the characteristic rate $\kappa$.

The global and local scaling ansätze (Type II) are less sensitive to the dominant molecularity than the Type I scaling ansatz. When both reactions in Rxn. 16 are irreversible, and the rate constants lead to a competition between molecularities, the bimolecular reaction occurs more frequently at early times, with the unimolecular reaction occurring most frequently at later times. Fig. 11(a) shows the mean cumulative reaction count $K$ for three different sets of rate constants. Scaling the structure function $\sigma_K$ according to our local scaling ansatz gives good data collapse shown in Figs. 11(b, c). So, while the Type I ansatz holds regardless of condition, it is limited

FIG. 9. Dynamic scaling (Type I) for the stochastic chemical kinetics $A+\text{B} \rightarrow \text{B}+\text{C}$ when both reactions are irreversible and the vessel is open to reactant $A$. (a) Variation of the dynamic exponents as a function of $c_1/c_2$ with $c_2 = 1$ and $N = 10^2 - 10^6$. (b) The unimolecular reaction dominates the mean activity as a function of time when $c_1 = 1 \times 10^{-5}$ and $\kappa = c_2 = 0.1$ (green), 1.0 (black), and 10.0 (blue). Darker colors indicate larger $N$. (c) The bimolecular reaction dominates the mean activity as a function of time when $c_2 = 1$ and $\kappa = c_1 = 0.1$ (green), 1.0 (black), and 10.0 (blue). Data for all system sizes and all rate constants after scaling the mean activity $\langle K(N,t)/N^\zeta \rangle t$ with (d) $\gamma = 1$, $\zeta = 0$ when $c_1/c_2$ is less than about $10^{-5}$ and (e) $\gamma = 1$, $\zeta = 1$ when $c_1/c_2$ is greater than about $10^{-1}$.

FIG. 10. Dynamic scaling (Type I) for the stochastic chemical kinetics $A+\text{B} \rightarrow \text{B}+\text{C}$ in a closed reaction vessel. (a) Scaled dynamic exponent $\zeta$ as a function of $c_1/c_2$ transitions from 0 to 1, corresponding to the transition from a unimolecular- to a bimolecular-dominant reaction. Gray region marks where a single $\zeta$ is insufficient. Here, $c_1 = c_2$ and $c_3 = c_4 = 1$. Data collapse for $\langle Q_+(N,t)/N^\gamma \rangle$ as a function of $t$ with (b) $\gamma = 0$ and (c) $\gamma = 1$. Data collapse for $\langle Q_x(N,t)/N^\gamma \rangle$ as a function of $N$ with (d) $\zeta = 0$ and (e) $\zeta = 1$. Scaling time by $\kappa$ collapses data for all rate constants. Insets show raw data as a function of $t$. (b,d) Unimolecular reaction events dominate the kinetics; colors indicate the value of $\kappa = c_3 = c_4 = 0.1$ (green), 1.0 (black), and 10.0 (blue). $c_1 = c_2 = 1 \times 10^{-9}$. (c,e) Bimolecular reaction events dominate the kinetics; colors indicate the value of $c_1 = c_2 = 0.1$ (green), 1.0 (black), and 10.0 (blue), and $c_3 = c_4 = 0.1$. In all panels, $N = 10^2 - 10^6$, with darker colors indicating larger $N$. 


in its scope for coupled reactions of mixed molecularity. The Type II scaling ansätze, while their exponents are not specific to the reaction mechanism, they do hold in nonequilibrium regimes where the Type I ansatz needs refinement.

When the rate constants are identical \((c_1 = c_2 = 1 \times 10^{-4})\), the bimolecular reaction dominates initially until all reactant A has been converted into the intermediate B and unimolecular reactions begin to occur. The local scaling exponents \(\beta \approx 0\) and \(1/z \approx 0\) as bimolecular reactions complete on shorter times than \(\tau_{\text{min}} = 30\) and time between unimolecular reactions is so large that \(\langle K \rangle\) is effectively independent of time. As a result, the log-returns are nearly \(\tau\) independent and \(\beta \approx 0\). We also considered rate constants that suppress bimolecular reactions, \(c_1 = 1 \times 10^{-8}\), in favor of unimolecular reactions, \(c_2 = 1 \times 10^{-4}\). In this case, the reaction observables resemble those of \(A \rightarrow B\). The mean activity, \(\langle K \rangle\) grows roughly linearly as a function of time and consequently, the scaling exponents will be \((3/4, 1/2, 2/3)\). Between these two extremes, for example when \(c_1 = 10^{-5}\) and \(c_2 = 10^{-4}\), the bimolecular reaction still dominates over the unimolecular reaction at early times because of the large number of A molecules and high propensity, \(q_1\). Here, in all cases, \(0 < \beta < 0.5\) indicates the initial increase in the observable is followed by a decrease or plateau on the timescale \(\tau\), Fig. 11.

Although they appear to be quite different, the scaling ansätze are connected. Because of the transition in the dominant reaction molecularity over the course of the irreversible reaction, there is not necessarily a single, unique dynamic scaling exponent \(\zeta\) (Type I) for the observables we consider here. The situation is similar in physical surface roughening where more than one dynamic exponent is necessary when the surface grows at different rates at different times or in different spatial directions. The local scaling exponents \(\alpha\), \(\beta\), and \(z\) also depend on the rate constants and number of molecules. That is, while the Type II scaling apply to the time series of an arbitrary observable and reaction mechanism, data collapse through Type I is necessary for Type II exponents that are independent of the number of molecules and rate constants.

Removing the perfect irreversibility, however, Type II scaling exponents are independent of the rate constants and molecular numbers for \(K\), \(Q_+\), and \(Q_-\), regardless of whether the mixture is at or relaxing to equilibrium, Figs. 12(a,b). It is unnecessary to scale time by \(\kappa\) because the means, \(\langle K \rangle\) and \((Q_+/Q_-)\), are linear functions of time. The scaling exponents are \((3/4, 1/2, 2/3)\). Again though, the situation is different for \(Q_s\). Its mean varies nonlinearly and to identify rate constant-independent scaling exponents, it is necessary to scale time \(\kappa t_f\) and number of data points \(n\) in the calculation of the structure function \(\sigma_{Q_s}\), Fig. 12(c).

VI. CONCLUSIONS

Universal behaviors have been extensively explored for physical phenomena, and here we have shown that universal dynamical scaling extends to the thermodynamic observables of chemical phenomena at and away from equilibrium. These observables satisfy three interconnected dynamic scaling ansätze that we have tested for broad classes of chemistry from simple, elementary reactions to complex, coupled autocatalytic reactions. Dynamical universality classes are typically determined by the dimensionality, conservation laws, symmetry of the order parameter, range of the interactions, and the coupling of the order parameter to conserved quantities [7]. Here we find classes of well-mixed chemical reactions, do not depend on the identities of the chemical species or, in some cases, the temperature fixed by an external bath. Instead, they are determined by the reaction vessel dimensionality, whether the vessel is open or closed, observable extensivity, and reaction molecularity. The ansätze we use to define these classes include scaling laws and relations, some unknown and some known (Family-Vicsek).

The entropy flow (and production) has scaling exponents that are different at and away from equilibrium, because of the correlations between the branching observables over forward and reverse paths that emerge as
mixtures approach equilibrium. Coupling reactions capable of chemical feedback, creating collections of reactions with multiple molecularities, leads to a richer collection of scaling exponents. In these cases, fluctuations in thermodynamic observables can transition between these classes with the variation of experimental parameters, such as temperature. We find that despite this behavior, there are conditions where a given molecularity reaction dominates, leading to a single scaling law and universality class. From the perspective of nonequilibrium statistical mechanics, the large catalog of chemical reaction mechanisms, while incredibly diverse, does contain universal signatures in their kinetics both at and away from chemical equilibrium.

Appendix A: Characteristic rate, \( \kappa \), for detailed balanced systems

For single, reversible reaction systems that conserve the total number of molecules, we determined \( \kappa \) using the condition of detailed balance. As an example, take the reversible reaction,

\[ \text{A} \rightleftharpoons \text{B}. \]

The reaction is detail balanced when the forward and reverse propensities are equal:

\[ c_f X_A^{\text{eq}} = c_r X_B^{\text{eq}}. \]

When the reaction volume is closed, the total number of molecules is conserved \( N = X_A + X_B \). Combined with the detailed balance condition this constraint leads to the equilibrium propensities:

\[ \frac{a_f}{N} = c_f X_A^{\text{eq}} = \frac{c_f c_r}{c_f + c_r} = c_r X_B^{\text{eq}} = \frac{a_r}{N}. \]  

(A1)

The total propensity per molecule is \( N^{-1} (a_f^{\text{eq}} + a_r^{\text{eq}}) = t_c^{-1} = \kappa N^\gamma \) and gives

\[ \kappa = \frac{2 c_f c_r}{c_f + c_r}. \]  

(A2)

Through this approach \( \kappa \) is determined for reactions where detailed balance is satisfied at equilibrium and where we can express the number of each chemical species in terms of \( N \); even for bimolecular reactions \( \text{A} + \text{B} \rightleftharpoons \text{C} \) this approach does not yield \( \kappa \).

Appendix B: Justification for the global scaling ansatz

We can build upon our first scaling ansatz to justify our global scaling ansatz. By our first scaling ansatz the log return becomes:

\[
\ln \left( \frac{\langle A(N, t + \tau) \rangle}{\langle A(N, t) \rangle} \right) \sim \ln \frac{N^\gamma f_A[\kappa(t + \tau)N^\gamma]}{N^\gamma f_A[\kappa t N^\gamma]^{\delta}}
\]

leads to the squared width \( W^2_A(t, \tau) \sim R^2_A(t, \tau) \sim \frac{R_A(t, \tau)}{t_0} - R^2_A(t, \tau) \). The width squared must be non-negative, so assuming the first term dominates, we get:

\[
W^2_A(t, \tau) \sim \tau^{2+2t^{-1}} t_0^{-1}
\]  

(B2)

Considering sufficiently large \( t \gg \tau \), this final expression agrees with our numerical data. The agreement with the long time behavior justifies our dynamic global scaling ansatz. However, because short time contributions dominate the scaling (SM Fig. 5), the values of the exponents differ from those we observe numerically, \( \beta = 1/2 \) and \( \theta = 1/2 \).
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SM Fig. 1. Dynamic scaling for the stochastic chemical kinetics of autocatalytic reactions $X_i \rightarrow 2X_i$. (a) Mean activity as a function of time for $\kappa = c = 0.1$ (green), 1.0 (black), and 10.0 (blue) and $N = 100, 200, 300, 400, \text{ and } 500$ molecules. (b) The scaled $\langle K(N,t)/N^\gamma \rangle$ with $\gamma = 1$ collapses data for all system sizes onto a single curve for a given $c$. Scaling time by $\kappa$ collapses data for all rate constants. (c) Variance of activity as a function of time for $\kappa = c = 0.1$ (green), 1.0 (black), and 10.0 (blue) and $N = 100, 200, 300, 400, \text{ and } 500$ molecules. (d) The scaled $w^2/N^\gamma$ with $\gamma = 1$ collapses data for all system sizes onto a single curve for a given $c$. Scaling time by $\kappa$ collapses data for all rate constants.

SM Fig. 2. Dynamic scaling for the stochastic chemical kinetics of Stochastic Hinshelwood cycle (a) Mean activity as a function of time for $\kappa = c = 0.1$ (green), 1.0 (black), and 10.0 (blue) and $N = 10^2, 10^3, 10^4, 10^5, \text{ and } 10^6$ molecules. (b) The scaled $\langle K(N,t)/N^\gamma \rangle$ with $\gamma = 1$ collapses data for all system sizes onto a single curve for a given $c$. Scaling time by $c$ collapses data for all rate constants. (c) Variance of activity as a function of time for $\kappa = c = 0.1$ (green), 1.0 (black), and 10.0 (blue) and $N = 10^2 - 10^6$ molecules. (d) The scaled $w^2/N^\gamma$ with $\gamma = 1$ collapses data for all system sizes onto a single curve for a given $c$. Scaling time by $\kappa = c$ collapses data for all rate constants.

SM Fig. 3. Confirmation of dynamic scaling ansatz for the thermodynamic observables entropy flow and entropy production for a reaction mixture relaxing to equilibrium from an initial state of all A molecules. (a) Scaled mean $\langle Q_s \rangle/N^\gamma$ and (b) scaled variance $w^2_Q/N^\gamma$ as a function of time. (c) Scaled mean $\langle \Delta s_i \rangle/N^\gamma$ and (b) scaled variance $w^2_{\Delta s_i}/N^\gamma$ as a function of time. The reaction vessel is closed, $c_r = c_f = 0.001$, and darker colors indicate larger $N$: $N = 50, 80, 100, 130, \text{ and } 160$. The scaling exponent $\gamma = 1$ for all cases.
SM Fig. 4. Time series for (a) $\langle Q_+ \rangle$ and (b) $\langle Q_\downarrow \rangle$ for the reversible reaction $A+B\rightleftharpoons 2B$ in a closed vessel with $c_I = 1.0$ and $c_r = 1.0$. A mixture of $N = 100$ molecules relaxes to a steady-state from an initial population of $X_A = 0.99N$ and $X_B = N - X_A$.

SM Fig. 5. Effect of the time interval on the global scaling exponents. (a) Global width $W_K$ for $A\rightleftharpoons B$ as a function of $t$ with $t_0 = 100 < t < T_\tau$. Inset: Scaling $W_K/\tau^\beta$ with $\beta = 1$ gives good data collapse. (b) Global width $W_K$ for $t_0 = 0.5 < t < T_\tau$. Inset: Scaling $W_K/\tau^\beta$ with $\beta = 1/2$ gives good data collapse.