Tailoring and probing the quantum states of matter of 2D Dirac materials with a buckled honeycomb structure
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ABSTRACT

The quantum state of matter of a two-dimensional Dirac material with a buckled honeycomb structure can be tuned by an electric field. In the absence of an external electric field the material is a topological insulator owing to the spin-orbit coupling, which opens a band gap at the K and K' points of the Brillouin zone. The size of this band gap decreases with increasing electric field until eventually the band gap completely closes at a critical electric field E_c and the material becomes a semi-metal. For electric fields exceeding E_c, the band gaps reopen again and the material undergoes a topological phase transition from a semi-metal to a normal band insulator.

The electric field in a tunnel junction depends on the applied voltage bias across the junction as well as the difference in work function of the two electrodes. Here we show how scanning tunneling microscopy can be employed to simultaneously apply an electric field and study the electronic structure of a two-dimensional Dirac material with a buckled honeycomb structure. The electric field applied by the scanning tunneling microscope offers the possibility to locally alter the quantum state of matter of two-dimensional topological insulator to a semi-metal or normal band insulator. This results in the development of topologically protected spin polarized edge states within the material. We present a spectroscopic method to probe these topologically protected edge states.

1. Introduction

The successful isolation of graphene [1,2], i.e. a single layer of sp² hybridized carbon atoms arranged in a honeycomb structure, has resulted into the opening of a new research field. Graphene exhibits many interesting and unique properties. Most of these properties are intimately related to the linear dispersion relation of the electrons in the vicinity of the Fermi level [3–6]. Near the K and K' points of the Brillouin zone the linearly dispersing energy bands lead to Dirac cones. If spin-orbit coupling is not taken into account, graphene has no band gap and a vanishing density of states at the Fermi level. If, however, spin-orbit coupling is taken into account, a band gap at the K and K' points of the Brillouin zone is present. The spin-orbit gap in graphene is only about 20 μeV and therefore it will not be detectable at any experimentally accessible temperature [7,8].

Silicon, germanium and tin atoms have a similar electronic configuration as carbon atoms and therefore these atoms might also form a two-dimensional honeycomb lattice [9–16]. Theoretical studies have revealed that the graphene-like allotropes of silicon, germanium and tin referred to as silicene, germanene and stanene respectively, can indeed exist. These two-dimensional materials share many properties with their carbon counterpart [17–21]. For instance, the energy bands near the K and K' points of the Brillouin zone are linear and the charge carrier mobilities and Fermi velocities are very comparable to graphene. Unfortunately, silicene, germanene and stanene do not occur in nature and therefore these materials have to be synthesized. Silicene has been successfully synthesized in 2012, followed by germanene in 2014 [9–15] and stanene, sometimes also referred to as tinene in 2015 [22].

Silicene, germanene and stanene also exhibit some properties that are different from graphene. The most eye-catching difference with graphene is the corrugation: the honeycomb lattices of silicene, germanene and stanene are buckled [17], i.e. the two triangular sub-lattices of the honeycomb lattice are displaced with respect to each other in a direction normal to the two-dimensional layer. This buckling is caused by the relatively large, at least as compared to carbon, ionic radii of silicon, germanium and tin, which prohibits the formation of a perfectly planar honeycomb lattice. The buckling breaks the symmetry of the honeycomb lattice and offers the appealing possibility to transfer charge from one triangular sub-lattice to the other sub-lattice, for instance, the application of an external electric field [23,24]. This charge transfer results into the opening of a band gap, which paves the way to the tailoring of the quantum state of matter of these two-dimensional material as well as field-effect based device applications. Like graphene, silicene, germanene and stanene belong to the class of Z₂ topological insulators [25,26]. The spin-orbit coupling in silicene (3.9 meV), germanene (43 meV) and stanene (100 meV) results in the opening of a...
spin–orbit band gap at the K and K' points of the Brillouin zone [27–29]. As shown by Drummond, Z’olyomi and Fal’ko [23] as well as Ezawa [24] the application of a transverse electric field first closes and then reopens the band gap. With increasing electric field silicene, germanene and stanene undergo a topological phase transition from a topological insulator to a semi-metal and subsequently to a normal band insulator [23,24,30,31]. It has been pointed out by Ezawa [24] that the application of an inhomogeneous electric field, for instance by using a scanning tunneling microscope, can result in the development of topologically protected and spin polarized edge states anywhere within the two-dimensional material [24].

Inspired by Ezawa’s work we are dedicated to search for an experimental method to prove the existence of these topologically protected edge states within a material. The requirement of a high spatial resolution puts severe constraints and basically limits our search to scanning probe microscope-based techniques. Scanning tunneling microscopy and spectroscopy are often employed to study the structural and electronic properties of two-dimensional materials. There is, however, also a point of concern when using scanning tunneling microscopy. The voltage drop across the tunnel junction, which can be a few Volts per nm can affect the electronic structure of the material under scrutiny. Here, however, this electric field is advantageous since it allows us to modify the electronic band structure of the buckled two-dimensional materials.

In this work we will not only study the effect of an electric field on the density of states of a buckled two-dimensional material with a honeycomb lattice, but we also put forward a method that allows to study the formation of topologically protected edge states within the material. Our method relies on the presence of topologically protected edge states at the boundary between a the two-dimensional topological insulator and a semi-metal or normal band insulator [24]. The topologically protected edge states act as barriers for incoming electron waves resulting in standing wave patterns, which will show up as peaks in the scanning tunneling spectroscopy spectra.

1.1. Quantum states of matter of buckled 2D Dirac materials

Elemental two-dimensional materials such as silicene and germanene exhibit a buckled honeycomb lattice, which is composed of two triangular sub-lattices. These two triangular sub-lattices are slightly displaced with respect to each other in a direction normal to the two-dimensional sheet. The displacement or buckling is denoted by ζ. The buckling of free-standing silicene and germanene is 0.44 Å and 0.66 Å, respectively. For the sake of simplicity we consider here a perfect, i.e. defect free and impurity free, single sheet of a buckled two-dimensional element. As shown in Refs. [24] the energy dispersion in the vicinity of the K and K’ points of the Brillouin zone is given by

\[ E_s = \pm \sqrt{\hbar^2 v_F^2 k^2 + \left(\frac{\Delta}{2} E_z - \zeta \lambda_{SO}\right)^2} \]  

where \( \zeta = \pm 1 \) refers to the K (K’) point, \( s = \pm 1 \) to the spin, \( E_z \) to the electric field, \( e \) to the unit of elementary charge, \( \lambda_{SO} \) to the spin-orbit gap, \( v_F \) to the Fermi velocity, \( k \) to the momentum and \( \hbar \) to the reduced Planck’s constant. For a vanishing spin-orbit coupling and electric field the well-known Dirac cones are recovered, i.e. \( E_s = \pm \hbar v_F k \). We would like to emphasize here that this method is not applicable to graphene owing to its planar structure, which prohibits the transfer of charge from one sub-lattice to the other sub-lattice.

The electric field \( E_z \) can have different contributions. For instance, in a scanning tunneling microscope junction the electric field has in general two components. The first component is caused by the applied sample bias, \( V \), resulting in an electric field \( \frac{V}{d} \), where \( d \) is the tip-sample distance. The second component is due to a difference in work function between tip and substrate. This difference in work function, \( \Delta W = W_T - W_S \), results in an electric field \( \frac{\Delta W}{e}/(d) \). The total electric field, \( E_z \), in the tunnel junction is then given by \( (V + \delta W/e)/d \).

For completeness we also include a Rashba coupling, \( \lambda_R \), but as we will see later the Rashba coupling has no effect on the actual size of the band gap at the Dirac points [24,30]. The full expression of the dispersion relations in the vicinity of the K point that includes a spin-orbit coupling, an electric field and a Rashba coupling is given by,

\[ E_z = \pm \sqrt{\hbar^2 v_F^2 k^2 + \left(\frac{\Delta}{2} E_z + \delta W/e\right) - \zeta \delta \lambda_{SO} + \alpha^2 \lambda_{SO}^2 k^2} \]  

where \( \alpha \) is a constant. Please note that Eq. (2) reduces to Eq. (1) at the Dirac points, i.e. at \( \zeta = 0 \). In Fig. 1 we show an overview of the different topological quantum states of matter of a two-dimensional Dirac material with a buckled honeycomb lattice. For a vanishing electric field the material is a two-dimensional topological insulator (left panel). In the middle panel the applied electric field is just large enough to close the spin-orbit gap for the spin up and spin down bands at the K and K’ points, respectively. At this condition the material behaves as a perfect semi-metal. For electric fields that exceeds the spin-orbit gap, the band gap reopens again and the material becomes a normal band insulator.

At \( k = 0 \) we find in principle two branches with a band gap,

\[ E_{gap} = \frac{\sqrt{\Delta^2 + 4\delta^2 \lambda_{SO}^2}}{2\delta + \lambda_{SO}} \]  

where \( \delta = \pm 1 \). The band gap closes at the critical electric field \( E_z = \frac{2\delta \lambda_{SO}}{\delta + \lambda_{SO}} \). The critical fields for silicene and germanene are \( \pm 0.18 \text{ V/nm} \) and \( \pm 1.3 \text{ V/nm} \), respectively. In Fig. 2 a schematic figure of the energy bands at the K point versus the electric field is depicted.

An ideal technique to explore the effect of an electric field on the quantum state of matter is scanning tunneling microscopy. The density of states can be obtained by recording a current (I)-voltage (V) trace at constant tip-sample distance. The differential conductivity (dI/dV) is proportional to the density of states. Since the electric field in the tunneling junction also depends on the tip-sample bias we have to disentangle this effect from the measured density of states. For the sake of simplicity we consider here the case that the work function difference between tip and substrate, which results in an offset of the electric field, is zero. In the absence of an electric field, i.e. \( E_z = 0 \), the density of states, \( D(E) \), of both spin branches at the K point are given by,

\[ D(E) = \frac{2k_B T}{\pi \hbar} \frac{\sin(k \sqrt{\lambda_{SO}^2 E - \lambda_{SO}^2})}{k \lambda_{SO} \sqrt{\lambda_{SO}^2 E - \lambda_{SO}^2}} \]  

The total density of states at energy \( E \) is then \( K \) (and K’ points and two spin bands),

\[ D(E) = \frac{2E}{\pi \hbar} \frac{\sin(k \sqrt{\lambda_{SO}^2 E - \lambda_{SO}^2})}{k \lambda_{SO} \sqrt{\lambda_{SO}^2 E - \lambda_{SO}^2}} \]  

For an applied electric field, \( E_z \), the spin up and spin down gaps at the K point are given by,

\[ E_{gap} = \frac{\sqrt{\Delta^2 + 4\delta^2 \lambda_{SO}^2}}{2\delta + \lambda_{SO}} \]  

and

\[ E_{gap} = \frac{\sqrt{\Delta^2 + 4\delta^2 \lambda_{SO}^2}}{2\delta - \lambda_{SO}} \]  

Similar expressions can be derived for the K’ point. The only difference is the sign in front of the \( \lambda_{SO} \) term. Here we restrict ourselves to (1) the \( E_+ \) branch at the K point and (2) positive electric fields, i.e. \( E_z > 0 \). The application of a voltage, \( V \), across the scanning tunneling microscopy junction results in an electric field \( \frac{V}{d} \) which will lead to charge transfer from one triangular sub-lattice to the other triangular sub-lattice. This charge transfer will lead to an increase (decrease) of the band gap of the spin up (down) band. From a scanning tunneling
spectroscopy measurement one can extract the exact location of these two band gaps. The first gap is found that a threshold voltage $V_1$,

$$eV_1 = \lambda_{SO} - \frac{e\Delta}{2d}V_1 \tag{6a}$$

In the density of states a kink will be found when the second spin band comes into play. The second gap has a threshold voltage $V_2$,

$$eV_2 = \lambda_{SO} + \frac{e\Delta}{2d}V_2 \tag{6b}$$

The density of states can be found by simply adding up the two spin bands and multiply with a factor of two due to the two different $K$ points. The total density of states is then given by,

$$D(E) = 0 \quad \text{for} \quad 0 \leq eV \leq \frac{\lambda_{SO}}{(1 + \frac{\Delta}{V_1})} \tag{7a}$$

$$D(E) = \frac{eV(1 + \frac{\Delta}{V_1}) - \lambda_{SO}}{\pi \hbar^2 v_F^2} \quad \text{for} \quad \frac{\lambda_{SO}}{(1 + \frac{\Delta}{V_1})} \leq eV \leq \frac{\lambda_{SO}}{(1 - \frac{\Delta}{V_2})} \tag{7b}$$

$$D(E) = \frac{2(eV - \lambda_{SO})}{\pi \hbar^2 v_F^2} \quad \text{for} \quad \frac{\lambda_{SO}}{(1 - \frac{\Delta}{V_2})} \leq eV \leq \frac{2d\lambda_{SO}}{\Delta} \tag{7c}$$

$$D(E) = \frac{2eV(1 - \frac{\Delta}{V_2})}{\pi \hbar^2 v_F^2} \quad \text{for} \quad eV \geq \frac{2d\lambda_{SO}}{\Delta} \tag{7d}$$

Similar expressions can be found for negative sample biases. Usually the tunneling current is dominated by electronic states at the $\Gamma$ point of the surface Brillouin zone, since this results in the smallest inverse decay length [32]. However, if there are no states available at the $\Gamma$ point tunneling will occur to, or from, electronic states with a non-zero parallel momentum [32]. In the vicinity of the Fermi level of two-dimensional elemental materials, such as graphene, silicene and germanene, there are only electronic states at the $K$ and $K'$ points of the Brillouin zone and therefore the density of states only comes from these $k$-points.

We now return to equations (7a)-(d) to discuss the impact of the electric field of the scanning tunneling microscopy junction on the density of states. The slope of the density of states changes with increasing energy from 0 to $\frac{1}{1 + \frac{\Delta}{V_1}}$ to 2 and finally to $2(1 - \frac{\Delta}{V_2})$. Since $d > \Delta$ ($\Delta$ is about 0.022 for silicene and 0.033 for germanene) the most pronounced change in the density of states occurs at $eV \approx \lambda_{SO}$.

Let’s assume that we set the electric field to a value larger than its critical value, i.e. $E_c = \frac{2\Delta}{v_F^2}$, which implies that the circular region underneath the tip has become a normal band insulator (see Fig. 3). For the sake of simplicity we consider the STM tip as a simple rod with radius R. The interface between the small circular shaped band insulator with radius R and the surrounding topological insulator host will act as a barrier for incoming electron waves leading to an electron interference pattern. For simplicity we reduce this problem to that of a quantum mechanical particle trapped in an infinitely deep circular well with a radius R. A few remarks are in place here: (1) in reality the transition from a normal band insulator to a the two-dimensional topological insulator leads a barrier of finite height, where the incoming electrons are scattered and (2) we assume that the electrons at the bottom of conduction have a parabolic dispersion relation with an effective mass $m_{eff}$. The eigenfunctions and energy eigenvalues are given by,

$$\psi(r, \theta) = CJ_m\left(\frac{\lambda_{SO}}{R}r\right)e^{im\theta} \tag{8a}$$

and
can be changed from a two-dimensional topological insulator to a normal band underneath the scanning tunneling microscope tip the quantum state of matter Fig. 3. Z. Jiao et al. gap insulator. The electron standing wave pattern results in resonances in the z (V) signal.

\[ E_{m,n} = \frac{r^2}{2 m_{\text{eff}}} \left( \frac{\Gamma_m}{R} \right)^2 \]

where \( r \) and \( \theta \) are the polar coordinates, \( C \) a constant, \( J_m \) the Bessel function of the first kind and order \( m \), \( m \in \mathbb{Z}, n \in \mathbb{N} \) and \( z_{m,n} \) the \( n \)th zero of the Bessel function of the first kind and order \( m \). For instance for \( m = 0 \) the first 4 zeros are given by 2.4048, 5.5207, 8.6537 and 11.7915 respectively [33]. For \( m = 0 \) these electron standing waves patterns will exhibit a strong maximum in the middle of the circle, i.e. precisely at the location of the scanning tunneling microscope tip, see Fig. 3. If we record the z-piezo displacement versus sample bias, i.e. \( z(V) \), at constant tunnel current we will find a resonance in the \( z(V) \) signal if a standing wave pattern occurs. The \( z(V) \) signal provides direct information on the position of the energy eigenvalues of this system [34–36]. However, more important is the fact that the presence of these electron standing waves implies that we must have formed topologically protected edges state within the material.

For electric fields exceeding the critical field the region just underneath the scanning tunneling microscope tip will become a normal band insulator. Since the energy of tunneling electrons is higher (lower) than the minimum (maximum) of the conduction (valence band) and therefore we expect also in this case the development of electron standing waves patterns. In order to avoid field emission resonances, which can occur at voltages exceeding the work function of the substrate, it is advisable to keep the maximum voltage in the \( z(V) \) measurement below the work function of the substrate.

2. Conclusions

The quantum state of matter of a two-dimensional Dirac material with a buckled honeycomb lattice can be tuned from a topological insulator to a semimetal or a normal band insulator by applying an external electric field. The application of a spatially inhomogeneous electric field, by for instance an STM, allows to locally change the quantum state of matter. The STM can simultaneously be used to probe the changes in electronic structure upon the application of an electric field. Here we show how the electric field of the scanning tunneling microscope affects the electronic structure of a buckled two-dimensional Dirac material. In addition, we have proposed a method, that relies on \( z(V) \) spectroscopy, to obtain more information on the presence of topologically protected edge states within the material.
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