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Abstract: We consider vector valued mappings defined on metric measure spaces with a measurable differentiable structure and study both approximations by nicer mappings and regular extensions of the given mappings when defined on closed subsets. Therefore, we propose a first approach to these problems, largely studied on Euclidean and Banach spaces during the last century, for first order differentiable functions defined on these metric measure spaces.
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1 Introduction

In this paper we deal with problems about density of regular mappings and regular extensions of regular mappings on metric measure spaces endowed with a measurable differentiable structure (MDS for short) in the sense of J. Cheeger [6]. We present here a first order differentiability study on these questions following the steps already given in Euclidean spaces as well as in finite dimensional Banach spaces on the same questions.

In any context it is natural to wonder whether a function can be approximated by another one with better properties. This is one of our goals for functions defined on metric measure spaces with MDS. More precisely, we will study the existence of differentiable (differentiable and Lipschitz) approximations for continuous (continuous and Lipschitz) vector valued mappings. There exists a large literature on this subject, mainly given on linear spaces, developed during the last century where a whole collection of related problems are considered, the interested reader may check, for instance, [5, 7, 11, 27] and references therein.

The extension problem for mappings defined on closed subsets of finite dimensional Banach spaces has been extensively studied. The first one in dealing with this problem was H. Whitney [29, 30], who characterized functions defined on closed subsets of the real line that can be extended to the whole real line as functions of $C^k$ class. Then, G. Gleaser [12] studied the same problem for higher dimensions and $C^1$ extensions and, finally, C. Fefferman [9, 10], in a series of papers, completed the program for finite dimensional spaces and functions defined on compact subsets of them with $C^k$ class extensions.
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In Banach spaces of infinite dimension the situation of the problem is far less well understood although there has been a large collection of publications on the topic, see, for instance, [1–3, 15, 16, 19, 20, 27]. Here the variety of regularity notions and the kind of spaces under consideration vary upon the goals of the authors.

Metric measure spaces endowed with a measurable differentiable structure (MDS) in the sense of J. Cheeger were introduced in [6]. These spaces have called the attention of many authors since then and has helped to develop a first order differential analysis on certain metric spaces. The interested reader may check [4, 6, 13, 14, 22, 23] and references therein. These spaces will allow us for a first order differentiability notion for the functions we are going to deal with and, of course, the notion of derivative we will deal with is that of derivative with respect to a chart given by J. Cheeger [6] and S. Keith [22].

In Section 2 we give the precise definition of a metric measure space with a MDS, this is basically the same notion that we find in [6, 22]. In Section 3 we study the problem of the density of differentiable functions when defined from a metric measure space into a Banach space. We consider first the case of approximating vector valued continuous mappings by differentiable almost everywhere ones and, then, we study the same problem for continuous and Lipschitz functions which will be approximated by differentiable almost everywhere and Lipschitz ones (see Theorems 3.1 and 3.7). The condition of the metric space to be doubling will also be important for the density results we obtain. Some of these results will be applied in Section 4, where we deal with the problem of the differentiable extension of differentiable functions defined from a metric measure space into a Banach space. We prove here a number of partial results on the pursuit of, under adequate conditions, proving that every differentiable almost everywhere, or differentiable almost everywhere and Lipschitz, mapping can be extended as differentiable almost everywhere, or, respectively, differentiable almost everywhere and Lipschitz mappings, to the whole space (see Theorems 4.5 and 4.8).

## 2 Measurable Differentiable Structures

In this section we describe the notion of metric measure space with a measurable differentiable structure introduced by J. Cheeger [6] and S. Keith [22], as well as the associated notions as that of differentiable almost everywhere mapping. Metric measure spaces with MDS were also called Lipschitz differentiability spaces in [4]. The interested reader may also check the survey [23] to learn more about them.

Given a metric space \( X \), the set \( \text{LIP}(X) \) denotes the set of all Lipschitz real functions on \( X \). We give next the precise definition of a metric measure space that admits a measurable differentiable structure.

**Definition 2.1.** (Cheeger, Keith). Let \((X, d, \mu)\) be a metric measure space, and let \( \mathcal{C} \subset \text{LIP}(X) \) be a vector space of functions.

(A) A pair \((Y, y)\) is a \( \mathcal{C} \)-chart if \( Y \subset X \) is a measurable subset with \( \mu(Y) > 0 \) and \( y = (y_1, \ldots, y_k) : X \to \mathbb{R}^k \) is a function for some \( k \in \mathbb{N} \cup \{0\} \), called coordinates on \( Y \), where \( y_i \in \mathcal{C} \) for every \( 1 \leq i \leq k \).

(B) The metric measure space \((X, d, \mu)\) has a \( \mathcal{C} \)-measurable differentiable structure (\( \mathcal{C} \)-MDS, for short) if there is a countable collection of \( \mathcal{C} \)-charts \( \{(X_a, y^a)\}_{a \in \mathcal{A}} \), which is called a \( \mathcal{C} \)-atlas of \( X \), with coordinates \( y^a : X \to \mathbb{R}^{k(a)} \), so that

\[
\mu(X \setminus \bigcup_{a \in \mathcal{A}} X_a) = 0,
\]

\( k = \sup_a k(a) < \infty \), and for every \( f \in \mathcal{C} \) and chart \((X_a, y^a)\) there exists a unique (up to a set of zero measure) measurable function \( df^a : X_a \to \mathbb{R}^{k(a)} \) such that

\[
\limsup_{z \to x} \frac{|f(z) - f(x) - df^a(x) \cdot (y^a(z) - y^a(x))|}{d(z, x)} = 0
\]

for \( \mu \text{-a.e. } x \in X_a \). Moreover, such a structure is called \( k \)-dimensional and it is non-degenerate if \( k(a) \geq 1 \) for all \( a \in \mathcal{A} \). We will assume we always work with non-degenerate MDS.
We say that the pair \((Y, \mu)\) is a chart, the countable collection \(\{(X_\alpha, \mu^\alpha)\}_{\alpha \in \mathcal{A}}\) is an atlas of \(X\) and the metric measure space \((X, d, \mu)\) has a measurable differentiable structure (MDS, for short) whenever \((Y, \mu)\) is a LIP\((X)\)-chart, \(\{(X_\alpha, \mu^\alpha)\}_{\alpha \in \mathcal{A}}\) is a LIP\((X)\)-atlas of \(X\) and \((X, d, \mu)\) has a LIP\((X)\)-MDS.

In references [6, 22, 23] the reader may find examples of metric spaces that can be endowed with a MDS and main facts on them. Next we define what we understand by differentiability at a point of mappings acting on these structures.

**Definition 2.2.** Let \(X\) be a metric space with a \(\mathcal{C}\)-MDS and let \((X_\alpha, \mu^\alpha)\) be a \(\mathcal{C}\)-chart of \(X\) and \(V\) a Banach space.

(a) A function \(f : X \to \mathbb{R}\) is \(\mathcal{C}\)-differentiable at \(x \in X_\alpha\) (just differentiable if \(\mathcal{C} = \text{LIP}(X)\)), with respect to \((X_\alpha, \mu^\alpha)\), if there is a linear function \(df^\alpha(x) : \mathbb{R}^k(\alpha) \to \mathbb{R}\) such that

\[
\lim_{z \to x} \frac{|f(z) - f(x) - df^\alpha(x) \circ (\mu^\alpha(z) - \mu^\alpha(x))|}{d(z, x)} = 0.
\]

(b) A mapping \(f : X \to V\) is \(\mathcal{C}\)-differentiable at \(x \in X_\alpha\) (just differentiable if \(\mathcal{C} = \text{LIP}(X)\)), with respect to \((X_\alpha, \mu^\alpha)\), if there is a linear function \(df^\alpha(x) : \mathbb{R}^k(\alpha) \to V\) such that

\[
\lim_{z \to x} \frac{||f(z) - f(x) - df^\alpha(x) \circ (\mu^\alpha(z) - \mu^\alpha(x))||}{d(z, x)} = 0.
\]

Finally, we can state what we mean by differentiability almost everywhere of a mapping defined on metric measure spaces with a MDS.

**Definition 2.3.** Let \(X\) be a metric space with a \(\mathcal{C}\)-MDS and let \((X_\alpha, \mu^\alpha)\) be a \(\mathcal{C}\)-chart of \(X\) and \(V\) a Banach space. A mapping \(f : X \to V\) is \(\mathcal{C}\)-differentiable almost everywhere (just differentiable almost everywhere if \(\mathcal{C} = \text{LIP}(X)\)) with respect to the \(\mathcal{C}\)-atlas \(\{(X_\alpha, \mu^\alpha)\}_{\alpha \in \mathcal{A}}\) if there is a collection \(\{(\frac{df}{dx})_\alpha : X_\alpha \to V\}_{\alpha \in \mathcal{A}}\) of measurable functions uniquely determined (up to a set of zero measure), such that for almost every \(x \in X_\alpha\)

\[
\lim_{z \to x} \frac{||f(z) - f(x) - \sum_{m=1}^{k(\alpha)} \frac{df}{dx}(\alpha)(\mu^\alpha_m(z) - \mu^\alpha_m(x))||}{d(z, x)} = 0. \tag{2.1}
\]

**Remark 2.4.** Notice that if we are in the case \(\mathcal{C} = \text{LIP}(X)\), then real-valued Lipschitz functions will be differentiable almost everywhere by definition. This fact will be used at several instances regarding the distance function. Also, mappings in the chart are differentiable almost everywhere and Lipschitz.

## 3 Density of differentiable functions

In this section we study properties of density of differentiable almost everywhere mappings. We begin by showing that any continuous mapping can be approximated by such mappings. We will achieve our goal by applying standard techniques on partitions of unity. To make the exposition easier, we will work with MDS instead of \(\mathcal{C}\)-MDS although some comments will be added on this regard.

**Theorem 3.1.** Let \((X, d, \mu)\) be a separable metric measure space with a MDS and let \(V\) be a Banach space. Then, for every continuous mapping \(f : X \to V\) and every \(\varepsilon > 0\), there is a differentiable almost everywhere mapping \(g : X \to V\) such that

\[
||f(x) - g(x)|| < \varepsilon \quad \text{for all } x \in X.
\]

**Proof.** Since \(X\) is separable and \(f\) is continuous, there exists a covering \(\{B(x_n, \frac{\varepsilon}{n})\}_{n=1}^{\infty}\) of \(X\) by open balls, such that

\[
||f(x) - f(x_n)|| < \varepsilon
\]
for every $x \in B(x_n, r_n)$.

We claim that there is a differentiable almost everywhere (and Lipschitz) partition of unity subordinated to the covering $\{B(x_n, r_n)\}_{n=1}^\infty$ of $X$. Indeed, by a standard procedure, we can take $C^1$ smooth and Lipschitz functions $\theta_n : \mathbb{R} \to [0, 1]$ such that $\theta_n(t) = 1$ whenever $t \leq \frac{r}{2}$, $\theta_n(t) = 0$ whenever $t \geq r_n$ and $\text{Lip}(\theta_n) \leq 3/r_n$. Let us define $\psi_n : X \to [0, 1]$ as

$$\psi_n(x) = \theta_n(d(x, x_n)) \quad \text{for} \ x \in X.$$ Functions $\psi_n$ are differentiable almost everywhere (and Lipschitz), $\psi_n(x) = 1$ on $B(x_n, \frac{r}{2})$ and $\psi_n(x) = 0$ on $X \setminus B(x_n, r_n)$. Let us define now the functions $\varphi_n : X \to [0, 1]$ as

$$\varphi_n(x) = \psi_n(x) \prod_{k=1}^{n-1} (1 - \psi_k(x)).$$

The functions $\varphi_n$ are differentiable almost everywhere (and Lipschitz). Moreover, it is easy to see that $\sum_{n=1}^\infty \varphi_n \equiv 1$, for each $x \in X$ there is a neighborhood of $x$ where all but a finite number of functions $\varphi_n$ are 0, and $\text{supp} \ \varphi_n = \{x \in X : \varphi_n(x) \neq 0\} \subset B(x_n, r_n)$.

Consider now the function $g : X \to V$ defined as

$$g(x) = \sum_{n=1}^\infty \varphi_n(x)f(x_n).$$

This function is differentiable almost everywhere because the family $\{\varphi_n\}_{n=1}^\infty$ is locally finite and differentiable almost everywhere. Let us see that $g$ uniformly approximates $f$. For every $x \in X$

$$||f(x) - g(x)|| = \sum_{n=1}^\infty \varphi_n(x)||f(x) - f(x_n)|| < \varepsilon,$$

where the last inequality is a consequence of the fact that $||f(x) - f(x_n)|| < \varepsilon$ whenever $\varphi_n(x) \neq 0$. □

**Remark 3.2.**

(i) Let us note that if $\mathcal{C} \subset \text{LIP}(X)$ is a vector space of functions such that $(X, d, \mu)$ has a $\mathcal{C}$-MDS, the above theorem holds whenever the functions $x \mapsto d(x, x_0)$ belong to $\mathcal{C}$ for all $x_0 \in X$.

(ii) Furthermore, if the functions $x \mapsto d(x, x_0)$ are differentiable everywhere but $x_0$, then the approximation mapping is differentiable everywhere on $X$ (assuming $X = \cup_x X_0$).

Now we seek approximations by mappings that are differentiable almost everywhere and Lipschitz. For that we will need the extra hypothesis of working with doubling metric spaces which, in particular, are separable.

**Definition 3.3.** A metric space $(X, d)$ is said to be *doubling* if there is a constant $C$ such that for each $r > 0$, every ball contained in $X$ with radius $r$ can be covered by at most $C$ balls of radius $r/2$. The *doubling constant* $\lambda(X)$ if the infimum over all constants $C$ satisfying the doubling condition.

Doubling metric spaces have played a major role in the recent theory of analysis on metric spaces, as reader may check in references [6, 22, 23] or the monograph by J. Heinonen [13]. Notice also that if $(X, d)$ is doubling, then for each $r > 0$, every ball contained in $X$ with radius $r$ can be covered by at most $\lambda(X)^n$ balls of radius $r/2^n$.

The following theorem is needed to prove the next density result.

**Theorem 3.4 ([24]).** There exists a universal constant $C > 0$ such that for every doubling metric space $(X, d)$, for every $Y \supset X$ and $V$ Banach spaces, and for every Lipschitz mapping $f : X \to V$, there exists a Lipschitz extension $F : Y \to V$ such that

$$\text{Lip}(F) \leq C\lambda(X)\text{Lip}(f).$$
Another tool that we will use in this section is the concept of functions that locally depend on finitely many coordinates. This notion was first defined on Banach spaces with Schauder basis using the coordinate functionals [25]. Later, a generalization of this notion was considered by some authors using arbitrary continuous linear functionals, see, for instance, [8, 18, 28].

**Definition 3.5.** Let $Y$ and $Z$ be Banach spaces, $M \subset Y^*$ and $G : Y \to Z$. We say that $G$ locally depends on finitely many coordinates from $M$ (LFC-M, for short) if for each $x \in Y$ there are a neighborhood $U$ of $x$, a finite subset $\{f_1, \ldots, f_n\} \subset M$ and a mapping $H : \mathbb{R}^n \to Z$ such that $G(x) = H(f_1(x), \ldots, f_n(x))$ for all $x \in U$.

A simple example is the sup norm on $c_0$, which is LFC-$\{e^*_n\}_{n=1}^\infty$ away from the origin (where $\{e^*_n\}_{n=1}^\infty$ are the coordinate functionals in $c_0$).

**Lemma 3.6.** Let $(X, d, \mu)$ be a metric measure space with a MDS and let $V$ be a Banach space. Let $\Phi : X \to c_0$ be a mapping whose coordinate functions $e^*_n \circ \Phi : X \to \mathbb{R}$ are differentiable almost everywhere, and $G : c_0 \to V$ a LFC-$\{e^*_n\}_{n=1}^\infty$ and $C^1$ smooth map. Then, the mapping $G \circ \Phi : X \to V$ is differentiable almost everywhere.

**Proof.** The coordinate functions $e^*_n \circ \Phi : X \to \mathbb{R}$ are differentiable almost everywhere. Then, for every $x \in \{y \in X : e^*_n \circ \Phi$ is differentiable at $y$ for all $n \geq 1\}$, there is a neighborhood $U$ of $x$, a finite subset $\{e^*_1, \ldots, e^*_n\}$ of functionals and a $C^1$ smooth mapping $H : \mathbb{R}^n \to V$ such that $G(y) = H(e^*_1(y), \ldots, e^*_n(y))$ for all $y \in \Phi(U)$ (see [27]). Thus, $G \circ \Phi(y) = H(e^*_1 \circ \Phi(y), \ldots, e^*_n \circ \Phi(y))$ for all $y \in U$, which is differentiable at $x$. Since the set $\{x \in X : e^*_n \circ \Phi$ is differentiable at $x$ for all $n \geq 1\}$ has full measure in $X$, the mapping $G \circ \Phi : X \to V$ is differentiable almost everywhere.

Now, we can show the main theorem of this section, which gives a sufficient condition for the set of differentiable almost everywhere and Lipschitz vector-valued functions to approximate set of Lipschitz vector-valued functions.

**Theorem 3.7.** Let $(X, d, \mu)$ be a metric measure space with a MDS where $(X, d)$ is doubling, and let $V$ be a Banach space. Then, for every Lipschitz mapping $f : X \to V$ and every $\varepsilon > 0$, there is a differentiable almost everywhere and Lipschitz mapping $g : X \to V$ such that

$$||f(x) - g(x)|| < \varepsilon \quad \text{for all} \; x \in X, \text{ and} \quad \text{Lip}(g) \leq 2C \lambda(X)^2 \text{Lip}(f),$$

where $C$ is the universal constant given by Theorem 3.4.

**Proof.** Notice that since $(X, d)$ is doubling then it is separable. Now, recall that Ahanori proved in [1] that for any $\rho > 0$, every separable metric space $(X, d)$ is $(6 + \rho)$-Lipschitz isomorphic to a subset of the Banach space $c_0$. Thus, for any $\rho > 0$, there is a mapping $\Phi : X \to c_0$ such that

$$d(x, y) \leq ||\Phi(x) - \Phi(y)|| \leq (6 + \rho)d(x, y) \quad \text{for all} \; x, y \in X.$$

Later Assouad in [2] and Pelant in [26] refined this result by showing that every separable metric space 3-embeds into $c_0$. Finally, Kalton and Lancien [21] constructed a 2-embedding (resp. 1-embedding) into $c_0$ for every separable (resp. proper) metric space.

Thus, since our metric space $(X, d)$ is separable, there is a mapping $\Phi : X \to c_0$ such that

$$d(x, y) \leq ||\Phi(x) - \Phi(y)|| \leq 2d(x, y) \quad \text{for all} \; x, y \in X.$$

We claim that $\Phi(X)$ is doubling in $c_0$ with constant $\lambda(X)^2$. Indeed, for any $x \in X$ and $r > 0$ we have that

$$\Phi^{-1}(B(\Phi(x), r)) \subset B(x, r) \subset \bigcup_{j=1}^{\lambda(X)^2} B(x_j, \frac{r}{2^j}).$$
since $\Phi^{-1}$ is 1-Lipschitz and $X$ is doubling. Now, using the fact that $\Phi$ is 2-Lipschitz,

$$B(\Phi(x), r) \cap \Phi(X) \subseteq \bigcup_{j=1}^{\lambda(X)^2} \Phi(B(x_j, \frac{r}{2^j})) \subseteq \bigcup_{j=1}^{\lambda(X)^2} B(\Phi(x_j), 2 \frac{r}{2^j}) \cap \Phi(X) \subseteq \bigcup_{j=1}^{\lambda(X)^2} B(\Phi(x_j), \frac{r}{2}) \cap \Phi(X),$$

which proves the claim.

Moreover, if $f : X \to V$ is a Lipschitz map, then $f \circ \Phi^{-1} : \Phi(X) \to V$ is a Lip($f$)-Lipschitz map, and by Theorem 3.4 there is a Lipschitz extension $F : c_0 \to V$ with Lip($F$) $\leq C(X)^2$ Lip($f$).

Given $\epsilon > 0$, adapting the proof of [15, Theorem 1] (see also [17, Theorem 74, pg 437]) we find a $C^\infty$ smooth, LFC-$\left\{\epsilon_n\right\}_{n=1}^\infty$ and Lipschitz mapping $G : c_0 \to V$ such that

$$\|F(x) - G(x)\| < \epsilon \quad \text{for all } x \in c_0, \text{ and} \quad \text{Lip}(G) \leq \text{Lip}(F).$$

Let us take $g : X \to V$ defined as $g(x) = G \circ \Phi(x)$. Then

- Lip($g$) $\leq 2C(X)^2$ Lip($f$),
- $\|f(x) - g(x)\| = \|f \circ \Phi^{-1} \circ \Phi(x) - G \circ \Phi(x)\| < \epsilon$ for all $x \in X$, and
- by Lemma 3.6, $g$ is differentiable almost everywhere on $X$.

In the next proposition we show that subsets of doubling metric spaces are doubling too. We include it in this work as we lack a reference for it.

**Proposition 3.8.** Let $(X, d)$ be a doubling metric space and $A \subseteq X$. Then $(A, d)$ is doubling too with doubling constant at most $\lambda(X)^2$, where $\lambda(X)$ stands for the doubling constant of $X$.

**Proof.** Let $A \subseteq X$ and let $B_A(a, r)$ be a ball in $(A, d)$. We need to show that it can be covered by at most a given number $\lambda(A)$ of ball in $(A, d)$ with radius at most $r/2$. Since $(X, d)$ is doubling and $B_A(a, r) \subseteq B_X(a, r)$, there are at most $\lambda(X)$ balls in $X$ such that

$$B_A(a, r) \subseteq \bigcup_{i=1}^{\lambda(X)} B_X(x_j, r/2).$$

Applying the doubling property again, each ball $B_X(x_j, r/2)$ can be covered by, at most, $\lambda(X)$ balls with center in $X$ and radius $r/4$. Therefore we have, at most, $\lambda(X)^2$ balls of radius $r/4$ which union contains $B_A(a, r)$. Taking, for each of these balls, a point in the intersection of $A$ with it (when such intersection is nonempty) we obtain, at most, $\lambda(X)^2$ points in $A$ such that the union of balls with center in these points and radius $r/2$ covers $B_A(a, r)$.

**Corollary 3.9.** Let $(X, d, \mu)$ be a metric measure space with a MDS where $(X, d)$ is doubling, and let $V$ be a Banach space. Then, for every subset $A \subseteq X$, every Lipschitz mapping $f : A \to V$ and every $\epsilon > 0$, there is a differentiable almost everywhere and Lipschitz mapping $g : X \to V$ such that

$$\|f(x) - g(x)\| < \epsilon \quad \text{for all } x \in A, \text{ and} \quad \text{Lip}(g) \leq 2C(X)^4 \text{ Lip}(f),$$

where $C$ is the universal constant given by Theorem 3.4.

Finally, notice that a doubling metric space is proper (i.e., closed and bounded subsets are compact) if and only if it is complete. Then, using the 1-embedding into $c_0$ for proper metric spaces given in [21], we obtain the last result of this section.
Corollary 3.10. Let \((X, d, \mu)\) be a metric measure space with a MDS where \((X, d)\) is complete and doubling, and let \(V\) be a Banach space. Then, for every Lipschitz mapping \(f : X \to V\) and every \(\varepsilon > 0\), there is a differentiable almost everywhere and Lipschitz mapping \(g : X \to V\) such that

\[
\|f(x) - g(x)\| < \varepsilon \quad \text{for all } x \in X, \text{ and} \quad \text{Lip}(g) \leq C \text{Lip}(f),
\]

where \(C\) is the universal constant given by Theorem 3.4.

Remark 3.11.

(i) Let \(C \subset \text{LIP}(X)\) such that \((X, d, \mu)\) has a \(C\)-MDS, the main theorem holds whenever the functions \(x \mapsto d(x, x_0)\) belong to \(C\) for all \(x_0 \in X\). Indeed, following the proof of [27, Proposition 3.1.3, Proposition 3.1.2] (see also [16]) the Lipschitz embedding \(\Phi\) into \(c_0\) can be chosen with differentiable almost everywhere coordinate functions and Lipschitz constant less or equal to \(4 + r\) for any \(r > 0\).

(ii) Furthermore, the approximation mapping is differentiable everywhere on \(X\) whenever the functions \(x \mapsto d(x, x_0)\) are differentiable everywhere but \(x_0\).

4 Extension of differentiable functions

In this section we study the problem of extending differentiable functions from a metric space with a MDS as differentiable functions. We begin by obtaining some Lip-derivation inequalities for vector-valued functions similar to the one obtained in [6, 14] in the real-valued case.

Suppose that \((X, d, \mu)\) is a metric measure space with a MDS and \(V\) is a Banach space. Given a mapping \(f : X \to V\), the point-wise Lipschitz constant, \(\text{Lip}_x(f)\), at \(x \in X\) is given by:

\[
\text{Lip}_x(f) = \limsup_{y \to x} \frac{\|f(y) - f(x)\|}{d(y, x)}.
\]

A mapping \(f : X \to V\) satisfying equation (2.1) on a chart \((X_a, y^a)\) satisfies

\[
\text{Lip}_x(f) = \text{Lip}_x \left( \left\{ \frac{df}{dy^a} \right\}_{m=1}^{k(a)} \cdot y^a \right) \leq \text{Lip}(y^a) \sum_{m=1}^{k(a)} \| \frac{df}{dy^a} \|,
\]

for almost every \(x \in X_a\). The opposite inequality also holds, but a finer atlas must be chosen. Firstly, let us recall the real-valued case (see [6, Lemma 4.32] or [14, Lemma 5.1]).

Proposition 4.1. Let \((X, d, \mu)\) be a metric measure space with a MDS. Then, there is a atlas \(\{(X_a, y^a)\}_{a \in A}\) on \(X\) such that for each \(a \in A\) there exists a constant \(C_a > 0\), which depends on the chart \((X_a, y^a)\), such that for every differentiable almost everywhere function \(f : X \to \mathbb{R}\)

\[
||d^af(x)||_\infty \leq C_a \text{Lip}_x(f),
\]

for a.e. \(x \in X_a\).

Notice that \(d^af(x) = \left\{ \frac{df}{dy^a} \right\}_{m=1}^{k(a)} \in \mathbb{R}^{k(a)}\) and \(||d^af(x)||_\infty = \max_{1 \leq m \leq k(a)} |\frac{df}{dy^a}(x)|\).

Proposition 4.2. Let \((X, d, \mu)\) be a metric measure space with a MDS and let \(V\) be a Banach space. Then, for every differentiable almost everywhere mapping \(f : X \to V\), we have that

\[
\max_{1 \leq m \leq k(a)} \left\| \frac{df}{dy^a}(x) \right\| \leq C_a \text{Lip}_x(f),
\]

for a.e. \(x \in X_a\), where \(\{(X_a, y^a)\}_{a \in A}\) and \(C_a\) are the atlas on \(X\) and the constants given in Proposition 4.1.
Proof. Since $f : X \to V$ is differentiable almost everywhere, the function $\phi \circ f : X \to \mathbb{R}$ is differentiable almost everywhere for any $\phi \in V^*$ (actually, they are differentiable at the points where $f$ is differentiable). Moreover, it is easy to see that

$$d^a(\phi \circ f)(x) = \left\{ \frac{d(\phi \circ f)}{dy_m}(x) \right\}_{m=1}^{k(\alpha)} = \left\{ \phi \left( \frac{df}{dy_m}(x) \right) \right\}_{m=1}^{k(\alpha)}.$$ 

Using Proposition 4.1

$$\max_{1 \leq m \leq k(\alpha)} \left| \phi \left( \frac{df}{dy_m}(x) \right) \right| \leq C_\alpha \text{Lip}_{\alpha}(\phi \circ f) \leq C_\alpha \|\phi\| \text{Lip}_{\alpha}(f),$$

for a.e. $x \in X_{\alpha}$. 

Notice that the above inequality is satisfied for every $\phi \in V^*$ and any point $x \in X_{\alpha}$ where $f$ is differentiable. Thus, for any $1 \leq m \leq k(\alpha)$ and any point $x \in X_{\alpha}$ where $f$ is differentiable, we choose $\phi \in V^*$ such that $\|\phi\| = 1$ and $\phi \left( \frac{df}{dy_m}(x) \right) = \left\| \frac{df}{dy_m}(x) \right\|$, and we obtain that

$$\left\| \frac{df}{dy_m}(x) \right\| = \phi \left( \frac{df}{dy_m}(x) \right) \leq \max_{1 \leq m \leq k(\alpha)} \left| \phi \left( \frac{df}{dy_m}(x) \right) \right| \leq C_\alpha \text{Lip}_{\alpha}(f).$$

To sum up, inequality (4.1) holds for any $x \in X_{\alpha}$ where $f$ is differentiable. \hfill \Box 

To show the main result of this section, we need the following lemma.

**Lemma 4.3.** Let $(X, d, \mu)$ be a metric measure space with a MDS where $(X, d)$ is doubling, let $V$ be a Banach space and $A \subset X$. Then, for every continuous mapping $F : X \to V$ such that $F_{\alpha}$ is Lipschitz, and every $\varepsilon > 0$, there exists a differentiable almost everywhere mapping $G : X \to V$ such that:

(i) $|F(x) - G(x)| < \varepsilon$ for all $x \in X$,

(ii) $\text{Lip}(G_{\alpha}) \leq 2C(X)^{\alpha} \text{Lip}(F_{\alpha})$, where $C$ is the universal constant given in Theorem 3.4.

(iii) In addition, if $F$ is Lipschitz, then there exists a constant $C_1 \geq 2C(X)^{\alpha}$, depending only on the doubling constant of $X$, such that the mapping $G$ can be chosen to be Lipschitz on $X$ and $\text{Lip}(G) \leq C_1 \text{Lip}(F)$.

**Proof.** Assume that the mapping $F : X \to V$ is continuous on $X$ and $F_{\alpha}$ is Lipschitz. By Theorem 3.1 there is a differentiable almost everywhere mapping $h : X \to V$, such that $|F(x) - h(x)| < \varepsilon$ for all $x \in X$. Let us apply Corollary 3.9 to $F_{\alpha}$ to obtain a differentiable almost everywhere and Lipschitz mapping $g : X \to V$ such that

(a) $|F(x) - g(x)| < \varepsilon$ for all $x \in A$, and

(b) $\text{Lip}(g) \leq 2C(X)^{\alpha} \text{Lip}(F_{\alpha})$.

Consider the open sets $D = \{x \in X : |F(x) - g(x)| < \varepsilon/2\}$ and the closed set $C = \{x \in X : |F(x) - g(x)| \leq \varepsilon/4\}$ in $X$. Then $A \subset C \subset D$. There is a differentiable almost everywhere function $u : X \to [0, 1]$ such that

$$u(x) = \begin{cases} 
1 & \text{if } x \in C, \\
0 & \text{if } x \in X \setminus D.
\end{cases}$$

Indeed, since $C \cap (X \setminus D) = \emptyset$, the function

$$p(x) = \frac{\text{dist}(x, X \setminus D)}{\text{dist}(x, C) + \text{dist}(x, X \setminus D)}$$

is continuous on $X$, $p(C) = 1$ and $p(X \setminus D) = 0$. Using Theorem 3.1, there is a differentiable almost everywhere function $q : X \to \mathbb{R}$ such that $|p(x) - q(x)| < \frac{1}{3}$. Let us take a $C^1$ smooth function $\theta : \mathbb{R} \to [0, 1]$ such that $\theta(t) = 0$ whenever $t \leq 1/4$ and $\theta(t) = 1$ whenever $t \geq 3/4$. Then, $u(x) = \theta(q(x))$ satisfies the desired properties.

Let us define $G : X \to V$ as

$$G(x) := u(x)g(x) + (1 - u(x))h(x).$$

It is clear that $G$ is a differentiable almost everywhere mapping. Since $u(x) = 0$ for all $x \in X \setminus D$, we deduce that

$$|F(x) - G(x)| = |F(x) - h(x)| < \varepsilon \quad \text{for all } x \in X \setminus D.$$
Now, if $x \in D$, then
\[ ||F(x) - G(x)|| \leq u(x)||F(x) - g(x)|| + (1 - u(x))||F(x) - h(x)|| \leq u(x)e/2 + (1 - u(x))e \leq \varepsilon.\]

Finally, since $u(x) = 1$ and $G(x) = g(x)$ for every $x \in C$, we obtain that $\text{Lip}(G_{\lambda x}) = \text{Lip}(g_{\lambda x}) \leq 2C\lambda(X)^4 \text{Lip}(F_{\lambda x})$.

To prove the last part, let us now assume that $F$ is Lipschitz on the whole $X$. Let us apply Theorem 3.7 and Corollary 3.9 to $F$ and $F_{\lambda x}$ to obtain differentiable almost everywhere mappings $g$ and $h$ from $X$ into $V$ such that

(a) $||F(x) - g(x)|| < \varepsilon/4$ for all $x \in A$,
(b) $||F(x) - h(x)|| < \varepsilon$ for all $x \in X$,
(c) $\text{Lip}(g) \leq 2C\lambda(X)^6 \text{Lip}(F_{\lambda x})$ and $\text{Lip}(h) \leq 2C\lambda(X)^2 \text{Lip}(F)$.

We take again the open subsets $B$, $D$ and the closed subset $C$ as earlier in this proof. Notice that
\[ \text{dist}(C, X \setminus D) \geq \frac{\varepsilon}{4(\text{Lip}(F) + 2C\lambda(X)^6 \text{Lip}(F_{\lambda x}))} = \varepsilon'. \]

We claim that there is a differentiable almost everywhere and Lipschitz function $u : X \to [0, 1]$ such that
\[ u(x) = \begin{cases} 1 & \text{if } x \in C \\ 0 & \text{if } x \in X \setminus D \end{cases} \quad \text{and} \quad \text{Lip}(u) \leq \frac{4(\text{Lip}(F) + 2C\lambda(X)^6 \text{Lip}(F_{\lambda x}))}{\varepsilon}.
\]

In fact, let us take a Lipschitz function $\theta : \mathbb{R} \to [0, 1]$ such that $\theta(t) = 0$ whenever $t \leq 0$, $\theta(t) = 1$ whenever $t \geq \varepsilon'$ and $\text{Lip}(\theta) = 1/\varepsilon'$. Thus, the function $u(x) = \theta(\text{dist}(x, X \setminus D))$ is Lipschitz, so it is differentiable almost everywhere, $u(C) = 1$, $u(X \setminus D) = 0$ and $\text{Lip}(\theta) \leq 1/\varepsilon'$.

Let us now consider $G : X \to V$ as
\[ G(x) = u(x)g(x) + (1 - u(x))h(x). \]

Clearly $G$ is differentiable almost everywhere on $X$. We follow the above proof to obtain that

(i) $||F(x) - G(x)|| < \varepsilon$ on $X$, 
(ii) $\text{Lip}(G_{\lambda x}) = \text{Lip}(g_{\lambda x}) \leq 2C\lambda(X)^4 \text{Lip}(F_{\lambda x})$.

Additionally, if $y, z \in X \setminus D$, then $u(y) = 0$, $u(z) = 0$, $G(y) = h(y)$, $G(z) = h(z)$, and $||G(y) - G(z)|| = ||h(y) - h(z)|| \leq 2C\lambda(X)^2 \text{Lip}(F)d(y, z)$. For $y, z \in D$, we have
\[ ||G(y) - G(z)|| = ||g(y)u(y) + h(y)(1 - u(y)) - g(z)u(z) - h(z)(1 - u(z))|| \leq ||g(y)(u(y) - u(z)) + h(y)(u(z) - u(y))|| + ||u(y)(g(y) - g(z)) + (1 - u(y))(h(y) - h(z))|| \leq (\varepsilon/2 + \varepsilon)\text{Lip}(u) + 4C\lambda(X)^4 \text{Lip}(F)d(y, z) \leq (6 + 16C\lambda(X)^4)\text{Lip}(F)d(y, z). \]

The case $z \in X \setminus D$ and $y \in D$ follows the same way as the previous one. We define $C_1 := 6 + 16C\lambda(X)^4$ and, finally, obtain that $\text{Lip}(G) \leq C_1 \text{Lip}(F)$.

Equation (2.1) can be also written as
\[ f(z) - f(x) - \sum_{m=1}^{k(a)} \frac{df}{dy_m}(x)(y_m(z) - y_m(x)) = o(d(z, x)) \]
for a.e. $x \in X_a$. This expression inspires the mean value condition we will need to impose in order to obtain our results. This mean value condition was proved to be needed for $C^1$ extension of vector valued mappings in [20] when working this problem in the context of Banach spaces. We adapt the notion given in [20] to our context in the following definition.
Definition 4.4. Let $(X, d, \mu)$ be a metric measure space with a MDS, consider $\{(X_a, y^a)\}_{a \in \mathcal{A}}$ an atlas on it. Let $V$ be a Banach space and $A \subset X$ a measurable subset with $\mu(A) > 0$. We say that a differentiable almost everywhere mapping $f : A \to V$ satisfies the mean value condition on $A$ if for every $a$, almost every $x \in A \cap X_a$ and every $\varepsilon > 0$, there is an open ball $B(x, r)$ in $X$ such that

$$
||f(z) - f(y) - \sum_{m=1}^{k(a)} \frac{df}{dy^a_m}(x)(y^a_m(z) - y^a_m(y))|| \leq \varepsilon d(z, y),
$$

for every $z, y \in A \cap X_a \cap B(x, r)$.

The following theorem is the main result in this section. It is rather an approximation result than an extension one as it shows that continuous extensions can be approached by smooth mappings in a precise way that can be useful to obtain the extensions result we are seeking. How to apply this result will be shown later.

Theorem 4.5. Let $(X, d, \mu)$ be a metric measure space with a MDS where $(X, d)$ is doubling, let $V$ be a Banach space, $A \subset X$ a closed subset and $f : A \to V$ a mapping satisfying the mean value condition. Let us consider $F : X \to V$ a continuous extension of $f$ to $X$. Then, for every $\varepsilon > 0$ there exists a differentiable almost everywhere $G : X \to V$ such that

(i) $||F(x) - G(x)|| < \varepsilon$ on $X$, and

(ii) $\text{Lip}(f - G) < \varepsilon$.

(iii) Furthermore, assume that $f$ is Lipschitz on $A$ and $F$ is a Lipschitz extension of $f$ to $X$. Then the function $G$ can be chosen to be Lipschitz on $X$ and $\text{Lip}(G) \leq C \text{Lip}(F)$ for a certain constant $C$.

Proof. Assume that $F$ is a continuous extension of $f$. Since $X$ is a separable metric space, $A \subset X$ is a closed subspace and $f$ satisfies the mean value condition on $A$, there exists $\{B(x_n, r_n)\}_{n \in \mathbb{N}}$ a covering of $A$ by open balls of $X$, with centers $x_n \in A$ such that

$$
||f(z) - f(y) - \sum_{m=1}^{k(a)} \frac{df}{dy^a_m}(x_n)(y^a_m(z) - y^a_m(y))|| \leq \frac{\varepsilon}{8C_0} d(z, y),
$$

for every $z, y \in A \cap X_a \cap B(x_n, r_n)$, where $C_0 = 2C_1(X)^4$.

Let us define $T_n$ as the first order Taylor Polynomial of $f$ at $x_n$ given by

$$
T_n(x) = f(x_n) + \sum_{m=1}^{k(a)} \frac{df}{dy^a_m}(x_n)(y^a_m(x) - y^a_m(x_n)),
$$

for $x \in X$. Notice that $T_n$ satisfies the following properties:

1. $T_n$ is differentiable almost everywhere on $X$,
2. $\frac{dT_n}{dy^a_m}(x) = \frac{df}{dy^a_m}(x_n)$ for almost every $x$ in $X$ and $1 \leq m \leq k(a)$, and
3. for all $z, y \in A \cap X_a \cap B(x_n, r_n)$,

$$
||T_n - F(y) - (T_n - F)(z)|| =
$$

$$
= ||f(z) - f(y) - \sum_{m=1}^{k(a)} \frac{df}{dy^a_m}(x_n)(y^a_m(z) - y^a_m(y))|| \leq \frac{\varepsilon}{8C_0} d(z, y).
$$

Thus, $\text{Lip}((T_n - F)|_{A \cap X_a \cap B(x_n, r_n)}) \leq \frac{\varepsilon}{8C_0}$.

By Theorem 3.1 there is a differentiable almost everywhere mapping $F_0 : X \to V$ such that $||F(x) - F_0(x)|| < \varepsilon$ for every $x \in X$.

Let us denote the open set $B_0 := X \setminus A$. Then, the collection $\{B(x_n, r_n)\}_{n=1}^{\infty} \cup B_0$ is a covering of $X$ by open sets. In the same way as the proof of Theorem 3.1, there is a partition of unity $\{\varphi_n\}_{n=0}^{\infty}$ of differentiable almost everywhere and Lipschitz functions such that
• for each \( x \in X \) there is a neighborhood of \( x \) where all but a finite number of the functions are 0,
• \( \text{supp } \varphi_n = \{ x \in X : \varphi_n(x) \neq 0 \} \subseteq B(x_n, r_n) \), \( \text{supp } \varphi_0 \subseteq B_0 \), and
• \( \sum_{n=0}^{\infty} \varphi_n = 1 \).

Let us define \( L_n := \max(\text{Lip}(\varphi_n), 1) \) for every \( n \geq 0 \). Now, for every \( n \in \mathbb{N} \) we apply Lemma 4.3 to \( T_n - F \) on \( A \cap X_n \cap B(x_n, r_n) \) to obtain a differentiable almost everywhere mapping \( \delta_n : X \rightarrow V \) so that

\[
\|T_n(x) - F(x) - \delta_n(x)\| < \frac{\varepsilon}{2^{n+2}L_n} \quad \text{for every } x \in X
\]

and

\[
\text{Lip}(\delta_n|_{A \cap X_n \cap B(x_n,r_n)}) \leq \frac{\varepsilon}{8}.
\]

Let us define

\[
G(x) = \varphi_0(x)F_0(x) + \sum_{n=1}^{\infty} \varphi_n(x)(T_n - \delta_n)(x).
\]

The mapping \( G \) is differentiable almost everywhere since \( \{ \varphi_n \}_{n=0}^{\infty} \) is locally finitely nonzero. For every \( x \in X \)

\[
\|G(x) - F(x)\| \leq \varphi_0(x)\|F_0(x) - F(x)\| + \sum_{n=1}^{\infty} \varphi_n(x)\|T_n(x) - \delta_n(x) - F(x)\| \leq \sum_{n=0}^{\infty} \varphi_n(x) \frac{\varepsilon}{2} < \varepsilon.
\]

Let us prove that \( \text{Lip}(f - G|_{A}) < \varepsilon \). In order to simplify the notation let us write \( F_z := \{ n \geq 0 : \varphi_n(z) \neq 0 \} \) for \( z \in X \), and \( S_n(y) := T_n(y) - \delta_n(y) - f(y) \) for \( y \in A \). Now, we obtain

\[
\|G(y) - f(y) - (G(z) - f(z))\| = \sum_{n \in F_y} \varphi_n(y)S_n(y) - \sum_{n \in F_z} \varphi_n(z)S_n(z) = \left( \sum_{n \in F_y} \varphi_n(y)S_n(y) - \sum_{n \in F_z} \varphi_n(z)S_n(z) \right) + \left( \sum_{n \in F_z \setminus F_y} \varphi_n(z)S_n(z) \right) \leq \sum_{n \in F_y} |\varphi_n(y) - \varphi_n(z)| |S_n(y)| + \sum_{n \in F_z \setminus F_y} \varphi_n(z) |S_n(y) - S_n(z)| \leq \sum_{n \in F_y} L_n d(y, z) \frac{\varepsilon}{2^{n+2}L_n} + \sum_{n \in F_z \setminus F_y} \varphi_n(z) \frac{\varepsilon}{4} d(y, z) + \sum_{n \in F_z \setminus F_y} \frac{\varepsilon}{2^{n+2}L_n} < \varepsilon d(y, z).
\]

Let us now consider the case when \( F \) is a Lipschitz extension of \( f \) on \( X \). In this case, we can assume that \( f \) is not constant (otherwise the assertion is trivial) and thus \( \text{Lip}(F) \geq \text{Lip}(f) > 0 \). Let us fix \( 0 < \varepsilon < \text{Lip}(F) \). If we follow the above construction for the open covering \( \{ B(x_n, r_n) \}_{n=1}^{\infty} \cup B_0 \) of \( X \), we additionally obtain

(4) \( T_n - F \) is Lipschitz on \( X \) and, by Proposition 4.2,

\[
\text{Lip}(T_n) \leq \text{Lip}(y^a) \sum_{m=1}^{k(a)} \left\| \frac{df}{dy_m^a}(x_n) \right\| \leq \text{Lip}(y^a)k(a)C_a \text{Lip}(f) \leq K_a \text{Lip}(f),
\]

where \( K_a = k(a)C_a \text{Lip}(y^a) \). Thus, \( \text{Lip}(T_n - F) \leq K_a \text{Lip}(f) + \text{Lip}(F) \) for every \( n \in \mathbb{N} \).

Also, the construction of the Lipschitz partition of unity \( \{ \varphi_n \}_{n=0}^{\infty} \) and the definition of \( L_n \) are similar to the previous case.
Now, for any \( n \in \mathbb{N} \), we apply Lemma 4.3 to \( T_n - F \) on \( A \cap X_n \cap B(x_n, r_n) \) to obtain a differentiable almost everywhere mapping \( \delta_n : X \to V \) satisfying the properties of the previous case and

\[
\text{Lip}(\delta_n) \leq C_1 \text{Lip}(T_n - F) \leq C_1(K_d \text{Lip}(f) + \text{Lip}(F)).
\]

Besides, by applying Corollary 3.9, we select a differentiable almost everywhere mapping \( F_0 : X \to V \), such that

\[
|F_0(x) - F(x)| < \frac{\varepsilon}{2^2L_0}
\]

for every \( x \in X \) and \( \text{Lip}(F_n) \leq 2C\lambda X \text{Lip}(F) \).

Similarly to the first case, the definition of \( G \) is

\[
G(x) = \varphi_0(x)F_0(x) + \sum_{n=1}^{\infty} \varphi_n(x)(T_n - \delta_n)(x).
\]

The proofs that \( G \) is differentiable almost everywhere, \( ||G(x) - F(x)|| < \varepsilon \) for all \( x \in X \) and \( \text{Lip}(F - G_{N_\varepsilon}) < \varepsilon \) follow along the same lines. To show that \( G \) is Lipschitz, notice that, from the fact that the mappings \( \{\varphi_n\} \) are a partition of unity,

\[
G(z) - G(y) = (\varphi_0(z) - \varphi_0(y))(F_0(z) - F(z)) + \varphi_0(y)(F_0(z) - F_0(y)) + \sum_{n=1}^{\infty} (\varphi_n(z) - \varphi_n(y))(T_n(z) - \delta_n(z) - F(z)) + \sum_{n=1}^{\infty} \varphi_n(y)((T_n(z) - \delta_n(z)) - (T_n(y) - \delta_n(y))).
\]

Therefore

\[
||G(z) - G(y)|| \leq ||(\varphi_0(z) - \varphi_0(y))(F_0(z) - F(z))|| + ||\varphi_0(y)(F_0(z) - F_0(y))|| + || \sum_{n=1}^{\infty} (\varphi_n(z) - \varphi_n(y))(T_n(z) - \delta_n(z) - F(z))|| + || \sum_{n=1}^{\infty} \varphi_n(y)((T_n(z) - \delta_n(z)) - (T_n(y) - \delta_n(y)))||
\]

\[
\leq \frac{\varepsilon}{2^2} d(y, z) + 2C\lambda X \text{Lip}(F)d(y, z) + \sum_{n=1}^{\infty} \frac{\varepsilon}{2^{n+2}} d(y, z) + (1 + C_1)(K_d \text{Lip}(f) + \text{Lip}(F))d(y, z)
\]

\[
\leq (\varepsilon + 2C\lambda X \text{Lip}(F) + (1 + C_1)(K_d \text{Lip}(f) + \text{Lip}(F)))d(y, z).
\]

We close the paper by showing how this result can be applied to obtain smooth extensions of smooth mappings. We begin with a convergence theorem.

**Theorem 4.6.** Let \( (X, d, \mu) \) be a metric measure space with a MDS and \( V \) a Banach space. If \( \{f_n\} \) is a sequence of differentiable almost everywhere functions from \( X \) to \( V \) and \( f : X \to V \) is such that

(i) \( \text{Lip}_s(f_n - f) \to 0 \) for almost every \( x \in X \), and

(ii) there exists a function \( g : X \to V \) such that \( df_n^a(x) \to g(x) \) for almost every \( x \in X \),

then, \( f \) is differentiable for almost every \( x \in X \) and \( df^a(x) = g(x) \).

**Proof.** We have to show that \( \text{Lip}_s(f - g(x)y^a) = 0 \) for almost every \( x \in X \), that is, for \( \varepsilon > 0 \) there exists \( \delta > 0 \) such that

\[
\sup \left\{ \frac{|f(z) - f(x) - g(x)(y^a(z) - y^a(x))|}{d(z, x)} : z \in B(x, \delta) \setminus \{x\} \right\} < \varepsilon.
\]

Let us fix \( x \in X \) so that (i) and (ii) hold. From (i), there exists \( n_0 \in \mathbb{N} \) such that for \( n \geq n_0 \) we have that \( \text{Lip}_s(f_n - f) < \varepsilon/3 \). Therefore, there exists \( \delta_1 > 0 \) such that

\[
\sup \left\{ \frac{|f_n(z) - f(z) - (f_n - f)(x)|}{d(z, x)} : z \in B(x, \delta_1) \setminus \{x\} \right\} < \varepsilon/3.
\]

From (ii) and the fact the mappings \( y^a \) are Lipschitz by definition, there exists \( n_1 \in \mathbb{N} \) such that for \( n \geq n_1 \) we have that

\[
|df^a_n(x) - g(x)| < \frac{\varepsilon}{3 \text{Lip}(y^a)}.
\]
Let us take now \( N = \max\{n_0, n_1\} \), since \( f_N \) is differentiable almost everywhere, there exists \( \delta > 0 \), we can choose it so that \( \delta < \delta_1 \), such that

\[
\sup \left\{ \left| \frac{f_N(z) - f_N(x) - df_N(x)(y^d(z) - y^d(x))}{d(z, x)} \right| : z \in B(x, \delta) \setminus \{x\} \right\} < \varepsilon/3.
\]

Then, \( z \in B(x, \delta) \setminus \{x\} \),

\[
\left| f(z) - f(x) - g(x)(y^d(z) - y^d(x)) \right| \leq \left| \frac{f_N(z) - f_N(x) - df_N(x)(y^d(z) - y^d(x))}{d(z, x)} \right| + \left| \frac{df_N(x) - g(x)}{d(z, x)} \right| \cdot \left| y^d(z) - y^d(x) \right| < \varepsilon,
\]

which completes the proof.

We obtain the following corollary.

**Corollary 4.7.** Under the conditions of the above theorem, given a sequence of differentiable almost everywhere functions \( f_n : X \rightarrow V \) such that

(i) \( \sum_{n=1}^{\infty} f_n(x) < \infty \) for \( x \in X \), and

(ii) \( \operatorname{Lip}(\sum_{n=N+1}^{\infty} f_n) \rightarrow 0 \) as \( N \rightarrow \infty \), for almost every \( x \in X \),

then, \( f(x) = \sum f_n(x) \) is differentiable almost everywhere in \( X \).

**Proof.** We will apply Theorem 4.6 for functions \( \sum_{j=1}^{n} f_j \). We need the function \( g(x) = \sum_{n=1}^{\infty} dN^x \). This function is well defined due to Proposition 4.2 and (ii). Also, (ii) in Theorem 4.6 follows from Proposition 4.2 and (ii) in this corollary. Therefore, \( f \) is differentiable almost everywhere.

We go next with the final result of this paper where we provide existence of smooth extensions. We will require of a very strong use of the mean valued condition. Of course, the mean valued condition as required in the next statement can be weakened by imposing it only to the mappings that are needed in the proof, however we impose it on all differentiable mappings so it makes the exposition easier.

**Theorem 4.8.** Let \( (X, d, \mu) \) be a metric measure space with a MDS where \( (X, d) \) is doubling, let \( V \) be a Banach space and \( A \subset X \) a closed subset with \( \mu(A) > 0 \). Let us suppose that any differentiable almost everywhere mapping from \( X \) to \( V \) satisfies the mean value condition on \( A \). Then, given a differentiable almost everywhere and Lipschitz mapping from \( A \) to \( V \), there is a differentiable almost everywhere mapping \( F : X \rightarrow V \) such that \( F|_A = f \).

Moreover, if the mapping \( f \) is Lipschitz, then the differentiable almost everywhere extension \( F : X \rightarrow V \) can be chosen to be Lipschitz with \( \operatorname{Lip}(F) \leq C \operatorname{Lip}(f) \), where \( C \geq 1 \) is a constant that only depends on \( X \).

**Proof.** By Theorem 4.5, there exists a differentiable almost everywhere and Lipschitz \( g_1 : X \rightarrow V \) such that

(i) \( \left| f(x) - g_1(x) \right| < 1/2 \) en \( A \).

(ii) \( \operatorname{Lip}(f - g_1) < 1/2 \).

(iii) \( \operatorname{Lip}(g_1) \leq C \operatorname{Lip}(f) \).

Let us take \( f - g_1 : A \rightarrow V \), since we are assuming all differentiable functions satisfy the mean value condition, we can apply Theorem 4.5, for globally defined Lipschitz functions on the whole \( X \), again and so there exists a differentiable almost everywhere and Lipschitz \( g_2 : X \rightarrow V \) such that

(i) \( \left| f(x) - g_1(x) - g_2(x) \right| < 1/2^2 \) en \( A \).

(ii) \( \operatorname{Lip}(f - (g_1 + g_2)) < 1/2^2 \).

(iii) \( \operatorname{Lip}(g_2) \leq C \operatorname{Lip}(f - g_1) \leq C/2 \).

Proceeding in this way, for all \( n \geq 2 \) there exists a differentiable almost everywhere and Lipschitz mapping \( g_n : X \rightarrow V \) such that
We define now $g(x) = \sum_{n=1}^{\infty} g_n(x)$ for $x \in X$. Mapping $g$ verifies:

(i) $g(x) = f(x)$ for $x \in A$.
(ii) $\text{Lip}(g) \leq \sum_{n=1}^{\infty} \text{Lip}(g_n) \leq \text{Lip}(g_1) + \sum_{n=2}^{\infty} C/2^{n-1} \leq C(\text{Lip}(f) + 1)$.
(iii) For $x \in X$, take $a \in A$, and so $||g(x) - g(a)|| + ||f(a)|| \leq \text{Lip}(g)d(x, a) + ||f|| < \infty$.
(iv) $\text{Lip}(\sum_{n=1}^{\infty} g_n) \leq \sum_{n=1}^{\infty} \text{Lip}(g_n) \leq C \sum_{n=1}^{\infty} 1/2^{n-1} = C/2^{N-1} \to 0$.

Finally, from Corollary 4.7, $g$ is differentiable almost everywhere and the theorem is proved.

Remark 4.9. As final remark we point out that the mean value condition was needed in the studies in Banach spaces because they were looking for $C^1$ extensions. Since being of class $C^1$ has not been considered at all in this work, the remaining question is not if the strong assumptions on the mean value condition may be weakened but rather if it can be completely dropped.
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