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Abstract. In this paper we generalize some classical estimates involving the torsional rigidity and the principal frequency of a convex domain to a class of functionals related to some anisotropic non linear operators.
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1. Introduction

Let $h_K$ be the norm associated to a convex body $K$ (see Section 3 for more details); given a domain $\Omega \subset \mathbb{R}^N$ with finite measure, we define the $K$-principal frequency, $\lambda^K_1$, and the $K$-torsional rigidity, $T^K$, as

$$\lambda^K_1(\Omega) = \min_{u \in W_0^{1,2}(\Omega) \setminus \{0\}} \frac{\int_{\Omega} h^2_K(\nabla u) \, dx}{\int_{\Omega} u^2 \, dx},$$

(1.1)

and

$$T^K(\Omega) = \max_{u \in W_0^{1,2}(\Omega) \setminus \{0\}} \left(\frac{\int_{\Omega} u \, dx}{\int_{\Omega} h^2_K(\nabla u) \, dx}\right)^2.$$ 

(1.2)

It is convenient to introduce the function $H^K = h^2_K/2$; when $H^K$ is sufficiently smooth, we can write the Euler-Lagrange equations for the minimizers of the problems (1.1) and (1.2) to get a PDE interpretation of the above quantities. Indeed, the $K$-principal frequency is related to the eigenvalue problem

$$-\Delta^K u = \lambda^K_1 u \text{ in } \Omega, \quad u = 0 \text{ on } \partial \Omega,$$

(1.3)

while the $K$-torsional rigidity is the $L^1$ norm of the solution $u$ of:

$$-\Delta^K u = 1 \text{ in } \Omega, \quad u = 0 \text{ on } \partial \Omega.$$ 

(1.4)

Here $\Delta^K$ denotes the Finsler-Laplace operator given by

$$\Delta^K u = \text{div}(DH^K(\nabla u)).$$ 

(1.5)

In the Euclidean case, occurring when $K$ is the unitary ball $B$, (and $h_K(x) = |x|$) the operator given in (1.5) coincides with the Laplacian and $\lambda_1$ and $T$ are the usual first Dirichlet eigenvalue and torsional rigidity.

As in the linear case, the quantities defined in (1.1) and (1.2) are monotone, in opposite sense, with respect to the set inclusion, i.e. if $\Omega_1 \subset \Omega_2$ then

$$\lambda^K_1(\Omega_1) \geq \lambda^K_1(\Omega_2) \quad \text{and} \quad T^K(\Omega_1) \leq T^K(\Omega_2).$$ 

(1.6)

Moreover, since $H^K$ is a homogeneous function of degree 2, the following scalings hold true:

$$\lambda^K_1(t\Omega) = t^{-2}\lambda^K_1(\Omega) \quad \text{and} \quad T^K(t\Omega) = t^{N+2}T^K(\Omega), \quad t > 0.$$ 

(1.7)

Shape optimization problems involving $\lambda_1$ and $T$, or even more general spectral functionals of the form $F(\Omega) = \Phi(\lambda_1(\Omega), T(\Omega))$, are widely studied in the literature (see for instance [2], [3], [4], [5], [6], [11], [12]) and, as it is well known, it is possible to get both
lower and upper bounds for the principal frequency and the torsional rigidity in terms of quantities associated to the geometry of the domain \( \Omega \), such as, for instance the perimeter and the volume (just think to the Faber-Krahn inequality and the Saint-Venant theorem, see for instance the recent book [11]).

As it should not be unexpected, if we impose some further constraints in the class of admissible domains, we can get stronger estimates. The class of convex domains, for instance, has been considered by several authors: on one hand the \textit{a priori} assumption of the convexity of the domain naturally arises in many situations; on the other, the class of convex sets has strong compactness properties which ensure the existence of extremal domains for a great number of geometric inequalities.

In this paper we are interested in estimates of the principal frequency and the torsional rigidity of a convex domain in terms of the \textit{inradius}, \( R_\Omega \), \textit{i.e.} the radius of the biggest ball contained in \( \Omega \).

An immediate consequence of (1.6) and (1.7) is that, for the Euclidean case
\[
\lambda_1(\Omega) \leq \lambda_1(B_{R_\Omega}) = \lambda_1(B_1)R_\Omega^{-2}.
\] (1.8)
A classical result by J. Hersch (see [13]) shows that for any convex domain \( \Omega \subset \mathbb{R}^2 \) it holds
\[
\frac{\pi^2}{4} R_\Omega^{-2} \leq \lambda_1(\Omega),
\] (1.9)
and the inequality is sharp: if we allow unbounded domains, equality case occurs when \( \Omega \) is a strip, otherwise it is reached only asymptotically, by a sequence of rectangles with sides \( a \ll b \). Hersch’s technique has been extended to convex domains of \( \mathbb{R}^N \) by M. H. Protter in [16] who proved the validity of (1.9) in every dimension.

Concerning the torsional rigidity, in [15] Polya and Szego proved that, for any domain \( \Omega \subset \mathbb{R}^2 \), the following inequality holds true
\[
\frac{T(\Omega)}{|\Omega|} \geq \frac{1}{8} R_\Omega^2,
\] (1.10)
where \( |\Omega| \) denotes the \textit{Lebesgue measure} of \( \Omega \). Again, this inequality is sharp, becoming an equality if \( \Omega \) is a ball.

An upper bound for the torsional rigidity was obtained by E. Makai in [14], who proved that, for every convex domain \( \Omega \subset \mathbb{R}^2 \), it holds true that
\[
\frac{T(\Omega)}{|\Omega|} \leq \frac{1}{3} R_\Omega^2.
\] (1.11)
Inequality (1.11) is also sharp, and the best constant is achieved, again, if we consider a sequence of rectangles with sides \( a \ll b \).

The aim of this paper is to extend to the anisotropic case and to a general dimension the estimates (1.8), (1.9), (1.10) and (1.11). By virtue of (1.6), and (1.7) it seems reasonable to find estimates of the form
\[
c(N, K)(R^K_\Omega)^{-2} \leq \lambda^K_1(\Omega) \leq C(N, K)(R^K_\Omega)^{-2}
\]
and
\[
c(N, K)(R^K_\Omega)^2 \leq \frac{T^K(\Omega)}{|\Omega|} \leq \bar{C}(N, K)(R^K_\Omega)^2,
\]
where \( R^K_\Omega \) is the \textit{anisotropic inradius}, \textit{i.e.} the largest number \( t \) such that \( x + tK \subset \Omega \), for some \( x \in \Omega \). We show that, surprisingly, for the best constants in the above formulas, there is no dependence on \( K \), this means that the bounds which are in force in the Euclidean case, hold true for every choice of the nonlinear operator \( \Delta_K \).

In the following section, we illustrate more precisely all the results that we prove throughout this paper; here we limit ourselves to stress that, besides their own interest, the proofs of such results may provide a more geometrical insight for the special case...
$K = B$ as well, and may help to shed light on what are the most relevant assumptions that we need to impose on a non linear operator, in order to expect those kind of estimates.

2. Main results

In Section 4, we extend to the anisotropic case inequalities (1.10) and (1.11). More precisely, in Theorem 4.3, we show that, for any convex domain $\Omega \subset \mathbb{R}^N$, and any 2-homogeneous $C^2$-regular function, $H_K$, the following \textit{a priori} bounds on the $K$-torsional rigidity holds true

$$\frac{1}{N(N+2)}(R^K_{\Omega})^2 \leq \frac{T^K(\Omega)}{|\Omega|} \leq \frac{1}{3}(R^K_{\Omega})^2.$$  \hspace{1cm} (2.1)

As for the corresponding linear case, equality can be achieved in the first inequality of (2.1) when $\Omega$ coincides with $K$ up to translations and dilations, while (asymptotic) equality in the second inequality can be obtained by considering a sequence of rectangles with sides $a \ll b$, see Proposition 4.4 (notice that $1/3$ is the best constant in every dimension).

As far as we know, in the case $K = B$, even if the proof is significantly easier, there is not a specific reference for estimates of the form (2.1) in general dimension available in the literature.

The proofs of both Theorems 4.2 and 4.3 are based on the choice of a suitable \textit{one dimensional test function}. Since we defined the torsional as a supremum, it is easy to get an estimate from below using the variational formulation, while to get a bound from above it is important to use the PDE interpretation explained in (1.4).

In Section 5, we extend the result by Hersch and Protter by proving the formula

$$\frac{\pi^2}{4}(R^K_{\Omega})^{-2} \leq \lambda^K_1(\Omega) \leq \lambda_1(B)(R^K_{\Omega})^{-2}.$$  \hspace{1cm} (2.2)

As in the linear case the first inequality holds true as an equality if we consider a strip (or a sequence of “thin” rectangles, if we do not allow unbounded domains). The case of equality in the second inequality occurs when we choose $\Omega = x + rK$, for some $x \in \mathbb{R}^N$ and $r > 0$; as in the linear case, the latter estimate follows by virtue of the monotonicity and the scaling laws. We prove in Proposition 5.1 that $\lambda^K_1(K) = \lambda_1(B)$.

In Section 6, we remove any regularity assumption on the convex body $K$. This result easily follows by approximating $K$ with smooth convex bodies $K_n$ and then by passing to the limit the corresponding inequalities for the sequence $K_n$.

We conclude this section by remarking that, in a recent paper \cite{9} authors give a sharp estimate for the anisotropic principal frequency and torsional rigidity in terms of the anisotropic perimeter and Lebesgue measure. We point out that thin rectangles are limit sets for the anisotropic torsional rigidity as well; but curiously, while such a sequence maximizes the ratio between torsional rigidity and volume among all the sets of given anisotropic inradius, it minimizes the same ratio among all sets of given anisotropic perimeter.

3. Preliminaries

In this section, we recall some basic notions concerning convex bodies and anisotropic differential operators.

Associated with a convex body $K \subset \mathbb{R}^N$, there is the \textit{support function}, $h_K: \mathbb{R}^N \to \mathbb{R}$ defined as

$$h_K(x) = \max \{ x \cdot y : y \in K \}.$$  

---

\footnote{See Section 3 for the definition.}

\footnote{They consider a slightly more general class of operators since they allow, in our notations, functions $H_K$ which are homogeneous of degree $p$.}
The support function is a convex and positive 1-homogeneous function, when \( K \) is symmetric with respect to the origin, \( h_K \) is actually a norm, whose unit ball, \( K^\ast = \{ x : h_K(x) \leq 1 \} \), is called polar body of \( K \).

We denote by \( d_K \) the anisotropic distance induced by \( K \). In particular, given a set \( A \) and a point \( x \) we denote

\[
\operatorname{dist}_K(x,A) = \inf \{ h_K^\ast(a-x) : a \in A \}. \tag{3.1}
\]

It is useful to define the anisotropic inradius in terms of such a distance as

\[
R^K_{\Omega} = \sup \{ \operatorname{dist}_K(x,\partial \Omega) : x \in \Omega \}. \tag{3.2}
\]

We now recall some duality relations between \( K \) and \( K^\ast \) that we use in the following sections and we refer to [18, Chapter 1] for a more comprehensive account on this subject.

\( K^{**} = K \), namely \( ^\ast \) is an involution in the set of convex bodies; this means that in all the following relations the role played by \( K \) and \( K^\ast \) can be interchanged. In particular \( h_K^\ast \) is a norm as well, \( K = \{ x : h_K^\ast(x) \leq 1 \} \) is the corresponding unit ball and \((\mathbb{R}^N, h_K^\ast)\), as a Banach space, is the dual space of \((\mathbb{R}^N, h_K)\).

\[ H_K^\ast = h_K^2/2 \] is the Legendre-Fenchel transformation of \( H_K = h_K^2/2 \); this entails that, when both the functions above are differentiable, the gradient mappings \( DH_K \) and \( DH_K^\ast \) are one the inverse of the other, namely

\[
DH_K(DH_K^\ast(x)) = x \quad \text{for every } x \in \mathbb{R}^N. \tag{3.3}
\]

A complete description of the differential theory for convex bodies and support functions can be found in [18], here we limit ourselves to recall that the obstruction to the regularity of \( h_K \) is the possible presence of “flat” parts in the boundary of \( K \); in particular, if \( K \) is strictly convex, then \( K^\ast \) (and thence \( h_K \) ) is differentiable and

\[
Dh_K(x) = y, \tag{3.4}
\]

where \( y \) is the only point in \( \partial K \) such that the outer normal unit to the boundary of \( K \) at \( y \) is \( x/|x| \), in other words, \( Dh_K \) is the 0-homogeneous extension of the inverse function of the Gauss map. Conversely, if \( K \) has differentiable boundary, then \( h_K^\ast \) is differentiable and \( K^\ast \) is strictly convex. Moreover, for \( x \in \partial K \)

\[
Dh_K^\ast(x)/|Dh_K^\ast(x)| = \nu_K(x), \tag{3.5}
\]

where \( \nu_K(x) \) is the outer unit normal to \( \partial K \) at \( x \).

A straightforward consequence of (3.3) is the following important formula:

\[
h_K^\ast(Dh_K(x)) = 1 \quad \text{for every } x \neq 0. \tag{3.6}
\]

A similar criterion holds true for higher order differentiability of \( H_K \): indeed, when \( K \) is \( C_+^2 \)-regular, i.e. the boundary of \( K \) can be written as the graph of a twice differentiable function with positive Hessian, then both \( H_K \) and \( H_K^\ast \) are \( C^2 \)-regular, and their Hessian matrices are positive. By virtue of the considerations above the differential operator \( \Delta_K \), acting on \( C^2 \) functions as

\[
\Delta_K u(x) = \text{div}(DH_K(\nabla u(x))),
\]

is uniformly elliptic, and classical existence and regularity results for the solutions of problems (1.3) and (1.4) can be applied.

4. \( K \)-torsional rigidity

Throughout this section we assume that \( K \) is a \( C_+^2 \)-regular symmetric convex body, so that its support function, \( h_K \), is a smooth norm on \( \mathbb{R}^N \). We are going to show that balls (with respect to the metric induced by \( h_K \)) are extremal bodies for (2.1); in the following lemma we explicitly compute the \( K \)-torsional rigidity for those sets. As we shall see, this quantity does not depend on the choice of the norm.
Lemma 4.1. Let $T^K$ be as in (1.2), then

$$
\frac{T^K(rK)}{|rK|} = \frac{r^2}{N(N + 2)}.
$$

Proof. We start by constructing the solution of the problem (1.4). From (3.2) we deduce

$$
\Delta_K H_K^*(x) = \text{div} [DH_K(DH_K^*(x))] = \text{div} x = N.
$$

Then the function $u = (r^2 - h_K^2)/2N$ is a solution of

$$
-\Delta_K u = 1 \text{ in } rK, \quad u = 0 \text{ on } \partial(rK).
$$

We have

$$
\int_{rK} h_K^2 \, dx = \int_0^r \int_{\{h_K^* = t\}} \frac{h_K^2}{|Dh_K^*|} \, d\mathcal{H}^{N-1} \, dt
$$

$$
= \int_0^r t^2 \int_{\partial(tK)} \frac{1}{|Dh_K^*|} \, d\mathcal{H}^{N-1} \, dt
$$

$$
= \int_0^r t^{N+1} \int_{\partial K} \frac{1}{|Dh_K^*|} \, d\mathcal{H}^{N-1} \, dt = \frac{r^{N+2}}{N + 2} \int_{\partial K} \frac{1}{|Dh_K^*|} \, d\mathcal{H}^{N-1},
$$

where we used the co-area and the change of variable formulas. Let us evaluate the last integral. Thanks to (3.4) and (3.5), and since the support function is 1-homogeneous, we get

$$
\int_{\partial K} \frac{1}{|Dh_K^*|} \, d\mathcal{H}^{N-1} = \int_{\partial K} h_K(x) \, d\mathcal{H}^{N-1}
$$

$$
= \int_{\partial K} h_K(\nu_K(x)) \, d\mathcal{H}^{N-1}
$$

$$
= \int_{\partial K} x \cdot \nu_K(x) \, d\mathcal{H}^{N-1}
$$

$$
= \int_{K} \text{div} x \, dx = N|K|.
$$

Therefore we obtain

$$
T^K(rK) = \int_{rK} \frac{r^2 - h_K^2}{2N} \, dx = \frac{1}{2N} \left( r^2 |rK| - \frac{r^{N+2}}{N + 2} N|K| \right) = \frac{r^2 |rK|}{N(N + 2)},
$$

as required. \qed

In the following proposition we prove a lower bound for the $K$-torsional rigidity for strictly convex domains. In such a case, the function

$$
\pi(x) = \frac{1 - (h_{\Omega^*}(x))^2}{2N}
$$

(4.1)

used in the above lemma to compute the $K$-torsional rigidity of balls is no longer the solution of the anisotropic torsion problem, but it still vanishes on the boundary of the domain, and it can be used as a test function. Notice that, since $T^K$ maximizes the quotient

$$
\left( \int_{\Omega} u \, dx \right)^2 \left( \int_{\Omega} h_K^2(\nabla u) \, dx \right)^{-1},
$$

then every test function provides a lower bound for the torsion. Our choice of the test function $\pi$ is motivated by the fact that it provides the optimal lower bound, as stated in Theorem 4.2 below.
Theorem 4.2. Let $\Omega \subset \mathbb{R}^N$ be a convex bounded domain, then
\[
\frac{T^K(\Omega)}{|\Omega|} \geq \frac{1}{N(N+2)} (R^K_\Omega)^2. \tag{4.2}
\]
Moreover (4.2) is sharp, and equality occurs only if $\Omega = x + rK$, for some $x \in \mathbb{R}^N$ and $r \geq 0$.

Proof. We first prove inequality (4.2) under the assumption that $\Omega$ is strictly convex. Up to a translation of the domain, we can always assume that $R^K_\Omega K \subseteq \Omega$, so that $h_\Omega \geq R^K_\Omega h_K$. Let $\overline{u}$ be the function in (4.1); $\overline{u}$ is an admissible function for the problem (1.2), hence
\[
T^K(\Omega) = \max_{u \in W^{1,2}_0(\Omega) \setminus \{0\}} \left( \frac{\int_\Omega h_\Omega^2(\nabla u) \, dx}{\int_\Omega h_\Omega^2(\nabla \overline{u}) \, dx} \right)^2 \geq \frac{\left( \int_\Omega \overline{u} \, dx \right)^2}{\int_\Omega h_\Omega^2(\nabla \overline{u}) \, dx}.
\]
Since $\Omega$ is a strictly convex domain, the function $h_{\Omega^*}$ is differentiable and, by repeating similar computations as those in Lemma 4.1, we have
\[
\int_\Omega h_{\Omega^*}^2 \, dx = \int_0^1 \int_{\{h_{\Omega^*} = t\}} \frac{t}{|Dh_{\Omega^*}|} \, d\mathcal{H}^{N-1} \, dt
= \int_0^1 \frac{t}{2} \int_{\{h_{\Omega^*} = t\}} \frac{h_\Omega(Dh_{\Omega^*})}{h_\Omega|Dh_{\Omega^*}|} \, d\mathcal{H}^{N-1} \, dt
= \int_0^1 \frac{t^{N/2}}{2} \int_{\partial \Omega} h_\Omega(\nu_\Omega(x)) \, d\mathcal{H}^{N-1} \, dt
= \frac{1}{N+2} \int_{\partial \Omega} x \cdot \nu_\Omega(x) \, d\mathcal{H}^{N-1}
= \frac{1}{N+2} \int_{\Omega} \text{div} \, x \, dx = \frac{N|\Omega|}{N+2}.
\]
Hence
\[
\left( \frac{\int_\Omega \overline{u} \, dx}{\int_\Omega h_\Omega^2(\nabla \overline{u}) \, dx} \right)^2 = \frac{|\Omega|^2}{N^2(N+2)^2}. \tag{4.3}
\]
We now compute the denominator. Again, the co-area and the change of variable formulas give
\[
\int_\Omega h_{K^*}(\nabla \overline{u}) \, dx = \frac{1}{4N^2} \int_0^1 \int_{\{h_{K^*} = t\}} \frac{h_{K^*}^2(Dh_{K^*}^2)}{|Dh_{K^*}^2|} \, d\mathcal{H}^{N-1} \, dt
= \frac{1}{4N^2} \int_0^1 \int_{\{h_{K^*} = t\}} h_{K^*}(Dh_{K^*}^2) \, d\mathcal{H}^{N-1} \, dt \tag{4.4}
= \frac{1}{4N^2} \int_0^1 t^{(N-1)/2} \int_{\partial \Omega} \frac{h_{K^*}^2(Dh_{K^*}^2)}{|Dh_{K^*}^2|} \, d\mathcal{H}^{N-1} \, dt.
\]
By using the homogeneity of the support functions and by recalling equations (3.5) and (3.4), we have
\[
\frac{h_{K}^2(Dh_{K^*}^2)(x)}{|Dh_{K^*}^2|(x)} = \frac{|Dh_{K^*}^2(x)|}{h_\Omega(Dh_{K^*}^2(x))} \cdot \frac{h_{K}^2(Dh_{K^*}^2)(x)}{|Dh_{K^*}^2(x)|^2}
= \frac{2h_{K^*}(x)}{h_\Omega(\nu_\Omega(x))} \cdot h_{K^*}^2(\nu_\Omega(x)) = \frac{2^{1/2}h_{K}^2(\nu_\Omega(x))}{h_\Omega(\nu_\Omega(x))}. \tag{4.5}
\]
Plugging (4.5) into (4.4) we get
\[
\int_{\Omega} h_K^2(\nabla u) \, dx = \frac{1}{4N^2} \int_0^1 t^{N/2} \int_{\partial\Omega} 2h_{\Omega}(\nu_{\Omega}(x)) \frac{h_{\Omega}^{2}(\nu_{\Omega}(x))}{h_{\Omega}^{2}(\nu_{\Omega}(x))} \, dH^{N-1}(x) \, dt
\leq \frac{1}{4N^2} \int_0^1 t^{N/2} \int_{\partial\Omega} 2h_{\Omega}(\nu_{\Omega}(x)) \frac{h_{\Omega}^{2}(\nu_{\Omega}(x))}{(R_{\Omega}^{K})^2} \, dH^{N-1}(x) \, dt = \frac{1}{N(N+2)} \frac{|\Omega|}{(R_{\Omega}^{K})^2},
\]
where we used the fact that $h_{\Omega} \geq R_{\Omega}^{K} h_K$. Combining (4.3) and (4.6) we find:
\[
\frac{T^{K}(\Omega)}{|\Omega|} \geq \frac{1}{N(N+2)} (R_{\Omega}^{K})^2,
\]
as required.

We are now left to show the validity of (4.2) without the assumption on the strict convexity of the domain $\Omega$.

We recall that strictly convex bodies are a dense subset of the set of convex bodies with respect to the topology induced by the Hausdorff distance. In particular (see for instance [17]) there exists a sequence of convex bodies $\Omega_n \subset \Omega$ such that $h_{\Omega_n} : S^{N-1}$ converges to $h_{\Omega} : S^{N-1}$ in the $C^0$-norm. Such a convergence ensures that as $n \to \infty$
\[
|\Omega_n| \to |\Omega| \quad \text{and} \quad R_{\Omega_n}^{K} \to R_{\Omega}^{K},
\]
From (1.6), it follows that
\[
T(\Omega) \geq T(\Omega_n),
\]
and by applying (4.2) to each $\Omega_n$ equation (4.2), we find
\[
T^{K}(\Omega) \geq \frac{|\Omega_n|}{N(N+2)} (R_{\Omega_n}^{K})^2,
\]
which, combined with (4.7), gives the desired result.
Notice that, by virtue of Lemma 4.1, inequality (4.2) is sharp; moreover, if it holds true as an identity, then (4.6) as well must be an equality, in particular
\[
\int_{\partial\Omega} h_{\Omega}(\nu_{\Omega}(x)) \frac{h_{\Omega}^{2}(\nu_{\Omega}(x))}{h_{\Omega}^{2}(\nu_{\Omega}(x))} \, dH^{N-1}(x) = \int_{\partial\Omega} \frac{h_{\Omega}(\nu_{\Omega}(x))}{(R_{\Omega}^{K})^2} \, dH^{N-1}(x).
\]
Since the integrand function in the left-hand side is pointwise lower than the one in the right-hand side, and since they are continuous functions, they must coincide everywhere. Namely $h_{\Omega} = R_{\Omega}^{K} h_K$, that is $\Omega = R_{\Omega}^{K} K$. 

In the following theorem we extend Makai’s result (1.11) to a general dimension and to the anisotropic case. The proof given in [14] is mainly based on a clever use of the Schwarz inequality, on an inequality involving real functions and their derivatives, and on the inequality
\[
|v|^2 \geq v_i^2.
\]
The second ingredient is applied to a function which is a parametrization of the boundary of the domain (we recall that in Makai’s setting the boundary is a set of “dimension one”), while (4.8) is a trivial inequality for the Euclidean norm, but is false for a generic norm. Notice that the geometric feature of the sphere that ensures the validity of (4.8) is the fact that each radius connecting the center to a boundary point is perpendicular to the tangent space at that point.
In our proof we have to change strategy: as in Makai’s proof we divide $\Omega$ into suitable subdomains; then we construct, for each subdomain, a family of one dimensional obstacle functions, and finally we use some linear transformations to get an analogue of (4.8).
Theorem 4.3. Let $\Omega \subset \mathbb{R}^N$ be a bounded convex body, then
\[
\frac{T^K(\Omega)}{|\Omega|} \leq \frac{1}{3} \left( R^K_0 \right)^2.
\]

Proof. We prove the claim when $\Omega$ is a polytope, and then the validity of (4.9) follows by approximation. Let us denote by $F_1, \ldots, F_n$ the facets of $\Omega$, and divide $\Omega$ into subdomains $\Omega_j$ defined as

\[ \Omega_j = \{ x \in \Omega : d_K(x, F_j) \leq d_K(x, F_l) \text{ for every } l \neq j \}, \]

where $d_K(x, F_j)$ is the distance function defined in (3.1). For every $j = 1, \ldots, n$ and $\varepsilon > 0$ we define
\[
u_j \varepsilon (x) = -\frac{d_K(x, F_j)^2}{2}(1 + \varepsilon) + R^K_0 d_K(x, F_j)(1 + 2\varepsilon).
\]
Notice that, if $x \in \Omega_i \cap \Omega_j$, then $\nu_j \varepsilon (x) = \nu_j(x)$. We denote by $\nu_j$ the outer unit normal to $F_j$. Since $d_K(x, F_j) = \text{dist}(x, F_j)h^{-1}_K(\nu_j)$, the functions $\nu_j \varepsilon$ are smooth in the interior of $\Omega_j$; moreover, since $\nabla \text{dist}(x, F_j) = -\nu_j$, we have
\[
\nabla \nu_j \varepsilon (x) = \left( \frac{\text{dist}(x, F_j)}{h^2_K(\nu_j)}(1 + \varepsilon) - \frac{R^K_0}{h_K(\nu_j)}(1 + 2\varepsilon) \right) \nu_j.
\]
Thus
\[
\Delta_K(\nu_j \varepsilon) = \text{div} \left[ D_HK(\nu_j) \left( \frac{\text{dist}(x, F_j)}{h^2_K(\nu_j)}(1 + \varepsilon) - \frac{R^K_0}{h_K(\nu_j)}(1 + 2\varepsilon) \right) \right] = \frac{1 + \varepsilon}{h^2_K(\nu_j)} D_HK(\nu_j) \cdot (-\nu_j) = -1 - \varepsilon.
\]
Let us consider the function $u^\varepsilon : \Omega \to \mathbb{R}$ defined by $u^\varepsilon|_{\Omega_j} = \nu_j \varepsilon |_{\Omega_j}$. We now prove that, if $v$ is the solution of the anisotropic torsion problem on $\Omega$, then $v(x) \leq u^\varepsilon(x)$ in $\Omega$. Suppose, by contradiction, that there exists a point $x \in \Omega$ such that $u^\varepsilon(x) < v(x)$; since we know that $u^\varepsilon = v$ on $\partial \Omega$, then the function $u^\varepsilon - v$ has a local minimum, say $x_0$ inside $\Omega$.

We show that $x_0$ cannot be neither an interior point nor a boundary point of each $\Omega_j$. If $x_0 \in \text{int} \\Omega_j$, then $\nabla u^\varepsilon(x_0) = \nabla v(x_0)$, so
\[
D^2H_K(\nabla u^\varepsilon(x_0)) = D^2H_K(\nabla v(x_0)).
\]
Moreover, since $\nabla u^\varepsilon(x_0) \neq 0$ in $\Omega_j$, then also $\nabla v(x_0) \neq 0$. Thus $v$ solves, in a neighborhood of $x_0$ an elliptic equation with coefficients in $C^{0,\alpha}$, and thence is $C^{2,\alpha}$-regular (see for instance [10, Chapter 6]). Then
\[
D^2(u^\varepsilon - v)(x_0) \geq 0.
\]
In particular, using (4.10) and (4.11), and since the trace of the product of two positive-definite matrices is positive, we have that
\[
-\varepsilon = \Delta_K u^\varepsilon(x_0) - \Delta_K v(x_0) = \text{tr} \left[ D^2H_K(\nabla u^\varepsilon(x_0))D^2u^\varepsilon(x_0) \right] - \text{tr} \left[ D^2H_K(\nabla v(x_0))D^2v(x_0) \right]
\]
\[
= \text{tr} \left[ D^2H_K(\nabla u^\varepsilon(x_0)) \left( D^2u^\varepsilon(x_0) - D^2v(x_0) \right) \right]
\]
\[
= \text{tr} \left[ D^2H_K(\nabla u^\varepsilon(x_0))D^2(u^\varepsilon - v)(x_0) \right] \geq 0,
\]
which is a contradiction.

We are left to show the contradiction in the case when $x_0 \in \Omega_i \cap \Omega_j$, $i \neq j$. Let $w(x) = v(x) - v(x_0) + u^\varepsilon(x_0)$; then $w(x_0) = u^\varepsilon(x_0)$ and, thanks to our assumption on $x_0$, there exists a positive number $r$, such that $u^\varepsilon(x) \geq w(x)$, for every $x \in (x_0 + rK) \subset \Omega$. 

Since, \( u_j^\varepsilon \) is a concave function of the distance, we have that
\[
  u_j^\varepsilon(x) \leq u_j^\varepsilon(x_0) + \nu_j \cdot (x - x_0) \left( \frac{\text{dist}(x, F_j)}{h_K^2(\nu_j)} (1 + \varepsilon) - \frac{R^K_{\Omega}}{h_K}(1 + 2\varepsilon) \right)
\]  
(4.12)
for every \( x \in (x_0 + rK) \). Without loss of generality we can choose \( r < R^K_{\Omega}\varepsilon/(1 + \varepsilon) \); this choice of \( r \) allows us to conclude that
\[
  d_K(x, F_j) \leq r + d_K(x_0, F_j),
\]
and thus the factor
\[
  \frac{\text{dist}(x, F_j)}{h_K^2(\nu_j)} (1 + \varepsilon) - \frac{R^K_{\Omega}}{h_K}(1 + 2\varepsilon),
\]
appearing in the right-hand side of (4.12), never vanishes, for every \( x \in (x_0 + rK) \). Indeed
\[
  \frac{\text{dist}(x, F_j)}{h_K^2(\nu_j)} (1 + \varepsilon) - \frac{R^K_{\Omega}}{h_K}(1 + 2\varepsilon) < \frac{d_K(x_0, F_j)(1 + \varepsilon)}{h_K(\nu_j)} - \frac{R^K_{\Omega}}{h_K(\nu_j)}(1 + \varepsilon) \leq 0.
\]
Moreover, since \( r < R^K_{\Omega}\varepsilon/(1 + \varepsilon) \), for any other \( l \) such that \( x_0 \in \Omega_l \), inside \( x_0 + rK \), \( u_l^\varepsilon \) is an increasing function of the anisotropic distance \( d_K \), then it follows from the definition of the sets \( \Omega_l \) that
\[
  u_l^\varepsilon(x) \leq u_j^\varepsilon(x) \quad \text{for every } x \in (x_0 + rK) \cap \Omega_l,
\]
that entails that
\[
  u^\varepsilon(x) \leq u_j^\varepsilon(x) \quad \text{for every } x \in (x_0 + rK).
\]  
(4.13)
Plugging (4.13) into (4.12) and recalling that \( u^\varepsilon(x_0) = u_j^\varepsilon(x_0) \), we obtain
\[
  u^\varepsilon(x) \leq u^\varepsilon(x_0) + \nu_j \cdot (x - x_0) \left( \frac{\text{dist}(x, F_j)}{h_K^2(\nu_j)} (1 + \varepsilon) - \frac{R^K_{\Omega}}{h_K}(1 + 2\varepsilon) \right)
\]  
(4.14)
for every \( x \in (x_0 + rK) \).

Arguing analogously for the function \( u_l^\varepsilon \) we find
\[
  u_l^\varepsilon(x) \leq u^\varepsilon(x_0) + \nu_l \cdot (x - x_0) \left( \frac{\text{dist}(x, F_l)}{h_K^2(\nu_l)} (1 + \varepsilon) - \frac{R^K_{\Omega}}{h_K}(1 + 2\varepsilon) \right)
\]  
(4.15)
for every \( x \in (x_0 + rK) \). By imposing in (4.14) and (4.15) the conditions \( v \leq u^\varepsilon \) and \( v = u^\varepsilon \) at \( x_0 \), we find
\[
  v(x) - v(x_0) \leq \nu_j \cdot (x - x_0) \left( \frac{\text{dist}(x, F_j)}{h_K^2(\nu_j)} (1 + \varepsilon) - \frac{R^K_{\Omega}}{h_K}(1 + 2\varepsilon) \right)
\]
and
\[
  v(x) - v(x_0) \leq \nu_l \cdot (x - x_0) \left( \frac{\text{dist}(x, F_l)}{h_K^2(\nu_l)} (1 + \varepsilon) - \frac{R^K_{\Omega}}{h_K}(1 + 2\varepsilon) \right).
\]
Since \( v \) is differentiable at \( x_0 \), by multiplying both sides by the factor \( |x - x_0|^{-1} \) and taking the limit as \( x \to x_0 \) we obtain that \( \nabla u(x_0) \) must be proportional both to \( \nu_l \) and \( \nu_j \), that is a contradiction.

We can now use the function \( u_j \) as a barrier function to get an estimate of the torsion rigidity of \( \Omega \). In order to compute \( \int_{\Omega_j} u_j^\varepsilon(x) \, dx \), it is important to make sure that each subdomain \( \Omega_j \) can be written as a graph over the facet \( F_j \). This is always the case when \( K \) is the Euclidean ball, since its radius is orthogonal to the tangent space, while this is not true for a general convex body \( K \).
To get the same condition, we consider a linear transformation $L$ (see Figure 1), such that $L_{\nu_j^\perp} = \text{Id}$ and $LDh_K(\nu_j) = h_K(\nu_j)\nu_j$. Notice that, since $Dh_K(\nu_j) \cdot \nu_j = h_K(\nu_j) > 0$, $L$ is well defined and

$$\det L = 1. \quad (4.16)$$

Moreover $h_K(\nu_j) = h_{LK}(\nu_j)$, indeed

$$h_K(\nu_j) = \sup_{x \in K} y \cdot \nu_j = \sup_{y \in LK} \left( L^{-1}y' \cdot \nu_j + (y \cdot \nu_j)L^{-1}\nu_j \right), \quad (4.17)$$

where $y = y' + (y \cdot \nu_j)\nu_j$, and $y' \cdot \nu_j = 0$. Since $L_{\nu_j^\perp} = \text{Id}$, then $L^{-1}y' \cdot \nu_j$, and since $Dh_K(\nu_j) = h_K(\nu_j)L^{-1}\nu_j$, then $L^{-1}\nu_j \cdot \nu_j = 1$ so that, by recalling (4.17)

$$h_K(\nu_j) = \sup_{y \in LK} y \cdot \nu_j = h_{LK}(\nu_j).$$

We show that our choice of the linear application $L$ allows us to describe the subdomain $L\Omega_j$ as

$$L\Omega_j = \{ y + rv_j : y \in LF_j, \ r \in [0, \rho_j(y)] \}. \quad \text{For this we need only to prove that } L\Omega_j \text{ is contained in the cylinder } C_j = LF_j \times \mathbb{R}\nu_j, \text{ since } L\Omega_j \text{ is a convex set. We start noticing that, since } \text{dist}_K(x, F_j) = \text{dist}_{LK}(Lx, LF_j),$$

$$L\Omega_j = \{ x \in L\Omega : d_{LK}(x, LF_j) \leq d_{LK}(x, LF_l) \text{ for every } l \neq j \}. \quad (4.18)$$

Suppose, by contradiction, that there exists a point $\bar{x} \in L\Omega_j \setminus C_j$. Let $\bar{\tau}$ be the largest number such that $\bar{x} + \bar{\tau}LK \subseteq L\Omega$. It follows from the definition of $L\Omega_j$, that there exists a point $\bar{y} \in \bar{x} + \bar{\tau}LK \cap LF_j$.

Since $\bar{x} + \bar{\tau}LK \subseteq L\Omega$, the normal cone of $L\Omega$ is contained in the normal cone of $\bar{x} + \bar{\tau}LK$ at the point $\bar{y}$, and then $\nu_j$ is the outer normal unit to $\bar{x} + \bar{\tau}LK$ at $\bar{y}$. Therefore $\bar{x} = \bar{y} + \bar{\tau}\nu_j \in C_j$.

Now we compute

$$\int_{\Omega_j} u^\varepsilon_j(x) \, dx = \int_{\Lambda_j} u^\varepsilon_j(L^{-1}y) \, dy\quad = \int_{\Omega_j} \left( -\frac{\text{dist}^2(x, F_j)}{2h^2_K(\nu_j)} (1 + \varepsilon) + \frac{\text{dist}^2(x, F_j)}{h_K(\nu_j)} (1 + 2\varepsilon) \right) \, dx.$$
We used (4.16) for the first equality, we use the fact that \( \text{dist}_K(x, F_j) = \text{dist}_{LK}(Lx, LF_j) \) and \( h_K(\nu_j) = h_{LK}(\nu_j) \) for the second one. Finally

\[
\int_{\Omega_j} u_j^\varepsilon(x) \, dx = \int_{\Omega_j} \left( \frac{-\text{dist}^2(x, F_j)}{2h_K^2(\nu_j)} + \frac{R^K_{\Omega} \text{dist}(x, F_j)}{h_K(\nu_j)} \right) \, dx + O(\varepsilon)
\]

\[
= \int_{LF_j} \int_0^{\rho_j(y)} \left( \frac{-\text{dist}^2(y + r\nu_j, F_j)}{2h_K^2(\nu_j)} + \frac{R^K_{\Omega} \text{dist}(y + r\nu_j, F_j)}{h_K(\nu_j)} \right) \, dy \, dr + O(\varepsilon)
\]

\[
= \int_{LF_j} \int_0^{\rho_j(y)} \left( \frac{-\rho_j^2(y)}{2h_K^2(\nu_j)} + \frac{R^K_{\Omega} \rho_j^2(y)}{2h_K(\nu_j)} \right) \, dy + O(\varepsilon).
\]

Since \( \rho_j(y) \leq R^K_{\Omega} h_K(\nu_j) \), for every \( y \in LF_j \), then

\[
-\frac{\rho_j^2}{6h_K^2(\nu_j)} + \frac{R^K_{\Omega} \rho_j^2(y)}{2h_K(\nu_j)} \leq \frac{1}{3} \left( R^K_{\Omega} \right)^2.
\]

Using (4.18) we find

\[
\int_{\Omega_j} u_j^\varepsilon(x) \, dx \leq \int_{LF_j} \frac{\rho_j(y) \left( R^K_{\Omega} \right)^2}{3} \, dy + O(\varepsilon)
\]

\[
= \frac{1}{3} \left( R^K_{\Omega} \right)^2 |L\Omega_j| + O(\varepsilon).
\]

Since \( |L\Omega_j| = |\Omega_j| \), we get

\[
T^K(\Omega) \leq \int_{\Omega} u^\varepsilon \, dx = \sum_j \int_{\Omega_j} u_j^\varepsilon \, dx
\]

\[
\leq \frac{1}{3} \left( R^K_{\Omega} \right)^2 j |\Omega_j| + O(\varepsilon) = \frac{1}{3} \left( R^K_{\Omega} \right)^2 |\Omega| + O(\varepsilon)
\]

as required. \(\square\)

**Remark.** The most important inequality playing a role in the proof of the theorem above is (4.18). This inequality must be strict for some boundary point, unfortunately this is not enough to conclude that equality in (4.9) is never attained, because our proof is based on an approximation procedure. In order to get the strict sign in (4.9) we must to take into account and estimates the reminder terms in (4.18).

\[
-\frac{\rho_j^2}{6h_K^2(\nu_j)} + \frac{R^K_{\Omega} \rho_j(y)}{2h_K(\nu_j)} = \frac{1}{3} \left( R^K_{\Omega} \right)^2 - \frac{1}{6} \left( R^K_{\Omega} - \frac{\rho_j}{h_K(\nu_j)} \right)^2 + \frac{\rho_j R^K_{\Omega}}{6h_K(\nu_j)} - \frac{(R^K_{\Omega})^2}{6}
\]

\[
\leq \frac{1}{3} \left( R^K_{\Omega} \right)^2 + \frac{\rho_j R^K_{\Omega}}{6h_K(\nu_j)} - \frac{(R^K_{\Omega})^2}{6}.
\]

Arguing as in the proof above we can conclude that

\[
\int_{\Omega_j} v \leq \frac{1}{3} \left( R^K_{\Omega} \right)^2 |\Omega| + \frac{1}{6} \int_{F_j} \left( \frac{\rho_j R^K_{\Omega}}{h_K(\nu_j)} - \rho_j (R^K_{\Omega})^2 \right) \, dy
\]

\[
= \frac{1}{3} \left( R^K_{\Omega} \right)^2 |\Omega_j| + \frac{1}{6} \int_{\Omega_j} (2R^K_{\Omega} \text{dist}_K(x, F_j) - (R^K_{\Omega})^2) \, dx.
\]
Summing over \( j \) we find
\[
T^K(\Omega) \leq \frac{1}{3} \left( R^K_\Omega \right)^2 |\Omega_j| + \frac{R^K_\Omega}{6} \int_\Omega (d_K(x, \partial \Omega) - R^K_\Omega) \, dx. \tag{4.19}
\]

Taking into account Equation (4.19) in order to show that the minimum in (4.9) is never attained we have just to show that, for every convex body \( \Omega \)
\[
2 \int d_K(x, \partial \Omega) < R^K_\Omega |\Omega|.
\]

Let us denote by \( \Omega_t = \{ x \in \Omega : d_K(x, \partial \Omega) \geq t \} \). Since \( |\nabla d_K(x)| = h_K(\nu_t(x))^{-1} \), where \( \nu_t(x) \) is the outer normal to \( \partial \Omega_t \) at \( x \), thanks the co-area formula we can write
\[
\int d_K(x, \partial \Omega) = \int_0^{R^K_\Omega} \int_{\partial \Omega_t} d_K(x) h_K(\nu_t(x)) \, d\mathcal{H}^{N-1}(x) \, dt = \int_0^{R^K_\Omega} tP_K(\Omega_t) \, dt,
\]
where \( P_K \) denotes the anisotropic perimeter.

On the other hand
\[
\int_0^{R^K_\Omega} d_K(x, \partial \Omega) \, dx = \int_0^{R^K_\Omega} |\Omega_t| \, dt.
\]

As it is well known \( tP_K(\Omega_t) + |\Omega_t| < |\Omega_t + tK| \); this fact can be seen as a consequence of the characterization of mixed volumes (see, for instance [18, Theorem 5.1.7]).

Since \( \Omega_t + tK \subseteq \Omega \), we have
\[
2 \int d_K(x, \partial \Omega) < \int_0^{R^K_\Omega} |\Omega_t + tK| \, dt \leq \int_0^{R^K_\Omega} |\Omega| \, dt = R^K_\Omega |\Omega|.
\]

Nonetheless, the following example tells us that (4.9) is sharp.

**Proposition 4.4.** Let \( \Omega^c \) the rectangle \( [-\varepsilon, \varepsilon] \times [-a_2, a_2] \times \ldots \times [-a_N, a_N] \). Then
\[
\lim_{\varepsilon \to 0^+} \frac{T^K(\Omega^c)}{(R^K_\Omega)^2 |\Omega^c|} = \frac{1}{3}.
\]

**Proof.** Let \( \Omega^c = C^c \cup D^c \), where \( C^c = [-\varepsilon, \varepsilon] \times [-a_2 + \varepsilon, a_2 - \varepsilon] \times \ldots \times [-a_N + \varepsilon, a_N - \varepsilon] \), and \( D^c = \Omega^c \setminus C^c \), as in Figure 2. Setting \( x = (x_1, z) \) with \( z \in \mathbb{R}^{N-1} \) and \( a = (a_2, \ldots, a_N) \), we consider the function \( u^\varepsilon \) defined by
\[
\begin{cases}
 u^\varepsilon(x_1, z) = \frac{\varepsilon^2 - x_1^2}{2h_K^2(e_1)} & \text{in } C^c \\
 u^\varepsilon(x_1, z) = \min \left\{ |a - z|, |a - z| \right\} & \text{in } D^c.
\end{cases}
\]

![Figure 2](image)

**Figure 2.** The set \( \Omega^c = C^c \cup D^c \)

We can estimate the \( K \)-torsional rigidity
\[
T^K(\Omega^c) \geq \frac{\left( \int_{\Omega^c} u^\varepsilon \right)^2}{\int_{\Omega^c} h_K^2(\nabla u^\varepsilon)} = \frac{\left( \int_{C^c} u^\varepsilon + \int_{D^c} u^\varepsilon \right)^2}{\int_{C^c} h_K^2(\nabla u^\varepsilon) + \int_{D^c} h_K^2(\nabla u^\varepsilon)}.
\]
We now compute
\[
\int_{C^e} u^e \, dx = \int_{C^e} \frac{\varepsilon^2 - x_1^2}{2h_K^2(e_1)} \, dx = \frac{|C^e|\varepsilon^2}{3h_K^2(e_1)}
\]
and
\[
\int_{C^e} h_K^2(\nabla u^e) \, dx = \int_{C^e} \frac{x_1^2}{h_K^2(e_1)} \, dx = \frac{|C^e|\varepsilon^2}{3h_K^2(e_1)}.
\]
We notice that both \(\int_{D^e} u^e \, dx\) and \(\int_{D^e} H_K(\nabla u^e) \, dx\) are negligible, since they go to zero as \(\varepsilon^{N+2}\); moreover \(|D^e|\) is negligible as well, since it goes to zero as \(\varepsilon^N\). By recalling that
\[
(R_{1^e})^2 = \frac{\varepsilon^2}{h_K^2(e_1)},
\]
we have that
\[
\lim_{\varepsilon \to 0} \frac{T^K(\Omega^e)}{(R_{1^e})^2 |\Omega^e|} \geq \lim_{\varepsilon \to 0} \frac{(\int_{C^e} u^e \, dx)^2}{(R_{1^e})^2 |\Omega^e| \int_{C^e} h_K^2(\nabla u^e) \, dx} = \frac{1}{3}
\]
which, together with Theorem 4.3, concludes the proof. \(\square\)

5. Eigenvalue

In this section we extend to the anisotropic case inequalities (1.8) and (1.9). As in the linear case, the upper bound for the principal frequency relies on the monotonicity and scaling laws. As we mentioned, all the best constant in those inequalities do not depend on \(K\); in the following proposition we show that \(\lambda^K_1(K) = j^K_0\), and this gives the second inequality in (2.2).

As is Section 4, we always assume that \(K\) is a \(C^2\) regular symmetric convex body.

**Proposition 5.1.** Let \(\Omega \subset \mathbb{R}^N\) be a convex body, then
\[
\lambda^K_1(\Omega) \leq \lambda_1(B)(R_{1^e})^{-2}.
\]

**Proof.** From (1.6) and (1.7) we have that
\[
\lambda^K_1(\Omega) \leq \lambda^K_1(K)(R_{1^e})^{-2}.
\]
Now have to show that \(\lambda^K_1(K)\lambda_1(B)\). Since there exists a positive function \(g\) solving
\[-\Delta_K g = \lambda^K_1 g \text{ in } K, \quad g = 0 \text{ on } \partial K,
\]
we can assume that \(g\) is radial, namely \(g(x) = f(H^*(x))\) (see [1]). A direct computation shows that
\[f''(t) + Nf'(t) = -\lambda^K_1 f(t) \quad \text{and} \quad f(1) = 0.
\]
Indeed
\[-\lambda^K_1 g = \Delta_K g = \text{div} \left(DH_K(\nabla g)\right) = \text{div} \left(DH_K(f'(H^*_K)DH^*_K)\right)
\]
\[= \text{div} \left(f'(H^*_K)x\right) = f''(H^*_K)x + Nf'(H^*_K).
\]
Setting \(\overline{g}(x) = f(|x|^2/2)\) it easy to check that
\[\Delta \overline{g} = -\lambda^K_1 \overline{g} \text{ in } B, \quad \overline{g} = 0 \text{ on } \partial B.
\]
Since \(\overline{g} > 0\), then \(g\) is the first Dirichlet eigenfunction of the ball \(B\) and thence \(\lambda^K_1(K) = \lambda_1(B)\). \(\square\)

Now we prove three technical lemmas that are useful in the proof of the lower bound for the principal frequency. Lemmas 5.2 and 5.3 are generalizations of a lemma by D. Gale and referred to as a private communication by M.H. Protter in [16].
Lemma 5.2. Let \( \Omega \) be a convex domain, let \( K \subseteq \Omega \) be a convex body with differentiable boundary, and suppose that for every \( \tau > 1 \) and \( x \in \mathbb{R}^N \), \( x + \tau K \not\subseteq \Omega \). Then there exist \( i \in \mathbb{N} \) and \( x_1, \ldots, x_i \in \partial \Omega \cap \partial K \) such that, denoted by \( \nu_j \) the outer unit normal to \( \partial K \) at \( x_j \), for every \( \nu \in S^{N-1} \), there exists, \( j \), such that \( \nu \cdot \nu_j \geq 0 \).

Proof. Let \( \nu \in S^{N-1} \); for \( \varepsilon > 0 \), we consider the set \( K^\varepsilon = K + \varepsilon \nu \). Notice that \( K^\varepsilon \) cannot be a proper subset of \( \Omega \), since, otherwise, also a small dilation of \( K^\varepsilon \) should be, against our assumptions. Then, there exists \( \mu^\varepsilon \in S^{N-1} \) such that

\[
\eta_1(\mu^\varepsilon) \leq \eta_1(\nu^\varepsilon) = h_K(\mu^\varepsilon) + \varepsilon \mu^\varepsilon \cdot \nu.
\]

Notice that \( \mu^\varepsilon \) is the outer unit normal to \( \partial K^\varepsilon \) at some point \( x^\varepsilon \in K^\varepsilon \setminus \Omega \). Since \( K \subseteq \Omega \), then \( h_K \leq \eta_1 \), and then \( \mu^\varepsilon \cdot \nu \geq 0 \).

Up to extract a subsequence we can always assume that, as \( \varepsilon \) goes to 0, \( \mu^\varepsilon \) converges to some unit vector \( \mu \) and \( x^\varepsilon \) converges to some point \( x \in \partial K \cap \partial \Omega \) with the property that \( \mu \cdot \nu \geq 0 \).

We have proved that \( C_x = \{ \nu \in S^{N-1} : \nu \cdot \nu_x \geq 0 \} \), \( x \in \partial K \cap \partial \Omega \) is a covering of the unit sphere; we are left to show that we can extract from \( C_x \) a finite covering of the sphere.

We proceed by induction on the dimension \( N \). If \( N = 1 \) there is nothing to prove, since the sphere \( S^0 \) is a finite set. Let now \( N > 1 \) and let \( O_x = \{ \nu \in S^{N-1} : \nu \cdot \nu_x > 0 \} \). If \( S^{N-1} \subseteq \bigcup_x O_x \), then, by compactness, we can extract a finite covering of the sphere \( S^{N-1} \). Otherwise, there exists a unit vector \( \nu \), such that \( \nu \cdot \nu_x \leq 0 \), for every \( x \in \partial K \cap \partial \Omega \).

Let \( A = \{ x \in \partial K \cap \partial \Omega : \nu_x \cdot \nu = 0 \} \); we claim that \( \{ C_x \}_{x \in A} \) is a covering of \( S^{N-1} \cap \nu_x \) \( S^{N-2} \). Let \( \eta \in S^{N-1} \), such that \( \eta \cdot \nu = 0 \) and let, for \( \varepsilon > 0 \), \( \eta^\varepsilon = \sin(\varepsilon)\eta + \cos(\varepsilon)\nu \). Let \( x^\varepsilon \in \partial K \cap \partial \Omega \), such that \( \nu_{x^\varepsilon} \cdot \eta^\varepsilon \geq 0 \). Since \( \nu_{x^\varepsilon} \cdot \nu \leq 0 \), we must have \( \nu_{x^\varepsilon} \cdot \eta \geq 0 \).

Up to extracting a subsequence \( x^\varepsilon \) converges to some point \( x \). Clearly \( \nu_{x^\varepsilon} \cdot \nu \geq 0 \) and, since \( \partial K \cap \partial \Omega \) is closed, also \( \nu_{x^\varepsilon} \cdot \nu \leq 0 \) and thus \( x \in A \). The fact that \( \nu_{x^\varepsilon} \cdot \eta \geq 0 \) proves our claim.

We can finally apply our induction hypothesis to find a finite subset \( A' \subseteq A \) such that \( S^{N-2} \cap \bigcup_{x \in A'} C_x \), and it is straightforward to check that also \( S^{N-2} \cap \bigcap_{x \in A'} C_x \) is the intersection of supporting half-spaces of \( \Omega \), then \( \Omega \subseteq T \).

Lemma 5.3. Let \( \Omega \) and \( K \) as above, then there exists a polyhedral convex domain \( T \) such that \( \Omega \subseteq T \) and, for every \( \tau > 1 \) and \( x \in \mathbb{R}^N \), \( x + \tau K \not\subseteq \Omega \).

Proof. Let \( x_1, \ldots, x_i \) and \( \nu_1, \ldots, \nu_i \) be as in Lemma 5.2. We set \( T = \bigcap \{ x : (x-x_i) \cdot \nu_i \leq 0 \} \). Since \( T \) is the intersection of supporting half-spaces of \( \Omega \), then \( \Omega \subseteq T \).

Suppose now, that there exists \( \pi, \tau > 1 \) such that \( \pi + \tau K \subseteq T \). Let \( j \) be such that \( \nu_j \cdot \pi \geq 0 \). The point \( x'_j = \tau x_j + \pi + \tau K \) verifies

\[
(x'_j - x_j) \cdot \nu_j \geq (\tau - 1)x_j \cdot \nu_j > 0,
\]

hence it cannot belong to \( T \).

Lemma 5.4. For every invertible linear mapping \( L : \mathbb{R}^N \to \mathbb{R}^N \) we have

\[
\lambda^1_1(\Omega) = \lambda^1_{L^1K}(L\Omega).
\]

Proof. By the definition of support function, we have

\[
h_{L^{-1}K}(x) = \sup_{y \in L^{-1}K} \langle y, x \rangle = \sup_{z \in K} \langle L^{-1}z, x \rangle = \sup_{z \in K} \langle z, L^{-1}x \rangle = h_K(L^{-1}x),
\]

where \( L^{-1} \) denotes the inverse of the transpose of \( L \).

Denoting by \( v(x) = u(L^{-1}x) \), again by a simple computation we have

\[
\nabla v(x) = L^{-1} \nabla u(L^{-1}x)
\]

and

\[
h_{LK}(\nabla v(x)) = h_K(L^1 \nabla v(x)) = h_K(\nabla u(L^{-1}x)).
\]
Then, using the computation above and the change of variable formula, we have
\[ \frac{\int_{L\Omega} h_{LK}^2(\nabla v) \, dx}{\int_{L\Omega} v^2 \, dx} = \frac{\int_{L\Omega} h_{K}^2(\nabla (u \circ L^{-1})) \, dx}{\int_{L\Omega} (u \circ L^{-1})^2 \, dx} = \frac{\int_{\Omega} h_{K}^2(\nabla u) \, dx}{\int_{\Omega} u^2 \, dx}, \]
proving the lemma. □

We are now ready to prove the validity of (2.2). The proof is carried out in the same spirit of the proof of the result achieved by Hersch in [13], even if the introduction of the anisotropy obliges us to avoid to use Hersch’s estimates and to adapt the proof.

**Theorem 5.5.** Let \( \Omega \subset \mathbb{R}^N \) be a convex body, then
\[ \lambda_1^K(\Omega) \geq \frac{\pi^2}{4}(R_\Omega^K)^{-2}. \]

**Proof.** Up to a translation and a dilation of the domain, we can assume that \( \Omega \) satisfies the assumptions of Lemma 5.2 (notice that in this case, \( R^K_\Omega = 1 \)) by repeating the construction explained in Lemmas 5.2 and 5.3 we find a convex polyhedral domain \( T \supseteq \Omega \) with the same anisotropic unitary inradius. For \( j = 1, \ldots, i \) we call \( T_j \) the pyramidal domain obtained by taking the convex hull of the origin and the \( j \)-th facet \( F_j \) of \( T \), and we set \( \Omega_j = \Omega \cap T_j \).

Let now \( u \) be the first eigenfunction, we compute
\[ \lambda_1^K(\Omega) = \frac{\int_{\Omega} h_{K}^2(\nabla u) \, dx}{\int_{\Omega} u^2 \, dx} = \frac{\sum_j \int_{\Omega_j} h_{K}^2(\nabla u) \, dx}{\sum_j \int_{\Omega_j} u^2 \, dx} \geq \min_j \frac{\int_{\Omega_j} h_{K}^2(\nabla u) \, dx}{\int_{\Omega_j} u^2 \, dx} = \min_j \frac{\int_{T_j} h_{K}^2(\nabla u) \, dx}{\int_{T_j} u^2 \, dx}. \]

As we shall see, to conclude it is enough to get an estimate from below of the quantity
\[ \frac{\int_{T_j} h_{K}^2(\nabla u) \, dx}{\int_{T_j} u^2 \, dx}. \]

To this aim, as we did in Theorem 4.9, we consider a linear map \( L \) such that \( L_{\lambda} \nu_j = \text{Id} \) and \( LDh_K(\nu_j) = h_K(\nu_j)\nu_j \). Arguing as in Lemma 5.4, it is easy to show that
\[ \frac{\int_{T_j} h_{K}^2(\nabla u) \, dx}{\int_{T_j} u^2 \, dx} = \frac{\int_{LT_j} h_{LK}^2(\nabla f) \, dx}{\int_{LT_j} f^2 \, dx}, \]
where \( f(x) = u(L^{-1}x) \). Moreover it is clear that \( LT_j \) is a graph over \( F_j \).

For any function \( f \) defined on \( T_j \) we have
\[ h_{LK}^2(\nabla f) \geq h_{LK}^2(\nu_j)(\nabla \nu_j f)^2. \quad (5.1) \]

Indeed, since \( Dh_K(\nu_j) \in K \), then \( h_K(\nu_j)\nu_j \in LK \) and thence, by recalling that \( h_K(\nu_j) = h_{LK}(\nu_j) \), we have
\[ h_{LK}(\nabla f) \geq h_K(\nu_j)\nu_j \cdot \nabla f = h_{LK}(\nu_j)\nabla \nu_j f. \]

We recall that, for any test function \( v(t) : [0, \ell] \to \mathbb{R} \), such that \( v(0) = 0 \) it holds true that
\[ \frac{\int_0^\ell v'(t)^2 \, dt}{\int_0^\ell v(t)^2 \, dt} \geq \frac{\pi^2}{4\ell^2}. \quad (5.2) \]
Thanks to (5.1) and (5.2), we can conclude by computing
\[
\frac{\int_{T_j} h^2_K(\nabla u) \, dx}{\int_{T_j} u^2 \, dx} = \frac{\int_{L_F^j} f_0^{(y)} h^2_K(\nabla f) \, dy \, dt}{\int_{L_F^j} f_0^{(y)} f^2 \, dy \, dt} \geq \frac{\int_{L_F^j} f_0^{(y)} h^2_K(\nu_j) \nabla_{\nu_j} f \, dy \, dt}{\int_{L_F^j} f_0^{(y)} f^2 \, dy \, dt}
\]
\[
= h^2_K(\nu_j) \left[ \int_{L_F^j} f_0^{(y)} \nabla_{\nu_j} f \, dy \, dt f_0^{(y)} f^2 \, dy \, dt \right] \frac{1}{\int_{L_F^j} f_0^{(y)} f^2 \, dy \, dt}
\]
\[
\geq h^2_K(\nu_j) \left[ \int_{L_F^j} \frac{\pi^2}{4 \ell(y)^2} u^2 \, dy \, dt \right] \frac{1}{\int_{L_F^j} f_0^{(y)} f^2 \, dy \, dt} \geq h^2_K(\nu_j) \frac{\pi^2}{4 \ell_{\text{max}}^2},
\]
where \(\ell_{\text{max}}\), by construction, is \(R^K_\Omega h_K(\nu_j)\).

\[\square\]

6. Regularity

In the previous sections we limit ourselves to the case of norms associated to a \(C^2_\Omega\)-regular convex body \(K\). In Section 3, we mentioned that this assumption is necessary to make the Finsler Laplace operator uniformly elliptic, nonetheless the definitions of the \(K\)-torsional rigidity and the \(K\)-principal frequency via (1.2) and (1.1) make sense even for less regular norms \(h_K\). Moreover, several interesting examples of applications for those inequalities in the case of non-Euclidean norms arise when we consider the norms associated to a square, or more in general, \(p\)-norm of the form

\[\|v\|_p = \left( \sum |v_i|^p \right)^{1/p}.
\]

Notice that, for \(1 \leq p < 2\) and \(p = \infty\), the function \(\| \cdot \|_p^2\) is not \(C^2\)-regular, while for \(2 < p < \infty\) it is smooth but its Hessian may vanish. Thus all these cases are not covered by the theorems that we proved so far.

In this section we remove any regularity assumption on the convex body \(K\). This result, contained in Theorem 6.2, relies on a result by the first author and Dal Maso (see [7]) concerning the \(\Gamma\)-convergence (we refer to [8] for an exhaustive review on the topic) of some integral functionals of the form

\[F_h(u) = \int_{\Omega} f_h(x, u, Du) \, dx,
\]
to a functional

\[F(u) = \int_{\Omega} f(x, u, Du) \, dx
\]
by means of the pointwise convergence of the integrand functions \(f_h\) to a function \(f\).

For the reader convenience let us state the above mentioned result.

**Theorem 6.1 ([7]).** Assume that all \(f_h = f_h(x, u, p)\) are convex in \(p\) and that the sequence \((f_h)_h\) converges pointwise to a function \(f\). Assume that there exist two increasing continuous functions \(\mu, \nu : \mathbb{R}^+ \to \mathbb{R}^+\), with \(\mu(0) = \nu(0) = 0\) and \(\mu\) concave, such that

\[|f_h(x, u, p) - f_h(y, v, p)| \leq \nu(|x - y|)(1 + f_h(x, u, p)) + \mu(|u - v|),
\]
for each \(x, y \in \Omega\), \(u, v \in \mathbb{R}\), \(p \in \mathbb{R}^n\). Then

\[\Gamma\text{-lim} F_h(u) = F(u).
\]

Our strategy is the following: we approximate a convex body \(K\) with a sequence of \(C^2_\Omega\)-regular convex bodies \(K_n\), and we pass to the \(\Gamma\)-limit the desired inequalities.

**Theorem 6.2.** Let \(K\) and \(\Omega\) be convex bodies, then (2.1) and (2.2) hold true.
Proof. We limit ourselves to prove (2.2), being the proof of (2.1) completely analogous. Let \( K_n \) be a sequence of \( C^2 \)-regular convex bodies converging to \( K \) with respect to the Hausdorff metric (the existence of such a sequence is an old theorem by Minkowski, but we refer to [17] for a shorter proof), and let

\[
F_n(u) = \int_\Omega h_{K_n}^2(\nabla u) \, dx,
\]

\( u \in X \), where \( X \) is the functional space made of all functions in \( W^{1,2}_0(\Omega) \), with \( L^2 \) norm equal to 1. The minimizers of the functionals \( F_n \), say \( u_n \), satisfy

\[
\frac{\pi^2}{4} (R_{K_n}^\Omega)^{-2} \leq F_n(u_n) \leq \lambda_0^2(R_{K_n}^\Omega)^{-2}.
\]

(6.1)

Notice that \( R_{K_n}^\Omega \to R_K^\Omega \). Moreover, since \( h_{K_n} \to h_K \) and since \( h_K(v) \leq c\|v\| \), for some positive constant \( c \), then the second inequality in (6.1) gives the equi-boundedness of the minimizers \( u_n \) in \( W^{1,2} \), that ensures the existence, up to extracting a subsequence, of a weak limit, \( \overline{u} \).

Since the functionals \( F_n \) satisfy the assumptions of Theorem 6.1, we have that \( F(u) = \int_\Omega h_K^2(\nabla u) \, dx \) is the \( \Gamma \)-limit of the functionals \( F_n \) and, since minimizers converge to minimizers, we obtain

\[
\lambda^K_1(\Omega) = \min_F(u) = F(\overline{u}) = \lim F_n(u_n).
\]

Since both the right-hand side and the left-hand side of (6.1) are converging, it is possible to pass to the limit those inequalities to find the desired result. \( \square \)
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