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Abstract

In a unified system of passive radar and communication systems of joint transmitter platform, information intended for a communication receiver may be eavesdropped by a passive radar receiver (RR), thereby undermining the security of communications system. To minimize this information security risk, in this paper, we propose a unified passive radar and communications system wherein the signal-to-interference and noise ratio (SINR) at the RR is maximized while ensuring that the information secrecy rate is above a certain threshold value. We consider both scenarios wherein transmissions of the radar waveform and information signals are scheduled with the disjoint (non-overlapping case) as well as with the same set of resources (overlapping case). In both cases, the underlying optimization problems are non-convex. In the former case, we propose alternating optimization (AO) techniques that employ semidefinite programming and computationally efficient semi-analytical approaches. In the latter case, AO method based on semi-definite relaxation approach is proposed to solve the optimization problem. By changing the threshold value of the information secrecy rate, we then characterize the performance tradeoff between passive radar and communication systems with the boundaries of the SINR-secrecy capacity regions. The performance
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comparison of the proposed optimization methods demonstrate the importance of the semi-analytical approach and the advantage of overlapping case over non-overlapping one.
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# 1. Introduction

Radar sensing and wireless communications are the two most prominent techniques that are based on similar radio frequency phenomena and can be characterized with similar signal processing techniques [1]. However, a radar system’s typical goal is to detect, localize, and track targets, whereas the goal of communication systems is to maximize information transfer and enhance its reliability. Due to different objectives, hardware configurations, power and bandwidth requirements, and frequency bands of operations, these two systems have been independently considered and developed as two separate entities. However, due to an ever increasing number of wireless devices and networks as well as demand for high speed multimedia data services, it is important for the two systems to share common spectrum and enhance bandwidth utilization via improved spectrum congestion techniques. In this regard, some frequency spectrum, e.g., 2-4 GHz range, has been allocated for both radar and communication systems, such as Long Term Evolution (LTE) [2]. When two systems share the same frequency band, techniques such as opportunistic spectrum sharing [3], dual-function radar-communications (DFRC) [4], [5], and cooperation between radar and communication systems [6], [7] have been proposed to minimize the inter-system interference and enhance the performance of both systems.

On the other hand, passive radar systems (PRS) have received significant research interests due to their low cost, covertness, and availability of a large number of illumination sources, such as cellular base stations and television stations [8], [9]. To this end, the authors of [10]-[12] have proposed several algorithms for detecting, localizing, and tracking targets in PRS. In [13], the detector based on the generalized likelihood ratio test (GLRT) has
been proposed for PRS consisting of a single transmitter and a single receiver, whereas the corresponding GLRT detectors for multiple-input multiple-output (MIMO) PRS have been developed in [14]-[15]. While these papers assume multi-frequency networks, an extension to single-frequency multi-static PRS has been proposed in [16].

Recent advancements in PRS (especially in the case of single-frequency multi-static scenario) demonstrate that the estimation of the non-cooperative transmitters’ waveforms is challenging and significantly affects the performance of the PRS. In particular, the performance of the PRS approaches that of active radars [16], if the waveform estimation is sufficiently accurate. Motivated from this fact, the authors in [17] propose to develop PRS as a part of a bandwidth-flexible communication system [17], where the transmitters no longer remain completely non-cooperative, and in fact, assist the radar receiver in estimating the broadcast signals more efficiently through improved resource allocations. The single joint radar and communications transmitter proposed in [17] is recently extended to a scenario of multiple transmitters in [18]. However, in both papers, information security is not considered, each transmitter is equipped with only a single antenna, and the radar and information signals are transmitted through orthogonal channels (non-overlapping case).

Security in wireless communications is a critical issue, since wireless channels are often prone to eavesdropping. To this end, based on the seminal work of [19], information theoretic physical layer design approaches for enhancing security in wireless systems have been widely studied in the literature [20]-[22]. Physical layer security approach aims to prevent unintended users from decoding information transmitted to the intended users by maximizing information secrecy rate. The advantage of this approach is that secrecy can be achieved without using an encryption key. On the other hand, information theoretic metrics have been also used in the design and analysis of radar systems [23], [24]. To this end, the authors in [25] consider a monostatic MIMO radar system, wherein the objective is to enhance radar performance and secure information transmitted to a legitimate communication receiver from
an eavesdropper-target. For this purpose, beamforming vectors, applied to communication and distortion signals, are jointly optimized. A Taylor series approximation approach [26] is proposed to convexify the non-convex function of secrecy rate. However, to the best of our knowledge, the problem of designing algorithms for a unified system of passive radar and communications, while emphasizing information security has not been investigated in the literature. This problem is important in a unified system since information signals intended for a communication receiver (CR) may be eavesdropped by a passive radar receiver (RR), thereby undermining information security. Moreover, in contrast to [25], our objective is to jointly optimize radar waveforms and covariance matrix of information signals without additionally transmitting distortion signal.

In this paper, we consider a unified system consisting of a transmitter, a passive RR, and a CR, each equipped with multiple antennas. The performance tradeoff between radar and communications is characterized by obtaining the boundaries of the signal-to-interference-and-noise ratio (SINR) for the RR versus information secrecy rate region, when considering the same RR as an eavesdropper\(^1\). To this end, joint optimization of radar waveforms and transmit covariance matrix of information signals is proposed with the objective of maximizing the SINR at the RR, while ensuring that the information secrecy rate is above a certain threshold. We formulate the underlying non-convex optimization problems and provide corresponding solutions when the radar and information signals use both orthogonal and non-orthogonal (overlapping) sets of resources. In both cases, iterative alternating optimization (AO) methods that employ semi-definite programming (SDP)/semi-definite relaxation (SDR) are proposed for optimizing radar waveforms and transmit covariance ma-

\(^1\)In general, information security should be achieved against all eavesdroppers, including the RR. While such design approach will be reported in our future work, it is worthwhile to mention that the RR’s eavesdropping capability is higher than that of any other eavesdropper, since, as a part of the unified system, the RR has more knowledge about the settings, parameters, and protocols of the unified system.
However, in the former case, a computationally efficient semi-analytical approach is also proposed. Simulation results show that this approach provides significant performance gains over the SDP-based approach. Moreover, in spite of interference caused in the overlapping method, due to joint optimization of radar waveforms and transmit covariance matrix, results show that the overlapping method provides better performance than the non-overlapping one.

The remainder of this paper is organized as follows: Section 2 presents the system model of unified passive radar and communications. Section 3 provides problem formulations and corresponding solutions for the optimization problems of the non-overlapping case. The problem formulation and optimization method for the overlapping case are presented in Section 4. Numerical results are provided in Section 5. Finally, Section 6 concludes the paper and summarizes the key findings.

Notations: Upper (lower) bold face letters will be used for matrices (vectors); $(\cdot)^H$, $I_N$, $||\cdot||$, and $\otimes$ denote Hermitian transpose, $N \times N$ identity matrix, Euclidean norm for vector/Frobenius norm for matrix, and Kronecker product operator, respectively. $\text{tr}(X)$ and $\det(X)$ denote trace and determinant of a matrix $X$, respectively, $X \succeq 0$ denotes that $X$ is a positive semi-definite matrix, and $\text{vec}(X)$ denote the vectorization of $X$. $\mathbb{C}^{N \times M}$ stands for a space of complex matrix of dimension $N \times M$, and $\mathcal{N}_C(\mu, \sigma^2)$ and $\mathbb{E}\{}\}$ denote circularly symmetric complex Gaussian distribution with mean $\mu$ and variance $\sigma^2$ and expectation operation, respectively.

$^2$These optimization techniques form the basis for solving several problems in other contexts, primarily in the design of communication only systems (see [22], [27], and references therein). We propose to leverage these techniques for the joint transmitter design in a unified system of passive radar and communications.
2. System Model

Consider a system that supports both communications and radar receivers, as shown in Fig. 1. The transmitter and CR are equipped with \( N_t \) and \( M \) antennas, respectively. The antennas of the RR are divided into groups of direct channel (DC) antennas and surveillance channel (SC) antennas. Without loss of generality, we assume that the same, i.e., \( N \) antennas are used for the DC and SC. The DC antennas receive signals via direct path from the transmitter, whereas the SC antennas receive signals originating from the transmitter but reflected by a target. The direct path signal is used at the RR for estimating the radar waveform as in the case of PRS. Although the transmitter is not non-cooperative to the RR (in contrast to the conventional PRS), signal transmissions to the radar and communication receivers may be scheduled using totally disjoint, partially overlapping, and completely overlapping groups of resource elements (time-frequency units) \[2\]. The optimum scheduling of the resource elements for the transmission of communication signal will change due to channel fading. This will, in turn, change the scheduling of the resource elements for the transmission of radar waveforms, since the total available resource is the same in unified system. Moreover, since it becomes costly for the transmitter to let the RR estimate the transmitted radar waveform after every change of scheduling, we consider that the RR estimates the radar waveform using the direct path channel. We consider that the RR can achieve synchronization like the communication receivers which achieve synchronization by detecting dedicated primary and secondary synchronization signals \[28\] transmitted by the transmitter, for example in LTE systems. As such, no additional communication links between the radar and communication receivers are required for maintaining synchronization. We also assume a clutter-free noise-only environment considering that the effect of the clutter-path signals can be mitigated by applying a variety of techniques (see \[14\]-\[15\] and references therein)\[3\].

\[3\] The tradeoff analysis of the unified system in the presence of clutters will be presented in our future work.
The transmitter uses a portion of its total system power, $P_T$, to broadcast the radar waveform and the remaining portion to transmit an information signal. We consider both orthogonal and non-orthogonal cases of signal transmissions. In the former, we assume that the signal transmissions from the transmitter are scheduled optimally using non-overlapping groups of resource elements. In the latter case, we relax this approximation and consider that the transmitter broadcasts radar and communication signals using the same resource elements. The tradeoff analysis is conducted by solving an optimization problem, where the objective is to maximize the SINR at the RR while ensuring that the information rate for the CR is above a certain threshold value.

The signal received by the RR, at a time instant $l$, via direct path channel is expressed as

$$ x_{d}[l] = \gamma_d a_d(\theta_r) a_d^H(\theta_t) s_r[l] + v_{dr}[l], \quad (1) $$

where $\theta_r$ is the direction of arrival (DoA) of the signal received via the direct path channel when reference is DC-antennas, and $\theta_t$ is the direction of departure (DoD) of the signal when reference is transmitter-antennas. $a_d(\theta_r) \in \mathbb{C}^{N \times 1}$ and $a_d(\theta_t) \in \mathbb{C}^{N_t \times 1}$ denote the steering vectors corresponding to $\theta_r$ and $\theta_t$, respectively. $\gamma_d$ is the channel coefficient of the direct path channel between the transmitter and RR, and $s_r[l] \in \mathbb{C}^{N_t \times 1}$ is the radar waveform.
transmitted by the transmitter for the $l$th time instant. $\mathbf{v}_{dr}[l] \in \mathbb{C}^{N\times 1}$ denotes additive Gaussian noise at the DC-antennas of the RR, which is assumed to have zero mean and covariance of $\sigma_r^2 \mathbf{I}_N$, i.e., $\mathcal{N}_C(\mathbf{0}, \sigma_r^2 \mathbf{I}_N)$.

Collecting $l = 1, \cdots, L$ vectors of $\mathbf{x}_d[l]$, we obtain matrix $\mathbf{X}_d = [\mathbf{x}_d[1], \cdots, \mathbf{x}_d[L]]$ of size $N \times L$. Let $\mathbf{S}_r = [\mathbf{s}_r[1], \cdots, \mathbf{s}_r[L]] \in \mathbb{C}^{N_t \times L}$ and $\mathbf{V}_{dr} = [\mathbf{v}_{dr}[1], \cdots, \mathbf{v}_{dr}[L]] \in \mathbb{C}^{N \times L}$. Then, $\mathbf{X}_d$ can be expressed as

$$
\mathbf{X}_d = \mathbf{H}_d \mathbf{S}_r + \mathbf{V}_{dr} \quad \rightarrow \quad \mathbf{x}_d = \mathbf{A}(\theta_d) \mathbf{s}_r + \mathbf{v}_{dr},
$$

where $\mathbf{H}_d = \gamma_d \mathbf{a}_d(\theta_d) \mathbf{a}_d^H(\theta_t)$, $\mathbf{x}_d = \text{vec}(\mathbf{X}_d) \in \mathbb{C}^{LN \times 1}$, $\mathbf{s}_r = \text{vec}(\mathbf{S}_r) \in \mathbb{C}^{LN_t \times 1}$, $\mathbf{v}_{dr} = \text{vec}(\mathbf{V}_{dr}) \in \mathbb{C}^{LN \times 1}$, $\mathbf{A}(\theta_d) = \gamma_d (\mathbf{I}_L \otimes [\mathbf{a}_d(\theta_d) \mathbf{a}_d^H(\theta_t)]) \in \mathbb{C}^{LN \times LN_t}$, and use the fact that $\text{vec}(\mathbf{H}_d \mathbf{S}_r \mathbf{I}_L) = (\mathbf{I}_L \otimes \mathbf{H}_d) \mathbf{s}_r$.

On the other hand, the received signal vector at the $l$th time through surveillance channel can be expressed as

$$
\mathbf{x}_s[l] = \gamma_t \mathbf{a}_s(\theta_{r,0}) \mathbf{a}_s^H(\theta_{t,0}) \mathbf{s}_r[l] + \mathbf{v}_{sr}[l],
$$

where $\theta_{r,0}$ is the DoA of the signal received via the surveillance channel when reference is SC-antennas, and $\theta_{t,0}$ is the DoD of the signal when reference is transmitter-antennas. $\mathbf{a}_s(\theta_{r,0}) \in \mathbb{C}^{N \times 1}$ and $\mathbf{a}_s(\theta_{t,0}) \in \mathbb{C}^{N_t \times 1}$ denote steering vectors corresponding to $\theta_{r,0}$ and $\theta_{t,0}$, respectively. $\gamma_t$ is the channel coefficient of the surveillance channel between the transmitter and RR and includes the effects of bi-static attenuation from the transmitter to the RR as well as target’s reflection coefficient. $\mathbf{v}_{sr}[l] \in \mathbb{C}^{N \times 1}$ denotes additive Gaussian noise at the SC-antennas of the RR, which is also assumed to have zero mean and covariance of $\sigma_t^2 \mathbf{I}_N$, i.e., $\mathcal{N}_C(\mathbf{0}, \sigma_t^2 \mathbf{I}_N)$. Following similar steps as in the derivation of (2) from (1) and collecting $l = 1, \cdots, L$ vectors of $\mathbf{x}_s[l]$ in a long vector $\mathbf{x}_s$, we have

$$
\mathbf{x}_s = \mathbf{A}_s(\theta_0) \mathbf{s}_r + \mathbf{v}_{sr},
$$

where $\mathbf{A}_s(\theta_0) = \gamma_t (\mathbf{I}_L \otimes [\mathbf{a}_s(\theta_{r,0}) \mathbf{a}_s^H(\theta_{t,0})])$, $\mathbf{v}_{sr} = \text{vec}[\mathbf{v}_{sr}[1], \cdots, \mathbf{v}_{sr}[L]] \in \mathbb{C}^{LN \times 1}$, and $\mathbf{x}_s = \text{vec}[\mathbf{x}_s[1], \cdots, \mathbf{x}_s[L]] \in \mathbb{C}^{LN \times 1}$. The RR utilizes the direct path channel to estimate $\mathbf{s}_r$ by
using matched filtering. As such, the estimated \( \hat{s}_r = A^H(\theta_d)x_d \) can be expressed as

\[
\hat{s}_r = A^H(\theta_d)A(\theta_d)s_r + A^H(\theta_d)v_{dr}.
\]

(5)

Noting that \((A \otimes B)(C \otimes D) = (AC \otimes BD)\), \(A^H(\theta_d)A(\theta_d)\) can be expressed as

\[
A^H(\theta_d)A(\theta_d) = N|\gamma_d|^2 (I_L \otimes (a_d(\theta_t)a_d^H(\theta_t))) \triangleq A_{d}(\theta_t).
\]

(6)

Note that the estimated \( \hat{s}_r \) may not be noise free. The effect of noisy direct channel into radar’s performance can be taken into account by considering that this estimated \( \hat{s}_r \) is the true \( s_r \). Thus, substituting (5) into (4), the received surveillance channel signal can be expressed as

\[
x_s = A_s(\theta_0)A_d(\theta_t)s_r + A_s(\theta_0)A^H(\theta_d)v_{dr} + v_{sr}.
\]

(7)

The signal \( x_s \) can be processed with a linear operator \( w \in \mathbb{C}^{LN \times 1} \) which can be considered as a vectorized form of a spatio-temporal matrix of size \( N \times L \). The resulting decision metric \( \tilde{x}_s = w^Hx_s \) can be expressed as

\[
\tilde{x}_s = w^HA_s(\theta_0)A_d(\theta_t)s_r + w^HA_s(\theta_0)A^H(\theta_d)v_{dr} + w^Hv_{sr}.
\]

(8)

As such, the SINR at the RR is expressed as

\[
\gamma_R = \frac{1}{\sigma_r^2} \frac{|w^HA_s(\theta_0)A_d(\theta_t)s_r|^2}{||w^HA_s(\theta_0)A^H(\theta_d)||^2 + w^Hw}.
\]

(9)

We assume block fading channel between the transmitter and CR, i.e., the communication channel remains constant for a block of symbols and changes independently from one block to another. For conciseness, without loss of generality, this block length is considered to be \( L \). Since we first consider the case in which signal transmissions to the RR and CR employ different set of non-overlapping resource units and the communication channel does not change over \( L \) symbols, the information rate for the CR can be obtained by considering
the channel at a specific time instant \( t \). As such, the signal received by the CR can be expressed as

\[
x_c = H_c \bar{s}_c + v_c,
\]

where \( H_c \in \mathbb{C}^{M \times N_t} \) is the MIMO channel between the transmitter and CR, \( \bar{s}_c \in \mathbb{C}^{N_t \times 1} \) is the vector of data transmitted from \( N_t \) antennas at a given time instant, and \( v_c \in \mathbb{C}^{M \times 1} \) is additive Gaussian noise at the antennas of CR. Each element of \( v_c \) is assumed to be distributed as \( \mathcal{N}(0, \sigma^2_c) \). Since information intended for the CR will be also received by the RR, any confidential information can be decoded by the RR, thereby undermining the security of the communication system. Considering that the direct channel is much stronger than the surveillance channel, the information received by the RR through the direct path channel can undermine the security most. Therefore, we mainly focus on the information signal leaked by the transmitter to the RR through the direct path channel. The received information signal at the RR is given by

\[
\tilde{x}_r = H_d \bar{s}_c + \bar{v}_{dr},
\]

\( \bar{v}_{dr} \in \mathbb{C}^{N \times 1} \) is the additive Gaussian noise at the DC-antennas of the RR. The capacity of the transmitter-CR channel is given by

\[
C_c = \log_2 \left( \det \left( \sigma^{-2}_c H_c Q_c H_c^H + I_M \right) \right),
\]

where \( Q_c = \mathbb{E} \{ \bar{s}_c \bar{s}_c^H \} \in \mathbb{C}^{N_t \times N_t} \). The capacity of the transmitter-RR channel is given by

\[
C_r = \log_2 \left( \det \left( \sigma^{-2}_r H_d Q_c H_d^H + I_N \right) \right).
\]

The secrecy capacity is given by \( C_s = \max(0, C_c - C_r) \) \footnote{As it will be clear later in the paper, that this is not true when radar and informations signals occupy the same set of resources.}, where

\[
C_s = \max \left( 0, \log_2 \left( \det \left( \sigma^{-2}_c H_c Q_c H_c^H + I_M \right) \right) - \log_2 \left( \det \left( \sigma^{-2}_r H_d Q_c H_d^H + I_N \right) \right) \right).
\]
3. Proposed Optimization

Given a total system power, $P_T$, the objective is to maximize the received SINR at the RR while maintaining the secrecy capacity above a certain threshold value. We assume that the channels from the transmitter to the CR and RR (direct path) can be estimated with sufficient accuracy using channel acquisition techniques proposed in [30]. Moreover, we assume that noise powers at all receiver terminals are known. Since these parameters may not be perfectly known, the performance results presented in this paper will serve as upper bounds for the performance of the underlying system in practice. The optimization will be solved for each hypothesized target position (or equivalently range-Doppler cell) and updated after each coherence time of the communication channel. The secrecy rate threshold is a user specific parameter and depends on the requested level of security, i.e., usually a larger value of the threshold is selected for a communication link requiring the higher priority in information security. Mathematically, the proposed optimization can be expressed as

$$\max_{w, s_r, Q_c \succeq 0} \gamma_R$$

subject to

$$C_s \geq r_m,$$

$$\text{tr}(Q_c) + s_r^H s_r \leq P_T,$$

where $r_m$ is the threshold value of information secrecy rate. The constraints of the optimization problem (15) do not depend on $w$. For a given $s_r$, the optimization w.r.t. $w$ can be expressed as

$$\max_w \frac{w^H A_s(\theta_0) A_d(\theta_t) s_r s_r^H A_d^H(\theta_t) A_s^H(\theta_0) w}{w^H [A_s(\theta_0) A_d(\theta_t) A_s^H(\theta_0) + I_{LN}] w} = \max_w \frac{|s_r^H D w|^2}{w^H C w}$$

where

$$C \triangleq A_s(\theta_0) A_d(\theta_t) A_s^H(\theta_0) + I_{LN},$$

$$D \triangleq A_d^H(\theta_t) A_s^H(\theta_0).$$

(16)
This maximization problem in (16) can be equivalently expressed as

\[
\min_w \quad w^H C w
\]

s.t. \( s_r^H D w = 1. \) \hspace{1cm} (18)

Employing Lagrangian multiplier function approach [31], it can be shown that the optimum \( w \) in (18) is

\[
w = \frac{C^{-1} D^H s_r}{s_r^H D C^{-1} D^H s_r}.
\] \hspace{1cm} (19)

Substituting (19) into \( \gamma_R \), the resulting SINR can be expressed as

\[
\gamma_R = \frac{1}{\sigma_r^2} s_r^H D C^{-1} D^H s_r.
\] \hspace{1cm} (20)

Without loss of generality, we assume that \( r_m \geq 0 \). This means that the constraint \( C_s \geq r_m \) can be cast as \( C_s - C_r \geq 0 \). Substituting (20) into (15), we obtain the following optimization

\[
\max_{s_r, Q_c \succeq 0} \quad s_r^H D C^{-1} D^H s_r
\]

s.t. \[
\left\{ \log_2 \left( \det \left( H_c Q_c H_c^H + \sigma_c^2 I_M \right) \right) - \log_2 \left( \det \left( H_d Q_c H_d^H + \sigma_r^2 I_N \right) \right) + c_a \right\} \geq r_m \]

\[
\text{tr}(Q_c) + s_r^H s_r \leq P_T,
\] \hspace{1cm} (21)

where \( c_a = \log_2 \sigma_r^{2N} - \log_2 \sigma_c^{2M} \) and the first constraint is not a function of temporal structure of \( s_r \). Let \( s_r = \sqrt{P_r} \bar{s}_r \), where \( \bar{s}_r^H \bar{s}_r = 1 \) and \( P_r \) is the power allocated for the radar waveform. Then, it is clear that the optimum \( \bar{s}_r \) is the eigenvector corresponding to the largest eigenvalue of \( D C^{-1} D^H \). In this case, the objective function of (21) can be expressed as

\[
s_r^H D C^{-1} D^H s_r = P_r \lambda_{\text{max}} \left( D C^{-1} D^H \right),
\] \hspace{1cm} (22)

where \( \lambda_{\text{max}}(\cdot) \) stands for the maximum eigenvalue of a matrix. Note that the SINR at the RR does not depend on actual \( Q_c \), but only on its trace since \( P_r \) is a function of \( \text{tr}(Q_c) \).
Substituting (22) into (21), it can be expressed in terms of $P_r$ and $Q_c$ as
\[
\max_{P_r, Q_c \succeq 0} P_r
\text{s.t. } \left\{ \log_2 \left( \det \left( H_c Q_c H_c^H + \sigma_c^2 I_M \right) \right) - \log_2 \left( \det \left( H_d Q_c H_d^H + \sigma_r^2 I_N \right) \right) + c_a \right\} \geq r_m \quad (23)
\]
\[
\text{tr}(Q_c) + P_r \leq P_T.
\]
It is clear that the optimum $P_r$ is such that $P_r = P_T - \text{tr}(Q_c)$. Substituting $P_r$ in (23), the remaining optimization in terms of $Q_c$ can be expressed as
\[
\min_{Q_c \succeq 0} \text{tr}(Q_c)
\text{s.t. } \left\{ \log_2 \left( \det \left( H_c Q_c H_c^H + \sigma_c^2 I_M \right) \right) - \log_2 \left( \det \left( H_d Q_c H_d^H + \sigma_r^2 I_N \right) \right) + c_a \right\} \geq r_m \quad (24)
\]
Note that if the optimum $Q_c$ is such that $\text{tr}(Q_c)$ turns out to be larger than $P_T$, then such solution is not feasible. Moreover, the secrecy rate does not depend on actual $s_r$ and only on its squared norm (power). Unfortunately, the optimization problem (24) is not convex.

Following the approach of maximizing the secrecy capacity under a transmit power constraint in a MIMO wiretap channel [22], we propose alternating optimization (AO) methods for solving (24). We first propose an iterative approach wherein an SDP problem is solved in each iteration. We then propose an AO method where the SDP optimization will be replaced by a semi-analytical approach that includes bisection method [22], [27].

3.1. Iterative SDP

Since $\det(A^{-1}) = \frac{1}{\det(A)}$ [29], (24) can be expressed as
\[
\min_{Q_c \succeq 0} \text{tr}(Q_c)
\text{s.t. } \left\{ \log_2 \left( \det \left( H_c Q_c H_c^H + \sigma_c^2 I_M \right) \right) - \log_2 \left( \det \left( H_d Q_c H_d^H + \sigma_r^2 I_N \right) \right) + c_a \right\} \geq r_m \quad (25)
\]
We now introduce an additional matrix variable $Y \in \mathbb{C}^{N \times N}$, $Y \succeq 0$, and utilize the following expression [32]:
\[
\log \left( \det \left( H_d Q_c H_d^H + \sigma_r^2 I_N \right) \right) = \max_{Y \succeq 0} \left\{ \log(\det(Y)) - \text{tr} \left( Y \left( H_d Q_c H_d^H + \sigma_r^2 I_N \right) \right) + N \right\} \quad (26)
\]
Substituting (26) into (25), we obtain the following optimization problem:

\[
\begin{align*}
\min_{Q_c \succeq 0} \quad & \text{tr}(Q_c) \\
\text{s.t.} \quad & \max_{Y \succeq 0} \left\{ \log \left( \det \left( H_c Q_c H_c^H + \sigma_c^2 I_M \right) \right) - \right. \\
& \quad \left. \text{tr} \left( Y \left( H_d Q_c H_d^H + \sigma_r^2 I_N \right) \right) + \log(\det(Y)) + \bar{N} \right\} \geq \bar{r}_m,
\end{align*}
\]  

(27)

where \( \bar{N} = c_n + N \) and \( \bar{r}_m = r_m \log(2) \). The optimization problem (27) can be solved in an iterative way as follows. For a given \( Q_c \), the optimum \( Y \) can be obtained by solving the first-order derivative of the constraint w.r.t. to \( Y \). This leads to

\[
Y = (H_d Q_c H_d^H + \sigma_r^2 I_N)^{-1}.
\]  

(28)

On the other hand, for a given \( Y \succeq 0 \), the optimization over \( Q_c \succeq 0 \) can be expressed as

\[
\begin{align*}
\min_{Q_c \succeq 0} \quad & \text{tr}(Q_c) \\
\text{s.t.} \quad & \left\{ \log \left( \det \left( H_c Q_c H_c^H + \sigma_c^2 I_M \right) \right) - \right. \\
& \quad \left. \text{tr} \left( Y \left( H_d Q_c H_d^H + \sigma_r^2 I_N \right) \right) + \log(\det(Y)) + \bar{N} \right\} \geq \bar{r}_m,
\end{align*}
\]  

(29)

This optimization problem is convex and can be solved numerically using convex optimization toolbox such as discipline convex programming (CVX) [33]. The algorithm (Algorithm 1) to solve the optimization problem (24) is summarized below.

1) Initialize maximum number of iterations, convergence accuracy, \( \epsilon \), and initial \( Q_c \succeq 0 \).
2) Update \( Y \) using (28).
3) Update \( Q_c \) by solving (29).
4) Go to step (2) until required convergence accuracy is achieved or maximum number of iterations is reached.
Note that the SDP problem (29) (which is convex optimization problem over $Q_c$) is solved for a given $Y$. In each iteration of the algorithm, $Y$ is updated to approximate the left-hand side of (26) via maximization of a concave function over $Y$. This means that in each iterative step of Algorithm 1, we have an improved estimate of the left-hand side of the constraint used in the original problem (24). This leads to a decreasing objective function in each iteration. Moreover, since the objective function is continuously differentiable, and each variable (i.e., $Q_c$ and $Y$) belongs to a nonempty, closed, and concave subset, the AO approach is guaranteed to converge [22]. However, in general the execution of the SDP problems become very slow when they consist of large size matrices. This is evident from the worst-case complexity of the standard form SDPs, which is given by $O(N_t^{4.5} \log \left( \frac{1}{\epsilon} \right))$ [34] for a given solution accuracy of $\epsilon$. As such, the worst-case complexity of Algorithm 1 is larger than $O(N_{it}N_t^{4.5} \log \left( \frac{1}{\epsilon} \right))$, where $N_{it}$ is the number of iterations required to achieve $|\text{tr}(Q_c^{(n)}) - \text{tr}(Q_c^{(n-1)})| \leq \epsilon$, where $Q_c^{(n)}$ denotes the covariance matrix at the $n$th iteration.

3.2. Semi-analytical Approach

Motivated from the solution approach of the secrecy rate maximization problem in MIMO system [22], we propose a semi-analytical approach for solving (29). The Lagrangian multiplier function for (29) can be expressed as

$$
\mathcal{L}(Q_c, \lambda) = \text{tr}(Q_c) + \lambda \left\{ \bar{r}_m - \log (\det(Y)) - \bar{N} + \text{tr} \left( Y \left( H_d Q_c H_d^H + \sigma_d^2 I_N \right) \right) - \log \left( \det \left( H_c Q_c H_c^H + \sigma_c^2 I_M \right) \right) \right\},
$$

where $\lambda \geq 0$ is a Lagrangian multiplier. Now the main result is presented in the following proposition.

**Proposition 1.** For a given feasible $\lambda$, the optimum solution of $Q_c$, as a function of $\lambda$, is given by

$$
Q_c(\lambda) = P^{-\frac{M}{2}} V A V^H P^{-\frac{1}{2}},
$$

(31)
where \( P = I_{N_t} + \lambda H_d^H Y H_d \), \( V \) is a matrix of left singular vectors of \( H_c P^{-H} \), i.e., \( H_c P^{-H} = U \Sigma V^H \), and the non-zero diagonal elements, \( \{ \mu_i \}^{r}_{i=1} \) of \( \Lambda \), are given by

\[
\mu_i = \left[ \lambda - \frac{\sigma_c^2}{d_i} \right]^+, \quad (32)
\]

where \( \{ d_i \}^{r}_{i=1} \) are the non-zero diagonal elements of \( \Sigma \), and \( r = \min(M, N_t) \).

\[\text{Proof. Please refer to Appendix.} \]

The remaining step is to calculate the value of \( \lambda \). The optimum \( \lambda \) is such that it satisfies the following complementary slackness condition \[35\]

\[
\lambda \left\{ \tilde{r}_m - \log \left( \det (Y) \right) - \bar{N} + \text{tr} \left( Y (H_d Q_c (\lambda) H_d^H + \sigma_r^2 I_N) \right) \right. \right. \right. \\
\left. \left. \left. \left. \left. \text{log} \left( \det (H_c Q_c (\lambda) H_c^H + \sigma_c^2 I_M) \right) \right) \right) \right) \right) \right) \right) \right) = 0.
\]

The optimum \( \lambda \) cannot be equal to zero. This is obvious since \( \frac{\partial L(Q_c, \lambda)}{\partial Q_c} = I_{N_t} \), i.e., the partial derivative of the Lagrangian function with respect to \( Q_c \) cannot be a zero matrix for \( \lambda = 0 \). As such, the optimum \( \lambda \) is such that

\[
g(\lambda) \triangleq \left\{ \tilde{r}_m - \log \left( \det (Y) \right) - \bar{N} + \text{tr} \left( Y (H_d Q_c (\lambda) H_d^H + \sigma_r^2 I_N) \right) \right. \right. \right. \\
\left. \left. \left. \left. \left. \text{log} \left( \det (H_c Q_c (\lambda) H_c^H + \sigma_c^2 I_M) \right) \right) \right) \right) \right) \right) \right) = 0.
\]

The value of \( \lambda \) can be found by solving \[34\]. As there exists no closed-form solution for this equation, \( \lambda \) can be obtained from a general one-dimensional search over \( \lambda \) or more specifically, the bisection method. Thus, the proposed semi-analytical approach for solving the optimization problem \[24\] is summarized below (Algorithm 2).

- 1) Initialize maximum number of iterations, \( N_{it} \), convergence accuracy, \( \epsilon \), and \( Q_c \geq 0 \)
- 2) Update \( Y \) using \[28\]
- 3) Execute the following steps of bisection method to find \( \lambda \)
a) Initialize $\lambda_{\text{min}}$ and $\lambda_{\text{max}}$ such that $g(\lambda_{\text{min}})g(\lambda_{\text{max}}) < 0$

b) Set $\lambda_n = \frac{\lambda_{\text{min}} + \lambda_{\text{max}}}{2}$

c) Calculate $Q_c(\lambda_n)$ by using [31]

d) If $g(\lambda_n)g(\lambda_{\text{max}}) < 0$, set $\lambda_{\text{min}} = \lambda_n$, otherwise set $\lambda_{\text{max}} = \lambda_n$

e) Go to step (b) until convergence of bisection algorithm

4) Go to step (2) until required convergence accuracy is achieved or maximum number of iterations is reached

Note that the steps of bisection method to find $\lambda$ can be alternatively implemented by using one-dimensional grid search over $\lambda$. Using similar arguments as in the case of Algorithm 1, the convergence of this algorithm can be guaranteed. For a given $Y$, the bisection algorithm is guaranteed to converge, which requires $n_b = \log_2 \left( \frac{\lambda_{(0)}^{\text{max}} - \lambda_{(0)}^{\text{min}}}{\epsilon} \right)$ iterations [27], where $\lambda_{(0)}^{\text{max}} - \lambda_{(0)}^{\text{min}}$ is the initial interval of $\lambda$ within which the root of $g(\lambda)$ lies. Therefore, the computational complexity of Algorithm 2 is given by $O(N_{it}n_b)$, where $N_{it}$ is the number of outer iterations (i.e., iterations over $Y$). Clearly, in contrast to Algorithm 1, the complexity of Algorithm 2 does not increase polynomially (with an exponent of 4.5) in $N_{it}$. This makes possible the execution of Algorithm 2 much faster than Algorithm 1. Moreover, it is worthwhile to mention that this type of AO methods guarantee suboptimum solutions and, in fact, converge to Karush-Kuhn-Tucker (KKT) point. This can be proven by following similar derivations as in the case of MIMO wiretap channels (see Proposition 1, [22] and the references therein). On the other hand, the global optimization technique, such as branch and bound [36], can be applied to get the global optimum solution. However, such global optimization method requires exponential complexity and becomes computationally prohibitive in radar systems in which $L$ can easily take large values. On the other hand, a rigorous investigation, which we believe is a significant new task and beyond the scope of this paper, is required for solving the underlying optimization problems with the global optimization techniques [36].
4. Radar and Communication Transmissions with Same Resources

In this section, we consider that the transmitter sends radar and information signals using the same set of resources (overlapping case). In this case, both RR and CR observes a mixture of radar and information signals. Due to this reason, we will find in the sequel that the optimization problem required for obtaining the optimum tradeoff between radar and communication systems become further challenging to solve. In this overlapping case, the transmitted signal vector for the \( l \)th time instant can be expressed as

\[
s[l] = s_c[l] + s_r[l], \quad l = 1, \cdots, L,
\]

(35)

\( s_c[l] \in \mathbb{C}^{N_t \times 1} \) is the communication signal corresponding to the \( l \)th time instant. Replacing \( s_r[l] \) by \( s[l] \) in (1) and following similar derivations as in (2)-(6), the received signal vector at the surveillance antennas, \( \bar{x}_s \in \mathbb{C}^{L_N \times 1} \) (i.e, equivalent version of (7)) can be expressed as

\[
\bar{x}_s = A_s(\theta_0)A_d(\theta_t)(s_r + s_c) + A_s(\theta_0)A^H(\theta_d)\nu_{dr} + \nu_{sr},
\]

(36)

where \( s_c = \text{vec}[s_c[1], \cdots, s_c[L]] \in \mathbb{C}^{LN_t \times 1} \). After linear processing of the received surveillance signal with spatio-temporal vector \( \bar{\mathbf{w}} \in \mathbb{C}^{LN \times 1} \), the SINR at the RR is given by

\[
\gamma_R = \frac{|\bar{\mathbf{w}}^H A_s(\theta_0)A_d(\theta_t)s_r|^2}{\bar{\mathbf{w}}^H C(Q_c)\bar{\mathbf{w}}},
\]

(37)

where

\[
C(Q_c) = A_s(\theta_0)A_d(\theta_t)(I_L \otimes Q_c)A^H_s(\theta_t)A^H(\theta_0) + \sigma^2_r I_{LN} + \sigma^2_s A_s(\theta_0)A_d(\theta_t)A^H_s(\theta_0).
\]

(38)

Considering that the channels remain same during a period of \( L \) time instants, the signals received by the DC-antennas of the RR and CR are, respectively, given by

\[
x_r = \bar{\mathbf{H}}_d s_c + \bar{\mathbf{H}}_d s_r + \nu_{dr},
\]

\[
x_c = \bar{\mathbf{H}}_c s_c + \bar{\mathbf{H}}_c s_r + \nu_{c},
\]

(39)
where $\mathbf{H}_d = \mathbf{I}_L \otimes \mathbf{H}_d$, $\mathbf{H}_c = \mathbf{I}_L \otimes \mathbf{H}_c$, and $\mathbf{v}_c \in \mathbb{C}^{LM \times 1}$ is zero-mean additive Gaussian noise with the variance $\sigma^2_c$. Define $\mathbf{R}_c \triangleq \mathbf{H}_c \mathbf{r}_s \mathbf{r}_s^H \mathbf{H}_c^H + \sigma^2_c \mathbf{I}_{LM}$, $\mathbf{R}_d \triangleq \mathbf{H}_d \mathbf{s}_r \mathbf{r}_r^H \mathbf{H}_d^H + \sigma^2_d \mathbf{I}_{LN}$. The capacities for the transmitter-CR and transmitter-RR, are, respectively given by
\[
\tilde{C}_c = \log_2 (\det (\mathbf{I}_{LM} + \mathbf{H}_c (\mathbf{I}_L \otimes \mathbf{Q}_c) \mathbf{H}_c^H \mathbf{R}_c^{-1})),
\]
\[
\tilde{C}_d = \log_2 (\det (\mathbf{I}_{LN} + \mathbf{H}_d (\mathbf{I}_L \otimes \mathbf{Q}_c) \mathbf{H}_d^H \mathbf{R}_d^{-1}))).
\] (40)
The secrecy capacity can be expressed as $\tilde{C}_s = \max(0, \tilde{C}_c - \tilde{C}_d)$, where $\tilde{C}_c - \tilde{C}_d \triangleq \tilde{C}_s$ can be expressed as
\[
\tilde{C}_s = \log_2 (\det (\mathbf{R}_c + \mathbf{H}_c (\mathbf{I}_L \otimes \mathbf{Q}_c) \mathbf{H}_c^H)) + \log_2 (\det(\mathbf{R}_c^{-1})) + \log_2 (\det(\mathbf{R}_d)) - \log_2 (\det (\mathbf{R}_d + \mathbf{H}_d (\mathbf{I}_L \otimes \mathbf{Q}_c) \mathbf{H}_d^H))).
\] (41)

As in the case where radar and communications signals occupy different resources, our objective is to optimize SINR at the RR, while ensuring that the secrecy capacity is above a certain threshold value, $\tilde{r}_m$.

\[
\max_{\mathbf{w}, \mathbf{s}_r, \mathbf{Q}_c \succeq 0} \quad \tilde{\gamma}_R \triangleq \frac{\mathbf{w}^H \mathbf{D}^H \mathbf{s}_r \mathbf{s}_r^H \mathbf{D} \mathbf{w}}{\mathbf{w}^H \mathbf{C}(\mathbf{Q}_c) \mathbf{w}}
\]
\[
\text{s.t.} \quad \tilde{C}_s \geq \tilde{r}_m,
\]
\[
\mathbf{s}_r^H \mathbf{s}_r + \text{tr}(\mathbf{Q}_c) \leq P_T.
\] (42)

For a given $\mathbf{Q}_c \succeq 0$ and $\mathbf{s}_r$, the objective function in (42) is a function of only $\mathbf{w}$. The optimum $\mathbf{w}$ will be similar as in (19) with $\mathbf{C}$ replaced by $\mathbf{C}(\mathbf{Q}_c)$. After substituting such optimum $\mathbf{w}$, the objective function in (42) turns to
\[
\tilde{\gamma}_R = \mathbf{s}_r^H \mathbf{D} \mathbf{C}(\mathbf{Q}_c)^{-1} \mathbf{D}^H \mathbf{s}_r.
\] (43)

As such, the optimization problem (42) can be re-expressed as
\[
\max_{\mathbf{s}_r, \mathbf{Q}_c \succeq 0} \quad \mathbf{s}_r^H \mathbf{D} \mathbf{C}(\mathbf{Q}_c)^{-1} \mathbf{D}^H \mathbf{s}_r
\]
\[
\text{s.t.} \quad \tilde{C}_s \geq \tilde{r}_m,
\]
\[
\mathbf{s}_r^H \mathbf{s}_r + \text{tr}(\mathbf{Q}_c) \leq P_T.
\] (44)
Note that \( \max_{\{s_r, Q_c \geq 0\}} \tilde{r}_R = \max_{\{s_r, Q_c \geq 0\}} \left[ 1 + s_r^H D C(Q_c)^{-1} D^H s_r \right] \). Since

\[
1 + s_r^H D C(Q_c)^{-1} D^H s_r = \det(I_{LN} + D^H s_r^H D C(Q_c)^{-1}),
\]

and it can be easily shown that

\[
\log \left( \det(I_{LN} + D^H s_r^H D C(Q_c)^{-1}) \right) = \log \left( \det(C(Q_c)^{-1}) \right) + \log \left( \det(C(Q_c) + D^H s_r^H D) \right),
\]

the optimization problem (44) is expressed as

\[
\max_{s_r, Q_c \geq 0} \quad \log \left( \det(C(Q_c) + D^H s_r^H D) \right) + \log \left( \det(C(Q_c)^{-1}) \right)
\]

\[
\text{s.t.} \quad \left\{ \begin{array}{l}
\log(\det(R_c + \bar{H}_c(I_L \otimes Q_c)\bar{H}_c^H)) + \log(\det(R_c^{-1})) + \log(\det(R_d)) + \log(\det(R_d + \bar{H}_d(I_L \otimes Q_c)\bar{H}_d^H)^{-1}) \\
\end{array} \right\} \geq \log(2)\tilde{r}_m,
\]

Introducing the auxiliary matrices \( X \succeq 0, Y \succeq 0, \) and \( Z \succeq 0 \) and replacing the terms of the form \( \log(\det(A^{-1})) \) in a way as in (26), we can reformulate (47) as the following optimization problem.

\[
\max_{s_r, Q_c \geq 0, X \succeq 0, Y \succeq 0, Z \succeq 0} \quad \log \left( \det(C(Q_c) + D^H s_r^H D) \right) + \log(\det(X)) - \operatorname{tr}(X C(Q_c)) + LN
\]

\[
\text{s.t.} \quad \left\{ \begin{array}{l}
\log(\det(\bar{H}_c(s_r^H s_r^H + (I_L \otimes Q_c)\bar{H}_c^H) + \sigma_c^2 I_{LM})) + \log(\det(Y)) \\
-\operatorname{tr}(Y (\bar{H}_d(s_r^H s_r^H + (I_L \otimes Q_c))\bar{H}_d^H + \sigma_r^2 I_{LN})) + LN \\
+ \log(\det(\bar{H}_d(s_r^H \bar{H}_d^H + \sigma_r^2 I_{LN})) + \log(\det(Z)) \\
-\operatorname{tr}(Z (\bar{H}_c s_r^H \bar{H}_c^H + \sigma_c^2 I_{LM})) + LM \\
\end{array} \right\} \geq \hat{r}_m,
\]

where \( \hat{r}_m = \tilde{r}_m \log(2) \). We now introduce a new matrix variable \( \bar{S}_r = s_r s_r^H \succeq 0 \) and relax rank-one constraint of \( \bar{S}_r \). With the relaxation, we can solve the optimization problem (48) using alternating optimization approach. In particular, for a given \( S_r \) and \( Q_c \), the solutions of \( X, Y, \) and \( Z \) are expressed as

\[
X = [C(Q_c)]^{-1}, \quad Y = (\bar{H}_d(s_r + (I_L \otimes Q_c))\bar{H}_d^H + \sigma_r^2 I_{LN})^{-1},
\]

\[
Z = (\bar{H}_c s_r^H \bar{H}_c^H + \sigma_c^2 I_{LM})^{-1}.
\]
On the other hand, for a given \{X, \bar{Y}, Z\}, the optimization over \(S_r\) and \(Q_c\) is the following SDR problem:

\[
\begin{align*}
\max_{\bar{S}_r \geq 0, Q_c \geq 0} \quad & \log(\det(C(Q_c) + D^H \bar{S}_r D)) - \text{tr}(X C(Q_c)) \\
\text{s.t.} \quad & \left\{ \log(\det(\bar{H}_c(\bar{S}_r + (I_L \otimes Q_c)) \bar{H}_c^H + \sigma_c^2 I_{LM})) + \log(\det(\bar{Y})) \right. \\
& - \text{tr}(\bar{Y} (\bar{H}_{d}(\bar{S}_r + (I_L \otimes Q_c)) \bar{H}_{d}^H + \sigma_r^2 I_{LN})) + LN \\
& + \log(\det(\bar{H}_d \bar{S}_r \bar{H}_d^H + \sigma_r^2 I_{LN})) + \log(\det(Z)) \\
& - \text{tr}(Z (\bar{H}_c \bar{S}_r \bar{H}_c^H + \sigma_c^2 I_{LM})) + LM \right\} \geq \hat{r}_m.
\end{align*}
\] (50)

The relaxed optimization problem \(50\) can be solved using iterative approach as in the case of Algorithm 1. In each iteration, the convex optimization problem w.r.t. \(\bar{S}_r\) and \(Q_c\) is solved by keeping the auxiliary variables, \{X, \bar{Y}, Z\}, fixed, and then the convex optimization problem w.r.t. auxiliary variables is solved by keeping \(\bar{S}_r\) and \(Q_c\) fixed. As such, this method is an AO method and its convergence can be proven with a similar way as in Algorithm 1. After convergence, if the optimum \(\bar{S}_r\) is rank-one, then it will also be the optimum solution of the original problem \(48\). Otherwise, randomization techniques can be applied to approximate rank-one solutions from \(\bar{S}_r\) \[27\].

In contrast to the optimization problem in orthogonal (non-overlapping) case, the SINR at the RR as well as secrecy information rate depend on the actual values of \(\bar{S}_r\) and \(Q_c\). This suggests that the overlapping case provides additional degrees of freedom to maximize the SINR and satisfy the target secrecy rate. Consequently, although overlapping case causes interference (to RR from communication signal) and (to CR from radar waveform), better performance can be obtained through joint optimization of \(\bar{S}_r\) and \(Q_c\). Our numerical simulations of next section also justify this argument. However, this improvement in performance is achieved with an increased complexity. The reason is that, in contrast to the SDP in non-overlapping case, problem \(50\) has an additional matrix variable, \(\bar{S}_r\), of size \(LN_t \times LN_t\). This means that the complexity of the corresponding algorithm increases polynomially in
\(LN_t\) (in contrast to only \(N_t\) in non-overlapping case). It is worthwhile to comment that, in the non-overlapping case, the secrecy rate does not depend on the radar waveform, \(s_r\), (see (11)) whereas the radar SINR does not depend on the transmit covariance matrix, \(Q_c\), of information signals (see (20)). However, in the overlapping case, the secrecy rate as well as the radar SINR depend on both radar waveform and transmit covariance matrix (see (37) and (41)).

5. Numerical Results

In this section, we first simulate the performance of the proposed SDP-based (Algorithm 1) and semi-analytical (Algorithm 2) approaches for the case in which the radar waveforms and information signals occupy orthogonal (non-overlapping) resources. We then demonstrate the performance of the proposed SDR-based algorithm for the case where the radar waveforms and information signals occupy the same sets of resources. Throughout all simulations, we consider that the transmitter, RR, and CR employ uniform linear array (ULA) with half-wavelength inter-element spacing. We illustrate the performance of the proposed methods by choosing \(\theta_t = 40^\circ, \theta_r = 42^\circ, M = N\), and \(P_T = 30\) W. The hypothesized target position’s location is such that \(\theta_{t,0} = 30^\circ, \theta_{r,0} = 32^\circ\). The average signal-to-noise ratios (SNR) associated with the direct path and surveillance channels are set to 20 dB and 10 dB, respectively, whereas that associated with the transmitter-CR channel is set to 0 dB. The elements of the transmitter-CR channel are assumed to be zero-mean complex i.i.d. Gaussian. All results correspond to averaging over 100 simulation runs, and we take \(N_{it} = 100\) and \(\epsilon = 0.01\).

The performance of the SDP-based method (Algorithm 1) is shown in Fig. 2 for different values of \(N_t\), where we set \(M = N = 4\) and \(L = 10\). It can be observed from Fig. 2-Left that the average SINR at the RR starts to decrease when the secrecy rate threshold, \(r_m\), increases. This decrease is, however, significant after \(r_m\) reaches a certain value and for smaller values of \(N_t\). Fig. 2-Right plots the achieved average secrecy rate as a function of \(r_m\).
Figure 2: Performance of Algorithm 1 for different $N_t$: Left - Secrecy rate threshold versus SINR at the RR, Right - Secrecy rate threshold vs achieved average secrecy rate

It can be observed from this figure that the achieved average secrecy rate is same as $r_m$ for its smaller values. At larger values of $r_m$, the achieved average secrecy rate drops significantly. This is due to the fact that the feasibility of the SDP decreases when $r_m$ increases. More specifically, the number of channels, for which the secrecy rate threshold cannot be met, increases as $r_m$ increases.

Figure 3: Performance of Algorithm 2 for different $N_t$: Left - Secrecy rate threshold versus SINR at the RR, Right - Secrecy rate threshold vs achieved average secrecy rate

Fig. 3 demonstrates the performance of the proposed semi-analytical approach (Algorithm 2) for the same set of parameters as in Fig. 2. Although the achieved SINR at the
RR decreases when \( r_m \) increases, the decrease in SINR (especially at larger values of \( r_m \)) is not rapid as in the SDP-based method. Moreover, Fig. 3-Right shows that the achieved average secrecy rate is same as \( r_m \) except at its largest value when \( N_t = 4 \). This is due to the fact that, when \( r_m \) increases, the feasibility of the semi-analytical approach decreases at a much smaller rate than the SDP-based method. In a nutshell, by comparing Fig. 3 and Fig. 2, it is clear that the semi-analytical approach provides much better performance than the SDP based approach. This is a significant advantage since the computational complexity of the proposed semi-analytical approach is much less than that of the SDP-based method.

![Figure 4: Performance of Algorithm 1 for different \( M = N \) and fixed \( N_t \): Left - Secrecy rate threshold versus SINR at the RR, Right - Secrecy rate threshold vs achieved average secrecy rate](image)

The performance of the SDP-based method (Algorithm 1) is shown in Fig. 4 for different values of \( M = N \) and the fixed values of \( N_t = 5 \) and \( L = 10 \). As in Fig. 2 the performance of the proposed method drops rapidly at larger values of \( r_m \) and smaller values of \( N = M \). This can be attributed to the fact that the feasibility of the SDP-based method decreases at a faster rate when \( r_m \) takes larger values. However, as shown in Fig. 5 (with the same setting as in Fig. 4), the performance drop caused by higher infeasibility of the SDP-based method can be minimized by using the proposed semi-analytical approach.

In Fig. 6 we compare the performance of the proposed method for the case wherein
radar waveforms and information signals occupy same sets of resources (overlapping case). We take $N_t = 2$, $L = 3$, and change $M = N$ in this figure. It can be observed from this figure that the achieved SINR decreases with the larger values of $\tilde{r}_m$ and the smaller value of $N = M$. Moreover, for the smaller value of $N = M$, the achieved average secrecy rate is smaller than the secrecy rate threshold, which suggests that the feasibility of SDR decreases with decreasing $N = M$.

The performance between the overlapping and non-overlapping (Algorithm 2) cases is
shown in Fig. 7 for $N_t = 2$, $L = 3$, and $M = N = 3$. It can be observed from this figure (Left side) that the achieved SINR drops significantly in the non-overlapping case for larger values of secrecy rate threshold. In particular, for the largest threshold value of 9.1 bpcu, **Algorithm 2** turns out to be infeasible for all channel realizations. On the other hand, the SINR in the overlapping case remains relatively stable for all values of the secrecy rate threshold. Moreover, Fig. 7 (Right side) shows that the achieved average secrecy rate in overlapping case is almost close to the threshold, whereas the average secrecy rate in the non-overlapping case drops to zero at the largest threshold value of this setting. This shows that when the radar waveform and covariance matrix of information signals are jointly optimized, the overlapping case outperforms the non-overlapping case.

![Figure 7](image)

**Figure 7:** Comparison between overlapping and non-overlapping cases: Left - Secrecy rate threshold versus SINR at the RR, Right - Secrecy rate threshold vs achieved average secrecy rate

### 6. Conclusions

In this paper, we analyzed the performance tradeoff between radar and communications in a unified system consisting of a transmitter, a passive radar receiver, and a communication receiver, all equipped with multiple antennas. The tradeoff was characterized by obtaining the boundaries of the signal-to-interference-and-noise ratio (SINR) for the radar receiver versus information secrecy rate region. To this end, optimization problems, with the objective
of maximizing the SINR at the radar receiver while ensuring that the information secrecy rate is above a certain threshold, are formulated when radar and information signals use both non-overlapping and overlapping sets of resources. In both cases, iterative alternating optimization methods are proposed for optimizing the radar waveforms and transmit covariance matrices of information signals. However, in the former case, in contrast to the iterative approach that employs semi-definite programming (SDP), a computationally efficient semi-analytical approach was also proposed. Simulation results show that this approach provides significant performance gains over the SDP-based approach. In the latter (overlapping) case, the optimization problem is non-tractable and challenging. However, it was reformulated as a semi-definite relaxation problem and solved iteratively under a framework of alternating optimization methods.

Appendix: Proof of Proposition 1

The Lagrangian multiplier function (30) can be expressed as

\[
\mathcal{L}(Q_c, \lambda) = \text{tr}(Q_c) + \lambda \text{tr}(H_d^H Y_d Q_c) - \lambda \log \left(\det \left(H_c Q_c H_c^H + \sigma^2_c I_M\right)\right) + \lambda \left(\tilde{r}_m - \log \left(\det(Y)\right) - \tilde{N} + \sigma^2_r \text{tr}(Y)\right).
\]  

(51)

For a given \(\lambda\) and \(Y \succeq 0\), \(\mathcal{L}(Q_c, \lambda)\) can be minimized from

\[
\min_{Q_c \succeq 0} \text{tr}\left(\left(I_{N_t} + \lambda H_d^H Y_d H_d\right) Q_c\right) - \lambda \log \left(\det \left(H_c Q_c H_c^H + \sigma^2_c I_M\right)\right).
\]  

(52)

Define \(P \triangleq I_{N_t} + \lambda H_d^H Y_d H_d = P^\frac{1}{2} P^\frac{1}{2}\), \(Q_c = Q_c^\frac{1}{2} Q_c^\frac{1}{2}\), and \(\tilde{Q}_c^\frac{1}{2} = P^\frac{1}{2} Q_c^\frac{1}{2}\). Substituting these relations (including \(Q_c^\frac{1}{2} = P^{-\frac{1}{2}} \tilde{Q}_c^\frac{1}{2}\)) into (52), it can be expressed in terms of \(\tilde{Q}_c\) as

\[
\min_{\tilde{Q}_c \succeq 0} \text{tr}\left(\tilde{Q}_c\right) - \lambda \log \left(\det \left(H_c P^{-\frac{1}{2}} \tilde{Q}_c P^{-\frac{1}{2}} H_c^H + \sigma^2_c I_M\right)\right).
\]  

(53)

Clearly, the minimum of (53) is obtained when \(\det \left(H_c P^{-\frac{1}{2}} \tilde{Q}_c P^{-\frac{1}{2}} H_c^H + \sigma^2_c I_M\right)\) is maximized, which happens when Hadamard inequality [37] is satisfied with equality. This implies that the optimum \(\tilde{Q}_c\) will be such that \(H_c P^{-\frac{1}{2}} \tilde{Q}_c P^{-\frac{1}{2}} H_c^H + \sigma^2_c I_M\) turns to a diagonal
matrix. To this end, let the singular value decomposition (SVD) of $H_c P^{-\frac{H}{2}}$ be given by $H_c P^{-\frac{H}{2}} = U \Sigma V^H$, where $U$ and $V$ are $M \times M$ and $N_t \times N_t$ unitary matrices and $\Sigma$ is a diagonal matrix of elements $\{d_i\}_{i=1}^r$, where $d_i > 0$ and $r = \min(M, N_t)$. Substituting the SVD of $H_c P^{-\frac{H}{2}}$ into (53), we get

$$\min_{\tilde{Q}_c \succeq 0} \text{tr} \left( \tilde{Q}_c \right) - \lambda \log \left( \det \left( U \Sigma V^H \tilde{Q}_c V \Sigma^T U^H + \sigma^2_c I_M \right) \right),$$

which can be simplified to

$$\min_{\tilde{Q}_c \succeq 0} \text{tr} \left( \tilde{Q}_c \right) - \lambda \log \left( \det \left( \Sigma V^H \tilde{Q}_c V \Sigma^T + \sigma^2_c I_M \right) \right).$$

For $V^H \tilde{Q}_c V$ to be diagonal, $\tilde{Q}_c$ must be $V \Lambda V^H$, where $\Lambda = \text{diag}(\mu_1, \cdots, \mu_{N_t})$. Substitution of such $\tilde{Q}_c$ leads to the following equivalent optimization problem

$$\min_{\{\mu_i\}_{i=1}^r} \sum_{i=1}^r \mu_i - \lambda \sum_{i=1}^r \log(\mu_i d_i^2 + \sigma^2_c),$$

where $\{\mu_j\}_{j=r+1}^{N_t} = 0$ can be chosen without any loss of generality. Solving (56) in terms of $\mu_i$, we get

$$\mu_i = \left[ \lambda - \frac{\sigma^2_c}{d_i^2} \right]^+, \forall i,$$

where $[x]^+ = \max(0, x)$. The proof of Proposition 1 is complete.

References

[1] M. Davis, “Key Differences between radar and communications systems,” 12th Annual International Symposium on Advanced Radio Technologies, Colorado, July, 2011.

[2] Evolved Universal Terrestrial Radio Access (E-UTRA); User Equipment (UE) radio transmission and reception, 3GPP TS 36.101 version 10.3.0 Release 10.

[3] R. Saruthirathanaworakun, J. Peha, and L. Correia, “Performance of data services in cellular networks sharing spectrum with a single rotating radar,” in IEEE International Symposium on a World of Wireless, Mobile and Multimedia Networks (WoWMoM), pp. 16, 2012.
[4] S. D. Blunt, P. Yatham, and J. Stiles, “Intra-pulse radar embedded communications,” IEEE Trans. Aerospace and Electronic Systems, vol. 46, no. 3, pp. 1185-1200, July 2010.

[5] A. Hassanien, M. G. Amin, Y. D. Zhang, and F. Ahmad, “A dual function radar-communications system using sidelobe control and waveform diversity,” in Proc. 2015 IEEE Int. Radar Conf. (RadarCon 2015), Arlington, VA, May 2015.

[6] S. C. Surender, R. M. Narayanan, and C. R. Das, “Performance analysis of communications & radar coexistence in a covert UWB OSA system,” in Proc. IEEE Global Commun. Conf., (GLOBECOM 2010), Miami, FL, Dec. 2010, pp. 15.

[7] B. Li, A. P. Petropulu, and W. Trappe, “Optimum design for coexistence between matrix completion based MIMO radars and a MIMO communication system,” IEEE Trans. Signal Process., vol. 64, no. 17, pp. 4562-4575, Sept. 2016.

[8] D. Poullin, “Passive detection using digital broadcasters (DAB, DVB) with COFDM modulation,” IEE Proceedings Radar, Sonar and Navigation, vol. 152, no. 3, pp. 143-152, 2005.

[9] A. A. Salah, R. S. A. Raja Abdullah, A. Ismail, F. Hashim, C. Y. Leow, M. B. Roslee, and N. E. A. Rashid, “Feasibility study of LTE signal as a new illuminators of opportunity for passive radar applications,” IEEE International RF and Microwave Conference (RFM), 2013.

[10] B. K. Chalise, Y. D. Zhang, M. G. Amin, and B. Himed, “Target position localization in a passive radar system through convex optimization,” in Proc. SPIE Defense, Security, and Sensing, vol. 8753, May 2013.

[11] B. K. Chalise, Y. D. Zhang, M. G. Amin, and B. Himed, “Target localization in a multi-static passive radar system through convex optimization,” Signal Processing, vol. 102, pp. 207-215, Sep. 2014.

[12] S. Subedi, Y. D. Zhang, M. G. Amin, and B. Himed, “Motion parameter estimation of multiple ground moving targets in multi-static passive radar systems,” Eurasip Jrn. Adv. Sig. Process., 2014:157.
[13] G. Cui, J. Liu, H. Li, and B. Himed, “Signal detection with noisy reference for passive sensing,” *Signal Process.*, no. 108, pp. 389-399, 2015.

[14] D. E. Hack, L. K. Patton, B. Himed, and M. A. Saville, “Centralized passive MIMO radar detection without direct-path references,” *IEEE Trans. Signal Process.*, vol. 62, no. 11, June 2014.

[15] D. E. Hack, “Passive MIMO radar detection,” PhD Thesis, Air Force Institute of Technology, OH, 2013.

[16] B. K. Chalise and B. Himed, “GLRT detector in single frequency multi-static passive radar systems,” *Signal Proc.*, vol. 142, pp. 504-512, Jan., 2018.

[17] B. K. Chalise, M. G. Amin, and B. Himed, “Performance tradeoff in a unified passive radar and communication system,” *IEEE Signal Proc. Lett.*, vol. 24, no. 9, pp. 1275-1279, June 2017.

[18] B. K. Chalise and B. Himed, “Performance tradeoff in a unified multi-static passive radar and communication system,” in *Proc. IEEE Radar Conf.*, Oklahoma City, OK, Apr. 2018.

[19] A. D. Wyner, “The wire-tap channel,” *Bell Syst. Tech. J.*, vol. 54, no. 8, pp. 1355-1387, Jan. 1975.

[20] S. K. Leung-Yan-Cheong and M. E. Hellman, “The Gaussian wire-tap channel,” *IEEE Trans. Inf. Theory*, vol. 24, no. 4, pp. 451-456, Jul. 1978.

[21] F. Oggier and B. Hassibi, “The secrecy capacity of the MIMO wiretap channel,” *IEEE Trans. Inf. Theory*, vol. 57, no. 8, pp. 4961- 4972, Aug. 2011.

[22] Q. Li, M. Hong, H.-T. Wai, Y.-F. Liu, W.-K. Ma, and Z.-Q. Luo, “Transmit solutions for MIMO wiretap channels using alternating optimization,” *IEEE J. Sel. Areas Commun.*, vol. 31, no. 9, pp. 1714-1726, Sept. 2013.

[23] Y. Yang and R. S. Blum, “MIMO radar waveform design based on mutual information and minimum mean-square error estimation,” *IEEE Trans. Aerospace and Electronic Sys.*, vol. 43, no. 1, pp. 330-343, 2007.
[24] C. Shi, F. Wang, M. Sellathurai, and J. Zhou, “LPI optimization framework for target tracking in radar network architectures using information-theoretic criteria,” *Int. J. Antennas and Propagation*, vol. 2014, Article ID 654561.

[25] A. Deligiannis, A. Daniyan, and S. Lambotharan, “Secrecy rate optimizations for MIMO communication radar,” *IEEE Trans. Aerospace and Electronic System*, to appear, 2018.

[26] S.-J. Kim and G. B. Giannakis, “Optimal resource allocation for MIMO ad hoc cognitive radio networks,” *IEEE Trans. Inf. Theory*, vol. 57, no. 5, pp. 4961-4972, May 2011.

[27] B. K. Chalise and L. Vandendorpe, “Optimization of MIMO relays for multipoint-to-multipoint communications: Nonrobust and robust designs,” *IEEE Trans. Signal Process.*, vol. 58, no. 12, pp. 6355-6368, Dec. 2010.

[28] M. R. Sutharsha, S. Dama, and K. Kuchi, “A complete cell search and synchronization in LTE,” *EURASIP Journal on Wireless Communications and Networking*, 2017:101.

[29] K. B. Petersen and M. S. Pedersen, “The matrix cookbook,” Online. Available: [http://www2.imm.dtu.dk/pubdb/views/edoc_download.php/3274/pdf/imm3274.pdf](http://www2.imm.dtu.dk/pubdb/views/edoc_download.php/3274/pdf/imm3274.pdf), Nov. 2012.

[30] B. K. Chalise, Y. D. Zhang, and M. G. Amin, “Local CSI based full diversity achieving relay selection for amplify-and-forward cooperative systems,” *IEEE Trans. Signal Process.*, vol. 61, no. 21, pp. 5165-5180, Nov. 2013.

[31] M. Mohammadi, B. K. Chalise, H. A. Suraweera, C. Zhong, G. Zheng, and I. Krikidis, “Throughput analysis and optimization of wireless-powered multiple antenna full-duplex relay systems,” *IEEE Trans. Commun.*, vol. 64, no. 4, pp. 1769 -1785, Apr. 2016.

[32] J. Jose, N. Prasad, M. Khojastepour, and S. Rangarajan, “On robust weighted-sum rate maximization in MIMO interference networks,” in *Proc. IEEE Int. Conf. Communications (ICC)*, Kyoto, Japan, June 2011.
[33] M. Grant and S. Boyd. “CVX: Matlab software for disciplined convex programming”, version 2.0 beta, Online. Available: http://cvxr.com/cvx, Sept. 2013.

[34] Z.-Q. Luo, W.-K. Ma, A. M. So, Y. Ye, and S. Zhang, “Semidefinite relaxation of quadratic optimization problems,” IEEE Signal Process. Mag., vol. 27, no. 3, pp. 20-34, Apr. 2010.

[35] S. Boyd and L. Vandenberghe, Convex Optimization, Cambridge, U.K.: Cambridge Univ. Press, 2004.

[36] X. Honggang and X. Chengxian, “A branch and bound algorithm for solving a class of D-C programming,” Applied Mathematics and Computation, vol. 165, no. 2, pp. 291-302, June 2005.

[37] R. A. Horn and C. R. Johnson, Topics in Matrix Analysis, Cambridge, U.K.: Cambridge Univ. Press, 1991.