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Abstract

We show that the minimum number of orientations of the edges of the \( n \)-vertex complete graph having the property that every triangle is made cyclic in at least one of them is \( \lceil \log_2(n - 1) \rceil \). More generally, we also determine the minimum number of orientations of \( K_n \) such that at least one of them orients some specific \( k \)-cycles cyclically on every \( k \)-element subset of the vertex set. The questions answered by these results were motivated by an analogous problem of Vera T. Sós concerning triangles and 3-edge-colorings. Some variants of the problem are also considered.
1 Introduction

How many different sequences of a given length over the alphabet \{0, 1, 2\} can be given so, that for any three (pairwise distinct) sequences there is a position where all of them are different, that is exactly one of them is 0, one is 1, and one is 2? Such a set of sequences we call trifferent, see [8]. Equivalently, what is the minimum length \(t\) such that there exist \(M\) distinct ternary sequences forming a trifferent set of sequences? This is a notoriously hard problem investigated as a special case of the perfect hashing problem as defined in [4, 9].

What happens if we want only some specified triples of our sequences being trifferent? Vera T. Sós asked such a question in 1991: How many different 3-colorings of the edges of the complete graph \(K_n\) should be given if for each triangle there is at least one of these colorings that makes it completely 3-colored. In [8] an explicit construction is given proving that this minimum number is at most \(\lceil \log_2 n \rceil - 1\). The best lower bound we know is \(\lceil \log_3 (n-1) \rceil\) given by a simple local consideration: the ternary sequences defined by 3-colorings of the \(n-1\) edges connected to any fixed vertex should all be different. There seems to be no reason to believe that such a simple lower bound obtained by a local argument would be sharp.

In this note we consider an analogous problem involving orientations in place of colorings. The question here is the minimum number of orientations of the edges of the complete graph \(K_n\) such that each triangle becomes cyclically oriented in at least one of them. A simple lower bound can be given here, too, by just looking at orientations locally: If the condition is satisfied then any pair of the \(n-1\) edges attached to a fixed vertex should be oriented in opposite directions (when viewing them from the common vertex) in at least one of our orientations. This gives the lower bound \(\lceil \log_2 (n-1) \rceil\).

Somewhat surprisingly, in this case, this simple lower bound is sharp. In fact, even the more general statement of Theorem 1 below is true.

**Definition 1** Let \(n \geq k \geq 3\) and \(K_n\) be the complete graph on vertex set \([n] = \{0, 1, \ldots, n-1\}\). A family of orientations of the edges of \(K_n\) is called increasingly \(k\)-cycling if for any \(k\)-subset \(u_1 < u_2 < \ldots < u_k\) of the vertex set, there exists an orientation in our family that makes the cycle \(u_1 u_2 \ldots u_k u_1\) cyclically oriented.

A family of orientations is called weakly \(k\)-cycling if for any \(k\)-subset \(w_1, \ldots, w_k\) of \([n]\) there is an orientation making some \(k\)-cycle consisting of the vertices \(w_1, \ldots, w_k\) (in an arbitrary order) cyclically oriented.

The minimum number of orientations in a weakly or increasingly \(k\)-cycling family for \(K_n\) is denoted by \(w(n, k)\) and \(t(n, k)\), respectively.

**Theorem 1**

\[
w(n, k) = t(n, k) = \left\lceil \log_2 \frac{n-1}{k-2} \right\rceil.
\]
Note that the following corollary immediately follows by setting $k = 3$. (It was proven as a predecessor of the general theorem by the first author in [5].) Note also that $t(n, 3) = w(n, 3)$ is trivial, because all cyclic triangles are “increasingly cyclic”. We denote this common value by $t(n)$.

**Corollary 1 ([5])**

\[ t(n) = \lceil \log_2(n - 1) \rceil. \]

The next section is devoted to the proof of the above theorem, while in Section 3 we discuss some variants of the problem.

All logarithms are meant to be of base 2.

## 2 Proof of Theorem 1

### 2.1 Lower bound

First we prove the easy fact that the right hand side of (1) is a lower bound for $w(n, k)$ which obviously bounds $t(n, k)$ from below.

Assume we have $t' := w(n, k)$ orientations that satisfy the requirements. Fix a vertex $u$ and consider the $n - 1$ edges adjacent to $u$. Define a binary sequence of length $t'$ for each of these edges as follows. Let the $i$th bit of the sequence belonging to edge $uv$ be 0 if the edge is oriented from $u$ to $v$ in the $i$th orientation. If it is oriented from $v$ to $u$ then the corresponding bit is 1.

We claim that at most $k - 2$ edges adjacent to $u$ can get the same $t'$-length binary sequence this way. Indeed, if there were $k - 1$ edges connecting $u$ to $v_1, \ldots, v_{k-1}$ and all oriented towards $u$ or all oriented away from $u$ then we could not have a cyclic $k$-cycle on vertices $u, v_1, \ldots, v_{k-1}$. This is because that would need a pair of edges $uv_i$ and $uv_j$ such that one is oriented towards $u$ and the other away from $u$. Thus we have at least $\lceil \log \frac{n-1}{k-2} \rceil$ different binary sequences, so the length of these should be at least $\lceil \log \frac{n-1}{k-2} \rceil$.

### 2.2 Upper bound

To prove that the right hand side of (1) is also an upper bound we give a construction. We may assume that $n = 2^r(k - 2) + 1$ for some positive integer $r$. (Otherwise we simply make the construction for the first such integer above $n$ and then delete the superfluous points.)

Consider the vertices of $K_n$ put around a cycle in the cyclic order $0, 1, \ldots, n - 1, 0$. For $a, b \in \{0, 1, \ldots, n - 1\}, a \neq b$ let $d(a, b)$ denote $b - a - 1$ if $b > a$ and $n - 2 - (a - b - 1) = n + b - a - 1 = n - 2 - d(b, a)$ if $a > b$. Thus $d(a, b)$ is the number of vertices put on the cycle strictly between $a$ and $b$ when moving from $a$ to $b$ in the clockwise direction. For
each ordered pair \((i, j)\) of vertices we define the value \(f(i, j) := \left\lfloor \frac{d(a, b)}{k-2} \right\rfloor\). (Note that we write \(f(i, j)\) in place of \(f((i, j))\).) For each pair of vertices \(i \neq j\) consider the binary form of \(f(i, j)\). Since \(d(a, b) \leq n - 2 < 2^r(k - 2)\) the number of binary digits of \(f(i, j)\) is at most \(r\). If it is less, than put as many 0’s in front of this binary form as are missing for making it an \(r\)-digit binary sequence. We denote by \(f_s(i, j)\) the \(s\)th bit in this extended binary form of \(f(i, j)\). We attach an orientation to each bit, this gives \(r = \log \frac{n - 1}{k - 2}\) orientations. We orient the edge \(\{i, j\}\) from \(i\) to \(j\) in the \(\ell\)th orientation if \(f_\ell(i, j) = 0\). This definition is meaningful since \(d(i, j) + d(j, i) = n - 2 = 2^r(k - 2) - 1\) implying \(f(i, j) + f(j, i) = 2^r - 1\), thus \(f_\ell(i, j) + f_\ell(j, i) = 1\) for all \(\ell\), that is \(f_\ell(i, j) = 0\) holds if and only if \(f_\ell(j, i) = 1\).

We have to prove now that this construction works. Let \(u_1 < u_2 < \ldots < u_k\) be \(k\) distinct vertices. The \(k\)-cycle they form is well oriented in our \(\ell\)th orientation if \(f_\ell(u_i, u_{i+1}) = 0\) for all \(1 \leq i \leq k\), where the index \(k + 1\) is meant to be 1. To show that such an \(\ell \in \{1, \ldots, r\}\) exists first note that \(d(u_1, u_2) + d(u_2, u_3) + \ldots + d(u_{k-1}, u_k) + d(u_k, u_1) = n - k = 2^r(k - 2) - (k - 1)\). Thus we have \(\sum_{1 \leq i \leq k} f(u_i, u_{i+1}) \leq \sum_{1 \leq i \leq k} d(u_i, u_{i+1}) < 2^r - 1\). If there was no \(\ell\) for which all \(f_\ell(u_i, u_{i+1}) = 0\), then we would have at least one 1-digit at every position making \(\sum_{1 \leq i \leq k} d(u_i, u_{i+1}) \geq \sum_{h=0}^{r-1} 2^h = 2^r - 1\) contradicting the previous formula. This contradiction proves the statement. \(\square\)
3 Variants and open problems

There are several ways to generalize or modify the problems treated above. Here we mention two of them and give some preliminary results.

3.1 Orienting simplices

The following notions often come up in introductory texts on algebraic topology, in particular when introducing simplicial homology cf. e.g. [6]. (We mention this only to motivate the following definitions, no knowledge of algebraic topology is needed for what follows.)

Definition 2 An ordering of the vertices \( v_1, \ldots, v_r \) of an \( (r-1) \)-dimensional simplex (a simplex with \( r \) vertices) determines an orientation of the simplex. Two orderings determine the same orientation if an even permutation of the vertices transforms one to the other. In particular, there are two possible orientations of a simplex, one belonging to odd, the other to even permutations of the indices of vertices. The orientation defined by the permutation \( v_{\sigma(1)} \ldots v_{\sigma(r)} \) is denoted by \( < v_{\sigma(1)} \ldots v_{\sigma(r)} > \). The opposite orientation is denoted by \( (-1) < v_{\sigma(1)} \ldots v_{\sigma(r)} > \).

Example: Let \( K \) be a 3-dimensional simplex with vertices \( v_1, \ldots, v_4 \). The orderings \( v_2v_4v_1v_3 \) and \( v_3v_2v_1v_4 \) belong to the same orientation (both 2413 and 3214 are odd permutations), while \( v_4v_3v_2v_1 \) determines the opposite orientation. So \( < v_4v_3v_2v_1 > = (-1) < v_3v_2v_1v_4 > \).

As usual, the \((d-1)\)-dimensional faces of a \( d \)-dimensional simplex are called its facets.

Definition 3 An orientation \( < v_1 \ldots v_r > \) of the simplex with vertices \( v_1 \ldots v_r \) induces the orientation \((-1)^i < v_1 \ldots v_{i-1}v_{i+1} \ldots v_r > \) on its facet \( v_1 \ldots v_{i-1}v_{i+1} \ldots v_r \). Two facets \( v_1 \ldots v_{i-1}v_{i+1} \ldots v_r \) and \( v_1 \ldots v_{j-1}v_{j+1} \ldots v_r \) are oriented consistently if their orientations can be induced by the same orientation of the original simplex. In other words, orientations \( < v_1 \ldots v_{i-1}v_{i+1} \ldots v_r > \) and \( < v_1 \ldots v_{j-1}v_{j+1} \ldots v_r > \) are consistent if they induce opposite orientations on their common face \( v_1 \ldots v_{i-1}v_{i+1} \ldots v_{j-1}v_{j+1} \ldots v_r \).

Example: Let \( K \) be a 3-dimensional simplex with vertices \( v_1, \ldots, v_4 \). The orientations \( < v_1v_2v_4 \) and \( < v_2v_3v_4 \) are consistent, because the first induces orientation \((-1) < v_2v_4 \) while the second induces \((-1)^2 < v_2v_4 \) \( = < v_2v_4 \) on the face \( v_2v_4 \) of \( K \). Note that the above two orientations can be the induced orientations of the orientation \((-1) < v_1v_2v_3v_4 \) .

Now the question generalizing the one answered by Corollary 1 is the following: What is the minimum number of orientations of the \((r-2)\)-dimensional facets of the \((r-1)\)-dimensional simplices defined by \( r \)-element subsets of \([n]\) if we want that for every such
simplex there is at least one orientation where all its facets are oriented consistently with each other?

We will use the notation \( t_r(n) \) for the number answering the above question. Note that the function \( t(n) \) of Corollary 1 is just \( t_3(n) \).

**Example:** For \( r = 3 \) we want to orient the 1-dimensional (i.e. 2-element) faces and for each 2-dimensional face (i.e. triangle) there is an orientation where all its facets (the edges) are oriented consistently. The latter means that at each vertex of the triangle one of the two edges “comes in” and the other “goes out”, i.e. the corresponding triangle is cyclically oriented. Corollary 1 gives the solution for this case.

For \( r = 4 \) we can think about the cyclic orientations of triangles. A 4-set (3-dimensional simplex) is “satisfied” if the 4 triangles it contains get cyclical orientations so that for all 6 pairs formed by these triangles, the common edge of the pair is traversed in the opposite direction by the given cyclic orientations of these neighboring triangles.

We cannot answer the previous question completely for \( r > 3 \) but give some estimates.

Let us call an orientation of all \((r - 1)\)-subsets of \([n]\) a *round*. (That is, it is a function \( f : \binom{[n]}{r-1} \to \{+, -\} \).) Our problem is to determine the minimum number of rounds where for each \( r \)-set there is a round where all its \((r - 1)\)-subsets are oriented consistently.

**Proposition 1**

\[
\left\lceil \log(n - r + 2) \right\rceil \leq t_r(n) \leq \left( \log \frac{2^{r-1}}{2^{r-1} - 1} \right)^{-1} \log n + o(\log n).
\]

**Proof.** The lower bound is a straightforward generalization of the lower bound in Corollary 1. Fix an \((r - 2)\)-element subset of \([n]\), we may assume it is \( L := \{1, \ldots, r-2\} \). For an orientation of each \((r - 1)\)-element subset containing \( L \) we attach a + or \(-\) sign according to whether it induces the orientation \( < 1, 2, \ldots, r-2 > \) or \((-1) < 1, 2, \ldots, r-2 > \) on \( L \). Since for any two \((r - 1)\)-subsets of \([n]\) containing \( L \) we must have a round where one of them gets a + while the other a \(-\) sign, we must have at least \( \log(n - r + 2) \) rounds.

The upper bound is obtained by a simple application of the Lovász Local Lemma (cf. [3][2]). We will orient the \((r - 1)\)-subsets of \([n]\) randomly in \( t \) rounds. Let \( A_i \) be the event that the \((r - 1)\)-element subsets of the \( i \)-th \( r \)-subset of \([n]\) are not oriented consistently in any of the \( t \) rounds. Each \((r - 1)\)-subset has two orientations, so for a fixed \( r \)-subset there are \( 2^r \) possible sets of orientations of its \((r - 1)\)-element subsets out of which 2 satisfies our consistency requirement. So the probability that the requirement is not satisfied for a fixed \( r \)-subset in a given round is \( \frac{2^r - 1}{2^{r-1} - 1} \). For \( t \) independent rounds we get

\[
p := P(A_i) = \left( \frac{2^r - 1}{2^{r-1} - 1} \right)^t.
\]

We want to avoid the events \( A_1, \ldots, A_{r(n)} \). A pair of events \( A_j \) and \( A_s \) are mutually independent unless the \( j \)-th and \( s \)-th \( r \)-subset of \([n]\) have a common \((r - 1)\)-subset. So in the dependency graph (formed by the events \( A_i \) as vertices two being adjacent if they are not mutually independent) the degree of every vertex is \( d := r(n - r) \).
The Local Lemma says (its original form is enough for our purposes) that if \(4pd \leq 1\) then all the bad events can be avoided simultaneously. So we need \(4t(n - r) \leq r(n - r) \leq 1\).

This is satisfied if \(t \geq \log(4r(n - r))\left(\log \frac{2^{r-1}}{2^{r-1}-1}\right)^{-1} = \left(\log \frac{2^{r-1}}{2^{r-1}-1}\right)^{-1} \log n + o(\log n)\).

Thus \(t(n)\) is bounded from above by the smallest \(t\) satisfying the previous inequality and this proves the claimed upper bound. \(\square\)

Note that Proposition 1 gives \(t_4(n) \leq 5.20 \log n\), while for \(t_3(n) = \lceil \log(n - 1) \rceil\) it gives 2.41 \(\log n\) as an upper bound.

Remark 1. We note that the lower bound in Proposition 1 though tight for \(r = 3\) cannot be tight in general. It is already not so for \(r = 4\) and \(n = 5\). It is not hard to check that we cannot make more than two of the five 4-vertex simplices have their facets oriented consistently in one round. Thus at least 3 rounds are needed, while the lower bound is 2. \(\diamondsuit\)

### 3.2 Orienting every \(k\)-cycle

In Section 2 we considered only some special \(k\)-cycles of complete graphs, namely those that we called increasing. This property was crucial when proving the upper bound in Theorem 1. Here we look at the problem, where all \(k\)-cycles are considered.

Fix a \(k \geq 3\). Now our question is the following. What is the minimum number of orientations of the edges of \(K_n\) needed if we want all the \(k\)-cycles being oriented cyclically in at least one of these orientations?

We do not know the exact answer to this question for \(k > 3\). Below we show that this problem is related to the problem of \(k\)-independent set systems, cf. [1, 7], and obtain some bounds by applying existing results on the latter.

**Definition 4** A family \(F\) of subsets of a \(t\)-element set is called \(k\)-independent if for every \(k\) members \(A_1, \ldots, A_k\) of \(F\), membership of an element in any collection of these \(k\) subsets has no implication to membership in any of the others. In other words, choosing \(B_i\) to be either \(A_i\) or its complement, for no such choice is the intersection \(\cap_{i=1}^{k} B_i\) empty.

Kleitman and Spencer [7] investigated \(k\)-independent set systems. Denoting by \(f(t, k)\) the maximum number of sets in a \(k\)-independent family of subsets of a \(t\)-element set, they proved that \(f(t, k)\) is exponential in \(t\), and in particular, the following upper and lower bounds hold.

**Theorem 2** (Kleitman, Spencer [7]) For fixed \(k \geq 3\) and \(t\) sufficiently large we have

\[
2^{d_1 t^{2^{-k}k^{-1}}} \leq f(t, k) \leq 2^{d_2 t^{2^{-k}}},
\]

where \(d_1\) and \(d_2\) are absolute constants.
If we denote by $T(m, k)$ the minimum size of a set for which an $m$-element $k$-independent family of its subsets exists, then the above result of Kleitman and Spencer immediately implies

$$c_1 2^k \log m \leq T(m, k) \leq c_2 k 2^k \log m,$$

(2)

where $c_1$ and $c_2$ are absolute constants (that can be chosen to be the reciprocal of $d_2$ and $d_1$, respectively).

Let $W(n, k)$ denote the minimum size of a family of orientations of the edges of $K_n$ satisfying that for every ordered $k$-element subset $(i_1, i_2, \ldots, i_k)$ of the vertex set there is an orientation in our family which orients the cycle $i_1 \ldots i_k i_1$ cyclically (in one or the other direction).

**Theorem 3** For $k \geq 3$ fixed and $n$ sufficiently large

$$s_1 2^{k/2} \log n \leq W(n, k) \leq s_2 k 2^k \log n,$$

where $s_1$ and $s_2$ are absolute constants.

**Proof.** Let us fix an orientation of the edges of $K_n$ that we will call the reference orientation and denote it by $R$. An arbitrary orientation of $K_n$ can be encoded by an $\binom{n}{2}$-length sequence of 0’s and 1’s: we attach a 0 or a 1 to every edge depending on whether it is oriented the same way as in $R$ or in the opposite direction. Consider a maximum matching of size $\lfloor n/2 \rfloor$. Taking an arbitrary orientation of $\lfloor k/2 \rfloor$ of its edges, it can be extended to a cyclically oriented cycle of length $k$. Since this cycle (or its reverse) must be present at some orientation we give, the following must be true. Every possible $\lfloor k/2 \rfloor$-length 0–1 sequence $x = (x_1, \ldots, x_{\lfloor k/2 \rfloor})$ or its complementary sequence $\bar{x} = (1 - x_1, \ldots, 1 - x_{\lfloor k/2 \rfloor})$ must appear in at least one of our 0–1 sequences describing our orientations, as the subsequence belonging to the $\lfloor k/2 \rfloor$ edges we looked at. This should hold for every choice of $\lfloor k/2 \rfloor$ edges from our $\lfloor n/2 \rfloor$ matching edges. Now double the length of each of these sequences by concatenating its own complement to each of them. (By the complement of a 0–1 sequence we mean the sequence obtained by changing the 0’s in it to 1’s and the 1’s in it to 0’s.) Considering the sequences obtained this way as characteristic vectors of a set, the size of which is two times the number of orientations we had, they must define an $\lfloor n/2 \rfloor$-element set of $\lfloor k/2 \rfloor$-independent subsets. This implies $c_1 2^{k/2} \log (n/2) \leq W(n, k)$ by (2), and thus the lower bound in the statement.

For the upper bound consider a $k$-independent family of $\binom{n}{2}$ subsets of a $T(\binom{n}{2}, k)$-size basic set. The characteristic vectors of these sets define $T(\binom{n}{2}, k)$ orientations of the edges of our $K_n$ according to the encoding of orientations described above. The $k$-independence of our subsets implies that all possible orientations of any $k$ edges will appear in one of these orientations of the $K_n$. This holds in particular to the edges of any $k$-cycle, so in one of the orientations it will be cyclically oriented. Thus $T(\binom{n}{2}, k)$ orientations are sufficient,
i.e., $W(n, k) \leq T\left(\binom{n}{2}, k\right)$. Plugging in the upper bound of (2) we obtain the upper bound in the statement. This completes the proof. \qed

**Remark 2.** We note that our problem is also related to $(i, j)$-separating systems investigated in [4]. For given positive integers $i$ and $j$ a family of bipartitions of a set $X$ forms an $(i, j)$-separating system if for every two disjoint subsets $A$ and $B$ of $X$ with $|A| = i, |B| = j$ the family contains a bipartition for which $A$ is completely in one, and $B$ is completely in the other partition class. Fredman and Komlós [4] gave bounds on the minimum number of bipartitions in an $(i, j)$-separating system of an $m$-element set. Their results can also be used to prove the lower bound in Theorem 3 and a somewhat weaker upper bound on $W(n, k)$. \diamond

### 4 Acknowledgements

We are grateful to Benny Sudakov for his inspiring interest. We also thank Gábor Tardos for his useful remarks, and in particular for his help in simplifying the presentation of the proof of Theorem 1. A useful conversation with Kati Friedl is also gratefully acknowledged.

### References

[1] Noga Alon, Explicit construction of exponential sized families of $k$-independent sets, *Discrete Math.*, 58 (1986), 191–193.

[2] Noga Alon, Joel H. Spencer, *The probabilistic method*, Wiley-Interscience Series in Discrete Mathematics and Optimization. John Wiley & Sons, Inc., Hoboken, NJ, 2000.

[3] Paul Erdős, László Lovász, Problems and results on 3-chromatic hypergraphs and some related questions, in: *Infinite and finite sets* (Colloq., Keszthely, 1973; dedicated to P. Erdős on his 60th birthday), Vol. II, pp. 609627. Colloq. Math. Soc. János Bolyai, Vol. 10, North-Holland, Amsterdam, 1975.

[4] Michael L. Fredman, János Komlós, On the size of separating systems and families of perfect hash functions, *SIAM J. Algebraic Discrete Methods*, 5 (1984), no. 1, 61–68.

[5] Zita Helle, Anti-Ramsey theorems, MSc. thesis (in Hungarian), Budapest University of Technology and Economics, 2007.

[6] Peter J. Hilton, Shaun Wylie, *Homology Theory. An Introduction to Algebraic Topology*, Cambridge University Press, London, New York, 1960.

[7] Daniel J. Kleitman, Joel Spencer, Families of $k$-independent sets, *Discrete Math.*, 6 (1973), 255–262.
[8] János Körner, Gábor Simonyi, Trifference, *Studia Sci. Math. Hungar.* 30 (1995), 95–103, also in: *Combinatorics and its Applications to the Regularity and Irregularity of Structures*, Walter A. Deuber and Vera T. Sós eds., Akadémiai Kiadó, Budapest, 1995.

[9] János Körner, Fredman-Komlós bounds and information theory, *SIAM J. Algebraic Discrete Methods*, 7 (1986), no. 4, 560–570.