Abstract: This paper focuses on the domain-specific senses of words and proposes a method for detecting predominant sense depending on each domain. Our Domain-Specific Senses (DSS) model is an unsupervised manner and detects predominant senses in each domain. We apply a simple Markov Random Walk (MRW) model to ranking senses for each domain. It decides the importance of a sense within a graph by using the similarity of senses. The similarity of senses is obtained by using distributional representations of words from gloss texts in the thesaurus. It can capture large semantic context and thus does not require manual annotation of sense-tagged data. We used the Reuters corpus and the WordNet in the experiments. We applied the results of domain-specific senses to text classification and examined how DSS affects the overall performance of the text classification task. We compared our DSS model with one of the word sense disambiguation techniques (WSD), Context2vec, and the results demonstrate our domain-specific sense approach gains 0.053 F1 improvement on average over the WSD approach.
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In this paper, we focus on domain-specific senses of nouns and verbs and propose a method for detecting predominant sense in each domain/category. Our model employs distributed representations of words learned by using Word2Vec and thus does not require manual annotation of sense-tagged data. We apply a simple Markov Random Walk (MRW) model to rank senses for each domain. The sense similarity scores which is used to decide the importance of senses is obtained by using distributed representations of, WordNet. To examine the effectiveness of our detection method, we apply the results to text classification on the dataset collected from the Reuters corpus. The result obtained by the Convolutional Neural Network (CNN) shows that our model gains great improvement over the result without assigning the Domain-Specific Senses (DSS). Moreover, we compared our DSS model with one of the word sense disambiguation techniques, Context2vec [6] in the text classification task. The results demonstrate the DSS approach gains a great improvement over the WSD approach.

The main contributions of our work can be summarized—(1) we propose a method for identifying domain-specific noun senses which leverage distributed representations of words and thus do not require manual annotation of sense-tagged data, while some of the existing work required a considerable amount of hand-labeling data. (2) From the perspective of robustness, the method is automated and required only documents from the given domains/categories such as the Reuters corpus, and thesaurus with gloss texts such as WordNet. The method is easily applicable to a new domain or sense inventory, given sufficient documents. (3) We empirically evaluate our model and show that the result of domain-specific senses is effective than WSD in the text classification task.

2. Related Work

Semantic-oriented applications such as Question Answering and Machine Translation systems need not only fine-grained and large-scale semantic knowledge but also tune the sense of the word heuristic depending on the domain in which the word is used. Magnini et al. presented a lexical resource where WordNet 2.0 synsets were annotated with Subject Field Codes (SFC) [7,8]. They annotated 96% of WordNet synsets of the noun hierarchy, while mapping domain labels for word senses were semi-automated and required hand-labeling.

Several authors have attempted to use different techniques to solve with the WSD technique [9–15]. Some of them addressed the problem and have attempted to use specific domain knowledge and showed that it improves WSD performance compared with generic supervised WSD [16–18]. Abualhaija et al. [19] proposed the D-bee method which assumed hive as target word is chosen at random and the number of bees was determined from the number of word sense of the target word. Each bee carried one sense and then move to find the random senses of the next word to calculate the similarity value, the bee with the maximum similarity value is used for identifying the proper senses in a context. Lopez-Arevalo et al. [20] proposed an unsupervised WSD approach for lexical sample task with two corpora containing test corpus which had ambiguous words and their instances were assigned by hand-labeling. The second was auxiliary corpus which was generated from web pages to obtain more contexts and their instances are unlabeled. They reported that the results by using two domain-specific corpora(finance, sports) had better performance compared with general-domain corpus (British National Corpus [BNC]), and even better than FS heuristics.

McCarthy et al. proposed an automated method for assigning predominant noun senses [21]. They found words with a similar distribution to the target word from parsed data. The motivation for their work is similar to ours, that is, to capture predominant senses in different domains by ranking senses among documents. They tested 38 words containing two domains of Sports and Finance from the Reuters corpus [22], while we tested 14 domains with 4488 senses in all. Fukumoto et al. [23] also proposed an approach to acquired Identifying Domain-Specific Senses (IDSS) and applied to text classification. However, they only focused on nouns. Moreover, their method is based on the traditional Support Vector Machines (SVMs), that is, the selection of the associated senses and text classification are conducted by using SVMs.
In the context of similarity metric, there have been many attempts which project documents into implicit semantic space, for example, Latent Semantic Indexing (LSI) [24] and Latent Dirichlet Allocation (LDA) [25]. Mikolov et al. presented Word2Vec model that is a well known shallow model for training text and generates word embedding [26]. Le and Mikolov developed Doc2Vec [27] by adding the paragraph vector that is a numeric representation of a document based on Word2Vec. They proposed two different models including the Distributed Model of Paragraph Vectors(PV-DM) and the Distributed Bag of Words version of Paragraph Vector (PV-DBOW) which are similar to Continuous Bag of Words (CBOW) and Skip-gram, respectively. Kiros et al. proposed unsupervised learning named Skip-thoughts model for learning vector representations of sentences with the ordering of sentences for training model [28]. Skip-thoughts model has three components consisting encoder network, previous decoder network, next decoder network. Pagliardini et al. proposed Sent2Vec which builds document embeddings by averaging the word embeddings [29]. Another attempt is Earth Mover’s Distance (EMD) proposed by Rubner [30] that is one of the solvers for a transportation problem to find out the shortest distance from one distribution to another distribution. The result showed similarity of image retrieval effectively. Wan [31] adopted EMD to measure document similarity because EMD-based measure allowed many-to-many matching between subtopics whereas the existing Optimal Matching (OM) based measure allowed only one-to-one matching. Therefore, evaluating the document similarity with EMD-base measure is more suitable. Kusner et al. presented WMD to compute the similarity between two sentences [32].

In the context of graph-based model, a well-known technique is to utilize the analysis the strength of relationship between nodes(vertices) through edges(links) and the direction of relationship (undirected graphs, directed graphs) that can lead to detect the latent information in the graph. Each vertex initially votes other vertices and then applied the ranking algorithm to measure the importance of vertex in the graph. Many authors adopted graph-base model to their works that is, text semantic similarity [33], document summarization [34] WSD [35]. Reddy attempted to use the Personalized PageRank algorithm [36] over a graph representing WordNet to disambiguate ambiguous words [37]. They combined sense distribution scores and keyword ranking scores into the graph to personalize the graph for the given domain. The results showed that exploiting domain-specific information within the graph-based methods generated better results than using them was an individual. However, sense distribution scores were based on the frequency of neighbors of the target word from the thesaurus which was difficult to capture the distance between individual words. Recently, Dongsuk [38] proposed a word similarity method based on the semantic structure of BabelNet from a knowledge-based graph. They evaluated on the SemEval-2013 and SemEval-2015 dataset and the results indicated their method performed better than the state-of-art method in the SemEval-2013 dataset. Kutuzov [39] presented Path2vec which encoded synset paths between graph nodes into dense vectors. Their results were better than graph embedding baselines. Perozzi et al. presented DeepWalk to learn latent representations of vertices in a network [40]. They used local information obtained from truncated random walks to learn latent representations by treating walks as the equivalent of sentences. They applied DeepWalk to several multi-label network classification tasks including Flickr and Youtube and showed that it outperforms baseline methods.

In the context of text classification, many authors have attempted to apply deep learning techniques including LSTM technique [41–44], CNN [45], the attention based CNN [46], bag-of-words based CNN [47], Simple Graph Convolution (SGC) [48], the combination of CNN, Gated Recurrent Units (GRU) and attention mechanism [49], and the combination of CNN and recurrent neural network [50] to text classification. In the real world, Luz de Araujo et al. [51] built a dataset from Brazilian legal documents and tested document classification with different techniques to reduce sorting cases by humans. The F1 score results demonstrate the CNN and the Bidirectional Long Short-Term Memory (BiLSTM) outperform than other techniques. A celebrated technique was proposed by Kim [52] that applied CNN technique which was commonly used in computer vision into sentence classification. He reported simple CNN which was tuned with little hyperparameters that could obtain impressive results on multiple benchmarks. Zhang and Wallace [53] reported tuning for the number of feature maps and filter region size are the
important factors. Furthermore, They proposed grouped weight sharing for external resource such as Brown clusters, WordNet, and so forth, into text classification. They used the two-channel model as input. The first channel was word embedding from external resources and the second channel was weight-sharing embedding among resources. The result showed two-channel perform better than single-channel. Most of them demonstrated that neural network models were powerful for learning features from texts, while they focused on single-label or a few labels problem. Several efforts had been made to multi-labels [54]. Liu et al. explored a family of new CNN models which were tailored for extreme multi-label classification [55]. They used a dynamic max pooling scheme, a binary cross-entropy loss, and a hidden bottleneck layer to improve the overall performance. The results by using six benchmark datasets where the label-set sizes were up to 670 K showed that their method attained at the best or second best in comparison with seven state-of-the-art methods including FastText [56] based CNN. However, all of these attempts aimed at utilizing a large volume of data. Nooralahzadeh et al. proposed Domain-specific Word embeddings using oil and gas corpus and evaluate them with the CNN model and obtained effective results [57]. Wang et al. [58] proposed an approach for short text classification that merged explicit representation and implicit representation together. They mapped a short text into semantic concepts and then constructed word-concept embedding after that was supplied into a CNN to learning explicit knowledge. Furthermore, they concatenated output from a separate CNN with character embedding [59] as the input in fully-connected layer of main network, so with this technique they could obtain morphemes level. Wang et al. attempt was similar to our work, while their method used fine-grained and large-scale semantic knowledge that needed to tune the word sense heuristic depending on the domain in which the word is used.

3. Acquisition of Domain-Specific Senses

The first sense heuristic is very powerful and often uses as a baseline of sense disambiguation systems. However, the major problems to use it as a sense disambiguation heuristic [1] contain the predominant sense of a word varies according to the source of the document belonging to the domain and the other problem is obtaining predominant senses, they need manual annotation of the corpus which causes a relatively small amount of resources such as SemCor. A methodology to find domain-specific senses without requiring manual annotation of data is needed.

Walker, and Amsler [60] proposed a method that determined domain from context using LDOCE (the Longman Dictionary Of Contemporary English) with counting a frequency of subject code of each word in a context which subject code had the highest count is assigned to the domain of context. Gale et al. [61] proposed one sense in the context and they reported shared sense in the same context is 98%. Magnini et al. [7] proposed WordNet Domains that was a lexical resource and they labeled 96% coverage of noun hierarchy, however, the domain annotation on word sense is still manually.

The goal of our model is to identify predominant sense distributions of a word depending on the domain. Figure 1 illustrates our Framework. Our approach has three stages: pre-processing, measuring senses similarity and ranking senses. Pre-processing stage is to create senses list for each category. We first collect the documents of each category in the Reuters corpus in XML document format, often used as input for text processing. Each document is clearly structured including a category as stated in the automated processing of documents [62]. We extract the word that has frequency more than five and then apply with Part-Of-Speech (POS) tagger to obtain nouns and verbs list. We then use them as query to retrieve their senses with gloss texts in the WordNet. For Measuring senses similarity stage, we create senses embedding from gloss texts and calculate sense similarity with WMD. The last stage is ranking senses. We applied a simple graph centrality algorithm, Markov Random Walk (MRW) to the extracted noun words from the documents assigned to a specific domain/category and identify domain-specific senses for the domain. The idea of the MRW model is that of voting. When one vertex links to another one, it is casting a vote for that other vertex. The ranking is conducted by two metrics. One is a metric that the larger the number of votes that are cast for a vertex, the higher the importance
of the vertex. Another is a metric that how important the vote itself is. We applied the algorithm to detect the domain-specific-sense of words.

![Diagram of Domain-Specific Senses (DSS)](image)

Figure 1. Framework of Domain-Specific Senses (DSS).

A graph denotes $G_d = (V, E)$. It demonstrates the relationships between senses in a domain and it includes $V$ is the set of vertices, and each vertex $v_i$ in $V$ is the gloss text from WordNet. $E$ is a set of edges, which is a subset of $V \times V$. Each edge $e_{ij}$ in $E$ is associated with an affinity weight $f(i \rightarrow j)$ between senses $v_i$ and $v_j$ ($i \neq j$). The standard cosine measure is used for calculating the weight between senses. Two vertices are connected if their affinity weight is larger than 0 and we let $f(i \rightarrow i) = 0$ to avoid self transition. The transition probability from $v_i$ to $v_j$ is then defined by

$$p(i \rightarrow j) = \begin{cases} \frac{f(i \rightarrow j)}{\sum_{k=1}^{\|V\|} f(j \rightarrow k)}, & \text{if } \sum f \neq 0 \\ 0, & \text{otherwise.} \end{cases} \quad(1)$$

We used the row-normalized matrix $U_{ij} = (U_{ij})_{\|V\| \times \|V\|}$ to describe $G$ with each entry corresponding to the transition probability, where $U_{ij} = p(i \rightarrow j)$. To make $U$ a stochastic matrix, the rows with all zero elements are replaced by a smoothing vector with all elements set to $\frac{1}{\|V\|}$. The matrix form of the saliency score $Score(v_i)$ can be formulated in a recursive form as in the MRW model.

$$\vec{\lambda} = \mu U^T \vec{\lambda} + \frac{(1 - \mu)}{\|V\|} \vec{e}, \quad (2)$$

where $\vec{\lambda} = [Score(v_i)]_{\|V\| \times 1}$ in Equation (2) is the vector of saliency scores for the senses. $\vec{e}$ is a column vector with all elements equal to 1. $\mu$ is the damping factor. We set $\mu$ to 0.85, as in the PageRank [63]. The final transition matrix is given by

$$M = \mu U^T + \frac{(1 - \mu)}{\|V\|} \vec{e}\vec{e}^T. \quad (3)$$

Each score of the sense in a specific domain is obtained by the principal eigenvector of the matrix. We applied the algorithm for each domain. The input of the MRW model is a graph consisting of vertices, that is, each possible noun sense appeared in a specific domain and edges with similarity value between vertices. We represent each noun sense as its gloss text extracted from the thesaurus, WordNet. We calculated sense similarity by using the WMD that measures the dissimilarity between two sentences as the minimum amount of distance that the embedded words of one sentence need to
travel to reach the embedded words of another sentence. The word embedding is learned by using Word2Vec [26] with Skip-grams.

Let \( X \in \mathbb{R}^{d \times n} \) be a Word2Vec embedding matrix for vocabulary size of \( n \) words. The \( i \)th column, \( x_i \in \mathbb{R}^d \) indicates the embedding of the \( i \)th word in \( d \)-dimensional space. We represent gloss text of each sense as normalized Bag-Of-Words (nBOW) vector, \( g \in \mathbb{R}^n \). The objective of the model is to minimize cumulative cost \( C \) of moving the gloss text \( g \) to \( g' \):

\[
C = \sum_{i,j=1}^{n} T_{ij} \| x_i - x_j \|_2,
\]

subject to:

\[
\sum_{j=1}^{n} T_{ij} = g_i, \quad \forall i \in \{1, \cdots, n\},
\]

\[
\sum_{i=1}^{n} T_{ij} = g_j', \quad \forall j \in \{1, \cdots, n\}.
\] (4)

\( \sum_{j=1}^{n} T_{ij} = g_i \) in Equation (4) shows that outgoing flow from word \( i \) equals \( g_i \). Similarly, \( \sum_{i=1}^{n} T_{ij} = g_j' \) indicates that incoming flow to word \( j \) matches \( g_j' \). Each score of the sense in a specific domain is obtained by the principal eigenvector of the matrix. We applied the algorithm for each domain. We note that the matrix \( M \) is a high-dimensional space. Therefore, we used a ScALAPACK, a library of high-performance linear algebra routines for distributed memory MIMD parallel computing [64], which includes routines for solving systems of linear equations, least squares, eigenvalue problems.

We selected all word senses according to rank score for each domain and make a sense-domain list. For each word \( w \) in a document, find the sense \( s \) that has the highest score within the list. If a domain with the highest score of the sense \( s \) and a domain in a document appeared in the word \( w \), \( s \) is regarded as a domain-specific sense of the word \( w \).

4. Application to Text Classification

Our hypothesis about text classification is that the document assigned to a specific category includes predominant word sense related to the category. We combined the knowledge of domain-specific senses with the embedding of documents. Our model is shown in Figure 2. It is the combination between documents and sense embeddings that is, each word in the document is disambiguated and is replaced to its DSS sense key obtained from the WordNet. We used it as the input of the Convolutional Neural Network (CNN). With this model, we can learn rich features from both the word level and the sense level, simultaneously.

![Figure 2. Convolutional Neural Network (CNN) model for text classification.](image-url)
Similar to other CNN models [47,55], our model, which is shown in Figure 2, is based on [52]. Let \( x_i \in \mathbb{R}^k \) be the \( k \)-dimensional word vector with the \( i \)-th word in the input of CNN obtained by applying Skip-gram model provided in Word2Vec. The input with length \( n \) is represented as \( x_{1:n} = [x_1, x_2, \ldots, x_n] \in \mathbb{R}^{nk} \). A convolution filter \( w \in \mathbb{R}^{hk} \) is applied to a window size of \( h \) words to produce a new feature, \( c_i = f(w \cdot x_{i:h-1} + b) \) where \( b \in \mathbb{R} \) indicates a bias term and \( f \) refers to a non-linear activation function. We applied this convolution filter to each possible window size in the input and obtained a feature map, \( m \in \mathbb{R}^{n-h+1} \). As shown in Figure 2, we then apply a max-pooling operation over the feature map and obtain the maximum value \( \hat{m} \) as a feature of this filter. We obtained multiple filters by varying window sizes and multiple features. These features form a pooling layer and are passed to a fully connected layer. In the fully connected layer, we applied dropout [65]. The dropout randomly sets values in the layer to 0. Finally, we obtained the probability distribution over categories. The network is trained with the objective that minimizes the binary cross-entropy (BCE) of the predicted distributions and the actual distributions by performing stochastic gradient descent.

5. Experiments

We evaluate our method using the 1996 Reuters corpus and WordNet 3.0 thesaurus. Moreover, we applied the results of DSS to the text classification task to examine how well the automatically acquired senses contribute to classification accuracy by comparing one of the WSD techniques, Context2vec.

5.1. Acquisition of Domain-Specific Senses

The Reuters corpus consists of 806,791 documents organized into 126 categories. There are no existing sense-tagged data for domains that we can utilize for evaluation. Therefore, we used the Subject Field Codes (SFC) resource which semi-automatically annotates WordNet 2.0 synsets with domain labels [7]. The SFC consists of 115,424 words assigning 168 domain labels which include some of the Reuter’s categories. We manually assigned Reuter’s categories to SFC labels which are shown in Table 1. “# doc” in Table 1 refers to the number of documents in each category. “# min” and “# max” indicate the minimum and the maximum number of word frequencies that appear in each category respectively.

| SFC       | Reuters | # doc | # min | # max |
|-----------|---------|-------|-------|-------|
| Law       | Legal   | 11,944| 140   | 18,781|
| Finance   | Funding | 41,829| 151   | 63,973|
| Industry  | Production | 25,403| 197   | 21,957|
| Publishing| Advertising | 2084  | 27    | 5821  |
| Admin.    | Management| 11,354| 56    | 18,587|
| Economy   | Economics| 117,539| 1139  | 99,197|
| Art       | Arts    | 3801  | 66    | 4562  |
| Fashion   | Fashion | 313   | 7     | 775   |
| Politics  | Politics| 56,878| 967   | 94,970|
| Religion  | Religion| 2,849 | 54    | 3746  |
| Sports    | Sports  | 35,317| 222   | 26,898|
| Tourism   | Travel  | 680   | 8     | 1423  |
| Military  | War     | 32,615| 546   | 45,085|
| Meteorology| Weather | 3878  | 17    | 4602  |

In a pre-processing step, a POS tagger and lemmatizer from Stanford CoreNLP [66] were applied to the Reuters corpus and then we divided it into three for the experiments including training dataset for 3 months, test dataset for 6 months, and validation dataset for 3 months.

The test dataset was fed in DSS. The initial step was to choose the first 20,000 words with the highest frequency from each category. Every word was converted to lowercase, removed punctuation,
and stopwords, and applied lemmatization. Next, we selected only nouns and verbs then used them as a query into Wordnet to find out the word senses and their glosses for built the Word2vec model with their glosses. The 14 different models were created according to category.

The Word2vec parameters consisted of the number of dimensions to 100, the window size to 5, Skip-gram as the training algorithm, and Hierarchical softmax as the model training. We used the word embedding from the Word2vec model to measure sense similarity score for WMD which was a method for comparing dissimilarity score between sentences and then we rated the score with MRW which was used to determine the importance of senses. Eventually, the predominant senses per each category is obtained. The training data was used to estimate $K\%$ words (senses) according to rank score, and test data was used to test the method using the estimated value $K$. We manually evaluated a sense-domain list. As a result, we set $K$ to 10%.

Table 2 shows the results obtained by the topmost 10% senses according to rank score. “Sense” indicates the total number of senses which should be assigned to each category. “DSS” and “SFC” refer to the number of senses obtained by our method and appeared in the SFC resource, respectively. “Correct” shows the number of senses tagged with the best domain ranking appearing in both of our method and SFC. “F-score” indicates F-measure of one domain tagging. “IRS” refers to Inverse Rank Score and the higher the IRS value, the better the system performance. “P_IRS” indicates the perfect correct value of IRS. We can see from Table 2 that the overall performance depends on the categories. The best performance of one domain is “Finance”. In contrast, the results of “Politics” and “Administrator(Admin.)” are 0.462–0.533.

Table 3 illustrates some examples obtained by our method but that does not appear in the SFC. Table 3 gives an example for each domain. For example, military sense of the word “Redoubt” and the act of meting out the justice of “Administration” which are correctly obtained by our method but does not occur in the SFC resource. This clearly supports the usefulness of our automated method.

5.2. Qualitative Analysis of Errors

We perform this stage to reflect the error of our results obtained from Table 2 and use it to improve the further method. We found three main types of error.

Table 2. The results of sense assignments.

| Category    | Sense | DSS | SFC | Correct | F-Score | IRS     | P_IRS    |
|-------------|-------|-----|-----|---------|---------|---------|----------|
| Law         | 577   | 57  | 57  | 41      | 0.719   | 3.607   | 4.628    |
| Finance     | 53    | 5   | 5   | 5       | 1.000   | 2.283   | 2.283    |
| Industry    | 195   | 19  | 19  | 18      | 0.947   | 3.489   | 3.548    |
| Publishing  | 178   | 17  | 17  | 15      | 0.882   | 3.262   | 3.439    |
| Admin.      | 302   | 30  | 30  | 16      | 0.533   | 3.192   | 3.994    |
| Economy     | 531   | 53  | 53  | 34      | 0.642   | 3.981   | 4.555    |
| Art         | 236   | 23  | 23  | 14      | 0.609   | 3.634   | 3.736    |
| Fashion     | 289   | 28  | 28  | 23      | 0.821   | 3.703   | 3.927    |
| Politics    | 522   | 52  | 52  | 24      | 0.462   | 3.348   | 4.536    |
| Religion    | 501   | 50  | 50  | 38      | 0.760   | 3.129   | 4.497    |
| Sports      | 306   | 30  | 30  | 19      | 0.633   | 3.382   | 3.994    |
| Tourism     | 176   | 17  | 17  | 14      | 0.824   | 3.071   | 4.349    |
| Military    | 528   | 52  | 52  | 37      | 0.712   | 4.037   | 4.536    |
| Meteorology | 94    | 9   | 9   | 8       | 0.889   | 2.718   | 2.829    |

Average       | 321   | 31.571 | 31.571 | 21.86 | 0.745 | 3.345 | 3.853 |

1. The Semantic similarity measure with WMD

Figure 3 presents the F-score against the percent of the topmost ranking of predominant senses. This graph shows that WMD performs well approximately topmost 10%–20% of senses. However,
when topmost senses increases more than 30%, the F-score declines below 0.5. From the observation, we need to investigate semantic similarity measure for improving further performance.

### Table 3. Sense example identified by our method.

| Category | Word               | Sense                                                                 |
|----------|--------------------|----------------------------------------------------------------------|
| Law      | Administration     | The act of meting out justice according to the law.                  |
| Economy  | Spending           | Money paid out; an amount spent.                                     |
| Politics | Labour party       | A political party formed in Great Britain in 1900; characterized by  |
|          |                    | the promotion of labor’s interests and formerly the socialization of |
|          |                    | key industries.                                                      |
| Sports   | Jerk               | Raising a weight from shoulder height to above the head by           |
|          |                    | straightening the arms.                                              |
| Military | Redoubt            | (Military) A temporary or supplementary fortification; typically     |
|          |                    | square or polygonal without flanking defenses.                       |

![Figure 3. F-score against the percent of topmost of senses.](image)

2. **The number of domains per word**

   The larger the number of domains per word, the harder it is to identify the correct domain. Consider, the word “Apprehend” and “Arrest” both words have the same sense, that is, “(take into custody), the police nabbed the suspected criminals”. The word “Apprehend” is found only two domains while the word “Arrest” is used more often for 14 domains. From this example, identifying a correct domain to the word “Arrest” is difficult than “Apprehend”. To solve this problem, we need to extend our model to assign more than one domain which is similar to the multi-label text classification task.

3. **The closeness sense of the domains**

   The worst results are “Politics” and “Administration” because they are semantically close with each other, that is, the word “section”, we found 14 domains in all and it is tagged as “Politics” with the best-ranking order, 136, while the second-ranking as “Administration” was 143 and it was correctly assigned. As a result, the evaluation of the word “section” is incorrect, even though both the order of ranking are closer with each other compared to other domains. From this observation, we should identify a sense of both domains correctly for further improvement.

5.3. **Text Classification**

   For comparison of the performance between WSD and our DSS models, we choose the Context2vec model as a WSD method. The 3-month Reuters Training dataset is fed to Context2vec model and
it creates context embeddings and target word embeddings. Both embeddings are used as input to Supervised WSD tasks along with Senseval-3 English lexical samples for training and use a 6-month Reuters dataset for testing to acquire the Context2vec’s predicted senses in each context.

The DSS’s predicted senses are applied for text classification to examine how the results obtained by our method affect classification performance. For each category, we divide a 6-month Reuters dataset into two folds—80% for training and 20% for test data. We further divided the training data into two folds—80% for training data and 20% for validation data. Our model setting for CNN is shown in Table 4. The validation data is used for tuning these settings with the Optuna framework [67] Dropout rate1 in Table 4 shows dropout immediately after the embedding layer, and Dropout rate2 denotes dropout in a fully connected layer. We chose MSF (Multiplicative Scoring Function) with a threshold value of 0.5 to distinguish multi-label classification [68].

| Table 4. CNN model settings. |
|-----------------------------|
| **Description** | **Values** |
| Input size | Maximum length of text $\times 100$ |
| Input word vectors | Word2Vec |
| Stride size | 1 |
| Filters | $32 \times 3$ |
| Pooling | 1-max pooling |
| Dropout rate1 | 0.25 |
| Hidden layers | 2048 |
| Learning rate | Predicted by Adam |
| Loss function | BCE loss over sigmoid activation |
| **Description** | **Values** |
| A number of output categories | 14 |
| Filter region size | (4,5,6) |
| Feature maps (m) | 32 |
| Activation function | ReLu |
| Dropout | Randomly selected |
| Dropout rate2 | 0.5 |
| Batch sizes | 128 |
| Epoch | 40 with early stopping |
| Threshold value | for MSF |
| **Micro F-score** | 0.887 (0.002) |
| **Macro F-score** | 0.786 (0.007) |

The categorization using CNN is as follows—for the target category, we replace each word in the test document with its sense key. If the category assign to the test document by CNN model and the target category match, the test document is judged to classify into the target category. The procedure is applied to each test document and the target category. The results are summarized in Table 5.

| Table 5. Classification performance (Topmost 10%). |
|-----------------------------|
| **Category** | **CNN** | **WSD** | **DSS** | **SFC** |
| Law | 0.846 (0.007) | 0.899 (0.046) | 0.908 (0.009) |
| Finance | 0.904 (0.002) | 0.939 (0.033) | 0.923 (0.016) |
| Industry | 0.798 (0.002) | 0.893 (0.097) | 0.873 (0.020) |
| Publishing | 0.738 (0.002) | 0.753 (0.017) | 0.739 (0.014) |
| Admin. | 0.875 (0.007) | 0.918 (0.043) | 0.933 (0.015) |
| Economy | 0.924 (0.006) | 0.968 (0.038) | 0.972 (0.034) |
| Art | 0.734 (0.007) | 0.753 (0.012) | 0.817 (0.064) |
| Fashion | 0.608 (0.001) | 0.628 (0.019) | 0.775 (0.147) |
| Politics | 0.817 (0.004) | 0.900 (0.087) | 0.964 (0.064) |
| Religion | 0.710 (0.071) | 0.855 (0.216) | 0.804 (0.051) |
| Sports | 0.987 (0.000) | 0.993 (0.006) | 0.995 (0.002) |
| Tourism | 0.342 (0.044) | 0.348 (0.050) | 0.469 (0.121) |
| Military | 0.873 (0.000) | 0.917 (0.044) | 0.942 (0.026) |
| Meteorology | 0.853 (0.005) | 0.875 (0.027) | 0.865 (0.012) |
| Micro F-score | 0.887 (0.002) | 0.937 (0.048) | 0.948 (0.011) |
| Macro F-score | 0.786 (0.007) | 0.832 (0.053) | 0.855 (0.023) |

Table 5 shows categories, categorization performance (F-score) with and without domain-specific senses. “CNN” refers to the result without domain-specific senses and “DSS” shows the results obtained by our method. “SFC” shows the results from gold-standard SFC codes. “WSD” refers to the results by Context2vec. DSS shows that the results obtained by DSS are statistically significant compared to those obtained by CNN. Similarly, SFC indicates that the results by SFC are statistically significant compared to those by CNN. We used a t-test, p-value < 0.05. In WSD result, we only used
18 words with 22 senses in all, each of which appears in SFC. In contrast, in our DSS, we used the topmost 10% of the target words that have 442 senses in all.

Overall, the results show that domain-specific senses improved text classification performance. The best improvement is “Religion” (+0.216), and the worst is “Art” (+0.012). In contrast, SFC is the best improvement (+0.147) for “Fashion” and the worst “Religion” (−0.051). One reason is that “Religion” is frequently associated with “Politics” and “Military” and its document size is smaller than the other two categories according to Table 1, however, it betters than WSD significantly at 0.165.

The text classification used here is very simple, that is, CNN with single channel. There are lots of text categorization techniques applicable to the small number of training documents [58,69], and it will be worthwhile examining these with our model.

6. Conclusions

In this paper, we present an unsupervised method for detecting the DSS for the problem that how to choose an appropriate sense of a context, based on word embedding learning which leverages distributed representations of words and thus does not require manual annotation of sense-tagged data. The text classification task has empirically proven that DSS is able to achieve a better performance than WSD method. The DSS results attained at F-score 0.745 for 442 senses, furthermore when applying them to text classification, we obtained the classification accuracy as the Macro F-score is 0.832 that exceed the WSD method 0.053. There are several directions for future work. We are going to apply our DSS method on other datasets or different languages other than English and examine the performance to demonstrate the robustness of our method. We focused on the gloss texts of WordNet in this work. We utilize another thesaurus, for example, Roget’s by using corpus statistics. This is a rich space for further exploration. We should extend the method by using other part-of-speech other than nouns and verbs. We also need to compare the method to the state-of-the-art text classification techniques [55,58]. Our framework utilizes WMD and PageRank. The computational cost of WMD is $O(p^3 \log p)$, where $p$ denotes the number of distinct words in the documents [70] and that of PageRank is $O(N^2 \times k)$ where $N$ indicates the matrix dimension and $k$ refers to the number of repetition. We need to investigate a method to improve run-time efficiencies. Finally, we are going to utilize our method to the other NLP applications such as machine translation and question answering.
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