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Abstract

The paper considers the problem of velocity model acquisition for a complex media based on boundary measurements. The acoustic model is used to describe the media. We used an open-source dataset of velocity distributions to compare the presented results with the previous works directly. Forward modeling is performed using the grid-characteristic numerical method. The inverse problem is solved using deep convolutional neural networks. Modifications for a baseline UNet architecture are proposed to improve both structural similarity index measure quantitative correspondence of the velocity profiles with the ground truth. We evaluate our enhancements and demonstrate the statistical significance of the results.
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1 Introduction

The problem of identifying elastic media properties based on their measured response is a well-known one. This problem has many applications and variations in industrial non-destructive testing, seismic exploration, biomedical engineering, and other areas. This paper considers methods based on acoustic or elastic wave excitation in a media under consideration, recording the media’s response and identifying the media’s properties from this response. This problem statement is typical for ultrasonic techniques and seismic imaging.

There are many different approaches for solving an inverse problem to determine the spatial distribution of mechanical properties from the recorded response. New methods have emerged recently based on the success in deep convolutional neural networks research and development. The media’s response is used as an input for the
neural network that predicts the required properties. The feasibility of this approach was demonstrated for different problems.

The works [1, 2] successfully applied deep learning for non-destructive testing data interpretation and defect classification. The approaches presented can work in real-time and provide new options compared with traditional imaging and interpretation methods.

Several cases demonstrate the convolutional network’s feasibility for different biomedical imaging problems. The paper [3] studied an application of deep learning to artifacts correction on single-shot ultrasound images obtained with sparse linear arrays. The initial results demonstrated an image quality comparable or better to that obtained from conventional beamforming. The work [4] used neural networks to identify the shape of the aberration prism that distorts the ultrasonic signal. The work [5] applied convolutional networks to elasticity imaging to distinguish benign tumors from their malignant counterparts based on measured displacement fields on the boundary of the domain.

This paper contributed to the same area. We present the results primarily for seismic use cases, but this approach, together with models, methods, and a numerical pipeline, can be easily generalized and transferred to other problem domains.

The success of deep convolutional neural networks for image processing caused a significant interest in applying them to the problem of seismic segmentation and interpretation. The works [6, 7] presented an approach to discriminate between salt and other geological structures based on the seismic response. Related results were presented in [8, 9] and many other works.

This initial success of deep convolutional neural networks in seismic interpretation caused complementary works that contributed to open datasets. The paper [10] covered the facies classification problem and published an open-source, fully annotated 3D geologic model of a genuine Dutch F3 block. The work [11] contributed Penobscot – another open dataset for seismic interpretation problems.

These datasets became de-facto benchmarks for comparing different machine-learning approaches for facies classification. The availability of these benchmarks empowered further research in this area. It caused an open-source domain-specific framework [12] that applies state-of-the-art segmentation algorithms for seismic interpretation.

Similar ideas are also applied to seismic impedance inversion and acquiring velocity model of a media. Novel methods complement classical approaches for seismic inversion problems. The techniques based on neural networks don’t require initial guesses and are extremely fast. These features make them attractive for a quick assessment of large datasets.

The works [13, 14, 15] presented a promising approach based on two complementary neural networks that allowed the fast adaptation of the baseline model for the site under investigation using transfer learning techniques. The authors demonstrated the high quality of the predicted results. The approach relies on a cleaned dataset and is fine-tuned exclusively for seismic exploration cases when drilling is possible.

Another approach was taken in [16, 17, 18, 19, 20]. These works consider boundary observations only. This technique is more demanding than the previous one from an inverse problem point of view. However, it is preferable from the engineering point of view for a wide range of use cases when drilling is complicated. Moreover, this approach can be generalized to other areas besides seismic exploration, where invasive data acquisition is impossible.

Our work contributes to the area of velocity model acquisition for the complex
heterogeneous media-based exclusively on boundary measurements. We present several enhancements for the baseline neural networks and demonstrate them using an open-source dataset of 1600 velocity models shown in [16]. We believe that this will also contribute to establishing domain-specific benchmark datasets and empower further research in this area.

2 Model and method

2.1 Numerical pipeline

The dataset from [16] is used in this paper. Each sample has a length along the OX axis of 3000 meters and a depth of 2000 meters along the OY axis. Sound speed in this dataset varies typically from 2500 m/s in softer media to 4500 m/s in harder media. Figure 1 presents velocity models for 2 of 1600 samples. The Black area is an acoustically hard zone located in relatively soft background media.
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Figure 1: Sample velocity models

The seismic response was calculated numerically for each velocity distribution as described in the section 2.2. Thus we created 1600 pairs of ground truth velocity models and corresponding seismic responses recorded on the domain’s boundary. The data was split into training, validation, and testing subsets using random sampling with 70%/15%/15% split ratio. The training data sample was fed to a deep convolutional neural network described in the section 2.3. The network trains to predict velocity distribution from the seismic response. The quality of the predictions was evaluated on the testing dataset.

2.2 Forward modeling

Direct problem uses an acoustic model following the velocity models in the dataset. The media is described with the following equations:

\[
\begin{align*}
\dot{\rho} \vec{v} &= -\nabla p \\
\dot{p} &= -K(\nabla \cdot \vec{v}).
\end{align*}
\]  

(1)

In these equations \( p \) - pressure, \( \vec{v} \) - velocity vector, \( \rho \) - medium density, \( K \) - bulk modulus.
Forward modeling uses grid-characteristic numerical method, that demonstrated good quality of the numerical solution for various wave dynamics problems, including wave propagation in complex composite structures \cite{21, 22}, classical seismic migration \cite{23}, wave propagation in a fractured \cite{24} and multicomponent \cite{25} geological media.

The condition of the free boundary was specified at the upper boundary of the computational domain. An absorbing boundary condition was used on all the other borders. The emitter of the scanning pulse was moved along the upper boundary of the domain, and 9 equidistant emitter positions were used for each velocity model sample. There were 300 equidistant receivers on the upper boundary of the domain to record the response.

Figure 2 presents an example of forward modeling results. The media has the velocity distribution as presented in Figure 1a, the modeling covers 2 seconds of physical time. One can see that during an initial phase of scanning pulse propagation \((t = 0.3\text{s})\), there are only low amplitude responses from the low contrast boundaries between the layers of the background media. The scanning pulse reaches the left peak of the hard object at the moment \(t = 0.35\text{s}\), and the first high amplitude response forms. A medium amplitude response from the medium contrast boundary in the background media happens later \((t = 0.45\text{s})\). The high amplitude response from the right peak of the hard object starts to form around \(t = 0.5\text{s}\). Figure 3 shows the wave patterns in the media at the same moments for a different position of the emitter.

These single-shot responses for the different positions of the emitter for the same velocity distribution are stacked together and form a complete multi-shot seismic response data for the media under investigation.

The dataset produced by forward modeling was published as \cite{26}. We believe the availability of these data will enable community contribution to future research.

![Figure 2](image-url)  
*(Figure 2: Sample wave propagation, emitter located in the center of the domain)*
2.3 Inverse problem

Following previous research, we utilize UNet [27], a fully convolutional encoder-decoder neural network architecture, to predict seismic velocity distribution. Originally UNet was designed to solve problems of semantic image segmentation, taking RGB image as input and producing segmentation mask as an output. Our adaptation assumes stacking rescaled seismograms, obtained from different source positions, to form an N-channeled image to feed into UNet. The number of channels equals the number of emitter positions. The network output, respectively, is interpreted as the velocity distribution in the media.

Our work additionally contributes three modifications to the default pipeline of solving such problems, increasing its overall precision.

First, we suggest adding the real- and complex-valued part of the 2D Fourier images of seismograms as additional channels to the input of the neural network. Different seismogram sources contribute as separate channels to the input tensor.

Second, we experimented with analogs for classical regularization techniques. In classical methods for solving inverse problems, the uniqueness of the solution is often achieved by adding a regularizing term to the loss function, which endows the solution with additional properties, such as smoothness. To achieve a similar effect in application to neural network training, we suggest the regularization, obtained by calculating the $L_2$ norm of the result of the application of Sobel filter [28] to the output of the network. The impact of the Sobel filter is similar to that of the operator of numerical differentiation. Thus, we expect the obtained solutions to have a smoother structure than those without regularization.

Third, we combined several instances of the neural network into an ensemble by averaging their outputs. Ensembling is a well-known technique for various machine learning problems. In this context, ensembling serves as another analog for classical regularization to obtain a smoother structure of the predicted velocity model.
3 Numerical Experiments

3.1 Data representation

The dataset $\mathcal{D}$ consists of pairs $(d_i, s_i)$, where $s_i$ is the seismic response from the velocity distribution $d_i$, calculated as presented in Section 2.2. Velocity distributions are represented with $300 \times 200$ real-valued arrays, corresponding to values of $c_p$ in nodes of a regular mesh, covering the computational domain. In turn, seismograms are described with $300 \times 200 \times n$ real-valued arrays, containing vertical velocity component of the upper boundary of the domain recorded at 100 Hz frequency. Here $n$ is the total number of shots (emitter positions) that make up a complete seismic response for the sample. We additionally rescale seismograms to match 0. - 1. range.

3.2 Neural network training and evaluation

We train all the models for a maximum of 50 epochs using Adam optimization algorithm [29] with constant learning rate 1e-4, using mini-batches of size 10. The training was performed using the MSE loss function.

Due to the general deficiency of literature on machine learning applications to geological inversion, there is no precedence for using the exact metrics for the quality assessment of neural network predictions. We utilize structural similarity index measure (SSIM) [30] to evaluate the performance of model instances since the same metric was mentioned in [16] for the experiments with the same dataset. Hence, the choice of the resulting neural network weights was made by the epoch when it reaches a maximum value of SSIM metric [30] on the validational data fold. The whole training pipeline is implemented using PyTorch deep learning framework [31].

To study the variance of model predictions depending on data, we utilize bootstrapping procedure to resample training subsets. The training procedure for the neural network was repeated 10 times for each suggested modification of the network. So, each new model instance was trained with a different training subset and demonstrated different results. For the rest of this section, we measure network performance on a testing sample after it was trained on a training and validation samples.

3.3 Ablation study

The following ablation study demonstrates the causations in the proposed architecture. We compare the quality of the solution by varying or disabling the pipeline steps one by one. This test identifies the parts of the setup that are essential for the quality of the solution and unnecessary features that are not statistically significant.

Table 1 summarizes experiments conducted with Fourier images and proposed regularization. The table provides average SSIM values for models trained on multishot seismograms. Distributions of SSIM values for model trained using different bootstrapped datasets on single-shot / triple-shot / nine-shot seismograms are depicted by Figure 4. Aggregated data allows us to hypothesize that complementing input tensors with Fourier images of seismograms positively affects the quality of predictions. At the same time, the impact of adding a regularization term is negligible.

We conduct a series of statistical tests on populations of SSIM test values to confirm this statement. First, we verify that SSIM values for models instances may be considered normally distributed, employing Wilk-Shapiro test [32] with 0.05 alpha-level (see Table 2). Further, we examine the equality of populations variances with
Levene’s test, grouping populations by the number of seismogram shots (Table 3). As neither of the tests rejects the respective null hypotheses, we assume that model populations satisfy all the required criteria for ANOVA testing.

| Number of shots | Fourier | Regularization | Average SSIM  |
|-----------------|---------|----------------|--------------|
| 1               | False   | False          | 0.912 ± 0.003|
| 1               | True    | False          | **0.915 ± 0.002**|
| 1               | False   | True           | 0.912 ± 0.003|
| 1               | True    | True           | 0.915 ± 0.001|
| 3               | False   | False          | 0.910 ± 0.003|
| 3               | True    | False          | 0.916 ± 0.002|
| 3               | False   | True           | 0.911 ± 0.003|
| 3               | True    | True           | **0.917 ± 0.002**|
| 9               | False   | False          | 0.909 ± 0.005|
| 9               | True    | False          | 0.916 ± 0.003|
| 9               | False   | True           | 0.911 ± 0.004|
| 9               | True    | True           | 0.915 ± 0.002|

Table 1: Average SSIM for the test dataset for models trained with MSE criterion

Table 4 demonstrates that the contribution of regularization from the point of view of increasing the value of SSIM metric is statistically negligible. On the contrary, ANOVA-testing rejects the hypothesis about the equality of population means for models trained with and without adding Fourier images of seismograms to input tensors (see 5). Thus, we conclude that additional information provided by Fourier images enhances the framework’s performance on a statistically significant level.

The research has shown that suggested neural network architecture has enough statistical capacity to achieve low bias on the training dataset. However, it turned out that regularization methods, presented earlier, cannot resolve the issue of relatively poor generalization of the model. We suggest combining model instances, trained before, into an ensemble, by averaging their outputs to overcome the issue.

Table 6 showcases the value of MSE on test subset for ensembles, composed from model instances trained before. Compared to constituent models, such modification yields an additional 1.1% gain in the value of target metrics.
The ablation study results showed that Fourier images and ensembles contribute to the quality of the solution, and the proposed regularization approach is not significant.

### 3.4 Velocity distribution prediction results

Figure 5 presents the prediction results for the ground truth velocity distribution shown on Figure 1b. One can see that adding Fourier images reduces artifacts for both single model instances and ensembles.

The difference between single model instances and ensembles can be noted from the following tables:

| Shots | Fourier | Regularization | p-value |
|-------|---------|----------------|---------|
| 1     | False   | False          | 0.990   |
| 1     | True    | False          | 0.254   |
| 1     | False   | True           | 0.784   |
| 1     | True    | True           | 0.712   |
| 3     | False   | False          | 0.365   |
| 3     | True    | False          | 0.439   |
| 3     | False   | True           | 0.376   |
| 3     | True    | True           | 0.545   |
| 9     | False   | False          | 0.363   |
| 9     | True    | False          | 0.771   |
| 9     | False   | True           | 0.186   |
| 9     | True    | True           | 0.647   |

Table 2: p-values for Shapiro-Wilk statistics for sets of model instances trained on bootstrapped data

| Shots | p-value for Levene’s test |
|-------|---------------------------|
| 1     | 0.060                     |
| 3     | 0.371                     |
| 9     | 0.070                     |

Table 3: p-values for Levene’s test for sets of model instances grouped by number of shots in seismograms

| Shots | Fourier | p-value for ANOVA statistic |
|-------|---------|-----------------------------|
| 1     | False   | 0.770                       |
| 1     | True    | 0.541                       |
| 3     | False   | 0.291                       |
| 3     | True    | 0.630                       |
| 9     | False   | 0.321                       |
| 9     | True    | 0.375                       |

Table 4: p-values for ANOVA statistic, calculated for model populations trained with and without regularization
Table 5: p-values for ANOVA statistic, calculated for model populations trained with and without adding fourier images

| Shots | Regularization | p-value for ANOVA statistic |
|-------|----------------|-----------------------------|
| 1     | False          | 1.42e-2                     |
| 1     | True           | 1.01e-2                     |
| 3     | False          | 4.93e-5                     |
| 3     | True           | 6.02e-4                     |
| 9     | False          | 7.62e-4                     |
| 9     | True           | 4.80e-2                     |

Table 6: Average SSIM for the test dataset for ensembles of models trained with MSE criterion

| Number of shots | Fourier | Regularization | SSIM |
|-----------------|---------|----------------|------|
| 1               | False   | False          | 0.929|
| 1               | True    | False          | 0.928|
| 1               | False   | True           | 0.929|
| 1               | True    | True           | 0.928|
| 3               | False   | False          | 0.926|
| 3               | False   | True           | 0.927|
| 3               | True    | False          | 0.930|
| 3               | True    | True           | 0.929|
| 9               | False   | False          | 0.927|
| 9               | True    | False          | 0.931|
| 9               | False   | True           | 0.928|
| 9               | True    | True           | 0.930|

1D vertical velocity distribution profiles. Figure 6 presents such profiles along different cross-sections of the same sample depicted on Figure 5. These profiles reveal how the prediction of an ensemble of models differs from a single model participating in it. Ensemble predictions are closer to the ground truth values, and this effect becomes more prominent with the depth (on the right parts of the images). They also tend to be more smooth than a single model’s predictions, which is expected due to the aggregating nature of ensembles.

3.5 Discussion

The presented method of velocity model acquisition from the boundary measurements demonstrated a good solution quality and can work in real-time. The resulting architecture defined based on this study includes two significant modifications compared with the baseline architecture [16]: adding Fourier images of the seismograms and using ensembling. These changes allowed us to reach an SSIM value of 0.93 compared with 0.4 mentioned in the previous work.

It was demonstrated that adding Fourier images of raw measured seismic response improves the predicted acoustic impedance distribution quality. This statement passes
Figure 5: Prediction results for different network architectures

(a) Baseline single model  (b) Single model with Fourier images

(c) Ensembled model  (d) Ensembled model with Fourier images

Figure 6: Vertical profiles of predicted velocity distributions

(a) $x = 750m$  (b) $x = 1500m$  (c) $x = 2250m$

statistical tests regarding its significance for SSIM metric value. Also, one can see that this modification qualitatively leads to cleaner velocity profiles and removes shady artifacts from the main object.

The regularization approach based on the Sobel filter and implemented as described in the present work was statistically insignificant. Another regularization approach was based on the ensembling technique and was proven to increase the quality of the neural network predictions. Ensembling gives a slight increase in traditional SSIM
metric value but provides qualitatively smoother acoustic impedance profiles and better quantitative correspondence with the ground truth properties of the media.

4 Conclusion

This work targeted the problem of velocity model acquisition for complex media using convolutional neural networks and based exclusively on boundary measurements. We considered the variation of this problem that is typical for seismic exploration. An open-source dataset of velocity distributions was used to directly compare our results with the results from the previous works. Forward modeling was performed using the grid-characteristic numerical method, the dataset with the numerically obtained seismic records was made publicly available to empower further research in this area.

The modifications of the neural network model proposed in this work allowed us to achieve a structural similarity index measure of 0.93±0.01, which is significantly better than the baseline result. We demonstrated that the changes presented contribute not only to the structural similarity but also to the quantitative correspondence with the ground truth.

The approach, pipeline, and network architecture presented in this work are not specific for seismic exploration and can be transferred to similar areas, such as non-destructive testing and biomedical engineering. Experimenting with these areas is subject to future works.
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