Can morphotaxa be assessed with photographs? Estimating the accuracy of two-dimensional cranial geometric morphometrics for the study of threatened populations of African monkeys
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Abstract
The classification of most mammalian orders and families is under debate and the number of species is likely greater than currently recognized. Improving taxonomic knowledge is crucial, as biodiversity is in rapid decline. Morphology is a source of taxonomic knowledge, and geometric morphometrics applied to two-dimensional (2D) photographs of anatomical structures is commonly employed for quantifying differences within and among lineages. Photographs are informative, easy to obtain, and low cost. 2D analyses, however, introduce a large source of measurement error when applied to crania and other highly three-dimensional (3D) structures. To explore the potential of 2D analyses for assessing taxonomic diversity, we use patas monkeys (Erythrocebus), a genus of large, semi-terrestrial, African guenons, as a case study. By applying a range of tests to compare ventral views of adult crania measured both in 2D and 3D, we show that, despite inaccuracies accounting for up to one-fourth of individual shape differences, results in 2D almost perfectly mirror those in 3D. This apparent paradox might be explained by the small strength of covariation in the component of shape variance related to measurement error. A rigorous standardization of photographic settings and the choice of almost coplanar landmarks are likely to further improve the correspondence of 2D to 3D shapes. 2D geometric morphometrics is, thus, appropriate for taxonomic comparisons of patas ventral crania. Although it is too early to generalize, our results corroborate similar findings from previous research in mammals, and suggest that 2D shape analyses are an effective heuristic tool for morphological investigation of small differences.
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1 | INTRODUCTION

Integrative taxonomy is one of the most promising set of tools to accurately assess variability in relation to classification (Dayrat, 2005). Genetics might provide strong evidence of evolutionary distinctiveness, but it offers no guarantee for either taxonomic accuracy or robustness. This is especially evident in lineages that occupy a “gray area” of evolutionary divergence. As Zachos (2016, pp. 4-5) states, “When speciation is considered a continuous process through time, the exact point at which it is considered to be complete (two species) is not key to an understanding of the whole process any more ... species delimitation in practice is the imposing of a binary taxonomic concept (species or no species) on a continuous process and a continuous organismic world with vague or fuzzy boundaries.” Indeed, the literature abounds with examples of problematic and unstable taxonomies with not even genetic data providing conclusive, robust and stable answers. In our own work on mammals, we have encountered many cases of this type of unresolved taxonomic conundrum. Examples are the hoary marmot (Marmota caligata) species complex (Cardini, 2003; Kerhoulas et al., 2015), nictitans monkeys group (Cercopithecus nictitans) (Butynski & De Jong, 2020; Kingdon, 2013a), baboons (Papio spp.) (Zinner et al., 2013; Zinner et al., 2018), and red colobus monkeys (Piliocolobus spp.) (Oates & Ting, 2015; Ting, 2008), as well as nanger gazelles (Nanger spp.) (Chiozzi et al., 2014; Ibrahim et al., 2020; Senn et al., 2014) and dik-diks (Madoqua spp.) (De Jong & Butynski, 2017; Kingdon, 2013b). Molecular evidence, in fact, reveals only part of an often complex evolutionary picture and many other sources of information (e.g., morphology, behavior, ecology) should be integrated with DNA data for a deeper understanding of the history of a lineage.

In this context morphometrics, and especially its modern, version geometric morphometrics (GMM), offers a fairly simple and relatively low-cost approach to further explore group differences. Costs are particularly low when taxonomic analyses using GMM can take advantage of the extensive collections available in natural history museums and/or rely on a network of scientists to provide data, which can be done by sharing standardized photographs and/or measurements, or even by obtaining new specimens of rare populations with the help of field biologists who opportunistically collect skulls of dead animals (e.g., Chiozzi et al., 2014; Nowak et al., 2008).

Two dimensional (2D) GMM is particularly suitable to these types of exploratory analyses. This is because it only requires conventional photographs of crania or other anatomical structures on which to take measurements. Compared to three dimensional (3D) data, 2D GMM is faster but inevitably less accurate whenever applied to a structure which is not flat (Álvarez & Perez, 2013; Cardini, 2014; Roth, 1993). Thus, especially in mammals, 2D GMM virtually always introduces an important source of measurement error (ME) by flattening the third dimension (reviewed by Cardini & Chiapelli, 2020). There are, however, expedients which may help mitigate this bias. It is generally best to demonstrate, in a subsample representative of the variation in the taxonomic group one intends to study, that the 2D to 3D (TTD) approximation is good. This is crucial when the differences being investigated are likely to be small, as typical of microevolutionary studies or those at the boundary between micro- (i.e., intraspecific) and macro- (i.e., supraspecific) evolution (Cardini, 2014; Cardini & Chiapelli, 2020).

1.1 | The case of the patas monkey

Well resolved and widely accepted taxonomies are important to our understanding of evolution, ecology, and behavior, and to the management and conservation of species and subspecies (Cutrell et al., 2014; Grubb et al., 2003; Zachos, 2016). This “taxonomic ideal” has, however, seldom been attained. For most taxonomic groups, a start has been made, but much work remains to be undertaken. One example of the magnitude of this problem is the current taxonomy for Africa’s primates with its many on-going debates and the endless list of unanswered questions (Butynski et al., 2013; Groves, 2001; Grubb et al., 2003). A more specific example is provided by the patas monkeys (genus Erythrocebus), a group of large, slender, long-limbed, semi-terrestrial guenons, endemic to tropical Africa (Isbell, 2013). The geographic distribution of patas monkeys (hereafter referred to as “patas”) is large, extending from Senegal across the Sahel to Tanzania (Figure 1 and De Jong & Butynski, 2020a; De Jong et al., 2020). About 19 patas taxa have been described since 1775 (Elliot, 1913; Groves, 2001; Hill, 1966; Napier, 1981).

The current taxonomy for patas, as recognized by IUCN (2020), comprises three species and three subspecies: western patas (E. patas patas), Air Massif patas (E. patas villiersi), eastern patas (E. patas pyrrhonotus), Blue Nile patas (E. poliocephalus), and southern patas (E. baumstarki). This taxonomy is based largely on the study of the colouration and pattern of the pelage. There are only meager morphological data to support this taxonomic arrangement and no molecular data. For all six taxa, the historic geographic limits are poorly known. In terms of the survival of these taxa, the IUCN Red List of Threatened Species (IUCN, 2020) indicates that western patas is “Near
Threatened” (Wallis, 2020), eastern patas is “Vulnerable” (De Jong & Butynski, 2020b), Blue Nile patas is “Data Deficient” (Gippoliti & Rylands, 2020), and southern patas is “Critically Endangered” (De Jong & Butynski, 2020a). The degree of threat status for Aïr Massif patas has yet to be assessed for the Red List.

Patas taxonomy is contentious and in need of support or revision, an exercise to which the three authors of this article are contributing. Since some phenotypic characters have already been examined, at least preliminarily, progress toward this end is largely dependent upon detailed morphological, ethological, biogeographical, and molecular studies. Through the research presented in this article, we hope to move one step closer toward this goal as we prepare to undertake a geometric morphometric study of the crania of patas obtained from across its geographic distribution. In the longer term, however, we hope to complement the quantitative study of morphological differences with multiple lines of evidence using an integrative approach.

1.2 Objectives

In this paper, we examine TTD by taking advantage of an available dataset of 3D landmarks collected on crania obtained for a previous project on the morphological variability of African monkeys (Cardini & Elton, 2017, and references therein). This dataset includes a sample of patas. The sample is small (Figure 1; Table 1) because this genus, which occurs naturally at low densities over most of its range, is poorly represented in museum collections. Nevertheless, this sample is precious, as it includes most of the complete adult specimens found in some of the largest museums of North America and Europe, and because we have 2D photographs for the same individuals for which we have 3D data. To explore whether 2D GMM provides a promising tool for studying the problematic taxonomy of patas and to obtain important information for conservation, we applied 2D and 3D cranial landmarks to the same adult individuals in order to:

1. estimate digitizing error in the 2D photographs and use this estimate as a “benchmark” to better understand the impact on size and shape of a typically much larger source of ME such as the TTD approximation;
2. assess the magnitude of TTD ME relative to the biological variability in size and shape;
3. investigate the nature of the TTD error by exploring the variance–covariance structure of shape data;
TABLE 1 Sample composition for western patas monkey (Erythrocebus patas patas), eastern patas monkey (E. patas pyrrhonotus), and southern patas monkey (E. baumstarki)

| Sex         | Eastern | Southern | Western | Zoo | Total |
|-------------|---------|----------|---------|-----|-------|
| Females     | 4       | 1        | 5       | 2   | 12    |
| Males       | 15      | 3        | 5       | 1   | 24    |
| "Sex-corrected" | 19      | 4        | 10      | 3   | 36    |

4. perform parallel tests in 2D and 3D using “biological questions”, including “taxonomic questions” in relation to group differences in shape and allometry, to test whether 2D data provide the same answers as the more accurate 3D landmarks.

2 | MATERIALS AND METHODS

2.1 | Data: Samples and measurements

2.1.1 | Sample and landmarks

Collection localities are shown in Figure 1 and sample composition is detailed in Table 1. All 36 specimens are adult and all but three are wild animals. The three individuals from zoos do not show unusual cranial morphologies compared to wild specimen and are included in this methodological study to increase sample size (N) and statistical power. As mentioned, obtaining large samples of patas is challenging as they are uncommon in museum collections. This implies that many specimens can be measured only by visiting a large number of museums, which inevitably requires much time and money. Individuals used in this study belong to the collections of the American Museum of Natural History (New York), United States National Museum (Washington, DC), Harvard Museum of Comparative Zoology (Cambridge), British Museum of Natural History (London), Powell Cotton Museum (Birchington, UK), Museum für Naturkunde (Berlin), and Royal Museum for Central Africa (Tervuren, Belgium). A more detailed description of the sample and a list with catalog numbers is available at: www.wildsolutions.nl/morphometrics. Most of the 3D data used in this study are part of a larger set of data on guenons (Tribe Cercopithecini) analyzed by (Cardini et al., 2007; Cardini & Elton, 2008a, 2008b, 2017), described in (Cardini & Elton, 2017), and available for download at: http://www.italian-journal-of-mammalogy.it/Is-there-a-Wainer-s-rule-Testing-which-sex-varies-most-as-an-example-analysis-using.78976.0.2.html).

The configuration of landmarks on the ventral side of the cranium is shown in Figure 2 and described in Table 2. These also detail which 3D landmarks of the original configuration used in previous studies they correspond to. The ventral cranium was chosen as it has a fairly large number of almost coplanar landmarks, which aids in reducing the error due to the flattening of the third dimension. The ventral view of the cranium is also relatively easy to position in a standardized orientation, so that it lays approximately parallel to the lens of the camera (Panasonic Lumix DMC-TZ6 with Leica lens, held ca. 35–45 cm from the specimen, with either no zoom or a maximum 2× zoom factor and resolution of 1,984 by 1,488 pixels). We selected those anatomical landmarks that are both available in this region in the 3D dataset and easy to see in the photographs. A few of the landmarks on the alveolar margin of the premolar-molar toothrow were, however, excluded to reduce redundancy and to have a more evenly spread set of landmarks. From the total configuration of 25 landmarks, we also selected three smaller (“reduced”) configurations that might help to improve the TTD approximation and compared results from these subsets to those of the full configuration. To decide which landmarks to include in the reduced configurations, we considered both the putative importance of the information they convey and estimates of ME (see below for more details). Once we found which of the reduced configuration datasets had a smaller TTD error (see point 2 of the section on statistics), we performed all further analyses (3–4) on this reduced set of landmarks, as well as on the full configuration.

2D landmarks were digitized in TPSDig 2.31 (Rohlf, 2015), only on the left side of the cranium. Although it is generally better to landmark and measure both sides of a symmetric structure (Cardini, 2017), we opted for a one-side only approach for consistency with the 3D dataset. For the 3D data (collected using a three-dimensional digitizer (MicroScribe 3DX; Immersion Corporation, San Jose, CA), this also reduced costs and maximized sample size. The left-side only 2D-measuring of landmarks was repeated after 1 week to have replicates to estimate digitization error. Both sets of measurements were taken by AC. Paired landmarks were then mirrored and the very small asymmetries on the midplane removed following (Cardini, 2017). Because the photographs of the ventral crania were originally taken as snapshots with no specific research purpose, the scale factor in those images is approximate and may show small inconsistencies among individuals. Thus, as in
Cardini and Chiapelli (2020), the 2D data were rescaled using a measure of condylobasal length obtained from the 3D coordinates between landmarks 1 and 19. This is akin to using a simple but accurate caliper measurement taken directly on the crania instead of a distance measured using a scale factor in the photograph, as customary in 2D GMM analyses.

2.1.2 | Geometric morphometrics and software

Landmark-based GMM extracts the features of interest from a study structure by computing the centroid size of a set of anatomical landmarks and, having set centroid size to unit in all individuals, by standardizing positional differences in the sample using a Procrustes superimposition (Rohlf & Slice, 1990). The superimposition produces a new set of variables, the Procrustes shape coordinates. This allows the measurement of multivariate differences in terms of Procrustes distances, which are generally equivalent to Euclidean distances in a multidimensional Euclidean space tangent to the curved Procrustes space (Rohlf, 2000). It is, however, important to bear in mind, as stressed in Cardini (2020a), that Procrustes is a least square approach, which has statistically desirable properties but is not based on a biological model. The “biological arbitrariness” of this choice, thus, prevents univariate analyses of the shape variables, as well as analyses and interpretations of variance one landmark at a time. In contrast, this method performs well, and results can be accurate, when shape coordinates are analyzed all together using multivariate methods (Rohlf, 1998) and the findings are carefully interpreted using diagrams that integrate patterns of covariation over the entire set of landmarks (Klingenberg, 2013).

Another consequence of the Procrustes superimposition is that shape spaces are specific to each landmark configuration. This is also true when the landmarks are the same but one set is 2D and the other is 3D. The dimensionality of the data is also necessarily different in this case, because 2D data have only two coordinates (X and Y) for each landmark, whereas 3D data have a third (Z) coordinate. For these reasons, 2D and 3D results are usually compared with correlational analyses in separate data spaces (as we do specifically to answer our fourth study question). The two types of data can, however, be “brought” into the same space using an
This simply involves adding a zero Z coordinate to the X and Y coordinates of the 2D data, superimposing these data with the 3D data (Figure 3a), and mean-centering the two sets of shapes to remove the bias due to the missing information in the third dimension (Figure 3b). This allows for exploratory analyses in the same data space, such as ordinations and phenograms (Viscosi & Cardini, 2011), as well as analysis of variance (ANOVA; Klingenberg et al., 2002), which is conventionally used to assess whether individual variation in a sample is larger than ME.

For this study, data were Procrustes superimposed and mostly visualized in MorphoJ 1.07a (Klingenberg, 2011), although we did most of the statistical analyses in R (R Core Team, 2020) using scripts written by AC. Specifically, we used the following main R packages: vegan (Oksanen et al., 2011) for permutational analyses of
variance and covariance, and for matrix correlations; car
(Fox & Weisberg, 2011) and adegraphics (Siberchicot et al., 2017) for ordinations and scatterplots; MASS
(Venables & Ripley, 2002) for simulating random normally
distributed multivariate data; and shapes (Dryden, 2019)
and Morpho (Schlager, 2017) for analyses which required
that the superimposition be redone for visualizing 3D super-
imposed shapes in a common space, and for testing classi-
fication accuracy according to taxonomic groups.

2.1.3 | Dataset abbreviations and criteria for
selecting reduced configurations

A summary of all the main abbreviations used in this
study is presented in Appendix A. Here, we describe, in
more detail, the abbreviations for the different sets of data:

“FULL” is the total configuration of 25 left side land-
marks (Figure 2), which became 43 after mirror reflection
of the paired landmarks. “FULL-0” refers to the data
using the full configuration in the two 2D replicates
(i.e., the same photographs digitized twice). “FULL-1” is
the same configuration both with 2D (using for each indi-
vidual the mean of the two digitizations) and 3D data.

“RED” refers to the reduced configurations where land-
marks potentially affected by a relatively larger ME were
removed. To decide these potentially “problematic” land-
marks we used three criteria:

- “RED-2”: in this configuration, we excluded land-
marks with the largest 2D median digitization error in
FULL-0. These were selected by summing the variance
of X and Y coordinates of, for instance, the two repli-
cates of landmark 1. For this, we used the raw coordi-
nates (before doing any superimposition) because they
are separate digitizations of the same photograph and,
therefore, any difference in X and Y is purely due to
digitizing error. As an estimate of the average digitiz-
ing error of this landmark, we took the median of the
variances of landmark 1 across all 36 individuals. We
did the same for all landmarks. Finally, we excluded

FIGURE 3 Procrustes superimposed 3D and 2D shapes (FULL-1) before (a) and after (b) removing their mean difference (side view in
the right half of the figure). The arrows indicate inion (landmark 23), which is off the main plane of the other landmarks even after mean-
centering
the anatomical landmarks whose median 2D digitizing error is larger than the 90th percentile of the medians of all 25 landmarks. Specifically, we removed landmarks 11, 15, 16 and 18 (and the corresponding mirror-reflected paired landmarks). In fact, landmark 16 had a variance (12.5 mm²), which is slightly lower than the 90th percentile (12.8 mm²), but we decided not to include it because we were already aware that 15 and 16 (anterior tip and posterior tip of the external auditory meatus) are difficult to locate precisely both in 2D and 3D.

- “RED-3”: in this configuration, landmarks with the largest median 2D-3D shape variance in FULL-1 were removed. They were selected using the same procedure as in RED-2 but this time the first replicate was 3D data and the second replicate was 2D (means of the two digitizations on the photographs) brought into the same shape space, superimposed (Figure 3a) and mean-centered (Figure 3b) (Cardini, 2014). RED-3 tentatively explores whether a specific landmark might have a very poor TTD approximation. The hints provided by this analysis, however, should be taken with great caution and are potentially misleading because, as mentioned, after a Procrustes superimposition, landmarks cannot be analyzed or interpreted one at a time (Rohlf, 1998; Viscosi & Cardini, 2011, and references therein). Using this approach we excluded landmarks 7, 11 and 23. As this information is preliminary to the main analyses, we need to mention that we did not expect the posterior extremity of the premolar-molar toothrow (landmark 7) to have a particularly large error. This might be a case where we were misled by the superimposition spreading the shape variance across the whole set of landmarks (thus, potentially inflating or deflating variance locally). In contrast, for the other two landmarks (11 and 23), we believe the results are reliable, as we had anticipated that they might have a very large ME. The posterior tip of the nasal spine (11) is difficult to locate precisely, which is why it also has a large 2D digitization error and was excluded from RED-2. The inion (23), however, is relatively easy to digitize with a good replicability but, as suggested by Figure 3a (showing the superimposed 2D and 3D data before mean-centering), it tends to lie well off the plane of most other landmarks and is, therefore, strongly affected by TTD distortions.

- “RED-4” (marked in red in Figure 2): in this last configuration, we selected landmarks by complementing clues obtained in the selection of RED-2 and RED-3 with our knowledge of anatomy to decide which landmarks might be particularly problematic or informative. We, therefore, excluded all those of RED-2 and RED-3 which we most expected to have large errors, but made an exception for landmark 7 (the posterior midpoint onto the alveolar margin of the third molar).

We decided to keep this landmark since we are skeptical about its apparently large TTD error (as explained above), and also because measuring the length of the masticatory tooththrow potentially provides information on a taxonomically and functionally important trait.

### 2.2 Statistics

Before detailing the statistical analyses, which we subdivide into four main subsections corresponding to the four sets of research questions, we here clarify more precisely what components of ME we have assessed, as well as why we believe that flattening the third dimension is the main reason for ME in 2D data compared to 3D (i.e., in FULL-1 and the three RED configurations). For additional information on different sources of ME in GMM, please refer to the reviews of Arnqvist and Martensson (1998) and Fruciano (2016), as well as a recent case study by Fox et al. (2020).

Because all data were collected by a single operator, there is no interoperator bias, which can be a large contributor to ME in GMM shape data (Daboul et al., 2018; Fox et al.; 2020; Fruciano et al., 2017). In the newly collected 2D data, however, besides digitizing error (i.e., the precision or repeatability in locating the landmarks in the same photograph of a specimen), which we assessed, there could be a further source of error in relation to how well (or poorly) the orientation of a specimen in a photograph can be standardized. In fact, orientation errors, together with digitizing error, may affect both 2D and 3D data, with the additional difficulty, in 2D, of landmarking a photograph instead of doing it directly on the 3D structure. Both of these components of ME are, however, part of the differences between 2D and 3D and, therefore, indirectly included in the assessment of the TTD approximation. Nonetheless, it is likely that 2D flattening is a major source of ME in our TTD analysis. This is why we largely interpret the estimates of ME in this main part of the study as principally due to the distortion of the third dimension in the photographs. This interpretation is consistent with the finding (see Section 3) that individual shape variance is 14 times larger than 2D digitizing error (and on average more than 10 times larger using 3D skulls of guenons; Cardini & Elton, 2008a), whereas in the TTD comparison it was only four to five times bigger. Thus, if the digitizing error in the TTD comparison is only slightly larger than in 2D, with the orientation error typically about as large as digitization error (smaller sometimes: Evin et al., 2020; Fox et al., 2020; Jojić et al., 2011; Souto et al., 2019; Jojić, pers. comm.; Cardini, unpublished; although larger in a few cases: Fruciano, 2016; Klenovšek & Jojić, 2016; Murta-Fonseca et al., 2019), the flattening of the third dimension becomes the most likely main source of TTD error.
2.2.1-2.2.2 Analyses comparing the magnitude of ME to biological differences in size and shape using ANOVAs (1) and correlational/graphical approaches (2)

We assessed whether the magnitude of variation among averaged replicates of the individuals in the sample (which for brevity we refer to as “biological” variation) is larger than differences between replicates using hierarchical ANOVAs (analysis of variance) with sex as the main factor and individuals as a random factor (Fruciano, 2016; Klingenberg et al., 2002; Viscosi & Cardini, 2011). This design controls for sex differences before comparing individual variation to the residual variance, which represents differences between replicates (i.e., our estimate of ME). Thus, by statistically controlling for sexual dimorphism, we avoid underestimating the importance of ME relative to individual variation. Taxonomic comparisons of appreciably dimorphic taxa using separate analyses for females and males are generally more desirable (Cardini, 2020a) than “sex-corrections” (such as the one we used here). However, we adopted the strategy of statistically controlling for sex differences in order to increase N in a study where N is low and which is mostly methodological. Thus, as our main aim is the assessment of ME, we preferred to tolerate the cost of a small reduction in biological accuracy in order to gain a higher statistical power.

In relation to sex-correction, we concisely report here an issue that has no consequences on the robustness of our results. In the specific case of an ANOVA on 2D and 3D shapes, brought into the same shape space using Cardini’s (2014) approach, the effect of sex is not completely removed if some of the analyses are later performed separately on the two types of data. For instance, by retesting sex within sex-corrected 2D (or 3D) shape alone, one finds that, on average, about 3% of variance is still explained by sex. This small effect (about 10 times smaller than the total observed sex differences in shape—see Section 3) is a consequence of the interaction between sex and type of data (2D vs. 3D). This interaction term was not included in the ANOVA model because it is small and not significant. If included, however, the sex-correction completely removes sex differences, as if an ANOVA had been done separately within 2D (or 3D). The effect of the interaction in our dataset is, therefore, real but negligible. Indeed, sex-corrected shape distances, without or with the interaction in the model, have an almost perfect matrix correlation ($r = 0.98–1.00$, depending on the configuration). This indicates that the shape similarity relationships are almost the same despite the small amount of sexual dimorphism left in the residuals of the ANOVA with no interaction term. In this study, therefore, the interaction was ignored in all analyses except the parallel tests of taxonomic differences (i.e., the fourth set of tests, described below), which are run separately in 2D and 3D. Yet, even in this last set of analyses, as in all others, the two slightly different ways of sex-correcting shapes produced virtually identical results. Even repeating the parallel tests using only the larger male sample (thus, using no sex-correction) did not appreciably change our findings (as we concisely summarize here). Using male-only data in FULL-1 and RED-4, the main differences were the typically larger percentages of variance explained in the tests of group differences (7–12%, and consistently slightly larger in 2D, although significant only in FULL-1 2D) and the marginally better prediction of taxonomic affiliation using shape in FULL-1 (75–85% cross-validated accuracy in, respectively, 3D and 2D). This first observation is expected, because $R^2$ tends to be over-estimated in small samples (Cramer, 1987; Nakagawa & Cuthill, 2007), while the second observation may be a consequence of a smaller within-taxon heterogeneity (and thus better separation) in same-sex data compared to sex-corrected data. However, as mentioned, none of these small differences changed the conclusions of the main analyses and are briefly discussed here so as to not further distract the reader from the main findings.

We performed ANOVA tests both on size and shape with the same design using the vegan adonis() function and permutations of Euclidean distances (Oksanen et al., 2011). In this and all other tests of significance (see next sections) we used 10,000 permutations for the specific test statistics. For digitizing error in 2D data (FULL-0), the first and second replicates correspond to the first and second digitization of landmarks. In contrast, for the analysis of the TTD approximation (FULL-1 and all the RED configurations), the first replicate used the 3D data and the second replicate the 2D data (averaged between the two digitizations of FULL-0). When analyses required a common shape space, as in the case of the ANOVA, phenograms, and some of the ordinations (see below), the 2D and 3D sets of data were the mean-centered shapes superimposed together, as explained in the section on GMM (Cardini, 2014).

Using “sex-corrected” data (i.e., after removing the mean differences due to sex), we computed the correlation between estimates of centroid size and shape distances in the first and second replicate. For shape, we did this by computing the matrix correlation of Procrustes shape distances in 2D and 3D. Also, for shape, we calculated the proportion of specimens with the two replicates of an individual clustering together as “sisters” in phenograms (unweighted pair group method with arithmetic mean – UPGMA – using the matrix of Procrustes sex-corrected shape distances in the common shape space). If differences between
replicates are small relative to those among specimens in a sample, the expectation is that they will cluster in pairs as nearest neighbors.

2.2.3-2.2.4 Exploring the structure of ME (3) and the congruence of results (4) in 2D with those in 3D

In the sections dedicated to the third (2.2.3) and fourth (2.2.4) set of our research questions, we restricted the analyses to shape in the two configurations which are potentially more interesting, either because they include the most complete information (FULL) or are the most promising in terms of smaller TTD error (RED-4, see Section 3). We did not analyze size because, as in previous studies (Cardini, 2014; Cardini & Chiapelli, 2020), analyses (1–2) demonstrated that centroid size in 2D corresponds accurately to its estimates in 3D, except for a very small bias, which likely leads to a slight underestimate of 2D size. Also, unless we specify otherwise, we analyzed only sex-corrected shape in order to control for the otherwise dominant effect of sex differences.

As before, we employed the FULL configuration in the two sets of 2D digitizations (i.e., the FULL-0 dataset) as a sort of “benchmark” to compare the impact of a strong source of ME, such as the TTD approximation, to a much smaller one, such as digitizing error. Thus, section three explores covariance in relation to ME (2D digitizing error in FULL-0 or TTD error in FULL-1 and RED-4). Section 4, in contrast, explores the congruence of findings from analyses of group differences by comparing them either between the first and second replicate of the 2D landmarks (FULL-0) or between the 2D averaged (between replicates) shapes and the 3D data (FULL-1, RED-4).

2.2.3 Structure of ME

Variance and covariance in relation to ME: Differences in variance covariance

First, using matrix correlations, we explored how well covariance in 2D corresponds, in terms of overall proportionality, to estimates in 3D. We then tested if the magnitude of shape variance is the same in 2D and 3D using paired permutation tests for estimates of total multivariate variance. The tests for differences in magnitude of shape variance are the multivariate equivalent of a (paired) Levene's test for univariate data (Willmore et al., 2006). As test statistics, we employed the absolute difference of each of three estimators of overall multivariate variance: VAR1, the sum of variances of the shape coordinates (whose test is approximately equivalent to using an F ratio—thus, showed in Section 3 together with the corresponding $R^2$, but not tested); VAR2, the mean of pairwise Procrustes shape distances among all individuals in a sample; VAR3, the 90th percentile of the same set of pairwise Procrustes distances used in VAR2. VAR1 is intuitive, as it is a straightforward extension of univariate variance. VAR2 and VAR3 can be interpreted, respectively, as the average difference in shape among all individuals in a sample and the equivalent, based on multivariate distances, of a trimmed range (from minimum to maximum) for univariate data. These types of variance metrics are commonly employed in disparity analyses (Foote, 1997).

Although we did these analyses on sex-corrected shapes, as anticipated, data without sex-correction produced very similar results (not shown).

Variance and covariance in relation to ME: Exploring the strength of covariance in the ME component of shape variation

Cardini and Chiapelli (2020) found that, despite a large TTD error in ventral cranial shapes of equids, tests of “biological” questions (such as the relevance and patterns of allometry and species or sex differences) produced results in almost perfect agreement when performed in parallel on 2D and 3D data. They speculated that, despite inaccuracies in the precise relative positions of the specimens in the 2D shape space compared to the 3D shape space, and the relatively large ME (accounting for ca. 9–19% of variance within, respectively, genus Equus and plains zebra [E. quagga]), the biological covariance of the data was much stronger than that of ME. Thus, they argued that the genuine “signal” (behind the test results and patterns) could overcome the “noise” introduced by the TTD approximation.

To explore Cardini and Chiapelli’s (2020) hypothesis on why 2D may produce accurate results despite an apparently fairly poor TTD approximation, we first checked the magnitude of the correlation between covariance matrices of the first and second replicate. We then compared the mean covariance of the individuals with that of ME (be it the 2D digitizing error, again used as a “benchmark,” or the TTD inaccuracy). Thus, we separated the individual from the error component of shape using the same ANOVA design as in the tests of ME (1–2). On these variables, we computed the covariances of the shape data for the individuals and the ME, and summarized them using histograms and the median of the absolute covariances. The use of the absolute value is justified, as we were not interested in the sign of covariances but only in their average magnitude.

Since we found that covariance is on average much smaller in ME (see Section 3), we wondered if the observed small ME covariances might be simply random noise. This would mean that the error due to the TTD approximation, or the one related to the imprecision of
2D landmarks, is not structured. We used the `mvrnorm()` function in R (Venables & Ripley, 2002) to simulate random normally distributed data with variance and no covariance. In the simulation, variances were those observed in the ME component of shape, but covariances were set to zero. Any covariance found in the simulated data is, therefore, the product of sampling error. However, because the Procrustes superimposition introduces a degree of covariation when nonshape parameters are standardized (Cardini, 2019; Rohlf, 1998; Rohlf & Slice, 1990), we added the simulated random numbers to the mean shape of the dataset and performed a Procrustes superimposition. With these “random” shape data we computed the covariance matrix to be compared with the observed ME covariances. This extra step does not seem to make an appreciable difference as before and after the superimposition the simulated covariance matrices had a correlation of 0.95 or larger. We preferred, however, to include the superimposition of random data to increase comparability with observed shape data. This simulation was run 100 times for each dataset (i.e., FULL-0, FULL-1, and RED-4) and in each simulation we computed the median absolute covariance. The resulting 100 medians were summarized using a histogram, in which we also plotted the medians of the absolute covariances both of the observed ME and individual shape data.

### 2.2.4 Parallel tests of taxonomic differences

In this final part of the study we performed a series of tests related to taxonomic differences between the two largest taxonomic samples, the western patas and eastern patas (thus, excluding the four southern patas crania and three zoo specimens crania). Two analyses were undertaken in parallel, one to compare the first and second digitizations of 2D data (assessing the impact of 2D digitizing error on results), and one to compare the 2D and 3D shape variables (the most interesting comparison to investigate if conclusions from 2D shapes are accurate). As anticipated, we did not analyze centroid size because its ME is, as determined in previous studies (Cardini, 2014; Cardini & Chiapelli, 2020), typically negligible. We did, however, briefly explore centroid size graphically (using box-plot and violin plots) to determine if 2D data really suggest the same pattern of size variation as 3D data in relation to taxonomic groups. On shape, in contrast, we performed three sets of statistical tests:

#### Differences in mean shapes between taxa

We tested the significance of mean differences between western patas and eastern patas in a hierarchical permutational multivariate ANOVA controlling for sex (`adonis()` function using Euclidean distances in `vegan`; Oksanen et al., 2011). Thus, sex is the first main factor followed by taxon. We also calculated the mean classification accuracy (hit rate) of the sex-corrected shape data using a cross-validated between group principal component analysis (XbgPCA; Cardini & Polly, 2020) in Morpho (`groupPCA()` function; Schlager, 2017) and assessed if it was better than expected by chance using a random chance baseline based on 100 randomizations (Kovarovic et al., 2011; Solow, 1990; White & Ruttenberg, 2007). Finally, we illustrated the patterns of sex-corrected shape variation in the two taxa using ordinations (principal component analysis, PCA, and also XbgPCA) and visualized the mean differences in shape with wireframe diagrams both for 2D and 3D data (Klingenberg, 2013).

#### Differences between taxa in magnitude of sex-corrected shape variance

These were tested using permutations and the same test statistics (VAR1, VAR2, and VAR3) as explained in the previous subsection but, because the groups (i.e., western patas and eastern patas) are now independent, the permutations simply affiliated randomly the individuals to the groups to simulate the null hypothesis of no differences.

#### Static allometric trajectories of sex-corrected shapes in western patas and eastern patas

We tested the significance and divergence of static allometries (Klingenberg, 1998) using a permutational multivariate analysis of covariance (ANCOVA, in `vegan` using the `adonis()` function and Euclidean distances; Oksanen et al., 2011). In this analysis, the “taxon by centroid size” interaction tests the significance of the differences in the allometric trajectories, for which we also computed the angles in the multivariate space.

### 3 RESULTS

As with the methods, we present the results by subdividing them into four sections which correspond to the four sets of research questions.

#### 3.1-3.2 Analyses comparing the magnitude of ME to biological differences in size and shape

ANO Vas of size (Table 3) are dominated by sex differences that in all datasets account for about 75% of total variance. Individual variation, sex-corrected by controlling for differences between females and males, accounts for almost all the remaining variance (25%), with ME
explaining only 0.04% (2D digitizing error in FULL-0) to 0.3% (TTD error in FULL-1) of centroid size differences. This means that individual "biological" variation is, respectively, almost 600 and 100 times larger than ME. RED-4 shows the best 2D approximation of 3D centroid size, with an $R^2$ of 0.1% (i.e., differences between 2D and 3D estimates of size are more than 200 times smaller than those among sex-corrected individuals). The correlation between 2D and 3D centroid size ranges from 0.98 (FULL-1 and RED-3) to 1.00 (FULL-0).

Sexual dimorphism is important also for shape (Table 4) but accounts for a smaller percentage of total variance (ca. 25%). Sex-corrected individual variation, in contrast, explains most of the variance (58–66%), whereas ME is almost two orders of magnitude larger than for size ($R^2 = 5$–15%). 2D digitizing had the smallest error ($R^2 = 5$%) with individual variation 14 times larger than ME. TTD error is larger than 2D digitizing error, but about the same in all configurations ($R^2 = 15$%) except RED-4 ($R^2 = 14$%). For this reason, as well as for its slightly larger differences among individuals compared to other configurations except RED-3, individual variation in RED-4 is five times larger than TTD ME but only four times bigger in all other configurations.

Correlations of pairwise Procrustes shape distances mirror the "ranking" suggested by the ANOVA$s R^2$s in terms of relative importance of ME with FULL-0 having the highest ($r = 0.93$) and RED-4 the second highest ($r = 0.80$) correlations. The other three TTD datasets (FULL-1, RED-2, and RED-3) shows lower correlations ($r = 0.71$–0.79) and, thus, confirm the marginally smaller TTD ME of RED-4. In the phenograms (not shown, except for FULL-1, used as an example in Figure 4), however, RED-4 turns out not to be the configuration with the highest percentage of correctly paired replicates. Both RED-3 and RED-2 perform slightly better than RED-4 (respectively, 50–47% vs. 44%), whereas FULL-1 performs slightly worse (42%). 2D digitizing error (FULL-0), in contrast, is again much smaller than TTD error in terms of individuals with sister replicates in the phenogram, as

---

**Table 3** Ventrail cranial size: analysis of variances testing if individual variation is significantly larger than measurement error (ME); in the last column, the correlation between the two replicates, after controlling for sex, is also shown

| Configuration | Factor   | df | SS   | MS    | $F$   | $p$     | $R^2$ | $R^2$ ratios | $r$ |
|---------------|----------|----|------|-------|-------|---------|-------|--------------|-----|
| FULL-0        | Sex      | 1  | 57,869.5 | 57,869.5 | 101.53 | **.0001** | 74.9% | 3            |     |
|               | Individual | 34 | 19,379.5 | 570.0   | 614.57 | **.0001** | 25.1% | 580          | 1.00|
|               | ME       | 36 | 33.4  | 0.9    | 0.04%  |         |       |              |     |
|               | Total    | 77,282.3 |       |       |       | 100.0%  |       |              |     |
| FULL-1        | Sex      | 1  | 59,202.8 | 59,202.8 | 101.56 | **.0001** | 74.7% | 3            |     |
|               | Individual | 34 | 19,820.0 | 582.9   | 97.01  | **.0001** | 25.0% | 92           | 0.98|
|               | ME       | 36 | 216.3 | 6.0    | 0.3%   |         |       |              |     |
|               | Total    | 79,239.1 |       |       |       | 100.0%  |       |              |     |
| RED-2         | Sex      | 1  | 49,132.4 | 49,132.4 | 99.05  | **.0001** | 74.3% | 3            |     |
|               | Individual | 34 | 16,865.3 | 496.0   | 111.40 | **.0001** | 25.5% | 105          | 0.99|
|               | ME       | 36 | 160.3 | 4.5    | 0.2%   |         |       |              |     |
|               | Total    | 66,158.0 |       |       |       | 100.0%  |       |              |     |
| RED-3         | Sex      | 1  | 56,164.7 | 56,164.7 | 104.69 | **.0001** | 75.3% | 3            |     |
|               | Individual | 34 | 18,241.1 | 536.5   | 137.37 | **.0001** | 24.5% | 130          | 0.98|
|               | ME       | 36 | 140.6 | 3.9    | 0.2%   |         |       |              |     |
|               | Total    | 74,546.4 |       |       |       | 100.0%  |       |              |     |
| RED-4         | Sex      | 1  | 46,900.0 | 46,900.0 | 101.76 | **.0001** | 74.9% | 3            |     |
|               | Individual | 34 | 15,671.0 | 460.9   | 219.40 | **.0001** | 25.0% | 207          | 0.99|
|               | ME       | 36 | 75.6 | 2.1    | 0.1%   |         |       |              |     |
|               | Total    | 62,646.6 |       |       |       | 100.0%  |       |              |     |

Note: In this and following tables, significant ($p < .05$). $p$ values are emphasized using italics or bold italics if highly significant ($p < .01$); $R^2$ ratios compare the variance explained by one factor (numerator) to the one explained by the next factor (denominator; i.e., how large sex-related variance is compared to individual differences or how large the individual differences are compared to ME); a gray background is used for results of FULL-0, which only concern 2D digitizing error.

*This is just 2D digitizing error whereas in all other cases ME is mainly TTD error.
this happens almost 100% of the time compared to the ca. 50% that we report above for TTD data.

Thus, among the configurations used to assess TTD, differences in the magnitude of ME are small but, both for size and shape (with the exception of the phenograms), RED-4 seems slightly less impacted by TTD errors. The next two series of analyses are, therefore, performed using RED-4, as well as the complete set of landmarks (FULL-1, plus FULL-0 for 2D digitization error).

### 3.3 | Variance and covariance in relation to ME

#### 3.3.1 | Differences in variance covariance

The correlation between variance covariance matrices (Table 5) is close to one (0.95) for FULL-0 (first vs. second replicate of the 2D digitizations), but smaller (ca. 0.8) when 2D is compared with 3D (FULL-1 and RED-4). This is consistent with correlations of Procrustes shape distances and the ANOVA results (Table 4) which show a small 2D digitization error (FULL-0) but a larger TTD error (FULL-1 and RED configurations). RED-4, again, does marginally better than FULL-1 ($r = 0.81$ and 0.75, respectively).

The difference in the magnitude of variance between the first and second digitization of the 2D photographs is significant only for VAR2 ($0.05 > p > 0.1$) and marginally significant ($0.1 > p > 0.05$) for VAR1, with absolute deviations from the means of the two replicates accounting for less than 1% of variation (Table 5). Thus, it seems that for FULL-0, variance is approximately the same in the two replicates and differences are overall minor and negligible. In contrast, all test statistics are significant (with most highly significant—$p < 0.01$) when 2D is compared with 3D using FULL-1 and RED-4. $R^2$ is approximately 5%, and 3D shapes consistently show larger variance than 2D.

#### 3.3.2 | Exploring the strength of covariance in the ME component of shape variation

The correlation between covariance matrices (excluding the diagonal with variances) of individuals and ME is

| Configuration | Factor | df | SS     | MS     | F      | p      | $R^2$ | $R^2$ ratios | Matrix r | Sister repl. |
|---------------|--------|----|--------|--------|--------|--------|-------|-------------|----------|--------------|
| FULL-0        | Sex    | 1  | 0.05605| 0.001367| 14.97  | **.0001**| 29.1%| 0.4         | 100.0%   |              |
|               | Individual | 34 | 0.12732| 0.000091| 30.23  | **.0001**| 66.2%| 14          | 0.93     |              |
|               | ME     | 36 | 0.00892| 0.000003| 4.6    |          | 4.6%  | 100.0%      | 97%      |              |
|               | Total  |    | 0.19229|         |        |        |       |             |          |              |
| FULL-1        | Sex    | 1  | 0.05449| 0.000447| 16.00  | **.0001**| 27.2%| 0.5         | 100.0%   |              |
|               | Individual | 34 | 0.11579| 0.000028| 4.10   | **.0001**| 57.8%| 4           | 0.77     |              |
|               | ME     | 36 | 0.02989| 0.000007| 14.9   |          | 14.9%| 42%         |          |              |
|               | Total  |    | 0.20017|         |        |        |       |             | 100.0%   |              |
| RED-2         | Sex    | 1  | 0.05581| 0.000553| 16.28  | **.0001**| 27.7%| 0.5         | 100.0%   |              |
|               | Individual | 34 | 0.11655| 0.000034| 4.24   | **.0001**| 57.8%| 4           | 0.79     |              |
|               | ME     | 36 | 0.02912| 0.000008| 14.5   |          | 14.5%| 47%         |          |              |
|               | Total  |    | 0.20148|         |        |        |       |             | 100.0%   |              |
| RED-3         | Sex    | 1  | 0.03522| 0.000320| 11.50  | **.0001**| 21.6%| 0.3         | 100.0%   |              |
|               | Individual | 34 | 0.10413| 0.000028| 4.61   | **.0001**| 63.8%| 4           | 0.71     |              |
|               | ME     | 36 | 0.02392| 0.000006| 14.7   |          | 14.7%| 50%         |          |              |
|               | Total  |    | 0.16327|         |        |        |       |             | 100.0%   |              |
| RED-4         | Sex    | 1  | 0.04786| 0.000488| 13.60  | **.0001**| 24.7%| 0.4         | 100.0%   |              |
|               | Individual | 34 | 0.11971| 0.000036| 4.80   | **.0001**| 61.7%| 5           | 0.80     |              |
|               | ME     | 36 | 0.02638| 0.000007| 13.6   |          | 13.6%| 44%         |          |              |
|               | Total  |    | 0.19395|         |        |        |       |             | 100.0%   |              |

*aThis is just 2D digitizing error whereas in all other cases ME is mainly TTD error.

TABLE 4 Ventrall cranial shape: Multivariate analysis of variances testing if individual variation is significantly larger than measurement error (ME); in the second to last column, the matrix correlation between the pairwise sex-corrected shape distances (first vs. second replicate) is shown; the last column reports the percentage of cases with replicates clustering as pairs “within” individuals (“sister replicates”)
very modest (ca. 0.2–0.3; Table 6). This suggests large differences in covariance structure between these two components of shape. Absolute covariances of individuals are also typically larger than those of ME (Figure 5). This is particularly evident when individuals are compared to 2D digitizing error (FULL-0; Figure 5a). Most of the covariances of this type of ME (in blue) are close to zero, whereas a large proportion (82%) of covariances among individuals (in red) are larger than that. The same is true for TTD errors in FULL-1 and RED-4 (78% of individual covariances larger than those of ME), but TTD error seems to show more structure and a larger overlap with individual absolute covariances.

Indeed, that covariance is largely random for 2D digitizing error but more structured for TTD is confirmed in the simulation of random data with variance of the same magnitude as ME but with no covariance. As an example, Figure 6 illustrates the pattern of covariance of individuals, ME error, and simulated random noise by using a PCA performed on each of the three types of data. The example is specific to FULL-0 (with ME due to 2D digitizing error) and RED-4 (with ME being mainly that of the TTD approximation), but the reasoning and results (not shown) are similar in other cases. In general, multivariate data with a strong covariance should produce a few dominant PCs, as a small number of dimensions captures most of the variance in highly correlated data. This is what happens for the individuals in both datasets (Figures 6a1,b1). In contrast, random noise should produce PCs which explain about the same amount of variance, although a certain degree of “structure” might be found even for random noise when sample size is small compared to the number of variables (Bookstein, 2019).

| Configuration | All individuals with sex-corrected shape |
|---------------|----------------------------------------|
|               | Statistic | r   | Ratio² | Statistic | p       | R² (%) |
| FULL-O        | varcov    | 0.95 | 0.302  |           | 0.4%    |
|               | F ratio   | 1.1  | 0.00015|           | 0.549   |
|               | VAR1      | 1.0  | 0.00239|           | 0.0463  |
|               | VAR2      | 1.0  | 0.00186|           | 0.3737  |
|               | VAR3      | 1.0  | 0.00186|           | 0.3737  |
| FULL-1        | varcov    | 0.75 | 3.604  |           | 4.9%    |
|               | F ratio   | 1.2  | 0.00044|           | 0.0007  |
|               | VAR1      | 1.1  | 0.00715|           | 0.0004  |
|               | VAR2      | 1.1  | 0.00736|           | 0.244   |
|               | VAR3      | 1.1  | 0.00736|           | 0.244   |
| RED-4         | varcov    | 0.81 | 4.056  |           | 5.5%    |
|               | F ratio   | 1.3  | 0.00053|           | 0.0002  |
|               | VAR1      | 1.1  | 0.00838|           | 0.0002  |
|               | VAR2      | 1.1  | 0.01046|           | 0.0071  |

²Second to first replicate for 2D digitizations and 3D to 2D for TTD data: thus, for instance, if >1 for FULL-1 or RED-4, that means that 3D shape has more variance than 2D.

---

TABLE 5 Correlation between variance covariance matrices (varcov), and paired tests (using 10,000 permutations) for differences in magnitude of sex-corrected shape variation between replicates: First versus second digitization for FULL-0 and 2D versus 3D in the other instances.

---

FIGURE 4 Phenogram using, as an example, the sex-corrected FULL-1 Procrustes shape distances. Individuals are numbered progressively from 1 to 36. This number is followed by a label indicating the type of shape data (2D or 3D). The tree shows 42% of individuals with 2D and 3D replicates clustering together as “sisters”
### TABLE 6  Summary statistics for covariances of sex-corrected shapes: Matrix correlation between individual and measurement error (ME) covariances (signed and excluding variances) and comparison of absolute covariances between individuals, ME and simulated ME with no covariation

| Configuration | $r_{\text{indiv. vs. ME}}$ | Obs. vs. simulated | Summary statistics | Abs. Covariances | Ratios |
|---------------|-----------------|------------------|-------------------|-----------------|-------|
| FULL-0        | 0.25            | Obs.: median     | Individuals       | 0.00000314      | 3.14  |
|               |                 | Obs.: median     | 2D digitizing error | 0.00000100      | 1.3   |
|               |                 | Simulated: median| Random error      | 0.00000008      |       |
|               |                 | Simulated: 95th percentile | Random error | 0.00000008      |       |
| FULL-1        | 0.15            | Obs.: median     | Individuals       | 0.00000108      | 3.4   |
|               |                 | Obs.: median     | TTD error         | 0.00000032      | 1.3   |
|               |                 | Simulated: median| Random error      | 0.00000024      |       |
|               |                 | Simulated: 95th percentile | Random error | 0.00000025      |       |
| RED-4         | 0.16            | Obs.: median     | Individuals       | 0.00000141      | 3.5   |
|               |                 | Obs.: median     | TTD error         | 0.00000040      | 1.4   |
|               |                 | Simulated: median| Random error      | 0.00000028      |       |
|               |                 | Simulated: 95th percentile | Random error | 0.00000030      |       |

Note: Ratios of medians (individual vs. ME and ME vs. “random ME”) are shown in the last column.

![Distribution of absolute covariances for the sex-corrected individuals (red) and the ME residuals (blue): (a) FULL-0; (b) FULL-1; and (c) RED-4](image-url)
Cardini, 2019). Thus, as evident in Figures 6a3, b3, variance accounted for by simulated random noise decreases fairly smoothly as one moves from the first to higher order PCs. In contrast, variances accounted for by either digitizing (Figure 6a2) or TTD error (Figure 6b2) are somewhat in between the strong pattern of individual shapes and the gradual pattern of random data. This is suggested by PC1 of ME explaining some 50% less variance than PC1 of individuals but about twice the variance explained by PC1 of simulated random noise. It should also be noted that the difference between observed ME and random noise is particularly pronounced for TTD data.

Table 6 and Figure 7 show the overall results of the simulations, which confirm the impression from Figures 5 and 6. ME has a median absolute covariance above the 95th percentile of the medians in the 100 simulated datasets and is, therefore, significantly larger (ca. 30–40%) than expected in random variables with the same variance but no real covariance (except for that due to sampling error and the superimposition). The median absolute covariance of ME is, however, much smaller than for individuals. More precisely, the median absolute covariance of individuals is more than 30 times larger than that of 2D digitizing error (FULL-0) and about 3–4 times larger than the TTD error (FULL-1 and RED-4). Overall, these results suggest that ME is not random and has structure, but weak when compared to covariation in relation to differences among individuals.

### 3.4 Parallel tests of taxonomic differences

Analyses restricted to western patas and eastern patas (after controlling for sex) confirm the very high congruence of size data, with 2D and 3D suggesting virtually identical patterns of differences (Figure 8): eastern patas have, on average, larger crania, but the range of sizes in the two taxa overlaps extensively. As anticipated, all further analyses were done only on sex-corrected shape, whose larger ME makes crucial the question about whether 2D and 3D shape results are similar.
3.4.1 Differences in mean shapes between taxa

Tests of group differences in shape using the FULL configuration, as well as RED-4, confirm the strong effect of sex (accounting for ca. 40% of variance) and suggest negligible differences between western patas and eastern patas (Table 7). Mean differences are never significant and account for less than 3% of shape variance. The interaction between sex and taxon is also small ($R^2 = \text{ca. } 4\%$) and does not reach significance. This supports the appropriateness of controlling for sex, as patterns do not differ statistically between the two groups. As for other tests, however, nonsignificance may be due to the low power imposed by small samples.

Cross-validated classification accuracy ranges, on average, from 55% to 65%. This is only slightly better than chance (median baseline = 48–52%), and never above the 95th percentile of 66–72% required for significance. Thus, the XbgPCA classification also indicates negligible differences in shape regardless of the configuration and type of data.

Indeed, the congruence between 2D and 3D data is almost perfect in terms of conclusions about significance but also, and more importantly in terms of estimates of the magnitude of the differences, with very similar $R^2$s and hit rates. In fact, differences in results of tests for differences between taxa are slightly larger between the first and second digitization of 2D data than between 2D and 3D data. For instance, for the effect of taxon, the FULL-0
The $R^2$ difference between 2D replicates is 0.4%, whereas for 3D versus 2D in FULL-1 and RED-4 it is, respectively, 0.2% and <0.1%. Similarly, with hit rates, the first and second 2D digitization show a difference of 7% (with the first digitization having higher classification accuracy), whereas the corresponding differences between 3D and 2D in FULL-1 and RED-4 are, respectively, 4% and 0% (with 3D shapes being marginally more accurate in group prediction only in FULL-1).

Scatterplots of ordinations summarizing RED-4 shape data also confirm the results of the statistical tests with an almost complete overlap of western patas and eastern patas (Figure 9). PCAs show a small separation of their respective means both in 3D and 2D data (Figure 9a1,b1) and slight differences in patterns of variation between the two taxa. These are suggested by the orientation and elongation of the confidence envelopes which, however, are not always congruent between 2D and 3D. In contrast, XbgPCA scatterplots (Figures 9a2,b2) show almost identical patterns both in 2D and 3D, with very close means and overlapping confidence envelopes consistently vertically stretched (i.e., in the main direction of nonbetween group variance). Ordinations (not shown) for FULL-1 suggest similar conclusions of strong congruence with mostly minor differences between 2D and 3D data.

Shape diagrams of RED-4 mean shapes of western patas and eastern patas in 2D and 3D (Figure 10) must be magnified 10 times to visualize small differences. We do not describe these nonsignificant differences, as they are tiny. In contrast, it is interesting to observe that, even in spite of the huge magnification, 3D and 2D produce an almost perfect match in shape changes in all anatomical regions of the ventral cranium except the basisphenoid-basioccipital region. Here, 2D shows a widening of the bone and slight enlargement of the occipital foramen in western patas compared to eastern patas, whereas 3D suggests the opposite. Without magnification, however, the 2D and 3D patterns look almost identical, both showing very minor differences between taxa.

### 3.4.2 Differences between taxa in magnitude of sex-corrected shape variance

None of the tests (first or second 2D digitization or 2D vs. 3D) show appreciable differences in shape variance between western patas and eastern patas (Table 8), although the latter, with its larger $N$, consistently has slightly larger values. 2D, however, tends to moderately overestimate this small difference showing larger $R^2$'s (ranging from ca. 2% to 6%) and variance ratios. This suggests that eastern patas vary approximately 10% more than western patas. In contrast, 3D shapes have smaller $R^2$'s (ca. 1%), with variance in eastern patas only 3% larger, on average, than in western patas. Thus, although the agreement between 2D and 3D results is slightly less precise than between the first and second 2D digitization (unlike what we found with group mean differences in Section 3.4.1), the bias in 2D is small and does not affect the conclusions of the tests.

### 3.4.3 Static allometric trajectories of sex-corrected shapes in western patas and eastern patas

Results of tests of taxonomic differences in static allometry are also highly congruent between 2D and 3D data (Table 9). None of the factors in the multivariate ANCOVAs is significant in any of the datasets except for centroid size, which is always highly significant ($p < .01$) and accounts for 10–11% of variance in the total configuration (FULL-0 and FULL-1), and slightly more (13%) in RED-4. The effect of taxon, as well as the effect of the interaction of taxon and centroid size,
which tests whether allometries differ between western patas and eastern patas, are not significant. Indeed, they account for very small amounts of shape variance (2–4%). Nevertheless, in the highly dimensional shape spaces, the angles formed by the allometric trajectories of the two patas taxa are large (ca. 49–50° on average). Angles are very similar in 3D and 2D being, respectively, 53–55° in FULL-1 and 48–50° in RED-4. In fact, the discrepancy in estimates of the angles of allometric vectors is larger in the comparison of the first and second 2D digitization, with a difference of 5° (53° vs. 58°), compared to just 2° in the TTD datasets.

### Discussion

#### 4.1 Aim and context

ME in GMM has received more attention in the last decade, as shown by Fruciano (2016) in his detailed
review, but also as summarized, in the specific context of TTD errors, by Cardini and Chiapelli (2020). The renewed interest in ME is welcome, as the field has encountered increasing success over the years (Adams et al., 2013), but most of its focus has been on new methods and innovative applications (Cardini & Loy, 2013). Much less attention has been devoted to the centrality of accurate data (Cardini, 2020a) and other less “fashionable” topics, including ME. Arnqvist and Martensson (1998) wrote their important and highly cited contribution on ME in GMM almost 20 years before Fruciano’s (2016) much needed update. Exactly 20 years have passed since Roth’s (1993) early, but largely ignored, warning on the potential problems of 2D studies and the publication of a series of papers

FIGURE 9 Scatterplots summarizing RED-4 sex-corrected shape variance (percentages of total in parentheses) of eastern patas and western patas ventral crania with 2D and 3D data in separate shape spaces (95% confidence envelopes are shown as well as mean shapes [filled circles] for the two groups). In the PCA (a1–b1), 2D and 3D both suggest a large overlap between eastern patas and western patas, although with a more elongated scatter for western patas, especially in 2D. The XbgPCAs (a2–b2, with res-PC1 representing the main axis of nonbetween group variance) confirm, regardless of the type of data, the lack of appreciable mean differences and the almost complete overlap of the two groups.

FIGURE 10 RED-4 average sex-corrected shapes of (a) eastern patas and (b) western patas magnified 10×. 3D means (lighter and thinner lines) were manually superimposed on 2D means (darker and thicker lines) to emphasize differences. Despite the huge magnification, they overlap almost perfectly except in the basisphenoid-basioccipital region.
on TTD errors (see Cardini & Chiapelli, 2020 for references) initiated by Álvarez and Perez (2013) and Cardini (2014).

ME is especially important for a careful assessment of small taxonomic differences among closely related taxa. 2D photographs, as we explained in the Introduction, are a very convenient source of information for taxonomic studies using morphological data. They are relatively easy to acquire and low cost. However, if measurements on photographs provide an inaccurate representation of the real 3D structures, results can be misleading. The validity of 2D data is generally taken for granted and hardly mentioned in most GMM analyses using photographs. Yet, this implicit assumption is crucial, should be discussed and, whenever possible, tested at least with a small sample in order to explore the appropriateness of the TTD approximation in relation to the specific study question.

As the main research on TTD errors has been concisely presented by the recent paper of Cardini and Chiapelli (2020), we refer readers to that article for an overview of the main findings and approaches. Here we focus our discussion on a comparison with two other studies (Cardini, 2014; Cardini & Chiapelli, 2020) that, as in this paper, consistently used all three main methods to explore TTD congruence. Thus, we discuss findings using the approach of Cardini (2014), which tests TTD error within a common 2D–3D shape space, as well as findings from correlational analyses and the comparison of results from tests run in parallel in 2D and 3D. These previous studies are not only more directly comparable to our study of patas, but also provide a complementary point of view on cranial TTD approximation in different groups of mammals. Cardini (2014) used marmots as a case study. Marmots are are rodents with an adult body mass of about 3–7 kg (Armitage, 1999) and crania about 8 cm in length (Cardini, unpublished). Cardini and Chiapelli (2020), in contrast, analyzed much larger animals, the living equids, which are typical representatives of the terrestrial mega-fauna, with a body mass at least 25 times (Clauss et al., 2009) that of the largest marmot and crania 50 cm or more in length. In terms of size, patas crania are somewhat in between. Although much smaller than equids, patas have an average adult body mass (ca. 7 kg for female and 12 kg for male E. p. patas; Isbell, 2013) about twice that of marmots, and cranial lengths of 8–11 cm. Patas are, to our knowledge, the first example of an in depth study of TTD errors in primates. Thus, we work with representatives of a different order of placentals (Primates), but within the same evolutionary and taxonomic context as Cardini (2014) and Cardini and Chiapelli (2020), who focused on the relatively small variation typical of microevolutionary studies of adults within the same species or, at the boundary between micro- and macroevolution, within the same genus. The analyses we performed on patas are, nevertheless, more extensive, as they include differences in the magnitude and structure of shape variance–covariance, as well as an exploratory examination of the covariance structure of ME. In the next sections, starting with size followed by

| Configuration | Test statistics | 1st replicate or 3D | 2nd replicate or 2D |
|---------------|----------------|---------------------|---------------------|
|               | Ratio<sup>a</sup> | Statistic | p  | R² (%) | Ratio<sup>a</sup> | Statistic | p  | R² (%) |
| FULL-O        | F ratio         | 1.014 | .3265 | 3.6% | 0.444 | .5119 | 1.6% |
| VAR1          | 0.9            | 0.00026 | .4440 | 0.9 | 0.00016 | .6428 |
| VAR2          | 0.9            | 0.00419 | .4628 | 1.0 | 0.00231 | .6877 |
| VAR3          | 0.9            | 0.00799 | .3860 | 0.9 | 0.00783 | .4888 |
| FULL-1        | F ratio         | 0.234 | .6365 | 0.9% | 0.667 | .4278 | 2.4% |
| VAR1          | 1.0            | 0.00006 | .8142 | 0.9 | 0.00018 | .5668 |
| VAR2          | 1.0            | 0.00074 | .8533 | 0.9 | 0.00293 | .5898 |
| VAR3          | 1.0            | 0.00291 | .6749 | 0.9 | 0.00593 | .5071 |
| RED-4         | F ratio         | 0.305 | .5856 | 1.1% | 1.652 | .2094 | 5.8% |
| VAR1          | 1.0            | 0.00007 | .7896 | 0.8 | 0.00024 | .3593 |
| VAR2          | 1.0            | 0.00107 | .7962 | 0.9 | 0.00451 | .3423 |
| VAR3          | 1.0            | 0.00150 | .7948 | 0.9 | 0.00689 | .3150 |

<sup>a</sup>Ratio between VAR in western and eastern patas; ratios <1 indicate larger variance in eastern patas.
the main analysis on shape, we summarize the most important findings and compare them with previous research.

### 4.2 Centroid size: Excellent TTD approximation, and the importance of coplanar landmarks

ANOVPAs, correlations, and summary plots all confirmed that 2D data provide estimates of centroid size which are almost perfectly congruent with those from 3D measurements. This is in agreement with Cardini (2014) and Cardini and Chiapelli (2020), hence our focus on cranial shape. Indeed, 2D centroid size is accurate and shows no strong bias in patas ventral crania. For instance, using all landmarks (FULL-1), the average deviation in western patas and eastern patas is within ±1–2 mm of the corresponding 3D estimates, which in relative terms translates to an inaccuracy of less than 1%. For comparison, the same differences in mean centroid size between the first and second 2D replicates (FULL-0) are, on average, about 0.5 mm, but that is only 2D digitization error on the same
photographs and would probably be about twice as large (see the relative discussion in Section 2) if specimens had been repositioned and rephotographed. Thus, TTD error in patas cranial size is only slightly larger than expected in replicates of 2D landmarks and smaller than TTD inaccuracies in marmots (Cardini, 2014) and equids (Cardini & Chiapelli, 2020), in which 2D centroid size was precise but on average tended to slightly (ca. 2% or less) over-estimate (marmot lateral and ventral cranial views) or under-estimate (marmot hemimandibles and equid ventral crania) 3D centroid size.

Two-dimensional centroid size is, in fact, expected to be biased and typically underestimate the size of a 3D structure because distances between landmarks and their centroid are smaller when variation in depth cannot be measured. Depending on its position, however, relative to the landmarks, the scale factor in a photograph may consistently bias measurements in two directions (downward, if placed higher than most landmarks, and upward, if lower). For instance, the position of the scale factor below the landmarks was the likely explanation for centroid size over-estimates in marmot crania (Cardini, 2014). Measuring a long interlandmark distance with a caliper, such as condylobasal length, directly in 3D, and using this measure to rescale landmarks from 2D photographs, may avoid issues with the scale factor in the photograph and contribute to reducing error in estimates of size. For accuracy it is even more important that landmarks are mostly coplanar.

In the ventral crania of patas, only one landmark (inion, Figures 2 and 3) lies well outside the main plane defined by the configuration. It is not always easy to know precisely which landmarks might be less coplanar than others. Cardini (2014) argued that the zygomatic arches may often be problematic, but that is specific to the anatomy of the study taxon and the orientation of the cranium. In side view, for example, it is very common to have landmarks on the midplane, as well as around teeth, orbits, and zygoma (Alhajeri, 2018; Bohórquez-Herrera et al., 2017; Borges et al., 2017; Cardini et al., 2005; Chemisquy, 2015; Chevret et al., 2020; D’Anatro & Lessa, 2006; dos Reis et al., 2002; Evin et al., 2008; Fornel et al., 2010; Lalis et al., 2009; Loveless et al., 2016; Marcy et al., 2016; Milevič et al., 2010; Myers et al., 1996; Panchetti et al., 2008; Pandolfi et al., 2020; Samuels, 2009; Scalici et al., 2018; Yazdi, 2017; Yazdi et al., 2012). These inevitably span multiple depths and may strongly distort estimates of size and shape in closely related species. Thus, coplanarity seems crucial in studies of small differences and, together with rescaling the raw coordinates using a 3D distance, likely explains why the inaccuracy in centroid size estimates is so small in our dataset and the error seems random, with no consistent bias. This observation strengthens the conclusion of previous research on marmots and equids that, at least in crania of mammals of medium or large size, centroid size can be accurately measured using photographs as long as the photographic setting is reasonably standardized, the landmarks are mostly coplanar, and the scaling factor is accurate.

4.3 Magnitude of TTD error in shape

Unlike for size, the magnitude of TTD error for shape is large. Individual variation within sex-corrected patas is only 4–5 times larger than differences between 2D and 3D, which is similar to findings in marmot crania (Cardini, 2014) but slightly more than in equids (Cardini & Chiapelli, 2020) (with individual variance about four - marmots - and three - equids - times TTD error variance). Only in the relatively flat marmot hemimandibles were individual differences much larger (approximately nine times) than TTD error (Cardini, 2014) but, in that dataset, individual variance was slightly inflated by the inclusion of a few young animals in a sample of mostly adult animals. Thus, overall, it seems that TTD error, especially within fairly homogeneous samples of adult mammal crania, accounts for a large proportion of shape variance within a species or, in the case of patas, between putative subspecies.

Individual variation was, nevertheless, significantly larger than TTD error in all three studies, but significance on its own does not mean that ME is negligible. The ANOVA test simply rejects the null hypothesis that differences among individuals are as large as differences between 2D and 3D, but cannot rule out the possibility that the latter are large enough to make 2D results inaccurate. In fact, if individual variation is only about 3–5 times larger than TTD error, then the inaccuracy in the approximation of 3D shapes in 2D has an effect size about as large as interspecific differences within a genus of mammal. For instance, individual differences within a species of marmot (Cardini, 2014) or equid (Cardini & Chiapelli, 2020) are about 2.5–5.5 times larger than interspecific variation, which is the same range as when individual variation is compared with TTD error.

The relatively modest congruence of 2D and 3D shapes is evident also by the moderate correlations between corresponding matrices of Procrustes shape distances. In the ventral crania of equids (Cardini & Chiapelli, 2020), r ranged from about 0.5 to 0.6 (respectively, within plains zebra or Equus regardless of species), while in marmots (Cardini, 2014) it ranged from 0.5 to 0.7 for crania and up to 0.84 for hemi-mandibles. If we only consider cranial data, which are more directly comparable across taxa, these correlations are only slightly
smaller than in patas (r ≈ 0.7–0.8). The difference is unlikely to be a consequence of the smaller size of the patas sample. Cardini and Chiapelli (2020) showed that small random subsamples of either plains zebras or the total Equus sample produce a larger range of values of matrix correlations (i.e., lower precision) but, on average, estimates are very similar to (actually, very slightly smaller than) those observed including all specimens. Indeed, in small samples, unlike $R^2$ that is biased upward (Cramer, 1987), r tends to be underestimated, especially when in the range of approximately 0.5–0.8 (Zimmerman et al., 2003). Thus, at least compared to the homogeneous intraspecific sample of plains zebras, the larger r of sex-corrected patas ventral cranial shapes might be explained by either a really smaller TTD error or by potentially larger differences among individuals (or by a mix of these two effects). That our small sample of patas might span a range of differences larger than found within a single species is consistent with the recent revision of the genus, that suggests that *Equus* is a species complex (De Jong & Butynski, 2020a,b, 2021; De Jong et al., 2020; Gippoliti & Rylands, 2020). A comparatively larger variability among specimens in the sample is also a likely reason why individual differences in patas are 4–5 times larger than TTD error, but only three times larger in plains zebras and other equids.

Configurations with a smaller number of landmarks may have lower correlations of 2D and 3D Procrustes shape distances. This was seen in equids, although the effect was small and almost negligible (Cardini & Chiapelli, 2020). In fact, a configuration of just about two dozen landmarks, as in Cardini and Chiapelli (2020) and in this study of patas, does not allow a proper assessment of whether having more or fewer landmarks has an effect on the goodness of the TTD approximation. Indeed, fewer landmarks do not automatically lower 2D accuracy, as we have shown that a careful selection of a subset of landmarks can slightly improve the correspondence between 2D and 3D shapes of patas.

On the other hand, the choice of landmarks, and therefore their number is, strictly functional to the specific study question (Cardini, 2020a, 2020b; Klingenberg, 2008; Oxnard & O’Higgins, 2009). If the aim is individual identification, as in forensics and some other disciplines, a larger set of points might be a good choice for capturing the often minute anatomical details that differentiate each individual. However, for taxonomic comparisons and many other applications in evolutionary biology or ecology, where the purpose is to accurately describe variability within and among taxa, a better choice could be a smaller but carefully designed set of points which capture the main differences in relative proportions of a structure, leaving out noisy details of dubious relevance for population biology. This type of trade-off might explain why Cardini (2014) found that ventral crania, with their larger set of landmarks, had a larger proportion of individuals clustering as sister replicates in phenograms of shape distances (ca. 60% vs. ca. 40–55% in lateral and dorsal views of the cranium), despite a lower correspondence between 2D and 3D distances (matrix $r \approx 0.5$ vs. ca. 0.6–0.8 in other views), as well as between variance–covariance matrices (matrix $r \approx 0.5$ vs. ca. 0.7 in other views). On the effect of the number and type of landmarks on 2D accuracy, there is not enough evidence at present to make any recommendation. We speculate that sometimes an increase in precision at the level of the individual comes at the cost of a reduction in overall accuracy in the quantification of inter-individual similarity relationships, but this will have to be assessed in future research.

Cardini (2014) and Cardini and Chiapelli (2020) did not test differences in variance between 2D and 3D data in the common shape space. Therefore, we cannot say if any difference they reported was significant or not, but in marmots, as in patas, 3D shape variance was consistently larger than 2D variance. One exception, however, is that 2D scans of hemi-mandibles showed slightly more variance in 2D. A larger (ca. 8–27%) 2D shape variance was also found in equids. This is unexpected, because 2D shape has, in fact, zero variation on the Z axis (the third “fake” coordinate added to superimpose data in a common shape space). Variance should, therefore, be larger in 3D, as in patas and most of the marmot datasets (e.g., Cardini, 2014). So, why was 2D shape variance larger in ventral crania of equids, as well as in the scanned marmot hemi-mandibles? It could be because of difficulties of standardizing the orientation of a specimen in large animals such as equids, or relate to the type of instrument used for acquiring images. For instance, hemi-mandibles laid on a flat-bed scanner are less easy to be consistently and precisely oriented in the same way, because they lie on the relatively irregular surface of the lingual side. Thus, the inaccuracies in replicating the orientation of different specimens adds some extra variance to the data. This also explained why scans of marmot hemi-mandibles had a larger ME than photographs (Cardini, 2014). In the case of equids, it is also possible that, besides issues with standardizing the orientation, photographic distortions have contributed to variance inflation. This seems likely, because the distance between the camera and the specimen was relatively short and a wide-angle zoom had to be used to photograph these large crania (Mullin & Taylor, 2002). Marmot and patas crania not only are easier to position but also, being much smaller,
allow the operator to increase the distance between the specimen and the camera to reduce distortions in the photographs (Cardini & Tongiorgi, 2003). Both inconsistencies in the orientation of the cranium and photographic distortions may have inflated 2D shape variance and contributed to making TTD error in equids (Cardini & Chiapelli, 2020) larger than in marmots (Cardini, 2014) and patas.

### 4.4 Can we reconcile a modest TTD approximation with accurate 2D results?

Considering the large proportion of variance accounted for by TTD error in patas, and the low percentage (≤50%) of individuals clustering as “sister” replicates in the phenograms, despite the moderately large 2D–3D correlations of Procrustes shape distances and variance–covariance matrices, a complete congruence between tests performed in parallel on 2D and 3D shapes is unexpected. Yet, our series of tests of “biological hypotheses” shows an almost perfect correspondence in results of 2D and 3D shape analyses. Even more surprisingly, this happens not only for factors with a large effect (such as sex differences or centroid size in the ANCOVAs), but also for those accounting for very small proportions of variance (e.g., taxonomic differences in means, variances, and allometric trajectories). There are a few exceptions where estimates in 2D deviate slightly more from the corresponding 3D estimates, but even in these instances the conclusions from the tests are the same.

Several of the factors we tested show a very small effect size and do not reach significance. Power is low in our small samples and robust answers require many more specimens, but this is of secondary interest in this methodological study on the degree of congruence between 2D and 3D results. In fact, having mostly tiny deviations between 2D and 3D results. In fact, having mostly tiny deviations in the 2D shape space as in the 3D one, but the differences do not seem to lead to inaccurate inferences when samples are tested. Cardini and Chiapelli (2020) speculated that this paradox can be explained if TTD error adds a moderate amount of random noise to a strong pattern of “true” biological covariance. We show, however, that TTD error is not random. Its covariance structure is stronger than expected by chance because of sampling error (Figures 6 and 7) and seems also larger than with digitizing error (Figures 5 and 6).

With more randomizations, baselines percentages would likely converge toward more similar values.

That, in spite of the excellent congruence in the tests and summary plots (Figures 8 and 9), the visualization of mean shape differences between western patas and eastern patas suggest some differences between 2D and 3D (Figure 10) is understandable. The differences between these two taxa are small and had to be magnified 10 times to make them visible. Thus, it is probably more surprising that the visualization is almost identical for the rostrum, and only differs in the cranial base region. This difference, visible only after magnifying changes many times, is, in fact, a good reminder not to over-interpret small and nonsignificant variation.

With highly congruent 2D and 3D results of tests, summary plots, and shape diagrams, an obvious question is: How might this happen when the magnitude of the TTD error is as large as, or larger than, the size of most of the effects being tested? This apparent contradiction is not new. Cardini and Chiapelli (2020) found the same in equids, where the error was even larger than in patas and yet results of the tests of “biological” hypotheses were perfectly congruent in terms of significance, magnitude, and even patterns in ordinations and shape diagrams. Thus, individuals are not in the same exact relative positions in the 2D shape space as in the 3D one, but the differences do not seem to lead to inaccurate inferences when samples are tested. Cardini and Chiapelli (2020) speculated that this paradox can be explained if TTD error adds a moderate amount of random noise to a strong pattern of “true” biological covariance. We show, however, that TTD error is not random. Its covariance structure is stronger than expected by chance because of sampling error (Figures 6 and 7) and seems also larger than with digitizing error (Figures 5 and 6).

A degree of covariance in TTD error is, in fact, more plausible than an expectation of random error. If large relative to the size of the effects being tested, random error would significantly disrupt the correspondence of 2D with 3D similarity relationships. Instead, if there are no huge photographic deformations and the orientation of the specimens is well standardized, the distortions in the photographs due to the flattening of the third dimension should be relatively similar in all individuals (at least within species or genera, where the amount of biological variation is typically small). For instance, landmarks on the zygomatic arch will be on a plane which is slightly below that of landmarks on the palate and this should happen in all individuals and samples. Thus, the TTD distortion is not purely random and does introduce a certain amount of covariance, which partly modifies the “true” pattern of covariation. Although not as small as for digitizing error (Table 5, Figures 6 and 7), TTD
covariances are, on average, more than three times smaller than individual covariance. Thus, after mean-centering, which removes the main bias between 2D and 3D shape due to the lack of information in the third dimension in 2D, the TTD error distorts the structure of variance and covariance, but the distortion is modest compared to the much stronger “true” variance–covariance. At least within genera of mammals, using cranial data, this inaccuracy seems to moderately alter the precise position of specimens in the shape space without having a strong impact on the general patterns of differences. It does not, therefore, alter the results of tests in 2D compared to the same tests in 3D.

Whether this interpretation is correct, and whether it can be generalized, remain open questions. Future studies will have to assess TTD error in other mammals and other organisms, and in other structures (e.g., post-cranial bones or other views of the cranium), but also in relation to different hypotheses—for instance, tests of evolutionary trends or patterns of modularity and integration. For modularity/integration, where an accurate estimate of variance–covariance is crucial and Procrustes GMM already faces methodological issues (Cardini, 2019, 2020b), it will be particularly important to determine if a partial modification of the 3D pattern of covariance in 2D analyses adds a further layer of complexity and potential inaccuracy.

4.5 | Support for the accuracy of 2D Procrustes GMM using mostly coplanar landmarks, and considerations on the importance of “standardizing” photographs

Our research lends support to the observation that, at least when adult crania of closely related mammals are analyzed, results of 2D Procrustes GMM may be accurate despite TTD errors. This conclusion requires additional evidence but suggests that the “era” of 2D GMM is not yet over. 3D data are becoming easier to obtain and are more detailed and accurate whenever a structure is not flat. Collection of 3D data, however, requires instruments, such as 3D scanners, that are more expensive and typically slower and less portable than a digital camera. 3D photogrammetry, like 2D GMM, requires only a digital camera, but each specimen typically needs hundreds of photographs for accurate 3D reconstructions. This means longer time for collecting data and more computational power for processing them (Evin et al., 2016; Falkingham, 2012; Giacomini et al., 2019; Katz & Friess, 2014; Muñoz Muñoz et al., 2016). In addition, landmarking on 3D models is time-consuming and likely to take longer than digitizing the same landmarks on 2D photographs. Overall, it seems that 2D GMM offers a good alternative to 3D for a variety of applications. These include the measurement and testing of small taxonomic differences in morphology (this study, and Cardini & Chiapelli, 2020), but also the study of subtle covariation between genes and form (Navarro & Maga, 2016). Yet, accuracy cannot be taken for granted (e.g., Buser et al., 2018; Hedrick et al., 2019). Whether TTD error is negligible should be carefully considered before using 2D methods. This is even more crucial in studies of population, subspecies, or species differences, because the evidence they produce contributes to decisions on taxonomic status. These decisions, in turn, may influence the determination of conservation priorities (Mace, 2004).

Besides exploring the goodness of the TTD approximation in a preliminary study using, for instance, the truss method (Carpenter et al., 1996; Claude, 2008) to rapidly obtain low-cost 3D landmarks in a representative subsample (Cardini & Chiapelli, 2020), researchers must carefully plan how to obtain enough relevant information for the specific aim of their study, while minimizing TTD errors. The number, type, and position of landmarks (or semi-landmarks) are important, but this is not specific to 2D GMM (Cardini, 2020b). For 2D GMM, however, using fewer quasi-coplanar landmarks, and excluding those off the main plane of other landmarks, may be a useful expedient to reduce inaccuracies. Yet, one might want to first try including fewer coplanar landmarks, check the congruence with 3D in a subsample and, based on this, decide whether to include or exclude the landmarks which are off the main plane. In patas, for instance, we found a small but measurable improvement in the TTD approximation by excluding inion. There might be cases, however, when the exclusion of some landmarks is more problematic, as they may be in regions with crucial anatomical information. This could be one reason why 2D data on hystriognath (porcupine) hemi-mandibles, with a lateral flaring that makes them highly three-dimensional, have larger inaccuracies in 2D than those of the relatively flat sciurognath (squirrel) hemi-mandibles (Álvarez & Perez, 2013; Cardini, 2014; Cardini & Chiapelli, 2020).

The design of a highly standardized protocol for photographing specimens is fundamental for 2D GMM. Although our 2D data produced results largely congruent with 3D despite the poor standardization of the photographs, it is better to minimize potential sources of inaccuracies. That can be easily controlled, such as the photographic settings. The orientation of the structure, or more precisely of the plane where most landmarks lie, must be kept as consistent as possible across all individuals. This requires not only determining in advance what landmarks to employ, but also how to place specimens
in the most appropriate position. Cardini and Tongiorgi (2003), for instance, built a small table whose inclination can be adjusted in order to check, using a spirit-level, that the lens and the specimen plane are parallel. This table has a frame of millimeter paper around its margins. The frame, thus, provides a scaling factor, but also helps to verify that the photograph shows no barrel-shaped deformations around the main central area. Marmot hemi-mandibles were placed horizontally on their buccal side on the small table, so that they always leaned the same way. This accurate placement may require the use of small pieces of plasticine to support the study structure. In the case of marmot hemi-mandibles, all but one landmark were on their outline in side-view and all were within a depth of <1 cm. This made it easier to standardize orientation without the use of plasticine. Finally, Cardini and Tongiorgi (2003) locked the camera on a portable copy stand with a high quality 180 mm APO lens and kept it as distant as possible (ca. 1 m) from the hemi-mandible in order to minimize photographic deformations. To keep the scale of photographic reproduction constant, they slightly adjusted, for each specimen, the height of the camera. Differences in height were very small (the lens aperture was kept at a minimum, and thus the width of field was just enough for the hemi-mandible to be in focus). This standardizes even more the distance of the camera to the chosen central point of focus (in this case, the proximal end of the diastema). They also worked with similar light settings in all photographs, and used diffuse lights to reduce shadows, since shadows can make some anatomical details harder to see.

Unlike the now obsolete analogical camera of Cardini and Tongiorgi (2003), modern high resolution digital cameras, held on a tripod and with a high-quality lens, simplify this protocol. Standardizing the orientation of crania is, however, less simple than with mandibles. For ventral views, one could replace the lid of a box with a frame of millimeter paper and have a plasticine “doughnut” at the bottom of the box to support the cranium upside-down. By remodeling the plasticine, the height of the cranium can be adjusted to match that of the millimeter paper, and a small spirit level on, for instance, the palate used to verify that it is parallel to the lens of the camera.

Every operator will have to adjust the photographic settings to their specific aim and study structure, planning everything in advance and anticipating all potential problems. This may be a tedious operation with much trial and error before the protocol is found. The careful settings of Cardini and Tongiorgi (2003) are one of the reasons why the TTD error in photographs of marmot hemi-mandibles was so small (Cardini, 2014), being about one-third and half that found in crania of plains zebras, marmots, and patas. In fact, photographs had a TTD error even smaller than in 2D shapes from high resolution scans of the same individuals (Cardini, 2014).

### 4.6 What’s next? The potential of 2D GMM for taxonomic assessment

A simple question inspired this study: Can 2D photographs of the ventral side of adult crania be used for a morphometric analysis of taxonomic variation in patas? The answer is “yes.” The TTD error is similar, or even slightly smaller, than in previous analyses using the same methods on ventral crania of adults of some other species of mammal (Cardini, 2014; Cardini & Chiapelli, 2020). The magnitude of the TTD error, however, is not small when compared to differences among crania of adults of closely related species/subspecies. In these studies, it can be as large as one/fourth to one/fifth of individual variation, thus leading to a low percentage of 2D-3D sister replicates in the phenograms. Nonetheless, results of all taxonomic tests produced virtually identical results in 2D and 3D, which indicates that 2D GMM accurately captures patterns of group differences and should be appropriate for a quantitative assessment of morphological variability in patas.

We performed this study with two aims. The more general aim was to better understand whether and when 2D might be accurate despite the almost inevitable distortion of the third dimension in highly 3D structures such as mammal crania. The second, more specific, aim was to confirm (as we hoped) that we can now go on with a proper taxonomic study and, thus, assess the degree of variability in the adult crania across the geographic distribution of *Erythrocebus*. Most 2D studies consider the appropriateness of 2D GMM as a given. This, however, is often risky assumption. For example, what if 2D is inaccurate and one finds that out after an extensive data collection or, even later, after others fail to replicate 2D results using 3D landmarks?

Ventral crania provide a small piece of morphometric evidence. For an accurate taxonomic assessment we need to wait until results are corroborated by genetic data. Yet, for now, the 2D study we are preparing to carry out appears a promising approach to start improving our knowledge of the taxonomy of this genus of African primate. For robust morphometric findings on small taxonomic differences, however, we will need large samples representing all the main populations of patas. A recent GMM analysis of more than 4,000 adult crania from many genera of mammals (Cardini et al., 2021) suggests that a minimum number (within population and split by sex, for highly dimorphic taxa such as primates) might be in the range of 25–40 specimens. This number tends to, on average, produce estimates
of means and variance–covariance matrices close to those found in much larger samples of the same species and also strongly reduces errors in species identification based on cranial shape. As specimens are stored among many museums, photographing enough specimens is daunting, but not impossible. Visiting collections with patas crania will be expensive and time-consuming. Developing a standardized and reproducible protocol that yields minimal interoperator differences would allow others to obtain photographs from those museums that we are unable to visit. This collaboration would, thus, generate the largest samples.

Our study of patas has an interest that goes beyond the taxonomy and conservation of this group. Besides African primates (Butynski et al., 2013; Estrada et al., 2017), numerous mammals worldwide are in rapid decline and threatened with extinction (Ceballos et al., 2017; Schipper et al., 2008), some of which may hide more diversity than we presently recognize (Ceballos & Ehrlich, 2009). This partial cryptic variation, to some extent, reflects the choice of species definition and differences in taxonomic philosophy (e.g., Groves, 2001; Groves et al., 2017; Zachos, 2016, 2018).

Yet, compared to the taxonomies presented in Wilson and Reeder (2005), the majority of the about 1,000 new species of mammal proposed in the recent taxonomic revision of Burgin et al. (2018) originates from the redefinition of previously known taxa based on updated scientific knowledge. Some of these new taxa may go unrecognized using different criteria and, therefore, lack robust support. For morphological and other phenotypic data there is also a chance that differences are plastic and do not reflect genetic divergence and adaptive change. Most likely, however, the majority of the “new” taxa represent unique components of biological diversity regardless of their taxonomic rank. Being the result of an irreproducible evolutionary history with generations of individuals selected by a variety of environmental pressures, preserving their genetic diversity could be key to enhancing their chance of survival in a rapidly changing, mostly deteriorating, natural landscape. With this variability, at least some populations might be resilient and able to adapt (Sgrò et al., 2011), and thus preserve diversity, but also phenotypic disparity and ecological functions (Mace, 2004; Mace & Purvis, 2008). Taxonomic uncertainties are just one of several problems in measuring biodiversity (Hortal et al., 2015) as more knowledge and conservation actions may not be enough to save species from extinction (Costello et al., 2013; Ellison, 2016; Kim & Byrne, 2006; Robinson, 2006), but without knowledge we will certainly end up losing diversity that we have never recognized (Kim & Byrne, 2006; Lees & Pimm, 2015; Tedesco et al., 2014).
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APPENDIX A: THE MAIN ABBREVIATIONS SPECIFIC TO THIS STUDY (SEE MAIN TEXT FOR DETAILS)

2D: related to landmarks digitized on photographs. Each landmark is described by a pair of X and Y coordinates.

3D: related to landmarks digitized directly on crania. Each landmark is described by a triplet of X, Y and Z coordinates. Both for 2D and 3D, the coordinates can be raw (in mm, including differences in position and size) or Procrustes shape coordinates (after the superimposition has standardized size and positional differences).

Configurations:

- FULL-0: all 25 landmarks digitized twice on the photographs in order to assess 2D digitization error; results from this dataset are emphasized using a light gray background in the tables.
- FULL-1: all 25 landmarks digitized on the photographs (averages of the two replicates of FULL-0) and re-digitized directly on the 3D crania.
- RED-2: reduced configuration using the same data as in FULL-1 but after removing landmarks 11, 15, 16, and 18 (and the corresponding mirror-reflected paired landmarks).
- RED-3: same as FULL-1 after removing landmarks 7, 11, and 23 (and the corresponding mirror-reflected paired landmarks).
- RED-4: same as FULL-1 after removing landmarks 11, 15, 16, 18, and 23 (and the corresponding mirror-reflected paired landmarks).

GMM: geometric morphometrics. Here, specifically referred to the set of methods based on the Procrustes superimposition of anatomical landmarks.

ME: measurement error.

Variance metrics used for multivariate shape data:

- VAR1: the sum of variances of the shape coordinates.
- VAR2: the mean of pairwise Procrustes shape distances among all individuals in a sample.
- VAR3: the 90th percentile of the same set of pairwise Procrustes distances used in VAR2.

varcov: matrix of variances and covariances of the Procrustes shape coordinates.

TTD: 2D to 3D approximation.

XbgPCA: cross-validated between group PCA (principal component analysis).