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Abstract—Research on connected vehicles represents a continuously evolving technological domain, fostered by the emerging Internet of Things (IoT) paradigm and the recent advances in intelligent transportation systems. Nowadays, vehicles are platforms capable of generating, receiving and automatically acting based on large amount of data. In the context of assisted driving, connected vehicle technology provides real-time information about the surrounding traffic conditions. Such information is expected to improve drivers’ quality of life, for example, by adopting decision making strategies according to the current parking availability status. In this context, we propose an online and adaptive scheme for parking availability mapping. Specifically, we adopt an information-seeking active sensing approach to select the incoming data, thus preserving the onboard storage and processing resources; then, we estimate the parking availability through Gaussian Process Regression. We compare the proposed algorithm with several baselines, which attain inferior performance in terms of mapping convergence speed and adaptivity capabilities; moreover, the proposed approach comes at the cost of a very small computational demand.

I. INTRODUCTION

The research on Advanced Driver Assistance Systems (ADASs) is an extremely active and promising field of study, across all levels from the Level 1 of Driver Assistance, with possible intelligent intervention to steering, braking, and acceleration, to the futuristic Level 5 of Full Automation, where the vehicle can operate all driving conditions [1]. Along these avenues, though, it has been recently highlighted how to unleash the full potential of autonomous driving, the smartness of the infrastructure is at least as important as the intelligence inside the vehicle itself [2], [3], where by infrastructure we mean both the information and communication systems distributed along the roads that will support the autonomous driving capabilities and the dynamic information-rich collaborating network that emerges from the many vehicles that are actually circulating [4], [5].

Such an information flow allows the definition of real-time maps that are needed for efficient and safe navigation: to this aim, mapping is an all-inclusive procedure that accounts for topology of roads, geometry of the environment, and more volatile data such as, for example, traffic levels, congestion or accident occurrences, parking availability [6]. In order to acquire such mixture of permanent and temporary information, active sensing methodologies come into play, where the information acquisition process is controlled and driven by some optimal criteria chosen according to the task or the goal to be accomplished. Specifically, the vehicle can be interpreted as a mobile sensing platform that leverages environmental perception from on-board sensors, information coming from fixed infrastructure, and data exchange with other vehicles to perform scene reconstruction and understanding [7]. On the other hand, the combination with active sensing approaches allows to improve the quality of information and the efficiency of the information gathering process [8], [9]. This framework results particularly effective when the information of interest is highly dynamic, such as that related to traffic condition and parking availability. In this case, the data coming from the network of connected vehicles provide high-fidelity real-time information that supports the driver’s decision making process and improves the overall system mobility [10].

With such premises, the parking forecast problem can be seen as a probabilistic map building problem that can be addressed through an incremental information discovery process: namely, the problem is to estimate the parking availability in a certain objective area by gathering information along the path towards the desired place, and to take actions accordingly in order to maximize the parking probability itself.

Related works - In the last few years, there has been a growing literature on the design of strategies for smart parking, and on the development of suitable models for parking, thanks to the strong demand for ADAS technologies and the quest for the autonomous vehicle (see [11], [12] and references within).

Indeed, smart vehicles equipped with assistive systems exploit semantic maps of the environment to navigate and operate. In [13], for example, a map of the environment is build from on-board sensors (basically LiDAR and GPS) and a graph-based approach is proposed to include topological and usage parking information, obtained also from multiple days observation data. This
map is then used to evaluate the parking spots occupancy rate and therefore predict their availability. A collaborative approach is proposed in [14] with the specific focus of the management of parking garages, where a global probabilistic occupancy map emerges from individual vehicle perception (e.g. through LiDAR, IMU, GPS) and inter-vehicle information sharing to support autonomous parking from the available parking spot identification, to the navigation and motion planning, to the precise parking maneuvering. The multi-vehicle data collection is considered also in the ParkNet system [15], where the problem of urban street parking is addressed by means of drive-by parking monitoring; the collected data from GPS and ultrasonic rangefinders are then fused into a single centralized map, which allows the generation of statistics for optimal management policies.

On the modeling aspects, also, the state of the art reports several research avenues. In particular, the employment of Gaussian Processes (GPs) to model occupancy maps appears as a convenient method to attain a probabilistic description of the behavior of mobile objects in the environments, given their physical spatial structure and correlation [16]. Dynamic GP occupancy maps are further developed in [17], where variational inference methods are employed to speed up the estimation process and adapt to LiDAR produced dataflow. A different approach is taken by other models that instead of focusing on the occupancy map, consider the point of view of the vehicles that are moving towards the parking slots. For example, in [18], a multivariate autoregressive model is proposed where temporal and spatial correlations are taken into account to compute the probability of parking availability at the vehicle estimated arrival time; this system exploits real-time and historical data, where the latter are used to learn the parameters of the model and the former are used to carry out an accurate up-to-date prediction. Finally, queuing models are a popular and established method to describe the behavior of the vehicles-parking slots interaction and are employed in [19] to provide probabilistic estimation of parking availability, leveraging on learning techniques to attain the prediction model parameters.

Contributions - This paper considers a smart transportation scenario, populated by smart infrastructures (I), as well as intelligent and connected vehicles (V) [5]. These are able to detect parking slots and to classify them as either free or occupied [13]. They are also endowed with communication capabilities, so that V2V and V2I data exchange are allowed.

In this framework, the purpose is the design of an online parking mapping scheme, which leverages on local and remote data to adapt to dynamic traffic conditions. To this aim, we formulate the task as a Gaussian Process Regression (GPR) problem [20], coupled with an active sensing module; this is based on an information-seeking data selection criterion, which retains only those data-points that are expected to reduce the uncertainty of the model. To the best of authors’ knowledge, this is the first attempt to design a parking mapping algorithm by leveraging active sensing within the framework of connected vehicles. In particular, with respect to the reviewed literature, the proposed methodology employs a data-driven approach (i.e., GPR) to create the parking availability map; to this aim, the training dataset is collected in a multi-source scenario, where V2V and V2I communication guarantees incremental learning and continuous map update. Finally, the active sensing module selects the most informative samples, thus avoiding memory and processing overload, typical of data-driven multi-source learning procedures. Numerical results validate the effectiveness of the proposed algorithm against several baselines: the combination of GPR with active sensing is shown to improve the quality and the efficiency of the estimation process. In particular, the suggested approach attains superior performance in terms of mapping convergence speed and adaptivity capabilities, at the cost of small computational demands.
II. Problem statement

Fig. 1 provides an overview of the problem scenario: a road path is populated by mobile sensing platforms (e.g., autonomous vehicle [12]) with sensing, processing and communication capabilities onboard (i.e., intelligent and connected vehicles [5], [7]). Each platform establishes communication with surrounding smart infrastructures (e.g., smart parking stations) and with the other vehicles, according to the V2I [4] and V2V [21] paradigms. The platform has also access to cloud storage resources, where information on current traffic conditions can be down-loaded. The purpose is to gather, from onboard sensors or from external resources, informative data to estimate the parking availability over the entire route[4].

A. Environment

We consider a road path $X = [0,L]$ over which the following function is defined

$$\pi(x) : X \mapsto [0,1].$$

(1)

It represents the (on-street [15], [18]) a-priori parking availability along the path $X$. Being related to structural and environmental properties of the street in traffic-free conditions (e.g., presence and number of parking slots), it is a time-invariant quantity. In this work, $\pi(x)$ is the total count of slots over a spatial window $W$, namely

$$\pi(x) = \frac{1}{[W/D]} \sum_{h=0}^{[W/D]} \mathbb{I}(x-hD), \quad x \in X$$

(2)

where $D$ is the length of a parking slot (homogeneous slots are considered); $[W/D]$ is the maximum number of parking slots over the window $W$ and it works as normalization factor; $\mathbb{I}(\cdot)$ is an indicator function, such that $\mathbb{I}(x-hD) = 1$ if between $x-hD$ and $x-(h+1)D$ there is a parking slot; $\mathbb{I}(x-hD) = 0$ otherwise. In practice, $\pi(x)$ is produced once and for all via parking slot detection and mapping algorithms [13].

The road path is supposed to be characterized, at each time instant $t$, by a time-varying traffic density function

$$\mu_t(x) : X \mapsto [0,1].$$

(3)

This function maps each point of $X$ into a normalized density value, proportional to the traffic congestion level. We then suppose that there exists a parking availability attenuation function, which depends on the current traffic density level [12], [22], [23], namely

$$\lambda(\mu_t(x)) : [0,1] \mapsto [0,1].$$

(4)

This function defines the parking availability reduction according to the traffic density $\mu_t(x)$ at a certain location $x$. Hence, the parking availability map (PAM) (also referred to as occupancy map [13]) is computed as

$$f(x|\mu_t(x)) : X \mapsto [0,1]$$

$$x \mapsto \pi(x) \lambda(\mu_t(x)),$$

(5)

(6)

where notation $f(x|\mu_t(x))$ means that $f(x)$ is computed, given $\mu_t(x)$ (for ease of notation, $f(x|\mu_t(x))$ is sometimes referred also as $f(x)$). By aggregating information on environmental properties (through $\pi(x)$) and on current traffic conditions (through $\mu_t(x)$), the PAM represents the number of available parking slots between $x$ and $x-W$, normalized by the maximum number of parking slots (i.e., $[W/D]$). In fact, it is computed as

$$f(x|\mu_t(x)) = \frac{1}{[W/D]} \sum_{h=0}^{[W/D]} \mathbb{I}_\mu(x-hD), \quad x \in X$$

(7)

where $\mathbb{I}_\mu(x-hD)$ is an indicator function, such that, at time $t$, $\mathbb{I}_\mu(x-hD) = 1$ if between $x-hD$ and $x-(h+1)D$ there is a parking slot and it is available; $\mathbb{I}_\mu(x-hD) = 0$ otherwise.

B. Sensing platform

This work leverages on the active sensing framework [24] to solve the parking availability estimation problem [15]; therefore, the main element of the problem scenario is the sensing platform, which interacts with the surrounding environment and actively selects the information to gather from it.

1) Platform observation model: We consider a mobile sensing platform equipped with communication capabilities (i.e., connected vehicle [5]). The platform embeds also sensing, computational and logical resources onboard, so that it is capable to detect on-street parking slots and to recognize their availability, as in [12]. Thus, we consider the following platform measurement

$$y_t(s_t) = \frac{1}{[W/D]} \sum_{h=0}^{[W/D]} \mathbb{I}_\mu(s_t-hD)$$

(8)

where $s_t \in X$ is the platform state at time $t$, represented by the vehicle location over the road path. The binary function $\mathbb{I}_\mu(s_t-hD) \in \{0,1\}$ is the estimated occupancy: $\mathbb{I}_\mu(s_t-hD) = 1$ if the platform classifies the slot between $s_t-hD$ and $s_t-(h+1)D$ as available; $\mathbb{I}_\mu(s_t-hD) = 0$ otherwise. To account for sensors nuisance and for the estimation uncertainty associated to common parking slot classification algorithms [12], $\mathbb{I}_\mu(s_t-hD)$ is a noisy version of the true value $\mathbb{I}_\mu(s_t-hD)$. In particular, we consider the following PA
observation model
\[
y_t(s_t) = \frac{1}{|W/D|} \sum_{h=0}^{[W/D]} I_{\mu_t}(s_t - hD)(1 + \omega_1) + \frac{1}{|W/D|} \sum_{h=0}^{[W/D]} (1 - I_{\mu_t}(s_t - hD)) \omega_0 \]
\]
where \( \omega_0 \) and \( \omega_1 \) are noisy terms: \( \omega_1 \sim B(p_1) \) with support in \([-1,0]\), while \( \omega_0 \sim B(p_0) \) with support in \([0,1]\). In practice, \( \omega_1 \) induces a free slot to be either not detected or detected as occupied; hence, it accounts for mis-detections and mis-classifications. On the other hand, \( \omega_0 \) induces an absent or occupied slot to be seen as a free parking space; thus, it accounts for sensor artifacts and mis-classifications as well. From the Bernoulli distribution of \( \omega_0 \) and \( \omega_1 \), it follows that \( y_{t,0} \) and \( y_{t,1} \) are Binomial random variables; by exploiting the Gaussian approximation of Binomial random variables, we get the following approximation of (9)
\[
y_t(s_t) \approx f(s_t|\mu_t(s_t)) + \epsilon_t \quad \epsilon_t \sim \mathcal{N}(\epsilon, \sigma^2).
\]
Note that the observation model (10) is linear, with noise component concentrated in the Gaussian term \( \epsilon_t \).

2) External information sources: In line with the IoT paradigm, the platform is supposed to receive information from external sources, such as other connected vehicles, cloud databases, and smart parking stations [5], [21]. The set of external sources that establish communication with the platform at time \( t \) is denoted as \( \mathcal{V}_t = \{v_{t,i}\}_{i=1}^{N_t} \), while the location of the \( i \)-th source is indicated with \( x_i \in \mathcal{X} \). We suppose that each agent in \( \mathcal{V}_t \) sends to the platform the measured PAM at its location, namely \( y_t(x_i), i = 1, \ldots, N_t \), where each \( y_t(x_i) \) follows (10). We also assume that the platform has access to an external database from which perfect information on the traffic density level over the entire path can be gathered; in other words, at each time instant \( t \), the platform knows \( \mu_t(x) \), \( \forall x \in \mathcal{X} \).

3) The PAME problem: Given the premises provided in Sec. II-B.1 and II-B.2, the platform can accumulate large amount of data over time; in particular, if no data selection strategies are applied, at time \( t \) the platform stores the following dataset
\[
\mathcal{D}_t = (X_t, y_t).
\]
This is incrementally fed with new incoming data, namely
\[
X_t = X_{t-T} \cup s_t \cup \{x_i\}_{i=1}^{N_t}, \quad y_t = y_{t-T} \cup y_t(s_t) \cup \{y_t(x_i)\}_{i=1}^{N_t},
\]
where \( T \) is the sampling time according to which the platform collects a new measurement, updates the knowledge on \( \mu_t(x) \), and processes the accumulated data received from the external sources since the last iteration at \( t-T \); in other words, the set of data \( \{x_i\}_{i=1}^{N_t} \) is accumulated between \( t_T \) and \( t \) and processed at \( t \).

Notably, the cardinality of \( \mathcal{D}_t \) is
\[
|\mathcal{D}_t| = t + \sum_{\tau=1}^{t} N_{\tau},
\]
which linearly increases as the time grows. Consequently, to operate with the limited onboard computational and storage resources of the platform, efficient data collection, filtering and management schemes are required (e.g., active sensing algorithms [24]).

Problem. With the formalism introduced in this Section, the parking availability map estimation problem (PAME) can be formulated as the reconstruction of the latent PAM function \( f(x|\mu_t(x)) \), over \( \mathcal{X} \) and with data in \( \mathcal{D}_t \). The problem is solved online when the reconstructed function, \( f(x|\mu_t(x)) \), is updated as new samples are collected. A PAME technique is adaptive if it can handle the time-varying fluctuations of the traffic density level, namely \( \mu_t(x) \neq \mu_{t-T}(x) \).

III. Methodology

To solve the PAME problem defined in Sec. II we propose a GPR scheme that incrementally and adaptively learns the underlying function \( f(x|\mu_t(x)) \), leveraging on \( \mathcal{D}_t \). As GPR strategies do not scale well with the cardinality of the dataset [25]–[28], we also propose an active sensing method to select the incoming samples, according to an uncertainty-aware acquisition policy.

A. GPR-based PAME

1) GPR: A Gaussian Process (GP) is a collection of random variables, any finite number of which have a joint Gaussian distribution [20]. Given the input vector \( x \in \mathbb{R}^p \), a GP is fully specified by its mean function \( m(x) \) and covariance function \( k(x,x') \), namely
\[
f(x) \sim \mathcal{GP}(m(x), k(x,x')),
\]
where \( f : \mathbb{R}^p \rightarrow \mathbb{R} \) is referred to as latent function. Mean and covariance (or kernel) functions incorporate prior knowledge (e.g., periodicity, smoothness) about the latent function. The mean function is typically constant (either zero or the mean of the training dataset), while the most commonly-used kernel functions are constant, linear, square exponential or Matern, as well as compositions of multiple kernels [20]. The hyperparameters in the mean and covariance functions are computed by fitting the train dataset \( \mathcal{D} \) of cardinality \( n_{\text{train}} \)
\[
\mathcal{D} = \{(x_i,y_i)\}_{i=1}^{n_{\text{train}}} = (X,y)
\]
\[
X = [x_1 \ldots x_{n_{\text{train}}}]^T \in \mathbb{R}^{n_{\text{train}} \times p},
\]
\[
y = [y_1 \ldots y_{n_{\text{train}}}]^T \in \mathbb{R}^{n_{\text{train}}},
\]
Each training label $y_i$ is a noisy measurement of the latent function $f(x)$, namely

$$y_i = f(x_i) + e_i, \quad e_i \sim \mathcal{N}(0, \sigma^2). \quad (16)$$

To account for the i.i.d. Gaussian noise in the training labels, the GP in (14) becomes [20],

$$y(x) \sim \mathcal{GP} \left( m(x), k(x, x^*) + \sigma^2 \mathbf{I} \right). \quad (17)$$

This GP is used as prior for non-parametric Bayesian inference of the latent function. Consider the test inputs $x_{test} = [x_{1, test} \ldots x_{n_{test}, test}]^T \in \mathbb{R}^{n_{test} \times p}$. From the definition of a GP, any finite number of samples drawn from the GP are jointly Gaussian. Thus [20],

$$\left[ y \right] = \mathcal{N} \left( \left[ \mu, \mu^* \right], \left[ \mathbf{K}(X, X) + \sigma^2 \mathbf{I} \quad \mathbf{K}(X, X^*) \quad \mathbf{K}(X^*, X) \right] \right) \quad (18)$$

where $f_* = [f(x_{1, test}) \ldots f(x_{n_{test}, test})]^T \in \mathbb{R}^{n_{test}}$; the $i$-th row of $\mu$ and $\mu^*$ is $m(x_i)$ and $m(x_{i, test})$, respectively; the $(i, j)$-th entry of $\mathbf{K}(X, X)$ and $\mathbf{K}(X, X^*)$ is $k(x_i, x_j)$ and $k(x_i, x_{j, test})$, respectively.

Making predictions about unobserved values $x_{test}$ consists in drawing samples from the predictive posterior distribution of $f_*$, given $\mathcal{D}$ and $x_{test}$, that is [20]

$$f_*|\mathcal{D}, X_{test} \sim \mathcal{N}(\mu_*|\mathcal{D}, \Sigma_*|\mathcal{D})$$

$$\mu_*|\mathcal{D} = \mu_* + \mathbf{K}(X, X) [\mathbf{K}(X, X) + \sigma^2 \mathbf{I}]^{-1} (y - \mu)$$

$$\Sigma_*|\mathcal{D} = \mathbf{K}(X_{test}, X_{test}) - \mathbf{K}(X_{test}, X) [\mathbf{K}(X, X) + \sigma^2 \mathbf{I}]^{-1} \mathbf{K}(X, X_{test}) \quad (19)$$

2) **GPR-based PAME**: Consider the PAME framework described in Sec. [III-A] and suppose a time-invariant traffic density function, i.e.,

$$\mu_{t-T}(x) = \mu_t(x), \quad \forall x \in \mathcal{X}, \forall t. \quad (20)$$

At a fixed time instant $t$, it is possible to employ GPR to learn the PAM function $f(x|\mu_t(x))$. To this aim, we consider $\mathcal{D}_t$ as training dataset and we model the underlying PAM as a GP with zero mean function and Matern covariance function $k(x, x')$, that is

$$\hat{f}(x|\mu_t(x)) \sim \mathcal{GP} (0, k(x, x')). \quad (21)$$

Note that the GPR problem is well-posed [20], according to [10].

**B. Uncertainty-aware active sampling**

Theoretically, the PAME task can be solved with a standard GPR procedure, as outlined in Sec. [III-A] as a new datapoint is collected at time $t$, it is included in the dataset $\mathcal{D}_{t-T}$, together with the samples coming from the external sources, as in [12]; at this point, a new GPR process is performed on $\mathcal{D}_t$. As $|\mathcal{D}_t|$ increases, the GPR converges to an optimal reconstruction of the latent function [28], [29]. Nonetheless, one of the main drawbacks of GPR is the poor scalability properties with respect to the dataset cardinality [25]–[28]. In particular, the PAME framework induces a fast intractability in the learning process, since the platform adds to the dataset $N_t + 1$ new data at each iteration.

Therefore, we propose an active sensing scheme to select which incoming data (among the $N_t + 1$) should be kept in memory (i.e., included in the dataset) and used in the successive GPR iterations. Motivated by the fast dataset growth and the good estimation properties of GPs with small datasets [20], we suggest to consider only one sample per iteration, according to the following selection criterion $a(x|\mathcal{D}_t)$ (acquisition function)

$$x_t = \arg \max_{x_s \in s_t \cup \{x_i\}_{i=1}^{N_t}} a(x_s|\mathcal{D}_{t-T}) \quad (22)$$

where $s_t \cup \{x_i\}_{i=1}^{N_t}$ is the set of query points at time $t$. The acquisition function $a(\cdot|\mathcal{D}_{t-T})$ is designed over the current GP estimate and quantifies the utility of a query point to produce a more informative posterior distribution; hence, the design of a suitable selection criterion is critical in many applications. In literature a wide variety of acquisition functions are proposed [28]: some of them prioritise samples that minimize the uncertainty of the model (or, equivalently, maximize the information gain); some are used to foster a balanced exploration of the latent function domain, while others are designed to focus the estimation quality on specified domain regions; some others take into account the cost associated to the sampling process (useful when query points have non-equal sampling cost). In this work, we use an uncertainty-aware policy, that is

$$a(x_s|\mathcal{D}_{t-T}) = \sigma_{s, \mathcal{D}_{t-T}} \quad (23)$$

where [19] is applied on the query point $x_s$ and $\sigma_{s, \mathcal{D}_{t-T}}$ is $\Sigma_{s, \mathcal{D}_{t-T}}$ with $p = 1$. The predicted variance is a measure of the process entropy [30]; hence, by choosing the position with the highest predicted variance, we sample where the entropy is highest, that is, at the most informative location. In Sec. [IV] we show that the active sampling module remarkably decreases the computational load of the map learning process; moreover, the acquisition function choice in [23] leads to a fast convergence and adaptability behavior.

### C. Adaptation to time-varying traffic density

So far, we have considered a time-invariant traffic density function [20]. Nonetheless, as stated in Sec. [II] the traffic density is time-varying in real-life scenarios. Consequently, some data in $\mathcal{D}_t$ become obsolete as $\mu(\cdot)$ changes; more formally,

$$\mathcal{D}_{\text{obsolete}} = \{ \{x_j, y_j\} \in \mathcal{D}_t : \mu_{t-T}(x_j) \neq \mu_t(x_j) \} \subseteq \mathcal{D}_t \quad (24)$$

is the sub-dataset of obsolete data at time $t$. Recall that the platform captures information on the current traffic conditions from cloud databases. Thus, it is capable to compute $\mathcal{D}_{\text{obsolete}}$ and, therefore, it can remove obsolete
Algorithm 1: Online and adaptive PAME.

Initialization:
- $s_0 = 0$
- $D_0 = (\emptyset, 0)$

while $s_t \leq L$ do
  - update knowledge on $\mu(x)$
    - compute $D_{\text{obsolete}}$
    - if $D_{\text{obsolete}} \neq \emptyset$ then
      - $D_{t−T} \leftarrow D_{t−T} \setminus D_{\text{obsolete}}$
    - end
  - measure $y_t(s_t)$
  - receive $(\{x_i\}_{i=1}^{N_t}, \{y_t(x_i)\}_{i=1}^{N_t})$
  - solve (22) $\rightarrow x_t$
  - $D_t = D_t \cup x_t$
  - perform GPR on $D_t \rightarrow \hat{f}(x|\mu_t(x))$
  - $s_{t+T} = s_t + v(\mu_t(x))T$
  - $t \leftarrow t + T$
end

Output:
- $\hat{f}(x|\mu_t(x)) \sim \mathcal{GP}(0, k(x, x'))$

---

B. Performance assessment

To capture the simulation and performance variability, numerical evaluation is performed through a Monte Carlo (MC) experiment, composed by $N_{\text{tests}} = 10$ tests.

1) Baselines: The following baselines are considered for comparison.

- **NoCom**: the platform is a non-connected vehicle; hence, it relies on its measurements only (i.e., $s_t$).
- **NoSel**: the platform is a connected vehicle, but the active sampling module is not applied (i.e., $D_t$ is updated with all $N_t$ available data).
- **Rnd**: the platform is a connected vehicle and the active sampling module uses a random acquisition function, namely (22) is substituted by a random choice in $s_t \cup \{x_i\}_{i=1}^{N_t}$.

Fig. 2 shows a realization of $\pi(x)$, with the corresponding PAM function to be estimated, according to the synthetic generation procedure detailed in Sec. [V-A]. As can be seen, noCom estimates correctly only on a small neighbourhood of the current platform position ($s_t = 7.5$ km). In principle, its GP model should be accurate for any $x \leq s_t$, because its training dataset is composed by $\{s_k\}_{k=0}^{\infty}$, where $s_k \leq s_t, k < t$. Nevertheless, many datapoints become obsolete over time, due to the dynamic traffic conditions; thus, the accuracy remains good only locally (i.e., where samples are recent). To sum up, noCom has poor adaptivity capabilities, since obsolete data can not be replaced by more up to date samples; for this reason, it can not accurately estimate the latent function over the entire domain $\mathcal{X}$.

2) Performance metrics: The following performance indexes are computed from the MC simulation.

- **Learning curve**: we evaluate the estimation quality at time $t$ through the Root Mean Squared Error between the underlying function $f(\cdot|\mu_t(\cdot))$ and its estimated version $\hat{f}(\cdot|\mu_t(\cdot))$, i.e.,

$$\text{RMSE}_t = \sqrt{\frac{1}{L} \int_0^L \left[ f(x|\mu_t(x)) - \hat{f}(x|\mu_t(x)) \right]^2 dx}. \quad (25)$$

The learning curve is defined as $\text{RMSE}_t/\text{RMSE}_0$, where $\text{RMSE}_0$ is computed before any measurement is collected (i.e., during model initialization) and it is equal for all baselines, since we fixed the initial model parameters.
Fig. 2: Example of synthetic PAM (red) and its a-priori availability function $\pi(x)$ (red dashed). The proposed approach (black) is compared against $Rnd$ (green) and $noCom$ (blue). The gray shaded area is the uncertainty associated to the GP model obtained with Alg. 1.

Fig. 3: MC numerical results: average (lines) and 68% confidence interval (shaded area). (a) Learning curve in case of time-invariant traffic; (b) learning curve in case of time-varying traffic; (c) processing time ratio in case of time-invariant traffic.

- **Processing time ratio**: it is computed as

$$
\tau_t = \frac{T_{C,t}^{\text{(proposed)}}}{T_{C,t}^{\text{(noSel)}}}
$$

where $T_{C,t}^{\text{(proposed)}}$ and $T_{C,t}^{\text{(noSel)}}$ are the computation time for the proposed algorithm and $noSel$, respectively; both are referred to the an entire GPR iteration: model training and prediction.

C. Discussion

1) **Time-invariant traffic**: We first consider the simplified scenario in which the traffic density is time-invariant; this allows to analyze the asymptotic estimation properties of the methods under comparison, since the function to be learnt does not change in time. As depicted in Fig. 3(a) the proposed approach has the fastest and smoothest convergence; more specifically, during the entire MC experiment, the RMSE ratio between the proposed and $Rnd$ is smaller than 1 for the 66% of the times, and this rate become 96% if we compare with $noCom$ (the 4% is due to small oscillations at steady-state). From these results, the benefit of an uncertainty-aware acquisition function becomes clear: it drives the data collection process towards the highest information gain, ensuring fast and high quality mapping performance. Interestingly, the absence of any communication with the external sources (i.e., $noCom$) induces the slowest convergence; in particular, the platform does not have spatial predictive capabilities and needs to reach the end of the path to have enough information to accurately reconstruct the latent function.

2) **Impact of uncertainty-aware sampling**: The main benefits of the proposed strategy arise when the traffic conditions are time-varying. The local information exploited by $NoCom$ and its poor adaptivity capabilities (see Sec. IV-B.1), make this algorithm not suitable for dynamic traffic conditions, as shown in Fig. 3(b). Therefore, in this scenario it is fundamental to exploit information coming from external sources. In particular, the fast adaptation capabilities of multi-source data collection, coupled with an active sampling strategy, guarantee satisfactory estimation performance. As described in Sec. III-C and in Alg. 1 when traffic density variations are detected, the corresponding obsolete datapoints are removed from the dataset. Hence, the GP model uncertainty associated to the removed samples increases; consequently, the policy in (23) will prioritise new query points coming from those regions where any traffic change has been detected; this leads to a faster recovery of the estimation process w.r.t. to a random sampling process. Indeed, Fig. 3(b) shows a remarkable performance difference between the proposed algorithm and the baseline $Rnd$; in fact, the RMSE ratio of $Rnd$ is 80% of the times larger than ours (14% more than the time-invariant case).
3) Impact of data selection: Fig. [3(c)] shows the processing time ratio and highlights the benefit of performing data selection when dealing with GPR and large scale data acquisition processes. The time required to fit the GP model and to estimate the underlying function with the proposed approach is 83% of the times smaller than a non selective strategy. Notably, the computational gap between the two methods increases (on average) as the dataset increases, as expected from [13].

V. CONCLUSION

This work proposes an online and adaptive learning technique for estimating the on-street parking probability in the framework of connected vehicles. The parking availability map is incrementally learnt via GPR in a multi-source data collection scenario. To prevent computational and storage intractability issues, an information-driven active sensing module is applied to select incoming data. Numerical results validate the proposed approach in terms of adaptation capabilities, learning speed, and execution time.

Future work will be devoted to the extension on multi-platform cooperative scenarios.
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