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Abstract
Graph diffusion problems such as the propagation of rumors, computer viruses, or smart grid failures are ubiquitous and societal. Hence it is usually crucial to identify diffusion sources according to the current graph diffusion observations. Despite its tremendous necessity and significance in practice, source localization, as the inverse problem of graph diffusion, is extremely challenging as it is ill-posed: different sources may lead to the same graph diffusion patterns. Different from most traditional source localization methods, this paper focuses on a probabilistic manner to account for the uncertainty of different candidate sources. Such endeavors require to overcome significant challenges along the way including: 1) the uncertainty in graph diffusion source localization is hard to be quantified; 2) the complex patterns of the graph diffusion sources are difficult to be probabilistically characterized; 3) the generalization under any underlying diffusion patterns is hard to be imposed. To solve the above challenges, this paper presents a generic framework: Source Localization Variational AutoEncoder (SL-VAE) for locating the diffusion sources under arbitrary diffusion patterns. Particularly, we propose a probabilistic model that leverages the forward diffusion estimation model along with deep generative models to approximate the diffusion source distribution for quantifying the uncertainty. SL-VAE further utilizes prior knowledge of the source-observation pairs to characterize the complex patterns of diffusion sources by a learned generative prior. Lastly, a unified objective that integrates the forward diffusion estimation model is derived to enforce the model to generalize under arbitrary diffusion patterns. Extensive experiments are conducted on 7 real-world datasets to demonstrate the superiority of SL-VAE in reconstructing the diffusion sources by excelling the state-of-the-arts in AUC score. The code and data are available at: https://github.com/triplej0079/SLVAE.

CCS Concepts
• Information systems → Information systems applications;
• Theory of computation → Probabilistic computation.
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1 Introduction
Networks formed in the real world are changing the way how people interact and communicate in daily life, and the ubiquity of networks has also made us vulnerable to various network risks. For example, online social media like Twitter and Facebook enable worldwide people to express individual opinions. However, it has also been used to spread rumors and other forms of misinformation, leading to severe consequences: hundreds of death were caused by COVID-related misinformation in the first quarter of 2020 [11]. In addition, computer viruses can rapidly propagate throughout the Internet and infect millions of computers [19]. In smart grids (i.e., electricity networks), isolated failures could lead to rolling blackouts that create billions of financial losses [1]. From both practical and technical aspects, it is critical to identify the propagation origins accurately, and therefore, diminish the damages through cutting off the critical paths of the propagation. However, as the inverse problem of information propagation estimation, the difficulty of the ill-posed source localization problem is at least two-fold: 1) different diffusion sources may lead to the exactly same infected graph.

Figure 1: Example of ill-posed source localization problem: two set of diffusion sources with no intersection can produce the same infected graph.
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In past years, researchers have proposed a series of methods [8, 26, 31, 37, 39, 40] to identify diffusion sources. Earlier works [26, 37, 40] leveraged deterministic algorithms to locate a fixed number of sources under a prescribed diffusion pattern (e.g., Susceptible-Infected Model), and their models cannot be generalized to locate a varying number of sources in different diffusion patterns. Moreover, [31, 39] extended the previous models to locate multiple diffusion sources under various simulated prescribed diffusion patterns; however, their expressiveness and scalability are still limited due to the incapability of encoding the information of graph topology and the need of enumerating all possible solutions. Furthermore, a recent work [8] leveraged the Graph Neural Network to encode neighborhood and graph topology information into a latent node representation for the label propagation, which achieves the state-of-the-art performance. To date, all the existing source localization techniques tend to build various deterministic algorithms to compute the diffusion sources directly from a diffused observation. Nevertheless, the ill-posedness of the source localization task says its solution can usually be not unique (as shown in Fig. 1), while existing approaches still lack the ability to build an adequate model for characterizing such uncertainty of sources that can lead to the same diffusion observations, let alone the quantification of the likelihoods of different candidate inferences of sources.

The under-exploration of statistic models for accounting for the uncertainty of sources is mainly due to the difficulty in the nature of this problem. Quantifying the uncertainty requires automatically learning the probabilistic models of complex data, which has been a prohibitively challenging domain until the past few years when deep generative models started to excel out. Existing deep generative models have been applied to the relevant inverse problem but typically for image data. Specifically, existing works [3, 4, 16] have been utilizing deep generative models to build a probabilistic model between the input source and the observation so that one can estimate the “optimal” source to the observation through the approximated posterior probability. However, approaches that are utilized for solving inverse problems in the computer vision domain cannot be trivially adapted to the graph domain because of the following technical challenges: 1) The difficulty of quantifying the uncertainty in source localization of graph diffusion. Quantifying the uncertainty in diffusion source localization requires one to build conditional probability of the graph with diffusion sources given the graph with diffused observations. Image-related inverse problem treatments cannot be directly adapted here due to the additional consideration on graph topology as well as how it impacts node patterns. Moreover, the probability distribution of graph data is harder to be modeled and optimized efficiently by algorithms like gradient descent since its non-Euclidean discrete data. 2) The difficulty of characterizing the intrinsic patterns of the diffusion sources. Characterizing the patterns of diffusion sources is essential since diffusion sources are often conditioned on the intrinsic nature of the nodes and their connections. Such information is apart from the diffused observations but can predominantly help determine the sources. For example, accounts that have conducted abnormal activities in a period tend to be more suspicious of being the misinformation diffusion sources in social networks. However, modeling the distribution of the diffusion sources on the graph requires us to consider combinatorial patterns among discrete statuses of different nodes. Such patterns are exponentially high-dimensional and often intractable, leading to the distribution of diffusion sources unable to be trivially embedded into the source localization problem. 3) The difficulty of imposing the generalization under any underlying diffusion patterns. Most of the existing source localization methods are tailored for specific diffusion processes such as Linear Threshold, Independent Cascade, and Epidemic models, which usually impose strong assumptions on the diffusion process. It is imperative yet challenging to establish a source localization framework that can adapt to different forward models to locate sources under any information diffusion patterns.

In this work, to solve the challenges mentioned above, we propose a novel generic framework, namely Source Localization Variational Autoencoder (SL-VAE), for locating the diffusion sources given its diffused observation under arbitrary diffusion patterns. Particularly, to deal with the first challenge, we formulate the probabilistic model by leveraging a forward diffusion estimation model along with the approximated source distribution by deep generative models to quantify the uncertainty. To tackle the second challenge, SL-VAE learns a generative prior from the observed source-observation pairs as the way to encode the prior knowledge of the diffusion sources. Lastly, we derive a unified objective function that integrates the forward information propagation estimation model into the overall learning scheme such that the reconstruction of diffusion sources is fully aware of any diffusion patterns. We summarize our contributions in this work as follows:

- A new generic framework for probabilistic source localization in graph diffusion. To the best of our knowledge, this work is the first attempt to leverage deep graph generative models to characterize the prior and conditional probability for source localization problem of graph diffusion.
- A new objective is proposed to mutually learn forward and probabilistic models for reversely locating the diffusion sources. Moreover, the proposed SL-VAE can be coupled with any diffusion estimation models to reconstruct the unique diffusion sources to the diffused observations, which can be generalized under any information diffusion patterns.
- A variational inference-based method and associated optimization strategies have been customized for inferring the optimal diffusion source given its diffused observation, which leverages historical observations to characterize the intrinsic patterns of the diffusion sources for better prediction.
- Extensive experiments are conducted on 7 real-world datasets. Compared with existing approaches, SL-VAE achieves superior results in locating diffusion sources under varying diffusion patterns by on average 20% in AUC-ROC score and 10% in F-1 score.

## 2 Related Works

### 2.1 Information Diffusion Estimation

Information diffusion estimation on graphs is a task of approximating the expected number of influenced nodes given a set of diffusion sources [34]. Early works have proposed different approaches: Linear Threshold (LT) [18], Independent Cascade (IC) [18], and Epidemic Models [17] to estimate the influence propagation status. However, these prescribed methods are rather limited in their generalization capability, and computing the influence spread exactly
under these models is NP-hard [6]. Following works have been using learning-based models (e.g., recurrent neural networks [5, 35], self-attention mechanism [2], and stochastic processes [9, 24]) to predict the diffusion status. However, they also failed to incorporate graph topology in their learning schemes. Recently, graph neural networks (GNNs) have achieved success in many graph mining tasks. Many works [21, 29, 33, 34] have employed GNNs to predict the influence spread states since GNNs can naturally incorporate graph topology to enhance the estimation accuracy. We refer readers to recent surveys [28] for more details.

2.2 Source Localization

As the inverse problem of information diffusion estimation, diffusion source localization of online information diffusion is to retrospectively infer the initial diffusion sources given the current diffused observation, which have a wide range of applications including identifying rumor sources in social networks [15] and finding origins of a rolling blackout in smart grids [28]. In past years, researchers have proposed various methods [8, 26, 30, 31, 39, 40] to identify diffusion sources. Early approaches [26, 26] focused on identifying the single source of an online disease under the Susceptible-Infected (SI) diffusion pattern by employing the Minimum Description Length principle and approximate multi-source locating algorithm, respectively. Approaches [37, 39, 40] have been further proposed to generalize the source localization model to predict rumor sources under the Susceptible-Infected-Recovered (SIR) diffusion pattern with partial observation. Later on, Wang et al. [31] proposed a model named LPSI to automatically detect multiple diffusion sources without knowing any prescribed diffusion patterns, and Dong et al. [8] further leverage GNN to enhance the prediction accuracy of LPSI. However, existing diffusion source localization methods cannot well quantify the uncertainty between different diffusion source candidates, and they usually require searching over the high-dimensional graph topology and node attributes to detect the sources, both drawbacks limit their effectiveness and efficiency. Moreover, existing diffusion source localization methods are tailored for specific diffusion patterns (e.g., LT, IC), which further limits their generalization capability to perform on unseen and arbitrary diffusion patterns.

2.3 Generative Models for Inverse Problem

Due to the ill-posedness of inverse problems, locating diffusion sources is challenging without some prior knowledge about the data (e.g., the distribution of diffusion sources) [14]. Traditional approaches tend to hand-craft priors for solving inverse problems, but these hand-crafted priors are less expressive and usually intractable in many scenarios. Deep generative models provide a different way of modeling the high-dimensional and intractable prior distribution through representing a complex distribution to a simple distribution (e.g., standard normal distribution) with a deterministic transformation [10, 13, 25, 38]. Two primary deep generative models: Variational Auto-Encoders (VAEs) [20] and Generative Adversarial Networks (GANs) [12] have been widely used to learn the generative priors in many image-related inverse problems (e.g., image inpainting [36] and image super-resolution [22]). To the best of our knowledge, the proposed SL-VAE is the first work that utilizes deep generative models to solve graph inverse problems in practical application (i.e., source localization).

3 Source Localization VAE (SL-VAE)

This section first provides the problem formulation before moving on to derive the overall objective from divergence-based variational inference. We then provide the overall structure of SL-VAE in the form of the probabilistic graphical model. Finally, we provide a novel optimization algorithm to optimize the diffusion source given a corresponding diffused observation.

3.1 Problem Formulation

Given a graph $G = (V, E)$, where $V$ is the set of nodes and $E$ is the set of edges. Suppose there is a set of seed indicators $x \in \{0, 1\}^{|V|}$ (i.e., diffusion source), where 1 means infected and 0 means uninfected, a probability of each node being infected: $y = \{0, 1\}^{|V|}$ (i.e., diffused observation) can be estimated through a forward diffusion estimation model. The problem of information diffusion source localization (i.e., the inverse problem of the information diffusion estimation) is then defined as reconstructing a unique solution $\hat{x} \in \{0, 1\}^{|V|}$ from the diffused observation $y$ such that the empirical loss $||\hat{x} - x||_2^2$ is minimized. However, reconstructing $\hat{x}$ from $y$ is exceptionally difficult due to the following challenges.

**Challenge 1 (Quantifying the uncertainty).** To quantify the uncertainty in the diffusion source localization, we need to build a probabilistic model to characterize the conditional probability $p(x|y)$. However, both $x$ and $y$ are affiliated to the graph $G$, leading to characterize the conditional probability more challenging since the topology of $G$ determines the overall diffusion process, and existing works cannot be directly adapted due to the incapability of considering the complex and irregular graph topology.

**Challenge 2 (Intrinsic patterns of the diffusion source).** The intrinsic patterns of the diffusion source $x$ are hard to be modeled since they are unknown to us in most cases. Even if we could model the intrinsic patterns of $x$ as the prior distribution $p(x)$, such distribution $p(x)$ is often high-dimensional and intractable, which makes maximizing the joint likelihood $p(x, y)$ to be hard and computationally inefficient.

**Challenge 3 (Generalization under various diffusion patterns).** The underlying diffusion process from $x$ to $y$ is affected by numerous factors, including the type of network disease, immunity power, transmission rate, and network parameters. However, existing works tend to pre-define a diffusion pattern (e.g., IC, LT) and analyze the diffusion source localization on such patterns. Therefore, it is necessary to generalize the diffusion source localization method for handling any underlying diffusion patterns in order to make it practical in real life.

3.2 Quantification of Diffusion Source

The first challenge posed in Section 3.1 requires us not only to build a probabilistic model for quantifying the uncertainty in the diffusion source localization, but also efficiently leverage the graph topology to characterize the conditional probability $p(x|y)$. Given the fact that the diffused observation $y$ is conditioned on the graph $G$ and the diffusion source $x$, a conditional probability
Figure 2: Graphical model of SL-VAE. For the left figure, solid arrows represent the variational approximation $q_{\phi}(z|x, y, G)$ to the intractable posterior $p(z|x, y, G)$, and dashed arrows denote the generative process $p_{\psi}(y|x, G) \cdot p_{\theta}(x|z)$. Since $y$ and $z$ are conditionally independent given $x$ and $G$, we could simplify SL-VAE to the right of Fig. 2.

$p(y|x, G) \cdot p(x)$ can be obtained, where the $p(x)$ is the distribution of the infection sources. We can naturally utilize the Maximum A Posteriori (MAP) approximation to estimate the optimal diffusion source $\hat{x}$ by maximizing the following probability:

$$\hat{x} = \arg \max_x p(y|x, G) \cdot p(x) = \arg \max_x p(x, y|G).$$

However, since the distribution of the diffusion source $p(x)$ is often intractable, as suggested in the second challenge proposed in Section 3.1, we alternatively leverage deep generative models to characterize such implicit distribution.

The strategy is to map the intractable and potentially high-dimensional $p(x)$ to latent embeddings in low-dimensional semantic space in order to approximate $p(x)$ and reduce the computational cost. Specifically, the latent random variable $z \in \mathbb{R}^k (k \ll |V|)$ is obtained by an approximate posterior $q_{\phi}(z|x, y, G)$, and $p(z)$ is the graph prior distribution in latent semantic lower dimensions. We could define a joint probability distribution: $p(x, y, G, z) = p(x, y, G|z) \cdot p(z)$. Therefore, the posterior: $p(x|y, G)$ can be leveraged to infer the lower-dimension latent variable $z$ given the joint likelihood $p(x, y, G)$. However, because of the intractable $p(x)$, we instead model the approximate posterior $q_{\phi}(z|x, y, G)$ parametrized by $\phi$, and Kullback-Leibler (KL) divergence is utilized to measure the approximation error between $q_{\phi}(z|x, y, G)$ and $p(z|x, y, G)$. Therefore, the approximate posterior $q_{\phi}(z|x, y, G)$ can be obtained as:

$$q_{\phi}(z|x, y, G) = \min_{\phi} KL[q_{\phi}(z|x, y, G)||p(z|x, y, G)]$$

$$= \min_{\phi} \left[\mathbb{E}_{q_{\phi}}[\log q_{\phi}(z|x, y, G)] - \mathbb{E}_{q_{\phi}}[\log p(x, y, G, z)] + \log p(x, y, G)\right].$$

For the sake of simplicity, we omit the subscript of $\mathbb{E}_{q_{\phi}}(z|x, y, G)$ as $\mathbb{E}_{q_{\phi}}$ when the context is clear. Note that Eq. (1) cannot be computed directly because of the intractable joint distribution $p(x, y, G)$. However, given an approximate posterior $q_{\phi}(z|x, y, G)$, the Evidence Lower Bound (ELBO) allows us approximating the posterior as:

$$\text{ELBO} = \mathbb{E}_{q_{\phi}}[\log p(x, y, G, z)] - \mathbb{E}_{q_{\phi}}[\log q_{\phi}(z|x, y, G)].$$

By Jensen’s inequality, we can instead approximate the posterior through maximizing the ELBO, which is more computationally efficient than directly calculating the KL divergence. Therefore, we can minimize the KL divergence between the approximate posterior $q_{\phi}(z|x, y, G)$ and $p(z|x, y, G)$ by optimizing the negative ELBO:

$$-\text{ELBO} = -\mathbb{E}_{q_{\phi}}[\log p_{\theta}(x, y, G)] + KL[q_{\phi}(z|x, y, G)||p(z)].$$

Indepenence between the latent variable $z$ and the diffused observation $y$. In most of information diffusion estimation models [21, 29, 34], the diffused observation $y$ is only determined by the diffusion source $x$ under the graph $G$. Therefore, we can further decompose the likelihood $p_{\theta}(x, y, G|z)$ in Eq. (2) as:

$$\log p_{\theta}(x, y, G|z) = \log p_{\theta}(y|x, G) + \log p_{\theta}(x|z),$$

where $p_{\theta}(y|x, G)$ parametrized by $\tilde{y}$ is the likelihood function of a forward information diffusion model that measures $p(y)$ from $p(x)$ and $G$. In addition, the second term $p_{\theta}(x|z)$ in Eq. (3) reveals that the latent variable $z$ only encodes information from $x$ (i.e., $y \bot z|x, G$). According to the assumption, we could also simplify the encoder $q_{\theta}(z|x, y, G)$ in Eq. (1) to $q_{\theta}(z|x)$. And finally, the negative ELBO can be extended from Eq. (2) as:

$$-\text{ELBO} = -\mathbb{E}_{q_{\phi}}[\log p_{\theta}(y|x, G)] + KL[q_{\theta}(z|x)||p(z)].$$

where the KL divergence of above decomposition enforces the approximation of the posterior $q_{\phi}(z|x)$ such that the likelihood of both $p_{\theta}(x|z)$ and $p_{\theta}(y|x, G)$ can be maximized. The proposed Bayesian variational inference framework allows us to jointly maximize both likelihoods $p_{\theta}(y|x, G) + p_{\theta}(x|z)$ in order to construct a direct mapping between the observation $y$ to a unique estimated diffusion source $\hat{x}$. That means, Challenge 2 can be solved by generatively modeling the intrinsic pattern of diffusion sources as $p_{\theta}(x)$. The updated probabilistic graphical model of SL-VAE by considering the conditional independence $z$ and $y$ is illustrated in the right part of Fig. 2.

Monotonicity constraint on information diffusion. In addition to optimize the derived variational inference framework, the information diffusion on network is regularized by the monotone increasing property [7], namely $y^{(j)} \geq y^{(j)}$, $\forall x^{(j)} \geq x^{(j)}$. Intuitively, if one diffusion source set $x^{(j)}$ is the superset of another one $x^{(j)}$, then the probability of each node being infected in $y^{(j)}$ (estimated from $x^{(j)}$) should be greater or equal to $y^{(j)}$ (estimated from $x^{(j)}$), such that $y^{(j)} \geq y^{(j)}$. The assumption is applied in many network information diffusion tasks (e.g., influence maximization [7] and information forward estimation [28]), where each node should contribute non-negatively to the information diffusion. Hence, owing to the monotone increasing property of the information diffusion, we formulate the following constrained learning objective:

$$-\text{ELBO} = -\mathbb{E}_{q_{\phi}}[\log p_{\theta}(y|x, G) + \log p_{\theta}(x|z)] + KL[q_{\theta}(z|x)||p(z)]$$

$$\text{s.t. } y^{(j)} \geq y^{(j)}, \forall x^{(j)} \geq x^{(j)}.$$ (4)

However, such a learning objective with inequality constraints would bring a huge number of constraints when the number of nodes is huge. To address this issue, we transform the constrained Eq. (4) into its augmented Lagrangian form as follows:

$$-\text{ELBO} = -\mathbb{E}_{q_{\phi}}[\log p_{\theta}(y|x, G) + \log p_{\theta}(x|z)]$$

$$+ KL[q_{\theta}(z|x)||p(z)]$$

$$+ \lambda \left[\max(0, y^{(j)} - y^{(j)})\right]^2, \forall x^{(j)} \geq x^{(j)}.$$ (5)

where we transform the inequality constraint in Eq. (4) to minimize $\|\max(0, y^{(j)} - y^{(j)})\|^2$, and $\lambda > 0$ denotes regularization hyperparameter.
Objective Function. Therefore, the training procedure of the proposed SL-VAE model has been transformed into a new problem with much simpler constraints as shown in Eq. (5).

\[
L_{\text{train}} = \min_{\psi, \phi, \theta} \left[ -\mathbb{E}_{q_\phi(x|y)} \log p_\psi(y|x, G) + \log p_\theta(x|z) \right] + KL[q_\phi(z|x)||p(z)] + \lambda \cdot \left\| \text{max}(0, y^{(i)} - y^{(i)}) \right\|_1^2, \forall x^{(i)} \geq x^{(i)}
\]

where we sample a \(x^{(i)}\) and many \(x^{(i)}\)'s (such that \(x^{(i)} \geq x^{(i)}\)) as training samples for each mini-batch, and the corresponding \(y^{(i)}\) and \(y^{(i)}\)'s can be estimated by arbitrary diffusion patterns.

To sum up, SL-VAE provides an end-to-end Bayesian inference framework such that we could integrate the propagation estimation scheme into the VAE training. This unified learning framework allows us to reconstruct the diffusion sources under any diffusion patterns as long as the forward diffusion estimation model \(p_\psi(y|x, G)\) can successfully characterize the diffusion pattern. Therefore, Challenge 3 is addressed. In this work, we adopt Multi-layer Perceptron (MLP) structures for both encoder \(q_\phi(z|x)\) and decoder \(p_\theta(x|z)\) in our training. The choice of the forward diffusion model \(p_\psi(y|x, G)\) can be arbitrary as long as it is differentiable, which will discuss the different choices of \(p_\psi(y|x, G)\) in the experimental section.

### 3.3 Prediction of Diffusion Source

After the training phase, we aim to predict the optimal diffusion source \(x\) given the diffused observation \(y\). Since the distribution \(p(x)\) is directly determined by \(p(z)\) (often modeled as standard Gaussian distribution) such that \(p(x) = \sum_x p_\theta(x|z) \cdot p(z)\), one can sample \(\hat{x} \sim p(x)\) by marginalizing \(p(z)\) to perform MAP. Therefore, we derive the following optimization problem w.r.t. \(x\) for finding the optimal diffusion source given the diffused observation:

\[
\max_x \left[ p_\psi(y|x, G) \cdot \sum_z p_\theta(x|z) \cdot p(z) \right].
\]

However, marginalizing \(p(z)\) requires to sample as many samples as possible in order to make the distribution of the sample matches the desired distribution, which burdens the computational complexity. On the other hand, Eq. (7) does not contain information of the diffused observation \(y\), yet the diffused observation is the ingredient we would like to grasp when inferring the diffusion source.

Remark 1 (Replacing the prior by posterior). When posterior \(q_\phi(x|z)\) is not collapsed, the latent random variable \(z\) is sampled from \(q_\phi(z|x) = \mathcal{N}(\mu, \sigma^2)\), where both \(\mu\) and \(\sigma\) are obtained through stable functions of \(x\) in the training set. In other words, encoder can distill useful information from \(x\) into \(\mu\) and \(\sigma\). If VAE can well approximate the posterior \(q_\phi(z|x)\) to match the prior \(p(z)\), we could sample \(z\) from the posterior distribution \(q_\phi(z|x)\) instead of \(p(z)\).

Hence, we could derive the objective function \(L_{\text{pred}}(x)\) w.r.t. \(x\) by extending Eq. (7) as follows:

\[
L_{\text{pred}} = \max_x \left[ p_\psi(y|x, G) \cdot \sum_z p_\theta(x|z) \cdot q_\phi(z|x) \right] = \min_x \left[ -\log p_\psi(y|x, G) - \log \left( \sum_z p_\theta(x|z) \cdot q_\phi(z|x) \right) \right]
\]

where \(\hat{x}\) denotes diffusion sources from the training set. Therefore, the optimal \(\hat{x}\) can be obtained by maximizing Eq. (8).

Algorithm 1: SL-VAE Inference Framework

**Require:** \(p_\psi(y|x, G); p_\theta(x|z); q_\phi(z|x); \ L_{\text{pred}}; \ L_{\text{init}}; \) Numbers of iterations: \(n_{\text{init}} < n_{\text{opt}}; \) Success probability \(\tau; \) Threshold \(\delta; \) Learning rate \(\alpha\)

1. \(x \sim \text{Bin}([V], \tau) //\text{Sampling an initial} \ \hat{x}_{\text{init}}.\)
2. \(\text{for } n = 0, \ldots, n_{\text{opt}} \text{ do}\)
3. \(\quad x \leftarrow x - \alpha \cdot \nabla L_{\text{init}}(x)\)
4. \(\quad x \leftarrow \text{trim}(x, 0, 1)\)
5. \(\quad x \leftarrow \text{threshold}(x, \delta)\)
6. \(\text{end for}\)
7. \(\text{for } n = 0, \ldots, n_{\text{opt}} \text{ do}\)
8. \(\quad x \leftarrow x - \alpha \cdot \nabla L_{\text{pred}}(x)\)
9. \(\quad x \leftarrow \text{trim}(x, 0, 1)\)
10. \(\quad x \leftarrow \text{threshold}(x, \delta)\)
11. \(\text{end for}\)
12. \(\hat{x} \leftarrow x //\text{Output the predicted diffusion source.}\)

Remark 2 (Initialization of \(x\)). In order to reduce the search space when optimizing Eq. (8), rather than randomly initializing the input (e.g., \(x \sim \text{Bin}([V], \tau)\), where \(\text{Bin}\) is the binomial distribution and \(\tau\) is a random probability of \(x_i\) being seed indicator), we instead solve the following MAP problem that leverages prior knowledge of the observed diffusion sources \(\hat{x}\) to infer a starting \(x\) for Eq. (8).

\[
L_{\text{init}} = \min_x \left[ -\log p_\psi(y|x, G) - \log p_\theta(x|z) \right],
\]

where \(z = \frac{1}{\theta}q_\phi(z|x)\) is taken as the mean of all latent variables obtained from \(N\) diffusion sources in the training set.

The overall inference framework is summarized in Algorithm 1. Specifically, we firstly sample an initial diffusion source \(x\) from a Binomial distribution \(\tau = 0.5\) on Line 1. From Line 2 - 6, we iteratively solve the optimization problem proposed in Eq. (9) via gradient descent optimizer (e.g., Adam). In order to ensure the validity of the predicted \(x\) during optimization, we regulate the value of \(x\) in the range of \([0, 1]\) by using \(\text{trim}(x, 0, 1)\) on Line 4, and transform the continuous value of \(x\) back to discrete (i.e., from \([0, 1]^{\left|V\right|}\) to \([0, 1]^{\left|V\right|}\) through the threshold \(\delta\) on Line 5. The updated \(x\) is then fed as input to solve Eq. (8) in order to obtain the optimal \(\hat{x}\) to the observation \(y\) as described from Line 7 - 11.

Simplifying the Objective for Prediction. Since the diffused observation \(y\) fits the Gaussian distribution (i.e., continuous in \([0, 1]\)) to indicate the probability of a node being infected, and the diffusion source fits the Bernoulli distribution to identify which node is a seed indicator. Therefore, we can derive the following function for optimizing \(x\) with a diffused observation \(y\) as:

\[
L_{\text{pred}} = \min_x \left[ \left\| y - p_\psi(y|x, G) \right\|_2^2 - \log \left( \sum_i \prod_j f_\theta(z_i^j)(x_i - x_i^j) \right) \right] \]

where \(f_\theta\) denotes the decoder in the VAE. \(N\) and \(|V|\) are the number of training samples and nodes in the graph, respectively. For each \(x_i \in x\), there is a corresponding latent variable \(z_i, f_\theta(z_i) \in [0, 1]\) quantifies the probability of the single node \(x_i\) being the diffusion source. The derivation of above equation is provided in Appendix.
4 Experiment

For this study, we utilize real-world datasets to evaluate our proposed model for answering the following questions:

- **Q1. Flexibility**: How accurate does SL-VAE perform in source localization task when equipped with various forward diffusion estimation models?
- **Q2. Accuracy and Adaptation**: How does SL-VAE perform comparing with other source localization methods under different diffusion patterns (e.g., SL, SIR, Real-world Scenarios)?
- **Q3. Ablation Study**: How does each component of SL-VAE contribute to the overall system?
- **Q4. Scalability**: How rapid does the training/inference time of SL-VAE grow as the size of the input graph increase comparing with other methods?

4.1 Experiment Setting

**Data.** We compare our proposed SL-VAE with other baseline methods over 7 real-world datasets. A more detailed data description and statistics can be found in Appendix. For datasets Karate, Jazz, Cora-ML, Power Grid, and Network Science that do not have information diffusion propagation but only graph topology, we randomly choose 10% of nodes as the diffusion sources and simulate the information propagation based on the SI and SIR epidemic model with 200 iterations until convergence. Both susceptible (S) and recovered (R) nodes are regarded as uninfected nodes (e = 0), and the rest of nodes are infected (ε = 1). Both Digg and Memetracker are composed of information propagation cascades. For each information cascade, we choose top 5% of nodes and bottom 30% of nodes as diffusion sources and infected nodes based on their infected time, respectively. We randomly sample two graphs for both real-world datasets so that we could demonstrate the performance comparison in terms of the growth of network size.

**Comparison Methods.** We illustrate the performance of SL-VAE on various experiments against two sets of methods.

- **Diffusion Estimation Models.** Since SL-VAE can be utilized as a plug-in to any diffusion estimation methods, we select three state-of-the-art diffusion estimation methods as the forward function \( p_\theta(y|x,G) \) in the SL-VAE framework. 1) GAT [29] uses the attention mechanism to calculate aggregation weights between nodes, which demonstrates its superiority in estimating the information propagation among other GNNs. 2) MONSTOR [21] estimates the total influence spread of a diffusion source by stacking multiple GCN models. 3) DeepIS [34] combines GNN structures and characteristics of the influence diffusion model to estimate the susceptibility of each node.

- **Source Localization Methods.** In terms of the performance accuracy for the network source localization task, we compare SL-VAE with three baselines. 1) NetSleuth [26] aims at identifying multiple diffusion sources in a network; however, it only works when the underlying information diffusion pattern follows the SI model. 2) LPSI [31] propagates infected node information in the network and predicts the rumor sources based on the convergent node labels without the requirement of knowing the underlying information propagation model. 3) OJC [39] aims at locating sources in networks with partial observations, which has strength in detecting network sources under the SIR diffusion pattern. 4) GCNSI [8] learns latent node embedding with GCN to identify multiple rumor sources close to the actual source.

For non-learning-based source localization methods (e.g., LPSI, OJC, and NetSleuth), we set their hyper-parameters accordingly based on their original papers. For deep learning based GCNSI, we tune the hyper-parameter for their best performance in each dataset. All experiments are repeated for 10 times for performance convergence, and we report their average score of each metric.

**Implementation Details.** We leverage 3-layers MLP with nonlinear transformation for both decoder \( p_\theta(x|z) \) and encoder \( q_\alpha(z|x) \) in the proposed SL-VAE. In addition, the choice of the forward model \( p_\theta(y|x,G) \) can vary. We particularly choose multiple state-of-the-art information propagation models, such as Graph Attention Network (GAT) [29], MONSTOR [21], and DeepIS [34]. For GAT, we set the number of attention heads and the dimension of each attention channel to 8. For MONSTOR, we set the number of GNN stacks to 3, and for each stack, we adopt a 2-layer GCN network. For DeepIS, we follow their original setting: a 2-layer MLP network as the aggregation network and number of hidden units is set to be 64. The learning rate is set to be 0.002, and the number of epochs is set to 1,000 for all datasets. The iteration numbers are set to \( n_{init} = 20, n_{opt} = 50 \) in Algorithm 1 uniformly for all dataset.

**Evaluation Metrics.** We use two metrics to evaluate the performance of our proposed model: 1) F1-Score (F1): since network source localization is *de facto* a classification task that we need to accurately distinguish diffusion sources to all nodes, we leverage the most commonly used evaluation metrics - F1-score for this task. F1-score is taken as the harmonic mean of classification precision (PR) and recall (RE), so we report the PR and RE score along with F1 as well. 2) ROC-AUC Curve (AUC): since most real-world scenarios tend to have an imbalance between the number of diffusion sources and non-source nodes (i.e., positive and negative samples), we additionally leverage the ROC-AUC curve as another evaluation metrics, which is less sensitive to the data imbalance.
4.2 Q1: Flexibility of SL-VAE

To assess the flexibility of SL-VAE, we evaluate the model performance when providing various forward diffusion estimation models: GAT, MONSTOR, and DeepIS under the SI diffusion pattern. The results are visualized in Fig. 3, which are quite revealing in two aspects. Firstly, the performance of SL-VAE in recovering diffusion sources while equipped with various forward models is satisfying; the AUCs for each dataset are above 90% with only one exception, and the F1 scores can also achieve 80% on average. Secondly, the stability of SL-VAE in classifying diffusion sources is also well demonstrated. As shown in Fig. 3, we cannot observe any noticeable difference in performance between each variant of SL-VAE. In other words, as long as the information diffusion model can successfully capture the diffusion pattern, SL-VAE can be utilized as the inverse model with high flexibility to recover the diffusion sources. Hence, considering the overall performance for all datasets, we choose DeepIS as the forward model of SL-VAE and solely use SL-VAE to refer (SL-VAE + DeepIS) in the following experiments.

4.3 Q2: Accuracy of SL-VAE

We then evaluate the performance of SL-VAE against other source localization approaches. Note that a sturdy source localization algorithm should be capable of locating diffusion sources under various diffusion patterns. Therefore, we choose two epidemic models (i.e., SI and SIR) as the underlying propagation model to test the effectiveness of SL-VAE. Since the SIS model is similar to SI and SIR model, we only adopt SI and SIR models for comparison. For comparison methods, LPSI and GCNSI are tested under both diffusion patterns. NetSleuth is only tested under the SI diffusion pattern due to its design. Similarly, OJC is particularly designed for locating sources under the SIR model, and it can be adapted to the SI model with minor modifications. We present the performance comparison of all methods in Table 1 and 2, respectively.

Performance under SI Diffusion Pattern. It is apparent from Table 1 that SL-VAE excels other approaches in terms of both PR and AUC scores. For instance, SL-VAE achieves the best result in Cora-ML and Network Science datasets by excelling other methods on average 20% in each evaluation metric. Specifically, SL-VAE achieves over 0.95 AUC score while the average AUC score of other methods is mere 0.62. The performance of SL-VAE in the Karate dataset is not better than other datasets primarily due to the smaller node size in the Karate dataset; however, SL-VAE still achieves the best performance than others with larger scales. Although other comparison methods can achieve better performance in a single metric (e.g., LPSI delivers higher RE in several datasets and OJC scores higher PR in Power Grid dataset), their overall prediction performances are still not comparable to SL-VAE. Since the ratio of diffusion sources to other nodes is highly imbalanced and other comparison approaches cannot sufficiently capture the data distribution of the diffusion sources, other baseline methods tend to predict an inaccurate amount of source nodes. The above observation further substantiates that our proposed SL-VAE can accurately predict the diffusion sources despite the scarcity of diffusion sources by leveraging the deep generative model to learn such a prior.

Performance under SIR Diffusion Pattern. Furthermore, we demonstrate the performance comparison between each baseline under the SIR diffusion pattern, and the results are shown in Table 2. Note that locating diffusion sources under the SIR diffusion pattern is much harder since the immunity of individual nodes causes the incompletely observed and brings more randomness to the source localization task. As can be seen from Table 2, SL-VAE still achieves the best performance among all methods by at least 15% better than the second-best model in terms of AUC score. Note that OJC is specially designed for detecting diffusion sources under the SIR diffusion pattern by the proposed candidate selection algorithm, yet SL-VAE still outperforms it in most evaluation metrics with a few exceptions. In addition, what is striking about SL-VAE in Table 1 and 2 is SL-VAE consistently predicts high-quality diffusion sources no matter what underlying diffusion pattern is.
Figure 4: The visualized comparison between the generated diffusion sources and the ground truth. Fig. 4a - 4f are visualizations of Karate dataset, and Fig. 4g - 4l are visualizations of Jazz dataset. The predicted and ground truth diffusion sources are marked with green color while the rest of nodes are marked with red color.

Table 4: Ablation Study

| Datasets    | Jazz | Cora-ML | Power Grid | Karate | Network Science |
|-------------|------|---------|------------|--------|-----------------|
| SL-VAE (a)  | 0.6254 | 0.5580  | 0.8668 | 0.6692 | 0.9021          |
| SL-VAE (b)  | 0.8072 | 0.9542  | 0.9374 | 0.7124 | 0.9102          |
| SL-VAE      | 0.8182 | 0.9777  | 0.9562 | 0.7864 | 0.9838          |

4.4 Q3: Ablation Study

We further conduct the ablation study to investigate the importance of each component of SL-VAE. For the first ablated model, instead of optimizing the joint likelihood as shown in Eq. (8), we directly maximize the likelihood of $p_{\phi}(y|x)$ while $x$ is obtained through Eq. (9). For the second ablated model, we proceed to directly optimize Eq. (8) without the proposed initialization step (i.e., Eq. (9)). For simplicity, we denote both ablated models as SL-VAE (a) and SL-VAE (b), respectively. The performance comparison on 5 datasets between the ablated models and the original SL-VAE under the SI diffusion pattern is shown in Table 4. Overall, the performance will degrade if any components of our proposed SL-VAE are removed. Particularly, compared with other approaches in Table 1, SL-VAE (a) has already provided a comparable estimation of diffusion sources with the aid of the proposed initialization (Eq. (9)). For example, SL-VAE (a) achieves better results in F1 score than any other methods in the Jazz, Cora-ML, and Karate dataset, and SL-VAE (a) still achieves the second-best in the rest of datasets.

4.5 Q4: Model Scalability

To analyze the scalability of the proposed model, we record the average runtime for 10 rounds for the training of all comparison methods until convergence. The runtime is shown with respect to the number of nodes (i.e., 3,000, 5,000, 8,000, and 16,000 nodes) in Digg dataset, and the results are presented in Fig. 5: 1) the runtime of SL-VAE with different forward models (Fig. 5a); 2) the runtime of SL-VAE against other source localization algorithms (Fig. 5b).

As shown in Fig. 5a, all variants of SL-VAE demonstrate the linear runtime with the growth of graph size, and differences only depend on the complexity of the forward model. Moreover, as depicted in Fig. 5b, only LPSI has comparable runtime with SL-VAE in node size ($\leq 5,000$), other models are slower than SL-VAE in operating on large graphs ($\geq 8,000$) since they need to rely on enumerating the graph structure for locating diffusion sources. Since SL-VAE leverages deep generative model to avoid solving...
the ill-posed source localization problem, it exhibits efficient linear runtime against other models while achieving a better performance.

4.6 Visualization

Finally, we visualize the overall reconstruction performance of the diffusion sources under the SI diffusion pattern among all comparison methods in Fig. 4, where we select two datasets (i.e., Karate and Jazz) with relatively smaller graph size for better demonstration, and the rest of visualizations are exhibited in Appendix. Visually, the diffusion sources recovered by SL-VAE exhibit the most similar distribution to the real ones. For other baselines, LPSI and OJC tend to predict excess amount of sources in both datasets, respectively. Even though both GCNSI and Netsleuth can predict the similar amount of diffusion sources as in the ground truth, their prediction performance is not satisfied since they both fail to correctly quantify the uncertainty. To sum up, these observations align with the quantitative results demonstrated in Table 1 and 2.

5 Conclusion

Diffusion source localization is an essential yet challenging task with numerous network science applications. This paper proposes a novel yet generic framework, namely SL-VAE, that incorporates the deep generative model to approximate the intrinsic patterns of diffusion sources directly, and uncertainty in network information diffusion can thus be quantified. Finally, an integrated objective is derived to jointly learn both the generative model and an arbitrary forward diffusion estimation model to impose the model to generalize under any complex diffusion patterns. Extensive experiments and case studies conducted on seven real-world datasets demonstrate the consistent and superior performance of SL-VAE in various underlying information diffusion patterns. Specifically, the AUC score of SL-VAE outperforms other approaches by, on average, 20% under each diffusion pattern.
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A Appendix

A.1 Inference Derivation

For the final inference function derived in Eq. (8), we have:

\[ L_{\text{infer}}(x) = p_\phi(y|x,G) \cdot \sum_z \sum_{\hat{x}} p_\theta(x|z) \cdot q_\psi(z|\hat{x}) \]

\[ = -\log p_\phi(y|x,G) - \log \left[ \sum_z \sum_{\hat{x}} p_\theta(x|z) \cdot q_\psi(z|\hat{x}) \right] \]  \hspace{1cm} (10)

Most existing forward diffusion estimation models \( p_\phi(y|x,G) \) computes the diffused observation \( y \in [0, 1]^{|V|} \) to indicate the probability of how likely this node would be infected, which indicates the value of \( y \) is continuous in the range [0, 1] that fits Gaussian distribution. According to this assumption, the left term in Eq. (8) turns to measure the empirical risk between the ground truth \( y \) and \( \tilde{y} = p_\phi(y|x,G) \) from the forward diffusion estimation model. Therefore, the first term in Eq. (8) is written as the Mean Squared Error (MSE): \( \|y - p_\phi(y|x,G)\|_2^2 \). For the second term in Eq. (8), we minimize the log likelihood of \( \log \left[ \sum_z \sum_{\hat{x}} p_\theta(x|z) \cdot q_\psi(z|\hat{x}) \right] \). Since the estimated diffusion source \( \hat{x} \in [0, 1]^{|V|} \) that fit the Bernoulli distribution, minimizing such log likelihood is equivalent to minimizing the probability mass function. Therefore, we can marginalize the probability of both \( \hat{x} \) (from training set) and \( z \) (sampled from \( q_\psi(z|\hat{x}) \)) so that the probability mass function can be denoted as:

\[ L_{\text{pmf}} = \log \left[ \sum_{\hat{x}} \sum_z p_\theta(x|z) \cdot q_\psi(z|\hat{x}) \right] \]

\[ = \log \left[ \sum_{i} \prod_{j} p_{\theta}(z_j^{i})^{\hat{x}_i} (1 - p_{\theta}(z_j^{i}))^{(1 - \hat{x}_i)} \right] \]  \hspace{1cm} (11)

Therefore, the inference function for optimizing \( \hat{x} \) with a diffused observation \( y \in [0, 1]^{|V|} \) in Eq. (8) can be derived as:

\[ \hat{x} = \min_{\hat{x}} \|y - p_\phi(y|\hat{x},G)\|_2^2 - \log \left[ \sum_{i} \prod_{j} p_{\theta}(z_j^{i})^{\hat{x}_i} (1 - p_{\theta}(z_j^{i}))^{(1 - \hat{x}_i)} \right] \]

However, the derived \( L_{\text{pmf}} \) may experience numerical underflow when calculating the product term \( \prod_j p_\theta(z_j^{i})^{\hat{x}_i} (1 - p_\theta(z_j^{i}))^{(1 - \hat{x}_i)} \) if the graph size \(|V|\) is relatively large. Moreover, we can leverage the log-sum-exp trick to simplify the product term. Specifically, suppose \( p_{\theta}(x|z) \) be the product of the probabilities over \( i \) given \( j, x \) and \( z \), we could drive the log p \( \log[p_{\theta}(\hat{x}, z)] \) as:

\[ \log[p_{\theta}(\hat{x}, z)] = \sum_j \log[p_{\theta}(z_j^i)]^{\hat{x}_i} (1 - p_{\theta}(z_j^i))^{(1 - \hat{x}_i)} \]

Unlike computing the product of many small values, computing the sum of their logs has little danger of underflow. Now, let \( \psi(\hat{x}, z) \) be the maximal value of \( \log[p_{\theta}(\hat{x}, z)] \) over all \( j \) such that:

\[ \psi(\hat{x}, z) = \max_j \log[p_{\theta}(\hat{x}, z)] \]

Using the log-sum-exp trick, the \( L_{\text{pmf}} \) can be computed as:

\[ L_{\text{pmf}} = \psi(\hat{x}, z) + \log \sum_j \exp(\log[p_{\theta}(\hat{x}, z) - \psi(\hat{x}, z)]) \]

A.2 Additional Experiments

A.2.1 Dataset Description. We conduct experiments on 7 real-world datasets, the basic statistics are shown in Table 5:

| Dataset | Nodes | Edges | Average Degree | Clustering Coefficient |
|---------|-------|-------|----------------|------------------------|
| Karate  | 34    | 78    | 2.294          | 0.255                  |
| Jazz    | 198   | 2,742 | 27.69          | 0.52                   |
| Cora-ML | 2,810 | 7,981 | 5.68           | 0.246                  |
| Network Science | 1,565 | 13,532 | 17.29       | 0.741                  |
| Power Grid | 4,941 | 6,594 | 2.669          | 0.081                  |
| MemeTracker | 12,529 | 70,466 | 11.248      | 0.092                  |
| Digg    | 15,912 | 78,649 | 9.885         | 0.083                  |

Table 5: Dataset Overview

A.2.2 Baseline Description. We evaluate the performance of SL-VAE against other source localization approaches. It is worth noting that a sturdy source localization algorithm should be capable of locating diffusion sources under different diffusion patterns. Therefore, we choose two epidemic models (i.e., SI and SIR) as the underlying propagation model to test the effectiveness of SL-VAE and approaches. Considering that the SIS model is similar to SI and SIR model, we only use SI and SIR model for comparison. As shown in Table 6, for comparison methods, LPSI and GCNSI are tested under both diffusion patterns. NetSleuth is only tested under the SI diffusion pattern because of its design. Similarly, OJC is particularly designed for locating sources under the SIR diffusion pattern, it can be adapted to SI model with minor modifications.

| LPSI | OJC | NetSleuth | GCNSI | SL-VAE |
|------|-----|-----------|-------|--------|
| SI   | ✓   | ✓/x       | ✓     | ✓      |
| SIR  | ✓   | ✓/x       | ✓     | ✓      |

Table 6: Testing under different propagation patterns

A.2.3 Additional Visualization. We provide additional visualizations of the diffusion source prediction under the SI diffusion pattern among all baselines as follows. The predicted/ground truth diffusion sources are all marked with green while the rest of nodes are marked with red.
Figure 6: The visualized comparison between the generated diffusion sources and the ground truth (Jazz).

Figure 7: The visualized comparison between the generated diffusion sources and the ground truth (Network Science).

Figure 8: The visualized comparison between the generated diffusion sources and the ground truth (Power Grid).