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Abstract: Both incompleteness of frame of discernment and interference of data will lead to conflict evidence and wrong fusion. However how to identify new target that is out of frame of discernment is important but difficult when it is possible that data are interfered. In this paper, evidential identification based on residual is proposed to identify new target that is out of frame of discernment when it is possible that data are interfered. Through finding the numerical relation in different attributes, regress equations are established among various attributes in frame of discernment. And then collected data will be adjusted according to three mean value. Finally according to weighted residual it is able to decide whether the target requested to identify is new target. Numerical examples are used to verify this method.
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1 Introduction

How to deal with uncertainty in real life is still an open issue [13, 29, 30, 54, 62, 66, 76]. Many math tools, such as fuzzy set [3, 25, 58, 64, 67, 71, 73], rough sets [19, 21, 36, 40, 41, 52], entropy function [1, 2, 49, 49, 70] and D numbers [4, 8, 33, 39, 75], are presented to address this issue [14, 16, 37, 65, 71, 74]. Among these efficient tools, Dempster Shafer evidence theory [5, 44] has been paid great attention recently. Since Dempster-Shafer theory (DS theory) is proposed [5, 44], it has been widely used in information fusion [9, 28, 32, 51, 60, 61], control systems [10, 31], uncertainty modelling [7, 19, 38, 46, 47, 59] decision making [26, 27, 35, 73], risk and reliability analysis [15, 22, 56, 63, 74] and other fields [6, 50, 68, 69]. In DS theory , a basic probability assignment (BPA) is distributed to power sets of the frame of discernment and the sum of BPA is always one when supposed that elements in the frame of discernment are mutually exclusive and exhaustive. However, in fact, the frame of discernment that we assume or have known is not complete, that is to say probably there are some unknown species in a world, which is called an open world [20, 45]. It should be mentioned that an open issue in evidence theory is the conflict management [48, 53, 55, 72], which is also partially caused by open world.

And in past decades, a large amount of research has been conducted on this issue. Generalized evidential theory (GET) is proposed [11], which defines a novel concept called generalized basic probability assignment (GBPA) to model uncertain information, and provides a generalized combination rule (GCR) for the combination of GBPAs, and builds a generalized conflict model to measure conflict among evidences in an open world. Not only that, in [23], the conflict is
explored in a closed world and the result of evidence fusion is able to converge to correct answer when using the proposed method.

In addition, the identification of frame of discernment also is an open problem. Allocating a non-null value to the mass function on the empty is able to express and judge the incompleteness of frame of discernment in certain condition. As considering the case of potentially heterogeneous sources, Johan Schubert proposed a novel way to construct and evaluate alternative frames of discernment [43]. And dynamic estimation of the discernment frame in belief function theory is proposed by Wafa Rekik et al. [42] which using Cartesian product whose axes correspond to elementary discernment frames dealing with the relevance of each potential hypothesis to judge and update the frame of discernment.

However all of these works assume the collected data is correct and they are not interfered or just are interfered a little. In other words, only if the collected data are not interfered or just are interfered a little, the incompleteness of frame of discernment will be identified. In fact the collected data is very probably interfered. And the known species will be recognized as new target using existing method when the collected data is interfered. Therefore considering incompleteness identification under data interference condition have utilitarian value.

In this paper, evidential identification based on residual is proposed to identify incompleteness of frame of discernment. First assume that the frame of discernment is complete and there is a closed world. Then the method proposed in [11] is used to fuse data, which can get correct result even in evidence conflict in an closed world. Secondly through finding the numerical relation in different attributes, regress equations are established for different species and residual vector is calculated. The third step is that adjust collected data according to offset degree. The forth step is to plug the adjusted data into regress equation to calculate residual vector and weighted residual. Finally new target or perturbation of data is identified according to weighted residual. Numerical examples are used to introduce this method.

The rest of the paper is organized as follows. In Section 2, Dempster-Shafer theory, generalized evidence theory and evidence distance are briefly introduced. In Section 3, a new evidential identification based on residual is proposed. In section 4 numerical examples are used to illustrate the behaviour of the new evidential identification based on residual. Section 5 concludes the main contribution of the paper.

2 Preliminaries

In this section, some preliminaries are briefly introduced below.

2.1 Dempster-Shafer theory of evidence [5, 44]

In Dempster-shafer theory, basic probability is distributed to power sets of the frame of discernment whose elements are mutually exclusive and exhaustive. Some terminology and notions are defined below to explain theory better.

Let $\Theta$ be a set of $N$ mutually exclusive and exhaustive elements, which means the problem has $N$ possible values. The following set is called the frame of discernment.

$$\Theta = \{H_1, H_2, ..., H_N\}. \quad (1)$$

$P(\theta)$ is the power set composed of $2^N$ elements $A$ of $\theta$, representing the object is in $A$.

$$P(\Theta) = \{\emptyset, H_1, \cdots, H_N, (H_1, H_2), (H_1, H_3), \cdots, (H_{N-1}, H_N), \cdots, (H_1, H_2, H_3), \cdots, \Theta\}. \quad (2)$$
A basic probability assignment (BPA) is a function from $P(\Theta)$ to $[0, 1]$ defined by:

$$m : P(\Theta) \to [0, 1]$$

and which satisfies the following conditions:

$$\sum_{A \in P(\Theta)} m(A) = 1,$$

$$m(\phi) = 0.$$  \hspace{1cm} (4, 5)

where $m(A)$ represents the belief to $A$.

### 2.2 Generalized evidence theory

Generalized evidence theory is proposed by Deng [11], which generalize DS theory of evidence. When the frame of discernment is probably incomplete, generalized evidence theory is used to replace classical evidence theory, which defines a novel concept called generalized basic probability assignment (GBPA) to model uncertain information, and provides a generalized combination rule (GCR) for the combination of GBPAs, and builds a generalized conflict model to measure conflict among evidences in an open world [11]. But if the frame of discernment is complete, generalized evidence theory degrades into classical evidence theory. Some terminology and notions are defined below to explain theory better.

Let $U$ be a frame of discernment in an open world, which consists of $N$ mutually exclusive elements.

$$U = \{H_1, H_2, ..., H_N\}. \hspace{1cm} (6)$$

And its power set $2^U$ is consisted of $2^U$ propositions, which contains empty set. For $\forall A \in U$, if the function $m : 2^U \to [0, 1]$ satisfies

$$\sum_{A \in U} m_G(A) = 1$$

the function $m$ is called Generalized Basic Probability Assignment (GBPA). In this paper $m(\Phi)$ is not restricted to zero, which means the basic probability assignment to the proposition out of discernment. In other words, $m(\phi)$ represents the probability that the target is out of discernment.

### 2.3 Existing evidence distance

To measure the distance between two bodies of evidence, Jousselme defined a function from vector made up of BPAs to real number [24]. Let $m_1$ and $m_2$ be two BPAs on the same frame of discernment $\Theta$, containing $N$ mutually exclusive and exhaustive hypotheses. The distance between $m_1$ and $m_2$ is:

$$d_{BPA}(m_1, m_2) = \sqrt{\frac{1}{2}(\overrightarrow{m_1} - \overrightarrow{m_2})^T D(\overrightarrow{m_1} - \overrightarrow{m_2})},$$

where $\overrightarrow{m_1}$ and $\overrightarrow{m_2}$ are the associated vectors of BPAs $m_1$ and $m_2$ and $D$ is a $2^N \times 2^N$ matrix whose elements are

$$D(A, B) = \frac{|A \cap B|}{|A \cup B|},$$

$A, B \in P(\Theta)$.
3 The proposed evidential identification of new target based on residual

In this section evidential identification of new target based on residual is proposed. Like many ways of identifying the frame of discernment, at first assume the frame of discernment is compete and the world is closed. And then based on conflicts management in close world in [11], BPAs are produced and fusion result is obtained. Secondly through finding the numerical relation in different attributes, regress equations are established for different species and residual vector is calculated. The third step is that adjust collected data according to offset degree. The forth step is to plug the adjusted data into regress equation to calculate residual vector and weighted residual. Finally new target or perturbation of data is identified according to weighted residual. And the flow diagram is shown in Figure 1.

![Flow diagram of new method](image)

Figure 1: The flow diagram of new method

3.1 Evidence fusion

First suppose the frame of discernment is complete, conflicts management in close world. The method proposed in [11] is used to produce and combine BPAs. The reason why this method is chose is that this method can converge to correct answer even in strongly conflict condition when the frame of discernment is complete.

Furthermore when supposing that the frame of discernment is complete, many methods can be used to produce BPAs and fuse BPAs, which will converge to correct target and show a great result.

3.2 Linear regression

In most cases, there is strong correlation among different attributes in the same species. Furthermore the correlation changes with species. For example, the relation expressions for heights and weights change with sex. Therefore the relation expression for various attributes of different species is a good tool to distinguish species. In this paper, relation expression will be established among different attributes for fused result. And it is well known that there are
many ways to represent the correlation for different attributes, such as covariance matrix, linear regression, nonlinear regression.

For simplifying linear regression is elected to represent the correlation among attributes which is able to take every attribute into account at the same time. In other words, the following equation is used to represent one species.

\[ a_1x_1 + a_2x_2 + \cdots + a_nx_n = a \]  

(9)

Where \( x_i \) represents the value of \( i \)th attribute in certain species, \( a_i \) represents the weight of \( i \)th attribute or is called \( i \)th regression coefficient in relation expression which can be calculated by least square method and \( a \) is arbitrary constant which is an artificial constant. In addition, the value of \( a \) just affects regression coefficient increasing or decreasing manifold at the same time.

In the process of linear regression, residual vector can be calculated. According to the vector, histogram and probability contribution function for residual are obtained.

**Example 1.** Take Iris data (http://archive.ics.uci.edu/ml/datasets/Iris) as an example. Suppose that *Setosa* is one of elements in frame of discernment and twenty pieces of sample data are known. There are four attributes in one sample which are sepal length, sepal width, petal length and petal width. The chosen data are shown in Figure 2

![Figure 2: Twenty pieces of sample data which are used in linear regression](image-url)

Let \( X_1 \) is the vector of value of sepal length, \( X_2 \) is the vector of value of sepal width, \( X_3 \) is the vector of value of petal length and \( X_4 \) is the vector of value of petal width, constant \( a \) is 100. Using least square method, the value of \( a_1, a_2, a_3, a_4 \) is calculated and linear regression of *Setosa* is obtained.

\[ 10.98x_1 + 4.827x_2 + 26.98x_3 - 47.89x_4 = 100. \]  

(10)

If setting constant \( a \) is 1000 the linear regression of *Setosa* is

\[ 109.8x_1 + 48.27x_2 + 169.8x_3 - 478.9x_4 = 1000. \]  

(11)

The regression coefficient of the second equation is just ten times of the first equation when the second constant \( a \) is ten times of the first constant. And in the process of linear regression, residual vector can be calculated. And histogram and probability contribution function for residual are shown in Figure 3.
3.3 Data processing

If the target requested to identify is one of the elements of frame discernment and the data are not disturbed, the collected data will satisfy Eq.(9) equation or the residual will be small. Not only that, when revising noisy data and take it into Eq.(9), the revised data will satisfy Eq.(9) or the residual will be small. At the same time, if the target requested to identify is out of frame, after the same data revising, the revised data will not satisfy Eq.(9) or the residual will be large.

But how to revise data to satisfy these conditions mentioned above?

First offset degree is defined as follows. Let frame of discernment

$$\theta = \{H_1, H_2, \cdots, H_n\},$$

the target which is requested to identify is $S$. $S_j$ represents jth attribute for $S$, and $H_{ij}$ represents jth attribute for element $H_i$.

$$t_j = \frac{\text{threemean}(S_j)}{\text{threemean}(H_{ij})}$$  \hspace{1cm} (12)

$$\text{threemean}(A) = \frac{1}{4}Q_1 + \frac{1}{2}M + \frac{1}{4}Q_3$$  \hspace{1cm} (13)

where $t_j$ is defined as jth attribute offset degree for target requested to identify $S$. $A$ is a vector, $Q_1$ is upper quartile for vector $A$, $M$ is mean for vector $A$, and $Q_3$ is lower quartile for vector $A$.

Because threemean have disturbance rejection for extremum and abnormal data have no effect on offset degree, it is appropriate to use threemean to calculate offset degree.

And then revised data is defined as follows.

$$\tilde{S}_j = \frac{1}{t_j} \times S_j$$  \hspace{1cm} (14)

Because when taking the fusion method in [11], if the target is one of element in frame of discernment, it can diverge to correct solution. It is enough to calculate offset degree between target requested to identify and fused result and revise collected data according to fused result. It is no need to calculate offset degree between target requested to identify and every elements in frame of discernment.

Next plug these revised data into linear regression Eq.(9) and obtain residual $r$.

$$r = a - (a_1H_1 + a_2H_2 + \cdots + a_nH_n)$$  \hspace{1cm} (15)

![Figure 3: Histogram of residual vector when $a=100$ and $a=1000$](image)
3.4 Residual vector processing

Let $R$ represent residual vector of collected data of target requested to identify, and the ith element of $R$, $R(i)$, represents the residual between the ith collected sample data and linear regression of fusion result calculated in (9). If there is extremum in collected data, the part of component of vector will be large. To avoid the effect of extremum, weighted residual is chose. In general condition, the more similar the samples data are, the more confidence will be given, the same as the process of weighted fusion. For simplifying, the weight proposed in [12] consist of evidence distance serves as weight to produce weighted residual.

As we know the less weighted residual is, the more probably the target requested to identify is the convergence. When setting $\alpha$ as rejection probability, the section that locate at both ends in probability density function will be rejected as well as Figure 4.

Therefore according to given rejection probability, residual probability density function or

![Figure 4: Rejection method according to probability density function](image)

As we know the less weighted residual is, the more probably the target requested to identify is the convergence. When setting $\alpha$ as rejection probability, the section that locate at both ends in probability density function will be rejected as well as Figure 4.

Therefore according to given rejection probability, residual probability density function or

4 Numerical example

Real world exist many uncertainty [17, 34, 57]. In this section numerical examples are used to illustrate the validity of evidential identification of new target based on residual.

Take Iris data (http://archive.ics.uci.edu/ml/datasets/Iris) as an example. There are 150 samples in Iris data and each sample has four attributes such as sepal length, sepal width, petal length and petal width. In addition, 150 samples are divided into three classes which are Setosa, Versicolour and Virginica and there are 50 samples in each class.

Let frame of discernment consist of Setosa and Virginica $\theta = \{\text{Setosa}, \text{Virginica}\}$, and Versicolour is out of frame. To certify the practical of this method, two different conditions are considered. First condition is that the target requested to identify is Versicolour which is out of frame. Second condition is that the target requested to identify is Virginica whose collected data are interfered.

first condition, select 10 samples in Versicolour at random as collected data

Step 1. evidence fusion
According to method proposed in [11] and collected data, 40 pieces BPA are reduced shown in Figure 5 and evidence distance is obtained.

And then fuse these BPAs and result converges to Virginica.  

Step 2. linear regression  
The Eq. (9) is chose to reflect the relation among four attributes of Virginica. where $x_i$ represent the value of ith attribute in Virginica and $a_i$ represent the weight of ith attribute or is called ith regression coefficient .  
Based least square method, parameters in linear regression are calculated and the relational expression is shown below.

$$5.15x_1 + 9.25x_2 + 4.36x_3 + 6.75x_4 = 100$$ (16)

At same time the residuals of each sample can be obtained and represented by histogram shown in Figure 6. According to residual vector, the average of absolute residuals is 6.73.

And when the absolute residual is larger than 7, there is seventy percent that the target requested to identify is not Virginica.
Step 3. data processing
Offset degree is calculated as below. Where $S_i$ represent the vector of $i$th attribute for target, $H_i$ represent the vector of $i$th attribute for Virginica.

$$t_1 = \frac{\text{threemean}(S_1)}{\text{threemean}(H_1)} = 0.95$$
$$t_2 = \frac{\text{threemean}(S_2)}{\text{threemean}(H_2)} = 0.96$$
$$t_3 = \frac{\text{threemean}(S_3)}{\text{threemean}(H_3)} = 0.81$$
$$t_4 = \frac{\text{threemean}(S_4)}{\text{threemean}(H_4)} = 0.69$$

And then according to offset degree of each attribute, data are revised.

$$\hat{S}_i = \frac{1}{t_i} \times S_i \quad (i = 1, 2, 3, 4)$$
$$\hat{S} = [\hat{S}_1, \hat{S}_2, \hat{S}_3, \hat{S}_4]$$

Step 4. residual vector processing
Take the revised data into linear regression Eq.(16) ten pieces of residual vector can be obtained. The figure of residual vector is shown in Figure 7. And according to [12] the weighted residual 8.3 can be obtained as well.

![Residual vector](image)

Figure 7: Residual vector of collected data

Because 8.3 is larger than 6.73 and 7, the probability that target requested to identify is Virginica is not larger than seventy percent. Therefore based on the collected data, target requested to identify is regarded as a new species.

Above all, this method can identify new target.

In the second condition, choose 10 samples in Virginica at random and the sample data becomes 1.25 times.

Step 1. evidence fusion
According to method proposed in [11] and collected data, 40 pieces BPA are reduced shown in Figure 8 and evidence distance is obtained.

And then fuse these BPAs and result converges to Virginica.
Step 2. linear regression

The following equation is chose to reflect the relation among four attributes of Virginica.

\[ 5.15x_1 + 9.25x_2 + 4.36x_3 + 6.75x_4 = 100 \] (17)

Step 3. data processing

Offset degree is calculated.

\[ t_1 = 1.25, t_2 = 1.28, t_3 = 1.19, t_4 = 1.35 \]

And then according to offset degree of each attribute, data are revised.

Step 4. residual vector processing

Take the revised data into linear regression Eq.(17) ten pieces of residual vector can be obtained. The figure of residual vector is shown in Figure (9). And according to [12] the weighted residual 4.9 can be obtained as well.

Because 4.9 is less than 7 and 6.73, the result that target requested to identify is Virginica is not rejected.
Above all, when the data are interfered largely, target requested to identify is able to be identified as known species.

5 Conclusion

How to identify new target is a significant problem when it probably exists interference. However all of these works assume the collected data is correct and they are not interfered or just interfered a little. In other words, if the collected data are interfered, the identification of new target probably is wrong. The evidential identification of new target based on residual proposed in this paper considers the probability that data are interfered when identifying whether the target is new. And through data fusion, linear regression, data processing and residual vector processing, weighted residual can be obtained which is able to identify whether it is new target. It considers correlation among different attributes. By numerical example, efficiency and practicability of this method are proved. However in this method the setting of rejection probability which affects the accuracy of result is subjective. Therefore how to find a objective way to identify rejection probability will be significant research indicators of further studies. Also for simplifying, liner regression is elected to represent the correlation among attributes, while other method, such as nonlinear regression, will improve the accuracy.
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