Enhanced 3D Myocardial Strain Estimation from Multi-View 2D CMR Imaging
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Abstract

In this paper, we propose an enhanced 3D myocardial strain estimation procedure, which combines complementary displacement information from multiple orientations of a single imaging modality (untagged CMR SSFP images). To estimate myocardial strain across the left ventricle, we register the sets of short-axis, four-chamber and two-chamber views via a 2D non-rigid registration algorithm implemented in a commercial software (Segment, Medviso). We then create a series of interpolating functions for the three orthogonal directions of motion and use them to deform a tetrahedral mesh representation of a patient-specific left ventricle. Additionally, we correct for overestimation of displacement by introducing a weighting scheme that is based on displacement along the long axis. The procedure was evaluated on the STACOM 2011 dataset containing CMR SSFP images for 16 healthy volunteers. We show increased accuracy in estimating the three strain components (radial, circumferential, longitudinal) compared to reported results in the challenge, for the imaging modality of interest (SSFP). Our peak strain estimates are also significantly closer to reported measurements from studies of a larger cohort in the literature. Our proposed procedure provides a fast way to accurately reconstruct a deforming patient-specific model of the left ventricle using the commonest imaging modality routinely administered in clinical settings, without requiring additional or specialized imaging protocols.
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Introduction

When we consider the multiplicity of mechanisms that underly the dynamics of a beating heart, such as the governing chemical, electrical, structural and fluidic processes, a need for sophisticated computational models becomes clear. Such models are typically designed to study only some aspect of a heart-beat, from the phenomena exhibited by blood flow within the chambers (De Santis et al., 2018), to the electro-mechanics of the myocardium (Baillargeon et al., 2014), to the evolving geometry and shape of the ventricular walls (Medvedofsky et al., 2018), to the associated deformation patterns of the ventricles (Tobon-Gomez et al., 2013). Of general interest to such modelling efforts, is the translation of these governing principles to a computational domain, that is sufficiently representative of conditions in actual patients. This is necessary for the resulting models to be of clinical value and possibly assist in individualized therapy (Gray and Pathmanathan, 2018). In particular, a study of the kinematics and deformation of the left ventricle (LV) on a patient-specific level is an example of computational modelling that has of recent gained traction in clinical research (Gray and Pathmanathan, 2018). It can be divided into two approaches: tracking and analysis. Tracking falls within the fields of image processing and computer vision, since the underlying raw data that one starts with comes from a set of clinically acquired images in different modalities (Ginat et al., 2011). Some correspondence (image registration) then needs to be established between the images acquired at different times for a given region of interest (ROI) (Rueckert and Aljabar, 2010). On the other hand, analysis includes methods from computational geometry and computational mechanics (Amini and Prince, 2001; Wang and Amini, 2012). Quantities of clinical import that can be identified, and calculated for the LV, via both these approaches, include global metrics, such as chamber volume, wall thickness. And regional metrics, such as local displacement, strain and curvature (Fig. 1).

Figure 1. CMR SSFP images of the left ventricle in the different views at end-diastole ED and end-systole ES. Red points indicated tracked myocardium points using 2D registration method employed in Segment Medviso.
Strategies and methods are varied in terms of the choice of image acquisition, transformation modelling, similarity metrics, and post-registration error correction (Amini and Prince, 2001; Rueckert and Aljabar, 2010). Historically, for instance, LV motion tracking was employed by direct methods of motion analysis within the frequency domain of the images (Tobon-Gomez et al., 2013; Wang and Amini, 2012). Recently, there has been renewed clinical interest in LV motion tracking on untagged Cardiovascular Magnetic Resonance (CMR) images to help overcome the fading of tags over a cardiac cycle (Hergan et al., 2008). Moreover, interest in approaches that combine information from multiple imaging sources (multi-modalit) has also grown (Werys et al., 2015). In tandem, non-rigid registration methods that deal with cardiac deformation have also been widely adopted. These registration methods focus on elastic and optical flow methods that do not in general allow for motion tracking within the myocardium, but only along its borders (Hergan et al., 2008; Heyde et al., 2013). Elastic methods seem preferable, however, since they add a smoothing penalty to the cost function in their optimization scheme, inspired by the bending energy of thin sheets of metal (Morais et al., 2013). Furthermore, a temporal smoothing strategy could be introduced (Morais et al., 2017). Their higher accuracy in comparison with other methods, e.g. optical flow, has thus been argued (Heyde et al., 2013; Morais et al., 2017, 2013). There are several examples of non-rigid registration methods in the literature. For instance, Fraunhofer MEVIS developed an approach based on a frequency domain analysis of 3DTag and 3D ultrasound (3DUS) images. They employ 2D estimates of displacement fields, slice-wise, in different orientations, and combine the resultant displacement fields into the 3D domain. No temporal consistency constraint is enforced (Tobon-Gomez et al., 2013). Imperial College London – University College London (IUCL) employ a combined 3D free-form deformation (FFD) registration scheme that uses 3DTag and steady-state free precession (SSFP) images. Their approach is primarily designed for MR sequences, with a spatially varying weighting scheme to decide on the influence of displacements between the 3DTag and SSFP sequences (Duckett et al., 2012; Tobon-Gomez et al., 2013). Their approach has the known limitation that circumferential and longitudinal motion are underestimated in the SSFP images, and that the tracking of myocardium contours is rather difficult in 3DTag images, due to tag-fading at peak systole. Conversely, Universitat Pompeu Fabra (UPF) employs a time modified FFD (TFFD) approach by including time in their registration process, to introduce their optimization over velocity instead of displacement, which improves the process by enforcing temporal coherence in the displacement of points along the cardiac cycle (Tobon-Gomez et al., 2013). Also, incompressibility of the myocardium (i.e. volume conservation) is included as a regularization term in their optimization. As a last example, the Inria-Asclepios project also employs a velocity field-based registration scheme but using a non-parametric approach (i.e. no spline control grid) with the iLogDemons algorithm (Tobon-Gomez et al., 2013). They also introduce incompressibility of the myocardium as a smoothing term in the optimization and were able to apply the algorithm on all image types. All these discussed approaches, except MEVIS, used a 3D registration scheme. MEVIS combine the more classical frequency domain two-dimensional analysis with 3D reconstruction at later stage. Also, all approaches exhibited rather expensive computational times, exceeding hours in execution per case. Except for IUCL and MEVIS, a manual segmentation step is required in image pre-processing (Tobon-Gomez et al., 2013). Also, as all approaches focused on assessing motion tracking, they do not elaborate on the pre-requirement of obtaining a geometrical representation of the LV and instead relied on the ground truth meshes provided by the benchmark challenge which was obtained by manually deforming a template LV mesh acquired from CT image scans (Tobon-Gomez et al., 2013), which for the purposes of this framework we included our own mesh reconstruction step from SAX images as it corresponds to real life clinical settings where a template mesh may not be available, this also helps in creating LV shapes as close to real morphologies as possible. As a final remark,
to the best of our knowledge Segment Medviso is one of the few FDA approved myocardial strain analysis commercial software that works on untagged CMR images without requiring special processing of images, beyond those routinely administered for LV function assessment (Morais et al., 2017; Schulz-Menger et al., 2020). Hence, the motivation was to complement the software’s clinical workflow with a) 3D strain interpolation and b) patient specific 3D mesh model of the LV, based on manual contouring of LV borders from CMR images.

Materials and Methods

We begin by defining our problem as follows. We are given a sequence of images representing the heart over time, where 30 frames span about 1s of cardiac motion, imaging it as it contracts to eject blood, and then relaxes to refill, i.e. one cardiac cycle. The main image stack is of the short axis (SAX), which represents a top view of the heart chambers, and is composed of multiple 2D slices that trace the entirety of the LV from base to apex. Additionally, we have 2D image stacks of two- and four-chamber views that are orthogonal to the short axis (Fig. 1). The ROIs associated with the LV are three regions: the outer layer (epicardium), the inner layer (endocardium) and the volume between them (myocardium), which appear in 2D MRI images as per (Fig. 2A). After assembling the image stack and loading them in a commercial software (Segment) we proceed to manually segment the ROIs for the first timeframe, which should always correspond to the maximal LV volume, known as the end-diastolic stage (ED). We then start the tracking process which follows the segmented ROI as it deforms over the cardiac cycle. We export the results of segmentation and tracking for coding on MATLAB and proceed to transform the tracked points into physical space, aligning the different views and up sampling their point clouds by means of spline interpolants (Video. 1). Next, we interpolate 3D displacement fields that combine motion data from the different views and reconstruct the surface and volume meshes from ED segmentation. This allows us to deform the new tetrahedral mesh representations of the LV (Video. 1), allowing for the calculation of strain distribution using finite element approximations on the deformation of each mesh element.
Video. 1 Animation of original tracked points from software and then, of final interpolated mesh as it deforms due to influence of combined displacement from the multiple views.

Figure 2. Overview of meshing pipeline in our proposed method. A) Initial manual segmentation of myocardium from images at end-diastole. B) Initial point cloud of tracked points from Segment. C) Up sampled and refined point cloud. D) Initial surface reconstruction. E) Final volumetric mesh of myocardium.
Segmentation

All pre-processing, which involves a consideration of DICOM metadata headers (Ginat et al., 2011) and manual segmentation, was performed on Segment. After loading and assembling the image stacks in the software, the next step is to manually segment the endo- and epicardial walls of the LV on the images using a graphical user interface tool provided by the same software (Fig. 1, Fig. 2A). This is a critical step that requires anatomical knowledge of the 3D morphology of the LV, its projections, and may be affected by image artefacts, noisy acquisitions, as well as observer experience. In our research we closely followed the segmentation guidelines recommended by the Task Force for Post Processing of the Society for Cardiovascular MR (SCMR) (Schulz-Menger et al., 2020). In Fig. 2A we show the process of contouring/segmentation of myocardial borders in the different slice levels.

Registration

Next, a tracking algorithm employed by the Segment Strain Analysis Module is used to estimate myocardial point displacements by using a non-rigid image registration method that has the following components. A transformation function using the B-Spline product transform, where control point displacements are estimated by an optimization scheme that minimizes an image similarity metric between pairs of consecutive images in the sequence (Morais et al., 2017, 2013). Additionally, a regularization term that penalizes rough deformations is used in the optimization scheme. The similarity metric is treated simply as the sum of square differences SSD (Morais et al., 2013) between two consecutive image frames and the regularization term is based on the bending energy which can be derived from second-order derivatives of the cost function (Schwarz, 2007). An important addition to this registration scheme, unlike other approaches, is its incorporation of time as an independent variable in the optimization process, which helps eliminate jagged or unphysical motion trajectories that are induced by treating inter-frame registrations independently (Morais et al., 2013). This process is repeated for each view and for each 2D image in the stack.

We next extract scattered displacement fields from the resultant tracked points by subtracting from the new positions at each frame (Fig. 3B) the original positions in the reference frame at ED (Fig. 3A). An important implication of the FFD approach employed by Segment is that we can also follow myocardial point displacements inside the tracked boundaries, unlike approaches based on optical flow methods (Hergan et al., 2008). The general form of a non-rigid elastic registration method based on FFD can be summarized as in (Heyde et al., 2013; Schwarz, 2007) in (Eq. 1, 2, 3) as

\[ C = S(\phi) + \alpha R(\phi) \]  
\[ S(\phi) = \frac{1}{M} \sum_{i=0}^{M} \left( I_f(x) - I_m(T(x, \phi)) \right)^2 \]  
\[ T(x) = x + u(x) \]

Where \( C \) is the cost function and \( S \) is the similarity measure (sum of square differences) between a fixed image \( I_f \) and a moving image \( I_m \) after applying a transformation \( T \), which is defined as a displacement of some pixel/voxel located at \( x \) defined by a deformation field \( \phi \).
The $R$ term is the cost function that relates to smoothing/regularization with $\alpha$. The objective of the optimization is to find the optimal parameters of $T$ that minimize (Eq. 1). The choice of $R$, $T$, and $\alpha$, as well as the strategy of obtaining the similarity measure $S$, are what determine the non-rigid registration algorithm. In this work, we complement the 2D tracking results provided by Segment Strain Analysis module which was used as is, detailed algorithm implementation details can be reviewed in (Heyde et al., 2013; Morais et al., 2017, 2013).

Figure 3. Overview of displacement interpolation and strain calculation pipeline in our proposed method. A) Initial aligned point cloud representation of left ventricle segmentations. B) Displacement vectors from 2D registration at peak-systole C) Left ventricle tetrahedral mesh with color coded displacement field and displacement vectors at each point with length of vectors representing magnitude of displacement. D) Mesh with color coded weight map for each point representing degree of influence of displacement from each view. E) Mesh with color coded strain map of circumferential strain.

**Point Cloud Construction and Alignment**

Upon exporting to MATLAB the sorted images, segmentation and tracking information, we need to perform a series of coordinate transformations that serve the dual purpose of aligning the different views which define the ROI, and facilitating the interpolation/extrapolation of the 3D displacement fields within a common coordinate system. This is accomplished by relying on the DICOM metadata information in each image stack, which provides the required information, i.e. position, orientation, scale and size, to allow a transformation of the images, segmentation and tracked points to the RL-AP-FH anatomical space (Ginat et al., 2011). We can then transform the resultant datasets to a global Cartesian coordinate system centred at the LV’s centre of mass defined by averaging the nodal positions in the first time frame, with the major axes of the ROI aligned with X, Y, Z unit vectors respectively (Fig. 2B). The spatial resolution of the scattered points that are retrieved from segmentation, and their associated displacement fields, is in general deemed insufficient to fully reconstruct the LV, or to properly interpolate its displacement fields. Hence, we up-sample the point clouds, relying on natural cubic splines (Ginnis et al., 2017; Lee, 1989) to construct spline cages that follow the ordered set of points that cover the ROI in its different spatial views (Fig. 2C). By stitching/joining
endo and epi contours and then up-sampling points along these splines, we can generate higher quality point cloud representations of the LV (Fig. 4), with the added ability to refine and smoothen our representation as needed, by means of predefined user variables. Generally, dense point clouds offer better surfaces and smoother displacement fields.

![Figure 4. Example of stitching/joining scheme for (A, B) SAX point clouds and (C, D) combined 4CH, 2CH point clouds. Red corresponds to original sampled points and blue corresponds to interpolated points.](image)

**Meshing**

The up sampling described above satisfies the purpose of generating smoother surfaces for enhanced displacement field interpolation. However, a continued presence of gaps or holes in the 3D ROI can be an obstacle to creating a surface representation of the LV. We thus developed in-house a customized automatic method to stitch/join user segmentation data, and to create the desired closed surface (Fig. 2D), with the added feature of controlling our resolution/point-density via user defined variables. Our method takes advantage of experienced-user input during segmentation and allows true morphological features to emerge within our 3D representation. In particular, after a new set of points is retrieved (Fig. 2B), we proceed to generate an initial surface triangulation using the boundary fitting method MATLAB, which is similar to the convex hull method (MATLAB ® Mathematics R2020a, 1984), but further allows the surface to shrink towards the interior of the hull to envelope all the points (MATLAB ® Mathematics R2020a, 1984). Subsequently, the surface is resampled, and a volume mesh is created using the iso2mesh utilities (Fang and Boas, 2009) which are based on Delaunay tetrahedralization of a closed surface. With our new set of nodes and their tetrahedral connectivity list, we obtain a complete volumetric representation of the LV (Fig. 2E) It is important to note that in case a surface mesh is already available, for example from an
external segmentation process, one only needs to align the surface mesh to the CMR image set and construct a volume mesh from the surface representation using the same utilities in the iso2mesh toolbox.

**Displacement Field Interpolation**

Given the up-sampled and reconstructed versions of the point clouds, it is necessary to interpolate the displacement fields at arbitrary locations over time and space. Here, we rely on the scattered interpolant method (Amidror, 2002) to compute interpolating functions for three axes of motion (X, Y, Z) by using function values from both the short axis tracked point cloud and the reconstructed long axis point cloud (Fig. 3A, B). The scattered interpolant relies on first constructing a Delaunay triangulation of the original sampled points. Next, any new query point is projected onto the convex hull of the sampled area, and the function value can be calculated using natural spline, linear or nearest neighbour interpolation options. When the query point lies inside the convex hull, the function value is interpolated, otherwise it is extrapolated using only the linear or nearest neighbour options. Finally, we can use the interpolants to compute displacement vectors at each time frame (Fig. 3C). In particular, we select the Z component of the displacements at a point to be exclusively represented by the interpolated values that come from the long axis view, given that we do not track long axis motion in short axis views, while we represent the X and Y components of displacement by a time-dependent weighted combination of long (4CH, 2CH) and short axis (SAX) views (Fig. 3D). The weights \( W \) influence the final displacements \( u, v \) in the X and Y directions at a point, depending on how much the given point has moved along the longitudinal direction \( w_l \) at a given time frame. \( W \) favours displacements obtained from the long axis \( u_l, v_l \) views at times of large longitudinal deformation only, according to the formula,

\[
W = \frac{w_l - w_{l,\text{min}}}{w_{l,\text{max}} - w_{l,\text{min}}} \tag{4}
\]

\[
u = (1 - W) * u_{cs} + W * u_l \tag{5}
\]

\[
v = (1 - W) * v_{cs} + W * v_l \tag{6}
\]

Finally, with the obtained point (nodal) displacements, we compute the Greene-Lagrange strain \( E \) (Eq. 3) for each tetrahedral element via the deformation gradient \( F \) (Amini and Prince, 2001). The assembly of the required matrix calculations can be derived by standard finite element mapping (McGinty, 1986).

\[
E = \frac{1}{2} (F^T F - I) \tag{7}
\]

**Validation and Analysis**

For validation of our procedure, we focus on LV strain estimation on SSFP images. We here select the three benchmark results that were produced on such images in the STACOM 2011 challenge (Tobon-Gomez et al., 2013). Furthermore, we compare with the IUCL results also
presented in STACOM 2011, which included a combined approach between 3DTag and SSFP. We begin by a qualitative assessment of the strain field maps for a single volunteer dataset. We inspect local morphology changes during peak systole and compare visually to patterns obtained by STACOM 2011 participants. We then discuss the effect of using different motion tracking approaches and imaging modalities on the distribution of deformation and strain. Quantitative analysis is then performed for peak strains. Peak mid-ventricular strains were averaged across all samples. Results obtained from our proposed procedure will be tagged in the results section of this paper as AUC_AHC when comparing to the results reported by challenge participants (as available) and to suitable clinical reference benchmarks (Moore et al., 2000; Tobon-Gomez et al., 2013; Yingchoncharoen et al., 2013). Note that literature characterizes for end-systole a positive radial strain, a negative circumferential strain, and a longitudinal strain (of lower absolute magnitude than the radial component) (Moore et al., 2000; Yingchoncharoen et al., 2013).

**Results**

We here present our results for our procedure as applied to the STACOM 2011 datasets of the LV, which offers a valuable benchmarking platform for myocardial deformation and tracking algorithms. STACOM 2011 publicly shared its organized datasets of high quality, as well as the clinical metrics that were quantified from those datasets by four of the research groups that had responded to the challenge, the datasets are available online via the Cardiac Atlas Project (Tobon-Gomez et al., 2013). Each participant proposed their own myocardial motion tracking solution for the LV based on cine SSFP, tagged MR and/or 3DUS modalities. Each human volunteer’s dataset was selected from healthy volunteers within certain age limits (28 ± 5 years old) and body surface area (1.8 ± 0.2m²), to reduce physiological variability (Tobon-Gomez et al., 2013).

**Qualitative Findings**

**Strain Magnitude**

At peak systole, the radial strain ranges from -0.5 to 0.5, but is predominantly positive (indicating wall thickening), with the larger values more-or-less evenly distributed along the anterior (right side, free wall) of the ventricle, and the lower values appearing towards the interior (left side, septal) region. Minimum radial contraction appears at the most basal region (held back by atrial and valvular structures) and apical region (with the least amount of muscle) (Fig. 4). Our results for this particular dataset, are visually comparable to those of UPF and INRIA in terms of field strength and general distribution. Furthermore, the circumferential strain ranges from -0.25 to 0.25, and is predominantly negative (which indicates a shrinking LV chamber). Positive values, however, are visible at the most basal anterior parts, due to a loss in circularity in that plane at peak systole (Fig. 5). Our circumferential strain patterns for this dataset, seem to align best with the results of INRIA. The dissimilarity between reported results can in good part be ascribed to the degree of smoothing of the morphologies constructed in 3D of the LV, which results in different tangential/circumferential directions computed at each point on the mesh, and in turn projecting different circumferential components. Clearly, the radial strains are less sensitive to this issue. The longitudinal strain correspondingly ranges from -0.25 to 0.25 and is mostly negative over a large part of the LV, with positive values appearing at the most basal anterior parts. Again, our results are qualitatively in good
agreement with those of UPF and INRIA, (Fig. 5). Finally, in terms of the trends of strain over the cardiac cycle, we summarize the computed average mid-ventricular strains in (Fig. 6A).

Figure 5.: Comparison of strain maps over volunteer 9 dataset between our proposed method and the results of the different participants on the same image modality. Strain ranges from –0.5-0.5 for radial, and –0.25-0.25 for longitudinal and circumferential components respectively.

Quantitative Findings

Peak Strain

The mean peak radial strain at the mid-ventricular level is estimated using our procedure to be (0.26 ± 0.07) vs. the (0.3 ± 0.08), (0.05 ± 0.04), (0.11 ± 0.1) reported by the challenge participants listed in the order shown in (Fig. 6A). For the circumferential strain we estimate a mean peak value of (-0.14 ± 0.01) vs. the (-0.11 ± 0.02), (-0.1 ± 0.03), (-0.12 ± 0.2) reported by the challenge participants. Finally, the average peak mid-ventricular longitudinal strain is estimated to be (-0.12 ± 0.04) vs. the (-0.04 ± 0.01), (-0.13 ± 0.03), (-0.09 ± 0.2) reported by the challenge participants. With the IUCL approach we note a severe underestimation of radial strain, and a similarly severe underestimation of longitudinal strain by both the UPF and the INRIA procedures, obtained for the entire dataset. The underestimation is with respect to the reference clinical benchmarks at the mid-ventricular region, as reported in the literature, i.e. (0.44 ± 0.2), (-0.19 ± 0.04) and (0.15 ± 0.03) for radial, circumferential and longitudinal strain components respectively (Fig. 6A), based on 3DTag imaging (Moore et al., 2000; Yingchoncharoen et al., 2013).
Landmark Tracking Error

Tracking error is defined as the Euclidean distance of the positions of landmarks using a proposed method and those observed by manual methods. For our proposed method that uses SSFP images only, we have a median tracking error of 4.9 ± 0.82 mm. The average error among participants using same image type is 4.8 mm, though it can be lower for other image types (Fig. 7).

Computational Speed

The run time of our codes per case are approximately 15 minutes, including the most time-consuming step of manual segmentation in the first timeframe for the different imaged
orientations, as well as the running of the strain analysis module on Segment. Here it is clear that we have a clear advantage over the codes used in the STACOM 2011 challenge (Fig. 8).

![Running Time Per Case](image)

Figure 8. Average Running time in hours comparison per case with the different participants in the challenge categorized by desktop and cluster running configurations.

**Discussion**

In general, we note that our modelled strain maps are most like those reported by INRIA on the SSFP datasets, for the radial and circumferential components (Fig. 5). Also, clear improvement is offered by our procedure, with respect to the results reported in the challenge, in terms of the following important metrics. First, in terms of components magnitude (Moore et al., 2000; Tobon-Gomez et al., 2013; Yingchoncharoen et al., 2013) in terms of being the method closest to reference values as well as higher sensitivity in capturing peak strain patterns in the different directions. Second, in terms of general curve smoothness (Duckett et al., 2012; Tobon-Gomez et al., 2013) which may indicate that our method is more robust to noisy acquisitions and myocardial tracking errors. Concerning our modelled strain magnitudes, as with all Challenge participants, we underestimate the peak values, with varying degrees for each component. Here, we compute a peak radial strain of (26 ± 6 %) (Fig. 7), consistent with challenge participants and with previous studies made on SSFP images (Duckett et al., 2012; Tobon-Gomez et al., 2013) which we have good agreement in circumferential strain (14 ± 1.4%) with the participants (Fig. 7), when focusing on the SSFP modality. Our approach however is the most capable among the approaches we here compare to reproduce clinically anticipated longitudinal strains (-12 ± 4%). It does so, without compromising the quality of its radial and circumferential estimates, and without resorting to other imaging modalities. Finally, we remark that a source of underestimation affecting strain estimates in all the approaches we here compared is the lack of enforcement of incompressibility on the myocardium (Amini and Prince, 2001; Duckett et al., 2012; Rueckert and Aljabar, 2010; Wang and Amini, 2012). As the LV walls thicken between diastole and systole within a cardiac cycle, with an underestimated longitudinal motion, an enlarged myocardial volume will result, which violates incompressibility. All computed strain components are thus calculated with respect to enlarged tetrahedral elements, which for the same displacements will return underestimated strains. In our proposed approach the tracking error seems generally higher than that reported for the other image modalities (Fig. 7A). However, we note that it is well within the range reported specifically for methods based on SSFP images (Fig. 7B), as were used in our research. This larger error is
partly explained by the fact that our manually observed landmarks were extracted from 3DTag images only (Tobon-Gomez et al., 2013). Therefore, inherent spatial misalignment between the two image sets may induce a slight drift effect that influences the error for SSFP images in general. More importantly, as the error in position appears to be predominantly along the long axis coordinate (Z-axis), we believe that SSFP images tend to underestimate longitudinal motions of the LV, consistent with the findings of previous experiments by IUCL (Duckett et al., 2012). Our method is computationally more efficient than those showcased in the STACOM 2011 challenge (Fig. 8). This of course may be in part due to the faster hardware that became available since the publication of the challenge (Tobon-Gomez et al., 2013). However, our reliance on two-dimensional registration (Morais et al., 2017), compared to the three-dimensional registration shared by most of the participants seems to be a key factor in our speed-up. This may be explained by our reliance on 2D+t registration method (Heyde et al., 2013) adopted in Segment which in terms of the optimization loops drops the complexity of the problem by one spatial dimension which naturally reduces the computational complexity of determining optimal control point displacements (Rueckert and Aljabar, 2010) in two dimensions vs three dimensions (Rueckert and Aljabar, 2010; Schwarz, 2007), this is complemented by introducing the 3rd dimension motion component via our low cost scattered interpolation scheme post-registration and weighing scheme (Fig. 3) to modulate influence of different displacement fields. Also, we generated significantly coarser meshes to obtain comparable results to those of the participants, which while providing reasonable accuracy, may produce erroneous strain values if a regional assessment is adopted due to shape discontinuities (i.e. divide the lv in to discrete segments and calculate an average strain), this can be remedied by adjusting the density and resolution of the meshing process by controlling the element size, no. of elements and specify a minimum diameter for hole filling as described here (Fang and Boas, 2009). Moreover, our proposed method includes concurrent interpolation for each timeframe independently, which drastically improved our computational cost in the large batch studies that were configured to run on a cluster environment (Fig. 8), this was accomplished by exploiting the inherent concurrency of the problem, in that spatial interpolation can be performed at each frame independently. We remark here that our most time-consuming step remains in the initial segmentation. It should be noted that more rigorous complexity analysis of the different steps used in our framework is needed to accurately assess performance as being independent on software platform or hardware being used.

Conclusions

Motion analysis of a beating heart has important clinical implications in the characterization of heart disease. It is associated with structural and functional changes with respect to normal conditions. Rapid advancements to imaging technologies, image processing, image registration and computer visualization afford us an opportunity for patient-specific quantification of normal and abnormal patterns of deformation. These advancements promise a better understanding of the underlying cardiac conditions to support standard clinical practices, such as diagnosis, pre-operative surgery planning, and post-operative assessment. In this work we have set out to develop a computational framework that generates a four-dimensional model of the LV, which incorporates information on LV structure and deformation through geometric approaches that interpolate between a set of 2D displacements, using 3D spatial interpolation. We developed an end-to-end procedure for motion analysis by generating our 3D geometric representation from the 2D data, and by creating a volumetric mesh representation for the myocardium, which allows a more accurate representation of myocardial deformation (via finite element approximation functions that capture through-thickness strain components). Our procedure is computationally inexpensive and fully automated, except for the initial
segmentation step. Our procedure also does not rely on multi-modal datasets, special imaging methods or additional image annotation, only the commonest imaging modality with standard LV contouring in the first time frame based on tracking results provided by one of the few clinically used software for LV function assessment on untagged CMR images, to produce fast quality predictions of strain (radial, circumferential and longitudinal), which is a key feature sought by our procedure for broad clinical and patient-specific application.
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1) Video animation of original tracked points from software and then, of final interpolated mesh as it deforms due to influence of combined displacement from the multiple views.
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