Computing Higher Symplectic Capacities I

Kyler Siegel

Abstract. We present recursive formulas which compute the recently defined “higher symplectic capacities” for all convex toric domains. In the special case of four-dimensional ellipsoids, we apply homological perturbation theory to the associated filtered $\mathcal{L}_\infty$ algebras and prove that the resulting structure coefficients count punctured pseudoholomorphic curves in cobordisms between ellipsoids. As sample applications, we produce new previously inaccessible obstructions for stabilized embeddings of ellipsoids and polydisks, and we give new counts of curves with tangency constraints.
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1. Introduction

1.1. Context. This paper is about two closely related problems in symplectic geometry:

(a) understanding when there is a symplectic embedding of one domain into another of the same dimension

(b) counting punctured pseudoholomorphic curves in a given domain.

Each of these questions has both a qualitative and quantitative version, the former being more topological and the latter being more geometric in flavor. The qualitative version of (a) asks for symplectic embeddings up to a suitable class of symplectic deformations, and the qualitative version of (b) seeks enumerative invariants which are independent of such deformations. The quantitative version of (a) asks for symplectic embeddings on the nose, and the quantitative version of (b) seeks invariants which are potentially sensitive to the symplectic shape of a given domain.

In this paper we will focus on the quantitative theory, and by “domain” we have in mind star-shaped subdomains of $\mathbb{C}^n$ for some $n \geq 1$. One can also extend the discussion to a wider class of open symplectic manifolds such as Liouville domains\(^1\) or nonexact symplectic manifolds with sufficiently nice boundary. A class of particular importance in dynamics is given by the ellipsoids $E(a_1,\ldots,a_n) \subset \mathbb{C}^n$ with area parameters $a_1,\ldots,a_n \in \mathbb{R}_{>0}$, defined by

$$E(a_1,\ldots,a_n) := \{ (z_1,\ldots,z_n) \in \mathbb{C}^n : \sum_{i=1}^n \pi |z_i|^2 / a_i \leq 1 \}.$$ 

We will typically assume that the area factors are ordered as $a_1 \leq \cdots \leq a_n$ and are rationally independent, in which case $\partial E(a_1,\ldots,a_n)$ has precisely $n$ simple Reeb orbits, with actions $a_1,\ldots,a_n$ respectively.

1.1.1. Symplectic embeddings. The motivation for (a) goes back to Gromov’s celebrated nonsqueezing theorem [Gro], which states that a large ball cannot be squeezed by a symplectomorphism into a narrow infinite cylinder. Gromov proved this result using his newly minted theory of pseudoholomorphic curves, thereby giving the first non-classical obstructions for symplectic embeddings. This kickstarted the search for an understanding of the “fine structure” of symplectic embeddings. The following problem is still largely open for $n \geq 3$ and provides a useful metric for progress in this field:

**Problem 1.1.1** (ellipsoid embedding problem (EEP)). For which $a_1,\ldots,a_n$ and $a'_1,\ldots,a'_n$ is there a symplectic embedding $E(a_1,\ldots,a_n) \overset{\phi}{\rightarrow} E(a'_1,\ldots,a'_n)$?

\(^1\)Recall that a Liouville domain is a compact symplectic manifold $(X,\omega)$, where $\omega = d\theta$ for a one-form $\theta$, such that the Liouville vector field $X_\theta$ characterized by $\omega(X_\theta,-) = \theta$ is outwardly transverse along the boundary of $X$. 
Note that the only classical obstruction is the volume constraint
\[ \frac{1}{n!} a_1 \ldots a_n \leq \frac{1}{n!} a'_1 \ldots a'_n, \]
while Gromov’s nonsqueezing theorem amounts to the inequality
\[ \min(a_1, \ldots, a_n) \leq \min(a'_1, \ldots, a'_n). \]

There have been a number of important contributions to Problem 1.1.1 and its cousins, and we mention here only a partial list of symplectic rigidity highlights:

- the construction by Ekeland–Hofer of an infinite sequence of symplectic capacities
  \[ c_{EH}^1(X) \leq c_{EH}^2(X) \leq c_{EH}^3(X) \leq \ldots \]
  associated to a domain \( X \) of any dimension, often giving stronger obstructions than Gromov’s nonsqueezing theorem

- the solution (or at least reduction to combinatorics) by McDuff \([McD1]\) of the four-dimensional ellipsoid embedding problem

\[ E(a, b) \hookrightarrow E(a', b') \]

- the construction by Hutchings \([Hut1]\) of the embedded contact homology (ECH) capacities
  \[ c_{ECH}^1(X) \leq c_{ECH}^2(X) \leq c_{ECH}^3(X) \leq \ldots \]
  associated to a four-dimensional domain \( X \), with many strong applications to four-dimensional symplectic embedding problems (see e.g. \([CCGF^+\), \(CG2\) and the references therein).

There have also been some important developments on the side of symplectic flexibility, including the advent of symplectic folding (see \([Sch1]\)), Guth’s result on polydisk embeddings \([Gut]\), and its subsequent refinement by Hind \([Hin1]\). For example, the latter together with \([PVuN]\) produces a symplectic embedding
\[ E(1, x, \infty) \hookrightarrow E(3x, x, \infty) \]
for any \( x \in \mathbb{R}_{\geq 1} \). In particular, by \([Hin1]\) there is an embedding\(^2\)
\[ E(1, \infty, \infty) \hookrightarrow E(c, c, \infty) \]
if \( c \geq 3 \), and in fact this is optimal by \([HK]\).

Although the full solution to the higher dimensional ellipsoid embedding problem is still seemingly out of reach, the following special case of Problem 1.1.1 has recently gained popularity and probes to what extent gauge-theoretic obstructions in dimension four persist in higher dimensions.

**Problem 1.1.2** (stabilized ellipsoid embedding problem). Fix \( N \in \mathbb{Z}_{\geq 1} \). For which \( a, b \) and \( a', b' \) is there a symplectic embedding \( E(a, b) \times \mathbb{C}^N \hookrightarrow E(a', b') \times \mathbb{C}^N \)?

Note that \( E(a, b) = a \cdot E(1, x) \) for \( x = b/a \). Restricting to the case that the target is a stabilized round four-ball, we arrive at:

**Problem 1.1.3** (restricted stabilized ellipsoid embedding problem). For \( N \in \mathbb{Z}_{\geq 1} \), determine the function
\[ f_N(x) := \inf \left\{ c \in \mathbb{R}_{>0} : E(1, x) \times \mathbb{C}^N \hookrightarrow B^4(c) \times \mathbb{C}^N \right\}. \]

\(^2\)Note that we have \( E(c, c, \infty) = B^4(c) \times \mathbb{C} \).
The analogous unstabilized function \( f_0(x) \) was determined by McDuff-Schlenk [MSch] and dubbed the “Fibonacci staircase”. Based on (1.1.1), McDuff [McD2] has given the following explicit conjecture for the form of \( f_N(x) \) for \( N \geq 1 \):

**Conjecture 1.1.4 (restricted stabilized ellipsoid embedding conjecture).** For \( x \in \mathbb{R}_{\geq 1} \) and \( N \geq 1 \), we have

\[
 f_N(x) = \begin{cases} 
 f_0(x) & \text{if } x \leq \tau^4 \\
 \frac{3x}{x+1} & \text{if } x > \tau^4.
\end{cases}
\]

Here \( \tau = \frac{1+\sqrt{5}}{2} \) denotes the golden ratio. Combining several results, the following progress has been made:

**Theorem 1.1.5 ([HK, CGH, CGHM, McD2]).** Conjecture 1.1.4 holds in the following cases:

- for all \( x \leq \tau^4 \)
- for \( x \in 3\mathbb{Z}_{\geq 1} - 1 \)
- for \( x \) in a decreasing sequence of numbers \( b_0 = 8, b_1 = \frac{55}{8}, b_2 = \frac{377}{55}, \ldots \) determined by the even index Fibonacci numbers, with \( b_i \rightarrow \tau^4 \).

These techniques require a rather strong geometric control on SFT-type degenerations after neck-stretching, so they appear difficult to scale as the number of possibilities grows. It has therefore been difficult to say whether Conjecture 1.1.4 holds for other seemingly simple cases such as \( x = 7 \) or \( x = \frac{19}{2} \).

### 1.1.2. Enumerating punctured curves.

We now move to motivation (b). Let \( X^{2n} \) be a Liouville domain. What does it mean to “count” punctured pseudoholomorphic in \( X \)? Since there is a naturally induced contact structure on \( \partial X \), we can speak of Reeb orbits in \( \partial X \). After passing\(^3\) to the symplectic completion \( \hat{X} \) of \( X \) and picking an SFT-admissible almost complex structure \( J \), we can consider pseudoholomorphic curves which are asymptotic to Reeb orbits at each of the punctures. If we fix the genus \( g \), homology class \( A \), and nondegenerate Reeb orbit asymptotes \( \gamma_1, \ldots, \gamma_k \), this gives rise to a moduli space \( \mathcal{M} \) of curves in \( X \), of expected dimension

\[
\text{ind}\, \mathcal{M} = (n - 3)(2 - 2g - k) + \sum_{i=1}^{k} \text{CZ}(\gamma_i) + 2c_1([\omega]) \cdot A.
\]

Note that the asymptotic condition at a puncture is formulated in such a way that these curves are proper. We refer the reader to [Sie1, §3] for more details on the geometric setup.

In principle we can try to count the elements of \( \mathcal{M} \), but several basic issues come to mind:

1. Typically, \( \mathcal{M} \) will have nonzero expected dimension, so it will not contain finitely many elements. For example, any convex domain \( X \subset \mathbb{C}^2 \) is dynamically convex (see [HWZ]), meaning that \( \mathcal{M} \) will have strictly positive dimension.

---

\(^3\)Note that all almost complex structures and punctured pseudoholomorphic curves in this paper are in completed symplectic cobordisms, so we will sometimes omit explicit mention of this completion process without risk of ambiguity.
(2) Even if we do get a finite count, it could depend on the choice of \( J \), along with any other choices we make during the construction (c.f. "wall-crossing" phenomena).

Following [Sie1], we can take care of (1) by imposing additional constraints to cut down the dimension of the moduli space \( \mathcal{M} \). The most basic such constraint is to require our curves to pass through \( k \) generic points \( p_1, \ldots, p_k \in X \), with each \( p_i \) cutting down the dimension by \( 2n - 2 \). A different constraint of the same codimension is given by picking a generic local divisor \( D \) at a single point \( p \in X \) and requiring curves to pass through \( p \) with contact order \( k \) to \( D \). This idea goes back to the work of Cieliebak–Mohnke [CM1, CM2], who considered degree one curves in \( \mathbb{C}P^n \) satisfying such a local tangency constraint and used a neck-stretching argument to prove the Audin conjecture. As explained in [Sie1], unlike curves satisfying generic point constraints, curves with a local tangency constraint enjoy nice dimensional stability properties which makes them particularly relevant to Problem 1.1.2.

As for (2), recall that in closed symplectic manifolds we can use moduli spaces of closed curves to define Gromov–Witten invariants, and in favorable cases these do enumerate honest curves. The key point in Gromov–Witten theory is that the relevant moduli spaces admit codimension two compactifications, which means we can hope to avoid boundary phenomena in one-parameter families. In contrast, the SFT compactness theorem provides a codimension one compactification of \( \mathcal{M} \), and we typically encounter nontrivial pseudoholomorphic buildings in one-parameter families. In such a situation we should generally replace counting invariants with homological invariants, and this is the purview of symplectic field theory [EGH]. At present we are interested in genus zero curves, so we are in the setting of rational symplectic field theory (see [Sie1, §3,§5]). There is also an alternative approach to these invariants using Floer theory (see e.g. [Sie1, Rmk. 3.9] and the references therein), although the full details have no yet appeared in the literature.

In the special case of an ellipsoid \( X = E(a_1, \ldots, a_n) \), the differentials and higher operations involved in the above homological invariants all vanish identically for degree parity reasons. Moreover, it is proved in [MSie] that a local tangency constraint can be replaced by removing a small neighborhood symplectomorphic to an infinitely skinny ellipsoid \( E_{sk} \), and then considering punctured curves in the resulting cobordism with an additional negative puncture. We are thus in the framework of the following problem.

**Problem 1.1.6** (ellipsoidal cobordism curve counting problem). What is the count
\[
\# \mathcal{M}_E^{J}(a_1', \ldots, a_n') \setminus \varepsilon E(a_1, \ldots, a_n)(\Gamma^+; \Gamma^-) ?
\]

Let us explain this notation. Given \( a_1, \ldots, a_n \) and \( a_1', \ldots, a_n' \), let \( \varepsilon > 0 \) be small enough that we have an inclusion \( \varepsilon E(a_1, \ldots, a_n) \subset E(a_1', \ldots, a_n') \). Let \( E(a_1', \ldots, a_n') \setminus \varepsilon E(a_1, \ldots, a_n) \) denote the corresponding complementary cobordism, and let \( J \) be a generic SFT-admissible almost complex structure on \( E(a_1', \ldots, a_n') \setminus \varepsilon E(a_1, \ldots, a_n) \). For collections of Reeb orbits \( \Gamma^+ = (\gamma_1^+, \ldots, \gamma_k^+) \) in \( \partial E(a_1', \ldots, a_n') \) and \( \Gamma^- = (\gamma_1^-, \ldots, \gamma_l^-) \) in \( \partial E(a_1, \ldots, a_n) \), let \( \mathcal{M}_E^{J}(a_1', \ldots, a_n') \setminus \varepsilon E(a_1, \ldots, a_n)(\Gamma^+; \Gamma^-) \) denote the moduli of genus zero punctured curves in \( E(a_1', \ldots, a_n') \setminus \varepsilon E(a_1, \ldots, a_n) \) with positive punctures asymptotic to \( \Gamma^+ \) and negative punctures asymptotic to \( \Gamma^- \). Assuming \( \text{ind} \mathcal{M} = 0 \), we then denote by \( \# \mathcal{M}_E^{J}(a_1', \ldots, a_n') \setminus \varepsilon E(a_1, \ldots, a_n)(\Gamma^+; \Gamma^-) \) the signed count of curves in this moduli space.
Even after restricting to ellipsoids, Problem 1.1.6 is still not entirely well-defined. For one thing, the presence of index zero branched covers of trivial cylinders in the symplectizations of $\partial E(a_1, \ldots, a_n)$ and $\partial E(a_1', \ldots, a'_n)$ introduces certain ambiguities and prevents curve counts from being independent of $J$ and $\epsilon$. More severely, for arbitrary $\Gamma^+$ and $\Gamma^-$, curves of negative index can appear due to lack of transversality, which precludes any hope of naive curve counting.

Nevertheless, Problem 1.1.6 is not vacuous, as there are many cases in which we do get well-defined enumerative invariants. Here is a first example:

Example 1.1.7. Consider the slightly perturbed four-ball $E(1, 1+\delta)$ for $\delta > 0$ sufficiently small, and let $\gamma_{short}$ and $\gamma_{long}$ denote the short and long simple Reeb orbits respectively of $\partial E(1, 1+\delta)$. Put $E_{sk} := E(1, x)$ for $x \gg 1$ sufficiently large, and let $\eta_k$ denote the $k$-fold cover of the short simple Reeb orbit of $E_{sk}$. For $d \in \mathbb{Z}_{\geq 1}$, we take $\Gamma^+ = (\gamma_{long}, \ldots, \gamma_{long})$

and $\Gamma^- = (\eta_{3d-1})$. Then $\# \mathcal{M}_{E(1, 1+\delta)}^J(\Gamma^+; \Gamma^-)$ is finite and independent of $\delta$, $\epsilon$, and generic $J$.

In fact, in the above example, $\frac{1}{d(3d-1)} \# \mathcal{M}_{E(1, 1+\delta)}^J$ precisely coincides with the count $T_d$ of degree $d$ rational curves in $\mathbb{C}P^2$ satisfying a local tangency constraint of contact order $3d - 1$. These counts were recently computed for all $d$ in [MSie], giving $T_1 = 1$, $T_2 = 1$, $T_3 = 4$, $T_4 = 26$, $T_5 = 127$, and so on. The computation in [MSie] is based on a recursive formula which reduces these counts to blowup Gromov–Witten invariants of $\mathbb{C}P^2$, which can in turn be computed e.g. by [GP].

Example 1.1.7 is a special case of the following (see §5.2 for further discussion and extensions):

Proposition 1.1.8 ([McD2]). For $x \in \mathbb{R}_{> 1}$, assume that we have $3d - 1 = k + \lfloor k/x \rfloor$ and that we cannot find decompositions $d = \sum_{i=1}^m d_i$ and $k = \sum_{i=1}^m k_i$ for $m \in \mathbb{Z}_{\geq 2}$ and $d_1, \ldots, d_m \in \mathbb{Z}_{\geq 1}$ such that

$$3d_i - 1 = k_i + \lfloor k_i/x \rfloor$$

for $i = 1, \ldots, m$. Put $\Gamma^+ = (\gamma_{long}, \ldots, \gamma_{long})$ and $\Gamma^- = (\gamma_{short}; k)$, where $\gamma_{short; k}$ denotes the $k$-fold cover of $\gamma_{short}$. Then $\# \mathcal{M}_{E(1, 1+\delta)}^J(\Gamma^+; \Gamma^-)$ is finite and independent of $\epsilon$ and generic $J$.

Remark 1.1.9. The count in Proposition 1.1.8 is equivalent to the count of degree $d$ rational curves in $\mathbb{C}P^2 \setminus \epsilon E(1, x)$ with one negative puncture asymptotic to $\gamma_{short; k}$. Note that the condition $3d - 1 = k + \lfloor k/x \rfloor$ is equivalent to having $\text{ind} \mathcal{M}_{E(1, 1+\delta)}^J(\Gamma^+; \Gamma^-) = 0$.

Definition 1.1.10. In the context of Proposition 1.1.8, we put

$$T_{d; 1, x} := \frac{1}{d} \# \mathcal{M}_{E(1, 1+\delta)}^J(\Gamma^+; \Gamma^-).$$

As far as we are aware, these counts have not previously been computed except for some special cases. Note that we have $T_d = T_{d; 1, x}$ for $x \gg d$.

\footnote{We could also take $a_1 = a_2 = 1$, after taking into account the necessary Morse–Bott modifications.}

\footnote{The extra combinatorial factor $\frac{1}{d(3d-1)}$ has to do with our conventions for handling asymptotic markers and orderings of punctures - see §5.2.}
1.1.3. Obstructions from curves. We now elaborate on the connection between (a) and (b). Given 2n-dimensional Liouville domains X and X’, the basic strategy for obstructing symplectic embeddings X ↪ X’ is as follows:

1. use a “homological framework” to argue that if such an embedding existed, there would have to be a punctured curve u in X’ \ X with some predetermined positive Reeb orbit asymptotics \( \Gamma^+ = (\gamma^+_1, \ldots, \gamma^+_k) \) and negative Reeb orbit asymptotics \( \Gamma^- = (\gamma^-_1, \ldots, \gamma^-_l) \)

2. apply Stokes’ theorem together with nonnegativity of energy to get an inequality of the form \( 0 \leq E(u) = \sum_{i=1}^{k} \mathcal{A}(\gamma^+_i) - \sum_{j=1}^{l} \mathcal{A}(\gamma^-_j) \)

We defer the reader to [Sie1] for the precise definition of energy and so on. Roughly speaking, “homological framework” will be formalized using the following perspective:

- cylinders in \( X’ \setminus X \) are encoded using action-filtered linearized contact homology \( \text{CH}_{\text{lin}}(X) \) (or alternatively action-filtered positive \( S^1 \)-equivariant symplectic cochains \( \text{SC}_{\text{S}^1,+}(X) \)), and these give the same\(^6\) obstructions as the Ekeland–Hofer capacities

- spheres in \( X’ \setminus X \) with several positive ends and one negative end are encoded using the action-filtered \( \mathcal{L}_\infty \) structure on \( \text{CH}_{\text{lin}}(X) \) (or alternatively on \( \text{SC}_{\text{S}^1,+}(X) \)), and these give the obstructions from [Sie1].

A folklore question asks whether all nonclassical symplectic embedding obstructions are given by some pseudoholomorphic curve as in the above strategy. In principle such a curve could have higher genus and/or more than one negative end\(^7\), necessitating a more refined homological framework such as higher genus SFT. However, we do not know of any framework for defining dimensionally stable obstructions which involves such curves (see the discussion in [Sie1, §5.4]).

In order to implement the above strategy, we need to compute the filtered \( \mathcal{L}_\infty \) algebras \( \text{CH}_{\text{lin}}(X) \) and \( \text{CH}_{\text{lin}}(X’) \). Following [Sie1], we can then try to read off obstructions using their bar complex spectral invariants (this is reviewed in §4). However, we also need a canonical way of referencing homology classes in \( \text{CH}_{\text{lin}}(X) \) and \( \text{CH}_{\text{lin}}(X’) \). In [Sie1], local tangency constraints accomplish this task, and the capacities \( g_b(X) \) and \( g_b(X’) \) give the corresponding “coordinate-free” bar complex spectral invariants of X and X’ respectively. Alternatively, if we can compute the filtered \( \mathcal{L}_\infty \) homomorphism \( \text{CH}_{\text{lin}}(X’) \to \text{CH}_{\text{lin}}(X) \) induced by the complementary cobordism \( X’ \setminus X \), we can read off obstructions directly via Stokes’ theorem, since any homologically nontrivial structure coefficient must be represented by some curve or building.

In the special case of ellipsoids \( X = E(a_1, \ldots, a_n) \) and \( X’ = E(a_1’, \ldots, a_n’) \), the filtered \( \mathcal{L}_\infty \) algebras \( \text{CH}_{\text{lin}}(X) \) and \( \text{CH}_{\text{lin}}(X’) \) are trivial to compute, since the differentials and all higher \( \mathcal{L}_\infty \) operations vanish for degree parity reasons. However, computing the cobordism map \( \text{CH}_{\text{lin}}(X’) \to \text{CH}_{\text{lin}}(X) \) essentially amounts to counting all punctured spheres in \( X’ \setminus X \) with several positive ends and one negative end, and this is an intricate

\(^6\)Strictly speaking it is an open conjecture that these obstructions coincide with those defined by Ekeland–Hofer - see [GH].

\(^7\)Here we are excluding anchors (see e.g. [Sie1, §3]), which behave essentially differently from negative ends.
enumerative problem, a special case of Problem 1.1.6. For instance, as pointed out by McDuff, Conjecture 1.1.4 would follow from the existence of some very specific curves:

**Lemma 1.1.11** ([McD2]). Let \( x = p/q \) for \( p, q, d \in \mathbb{Z}_{\geq 1} \) with \( p+q = 3d \) and \( \gcd(p, q) = 1 \). If \( T_{d,1,x} \neq 0 \), then we have \( f_N(x) \geq \frac{3x}{2\pi} \) for all \( N \in \mathbb{Z}_{\geq 0} \).

**Remark 1.1.12.** One can also check that numbers of the form \( p/q \) as in Lemma 1.1.11 are dense in \( \mathbb{R}_{\geq 1} \), and hence are sufficient to prove Conjecture 1.1.4 for all \( x \).

### 1.2. Main results.

#### 1.2.1. From geometry to algebra.

We first recall the class of convex toric domains. Let \( \mu : \mathbb{C}^n \to \mathbb{R}^n_{\geq 0} \) denote the moment map for the standard \( \mathbb{T}^n \) action on \( \mathbb{C}^n \), given explicitly by

\[
\mu(z_1, \ldots, z_n) = (|z_1|^2, \ldots, |z_n|^2).
\]

Note that the fiber \( \mu^{-1}(p) \) over a point \( p \in \mathbb{R}^n_{\geq 0} \) is a smooth \( n \)-dimensional torus, while the fiber over a point \( p \in \mathbb{R}^n_{\geq 0} \setminus \mathbb{R}^n_{> 0} \) is a torus of strictly lower dimension. Following [CCGF+, Hut3, GH], we make the following definition:

**Definition 1.2.1.** A **convex toric domain** is a subdomain of \( \mathbb{C}^n \) of the form \( X_\Omega := \mu^{-1}(\Omega) \), where \( \Omega \subset \mathbb{R}_{\geq 0} \) is a subset such that

\[
\hat{\Omega} := \{ (x_1, \ldots, x_n) \in \mathbb{R}^n : (|x_1|, \ldots, |x_n|) \in \Omega \} \subset \mathbb{R}^n
\]

is compact and convex.

This class includes the following examples:

- the ellipsoid \( E(a_1, \ldots, a_n) \) is of the form \( X_{\Omega_{E(a_1,\ldots,a_n)}} \) with moment map image

\[
\Omega_{E(a_1,\ldots,a_n)} := \text{Conv } \{ (0, \ldots, 0), (a_1, 0, \ldots, 0), (0, \ldots, 0, a_n) \} \subset \mathbb{R}^n_{\geq 0}
\]

- the polydisk \( P(a_1, \ldots, a_n) := B^2(a_1) \times \cdots \times B^2(a_n) \) is of the form \( X_{\Omega_{P(a_1,\ldots,a_n)}} \) with moment map image

\[
\Omega_{P(a_1,\ldots,a_n)} := [0, a_1] \times \cdots \times [0, a_n] \subset \mathbb{R}^n_{\geq 0}.
\]

Compared to arbitrary Liouville domains, the extra torus symmetry present for convex toric domains makes their Reeb dynamics and pseudoholomorphic curve moduli spaces more amenable to analysis. We can also view convex toric domains as partial compactifications of smooth Lagrangian torus fibrations, making them natural objects of study in mirror symmetry (see §5.5 below).

In §2, we define an explicit filtered \( \mathcal{L}_\infty \) algebra \( V_\Omega \) associated to any subset \( \Omega \subset \mathbb{R}^n_{\geq 0} \) for which \( X_\Omega \) is a convex toric domain. More precisely, \( V_\Omega \) is a certain differential graded Lie algebra equipped with an \( \Omega \)-dependent filtration. By slight abuse of notation, we take the “identity map” \( \mathbb{1} : V_{\Omega'} \to V_\Omega \) to be the (possibly unfiltered) \( \mathcal{L}_\infty \) homomorphism sending each generator of \( V_{\Omega'} \) to the corresponding generator in \( V_\Omega \). The following theorem provides a complete algebraic model for the filtered \( \mathcal{L}_\infty \) algebra \( \text{CH}_{\text{lin}}(X_\Omega) \) and for the filtered \( \mathcal{L}_\infty \) homomorphism \( \Xi : \text{CH}_{\text{lin}}(X_{\Omega'}) \to \text{CH}_{\text{lin}}(X_\Omega) \) induced by a symplectic embedding \( X_\Omega \hookrightarrow X_{\Omega'} \):
Theorem 1.2.2 ([Sie2]). Let $X_{\Omega}$ and $X_{\Omega'}$ be $2n$-dimensional convex toric domains, and suppose there is a symplectic embedding $X_{\Omega} \times \mathbb{C}^N \hookrightarrow X_{\Omega'} \times \mathbb{C}^N$ for some $N \geq 0$. Then there exist inverse filtered $L_\infty$ homotopy equivalences $F_{\Omega} : V_{\Omega} \to \text{CH}_{\text{lin}}(X_{\Omega})$ and $G_{\Omega'} : \text{CH}_{\text{lin}}(X_{\Omega'}) \to V_{\Omega'}$ such that $\Xi$ is unfiltered $L_\infty$ homotopic to $F_{\Omega} \circ 1 \circ G_{\Omega'}$.

It will also be convenient to formulate the following “model-independent” version:

Corollary 1.2.3. Let $X_{\Omega}$ and $X_{\Omega'}$ be $2n$-dimensional convex toric domains, and suppose there is a symplectic embedding $X_{\Omega} \times \mathbb{C}^N \hookrightarrow X_{\Omega'} \times \mathbb{C}^N$ for some $N \geq 0$. Then there exists a filtered $L_\infty$ homomorphism $Q : V_{\Omega'} \to V_{\Omega}$ which is unfiltered $L_\infty$ homotopic to the identity.

Our symplectic embedding obstructions will follow from Corollary 1.2.3 by applying a kind of “filtered $L_\infty$ calculus”. In §3, we construct a canonical model for the unfiltered $L_\infty$ algebra $V_{\Omega}$. Namely, we put $V_{\Omega}^{\text{can}} := H(V_{\Omega})$, and we recursively construct inverse $L_\infty$ homotopy equivalences $\Phi_{\Omega} : V_{\Omega} \to V_{\Omega}^{\text{can}}$ and $\Psi_{\Omega} : V_{\Omega}^{\text{can}} \to V_{\Omega}$. In §4, we compute the homology of the bar complex of $V_{\Omega}$ and explain how to extract the capacities $g_a$ from [Sie1]. In the special case of a four-dimensional ellipsoid, we put $V_{a,b} := V_{\Omega\{a,b\}}$, $\Phi_{a,b} := \Phi_{\Omega\{a,b\}}$, and $\Psi_{a,b} := \Psi_{\Omega\{a,b\}}$, and we show that $V_{a,b}$ is the canonical model for the filtered $L_\infty$ algebra $V_{a,b}$. In §5, we prove that the structure coefficients of $\Phi_{a,b}$ and $\Psi_{a,b}$ can be interpreted as enumerative invariants.

1.2.2. Applications to symplectic embeddings. It is conjectured in [Sie1] that the capacities $g_a$ give a complete set of obstructions for Problem 1.1.2. For the restricted version, namely Problem 1.1.3, the following corollary gives a purely combinatorial criterion. We note that there is a natural isomorphism of $\mathbb{K}$-modules $V_{\Omega}^{\text{can}} \cong \mathbb{K}\langle A_1, A_2, A_3, \ldots \rangle$, where there at most one generator $A_i$ in each degree (see §2.4).

Theorem 1.2.4. Fix $a, b, a', b' \in \mathbb{R}_{>0}$, and suppose that we have $$(\langle \Phi_{a,b} \circ \Psi_{a',b'} \rangle^k(A_{i_1}, \ldots, A_{i_k}), A_{i_1+\cdots+i_k+k-1}) \neq 0$$ for some $k, i_1, \ldots, i_k \in \mathbb{Z}_{\geq 1}$. Then if there exists a symplectic embedding $E(a,b) \times \mathbb{C}^N \hookrightarrow E(a',b') \times \mathbb{C}^N$ for some $N \in \mathbb{Z}_{\geq 0}$, we must have:

$$\sum_{j=1}^k \min_{s+t=i_j, s,t \in \mathbb{Z}_{\geq 0}} \max(as, bt) \geq \min_{s+t=i_1+\cdots+i_k+k-1, s,t \in \mathbb{Z}_{\geq 0}} \max(as, bt).$$

Corollary 1.2.5. Suppose we have $x = p/q$ with $p, q, d \in \mathbb{Z}_{\geq 1}$ such that $p + q = 3d$. Then Conjecture 1.1.4 holds at the value $x$ provided that we have $$(\langle \Phi_{1,x} \circ \Psi_{1,1} \rangle^d(A_2), A_{3d-1}) \neq 0.$$ We do not prove in this paper that the criterion in Corollary 1.2.5 holds in general. However, for any given $x$ the relevant structure coefficients can easily be computed with the aid of a computer.\footnote{A Python implementation is available on the author’s website.} For example, by the sample computations in §5 we have:

Corollary 1.2.6. Conjecture 1.1.4 holds for each of the $x$ values appearing in Table 5.1.
For Liouville domains domains which are not necessarily ellipsoids, it turns out that we can sometimes extract stronger obstructions from Corollary 1.2.3 than those visible to the capacities $g_b$. As observed by Hutchings [Hut3], a phenomenon which is similar in spirit occurs for ECH capacities. In §4.4, we illustrate this phenomenon with the two following examples, which are (are far as we are aware) new for $a < 2$:

Theorem 1.2.7. Given a symplectic embedding $P(1, a) \times \mathbb{C}^N \hookrightarrow P(c, c) \times \mathbb{C}^N$ for $a \geq 1$ and $N \geq 0$, we must have $c \geq \min(a, 2)$. Moreover, this is sharp for $N \geq 1$.

Theorem 1.2.8. Given a symplectic embedding $P(1, a) \times \mathbb{C}^N \hookrightarrow B_4(c) \times \mathbb{C}^N$ for $a \geq 1$ and $N \geq 0$, we must have $c \geq \min(a + 1, 3)$. Moreover, this is sharp for $N \geq 1$.

1.2.3. Applications to enumerative geometry. Let $E(a', b') \setminus E(a, b)$ be a cobordism between two four-dimensional ellipsoids. In principle, we can now read off curve counts in this cobordism in using the structure coefficients of the induced $L_\infty$ map $\Xi : \text{CH}_{\text{lin}}(E(a', b')) \to \text{CH}_{\text{lin}}(E(a, b))$. A priori, the filtered $L_\infty$ homomorphisms $F_\Omega$ and $G_{\Omega'}$ given by Theorem 1.2.2 are inexplicit, arising from certain auxiliary SFT cobordism maps. In §5 we characterize these maps using techniques from embedded contact homology, proving the following result:

Theorem 1.2.9. For $X_\Omega = E(a, b)$ and $X_{\Omega'} = E(a', b')$, we can take $F_\Omega = \Phi_{a,b}$ and $G_{\Omega'} = \Psi_{a', b'}$ in Theorem 1.2.2.

Definition 1.2.10. In the context of Proposition 1.1.8, we put

$$S_{d,1,x} := \frac{1}{\pi^d} \langle \Phi_{1,x} \circ \Psi_{1,1}(\circ^d A_2), A_{3d-1} \rangle.$$

Corollary 1.2.11. We have $T_{d,1,x} = S_{d,1,x}$.

Example 1.2.12. Using Corollary 1.2.11 and the recursive construction of $\Psi_{a,b}$ given in §3.2, we get a recursive formula for the numbers $S_d$ which is completely different from (and much simpler than) the recursive algorithm for $T_d$ given in [MSie]. With the aid of a computer, we have independently verified Corollary 1.2.11 for $d = 1, \ldots, 9$. We have:

- $S_1 = 1$,
- $S_2 = 1$,
- $S_3 = 4$,
- $S_4 = 26$,
- $S_5 = 217$,
- $S_6 = 2110$,
- $S_7 = 22744$,
- $S_8 = 264057$,
- $S_9 = 3242395$,
- $S_{10} = 41596252$,
- $S_{11} = 552733376$,
- $S_{12} = 7559811021$,
- $S_{13} = 105919629403$,
- $S_{14} = 1514674166755$,
- $S_{15} = 22043665219240$,
- $S_{16} = 32573415469786$,

and so on.

Example 1.2.13. The paper [CGHM] proves the restricted stabilized ellipsoid conjecture for $x = 55/8$ by showing (in our notation) that $T_{21,1,55/8} \geq 3$. By a computer calculation using Corollary 1.2.11, we get precisely $S_{21,1,55/8} = 3$. See Table 5.1 for many more computations of this nature.
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2. A family of filtered $\mathcal{L}_\infty$ algebras

In this section, after recalling some background on $\mathcal{L}_\infty$ algebras and setting up notation in §2.1, we define the DGLA $V$ in §2.2, and endow it with its family of filtrations in §2.3. Lastly, as a prelude to §3, in §2.4 we compute the linear spectral invariants of $V\Omega$ and show that they recover the Ekeland–Hofer capacities of $X\Omega$.

2.1. $\mathcal{L}_\infty$ recollections. Here we briefly recall some basic notions about $\mathcal{L}_\infty$ algebras in order to set our conventions for signs, gradings, and filtrations. We defer the reader to [Sie1, §2] and the references therein for more details.

Let $k$ be a fixed field containing $\mathbb{Q}$, which we will usually take to be $\mathbb{Q}$ itself. Let $V$ be a $\mathbb{Z}$-graded $k$-module. For $k \in \mathbb{Z}_{\geq 1}$, let $\otimes^k V$ denote the $k$-fold tensor product (over $k$) of $V$, and let $\hat{\otimes}^k V = \otimes^k V/\Sigma^k$ denote the $k$-fold symmetric tensor product of $V$, i.e. we quotient by the signed action of the permutation group. For an elementary tensor $v_1 \otimes \cdots \otimes v_k \in \hat{\otimes}^k V$, we will denote its image in $\otimes^k V$ by $v_1 \otimes \cdots \otimes v_k$, and the signs of the permutation action are such that permuting adjacent elements $v, v'$ “costs” the sign $(-1)^{|v||v'|}$, e.g. we have

\[ v_1 \circ v_2 \circ v_3 \circ v_4 = (-1)^{|v_2||v_3|} v_1 \circ v_3 \circ v_2 \circ v_4. \]

Let $sV$ denote the graded $k$ module given by shifting the gradings of $V$ down by one.

Let $\hat{sV} = \sum_{i=1}^\infty \hat{\otimes}^i V$ denote the (reduced) symmetric tensor coalgebra on $V$, where the coproduct is given by

\[ \Delta(v_1 \otimes \cdots \otimes v_k) := \sum_{i=1}^{k-1} \sum_{\sigma \in \text{Sh}(i,k-i)} \hat{\diamond}(\sigma, V; v_1, \ldots, v_k)(v_{\sigma(1)} \circ \cdots \circ v_{\sigma(i)} \otimes (v_{\sigma(i+1)} \circ \cdots \circ v_{\sigma(k)})), \]

Here $\text{Sh}(i, k-i)$ denotes the subset of permutations $\sigma \in \Sigma_k$ satisfying $\sigma(1) < \ldots < \sigma(i)$ and $\sigma(i+1) < \ldots < \sigma(k)$, and the Koszul-type signs are defined by

\[ \hat{\diamond}(V, \sigma; v_1, \ldots, v_n) = (-1)^{|v_i||v_j|} : 1 \leq i < j \leq n, \sigma(i) > \sigma(j) \} . \]

An $\mathcal{L}_\infty$ structure on $V$ is typically defined to be a coderivation $\hat{\ell} : \hat{sV} \rightarrow \hat{sV}$ of degree $+1$ satisfying $\hat{\ell} \circ \hat{\ell} = 0$. This is equivalent to a sequence of degree $+1$ graded symmetric maps $\ell^k : \hat{\otimes}^k (\hat{sV}) \rightarrow sV$ (or alternatively, a sequence of graded skew-symmetric maps $\hat{\otimes}^k V \rightarrow V$) for $k \in \mathbb{Z}_{\geq 1}$ satisfying the $\mathcal{L}_\infty$ structure equations

\[ \sum_{k=1}^n \sum_{\sigma \in \text{Sh}(k,n-k)} \hat{\diamond}(\sigma, sV; v_1, \ldots, v_n) \ell^{n-k+1}(\ell^k(v_{\sigma(1)} \circ \cdots \circ v_{\sigma(k)}) \circ v_{\sigma(k+1)} \circ \cdots \circ v_{\sigma(n)}) = 0 \]

for any collection of inputs $v_1, \ldots, v_n \in sV$.

However, in order to mostly suppress the grading shifts from the notation, by slight abuse of standard terminology we will work with the following modified definition:

**Definition 2.1.1.** An $\mathcal{L}_\infty$ algebra is a graded $k$-module $V$ together with a coderivation $\hat{\ell} : sV \rightarrow sV$ of degree $+1$ such that $\hat{\ell} \circ \hat{\ell} = 0$.

With this convention, the bar complex $\bar{B}V$ is by definition simply the chain complex $(\bar{sV}, \hat{\ell})$. Given the maps $\ell^1, \ell^2, \ell^3, \ldots$, we recover the bar complex differential $\hat{\ell}$ via the...
extension formula
\[ \hat{\ell}(v_1 \odot \cdots \odot v_n) := \sum_{k=1}^{n} \sum_{\sigma \in \text{Sh}(k,n-k)} \Diamond(\sigma, V; v_1, \ldots, v_n)\ell^k(v_{\sigma(1)} \odot \cdots \odot v_{\sigma(k)}) \odot v_{\sigma(k+1)} \odot \cdots \odot v_{\sigma(n)}. \]

Similarly, an $L_\infty$ homomorphism $\Phi : V \to W$ between $L_\infty$ algebras $V$ and $W$ is by definition a degree 0 coalgebra map $\hat{\Phi} : \mathcal{S}V \to \mathcal{S}W$ such that $\hat{\ell}_W \circ \hat{\Phi} = \hat{\Phi} \circ \hat{\ell}_V$. This can alternatively be described by a sequence of degree 0 graded symmetric maps $\Phi^k : \otimes^k V \to W$ for $k \in \mathbb{Z}_{\geq 1}$ satisfying the $L_\infty$ homomorphism equations, and we recover $\hat{\Phi}$ from the maps $\Phi^1, \Phi^2, \Phi^3, \ldots$ via the extension formula
\[ \hat{\Phi}(v_1 \odot \cdots \odot v_n) := \sum_{i_1 + \cdots + i_k = n} \sum_{\sigma \in \text{Sh}(n; i_1, \ldots, i_k)} \Diamond(\sigma, V; v_1, \ldots, v_n)(\Phi^{i_1} \odot \cdots \odot \Phi^{i_k})(v_{\sigma(1)} \odot \cdots \odot v_{\sigma(n)}). \]

Here $\text{Sh}(n; i_1, \ldots, i_k)$ denotes subset of permutations $\sigma \in \Sigma_n$ satisfying $\sigma(1) < \cdots < \sigma(i_1), \sigma(i_1 + 1) < \cdots < \sigma(i_1 + i_2), \ldots, \sigma(i_1 + \cdots + i_{k-1} + 1) < \cdots < \sigma(i_1 + \cdots + i_k)$. Given an $L_\infty$ homomorphism $\Phi : V \to W$, we will switch freely between its representation as a sequence of maps $\Phi^1, \Phi^2, \Phi^3, \ldots$ and its representation as a chain map $\hat{\Phi} : BV \to BW$. Similarly, a chain homotopy between two $L_\infty$ homomorphisms $\Phi, \Psi : V \to W$ is defined such that there is an induced chain homotopy between the chain maps $\hat{\Phi}, \hat{\Psi} : BV \to BW$ (see [Sie1, §2.1.3]).

Remark 2.1.2. Most of the $L_\infty$ algebras appearing in this paper will be in fact be differential graded Lie algebras (DGLAs), i.e. $\ell^k \equiv 0$ for $k \geq 3$. In this case we will often use $\partial$ to denote the differential $\ell$ and $[-, -]$ to denote the bracket $\ell^2(-, -)$. However, the corresponding $L_\infty$ homomorphisms will nevertheless tend to have infinitely many nonzero terms.

### 2.2. The differential graded Lie algebra $V$

We now introduce our main protagonist, first without any filtration. For each $n \in \mathbb{Z}_{\geq 1}$, we will define a differential graded Lie algebra (DGLA) $V^{2n}$ over $\mathbb{K}$. According to Theorem 1.2.2, $V^{2n}$ is an $L_\infty$ model for $\text{CH}_{\text{lin}}(X)$ (or alternatively for $\text{SC}_{\text{lin}}(X)$) when $X$ is a $2n$-dimensional convex toric domain $\mathbb{C}^n$. For ease of exposition we will mostly focus on the case $n = 2$, and by default we put $V = V^4$; the higher dimensional analogues of $V$ and $V_\Omega$ will be described in §5.5.

**Definition 2.2.1.** As a $\mathbb{K}$-module, the DGLA $V$ has generators:

- $\alpha_{i,j}$ for each $i, j \in \mathbb{Z}_{\geq 1}$, of degree $|\alpha_{i,j}| = -1 - 2i - 2j$
- $\beta_{i,j}$ for each $i, j \in \mathbb{Z}_{\geq 0}$ not both 0, of degree $|\beta_{i,j}| = -2 - 2i - 2j$.

The differential is of the form:

- $\partial \alpha_{i,j} = j\beta_{i-1,j} - i\beta_{i,j-1}$
- $\partial \beta_{i,j} = 0$.

The bracket is given by:

- $[\alpha_{i,j}, \alpha_{k,l}] = (il - jk)\alpha_{i+k,j+l}$
- $[\alpha_{i,j}, \beta_{k,l}] = [\beta_{k,l}, \alpha_{i,j}] = (il - jk)\beta_{i+k,j+l}$
- $[\beta_{i,j}, \beta_{k,l}] = 0$.

---

9See [Sie1, Rmk. 2.6] for the relationship to typical DGLA grading and sign conventions.
According to Theorem 1.2.2, $V$ is an $L_\infty$ model for $\text{CH}_{\text{lin}}(X)$ (or alternatively $SC_{S^1,+}(X)$) whenever $X$ is a four-dimensional convex toric domain in $\mathbb{C}^2$. As it turns out, in the unfiltered setting the bracket carries essentially no information. Indeed, by the computation in §2.4 below, the homology of $V$ is concentrated in even degrees. Then by standard homological perturbation theory techniques, $V$ has a canonical $L_\infty$ model all of whose operations are trivial (see §3 for more details). However, the situation will be quite different in the presence of filtrations.

2.3. The filtered differential graded Lie algebra $V_\Omega$. We now equip the $L_\infty$ algebra $V^{2n}$ with a family of filtrations which will give rise to rich combinatorial structures. For each convex toric domain $X_\Omega \subset \mathbb{C}^n$, we define the filtered DGLA $V_\Omega^{2n}$ which after forgetting the filtration is simply $V^{2n}$. We again assume by default that $X_\Omega$ is four-dimensional, corresponding to $V_\Omega = V_\Omega^4$.

By a filtration $F$ on $V$ we mean:

- submodules $F_{\leq r} V \subset F_{\leq r'} V \subset V$ for all $0 < r \leq r' < \infty$
- $\ell^k(v_1, \ldots, v_k) \subset F_{\leq r_1 + \cdots + r_k} V$ whenever $v_i \in F_{\leq r_i} V$ for $i = 1, \ldots, k$.

We will work primarily in the category of filtered $L_\infty$ algebras as in [Sie1, §2.2]. This means that all structure maps must preserve filtrations, which is a rather strict condition. For example, a filtered $L_\infty$ homomorphism $\Phi : V \to W$ between filtered $L_\infty$ algebras satisfies

$$\Phi^k(v_1, \ldots, v_k) \subset F_{\leq r_1 + \cdots + r_k} V$$

whenever $v_i \in F_{\leq r_i} V$ for $i = 1, \ldots, k$. Similarly, we have a notion of filtered $L_\infty$ homotopy between filtered $L_\infty$ homomorphisms, and a corresponding notion of filtered $L_\infty$ homotopy equivalence between filtered $L_\infty$ algebras.

We can succinctly define a filtration on $V$ by endowing each basis element $v \in V$ with an “action”, which we denote by $A(v) \in \mathbb{R}_{\geq 0}$. For a nontrivial $k$-linear combination of basis elements of $V$, we then put

$$A(c_1 v_1 + \cdots + c_m v_m) := \max \{ A(v_i) : c_i \neq 0 \},$$

and we define $F_{\leq r} V$ to be the span of all basis elements in $V$ with action at most $r$.

In the geometric interpretation of $V_\Omega$ provided by Theorem 1.2.2, the basis elements of $V_\Omega$ roughly correspond to Reeb orbits in $\partial X_\Omega$, where $X_\Omega$ is the “fully rounded” version of $X_\Omega$ (see §5.3), and $A$ corresponds to the symplectic action functional.

Observe that if $V$ is a filtered $L_\infty$ algebra, then its bar complex $BV$ naturally becomes a filtered chain complex. Namely, we define the action of an elementary tensor $v_1 \circ \cdots \circ v_k \in BV$ by

$$A(v_1 \circ \cdots \circ v_k) := \sum_{i=1}^k A(v_i).$$

Remark 2.3.1. Recall from [Sie1, §2.2] that there is a close connection between $L_\infty$ algebras over the universal Novikov ring

$$\Lambda_{\geq 0} := \left\{ \sum_{i=1}^{\infty} c_i T^{a_i} : c_i \in \mathbb{K}, a_i \in \mathbb{R}_{\geq 0}, \lim_{i \to \infty} a_i = +\infty \right\}$$

Note that in terms of action, “filtration preserving” really means “action nondecreasing”.

10Note that in terms of action, “filtration preserving” really means “action nondecreasing”.

and filtered $L_\infty$ algebras over $\mathbb{k}$ in the above sense. In particular, given a filtered $L_\infty$ algebra we can define an $L_\infty$ algebra over $\Lambda_{\geq 0}$ by using the filtration to determine the $T$-exponents. Since this procedure forgets the actions of the generators, we will find it more convenient in this paper to work directly with filtered $L_\infty$ algebras over $\mathbb{k}$. Alternatively, we could adopt the $L_\infty$ augmentation framework of [Sie1] in order to recover the lost information.

Now let $X_\Omega \subset \mathbb{C}^n$ be a convex toric domain with corresponding moment map image $\Omega \subset \mathbb{R}_{\geq 0}^n$.

**Definition 2.3.2 ([GH]).** We define a norm $||-||_{\Omega}^*$ on $\mathbb{R}^n$ by

$$||v||_{\Omega}^* := \max\{\langle v, w \rangle : w \in \hat{\Omega}\}$$

for $v \in \mathbb{R}^n$.

As pointed out in [GH], if $||-||_{\Omega}$ denotes the norm on $\mathbb{R}^n$ whose unit ball is $\hat{\Omega}$, then $||-||_{\Omega}^*$ is the dual norm on $\mathbb{R}^n$ after identifying $(\mathbb{R}^n)^*$ with $\mathbb{R}^n$ via the Euclidean inner product.

Restricting to the case that $X_\Omega$ is a four-dimensional convex toric domain, we now define $V_\Omega$ as follows.

**Definition 2.3.3.** The filtered $L_\infty$ algebra $V_\Omega$ has underlying unfiltered $L_\infty$ algebra $V$, and its filtration $\mathcal{F}_\Omega$ determined by the following action values for its generators:

- $A_\Omega(\alpha_{ij}) = ||(i,j)||_{\Omega}^*$ for each $i,j \in \mathbb{Z}_{\geq 1}$
- $A_\Omega(\beta_{ij}) = ||(i,j)||_{\Omega}^*$ for each $i,j \in \mathbb{Z}_{\geq 0}$ not both 0.

**Lemma 2.3.4.** This defines a valid filtered $L_\infty$ algebra.

**Proof.** We take for granted that $V$ satisfies the $L_\infty$ relations, which can be easily checked. To see that the filtration is valid, we need to check that the differential and bracket preserve the filtration. It suffices to check that we have

$$\max(||(i-1,j)||_{\Omega}^*,||(i,j-1)||_{\Omega}^*) \leq ||(i,j)||_{\Omega}^*$$

and

$$||(i+k,j+l)||_{\Omega}^* \leq ||(i,j)||_{\Omega}^* + ||(k,l)||_{\Omega}^*.$$

The second inequality follows directly from the triangle inequality. The first inequality follows after observing that $||-||_{\Omega}^*$ satisfies the symmetries $||(x,y)||_{\Omega}^* = ||(-x,y)||_{\Omega}^* = ||(x,-y)||_{\Omega}^*$, and hence we have $||(x,ty)||_{\Omega}^* \leq ||(x,y)||_{\Omega}^*$ and $||(tx,y)||_{\Omega}^* \leq ||(x,y)||_{\Omega}^*$ whenever $t \in [0,1]$. □

We will sometimes denote the basis elements of $V_\Omega$ by $\alpha_{i,j}^\Omega, \beta_{i,j}^\Omega$ if we wish to make explicit which filtration is being used. Since four-dimensional ellipsoids play a special role in this paper, we also introduce the shorthand $V_{a,b} := V_{\Omega E(a,b)}$, denoting the corresponding generators by $\alpha_{a,b}^\Omega$ and $\beta_{a,b}^\Omega$. 
2.4. The homology of $V_\Omega$ and its linear spectral invariants. One of our main goals is to extract embedding obstructions from Corollary 1.2.3. As a warmup, we consider what happens at the linear level. From the point of view of curves, this corresponds to using cylinders rather than spheres with several positive punctures. We arrive at the following much weaker statement:

**Corollary 2.4.1.** In the context of Corollary 1.2.3, the identity map $H(V_\Omega') \to H(V_\Omega)$ is filtration preserving.

As we now explain, from this statement we naturally recover the capacities from [GH], which conjecturally agree with the Ekeland–Hofer capacities.

Observe that we do not necessarily have $A_\Omega(\alpha_{i,j}) \geq A_\Omega(\alpha_{i',j'})$ and $A_\Omega(\beta_{i,j}) \geq A_\Omega(\beta_{i',j'})$. Indeed, what we have is a filtered chain map $V_\Omega' \to V_\Omega$ which is unfiltered chain homotopic to the identity, and this chain map is not necessarily the identity on the nose. What we do have is the following picture, which is familiar from the study of spectral invariants in symplectic geometry. For a homology class $A \in H(V_\Omega)$, we put

$$A_\Omega(A) := \min \{ A(v) : \partial v = 0, [v] = A \text{ for some } v \in V_\Omega \}.$$

Then in the context of Corollary 2.4.1, we must have

$$A_\Omega'(A) \geq A_\Omega(A)$$

for any homology class $A \in H(V)$. By way of terminology, we will say that $A_\Omega(A)$ is the **spectral invariant** of $V_\Omega$ in the homology class $A$.

The homology of $V$ can be computed as follows. For convenience, let us make a simple change of basis by putting, for all $i, j$,

$$\bar{\alpha}_{i,j} := (i - 1)!(j - 1)!\alpha_{i,j}, \quad \bar{\beta}_{i,j} := i!j!\beta_{i,j}.$$

In this basis, we have

$$\partial \bar{\alpha}_{i,j} = \bar{\beta}_{i-1,j} - \bar{\beta}_{i,j-1}, \quad \partial \bar{\beta}_{i,j} = 0.$$

From this we see that $H(V)$ is one-dimensional in degrees $-4, -6, -8, \ldots$, and trivial otherwise. This means that, for $q \in \mathbb{Z}_{\geq 1}$, the cycles $\bar{\beta}_{q,0}, \bar{\beta}_{q-1,1}, \ldots, \bar{\beta}_{0,q}$ are all homologous and represent the unique nontrivial class $A_q$ (modulo scaling by elements of $\mathbb{K}^*$) in $H^{-2-2q}(V)$.

Now observe that, for $q \in \mathbb{Z}_{\geq 1}$, we have

$$A_\Omega(A_q) = \min_{i, j \in \mathbb{Z}_{\geq 0}} \| (i, j) \|_n^\mathbb{R}.$$

Note that this coincides with the expression for $c_q(X_\Omega)$ from [GH, Thm. 1.6]. In the special case of $E(a, b)$, we get the expression

$$A_{a,b}(A_q) = \min_{i, j \in \mathbb{Z}_{\geq 0}} \max(ia, jb),$$

and one can check that this is precisely the $q$th Ekeland–Hofer capacity of $E(a, b)$. Alternatively, this is the $q$th smallest element of the infinite array

$$(ic : i \in \mathbb{Z}_{\geq 1}, c \in \{a, b\}).$$

We summarize this subsection in the following proposition.
Proposition 2.4.2. For \( q \in \mathbb{Z}_{\geq 1} \), we have \( H(V) = \mathbb{k}\langle A_1, A_2, A_3, \ldots \rangle \) with \( |A_q| = -2 - 2q \) and \( A_\Omega(A_q) = \min \left\{ ||(i,j)||_{\Omega} \right\} \). Given a symplectic embedding \( X_\Omega \hookrightarrow s X_\Omega' \), we must have \( A_\Omega(A_q) \geq A_\Omega(A_q) \) for all \( q \).

3. Computing the canonical model of \( V_{a,b} \)

In order to extract the full power of Corollary 1.2.3, we need to study the bar complex of \( V_\Omega \), and in particular to understand its homology and corresponding spectral invariants. We first compute in §3.1 the homology \( H(BV_\Omega) \) as an unfiltered \( \mathbb{k} \)-module. To better understand the role of the filtration, we then seek to find a canonical\(^{11}\) model for \( V_\Omega \) as a filtered \( \mathcal{L}_\infty \) algebra. This turns out to fail for general \( V_\Omega \), but we succeed in the ellipsoid case \( V_{a,b} \), and in §3.2 we recursively construct maps \( \Phi_{a,b} \) and \( \Psi_{a,b} \) which give the filtered canonical model for \( V_{a,b} \).

3.1. Filtered homological perturbation theory. We begin with some general observations. Firstly, as a \( \mathbb{k} \)-module up to isomorphism, \( H(BV) \) does not depend on the filtration. If we ignore the filtration and view \( V \) as an unfiltered \( \mathcal{L}_\infty \) algebra over \( \mathbb{k} \), a standard corollary of the homological perturbation lemma (see e.g. [Fuk, §2.3]) states that \( V \) is \( \mathcal{L}_\infty \) homotopy equivalent to an \( \mathcal{L}_\infty \) algebra \( V^{\text{can}} \) whose underlying chain complex is \( H(V) \), with trivial differential. In particular, by basic functoriality properties of the bar construction, we get an isomorphism of \( \mathbb{k} \)-modules \( H(BV) \cong H(BV^{\text{can}}) \).

Note that typically \( V^{\text{can}} \) can have many nontrivial higher \( \mathcal{L}_\infty \) operations, even if \( V \) has only a differential and a bracket (c.f. Massey products). However, our computation in §2.4 shows that \( H(V) \) is supported in even degrees, whereas the \( \mathcal{L}_\infty \) operations on \( V^{\text{can}} \) all have degree +1. It follows that all of the \( \mathcal{L}_\infty \) operations on \( V^{\text{can}} \) are automatically trivial for degree reasons, and thus we have:

**Proposition 3.1.1.** As a \( \mathbb{k} \)-module, \( H(BV) \) is abstractly isomorphic to the reduced polynomial algebra \( \overline{\mathbb{k}}\langle A_1, A_2, A_3, \ldots \rangle \) on formal variables \( A_q \) of degree \( |A_q| = -2 - 2q \) for \( q \in \mathbb{Z}_{\geq 1} \).

Homological perturbation theory (HPT) in fact produces \( \mathcal{L}_\infty \) homomorphisms \( \Phi : V \to V^{\text{can}} \) and \( \Psi : V^{\text{can}} \to V \) such that \( \Phi \circ \Psi \) and \( \Psi \circ \Phi \) are both \( \mathcal{L}_\infty \) homotopic to the identity. These maps are constructed recursively, or can be described more directly as sums over decorated trees (sometimes interpreted as Feynman diagrams). The construction of \( \Phi \) and \( \Psi \) above is based on the following ground inputs:

- a chain map \( \Psi^1 : V^{\text{can}} \to V \)
- a chain map \( \Phi^1 : V \to V^{\text{can}} \) such that \( \Phi^1 \circ \Psi^1 = 1 \)
- a chain homotopy \( h^1 \) between \( \Psi^1 \circ \Phi^1 \) and \( 1 \).

See e.g. [Kon, Mar1, Sei, Fuk] for the general strategy and history. We note that while explicit (as opposed to obstruction theoretic) recursive and tree-counting formulas for \( \Phi \) and \( \Psi \) in the analogous \( A_\infty \) case are given in [Mar2], the explicit formulas for the \( \mathcal{L}_\infty \) model are essentially Koszul dual notions.

\(^{11}\)Note that this is often called the *minimal model* in the literature, but as pointed in [Fuk, Rmk. 2.3.1], this leads to confusion with the notion of minimal model from rational homotopy. In fact, these are essentially Koszul dual notions.
case appear to be somewhat more subtle and we could not find them in the literature. We will take a more direct approach in §3.2 below applied to the \( L_\infty \) algebra \( V \).

Recall that we want to understand \( V_\Omega \) as a filtered \( L_\infty \) algebra. We expect that if all of the ground inputs are filtration preserving, then the resulting \( L_\infty \) homomorphisms \( \Phi_\Omega \) and \( \Psi_\Omega \) will be filtered \( L_\infty \) homotopy equivalences. However, if the homology of \( V_\Omega \) when viewed as a \( \Lambda_{\geq 0} \)-module (c.f. Remark 2.3.1) has nontrivial \( T \)-torsion, then it will not be possible to find such ground inputs. Fortunately, in the special case of \( V_{a,b} \) we can indeed find ground inputs \( \Psi_{a,b}^1, \Phi_{a,b}^1, h_{a,b}^1 \) which are filtration preserving, e.g. by putting

\[
\begin{align*}
\Phi_{a,b}^1(\beta_i) &= 0 \\
\Phi_{a,b}^1(\beta_{i,j}) &= A_{i+j} \\
\Psi_{a,b}^1(A_q) &= \beta_i(q) \\
h_{a,b}^1(\alpha_{i,j}) &= 0 \\
h_{a,b}^1(\beta_{i,j}) &= (\alpha_i(q)+1,j(q) + \cdots + \alpha_i(q)+j(q),1) - (\alpha_{i+1,j} + \cdots + \alpha_{i+j,1}) \text{ for } q = i+j.
\end{align*}
\]

Here the pair \((i(q),j(q)) \in \mathbb{Z}_{\geq 1}^2 \setminus \{(0,0)\} \) is defined as follows.

**Definition 3.1.2.** Given a four-dimensional convex toric domain \( X_\Omega \subset \mathbb{C}^2 \) and \( q \in \mathbb{Z}_{\geq 1} \), we put

\[
(i(q),j(q)) := \text{argmin}\{||(i,j)||_\Omega^*: (i,j) \in \mathbb{Z}_{\geq 0}^2, i+j = q\}.
\]

Note that the pair \((i(q),j(q)) \) depends quite sensitively on \( \Omega \), although we suppress this dependence from the notation to avoid clutter. In order to avoid borderline cases, for simplicity we will typically assume that there is a unique minimizer in Definition 3.1.2. In the case of the four-dimensional ellipsoid \( E(a,b) \), we achieve this by implicitly replacing \( b \) with \( b + \delta \) for \( \delta > 0 \) sufficiently small.

We omit the proof the following lemma since we will not explicitly need it below:

**Lemma 3.1.3.** With the above definitions, \( h_{a,b}^1 \) is filtration preserving and satisfies

\[
h_{a,b}^1 \circ \partial + \partial \circ h_{a,b}^1 = 1 - \Psi_{a,b}^1 \circ \Phi_{a,b}^1.
\]

**3.2. Construction of the maps \( \Phi_{a,b} \) and \( \Psi_{a,b} \).** Taking the discussion from the previous subsection as motivation, we now proceed to directly construct maps \( \Phi_{a,b} \) and \( \Psi_{a,b} \) realizing a filtered canonical model for \( V_{a,b}^{\text{can}} \).

**Construction 3.2.1.** For any fixed \( a, b \in \mathbb{R}_{>0} \) and constants \( C_{qa,b} \in \mathbb{K}^* \), \( q \in \mathbb{Z}_{\geq 1} \), we recursively define maps \( \Phi_{a,b}^k : \circ^k V_{a,b} \to V_{a,b}^{\text{can}} \) and \( \Psi_{a,b}^k : \circ^k V_{a,b}^{\text{can}} \to V_{a,b} \), \( k \in \mathbb{Z}_{\geq 1} \), by the following properties:

1. for \( q \in \mathbb{Z}_{\geq 1} \) we have \( \Psi_{a,b}^1(A_q) = C_{qa,b} \beta_i(q) \)
2. \( \Psi_{a,b}^k \equiv 0 \) for \( k \geq 2 \)

and

1. for \((i,j) \in \mathbb{Z}_{\geq 1}^2 \setminus \{(0,0)\} \) we have \( \Phi_{a,b}^1(\beta_{i,j}) = \frac{i(j)}{n_i(q) n_j(q)} A_q \) with \( q = i+j \)
2. \( \Phi_{a,b}^k \equiv 0 \) if any of the inputs is \( \alpha_{i,j} \) for some \( i,j \)
3. for \( k \geq 2 \), we have \( \Phi_{a,b}^k(\beta_{i(q),j(q)}, \ldots, \beta_{i(q),j(q)}) = 0 \) for any \( q_1, \ldots, q_k \in \mathbb{Z}_{\geq 1} \)
(4) for $k \geq 2$ and $(i_1, j_1), \ldots, (i_k, j_k) \in \mathbb{Z}_{\geq 0}^2 \setminus \{(0, 0)\}$, we have

$$j_1 \Phi_{a,b}^k(\beta_{i_1-1,j_1}, \beta_{i_2,j_2}, \ldots, \beta_{i_k,j_k}) - i_1 \Phi_{a,b}^k(\beta_{i_1,j_1-1}, \beta_{i_2,j_2}, \ldots, \beta_{i_k,j_k})$$

$$+ \sum_{m=2}^{k} (i_1 j_m - j_1 i_m) \Phi_{a,b}^{k-1}(\beta_{i_1+i_m,j_1+j_m}, \beta_{i_2,j_2}, \ldots, \beta_{i_m,j_m}, \ldots, \beta_{i_k,j_k}) = 0.$$  

**Remark 3.2.2.** For the time being we leave the arbitrary constants $C_{q,a,b}$ unspecified. They will not affect the embedding obstructions described in §4. However, they will play a role in the enumerative invariants discussed in §5, and we will nail down a choice in §5.3.

**Definition 3.2.3.** We will say that a basis element $\alpha_{i,j}$ or $\beta_{i,j}$ is **action minimal** if we have $(i,j) = (i(q), j(q))$ for $q = i + j$.

Note that (3) states that $\Phi_{a,b}^k$ vanishes whenever all of its input basis elements are action minimal. This is the main place where dependence on $a, b$ enters. Also, (4) is a direct translation of the $L_\infty$ homomorphism relations for $\Phi_{a,b}$.

Using (4), we can iteratively modify the inputs until they are all action minimal. Namely, given inputs $\beta_{i_1,j_1}, \ldots, \beta_{i_k,j_k}$ which are not all action minimal, assume without loss of generality that $(i_1, j_1)$ is not action minimal. In the case $i_1 < i(i_1 + j_1)$, we compute $\Phi_{a,b}^k(\beta_{i_1,j_1}, \ldots, \beta_{i_k,j_k})$ recursively via

$$\Phi_{a,b}^k(\beta_{i_1,j_1}, \beta_{i_2,j_2}, \ldots, \beta_{i_k,j_k}) = \frac{i_1+1}{j_1} \Phi_{a,b}^k(\beta_{i_1+1,j_1-1}, \beta_{i_2,j_2}, \ldots, \beta_{i_k,j_k})$$

$$- \frac{1}{j_1} \sum_{m=2}^{k} ([i_1 + 1] j_m - j_1 i_m) \Phi_{a,b}^{k-1}(\beta_{i_1+i_m,j_1+j_m}, \beta_{i_2,j_2}, \ldots, \beta_{i_m,j_m}, \ldots, \beta_{i_k,j_k}).$$  

(3.2.1)

Similarly, if $i_1 > i(i_1 + j_1)$, we compute $\Phi_{a,b}^k(\beta_{i_1,j_1}, \ldots, \beta_{i_k,j_k})$ recursively via

$$\Phi_{a,b}^k(\beta_{i_1,j_1}, \beta_{i_2,j_2}, \ldots, \beta_{i_k,j_k}) = \frac{i_1+1}{j_1} \Phi_{a,b}^k(\beta_{i_1-1,j_1+1}, \beta_{i_2,j_2}, \ldots, \beta_{i_k,j_k})$$

$$+ \frac{1}{i_1} \sum_{m=2}^{k} (i_1 j_m - [j_1 + 1] i_m) \Phi_{a,b}^{k-1}(\beta_{i_1+i_m,j_1+j_m+1}, \beta_{i_2,j_2}, \ldots, \beta_{i_m,j_m}, \ldots, \beta_{i_k,j_k}).$$  

(3.2.2)

Here are some example computations:

**Example 3.2.4.** We compute $\Phi_{1,R}^2(\beta_{1,1}, \beta_{1,1})$ for $R \gg 1$. We have

$$\Phi_{1,R}^2(\beta_{1,1}, \beta_{1,1}) = 2\Phi_{1,R}^2(\beta_{2,0}, \beta_{1,1}) - (2 \cdot 1 - 1 \cdot 1) \Phi_{1,R}^1(\beta_{3,2})$$

$$\Phi_{1,R}^1(\beta_{3,2}) = \frac{50!}{2\cdot 51!} C_{5,1,R} A_5 = \frac{10}{c_{5,1,R}} A_5$$

$$\Phi_{1,R}^2(\beta_{2,0}, \beta_{1,1}) = \Phi_{1,R}(\beta_{1,1}, \beta_{2,0}) = 2\Phi_{1,R}^2(\beta_{2,0}, \beta_{2,0}) - (2 \cdot 0 - 1 \cdot 2) \Phi_{1,R}^1(\beta_{4,1})$$

$$\Phi_{1,R}^1(\beta_{4,1}) = \frac{50!}{3\cdot 52!} C_{5,1,R} A_5 = \frac{5}{c_{5,1,R}} A_5.$$  

Using $\Phi_{1,R}^2(\beta_{2,0}, \beta_{2,0}) = 0$, we get

$$\Phi_{1,R}^1(\beta_{1,1}, \beta_{1,1}) = \frac{20}{c_{5,1,R}} A_5 - \frac{10}{c_{5,1,R}} A_5 = \frac{10}{c_{5,1,R}} A_5.$$
Example 3.2.5. We compute $\Phi^3_{1,R}(\beta_{1,1},\beta_{1,1},\beta_{1,1})$ for $R \gg 1$. We have

$$
\begin{align*}
\Phi^3_{1,R}(\beta_{1,1},\beta_{1,1},\beta_{1,1}) &= 2\Phi^3_{1,R}(\beta_{2,0},\beta_{1,1},\beta_{1,1}) - 2\Phi^2_{1,R}(\beta_{3,2},\beta_{1,1}) \\
\Phi^3_{1,R}(\beta_{2,0},\beta_{1,1},\beta_{1,1}) &= 2\Phi^3_{1,R}(\beta_{2,0},\beta_{2,0},\beta_{1,1}) + 2\Phi^2_{1,R}(\beta_{4,1},\beta_{1,1}) - \Phi^2_{1,R}(\beta_{3,2},\beta_{2,0}) \\
\Phi^3_{1,R}(\beta_{2,0},\beta_{2,0},\beta_{1,1}) &= 2\Phi^3_{1,R}(\beta_{2,0},\beta_{2,0},\beta_{2,0}) + 4\Phi^2_{1,R}(\beta_{4,1},\beta_{2,0}) = 4\Phi^2_{1,R}(\beta_{4,1},\beta_{2,0}) \\
\Phi^2_{1,R}(\beta_{4,1},\beta_{1,1}) &= 2\Phi^2_{1,R}(\beta_{4,1},\beta_{2,0}) + 2\Phi^1_{1,R}(\beta_{6,2}) \\
\Phi^2_{1,R}(\beta_{4,1},\beta_{2,0}) &= 5\Phi^2_{1,R}(\beta_{5,0},\beta_{2,0}) + 2\Phi^1_{1,R}(\beta_{7,1}) = 2\Phi^1_{1,R}(\beta_{7,1}) \\
\Phi^2_{1,R}(\beta_{3,2},\beta_{1,1}) &= 2\Phi^2_{1,R}(\beta_{3,2},\beta_{2,0}) - \Phi^1_{1,R}(\beta_{5,3}) \\
2\Phi^2_{1,R}(\beta_{3,2},\beta_{2,0}) &= 4\Phi^2_{1,R}(\beta_{3,1},\beta_{2,0}) + 4\Phi^1_{1,R}(\beta_{6,2}) \\
\Phi^1_{1,R}(\beta_{6,2}) &= \frac{8!0!}{6!2!C_{8,1,R}}A_8 = \frac{28}{C_{8,1,R}}A_8 \\
\Phi^1_{1,R}(\beta_{7,1}) &= \frac{8!0!}{7!1!C_{8,1,R}}A_8 = \frac{8}{C_{8,1,R}}A_8 \\
\Phi^1_{1,R}(\beta_{5,3}) &= \frac{8!0!}{5!3!C_{8,1,R}}A_8 = \frac{56}{C_{8,1,R}}A_8.
\end{align*}
$$

Combining the above, we get $\Phi^3_{1,R}(\beta_{1,1},\beta_{1,1},\beta_{1,1}) = \frac{192}{C_{8,1,R}}A_8$.

As visible in the above examples, there are choices involved as to what order we apply the recursion. For example, to compute $\Phi^2_{1,R}(\beta_{4,1},\beta_{1,1})$, we can apply (3.2.1) to either $\beta_{4,1}$ or $\beta_{1,1}$. It is not a priori obvious that the final answer is independent of these choices. The following lemma alleviates this concern.

Lemma 3.2.6. Let $X_\Omega$ be any four-dimensional convex toric domain. Each class $A \in H(BV_\Omega)$ is uniquely represented by cycle which is a linear combination of tensor products of action minimal basis elements in $V_\Omega$.

Remark 3.2.7. We warn the reader that the cycle provided by Lemma 3.2.6 is not necessarily the cycle of minimal action representing $A$. For example, consider $\Omega_{P(1,1+\varepsilon)}$ for $\varepsilon > 0$ sufficiently small. The element $4\beta_{2,0} \odot \beta_{2,0} + 10\beta_{5,0} \in BV_{\Omega_{P(1,1+\varepsilon)}}$ which has action $5$, and each summand is a tensor product of action minimal basis elements, yet it is homologous (c.f. Example 3.2.4) to $\beta_{1,1} \odot \beta_{1,1} \in BV_{\Omega_{P(1,1+\varepsilon)}}$, which has action $4 + 2\varepsilon < 5$.

Proof of Lemma 3.2.6. Suppose that $y \in BV_\Omega$ a linear combination of tensor products of action minimal basis elements, and that $y$ is nullhomologous, i.e. $y = \tilde{\ell}(x)$ for some $x \in BV_\Omega$. It suffices to show that $y = 0$.

For $k \in \mathbb{Z}_{\geq 1}$, let $BV^k_\Omega$ denote the subcomplex consisting of linear combinations of elementary tensors of word length at most $k$. We claim that the map $H(BV^k_\Omega) \to H(BV_\Omega)$ induced by the inclusion of $BV^k_\Omega$ into $BV_\Omega$ is injective. In other words, if an element in $BV^k_\Omega$ is the differential of an element in $BV_\Omega$, then it is also the differential of an element in $BV^k_\Omega$. To justify this claim, let $V^\text{can}_\Omega$ denote a canonical model for the $L_\infty$ algebra $V_\Omega$, ignoring filtrations. This means that $V_\Omega$ is an unfiltered $L_\infty$ algebra with underlying $k$-module $H(V_\Omega)$, with all $L_\infty$ operations necessarily trivial for degree
reasons, and we have in particular a commutative diagram

$$H(B^{\leq k}V_{\Omega}^{\text{can}}) \xrightarrow{\approx} H(B^{\leq k}V_{\Omega})$$

$$\downarrow$$

$$H(BV_{\Omega}^{\text{can}}) \xrightarrow{\approx} H(BV_{\Omega})$$

The left vertical arrow in induced by the inclusion $B^{\leq k}V_{\Omega}^{\text{can}} \to BV_{\Omega}^{\text{can}}$, and the homology level map is clearly injective since the differential on $BV_{\Omega}^{\text{can}}$ is trivial. It follows that the right vertical arrow is also injective, as desired.

Now put $l := \min\{k \in \mathbb{Z}_{\geq 1} : y \in B^{\leq k}V_{\Omega}\}$, and consider the quotient complex $B^{\leq l}V_{\Omega}/B^{\leq l-1}V_{\Omega}$. By the earlier claim, we have $y = \hat{\ell}(x')$ for some $x' \in B^{\leq l}V_{\Omega}$. This means that the class $[y] \in H(B^{\leq l}V_{\Omega}/B^{\leq l-1}V_{\Omega})$ vanishes. On the other hand, note that $[y]$ is represented by the maximal word length part $\pi_l(y) \in B^{\leq l}V_{\Omega}$ of $y$ (here $\pi_l$ denotes the projection $\overline{SV}_{\Omega} \to \odot^l V_{\Omega}$), and this is a linear combination of tensor products of action minimal basis elements.

Let $S \subset \mathbb{Z}^l_{\geq 1}$ denote the set of integer tuples $(i_1, \ldots, i_l)$ such that $i_1 \leq \cdots \leq i_l$, and let $\mathcal{K}(S)$ denote free $\mathcal{K}$-module spanned by these tuples. We consider the $\mathcal{K}$-linear map

$$Z : B^{\leq l}V_{\Omega}/B^{\leq l-1}V_{\Omega} \to \mathcal{K}(S)$$

sending $v_{i_1,j_1} \odot \cdots \odot v_{i_t,j_t}$ to $(i_1 + j_1, \ldots, i_t + j_t)$, where for each $k = 1, \ldots, l$ we have either $v_{i_k,j_k} = \overline{\alpha}_{i_k,j_k}$ or $v_{i_k,j_k} = \overline{\beta}_{i_k,j_k}$. Recall that for $(i, j) \in \mathbb{Z}^2_{\geq 1}$ we have $\partial \overline{\alpha}_{i,j} = \overline{\beta}_{i-1,j} - \overline{\beta}_{i,j-1}$, and note that the bracket term of $B^{\leq k}V_{\Omega}$ disappears when we pass to the quotient complex $B^{\leq l}V_{\Omega}/B^{\leq l-1}V_{\Omega}$. It is then easy to check that all boundaries in $B^{\leq l}V_{\Omega}/B^{\leq l-1}V_{\Omega}$ are contained in the kernel of $Z$, whereas $Z(\pi_l(y)) \neq 0$ unless we have $\pi_l(y) = 0$ in $B^{\leq l}V_{\Omega}$. This contradicts the definition of $l$ unless we have $y = 0$ in $BV_{\Omega}$, as desired. \hfill \Box

Remark 3.2.8. It would be interesting to find a more fundamental combinatorial of $\Phi^k$, e.g. in terms of lattice point counts in some lattice polytope. Such a description could give a more conceptual proof of Lemma 3.2.6 and also perhaps shed light on when the structure coefficients appearing in Corollary 1.2.5 are nonzero.

The rest of this section is occupied with the following two lemmas which verify that $\Phi_{a,b}$ and $\Psi_{a,b}$ have the desired properties.

**Lemma 3.2.9.** Construction 3.2.1 defines a valid $\mathcal{L}_\infty$ homomorphism $\Phi_{a,b} : V_{a,b} \to V_{a,b}^{\text{can}}$ and $\Psi_{a,b} : V_{a,b}^{\text{can}} \to V_{a,b}$. The induced bar homology maps $H(\hat{\Phi}_{a,b}) : H(BV_{a,b}) \to H(BV_{a,b}^{\text{can}})$ and $H(\hat{\Psi}_{a,b}) : H(BV_{a,b}^{\text{can}}) \to H(BV_{a,b})$ satisfy

$$H(\hat{\Phi}_{a,b}) \circ H(\hat{\Psi}_{a,b}) = \mathbb{1}$$

$$H(\hat{\Psi}_{a,b}) \circ H(\hat{\Phi}_{a,b}) = \mathbb{1}.$$ 

Remark 3.2.10. A more natural formulation would state that $\Phi_{a,b} \circ \Psi_{a,b}$ and $\Psi_{a,b} \circ \Phi_{a,b}$ are homotopic to the identity as filtered $\mathcal{L}_\infty$ homomorphisms, but the above formulation in terms of bar complexes suffices for our intended applications.
Proof of Lemma 3.2.9. To see that $\Psi_{a,b}$ as defined is an $L_\infty$ homomorphism, observe that since all the operations in $V^{can}_{a,b}$ are trivial, it suffices to show that $\theta^k_{V_{a,b}}$ vanishes on inputs of the form $\Psi_{a,b}^1(A_{q_1}) \circ \cdots \circ \Psi_{a,b}^1(A_{q_k})$, but this is trivial since the operations on $V_{a,b}$ vanish when all of the inputs are $\beta$ generators.

To see that $\Phi_{a,b}$ is an $L_\infty$ homomorphism, we first check that it is a chain map. Since the differential of $V_{a,b}$ vanishes on basis elements, it suffices to check that $\Phi_{a,b}^1$ vanishes on terms of the form $\partial \alpha_i = j \beta_{i-1,j} - i \beta_{i,j-1}$ for $i, j \in \mathbb{Z}_{\geq 1}$. Putting $q := i + j - 1$, we have

$$\Phi_{a,b}^1(j \beta_{i-1,j} - i \beta_{i,j-1}) = j \frac{(q)!}{(q-j)!} A_q - i \frac{(q)!}{(q-i)!} A_q = 0.$$ 

More generally, since the $L_\infty$ operations on $V^{can}_{a,b}$ are trivial, it suffices to check that $\Phi_{a,b}^k$ vanishes on inputs of the form $\ell V_{a,b}(v_1 \circ \cdots \circ v_k)$ for $v_1, \ldots, v_k \in V_{a,b}$. If amongst the inputs $v_1, \ldots, v_k$ there are either two or more $\alpha$ basis elements, then each term in the above sum will contain at least one $\alpha$ basis element, and hence automatically vanishes. Similarly, if there are no $\beta$ inputs then the expression is automatically zero. If there is exactly one $\alpha$, we get precisely the expression (4) above.

Next, we check that $H(\Phi_{a,b}) \circ H(\Psi_{a,b}) = 1$. We have

$$\Phi_{a,b}(A_{q_1} \circ \cdots \circ A_{q_k}) = C_{q_1,a,b} \cdots C_{q_k,a,b} \beta_{i(q_1),i(q_1)} \circ \cdots \circ \beta_{i(q_k),i(q_k)},$$

so by property (3) for $\Phi_{a,b}$ we have

$$(\Phi_{a,b} \circ \Psi_{a,b})(A_{q_1} \circ \cdots \circ A_{q_k}) = C_{q_1,a,b} \cdots C_{q_k,a,b} \Phi_{a,b}(\beta_{i(q_1),i(q_1)}) \circ \cdots \circ \Phi_{a,b}(\beta_{i(q_k),i(q_k)})$$

$$= A_{q_1} \circ \cdots \circ A_{q_k}.$$ 

Finally, we check that $H(\Phi_{a,b}) \circ H(\Psi_{a,b}) = 1$. Since $H(BV_{a,b})$ and $H(BV^{can}_{a,b})$ have the same finite rank in each degree and $H(\Phi_{a,b})$ is a left inverse to $H(\Psi_{a,b})$, it follows immediately that $H(\Phi_{a,b})$ and $H(\Psi_{a,b})$ are both invertible and hence $H(\Phi_{a,b})$ is also a right inverse to $H(\Phi_{a,b})$.

**Lemma 3.2.11.** The $L_\infty$ homomorphisms $\Phi_{a,b}$ and $\Psi_{a,b}$ are filtration preserving.

**Proof.** The fact that $\Psi_{a,b}$ is filtration preserving is manifest. As for $\Phi_{a,b}$, given $\beta_{i_1,j_1}, \ldots, \beta_{i_k,j_k} \in V_{a,b}$, we need to verify the following action inequality:

$$A_{a,b}(\Phi_{a,b}^k(\beta_{i_1,j_1}, \ldots, \beta_{i_k,j_k})) \leq \sum_{s=1}^k A_{a,b}(\beta_{i_s,j_s}). \tag{3.2.3}$$

The case $k = 1$ is clear. For $k \geq 2$, if each of the inputs $\beta_{i_1,j_1}, \ldots, \beta_{i_k,j_k}$ is action minimal then $\Phi_{a,b}^k(\beta_{i_1,j_1}, \ldots, \beta_{i_k,j_k}) = 0$ and there is nothing to check, so may assume without loss of generality that $\beta_{i_1,j_1}$ is not action minimal.

We will further suppose that $i_1 < i(i_1 + j_1)$, the case $i_1 > i(i_1 + j_1)$ being closely analogous. In order to recursively compute $\Phi_{a,b}^k(\beta_{i_1,j_1}, \ldots, \beta_{i_k,j_k})$, the next step is to apply (3.2.1) in order to write it as a linear combination of terms with strictly smaller $k$ or else strictly smaller $j_1$. We may assume by induction that we already know

$$A_{a,b}(\Phi_{a,b}^k(\beta_{i_1+1,j_1-1}, \beta_{i_2,j_2}, \ldots, \beta_{i_k,j_k})) \leq A_{a,b}(\beta_{i_1+1,j_1-1}) + A_{a,b}(\beta_{i_2,j_2}) + \cdots + A_{a,b}(\beta_{i_k,j_k}). \tag{3.2.4}$$
and, for \( m = 2, \ldots, k \),
\[
A_{a,b}(\Phi^{k-1}_{a,b}(\beta_{i_1+i_m+1,j_1+j_m}, \beta_{i_2,j_2}, \ldots, \beta_{i_m,j_m}, \ldots, \beta_{i_k,j_k})) \leq
A_{a,b}(\beta_{i_1+i_m+1,j_1+j_m}) + A_{a,b}(\beta_{i_2,j_2}) + \cdots + A_{a,b}(\beta_{i_m,j_m}) + \cdots + A_{a,b}(\beta_{i_k,j_k}).
\] (3.2.5)

We first observe that the right hand side of (3.2.4) is at most the right hand side of (3.2.3). Indeed, it suffices to show that \( A_{a,b}(\beta_{i_1+1,j_1}) \leq A_{a,b}(\beta_{i_1,j_1}) \). This follows from the assumption \( i_1 < i(i_1 + j_1) \), since the function \( t \mapsto \|([i(q) + t, i(q) - t])\|_1^* \) is monotonically increasing with \( t^2 \).

In order to complete the proof, we need to show the right hand size of (3.2.5) is at most the right hand side of (3.2.3). It suffices to establish the following inequality:
\[
A_{a,b}(\beta_{i_1+1,j_1}) \leq A_{a,b}(\beta_{i_1,j_1}).
\]
Indeed, by the triangle inequality we then have
\[
A_{a,b}(\beta_{i_1+i_m+1,j_1+j_m}) \leq A_{a,b}(\beta_{i_1+1,j_1}) + A_{a,b}(\beta_{i_m,j_m}) \leq A_{a,b}(\beta_{i_1,j_1}) + A_{a,b}(\beta_{i_m,j_m}),
\]
from which the desired inequality follows.

Suppose by contradiction that we have \( A_{a,b}(\beta_{i_1+1,j_1}) > A_{a,b}(\beta_{i_1,j_1}) \), i.e.
\[
\max([i_1 + 1]a, j_1b) > \max(i_1a, j_1b).
\]
Then we must have \((i_1 + 1)a > j_1b\). On the other hand, from the assumption \( i_1 < i(i_1 + j_1) \) we have \( A(\beta_{i_1+1,j_1-1}) \leq A(\beta_{i_1,j_1}) \), i.e.
\[
\max([i_1 + 1]a, [j_1 - 1]b) \leq \max(i_1a, j_1b),
\]
which necessitates \((i_1 + 1)a \leq j_1b\), a contradiction. \(\square\)

**Remark 3.2.12.**

1. We note that (3) in Construction 3.2 is often mandated purely for action reasons, but this is not always the case, e.g. in principle a term \( \Phi^2_{1,1+\varepsilon}(\beta_{1,0}, \beta_{1,0}) = A_3 \) would be permitted by action and index considerations. This is related to the ambiguities in punctured curve counts caused by index zero symplectization curves, which we further discuss in §5.

2. The analogue of Lemma 3.2.11 does not hold for general \( \Omega \). We can, however, iteratively apply analogues of (3.2.1) and (3.2.2) to any cycle in \( BV_\Omega \) in order to find its representative promised by Lemma 3.2.6.

**Example 3.2.13.** Consider the filtered \( \mathcal{L}_\infty \) algebra \( V_{\Omega P(a,b)} \) associated with the polydisk \( P(a,b) \) (as usual we assume \( a \leq b \)). Not that its elements \( \beta_{i,j} \) are action minimal if and only if we have \( j = 0 \). Now imagine that \( \Phi_{\Omega P(a,b)} \) and \( \Psi_{\Omega P(a,b)} \) are all filtered \( \mathcal{L}_\infty \) homotopy equivalences. Then it would follow that we have a corresponding canonical filtered \( \mathcal{L}_\infty \) model \( V_{\Omega P(a,b)}^{an} \) whose action filtration depends only on \( a \). In particular, in this case we would not have any interesting capacities \( g_b(P(a,b)) \) apart from functions of \( a \). As it turns out, whereas the linear spectral invariants of \( P(a,b) \) indeed are just multiples of \( a \), the bar complex spectral invariants are much richer than this and do depend on both \( a \) and \( b \) (c.f. [Sie1, Ex. 1.14]).

\(^{12}\text{Note that in this case we evidently must have } A_{a,b}(\beta_{i+1,j_1}) = A_{a,b}(\beta_{i,j_1}).\)
4. Symplectic embedding obstructions

We begin this section by reviewing the capacities \( g_0 \) from [Sie1] in §4.1. In §4.2 we discuss the role of persistent homology and explain how it can be used to algorithmically extract obstructions. We then restrict to the case of ellipsoids in §4.3 and use the canonical model from the previous section to read off embedding obstructions. Finally, in §4.4 we explore obstructions which lie beyond the bar complex spectral invariants, illustrating this technique in the context of polydisks. For concreteness we mostly stick to the case that \( X \) is four-dimensional, although we expect all of the results in this section to have natural extensions to higher dimensions.

4.1. Bar complex spectral invariants. Let \( X_\Omega \) and \( X_{\Omega'} \) be four-dimensional convex toric domains, and suppose we have a symplectic embedding \( X_\Omega \hookrightarrow X_{\Omega'} \). By Corollary 1.2.3, we have a filtered \( \mathcal{L}_\infty \) homomorphism \( Q : V_{\Omega'} \to V_\Omega \) which is unfiltered \( \mathcal{L}_\infty \) homotopic to the identity. In particular, this means that the identity map \( \mathbb{1} : H(BV_{\Omega'}) \to H(BV_\Omega) \) is filtration preserving, so for any homology class \( A \in H(BV) \) we have the inequality

\[
A_\Omega(A) \leq A_{\Omega'}(A).
\]

Here we put

\[
A_\Omega(A) := \min \{ A_\Omega(x) : \partial x = 0, [x] = A \text{ for some } x \in BV_\Omega \},
\]

with \( A_{\Omega'}(A) \) defined similarly.

By Proposition 3.1.1, we have abstract isomorphisms of \( \mathbb{k} \)-modules

\[
H(BV_\Omega) \cong H(BV_{\Omega'}) \cong \mathbb{k}\langle A_1, A_2, A_3, \ldots \rangle.
\]  

(4.1.1)

However, since \( \mathbb{k}\langle A_1, A_2, A_3, \ldots \rangle \) is generally multidimensional in any given degree (unlike \( H(V) \), c.f. §2.4), we need to think more carefully about how to reference homology classes. For example, in degree \( -8 \) we have \( \mathbb{k}\langle A_3, A_1 \odot A_1 \rangle \). Therefore any nonzero linear combination \( c_1 A_3 + c_2 A_1 \odot A_1 \) with \( (c_1, c_2) \in \mathbb{k}^2 \setminus \{(0, 0)\} \) gives a corresponding inequality

\[
A_\Omega(c_1 A_3 + c_2 A_1 \odot A_1) \leq A_{\Omega'}(c_1 A_3 + c_2 A_1 \odot A_1).
\]

In fact the quantities \( A_\Omega(A) \) and \( A_{\Omega'}(A) \) are unaffected if we scale \( A \) by an element of \( \mathbb{k}^* \), so what we have is a family of spectral invariants indexed by a one-dimensional projective space \( \mathbb{P}^1 \).

One way to reference homology classes in \( H(BV_\Omega) \) and \( H(BV_{\Omega'}) \) would be to simply describe cycles in terms of their representation in the basis \( \{ \alpha_{i,j}, \beta_{i,j} \} \). However, this is not the most natural approach in a general context, since it depends on our precise models \( V_\Omega \) and \( V_{\Omega'} \) and the fact that the cobordism map can be identified with the identity map. Following [Sie1], a more canonical approach is to use the \( \mathcal{L}_\infty \) homomorphism

\[
\Xi_{sk} : \text{CH}_{\text{lin}}(X_\Omega) \to \text{CH}_{\text{lin}}(E_{sk})
\]

induced by the inclusion \( E_{sk} \hookrightarrow X_\Omega \), where \( E_{sk} = \delta E(1, R) \) denotes a “skinny ellipsoid” for \( \delta > 0 \) sufficiently small and \( R \gg 1 \) sufficiently large. This cobordism map makes sense for any Liouville domain \( X \) and is uniquely determined up to \( \mathcal{L}_\infty \) homotopy, hence it induces a canonical way to refer to homology classes in \( \text{BCH}_{\text{lin}}(X) \), via the inverse of the homology level map \( H(\Xi_{sk}) : H(\text{BCH}_{\text{lin}}(X_\Omega)) \to H(\text{BCH}_{\text{lin}}(E_{sk})) \). By the results in
Theorem 4.1.1. If $X_\Omega$ is a four-dimensional convex toric domain, for any $b \in \overline{\mathbb{K}}[t]$ we have

$$g_b(X_\Omega) = A_\Omega(H(\tilde{\Psi}_{sk}(b))).$$

4.2. The role of persistent homology. Given a symplectic embedding $X_\Omega \hookrightarrow X_{\Omega'}$, we have the inequality $g_b(X_\Omega) \leq g_b(X_{\Omega'})$ for each choice of $b \in \overline{\mathbb{K}}[t]$, and this gives a very large family of obstructions. However, it turns out there is a much smaller collection of inequalities which determines all of the others. In fact, it suffices to check just finitely many choices of $b$ in each degree. This is particularly noteworthy since if we were to work over say $\mathbb{K} = \mathbb{R}$ there would be a priori uncountably many distinct elements $b \in \mathbb{K}[t]$, even after projectivizing.

Let $p(q)$ denote the dimension of $BV_\Omega$ in degree $-2 - 2q$, so we have $p(1) = 1, p(2) = 1, p(3) = 2, p(4) = 2, p(5) = 4, p(6) = 4,$ etc. According to [ZC], we can find a homogeneous basis for $BV_\Omega$, each element of which is either a left endpoint of a finite barcode, a right endpoint of a finite barcode, or a left endpoint of a semi-infinite barcode. More precisely, for each $q \in \mathbb{Z}_{\geq 1}$ we have nonnegative integers $l(q), r(q)$\footnote{Note that $l(q)$ and $r(q)$ also implicitly depend on $\Omega$.} and a basis

$$\xi_{q,1}, \ldots, \xi_{q,l(q)}, \tau_{q,1}, \ldots, \tau_{q,r(q)}$$

for the degree $-2 - 2q$ part of $BV_\Omega$ such that:

- for each $i \in \{1, \ldots, l(q)\}$ we have $\hat{\ell}(\tau_{q,i}^\Omega) = 0$
- for each $i \in \{1, \ldots, r(q)\}$ we have $\hat{r}(\xi_{q,i}^\Omega) = 0$
- for each $i \in \{1, \ldots, r(q)\}$ we have $\hat{r}(\xi_{q,i}^\Omega) = \xi_{q-1,j}^\Omega$ for some unique $j \in \{1, \ldots, l(q - 1)\}$ associated to the pair $(q, i)$

As explained in [ZC], finding these basis elements essentially reduces to finding the Smith normal forms of the matrices defining the chain complex $BV_\Omega$ in each degree, and there is an efficient algorithm for doing so.

In the above basis, each element $\tau_{q,i}^\Omega$ corresponds to the left endpoint of a semi-infinite barcode with endpoint at $A_\Omega(\tau_{q,i}^\Omega) \in \mathbb{R}_{\geq 0}$. These form a basis for the homology of $BV_\Omega$.\footnote{Note that $l(q)$ and $r(q)$ also implicitly depend on $\Omega$.}
In particular, the possible values of spectral invariants of $BV_\Omega$ associated to homology classes in degree $-2 - 2q$ are given by

$$\{ A_\Omega(\tau^\Omega_{q,i}), \ldots, A_\Omega(\tau^\Omega_{q,p(q)}) \},$$

and we can assume without loss of generality that these actions appear in nondecreasing order. Meanwhile, a pair of basis elements $(c^\Omega_{q,i}, c^\Omega_{q-1,j})$ with $\ell(c^\Omega_{q,i}) = c^\Omega_{q-1,j}$ corresponds to a finite barcode with left endpoint at $A_\Omega(c^\Omega_{q,i}) \in \mathbb{R}_{\geq 0}$ and right endpoint at $A_\Omega(c^\Omega_{q,i}) \in \mathbb{R}_{> 0}$. The left endpoints of finite barcodes generate the torsion part of $H(BV_\Omega)$ as a module over the Novikov ring $\Lambda_{\geq 0}$, but do not contribute to its homology over $k$.

Fixing $q \in \mathbb{Z}_{\geq 1}$, we now consider how $g_b(X_\Omega)$ changes as we vary $b$ in the degree $-2 - 2q$ part of $\mathbb{S}k[t]$. For $i \in \{1, \ldots, p(q)\}$, define $b_{q,i}^\Omega$ to be the image of $\tau^\Omega_{q,i}$ under the composition

$$BV_\Omega \xrightarrow{1} BV_{sk} \xrightarrow{\Phi_{sk}} BV_{sk}^\text{can} \approx \mathbb{S}k[t].$$

Any degree $-2 - 2q$ element $b \in \mathbb{S}k[t]$ can be written uniquely as a linear combination $c_1 b_{q,1}^\Omega + \cdots + c_{p(q)} b_{q,p(q)}^\Omega$ for some $c_1, \ldots, c_{p(q)} \in k$, and we have

$$A_C(c_1 \tau_{q;1}^\Omega + \cdots + c_{p(q)} \tau_{q;p(q)}^\Omega) = \max \{ A_C(\tau_{q;i}^\Omega) : c_i \neq 0 \}.$$ 

This means that $g_b(X_\Omega)$ is constant as $b$ varies along any stratum of the full flag

$$k\langle b_{q;1}^\Omega \rangle \subset k\langle b_{q;1}^\Omega, b_{q;2}^\Omega \rangle \subset \cdots \subset k\langle b_{q;1}^\Omega, \ldots, b_{q;p(q)}^\Omega \rangle.$$ 

We can similarly associate to $X_{\Omega'}$ the degree $-2 - 2q$ elements $b_{q,1}^{\Omega'} = b_{q,1}^\Omega$, $b_{q,i}^{\Omega'} = b_{q,i}^\Omega$ for each $q \in \mathbb{Z}_{\geq 1}$. Note that in general the list of elements $b_{q;1}^{\Omega'}, \ldots, b_{q;p(q)}^{\Omega'}$ might be different from $b_{q;1}^\Omega, \ldots, b_{q;p(q)}^\Omega$, and the associated full flags could coincide, intersect transversely, or neither. The following immediate proposition summarizes the finite number of comparisons which are sufficient in each degree:

**Proposition 4.2.1.** For each $q \in \mathbb{Z}_{\geq 1}$ and $i \in \{1, \ldots, p(q)\}$, we have

$$g_b(b_{q,i}^{\Omega'}) \leq g_b(b_{q,i}^\Omega).$$

Moreover, these inequalities imply that we have $g_b(X_\Omega) \leq g_b(X_{\Omega'})$ for all degree $-2 - 2q$ elements $b \in \mathbb{S}k[t]$.

Note that if we write $b_{q,i}^{\Omega'} = c_1 b_{q,1}^\Omega + \cdots + c_{p(q)} b_{q,p(q)}^\Omega$ for some $c_1, \ldots, c_{p(q)} \in k$, we have

$$g_b(b_{q,i}^{\Omega'}) = \max \{ g_b(b_{q,i}^\Omega) : c_i \neq 0 \}.$$ 

### 4.3 The case of ellipsoids

In the case that $X_\Omega$ is the four-dimensional ellipsoid $E(a, b)$, we can use the maps $\Phi_{a,b}$ and $\Psi_{a,b}$ from §3.2 to replace the filtered $L_\infty$ algebra $V_{a,b}$ with the canonical model $V_{a,b}^\text{can}$. This means that in order to compute the spectral invariant of a class $A \in H(BV_{a,b})$ we can consider its image under $H(\Phi_{a,b}) \colon H(BV_{a,b}) \to H(BV_{a,b}^\text{can})$ and then directly read off its action. We arrive at the following refined version of Theorem 4.1.1 which gives a more direct computation of the capacities $g_b$.
Theorem 4.3.1. If \( E(a, b) \) is the four-dimensional ellipsoid with area parameters \( a, b \in \mathbb{R}_{>0} \), for any \( b \in \mathbb{S}k[t] \) we have

\[
g_b(E(a, b)) = A_{a,b}((\hat{\Phi}_{a,b} \circ \hat{\Psi}_{sk})(b)).
\]

Remark 4.3.2. The basis \( \{A_1, A_2, A_3, \ldots\} \) for \( \mathcal{B}V_{a,b}^{can} \) naturally induces a basis for \( \mathcal{B}V_{a,b}^{can} \).

Since the differential of \( \mathcal{B}V_{a,b}^{can} \) is trivial, each element of the latter basis is a left endpoint of a semi-infinite barcode as in §4.2.

Given a symplectic embedding \( E(a, b) \times \mathbb{C}^N \to V_{a,b}^{can} \) for some \( N \in \mathbb{Z}_{\geq 0} \), the induced filtered \( \mathcal{L}_\infty \) homotopy \( Q : V_{a,b}^{can} \to V_{a,b}^{can} \) from Corollary 1.2.3 is well-defined up to unfiltered \( \mathcal{L}_\infty \) homotopy, and hence so is \( \Phi_{a,b} \circ Q \circ \Psi_{a',b'} : V_{a,b}^{can} \to V_{a,b}^{can} \). Since the \( \mathcal{L}_\infty \) operations on \( V_{a,b}^{can} \) and \( V_{a',b'}^{can} \) are trivial, \( \mathcal{L}_\infty \) homotopies have no effect, i.e. we have \( \Phi_{a,b} \circ Q \circ \Psi_{a',b'} = \Phi_{a,b} \circ \Psi_{a',b'} \). In particular, each nonzero structure coefficient of the \( \mathcal{L}_\infty \) homomorphism \( \Phi_{a,b} \circ Q \circ \Psi_{a',b'} \) gives rise to an action inequality, and we can readily compute these structure coefficients using (3.2.1) and (3.2.2). This establishes Theorem 1.2.4 from the introduction.

4.4. Beyond capacities. The basic observation underlying this subsection is as follows. Suppose that we have a filtered \( \mathcal{L}_\infty \) homomorphism \( Q : V_{\overline{t'}} \to V_{\overline{t}} \). Suppose that for some basis elements \( v'_1, \ldots, v'_k \in V_{\overline{t'}} \) and \( v_1, \ldots, v_l \in V_{\overline{t}} \), the induced map on bar complexes \( \hat{Q} : \mathcal{B}V_{\overline{t'}} \to \mathcal{B}V_{\overline{t}} \) has a nonzero structure coefficient \( \langle \hat{Q}(v'_1 \circ \cdots \circ v'_k), v_1 \circ \cdots \circ v_l \rangle \neq 0 \). Then by filtration considerations we must have the inequality

\[
\sum_{i=1}^{k} \mathcal{A}_{\overline{t'}}(v'_i) \geq \sum_{j=1}^{l} \mathcal{A}_{\overline{t}}(v_j).
\]  

(4.4.1)

However, \( \hat{Q} \) is not an arbitrary filtered chain map, since it comes from the filtered \( \mathcal{L}_\infty \) homomorphism \( Q \). In fact, there must be surjective set map \( M : \{1, \ldots, l\} \to \{1, \ldots, k\} \) such that for \( j = 1, \ldots, k \) we have

\[
\sum_{i \in M^{-1}(j)} \mathcal{A}_{\overline{t'}}(v'_i) \geq \mathcal{A}_{\overline{t}}(v_j).
\]  

(4.4.2)

Note that the bar complex spectral invariants only have access to total inequalities of the form (4.4.1). In the case of ellipsoids, by triviality of the \( \mathcal{L}_\infty \) operations for \( V_{a,b}^{can} \) these give the same obstructions as the individual inequalities (4.4.2) (c.f. [Sie1, §6.3]). However, for more general domains the latter inequalities could in principle give stronger obstructions.

We now illustrate this phenomenon by proving Theorem 1.2.7 and Theorem 1.2.8 from the introduction. Before proving these results, we need the following:

Proposition 4.4.1. Put \( \Omega = \Omega_{P(a,b)} \) for \( a \leq b \).

(1) For all \( d \in \mathbb{Z}_{\geq 1} \), the unique representative \( x \) of \( \circ^{d-1} \beta_{1,0} \circ \gamma_{0,1} \) provided by Lemma 3.2.6 satisfies

\[
\langle x, \beta_{2d-1} \rangle \neq 0.
\]

(2) For all \( d \in \mathbb{Z}_{\geq 1} \), the unique representative \( x \) of \( \circ^d \beta_{1,1} \) provided by Lemma 3.2.6 satisfies

\[
\langle x, \beta_{3d-1} \rangle \neq 0.
\]
Proof. To prove (2), observe that a generator of $\beta_{i,j}$ is action minimal for $V_{\Omega P(a,b)}$ if and only if it is action minimal for $V_{\Omega E_{h}}$. By Corollary 1.2.11, we have $(x, \beta_{3d-1}) = S_d = d!T_d$. According to [MSie, Cor. 4.1.3], this is positive for all $d \in \mathbb{Z}_{\geq 1}$.

As for (1), we give an example computation, the general being manifest from this. We have

\begin{align*}
\beta_{1,0} \circ \beta_{1,0} \circ \beta_{1,0} \circ \beta_{0,1} &\sim \beta_{1,0} \circ \beta_{1,0} \circ \beta_{1,0} \circ \beta_{1,0} + 3\beta_{1,0} \circ \beta_{1,0} \circ \beta_{2,1} \\
\beta_{1,0} \circ \beta_{1,0} \circ \beta_{2,1} &\sim 3\beta_{1,0} \circ \beta_{1,0} \circ \beta_{3,0} + 2\beta_{1,0} \circ \beta_{4,1} \\
\beta_{1,0} \circ \beta_{4,1} &\sim 5\beta_{1,0} \circ \beta_{5,0} + \beta_{6,1} \\
\beta_{6,1} &\sim 7\beta_{7,0},
\end{align*}

and hence we have

\[ \langle x, \beta_{7,0} \rangle = (3)(2)(1)(7) \neq 0. \]

\[ \square \]

Remark 4.4.2. One could also try to prove (1) in Proposition 4.4.1 directly from the combinatorial definition of $S_d$, but this appears to be much less straightforward than the analogous computation for (2). We have used computer calculations to independently verify $S_d > 0$ for $d = 1, \ldots, 26$.

Proof of Theorem 1.2.7. Let $Q : V_{\Omega} \to V_{\Omega}$ be a filtered $L_{\infty}$ homomorphism for $\Omega' := \Omega_{P(c,c)}$ and $\Omega := \Omega_{P(1,a)}$ as guaranteed by Corollary 1.2.3. Suppose that we have a nonzero structure coefficient

\[ \langle \hat{Q}(\circ^{d-1}\beta_{1,0} \circ \beta_{0,1}), \beta_{i_1,j_1} \circ \cdots \circ \beta_{i_k,j_k} \rangle \neq 0 \]

for some $d \in \mathbb{Z}_{\geq 1}$ and $\beta_{i_1,j_1}, \ldots, \beta_{i_k,j_k} \in V_{\Omega}$. Then from the definition of $\hat{Q}$ we can find $d_1, \ldots, d_s \in \mathbb{Z}_{\geq 1}$ such that either $\langle Q^{d_s}(\circ^{d_s}\beta_{1,0}), \beta_{i_s,j_s} \rangle \neq 0$ or $\langle Q^{d_s}(\circ^{d_s-1}\beta_{1,0} \circ \beta_{0,1}), \beta_{i_s,j_s} \rangle \neq 0$ for each $s = 1, \ldots, k$. Either way, by action and index considerations we must then have

\[ cd_s \geq i_s + aj_s \quad \text{and} \quad i_s + j_s = 2d_s - 1 \]

for each $s = 1, \ldots, k$. Eliminating $i_s$, this means we have

\[ c \geq \frac{2d_s - 1 - j_s + aj_s}{d_s} \]

for $s = 1, \ldots, k$.

Now suppose by contradiction that we have both $c < 2$ and $c < a$. We claim that $j_s = 0$ for $s = 1, \ldots, k$. Assuming this claim, it follows that $\hat{Q}(\circ^{d-1}\beta_{1,0} \circ \beta_{0,1})$ is a linear combination of tensor products of action minimal basis elements of $V_{\Omega}$ as in Lemma 3.2.6. Since $\hat{Q}$ induces the identity map $H(BV_{\Omega'}) \to H(BV_{\Omega})$ on homology, we also have that $\hat{Q}(\circ^{d-1}\beta_{1,0} \circ \beta_{0,1})$ is homologous to $\circ^{d-1}\beta_{1,0} \circ \beta_{0,1}$ in $BV_{\Omega}$. Then by (1) in Proposition 4.4.1, we have

\[ \langle \hat{Q}(\circ^{d-1}\beta_{1,0} \circ \beta_{0,1}), \beta_{2d-1,0} \rangle \neq 0. \]

Action considerations then imply $cd \geq 2d - 1$, and since $d \in \mathbb{Z}_{\geq 1}$ is arbitrary this gives $c \geq 2$, which is a contradiction.
We now justify the above claim. First suppose that we have $a \geq 2$. Using the inequality
\[
\frac{2d_s - 1 - j_s + aj_s}{d_s} < 2
\]
we get $j_s(a - 1) \leq 1$, and hence $j_s = 0$ as claimed.

Now suppose that we have $a < 2$. Using the inequality
\[
\frac{2d_s - 1 - j_s + aj_s}{d_s} < a
\]
we get
\[
j_s < \frac{d_s(a - 2) + 1}{a - 1}.
\]
To conclude that $j_s = 0$, it suffices to show that we have
\[
d_s(a - 2) + 1 \leq a - 1,
\]
i.e.
\[
d_s(a - 2) \leq a - 2,
\]
which holds since $a < 2$ and $d_s \geq 1$.

Finally, to establish the sharpness claim, observe that there is a naive inclusion $P(1,a) \subset P(a,a)$, so this must be optimal for $a \leq 2$. For $a \geq 2$, we instead use the symplectic embedding $P(1,a) \times \mathbb{C}^N \hookrightarrow P(2,2) \times \mathbb{C}^N$ which exists for all $N \geq 1$ by [Hin1, Thm. 1.4].

\[\square\]

**Remark 4.4.3.**

1. In the case $a \geq 2$, Proposition 1.2.7 is subsumed by [Irv], which also covers the much more general case of target $P(c,d)$.

2. In the four-dimensional case, the obstructions in Proposition 1.2.7 also show that the naive inclusion $P(1,a) \hookrightarrow P(a,a)$ is optimal for $a \leq 2$. This is a special case of [Hut3, Thm. 1.6], which also covers more general target polydisks. For $a \geq 2$, according to [Sch2, Prop. 4.4.4], for $a \geq 2$ symplectic folding gives $P(1,a) \hookrightarrow P(c,c)$ for any $c > 1 + a/2$, and for $a > 4$ multiple symplectic folding gives an even better embedding. We do not know to what extent these are optimal.

**Proof of Theorem 1.2.8.** This is similar to the proof of Proposition 1.2.7. By Corollary 1.2.3, we have a filtered $\mathcal{L}_\infty$ homomorphism $Q : V_{\Omega'} \to V_\Omega$, now with $\Omega' := \Omega_{B^c(c)}$ and $\Omega := P(1,a)$. Suppose that we have a nonzero structure coefficient
\[
\langle \tilde{Q}(\circ^d \beta_{i_1,j_1}, \beta_{i_1,j_1} \circ \cdots \circ \beta_{i_k,j_k}) \rangle \neq 0
\]
for some $d \in \mathbb{Z}_{\geq 1}$ and $\beta_{i_1,j_1}, \ldots, \beta_{i_k,j_k} \in V_\Omega$. Then we can find $d_1, \ldots, d_s \in \mathbb{Z}_{\geq 1}$ such that $\langle Q^{d_s}(\circ^{d_s} \beta_{i_1,j_1}), \beta_{i_s,j_s} \rangle \neq 0$ for $s = 1, \ldots, d$. By action and index considerations we must have
\[
cd_s \geq i_s + aj_s \quad \text{and} \quad i_s + j_s = 3d_s - 1,
\]
and eliminating $i_s$ gives
\[ c \geq \frac{3d_s - 1 - j_s + aj_s}{d_s} \]
for $s = 1, \ldots, k$.

Suppose by contradiction that we have both $c < 3$ and $c < a + 1$. We claim that $j_s = 0$ for $s = 1, \ldots, k$. Assuming this claim, it follows as in the proof of Proposition 4.4.1, except using (2) instead of (1) in Proposition 4.4.1, that we have $\langle Q(\circ^3 \beta_{1,1}, \beta_{3d-1}) \rangle \neq 0$. Action considerations then give $cd \geq 3d - 1$, and since $d \in Z_{\geq 1}$ is arbitrary we get $c \geq 3$, which is a contradiction.

To justify the claim, first suppose that $a \geq 2$. Then the inequality
\[ \frac{3d_s - 1 - j_s + aj_s}{d_s} < 3 \]
gives $j_s(a_1) < 1$, and hence $j_s = 0$ as claimed.

Now suppose that we have $a < 2$. Then the inequality
\[ \frac{3d_s - 1 - j_s + aj_s}{d_s} < a \]
gives $j_s < \frac{d_s(a-3)+1}{a-1}$. To conclude that $j_s = 0$, it suffices to show that $\frac{d_s(a-3)+1}{a-1} < 1$. This is equivalent to $d_s \geq \frac{2a}{a-2}$, which holds since $a < 2$ and $d_s \geq 1$.

Finally, to establish the sharpness claim, note that this is a naive inclusion $P(1,a) \subset B^4(a+1)$, so this must be optimal for $a \leq 2$. For $a \geq 2$, we instead use the symplectic embedding $P(1,a) \times \mathbb{C}^N \hookrightarrow B^4(3) \times \mathbb{C}^N$ which exists for all $N \geq 1$ by [Hin1, Thm. 1.3].

\[ \square \]

**Remark 4.4.4.** In the case $a \geq 2$, Proposition 1.2.8 is covered by [Hin2, Thm. 3.2]. The combinatorics of our proof is formally similar to and inspired by the works [HL, HO, Hin2].

### 5. Enumerative implications

In this section we explore to what extent the formulas from §2 be interpreted as computations of enumerative invariants. We concreteness we mostly restrict the discussion to four-dimensional ellipsoids.

**5.1. Ambiguities in $L_\infty$ homomorphisms.** Consider the filtered $L_\infty$ algebra $\text{CH}_{\text{lin}}(E(a,b))$. The underlying $k$-module is freely generated by the Reeb orbits of $\partial E(a,b)$. Assuming that $a$ and $b$ are rationally independent, these Reeb orbits are of the form $\gamma_{\text{short}k}$ and $\gamma_{\text{long}k}$ with actions $ak$ and $bk$ respectively, for $k \in Z_{\geq 1}$. If we write out the Reeb orbits in order of increasing action, the Conley–Zehnder\footnote{Here we are computing Conley–Zehnder indices with respect to a global trivialization of the contact vector bundle over $\partial E(a,b)$. This trivialization is denoted by $\tau_{ex}$ in [MSie], and it has the property that the first Chern class term in the SFT index formula disappears for ellipsoids.} index of the $k$th one is $n - 1 + 2k$. For the filtered $L_\infty$ algebra $\text{CH}_{\text{lin}}(E(a,b))$, the underlying $k$-module is freely generated by the Reeb orbits of $\partial E(a,b)$. With our $L_\infty$ grading conventions as in §2.1, the grading of a Reeb orbit $\gamma$ is $n - CZ(\gamma) - 3$, where $n = 2$ is half the ambient dimension. In the sequel we will sometimes implicitly identify $V_{\text{can}}^{a,b}$ and $\text{CH}_{\text{lin}}(E(a,b))$ by associating $A_i$ with the $i$th Reeb orbit in the above list. This identification preserves the
degree and action of generators, while all of the $\mathcal{L}_\infty$ operations for both $\text{CH}_{\text{lin}}(E(a,b))$ and $V_{a,b}^{\text{can}}$ vanish for degree parity reasons.

Now suppose we have a symplectic embedding $E_{a,b} \times \mathbb{C}^N \hookrightarrow E_{a',b'} \times \mathbb{C}^N$ for some $N \in \mathbb{Z}_{\geq 0}$. By Theorem 1.2.2 and its proof in [Sie2], we have the following diagram of filtered $\mathcal{L}_\infty$ homomorphisms, which commutes up to unfiltered $\mathcal{L}_\infty$ homotopy:

$$
\begin{array}{ccc}
\text{CH}_{\text{lin}}(E(a',b')) & \xrightarrow{G_{a',b'}} & \text{V}_{a',b'}^{\text{can}} \\
\downarrow\cong & & \downarrow\Phi_{a',b'} \\
\text{CH}_{\text{lin}}(E(a,b)) & \xrightarrow{\Phi_{a,b}} & \text{V}_{a,b}^{\text{can}} \\
\end{array}
$$

Here the left vertical map is the SFT cobordism map (c.f. [Sie1, §3.4], and the $\Phi$ and $\Psi$ maps are the ones we constructed in §3.2. The $F$ and $G$ maps also come from certain auxiliary SFT cobordism maps (see §5.3 below).

Our aim is to understand the map $\Xi$, which, as we recall in §5.3 below, enumerates (at least in favorable situations) curves in $E(a',b') \setminus E(a,b)$. The upshot of the above diagram is that the $\mathcal{L}_\infty$ homomorphism $\Xi$ is identified with

$$F_{a,b} \circ \Psi_{a,b} \circ (\Phi_{a,b} \circ \Psi_{a',b'}) \circ \Phi_{a',b'} \circ G_{a',b'}.$$ 

That is, we have $\Xi = \Phi_{a,b} \circ \Psi_{a',b'} \circ (\Phi_{a,b} \circ \Psi_{a',b'})$ up to pre-composing and post-composing with filtered $\mathcal{L}_\infty$ self homotopy equivalences of $\text{CH}_{\text{lin}}(E(a',b'))$ and $\text{CH}_{\text{lin}}(E(a,b))$ respectively.

In order to better understand the above ambiguity in the filtered $\mathcal{L}_\infty$ homomorphism $V_{a,b}^{\text{can}} \to V_{a,b}^{\text{can}}$, it is convenient to introduce the following partial order on the basis elements of $\mathcal{B}V_{a,b}^{\text{can}}$ (and similarly for $\mathcal{B}V_{a',b'}^{\text{can}}$). Note that this also induces a partial order on the basis elements of $\mathcal{B}\text{CH}_{\text{lin}}(E(a,b))$ via the identification $\text{CH}_{\text{lin}}(E(a,b)) \approx V_{a,b}^{\text{can}}$.

**Definition 5.1.1.** We define a partial order on the basis elements of $\mathcal{B}V_{a,b}^{\text{can}}$ as follows. First, for basis elements $v_1 \circ \cdots \circ v_k \in \mathcal{B}V_{a,b}^{\text{can}}$ and $v \in V_{a,b}^{\text{can}} = \mathcal{B}^{\leq 1}V_{a,b}^{\text{can}} \subset \mathcal{B}V_{a,b}^{\text{can}}$, we put $v \preceq v_1 \circ \cdots \circ v_k$ if the following two conditions hold:

1. $\sum_{i=1}^k A_{a,b}(v_i) \geq A_{a,b}(v)$
2. $\sum_{i=1}^k |v_i| + k - 1 = |v|$.

More generally, for $v'_1 \circ \cdots \circ v'_l \in \mathcal{B}V_{a,b}^{\text{can}}$, we put $v'_1 \circ \cdots \circ v'_l \preceq v_1 \circ \cdots \circ v_k$ if there exists a surjective set map \{1, \ldots, k\} \to \{1, \ldots, l\} such that for each $i \in \{1, \ldots, l\}$ we have $v_i \preceq \bigcirc_{j \in f^{-1}(i)} v_j$.

**Remark 5.1.2.** The conditions (1) and (2) above are precisely the action and index conditions needed for a filtered $\mathcal{L}_\infty$ homomorphism $\chi : V_{a,b}^{\text{can}} \to V_{a,b}^{\text{can}}$ to have a nonzero structure coefficient $\langle \chi^k(v_1 \circ \cdots \circ v_k), v \rangle$. We note the similarity to the partial order defined in [HT].

It turns out that we only need to worry about $\mathcal{L}_\infty$ self homotopy equivalences which are the identity at the linear level:
Definition 5.1.3. An $\mathcal{L}_\infty$ homomorphism $\chi$ from an $\mathcal{L}_\infty$ algebra to itself is **linearly identical** if the linear term $\chi^1$ is the identity map.

We then have:

**Lemma 5.1.4.** Let $Q : V^\text{can}_{a',b'} \to V^\text{can}_{a,b}$ be a filtered $\mathcal{L}_\infty$ homomorphism. Assume that $v_1 \odot \cdots \odot v_k \in \mathcal{B}V^\text{can}_{a',b'}$ is minimal with respect to the above partial order, and similarly that $v \in \mathcal{B}V^\text{can}_{a,b}$ is maximal. Then the structure coefficients $(Q^k(v_1 \odot \cdots \odot v_k), v)$ are unchanged if we pre-compose or post-compose $Q$ by linearly identical filtered $\mathcal{L}_\infty$ self homotopy equivalences of $V^\text{can}_{a',b'}$ and $V^\text{can}_{a,b}$ respectively.

### 5.2. Well-defined curve counts in cobordisms.

We now adopt a more geometric perspective and consider counts of punctured pseudoholomorphic curves in a symplectic cobordism of the form $E(a', b') \setminus E(a, b)$. Let $J$ be a generic almost complex structure on the symplectic completion of $E(a', b') \setminus E(a, b)$. Fix a collection of Reeb orbits $\Gamma^+ = (\gamma^+_1, \ldots, \gamma^+_k)$ in $\partial E(a', b')$ and $\Gamma^- = (\gamma^-_1, \ldots, \gamma^-_{l})$ in $\partial E(a, b)$, and let $\mathcal{M}^{J}_{E(a', b') \setminus E(a, b)}(\Gamma^+; \Gamma^-)$ denote the moduli space of genus zero $J$-holomorphic curves in $E(a', b') \setminus E(a, b)$ with $k$ positive ends asymptotic to $\gamma^+_1, \ldots, \gamma^+_k$ and $l$ negative ends asymptotic to $\gamma^-_1, \ldots, \gamma^-_l$. More precisely, following [Sie1, §3], $\mathcal{M}^{J}_{E(a', b') \setminus E(a, b)}(\Gamma^+; \Gamma^-)$ is defined with the following features:

- each puncture of a curve has a freely varying asymptotic marker which is required to map to a chosen basepoint on the image of the corresponding Reeb orbit
- those punctures asymptotic to the same Reeb orbit are ordered
- each curve is **unparametrized**, i.e. we quotient by the group of biholomorphic reparametrizations.

Near any somewhere injective curve $u$, $\mathcal{M}^{J}_{E(a', b') \setminus E(a, b)}(\Gamma^+; \Gamma^-)$ is a smooth manifold of dimension

$$\mathcal{M}^{J}_{E(a', b') \setminus E(a, b)}(\Gamma^+; \Gamma^-) = (2 - 3)(2 - k - l) + \sum_{i=1}^{k} \text{CZ}(\gamma^+_i) - \sum_{j=1}^{l} \text{CZ}(\gamma^-_j).$$

On the other hand, multiply covered curves in $E(a', b') \setminus E(a, b)$ tend to appear with higher-than-expected dimension, necessitating abstract perturbations to achieve transversality. In general the SFT compactification $\overline{\mathcal{M}}^{J}_{E(a', b') \setminus E(a, b)}(\Gamma^+; \Gamma^-)$ (see [Sie1, §3.3]) will include boundary strata consisting of pseudoholomorphic buildings with negative expected dimension. Examples 5.2.8 and 5.2.9 at the end of this subsection illustrate situations where a naive counting of regular curves is not available.

Recall that the $k$-to-1 part $\Xi^k$ of the cobordism map $\Xi : \text{CH}_{\text{lin}}(E(a', b')) \to \text{CH}_{\text{lin}}(E(a, b))$ counts index 0 rational curves in $E(a', b') \setminus E(a, b)$ with $k$ positive ends and one\(^{15}\) negative end. More precisely, for $\Gamma^+ = (\gamma^+_1, \ldots, \gamma^+_k)$ a collection of Reeb orbits in $\partial E(a', b')$ and $\Gamma^- := (\gamma^-)$ a single Reeb in $\partial E(a, b)$, assume that we have $\text{ind} \mathcal{M}^{J}_{E(a', b') \setminus E(a, b)}(\Gamma^+; \Gamma^-) = 0$. We introduce the following combinatorial factors:

\(^{15}\)Strictly speaking we should count *anchored* curves, but anchors do not appear for ellipsoids since the natural contact forms on their boundaries are dynamically convex.
Then assuming its index is zero, the compactified moduli space $\gamma$ that
structure on the symplectic completion of some with covering multiplicity $\kappa$

Lemma 5.2.3 ([McD2, MSie2]). Let $\Gamma^+ = (\gamma_1^+, \ldots, \gamma_k^+)$ be a collection of Reeb orbits in $\partial E(a', b')$ which is minimal with respect to partial order from Definition 5.1.1. Suppose that $\gamma^- = \gamma_{\text{short}; m}$ is the $m$-fold iterate of the short simple Reeb orbit of $\partial E(a, b)$ for some $m \in \mathbb{Z}_{\geq 1}$ such that $m < b/a$. Let $J$ be a generic SFT-admissible almost complex structure on the symplectic completion of $E(a', b') \setminus \varepsilon E(a, b)$ for $\varepsilon > 0$ sufficiently small. Then assuming its index is zero, the compactified moduli space $\overline{\mathcal{M}}^J_{E(a', b'); E(a, b)}(\Gamma^+; (\gamma^-))$ consists entirely of regular curves and coincides with the uncompactified moduli space

Remark 5.2.2. The structure coefficients of the cobordism map $\Xi$ are only canonically defined up to pre-composing and post-composing with linearly identical filtered $\mathcal{L}_\infty$ self homotopy equivalences of $\text{CH}_{\text{lin}}(E(a', b'))$ and $\text{CH}_{\text{lin}}(E(a, b))$ respectively. Indeed, although negative index curves in the symplectizations of $\partial E(a', b')$ and $\partial E(a, b)$ do not arise, we do have index 0 multiple covers of trivial cylinders. These curves can appear in the SFT compactifications of moduli spaces of curves with two or more positive ends, and hence lead to ambiguities in counting problems (c.f. [MSie, Rmk. 3.2.2] and Example 5.2.9 below). On the other hand, since there is at most one Reeb orbit of $\partial E(a, b)$ or $\partial E(a', b')$ in any given degree, these ambiguities do not arise at the linear level.

In favorable situations, one can show that the compactified moduli space $\overline{\mathcal{M}}^J_{E(a', b'); E(a, b)}(\Gamma^+; \Gamma^-)$ consists only of regular curves for generic $J$, and hence can be defined without recourse to any virtual perturbation techniques. The idea is to use the fact that somewhere injective curves are regular for generic $J$, and then use action and index considerations to argue that no multiple covers or nontrivial pseudoholomorphic buildings can appear. One can then use the SFT compactness theorem to argue that the count is finite and independent of $J$ (provided that it is generic). The following two lemmas illustrate this point.

Remark 5.2.1. If $u$ is a somewhere injective curve in $\mathcal{M}^J_{E(a', b'); E(a, b)}(\Gamma^+; \Gamma^-)$, then the underlying curve with unordered punctures and without asymptotic markers makes a total contribution of $\kappa_{\gamma^-} \mu_{\Gamma^+}$ to the structure coefficient $\langle \Xi^k(\gamma_1^+ \circ \cdots \circ \gamma_k^+), \gamma^- \rangle_1 = \frac{1}{\kappa_{\Gamma^+}} \# \overline{\mathcal{M}}^J_{E(a', b') \setminus E(a, b)}(\Gamma^+; \Gamma^-)$.

By definition, the structure coefficients are given by

\[
\langle \Xi^k(\gamma_1^+ \circ \cdots \circ \gamma_k^+), \gamma^- \rangle = \frac{1}{\kappa_{\Gamma^+}} \# \overline{\mathcal{M}}^J_{E(a', b') \setminus E(a, b)}(\Gamma^+; \Gamma^-).
\]

16In this paper we find it convenient to use a slightly different convention with respect to the $\kappa_\gamma$ factors compared to [Sie1, §3.4.2], which instead puts $\langle \Xi^k(\gamma_1^+ \circ \cdots \circ \gamma_k^+), \gamma^- \rangle = \frac{1}{\kappa_{\Gamma^+}} \# \overline{\mathcal{M}}^J_{E(a', b') \setminus E(a, b)}(\Gamma^+; \Gamma^-)$. These differ by the change of basis $\gamma \leftrightarrow \kappa_\gamma \gamma$. 

- $\kappa_{\gamma^+}$ is the covering multiplicity of the Reeb orbit $\gamma^+$, and we put $\kappa_{\Gamma^+} := \kappa_{\gamma^+_1} \cdots \kappa_{\gamma^+_k}$
- $\mu_{\Gamma^+}$ is the number of ways of ordering the punctures asymptotic to each Reeb orbit (see [Sie1, §3.4.1]).
\[ \mathcal{M}_E^{J} \] and \( \mathcal{M}_E \). Moreover, the count \( \# \mathcal{M}_E^{J} (\Gamma^{+}; (\gamma^{-})) \) is finite and independent of the choice of \( \varepsilon \) and generic \( J \).

Lemma 5.2.4 ([MSie2]). Let \( \Gamma^{+} = (\gamma_{\text{long}}, \ldots, \gamma_{\text{long}}) \) be a collection of \( d \) copies of the long simple Reeb orbit \( E(1, 1 + \delta) \) for \( \delta > 0 \) sufficiently small. Suppose that \( \gamma^{-} \) is a Reeb orbit of \( \partial E(a, b) \) which is maximal with respect to the partial order from Definition 5.1.1. Let \( J \) be a generic SFT-admissible almost complex structure on the symplectic completion of \( E(1, 1 + \delta) \setminus \varepsilon E(a, b) \) for \( \varepsilon > 0 \) sufficiently small. Then assuming its index is zero, the compactified moduli space \( \overline{\mathcal{M}}_E^{J} (\Gamma^{+}; (\gamma^{-})) \) consists entirely of regular curves and coincides with the uncompactified moduli space \( \mathcal{M}_E^{J} (\Gamma^{+}; (\gamma^{-})) \). Moreover, the count \( \# \mathcal{M}_E^{J} (\Gamma^{+}; (\gamma^{-})) \) is finite and independent of the choice of \( \delta, \varepsilon \) and generic \( J \).

Remark 5.2.5.

1. In Lemma 5.2.3, the condition \( m < b/a \) means we can replace \( E(a, b) \) with the skinny ellipsoid \( E_{sk} \). These are precisely the types of counts appearing in the definition of \( \mathcal{F}_N(E(a, b)) \).
2. In Lemma 5.2.4, we can equivalently count degree \( d \) \( J \)-holomorphic planes in \( \mathbb{CP}^2 \setminus E(a, b) \) with negative end asymptotic to \( \gamma^{-} \). These are precisely the types of counts appearing in the works [HK, CGH, CGHM, McD2] on the restricted stabilized ellipsoid embedding problem.

The following lemma, which is essentially a special case of Proposition 1.1.8 from the introduction, gives a useful setting in which Lemma 5.2.4 applies. We provide a proof for the sake of completeness.

Lemma 5.2.6. Suppose that \( p + q = 3d \) for some \( p, q, d \in \mathbb{Z}_{\geq 1} \). Assume also that there is no partition \( k_1 + \cdots + k_m = p \) of \( p \) for some \( m \in \mathbb{Z}_{\geq 2} \) and \( k_1, \ldots, k_m \in \mathbb{Z}_{\geq 1} \) such that \( \sum_{i=1}^{m} (k_i + \lfloor k_i q/p \rfloor) = 3d \). Then for \( x = p/q + \delta \) with \( \delta > 0 \) sufficiently small, \( \gamma_{\text{short}, p} \) is maximal in \( \mathcal{BCH}_{\text{lin}}(E(1, x)) \) with respect to the partial order from Definition 5.1.1.

Remark 5.2.7. Note that the hypothesis about no such partitions existing holds for example if \( \gcd(p, q) = 1 \). Indeed, such a partition can only exist if \( k_i q/p \) is an integer for \( i = 1, \ldots, m \), since otherwise we have
\[
\sum_{i=1}^{m} (k_i + \lfloor k_i q/p \rfloor) > \sum_{i=1}^{m} (k_i + k_i q/p) = p + q = 3d.
\]
If \( p \) and \( q \) are relatively prime, this necessitates \( k_1 \ldots, k_m \geq p \), and hence \( m = 1 \).

Proof of Lemma 5.2.6. The actions of Reeb orbits in \( \partial E(1, x) \) are given by
\[ \mathcal{A}_{1, x}(\gamma_{\text{short}, k}) = k, \quad \mathcal{A}_{1, x}(\gamma_{\text{long}, k}) = kx, \quad k \in \mathbb{Z}_{\geq 1}. \]
With our conventions, the degree of the element in \( V_{a, b}^{\text{can}} \) corresponding to the Reeb orbit \( \gamma \) is given by \( n - \text{CZ}(\gamma) - 3 \) with \( n = 2 \), and we have:
\[
\text{CZ}(\gamma_{\text{short}, k}) = 1 + 2(k + \lfloor k/x \rfloor)
\]
\[
\text{CZ}(\gamma_{\text{long}, k}) = 1 + 2(k + \lfloor kx \rfloor)
\]
for \( k \in \mathbb{Z}_{\geq 1} \).

Now suppose that, for some \( a, b \in \mathbb{Z}_{\geq 1} \) and \( k_1, \ldots, k_a, l_1, \ldots, l_b \in \mathbb{Z}_{\geq 1} \), the following index and action conditions hold:

1. \( \sum_{i=1}^{a}(k_i + \lfloor k_i/x \rfloor) + \sum_{j=1}^{b}(l_j + \lfloor l_j/x \rfloor) + a + b - 1 = 3d - 1 \)
2. \( \sum_{i=1}^{a}k_i + \sum_{j=1}^{b}xl_j \geq p \)

It suffices to show that we must have \( b = 0 \) and \( a = 1 \) with \( k_1 = p \).

We have

\[
3d = \sum_{i=1}^{a}(k_i + \lfloor k_i/x \rfloor) + \sum_{j=1}^{b}(l_j + \lfloor l_j/x \rfloor) > (1 + 1/x) \left( \sum_{i=1}^{a}k_i + \sum_{j=1}^{b}xl_j \right) \geq (1 + 1/x)p = p + (1 + \delta q/p)^{-1}q.
\]

Observe that \( l_j(p/q + \delta) \) is not an integer for \( \delta \) sufficiently small, and so we have

\[
[l_jx] - lx = 1 + [l_jx] - l_jx,
\]

which approaches \( 1 + [l_jp/q] - l_jp/q > 0 \) as \( \delta \to 0 \). This shows that the strict inequality above is false for \( \delta > 0 \) sufficiently small, unless we have \( b = 0 \).

To end this subsection, we give some examples which help clarify the necessity of the assumptions in Lemmas 5.2.3 and 5.2.4.

**Example 5.2.8.** Consider the moduli space \( \mathcal{M}_E^{1+}(1,1+\delta) \setminus \varepsilon E(1,1+\delta') (\Gamma^+; \Gamma^-) \) with \( \Gamma^+ = (\gamma_{\text{short}}, \gamma_{\text{short}}) \) and \( \Gamma^- = (\gamma_{\text{short}},2) \) for \( \delta, \delta' > 0 \) sufficiently small, which has expected dimension zero. Since there is a cylinder in \( E(1,1+\delta) \setminus \varepsilon E(1,1+\delta') \) positively asymptotic to \( \gamma_{\text{short}} \) and negatively asymptotic to \( \gamma_{\text{short}} \), any double branched cover with one branched point at the negative puncture and one branched point in the interior gives rise to an element of \( \mathcal{M}_E^{1+}(1,1+\epsilon) \setminus \varepsilon E(1,1+\epsilon') (\Gamma^+; \Gamma^-) \). Since these covers appear in a two-dimensional family due to the moveable branch point, this shows that the moduli space \( \mathcal{M}_E^{1+}(1,1+\epsilon) \setminus \varepsilon E(1,1+\epsilon') (\Gamma^+; \Gamma^-) \) appears with higher-than-expected dimension.

**Example 5.2.9.** Consider the moduli space \( \mathcal{M}_E^{1+}(1,1+\delta) \setminus \varepsilon E(1,1+\delta') (\Gamma^+; \Gamma^-) \) with \( \Gamma^+ = (\gamma_{\text{short}}, \gamma_{\text{short}}) \) and \( \Gamma^- = (\gamma_{\text{short}},3) \), for \( \delta, \delta' > 0 \) sufficiently small, which has expected dimension zero. A sequence of curves in this moduli space could in principle degenerate into a two level pseudoholomorphic building with

- **top level** in the symplectization \( \mathbb{R} \times \partial E(1,1+\delta) \) consisting of a rational curve with two positive ends both asymptotic to \( \gamma_{\text{short}} \) and one negative end asymptotic to \( \gamma_{\text{short}},2 \)
- **bottom level** in \( E(1,1+\delta) \setminus \varepsilon E(1,3+\delta') \) consisting of a cylinder with positive end asymptotic to \( \gamma_{\text{short}},2 \) and negative end asymptotic to \( \gamma_{\text{short}},3 \).

Note that the curves in both levels have index zero.
5.3. Rounding and partially compactifying. The starting point for the proof of Theorem 1.2.2 is to replace the convex toric domain $X_Ω$ with a “fully rounded” convex toric domain $X_Ω$ of the same dimension. The following definition appears implicitly in [GH, Lem. 2.7]:

**Definition 5.3.1.** Let $X_Ω \subset C^n$ be a convex toric domain, and put $Σ := \partial Ω \cap R^n_{>0}$. We say that $X_Ω$ is ε fully rounded if

1. $Σ$ is a smooth hypersurface in $R^n$
2. the Gauss map $Ga : Σ \to S^{n-1}$ is a smooth embedding
3. $\partial X_Ω$ is a smooth hypersurface
4. for $i \in \{1, \ldots, n\}$ and any point $p \in Σ \cap \{(z_1, \ldots, z_n) \in C^n : z_i = 0\}$, the $i$th component of $G(p)$ is less than $ε$.

We typically take $ε > 0$ to be some sufficiently small constant and suppress it from the notation, in which case we simply say that $X_Ω$ is fully rounded. Given any convex toric domain $X_Ω$, we can replace its moment map image $Ω$ with a $C^0$-small perturbation $\tilde{Ω}$ such that $X_Ω$ is fully rounded. Figure 5.3 illustrates this in the case of a four-dimensional ellipsoid $X_Ω = E(a,b)$, with its fully rounded version denoted by $\tilde{E}(a,b)$. From the point of view of capacities or symplectic embedding obstructions this perturbation has essentially no effect. On the other hand, the fully rounding process can have a drastic effect on the Reeb dynamics of $\partial X_Ω$. Indeed, whereas $\partial E(a,b)$ has just two simple Reeb orbits (assuming $a$ and $b$ are rationally independent), $\partial \tilde{E}(a,b)$ has infinitely many simple Reeb orbits. In general, for each $p \in Σ$ such that $Ga(p)$ is a rational direction, the moment map fiber $µ^{-1}(p)$ is fibered by simple Reeb orbits forming a $T^{n-1}$-family (see [Hut3, GH] for more details). Here we say that a vector in $S^{n-1}$ is a rational direction if it is a positive rescaling of a vector in $Z^n$, and we denote the set of rational directions in $S^{n-1}$ by $S^{n-1}_Q$.

We fix a preferred perfect Morse function $f_{T^{n-1}} : T^{n-1} \to R$. Using the perturbation scheme described in [Hut3, Lem. 5.4], we can find a $C^0$-close Liouville domain whose simple Reeb orbits (up to an arbitrarily high action cutoff) are of the form $Γ(q,c)$, indexed by pairs $(q, c)$ such that:

1. $q = (q_1, \ldots, q_n) \in Z^n_{≥0}$ is nonzero and primitive
2. $c$ is a critical point of $f_{T^{n-1}}$

Moreover, up to a small discrepancy, the action of $Γ(q,c)$ is given by $||q||^*_Ω$, and its Conley–Zehnder index is given by $CZ(Γ(q,c)) = n - 1 + 2 \sum_{i=1}^n q_i$. We can formally extend this

---

17Alternatively, we could directly apply Morse–Bott techniques to these families of generators.
We have thus proved the following:

**Theorem 5.3.2.**

Using the conventions described in Remark 5.2.1, this translates into

\[ \langle G^{1}_{s,t}(A_{k}), \beta_{i(k),j(k)} \rangle = \frac{\gcd(i(k), j(k))}{\gcd(i(k), j(k), \kappa_{A_{k}})}. \]

We have thus proved the following:

**Theorem 5.3.2.** In Construction 3.2.1, put\(^{18}\)

\[ C_{q,s,t} := \frac{\gcd(i^{\ast}(k), j^{\ast}(k))}{\gcd(i^{\ast}(k), j^{\ast}(k), \kappa_{A_{k},t})} \]

for all \( s, t \in \mathbb{R}_{>0} \) and \( q \in \mathbb{Z}_{\geq 1} \). Then in the context of Lemma 5.2.3 we have

\[ \frac{1}{\kappa_{A_{k}}} \# M_{E(a',b') \setminus E(a,b)}(\gamma_{1}^{+}, \ldots, \gamma_{k}^{+}):(\gamma_{\text{short}}; m) = \langle (\Phi_{a',b'} \circ \Psi_{a,b})^{k}(\gamma_{1}^{+}, \ldots, \gamma_{k}^{+}), A_{m} \rangle. \]

\(^{18}\)We emphasize that \( \kappa_{A_{k}} \) and the pair \((i(k), j(k))\) depend sensitively on \( s, t \). More precisely, they depend on the ratio \( t/s \). Here we add the \( s, t \) superscripts into the notation as a reminder.
Similarly, in the context of Lemma 5.2.4, we have
\[
\#\mathcal{M}_E^{1}(1,1+\delta)\cap E(a,b)((e_{\text{long}},\ldots,e_{\text{long}});(\gamma^{-})) = \langle (\Phi_{1,1+\delta}\circ \Psi_{a,b})^d(A_2,\ldots,A_2),\gamma^{-}\rangle.
\]
Recall here that we identify each Reeb orbit \(\gamma\) in \(\partial E(s,t)\) with the corresponding generator \(A_i \in V_{s,t}^\text{can}\) with \(|A_i| = n - 1 - CZ(\gamma)\).

### 5.4. Uniqueness of cylinders.
Our goal is to characterize the cylinders in the symplectic cobordism \(E(s,t) \setminus \varepsilon \tilde{E}(s,t)\). For each \(k \in \mathbb{Z}_{\geq 1}\), a Fredholm index zero cylinder with positive asymptotic \(A_k\) must have negative asymptotic \(\beta_{(i(k)),(j(k))}\) by action and index considerations. We will show that there is a unique such cylinder \(u\) for each \(k \in \mathbb{Z}_{\geq 1}\), and this is a multiple cover if \(\gcd(i(k),j(k),\kappa_{A_k}) > 1\).

The basic idea is to apply the relative adjunction formula for a punctured curve \(u\):
\[
c_r(u) = \chi(u) + Q_r(u) + w_r(u) - 2\delta(u).
\]

Here the subscripted invariants depend on a choice \(\tau\) of trivialization of the contact vector bundle over each asymptotic Reeb orbit of \(u\): \(c_r(u)\) is the relative first Chern class of \(u\), \(\chi(u)\) is the Euler characteristic of \(u\), \(Q_r(u)\) is the relative intersection pairing of \(u\), \(w_r(u)\) is the difference of writhes at the top and bottom of \(u\), and \(\delta\) is a count of singularities of \(u\). We refer the reader to [Hut2, §3.3] for more details.

Using writhe bounds (see [MSie, §3.2] and the references therein), we first show in Lemma 5.4.1 that \(\gcd(i(k),j(k),\kappa_{A_k}) > 1\) contradicts the relative adjunction inequality, meaning that \(u\) cannot be somewhere injective. We then consider the somewhere injective case, and in Lemma 5.4.2 we argue similarly for a union of two cylinders with the same asymptotics to conclude that \(u\) must be unique.

Suppose that \(u\) is a cylinder as above. We put \(m := \kappa_{A_k}\), so that the Reeb orbit \(\gamma\) in \(\partial E(s,t)\) corresponding to \(A_k\) is either \(\gamma_{\text{short},m}\) or \(\gamma_{\text{long},m}\). Since \(\text{ind}(u) = 0\), the negative asymptotic is then either \(\beta_{i,j} = \beta_{m,\lfloor m\theta\rfloor}\) or \(\beta_{i,j} = \beta_{\lfloor m\theta\rfloor,m}\) respectively. Let \(\theta\) denote the rotation angle of \(\gamma\) (see [Hut2, §3.2]). According to [Hut3, §5.3], we can take the rotation angle of \(\beta_{i,j}\) to be positive and arbitrarily close to zero. Note that \(\beta_{i,j}\) is a \(g\)-fold cover of its underlying simple orbit, where we put \(g := \gcd(i,j) = \gcd(m,\lfloor m\theta\rfloor)\).

**Lemma 5.4.1.** If the cylinder \(u\) is somewhere injective, then the Reeb orbit \(\beta_{i,j}\) must be simple.

**Proof.** Using the “split” trivialization \(\tau_{sp}\) for \(\partial E(s,t)\) from [MSie, §3.2] and the trivialization \(\tau\) for \(\tilde{E}(s,t)\) from [Hut3], we have
\[
\begin{align*}
c(\gamma) &= m \\
c(\beta_{i,j}) &= i + j = m + \lfloor m\theta \rfloor \\
\chi(u) &= 0 \\
Q(\gamma) &= 0 \\
Q(\beta_{i,j}) &= ij = m\lfloor m\theta \rfloor \\
w^+(u) &\leq \lfloor m\theta \rfloor (m - 1) \\
w^-(u) &\geq g - 1.
\end{align*}
\]
The relative adjunction inequality then gives
\[
w^+(u) - w^-(u) \geq c(\gamma) - c(\beta_{i,j}) - \chi(u) - Q(u),
\]
so we must have
\[ [m\theta] (m - 1) - (g - 1) \geq -[m\theta] + m[m\theta], \]
which is a contradiction unless \( g = 1 \).

Similarly, we prove that when \( u \) is somewhere injective, it is the unique representative of its moduli space.

**Lemma 5.4.2.** Suppose we have \( g = 1 \), and that \( u \) and \( u' \) are two cylinders with the same asymptotics as above. Then \( u = u' \).

**Proof.** Let \( C \) denote the union of \( u \) and \( u' \). For this disconnected curve we have
- \( c(C) = 2m - 2(m + |m\theta|) \)
- \( Q(C) = 0 - 4m|m\theta| \) (see [Hut3, §5.3])
- \( \chi(C) = 0 \)
- \( w^+(C) \leq 4m|m\theta| - 2|m\theta| \)
- \( w^-(C) \geq 4g - 2 \)

From the relative adjunction inequality we get
\[
4m|m\theta| - 2|m\theta| - (4g - 2) \geq 2m - 2(m + |m\theta|) + 4m|m\theta|,
\]
i.e.
\[
4g - 2 \leq 0,
\]
which is a contradiction. \( \square \)

### 5.5. Mirror symmetry interpretation

In this somewhat speculative subsection, we give an alternative description of the filtered \( \mathcal{L}_\infty \) algebra \( V_\Omega \) and extend its definition to arbitrary dimensions. We also give a sketch proof of Theorem 1.2.2 based on some expected structural properties of symplectic cohomology. This approach could be viewed as a version of quantitative closed string mirror symmetry for convex toric domains in \( \mathbb{C}^n \). At the end we arrive at an explicit algebraic description of \( V_\Omega \). However, the proof of Theorem 1.2.2 in [Sie2] instead computes \( \text{CH}_{\text{lin}}(X_\Omega) \) by a more direct curve counting argument.

Let \( X_\Omega \subset \mathbb{C}^n \) be a convex toric domain. We work with \( \text{SC}^{S_1,+}(X_\Omega) \) in place of \( \text{CH}_{\text{lin}}(X_\Omega) \). Our sketch computation of \( \text{SC}^{S_1,+}(X_\Omega) \) is based on the following steps:

**Step 1** Compute \( \text{SC}(D_\Omega) \) as a filtered homotopy Batalin–Vilkovisky (BV) algebra, where \( D_\Omega \) is a smooth Lagrangian torus fibration over \( \Omega \) which partially compactifies to \( X_\Omega \).

**Step 2** Quotient out the action zero generators and perform an algebraic \( S^1 \)-quotient to arrive at the filtered \( \mathcal{L}_\infty \) algebra \( \text{SC}^{S_1,+}(D_\Omega) \).

**Step 3** Deform \( \text{SC}^{S_1,+}(D_\Omega) \) by the Cieliebak–Latschev Maurer–Cartan element \( m \in \text{SC}^{S_1,+}(D_\Omega) \) to obtain \( \text{SC}^{S_1,+}_m(X_\Omega) \).

We now elaborate on each of these steps.
5.5.1. The smooth Lagrangian torus fibration $D_\Omega$ and its BV algebra structure. Firstly, in order to define $D_\Omega$, consider the translation $\Omega + t$ of $\Omega$ by a vector $t \in \mathbb{R}^n_\geq 0$ which is small in each coordinate, and put

$$D_\Omega := \mu^{-1}(\Omega + t).$$

Note that $D_\Omega$ is fibered by the smooth Lagrangian tori $\mu^{-1}(p)$ for $p \in \Omega + t$, and (after a slight shrinking) we have a natural inclusion $D_\Omega \subset X_\Omega$ (see e.g. [LMT]).

The Liouville domain $D_\Omega$ can be viewed as a unit disk cotangent bundle of $\mathbb{T}^n$ with respect to a Finsler norm determined by $\Omega$. In particular, it is Liouville deformation equivalent to the standard unit disk cotangent bundle $D^*\mathbb{T}^n$, and by Viterbo’s theorem [Abo] we have an isomorphism of BV algebras

$$SH^*(D_\Omega) \cong H_{n-\bullet}(\mathcal{L}\mathbb{T}^n).$$

We note that $T^*\mathbb{T}^n$ is symplectomorphic to $(\mathcal{C}^*)^n$, whose SYZ mirror is itself, and accordingly we have an isomorphism

$$SH^*(D_\Omega) \cong T_{\text{poly}}((\mathcal{C}^*)^n),$$

where $T_{\text{poly}}((\mathcal{C}^*)^n)$ denotes the BV algebra of algebraic polyvector fields on $(\mathcal{C}^*)^n$ with coefficients in $\mathbb{K}$. Here the BV operator on $T_{\text{poly}}((\mathcal{C}^*)^n)$ is of the form

$$\Delta = \text{vol}(-)^{-1} \circ d \circ \text{vol}(-),$$

where vol denotes the volume form $\frac{1}{z_1 \cdots z_n} dz_1 \wedge \cdots \wedge dz_n$ on $(\mathcal{C}^*)^n$, vol$(-)$ denotes the induced isomorphism sending a $k$-vector field on $(\mathcal{C}^*)^n$ to an $(n-k)$-form, and vol$(-)^{-1}$ denotes the inverse isomorphism. Recall that the product and BV operator together determine a Lie bracket (namely the Schouten bracket on polyvector fields) via the BV relation

$$\{a, b\} = \Delta(a \cdot b) - \Delta(a) \cdot b - (-1)^{|a|} a \cdot \Delta(b).$$

In the case $n = 1$, $T_{\text{poly}}(\mathcal{C}^*)$ has a basis of the form $\{z^k, z^k \partial_z : k \in \mathbb{Z}\}$, where $z$ is the coordinate on $\mathcal{C}^*$. With our $\mathcal{L}_\infty$ conventions from §2.1, the functions $z^k$ have degree $-2$ and the vector fields $z^k \partial_z$ have degree $-1$. The product is characterized by

$$(z^k) \cdot (z^l) = z^{k+l}, \quad z^k \cdot z^l \partial_z = z^l \partial_z \cdot z^k = z^{k+l} \partial_z, \quad z^k \partial_z \cdot z^l \partial_z = 0.$$

The BV operator $\Delta : T_{\text{poly}}(\mathcal{C}^*) \to T_{\text{poly}}(\mathcal{C}^*)$ is characterized by

$$\Delta(z^k \partial_z) = (k-1)z^{k-1}, \quad \Delta(z^k) = 0.$$

For general $n$, the basis elements of $T_{\text{poly}}((\mathcal{C}^*)^n)$ are of the form $z_1^{k_1} \cdots z_n^{k_n} \partial_{z_1} \wedge \cdots \wedge \partial_{z_m}$ of degree $m - 2$, for $k_1, \ldots, k_n \in \mathbb{Z}$ and $\{i_1, \ldots, i_m\}$ a subset of $\{1, \ldots, n\}$ of size $m \in \{0, \ldots, n\}$. In accordance with the Künneth theorem, we can also view the BV algebra $T_{\text{poly}}((\mathcal{C}^*)^n)$ as the tensor product of $n$ copies of the BV algebra $T_{\text{poly}}(\mathcal{C}^*)$:

$$T_{\text{poly}}((\mathcal{C}^*)^n) \cong T_{\text{poly}}(\mathcal{C}^*) \otimes \cdots \otimes T_{\text{poly}}(\mathcal{C}^*).$$

Remark 5.5.1. Alternatively, we have the description (see [Ton, §6.2])

$$H_{n-\bullet}(\mathcal{L}\mathbb{T}^n; \mathbb{K}) \cong \mathbb{K}[z_1^{\pm 1}, \ldots, z_n^{\pm 1}] \otimes H_*(\mathbb{T}^n; \mathbb{K}),$$

where $\mathcal{L}\mathbb{T}^n$ denotes the free loop space of $\mathbb{T}^n$, the first factor roughly corresponds to the based loop space of $\mathbb{T}^n$ and the second factor corresponds to the constant loops. After
identifying $H_*(T^n; \mathbb{k})$ with the exterior algebra on the dual space of $\mathbb{k}^n$, we get succinct formulas for the product and BV operator:

$$(z^k \otimes \lambda) \cdot (z^I \otimes \mu) = z^{k+I} \otimes (\lambda \wedge \mu) \quad \text{and} \quad \Delta(z^k \otimes \lambda) = z^k \otimes t_k \lambda.$$ 

If $e_1, \ldots, e_n$ denotes the standard basis of $\mathbb{k}^n$ and $e_1^\vee, \ldots, e_n^\vee$ denotes its dual basis, then the identification $T_{\text{poly}}((\mathbb{C}^*)^n) \approx H_n(\mathcal{C}^n_T; \mathbb{k})$ sends $z^k \partial_{x_1} \wedge \cdots \wedge \partial_{x_m}$ to $z^k z_{i_1}^{-1} \cdots z_{i_m}^{-1} \otimes e_{i_1}^\vee \wedge \cdots \wedge e_{i_m}^\vee$.

### 5.5.2. Filtered homotopy BV algebras

For any Liouville domain $X$, we expect the BV algebra $\text{SH}(X)$ to admit a natural filtered chain-level refinement, giving $\text{SC}(X)$ the structure of a filtered homotopy BV algebra (see [GCTV]). Moreover, we expect the Viterbo isomorphism $\text{SH}(T^* \mathbb{T}^n) \cong T_{\text{poly}}((\mathbb{C}^*)^n)$ to extend to a homotopy equivalence of filtered homotopy BV algebras. At least in the absence of filtrations, a significant step in this direction appears in the work [CG1]. By a version of Kontsevich’s formality theorem (see e.g. [TT, Cam]), it makes sense to view the BV algebra $T_{\text{poly}}((\mathbb{C}^*)^n)$ as a homotopy BV algebra which happens to be a differential graded Batalin–Vilkovisky algebra (DGBV) with trivial differential. If $X_\Omega \subset \mathbb{C}^n$ is a convex toric domain, we endow the DGBV algebra $T_{\text{poly}}((\mathbb{C}^*)^n)$ with its filtration by putting

$$A_\Omega(\lambda \otimes z^k) := ||\tilde{k}||^*_{\Omega}.$$

### 5.5.3. Quotienting out the circle action

Recall that we are most interested in the invariant $\text{SC}_{S^1,+}$. To pass from $\text{SC}(D_\Omega)$ to $\text{SC}_+(D_\Omega)$, we simply by quotient out the basis elements of zero action, namely those of the form $\lambda \otimes z^0$. As for the $S^1$-quotient, this appears to be rather complicated for a general homotopy BV algebra, since the quotient must behave like a homotopy quotient in order to have appropriate functoriality properties. The general formulation should be given in terms of cyclic homology (see e.g. [Gan, §2] for the linear case and [Wes, CW] for higher structures).

If $X$ is a Liouville domain, the homotopy quotient $\text{SC}_{S^1,+}(X)$ should inherit the structure of a filtered homotopy gravity algebra (see e.g. [Get1, Get2, Wes, CW]). However, we are only concerned with a small part of this structure, namely the filtered $\mathcal{L}_\infty$ structure on $\text{SC}_{S^1,+}(X)$. Fortunately, since our model for $\text{SC}_{S^1,+}(D_\Omega)$ happens to be DGBV such that the BV operator $\Delta$ is acyclic, we can instead realize the $S^1$-quotient as a naive quotient by restricting to the image of $\Delta$. In other words, we get a model for the filtered DGBV algebra $\text{SC}_{S^1,+}(D_\Omega)$ by simply restricting the differential, BV operator, and filtration of $\text{SC}_+(D_\Omega)$ to im($\Delta$) $\subset$ $\text{SC}_+(D_\Omega)$.

### 5.5.4. The Cieliebak–Latschev deformation

The inclusion $D_\Omega \subset X_\Omega$ gives rise a Cieliebak–Latschev Maurer–Cartan element $m \in \text{SC}_{S^1,+}(D_\Omega) \approx \text{CH}_{\text{lin}}(D_\Omega)$ as in [Sie1, §4]. Using this Maurer–Cartan element, we can define the deformed $\mathcal{L}_\infty$ algebra $\text{SC}_{S^1,+}^m(D_\Omega)$. This is the target of the induced transfer map $\Pi : \text{SC}_{S^1,+}(X_\Omega) \rightarrow \text{SC}_{S^1,+}^m(D_\Omega)$, and since the action of $m$ is arbitrarily close to zero, this is in fact a filtered $\mathcal{L}_\infty$ homomorphism. We show in [Sie2] that up to filtered gauge equivalence we have $m = z_1^{-1} + \cdots + z_n^{-1}$. Note that this resembles the superpotential of the Clifford torus in $\mathbb{C}^n$, and indeed the partial compactification $D_\Omega \sim X_\Omega$ is mirror to turning on a superpotential (c.f. [Aur]).
In general, the cobordism map $\Pi$ need not be an $L_\infty$ homotopy equivalence. However, in our case we also have (up to small shirkenings) a symplectic embedding $X_{\Omega} \hookrightarrow D_{\Omega}$ (see [LMT]). The induced cobordism map gives a left filtered $L_\infty$ homotopy inverse for $\Pi$, which is also a right inverse by finite dimensionality considerations.

**5.5.5. Description of $V_{\Omega}$.** The above discussion motivates the following.

**Definition 5.5.2.** Let $X_{\Omega} \subset \mathbb{C}^n$ be a convex toric domain.

1. We define $W_{\Omega}$ to be the DGBV algebra $T_{\text{poly}}((\mathbb{C}^*)^n)$, endowed with the filtration given by $\mathcal{A}(z_k \otimes \lambda) = ||k|| \Omega_{\Omega}$.
2. We define $V_{\Omega}$ to be the filtered DGLA given by restricting the filtration, differential, and bracket of $W_{\Omega}$ to the subspace $\im(\Delta) \subset W_{\Omega}$.

**Remark 5.5.3.** In the case $n = 2$, the above definition is equivalent to Definition 2.3.3. Indeed, the BV operator in $T_{\text{poly}}((\mathbb{C}^*)^2)$ is given by

\begin{align*}
\Delta(z_1^{k_1}z_2^{l_2}) &= 0 \\
\Delta(z_1^{k_1}z_2^{l_2}\partial_{z_2}) &= (k - 1)z_1^{k_1}z_2^{l_2} \\
\Delta(z_1^{k_1}z_2^{l_2}\partial_{z_1}) &= (l - 1)z_1^{k_1}z_2^{l_1} \\
\Delta(z_1^{k_1}z_2^{l_2}\partial_{z_1}\wedge\partial_{z_2}) &= (k - 1)z_1^{k_1}z_2^{l_2}\partial_{z_2} - (l - 1)z_1^{k_1}z_2^{l_1}\partial_{z_1},
\end{align*}

and we put $\alpha_{i,j} := iz_1^{i+1}z_2^{j+1}\partial_{z_2} - jz_1^{i+1}z_2^{j}\partial_{z_1}$ and $\beta_{i,j} := z^i z^j$. We then have for example

\begin{align*}
\partial(\alpha_{i,j}) &= [\alpha_{i,j}, m] \\
&= [iz_1^{i+1}z_2^{j+1}\partial_{z_2} - jz_1^{i+1}z_2^{j}\partial_{z_1}, z_1^{-1} + z_2^{-1}] \\
&= jz_1^{i-1}z_2^{j} - iz_1^{i}z_2^{j-1} \\
&= j\beta_{i-1,j} - i\beta_{i,j-1}.
\end{align*}

One can similarly check that we have $[\alpha_{i,j}, \beta_{k,l}] = (il - jk)\beta_{i+k,j+l}$ and so on.

**5.6. Computations.** The computations presented in Table 5.1 were performed with the aid of a computer program. Recall that we put

\[ S_{d,1} := \frac{1}{\partial x}(\Phi_{1,x} \circ \Psi_{1,1}(\partial^d A_2), A_{3d-1}). \]

Here we consider the case $x = \frac{p}{q} > \tau^4$ with $p + q = 3d$ for small $d$, which is relevant for the restricted stabilized ellipsoid embedding problem in light of Lemma 1.1.11.
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