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Abstract

The aim of this thesis is to develop a theoretical framework to study parameter estimation of quantum channels. We begin by describing the classical task of parameter estimation that we build upon. In its most basic form, parameter estimation is the task of obtaining an estimate of an unknown parameter from some experimental data. This experimental data can be seen as a number of samples of a parameterized probability distribution. In general, the goal of such a task is to obtain an estimate of the unknown parameter while minimizing its error.

We study the task of estimating unknown parameters which are encoded in a quantum channel. A quantum channel is a map that describes the evolution of the state of a quantum system. We study this task in the sequential setting. This means that the channel in question is used multiple times, and each channel use happens subsequent to the previous one. A sequential strategy is the most general way to use, or process, a channel multiple times. Our goal is to establish lower bounds on the estimation error in such a task. These bounds are called Cramer–Rao bounds. Quantum channels encompass all possible dynamics allowed by quantum mechanics, and sequential estimation strategies capture the most general way to process multiple uses of a channel. Therefore, the bounds we develop are universally applicable.

We consider the use of catalysts to enhance the power of a channel estimation strategy. This is termed amortization. The reason we do so is to investigate if an $n$-round sequential estimation strategy does better than a simpler parallel strategy. Quantitatively, the power of a channel for a particular estimation task is determined by the channel’s Fisher information. Thus, we study how much a catalyst quantum state can enhance the Fisher information of a quantum channel by defining the amortized Fisher information. In the quantum setting, there are many Fisher information quantities that can be defined. We limit our study to two particular ones: the symmetric logarithmic derivative (SLD) Fisher information and the right logarithmic derivative (RLD) Fisher information.

We establish our Cramer–Rao bounds by proving that for certain Fisher information quantities, catalyst states do not improve the performance of a sequential estimation protocol. The technical term for this is an amortization collapse. We show how such a collapse leads directly to a corresponding Cramer–Rao bound. We establish bounds both when estimating a single parameter and when estimating multiple parameters simultaneously. For the single parameter case, we establish Cramer–Rao bounds for general quantum channels using both the SLD and RLD Fisher information. The task of estimating multiple parameters simultaneously is more involved than the single parameter case. In the multiparameter case, Cramer–Rao bounds take the form of matrix inequalities. We provide a method to obtain scalar Cramer–Rao bounds from the corresponding matrix inequalities. We then
establish a scalar Cramer–Rao bound using the RLD Fisher information. Our bounds apply universally and we also show how they are efficiently computable by casting them as optimization problems.

In the single parameter case, we recover the so-called “Heisenberg scaling” using our SLD-based bound. On the other hand, we provide a no-go condition for Heisenberg scaling using our RLD-based bound for both the single and multiparameter settings. Finally, we apply our bounds to the example of estimating the parameters of a generalized amplitude damping channel.
Chapter 1

Introduction

The invention of quantum mechanics in the early 20th century revolutionized physics and enabled accurate explanations of physical phenomena at atomic and sub-atomic scales. It allowed for further theoretical and experimental exploration of the physical world, which has now resulted in an improved understanding of physics as well as a number of technological innovations that improve our lives today. Some of the initial concepts, neologisms, and thought experiments from the early days of quantum mechanics remain in our vocabulary even now. For example, “spooky action at a distance”, coined by Einstein, Podolsky and Rosen, is still in use today when referring to the counterintuitive phenomenon of quantum entanglement. The “Schrodinger’s Cat” thought experiment too, lives on both in science and popular culture as a way to understand the concept of quantum superposition and the probabilistic nature of quantum measurements.

Along with explaining hitherto unexplained phenomena, quantum mechanics also opened up new methods of encoding, transmitting and protecting information. The subject of quantum information was developed in the decades following the invention of quantum mechanics itself. It is an interdisciplinary field combining the physics of quantum mechanics with the mathematical and statistical machinery of classical information theory, which itself was single-handedly invented by Shannon in 1948 [Sha48].

Quantum information deals with scenarios where one handles information that is encoded in quantum systems. Some examples of quantum systems that can hold or transmit quantum information are electronic or ionic spins, the polarization of a photon, two-level atoms, superconducting transmon qubits, quantum dots, and nitrogen-vacancy centers. Some of the canonical tasks studied in quantum information are compression of data [Sch95], transmitting classical or quantum information over quantum communication channels [BW92, BBC+93, Hol98, SW97], establishing secret key (shared, private, true random bits) between two parties using quantum key distribution [BB84], among others. In many of these tasks, using quantum resources like entanglement or states in superposition yields an advantage over what is possible using purely classical resources. Another task which allows for such a quantum advantage, so to speak, is parameter estimation.

Parameter estimation, also known as metrology, is a fundamental primitive in all of science and technology. It refers to the statistical task of accurately estimating an unknown

1These superconducting transmon qubits are used by IBM in their quantum computers.
parameter of interest encoded in data collected from some experimental procedure. This is a basic task in statistics, and thus has a rich underlying theory that starts from the work of Fisher [Fis25].

The setup of parameter estimation in the classical setting begins with a probability distribution \( p_\theta(x) \), where \( \theta \) is the unknown parameter of interest and is encoded in samples of random variable \( X \). Here, we follow the usual notation that uppercase letters are used for random variables and the corresponding lowercase letters are used for particular realizations of the random variable in question. Given a value of \( \theta \), the random variable \( X \) is distributed according to the distribution \( p_\theta \). The goal, then, is to obtain \( \hat{\theta}(X) \), an estimate of the parameter \( \theta \), from a certain number \( n \) of samples of \( X \). Intuitively, with an infinite number of samples of \( X \), we expect to be able to infer the value of \( \theta \) perfectly. Therefore, we would like to quantify how well we can do with finite \( n \).

We go into more details of the technicalities of parameter estimation later on in the thesis, but here we state simply that the specific quantitative goal is to minimize the variance of the estimator \( \hat{\theta}(X) \). We also assume throughout this thesis that the estimator is “unbiased”; i.e., it is accurate and converges to the correct value of \( \theta \) on average. Then the fundamental tool used to find limits on the attainable variance (or precision) of an estimator is the Cramer–Rao bound [Rao45, Cra46, Kay93]. In the classical setting, it takes on the following form:

\[
\text{Var}(\hat{\theta}(X)) \geq \frac{1}{nI_F(\theta; \{p_\theta\}_\theta)},
\]

where \( I_F(\theta; \{p_\theta\}_\theta) \) is the Fisher information of the family of distributions \( \{p_\theta\}_\theta \). Again, we do not go into details here, and note that this bound and the Fisher information are explained more fully in Chapter 2. We state this fundamental inequality here to bring the Fisher information into focus. The Fisher information, due to its appearance in the Cramer–Rao bound, takes on a fundamental operational meaning in classical estimation theory.

The classical Cramer–Rao bound above is applicable for the case when there is a single unknown parameter to be estimated. However, there are experiments and scenarios when one may wish to estimate multiple parameters simultaneously. As one may expect, estimating multiple parameters simultaneously is a more mathematically and technologically involved task than estimating a single parameter. However, a theory of multiparameter estimation exists, and Cramer–Rao bounds for such tasks can be constructed.

One of the major differences when establishing Cramer–Rao bounds for multiparameter estimation, both in the classical and quantum cases, is to generalize the figure of merit (mean-squared error) and the Fisher information from scalars to matrices. That is, if there are \( D > 0 \) unknown parameters to be estimated, then the figure of merit and Fisher information both take on the form of a \( D \times D \) matrix. The Cramer–Rao bound, too, then is generalized to a matrix inequality. We state this qualitatively now, and these notions will be expanded upon in detail in the subsequent chapters of this thesis.

As we stated briefly earlier, parameter estimation can allow for a quantum advantage in certain cases, such as in phase estimation using optical interferometry [Bra92, Dow98, DJK15] and gravitational wave detection [Cav81, YMK86, BW00, DBS13]. We will now elaborate further on this, and introduce quantum metrology in the process. First, we
recall Heisenberg’s uncertainty principle, a fundamental property in quantum mechanics which demarcates it cleanly from the classical world. It imposes a fundamental limit on the accuracy with which two non-commuting physical observables can be estimated. For example, the more precisely the position of a particle can be determined, the less precisely is our knowledge of its momentum. Such a concept has no classical analog and immediately suggests that quantum metrology is markedly different from classical metrology. [Hel76] developed a theory of quantum detection and estimation.

In the classical Cramer–Rao bound stated above, the RHS scales with \( n \) (the number of samples of data) as \( 1/n \). The scaling of the estimator variance as \( 1/n \) is known as the shot-noise limit. It is the fundamental limit to the precision achievable by any estimation protocol using only classical resources. However, in the case of quantum metrology, there exist some tasks for which the estimator variance can be made to scale with \( n \) as \( 1/n^2 \) instead of \( 1/n \). This yields a lower estimator error than the classical case, especially in the case of large \( n \).

The scaling of estimator variance as \( 1/n^2 \) is denoted as the Heisenberg limit (or sometimes as Heisenberg scaling), as the Cramer–Rao bound in such cases takes on a form reminiscent of the Heisenberg uncertainty principle. The Heisenberg limit is the best possible scaling of error that one can attain using quantum resources, and identifying estimation strategies and tasks for which it is attainable is one of the goals of quantum metrology.

The objects of interest in classical estimation are probability distributions \( p_\theta \) in which the unknown parameter \( \theta \) is encoded. In the case of quantum parameter estimation, though, we are interested in quantum states and channels. The state of a quantum system is not completely described by a probability distribution. Pure quantum states are represented by complex-valued vectors, and the more general mixed quantum states are operators (they can be represented as positive semidefinite matrices with unit trace). Quantum channels are dynamical maps that take quantum states to quantum states. Objects in quantum theory do not generally commute, and quantum states can be in a linear superposition of certain fixed basis states, both of which result in quantum metrology having a more mathematically involved theory than classical metrology.

The noncommutativity of quantum mechanics results in an infinite number of quantum generalizations of the classical Fisher information. The two best-studied quantum Fisher informations are the symmetric logarithmic derivative (SLD) Fisher information [Hel76] and the right logarithmic derivative (RLD) Fisher information [YL73]. These quantities can be defined for both quantum state and quantum channel families, both of which we use extensively in this thesis. Further, each of them can be used to yield Cramer–Rao bounds for estimation of both quantum states and channels.

Our goal in this thesis is to study fundamental limits to estimating one or more parameters encoded in an unknown quantum channel. This is a well-studied problem with literature stretching back to the 1970s [Hel76, YL73] and a number of other prior works [SBB02, FI03, Fuj04, JWD+08, FI08, Mat10, Hay11, DKG12, KD13, DM14, SSKD17, DCS17, ZZPJ18, ZJ20a, ZJ19, YCH20]. The most general setting for the channel estimation problem is the sequential setting, where the unknown channel is processed \( n \) successive times while allowing for adaptive control operations between channel uses [GLM06, vDDE+07, DM14, YF17].

A subset of sequential (also known as adaptive) strategies is the set of parallel strategies, where the \( n \) uses of the channel happen simultaneously. This is a practical setting of
interest. Since parallel strategies are a subset of sequential ones, by design they are less powerful. For some special cases, e.g., unitary channels [GLM06], parallel strategies are just as powerful as sequential ones. It is an important and fruitful line of inquiry in quantum information to identify when sequential strategies offer an advantage over parallel ones and when they do not. This question remains a topic of interest, and has been studied recently in the context of various channel distinguishability tasks [WBHK20, FFRS20, KW21a, SHW21, BMQ20].

In this thesis, we also study this particular problem in the context of quantum channel estimation. Our goal, both in the single and multiparameter cases, is to establish Cramer–Rao bounds that apply for estimating parameters encoded in a quantum channel in the sequential setting. We do so by defining certain quantities for the quantum Fisher information inspired by recent developments in discrimination and distinguishability of quantum channels and processes.

The quantities we define are the generalized Fisher information of quantum states and channels, inspired by generalized channel divergences introduced in [PV10, SW12], and the amortized Fisher information, which in turn is inspired by the amortized channel divergence introduced in [WBHK20]. These quantities taken together allow for us to study and apply the SLD and RLD Fisher information to the task of sequential channel estimation. Our approaches to establishing Cramer–Rao bounds for the sequential setting for both the single and multiparameter estimation cases are similar.

The main ingredient in our Cramer–Rao bounds are what are known as amortization collapses. An amortization collapse is when, for a certain Fisher information in question, the amortized Fisher information is equal to the Fisher information itself. It further means that catalysis cannot help to increase the Fisher information of a channel family to a value more than its inherent value. These facts mean that for quantities that undergo an amortization collapse, sequential strategies offer no advantage over parallel ones.

Finally, we connect the amortized Fisher information to the Fisher information achievable by a sequential estimation strategy. This is done by proving meta-converse theorems for both the single and multiparameter estimation tasks, inspired by the meta-converse theorem of [WBHK20]. With this in place, we prove various Cramer–Rao bounds for single parameter estimation, and an RLD-based one for the case of multiparameter channel estimation. This builds on prior work in establishing Cramer–Rao bounds for channel estimation, both in the parallel setting and the sequential one [Hay11, YF17, ZZPJ18, ZJ20b].

Our bounds have a number of desirable properties, which we state briefly here. Our bounds in Chapter 3 for single parameter estimation are single-letter, a fact that arises due to the amortization collapses we prove. “Single-letter” is a term from information theory, which means that the Fisher information in question is evaluated with respect to a single copy of the channel only even though the bound holds for general $n$-round sequential strategies. This makes them straightforward to evaluate, and further we provide various optimization problem characterizations for the SLD and RLD Fisher information of states and channels in Chapter 3.

For single parameter estimation, our SLD-based Cramer–Rao bound for channel estimation recovers the fact that Heisenberg scaling is the best possible scaling attainable for channel estimation, even in sequential estimation protocols. This builds on work of [YF17]. Further, our RLD-based bound for single parameter estimation leads to the important corol-
lary that, when the RLD Fisher information of a particular channel family is finite, then Heisenberg scaling (with respect to the number of channel uses) in error for estimating the channel family is unattainable.

In Chapter 4, we use the RLD Fisher information of states and channels to establish Cramer–Rao bounds for the case of simultaneously estimating multiple parameters, in the vein of and continuing the results of Chapter 3. Our goal is to establish scalar Cramer–Rao bounds for multiparameter estimation of quantum channels. As we stated earlier in this chapter, Cramer–Rao bounds for multiparameter estimation take the form of matrix inequalities and the Fisher information too is a matrix.

Therefore, our first step is to define a scalar quantity, the RLD Fisher information value, for state and channel families. We show how the RLD Fisher information value of states can be used to establish a scalar Cramer–Rao bound, as we desired. We then follow a similar approach as in Chapter 3; i.e., for multiparameter channel estimation, we show an amortization collapse for the RLD Fisher information value of quantum channels.

With the amortization collapse for the RLD Fisher information value of channels in place, we are able to also establish a scalar Cramer–Rao bound for multiparameter estimation of quantum channels in the sequential setting. This bound, like the RLD-based one of Chapter 3, is also

- single-letter; i.e., computing it requires computing the RLD Fisher information value of a single channel use even though the bound is applicable for $n$-round sequential protocols,
- universally applicable, in the sense that our bound applies to all quantum channels, and thus encompasses all admissible quantum dynamics, and
- efficiently computable via a semi-definite program.

The necessary background for this thesis is familiarity with the basics of quantum mechanics, quantum information theory, and estimation theory. We point readers to the books [Wil17, Wat18, KW20, Hay06, Hol11] on quantum information theory and to the recent reviews [SK20, SBD16, ABGG20] on quantum estimation theory in the single and multiparameter settings.
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Chapter 2

Preliminaries

2.1 Classical parameter estimation

The first step towards studying parameter estimation using quantum resources is to understand parameter estimation in the classical setting; i.e., estimating one or more unknown parameters encoded in a probability distribution. We begin by discussing the task we introduced briefly in Chapter 1, that of estimating a single parameter encoded in a parameterized probability distribution. This is the framework that we will build on later, both to study estimation tasks involving quantum states and channels, as well as to simultaneously estimate multiple parameters.

The fundamental task in classical estimation is to estimate a parameter \( \theta \) encoded in a probability distribution \( p_\theta(x) \) with associated random variable \( X \). Each probability distribution belongs to a parameterized family \( \{p_\theta(x)\}_\theta \) of probability distributions. Each distribution is a function of the unknown parameter \( \theta \in \Theta \subseteq \mathbb{R} \), and the goal is to produce an estimate \( \hat{\theta}(X) \) of \( \theta \) from \( n \) independent samples of the distribution \( p_\theta(x) \). Suppose that the family \( \{p_\theta(x)\}_\theta \) is differentiable with respect to the parameter \( \theta \), so that \( \partial_\theta p_\theta(x) \) exists for all values of \( \theta \) and \( x \), where \( \partial_\theta \equiv \frac{\partial}{\partial \theta} \).

The figure of merit that we will use to quantify performance of an estimator \( \hat{\theta} \) is the mean-squared error (MSE), defined as follows:

\[
\Delta^2 \hat{\theta} := \mathbb{E}[(\hat{\theta}(X) - \theta)^2],
\]

The quantitative goal of parameter estimation is to minimize this quantity. Throughout this thesis, we focus exclusively on unbiased estimators; i.e., estimators \( \hat{\theta} \) for which

\[
\mathbb{E}[\hat{\theta}(X)] = \theta \quad \forall \theta \in \Theta.
\]

For an unbiased estimator, the MSE is equal to the variance; i.e.,

\[
\mathbb{E}[(\hat{\theta}(X) - \theta)^2] = \text{Var}(\hat{\theta}).
\]
The fundamental theoretical tool in estimation theory is the Cramer–Rao bound (henceforth denoted often as CRB). It is a lower bound on the mean-squared error of an unbiased estimator; i.e., its variance:

\[ \text{Var}(\hat{\theta}(X)) \geq \frac{1}{I_F(\theta; \{p_\theta\}_\theta)}. \]  

(2.1.4)

where \( I_F(\theta; \{p_\theta\}_\theta) \) is the Fisher information of the family of distributions \( \{p_\theta\}_\theta \). By association with the Cramer–Rao bound, the Fisher information takes on its operational meaning in estimation theory. The Fisher information of a family of parameterized probability distributions is defined as follows:

**Definition 1 (Fisher information)** For a parameterized family of probability distributions \( \{p_\theta(x)\}_\theta \), the Fisher information is defined as follows:

\[
I_F(\theta; \{p_\theta\}_\theta) := \left\{ \begin{array}{ll}
\int_{\Omega} dx \frac{1}{p_\theta(x)} (\partial_\theta p_\theta(x))^2 & \text{if } \text{supp}(\partial_\theta p_\theta) \subseteq \text{supp}(p_\theta) \\
+\infty & \text{otherwise}
\end{array} \right.,
\]

(2.1.5)

where \( \Omega \) is the sample space for the probability density function \( p_\theta(x) \). The support of distribution \( p_\theta \) is the smallest closed set \( R \in \mathbb{R} \) such that \( p_\theta(x \in R) = 1 \).

Alternatively, when the support condition

\[
\text{supp}(\partial_\theta p_\theta) \subseteq \text{supp}(p_\theta)
\]

(2.1.6)

is satisfied (understood as “essential support”), the Fisher information has the following expression:

\[
I_F(\theta; \{p_\theta\}_\theta) = \int_{\Omega} dx p_\theta(x) (\partial_\theta \ln p_\theta(x))^2 = \mathbb{E}[(\partial_\theta \ln p_\theta(X))^2],
\]

(2.1.7)

interpreted as the variance of the surprisal rate \( \partial_\theta[-\ln p_\theta(x)] \). The quantity \( \partial_\theta[\ln p_\theta(x)] \) is known as the logarithmic derivative.

If one generates \( n \) independent samples \( x^n \equiv x_1, \ldots, x_n \) of \( p_\theta(x) \), described by the random sequence \( X^n \equiv X_1, \ldots, X_n \), and forms an unbiased estimator \( \hat{\theta}(x^n) \), then the Fisher information increases linearly with \( n \) and the CRB becomes as follows:

\[ \text{Var}(\hat{\theta}(X^n)) \geq \frac{1}{nI_F(\theta; \{p_\theta\}_\theta)}. \]  

(2.1.8)

This scaling of the Cramer–Rao bound as \( \frac{1}{n} \) is often termed the shot-noise limit. It is a fundamental limit that applies to estimation tasks when using classical resources. However, as we stated briefly in Chapter 1, it is possible to perform better than the shot noise limit in certain cases when using quantum resources; i.e., when using quantum probe states and quantum measurements. In the asymptotic limit of large \( n \), the Cramer–Rao bound above is attained by the maximum likelihood estimator. Specifically, in certain cases of interest when using quantum resources, the variance of an unbiased estimator can be made to scale as \( \frac{1}{n^2} \). We expand on this further in Section 2.3 of this chapter.
Finally, we note that there are different paradigms of estimation theory, in line with the different interpretations of probability. These are the frequentist and Bayesian paradigms. In this thesis, we work in the frequentist paradigm, where the MSE and therefore the Cramer–Rao bound generally depend on the value of the unknown parameter $\theta$ itself, unlike in the Bayesian regime where this is not a concern. In the frequentist paradigm, though, this concern can be alleviated by enforcing the unbiasedness condition (2.1.2).

### 2.2 Quantum information preliminaries

Before we can describe quantum parameter estimation, we need to introduce some quantum information preliminaries. This section briefly reviews the quantum information formalism and tools that we use in this thesis. We follow the convention and material in [Wil17].

**Definition 2 (Hilbert space)** A Hilbert space is an inner product vector space over complex numbers $\mathbb{C}$. The inner product maps a pair of vectors $|\psi\rangle$ and $|\phi\rangle$ to an element of $\mathbb{C}$, and has the following properties:

- **Positivity**: $\langle \psi | \psi \rangle \geq 0$. The equality is satisfied if and only if $|\psi\rangle = 0$.
- **Linearity**: $\langle \phi | \lambda_1 \psi_1 + \lambda_2 \psi_2 \rangle = \lambda_1 \langle \phi | \psi_1 \rangle + \lambda_2 \langle \phi | \psi_2 \rangle$ where $\lambda_1, \lambda_2 \in \mathbb{C}$ and $|\psi_1\rangle, |\psi_2\rangle, |\phi\rangle$ are vectors in the Hilbert space $\mathcal{H}$.
- **Skew-symmetry**: $\langle \phi | \psi \rangle = \overline{\langle \psi | \phi \rangle}$ where $\overline{c}$ denotes the complex conjugate of complex number $c$.

**Definition 3 (Quantum states)** A quantum state $\rho$ on Hilbert space $\mathcal{H}$ is a positive semidefinite, Hermitian operator with trace equal to one. That is, $\rho \geq 0$, $\rho = \rho^\dagger$, and $\text{Tr}[\rho] = 1$. The set of quantum states on $\mathcal{H}$ is denoted as $\mathcal{D}(\mathcal{H})$.

Quantum states as defined above are also known as density operators. A special case of quantum states are what are known as pure states $|\phi\rangle$, which are vectors on the Hilbert space $\mathcal{H}$ with norm equal to 1.

Quantum states are static objects that describe the state of any given quantum system. The evolution of a quantum system from an initial state to a final state is most generally described by a quantum channel. We denote the set of bounded operators acting on $\mathcal{H}$ as $\mathcal{B}(\mathcal{H})$. A bounded operator $M \in \mathcal{B}(\mathcal{H})$ is trace-class if $\|M\|_1 \leq \infty$. We denote the set of trace-class operators on $\mathcal{H}$ as $\mathcal{T}(\mathcal{H})$.

**Definition 4 (Positive map)** A linear map $\mathcal{N}_{A\rightarrow B} : \mathcal{B}(\mathcal{H}_A) \rightarrow \mathcal{B}(\mathcal{H}_B)$ is positive if $\mathcal{N}_{A\rightarrow B}(M_A) \geq 0$, for all $M_A \geq 0$, where $M_A \in \mathcal{B}(\mathcal{H}_A)$.

**Definition 5 (Completely-positive map)** A linear map $\mathcal{N}_{A\rightarrow B} : \mathcal{B}(\mathcal{H}_A) \rightarrow \mathcal{B}(\mathcal{H}_B)$ is completely positive if $\mathcal{I}_R \otimes \mathcal{N}_A$ is a positive map for all possible $\mathcal{H}_R$, where $\mathcal{H}_R$ represents a Hilbert space extending $\mathcal{H}_A$. 
Definition 6 (Trace-preserving map)  A linear map \( \mathcal{N}_{A \to B} : \mathcal{T}(\mathcal{H}_A) \to \mathcal{T}(\mathcal{H}_B) \) is trace preserving if
\[
\text{Tr}(M_A) = \text{Tr}(\mathcal{N}_{A \to B}(M_A)),
\]
for all \( M_a \in \mathcal{T}(\mathcal{H}_A) \).

Definition 7 (Quantum channel)  A quantum channel \( \mathcal{N}_{A \to B} : \mathcal{T}(\mathcal{H}_A) \to \mathcal{T}(\mathcal{H}_B) \) is a completely-positive and trace-preserving linear map.

Definition 8 (Choi operator)  The Choi operator \( \Gamma_{RB}^N \) of a quantum channel \( \mathcal{N}_{A \to B} \) is defined as
\[
\Gamma_{RB}^N := \mathcal{N}_{A \to B}(\Gamma_{RA}),
\]
where
\[
\Gamma_{RA} := |\Gamma\rangle\langle\Gamma|_{RA}, \quad |\Gamma\rangle_{RA} := \sum_i |i\rangle_R |i\rangle_A
\]
denotes the unnormalized maximally entangled vector on systems \( R \) and \( A \). The sets \( \{|i\rangle_R\}_i \) and \( \{|i\rangle_A\}_i \) are orthonormal bases for the isomorphic Hilbert spaces \( \mathcal{H}_R \) and \( \mathcal{H}_A \). The Choi operator is positive-semidefinite and satisfies the following property as a consequence of \( \mathcal{N}_{A \to B} \) being trace preserving:
\[
\text{Tr}_B[\Gamma_{RB}^N] = I_R.
\]

A measurement is the method by which one can extract classical knowledge from the state of a quantum system. The information obtained may correspond to various properties of the quantum system, e.g., position, momentum, or spin of its state.

Definition 9 (Measurement)  Let \( \rho \in \mathcal{D}(\mathcal{H}) \) be a density operator. Let \( \{M_k\}_k \) denote a set of measurement operators for which \( \sum_k M_k^\dagger M_k = I \), where \( I \) is the identity operator. Then the probability of obtaining outcome \( k \) after the measurement is given by
\[
p_K(k) = \text{Tr} \left( M_k^\dagger M_k \rho \right),
\]
and the post-measurement state \( \tilde{\rho}_k \) is given by
\[
\tilde{\rho}_k = \frac{M_k \rho M_k^\dagger}{p_K(k)}.
\]

If we are willing to forego knowledge of the state of the quantum system after the measurement, then the measurement can be more generally described by a positive-operator-valued measure (POVM).

Definition 10 (POVM)  A positive operator-valued measure (POVM) is a set \( \{\Lambda_j\}_j \) of operators that satisfy the following properties:
\[
\Lambda_j \geq 0 \quad \text{and} \quad \sum_j \Lambda_j = I, \ \forall j.
\]

The probability of observing the outcome \( k \) when state \( \rho \) is measured using the above POVM is given by \( \text{Tr} [\Lambda_k \rho] \).
Finally, we provide three theoretical tools that we use in this thesis to prove the subsequent technical results of Chapters 3 and 4.

**Proposition 11** A pure bipartite state $|\psi\rangle_{RA}$ can be written as $(X_R \otimes I_A)|\Gamma\rangle_{RA}$ where $X_R$ is an operator satisfying $\text{Tr}[X_R^2] = 1$.

**Proposition 12** For a linear operator $M$, the following transpose trick identity holds:

$$(I_R \otimes M_A)|\Gamma\rangle_{RA} = (M^T_R \otimes I_A)|\Gamma\rangle_{RA},$$

where $M^T$ denotes the transpose of $M$ with respect to the orthonormal basis $\{|i\rangle_R\}_i$. For a linear operator $K_R$, the following identity holds:

$$\langle \Gamma |_{RA} (K_R \otimes I_A)|\Gamma\rangle_{RA} = \text{Tr}[K_R].$$

**Proposition 13 (Post-selected teleportation identity)** The output of a quantum channel $\mathcal{N}_{A\rightarrow B}$ on an input quantum state $\rho_{RA}$ can be rewritten in the following way [Ben05]:

$$\mathcal{N}_{A\rightarrow B}(\rho_{RA}) = \langle \Gamma |_{SA} \rho_{RA} \otimes \Gamma_{SB}^N |\Gamma\rangle_{SA},$$

where $S$ is a system isomorphic to the channel input system $A$.

### 2.3 Quantum state estimation

Now that we have introduced classical estimation as well as the quantum information preliminaries that we need, we move to quantum estimation and introduce and describe the task in detail.

First, we consider the task of estimating a single unknown parameter encoded in a quantum state, which can be seen as the quantum analog of estimating a single parameter in an unknown probability distribution. This is a stepping stone towards the more involved task of estimating a parameter encoded in a quantum channel. Analogous to a family of probability distributions introduced earlier, consider that we have a parameterized family $\{\rho_\theta\}_\theta$ of quantum states into which the parameter $\theta \in \Theta \subseteq \mathbb{R}$ is encoded. In quantum state estimation, the unknown parameter $\theta$ is encoded in a quantum state $\rho_\theta$. Consider that we have $n$ copies of the state $\rho_\theta$. To invoke the theory and framework of classical estimation theory, the $n$ copies $\rho_\theta^\otimes n$ are subjected to a POVM $\{\Lambda_x\}_x$. This yields a probability distribution according to the Born rule:

$$p_\theta(x) = \text{Tr}[\Lambda_x \rho_\theta^\otimes n].$$

The task now is to obtain a good estimate of parameter $\theta$ from the above probability distribution. We denote the estimate obtained as $\hat{\theta}$. The estimate $\hat{\theta}$ is a function of the measurement $\{\Lambda_x\}_x$. Thus, each $\{\Lambda_x\}_x$ yields a probability distribution which yields its own Fisher information, and hence its own classical Cramer–Rao bound. To obtain the best or the most informative CRB, we would like to identify and perform the best possible
measurement. This makes quantum estimation a much more involved task theoretically and experimentally than classical estimation. In the case of estimating a single parameter encoded in a quantum state, the most informative CRB involves what is known as the SLD Fisher information. To understand what it is and how it arises, we first describe how to generalize the Fisher information as defined in (2.1.5) to the quantum case.

2.3.1 Quantum Fisher information

In classical estimation, we were able to define the logarithmic derivative \( \ln p_\theta(x) \) of a parameterized probability distribution. Since quantum states are operators, the logarithmic derivative for quantum states also takes the form of an operator. We admit any logarithmic derivative operator as long as it collapses to the scalar logarithmic derivative in the classical case. The general noncommutativity of operators results in an infinite number of such logarithmic derivative operators, and therefore an infinite number of quantum generalizations of the classical Fisher information.

Consider the parameterized logarithmic derivative operator \( D_{\theta,p} \) to be defined implicitly via the following differential equation:

\[
\partial_\theta \rho_\theta = (p D_{\theta,p} \rho_\theta + (1 - p) \rho_\theta D_{\theta,p}).
\]

(2.3.2)

In the classical case, when the state \( \rho_\theta \) is represented by a diagonal matrix, the \( D_{\theta,p} \) operator is also a classical (diagonal) operator for all \( 0 \leq p \leq 1 \). In general, if \( p \) is set to \( 1/2 \), the logarithmic derivative operator \( D_{\theta,1/2} \) is known as the symmetric logarithmic derivative (SLD) operator \( L_\theta \). On the other hand, if \( p \) is set to 0, then the logarithmic derivative operator \( D_{\theta,0} \) is known as the right logarithmic derivative (RLD) operator \( R_\theta \). That is, the SLD and RLD operators are defined implicitly via the following differential equations:

\[
\partial_\theta \rho_\theta = \frac{1}{2} (L_\theta \rho_\theta + \rho_\theta L_\theta),
\]

(2.3.3)

\[
\partial_\theta \rho_\theta = \rho_\theta R_\theta.
\]

(2.3.4)

Now that we have defined the SLD and RLD operators, we are in a position to define the quantum Fisher information quantities that each of them yields.

**Definition 14 (SLD Fisher information)** Let \( \{\rho_\theta\}_\theta \) be a differentiable family of quantum states. Then the SLD Fisher information is defined as follows:

\[
I_F(\theta; \{\rho_\theta\}_\theta) = \begin{cases} 
2 \left\| (\rho_\theta \otimes I + I \otimes \rho_\theta^T)^{-\frac{1}{2}} ((\partial_\theta \rho_\theta) \otimes I) |\Gamma\rangle \right\|_2^2 & \text{if } \Pi_{\rho_\theta}^+ (\partial_\theta \rho_\theta) \Pi_{\rho_\theta}^+ = 0 \\
+\infty & \text{otherwise}
\end{cases}
\]

(2.3.5)

where \( \Pi_{\rho_\theta}^+ \) denotes the projection onto the kernel of \( \rho_\theta \), \( |\Gamma\rangle = \sum_i |i\rangle |i\rangle \) is the unnormalized maximally entangled vector, \( \{|i\rangle \}_i \) is any orthonormal basis, the transpose in (2.3.5) is with respect to this basis, and the inverse is taken on the support of \( \rho_\theta \otimes I + I \otimes \rho_\theta^T \).

When the finiteness condition \( \Pi_{\rho_\theta}^+ (\partial_\theta \rho_\theta) \Pi_{\rho_\theta}^+ = 0 \) holds, the SLD Fisher information can
alternatively be defined using the SLD operator $L_\theta$ as follows:

$$I_F(\theta; \{\rho_\theta\}_\theta) := \text{Tr}[L_\theta^2 \rho_\theta] = \text{Tr}[L_\theta(\partial_\theta \rho_\theta)]. \quad (2.3.6)$$

The SLD Fisher information can also be written in terms of the spectral decomposition of $\rho_\theta$. Let the spectral decomposition of $\rho_\theta$ be given as

$$\rho_\theta = \sum_j \lambda^j_\theta |\psi^j_\theta\rangle\langle\psi^j_\theta|, \quad (2.3.7)$$

which includes the indices for which $\lambda^j_\theta = 0$. Then the projection $\Pi^\perp_{\rho_\theta}$ onto the kernel of $\rho_\theta$ is given by

$$\Pi^\perp_{\rho_\theta} := \sum_{j: \lambda^j_\theta = 0} |\psi^j_\theta\rangle\langle\psi^j_\theta|. \quad (2.3.8)$$

With this notation, the SLD quantum Fisher information can also be written as follows:

$$I_F(\theta; \{\rho_\theta\}_\theta) = \left\{ \begin{array}{ll}
2 \sum_{j,k: \lambda^j_\theta + \lambda^k_\theta > 0} \frac{||\langle\psi^j_\theta| (\partial_\theta \rho_\theta) |\psi^k_\theta\rangle|^2}{\lambda^j_\theta + \lambda^k_\theta} & \text{if } \Pi^\perp_{\rho_\theta} (\partial_\theta \rho_\theta) \Pi^\perp_{\rho_\theta} = 0 \\
+\infty & \text{otherwise}
\end{array} \right.. \quad (2.3.9)$$

**Definition 15 (RLD Fisher information)** Let $\{\rho_\theta\}_\theta$ be a differentiable family of quantum states. Then the RLD Fisher information is defined as follows:

$$\hat{I}_F(\theta; \{\rho_\theta\}_\theta) = \left\{ \begin{array}{ll}
\text{Tr}[(\partial_\theta \rho_\theta)^2 \rho_\theta^{-1}] & \text{if } \text{supp}(\partial_\theta \rho_\theta) \subseteq \text{supp}(\rho_\theta) \\
+\infty & \text{otherwise}
\end{array} \right., \quad (2.3.10)$$

where the inverse $\rho_\theta^{-1}$ is taken on the support of $\rho_\theta$.

Similar to the case of SLD Fisher information, when the finiteness condition $\text{supp}(\partial_\theta \rho_\theta) \subseteq \text{supp}(\rho_\theta)$ holds, the RLD Fisher information can be defined using the RLD operator $R_\theta$ as follows:

$$I_F(\theta; \{\rho_\theta\}_\theta) := \text{Tr}[R_\theta R_\theta^\dagger \rho_\theta] = \text{Tr}[(\partial_\theta \rho_\theta) R_\theta]. \quad (2.3.11)$$

Note that the support condition $\text{supp}(\partial_\theta \rho_\theta) \subseteq \text{supp}(\rho_\theta)$ is equivalent to $\Pi^\perp_{\rho_\theta} \partial_\theta \rho_\theta = \partial_\theta \rho_\theta \Pi^\perp_{\rho_\theta} = 0$, which implies that $\Pi^\perp_{\rho_\theta} \partial_\theta \rho_\theta \Pi^\perp_{\rho_\theta} = 0$. That is, the SLD Fisher information is finite whenever the RLD Fisher information is finite.

### 2.3.2 Properties of the SLD and RLD Fisher information for quantum states

Here we include some properties of the SLD and RLD Fisher information that will be useful to prove our results for quantum channel estimation (which we will introduce in Section 2.3 of this chapter). The proofs of Propositions 17, 18, 19 and 20 can be found in [KW21b].
Faithfulness

Proposition 16 (Faithfulness) For a differentiable family \( \{\rho_A^\theta\}_\theta \) of quantum states, the SLD and RLD Fisher informations are equal to zero:

\[
I_F(\theta; \{\rho_A\}_\theta) = \tilde{I}_F(\theta; \{\rho_A\}_\theta) = 0 \quad \forall \theta \in \Theta,
\]

(2.3.12)

if and only if \( \rho_A^\theta \) has no dependence on the parameter \( \theta \) (i.e., \( \rho_A^\theta = \rho_A \) for all \( \theta \)).

**Proof.** The if-part follows directly from plugging into the definitions after observing that \( \partial_\theta \rho_{\theta} = 0 \) for a constant family. So we now prove the only-if part. If \( I_F(\theta; \{\rho_A\}_\theta) = 0 \), then it is necessary for the finiteness condition in (2.3.5) to hold (otherwise we would have a contradiction). Then this means that

\[
\Pi_{\rho_{\theta}}(\partial_\theta \rho_{\theta}) \Pi_{\rho_{\theta}}^\perp = 0,
\]

(2.3.13)

\[
2 \sum_{j,k: \lambda_j^\theta + \lambda_k^\theta > 0} \frac{|\langle \psi_j^\theta | (\partial_\theta \rho_{\theta}) | \psi_k^\theta \rangle|^2}{\lambda_j^\theta + \lambda_k^\theta} = 0 \quad \forall \theta.
\]

(2.3.14)

By sandwiching the first equation by \( \langle \psi_j^\theta \rangle \) and \( |\psi_k^\theta\rangle \) for which \( \lambda_j^\theta, \lambda_k^\theta = 0 \), we find that these matrix elements \( \langle \psi_j^\theta | (\partial_\theta \rho_{\theta}) | \psi_k^\theta \rangle \) of \( \partial_\theta \rho_{\theta} \) are equal to zero. Since \( \lambda_j^\theta + \lambda_k^\theta > 0 \) in the latter expression, the latter equality implies the following

\[
|\langle \psi_j^\theta | (\partial_\theta \rho_{\theta}) | \psi_k^\theta \rangle|^2 = 0
\]

(2.3.15)

for all \( \lambda_j^\theta \) and \( \lambda_k^\theta \) satisfying \( \lambda_j^\theta + \lambda_k^\theta > 0 \). This implies that these matrix elements \( \langle \psi_j^\theta | (\partial_\theta \rho_{\theta}) | \psi_k^\theta \rangle \) of \( \partial_\theta \rho_{\theta} \) are equal to zero. These are all possible matrix elements, and so we conclude that \( \partial_\theta \rho_{\theta} = 0 \). This in turn implies that \( \rho_{\theta} \) is a constant family (i.e., \( \rho_A^\theta = \rho_A \) for all \( \theta \)). If \( \tilde{I}_F(\theta; \{\rho_A\}_\theta) = 0 \), then by the inequality in (2.3.27), \( I_F(\theta; \{\rho_A\}_\theta) = 0 \). Then by what we have just shown, \( \rho_{\theta} \) is a constant family in this case also. ■

This property is a basic one that we expect the SLD and RLD Fisher informations to obey. Since they quantify the amount of information about a parameter present in a family of quantum states, it is natural to expect them to be zero when the family of quantum states has no dependence on the parameter of interest.

Data processing

The SLD and RLD Fisher informations obey the following data-processing inequalities:

\[
I_F(\theta; \{\rho_A^\theta\}_\theta) \geq I_F(\theta; \{\mathcal{N}_{A\to B}(\rho_A^\theta)\}_\theta),
\]

(2.3.16)

\[
\tilde{I}_F(\theta; \{\rho_A^\theta\}_\theta) \geq \tilde{I}_F(\theta; \{\mathcal{N}_{A\to B}(\rho_A^\theta)\}_\theta),
\]

(2.3.17)

where \( \mathcal{N}_{A\to B} \) is a quantum channel independent of the parameter \( \theta \) (more generally, these hold if \( \mathcal{N}_{A\to B} \) is a two-positive, trace-preserving map). The data-processing inequalities for \( I_F \) and \( \tilde{I}_F \) were established in [Pet96]. In fact, the inequality in (2.3.17) is an immediate consequence of [Cho80, Proposition 4.1].
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The fact that the SLD and RLD Fisher informations obey data-processing under quantum channels will prove to be a fundamental property that we will use in the rest of this chapter to establish bounds on state and channel estimation.

Additivity

**Proposition 17** Let \( \{ \rho_\theta^A \} \) and \( \{ \sigma_\theta^B \} \) be differentiable families of quantum states. Then the SLD and RLD Fisher informations are additive in the following sense:

\[
I_F(\theta; \{ \rho_\theta^A \otimes \sigma_\theta^B \}) = I_F(\theta; \{ \rho_\theta^A \}) + I_F(\theta; \{ \sigma_\theta^B \}),
\]

(2.3.18)

\[
\hat{I}_F(\theta; \{ \rho_\theta^A \otimes \sigma_\theta^B \}) = \hat{I}_F(\theta; \{ \rho_\theta^A \}) + \hat{I}_F(\theta; \{ \sigma_\theta^B \}).
\]

(2.3.19)

Decomposition for classical–quantum families

**Proposition 18** Let \( \{ \rho_{\theta}^{XB} \} \) be a differentiable family of classical–quantum states, where

\[
\rho_{\theta}^{XB} := \sum_x p_\theta(x) |x\rangle\langle x| \otimes \rho_\theta^x.
\]

(2.3.20)

Then the following decompositions hold for the SLD and RLD Fisher informations:

\[
I_F(\theta; \{ \rho_{\theta}^{XB} \}) = I_F(\theta; \{ p_\theta \}) + \sum_x p_\theta(x) I_F(\theta; \{ \rho_\theta^x \}),
\]

(2.3.21)

\[
\hat{I}_F(\theta; \{ \rho_{\theta}^{XB} \}) = \hat{I}_F(\theta; \{ p_\theta \}) + \sum_x p_\theta(x) \hat{I}_F(\theta; \{ \rho_\theta^x \}).
\]

(2.3.22)

Physical consistency of SLD and RLD Fisher information

The SLD and RLD Fisher information both are physically consistent; i.e., they are both the result of a limiting procedure in which some constant additive noise vanishes.

**Proposition 19** Let \( \{ \rho_\theta \} \) be a differentiable family of quantum states. Then the SLD Fisher information in (2.3.5) is given by the following limit:

\[
I_F(\theta; \{ \rho_\theta \}) = \lim_{\epsilon \to 0} I_F(\theta; \{ \rho^\epsilon_\theta \}),
\]

(2.3.23)

where

\[
\rho^\epsilon_\theta := (1 - \epsilon) \rho_\theta + \epsilon \pi_d,
\]

(2.3.24)

and \( \pi_d := I/d \) is the maximally mixed state, with \( d \) large enough so that \( \text{supp}(\rho_\theta) \subseteq \text{supp}(\pi) \) for all \( \theta \).

**Proposition 20** Let \( \{ \rho_\theta \} \) be a differentiable family of quantum states. Then the RLD Fisher information in (2.3.10) is given by the following limit:

\[
\hat{I}_F(\theta; \{ \rho_\theta \}) = \lim_{\epsilon \to 0} \hat{I}_F(\theta; \{ \rho^\epsilon_\theta \}),
\]

(2.3.25)
where
\[ \rho^{\varepsilon}_\theta := (1 - \varepsilon) \rho_\theta + \varepsilon \pi_d, \quad \text{(2.3.26)} \]
and \( \pi_d := I/d \) is the maximally mixed state, with \( d \) large enough so that \( \text{supp}(\rho_\theta) \subseteq \text{supp}(\pi) \) for all \( \theta \).

Relation between SLD and RLD Fisher information of quantum states

We next show an important relationship obeyed by the SLD and RLD Fisher informations of quantum states, namely that for single parameter quantum state estimation, the SLD Fisher information never exceeds the RLD Fisher information.

**Proposition 21** For a family of quantum states \( \{\rho_\theta\}_\theta \), the SLD Fisher information never exceeds its RLD Fisher information:
\[ I_F(\theta; \{\rho_\theta\}_\theta) \leq \tilde{I}_F(\theta; \{\rho_\theta\}_\theta), \quad \text{(2.3.27)} \]

**Proof.** This can be seen from the operator convexity of the function \( x^{-1} \) for \( x > 0 \). That is, for full-rank \( \rho_\theta \), we have that
\[ 2 \left( \rho_\theta \otimes I + I \otimes \rho_\theta^T \right)^{-1} = \left( \frac{1}{2} \rho_\theta \otimes I + \frac{1}{2} I \otimes \rho_\theta^T \right)^{-1} \]
\[ \leq \frac{1}{2} (\rho_\theta \otimes I)^{-1} + \frac{1}{2} (I \otimes \rho_\theta^{-1})^{-1} \]
\[ = \frac{1}{2} (\rho_\theta^{-1} \otimes I) + \frac{1}{2} (I \otimes \rho_\theta^{-T}). \quad \text{(2.3.30)} \]

Then, we apply the transpose trick (2.2.8), the identity (2.2.9), the formula for SLD Fisher information (2.3.5) and the limit formulae in Propositions 19 and 20 to get (2.3.27).

2.3.3 Cramer–Rao bounds for quantum state estimation

Earlier, we stated that by optimizing over estimation strategies in the quantum setting (i.e., the selection of input probe state and final measurement), we can obtain the most informative lower bound on the variance of an unbiased estimator of the parameter \( \theta \). For single parameter quantum state estimation, the most informative CRB is the one that arises from the SLD Fisher information:
\[ \text{Var}(\hat{\theta}) \geq \frac{1}{n I_F(\theta; \{\rho_\theta\}_\theta)}. \quad \text{(2.3.31)} \]

To obtain the above bound, we have also applied the additivity relation \( I_F(\theta; \{\rho^{\otimes n}_\theta\}_\theta) = n I_F(\theta; \{\rho_\theta\}_\theta) \). The lower bound in (2.3.31) is achievable in the large \( n \) limit of many copies of the state \( \rho_\theta \) [Nag89, BC94].

Further, the SLD Fisher information is never larger than the RLD Fisher information for single parameter estimation (Proposition 21). This yields a straightforward Cramer–
Rao bound that utilizes the RLD Fisher information:

\[
\text{Var}(\hat{\theta}) \geq \frac{1}{nI_F(\theta; \{\rho_\theta\}_\theta)}.
\] (2.3.32)

Thus, for single parameter estimation, the Cramer–Rao bound involving the RLD Fisher information is always looser, or less useful, than the one involving the SLD Fisher information. Furthermore, if we have a pure state family \(\{|\psi_\theta\}\}_{\theta}\), the finiteness condition for the RLD Fisher information in (2.3.10) is not satisfied and it yields an uninformative Cramer–Rao bound.

### 2.3.4 Generalized Fisher information of quantum states

As we stated earlier, there is an infinite number of ways to define the quantum Fisher information due to the noncommutative nature of states and operators in quantum information. We have since defined the SLD and RLD Fisher information using a parameterized logarithmic derivative operator in (2.3.2). In a different vein now, we define the generalized Fisher information, wherein the only requirement is that the quantum Fisher information in question obeys the data-processing inequality, similar to how the SLD and RLD Fisher information do (see (2.3.16) and (2.3.17)). Data processing is a fundamental and important tool in quantum information, and the motivation to introduce the generalized Fisher information is to use the data-processing inequality to establish as many of its properties as possible. We are further motivated to define it because of the earlier definitions of generalized distinguishability measures (or generalized divergences) [PV10, SW12] and their uses in quantum communication and distinguishability theory [SW12, WWY14, GW15, TWW17, WTB17, Led16, KW18, DBW20, KDW19, FF21, WWW19, TW16, LKDW18, WBHK20, WW19]. We further define the generalized Fisher information of quantum channels later in this chapter.

**Definition 22 (Generalized Fisher information of quantum states)** The generalized Fisher information \(I_F(\theta; \{\rho^\theta_A\}_\theta)\) of a family \(\{\rho^\theta_A\}_\theta\) of quantum states is a function \(I_F : \Theta \times \mathcal{D} \to \mathbb{R}\) that does not increase under the action of a parameter-independent quantum channel \(\mathcal{N}_{A \to B}\):

\[
I_F(\theta; \{\rho^\theta_A\}_\theta) \geq I_F(\theta; \{\mathcal{N}_{A \to B}(\rho^\theta_A)\}_\theta).
\] (2.3.33)

Since both the SLD and the RLD Fisher information obey the data-processing inequality, they are particular examples of the generalized Fisher information of quantum states.

An immediate consequence of Definition 22 is that the generalized Fisher information is equal to a constant, minimal value for a state family that has no dependence on the parameter \(\theta\):

\[
I_F(\theta; \{\rho_A\}_\theta) = c.
\] (2.3.34)

This follows because one can get from one fixed family \(\{\rho_A\}_\theta\) to another \(\{\sigma_A\}_\theta\) by means of a trace and replace channel \((\cdot) \to \text{Tr}[\cdot]\sigma_A\), and then we apply the data-processing inequality. If this constant \(c\) is equal to zero, then we say that the generalized Fisher information is *weakly faithful*. 
A generalized Fisher information obeys the *direct-sum property* if the following equality holds

\[
I_F(\theta; \left\{ \sum_x p(x)|x\rangle\langle x| \otimes \rho^x_\theta \right\}_\theta) = \sum_x p(x) I_F(\theta; \{ \rho^x_\theta \}_\theta),
\]  

(2.3.35)

where, for each \( x \), the family \( \{ \rho^x_\theta \}_\theta \) of quantum states is differentiable. Observe that the probability distribution \( p(x) \) has no dependence on the parameter \( \theta \). If a generalized Fisher information obeys the direct-sum property, then it is also convex in the following sense:

\[
\sum_x p(x) I_F(\theta; \{ \rho^x_\theta \}_\theta) \geq I_F(\theta; \{ \bar{\rho}_\theta \}_\theta),
\]  

(2.3.36)

where \( \bar{\rho}_\theta := \sum_x p(x) \rho^x_\theta \). This follows by applying the direct-sum property (2.3.35) and the data-processing inequality with a partial trace over the classical register. Thus, due to their respective data-processing inequalities (2.3.16) and (2.3.17), and Proposition 18, the SLD and RLD Fisher informations are convex.

### 2.4 Quantum channel estimation

The next rung in the hierarchical ladder of probability distributions and quantum states is quantum channels. Our next step, therefore, is to study the fundamental limits to estimation of parameters encoded in a quantum channel. In contrast to quantum states, quantum channels are dynamical objects which take quantum states to quantum states. Therefore, studying parameter estimation for quantum channels is a more mathematically involved task than the corresponding task for quantum states.

In the previous section, we assumed that the \( n \) copies of the quantum state \( \rho_\theta \) were available in a tensor product form; i.e., \( \rho_\theta^\otimes_n \). However, since quantum channels are dynamic rather than static objects, they allow for more general interactions and probing. The most general way to use, or process, \( n \) copies of a quantum channel is via a sequential or adaptive strategy, which we now describe.

#### 2.4.1 Sequential channel estimation setting

Let \( \{ \mathcal{N}^\theta_{A\rightarrow B} \}_\theta \) denote a family of quantum channels with input system \( A \) and output system \( B \), such that each channel in the family is parameterized by a single real parameter \( \theta \in \Theta \subseteq \mathbb{R} \), where \( \Theta \) is the parameter set. The problem we consider is this: given a particular unknown channel \( \mathcal{N}^\theta_{A\rightarrow B} \), how well can we estimate \( \theta \) when allowed to probe the channel \( n \) times? There are various ways that one can probe the quantum channel \( n \) times such that each such procedure results in a probability distribution \( p_\theta(x) \) for a final measurement outcome \( x \), with corresponding random variable \( X \). This distribution \( p_\theta(x) \) depends on the unknown parameter \( \theta \). Using the measurement outcome \( x \), one formulates an estimate \( \hat{\theta}(x) \) of the unknown parameter. An unbiased estimator satisfies \( \mathbb{E}[\hat{\theta}(X)] = \theta \). We continue limiting our study to unbiased estimators.

The most general channel estimation procedure is depicted in Figure 2.1. A sequential or adaptive strategy that makes \( n \) calls to the channel is specified in terms of an input
Processing $n$ uses of channel $\mathcal{N}^\theta$ in a sequential or adaptive manner is the most general approach to channel parameter estimation or discrimination. The $n$ uses of the channel are interleaved with $n-1$ quantum channels $S^1$ through $S^{n-1}$, which can also share memory systems with each other. The final measurement’s outcome is then used to obtain an estimate of the unknown parameter $\theta$.

Processing $n$ uses of channel $\mathcal{N}^\theta$ in a parallel manner. The $n$ channels are called in parallel, allowing for entanglement to be shared among input systems $A_1$ through $A_n$, along with a quantum memory system $R$. A collective measurement is made, with its outcome being an estimate $\hat{\theta}$ for the unknown parameter $\theta$. Parallel strategies form a special case of sequential ones, and therefore parallel strategies are no more powerful than sequential ones.
quantum state \( \rho_{R_1 A_1} \), a set of interleaved channels \( \{ \mathcal{S}^i_{R_i B_i \rightarrow R_{i+1} A_{i+1}} \}_{i=1}^{n-1} \), and a final quantum measurement \( \{ \Lambda_{R_n B_n}^\theta \}^\theta \) that outputs an estimate \( \hat{\theta} \) of the unknown parameter (here we incorporate any classical post-processing of a preliminary measurement outcome \( x \) to generate the estimate \( \hat{\theta} \) as part of the final measurement). Note that any particular strategy \( \{ \rho_{R_1 A_1}, \{ \mathcal{S}^i_{R_i B_i \rightarrow R_{i+1} A_{i+1}} \}_{i=1}^{n-1}, \{ \Lambda_{R_n B_n}^\theta \}^\theta \} \) employed does not depend on the actual value of the unknown parameter \( \theta \). We make the following abbreviation for a fixed strategy in what follows:

\[
\{ \mathcal{S}^{(n)}, \Lambda^\theta \} \equiv \{ \rho_{R_1 A_1}, \{ \mathcal{S}^i_{R_i B_i \rightarrow R_{i+1} A_{i+1}} \}_{i=1}^{n-1}, \{ \Lambda_{R_n B_n}^\theta \}^\theta \}. \tag{2.4.1}
\]

The strategy begins with the estimator preparing the input quantum state \( \rho \), we incorporate any classical post-processing of a preliminary measurement outcome \( x \) to generate the estimate \( \hat{\theta} \) as part of the final measurement. Note that any particular strategy \( \{ \rho_{R_1 A_1}, \{ \mathcal{S}^i_{R_i B_i \rightarrow R_{i+1} A_{i+1}} \}_{i=1}^{n-1}, \{ \Lambda_{R_n B_n}^\theta \}^\theta \} \) employed does not depend on the actual value of the unknown parameter \( \theta \). We make the following abbreviation for a fixed strategy in what follows:

\[
\{ \mathcal{S}^{(n)}, \Lambda^\theta \} \equiv \{ \rho_{R_1 A_1}, \{ \mathcal{S}^i_{R_i B_i \rightarrow R_{i+1} A_{i+1}} \}_{i=1}^{n-1}, \{ \Lambda_{R_n B_n}^\theta \}^\theta \}. \tag{2.4.1}
\]

The strategy begins with the estimator preparing the input quantum state \( \rho_{R_1 A_1} \) and sending the \( A_1 \) system into the channel \( \mathcal{N}_{A_1 \rightarrow B_1}^\theta \). The first channel \( \mathcal{N}_{A_1 \rightarrow B_1}^\theta \) outputs the system \( B_1 \), which is then available to the estimator. The resulting state is

\[
\rho_{R_1 B_1}^\theta := \mathcal{N}_{A_1 \rightarrow B_1}^\theta (\rho_{R_1 A_1}). \tag{2.4.2}
\]

The estimator adjoins the system \( B_1 \) to system \( R_1 \) and applies the channel \( \mathcal{S}_{R_1 B_1 \rightarrow R_2 A_2}^1 \), leading to the state

\[
\rho_{R_2 A_2}^\theta := \mathcal{S}_{R_1 B_1 \rightarrow R_2 A_2}^1 (\rho_{R_1 B_1}^\theta). \tag{2.4.3}
\]

The channel \( \mathcal{S}_{R_1 B_1 \rightarrow R_2 A_2}^1 \) can take an action conditioned on information in the system \( B_1 \), which itself might contain some partial information about the unknown parameter \( \theta \). The estimator then inputs the system \( A_2 \) into the second use of the channel \( \mathcal{N}_{A_2 \rightarrow B_2}^\theta \), which outputs a system \( B_2 \) and gives the state

\[
\rho_{R_2 B_2}^\theta := \mathcal{N}_{A_2 \rightarrow B_2}^\theta (\rho_{R_2 A_2}^\theta). \tag{2.4.4}
\]

This process repeats \( n - 2 \) more times, for which we have the intermediate states

\[
\rho_{R_i B_i}^\theta := \mathcal{N}_{A_i \rightarrow B_i}^\theta (\rho_{R_i A_i}^\theta), \tag{2.4.5}
\]

\[
\rho_{R_i A_i}^\theta := \mathcal{S}_{R_{i-1} B_{i-1} \rightarrow R_i A_i}^{i-1} (\rho_{R_{i-1} B_{i-1}}^\theta), \tag{2.4.6}
\]

for \( i \in \{3, \ldots, n\} \), and at the end, the estimator has systems \( R_n \) and \( B_n \). We define \( \omega_{R_n B_n}^\theta \) to be the final state of the estimation protocol before the final measurement \( \{ \Lambda_{R_n B_n}^\theta \}^\theta \):

\[
\omega_{R_n B_n}^\theta := (\mathcal{N}_{A_n \rightarrow B_n}^\theta \circ \mathcal{S}_{R_{n-1} B_{n-1} \rightarrow R_n A_n}^{n-1} \circ \cdots \circ \mathcal{S}_{R_1 B_1 \rightarrow R_2 A_2}^1 \circ \mathcal{N}_{A_1 \rightarrow B_1}^\theta)(\rho_{R_1 A_1}). \tag{2.4.7}
\]

The estimator finally performs a measurement \( \{ \Lambda_{R_n B_n}^\theta \}^\theta \) that outputs an estimate \( \hat{\theta} \) of the unknown parameter \( \theta \). The conditional probability for the estimate \( \hat{\theta} \) given the unknown parameter \( \theta \) is determined by the Born rule:

\[
p_\theta(\hat{\theta}) = \text{Tr}[\Lambda_{R_n B_n}^\theta \omega_{R_n B_n}^\theta]. \tag{2.4.8}
\]

As we stated above, any particular strategy does not depend on the value of the unknown parameter \( \theta \), but the states at each step of the protocol do depend on \( \theta \) through the successive probings of the underlying channel \( \mathcal{N}_{A \rightarrow B}^\theta \).

Note that such a sequential strategy contains a parallel or non-adaptive strategy as
a special case: the system $R_1$ can be arbitrarily large and divided into subsystems, with the only role of the interleaved channels $S_{R_i B_i \rightarrow R_{i+1} A_{i+1}}$ being that they redirect these subsystems to be the inputs of future calls to the channel (as would be the case in any non-adaptive strategy for estimation or discrimination). Figure 2.2 depicts a parallel or non-adaptive channel estimation strategy.

2.4.2 Quantum Fisher information of a channel family

The first step we take towards defining the quantum Fisher information for quantum channels is extending the definition of generalized Fisher information from quantum states to quantum channels.

**Definition 23 (Generalized Fisher information of quantum channels)** The generalized Fisher information of a family $\{N^\theta_{A \rightarrow B}\}_\theta$ of quantum channels is defined in terms of the following optimization:

$$I_F(\theta; \{N^\theta_{A \rightarrow B}\}_\theta) := \sup_{\rho_{RA}} I_F(\theta; \{N^\theta_{A \rightarrow B}(\rho_{RA})\}_\theta).$$

(2.4.9)

In the above definition, we take the supremum over arbitrary states $\rho_{RA}$ with unbounded reference system $R$.

**Remark 24** As is the case for all information measures that obey the data-processing inequality, we can employ the data-processing inequality in (2.3.33) with respect to the partial trace operation and the Schmidt decomposition theorem to conclude that it suffices to perform the optimization in (2.4.9) with respect to pure bipartite states $\psi_{RA}$ with system $R$ isomorphic to system $A$, so that

$$I_F(\theta; \{N^\theta_{A \rightarrow B}\}_\theta) = \sup_{\psi_{RA}} I_F(\theta; \{N^\theta_{A \rightarrow B}(\psi_{RA})\}_\theta).$$

(2.4.10)

**Proposition 25** Let $\{N^\theta_{A \rightarrow B}\}_\theta$ be a family of quantum channels that has no dependence on the parameter $\theta$, and suppose that the underlying generalized Fisher information is weakly faithful. Then

$$I_F(\theta; \{N^\theta_{A \rightarrow B}\}_\theta) = 0.$$  

(2.4.11)

**Proof.** This follows as an immediate consequence of the definition (2.4.9), (2.3.34), and the weak faithfulness assumption. ■

**Proposition 26 (Reduction to states)** Let $\{\rho^\theta_B\}_\theta$ be a family of quantum states, and define the family $\{R^\theta_{A \rightarrow B}\}_\theta$ of replacer channels as

$$R^\theta_{A \rightarrow B}(\omega_A) = \text{Tr}[\omega_A]\rho^\theta_B.$$

(2.4.12)

Then

$$I_F(\theta; \{R^\theta_{A \rightarrow B}\}_\theta) = I_F(\theta; \{\rho^\theta_B\}_\theta).$$

(2.4.13)
**Proof.** This follows from the definition and the data-processing inequality. Consider that

\[ I_F(\theta; \{ R_{A \rightarrow B}^\theta \}_\theta) = \sup_{\psi_{RA}} I_F(\theta; \{ R_{A \rightarrow B}^\theta(\psi_{RA}) \}_\theta) \]

(2.4.14)

\[ = \sup_{\psi_{RA}} I_F(\theta; \{ \psi_R \otimes \rho_B^\theta \}_\theta) \]

(2.4.15)

\[ = I_F(\theta; \{ \rho_B^\theta \}_\theta). \]

(2.4.16)

The last equality follows because

\[ I_F(\theta; \{ \rho_B^\theta \}_\theta) \geq I_F(\theta; \{ \psi_R \otimes \rho_B^\theta \}_\theta), \]

(2.4.17)

\[ I_F(\theta; \{ \rho_B^\theta \}_\theta) \leq I_F(\theta; \{ \psi_R \otimes \rho_B^\theta \}_\theta), \]

(2.4.18)

with the first inequality following from the fact that there is a parameter-independent preparation channel such that \( \rho_B^\theta \rightarrow \psi_R \otimes \rho_B^\theta \), while the second inequality follows from data-processing under partial trace over the reference system \( R \).

The SLD Fisher information of quantum channels was defined in [Fuj01] and the RLD Fisher information of quantum channels in [Hay11]; these are special cases of the generalized Fisher information of quantum channels (2.4.9).

**Definition 27 (SLD Fisher information of a channel family)**

\[ I_F(\theta; \{ N_{A \rightarrow B}^\theta \}_\theta) = \begin{cases} 
\sup_{\psi_{RA}} I_F(\theta; \{ N_{A \rightarrow B}^\theta(\psi_{RA}) \}_\theta) & \text{if } \Pi_{R_B}^\perp (\partial_\theta \Gamma_{R_B}^{N_{A \rightarrow B}^\theta}) \Pi_{R_B}^\perp = 0, \\
\infty & \text{otherwise.} 
\end{cases} \]

(2.4.19)

The following formula for the RLD Fisher information of quantum channels is known from [Hay11]:

**Definition 28 (RLD Fisher information of a channel family)**

\[ \tilde{I}_F(\theta; \{ N_{A \rightarrow B}^\theta \}_\theta) = \begin{cases} 
\left\| \text{Tr}_B[(\partial_\theta \Gamma_{R_B}^{N_{A \rightarrow B}^\theta})(\Gamma_{R_B}^{N_{A \rightarrow B}^\theta})^{-1}(\partial_\theta \Gamma_{R_B}^{N_{A \rightarrow B}^\theta})] \right\|_\infty & \text{if } \text{supp}(\partial_\theta \Gamma_{R_B}^{N_{A \rightarrow B}^\theta}) \subseteq \text{supp}(\Gamma_{R_B}^{N_{A \rightarrow B}^\theta}), \\
\infty & \text{otherwise.} 
\end{cases} \]

(2.4.20)

where \( \Gamma_{R_B}^{N_{A \rightarrow B}^\theta} \) is the Choi operator of the channel \( N_{A \rightarrow B}^\theta \).

In Chapter 3, we will use the SLD and RLD Fisher information of channel families to establish Cramer–Rao bounds for parameter estimation in the sequential setting.

2.5 Multiparameter estimation

Finally, we generalize the formalism of estimating a single parameter encoded in a probability distribution, quantum state or quantum channel to their analogous multiparameter tasks.
The task of simultaneously estimating multiple parameters is a much more involved task than estimating a single parameter, both in the classical and quantum settings. However, Cramer–Rao bounds can still be constructed. A major difference when it comes to estimating multiple parameters simultaneously is that the figure of merit, which was earlier the mean-squared error (MSE) of the estimator of a single parameter, becomes the covariance matrix of the estimator of multiple parameters. That is, if the goal is to simultaneously estimate $D$ parameters, then the quantity of interest is a $D \times D$ covariance matrix. Secondly, the Fisher information is no longer a scalar quantity. It too, like the covariance matrix, takes on the form of a $D \times D$ matrix.

In the quantum case, an additional complication is that the optimal measurements for each parameter may not be compatible. Quantum multiparameter estimation has an extensive literature and a number of important recent results [Hel67, Hol72, YL73, Bel76, BBG+06, Hol11, MI11, HBDW13, YZF15, RJD16, SOCK21, AFD19, Tsa19, YPZJ19, ATD20, DGG20, FPAD20, GZJD20]. See [SBD16, ABGG20] for recent reviews on multiparameter estimation in the quantum setting.

Consider that the $D$ parameters that need to be estimated are encoded in a vector $\theta := [\theta_1, \theta_2, \ldots, \theta_D]^T$. In the classical case, the parameterized family of probability distributions of interest is $\{p_\theta\}_\theta$. As we did in the case of single parameter estimation, we will assume that the estimators used are unbiased. The covariance matrix is given by

$$\text{Cov}(\theta) := \mathbb{E} \left[ (\hat{\theta} - \theta)(\hat{\theta} - \theta)^T \right]$$

(2.5.1)

where $\hat{\theta}$ is an unbiased estimator for parameters in $\theta$.

In this thesis, we limit the study of multiparameter estimation to multiparameter Cramer–Rao bounds involving the RLD Fisher information.

### 2.5.1 Multiparameter estimation of quantum states

Suppose that there are $D$ parameters to be estimated, which are encoded in the vector $\theta := [\theta_1, \theta_2, \ldots, \theta_D]^T$. Also suppose that we have a differentiable family of quantum states $\{\rho_\theta\}_\theta$ in which the unknown parameters are encoded. We now proceed to define the RLD Fisher information matrix for this parameterized family of quantum states.

**Definition 29 (RLD Fisher information matrix of quantum states)** Let $\{\rho_\theta\}_\theta$ be a differential family of quantum states. The matrix elements of its RLD Fisher information matrix are defined as follows:

$$[\hat{I}_F(\theta; \{\rho_\theta\}_\theta)]_{j,k} := \left\{ \begin{array}{ll} \text{Tr}[(\partial_{\theta_j} \rho_\theta)\rho_\theta^{-1}(\partial_{\theta_k} \rho_\theta)] & \text{if } (\partial_{\theta_j} \rho_\theta)(\partial_{\theta_k} \rho_\theta)\Pi_{\rho_\theta}^{-1} > 0 \\ +\infty & \text{otherwise} \end{array} \right.$$  

(2.5.2)

where $\Pi_{\rho_\theta}^{-1}$ denotes the projection onto the kernel of $\rho_\theta$.

Alternatively, the RLD Fisher information matrix is defined as follows:

$$\hat{I}_F(\theta; \{\rho_\theta\}_\theta) := \sum_{j,k=1}^{D} \text{Tr}[(\partial_{\theta_j} \rho_\theta)\rho_\theta^{-1}(\partial_{\theta_k} \rho_\theta)]|j\rangle\langle k|$$  

(2.5.3)
\[
\text{Tr}_2 \left[ \sum_{j,k=1}^{D} |j\rangle \langle k| \otimes (\partial_{\theta_j} \rho_{\theta}) \rho_{\theta}^{-1} (\partial_{\theta_k} \rho_{\theta}) \right], \quad \text{(2.5.4)}
\]

where \(\text{Tr}_2[\ldots]\) refers to tracing over the second subsystem.

The RLD Fisher information matrix can then be used to establish an operator Cramer–Rao bound on the covariance matrix of any unbiased estimator of the parameters \(\theta\) [YL73]:

\[
\text{Cov}(\theta) \geq \hat{I}_F(\theta; \{\rho_{\theta}\})^{-1} \quad \text{(2.5.5)}
\]

where \(\text{Cov}(\theta)\) is the covariance matrix as defined in (2.5.1).

For evaluating the efficacy of an estimation strategy, it may be more convenient to have a single scalar Cramer–Rao bound than to use the matrix inequality provided above. Our approach to do so involves defining a scalar quantity from the RLD Fisher information matrix. This quantity is called the RLD Fisher information value, and it is defined using the help of a weight matrix \(W\). The matrix \(W\) should be positive semidefinite and have unit trace.

**Definition 30 (RLD Fisher information value of quantum states)** Let \(\{\rho_{\theta}\}_{\theta}\) be a differential family of quantum states and let \(W\) be a positive semidefinite weight matrix with unit trace. If the finiteness condition

\[
\sum_{j,k=1}^{D} \langle k| W |j\rangle (\partial_{\theta_j} \rho_{\theta}) (\partial_{\theta_k} \rho_{\theta}) \Pi_{\rho_{\theta}}^{\perp} = 0, \quad \text{(2.5.6)}
\]

where \(\Pi_{\rho_{\theta}}^{\perp}\) is the projection onto the kernel of \(\rho_{\theta}\), holds, the RLD Fisher information value is defined as

\[
\hat{I}_F(\theta; W; \{\rho_{\theta}\}) := \text{Tr}[W \hat{I}_F(\theta; \{\rho_{\theta}\})] \quad \text{(2.5.7)}
\]

\[
= \text{Tr} \left[ (W \otimes I_d) \left( \sum_{j,k=1}^{D} |j\rangle \langle k| \otimes (\partial_{\theta_j} \rho_{\theta}) \rho_{\theta}^{-1} (\partial_{\theta_k} \rho_{\theta}) \right) \right] \quad \text{(2.5.8)}
\]

\[
= \sum_{j,k=1}^{D} \langle k| W |j\rangle \text{Tr} \left[ (\partial_{\theta_j} \rho_{\theta}) \rho_{\theta}^{-1} (\partial_{\theta_k} \rho_{\theta}) \right]. \quad \text{(2.5.9)}
\]

In Chapter 4, we show how to use the RLD Fisher information value to establish scalar Cramer–Rao bounds for multiparameter quantum state estimation.

### 2.5.2 Multiparameter estimation of quantum channels

As we did for estimation of a single parameter, we extend the framework of simultaneously estimating multiple parameters of a quantum state family to the case of quantum channels. The first step is to define the RLD Fisher information value of quantum channels.
Definition 31 (RLD Fisher information value of quantum channels) For a differentiable family of quantum channels \( \{ N_{A \rightarrow B}^{\theta} \} \), if the finiteness condition

\[
\left[ \sum_{j,k=1}^{D} \langle k | W | j \rangle (\partial_{\theta_k} \Gamma_{RB}^{N_{A \rightarrow B}^{\theta}})(\partial_{\theta_j} \Gamma_{RB}^{N_{A \rightarrow B}^{\theta}}) \right] \Pi_{\Gamma_{N_{A \rightarrow B}^{\theta}}} = 0, \tag{2.5.10}
\]

holds, the RLD Fisher information value is defined as

\[
\hat{I}_{F}(\theta, W; \{ N_{A \rightarrow B}^{\theta} \}) := \sup_{\rho_{RA}} \hat{I}_{F}(\theta, W; \{ N_{A \rightarrow B}^{\theta}(\rho_{RA}) \}), \tag{2.5.11}
\]

where the optimization is with respect to every bipartite state \( \rho_{RA} \) with system \( R \) arbitrarily large. However, note that, by a standard argument, it suffices to optimize over pure states \( \psi_{RA} \) with system \( R \) isomorphic to the channel input system \( A \).

If the finiteness condition in (2.5.10) does not hold, the quantity evaluates to \( +\infty \). In the above, \( \Pi_{\Gamma_{N_{A \rightarrow B}^{\theta}}} \) is the projection onto the kernel of \( \Gamma_{RB}^{N_{A \rightarrow B}^{\theta}} \) with \( \Gamma_{RB}^{N_{A \rightarrow B}^{\theta}} \) the Choi operator of the channel \( N_{A \rightarrow B}^{\theta} \).

Further, the RLD Fisher information value of quantum channels has the following explicit form:

**Proposition 32** Let \( \{ N_{A \rightarrow B}^{\theta} \} \) be a differentiable family of quantum channels, and let \( W \) be a \( D \times D \) weight matrix. Suppose that the finiteness condition (2.5.10) holds. Then the RLD Fisher information value of quantum channels has the following explicit form:

\[
\hat{I}_{F}(\theta, W; \{ N_{A \rightarrow B}^{\theta} \}) = \left\| \sum_{j,k=1}^{D} \langle k | W | j \rangle \text{Tr}_{B}[(\partial_{\theta_j} \Gamma_{RB}^{N_{A \rightarrow B}^{\theta}})(\Gamma_{RB}^{N_{A \rightarrow B}^{\theta}})^{-1}(\partial_{\theta_k} \Gamma_{RB}^{N_{A \rightarrow B}^{\theta}})] \right\|_{\infty}. \tag{2.5.12}
\]

**Proof.** Recall that every pure state \( \psi_{RA} \) can be written as

\[
\psi_{RA} = Z_{R} \Gamma_{RA} Z_{R}^{\dagger}, \tag{2.5.13}
\]

where \( Z_{R} \) is a square operator satisfying \( \text{Tr}[Z_{R}^{\dagger} Z_{R}] = 1 \). This implies that

\[
N_{A \rightarrow B}^{\theta}(\psi_{RA}) = \psi_{RA} = N_{A \rightarrow B}^{\theta}(Z_{R} \Gamma_{RA} Z_{R}^{\dagger}) = Z_{R} N_{A \rightarrow B}^{\theta}(\Gamma_{RA}) Z_{R}^{\dagger} = Z_{R} \Gamma_{RB}^{N_{A \rightarrow B}^{\theta}} Z_{R}^{\dagger}. \tag{2.5.14}
\]

It suffices to optimize over pure states \( \psi_{RA} \) such that \( \psi_{A} > 0 \) because these states are dense in the set of all pure bipartite states. Then consider that

\[
\sup_{\psi_{RA}} \hat{I}_{F}(\theta, W; \{ N_{A \rightarrow B}^{\theta}(\psi_{RA}) \}) = \sup_{\psi_{RA}} \sum_{j,k=1}^{D} \langle k | W | j \rangle \text{Tr}[(\partial_{\theta_k} N_{A \rightarrow B}^{\theta}(\psi_{RA}))(N_{A \rightarrow B}^{\theta}(\psi_{RA}))^{-1}(\partial_{\theta_k} N_{A \rightarrow B}^{\theta}(\psi_{RA}))] \tag{2.5.17}
\]
\[\begin{align*}
&= \sup_{Z_R: \text{Tr}[Z_R^\dagger Z_R] = 1} \sum_{j,k=1}^{D} \langle k|W|j \rangle \text{Tr} \left[ (\partial_{\theta_j} Z_R \Gamma_{RB}^{\lambda} Z_R^\dagger) (Z_R \Gamma_{RB}^{\lambda} Z_R^\dagger)^{-1} (\partial_{\theta_k} Z_R \Gamma_{RB}^{\lambda} Z_R^\dagger) \right] \\
&= \sup_{Z_R: \text{Tr}[Z_R^\dagger Z_R] = 1} \sum_{j,k=1}^{D} \langle k|W|j \rangle \text{Tr} \left[ Z_R^\dagger Z_R (\partial_{\theta_j} \Gamma_{RB}^{\lambda}) (\Gamma_{RB}^{\lambda})^{-1} (\partial_{\theta_k} \Gamma_{RB}^{\lambda}) Z_R \right] \\
&= \sup_{Z_R: \text{Tr}[Z_R^\dagger Z_R] = 1} \sum_{j,k=1}^{D} \langle k|W|j \rangle \text{Tr} \left[ Z_R^\dagger Z_R (\partial_{\theta_j} \Gamma_{RB}^{\lambda}) (\Gamma_{RB}^{\lambda})^{-1} (\partial_{\theta_k} \Gamma_{RB}^{\lambda}) \right] \\
&= \sup_{Z_R: \text{Tr}[Z_R^\dagger Z_R] = 1} \text{Tr} \left[ Z_R^\dagger Z_R \sum_{j,k=1}^{D} \langle k|W|j \rangle \text{Tr}_B \left[ (\partial_{\theta_j} \Gamma_{RB}^{\lambda}) (\Gamma_{RB}^{\lambda})^{-1} (\partial_{\theta_k} \Gamma_{RB}^{\lambda}) \right] \right] \\
&= \left\| \sum_{j,k=1}^{D} \langle k|W|j \rangle \text{Tr}_B \left[ (\partial_{\theta_j} \Gamma_{RB}^{\lambda}) (\Gamma_{RB}^{\lambda})^{-1} (\partial_{\theta_k} \Gamma_{RB}^{\lambda}) \right] \right\|_\infty.
\end{align*}\]

The last equality is a consequence of the characterization of the infinity norm of a positive semi-definite operator $Y$ as $\|Y\|_\infty = \sup_{\rho > 0, \text{Tr}[\rho] = 1} \text{Tr}[Y \rho]$. \(\blacksquare\)
Chapter 3
Limits on Single Parameter Estimation of Quantum Channels

In this chapter, we present our results for estimating a single parameter encoded in an unknown quantum channel. Using the machinery developed in Chapter 2, we establish Cramer–Rao bounds which place limits on the variance of an unbiased estimator for quantum channel estimation in the sequential setting.

Our first step will be to define the amortized Fisher information of quantum channels. Amortization involves allowing for a catalyst state family to increase the Fisher information of the channel family in question, while also subtracting off the Fisher information of the catalyst state family itself. It is inspired by the notion of amortized channel divergence, introduced in [WBHK20], which has been useful to study the power of sequential strategies when processing quantum channels for a variety of distinguishability tasks. In particular, it has been used in the analysis of feedback-assisted or sequential protocols in other areas of quantum information science [B HLS03, BDGDMW17, RKB+18, KW18, BW18, DW19, WW19, FF21, WWS19]. Thus, we use the amortized Fisher information of channels to probe the power and limitations of channel estimation in the sequential setting.

The amortized Fisher information is defined for any generalized Fisher information of quantum states and channels, which we defined in Chapter 2; i.e., any Fisher information that obeys the data-processing inequality. For certain special cases, the amortized Fisher information in question undergoes what is known as an “amortization collapse”. This, in simple language, means that amortization does not increase the Fisher information undergoing the collapse, and that the amortized Fisher information is strictly equal to the Fisher information itself. We show how such an amortization collapse occurs for the SLD Fisher information of classical-quantum channels, for the root SLD Fisher information of general quantum channels, and also for the RLD Fisher information of general quantum channels.

Amortization collapses are useful from both a qualitative and technical viewpoint. Qualitatively, they can be understood as the fact that catalysis with an ancillary state family cannot increase the Fisher information of the channel family in question. Technically, they mean that in a sequential estimation strategy, the Fisher information can only increase linearly with the number of channel uses. Further, they also mean that with respect to
the quantity that undergoes the amortization collapse, parallel strategies are just as good as (the more general) sequential ones. Both of these conclusions arise by connecting the amortized Fisher information to the performance of a sequential estimation protocol, which we do by proving a meta-converse theorem in this chapter.

Finally, after establishing the amortization collapses we just mentioned and the connection between amortized Fisher information and sequential estimation protocols, we are able to establish Cramer–Rao bounds for channel estimation in the sequential setting. We derive the following three Cramer–Rao bounds:

• a Cramer–Rao bound in (3.2.21) for estimation of classical-quantum channels using the SLD Fisher information,

• a Cramer–Rao bound in (3.2.22) for estimation of general quantum channels using the SLD Fisher information, which recovers the Heisenberg scaling limit of estimation of unitary channels, and

• a Cramer–Rao bound in (3.2.23) for estimation of general quantum channels using the RLD Fisher information, which has the important corollary that if the RLD Fisher information of a channel family is finite, then Heisenberg scaling with respect to the number of channel uses is unattainable. In other words, the finiteness condition for the RLD Fisher information provides a no-go for Heisenberg scaling.

Our bounds have a number of desirable characteristics, namely that they are

• single-letter; i.e., computing them requires computing the Fisher information in question for a single channel use only, even though the bounds are applicable for $n$-round sequential protocols,

• universally applicable, in the sense that our root SLD Fisher information and RLD Fisher information bounds apply to all quantum channels, and thus encompass all admissible quantum dynamics, and

• computable via optimization problems. In particular, the RLD Fisher information bound for quantum channels admits a semi-definite program representation.

We evaluate our RLD-based Cramer–Rao bound for the task of estimating the loss and noise parameters of a generalized amplitude damping channel and compare it with an achievable SLD-based Cramer–Rao bound. Lastly, we provide optimization problem formulations for the following quantities:

• semi-definite program for the SLD Fisher information of quantum states,

• quadratically constrained optimization problem for root SLD Fisher information of quantum states,

• semi-definite program for the RLD Fisher information of quantum states,

• semi-definite program for the RLD Fisher information of quantum channels, and

• bilinear program for SLD Fisher information of quantum channels.
CHAPTER 3. LIMITS ON SINGLE PARAMETER ESTIMATION OF QUANTUM CHANNELS

3.1 Amortized Fisher information

The amortized Fisher information, like the amortized channel divergence, allows for deeper study of the power of sequential strategies for various channel processing tasks. The amortized Fisher information specifically allows for us to quantitatively evaluate the difference in power between sequential and parallel strategies for quantum channel estimation. We define it below:

Definition 33 (Amortized Fisher information of quantum channels) The amortized Fisher information of a family \( \{N^\theta_{A \rightarrow B}\} \) of quantum channels is defined as follows:

\[
I^{A}_{F}(\theta; \{N^\theta_{A \rightarrow B}\}) := \sup_{\{\rho^\theta_{RA}\}} \left[ I_F(\theta; \{N^\theta_{A \rightarrow B}(\rho^\theta_{RA})\}) - I_F(\theta; \{\rho^\theta_{RA}\}) \right],
\]

(3.1.1)

where \( I_F \) is the generalized Fisher information as defined in (2.3.33) and the supremum is with respect to arbitrary state families \( \{\rho^\theta_{RA}\} \) with unbounded reference system \( R \).

We allow for a resource at the channel input in order to help with the estimation task, but then we subtract off the value of this resource in order to account for the amount of resource that is strictly present in the channel family. Furthermore, the presence of the state \( \rho^\theta_{RA} \) whose Fisher information has been accounted for opens up the possibility that the state can, in some way, catalyze the Fisher information of the channel. We should indicate here that the amortized channel divergence of [WBHK20] is a special case of the amortized Fisher information in which the parameter \( \theta \) takes on only two values. We also remark that discriminating two quantum channels is a special case of channel estimation where the parameter \( \theta \) takes on two values.

For the sake of easy reference, we reproduce in Figure 3.1 the graphical depiction of a sequential estimation strategy from Chapter 2. An alternate way to understand the motivation behind introducing the amortized Fisher information is to consider that the goal of sequential channel estimation is to “accumulate” as much information about the parameter \( \theta \) into the state being carried forward from one channel use to the other in a sequential estimation protocol, as shown in Figure 3.1. The amortized Fisher information captures the marginal increase in Fisher information per channel use in such a scenario.
With the aid of the above qualitative reasoning and motivation, it may be simple to see that providing a catalyst state family and subtracting its Fisher information from the total, can never decrease the Fisher information of the channel in question; i.e., amortization does not decrease Fisher information.

**Proposition 34** Let \( \{N^\theta_{A \rightarrow B}\}_\theta \) be a family of quantum channels, and suppose that the underlying generalized Fisher information is weakly faithful. Then the generalized Fisher information does not exceed the amortized one:

\[
I^A_F(\theta; \{N^\theta_{A \rightarrow B}\}_\theta) \geq I_F(\theta; \{N^\theta_{A \rightarrow B}\}_\theta).
\]

**Proof.** This follows because we can always pick the input family \( \{\rho^\theta_{RA}\}_\theta \) in (3.1.1) to have no dependence on the parameter \( \theta \). Then we find that

\[
I^A_F(\theta; \{N^\theta_{A \rightarrow B}\}_\theta) \geq I_F(\theta; \{N^\theta_{A \rightarrow B}(\rho_{RA})\}_\theta) - I_F(\theta; \{\rho_{RA}\}_\theta)
\]

\[
= I_F(\theta; \{N^\theta_{A \rightarrow B}(\rho_{RA})\}_\theta),
\]

where we applied the weak faithfulness assumption to arrive at the equality. Since the inequality holds for all input states \( \rho_{RA} \), we conclude (3.1.2).

### 3.1.1 Amortization collapse

For some particular choices of the generalized Fisher information, the inequality in (3.1.2) can be reversed, which is called an “amortization collapse.” The meaning of an amortization collapse for a Fisher information quantity, as we stated earlier as well, is that the Fisher information in question cannot be increased by using a catalyst. It also means that in a sequential channel estimation task, the quantity that undergoes an amortization collapse increases linearly, at best, with the number of channel uses.

Later in the chapter, we prove Theorem 44, a meta-converse which connects sequential estimation to the amortized Fisher information. This makes an amortization collapse useful for establishing limits on the performance of sequential estimation protocols. For differentiable families \( \{N^\theta_{X \rightarrow B}\}_\theta \) of classical–quantum channels, the following equality holds for the SLD Fisher information:

\[
I^A_F(\theta; \{N^\theta_{X \rightarrow B}\}_\theta) = I_F(\theta; \{N^\theta_{X \rightarrow B}\}_\theta).
\]

Further, we show that the following equalities hold for the root SLD and the RLD Fisher informations for all differentiable families \( \{N^\theta_{A \rightarrow B}\}_\theta \) of quantum channels:

\[
\sqrt{I^A_F(\theta; \{N^\theta_{A \rightarrow B}\}_\theta)} = \sqrt{I_F(\theta; \{N^\theta_{A \rightarrow B}\}_\theta)},
\]

\[
\hat{I}^A_F(\theta; \{N^\theta_{A \rightarrow B}\}_\theta) = \hat{I}_F(\theta; \{N^\theta_{A \rightarrow B}\}_\theta).
\]

We will now provide explicit details on how we arrive at the particular amortization collapses stated above in (3.1.5), (3.1.6), and (3.1.7).
3.1.2 Amortization collapse of SLD Fisher information for classical-quantum channels

We first consider the special case of a family \(\{N^\theta_X \to B\}_\theta\) of classical–quantum channels of the following form:

\[
N^\theta_X \to B(\sigma_X) := \sum_x \langle x|\sigma_X|x\rangle X \omega^x_B, \tag{3.1.8}
\]

where \(\{|x\rangle\}_x\) is an orthonormal basis and \(\{\omega^x_B\}_x\) is a collection of states prepared at the channel output conditioned on the value of the unknown parameter \(\theta\) and on the result of the measurement of the channel input. The key aspect of these channels is that the measurement at the input is the same regardless of the value of the parameter \(\theta\). We find the following amortization collapse for these channels:

**Proposition 35** Let \(\{N^\theta_X \to B\}_\theta\) be a family of differentiable classical–quantum channels. Then the following amortization collapse occurs

\[
I_F(\theta; \{N^\theta_X \to B\}_\theta) = I_A^\theta(\theta; \{N^\theta_X \to B\}_\theta) = \sup_x I_F(\theta; \{\omega^x_B\}_\theta). \tag{3.1.9}
\]

**Proof.** If the finiteness condition in (2.4.19) does not hold, then all quantities are trivially equal to \(+\infty\). So let us suppose that the finiteness condition in (2.4.19) holds. Note that the finiteness condition is equivalent to

\[
\Pi_{\omega^x_B}^\perp(\partial_\theta \omega^x_B) \Pi_{\omega^x_B}^\perp = 0 \quad \forall x. \tag{3.1.10}
\]

First, consider that the following inequality holds

\[
I_F(\theta; \{N^\theta_X \to B\}_\theta) \geq \sup_x I_F(\theta; \{\omega^x_B\}_\theta) \tag{3.1.11}
\]

because we can input the state \(|x\rangle \langle x|_X\) to the channel \(N^\theta_X \to B\) and obtain the output state \(N^\theta_X \to B(|x\rangle \langle x|) = \omega^x_B\). Then we can optimize over \(x \in \mathcal{X}\) and obtain the bound above.

We now prove the less trivial inequality

\[
I_A^\theta(\theta; \{N^\theta_X \to B\}_\theta) \leq \sup_x I_F(\theta; \{\omega^x_B\}_\theta). \tag{3.1.12}
\]

Let \(\{\rho^\theta_{RA}\}_\theta\) be a differentiable family of quantum states. If the classical–quantum channel \(N^\theta_X \to B\) acts on \(\rho^\theta_{RA}\) (identifying \(X = A\), the output state is as follows:

\[
N^\theta_X \to B(\rho^\theta_{RA}) = \sum_x p_\theta(x) \rho^x_{RA} \otimes \omega^x_B, \tag{3.1.13}
\]

where

\[
\rho^x_{RA} := \frac{1}{p_\theta(x)} \langle x| \rho^\theta_{RA} |x\rangle_X, \quad p_\theta(x) := \text{Tr}[\langle x| \rho^\theta_{RA} |x\rangle_X]. \tag{3.1.14}
\]

Then consider that

\[
I_F(\theta; \{N^\theta_X \to B(\rho^\theta_{RA})\}_\theta)
\]
The first inequality follows from the data-processing inequality for Fisher information with respect to partial trace over the $X$ system. The second equality follows from Proposition 18. The third equality follows from the additivity of SLD Fisher information for product states (Proposition 17). The second inequality follows from the fact that the average cannot exceed the maximum. The last equality follows again from Proposition 18. The final inequality follows from the data-processing inequality under the action of the measurement channel $(\cdot) \rightarrow \sum_x |x\rangle \langle x|_X (\cdot) |x\rangle \langle x|_X$ on the state $\rho_{RA}$. Thus, the following inequality holds for an arbitrary family $\{\rho_{RA}^\theta\}_{\theta}$ of states:

$$I_F(\theta; \{\rho_{RA}^\theta\}_{\theta}) - I_F(\theta; \{\rho_{RA}^0\}_{\theta}) \leq \sup_x I_F(\theta; \{\omega_{B}^x\}_{\theta}).$$

Since the inequality in (3.1.22) holds for an arbitrary family $\{\rho_{RA}^\theta\}_{\theta}$ of states, we conclude (3.1.12). Combining (3.1.11) and (3.1.12), along with the general inequality in (3.1.2), we conclude (3.1.9).

### 3.1.3 Amortization collapse of root SLD Fisher information for general channels

Next, we show an amortization collapse for the square root of the SLD Fisher information for all quantum channels. We begin by showing that the root SLD Fisher information obeys the following chain rule inequality and then show how the amortization collapse follows as a corollary of it.

**Proposition 36 (Chain rule for root SLD Fisher information of quantum channels)**

Let $\{\rho_\theta\}_\theta$ be a differentiable family of quantum states, and let $\{\mathcal{N}_{A \to B}^\theta\}_\theta$ be a differentiable family of quantum channels. Then the following chain rule holds for the root SLD Fisher information:

$$I_{RF}(\theta; \{\mathcal{N}_{X \to B}^\theta(\rho_{RA}^\theta)\}_{\theta}) - I_{RF}(\theta; \{\rho_{RA}^\theta\}_{\theta}) \leq \sup_x I_{RF}(\theta; \{\omega_{B}^x\}_{\theta}).$$

Since the inequality in (3.1.22) holds for an arbitrary family $\{\rho_{RA}^\theta\}_{\theta}$ of states, we conclude (3.1.12). Combining (3.1.11) and (3.1.12), along with the general inequality in (3.1.2), we conclude (3.1.9).
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The root SLD Fisher information:

\[ \sqrt{I_F(\theta; \{\mathcal{N}_{A\rightarrow B}^\theta(\rho_{RA})\})} \leq \sqrt{I_F(\theta; \{\mathcal{N}_{A\rightarrow B}^\theta\})} + \sqrt{I_F(\theta; \{\rho_{RA}\})}. \] (3.1.23)

**Proof.** If the finiteness conditions in (2.3.5) and (2.4.19) do not hold, then the inequality is trivially satisfied. So let us suppose that the finiteness conditions (2.3.5) and (2.4.19) hold.

By invoking the variational representation of the root SLD Fisher information (provided later in this chapter as Proposition 49) and also Remark 24, the root SLD Fisher information of channels has the following representation as an optimization:

\[ \frac{1}{\sqrt{2}} \sqrt{I_F(\theta; \{\mathcal{N}_{A\rightarrow B}^\theta\})} = \frac{1}{\sqrt{2}} \sup_{\rho_{RA}} \sqrt{I_F(\theta; \{\mathcal{N}_{A\rightarrow B}^\theta(\rho_{RA})\})} \] (3.1.24)

\[ = \sup_{\rho_{RA}, X_{RB}} \{ \frac{1}{\sqrt{2}} \left[ \text{Tr}[X_{RB}X_{RB}^\dagger + X_{RB}^\dagger X_{RB}\mathcal{N}_{A\rightarrow B}^\theta(\rho_{RA})] \right] : \text{Tr}[(X_{RB}X_{RB}^\dagger + X_{RB}^\dagger X_{RB})\mathcal{N}_{A\rightarrow B}^\theta(\rho_{RA})] \leq 1 \} \] (3.1.25)

\[ = \sup_{\rho_{RA}, X_{RB}} \{ \frac{1}{\sqrt{2}} \left[ \text{Tr}[X_{RB}X_{RB}^\dagger + X_{RB}^\dagger X_{RB}\mathcal{N}_{A\rightarrow B}^\theta(\rho_{RA})] \right] : \text{Tr}[(X_{RB}X_{RB}^\dagger + X_{RB}^\dagger X_{RB})\mathcal{N}_{A\rightarrow B}^\theta(\rho_{RA})] \leq 1 \}. \] (3.1.26)

where the distinction between the third and last line is that \( \partial_\theta \mathcal{N}_{A\rightarrow B}^\theta(\rho_{RA}) = (\partial_\theta \mathcal{N}_{A\rightarrow B}^\theta)(\rho_{RA}) \) (i.e., for fixed \( \rho_{RA} \), the state \( \rho_{RA} \) is constant with respect to the partial derivative).

Now recall the post-selected teleportation identity from (2.2.10):

\[ \mathcal{N}_{A\rightarrow B}^\theta(\rho_{RA}) = \langle A | \Sigma_{SR}^\theta \otimes \Gamma_{SB}^\theta | A \rangle_{AS}. \] (3.1.27)

This implies that

\[ \partial_\theta(\mathcal{N}_{A\rightarrow B}^\theta(\rho_{RA})) \]

\[ = \partial_\theta(\langle A | \Sigma_{SR}^\theta \otimes \Gamma_{SB}^\theta | A \rangle_{AS}) \]

\[ = \langle A | \Sigma_{SR}^\theta \otimes \Gamma_{SB}^\theta | A \rangle_{AS} \partial_\theta(\rho_{RA}) \]

\[ = \langle A | \Sigma_{SR}^\theta \otimes \Gamma_{SB}^\theta | A \rangle_{AS} \partial_\theta(\rho_{RA}) \]

\[ = \langle A | \Sigma_{SR}^\theta \otimes \Gamma_{SB}^\theta | A \rangle_{AS} \partial_\theta(\rho_{RA}) \]

\[ = \mathcal{N}_{A\rightarrow B}^\theta(\partial_\theta \rho_{RA}) + (\partial_\theta \mathcal{N}_{A\rightarrow B}^\theta)(\rho_{RA}). \] (3.1.28)

Let \( X_{RB} \) be an arbitrary operator satisfying

\[ \text{Tr}[(X_{RB}X_{RB}^\dagger + X_{RB}^\dagger X_{RB})\mathcal{N}_{A\rightarrow B}^\theta(\rho_{RA})] \leq 1. \] (3.1.33)

Working with the left-hand side of the inequality, we find that

\[ \text{Tr}[(X_{RB}X_{RB}^\dagger + X_{RB}^\dagger X_{RB})\mathcal{N}_{A\rightarrow B}^\theta(\rho_{RA})] \]

\[ = \text{Tr}[(\mathcal{N}_{A\rightarrow B}^\theta)^\dagger(X_{RB}X_{RB}^\dagger + X_{RB}^\dagger X_{RB})\rho_{RA}] \] (3.1.34)
CHAPTER 3. LIMITS ON SINGLE PARAMETER ESTIMATION OF QUANTUM CHANNELS

\[
\geq \text{Tr}[(Z_{RA}Z_{RA}^\dagger + Z_{RA}^\dagger Z_{RA})\rho^\theta_{RA}],
\]  

(3.1.35)

where we set

\[
Z_{RA} := (\mathcal{N}^\theta_{\mathcal{A} \rightarrow \mathcal{B}})^\dagger(X_{RB}).
\]  

(3.1.36)

The equality follows because \((\mathcal{N}^\theta_{\mathcal{A} \rightarrow \mathcal{B}})^\dagger\) is the Hilbert–Schmidt adjoint of \(\mathcal{N}^\theta_{\mathcal{A} \rightarrow \mathcal{B}}\), and the inequality follows because \(\rho^\theta_{RA} \geq 0\) and

\[
(\mathcal{N}^\theta_{\mathcal{A} \rightarrow \mathcal{B}})^\dagger(X_{RB}^\dagger) (\mathcal{N}^\theta_{\mathcal{A} \rightarrow \mathcal{B}})^\dagger(X_{RB}) \leq (\mathcal{N}^\theta_{\mathcal{A} \rightarrow \mathcal{B}})^\dagger(X_{RB} X_{RB}^\dagger),
\]  

(3.1.37)

\[
(\mathcal{N}^\theta_{\mathcal{A} \rightarrow \mathcal{B}})^\dagger(X_{RB}) (\mathcal{N}^\theta_{\mathcal{A} \rightarrow \mathcal{B}})^\dagger(X_{RB}^\dagger) \leq (\mathcal{N}^\theta_{\mathcal{A} \rightarrow \mathcal{B}})^\dagger(X_{RB}^\dagger X_{RB}).
\]  

(3.1.38)

which themselves follow from the Schwarz inequality for completely positive unital maps [Bha07, Eq. (3.14)]. So we conclude that

\[
\text{Tr}[(Z_{RA}Z_{RA}^\dagger + Z_{RA}^\dagger Z_{RA}) (\rho^\theta_{RA})] \leq 1.
\]  

(3.1.39)

Then consider that

\[
|\text{Tr}[X_{RB}(\partial_\theta(\mathcal{N}^\theta_{\mathcal{A} \rightarrow \mathcal{B}}(\rho^\theta_{RA})))]| \leq \sqrt{I_F(\theta; \{\mathcal{N}^\theta_{\mathcal{A} \rightarrow \mathcal{B}}\}_\theta)}.
\]  

(3.1.40)

By applying the optimization representation (3.1.26), we find that

\[
\sqrt{2} |\text{Tr}[X_{RB}((\partial_\theta\mathcal{N}^\theta_{\mathcal{A} \rightarrow \mathcal{B}})(\rho^\theta_{RA}))]| \leq \sqrt{I_F(\theta; \{\mathcal{N}^\theta_{\mathcal{A} \rightarrow \mathcal{B}}\}_\theta)}.
\]  

(3.1.43)

(3.1.44)

Since \(X_{RB}\) is an arbitrary operator satisfying the inequality (3.1.33), we can optimize over all such operators to conclude the chain rule inequality in (3.1.23). □

We show now how the chain rule proved above leads straightforwardly to an amortization collapse for the root SLD Fisher information of channels:

Corollary 37 (Amortization collapse) Let \(\{\mathcal{N}^\theta_{\mathcal{A} \rightarrow \mathcal{B}}\}_\theta\) be a family of differentiable quantum channels. Then the following amortization collapse occurs for the root SLD Fisher information of quantum channels:

\[
\sqrt{I_F^A(\theta; \{\mathcal{N}^\theta_{\mathcal{A} \rightarrow \mathcal{B}}\}_\theta)} = \sqrt{I_F(\theta; \{\mathcal{N}^\theta_{\mathcal{A} \rightarrow \mathcal{B}}\}_\theta)}.
\]  

(3.1.46)
where
\[
\sqrt{I_F^A}(\theta; \{N_{A\to B}^\theta\}_\theta) := \sup_{\{\rho_{RA}\}_\theta} \left[ \sqrt{I_F}(\theta; \{N_{A\to B}^\theta(\rho_{RA})\}_\theta) - \sqrt{I_F}(\theta; \{\rho_{RA}\}_\theta) \right].
\]  

**Proof.** If the finiteness condition in (2.4.19) does not hold for either channel, then the equality trivially holds. So let us suppose that the finiteness condition in (2.4.19) holds. The inequality \( \geq \) follows from Proposition 34 and the fact that the root SLD Fisher information is faithful (see (2.3.12)). The opposite inequality \( \leq \) is a consequence of the chain rule from Proposition 36. Let \( \{\rho_{RA}\}_\theta \) be a family of quantum states on systems RA. Then it follows from the chain rule proved above (Proposition 36) that
\[
\sqrt{I_F}(\theta; \{N_{A\to B}^\theta(\rho_{RA})\}_\theta) - \sqrt{I_F}(\theta; \{\rho_{RA}\}_\theta) \leq \sqrt{I_F}(\theta; \{N_{A\to B}^\theta\}_\theta).
\]  

(3.1.48)

Since the family \( \{\rho_{RA}\}_\theta \) is arbitrary, we can take a supremum of the left-hand side over all such families, and conclude that
\[
\sqrt{I_F^A}(\theta; \{N_{A\to B}^\theta\}_\theta) \leq \sqrt{I_F}(\theta; \{N_{A\to B}^\theta\}_\theta).
\]  

(3.1.49)

This concludes the proof.

Further, as another corollary of the chain rule, we show that the root SLD Fisher information is subadditive with respect to serial composition of quantum channels.

**Corollary 38** Let \( \{N_{A\to B}^\theta\}_\theta \) and \( \{M_{B\to C}^\theta\}_\theta \) be differentiable families of quantum channels. Then the root SLD Fisher information of quantum channels is subadditive with respect to serial composition, in the following sense:
\[
\sqrt{I_F}(\theta; \{M_{B\to C}^\theta \circ N_{A\to B}^\theta\}_\theta) \leq \sqrt{I_F}(\theta; \{N_{A\to B}^\theta\}_\theta) + \sqrt{I_F}(\theta; \{M_{B\to C}^\theta\}_\theta).
\]  

(3.1.50)

**Proof.** If the finiteness condition in (2.4.19) does not hold for either channel, then the inequality trivially holds. So let us suppose that the finiteness condition in (2.4.19) holds for both channels. Pick an arbitrary input state \( \omega_{RA} \). Now apply Proposition 36 to find that
\[
\sqrt{I_F}(\theta; \{M_{B\to C}^\theta \circ N_{A\to B}^\theta(\omega_{RA})\}_\theta)
\leq \sqrt{I_F}(\theta; \{N_{A\to B}^\theta(\omega_{RA})\}_\theta) + \sqrt{I_F}(\theta; \{M_{B\to C}^\theta\}_\theta)
\leq \sup_{\omega_{RA}} \sqrt{I_F}(\theta; \{N_{A\to B}^\theta(\omega_{RA})\}_\theta) + \sqrt{I_F}(\theta; \{M_{B\to C}^\theta\}_\theta)
\]
\[
= \sqrt{I_F}(\theta; \{N_{A\to B}^\theta\}_\theta) + \sqrt{I_F}(\theta; \{M_{B\to C}^\theta\}_\theta).
\]  

(3.1.53)

Since the inequality holds for all input states, we conclude that
\[
\sup_{\omega_{RA}} \sqrt{I_F}(\theta; \{M_{B\to C}^\theta \circ N_{A\to B}^\theta(\omega_{RA})\}_\theta) \leq \sqrt{I_F}(\theta; \{N_{A\to B}^\theta\}_\theta) + \sqrt{I_F}(\theta; \{M_{B\to C}^\theta\}_\theta),
\]
(3.1.54)

which implies (3.1.50).
3.1.4 Amortization collapse for RLD Fisher information of general channels

Finally, we show the amortization collapse for the RLD Fisher information for quantum channels. First, we recall the following additivity relation that was established in [Hay11]:

**Proposition 39** Let \( \{N_{A \rightarrow B}^\theta\}_\theta \) and \( \{M_{C \rightarrow D}^\theta\}_\theta \) be differentiable families of quantum channels. Then the RLD Fisher information of quantum channels is additive in the following sense:

\[
\hat{I}_F(\theta; \{N_{A \rightarrow B}^\theta \otimes M_{C \rightarrow D}^\theta\}_\theta) = \hat{I}_F(\theta; \{N_{A \rightarrow B}^\theta\}_\theta) + \hat{I}_F(\theta; \{M_{C \rightarrow D}^\theta\}_\theta).
\] (3.1.55)

Just as we did for the root SLD Fisher information above, we will establish a chain rule for the RLD Fisher information that we will next use to establish the amortization collapse.

Before doing so, we need the following lemmas:

**Lemma 1** Let \( X \) be a linear operator and let \( Y \) be a positive definite operator. Then

\[
X^\dagger Y^{-1}X = \min \left\{ M : \begin{bmatrix} M & X^\dagger \\ X & Y \end{bmatrix} \geq 0 \right\},
\] (3.1.56)

where the ordering for the minimization is understood in the operator interval sense (Löwner order).

**Proof.** This is a direct consequence of the Schur complement lemma, which states that

\[
\begin{bmatrix} M & X^\dagger \\ X & Y \end{bmatrix} \geq 0 \iff Y \geq 0, \quad M \geq X^\dagger Y^{-1}X.
\] (3.1.57)

This concludes the proof. ■

**Lemma 2** (Transformer inequality) Let \( X \) be a linear square operator, let \( Y \) be a positive definite operator, and let \( L \) be a linear operator. Then

\[
LX^\dagger L^\dagger(YL^\dagger)^{-1}LXL^\dagger \leq LX^\dagger Y^{-1}X L^\dagger,
\] (3.1.58)

where the inverse on the left hand side is taken on the image of \( L \). If \( L \) is invertible, then the following equality holds

\[
LX^\dagger L^\dagger(YL^\dagger)^{-1}LXL^\dagger = LX^\dagger Y^{-1}X L^\dagger.
\] (3.1.59)

**Proof.** Fix an operator \( M \geq 0 \) satisfying

\[
\begin{bmatrix} M & X^\dagger \\ X & Y \end{bmatrix} \geq 0.
\] (3.1.60)

Since the maps \( \cdot \rightarrow L(\cdot)L^\dagger \) and \( \cdot \rightarrow (I_2 \otimes L)(\cdot)(I_2 \otimes L)^\dagger \) are positive, the condition \( M \geq 0 \) and that in (3.1.60) imply the following conditions:

\[
LML^\dagger \geq 0,
\] (3.1.61)
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\[
\begin{bmatrix}
LML^\dagger & LX^\dagger L^\dagger \\
LXL^\dagger & LY^\dagger L^\dagger 
\end{bmatrix} = (I_2 \otimes L) \begin{bmatrix} M & X^\dagger \\ X & Y \end{bmatrix} (I_2 \otimes L)^\dagger \geq 0. \tag{3.1.62}
\]

Applying Lemma 1, we conclude that

\[
LML^\dagger \geq \min \left\{ W \geq 0 : \begin{bmatrix} W & LX^\dagger L^\dagger \\
LXL^\dagger & LY^\dagger L^\dagger \end{bmatrix} \geq 0 \right\} \tag{3.1.63}
\]

\[
= LX^\dagger L^\dagger (LY^\dagger L^\dagger)^{-1} LXL^\dagger. \tag{3.1.64}
\]

Since \( M \) is an arbitrary operator that satisfies \( M \geq 0 \) and (3.1.60), we can pick it to be the smallest and set it to \( X^\dagger Y^{-1} X \). Thus we conclude (3.1.58).

If \( L \) is invertible, then consider that

\[
LX^\dagger L^\dagger (LY^\dagger L^\dagger)^{-1} LXL^\dagger = LX^\dagger L^\dagger (Y^{-1} L^{-1}) LXL^\dagger = LX^\dagger Y^{-1} XL^\dagger,
\]

so that (3.1.59) follows.

**Proposition 40 (Chain rule for RLD Fisher information of quantum channels)**

Let \( \{N^\theta_{A \rightarrow B}\}_\theta \) be a differentiable family of quantum channels, and let \( \{\rho^\theta_{RA}\}_\theta \) be a differentiable family of quantum states on systems \( RA \), with the system \( R \) of arbitrary size. Then the following chain rule holds

\[
\hat{I}_F(\theta; \{N^\theta_{A \rightarrow B}(\rho^\theta_{RA})\}_\theta) \leq \hat{I}_F(\theta; \{N^\theta_{A \rightarrow B}\}_\theta) + \hat{I}_F(\theta; \{\rho^\theta_{RA}\}_\theta). \tag{3.1.67}
\]

**Proof.** If the finiteness conditions in (2.3.10) and (2.4.20) do not hold, then the inequality is trivially satisfied. So let us suppose that the finiteness conditions (2.3.10) and (2.4.20) hold. Recall the following post-selected teleportation identity from (2.2.10):

\[
N^\theta_{A \rightarrow B}(\rho^\theta_{RA}) = \langle \Gamma|_{AS} \rho^\theta_{RA} \otimes \Gamma^N_{SB}|\Gamma\rangle_{AS}. \tag{3.1.68}
\]

Then we can write

\[
\hat{I}_F(\theta; \{N^\theta_{A \rightarrow B}(\rho^\theta_{RA})\}_\theta) = \text{Tr}[\partial_\theta N^\theta_{A \rightarrow B}(\rho^\theta_{RA})^2 (N^\theta_{A \rightarrow B}(\rho^\theta_{RA}))^{-1}] \tag{3.1.69}
\]

\[
\leq \text{Tr}[\partial_\theta (\langle \Gamma|_{AS} \rho^\theta_{RA} \otimes \Gamma^N_{SB}|\Gamma\rangle_{AS})^2 (\langle \Gamma|_{AS} \rho^\theta_{RA} \otimes \Gamma^N_{SB}|\Gamma\rangle_{AS})^{-1}] \tag{3.1.70}
\]

\[
\leq \text{Tr}[(\langle \Gamma|_{AS} \partial_\theta (\rho^\theta_{RA} \otimes \Gamma^N_{SB})|\Gamma\rangle_{AS})^2 [(\langle \Gamma|_{AS} \rho^\theta_{RA} \otimes \Gamma^N_{SB}|\Gamma\rangle_{AS})^{-1}] \tag{3.1.71}
\]

\[
\leq \text{Tr}[\langle \Gamma|_{AS} \partial_\theta (\rho^\theta_{RA} \otimes \Gamma^N_{SB}) (\rho^\theta_{RA} \otimes \Gamma^N_{SB})^{-1} (\partial_\theta (\rho^\theta_{RA} \otimes \Gamma^N_{SB}))|\Gamma\rangle_{AS}] \tag{3.1.72}
\]

\[
= \text{Tr}_{RB}[\langle \Gamma|_{AS} \partial_\theta (\rho^\theta_{RA} \otimes \Gamma^N_{SB}) (\rho^\theta_{RA} \otimes \Gamma^N_{SB})^{-1} (\partial_\theta (\rho^\theta_{RA} \otimes \Gamma^N_{SB}))|\Gamma\rangle_{AS}] \tag{3.1.73}
\]

\[
= \langle \Gamma|_{AS} \text{Tr}_{RB}[(\partial_\theta (\rho^\theta_{RA} \otimes \Gamma^N_{SB}) (\rho^\theta_{RA} \otimes \Gamma^N_{SB})^{-1} (\partial_\theta (\rho^\theta_{RA} \otimes \Gamma^N_{SB})))|\Gamma\rangle_{AS}. \tag{3.1.74}
\]

The second equality follows from applying (3.1.68), and the inequality is a consequence of the transformer inequality in Lemma 2, with

\[
L = \langle \Gamma|_{AS} \otimes I_{RB}, \tag{3.1.75}
\]
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\[ X = \partial_\theta (\rho_\theta^{\mathcal{R}_A} \otimes \Gamma_{\mathcal{S}_B}^{N_\theta}), \]
\[ Y = \rho_\theta^{\mathcal{R}_A} \otimes \Gamma_{\mathcal{S}_B}^{N_\theta}. \]  

(3.1.76)  
(3.1.77)

Now consider that

\[ \partial_\theta (\rho_\theta^{\mathcal{R}_A} \otimes \Gamma_{\mathcal{S}_B}^{N_\theta}) = (\partial_\theta \rho_\theta^{\mathcal{R}_A}) \otimes \Gamma_{\mathcal{S}_B}^{N_\theta} + \rho_\theta^{\mathcal{R}_A} \otimes (\partial_\theta \Gamma_{\mathcal{S}_B}^{N_\theta}). \]

Right multiplying this by \((\rho_\theta^{\mathcal{R}_A} \otimes \Gamma_{\mathcal{S}_B}^{N_\theta})^{-1}\) gives

\[ (\partial_\theta (\rho_\theta^{\mathcal{R}_A} \otimes \Gamma_{\mathcal{S}_B}^{N_\theta})) (\rho_\theta^{\mathcal{R}_A} \otimes \Gamma_{\mathcal{S}_B}^{N_\theta})^{-1} = (\partial_\theta \rho_\theta^{\mathcal{R}_A}) (\rho_\theta^{\mathcal{R}_A})^{-1} \otimes \Gamma_{\mathcal{S}_B}^{N_\theta} (\Gamma_{\mathcal{S}_B}^{N_\theta})^{-1} + \rho_\theta^{\mathcal{R}_A} (\rho_\theta^{\mathcal{R}_A})^{-1} \otimes (\partial_\theta \Gamma_{\mathcal{S}_B}^{N_\theta}) (\Gamma_{\mathcal{S}_B}^{N_\theta})^{-1} \]
\[ = (\partial_\theta \rho_\theta^{\mathcal{R}_A}) (\rho_\theta^{\mathcal{R}_A})^{-1} \otimes \Gamma_{\mathcal{S}_B}^{N_\theta} + \rho_\theta^{\mathcal{R}_A} \otimes (\partial_\theta \Gamma_{\mathcal{S}_B}^{N_\theta}) (\Gamma_{\mathcal{S}_B}^{N_\theta})^{-1}. \]

(3.1.78)  
(3.1.79)

Right multiplying the last line by \((\partial_\theta (\rho_\theta^{\mathcal{R}_A} \otimes \Gamma_{\mathcal{S}_B}^{N_\theta}))\) gives

\[ \left[ (\partial_\theta \rho_\theta^{\mathcal{R}_A}) (\rho_\theta^{\mathcal{R}_A})^{-1} \otimes \Gamma_{\mathcal{S}_B}^{N_\theta} + \rho_\theta^{\mathcal{R}_A} \otimes (\partial_\theta \Gamma_{\mathcal{S}_B}^{N_\theta}) (\Gamma_{\mathcal{S}_B}^{N_\theta})^{-1} \right] (\partial_\theta (\rho_\theta^{\mathcal{R}_A} \otimes \Gamma_{\mathcal{S}_B}^{N_\theta})) \]
\[ = \left[ (\partial_\theta \rho_\theta^{\mathcal{R}_A}) (\rho_\theta^{\mathcal{R}_A})^{-1} \otimes \Gamma_{\mathcal{S}_B}^{N_\theta} + \rho_\theta^{\mathcal{R}_A} \otimes (\partial_\theta \Gamma_{\mathcal{S}_B}^{N_\theta}) (\Gamma_{\mathcal{S}_B}^{N_\theta})^{-1} \right] \]
\[ \times \left[ (\partial_\theta \rho_\theta^{\mathcal{R}_A}) \otimes \Gamma_{\mathcal{S}_B}^{N_\theta} + \rho_\theta^{\mathcal{R}_A} \otimes (\partial_\theta \Gamma_{\mathcal{S}_B}^{N_\theta}) \right] \]

(3.1.80)

Since the finiteness conditions \(\Pi_{\partial_\theta \rho_\theta^{\mathcal{R}_A}} = \Pi_{\partial_\theta \rho_\theta^{\mathcal{R}_A}} = 0\) and \(\Pi_{\partial_\theta \Gamma_{\mathcal{S}_B}^{N_\theta}} = \Pi_{\partial_\theta \Gamma_{\mathcal{S}_B}^{N_\theta}} = 0\) hold, we can “add in” extra zero terms to the two middle terms above to conclude that

\[ (\partial_\theta (\rho_\theta^{\mathcal{R}_A} \otimes \Gamma_{\mathcal{S}_B}^{N_\theta})) (\rho_\theta^{\mathcal{R}_A} \otimes \Gamma_{\mathcal{S}_B}^{N_\theta})^{-1} (\partial_\theta (\rho_\theta^{\mathcal{R}_A} \otimes \Gamma_{\mathcal{S}_B}^{N_\theta})) = (\partial_\theta \rho_\theta^{\mathcal{R}_A}) (\rho_\theta^{\mathcal{R}_A})^{-1} (\partial_\theta \rho_\theta^{\mathcal{R}_A}) \otimes \Gamma_{\mathcal{S}_B}^{N_\theta} \]
\[ + 2(\partial_\theta \rho_\theta^{\mathcal{R}_A}) \otimes (\partial_\theta \Gamma_{\mathcal{S}_B}^{N_\theta}) + \rho_\theta^{\mathcal{R}_A} \otimes (\partial_\theta \Gamma_{\mathcal{S}_B}^{N_\theta}) (\Gamma_{\mathcal{S}_B}^{N_\theta})^{-1} (\partial_\theta \Gamma_{\mathcal{S}_B}^{N_\theta}). \]

(3.1.81)

Now taking the partial trace over the systems \(RB\), we find the following for each term:

\[ \text{Tr}_{RB}[(\partial_\theta \rho_\theta^{\mathcal{R}_A}) (\rho_\theta^{\mathcal{R}_A})^{-1} (\partial_\theta \rho_\theta^{\mathcal{R}_A}) \otimes \Gamma_{\mathcal{S}_B}^{N_\theta}] = \text{Tr}_R[(\partial_\theta \rho_\theta^{\mathcal{R}_A}) (\rho_\theta^{\mathcal{R}_A})^{-1} (\partial_\theta \rho_\theta^{\mathcal{R}_A})] \otimes I_S, \]

(3.1.83)

\[ \text{Tr}_{RB}[2(\partial_\theta \rho_\theta^{\mathcal{R}_A}) \otimes (\partial_\theta \Gamma_{\mathcal{S}_B}^{N_\theta})] = 2 \text{Tr}_R[(\partial_\theta \rho_\theta^{\mathcal{R}_A})] \otimes \text{Tr}_B[\partial_\theta \Gamma_{\mathcal{S}_B}^{N_\theta}] \]
\[ = 2 \text{Tr}_R[(\partial_\theta \rho_\theta^{\mathcal{R}_A})] \otimes (\partial_\theta \text{Tr}_B[\Gamma_{\mathcal{S}_B}^{N_\theta}]) \]
\[ = 2 \text{Tr}_R[(\partial_\theta \rho_\theta^{\mathcal{R}_A})] \otimes (\partial_\theta (I_S)) \]
\[ = 0, \text{ and} \]

(3.1.84)  
(3.1.85)  
(3.1.86)  
(3.1.87)

\[ \text{Tr}_{RB}[\rho_\theta^{\mathcal{R}_A} \otimes (\partial_\theta \Gamma_{\mathcal{S}_B}^{N_\theta}) (\Gamma_{\mathcal{S}_B}^{N_\theta})^{-1} (\partial_\theta \Gamma_{\mathcal{S}_B}^{N_\theta})] = \rho_\theta^{\mathcal{R}_A} \otimes \text{Tr}_B[(\partial_\theta \Gamma_{\mathcal{S}_B}^{N_\theta}) (\Gamma_{\mathcal{S}_B}^{N_\theta})^{-1} (\partial_\theta \Gamma_{\mathcal{S}_B}^{N_\theta})]. \]

(3.1.88)
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Now applying the sandwich \( \langle \Gamma |_{AS} (\cdot) | \Gamma \rangle_{AS} \), the first and last term become as follows:

\[
\langle \Gamma |_{AS} \text{Tr}_R[(\partial_\theta \rho^\theta_{RA})(\rho^\theta_{RA})^{-1}(\partial_\theta \rho^\theta_{RA})] \otimes I_S | \Gamma \rangle_{AS}
= \text{Tr}[(\partial_\theta \rho^\theta_{RA})(\rho^\theta_{RA})^{-1}(\partial_\theta \rho^\theta_{RA})]
= \text{Tr}[(\partial_\theta \rho^\theta_{RA})^2(\rho^\theta_{RA})^{-1}],
\]

and

\[
\langle \Gamma |_{AS} \rho^\theta_A \otimes \text{Tr}_B[(\partial_\theta \Gamma^\theta_{SB})(\Gamma^\theta_{SB})^{-1}(\partial_\theta \Gamma^\theta_{SB})] | \Gamma \rangle_{AS}
\]

\[
= \text{Tr}[(\rho^\theta_S)^T \text{Tr}_B[(\partial_\theta \Gamma^\theta_{SB})(\Gamma^\theta_{SB})^{-1}(\partial_\theta \Gamma^\theta_{SB})]].
\]

Plugging back into (3.1.74), we find that

\[
\langle \Gamma |_{AS} \text{Tr}_{RB}[(\partial_\theta (\rho^\theta_{RA} \otimes \Gamma^\theta_{SB})(\rho^\theta_{RA} \otimes \Gamma^\theta_{SB})^{-1}(\partial_\theta (\rho^\theta_{RA} \otimes \Gamma^\theta_{SB})] | \Gamma \rangle_{AS}
\]

\[
= \text{Tr}[(\partial_\theta \rho^\theta_{RA})^2(\rho^\theta_{RA})^{-1}] + \text{Tr}[(\rho^\theta_S)^T \text{Tr}_B[(\partial_\theta \Gamma^\theta_{SB})(\Gamma^\theta_{SB})^{-1}(\partial_\theta \Gamma^\theta_{SB})]]
\leq \text{Tr}[(\partial_\theta \rho^\theta_{RA})^2(\rho^\theta_{RA})^{-1}] + \left\| \text{Tr}_B[(\partial_\theta \Gamma^\theta_{SB})(\Gamma^\theta_{SB})^{-1}(\partial_\theta \Gamma^\theta_{SB})] \right\|_\infty
= \tilde{I}_F(\theta; \{\rho^\theta_{RA}\}) + \tilde{I}_F(\theta; \{\mathcal{N}^\theta_{A\rightarrow B}\}).
\]

This concludes the proof. ■

From the chain rule, we can make two conclusions: that amortization does not increase the RLD Fisher information of channels, and that the RLD Fisher information of channels is subadditive with respect to serial composition, or concatenation.

**Corollary 41 (Amortization collapse)** Let \( \{\mathcal{N}^\theta_{A\rightarrow B}\} \) be a differentiable family of quantum channels. Then amortization does not increase the RLD Fisher information of quantum channels, in the following sense:

\[
\tilde{I}_F^A(\theta; \{\mathcal{N}^\theta_{A\rightarrow B}\}) = \tilde{I}_F(\theta; \{\mathcal{N}^\theta_{A\rightarrow B}\}).
\]

**Proof.** If the finiteness condition in (2.4.20) does not hold, then the equality trivially holds. So let us suppose that the finiteness condition in (2.4.20) holds. The inequality \( \geq \) follows from Proposition 34 and the fact that the RLD Fisher information is faithful (see (2.3.12)). The opposite inequality \( \leq \) is a consequence of the chain rule from Proposition 40. Let \( \{\rho^\theta_{RA}\} \) be a family of quantum states on systems RA. Then it follows from the chain rule that

\[
\tilde{I}_F(\theta; \{\mathcal{N}^\theta_{A\rightarrow B}\}) - \tilde{I}_F(\theta; \{\rho^\theta_{RA}\}) \leq \tilde{I}_F(\theta; \{\mathcal{N}^\theta_{A\rightarrow B}\}).
\]

Since the family \( \{\rho^\theta_{RA}\} \) is arbitrary, we can take a supremum over the left-hand side over all such families, and conclude that

\[
\tilde{I}_F^A(\theta; \{\mathcal{N}^\theta_{A\rightarrow B}\}) \leq \tilde{I}_F(\theta; \{\mathcal{N}^\theta_{A\rightarrow B}\}).
\]

This concludes the proof. ■
Corollary 42 Let \( \{\mathcal{N}_{A\to B}^\theta\}_\theta \) and \( \{\mathcal{M}_{B\to C}^\theta\}_\theta \) be differentiable families of quantum channels. Then the RLD Fisher information of quantum channels is subadditive with respect to serial composition, in the following sense:

\[
\hat{I}_F(\theta; \{\mathcal{M}_{B\to C}^\theta \circ \mathcal{N}_{A\to B}^\theta\}_\theta) \leq \hat{I}_F(\theta; \{\mathcal{N}_{A\to B}^\theta\}_\theta) + \hat{I}_F(\theta; \{\mathcal{M}_{B\to C}^\theta\}_\theta).
\] (3.1.98)

**Proof.** If the finiteness condition in (2.4.20) does not hold for both channels, then the inequality is trivially satisfied. So let us suppose that the finiteness condition in (2.4.20) holds for both channels. Pick an arbitrary input state \( \omega_{RA} \). Now apply Proposition 40 to find that

\[
\hat{I}_F(\theta; \{\mathcal{M}_{B\to C}^\theta(\mathcal{N}_{A\to B}^\theta(\omega_{RA}))\}_\theta) \leq \hat{I}_F(\theta; \{\mathcal{N}_{A\to B}^\theta\}_\theta) + \hat{I}_F(\theta; \{\mathcal{M}_{B\to C}^\theta\}_\theta)
\] (3.1.99)

\[
\leq \sup_{\omega_{RA}} \hat{I}_F(\theta; \{\mathcal{N}_{A\to B}^\theta(\omega_{RA})\}_\theta) + \hat{I}_F(\theta; \{\mathcal{M}_{B\to C}^\theta\}_\theta)
\] (3.1.100)

\[
= \hat{I}_F(\theta; \{\mathcal{N}_{A\to B}^\theta\}_\theta) + \hat{I}_F(\theta; \{\mathcal{M}_{B\to C}^\theta\}_\theta).
\] (3.1.101)

Since the inequality holds for all input states, we conclude that

\[
\sup_{\omega_{RA}} \hat{I}_F(\theta; \{\mathcal{M}_{B\to C}^\theta(\mathcal{N}_{A\to B}^\theta(\omega_{RA}))\}_\theta) \leq \hat{I}_F(\theta; \{\mathcal{N}_{A\to B}^\theta\}_\theta) + \hat{I}_F(\theta; \{\mathcal{M}_{B\to C}^\theta\}_\theta),
\] (3.1.102)

which implies (3.1.98). □

3.2 Limits on channel estimation

The goal of this section is to provide Cramer–Rao bounds for channel estimation in the sequential setting. That is, we wish to establish lower bounds on the mean-squared error of an unbiased estimator for quantum channel estimation in the sequential setting. The main ingredient of these bounds will be the amortization collapses proved above. However, before doing so, we need to connect the amortized Fisher information to sequential estimation, which we do via a meta-converse that generalizes the related meta-converse of [WBHK20].

First, we prove the following property obeyed by any generalized Fisher information of quantum channels:

**Proposition 43** Let \( \{\mathcal{N}_{A\to B}^\theta\}_\theta \) be a family of quantum channels, and suppose that the underlying generalized Fisher information is weakly faithful and obeys the direct-sum property. Then the following inequalities hold

\[
I_F(\theta; \{\mathcal{N}_{A\to B}^\theta(\Phi_{RA})\}_\theta) \leq I_F(\theta; \{\mathcal{N}_{A\to B}^\theta\}_\theta) \leq d \cdot I_F(\theta; \{\mathcal{N}_{A\to B}^\theta(\Phi_{RA})\}_\theta),
\] (3.2.1)

where \( \Phi_{RA} \) is the maximally entangled state and \( d \) is the dimension of the channel input system \( A \).

**Proof.** The first inequality is trivial, following from the definition in (2.4.9). So we prove the second one and note that it follows from a quantum steering or remote state preparation...
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argument. Let $\psi_{RA}$ be an arbitrary pure bipartite input state. To each such state, there exists an operator $Z_R$ satisfying

$$\psi_{RA} = d \cdot Z_R \Phi_{RA} Z_R^\dagger,$$

$$\text{Tr}[Z_R^\dagger Z_R] = 1.$$  \hspace{1cm} (3.2.2)

Let $\mathcal{P}_{R \rightarrow XR}$ denote the following steering quantum channel:

$$\mathcal{P}_{R \rightarrow XR}(\omega_R) := |0\rangle\langle 0|_X \otimes Z_R \omega_R Z_R^\dagger + |1\rangle\langle 1|_X \otimes \sqrt{I_R - Z_R^\dagger Z_R} \omega_R \sqrt{I_R - Z_R^\dagger Z_R},$$  \hspace{1cm} (3.2.4)

and consider that

$$\mathcal{P}_{R \rightarrow XR}(\Phi_{RA}) = \frac{1}{d} |0\rangle\langle 0|_X \otimes \psi_{RA} + \left( 1 - \frac{1}{d} \right) |1\rangle\langle 1|_X \otimes \sigma_{RA},$$  \hspace{1cm} (3.2.5)

where

$$\sigma_{RA} := \left( 1 - \frac{1}{d} \right)^{-1} \sqrt{I_R - Z_R^\dagger Z_R} \Phi_{RA} \sqrt{I_R - Z_R^\dagger Z_R}.$$  \hspace{1cm} (3.2.6)

Then we find that

$$\mathcal{I}_F(\theta; \{\mathcal{N}_{A \rightarrow B}(\psi_{RA})\}_\theta) \geq \mathcal{I}_F(\theta; \{\mathcal{N}_{A \rightarrow B}(\sigma_{RA})\}_\theta) \geq \mathcal{I}_F(\theta; \{\mathcal{N}_{A \rightarrow B}(\psi_{RA})\}_\theta) \geq \frac{1}{d} \mathcal{I}_F(\theta; \{\mathcal{N}_{A \rightarrow B}(\psi_{RA})\}_\theta).$$  \hspace{1cm} (3.2.7)

The first inequality follows from data processing. The equality follows from (3.2.8) and the direct-sum property in (2.3.35). The last inequality follows from the assumption that $\mathcal{I}_F$ is weakly faithful, so that $\mathcal{I}_F(\theta; \{\mathcal{N}_{A \rightarrow B}(\sigma_{RA})\}_\theta) \geq 0$. Since the inequality holds for all pure bipartite states $\psi_{RA}$, we conclude the second inequality in (3.2.1).

We now have all the ingredients required to state and prove the required meta-converse:

Theorem 44 Consider a general sequential channel estimation protocol of the form discussed in Chapter 2 and reproduced in this chapter in Figure 3.1. Suppose that the generalized Fisher information $\mathcal{I}_F$ is weakly faithful. Then the following inequality holds

$$\mathcal{I}_F(\theta; \{\omega_{R_n,B_n}\}_\theta) \leq n \cdot \mathcal{I}_F^A(\theta; \{\mathcal{N}_{A \rightarrow B}\}_\theta),$$  \hspace{1cm} (3.2.12)
where $\omega_{R_n,B_n}^\theta$ is the final state of the estimation protocol in Figure 3.1, as given in (2.4.7).

**Proof.** Consider that

\[
\begin{align*}
I_F(\theta; \{\omega_{R_n,B_n}^\theta\}) \\
= I_F(\theta; \{\omega_{R_n,B_n}^\theta\}) - I_F(\theta; \{\rho_{R,A_1}\}) \\
= I_F(\theta; \{\omega_{R_n,B_n}^\theta\}) - I_F(\theta; \{\rho_{R,A_1}\}) + \sum_{i=2}^{n} (I_F(\theta; \{\rho_{R,A_i}^\theta\}) - I_F(\theta; \{\rho_{R,A_i}^\theta\})) \\
= I_F(\theta; \{\omega_{R_n,B_n}^\theta\}) - I_F(\theta; \{\rho_{R,A_1}\}) \\
+ \sum_{i=2}^{n} \left( I_F(\theta; \{\rho_{R,A_i-1}^\theta\}) - I_F(\theta; \{\rho_{R,A_i}^\theta\}) \right) \\
\leq I_F(\theta; \{\omega_{R_n,B_n}^\theta\}) - I_F(\theta; \{\rho_{R,A_1}\}) \\
+ \sum_{i=2}^{n} \left( I_F(\theta; \{\rho_{R,A_i-1}^\theta\}) - I_F(\theta; \{\rho_{R,A_i}^\theta\}) \right) \\
= \sum_{i=1}^{n} \left( I_F(\theta; \{\rho_{R,B_i}^\theta\}) - I_F(\theta; \{\rho_{R,A_i}^\theta\}) \right) \\
= \sum_{i=1}^{n} \left( I_F(\theta; \{\mathcal{N}_{A\rightarrow B}(\rho_{R,A_i}^\theta)\}) - I_F(\theta; \{\rho_{R,A_i}^\theta\}) \right) \\
\leq n \cdot \sup_{\{\rho_{R,A}^\theta\}} \left[ I_F(\theta; \{\mathcal{N}_{A\rightarrow B}(\rho_{R,A}^\theta)\}) - I_F(\theta; \{\rho_{R,A}^\theta\}) \right] \\
= n \cdot I_F^4(\theta; \{\mathcal{N}_{A\rightarrow B}\}).
\end{align*}
\]

The first equality follows from the weak faithfulness assumption and because the initial state of the protocol has no dependence on the parameter $\theta$. The inequality follows from the data-processing inequality. The other steps are straightforward manipulations. ■

### 3.2.1 SLD Fisher information limit on parameter estimation of classical-quantum channels

The first Cramer–Rao bound we provide is that for the special case of classical-quantum channels, for which we proved the amortization collapse in Proposition 35.

**Proposition 45** As a direct consequence of the QCRB in (2.3.31), the amortization collapse from Proposition 35, and the meta-converse from Theorem 44, we conclude the following bound on the MSE of an unbiased estimator $\hat{\theta}$ for classical–quantum channel families defined in (3.1.8) and for which the finiteness condition in (3.1.10) holds:

\[
\text{Var}(\hat{\theta}) \geq \frac{1}{n \sup_x I_F(\theta; \{\omega_{B}^x,\theta\})}. \quad (3.2.21)
\]

Due to the amortization collapse, there is no advantage that sequential estimation strategies bring over parallel estimation strategies for this class of channels. In fact, an
optimal parallel estimation strategy consists of picking the same optimal input letter $x$ to each channel use in order to estimate $\theta$.

### 3.2.2 SLD Fisher information limit on parameter estimation of general channels

Our next contribution is to prove a Cramer–Rao bound for sequential channel estimation of general channels using the SLD Fisher information. Here, we see how it is a consequence of the QCRB in (2.3.31), the amortization collapse from Corollary 37, and the meta-converse from Theorem 44. The bound we provide in (3.2.22) was reported recently in [YF17]. At the same time, our approach offers a technical improvement over the result of [YF17], in that the families of quantum channels to which the bound applies need only be differentiable rather than second-order differentiable, the latter being required by the approach of [YF17].

**Proposition 46** As a direct consequence of the QCRB in (2.3.31), the amortization collapse from Corollary 37, and the meta-converse from Theorem 44, we conclude the following bound on the MSE of an unbiased estimator $\hat{\theta}$ for all differentiable quantum channel families:

$$\text{Var}(\hat{\theta}) \geq \frac{1}{n^2 I_F(\theta; \{N^\theta_{A\rightarrow B}\})}.$$  

(3.2.22)

This bound thus poses a “Heisenberg” limitation on sequential estimation protocols for all differentiable quantum channel families satisfying the finiteness condition in (2.4.19). That is, in estimation tasks where the SLD Fisher information of a channel is achievable, the bound in (3.2.22) states that Heisenberg scaling of the estimator error is attainable using sequential estimation.

### 3.2.3 RLD Fisher information limit on parameter estimation of general channels

Finally, we provide a Cramer–Rao bound for sequential channel estimation using the RLD Fisher information.

**Proposition 47** As a direct consequence of the QCRB in (2.3.32), the amortization collapse from Corollary 41, and the meta-converse from Theorem 44, we conclude the following bound on the MSE of an unbiased estimator $\hat{\theta}$ for all quantum channel families $\{N^\theta_{A\rightarrow B}\}$:

$$\text{Var}(\hat{\theta}) \geq \frac{1}{n^2 I_F(\theta; \{N^\theta_{A\rightarrow B}\})}.$$  

(3.2.23)

Proposition 47 strengthens one of the results of [Hay11]. There, it was proved that the RLD Fisher information of quantum channels is a limitation for parallel estimation protocols, but Proposition 47 establishes it as a limitation for the more general sequential estimation protocols.

This bound thus poses a strong limitation on sequential estimation protocols for all differentiable quantum channel families satisfying the finiteness condition in (2.4.20). That
is, for a channel family with finite RLD Fisher information, no estimation protocol can attain Heisenberg scaling with respect to number of channel uses in the sequential setting.

3.3 Example: Estimating the parameters of the generalized amplitude damping channel

We now use the bounds established, in particular the one involving the RLD Fisher information in (3.2.23), to the example of the generalized amplitude damping channel [NC00]. This channel has been studied previously in the context of quantum estimation theory [FI03,Fuj04], where its SLD Fisher information of quantum channels was computed and analyzed. Our goal now is to compute the RLD Fisher information of this channel with respect to its parameters.

A generalized amplitude damping channel is defined in terms of its loss $\gamma \in (0, 1)$ and noise $N \in (0, 1)$ as

$$A_{\gamma,N}(\rho) := K_1 \rho K_1^\dagger + K_2 \rho K_2^\dagger + K_3 \rho K_3^\dagger + K_4 \rho K_4^\dagger,$$  \hspace{1cm} (3.3.1)  

where

$$K_1 := \sqrt{1 - N} \left( |0\rangle\langle 0| + \sqrt{1 - \gamma} |1\rangle\langle 1| \right),$$  \hspace{1cm} (3.3.2)  

$$K_2 := \sqrt{\gamma (1 - N)} |0\rangle\langle 1|,$$  \hspace{1cm} (3.3.3)  

$$K_3 := \sqrt{N} \left( \sqrt{1 - \gamma} |0\rangle\langle 0| + |1\rangle\langle 1| \right),$$  \hspace{1cm} (3.3.4)  

$$K_4 := \sqrt{\gamma N} |1\rangle\langle 0|,$$  \hspace{1cm} (3.3.5)  

where $K_1$, $K_2$, $K_3$ and $K_4$ are its Kraus operators. The Choi operator of the channel is then given by

$$\Gamma_{R_{A\gamma,N}} := (\text{id}_R \otimes A_{\gamma,N})(\Gamma_{RA})$$  \hspace{1cm} (3.3.6)  

$$= (1 - \gamma N) |00\rangle\langle 00| + \sqrt{1 - \gamma} \left( |00\rangle\langle 11| + |11\rangle\langle 00| \right) + \gamma N |01\rangle\langle 01|$$

$$+ \gamma (1 - N) |10\rangle\langle 10| + (1 - \gamma (1 - N)) |11\rangle\langle 11|$$  \hspace{1cm} (3.3.7)  

$$= \begin{bmatrix}
1 - \gamma N & 0 & 0 & \sqrt{1 - \gamma} \\
0 & \gamma N & 0 & 0 \\
0 & 0 & (1 - N) & 0 \\
\sqrt{1 - \gamma} & 0 & 0 & 1 - \gamma (1 - N)
\end{bmatrix}.$$

(3.3.8)
3.3.1 Estimating loss

The first task we study is to estimate the loss parameter $\gamma \in (0, 1)$ of a generalized amplitude damping channel. By direct evaluation, we find that

$$
\partial_\gamma \Gamma_{RB}^{A_{\gamma,N}} = \begin{bmatrix}
- N & 0 & 0 & \frac{- 1}{\sqrt{1 - \gamma}} \\
0 & N & 0 & 0 \\
0 & 0 & 1 - N & 0 \\
- \frac{1}{\sqrt{1 - \gamma}} & 0 & 0 & - (1 - N)
\end{bmatrix}.
$$

Then we evaluate the expression for the RLD Fisher information of channels in (2.4.20), which for our case with respect to parameter $\gamma$ is as follows:

$$
\hat{I}_F(\gamma; \{A_{\gamma,N}\}_\gamma) = \| \text{Tr}_B \left[ \left( \partial_\gamma \Gamma_{RB}^{A_{\gamma,N}} \right) \left( \Gamma_{RB}^{A_{\gamma,N}} \right)^{-1} \left( \partial_\gamma \Gamma_{RB}^{A_{\gamma,N}} \right) \right] \|_\infty.
$$

Using the fact that

$$
\left( \Gamma_{RB}^{A_{\gamma,N}} \right)^{-1} = \begin{bmatrix}
\frac{1 - \gamma(1 - N)}{(1 - N)N\gamma^2} & 0 & 0 & \frac{-\sqrt{1 - \gamma}}{(1 - N)N\gamma^2} \\
0 & \frac{1}{\gamma N} & 0 & 0 \\
0 & 0 & \frac{1}{\gamma(1 - N)} & 0 \\
\frac{-\sqrt{1 - \gamma}}{(1 - N)N\gamma^2} & 0 & 0 & \frac{1 - \gamma N}{(1 - N)N\gamma^2}
\end{bmatrix},
$$

we find that

$$
\text{Tr}_B \left[ \left( \partial_\gamma \Gamma_{RB}^{A_{\gamma,N}} \right) \left( \Gamma_{RB}^{A_{\gamma,N}} \right)^{-1} \left( \partial_\gamma \Gamma_{RB}^{A_{\gamma,N}} \right) \right] = \begin{bmatrix}
f_1(\gamma, N) & 0 \\
0 & f_2(\gamma, N)
\end{bmatrix},
$$

where

$$
\begin{align*}
f_1(\gamma, N) &:= \frac{(4N - 3) N + \frac{1 - N}{1 - \gamma} + 4 (1 - N) N (1 - 2N) \gamma}{4N (1 - N) \gamma^2}, \\
f_2(\gamma, N) &:= \frac{8\gamma N + \frac{1}{N} + \frac{1}{(1 - N)(1 - \gamma)} - 4 (1 + \gamma)}{4\gamma^2}.
\end{align*}
$$

Note that if $N \leq 1/2$, then $f_1(\gamma, N) \geq f_2(\gamma, N)$, while if $N > 1/2$, then $f_1(\gamma, N) < f_2(\gamma, N)$. It then follows that

$$
\hat{I}_F(\gamma; \{A_{\gamma,N}\}_\gamma) = \begin{cases}
\hat{I}_F(\gamma; \{A_{\gamma,N}\}_\gamma) & N \leq 1/2 \\
\hat{I}_F(\gamma; \{A_{\gamma,N}\}_\gamma) & N > 1/2.
\end{cases}
$$

It follows from the Cramer–Rao bound in (3.2.23) that the formula in (3.3.15) provides a fundamental limitation on any protocol that attempts to estimate the loss parameter $\gamma$. For the noise parameter $N$ equal to 0.2 and 0.45, Figure 3.2 depicts the logarithm of this bound, as well as the logarithm of the achievable bound from the SLD Fisher information of channels, corresponding to a parallel strategy that estimates $\gamma$. The RLD bound becomes better as $N$ approaches 1/2, and we find numerically that the RLD and SLD bounds coincide at $N = 1/2$. 


Figure 3.2: Comparing RLD and SLD bounds for loss estimation of a generalized amplitude damping channel
(a) Logarithm of RLD bound and achievable SLD bound versus loss $\gamma$ for noise $N = 0.2$, when estimating the loss $\gamma$. (b) Logarithm of the RLD bound and achievable SLD bound versus loss $\gamma$ for noise $N = 0.45$, when estimating the loss $\gamma$.

3.3.2 Estimating noise

Now suppose that we are interested in estimating the noise parameter $N$ of a generalized amplitude damping channel. We have that

$$\partial_N \Gamma_{RB}^{A_{\gamma,N}} = -\gamma (I_2 \otimes \sigma_Z) \quad (3.3.16)$$

where $\sigma_z$ is the $2 \times 2$ matrix diag(1, -1). From (3.3.11), we have that

$$\text{Tr}_B \left[ \left( \partial_N \Gamma_{RB}^{A_{\gamma,N}} \right) \left( \Gamma_{RB}^{A_{\gamma,N}} \right)^{-1} \right] = \begin{bmatrix} 1 - (1 - 2N)\gamma & 0 \\ 0 & (1 - N)^N \end{bmatrix}. \quad (3.3.17)$$

Thus, if $N > 1/2$, then the first entry is the maximum, whereas if $N < 1/2$, then the second one is the maximum. We can summarize this as

$$\left\| \text{Tr}_B \left[ \left( \partial_N \Gamma_{RB}^{A_{\gamma,N}} \right) \left( \Gamma_{RB}^{A_{\gamma,N}} \right)^{-1} \right] \right\|_\infty = 1 + \frac{|1 - 2N| \gamma}{(1 - N) N}, \quad (3.3.18)$$

so that

$$\hat{I}_F(N; \{A_{\gamma,N}\}) = \frac{1 + |1 - 2N| \gamma}{(1 - N) N}. \quad (3.3.19)$$

For the loss parameter $\gamma$ equal to 0.5 and 0.8, Figure 3.3 depicts the logarithm of the RLD bound, as well as the logarithm of the achievable bound from the SLD Fisher information of channels, corresponding to a parallel strategy that estimates $N$. The RLD bound becomes better as $\gamma$ approaches 1.
Figure 3.3: Comparing RLD and SLD bounds for noise estimation of a generalized amplitude damping channel
(a) Logarithm of RLD bound and achievable SLD bound versus noise $N$ for loss $\gamma = 0.5$, when estimating the noise $N$. (b) Logarithm of the RLD bound and achievable SLD bound versus noise $N$ for loss $\gamma = 0.8$, when estimating the noise $N$.

3.3.3 Estimating a phase in loss and noise

Now let us suppose that we have a combination of a coherent process and the generalized amplitude damping channel. In particular, let us suppose that a phase $\phi$ is encoded in a unitary $e^{-i\phi\sigma_Z}$, and this is followed by the generalized amplitude damping channel. Then this process is

$$A_{\phi,\gamma,N}(\rho) := A_{\gamma,N}(e^{-i\phi\sigma_Z} \rho e^{i\phi\sigma_Z}).$$

The goal is to estimate the phase $\phi$.

The Choi operator of the channel plus the phase shift is given by

$$\Gamma_{RB}^{A_{\phi,\gamma,N}} := \begin{bmatrix} 1 - \gamma N & 0 & 0 & e^{-i2\phi} \sqrt{1 - \gamma} \\ 0 & \gamma N & 0 & 0 \\ 0 & 0 & \gamma (1 - N) & 0 \\ e^{i2\phi} \sqrt{1 - \gamma} & 0 & 0 & 1 - \gamma (1 - N) \end{bmatrix},$$

and we find that

$$\partial_\phi \Gamma_{RB}^{A_{\phi,\gamma,N}} = \begin{bmatrix} 0 & 0 & 0 & -2ie^{-i2\phi} \sqrt{1 - \gamma} \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 2ie^{i2\phi} \sqrt{1 - \gamma} & 0 & 0 & 0 \end{bmatrix}.$$
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Using the fact that

\[
\left(\Gamma_{RB}^{A_\phi}\right)^{-1} = \begin{bmatrix}
\frac{1-\gamma(1-N)}{(1-N)N\gamma^2} & 0 & 0 & -e^{-2i\phi}\sqrt{1-\gamma} \\
0 & \frac{1}{\gamma(1-N)} & 0 & 0 \\
0 & 0 & \frac{1}{\gamma(1-N)} & 0 \\
e^{-2i\phi}\sqrt{1-\gamma} & 0 & 0 & \frac{1-\gamma N}{(1-N)N\gamma^2}
\end{bmatrix},
\]

(3.3.23)

we find that

\[
\text{Tr}_B \left[ (\partial_\phi \Gamma_{RB}^{A_\phi,\gamma,N}) \left(\Gamma_{RB}^{A_\phi,\gamma,N}\right)^{-1} \left(\partial_\phi \Gamma_{RB}^{A_\phi,\gamma,N}\right) \right] = \begin{bmatrix}
\frac{4(1-\gamma)(1-\gamma N)}{(1-N)N\gamma^2} & 0 \\
0 & \frac{4(1-\gamma)(1-\gamma(1-N))}{(1-N)N\gamma^2}
\end{bmatrix}.
\]

(3.3.24)

Then if \( N > 1/2 \), we have that

\[
\left\| \text{Tr}_B \left[ (\partial_\phi \Gamma_{RB}^{A_\phi,\gamma,N}) \left(\Gamma_{RB}^{A_\phi,\gamma,N}\right)^{-1} \left(\partial_\phi \Gamma_{RB}^{A_\phi,\gamma,N}\right) \right] \right\|_\infty = \frac{4(1-\gamma)(1-\gamma(1-N))}{(1-N)N\gamma^2},
\]

(3.3.25)

while if \( N \leq 1/2 \), then

\[
\left\| \text{Tr}_B \left[ (\partial_\phi \Gamma_{RB}^{A_\phi,\gamma,N}) \left(\Gamma_{RB}^{A_\phi,\gamma,N}\right)^{-1} \left(\partial_\phi \Gamma_{RB}^{A_\phi,\gamma,N}\right) \right] \right\|_\infty = \frac{4(1-\gamma)(1-\gamma N)}{(1-N)N\gamma^2}.
\]

(3.3.26)

So we conclude that

\[
\hat{I}_F(\phi; \{A_{\phi,\gamma,N}\}_\phi) = \frac{4(1-\gamma)(1-\gamma(N + (1-2N)u(2N - 1)))}{(1-N)N\gamma^2},
\]

(3.3.27)

where

\[
u(x) = \begin{cases}
1 & x > 0 \\
0 & x \leq 0
\end{cases}.
\]

(3.3.28)

For the noise parameter \( N \) equal to 0.2 and 0.45, Figure 3.4 depicts the logarithm of the RLD bound, as well as the logarithm of the achievable bound from the SLD Fisher information of channels, corresponding to a parallel strategy that estimates the phase \( \phi \) at \( \phi = 0.1 \). The RLD bound becomes better as \( \gamma \) approaches 1.

3.4 Optimization/SDP forms of Fisher information quantities

In the final section of this chapter, we provide optimization formulae for various quantities of interest in quantum estimation. In particular, we provide

- a semi-definite program for the SLD Fisher information of quantum states,
- a quadratically constrained optimization problem for the root SLD Fisher information of quantum states,
- a semi-definite program for the RLD Fisher information of quantum states,
Figure 3.4: Comparing RLD and SLD bounds for estimating a phase in the presence of a generalized amplitude damping channel
(a) Logarithm of RLD bound and achievable SLD bound versus loss $\gamma$ for noise $N = 0.2$, when estimating the phase $\phi = 0.1$. (b) Logarithm of the RLD bound and achievable SLD bound versus loss $\gamma$ for noise $N = 0.45$, when estimating the phase $\phi = 0.1$.

- a semi-definite program for the RLD Fisher information of quantum channels, and
- a bilinear program for the SLD Fisher information of quantum channels.

First, we state the following technical lemma, which we use as a tool to derive the various optimization programs in this section.

**Lemma 3** Let $K$ and $Z$ be Hermitian operators, and let $W$ be a linear operator. Then the dual of the following semi-definite program

$$\inf_M \left\{ \text{Tr}[KM] : \begin{bmatrix} M & W^\dagger \\ W & Z \end{bmatrix} \succeq 0 \right\}, \quad (3.4.1)$$

with $M$ Hermitian, is given by

$$\sup_{P,Q,R} \left\{ 2 \text{Re} (\text{Tr}[W^\dagger Q]) - \text{Tr}[ZR] : P \leq K, \begin{bmatrix} P & Q^\dagger \\ Q & R \end{bmatrix} \succeq 0 \right\}, \quad (3.4.2)$$

where $Q$ is a linear operator and $P$ and $R$ are Hermitian.

**Proof.** The standard forms of a primal and dual semi-definite program, for $A$ and $B$ Hermitian and $\Phi$ a Hermiticity-preserving map, are respectively as follows [Wat18]:

$$\inf_{Y \geq 0} \left\{ \text{Tr}[BY] : \Phi^\dagger(Y) \succeq A \right\}, \quad (3.4.3)$$

$$\sup_{X \geq 0} \left\{ \text{Tr}[AX] : \Phi(X) \succeq B \right\}, \quad (3.4.4)$$
where $\Phi^\dagger$ is the Hilbert–Schmidt adjoint of $\Phi$. Noting that
\[
\begin{bmatrix}
M & W^\dagger \\
W & Z
\end{bmatrix} \geq 0 \iff \begin{bmatrix}
M & -W^\dagger \\
-W & Z
\end{bmatrix} \geq 0 \iff \begin{bmatrix}
M & 0 \\
0 & 0
\end{bmatrix} \geq \begin{bmatrix}
0 & W^\dagger \\
W & -Z
\end{bmatrix},
\] (3.4.5)
we conclude the statement of the lemma after making the following identifications:
\[
B = K, \quad Y = M, \quad \Phi^\dagger(M) = \begin{bmatrix}
M & 0 \\
0 & 0
\end{bmatrix},
\] (3.4.6)
\[
A = \begin{bmatrix}
0 & W^\dagger \\
W & -Z
\end{bmatrix}, \quad X = \begin{bmatrix}
P & Q^\dagger \\
Q & R
\end{bmatrix}, \quad \Phi(X) = P.
\] (3.4.7)
This concludes the proof.

3.4.1 Semi-definite program for SLD Fisher information of quantum states

We begin with the SLD Fisher information of quantum states, establishing that it can be evaluated by means of a semi-definite program.

**Proposition 48** The SLD Fisher information of a differentiable family $\{\rho_\theta\}_\theta$ of states satisfying the finiteness condition in (2.3.5) can be evaluated by means of the following semi-definite program:
\[
I_F(\theta; \{\rho_\theta\}_\theta) = 2 \cdot \inf_{\mu \in \mathbb{R}} \left\{ \mu \in \mathbb{R} : \begin{bmatrix}
\mu \\
(\partial_\theta \rho_\theta \otimes I) |\Gamma\rangle \\
(\partial_\theta \rho_\theta \otimes I) |\Gamma\rangle \\
\rho_\theta \otimes I + I \otimes \rho_\theta^T
\end{bmatrix} \geq 0 \right\}.
\] (3.4.8)

The dual semi-definite program is as follows:
\[
2 \cdot \sup_{\lambda, |\varphi\rangle, Z} 2 \text{Re}[\langle \varphi | (\partial_\theta \rho_\theta \otimes I) |\Gamma\rangle] - \text{Tr}[(\rho_\theta \otimes I + I \otimes \rho_\theta^T) Z],
\] (3.4.9)
subject to $\lambda \in \mathbb{R}$, $|\varphi\rangle$ an arbitrary complex vector, $Z$ Hermitian, and
\[
\lambda \leq 1, \quad \begin{bmatrix}
\lambda \\
|\varphi\rangle \\
Z
\end{bmatrix} \geq 0.
\] (3.4.10)

**Proof.** First, we recall the following alternate expression for the SLD Fisher information given in [S18]:
\[
I_F(\theta; \{\rho_\theta\}_\theta) = 2 \sum_{j,k: \lambda_\theta^j + \lambda_\theta^k > 0} \frac{|\langle \psi^j_\theta | (\partial_\theta \rho_\theta) |\psi^k_\theta\rangle|^2}{\lambda_\theta^j + \lambda_\theta^k},
\] (3.4.11)
\[
= 2 \langle \Gamma | ((\partial_\theta \rho_\theta) \otimes I) (\rho_\theta \otimes I + I \otimes \rho_\theta^T)^{-1} ((\partial_\theta \rho_\theta) \otimes I) |\Gamma\rangle
\] (3.4.12)
\[
= 2 \left\| (\rho_\theta \otimes I + I \otimes \rho_\theta^T)^{-\frac{1}{2}} ((\partial_\theta \rho_\theta) \otimes I) |\Gamma\rangle \right\|^2_2.
\] (3.4.13)

The primal semi-definite program is a direct consequence of the formula in (3.4.12) and Lemma 1. The dual program is a consequence of Lemma 3.
3.4.2 Root SLD Fisher information of quantum states as a quadratically constrained optimization

Next, we find that the root SLD Fisher information of quantum states can be computed by means of a quadratically constrained optimization. Such an optimization problem is difficult to solve in general, but heuristic methods are available [PB17]. In any case, the particular optimization formula we find in Proposition 49 is helpful for establishing the chain rule property of the root SLD Fisher information, which we previously discussed in Section 3.1.3.

Proposition 49 Let \( \{ \rho_\theta \}_\theta \) be a differentiable family of quantum states. Then the root SLD Fisher information can be written as the following optimization:

\[
\sqrt{I_F(\theta; \{ \rho_\theta \}_\theta)} = \sqrt{2 \sup_X \{ |\text{Tr}[X(\partial_\theta \rho_\theta)]| : |\text{Tr}[(XX^\dagger + X^\dagger X)\rho_\theta]| \leq 1 \}}. \tag{3.4.14}
\]

If the finiteness condition in (2.3.5) is not satisfied, then the optimization formula evaluates to \(+\infty\).

Proof. Let us begin by supposing that the finiteness condition in (2.3.5) is satisfied (i.e., \( \Pi_{\rho_\theta}^\perp (\partial_\theta \rho_\theta) \Pi_{\rho_\theta}^\perp = 0 \)). Recall from (3.4.12) the following formula for SLD Fisher information:

\[
I_F(\theta; \{ \rho_\theta \}_\theta) = 2 \langle \Gamma | (\partial_\theta \rho_\theta \otimes I) (\rho_\theta \otimes I + I \otimes \rho_\theta^T)^{-1} (\partial_\theta \rho_\theta \otimes I) |\Gamma \rangle, \tag{3.4.15}
\]

so that

\[
\frac{1}{\sqrt{2}} \sqrt{I_F(\theta; \{ \rho_\theta \}_\theta)}
= \sqrt{\langle \Gamma | (\partial_\theta \rho_\theta \otimes I) (\rho_\theta \otimes I + I \otimes \rho_\theta^T)^{-1} (\partial_\theta \rho_\theta \otimes I) |\Gamma \rangle}
= \left\| \left( \rho_\theta \otimes I + I \otimes \rho_\theta^T \right)^{-\frac{1}{2}} (\partial_\theta \rho_\theta \otimes I) |\Gamma \rangle \right\|_2 \tag{3.4.16}
= \sup_{|\psi\rangle: \||\psi\rangle\|_2 = 1} \left| \langle \psi | \left( \rho_\theta \otimes I + I \otimes \rho_\theta^T \right)^{-\frac{1}{2}} (\partial_\theta \rho_\theta \otimes I) |\Gamma \rangle \right|. \tag{3.4.17}
\]

Observe that the projection onto the support of \( \rho_\theta \otimes I + I \otimes \rho_\theta^T \) is

\[
\Pi_{\rho_\theta} \otimes \Pi_{\rho_\theta}^T + \Pi_{\rho_\theta}^\perp \otimes \Pi_{\rho_\theta}^T + \Pi_{\rho_\theta} \otimes \Pi_{\rho_\theta}^T = I \otimes I - \Pi_{\rho_\theta} \otimes \Pi_{\rho_\theta}^T. \tag{3.4.18}
\]

Thus, it suffices to optimize over \( |\psi\rangle \) satisfying

\[
|\psi\rangle = (I \otimes I - \Pi_{\rho_\theta}^\perp \otimes \Pi_{\rho_\theta}^T) |\psi\rangle \tag{3.4.19}
\]

because

\[
\left( \rho_\theta \otimes I + I \otimes \rho_\theta^T \right)^{-\frac{1}{2}} (\partial_\theta \rho_\theta \otimes I) |\Gamma \rangle
= (I \otimes I - \Pi_{\rho_\theta}^\perp \otimes \Pi_{\rho_\theta}^T) \left( \rho_\theta \otimes I + I \otimes \rho_\theta^T \right)^{-\frac{1}{2}} (\partial_\theta \rho_\theta \otimes I) |\Gamma \rangle. \tag{3.4.20}
\]
Now define
\[
|\psi'\rangle := \left(\rho_\theta \otimes I + I \otimes \rho_\theta^T \right)^{\frac{1}{2}} |\psi\rangle, \tag{3.4.22}
\]
which implies that
\[
|\psi\rangle = (I \otimes I - \Pi_{\rho_\theta}^+ \otimes \Pi_{\rho_\theta}^{I+}) |\psi\rangle = \left(\rho_\theta \otimes I + I \otimes \rho_\theta^T \right)^{\frac{1}{2}} |\psi'\rangle, \tag{3.4.23}
\]
because \( I \otimes I - \Pi_{\rho_\theta}^+ \otimes \Pi_{\rho_\theta}^{I+} \) is the projection onto the support of \( \rho_\theta \otimes I + I \otimes \rho_\theta^T \). Thus, the following equivalence holds
\[
|||\psi||\|_2 = 1 \iff \left\| \left(\rho_\theta \otimes I + I \otimes \rho_\theta^T \right)^{\frac{1}{2}} |\psi'\rangle \right\|_2 = 1 \tag{3.4.24}
\]
\[
\iff \langle \psi' | \left(\rho_\theta \otimes I + I \otimes \rho_\theta^T \right)^{\frac{1}{2}} |\psi'\rangle = 1. \tag{3.4.25}
\]

Now fix the operator \( X \) such that
\[
|\psi'\rangle = (X \otimes I) |\Gamma\rangle. \tag{3.4.26}
\]

Then the last condition above is the same as the following:
\[
1 = \langle \Gamma | \left( X^\dagger \otimes I \right) \left( \rho_\theta \otimes I + I \otimes \rho_\theta^T \right) (X \otimes I) |\Gamma\rangle \tag{3.4.27}
\]
\[
= \langle \Gamma | \left( X^\dagger \rho_\theta X \otimes I + X^\dagger X \otimes \rho_\theta^T \right) |\Gamma\rangle \tag{3.4.28}
\]
\[
= \langle \Gamma | \left( X^\dagger \rho_\theta X \otimes I + X^\dagger X \rho_\theta \otimes I \right) |\Gamma\rangle \tag{3.4.29}
\]
\[
= \text{Tr}[X^\dagger \rho_\theta X] + \text{Tr}[X^\dagger X \rho_\theta] \tag{3.4.30}
\]
\[
= \text{Tr}[(XX^\dagger + X^\dagger X) \rho_\theta], \tag{3.4.31}
\]

where we used (2.2.8) and (2.2.9) from Chapter 2. So then the optimization problem in (3.4.18) is equal to the following:
\[
\sup_{X: \text{Tr}[(XX^\dagger + X^\dagger X) \rho_\theta] = 1} \langle \Gamma | (X \otimes I) (\partial_\theta \rho_\theta \otimes I) |\Gamma\rangle = \sup_{X: \text{Tr}[(XX^\dagger + X^\dagger X) \rho_\theta] = 1} \langle \Gamma | (X (\partial_\theta \rho_\theta) \otimes I) |\Gamma\rangle \tag{3.4.32}
\]
\[
= \sup_{X: \text{Tr}[(XX^\dagger + X^\dagger X) \rho_\theta] = 1} \left\{ \text{Tr}[X (\partial_\theta \rho_\theta)] \right\} = \text{Tr}[(XX^\dagger + X^\dagger X) \rho_\theta] = 1 \right\}, \tag{3.4.33}
\]

where again we used (2.2.9). Now suppose that \( \text{Tr}[(XX^\dagger + X^\dagger X) \rho_\theta] = c \), with \( c \in (0,1) \). Then we can multiply \( X \) by \( \sqrt{1/c} \), and the new operator satisfies the equality constraint while the value of the objective function increases. So we can write
\[
\sqrt{1/c} F(\theta; \{\rho_\theta\}) = \sqrt{2} \sup_{X} \left\{ \text{Tr}[X (\partial_\theta \rho_\theta)] : \text{Tr}[(XX^\dagger + X^\dagger X) \rho_\theta] \leq 1 \right\}. \tag{3.4.34}
\]

Finally, in this form, note that we can trivially include \( X = 0 \) as part of the optimization because it leads to a generally suboptimal value of zero for the objective function.

Suppose that \( \Pi_{\rho_\theta}^\perp (\partial_\theta \rho_\theta) \Pi_{\rho_\theta}^\perp \neq 0 \). Then we can pick \( X = c \Pi_{\rho_\theta}^\perp + dI \) where \( c,d > 0 \) and
We find that
\[ \text{Tr}[(XX^\dagger + X^\dagger X)\rho_\theta] = 2 \text{Tr}[(c\Pi_{\rho_\theta}^\perp + dI)^2 \rho_\theta] \]
\[ = 2 \text{Tr}[(c^2 + 2cd) \Pi_{\rho_\theta}^\perp + d^2 I) \rho_\theta] \]
\[ = 2d^2 = 1. \] (3.4.35)
for this case, so that the constraint in (3.4.14) is satisfied. The objective function then evaluates to
\[ |\text{Tr}[X(\partial_\theta \rho_\theta)]| = |\text{Tr}[c\Pi_{\rho_\theta}^\perp + dI (\partial_\theta \rho_\theta)]| \]
\[ = |c \text{Tr}[\Pi_{\rho_\theta}^\perp (\partial_\theta \rho_\theta)] + d \text{Tr}[\partial_\theta \rho_\theta]| \]
\[ = c |\text{Tr}[\Pi_{\rho_\theta}^\perp (\partial_\theta \rho_\theta)]|. \] (3.4.38)

Then we can pick \( c > 0 \) arbitrarily large to get that (3.4.14) evaluates to \(+\infty\) in the case that \( \Pi_{\rho_\theta}^\perp (\partial_\theta \rho_\theta) \Pi_{\rho_\theta}^\perp \neq 0. \)

### 3.4.3 Semi-definite programs for RLD Fisher information of quantum states and channels

First we give a semi-definite program for the RLD Fisher information of quantum states:

**Proposition 50** The RLD Fisher information of a differentiable family \( \{\rho_\theta\}_\theta \) of states satisfying the support condition in (2.3.10) can be evaluated by means of the following semi-definite program:

\[ \hat{I}_F(\theta; \{\rho_A^\theta\}) = \inf \{ \text{Tr}[M] : M \geq 0, \left[ M \partial_\theta \rho_\theta \rho_\theta \right] \geq 0 \}. \] (3.4.41)

The dual semi-definite program is as follows:

\[ \sup_{X,Y,Z} 2 \text{Re}[\text{Tr}[Y(\partial_\theta \rho_\theta)]] - \text{Tr}[Z\rho_\theta], \] (3.4.42)

subject to \( X \) and \( Y \) being Hermitian and

\[ X \leq I, \quad \begin{bmatrix} X & Y^\dagger \\ Y & Z \end{bmatrix} \geq 0. \] (3.4.43)

**Proof.** The primal semi-definite program is a direct consequence of the formula of the RLD Fisher information in (2.3.10) and Lemma 1. The dual program is found by applying Lemma 3.

Using the explicit formula of the RLD Fisher information of quantum channels as defined in (2.4.20), we find the following semi-definite program for the RLD Fisher information of quantum channels:

**Proposition 51** Let \( \{N_{A\rightarrow B}^\theta\}_\theta \) be a differentiable family of quantum channels such that the support condition in (2.4.20) holds. Then the RLD Fisher information of quantum
channels can be calculated by means of the following semi-definite program:

\[ \hat{I}_F(\theta; \{N^\theta_{A\rightarrow B}\}_\theta) = \inf \lambda \in \mathbb{R}^+; \]

subject to

\[ \lambda I_R \geq \text{Tr}_B[M_{RB}], \quad \begin{bmatrix} M_{RB} & \partial_\theta \Gamma^N_{RB} \\ \partial_\theta \Gamma^N_{RB} & \Gamma^N_{RB} \end{bmatrix} \geq 0. \]

The dual program is given by

\[ \sup_{\rho_R \geq 0, P_{RB}, Z_{RB}, Q_{RB}} 2 \text{Re}[\text{Tr}[Z_{RB}(\partial_\theta \Gamma^N_{RB})]] - \text{Tr}[Q_{RB} \Gamma^N_{RB}], \]

subject to

\[ \text{Tr} [\rho_R] \leq 1, \quad \begin{bmatrix} P_{RB} & Z_{RB}^\dagger \\ Z_{RB} & Q_{RB} \end{bmatrix} \geq 0, \quad P_{RB} \leq \rho_R \otimes I_B. \]

**Proof.** The form of the primal program follows directly from (2.4.20), Lemma 1, and from the following characterization of the infinity norm of a positive semi-definite operator \( W \):

\[ \|W\|_\infty = \inf \{ \lambda \geq 0 : W \leq \lambda I \}. \]

To arrive at the dual program, we use the standard forms of primal and dual semi-definite programs for Hermitian operators \( A \) and \( B \) and a Hermiticity-preserving map \( \Phi \) [Wat18]:

\[ \sup_{X \geq 0} \{ \text{Tr}[AX] : \Phi(X) \leq B \}, \quad \inf_{Y \geq 0} \{ \text{Tr}[BY] : \Phi^\dagger(Y) \geq A \}. \]

From (3.4.44)–(3.4.45), we identify

\[ B = \begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix}, \quad Y = \begin{bmatrix} \lambda & 0 \\ 0 & M_{RB} \end{bmatrix}, \quad \Phi^\dagger(Y) = \begin{bmatrix} \lambda I_R - \text{Tr}_B[M_{RB}] & 0 & 0 \\ 0 & 0 & M_{RB} \\ 0 & 0 & 0 \end{bmatrix}, \]

\[ A = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & -\partial_\theta \Gamma^N_{RB} \\ 0 & -\partial_\theta \Gamma^N_{RB} & -\Gamma^N_{RB} \end{bmatrix}. \]

Setting

\[ X = \begin{bmatrix} \rho_R & 0 & 0 \\ 0 & P_{RB} & Z_{RB}^\dagger \\ 0 & Z_{RB} & Q_{RB} \end{bmatrix}, \]

we find that

\[ \text{Tr}[X \Phi^\dagger(Y)] = \text{Tr} \left[ \begin{bmatrix} \rho_R & 0 & 0 \\ 0 & P_{RB} & Z_{RB}^\dagger \\ 0 & Z_{RB} & Q_{RB} \end{bmatrix} \begin{bmatrix} \lambda I_R - \text{Tr}_B[M_{RB}] & 0 & 0 \\ 0 & 0 & M_{RB} \\ 0 & 0 & 0 \end{bmatrix} \right] \]

\[ = \text{Tr}[\rho_R(\lambda I_R - \text{Tr}_B[M_{RB}])] + \text{Tr}[P_{RB}M_{RB}] \]
\[ = \lambda \text{Tr}[\rho_R] + \text{Tr}[(P_{RB} - \rho_R \otimes I_B) M_{RB}] \]  
\[ = \text{Tr} \left[ \begin{bmatrix} \lambda & 0 \\ 0 & M_{RB} \end{bmatrix} \begin{bmatrix} \text{Tr}[\rho_R] & 0 \\ 0 & P_{RB} - \rho_R \otimes I_B \end{bmatrix} \right], \]  
which implies that
\[ \Phi(X) = \begin{bmatrix} \text{Tr}[\rho_R] & 0 \\ 0 & P_{RB} - \rho_R \otimes I_B \end{bmatrix}. \]  

Then plugging into the left-hand side of (3.4.49), we find that the dual is given by
\[ \sup_{\rho_R, P_{RB}, Z_{RB}, Q_{RB}} \text{Tr} \left[ \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & -\partial_{\theta} \Gamma_{RB}^{N_{A \rightarrow B}} \\ 0 & -\partial_{\theta} \Gamma_{RB}^{N_{A \rightarrow B}} & -\Gamma_{RB}^{N_{A \rightarrow B}} \end{bmatrix} \begin{bmatrix} W_R & 0 & 0 \\ 0 & P_{RB} & Z_{RB}^\dagger \\ 0 & Z_{RB} & Q_{RB} \end{bmatrix} \right], \]  
subject to
\[ \begin{bmatrix} \rho_R & 0 & 0 \\ 0 & P_{RB} & Z_{RB}^\dagger \\ 0 & Z_{RB} & Q_{RB} \end{bmatrix} \geq 0, \quad \begin{bmatrix} \text{Tr}[\rho_R] & 0 \\ 0 & P_{RB} - \rho_R \otimes I_B \end{bmatrix} \leq \begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix}. \]  

Upon making the swap \( Z_{RB} \rightarrow -Z_{RB} \), which does not change the optimal value, and simplifying, we find the following form:
\[ \sup_{\rho_R \geq 0, P_{RB}, Z_{RB}, Q_{RB}} 2 \text{Re}[\text{Tr}[Z_{RB}(\partial_{\theta} \Gamma_{RB}^{N_{A \rightarrow B}})]] - \text{Tr}[Q_{RB} \Gamma_{RB}^{N_{A \rightarrow B}}], \]  
subject to
\[ \text{Tr}[\rho_R] \leq 1, \quad \begin{bmatrix} P_{RB} & -Z_{RB}^\dagger \\ -Z_{RB} & Q_{RB} \end{bmatrix} \geq 0, \quad P_{RB} \leq \rho_R \otimes I_B. \]  
Then we note that
\[ \begin{bmatrix} P_{RB} & -Z_{RB}^\dagger \\ -Z_{RB} & Q_{RB} \end{bmatrix} \geq 0 \iff \begin{bmatrix} P_{RB} & Z_{RB}^\dagger \\ Z_{RB} & Q_{RB} \end{bmatrix} \geq 0 \]  
This concludes the proof. 

### 3.4.4 Bilinear program for SLD Fisher information of quantum channels

Finally, we provide a bilinear program for the SLD Fisher information of quantum channels. To do so, we use Proposition 48 and a number of subsequent manipulations:

**Proposition 52** The SLD Fisher information of a differentiable family \( \{N_{A \rightarrow B}^\theta \} \) of channels satisfying the finiteness condition in (2.4.19) can be evaluated by means of the following bilinear program:

\[ I_F(\theta; \{N_{A \rightarrow B}^\theta \}) = \]
\[
2 \sup_{\lambda, |\varphi\rangle_{RBR'}, W_{RBR'}', Y_R, \sigma_R} \left( 2 \text{Re}[\langle \varphi |_{RBR'} (\partial_\theta \Gamma^N_{RB}) |\Gamma\rangle_{RR'BB'}] - \text{Tr}[Y_R \Phi(W_{RBR'}')] \right) \tag{3.4.63}
\]

subject to

\[
\sigma_R \geq 0, \quad \text{Tr}[\sigma_R] = 1, \quad \lambda \leq 1, \quad \frac{\lambda}{2} \langle \varphi |_{RBR'} W_{RBR'}' \rangle \geq 0, \quad \sigma_R I_R Y_R \geq 0. \tag{3.4.64}
\]

where

\[
|\Gamma\rangle_{RR'BB'} := |\Gamma\rangle_{RR'} \otimes |\Gamma\rangle_{BB'}, \tag{3.4.65}
\]

\[
\Phi(W_{RBR'}') := (\text{Tr}_{BR'}[\Gamma^N_{RB} (F_{RR'} \otimes F_{BB'}) W_{RBR'}'] (F_{RR'} \otimes F_{BB'})^T + \text{Tr}_{BR'}[\Gamma^N_{RB}'^T W_{RBR'}']) , \tag{3.4.66}
\]

and \( F_{RR'} \) is the flip or swap operator that swaps systems \( R \) and \( R' \), with a similar definition for \( F_{BB'} \) but for \( B \) and \( B' \).

The optimization above is a jointly constrained semi-definite bilinear program [HKT20] because the variables \( Y_R \) and \( W_{RBR'}' \) are operators involved in the optimization and they multiply each other in the last expression in (3.4.63). This kind of optimization can be approached with a heuristic “seesaw” method, and more advanced methods are available in [HKT20].

**Proof.** Recall that the Fisher information of channels is defined as the following optimization over pure state inputs:

\[
I_F(\theta; \{\mathcal{N}^\theta_{A\rightarrow B}\}) = \sup_{\psi_{RA}} I_F(\theta; \{\mathcal{N}^\theta_{A\rightarrow B}(\psi_{RA})\}). \tag{3.4.67}
\]

It suffices to optimize over pure state inputs \( \psi_{RA} \) such that the reduced state \( \psi_R > 0 \), because this set is dense in the set of all pure bipartite states. Now consider a fixed input state \( \psi_{RA} \), and recall that it can be written as follows:

\[
\psi_{RA} = Z_R \Gamma_{RA} Z^\dagger_R, \tag{3.4.68}
\]

where \( Z_R \) is an invertible operator satisfying \( \text{Tr}[Z_R^\dagger Z_R] = 1 \). Then the output state is as follows:

\[
\omega^\theta_{RB} := \mathcal{N}^\theta_{A\rightarrow B}(\psi_{RA}) = Z_R \Gamma_{RB}^N Z^\dagger_R, \tag{3.4.69}
\]

and we find that

\[
\frac{1}{2} I_F(\theta; \{\mathcal{N}^\theta_{A\rightarrow B}(\psi_{RA})\}) = \inf \left\{ \mu : \left[ \Gamma_{RR'BB'}^N (\partial_\theta \omega^\theta_{RB} \otimes I_{R'B'}) \omega^\theta_{RB} \otimes I_{R'B'} + \omega^\theta_{RB} \otimes I_{R'B'} (\omega^\theta_{R'B'})^T \right] \geq 0 \right\}, \tag{3.4.70}
\]

by applying Proposition 48.
Now consider that
\[
\begin{bmatrix}
\rho_{\theta}^{\mu} \\
\left(\partial_{\theta} \omega_{RB}^{\theta} \otimes I_{RB}^{\theta}\right) |\Gamma\rangle_{RB'BB'} \\
\left(\partial_{\theta} \omega_{RB}^{\theta} \otimes I_{RB}^{\theta} + I_{RB} \otimes (\omega_{RB}^{\theta})^{T}\right)
\end{bmatrix}
\]
\[
= \begin{bmatrix}
\mu \\
\left(\partial_{\theta} \omega_{RB}^{\theta} \otimes I_{RB}^{\theta}\right) |\Gamma\rangle_{RB'BB'} \\
\left(\partial_{\theta} \omega_{RB}^{\theta} \otimes I_{RB}^{\theta} + I_{RB} \otimes (\omega_{RB}^{\theta})^{T}\right)
\end{bmatrix}
\begin{bmatrix}
\left(\partial_{\theta} \omega_{RB}^{\theta} \otimes I_{RB}^{\theta}\right) (\sigma_{R}^{-1} \otimes I_{B} \otimes (\Gamma_{RB}^{\theta})^{T}) \\
\left(\partial_{\theta} \omega_{RB}^{\theta} \otimes I_{RB}^{\theta} + I_{RB} \otimes (\omega_{RB}^{\theta})^{T}\right)
\end{bmatrix}
\times
\begin{bmatrix}
1 & 0 \\
0 & Z_{R} \otimes I_{B} \otimes Z_{RB} \otimes I_{B'}
\end{bmatrix}
\]
\begin{equation}
(3.4.71)
\end{equation}
where we define
\[
\sigma_{R} := Z_{R}^{\dagger} Z_{R},
\end{equation}
and we applied the following observations:
\begin{align}
\left(\partial_{\theta} \omega_{RB}^{\theta} \otimes I_{RB}^{\theta}\right) (\sigma_{R}^{-1} \otimes I_{B} \otimes (\Gamma_{RB}^{\theta})^{T}) &= \left(\partial_{\theta} \omega_{RB}^{\theta} \otimes I_{RB}^{\theta}\right) |\Gamma\rangle_{RB'BB'} \\
= \left(\partial_{\theta} \omega_{RB}^{\theta} \otimes I_{RB}^{\theta}\right) |\Gamma\rangle_{RB'BB'} & (3.4.74) \\
= \left(\partial_{\theta} \omega_{RB}^{\theta} \otimes I_{RB}^{\theta}\right) |\Gamma\rangle_{RB'BB'} & (3.4.75)
\end{align}
\begin{equation}
(3.4.72)
\end{equation}
\begin{align}
Z_{R} \Gamma_{RB}^{\theta} Z_{R}^{\dagger} \otimes I_{RB}^{\theta} + I_{RB} \otimes Z_{RB} (\Gamma_{RB}^{\theta})^{T} Z_{RB}^{T} & \\
= Z_{R} \Gamma_{RB}^{\theta} Z_{R}^{\dagger} \otimes Z_{RB}^{\dagger} (Z_{RB}^{\dagger})^{-1} (Z_{RB}^{T})^{-1} Z_{RB}^{T} \otimes I_{B'} & (3.4.76) \\
+ Z_{R} (Z_{R})^{-1} (Z_{R}^{\dagger})^{-1} Z_{R}^{\dagger} \otimes I_{B} \otimes Z_{RB} (\Gamma_{RB}^{\theta})^{T} Z_{RB}^{T} \\
= Z_{R} \Gamma_{RB}^{\theta} Z_{R}^{\dagger} \otimes Z_{RB}^{\dagger} (Z_{RB}^{\dagger})^{-1} (Z_{RB}^{T})^{-1} Z_{RB}^{T} \otimes I_{B'} & (3.4.77) \\
= \left(\partial_{\theta} \omega_{RB}^{\theta} \otimes I_{RB}^{\theta}\right) |\Gamma\rangle_{RB'BB'} & (3.4.78) \\
	imes (Z_{R} \otimes I_{B} \otimes Z_{RB} \otimes I_{B'}^{\dagger})
\end{align}
Since the first matrix in (3.4.71)–(3.4.72) above is positive semi-definite if and only if the
last one is, the semi-definite program in (3.4.70) becomes as follows:

\[
\inf \left\{ \mu : \left( \frac{\mu}{\Gamma_{RR'BB'}^{(\partial_{\theta}\Gamma_{RB}^{N})}} \Gamma_{RR'BB'}^{(\partial_{\theta}\Gamma_{RB}^{N})} \otimes I_{R'B'} - \Gamma_{RB}^{N} \otimes \sigma_{R'}^{-1} \otimes I_{B'} + \sigma_{R}^{-1} \otimes I_{B} \otimes (\Gamma_{R'B'}^{N})^T \right) \geq 0 \right\}.
\]

(3.4.80)

By invoking Lemma 3, the dual of this program is given by

\[
\sup_{\lambda, |\varphi\rangle_{RR'B'B'}: W_{RR'B'B'}} 2 \text{Re}[(\varphi|_{RR'B'B'}(\partial_{\theta}\Gamma_{RB}^{N})|\Gamma\rangle_{RR'BB'})]
- \text{Tr}[(\Gamma_{RR'}^{N} \otimes \sigma_{R'}^{-T} \otimes I_{B'} + \sigma_{R}^{-1} \otimes I_{B} \otimes (\Gamma_{R'B'}^{N})^T)W_{RBR'B'}^{R'B'}]
\]

subject to

\[
\lambda \leq 1, \quad \begin{bmatrix} \lambda & \langle \varphi |_{RBR'B'} \\ W_{RBR'B'} \end{bmatrix} \geq 0.
\]

(3.4.82)

Strong duality holds, so that (3.4.81) is equal to (3.4.80), because we are free to choose values \( \lambda, |\varphi\rangle_{RBR'B'} \), and \( W_{RBR'B'} \) such that the constraints in (3.4.82) are strict. Employing the unitary swap operators \( F_{RR'} \) and \( F_{BB'} \), we can rewrite the second term in the objective function as follows:

\[
\text{Tr}[(\Gamma_{RB}^{N} \otimes \sigma_{R'}^{-T} \otimes I_{B'} + \sigma_{R}^{-1} \otimes I_{B} \otimes (\Gamma_{R'B'}^{N})^T)W_{RBR'B'}^{R'B'}]
\]

(3.4.83)

\[
= \text{Tr}[(\Gamma_{RB}^{N} \otimes \sigma_{R'}^{-T} \otimes I_{B'})W_{RBR'B'}^{R'B'}] + \text{Tr}[(\sigma_{R}^{-1} \otimes I_{B} \otimes (\Gamma_{R'B'}^{N})^T)W_{RBR'B'}^{R'B'}]
\]

(3.4.84)

\[
= \text{Tr}[(F_{RR'} \otimes F_{BB'}) (\sigma_{R'}^{-T} \otimes I_{B'} \otimes \Gamma_{R'B'}^{N}) (F_{RR'} \otimes F_{BB'}) W_{RBR'B'}^{R'B'}]
+ \text{Tr}[\sigma_{R}^{-1} \text{Tr}_{BR'B'}^{B}[((\Gamma_{R'B'}^{N})^T W_{RBR'B'}^{R'B'})]
\]

(3.4.85)

\[
= \text{Tr}[(\sigma_{R}^{-T} \otimes I_{B} \otimes \Gamma_{R'B'}^{N}) (F_{RR'} \otimes F_{BB'}) W_{RBR'B'}^{R'B'} (F_{RR'} \otimes F_{BB'})]
+ \text{Tr}[\sigma_{R}^{-1} \text{Tr}_{BR'B'}^{B}[((\Gamma_{R'B'}^{N})^T W_{RBR'B'}^{R'B'})]
\]

(3.4.86)

\[
= \text{Tr}[\sigma_{R}^{-T} \text{Tr}_{BR'B'}^{B}[\Gamma_{R'B'}^{N} (F_{RR'} \otimes F_{BB'}) W_{RBR'B'}^{R'B'} (F_{RR'} \otimes F_{BB'})]]
+ \text{Tr}[\sigma_{R}^{-1} \text{Tr}_{BR'B'}^{B}[((\Gamma_{R'B'}^{N})^T W_{RBR'B'}^{R'B'})]
\]

(3.4.87)

\[
= \text{Tr}[\sigma_{R}^{-1} \text{Tr}_{BR'B'}^{B}[\Gamma_{R'B'}^{N} (F_{RR'} \otimes F_{BB'}) W_{RBR'B'}^{R'B'} (F_{RR'} \otimes F_{BB'})]]
+ \text{Tr}[\sigma_{R}^{-1} \text{Tr}_{BR'B'}^{B}[((\Gamma_{R'B'}^{N})^T W_{RBR'B'}^{R'B'})]
\]

(3.4.88)

where

\[
K_{R} = (\text{Tr}_{BR'B'}^{B}[\Gamma_{R'B'}^{N} (F_{RR'} \otimes F_{BB'}) W_{RBR'B'}^{R'B'} (F_{RR'} \otimes F_{BB'})])^T
+ \text{Tr}_{BR'B'}^{B}[((\Gamma_{R'B'}^{N})^T W_{RBR'B'}^{R'B'})].
\]

(3.4.89)

So the SDP in (3.4.81) can be written as

\[
\sup_{\lambda, |\varphi\rangle_{RBR'B'B'}: W_{RBR'B'B'}} 2 \text{Re}[(\varphi|_{RBR'B'B'}(\partial_{\theta}\Gamma_{RB}^{N})|\Gamma\rangle_{RR'BB'}) - \text{Tr}[\sigma_{R}^{-1} K_{R}]
\]

(3.4.90)
subject to
\[ \lambda \leq 1, \quad \left[ |\varphi\rangle_{RR'BB'} \langle \varphi|_{RR'BB'} W_{RR'BB'} \right] \geq 0. \] (3.4.91)

Now noting from Lemma 1 that
\[ \sigma_R^{-1} = \inf \left\{ Y_R : \left[ \sigma_R \quad I_R \right] \geq 0 \right\}, \] (3.4.92)

and that \( \sigma_R^{-1} \) and \( K_R \) are positive semi-definite, we can rewrite the SDP in (3.4.90) as
\[
\sup_{\lambda, |\varphi\rangle_{RR'BB'}, W_{RR'BB'}} \left( 2 \text{Re} \{ \langle \varphi|_{RR'BB'} (\partial_\theta \Gamma^N)_{RB} |\Gamma\rangle_{RR'BB'} \} - \inf_{Y_R} \text{Tr}[Y_R K_R] \right)
= \sup_{\lambda, |\varphi\rangle_{RR'BB'}, W_{RR'BB'}, Y_R} \left( 2 \text{Re} \{ \langle \varphi|_{RR'BB'} (\partial_\theta \Gamma^N)_{RB} |\Gamma\rangle_{RR'BB'} \} - \text{Tr}[Y_R K_R] \right) \] (3.4.93)
subject to
\[ \lambda \leq 1, \quad \left[ |\varphi\rangle_{RR'BB'} \langle \varphi|_{RR'BB'} W_{RR'BB'} \right] \geq 0, \quad \left[ \sigma_R \quad I_R \right] \geq 0. \] (3.4.94)

Then we can finally include the maximization over input states \( \sigma_R \) (satisfying \( \sigma_R \geq 0 \) and \( \text{Tr}[\sigma_R] = 1 \)) to arrive at the form given in (3.4.63). \( \blacksquare \)
Chapter 4

Limits on Multiparameter Estimation of Quantum Channels

In this chapter, we present our results for the task of simultaneously estimating multiple parameters encoded in a quantum channel. We generalize some of the results of Chapter 3, but we also develop new tools required to establish the more non-trivial Cramer–Rao bounds for the case of multiparameter estimation. For the multiparameter case, we will focus exclusively on the RLD Fisher information value of quantum states and channels and the Cramer–Rao bounds we can establish using them.

First, we show how to convert the canonical matrix inequality Cramer–Rao bound for state estimation

\[ \text{Cov}(\theta) \geq \tilde{I}_F(\theta; \{\rho_\theta\}_\theta)^{-1} \]  

(4.0.1)

into a scalar bound for ease of use and experimental application. To do so, we use the RLD Fisher information value of quantum states which we defined in Chapter 2.

Next, we continue in the vein of Chapter 3 and define the amortized RLD Fisher information value of quantum channels. We prove a chain rule inequality obeyed by this quantity for all quantum channels, which, as we saw in Chapter 3, leads to an amortization collapse for it.

Again, analogous to Chapter 3, we prove a meta-converse theorem which connects the amortized RLD Fisher information value to the RLD Fisher information value of a sequential estimation protocol. The amortization collapse can then directly be used to establish a single-letter Cramer–Rao bound, which we do.

Just as in the case of our RLD-based Cramer–Rao bound for single parameter estimation of quantum channels, our bound for multiparameter estimation is

- single-letter, i.e. computing it requires computing the RLD Fisher information value of a single channel use even though the bound is applicable for \( n \)-round sequential protocols,
- universally applicable, in the sense that our bound applies to all quantum channels, and thus encompasses all admissible quantum dynamics, and
- efficiently computable via a semi-definite program.
After providing our bound, we comment on how it offers a no-go condition for Heisenberg scaling of the estimation error. That is, if the finiteness condition for the RLD Fisher information value is met, then Heisenberg scaling of the error with respect to \( n \), the number of channel uses, is unattainable.

We then evaluate our RLD-based Cramer–Rao bound for simultaneously estimating the two parameters of a generalized amplitude damping channel, generalizing the example from Chapter 3. Lastly, we provide semi-definite programs to evaluate the RLD Fisher information value of quantum states and quantum channels.

### 4.1 Limits on multiparameter channel estimation using RLD Fisher information value of quantum states

Before we can establish our lower bounds for estimating multiple parameters in a quantum channel, we show how we establish scalar Cramer–Rao bounds for multiparameter state estimation. We introduced the RLD Fisher information value of quantum states in (2.5.7) in Chapter 2, and we will now use that to prove a scalar Cramer–Rao bound for state estimation in the multiparameter setting.

**Theorem 53** The following scalar Cramer–Rao bound holds for estimating multiple parameters \( \theta \) encoded in a family of quantum states \( \{\rho_\theta\}_\theta \):

\[
\text{Tr}[W \text{Cov}(\theta)] \geq \frac{1}{\hat{I}_F(\theta, W; \{\rho_\theta\}_\theta)},
\]

(4.1.1)

where the weight matrix \( W \) satisfies \( \text{Tr}[W] = 1 \).

**Proof.** We recall the following matrix inequality \([\text{Hel76, Hel73, SOCK21}]\), which we also stated in Chapter 2 as (2.5.5):

\[
\text{Cov}(\theta) \geq \hat{I}_F(\theta; \{\rho_\theta\}_\theta)^{-1}.
\]

(4.1.2)

Let us take \( W \) as a non-zero, positive semi-definite matrix, and then define the normalized operator \( W' \) as

\[
W' := \frac{W}{\text{Tr}[W]}.
\]

(4.1.3)

The matrix inequality in (4.1.2) implies the following:

\[
\text{Tr}[W] \text{Tr}[W'\text{Cov}(\theta)] \geq \text{Tr}[W] \text{Tr}[W'\hat{I}_F(\theta; \{\rho_\theta\}_\theta)^{-1}]
\]

(4.1.4)

\[
= \text{Tr}[W] \text{Tr}[W'^{1/2}\hat{I}_F(\theta; \{\rho_\theta\}_\theta)^{-1}W'^{1/2}]
\]

(4.1.5)

\[
= \text{Tr}[W] \sum_k \langle k| W'^{1/2}\hat{I}_F(\theta; \{\rho_\theta\}_\theta)^{-1}W'^{1/2}|k\rangle
\]

(4.1.6)

\[
\geq \text{Tr}[W] \left[\sum_k \langle k| W'^{1/2}\hat{I}_F(\theta; \{\rho_\theta\}_\theta)W'^{1/2}|k\rangle\right]^{-1}
\]

(4.1.7)
The first inequality is a consequence of (4.1.2). The first equality follows from cyclicity of trace. The second inequality uses the operator Jensen inequality [HP03] for the operator convex function $f(x) = x^{-1}$. This inequality is saturated if and only if $\hat{I}_F(\theta; \{\rho_\theta\})$ is diagonal in the eigenbasis of $W$, i.e., $\hat{I}_F(\theta; \{\rho_\theta\}, W) = 0$. The next equality comes again from cyclicity of trace, and the last equality comes from the definition of $W'$.

The reasoning above leads us to

$$\text{Tr}[W \text{Cov}(\theta)] \geq \frac{(\text{Tr}[W])^2}{\text{Tr}[W'] \hat{I}_F(\theta; \{\rho_\theta\})} \quad (4.1.11)$$

for every positive semi-definite matrix $W$, which implies that

$$\text{Tr}[W' \text{Cov}(\theta)] \geq \frac{1}{\text{Tr}[W'] \hat{I}_F(\theta; \{\rho_\theta\})} \quad (4.1.12)$$

for every positive semi-definite matrix $W'$ such that $\text{Tr}[W'] = 1$. ■

### 4.2 Amortized RLD Fisher information value

The next step towards establishing Cramer–Rao bounds for multiparameter channel estimation is to introduce and define the amortized RLD Fisher information value like we did in Chapter 3. We use the RLD Fisher information value of quantum channels, defined in (2.5.11), to define the amortized RLD Fisher information value of the channel family $\{N_{A\rightarrow B}^{\theta}\}$.

**Definition 54 (Amortized RLD Fisher information value of quantum channels)**

The amortized RLD Fisher information value of a family $\{N_{A\rightarrow B}^{\theta}\}$ of quantum channels is defined as follows:

$$\hat{I}_F^A(\theta, W; \{N_{A\rightarrow B}^{\theta}\}) := \sup_{\{\rho_{RA}^{\theta}\}} \hat{I}_F(\theta, W; \{N_{A\rightarrow B}^{\theta}(\rho_{RA}^{\theta})\}) - \hat{I}_F(\theta, W; \{\rho_{RA}^{\theta}\}). \quad (4.2.1)$$

Just like in the case of single parameter estimation, the concept of amortization allows for a resource state $\rho_{RA}^{\theta}$ at the channel input to help with the estimation task while also subtracting off its value to account for the RLD Fisher information value strictly present
in the channel family. We also have the fact that amortization, or catalysis with an input state family, can never decrease the RLD Fisher information value of quantum channels.

**Proposition 55** Let $\{N^\theta_{A\rightarrow B}\}_\theta$ be a family of quantum channels. The RLD Fisher information value does not exceed the amortized one:

$$\hat{I}_F^A(\theta, W; \{N^\theta_{A\rightarrow B}\}_\theta) \geq \hat{I}_F(\theta, W; \{N^\theta_{A\rightarrow B}\}_\theta)$$ \hfill (4.2.2)

**Proof.** This can be understood by considering the right-hand side to arise from restricting to input states with no parameter dependence. That is,

$$\hat{I}_F^A(\theta, W; \{N^\theta_{A\rightarrow B}\}_\theta) := \sup_{(\rho_{RA})_\theta} \left[ \hat{I}_F(\theta, W; \{N^\theta_{A\rightarrow B}(\rho_{RA})\}_\theta) - \hat{I}_F(\theta, W; \{\rho_{RA}\}_\theta) \right]$$ \hfill (4.2.3)

$$\geq \sup_{(\rho_{RA})_\theta} \left[ \hat{I}_F(\theta, W; \{N^\theta_{A\rightarrow B}(\rho_{RA})\}_\theta) - \hat{I}_F(\theta, W; \{\rho_{RA}\}_\theta) \right]$$ \hfill (4.2.4)

$$= \sup_{(\rho_{RA})_\theta} \left[ \hat{I}_F(\theta, W; \{N^\theta_{A\rightarrow B}(\rho_{RA})\}_\theta) \right]$$ \hfill (4.2.5)

$$= \hat{I}_F(\theta, W; \{N^\theta_{A\rightarrow B}\}_\theta).$$ \hfill (4.2.6)

Since the inequality holds for all input states $\rho_{RA}$, we conclude (4.2.2).

Qualitatively, it means that the marginal increase in Fisher information value can never be decreased by using a catalyst state family as input.

### 4.2.1 Amortization collapse for RLD Fisher information value

We now proceed to show how the direct inequality in (4.2.2) can also be reversed, which would imply an amortization collapse for the RLD Fisher information value of quantum channels. Just like we did for the root SLD Fisher information and the RLD Fisher information of quantum channels in Chapter 2, here too we begin by stating a chain rule property obeyed by the RLD Fisher information value. The chain rule that we established for the RLD Fisher information in Chapter 3 in (3.1.67) is generalized to the case of multiparameter estimation. To do so, we first state and prove it in the form of an operator inequality:

**Proposition 56** Let $\{N^\theta_{A\rightarrow B}\}_\theta$ be a differentiable family of quantum channels, and let $\{\rho_{RA}\}_\theta$ be a differentiable family of quantum states. Then the following chain-rule operator inequality holds

$$\hat{I}_F(\theta; \{N^\theta_{A\rightarrow B}(\rho_{RA})\}_\theta) \leq \sum_{j,k=1}^D |j\rangle\langle k| \text{Tr}[(\rho_S^\theta)^T \text{Tr}_B[(\partial_{\theta_j} \Gamma^\theta_{SB}(\Gamma^\theta_{SB})^{-1}(\partial_{\theta_k} \Gamma^\theta_{SB})) + \hat{I}_F(\theta; \{\rho_{RA}\}_\theta)],$$ \hfill (4.2.7)

where $\rho_S^\theta$ is equal to the reduced state of $\rho_{RA}$ on system $A$ and system $S$ is isomorphic to system $A$.

**Proof.** The proof of the above is similar to the proof of the single-parameter chain rule proved in Proposition 40 in Chapter 3 for the RLD Fisher information. First, we make use
of the following identity:

\[ \mathcal{N}_{A \rightarrow B}^{\theta}(\rho_{RA}) = \langle \Gamma | _{AS} \rho_{RA}^{\theta} \otimes \Gamma_{SB}^{\lambda_{\theta}} | \Gamma \rangle _{AS}, \]

where

\[ | \Gamma \rangle _{AS} := \sum _{i} | i \rangle _{A} | i \rangle _{S}. \]

Consider that

\[ \hat{I}_{F}(\theta; \{ \mathcal{N}_{A \rightarrow B}^{\theta}(\rho_{RA}) \} _{\theta}) = \text{Tr}_{2} \left[ \sum _{j,k=1}^{D} | j \rangle | k \rangle \otimes (\partial_{\theta_{j}} \mathcal{N}_{A \rightarrow B}^{\theta}(\rho_{RA}^{\theta}))(\mathcal{N}_{A \rightarrow B}^{\theta}(\rho_{RA}^{\theta}))^{-1}(\partial_{\theta_{k}} \mathcal{N}_{A \rightarrow B}^{\theta}(\rho_{RA}^{\theta})) \right]. \]

We can, with a series of manipulations, show that

\[ \sum _{j,k=1}^{D} | j \rangle | k \rangle \otimes (\partial_{\theta_{j}} \mathcal{N}_{A \rightarrow B}^{\theta}(\rho_{RA}^{\theta}))(\mathcal{N}_{A \rightarrow B}^{\theta}(\rho_{RA}^{\theta}))^{-1}(\partial_{\theta_{k}} \mathcal{N}_{A \rightarrow B}^{\theta}(\rho_{RA}^{\theta})) = \langle \Gamma | _{AS} \left( \sum _{j=1}^{D} | j \rangle | 0 \rangle \otimes \partial_{\theta_{j}} (\rho_{RA}^{\theta} \otimes \Gamma_{SB}^{\lambda_{\theta}}) \right) | \Gamma \rangle _{AS} (\langle \Gamma | _{AS} (| 0 \rangle | 0 \rangle \otimes \rho_{RA}^{\theta} \otimes \Gamma_{SB}^{\lambda_{\theta}}) | \Gamma \rangle _{AS})^{-1} \]

\[ \times \langle \Gamma | _{AS} \left( \sum _{k=1}^{D} | 0 \rangle | k \rangle \otimes \partial_{\theta_{k}} (\rho_{RA}^{\theta} \otimes \Gamma_{SB}^{\lambda_{\theta}}) \right) | \Gamma \rangle _{AS}. \]

Then identifying

\[ X = \sum _{k=1}^{D} | 0 \rangle | k \rangle \otimes \partial_{\theta_{k}} (\rho_{RA}^{\theta} \otimes \Gamma_{SB}^{\lambda_{\theta}}), \]

\[ Y = | 0 \rangle | 0 \rangle \otimes \rho_{RA}^{\theta} \otimes \Gamma_{SB}^{\lambda_{\theta}} \]

\[ L = I_{D} \otimes (\Gamma | _{AS} \otimes I_{RB}), \]

we can apply the well known transformer inequality \( LX^{\dagger}L^{\dagger}(LYL^{\dagger})^{-1}LXL^{\dagger} \leq LX^{\dagger}Y^{-1}X \) (Lemma 2) to find that the last line above is not larger than the following one in the operator-inequality sense:

\[ \langle \Gamma | _{AS} \left( \sum _{j=1}^{D} | j \rangle | 0 \rangle \otimes \partial_{\theta_{j}} (\rho_{RA}^{\theta} \otimes \Gamma_{SB}^{\lambda_{\theta}}) \right) (| 0 \rangle | 0 \rangle \otimes \rho_{RA}^{\theta} \otimes \Gamma_{SB}^{\lambda_{\theta}})^{-1} \left( \sum _{k=1}^{D} | 0 \rangle | k \rangle \otimes \partial_{\theta_{k}} (\rho_{RA}^{\theta} \otimes \Gamma_{SB}^{\lambda_{\theta}}) \right) | \Gamma \rangle _{AS} \]

\[ = \langle \Gamma | _{AS} \sum _{j,k=1}^{D} | j \rangle \otimes \partial_{\theta_{j}} (\rho_{RA}^{\theta} \otimes \Gamma_{SB}^{\lambda_{\theta}})(\rho_{RA}^{\theta} \otimes \Gamma_{SB}^{\lambda_{\theta}})^{-1} \partial_{\theta_{k}} (\rho_{RA}^{\theta} \otimes \Gamma_{SB}^{\lambda_{\theta}}) | \Gamma \rangle _{AS} \]
\[
\sum_{j,k=1}^{D} |j\rangle|k\rangle \otimes \langle \Gamma |_{AS} \partial_{\theta_j} (\rho_{RA}^\theta \otimes \Gamma_{SB}^{N_\theta}) (\rho_{RA}^\theta \otimes \Gamma_{SB}^{N_\theta})^{-1} \partial_{\theta_k} (\rho_{RA}^\theta \otimes \Gamma_{SB}^{N_\theta}) |\Gamma\rangle_{AS}. \quad (4.2.17)
\]

Consider that
\[
\partial_{\theta_j} (\rho_{RA}^\theta \otimes \Gamma_{SB}^{N_\theta}) = (\partial_{\theta_j} \rho_{RA}^\theta) \otimes \Gamma_{SB}^{N_\theta} + \rho_{RA}^\theta \otimes (\partial_{\theta_j} \Gamma_{SB}^{N_\theta}). \quad (4.2.18)
\]

Then we find that
\[
\partial_{\theta_j} (\rho_{RA}^\theta \otimes \Gamma_{SB}^{N_\theta}) (\rho_{RA}^\theta \otimes \Gamma_{SB}^{N_\theta})^{-1}
\]
\[
= ((\partial_{\theta_j} \rho_{RA}^\theta) \otimes \Gamma_{SB}^{N_\theta} + \rho_{RA}^\theta \otimes (\partial_{\theta_j} \Gamma_{SB}^{N_\theta})) (\rho_{RA}^\theta \otimes \Gamma_{SB}^{N_\theta})^{-1}
\]
\[
= ((\partial_{\theta_j} \rho_{RA}^\theta) \otimes \Gamma_{SB}^{N_\theta} + \rho_{RA}^\theta \otimes (\partial_{\theta_j} \Gamma_{SB}^{N_\theta})) ((\rho_{RA}^\theta)^{-1} \otimes (\Gamma_{SB}^{N_\theta})^{-1})
\]
\[
= (\partial_{\theta_j} \rho_{RA}^\theta) (\rho_{RA}^\theta)^{-1} \otimes \Gamma_{SB}^{N_\theta} (\Gamma_{SB}^{N_\theta})^{-1} + \rho_{RA}^\theta (\rho_{RA}^\theta)^{-1} \otimes (\partial_{\theta_j} \Gamma_{SB}^{N_\theta}) (\Gamma_{SB}^{N_\theta})^{-1}
\]
\[
= (\partial_{\theta_j} \rho_{RA}^\theta) (\rho_{RA}^\theta)^{-1} \otimes \Pi_{\Gamma_{SB}^{N_\theta}} + \Pi_{\rho_{RA}^\theta} \otimes (\partial_{\theta_j} \Gamma_{SB}^{N_\theta}) (\Gamma_{SB}^{N_\theta})^{-1}. \quad (4.2.22)
\]

Right multiplying this last line by \( \partial_{\theta_k} (\rho_{RA}^\theta \otimes \Gamma_{SB}^{N_\theta}) \) gives
\[
((\partial_{\theta_j} \rho_{RA}^\theta) (\rho_{RA}^\theta)^{-1} \otimes \Pi_{\Gamma_{SB}^{N_\theta}} + \Pi_{\rho_{RA}^\theta} \otimes (\partial_{\theta_j} \Gamma_{SB}^{N_\theta}) (\Gamma_{SB}^{N_\theta})^{-1}) \partial_{\theta_k} (\rho_{RA}^\theta \otimes \Gamma_{SB}^{N_\theta})
\]
\[
= (\partial_{\theta_j} \rho_{RA}^\theta) (\rho_{RA}^\theta)^{-1} (\partial_{\theta_k} \rho_{RA}^\theta) \otimes \Gamma_{SB}^{N_\theta} + (\partial_{\theta_j} \rho_{RA}^\theta) \Pi_{\rho_{RA}^\theta} \otimes \Pi_{\Gamma_{SB}^{N_\theta}} (\partial_{\theta_k} \Gamma_{SB}^{N_\theta})
\]
\[
+ \Pi_{\rho_{RA}^\theta} (\partial_{\theta_k} \rho_{RA}^\theta) \otimes (\partial_{\theta_j} \Gamma_{SB}^{N_\theta}) \Pi_{\Gamma_{SB}^{N_\theta}} + \rho_{RA}^\theta \otimes (\partial_{\theta_j} \Gamma_{SB}^{N_\theta}) (\Gamma_{SB}^{N_\theta})^{-1} (\partial_{\theta_k} \Gamma_{SB}^{N_\theta}). \quad (4.2.23)
\]

Adding in the terms \((\partial_{\theta_j} \rho_{RA}^\theta) \Pi_{\rho_{RA}^\theta} \Pi_{\Gamma_{SB}^{N_\theta}} = 0\), \((\partial_{\theta_j} \Gamma_{SB}^{N_\theta}) \Pi_{\Gamma_{SB}^{N_\theta}} = 0\), \(\Pi_{\rho_{RA}^\theta} (\partial_{\theta_k} \rho_{RA}^\theta) = 0\), and \(\Pi_{\Gamma_{SB}^{N_\theta}} (\partial_{\theta_k} \Gamma_{SB}^{N_\theta}) = 0\), which follow from the support conditions for finite RLD Fisher information, the last line above becomes as follows:
\[
= (\partial_{\theta_j} \rho_{RA}^\theta) (\rho_{RA}^\theta)^{-1} (\partial_{\theta_k} \rho_{RA}^\theta) \otimes \Gamma_{SB}^{N_\theta} + (\partial_{\theta_j} \rho_{RA}^\theta) \otimes (\partial_{\theta_k} \Gamma_{SB}^{N_\theta})
\]
\[
+ (\partial_{\theta_k} \rho_{RA}^\theta) \otimes (\partial_{\theta_j} \Gamma_{SB}^{N_\theta}) + \rho_{RA}^\theta \otimes (\partial_{\theta_j} \Gamma_{SB}^{N_\theta}) (\Gamma_{SB}^{N_\theta})^{-1} (\partial_{\theta_k} \Gamma_{SB}^{N_\theta}). \quad (4.2.24)
\]

So then the relevant matrix is simplified as follows:
\[
\sum_{j,k=1}^{D} |j\rangle|k\rangle \otimes \langle \Gamma |_{AS} ([\partial_{\theta_j} \rho_{RA}^\theta] (\rho_{RA}^\theta)^{-1} (\partial_{\theta_k} \rho_{RA}^\theta) \otimes \Gamma_{SB}^{N_\theta} + (\partial_{\theta_j} \rho_{RA}^\theta) \otimes (\partial_{\theta_k} \Gamma_{SB}^{N_\theta})
\]
\[
+ (\partial_{\theta_k} \rho_{RA}^\theta) \otimes (\partial_{\theta_j} \Gamma_{SB}^{N_\theta}) + \rho_{RA}^\theta \otimes (\partial_{\theta_j} \Gamma_{SB}^{N_\theta}) (\Gamma_{SB}^{N_\theta})^{-1} (\partial_{\theta_k} \Gamma_{SB}^{N_\theta})] |\Gamma\rangle_{AS}. \quad (4.2.25)
\]

Thus, we have established the following operator inequality:
\[
\sum_{j,k=1}^{D} |j\rangle|k\rangle \otimes (\partial_{\theta_j} \mathcal{N}_{A \rightarrow B}^{\theta} (\rho_{RA}^\theta)) (\mathcal{N}_{A \rightarrow B}^{\theta} (\rho_{RA}^\theta))^{-1} (\partial_{\theta_k} \mathcal{N}_{A \rightarrow B}^{\theta} (\rho_{RA}^\theta))
\]
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\[ \sum_{j,k=1}^{D} |j\rangle\langle k| \otimes \langle \Gamma |_{AS}[(\partial_{\theta_j}\rho_{RA}^{\theta})(\rho_{RA}^{\theta})^{-1}(\partial_{\theta_k}\rho_{RA}^{\theta}) \otimes \Gamma_{SB}^{N_{\theta}} + (\partial_{\theta_k}\Gamma_{SB}^{N_{\theta}}) + (\partial_{\theta_k}\rho_{RA}^{\theta}) \otimes (\partial_{\theta_j}\Gamma_{SB}^{N_{\theta}})]|\rangle_{AS}. \]

We can then take a partial trace over the RB systems and arrive at the following operator inequality:

\[ \hat{F}(\theta; \{\mathcal{N}_{A \rightarrow B}^{\theta}(\rho_{RA}^{\theta})\}) \]

\[ \sum_{j,k=1}^{D} |j\rangle\langle k| \Tr_{RB}[\langle \Gamma |_{AS}[(\partial_{\theta_j}\rho_{RA}^{\theta})(\rho_{RA}^{\theta})^{-1}(\partial_{\theta_k}\rho_{RA}^{\theta}) \otimes \Gamma_{SB}^{N_{\theta}} + (\partial_{\theta_k}\rho_{RA}^{\theta}) \otimes (\partial_{\theta_j}\Gamma_{SB}^{N_{\theta}})]|\rangle_{AS}. \]

Now we evaluate each term on the right:

\[ \langle \Gamma |_{AS} \Tr_{RB}[[(\partial_{\theta_j}\rho_{RA}^{\theta})(\rho_{RA}^{\theta})^{-1}(\partial_{\theta_k}\rho_{RA}^{\theta}) \otimes \Gamma_{SB}^{N_{\theta}}]|\rangle_{AS} \]

\[ = \langle \Gamma |_{AS} \Tr_{R}[(\partial_{\theta_j}\rho_{RA}^{\theta})(\rho_{RA}^{\theta})^{-1}(\partial_{\theta_k}\rho_{RA}^{\theta})] \otimes \Tr_{B}[\Gamma_{SB}^{N_{\theta}}]|\rangle_{AS} \] (4.2.28)

\[ = \langle \Gamma |_{AS} \Tr_{R}[(\partial_{\theta_j}\rho_{RA}^{\theta})(\rho_{RA}^{\theta})^{-1}(\partial_{\theta_k}\rho_{RA}^{\theta})] \otimes I_{S}|\rangle_{AS} \] (4.2.29)

\[ = \Tr[(\partial_{\theta_j}\rho_{RA}^{\theta})(\rho_{RA}^{\theta})^{-1}(\partial_{\theta_k}\rho_{RA}^{\theta})], \] (4.2.30)

\[ \langle \Gamma |_{AS} \Tr_{RB}[(\partial_{\theta_k}\rho_{RA}^{\theta}) \otimes (\partial_{\theta_j}\Gamma_{SB}^{N_{\theta}})]|\rangle_{AS} \]

\[ = \langle \Gamma |_{AS} \Tr_{R}[(\partial_{\theta_k}\rho_{RA}^{\theta})] \otimes \Tr_{B}[\Gamma_{SB}^{N_{\theta}}]|\rangle_{AS} \] (4.2.31)

\[ = \langle \Gamma |_{AS} \Tr_{R}[(\partial_{\theta_k}\rho_{RA}^{\theta})] \otimes \partial_{\theta_j} \Tr_{B}[\Gamma_{SB}^{N_{\theta}}]|\rangle_{AS} \] (4.2.32)

\[ = \langle \Gamma |_{AS} \Tr_{R}[\partial_{\theta_k}\rho_{RA}^{\theta}] \otimes (\partial_{\theta_j}I_{S})|\rangle_{AS} \] (4.2.33)

\[ = 0, \] (4.2.34)

\[ \langle \Gamma |_{AS} \Tr_{RB}[(\partial_{\theta_j}\rho_{RA}^{\theta}) \otimes (\partial_{\theta_k}\Gamma_{SB}^{N_{\theta}})]|\rangle_{AS} = 0, \] (4.2.35)

\[ \langle \Gamma |_{AS} \Tr_{RB}[(\partial_{\theta_j}\rho_{RA}^{\theta}) \otimes (\partial_{\theta_k}\Gamma_{SB}^{N_{\theta}})]|\rangle_{AS} \]

\[ = \langle \Gamma |_{AS} \Tr_{R}[(\partial_{\theta_j}\rho_{RA}^{\theta})] \otimes \Tr_{B}[(\partial_{\theta_k}\Gamma_{SB}^{N_{\theta}})]|\rangle_{AS} \] (4.2.36)

\[ = \Tr[(\rho_{S}^{\theta})^{T} \Tr_{B}[(\partial_{\theta_j}\Gamma_{SB}^{N_{\theta}})]|\rangle_{AS}]. \] (4.2.37)

Substituting back above, we find that

\[ \hat{F}(\theta; \{\mathcal{N}_{A \rightarrow B}^{\theta}(\rho_{RA}^{\theta})\}) \]

\[ \leq \sum_{j,k=1}^{D} |j\rangle\langle k| \Tr[(\partial_{\theta_j}\rho_{RA}^{\theta})(\rho_{RA}^{\theta})^{-1}(\partial_{\theta_k}\rho_{RA}^{\theta})] \]

\[ + \sum_{j,k=1}^{D} |j\rangle\langle k| \Tr[(\rho_{S}^{\theta})^{T} \Tr_{B}[(\partial_{\theta_j}\Gamma_{SB}^{N_{\theta}})]|\rangle_{AS}. \] (4.2.38)
We start by restating the operator-inequality chain rule in (4.2.7):

\[ \tilde{I}_F(\theta; \{\rho_{RA}\}_\theta) + \sum_{j,k=1}^D |j\rangle\langle k| \mathbb{Tr}[(\rho_S^\theta)^T \mathbb{Tr}_B[(\partial_{\theta_j} \Gamma_{SB}^{A\theta})(\Gamma_{SB}^{A\theta})^{-1}(\partial_{\theta_k} \Gamma_{SB}^{A\theta})]] \]  

(4.2.39)

This concludes the proof. \( \blacksquare \)

Now we show how the operator-inequality chain rule can be used to derive a scalar chain rule for the RLD Fisher information value. This is what we will use to prove its amortization collapse and then to establish Cramer–Rao bounds for multiparameter channel estimation in the sequential setting.

**Proposition 57** With \( W \) an appropriately chosen weight matrix (i.e. \( W \geq 0 \) and \( \mathbb{Tr}[W] = 1 \)), let \( \{N_{A\rightarrow B}^{\theta}\}_\theta \) be a differentiable family of quantum channels, and let \( \{\rho_{RA}\}_\theta \) be a differentiable family of quantum states. Then the following scalar chain-rule inequality holds:

\[ \tilde{I}_F(\theta, W; \{N_{A\rightarrow B}^{\theta}\}_\theta) \leq \tilde{I}_F(\theta; \{\rho_{RA}\}_\theta) + \tilde{I}_F(\theta, W; \{N_{A\rightarrow B}^{\theta}\}_\theta). \]  

(4.2.40)

**Proof.** We start by restating the operator-inequality chain rule in (4.2.7):

\[ \tilde{I}_F(\theta; \{N_{A\rightarrow B}^{\theta}\}_\theta) \leq \sum_{j,k=1}^D |j\rangle\langle k| \mathbb{Tr}[(\rho_S^\theta)^T \mathbb{Tr}_B[(\partial_{\theta_j} \Gamma_{SB}^{A\theta})(\Gamma_{SB}^{A\theta})^{-1}(\partial_{\theta_k} \Gamma_{SB}^{A\theta})]] + \tilde{I}_F(\theta; \{\rho_{RA}\}_\theta). \]  

(4.2.41)

We sandwich the above with \( W^{1/2} \) on both sides and take the trace (a positive map overall) to preserve the inequality and obtain

\[ \mathbb{Tr}
\left[
W \tilde{I}_F(\theta; \{N_{A\rightarrow B}^{\theta}\}_\theta)\right] \leq \mathbb{Tr}
\left[
W \sum_{j,k=1}^D |j\rangle\langle k| \mathbb{Tr}[(\rho_S^\theta)^T \mathbb{Tr}_B[(\partial_{\theta_j} \Gamma_{SB}^{A\theta})(\Gamma_{SB}^{A\theta})^{-1}(\partial_{\theta_k} \Gamma_{SB}^{A\theta})]]
\right]
\[ + \mathbb{Tr}
\left[W \tilde{I}_F(\theta; \{\rho_{RA}\}_\theta)\right]. \]  

(4.2.42)

Using the definition of the RLD Fisher information value in (2.5.11), the above simplifies to

\[ \tilde{I}_F(\theta, W; \{N_{A\rightarrow B}^{\theta}\}_\theta) \leq \mathbb{Tr}
\left[
W \sum_{j,k=1}^D |j\rangle\langle k| \mathbb{Tr}[(\rho_S^\theta)^T \mathbb{Tr}_B[(\partial_{\theta_j} \Gamma_{SB}^{A\theta})(\Gamma_{SB}^{A\theta})^{-1}(\partial_{\theta_k} \Gamma_{SB}^{A\theta})]]
\right]
\[ + \tilde{I}_F(\theta, W; \{\rho_{RA}\}_\theta). \]  

(4.2.43)

Now we consider that

\[ \mathbb{Tr}
\left[
W \sum_{j,k=1}^D |j\rangle\langle k| \mathbb{Tr}[(\rho_S^\theta)^T \mathbb{Tr}_B[(\partial_{\theta_j} \Gamma_{SB}^{A\theta})(\Gamma_{SB}^{A\theta})^{-1}(\partial_{\theta_k} \Gamma_{SB}^{A\theta})]]
\right]
\[ = \sum_{j,k=1}^D \langle k|W|j\rangle \mathbb{Tr}[(\rho_S^\theta)^T \mathbb{Tr}_B[(\partial_{\theta_j} \Gamma_{SB}^{A\theta})(\Gamma_{SB}^{A\theta})^{-1}(\partial_{\theta_k} \Gamma_{SB}^{A\theta})]]. \]  

(4.2.44)
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\[ = \text{Tr} \left[ (\rho^\theta_S)^T \sum_{j,k=1}^D \langle k|W|j \rangle \text{Tr}_B[((\partial_{\theta_1} \Gamma_{SB}^N)^{\theta_1})(\Gamma_{SB}^N)^{-1}(\partial_{\theta_2} \Gamma_{SB}^N)] \right] \]  

(4.2.45)

\[ \leq \sup_{\rho^\theta_S} \text{Tr} \left[ (\rho^\theta_S)^T \sum_{j,k=1}^D \langle k|W|j \rangle \text{Tr}_B[((\partial_{\theta_1} \Gamma_{SB}^N)^{\theta_1})(\Gamma_{SB}^N)^{-1}(\partial_{\theta_2} \Gamma_{SB}^N)] \right] \]  

(4.2.46)

\[ = \left\| \sum_{j,k=1}^D \langle k|W|j \rangle \text{Tr}_B[((\partial_{\theta_1} \Gamma_{SB}^N)^{\theta_1})(\Gamma_{SB}^N)^{-1}(\partial_{\theta_2} \Gamma_{SB}^N)] \right\|_\infty \]  

(4.2.47)

\[ \]  

(4.2.48)

Using the above and (4.2.43), we conclude that

\[ \hat{I}_F(\theta; W; \{N^\theta_{A\rightarrow B}\}) \leq \hat{I}_F(\theta; W; \{N^\theta_{A\rightarrow B}\}) + \hat{I}_F(\theta; W; \{\rho^\theta_{RA}\}). \]  

(4.2.49)

This concludes the proof.  

We now show how the chain rule proved above results in an amortization collapse for the RLD Fisher information value of quantum channels.

**Corollary 58** Let \( \{N^\theta_{A\rightarrow B}\} \) be a differentiable family of quantum channels. Then the following amortization collapse occurs for the RLD Fisher information value of quantum channels:

\[ \hat{I}_F^A(\theta; W; \{N^\theta_{A\rightarrow B}\}) = \hat{I}_F(\theta; W; \{N^\theta_{A\rightarrow B}\}). \]  

(4.2.50)

**Proof.** The chain rule in (4.2.40) can be rewritten as

\[ \hat{I}_F(\theta; W; \{N^\theta_{A\rightarrow B}\}) - \hat{I}_F(\theta; W; \{\rho^\theta_{RA}\}) \leq \hat{I}_F(\theta; W; \{N^\theta_{A\rightarrow B}\}). \]  

(4.2.51)

Taking the supremum over input-state families on the left-hand side gives

\[ \hat{I}_F^A(\theta; W; \{N^\theta_{A\rightarrow B}\}) \leq \hat{I}_F(\theta; W; \{N^\theta_{A\rightarrow B}\}). \]  

(4.2.52)

When the above is combined with the direct inequality obeyed by the amortized RLD Fisher information value (4.2.2), we obtain the desired amortization collapse in (4.2.50).

**4.3 Limits on multiparameter channel estimation using RLD Fisher information value of quantum channels**

Now that we have established the amortization collapse for the RLD Fisher information value, we are in a position to use it to establish a Cramer–Rao bound for sequential channel estimation. However, just as we did in Chapter 3 for the single parameter case, we need to first prove a meta-converse theorem that connects the amortized RLD Fisher information value to the RLD Fisher information value achieved by a sequential channel estimation protocol.
Figure 4.1: Processing a channel sequentially for multiparameter estimation
Processing $n$ uses of channel $\mathcal{N}^{\theta}$ in a sequential or adaptive manner is the most general approach to channel parameter estimation. The $n$ uses of the channel are interleaved with $n - 1$ quantum channels $\mathcal{S}^1$ through $\mathcal{S}^{n-1}$, which can also share memory systems with each other. The final measurement’s outcome is then used to obtain an estimate of the unknown parameter vector $\theta$.

**Theorem 59** Consider a general sequential estimation protocol as described in detail for the single parameter case in Chapter 2 and reproduced for the multiparameter case here in Figure 4.1. The following inequality holds:

$$\hat{I}_F(\theta, W; \{\omega_{R_nB_n}^{\theta}\}_{\theta}) \leq n \cdot \hat{I}_F^A(\theta, W; \{\mathcal{N}_{A\rightarrow B}\}_{\theta}), \quad (4.3.1)$$

where $\omega_{R_nB_n}^{\theta}$ is the final state of an $n$-round sequential estimation protocol, and $\mathcal{S}^1$ through $\mathcal{S}^{n-1}$ are interleaving quantum channels in the protocol, both as in Figure 4.1.

**Proof.** Consider that

$$\hat{I}_F(\theta, W; \{\omega_{R_nB_n}^{\theta}\}_{\theta})$$

$$= \hat{I}_F(\theta, W; \{\omega_{R_nB_n}^{\theta}\}_{\theta}) - \hat{I}_F(\theta, W; \{\rho_{R_iA_i}\}_{\theta}) \quad (4.3.2)$$

$$= \hat{I}_F(\theta, W; \{\omega_{R_nB_n}^{\theta}\}_{\theta}) - \hat{I}_F(\theta, W; \{\rho_{R_iA_i}\}_{\theta})$$

$$+ \sum_{i=2}^{n} \left( \hat{I}_F(\theta, W; \{\rho_{R_iA_i}\}_{\theta}) - \hat{I}_F(\theta, W; \{\rho_{R_iA_i}\}_{\theta}) \right) \quad (4.3.3)$$

$$= \hat{I}_F(\theta, W; \{\omega_{R_nB_n}^{\theta}\}_{\theta}) - \hat{I}_F(\theta, W; \{\rho_{R_iA_i}\}_{\theta})$$

$$+ \sum_{i=2}^{n} \left( \hat{I}_F(\theta, W; \{\mathcal{S}_{R_{i-1}B_{i-1}}^{\theta}_{R_iA_i}(\rho_{R_iA_i}^{\theta})_{\theta}) - \hat{I}_F(\theta, W; \{\rho_{R_iA_i}^{\theta}\}_{\theta}) \right) \quad (4.3.4)$$

$$\leq \hat{I}_F(\theta, W; \{\omega_{R_nB_n}^{\theta}\}_{\theta}) - \hat{I}_F(\theta, W; \{\rho_{R_iA_i}\}_{\theta})$$

$$+ \sum_{i=2}^{n} \left( \hat{I}_F(\theta, W; \{\rho_{R_iA_i}^{\theta}\}_{\theta}) - \hat{I}_F(\theta, W; \{\rho_{R_iA_i}^{\theta}\}_{\theta}) \right) \quad (4.3.5)$$

$$= \sum_{i=1}^{n} \left( \hat{I}_F(\theta, W; \{\rho_{R_iB_i}^{\theta}\}_{\theta}) - \hat{I}_F(\theta, W; \{\rho_{R_iA_i}^{\theta}\}_{\theta}) \right) \quad (4.3.6)$$

$$= \sum_{i=1}^{n} \left( \hat{I}_F(\theta, W; \{\mathcal{N}_{A_i\rightarrow B_i}(\rho_{R_iA_i}^{\theta})_{\theta}) - \hat{I}_F(\theta, W; \{\rho_{R_iA_i}^{\theta}\}_{\theta}) \right) \quad (4.3.7)$$

$$= \sum_{i=1}^{n} \left( \hat{I}_F(\theta, W; \{\mathcal{N}_{A_i\rightarrow B_i}(\rho_{R_iA_i}^{\theta})_{\theta}) - \hat{I}_F(\theta, W; \{\rho_{R_iA_i}^{\theta}\}_{\theta}) \right) \quad (4.3.8)$$
\[ \leq n \cdot \sup_{\rho_{RA}} \left[ \tilde{I}_F(\theta; W; \{\mathcal{N}^{\theta}_{A \to B}(\rho_{RA})\}) - \tilde{I}_F(\theta; W; \{\rho_{RA}\}) \right] \tag{4.3.9} \]
\[ = n \cdot \tilde{I}_F^A(\theta; W; \{\mathcal{N}^{\theta}_{A \to B}\}). \tag{4.3.10} \]

The first equality follows because the initial state \( \rho_{RA} \) has no dependence on any of the parameters in \( \theta \). The first inequality arises due to the data-processing inequality for the RLD Fisher information. The other steps are straightforward manipulations.

We have now assembled all the necessary components needed to establish the main result of this Chapter, a multiparameter Cramer–Rao bound for sequential channel estimation.

**Theorem 60** For a differentiable channel family \( \{\mathcal{N}^{\theta}_{A \to B}\} \) and a positive semidefinite weight matrix \( W \) with \( \text{Tr}[W] = 1 \), the following multiparameter Cramer–Rao bound holds:

\[ \text{Tr}[WCov(\theta)] \geq \frac{1}{n \tilde{I}_F(\theta; W; \{\mathcal{N}^{\theta}_{A \to B}\})}. \tag{4.3.11} \]

**Proof.** The multiparameter Cramer–Rao bound follows as a direct consequence of the chain rule (4.2.40), ensuing amortization collapse (4.2.50), as well as the meta-converse in (4.3.1).

The bound in (4.3.11) is single-letter. That is, even though the bound holds for an \( n \)-use sequential strategy, it requires an evaluation of a quantity involving only a single channel use, i.e. \( \tilde{I}_F(\theta; W; \{\mathcal{N}^{\theta}_{A \to B}\}) \). Further, quantum channels encompass all possible evolutions allowed by quantum mechanics. Our Cramer–Rao bound holds for estimating channels in the sequential setting and therefore applies to all possible estimation tasks. Another desirable aspect of our bound is that the RLD Fisher information value can be computed using a semi-definite program, details of which we provide later in Section 4.5.

### 4.4 Example: Estimating the parameters of the generalized amplitude damping channel

In Chapter 3, we evaluated the RLD Fisher information of a generalized amplitude damping channel (GADC) for various single parameter estimation tasks. We can generalize that example and use the techniques developed in this chapter to evaluate Cramer–Rao bounds for the task of simultaneously estimating the noise and loss parameters of a GADC. First, we repeat the Choi operator of a GADC \( A_{\gamma,N} \) with loss parameter \( \gamma \) and noise parameter \( N \) that we gave in Chapter 3.

\[ \Gamma_{RB}^{A_{\gamma,N}} := \begin{bmatrix} 1 - \gamma N & 0 & 0 & \sqrt{1 - \gamma} \\ 0 & \gamma N & 0 & 0 \\ 0 & 0 & \gamma (1 - N) & 0 \\ \sqrt{1 - \gamma} & 0 & 0 & 1 - \gamma (1 - N) \end{bmatrix}. \tag{4.4.1} \]

For the purposes of this example, let us choose

\[ W = \frac{1}{4} \begin{pmatrix} 1 & 1 \\ 1 & 3 \end{pmatrix}, \tag{4.4.2} \]
which satisfies the requirements for a valid weight matrix (positive semi-definite with unit trace). To compute the RLD bound in (4.3.11), we calculate

$$\tilde{I}_F(\{\gamma, N\}, W; \{\mathcal{A}_{\gamma,N}\}_{\gamma,N}) = \frac{1}{4} \left\| \text{Tr}_B[(\partial_\gamma \Gamma^A)(\Gamma^A)^{-1}(\partial_\gamma \Gamma^A) + (\partial_\gamma \Gamma^A)(\Gamma^A)^{-1}(\partial_N \Gamma^A) + (\partial_N \Gamma^A)(\Gamma^A)^{-1}(\partial_\gamma \Gamma^A) + 3(\partial_N \Gamma^A)(\Gamma^A)^{-1}(\partial_N \Gamma^A)] \right\|_\infty. \quad (4.4.3)$$

where $\mathcal{A}$ is used as shorthand for $\mathcal{A}_{\gamma,N}$ and the system labels for $RB$ are omitted. As a consequence of the Cramer–Rao bound (4.3.11), the inverse of (4.4.3) is a lower bound on $A$ where

$$\text{cov}(\hat{A}) = \text{Tr}(W\text{Cov}(\{\gamma, N\})) = \text{trace})$$. To compute the RLD bound in (4.3.11), we calculate

$$(\partial_\gamma \Gamma^A)_{RB} = \left[ \begin{array}{ccc} -N & 0 & 0 \\ 0 & N & 0 \\ 0 & 0 & 1 - N \end{array} \right], \quad \text{and} \quad (4.4.4)$$

$$(\partial_N \Gamma^A)_{RB} = -\gamma (I_2 \otimes \sigma_Z). \quad (4.4.5)$$

We then have

$$\text{Tr}_B[(\partial_\gamma \Gamma^A)_{\gamma,N}(\Gamma^A)^{-1}(\partial_\gamma \Gamma^A)_{\gamma,N}] = \left[ \begin{array}{ccc} \frac{1}{N(1-N)} + \frac{1}{1-N} - 1 & 0 \\ 0 & \frac{1}{(\gamma-1)(N-1)} + \frac{1}{N-1} - 1 \\ 0 & 0 \end{array} \right], \quad (4.4.6)$$

$$\text{Tr}_B[(\partial_N \Gamma^A)_{\gamma,N}(\Gamma^A)^{-1}(\partial_N \Gamma^A)_{\gamma,N}] = \left[ \begin{array}{ccc} -\frac{1-2N}{2\gamma N(1-N)} & 0 \\ 0 & -\frac{1-2N}{2\gamma N(1-N)} \end{array} \right], \quad (4.4.7)$$

$$\text{Tr}_B[(\partial_N \Gamma^A)_{\gamma,N}(\Gamma^A)^{-1}(\partial_\gamma \Gamma^A)_{\gamma,N}] = \left[ \begin{array}{ccc} -\frac{1-2N}{2\gamma N(1-N)} & 0 \\ 0 & -\frac{1-2N}{2\gamma N(1-N)} \end{array} \right], \quad (4.4.8)$$

$$\text{Tr}_B[(\partial_\gamma \Gamma^A)_{\gamma,N}(\Gamma^A)^{-1}(\partial_N \Gamma^A)_{\gamma,N}] = \left[ \begin{array}{ccc} \frac{1}{N(1-N)} & 0 \\ 0 & \frac{1}{N(1-N)} \end{array} \right], \quad (4.4.9)$$

with which the expression in (4.4.3) is directly calculated. Furthermore, we verify our direct calculation by explicitly calculating (4.4.3) using the semi-definite program for the RLD Fisher information value which we later provide explicitly in Proposition 62. We find agreement between the two approaches up to eight digits of precision.

We compare the RLD Fisher information bound to the generalized Helstrom Cramer–Rao bound [ATD20]. In this case, it reduces to the SLD Fisher information bound as we are in the regime of parametric, rather than semiparametric, estimation. This lower bound can be achieved asymptotically up to a constant prefactor [GK06, HM08, YFG13, YCH19, Tsa19].

To calculate the SLD Fisher information, we choose input probe state $|\psi(p)\rangle := \sqrt{p}|00\rangle + \sqrt{1-p}|11\rangle$, with the same $W$ as in the RLD calculation. It suffices to optimize the single-copy SLD Fisher information over such states due to the $\sigma_Z$ covariance of the channel $\mathcal{A}_{\gamma,N}$. This SLD bound for estimating just the loss parameter $\gamma$ of a GADC was calculated in [Fuj04].
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With our particular choice of input state, we have

\[
\rho_{\gamma,N} := \mathcal{A}_{\gamma,N}(\psi_p) = \begin{bmatrix}
p(1-\gamma N) & 0 & 0 & \sqrt{p(1-p)(1-\gamma)} \\
0 & p\gamma N & 0 & 0 \\
\sqrt{p(1-p)(1-\gamma)} & 0 & (1-p)\gamma(1-N) & 0 \\
0 & 0 & (1-p)(1-(1-N)\gamma) & 0
\end{bmatrix}.
\]  
\tag{4.4.10}

The SLD Fisher information takes the form of a 2 \times 2 matrix:

\[
I_F(\gamma, N; \{\rho_{\gamma,N}\})_{jk} = \text{Tr}[\rho_{\gamma,N} L_j L_k],
\]  
\tag{4.4.11}

where \( j \) and \( k \) each take values 1 or 2 that correspond to either \( \gamma \) or \( N \). The SLD operators \( L_j \) are defined implicitly via \( \partial_j \rho_{\gamma,N} = \frac{1}{2} (\rho_{\gamma,N} L_j + L_j \rho_{\gamma,N}) \).

Suppose that \( \rho_{\gamma,N} \) has spectral decomposition

\[
\rho_{\gamma,N} = \sum_j \lambda_j^{\gamma,N} |\psi_j^{\gamma,N}\rangle \langle \psi_j^{\gamma,N}|.
\]  
\tag{4.4.12}

We then have

\[
L_\gamma = 2 \sum_{j,k: \lambda_j^{\gamma,N} + \lambda_k^{\gamma,N} > 0} \frac{\langle \psi_j^{\gamma,N} | (\partial_\gamma \rho_{\gamma,N}) | \psi_k^{\gamma,N} \rangle \langle \psi_j^{\gamma,N}| \psi_k^{\gamma,N}|}{\lambda_j^{\gamma,N} + \lambda_k^{\gamma,N}} |\psi_j^{\gamma,N}\rangle \langle \psi_j^{\gamma,N}| \langle \psi_k^{\gamma,N}| \psi_k^{\gamma,N}| and \tag{4.4.13}
\]

\[
L_N = 2 \sum_{j,k: \lambda_j^{\gamma,N} + \lambda_k^{\gamma,N} > 0} \frac{\langle \psi_j^{\gamma,N} | (\partial_N \rho_{\gamma,N}) | \psi_k^{\gamma,N} \rangle \langle \psi_j^{\gamma,N}| \psi_k^{\gamma,N}|}{\lambda_j^{\gamma,N} + \lambda_k^{\gamma,N}} |\psi_j^{\gamma,N}\rangle \langle \psi_j^{\gamma,N}| \langle \psi_k^{\gamma,N}| \psi_k^{\gamma,N}|, \tag{4.4.14}
\]

which enables us to calculate the elements of the SLD Fisher information matrix given in (4.4.11).

We optimize over the parameter \( p \) to obtain the SLD Fisher information bound. To be clear, we minimize

\[
\text{Tr}[W[I_F(\{\gamma, N\}; \{\mathcal{A}_{\gamma,N}(\psi(p))\})_{\{\gamma,N\}}^{-1}]
\]  
\tag{4.4.15}

with respect to \( p \). We compare the SLD quantity (4.4.15) to our RLD lower bound (4.4.3) in Figures 4.2 and 4.3. In Figure 4.2, we keep \( N \) fixed and vary \( \gamma \) from 0 to 1. In Figure 4.3, instead we keep \( \gamma \) fixed and vary \( N \) from 0 to 1. We find that the RLD lower bound is within one to two orders of magnitude of the SLD Fisher information.

4.5 Optimization formulae

Finally, we provide semi-definite programs to compute the RLD Fisher information value of both quantum states and quantum channels.
Figure 4.2: Comparing RLD and SLD bounds for multiparameter estimation of a generalized amplitude damping channel, with fixed noise. Logarithms of the SLD quantity (4.4.15) and the inverse of the RLD Fisher information value (4.4.3) versus loss $\gamma$ with fixed noise $N$. In (a), $N = 0.2$, and in (b), $N = 0.3$.

Figure 4.3: Comparing RLD and SLD bounds for multiparameter estimation of a generalized amplitude damping channel, with fixed loss. Logarithms of the SLD quantity (4.4.15) and the inverse of the RLD Fisher information value (4.4.3) versus noise $N$ with fixed loss $\gamma$. In (a), $\gamma = 0.2$, and in (b), $\gamma = 0.3$. In each of the four figures above, both lines indicate lower bounds on the quantity $\text{Tr}[W\text{Cov}(\gamma, N)]$ where $W$ is chosen in (4.4.2) (as discussed, the SLD Fisher information value is a lower bound up to a constant prefactor). For the SLD quantity, we optimize over input states of the form $\sqrt{p}|00\rangle + \sqrt{1-p}|11\rangle$. 
4.5.1 Semi-definite program for RLD Fisher information value of quantum states

Proposition 61 Let \( \{ \rho^\theta_A \} \) be a differentiable family of quantum states, and let \( W \) be a \( D \times D \) weight matrix. Suppose that the finiteness condition for the RLD Fisher information value (2.5.6) holds. Then the RLD Fisher information value of quantum states can be calculated via the following semi-definite program:

\[
\hat{I}_F(\theta; W; \{ \rho^\theta_A \}) = \inf \left\{ \text{Tr}[(W_F \otimes I_A)M_{FA}] : M_{FA} \geq 0, \right. \left. \sum_{j=1}^D \langle j | F \otimes (\partial_{\theta_j} \rho^\theta_A) \rho^\theta_A \rangle_\theta \right\}. \tag{4.5.1}
\]

The dual program is given by

\[
\sup_{P_{FA}, Q_{FA \rightarrow A}, R_A} 2 \left( \sum_{j=1}^D \text{Re}[\text{Tr}[Q_{FA \rightarrow A}(|j\rangle_F \otimes (\partial_{\theta_j} \rho^\theta_A))] - \text{Tr}[R_A \rho^\theta_A] \right), \tag{4.5.2}
\]

subject to

\[
P_{FA} \leq (W_F \otimes I_A), \quad \begin{bmatrix} P_{FA} & (Q_{FA \rightarrow A})^\dagger \\ Q_{FA \rightarrow A} & R_A \end{bmatrix} \geq 0, \tag{4.5.3}
\]

where \( P_{FA} \) and \( R_A \) are Hermitian, and \( Q_{FA \rightarrow A} \) is a linear operator.

**Proof.** We begin with the formula

\[
\hat{I}(\theta; W; \{ \rho^\theta_A \}) := \text{Tr} \left[ (W_F \otimes I_A) \left( \sum_{j,k=1}^D |j\rangle_F \otimes (\partial_{\theta_j} \rho^\theta_A)(\rho^\theta_A)^{-1}(\partial_{\theta_k} \rho^\theta_A) \right) \right] \tag{4.5.4}
\]

\[
= \sum_{j,k=1}^D \langle k | W | j \rangle \text{Tr}[ (\partial_{\theta_j} \rho^\theta_A)(\rho^\theta_A)^{-1}(\partial_{\theta_k} \rho^\theta_A) ] \tag{4.5.5}
\]

The above can be written as

\[
\text{Tr} \left[ (W_F \otimes I_A)(X^\dagger Y^{-1} X) \right] \tag{4.5.6}
\]

where \( X = \sum_{j=1}^D \langle j | F \otimes (\partial_{\theta_j} \rho^\theta_A) \) and \( Y = \rho^\theta_A \).

We combine the above with the Schur complement lemma (Lemma 1 stated in Chapter 3), to obtain the desired primal form in (4.5.1).

To obtain the dual program, we apply Lemma 3 from Chapter 3. 

4.5.2 Semi-definite program for RLD Fisher information value of quantum channels

Proposition 62 Let \( \{ \mathcal{N}^\theta_{A \rightarrow B} \} \) be a differentiable family of quantum channels, and let \( W \) be a \( D \times D \) weight matrix. Suppose that the finiteness condition for the RLD Fisher
information value (2.5.10) holds. Then the RLD Fisher information value of quantum channels can be calculated via the following semi-definite program:

\[ \hat{I}_F(\theta, W; \{N_{A \rightarrow B}^\theta\}) = \inf \lambda \in \mathbb{R}^+, \]

subject to

\[ \lambda I_R \geq \text{Tr}_{FB}[((W_F \otimes I_{RB})M_{FRB}), \begin{bmatrix} \sum_j |j\rangle_F \otimes (\partial_{\theta_j} \Gamma_{RB}^{N_\theta}) & \sum_j |j\rangle_F \otimes (\partial_{\theta_j} \Gamma_{RB}^{N_\theta}) \\ \sum_j |j\rangle_F \otimes (\partial_{\theta_j} \Gamma_{RB}^{N_\theta}) & \Gamma_{RB}^{N_\theta} \end{bmatrix} \geq 0. \] (4.5.7)

The dual program is given by

\[ \sup_{\rho_R \geq 0, P_{FRB}, Z_{FRB} \rightarrow RB, Q_{RB}} 2 \left( \sum_{j=1}^D \text{Re}[\text{Tr}[Z_{FRB} \rightarrow RB(|j\rangle_F \otimes (\partial_{\theta_j} \Gamma_{RB}^{N_\theta}))]] - \text{Tr}[Q_{RB} \Gamma_{RB}^{N_\theta}] \right), \] (4.5.9)

subject to

\[ \text{Tr}[\rho_R] \leq 1, \begin{bmatrix} P_{FRB} & (Z_{FRB} \rightarrow RB)\dagger \\ Z_{FRB} \rightarrow RB & Q_{RB} \end{bmatrix} \geq 0, \quad P_{FRB} \leq \rho_R \otimes W_F \otimes I_B. \] (4.5.10)

**Proof.** The form of the primal program relies on the combination of a few facts. First, we use the following characterization of the infinity norm of a positive semi-definite operator \( A \):

\[ \|A\|_{\infty} = \inf \{\lambda \geq 0 : A \leq \lambda I\}. \] (4.5.11)

Next we observe that

\[ \sum_{j,k=1}^D \langle k|W|j\rangle \text{Tr}_B[(\partial_{\theta_j} \Gamma_{RB}^{N_\theta})(\Gamma_{RB}^{N_\theta})^{-1}(\partial_{\theta_k} \Gamma_{RB}^{N_\theta})] \] (4.5.12)

can be written as

\[ \text{Tr}_{FB}[(W_F \otimes I_{RB})(X^\dagger Y^{-1}X)] \] (4.5.13)

where \( X = \sum_{j=1}^D \langle j|_F \otimes (\partial_{\theta_j} \Gamma_{RB}^{N_\theta}) \) and \( Y = \Gamma_{RB}^{N_\theta} \).

We next use the Schur complement lemma (Lemma 1 stated in Chapter 3) and combine the above with the explicit form of the RLD Fisher information value of quantum channels (2.5.12) to obtain the desired primal form in (4.5.7).

To arrive at the dual program, we use the standard forms of primal and dual semi-definite programs for Hermitian operators \( A \) and \( B \) and a Hermiticity-preserving map \( \Phi \) [Wat18]:

\[ \sup_{X \geq 0} \{\text{Tr}[AX] : \Phi(X) \leq B\}, \quad \inf_{Y \geq 0} \{\text{Tr}[BY] : \Phi^\dagger(Y) \geq A\}. \] (4.5.14)
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From (4.5.7)–(4.5.8), we identify
\[ B = \begin{bmatrix} 1 \\ 0 \\ 0 \\ 0 \end{bmatrix}, \quad Y = \begin{bmatrix} \lambda \\ 0 \\ 0 \\ M_{FRB} \end{bmatrix}, \quad \Phi^\dagger(Y) = \begin{bmatrix} \lambda I_R - \text{Tr}_{FB}[(W_F \otimes I_{RB})M_{FRB}] \\ 0 \\ 0 \\ M_{FRB} \end{bmatrix}, \]
\[ A = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & -\sum_{j=1}^{D} \langle j \rangle_F \otimes (\partial_{\theta_j} \Gamma_{RB}^{\alpha}) \\ 0 & -\sum_{j=1}^{D} \langle j \rangle_F \otimes (\partial_{\theta_j} \Gamma_{RB}^{\alpha}) \\ 0 \\ 0 \end{bmatrix}. \]

Upon setting
\[ X = \begin{bmatrix} \rho_R \\ 0 \\ 0 \\ 0 \end{bmatrix}, \quad P_{FRB}, (Z_{FRB\rightarrow RB})^\dagger, \]
we find that
\[ \text{Tr}[X \Phi^\dagger(Y)] \]
\[ = \text{Tr}\left[\begin{bmatrix} \rho_R \\ 0 \\ 0 \\ 0 \end{bmatrix} \begin{bmatrix} \lambda I_R - \text{Tr}_{FB}[(W_F \otimes I_{RB})M_{FRB}] \\ 0 \\ 0 \\ M_{FRB} \end{bmatrix}\right], \]
\[ = \text{Tr}[\rho_R(\lambda I_R - \text{Tr}_{FB}[(W_F \otimes I_{RB})M_{FRB}])] + \text{Tr}(P_{FRB}M_{FRB}) \]
\[ = \lambda \text{Tr}[\rho_R] + \text{Tr}[(P_{FRB} - \rho_R \otimes W_F \otimes I_B)M_{FRB}] \]
\[ = \text{Tr}\left[\begin{bmatrix} \lambda \\ 0 \\ 0 \end{bmatrix} \begin{bmatrix} \text{Tr}[\rho_R] \\ 0 \\ P_{FRB} - \rho_R \otimes W_F \otimes I_B \end{bmatrix}\right], \]
\[ = \text{Tr}[Y \Phi(X)], \]

to find that the dual is given by
\[ \sup_{\rho_R, P_{FRB}, Z_{FRB\rightarrow RB}, Q_{RB}} \text{Tr}[AX], \]
subject to
\[ \begin{bmatrix} \rho_R \\ 0 \\ 0 \\ 0 \end{bmatrix} \begin{bmatrix} \lambda I_R - \text{Tr}_{FB}[(W_F \otimes I_{RB})M_{FRB}] \\ 0 \\ 0 \\ M_{FRB} \end{bmatrix} \geq 0, \quad \begin{bmatrix} \text{Tr}[\rho_R] \\ 0 \\ P_{FRB} - \rho_R \otimes W_F \otimes I_B \end{bmatrix} \leq \begin{bmatrix} 1 \\ 0 \\ 0 \end{bmatrix}. \]

We can swap \( Z_{FRB\rightarrow RB} \rightarrow -Z_{FRB\rightarrow RB} \) with no change to the optimal value. This leads to the following simplified form of the dual program:
\[ \sup_{\rho_R \geq 0, P_{FRB}, Z_{FRB\rightarrow RB}, Q_{RB}} 2 \sum_{j=1}^{D} \text{Re}[\text{Tr}[Z_{FRB\rightarrow RB}(\langle j \rangle_F \otimes \partial_{\theta_j} \Gamma_{RB}^{\alpha})] - \text{Tr}[Q_{RB} \Gamma_{RB}^{\alpha}]], \]
subject to

\[ \text{Tr}[\rho_R] \leq 1, \quad \begin{bmatrix} P_{FRB} & -(Z_{FRB\rightarrow RB})^\dagger \\ -Z_{FRB\rightarrow RB} & Q_{RB} \end{bmatrix} \succeq 0, \quad P_{FRB} \leq \rho_R \otimes W_F \otimes I_B. \quad (4.5.26) \]

Then we note that

\[ \begin{bmatrix} P_{FRB} & -(Z_{FRB\rightarrow RB})^\dagger \\ -Z_{FRB\rightarrow RB} & Q_{RB} \end{bmatrix} \succeq 0 \iff \begin{bmatrix} P_{FRB} & (Z_{FRB\rightarrow RB})^\dagger \\ Z_{FRB\rightarrow RB} & Q_{RB} \end{bmatrix} \succeq 0 \quad (4.5.27) \]

This concludes the proof. ■
Chapter 5

Conclusion and Open Questions

In this dissertation, we studied the problem of estimating one or more parameters encoded in an unknown quantum state or channel. In particular, we proved a number of novel Cramer–Rao bounds (lower bounds on the estimation error of the unknown parameter(s)) for quantum channel estimation. Our bounds are universal, in that they apply to all quantum channels and thus encompass all possible quantum dynamics. Further, our bounds hold in the most general case of sequential strategies, where we are given $n$ copies of the unknown channel and process them so that they occur one after the other.

In particular, for both single and multiparameter estimation of quantum channels, we established the concept of amortized Fisher information and showed how to connect the amortized Fisher information of a family of channels to the corresponding Fisher information achieved by a sequential estimation protocol using meta-converse theorems in Chapters 3 and 4.

We then showed that amortization collapses occur for the following quantities in Chapter 3 for the single parameter case:

- the SLD Fisher information of classical-quantum channels,
- the root SLD Fisher information of general quantum channels, and
- the RLD Fisher information of general quantum channels,

and in Chapter 4 for the multiparameter case, we showed an amortization collapse for

- the RLD Fisher information value of general quantum channels.

Combining the meta-converse theorems and specific amortization collapses leads to single-letter Cramer–Rao bounds for channel estimation in the sequential setting. That is, in Chapter 3, we establish the following Cramer–Rao bounds:

- a Cramer–Rao bound for estimation of classical-quantum channels using the SLD Fisher information,
- a Cramer–Rao bound for estimation of general quantum channels using the SLD Fisher information, and
• a Cramer–Rao bound for estimation of general quantum channels using the RLD Fisher information,

and in Chapter 4,
• a scalar Cramer–Rao bound for estimation of quantum states using the RLD Fisher information value, and
• a scalar Cramer–Rao bound for estimation of quantum channels using the RLD Fisher information value.

Our bounds for channel estimation all have the desirable characteristic that they are single-letter; i.e., they are applicable for \( n \)-round sequential strategies yet only require the Fisher information in question to be evaluated for a single channel use. Further, we provide various optimization problem formulations to compute our bounds in Chapters 3 and 4. Thus we believe that these bounds will be useful as a theoretical tool offering a new perspective on the problem, and as a framework to analyze sequential estimation strategies. Further, the universality and numerical accessibility of our bounds make them amenable to direct experimental application.

Our RLD-based bounds for both single and multiparameter estimation of channels have important implications for the attainability of Heisenberg scaling with respect to the number of channel uses in a sequential protocol. That is, our RLD bound in Chapter 3 implies that if the RLD Fisher information of a channel family is finite, then Heisenberg scaling is unattainable. Further, our multiparameter RLD bound in Chapter 4 implies that if the RLD Fisher information value of a channel family is finite, then Heisenberg scaling is unattainable. We note that another recent sufficient condition for the non-attainability of Heisenberg scaling is the HNLS condition of Ref. [ZZPJ18]. Further, our results complement other recent work in this area [FI08, Mat10, Hay11, DCS17].

Finally, we evaluate our RLD-based Cramer–Rao bounds for the physically motivated example of estimating the parameters of a generalized amplitude damping channel. In Chapter 3, we evaluate the RLD Cramer–Rao bound for individually estimating the parameters of the channel, and in Chapter 4, we evaluate the RLD Fisher information value of the unknown channel, considering the task of estimating its two parameters simultaneously.

A topic for future research is to incorporate energy constraints into the Fisher information of quantum states and channels. We defined the generalized Fisher information in Chapter 2 without any energy constraints. However, it is of practical interest to study the power of estimation strategies when the input probe states are subject to an energy constraint. That is, we can define the energy-constrained generalized Fisher information of a quantum channel family as follows:

\[
I_{F,E}(\theta; \{\mathcal{N}_{A \rightarrow B}^\theta\}) = \sup_{\rho_{RA}, H_A | Tr[H_A \rho_A] \leq E} I_F(\theta; \{\mathcal{N}_{A \rightarrow B}^\theta(\rho_{RA})\}) \tag{5.0.1}
\]

where \( H_A \) is a Hamiltonian acting on the input system of the channel \( \mathcal{N}_{A \rightarrow B}^\theta \). This definition generalizes the energy-constrained channel divergence introduced in [SWAT18]. Further, the energy-constrained amortized Fisher information can also be defined using the quantity defined above. The study of sequential estimation strategies in this thesis can then be generalized to incorporate the aforementioned energy constraint.
We showed that with respect to the RLD Fisher information of quantum channels, sequential estimation strategies offer no advantage over parallel ones. However, the RLD-based Cramer–Rao bound is a loose one in general, and therefore it is still an interesting open question to determine whether sequential estimation offers a benefit over parallel estimation. For the particular case of classical-quantum channels, we showed in Chapter 3 that the optimum estimation strategy is a parallel one. However, we are unable as yet to make a similar statement about all quantum channels in general and leave it for future work to do so. This topic has been studied recently in Ref. [ZJ20b].

Another open question is to determine the operational interpretation of the RLD Fisher information of channels. One possibility is to generalize the work on “reverse estimation” of Ref. [Mat05] from quantum states to channels. From Ref. [Mat05], we know that the RLD Fisher information of states is the optimal classical Fisher information needed to simulate the state family in a local way. It is as yet open to show the analogous result for quantum channels. This is related to the task of coherence distillation of quantum channels [Mar20].
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