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Social creation and life have become progressively unmistakable. Bunch examination is the reason for additional handling of the data. The ideas of data mining, as well as the use of neural networks in data mining, are examined. The two-layer perceptron, back engendering (BP) neural network, and RBF extended premise work network are totally depicted exhaustively in this article data mining, as demonstrated by the associated development of data mining and handling characterization issues, and self-sorting out map (SOM) is a self-assembling neural network for unaided grouping issues. As indicated by the qualities of self-versatile and self-arranging capacities, we learn, plan, and execute data mining grouping optimization techniques using these algorithms. This study isolates the neural network-based data mining technique into three phases: data course of action, rule extraction, and rule evaluation. This work centers around the teaching type and breaking down type rule extraction strategies. The connection approach is used to compute the association between the information and result neurons after researching the BP disintegration type method. After you have planned everything out, it is time to put it all together. The RBF neural network is utilized to pick center points in light of association levels. This can assist with diminishing the quantity of data centers in the neural network; further develop the network geography; decline the quantity of recursive segments in the subnet, in addition to other things; and further develop computation productivity. Accepting the model, for instance, the preparation mistake is determined through the use of data mining and a bunching algorithm. For the most part, the data mining grouping optimization method works on from two perspectives: better model planning and model pruning and rebuilding of the well-known neural network tests that duplicate model complexity, computational intricacy, and blunders. After that, the rate is calculated, and finally, the recreation investigation is carried out. The findings indicate that the proposed differential dispersed data mining algorithm is more exact and effective. More grounded combination capacity defeats the deficiencies and weaknesses of a few unique hereditary algorithms. It can successfully further improve the algorithm’s inquiry capacity and search precision, as well as work on the productivity of data mining, through algorithm optimization neural network data mining models. Precision and exactness have several applications.

1. Introduction

The amount data on the Internet is detonating, and its effect on an extensive variety of social creation and presence is moving on a mission to be progressively perceptible, using traditional data assessment techniques. Considering this, data mining methods and gathering optimization algorithms are created. Without skipping a beat, we conclude to do the data mining action, determine the mining task first, and then select the best mining algorithm. The mining system is a
technique for human-PC correspondence that is habitually recharged. It essentially incorporates characterizing issues, laying out data mining libraries, examining data, getting ready data, laying out models, assessing models, and putting them into action. The entire process of data mining is intricably linked to accurate data from an application field, a database, a data distribution center, or other data repositories [1, 2].

Its goal is to unite an assortment of confined data objects in a database or data conveyance focus. According to a hypothetical investigation, the data mining bunching technique is highly suited for applying neural figuring. A bunch made out of groups is an assortment of a bunch of data objects, which are like articles in a similar group and not quite the same as items in different groups. The examination results cannot just uncover the inner associations and contrasts between the data yet in addition give a significant premise to additional data investigation and information disclosure. The similarity amongst data protests will be great following a worldwide investigation. Data things with a serious level of likeness are assembled in a solitary class, while data objects with a low level of comparability are partitioned into various classes. Generally utilized procedures incorporate likelihood examination and relationship investigation. The learning and preparing of sets bring about the necessary data mining innovation chosen will have an impact on the end-quality products and impact. Different advancements are normally merged to construct matching benefits in the actual application method [3, 4].

Zheng noticed that a huge number of the estimates are essentially incorrect. CN unstable (CNV) was energized by Zheng's perceptions, and it sold a considerable amount of its stock. Of these invalid activities, execution and energy were further developed and had no accuracy misfortune contrasted and the most exceptional gas pedal [1]. Wilson et al. proposed the EIE [2], which is an energy-efficient derivation motor. Subsequent to learning and removing microwave data, Krishnaiah et al. utilize a neural network model in the microwave arrangement process through a cycle called getting ready to convey second answers to the learned tasks. There are two primary issues to consider while creating a neural network model for a microwave application which are proper neural network architecture and algorithm preparation [3]. Keramati et al. and Moro et al. devised a classification system, in light of punctuation honey bee settlement, and used it to mine clinical data [4, 5]. Castellani et al. and Ahmad et al. used their technique to compare 10 clinical data sets to a multifacet perceptron classifier constructed using the Levenberg-Marquardt method [6, 7]. The examination for Asian et al. is the understudies in the University of Dibrugarh’s subsidiary schools [8]. Lorberbaum et al. and Al-Otaibi et al. focus on several text mining techniques to eliminate applicable data depending on the situation [9, 10].

Mishra et al. utilize three under the MapReduce worldviews, three variations of the Apriori algorithm [11], especially trie and hash development, which are executed utilizing data structures: hash tree, trie, and hash table trie. Guo and Milanović’s exploration analyzes the meaning of these three data parts in association with Hadoop’s Apriori algorithm [12]. Chen et al. [13] proposed a way for developing. Karami et al. concentrate on the subject of spatial grouping in the absence of prior data [14]. Karami et al.’s proposed grouping technique addresses a few issues with bunching [15]. In FCPFS [16], Kumar et al. presented a programmed picture.

IoT has lately become popular in network applications that deal with Internet-connected devices. In IoT, mobile devices, smartphones, pads, laptops, smart automobiles, and sensor nodes are enhanced by using sensors, new intelligent appliances, cameras, defensive techniques, smart watches, robotics, and transporters. IoT is used for manufacturing, transportation, medical treatment, transfer instruments, energy management, health care, and industrialization. These IoT uses create a large number of data that must be processed, gathered, stored, and analyzed to meet user needs and interests. The growing number of IoT applications needs significant processing power and expertise that even the smartest devices cannot provide; the algorithm is more exact and grounded in intermixing capability and overcomes a few inherited flaws. IoT may enhance the algorithm’s inquiry capacity and search accuracy, and algorithm optimization neural network data mining models can boost data mining productivity [17–20].

The purpose of this research is to use artificial knowledge neural networks to improve the data mining grouping algorithm and to propose the K-implies bunching algorithm as a technique to leverage the artificial knowledge neural networks to improve the data mining algorithm andK-implies algorithm’s versatility and consistently disseminated data types. Data mining can be more effective. What is more, the algorithm is chosen in conjunction with the legitimate application to ensure the algorithm’s continued display. The substance of the fundamental examination and a few valuable outcomes are obtained. The main focus of this work is hypothetical exploration, which is supplemented with some reenactment experiments, as well as standard and authentic data from the UCI data distribution center, such as power load grouping and replication testing.

2. Method Proposal

2.1. Data Mining Technology

2.1.1. Information Mining Technology. These days, particularly, "data" is becoming increasingly vital to us as the Internet grows and the resulting flow of data increases [21–23]. As a result, data mining’s primary purpose has switched to getting more valuable Internet information and data [24]. There has not been a precise standard for data mining discipline till recently [24–26]. Data mining (DM) is defined as observing items that are essential to clients from large databases or data frameworks and removing and breaking down connections that clients make will not handily distinguish or attest from colossal perception. After that, provide a meaningful end result that the consumer can fully comprehend.
The essential course of data mining, as shown in Figure 1, is the following: the magnitude of the work required to collect the first data in the data mining process is not exactly known in different errands, and the first data gathered should be plentiful, so they improve the presentation of data mining to better match our needs, allowing for testing and cleaning. The data test set can then be obtained. It can be utilized for learning and preparation [29].

The framework for data mining is then presented. Figure 2 depicts the progression of the framework.

Figure 2 illustrates an example of many forms of databases, such as databases and accounting sheets, which can be used as data sources for the database and data stockroom in a data mining system. Data mining frameworks are divided into two categories: combined data mining frameworks and distributed data mining frameworks. On this data source, you can do data cleaning and mixing; the information stock stores current information in the field, which is used to direct the pursuit or measure the level of interest in the example [30, 31].

This kind of thing happens which might incorporate information about idea layering and client certainty; a bunch of useful modules of the data mining motor execute various kinds of mining, like affiliation, characterization, or grouping as indicated by client prerequisites; design assessment modules by and substantial usage interest to see if the graphical user interface in this example allows the client and the data mining system to cooperate. It serves as a data mining task, gives information, and aids in the pursuit’s centering. It is based on the midway results of the mining system under investigation, with the mining results displayed with an externally accessible interface pleasing point of contact [32–34].

2.1.2. Common Data Mining Algorithms. With bits of knowledge and AI, there are two kinds of data mining techniques. Every strategy enjoys its own benefits and hindrances, and picking various techniques for data mining will likewise deliver various outcomes. The following are some of the most commonly used data mining algorithms: (1) analysis tree. It primarily guides an inductive exploration of the data’s qualities. The "in the event that" technique is the most commonly used strategy. The greatest benefit of choice trees is that they are basic, instinctive, and profoundly clear. Notwithstanding, because of when confronted with sophisticated and inconsistent scenarios, the algorithm’s properties and its branches will be extremely confusing and difficult to monitor. There is also the issue of dealing with data that is missing. ID3, C4.5, C5.0, and CART are some of the different types of choice tree algorithms. (2) Genetics algorithm. A global pursuit algorithm is used in this strategy. In general, the hereditary algorithm seeks out data from all around the world through determination and change actions in order to find the best arrangement. In most cases, the assignments are seen as the inquiry goal in data mining. (3) A Bayesian network is a network that is built on Bayesian statistics. Uncertain issues are being connected together via the Internet, and new challenges are on the horizon. It is possible that the network is hidden or exposed. This technique mostly consists of capabilities such as grouping, order, and expectation. Its fundamental benefits are straightforward and great expectation impact, yet it has unfortunate forecast [35–37].

Impact on little likelihood occasions. Unsure issues are connected together through the Internet, and different issues are anticipated. The network can be covered up or noticeable. This technique principally has capacities like grouping, characterization, and forecast. Its primary benefits are straightforward and great forecast impact, yet it significantly affects little likelihood events. (4) Rough set. This strategy additionally assumes a significant part in DM. It is primarily used to manage vagueness or vulnerability. It can likewise be utilized for highlight decrease and connection examination. The upside of this technique is that it can foresee the issue well with no underlying data, so it is generally utilized in dubious issues. In all current information, viewed as the two generally like one as the upper estimate and him as the lower estimate, the lower hypothesized set is the subset’s discernible objects. The arrangement of everything where the articles in the lower assessed set are unclear from the articles in the higher assessed set is known as the upper estimated set. (5) Network of neurons. Scholars and physicians were the first to propose this method. It is basically a recreation of human nerves in the mind. A stable network is obtained through the human mind’s strong scholarly loan cost. Nonlinearity, no limitation, extremely subjective, and nonconvexity are the four main characteristics of artificial neural networks. Different examples are predicted by the network. In data mining, neural network techniques are also widely used. This approach has the issue of being hard to appreciate.
and decipher, considering the way that the network structure is puzzled, and there are no sensible steps to get a handle on the results. In any case, this procedure can make extraordinary assumptions for complex issues and has a nice ability to bear upheaval data. Neural networks can be overall divided into feed forward, analysis, and self-planning neural networks that are a kind of artificial knowledge. They have excellent forecasting abilities for complex data and a wide range of applications in several fields. (6) Analytical statistics. This technique is based on likelihood and insight criteria, and it employs well-known models, such as factor, discriminant, and relapse assessments, to carefully analyze and mine the data. In view of its precise depiction and simplicity to comprehend, this technique has a wide scope of utilizations practically speaking and its items. Moreover, you will need to establish a distinct market position [38–40].

2.2 Technology of Artificial Neural Networks

2.2.1. Neural Network Artificial. Many people have been bothered by the human reasoning cycle, and countless researchers have a participant in the study of the human brain. Countless neurons in the human cerebrum are linked by intricate nonlinearities, according to numerous studies, and this robust network can deal with exceedingly confusing and inconsistent situations. The human psyche is addressed by a neural network, which is a virtual experience of the human brain. It builds a network by gathering and uniting an immense number of neurons. Numerous neurons are associated with a perplexing network structure in a neural network. One of them is a BP neural network, which adds a mystery layer to the neural network. The characterization and memory of this network will be improved. The BP neural network’s learning system is frequently referred to as, to be specific, forward spread and backpropagation. To begin with, the network advances the info data. Furthermore, when the framework enters the mistake backpropagation, the association loads of each layer will be adjusted progressively as per the relation. To complete the network learning process, you will need an algorithm [41–44].

The BP network is a three-layer network structure that comprises of data, voice, and video, result, and focus levels. There is just a single mystery layer in the middle layer generally. Every neuron in the data layer relates to a variable component; a neuron in the data layer is equivalent to a compartment with numbers; the outcome layer can get back to the issue as one neuron; the plan issue is various neurons; and the middle layer is every one of the network’s limits or possibly the heaps and inclinations of neurons. The chart portrays the fundamental three-layer BP network structure Figure 3 [45]. The chart portrays the essential three-layer BP network structure Figure 3.

| Algorithms          | Data set |
|---------------------|----------|
| Iris                | Wine     | Zoo     |
| K-mean value        | 0.23     | 0.46    | 0.466   |
| PSO-K-mean value    | 0.256    | 0.26    | 0.16    |
| ADPSO-K-mean value  | 0.493    | 0.46    | 0.26    |
| KHM-CPSO            | 0.44     | 0.11    | 0.25    |
| ADPSO-IKM           | 0.26     | 0.1     | 0.4     |

3. Research Methodology

Three data sets that serve as examples iris, wine, and the zoo, are for checking out. Precision and combination are examined and verified. The primary limits have been established, with a learning factor of cmax = 2.5 and the base worth cmin = 0.5. Different boundaries can be set deftly as indicated by the test circumstance [46].
4. Data Analysis

As of now, most bunching impact investigation regularly utilizes $F$-measure, which incorporates review and accuracy. Review and accuracy, separately, analyze the culmination and precision of trial investigation. The following is a list of definitions.

\[
\text{Recall } (I, J) = \frac{n_{IJ}}{n_I}, \\
\text{Precision } (i, J) = \frac{n_{IJ}}{n_J},
\]

where $I$ is the known class; see the equation for more information.

The generally utilized estimation strategy for bunch examination is the weighted normal worth of class $I$:

\[
f(i) = \frac{2 \ast \text{precision } (i, J) \ast \text{recall } (i, J)}{\text{precision } (i, J) + \text{recall } (i, J)}.
\]

\[
F\text{-measurement} = \frac{\sum_{i} |i| \ast (F(i))}{\sum_{i} |i|}.
\]

The last $F$-measure estimate esteem is the usual value, as shown in Table 1.

As shown in Figure 4, the ADPSO-$K$-mean algorithm is more precise than both the normal $K$-mean and the PSO-$K$-mean algorithms, as seen in Table 1, as well as has a moderately large optimization impact; the test precision has increased by 19.5 percent and 7%, respectively, with the greatest impact on the iris data set.

5. Result and Discussion

5.1. When Each Algorithm Converges Stably, Each Fitness Value Is Tested. Additionally, the algorithms are put to the test using iris, wine, and zoo reliability. Every algorithm’s wellbeing values (fmin, fmax, and favorites) are recorded while the algorithm merges and the $f(x)$on three different types of data sets are shown individually [21].

Table 2: Results of algorithm fitness value.

| Data set | $f(x)$ | $K$-mean value | PSO-$K$-mean value | ADPSO-$K$-mean value | ADPSO-IKM |
|----------|--------|----------------|--------------------|---------------------|-----------|
| Iris     | Fmin   | 2.2201         | 79.234             | 80.234              | 81.234    | 82.234    |
| Iris     | Fmax   | 3.2201         | 77.36              | 78.36               | 79.36     | 80.36     |
| Iris     | Fave   | 4.2201         | 490.22             | 491.22              | 492.22    | 493.22    |

Figure 4: Algorithm graph.
The consistent \( d(X_i, C_j) \) is calculated from 103, 105, and 102 and addresses the Euclidean measurement distance between test \( X_i \) and the comparison group focus \( C_j \). The usual worth of all comparable test data is commonly used as the last incentive (for example, it is used by all tests) (greatest wellness esteem).

According to overall results, the unrivaled consequences of the test request are displayed in Table 2. The ADPSO-IKM approach has a restricted \( f(x) \) instability range in these three sorts of data sets. The PSO-K algorithm and the ADPSO-IKM approach work on 9.95 percent of the data in three data sets, 12.44 percent, and 20.85 percent, separately [17].

Furthermore, improving the middle \( K \)-implies algorithm ensures a successful hunt and better intermingling of the algorithm’s execution. The blending graphs on three data sets are with the expansion of accentuations to additional layout the mix of ADPSO-IKM algorithms and the health worth of each method as shown in Figure 5. The readiness test for the digit recognizer is spread out in this chart. Subsequent to setting up, we put the network under a magnify-

6. Conclusion

This paper suggests improvements to the BP algorithm’s flaws. The BP method has a few flaws, including slow combination, unimportant attributes, and the lack of hypothetical direction in determining stowed away network hubs. The purpose is to improve the approach for determining the network structure. In the event of too barely any, the network will be excessively intricate. Albeit this can work on the exactness of the network and acquire the ideal preparation model, this likewise invests in some opportunity to make it worth the effort [24].

The principal reason for this algorithm is to initially acquire a little secret layer hub as per the planned technique and afterward, in light of the genuine blunder. Decide if the network adds hubs based on the set error of the network yield. Furthermore, tests show that the algorithm has a considerable influence. Because of a flaw in the BP technique with close least squares, to beat this inadequacy, as per the attributes of worldwide inquiry ideal arrangement of hereditary, this work combines the benefits of GA which can compensate for the weaknesses of BP using GA and BP
Data Availability

The data used to support the findings of this study are included within the article.

Conflicts of Interest

The authors declare that they have no conflicts of interest.

Acknowledgments

This work was supported by the Science and Technology Project of Henan Province (No. 212102210421).

References

[1] Y. Zheng, “Trajectory data mining,” ACM Transactions on Intelligent Systems and Technology, vol. 6, no. 3, pp. 1–41, 2015.
[2] A. M. Wilson, L. Thabane, and A. Holbrook, “Application of data mining techniques in pharmacovigilance,” British Journal of Clinical Pharmacology, vol. 57, no. 2, pp. 127–134, 2004.
[3] V. Krishnaiah, G. Narasimha, and N. Subhash, “Heart disease prediction system using data mining techniques and intelligent fuzzy approach: a review,” International Journal of Computer Applications, vol. 136, no. 2, pp. 43–51, 2016.
[4] A. Keramati, H. Ghaneei, and S. M. Mirmohammadi, “Developing a prediction model for customer churn from electronic banking services using data mining,” Financial Innovation, vol. 2, no. 1, p. 10, 2016.
[5] S. Moro, P. Rita, and B. Vala, “Predicting social media performance metrics and evaluation of the impact on brand building: a data mining approach,” Journal of Business Research, vol. 69, no. 9, pp. 3341–3351, 2016.
[6] F. Castellani, D. Astolfi, and P. Sdringola, “Analyzing wind turbine directional behavior: SCADA data mining techniques for efficiency and power assessment,” Applied Energy, vol. 185, pp. 1076–1086, 2015.
[7] P. Ahmad, S. Qamar, and S. QasimAfser Rizvi, “Techniques of data mining in healthcare: a review,” International Journal of Computer Applications, vol. 120, no. 15, pp. 38–50, 2015.
[8] S. Asian, G. Ertek, C. Haksoz, S. Pakter, and S. Ulun, “Wind turbine accidents: a data mining study,” IEEE Systems Journal, vol. 11, no. 3, pp. 1567–1578, 2017.
[9] T. Lorberbaum, K. J. Sampson, J. B. Chang et al., “Coupling data mining and laboratory experiments to discover drug interactions causing QT prolongation,” Journal of the American College of Cardiology, vol. 68, no. 16, pp. 1756–1764, 2016.
[10] S. Al-Otaibi, S. Ayouni, M. M. H. Khan, and M. Badr, “A novel method for Parkinson’s disease diagnosis utilizing treatment protocols,” BioMed Research International, vol. 2022, Article ID 6871623, 6 pages, 2022.
[11] D. P. Mishra, S. R. Samantaray, and G. Joos, “A combined wavelet and data-mining based intelligent protection scheme for microgrid,” IEEE Transactions on Smart Grid, vol. 7, no. 5, pp. 1–10, 2016.
[12] T. Guo and J. V. Milanovic, “Online identification of power system dynamic signature using PMU measurements and data mining,” IEEE Transactions on Power Systems, vol. 31, no. 3, pp. 1–9, 2016.
[13] L. Chen, X. Li, and Y. Yang, “Personal health indexing based on medical examinations: a data mining approach,” Decision Support Systems, vol. 81, no. C, pp. 54–65, 2016.
[14] H. Karami, M. Ehteram, S.-F. Mousavi, S. Farzin, O. Kisi, and A. El-Shafie, “Optimization of energy management and conversion in the water systems based on evolutionary algorithms,” Neural Computing & Applications, vol. 31, no. 10, pp. 5951–5964, 2019.
[15] J. Wang, Z. Pan, and Q. Zhang, “Intra-continenta basalt data mining: the diversity of their constituents and the performance in basalt discrimination diagrams,” Acta Petrologica Sinica, vol. 32, no. 7, pp. 1919–1933, 2016.
[16] A. Kumar, J. L. Webber, M. A. Haq et al., “Optimal cluster head selection for energy efficient wireless sensor network using hybrid competitive swarm optimization and harmony search algorithm,” Sustainable Energy Technologies and Assessments, vol. 52, p. 102243, 2022.
[17] P. H. Thong and L. H. Son, “A novel automatic picture fuzzy clustering method based on particle swarm optimization and picture composite cardinality,” Knowledge-Based Systems, vol. 109, pp. 48–60, 2016.
[18] S. Dhawan, C. Chakraborty, J. Frnda, R. Gupta, A. K. Rana, and S. K. Pani, “SSII: secured and high-quality steganography using intelligent hybrid optimization algorithms for IoT,” IEEE Access, vol. 9, pp. 87563–87578, 2021.
[19] Y. Ying, K. Jiang, and M. Ren, “Research on town ecological landscape planning and governance based on fuzzy optimization method of Internet of things technology,” Computational Intelligence and Neuroscience, vol. 2022, Article ID 5159448, 9 pages, 2022.
[20] M. Abd Elaziz, L. Abualigah, R. A. Ibrahim, and I. Attiya, “IoT workflow scheduling using intelligent arithmetic optimization algorithm in fog computing,” Computational Intelligence and Neuroscience, vol. 2021, Article ID 9114113, 14 pages, 2021.
[21] I. Medeiros, N. Neves, and M. Correia, “Detecting and removing web application vulnerabilities with static analysis and data mining,” IEEE Transactions on Reliability, vol. 65, no. 1, pp. 1–16, 2015.
[22] M. Kumar Jena and S. Ranjan Samantaray, “Data-mining-based intelligent differential relaying for transmission lines including UPFC and wind farms,” IEEE Transactions on Neural Networks and Learning Systems, vol. 27, no. 1, pp. 8–17, 2016.
[23] Y. Ganin, E. Ustinova, and H. Ajakan, “Domain-adversarial training of neural networks,” Journal of Machine Learning Research, vol. 17, no. 1, pp. 2969–2996, 2015.

[24] M. Lv, L. Chen, and Z. Xu, “The discovery of personally semantic places based on trajectory data mining,” Neurocomputing, vol. 173, pp. 1142–1153, 2015.

[25] L. R. Margolies, G. Pandey, E. R. Horowitz, and D. S. Mendelson, “Breast imaging in the era of big data: structured reporting and data mining,” American Journal of Roentgenology, vol. 206, no. 2, pp. 259–264, 2015.

[26] M. Maray, M. Alghamdi, and M. B. Alazzam, “Diagnosing cancer using IOT and machine learning methods,” Computational Intelligence and Neuroscience, vol. 2022, Article ID 9896490, 9 pages, 2022.

[27] Q. Sun, L. Shi, Y. Ni, D. Si, and J. Zhu, “An enhanced cascading failure model integrating data mining technique,” Protection and Control of Modern Power Systems, vol. 2, no. 1, p. 5, 2017.

[28] Y. Li, H. Wei, J. Jiang, and L. Wang, “Intelligent fuzzy optimization algorithm of data mining based on BP neural network,” Wireless Communications and Mobile Computing, vol. 2022, Article ID 3084035, 12 pages, 2022.

[29] W. Li, L. Wang, X. Cai, J. Hu, and W. Guo, “Species co-evolutionary algorithm: a novel evolutionary algorithm based on the ecology and environments for optimization,” Neural Computing & Applications, vol. 31, no. 7, pp. 2015–2024, 2019.

[30] F. Mili and M. Hamdi, “A comparative study of expansion functions for evolutionary hybrid functional link artificial neural networks for data mining and classification,” International Journal on Human Machine Interaction, vol. 1, no. 1, pp. 47–59, 2016.

[31] J. D. Kirkpatrick, “2MASS data mining and the M, L, and T dwarf archives,” Proceedings of the International Astronomical Union, vol. 38, no. 6, pp. 337–395, 2016.

[32] J. Albercio, P. Judd, T. Hetherington, T. Aamodt, N. E. Jerger, and A. Moshovos, “Cavulin,” ACM SIGARCH - Computer Architecture News, vol. 44, no. 3, pp. 1–13, 2016.

[33] S. Han, X. Liu, H. Mao et al., “EieEIE,” ACM SIGARCH - Computer Architecture News, vol. 44, no. 3, pp. 243–254, 2016.

[34] F. Wang, V. K. Devabhaktuni, and C. Xi, “Neural network structures and training algorithms for RF and microwave applications,” International Journal of RF and Microwave Computer-Aided Engineering, vol. 9, no. 3, pp. 216–240, 1999.

[35] L. Qiao, Y. Li, D. Chen, S. Serikawa, M. Guizani, and Z. Lv, “A survey on 5G/6G, AI, and robotics,” Computers and Electrical Engineering, vol. 95, p. 107372, 2021.

[36] T. Si and S. Sujauddin, “A comparison of grammatical bee colony and neural networks in medical data mining,” International Journal of Computers and Applications, vol. 134, no. 6, pp. 1–4, 2016.

[37] S. Hussain, J. Hazarika, and P. Buragohain, “Educational data mining on performance of under graduate students of Dibrugarh University using R,” International Journal of Computers and Applications, vol. 114, no. 11, pp. 10–16, 2015.

[38] X. Zhou, X. Liang, X. Du, and J. Zhao, “Structure based user identification across social networks,” IEEE Transactions on Knowledge and Data Engineering, vol. 30, no. 6, pp. 1178–1191, 2018.

[39] S. R. Chauhan and A. Desai, “A review on knowledge discovery using text classification techniques in text mining,” International Journal of Computers and Applications, vol. 111, no. 6, pp. 12–15, 2015.

[40] H. Chen, Y. Shang, and K. Sun, “Multiple fault condition recognition of gearbox with sequential hypothesis test,” Mechanical Systems and Signal Processing, vol. 40, no. 2, pp. 469–482, 2013.

[41] S. Singh, R. Garg, and P. K. Mishra, “Performance analysis of Apriori algorithm with different data structures on Hadoop cluster,” International Journal of Computers and Applications, vol. 128, no. 9, pp. 45–51, 2015.

[42] X. Zhang, Y. Tian, and R. Cheng, “A decision variable clustering-based evolutionary algorithm for large-scale many-objective optimization,” IEEE Transactions on Evolutionary Computation, vol. 99, 2016.

[43] Z. Lv, Y. Han, A. K. Singh, G. Manogaran, and H. Lv, “Trustworthiness in industrial IoT systems based on artificial intelligence,” IEEE Transactions on Industrial Informatics, vol. 99, p. 1, 2020.

[44] Z. Lv, D. Chen, R. Lou, and A. Alazab, “Artificial intelligence for securing industrial-based cyber–physical systems,” Future Generation Computer Systems, vol. 117, pp. 291–298, 2021.

[45] T. Inokaya, S. Kayaligil, and N. E. Özdemirel, “Ant colony optimization based clustering methodology,” Applied Soft Computing, vol. 28, pp. 301–311, 2015.

[46] X. Xu, D. Cao, Y. Zhou, and J. Gao, “Application of neural network algorithm in fault diagnosis of mechatronic intelligence,” Mechanical Systems and Signal Processing, vol. 141, p. 106625, 2020.