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Abstract

Extending recent findings on the two-user MISO broadcast channel (BC) with imperfect and delayed channel state information at the transmitter (CSIT), the work here explores the performance of the two user MIMO BC and the two user MIMO interference channel (MIMO IC), in the presence of feedback with evolving quality and timeliness. Under standard assumptions, and in the presence of $M$ antennas per transmitter and $N$ antennas per receiver, the work derives the DoF region, which is optimal for a large regime of sufficiently good (but potentially imperfect) delayed CSIT. This region concisely captures the effect of having predicted, current and delayed-CSIT, as well as concisely captures the effect of the quality of CSIT offered at any time, about any channel. In addition to the progress towards describing the limits of using such imperfect and delayed feedback in MIMO settings, the work offers different insights that include the fact that, an increasing number of receive antennas can allow for reduced quality feedback, as well as that no CSIT is needed for the direct links in the IC.

I. Introduction

A. MIMO BC and MIMO IC channel models

For the setting of the multiple-input multiple-output broadcast channel (MIMO BC), we consider a case where an $M$-antenna transmitter, sends information to two receivers with $N$ receive antennas each. In this setting, the received signals at the two receivers take the form

$$y_t^{(1)} = H_t^{(1)} x_t + z_t^{(1)}$$

$$y_t^{(2)} = H_t^{(2)} x_t + z_t^{(2)}$$

(1a)

(1b)

where $H_t^{(1)} \in \mathbb{C}^{N \times M}$, $H_t^{(2)} \in \mathbb{C}^{N \times M}$ respectively represent the first and second receiver channels at time $t$, where $z_t^{(1)}, z_t^{(2)}$ represent unit power AWGN noise at the two receivers, where $x_t \in \mathbb{C}^{M \times 1}$ is the input signal with power constraint $\mathbb{E}[[|x_t|^2]] \leq P$.

For the setting of the MIMO interference channel (MIMO IC), we consider a case where two transmitters, each with $M$ transmit antennas, send information to their respective receivers, each having $N$ receive antennas. In this setting, the received signals at the two receivers take the form

$$y_t^{(1)} = H_t^{(11)} x_t^{(1)} + H_t^{(12)} x_t^{(2)} + z_t^{(1)}$$

$$y_t^{(2)} = H_t^{(21)} x_t^{(1)} + H_t^{(22)} x_t^{(2)} + z_t^{(2)}$$

(2a)

(2b)

where $H_t^{(11)} \in \mathbb{C}^{N \times M}$, $H_t^{(12)} \in \mathbb{C}^{N \times M}$ represent the fading matrices of the direct links of the two pairs, while $H_t^{(12)} \in \mathbb{C}^{N \times M}$, $H_t^{(21)} \in \mathbb{C}^{N \times M}$, represent the fading matrices of the cross links at time $t$.

B. Degrees-of-freedom as a function of feedback quality

In the presence of perfect channel state information at the transmitter (CSIT), the degrees-of-freedom (DoF) performance for the case of the MIMO BC, is given by (cf. [2])

$$\{d_1 \leq \min\{M, N\}, \ d_2 \leq \min\{M, N\}, \ d_1 + d_2 \leq \min\{M, 2N\}\}$$

(3)

whereas for the MIMO IC, this DoF region with perfect CSIT, is given by (cf. [3])

$$\{d_1 \leq \min\{M, N\}, \ d_2 \leq \min\{M, N\}, \ d_1 + d_2 \leq \min\{2M, 2N, \max\{M, N\}\}\}.$$  

(4)

In the absence of any CSIT though, the BC performance reduces, from that in [3], to the DoF region

$$\{d_1 + d_2 \leq \min\{M, N\}\}$$

(5)
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1We remind the reader that in the high-SNR setting of interest, for an achievable rate pair $(R_1, R_2)$ for the first and second receiver respectively, the corresponding DoF pair $(d_1, d_2)$ is given by $d_i = \lim_{P \rightarrow \infty} \frac{R_i}{\log P}$, $i = 1, 2$ and the corresponding DoF region is then the set of all achievable DoF pairs.
corresponding to a symmetric DoF corner point \((d_1 = d_2 = \min\{M, N\}/2\) (cf. [4], [5]). Similarly the performance of the MIMO IC without any CSIT, reduces from the DoF region in [4], to the DoF region

\[
\{d_1 \leq \min\{M, N\}, d_2 \leq \min\{M, N\}, d_1 + d_2 \leq \min\{N, 2M\}\}
\]

(6)
corresponding to a symmetric DoF corner point \((d_1 = d_2 = \min\{N, 2M\}/2\) (cf. [4], [5]).

This gap necessitates the use of imperfect and delayed feedback, as this was studied in works like [11], [6]–[19] for specific instances. The work here makes progress towards describing the limits of this use of imperfect and delayed feedback.

C. Predicted, current and delayed CSIT

As in [20], we consider communication of an infinite duration \(n\).

For the case of the BC, we consider a random fading process \(\{H_{t,t'}^{(1)}, H_{t,t'}^{(2)}\}_{t,t' = 1}^{n}\), and a feedback process that provides CSIT estimates \(\{\hat{H}_{t,t'}^{(1)}, \hat{H}_{t,t'}^{(2)}\}_{t,t' = 1}^{n}\) of channel \(H_{t,t'}^{(1)}, H_{t,t'}^{(2)}\) at any time \(t' = 1, \cdots, n\). For the channel \(H_{t,t'}^{(1)}, H_{t,t'}^{(2)}\) at a specific time \(t\), the set of all available estimates \(\{\hat{H}_{t,t'}^{(1)}, \hat{H}_{t,t'}^{(2)}\}_{t'}\), can be naturally split in the predicted estimates \(\{\hat{H}_{t,t'}^{(1)}, \hat{H}_{t,t'}^{(2)}\}_{t' < t}\) that are offered before the channel materializes, the current estimate \(\hat{H}_{t,t}^{(1)}, \hat{H}_{t,t}^{(2)}\) at time \(t\), and the delayed estimates \(\{\hat{H}_{t,t'}^{(1)}, \hat{H}_{t,t'}^{(2)}\}_{t' > t}\) that may allow for retrospective compensation for the lack of perfect quality feedback. Naturally the fundamental measure of feedback quality is given by the precision of estimates at any time about any channel, i.e., is given by

\[
\{(H_{t,t}^{(1)} - \hat{H}_{t,t'}^{(1)}), (H_{t,t}^{(2)} - \hat{H}_{t,t'}^{(2)}\}_{t,t'=1}^{n}.
\]

(7)

These estimation-error sets of course fluctuate depending on the instance of the problem, and as expected, the overall optimal performance is defined by the statistics of the above estimation errors. We here only assume that these errors have zero-mean circularly-symmetric complex Gaussian entries, that are spatially uncorrelated, and that at any time \(t\), the current estimation error is independent of the channel estimates up to that time.

Similarly for the case of the IC, we consider a fading process \(\{H_{t,t'}^{(11)}, H_{t,t'}^{(12)}, H_{t,t'}^{(21)}, H_{t,t'}^{(22)}\}_{t,t' = 1}^{n}\), a set of CSIT estimates \(\{\hat{H}_{t,t'}^{(11)}', \hat{H}_{t,t'}^{(12)}', \hat{H}_{t,t'}^{(21)}', \hat{H}_{t,t'}^{(22)}'\}_{t,t' = 1}^{n}\) and an overall feedback quality which, at any instance, is defined by

\[
\{(H_{t,i}^{(ij)} - \hat{H}_{t,i}^{(ij)}')\}_{i,t'=1}^{n}, i, j = 1, 2
\]

(8)

where again, the statistics of the above error sets define the optimal performance. We will here seek to capture this relationship between performance and feedback.

D. Notation, conventions and assumptions

We will generally follow the notations and assumptions in [20], and will adapt them to the MIMO and IC settings. When addressing the BC, we will use the notation

\[
\alpha^{(i)}_t = -\lim_{P \to \infty} \frac{\mathbb{E}[\|H_{t,i}^{(i)} - \hat{H}_{t,i}^{(i)}\|^2]}{\log P}, \quad \beta^{(i)}_t = -\lim_{P \to \infty} \frac{\mathbb{E}[\|H_{t,i}^{(i)} - \hat{H}_{t,i}^{(i)} + \eta\|^2]}{\log P}
\]

(9)

where \(\alpha^{(i)}_t\) is used to describe the current quality exponent for the CSIT for channel \(H_{t,i}^{(i)}\) of receiver \(i\), \(i = 1, 2\), while \(\beta^{(i)}_t\) is used to describe the delayed quality exponents for each user. In the above, \(\eta\) can be as large as necessary, but it must be finite, as we here consider delayed CSIT that arrives after a finite delay from the channel it describes. The above used \(\|\cdot\|_F\) to denote the Frobenius norm of a matrix.

Similarly when considering the MIMO IC, we will use the same notation, except that now

\[
\alpha^{(i)}_t = -\lim_{P \to \infty} \frac{\mathbb{E}[\|H_{t,i}^{(ij)} - \hat{H}_{t,i}^{(ij)}\|^2]}{\log P}, \quad \beta^{(i)}_t = -\lim_{P \to \infty} \frac{\mathbb{E}[\|H_{t,i}^{(ij)} - \hat{H}_{t,i}^{(ij)} + \eta\|^2]}{\log P}, \quad i \neq j
\]

(10)

where \(\alpha^{(1)}_t, \beta^{(1)}_t\) will correspond to the CSIT quality for the cross link \(H_{t,i}^{(12)}\) where this CSIT is available at transmitter 2, and where \(\alpha^{(2)}_t, \beta^{(2)}_t\) will correspond to the CSIT quality for the cross link \(H_{t,i}^{(21)}\) where this CSIT is available at transmitter 4.

As argued in [20], the results in [21], [22] easily show that without loss of generality, in the DoF setting of interest, we can restrict our attention to the range

\[
0 \leq \alpha^{(i)}_t \leq \beta^{(i)}_t \leq 1.
\]

(11)

2When treating the IC case, emphasis is placed on the CSIT of the cross links because, as it will turn out, the DoF region will be achieved without any knowledge of the direct links. This is a small improvement over [11] where both transmitters were assumed to have static-quality CSIT for all the channels \((H_{t,i}^{(21)}, H_{t,i}^{(21)}, H_{t,i}^{(11)}, H_{t,i}^{(22)})\).
Here having $\alpha_i^{(1)} = \alpha_i^{(2)} = 1$, corresponds to the highest quality CSIT with perfect timing (full CSIT) for the specific channel at time $t$, while having $\beta_i^{(i)} = 1$ corresponds to having perfect delayed CSIT for the same channel, i.e., it corresponds to the case where at some point $t' > t$, the transmitter has perfect estimates of the channel that materialized at time $t$.

Furthermore we will use the notation

$$
\tilde{\alpha}^{(i)}(t) \triangleq \lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} \alpha_t^{(i)}, \quad \tilde{\beta}^{(i)}(t) \triangleq \lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} \beta_t^{(i)}, \quad i = 1, 2
$$

(12)

to denote the average of the quality exponents. As in [20] we will adopt the mild assumption that any sufficiently long subsequence $\{\alpha_t^{(1)}\}_{t=t}^{t+T}$ (resp. $\{\alpha_t^{(2)}\}_{t=t}^{t+T}$, $\{\beta_t^{(1)}\}_{t=t}^{t+T}$, $\{\beta_t^{(2)}\}_{t=t}^{t+T}$) has an average that converges to the long term average $\tilde{\alpha}^{(1)}$ (resp. $\tilde{\alpha}^{(2)}$, $\tilde{\beta}^{(1)}$, $\tilde{\beta}^{(2)}$), for any $\tau$ and for some finite $T$ that can be chosen to be sufficiently large to allow for the above convergence.

Implicit in our definition of the quality exponents, is our assumption that $\mathbb{E}[\|H_t^{(1)} - \tilde{H}_{t,t'}^{(1)}\|^2_F] \leq \mathbb{E}[\|H_t^{(1)} - \bar{H}_{t,t'}^{(1)}\|^2_F]$, $\mathbb{E}[\|H_t^{(2)} - \tilde{H}_{t,t'}^{(2)}\|^2_F] \leq \mathbb{E}[\|H_t^{(2)} - \bar{H}_{t,t'}^{(2)}\|^2_F]$, for any $t' > t'''$, (similarly for the IC case) which simply reflects the fact that one can revert back to past estimates of statistically better quality. This assumption can be removed - after a small change in the definition of the quality exponents - without an effect to the main result.

Throughout this paper, $\{\bullet\}^T$ and $\{\bullet\}^n$ will denote the transpose and conjugate transpose of a matrix respectively, while $\text{diag}(\bullet)$ will denote a diagonal matrix, $\| \bullet \|$ will denote the Euclidean norm, and $| \bullet |$ will denote the magnitude of a scalar. $o(\bullet)$ comes from the standard Landau notation, where $f(x) = o(g(x))$ implies $\lim_{x \to \infty} f(x)/g(x) = 0$. We also use $\doteq$ to denote exponential equality, i.e., we write $f(P) \doteq P^B$ to denote $\lim_{P \to \infty} \log(P) - \log f(P) \doteq B$. Similarly $\gtrsim$ and $\lesssim$ will denote exponential inequalities. Logarithms are of base $2$. $\{\bullet\}^+ = \max\{\bullet, 0\}$.

Furthermore we adhere to the common convention (see [11], [23]-[26]) of assuming perfect and global knowledge of channel state information at the receivers (perfect global CSIR), where the receivers know all channel states and all estimates. We will also adopt the common convention (see [25]-[28]) of assuming that the current estimation error is statistically independent of current and past estimates. A discussion on this can be found in [20] which argues that this assumption fits well with many channel models, spanning from the fast fading channel (i.i.d. in time), to the correlated channel model as this is considered in [27], to the quasi-static block fading model where the CSIT estimates are successively refined while the channel remains static. Additionally we consider the entries of each estimation error matrix $H_t^{(i)} - \tilde{H}_{t,t'}^{(i)}$ to be i.i.d. Gaussian $\mathcal{N}(0, \sigma^2)$. Finally we will refer to a CSIT process with ‘sufficiently good delayed CSIT’, to be a process for which $\min\{|\tilde{\beta}^{(1)}|, |\tilde{\beta}^{(2)}|\} \geq \min\{1, M - \min\{M, N\}\}/\min\{M, 2N\} + N$.

E. Existing results directly relating to the current work

The work here builds on the ideas of [23] on using delayed CSIT to retrospectively compensate for interference due to lack of current CSIT, on the ideas in [27] and later in [25], [26] on exploiting perfect delayed and imperfect current CSIT, as well as the work in [25], [30] which - in the context of imperfect and delayed CSIT – introduced encoding and decoding with a phase-Markov structure that will be used later on. The work here is also motivated by the work in [10] which considered the use of delayed feedback in different MIMO BC settings, as well as by recent progress in [11] that considered MIMO BC and MIMO IC settings that enjoyed perfect delayed feedback as well as imperfect current feedback of a quality that remained unchanged throughout the communication process $\alpha_t^{(1)} = -\lim_{P \to \infty} \frac{E[\|H_t^{(1)} - \tilde{H}_{t,t'}^{(1)}\|^2_F]}{\log P}, \alpha_t^{(2)} = -\lim_{P \to \infty} \frac{E[\|H_t^{(2)} - \tilde{H}_{t,t'}^{(2)}\|^2_F]}{\log P}, \forall t$. The work is finally motivated by the recent approach in [20] that employed sequences of evolving quality exponents to address a more fundamental problem of deriving the performance limits given a general CSIT process of a certain quality.

II. DoF region of the MIMO BC and MIMO IC

We proceed with the main DoF results, which are proved in Section III that describes the outer bound, and in Section IV that describes an inner bound by extending the schemes from [20] to the symmetric MIMO BC and MIMO IC cases of interest. We recall that we consider communication of large duration $n$, a possibly correlated channel process \{H_t^{(1)}, H_t^{(2)}\}_{t=1}^{n} (\{H_t^{(1)}, H_t^{(2)}\}_{t=1}^{n} for the IC), and a feedback process of quality defined by the statistics of \{(H_t^{(1)} - \tilde{H}_{t,t'}^{(1)}), (H_t^{(2)} - \tilde{H}_{t,t'}^{(2)})\}_{t=1,T=1}^{n} (\{(H_t^{(1)} - \tilde{H}_{t,t'}^{(1)}), (H_t^{(2)} - \tilde{H}_{t,t'}^{(2)})\}_{t=1,T=1}^{n} for the IC). We henceforth, without loss of generality, label the users so that $\tilde{\alpha}^{(2)} \leq \tilde{\alpha}^{(1)}$.

We proceed with the DoF region for any CSIT process with sufficiently good delayed CSIT.

\footnote{We here make it clear that we are simply referring to the MN entries in each such specific matrix $H_t^{(i)} - \tilde{H}_{t,t'}^{(i)}$, and that we certainly do not suggest that the error entries are i.i.d. in time or across users.}
Theorem 1: The optimal DoF region of the two-user \((M \times (N, N))\) MIMO BC with a CSIT process \(\{\hat{H}^{(t)}_{i,t'}, \hat{H}^{(t')}_{i,t'}\}_{i=1, t'=1}^n\) that has sufficiently good delayed CSIT, is given by

\[
\begin{align*}
    d_1 & \leq \min\{M, N\} \\
    d_2 & \leq \min\{M, N\} \\
    d_1 + d_2 & \leq \min\{M, 2N\}
\end{align*}
\]

while for the \((M, M) \times (N, N)\) MIMO IC with feedback quality \(\{(H^{(ij)}_{t,t'} - \hat{H}^{(ij)}_{t,t'})\}_{i,j,t,t'=1}^n\) the above holds after substituting (15) with

\[
d_1 + d_2 \leq \min\{2M, 2N, \max\{M, N\}\}.
\]

The following proposition provides the DoF region inner bound for the regime of low-quality delayed CSIT. The proof is shown in Section IV.

Proposition 1: The DoF region of the two-user \((M \times (N, N))\) MIMO BC with a CSIT process of quality \(\{(H^{(1)}_{t,t'} - \hat{H}^{(1)}_{t,t'}), (H^{(2)}_{t,t'} - \hat{H}^{(2)}_{t,t'})\}_{i=1, t'=1}^n\) such that \(\min\{\beta(1), \beta(2)\} \leq \min\{1, M - \min\{M, N\}\}

\[
\begin{align*}
    d_1 & \leq \min\{M, N\} \\
    d_2 & \leq \min\{M, N\} \\
    d_1 + d_2 & \leq \min\{M, 2N\}
\end{align*}
\]

while for the \((M, M) \times (N, N)\) MIMO IC with feedback quality \(\{(H^{(ij)}_{t,t'} - \hat{H}^{(ij)}_{t,t'})\}_{i,j,t,t'=1}^n\) such that \(\min\{\beta(1), \beta(2)\} \leq \min\{1, M - \min\{M, N\}\}

\[
\begin{align*}
    d_1 & \leq \min\{M, N\} \\
    d_2 & \leq \min\{M, N\} \\
    d_1 + d_2 & \leq \min\{M, 2N\} + \min\{M, 2N\} - \min\{M, N\}
\end{align*}
\]
while for the \((M, M) \times (N, N)\) MIMO IC with feedback quality \(\{ (H_{ij}^{(ij)} - \hat{H}_{ij,t,t'}^{(ij)})_{t,t'=1}^{n} \}\), \(i, j = 1, 2\), the above holds after substituting (21) with

\[
d_1 + d_2 \leq \min\{2M, 2N, \max\{M, N\}\}. \tag{25}
\]

**Remark 1:** As a small comment, and to place the above proposition in the context of previous work, we briefly note that deriving the DoF for even the simplest instance in the setting of low-quality delayed CSIT - corresponding to the case of \(\hat{\beta}^{(1)} = \hat{\beta}^{(2)} = \alpha^{(1)} = \alpha^{(2)} = 0\) - has been a long-lasting open problem. In this simple setting of all-zero quality exponents, the conjectured DoF of \(d_1 = d_2 = 1/2\) in [28], matches the above inner bound.

### A. Imperfect current CSIT can be as useful as perfect current CSIT

The above results allow for direct conclusions on the amount of CSIT that is necessary to achieve the optimal DoF performance associated to perfect and immediately available CSIT. The following corollary holds for the BC and the IC case, for which we also remember that there is no need for CSIT when \(M \leq N\) (cf. [4], [5]). The proofs for the following corollary, and of the corollary immediately after that, are direct from the above theorems.

**Corollary 1a:** Having a CSIT process that offers \(\hat{\alpha}^{(1)} + \bar{\alpha}^{(2)} \geq \min\{M, 2N\}/N\), allows for the optimal sum-DoF associated to having perfect and immediately (full) CSIT \((\hat{\alpha}^{(1)} = \bar{\alpha}^{(2)} = 1)\).

The above suggests a reduction in the required feedback quality \(\hat{\alpha}^{(1)}, \bar{\alpha}^{(2)}\), as the number of receive antennas increases. Furthermore as stated before, when applied to the IC case, the above also reveals that no CSIT is needed for the direct links.

Along the same lines, the following describes the amount of delayed CSIT that suffices to achieve the DoF associated to perfect delayed CSIT.

**Corollary 1b:** Any CSIT process that offers \(\min\{\hat{\beta}^{(1)}, \bar{\beta}^{(2)}\} \geq \min\{1, M - \min\{M, N\}\}, \frac{N(1+\hat{\alpha}^{(1)} + \bar{\alpha}^{(2)})}{\min\{M, 2N\} + N}, \frac{N(1+\bar{\alpha}^{(2)})}{\min\{M, 2N\}}\},\) can achieve the same DoF region as a CSIT process that offers perfect delayed CSIT \((\hat{\beta}^{(1)} = \bar{\beta}^{(2)} = 1)\).

### III. OUTER BOUND FOR THE MIMO BC AND MIMO IC WITH EVOLVING FEEDBACK

We proceed to first describe the outer bound for the BC case. The bound, presented in the following lemma, draws from [14] and [20], and for this we here mainly focus on the proof steps that are important in the MIMO case.

**Lemma 1:** The DoF region of the two-user MIMO BC with a CSIT process \(\{ \hat{H}_{ij,t,t'}^{(1)}, \hat{H}_{ij,t,t'}^{(2)} \}_{t=1,t' = 1}^{n}\) of quality \((H_{ij}^{(1)} - \hat{H}_{ij,t,t'}^{(1)}), (H_{ij}^{(2)} - \hat{H}_{ij,t,t'}^{(2)}) \}_{t=1,t' = 1}^{n}\), is upper bounded as

\[
d_1 \leq \min\{M, N\} \tag{26}
\]
\[
d_2 \leq \min\{M, N\} \tag{27}
\]
\[
d_1 + d_2 \leq \min\{M, 2N\} \tag{28}
\]
\[
\frac{d_1}{\min\{M, N\}} + \frac{d_2}{\min\{M, 2N\}} \leq 1 + \frac{\min\{M, 2N\} - \min\{M, N\}}{\min\{M, 2N\}} \cdot \hat{\alpha}^{(1)} \tag{29}
\]
\[
\frac{d_1}{\min\{M, 2N\}} + \frac{d_2}{\min\{M, N\}} \leq 1 + \frac{\min\{M, 2N\} - \min\{M, N\}}{\min\{M, 2N\}} \cdot \bar{\alpha}^{(2)}. \tag{30}
\]

**Proof:** For notational convenience we define \(\ast \triangleq \min\{\ast, M\}, \Omega_{[n]} \triangleq \{H_{ij}^{(1)}, H_{ij}^{(2)}, \hat{H}_{ij,t,t'}^{(1)}, \hat{H}_{ij,t,t'}^{(2)} \}_{t=1,t' = 1}^{n}\), and \(y_{[n]}^{(1)} \triangleq \{y_{t}^{(1)}\}_{t=1}^{n}\) and \(y_{[n]}^{(2)} \triangleq \{y_{t}^{(2)}\}_{t=1}^{n}\).

We first design a degraded version of the BC by giving the observations and messages of receiver 1 to receiver 2. This allows for

\[
nR_1 \leq I(W_1; y_{[n]}^{(1)} | \Omega_{[n]}) + n\epsilon \tag{31}
\]
\[
nR_2 \leq I(W_2; y_{[n]}^{(1)} | W_1, \Omega_{[n]}) + n\epsilon \tag{32}
\]

due to Fano’s inequality, due to the basic chain-rule of mutual information, and due to the fact that messages from different users are independent. This now gives that

\[
nR_1 \leq h(y_{[n]}^{(1)} | \Omega_{[n]}) - h(y_{[n]}^{(1)} | W_1, \Omega_{[n]}) + n\epsilon \tag{33}
\]
\[
nR_2 \leq h(y_{[n]}^{(1)}, y_{[n]}^{(2)} | W_1, \Omega_{[n]}) - h(y_{[n]}^{(1)}, y_{[n]}^{(2)} | W_1, W_2, \Omega_{[n]}) + n\epsilon \tag{34}
\]
and that
\[
\frac{nR_1}{\langle N \rangle} + \frac{nR_2}{\langle 2N \rangle} - \left(\frac{n}{\langle N \rangle} + \frac{n}{\langle 2N \rangle}\right) \epsilon
\]
\[
\leq \frac{1}{\langle N \rangle} h(y_{[n]} | \Omega_{[n]}) + \frac{1}{\langle 2N \rangle} h(y_{[n]}, y_{[2n]} | W_1, \Omega_{[n]}) - \frac{1}{\langle N \rangle} h(y_{[n]} | W_1, \Omega_{[n]}) - \frac{1}{\langle 2N \rangle} h(y_{[n]}, y_{[2n]} | W_1, W_2, \Omega_{[n]})
\]
\[
= \frac{1}{\langle N \rangle} h(y_{[n]} | \Omega_{[n]}) + \frac{1}{\langle 2N \rangle} h(y_{[n]}, y_{[2n]} | W_1, \Omega_{[n]}) - \frac{1}{\langle N \rangle} h(y_{[n]} | W_1, \Omega_{[n]}) + \text{no}(\log P)
\]
\[
\leq n \log P + \text{no}(\log P) + \frac{1}{\langle 2N \rangle} h(y_{[n]}, y_{[2n]} | W_1, \Omega_{[n]}) - \frac{1}{\langle N \rangle} h(y_{[n]} | W_1, \Omega_{[n]}) + \text{no}(\log P)
\]
\[
= \sum_{i=1}^{n} \left(\frac{1}{\langle 2N \rangle} h(y_{[i]}, y_{[i+1]} | y_{[i-1]}, y_{[i+2]}, W_1, \Omega_{[n]}) - \frac{1}{\langle N \rangle} h(y_{[i]} | y_{[i-1]}, y_{[i+2]}, W_1, \Omega_{[n]})\right) + \text{no}(\log P)
\]
\[
\leq \frac{1}{\langle 2N \rangle} \langle N \rangle \sum_{i=1}^{n} \left(\langle 2N \rangle - \langle N \rangle \right) \alpha_i^{(1)} \log P + o(\log P) + \text{no}(\log P)
\]
\[
= \frac{n}{\langle 2N \rangle} \langle (2N) \rangle - \langle (N) \rangle \alpha^{(1)} \log P + n \log P + \text{no}(\log P)
\]
\[
= \frac{n}{\langle 2N \rangle} \langle (2N) \rangle - \langle (N) \rangle \alpha^{(1)} \log P + n \log P + \text{no}(\log P).
\]

In the above, (35) is due to the fact that knowledge of \( \{W_1, W_2, \Omega_{[n]}\} \) allows for reconstruction of \( y_{[n]}, y_{[2n]} \) up to noise level, while (36) is due to the fact that \( h(y_{[n]} | \Omega_{[n]}) \leq \langle N \rangle \log P + o(\log P) \). Additionally, (37) is due to the chain rule of differential entropy, (38) is due to the fact that conditioning reduces differential entropy, and (39) is directly from [14] Proposition 4 after setting \( U = \{y_{[n-1]}, y_{[n+1]}, W_1, \Omega_{[n]}\} \) \( \{H_{[1]}^{(1)}, H_{[1]}^{(2)}, H_{[1]}^{(1)} H_{[1]}^{(2)}\} \nabla \\
\]

The above gives the bound in (29). Interchanging the roles of the users gives the bound in (30). The bounds in (26), (27) are basic single-user constraints, while the bound in (28) corresponds to an assumption of user cooperation.

A. Outer bound proof for the IC

The task is to show that the above bounds (26), (27), (29), (30) hold for the case of the IC. First let us set \( y_{(1)}^{(1)}, y_{(2)}^{(2)} \) to take the form in (26), (28), and let us denote \( \Omega_{[n]} = \{H_{[1]}^{(1)}, H_{[1]}^{(2)}, H_{[1]}^{(2)}, H_{[1]}^{(1)}, H_{[1]}^{(1)} H_{[1]}^{(2)}\} \nabla \\
\]

Focusing on the bound in (29), we note that the transition from (33) to (39) holds in the IC setting, because knowledge of \( \{W_1, \Omega_{[n]}\} \) implies knowledge of \( H_{[1]}^{(1)} x_{[1]}^{(1)} \) and \( H_{[1]}^{(2)} x_{[1]}^{(1)} \), which in turn implies that
\[
\frac{1}{\langle 2N \rangle} \langle (2N) \rangle - \langle (N) \rangle \alpha^{(1)} \log P + n \log P + \text{no}(\log P)
\]
\[
which has the form of the difference of the differential entropies corresponding to a BC setting, where the role of the BC transmitter is replaced now by the second IC transmitter. This implies that (29) holds for the IC. Bounds (26), (27), (30) follow easily. Finally, the bound \( d_1 + d_2 \leq \min\{2M, 2N, \max\{M, N\}, \max\{M, N\}\} \) is directly from [3].

IV. Phase-Markov transceiver for imperfect and delayed feedback

We proceed to extend the MISO BC scheme in (20), to the current setting of the MIMO BC and MIMO IC.

While part of the extension of the schemes in (20) involves keeping track of the dimensionality changes that come with MIMO, there are here modifications that are not trivial. These include changes in the way the scheme performs interference quantization as well as power and rate allocation, differences in decoding, as well as differences in the way the information is aggregated to achieve the corresponding DoF corner points. A particular extra challenge corresponding to the MIMO IC, has to do with the fact that now the signals must be sent by two independent transmitters. This will reflect on the power and rate allocation at each transmitter, and on the way common and private information is decoded at each receiver.

\footnote{We note that the result in [14] Proposition 4 holds for a large family of channel models, under the assumption that the CSIT estimates up to time \( t \) are independent of the current estimate errors at time \( t \).}
Before proceeding with the schemes, we again note that we only need to consider the case where \( N < M \leq 2N \) simply because, both for the BC and the IC, the optimal DoF can be achieved without any CSIT whenever \( M \leq N \), while having \( M > 2N \) can be shown to be equivalent, in terms of DoF, with the case of having \( M = 2N \). We first begin with the scheme description for the BC setting, while at the end we will describe the modifications required to achieve the result for the IC case. Section \[ IV-A \] will describe the encoding part, Section \[ IV-B \] the decoding part, and Section \[ IV-C \] will describe how we calibrate the parameters of this universal scheme to achieve the different DoF corner points.

The challenge here will be to design a scheme of large duration \( n \), that utilizes the CSIT process \( \{ H_{t,t'}^{(1)}, H_{t,t'}^{(2)} \}_{t=1, t'=1}^{n} \). As in \[ 20 \], the causal scheme will not require knowledge of future quality exponents, nor of predicted CSIT estimates of future channels. We remind the reader that the users are labeled so that \( \tilde{a}^{(2)}(t) \leq \tilde{a}^{(1)}(t) \).

For notational convenience, we will use
\[
\hat{H}_{t}^{(1)} \triangleq \tilde{H}_{t}^{(1)}, \quad \hat{H}_{t}^{(2)} \triangleq \tilde{H}_{t}^{(2)}
\]
\[
\hat{H}_{t}^{(1)} \triangleq \tilde{H}_{t+\eta}^{(1)}, \quad \hat{H}_{t}^{(2)} \triangleq \tilde{H}_{t+\eta}^{(2)}
\]
to denote the current and delayed estimates of \( H_{t}^{(1)}, H_{t}^{(2)} \), with the corresponding estimation errors being
\[
\hat{\tilde{H}}_{t}^{(1)} \triangleq \tilde{H}_{t}^{(1)} - \hat{H}_{t}^{(1)}, \quad \hat{\tilde{H}}_{t}^{(2)} \triangleq \tilde{H}_{t}^{(2)} - \hat{H}_{t}^{(2)}
\]
\[
\hat{\tilde{H}}_{t}^{(1)} \triangleq \tilde{H}_{t}^{(1)} - \hat{H}_{t}^{(1)}, \quad \hat{\tilde{H}}_{t}^{(2)} \triangleq \tilde{H}_{t}^{(2)} - \hat{\tilde{H}}_{t}^{(2)}.
\]

We will also use the notation
\[
P_{t}^{(\sigma)} \triangleq \mathbb{E}|e_{t}|^{2}
\]
to denote the power of a symbol \( e_{t} \) corresponding to time-slot \( t \), and we will use \( r_{t}^{(\sigma)} \) to denote the prelog factor of the number of bits \( r_{t}^{(\sigma)} \log P - o(\log P) \) carried by symbol \( e_{t} \) at time \( t \).

A. Encoding

As in \[ 20 \], we subdivide the overall time duration \( n \), into \( S \) phases, each of duration of \( T \), such that each phase \( s (s = 1, 2, \cdots, S) \) takes place over the time slots \( t \in B_{s} \)
\[
B_{s} = \{ B_{s,t} \triangleq (s-1)2T + \ell \}_{\ell=1}^{T}, \quad s = 1, \cdots, S.
\]

Naturally in the gap of what we define here to be consecutive phases, another message is sent, using the same exact scheme. Going back to the aforementioned assumption, \( T \) is sufficiently large so that
\[
\frac{1}{T} \sum_{t \in B_{s}} \alpha_{t}^{(i)} \rightarrow \tilde{\alpha}^{(i)}, \quad \frac{1}{T} \sum_{t \in B_{s}} \beta_{t}^{(i)} \rightarrow \tilde{\beta}^{(i)}, \quad s = 1, \cdots, S
\]
\[ i = 1, 2. \] For notational convenience we will also assume that \( T > \eta \) (cf. \[ 29 \]), although this assumption can be readily removed, as this was argued in \[ 20 \]. Finally with \( n \) being infinite, \( S \) is also infinite.

Adhering to a phase-Markov structure which - in the context of imperfect and delayed CSIT, was first introduced in \[ 29, 30 \] - the scheme will quantize the accumulated interference of a certain phase \( s \), broadcast it to both receivers over phase \( (s+1) \), while at the same time it will send extra information to both receivers in phase \( s \), which will help recover the interference accumulated in phase \( (s-1) \).

We first describe the encoding for all phases except the last phase which will be addressed separately due to its different structure.

1) Phase \( s \), for \( s = 1, 2, \cdots, S-1 \): In each phase, the scheme combines zero forcing and superposition coding, power and rate allocation, and interference quantizing and broadcasting. We proceed to describe these steps.

a) Zero forcing and superposition coding: At time \( t \in B_{s} \) (of phase \( s \)), the transmitter sends
\[
x_{t} = W_{t}c_{t} + U_{t}\alpha_{t} + U_{t}'\alpha_{t}' + V_{t}b_{t} + V_{t}'b_{t}'
\]
where \( \alpha_{t} \in \mathbb{C}^{(M-N)\times 1}, \alpha_{t}' \in \mathbb{C}^{N\times 1} \) are the vectors of symbols meant for receiver 1, \( b_{t} \in \mathbb{C}^{(M-N)\times 1}, b_{t}' \in \mathbb{C}^{N\times 1} \) are those meant for receiver 2, where \( c_{t} \in \mathbb{C}^{M\times M} \) is a common symbol vector, where \( U_{t} = (\tilde{H}_{t}^{(2)})_{\perp} \in \mathbb{C}^{M\times(M-N)} \) is a unit-norm matrix that is orthogonal to \( \tilde{H}_{t}^{(2)} \), where \( V_{t} = (\tilde{H}_{t}^{(1)})_{\perp} \in \mathbb{C}^{M\times(M-N)} \) is orthogonal to \( \tilde{H}_{t}^{(1)} \), and where \( W_{t} \in \mathbb{C}^{M\times M}, U_{t} \in \mathbb{C}^{M\times N}, V_{t} \in \mathbb{C}^{M\times N} \) are predetermined randomly-generated matrices known by all nodes.
b) Power and rate allocation: The powers and (normalized) rates during phase $s$ time-slot $t$, are

\[ P_t^{(c)} = P, \quad P_t^{(a)} = P_q^{(2)}, \quad P_t^{(b)} = P_q^{(1)}, \quad P_t^{(a')} = P_q^{(2) - \alpha_t^{(2)}}, \quad P_t^{(b')} = P_q^{(1) - \alpha_t^{(1)}} \]

where $\{\delta_t^{(1)}, \delta_t^{(2)}\}_{t \in B_s}$ are designed such that

\[ \beta_t^{(i)} \geq \delta_t^{(i)} \quad i = 1, 2, \quad t \in B_s \]

\[ \frac{1}{T} \sum_{t \in B_s} \delta_t^{(1)} = \frac{1}{T} \sum_{t \in B_s} \delta_t^{(2)} = \bar{\delta} \]

\[ \frac{1}{T} \sum_{t \in B_s} (\delta_t^{(1)} - \alpha_t^{(1)}) = (\bar{\delta} - \bar{\alpha}^{(1)}) \quad i = 1, 2 \]

for some $\bar{\delta}$ that will be bounded by

\[ \bar{\delta} \leq \min\{1, \bar{\beta}^{(1)}, \bar{\beta}^{(2)}, \frac{N(1 + \bar{\alpha}^{(1)} + \bar{\alpha}^{(2)})}{M + N}, \frac{N(1 + \bar{\alpha}^{(2)})}{M} \} \]

and which will be set to specific values later on, depending on the DoF corner point we wish to achieve.

The exact solutions for $\{\delta_t^{(1)}, \delta_t^{(2)}\}_{t \in B_s}$ satisfied (50), (51), (52) are shown in [20], and the rates of the common symbols $\{c_t\}_{t=1} \in B_s$ are designed to jointly carry

\[ T(N - (M - N)\bar{\delta}) \log P - o(\log P) \]

bits.

To put the above allocation in perspective, we show the received signals, and describe under each term the order of the summand’s average power. These signals take the form

\[ y_t^{(1)} = H_t^{(1)} W_t c_t + H_t^{(1)} U_t a_t + H_t^{(1)} U'_t a'_t + z_t^{(1)} + H_t^{(1)} (V_t b_t + V'_t b'_t) + H_t^{(1)} (V_t b_t + V'_t b'_t) \]

\[ y_t^{(2)} = H_t^{(2)} W_t c_t + H_t^{(2)} V_t b_t + H_t^{(2)} V'_t b'_t + z_t^{(2)} + H_t^{(2)} (U_t a_t + U'_t a'_t) + H_t^{(2)} (U_t a_t + U'_t a'_t) \]

where

\[ i_t^{(1)} \triangleq H_t^{(1)} (V_t b_t + V'_t b'_t), \quad i_t^{(2)} \triangleq H_t^{(2)} (U_t a_t + U'_t a'_t) \]

denote the interference at receiver 1 and receiver 2 respectively, and where

\[ \tilde{i}_t^{(1)} \triangleq \tilde{H}_t^{(1)} (V_t b_t + V'_t b'_t), \quad \tilde{i}_t^{(2)} \triangleq \tilde{H}_t^{(2)} (U_t a_t + U'_t a'_t) \]

denote the transmitter’s delayed estimates of $i_t^{(1)}, i_t^{(2)}$.

c) Quantizing and broadcasting the accumulated interference: Before the beginning of phase $(s + 1)$, the transmitter reconstructs $i_t^{(1)}, i_t^{(2)}$ for all $t \in B_s$, using its knowledge of delayed CSIT, and quantizes these into

\[ \tilde{i}_t^{(1)} = i_t^{(1)} - \delta_t^{(1)}, \quad \tilde{i}_t^{(2)} = i_t^{(2)} - \delta_t^{(2)} \]

using a total of $N(\delta_t^{(1)} - \alpha_t^{(1)}) \log P$ and $N(\delta_t^{(2)} - \alpha_t^{(2)}) \log P$ quantization bits respectively. This allows for bounded power of quantization noise $\delta_t^{(1)}, \delta_t^{(2)}$, i.e., allows for $\mathbb{E}[\tilde{i}_t^{(1)}]^2 = \mathbb{E}[i_t^{(1)}]^2 = 1$, since $\mathbb{E}[|\tilde{i}_t^{(1)}|^2] \leq P\delta_t^{(2)} - \alpha_t^{(2)}$, $\mathbb{E}[|\tilde{i}_t^{(2)}|^2] \leq P\delta_t^{(1)} - \alpha_t^{(1)}$ (cf. [31]). Then the transmitter evenly splits the

\[ \sum_{t \in B_s} (N(\delta_t^{(1)} - \alpha_t^{(1)}) + N(\delta_t^{(2)} - \alpha_t^{(2)})) \log P = T(N(\tilde{\delta} - \tilde{\alpha}^{(1)}) + (\tilde{\delta} - \tilde{\alpha}^{(2)})) \log P \]

(cf. [24]) quantization bits into the common symbols $\{c_t\}_{t \in B_{s+1}}$ that will be transmitted during the next phase (phase $s + 1$), and which will convey these quantization bits together with other new information bits for the receivers. These $\{c_t\}_{t \in B_{s+1}}$ will help the receivers cancel interference, as well as will serve as extra observations (see [61] later on) that will allow for decoding of all private information (see Table I).

Finally, for the last phase $S$, the main target will be to recover the information on the interference accumulated in phase $(S - 1)$. For large $S$, this last phase can focus entirely on transmitting common symbols.

This concludes the part of encoding, and we now move to decoding.
TABLE I
NUMBER OF BITS CARRIED BY PRIVATE AND COMMON SYMBOLS, AND BY THE QUANTIZED INTERFERENCE (PHASE s).

|                          | Total bits ($\times \log P$) |
|--------------------------|------------------------------|
| Private symbols for user 1 | $T((M-N)\delta + N(\delta - \bar{\delta}(2))_+)$ |
| Private symbols for user 2 | $T((M-N)\delta + N(\delta - \bar{\delta}(1))_+)$ |
| Common symbols            | $T(N - (M-N)\delta)$         |
| Quantized interference    | $TN((\delta - \bar{\delta}(1))_+ + (\delta - \bar{\delta}(2))_+)$ |

B. Decoding

In accordance to the phase-Markov structure, we consider decoding that moves backwards, from the last to the first phase. The last phase was specifically designed to allow decoding of the common symbols \{$c_t$\}_t∈B_s. Hence we focus on the rest of the phases, to see how - with knowledge of common symbols from the next phase - we can go back one phase and decode its symbols.

During phase $s$, each receiver uses \{$c_t$\}_t∈B_{s+1}, to reconstruct the delayed estimates \{$\hat{i}_t^{(2)}, \hat{i}_t^{(1)}$\}_t∈B_s, to remove - up to noise level - all the interference $i^{(i)}_t$, $t ∈ B_s$, by subtracting the delayed interference estimates $\hat{i}_t^{(1)}$ from $y_t^{(i)}$.

Now given \{$\hat{i}_t^{(2)}, \hat{i}_t^{(1)}$\}_t∈B_s, receiver 1 combines \{$\hat{i}_t^{(2)}$\}_t∈B_s with \{$y_t^{(1)} - \hat{i}_t^{(1)}$\}_t∈B_s, to decode \{$c_t, a_t, a'_t$\}_t∈B_s of phase $s$. This is achieved by decoding over an accumulated MIMO multiple-access channel (MIMO MAC) of the general form

$$
\begin{align*}
&y_{B_{s,t}}^{(1)} - \hat{i}_{B_{s,t}}^{(1)} = H_{B_{s,t}}^{(1)} W_{B_{s,t}} c_{B,s} + H_{B_{s,t}}^{(1)} U_{B_{s,t}} \hat{i}_{B_{s,t}}^{(1)} + z_{B_{s,t}}^{(1)} + \hat{i}_{B_{s,t}}^{(1)} + i_{B_{s,t}}^{(1)}.
\end{align*}
$$

where

$$
\mathbb{E}[\hat{z}_t^{(1)}] = 1.
$$

and where $\mathbb{E}[\hat{z}_t^{(1)}]^2 \approx 1$. It can be readily shown (cf. [31]) that optimal decoding in such a MIMO MAC setting, allows user 1 to achieve the aforementioned rates in [49], [51], [52], [54] i.e., allows for $r^{(a)} \log P = T((M-N)\delta + N(\delta - \bar{\delta}(2))_+)$ log $P$ bits to be reliably carried by $[a_{B_{s,t}} \ a_{B_{s,t}}' \ \cdots \ a_{B_{s,t}}' \ a_{B_{s,t}}' \ \cdots \ c_{B_{s,t}}'], \cdots$ as well as allows for $r^{(c)} \log P = T(N - (M-N)\delta)$ log $P$ bits to be carried by $[c_{B_{s,t}} \ \cdots \ c_{B_{s,t}}]'$. Similarly receiver 2 can again accumulate enough received signals to construct a similar MIMO MAC, which will again allow for decoding of its own private and common symbols at the aforementioned rates in [49], [53].

Now the decoders shift to phase $s-1$ and use \{$c_t$\}_t∈B_s to decode the common and private symbols of that phase. Decoding stops after decoding of the symbols in phase 1.

C. Calibrating the scheme to achieve DoF corner points

We now describe how to regulate the scheme’s parameters to achieve the different DoF points of interest. As previously discussed, we can focus - without an effect to our result\[^5\] - on the case where $N < M \leq 2N$.

Focusing first on the DoF region of the outer bound in Lemma\[^4\] we note that the DoF corner points that define this region,

\[^5\]We clarify that the outer bound left open the possibility that $M > 2N$.
vary from case to case, as these cases are each defined by each of the following inequalities

\[
\min\{\bar{j}_1, \bar{j}_2\} \geq \min\{1, M - \min\{M, N\}\} \frac{N(1 + \bar{\alpha}_1 + \bar{\alpha}_2)}{\min\{M, 2N\} + N} \frac{N(1 + \bar{\alpha}_2)}{\min\{M, 2N\}} \tag{62}
\]

\[
\min\{\bar{j}_1, \bar{j}_2\} < \min\{1, M - \min\{M, N\}\} \frac{N(1 + \bar{\alpha}_1 + \bar{\alpha}_2)}{\min\{M, 2N\} + N} \frac{N(1 + \bar{\alpha}_2)}{\min\{M, 2N\}} \tag{63}
\]

\[
\bar{\alpha}_1 < \frac{N(1 + \bar{\alpha}_2)}{M} \tag{64}
\]

\[
\bar{\alpha}_1 \geq \frac{N(1 + \bar{\alpha}_2)}{M} \tag{65}
\]

\[
\bar{\alpha}_1 + \bar{\alpha}_2 > \frac{M}{N} \tag{66}
\]

\[
\bar{\alpha}_1 + \bar{\alpha}_2 \leq \frac{M}{N} \tag{67}
\]

The set of all corner points (see also Figure 1) is as follows

\[
A^* = \left\{N, \frac{(M-N)N(1+\bar{\alpha}_2)}{M} \right\} \tag{68}
\]

\[
B^* = \left\{(M-N)\bar{\alpha}_2, N \right\} \tag{69}
\]

\[
C^* = \left\{\frac{MN}{M+N}(1+\bar{\alpha}_1) - \frac{N}{M} \bar{\alpha}_2, \frac{MN}{M+N}(1+\bar{\alpha}_2) - \frac{N}{M} \bar{\alpha}_1 \right\} \tag{70}
\]

\[
D^* = \left\{N, (M-N)\bar{\alpha}_1 \right\} \tag{71}
\]

\[
E^* = \left\{M-N\bar{\alpha}_2, N\bar{\alpha}_2 \right\} \tag{72}
\]

\[
F^* = \left\{N\bar{\alpha}_1, M-N\bar{\alpha}_1 \right\} \tag{73}
\]

To achieve the entirety of the outer bound, we need sufficiently good delayed CSIT, and specifically we need (62) to hold. Given (62), if (64) and (66) hold then the ‘active’ outer bound corner points are \(D^*, B^*, E^*, F^*\), whereas if (64) and (67) hold, then the active corner points are \(D^*, B^*, C^*\), while if (63) holds then the active outer bound corner points are \(B^*, A^*\) (see Table II).

We proceed to show how the designed scheme achieves the above points. To do so, we will show how the scheme, in its general form, achieves a range of DoF points (see (78), (79) later on), which can be shifted to the DoF corner points of interest by properly adapting the power allocation and the rate splitting of the new information carried by the common symbols.

1) General DoF point: Remaining on the case where (62) holds, we see that the bound in (53) now implies that

\[
\bar{\delta} \leq \min\{1, \frac{N(1 + \bar{\alpha}_1 + \bar{\alpha}_2)}{M + N}, \frac{N(1 + \bar{\alpha}_2)}{M} \}. \tag{74}
\]

Changing \(\bar{\delta}\) - within the bounds of (74) - will achieve the different DoF points. Such changing of \(\bar{\delta}\), amounts to changing the power allocation (cf. (49)) by changing \(\{\bar{\alpha}_1^{(s)}, \bar{\alpha}_2^{(s)}\}_{s \in S}\), which are a function of \(\bar{\delta}\) (cf. (51), (52)).

The first step is to see that for any fixed \(\bar{\delta}\), the rate allocation in (49) tells us that, the total amount of information, for user 1, in the private symbols of a certain phase \(s < S\), is equal to

\[
((M-N)\bar{\delta} + N(\bar{\delta} - \bar{\alpha}_1^{(s)})^+)T \log P \tag{75}
\]

bits, while for user 2 this is

\[
((M-N)\bar{\delta} + N(\bar{\delta} - \bar{\alpha}_1^{(s)})^+)T \log P \tag{76}
\]

bits.

The next step is to see how much interference there is to load onto these symbols. Given the power and rate allocation in (50), (51), (52), (53), it is guaranteed that the accumulated quantized interference in a phase \(s < S\) has \((N(\bar{\delta} - \bar{\alpha}_1^{(s)})^+) -
\( N(\tilde{\alpha} - \tilde{\alpha}(2)+^+)T \log P \) bits (cf. (50)), which ‘fit’ into the common symbols of the next phase \((s+1)\) that carry a total of \((N - (M-N)\delta)T \log P\) bits (cf. (54)). This leaves an extra space of \(\Delta_{\text{com}}T \log P\) bits in the common symbols, where

\[
\Delta_{\text{com}} \triangleq N - (M-N)\delta - N(\tilde{\alpha} - \tilde{\alpha}(1)+) + N(\tilde{\alpha} - \tilde{\alpha}(2)+)
\]  

(77)
is guaranteed to be non-negative due to (50), (51), (52), (53). This extra space can be split between the two users, by allocating \(\omega\Delta_{\text{com}}T \log P\) bits for the message of user 1, and the remaining \((1 - \omega)\Delta_{\text{com}}T \log P\) bits for the message of user 2, for some \(\omega \in [0, 1]\).

Consequently, considering (75), (76), and given (62), the scheme allows for DoF performance in its general form\(^6\)

\[
d_1 = (M-N)\delta + N(\tilde{\alpha} - \tilde{\alpha}(2)+) + \omega\Delta_{\text{com}}
\]

(78)

\[
d_2 = (M-N)\delta + N(\tilde{\alpha} - \tilde{\alpha}(1)+) + (1 - \omega)\Delta_{\text{com}}.
\]

(79)

Again under the setting of (62), we can now move to the different cases, and set \(\delta\) and \(\tilde{\delta}\) (and thus \(\Delta_{\text{com}}\)) to achieve the different DoF corner points (cf. Table II).

Case 1 - (62) and (64) and (65) (points \(D^*, B^*, E^*, F^*\)):

We first consider the case where (64) and (66) hold, and show how to achieve DoF corner points \(D^*, B^*, E^*, F^*\). In this setting, (74) gives that \(\tilde{\delta} \leq 1\) because (64) implies that \(\tilde{\alpha}(2) \leq \tilde{\alpha}(1) \leq \frac{N(1+\tilde{\alpha}(1)+\tilde{\alpha}(2)+)}{M+N} \leq \frac{N(1+\tilde{\alpha}(2)+)}{M+N}\) while at the same time (66) implies that \(\frac{N(1+\tilde{\alpha}(1)+\tilde{\alpha}(2)+)}{M+N} \geq 1\).

To achieve \(E^* = (M-N\tilde{\alpha}(2), N\tilde{\alpha}(2))\), we set \(\tilde{\delta} = 1, \omega = 0\) (cf. (78)), which gives

\[
d_1 = (M-N)\delta + N(\tilde{\alpha} - \tilde{\alpha}(2)+)
\]

(80)

\[
d_2 = (M-N)\delta + N(\tilde{\alpha} - \tilde{\alpha}(1)+) + \Delta_{\text{com}}
\]

(81)

\[
= (M-N) + N(1-\tilde{\alpha}(1)+) + (N - (M-N)N(1-\tilde{\alpha}(1)+) - N(1-\tilde{\alpha}(2)+)) = N\tilde{\alpha}(2)
\]

(82)

where (80) and (82) are directly from (78), (79) after setting \(\omega = 0\), and where (81) and (83) consider the value of \(\Delta_{\text{com}}\) in (77) and the fact that \(\tilde{\delta} = 1\).

To achieve \(F^* = (N\tilde{\alpha}(1), M-N\tilde{\alpha}(1))\), we set \(\tilde{\delta} = 1\) and we set \(\omega = \frac{N(1+\tilde{\alpha}(1)+\tilde{\alpha}(2)+) - (M+N)\delta}{\Delta_{\text{com}}}= 1\), to get

\[
d_1 = (M-N)\delta + N(\tilde{\alpha} - \tilde{\alpha}(2)+) + \omega\Delta_{\text{com}}
\]

(84)

\[
= (M-N) + N(1-\tilde{\alpha}(2)+) + \Delta_{\text{com}} = N\tilde{\alpha}(1)
\]

(85)

\[
d_2 = (M-N)\delta + N(\tilde{\alpha} - \tilde{\alpha}(1)+) + (1 - \omega)\Delta_{\text{com}}
\]

(86)

\[
= (M-N) + N(1-\tilde{\alpha}(1)+) = M-N\tilde{\alpha}(1)
\]

(87)

where again (84) and (86) are directly from (78), (79), and where (85) and (87) consider the value of \(\Delta_{\text{com}}\) in (77), together with the fact that \(\tilde{\delta} = 1\).

To achieve \(B^* = ((M-N)\tilde{\alpha}(2), N)\), we set \(\omega = 0\) and \(\tilde{\delta} = \tilde{\alpha}(2)\), which - after recalling that we label the receivers so that \(\tilde{\alpha}(1) \geq \tilde{\alpha}(2)\) - gives \(\Delta_{\text{com}} = (N - (M-N)\tilde{\alpha}(2))\), which in turn gives (cf. (78), (79))

\[
d_1 = (M-N)\delta + N(\tilde{\alpha} - \tilde{\alpha}(2)+) = (M-N)\tilde{\alpha}(2)
\]

(88)

\[
d_2 = (M-N)\delta + N(\tilde{\alpha} - \tilde{\alpha}(1)+) + \Delta_{\text{com}}
\]

(89)

\[
= (M-N)\tilde{\alpha}(2) + N(\tilde{\alpha}(2) - \tilde{\alpha}(1)+) + (N - (M-N)\tilde{\alpha}(2) - N(\tilde{\alpha}(2) - \tilde{\alpha}(1)+)) = N,
\]

(90)

To achieve \(D^* = (N,(M-N)\tilde{\alpha}(1))\), we set \(\omega = \frac{N(1+\tilde{\alpha}(1)+\tilde{\alpha}(2)+) - (M+N)\delta}{\Delta_{\text{com}}} = 1\) and \(\tilde{\delta} = \tilde{\alpha}(1)\), which gives \(\Delta_{\text{com}} = (N - (M-N)\tilde{\alpha}(1) - N(\tilde{\alpha}(1) - \tilde{\alpha}(2)+)) = N - M\tilde{\alpha}(1) + N\tilde{\alpha}(2)\), which in turn gives (cf. (78), (79))

\[
d_1 = (M-N)\delta + N(\tilde{\alpha} - \tilde{\alpha}(2)+) + \omega\Delta_{\text{com}} = (M-N)\tilde{\alpha}(1) + N(\tilde{\alpha}(1) - \tilde{\alpha}(2)+) + \Delta_{\text{com}} = N
\]

(91)

\[
d_2 = (M-N)\delta + N(\tilde{\alpha} - \tilde{\alpha}(1)+) + (1 - \omega)\Delta_{\text{com}} = (M-N)\tilde{\alpha}(1)
\]

(92)

Case 2 - (62) and (64) and (67) (points \(D^*, B^*, C^*\)):

Again under the condition of (62), we now consider the case where (64) and (67) hold, and seek to achieve points \(D^*, B^*, C^*\). For points \(D^*, B^*\), we can use the same parameters \(\omega, \delta\) that we used before to achieve these same points (for \(B^*\) we set \(\delta = \tilde{\alpha}(2), \omega = 0\), and for \(D^*\) we set \(\delta = \tilde{\alpha}(1), \omega = \frac{N(1+\tilde{\alpha}(1)+\tilde{\alpha}(2)+) - (M+N)\delta}{\Delta_{\text{com}}} = 1\)). To achieve point \(C^*\), we need to set \(\omega = 0\) and \(\tilde{\delta} = \frac{N(1+\tilde{\alpha}(1)+\tilde{\alpha}(2)+)}{M+N}\) which, as before, gives \(d_1 = (M-N)\tilde{\delta} + N(\tilde{\delta} - \tilde{\alpha}(2)+) = \frac{MN}{M+N}(1 + \tilde{\alpha}(1) - \frac{N}{M}\tilde{\alpha}(2))\) and

\(^6\)This expression considers that \(S\) is large, and thus removes the effect of having a last phase that carries no new message information.
\[ d_2 = (M - N)\delta + N(\delta - \alpha(1)) + \Delta_{\text{com}} = \frac{MN}{M+N}(1 + \alpha(2) - N \frac{M}{M} \alpha(1)). \]

**Case 3 - (62) and (65) (points \( B^*, A^* \)):**

Again given (62), we now move to the case where (65) holds, and seek to achieve points \( B^* \) and \( A^* \). To achieve \( B^* \) we can use the same parameters as before, and thus set \( \delta = \alpha(2), \omega = 0 \). To achieve \( A^* = (N, (M-N)/(1+\alpha(2))) \) we simply set \( \delta = \frac{N(1+\alpha(2))}{M} \) and \( \omega = \frac{N(1+\alpha(2))-M\delta}{\Delta_{\text{com}}} = 1 \).

We now focus on the DoF points in the inner bound of Proposition 1, corresponding to the setting where (63) holds, rather than (62). In addition to the aforementioned points \( B^* \) and \( A^* \), we will seek to achieve the new points

\[ E = (M \min\{\beta(1), \beta(2)\} - N(\beta(1) + N(1 - \min\{\beta(1), \beta(2)\})) \]
\[ F = (N(\alpha(1) + N(1 - \min\{\beta(1), \beta(2)\})) \]
\[ G = (N, (M - N) \min\{\beta(1), \beta(2)\}). \]

Before proceeding, we note that under (63), the bound on \( \delta \) in (63) now becomes

\[ \tilde{\delta} \leq \min\{\beta(1), \beta(2)\}. \]

We proceed with the different cases, and now additionally consider the cases where

\[ \min\{\beta(1), \beta(2)\} \geq \tilde{\alpha}(1) \]
\[ \min\{\beta(1), \beta(2)\} < \tilde{\alpha}(1). \]

**Case 4a - (63) and (64) and (67) (points \( B^*, E, F \)):**

To achieve \( D^*, B^* \) we use the same parameters as before, where for \( B^* \) we set \( \omega = 0, \delta = \alpha(2) \), and for \( D^* \) we set \( \delta = \tilde{\alpha}(1), \omega = 1 \), all of which satisfy the conditions in (66) and (77).

To get point \( E \), we set \( \omega = 0 \) and \( \delta = \min\{\beta(1), \beta(2)\} \), and calculate that

\[ d_1 = (M - N)\delta + N(\delta - \alpha(2)) = M \min\{\beta(1), \beta(2)\} - N\alpha(2) \]
\[ d_2 = (M - N)\tilde{\delta} + N(\tilde{\delta} - \alpha(1)) + \Delta_{\text{com}} \]
\[ = (M - N)\delta + N(\delta - \alpha(1)) + (N(1-M-N)\tilde{\delta} - N\delta) - N(\tilde{\delta} - \alpha(2)) \]
\[ = N - N(\delta - \alpha(1)) + N(1 - \min\{\beta(1), \beta(2)\}). \]

To get point \( F \), we set \( \tilde{\delta} = \min\{\beta(1), \beta(2)\} \) and \( \omega = 1 \), and calculate that

\[ d_1 = (M - N)\tilde{\delta} + N(\tilde{\delta} - \alpha(2)) + \omega N \Delta_{\text{com}} \]
\[ = (M - N) \min\{\beta(1), \beta(2)\} + N(\min\{\beta(1), \beta(2)\} - \alpha(2)) + \Delta_{\text{com}} \]
\[ = N \tilde{\alpha}(1) + N(1 - \min\{\beta(1), \beta(2)\}) \]
\[ d_2 = (M - N)\tilde{\delta} + N(\tilde{\delta} - \alpha(1)) + \omega N \Delta_{\text{com}} = M \min\{\beta(1), \beta(2)\} - N\tilde{\alpha}(1). \]

**Case 4b - (63) and (64) and (98) (points \( B^*, E, G \)):**

Again under (63), we now consider the case where (64) and (98) hold, and seek to achieve points \( B^*, E \) and \( G \). To achieve \( B^* \) we set as before \( \omega = 0, \delta = \alpha(2) \), and for \( E \) we set as before \( \omega = 0 \) and \( \delta = \min\{\beta(1), \beta(2)\} \), both in accordance with the conditions in (96) and (98).

To get point \( G = (N, (M - N) \min\{\beta(1), \beta(2)\}) \), we simply set \( \tilde{\delta} = \min\{\beta(1), \beta(2)\} \) and \( \omega = 1 \), and the calculations follow immediately.

**Case 4c - (63) and (65) (points \( B^*, E, G \)):**

In the last case where (63) and (65) hold, we can achieve points \( B^*, E, G \) using the same parameters as above.

Finally the DoF regions in the theorem and proposition are achieved by time sharing of the proper DoF corner points.

**D. Modifications for the IC**

We here briefly describe the modifications that adapt our scheme to the IC setting. In terms of notation, the role of \( \tilde{H}^{(1)}_{t} \) \( \tilde{H}^{(2)}_{t} \) is taken by \( \tilde{H}^{(12)}_{t} \), of \( \tilde{H}^{(2)}_{t} \) \( \tilde{H}^{(21)}_{t} \) by \( \tilde{H}^{(21)}_{t} \), of \( \tilde{H}^{(1)}_{t} \) \( \tilde{H}^{(12)}_{t} \) by \( \tilde{H}^{(12)}_{t} \), and the role of \( \tilde{H}^{(2)}_{t} \) \( \tilde{H}^{(21)}_{t} \) is taken by \( \tilde{H}^{(21)}_{t} \). Many of the steps follow from the BC, with the main difference being that now the common symbols must be transmitted by two independent transmitters. For that we change the structure of the signaling (cf. (48)) and now consider that at time \( t \in B_s \) (phase \( s \)), transmitter 1 sends

\[ x^{(1)}_t = W^{(1)}_t c^{(1)}_t + U_t a_t + U_t a'_t \]
where the effective noise term at the end can be shown to have bounded power. As before, the receivers recover the signals \( (54) \).

In the above, the common symbol vectors \( \{c_{B_s,t}^{(1)}\}_{t=1}^T \) convey information on the (quantized version of the) interference \( \tilde{\iota}_t^{(2)} = H_t^{(2)}(U_t a_t + U'_t b_t) \), (cf. (57)) accumulated during phase \( (s-1) \). These symbols will carry
\[
(\omega T \Delta_{\text{com}} + TN(\delta - \tilde{\alpha}^{(2)})^+) \log P - T o(\log P) \tag{109}
\]
bits, where \( \Delta_{\text{com}} \) is defined in (77), and where \( \omega \in [0,1] \) will be set depending on the target DoF point. Similarly \( \{c_{B_s,t}^{(2)}\}_{t=1}^T \) will carry the
\[
((1 - \omega) T \Delta_{\text{com}} + TN(\delta - \tilde{\alpha}^{(1)})^+) \log P - T o(\log P) \tag{110}
\]
bits of information corresponding to \( \{\tilde{\iota}_t^{(1)}\}_{t \in B_{s-1}} \) where we recall that \( \tilde{\iota}_t^{(1)} = H_t^{(12)}(V_t b_t + V'_t b_t) \) (cf. (57)). Jointly \( \{c_{B_s,t}^{(1)}, c_{B_s,t}^{(2)}\}_{t=1}^T \) will carry \( T(N - (M - N)\delta) \log P - o(\log P) \) bits, which matches the amount in the BC setting (cf. (54)).

Decoding is similar to the case of the BC, except that now the corresponding MIMO MAC (for receiver 1) takes the form
\[
\begin{bmatrix}
y_{B_{s,1}}^{(1)} - \tilde{\iota}_{B_{s,1}}^{(1)} \\
y_{B_{s,1}}^{(2)} - \tilde{\iota}_{B_{s,1}}^{(2)} \\
\vdots \\
y_{B_{s,T}}^{(1)} - \tilde{\iota}_{B_{s,T}}^{(1)} \\
y_{B_{s,T}}^{(2)} - \tilde{\iota}_{B_{s,T}}^{(2)}
\end{bmatrix} = \begin{bmatrix}
H_{B_{s,1}}^{(11)} W_{B_{s,1}}^{(1)} \\
0 \\
\vdots \\
H_{B_{s,T}}^{(11)} W_{B_{s,T}}^{(1)} \\
0
\end{bmatrix}_s + \begin{bmatrix}
\tilde{\iota}_{B_{s,1}}^{(1)} \\
\tilde{\iota}_{B_{s,1}}^{(2)} \\
\vdots \\
\tilde{\iota}_{B_{s,T}}^{(1)} \\
\tilde{\iota}_{B_{s,T}}^{(2)}
\end{bmatrix}
\]
\[
+ \begin{bmatrix}
H_{B_{s,1}}^{(21)} U_{B_{s,1}} \\
H_{B_{s,2}}^{(21)} U_{B_{s,2}} \\
\vdots \\
H_{B_{s,T}}^{(21)} U_{B_{s,T}}
\end{bmatrix} + \begin{bmatrix}
a_{B_{s,1}}^{(1)} \\
a_{B_{s,1}}^{(2)} \\
\vdots \\
a_{B_{s,T}}^{(1)} \\
a_{B_{s,T}}^{(2)}
\end{bmatrix}
\]
\[
= \begin{bmatrix}
H_{B_{s,1}}^{(11)} W_{B_{s,1}}^{(1)} \\
0 \\
\vdots \\
H_{B_{s,T}}^{(11)} W_{B_{s,T}}^{(1)} \\
0
\end{bmatrix}_s + \begin{bmatrix}
\tilde{\iota}_{B_{s,1}}^{(1)} \\
\tilde{\iota}_{B_{s,1}}^{(2)} \\
\vdots \\
\tilde{\iota}_{B_{s,T}}^{(1)} \\
\tilde{\iota}_{B_{s,T}}^{(2)}
\end{bmatrix}
\]
\[
+ \begin{bmatrix}
H_{B_{s,1}}^{(21)} U_{B_{s,1}} \\
H_{B_{s,2}}^{(21)} U_{B_{s,2}} \\
\vdots \\
H_{B_{s,T}}^{(21)} U_{B_{s,T}}
\end{bmatrix} + \begin{bmatrix}
a_{B_{s,1}}^{(1)} \\
a_{B_{s,1}}^{(2)} \\
\vdots \\
a_{B_{s,T}}^{(1)} \\
a_{B_{s,T}}^{(2)}
\end{bmatrix}
\tag{111}
\]
where the effective noise term at the end can be shown to have bounded power. As before, the receivers recover the signals at the rates described in (49), (109), (110) (cf. (31)).

V. CONCLUSIONS

The work, extending on recent work on the MISO BC, considered the symmetric MIMO BC and MIMO IC, and made progress towards establishing and meeting the tradeoff between performance, and feedback timeliness and quality. Considering a general CSIT process, the work provided simple DoF expressions that reveal the role of the number of antennas in establishing the feedback quality associated to a certain DoF performance.
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