Finite size scaling functions of the phase transition in the ferromagnetic Ising model on random regular graphs
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Abstract. We discuss the finite-size scaling of the ferromagnetic Ising model on random regular graphs. These graphs are locally tree-like, and in the limit of large graphs, the Bethe approximation gives the exact free energy per site. In the thermodynamic limit, the Ising model on these graphs show a phase transition. This transition is rounded off for finite graphs. We verify the scaling theory prediction that this rounding off is described in terms of the scaling variable $[T/T_c - 1]S^{1/2}$ (where $T$ and $T_c$ are the temperature and the critical temperature respectively, and $S$ is the number of sites in the graph), and not in terms of a power of the diameter of the graph, which varies as $\log S$. We determine the theoretical scaling functions for the specific heat capacity and the magnetic susceptibility of the absolute value of the magnetization in closed form and compare them to Monte Carlo simulations.
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1. Introduction

There are only a few problems in science that can be solved exactly and it is important to develop reliable, general approximation methods that are easy to apply. In statistical physics, one widely used approximation method is the mean-field theory. Another method is the Bethe approximation, which goes beyond the simple mean-field treatment by taking into account the correlations between neighbouring sites [1, 2]. This method has been applied extensively to a wide range of problems [3–7]. More recent applications of the Bethe approximation use variations like the cluster variation method [8] and belief propagation [9]. It was shown in [10, 11] that the Bethe approximation becomes exact on an infinite regular tree graph—i.e. on the Bethe lattice. This is important as it ensures that the approximation does not violate conditions for good behavior, such as the convexity of thermodynamic functions. Also, one avoids problems of the arbitrariness of definition: for example, in the Percus–Yevick approximation for hard spheres, if one uses an approximation for the pair correlation function to calculate the pressure, one gets two different expressions if two different routes are used, whereas both would have been correct if the correlation function were exact [12, 13].

The Bethe lattice has the disadvantage that it cannot be effectively approximated by any finite lattice. It is well known that the behavior of models on finite tree graphs are very different from the Bethe lattice due to the presence of large number of sites at the boundary [14–16]. Obtaining the behavior of the Bethe lattice requires determining the behavior in the deep interior of the Cayley tree, away from the boundaries. For a careful derivation of the Bethe approximation for the Ising model, taking into account different possible boundary conditions, see [4, 17].

It was later realized that random regular graphs provide a more suitable setting to study the Bethe approximation [18–22]. Consider a random regular graph of $S$ sites. Let $D$ denote the average length of the shortest loop passing through any randomly picked
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site. Then, up to a distance of order $D/2$ from any site, the lattice has very few loops. In the limit of large $S$, it can be shown that $D$ diverges and the graph has loops, but locally resembles the Bethe lattice. The free energy per site for random regular graphs tends to that of the Bethe lattice (with same coordination number) in this thermodynamic limit. Random regular graphs of a given number of sites can also be easily generated and one can numerically study the behavior of various models on them using standard Monte-Carlo methods.

In this paper, we discuss the prototypical ferromagnetic Ising model on random regular graphs. A random regular graph of degree $q$ is a graph drawn at random from the set of all possible graphs of fixed number of sites $S$, where the degree of each vertex in the graph is a fixed number $q$. There is an Ising spin $\sigma_i$ at each site $i$ and the Hamiltonian is the nearest-neighbor ferromagnetic Ising model:

$$H = -J \sum_{\langle ij \rangle} \sigma_i \sigma_j - h \sum_i \sigma_i,$$

where the sum is over all edges $\langle ij \rangle$ of the graph.

Let $f_S(\beta, h)$ denote the free energy per site of this model averaged over the ensemble of random regular graphs with $S$ sites. Its limiting value in the thermodynamic limit of large $S$ will be denoted by $f_\infty(\beta, h)$. We define $\delta f_S(\beta, h)$ to be the deviation of this average free energy per site from the limiting value

$$\delta f_S(\beta, h) = f_S(\beta, h) - f_\infty(\beta, h).$$

From the low and high temperature expansions of $\delta f_S(\beta, h)$, it is easily seen that each term in the expansion varies as $1/S$ for large $S$. Thus, to leading order in $S$, $\delta f_S(\beta, h) = \phi(\beta, h)/S$, for some function $\phi(\beta, h)$. For any finite $S$, $f_S(\beta, h)$ is an analytic function of $\beta$ and $h$, which develops a singularity in the large $S$ limit.

Consider a hypercubic lattice in dimensions below the upper critical dimension 4 having a linear system size of $L$ at a temperature $T = T_c(1 + \varepsilon)$. Generally, in critical phenomena, the finite size corrections in the critical region are described in terms of the variable $\varepsilon L^{1/\nu}$, where $\nu$ is the critical exponent that describes the divergence of the correlation length $\xi \sim \varepsilon^{-\nu}$. For $d > 4$, however, this is no longer true. In terms of the renormalization group theory, this is because the coefficient of the quartic coupling term in the effective Hamiltonian decreases under renormalization, and is hence called ‘irrelevant’. But, it still affects the amplitudes of the singularities of various thermodynamic quantities near the critical point. Such variables have been called ‘dangerous irrelevant variables’ [23]. While this terminology is generally accepted and used (see, for example: [24, 25]), these are better termed as coupling constants that ‘decrease to zero under renormalization, but are still affecting the leading critical behavior’ or more simply, as ‘vanishing under renormalization but relevant variables’\(^3\). In the case of a finite system of $S$ sites in $d > 4$, and for a small $\varepsilon$ and small field $h$, the singular part of the free energy per site $\delta f_S(\varepsilon, h)$ is known to scale [26, 27] as:

$$\delta f_S(\varepsilon, h) = \frac{1}{S} g(\varepsilon S^{1/2}, h S^{3/4})$$

\(^3\)What is dangerous is not the variable, but an incorrect perception of what is irrelevant.
This form of the scaling agrees with the results from simulations of the Ising model on a five-dimensional hypercubic lattice [28]. Finite-size scaling has also been studied for epidemic type models on scale-free networks in [29]. In this case, the mean-field theory is more complicated because of the large variation in the degree of nodes in the network. The corresponding study for random regular graphs seems to have been not been reported so far.

It is known that the average diameter of random regular graphs of $S$ sites is of the order $\log(S)$ (to leading order in $S$) [30, 31]. Further, the average distance between two randomly picked sites on random regular graphs also varies as $\log(S)$. For the Ising model on the Bethe lattice, $\xi \sim \varepsilon^{-1/2}$. Assuming that the typical length scale in this problem is the average diameter of the finite graph, we might naively expect the finite-size scaling function to be of the variable $\varepsilon(\log S)^2$. As already mentioned above, this naive expectation is incorrect.

Differentiating $\delta f_S(\varepsilon, h)$ twice with respect to $\varepsilon$, we see that the quantity $\delta C_v(\varepsilon, h = 0)$, which we define as the finite-size deviation of the specific heat capacity per spin from the thermodynamic value has a scaling of the form:

$$\delta C_v(\varepsilon, h = 0) = \psi(\varepsilon S^{1/2}, h = 0)$$

Instead of the standard magnetic susceptibility, we find it convenient to work with the quantity $\chi_{\text{abs}} = \text{Var}(|M|)/N$. This quantity agrees with the standard definition of the magnetic susceptibility in the low temperature phase (in the thermodynamic limit). In the high temperature region, it differs by a multiplicative constant. We will show that near $T_c$, the modified magnetic susceptibility at zero field has the scaling form:

$$\chi_{\text{abs}}(\varepsilon, h = 0) = S^{1/2}\omega(\varepsilon S^{1/2})$$

The plan of our paper is as follows: in section 2, we recapitulate the results of the Ising model on the Bethe lattice. We then perform Monte-Carlo simulations of the Ising model on regular random graphs, the details of which are summarized in section 3, along with the analysis of our results. In section 4, we discuss the theory explaining the observed finite-size scaling on these graphs and explicitly calculate the exact scaling functions $\psi$ and $\omega$.

2. Ising model on the Bethe lattice

A standard approach to obtain the behavior of the Ising model on the Bethe lattice is to study the model on the Cayley tree and only consider the properties of sites deep inside the tree (i.e. far away from the boundary) in the thermodynamic limit [17].

We illustrate this procedure on the simplest case of a three-coordinated tree here. Consider a three-coordinated Cayley tree of $N$ levels centred at site $O$ shown in figure 1. Pick an arbitrary site $a$ at level $r$ in the tree. This site is connected to two sites $b$ and $c$ in the level $r+1$ below. These form the root of two sub-trees $T_1$ and $T_2$ as shown in figure 2.
Figure 1. A three-coordinated Cayley tree consisting of $N$ levels centred at site $O$.

Figure 2. Site $a$ at level $r$ in the Cayley tree connected to two subtrees $T_1$ and $T_2$ via sites $b$ and $c$ at level $r+1$.

We define a restricted partition function of a sub-tree rooted at site $\sigma$ as the contribution of the sites ‘below’ $\sigma$ to the partition function keeping the spin $\sigma$ fixed. The restricted partition function of the sub-tree at level $r$ can then be expressed in terms of the restricted partition functions of the sub-trees $T_1$ and $T_2$ as:

$$Z(\sigma_a) = \sum_{\sigma_b, \sigma_c} e^{\beta J(\sigma_a \sigma_b + \sigma_a \sigma_c)} Z_{T_1}(\sigma_b) Z_{T_2}(\sigma_c) \tag{6}$$

where $\beta = \frac{1}{k_B T}$.

Each partition function appearing in equation (6) can be expressed in the form $Z(\sigma_i) = K^i (1 + h_i \sigma_i)$, where $h_i$ quantifies the effective field at the site due to the sites present in the subsequent levels below it. Using this form, and integrating $\sigma_b$ and $\sigma_c$ out, the effective field at $\sigma_a$ due to sites below it turns out to be:

$$\hat{h} = \frac{x_0 (h_1 + h_2)}{1 + x_0^2 h_1 h_2} \tag{7}$$

where $x_0 = \tanh \beta J$.

We can repeat the above process at each level in the tree and integrate inwards to get the effective field at a site in the previous level. In other words, equation (7) can be applied recursively at each level. As noted before, we are interested in the behavior of the sites deep within the lattice. If we look deep inside the lattice, this effective field
Figure 3. A realization of a three-coordinated RLTL lattice with a single bilayer. The blue and the black nodes denote sites on the upper and lower layer respectively. The black edges denote the zig-zag bonds. The red edges denote the interlayer bonds constructed from a random permutation.

tends to a fixed point value $h^*$ given by

$$h^* = \frac{2x_0h^*}{1 + x_0^2h^*}$$

(8)

From equation (8), we see that there is a critical value of $x_0 = \frac{1}{2}$ at which the behavior of the effective field changes and a phase transition occurs. This corresponds to a $T_c = \frac{2J}{k_B \log(3)}$. In general, the Bethe lattice of coordination number $z$ shows a phase transition at the critical temperature $T_c$ given by:

$$K_c = \frac{J}{k_BT_c} = \frac{1}{2} \log \left[ \frac{z}{z-2} \right]$$

(9)

For the three-coordinated ($z = 3$) Bethe lattice, the specific heat capacity per site shows a finite jump at the critical temperature. Upon setting $J$ and $k_B$ to 1, it is given by:

$$C_v(T) = \begin{cases} 
1.5 \left( \frac{T \cosh \left( \frac{1}{T} \right)}{ \cosh \left( \frac{1}{T} \right) } \right)^2 & T \geq T_c \\
2.25 - 0.75 \exp(-4/T) - 3 \exp(-2/T) \left( \sinh(1/T) \right)^4 \left( \cosh(1/T) \right)^2 x_0^2(3 - \coth(1/T))^2 & T < T_c
\end{cases}$$

(10)

The magnetic susceptibility per site is:

$$\chi(T) = \begin{cases} 
\frac{1}{T} \frac{1 + x_0}{(1 - 2x_0)} & T \geq T_c \\
\frac{1}{T} \frac{(1 + x_0)(1 - x_0)^3}{(2x_0 - 1)(3x_0 - 1)^2} & T < T_c
\end{cases}$$

(11)
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In systems of finite size, the distribution of the magnetization is double-peaked in the low temperature phase. As a result, the average magnetization of the system is zero even in the ferromagnetic region. To avoid this issue, we find it more convenient to work with the absolute magnetization of the system, $|M|$. We use this quantity to calculate the absolute magnetic susceptibility $\chi_{abs}$, which is defined in terms of the variance of $|M|$, instead of the variance of $M$ in the standard definition. In the high temperature phase, the distribution of net magnetization is a Gaussian centered at zero and the distribution of $|M|$ is a folded Gaussian distribution. Thus, in this region, the variance of $|M|$ is related to the variance of $M$ by a simple multiplicative factor. In the low temperature region, where the distribution of the magnetization is double-peaked for finite systems, the distribution of $|M|$ will have a single peak and $\chi_{abs}$ gives the correct thermodynamic susceptibility. The quantity $\chi_{abs}$ can hence be written as follows:

$$
\chi_{abs}(T) = \begin{cases} 
\left(1 - \frac{2}{\pi}\right) \frac{1 + x_0}{T (1 - 2x_0)} & T \geq T_c \\
\frac{1}{T} \frac{(1 + x_0)(1 - x_0)^3}{(2x_0 - 1)(3x_0 - 1)^2} & T < T_c
\end{cases}
$$

As seen, the magnetic susceptibility and the absolute magnetic susceptibility diverge at the critical point.

3. Simulations

We construct a random realization of a regular bipartite graph of $S$ sites (where $S$ is even) with each site having degree 3 as follows: we first divide the sites into two layers—called upper and lower layers—such that each has $S/2$ sites. The sites in each layer are labelled by integers 1 to $S/2$. Now, we connect site $i$ in upper layer to sites $i$ and $i + 1$ in the lower layer. The site $S/2$ in the upper layer is connected to the sites $S/2$ and 1 in the lower layer. These edges together form a loop of length $S$ in the form of a zig-zag path. Next, we construct a random permutation $P$ on the $S/2$ integers. We then construct an edge between the site $i$ in the upper layer and the site $P[i]$ in the lower layer. Each site in this bipartite graph now has exactly three edges (see figure 3). Our construction is a variation of the rewiring process introduced by Watts and Strogatz for small world networks [32]. The specific graph we will use is called the random locally tree-like layered lattice (RLTL lattice) and was introduced in [7] to study the Bethe approximation of a system of hard rigid rods. In our case the number of layers is only two.

We now define the ferromagnetic Ising model on this graph. There is an Ising spin $\sigma_\alpha$ at each vertex $\alpha$, and a ferromagnetic Ising coupling of strength $J$ between two vertices if they are connected by an edge. The Hamiltonian of the system is

$$
H = -J \sum_{(\alpha, \beta)} \sigma_\alpha \sigma_\beta
$$

where the sum is over all edges $(\alpha, \beta)$ of the graph.
The Ising model simulations were done using the standard Wolff algorithm, which involves flipping clusters of spins [33]. The basic idea of the algorithm is to build a cluster from a randomly sampled spin. To start the cluster, we pick a spin at random. In the subsequent steps, we look at sites that are connected to the boundary of the cluster and have the same spin. Any such site is added to the cluster with probability \( p = 1 - \exp(-2\beta J) \) and will not be a part of the cluster otherwise. Once the growth of the cluster is complete (i.e. no new sites get added to the cluster), all spins in the cluster are flipped. The value of \( J \) and \( k_B \) is set to one in all our implementations; consequentialy, the phase transition occurs at \( T = 2/\log(3) \approx 1.82 \).

We obtained data for \( S = 2^n \), where \( n = 7, \ldots, 17 \). For each lattice size, we take 20 independent realizations of the random graph. We find that there is only a small graph to graph variation in thermodynamic quantities, and this amount of averaging is adequate. We run the Wolff algorithm to get a time series of equilibrium configurations at each temperature. To ensure that we are at equilibrium, we discard the first \( 2 \times 10^3 \) samples. We then average over many Wolff clusters, and the number of clusters varied from \( 5 \times 10^4 \) at \( T = 1.2 \) to \( 3 \times 10^5 \) at \( T = 2.2 \). For larger sizes (\( S \geq 2^{15} \)), there is a self-averaging of the different quantities and we find that we can reduce the required number of clusters by half. We report our results after averaging over these 20 independent RLTL realizations (which corresponds to at least \( 10^6 \) clusters in total), with error bars denoting the standard error of the estimate.

The left panel in figure 4 shows the average energy per site \( (e_s) \) as a function of temperature for lattices of different sizes for the three-coordinated RLTL. The dashed line corresponds to the average energy per site on the Bethe lattice. We see that the Monte-Carlo simulations for lattice of larger sizes are in good agreement with the value on the Bethe lattice. Lattices with \( S = 2^8, 2^9 \) have a maximum error bar of order \( 10^{-3} \). For larger sizes, the maximum error bars are of order \( 10^{-4} \)—primarily in the high temperature region where the size of the Wolff clusters are small. Around the critical point, the errors are of order \( 10^{-5} \) on these lattices.

https://doi.org/10.1088/1742-5468/ac4c3e
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Figure 5. Specific heat capacity per site \( C_v \) as a function of temperature for three-coordinated random regular graphs. The dashed line is the theoretically expected curve (given by equation (10)).

The heat capacity was measured by monitoring the fluctuations in the energy of the system at equilibrium. Figure 5 shows the specific heat capacity per site calculated from our Monte-Carlo data. For lattices of finite size, we do not observe a discontinuity in \( C_v \). As we increase the size of the lattice, the plot of \( C_v \) tends towards the theoretically expected curve. Lattices of size \( S < 2^{12} \) had error bars of order \( 10^{-3} \). For lattices of size \( S \geq 2^{12} \), the error at the peak value of \( C_v \) is \( \sim 0.01 \) and of order \( 10^{-3} \) sufficiently away from \( T_c \).

The specific heat capacity on the Bethe lattice does not diverge at the critical point. To separate the finite-size effects near the critical point for any analytical background, it is useful to consider a quantity \( \Delta C_v \), which is defined as:

\[
\Delta C_v(S, T) = C_v(S, T) - C_v(\infty, T).
\]

By construction, this quantity will tend to zero at any fixed \( \varepsilon \) for large \( S \). Note that for any finite \( S \), \( C_v(S, T) \) is a smooth function of \( \varepsilon \). This implies that \( \Delta C_v(S, T) \) has a discontinuity at \( \varepsilon = 0 \), which comes from the discontinuity in \( C_v(\infty, T) \). A plot of \( \Delta C_v \) for lattices of different sizes using Monte-Carlo data is shown in figure 6. In figure 7, we show that curves for different values of \( S \) fall onto a single scaling curve if we plot \( \Delta C_v \) as a function of the single scaling variable \( \varepsilon S^{1/2} \).

We also study the absolute value of net magnetization and its variance. The right panel of figure 4 shows the averaged absolute magnetization per site \( |m| \) as a function of temperature from our Monte-Carlo studies, with the theoretical expression shown using dashed lines. For lattices with \( S \leq 2^{10} \), the maximum error in \( |m| \) occurs around

https://doi.org/10.1088/1742-5468/ac4c3e
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Figure 6. Difference between the specific heat capacity at finite sizes and the specific heat capacity in the thermodynamic limit, $\Delta C_v$, plotted as a function of the reduced temperature for three-coordinated random regular graphs.

the critical point and is of order $10^{-3}$. Lattices with $S > 2^{10}$ had a maximum error of order $10^{-4}$ around the critical point.

The plot of $\chi_{\text{abs}}$ as a function of temperature for different values of $S$ is shown in figure 8. Across all lattice sizes, the maximum error in $\chi_{\text{abs}}$ occurs at the peak and the percentage error at this data point is of order 0.1%. Since we are working with lattices of finite size, $\chi_{\text{abs}}$ does not diverge at $T_c$, but its peak value increases with $S$. We were able to obtain a collapse when $\chi_{\text{abs}}S^{-1/2}$ is plotted versus $\varepsilon S^{1/2}$. This is shown in figure 9.

4. Theoretical derivation of the scaling functions

The key concept underlying the scaling theory is that of coarse-graining. However, coarse-graining on random regular graphs is not straightforward to define. Suppose we try to divide the sites of the lattice into non-overlapping ‘compact’ blocks, say of four spins each, with each block consisting of a central site and its three nearest neighbors (figure 10). It is not clear that we can cover all sites this way, for a given choice of the shape of the block. We can, however, construct a maximal cover with some sites remaining uncovered. We then define a block spin $S_B$ for each block $B$. The renormalized Hamiltonian can be obtained by taking the log of the marginal probability distribution $\text{Prob}(\{S_B\})$, which is obtained by integrating over all the original spin variables.

From figure 10, it is clear that the structure of the graph formed by blocks would also be locally tree-like, up to some distance. But the coordination number of this graph

https://doi.org/10.1088/1742-5468/ac4c3e
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Figure 7. Scaling collapse of $\Delta C_v$. The dashed lines denote the theoretical scaling function given by equation (26).

is higher: for any given block, there are six blocks that have some direct link to some spin interacting directly with a given block.

As the number of neighbors of a block increases very fast under any such a coarse-graining, it seems plausible that after a small number of steps of renormalization (of $O(\log \log S)$), the effective Hamiltonian of the system tends to the Hamiltonian in which each block spin is coupled to every other block with equal strength. This is also seen from the fact that the distribution of distances between vertices on the random graph is very sharply peaked, and most vertices are at some distance $R^*$, or $R^* \pm 1$. Thus, each spin interacts with most other spins with nearly equal strength. We denote this Hamiltonian by $H_{\text{MF}}$:

$$H_{\text{MF}} = -\frac{J_{\text{eff}}}{2S} \left( \sum_i S_i \right)^2$$

(15)

While $H_{\text{MF}}$ is clearly not the Hamiltonian in our problem, based on the previous arguments, we expect that the finite-size scaling functions for both $H$ and $H_{\text{MF}}$ are the same. The effective coupling $J_{\text{eff}}$ is a function of the starting value of $\beta J$ in the renormalization procedure, and the system is in the ferro or paramagnetic phase depending on whether $J_{\text{eff}}$ is greater or less than 1. At the critical point $\beta^*$, where $\tanh(\beta^* J) = 1/2$, $J_{\text{eff}}$ has to be equal to 1. We are unable to determine $dJ_{\text{eff}}/d(\beta J)$ at $\beta^* J$ from our arguments as we are not able to carry out the renormalization procedure exactly. The scaling theory involves its value, and it will be treated as an undetermined parameter in our discussion.
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Figure 8. Magnetic susceptibility per site calculated using the absolute value of the magnetization ($X_{abs}$) as a function of temperature for three-coordinated random regular graphs. The dashed line is the theoretically expected curve (given by equation (11)).

For the Hamiltonian $H_{MF}$, it is straightforward to write the marginal distribution of the total magnetization $M = \sum_i S_i$. It is given by:

$$\text{Prob}(M) = \frac{1}{Z_S(\beta)} \left( \frac{S}{S+M} \right) e^{\beta J_{\text{eff}} M^2/(2S)}$$  \hspace{1cm} (16)

where

$$Z_S(\beta) = \sum_M \left[ \left( \frac{S}{S+M} \right) e^{\beta J_{\text{eff}} M^2/(2S)} \right]$$  \hspace{1cm} (17)

The sum over $M$ in the equation above can be replaced by an integral. We also switch variables, changing from the total magnetization $M$ to the magnetization per site $m = M/S$. The partition function now looks as follows:

$$Z_S(\beta) = S \int_{-1}^{+1} dm \exp[-SF(m)]$$  \hspace{1cm} (18)

where

$$F(m) = -\beta J_{\text{eff}} m^2 + \left[ \frac{1 + m}{2} \log \frac{1 + m}{2} + \frac{1 - m}{2} \log \frac{1 - m}{2} \right]$$  \hspace{1cm} (19)

Note that above the critical temperature, the system is in the paramagnetic phase where $m$ is zero. Sufficiently close to the critical point (i.e. for small $\varepsilon$), $m$ will still be small,
Finite size scaling functions of the phase transition in the ferromagnetic Ising model on random regular graphs

Figure 9. Scaling collapse of the plot of $\chi_{\text{abs}}$. The dashed lines denote the theoretical scaling function given by equation (28).

Figure 10. Maximal covering of blocks of spins of size four on the random regular graph. This figure shows a portion of the lattice.

and one can Taylor expand the free energy per site in equation (19) around $m = 0$. This leads to a free energy of the following form, which is familiar to us from the Landau theory of phase transitions [34, 35].

$$F(m) = a\varepsilon m^2 + bm^4$$

https://doi.org/10.1088/1742-5468/ac4c3e
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This equation is the same as that postulated in [26, 27]. Here, \( a \) and \( b \) are constants that only depend on the coordination number of the original graph. Define the function

\[
\phi(u) = \int_{-\infty}^{+\infty} dx \exp \left[ \frac{-ux^2}{2} - \frac{x^4}{4} \right]
\]

(21)

We note that \( \phi(u) \) can be expressed in terms of Bessel functions of fractional order [36] in the region \( u \geq 0 \)

\[
\phi(u) = \frac{1}{\sqrt{2}} e^{\frac{u^2}{8}} \sqrt{u} K_{\frac{1}{4}} \left( \frac{u^2}{8} \right) \quad \text{if } u > 0
\]

(22)

In equation (18), we change variables to \( x = m(4bS)^{1/4} \), and approximate the limits of integration from \(-\infty\) to \(+\infty\), which gives:

\[
Z_S(\beta) = \left( \frac{S^3}{4b} \right)^{1/4} \phi \left[ \frac{a}{b^{1/2}} \varepsilon S^{1/2} \right] \quad \text{if } \varepsilon > 0
\]

(23)

Let us define \( \tilde{\varepsilon} = \frac{a}{b^{1/2}} \varepsilon S^{1/2} \). We can determine \( C_v(\varepsilon, h = 0) \) by taking two derivatives with respect to \( \tilde{\varepsilon} \). This gives:

\[
C_v = \frac{a^2}{b} \frac{d^2}{d\tilde{\varepsilon}^2} \log [\phi(\tilde{\varepsilon})]
\]

(24)

\( \delta C_v \) can be found by subtracting the value of \( C_v \) in the thermodynamic limit:

\[
\delta C_v = \frac{a^2}{b} \frac{d^2}{d\tilde{\varepsilon}^2} \log [\phi(\tilde{\varepsilon})] - K \theta(-\varepsilon)
\]

\[
= \psi(\varepsilon S^{1/2})
\]

(25)

(26)

where \( K = 3/2 \) and \( \theta(x) \) is the unit step function, which comes from subtracting the term corresponding to the thermodynamic limit.

We can similarly write \( \langle M^2 \rangle \) in terms of \( d[\log(\phi(\tilde{\varepsilon}))]/d\tilde{\varepsilon} \). The quantity \( \langle |M| \rangle \) can be expressed in terms of the error function. This gives us an expression for the absolute magnetic susceptibility:

\[
\chi_{abs} = \text{Var}(|M|) = \frac{S^{1/2}}{2b^{1/2}T_c} \left\{ \frac{1}{2} \tilde{\varepsilon} \left( \frac{K_{\frac{1}{4}} \left( \frac{\tilde{\varepsilon}}{\tilde{\varepsilon}} \right)}{K_{\frac{1}{4}} \left( \frac{\tilde{\varepsilon}}{\tilde{\varepsilon}} \right)} - 1 \right) - \frac{2\pi e^{\frac{2}{b}} \left( \text{erfc} \left( \frac{\tilde{\varepsilon}}{\tilde{\varepsilon}} \right) \right)^2}{\tilde{\varepsilon} \left( K_{\frac{1}{4}} \left( \frac{\tilde{\varepsilon}}{\tilde{\varepsilon}} \right) \right)^2} \right\}
\]

(27)

\[
= S^{1/2} \omega(\varepsilon S^{1/2})
\]

(28)

We have determined the form of the scaling functions up to the non-universal scaling constants \( a \) and \( b \). The values of \( a \) and \( b \) in our case can be determined by fitting our theoretical scaling functions to the Monte-Carlo data. For the region \( \varepsilon \geq 0 \), the exact scaling functions for \( X_{abs} \) and \( C_v \) have been obtained in terms of known functions, while for \( \varepsilon < 0 \), we can obtain them numerically using the partition function in equation (23).
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Figure 11. Difference between the observed scaling function and the theoretical (asymptotic) scaling function of the magnetic susceptibility at $\varepsilon S^{1/2} = -10$ as a function of $n$ (here the number of sites per layer is taken to be $2^n$ and so, $S = 2^n$). The dashed line is the function proportional to $S^{-1/2}$.

The re-scaling was done separately for $\varepsilon \geq 0$ and $\varepsilon < 0$. Our best fit values for $a$ and $b$ using this procedure are $(0.289, 0.019)$ for $\varepsilon < 0$, and $(0.275, 0.018)$ for $\varepsilon \geq 0$.

Similarly, for $\Delta C_v$, the X-axis needs to be scaled by a factor $\frac{\varepsilon}{S^{1/2}}$, while the double derivative of $\log(\phi)$ term needs to be multiplied by $\frac{a^2}{b^2}$. Observe that the scale factors are related to each other; the latter being the square of the former. To obtain the fit seen in figure 7, the scale factors $(\frac{a}{b}, \frac{a^2}{b^2})$ used were $(1.9, 3.62)$ for $\varepsilon \geq 0$ and $(1.85, 3.03)$ was $\varepsilon < 0$. While the fit for $\varepsilon \geq 0$ is consistent with our expectation, we see that the fit in the region $\varepsilon < 0$ shows some deviation. This is likely due to numerical errors in calculating the double derivatives.

4.1. Corrections to scaling

While we are able to obtain the asymptotic scaling function from this theory, we see in figure 9 that there are significant corrections to the theoretical scaling function for $\varepsilon S^{1/2} < -5$ (this corresponds to $\varepsilon \sim -0.02$). We find that these corrections can be explained by adding an $\varepsilon$ dependence to the coefficient of $M^4$ in the free energy as described in equation (29). This correction is formally a ‘correction to scaling’ term in the scaling theory.

$$F(M) = \frac{a\varepsilon M^2}{S} + (b + d\varepsilon) \frac{M^4}{S^{3/4}}$$ (29)

where $d$ is a constant. Casting this equation in terms of the re-scaled variables $\tilde{M} = M/S^{3/4}$ and $\tilde{\varepsilon} = \varepsilon/S^{1/2}$, we obtain:

$$F(\tilde{M}) = a\tilde{\varepsilon} \tilde{M}^2 + \left( b + \frac{d\tilde{\varepsilon}}{S^{1/2}} \right) \tilde{M}^4$$ (30)
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From this, we expect the deviations from the asymptotic scaling function to be of the form $S^{-1/2}$. We verify this using our Monte-Carlo data by plotting the difference between value of the observed scaling function and the theoretically expected scaling function at a fixed value of $\varepsilon S^{1/2}$ (say $\varepsilon S^{1/2} = -10$) for lattices of different sizes. From figure 11 we see that the deviations from the theoretical scaling function do indeed vary as $S^{-1/2}$ which is consistent with our expectation.

5. Summary and conclusions

In this paper, we studied the finite-size scaling corrections in the Ising model on random regular graphs of coordination number 3. We find that the Monte Carlo simulations data for the finite size scaling functions fits very well with the exact functional form we have calculated using the scaling theory, taking into account the dangerous irrelevant variable corresponding to quartic coupling. The corrections to scaling were also studied, and we verified that the deviations from the asymptotic scaling function falls off as $S^{-1/2}$. Lastly, we verified that the form of the scaling functions is the same for random regular graphs of coordination number 4 (not reported here).
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