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Abstract—The Gamma-ray Module (GMOD) is an experiment designed for the detection of gamma-ray bursts in low Earth orbit as the principal scientific payload on a 2-U CubeSat, EIRSAT-1. GMOD comprises a cerium bromide scintillator coupled to silicon photomultipliers which are processed and digitised by a bespoke ASIC. Custom firmware on the GMOD motherboard has been designed, implemented and tested for the MSP430 microprocessor which manages the experiment including readout, storage and configuration of the system. The firmware has been verified in a series of experiments testing the response over a realistic range of input detector trigger frequencies from 50Hz to 1kHz for the primary time tagged event (TTE) data. The power consumption and ability of the firmware to successfully receive and transmit the packets to the on-board computer was investigated. The experiment demonstrated less than 1% loss of packets up to 1kHz for the standard transfer mode with the power not exceeding 31mW. The transfer performance and power consumption demonstrated are within the required range of this CubeSat instrument.

Index Terms—CubeSat, Gamma-ray, Detector, Gamma-ray Burst, European Space Agency Fly Your Satellite! Programme

I. INTRODUCTION

The Gamma-Ray Module (GMOD) [1] is a novel instrument developed to study high energy astrophysical transient events called gamma-ray bursts (GRBs) [2] in the era of multi-messenger astronomy. GMOD will be flown in low earth orbit (LEO) on-board the Educational Irish Research Satellite-1 (EIRSAT-1), a 2U CubeSat developed as part of the European Space Agency (ESA) Fly Your Satellite! (FYS) programme [3]. The sustained miniaturisation of technology has been the
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**The full EIRSAT-1 team also includes Masoud Emam, Jessica Erkal, Joe Flanagan, Gianluca Fontanesi, Andrew Gloster, Conor O’Toole, Favour Okosun, Rakhi RajagopalanVair, Jack Reilly, Lína Salmon, Daire Sherwin, Joseph Thompson, Sarah Walsh, Daithí de Faoite, Mike Hibbett, Umair Javaid, Fergal Marshall, David McKeown, William O’Connor, Kenneth Stanton, Ronan Wall driving force behind the development of CubeSats for science applications [4]; these are small satellites whose mass and dimensions are defined in units of “U” where 1U corresponds to a CubeSat of 10cm×10cm×10cm in volume and approximately 1.3kg in mass [5]. GMOD is a <1U scintillation based gamma-ray detecting instrument which features modern miniaturised detector technology in a robust and low power, CubeSat compatible form factor. The development of the GMOD detector builds on previous work including a number of technology investigations [6], [7], a five hour balloon flight at 37km float altitude [8], a 101.4MeV proton irradiation test [9] and most recently, the engineering qualification model environmental test campaign, including vibration and thermal-vacuum testing [10]. GMOD is expected to detect ~11–14 GRBs over a one year mission at a significance of 10σ, within the standard 50 keV to 300keV energy range [11].

When complete, GMOD will be used as the basis for a scaled up configuration of CubeSat compatible gamma-ray detectors allowing localisation capabilities as part of the Gamma-Ray Investigation of the Full Transient Sky (GIFTS) project. GMOD and other CubeSat instruments can also be used to augment the observing capabilities of the current fleet of GRB detecting missions. These include large missions such as the Fermi Space Telescope [12], INTEGRAL [13], the Neil Gehrels Swift Telescope and planned CubeSat missions and small satellites such as BurstCube [14] and GECAM [15].

In 2017, a breakthrough discovery was made when GRB170817A, a coincident electromagnetic counterpart to GW170817, a gravitational wave (GW) event was detected [16], [17]. This coincident detection marked the beginning of a new era of multi-messenger astronomy and highlighted the importance of gamma-ray missions in the detection of coincident GW and GRB events, an effort which GMOD will contribute to as a member of the wider GRB community. In addition to the science goals of detecting GRBs, GMOD
will further the technology readiness of advanced detector technologies; including that of silicon photomultipliers (SiPMs) which are used to provide a compact, low power, and rugged solid state alternative to the larger, high-voltage and fragile photomultiplier tubes (PMTs), as used on earlier space borne gamma-ray detecting instruments. The GMOD detector will be functionally supported by a custom built readout and support system consisting of a motherboard (MB) which will provide a number of operation critical duties. This in-house developed system will accomplish this using a C/C++ firmware running on a Texas Instruments MSP430FR5994 mixed signal processor, a 16-bit, low power, 16 MHz microcontroller. We present an overview of the development of this firmware, the context of its requirements for satisfactory operation and an initial assessment of its performance to date with planned improvements and future work.

II. The Gamma-Ray Module

GMOD comprises a 25mm × 25mm × 40mm Scionix cerium bromide (CeBr₃) scintillator which is optically coupled to a custom built tiled array of 16 (4 × 4) OnSemiConductor MicroFJ-60035-TSV SiPMs [1] [3] [11]. Front-end readout for the SiPM array is provided by the 16 channel IDE3380 SIPHRA application specific integrated circuit (ASIC), produced by IDEAS (Norway) [18], [19]. The ASIC was developed to be a readout solution for pulse height spectroscopy in instruments using SiPMs, PMTs or multi-pixel photon counters and is implemented as a bare silicon die wire-bonded to a carrier board printed circuit board (PCB). This detector assembly is sealed within a light-tight custom machined aluminium enclosure and bolted directly to the GMOD MB. The GMOD MB is a bespoke readout and support system for the GMOD detector assembly, providing a number of operation critical duties, including the generation of an adjustable SiPM bias voltage, a constant current source, system configuration, readout and the temporary on-board flash storage of individual gamma-ray time-tagged event (TTE) packets. This was developed over a number of demonstration model iterations to be both a tailored solution for the instruments readout and control, as well as to serve as a structural mounting point for the detector assembly hardware. A high level operational layout of the GMOD instrument is presented in Figure 1, while a component list is detailed in Table I.

Readout of the detector occurs as follows: a gamma-ray is either partially or fully absorbed by the CeBr₃ scintillator, which in turn produces a number of photons proportional to the energy of the incident gamma-ray within a wavelength matching the peak photo sensitivity of the J-Series SiPM array. Each SiPM is made up of an array of many thousands of microcells, avalanche photodiodes in Geiger-mode operation with a series quench resistor; photons absorbed by these microcells trigger an avalanche flow releasing a fixed amount of charge which is proportional to the energy of the incident gamma-ray photon. SIPHRA integrates and shapes this current signal, which when surpassing a fixed trigger threshold, triggers digitisation of the pulse height using a 12-bit successive approximation register (SAR) analogue to digital converter (ADC). The ASIC then outputs the event data as a 20-bit serial stream at 1 MBaud for each active SiPM channel, 12-bits for the ADC measurement and the remaining bits allocated to channel trigger information. This is an unusual form of serial transmission which cannot be readily handled by the MSP430 enhanced universal serial communication interface (eUSCI) module and must first be reduced for efficient bit packing. This is performed by a Xilinx XC2C256 Complex Programmable Logic Device (CPLD) which directly receives the SIPHRA trigger data and produces two types of TTE: 16 channel, containing measurements for each active SiPM channel and summed channel, containing the summed signal measurements from the SiPM array. The CPLD also applies a 4 byte fine-timestamp with a 1 µs time base and an attached synchronous marker (ASM) as identification bytes for distinct recognition of the TTE type (as either summed channel or 16 channel data). It is at this point that both summed and 16 channel TTEs, consisting of the pulse height spectroscopic measurements from the detector, are transmitted to the MSP430FR5994 microcontroller over 1 MBaud serial for processing and temporary storage, before eventual transmission to the EIRSAT-1 on-board computer (OBC) [20].

According to simulations [11] performed using the The Medium-Energy Gamma-Ray Astronomy Library (MEGAlib) [21], GMOD is expected to have a background gamma-ray trigger rate of ~50 Hz within the 50 - 300 keV energy range, and (possibly closer to ~100 Hz in a wider energy band). GMOD is expected to detect between 11 and 14 GRBs over its one year mission at a significance of 10σ, depending on spacecraft pointing [11]. This corresponds to a SIPHRA trigger rate of around ~120 Hz over a single 1024 ms binned light curve record. It is not expected that GMOD will see GRBs which generate over 500 counts per second and the vast majority of GRB triggers will be less than 10σ. In terms of the extreme, SIPHRA’s trigger rate in GMOD can just about exceed 1000 Hz, after which it is capped by the time it takes to output all active SiPM channel readout. An event triggering SIPHRA at such high rates for any long duration is not expected, however high rates are expected while transiting the South Atlantic Anomaly (SAA) (due to the concentration of high energy protons) or if passing through high latitude regions (due to the concentration of high energy electrons).

III. The MSP430FR5994

At the core of this system is the Texas Instruments (TI) MSP430FR5994 [22] [23], a 16 MHz mixed signal microcontroller based on a reduced instruction set computer architecture. This device was selected for numerous reasons: its low-power optimisation, 256 kB of high speed ferroelectric random access memory (FRAM), a variety of integrated peripheral modules, past family space heritage [24] and ease of accessibility. The MSP430 can be placed into an number of operational states called “low power modes”, effectively a set of predefined states of activity which selectively enable or disable the central processing unit (CPU), peripheral modules
Fig. 1: The high level operational diagram of GMOD, including the detector assembly, GMOD motherboard and principal components. For the sake of clarity only the most relevant details are encompassed in this diagram. A complete overview of the instrument hardware is presented in [1].

Table I: A component list of the GMOD instrument, including a high level overview of the detector and the GMOD motherboard hardware and a list of the most relevant MSP430FR5994 internal peripheral modules.

### Detector
- **Crystal**: Scionix CeBr$_3$ 25×25×40mm
- **SiPM**: OnSemiconductor MicroFJ60035-TSV
- **Array**: Custom 4x4 (16×) tiled SiPM array
- **Front-end**: SIPHRA IDE3380 ASIC (Carrier Board)

### Motherboard
- **µC**: 16-bit, Texas Instruments MSP430FR5994
- **CPLD**: Xilinx CoolRunnerII XC2C256
- **Storage**: 128-Mbit (16 MB) temporary flash storage
- **DAC**: 12-bit DAC7562T (bias/CC supply adjustment)

### MSP430FR5994 Peripherals
| **CPU**          | 16 MHz, 16-bit, 6-channel RISC architecture |
|------------------|---------------------------------------------|
| **FRAM**         | 256 kB storage                              |
| **SRAM**         | 8 kB storage                                |
| **DMA**          | 6 channels                                  |
| **Timer**        | 6× 16-bit timers, with 7× CCRs              |

| **Clk Sys** | 3× independent clocks (MCLK, SMCLK, ACLK) |
|-------------|------------------------------------------|
| **ADC**     | 12-bit SAR                                |
| **GPIO**    | 68 multiplexed I/O                       |
| **CRC**     | 32-bit & 16-bit CRC                       |
| **eUSCI**   | eUSCI_A (4×SPI/I2C), eUSCI_B (4×SPI/I2C)  |

and their relevant clock sources. The current consumption of any digital device is generally related to the rate at which it is clocked; the MSP430 clock system can produce three independently configurable clock signals for the CPU and peripherals. By varying the low power mode (LPM) setting certain clock sources and peripheral resources may be placed into a low power state while others remain active. This allows the user to develop a firmware which can optimise the current consumption of the device depending on the stage of operation.

The combined use of LPM states and internal FRAM storage helps to reduce the power requirements of the MSP430. FRAM is equivalent to flash memory in terms of its interface and non-volatility, but superior in terms of read/write access (close to 8 MBps compared to flash at 14 kBps), read/write endurance (10$^{15}$ write/erase cycles compared to 10$^5$ for flash) [25], and ultra-low-power requirements (requiring just 1.5V compared to 10-14V for the flash charge pump). It has even been shown to have some level of radiation resilience [26] and a reduced soft error rate (SER) [27], as compared to static random access memory (SRAM), 8 kB of which is available on the MSP430FR5994 [4]. The device has a large selection of internal peripheral modules: six 16-bit timers with multiple capture compare registers, two eUSCI modules (eUSCI_A supporting up to 4 channels independently configurable as either UART/SPI and eUSCI_B supporting up to 4 channels independently configurable as either I2C/SPI), a 6 channel direct memory access (DMA) controller, a 12-bit SAR ADC with multiplexed inputs and 68 multiplexed general purpose input/outputs. These combined make the MSP430 a versatile option for the multiple requirements of GMOD and the general use of it in a variety of space applications. For example, the 430 platform of the MSP family has seen frequent use

1This is partitioned in the default linker file provided by TI in Code Composer Studio (CCS), into 4 kB blocks, half allocated to common use by the CPU and stack, while the other reserved for the Low-Energy Accelerator module. As this is unused on GMOD, this has been merged into a single 8 kB block.
within CubeSat Kits [28], [29], small satellites [30] [31] and CubeSat subsystems [32]. It was most notably used on the Mars Cube One (MarCO) [24] CubeSats, companions to the National Aeronautics and Space Administration (NASA) Interior Exploration using Seismic Investigations, Geodesy and Heat Transport (InSight) lander during its 2018 Martian arrival. Finally, a large resource of example code [33] has been made available by TI for the MSP family of devices, including the MSP430FR5994, which hosts both register level and driver level examples. A wealth of documentation and application notes are also available with detailed information on all aspects of the register configuration settings for device operation. This makes writing and testing firmware on the MSP430 an approachable task for CubeSat teams, many of which are composed of university level students, as is the case for EIRSAT-1.

A firmware specifically designed to take advantage of all of these qualities can provide high performance with a low power optimised operation. A preliminary C/C++ firmware has been developed for GMOD using the Eclipse based, TI CCS [33] integrated development environment (IDE). To date, the firmware has been verified in a series of experiments testing its response over a range of detector trigger frequencies. The power consumption and ability of the firmware to successfully process this data was investigated.

IV. MSP430FR5994 Firmware Operation

In summary, the firmware operation is such that TTE packets are received from the CPLD, are processed and then stored in external 128-Mbit flash for service to the OBC. The MSP430 manages this flash storage by dividing it into a pair of circular ring buffers of equal size (a separate partition for summed channel and 16 channel TTEs). Upon request from the OBC, these TTEs are retrieved by the MSP430 and served to the OBC for GRB triggering, light curve and spectra generation. The MSP430 may also “stream” the TTE data directly to the OBC from internal memory for improved data transmission (all TTE data is stored in flash in the event that streaming becomes desynchronised, in this case servicing must restart from the last expected address). The MSP430 is also responsible for other duties which include the configuration of the ASIC, CPLD reprogramming and enabling and controlling of the SiPM bias voltage and 80 μA constant current supply (for internal ASIC biasing). As a contingency while in flight, it is possible for the MSP430 to reprogram the CPLD using Xilinx Serial Vector Format (XSVF) instructions and a software interpreter which decodes the commands into the required JTAG I/O stimulus [34]. For brevity, only the experiment operation will be examined here as represented in Figure [2].

The MSP430 receives TTE packets generated by the CPLD based on trigger data from the ASIC. Interrupts are generated by the designated MSP430 serial module at the reception of individual bytes from the CPLD. The MSP430 waits until a recognisable 2 byte ASM sequence has been received which identifies the type of incoming TTE and will determine the specific response actions for summed or 16 channel packets. Both summed and 16 channel data are handled separately within the MSP430 memory and external flash and must be individually requested by the OBC. This is because summed channel TTE packets are the primary science product of GMOD; all scientific operations for GRB triggering will be carried out using summed channel data within the OBC. 16 channel TTE packets are a secondary product and have limited utility except for use in technology demonstrations or in health check assessments of individual SiPM channels. In flight, the main mode of operation will likely not include 16 channel readout, but it may be enabled on occasion.

Once a recognised ASM has been received, the expected number of TTE serial bytes are read in and stored within a set of SRAM circular buffers in MSP430 memory. The TTEs are temporarily stored here before transmission to flash or before being queued for streaming. There are two of these “receive-side” buffers on the MSP430, one for summed channel data and one for 16 channel data, both of identical length (∼1 kB). Each circular buffer can contain up to 4 pages (4×256 bytes, where 1 page = 256 bytes) of the given TTE data type. Each page can hold 31× summed channel TTEs or 7× 16 channel TTEs. This difference is due to the larger number of bytes per 16 channel TTE as compared to summed channel TTEs, effectively meaning that the 16 channel receive-side buffer is ~4 times smaller in terms of the number of TTEs which can be packed within each 256 byte page. For this reason, at high data rates, the 16 channel buffers are expected to fill faster than the summed channel buffers. If at any point a receive-side buffers fills completely, TTE data is no longer accepted for the given TTE type, until at least a page worth of the received side buffer has been emptied by transmission to flash storage (this is a temporary solution employed only for initial testing).

Once a full page of either TTE type has been received, it may be stored within flash memory. The receive side buffer may continue to be filled during the writing of data to flash. A state within the main loop is entered which primes the page for transmission to flash storage; the flash command and address bytes are prepended to the contiguously arranged TTE page bytes, a 4 byte coarse-timestamp is applied to the page with 1s time base, and for summed channel a cyclic redundancy check (CRC) is calculated (due to the lower priority status of 16 channel data, error detection is not considered beneficial for this data type and is excluded). The page is then transmitted to flash over 8 MHz SPI, using DMA to place each byte from SRAM memory into the SPI module transmit buffer. DMA transfer of data has been used extensively in the experiment firmware, where possible, in an attempt to optimise the transmission of large amounts of TTE data and to reduce the chance of bottlenecking at high trigger rates.

SRAM memory has been used for the receive-side buffer storage; while FRAM is more abundant on the
MSP430FR5994, its read/write cycles are capped at 8 MHz \[25\] where as SRAM is limited only by the clock source which in the current configuration is set to 16 MHz. The use of SRAM helps to ensure data in the receive-side is transferred to external flash with minimum overhead. As with the receive-side buffers on the MSP430, the Winbond W25Q128JV 128-Mbit flash is partitioned in half, the upper address space being reserved for summed channel data while the lower range being reserved for 16 channel data, as in Figure 2. As the addressing for the flash is a 3 byte sequence, the boundaries between the two TTE data types can be easily identified by the firmware, using the most significant bit of the addressing to differentiate the summed channel range and the 16 channel range – this is useful as a simple bit mask can be used to prevent accidental pointer overflow. Each flash partition acts as an independent circular buffer, similar to the receive-side buffers in the MSP430 SRAM memory. In the case of the flash memory, a “writing pointer” for each buffer is recorded by the MSP430 which is an index of the address in flash to be written to next. This is as opposed to the conventional “head” and “tail” used in most circular buffers, which point to the start and end of the stored data respectively. The OBC can read this pointer and determine the amount of unread TTE pages in flash memory. It is important that the amount of unread data in flash which has yet to be transmitted to the OBC is kept as close to a minimum as possible to avoid the unlikely event that the flash buffer overflows and TTE data is overwritten. For the expected background rate of 50 Hz in LEO, the summed channel buffer will take \(\sim 5.7\) hours without reading to fill, with the 16 channel buffer filling within \(\sim 1.2\) hours without reading. As the memory capacity available is so large, particularly in the summed channel buffer memory space (which is to be used for GRB triggering), it is unlikely that the OBC will need to request data from address outside all but a narrow window of address space.

As flash memory is used as a circular buffer, the memory address space is cycled many times during the experiment operation. Once the TTE data has been written to flash and is no longer needed in storage, rewriting to this location requires a pre-erase of the memory location essentially priming it for subsequent write operations.

These erase operations take a considerable amount of time to complete (for example \(\sim 45\) ms for 4 kB sectors and \(\sim 120\) ms for a 32 kB block). When these erases are staged to occur in the MSP430 firmware, critical read/write operations to/from flash are blocked for this duration. Given these long erase times, it is possible that the receive-side buffers may overflow before the flash is available again for writing. Erases are therefore managed in a dynamic way by suspending flash access in conjunction with DMA transfers, something which is exploited in other areas of the MSP430 firmware.

---

3 It is possible to improve the write speed of FRAM by access in conjunction with DMA transfers, something which is exploited in other areas of the MSP430 firmware.
erase operations to prioritise the writing of new TTE data to flash. Once the write has completed, the erase operation may then be resumed and continued in the background until completion. In the case of GMOD, erase operations are performed on a 32 kB block basis, one block ahead of the “write pointer” location (~128 ms completion time). Thus the current block will have been cleared previously and be available for writing, while the following block has either been erased or is currently being erased, ensuring that there is always ≥32 kB of flash available for writing and only a minimal amount of stored data is erased and recycled for reuse. In this way, the erase of an addressed block of flash memory is triggered by proximity to the current “write pointer” address (ie. when writing to the start of a 32 kB block boundary, the next block is immediately staged to be cleared by erasing its contents for reuse, as illustrated in Figure 3). This strategy strikes a balance between maintaining as much historical TTE data in memory as possible while still ensuring that erases occur in a timely manner to allow new data to be successfully written.

When the OBC requests data from a given address it is retrieved from flash in pages and placed within MSP430 FRAM memory. This flash read operation is handled using DMA to read data from the eUSCI SPI receive buffer and load it into FRAM memory. A frame structure is applied to the page before sending to the OBC, with a header containing a unique 4 byte ASM sequence, identifying the start of the data frame and the flash address bytes from where the page originated. It is then transmitted to the OBC over 128 kBaud serial. Once the OBC receives the packet and confirms the address bytes are as expected, the next page may then be requested if available.

For a faster throughput of data from GMOD to the OBC, a streaming system has been developed which allows the MSP430 to serve TTE data from internal memory rather than fetching from external flash. It is expected that this will be the primary mode of data transfer from the MSP430 during operation. When the MSP430 transfers the TTE page to flash (and when the streaming mode is enabled), that same page is transferred to a larger ~4 kB circular buffer which can hold 16 × TTE pages. A pair of ~4 kB “streaming” buffers are reserved in FRAM, one for summed channel data and another for 16 channel data. When a page has been loaded into either streaming buffer, it may be transmitted to the OBC. The OBC may then check the received address bytes in the packet frame to ensure that the correct page was sent by GMOD and that the data has been transmitted in the expected consecutive order according to the incriminating address bytes. If an inconsistency is detected between received TTE pages, the OBC may disable streaming and reenable streaming from the last expected page address in flash. The MSP430 then streams the contents directly from flash up from this address to the current “writing pointer” and the re-enables the streaming from internal memory at this point, whereupon subsequent pages are transmitted directly from the MSP430 FRAM. If these streaming buffers overflow, the MSP430 can proactively reenable streaming from flash memory to the current “writing pointer” and then reenable streaming directly from the MSP430 FRAM.

Within the main loop of the firmware application is a set of states which define GMOD’s operating configuration. At this stage of development, four distinct modes are defined, the two most relevant being *Idle Mode*, where GMOD may be configured but where the experiment is not currently active and *Experiment Mode*, similar to Idle Mode, except the experiment is currently running. The OBC may move GMOD between these different modes, which define certain configurations and the scope that the MSP430 can independently act within. To take full advantage of the low power optimisation on the MSP430, when GMOD is placed into Idle Mode, the MSP430 returns to a LPM-3 state (where the CPU is deactivated and the two high speed clock sources (out of three sources in total) have been disabled). In Experiment mode the MSP430 returns to a LPM-0 state (where both the CPU and its clock source are disabled). Deeper LPM states allow low power operations at the expense of functionality, speed and device wake up time. For instance, placing the MSP430 into LPM-0 while in Experiment Mode has the trade off of slightly higher power draw, while retaining the fast interrupt response and wake up time necessary for TTE collection.
V. Initial Performance Analysis

A number of iterations of this firmware have been developed and tested. Initial testing using the current firmware, indicates that the MSP430 is capable of meeting the requirements of the GMOD instrument in terms of readout and storage, power consumption and data rate handling in the context of GRB detection. The developed firmware must be able to successfully meet the following minimum operating requirements in order to be considered successful:

- Retention of all received TTEs from SIPHRA and the CPLD without loss or corruption.
- Managing trigger rates up to at least \( \sim 500 \) Hz for summed channel data (as this is used for GRB triggering).
- Achieve Low power optimisation with firmware development – power must be less than 181.5 mW (exc. 30% margin) estimated consumption as defined in the spacecraft initial Design Definition File (DDF) [35].

This firmware was tested by externally triggering SIPHRA at a range of fixed trigger rates, intercepting the CPLD output and comparing it against the MSP430 output. This was done in two separate tests, a test where only the summed channel readout was enabled and the other where both the summed and 16 channel readout were enabled. The intention behind this was to investigate the effects of bottlenecking within the MSP430 during high data rates when both 16 channel and summed channel TTE readout was enabled, to determine the trigger rate at which this would begin and to assess how many summed TTEs would be lost as a result. Furthermore, it was expected the power consumption of the MSP430 and GMOD motherboard would increase with both summed and 16 channel readout being processed, as at high data rates the MSP430 is likely being kept in a sustained active state while the flash is being read and written to more often than when just summed channel data is being processed. For this test only the reception of summed channel data was examined given its higher priority for scientific operations as opposed to 16 channel data. 16 channel data was also received to adequately simulate a full readout, however the handling of this data is beyond the scope of these initial tests and is not discussed.

An external hold input for SIPHRA’s track and hold circuit is available, which when asserted, forces a readout which is processed by the CPLD and assigned a fine-timestamp as during normal operation. For this test, the hold signal was generated using the Aim-TTi TG5011 pulse generator, which was configured as a 3.3 V, 25 \( \mu \)S pulse width output, across a frequency range spanning 50 Hz up to 1 kHz. For the purposes of this test, the detector assembly, with the exception of the SIPHRA ASIC, was not needed and was disconnected. A modified version of the CPLD VHDL was used to mirror the serial output to the MSP430 over an easily accessible GPIO pin which could be logged to a PC using an FT232 USB to serial adaptor. GMOD was placed into Experiment Mode and commanded to begin streaming TTE data which was similarly also logged using a second FT232 serial device. It was at this point that the readout configuration was set with streaming enabled (ie. summed channel readout or both summed and 16 channel readout). During the run, the current draw and voltage of the GMOD MB 3.3 V line, supplied by an Aim-TTi QL564T bench top power supply unit (PSU) was monitored using a Rigol DM3058 digital multi-meter. The SiPM bias supply was disabled and was not used during this test. The current measurements were sampled 100 times for each run across the frequency range for summed channel only and summed and 16 channel readout cases. The TTE fine-timestamps were used to narrow the range of collected data to a burst of 30 seconds worth of TTEs at a given trigger rate. This was to attempt to simulate a burst from a long GRB, as the mean \( T_{90} \) duration for long GRBs, according to the fourth Fermi Gamma-Ray Burst Monitor (GBM) catalogue is 29.9 seconds [36]. Each TTE from the CPLD data set was then searched for in the MSP430 received data to confirm that it was successfully processed by the MSP430.

The results of this investigation are presented in Figures [4] and [5]. Figure [4] shows the percentage number of lost TTEs for both summed channel readout and summed and 16 channel readout, both across the 50–1000 Hz range, in incremented 25 Hz steps below 200 Hz and 100 Hz increments above this range. For both readout configurations, it can be seen that the firmware and MSP430 are capable of reliably receiving TTE packets from the CPLD and transmitting them to the OBC without losses up to \( \sim 600 \) Hz. This is well above the \( \sim 120 \) Hz trigger rate expected for a 10 \( \sigma \) significance trigger and the 500 Hz requirement. This suggests that the firmware and MSP430 will be capable of reliably processing TTE data from the vast majority of GRBs without losses, even those few well above 10 \( \sigma \) significance. Above 600 Hz, the percentage of lost TTEs begins to increase, showing a large difference between dropped TTEs for both readout configurations. As expected, when summed channel readout is selected with 16 channel readout, more TTEs are dropped as compared to the summed only configuration. This is because of the large quantity of data received especially for summed and 16 channel readout. It is expected that at high data rates, the receive-side buffers will overflow, at these times new TTEs will not be received from the CPLD and will be lost, prioritising already received data and its storage into external flash (as mentioned previously, this is a temporary solution for these initial tests). The MSP430 may also be in a state in which it cannot react to the reception of serial data from the CPLD, in these cases, it is possible for the ASM bytes to not be read and the TTE cannot be received. The MSP430 still shows good performance even at high trigger rates, particularly the summed channel configuration which is consistently below a fraction of a percent, even up to 1000 Hz.

Figure [5] shows the power consumption from the 3.3 V line on the GMOD MB for the same range of trigger frequencies. The left hand panel shows the power consumption when GMOD is in Idle mode (IDLE_LPM3*) before the instrument configuration and just after programming, Idle mode (IDLE_LPM3) after configuration and finally Experiment mode (EXP_LPM0) before external triggering has begun. This highlights the use of LPM states as being advantageous,
Fig. 4: The percentage of dropped summed channel TTEs during summed and 16 channel readout and summed only readout, across a range of trigger rates. Particularly on CubeSat missions where good power management is a must. As expected, summed and 16 channel readout together consume more power, increasing as a function of trigger frequency. In both cases the power consumption is less than the original estimate of 181.5 mW as defined in the DDF. It is interesting to note that the curves both have a set of breaks around trigger frequencies which have been seen in past testing to be the points when the MSP430 streaming buffers overflow and servicing from flash begins. The summed channel streaming buffer was seen to overflow $\sim$600-700 Hz – a break can be seen in both curves around this range. For the summed and 16 channel configuration, a break is also seen around 200 Hz – previously the 16 channel streaming buffer was seen to overflow $\sim$200 Hz. This is a somewhat unexpected, the reason why these notches appear is not yet known.

There are a number of caveats and limitations to these initial tests. Firstly, as a fixed duration of 30 seconds of TTE data is being selected across a number of trigger rates, there will be a dissimilar number of TTE samples for each trigger rate data point. Secondly, the use of a pulse generator which triggers SIPHRA readout at a fixed period is not fully representative of a realistic scenario and does not account for TTEs which have been successively triggered by gamma-ray interactions. During testing, it has been noticed that with the current firmware, the MSP430 has a maximum “dead time” of around 15 $\mu$s which is caused by receive-side pointer setup; after receiving a TTE from the CPLD, it is likely that any subsequent TTE whose ASM is received within this 15 $\mu$s window will not be registered and will be lost. Thirdly, as the SiPM array and scintillator were not used for this test, the current measurements used to calculate the power consumption exclude any contributions from the bias generation circuit. It is also difficult to isolate the current draw of the MSP430 from the rest of the circuits of the MB on the 3.3 V line, circuits whose power consumption may be a function of trigger rate and TTE throughput. Finally, at the time of testing, the CRC and coarse-timestamp were not included in the firmware, an exclusion which may have an influence on TTE throughput to the external flash memory.

VI. PROGRESS AND NEXT STEPS

The results presented here demonstrate the capability of the MSP430 to handle the transfer of data over the range required in orbit [11] and that the power consumption is within the expected range for a variety of modes and experiment configurations. While the MSP430 performs to the required specifications for EIRSAT-1, with the future aim of scaling the GMOD instrument up, it is likely that a bespoke system-on-a-chip would be required to handle the rates expected from a larger instrument. Development is currently on going with this firmware, which is not yet considered flight ready, but will be further improved and developed with rigorous testing of specific loading cases and a verification in the full functional
and mission testing [38] of the EIRSAT-1 Engineering Qualification Model and the Flight Model thereafter.
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