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Abstract

2D Convolutional neural network (CNN) has arguably become the de facto standard for computer vision tasks. Recent findings, however, suggest that CNN may not be the best option for 1D pattern recognition, especially for datasets with over 1 M training samples, e.g., existing CNN-based methods for 1D signals are highly reliant on human pre-processing. Common practices include utilizing discrete Fourier transform (DFT) to reconstruct 1D signal into 2D array. To add to extant knowledge, in this paper, a novel 1D data processing algorithm is proposed for 1D big data analysis through learning a deep deconvolutional-convolutional network. Rather than resorting to human-based techniques, we employed deconvolution layers to convert 1D signals into 2D data. On top of the deconvolution model, the data was identified by a 2D CNN. Compared with the existing 1D signal processing algorithms, DCNet boasts the advantages of less human-made inference and higher generalization performance. Our experimental results from a varying number of training patterns (50 K to 11 M) from classification and regression demonstrate the desirability of our new approach.

1. Introduction

With the fast development of science, technology and data storage, big data are now rapidly expanding in all areas and application domains. Every day, more than 306.4 billion emails are sent, and 5 million Tweets are made. By utilizing large data, more sophisticated algorithms and strategies can be proposed, and thus lead to better generalization performance (Wu et al., 2013). The reason is simple: the larger the training dataset, the more useful insights and knowledge can be retrieved and developed. Recent 2D image image datasets, including ImageNet (Deng et al., 2009) and Place-365 (Zhou et al., 2017), have already surpassed the 1 million images barrier at 1.2 and 1.8 million training patterns, respectively. At the same time, several deep 2D CNNs, such as ResNet (He et al., 2016) and DenseNet (Huang et al., 2017), have outmatched the traditional classification and regression methods in numerous real-world applications. The same trends have occurred in 1D signal processing. For example, Baldi (Baldi et al., 2014) developed a large 1D signal classification dataset HIGGS with a sample size of more than 11 million samples. Further, another 1D big dataset HEPMASS (Baldi et al., 2016) containing more than 10 million patterns was developed in 2016. However, in contrast to the 2D pattern recognition domain where 2D CNNs immediately replaced the traditional classification methods, the reign of traditional approaches is still unchallenged for 1D signals (Kiranyaz et al., 2019).

The existing 1D signal processing algorithms can be categorized into three categories: reconstruction-based algorithms, 1D CNN-based approaches, and reshape-based methods. Generally, the reconstruction-based algorithms (Bengio et al., 2013) learn a direct encoding from raw input by utilizing multiple autoencoders (AEs), whereas the final label is categorized with a simple classifier. The 1D CNN-based methods (Kiranyaz et al., 2015) extract the abstractive features from a sequence of 1D data. These models have similar learning procedures as those of the 2D CNNs, but the convolutional kernels move in one direction. As for reshape-based methods (Appana et al., 2017), they first utilize some traditional techniques, like DFT, to reshape or represent the input 1D information into a 2D signal, and then the 2D CNNs are applied for representation learning and final classification or regression. In recent years, researchers in various real-world applications have made significant contributions to broaden the field scope of reshape-based strategies, such as fault diagnosis of bearings (Lu et al., 2017) and electrocardiogram (ECG) beat classification (Ruiz et al., 2018). Compared to the 1D CNN-based approaches that
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simply utilize 1D vectors for pattern recognition, the high-dimensional information processed by reshape-based strategies are much easier to be understood and mined (Ding & He, 2017). Thus, in most cases, the reshape-based methods achieve superior performance over 1D CNN-based algorithms (Bi et al.).

However, the current reshape-based algorithms cannot be directly utilized in 1D large data classification and regression because of the following two reasons: First, for the task of large data analysis, the representing of the 1D signal into the 2D pattern is difficult, due to the expensive cost associated with human-made pre-processing (Kiranyaz et al., 2019). For example, it is inefficient to ask users to create 10 million 2D patterns using the DFT technique on the HEPMASS dataset. To address this problem, we employ a novel deconvolution model to automatically generate the 2D signal according to the input 1D data, which is more effective in handling large-scale datasets than human-made pre-processing.

Second, the existing reshape-based methods are not trained in an end-to-end manner. Besides the top performance that one CNN can achieve, one crucial advantage for CNN structure in computer vision and deep learning is that it combines feature representation learning and final pattern recognition into a single body (Zhang et al., 2020b), reducing the human-made interference. However, the reshape-based algorithms prefer to use the traditional handcrafted method, like DFT or simply reshaping the 1D signal into the 2D matrix, to pre-process the input data (Janssens et al., 2016). Nonetheless, these strategies show remarkable performance over other 1D signal classification methods on small-scale datasets; it is not guaranteed that the same human-made pre-processing could be still effective on some large-scale datasets with more than 10 million samples. Thus, it is an intuition to develop a novel deep 1D CNN framework with purely end-to-end training. In other words, the motivation of this paper is to develop a reshape-based CNN neural network to automatically represent the 1D input into 2D data.

Driven by the mentioned motivations, we propose a completely different strategy called DCNet to perform 1D signal classification and regression using deconvolution and convolution structure. Figure 1 shows the learning process of the proposed framework. This paper contributes the following:

1. **A novel structure DCNet**: We architect a deep neural network that is composed of deconvolution layers and convolution layers. Utilizing deconvolution layers to reconstruct 2D signal is meaningful, but as far as we know, no one has attempted to do so.

2. **Excellent robustness w.r.t. network structure**: This paper demonstrates the network robustness by showing that, with the random number of deconvolutional layers (randomly selected from 3 to 6), the performance achieved by the proposed DCNet is superior to that of the existing 1D signal classification and regression models.

3. **Remarkable performance on big data analysis**: We achieve outstanding performance using the proposed DCNet on large datasets, such as HIGGS (w/ more than $11M$ patterns) and HEPMASS (w/ more than $10M$ samples) datasets.

2. Related work

Recent years have witnessed the power of deep 2D CNN for visual data analysis, like Image classification (He et al., 2016), semantic segmentation (Noh et al., 2015), and super-resolution imaging (Umehara et al., 2018). The 2D CNN-based algorithms have achieved state-of-the-art and immediately outmatched the traditional recognition strategies in many real-world applications. One of the primary reasons is that CNNs are capable of acquiring the knowledge and the hidden patterns of the data automatically (Zhang et al., 2020b), reducing the demand for human-made pre-processing.

Motivated by the strong capability of deep learning (DL) algorithms in the application of representation learning and feature extraction, researchers have utilized DL in 1D signal processing. One utilization of DL structure in this area is that of the reshape-based methods, where a proper 1D to 2D conversion is needed (Kiranyaz et al., 2019). For example, in fault diagnosis of bearings, various techniques have been used to represent the 1D vibration signals into 2D. In (Janssens et al., 2016), the DFT is used to transform the signal from the original temporal domain to the frequency domain, and then it is represented in a 2D array which is further fed into a 2D CNN. In (Zhang et al., 2017), the 1D signal is directly reshaped into a 2D vibration image. Ding et al (Ding & He, 2017) proposed a novel algorithm for bearing fault diagnosis through the use of wavelet packet energy (WPE) image. In this method, the phase space reconstruction is utilized to construct the 2D image. Similarly, in ECG beat classification, one widely used technique (Ruiz et al., 2018; Zihlmann et al., 2017) in this area is to represent the ECG signal into 2D images by computing power- or log-spectrogram. Compared to the other 1D signal classification algorithms, such as the reconstruct-based (Wu et al., 2020) and 1D CNN-based classification methods (Kiranyaz et al., 2015; Hannun et al., 2019), the reshape-based strategies have the advantages of excellent robustness and better generalization performance.
Figure 1. Flow chart of the proposed DCNet. The DCNet is composed of three learning phases, deconvolution, convolution, and recognition phases. The deconvolution phase converts the 1D signal into 2D data, and the information is identified and recognized by a 2D CNN in the convolution and recognition phases.

Though the existing reshape-based strategies show remarkable performance on small-scale 1D signal classification and regression, they cannot be directly utilized in large-scale data analysis due to two limitations. First, they are only verified on small datasets. For example, in Ding’s work (Ding & He, 2017), the proposed reshape-based model is validated on a small dataset consisting of 100 patterns. Similarly, authors in (Ruiz et al., 2018) only focused on processing a small dataset with 2,048 samples. Thus, the reshape-based algorithms for big data analysis have not been proposed.

Second, the existing reshape-based methods utilize two separate stages for 2D signal representation and final pattern classification, which increases the effort of human design. Researchers (Zhang et al., 2020a; Valmadre et al., 2017) have already verified that the generalization performance of a model trained from several designed processes cannot be expected to be perfectly aligned with end-to-end learning. The success of recent proposed 2D CNNs indicates that the generalization performance of one model can be much better if the network is learned from the rawest possible data to the final output (Levine et al., 2016).

To overcome these issues, this research develops a new 1D data classification algorithm called DCNet. The experimental results on large datasets showcase the effectiveness of the proposed strategy.

3. Proposed DCNet Architecture

3.1. Network Formation

The strategy to model the network is based on deconvolution and convolution operation. The former part aims to represent the 1D signal into 2D data, while the latter part prefers to identify (classify or predict) the reshaped 2D pattern.

3.1.1. Purposes

The purpose of the proposed algorithm is to have a reshape-based algorithm for 1D signal processing by purely end-to-end learning. The DCNet is to be loaded with 1D data, and it should automatically represent each 1D input pattern into the 2D matrix. Further, the input signal is identified (classification or regression) by a 2D CNN. The whole process needs to be finished in an end-to-end manner, which means the algorithm must be sufficiently accurate that do not need pre-processing and post-processing.
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Table 1. Layer details of DCNet

| Layer ID | Layer Type | Output Shape |
|----------|------------|--------------|
| Input    | Input Layer | \([b, 1, 1, c]\) |
| L1       | Deconv \((2, 1)\) | \([b, 2, 2, 512]\) |
| L2       | ReLU Layer  | \([b, 2, 2, 512]\) |
| L3       | Deconv \((3, 1)\) | \([b, 4, 4, 256]\) |
| L4       | ReLU Layer  | \([b, 4, 4, 256]\) |
| L5       | Deconv \((5, 1)\) | \([b, 8, 8, 128]\) |
| L6       | ReLU Layer  | \([b, 8, 8, 128]\) |
| L7       | Deconv \((9, 1)\) | \([b, 16, 16, 64]\) |
| L8       | ReLU Layer  | \([b, 16, 16, 64]\) |
| L9       | Deconv \((9, 1)\) | \([b, 24, 24, 3]\) |
| L10      | ReLU Layer  | \([b, 24, 24, 3]\) |
| L11      | Deconv \((9, 1)\) | \([b, 32, 32, 1]\) |
| L12      | ReLU Layer  | \([b, 32, 32, 1]\) |
| L13      | Conv \((2, 1)\) | \([b, 32, 32, 3]\) |
| L14      | ReLU \(\rightarrow\) Maxpooling | \([b, 16, 16, 128]\) |
| L15      | Conv \((2, 1)\) | \([b, 16, 16, 128]\) |
| L16      | ReLU \(\rightarrow\) Maxpooling | \([b, 8, 8, 128]\) |
| L17      | Conv \((2, 1)\) | \([b, 8, 8, 256]\) |
| L18      | ReLU \(\rightarrow\) Maxpooling | \([b, 4, 4, 256]\) |
| L19      | Conv \((2, 1)\) | \([b, 4, 4, 512]\) |
| L20      | ReLU \(\rightarrow\) Maxpooling | \([b, 2, 2, 512]\) |
| L21      | Fully-connected | \([b, 1, 1, l]\) |

\(A(k, s): \) A - Type of operation, \(k\) - kernal size, \(s\) - stride
\(\{b, h, w, c\}: b\) - batch size, \(h\) - height, \(w\) - weight, \(c\) - channels

3.1.2. The Structure

The structure of the proposed DCNet is depicted as Fig. 1. Table 1 provides details about the layer connectivity types, kernel sizes, and output dimensions. The proposed DCNet consists of two phases: the first part is the deconvolution phase for 2D data representation; the second one is the convolution phase corresponds to the feature extractor for dimension reduction and pattern recognition. According to different pattern recognition purposes (classification and regression), the final layer is connected with a Softmax classifier or a predictor.

I. Deconvolution phase. This phase contains five deconvolutional layers. It starts from the input layer to the L9 layer, where the dimension size equal to \(32 \times 32\). However, as for the input dimension, the dimensionality of the input layer is determined based on the processing dataset. For example, for Connect4 (Burton & Kelly, 2006) dataset, the input feature of each pattern is 126. Thus, the input layer dimension for DCNet on Connect4 set is \(1 \times 1 \times 126\) (The input size is \(1 \times 1\) and the input channel is \(1\)). Similarly, for HIGGS (Baldi et al., 2014) dataset, the dimension for each 1D pattern is 28. Therefore, the input layer channel for DCNet on this dataset is 26. In contrast to the convolution phase for which the size of feature reduces through feedforwarding, in the proposed DCNet, the dimension of features steadily increases by the use of deconvolutional layers.

II. Convolution phase. This phase is composed of four convolutional layers beginning from the Conv layer (L13) to the max-pooling layer (L20). In particular, for the classification, the final layer (L21) is a fully-connected layer with a softmax function. As for the regression task, the last output layer is a predictor with only one neuron. Similar to the other CNNs, the convolution phase of DCNet not only has the convolutional layers, but also contains ReLU layers and max-pooling layers.

3.2. Deconvolutional Layers

The deconvolution or transposed convolution operation is an up-sampling process that both up-samples feature maps and maintain the connectivity pattern. Essentially, the deconvolutional layers enlarge and densify the input by utilizing convolution-like operations with multiple filters. In contrast to the existing resizing techniques, the deconvolution contains trainable parameters, as illustrated in Fig. 2. The weights of deconvolutional layers keep updating and refining during network training. It is achieved by adding zeros between the consecutive neurons in the receptive field at the input side, and
then one convolution kernel is utilized on the top with unit stride (Akilan et al., 2019).

### 3.3. 2D Convolutional Layers

The convolutional layers apply convolution operation for representation learning and feature extraction, where the weights of each filter operates like a dictionary of feature pattern. For the input patch $X$ and the filter kernel $K$, the convolution operation can be described as the following

$$C(m, n) = \sum_{p=0}^{P} \sum_{q=0}^{Q} K(p, q) \ast X(m+p, n+q) + b,$$

where $*$ is the convolution operation, \{m, n\}, \{P, Q\}, \{p, q\} refer to the location of 2D patch, the size of convolution kernel, and the index of convolution kernel, respectively. The DCNet rectifies the output of convolution operation through ReLU function defined as $f(x) = \max(x, 0)$, where $x$ is the output of convolutional layer.

The proposed DCNet is capable of processing regression and classification tasks. For the classification, a fully-connected layer is connected at the top of convolutional layers. As for the regression tasks, a prediction layer with a single neuron is developed as L21.

### 3.4. Optimizer

The proposed DCNet is trained through the stochastic gradient descent (SGD)-based optimizer. According to different application requirements, the loss function could be different. For the classification task, training the DCNet is to minimize the following cross-entropy loss function:

$$L = -\frac{1}{N \times M} \sum_{n=1}^{N} \sum_{m=1}^{M} [p_{nm} \log \hat{p}_{nm} + (1 - p_{nm}) \log (1 - \hat{p}_{nm})],$$

where $N$ is the number of training samples in one mini-batch, $M$ refers to the output layer dimension of each sample, $p_{nm}$ is the output of $m$-th location in $n$-th sample, $p_{nm}$ and $\hat{p}_{nm}$ stand for the target and network output respectively. As for the
### Table 2. Summary of the datasets

| Datasets   | Classes | Training   | Testing   | Attribute |
|------------|---------|------------|-----------|-----------|
| **Classification Datasets** |         |            |           |           |
| Connect4   | 3       | 50,000     | 17,557    | 126       |
| Covertype  | 2       | 300,000    | 280,000   | 54        |
| Hep-OS     | 2       | 640,000    | 160,000   | 27        |
| Hep-NS     | 2       | 640,000    | 160,000   | 27        |
| Hep-AS     | 2       | 640,000    | 160,000   | 27        |
| HIGGS-S    | 2       | 640,000    | 160,000   | 28        |
| Hep-O      | 2       | 7,000,000  | 3,500,000 | 27        |
| Hep-N      | 2       | 7,000,000  | 3,500,000 | 27        |
| Hep-A      | 2       | 7,000,000  | 3,500,000 | 27        |
| HIGGS      | 2       | 7,700,000  | 3,300,000 | 28        |
| **Regression Datasets** |         |            |           |           |
| ethylene-ME| 1       | 3,000,000  | 1,178,504 | 16        |
| ethylene-CO| 1       | 3,000,000  | 1,208,261 | 16        |

regression task, the loss function for DCNet is:

\[
L = -\frac{1}{N} \sum_{n=1}^{N} (y_n - \hat{y}_n)^2, \tag{3}
\]

where \(y_n\) and \(\hat{y}_n\) are the target output and prediction for response \(n\) respectively.

When training the proposed DCNet, the initial learning rate is \(1.0^{-2}\). The total training epoch is 9, with a learning rate scheduler that rate reduces the learning rate by a factor of 0.9 in every three training epochs. During training, the momentum term is set to 0.9. The mini-batch size for the small-scale dataset is set to 64. For the large-scale dataset, the size is set to 256.

### 3.5. Algorithmic Summary

The entire process of DCNet from training to inferencing can be summarized as follows:

**I. Data normalization.** For a 1D large-scale dataset, normalize the samples from their original range into \([-1, 1]\). Split the dataset into the training set and testing set.

**II. Training DCNet.** The training settings of DCNet is described in subsection 3.4. The weights of the model are first randomly initialized, and then they are fine-tuned jointly on one training set with different purposes (classification or regression) in an end-to-end manner.

**III. Testing DCNet.** Utilize the well-trained DCNet on the testing set and obtain the testing accuracy or the root mean square error (RMSE).

### 4. Experimental Results

In this paper, a set of experiments ranging from 1D signal classification to regression are conducted to verify the effectiveness of the proposed DCNet. Specifically, this section first describes the implementation details, then the quantitative and qualitative analysis of the proposed model is given.
### 4.1. Datasets and Experimental Environment

#### 4.1.1. Datasets

We evaluate the proposed method on twelve 1D datasets. The statistics of these datasets are shown in Table 2. Based on the different training fashions and application domains, the adopted datasets can be divided into three categories: small-scale classification datasets (Connect4 and Covertype), large-scale classification datasets (HEPMASS-O/Os, HEPMASS-N/Ns, HEPMASS-A/As, HIGGS and HIGGS-s), and large-scale regression datasets (ethylene-ME/CO). The small datasets are generally small samples (<500 K), whereas the large datasets have a marginally large number of samples (≥500 K). The details of the datasets are described as follows:

I. **Small-scale classification datasets**. Following the commonly used training settings, for Connect4 (Burton & Kelly, 2006) and Covertype (Gama et al., 2003) datasets, we randomly take 50 K and 300 K samples for training, and the rest patterns for testing.

II. **Large-scale classification datasets**. As far as we know, the HEPMASS (Baldi et al., 2016) and HIGGS (Baldi et al., 2014) datasets could be the largest sets in the 1D signal classification area. The HEPMASS contains three datasets (collected from different environments) with 7 M training samples and 3.5 M testing patterns, which are HEPMASS-O, HEPMASS-N and HEPMASS-A, respectively (We use Hep-O, Hep-N and Hep-A to denote for simplification). As for the HIGGS dataset, it has 7.7 M training samples and 3.3 M testing data. To fully evaluate the performance of the algorithms, we randomly selected 700 K samples from each training set to generate Hep-OS, Hep-NS, Hep-AS, and HIGGS-S datasets (in each set 80% samples for training while the rest for testing).

III. **Large-scale regression datasets**. In this paper, two large regression datasets (Fonollosa et al., 2015) are utilized for validation, which are the ethylene-ME containing 4,178,504 samples and the ethylene-CO consisting of 4,208,261 patterns. The datasets were collected in a gas delivery platform from 16 chemical sensors for gas mixtures prediction. Specifically, the ethylene-ME and ethylene-CO datasets are collected for predicting two kinds of gas mixtures, i.e., Ethylene and Methane in air, and Ethylene and CO in air. For these two datasets, we randomly chose 3 M patterns for training the network, and the rest for testing it.

#### 4.1.2. Rival Methods

We compare the proposed method with some state-of-the-art learning baseline, including:

- **WD-AE** (Charte et al., 2018): An autoencoder (AE) can be used for representation learning by back-propagation (BP). After feature learning, the Softmax classifier is utilized to get the final labels.

- **Wi-SNN** (Zhang et al., 2020a): A deep width-growth model trained with least-square based Moore-Penrose (MP) inverse technique. This model could directly obtain the final labels.

- **Random Forest** (Breiman, 2001): It is an ensemble learning algorithm by constructing a multitude of decision trees during training.

- **LSTM** (Hochreiter & Schmidhuber, 1997): Long short-term memory (LSTM) is a recurrent neural network for time-series data classification.

- **Deep-LSTM** (Sagheer & Kotb, 2019): Deep LSTM is composed of several LSTM layers. It performs well on processing time-series data. In this paper, two LSTM layers are stacked to develop a deep model.

---

### Table 3. Top-1 testing accuracy comparison (%) with different structures (Dec. - deconvolutional layers)

| Datasets | DCNet w/ Three Dec. | DCNet w/ Six Dec. | DCNet w/ Random Dec. |
|----------|----------------------|-------------------|----------------------|
| Hep-OS   | 91.6                 | 91.8              | 91.5                 |
| Hep-NS   | 85.5                 | 85.9              | 85.7                 |
| Hep-O    | 92.6                 | 92.6              | 92.6                 |
| Hep-N    | 87.0                 | 87.3              | 87.0                 |
Table 4. Top-1 testing accuracy comparison (%) with different size of mini-batch (\(b\) - size of mini-batch)

| Datasets  | \(b = 32\) | \(b = 64\) | \(b = 128\) | \(b = 256\) |
|-----------|-------------|-------------|-------------|-------------|
| Connect4  | 85.5        | 85.4        | 85.2        | 84.2        |
| Covertype | 95.1        | 95.0        | 94.4        | 94.0        |
| Hep-O     | 87.3        | 87.3        | 87.2        | 87.3        |
| HIGGS     | 76.0        | 76.1        | 76.0        | 75.7        |

Table 5. Comparison of the proposed DCNet and other state-of-the-art 1D signal classification algorithms w.r.t. Top-1 testing accuracy (%). Values in RED are the best figures for one dataset, the ones in BLUE are the second best results (RNO - results are not available due to out of main memory)

| Datasets  | WD-AE | Wi-SNN | Random Forest | LSTM | Deep-LSTM | 1D-CNN | B-CNN | DCNet |
|-----------|-------|--------|---------------|------|-----------|--------|-------|-------|
| Connect4  | 77.9  | 75.6   | 82.2          | 72.5 | 73.8      | 82.3   | 81.9  | 85.4  |
| Covertype | 72.1  | 74.9   | 92.1          | 73.7 | 74.9      | 86.5   | 81.3  | 95.2  |
| Hep-OS    | 86.7  | 90.8   | 90.3          | 89.6 | 90.5      | 90.4   | 89.9  | 91.8  |
| Hep-NS    | 83.4  | 81.1   | 81.8          | 80.2 | 80.3      | 82.5   | 82.3  | 85.9  |
| Hep-AS    | 81.4  | 82.7   | 84.0          | 83.2 | 81.4      | 83.6   | 83.8  | 86.8  |
| HIGGS-S   | 63.5  | 64.6   | 65.4          | 54.8 | 57.3      | 71.7   | 64.2  | 70.4  |
| Hep-O     | 91.7  | RNO    | 90.8          | 91.1 | 90.4      | 91.6   | 90.6  | 92.6  |
| Hep-N     | 84.9  | RNO    | 85.1          | 84.2 | 84.3      | 84.5   | 83.1  | 87.3  |
| Hep-A     | 84.0  | RNO    | 83.7          | 85.2 | 82.1      | 84.8   | 85.2  | 87.2  |
| HIGGS     | 69.5  | RNO    | 69.6          | 64.9 | 67.7      | 72.9   | 69.1  | 75.7  |
| Average   | 79.6  | RNO    | 82.5          | 77.9 | 78.3      | 83.1   | 81.2  | 85.7  |

1D-CNN (Acharya et al., 2017): A 1D pattern recognition network identified by 1D CNN. It learns the labels of input data with four convolutional layers and two fully-connected layers.

B-CNN (Giudice et al., 2020): It is a convolutional network for processing 1D EEG signals. This model achieves the state-of-the-art in EEG signal processing.

4.1.3. Experimental Environment

The validation experiments are conducted in MATLAB R2020a environment in a workstation with Intel Core E5 – 2650 CPU and 256 GB memory. The Top-1 testing accuracy is used for evaluating classification tasks, and the RMSE is utilized in regression. In this paper, for each algorithm, at least five trials are conducted for each dataset.

4.2. Quantitative Analysis

4.2.1. Model Settings

The proposed DCNet contains several hyper-parameters, such as the mini-batch size and the layer connectivity patterns. In this subsection, we verify the recommendations of these hyper-parameters.

To evaluate the impact of network structure, experiments are implemented with three types of layer connectivity patterns: the DCNet that only contains three deconvolution layers (the structure is listed in the supplementary file due to the space constraint); the DCNet containing six deconvolution layers (the network is structured as Table 1); the DCNet with a random number of deconvolution layers. Here the number of deconvolution layers is randomly selected from \([3, 6]\). In this evaluation, although the number of deconvolution layers in each condition differs, the dimensionality of the represented 2D data and the convolution part are the same for consistency. Table 3 shows the performance of various network structures. When handling the 1D signals, the DCNet with different structures provides almost the same performance. Thus, we do not need to use trial-and-error to search for the optimal structure. For consistency and fair comparison, in this paper, the structure described in Table 1 is utilized for comparison.
Further, to evaluate the impact of mini-batch size, a set of experiments are conducted as shown in Table 4. One can steadily see from Table 4 that as the mini-batch size increases, the generalization performance of the DCNet almost remain the same. However, the large mini-batch size can lead to speeding up the network training. Thus, in this paper, for the small-scale datasets, such as Connect4, the mini-batch size is 64. As for the large-scale datasets, like Hep-O and HIGGS, the mini-batch size is set to 256.

4.2.2. Analysis on Classification Datasets

The overall comparison of the DCNet and other state-of-the-art 1D data processing strategies on the classification datasets are tabulated in Table 5. In this table, along with the testing accuracy on each dataset, the mean average performance for each algorithm is given as well. The results in Table 5 shows that in most cases, the proposed DCNet provides superior performance than the existing models from 3% to 10% of improvement in Top-1 testing accuracy. For example, our results on Connect4, Hep-NS, and Hep-N datasets are 85.4%, 85.9%, and 87.3% respectively; 3.1%, 3.4%, and 2.2% better than the state-of-the-art results. Furthermore, the average result of the proposed method among all the datasets is 85.7%, providing a 2.6% and 3.2% of accuracy improvement over the best (1D-CNN (Acharya et al., 2017)) and the second-best (random forest (Breiman, 2001)) algorithms in the literature. The DCNet, therefore, outmatches the other 1D classification algorithms.

Figure 3 shows the generalization performance of DCNet by line charts as the number of learning epochs increase. Specifically, the chart on the left side is the testing accuracy on Hep-OS, Hep-AS and Hep-NS datasets, while the right chart is the performance of the proposed method on Hep-O, Hep-A and Hep-N sets. We can easily conclude that the DCNet only needs 3 to 4 learning epochs to get the optimal results. Thus, the profits of the proposed algorithm have been validated.

4.2.3. Analysis on Regression Datasets

The experimental results on regression tasks are shown in Fig. 4. It is observed that the proposed model achieves competent performance over the other 1D regression algorithms. The reason is twofold. i) The reshape-based methods convert the 1D signal into 2D data, and the information is easier to be understood in a high dimension. ii) The existing reshape-based frameworks have stringent demand for computational resources due to human-made pre-processing, which cannot be used in large data analysis. The DCNet, on the other hand, is implemented more efficiently, i.e., the 2D signal representation and pattern recognition are combined in an end-to-end framework.

4.3. Qualitative Analysis

The samples visualized results with the proposed DCNet on Connect4, Hep-OS, Hep-O and Hep-A datasets are shown in Fig. 5 and Fig. 6. The t-distribution stochastic neighbour embedding (t-sne) algorithm is applied to visualize the features extracted from the original input space (1D signal) and the represented 2D data (extracted from L11). Through observation, we can conclude that after the deconvolutional layers, the intra-category distances are reduced, while the inter-category distances are increased.
Taking the presented outcomes of Table 5, Fig. 4 to Fig. 6, we can conclude that the DCNet achieves better generalization performance over other 1D processing algorithms on large-scale datasets. The reason could be that the traditional 1D signal processing algorithms apply human-made pre-processing, such as DFT, onto the 1D input to generate the 2D patches or extract the features. In fact, in some complex tasks like processing large data, there are often many more clues that can be directly encoded, the handcrafted techniques, however, by definition, cannot know exactly what is useful for a certain task. In other words, the human-made procedures cannot directly build a connection between input attributes and output targets. The proposed DCNet, on the other hand, can automatically build the proper latent space to represent the 1D raw data into the 2D feature. In other words, the DCNet is capable of learning some clues that the human-made algorithms cannot learn.
5. Conclusion

The paper proposes a novel architecture DCNet to effectively handle 1D signal classification and regression. The DCNet is an end-to-end training method where the data reconstruction and pattern recognition are combined in a single model. It comprises two consecutive phases: the deconvolution phase for data conversion and the convolution phase for data identification. Experimental results on large-scale datasets with more than 10 million samples validate the effectiveness of the proposed method. Compared to the existing 1D pattern processing algorithms, the DCNet is found to have the advantages of higher generalization performance and better network robustness.
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