TARGETED ADAPTIVE DESIGN
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Abstract. Modern advanced manufacturing and advanced materials design often require searches of relatively high-dimensional process control parameter spaces for settings that result in optimal structure, property, and performance parameters. The mapping from the former to the latter must be determined from noisy experiments or from expensive simulations. We abstract this problem to a mathematical framework in which an unknown function from a control space to a design space must be ascertained by means of expensive noisy measurements, which locate optimal control settings generating desired design features within specified tolerances, with quantified uncertainty. We describe targeted adaptive design (TAD), a new algorithm that performs this sampling task efficiently. TAD creates a Gaussian process surrogate model of the unknown mapping at each iterative stage, proposing a new batch of control settings to sample experimentally and optimizing the updated expected log-predictive probability density of the target design. TAD either stops upon locating a solution with uncertainties that fit inside the tolerance box or uses a measure of expected future information to determine that the search space has been exhausted with no solution. TAD thus embodies the exploration-exploitation tension in a manner that recalls, but is essentially different from, Bayesian optimization and optimal experimental design.
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1. Introduction. Modern manufacturing methods such as 3-D printing, a type of additive manufacturing [30], flame-spray pyrolysis [24], melt-spray deposition [10], and atomic layer deposition [6], have created a new landscape of materials and manufactures, accelerating technological development in engineering fields such as printed electronics, solid-state batteries, and materials for advanced PPE. These new manufacturing techniques have brought a new set of challenges, however. One of the principal challenges is the difficulty and computational cost of modeling the complex detailed physical processes that typically occur during manufacture. In [30], for example, the authors note that for additive manufacturing (AM), “...achieving consistency with part quality and process reliability...remains a challenge...In a sense, AM has become a manufacturing domain that is data-rich but knowledge-sparse. Extracting knowledge from the vast amounts of available AM data can be a tedious process. Despite the advances in measurement science and increasing number of datasets from the AM lifecycle, there is limited scientific understanding to characterize AM materials-geometry-process-structure-property-performance relationships.”

In other words, scientists and engineers working with these types of processes frequently have numerous input variables to set and control, and a target product with a list of features to be attained, each within its own tolerance, but no principled and affordable way of predicting the features produced by a list of settings—the experimental response function. There can be, however, abundant (usually noisy) data constraining the experimental response. There is therefore increasing interest in the development of machine learning methods that can take advantage of such data
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to assist manufacturing design by constructing inexpensive data-driven surrogates for
the experimental response, and using those surrogates to improve the efficiency of the
design process [16].

In the abstract, this problem concerns the task of locating a target design \( f_T \)—
an \( E \)-dimensional vector of desired feature values—whilst simultaneously determining
the structure of the experimental response—a function \( f(\cdot) : \mathbb{R}^D \rightarrow \mathbb{R}^E \) from the \( D \)-
dimensional control space to the \( E \)-dimensional feature space. As such, it combines
the aspects of target optimization [21] with black-box function optimization [17] into
a relatively novel problem, that of \textit{multi-target black-box optimization} [25]. Versions
of a similar problem exist for Bayesian parameter inference (as opposed to predictive
design): [28, 44] give methods for estimating the control parameters of time-series
output data, where the underlying model is a potentially expensive simulation. [37]
furnish a method that uses history matching to find galaxy formation model parame-
ters that yield plausible matches to observed galaxy luminosity functions, where the
galaxy formation model is again represented by an expensive simulation. These works
exploit multi-output (that is, vector-valued) Gaussian process models to construct a
surrogate for the unknown experimental response. Such multi-output GP modeling
was explored in the context of parameter inference by [14].

There are some common threads in this previous research that do not perfectly
suit the problem at hand. We would like a method that acknowledges and incorporates
the existence of independent tolerance ranges for each of the output parameters, and
that can gracefully compare those tolerances to the changing uncertainties ascribed
by the inexpensive surrogate model to those individual parameters. In this way, con-
vergence can be defined in terms of “uncertainty within tolerance”. In addition, we
have set for ourselves the goal of obtaining a fully Bayesian method that improves on
previous methodology by incorporating such uncertainty information into the scalar
optimization objective, so that model-target deviations along different output param-
eters are properly weighted by their attending uncertainties. In other words, the
concern of this work is \textit{multi-target black-box optimization with solution uncertainties
within target tolerances}.

The work of [25] does in fact treat the outputs separately through a Pareto-front
approach. The proposed method is frequentist, however, and in addition makes no
use of tolerance information. In addition, the method must make use of a discretized
input space, so as to exploit a genetic algorithm optimization strategy, which limits
its application to low-dimensional input.

Parameter inference methods have some qualitative differences that distinguish
them from the manufacturing problem described above: the role of the target is played
by the data itself, rather than by some desired design, whereas the “ground truth”
information furnished by data in the manufacturing problem is instead supplied by
an expensive simulation. The Bayesian methods described in [28, 44] operate by opti-
mization of an Expected Improvement (EI) [17] function that monitors improvement
of an unweighted \( L_2 \)-norm scalarization of the deviation of simulation output from the
target, and hence treat deviations along better-constrained directions in feature space
on an equal footing with those along poorly-constrained directions. There is also no
use of parameter tolerances, which is not unusual in inference for model parameter
 calibration.

In the Bayesian work of [37], parameter tolerances are considered, but only as
devices to exclude large regions of “implausible” parameter space, rather than as part
of a convergence criterion, which instead relies on a comparison between emulator
(surrogate model) uncertainty and other types of uncertainty. Per-parameter total
uncertainties are used as weights in “implausibility measures”, and the input space is iteratively reduced until arriving at an irreducible “plausible” region. The approach is well-suited to the study of galaxy formation, where models are characterized by large uncertainties representing poorly-controlled or unknown physics, so that coarse history matching is more informative than detailed parameter calibration. It does not provide good guidance for the manufacturing control problem, however, since the expensive simulation is then replaced by the data acquisition process, and there are of course no modeling issues that arise in this case.

The multi-output GP modeling discussed in [14] uses a static experimental design and static data, which permits a drastic data reduction step through a Principal Component Analysis (PCA) of simulator output. The multi-output modeling is thereby simplified, since independent Gaussian process models may be used for a small number of most active PCA components. This clever approach is not available within the iterative framework for manufacturing design that we consider here, since there is no static design to furnish PCA components, so that one cannot use this data-driven technique for construction of the experimental response surrogate.

Thus, the abstract problem raised by manufacturing design as we have stated it does not appear to have been addressed to date. It is nonetheless recognizably related to a broad statistical literature under the connected headings of Bayesian optimization, adaptive experimental design, and design of computer experiments.

Bayesian optimization (BO) is reviewed in [34]. The subject addresses the general problem of finding a global optimum of an unknown acquisition function that may be noisily sampled by sequentially updating a surrogate model of the function, prescribing prior beliefs and using sampled data to revise the model iteratively through posterior updating. At each iteration, the updated model results in an updated acquisition function that is used to choose the next data sample.

The main ingredients of BO, then, are a surrogate model, often a Gaussian process (GP), and a loss functional that processes the updated model to furnish the updated acquisition function. Expected improvement (EI) of the surrogate is possibly the most common choice of loss functional. Important considerations include model validation at each stage of iteration and stopping rules [17, 3].

Within the statistical theory of design of physical experiments, the subfield of Bayesian optimal experiment design (OED) is also closely connected to the problem statement that concerns us here. Stochastic process surrogate models for the response surface were introduced by [33], and Gaussian processes have been in common use since then. Lindley [20] explored the role of information theory in iterative updates of decisions concerning future experiments based on currently available data. Information theoretic gain functions have played a prominent role in the subject (see, e.g., [31, 43]). In the context of normal models, optimizing expected information gain is equivalent to the criterion of “D-optimality,” that is, to minimization of the determinant of the predictive covariance [5].

A closely connected topic is the design and analysis of computer experiments [32, 18]. Here the problem is that expensive computer simulations must be run at a continuous range of input parameter settings (and, potentially, at a range of physical fidelities) in order to predict physical observations, so that the model itself may be constrained and possibly refined. The expense of computer simulations has incentivized research on optimal adaptive sequential strategies for sampling simulation input settings. In [15], an expected improvement maximization criterion was demonstrated in the context of multiple-fidelity simulations of metal formation. The work described in [35] gives applications of sequential design with minimization of Bayesian
risk.

We will describe an approach to target optimization adapted to the manufacturing problem that we call \textit{targeted adaptive design} (TAD). TAD exploits valuable connections to BO and OED but differs from them in decisive ways. We will introduce a GP surrogate, albeit a vector-valued GP surrogate (since the response is vector-valued). One difference from usual practice is that rather than introducing new sample points one at a time, we do so in batches of \(N_2\) points at a time (the reason for the notation will be clear below). This is not customary in the statistical sequential OED literature, although recent BO approaches have featured batch sampling (e.g., [42, 7, 13]).

In addition, instead of extremizing expected improvement or some variant thereof, our objective will be obtained by extremizing the \textit{expected log-predictive probability density} (ELPPD) that the latent response \(f(x)\) attain the target value \(f_T\). The resulting TAD acquisition function has a simple closed form. We exhibit this acquisition function in subsection 2.2. It has some distinct advantages over existing acquisition functions: it is both easy to compute (unlike, for example, the knowledge gradient [42]) and continuously differentiable (unlike the expected improvement [17]), making it an interesting candidate for use with gradient optimization methods in high-dimensional problems. In addition, this acquisition function has the property that unlike acquisition functions that are based on \(L_2\)-norm measures of the discrepancy between the model and the target [28, 44], \textit{it properly incorporates model uncertainty in assessing target discrepancy}. The ELPPD is more intolerant of model deviations from the target along output features that are well-constrained according to their predictive uncertainty than it is of deviations along directions that are poorly constrained. This is a desirable property in an acquisition function, since it prevents the optimization from pursuing targets that are seemingly nearby according to their \(L_2\)-norm distance, but are actually quite far in probability.

An actual algorithm based on this approach must search the space of control settings without advance knowledge of whether a solution leading to a design that satisfies the specified tolerances in fact exists. Therefore the algorithm must be equipped with two stopping rules: \textit{convergence/success} if such a control point \(x_T\) has in fact been located and \textit{convergence/failure} if one can conclude that no such point exists. The second stopping rule is not straightforward to formulate without resorting to brute-force search. We show that the form of the TAD acquisition function is intimately connected to a second diagnostic: the \textit{expected information gain} (EIG)—in the information-theoretic sense—to be obtained from an upcoming (but not yet acquired) sample. The interplay between the TAD acquisition function and the EIG allows us to let the algorithm run, alternating tentative exploitation phases with exploration phases until either a solution is located or the surrogate function uncertainty has “squeezed” the target out of plausible solution, as diagnosed by a plummeting value of the EIG. In subsection 2.3 we discuss EIG and its use in TAD.

The form of vector-valued Gaussian process models that we adopt is specified in terms of weighted sums of Kronecker products of scalar covariance functions over the control space with covariance matrices in the output feature space. This form permits us to simply add complexity to the surrogate model when validation measures seem to demand it. Kernel choice is discussed in subsection 2.4.

One important lesson that we (re)learned is that an algorithm can be based on satisfying and valid theory, but a bad model can nonetheless can cause it to malfunction. For the correct functioning of the resulting algorithm, model validity should be constantly monitored, and model flexibility should be dynamically augmentable.
when model invalidity is detected. We have introduced tests of model validity that extend the usual “leave-one-out” (LOO) validation tests, based on out-of-sample GP prediction of future acquired samples, using frequentist $\chi^2$ tests and the appropriate GP covariances. These tests give us the required ability to dynamically extend model flexibility. We describe them in subsection 2.5.

We gather the theory into a discussion of the features of the TAD algorithm and formally describe the algorithm in section 3. We exhibit its behavior in numerical experiments in section 4.

2. Theory of Targeted Adaptive Design. In this section we set out the theoretical development required for assembling the TAD algorithm. After the notational definitions, there are two main subsections: derivation of the TAD acquisition function, which embodies the optimization problem to be solved, and derivation of the expected information gain, a quantity required for the algorithm to decide whether it should declare that a search for the target design will not succeed because such a design likely does not exist in the search space. Following these are a subsection on covariance model choice and another on validation methodology.

Consider the problem of designing a product according to a list of desired features, each within its own tolerance, using advanced manufacturing equipment, when the experimental response to the equipment controls is not known a priori and may be constrained only by noisy experiments.

More formally, assume a control space $X \subset \mathbb{R}^D$, a design space $Y \subset \mathbb{R}^E$, and an unknown experimental response function $f : X \to Y$. We may take noisy measurements of $f(\cdot)$, $g_k = f(x_k) + \epsilon_k$, $x_k \in X$, $k = 1, \ldots, N$, where $\epsilon_k$ is a zero-mean Gaussian noise term. These measurements give us some idea of the shape of $f(\cdot)$ in the neighborhood of the $x_k$. We want to find a point $x_T \in X$ such that the function $f(\cdot)$ approaches some desired target value $f_T$ (the design), that is, $f(x_T) \approx f_T$. The degree of approximation is set by an $E$-dimensional tolerance vector $\tau$ with components $\tau_i$, $i = 1, \ldots, E$ representing the tolerance within which we must hit each component of the target. We define a “targeted tolerance region” (TTR) in terms of intervals $\eta_i = [f_{Ti} - \tau_i, f_{Ti} + \tau_i]$, $i = 1, \ldots, E$, where $f_{Ti}$ is the $i$th component of the target vector $f_T$. The TTR is the region $\eta_{TTR} = \{y \in Y : y_i \in \eta_i, i = 1, \ldots, E\}$.

We would like an efficient procedure that samples batches of points in $X$, successively constraining the shape of $f$ while searching for regions of $X$ where $f(\cdot)$ has values closest to $f_T$, and stopping either when a value of $x_T \in X$ is located such that, with good confidence, $f(x_T) \in \eta_{TTR}$ or when we are sure that no such $x$ can be found in $X$.

The approach adopted here is to assume a Gaussian process model on $f(\cdot)$. We will define a candidate acquisition function in terms of the log-predictive probability density of $f_T$ and show that this function has desirable properties with respect to targeting $f_T$. We will then show that given a proposed new experiment, one can compute the expectation value of this acquisition function under the distribution of predicted new data given current data. The acquisition function can thus be optimized simultaneously with respect to the new experimental setting and the choice of $x_T$.

As we will see, this acquisition function has the desirable property of embodying the “exploration-exploitation” tension—the competition between exploring regions of $X$ where the function $f(\cdot)$ is uncertain and investigating regions of $X$ that seem promising for values of $x$ satisfying $f(x) = f_T$.

2.1. SetUp and Notation. The standard procedure in these types of black-box problems is to model the unknown function by some kind of surrogate function, usu-
ally a GP. We will assume a GP model on \( f(\cdot) \). Technically, since \( f \) is vector-valued \((f: \mathbb{R}^D \rightarrow \mathbb{R}^E)\), we require a vector-valued GP (a “VVGP”), also known as a “multi-task” or “multiloutput” GP [38]. This is a straightforward generalization of a GP. A VVGP is characterized by a vector-valued mean function \( \mu(x) \) and by a matrix-valued covariance function \( C_{ii'}(x,x') \), \( i,i' = 1,\ldots,E \). \( C \) must be positive definite, so that for any vector field \( h : \mathbb{R}^D \rightarrow \mathbb{R}^E \) we have that \( \sum_{i'i} \int dx\,dx'\,h_i(x)C_{ii'}(x,x')h_{i'}(x') > 0 \).

For a discussion of possible VVGP kernel models, see [2]. We discuss our specific model choices in subsection 2.4. In what follows we assume that \( f \sim \text{VVGP}(\mu,C) \) is a valid approximation for the black-box function, for some vector-valued function \( \mu(x) \), and for some valid matrix-valued covariance \( C(x,x') \).

Suppose that we have three sets of points in \( X \): a set \( x_1 \equiv \{ x_{1,k} \in X : k = 1,\ldots,N_1 \} \); a set \( x_2 \equiv \{ x_{2,l} \in X : l = 1,\ldots,N_2 \} \); and a set consisting of the singleton \( \{ x \in X \} \). The \( x_1 \) will represent points at which noisy data from \( f(\cdot) \) has already been acquired; \( x_2 \) will represent “proposed” new points at which data has yet to be obtained; and \( x \) is a candidate target solution. Below we will have occasion to use a useful shorthand, where a function \( h : \mathbb{R}^D \rightarrow \mathbb{R}^E \), applied to an argument consisting of an indexed set of elements of \( \mathbb{R}^E \) such as \( x_1 \), is to be interpreted as a vector \( h(x_1) = (h(x_{1,1})^T,\ldots,h(x_{1,N_1})^T)^T \).

Suppose noisy data from the function \( f(\cdot) \) is sampled at the points in \( x_1 \). We denote this data by a vector \( g_1 \equiv f(x_1) + \epsilon_1 \), where by our shorthand \( f(x_1) \) means the vector \( [f(x_{1,1})^T \; f(x_{1,2})^T \; \ldots \; f(x_{1,N_1})^T]^T \) and where \( \epsilon \) is an \((N_1E)\)-dimensional Gaussian zero-mean noise term with covariance \( \Sigma_1 \). A similar sample \( g_2 \equiv f(x_2) + \epsilon_2 \) is realized at the points \( x_2 \), where the noise \( \epsilon_2 \) is an \((N_2E)\)-dimensional random normal zero-mean vector with covariance \( \Sigma_2 \). We assume that the observation noise is uncorrelated with the GP model of \( f(\cdot) \) and that \( \langle \epsilon_1 \epsilon_2 \rangle = 0 \) (although this latter condition could easily be relaxed). For later convenience we define the \((N_1E)\)-dimensional vector space \( W_1 \) such that \( g_1 \in W_1 \), the \((N_2E)\)-dimensional vector space \( W_2 \) such that \( g_2 \in W_2 \), and the vector space \( W_{1+2} \equiv W_1 \oplus W_2 \).

With these assumptions, the random vector \([f(x), g_1^T, g_2^T]^T\) is governed by the following normal distribution:

\[
\begin{bmatrix}
  f(x) \\
  g_1 \\
  g_2
\end{bmatrix} \sim \mathcal{N}\left( \begin{bmatrix}
  \mu(x) \\
  \mu_1 \\
  \mu_2
\end{bmatrix}, \Gamma \right),
\]

where \( \Gamma \) is the matrix

\[
\Gamma = 
\begin{bmatrix}
  K_{xx} & K_{x1} & K_{x2} \\
  K_{1x} & K_{11} + \Sigma_1 & K_{12} \\
  K_{2x} & K_{21} & K_{22} + \Sigma_2
\end{bmatrix}
\]

and where we have defined the quantities \( \mu_1 \equiv \mu(x_1), \mu_2 \equiv \mu(x_2), K_{xx} \equiv C(x,x), K_{x1} = K_{1x}^T \equiv C(x,x_1), K_{x2} = K_{2x}^T \equiv C(x,x_2), K_{11} \equiv C(x_1,x_1), K_{12} \equiv C(x_1,x_2), K_{22} \equiv C(x_2,x_2) \), and \( K_{12} = K_{21}^T \equiv C(x_1,x_2) \).

This distribution gives rise to the well-known predictive distribution for \( f(x) \) [29, Chapter 2]:
Recall our interpretation of the data \((x_1, g_1)\) as already acquired and processed, while the data \((x_2, g_2)\) is latent, in that it might be acquired, but only after the current iteration is concluded. It follows that training of hyperparameters of the GP model in use in the current iteration produces a dependence of the GP covariance matrix \(Q(f(x)|1+2)\) and mean vector \(p(f(x)|1+2)\) on \(g_1\) through the model hyperparameters. Since \(g_2\) was not present during training, there is no comparable dependence through the hyperparameters on \(g_2\). Conditioning does produce a dependence of \(p(f(x)|1+2)\) on \(g_2\) in Equation (2.4). However, note that according to Equation (2.5), the covariance matrix \(Q(f(x)|1+2)\) is independent of \(g_2\).

### 2.2. Acquisition Function: Expected Log-Probability Density

We may begin constructing the TAD acquisition function by considering the log-predictive probability density of the target design \(f_T\) at the point \(x\), conditioned on observations \((g_1, g_2)\). By Equation (2.3) and the standard formula for multivariate normal probability density, this is

\[
(2.6) \quad L_P(x, x_1, g_1, x_2, g_2) = -\frac{1}{2} \log \det Q(f(x)|1+2) - \frac{1}{2} \left( f_T - p(f(x)|1+2) \right)^T \left( Q(f(x)|1+2) \right)^{-1} \left( f_T - p(f(x)|1+2) \right),
\]

up to an inessential additive constant.

The motivation for choosing this function as the starting point in the construction of the TAD acquisition function is that it measures departure of the current model prediction for \(f(x)\) from the target \(f_T\) in a way that fully incorporates the current uncertainties concerning the output features \(f_i(x)\), \(i = 1, \ldots, E\). This is a desirable property in an acquisition function, because the unweighted residual measures \(r_i = |p_i(f(x)|1+2) - f_{T,i}|\) do not reveal by their relative magnitudes whether the current solution is in fact closer to the target along feature \(i\) than along feature \(j\), where \(i \neq j\). We may have \(r_i > r_j\) so that the \(j\)-th feature appears closer to the target, but if the \(j\)-th feature should happen to be much better constrained by the data than the \(i\)-th feature (so that the corresponding variances satisfy \(\sigma_i^2 \gg \sigma_j^2\)) then the actual discrepancy would be much larger along feature \(j\) than along feature \(i\), so that (for example) it would be wasteful to acquire data directed at further reducing the \(i\)-discrepancy at the expense of reducing the \(j\)-discrepancy. In fact the weighted \(j\)-discrepancy may be so large as to reveal that the current target point \(x\) is in an unpromising region of the control space, a fact not discernible from \(r_j\) alone. A lack of such discrimination between the current relative importances of discrepancies along different features necessarily affects acquisition functions based on the \(L_2\)-norm discrepancy (Euclidean “distance” \(d \equiv \left( \sum_{i=1}^{E} (r_i^2)^{1/2} \right)\), such as the expected improvement (EI)-based functions of [28, 44]. By contrast, the log predictive probability density of \(f(x) = f_T\),
given in Equation (2.6) naturally weights feature discrepancies by the corresponding uncertainties.

Broadly speaking, we intend to proceed by maximizing a quantity derived from $L_P()$ with respect to the target point $x$ and with respect to the proposed sample points $x_2$ in order to locate a region where the target design $f_T$ “has greatest probability” according to the GP model. The quantity $L_P()$ is not directly suitable for this task because TAD is to be an iterative procedure in which at each iteration $g_1$ represents “data in the can,” whereas $g_2$ represents latent data—that is, data not yet acquired, from proposed points $x_2$ whose optimality is still under evaluation. Since $L_P()$ depends on $p(f^{(1+2)})$, which in turn depends on $g_2$, we have no way to evaluate $L_P()$ directly. As noted previously, the dependence of $L_P()$ on $Q(f^{(1+2)})$ presents no problem with respect to latent data, since $Q(f^{(1+2)})$ depends on $x_2$ but not on $g_2$.

We may draw inspiration from the procedure adopted in similar circumstances in BO [34, 17, 3] or OED [20, 5], where some latent measure of improvement or optimality that depends on not-yet-acquired data is averaged over the values that the future data may attain, weighted by the probability ascribed to those values by the current probabilistic model. In the context of TAD, the analog of this procedure is easily stated: The TAD acquisition function is the ELPPD,

$$L_{TAD}(x, x_1, g_1, x_2) = E_{g_2|g_1} \{ L_P(x, x_1, g_1, x_2, g_2) \},$$

where the data predictive distribution $g_2|g_1$ may be written down directly from Equation (2.1),

$$(2.8)\quad g_2|g_1 \sim N \left( p^{(2|1)}, Q^{(2|1)} \right)$$

$$(2.9)\quad p^{(2|1)} \equiv \mu_2 + K_{21} (K_{11} + \Sigma_1)^{-1} (g_1 - \mu_1)$$

$$(2.10)\quad Q^{(2|1)} \equiv K_{22} + \Sigma_2 - K_{21} (K_{11} + \Sigma_1)^{-1} K_{12}.$$  

We may now state the main result of this section.

**Theorem 2.1 (TAD acquisition function).** The TAD acquisition function $L_{TAD}(x, x_1, g_1, x_2)$ of Equation (2.7) has the following explicit functional form:

$$L_{TAD}(x, x_1, g_1, x_2) = -\frac{1}{2} \log \det Q^{f(x)^{1+2}} -$$

$$\frac{1}{2} \left( f_T - p^{(f(x)|1)} \right)^T \left( Q^{f(x)^{1+2}} \right)^{-1} \left( f_T - p^{(f(x)|1)} \right)$$

$$- \frac{1}{2} \text{Trace} \left\{ \left( K_{x2} - K_{x1} (K_{11} + \Sigma_1)^{-1} K_{12} \right) \left( Q^{(2|1)} \right)^{-1} \right.$$ 

$$\times \left. \left( K_{2x} - K_{21} (K_{11} + \Sigma_1)^{-1} K_{12} \right) \left( Q^{f(x)^{1+2}} \right)^{-1} \right\}.$$  

**Proof.** Comparing Equations (2.6) and (2.7), we can see that we require moments up to order 2 of $p(f(x)|1)$ under $g_2|g_1$. We begin by expanding Equation (2.4) using (i) of Lemma A.1:

$$p^{(f(x)|1+2)} = p^{(f(x)|1)}$$

$$+ \left[ K_{x2} - K_{x1} (K_{11} + \Sigma_1)^{-1} K_{12} \right] \left( Q^{(2|1)} \right)^{-1} \left( g_2 - p^{(2|1)} \right).$$
We therefore have
\[ (2.13) \quad E_{g_2|g_1} \left\{ p(f(x)|1+2) \right\} = p(f(x)|1) \]
and
\[ (2.14) \quad E_{g_2|g_1} \left\{ \left( p(f(x)|1+2) - p(f(x)|1) \right) \left( p(f(x)|1+2) - p(f(x)|1) \right)^T \right\} \]
\[ = \left[ K_{x2} - K_{x1} (K_{11} + \Sigma_1)^{-1} K_{12} \right] \times \left( Q^{(2|1)} \right)^{-1} \left[ K_{2x} - K_{21} (K_{11} + \Sigma_1)^{-1} K_{1x} \right]. \]

Inserting Equations (2.13) and (2.14) into Equations (2.6) and (2.7), we get Equation (2.11).

A further development that is numerically beneficial consists of the transformation of the term \( Q(f(x)|1+2) \) in Equation (2.11).

**Theorem 2.2.** The term \( Q(f(x)|1+2) \) in Equation (2.5) may be written in update form as follows:
\[ (2.15) \quad Q(f(x)|1+2) = Q(f(x)|1) - T, \]
where
\[ (2.16) \quad T = \left[ K_{x2} - K_{x1} (K_{11} + \Sigma_1)^{-1} K_{12} \right] \times \left( Q^{(2|1)} \right)^{-1} \left[ K_{2x} - K_{21} (K_{11} + \Sigma_1)^{-1} K_{1x} \right]. \]

The proof is a straightforward application of part (ii) of Lemma A.1 to Equation (2.5).

The numerical benefit of writing \( Q(f(x)|1+2) \) in update form stems from the advantage of solving the linear problem associated with the term \( (Q(f(x)|1+2))^{-1} \) in Equation (2.11) in the vector space \( W_2 \) only (i.e., dealing only with the term \( (Q^{(2|1)})^{-1} \)) instead of in the (typically much larger) space \( W_{1+2} \).

The quantity \( T \) carries all the dependence on the \( x_2 \), so that it is convenient to combine Equations (2.11), (2.15), and (2.16) to write the TAD acquisition function as follows:
\[ (2.17) \quad L_{TAD}(x, x_1, g_1, x_2) = - \frac{1}{2} \log \det \left[ Q(f(x)|1) - T \right] \]
\[ - \frac{1}{2} \left( f_T - p(f(x)|1) \right) \left( Q(f(x)|1) - T \right)^{-1} \left( f_T - p(f(x)|1) \right) \]
\[ - \frac{1}{2} \text{Trace} \left\{ T \left( Q(f(x)|1) - T \right)^{-1} \right\}. \]

We will use Equation (2.17) as the acquisition for our optimization problem(s), as discussed in further detail in the next section. Thus the **TAD optimization problem** is
\[ (2.18) \quad \arg \max_{x, x_2} L_{TAD}(x, x_1, g_1, x_2) + L_X(x, x_2), \quad \text{subject to} \quad x \in X, x_2 \in X^{N_2}. \]

In (2.18) we have defined a penalty function \( L_X(x, x_2) \) whose purpose is to keep the points \( x, x_2 \) from straying too far from the domain \( X \). This term is identically
zero when all its arguments are strictly inside $X$, is strictly negative, and grows in magnitude as any of its arguments outside of $X$ increases its distance from the boundary of $X$.

One property of expressions such as Equation (2.17) that is not obvious at first is that in principle they remain finite even in the noise-free ($\Sigma_1 = 0$, $\Sigma_2 = 0$) case when some of the $x_2$ points redundantly approach $x_1$ points, despite the fact that the expression for $T$ contains the term $(Q^{12(1)})^{-1}$, which is not even defined in this limit, because the predictive variances of the redundant $g_2$ data vanish, making the inverse predictive covariance singular. The fact that $L_{TAD}$ remains finite nonetheless in this limit is understandable from an information-theory perspective, since all the ostensibly singular terms in $L_{TAD}$ arise in connection with computations of the predictive covariance $Q^{f(x)(1+2)}$ (including the correction term $T$), and this covariance corresponds to a predictive distribution that should ignore the arrival of redundant information, rather than as representative of the kind of crisis requiring a descent into singularity. So we should expect points in $x_2$ that approach redundancy by encroaching on points in $x_1$ to drop out of the computation in the noise-free limit. This is in fact the case, as we establish in Theorem B.1. It follows that singularities that may be encountered in the TAD algorithm in these sorts of redundant-approach circumstances are purely numerical and must be dealt with as numerical issues.

The function $L_{TAD}$ has some other interesting features. The proposed future acquisition points $x_2$ have unknown $g_2$ data but a known predictive covariance $Q^{f(x)(1+2)}$, and this covariance naturally takes up station in the log-determinant term (first) and in the data-fit term (second). In default of the $g_2$ data, the role of the mean in the data-fit term is played by the predictive mean $p^{(f)}$. The third, trace, term is manifestly negative-definite and represents the uncertainty-broadening effect of the unknown latent $g_2$-values.

Assuming that the GP model adequately represents the experimental response function $f()$, then, roughly speaking, the form of $L_{TAD}$ leads to two available paths for its maximization, which we will refer to as the “Hopeful Path” and the “Hopeless Path” below. For the purpose of this discussion, it is helpful to think of the log-determinant term and the data-fit term as grouped together, since they constitute the logarithm of a normalized Gaussian. We will refer to the sum of those two terms as the “log-Gaussian” term and contrast them to the third, “trace,” term.

**Hopeful Path**: If there exists a point $x_0 \in X$ such that $f(x_0) \approx f_T$ (as measured by the scale set by eigenvalues of the covariance $Q^{f(x_0)(1+2)}$), then $L_{TAD}$ can be efficiently maximized by maximizing the log-Gaussian term. This can happen if the target point $x$ approaches $x_0$, so that $p^{(f(x)^{1})} \approx f_T$, and the data-fit term in Equation (2.17) is as close to zero as possible. Simultaneously there is some advantage in arranging the settings $x_2$ so as to reduce the eigenvalues of $Q^{f(x_0)(1+2)} = Q^{f(x_0)(1)} - T$ somewhat with respect to those of $Q^{f(x_0)(1)}$, in order to grow the log-determinant term without paying too much of a data-fit penalty. Viewed in terms of the $E$-dimensional multivariate normal distribution in $\mathbb{R}^E$, this amounts to having enough freedom to move the mean vector $p^{(f(x)^{1})}$ close to the point $f_T$ and adjusting the covariance $Q^{f(x_0)(1+2)}$ (through the variation of the points $x_2$), so as to maximize the density of the distribution at $f_T$.

**Hopeless Path**: On the other hand, if there is no such point $x_0$ in $X$—or there is no longer reason to believe that such a point exists—then the log-normal term can no longer be maximized in this manner. In this case there is no benefit in reducing eigenvalues of $Q^{f(x_0)(1+2)}$ with respect to those of $Q^{f(x_0)(1)}$, since this will only
increase the data-fit term. The only possibility is to reduce the matrix elements of
\( T \) as much as possible, in order to shrink the magnitude of the trace term. Doing
so also reduces the covariance \( Q^{(f(x_0)|1+2)} \) to \( Q^{(f(x_0)|1)} \), so that the variances of
the log-normal term are as large as possible, making that term as small as possible.

As obscure as these observations may appear at present, they are in fact key to
understanding the exploration/exploitation balance embodied by the TAD algorithm,
and they are also essential to the functioning of the TAD convergence rules. We will
return to this point after explaining the role played by expected information gain in
TAD.

2.3. Expected Information Gain. As we remarked above, there is a clear
parental lineage connecting TAD to, among other algorithms, optimal experiment
design. Since the work of Lindley [20], information theoretic gain functions have
played a prominent role in the subject (see, e.g., [31, 43]). In the context of normal
models, optimizing expected information gain is equivalent to the criterion of “D-
optimality,” that is, to minimization of the determinant of the predictive covariance
[5].

It turns out that the TAD acquisition function bears a close relation to expected
information gain (EIG) and that relationship is exploitable to establish a convergence
criterion. As we will now show, a quantity closely related to \( L_{TAD}(\cdot) \) can tell us how
much information we may expect to gain—in bits, or nats—about the experimental
response function from the samples to be acquired at the next iteration. We will use
this in the TAD algorithm to decide whether the algorithm should give up the search:
if the expected information gain from the next iteration is less than some settable
threshold and a solution has not yet been located, the algorithm will conclude that
the uncertainty in the function has been reduced to a sufficient extent that no solution
is in prospect, and it will terminate the search.

We define the expected information gain \( I(x, x_1, g_1, x_2) \) as follows:

\[
(2.19) \\
I(x, x_1, g_1, x_2) = E_{g_2|g_1} \left\{ KL \left( \mathcal{N}(p^{(f(x)|1+2)}, Q^{(f(x)|1+2)}) \mid \mathcal{N}(p^{(f(x)|1)}, Q^{(f(x)|1)}) \right) \right\}.
\]

Here, \( KL(P||Q) \) denotes the “Kullback–Leibler divergence” or relative entropy be-
tween the two distributions \( P, Q \) that constitute its arguments [19]:

\[
(2.20) \\
KL(P||Q) = \int dP \log \left( \frac{dP}{dQ} \right) = \int d\mu(z) \pi_P(z) \log \left( \frac{\pi_P(z)}{\pi_Q(z)} \right),
\]

where the distributions \( P \) and \( Q \) are assumed mutually absolutely continuous, and
hence possessed of a Radon–Nikodym derivative \( dP/dQ \), and also absolutely contin-
uous with respect to a third measure \( \mu(z) \), with respect to which they have densities
\( \pi_P(z), \pi_Q(z) \), yielding the more conventional expression for entropy in the second
equality of Equation (2.20).

This quantity has well-understood and desirable information-theoretic properties,
among which the fact that it is positive-semidefinite and zero only if \( P \) and \( Q \) agree
almost everywhere as probability measures. As applied in Equation (2.19), it furnishes
a measure of the information payload in the points \((x_2, g_2)\) responsible for transform-
ing \( \mathcal{N}(p^{(f(x)|1)}, Q^{(f(x)|1)}) \) into \( \mathcal{N}(p^{(f(x)|1+2)}, Q^{(f(x)|1+2)}) \). This is measured in bits if
the logarithm is base-2 or in “nats” if it is a natural log. The expression for the KL
divergence between two multivariate normal distributions is given by §A.5 of [29]:

\begin{equation}
(2.21) \quad KL \left[ \mathcal{N} \left( p^{(f(x)^{1+2})}, Q^{(f(x)^{1+2})} \right) \mid \mid \mathcal{N} \left( p^{(f(x)^{1})}, Q^{(f(x)^{1})} \right) \right] =
\frac{1}{2} \log \det \left[ Q^{(f(x)^{1+2})} - 1 Q^{(f(x)^{1})} \right]
+ \frac{1}{2} \text{Trace} \left[ Q^{(f(x)^{1})}^{-1} \left( p^{(f(x)^{1+2})} - p^{(f(x)^{1})} \right) \left( p^{(f(x)^{1+2})} - p^{(f(x)^{1})} \right)^T
+ Q^{(f(x)^{1+2})} - Q^{(f(x)^{1})} \right] \right].
\end{equation}

If we insert Equation (2.21) into Equation (2.19), we may immediately perform the expectation value using Equation (2.14). At the same time we may exploit the update formula Equation (2.15) and the definition of the quantity \( T \) in Equation (2.16) to obtain the more compact form

\begin{equation}
(2.22) \quad \mathcal{I}(x, x_1, g_1, x_2) = -\frac{1}{2} \log \det \left[ \left( Q^{(f(x)^{1})} - T \right) Q^{(f(x)^{1})}^{-1} \right] + \frac{1}{2} \text{Trace} \left[ Q^{(f(x)^{1})}^{-1} (T - T) \right].
\end{equation}

This form is computationally convenient, but it obscures the intuitive meaning of \( \mathcal{I}(x, x_1, g_1, x_2) \), which may be rewritten

\begin{equation}
(2.23) \quad \mathcal{I}(x, x_1, g_1, x_2) = \frac{1}{2} \log \frac{\det (Q^{(f(x)^{1})})}{\det (Q^{(f(x)^{1+2})})}.
\end{equation}

In this form it is immediately clear that the expected information represents the log of the reduction in the volume of the “1-\sigma” ellipsoid of the covariance matrix \( Q^{(f(x)^{1+2})} \) relative to that of the covariance matrix \( Q^{(f(x)^{1})} \), which is an entirely satisfactory interpretation of the information content of the \( x_2 \) samples with respect to the response function at the control point \( x \).

The forms of Equations (2.22) and (2.23) allow us to connect \( \mathcal{I}(\cdot) \) to the discussion of minimization of \( \mathcal{L}_{\text{TAD}}(\cdot) \) at the end of subsection 2.2. Recall that we observed that in the event that there are still plausible regions of \( X \) where the response function might hold a solution point \( x_0 \) satisfying \( f(x_0) \approx f_T \) to within the uncertainties defined by \( Q^{(f(x)^{1+2})} \)—that is, the “Hopeful Path”—maximization of \( \mathcal{L}_{\text{TAD}}(\cdot) \) proceeds by moving the target point \( x \) toward \( x_0 \) and reducing the eigenvalues of \( Q^{(f(x)^{1+2})} \) with respect to those of \( Q^{(f(x_0)^{1})} \) somewhat. This is tantamount to increasing the peakedness of the posterior predictive distribution at its center \( p^{(f(x)^{1})} \), which is to say near \( f_T \), and can be accomplished by increasing the eigenvalues of \( T \) (compare Equation (2.17)). And since the eigenvalues of \( Q^{(f(x)^{1+2})} \) can continue to shrink, the EIG can continue to be appreciable, by Equation (2.23).

On the other hand, if the exploration of \( X \) has reached the stage where no such \( x_0 \) can reasonably be held to exist—the “Hopeless Path”—this fact is naturally reflected in the minimization behavior of \( \mathcal{L}_{\text{TAD}}(\cdot) \) by a transition to decreasing the matrix elements and eigenvalues of \( T \). In this regime, it follows from Equation (2.22) that the EIG is \( \frac{1}{2} \text{Trace} \left[ T Q^{(f(x)^{1})}^{-1} \right] + O(T^2) \). So each region of control space more or less stabilizes its local posterior uncertainty \( Q^{(f(x)^{1})} \), since this can only change by the small differences \( T \) tolerated by the acquisition function optimization, according
to Equation (2.15); and the EIG declines in each region as more points are found that depress $T$. It follows that the signature of the advent of this phase should be a corresponding decline in expected information gain.

We can now state the sense in which TAD embodies the exploration/exploitation tension. The log-normal term in $L_{TAD}(\cdot)$ is sensitive to similarity between the GP surrogate $p(f(x)|1)$ and $f_T$. As long as there continue to exist regions of $X$ where the shape of $f()$ is substantially uncertain or where $f(x) \approx f_T$ is plausible, that term will continue to dominate the maximization. Simultaneous monitoring of the expected information gain will show that each successive corresponding probe by $x_2$ samples yields finite information. Eventually, one of two outcomes should occur, however. Either a solution region is located and exploited—a point $x$ satisfies $f(x) \approx f_T$ to within tolerances (in a sense to be made explicit below)—or else a transition occurs to a second optimization regime, in which the search is recognized as “hopeless.” This regime occurs because $X$ has been explored to the satisfaction of the GP model, and it is recognizable from the decline of the rate of expected information gain.

The TAD algorithm, described in section 3, reflects these observations in an essential way.

2.4. Gaussian Process Model Choice. We now turn to a few necessary details concerning the VVGP models adopted within TAD. As outlined in subsection 2.1, the GP model is established by specifying a prior vector-valued mean function $\mu : X \to \mathbb{R}^E$ and a prior matrix-valued covariance function $C : X \times X \to \mathbb{R}^E \times \mathbb{R}^E$ that is positive-definite as an integral kernel. As is usual in GP modeling, both $\mu(\cdot)$ and $C(\cdot, \cdot)$ have hyperparameters that permit the model to adjust itself flexibly to the structure of the experimental response function inferred from the data, and we avail ourselves of that flexibility within the TAD algorithm at every iteration.

We choose a constant mean function $\mu(\cdot)$, with different constants $\mu_i, i = 1, \ldots, E$ for each task component. These are hyperparameters optimized at each stage of the algorithm.

For our VVGP covariances we choose “sums of separable kernels" [2]. These are constructed from sums of Kronecker products of the form

$$C_{ii'}(x, x') = \sum_{l=1}^{P} K^{(l)}(x, x'; \theta) \times \kappa_{ii'}^{(l)}(\theta).$$

In Equation (2.24), the $K^{(l)}(x, x'; \theta)$ are conventional scalar GP kernels parameterized by some parameters $\theta$, while the $\kappa_{ii'}^{(l)}(\theta)$ are symmetric positive-definite matrices, also parameterized. The choice of form of $K()$ has the usual flexibility that is customary in GP modeling [29, Chapters 4 and 5]. The selection of $\kappa()$ also leaves much freedom, discussed at length in [2].

The number of components $P$ is a modeling choice. In our view a choice of $P \geq 2$ seems advisable. The reason is that in multitask inference settings it is well known that in the case $P = 1$, where the covariance is a simple Kronecker product, the only interdependence between different task components is through the noise; that is, in the limit of vanishing noise the different vector components of the model become statistically independent [38, 2]. We feel that one may be needlessly offering a hostage to fortune by relying on noise terms rather than on model terms to ensure that learned vector components exhibit the correlations required of them by the data. By choosing $P \geq 2$ this possibility is avoided.

No principled reason exists why the kernel components $K^{(l)}(x, x'; \theta)$ correspond-
ing to different values of \( l \) should not correspond to different functional forms. However, we have found that dynamically increasing \( P \) is an effective way to improve model quality when validation indicators suggest a model refinement is required, as we describe in subsection 3.2. We therefore use the same functional form for all the \( K^{(l)}(\cdot) \), for simplicity. Each Kronecker component in the sum (2.24) has its own parameters \( \alpha \in \mathbb{R}^p \), so that the full hyperparameter set is \( \theta \in \mathbb{R}^{rP} \).

The parameters \( \mu \in \mathbb{R}^E \) and \( \theta \in \mathbb{R}^{rP} \) are to be determined at each iteration of the algorithm by the customary GP procedure of maximizing the marginal log-likelihood [29, Chapter 2]:

\[
L_{GP}(\mu, \theta) = -\frac{1}{2} \log(2\pi) - \frac{1}{2} \log \det [K_{11}(\theta) + \Sigma_1] - \frac{1}{2} [g_1 - \mu(\mu)]^T [K_{11}(\theta) + \Sigma_1]^{-1} [g_1 - \mu(\mu)],
\]
which is to say they are given by the GP optimization problem

\[
\arg \max_{\mu, \theta} L_{GP}(\mu, \theta), \quad \text{subject to} \quad \mu \in \mathbb{R}^E, \; \theta \in \mathbb{R}^{rP}.
\]

2.5. Model Validation. If the experimental response function has complicated structure, early attempts at GP model selection likely could be unsuccessful at capturing that structure, especially if the control and design space are relatively high dimensional. Therefore one must have at hand tools that enable the assessment of model adequacy.

The black-box function optimization method of [17] features a GP model together with a LOO cross-validation approach, in which a “test set” is effectively created by leaving out individual points, the model is trained on the remaining points, and model validity is assessed on the basis of whether the residuals of the test points are plausible in their predictive normal distributions.

We modify this approach here, taking advantage of the fact that TAD has natural test sets in the samples \( g_2 \) acquired at every iteration: those values are first predicted (probabilistically) and then sampled.

We have a multivariate normal model for the predicted \( g_2 \) sample (Equations (2.8)–(2.10)). In virtue of this distribution, we know that if the model is approximately valid, the squared Mahalanobis distance

\[
Q \equiv (g_2 - p^{(21)})^T Q^{(21)}^{-1} (g_2 - p^{(21)})
\]

must be a random variable governed by a \( \chi^2 \) distribution with \( N_2 \times E \) degrees of freedom [11, §4.2.3]. We use this observation to monitor model adequacy in a quantitative fashion, looking up the right-tail \( P \)-values of \( Q \) and in its \( \chi^2 \) distribution at each iteration. The \( P \)-values are expected to be uniformly distributed, \( P \sim U([0, 1]) \). If the \( P \)-values span a plausible range in the unit interval, one can be reassured about model adequacy (or at least fail to be alarmed). If \( P \)-values are tiny, then a problem likely exists. In general, the meaning of “tiny” depends on the number of \( P \)-value samples acquired—if \( P_1 \leq P_2 \ldots \leq P_N \) are \( N \) i.i.d. draws from \( U([0, 1]) \), then \( E(P_1) = 1/(N + 1) \) [8], so that a “tiny” \( P \)-value would be \( P \ll 1/(N + 1) \).

The trends in \( Q \) from iteration to iteration may be informative about the necessity to tinker with the model, as new data reveals more detailed structure in the response function. In fact, one should expect that when fewer \( g_1 \) sample points are
available, so that the response function model is noisy and poorly constrained, even a simple model with (say) few Kronecker components $P$ in Equation (2.24) could be capable of producing reassuring values of $Q$, whereas in later iterations, as sample points accumulate and the response surface becomes better ascertained by the data, imperfections in the surrogate model can be exposed and detected in the tendency of $Q$ to “peg” at values near zero.

An additional effect that we noticed in numerical experiments described in section 4 is that $Q$ can indicate a poor model fit in early iterations of the algorithm to be described, when few points have been acquired from a limited region of $X$ and the TAD optimization problem (2.18) has led the $x_2$ points to a different part of $X$. This surprised us at first but should have been expected, since the GP optimization solution of (2.26) based on information from a small region of $X$ cannot be expected to furnish a model that adequately represents the behavior of the experimental response over the whole of $X$. We will describe a strategy that restores the benefit of the validation measure $Q$ in this case.

In addition to $Q$ we have found that while carrying out the GP optimization problem of Equation (2.26), it is helpful to monitor the quadratic form part of the log-likelihood in Equation (2.25), that is,

\begin{equation}
S \equiv [g_1 - \mu(\mu)]^T [K_{11}(\theta) + \Sigma_1]^{-1} [g_1 - \mu(\mu)].
\end{equation}

This quantity should not, strictly speaking, be viewed as a random variable in the same sense as $Q$. As a heuristic matter, however, one does expect that if the GP model makes sense and the optimization has converged to a reasonable range of parameters, then $S$ should take values consistent with those sampled from a $\chi^2$ distribution with $N_1 \times E - E$ degrees of freedom. This is by no means a “validation,” but it is a useful sanity check, as well as a valuable convergence criterion for the optimization routine, which is probably wasting computing cycles if it does not halt when the $P$-value from the $\chi^2$ distribution is already at some plausible value in the unit interval.

This concludes our discussion of the theoretical elements. We now assemble them into the TAD algorithm.

3. The TAD Algorithm. The TAD algorithm in effect defines the TTR—a rectangular parallelepiped centered on the target design $f_T$—and iterates, at each iteration maximizing $L_{TAD}(x, x_1, g_1, x_2)$ with respect to new sample points $x_2$ and a target point $x$, either until the predicted mean design and its uncertainty (as computed by using Equations (2.12) and (2.15)) fit inside the TTR or until it is possible to conclude that no point satisfying this condition exists in the control space $X$.

The process is illustrated in idealized form in Figure 1, in which the control space $X$ and the design space $Y$ are collapsed to one dimension and displayed as the $x$-axis and $y$-axis of the figure illustrations, respectively. The solid blue curve shows the experimental response, while the TTR is illustrated by the horizontal green band stretching across each plot. New ($x_2, g_2$) noisy sample points are shown as red circle markers, while old ($x_1, g_1$) sample points are shown as blue square markers. The Gaussian process model mean is shown by the dotted line, while the 1-$\sigma$ variance model uncertainty is shown by the shaded area. At each stage the control point closest in predictive probability to the target, together with its uncertainty, is shown by the brown triangle marker and error bar.

The top panels illustrate the case where a solution exists in the search space and how the algorithm is intended to preferentially shrink the uncertainty in the response surface in regions where the predictive probability of the target is highest.
Fig. 1: Schematic illustration of the TAD algorithm. The panels display an idealized problem in which the control space is collapsed onto the $x$-axis and the design space is collapsed onto the $y$-axis. The algorithm samples the control space to discover the shape of the response surface while searching the space for the target design. The top panels illustrate the case where a control setting exists such that the target design exists, within tolerance. The bottom panels illustrate the case where no such design is to be found.

until the solution is located. The lower panels illustrate the other possible case: a solution does not exist, possibly because the TTR has been specified too stringently for some design feature. In this case, TAD shrinks the uncertainty in the function to the point where it can conclude (in a manner more systematic than merely glancing at a graphical illustration!) that no such solution exists. As this discussion illustrates, optimization of the TAD acquisition function $L_{TAD}$ in the algorithm sketched above (and to be described in detail below) provides a tool for balancing the competing objectives of exploration and exploitation, the classic tension between discovering the global shape of the response function and discovering the optimal response point.

3.1. Tolerances and Stopping Rules. Clearly the question of convergence has to do with whether the uncertainty associated with the estimated best target control point fits inside the TTR. For making this comparison, let us define the uncertainty box (UB) of the unknown function in a manner similar to the TTR, which is to say simply a rectangular parallelepiped at each control point $x \in X$ centered on the current GP model mean vector at $x$, $p(f(x)|1)$, with sides along each coordinate axis in $Y$ of length equal to twice the corresponding root variance (diagonal element of $Q(f(x)|1+2)$). The reason for defining the UB this way, instead of by an appeal to the principal ellipsoids of the covariance $Q(f(x)|1+2)$, is for ease of comparison with the
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TTR and because no real benefit accrues from the algebraic complexity that arises from a too-principled geometric approach here.

Initially the surrogate function is assumed known vaguely, and the (prior) UB at each point is wide enough to contain the TTR. At each iteration TAD chooses sample points to “squeeze” the UB selectively in regions of the control space where target design seems most likely, according to the current model. This variance reduction may improve the chances of locating the target in the region of interest, in which case more attention is focused on this region and more sample points are invoked to exploit its solution-bearing potential. Alternatively, the variance reduction may make the target less likely in this region, or even put the UBs of points in this region definitively outside of the TTR, in which case sample points are directed to more promising regions.

If a region is discovered to hold a point where a UB fits entirely within the TTR, the algorithm declares convergence and a successful solution. This condition is called “convergence/success.” Alternatively, the algorithm can signal that it is giving up on the search by transitioning from the “Hopeful Path” to the “Hopeless Path” of optimization, a transition that is clearly detectable in a decline in expected information $I()$ to very small values. By thresholding on $I()$, TAD declares convergence with no solution. This condition is called “convergence/failure.”

These considerations are admittedly heuristic. We do not have a proof that $I()$ must eventually decline and remain below some threshold, nor have we derived the rate at which decline should occur on average. Such results might be obtainable through results on average and/or optimal learning curves describing the rate of decline of GP generalization error with training data size [36, 23, 39]. Here we confine ourselves to noting that in our numerical experiments such as the ones described in §4 we observe $I()$ to decline noisily but steadily enough to provide a useful gauge of solution failure.

Note the considerable benefit that has followed from the information-theory approach: while “convergence/success” is a local criterion, “convergence/failure” is a global statement about the absence of a solution in $X$ satisfying the required tolerances. Ironically, it is much harder to fail properly than it is to succeed! A naive approach to establishing a “convergence/failure” criterion—say, an explicit search of $X$, partitioned a priori into search volumes—could be expensive if the dimension $D$ of $X$ is even moderately large. As matters stand, the TAD acquisition function $L()$ provides a built-in efficient strategy to search $X$, and the expected information $I()$ furnishes a gauge of when that search transitions from hopeful to hopeless, providing exactly the required “convergence/failure” criterion.

3.2. Model Validation. Our experience with TAD has led us to be cautious about trusting conclusions drawn from an unvalidated GP model. Indeed, more than once our intuition about the expected behavior of the algorithm, which we based on what appeared to be sound mathematics, foundered on problems due to model inadequacy. As we noted in §2.5, one should expect a progressive loss of model adequacy as successive iterations of the algorithm introduce more sample data and better knowledge of the structure of the response function. We have therefore built into the algorithm an anticipation of loss of model adequacy with iteration number, as well as a mechanism for dynamic increase of model complexity where required.

Model complexity could be increased in a few different ways, by choosing different types of basis kernel functions, for example. In this work we choose the simplest option, which is to parameterize model complexity by the number $P$ of Kronecker
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Input: TTR $\eta_{\text{TTR}}$ with component intervals $\eta_i \leftarrow [f_{Ti} - \tau_i, f_{Ti} + \tau_i]$, $i = 1, \ldots, E$, where $\tau_i$ is the $i$-th component of the tolerance vector $\tau$, and $f_{Ti}$ is the $i$-th component of the target vector $f_T$. 
Input: $I_0$, expected information threshold, and $N_I$ number of consecutive iterations in which $I < I_0$ required to declare convergence/failure 
Input: $x_1$, a set of initial design points of size $N_1$, and the corresponding samples $g_1$ 
Input: $x$, a target control point initialization 
Input: $x_2 \leftarrow \{x_{2,i} \sim \mathcal{N} [x, \sigma_I^2 I_D] : i = 1, \ldots, N_2\}$, initial cluster of proposed sample settings 
Input: Converged $\leftarrow$ False, Check_Model $\leftarrow$ False, Perturb $\leftarrow$ True 

```
1: while not Converged do
2:   if not Check_Model then
3:     iter $\leftarrow$ iter + 1
4:       Solve the GP optimization problem (2.26) for hyperparameters $\mu, \theta$.
5:   end if
6:   $x^{(0)}$ $\leftarrow$ $x$, $x_2^{(0)}$ $\leftarrow$ $x_2$
7:   $x, x_2$ $\leftarrow$ TAD_OPT $\leftarrow x^{(0)}, x_2^{(0)},$ Perturb $\leftarrow$ True $\leftarrow$ See Algorithm 3.2
8:   Compute $Q$ using (2.27)
9:   if $Q > 0.01$ then
10:      Check_Model $\leftarrow$ False, n_check $\leftarrow$ 0
11:      Call Procedure Check_Convergence $\leftarrow$ See Algorithm 3.3
12:      Acquire data $g_2$ at $x_2$ and $g$ at $x$
13:      $x_1$ $\leftarrow$ $x_1 \cup x_2 \cup x$, $g_1$ $\leftarrow$ $g_1 \cup g_2 \cup g$; Perturb $\leftarrow$ True
14:   else
15:      n_check $\leftarrow$ n_check + 1
16:      if n_check $== 2$ then $\leftarrow$ Model validation failure
17:         $P$ $\leftarrow$ $P + 1$ $\leftarrow$ Increase number of Kronecker products
18:         Acquire data $g_2$ at $x_2$
19:            $\leftarrow$ Guard against failing validation due to data inadequacy
20:         $x_1$ $\leftarrow$ $x_1 \cup x_2$, $g_1$ $\leftarrow$ $g_1 \cup g_2$
21:         $x_2$ $\leftarrow$ $x^{(0)}_2$, $x$ $\leftarrow$ $x^{(0)}$, Perturb $\leftarrow$ False $\leftarrow$ Restart from previous state
22:      end if
23:   end if
24:   n_check $\leftarrow$ 0, Check_Model $\leftarrow$ False
25: end if
26: end while
```

components in Equation (2.24). When we need to complexify the model, we add a Kronecker component, thus increasing $P$ by 1. 
We monitor model adequacy using the quantity $Q$ defined in Equation (2.27). We set a smallness threshold for this quantity, 0.01, for example, and complexify the model if $Q$ falls below this value. In order to guard against unnecessary complexification, each time a validation test at the end of a TAD optimization produces a value of
Algorithm 3.2 TAD Optimization Function

1: function TAD_OPT($x^{(0)}$, $x_2^{(0)}$, Perturb)
   \>$x^{(0)}$ and $x_2^{(0)}$ are initialization values, Perturb is Boolean
2: \> if Perturb then
3: \> \>$S_2 \leftarrow \langle (x_2^{(0)} - x^{(0)})(x_2^{(0)} - x^{(0)})^T \rangle$
4: \> \> Initialize $x \sim N[x^{(0)}, \epsilon]$;
5: \> \> Initialize $x_2: x_{2,1} \sim N[x^{(0)}, \epsilon]; x_{2,l} \sim N[x_0, S_2], l = 2, \ldots, N_2$
6: \> \> \> $\epsilon$ is a “small” perturbing covariance
7: \> else
8: \> \> Initialize $x \sim x^{(0)}$
9: \> \> Initialize $x_2 \sim x_2^{(0)}$
10: \> end if
11: \> Solve the TAD optimization problem (2.18) for $x$ and $x_2$.
12: \> return $x$, $x_2$
13: end function

Algorithm 3.3 TAD Convergence Testing Procedure

1: procedure CHECK CONVERGENCE
2: Calculate UB $u_i$
3: $u_i \leftarrow \left\{ p(f(x)|i) - [(Q(f(x)|i+2))_{ii}]^{1/2}, p(f(x)|i) + [(Q(f(x)|i+2))_{ii}]^{1/2} \right\}, i = 1, \ldots, E$
4: Convergence/Success $\leftarrow \forall(i \in \mathbb{N}; i > 0; i \leq E) u_i \subset \eta_i$
5: Calculate $I(x, x_1, g_1, x_2)$ according to Equation (2.22)
6: \> if not Convergence/Success and $I(x, x_1, g_1, x_2) < I_0$ then
7: \> \> $n_\mathcal{I} \leftarrow n_\mathcal{I} + 1$
8: \> end if
9: Convergence/Failure $\leftarrow n_\mathcal{I} > N_\mathcal{I}$
10: Converged $\leftarrow$ Convergence/Success or Convergence/Failure
11: end procedure

Q indicating model inadequacy, we restart the optimization from a different random initialization of the $x_2$ sample point locations. If the reinitialized optimization still indicates model inadequacy, then model complexity is increased. Otherwise the event is considered a false alarm.

In addition, prior to each such restart, we acquire the data $g_2$ at the $x_2$ sample point locations from the TAD optimization solution that “failed” validation. The reason is the observation from subsection 2.5 that in early iterations, when only a few $(x_1, g_1)$ samples covering small regions of $X$ are available, the GP model parameter optimization usually produces surrogate models that are not representative of the behavior of the experimental response function over the whole of $X$. In such cases, it is perfectly possible for a $Q$ value to flunk a validation test, not because of lack of model complexity, but because of data inadequacy.

3.3. Outline of the TAD Algorithm. We now discursively outline the TAD algorithm, so that we can discuss various elements below. The formal definition of TAD is given as Algorithm 3.1.

We select an initial design $x_1$ of size $N_1$ and acquire the corresponding points $g_1$. We have found that if one wishes to allow plenty of opportunity for expected
improvement at the outset of the algorithm then it is useful to cluster the initial points in a region of $X$. However, the initial design is in principle arbitrary, and may span $X$, or be chosen as a Latin Hypercube, for example.

We fix $N_2$, the number of $(x_2, g_2)$ samples to be acquired at each new iteration (in principle $N_2$ could change adaptively with iteration number to create a more flexible algorithm in the same family).

At the outset (iteration $I = 0$), the TTR is constructed, and a convergence/failure threshold $I_0$ for expected information is set. Since $I$ can fluctuate during the optimization and hence can rise back up above $I_0$ after first crossing the threshold, we also set a parameter $N_I$, representing the number of consecutive iterations during which it must remain the case that $I < I_0$ in order to declare convergence/failure. The initial model complexity $P$ is chosen. The target location $x$ is initialized randomly. The sample point locations $x_2$ are selected randomly in some small region near $x$ using a multivariate normal with mean $x$ and a unit-proportional covariance (for simplicity). The corresponding sample values $g_2$ are acquired. The initial $x_1$-sample set is chosen to be some modest-sized design.

At iteration $I$ the algorithm performs the following steps:

1. Optimize the GP log-likelihood $L_{GP}(\mu, \theta)$ with respect to the GP model hyperparameters $\mu$ and $\theta$ (Equation (2.26)), verifying that the quadratic form $S$ in Equation (2.28) takes plausible values, as described in §subsec:validation.

2. Compute the empirical covariance $X_2 \equiv (x_2 - x)(x_2 - x)^T$ of the previous $x_2$-sample locations about the target location (see note below), and sample a set of $N_2 - 1$ initialization values $x_{2,0} \sim N\{x, X_2\}$. The remaining initialization value is chosen at a small perturbation of $x$, the perturbation size selected to be large enough not to induce numerical instability in computations of covariances with nearly redundant rows.

3. Optimize the TAD acquisition function $L_{TAD}(x, x_1, g_1, x_2)$ with respect to the sample locations $x_2$ and target location $x$, initializing the optimization target location $x$ from the value of $x$ found at the previous iteration and initializing the $x_2$ by $x_2 = x_{2,0}$ (Equation (2.18)).

4. Perform model validation, by computing the quadratic form $Q$ of Equation (2.27) and checking whether it takes plausible values, as described in subsection 3.2. If it does not, restart the previous step; and if the failure persists, complexify the model by adding a Kronecker component. Otherwise, proceed.

5. Test for convergence/success condition: construct the UB at $x$, and test whether all of its components fit inside the TTR. If so, declare convergence/success; report the solution control setting $x$, the corresponding design $p^{(f(x)[1]}$, and predictive covariance $Q^{(f(x)[1+2]}$; and stop. Otherwise continue.

6. Test for convergence/failure condition: compute $I(x, x_1, g_1, x_2)$ using Equation (2.23), and test whether $I(x, x_1, g_1, x_2) < I_0$. If so and if this has occurred for more than $N_I$ consecutive iterations, declare convergence/failure, and stop; otherwise continue.

7. Acquire sample of data $g_2$ at newly determined sample points $x_2$, and target data $g$ from latest estimated target point $x$.

8. Proceed to iteration $I + 1$.

At Item 2 we have found empirically that it is in general better to compute the scatter of the $x_2$ points about the target point $x$ than about the mean $x_2$ point. The reason is that in an exploitation phase, there is not much difference, but in exploration the $x_2$ points often need to be initialized with greater variance in order to sense the optimal direction of $L_{TAD}(\cdot)$. The target point usually “leads” the cloud of $x_2$ points
during exploration, which elongates the principal axes of the covariance $X_2$ that extend in the direction from the $x_2$ points to the target point. We have found that this initialization has a beneficial impact on the TAD optimization problem (2.18).

At Item 3 it is important to initialize the target point $x$ at or very near the solution from the previous iteration. Doing so allows the acquisition function to increase monotonically while exploiting a possible solution. It is also useful to initialize the $x_2$ sample locations near $x$ and at remixed values of $x_2$, in order to begin adding information to what is already available from the previous iteration.

### 3.4. Implementation.

Our implementation of the TAD algorithm is hosted at a GitHub repository [22] and implemented in Python. The GP portion of the implementation is built on top of GPyTorch [26, 12]. The reason for this choice is that the GPyTorch package implements fast kernel methods such as the SKI inducing point method described in [40], while exploiting the GPU acceleration facilities built into the PyTorch deep learning framework. These features hold great promise for large GP kernel matrix performance and appear to have broken through the “curse of dimensionality” problem of GP modeling and prediction, allowing computation with covariance matrices so large that they must be computed on the fly, because they cannot be affordably stored [12].

These are choices that we have made with an eye to the future, in view of the potential for large-scale optimization problems that may arise in the exploration of advanced manufacturing control spaces. For example, Paulson et al. [24] describe exploration of flame spray pyrolysis experimental controls with $D = 6$, in which the design objective is to control features of the particle formation size spectrum—three moments of the spectrum in the case described, although there is no reason a more complex description might not be required. Even granting that TAD can do much better than an naive sampler, with a fixed grid on each axis, one can easily see how the classic computational costs of GP modeling, which grow as $N^3$ (where $N$ is the dimensionality of the covariances in question), might make such modeling unaffordable in the absence of the new methods.

### 4. Numerical Results.

![Fig. 2: Test function for numerical experiments. The black square is the location of the target value for the “convergence/success” test.](image)
4.1. Twin-peak problem. The TAD class has no existing problems. For testing purposes we use a problem taken from [1] with a $D = 2$-dimensional control space and an $E = 2$-dimensional design space. The two-dimensional vector function $\langle v_1, v_2 \rangle$ has the form

\begin{align}
(4.1) \quad v_1(d_1, d_2) &= 3(1 - d_1)^2 e^{-d_1^2 - (d_2+1)^2} - 10(d_1/5 - d_1^3 - d_2^5)e^{-d_1^2 - d_2^2} \\
&\quad - 3e^{-(d_1+2)^2-d_2^2} + 0.5(2d_1 + d_2); \\

(4.2) \quad v_2(d_1, d_2) &= 3(1 + d_2)^2 e^{-d_2^2 - (d_1+1)^2} - 10(-d_2/5 + d_2^3 + d_1^5)e^{-d_1^2 - d_2^2} \\
&\quad - 3e^{-(2-d_2)^2-d_1^2} + 0.5(2d_1 + d_2),
\end{align}

where $(d_1, d_2) \in [-3, 3]^2$. The behavior of the function is displayed in Figure 2.
4.1.1. Convergence/Success. We tested the convergence/success path of the algorithm by searching for the target $f_T = [0.3380, 3502]$ with tolerance $\tau = 0.01$. This value occurs in the domain at $[d_1, d_2] = [0.8731, 0.5664]$, shown by the black square in Figure Figure 2. We adopted convergence/failure criteria of $I_0 = 10^{-3}$, $N_I = 50$. The initial design was a set of $N_1 = 4$ points in the vicinity of $[d_1, d_2] = [1.5, -1.5]$. We used $N_2 = 3$ and started the test at $x = [-2.0, 2.0]$.

Convergence occurred in 18 iterations, which included 4 restarts for model update checks, requiring a total of $4 + (18 + 4) \times 3 = 70$ sample points. The initial and final sample point configurations and two intermediate snapshots are displayed in Figure 3. In each case, previously acquired samples are displayed with partial transparency, while the current $x_2$ samples and target value are displayed solidly, as is the true target solution. These figures clearly show that the algorithm is engaging in some balance between feeling out the response function and hunting for the target value.

Fig. 4: Pointwise residuals. Left column: Absolute residuals between predictive mean and target function. Right column: Residuals normalized to root predictive variance.

The pointwise residuals of the GP surrogate at the final iteration are displayed in Figure 4. The left panels show unnormalized residuals, whose magnitudes are not as straightforward to interpret as those of the residuals normalized to root predictive variance, shown in the right panels. These are expected to be of order unity in regions
where the GP surrogate furnishes a reasonable model of the experimental response. From the figure, it is clear that this is, unsurprisingly, true only in the vicinity of the sample points.

The model validation and dynamic model complexification mechanism is visualized in Figure 5. The figure shows the $P$-value threshold as a horizontal dashed line and the $P$-values ascertained at each iteration as square markers. The downward-pointing arrows show model validation failure alerts, where restarts occur. The subsequent upward-pointing arrows show confirmations of validation failures, where the GP model is updated by increasing the number of Kronecker components. The plot shows that after an initial couple of rounds of model validation failures, the surrogate model gained enough complexity to represent the portion of the response surface required to exploit the solution.

The run of expected information gain and of the log-Gaussian term is displayed in Figure 6. The initial drop in expected information is associated with the refinement of the initially crude model. In this study the algorithm found an exploitation mode very early. As can be seen from Figure 3, by iteration 7 the target point $x$ was already in the neighborhood of the solution; and in the remaining iterations the drop in log-Gaussian represents the effort to obtain convergence by squeezing the UB into the TTR.

4.1.2. Convergence/Failure. We tested the convergence/failure path of the algorithm by searching for the target $f_T = [-1, -1]$, which does not occur in the domain, with tolerance $\tau = 0.01$. We adopted convergence/failure criteria of $\ell_0 = 10^{-3}$, $N_T = 50$. The initial design was the same set of $N_1 = 4$ points as for the convergence/success test. We used $N_2 = 3$ and started the test at $x = [2.0, 2.0]$.

The algorithm declared convergence/failure after 111 iterations, requiring 442 sample points in all. Figure 7 shows the model validation and dynamic model complexification mechanism. Once again we see an initial period of model inadequacy. There follows a cycle of exploration punctuated by occasional model validation alerts,
all but two of which are false positives.

The distribution of $P$-values appearing in Figure 7 is displayed in Figure 8. Other than the spike of small $P$-values caused by validation failures that trigger model complexifications, the histogram appears reasonably uniform, as it should.

Figure 9 shows the run of expected information gain and of the log-Gaussian term. Here we see a logarithmic decline in expected information gain as the uncertainty is squeezed out of the surrogate response. Monitoring expected information gain for this kind of drop results in an effective convergence/failure criterion.

Figure 10 displays the surrogate model variance at the final iteration when convergence/failure is declared. At this stage the algorithm has sampled the space fairly uniformly and has generated a relatively smooth model of the variance for both com-
Fig. 8: Histogram of \( P \)-values from Figure 7.

Fig. 9: Expected information gain and log-Gaussian term, convergence/failure case.

4.1.3. Impact of Tolerance Selection. Our goal here is to illustrate the interplay between the convergence rules, the tolerance and the uncertainty around TAD output. Figure 12 shows the change in TAD solutions as the tolerance threshold changes. The figure represents as gray points all the values of the output pairs \((v_1, v_2)\) sampled from a 100 \(\times\) 100 uniform grid of points in the input space \((u_1, u_2)\). The tar-
get value (red circle) is not in the range of the surface function (represented by the gray dots) but is slightly offset from that range, so that a solution only exists if the size of the TTR exceeds some minimum value.

In each case, the algorithm starts at \( x_0 = [-2, 2] \). The tolerance threshold takes values 0.1 (green TTR box), 0.08 (magenta box) and 0.05 (yellow box). The 0.05 tolerance is too small to permit a solution.

The colored dots represent the solution arrived at by TAD for the correspondingly-colored TTR. As expected, TAD converges successfully within the prescribed tolerances for 0.1 and 0.08 and terminates with “Convergence/Fail” for the 0.05 threshold. With the 0.05 threshold, the final target point estimated by the algorithm before exiting coincides with the target point found for the 0.08 threshold.

**4.2. DTLZ4 problem.** The DTLZ problem test suite comprises benchmark problems for multiobjective optimization. These problems were developed by Deb, Thiele, Laumanns and Zitzler [9] and are particularly for scalable multiobjective optimization as the number of variables, as well as the number of objective functions, can be tuned. In this work, we use the dtlz4 problem

\[
\begin{align*}
 f_1(x) &= (1 + g(x_M)) \cos(x_1^0 \pi/2) \cdots \cos(x_{M-2}^0 \pi/2) \cos(x_{M-1}^0 \pi/2) \\
 f_2(x) &= (1 + g(x_M)) \cos(x_1^1 \pi/2) \cdots \cos(x_{M-2}^1 \pi/2) \sin(x_{M-1}^1 \pi/2) \\
 & \vdots \\
 f_M(x) &= (1 + g(x_M)) \sin(x_1^0 \pi/2)
\end{align*}
\]

with \( g(x_M) = \sum_{x_i \in x_M} (x_i - 0.5)^2, \alpha = 100 \) and \( 0 \leq x_i \leq 1 \) for \( i = 1, 2, \ldots, n \).

The last \( k = n - M + 1 \) variables are represented in \( x_M \). See [4] for more details.

**4.2.1. Convergence/Success.** We set the number of control variables to \( n = 4 \) control variables and the number of tasks to \( M = 3 \). The target value is \( f_T = [1.0607, 0.0109, 0.0040] \). We set the noise value at 0.0001 and the tolerance at 1%. TAD found a design value of \( f_{TAD} = [1.0474e, 0.025, 0.00025] \) after 6 iterations with 4 model updates i.e. 5 total Kronecker products needed. The behavior of the expected information gain and the log-Gaussian term is displayed in Figure 13.
4.2.2. Convergence/Failure. We set the number of control variables to \( n = 4 \) control variables and the number of tasks to \( M = 3 \). The target value is \( f_T = [2., 2., 2.] \) which is not feasible. As for the convergence/success case, the noise value is 0.0001 and the tolerance at 1%. Figure 14 displays behavior of the expected information gain and the log-Gaussian term. TAD needed three Kronecker products and failed in 57 iterations as.

4.3. Comparison With an \( L_2 \)-Based Method. As discussed in §1, the specific problem addressed by the TAD method, multi-target black-box optimization with solution uncertainties within target tolerances, does not appear to have been previously addressed in the literature, so that it is not possible to perform precise comparisons of the algorithm to alternative approaches. One of the closest methods that can be adapted and pressed into service is described in [44], wherein parametrized dynamical simulations of time-series are calibrated to reproduce an observed series by considering an acquisition function based on the \( L_2 \) discrepancy between model and target time-series. If we analogize time-series elements to design features, the \( L_2 \)
Fig. 12: Study of the effect of tolerance selection on the TAD solution. The gray dots represent the values of the output pairs \((v_1, v_2)\) sampled from a 100 \(\times\) 100 uniform grid of points in the input space \((u_1, u_2)\). The red dot is the target value, which is slightly offset from the range of feasible values of the function. The colored boxes correspond to different TTRs, whereas the correspondingly-colored dots represent the corresponding TAD solutions. The innermost (yellow) TTR triggered a Convergence/Fail termination after 200 iterations.

The discrepancy in [44] becomes

\[
\delta(\mathbf{x}) = \sum_{l=1}^{E} (f_l(\mathbf{x}) - f_{T,l})^2 = (f(\mathbf{x}) - f_T)^T(f(\mathbf{x}) - f_T),
\]

where \(f(\mathbf{x})\) is the multi-output GP surrogate.

In [44], the Expected Improvement (EI) of \(\delta(\mathbf{x})\) is adopted as a sampling acquisition function, although, as the authors note, there is no closed-form expression for this function, so that it must be approximated. Furthermore, the characteristic shape of the EI function tends to be multimodal with large “flat” regions of minimal change, and it is not continuously differentiable [17], so that it is not ideal for gradient optimization. On the other hand, [44] also introduce the Expected Squared \(L_2\) Discrepancy (ESL2D) for the purpose of optimizing the simulator parameters once a
new sample has been acquired. In present context, the ESL2D $\mathcal{E}(x)$ is given by

$$
\mathcal{E}(x) = E_{f(x)|1} \left[ (f(x) - f_T)^\top (f(x) - f_T) \right] \\
= \left( p^{(f|1)} - f_T \right)^\top \left( p^{(f|1)} - f_T \right) + \text{Trace} \left( Q^{(f|1)} \right),
$$

(4.4)

which corresponds to the expression given for the ESL2D in [44].

It follows that a simplified version of sequential method of [44] can be readily adapted to our context if we combine the sampling and optimization stages of that method, and use the ESL2D $\mathcal{E}(x)$ as the sample acquisition function, instead of the EI. The result is a method in which the acquisition function is simple to compute in closed form, has no optimization-defying regions of discontinuous gradient, and simply seeks out sample points that minimize the expected value of the $L_2$ discrepancy $\delta(x)$. In this method, there are no $x_2$ points, because they would have no effect, as it is straightforward to demonstrate that $E_{g_2|g_1} E_{f(x)|g_1,g_2} [\delta(x)] = E_{f(x)|g_1} [\delta(x)]$. The
method is therefore purely sequential, and has no batch aspect. We will refer to this method as the “sequential $L_2$ method.”

The sequential $L_2$ method differs from TAD in that while its acquisition function, Equation (4.4), is sensitive to the sum of the principal variances (the trace term in Equation 4.4), it does not use them to discriminate between directions in design space that reduce the distance in probability to the target, in the manner of the TAD acquisition function, Equation (2.11). The value of a comparison between TAD and the sequential $L_2$ method, then, beyond simply providing a baseline comparison with an alternative method, is to illustrate the benefit of incorporating such directional information.

The left panel of Figure 15 illustrates the different performance of the two algorithms. We run each algorithm 50 times on the Twin Peaks problem of §4.1, with initialization location chosen randomly for each run, to assess their convergence/success capabilities. The tolerance is 0.01 and the target value $f_T = [0.3380, 0.3502]$ (as in §4.1) for all the tests. We stopped the algorithms and declared failure whenever the number of iterations reached 200. Note that TAD can potentially declare convergence/failure before reaching 200 iterations. We added the same penalty term at the boundaries to the $L_2$ acquisition function $E$ as we did to the TAD acquisition function.

As shown by the inset, TAD reached "convergence/success" 49 times out of the 50–the remaining case was halted at 200 iterations, rather than according to TAD’s native convergence/failure criterion. The sequential $L_2$ method converged 22/50 times. Thus TAD consistently found a solution within the prescribed tolerance, whereas the sequential $L_2$ method struggled to converge within the set number of iterations. TAD required, on average, 43 iterations to converge, corresponding to about 130-150 function evaluations (three per iteration, including restarts). It is worth noting that, in the cases where they reached "convergence/success", the sequential $L^2$ method did so on average faster than TAD—24 iterations on average, as opposed to 43.
The nature of the convergence failures of the sequential $L_2$ method are interesting. The right panel of Figure 15 displays the final states of all the runs of the method, superposed on a colormap of $l(x) \equiv \|f(x_{opt}) - f_T\|^2_2$ and on streamlines of $-\nabla l(x)$. It appears that the method located a few local minima of $E(x)$, represented in the figure by the clusters near stationary points indicated by the behavior of the streamlines, and by the concentrations at the top and left boundary, where the boundary penalty term created a spurious minimum of $E(x)$. Such points $x_{opt}$ are not solutions, because $f(x_{opt})$ is outside the TTR. Adding samples in the neighborhood of such an “optimum” point $x_{opt}$ causes the predictive distribution to progressively narrow, shrinking the trace term in Equation (4.4) while the predictive mean $p(f | 1)$ converges to $f(x_{opt})$. The function $E(x)$ thus eventually stabilizes at the optimal value $\|f(x_{opt}) - f_T\|^2_2$, and the optimization stalls, being unable to fit the uncertainty box at $x_{opt}$ into the TTR. Had we adopted an EI-based approach instead of the ESL2D approach chosen here, this behavior near non-solution minima of $\delta(x)$ would manifest itself as flat regions where the sampling is unable to increase the value of the $\delta(x)$ from previous iterations, and the optimization would again stall. In order for such an algorithm to produce confidence that a convergence failure likely corresponds to the nonexistence of a solution, it would be necessary to restart it multiple times in different parts of the domain, or to begin with a dense design of initial sample points.

By contrast, the TAD acquisition function naturally leads to rejection of an initially-promising non-solution point, because as the predictive distribution narrows, the log-probability density of $f_T$, initially high, begins to shrink rapidly. TAD thus avoids stalling at such points, once their inadequacy is revealed, and is therefore capable of exploring different regions of the input space starting from a small initial design $(x_1, g_1)$, and without requiring an extensive campaign of restarts across the domain.

It thus appears that the incorporation of changing relative uncertainty in the surrogate function along different search directions does indeed impact the efficiency of the search.

5. Discussion. We have given some theory and some empirical experience to justify the design of TAD, a new algorithm for data-driven sequential discovery of optimal control settings for advanced manufacturing equipment. The algorithm is designed to track uncertainty in multiple design feature dimensions, so as to be capable of satisfying simultaneous specified tolerance criteria within specified uncertainty.

Some noteworthy features of TAD bear comment. TAD works unproblematically with gradient-based optimization methods, unlike methods that rely on expected improvement-type criteria. EI is known not to be well suited to gradient optimization, because it tends to be multimodal with large “flat” regions of minimal change and because it is not continuously differentiable [17]. In addition, the TAD acquisition function is inexpensive to compute, unlike, for example, the knowledge gradient [42]. Such methods are thereby limited to relatively low-dimensional problems. The advanced manufacturing problem space, on the other hand, can easily lead to relatively large control and design spaces. Having a gradient method available provides some confidence that the algorithm can be scaled to larger problems.

A second reason to feel confidence in success at larger scales is the recent breakthroughs that have occurred in GP modeling with vastly more points than was possible in the past, using fast kernel approximations and GPU acceleration [40, 12]. Given that high-dimensional control and design spaces might require many iterations and numerous samples to reach convergence and that the associated GP and TAD opti-
Optimization problems can therefore technically require many potentially expensive linear solves, the availability of fast methods seems likely to be important.

The importance of validation, principally by means of LOO validation, has been emphasized by, for example, [17, 3]. It is worth driving home again. A Gaussian process surrogate whose validity is not assiduously monitored has every chance of making poor predictions, and no algorithm founded on such a model is secure no matter how sound its mathematical foundation. Oddly we have not found any references in the literature to the seemingly obvious idea of using the \( \chi^2 \) distribution with the predictive distribution of a batch of samples, in the manner that we described in subsection 2.5. This is a straightforward validation test that offers sensitivity gains over straight LOO and that comes practically for free since the linear solve of a GP prediction is an inner product away from the quadratic form that yields \( \chi^2 \).

In real-world manufacturing applications the highly simplified model represented by the mapping \( X \rightarrow Y \) from control space to design space can be clouded. For example, a product’s desired design properties might require so-called ex situ measurements at facilities external to the manufacturing facilities [41], and this requirement can introduce long time latencies in the measurement of the experimental response function that vitiate the practical application of a direct TAD-based methodology. In such cases one can still envision a place for the TAD algorithm in the design workflow. For example, in additive manufacturing, it is pointed out in [30] that complex but discernible relationships can exist between process (i.e., promptly measured) manufacture parameters and final structure, property, and performance parameters of a product. Even when those parameters must be validated externally, a TAD workflow targeted at a known-good region of a process-parameter space from a high-dimensional control space could cut down considerably on the number of test pieces that must be sent to the external test facility for validation.
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Appendix A. Gaussian Prediction Update Formula.

Suppose a vector-valued random variable of dimension \( 1 + N_1 + N_2 \), written in partitioned form \([f, g_1, g_2]^T\), has a multivariate normal distribution,

\[
\begin{bmatrix}
  f \\
  g_1 \\
  g_2
\end{bmatrix} \sim \mathcal{N} \left( \begin{bmatrix}
  m \\
  m_1 \\
  m_2
\end{bmatrix}, \\
\begin{bmatrix}
  C_{ff} & C_{f1} & C_{f2} \\
  C_{1f} & C_{11} & C_{12} \\
  C_{2f} & C_{21} & C_{22}
\end{bmatrix} \right),
\]

where \( f \) and \( m \) are 1-dimensional, \( g_1 \) and \( m_1 \) are \( N_1 \)-dimensional, \( g_2 \) and \( m_2 \) are \( N_2 \)-dimensional, and the various covariance matrix partitions have the obvious necessary dimensions.

The usual normal theory conditioning formulae allow us to write the distributions for \( g_2|g_1, f|g_1 \) and \( f|(g_1, g_2):\)

\[
\begin{align*}
  g_2|g_1 & \sim \mathcal{N} \left( p^{(2|1)}, Q^{(2|1)} \right) \\
p^{(2|1)} & = m_2 + C_{21} C_{11}^{-1} (g_1 - m_1) \\
Q^{(2|1)} & = C_{22} - C_{21} C_{11}^{-1} C_{12}.
\end{align*}
\]
f \mid g_1 \sim N(p(f^{(1)}), Q(f^{(1)}))
(A.5)

p(f^{(1)}) = m + C_{f1} C_{11}^{-1}(g_1 - m_1)
(A.6)

Q(f^{(1)}) = C_{ff} - C_{f1} C_{11}^{-1} C_{1f}
(A.7)

and

f \mid g_1, g_2 \sim N\left\{ p(f^{(1+2)}), Q(f^{(1+2)}) \right\}
(A.8)

\begin{align*}
p(f^{(1+2)}) &= m + \begin{bmatrix} C_{f1} & C_{f2} \\ C_{21} & C_{22} \end{bmatrix} \begin{bmatrix} C_{11} & C_{12} \\ C_{21} & C_{22} \end{bmatrix}^{-1} \begin{bmatrix} g_1 - m_1 \\ g_2 - m_2 \end{bmatrix} \\ Q(f^{(1+2)}) &= C_{ff} - \begin{bmatrix} C_{f1} & C_{f2} \\ C_{21} & C_{22} \end{bmatrix} \begin{bmatrix} C_{11} & C_{12} \\ C_{21} & C_{22} \end{bmatrix}^{-1} \begin{bmatrix} C_{1f} \\ C_{2f} \end{bmatrix}.
\end{align*}
(A.9, A.10)

In the main text, the interpretation of $g_1$ is “data in the can,” while that of $g_2$ is “data that could be acquired at the next iteration,” and $f$ is a latent value to be predicted. It is therefore useful to re-express the predictive distribution $f \mid (g_1, g_2)$ represented by Equations (A.8–A.10) as an update to the predictive distribution $f \mid g_1$ represented by Equations (A.5–A.7) consequent on the updating of the data $\{g_1\} \rightarrow \{g_1, g_2\}$.

**Lemma A.1 (Gaussian Prediction Update).** Update formulae from $f \mid g_1$ to $f \mid (g_1, g_2)$ may be written as follows:

(i) The normal means $p(f^{(1+2)})$ and $p(f^{(1)})$ are related by

\begin{equation}
(A.11)
p(f^{(1+2)}) = p(f^{(1)}) + \left( C_{f2} - C_{f1} C_{11}^{-1} C_{12} \right) \left( Q^{(2|1)} \right)^{-1} \left( g_2 - p^{(2|1)} \right).
\end{equation}

(ii) The normal covariances $Q(f^{(1+2)})$ and $Q(f^{(1)})$ are related by

\begin{equation}
(A.12)
Q(f^{(1+2)}) = Q(f^{(1)}) - \left( C_{f2} - C_{f1} C_{11}^{-1} C_{12} \right) \left( Q^{(2|1)} \right)^{-1} \left( C_{2f} - C_{21} C_{11}^{-1} C_{1f} \right).
\end{equation}

Proof. We begin by expanding the inversion of the partitioned matrix in Equations (A.9) and (A.10) using the matrix inversion lemma (see §2.7 of [27]):

\begin{equation}
(A.13)
\begin{bmatrix} C_{11} & C_{12} \\ C_{21} & C_{22} \end{bmatrix}^{-1} = \begin{bmatrix} I_{11} & I_{12} \\ I_{21} & I_{22} \end{bmatrix},
\end{equation}

with

\begin{align*}
I_{22} &\equiv \left( C_{22} - C_{21} C_{11}^{-1} C_{12} \right)^{-1} \\
(A.14)
&= \left( Q^{(2|1)} \right)^{-1} \\
I_{12} &\equiv -C_{11}^{-1} C_{12} I_{22} \\
(A.15)
I_{21} &\equiv -I_{22} C_{21} C_{11}^{-1} \\
(A.16)
I_{11} &\equiv C_{11}^{-1} + C_{11}^{-1} C_{12} I_{22} C_{21} C_{11}^{-1}.
(A.17)
\end{align*}

The second line notes the equality with the inverse of Equation (A.4).

To establish part (i), we combine Equations (A.9) and (A.13-A.18), obtaining an expression for the mean update:

\begin{equation}
(A.18)
\begin{bmatrix} I_{11} & I_{12} \\ I_{21} & I_{22} \end{bmatrix}.
\end{equation}
where in the last line we have used Equations (A.3) and (A.15).

To establish part (ii), we combine Equations (A.10) and (A.13-A.18) to obtain an expression for the covariance update:

\[
p^{(f)[1+2]} = p^{(f)[1]} + (C_{f1}C_{11}^{-1} - C_{f2}) I_{22} \left[ g_2 - m_2 - C_{21} C_{11}^{-1} (g_1 - m_1) \right]
\]

Remark A.2. We note—although hardly unexpected—that \(p^{(f)[1+2]}\) is linearly dependent on \(g_2\), while \(Q^{(f)[1+2]}\) is independent of \(g_2\).

Appendix B. Redundant Information in The Zero-Noise Limit. The behavior of the TAD algorithm is elucidated in the text by considering the case of redundant points in the limit of zero measurement noise. In this appendix we supply the technical results to support that discussion.

Suppose that the points \(x_1\) and \(x_2\) have a subset of points \(r\) in common, so that \(x_1 = y_1 \cup r\), \(x_2 = y_2 \cup r\), \(y_1 \cap y_2 = 0\). We partition the submatrices of the covariance in Equation (2.2) accordingly:

\[
\begin{align*}
\Gamma &= \begin{bmatrix} K_{xx} & K_{x1} & K_{x2} \\ K_{1x} & K_{11} + \Sigma_1 & K_{12} \\ K_{2x} & K_{21} & K_{22} + \Sigma_2 \end{bmatrix}, \\
K_{11} &= \begin{bmatrix} J_{11} & J_{1r} \\ J_{r1} & J_{rr} \end{bmatrix}; \quad K_{22} = \begin{bmatrix} J_{22} & J_{2r} \\ J_{r2} & J_{rr} \end{bmatrix}; \quad K_{12} = \begin{bmatrix} J_{12} & J_{1r} \\ J_{r2} & J_{rr} \end{bmatrix}, \\
K_{21} &= \begin{bmatrix} J_{21} & J_{2r} \end{bmatrix}; \quad K_{2x} = \begin{bmatrix} J_{2x} \end{bmatrix},
\end{align*}
\]

with \(J_{11} \equiv C(y_1, y_1), J_{1r} = J_{r1}^T \equiv C(y_1, r), J_{rr} \equiv C(r, r), J_{22} \equiv C(y_2, y_2), J_{2r} = J_{r2}^T \equiv C(r, y_2), J_{12} \equiv C(y_1, y_2), J_{21} \equiv C(x, y_1), J_{x2} \equiv C(x, y_2), \) and \(J_{xr} \equiv C(x, r)\).
If we omit the redundant \( r \) points from \( x_2 \), we obtain a nonredundant set \( x'_2 = y_2 \), in terms of which the TAD problem gives rise to the covariance \( \Gamma' \) given by

\[
(B.4) \quad \Gamma' \equiv \begin{bmatrix} K_{xx} & K_{x1} & J_{x2} \\ K_{1x} & K_{11} + \Sigma_1 & L_{12} \\ J_{2x} & L_{21} & J_{22} + \sigma_2 \end{bmatrix},
\]

where we have defined the block matrices \( L_{12} \equiv L_{12}' \), with

\[
(B.5) \quad L_{12} \equiv \begin{bmatrix} J_{12} \\ J_{r2} \end{bmatrix}
\]

and where \( \sigma_2 \) is the restriction of the noise \( \Sigma_2 \) to the nonredundant space of \( y_2 \). We will refer to the dimensionality of the various partitioned spaces as \( D'_1 \) for the nonredundant “1” space, \( D'_2 \) for the nonredundant “2” space, \( D_r \) for the redundant space, and \( D_x \) for the prediction space. So, for example, the matrix \( L_{12} \) is \((D'_1 + D_r) \times D'_2\)-dimensional, the matrix \( J_{2r} \) is \( D'_2 \times D_r\)-dimensional, \( J_{x1} \) is \( D_x \times D'_1\)-dimensional, and so on.

The predictive covariance that follows from the covariance structure in Equation (B.1) is

\[
(B.6) \quad Q^{(f(x)|1+2)} = K_{xx} - [K_{x1} \quad K_{r2}] \left[ \begin{array}{cc} K_{11} + \Sigma_1 & K_{12} \\ K_{21} & K_{22} + \sigma_2 \end{array} \right]^{-1} \left[ \begin{array}{c} K_{1x} \\ K_{2x} \end{array} \right],
\]

while the predictive covariance that follows from the nonredundant data and the covariance in Equation (B.4) is

\[
(B.7) \quad Q^{(f(x)|1+2')} = K_{xx} - [K_{x1} \quad J_{r2}] \left[ \begin{array}{cc} K_{11} + \Sigma_1 & J_{12} \\ J_{21} & J_{22} + \sigma_2 \end{array} \right]^{-1} \left[ \begin{array}{c} K_{1x} \\ J_{2x} \end{array} \right].
\]

Suppose that we set \( \Sigma_1 = 0 \), and we introduce a multiplicative parameter \( \epsilon \) regulating the size of \( \Sigma_2 \), that is, \( \Sigma_2 = \epsilon \Sigma_2' \) with \( \Sigma_2' \) a finite noise covariance matrix, so that we can take a noise-free limit by taking the limit \( \epsilon \to 0 \).

As a matter of information theory, it is intuitively clear that redundant information affects predictions only up to noise and that in the noise-free limit the predictive distributions characterized by the covariances in Equations (B.6) and (B.7) should coincide. On the other hand, as an algebraic matter it is not at all clear that the covariance in Equation (B.6) is even well defined, since the matrix inverse on the right-hand side of Equation (B.6) certainly does not exist in the limit. This is troubling because we would like to be sure of the behavior of the TAD acquisition function, Equation (2.11), when “2” points approach “1” points. Numerically, we are likely to encounter instabilities when this occurs. It is helpful to at least know what one ought to expect in this case if one had infinite numerical precision at one’s disposal.

The following theorem is therefore helpful.

**Theorem B.1 (Noise-Free Limit).** The covariance \( Q^{(f(x)|1+2)} \) has a finite limit as \( \epsilon \to 0 \) and, in fact, \( \lim_{\epsilon \to 0} Q^{(f(x)|1+2)} = Q^{(f(x)|1+2')} \).

**Proof.** Consider from the update formula, Equation (2.15),

\[
(B.8) \quad Q^{(f(x)|1+2)} = Q^{(f(x)|1)} - T,
\]

where \( T \) is the correction term for the “2” information, given by

\[
(B.9) \quad T = [K_{x2} - K_{x1} K_{11}^{-1} K_{12}] \left[ Q^{(2|1)} \right]^{-1} [K_{2x} - K_{21} K_{11}^{-1} K_{1x}].
\]
and where $Q^{(2|1)}$ is given by Equation (2.10),

\[(B.10)\quad Q^{(2|1)} = K_{22} + \Sigma_2 - K_{21}K_{11}^{-1}K_{12}.\]

We will have a proof of the theorem if we can show that $\lim_{\epsilon \to 0} T' = T$, where $T'$ is the correction term for the nonredundant “2” information. $T'$ can be written down by adapting the expression for $T$ in Equation (B.9) in light of a simple comparison of Equations (B.1) and (B.4):

\[(B.11)\quad T' = [J_{22} - K_{21}K_{11}^{-1}L_{12}] \left( Q^{(2'|1)} \right)^{-1} \left[ J_{2x} - L_{21}K_{11}^{-1}K_{1x} \right],\]

where

\[(B.12)\quad Q^{(2'|1)} = J_{22} + \sigma_2 - L_{21}K_{11}^{-1}L_{12}.\]

The first task is to provide an asymptotic form for the term $(Q^{(2|1)})^{-1}$ in the limit $\epsilon \to 0$. The term in Equation (B.10) proportional to $\epsilon^0$ is $K_{22} - K_{21}K_{11}^{-1}K_{12}$. Note that according to Equations (B.2), the matrices $K_{11}$ and $K_{12}$ share their second block column. We may exploit this fact, together with the definition of the inverse matrix and the definitions in Equations (B.2), to evaluate $K_{21}K_{11}^{-1}K_{12}$ and thereby show that

\[(B.13)\quad Q^{(2|1)} = \begin{bmatrix} z & 0 \\ 0 & 0 \end{bmatrix} + \Sigma_2,\]

where

\[(B.14)\quad z \equiv J_{22} - L_{21}K_{11}^{-1}L_{12}.\]

We now simplify the notation, defining the $D_2 \times (D_2' + D_2)$-dimensional projection operator $P_{2'}$ from the redundant 2-space to the nonredundant 2'-space

\[(B.15)\quad P_{2'} \equiv \begin{bmatrix} I_{D_2'} & 0 \end{bmatrix}.\]

We may write

\[(B.16)\quad Q^{(2|1)} = \Sigma_2 + P_{2'}^TzP_{2'}.\]

Equation (B.16) is a low-rank update to the first term on its right-hand side, so we may use the Sherman–Morrison–Woodbury lemma (see §2.7 of [27]) to obtain an expression for the inverse of $Q^{(2|1)}$ that we require in Equation (B.9):

\[(Q^{(2|1)})^{-1} = \Sigma_2^{-1} - \Sigma_2^{-1}P_{2'}^T \left[ z^{-1} + P_{2'} \Sigma_2^{-1}P_{2'}^T \right]^{-1} P_{2'} \Sigma_2^{-1}\]
\[(B.17)\quad = \Sigma_2^{-1} - \Sigma_2^{-1}P_{2'}^T \left[ \left( P_{2'} \Sigma_2^{-1}P_{2'}^T \right)^{-1} - z^{-1} \left( P_{2'} \Sigma_2^{-1}P_{2'}^T \right)^{-1} + O(\epsilon^3) \right] P_{2'} \Sigma_2^{-1},\]

where the asymptotic notation $O[\epsilon^n]$ has the conventional meaning $x = z + O[\epsilon^n] \Rightarrow \lim_{\epsilon \to 0} (x - z)/\epsilon^n < \infty$ and is interpreted in matrix equations as applying to all the matrix elements in the equation.
We may also compute the term $K_{x2} - K_{x1}K_{11}^{-1}K_{12}$ in Equation (B.9), again appealing to the common block column structure of $K_{11}$ and $K_{12}$ to evaluate $K_{11}^{-1}K_{12}$:

\[
K_{x2} - K_{x1}K_{11}^{-1}K_{12} = \begin{bmatrix} J_{x2} & J_{xr} \end{bmatrix} - \begin{bmatrix} J_{x1} & J_{xr} \end{bmatrix} K_{11}^{-1}K_{12}
\]

\[
= \begin{bmatrix} q & 0 \end{bmatrix}
\]

\[
= qP_{z'},
\]

(B.18)

where we have defined

\[
q = J_{x2} - K_{x1}K_{11}^{-1}L_{12}.
\]

(B.19)

Inserting Equations (B.17) and (B.19) into Equation (B.9), we find

\[
T = q \left( P_{z'} \Sigma_{z}^{-1}P_{z'}^{T} \right) q^{T} - q \left( P_{2} \Sigma_{2}^{-1}P_{2}^{T} \right) \left( P_{2} \Sigma_{2}^{-1}P_{2}^{T} \right)^{-1} \left( P_{2} \Sigma_{2}^{-1}P_{2}^{T} \right) q^{T}
\]

\[
+ q \left( P_{2} \Sigma_{2}^{-1}P_{2}^{T} \right) \left( P_{2} \Sigma_{2}^{-1}P_{2}^{T} \right)^{-1} z^{-1} \left( P_{2} \Sigma_{2}^{-1}P_{2}^{T} \right)^{-1} \left( P_{2} \Sigma_{2}^{-1}P_{2}^{T} \right) q^{T}
\]

\[
+ O(\epsilon)
\]

\[
= qz^{-1}q^{T} + O(\epsilon)
\]

(B.20)

It follows that $\lim_{\epsilon \to 0} T = T'$, so the theorem is proven.

\[\square\]
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