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Abstract

We present updated results constraining multiplicity demographics for the stellar population of the Orion Nebula Cluster (ONC, a high-mass, high-density star-forming region), across primary masses 0.08–0.7 M\(_\odot\). Our study utilizes archival Hubble Space Telescope data obtained with the Advanced Camera for Surveys using multiple filters (GO-10246). Previous multiplicity surveys in low-mass, low-density associations like Taurus identify an excess of companions to low-mass stars roughly twice that of the Galactic field and find the mass ratio distribution consistent with the field. Previously, we found the companion frequency to low-mass stars in the ONC is consistent with the Galactic field over mass ratios = 0.6–1.0 and projected separations = 30–160 au, without placing constraints on the mass ratio distribution. In this study, we investigate the companion population of the ONC with a double point-spread function (PSF) fitting algorithm sensitive to separations larger than 10 au (0″025) using empirical PSF models. We identified 44 companions (14 new), and with a Bayesian analysis we estimate the companion frequency to low-mass stars in the ONC = 0.13\(\pm\)0.03 and the index of the power-law fit to the mass ratio distribution = 2.08\(\pm\)1.03 over all mass ratios and projected separations of 10–200 au. We find the companion frequency in the ONC is consistent with the Galactic field population, likely from states of high transient stellar density, and a probability of 0.002 that it is consistent with that of Taurus. We also find the ONC mass ratio distribution is consistent with the field and Taurus, potentially indicative of its primordial nature, a direct outcome of the star formation process.
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1. Introduction

Stellar multiple systems are a frequent outcome of star formation, and most stars form in clusters or associations with initial density much higher than that of the disk of the Milky Way. They are thought to be created through two dominant mechanisms, turbulent fragmentation (Goodwin et al. 2004; Offner et al. 2010) and disk fragmentation (Adams et al. 1989; Bonnell & Bate 1994; Kratter et al. 2008). Their properties (e.g., separation, mass ratio \(m_{\text{companion}}/m_{\text{primary}}\), and eccentricity) can be altered by various processes. The mass ratio can increase due to an inwardly migrating companion preferentially accreting material from the circumstellar disk (Mazeh et al. 1992; Kroupa 1995a; Bate & Bonnell 1997; Bate 2000). Wide companions can migrate to closer separations through interactions with infalling gas from the protostellar cloud or circumstellar disk (Bate et al. 2002, 2003; Offner et al. 2010; Bate 2012). Other processes, such as dynamical interactions between a multiple system and other cluster members, can even cause the complete dissolution of the multiple system (Kroupa et al. 2001).

Previous multiplicity surveys in the Galactic field have characterized the companion population as a function of primary mass (Duchéne & Kraus 2013; Offner et al. 2022). They find a separation distribution well-fitted with a log-normal where the mean separation appears to increase with primary mass: 6 au for very low-mass star and brown dwarf primaries (Reid et al. 2006), 20 au for stellar M-type primaries (Janson et al. 2012; Winters et al. 2019), and 50 au for solar-type primaries (Raghavan et al. 2010).

Multiplicity surveys in young, nearby associations find an excess of companions to low-mass primary stars relative to the Galactic field (Ghez et al. 1993, 1997; Leinert et al. 1993; Reipurth & Zinnecker 1993; Simon et al. 1995; Brandner et al. 1996). One such survey in the Taurus–Auriga dark cloud found a companion frequency of 0.79\(\pm\)0.12 over all mass ratios and for separations of 3–5000 au for stars with primary masses of 0.25–0.7 M\(_\odot\), roughly twice that of the Galactic field (Kraus et al. 2011). In our recent survey of the M-star multiple population in the Orion Nebula Cluster (ONC), we found a companion frequency of 0.08\(\pm\)0.02 over mass ratios of 0.6–1.0 and separations of 30–160 au, consistent with the low-mass Galactic field population over the same parameter space (De Furio et al. 2019), a result supported by StrapPELLi et al. (2020). Importantly, these star-forming regions have disparate present-day stellar number densities, 1–10 pc\(^{-3}\) in Taurus (Luhman et al. 2009) and 10\(^{3.5}\)–4.5 pc\(^{-3}\) in the ONC (Hil1enbrand & Hartmann 1998; Marks & Kroupa 2012), and are also thought to have experienced different densities throughout their lifetimes (Parker 2014).

In De Furio et al. (2019), we estimated the companion frequency in the ONC over specific mass ratios and separations
by identifying companions using a double point-spread function (PSF) fitting routine with empirical PSF models (Anderson & King 2006). However, we were unable to place constraints on the distributions of mass ratio and orbital separation due to the low number of detections. This was in part because we analyzed archival Hubble Space Telescope (HST) data from the Advanced Camera for Surveys (ACS) from the HST Treasury Program of the ONC (PID: 10246, Robberto et al. 2013) in only one filter (F555W). This limitation reduced the sample size of our survey due to severe saturation in long exposures. We updated our analysis routine to be sensitive to companions down to separations of 0.0525 (De Furio et al. 2022), a region of parameter space in the ONC only explored for a handful of low-mass stars by Duchêne et al. (2018). It is necessary to probe this parameter space given the distance to the ONC (400 pc, Großschedl et al. 2018) because companions to M-type primary stars are commonly found around separations of 20 au in the Galactic field.

An expanded multiplicity survey with all available HST/ACS data is necessary to increase the sample size of the survey, identify more multiple systems, and derive specific functional forms for the companion population in terms of mass ratio and separation. As low-mass M-type stars dominate the stellar population in terms of number and mass, placing constraints on its companion population in the ONC is crucial to understanding the dominant mechanisms of stellar multiple formation and identifying the impact of dynamics on multiple evolution.

In Section 2, we describe the data, the expanded ONC sample, and our method to detect companions. In Section 3, we present our companion detections and characterization of the companion population. In Section 4, we compare our results to those for the Galactic field and Taurus. In Section 5, we summarize our conclusions.

2. Methods

In order to identify companions to our sample of stars in the ONC, we first applied the double-PSF fitting technique described in De Furio et al. (2019, hereafter Paper I). Then, we implemented the updated analysis, as described in De Furio et al. (2022, hereafter Paper II), in order to identify fainter and/or closer companions. We used data from all five ACS filters used in the HST Treasury Program of the ONC (F435W, F555W, F658N, F775W, and F850LP) to identify companions to a target list described in Section 2.3. This, combined with a Bayesian analysis of our results (described in Section 4), increased the sample size by a factor of three compared to the single-filter, frequentist approach of Paper I.

2.1. The Data

We downloaded archival HST data taken with ACS on the Wide Field Camera (WFC) from GO program 10246 (PI: M. Robberto, Robberto et al. 2013). The data analyzed in this paper were obtained from the Mikulski Archive for Space Telescopes (MAST) at the Space Telescope Science Institute, and can be accessed via doi:10.17909/5w65-r60. This program captured a large mosaic of the ONC, covering 629′, with four broadband filters and one narrowband filter: F435W, F555W, F658N, F775W, and F850LP. Each of the 104 pointings had an integration time of 420 s, 385 s, 340 s, 385 s, or 385 s respectively and a field of view of 202″ × 200″, with no dithering or CR-SPLITting. The plate scale of ACS/WFC is 0.05 pixel−1, undersampled across the visible spectrum (e.g., λ/D = 0.037 for F435W). We used empirical PSFs to fit the data and accurately estimate the centroid of the primary PSF and any potential companion. We use the _flt data products from the HST pipeline, which have been bias-subtracted and flat-fielded. These are the images specified by Anderson & King (2006, hereafter AK06) for which the empirical PSFs apply. Within these long exposures, many images suffered from severe saturation, which prevented us from performing PSF fitting to many known members. In Paper II, we showed that a 0.2 M⊙ star is at the saturation limit in the F435W exposures (as is a ~0.55 M⊙ star with Aν = 2), and a 0.03 M⊙ object is at the saturation limit in the F850LP exposures (0.07 M⊙ with Aν = 3). A more thorough description of the data can be found in Robberto et al. (2013).

2.2. Double-PSF Fitting with Empirical PSFs

We have described the double-PSF fitting process and the PSF models in Paper I, but provide a summary below. The empirical PSFs were constructed by AK06 specifically for the ACS/WFC in multiple filters using real data across both detectors. For each filter, they created a library of 90 PSFs, spread across both chips of the ACS, 4× supersampled over a radius of 12.5 ACS/WFC pixels. All filters used had a specific PSF library, except for F555W, and instead we use the F606W PSF library, because the differences are negligible (J. Anderson, private communication). To construct a PSF at a given location on the detector, we identify the four nearest empirical PSFs. For each pixel within a 21 × 21 stamp centered on the target, we perform a bicubic interpolation of each of the four empirical PSFs based on the distance of that pixel from the center of the stamp and linearly interpolate those resulting four pixel values based on the proximity of each empirical PSF to the location of the target on the detector. This results in a detector-sampled PSF. AK06 also provide a function to perturb the PSF models based on the brightest PSFs within a given image to account for changes in focus and pointing instability. We applied the perturbation to the PSF library of each filter for each image, effectively generating slightly different PSFs for each observation.

In order to identify companions, we fit a double-PSF model (constructed from two detector-sampled PSFs) to a postage stamp of 21 × 21 pixels centered around a given target that has already had the mean background subtracted from an annulus with inner and outer radii of 10 and 15 pixels, respectively. Our model has six parameters: x and y for the center of the primary, combined magnitude of the system, separation between the centers of the primary and secondary, position angle corresponding to the center of the secondary, and the difference in magnitude (Δmag) between the primary and secondary.

We use the downhill simplex routine (AMOEBA) in IDL (Press et al. 2007) to sample the parameter space and identify the best-fit six-parameter model by minimizing the χ² test statistic. This process is repeated 200 times to adequately sample the parameter space and then derive errors for each variable. Although we are deriving the best-fit double-PSF model to each input postage stamp, this does not mean that each fit is identifying a companion. In Section 2.4, we summarize how we differentiate between a true detection of a companion and a false-positive fit.
Table 1

| 2MASS ID                  | S/N   |
|---------------------------|-------|
| J05341202-0524196         | 164   |
| J05342080-0523291         | 302   |
| J05342650-05232239        | 370   |
| J05342698-0518033         | 134   |
| J05342753-0528284         | 517   |
| J05342926-0523509         | 54    |
| J05342949-0513551         | 506   |

Note. Table 1 is published in its entirety in the machine-readable format. A portion is shown here for guidance regarding its form and content. (This table is available in its entirety in machine-readable form.)

2.3. The Sample

The target list was constructed from Rio et al. (2016). They used the Sloan 2.5 m telescope and the APOGEE spectrograph ($R \sim 22,500$) to obtain multiobject spectroscopy in the $H$ band of roughly 2700 sources in the ONC. With these data, they were able to estimate $T_{\text{eff}}$, $\log g$, $v \sin i$, and extinction.

We searched through each of the 104 images in the five filters and identified which of the members exist within the data. Then, we determined whether or not the central pixel value was above 55,000 counts, to exclude sources affected by saturation (AK06). Finally, we ran the double-PSF fitting algorithm on each target in each image in which it was detected. Following the prescription of Papers I and II, we set a chi-squared threshold to indicate a reasonable fit where the data are likely described by the six-parameter double-PSF model, here a $p$-value of 0.1, $\chi^2 = 1.774$. Nebulosity is the key factor for poor fits within these data because spatially variable extended emission is not factored into the model and results in high $\chi^2$ values. This process left us with 198 sources in F435W, 143 sources in F555W, 226 sources in F658N, 11 sources in F775W, and five sources in F850LP. Source counts are very low in F775W and F850LP due to saturation. In total, we have 276 unique sources throughout all filters, and 245 sources among the broadband filters with which we can estimate masses of the multiple systems. In Table 1, we list all sources within our sample and its highest corresponding signal-to-noise ratio (S/N) calculated for any filter in which it appears.

2.4. Companion Identification

In Paper II, we thoroughly described the process by which we determine whether any given double-PSF fit is truly detecting a companion or is a false-positive result. We summarize this process below.

We generated 1000 artificial single stars for each of the various S/N values (15–130) and within each filter using the empirical PSF model libraries of AK06 across the detector with added Poisson noise. Then, we ran the double-PSF fitting routine on each of these artificial single stars. For every individual single star, we take each iteration from the fitting process (a six-parameter binary model with a $\chi^2$ test statistic) and evaluate its chi-squared probability $P(\chi^2)$. We then defined a wide region of interest in the separation and $\Delta$mag parameter space where the code is likely to fit a binary model regardless of the true astrophysical scene. This extends from 0 to 10 pixels in separation and 0–10 mag in $\Delta$mag, which encompasses the entirety of our search radius and continues beyond the background noise level. This space was split into bins of 0.1 pixels and 0.1 mag, within which we select the best-fit, highest $P(\chi^2)$, model to each artificial single star. This process results in a probability distribution that describes the fit to each artificial single star. We repeat this process for all artificial singles, and the resulting distributions are added to give a total probability distribution of fits to artificial singles of a given S/N and filter.

These distributions represent the parameter space in which the code will converge around single stars, i.e., a false-positive fit. We sum the distribution vertically (in $\Delta$mag space) for each separation bin (0.1 pixels), which describes the $\Delta$mag below which a certain percentage of the known false-positive fits will lie. We can then take the normalized distribution of any binary fit to real data and multiply it by these false-positive maps, based on the filter and S/N of the source, and sum the resulting distribution to arrive at the probability that a given binary fit to data is a false positive. Based on our sample size, we define a false-positive probability <0.1% as indicative of a true binary detection, see Figure 1.

Our data set spans five filters within which specific sources can be imaged multiple times. Within one filter, we can combine the false-positive probability values derived for the multiple images of the same source if the distributions of fitted separation, $\Delta$mag, and position angle are all consistent, i.e., the code is fitting the same feature within all images. We evaluate this by calculating the Bhattacharyya coefficient (BC) between each pair of fits, which determines the similarity between two distributions. We classify distributions with BCs >0.1 as consistent and multiply the corresponding false-positive probabilities to arrive at a total false-positive probability within one filter. For BCs <0.1, we use the best fit among the images to calculate the false-positive probability of the fit to this source. For sources that appear in multiple filters, we calculate the BC of the distributions of separation and position angle only, because $\Delta$mag is not expected to be the same across filters. We then calculate a global false-positive probability by multiplying the individual probabilities of the separate filters. The resulting false-positive probability is then evaluated as to
whether it meets our criterion for a true binary detection (<0.1%).

In Paper II, we also show that the completeness of our search entirely overlaps the region with false-positive probability <0.1%, meaning that we expect to be able to recover all companions that meet our detection criteria. The completeness was determined by constructing artificial binaries in the same way as we constructed artificial singles and evaluating how well we can recover the known parameters of these binaries through the \( \chi^2 \) test statistic. We also compared the reliability of our false-positive analysis from artificial single stars to the same process using real single stars. We showed that the curve of 0.1% false-positive probability is nearly identical between real and artificial singles, highlighting the accuracy of the empirical PSFs as models of real data. Refer to Paper II for a more detailed description of this entire process with figures portraying these results.

3. Results

3.1. Detections

We made 76 detections of 44 unique companions across all filters from the sample of 276 cluster members. Twenty-one detections were made in the F435W filter, 24 in the F555W filter, 29 in the F658N filter, two in the F775W filter, and none in the F850LP filter. Three detections were made in only the F435W filter, five in only F555W, ten in only F658N, and two in only F775W. Thirteen detections were made in both the F435W and F555W filters, 13 in both the F435W and F658N filters, 14 in both the F555W and F658N filters, and eight in the F435W, F555W, and F658N filters. Thirty of the companions were previously detected (Köhler et al. 2006; Reipurth et al. 2007; Robberto et al. 2013; Duchêne et al. 2018; De Furio et al. 2019; Strampelli et al. 2020), five of which were only detected in our Paper I. The redder filters had fewer detections due to saturation effects. The F658N filter enabled the detection of the most companions because the narrow bandpass decreases the number of saturated sources. In Table 2, we present the photometry: the combined magnitude of the system and the difference in magnitude between the primary and companion. We constructed a color–magnitude diagram (Figure 2) for all of the sources in our sample that were observed in the F435W and F555W filters, where both components of binary detections are shown. In the Appendix, we show an image of each detection made in every filter in which it was found.

The estimated projected separations range from 14 to 196 au (0.034–0.949 or 0.68–9.8 ACS/WFC pixels) assuming a distance of 400 pc (Großschedl et al. 2018), and mass ratios range from 0.3 to 0.97. We estimate masses using the isochrones produced from the BT-Dusty evolutionary models (Chabrier et al. 2000; Allard et al. 2001, 2011, 2012) because they have updated opacities (Barber et al. 2006). We assume a cluster age of 2 Myr, the average age of the stellar population (Reggiani et al. 2011), and the extinction to each source as derived from Rio et al. (2016). They used their estimated effective temperature of each source to derive the intrinsic \( J – H \) color of the system and the observed \( J – H \) Two Micron All Sky Survey (2MASS) color to estimate the extinction, assuming a 2 Myr isochrone. With these extinction values and the 2 Myr BT-Dusty isochrone, we estimate masses for the primary and companion of each binary system from the color information of Table 2, assuming the same extinction to both components. In Table 3, we present the estimated physical parameters of each binary system along with essential values from the double-PSF fitting process.

We investigated whether excess disk emission could impact the derivation of extinction for our binary detections. We took the 2MASS JHK photometry and created a color–color plot comparing to the observed colors of known pre-main-sequence stars (Pecaut & Mamajek 2013). Significant disk emission would cause the observed near-infrared photometry to be in excess of that expected from the photosphere, where the reddest photometry has a larger difference, causing motion toward the right in Figure 3. With the inclusion of the reddening vector (Cardelli et al. 1989) and the classical T-Tauri locus (Meyer et al. 1997), we show that there is no large near-infrared excess observed.

Because sources were found in multiple filters, we used the data from the reddest filter in which they were found to estimate masses because excess emission from accretion shocks may impact blue/UV photometry (Azevedo et al. 2006). We do not use data from the F658N (Hα) filter to calculate masses because it will not be representative of the flux from the photosphere.

3.2. Chance Alignments

In order to perform a statistical analysis of our results, we must determine the probability that our candidates are not physically associated with their primaries, i.e., chance alignments. This can occur from foreground stars, background stars, and other cluster members along the line of sight. In Paper II, we used the photometric list of Robberto et al. (2013) to derive the stellar surface density as a function of radius from the cluster core that takes into account any object within the region regardless of its membership. At a distance of 115″ from the cluster core (as defined by distance from Theta 1 Ori C), the stellar surface density is 0.0034 stars arcsec\(^{-2}\) for the F435W filter.
Table 2

| Source # | Total Mag. (F435W) | Δmag (F435W) | Total Mag. (F555W) | Δmag (F555W) | Total Mag. (F658N) | Δmag (F658N) | Total Mag. (F775W) | Δmag (F775W) |
|----------|-------------------|--------------|-------------------|--------------|-------------------|--------------|-------------------|--------------|
| 1        | ...               | ...          | ...               | ...          | ...               | ...          | ...               | ...          |
| 2        | 19.49 ± 0.01      | 0.57 ± 0.15  | ...               | ...          | ...               | ...          | ...               | ...          |
| 3        | ...               | ...          | ...               | ...          | ...               | ...          | ...               | ...          |
| 4        | ...               | ...          | ...               | ...          | ...               | ...          | ...               | ...          |
| 5        | 21.32 ± 0.02      | 0.38 ± 0.15  | ...               | ...          | ...               | ...          | ...               | ...          |
| 6        | ...               | ...          | ...               | ...          | ...               | ...          | ...               | ...          |
| 7        | ...               | ...          | ...               | ...          | ...               | ...          | ...               | ...          |
| 8        | 20.51 ± 0.02      | 2.88 ± 0.04  | ...               | ...          | ...               | ...          | ...               | ...          |
| 9        | ...               | ...          | ...               | ...          | ...               | ...          | ...               | ...          |
| 10       | 20.60 ± 0.01      | 1.22 ± 0.03  | ...               | ...          | ...               | ...          | ...               | ...          |
| 11       | ...               | ...          | ...               | ...          | ...               | ...          | ...               | ...          |
| 12       | ...               | ...          | ...               | ...          | ...               | ...          | ...               | ...          |
| 13       | 20.56 ± 0.01      | 0.9 ± 0.3    | ...               | ...          | ...               | ...          | ...               | ...          |
| 14       | ...               | ...          | ...               | ...          | ...               | ...          | ...               | ...          |
| 15       | 22.00 ± 0.02      | 0.54 ± 0.06  | ...               | ...          | ...               | ...          | ...               | ...          |
| 16       | ...               | ...          | ...               | ...          | ...               | ...          | ...               | ...          |
| 17       | ...               | ...          | ...               | ...          | ...               | ...          | ...               | ...          |
| 18       | 21.06 ± 0.01      | 0.30 ± 0.14  | ...               | ...          | ...               | ...          | ...               | ...          |
| 19       | 19.15 ± 0.01      | 0.01 ± 0.01  | ...               | ...          | ...               | ...          | ...               | ...          |
| 20       | ...               | ...          | ...               | ...          | ...               | ...          | ...               | ...          |
| 21       | ...               | ...          | ...               | ...          | ...               | ...          | ...               | ...          |
| 22       | 19.92 ± 0.01      | 0.99 ± 0.09  | 18.76 ± 0.01      | 0.41 ± 0.03  | ...               | ...          | ...               | ...          |
| 23       | 19.81 ± 0.01      | 0.43 ± 0.04  | ...               | ...          | ...               | ...          | ...               | ...          |
| 24       | ...               | ...          | ...               | ...          | 19.48 ± 0.02      | 1.54 ± 0.15  | 16.53 ± 0.02     | 1.7 ± 0.3    |
| 25       | ...               | ...          | ...               | ...          | 20.36 ± 0.01      | 0.87 ± 0.03  | 17.91 ± 0.04     | 0.8 ± 0.15   |
| 26       | 20.98 ± 0.01      | 1.46 ± 0.11  | 19.20 ± 0.01      | 1.66 ± 0.05  | 16.71 ± 0.02      | 1.27 ± 0.07  | ...               | ...          |
| 27       | 20.89 ± 0.01      | 0.34 ± 0.02  | 19.22 ± 0.01      | 0.12 ± 0.02  | 16.83 ± 0.02      | 0.42 ± 0.02  | ...               | ...          |
| 28       | 19.63 ± 0.02      | 0.23 ± 0.02  | ...               | ...          | ...               | ...          | ...               | ...          |
| 29       | 20.79 ± 0.01      | 0.33 ± 0.03  | 18.43 ± 0.01      | 0.10 ± 0.01  | 16.40 ± 0.01      | 0.28 ± 0.02  | ...               | ...          |
| 30       | ...               | ...          | ...               | ...          | 20.45 ± 0.01      | 2.2 ± 0.1    | ...               | ...          |
| 31       | 18.64 ± 0.01      | 1.43 ± 0.01  | ...               | ...          | ...               | ...          | ...               | ...          |
| 32       | 18.87 ± 0.01      | 2.23 ± 0.02  | ...               | ...          | ...               | ...          | ...               | ...          |
| 33       | 19.17 ± 0.01      | 0.19 ± 0.02  | ...               | ...          | ...               | ...          | ...               | ...          |
| 34       | ...               | ...          | 22.12 ± 0.03      | 0.62 ± 0.06  | ...               | ...          | ...               | ...          |
| 35       | ...               | ...          | 21.36 ± 0.03      | 1.33 ± 0.03  | 18.41 ± 0.03      | 0.27 ± 0.04  | ...               | ...          |
| 36       | ...               | ...          | ...               | ...          | ...               | ...          | ...               | ...          |
| 37       | 19.22 ± 0.01      | 0.86 ± 0.02  | ...               | ...          | 15.34 ± 0.02      | 0.94 ± 0.03  | ...               | ...          |
| 38       | ...               | ...          | ...               | ...          | ...               | ...          | ...               | ...          |
| 39       | 22.53 ± 0.02      | 0.09 ± 0.07  | 20.76 ± 0.01      | 0.8 ± 0.2    | 18.11 ± 0.02      | 0.20 ± 0.08  | ...               | ...          |
| 40       | 21.24 ± 0.04      | 0.7 ± 0.2    | 19.19 ± 0.02      | 0.71 ± 0.03  | 16.92 ± 0.05      | 0.62 ± 0.08  | ...               | ...          |
| 41       | ...               | ...          | ...               | ...          | 17.08 ± 0.02      | 0.08 ± 0.03  | ...               | ...          |
| 42       | ...               | ...          | 20.51 ± 0.02      | 1.12 ± 0.03  | 17.83 ± 0.01      | 0.88 ± 0.04  | ...               | ...          |
| 43       | 20.51 ± 0.02      | 0.6 ± 0.2    | 19.06 ± 0.01      | 0.5 ± 0.3    | ...               | ...          | ...               | ...          |
| 44       | ...               | ...          | ...               | ...          | 15.45 ± 0.01      | 1.96 ± 0.02  | ...               | ...          |

Note. In each set of two columns, we present the total magnitude of each system and the difference in magnitude between the primary and companion. These values are the weighted mean calculated from all exposures of the target where the error is the 68% confidence interval. We use these values to estimate masses in Table 3. Typically, values are not listed due to saturation or low S/N in the particular filter, see Section 2.3. For example, sources unsaturated in the long exposures of F435W or F555W are typically saturated in those of F775W because the peak of their flux occurs at bluer wavelengths.

(This table is available in machine-readable form.)

and F555W filters; beyond this a vast majority of our sources for which we can estimate masses appear. We expect to have 0.74 chance alignments give this stellar surface density, a search radius of 0.5, and 276 sources in total.

3.3. Analysis of the Companion Population

In Papers I and II, we estimated the companion frequency of low-mass stars in the ONC by defining the region of mass ratio and projected orbital separation space over which we were complete for companions for most of our sample ($a = 30–160$ au and $q = 0.6–1.0$, and $a = 20–200$ au and $q = 0.5–1.0$, respectively, see Figure 4).

To construct this subsample, we defined the detection limit for each source given the curves of 0.1% false-positive probability associated with their S/N, e.g., Figure 1. At each separation, there is an associated achievable contrast. This contrast value is converted into a companion mass using the 2 Myr BT-Dusty isochrones, as described in Section 3.1, and the minimum mass ratio that can be detected at each separation. For sources that appear in multiple filters, we assign the mass ratio limit based on the lowest achievable mass ratio between...
filters. We then sum over mass ratios and orbital separations to construct a combined detection probability of the entire sample, see Figure 4, where each value of mass ratio and orbital separation has a corresponding fraction of the sample over which we are complete to companions. In our frequentist approach of Papers I and II, we took this map and determined the range of mass ratio and separation where we could detect companions to a vast majority of our sample in order to perform our statistical analyses. In this paper, we use a Bayesian approach in order to preserve all information of the survey, and do not lose information in terms of sensitivity or true detections at close separations or low mass ratio.

We carry out a Bayesian analysis similar to the approach of Fontanive et al. (2018, 2019) to fit models of the companion population to our data without the known biases of fitting binned histogram data (e.g., Allen 2007; Kraus et al. 2011; Kraus & Hillenbrand 2012). Bayes’ theorem

$$P(\theta | D) \propto P(D | \theta) P(\theta)$$

(1)
is based on the concept that we can evaluate the likelihood function, \( P(D|\theta) \), given the observed data \( D \) and some initial model distribution or prior, \( P(\theta) \), which then informs the model \( (\theta) \) and produces a posterior distribution \( P(\theta|D) \) giving the probability that the model reproduces the data. From the posterior distribution, we can then derive the values of the model parameters that best fit the data with their associated errors as this gives a probability density function (PDF) for each variable of the model.

We assume simple functional forms for the distributions of mass ratio and projected orbital separations guided by previous work. We define the mass ratio distribution as a power law:

\[
\frac{dN_1}{dq} \propto \begin{cases} 
 q^\beta & \text{if } \beta \geq 0 \\
 (1 - q)^{-\beta} & \text{if } \beta < 0,
\end{cases}
\]

where \( \beta \) is the power-law index, and the piecewise function ensures symmetry about \( q = 0.5 \) as defined in Fontanive et al. (2019). We define the distribution of projected orbital separation as a log-normal:

\[
\frac{dN_2}{da} = \frac{1}{(2\pi \sigma_\log a)^{1/2}} \exp \left( -\frac{(\log(a) - \log(a_o))^2}{2\sigma_\log a^2} \right),
\]

where \( \log(a_o) \) is the mean and \( \sigma_\log a \) is the standard deviation of the distribution.

We use the Python module PyMultiNest (Buchner et al. 2014), which performs the nested sampling Monte Carlo analysis using MultiNest (Feroz et al. 2009) to adequately sample our parameter space and estimate the best-fitting model to our observations. Importantly, PyMultiNest also calculates the evidence of the model tested by integrating Equation (1) over all parameters, which can then be used to compare different models. Nested sampling is based on generating a user-defined large number of live points that are sampled directly from the prior distribution with their likelihoods evaluated and sorted. Then, points are sampled again from the priors until a point reaches a likelihood greater than the lowest likelihood of the original set of live points. This process continues to maximize the likelihood until the effect of sampling becomes negligible. Buchner et al. (2014) describe this as a “scan vertically from the least probable zones to the most probable.”

We define our likelihood function used in the sampling routine based on Poisson statistics and the physical parameters of our detected companions (Fontanive et al. 2018). First, the Poisson likelihood is calculated with

\[
\mathcal{L}_p = \frac{k^d e^{-k}}{d!},
\]

where \( k \) (mean of the Poisson distribution) is the expected number of companion detections given the model and \( d \) is the number of detections observed in the data. We evaluate the expected number of detections with

\[
k = \sum_{i=1}^{n} p_i \times \text{CF} \times \frac{N}{n},
\]

where \( \text{CF} \) is the companion frequency of the sample (mean number of companions per primary star) over all mass ratios and 10–200 au (our survey sensitivity in projected separation), \( N \) is the total number of sources in our sample (here, 245), \( n \) is the number of generated companions in the sampling process, and \( p_i \) is the probability that the \( i \)th generated companion will be detected given our survey sensitivity. We assign \( p_i \) based on the physical parameters of the generated companions and the probability that they would be detected in our survey, see Figure 4. A companion generated with \( q = 0.01 \) and log \( (a) = 1.0 \) would result in \( p_i = 0.0 \), but a companion with \( q = 1.0 \) and log \( (a) = 1.8 \) would result in \( p_i = 1.0 \).
Each time we evaluate the likelihood of a model, we sample the prior distribution for \( \beta, \log(a_s), \sigma_{\log a}, \) and CF. For our case, we do not have informed priors on the free parameters, so we generate flat distributions with \(-5.0 < \beta < 5.0, 0.0 < \log(a_s) < 4.0, 0.1 < \sigma_{\log a} < 5.0, \) and \(0.0 < CF < 1.0\). Priors for \( \log(a_s) \) and \( \sigma_{\log a} \) are log-flat, so that each au is equally weighted. Then, we generate the distributions of mass ratio and projected orbital separation of Equations (2) and (3) based on those sampled values. From each model, we generate \( n = 10^4 \) companions, with mass ratios \( 0–1 \) and projected orbital separations \( 10–200 \) au, and determine the detection probability \( p_j \) for each based on Figure 4. We sum over all \( n \) generated companions to derive the expected number of detections \( k \) and then compute the Poisson likelihood where CF is a free parameter.

We then calculate the total likelihood given the information from the model and our real detections. As done in Fontaine et al. (2018), we use the sampled parameters to generate the model. We then multiply the model by the combined survey detection probability in mass ratio and projected orbital separation space. This produces a joint distribution that gives the expected companion distribution based on the sensitivity of the survey. Then, we calculate the joint probability of each true detection from our survey given that sampled model distribution and our detection limits, \( p_j \). The total likelihood is then calculated as

\[
L = L_p \times \prod_{j=1}^{d} p_j.
\]

We use our list of detected multiple systems with estimated primary masses of 0.08–0.7 \( M_\odot \) (24 in total) to represent the low-mass stellar population because the companion properties can depend on primary mass. Stars with masses 0.7 \( M_\odot \) were only observable in F435W or F555W due to their high extinctions, typically \( A_v > 5 \) mag.

From our sample of 24 low-mass binaries in the ONC, we estimated the following four parameters over all mass ratios and projected orbital separation 10–200 au with 1σ errors (68% confidence interval): \( \beta = 2.01^{+0.09}_{-0.08}, \) CF = \( 0.13^{+0.04}_{-0.03}, \) \( \log(a_s) = 1.71^{+0.47}_{-0.32}, \) and \( \sigma_{\log a} = 3.03^{+1.22}_{-1.42}. \) As shown in Figure 5, the parameters of the distribution of projected orbital separation are unconstrained, likely due to our sensitivity between 10 and 200 au (only 1.3 orders of magnitude). Unless the distribution was very narrow, this search radius limited our ability to fit a log-normal distribution to the detected companions.

We then reran our fitting code to model the separation distribution as a power law with index \( \beta_o, \) following Equation (2). We estimated the following three parameters with 1σ errors: \( \beta = 2.08^{+1.03}_{-0.85}, \) CF = \( 0.13^{+0.05}_{-0.03}, \) and \( \beta_o = 0.19^{+0.31}_{-0.31}, \) see Figure 5. The estimated power law-index of the fit to the mass ratio distribution and the companion frequency were consistent between the two models.

One of the useful features of nested sampling is calculating the Bayesian evidence of a particular model to which other models can be compared. The log-evidence of the four-parameter model is \(-177.1\) while that of the three-parameter model is \(-177.8\). Trotta (2008) showed that when comparing two models a difference in the log-Bayesian evidence <1 is inconclusive and therefore no distinction can be drawn between the two models.

4. Discussion

Many studies in the Galactic field and in star-forming regions have characterized their companion population and
estimated the companion frequency as a function of primary mass. We can compare our results to other surveys in order to search for differences as a function of primary mass and star-forming environment that could inform our understanding of multiple formation and evolution.

4.1. Comparison to the Galactic Field

4.1.1. Mass Ratio Distribution

Reggiani & Meyer (2013) analyzed two Galactic field multiplicity surveys to characterize the mass ratio distributions of solar-type (Raghavan et al. 2010) and M-type (Janson et al. 2012) stars. They found the distributions of mass ratios between the two surveys consistent, and therefore combined the data and fit a power law using the maximum-likelihood estimation of Feigelson & Babu (2012), resulting in $\beta = 0.25 \pm 0.29$. Using the results of our three-parameter model, we see a $2.0\sigma$ difference between our fitted power-law exponent and that of Reggiani & Meyer (2013).

The sample of primary stars in the Janson et al. (2012) survey to which they detected companions had a significant portion of masses $> 0.3 M_\odot$. A significant portion of the sources in our sample, however, have a mass $< 0.3 M_\odot$, see Figure 2, potentially indicative of a difference in the mass ratio distribution of mid–late M-stars and early M-stars. Offner et al. (2022) performed a similar analysis to Reggiani & Meyer (2013), where they fit a power law to the mass ratio distribution of the results from the Winters et al. (2019) survey of field M-stars. For primary masses 0.3–0.6 $M_\odot$, they find a power-law index of 0.1 ± 0.4, also a 2.1σ difference compared to our model. However, they also found a power-law index of 0.7 ± 0.5 for primary masses of 0.15–0.3 $M_\odot$ (more similar to our sample, a difference of 1.4σ).

We can also compare our results to the brown dwarf multiplicity study of Fontanive et al. (2018), who found a power-law index of $6.1^{+1.0}_{-1.7}$ to their companion population. This results in a 1.7σ difference compared to our survey.

4.1.2. Companion Frequency

In our survey, we were also able to constrain the companion frequency of our sample over mass ratios $= 0$–1 and projected separations 10–200 au. We can compare these results to those of Susenjeil & Meyer (2022), who constrain the distribution of orbital separation and companion frequency of M-stars in the Galactic field using a combination of multiple surveys that extend to primary masses of 0.13 $M_\odot$, more similar to our sample, see Figure 2. We take Equations (2) and (3) to define a new equation to characterize the companion frequency of a survey given the detection limits:

$$CF = \frac{C_n}{\alpha_i} \int_{q_1}^{q_2} dN_1 dq \int_{a_1}^{a_2} dN_2 da,$$

where $C_n$ is an integration coefficient and CF is the companion frequency.

Susenjeil & Meyer (2022) model the distribution of semimajor axis as a log-normal, resulting in a peak $\log(a) = 1.68^{+0.14}_{-0.16}$ and $\sigma_{\log a} = 0.97 \pm 0.19$, having corrected projected separations to physical separations using a multiplicative factor of 1.26 (Fischer & Marcy 1992). They estimate the companion frequency over $0.6 \leq q \leq 1.0$ and $0 \leq a \leq 10,000$ au assuming the mass ratio distribution from Reggiani & Meyer (2013), resulting in $CF = 0.229 \pm 0.028$. Taking those bounds as the bounds of the integrals in Equation (7), we can solve for the constant $C_n$. We then integrate over the bounds of our own results ($0.0 \leq q \leq 1.0$ and $12.6 \leq a \leq 252$ au) after converting to physical separations with their same multiplicative factor and arrive at an expected companion frequency of the Galactic field over the sensitivity of our survey. We repeated this process 10$^4$ times, sampling the companion parameters given their errors from Reggiani & Meyer (2013) and Susenjeil & Meyer (2022), evaluating the expected companion frequency each time. We estimate a companion frequency of $0.244^{+0.076}_{-0.053}$ over mass ratios 0–1.0 and semimajor axes 12.6–252 au, a 1.5σ difference compared to our estimate in the ONC.

4.2. Comparison to Taurus

Kraus et al. (2011) performed a multiplicity survey in Taurus, sensitive to companions between 3 and 5000 au. In order to directly compare our results to their companion population, we must restrict their sample of primary stars over a similar mass range and restrict the companion detections over a common separation and mass ratio to which our survey and theirs are sensitive. Therefore, we restricted their sample to sources with primary masses $< 0.45 M_\odot$, where the mean primary mass of the sample is 0.31 $M_\odot$, compared to 0.29 $M_\odot$ in our ONC sample. Our Bayesian analysis evaluates the companion frequency over all mass ratios and projected separations = 10–200 au. Of the 34 stars in their sample with masses $< 0.45 M_\odot$, 12 had companions with projected separations of 10–200 au. To determine how this compares to our survey, we converted these results to a binomial distribution following the formalism of Burgasser et al. (2003). Then, we sampled the results of our distribution of companion frequency and integrated the binomial distribution of the results of Kraus et al. (2011) from 0 to the sampled ONC companion frequency to determine the posterior probability that our ONC results resemble the observed Taurus results. Taking the mean of all the samples, we arrive at a probability of 0.002 that our ONC model can describe the Taurus observations.

4.3. Implications

Our analysis of the companion population of low-mass M-stars in the ONC identified 44 companions and constrained the mass ratio distribution with a power-law fit with exponent $\beta = 2.08^{+1.03}_{-0.85}$ and a companion frequency $= 0.13^{+0.05}_{-0.03}$ over 10–200 au and $q = 0$–1. Due to our limited sensitivity in separation, we could not place meaningful constraints on the separation distribution.

We identified a 2σ difference between the power-law exponent of the mass ratio distribution for stars with masses $\geq 0.3 M_\odot$ in the Galactic field from the studies of Reggiani & Meyer (2013) and Offner et al. (2022) and the results of our Bayesian analysis in the ONC for primary stars down to the hydrogen-burning limit. Importantly, we find a 1.4σ difference between the mass ratio distribution of our results and that of Offner et al. (2022) for primary mass $0.15–0.3 M_\odot$ and a 1.7σ difference compared to the results of Fontanive et al. (2018) for brown dwarf primaries (likely due to their large errors).

Kraus & Hillenbrand (2012) searched for companions at separations = 7–5000 au to stars with masses 0.07–0.5 $M_\odot$ in
Taurus and Upper Sco, and found a trend in the mass ratio distribution similar to the field where $\beta = 0.18^{+0.33}_{-0.33}$ for 0.3–0.5 $M_\odot$ primaries and $\beta = 1.02^{+0.59}_{-0.52}$ for 0.15–0.3 $M_\odot$ primaries. Although these results are over a wider range of separations, the mass ratio distribution appears consistent with the Galactic field population for the same primary masses and also consistent with our results in the ONC for lower-mass primaries (1$\sigma$ difference). These results are potentially indicative of a primordial mass ratio distribution that is an outcome of the star formation process and mostly unaffected by dynamical interactions (Parker & Reggiani 2013), over the separations sampled.

Previous studies have identified preferential circumbinary disk accretion onto the companion as a mechanism to drive mass ratios toward unity (Young & Clarke 2015; Satsuka et al. 2017). These companions can be produced through turbulent fragmentation or disk fragmentation, and can migrate inward through interactions with the circumstellar disk or gas from the natal cloud, producing separations like those seen in our survey (Bate et al. 2002, 2003; Offner et al. 2010). Bate (2012) simulated a turbulent molecular cloud using a radiation hydrodynamical simulation, and found the distribution of mass ratios for stars with masses 0.1–0.5 $M_\odot$ weighted toward equal masses, with 63% of these multiple systems with $q > 0.6$, and only 50% for stars >0.5 $M_\odot$. These processes may be applicable to our observations within the ONC because we see a mass ratio distribution weighted toward equal masses for low-mass primaries.

In addition, we do not find a difference between the companion frequency of the ONC and that of the Galactic field (Susemiehl & Meyer 2022) for low-mass stars over $q = 0$–1.0 and semimajor axes $= 12.6–252$ au. However, we find a probability of 0.002 that the companion frequency of the ONC can describe the observations of the low-mass T-association Taurus–Auriga.

High stellar density has been linked to lower companion frequency due to increased dynamical interactions that can disrupt a multiple system (Kroupa 1995b; Kroupa et al. 2001). The ONC is a high-density star-forming region, $n \sim 10^{3.5–4.5}$ stars pc$^{-3}$ (Hillenbrand & Hartmann 1998; Marks & Kroupa 2012), that is thought to have experienced a cool-collapse phase, which temporarily increases the density by roughly a factor of 10 and is followed by relaxation and expansion (Allison et al. 2009, 2010; Parker et al. 2011).

Within temporary states of higher density, dynamical interactions become significant over 10–200 au and could have disrupted many stellar multiple systems, resulting in the present-day configuration of the companion population differing from the initial state. Based on the present-day density of the ONC, most stellar multiple systems with separations of 10–200 au are not expected to be disrupted in many tens of millions of years (Weinberg et al. 1987; De Furio et al. 2022).

Taurus–Auriga, is a low-mass, T-association that has a low stellar density of 1–10 stars pc$^{-3}$ (King et al. 2012; Marks & Kroupa 2012; Parker 2014). This region is not expected to have had a period of intense dynamical interactions, leaving the present-day companion population likely very similar to the initial population. Additionally, the current state of the low-mass star companion population with separations $\lesssim 200$ au will remain unchanged in the future, in excess of the Galactic field population.

Higher-density regions like Westerlund 1 ($10^5 M_\odot$ pc$^{-3}$) and Arches ($10^{5.5} M_\odot$ pc$^{-3}$, Clark et al. 2005) would experience an even higher level of dynamical processing, likely destroying many multiple systems with separations between 10 and 200 au. All types of star-forming regions will contribute to the Galactic field population, potentially with an equal number of stars over order-of-magnitude bins in total cluster stellar mass (Gieles 2009). If the star-forming regions within the same stellar mass bin experienced states of roughly equal density, it is possible that regions that do not experience states of very high density (like Taurus) will contribute an excess of companions, ONC-like clusters will contribute a comparable number of companions, and regions of even higher density like Arches will contribute a paucity of companions relative to the Galactic field population over these orbital separations. In this case, the ONC would be representative of a companion population averaged over all star-forming regions commensurate with the Galactic field population.

For a more thorough analysis of the role of environment and primary mass in the formation and evolution of companion populations, we require wide-field imaging programs in diverse star-forming environments that are sensitive to members across a wide range of primary masses. The James Webb Space Telescope (JWST) is capable of wide-field, diffraction-limited imaging comparable to HST in the near and thermal infrared. Guaranteed Time Observations programs 1190, 1202, 1229, and 1256 will all have NIRCam or NIRRIS imaging data in star-forming regions of various environments, NGC 2024, NGC 1333, IC 348, and the ONC respectively. Our HST Cycle 30 program (GO-17141) is designed to perform a similar analysis to this paper (for primary masses 0.01–1.0 $M_\odot$) in NGC 1333, a star-forming region of moderate density, and is well complemented by the overlapping JWST NIRRIS program 1202. The data from these programs will allow us to probe similar separations to this paper, and directly compare the demographics of the companion populations within regions of different densities and evolutionary states. The up-the-ramp readout of infrared detectors on JWST will also drastically reduce saturation effects like those seen on ACS/WFC. These programs will also provide broad wavelength coverage in multiple filters, where the sensitivity in the infrared is also conducive to detecting members at the low-mass end of the initial mass function as well as very low mass ratios.

5. Conclusion

We performed a multiplicity survey of low-mass stars in the ONC using a double-PSF fitting routine with empirical PSFs with archival HST/ACS data. This work expanded on our previous study by using all data available in five ACS filters, updating the analysis routine to be sensitive to fainter/closer companions, and applying a Bayesian analysis to our observations to characterize the companion population. To summarize the results of our survey:

(1) We detected 44 companions down to separations of 0.0034 out of the 276 members in our sample, many of which were found in multiple filters. Thirty of the 44 were previously
detected in other multiplicity surveys, five of which came exclusively from De Furio et al. (2019).

2) Using a Bayesian approach, we estimate the companion frequency as $0.13^{+0.08}_{-0.03}$ for low-mass stars in the ONC and the exponent of the power law to the mass ratio distribution as $2.08^{+1.03}_{-0.83}$ over projected separations of 10–200 au and all mass ratios.

3) We find a 1.4σ difference in the power-law exponent of the mass ratio distribution derived for low-mass stars in the ONC ($2.08^{+1.03}_{-0.83}$) compared to low-mass primaries ($0.15–0.3 \, M_\odot$) in the field ($0.7 \pm 0.5$), a result consistent with that identified for low-mass primaries in Taurus and Upper Sco ($1.02^{+0.59}_{-0.52}$, Kraus & Hillenbrand 2012). These results are supportive of the hypothesis that the mass ratio distribution is mostly unaffected by dynamical processes and is the result of the star formation process itself (Parker & Reggiani 2013), cf. companion frequency.

4) We find that the companion frequency of low-mass stars in the Galactic field is consistent with that of the ONC. However, we find a significant excess in Taurus relative to the ONC, with a probability of 0.002 that the companion frequency of the ONC can describe the observations in Taurus.

5) Our findings suggest that early dynamical processing of multiple systems in high-density star-forming regions is important in determining the companion frequency, and that the ONC may be a more representative star-forming region that will contribute to the Galactic field.

We would like to thank Jay Anderson for many productive discussions on PSF modeling and the implementation of his PSF code, as well as Megan Kiminki for contributions to the construction of our code. This work is based on observations made with the NASA/ESA Hubble Space Telescope, obtained from the data archive at the Space Telescope Science Institute. STScI is operated by the Association of Universities for Research in Astronomy, Inc. under NASA contract NAS 5-26555. Support for this work was provided by NASA through grant number HST-AR-15047.001-A from the Space Telescope Science Institute, which is operated by AURA, Inc., under NASA contract NAS 5-26555.
Appendix

In Figures 6–11 in the Appendix, we show an image of each detection made in every filter in which it was found.

**Figure 6.** We display all the binary detections made in the F435W filter, showing one image per detection. The top panel shows the $21 \times 21$ postage stamp cutout of the HST/ACS data, the middle panel shows our double-PSF model, and the bottom panel shows the residuals. Each binary is labeled with its Source # that corresponds to a 2MASS ID listed in Table 3 and the estimated separation is given at the bottom of each image. Sources are listed left to right and top to bottom in order of increasing orbital separation. The color bar shows the dynamic range of all the images in units of detector counts.
Figure 7. Same as Figure 6 but for the F555W filter.
Figure 8. Continuation of Figure 7.
Figure 9. Same as Figure 6 but for the F658N filter.
Figure 10. Continuation of Figure 9.
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Figure 11. Same as Figure 6 but for the F775W filter.
