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Abstract

Fuzzy variable weights comprehensive evaluation is investigated in the paper. Its necessity and principle are discussed. The complexity and weak effect of direct variable weights methods, which are the traditional ways, are illustrated. So the necessity of indirect variable weights methods is shown, which only need to determine a parameter $p$. To determine it, variable weights degrees are divided into ten grades based on the change quantity of evaluation value. Besides, factors affecting $p$ are investigated. Through data analyses and computer simulations, some reference values of $p$ for different variable weights degrees are given. Moreover, two fitting functions for $p$ are also given. These studies derive a simple method to get a satisfactory variable weights evaluation value. Three examples are given to demonstrate indirect variable weights methods. Lastly, some relevant discussions are given.
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1 Introduction

In the reality, we often need evaluate some things for decision makings. When the object is complicated, we often evaluate its some related and important factors or aspects firstly, called single-factor evaluation, and then synthesize the obtained values to get a total evaluation of the thing. This is comprehensive evaluation. When the evaluation has fuzzy characteristic, fuzzy comprehensive evaluation becomes a suitable evaluation method (Peng and Sun 2007; Hu 2014). Fuzzy comprehensive evaluation has been used in engineering and techniques extensively (Engin et al. 2004; Khan and Sadiq 2005; Jia et al. 2011; Li et al. 2015).

As the existence of difference of importance among these factors, the weight indicating the importance of a factor is involved. However, in many real problems, those weak items (factors whose single-factor evaluation values are smaller, and strong items indicate factors whose values are greater) often play an important role in evaluations. So, we need emphasize them, i.e., give them great weights. But before evaluations, which factors are weaker is unknown, and different objects have different weak items. Thus, taking the way that each factor is given a fixed weight often leads to a poor total evaluation, even if each single-factor evaluation is reasonable. As there really are differences in importance among these factors generally, a practical method is giving the weight of each factor in general conditions or in the condition that all evaluation values are the same (assume that the weight is constant as long as all values are equal) firstly. Such a weight is called basic weight or constant weight (Li et al. 2004; Huang et al. 2005; Peng and Sun 2007; Hu 2014). Basic weight has a general meaning for a class of objects. It can be obtained by methods of AHP (Haq and Kannan 2006; Wang et al. 2012), etc. Although basic weight has a general meaning, poor total evaluations are still obtained by the above reasons. Thus, when to evaluate an object, we should adjust the weight properly or reasonably by all evaluation values, which is called variable weight, then use the changed weights and chosen evaluation function to get a better evaluation value of the thing. This is fuzzy variable weights comprehensive evaluation.

The concept of variable weights was presented by Wang (1985) in the 1980s. Yao and Li (2000), Li et al. (2004), Li
and Li (2012), and some other scholars further studied it. Now it has been used in many areas (Huang et al. 2005; Wu et al. 2016, 2017). In fact, variable weights have been noticed by many scholars, and may be given different names such as variable weight, dynamic viewpoint, dynamic comprehensive evaluation (Mei 1996; Peng et al. 1996; Feng et al. 2010). The famous “entropy weight comprehensive evaluation” also has the ingredient of variable weights (Jia et al. 2011). It shows the importance of variable weights from another angle. Variable weights evaluation requires computing the changed weights firstly, then uses the weights to compute value evaluation. But the methods presented by this idea are too complicated in computations (Yao and Li 2000; Feng et al. 2010). The famous “entropy weight comprehensive evaluation” also has the ingredient of variable weights evaluation vector (simply called evaluation vector)

First, we discuss the simplest fuzzy comprehensive evaluation function (Chai 2009) presented a new variable weight method to compute fuzzy variable weights evaluation values. But the discussions are too elementary. This paper will continue the work and perform the following works: perfect the principle of variable weights, point out the faults of direct variable weights methods and the necessity of doing it indirectly, which mainly lies on determining a parameter \( p \), find out factors influencing \( p \) greatly and then give some reference values of \( p \) for different variable weights degrees, and two fitting functions to determine \( p \). These studies give a simple method to obtain a satisfactory variable weights evaluation value. Some relevant discussions are given lastly.

2 Concepts and some previous results

First, we discuss the simplest fuzzy comprehensive evaluation model. Let \( U = \{u_1, u_2, \ldots, u_n\} (n \geq 2) \) be the evaluation factors set, \( V = [0,1] \) the comment set, \( x_i \) the single-factor evaluation value of \( u_i \) and \( \omega_i \) the weight, \( i = 1,2,\ldots,n \). Then, \( X = (x_1, x_2, \ldots, x_n) \in V^n \) is the single-factor evaluation vector (simply called evaluation vector) and \( \omega = (\omega_1, \omega_2, \ldots, \omega_n) \in \mathbb{R}^n \) the weights vector (suppose \( \omega_i > 0 \) for any \( i \)). If \( \omega \) satisfies \( \sum_{i=1}^{n} \omega_i = 1 \) (now there are \( \omega_i < 1 \) for any \( i \)), it is called normalization. There are a lot of fuzzy comprehensive evaluation functions (Li et al. 2000; Peng and Sun 2007; Hu 2014). The three involved in the paper are

\[ f_1(x_1, x_2, \ldots, x_n) = \sum_{i=1}^{n} \omega_i x_i \]  

(1)

\[ f_2(x_1, x_2, \ldots, x_n; p) = \left( \sum_{i=1}^{n} \omega_i x_i^p \right)^{\frac{1}{p}} \]  

(2)

\[ f_3(x_1, x_2, \ldots, x_n; p) = 1 - \left( \sum_{i=1}^{n} \omega_i (1 - x_i)^p \right)^{\frac{1}{p}} \]  

(3)

where \( \omega \) is normalized, \( p > 0 \) is parameter.

Denote \( x_s = \min_{1 \leq i \leq n} \{x_i\} \), \( x_g = \max_{1 \leq i \leq n} \{x_i\} \), by the axioms of evaluation function (Li et al. 2000; Peng and Sun 2007), there is

**Theorem 2.1** (Li et al. 2000; Hu 2014). Let \( U = \{u_1, u_2, \ldots, u_n\} \) be the evaluation factors set, \( X = (x_1, x_2, \ldots, x_n) \) the evaluation vector, then for any fuzzy comprehensive evaluation function \( f(x_1, x_2, \ldots, x_n) \), there is \( x_s \leq f(x_1, x_2, \ldots, x_n) \leq x_g \).

For (2), denote \( f_2(x_1, x_2, \ldots, x_n; p) \) simply by \( f_2(p) \). Let \( f_2(0) = \prod_{i=1}^{n} \omega_i x_i^{0} \), then \( f_2(p) \) increases monotonously and continuously from \( \prod_{i=1}^{n} \omega_i x_i^{0} \) to \( x_g \) on \([0, \infty)\) (Chai 2009). For (3), denote \( f_3(x_1, x_2, \ldots, x_n; p) \) simply by \( f_3(p) \). Let \( f_3(0) = 1 - \prod_{i=1}^{n} (1 - x_i)^{0} \), then \( f_3(p) \) decreases monotonously and continuously from \( 1 - \prod_{i=1}^{n} (1 - x_i)^{0} \) to \( x_s \) on \([0, \infty)\) (Chai 2009). Besides, \( f_2(1) = f_3(1) = f_2(x_1, x_2, \ldots, x_n) \). As the union of ranges of \( f_2(p) \) and \( f_3(p) \) is \([x_s, x_g]\), so from Theorem 2.1, there is

**Theorem 2.2** Let \( U = \{u_1, u_2, \ldots, u_n\} \) be the evaluation factors set, \( X = (x_1, x_2, \ldots, x_n) \) the evaluation vector, \( \omega = (\omega_1, \omega_2, \ldots, \omega_n) \) the weights vector, then for any value obtained by a fuzzy comprehensive evaluation function \( f(x_1, x_2, \ldots, x_n) \), there exists a \( p \) such that \( f(x_1, x_2, \ldots, x_n) = f_2(p) \) or \( f(x_1, x_2, \ldots, x_n) = f_3(p) \).

**Proof** By Theorem 2.1, there is \( x_s \leq f(x_1, x_2, \ldots, x_n) \leq x_g \). By it and the monotonicity of \( f_2(p) \) and \( f_3(p) \), there are (Chai 2009) \( x_g \geq 1 - \prod_{i=1}^{n} (1 - x_i)^{0} \geq f_2(1) = f_3(1) \geq \prod_{i=1}^{n} \omega_i x_i^{0} \geq x_s \). As the ranges of \( f_2(p) \) and \( f_3(p) \) are \( \prod_{i=1}^{n} \omega_i x_i^{0}, x_g \) and \([x_s, 1 - \prod_{i=1}^{n} (1 - x_i)^{0}]\) respectively, so the union of them is \([x_s, x_g]\). Considering the continuity of \( f_2(p) \) and \( f_3(p) \), the conclusion holds.

Theorem 2.2 shows that (2) and (3) are two inclusive fuzzy comprehensive evaluation functions [in fact, for each \( p > 0 \), (2) is an evaluation function, and the same for (3)]. Hence, the study for any evaluation function can be replaced with the study of (2) and (3) in some degree.

Besides, although there are a lot of evaluation functions, but for an evaluation vector, an evaluation value usually can be obtained by different functions with different weights. So, when the weight is variable, thinking of that one function is better than another has little meaning. In comprehensive evaluations, formula (1) is often used, especially in variable weights evaluations (Li et al. 2004; Peng and Sun 2007; Hu 2014; Wang et al. 2012). The reasons are that its computation is simple, it uses all
weights and evaluation values, and its range is \([x_s, x_e]\). This paper also uses it as evaluation function.

### 3 Principle of fuzzy variable weights comprehensive evaluation

There are three cases in variable weights (Li et al. 2004): emphasizing weak items (weak items play an important role in evaluations), emphasizing strong items (strong items play an important role in evaluations), and the mixture (emphasizing some weak and some strong items). Here, we do not consider the last case. As the two former cases are similar, so we mainly study the first one. In the following, the discussed variable weights are only for it, except Sects. 7, 8 and 9.

In variable weights, the weight is influenced by single-factor evaluation values, so Li et al. (2004), Peng and Sun (2007), and Hu (2014) gave the following variable weights formulae

\[
\omega_i = \omega_b(x_1, x_2, \ldots, x_n), i = 1, 2, \ldots, n \tag{4}
\]

However, these formulae have defects. Basic weights have some influences in variable weights obviously. They are the initial weights of variable weights. But they are not reflected in (4). Besides, the importance of weak items in evaluations for different things is different. Some are less important; some are very important. For the latter, we should emphasize weak items greatly; thus, the change extent of weights in variable weights is great. For the former, the extent should be little. We use variable weights degree to denote the degree of emphasizing weak items or the change degree of weights, but it is not reflected in (4). By these reasons, the effect of variable weights by (4) will be unsatisfactory.

Denote basic weights vector by \(\omega_b = (\omega_{b1}, \omega_{b2}, \ldots, \omega_{bn})\), variable weights degree by \(d\), then (4) should be rewritten as:

\[
\omega_i = \omega_b(x_1, x_2, \ldots, x_n, \omega_{b1}, \omega_{b2}, \ldots, \omega_{bn}, d), i = 1, 2, \ldots, n \tag{5}
\]

Let \(\omega_i = \omega_{bi} + \Delta \omega_i\), where \(\omega_i\) is the left side of (5), then \(\Delta \omega_i = \omega_i - \omega_{bi}\) is just the change quantity of the \(i\)th weight to its basic weight. So, the fuzzy variable weights comprehensive evaluation formula should be

\[
f(x_1, x_2, \ldots, x_n) = \sum_{i=1}^{n} \omega_i(x_1, x_2, \ldots, x_n, \omega_{b1}, \omega_{b2}, \ldots, \omega_{bn}, d)x_i \tag{6}
\]

or

\[
f(x_1, x_2, \ldots, x_n) = \sum_{i=1}^{n} (\omega_{bi} + \Delta \omega_i)x_i \tag{7}
\]

For (6) and (7), a changed weights vector still is weights vector. So, they should satisfy \(\sum_{i=1}^{n} \Delta \omega_i = 0\) and \(0 < \omega_{bi} + \Delta \omega_i < 1\) for any \(i\).

### 4 Necessity of indirect variable weights

Expressions (6) and (7) depict the principle of variable weights comprehensive evaluation well. Variable weights evaluation is that some changes of the weights occur to their basic weights. As the sum of all weights is one, so the increase in weights of some factors will result in the decrease in weights of some other factors. For the variable weights of emphasizing weak items, it is the increase in weights of weak items and the decrease of strong items. This results in the decline of evaluation value, but it cannot be less than \(x_s\) by Theorem 2.1. As \(f_2(p)\) decreases monotonously and continuously from the evaluation value under basic weights (without variable weights) to \(x_s\) on \([1, \infty)\), there is

**Theorem 3.1** (Chai 2009). Let \(U = \{u_1, u_2, \ldots, u_n\}\) be the evaluation factors set, \(X = (x_1, x_2, \ldots, x_n)\) the evaluation vector, \(\omega_b\) the basic weights vector, then for any fuzzy variable weights comprehensive evaluation value \(f(x_1, x_2, \ldots, x_n)\) of emphasizing weak items, there exists a unique value of \(p\) on \([1, \infty)\) such that \(f(x_1, x_2, \ldots, x_n) = f_3(p)\), namely

\[
\sum_{i=1}^{n} (\omega_{bi} + \Delta \omega_i)x_i = 1 - \left(\frac{\sum_{i=1}^{n} \omega_{bi}(1 - x_i)^p}{\sum_{i=1}^{n} \omega_{bi}}\right)^{\frac{1}{p}} \tag{8}
\]

Expression (8) shows there are two ways to achieve the goal of variable weights evaluation. One is direct variable weights by the left side of (8), i.e., compute the changed weights firstly using (5), then compute variable weights evaluation value using (6) or (1) with the changed weights. The other is indirect variable weights by the right side of (8) or (3) with basic weights, i.e., determine the value of \(p\) firstly, then compute evaluation value. When using direct variable weights, \(n\) new weights need to determine, in which each is a function of all \(x_i, \omega_{bi}\), and \(d\). As there are mutually effects among them, the effects are nonlinear, so it is difficult to build reasonable variable weights formulae suitable for any case. Formulae under some assumptions may be given, such as those formulae in some above-mentioned references which do not consider basic weights and variable weights degree. But they are still too complicated in computations. When using indirect variable weights, we only need to determine a value of \(p\). After it,
the evaluation value is easy to obtain. Thus, we need to investigate indirect variable weights methods.

In indirect variable weights, we should determine \( p \). To achieve this goal, we should study factors affecting it and how they affect it. As variable weights are unnecessary when all \( x_i \) are equal, so we suppose that not all \( x_i \) are equal in the following.

### 5 Factors affecting \( p \)

When considering variable weights evaluation of emphasizing weak items, \( f_3(p) \) should be used. To determine \( p \), we should measure \( d \), the variable weights degree, firstly. Obviously, the stronger the intensity of emphasizing weak items, the greater the change of the weights, thus the greater the decline of the evaluation value. Hence, we can use the change quantity of evaluation value to measure \( d \). When \( X \) and \( \omega_b \) are given, \( f_3(1) \) represents the evaluation value under basic weights or the value without variable weights. When weights change, the evaluation value declines, but at most to \( x_i \), so the greatest extent of decline of evaluation value is \( f_3(1) - x_i \). For convenience, we divide variable weights degrees into ten grades: extremely small, very small, small, relatively small, medium inclining small, medium inclining great, relatively great, great, very great, and extremely great. We introduce a function to measure the \( d \) of variable weights of a thing

\[
d(p) = \frac{(f_3(1) - f_3(p))/(f_3(1) - x_i)}
\]

where \( f_3(p) \) indicates the variable weights evaluation value of the thing, and stipulate generally that variable weights degrees belong to the preceding ten grades when \( d \) belong to \((0, 0.1], (0.1, 0.2], (0.2, 0.3], (0.3, 0.4], (0.4, 0.5], (0.5, 0.6], (0.6, 0.7], (0.7, 0.8], (0.8, 0.9], (0.9, 1] \), respectively.

From (5)–(8) evaluation vector, basic weights, and \( d \) all influence \( p \). Evaluation vector is characterized by its mean, variance, and dimension. Basic weights vector is characterized by its variance, dimension, and the relationship between it and the evaluation vector. So, we study the influence of these factors to \( p \).

**Notice 1** For a class, the \( d \) should be the \( d(p) \) determined by (9) in general conditions or the average of \( d(p) \) of all objects in the class. Thus, for an object, its \( d(p) \) will differ from the \( d \), but the difference should be little because it belongs to the class. Hence, if the \( d \) of a class in unknown, we can use the \( d(p) \) of a thing in the class instead of it.

### 5.1 Influence of the mean of evaluation vector

Consider two evaluation vectors \( X_1 = (0.85, 0.75, 0.9) \) and \( X_2 = (0.45, 0.35, 0.5) \), whose basic weights vectors both are \( \omega_b = (0.4, 0.24, 0.36) \). Obviously, each number of \( X_2 \) can be obtained from the corresponding number of \( X_1 \) by subtracting 0.4, so they have the same variance, but differ in mean. For these two vectors, the corresponding \( p \) values computed by (9), (3) for some special \( d \) values are shown in Table 1.

Table 1 shows the mean of evaluation vector has a significant effect on \( p \), and the effect is nonlinear. To get a same \( d, p \) should be less if the mean of the vector is greater. This conclusion can be obtained from (3): when the mean is little, each \( x_i \) will be little, so \( 1 - x_i \) will be great. Hence, to let \( 1 - x_i \) have a same change, \( p \) should be greater.

Table 1 also shows that \( d \) has a significant effect on \( p \), and the effect is nonlinear.

### 5.2 Influence of the variance of evaluation vector

Consider two evaluation vectors \( X_3 = (0.3, 0.5, 0.9) \) and \( X_4 = (0.5, 0.55, 0.65) \), whose basic weights vectors both are \( \omega_b = (0.45, 0.3, 0.25) \). The mean of the two vectors is the same, but they differ in variance. Their variances are 0.093 and 0.0058, respectively. For these two vectors, the corresponding \( p \) values computed by (9), (3) for those special \( d \) values are shown in Table 2.

Table 2 shows the variance of evaluation vector has a significant effect on \( p \), and the effect is nonlinear. To get a same value of \( d, p \) should be less if the variance is greater.

### 5.3 Influence of basic weights

Consider evaluation vector \( X = (0.3, 0.5, 0.9) \) and three basic weights vectors \( \omega_b_1 = (0.1, 0.35, 0.55) \), \( \omega_b_2 = (0.55, 0.35, 0.1) \), and \( \omega_b_3 = (0.36, 0.34, 0.3) \). The first two have the same variance, but for the first, the weight of the weak item is less and the weight of the strong item is greater. And it is opposite for the second. The last two differ only in variance. For these vectors, the corresponding \( p \) values computed by (9), (3) for those special \( d \) values are shown in Table 3.

Table 3 shows that the variance of basic weights vector and the relationship between it and evaluation vector have some effects on \( p \), but the effect is not significant. To get a same \( d, p \) should be less if the weights of the weak items are great, and the same if the variance of the basic weights vector is less.

### 5.4 Influence of the number of factors

Consider the influence of the number of evaluation factors, i.e., \( n \), to \( p \). For two evaluation vectors with different \( n \), we cannot use a same basic weights vector. Besides, let two vectors’ mean and variance be equal, we cannot determine
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Table 1 Computed $p$ values for two evaluation vectors only with different means under the same basic weights for some special $d$ values

| $d$ | $X_1$ = (0.85,0.75, 0.9) | $X_2$ = (0.45,0.35, 0.5) |
|-----|----------------|----------------|
| 0.1 | 1.93 | 4.11 |
| 0.2 | 2.87 | 7.08 |
| 0.3 | 3.89 | 10.15 |
| 0.4 | 5.07 | 13.58 |
| 0.5 | 6.56 | 17.74 |
| 0.6 | 8.63 | 23.34 |
| 0.7 | 11.89 | 31.99 |
| 0.8 | 18.25 | 48.61 |
| 0.9 | 37.24 | 97.97 |

Table 2 Computed $p$ values for two evaluation vectors only with different variances under the same basic weights for those special $d$ values

| $d$ | $X_3$ = (0.3, 0.5, 0.9) | $X_4$ = (0.5, 0.55, 0.65) |
|-----|----------------|----------------|
| 0.1 | 1.31 | 2.32 |
| 0.2 | 1.69 | 3.85 |
| 0.3 | 2.19 | 5.69 |
| 0.4 | 2.88 | 8.03 |
| 0.5 | 3.89 | 11.19 |
| 0.6 | 5.46 | 15.80 |
| 0.7 | 8.00 | 23.18 |
| 0.8 | 12.76 | 36.99 |
| 0.9 | 26.21 | 75.63 |

Table 3 Computed $p$ values for the three basic weights vectors with the same evaluation vector for those special $d$ values

| $d$ | $w_{b1}$ = (0.1, 0.35, 0.55) | $w_{b2}$ = (0.55, 0.35, 0.1) | $w_{b3}$ = (0.36, 0.34, 0.3) |
|-----|----------------|----------------|----------------|
| 0.1 | 1.48 | 1.38 | 1.33 |
| 0.2 | 2.05 | 1.89 | 1.74 |
| 0.3 | 2.81 | 2.59 | 2.29 |
| 0.4 | 3.90 | 3.58 | 3.05 |
| 0.5 | 5.56 | 4.98 | 4.17 |
| 0.6 | 8.07 | 6.98 | 5.88 |
| 0.7 | 11.92 | 10.06 | 8.64 |
| 0.8 | 18.92 | 15.71 | 13.78 |
| 0.9 | 39.13 | 31.89 | 28.32 |

Table 4 Means of $p$ obtained for some $n$ and those special $d$ values by simulations

| $n$ | $d$ | 0.1 | 0.2 | 0.3 | 0.4 | 0.5 | 0.6 | 0.7 | 0.8 | 0.9 |
|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| 2   |     | 4.69 | 6.65 | 9.50 | 11.13 | 13.86 | 17.95 | 24.16 | 32.44 | 54.30 |
| 3   |     | 2.10 | 3.11 | 4.28 | 6.24 | 7.95 | 11.05 | 15.96 | 24.50 | 48.65 |
| 4   |     | 1.80 | 2.66 | 3.73 | 5.02 | 6.93 | 9.34 | 14.00 | 22.35 | 47.83 |
| 5   |     | 1.71 | 2.54 | 3.49 | 4.83 | 6.67 | 9.50 | 13.61 | 22.38 | 48.87 |
| 7   |     | 1.65 | 2.43 | 3.38 | 4.75 | 6.55 | 9.36 | 13.86 | 23.19 | 51.37 |
| 10  |     | 1.61 | 2.39 | 3.41 | 4.74 | 6.68 | 9.67 | 14.65 | 24.51 | 53.92 |
| 15  |     | 1.60 | 2.38 | 3.41 | 4.82 | 6.86 | 9.91 | 15.26 | 26.11 | 58.82 |
| 25  |     | 1.60 | 2.39 | 3.43 | 4.88 | 7.04 | 10.34 | 16.20 | 28.01 | 64.83 |
| 40  |     | 1.60 | 2.39 | 3.45 | 4.94 | 7.16 | 10.61 | 16.74 | 29.80 | 69.77 |
| 70  |     | 1.60 | 2.40 | 3.46 | 5.00 | 7.26 | 10.88 | 17.27 | 31.13 | 74.95 |
| 100 |     | 1.60 | 2.39 | 3.47 | 5.00 | 7.31 | 11.00 | 17.58 | 31.84 | 78.12 |

Notice 2 Table 4 shows for those $d$ and $n$, the values of $p$ are less than 100. However, in simulations, the case that $p$ is greater than 100 does occur (it occurs frequently when $n$ is 2). Sometimes $p$ is very greater. Of course, it seldom occurs. For the convenience of handling, $p$ is considered as 200 when it is greater than 200.

Table 4 indicates that $n$ has some effects on $p$, but the effect is not significant. Besides, the influence is decreasing with the increasing of $n$. When $d = 0.1$, $p$ decreases with the increasing of $n$; when $d$ is from 0.3 to 0.9, $p$ decreases first, then increases.

In simulations, we found that the values of $p$ are more unstable when $n$ is less. In reality, evaluations with $n = 2$ are little, and the same for evaluations whose $n$ are greater, say, greater than 40, so we do not consider them. Now, the averages of $p$ in Table 4 for $n = 3, 4, 5, 7, 10, 15, 25, 40$ and $d$ being from 0.1 to 0.9 are 1.71, 2.53, 3.57, 5.03, 6.98, 9.970 15.04, 25.11, 55.51, respectively. So, the following suggestions are given: $p$ should take values in ($1, 1.71$, ($1.71, 2.53$), ($2.53, 3.57$), ($3.57, 5.03$), ($5.03, 6.98$), ($6.98, 9.97$), ($9.97, 15.04$), ($15.04, 25.11$), ($25.11, 55.51$),
(55.51, ∞) when variable weights degree belongs to extremely small, very small, small, little small, medium trending small, medium trending great, little great, great, very great, and extremely great, respectively. If we need only one \( p \) value, it is suggested for above variable weights degrees except the last one that \( p \) takes the midpoint of the interval. For the last case, it is suggested that \( p \) takes 116 by simulations using \( d = 0.95 \).

### 6 Variable weights fitting function

We found that variable weights degree, the mean, variance, and dimension of evaluation vector and basic weights vector all influence \( p \). Thus, although the suggested values of \( p \) are given above for different variable weights degrees, for a given evaluation vector and basic weights vector, because of the influence of them, the suggested value of \( p \) may differ greatly with the reasonable value (compare the average values of \( p \) from Table 4 with the computed \( p \) values for the evaluation and basic weights vectors in Tables 1, 2). Hence, it is necessary to improve above method to give more reasonable values of \( p \) for the given evaluation vector and basic weights.

We learned that although basic weights and \( n \) have some influences on \( p \), but the influence is not significant, so we do not consider them in improving the above method. Now we try to give a better fitting function of the mean and variance of evaluation vector and \( d \) so as to determine more reasonable values of \( p \).

After a great deal of data analyses, testing for different combinational forms of functions, and regression analyses using evaluation vectors and basic weights vectors with different dimensions generated randomly and different values of \( d \) (including \( d = 0 \)), a preferable fitting function is given as follows (whose decisive coefficient is more than 0.87):

\[
p = 5.41 + 9.86 \tan(\pi d/2) - 6.62mx - 12.82vx + 73.69d \\
\cdot mx + 169.24d \cdot vx - 157.78mx \cdot d^2 - 422.58vx \cdot d^2 \\
- 59.68d + 114.07d^2
\]

where \( mx \) and \( vx \) stand for the mean and variance of evaluation vector, respectively.

We know that \( x_i \) in \( X \) takes values on \([0, 1]\). If it follows uniform distribution, its mean and variance are 0.5 and 1/12, respectively. Thus, the values of \( p \) computed for those special \( d \) values by \( mx = 0.5 \) and \( vx = 1/12 \) and (10) with the suggested values of \( p \) above are given in Table 5.

Table 5 shows that for those special \( d \) values, the computed \( p \) values by (10) are quite close to the suggested \( p \) values. So the fitting function is well.

Furthermore, use (10) to compute the values of \( p \) using the data in Tables 1 and 2. The results are shown in Table 6.

Table 6 shows that for the evaluation vectors in Tables 1 and 2, the values of \( p \) computed by (10) have really considered the influence of the mean and variance of the vectors. From Table 6, one sees that although in some cases the \( p \) values obtained by (10) are not desirable, most of them are acceptable. The \( p \) values obtained by (10) have some improvements compared with the suggested \( p \) values. Considering that the vectors in Tables 1 and 2 are constructed specially for the influence of mean and variance of evaluation vector, having some particularities, (10) is acceptable.

### 7 Variable weights of emphasizing strong items

In the reality, when variable weights are needed, cases of emphasizing weak items are common seen. But the opposite cases also exist (Li et al. 2004; Huang et al. 2005), so we need discuss them. Emphasizing strong items means that they play an important role in evaluations, so their weights should be increased to their basic weights. Meanwhile, the weights of weak items should be decreased. Thus, the whole evaluation value increases. In such a case, one may think of using 1 minus each \( x_i \) to convert the problem of variable weights of emphasizing strong items into a problem of emphasizing weak items. As the complexity of variable weights, doing as this may generate some unexpected problems. So, we deal with it directly.

As \( f_2(p) \) with basic weights increases continuously and monotonously from the evaluation value under basic weights to \( x_g \) when \( p \) increases on \([0, 1]\), we use \( f_2(p) \) as the variable weights evaluation function. In this situation, we just need to determine the value of \( p \). We also divide variable weights degrees into ten grades: extremely small, very small, small, little small, medium trending small, medium trending great, little great, great, very great, and extremely great, and introduce a function

\[
d(p) = \frac{f_2(p) - f_2(1)}{(x_g - f_2(1))}
\]

\((d \) denotes variable weights degree, so the same symbol is used for convenience), and stipulate that variable weights degrees belong to the ten grades generally when \( d(p) \) is in \([0, 0.1]\), \((0.1, 0.2]\), \((0.2, 0.3]\), \((0.3, 0.4]\), \((0.4, 0.5]\), \((0.5, 0.6]\), \((0.6, 0.7]\), \((0.7, 0.8]\), \((0.8, 0.9]\), and \((0.9, 1]\), respectively. Through analyses and computations as above, we found that for the variable weights of emphasizing strong items, \( p \) is also influenced by \( d \), the mean, variance and dimension of evaluation vector and basic weights vector, and the relationship between them. But the first three are great,
whereas the others are not. Using computer simulations, we found that the suggested values of \( p \) for variable weights of emphasizing strong items for those special \( d \) are very close to that for emphasizing weak items. Considering the randomness of simulations, we give the same suggestions: \( p \) should take value in \((1, 1.71], (1.71, 2.53], (2.53, 3.57], (3.57, 5.03], (5.03, 6.98], (6.98, 9.97], (9.97, 15.04], (15.04, 25.11], (25.11, 55.51] \). Considering the range of \( x \) should take value in \((1, 1.71], (1.71, 2.53], (2.53, 3.57], (3.57, 5.03], (5.03, 6.98], (6.98, 9.97], (9.97, 15.04], (15.04, 25.11], (25.11, 55.51] \), \((x, \infty)\) when variable weights degree belongs to extremely small, very small, small, little small, medium trending small, medium trending great, little great, great, very great, and extremely great, respectively. If we only consider one value of \( p \), it is suggested that for those above variable weights degrees except the last one, \( p \) takes the midpoint value of the interval. For the last case, \( p \) takes 116.

We also give the following fitting function for \( p \) through data analyses and simulations

\[
p = -2 + 9.73 \tan(\pi d/2) + 9.85m x - 22.97v x - 85.73d \cdot m x + 158.7d \cdot v x + 167.29m x \cdot d^2 - 392.06v x \cdot d^2 + 21.96d - 51.13d^2
\]

(12)

where \( m x \) and \( v x \) are the same as above.

### 8 Examples

Following we use some examples to show the necessity of variable weights and how to use indirect variable weights method.

**Example 1** Consider a variable weights evaluation reorganized by an exercise in Peng and Sun (2007). For an object, the factors set is \( U = \{u_1, u_2, u_3, u_4, u_5\} \), its evaluation vector and basic weights vector are \( X = (0.9, 0.8, 0.6, 0.4, 0.2) \) and \( \omega_b = (0.10.1.15, 0.2, 0.25, 0.3) \), respectively, so the evaluation value under basic weights is \( f_2(1) = 0.49 \).

Besides, a reasonable changed weights vector \( \omega = (0.043, 0.133, 0.194, 0.259, 0.371) \) is given. By them, this is a variable weights evaluation of emphasizing weak items.

The weights of weak items \( u_4 \) and \( u_5 \) are increased. Meanwhile, the weights of strong items \( u_1, u_2, u_3 \) are decreased. Thus, in variable weights evaluation, we should use (3). By (1), \( X \) and \( \omega \) the variable weights evaluation value is 0.4393. This value can be obtained by (3) with basic weights when \( p = 1.8758 \), i.e., \( f_3(p) = 0.4393 \).

Now consider indirect variable weights, and \( d(p) = 0.1748 \) is derived by \( f_3(p), f_3(1), x = 0.2 \), and (9).

As we have not the value of \( d \), only having this example, we have to see \( d(p) \) as the variable weights degree, \( d \). By \( X, d \), and (10) there is \( p = 2.3921 \). By it and (3) with basic weights, the evaluation value is 0.4166, closing to 0.4393.

Besides, by \( d(p) \), the variable weights degree belongs to very small; thus, we take the reference value of \( p, 2.120 \), the midpoint of \((1.71, 2.53] \). By it and (3) with basic weights, we obtain evaluation value 0.4280, also closing to 0.4393.

**Example 2** Consider a variable weights evaluation from Huang et al. (2005). This is a two-level evaluation problem. Consider \( U_1 = \{u_{11}, u_{12}, \ldots, u_{17}\} \). By Table 3, in the paper, there are \( X_1 = (0.3571, 0.2143, 0.2786, 0.5857, 0.2786, 0.4714, 0.2000) \), \( \omega_b = (0.140, 0.144, 0.119, 0.144, 0.155, 0.147, 0.151) \), and \( \omega = (0.1459, 0.1162, 0.1095, 0.1921, 0.1462, 0.1760, 0.1177) \). By \( X_1 \) the strong items are \( u_{11}, u_{14}, u_{16} \), others are weak items. By \( \omega_b, \omega \) and \( X_1 \), this is a variable weights evaluation of emphasizing strong items. Thus, in variable weights evaluation, we should use (2). The evaluation value without variable weights is \( f_2(1) = 0.3410 \) with \( \omega_b \). The variable weights evaluation value is 0.3673 by (1), \( X_1 \) and \( \omega \). This value can be obtained by (2) with basic weights when \( p = 2.0573 \), i.e., \( f_3(p) = 0.3673 \).

Now consider indirect variable weights, by (11) and \( f_2(p), f_2(1), x_1 \) there is \( d(p) = 0.1072 \). We also must see it as the \( d \). By \( X_1, d \), and (12) there is \( p = 2.0901 \).

By it and (2) with basic weights, the variable weights evaluation value is 0.3681, closing to 0.3673.

Consider another \( U \), say \( U_4 \). By \( X_4, d \), and (12), there is \( p = 2.2579 \). By it and (2), the variable weights evaluation

| \( d \) | \( 0.1 \) | \( 0.2 \) | \( 0.3 \) | \( 0.4 \) | \( 0.5 \) | \( 0.6 \) | \( 0.7 \) | \( 0.8 \) | \( 0.9 \) |
|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| \( p \) suggested | 1.71 | 2.53 | 3.57 | 5.03 | 6.98 | 9.97 | 15.04 | 25.10 | 55.51 |
| \( p \) computed by (10) | 1.72 | 2.49 | 3.43 | 4.70 | 6.52 | 9.35 | 14.25 | 24.37 | 55.40 |

Table 5 Comparisons of the values of \( p \) computed by (10) with the suggested values of \( p \) for those special \( d \) values

| \( d \) | \( 0.1 \) | \( 0.2 \) | \( 0.3 \) | \( 0.4 \) | \( 0.5 \) | \( 0.6 \) | \( 0.7 \) | \( 0.8 \) | \( 0.9 \) |
|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| \( X_1 = (0.85, 0.75, 0.9) \) | 1.45 | 2.77 | 3.87 | 4.89 | 6.07 | 7.87 | 11.33 | 19.62 | 48.42 |
| \( X_2 = (0.45, 0.35, 0.5) \) | 1.78 | 2.05 | 3.35 | 5.84 | 9.76 | 15.55 | 24.27 | 39.08 | 75.66 |
| \( X_3 = (0.3, 0.5, 0.9) \) | 1.66 | 2.65 | 3.52 | 4.41 | 5.57 | 7.46 | 11.12 | 19.70 | 48.90 |
| \( X_4 = (0.5, 0.55, 0.65) \) | 1.67 | 2.29 | 3.53 | 5.53 | 8.53 | 12.99 | 19.96 | 32.59 | 66.58 |

Table 6 Values of \( p \) computed using (10) and the data in Tables 1 and 2
value is 0.3913, closing to 0.3883, the evaluation value by the changed weights and (1). When consider other \( U_i \), the results are also satisfactory. But computing variable weights evaluation values by this way is simpler than the method in Huang et al. (2005).

The \( d \) of examples in most references are not great, as Examples 1, 2 have shown. But in realities there are cases in which \( d \) should be very great. A famous case is “one-vote veto system,” often meaning that the poorest item plays a decisive role in variable weights evaluations (obviously it is emphasizing weak items). But this system is crude as it only considers the evaluation value of the weakest item. If we use variable weights evaluation and take a great value \( d \) enough, we can not only consider the weakest item mainly, but also consider other items suitably, thus obtain a more reasonable evaluation value for decision makings. Following we construct an example to show it.

**Example 3** Consider the health of one’s body. For simplicity, we evaluate one’s health from the following aspects \( U = \{ u_1 \text{(heart)}, u_2 \text{(liver)}, u_3 \text{(stomach)}, u_4 \text{(lung)}, u_5 \text{(kidney)}, u_6 \text{(other organs)} \} \). For an organ, the worse the function, the less the evaluation value. Suppose the basic weights vector is \( \omega_u = (0.2, 0.1, 0.15, 0.15, 0.1, 0.3) \), which indicates the importance of those organs in general conditions. For any one, his health is bad when one of his organs is bad even if his other organs are good. This shows that bad organs play a crucial role in the evaluation of his body, so we should give great weights for the poor organs. As different people with poor body have different poor organs, we cannot give a reasonable weights vector suitable for any one’s body evaluation. Hence, we should use variable weights evaluation of emphasizing weak items. Suppose in the evaluation for one from above aspects, an evaluation vector \( X = (0.9, 0.85, 0.9, 0.95, 0.1, 0.8) \) is obtained. If the \( d \) is 0.750, use (10), X and it \( p = 5.687 \) is derived, and the evaluation value 0.40 is derived by (3), showing his body is poor, whereas 0.793 is obtained when variable weights are not considered. Obviously, the former evaluation value is more reasonable because it not only considers all evaluation values, but also considers the evaluation value of \( u_k \), the poorest organ, mainly. If 0.40 is unsatisfactory, it might show the \( d \) is unreasonable. Adjusting it properly, then we can use it and this paper’s method to do variable weights evaluations.

**9 Conclusions**

This paper studies fuzzy variable weights comprehensive evaluations further. The necessities of variable weights and indirect variable weights are illustrated. The defect in the traditional variable weights formula is revised. To let indirect variable weights work well, factors affecting \( p \) are discussed. Some reference values of \( p \) for different variable weights degrees and two fitting functions for \( p \) are also given. Three examples show that the results are satisfactory. In variable weights evaluations, our aim usually is to get a reasonable evaluation value rather than reasonable changed weights, so indirect variable weights can meet this requirement. Besides, although the variable weights evaluation discussed in the paper is simple, the principle of complex variable weights evaluations such as multi-level fuzzy variable weights evaluations is the same with it (Peng and Sun 2007; Li et al. 2015). So it has a general meaning.

For a real comprehensive evaluation problem, how to solve it reasonably? First, we should judge whether it needs variable weights. If the weight is not affected by the single-factor evaluation values, variable weights are unnecessary; otherwise, we need them.

When using indirect variable weights evaluation, we need to determine \( d \). Although it is not easy to get the best value of \( d \), it is not difficult to get a suitable value. For the objects of a class, many experts or experienced people can give such a value. If we do not know the value of \( d \) of a class but have a reasonable variable weights example for a problem with the same class, we can use this example to compute \( d(p) \), and see it as the \( d \). If there are several such examples, average the obtained values, and then use the mean.
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