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1. Introduction

The following work deals with the parabolic viscous Hamilton-Jacobi Equation,

\[
\begin{align*}
(1) & \quad u_t - \Delta u + |Du|^m = f(x) \quad \text{in } \mathbb{R}^N \times (0, +\infty), \\
(2) & \quad u(x,0) = u_0(x) \quad \text{in } \mathbb{R}^N,
\end{align*}
\]

in the the subquadratic and quadratic cases, i.e. when \( 1 < m \leq 2 \). The functions \( f, u_0 \) are continuous and assumed bounded from below, but not from above. Thus, in this setting, solutions to (1)-(2) are in general unbounded. Further assumptions on \( f, u_0 \) are stated as needed.
Our main interest is determining the large-time behavior of solutions to (1)-(2) for data—$u_0$ and $f$—as general as possible, particularly with the most general growth conditions at infinity.

We recall that the problem of large-time behavior for (1) set on a bounded domain (along with the necessary boundary data) is addressed in Tabet [24] for the superquadratic case, then by this same author in collaboration with Barles and Porretta in [7] for the subquadratic case. While some key ideas from these works remain useful in the present setting, there is considerable difficulty in obtaining similar results for unbounded solutions over an unbounded domain.

There are several works that address the large-time behavior of solutions of (1) set in the whole space in the context of weak solutions, but by necessity these work within the class of bounded solutions; we refer the reader to [9, 10, 12, 14, 16, 20] and the works cited therein, though this list is by no means exhaustive.

For unbounded solutions over the whole space, Ichihara [17] obtains results on large-time behavior for a class of equations which includes the model (1), for all $m > 1$, by combining probabilistic and PDE techniques. Additionally, these results make use of precise growth assumptions for both $f$ and $u_0$: roughly, it is assumed in [17] that $f(x) \approx |x|^m^*$, where $m^* = \frac{m}{m-1}$ (the conjugate exponent of $m$) and that $u_0$ has at most polynomial growth.

The results of [17] show that the large-time behavior of solutions of (1) is determined by the associated ergodic problem,

$$\begin{align*}
\lambda - \Delta \phi + |D\phi|^m &= f(x) \quad \text{in } \mathbb{R}^N,
\end{align*}$$

also studied therein, where both $\lambda$ and $\phi$ are unknown. More precisely, it is shown in [17] that the solution of (1) behaves like $\phi(x) + \lambda t$ as $t \to +\infty$, where $(\lambda, \phi)$ is the unique solution pair of (EP) within the class of bounded-from-below functions with at most polynomial growth (here, $\phi$ is unique up to an additive constant). This
result if commonly referred to as ergodic large-time behavior, and is in accordance with the bounded domain case.

Given the importance of the ergodic problem, we comment with some detail on some of the previous results in the unbounded setting. Also, we will sometimes write “$(EP)_{\lambda}$” to stress the dependence of the problem on the constant $\lambda$; in particular, when a given value for $\lambda$ is considered.

The results of [17] were extended by Barles and Meireles [6] in terms of the generality allowed for the data, though only the model equation (1) is addressed. In particular, in the subquadratic case, it is shown that uniqueness of solutions for $(EP)$ holds if $f(x) \approx |x|^\alpha$—where $\alpha > 0$ is now arbitrary—and $Df$ behaves accordingly (see [6], Theorem 3.10 and Proposition 3.7).

In contrast, in a recent work by Arapostathis, Biswas and Caffarelli [1], uniqueness of solutions for $(EP)$ is obtained assuming only a technical hypothesis which relates $f$ and $Df$, but still allows $f$ to have arbitrary growth—see (H2) below. This is accomplished by means of the uniqueness of a measure related to the underlying dynamics of the problem. However, no comparison principle is proved for $(EP)$, and in fact no information is provided on the behavior of sub- and supersolutions. These are crucial elements towards obtaining large-time behavior for (1) in our approach and in many of the cited works.

On this matter, we have found that a generalized simplicity holds for sub- and supersolutions of $(EP)$. We use “simplicity” here in the spirit of similar results for e.g. the principal eigenfunction of second-order elliptic operators (see e.g. [11]); and “generalized” since the property holds for also for sub- and supersolutions, and not merely for solutions. These results are proved in Propositions 1.2 and 2.11 and, as expected, are an essential part of the proof of our main result, Theorem 1.3.

Returning to the question of large-time behavior, the authors studied this problem in the superquadratic case ($m > 2$) in [8], in collaboration with G. Barles.
In [8] it is shown that ergodic large-time behavior occurs assuming minimal hypotheses on \( f \) and \( u_0 \), although in this case we are able to prove a very general comparison principle for the parabolic problem, and a similar result was already available for the ergodic problem. Regarding the data, for \( f \) it is assumed that there exists a nondecreasing function \( \varphi : [0, +\infty) \rightarrow [0, +\infty) \) and constants \( \alpha, c > 0 \) such that for all \( r \geq 0 \), \( c^{-1} r^{\alpha} \leq \varphi(r) \), and for all \( x \in \mathbb{R}^N \) and \( r = |x| \), \( c^{-1} \varphi(r) - c \leq f(x) \leq c(\varphi(r) + 1) \). In other words, \( f \) is controlled by some radial function that has at least some polynomial growth, but is not bounded in any way by above.

In the present setting, we are able to obtain the result on large-time behavior without the assumption of a “minimum growth rate” for \( f \). We discuss this further after providing the precise statements of our results.

1.1. Assumptions and main results. Our main result establishes, for \( 1 < m \leq 2 \), that the large-time behavior of solutions of (1)-(2) is determined by the solutions of \((EP)\). To this end, we require the following assumptions on \( f \).

(H1) \( f \in W^{1, \infty}_{loc}(\mathbb{R}^N) \) is coercive; i.e., \( f(x) \rightarrow +\infty \) as \( |x| \rightarrow +\infty \).

(H2) \( \limsup_{x \rightarrow +\infty} \frac{|Df(x)|^{\frac{1}{m-1}}}{|f(x)|^{\frac{1}{m}}} < +\infty \).

Remark 1.1. Assumption (H2) may be interpreted as preventing \( f \) from having large oscillation at infinity. The fact that \( \frac{1}{2m-1} < \frac{1}{m} \) for all \( m > 1 \) allows \( f \) to have arbitrary growth.

We also introduce the generalized ergodic constant,

\[
\lambda^* = \sup \{ \lambda \in \mathbb{R} \mid (EP)_\lambda \text{ has a } C^2 \text{-subsolution} \}.
\]

The relevant properties of \( \lambda^* \) are provided in Section 2.

The following is a version of the simplicity results for \((EP)\); for more results of this type, see Section 2 below.
Proposition 1.2. If $\chi$ and $v \in USC(\mathbb{R}^N)$ are respectively a solution and a sub-solution of $(EP)_{\lambda^*}$, both bounded from below, then there exists $c \in \mathbb{R}$ such that $v(x) = \chi(x) + c$ for all $x \in \mathbb{R}^N$.

The proof of Proposition 1.2 follows from combining an approximation of $(EP)$ over bounded domains with an appropriately chosen perturbation of solutions; this perturbation relies on the homogeneity of the gradient term. In the end, these computations allow us to exploit the coercivity of $f$ and “order solutions at infinity”. It is remarkable that this result can be obtained from such elementary techniques.

Theorem 1.3. Assume $u_0 \in C(\mathbb{R}^N)$ is bounded from below and assumptions $(H1)$ and $(H2)$ hold. Then, there exists a constant $\hat{c} \in \mathbb{R}$ such that

$$u(\cdot, t) - \lambda^* t \to \phi \text{ locally uniformly over } \mathbb{R}^N,$$

where $u = u(x, t)$ is any solution of $(1)-(2)$, $\lambda^*$ is defined by $(3)$ and $\phi$ is the unique solution of $(EP)_{\lambda^*}$ given by Proposition 1.2.

Remark 1.4. Recall that in the case $1 < m \leq 2$ there is no comparison principle available for neither the ergodic nor the parabolic problems. In particular, the uniqueness of solutions for the parabolic problem—in the generality of the current setting—remains an open problem. Nevertheless, our result on large time behavior holds for any solution of $(1)$.

The proof of our main result, Theorem 1.3, begins by showing that a half-relaxed limit for $u - \lambda^* t$ converges to the solution $\phi$ of $(EP)$ over a subsequence $t_k \to +\infty$; it is here that Proposition 1.2 is essential. From here we construct parabolic barriers for some new initial condition related to the previous subsequence, again using some of the ideas behind the proof of the simplicity results.

Notation and organization of the article. The notation used in the article is entirely standard. Section 2 contains preliminary results concerning $(1)$ and $(EP)$,
including the proof of Proposition 1.2 as well as others which are collected from previous works for convenience. Our main result is proved in Section 3.

2. Preliminaries

We start by establishing some existence results for the parabolic problem.

**Theorem 2.1** (Existence of solutions). Assume \( f, u_0 \in W^{1,\infty}_{\text{loc}}(\mathbb{R}^N) \) are bounded from below. Then, there exists a continuous, bounded from below solution of (1)-(2).

**Proof.** The proof is essentially the same as that of Proposition 3 in [8] for the case \( m > 2 \). We repeat the main points of the argument for convenience. Also, we note that the difference in the generality allowed for the initial \( u_0 \) in the is due to the lack of a comparison result for (1) in the present case, \( m \leq 2 \). See Remark 2.2 below.

Let \( \{T_R\} \) be a sequence such that where \( T_R > 0 \) for all \( R > 0 \) and \( T_R \nearrow +\infty \) as \( R \to +\infty \), and consider the parabolic state-constraints problem on \( B_R \times (0, T_R) \),

\[
(4) \quad u_t - \Delta u + |Du|^m = f(x) \quad \text{in } B_R \times (0, T_R),
\]

\[
(5) \quad u_t - \Delta u + |Du|^m \geq f(x) \quad \text{in } \partial B_R \times (0, T_R),
\]

\[
(6) \quad u(\cdot, 0) = u_0 \quad \text{in } \overline{B}_R.
\]

By the results of [5], this problem has a unique continuous viscosity solution, which we denote by \( u_R \).

It can be shown that if \( R' \geq R \), then \( u_{R'}(x, t) \leq u_R(x, t) \) for all \( (x, t) \in B_R \times [0, T_R] \). This follows from the fact that solutions of (4) satisfying (5) are maximal. Additionally, a constructive proof of this is provided in Lemma 2 in [8], and it is equally valid for \( 1 < m \leq 2 \). The solution of (1)-(2) can be then obtained as a locally uniform limit of the solutions \( u_R \) as \( R \to +\infty \) as follows.

Consider a fixed \( \bar{R} \). For \( R > 2\bar{R} + 1 \), we have, assuming \( u_0, f \geq 0 \)

\[
0 \leq u_R \leq u^{2\bar{R}+1}_R \quad \text{in } \overline{B_{2\bar{R}}} \times [0, T_{2\bar{R}}]
\]
hence \( \{u^R\}_{R > 2\bar{R}+1} \) is uniformly bounded over \( \overline{B_{2\bar{R}}} \times [0, T_{2\bar{R}}] \).

Furthermore, using Theorem A.1 and Corollary A.2 in the Appendix, the \( C^{0,1/2} \)-norm of \( u^R \) on \( \overline{B_{\bar{R}}} \times [0, T_{2\bar{R}}] \) remains also uniformly bounded for \( R > 2\bar{R}+1 \).

Thus, by using the Ascoli-Arzela Theorem, we have the uniform convergence of \( u^R \) on \( \overline{B_{\bar{R}}} \times [0, T_{2\bar{R}}] \). Then, by a diagonal argument, we may extract a subsequence of \( \{u^R\}_{R>0} \) that converges locally uniformly to some \( u \in C(\mathbb{R}^N \times [0, +\infty)) \). By stability, it follows that \( u \) is a viscosity solution of (1)-(2).

\[ \square \]

Remark 2.2. (i) In [8], existence of solutions for all bounded-from-below \( u_0 \in C(\mathbb{R}^N) \) was obtained by approximating \( u_0 \) with functions in \( W^{1,\infty}_{loc}(\mathbb{R}^N) \) and employing a result analogous to Theorem 2.1. A comparison result that is not available is a crucial tool in this procedure, since it is used to control the “error” between the corresponding solutions in terms of the error in the approximation of the initial data. (ii) Theorem 1.3 holds for any solution of the parabolic problem that may also exist for \( u_0 \in C(\mathbb{R}^N) \).

**Theorem 2.3.** Assume that \( f \in W^{1,\infty}_{loc}(\mathbb{R}^N) \) is bounded from below. Then \( \lambda^* \) as defined in (3) is finite and \( (EP)_{\lambda^*} \) has a \( C^2 \)-solution.

**Proof.** See Theorem 2.4 in [6]. \( \square \)

**Theorem 2.4.** Assume that \( f \in W^{1,\infty}_{loc}(\mathbb{R}^N) \) is coercive, i.e.,

\[
f(x) \to +\infty \quad \text{as} \quad |x| \to +\infty.
\]

Then \( (EP) \) has a \( C^2 \)-solution which is bounded from below.

**Proof.** See Theorem 2.6 in [6]. For further reference, we note that the desired solution is therein obtained as the limit of solutions to the ergodic problem set in \( B_R \). More specifically, if \( (\lambda_R, \phi_R) \) satisfy

\[
\begin{align*}
\lambda_R - \Delta \phi_R + |D\phi_R|^m &= f(x) \quad \text{in } B_R \\
\lambda_R - \Delta \phi_R + |D\phi_R|^m &\geq f(x) \quad \text{on } \partial B_R.
\end{align*}
\]

\[ (7) \]
then for some $\bar{\lambda} \in \mathbb{R}$ and $\bar{\phi} \in C^2$, $\lambda_R \searrow \bar{\lambda}$ and $\phi_R - \phi_R(0) \to \bar{\phi}$ locally uniformly in $C^2$. By stability, it follows that $(\bar{\lambda}, \bar{\phi})$ is a $C^2$-solution of $(EP)$. Furthermore, we stress that the sequence $(\lambda_R)$ is nonincreasing with respect to $R$ and that for all $R > 0$, $\lambda_R \geq \min_{\mathbb{R}^N} f$ (thus $\bar{\lambda} \geq \min_{\mathbb{R}^N} f$ as well). Both facts follow from the extremal characterization of $\lambda_R$, analogous to (3); namely

\begin{equation}
\lambda_R = \sup\{\lambda \mid \exists u : \lambda u - \Delta u + |Du|^m \leq f(x) \text{ in } B_R\}.
\end{equation}

□

**Proposition 2.5.** Denote by $(\psi_R, \nu_R)$ the solution pair of

\[ \lambda + \Delta \psi + |D\psi|^m = f_R \quad \text{in } \mathbb{R}^N/2S_R\mathbb{Z}^N, \]

where $S_R$ is chosen so that $f(x) \geq R$ for $|x| \geq S_R$ and $f_R$ is the periodic extension of $\min\{f, R\}$ to $\mathbb{R}^N/2S_R\mathbb{Z}^N$.

Then $\nu_R \to \bar{\nu}$ and $\psi_R - \psi_R(0) \to \bar{\psi}$ locally uniformly in $C^2$, where $(\bar{\psi}, \bar{\nu})$ are a solution of $(EP)$, and $\bar{\psi}$ is bounded from below.

**Proof.** See [6], Proposition 4.2. □

**Lemma 2.6.** Assume (H1).

(i) If $\chi$ is a bounded-from-below supersolution of $(EP)$, then

\[ \lim_{|x| \to +\infty} \frac{\chi(x)}{|x|} = +\infty. \]

(ii) Let $t_0 > 0$. If $v$ is a bounded-from-below supersolution of (1), then

\[ \lim_{|x| \to +\infty} \frac{v(x, t_0)}{|x|} = +\infty. \]

**Proof.** We will prove only (ii), since part (i) is analogous. Define, for all $r \geq 0$, $\varphi(r) = \inf_{\mathbb{R}^N \setminus B_r} f$. Observe that $\varphi$ is non-decreasing and, for all $x \in \mathbb{R}^N$, $f(x) \geq \varphi(|x|)$. Furthermore, assumption (H1) implies $\varphi$ is coercive. We will argue by contradiction.
Assume that there exists some \( t_0 > 0 \) and a sequence \( (y_n)_{n \in \mathbb{N}} \) with \( |y_n| \to +\infty \) as \( n \to +\infty \) such that \( v(y_n, t_0)/|y_n| \) remains bounded as \( n \to +\infty \). Since \( \varphi \) is coercive, this implies

\[
\liminf_{n \to +\infty} \frac{v(y_n, t_0)}{|y_n|} = 0.
\]

Define for \( y \in B_1 \),

\[
v_n(y, s) = \frac{v(y_n + \frac{|y_n|}{2} y, t_0 + \frac{|y_n|^2}{4} s)}{|y_n| \varphi(\frac{1}{2} |y_n|)^\frac{1}{m}}.
\]

Formally, \( v_n \) satisfies

\[
2^{2-m} |y_n|^{-1} \varphi \left( \frac{1}{2} |y_n| \right)^{\frac{1}{m}-1} (\partial_t v_n - \Delta v_n) + |Dv_n|^m
\]

\[
= 2^{-m} \varphi \left( \frac{1}{2} |y_n| \right)^{-1} f \left( y_n + \frac{|y_n|}{2} y \right) \geq 2^{-m}
\]

where the last inequality follows from the definition of \( \varphi \) and the fact that \( |y_n + \frac{|y_n|}{2} y| \geq |y_n| - \frac{|y_n|}{2} |y| = \frac{1}{2} |y_n| \); it is not hard to pass the computation onto a suitable test function. Writing \( \epsilon_n = 2^{2-m} |y_n|^{-1} \varphi \left( \frac{1}{2} |y_n| \right)^{\frac{1}{m}-1} \), we have \( \epsilon_n \to 0 \) since \( \varphi \) is coercive and \( 1 - \frac{1}{m} < 0 \), hence

\[
\epsilon_n (\partial_t v_n - \Delta v_n) + |Dv_n|^m \geq 2^{-m} - o_n(1) \quad \text{in } B_1 \times (t_0, +\infty),
\]

where \( o_n(1) \to 0 \) as \( n \to \infty \).

In order to pass to the limit, we lack some \( L^\infty \)-bound on \( v_n \). To overcome this difficulty, we set

\[
\tilde{v}_n(y, s) = \min \left( v_n(y, s), K (1 - |y|) \right) \quad \text{in } B_1 \times (0, +\infty),
\]

for some suitably large \( K \). For \( n \) large enough, the concave function \( y \mapsto K (1 - |y|) \) is also a supersolution of (10) and therefore so is \( \tilde{v}_n \), as the minimum of two supersolutions.
Hence, the half-relaxed limit $\tilde{v} = \liminf_{n \to \infty} \tilde{v}_n$ is well defined and, by stability, we have in the limit $n \to +\infty$ that

$$|D\tilde{v}|^m \geq 2^{-m} \text{ in } B_1 \times (0, +\infty),$$

in the viscosity sense. For all $n$, $\tilde{v}_n \geq 0$, hence also $\tilde{v} \geq 0$ (recall that $v \geq 0$ may be assumed at the outset). Thus $\tilde{v}$ is a supersolution of the eikonal equation, $|Du|^m = 2^{-m}$ in $B_1$ with homogeneous boundary condition. The latter has the unique solution $\frac{1}{2}d(y, \partial B_1)$. Therefore, by comparison, $\tilde{v}(y, s) \geq \frac{1}{2}d(y, \partial B_1)$ for all $y \in B_1, s \geq 0$. We remark that comparison holds up to $s = 0$ by the (more general) results of [13].

Finally, using (9) we have

$$0 \leq \tilde{v}(0, 0) \leq \liminf_{n \to +\infty} \frac{v(y_n, t_0)}{|y_n|^{\frac{1}{m}}} = 0.$$

This implies $0 = \tilde{v}(0, 0) \geq \frac{1}{2}d(0, \partial B_1) = \frac{1}{2}$, a contradiction. $\square$

**Lemma 2.7 ("Simplicity").** Let $(\lambda, \phi)$ denote the solution pair of $(EP)$ obtained in Theorem 2.4 and $v \in USC(\mathbb{R}^N)$ be a bounded-from-below subsolution of $(EP)_\lambda$. Then, there exists $c \in \mathbb{R}$ such that $v(x) = \phi(x) + c$ for all $x \in \mathbb{R}^N$.

**Proof.** We will first establish the following

(11) there exists $c \in \mathbb{R}$ such that $v(x) \leq \phi(x) + c$ for all $x \in \mathbb{R}^N$.

To this end, we first prove that $\min_{B_R} \phi_R - v$ is bounded from below, uniformly in $R > 0$. Let $\mu > 1$—to be chosen later—and define $\phi^\mu_R = \mu \phi_R$, where $(\lambda_R, \phi_R)$ are defined as in the proof of Theorem 2.4. So defined, $\phi^\mu_R$ is a solution of

$$-\Delta \phi^\mu_R + \mu^{1-m}|D\phi^\mu_R|^m = \mu(f(x) - \lambda_R) \text{ in } B_R.$$

Since $\mu > 1$ and $1 - m < 0$, we have $\mu^{1-m} \leq 1$, thus

(12) $-\Delta \phi^\mu_R + |D\phi^\mu_R|^m \geq \mu(f(x) - \lambda_R) \text{ in } B_R.$
Set $\mu = \mu_R := 1 + \lambda_R - \bar{\lambda}$. By the results of [6] (see also the proof of Theorem 2.4 above), we indeed have that $\mu_R > 1$, as well as $\mu_R \searrow 1$ as $R \to +\infty$.

Consider $x^R \in \text{argmax}_{B_{R}} (v - \phi_{R}^{\mu_R})$. This maximum is achieved in $B_R$ because $v \in USC$ and $\phi_{R}^{\mu_R} \to +\infty$ as $x \to \partial B_R$. Since $v$ is a subsolution of $(EP)_{\bar{\lambda}}$ and $\phi_{R}^{\mu_R} \in C^2$, we have

$$\bar{\lambda} - \Delta \phi_{R}^{\mu_R} (x_R) + |D\phi_{R}^{\mu_R} (x_R)|^m \leq f(x_R).$$

Evaluating (18) at $x_R$ and subtracting from the previous equation we obtain $0 \geq (\mu_R - 1)f(x^R) - \mu_R \lambda_R + \bar{\lambda}$. From the definition of $\mu_R$, we have

$$(\mu_R - 1)f(x^R) \leq \mu_R \lambda_R - \bar{\lambda} = (1 + \lambda_R - \bar{\lambda})\lambda_R - \bar{\lambda}$$

$$= (\lambda_R - \bar{\lambda})(1 + \lambda_R),$$

hence

(13)  

$$f(x_R) \leq 1 + \lambda_R \leq 1 + \lambda_1.$$ 

Here we have used the monotonicity of $\lambda_R$ (to clarify, $\lambda_1$ denotes the ergodic constant for the domain $B_1$). Since the right-hand side is bounded uniformly with respect to $R$ and $f$ is coercive, $x_R$ must remain in a bounded set as $R \to +\infty$, say $B_{\bar{R}}$ for some $\bar{R} > 0$. We stress that $\bar{R}$ is independent of $R$ (thus also of $\mu_R$).

Therefore, for $R > \bar{R}$,

$$\max_{B_{R}} (v - \phi_{R}^{\mu_R}) = (v - \phi_{R}^{\mu_R})(x_R) = \max_{B_{\bar{R}}} (v - \phi_{R}^{\mu_R}) \leq \left( \max_{B_{\bar{R}}} (v - \phi_{R}^{\mu_R}) \right) - 1 =: c,$$

where we have used that $\phi_{R}^{\mu_R} \to \phi$ uniformly over $B_{\bar{R}}$ as $R \to +\infty$ (recall $\mu_R \to 1$ in said limit). This implies that

$$v(x) \leq \phi_{R}^{\mu_R}(x) + c \quad \text{for all } x \in \mathbb{R}^N.$$

For any fixed $x \in \mathbb{R}^N$, sending $R \to +\infty$ leads to (11), noting $c$ is independent of $R$. 
We now define $\bar{\phi}^\mu := \mu \bar{\phi}$, where again $\mu > 1$; thus,

\begin{equation}
- \Delta \bar{\phi}^\mu + |D\bar{\phi}^\mu| \geq \mu (f(x) - \bar{\lambda}) \quad \text{in } \mathbb{R}^N.
\end{equation}

Using (11), we have that

$$v(x) - \bar{\phi}^\mu(x) = v(x) - \bar{\phi}(x) + (1 - \mu)\bar{\phi}(x) \leq c + (1 - \mu)\bar{\phi}(x) \quad \text{for all } x \in \mathbb{R}^N.$$ 

Since $\bar{\phi}$ is coercive (by Lemma 2.6) and $1 - \mu < 0$, it follows that $v(x) - \bar{\phi}^\mu(x) \to -\infty$ as $|x| \to +\infty$. Therefore, $v - \bar{\phi}^\mu$ attains a global maximum at some $x^\mu$, with $x^\mu$ possibly depending on $\mu$. However, proceeding as before, we obtain that

$$\bar{\lambda} - \Delta \bar{\phi}^\mu(x^\mu) + |D\bar{\phi}^\mu(x^\mu)|^m \leq f(x^\mu).$$

Subtracting from (14) and using the coercivity of $f$, we again have that $x^\mu$ remains in some ball $B_{\tilde{R}}$, with $\tilde{R}$ depending only on $f$. Hence, for all $\mu > 1$, $x^\mu \in \overline{B_{\tilde{R}}}$ and (up to a subsequence) $x^\mu \to \hat{x}$ for some $\hat{x} \in \overline{B_{\tilde{R}}}$.

Recalling now that each $x^\mu$ is a global maximum, we have, for all $\mu > 1$,

$$\bar{v}(x) - \bar{\phi}^\mu(x) \leq v(x^\mu) - \bar{\phi}^\mu(x^\mu) \quad \text{for all } x \in \mathbb{R}^N.$$ 

Fixing $x \in \mathbb{R}^N$ and taking the limit $\mu \to 1^+$ in the previous inequality, we obtain

$$\bar{v}(x) - \bar{\phi}(x) \leq \bar{v}(\hat{x}) - \phi(\hat{x}) \quad \text{for all } x \in \mathbb{R}^N,$$ 

recalling that $v \in USC$. We thus have that $\bar{v}$ and $\bar{\phi} + \bar{v}(\hat{x}) - \phi(\hat{x})$ are respectively sub- and supersolution of $(EP)_\lambda$, satisfy $\bar{v} \leq \bar{\phi} + \bar{v}(\hat{x}) - \phi(\hat{x})$ in $\mathbb{R}^N$, and are equal at $\hat{x}$. Therefore, they are equal by the strong comparison principle (see e.g. [15], Theorem 3.1 and Remark 3.6), and with this we conclude. \qed

**Corollary 2.8.** Using the notation of Theorem 2.3 and the proof of Theorem 2.4, $\bar{\lambda} = \lambda^*$. 

**Proof.** The fact that $(\bar{\lambda}, \bar{\phi})$ is a solution pair of $(EP)$ and the definition of $\lambda^*$ given by (3) imply at once that $\bar{\lambda} \leq \lambda^*$. 

Assume \( \bar{\lambda} < \lambda^* \). Again by (3), there exist \( \tilde{\lambda} \in (\bar{\lambda}, \lambda^*) \) and \( \tilde{v} \in C^2(\mathbb{R}^N) \) such that \[
abla \tilde{\lambda} - \Delta \tilde{v} + |D\tilde{v}|^m \leq f(x) \quad \text{in } \mathbb{R}^N.
\]

But \( \bar{\lambda} < \tilde{\lambda} \) implies that \[
\lambda - \Delta \tilde{v} + |D\tilde{v}|^m < f(x) \quad \text{in } \mathbb{R}^N,
\]

therefore, by Lemma 2.7, \( \tilde{v} \equiv \tilde{\phi} + c \) for some \( c \in \mathbb{R} \). We thus obtain \[
\bar{\lambda} - \Delta \tilde{v} + |D\tilde{v}|^m = f(x) \quad \text{in } \mathbb{R}^N,
\]
a contradiction. \( \square \)

**Proof of Proposition 1.2.** The result is an immediate consequence of Lemma 2.7 and Corollary 2.8. It shows, however, the full reach of the previous arguments. \( \square \)

**Theorem 2.9** (Uniqueness of the ergodic constant). Assuming (H1) and (H2), the generalized ergodic constant of \((EP)\) is unique in the following sense: if \((\lambda, \psi)\) is a solution of \((EP)\) and \(\psi\) is bounded from below, then \(\lambda = \lambda^*\).

**Proof.** For \(m = 2\), this result is contained in [6], Theorem 3.1; for \(m \in (1, 2)\), it is covered in part \((a)\) of Theorem 2.1 in [1]. \( \square \)

**Corollary 2.10** (Uniqueness of solutions for \((EP)\)). Assuming (H1) and (H2), solutions for \((EP)\) are unique up to an additive constant. More specifically, if \((\lambda, \phi)\) and \((\psi, \nu)\) are two bounded-from-below solutions of \((EP)\), then \(\lambda = \nu\) and \(\psi(x) = \phi(x) + c\) for all \(x \in \mathbb{R}^N\) for some \(c \in \mathbb{R}\).

**Proof.** This an easy consequence of Theorem 2.9 and the arguments of Lemma 2.7. \( \square \)

**Proposition 2.11.** Assume (H1) and (H2). Let \((\lambda^*, \phi)\) denote the unique solution pair of \((EP)\) given by Theorem 2.9 and \(w \in \text{LSC}(\mathbb{R}^N)\) be a supersolution of \((EP)_{\lambda^*}. Then, there exists \(c \in \mathbb{R}\) such that \(w(x) = \phi(x) + c\) for all \(x \in \mathbb{R}^N\).
Remark 2.12. The statement of Proposition 2.11 is of course symmetrical to that of Lemma 2.7. We have chosen to state them separately since we are not able to obtain the analogue of Corollary 2.8 for supersolutions. See Remark 2.13 below.

Proof. The proof is similar to that of Lemma 2.7, so we merely point out a couple of differences in the construction.

For $\gamma < 1$, let $\psi^\gamma_R := \gamma \psi_R$, where $\psi_R$ is defined as in Proposition 2.5. Thus $\psi^\gamma_R$ satisfies

$$-\Delta \psi^\gamma_R + |D\psi^\gamma_R|^m \leq \gamma (f_R(x) - \nu_R) \leq \gamma (f(x) - \nu_R),$$

where the second inequality follows from the definition of $f_R$ as an extension of $\min\{f, R\}$.

Consider $\min_{\mathbb{R}^N} (w - \psi^\gamma_R)$. This minimum is attained since $\psi_R$ is periodic and therefore bounded in $\mathbb{R}^N$ (though the bound may depend on $R$), while $w$ is coercive by Lemma 2.6. Thus we may use $\psi^\gamma_R \in C^2$ as a test function for $(EP)$.

Setting $\gamma_R = 1 + \nu_R - \lambda^*$, and noting the definition of $\lambda^*$ implies that $\gamma_R < 1$, we can argue as in Lemma 2.7 to show that $\min_{\mathbb{R}^N} (w - \psi^\gamma_R)$ is attained in a fixed compact set. Letting $R \to +\infty$ gives $w(x) \geq \phi(x) + c$ for some $c \in \mathbb{R}$.

To show equality, we argue exactly as in the second part of Lemma 2.7, considering the difference $w - \phi^\gamma$ for $\gamma < 1$, where $\phi$ is the unique solution of $(EP)$. \hfill \Box

Remark 2.13. Both $(\lambda_R, \phi_R)$ and $(\nu_R, \psi_R)$ are approximations of the unique bounded-from-below solution $(\lambda^*, \phi)$ given by Theorem 2.9 and Proposition 1.2. However, there are a couple of differences which allow us to obtain Lemma 2.7 and Corollary 2.8 for the family $(\lambda_R, \phi_R)$ without appealing to the results of [1], while the analogous results for $(\nu_R, \psi_R)$ cannot be obtained in this way, at least with similar techniques: first, since $\lambda_R$ is related to the ergodic problem with state-constraints boundary condition, we have the extremal characterization (8), which implies the monotonicity of $(\lambda_R)_R$, and in particular that $\lambda_R \geq \bar{\lambda}$; second, $\lambda^*$ is defined as a critical value for the existence of subsolutions of $(EP)$, and the argument of Corollary 2.8 relies heavily on this fact.
Proposition 3.1. For any compact $K \subset \mathbb{R}^N$, $u(x,t) - \lambda^* t$ is bounded over $K \times (0, +\infty)$. Equivalently,

$$\frac{u(\cdot,t)}{t} \to \lambda^* \text{ locally uniformly in } \mathbb{R}^N.$$ 

Proof. Let $K \subset \mathbb{R}^N$. For $R > 0$, we define $V_R(x,t) = \phi_R(x) + \lambda_R t + \sup_{B_R}(u_0 - \phi_R)$, where $(\phi_R, \lambda_R)$ are defined as in 2.4. We note that $V_R$ and $u$ are respectively a supersolution and a subsolution of the parabolic state-constraint problem in $B_R$,

$$
\begin{cases}
  v_t - \Delta v + |Dv|^m = f(x) & \text{in } B_R \\
  v_t - \Delta v + |Dv|^m \geq f(x) & \text{on } \partial B_R. \\
  v(\cdot,0) = u_0 & \text{in } B_R.
\end{cases}
$$

Hence, by the comparison principle over a bounded domain (see [5]), $V_R(x,t) \geq u(x,t)$ in $B_R \times (0, +\infty)$. It follows that

$$\frac{u(x,t)}{t} \leq \lambda_R + \frac{\phi_R(x) + \sup_{B_R}(u_0 - \phi_R)}{t},$$

$$\limsup_{t \to +\infty} \frac{u(x,t)}{t} \leq \lambda_R.$$

By Theorem 2.4 and Corollary 2.8, we have $\lambda_R \to \lambda^*$ as $R \to +\infty$. Thus, taking $R \to +\infty$ in the last inequality we have

$$\limsup_{t \to +\infty} \frac{u(x,t)}{t} \leq \lambda^*.$$ 

The lower limit for $\frac{u(x,t)}{t}$ is obtained similarly, by considering the solution pair $(\psi_R, \nu_R)$ of Proposition 2.5. In this case we compare the solution $u(x,t)$ to

$$U_R(x,t) := \psi_R(x) + \nu_R t + \inf_{B_R}(u_0 - \psi_R)$$

over $\mathbb{R}^N \times (t_0, +\infty)$ for some $t_0 > 0$. Despite lacking a general comparison principle for equation (1), this comparison is possible because we know $\psi_R$ is bounded (since it is periodic) and $u(x,t_0) \to +\infty$ as $|x| \to +\infty$ for any fixed $t_0 > 0$, by Lemma
2.6. The limit on the right hand side gives the desired lower bound by Theorem 2.9, which in particular implies that $\nu_R \to \lambda^*$. □

3.1. Proof of Theorem 1.3.

Proof of Theorem 1.3. Step 1: Let $v(x,t) = u(x,t) - \lambda^* t$ and define $\bar{v}(x,t) = \limsup_{t \to +\infty} v(x,t)$. By stability, $\bar{v}$ is a subsolution of $(EP)_{\lambda^*}$, and is bounded from below by Proposition 3.1. Hence, by Lemma 1.2, there exists a constant $\hat{c}$ such that $\bar{v}(x) = \phi(x) + \hat{c}$ for all $x \in \mathbb{R}^N$.

Step 2: We claim that there exists a sequence $(t_k)_{k \in \mathbb{N}}$ such that

$$v(\cdot, t_k) \to \phi + \hat{c} \quad \text{uniformly over } K \text{ as } t_k \to +\infty,$$

for any compact $K \subset \mathbb{R}^N$. This follows from the same compactness argument given in the proof of Theorem 2 in [8] for the case $m > 2$, which we include here for convenience.

Fix $\hat{x} \in \mathbb{R}^N$. By the definition of half-relaxed limits, there exists a sequence $(x_n, t_n) \in \mathbb{R}^N \times (0, +\infty)$ such that $x_n \to \hat{x}$, $t_n \to \infty$, and $v(x_n, t_n) \to \bar{v}(\hat{x})$. Consider $v_n(\cdot) := v(\cdot, t_n - 1)$. By Proposition 3.1, the sequence $(v_n)$ is uniformly bounded over compact sets. Furthermore, by the local gradient bound of Theorem A.1 (in the Appendix), it is also uniformly equicontinuous over compact sets. Thus, there exists $w_0 \in C(\mathbb{R}^N)$ such that, given a compact $K \subset \mathbb{R}^N$, there exists a subsequence $(v_{n'})$ such that $v_{n'} \to w_0$ uniformly over $K$ as $n' \to \infty$.

Consider now

$$w_{n'}(x,t) = v(x, t + t_{n'} - 1) \quad \text{for } (x,t) \in \mathbb{R}^N \times (0, +\infty).$$

The sequence $(w_{n'})$ is again uniformly equicontinuous (in both space and time variables) due to Corollary A.2. Thus, given also $T > 0$, we have that

$$w_{n'} \to w \text{ uniformly over } K \times [0,T] \quad \text{for some } w \in C(\mathbb{R}^N \times (0, +\infty))$$
(again passing to a subsequence if necessary—this is omitted for ease of notation). By the definition of the half-relaxed limit \( \bar{v} \), \( w(x,t) \leq \bar{v}(x) = \phi(x) + \hat{c} \) for all \((x,t) \in \mathbb{R}^N \times (0, +\infty)\), and by construction,

\[(17) \quad w(\hat{x}, 1) = \lim_{n'} v(\hat{x}, t_{n'}) = \phi(\hat{x}) + \hat{c}.\]

Hence, by the Strong Maximum Principle (see Lemma A.3 in the Appendix), \( w - (\phi + \hat{c}) \) is constant in \( \mathbb{R}^N \times [0, 1] \). In particular, \( w_0(x) = \phi(x) + \hat{c} \) for all \( x \in \mathbb{R}^N \).

Thus, given a compact \( K \subset \mathbb{R}^N \), there exists a subsequence \((v_{n'})\) such that \( v_{n'} \to \phi(x) + \hat{c} \) uniformly over \( K \) as \( n' \to \infty \), and the claim follows from a simple diagonal argument.

**Step 3:** Let \((\lambda^*, \phi)\) denote the solution pair of \((EP)\) such that \( \min_{\mathbb{R}^N} \phi = 0 \); and let \((\lambda_R, \phi_R)\) denote the solution pair of (7), normalized so that \( \phi_R \to \phi \) locally uniformly in \( \mathbb{R}^N \).

As in Lemma 2.7, set \( \mu_R = 1 + \lambda^* - \lambda_R > 1 \), define \( \phi_R^{\mu_R} = \mu_R \phi_R \), and denote by \( x_R \) any point where \( m_R := \min_{B_R}(\phi_R^{\mu_R} - \phi) \) is achieved. We will show that \( m_R = o(1) \) as \( R \to +\infty \).

Indeed, arguing as in Lemma 2.7, we have that \( x_R \) remains in a fixed compact set as \( R \to +\infty \), say \( \bar{B}_R \). Thus, using the uniform convergence of \( \phi_R^{\mu_R} \to \phi \) over \( \bar{B}_R \), we have

\[ m_R = \min_{B_R}(\phi_R^{\mu_R} - \phi) = \min_{B_R}(\phi_R^{\mu_R} - \phi) \to 0, \quad \text{as } R \to +\infty. \]

Let \( \hat{K} \subset \mathbb{R}^N \), \( \epsilon > 0 \), and \( R > 0 \) such that \( \hat{K} \subset B_R \). Using the conclusion of Step 2 above, let \( n_0 \in \mathbb{N} \) such that for all \( n \geq n_0 \),

\[ v(x, t_n) \leq \phi(x) + \hat{c} + \epsilon, \quad \text{for all } x \in \bar{B}_R. \]

We will construct a supersolution of the parabolic state-constraints problem in \( B_R \) to bound \( v(x, t + t_n) \) by above for \( x \in \hat{K} \) and \( t > 0 \). Write \( M_R = (-m_R)^+ \), and
define
\[ V_R(x, t) = \phi_R^\mu + \hat{c} + \epsilon + (\mu_R \lambda_R - \lambda^*) t + M_R, \quad x \in B_R, \quad t > 0. \]

Recalling \( \phi_R^\mu \) satisfies
\[ (18) \quad -\Delta \phi_R^\mu + \mu_R^{1-m} |D\phi_R^\mu|^m = \mu_R (f(x) - \lambda_R) \quad \text{in} \quad B_R, \]
we have
\[ \partial_t V_R - \Delta V_R + |DV_R|^m = \mu_R (f(x) - \lambda_R) + \mu_R \lambda_R - \lambda^* \]
\[ \geq f(x) - \lambda^* \quad \text{in} \quad B_R \times (0, +\infty), \]
where we have used that \( \mu_R > 1 \) and the assumption that \( f \geq 0 \). Furthermore, for any \( t \geq 0 \),
\[ V_R(x, t) \to +\infty \quad \text{as} \quad x \to \partial B_R, \]
since \( V_R(x, t) \geq \phi_R^\mu(x) \) and \( \phi_R^\mu \) has this property. Finally,
\[ V_R(x, 0) = \phi_R^\mu(x) + M_R + \hat{c} + \epsilon \]
\[ \geq \phi_R^\mu(x) + \max_{B_R} (\phi - \phi_R^\mu) + \hat{c} + \epsilon \]
\[ \geq \phi(x) + \hat{c} + \epsilon, \quad \text{for all} \quad x \in B_R. \]

Thus, by comparison (over a bounded domain) we have
\[ V_R(x, t) \geq v(x, t + t_n) \quad \text{in} \quad B_R \times (0, +\infty). \]

In particular, by the initial choice of \( R > 0 \), this holds in \( \hat{K} \times (0, +\infty) \).

Fix \( \hat{t} > 0 \). The previous inequality establishes that
\[ v(x, \hat{t} + t_n) \leq \phi_R^\mu(x) + (\mu_R \lambda_R - \lambda^*) \hat{t} + M_R + \hat{c} + \epsilon, \quad \text{for all} \quad x \in \hat{K}. \]
Sending $R \to +\infty$, by the uniform convergence of $\phi^R \to \phi$ over $\hat{K}$, using also that $M_R \to 0$ and $\mu_R \to 1$, we have

\begin{equation}
  v(x, \hat{t} + t_n) \leq \phi(x) + \hat{c} + \epsilon, \quad \text{for all } x \in \hat{K}.
\end{equation}

Since $\hat{K}$ and the right-hand side of the previous inequality is independent of $\hat{t}$, this provides the desired upper bound.

**Step 4.** To obtain the lower bound corresponding to (19), we define

\[ \tilde{U}_R(x, t) = \psi^R_{\gamma R}(x) + \hat{c} - \epsilon + (\gamma_R \nu_R - \lambda^*) t + \tilde{m}_R, \]

where $\tilde{m}_R = \min_{\mathbb{R}^N} (\phi - \psi^R_{\gamma R})$. Arguing as before, we can show that this minimum is achieved in a fixed compact set and therefore $\tilde{m}_R \to 0$ as $R \to +\infty$.

Furthermore,

\[ \tilde{U}_R(x, 0) = \psi^R_{\gamma R}(x) + \hat{c} - \epsilon + \tilde{m}_R \leq \phi(x) + \hat{c} - \epsilon, \]

and

\[ \partial_t \tilde{U}_R - \Delta \tilde{U}_R + |D\tilde{U}_R|^\nu \leq \gamma_R (f_R(x) - \nu_R) + \gamma_R \nu_R - \lambda^* \]

\[ = f_R(x) - \lambda^* \leq f(x) - \lambda^*. \]

Therefore, $\tilde{U}_R(x, t) \leq v(x, t + t_n)$ for all $x \in \mathbb{R}^N$, $t > 0$. In particular, this holds over $\hat{K} \times (0, +\infty)$. Hence, for fixed $\hat{t} > 0$, taking $R \to +\infty$ in $\tilde{U}_R(x, t) \leq v(x, \hat{t} + t_n)$ we arrive at

\[ \phi(x) + \hat{c} - \epsilon \leq v(x, \hat{t} + t_n) \quad \text{for all } x \in \hat{K}, \]

and with this we conclude. \qed

**Appendix A.**

**Theorem A.1 (Local Gradient Bounds).** Let $R, \tau > 0$. 


(a) There exists $K_2 > 0$ depending only on $m$ and $N$, such that for any $R \geq R' + 1 > 0$ the solution of (EP) satisfies

$$\sup_{B_{R'}} |D\phi| \leq K_2(1 + \sup_{B_R} |f|^\frac{1}{m} + \sup_{B_R} |Df|^\frac{1}{m-1}).$$

(b) If $u$ is a solution of

$$u_t - \Delta u + |Du|^m = f(x) \quad \text{in } \Omega \times (0, T],$$

$$u(x, 0) = u_0(x) \quad \text{in } \overline{\Omega},$$

where $\Omega$ is a domain of $\mathbb{R}^N$ such that $B_{R+1} \subset \Omega$ and $f \in W^{1,\infty}_{\text{loc}}(\mathbb{R}^N)$, then $u$ is Lipschitz continuous in $x$ in $B_R \times [\tau, +\infty)$ and $|Du(x, t)| \leq L$ for a.e. $x \in B_R$, for all $t \geq \tau$, where $L$ depends on $R$ and $\tau$. Moreover this result holds with $\tau = 0$ if $u_0$ is locally Lipschitz continuous in $\Omega$.

Both results in Theorem A.1 are classical. The estimate in (a) appears as stated in [17], but can also be inferred from the results of [19] (see also [23], [22]).

The conclusion of (b) can also be adapted from the results of [21] (that recovers some of the results from [23]). For a proof closer to our setting—namely, within the context of viscosity solutions, via the weak Bernstein method—we refer the reader to Theorem 4.1 in [3]. The viscous Hamilton-Jacobi Equation (20) is easily shown to satisfy the structure conditions required therein.

**Corollary A.2.** Let $R, \tau > 0$. The solution $u$ of (20)-(21) is Hölder-continuous of order $1/2$ in $B_R \times [\tau, +\infty)$ and $\|u\|_{C^{0,1/2}(B_R \times [\tau, +\infty))} \leq M$ for some $M > 0$ depending on $R, \tau$, the data $u_0, f$ and universal constants. Moreover, this result holds with $\tau = 0$ if $u_0$ is locally Lipschitz continuous in $\Omega$.

**Proof.** The proof of Corollary A.2 can be done in two ways: either by using classical interior parabolic estimates (see [25], Theorem 4.19, and also Theorem 4.36 in [18]), in which case the Hölder-regularity of the solution $u$ is of some order $\alpha \in (0, 1)$ depending on universal constants, or by the argument of [4], which implies that a solution which is Lipschitz in $x$ is $1/2$-Hölder-continuous in $t$. 
In both proofs, the result relies on part (b) of Theorem A.1, which implies that the solution \( u \) of (1) satisfies \( |Du| \leq L \) in \( B_R \times (\tau, +\infty) \), and therefore that \( u_t - \Delta u \) is bounded in \( B_R \times (\tau, +\infty) \). This allows the use of either of the two arguments just mentioned. □

**Lemma A.3** (Strong Maximum Principle). Let \( R, C > 0 \). Any upper semicontinuous subsolution of

\[
(22) \quad u_t - \Delta u - C|Du| = 0 \quad \text{in} \quad B_R \times (0, +\infty)
\]

that attains its maximum at some \( (x_0, t_0) \in B_R \times (0, +\infty) \) is constant in \( B_R \times [0, t_0] \).

**Proof.** See, e.g., [13], Corollary 2.4 and [2], Corollary 1. (The latter result concerns time-independent equations, but the method of proof equally applies in this context.) □
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