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Abstract

In this review, we present some fundamental classical and quantum phenomena in view of time fractional formalism. Time fractional formalism is a very useful tool in describing systems with memory and delay. We hope that this study can provide a deeper understanding of the physical interpretations of fractional derivative.
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1- Introduction

Fractional calculus is a very useful tool in describing the evolution of systems with memory, which typically are dissipative and to complex systems. Complex systems include very broad and general class of systems and materials. For instance, glasses, biopolymers, biological cells, porous materials, amorphous semiconductors and liquid crystals can be considered as complex systems. Scaling laws and self-similar behavior are supposed to be fundamental features of complex systems. In recent decades the fractional calculus and in particular the fractional differential equations has attracted interest of researches in several areas including mathematics, physics, chemistry, biology, engineering and economics [1-4]. Applications of fractional calculus in the field of physics have gained considerable popularity and many important results were obtained during the last years. Some of the areas of these applications include: classical mechanics [8-11], classical electromagnetism [32-38], special relativity [39, 40], non-relativistic quantum mechanics [43-50] and relativistic quantum mechanics and field theory [51-58]. Despite these various applications, there are some important challenges. For example physical interpretation for the fractional derivative is not completely clarified yet. In this review, we aim to present some aspects of physical interpretation for the fractional derivative by studying the behavior of fundamental classical and quantum phenomena within the framework of time fractional formalism. In the following, fractional calculus is briefly reviewed in Sec. 2. The fractional relaxation and oscillation process are discussed in Sec. 3. Time fractional Maxwell’s equations are presented in sec. 4. In Sec. 5 time fractional Schrödinger equation and time fractional Pauli equation are given. Finally in Sec. 6, we will present our summary and discussion.

2- Mathematical tools: Fractional calculus

Although the application of Fractional calculus has attracted interest of researches in recent decades, it has a long history when the derivative of order 0.5 has been described by Leibniz in a letter to L'Hospital in 1695. Fractional calculus is the calculus of derivatives and integrals with arbitrary (real or even complex) order, which unify and generalize the notions of integer order differentiation and n-fold integration, which have found many applications in recent studies to model a variety processes from classical to quantum physics. In the following, we briefly revisit essentials of fractional calculus.

2.1. The Caputo fractional derivative operator

The commonest way to obtain a fractional differential equation for describing the evolution of a typical system is to generalize the ordinary derivative in the standard differential equation into the fractional derivative. Fractional differential equation can be include for instance derivative of order 0.5, \(\sqrt{2}\), and \(\pi\) and
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so on. Since the age of Leibniz various types of fractional derivatives have been proposed. In fact, the
definition of the fractional order derivative is not unique and there exists several definitions including,
Grünewald–Letnikov, Riemann-Liouville, Weyl, Riesz and Caputo for fractional order derivative. Fractional
differential equations defined in terms of Caputo derivatives require standard boundary
(initial) conditions. Also the Caputo fractional derivative satisfies the relevant property of being zero
when applied to a constant. For these reasons, in this paper we prefer to use the Caputo fractional
derivative. The left (forward) Caputo fractional derivative of a time dependent function \( f(t) \) is defined by

\[
_{0}^{c}D^{\alpha}_{t} f(t) = \frac{1}{\Gamma(n-\alpha)} \int_{0}^{t} (t-\tau)^{n-\alpha-1} f^{(n)}(\tau) d\tau
\]

\[\alpha > 0, t > 0\] (1)

Where, \( n \) is an integer number and \( \alpha \) is the order of the derivative such that \( n-1<\alpha <n \) and \( f^{(n)}(\tau) \)
denotes the \( n \)-th derivative of the function \( f(\tau) \). For example when \( \alpha \) is between 0 and 1, we have

\[
_{0}^{c}D^{\alpha}_{t} f(t) = \frac{1}{\Gamma(1-\alpha)} \int_{0}^{t} (t-\tau)^{-\alpha} \frac{\partial f(\tau)}{\partial \tau} d\tau
\]

\[0 < \alpha < 1\] (2)

As we can see from the above equations Caputo derivative implies a memory effects by means of a
convolution between the integer order derivative and a power of time. Also the Laplace transform to
Caputo's fractional derivative gives

\[
L\{_{0}^{c}D^{\alpha}_{t} f(t)\} = s^{\alpha} F(s) - \sum_{m=0}^{n-1} s^{\alpha-m-1} f^{(m)}(0)
\]

where, \( F(s) \) is the Laplace transform of \( f(t) \).

2.2. The Mittag-Leffler function

During the recent years the Mittag-Leffler (ML) function has caused extensive interest among physicist
due to its role played in describing realistic physical systems with memory and delay. It was originally
introduced by G.M. Mittag-Leffler in 1902\[5\]. The ML function is such a one-parameter function defined
by the series expansion as

\[
E_{\alpha}(z) = \sum_{k=0}^{\infty} \frac{z^{k}}{\Gamma(1+\alpha k)} \quad z \in \mathbb{C}, \alpha > 0
\]

(4)

And its general two-parameter representations is defined as

\[
E_{\alpha,\beta}(z) = \sum_{k=0}^{\infty} \frac{z^{k}}{\Gamma(\beta+\alpha k)} \quad z \in \mathbb{C}, \beta \in \mathbb{C}, \alpha > 0
\]

(5)

where \( \mathbb{C} \) is the set of complex numbers and \( \Gamma(\alpha) \) denotes the Gamma function. This function is in fact a
generalization of the exponential function. For example, for the special case of \( \alpha = 1 \), the ML function
Eq. (4) reduces to the exponential function \( E_{1}(z) = e^{z} \).

Furthermore, since the ML function generalizes the exponential function, the Euler identity for an
exponential function with a complex argument (i.e., \( e^{i\theta} = \cos(\theta) + i \sin(\theta) \) ) can also be written for the
ML function in a similar manner. So we have

\[
E_{\alpha}(i \theta) = \cos_{\alpha}(\theta) + i \sin_{\alpha}(\theta)
\]

(6)
Where \( \sin_{\alpha} (\theta) \) and \( \cos_{\alpha} (\theta) \) are sine and cosine ML functions respectively and defined as

\[
\sin_{\alpha} (\theta) = \sum_{n=0}^{\infty} \frac{(-1)^n (\theta)^{2n+1}}{\Gamma((2n + 1)\alpha + 1)}, \quad \cos_{\alpha} (\theta) = \sum_{n=0}^{\infty} \frac{(-1)^n (\theta)^{2n}}{\Gamma(2n\alpha + 1)}
\]  

(7)

Also, it is notable that although exponential function possesses the semigroup property (i.e., \( e^{a(z_1 + z_2)} = e^{az_1}e^{az_2} \)) the function \( E_{\alpha} (ae^\theta) \) does not possess the semigroup property in general [6] (this property leads to important results in fractional quantum mechanics [48]). Mittag-Leffler function, as a generalized exponential function, naturally arises in the solutions of ordinary differential equations of arbitrary (non-integer) order. Therefore the Laplace transform for ML function will be very useful in solving fractional differential equations:

\[
L \{ t^{\alpha m+\beta-1} E_{\alpha,\beta}^{(m)} (\pm \lambda t^\alpha) \} = \frac{m! s^{\alpha-\beta}}{(s^{\alpha} \mp \lambda)^{m+1}}
\]  

(8)

Where \( s > |\lambda|^\frac{1}{\alpha} \).

3- Classical mechanics: fractional relaxation and fractional oscillation

The fundamental processes in physics are described by equations for the time evolution of a quantity \( X (t) \) in the form:

\[
dX(t) = -LX(t)
\]  

(9)

where \( L \) can be both linear or nonlinear operator. For instance there are many relaxation phenomena in nature whose relaxation function obeys the simple approximate equation

\[
\frac{dx(t)}{\tau} + x(t) = 0
\]  

(10)

We can write the above equation as

\[
\frac{dx(t)}{dt} = -\frac{1}{\tau} x(t)
\]  

(11)

The solution of the above equation is the normalized exponential Debye-relaxation function (i.e. \( x(t) = e^{-\frac{t}{\tau}} \), with relaxation time \( \tau \)). However, there are some experimental evidences that relaxation in several complex disordered systems deviates from the classical exponential Debye pattern [12-24]. Nowadays, it has proved that the fractional relaxation equation can be a successfu mathematical construct that reflects the main features of evolution of such systems. The commonest way to obtain a fractional differential equation for describing the evolution of a typical system is to generalize the ordinary derivative in the standard differential equation into the fractional derivative

\[
\frac{d}{dt} \rightarrow \frac{1}{\eta^{1-\alpha}} \frac{d^\alpha}{dt^\alpha}
\]  

(12)

where \( \frac{d^\alpha}{dt^\alpha} \) denotes the Caputo’s derivative operator of order \( \alpha \) and, \( \eta \) is a new parameter representing the fractional time components in the system[32] and its dimension is the second. In the case \( \alpha = 1 \) the expression transforms into ordinary time derivative operator

\[
\frac{1}{\eta^{1-\alpha}} \frac{d^\alpha}{dt^\alpha} \bigg|_{\alpha = 1} = \frac{d}{dt}
\]  

(13)
Therefore we can easily arrive at the fractional relaxation equation by changing the first order derivative in the Eq. (10) to a derivative of an arbitrary order:
\[
\frac{\tau}{\eta^{1-a}} \frac{d^\alpha x(t)}{dt^\alpha} + x(t) = 0 \quad 0 < \alpha \leq 1
\] (14)

with the solution:
\[
x(t) = x(0) E_\alpha(-\eta^{1-a} t^\alpha)
\] (15)

It is showed that this solution and this model for the relaxation processes can be successfully adopted to interpret experimental data on relaxation in several complex disordered systems.

The second example is the simple harmonic oscillator. The harmonic oscillator, given by the well-known second order linear differential equation with constant coefficients
\[
m \frac{d^2 x}{dt^2} + kx = 0
\] (16)
is a cornerstone of classical mechanics [7]. We can obtain the differential equation of a simple fractional oscillator [25-31] by changing the second derivative in the harmonic oscillator equation to a derivative of an arbitrary order (Eq. (12)):
\[
\frac{m}{\eta^{3(1-a)}} \frac{d^{2\alpha} x}{dt^{2\alpha}} + kx = 0 \quad 0 < \alpha \leq 1
\] (17)

We can write the above equation also as
\[
\frac{d^{2\alpha} x}{dt^{2\alpha}} + \eta^{2(1-a)} \frac{k}{m} x = 0
\] (18)

where the parameter \(\omega_f\) defined by
\[
\omega_f^2 = \eta^{2(1-a)} \omega^2
\] (19)

and \(\omega^2 = \frac{k}{m}\), so we can rewrite the fractional differential equation of the system as
\[
\frac{d^{2\alpha} x}{dt^{2\alpha}} + \omega_f^2 \frac{d}{dt} x = 0
\] (20)

The solution of the above equation reads:
\[
x(t) = x(0) E_{2\alpha}(-\omega_f^2 t^{2\alpha}) + \dot{x}(0) E_{2\alpha}(-\omega_f^2 t^{2\alpha})
\] (21)

Now if we choose \(x(0) = 1\) and \(\dot{x}(0) = 0\) as the initial condition, the solution becomes
\[
x(t) = E_{2\alpha}(-\omega_f^2 t^{2\alpha})
\] (22)

We can easily see that as \(\alpha \rightarrow 1\), above equations gives
\[
E_{2\alpha}(-\omega_f^2 t^{2\alpha}) = E_2(-\omega^2 t^2) = \cosh(\sqrt{-\omega^2 t^2}) = \cosh(i \omega t) = \cos(\omega t)
\] (23)

As we can see from Eq. (22), the displacement of the fractional oscillator is essentially described by the Mittag–Leffler function \(E_{2\alpha}(-\omega_f^2 t^{2\alpha})\) for our considered initial conditions. It is showed by numerical calculations that the displacement of the fractional oscillator varies as a function of time and how this time variation depends on the parameter \(\alpha\) [25]. Also it is proved that, if \(\alpha\) is less than 1 the displacement shows the behavior of a damped harmonic oscillator. As a result, in consistent with the case of simple harmonic oscillator, the total energy of simple fractional oscillator will not be a constant. What is surprising is that the damping of fractional oscillator is intrinsic to the equation of motion and not introduced by additional forces as in the case of a damped harmonic oscillator. Up to now, the source of this intrinsic damping is not clearly understood. However, there are some attempts in this regard. For example, an interesting formulation of the notion of intrinsic damping force has been proposed in Refs. [29, 30].
4- Classical electromagnetism: A plane wave with time decaying amplitude

In classical electromagnetism, behavior of electric fields \( \mathbf{E} \), magnetic fields \( \mathbf{B} \) and their relation to their sources charge density \( \rho(\vec{r},t) \), and current density \( \mathbf{j}(\vec{r},t) \), is described by the following Maxwell’s equations:

\[ \nabla \cdot \mathbf{E} = \frac{4\pi}{\varepsilon} \rho(\vec{r},t) \]  
\[ \nabla \cdot \mathbf{B} = 0 \]  
\[ \nabla \times \mathbf{E} = -\frac{1}{c} \frac{\partial \mathbf{B}}{\partial t} \]  
\[ \nabla \times \mathbf{B} = \frac{4\pi \mu}{c} \mathbf{j}(\vec{r},t) + \frac{\varepsilon \mu}{c} \frac{\partial \mathbf{E}}{\partial t} \]

Where \( \varepsilon \) and \( \mu \) are electric permittivity and magnetic permeability, respectively. Now, introducing the potentials, vector \( \mathbf{A}(x_i,t) \) and scalar \( \phi(x_i,t) \)

\[ \mathbf{B} = \nabla \times \mathbf{A} \]  
\[ \mathbf{E} = -\frac{1}{c} \frac{\partial \mathbf{A}}{\partial t} - \nabla \phi \]

and using the Lorenz gauge condition we obtain the following decoupled differential equations for the potentials

\[ \Delta \mathbf{A}(\vec{r},t) - \frac{\varepsilon \mu}{c^2} \frac{\partial^2 \mathbf{A}(\vec{r},t)}{\partial t^2} = -\frac{4\pi}{c} \mathbf{j}(\vec{r},t) \]  
\[ \Delta \phi(\vec{r},t) - \frac{\varepsilon \mu}{c^2} \frac{\partial^2 \phi(\vec{r},t)}{\partial t^2} = -\frac{4\pi}{\varepsilon} \rho(\vec{r},t) \]

where \( \frac{\varepsilon \mu}{c^2} = \frac{1}{v^2} \) . \( v \) is the velocity of the light in the medium. Furthermore, for a particle with charge q in the presence of electric and magnetic field we can write the Lorentz force as

\[ \mathbf{F}_L = q(\mathbf{E} + v \times \mathbf{B}) \]  

In terms of scalar and vector potentials, Eq. (28, 29), we may write the Lorentz force as

\[ \mathbf{F}_L = q \left( -\frac{1}{c} \frac{\partial \mathbf{A}}{\partial t} - \nabla \phi + v \times (\nabla \times \mathbf{A}) \right) \]

As we saw in previous section, in classical mechanics, the fractional formalism leads to relaxation and oscillation processes that exhibit memory and delay. This fractional nonlocal formalism is also applicable on materials and media that have electromagnetic memory properties. So the generalized fractional Maxwell’s equations can give us new models that can be used in these complex systems. Up to now, several different versions of fractional electromagnetism based on the different approaches to fractional vector calculus have been investigated [33-38]. However, in this paper we study a new approach on this area [32]. The idea is in fact, to write the ordinary differential wave equations in the fractional form with respect to \( t \).

\[ \nabla \cdot \mathbf{E} = \frac{4\pi}{\varepsilon} \rho(\vec{r},t) \]  
\[ \nabla \cdot \mathbf{B} = 0 \]  
\[ \nabla \times \mathbf{E} = -\frac{1}{c} \frac{1}{\eta^{1-\alpha}} \frac{\partial^\alpha \mathbf{B}}{\partial t^\alpha} \]  
\[ 0 < \alpha \leq 1 \]  
\[ \nabla \times \mathbf{B} = \frac{4\pi \mu}{c} \mathbf{j}(\vec{r},t) + \frac{\varepsilon \mu}{c} \frac{1}{\eta^{1-\alpha}} \frac{\partial^\alpha \mathbf{E}}{\partial t^\alpha} \]  
\[ 0 < \alpha \leq 1 \]

And the Eq. (28, 29) become
\[ \vec{B} = \vec{\nabla} \times \vec{A} \]  
\[ \vec{E} = -\frac{1}{c\eta^{1-\alpha}} \frac{\partial^\alpha \vec{A}}{\partial t^\alpha} - \vec{\nabla} \varphi \quad 0 < \alpha \leq 1 \]

And the Lorentz force Eq. (33) becomes
\[ \vec{F}_L = q \left( -\frac{1}{c\eta^{1-\alpha}} \frac{\partial^\alpha \vec{A}}{\partial t^\alpha} - \vec{\nabla} \varphi + \vec{v} \times (\vec{\nabla} \times \vec{A}) \right) \quad 0 < \alpha \leq 1 \]

Then, applying the Lorentz gauge condition we obtain the corresponding time fractional wave equations for the potentials
\[ \Delta \vec{A}(\vec{r},t) - \frac{\varepsilon \mu}{c^2} \frac{1}{\eta^{2(1-\alpha)}} \frac{\partial^{2\alpha} \vec{A}(\vec{r},t)}{\partial t^{2\alpha}} = - \frac{4\pi}{c} \vec{j}(\vec{r},t) \]  
\[ \Delta \varphi(\vec{r},t) - \frac{\varepsilon \mu}{c^2} \frac{1}{\eta^{2(1-\alpha)}} \frac{\partial^{2\alpha} \varphi(\vec{r},t)}{\partial t^{2\alpha}} = - \frac{4\pi}{\varepsilon} \rho(\vec{r},t) \]

If, \( \rho = 0 \), and, \( \vec{j} = 0 \), we have the homogeneous fractional differential equations
\[ \Delta \vec{A}(\vec{r},t) - \frac{\varepsilon \mu}{c^2} \frac{1}{\eta^{2(1-\alpha)}} \frac{\partial^{2\alpha} \vec{A}(\vec{r},t)}{\partial t^{2\alpha}} = 0 \]  
\[ \Delta \varphi(\vec{r},t) - \frac{\varepsilon \mu}{c^2} \frac{1}{\eta^{2(1-\alpha)}} \frac{\partial^{2\alpha} \varphi(\vec{r},t)}{\partial t^{2\alpha}} = 0 \]

We are interested in the analysis of the electromagnetic fields in the medium starting from the equations. Now, we can write the fractional equations in the following compact form
\[ \frac{\partial^2 z(x,t)}{\partial x^2} - \frac{\varepsilon \mu}{c^2} \frac{1}{\eta^{2(1-\alpha)}} \frac{\partial^{2\alpha} z(x,t)}{\partial t^{2\alpha}} = 0 \]

where \( z(x,t) \) represents both \( \vec{A}(\vec{r},t) \) and \( \varphi(\vec{r},t) \). We consider a polarized electromagnetic wave, then \( A_x = 0, A_y \neq 0, A_z \neq 0 \). A particular solution of this equation may be found in the form
\[ z(x,t) = z_0 e^{-ikx} u(t) \]  

where \( k \) is the wave vector in the \( x \) direction and \( z_0 \) is a constant. Substituting into Eq. (45) we obtain
\[ \frac{d^{2\alpha} u(t)}{dt^{2\alpha}} + \Omega_f^2 \Omega u(t) = 0 \]

where
\[ \Omega_f^2 = \nu^2 k_\eta^{2(1-\alpha)} = \Omega^2 \eta^{2(1-\alpha)} \]  
and \( \Omega \) is the fundamental frequency of the electromagnetic wave. The solution of this equation may be
\[ u(t) = E_{2\alpha} (-\Omega_f^2 t^{2\alpha}) \]  
Substituting this expression in Eq. (46) we have a particular solution of the equation as
\[ z(x,t) = z_0 e^{-ikx} E_{2\alpha} (-\Omega_f^2 t^{2\alpha}) \]

We can easily see that in the case \( \alpha = 1 \), the solution to the equation is
\[ z(x,t) = \text{Re}(z_0 e^{i(\Omega - kx)}) \]

which defines a periodic, with fundamental period \( T = 2\pi\Omega \), monochromatic wave in the, \( x \), direction and in time, \( t \). This result is very well known from the ordinary electromagnetic waves theory. However for the arbitrary case of \( \alpha \) ( \( 0 < \alpha < 1 \)) the solution is periodic only respect to \( x \) and it is not periodic with respect to \( t \). The solution represents a plane wave with time decaying amplitude.

For example for the case \( \alpha = \frac{1}{2} \) we have
\[ u(t) = E_{1/2}(-\eta^2 \Omega^2 t) = e^{-\eta^2 \Omega^2 t} \]
Therefore the solution is
\[ z(x,t) = (z_0 e^{-i\eta t}) e^{-i\kappa x} \] (53)

Then, for this case the solution is periodic only respect to \( x \) and it is not periodic with respect to \( t \). In fact the solution represents a plane wave with time decaying amplitude.

5- Quantum mechanics: Time fractional Schrödinger and Pauli equation

Nowadays, application of the fractional calculus to quantum processes is a new and fast developing part of quantum physics which studies nonlocal quantum phenomena. Nonlocal effects may occur in space and time. In the time domain the extension from a local to a nonlocal description becomes manifest as a memory effect. Therefore the underlying fundamental processes become of non-Markovian type. In the realm of non-relativistic quantum mechanics [41, 42], Schrödinger equation represents a fundamental equation to study many quantum processes

\[ -\frac{\hbar^2}{2m} \frac{\partial^2 \Psi}{\partial x^2} + V(x) \Psi = i\hbar \frac{\partial \Psi}{\partial t} \] (54)

Recently the time fractional Schrödinger equation, which has a Caputo fractional time derivative, was considered by Naber [46], in order to describe non-Markovian evolution in quantum mechanics. The general idea to obtain the time fractional Schrödinger equation is to keep the position and momentum operators in the usual form and replacing \( i\hbar \frac{\partial}{\partial t} \to (i\hbar_a)_0 D^\alpha_t \), \( i\hbar \frac{\partial}{\partial x} \to (i\hbar_a)_0 \partial_x D^\alpha_t \), where \( (i\hbar_a)_0 D^\alpha_t \) denotes the Caputo’s derivative operator of order \( \alpha \) and \( \hbar_a = M_p c^{2\alpha} T_p^{\alpha} \) is a scaled Planck constant.

Also the parameters \( M_p \) and \( T_p \) are Planck mass and Planck time, respectively, are defined as

\[ T_p = \sqrt{\frac{G \hbar}{c^3}} \quad , \quad M_p = \sqrt{\frac{\hbar}{c G}} \] (55)

where \( G \) and \( c \) are the gravitational constant and the speed of light in vacuum, respectively.

Naber gives some arguments in favour of the latter case and many authors follow him therein [47, 48]. However one can consider the former one as a possible case for studying time fractional Schrödinger equation. For instance the wave function and the probability density for a free particle within this type of time fractional Schrödinger equation

\[ -\frac{\hbar^2}{2m} \frac{\partial^2 \Psi}{\partial x^2} + V(x) \Psi = (i\hbar_a)_0 D^\alpha_t \Psi \quad 0 < \alpha \leq 1 \] (56)

have been studied in Ref. [49].

As we mentioned above, one can introduce the time fractional Schrödinger equation to describe non-Markovian evolution in quantum realm. Now we generalize the time fractional Schrödinger equation Eq. (56) and obtain the following time fractional Pauli equation [50],

\[ \left[ \frac{1}{2m} \left( \hat{P} - \frac{e}{c} A \right)^2 + e\phi + \mu_a \hat{\sigma}.\mathbf{B} \right] \Psi = (i\hbar_a)_0 D^\alpha_t \Psi \quad 0 < \alpha \leq 1 \] (57)

One can use this equation to discuss the electron spin precession problem in a homogeneous constant magnetic field [50]. Here we assume that, the electron is fixed at a certain location and its spin is the only degree of freedom. Also, let the magnetic field consist of a constant field \( \mathbf{B} \) in the Z direction (i.e. \( \mathbf{B} = B_0 \hat{k} \)). Therefore, that part of the time fractional Pauli equation Eq. (57), which contains the spin yields

\[ (i\hbar_a)_0 D^\alpha_t \chi = \hbar_a \omega_c \hat{\sigma}_z \chi \] (58)
Where $\omega_L = \frac{eB}{2mc}$ are the so-called Larmor frequency and $\hat{\sigma}$ is the well-known Pauli matrices for a spin $\frac{1}{2}$ particles. Science the Hamiltonian of our system is a $2 \times 2$ matrix, the spin function in arbitrary time $(t)$ must be written as a column matrix of two components and can be derived as below,

$$
\chi_a(t) = \begin{pmatrix} a(t) \\ b(t) \end{pmatrix} = \begin{pmatrix} e^{i\gamma} \cos\left(\frac{\theta}{2}\right) E_a(-i(\omega_L t)^\alpha) \\ e^{i\delta} \sin\left(\frac{\theta}{2}\right) E_a(i(\omega_L t)^\alpha) \end{pmatrix}
$$

(59)

Where $\gamma$ and $\delta$ are arbitrary phase constants.

Now, by use of Eq. (59) we able to calculate the probability for spin-up, $P_{\alpha \uparrow}$, and spin-down, $P_{\alpha \downarrow}$, at $t > 0$:

$$
P_{\alpha \uparrow} = |a(t)|^2 = \cos^2\left(\frac{\theta}{2}\right) [E_a(-i(\omega_L t)^\alpha)E_a(i(\omega_L t)^\alpha)]
$$

(60)

$$
P_{\alpha \downarrow} = |b(t)|^2 = \sin^2\left(\frac{\theta}{2}\right) [E_a(-i(\omega_L t)^\alpha)E_a(i(\omega_L t)^\alpha)].
$$

(61)

We can explicitly see that as $\alpha \rightarrow 1$, above equations gives $P_{\alpha \downarrow} = P_{\alpha \uparrow} = 1$.

But for the arbitrary case of $\alpha (0 < \alpha < 1)$, we have

$$
P_{\alpha \uparrow} + P_{\alpha \downarrow} = \cos^2\alpha ((\omega_L t)^\alpha) + \sin^2\alpha ((\omega_L t)^\alpha)
$$

(62)

Where is obtained in terms of the sine and cosine ML functions Eq. (7). It is clearly seen that the total probability of upness and downness of electron's spin varies as a function of time and also it depends on the parameter $\alpha$.

6- Summary and discussion

Fractional calculus is a very useful tool in describing the evolution of systems with memory, which typically are dissipative and to complex systems. In recent decades it has attracted interest of researches in several areas of science. Specially, in the field of physics applications of fractional calculus have gained considerable popularity [3, 4] (and the references therein). In spite of these various applications, there are some important challenges. For example physical interpretation for the fractional derivative is not completely clarified yet.

In this review, we present some fundamental classical and quantum phenomena in the framework of time fractional formalism in order to provide a deeper understanding of the physical interpretations of fractional derivative. We have seen that, a simple fractional oscillator behaves like a damped harmonic oscillator. What is surprising is that the damping is intrinsic to the equation of motion and not introduced by additional forces as in the case of a damped harmonic oscillator. Also, in the case of fractional electromagnetism we see that behavior of electromagnetic waves is not same as the standard ones. In fact we see that the fractional Maxwell's equations lead to the plane wave with time decaying amplitude (Eq. (50, 53)).It is showed that amplitude of this plane wave varies as a function of time and this time variation depends explicitly on the parameter $\alpha$ (the order of the fractional derivative). Finally we see that total probability of upness and downness of electron's spin Eq. (62) is not equal to unity and it depends on $t$ and the parameter $\alpha$, as well. The interpretation of this time dependent probability is an open area of research. It is worth noticing that an expansion method has been proposed [28, 30] to discuss the dynamics in the media where the order of the fractional derivative is close to an integer number. It will be of interest to consider above mentioned phenomena within this scheme. We hope to report on these issues in the future.
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