We compute superconformal indices for $\mathcal{N} = 3$ $\widehat{ADE}$ Chern-Simons quiver gauge theories with a product gauge group $\prod_i U(N_i)$, using the method of supersymmetric localization. We also perform a large $N$ analysis of the index. This index includes contribution from non zero magnetic flux sector. The fact that these theories have a weakly coupled UV completion in terms of $\mathcal{N} = 3$ supersymmetric Chern-Simons Yang-Mills theories enables us to apply the localization technique. Such theories have dual M-theory description on $\text{AdS}_4 \times M_7$, where $M_7$ is a tri-Sasaki Einstein manifold.
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1 Introduction

Superconformal (SCF) indices in various dimensions have been studied extensively for the past many years. The index of a $D$ dimensional SCF theory is defined as,

$$I(\beta) = \text{tr}_{\mathcal{H}} \left( (-1)^F e^{-\gamma(Q,Q^\dagger)} e^{-\sum_j \beta_j t_j} \right)$$  \hspace{1cm} (1.1)

where, the trace is over the Hilbert space of radially quantized theory, $(-1)^F$ is fermion number operator, $Q, Q^\dagger$ are supercharges and $t_j$’s are the generators of the Cartan subalgebra of the superconformal and flavor symmetry algebra commuting with the $Q$’s.

One finds $I$ is independent of $\gamma$, i.e it receives contributions only from those BPS states that cannot combine into long representations. Therefore the index does not change under variation of any continuous parameter of the theory and hence are guaranteed to be protected. This also implies that the index of strongly coupled theories can be computed by setting the coupling to zero. SCF index in $D = 4$ dimension was first constructed in [3] and then extended to $D = 3, 5, 6$ in [4]. In [3] it was shown that the index of the field theory perfectly agrees with the multiparticle index of graviton on $\text{AdS}_5 \times S^5$. This agreement provides a check on the AdS/CFT conjecture [14]. Moreover the study on the index is useful in understanding general super-conformal field theories and their classifications.

SCF indices in $D = 3$ have been of great interest in establishing $\text{AdS}_4/\text{CFT}_3$ correspondence and studying low energy limit of multiple $M2$ branes. The field theory side of this correspondence is $\mathcal{N} = 6$ superconformal Chern-Simons (CS) matter theory. Such a theory, widely known as ABJM theory, was constructed in [6] whose gravity dual is M-theory on $\text{AdS}_4 \times S^7/\mathbb{Z}_k$, where $k$ is the CS level. In particular, the ABJM theory describes $NM2$ branes at a $\mathbb{C}^4/\mathbb{Z}_k$ orbifold singularity.

As a natural extension of ABJM theory is to construct theories which can arise as world volume theories of multiple M2 branes probing other hyperKähler singularities. A large class of such theories are conjectured to be holographically dual to M-theory on $\text{AdS}_4 \times Y$, where $Y$ is Sasaki-Einstein seven-manifolds. The low energy theories are CS quiver gauge theories, whose field content can be summarised by $ADE$ quiver diagrams [13][11][15]. In this note we compute superconformal indices in this class of theories using method of supersymmetric localization following [14]. The idea behind supersymmetric localization is described below.

The localization technique involves deforming the theory by a $Q$-exact term by adding $t Q(V)$ to the action, where $t$ is a continuous parameter and $V$ is some expression involving the fields of the theory. The only thing one has to keep in mind that this deformation should preserve some supersymmetry of the theory. Consider a theory with action $S[\phi]$ and $Q$ is a symmetry of the\footnote{The deformation we use to carry out supersymmetric localization is same as [7] which is slightly different from [1]. This will be explained in section [8].}
action such that
\[ QS = 0 \quad \text{and} \quad Q^2 = 0. \]  

(1.2)

We deform the action by a \( Q \) exact term, i.e \( tQV[\phi] \). Now, the path integral of the deformed theory looks as follows,
\[ \int [D\phi] e^{-S} \rightarrow \int [D\phi] e^{-S + tQV[\phi]} . \]  

(1.3)

It can be shown using eqn.1.2 that,
\[ \frac{d}{dt} \int [D\phi] e^{-S + tQV[\phi]} = 0 \]  

(1.4)

when the integration measure is \( Q \) invariant. Hence we can adjust \( t \) as per our convenience for computation. Usually we have a free theory in the \( t \rightarrow \infty \) and in this limit the dominant contribution of \( e^{tQV[\phi]} \) to the path integral comes from those field configurations for which,
\[ QV[\phi] = 0 . \]  

(1.5)

The field configurations which satisfy the above is called the saddle point equation. At the end of the computation we set \( t = 0 \) which brings us back to the original theory.

One also needs the manifold on which we deform the theory to be compact to apply method of localization. Therefore for three dimensions we do the computations on \( S^2 \times S^1 \) and relate it to the flat space theory by a conformal transformation. Moreover, we need the theory to be superconformal at the quantum level since the supersymmetry transformation \( Q \) that is used in localization generates the superconformal algebra. But if we add a superpotential, it breaks the quantum SCF symmetry as it has anomalous dimension. In localization we will see that the choice of superpotential will not matter as the localization demands that all matter fields should vanish.

Now, we write our final result below which will be explained in later sections. The SCF index of \( \hat{A} \)-type quiver with gauge group \( \prod_{(j)=1}^{N} U(N)_{k(j)} \) and constraint \( \sum_{(j)=1}^{N} k(j) = 0 \), is
\[ I(x) = x^{\epsilon_0} \int \frac{1}{(\text{symmetry})} \prod_{(j)=1}^{N} \left[ \frac{d\alpha_{(j)}^{m}}{2\pi} \right] \prod_{m < n} \left[ 2 \sin \left( \frac{\alpha_{(j)}^{m} - \alpha_{(j)}^{n}}{2} \right) \right]^2 \times e^{i \sum_{(j)=1}^{N} k(j) \sum_{m=1}^{N} \left| q_{(j)}^{m} - q_{(j)+1}^{m} \right|} \]  

(1.6)

where, \( \epsilon_0 \) is the zero point energy of the vacuum,
\[ \epsilon_0 = \sum_{(j)=1}^{N} \left( \frac{1}{2} \sum_{m,n=1}^{N} \left| q_{(j)}^{m} - q_{(j)+1}^{n} \right| - \sum_{m < n} \left| q_{(j)}^{m} - q_{(j)}^{n} \right| \right) \]  

(1.7)
(symmetry) is the order of the Weyl group of unbroken gauge symmetry, \( \hat{m}, \hat{n} = 1, 2, \ldots, N \) are gauge indices, \( \alpha^m_{(j)} \)'s are holonomy variables along \( S^1 \), \( q^n_{(j)} \)'s are magnetic fluxes. and, 

\[
f_{\hat{m}\hat{n}(j)}^{+}(x) = x^{\frac{1}{2}} \sum_{j=\frac{|q^m_{(j)}-q^n_{(j)+1}|}{2}}^{\infty} x^{2j} - x^{\frac{3}{2}} \sum_{j=\frac{|q^m_{(j)}-q^n_{(j)+1}|}{2}}^{\infty} x^{2j} = f_{\hat{m}\hat{n}(j)}^{-}(x)
\]

\[
f_{\hat{m}\hat{n}(j)}^{\text{adj}}(x) = (-1 + \delta_{q^m_{(j)}q^n_{(j)}}) x^{q^m_{(j)}-q^n_{(j)}}.
\]

The SCF index of \( \hat{D} \)-type quiver with gauge group \( U(2N)^{n-3} \times U(N)^4 \), \( n > 3 \) and whose CS levels satisfy \( \sum_{(j)=5}^{n} 2k_{(j)} + \sum_{(j)=1}^{4} k_{(j)} = 0 \), is

\[
I(x) = x^{r_0} \int \frac{1}{(\text{symmetry})} \prod_{(j)=1}^{n+1} \left[ \frac{d\alpha^m_{(j)}}{2\pi} \right] \prod_{m<n} \left[ 2\sin \left( \frac{\alpha^m_{(j)} - \alpha^n_{(j)}}{2} \right) \right]^2 \times e^{i \sum_{(j)=1}^{n+1} k_{(j)} \sum_{m=1}^{2N} q^m_{(j)} \alpha^m_{(j)}} \times \prod_{m,n=1}^{2N} \exp \left[ \sum_{(j)=5}^{\infty} \sum_{r=1}^{\infty} \frac{1}{r} \left[ e^{-ir(\alpha^m_{(j)} - \alpha^n_{(j)})} f_{\hat{m}\hat{n}(j)}^{+}(x^r) + e^{ir(\alpha^m_{(j)} - \alpha^n_{(j)})} f_{\hat{m}\hat{n}(j)}^{-}(x^r) \right] \right]
\]

\[
\prod_{m,n=1}^{N} \exp \left[ \sum_{(j)=3}^{\infty} \sum_{r=1}^{\infty} \frac{1}{r} \left[ e^{-ir(\alpha^m_{(j)} - \alpha^n_{(j)+1})} f_{\hat{m}\hat{n}(j)}^{+}(x^r) + e^{ir(\alpha^m_{(j)} - \alpha^n_{(j)+1})} f_{\hat{m}\hat{n}(j)}^{-}(x^r) \right] \right]
\]

\[
\prod_{m,n=1}^{2N} \exp \left[ \sum_{r=1}^{\infty} \frac{1}{r} \sum_{(j)=5}^{n+1} f_{\hat{m}\hat{n}(j)}^{\text{adj}}(x^r) e^{-ir(\alpha^m_{(j)} - \alpha^n_{(j)})} \right] \times \prod_{m,n=1}^{N} \exp \left[ \sum_{r=1}^{\infty} \frac{1}{r} \sum_{(j)=1}^{4} f_{\hat{m}\hat{n}(j)}^{\text{adj}}(x^r) e^{-ir(\alpha^m_{(j)} - \alpha^n_{(j)})} \right]
\]

and,

\[
\epsilon_0 = \frac{1}{2} \sum_{(j)=5}^{n} \sum_{m,n=1}^{2N} |q^m_{(j)} - q^n_{(j)+1}| + \frac{1}{2} \sum_{(j)=1}^{2} \sum_{m,n=1}^{N} |q^m_{(j)} - q^n_{(j)|5} + \frac{1}{2} \sum_{(j)=3}^{4} \sum_{m,n=1}^{N} |q^m_{(j)} - q^n_{(j)+1}| - \sum_{(j)=5}^{n+1} \sum_{m<n=1}^{2N} |q^m_{(j)} - q^n_{(j)}| - \sum_{(j)=1}^{4} \sum_{m<n=1}^{N} |q^m_{(j)} - q^n_{(j)}| \]

(1.10)
We write the component action of } \sigma, A \text{ fields the adjoint representation of the gauge group and in the matter part one has two chiral super-

below, details of the computation can be found in [2]. The other quivers are explained in latter

section 7. The indices for } \hat{N} \text{ quiver. The indices for } \hat{N} \text{ quiver are computed in section 6 and section 7 respectively following which in section 8 we perform the large } \hat{N} \text{ limit for } \hat{A}_3 \text{ and } \hat{D}_4 \text{ quiver.}

2 Action of } \mathcal{N} = 3 \text{ Chern-Simons quiver theories}

We start by briefly describing the } \mathcal{N} = 3 \text{ SCF CS theory [2] with the following superspace action,

\[ S = S_{\text{CS}} + S_{\text{mat}} + S_{\text{pot}} . \]  

(2.1)

The } \mathcal{N} = 3 \text{ superfield contains a vector superfield } \mathcal{V}(\sigma, A_\mu, \chi_\sigma) \text{ and a chiral superfield } \Phi(\phi, \chi_\phi) \text{ in the adjoint representation of the gauge group and in the matter part one has two chiral superfields } \mathcal{Z}(Z, \zeta) \text{ and } \mathcal{W}(W, \omega) \text{ in the bi-fundamental representation under the gauge groups. Here } \sigma, A_\mu, \chi_\sigma, \chi_\phi, \phi, Z, W, \zeta, \omega \text{ are component fields. } \mathcal{N} = 1 \text{ superfields are used to compute the action. We write the component action of } \hat{A} \text{-type quiver or necklace quiver with gauge group } \prod_{(j) = 1} \mathbb{U}(N)_{(j)} \text{ below, details of the computation can be found in [2]. The other quivers are explained in latter

\[
\begin{align*}
\text{for } (j) = 5, \ldots, n & \quad f_{nm(j)}^+(x) = x^{1/2} \sum_{j = \lfloor \frac{n}{2} - \frac{t_{(j)}}{2} \rfloor}^{\infty} x^{2j} - x^{3/2} \sum_{j = \lfloor \frac{n}{2} - \frac{t_{(j)}}{2} \rfloor}^{\infty} x^{2j} = f_{nm(j)}^-(x) \\
f_{nm(j)}^{\text{adj}}(x) &= (-1 + \delta_{maq}) x^{[m(a) - t_{(j)}]} \\
\text{for } (j) = 1, 2 & \quad f_{nm(j)}^+(x) = x^{1/2} \sum_{j = \lfloor \frac{n}{2} - \frac{t_{(j)}}{2} \rfloor}^{\infty} x^{2j} - x^{3/2} \sum_{j = \lfloor \frac{n}{2} - \frac{t_{(j)}}{2} \rfloor}^{\infty} x^{2j} = f_{nm(j)}^-(x) \\
\text{for } (j) = 3, 4 & \quad f_{nm(j)}^+(x) = x^{1/2} \sum_{j = \lfloor \frac{n}{2} - \frac{t_{(j)}}{2} \rfloor}^{\infty} x^{2j} - x^{3/2} \sum_{j = \lfloor \frac{n}{2} - \frac{t_{(j)}}{2} \rfloor}^{\infty} x^{2j} = f_{nm(j)}^-(x) \\
\text{for } (j) = 1, \ldots, 4 & \quad f_{nm(j)}^{\text{adj}}(x) = (-1 + \delta_{maq}) x^{[m(a) - t_{(j)}]} .
\end{align*}
\]  

(1.11)

where } t_{(j)} \text{'s are magnetic charges for } (j) = 1, \ldots, 4. We write the final expression of index for } \hat{E}_6 \text{ in section 7.

The rest of the paper is organized as follows. In section 2 we describe the general structure of } \mathcal{N} = 3 \text{ ADE quiver theories. In section 3 we define the SCF index in these class of theories followed by } Q \text{ exact deformation in section 4. Then in section 5 we explicitly compute the index for } \hat{A} \text{-type quiver. The indices for } \hat{D} \text{ and } \hat{E}_6 \text{ quivers are computed in section 6 and section 7 respectively following which in section 8 we perform the large } \hat{N} \text{ analysis of the indices computed. We present a consistency check of our results in appendix A. Appendix B and C contains explicit computation of the index integral in the large } \hat{N} \text{ limit for } \hat{A}_3 \text{ and } \hat{D}_4 \text{ quiver.}
| Fields       | $h$ | $j_3$ | $\epsilon = R$ |
|--------------|-----|-------|-----------------|
| $\phi_{(j)}$| 1   | 0     | 1              |
| $\phi_{(j)}^\dagger$ | -1  | 0     | 1              |
| $\chi_{\phi_{(j)}}$ | 1   | $\pm \frac{1}{2}$ | $\frac{3}{2}$ |
| $\chi_{\phi_{(j)}}^\dagger$ | -1  | $\pm \frac{1}{2}$ | $\frac{3}{2}$ |
| $A_{\mu(j)}$ | 0   | $(-1, 0, 1)$ | 1              |
| $\sigma_{(j)}$ | 0   | 0     | 1              |
| $\chi_{\sigma_{(j)}}$ | 0   | $\pm \frac{1}{2}$ | $\frac{3}{2}$ |
| $\chi_{\sigma_{(j)}}^\dagger$ | 0   | $\pm \frac{1}{2}$ | $\frac{3}{2}$ |
| $Z_{(j)}$     | $\frac{1}{2}$ | 0     | $\frac{1}{2}$ |
| $Z_{(j)}^\dagger$ | $-\frac{1}{2}$ | 0     | $\frac{1}{2}$ |
| $\zeta_{(j)}$ | $\frac{1}{2}$ | $\pm \frac{1}{2}$ | 1              |
| $\zeta_{(j)}^\dagger$ | $-\frac{1}{2}$ | $\pm \frac{1}{2}$ | 1              |
| $W_{(j)}$     | $\frac{1}{2}$ | 0     | $\frac{1}{2}$ |
| $W_{(j)}^\dagger$ | $-\frac{1}{2}$ | 0     | $\frac{1}{2}$ |
| $\omega_{(j)}$ | $\frac{1}{2}$ | $\pm \frac{1}{2}$ | 1              |
| $\omega_{(j)}^\dagger$ | $-\frac{1}{2}$ | $\pm \frac{1}{2}$ | 1              |
| $(Q_1 + iQ_2)_{\pm}$ | 1   | $\pm \frac{1}{2}$ | $\frac{1}{2}$ |
| $S_{\pm}$     | -1  | $\pm \frac{1}{2}$ | $-\frac{1}{2}$ |

Table 1: Charges of component fields and supercharges
sections. The CS term on $\mathbb{R}^{1,2}$ is,

$$
S_{\text{CS}} = \int d^3x \sum_{(j)=1}^{n} \text{tr} \left(-2\kappa(j)\sigma(j)D(j) + \kappa(j)\phi'(\mu\lambda)(A_{\mu(j)}\partial_{\nu}A_{\lambda(j)} + \frac{2i}{3}A_{\mu(j)}A_{\nu(j)}A_{\lambda(j)})
+ \frac{i\kappa(j)}{2}\chi_\sigma(j)^{\dagger}\chi_\sigma(j) + \frac{i\kappa(j)}{2}\chi_\sigma(j)^{\dagger}\chi_\sigma(j) \right)
$$

(2.2)

where, $\kappa(j) = \frac{k(j)}{4\pi}$. The matter part of the action on $\mathbb{R}^{1,2}$ is,

$$
S_{\text{mat}} = \int d^3x \sum_{(j)=1}^{n} \text{tr} \left(-iZ(j)^{\dagger}\sigma(j + 1) - \chi_\sigma(j)^{\dagger}\chi_\sigma(j) - i\chi_\sigma(j)^{\dagger}(Z(j)^{\dagger}\chi_\sigma(j + 1) - \chi_\sigma(j)^{\dagger}Z(j)) - i\chi_\sigma(j)^{\dagger}(\sigma(j)\chi_\sigma(j + 1)) - Z(j)^{\dagger}Z(j) - Z(j)^{\dagger}Z(j)^{\dagger} - 2Z(j)^{\dagger}\sigma(j)Z(j)^{\dagger} - Z(j)^{\dagger}\sigma(j)Z(j) + F(j)^{2} \right)
$$

$$
- \left(D_mW(j)^{\dagger}\right)\left(D^mW(j)^{\dagger}\right) - i\omega(j)^{\dagger}\phi'(1,1) - W(j)^{\dagger}W(j)^{\dagger} - i\omega(j)^{\dagger}(\omega(j)^{\dagger}j(j + 1)W(j) - \chi_\sigma(j)j(j + 1)W(j)) + i\omega(j)^{\dagger}(\omega(j)^{\dagger}\chi_\sigma(j))
$$

$$
- \sigma(j + 1)^{\dagger}\omega(j) - W(j)^{\dagger}W(j)^{\dagger} - 2W(j)^{\dagger}\sigma(j + 1)W(j)^{\dagger} - \sigma(j + 1)^{\dagger}W(j)^{\dagger} - \sigma(j + 1)^{\dagger}W(j)^{\dagger} + C(j)^{\dagger}G(j)
$$

(2.3)

and the superpotential is,

$$
S_{\text{pot}} = \int d^3x \sum_{(j)=1}^{n} \text{tr} \left(\phi(j)^{\dagger}Z(j)G(j) - \phi(j)^{\dagger}\chi_\sigma(j)^{\dagger}\omega(j) + \phi(j)^{\dagger}F(j)^{\dagger}W(j) - \chi_\phi(j)^{\dagger}Z(j)^{\dagger}\omega(j)
- \chi_\phi(j)^{\dagger}\chi(j)^{\dagger}W(j) + F_\phi(j)^{\dagger}Z_j(j) - \phi(j)^{\dagger}W(j)^{\dagger}_((j - 1) - 1)^{\dagger}F((j - 1)) - \phi(j)^{\dagger}W((j - 1))\chi_\phi((j - 1))
- \phi(j)^{\dagger}_((j - 1))Z((j - 1) - 1)^{\dagger} + \chi_\phi(j)^{\dagger}_((j - 1))W((j - 1))\chi_\phi((j - 1)) - F_\phi(j)^{\dagger}Z((j - 1)) - \chi_\phi(j)^{\dagger}_((j - 1))W((j - 1)) + \chi_\phi(j)^{\dagger}_((j - 1))Z((j - 1))
+ F_\phi(j)^{\dagger}_((j - 1))Z((j - 1)) - \phi(j)^{\dagger}_((j - 1))Z((j - 1)) - \phi(j)^{\dagger}_((j - 1))\omega((j - 1)) - \phi(j)^{\dagger}_((j - 1))W((j - 1))
- \chi_\phi(j)^{\dagger}_((j - 1))W((j - 1)) + \chi_\phi(j)^{\dagger}_((j - 1))W((j - 1)) - \phi(j)^{\dagger}_((j - 1))Z((j - 1)) - \chi_\phi(j)^{\dagger}_((j - 1))W((j - 1))
+ \frac{\kappa(j)}{2}\left(2\phi(j)^{\dagger}F_\phi(j) - \chi_\phi(j)^{\dagger}\chi_\phi(j)^{\dagger}W_((j)) + F_\phi(j)^{\dagger}Z((j - 1)) - \chi_\phi(j)^{\dagger}_((j - 1))W((j - 1)) - \phi(j)^{\dagger}_((j - 1))Z((j - 1))
$$

(2.4)

We observe that $\sigma, \phi, \chi_\sigma, \chi_\phi$ are all auxiliary fields. For our computation we translate the above action on $S^2 \times S^1$ whose details are presented in appendix A of [1]. This R-symmetry group of this theory is $SU(2)_R$ and the supercharges are,

$$
Q_a^b = Q_i(a)_{a}^b
$$

(2.5)

where, $i = 1, 2, 3$ is SO(3) vector index, $a, b = 1, 2$ are $SU(2)_R$ indices, $\alpha = \pm$ is spinor index and $(a)_{a}^b$ are Pauli matrices. In this paper we compute the superconformal index associated with $(Q_1 + iQ_2)_-$ and its conjugate. Charges of component fields under various global symmetries are summarized in table [1].
3 The superconformal index

The superconformal algebra of $\mathcal{N} = 3$ theory is $Osp(3|4)$ whose bosonic subalgebra is $SO(3) \times SO(3, 2)$. Therefore we have one Cartan $h$ from $SO(3)$ R-symmetry group. The Cartans of $SO(2) \times SO(3) \subset SO(3, 2)$ are energy $\epsilon$ and angular momentum $j_3$ respectively. We pick the charge $(Q_1 + iQ_2)_- \equiv Q$ and its conjugate $S$ to define the index as following,

$$I = \text{tr} \left( (-1)^F e^{-\beta'\{Q, S\}} e^{-\beta(\epsilon + j_3)} \right). \tag{3.1}$$

The algebra of $Q$ and $S$ is as follows,

$$\{Q, S\} = \epsilon - j_3 - h, \quad Q^2 = S^2 = 0. \tag{3.2}$$

From the table of charges we observe that only one combination of the generators $\epsilon + j_3$ commutes with $Q$ and $S$ since they have non zero $h$ value. If we compare our superconformal index to that of ABJM we find that they agree by setting $h_1 = h_2 = 0$ in the later. This is obvious since we have a smaller R symmetry group $SO(3)$ which is a subgroup of $SO(6)$. The index $I$ does not depend on the parameter $\beta'$ as only those states for which $\{Q, S\} = 0$ contributes to it.

Since the index is related to the partition function of the theory on $S^2 \times S^1$, it is evaluated by doing a path integral on $S^2 \times S^1$ with the fields obeying the following boundary condition along $S^1$,

$$\mathcal{X}_{\mathbb{R}^3}(r = \beta + \beta') = e^{-\dim(\mathcal{X})(\beta + \beta')} \mathcal{X}_{\mathbb{R}^3}(r = 1) \tag{3.3}$$

where $\mathcal{X}$ is a generic field on $\mathbb{R}^3$ and $\beta + \beta'$ is the radius of $S^1$. The insertion in the path integral

$$e^{-\beta'(\epsilon - j_3 - h)} e^{-\beta(\epsilon + j_3)} = \exp \left[ -\epsilon(\beta + \beta') - j_3(\beta - \beta') + h\beta' \right] \tag{3.4}$$

twists the boundary condition which is undone by treating them as background gauge fields and replacing the derivative in the action as follows,

$$\partial_r \rightarrow \partial_r - \frac{\beta - \beta'}{\beta + \beta' + h} j_3 + \frac{\beta'}{\beta + \beta'} h \tag{3.5}$$

where $\tau = \text{is the Euclidean time in radial quantization}$. Now we treat all the fields to be periodic in $\tau \sim \tau + (\beta + \beta')$.

4 Localization

In this section we set up the localization problem. The first step is to add a Q-exact term to the action which preserves some supersymmetry. The Q-exact terms in this case are, the Maxwell kinetic term,

$$S_{YM} = \frac{1}{4g^2} \int d^3x \, d^2\theta \sum_{(j)=1}^n \text{tr} \left[ \mathcal{L}_{(j)}^2 \mathcal{U}_{(j)} \right] \tag{4.1}$$
where, \( g \) is a coupling of mass dimension \( \frac{1}{2} \) and \( \mathcal{U}_{a(j)} = \frac{1}{4} \mathcal{D}^2 e^{\mathcal{V}(j)} \mathcal{D}_a e^{-\mathcal{V}(j)} \) is the super field strength and kinetic terms of the adjoint chiral multiplet,

\[
\mathcal{S}_{\text{adj}} = \frac{1}{g^2} \int d^3x \, d^4\theta \, \sum_{(j)=1}^n \text{tr} \left[ -\overline{\Phi}(j) e^{-\mathcal{V}(j)} \Phi(j) e^{\mathcal{V}(j)} \right] .
\] (4.2)

which is needed in order to preserve \( \mathcal{N} = 3 \) supersymmetry. We write the component action of the above Q-exact deformation directly in \( \mathbb{R}^3 \) (details of radial quantization can be found in [2]) below,

\[
\mathcal{S}_{YM} = \sum_{(j)=1}^n \int d^3x \, \text{tr} \left( + \frac{1}{2g^2} F_{\mu\nu}(j) F^{\mu\nu}(j) - \frac{i}{g^2} \chi_{\sigma(j)} \mathcal{D} \chi_{\sigma(j)} + \frac{1}{g^2} \mathcal{D}_m \sigma(j) \mathcal{D}^m \sigma(j) - \frac{1}{g^2} D_2^2 \right)
- \frac{i}{g^2} \chi_{\sigma(j)}[\sigma(j), \chi_{\sigma(j)}]) \right)
= \sum_{(j)=1}^n \frac{1}{g^2} \int d^3x \left( (\ast F_{(j)}(j)_\mu - D_\mu \sigma(j))^2 - \chi_{\sigma(j)} \mathcal{D}^2 \chi_{\sigma(j)} - D_2^2 - \chi_{\sigma(j)} \chi_{\sigma(j)}^\dagger ) \right)
\] (4.3)

\[
\mathcal{S}_{\text{adj}} = \sum_{(j)=1}^n \frac{1}{g^2} \int d^3x \left( \mathcal{D}_m \phi_{(j)}^\dagger \mathcal{D}^m \phi_{(j)} - \chi_{\phi(j)} \mathcal{D} \chi_{\phi(j)} - \phi_{(j)}^\dagger [\chi_{\sigma(j)}^\dagger, \chi_{\sigma(j)}^\dagger] - \chi_{\phi(j)}^\dagger [\sigma(j), \chi_{\phi(j)}] \right)
- i \chi_{\phi(j)}^\dagger [\chi_{\sigma(j)}^\dagger, \phi_{(j)}] - [\sigma(j), \phi_{(j)}] [\sigma(j), \phi_{(j)}]^\dagger + \phi_{(j)}^\dagger \phi_{(j)} D(j) - \phi_{(j)}^\dagger \phi_{(j)} D(j) - F_{\phi(j)}^\dagger F_{\phi(j)} \right) .
\] (4.4)

This is a good point to explain the difference between the deformations used in [1] and in [7](which is what we use). The deformation in eqn.(2.17) of [1] is a Q-exact deformation as required to carry out supersymmetric localization. In [1] only one dynamical scalar \( \sigma \) is turned on through \( \mathcal{S}_{YM} \), while have turned on three dynamical scalars \( \sigma, \phi, \phi^\dagger \) through the deformation term \( \mathcal{S}_{\text{adj}} \). This is simply because we have not eliminated the IR auxiliary fields \( \phi, \phi^\dagger \) in the Lagrangian. It is necessary to add \( \mathcal{S}_{\text{adj}} \) to preserve \( \mathcal{N} = 3 \) supersymmetry since the Q-exact deformation has to preserve some amount of supersymmetry in order to carry out the localization procedure. However, if one eliminates the auxiliary adjoint chiral multiplet \( \Phi \) in the IR Lagrangian then we do not need to add \( \mathcal{S}_{\text{adj}} \) and consequently one would obtain same results as in [1,6] etc of our paper by using the same deformation used in [1], because the saddle point equations (4.11) (2.21, 2.22 in [1]) will remain unchanged. The saddle point equations are the ones that affects the superconformal index.

Also the deformation we use is a time dependent one since we rescale the coupling parameter \( g \) by [2],

\[
g_{\mathbb{R}^3} \longrightarrow e^{-\tau/2} g_{\mathbb{R} \times S^2}
\] (4.5)

while going from \( \mathbb{R}^3 \) to \( \mathbb{R} \times S^2 \) via a conformal transformation. This transformation relates the strong and weak coupling regime of the theory by \( \tau \rightarrow +\infty \) and \( \tau \rightarrow -\infty \) respectively. By this
deformation one breaks the dilatational symmetry while in \[1\] the translational symmetry is broken by adding the factor of \(r\) in the deformation \(S_{\text{YM}} = \frac{1}{4g^2} \int d^3x \; d^2\theta \; r \; tr \left[ U^a U_a \right].\) The deformation we have used is very similar to \[1\] as they add Maxwell term to the action which can be seen by comparing (4.3) and eqn.(2.18) of \[1\]. The only difference is the presence of \(r\) in the deformation of \[1\]. The factor of \(r\) is absorbed in the coupling \(g^2\) in our case while we perform radial quantization. Hence this does not affect the saddle point equation therefore the final result of the index.

The simplest way to understand the deformation we used in this paper is as follows:

(i) We start with an \(\mathcal{N} = 3\) superconformal CS matter theory constructed in \[13\].
(ii) We deform the theory by preserving \(\mathcal{N} = 3\) supersymmetry following \[7\], which is done by the deformations in eqn.(4.3) and eqn.(4.4).

A special case of the undeformed theory constructed in \[13\] preserves \(\mathcal{N} = 6\) supersymmetry for two gauge groups. Hence the deformation we use does not preserve \(\mathcal{N} = 6\) supersymmetry.

Coming back to the localization method, the full action of the theory is,

\[
e^S \rightarrow e^{S} + t(S_{\text{YM}} + S_{\text{adj}}) \tag{4.6}
\]

where \(t = \frac{1}{g^2}\) is a continuous parameter. The next step of localization method is to take \(t \rightarrow \infty\) which sets,

\[
S_{\text{YM}} + S_{\text{adj}} = 0 . \tag{4.7}
\]

The field configurations satisfying the above equation is the localization manifold and we perform the path integral only on those fields configuration instead of the infinite dimensional manifold as in the original theory. We wish to find a bosonic solution to (4.7) therefore we set all the fermions to zero classically. Eliminating the auxiliary fields \(D_{(j)}\) and \(F_{\phi(j)}\) by using,

\[
D_{(j)} = \frac{1}{2} \left( \phi_{(j)}^{\dagger} \phi_{(j)} - \phi_{(j)} \phi_{(j)}^{\dagger} \right), \quad F_{\phi(j)} = 0 \tag{4.8}
\]

we find,

\[
S_{\text{YM}} + S_{\text{adj}} = \frac{1}{g^2} \int d^3x \; tr \left[ \frac{1}{2} \left( \ast F_{(j)} \right)_{\mu} - D_{\mu} \sigma_{(j)} \right]^2 + \frac{1}{4} \left( \phi_{(j)}^{\dagger} \phi_{(j)} - \phi_{(j)} \phi_{(j)}^{\dagger} \right)^2 + |D^m \phi_{(j)}|^2 + |\left[ \sigma_{(j)}, \phi_{(j)} \right]|^2 \right]. \tag{4.9}
\]

Saddle point equations are,

\[
\left( \ast F_{(j)} \right)_{\mu} = D_{\mu} \sigma_{(j)}, \quad D_{(j)} = 0, \quad \phi_{(j)} = 0, \quad F_{\phi(j)} = 0. \tag{4.10}
\]

We can choose Dirac monopole solution for the gauge fields and turn on adjoint scalar \(\sigma_{(j)}\)

\[
A_{(j)} = \frac{H_{(j)}}{2r} (\pm 1 - \cos \theta) \; d\varphi, \quad \sigma_{(j)} = -\frac{H_{(j)}}{2r} . \tag{4.11}
\]
which satisfies the above equation. And \( H_{\langle j \rangle} = \text{diag}(q_{\langle j \rangle}, q_{\langle j \rangle}^2, \cdots, q_{\langle j \rangle}^N) \) and \( q_i \in \mathbb{Z} \) are the magnetic charges. The supersymmetry variations of the adjoint fermions, \( \delta \chi_{\phi(j)} \) vanish for the solution obtained in eqn.(4.11). To make the supersymmetry variations of the matter fermions zero, \( \delta \zeta_{\langle j \rangle} \) and \( \delta \omega_{\langle j \rangle} \) are chosen in the following way,

\[
\delta \zeta_{\langle j \rangle} = \frac{(1+i)}{\sqrt{2}} \varepsilon_3 (\phi_{\langle j \rangle} \dot{Z}_{\langle j \rangle} + Z_{\langle j \rangle} \phi_{\langle j+1 \rangle}^\dagger) + \frac{(1+i)}{\sqrt{2}} (\varepsilon_1 + i \varepsilon_2) (\dot{D}\phi_{\langle j \rangle} + \phi_{\langle j \rangle} \sigma_{\langle j \rangle} - Z \dot{\sigma}) + \frac{(1+i)}{\sqrt{2}} (\varepsilon_1 - i \varepsilon_2) (\dot{W} \phi_{\langle j \rangle} + W \phi_{\langle j \rangle}^\dagger - \sigma_{\langle j \rangle} - W \phi_{\langle j \rangle}^\dagger) \]

\[
\delta \omega_{\langle j \rangle} = \frac{(1+i)}{\sqrt{2}} \varepsilon_3 (\dot{D} Z_{\langle j \rangle}^\dagger + \hat{\sigma} Z_{\langle j \rangle} - Z_{\langle j \rangle}^\dagger \sigma) + \frac{(1+i)}{\sqrt{2}} (\varepsilon_1 + i \varepsilon_2) (\dot{D} W + \phi_{\langle j \rangle} W - W \phi_{\langle j \rangle}^\dagger) \]

we choose \( Z_{\langle j \rangle} = W_{\langle j \rangle} = 0 \) as this is the only solution which satisfies the boundary condition eqn.(3.3) on \( S^2 \times S^1 \). In eqn.(4.11) we have \( A_{\langle j \rangle} = 0 \). But one can turn on these modes in the following way,

\[
A_{\langle j \rangle} = \frac{1}{\beta + \beta'} \text{diag}(\alpha_{\langle j \rangle}^1, \alpha_{\langle j \rangle}^2, \cdots, \alpha_{\langle j \rangle}^N) \]

which is still compatible with the saddle point solutions. The factor of \( \beta + \beta' \) in the denominator is kept for convenience in the computation. The entries \( \alpha_{\langle j \rangle} \)'s satisfies the periodicity condition,

\[
\alpha_{\langle j \rangle}^m \sim \alpha_{\langle j \rangle}^m + 2\pi, \quad (m = 1, 2, \cdots, N) \]

along \( S^1 \) as needed for the gauge invariance under large gauge transformations.

5 Index computation

Schematically the index looks like the following,

\[
\text{classical contribution. Faddeev-Popov measure.} \quad \frac{\det \chi_{\dot{\omega}} \det \chi_{\omega} \det \zeta \det \omega}{\det A_{\mu} \det \sigma_{\dot{\phi}} \det Z_{\dot{W}}} \quad \text{zero point energy} \]

(5.1)
The classical contribution comes from only CS part of the action in eqn.(2.2), which is,

\[ e^{i \sum (j=1) k(j) \Sigma_{m=1}^{N} q_{m}^{j} \alpha_{m}^{j(\Omega)}} \]  

(5.2)

The Faddeev-Popov measure is computed while we handle the gauge fields. Now let us move on to the one loop determinant calculations in the \( g \to 0 \) limit.

### 5.1 One loop determinant of matter scalars

We first determine the one loop determinants of the matter scalar fields \( Z_{(j)}, W_{(j)}, Z_{(j)}^{\dagger}, W_{(j)}^{\dagger} \). The quadratic part of the action for these fields on \( S^{2} \times S^{1} \) is,

\[
S^{E}(Z, W, Z^{\dagger}, W^{\dagger}) = \int d\tau d\Omega \sum_{(j)=1}^{n} \text{tr} \left( -Z_{(j)}^{\dagger} D_{m} D^{m} Z_{(j)} - W_{(j)}^{\dagger} D_{m} D^{m} W_{(j)} + \frac{1}{4} Z_{(j)}^{\dagger} Z_{(j)} + \frac{1}{4} W_{(j)}^{\dagger} W_{(j)} \right) + \frac{1}{4} \sum_{(j)=1}^{n} \left( Z_{(j)}^{\dagger} \sigma_{(j)}^{2} Z_{(j)} + W_{(j)}^{\dagger} \sigma_{(j)}^{2} W_{(j)} + W_{(j)}^{\dagger} \sigma_{(j+1)}^{2} W_{(j)} + W_{(j)}^{\dagger} \sigma_{(j+1)}^{2} W_{(j)} \right) - 2Z_{(j)}^{\dagger} \sigma_{(j)} Z_{(j)} \sigma_{(j+1)} - 2W_{(j)}^{\dagger} \sigma_{(j)} W_{(j)} \sigma_{(j+1)} \right) .
\]

(5.3)

Plugging in the background fields from eqn.(4.11) in the above, we obtain,

\[
S^{E}(Z, W, Z^{\dagger}, W^{\dagger}) = \int d\tau d\Omega \sum_{m, n=1}^{N} \sum_{(j)=1}^{n} \left( -Z_{(j)m}^{\dagger} D_{m} D^{m} Z_{(j)n} - W_{(j)m}^{\dagger} D_{m} D^{m} W_{(j)n} + \frac{1}{4} Z_{(j)m}^{\dagger} Z_{(j)n} + \frac{1}{4} W_{(j)m}^{\dagger} W_{(j)n} \right) + \frac{1}{4} \sum_{(j)=1}^{n} \left( \left( q_{(j)}^{n} - q_{(j+1)}^{n} \right) Z_{(j)m}^{\dagger} - \left( q_{(j)}^{n} - q_{(j+1)}^{n} \right) W_{(j)m}^{\dagger} \right) Z_{(j)n} + \frac{1}{4} \sum_{(j)=1}^{n} \left( \left( q_{(j)}^{n} - q_{(j+1)}^{n} \right) W_{(j)m}^{\dagger} \right) W_{(j)n} \right) \]

where we have written the trace in terms of matrix components. Each of these fields are function of \( \tau, \Omega \), where \( \Omega \) denotes \( S^{2} \) co-ordinates. We expand all the fields as,

\[
\Phi_{mn}(\tau, \Omega) = \sum_{jm} \Phi_{mn}(\tau) Y_{qjm}(\Omega) .
\]

(5.5)

Now this reduces to a problem of a free particle on \( S^{2} \) in the presence of a magnetic monopole of charge \( (q_{(j)} - q_{(j+1)}^{n}) \equiv q \) at the center of the sphere. The monopole spherercial harmonics \( Y_{qjm} \) satisfies,

\[
-D_{m} D^{m} Y_{qjm} = \left( j(j+1) - \frac{1}{4} q^{2} \right) Y_{qjm}
\]

(5.6)

where the quantum numbers are as follows,

\[
j = \frac{q_{(j)} - q_{(j+1)}^{n}}{2}, \frac{q_{(j)} - q_{(j+1)}^{n}}{2} + 1, \cdots, \quad m = -j, -j + 1, \cdots, +j
\]

(5.7)

Substituting this back into the action we obtain the following,

\[
S^{E}(Z, W, Z^{\dagger}, W^{\dagger}) = \int d\tau d\Omega \sum_{m, n=1}^{N} \sum_{(j)=1}^{n} \left( Z_{(j)m}^{\dagger} D_{m} D^{m} Z_{(j)n} - D_{m}^{2} + \left( j + \frac{1}{2} \right)^{2} \right) Z_{(j)m}^{n} + W_{(j)m}^{\dagger} D_{m} D^{m} W_{(j)n} - D_{m}^{2} + \left( j + \frac{1}{2} \right)^{2} \right) W_{(j)m}^{n} \]

(5.8)
with,

\[ \mathcal{D}_\tau = \partial_\tau + i\eta \frac{\alpha^n_{(j)} - \alpha^m_{(j+1)}}{\beta + \beta'} - \frac{\beta - \beta'}{\beta + \beta'} j_3 + \frac{\beta'}{\beta + \beta'} \hbar, \quad \eta = +1 \text{ for } Z, W^\dagger \text{ and } -1 \text{ for } W, Z^\dagger. \]

(5.9)

The one loop effective action of the complex scalars \( \Gamma(Z, W, Z^\dagger, W^\dagger) \) is,

\[ e^{\Gamma(Z, W, Z^\dagger, W^\dagger)} = \frac{1}{\det \left(-\mathcal{D}_\tau^2 + + (j + \frac{1}{2})^2 \right)}. \]

(5.10)

Now, following [5] we choose an eigenbasis of the operator \( \partial_\tau \) whose time dependence is given by \( \prod_{r=-\infty}^{\infty} e^{2\pi i r \tau / \beta + \beta'} \) and using the identity

\[ \prod_{r=-\infty}^{\infty} \left( (2\pi r + \alpha)^2 + \Delta^2 \right) = \sin \left( \frac{(\alpha + i\Delta)}{2} \right) \sin \left( \frac{(\alpha - i\Delta)}{2} \right) \]

(5.11)

we find,

\[ \det \left(-\mathcal{D}_\tau^2 + + (j + \frac{1}{2})^2 \right) \]

\[ = \sum_{m,n=1}^{N} \sum_{(j)=1}^{n} \prod_{j,j_3} \sin \left[ \frac{1}{2} \left( \eta(\alpha^n_{(j)} - \alpha^m_{(j+1)}) + i\beta(\epsilon_j + j_3) + i\beta'(\epsilon_j - j_3 - \hbar) \right) \right] \]

\[ \sin \left[ \frac{1}{2} \left( -\eta(\alpha^n_{(j)} - \alpha^m_{(j+1)}) + i\beta(\epsilon_j - j_3) + i\beta'(\epsilon_j + j_3 + \hbar) \right) \right] \]

(5.12)

where \( \epsilon_j = j + \frac{1}{2} \). Here we have set an overall factor, which is a function of \( n, \beta + \beta' \) to unity (See [5] for details). Observe that in the sine factors above all charges except energy \( \epsilon_j \) has opposite signs. This is interpreted as contribution from particle and anti-particle. Therefore,

\[ \Gamma(Z, W, Z^\dagger, W^\dagger) \]

\[ = - \sum_{m,n=1}^{N} \log \left( \prod_{j,j_3} \sin \left[ \frac{1}{2} \left( \eta(\alpha^n_{(j)} - \alpha^m_{(j+1)}) + i\beta(\epsilon_j + j_3) + i\beta'(\epsilon_j - j_3 - \hbar) \right) \right] \right) \]

\[ = - \sum_{m,n=1}^{N} \sum_{(j)=1}^{n} \prod_{j,j_3} \left[ e^{\frac{1}{2} \left( \eta(\alpha^n_{(j)} - \alpha^m_{(j+1)}) + i\beta(\epsilon_j + j_3) + i\beta'(\epsilon_j - j_3 - \hbar) \right)} - e^{-\frac{1}{2} \left( \eta(\alpha^n_{(j)} - \alpha^m_{(j+1)}) + i\beta(\epsilon_j + j_3) + i\beta'(\epsilon_j - j_3 - \hbar) \right)} \right] \]

\[ = - \sum_{m,n=1}^{N} \sum_{(j)=1}^{n} \sum_{j,j_3} \left[ \frac{i\eta}{2} \left( \alpha^n_{(j)} - \alpha^m_{(j+1)} \right) + \beta \left( \epsilon_j + j_3 \right) + \frac{1}{2} \beta'(\epsilon_j - j_3 - \hbar) \right] \]

\[ + \sum_{(j)=1}^{N} \sum_{j} \sum_{\text{matter scalars } r=1}^{\infty} \frac{1}{r} \left[ e^{-i\eta(\alpha^n_{(j)} - \alpha^m_{(j+1)}) x^{n(\epsilon_j + j_3)} (x')^{n(\epsilon_j - j_3 - \hbar)}} \right], \quad x = e^{-\beta}, x' = e^{-\beta'}. \]

(5.13)

Substituting values of various charges in the last term we find,

for, \( Z_{(j)}, \hbar = \frac{1}{2} \)

\[ x^{j + \frac{1}{2} + j_3} (x')^{j + \frac{1}{2} - j_3 - \hbar} = x^{\frac{1}{2}} (x')^{2j} + x^{\frac{3}{2}} (x')^{2j-1} + ... + x^{2j + \frac{1}{2}} \]

(5.14)
for, \( W_{(j)}, h = \frac{1}{2} \)

\[
x^{j + \frac{1}{2} + j_{3}} (x')^{j + \frac{1}{2} - j_{3} - h} = x^{\frac{1}{2}} (x')^{2j} + x^{\frac{3}{2}} (x')^{2j - 1} + \ldots + x^{2j + \frac{1}{2}}
\]

(5.15)

for, \( Z_{(j)}^{\dagger}, h = -\frac{1}{2} \)

\[
x^{j + \frac{1}{2} + j_{3}} (x')^{j + \frac{1}{2} - j_{3} - h} = x^{\frac{1}{2}} (x')^{2j+1} + x^{\frac{3}{2}} (x')^{2j} + \ldots + x^{2j + \frac{1}{2}} (x')
\]

(5.16)

for, \( W_{(j)}^{\dagger}, h = -\frac{1}{2} \)

\[
x^{j + \frac{1}{2} + j_{3}} (x')^{j + \frac{1}{2} - j_{3} - h} = x^{\frac{1}{2}} (x')^{2j+1} + x^{\frac{3}{2}} (x')^{2j} + \ldots + x^{2j + \frac{1}{2}} (x')
\]

(5.17)

We write the final expression as following,\( ^{\dagger} \)

\[
\Gamma(Z, W, Z^{\dagger}, W^{\dagger}) = - \sum_{m,n=1}^{N} \sum_{(j)=1}^{n} \sum_{j,j_{3}} \left[ \frac{i\eta}{2}(\alpha_{(j)}^{n} \alpha_{(j+1)}^{m}) + \beta (\epsilon_{j} + j_{3}) + \frac{1}{2} \beta' (\epsilon_{j} - j_{3} - h) \right]
\]

\[
+ \sum_{m,n=1}^{N} \sum_{(j)=1}^{n} \sum_{r=1}^{\infty} \frac{1}{r} \left[ e^{-i\eta'(\alpha_{(j)}^{n} - \alpha_{(j+1)}^{m})} f_{nm}^{+B} (x^{r}, (x')^{r}) + e^{i\eta'(\alpha_{(j)}^{n} - \alpha_{(j+1)}^{m})} f_{nm}^{-B} (x^{r}, (x')^{r}) \right]
\]

(5.18)

where,

\[
f_{nm}^{+B} (x^{r}, (x')^{r}) = \sum_{j=\frac{|\alpha_{(j)}^{n} - \alpha_{(j+1)}^{m}|}{2}}^{\infty} \left( x^{\frac{1}{2}} (x')^{2j+1} + x^{\frac{3}{2}} (x')^{2j} + \ldots + x^{2j + \frac{1}{2}} (x') \right)
\]

\[
+ \sum_{j=\frac{|\alpha_{(j)}^{n} - \alpha_{(j+1)}^{m}|}{2}}^{\infty} \left( x^{\frac{1}{2}} (x')^{2j} + x^{\frac{3}{2}} (x')^{2j-1} + \ldots + x^{2j + \frac{1}{2}} \right)
\]

(5.19)

which is the contribution from \( Z_{(j)} \) and \( W_{(j)}^{\dagger} \) and

\[
f_{nm}^{-B} (x^{r}, (x')^{r}) = \sum_{j=\frac{|\alpha_{(j)}^{n} - \alpha_{(j+1)}^{m}|}{2}}^{\infty} \left( x^{\frac{1}{2}} (x')^{2j} + x^{\frac{3}{2}} (x')^{2j-1} + \ldots + x^{2j + \frac{1}{2}} \right)
\]

\[
+ \sum_{j=\frac{|\alpha_{(j)}^{n} - \alpha_{(j+1)}^{m}|}{2}}^{\infty} \left( x^{\frac{1}{2}} (x')^{2j+1} + x^{\frac{3}{2}} (x')^{2j} + \ldots + x^{2j + \frac{1}{2}} (x') \right)
\]

(5.20)

which comes from \( Z_{(j)}^{\dagger} \) and \( W_{(j)} \).

### 5.2 One loop determinant of matter fermions

We introduce the following notation,

\[
\xi_{(j)}^{a} = \begin{pmatrix} \omega_{(j)}^{a} e^{i\pi/4} \\ \zeta_{(j)}^{a} e^{-i\pi/4} \end{pmatrix}, \quad \xi_{(j)}^{\dagger} = \begin{pmatrix} \omega_{(j)}^{a} e^{-i\pi/4} \\ \zeta_{(j)}^{a} e^{i\pi/4} \end{pmatrix}
\]

(5.21)
to write down the quadratic terms of the matter fermions in the action in a compact form. After
substituting the saddle point solutions the quadratic term of the relevant part of the action is,
\[ L_{\text{matter}}(\xi, \xi^\dagger) = \sum_{(j)=1}^N \sum_{n,m=1}^N \left( -i\xi_{a(j)\bar{m}n} D_{\xi_{(j)\bar{m}}} \xi_{a(j)\bar{m}n} - \frac{i}{2} \xi_{a(j)\bar{m}n} q_{nm} (\sigma_3)^a \xi_{b(j)\bar{n}m} \right). \] (5.22)
To perform the path integral we expand the spinor in monopole spinor harmonics basis, which
are basically the eigenvectors of Dirac operator \( \mathcal{D}_S \) on \( S^2 \) in presence of a magnetic
monopole, as follows,
\[ \psi(\tau, \Omega) = \sum_m \psi_m(\tau) \mathcal{Y}_m^{0}(\Omega) + \sum_{jme} \psi_{jm}(\tau) \mathcal{Y}_m^{\pm}(\Omega) \] (5.23)
where, \( \varepsilon = \pm 1 \). The machinery of monopole spinor harmonics and its orthogonality properties can
be found in Appendix C of [7] and we briefly summarize the spectrum of the Dirac operator \( \mathcal{D}_S \)
below.

For \( q \neq 0 \):
\[ j = \frac{|q| - 1}{2}, \frac{|q| + 1}{2}, \frac{|q| + 3}{2}, \ldots \quad m = -j, -j + 1, \ldots, j, \]
for \( q = 0 \):
\[ j = \frac{|q| + 1}{2}, \frac{|q| + 3}{2}, \ldots \quad m = -j, -j + 1, \ldots, j. \] (5.24)
Eigenvalue equations of \( \mathcal{D}_S \) are,
\[ \mathcal{D}_S \mathcal{Y}_m^{0} = 0 \quad \text{for } j = \frac{|q| - 1}{2}, q \neq 0, \] (5.25)
\[ \mathcal{D}_S \mathcal{Y}_m^{\pm} = i\Delta_{jq} \mathcal{Y}_m^{\pm} \quad \text{for } j = \frac{|q| + 1}{2}, \frac{|q| + 3}{2}, \ldots \] (5.26)
where, \( \Delta_{jq} = \pm \frac{1}{2} \sqrt{(2j + 1)^2 - q^2} \). \( \mathcal{Y}_m^{0} \) is called the zero mode since it has zero eigenvalue. Performing the path integral we find,
\[ e^{-\Gamma(\xi, \xi^\dagger)} = \int [d\xi] [d\xi^\dagger] e^{-S} = \det \left( -i \mathcal{D}_\tau - iq \text{ sign}(q) \sigma_3 \right) \det \left( \Delta^{\pm} - iq\sigma_3 \right). \] (5.27)
For the zero modes we have,
\[ \det \left( -i \mathcal{D}_\tau - iq \text{ sign}(q) \sigma_3 \right) = -\mathcal{D}_\tau^2 + q^2 \] (5.28)
and for the non-zero modes we get,
\[ \det \left( \Delta^{\pm} - iq\sigma_3 \right) = \left( (j + \frac{1}{2})^2 - \mathcal{D}_\tau^2 \right). \] (5.29)
Therefore the one loop determinant of fermions is,
\[ \Gamma(\xi, \xi^\dagger) = \sum_{n,m=1}^N \sum_{(j)=1}^N \sum_{J_{3j}} \frac{1}{2} \left( i\eta(\alpha_{(j)}^a - \alpha_{(j+1)}^b) + \beta(\epsilon_j + \bar{\epsilon}_3) + \beta'(\epsilon_j - \bar{\epsilon}_3 - h) \right) \]
\[ + \sum_{(j)=1}^N \sum_{J_{3j}} \sum_{\text{matter fermions}} \sum_{r=1}^\infty \frac{1}{r'} \left[ e^{in\eta(\alpha_{(j)}^a - \alpha_{(j+1)}^b)} x^{n(\epsilon_j + \bar{\epsilon}_3)} (x')^n(\epsilon_j - \bar{\epsilon}_3 - h) \right]. \] (5.30)
Substituting values of various charges in the last term we find, for $\zeta(j), h = \frac{1}{2}$

$$x^{j + \frac{1}{2} + j_3}(x')^{j + \frac{1}{2} - j_3 - h} = x^{j + \frac{1}{2} + j_3}(x')^{j - j_3}$$

$$= x^{\frac{1}{2}}(x')^{2j} + x^{\frac{3}{2}}(x')^{2j-1} + ... + x^{2j + \frac{1}{2}}$$  \(5.31\)

for $\omega(j), h = \frac{1}{2}$

$$x^{j + \frac{1}{2} + j_3}(x')^{j + \frac{1}{2} - j_3 - h}$$

$$= x^{\frac{1}{2}}(x')^{2j} + x^{\frac{3}{2}}(x')^{2j-1} + ... + x^{2j + \frac{1}{2}}$$  \(5.32\)

for $\zeta^\dagger(j), h = -\frac{1}{2}$

$$x^{j + \frac{1}{2} + j_3}(x')^{j + \frac{1}{2} - j_3 - h} = x^{j + \frac{1}{2} + j_3}(x')^{j+1 - j_3}$$

$$= x^{\frac{1}{2}}(x')^{2j+1} + x^{\frac{3}{2}}(x')^{2j} + ... + x^{2j + \frac{1}{2}}(x')$$  \(5.33\)

for $\omega^\dagger(j), h = -\frac{1}{2}$

$$x^{j + \frac{1}{2} + j_3}(x')^{j + \frac{1}{2} - j_3 - h}$$

$$= x^{\frac{1}{2}}(x')^{2j+1} + x^{\frac{3}{2}}(x')^{2j} + ... + x^{2j + \frac{1}{2}}(x')$$  \(5.34\)

The above is the contribution from non zero modes. Now, for the zero modes, i.e $j = \frac{|m-1|}{2}$ we have $m = 2j + 1 = |q|$ unpaired states\(^2\) with energy $j + \frac{1}{2}$. By unpaired states we mean that there is no states with energy $-(j + \frac{1}{2})$. This can be seen by solving the eigenvalue problem for the zero mode eigen vectors which are,

$$(-i\mathcal{D}_S - q\sigma_3)\Upsilon^0_{qm} = -q\sigma_3\Upsilon^0_{qm}.$$  \(5.35\)

Now using the explicit eigen vectors

$$\Upsilon^0_{qm} = \begin{pmatrix} Y^0_{qm} \\ 0 \end{pmatrix}, \quad \text{for } q > 0, \quad \Upsilon^0_{qm} = \begin{pmatrix} 0 \\ Y^0_{qm} \end{pmatrix}, \quad \text{for } q < 0,$$  \(5.36\)

we find,

$$-q\sigma_3\Upsilon^0_{qm} = q \begin{pmatrix} -1 & 0 \\ 0 & 1 \end{pmatrix} = -q\Upsilon^0_{qm}, \quad q > 0$$

$$= q\Upsilon^0_{qm}, \quad q < 0.$$  \(5.37\)

We get negative eigenvalue for both the cases. Therefore we have contribution only from the fields $\zeta^\dagger, \omega^\dagger$ which is,

$$\sum_{j_3=-j}^j \sum_{\zeta^\dagger,\omega^\dagger} x^{j + \frac{1}{2} + j_3}(x')^{j+1-j_3}$$

$$= \left. 2\left(x^{\frac{1}{2}}(x')^{2j+1} + x^{\frac{3}{2}}(x')^{2j} + ... + x^{2j + \frac{1}{2}}(x') \right) \right|_{j=|q(j)-q(j+1)|^{-1}}.$$  \(5.38\)

\(^2\)This is explained nicely in [7] with plot of energy spectrum.
Combining the zero mode and the non zero modes we write the final answer as,

\[ \Gamma(\xi, \xi^\dagger) = \sum_{m,n=1}^{N} \sum_{(j)=1}^{n} \sum_{j,j_3} \frac{1}{2} \left( i\eta^\alpha (\alpha_m^n - \alpha_m^{n+1}) + \beta (\epsilon_j + j_3) + \beta^\prime (\epsilon_j - j_3 - h) \right) \]

\[ + \sum_{m,n=1}^{N} \sum_{(j)=1}^{n} \sum_{r=1}^{\infty} \frac{1}{r} \left[ e^{-ir(\alpha_{m}^{n} - \alpha_{m}^{n+1})} f_{nm}^{+} (x^r, (x^r)^r) + e^{ir(\alpha_{m}^{n} - \alpha_{m}^{n+1})} f_{nm}^{-} (x^r, (x^r)^r) \right] \]

(5.39)

where,

\[ f_{nm}^{+} = \sum_{j=|\epsilon_n^1 - \epsilon_{n+1}^1|+1}^{\infty} \left( x^{\frac{1}{2}} (x^r)^{2j} + \frac{3}{2} (x^r)^{2j-1} + \ldots + x^{2j+\frac{1}{2}} \right) \]

\[ + \sum_{j=|\epsilon_n^1 - \epsilon_{n+1}^1|-1}^{\infty} \left( x^{\frac{1}{2}} (x^r)^{2j+1} + \frac{3}{2} (x^r)^{2j} + \ldots + x^{2j+\frac{1}{2}} (x^r)^{1} \right) \]

(5.40)

which is the contribution from \( \zeta_{(j)} \) and \( \omega^\dagger_{(j)} \) and

\[ f_{nm}^{-} = \sum_{j=|\epsilon_n^1 - \epsilon_{n+1}^1|+1}^{\infty} \left( x^{\frac{1}{2}} (x^r)^{2j} + \frac{3}{2} (x^r)^{2j-1} + \ldots + x^{2j+\frac{1}{2}} \right) \]

\[ + \sum_{j=|\epsilon_n^1 - \epsilon_{n+1}^1|-1}^{\infty} \left( x^{\frac{1}{2}} (x^r)^{2j+1} + \frac{3}{2} (x^r)^{2j} + \ldots + x^{2j+\frac{1}{2}} (x^r)^{1} \right) \]

(5.41)

which is the contribution from \( \zeta_{(j)}^\dagger \) and \( \omega_{(j)} \).

### 5.3 Final result of matter sector

Now, adding contributions from matter scalars and fermions we find,

\[ \Gamma(\text{matter}) = \sum_{m,n=1}^{N} \sum_{(j)=1}^{n} \sum_{j,j_3} \frac{1}{2} \left( i\eta^\alpha (\alpha_m^n - \alpha_m^{n+1}) + \beta (\epsilon_j + j_3) + \beta^\prime (\epsilon_j - j_3 - h) \right) \]

\[ + \sum_{m,n=1}^{N} \sum_{(j)=1}^{n} \sum_{r=1}^{\infty} \frac{1}{r} \left[ e^{-ir(\alpha_{m}^{n} - \alpha_{m}^{n+1})} f_{nm}^{+} (x^r, (x^r)^r) + e^{ir(\alpha_{m}^{n} - \alpha_{m}^{n+1})} f_{nm}^{-} (x^r, (x^r)^r) \right] . \]

(5.42)

Adding the series one obtains,

\[ f_{nm}^{+} (x^r) = f_{nm}^{-} (x^r) = x^{\frac{1}{2}} \sum_{j=|\epsilon_n^1 - \epsilon_{n+1}^1|+1}^{\infty} x^{2j} - \sum_{j=|\epsilon_n^1 - \epsilon_{n+1}^1|-1}^{\infty} x^{2j} \]

\[ = x^{|\epsilon_n^1 - \epsilon_{n+1}^1|} \frac{x^{\frac{1}{2}}}{1-x^2} - x^{|\epsilon_n^1 - \epsilon_{n+1}^1|} \frac{x^{\frac{3}{2}}}{1-x^2} \]

(5.43)

We find the contribution \( x^r \) dependent terms perfectly cancel between the bosons and the fermions as it should.
5.4 One loop determinant of adjoint fields

In this section we evaluate the one loop determinants of adjoint fields viz \( A_\mu, \sigma, \phi, \chi_\phi, \chi_\sigma \). We want to evaluate the following path integral,

\[
e^{\Gamma(A_\mu, \phi, \phi^\dagger, \sigma)} = \int [dA_\mu][d\sigma][d\phi][d\phi^\dagger] e^{S_{YM} + S_{adj}}.
\]

(5.44)

For this computation we use the fields on \( \mathbb{R}^3 \) subjected to the boundary condition \( (3.3) \). Now we pick the quadratic fluctuation of \( S_{YM} + S_{adj} \) since these terms will be \( g \) independent after the following rescaling,

\[
\delta A_\mu \to g \delta A_\mu, \quad \delta \sigma \to g \delta \sigma, \quad \delta \phi \to g \delta \phi, \quad \delta \phi^\dagger \to g \delta \phi^\dagger.
\]

(5.45)

The quadratic fluctuation is,

\[
\delta(S_{YM} + S_{adj}) = \sum_{(j)} \int d^3 x \left( \tilde{D} \times \delta \tilde{A} - \tilde{D} \sigma + i[\sigma, \delta \tilde{A}] \right)_{(j)\mu} \left( \tilde{D} \times \delta \tilde{A} - \tilde{D} \sigma + i[\sigma, \delta \tilde{A}] \right)^\mu_{(j)} + |\tilde{D}_j \delta \phi_j + i[\delta A_\mu, \phi_j]|^2 + ||\sigma_j, \delta \phi_j||^2 + [\delta \sigma_j, \phi_j]|^2.
\]

(5.46)

Now substituting the saddle point equations \( (4.11) \) in the quadratic fluctuation we find,

\[
\delta(S_{YM} + S_{adj}) = \sum_{(j)} \int d^3 x \left( \tilde{D} \times \delta \tilde{A} - \tilde{D} \sigma + i q_j \delta \tilde{A} \right)_{(j)\mu} \left( \tilde{D} \times \delta \tilde{A} - \tilde{D} \sigma + i q_j \delta \tilde{A} \right)^\mu_{(j)} + |\tilde{D}_j \delta \phi_j|^2 + q^2 |\delta \phi_j|^2, \quad q = \frac{q_j^m - q_j^n}{2}
\]

(5.47)

To perform the path integral we follow the method of \( \Pi \) and expand the fields using monopole spherical harmonics,

\[
\delta \tilde{A} = \sum_{n=-\infty}^{\infty} \sum_{j,m} \sum_{\lambda=0,\pm 1} a_{n,j,m}^\lambda r^{-i \frac{2\pi n}{r+\pi \theta}} C_{jm}^\lambda, \quad \delta \sigma = \sum_{n,j,m} b_{n,j,m} r^{-i \frac{2\pi n}{r+\pi \theta}} Y_{jm}^\sigma, \quad \delta \phi = \sum_{n,j,m} d_{n,j,m} r^{-i \frac{2\pi n}{r+\pi \theta}} Y_{jm}^\phi
\]

(5.48)

where, \( C_{jm}^\lambda \) is monopole vector spherical harmonics. Construction of monopole vector spherical harmonics from monopole scalar harmonics \( Y_{jm} \) and its properties can be found in \( \mathfrak{g} \) and \( \Pi \). Substituting this in the quadratic fluctuation and using the orthogonality property of monopole harmonics we obtain,

\[
e^{\Gamma(A_\mu, \phi, \phi^\dagger, \sigma)} = \int [dA_\mu][d\sigma][d\phi][d\phi^\dagger] \prod_{n=-\infty}^{\infty} \prod_{m,n=1}^{N} \prod_{(j)=1}^{r} e^{v_{n,j,-m}^M M \nu_{n,j,m}} e^{d_{n,j,m}^* N d_{n,j,m}}
\]

\[
= \prod_{n=-\infty}^{\infty} \prod_{m,n=1}^{N} \prod_{(j)=1}^{r} \int [dA_\mu][d\sigma] e^{v_{n,j,-m}^M M \nu_{n,j,m}} \int [d\phi][d\phi^\dagger] e^{d_{n,j,m}^* N d_{n,j,m}}
\]

\[
= \frac{1}{\left( \det(MM) \right)^{\frac{1}{2}}} \frac{1}{\det(N)}
\]

(5.49)
where,

\[ v = \begin{pmatrix} a_+ \\ a_- \\ a_0 \\ b \end{pmatrix}, \quad M_n^q = \begin{pmatrix} -\Lambda + iq & 0 & is_+ & -s_+ \\ 0 & \Lambda + iq & -is_+ & -s_+ \\ -is_+ & is_+ & -is_+ & i\Lambda \\ -s_+ & -s_+ & -s_+ & i\Lambda + 1 \end{pmatrix}, \quad \tilde{M} = (M_{-n,j,-m})^T = \begin{pmatrix} \Lambda - iq & 0 & -is_- \\ 0 & -\Lambda - iq & is_+ \\ is_- & is_+ & -iq \\ -s_- & -s_- & i\Lambda + 1 \end{pmatrix} \]

\[ N = (i\Lambda' + \frac{1}{2}) \times (-i\Lambda' + \frac{1}{2}) + (\mathcal{J} + iq)(\mathcal{J} - iq), \quad (5.50) \]

with,

\[ \Lambda = \frac{2\pi n}{\beta + \beta'} + \frac{\alpha_n^m - \alpha_n^0}{\beta + \beta'} - i\frac{\beta - \beta'}{\beta + \beta'} j_3, \quad \mathcal{J} = j(j + 1) - q^2, \quad s_\pm = \sqrt{\frac{\mathcal{J}^2 + q}{2}} \]

\[ \Lambda' = \frac{2\pi n}{\beta + \beta'} + \frac{\alpha_n^m - \alpha_n^0}{\beta + \beta'} - i\frac{\beta - \beta'}{\beta + \beta'} j_3 + \frac{\beta'}{\beta + \beta'} h + \frac{1}{2}. \quad (5.51) \]

### 5.4.1 Determinant of adjoint complex scalars

From above we observe that after substituting the saddle point solutions the action of \( \phi_{(j)} \) gets decoupled from \( A_{\rho_{(j)}}, \sigma_{(j)} \). Therefore the effective action for the complex adjoint scalars \( \phi_{(j)}, \phi_{(j)}^\dagger \) is,

\[ e^{\Gamma(\phi, \phi^\dagger)} = \int [d\phi][d\phi^\dagger] \prod_{n=-\infty}^{\infty} \prod_{m=1}^{N} \prod_{j,j'=1}^{r} e^{\alpha_n^m \sigma_{n,j,m} N d_{n,j,m}} \]

\[ = \frac{1}{\det(N)}. \quad (5.52) \]

Following same procedure as before we find,

\[ \det(N) = \prod_{n=-\infty}^{\infty} \left( \frac{2\pi n}{\beta + \beta'} + \frac{\alpha_n^m - \alpha_n^0}{\beta + \beta'} - i\frac{\beta - \beta'}{\beta + \beta'} j_3 + \frac{\beta'}{\beta + \beta'} h + \frac{1}{2} \right)^2 + (j + \frac{1}{2})^2 \]

\[ = \prod_{j,j_3} (-2i) \sin \left[ \frac{1}{2} \left( -\alpha_n^m - \alpha_n^0 \right) + i\beta(\epsilon_j + j_3 + \frac{1}{2}) + i\beta'(\epsilon_j - j_3 - h + \frac{1}{2}) \right] \]

\[ (-2i) \sin \left[ \frac{1}{2} \left( -\alpha_n^m - \alpha_n^0 \right) + i\beta(\epsilon_j - j_3 - \frac{1}{2}) + i\beta'(\epsilon_j + j_3 + h - \frac{1}{2}) \right], \quad \epsilon_j = j + \frac{1}{2} \quad (5.53) \]

The one loop effective action is,

\[ \Gamma(\phi_{(j)}, \phi_{(j)}^\dagger) = -\sum_{m,n=1}^{\infty} \sum_{(j)=1}^{N} \sum_{j,j_3} \left[ \frac{i}{2} \left( \alpha_n^m - \alpha_n^0 \right) + \beta(\epsilon_j + j_3 + \frac{1}{2}) + \beta'(\epsilon_j - j_3 - h + \frac{1}{2}) \right] \]

\[ + \frac{\beta}{2} (\epsilon_j + j_3 - \frac{1}{2}) + \frac{\beta'}{2} (\epsilon_j - j_3 - h - \frac{1}{2}) \]

\[ + \sum_{m,n=1}^{\infty} \sum_{(j)=1}^{N} \sum_{j,j_3} \sum_{r=1}^{N} \frac{1}{r} e^{-ir(\alpha_n^m - \alpha_n^0)} x^r(\epsilon_j + j_3 + \frac{1}{2}) (x')^r(\epsilon_j - j_3 - h + \frac{1}{2}) \]. \quad (5.54) \]

---

The number of nodes \( n \) should not be confused with the mode \( n \) which runs from \( -\infty \) to \( +\infty \)
Putting the charges, for $\phi(j), h = 1$ we obtain
\[ x^{(\epsilon_{j}+j_{3}+\frac{1}{2})}(x')^j_{j_{3}-h+\frac{1}{2}} = \sum_{j=\frac{|q_{\Omega}-q_{j}|}{2}}^{\infty} x(x')^{2j} + x^{2}(x')^{2j-1} + ... + x^{2j+1}. \] (5.55)

and for $\phi^{\dagger}, h = -1$ we get,
\[ x^{(\epsilon_{j}+j_{3}-\frac{1}{2})}(x')^j_{j_{3}-h-\frac{1}{2}} = \sum_{j=\frac{|q_{\Omega}-q_{j}|}{2}}^{\infty} (x(x')^{2j+1} + x^{2}(x')^{2j} + ... + x^{2j}(x')]. \] (5.56)

5.4.2 Gauge fixing and the determinant

Now let us move on to the computation of the determinant $A_{\mu(j)}, \sigma(j)$ for which we need to calculate $\det M$. Now the matrix $M$ depends on some results of monopole vector harmonics and changes after we do the gauge fixing. So let us first fix the gauge and calculate the determinant case by case. We work in Coulomb gauge,
\[ D_a A^a = 0, \quad a=1,2 \text{ are } S^2 \text{ co-ordinates} \] (5.57)

which implies the following upon substituting eqn.(5.48),
\[ s_{+} a^{\pm}_{njm} + s_{-} a^{-}_{njm} = 0. \] (5.58)

We write some results of [9] here which will be important for gauge fixing.

- (1) For $j = q - 1 \geq 0$: one multiplet $\vec{C}^{+}$ is non zero.
- (2) For $j = q > 0$: two multiplets $\vec{C}^{+}, \vec{C}^{0}$ are non zero.
- (3) For $j = q = 0$: one multiplet $\vec{C}^{0}$ is non zero.
- (4) For $j \geq q$: three multiplets $\vec{C}^{+}, \vec{C}^{-}, \vec{C}^{0}$ are present.

Now we incorporate the gauge condition in the path integral by changing the measure, which finally gives,
\[ Z = \int [DA_\mu] e^{-S} = \int d\alpha \int \Delta_{FP} \delta(f[A^a_\mu]) [DA_\mu] e^{-S} \] (5.59)

where,
\[ f[A^a_\mu] = 0 \] (5.60)

is the gauge condition that we impose. Now we compute the gauge condition for different values of $j$ we listed above and compute the Faddeev- Popov determinant $\Delta_{FP}$. 
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For $j = q - 1 \geq 0$

In this case the gauge condition is automatically satisfied because of the following.

$$s_+ = 0, \quad s_- = \sqrt{-q}, \quad s_+a_{+nm} = 0$$

(5.61)

Therefore we do not have to fix the gauge. The integrand for gauge fields \([5.49]\) becomes (the scalar harmonics are also absent),

$$v = (a^+), \quad M = (-\Lambda + iq)$$

(5.62)

The path integral is,

$$\prod_{m,n=1}^{N} \prod_{j=1}^{n} \prod_{j_3=-j}^{j} \sin \left[ \frac{1}{2} \left( \beta(j + 1 + j_3) + i(\alpha^m - \alpha^n) + \beta'(j + 1 - j_3) \right) \right]$$

(5.63)

where, we have put $q = j + 1$ and used the following identity,

$$\sin x = x \prod_{n=-\infty}^{\infty} \left( 1 + \frac{x}{n\pi} \right).$$

(5.64)

For $j = q > 0$

The gauge condition in this case is,

$$a_+ = 0$$

(5.65)

Since there are no $a^-$ modes, the gauge is already fixed and from eqn.\([5.49]\) we have,

$$v = \left( \begin{array}{c} a^0 \\ b \end{array} \right), \quad M = \left( \begin{array}{cc} i\sqrt{q} & -\sqrt{q} \\ iq & i\Lambda + 1 \end{array} \right)$$

(5.66)

The path integral is,

$$\frac{\sqrt{q}}{\beta + \beta'} \sin \left[ \frac{1}{2} \left( \beta(j + 1 + j_3) + \beta'(j + 1 - j_3) + i(\alpha^m - \alpha^n) \right) \right].$$

(5.67)

For $j = q = 0$

In this case we have,

$$q^m_{(j)} = q^n_{(j)}$$

(5.68)

The Coulomb gauge condition does not fix the the gauge redundancy since both $a^\pm$ vanishes in this case. Therefore we impose,

$$\frac{d}{d\tau} \int_{S^2} A_r = 0$$

(5.69)

The Coulomb gauge condition for infinitesimal gauge transformation $\epsilon$,

$$\delta A_m \rightarrow \delta A_m + \partial_m \epsilon$$

(5.70)
is,
\[ \partial^a \partial_a \epsilon = 0, \quad \text{since} \ q = 0 \]  
(5.71)

Now we can expand \( \epsilon \) as scalar harmonics and obtain following eigenvalue equation,
\[ \partial^2 Y_{jm} = 0 \]  
(5.72)

where,
\[ j = 0, 1, 2, \cdots \]  
(5.73)

Therefore for \( j = 0 \) we can have a non-zero eigenvector. This implies that there exists non zero \( \epsilon \) for which \( \partial^a \partial_a \epsilon = 0 \). The corresponding Fadeev-Popov determinant is computed following \[8\] which is,
\[ \prod_{m < n} \left( 2 \sin \frac{\alpha^m_{(j)} - \alpha^n_{(j)}}{2} \right)^2 . \]  
(5.74)

For \( j > q \): three multiplets \( \vec{C}^+, \vec{C}^-, \vec{C}^0 \)

To satisfy the Coulomb gauge condition in eqn.(5.58) we choose the following,
\[ a_+ = s_- a, \quad a_- = -s_+ a \]  
(5.75)

Substituting this in eqn.(5.49) we have,
\[ M = \begin{pmatrix}
-s_-(\Lambda - iq) & is_+ & -s_+
-s_+(\Lambda + iq) & -is_- & -s_-
-2is_+s_- & iq & i\Lambda + 1
\end{pmatrix}. \]  
(5.76)

The path integral is,
\[ \prod_{m,n=1}^{N} \prod_{j=1}^{n} \prod_{j_3=-j}^{j} \left( (j + \frac{1}{2})^2 + (\Lambda - i)^2 \right) \]
\[ = \prod_{m,n=1}^{N} \prod_{j=1}^{n} \prod_{j_3=-j}^{j} \sin \left[ \frac{1}{2} \left( \beta(j + j_3) + i(\alpha^m_{(j)} - \alpha^n_{(j)}) + \beta'(j + 1 - j_3) \right) \right] \]
\[ \sin \left[ \frac{1}{2} \left( \beta(j - j_3) + i(\alpha^m_{(j)} - \alpha^n_{(j)}) + \beta'(j + j_3) \right) \right]. \]  
(5.77)

Combining all the cases the final answer is\[4\]
\[ \Gamma(A_{\rho(j)}, \sigma_{(j)}) = -\frac{1}{2} \text{tr} B \left( \beta(j - j_3) + \beta'(j + j_3) + \beta(j + 1 + j_3) + \beta'(j + 1 - j_3) \right) \]
\[ + \sum_{(j)=1}^{n} \sum_{m,n=1}^{N} \sum_{r=1}^{\infty} \frac{1}{r} \left[ e^{-ir(\alpha^m_{(j)} - \alpha^n_{(j)})} x^r(j-j_3)(x^r)'(j+j_3) + e^{-ir(\alpha^m_{(j)} - \alpha^n_{(j)})} x^r(j+1+j_3)(x^r)'(j+1-j_3) \right] \]  
(5.78)

\[4\]Since the final answer is symmetric in \( j_3 \to -j_3 \), while combining all the modes we have replaced \( j_3 \to -j_3 \) in some terms
where, \( \text{tr}_B \) denotes sum over the following modes. We compute the letter indices for each case below.

for the modes with \( j > q \)

\[
x^{j-j_1}(x')(j+j_1) + x^{j+1+j_2}(x')^{j+1-j_3} = \sum_{j=\left| q(m) - q(n) \right| + 1}^{\infty} \left[ x^{2j} + x^{2j-1}(x') + \cdots + (x')^{2j} \right] + \sum_{j=\left| q(m) - q(n) \right| + 1}^{\infty} \left[ x(x')^{2j+1} + x^2(x')^{2j} + \cdots + x^{2j+1}(x') \right]
\]

(5.79)

for the modes with \( j = q = \left| \frac{q(m) - q(n)}{2} \right| \)

\[
x^{j+1+j_3}(x')^{j+1-j_3} = x(x')^{q(m) - q(n)} + x^{2}(x')^{q(m) - q(n)} + \cdots + x^{q(m) - q(n)}(x') \]

(5.80)

For the modes with \( j = q = \left| \frac{q(m) - q(n)}{2} \right| - 1 \)

\[
x^{j+1+j_3}(x')^{j+1-j_3} = x(x')^{q(m) - q(n)} + x^{2}(x')^{q(m) - q(n)} + \cdots + x^{q(m) - q(n)}(x') \]

(5.81)

The final result is,

\[
\Gamma(A_\mu, \sigma) = -\frac{1}{2} \sum_{(j)=1}^{n} \sum_{m,n=1}^{N} \text{tr}_B \left( \beta(j - j_3) + \beta'(j + j_3) + \beta(j + 1 + j_3) + \beta'(j + 1 - j_3) + i(\alpha^m_{(j)} - \alpha^n_{(j)}) \right) + \sum_{(j)=1}^{n} \sum_{m,n=1}^{N} \sum_{r=1}^{\infty} \frac{1}{r} e^{-\text{in}(\alpha^m_{(j)} - \alpha^n_{(j)})} \left( \sum_{j=\left| \frac{q(m) - q(n)}{2} \right| + 1}^{\infty} \left[ x^{2j} + x^{2j-1}(x') + \cdots + (x')^{2j} \right] \right)
\]

(5.82)

5.5 One loop determinants of adjoint fermions

We write the quadratic action of the adjoint fermions on \( \mathbb{R} \times S^2 \) in the following form [2],

\[
S = \int d\tau d\Omega \sum_{(j)=1}^{n} \text{tr} \left( -i\lambda_{1a(j)}^\dagger \mathbf{D}\lambda_{1a(j)}^a + i\lambda_{1b(j)}^\dagger \mathbf{D}\lambda_{1b(j)} + \frac{1}{2} \lambda_{1a(j)}^b(q_{(j)}^m - q_{(j)}^n) + \frac{1}{2} \lambda_{1b(j)}^b(q_{(j)}^m - q_{(j)}^n) \right)
\]

(5.83)

where \( a, b = 1, 2, \)

\[
\lambda_{11} = \chi_{\sigma(j)}^a e^{i\pi/4}, \quad \lambda_{12} = \chi_{\phi(j)}^a e^{i\pi/4}, \quad \lambda_{11}^a = -\chi_{\sigma(j)} e^{i\pi/4}, \quad \lambda_{12}^a = -\chi_{\phi(j)} e^{i\pi/4}, \quad \lambda_{11} = \chi_{\phi(j)}^a e^{-i\pi/4}, \quad \lambda_{12} = \chi_{\phi(j)}^a e^{-i\pi/4}
\]

(5.84)
The determinant of the operator, 

$$\epsilon$$

while for the zero modes we have

$$1$$

Since the final answer depends on $$q$$, the letter index is,

$$\chi$$

for various fields is,

$$\chi$$

The letter index of $$\chi$$ is,

$$x^{j + j_3} (x')^{j - 1 - j_3} = - \sum_{j = |q_0^{(j)} - q_0^{(j)}|^1}^{\infty} \left( (x')^{2j + 1} + x(x')^{2j} + \ldots + x^{2j} (x') \right).$$

(5.89)

The letter index of $$\chi^\dagger$$ is,

$$x^{j + 1 + j_3} (x')^{j - j_3} = - \sum_{j = |q_0^{(j)} - q_0^{(j)}|^1 - 1}^{\infty} \left( x(x')^{2j} + x^2 (x')^{2j-1} + \ldots + x^{2j+1} \right).$$

(5.91)

For $$\chi$$, ($$h = 0$$) we have

$$\left[ \beta(\epsilon_j - 1/2 + j_3) + \beta'(\epsilon_j - 1/2 - j_3 - h) \right] = \left[ \beta(j + j_3) + \beta'(j - j_3) \right].$$

(5.92)

and the letter index is,

$$x^{j + j_3} (x')^{j - j_3} = - \sum_{j = |q_0^{(j)} - q_0^{(j)}|^1 + 1}^{\infty} \left( (x')^{2j + 1} + x(x')^{2j} + \ldots + x^{2j} \right).$$

(5.93)
Similarly for $\chi^\dagger_{\phi}, (h = 0)$ we have,

$$
\left[ \beta(e_j + \frac{1}{2} + j_3) + \beta'(e_j + \frac{1}{2} - j_3 - h_3) \right] = \left[ \beta(j + 1 + j_3) + \beta'(j + 1 - j_3) \right]
$$

(5.94)

and the letter index is,

$$
x^{j+1+j_3} (x')^{j+1-j_3} = - \sum_{j=\frac{|q_{\mu n} - q_{\nu j}|}{2}}^{\infty} \left( x(x')^{2j+1} + x^2 (x')^{2j} + \ldots + x^{2j+1} (x') \right).
$$

(5.95)

Combining the above final result for adjoint fermions is,

$$
\Gamma(\chi_\phi, \chi^\dagger_\phi, \chi_\sigma, \chi^\dagger_\sigma) = \frac{1}{2} \sum_{(j)=1}^{n} \sum_{m,n=1}^{N} \text{tr}_F \left[ \beta(j + j_3) + \beta'(j + 1 - j_3) + \beta(j + 1 + j_3) + \beta'(j - j_3) \right] \\
+ \frac{1}{2} \sum_{(j)=1}^{n} \sum_{m,n=1}^{N} \sum_{r=1}^{\infty} e^{-ir(\alpha_{mj} - \alpha_{nj})} \left( \frac{1}{r} - \sum_{j=\frac{|q_{\mu n} - q_{\nu j}|}{2}}^{\infty} \left( x(x')^{2j+1} + x^2 (x')^{2j} + \ldots + x^{2j+1} (x') \right) \right)
$$

(5.96)

5.6 Final result of adjoint sector

Now, let us combine the final results of fermions and bosons.

**Contribution from $A_{\mu}, \sigma, \chi_{\phi}, \chi^\dagger_{\phi}$**

$$
\left\{ x(x')^{q_{mn}+1} + x^2 (x')^{q_{mn}} + \ldots + x^{q_{mn}+1} (x') \right\} + \left\{ x(x')^{q_{mn}+1} + x^2 (x')^{q_{mn}} + \ldots + x^{q_{mn}+1} (x') \right\} \\
- \left\{ x(x')^{q_{mn}+1} + x^2 (x')^{q_{mn}} + \ldots + x^{q_{mn}+1} (x') \right\} - \left\{ x(x')^{q_{mn}+1} + x^2 (x')^{q_{mn}} + \ldots + x^{q_{mn}+1} (x') \right\}
$$

(5.97)

We observe that the series for $|q| \geq 1$ combines with the last line and gives

$$
-x|q|
$$

(5.98)
The remaining terms completely cancel as follows,

\[ O(x^0) \]

\[ \sum_{j=|q|+1}^{\infty} (x')^{2j} - \sum_{j=|q|+1}^{\infty} (x')^{2j+1} \]

\[ = \left[ (x')^{|q|+2} + (x')^{|q|+4} + ... \right] - \left[ (x')^{|q|+2} + (x')^{|q|+4} + ... \right] = 0 \quad (5.99) \]

\[ O(x^1) \]

\[ \sum_{j=|q|+1}^{\infty} (x')^{2j-1} + \sum_{j=|q|+1}^{\infty} (x')^{2j+1} - \sum_{j=|q|+1}^{\infty} (x')^{2j} - \sum_{j=|q|+1}^{\infty} (x')^{2j} \]

\[ = \left[ (x')^{|q|+1} + (x')^{|q|+3} + ... \right] + \left[ (x')^{|q|+1} + (x')^{|q|+3} + (x')^{|q|+5} + ... \right] - \left[ (x')^{|q|+1} + (x')^{|q|+3} + ... \right] = 0 \quad (5.100) \]

and so on. Contribution from the remaining fields of adjoint sector cancels completely as shown below.

**Contribution from \( \chi_\sigma, \chi_\sigma^\dagger, \phi, \phi^\dagger \)**

\[- \sum_{j=|q|+1}^{\infty} \left( (x')^{2j} + x (x')^{2j-1} + ... + x^{2j} \right) - \sum_{j=|q|+1}^{\infty} \left( x (x')^{2j+1} + x^2 (x')^{2j} + ... + x^{2j+1} (x') \right) \]

\[+ \sum_{j=|q|+1}^{\infty} x(x')^{2j} + x^2(x')^{2j-1} + ... + x^{2j+1} + \sum_{j=|q|+1}^{\infty} (x')^{2j+1} + x(x')^{2j} + ... + x^{2j} (x') \quad (5.101) \]

Changing limit of of summation of the first term from \( \sum_{j=|q|+1}^{\infty} \) to \( \sum_{j=|q|+1}^{\infty} \) by making \( 2j \to 2j+1 \) and changing limit of of summation of the first term from \( \sum_{j=|q|+1}^{\infty} \) to \( \sum_{j=|q|+1}^{\infty} \) by making \( 2j \to 2j-1 \) we get,

\[- \sum_{j=|q|+1}^{\infty} \left( (x')^{2j+1} + x (x')^{2j} + ... + x^{2j+1} \right) - \sum_{j=|q|+1}^{\infty} \left( x (x')^{2j} + x^2 (x')^{2j} + ... + x^{2j} (x') \right) \]

\[+ \sum_{j=|q|+1}^{\infty} x(x')^{2j} + x^2(x')^{2j-1} + ... + x^{2j+1} + \sum_{j=|q|+1}^{\infty} (x')^{2j+1} + x(x')^{2j} + ... + x^{2j} (x') = 0 \quad (5.102) \]

Therefore the final result of adjoint sector is,

\[ \Gamma(\text{adjoint}) = \sum_{m,n=1}^{N} \sum_{(j)=1}^{n} \sum_{r=1}^{\infty} \frac{1}{r} \left\{ e^{-ir(\alpha_{\sigma}^m - \alpha_{\sigma}^m)} f_{nm(j)}^{\text{adj}} (x') \right\} \]

\[ (5.103) \]

where,

\[ f_{nm(j)}^{\text{adj}} (x) = (-1 + \delta_{q=q_0}) x^{\alpha_{\sigma}^m - \alpha_{\sigma}^m} \]

\[ (5.104) \]
6  $\hat{D}$-type quiver

The index computation for $\hat{D}$ quiver is very similar to the $\hat{A}$ case. We consider the gauge group of the theory to be $U(2N)^{n-3} \times U(N)^4$ as they are the correct candidate for gravity duals of $\text{AdS}_4 \times M_7$ vacua of M-theory, where $M_7$ is a tri-Sasakian manifold. Such theories have been considered in the context of $\hat{A}\hat{D}\hat{E}$ matrix models as they have a nice large $N$ limit. In this case $(j)$ runs from 1 to $r+1$. We call $(j) = 1, \cdots, 4$ external nodes and $(j) = 5, \cdots, n + 1$ internal nodes. The CS levels satisfy the following constraint,

$$k_{(1)} + k_{(2)} + k_{(3)} + k_{(4)} + 2(k_{(5)} + \cdots + k_{(n+1)}) = 0.$$  (6.1)

The matter action on $\mathbb{R} \times S^2$ is,

$$\mathcal{L}_{\text{mat}} = \sum_{(j)=1}^{2} \text{tr} \left[ -D_m Z_{(j)}^\dagger D^m Z_{(j)} + \frac{1}{4} Z_{(j)}^\dagger Z_{(j)} + i \xi_{(j)}^\dagger \mathcal{D}\xi_{(j)} - i \xi_{(j)}^\dagger (\sigma_{(j)}\zeta_{(j)} - \zeta_{(j)}\sigma_{(j)}) - Z_{(j)}^\dagger Z_{(j)} \sigma_5^2 \right]$$

$$+ 2Z_{(j)}^\dagger \sigma_{(j)} Z_{(j)} \sigma_5 - Z_{(j)}^\dagger \sigma_2^2 - (D_m W_{(j)})^\dagger (D^m W_{(j)}) + i \omega_{(j)} \mathcal{D}\omega_{(j)} + i \omega_{(j)} (\omega_{(j)} \sigma_{(j)} - \sigma_5 \omega_{(j)})$$

$$- W_{(j)}^\dagger W_{(j)} \sigma_5^2 + 2W_{(j)}^\dagger W_{(j)} \sigma_5 W_{(j)} - W_{(j)}^\dagger \sigma_2 W_{(j)} + \sum_{(j)=3}^{4} \left[ -D_m Z_{(j)}^\dagger D^m Z_{(j)}^\dagger + \frac{1}{4} Z_{(j)}^\dagger Z_{(j)} + i \xi_{(j)}^\dagger \mathcal{D}\xi_{(j)}$$

$$- i \xi_{(j)}^\dagger (\sigma_{(j)} \zeta_{(j)} - \zeta_{(j)} \sigma_{(j)}) - Z_{(j)}^\dagger Z_{(j)} \sigma_5^2 + 2Z_{(j)}^\dagger \sigma_{(j)} Z_{(j)} \sigma_{(j)} - Z_{(j)}^\dagger \sigma_2^2 Z_{(j)} - (D_m W_{(j)})^\dagger (D^m W_{(j)})$$

$$+ i \omega_{(j)} \mathcal{D}\omega_{(j)} + i \omega_{(j)} (\omega_{(j)} \sigma_{(j)} - \sigma_{(j)} \omega_{(j)}) - W_{(j)}^\dagger W_{(j)} \sigma_5^2 + 2W_{(j)}^\dagger W_{(j)} \sigma_{(j)} - W_{(j)}^\dagger \sigma_2 W_{(j)} \right]$$

$$+ \sum_{(j)=5}^{r} \left[ -D_m Z_{(j)}^\dagger D^m Z_{(j)}^\dagger + \frac{1}{4} Z_{(j)}^\dagger Z_{(j)} + i \xi_{(j)}^\dagger \mathcal{D}\xi_{(j)} - i \xi_{(j)}^\dagger (\sigma_{(j)} \zeta_{(j)} - \zeta_{(j)} \sigma_{(j)}) - Z_{(j)}^\dagger Z_{(j)} \sigma_5^2 \right]$$

$$+ 2Z_{(j)}^\dagger \sigma_{(j)} Z_{(j)} \sigma_{(j)} - Z_{(j)}^\dagger \sigma_2^2 Z_{(j)} - (D_m W_{(j)})^\dagger (D^m W_{(j)}) + i \omega_{(j)} \mathcal{D}\omega_{(j)} + i \omega_{(j)} (\omega_{(j)} \sigma_{(j)} - \sigma_{(j)} \omega_{(j)})$$

$$- W_{(j)}^\dagger W_{(j)} \sigma_5^2 + 2W_{(j)}^\dagger W_{(j)} \sigma_{(j)} - W_{(j)}^\dagger \sigma_2 W_{(j)} \right].$$  (6.2)

As shown in the figure 1, the internal nodes, i.e $(j) = 5, \cdots, r + 1$ is same as the $\hat{A}$ case. The saddle

![Figure 1: $\hat{D}_n$ quiver diagram.](image)
point solution in this case is computed similarly as before and is given below,

\[ A(j) = \frac{E(j)}{2} (\pm 1 - \cos \theta) d\varphi \quad \text{for} \quad (j) = 1, 2, 3, 4, \]

\[ A(j) = \frac{I(j)}{2} (\pm 1 - \cos \theta) d\varphi \quad \text{for} \quad (j) = 5, \ldots, r + 1 \quad (6.3) \]

where, \( E(j) = \text{diag}(t_1^j, t_2^j, \ldots, t_r^j) \) and \( I(j) \) = \text{diag}(q_1^j, q_2^j, \ldots, q_r^j).

### 6.1 Computation of the index for \( \hat{D} \)-type quiver

#### 6.1.1 Matter sector

Plugging in the background solution and using the mode expansion (5.5) we obtain from (6.2),

\[
\mathcal{S}^E(Z, W, \hat{Z}^l, W^\dagger) = \int d\tau d\Omega \sum_{m,n=1}^{2N} \sum_{(j)=5}^{r} \left( Z_{(j)mn}^{ljm} \left( -D^2 + (j + \frac{1}{2})^2 \right) \right) Z_{(j)\bar{m}\bar{n}}^{lmn} \\
+ W_{(j)\bar{m}\bar{n}}^{ljm} \left( -D^2 + (j + \frac{1}{2})^2 \right) W_{(j)mn}^{ljm} \\
+ \sum_{m,n=1}^{N} \sum_{(j)=1}^{2} \left( Z_{(j)mn}^{ljm} \left( -D^2 + (j + \frac{1}{2})^2 \right) \right) Z_{(j)\bar{m}\bar{n}}^{lmn} + W_{(j)mn}^{ljm} \left( -D^2 + (j + \frac{1}{2})^2 \right) W_{(j)\bar{m}\bar{n}}^{ljm} \\
+ \sum_{m,n=1}^{N} \sum_{(j)=3}^{4} \left( Z_{(j)mn}^{ljm} \left( -D^2 + (j + \frac{1}{2})^2 \right) \right) Z_{(j)\bar{m}\bar{n}}^{lmn} + W_{(j)mn}^{ljm} \left( -D^2 + (j + \frac{1}{2})^2 \right) W_{(j)\bar{m}\bar{n}}^{ljm} \\
\] (6.4)

where the expression of \( D_\tau \) is,

\[
D_{\tau(5)} = \partial_\tau + i\eta \frac{\alpha_n(5) - \alpha_n(\bar{m})}{\beta + \beta'} - \beta - \beta' \epsilon_j + \frac{\beta'}{\beta + \beta'} h. \quad (6.5)
\]

One has to replace \( \alpha_n(5) \) by \( \alpha_n(\bar{m}) \) while writing \( D_{\tau(n+1)} \) and for the internal nodes same as \( \hat{A} \) case. The one loop effective action is calculated following the same steps as before. Therefore we directly write the result below,

\[
\Gamma(Z, W, \hat{Z}^l, W^\dagger) = -\sum_{m,n=1}^{2N} \sum_{(j)=5}^{r} \sum_{j=3}^{r} \sum_{j=3}^{r} \left[ \frac{i\eta}{2} (\alpha_n(j) - \alpha_n(j+1) + \frac{\beta}{2} (\epsilon_j + \epsilon_{j+1}) + \frac{1}{2} \beta (\epsilon_j - \epsilon_{j+1} - h) \right] + \cdots \\
+ \sum_{m,n=1}^{2N} \sum_{(j)=5}^{r} \sum_{j=3}^{r} \sum_{j=3}^{r} \sum_{j=3}^{r} \frac{1}{r} \left[ e^{-i\eta(\alpha_n(j) - \alpha_n(j+1))} f_{\bar{m}\bar{n}}^{B} (x^r, (x')^r) + e^{i\eta(\alpha_n(j) - \alpha_n(j+1))} f_{\bar{m}\bar{n}}^{B} (x^r, (x')^r) \right] \\
+ \sum_{m,n=1}^{N} \sum_{(j)=1}^{2} \sum_{j=3}^{r} \sum_{j=3}^{r} \sum_{j=3}^{r} \sum_{j=3}^{r} \frac{1}{r} \left[ e^{-i\eta(\alpha_n(j) - \alpha_n(j))} f_{\bar{m}\bar{n}}^{B} (x^r, (x')^r) + e^{i\eta(\alpha_n(j) - \alpha_n(j))} f_{\bar{m}\bar{n}}^{B} (x^r, (x')^r) \right] \\
+ \sum_{m,n=1}^{N} \sum_{(j)=3}^{4} \sum_{j=3}^{r} \sum_{j=3}^{r} \sum_{j=3}^{r} \sum_{j=3}^{r} \frac{1}{r} \left[ e^{-i\eta(\alpha_n(j) - \alpha_n(j))} f_{\bar{m}\bar{n}}^{B} (x^r, (x')^r) + e^{i\eta(\alpha_n(j) - \alpha_n(j))} f_{\bar{m}\bar{n}}^{B} (x^r, (x')^r) \right] \\
\] (6.6)
where, \( \cdots \) denotes the counterparts for the external nodes and

\[
\text{for } (j) = 5, \cdots n \quad f_{(j)\alpha\beta}(x^r, (x')^r) = \sum_{j=\frac{\eta^m_n}{2}+1}^{\infty} \left( x^{\frac{3}{2}}(x')^{2j+1} + x^{\frac{3}{2}}(x')^{2j} + \ldots + x^{2j+\frac{1}{2}}(x') \right) \\
+ \sum_{j=\frac{\eta^m_n}{2}+1}^{\infty} \left( x^{\frac{1}{2}}(x')^{2j} + x^{\frac{3}{2}}(x')^{2j-1} + \ldots + x^{2j+\frac{1}{2}} \right) = f_{(j)\alpha\beta}(x^r, (x')^r)
\]

(6.7)

\[
\text{for } (j) = 1, 2 \quad f_{nn(j)}^+(x^r, (x')^r) = \sum_{j=\frac{\eta^m_n}{2}}^{\infty} \left( x^{\frac{3}{2}}(x')^{2j+1} + x^{\frac{3}{2}}(x')^{2j} + \ldots + x^{2j+\frac{1}{2}}(x') \right) \\
+ \sum_{j=\frac{\eta^m_n}{2}}^{\infty} \left( x^{\frac{1}{2}}(x')^{2j} + x^{\frac{3}{2}}(x')^{2j-1} + \ldots + x^{2j+\frac{1}{2}} \right) = f_{nn(j)}^-(x^r, (x')^r)
\]

(6.8)

\[
\text{for } (j) = 3, 4 \quad f_{nn(j)}^+(x^r, (x')^r) = \sum_{j=\frac{\eta^m_n}{2}+1}^{\infty} \left( x^{\frac{1}{2}}(x')^{2j+1} + x^{\frac{3}{2}}(x')^{2j} + \ldots + x^{2j+\frac{1}{2}}(x') \right) \\
+ \sum_{j=\frac{\eta^m_n}{2}+1}^{\infty} \left( x^{\frac{1}{2}}(x')^{2j} + x^{\frac{3}{2}}(x')^{2j-1} + \ldots + x^{2j+\frac{1}{2}} \right) = f_{nn(j)}^-(x^r, (x')^r)
\]

(6.9)

The fermionic effective action follows simply from the previous case and we write down the result below,

\[
\Gamma(\xi, \xi') = \sum_{m,n=1}^{2N} \sum_{(j)=1}^{n} \sum_{j,j'=3}^{\infty} \frac{1}{2} \left( \eta(\alpha^m_{(j)} - \alpha^m_{(j+1)}) + \beta(\epsilon_j + j\beta) + \beta'(\epsilon_j - j\beta - h) \right) + \cdots \\
+ \sum_{m,n=1}^{2N} \sum_{(j)=1}^{n} \sum_{r=1}^{\infty} \frac{1}{r} \left[ e^{-in(\alpha^m_{(j)} - \alpha^m_{(j+1)})} f_{(j)\alpha\beta}^+(x^r, (x')^r) + e^{in(\alpha^m_{(j)} - \alpha^m_{(j+1)})} f_{(j)\alpha\beta}^-(x^r, (x')^r) \right] \\
+ \sum_{m,n=1}^{2N} \sum_{(j)=1}^{n} \sum_{r=1}^{\infty} \frac{1}{r} \left[ e^{-in(\alpha^m_{(j)} - \alpha^m_{(j)})} f_{nm(j)}^+(x^r, (x')^r) + e^{in(\alpha^m_{(j)} - \alpha^m_{(j)})} f_{nm(j)}^-(x^r, (x')^r) \right] \\
+ \sum_{m,n=1}^{N} \sum_{(j)=3}^{4} \sum_{r=1}^{\infty} \frac{1}{r} \left[ e^{-in(\alpha^m_{(j)} - \alpha^m_{(j+1)})} f_{nm(j)}^+(x^r, (x')^r) + e^{in(\alpha^m_{(j)} - \alpha^m_{(j+1)})} f_{nm(j)}^-(x^r, (x')^r) \right]
\]

(6.10)
where,

\[
\begin{align*}
\text{for } (j) &= 5, \cdots, r \\
f^{+F}_{nm(j)} &= \sum_{j=\lceil q_{(j)}^{+m}/q_{(j)+1}^{+1} \rceil}^{\infty} \left( x^{\frac{j}{2}} (x')^{2j} + x^{\frac{3}{2}} (x')^{2j-1} + \cdots + x^{2j+\frac{1}{2}} \right) \\
&\quad + \sum_{j=\lceil q_{(j)}^{+m}/q_{(j)+1}^{+1} \rceil}^{\infty} \left( x^{\frac{j}{2}} (x')^{2j+1} + x^{\frac{3}{2}} (x')^{2j} + \cdots + x^{2j+\frac{3}{2}} (x') \right) = f^{-F}_{nm(j)}
\end{align*}
\]

(6.11)

\[
\begin{align*}
\text{for } (j) &= 1, 2 \\
f^{+F}_{nm(j)} &= \sum_{j=\lceil q_{(j)}^{+m}/q_{(j)+1}^{+1} \rceil}^{\infty} \left( x^{\frac{j}{2}} (x')^{2j} + x^{\frac{3}{2}} (x')^{2j-1} + \cdots + x^{2j+\frac{1}{2}} \right) \\
&\quad + \sum_{j=\lceil q_{(j)}^{+m}/q_{(j)+1}^{+1} \rceil}^{\infty} \left( x^{\frac{j}{2}} (x')^{2j+1} + x^{\frac{3}{2}} (x')^{2j} + \cdots + x^{2j+\frac{3}{2}} (x') \right) = f^{-F}_{nm(j)}
\end{align*}
\]

(6.12)

\[
\begin{align*}
\text{for } (j) &= 3, 4 \\
f^{+F}_{nm(j)} &= \sum_{j=\lceil q_{(j)}^{+m}/q_{(j)+1}^{+1} \rceil}^{\infty} \left( x^{\frac{j}{2}} (x')^{2j} + x^{\frac{3}{2}} (x')^{2j-1} + \cdots + x^{2j+\frac{1}{2}} \right) \\
&\quad + \sum_{j=\lceil q_{(j)}^{+m}/q_{(j)+1}^{+1} \rceil}^{\infty} \left( x^{\frac{j}{2}} (x')^{2j+1} + x^{\frac{3}{2}} (x')^{2j} + \cdots + x^{2j+\frac{3}{2}} (x') \right) = f^{-F}_{nm(j)}
\end{align*}
\]

(6.13)

Now, adding contributions from matter scalars and fermions we find,

\[
\begin{align*}
\Gamma(\text{matter}) &= -\sum_{m,n=1}^{2N} \sum_{j=1}^{n} \sum_{j=0}^{1} \frac{1}{2} \left( -1 \right)^{F} \left( i\eta_{(j)}^{\alpha_{(j)}} - \alpha_{(j)+1}^{m} \right) + \beta_{(j)}^{+} \left( \epsilon_{(j)} + \alpha_{(j)}^{3} \right) + \beta_{(j)}^{0} \left( \epsilon_{(j)} - \alpha_{(j)}^{3} - h \right) + \cdots \\
&\quad + \sum_{m,n=1}^{2N} \sum_{j=1}^{n} \sum_{j=1}^{1} \frac{1}{r} \left[ e^{-ir \left( \alpha_{(j)}^{\alpha_{(j)}^{m}} - \alpha_{(j)+1}^{m} \right)} f^{+F}_{nm(j)}(x') + e^{ir \left( \alpha_{(j)}^{\alpha_{(j)}^{m}} - \alpha_{(j)+1}^{m} \right)} f^{-F}_{nm(j)}(x') \right] \\
&\quad + \sum_{m,n=1}^{2N} \sum_{j=1}^{n} \sum_{j=1}^{1} \frac{1}{r} \left[ e^{-ir \left( \alpha_{(j)}^{\alpha_{(j)}^{m}} - \alpha_{(j)+1}^{m} \right)} f^{+F}_{nm(j)}(x') + e^{ir \left( \alpha_{(j)}^{\alpha_{(j)}^{m}} - \alpha_{(j)+1}^{m} \right)} f^{-F}_{nm(j)}(x') \right] \\
&\quad + \sum_{m,n=1}^{2N} \sum_{j=1}^{n} \sum_{j=1}^{1} \frac{1}{r} \left[ e^{-ir \left( \alpha_{(j)}^{\alpha_{(j)}^{m}} - \alpha_{(j)+1}^{m} \right)} f^{+F}_{nm(j)}(x') + e^{ir \left( \alpha_{(j)}^{\alpha_{(j)}^{m}} - \alpha_{(j)+1}^{m} \right)} f^{-F}_{nm(j)}(x') \right]
\end{align*}
\]

(6.14)

Adding the series one obtains,

\[
\begin{align*}
f^{+F}_{nm(j)}(x') &= x^{\frac{j}{2}} (q_{(j)}^{+m} - q_{(j)+1}^{+1}) \left( -1 - x^{-1} \right) - x^{\frac{j}{2}} (q_{(j)}^{+m} - q_{(j)+1}^{+1}) \left( -1 - x^{-1} \right) = f^{-F}_{nm(j)}(x')
\end{align*}
\]

(6.15)

for \((j) = 5, \cdots, n\). The external nodes are straight forward from the above.
6.1.2 Adjoint sector

This computation is fairly straightforward from the \( \hat{A} \) case and we directly write the result below,

\[
\Gamma(\text{adjoint}) = \sum_{m,n=1}^{2N} \sum_{r=1}^{r+1} \sum_{(j)=5}^{\infty} \frac{1}{r} \left[ e^{-ir\left(\alpha_n^n - \alpha_m^m\right)} f_{nm(j)}^{\text{adj}}(x^r) \right] + \sum_{m,n=1}^{N} \sum_{r=1}^{4} \sum_{(j)=1}^{\infty} \frac{1}{r} \left[ e^{-ir\left(\alpha_n^n - \alpha_m^m\right)} f_{nm(j)}^{\text{adj}}(x^r) \right]
\]

(6.16)

where,

\[
\begin{align*}
\text{for } (j) & = 5, \cdots, r + 1 \quad f_{nm(j)}^{\text{adj}}(x) = (-1 + \delta_{m'=m} \delta_{n'=n}) x^{\left| q_{m(j)}^n - q_{n(j)}^m \right|} \\
\text{for } (j) & = 1, \cdots, 4 \quad f_{nm(j)}^{\text{adj}}(x) = (-1 + \delta_{m'=m} \delta_{n'=n}) x^{\left| t_{m(j)}^n - t_{n(j)}^m \right|}
\end{align*}
\]

(6.17)

7 \( \hat{E}_6 \) quiver

The index for \( \hat{E} \) quiver is straightforward from the \( \hat{D} \) case. Hence we do not present the calculations in detail. The quiver diagram is shown in Figure 2. The matter part of the action is,

![Figure 2: \( \hat{E}_6 \) quiver diagram with gauge group \( U(2N)^3 \times U(N)^3 \times U(3N) \). The numbers beside the nodes are labelling of their \((j)\) values. The CS levels satisfy \( \kappa_{(1)} + \kappa_{(3)} + \kappa_{(5)} + 2(\kappa_{(2)} + \kappa_{(4)} + \kappa_{(6)}) + 3\kappa_{(7)} = 0 \).](image-url)
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\[
\mathcal{L}_{\text{mat}} = \sum_{(j)=2,4,6} \text{tr} \left[ -D_m Z(j) D^m Z(j)^\dagger + i \zeta^{\dagger}(j) \Phi \zeta(j) - i \zeta^{\dagger}(j) (\sigma(j) \zeta(j) - \zeta(j) \sigma(j)) - Z(j)^\dagger Z(j) \sigma^2(j) \right.
\]
\[
+ 2Z(j)^\dagger \sigma(j) Z(j) \sigma(j) - Z(j)^2 \sigma^2(j) Z(j) - (D_m W(j)) (D^m W(j)^\dagger) + i \omega(j) \Phi \omega(j)^\dagger + i \omega(j) (\omega(j) \sigma(j) - \sigma(j) \omega(j))
\]
\[
-W(j)^\dagger W(j) \sigma^2(j) + 2W(j)^\dagger \sigma(j) W(j) - W(j)^2 \sigma^2(j) W(j) \bigg] + \sum_{(j)=1,3,5} \text{tr} \left[ -D_m Z(j) D^m Z(j)^\dagger + i \zeta^{\dagger}(j) \Phi \zeta(j) \right.
\]
\[
- i \zeta^{\dagger}(j) (\sigma(j) \zeta(j) - \zeta(j) \sigma(j)+1) - Z(j)^\dagger Z(j+1) \sigma^2(j+1) + 2Z(j)^\dagger \sigma(j) Z(j) \sigma(j+1) - Z(j)^2 \sigma^2(j) Z(j)
\]
\[
- (D_m W(j)) (D^m W(j)^\dagger) + i \omega(j) \Phi \omega(j)^\dagger + i \omega(j) (\omega(j) \sigma(j) - \sigma(j+1) \omega(j))
\]
\[
-W(j)^\dagger W(j) \sigma^2(j) + 2W(j)^\dagger \sigma(j+1) W(j) - W(j)^2 \sigma^2(j+1) W(j) \bigg] \quad (7.1)
\]

and the rest of the action is similar to the previous cases. Localization leads us to the following saddle point equations for gauge fields.

\[
A(j) = \frac{E(j)}{2} (\pm 1 - \cos \theta) d\varphi \quad \text{for} \quad (j) = 1, 3, 5,
\]
\[
A(j) = \frac{I(j)}{2} (\pm 1 - \cos \theta) d\varphi \quad \text{for} \quad (j) = 2, 4, 6,
\]
\[
A(7) = \frac{C(7)}{2} (\pm 1 - \cos \theta) d\varphi \quad \text{for} \quad (j) = 7, \quad (7.2)
\]

where, \( E(j) = \text{diag}(t_1(j), t_2(j), \ldots t_{N}^N(j)) \), \( I(j) = \text{diag}(q_1^1(j), q_1^2(j), \ldots q_1^{2N}(j)) \), \( C(7) = \text{diag}(c_1^1(7), c_1^2(7), \ldots c_1^{3N}(7)) \). We also have similar expressions for the \( \sigma(j) \)'s. The final expression of the index is,

\[
I(x) = C \int \frac{1}{(\text{symmetry})} \prod_{(j)=1}^7 \left[ \frac{d\alpha_m(j)}{2\pi} \right] \prod_{m<\alpha} \left[ 2 \sin \left( \frac{\alpha_m(j) - \alpha_m(j)^*}{2} \right) \right]^2 \times e^{i \sum_{(j)=1,3,5} \frac{k(j)}{2} \sum_{m=1}^{N} q_m(j) \alpha_m(j)}
\]

\[
\times e^{i \sum_{j=2,4,6} k(j) \sum_{m=1}^{N} \alpha_m(j)} \times e^{i k(7) \sum_{m=1}^{3N} \alpha_m(j)} \times \prod_{m,n=1}^{N} \text{exp} \left[ \sum_{(j)=1,3,5} \sum_{r=1}^{\infty} \frac{1}{r} \left[ e^{-i r (\alpha_m(j)-\alpha_m(j)^*)} f^+(nm)(x^r) + e^{i r (\alpha_m(j)-\alpha_m(j)^*)} f^-(nm)(x^r) \right) \right] \times \prod_{m,n=1}^{2N} \text{exp} \left[ \sum_{(j)=2,4,6} \sum_{r=1}^{\infty} \frac{1}{r} \left[ e^{-i r (\alpha_m(j)-\alpha_m(j)^*)} f^+(mn)(x^r) + e^{i r (\alpha_m(j)-\alpha_m(j)^*)} f^-(mn)(x^r) \right) \right] \times \prod_{m,n=1}^{3N} \text{exp} \left[ \sum_{(j)=1,3,5} \sum_{r=1}^{\infty} \frac{1}{r} \left[ e^{-i r (\alpha_m(j)-\alpha_m(j)^*)} f^+(mn)(x^r) + e^{i r (\alpha_m(j)-\alpha_m(j)^*)} f^-(mn)(x^r) \right) \right] \times \prod_{m,n=1}^{2N} \text{exp} \left[ \sum_{(j)=2,4,6} \sum_{r=1}^{\infty} \frac{1}{r} \left[ e^{-i r (\alpha_m(j)-\alpha_m(j)^*)} f^+(mn)(x^r) + e^{i r (\alpha_m(j)-\alpha_m(j)^*)} f^-(mn)(x^r) \right) \right] \times \prod_{m,n=1}^{3N} \text{exp} \left[ \sum_{(j)=1,3,5} \sum_{r=1}^{\infty} \frac{1}{r} \left[ e^{-i r (\alpha_m(j)-\alpha_m(j)^*)} f^+(mn)(x^r) + e^{i r (\alpha_m(j)-\alpha_m(j)^*)} f^-(mn)(x^r) \right) \right] \end{align}

(7.3)

The expressions of the letter indices is very similar to the \( \hat{D} \) case. One has to write the summation limit of \( (j) \) by keeping in mind the appropriate representation of the associated fields.  

### 8 Large N limit of the index

In this section we compute the large \( N \), i.e \( N \to \infty \) limit of the index \( I(x) \). This limit is necessary to match the index with that of the dual gravity side.
8.1 $\hat{A}$-type quiver

We want to do a $\frac{1}{N}$ expansion of the integral in eqn.(1.6) and then take $N \to \infty$ limit. To do so one has to know the magnetic flux configuration $\{q^m_{(j)}\}$'s, i.e the diagonal entries of the $H_{(j)}$'s. The magnetic fluxes are constrained by the Gauss law constraint,

$$\sum_{(j)=1}^{n} k(j)m(j) = 0, \quad \text{where} \quad m(j) = \frac{1}{2\pi} \int \text{tr} F(j), \quad \text{tr} F(j) = \sum_{m=1}^{N} q^m_{(j)}. \quad (8.1)$$

We restrict ourselves to the case of diagonal monopole operators which have,

$$m(1) = m(2) = \cdots = m(n) = m_{\text{diag}}. \quad (8.2)$$

Therefore there are $n$ magnetic charges constrained by eqn.(8.1) which makes $n - 1$ magnetic fluxes to be independent. Out of this $n - 1$ fluxes one corresponds to the M-direction with momentum $m_{\text{diag}}$.

For the $1/N$ expansion we can choose the flux distribution to be - all zero or some zero and rest non zero. These two cases are analyzed below one by one. For each node $(j)$ the flux configuration is described by a set of $N$ integers $\{q^1_{(j)}, q^2_{(j)}, \cdots q^N_{(j)}\}$. Let, $N_{(j)}$ is the number of $U(1)$'s with zero flux and $M_{(j)}$ be the number of $U(1)$ with non zero flux, i.e

$$N = N_{(j)} + M_{(j)}. \quad (8.3)$$

Now, to carry out $\frac{1}{N}$ expansion we define,

$$\rho_{r(j)} = \frac{1}{N_{(j)}} \sum_{m=1}^{N_{(j)}} e^{-ira^m_{(j)}} = \frac{1}{N - M_{(j)}} \sum_{m=1}^{N_{(j)}} e^{-ira^m_{(j)}}, \quad r \in \mathbb{Z}, r \neq 0. \quad (8.4)$$

**Zero flux sector:**

In this case the index integral becomes,

$$I_{0}(x) = \int \left[ \frac{da^{m}_{(j)}}{(2\pi)^{n}} \right] \frac{1}{(\text{symmetry})} \prod_{(j)=1}^{n} \prod_{m<n}^{N} \left[ 2\sin \left( \frac{\alpha^m_{(j)} - \alpha^n_{(j)}}{2} \right) \right]^{2} \prod_{m,n=1}^{N} \exp \left[ \sum_{(j)=1}^{n} \sum_{r=1}^{\infty} \frac{1}{r} \left( e^{-i(\alpha^m_{(j)} - \alpha^n_{(j) + 1})} f^{+}_{nm}(j)(x^{r}) + e^{i(\alpha^m_{(j)} - \alpha^n_{(j) + 1})} f^{-}_{nm}(j)(x^{r}) \right) \right]. \quad (8.5)$$

where,

$$f^{+}_{nm}(j)(x) = x^{\frac{1}{2} + |q^m_{(j)} - q^n_{(j) + 1}|}, \quad f^{-}_{nm}(j)(x) = x^{\frac{1}{2} + |q^m_{(j)} - q^n_{(j) + 1}|}, \quad f^{+} = f^{-} = \frac{1}{1 - x^{2}} \quad (8.6)$$

and the contribution from the adjoint sector vanishes

$$f^{\text{adj}}_{nm}(j)(x) = (-1 + \delta_{q^m_{(j)}q^n_{(j)}}) x^{\frac{|q^m_{(j)} - q^n_{(j)}|}{2}} = 0 \quad (8.7)$$
Since the Fadeev-Popov determinant occurs for the zero flux sector, we write it in the following way

$$
\prod_{m<n} \left[ 2 \sin \left( \frac{\alpha^m_{(j)} - \alpha^n_{(j)}}{2} \right) \right]^2 = \prod_{m\neq n} \exp \left[ - \sum_{r=1}^{\infty} \frac{1}{r} e^{-ir(\alpha^m_{(j)} - \alpha^n_{(j)})} \right] = \prod \exp \left[ - N^2_{(j)} \sum_{r=1}^{\infty} \frac{\rho_{r(j)} \rho_{r(j)}}{r} \right]
$$

(8.8)

The final expression of the index in terms of $\rho_{r(j)}$'s is,

$$
I_0(x) = \int \frac{1}{(\text{symmetry})} \left[ \prod_{(j)=1}^{n} [d\rho_{r(j)}] \prod_{m,n=1}^{N} \exp \left[ - N^2_{(j)} \sum_{r=1}^{\infty} \frac{\rho_{r(j)} \rho_{r-j(j)}}{r} \right] \exp \left[ \sum_{(j)=1}^{n} \sum_{r=1}^{\infty} \frac{1}{r} \left( e^{-ir(\alpha^m_{(j)} - \alpha^n_{(j+1)})} f^+(x^r) + e^{ir(\alpha^m_{(j)} - \alpha^n_{(j+1)})} f^-(x^r) \right) \rho_{r(j)} \rho_{r(j)} \right] \right].
$$

(8.9)

Writing the above as a matrix equation and taking $N$ to be very large, i.e $N - M_{(j)} \sim N$ we find,

$$
I_0(x) = \int \frac{1}{(\text{symmetry})} \left[ \prod_{(j)=1}^{n} \frac{d\alpha^m_{(j)}}{(2\pi)^n} \exp \left[ \sum_{(j)=1}^{n} \sum_{r=1}^{\infty} \frac{1}{r} \left( - N^2_{(j)} \rho_{r(j)} \rho_{r-j(j)} + N_{(j)} N_{(j+1)} f^+(x^r) \rho_{r(j)} \rho_{r-j(j+1)} + N_{(j)} N_{(j+1)} f^-(x^r) \rho_{r(j+1)} \rho_{r-j(j)} \right) \right] \right].
$$

(8.10)

where,

$$
\mathcal{N}(x) = \begin{pmatrix}
1 & f^+ & 0 & \cdots & f^-
& f^- & 1 & f^+ & 0 & \cdots \\
0 & f^- & 1 & f^+ & 0 & \cdots \\
& \ddots & \ddots & \ddots & \ddots \\
& & & & & \ddots \\
& & & \ddots & \ddots & \ddots \\
f^+ & & & & & 1
\end{pmatrix}
$$

(8.11)

It is easy to see that the zero point energy vanishes in the zero flux sector. Observe that the index in this case is of $\mathcal{O}\left(\frac{1}{N^2}\right)$ since $\rho_{r(j)}$ is of $\mathcal{O}\left(\frac{1}{N}\right)$ in the large $N$ limit. In the large $N$ limit various $\rho_{r}$'s are treated as independent variables and one can perform a Gaussian integral to obtain $I_0(x)$ which is,

$$
I_0(x) = \frac{1}{\det \mathcal{N}(x^r)}.
$$

(8.12)

To evaluate the determinant we write $\mathcal{N}(x)$ as

$$
\mathcal{N}(x) = \frac{1}{1+x}(1-A)(1-B)
$$

(8.13)
where,
\[
A = \begin{pmatrix}
0 & \sqrt{x} & 0 & \cdots \\
0 & 0 & \sqrt{x} & 0 \\
\vdots & \ddots & \ddots & \ddots \\
\sqrt{x} & 0 & \cdots & 0
\end{pmatrix}, \quad B = \begin{pmatrix}
0 & 0 & \cdots & \sqrt{x} \\
0 & 0 & \cdots & 0 \\
\vdots & \ddots & \ddots & \ddots \\
0 & \cdots & \cdots & 0
\end{pmatrix}.
\] (8.14)

Using the relation,
\[
\det(1 + tA) = 1 + t \text{tr} A + \frac{t^2}{2!} (\text{tr} A)^2 - \text{tr} A^2 + \frac{t^3}{3!} (\text{tr} A)^3 - 3(\text{tr} A)(\text{tr} A^2) + \text{tr} A^3 + \cdots + t^n \det A
\]
we obtain,
\[
\det N(x) = \frac{(1 - x^n)(1 - x)}{(1 + x)^n}.
\] (8.15)

**Non-zero flux sector:**

In this case we turn on some non zero magnetic fluxes,
\[
q_{(j)}^m = 0 \quad m \in N_{(j)}, \quad q_{(j)}^m \neq 0 \quad m \in M_{(j)}
\] (8.16)
i.e modes connecting zero and non zero flux. Substituting the above in eqn. (1.6) we find,
\[
I(x) = x^{\epsilon_0} \int \left[\frac{1}{(2\pi)^2} \prod_{(j)=1}^{n} \prod_{m<n} \left[2 \sin \left(\frac{\alpha_{(j)}^m - \alpha_{(j)}^n}{2}\right)\right]^2 \times e^{i \sum_{(j)=1}^{n} k_{(j)} \sum_{m=1}^{M_{(j)}} q_{(j)}^m \alpha_{(j)}^m} \right] \prod_{m,n=1}^{M_{(j)}} \exp \left[ r \sum_{(j)=1}^{n} \left( e^{-ir(\alpha_{(j)}^m - \alpha_{(j)}^n) F_{nm(j)}^+(x^r) + e^{ir(\alpha_{(j)}^m - \alpha_{(j)}^n) F_{nm(j)}^-(x^r)} \right) \prod_{m,n=1}^{M_{(j)}} \exp \left[ \sum_{(j)=1}^{n} \frac{1}{r} \sum_{r=1}^{\infty} F_{nm(j)}^{\text{adj}}(x^r)e^{ir(\alpha_{(j)}^m - \alpha_{(j)}^n)} \right) \right]
\]
where,
\[
F_{nm(j)}^+(x) = \left( x^{q_{(j)}^m - q_{(j+1)}^n} - x^{q_{(j)}^m + q_{(j+1)}^n} \right) f^+
\]
\[
F_{nm(j)}^-(x) = \left( x^{q_{(j)}^m - q_{(j+1)}^n} - x^{q_{(j)}^m + q_{(j+1)}^n} \right) f^-
\]
\[
F_{nm(j)}^{\text{adj}}(x) = (-1 + \delta_{qm} q_{(j)}^n) x^{q_{(j)}^m - q_{(j)}^n} + x^{q_{(j)}^m + q_{(j)}^n}
\]
\[
\epsilon_0 = \frac{1}{2} \sum_{(j)=1}^{n} \sum_{m \in M_{(j)}} \left( N_{(j+1)} q_{(j)}^m + N_{(j)} q_{(j+1)}^m \right) - \sum_{(j)=1}^{n} \sum_{m \in M_{(j)}} N_{(j)} q_{(j)}^m
\] (8.18)

Furthermore, using the fact that \( x^{q_{(j)}^m - q_{(j+1)}^n} \) for fluxes with opposite sign, one can show that the index is completely factorized in zero, positive and negative flux sectors, i.e \( I = I^+ I^- \).
8.2 $D$-type quiver

In this case the magnetic fluxes are constrained by the following relation,

$$
\sum_{(j)} m_{(j)} k_{(j)} = 0, \quad m_{(j)} = \frac{1}{2\pi} \int \text{tr} F_{(j)}, \quad (j) = 1, \ldots, n + 1.
$$

(8.19)

**Zero flux sector**

The index in eqn. (1.9) for $\{q_{(j)}^m\} = 0$ reduces to,

$$
I_0(x) = \int \frac{1}{(\text{symmetry})} \prod_{(j) = 1}^{n+1} \left[ \frac{d\alpha_{(j)}^m}{2\pi} \right] \prod_{m < n} \left[ 2 \sin \left( \frac{\alpha_{(j)}^m - \alpha_{(j)}^n}{2} \right) \right]^2 \times
$$

$$
\times \prod_{m,n=1}^{2N} \exp \left[ \sum_{(j) = 5}^{n} \frac{1}{r} \left( e^{-ir(\alpha_{(j)}^m - \alpha_{(j+1)}^m)} + e^{i\alpha_{(j)}^m - \alpha_{(j+1)}^n} f^+(x^r) + e^{i\alpha_{(j)}^n - \alpha_{(j+1)}^n} f^-(x^r) \right) \right] \quad \text{for } (j) = 1, \ldots, 5
$$

(8.20)

Writing the above as a matrix equation we obtain,

$$
I_0(x) = \int \frac{1}{(\text{symmetry})} \left[ \frac{d\alpha_{(j)}^m}{(2\pi)^{n+1}} \right] \prod_{(j) = 1}^{n+1} \exp \left[ - N^2 \sum_{r=1}^{\infty} \frac{\rho_{r(j)} \rho_{r-(j+1)}}{r} \right] \times
$$

$$
\times \prod_{m,n=1}^{2N} \exp \left[ N^2 \sum_{(j) = 5}^{n} \frac{1}{r} \left[ f^+(x^m) \rho_{r(j)} \rho_{r-(j+1)} + f^-(x^n) \rho_{r(j+1)} \rho_{r-(j)} \right] \right]
$$

(8.21)

Like the previous case we define,

$$
\rho_{r(j)} = \frac{1}{N_{(j)}} \sum_{m=1}^{N_{(j)}} e^{-ir\alpha_{(j)}^m}
$$

in terms of which the index is,

$$
I_0(x) = \int \frac{1}{(\text{symmetry})} \left[ \frac{d\alpha_{(j)}^m}{(2\pi)^{n+1}} \right] \prod_{(j) = 1}^{n+1} \exp \left[ - N^2 \sum_{r=1}^{\infty} \frac{\rho_{r(j)} \rho_{r-(j+1)}}{r} \right] \times
$$

$$
\times \prod_{m,n=1}^{2N} \exp \left[ N^2 \sum_{(j) = 1}^{n} \frac{1}{r} \left[ \rho_{r(j)} \rho_{r-(j+1)} f^+(x^r) + \rho_{r-(j)} \rho_{r(j+1)} f^-(x^r) \right] \right]
$$

(8.22)
where,

\[
N(x) = \begin{pmatrix}
1 & 0 & 0 & 0 & f^+ & 0 & \cdots & 0 \\
0 & 1 & 0 & 0 & f^+ & \cdots \\
0 & 0 & 1 & 0 & 0 & \cdots & f^+ \\
0 & 0 & 0 & 1 & 0 & \cdots & f^+ \\
f^- & f^- & 0 & 0 & 1 & f^+ & \cdots & 0 \\
0 & 0 & 0 & f^- & 1 & \cdots & 0 \\
\vdots & & & & & & & \ddots \\
0 & 0 & f^- & f^- & f^- & 1 \\
\end{pmatrix}.
\]

(8.23)

Non-zero flux sector

The index integral in eqn. [1.9] for non zero fluxes reduces to the following,

\[
I(x) = x^{r_0} \int \frac{1}{(2\pi)^{n+1}} \left[ \frac{d\alpha^m_{(j)}}{(2\pi)^{n+1}} \prod_{(j)=1}^{M_{(j)}} \prod_{m=1}^{M_{(j)}} \left[ 2 \sin \left( \frac{\alpha^m_{(j)} - \alpha^m_{(j+1)}}{2} \right) \right] \right]^2 \times e^{i \sum_{(j)=1}^{M_{(j)}} \sum_{m=1}^{M_{(j)}} \epsilon_{(j,m)} \alpha^m_{(j)}} \\
\times e^{i \sum_{(j)=1}^{M_{(j)}} \sum_{m=1}^{M_{(j)}} \epsilon_{(j,m)} \alpha^m_{(j)}} \exp \left[ \sum_{(j)=1}^{M_{(j)}} \sum_{m=1}^{M_{(j)}} \frac{1}{r} \left[ e^{-ir(\alpha^m_{(j)} - \alpha^m_{(j+1)})} F^+_{n\alpha_{(j)}}(x^r) + e^{ir(\alpha^m_{(j)} - \alpha^m_{(j+1)})} F^-_{n\alpha_{(j)}}(x^r) \right] \right] \\
\times \prod_{m,n=1}^{M_{(j)}} \exp \left[ \sum_{(j)=1}^{M_{(j)}} \sum_{m=1}^{M_{(j)}} \frac{1}{r} \left[ e^{-ir(\alpha^m_{(j)} - \alpha^m_{(j+1)})} F^+_{n\alpha_{(j)}}(x^r) + e^{ir(\alpha^m_{(j)} - \alpha^m_{(j+1)})} F^-_{n\alpha_{(j)}}(x^r) \right] \right] \\
\times \prod_{m,n=1}^{M_{(j)}} \exp \left[ \sum_{(j)=1}^{M_{(j)}} \sum_{m=1}^{M_{(j)}} \frac{1}{r} \left[ e^{-ir(\alpha^m_{(j)} - \alpha^m_{(j+1)})} F^+_{n\alpha_{(j)}}(x^r) + e^{ir(\alpha^m_{(j)} - \alpha^m_{(j+1)})} F^-_{n\alpha_{(j)}}(x^r) \right] \right] \\
\times \prod_{m,n=1}^{M_{(j)}} \exp \left[ \sum_{r=1}^{\infty} \frac{1}{r} \sum_{(j)=1}^{M_{(j)}} F^m_{n\alpha_{(j)}}(x^r) e^{-ir(\alpha^m_{(j)} - \alpha^m_{(j+1)})} \right] \times \prod_{m,n=1}^{M_{(j)}} \exp \left[ \sum_{r=1}^{\infty} \frac{1}{r} \sum_{(j)=1}^{M_{(j)}} F^m_{n\alpha_{(j)}}(x^r) e^{-ir(\alpha^m_{(j)} - \alpha^m_{(j+1)})} \right]
\]

(8.24)

where,

\[
\epsilon_0 = \frac{1}{2} \sum_{(j)=5}^{n} \sum_{m \in M_{(j)}} \left( N_{(j+1)} |q^m_{(j)}| + N_{(j)} |q^m_{(j+1)}| \right) + \frac{1}{2} \sum_{(j)=1}^{n+1} \sum_{m \in M_{(j)}} \left( N_{(j+1)} |q^m_{(j)}| + N_{(j)} |q^m_{(j+1)}| \right) \\
+ \frac{1}{2} \sum_{(j)=3}^{n} \sum_{m \in M_{(j)}} \left( N_{(j+1)} |q^m_{(j)}| + N_{(j)} |q^m_{(j)+1}| \right) - \sum_{(j)=1}^{n+1} \sum_{m \in M_{(j)}} N_{(j)} |q^m_{(j)}|
\]
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for \( j = 5, \ldots, n + 1 \)
\[
F_{nm(j)}^+(x) = \left( x^{\hat{q}_{n(j)}^m - q_{n(j)+1}^m} - x^{\hat{q}_{n(j)}^m + q_{n(j)+1}^m} \right) f^+ \\
F_{nm(j)}^-(x) = \left( x^{\hat{q}_{n(j)}^m - q_{n(j)+1}^m} - x^{\hat{q}_{n(j)}^m + q_{n(j)+1}^m} \right) f^- \\
F_{nm(j)}^{\text{adj}}(x) = (-1 + \delta_{nmq_n}) x^{\hat{q}_{n(j)}^m - q_{n(j)}^m} + x^{\hat{q}_{n(j)}^m + q_{n(j)}^m}
\]

for \( j = 1, 2 \)
\[
F_{nm(j)}^+(x) = \left( x^{\hat{t}_{n(j)}^m - q_{n(j)+1}^m} - x^{\hat{t}_{n(j)}^m + q_{n(j)+1}^m} \right) f^+ \\
F_{nm(j)}^-(x) = \left( x^{\hat{t}_{n(j)}^m - q_{n(j)+1}^m} - x^{\hat{t}_{n(j)}^m + q_{n(j)+1}^m} \right) f^- \\
F_{nm(j)}^{\text{adj}}(x) = (-1 + \delta_{tm_t}) x^{\hat{t}_{n(j)}^m - t_{n(j)}^m} + x^{\hat{t}_{n(j)}^m + t_{n(j)}^m}
\]

for \( j = 3, 4 \)
\[
F_{nm(j)}^+(x) = \left( x^{\hat{t}_{n(j)}^m - q_{n(j)+1}^m} - x^{\hat{t}_{n(j)}^m + q_{n(j)+1}^m} \right) f^+ \\
F_{nm(j)}^-(x) = \left( x^{\hat{t}_{n(j)}^m - q_{n(j)+1}^m} - x^{\hat{t}_{n(j)}^m + q_{n(j)+1}^m} \right) f^- \\
F_{nm(j)}^{\text{adj}}(x) = (-1 + \delta_{tm_t}) x^{\hat{t}_{n(j)}^m - t_{n(j)}^m} + x^{\hat{t}_{n(j)}^m + t_{n(j)}^m}.
\]

Now it is fairly straightforward to find the large \( N \) limit of the index for \( \hat{E}_6 \) quiver.

9 Conclusion and outlook

To summarize our results:

- In this note we computed the superconformal index for \( \tilde{A}\tilde{D}\tilde{E} \) quiver gauge theories with \( \mathcal{N} = 3 \) supersymmetry. The index is function of magnetic fluxes and the holonomy variables. We have used methods of supersymmetric localization to compute the index. The index of ABJM theory using the same technique has been evaluated for \( \mathcal{N} = 6 \) circular quiver gauge theory(ABJM) in [1]. We apply the same technique in \( \tilde{A}\tilde{D}\tilde{E} \) class of theories. Therefore extending the applicability of the localization procedure.

- We have performed a large \( N \) analysis of the index which is needed to match with the index over gravitons in dual geometry. We have explicitly computed the index for \( \hat{A}_3 \) and \( \hat{D}_4 \) case for one unit of magnetic flux by performing integral over holonomy variables \( \alpha_{(j)}^m \)'s. The final result is a series in \( x \) which need to match with the gravity index order by order in \( x \).

- The deformation used in [1] is different from ours [7]. The main differences are - (i) we have turned on three dynamical adjoint scalars through the \( Q \)-exact deformation \( S_{\text{YM}} + S_{\text{adj}} \), which was needed to preserve the supersymmetry to be \( \mathcal{N} = 3 \), while in [1] only one dynamical adjoint scalar is turned on through the deformation \( S_{\text{YM}} \), (ii) we have a Euclidean time dependent deformation parameter in the radially quantized theory while [1] uses time independent deformation. Therefore we have shown that the deformation used in [7] can also be used to calculate the superconformal index.
We have performed a consistency check of the obtained results by comparing them to the superconformal index of ABJM theory obtained in [1]. Let us consider $\hat{A}$ quiver for example whose final result is given in eqn. (1.6). The $\hat{A}$ quiver represents $\mathcal{N} = 3$ CS matter theory with gauge group $\prod_{j=1}^{n} U(N)_{(j)}$ which becomes $\mathcal{N} = 6$ $U(N) \times U(N)$ ABJM theory if one takes $n = 2$. The supersymmetry enhancement is a consequence of the bigger symmetry group of the superpotential for two gauge groups. Therefore one should reproduce the index of ABJM theory obtained in [1] starting from eqn. (1.6) or vice versa. Here, we will show how to reproduce the $\mathcal{N} = 3$ superconformal index starting from the index integral of ABJM theory. To see this first note that $R$-symmetry group in case of $\mathcal{N} = 3$ supersymmetric case is $SO(3)$ which is a subgroup of $SO(6)$ $R$-symmetry group of ABJM theory. Therefore, roughly one has to switch off two of the Cartans of $SO(6)$ to land on $SO(3)$. This is essentially making $y_1 = y_2 = 1$ in the definition of superconformal index in [1]. After carrying out all necessary steps we have reproduced eqn. (1.6) from [1]. The details of these checks are given in appendix A.

Finally, we comment on our results by comparing them to some previously obtained results in the literature as in [17]. This paper evaluates superconformal index of a variant of $\mathcal{N} = 6$ ABJM theory which preserves $\mathcal{N} = 3$ supersymmetry and has gauge group $U(N) \times U(N)$. This theory is called dual ABJM theory whose field content is little different from the usual ABJM, i.e one has additional adjoint fields $\phi_1, \phi_2$ of the first gauge group factor. The superpotential is also different from the $\mathcal{N} = 3$ quiver theories. Therefore, though the quiver theories and the dual ABJM preserve $\mathcal{N} = 3$ supersymmetry, they have different field content, superpotential term and moduli spaces. Also, the index evaluated in [17] (eqn 3.1) is different from ours (3.1). Therefore to compare it to our result one has to set $y_1 = y_2 = 1$ in eqn(3.1) of that paper. By doing so we find the contribution from the matter sector $f_\pm$ in eqn(3.2) of [17] exactly matches with our $f_\pm$. In addition to this, [17] has contribution from the additional adjoint fields $\phi_1, \phi_2$ which is denoted by $g$ in eqn(3.2) of that paper. This factor of $g$ is not present in our case since we do not have these adjoint fields. Setting $g = 0$ in (3.3) of [17] we recover the contribution from the adjoint sector in our case (eqn. (1.8)) exactly. In addition to these one has to keep in mind that in case of $\mathcal{N} = 3$ quiver theories we have $n > 2$ gauge groups which brings one extra index in all entities which is denoted by subscript $(j)$ in our paper. Although the final answer in [17] (eqn. (3.4)) looks similar to our result schematically, as it should due to similarity in the field content, the values of the one loop determinants $(f_m, f_{adj})$ are different from ours. Moreover, the deformation used in [17] to carry out supersymmetric localization is the $Q$ exact chiral part of the vector multiplet fields in $U(N) \times U(N)$ which is exactly same as our deformation (in addition to this [17] has extra deformations arising from extra fields $\phi_1, \phi_2$ present in there).

To the best of our knowledge the multiparticle index of the corresponding gravity dual of
\( \mathcal{N} = 3 \) \( \widehat{ADE} \) theories is not yet computed. It would be interesting to compare the large \( N \) index on the gauge theory to the corresponding multi-particle index for M-theory in the dual geometry \( \text{AdS}_4 \times M_7 \). For example in the case of \( \widehat{A}_3 \) \( M_7 \) has the isometry group \( U(2) \times U(1) \). Therefore we need to find the graviton spectrum of \( Osp(3|4) \times U(2) \times U(1) \) which corresponds to the global symmetry group on the dual CFT side.
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A Consistency check

Here we present the details of the consistency check of the results obtained in this paper. In order to perform the consistency check we match our results to the previously obtained results in the literature viz. [1] and [18].

Matching with [1]: We have performed a consistency check of the final result by comparing it to the results of [1]. This check seems most straight forward and has been explained in the Conclusion section of the manuscript. Here we write it in more detail.

One can perform a consistency check of the obtained results by comparing them to the superconformal index of ABJM theory obtained in eqn(2.38) of [1]. Let us consider \( \widehat{A} \) quiver for example whose final result is given in (1.6). The \( \widehat{A} \) quiver represents \( \mathcal{N} = 3 \) CS matter theory with gauge group \( \prod_{(j)=1}^n U(N)_{(j)} \) which becomes \( \mathcal{N} = 6 \ U(N) \times U(N) \) ABJM theory if one takes \( n = 2 \). The supersymmetry enhancement is a consequence of the bigger symmetry group of the superpotential for two gauge groups. Therefore one should reproduce the index obtained in [1] starting from (1.6) or vice versa.

Here, we will show how to reproduce the \( \mathcal{N} = 3 \) superconformal index in (1.6) of our manuscript starting from the index integral of ABJM theory. As explained in section 9, keeping in mind the the R-symmetry group we have to switch off two of the Cartans of \( SO(6) \) to land on \( SO(3) \). This is essentially making \( y_1 = y_2 = 1 \) in the definition of superconformal index eqn.(2.13) in [1]. Following this, the contribution from the matter multiplet \( f^\pm \) in eqn. (2.30), (2.31) in [1] will reduce to our results exactly, keeping in mind that instead of two matter multiplets we have one matter multiplet in the \( \mathcal{N} = 3 \) case. The contribution from the adjoint multiplet in eqn.(2.35) of [1] is straightforward to generalise to the \( \mathcal{N} = 3 \) case for \( n \) gauge groups. The contribution from the CS term (second line in (2.38) of [1]) is obtained after generalising the constraint \( k(1) + k(2) = 0 \) (in ABJM
\( k(1) = -k(2) = k \) to \( \sum_{j=1}^{n} k(j) = 0 \). After carrying out all these steps we have shown to reproduce eqn (1.6) of our paper from eqn.(2.38) of [1].

Eqn (1.9) and (7.3) which is for \( D\bar{E} \) type quivers is a generalisation of (1.6) with a different field content. The final result of the index is always of the form of eqn.(5.1). Therefore taking the appropriate field content for \( D\bar{E} \) quivers one can generalize the final result of the index from the \( \hat{A} \) case.

Matching with [18] : Our final result can also be matched to that of [18] but since the index computed there is not exactly the same as ours matching will not be straightforward. The index in [18] is a twisted index on \( \Sigma_\mathfrak{g} \times S^1 \), which implies turning on a background for the R-symmetry which is quantized magnetic flux on \( \Sigma_\mathfrak{g} \). The following steps should be carried out in order to match our result to that of [18].

• In our paper we take \( \Sigma_\mathfrak{g} = S^2 \). \( S^2 \) is a genus 0 surface which means putting \( g = 0 \) in eqn. (3.1) of [18].

• In addition to this we need to switch off the twist along \( S^2 \), which is done by turning off \( \nu \).

• As we are dealing with \( \mathcal{N} = 3 \) theory the R-charges for the hypermultiplets are fixed to their canonical value. Hence we need to make \( \Delta = \frac{1}{2} \) in eqn.(1.2) of [18].

• After these changes one has to take appropriate representation of the fields in eqn.(3.1) of [18] to substitute the weights and roots \( \rho(m), \alpha(m) \) respectively. For example in the \( U(N) \) gauge group case the root vectors are \( \alpha(m) = m_i - m_j \) where \( i, j \) are the gauge indices (in our notation \( m \) is \( q, u \) is \( \alpha \)).

• Carrying out all these steps our results can be reproduced. This is possible as \( \mathcal{N} = 2 \) and \( \mathcal{N} = 3 \) theory has similar field content, hence same schematic structure of the superconformal index viz. (i) contribution from the vector multiplet (ii) contribution from the hypermultiplets (iii) Classical contribution coming from the CS term.

B \( \hat{A}_3 \) quiver

In this case the gauge group of the theory is \( U(N) \times U(N) \times U(N) \). In the zero flux sector from eqn.(8.10) we have,

\[
I_0(x) = \frac{1}{\det \mathcal{N}(x)}, \quad \mathcal{N}(x) = \begin{pmatrix} 1 & f^+ & f^- \\ f^- & 1 & f^+ \\ f^+ & f^- & 1 \end{pmatrix},
\]

\[
\det \mathcal{N} = (1 - f^+ f^-) - f^+ (f^- - f^+)^2 - f^- (f^- f^+ - f^+ f^-) \quad (B.1)
\]
The non-zero flux sector of the index has the form,

\[ I(x) = I^{(\pm 1)}(x) + I^{(\pm 2)}(x) + I^{(\pm 3)}(x) + \ldots \]  \hspace{1cm} (B.2)

Now, we evaluate the index by fixing the diagonal magnetic flux below.

\[ m_{\text{diag}} = 1 \]

The flux configuration for each gauge group can be expressed by a Young diagram. Hence we need three Young diagrams to encode the flux configuration. The number of boxes in the \( ii \)-th row is the \( ii \)-th entry of \( H \). Hence, \( m_{\text{diag}} = 1 \) can be expressed as follows,

\[ I^{(i+1)}(x) = I_{\underbrace{\bullet \bullet \bullet}} \]  \hspace{1cm} (B.3)

Substituting the above in eqn. \([8.17]\) we find,

\[
I(x) = x^{i_0} \frac{1}{(2\pi)^4} e^{i(k_1\alpha(1) + k_2\alpha(2) + k_3\alpha(3))} \times \exp \left[ \sum_{r=1}^{\infty} \frac{1}{r} (1 - x^{2r}) \left( e^{-ir(\alpha(1) - \alpha(2))} f^+(x^r) + e^{ir(\alpha(1) - \alpha(2))} f^-(x^r) \right) \right] \times \exp \left[ \sum_{r=1}^{\infty} \frac{1}{r} [3x^{2r}] \right] \hspace{1cm} (B.4)
\]

where we have substituted,

\[ F^+_1(\alpha_1(1)) = (1 - x^2)f^+ = \sqrt{x} - x\sqrt{x} \quad F^-_1(\alpha_1(1)) = (1 - x^2)f^- = \sqrt{x} - x\sqrt{x} \quad F_{11}^{\text{adj}}(x) = x^2 \]  \hspace{1cm} (B.5)

Now let \( k_1, k_2 > 0 \) and using \( k_3 = -(k_1 + k_2) \) we can write the CS term as follows,

\[ e^{i(k_1\alpha(1) + k_2\alpha(2) + k_3\alpha(3))} = e^{ik_3(\alpha(1) - \alpha(3))} e^{ik_2(\alpha(2) - \alpha(3))} \]  \hspace{1cm} (B.6)

Observing that the index integral depends only on the variables \( \alpha(j) - \alpha(j+1) \) we define the following,

\[ u = e^{-i(\alpha(1) - \alpha(2))}, \quad v = e^{-i(\alpha(2) - \alpha(3))}, \quad w = e^{-i(\alpha(3) - \alpha(1))} \]  \hspace{1cm} (B.7)

In terms of these variable the index is,

\[
I(x) = x^{i_0} \int_0^{2\pi} \frac{du}{2\pi i u} \exp \left[ \sum_{r=1}^{\infty} \frac{1}{r} (x^{r/2} - x^{3r/2})(u^r + u^{-r}) \right] \int_0^{2\pi} \frac{dv}{2\pi i v} u^{-k(2)} \exp \left[ \sum_{r=1}^{\infty} \frac{1}{r} (x^{r/2} - x^{3r/2})(v^r + v^{-r}) \right] \int_0^{2\pi} \frac{dw}{2\pi i w} w^{k(1)} \exp \left[ \sum_{r=1}^{\infty} \frac{1}{r} (x^{r/2} - x^{3r/2})(w^r + w^{-r}) \right] \exp \sum_{r=1}^{\infty} \frac{1}{r} 3x^{2r} \hspace{1cm} (B.8)
\]
Using the following relations,

\[ f(x, p, r, z) = (\sqrt{x} - x\sqrt{x})z + (\sqrt{x} - x\sqrt{x})z^{-1} \]

\[ \exp \left( \sum_{n=1}^{\infty} \frac{1}{n} f(x^n, p^n, r^n, z^n) \right) = \frac{(1 - x\sqrt{x}z^{-1})(1 - x\sqrt{x})}{(1 - xz)(1 - \sqrt{x}z^{-1})} \]  

we find,

\[
\int_0^{2\pi} \frac{du}{2\pi i u} \exp \left[ \sum_{r=1}^{\infty} \frac{1}{r} (x^{r/2} - x^{3r/2}) \left( u^r + u^{-r} \right) \right] = \int_0^{2\pi} \frac{du}{2\pi i u} \frac{(1 - x\sqrt{x}u^{-1})(1 - x\sqrt{x}u)}{(1 - \sqrt{x}u)(1 - \sqrt{x}u^{-1})} \]

This integral can be evaluated using Cauchy’s integral formula which implies we need to pick up \( O(u^0) \) terms from the above integrand. Now, expanding the denominator we find,

\[
\frac{1}{(1 - \sqrt{x}u)(1 - \sqrt{x}u^{-1})} = (1 - \sqrt{x}u)^{-1}(1 - \sqrt{x}u^{-1})^{-1} = \left( 1 + x^{1/2}u + xu^2 + \cdots \right) \left( 1 + x^{1/2}u^{-1} + xu^{-2} + \cdots \right) = 1 + x^{1/2}u^{-1} + xu^{-2} + \cdots + x^{1/2}u + x + x^{3/2}u^{-1} + \cdots + xu^2 + x^{3/2}u + x^2 + \cdots \]

(\text{B.11)}

And the numerator is,

\[
(1 - x\sqrt{x}u^{-1})(1 - x\sqrt{x}u) = 1 - x\sqrt{x}u - x\sqrt{x}u^{-1} + x^3. \]

(\text{B.12)}

Therefore we have,

\[
\int_0^{2\pi} \frac{du}{2\pi i u} \exp \left[ \sum_{r=1}^{\infty} \frac{1}{r} (x^{r/2} - x^{3r/2}) \left( u^r + u^{-r} \right) \right] = 1 + x - 2x^2 - x^3 + \cdots \]  

(\text{B.13)}

Now, moving on to the \( v \) integral we find observe that, since \( k_{(2)} \) is positive we need to pick all positive powers of \( v \) from the infinite series \( \frac{(1-x\sqrt{x}u^{-1})(1-x\sqrt{x}u)}{(1-\sqrt{x}u)(1-\sqrt{x}u^{-1})} \) to find \( v^0 \) terms (after fixing the value of \( k_{(2)} \)) which is,

\[
\frac{(1 - x\sqrt{x}u^{-1})(1 - x\sqrt{x}u)}{(1 - \sqrt{x}u)(1 - \sqrt{x}u^{-1})} = (1 - x\sqrt{x}v - x\sqrt{x}v^{-1} + x^3) \left( 1 + x^{1/2}v + xv^2 + \cdots \right) \left( 1 + x^{1/2}v^{-1} + xv^{-2} + \cdots \right) = \left( x^{3/2}v + xv^2 + x^{3/2}v^3 + \cdots \right) - x\sqrt{x}v \left( 1 + x^{1/2}v + xv^2 + \cdots \right) + \cdots \]

(\text{B.14)}

Now the remaining integral is,

\[
\int_0^{2\pi} \frac{dw}{2\pi i w} u^{k_{(1)}} \times \exp \left[ \sum_{r=1}^{\infty} \frac{1}{r} (x^{r/2} - x^{3r/2}) \left( w^r + w^{-r} \right) \right] = \int_0^{2\pi} \frac{dw}{2\pi i w} u^{k_{(1)}} \times \frac{(1 - x\sqrt{x}w^{-1})(1 - x\sqrt{x}w)}{(1 - \sqrt{x}w)(1 - \sqrt{x}w^{-1})}. \]

(\text{B.15)}

In this case, since \( k_{(1)} \) is positive we need to pick all negative powers of \( w \) from the infinite series in order to find \( w^0 \) terms, which is,

\[
\frac{(1 - x\sqrt{x}u^{-1})(1 - x\sqrt{x}u)}{(1 - \sqrt{x}u)(1 - \sqrt{x}u^{-1})} = \left( 1 - x\sqrt{x}w - x\sqrt{x}w^{-1} + x^3 \right) \left( 1 + x^{1/2}w + xw^2 + \cdots \right) \left( 1 + x^{1/2}w^{-1} + xw^{-2} + \cdots \right) = \left( x^{3/2}w^{-1} + xw^{-2} + \cdots \right) - x\sqrt{x}w^{-1} + \cdots \]

(\text{B.16)}
Now one can fix different values of the CS level and obtain the index an infinite series in $x$.

## C $\hat{D}_4$ quiver

The gauge group associated with $\hat{D}_4$ quiver is $U(N)^4 \times U(2N)$. In this case the large $N$ limit of the index in zero flux sector is,

$$I_0(x) = x^{\epsilon_0} \frac{1}{(\text{symmetry})} \left[ \frac{d\alpha^m_j}{(2\pi)^{\delta}} \right] \exp \left[ \sum_{(j),(s)=1}^{5} \frac{1}{r} \left( \rho_{r(j)} N_{r(j)}(x^r) \rho_{-r(s)} \right) \right]$$  \hspace{1cm} (C.1)

where,

$$N(x) = \begin{pmatrix}
1 & 0 & 0 & 0 & f^+ \\
0 & 1 & 0 & 0 & f^+ \\
0 & 0 & 1 & 0 & f^+ \\
f^- & f^- & f^- & f^- & 1 \\
\end{pmatrix}$$  \hspace{1cm} (C.2)

The constraint on the CS level in this case is,

$$k_1 + k_2 + k_3 + k_4 + 2k_5 = 0 . \hspace{1cm} (C.3)$$

Now, choosing,

For $(j) = 1, 4$ $m_{(j)} = m_{\text{diag}}$

For $(j) = 5$ $m_{(5)} = 2m_{\text{diag}}$ \hspace{1cm} (Consistent with \hspace{0.1cm} (C.3))  \hspace{1cm} (C.4)

the index is,

$$I(x) = x^{\epsilon_0} \frac{1}{(\text{symmetry})} \left[ \frac{d\alpha^m_j}{(2\pi)^{\delta}} \right] \prod_{(j)=1}^{5} \prod_{m<n}^{\epsilon} \left[ 2\sin \left( \frac{\alpha^m_j - \alpha^n_j}{2} \right) \right]^2 \times \exp \left[ \sum_{j=1}^{M(j)} \sum_{m=1}^{M(j)} \frac{1}{r} \left( e^{-ir(a^n_j - \alpha^n_j)} F_{nm(j)}^{n+m}(x^r) + e^{ir(a^n_j - \alpha^n_j)} F_{nm(j)}^{n-m}(x^r) \right) \right] \times \exp \left[ \sum_{j=1}^{M(j)} \sum_{m=1}^{M(j)} \frac{4}{r} \left( e^{-ir(a^n_j - \alpha^n_j)} F_{nm(j)}^{n+m}(x^r) + e^{ir(a^n_j - \alpha^n_j)} F_{nm(j)}^{n-m}(x^r) \right) \right] \times \prod_{m,n=1}^{M(5)} \exp \left[ \sum_{r=1}^{\infty} \frac{1}{r} \left( e^{\frac{a^{adj}_{mn(5)}}{r}}(x^r) = e^{-ir(a^n_j - \alpha^n_j)} \right) \right] \times \prod_{m,n=1}^{M(5)} \exp \left[ \sum_{r=1}^{\infty} \frac{4}{r} \left( e^{\frac{a^{adj}_{mn(5)}}{r}}(x^r) = e^{-ir(a^n_j - \alpha^n_j)} \right) \right]$$  \hspace{1cm} (C.5)
\( m_{\text{diag}} = 1 \) The index with one unit of magnetic flux contains contribution from two flux configurations as follows.

\[
I^{(+2,+1)}(x) = I_{\{\text{2d}\}} \{\text{1 0 0 0} \} + I_{\{\text{3d}\}} \{\text{1 0 0 0} \} \]  

(C.6)

The first entry in the superscript of \( I \) is the flux of the internal nodes and second entry is the magnetic flux associated with the external nodes. Since we can have 2 units of flux for the internal node, we have two choices for the corresponding flux configuration, viz. \( \{1,1,0,\cdots\} \) and \( \{2,0,\cdots\} \).

We determine the index integral for these two cases below.

\[ H(j) = \{1,0,\cdots\}, H(5) = \{2,0,\cdots\} : \]

Plugging in the flux configuration in eqn.(8.24) we find,

\[
I(x) = x^\alpha \int \frac{d\alpha^m_{\{j\}}}{(2\pi)^3} e^{i(k_1\alpha_1+k_2\alpha_2+k_3\alpha_3+k_4\alpha_4+2k_5\alpha_5)} \]

\[
\exp \left[ \sum_{r=1}^{\infty} \frac{1}{r} \left( e^{-ir(\alpha_1-\alpha_5)}F_{(1)}^+(x^r) + e^{ir(\alpha_1-\alpha_5)}F_{(1)}^-(x^r) + e^{-ir(\alpha_2-\alpha_5)}F_{(2)}^+(x^r) + e^{ir(\alpha_2-\alpha_5)}F_{(2)}^-(x^r) \right) \right] \]

\[
\exp \left[ \sum_{r=1}^{\infty} \frac{1}{r} \left( e^{-ir(\alpha_3-\alpha_5)}F_{(3)}^+(x^r) + e^{ir(\alpha_3-\alpha_5)}F_{(3)}^-(x^r) + e^{-ir(\alpha_4-\alpha_5)}F_{(4)}^+(x^r) + e^{ir(\alpha_4-\alpha_5)}F_{(4)}^-(x^r) \right) \right] \]

\[
\times \prod_{m,n=1}^{M(5)} \exp \left[ \sum_{r=1}^{\infty} \frac{1}{r} F_{mn(5)}^{\text{adj}}(x^r)e^{-ir(\alpha^n_5-\alpha^m_5)} \right] \times \prod_{m,n=1}^{M(1)} \exp \left[ \sum_{r=1}^{\infty} \frac{1}{r} \sum_{j=1}^{4} F_{mn(1)}^{\text{adj}}(x^r)e^{-ir(\alpha^n_1-\alpha^m_1)} \right] \]  

(C.7)

where,

For \( j = 1,\ldots,4 \)

\[
F^+_{11(j)}(x) = \left( x^{q_1^1} - x^{q_1^-} \right) x^{+} = \left( x - x^3 \right) f^+ = x^\frac{3}{2} - x^\frac{3}{2} \]

\[
F^-_{11(j)}(x) = \left( x^{q_1^1} - x^{q_1^-} \right) f^- = \left( x - x^3 \right) f^- = x^\frac{3}{2} - x^\frac{3}{2} \]

For \( j = 1,\ldots,4 \)

\[
F^{\text{adj}}_{11(j)}(x) = x^2, \]

For \( j = 5 \)

\[
F^{\text{adj}}_{11(5)}(x) = x^4, \quad \text{symmetry} = 1 \]  

(C.8)

Further plugging the letter indices in the index we obtain,

\[
I(x) = x^\alpha \int \frac{d\alpha^m_{\{j\}}}{(2\pi)^3} e^{i(k_1\alpha_1+k_2\alpha_2+k_3\alpha_3+k_4\alpha_4+2k_5\alpha_5)} \]

\[
\exp \left[ \sum_{r=1}^{\infty} \frac{1}{r} \left( e^{-ir(\alpha_1-\alpha_5)} + e^{ir(\alpha_1-\alpha_5)} + e^{-ir(\alpha_2-\alpha_5)} + e^{ir(\alpha_2-\alpha_5)} \right) \right] \]

\[
+ e^{-ir(\alpha_3-\alpha_5)} + e^{ir(\alpha_3-\alpha_5)} + e^{-ir(\alpha_4-\alpha_5)} + e^{ir(\alpha_4-\alpha_5)} \right] \]

\[
\exp \left[ \sum_{r=1}^{\infty} \frac{1}{r} \left( 4x^{2r} + x^{4r} \right) \right] \]  

(C.9)

45
Now, similarly as the previous case we define
\[ u_{(j)} = e^{-i(\alpha_{(j)} - \alpha_{(0)})}, \quad k_{(j)} > 0 \quad \text{for} \quad (j) = 1, \ldots, 4 \quad \text{(C.10)} \]

In terms of the \( u_{(j)} \)'s the index takes the following form,
\[
I(x) = x^{\ell_0} \int \left[ \frac{du_{(j)}}{2\pi i u_{(j)}} \right] u_{(1)}^{-k_{(1)}} u_{(2)}^{-k_{(2)}} u_{(3)}^{-k_{(3)}} u_{(4)}^{-k_{(4)}} \exp \left[ \sum_{r=1}^{\infty} \frac{1}{r} \left( x^{\frac{3r}{2}} - x^{\frac{5r}{2}} \right) \left( u_{(1)}^r + u_{(2)}^{-r} + u_{(3)}^{-r} + u_{(4)}^{-r} \right) \right]
\]
\[
\exp \left[ \sum_{r=1}^{\infty} \frac{1}{r} \left( 4x^{2r} + x^{4r} \right) \right]
\quad \text{(C.11)}
\]

We make use of the following result [1],
\[
f_1(x, p, r, z) = (x^{\sqrt{x}} - x^{2\sqrt{x}})z + (x^{\sqrt{x}} - x^{2\sqrt{x}})z^{-1}
\]
\[
\exp \left( \sum_{n=1}^{\infty} \frac{1}{n} f_1(x^n, p^n, x^n, z^n) \right) = \frac{(1 - x^{2\sqrt{x}z^{-1}})(1 - x^{2\sqrt{x}z})}{(1 - x^{\sqrt{x}z})(1 - x^{\sqrt{x}z^{-1}})}
\quad \text{(C.12)}
\]

to evaluate the integrals. The \( u_{(1)} \) integral,
\[
\int_{0}^{2\pi} \frac{du_{(1)}}{2\pi i u_{(1)}} u_{(1)}^{-k_{(1)}} \exp \left[ \sum_{r=1}^{\infty} \frac{1}{r} \left( x^{\frac{3r}{2}} - x^{\frac{5r}{2}} \right) \left( u_{(1)}^r + u_{(1)}^{-r} \right) \right] = \int_{0}^{2\pi} \frac{du_{(1)}}{2\pi i u_{(1)}} u_{(1)}^{-k_{(1)}} \left( 1 - x^{2\sqrt{x}u_{(1)}^{-1}} \right) \left( 1 - x^{2\sqrt{x}u_{(1)}} \right)
\quad \text{(C.13)}
\]

is solved exactly as before, i.e. expanding the numerator and the denominator and picking up appropriate powers of \( u_{(1)} \). Now expanding the denominator we obtain,
\[
(1 - x^{\sqrt{x}u_{(1)}})^{-1} (1 - x^{\sqrt{x}u_{(1)}^{-1}})^{-1} = \left( 1 + x^{\sqrt{x}u_{(1)}} + x^{3u_{(1)}^2} + \cdots \right) \left( 1 + x^{\sqrt{x}u_{(1)}^{-1}} + x^{3u_{(1)}^{-2}} + \cdots \right)
\quad \text{(C.14)}
\]
while the numerator is,
\[
(1 - x^{2\sqrt{x}u_{(1)}^{-1}})(1 - x^{2\sqrt{x}u_{(1)}}) = 1 - x^{2\sqrt{x}u_{(1)}} - x^{2\sqrt{x}u_{(1)}^{-1}} + x^5
\quad \text{(C.15)}
\]
which gives,
\[
\int_{0}^{2\pi} \frac{du_{(1)}}{2\pi i u_{(1)}} u_{(1)}^{-k_{(1)}} \exp \left[ \sum_{r=1}^{\infty} \frac{1}{r} \left( x^{\frac{3r}{2}} - x^{\frac{5r}{2}} \right) \left( u_{(1)}^r + u_{(1)}^{-r} \right) \right]
\]
\[
= \int_{0}^{2\pi} \frac{du_{(1)}}{2\pi i u_{(1)}} u_{(1)}^{-k_{(1)}} \left( 1 + x^{\sqrt{x}u_{(1)}} + x^{3u_{(1)}^2} + \cdots \right) \left( 1 + x^{\sqrt{x}u_{(1)}^{-1}} + x^{3u_{(1)}^{-2}} + \cdots \right)
\]
\[
\left( 1 - x^{2\sqrt{x}u_{(1)}} - x^{2\sqrt{x}u_{(1)}^{-1}} + x^5 \right)
\]
Since \( k_{(1)} \) is positive we need to pick all positive powers of \( u_{(1)} \) from the infinite series to find \( u^0 \) terms. Some of such terms are given below,
\[
\left( 1 + x^{\sqrt{x}u_{(1)}} + x^{3u_{(1)}^2} + \cdots \right) \left( 1 + x^{\sqrt{x}u_{(1)}^{-1}} + x^{3u_{(1)}^{-2}} + \cdots \right) \left( 1 - x^{2\sqrt{x}u_{(1)}} - x^{2\sqrt{x}u_{(1)}^{-1}} + x^5 \right)
\]
\[
x^3 - x^4 + x^5 + \cdots
\quad \text{(C.16)}
\]
Now defining,

\[ H(j) = \{1, 0, \cdots\}, \quad H(5) = \{1, 1, 0, \cdots\} \]

In this case the letter indices will be different since we have a different flux configuration. All the non zero letter indices are,

\[
\text{For } (j) = 1, \ldots, 4 \quad F_{11(j)}^\pm (x) = \left( x^{|q_1^j| - |q_5^j|} - x^{|q_1^j| + |q_5^j|} \right) F^\pm = \left( 1 - x^2 \right) F^\pm = x_1^2 - x_3^2
\]

\[
F_{12(j)}^\pm (x) = x_1^2 - x_3^2, \quad F_{12(j)}^{-} (x) = x_1^2 - x_3^2
\]

\[
\text{For } (j) = 1, \ldots, 4 \quad F_{11(5)}^{\text{adj}} (x) = x^2,
\]

\[
\text{For } (j) = 5 \quad F_{11(5)}^{\text{adj}} (x) = F_{22(5)}^{\text{adj}} (x) = F_{21(5)}^{\text{adj}} (x) = x^2, \quad \text{symmetry} = 2
\]

The explicit index integral is,

\[
I(x) = x^{r_0} \int \frac{1}{2} \left[ \frac{\alpha^m}{(2\pi)^6} \right] 2 \sin \left( \frac{\alpha^1 - \alpha^2}{2} \right)^2 e^{i(k_1 \alpha_1 + k_2 \alpha_2 + k_3 \alpha_3 + k_4 \alpha_4 + k_5 \alpha_5)} \exp \left[ \sum_{r=1}^{\infty} \frac{1}{r} \left[ e^{-ir(\alpha_1 - \alpha_5^1)} F_{(1)}^+ (x^r) + e^{ir(\alpha_1 - \alpha_5^1)} F_{(1)}^- (x^r) + e^{-ir(\alpha_2 - \alpha_5^2)} F_{(2)}^+ (x^r) + e^{ir(\alpha_2 - \alpha_5^2)} F_{(2)}^- (x^r) + e^{-ir(\alpha_3 - \alpha_5^3)} F_{(3)}^+ (x^r) + e^{ir(\alpha_3 - \alpha_5^3)} F_{(3)}^- (x^r) + e^{-ir(\alpha_4 - \alpha_5^4)} F_{(4)}^+ (x^r) + e^{ir(\alpha_4 - \alpha_5^4)} F_{(4)}^- (x^r) \right] \right] \times \exp \left[ \sum_{r=1}^{\infty} \frac{1}{r} \left[ x^{2r} e^{-ir(\alpha_5^1 - \alpha_5^2)} + x^{2r} e^{-ir(\alpha_5^2 - \alpha_5^3)} + 2x^{2r} + 4x^{2r} \right] \right]
\]

Observe that we have a non zero Faddeev-Popov term in this case. Using (3.3) the CS term reduces to the following,

\[
\exp \left[ i \left( k_1 \alpha_1 + k_2 \alpha_2 + k_3 \alpha_3 + k_4 \alpha_4 + k_5 (\alpha_5^1 + \alpha_5^2) \right) \right]
\]

\[
= \exp \left[ i \left( k_1 \alpha_1 + k_2 \alpha_2 + k_3 \alpha_3 + k_4 \alpha_4 - \frac{1}{2} (k_1 + k_2 + k_3 + k_4) (\alpha_5^1 + \alpha_5^2) \right) \right]
\]

\[
= \exp \left[ i \left( k_1 (\alpha_1 - \alpha_5^1) + k_2 (\alpha_2 - \alpha_5^2) + k_3 (\alpha_3 - \alpha_5^1) + k_4 (\alpha_4 - \alpha_5^2) \right) \right] \cdot
\]

Now defining,

\[
u(j) = e^{-i(\alpha(j) - \alpha_5^1)}, \quad v(j) = e^{-i(\alpha(j) - \alpha_5^2)}
\]

\[
(\text{C.19})
\]
the CS term can be written as,
\[
\prod_{j=1}^{4} (u_{(j)}v_{(j)})^{-\frac{k_{(j)}}{2}}.
\] (C.20)

The Faddeev-Popov term can also be expressed as follows,
\[
\left[2\sin \left(\frac{\alpha_{(5)}^{1} - \alpha_{(5)}^{2}}{2}\right) \right]^{2} = \exp \left[ -\sum_{r=1}^{\infty} \frac{1}{r} \frac{v_{r}^{(1)}}{u_{r}^{(1)}} \right].
\] (C.21)

In terms of the new integration variables we write the index as,
\[
I(x) = \frac{1}{2} x^{a} \int \prod_{j=1}^{4} \left\{ \frac{du_{(j)}}{2\pi u_{(j)}} \right\} \left\{ \frac{dv_{(j)}}{2\pi v_{(j)}} \right\} (u_{(j)}v_{(j)})^{-\frac{k_{(j)}}{2}}
\]
\[
\exp \left[ \sum_{r=1}^{\infty} \frac{1}{r} \left[ u_{r}^{(1)}(x_{r}^{2} - x_{r}^{3}) + u_{r}^{-1}(x_{r}^{2} - x_{r}^{3}) + v_{r}^{(1)}(x_{r}^{2} - x_{r}^{3}) + v_{r}^{-1}(x_{r}^{2} - x_{r}^{3})
\right.ight.
\]
\[
+ u_{r}^{(2)}(x_{r}^{2} - x_{r}^{3}) + u_{r}^{-2}(x_{r}^{2} - x_{r}^{3}) + v_{r}^{(2)}(x_{r}^{2} - x_{r}^{3}) + v_{r}^{-2}(x_{r}^{2} - x_{r}^{3})
\]
\[
+ u_{r}^{(3)}(x_{r}^{2} - x_{r}^{3}) + u_{r}^{-3}(x_{r}^{2} - x_{r}^{3}) + v_{r}^{(3)}(x_{r}^{2} - x_{r}^{3}) + v_{r}^{-3}(x_{r}^{2} - x_{r}^{3})
\]
\[
+ u_{r}^{(4)}(x_{r}^{2} - x_{r}^{3}) + u_{r}^{-4}(x_{r}^{2} - x_{r}^{3}) + v_{r}^{(4)}(x_{r}^{2} - x_{r}^{3}) + v_{r}^{-4}(x_{r}^{2} - x_{r}^{3}) - \frac{v_{r}^{(1)}}{u_{r}^{(1)}} + x^{2r} \frac{v_{r}^{(1)}}{u_{r}^{(1)}} + x^{2r} \frac{u_{r}^{(1)}}{v_{r}^{(1)}} + 2x^{2r} + 4x^{2r}\right].
\] (C.22)

Now one can use the previous results to evaluate the above integral.

References

[1] S. Kim, “The Complete superconformal index for N=6 Chern-Simons theory,” Nucl. Phys. B 821 (2009) 241 [0903.4172]

[2] M. Patra, “Charges of Monopole Operators in ADE Chern-Simons Quiver Gauge Theories.” JHEP 06, 008 (2020) [2002.03685].

[3] J. Kinney, J. M. Maldacena, S. Minwalla and S. Raju, “An index for 4 dimensional super conformal theories,” Commun. Math. Phys. 275, 209 (2007) [hep-th/0510251].

[4] J. Bhattacharya, S. Bhattacharyya, S. Minwalla and S. Raju, “Indices for superconformal field theories in 3,5 and 6 dimensions,” JHEP 0802, 064 (2008) [0801.1435]

[5] O. Aharony, J. Marsano, S. Minwalla, K. Papadodimas and M. Van Raamsdonk, “A first order deconfinement transition in large N Yang-Mills theory on a small 3-sphere,” Phys. Rev. D 71, 125018 (2005) [hep-th/0502149].

[6] O. Aharony, O. Bergman, D. L. Jafferis and J. Maldacena, “N=6 superconformal Chern-Simons-matter theories, M2-branes and their gravity duals”, 0806.1218.
[7] M. K. Benna, I. R. Klebanov, and T. Klose, “Charges of monopole operators in Chern-Simons Yang-Mills theory.” JHEP 1001 (2010) 110 [0906.3008].

[8] O. Aharony, J. Marsano, S. Minwalla, K. Papadodimas and M. Van Raamsdonk, “The Hagedorn/deconfinement phase transition in weakly coupled large N gauge theories,” Adv. Theor. Math. Phys. 8, 603 (2004) [arXiv:hep-th/0310285].

[9] E. J. Weinberg, “Monopole vector spherical harmonics,” Phys. Rev. D 49, 1086 (1994) [hep-th/9308054].

[10] D. R. Gulotta, C. P. Herzog and T. Nishioka, “The ABCDEF’s of matrix models for supersymmetric Chern-Simons theories” JHEP 2012.4 (2012): 138 [1201.6360].

[11] D. R. Gulotta, J. P. Ang and C. P. Herzog, “Matrix models for supersymmetric Chern-Simons theories with an ADE classification.” JHEP 2012.1 (2012): 132 [1111.1744].

[12] P. Marcos Crichigno, and D. Jain, “Non-toric Cones and Chern-Simons Quivers”, JHEP 2017.05:046 [1702.05486].

[13] D. L. Jafferis and A. Tomasiello, “A simple class of $\mathcal{N}=3$ gauge/gravity duals.” JHEP 0810 (2008) 101 [0808.0864].

[14] J. M. Maldacena, “The Large N limit of superconformal field theories and supergravity,” Int. J. Theor. Phys. 38 (1999) 1113 [Adv. Theor. Math. Phys. 2 (1998) 231]

[15] R. J. Szabo and O. Valdivia, “Covariant Quiver Gauge Theories,” JHEP 06 (2014), 144 [1404.4319].

[16] Y. Imamura and S. Yokoyama, Nucl. Phys. B 827 (2010), 183-216 [0908.0988].

[17] S. Kim and J. Park, JHEP 08 (2010), 069 [1003.4343].

[18] D. Jain and A. Ray, Phys. Rev. D 100 (2019) no.4, 046007 [1902.10498].