Path integrals and the Wilsonian renormalization group provide two complementary computational tools for investigating continuum approaches to quantum gravity. The starting points of these constructions utilize a bare action and a fixed point of the renormalization group flow, respectively. While it is clear that there should be a connection between these ingredients, their relation is far from trivial. This results in the so-called reconstruction problem. In this work, we demonstrate that the map between these two formulations does not generate non-localities at quadratic order in the background curvature. At this level, the bare action in the path integral and the fixed-point action obtained from the Wilsonian renormalization group differ by local terms only. This conclusion does not apply to theories coming with a physical ultraviolet cutoff or a fundamental non-locality scale.

I. INTRODUCTION

Finding a consistent and predictive quantum theory for the gravitational interactions is a longstanding problem in theoretical physics. One way to approach this problem is to make sense of the path integral over spacetime metrics [1–3]. In Euclidean signature this reads

$$Z = \int \mathcal{D}g \, e^{-S_{\text{bare}}[g]} .$$  (1)

Here $\mathcal{D}g$ is a measure on the space of geometries and the functional $S_{\text{bare}}[g]$ is the bare action providing the statistical weight for each configuration. In general, this path integral is ill-defined and needs to be equipped with an appropriate ultraviolet (UV) regularization, e.g., via an UV-cutoff $\Lambda$,

$$Z \rightarrow Z_\Lambda = \int \mathcal{D}_\Lambda g \, e^{-S_\Lambda[g]} .$$  (2)

In continuum theories the key question is then, what are the conditions on $\mathcal{D}_\Lambda g$ and $S_\Lambda[g]$ so that the continuum limit $\Lambda \rightarrow \infty$,

$$\lim_{\Lambda \rightarrow \infty} \mathcal{D}_\Lambda g \, e^{-S_\Lambda[g]} = \mathcal{D}g \, e^{-S_{\text{bare}}[g]} ,$$  (3)

is well-defined. This is in contrast to theories of gravity where the spacetime is fundamentally discrete. In this case $\Lambda$ acquires a physical interpretation as a “hard cutoff”, set by the inverse of the minimal spacetime length, and UV regularization is trivial. Canonically, this comes at the expense of a fundamental breaking of Lorentz symmetry, which is strongly constrained by low-energy experiments and observations [4]. This conclusion may be avoided within theories where UV-regularity originates from a smooth cutoff or due to UV/infrared (IR) mixing effects [5].

The focus of our letter is on continuum approaches to quantum gravity, specifically including the asymptotic safety program [6, 7] and non-local ghost-free gravity [8–10]. The two most promising technical tools in this context are the lattice techniques [11–13] based on dynamical triangulations and the analytical methods of the functional renormalization group (FRG) [14–16].

Monte Carlo simulations within the Causal Dynamical Triangulation (CDT) [11, 13] and Euclidean Dynamical Triangulation (EDT) [12] programs investigate the existence of a continuum limit utilizing the path integral (1) as a starting point. In this case, $S_\Lambda[g]$ is taken as the Einstein-Hilbert action and the regularization is implemented by approximating the continuous spacetime by a piecewise linear geometry built from simplices. The edge-length of the discrete building blocks then provides the UV cutoff. One can then study the phase space of geometries as a function of the bare coupling constants entering $S_\Lambda[g]$. The goal of the program is then to identify a second order phase transition where the regulator can be removed by sending the number of building blocks to infinity and the edge length to zero. Evidence supporting the existence of such a phase transition has been found in spherical and also toroidal topologies [12, 17–20], indicating that the continuum limit indeed exists.

An alternative approach to the problem is provided by the FRG adapted to gravity [16]. In this case one introduces a fixed but arbitrary background metric $\bar{g}_{\mu\nu}$ and considers fluctuations in this spacetime. The FRG implements the Wilsonian renormalization by integrating out these fluctuations “shell-by-shell” in momentum space. This produces a one-parameter family of effective actions $\Gamma_k$ labeled by an IR momentum cutoff $k$, such that $\Gamma_k$ incorporates all quantum fluctuations with momenta $p^2 > k^2$. A well-defined quantum field theory is associated with a complete renormalization group (RG) trajectory connecting $\Gamma_{k=\infty}$ and $\Gamma_{k=0}$. In
particular, in the limit $k \to 0$ all quantum fluctuations are integrated out and one recovers the textbook effective action associated with the path integral (1). In order to ensure that all physical observables remain finite in the UV, one requests that in the limit $k \to \infty$ the action $\Gamma_k$ approaches a fixed point, $\lim_{k \to \infty} \Gamma_k = \Gamma_*$, where the value of all dimensionless coupling constants is finite.

The common root in terms of the path integral (1) suggests a relation between the fixed-point action $\Gamma_*$ and the bare action $S^\text{bare}$. The precise map between these two objects is encoded in the “reconstruction formula” [21–23]. Solving this equation is known as the reconstruction problem. Its resolution is key to reconstruct the path integral from the FRG. While a full reconstruction is still out of reach, understanding the structures which can appear in $\Gamma_*$ and $S^\text{bare}$ may already provide important insights to the problem. In its simplest approximation, the reconstruction formula takes the form of a one-loop integral, cf. eq. (10). On these grounds, one may expect that this relation gives rise to non-local terms, similarly to those encountered in a one-loop computation of the gravitational effective action in an effective field theory setting [24, 25]. Additionally, there is the possibility that either $\Gamma_*$ or $S^\text{bare}$ take a very simple form which is then shadowed by the contributions of the reconstruction formula.

The goal of our letter is to evaluate the reconstruction formula using non-local heat-kernel techniques [26, 27], since this allows to track the appearance of non-localities and non-analytic terms. Concretely, we start from a local bare action, taken as the Einstein-Hilbert action, and check whether this is mapped onto a non-local fixed-point action. Our analysis identifies the presence or absence of fundamental dimensional scales as the guiding principle in the computation of the relevant structures. We find that in the absence of a fundamental non-locality scale the continuum limit $\Lambda \to \infty$ leads to a rather simple relation between $\Gamma_*$ and $S^\text{bare}$. In particular there are no non-localities generated up to quadratic order in the spacetime curvature. In particular, the fundamental scale invariance [28, 29] enjoyed by $\Gamma_*$, actually plays a crucial role in fixing the structure of the reconstruction map, as it prevents the occurrence of UV divergences in the dimensionless quantities appearing in the reconstruction map. Conversely, if scale invariance is broken by a fundamental mass scale, the reconstruction map is affected by logarithmic divergences. Finally, if the UV-scale $\Lambda$ has the interpretation of a physical UV-cutoff or if a fundamental non-locality scale exists the reconstruction map contains non-local terms.

II. THE RECONSTRUCTION PROBLEM

The gravitational path integral over all possible metric configurations (1) is ill-defined, and one can think of different strategies to define a suitable regularization. The FRG provides a well-defined recipe to translate a functional integral into a functional integro-differential equation. In this approach, one introduces a fixed but arbitrary background $\bar{g}$ and considers arbitrary fluctuations $h$ on this background. The measure in the regularized path integral (1) is complemented by an IR regulator term for the fluctuation fields

$$\Delta S_k[h] = \frac{1}{2} \int_x h \mathcal{R}_k h.$$ (4)

The function $\mathcal{R}_k$ provides a mass of order $k$ to fluctuations with momenta $p^2 \lesssim k^2$ and decays sufficiently rapidly for momenta $p^2 \gtrsim k^2$. For $k \to \infty$, $\Delta S_k[h]$ gives an infinite mass to all fluctuations while for $k = 0$ the regulator vanishes so that all quantum fluctuations are integrated out and one recovers the path integral (2). Following standard textbook steps [6, 7], one can then derive a flow equation—the Wetterich equation—for the effective average action $\Gamma_k$ [14, 15],

$$k \partial_k \Gamma_k = \frac{1}{2} \text{STr} \left( (\Gamma_k^2 + \mathcal{R}_k)^{-1} - 1 k \partial_k \mathcal{R}_k \right).$$ (5)

The flow of the effective average action is driven by the Wilsonian shell-by-shell integration of fluctuations $h$ with momenta $p^2 \approx k^2$. Solutions of the flow equation are called RG trajectories $k \mapsto \Gamma_k$. Trajectories that approach a fixed-point action $\Gamma_*$ as $k \to \infty$ can be safely extended to the UV. This feature ensures that there are no unphysical UV divergences in the construction.

The “reconstruction problem” [21] is related to the quest of finding a relation between $\Gamma_*$ and $S^\text{bare}$. More specifically, it boils down to the following question: what is the UV-regularized path integral corresponding to a given complete RG trajectory? While the knowledge of $\Gamma_k$, and in particular of its $k \to 0$ limit, suffices to derive observables like scattering amplitudes, the knowledge of the bare action would provide a better way to compare different theories of quantum gravity, in particular those based on canonical quantization.

Some insights into the formulation of the problem have been developed in [21–23] and we review the main steps and results below. Let us consider a quantum field theory of a set of fields $\phi$ described by a bare action $S^\text{bare}$. One can then construct a scale-dependent version of the generating functional that is also UV-regularized via, e.g., a sharp momentum cutoff $\Lambda$

$$e^{W_{k,\Lambda}} = \int \mathcal{D}\Lambda \hat{\phi} \exp \left\{ -S_\Lambda[\hat{\phi}] - \Delta S_k[\hat{\phi}] + \int d^4 x J \cdot \hat{\phi} \right\}.$$ (6)

The path integral measure can be thought as a sum over the Fourier modes of the different fields. In the case of a single scalar field with Fourier coefficients $\alpha_p$, it reads

$$\mathcal{D}_{\Lambda} \hat{\phi} = \prod_{|p| < 0, \Lambda} \int_{-\infty}^{+\infty} d\alpha_p M^{-\alpha}.$$ (7)

Here $M$ is a constant with mass-dimension one which is required, with an appropriate power $\alpha$, to render the measure dimensionless.
Based on this IR- and UV-regularized functional integral, one can introduce a UV-regularized version of the effective average action \( \Gamma_{k,\Lambda} \). Following the standard steps [6, 7], one derives that the change of \( \Gamma_{k,\Lambda} \) resulting from integrating out an infinitesimal shell of quantum fluctuations with momentum \( k \) is controlled by the following modified Wetterich equation

\[
k \partial_k \Gamma_{k,\Lambda} = \frac{1}{2} \text{STr}_\Lambda \left[ \left( \left( \Gamma^{(2)}_{k,\Lambda} + R_k \right)^{-1} k \partial_k R_k \right) \right].
\]

Here \( \text{STr}_\Lambda[\hat{X}] \equiv \text{STr}[\theta(\Lambda^2 - p^2)\hat{X}] \) is the trace over momenta \( p^2 \leq \Lambda^2 \). Owing to the fall-off conditions imposed on the regulator, the factor \( k \partial_k R_k \) also provides a UV-regularization of the trace. This allows us to remove the UV-cutoff, sending \( \Lambda \to \infty \), in a trivial way. This results in the standard Wetterich equation (5).

Formally, the relation between \( S_\Lambda \) and \( \Gamma_{\Lambda,\Lambda} = \Gamma_\Lambda \) can be found by considering the generating functional for the effective average action \( \Gamma_{k,\Lambda} \), derived from the regularized path integral. In the case of gravity it reads

\[
e^{-\Gamma_{k,\Lambda}} = \int \mathcal{D}_\Lambda h \exp \left( - S_\Lambda[h] \right) + \int_x (h - \langle h \rangle) \frac{\delta \Gamma_{k,\Lambda}}{\delta h} \Delta S_k[h - \langle h \rangle],
\]

where \( \langle h \rangle \) denotes the expectation value of the field. For \( k \to \infty \) the regulator essentially acts as a \( \delta \)-distribution, localizing the path integral on configurations \( h - \langle h \rangle = 0 \).

Finally, to extract the \( \Lambda \) dependence of \( S_\Lambda \) and study the limit \( \Lambda \to \infty \), one can set \( k = \Lambda \) and expand eq. (9) in powers of \( h \) (see [21] for details). At the one-loop level, the \( \Lambda \)-dependent Wilsonian and effective average actions are related by the following equation [21]

\[
\Gamma^A_\Lambda = S_\Lambda + \frac{1}{2} \text{STr}_\Lambda \left[ \ln \left( \left( S^{(2)}_\Lambda + R_\Lambda \right) M^{-2\alpha} \right) \right].
\]

In [21–23], this relation has been studied in the approximation where \( \Gamma^A_\Lambda \) and \( S_\Lambda \) take the form of the Einstein-Hilbert action, i.e.,

\[
S_\Lambda = \frac{1}{16\pi G_\Lambda} \int d^4x \sqrt{g} \left( 2\ddot{\Lambda} - R \right),
\]

and similar for \( \Gamma^A_\Lambda \). In this way, the works derived a relation between Newton’s coupling and the cosmological constant at the bare and effective level. Furthermore, [23] pointed out that one can resort to a special class of regulator functions \( R_\Lambda \), so-called compatible cutoff, for which the trace in eq. (10) takes a particularly simple form.

This provides the starting point of our analysis, which extends the previous construction to the inclusion of non-local terms. This extension is motivated by the following observation: A first inspection of the reconstruction formula suggests that a local bare action can be mapped onto a non-local fixed-point action. This would have important consequences, since it would indicate that the presence of non-localities in the fixed-point action \( \Gamma_\ast \) does not necessarily entail a breakdown of locality in the bare theory. Indeed, while the effective action \( \Gamma_\ast \) is expected to be non-local due to integrating out quantum fluctuations across all scales, it is an open question whether the theory build on \( \Gamma_\ast \) is fundamentally local.

III. THE RECONSTRUCTION MAP IS LOCAL

We now evaluate (10) in an approximation which is capable of tracking the presence of non-local terms. For the sake of clarity we limit the present discussion to the key steps in the computation and the interpretation of our result, referring to App. A for the technical details.

For concreteness, we take \( S_\Lambda \) to be a UV-cutoff-dependent version of the Einstein-Hilbert action, eq. (11), supplemented by a gauge-fixing term implementing harmonic gauge and the corresponding ghost contributions, cf. eq. (A6). The first step in the evaluation then consists in computing the Hessian \( S^{(2)}_\Lambda \) in a fixed but arbitrary background. Decomposing the graviton fluctuations into their traceless and tracepart the result becomes block-diagonal in field space [6, 7]. The components of \( S^{(2)}_\Lambda \) are linear functions of the Laplace operator \( \Box \equiv -\hat{g}^\mu\nu \hat{D}_\mu \hat{D}_\nu \) supplemented by an endomorphism \( \mathbb{E} \). In order to facilitate the computation, we chose the regulator \( R_\Lambda \) to be of Type II in the classification introduced in [30] and perform the computation without specifying a cutoff function. This choice entails that all derivatives and curvature tensors contained in \( S^{(2)}_\Lambda + R_k \) combine into differential operators of the form

\[
\Delta \equiv \Box + \mathbb{E}.
\]

The trace on the right-hand side of eq. (10) then turns in a sum of traces capturing the contributions of the fluctuation fields. Each contribution can be written as

\[
\text{Tr}[W(\Delta)] = \int_0^\infty ds \hat{W}(s) \text{Tr} \left[ e^{-s\Delta} \right],
\]

where \( \hat{W}(s) \) is the inverse Laplace transform of \( W(z) \). For the Einstein-Hilbert action, the functions \( W \) have the general form

\[
W(z) = \theta(\Lambda^2 - z) \ln \left( \alpha \left( \frac{z}{\Lambda^2} + r_\Lambda \left( \frac{z}{\Lambda^2} \right) + \beta \right) \right),
\]

where \( \alpha \) and \( \beta \) are dimensionless constants and \( r_\Lambda \) is the dimensionless version of the regulator \( R_\Lambda \), which is introduced in the Hessian through the replacement rule (A12). The trace on the right-hand side of eq. (13) is evaluated using non-local heat-kernel techniques [26, 27]. Restricting to terms up to quadratic order in the curvature, the resulting general expression for the trace
is given in eq. (A18). As indicated by its name, the non-local heat-kernel contains non-local functions of the Laplacian acting on spacetime curvatures, which are typically omitted in standard computations building on a derivative expansion.

The relation between $S_A$ and $\Gamma_A^\Lambda$ is obtained by summing the trace-contributions of all fluctuation fields. Structurally, the result takes the form

$$\Gamma_A^\Lambda - S_A = \frac{1}{32\pi^2} \int \! d^4 x \sqrt{g} (Q_\Lambda + Q_G R)$$

$$+ R Q_R \left( \frac{\Box}{\Lambda^2} \right) R + R_{\mu\nu} Q_{Ric} \left( \frac{\Box}{\Lambda^2} \right) R^{\mu\nu}. \tag{15}$$

The general expressions for the functions $Q_i$ are given in eqs. (A34) and (A35), while their explicit forms for mass-type regulators are stated in eqs. (A40) and (A41). These formulas constitute the main computational result of our work.

Based on this result, we make the following crucial observations:

1. All functions $Q_i$ depend on the UV-cutoff $\Lambda$. In addition, $Q_R \left( \Box/\Lambda^2 \right)$ and $Q_{Ric} \left( \Box/\Lambda^2 \right)$ also depend on the Laplacian $\Box$. This dependence gives rise to non-local terms. Thus for $\Lambda$ being finite the relation between $S_A$ and $\Gamma_A^\Lambda$ is non-local.

2. As indicated in eq. (15) the dependence on $\Box$ appears in the combination $x \equiv \Box/\Lambda^2$ only. This feature is independent of the presence of other dimensionful scales as, e.g., $M$ or $G_\Lambda$. The $\Box$-dependence of $Q_R$ and $Q_{Ric}$ drops out in the continuum limit $\Lambda \to \infty$, cf. eq. (A39). This result is independent of the choice of regulator, as long as $R_\Lambda$ satisfies the standard UV-behavior. Thus the relation between $S_A$ and $\Gamma_A^\Lambda$ is local in this limit.

3. Owing to their dimensional nature, the functions $Q_\Lambda$ and $Q_G$ scale as $\Lambda^4$ and $\Lambda^2$, respectively. In the presence of fundamental dimensionful quantities like $M$ and $G_\Lambda$, we also encounter logarithmic divergences in $Q_R$ and $Q_{Ric}$ and in the dimensionless counterparts of $Q_\Lambda$ and $Q_G$. The structure of these divergences resembles the one encountered in the one-loop effective action [6, 31–34].

4. If the UV-completion is provided by an RG fixed point, fundamental scale invariance ensures that there is no other dimensionful scale than $\Lambda$, i.e., one must have $M \propto \Lambda$ and $G_\Lambda \propto \Lambda^{-2}$ based on dimensional grounds. From eqs. (A40) and (A41) one then concludes that all logarithmic divergences vanish in this case. The remaining infinities are dictated by the mass-dimension of the operators. This implies that the dimensionless couplings in $S^{\text{bare}}$ and $\Gamma_\Lambda$ differ for finite contributions. In contrast, if a fundamental mass scale exists in the theory, scale invariance is broken and all form factors display logarithmic divergences.

The local nature of the reconstruction map in the continuum limit can also be understood intuitively based on a dimensional argument. In general, non-local form factors depending on a single momentum scale will be of the form $Q \left( \Box/M^2 \right)$. The only way to retain non-localities in the UV is by having a finite scale $M$ in the bare theory. Prototypical cases where this may be realized are

- theories that are fundamentally discrete. In this case $M$ would be a finite physical cutoff $\Lambda_{\text{phys}}$, possibly corresponding to a minimal length $l_{\text{min}} \sim \Lambda_{\text{phys}}^{-1}$. Then the form factors can retain a non-trivial momentum dependence, since the “UV limit” is $\Lambda \to \Lambda_{\text{phys}}$.
- theories containing a fundamental non-locality scale $M$. In this case the bare theory contains a fundamental scale which, by definition, gives rise to the dimensionless ratios $(\Box/M^2)$. A prototypical example is non-local, ghost-free gravity [8–10].

If no such scale is present, all form factors are of the form $Q_i \left( p^2/\Lambda^2 \right)$ and reduce to the constant $Q_i(0)$ for finite $p^2$ and to $Q_i(1)$ in the continuum limit $p^2 \to \Lambda^2 \to \infty$. This enforces the locality of the form factors depending on a single momentum scale in the continuum limit. Notably, this argument does not assume a specific form of $S^{\text{bare}}$. On this basis one expects that our conclusion about the locality of the reconstruction map is actually independent of the specific form of $S_A$ and holds beyond the specific example worked out in this letter.

Going to higher powers in the spacetime curvature one inevitably encounters form factors $Q_i$ depending on more than one momentum scale [36, 37]. In this case one can then form dimensionless ratios of the momenta. A simple example of where a non-trivial ratio of momenta appears, is a vertex $(\Box^{-1} h) (\Box h) h$, which will be proportional to $p_1^2/p_2^2$ in momentum space. These ratios will survive also in the continuum limit. We stress that non-localities in interaction vertices have a quite different status than the one appearing in the two-point function, as the former can be compatible with general physics requirements [38]. Analyzing this type of potential non-localities is beyond the scope of the present work though.

\[1\] Remarkably, the dimensional argument is not specific to the reconstruction map. It points to the intriguing conclusion that the existence of an RG fixed point requires the absence of non-localities in the quadratic part of $\lim_{\Lambda \to \infty} \Gamma_\Lambda$, as the latter would explicitly break scale invariance in the continuum limit (also see [35] for a related argument). This also identifies a fundamental difference between asymptotically safe gravity and non-local ghost-free gravity: under the proviso that the non-locality scale does not drop out when applying the reconstruction map $S^{\text{bare}} \to \lim_{\Lambda \to \infty} \Gamma_\Lambda$, this additional dimensionful scale may prevent that the theory develops an RG fixed point controlling its UV-limit.
IV. SUMMARY AND DISCUSSION

Traditionally, the investigation of asymptotic safety in pure gravity and gravity-matter systems builds on solving the functional renormalization group equation for the effective average action $\Gamma_k$ [16]. In this framework, the UV-completion of a theory is provided by a suitable UV-fixed point which appears as an outcome of the computation rather than an input. This raises the question about the relation between the fixed point action $\Gamma_*$ and the bare action $S^{\text{bare}}$ appearing in path-integral approaches to quantum gravity as the two do not necessarily coincide. The problem of re-obtaining the bare action from the functional renormalization group goes under the name of “reconstruction problem” [21–23]. In this letter, we investigated structural aspects of this problem. Specifically, the goal was to understand whether a local bare action could be mapped onto a non-local fixed-point action. In this light, we established the following results. Firstly, for a finite UV-cutoff $\Lambda$ the reconstruction map contains non-local terms. At the one-loop level worked out in this letter these structures agree with the ones found in the effective field theory treatment of gravity based on the Einstein-Hilbert action [6, 31–34]. Secondly, the non-local contributions drop out of the map once one takes the limit $\Lambda \to \infty$. Hence the continuum limit of the reconstruction map is local, at least at the level quadratic in the spacetime curvature. This result holds in the absence of a physical discreteness scale or fundamental non-locality scale and implies that at quadratic order the bare and fixed-point actions are either both local or both non-local. Thirdly, in the absence of a fundamental scale the divergences in the continuum limit of the reconstruction map are strictly powerlaw and organized in such a way that the dimensionless coupling constants associated with powercounting relevant and marginal operators receive a finite corrections. In contrast, the presence of other fundamental mass scales makes the reconstruction map logarithmically divergent.

Our results have deep implications when relating the Monte Carlo approach to quantum gravity based on Causal Dynamical Triangulations (CDT) [11, 13] and the functional renormalization group based on the effective average action. Since practical computations carried out in the CDT framework come with finite UV- and IR-cutoffs (which ought to be removed in the continuum limit though) our results establish that $\Gamma_*$ should actually contain non-local terms. This is in line with the explicit reconstruction of $\Gamma^A_*$ based on CDT correlation functions [39] where non-local terms played a crucial role in reproducing the correlation functions obtained from the Monte Carlo simulations. For earlier results relating the spectral dimension obtained from the two approaches see [40–42].

At this stage, determining the momentum-dependent form factors in $\Gamma_*$ from first principles is still subject to ongoing research [37, 43–49]. We stress that the specific non-local structure of $\Gamma_*$ does not have direct implications for unitarity. Firstly, any physics implications should be checked at the level of the effective action $\Gamma_k \to \infty$. This applies specifically to the dressed propagator [44, 51–53] and scattering amplitudes [51, 54, 55]. Secondly, non-localities in the effective action could organize themselves in terms of the typical patterns encountered in string theory [56]. This would strengthen the connection the connection between asymptotic safety and string theory recently explored in [57–62] or non-local, ghost-free gravity discussed in [63].
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Appendix A: Evaluating the reconstruction formula at one-loop

Using the saddle point expansion to one-loop order, the relation between $\Gamma^A_*$ and $S_A$ is given by the reconstruction formula (10). This also entails the relation between $S^{\text{bare}}$ and $\Gamma_*$ in the limit $\Lambda \to \infty$. In this appendix we give the technical details leading to the result (15). We then review the computation of the regulated Hessians appearing in the argument of the logarithm in App. A1 and subsequently proceed with the evaluation of the supertrace via non-local heat kernel techniques in App. A2. Throughout the computation we employ a generic regulator $R_A$ and resort to a specific choice in the final evaluation of the form factors $Q_i$ in eq. (15) only. Notably, similar computations at the level of the FRGE (5) have already been carried out in [31, 34].
1. Constructing the Trace Arguments

The evaluation of (10) utilizes the background field method, decomposing the Euclidean spacetime metric $g_{\mu\nu}$ into a fixed but arbitrary background metric $\bar{g}_{\mu\nu}$ and fluctuations $h_{\mu\nu}$. We employ the linear split

$$g_{\mu\nu} = \bar{g}_{\mu\nu} + h_{\mu\nu}.$$  \hfill (A1)

It is then technically convenient to decompose the fluctuations into their trace and traceless parts

$$h_{\mu\nu} = \hat{h}_{\mu\nu} + \frac{1}{4} \bar{g}_{\mu\nu} h, \quad \text{with} \quad \bar{g}^{\mu\nu} \hat{h}_{\mu\nu} = 0, \ h = \bar{g}^{\mu\nu} h_{\mu\nu}. \hfill (A2)$$

Throughout this appendix, we use the conventions that tensors and covariant derivatives constructed from $\bar{g}_{\mu\nu}$ carry a bar.

The next step determines the second variation $S_\Lambda^{(2)}[h;\bar{g}]$ from the Einstein-Hilbert action supplemented by a background gauge fixing term

$$S_\Lambda[h;\bar{g}] = \frac{1}{16\pi G_\Lambda} \int d^4x \sqrt{\bar{g}} \left( 2\bar{\lambda}_\Lambda - \bar{R} \right) + \frac{1}{32\pi G_\Lambda} \int d^4x \sqrt{\bar{g}} \bar{g}^{\mu\nu} F_\mu F_\nu. \hfill (A3)$$

For concreteness, we adopt harmonic gauge

$$F_\mu = \bar{D}^\nu h_{\mu\nu} - \frac{1}{2} \bar{D}_\mu h. \hfill (A4)$$

This has the technical advantage that all derivatives appearing in $S_\Lambda^{(2)}$ combine into Laplacians $\Box = -\bar{g}^{\mu\nu} \bar{D}_\mu \bar{D}_\nu$. The ghost action accompanying this choice is

$$S_\Lambda^{\text{host}}[C,\bar{C},h;\bar{g}] = -\sqrt{2} \int d^4x \sqrt{\bar{g}} \bar{C}_\mu \left[ \delta_\mu^\nu \bar{D}^2 + \bar{R}^{\mu\nu} \right] C^\nu, \hfill (A5)$$

where we simplified the expression by restricting ourselves to the terms quadratic in the fluctuation fields.

We then expand (A3) in powers of the fluctuation field. The terms quadratic in $h_{\mu\nu}$ read

$$S_\Lambda^{\text{quad}}[h;\bar{g}] = \frac{1}{32\pi G_\Lambda} \int d^4x \sqrt{\bar{g}} h_{\mu\nu} \left( K^{\mu\nu}_{\rho\sigma} \Box + U^{\mu\nu}_{\rho\sigma} \right) h^{\rho\sigma}, \hfill (A6)$$

with the tensors $K$ and $U$ given by

$$K^{\mu\nu}_{\rho\sigma} = \frac{1}{4} \left( \delta^\mu_\rho \delta^\nu_\sigma + \delta^\nu_\rho \delta^\mu_\sigma - \bar{g}^{\mu\nu} g^{\rho\sigma} \right),$$

$$U^{\mu\nu}_{\rho\sigma} = K^{\mu\nu}_{\rho\sigma} \left( \bar{\lambda} - 2\bar{\lambda}_\Lambda \right) + \frac{1}{2} \left( \bar{g}^{\mu\nu} \bar{R}_{\rho\sigma} + g_{\rho\sigma} \bar{R}^{\mu\nu} \right) - \frac{1}{4} \left( \delta^\rho_\mu \delta^\nu_\sigma + \delta^\nu_\rho \delta^\mu_\sigma + \delta^\rho_\nu \delta^\mu_\sigma + \delta^\rho_\mu \delta^\nu_\sigma \right) - \frac{1}{2} \left( \bar{R}^{\rho\mu} + \bar{R}^{\nu\mu} \right). \hfill (A7)$$

Upon substituting the decomposition (A2), this expression simplifies to

$$S_\Lambda^{\text{quad}}[h;\bar{g}] = \frac{1}{32\pi G_\Lambda} \int d^4x \sqrt{\bar{g}} \left( \frac{1}{2} \hat{h}_{\mu\nu} \left( \Box - 2\bar{\lambda}_\Lambda + \bar{R} \right) \hat{h}^{\mu\nu} - \frac{1}{8} h \left( \Box - 2\bar{\lambda}_\Lambda \right) h - \bar{R}_{\mu\nu} \hat{h}^{\mu\nu} \hat{h}_{\rho\sigma} \bar{R}_{\rho\sigma} \hat{h}^{\rho\sigma} \right). \hfill (A8)$$

Based on eqs. (A8) and (A5) it is then straightforward to read off the Hessians

$$\left( 32\pi G_\Lambda \right) S_T^{(2)} \left( S_T^{(2)} \right)^\gamma_{\alpha\beta} = \left( \Box - 2\bar{\lambda}_\Lambda \right) \Pi_T^{\gamma\sigma}_{\alpha\beta} + \frac{2}{3} \bar{R} \Pi_T^{\gamma\sigma}_{\alpha\beta} - \bar{C}^{\alpha}_{\gamma\beta} - \bar{C}^{\beta}_{\gamma\alpha}, \hfill (A9)$$

and

$$\left( S_\Lambda^{(2)} \right)^\mu_\nu = \sqrt{2} \left( \Box - \bar{R}^{\mu\nu} \right).$$

Here $T, S, V$ label the contribution in the traceless-tensor sector, scalar fluctuations and ghosts, respectively. Moreover, we denote the unit matrix on the space of traceless tensors by $\Pi_T^{\mu\nu}_{\rho\sigma} = \frac{1}{2} \left( \delta^\mu_\rho \delta^\nu_\sigma + \delta^\nu_\rho \delta^\mu_\sigma - \frac{1}{4} g_{\rho\sigma} g^{\mu\nu} \right)$. Comparing the expressions (A9) to the definition (12) yields the explicit expression for the endomorphism $\mathbb{E}$ in each sector

$$\left( \mathbb{E}_T \right)^\gamma_{\alpha\beta} = \frac{2}{3} \bar{R} \Pi_T^{\gamma\sigma}_{\alpha\beta} - \bar{C}^{\gamma}_{\alpha\beta} - \bar{C}^{\alpha}_{\gamma\beta}, \quad \mathbb{E}_S = 0, \quad \left( \mathbb{E}_V \right)^\mu_\nu = -\bar{R}^{\mu\nu}. \hfill (A10)$$
Combining these endomorphisms with the $\Box$-operator then yields the differential operators appearing inside the trace

$$\Delta_T \equiv \Box + \mathcal{E}_T, \quad \Delta_S \equiv \Box, \quad \Delta_V \equiv \Box + \mathcal{E}_V. \quad (A11)$$

As final ingredient, we have to specify the regulator function $\mathcal{R}_\Lambda$. The corresponding functions are generated by the replacement rule

$$\Delta_i \mapsto \Delta_i + \Lambda^2 r_\Lambda(\Delta_i/\Lambda^2), \quad i = \{T, S, V\}, \quad (A12)$$

where $r_\Lambda(z)$ is a dimensionless profile function. This rule fixes $\mathcal{R}_\Lambda$ in terms of $r_\Lambda(z)$, including all prefactors. Notably, the regulator also contains the endomorphism piece, which in the nomenclature introduced in [30], corresponds to a regulator of type II. This choice aids the subsequent computation since the functions appearing within the trace become simple in the sense that they depend on a single type of differential operator only.

2. Evaluation of the trace via non-local heat kernel techniques

At this stage, we have all the ingredients entering into the trace appearing on the right-hand side of eq. (10). Using that $S^{(2)}_\Lambda$ and $\mathcal{R}_\Lambda$ are block diagonal and utilizing the definitions (A11), we obtain

$$T = \frac{1}{2} \text{Tr}^T \left[ \ln \left( \frac{1}{32\pi G_\Lambda M^4} \left( \Delta_T + \Lambda^2 r_\Lambda \left( \frac{\Delta_T}{\Lambda^2} \right) - 2\lambda_\Lambda \right) \right) \right]
+ \frac{1}{2} \text{Tr}^S \left[ \ln \left( \frac{1}{128\pi G_\Lambda M^4} \left( \Delta_S + \Lambda^2 r_\Lambda \left( \frac{\Delta_S}{\Lambda^2} \right) - 2\lambda_\Lambda \right) \right) \right]
- \text{Tr}^V \left[ \ln \left( \frac{1}{M^2} \left( \Delta_V + \Lambda^2 r_\Lambda \left( \frac{\Delta_V}{\Lambda^2} \right) \right) \right) \right]. \quad (A13)$$

Here the superscripts $\{T, S, V\}$ indicate that the trace is over traceless symmetric tensors, scalars, and vectors, respectively. The subscript $\Lambda$ implies that fluctuations with eigenvalues $p^2 > \Lambda^2$ are excluded from the trace, i.e., $\text{Tr}_\Lambda[\hat{X}] \equiv \text{Tr}[\theta(\Lambda^2 - p^2)\hat{X}]$. Furthermore, we dropped a field-independent infinite constant. The structure of the trace arguments suggests writing eq. (A13) in a unifying way,

$$T = \frac{1}{2} \text{Tr}^T [W^T(\Delta_T)] + \frac{1}{2} \text{Tr}^S [W^S(\Delta_S)] - \text{Tr}^V [W^V(\Delta_V)], \quad (A14)$$

with the function inside the trace having the general form

$$W^i(z) = \theta(\Lambda^2 - z) \ln \left( \frac{z}{\Lambda^2} + r_\Lambda \left( \frac{z}{\Lambda^2} + \beta_i \right) \right). \quad (A15)$$

The dimensionless constants can be read off from comparing eqs. (A13) and (A15) and read

$$\alpha_T = \frac{\Lambda^4}{32\pi G_\Lambda M^4}, \quad \alpha_S = \frac{\Lambda^4}{128\pi G_\Lambda M^4}, \quad \alpha_V = \frac{\Lambda^2}{M^2}, \quad (A16)$$

$$\beta_T = -2\lambda_\Lambda, \quad \beta_S = -2\lambda_\Lambda, \quad \beta_V = 0.$$ Here $g_\Lambda \equiv \bar{G}_\Lambda \Lambda^2$ and $\lambda_\Lambda \equiv \bar{\lambda}_\Lambda \Lambda^{-2}$ are the dimensionless Newton coupling and cosmological constant. At this point the evaluation of $T$ has been reduced to evaluating a trace of the form

$$\text{Tr}[W(\Delta)] = \int_0^\infty ds \tilde{W}(s) \text{Tr}[e^{-s\Delta}]. \quad (A17)$$

Here $\tilde{W}(s)$ is the inverse Laplace transform of $W(z)$ which, in the present computation, takes the generic form (A15).

The trace of the heat kernel has the following expansion to second order in the curvature [27, 64]

$$\text{Tr}[e^{-s\Delta}] = \frac{1}{(4\pi s)^2} \int d^4x \sqrt{g} \text{tr} \left\{ 1 - s\mathcal{E} + \frac{s}{6} \mathcal{R} + s^2 \left[ R_{\mu\nu} f R_{\rho\sigma} (s\Box) R_{\mu\nu} \mathcal{R} + R_{\mu\nu} f_{R_{\rho\sigma}} R_{\mu\nu} \right] \right\}. \quad (A18)$$
Thus the only non-vanishing trace in this sector is the commutator of the covariant derivative, \( f_1(s\Box) \) are given by

\[
\begin{align*}
    f_{Ric}(x) &= \frac{f(x) - 1 + \frac{s}{x}}{x^2}, \\
    f_R(x) &= \frac{f(x)}{32} + \frac{f(x) - 1}{8x} - \frac{f(x) - 1 + \frac{s}{x}}{8x^2}, \\
    f_{RE}(x) &= -\frac{f(x)}{4} - \frac{f(x) - 1}{2x}, \\
    f_E(x) &= \frac{f(x)}{2}, \\
    f_\Omega &= -\frac{f(x) - 1}{2x},
\end{align*}
\]

(A19)

with the universal heat-kernel function \( f \) given by

\[
f(x) = \int_0^1 d\xi e^{-\xi(1-x)}.
\]

(A20)

The functions \( f_i(x) \) are non-polynomial in their argument, so that the expansion (A18) is non-local. Note that, in principle there could be a form factor associated with the square of the Riemann tensor. The Bianchi identity allows to map these contributions to the form factors \( f_{Ric}(x) \) and \( f_R(x) \) through the identity [36]

\[
\int d^4x \sqrt{g} \{ R^\rho\sigma\mu\nu \Box^n R_{\rho\sigma\mu\nu} - 4 R^\mu\nu \Box^n R_{\mu\nu} + R \Box^n R \} = O(R^3), \quad n \geq 1.
\]

(A21)

We then use this identity to eliminate the Riemann-squared terms, writing our results in the “Ricci-basis” spanned by the square of the Ricci scalar and Ricci tensor.

Substituting the non-local heat-kernel expansion (A18) into (A17) leads to the following expression

\[
\begin{align*}
    \text{Tr} [W(\Delta)] &= \frac{1}{(4\pi)^2} \int d^4x \sqrt{g} \int_0^\infty ds \tilde{W}(s) \left( s^{-2} \text{tr}\{1\} - s^{-1} \text{tr}\{\Box\} - \frac{R}{6} s^{-1} \text{tr}\{\Box\} + R_{\rho\sigma\mu\nu} f_{Ric}(s\Box) R_{\rho\sigma\mu\nu} \text{tr}\{1\} \right. \\
    &\quad + R f_R(s\Box) \text{tr}\{\Box\} + R f_{RE}(s\Box) \text{tr}\{\Box\} + \text{tr} \left[ \{ E f_E(s\Box) \} + \text{tr} \{ \Omega_{\mu\nu} f_\Omega(s\Box) \Omega^{\mu\nu} \} \right] \}.
\end{align*}
\]

(A22)

At this stage, the evaluation of the reconstruction formula has boiled down to evaluating the \( s \)-integrals and the traces over the internal space. With respect to the former, we note that the functions (A19) are linear combinations of \( f(x), \frac{f(x) - 1}{x} \) and \( \frac{f(x) - 1 + \frac{s}{x}}{x^2} \). The integrals including the inverse Laplace transform can then be expressed as integrals including the initial function \( W(z) \) through the standard Mellin transform [7, 65]

\[
Q_n[W] = \int_0^\infty ds s^{-n} \tilde{W}(s) = \frac{1}{\Gamma(n)} \int_0^\infty dz z^{n-1} W(z),
\]

(A23)

and its extension to form factors [47]

\[
\begin{align*}
    C_1[W](z) &= \int_0^\infty ds \tilde{W}(s) f(sz) = 2 \int_0^{1/4} du \frac{W(uz)}{\sqrt{1 - 4u}}, \\
    C_2[W](z) &= \int_0^\infty ds \tilde{W}(s) f(sz) - 1 = \int_0^{1/4} du \frac{W(uz)}{\sqrt{1 - 4u}}, \\
    C_3[W](z) &= \int_0^\infty ds \tilde{W}(s) f(sz) - 1 + \frac{s^2}{(sz)^2} = \frac{1}{6} \int_0^{1/4} du (1 - 4u)^{3/2} W(uz).
\end{align*}
\]

(A24)

The values of the traces over internal indices depend on the internal space. In the scalar sector \( \Omega_{\mu\nu} = 0 \) and \( E^S = 0 \). Thus the only non-vanishing trace in this sector is

\[
\text{tr}^S\{1\} = 1.
\]

(A25)

For vectors and traceless symmetric tensors we encounter four distinct trace structures which evaluate to

\[
\begin{align*}
    \text{tr}^V\{1\} &= 4, & \text{tr}^V\{E^V\} &= -R, & \text{tr}^V\{E^V C(\Box) E^V\} &= R_{\mu\nu} C(\Box) R^{\mu\nu}, & \text{tr}^V\{\Omega_{\mu\nu} C(\Box) \Omega^{\mu\nu}\} &= -R_{\rho\sigma\mu\nu} C(\Box) R^{\rho\sigma\mu\nu},
\end{align*}
\]

(A26)

and

\[
\begin{align*}
    \text{tr}^T\{1\} &= 9, & \text{tr}^T\{E^T\} &= 6R, \\
    \text{tr}^T\{E^T C(\Box) E^T\} &= 5R C(\Box) R - 6R_{\mu\nu} C(\Box) R^{\mu\nu} + 3R_{\mu\nu\rho\sigma} C(\Box) R^{\mu\nu\rho\sigma}, & \text{tr}^T\{\Omega_{\mu\nu} C(\Box) \Omega^{\mu\nu}\} &= -6R_{\rho\sigma\mu\nu} C(\Box) R^{\rho\sigma\mu\nu}.
\end{align*}
\]

(A27)
The traces in the vector and tensor sector still contain contributions which are not adapted to the Ricci-basis. We then rewrite the terms including the square of the Riemann tensor by means of (A21). For vectors, this implies
\[
\text{tr}^V\{\Omega_{\mu\nu}C(\Box)\Omega^{\mu\nu}\} \simeq -4R_{\mu\nu}C(\Box)R^{\mu\nu} + RC(\Box)R, \tag{A28}
\]
while in the tensor sector we obtain
\[
\text{tr}^T\{\varepsilon^T C(\Box)\varepsilon^T\} \simeq 2RC(\Box)R + 6R_{\mu\nu}C(\Box)R^{\mu\nu}, \tag{A29}
\]
\[
\text{tr}^T\{\Omega_{\mu\nu}C(\Box)\Omega^{\mu\nu}\} \simeq -24R_{\mu\nu}C(\Box)R^{\mu\nu} + 6RC(\Box)R. \tag{A30}
\]
In contrast to the results (A26) and (A27), these expressions are not exact but valid up to terms of third order in the spacetime curvature only.

At this point we can evaluate the traces in (A14) explicitly in terms of the \(Q\)-functionals (A23) and \(C\)-functionals (A24). Utilizing the explicit result for the traces and limiting to terms quadratic in the spacetime curvature we obtain
\[
\text{Tr}^S [W^S(\Delta)] = \frac{1}{16\pi^2} \int d^4x \sqrt{g} \left( Q_2 - \frac{Q_1}{6} R + R_{\mu\nu}C_3 R^{\mu\nu} + R \left( \frac{1}{32} C_1 + \frac{1}{8} C_2 - \frac{1}{8} C_3 \right) R \right), \tag{A31}
\]
as well as
\[
\text{Tr}^V [W^V(\Delta)] = \frac{1}{16\pi^2} \int d^4x \sqrt{g} \left( 4Q_2 + \frac{Q_1}{3} R + R_{\mu\nu} \left( \frac{1}{2} C_1 + 2C_2 + 4C_3 \right) R^{\mu\nu} + R \left( \frac{3}{8} C_1 + \frac{1}{2} C_2 - \frac{1}{2} C_3 \right) R \right), \tag{A32}
\]
\[
\text{Tr}^T [W^T(\Delta)] = \frac{1}{16\pi^2} \int d^4x \sqrt{g} \left( 9Q_2 - \frac{15Q_1}{2} R + R_{\mu\nu} (3C_1 + 12C_2 + 9C_3) R^{\mu\nu} - R \left( \frac{7}{32} C_1 + \frac{39}{8} C_2 + \frac{9}{8} C_3 \right) R \right). \tag{A33}
\]
All \(C\)-functions are evaluated at \(C[W^i(\Box)]\) and we have suppressed their arguments for the sake of readability. The final result for the evaluated reconstruction formula is then obtained by substituting these traces into (A14)
\[
\Gamma^\Lambda_\Lambda - S_\Lambda = \frac{1}{32\pi^2} \int d^4x \sqrt{g} \left( Q_\Lambda + Q_G R + \Gamma Q_R(\Box) R + R_{\mu\nu} Q_{Ric}(\Box) R^{\mu\nu} \right), \tag{A34}
\]
The \(Q\)-functionals appearing in the local part of the action are
\[
Q_\Lambda = Q_2 [W^S] - 8Q_2 [W^V] + 9Q_2 [W^T], \quad Q_G = -\frac{1}{6} Q_1 [W^S] - \frac{2}{3} Q_1 [W^V] - \frac{15}{2} Q_1 [W^T]. \tag{A35}
\]
Furthermore, we have two non-local form factors appearing at the second order of the spacetime curvature:
\[
Q_R = \frac{3}{32} C_1 [W^S] + \frac{1}{8} C_2 [W^S] - \frac{1}{8} C_3 [W^S] - \frac{3}{4} C_1 [W^V] - C_2 [W^V] + C_3 [W^V], \tag{A36}
\]
\[
Q_{Ric} = C_3 [W^S] - C_1 [W^V] - 4C_2 [W^V] - 8C_3 [W^V] + 3C_1 [W^T] + 12C_2 [W^T] + 9C_3 [W^T]. \tag{A37}
\]
Eqs. (A33)-(A35) are the main result of our work. They give the relation between \(S_\Lambda\) and \(\Gamma^\Lambda_\Lambda\) tracking all non-local terms appearing at second order of the spacetime curvature.

3. Evaluating the Threshold Integrals

In order to draw conclusions about the non-local nature of (A33) one has to investigate the structure of the \(Q\)-functionals and form factors \(C_n\) and determine their limiting behavior as \(\Lambda \to \infty\). In order to illustrate the generic behavior, we will resort to a mass-type regulator where \(r^\Lambda (\Box/A^2) = 1\). This choice is not crucial for the restoration of locality in the limit \(\lim_{\Lambda \to \infty} \Gamma^\Lambda_\Lambda\). Since all admissible regulators \(R_\Lambda\) diverge as \(k \to \Lambda \to \infty\), they all fulfill the compatibility condition [23]. We also checked by explicit computation that a Litim-type regulator leads to results that are qualitatively identical to the ones reported for \(r^\Lambda = 1\).
When writing down the results for the threshold integrals, it is convenient to introduce the dimensionless variable
\[ x \equiv \frac{\Box}{\Lambda^2}, \quad x \leq 1, \] (A36)
where we use that the theory does not contain fluctuations with eigenvalues of \( \Box \) larger than \( \Lambda^2 \). Substituting (A15) into (A23) and evaluating the final integral then yields
\[ Q_2[W^i] = \frac{A^2}{2} \left( \ln(\alpha_i) + \frac{1}{2} + \beta_i + (1 + \beta_i)^2 \ln(1 + \beta_i) - \beta_i(2 + \beta_i) \ln(2 + \beta_i) \right), \]
\[ Q_1[W^i] = A^2 \left( \ln(\alpha_i) + (2 + \beta_i) \ln(2 + \beta_i) - (1 + \beta_i) \ln(1 + \beta_i) - 1 \right), \] (A37)
Analogously the evaluation of (A24) gives
\[ C_1[W^i] = \ln(\alpha_i) + \ln(1 + \beta_i) - 2 - \frac{1}{x} \ln \left( \frac{1 - \bar{x}}{1 + \bar{x}} \right), \]
\[ C_2[W^i] = -\frac{1}{6} \left( \ln(\alpha_i) + \ln(1 + \beta_i) - \frac{8}{3} + \frac{8(1 + \beta_i)}{x} - \frac{1}{x^2} \ln \left( \frac{1 - \bar{x}}{1 + \bar{x}} \right) \right), \]
\[ C_3[W^i] = \frac{1}{60} \left( \ln(\alpha_i) + \ln(1 + \beta_i) - \frac{2}{5} - \frac{8(3(1 + \beta_i) + x)(4(1 + \beta_i) + x)}{3x^2} - \frac{1}{x^3} \ln \left( \frac{1 - \bar{x}}{1 + \bar{x}} \right) \right), \] (A38)
where we introduced the combination \( \bar{x} \equiv \left( \frac{\alpha}{1 + \alpha + \beta + x} \right)^{1/2} \) to write the arguments of the logarithms in compact form.

At this stage we make the following observations. Firstly, the \( Q \)-functionals are independent of \( x \). Hence these contributions are local. The non-trivial dependence on \( \Box \) appears in the form factors \( C_n \). A priori these expressions seems to contain non-localities in the form of inverse powers of the Laplacian, leading to poles as \( x \to 0 \). The computation of the residues associated with these negative powers reveals that there are also contributions from the logarithm-terms so that all negative powers of \( x \) actually vanish. Consequently, the limit \( x \to 0 \) is finite. Explicitly, the expansion of (A38) for \( \Lambda \to \infty \) (corresponding to sending \( x \to 0 \)) yields
\[ \lim_{\Lambda \to \infty} C_1[W^i] = \ln(\alpha_i(1 + \beta_i)), \quad \lim_{\Lambda \to \infty} C_2[W^i] = -\frac{1}{6} \ln(\alpha_i(1 + \beta_i)), \quad \lim_{\Lambda \to \infty} C_3[W^i] = \frac{1}{60} \ln(\alpha_i(1 + \beta_i)). \] (A39)
The remarkable property of this result is that it is actually independent of the choice of regulator as long as \( \lim_{\Lambda \to \infty} t_{\Lambda} \left( \Box/\Lambda^2 \right) = 1 \). This is readily verified by taking the limit \( \Lambda \to \infty \) before evaluating the form factor integrals (A24).

For completeness, we give the explicit expression for the \( Q \)-functionals appearing in (A33). Substituting the results (A37) and (A38) into (A34) gives
\[ Q_\Lambda = \frac{A^4}{2} \left( -20\Lambda + 10(1 - 2\Lambda)^2 \ln(1 - 2\Lambda) + 40\Lambda(1 - \Lambda) \ln(2 - 2\Lambda) + 12 \ln \left( \frac{\Lambda^2}{M^2} \right) - 10 \ln \left( 32\pi G \Lambda^2 \right) - 2 \ln(2) \right), \]
\[ Q_G = \frac{A^2}{6} \left( 50 + 46(1 - 2\Lambda) \ln(1 - 2\Lambda) - 92(1 - \Lambda) \ln(2 - 2\Lambda) - 96 \ln \left( \frac{\Lambda^2}{M^2} \right) + 46 \ln \left( 32\pi G \Lambda^2 \right) - 6 \ln(2) \right), \] (A40)
while the evaluation of yields (A35)
\[ Q_R = -\frac{2627}{3600} + \frac{1417 - 2466\Lambda}{180 x} + \frac{1 - 36\Lambda(1 - \Lambda)}{15 x^2} + \frac{97}{160} \ln(1 - 2\Lambda) - \frac{1 + 10\bar{x}^2}{60 x^3} - \frac{45\bar{x}^4}{x^5} \ln \left( \frac{1 - \bar{x}}{1 + \bar{x}} \right), \]
\[ + \frac{3 - 130\bar{x}^2 + 30\bar{x}^4}{160 x^5} \ln \left( \frac{1 - \bar{x}}{1 + \bar{x}} \right) + \frac{31}{48} \ln \left( \frac{\Lambda^2}{M^2} \right) - \frac{97}{160} \ln \left( 32\pi G \Lambda^2 \right) - \frac{1}{16} \ln(2), \]
\[ Q_{\text{Ric}} = -\frac{41}{75} - \frac{4(127 - 430\Lambda)}{45 x} + \frac{16(1 - 20\Lambda(1 - \Lambda))}{15 x^2} + \frac{7}{6} \ln(1 - 2\Lambda) + \frac{2 - 10\bar{x}^2 - 15\bar{x}^4}{15 x^3} \ln \left( \frac{1 - \bar{x}}{1 + \bar{x}} \right), \]
\[ - \frac{1 - 12\bar{x}^2 + 18\bar{x}^4}{6 \bar{x}^5} \ln \left( \frac{1 - \bar{x}}{1 + \bar{x}} \right) + \frac{28}{15} \ln \left( \frac{\Lambda^2}{M^2} \right) - \frac{7}{6} \ln \left( 32\pi G \Lambda^2 \right) - \frac{1}{30} \ln(2). \] (A41)
Here we used the subscript on \( \bar{x} \) to discriminate \( \bar{x}_0 = \bar{x}|_{\beta = 0} \) and \( \bar{x}_\Lambda = \bar{x}|_{\beta = -2\Lambda} \) and substituted \( g = G \Lambda^2 \) to make the dependence on the UV-cutoff explicit. Thus there is no accidental cancellation of the non-local terms when combining
the contributions from the scalar, vector, and tensor sector. This also holds when setting $\lambda = 0$. This completes our evaluation of the reconstruction formula.
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