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Abstract—Content caching is a widely studied technique aimed to reduce the network load imposed by data transmission during peak time while ensuring users’ quality of experience. It has been shown that when there is a common link between caches and the server, delivering contents via the coded caching scheme can significantly improve performance over conventional caching. However, finding the optimal content placement is a challenge in the case of heterogeneous users’ behaviours. In this paper we consider heterogeneous number of demands and non-uniform content popularity distribution in the case of homogeneous and heterogeneous user-preferences. We propose a hybrid coded-uncoded caching scheme to trade-off between popularity and diversity. We derive explicit closed-form expressions of the server load for the proposed hybrid scheme and formulate the corresponding optimization problem. Results show that the proposed hybrid caching scheme can reduce the server load significantly and outperforms the baseline pure coded and pure uncoded and previous works in the literature for both homogeneous and heterogeneous user preferences.
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1 INTRODUCTION

1.1 Background

The global increase in the penetration of high throughput wireless devices such as tablets and smartphones has significantly facilitated the growing demand for mobile content through wireless media in recent years. Deploying small base stations (SBSs) to increase spatial reuse of the frequency spectrum by shrinking the network cells size is a promising solution to alleviate this growth and has stimulated many research initiatives [2]. Nonetheless, the high cost of wired links and the bottleneck of wireless links still poses as the main obstacle to providing high-speed backhaul to connect SBSs to the core network in this approach. To address this problem in content delivery scenarios, caching popular contents at these SBSs has been proposed to relieve the need for high-speed backhaul links [3]–[5].

In general, conventional caching methods attempt to cache the most popular contents located at close proximity of end-users such that the requests for popular contents are directly served from the local caches. This results in the so-called local caching gain, which is proportional to the local memory size. In [6], the authors introduced a novel coded caching scheme that significantly improves performance over conventional caching by leveraging the multicasting nature of the shared (such as wireless) medium even for caches with distinct demands. Their scheme, in addition to the local caching gain, results in global caching gain through using coded-multicast opportunities. The global caching gain is proportional to the aggregate memory of all the caches, where every user benefits from its cache contents to decode the desired content and to remove the interference in the coded message due to other caches requests. This idea has been further generalized to hierarchical coded caching [7], multi-server coded caching [8], decentralized coded caching [9]–[11], online coded caching [12], device to device (D2D) coded caching [13], hybrid server-D2D coded caching [14], coded caching with asynchronous user requests [15], and coded caching with multiple file requests [16]–[18].

To increase multicasting opportunities in coded caching, diverse parts of the library should be cached among different users, i.e. the diversity principle. However, in a set-up with non-uniform content popularity distribution, it is desirable to cache more popular contents with higher frequency, i.e. the popularity principle, which makes the cache contents of different users almost the same. As these two principles, namely diversity and popularity, are in tension, cache placement design in such scenarios is very challenging.

Heterogeneity can affect on the tension between diversity and popularity by affecting on multicasting opportunities. We can divide heterogeneity in caching into two main architectural and users’ behavioral categories. Architectural heterogeneity includes different content and cache sizes and unequal users’ downloading rate [19]–[22]. Users’ behavioral heterogeneity includes different users’ preferences [23], [24] and different numbers of users’ requests at each time slot [25].

In this paper, we investigate the content caching in a shared medium network and propose a hybrid coded-uncoded caching under heterogeneous users’ behaviors in order to minimize the shared medium traffic volume. We consider a caching scheme which partitions the contents
into three groups; coded-cached, uncoded-cached, and non-cached ones. In particular, we first focus on the problem of coded caching for non-uniform user-independent (homogeneous i.e., it is identical for all users) content popularity distribution where each user may request multiple contents in each query. Then, we generalize this problem to non-uniform user-dependent (heterogeneous) content popularity distribution. In both cases, we derive explicit closed-form expressions of the shared medium traffic for the proposed hybrid coded caching scheme. In fact, this scheme proposes the optimal trade-off between popularity (uncoded caching gain) and diversity (coded caching gain).

In practice, the proposed heterogeneous caching scenario corresponds to a cellular network that includes a Macro Base Station (MBS) and multiple SBSs where each SBS is equipped with a limited size cache and serves multiple users. In this regard, on one hand, the number of requests each SBS sends to MBS in each query (or time slot), depends on the number of users it serves. On the other hand, the number of requests for each content depends on the popularity distribution over the SBS coverage area.

Finally, the numerical and simulation results show that the proposed hybrid caching outperforms the baseline pure coded, pure uncoded and previous works as well as the two-partitioning scheme reported in [26]–[30] for both SBS-independent and SBS-dependent content popularity distributions.

1.2 Organization

The rest of the paper is organized as follows. In Section 2, an overview of the coded caching is provided and related works are reviewed. In Section 3, the system model is introduced. The proposed caching schemes for multiple requests with SBS-independent and SBS-dependent non-uniform demands is described in Section 4 and 5 respectively. This is followed by numerical analysis and simulation results in Section 6. Finally, Section 7 concludes the paper.

2 BACKGROUND OF CODED CACHING AND RELATED WORKS

In this section, we first summarize the coded caching scheme reported in [6] and then review the subsequent related works.

2.1 Background on Coded Caching

The authors in [6] consider a system with one server connected through a shared, error-free link to K users. The server access to the database of N contents each of size F bits. Each user is equipped with a cache memory of size MF bits. Their system operates in two phases: a placement phase and a delivery phase. In the placement phase, each content is split into \( \binom{F}{T} \) non-overlapping equal-sized sub-files, where \( T = K \times M/N \) and the size of each sub-file is equal to \( F/(K) \). The sub-files are distributed at caches such that each cache stores \( M/N \) of each content. Moreover, each sub-file has \( T \) copies in \( T \) different caches. In the delivery phase, each cache receives a request for a single content. The server then XORs the required sub-files by different caches according to a specific coding strategy and multicasts coded messages to the corresponding groups of \( T + 1 \) caches. The achievable rate of the coding strategy for serving all contents at the shared link is proven to be [6]:

\[
R = K \left( 1 - \frac{M}{N} \right) \min \left\{ \frac{1}{1 + K \times M/N}, \frac{N}{K} \right\}.
\]

(1)

Where \( K(1 - \frac{M}{N}) \) is the local caching gain and \( \frac{1}{1 + K \times M/N} \) is the global caching gain.

2.2 Related Works

Although the original coded caching scheme introduced in [6] performs well under homogeneous systems, the scheme is inefficient in non-uniform and heterogeneous content popularity and also heterogeneous architectural scenarios ([20]–[31]). In the non-uniform content popularity (user-independent), different contents have different popularity but the popularity of any particular content is the same for all users ([25]–[29], [31]). On the other side, in the user-dependent content popularity, in addition to the fact that the popularity of contents is not the same, also the popularity of each particular content is not the same for different users ([23], [24]). User-dependent content popularity is also called user preference in the literature.

To handle coded caching for non-uniform content popularity scenarios, one major approach in the literature is grouping contents based on their popularity ([25]–[29], [31]). For the first time, authors in [31] proposed a grouping method to address non-uniform content popularity. In their method, in the placement phase, the library is partitioned into almost equiprobable groups and each user’s cache is evenly shared among these groups. Finally, each group is treated as a single coded caching problem originally proposed in [6]. The efforts in [26]–[30] show that the asymptotically optimum placement strategy of grouping method of [31] is to partition the library into two groups: the popular contents are cached according to the scheme in [6] while the non-popular contents are not cached at all. However, authors in [25] show by some examples that when each cache receives multiple requests, in the grouping method of [31], partitioning the library altogether into three groups improves caching performance over two-partitioning placement strategies. In their method, the first part is cached fully at all the cache memories, and the second part is cached according to the original coded caching paradigm and the last part is not cached at all. Nevertheless, the authors in [25] assume that the library is divided into multiple levels, based on varying degrees of popularity. Besides, this work does not consider the closed-form expressions for the optimum partitioning under arbitrary popularity distribution.

Some works, such as [32] show that for uniform popularity distribution, the caching strategy proposed in [6] can be improved by removing sending some redundancy in the delivery phase. For example, suppose we have one content \( A \) of size \( F \) bits, three users, and a caching size of \( 1/3 \times F \) bits for each user. Based-on the placement strategy of [6], \( A \) is divided into 3 pieces \( A_1, A_2, A_3 \) which each piece cached in the corresponding user. In the delivery phase, the scheme in [6] suggests to broadcast \( A_1 \oplus A_2, A_1 \oplus A_3 \) and \( A_2 \oplus A_3 \) that provide a delivery rate of 1. But \( A_2 \oplus A_3 \) can be recovered from \( (A_1 \oplus A_2) \oplus (A_1 \oplus A_3) \), and therefore
we do not need to broadcast it and the delivery rate reduces to 2/3. Authors in [33] generalized this idea to propose a new coded caching strategy under uncoded placement to handle non-uniform demands. This strategy uses equal sub-packetization for all contents while allowing to allocate more cache to more popular content. However, they propose and analyze the delivery strategy only for the case of the existing two contents in the system.

Other approaches, such as [24], [34] used a structured clique cover algorithm for all demands of the users to handle coded caching with non-uniform content popularity and other aspects of heterogeneity. In [34], the authors introduced a coded caching scheme where the users have more than one request, and the content popularity is non-uniform. They used a random popularity-based algorithm for cache placement and adapting the idea of dividing each content into equal-sized sub-contents. Then, subsequently they used a greedy constrained local graph coloring technique to find multicast opportunities in the delivery phase. Authors in [24] consider heterogeneous user preferences. In this work, each user caches its most probable content at the placement phase, then in the delivery phase, based on the request and cached matrix, tries to gain from multicast opportunities. Therefore, these works do not consider any optimization for the placement phase.

The architectural heterogeneity in coded caching is considered in some works, such as [19]–[22]. Authors in [19] studied the coded caching with unequal link rates and proposed the use of nested coded modulation (NCM) coding in the delivery phase. However, the main drawback of this work is that the cache size for each user needs to be correctly allocated to adapt NCM transmission, in a way that users with lower link rate need a larger cache size. In [22], the authors analyzed the coded caching problem in a generalized scenario of the D2D coded caching [13], where the cache size of users is unequal. In addition, coded caching under non-uniform file-length, non-uniform users cache size, and non-uniform content popularity is considered in [20]. This work shows that finding optimal caching with the three aforementioned heterogeneity has exponential complexity. Therefore, they developed a tractable optimization problem corresponding to a caching scheme with the above three heterogeneities and showed numerically that it performs well compared to the original exponentially scaling problem. Authors in [21] also considered the coded caching problem under non-uniform users’ cache size and download rate. Some works, such as [35], [36] considered heterogeneous quality-of-service requirements in which each content may have various resolution copy based on the different users’ device resolution requirements. However, these works do not consider the heterogeneity of user behaviors, such as user-dependent content popularity, while, previous studies indicate that the global popularity cannot be directly used to infer the local popularity of contents [37].

Finally, the authors in [23] considered some aspects of two categories of heterogeneity, such as heterogeneous content sizes, heterogeneous cache size, and user-dependent content popularity. Although this work considers full heterogeneous content popularity, it analyzes the problem only for a very small scale such as a two users / two files scenario.

**TABLE 1: Summery of the main notation.**

| Symbol   | Explanation |
|----------|-------------|
| $n$      | generic content |
| $c$      | generic SBS (cache) |
| $i$      | generic step of sending coded contents |
| $N$      | number of contents |
| $F$      | size of each content(bit) |
| $K$      | number of SBS |
| $M$      | cache capacity of each SBS (content) |
| $Z_c$    | number of users (demands) in range of SBS $c$ |
| $Z_{max}$| $\max(\{Z_c\}_{c=1}^K)$ |
| $D_c$    | demand vector of SBS $c$ |
| $q_{coded}$ | probability of requesting the $i$th distinct coded content at the next request in SBS $c$ |
| $q_{uncoded}$ | probability of at least $i$ distinct requests in $q_{coded}$ at step $i$ |
| $P(c)$   | number of non-empty coded queues at step $i$ |
| $Q(c)$   | number of distinct request in the $q_{coded}$ |
| $Q_{ uncoded}$ | number of non-empty coded queues in first $c$ caches at step $i$ |
| $t_{(z)}$| number of distinct coded request in first $z$ requests that received by SBS $c$ |
| $g$      | generic group of SBSs |
| $Y_{n,c}$| indicate content $n$ is (or not) cached in SBS $c$ |
| $X_{n,g}$| indicate content $n$ is (or not) cached in group $g$ |
| $S_{c,g}$| indicate SBS $c$ is (or not) participate in group $g$ |
| $r_1$    | traffic load (MBS) for the coded contents |
| $r_1^{(i)}$ | $r_1$ at step $i$ |
| $r_2$    | traffic load (MBS) for uncached contents |
| $r$      | total traffic load of the MBS $(r_1 + r_2)$ |

### 3 System Model

We consider a cellular network that consists of one MBS, which is connected through a shared error-free link to $K$ SBSs, as depicted in Fig. 1. The content library has $N = \{W_1, W_2, \ldots, W_N\}$ distinct contents that are all accessible by the MBS. Without loss of generality, we assume that all contents have the same size equal to $F$ bits. Each SBS has a cache memory of size $M \times F$ bits for some integer number of $M \in [0, N]$, and SBS $c$ is responsible for serving $Z_c$ users where $c \in \{1, 2, \ldots, K\}$. Each user can connect and receive data from the MBS and only one SBS.

Similar to previous works, our system operates in two phases: the content placement phase and the content delivery phase. The placement phase is carried out during off-peak times. In this phase, the caching strategy determines some functions of all contents $S_c = f_c(W_1, \ldots, W_N)$, $c \in \{1, 2, \ldots, K\}$ that must be cached at each SBS based on the system parameters such as cache memory constraint and content popularity, then the caches are filled with corresponding contents from the library.

In the delivery phase, only the MBS has access to the whole library. Moreover, each SBS receives one request from each user connected to it within its range, resulting in a total of $Z_c$ requests. Therefore, each SBS may receive multiple requests for some contents of the library. Denote $D_c = [d_{1,c}, \ldots, d_{Z_c,c}]$ as the demand vector of SBS $c$, where $d_{i,c}$ is the content requested by user $i$. Moreover, the number of distinct contents in $D_c$ can be between 1 and $Z_c$ (due to
the possibility of duplicate requests for contents by different users). Upon duplicating the requests of the users in SBSs, the MBS receives the list of distinct requested contents from each SBS and then, sends information of size $R$ bits over the shared link to satisfy these requests. The content popularity distribution is arbitrary and can be SBS-dependent. We specify $p_{n,c}$ as the probability of requesting the content $W_n$ by users under coverage of SBS $c$, where $n \in \{1, 2, \ldots, N\}$, and $c \in \{1, 2, \ldots, K\}$.

In the delivery phase, the network load may be high, and the MBS suffers from low available bandwidth. Thus, our objective is to design a content caching scheme that minimizes the traffic load on the shared link, which is the bottleneck in the delivery phase. However, as we show in section 5, finding the optimal placement strategy of coded caching that minimizes the traffic load is intractable in the case of heterogeneous content popularity distribution across different SBSs (i.e., SBS-dependent content popularity).

In this paper, we first consider designing an optimal caching scheme for the case of SBS-independent content popularities in Section 4 as the assumption of homogeneous popularities has been adopted by many previous works. Then, we generalize the same problem to the case of SBS-dependent one, in Section 5.

### 4 SBS-INDEPENDENT NON-UNIFORM CONTENT POPULARITY WITH NON-UNIFORM MULTIPLE DEMANDS

In this section, we assume that the content popularity distribution is the same for all SBSs. Therefore $p_{n,c} = p_n$, where $c \in \{1, 2, \ldots, K\}$.

As mentioned before, previous works such as [26–30] show that dividing the contents into two groups is order-optimal for the coded caching scheme under non-uniform demands. Besides, [27], shows by some examples, that when each cache receives multiple requests, partitioning the library altogether into three groups improves caching performance over two-partitioning strategies. However, this work does not propose the closed-form expressions for optimizing partitioning. In this regard, in this section, we extend our previous grouping method of caching under non-uniform demands in [1] to non-uniform multiple requests and formulate the optimization problem for minimizing the load of the shared link by presenting the hybrid coded-uncoded caching scheme.

#### 4.1 The proposed SBS-independent caching scheme

In the placement phase of the proposed caching scheme, we categorize the contents into (at most) three groups based on their request probabilities. In particular, we first choose the $N_1$ most popular contents among all $N$ contents and then cache $M_1$ most popular contents among these $N_1$ selected ones entirely at all caches. Then, the remaining $N_1 - M_1$ contents are cached using the coded caching scheme proposed in [6]. Accordingly, each cache memory is divided into two parts: $M_1 \times F$ bits of each cache is allocated to the $M_1$ most popular contents, while the remaining $(M - M_1) \times F$ bits of memory are allocated to the coded caching scheme with a library size of $N_1 - M_1$ contents. In summary, the three groups of contents resulting from our scheme are:

1. $M_1$ most popular contents that are cached completely.
2. $(N_1 - M_1)$ popular contents that are cached according to [6].
3. $(N - N_1)$ least popular contents that are not cached at all.

In the delivery phase, each SBS receives $Z_c$ number of requests. The cache of each SBS locally serves the content requests belonging to the first group, whereas the MBS server is responsible for the requests belonging to the second and third groups. In order to perform the coded caching scheme, the MBS has to maintain the requests for coded contents of each SBS separately. In this regard, As shown in Fig. 1, the MBS owns $K$ distinct queues, where $q_{c, \text{coded}}$, $c \in \{1, 2, \ldots, K\}$ denotes the queue that stores the requests of SBS $c$ for coded contents. Moreover, requests are stored in $q_{c, \text{uncoded}}$ by an arbitrary ordering. In addition, the MBS has one single queue which stores the requests of all SBSs for uncoded contents, denoted by $q_{\text{uncoded}}$.

We now explain the steps involved in the transmission of coded messages. Initially, MBS collects all head-of-line (HoL) requests of the queues $q_{c, \text{coded}}$ ($c \in \{1, 2, \ldots, K\}$) and then, in order to respond to these requests, transmits the corresponding coded messages, following the scheme in [6]. The MBS then updates the HoL requests in the queues and repeats the same procedure, i.e., in step $i$, the $i$th row of all queues are considered by the coded scheme. Note that the number of requests in $q_{c, \text{coded}}$ could be less than $Z_c$ since some of the requests of SBS $c$ belong to either the first or the third group and thus are not stored in $q_{c, \text{coded}}$. Even requests belonging to the second group of contents might be repetitive and thus, are not stored in $q_{c, \text{coded}}$. Therefore, the number of queues involved in the coding process at step $i$ could be less than $K$ since some of the queues may not have any requests at step $i$. Moreover, the number of steps is at most $\max_{c \in \{1, \ldots, K\}} \{Z_c\}$, which happens when all requests of the SBS with the maximum number of users
are distinct and associated with the coded contents. Finally, after sending all requested contents belonging to the second group with the coded scheme, the MBS sends contents related to all requests in \( \gamma_{\text{uncoded}} \), which guarantees that all users will be able to retrieve their requested contents.

Fig. 1 depicts a scenario where the number of SBSs is \( K = 3 \). The SBSs 1, 2, and 3 are responsible for 8, 4, and 6 users, respectively, and thus, they receive \( Z_1 = 8 \), \( Z_2 = 4 \), and \( Z_3 = 6 \) requests, respectively. The total number of contents is \( N = 26 \) and are ordered based on their popularity (i.e., ‘A’ is the most popular content). The cache size is \( M = 5 \) contents, and we assume that \( M_1 = 3 \), and \( N_1 = 9 \). As a result, the contents ‘A’, ‘B’, and ‘C’ are cached entirely. Moreover, 6 contents (from ‘D’ to ‘T’) are cached based on the coded caching scheme. The remaining 17 less popular contents (from ‘J’ to ‘Z’) are not cached. In the delivery phase, the uncoded data is highlighted in pink, while the contents in yellow are to be transmitted in the coded manner. The contents in green are locally hit by the local cache of SBSs, without any further transmission from the MBS. In this figure, the HoLs of all the queues during the first, second, and third steps in coded transmissions consist of \( k_1 = 3 \), \( k_2 = 2 \), and \( k_3 = 1 \) content requests, respectively.

### 4.2 Performance analysis

In this sub-section, we determine the expected MBS traffic load as a function of \( M_1 \) and \( N_1 \). We then characterize the optimum partitioning strategy as an optimization problem to find the minimum load. In the following, we assume that contents are sorted according to their popularities, i.e. \( p_i \geq p_j \) if \( i \leq j \), (contents with a lower index are more popular). Also, the traffic load contributed by the MBS is either related to the requests belonging to the second group of contents (i.e. coded contents with index from \( M_1 + 1 \) to \( N_1 \)) or associated with requests belonging to the third group of contents (i.e. uncoded contents with index from \( N_1 + 1 \) to \( N \)). In this regard, in the following, we first derive the traffic related to each of these groups, separately, and then formulate the optimization problem.

In regard with the process explained in Section 3, we denote \( Q_i \) to be the random variable denoting the number of non-empty queues at step \( i \), where \( i = 1, 2, \ldots, \max(Z_1, \ldots, Z_K) \). In the following, the calculation of the MBS traffic load is presented.

**Lemma 1.** The traffic load of the coded contents at step \( i \) given that \( Q_i = k \), denoted by \( r_i^{(c)} \), is derived as:

\[
r_i^{(c)} = \min \left( \frac{K}{T+1} - \frac{(K-k)}{T+1}, N_1 - M \right) \tag{2}
\]

where \( T = \frac{K \times (M-M_1)}{(N_1-M_1)} \).

**Proof.** See Appendix A for the proof. \(\square\)

In the coded scheme proposed by [6], in the delivery phase, the coded messages are sent to all subsets of size \( T+1 \) of users which has requested a content. In Lemma 1 the term \( \frac{(K-k)}{T+1} \) excludes those subsets that none of their members has requested a coded content. To calculate these subsets, in the following, we propose a lemma for deriving the probabilities that SBS \( c \) has more than \( i \) distinct coded requests.

**Lemma 2.** Let \( P_{c,i} \) denote the probability that the number of distinct coded requests of SBS \( c \), denoted by \( I_c \), is equal or greater than \( i \), i.e., \( P_{c,i} = Pr \{ I_c \geq i \} \). \( P_{c,i} \) is derived as follows:

\[
P_{c,i} = \sum_{j=i}^{Z_c} Pr \{ I_c = j \} \tag{3}
\]

Assume the \( Pr \{ I_c^{(z)} = j \} \) to be the probability of having \( j \) distinct coded requests in the first \( z \) requests in SBS \( c \), where \( z = 1, 2, \ldots, Z_c \), then:

\[
Pr \{ I_c = j \} = Pr \{ I_c^{(Z_c)} = j \} \tag{4}
\]

\[
Pr \{ I_c^{(Z_c)} = j \} \text{ can be calculated with below recursive formula:}
1) Pr \{ I_c^{(0)} = 0 \} = 1, Pr \{ I_c^{(z)} = j | j > z \} = 0,
2) Pr \{ I_c^{(z)} = 0 \} = Pr \{ I_c^{(z-1)} = 0 \} \times (1-q_{c,j}),
3) Pr \{ I_c^{(z)} = j \} = Pr \{ I_c^{(z-1)} = j \} \times (1-q_{c,j+1})
+ Pr \{ I_c^{(z-1)} = j-1 \} \times q_{c,j} \tag{5}
\]

where \( q_{c,j} \) is the probability that \( j \)-th distinct coded content is requested at SBS \( c \), and is derived as follows (in this section we assume \( p_{n,c} = p_n \) for \( c = \{ 1, \ldots, K \} \)):

\[
q_{c,j} = q_j \begin{cases} 
= 0, & \text{if } j > N_1 - M_1,
\approx (1 - \frac{j-1}{N_1 - M_1}) \times \sum_{n=M_1+1}^{N_1} p_n, & \text{otherwise.} \end{cases} \tag{6}
\]

**Proof.** See Appendix B for the proof. \(\square\)

Using the above lemma, we derive the distribution of non-empty queues at each step of content delivery phase, where the HoL coded requests are responded.

**Lemma 3.** Assume \( Pr \{ Q_i = k \} \) denotes the probability that exactly \( k \) SBSs request for coded contents at step \( i \). It is derived as follows:

\[
Pr \{ Q_i = k \} = Pr \{ Q_i^{(K)} = k \} \tag{7}
\]

where \( Q_i^{(c)} \) is the random variable denoting the number of non-empty queues among the first \( c \) queues, i.e., \( Q_1^{(c)}, \ldots, Q_c^{(K)} \), at step \( i \) of coded caching. \( Pr \{ Q_i^{(K)} = k \} \) can be calculated with the following recursive equations:

1) \( Pr \{ Q_i^{(0)} = 0 \} = 1, Pr \{ Q_i^{(c)} = k | k > c \} = 0, \)
2) \( Pr \{ Q_i^{(c)} = 0 \} = Pr \{ Q_i^{(c-1)} = 0 \} \times (1-P_{c,i}), \)
3) \( Pr \{ Q_i^{(c)} = k \} = Pr \{ Q_i^{(c-1)} = k \} \times (1-P_{c,i})
+ Pr \{ Q_i^{(c-1)} = k-1 \} \times P_{c,i} \tag{8} \)

where \( P_{c,i} \) is derived from Lemma 2.

**Proof.** See Appendix C for the proof. \(\square\)

In the following proposition, we derive the traffic load of MBS.

**Proposition 1.** Define \( Z_{\text{max}} = \max_c Z_c \), then the expected traffic load of coded content requests, denoted by \( r_1 \) is approximated by:

\[
r_1 \simeq \sum_{i=1}^{Z_{\text{max}}} \left( \frac{K}{T+1} - \frac{(K-i)}{T+1} \right) Pr \{ Q_i = k \} \left( \frac{k-i}{T+1} \right), \quad \text{if } N_1 > M, \]
\[
0, \quad \text{otherwise.} \tag{9}
\]
where \( \Pr\{Q_i = k\} \) is derived from Lemma 4. Moreover, the expected traffic load of the uncoded content requests, denoted by \( r_2 \), is:

\[
r_2 = \sum_{n=N_1+1}^{N} 1 - (1 - p_n)\sum_{k=1}^{K} Z_n.
\]

Finally, the total expected traffic rate is \( r = r_1 + r_2 \).

Proof. From Lemma 4, the expected traffic load of the coded requests can be written as:

\[
r_1 = E \left[ \sum_{i=1}^{Z_{\text{max}}} \min \left( \frac{K}{T+1} - \frac{(K-Q_i)}{T+1}, N_1-M \right) \right].
\]

(11)

Note that the expectation is taken over the random variables \( Q_i \) for \( i = 1, 2, \ldots, Z_{\text{max}} \). In (11), the minimization function involves two terms; the first term is maximized at \( Q_i = K \) as follows:

\[
\max \left( \frac{K}{T+1} - \frac{(K-Q_i)}{T+1} \right) = \frac{K}{T+1} - \frac{K-T}{T+1} = \frac{K-T}{T+1}.
\]

(12)

By replacing \( T \) in the above equation, we have:

\[
\frac{K-T}{T+1} = \frac{K \times (N_1-M)}{N_1-M_1 + K \times (M-M_1)}.
\]

(13)

Letting \( \frac{K}{T} \) be less than \( N_1-M_1 \), i.e., the second argument in the min function in (11), leads to:

\[
1 < \frac{N_1-M_1}{K} + (M-M_1),
\]

which always holds in the case of \( N_1 > M \) and \( M-M_1 \geq 1 \). Thus, the first argument of min in (11) is selected. Also, in the case that \( N_1 = M \), and therefore \( M_1 = M \) (pure uncoded caching), the second argument of min in (11) is selected, and thus we have \( r_1 = 0 \). Therefore, when \( N_1 > M \) (and so \( M_1 < M \) ), (11) reduces to:

\[
r_1 = E \left[ \sum_{i=1}^{Z_{\text{max}}} \left( \frac{K}{T+1} - \frac{(K-Q_i)}{T+1} \right) \right] = \sum_{i=1}^{Z_{\text{max}}} \left( \frac{K}{T+1} - \frac{(K-Q_i)}{T+1} \right) = \sum_{i=1}^{Z_{\text{max}}} \frac{K}{T+1} - \sum_{k=0}^{K} \Pr\{Q_i = k\} \frac{(K-k)}{T+1}.
\]

(14)

Next we prove (10). As mentioned before, any request (in all \( K \) SBSs) from the third group of contents that is not cached (indexed from \( N_1+1 \) to \( N \)) should be satisfied directly by the MBS. However, if the MBS receives multiple requests for specific content in a time slot, it uses broadcasting to send the content only once. Hence, the expected traffic load of such uncached contents is equal to the expected number of distinct requests for them. The probability that content \( n \) is not requested is \( (1 - p_n)\sum_{k=1}^{K} Z_n \). Therefore, the probability that content \( n \) is requested at least one time is \( 1 - (1 - p_n)\sum_{k=1}^{K} Z_n \). Thus, the expected total number of distinct requests of uncoded contents is equal to the sum of aforementioned expected probability for all uncoded contents, as indicated in (10). This completes the proof.

We now formulate the optimum partitioning problem in order to minimize the traffic load from MBS to the SBSs, i.e., \( r \). The minimization problem is formulated as follows:

\[
\min_{M \leq N_1 \leq N} \{ r_1 + r_2 \}
\]

s.t.

\[
T = K \times (M-M_1) \quad \in \mathbb{N}.
\]

(15)

If \( N_1 > M \) and \( M_1 = 0 \), then (15) is reduced to the optimization of the two-partitioning pure coded scheme. Also, it can be proved that when the popularity of contents is the same for all SBSs, then caching the \( M \) most popular contents in SBSs is the optimal placement strategy of the pure uncoded scheme. In other words, if \( N_1 = M \), then (15) is reduced to the optimal pure uncoded scheme.

To find the optimal placement strategy of the hybrid caching scheme, we adopt an enhanced exhaustive search algorithm to solve (15) in polynomial time. To reduce the complexity of the search algorithm, we consider the following simplifications:

- We only consider those values of \( N_1 \) and \( M_1 \) which result in \( T = \frac{K \times (M-M_1)}{(N_1-M_1)} \) to be an integer value.
- By considering \( \frac{1}{(T+1)} = \frac{T}{T+1} \), we calculate \( \frac{T}{T+1} \) only once for each possible \( N_1 \) and \( M_1 \) values.
- As mentioned before, by defining an array and storing the result of earlier computations (dynamic programming), we can compute (3) and (5) in polynomial time. We can also use this technique to skip duplicate computations in other parts of the problem; for example, storing the result of (10) for one value of \( N_1 \) could be used to compute it for the next \( N_1 \) values with less computing.

\section{5 SBS-Dependent Non-Uniform Content Popularity with Non-Uniform Multiple Demands}

In the previous section, we assumed that the content popularity distribution is the same for all SBSs. However, in the real world, users with similar preferences usually gather in the same locations, and there may be several popularity groups inside the coverage area of an MBS. Some contents may be popular for almost all groups of users, however, some other contents may be popular only for specific groups of them. As an example, Fig. 2 illustrates an MBS with five SBSs under its coverage, where the SBSs serve groups with different preferences. If the conventional uncoded caching is used in such a scenario, i.e., the SBSs cache the files which are globally popular in their caches, then MBS has to send the local popular contents of SBSs repeatedly, leading to high traffic loads. However, if the SBSs store their local popular files, then MBS only transmits the least popular contents, taking advantage of broadcasting. Also in the case of applying coded caching, choosing files which are only popular in one SBS and not other SBSs leads to the waste of cache memory in other SBSs, and consequently increases the traffic load. Therefore, it is crucial to consider the heterogeneous SBS-dependent popularities for designing the caching strategy.
On the other hand, SBSs may share similar preferences, e.g., in Fig. 2, the users of SBS 4 are interested in sports, political events are more popular in SBSs 2 and 5, and users of SBS 3 follow both politics and sports. Based on these similarities, we can form two groups of SBSs, a group composed of SBSs 3 and 4 and another one composed of SBSs 2, 3, and 5.

In this section, we extend the hybrid caching scheme of the previous section to the case of SBS-dependent popularities. In particular, unlike the previous section, where the parameters \(N_1\) and \(M_1\) are the same for all SBSs, in this section, they are optimized considering possibility of different groups.

### 5.1 The proposed SBS-dependent caching scheme

In this part, we define the caching strategy in the case of heterogeneous popularities, i.e., when \(p_{n,c}\) is not the same for every SBS \(c\), as follows. The cache of each SBS \(c\) is divided into two part; uncoded and coded. The capacity of uncoded part in SBS \(c\) is denoted by \(M_{1c}\), i.e., \(M_{1c}\) files are cached entirely in the uncoded part of SBS \(c\). We let \(Y_{n,c} = 1\) if file \(n\) is cached uncoded at SBS \(c\) and \(Y_{n,c} = 0\) otherwise. Consequently, we have \(\sum_n Y_{n,c} = M_{1c}\), and \(M - M_{1c}\) of cache capacity is left for coded part. On the other hand, we define groups of SBSs, where the SBSs within a group share similar preferences and thus, participate in the same coded caching scheme. It is worth noting that a single SBS may participate in multiple groups since while a part of its preferences are common in a group, other parts may be popular in other groups. In this regard, the grouping scheme of SBSs are defined as follows. We define \(G = \{G_1, G_2, \ldots, G_{|G|}\}\) to be a cover of \(S\) (the set of SBSs), where \(G_i \subset S\) with \(|G_i| \geq 2\) and \(\bigcup_{i=1}^{|G|} G_i = S\). According to this definition, we have \(|G|\) groups of SBSs in cover \(G\) which they have at least two members (for the sake of applying coded caching scheme), may be overlapping, and cover all SBSs. Moreover, we let \(S_{c,g} = 1\) if SBS \(c\) participate in group \(g\), and \(S_{c,g} = 0\) otherwise. Then, the number of SBSs in group \(g\), denoted by \(K_g\), is derived as \(\sum_c S_{c,g} = K_g\).

A separate coded caching scheme is applied in each group. Since SBS \(c\) may participate in multiple groups, it dedicates a part of its cache to each of its participating group. In particular, the capacity \(M_g\) is dedicated to group \(g\), if \(S_{c,g} = 1\). Moreover, we let \(X_{n,g} = 1\) if file \(n\) participates in the coded scheme of group \(g\) and \(X_{n,g} = 0\), otherwise. Consequently, the number of files participating in coded scheme of group \(g\), denoted by \(N_g\), is derived as \(\sum_n X_{n,g} = N_g\).

It is worth noting that in the proposed caching strategy for the heterogeneous case, unlike the homogeneous case, each SBS caches \(M_{1c}\) uncoded contents that are different from other SBSs. Also, while the dedicated cache capacity for coded contents remains the same inside a group, but in general in each SBS, a different capacity is dedicated to coded contents. As such, the dedications in each SBS should satisfy \(M_{1c} + \sum_g S_{c,g} \times M_g = M\). Moreover, since \(|G|\) concurrent coded schemes are applied, MSB should maintain the different set of coded queues for each of these groups. In this regard, the queues \(q_{c,g,i}^{\text{coded}}, \ldots, q_{c,g,|G|}^{\text{coded}}\) are the queues dedicated to group \(g\). Finally, a specific content \(W_n\) may be cached uncoded in SBS \(c\), while it also be included in coded scheme of some of the participating groups.

### 5.2 Performance analysis

In the following, we derive the traffic load of the MBS under the proposed caching strategy for SBS-dependent non-uniform content popularity distribution.

**Lemma 4.** Let \(P_{c,g,i}\) denote the probability that the number of distinct coded requests of SBS \(c\) in the cluster \(g\), denoted by \(l_{c,g}\), is equal or greater than \(i\), i.e., \(P_{c,g,i} = \Pr\{l_{c,g} \geq i\}\). \(P_{c,i,g}\) is derived as follows:

\[
P_{c,g,i} = \sum_{j=i}^{Z_c} P_{c,g,i} = \sum_{j=i}^{Z_c} \Pr\{l_{c,g} = j\}.
\]

Also, let \(P_{l_{c,g}^{(z)}} = j\) be the probability of having \(j\) distinct coded requests in first \(z\) requests in SBS \(c\), where \(z = 1, 2, \ldots, Z_c\), then:

\[
\Pr\{l_{c,g} = j\} = \Pr\{l_{c,g}^{(z)} = j\},
\]

where \(\Pr\{l_{c,g}^{(z)} = j\}\) can be calculated with below recursive formula:

1) \(\Pr\{l_{c,g}^{(0)} = 0\} = 1\), \(\Pr\{l_{c,g}^{(z)} = j\} | j > z\) = 0,
2) \(\Pr\{l_{c,g}^{(z-1)} = 0\} = \Pr\{l_{c,g}^{(z-1)} = 1\} \times (1 - q_{c,g,1})\),
3) \(\Pr\{l_{c,g}^{(z)} = j\} = \Pr\{l_{c,g}^{(z-1)} = j\} \times (1 - q_{c,g,j+1})\) + \(\Pr\{l_{c,g}^{(z-1)} = j - 1\} \times q_{c,g,j}\),

where \(q_{c,g,j}\) is approximated to be:

\[
q_{c,g} = \begin{cases} 
0, & \text{if } j > N_g, \\
(1 - \frac{j - 1}{N_g}) \times \sum_{n=1}^{N} X_{n,g} \cdot p_{n,c} & \text{otherwise}.
\end{cases}
\]

**Proof.** See Appendix D for the proof.

**Lemma 5.** Let \(P_{Q_{i,g} = k}\) be the probability that exactly \(k\) SBSs in cluster \(g\) request for coded contents at step \(i\). Then, we have:

\[
\Pr\{Q_{i,g} = k\} = \Pr\{Q_{i,g}^{(K_g)} = k\}.
\]
where $Q_i^{(c_g)}$ is the random variable denoting the number of non-empty queues among the first $c_g$ queues in cluster $g$, i.e., $q_i^{c_g}$, at step $i$ of coded caching. $Pr\left\{Q_i^{(c_g)} = k\right\}$ can be calculated with the following recursive equations:

$$
1) Pr\left\{Q_i^{(0)} = 0\right\} = 1, \quad Pr\left\{Q_i^{(c_g)} = k | k > c_g\right\} = 0,
$$

$$
2) Pr\left\{Q_i^{(c_g)} = 0\right\} = Pr\left\{Q_i^{(c_g-1)} = 0\right\} \times (1 - P_{c_g,i}) ,
$$

$$
3) Pr\left\{Q_i^{(c_g)} = k\right\} = Pr\left\{Q_i^{(c_g-1)} = k\right\} \times (1 - P_{c_g,i})
$$

$$
+ Pr\left\{Q_i^{(c_g-1)} = k - 1\right\} \times P_{c_g,i} ,
$$

(21)

where $P_{c_g,i}$ is derived from lemma \[3\].

**Proof.** The proof of this lemma is similar to the proof of lemma \[3\] except that in this lemma, there are $G$ coded delivery clusters. Therefore, the equations are calculated for each cluster separately. However, for each cluster, only the SBSs that participate in it are considered. \square

**Proposition 2.** If $T_g = \frac{K_g \times M_g}{N_g}$, and $Z_{\text{max}} = \text{max}_c Z_c$, then the expected traffic load of coded content requests, denoted by $r_1$, is approximated by:

$$
r_1 = \sum_{g \in G} \left\{ \begin{array}{ll}
\sum_{i=1}^{n_{\text{max}}} \left( \frac{K_g}{\lambda_g} \right) - \sum_{k=0}^{K_g} Pr\left\{Q_{i,s} = k\right\} \left( \frac{\lambda_g}{\lambda_g + k} \right) , & \text{if } N_g > M_g, \\
0, & \text{otherwise}
\end{array} \right.
$$

(22)

where $Pr\left\{Q_{i,s} = k\right\}$ is derived from lemma \[3\]. Moreover, the expected traffic load of uncoded content requests, denoted by $r_2$, is:

$$
r_2 = \sum_{n=1}^{N} \left( 1 - \prod_{c=1}^{K} \left( 1 - (p_{n,c} \times (1 - Y_{n,c}) \times \prod_{g \in G} (1 - X_{n,g,S_c,g})) \right) \right).
$$

(23)

Finally, the total expected traffic rate is $r = r_1 + r_2$.

**Proof.** Equation (22) of this proposition is similar to equation (24) of proposition \[1\] except that in this proposition, there are $G$ coded delivery clusters. Therefore, the coded rate of the MBS is calculated for each cluster separately. Finally, the total coded rate of the MBS is the summation of calculated coded rates of all clusters. In order to prove (23), we should consider that if content $W_n$ is cached neither uncoded at SBS $c$, i.e., $Y_{n,c} = 0$, nor coded, i.e., $X_{n,g,S_c,g} = 0$, $\forall g \in G$, then content $W_n$ will be responded by MBS if it is requested in SBS $c$. Consequently, the probability that content $W_n$ is not requested by SBS $c$ from MBS is equal to: $\left( 1 - (p_{n,c} \times (1 - Y_{n,c}) \times \prod_{g \in G} (1 - X_{n,g,S_c,g})) \right)$. If at least one SBS requests $W_n$ then, the file will be broadcast by MBS once and thus contributes to the traffic $r_1$. This completes the proof. \square

Let $\tilde{G}$ denote the set of all possible covers of SBSs ($|\tilde{G}| = 2^K - K - 1$). Then the optimum partitioning problem with the objective of minimizing the traffic load from the MBS to SBSs is written as follows:

$$
\min_{G \subseteq \tilde{G}} \left\{ \begin{array}{ll}
\min_{0 \leq M_1 \leq M, M_g \leq N_g \leq N, X_{n,g}Y_{n,c} \leq (0,1)} \\
\{ r_1 + r_2 \}
\end{array} \right. 
$$

s.t.

$$
T_g = \frac{K_g \times M_g}{N_g} \in N ,
$$

$$
\sum_{n=1}^{N} X_{n,g} = N_g, \forall g \in G .
$$

$$
\sum_{n=1}^{N} Y_{n,c} = M_1c, \forall c \in \{1,\ldots,K\} .
$$

$$
M_1 + \sum_{g \in G} M_g \times S_c,g = M, \forall c \in \{1,\ldots,K\} .
$$

(24)

As can be seen in (24), finding the optimal placement strategy for the hybrid scheme is intractable. Even if the optimal covering ($G^*$), the memory allocations ($M_g$) and the number of contents involved in each group ($N_g$) are specified then in order to find the best content placement, we need to calculate the MBS rate $r$ for $\prod_{c=1}^{K} \left( \frac{N}{M_1c} \right) \times \prod_{g \in G} \left( \frac{N}{N_g} \right)$ possible configuration. A special case of this problem is when there is no significant similarity in the content popularity among the SBSs. In this case, increasing the number of coded delivery groups only reduces the global cache gain, and therefore the optimal cover ($G^*$) will have one member which is the set of all SBSs. Here, the optimal configuration is similar to the previous section, in which the SBSs’ caches are divided into two parts. However, the difference is that the uncoded contents of one SBS can be different from other SBSs. Also, although the coded contents for all SBSs are the same, they are not necessarily the same as those would be selected based on global popularity. Besides, to find the best content placement for this special case, we need to calculate the MBS rate $r$ for $\binom{N}{M_1c} \times \binom{N}{N_g}$ possible configuration. Even in the cases of the two-partitioning pure coded, [26]–[30] and pure uncoded schemes we need to check $\binom{N}{M_1c}$ and $\binom{N}{N_g}$ possible configurations respectively to find the optimal content placement.

6 **Numerical Results**

In this section, the performance of the proposed hybrid scheme is evaluated and compared with the baseline pure coded and conventional uncoded schemes and previous works, as well as the two-partitioning scheme reported in [26]–[30], through numerical evaluations and simulation. We validate analytical results with the simulations conducted using MATLAB for a period of 2000 time slots. In the following, we first evaluate the proposed hybrid scheme for SBS-independent non-uniform popularity distribution under a heterogeneous number of demands, and then we consider the SBS-dependent popularity distribution.
TABLE 2: Optimal configuration ($N_1^*$ and $M_1^*$) of the hybrid scheme for different users distribution in SBSs, where $K = 10$, $N = 1000$, $M = 100$, $\alpha = 1$ and there are 100 users in the system.

| No. of users ($Z_1, ..., Z_{10}$) | $\sigma(Z)$ | $N_1^*$, $M_1^*$ |
|----------------------------------|-------------|-----------------|
| 10 10 10 10 10 10 10 10 10 10 | 0.0         | 352, 37         |
| 8 9 9 9 9 10 11 12 12 12 | 1.4142      | 344, 39         |
| 6 8 9 9 9 10 11 12 12 14 | 2.3094      | 340, 40         |
| 5 7 9 9 9 10 11 12 13 15 | 2.9059      | 332, 42         |
| 4 6 9 9 9 10 11 12 14 16 | 3.9277      | 328, 43         |
| 3 5 7 9 9 11 11 13 15 17 | 4.3461      | 316, 46         |
| 2 4 6 8 9 11 12 14 16 18 | 5.1854      | 240, 40         |
| 1 3 5 7 9 11 13 15 17 19 | 6.0553      | 240, 40         |
| 0 2 4 6 9 11 14 16 18 20 | 6.9442      | 233, 43         |
| 0 2 2 3 7 11 14 16 20 25 | 8.5894      | 219, 49         |
| 1 1 1 1 5 15 20 25 30 | 11.4504     | 172, 52         |

6.1 SBS-independent non-uniform popularity distribution

In this subsection, for analytical results, the optimum placement strategy of the hybrid scheme for integer values of $T = K \times (M - M_1)/(N_1 - M_1)$ is obtained from (15). Also, we suppose that the content popularity distribution follows the Zipf popularity profile with parameter $\alpha > 0$ as follows:

$$p_n = \frac{(\frac{1}{n})^\alpha}{\sum_{j=1}^{N}(\frac{1}{j})^\alpha}.$$  \hspace{1cm} (25)

In the following, we first verify the approximation used for finding the optimal configuration of the hybrid scheme. We then study the effect of content popularity, the standard deviation of the number of users in SBSs, and the system scale on the optimum traffic load of the shared link.

Fig. 5a shows the simulation results of MBS traffic load versus $N_1$ for different scenarios of the hybrid, two-partitioning pure coded [26]–[30] and pure uncoded caching schemes. As can be understood from (15) and Fig. 3a, the hit ratio of local cache improves as $M_1$ increases. But on the contrary, because of the reduction of memory space for the coded section, the bandwidth load required to satisfy the coded content requests increases. Moreover, by increasing the value of $N_1$, although the contents that are not cached decrease, the required bandwidth load to satisfy requests of coded contents rises. As can be seen in Fig. 5a, the optimal configuration found by the optimization problem has the lowest load compared to the other configurations in the simulation. In Figs. 3a and 4a for the hybrid and pure coded schemes [26]–[30], we first find the $M_1$ and $N_1$ values for each parameter settings that minimize the MBS traffic load. The caching schemes are then evaluated for their corresponding optimal configuration via simulation. Fig. 3a illustrates the simulation and analytical results for the traffic load as a function of the Zipf parameter in the interval $\alpha \in [0.5, 1.6]$. TABLE 2 shows the optimal configuration of the hybrid caching for some different scenarios of user distribution in the SBSs where there are 100 users in the system ($K = 10$). Fig. 4a also depicts the traffic load of the MBS as a function of the standard deviation of the number of users in the SBSs. This figure shows a comparison of the optimal placement results of different schemes for the configurations of TABLE 2. It is evident from these figures that the simulation results are very close to the analytical findings, and the hybrid caching can lead to significant traffic off-loading compared to the two-partitioning pure coded [26]–[30] and pure uncoded schemes.

As can be seen in Fig. 4a, when the standard deviation of the number of users in the SBSs increases, the performance of the coded schemes is reduced. This is because the number of coded requests in the corresponding queues of the MBS becomes very unbalanced. As a result, the expectation of the number of sending steps for a specific configuration increases, and the optimal configuration, as shown in TABLE 2 tends to a smaller quantity of $N_1$ and larger quantities of $M_1$. Fig. 4a shows the percent of improvement of the hybrid scheme compared to the two-partitioning pure coded methods [26]–[30] in terms of MBS traffic load versus the number of users within the coverage of each SBS for three different system scales (content library sizes, cache capacities, and number of SBSs). In this figure, the number of users of all SBSs is assumed to be the same and equal to $Z$. As can be seen, the hybrid scheme has made significant improvement in the MBS traffic load, especially for $Z > 2$. In addition, when $Z$ increases, this percent of improvement increases at first but then decreases. This is because in the hybrid scheme, by increasing $Z$, some requests are hit in the $M_1$ part of SBSs’ cache, and therefore the number of steps of sending coded messages becomes significantly less than the pure coded methods. But when $Z$ increases further, the probability of duplicate requests also increases (especially for smaller library sizes). Therefore, the number of steps of sending coded messages in pure coded methods, and therefore the percentage of improvement is reduced.

6.2 SBS-dependent non-uniform popularity distribution

In this subsection, we suppose the content popularity distribution is not the same for different SBSs. In Fig. 3 we suppose that the number of available contents in the MBS is $N = 4$, there are a total of $K = 4$ SBSs, each SBS only serves one user ($Z_c = 1 \forall c \in \{1, ..., K\}$), and the content popularity distribution is according to the TABLE 3. The results are depicted for various cache capacity of SBSs ($M = 1, 2$ and $3$). As can be seen in this figure, the hybrid scheme offloads more traffic compared to the two-partitioning pure coded and pure uncoded schemes.

In particular, when $M = 2$, the hybrid scheme is better than both other schemes. In this condition, the best configuration of the hybrid scheme is $N_1^* = 3$ and $M_1^* = 1$, where ($W_4$) is stored entirely in the caches of SBS1&2, and $W_4$ is stored entirely in the caches of the SBS3&4, also ($W_1, W_2$) are stored with the coded scheme in the caches of all SBSs. Whereas optimal placement of the two-partitioning pure coded method is $N_1^* = 4$, or in other words, all $W_1, ..., W_4$ are cached with the coded scheme in the caches of all SBSs. Besides, the optimal placement of pure uncoded scheme is caching $W_1$ (or $W_2$) in all SBSs, $W_3$ in SBS1&2, and $W_4$ in SBS3&4. In the pure uncoded scheme, one of $W_1$ or $W_2$ is cached in all SBSs, and for the other one, it benefits from multicast opportunities.
Fig. 3: MBS traffic load as a function of (a) $N_1$ for different $M_1$ (b) popularity parameter.

Fig. 4: (a) MBS traffic load as a function of standard deviation of $Z$ (b) percent of improvement (offloading MBS traffic load) of the proposed hybrid caching compared to the two-partitioning pure coded methods [26]–[30].

TABLE 3: Content Popularity distribution for $N = 4$ and $K = 4$ scenario.

| SBS  | $W_1$ | $W_2$ | $W_3$ | $W_4$ |
|------|-------|-------|-------|-------|
| SBS1 | 0.3   | 0.2   | 0.5   | 0.0   |
| SBS2 | 0.2   | 0.3   | 0.5   | 0.0   |
| SBS3 | 0.3   | 0.2   | 0.0   | 0.5   |
| SBS4 | 0.2   | 0.3   | 0.0   | 0.5   |

Fig. 5: MBS traffic load as a function of $M$.

7 CONCLUSION AND FUTURE WORKS

In this paper, we have studied content caching for the shared medium networks and have proposed a hybrid coded-uncoded caching under heterogeneous users’ behaviors. In practice, the proposed scenario corresponds to a cellular network that includes an MBS and multiple SBSs where each SBS is equipped with a limited size cache and serves multiple users. In particular, we assume that each SBS can request a different number of contents than the other ones. Also, we consider non-uniform content popularity distribution, which can be the same for all SBSs (SBS-independent) or different for each one (SBS-dependent). We derive explicit closed-form expressions for the server load of the proposed hybrid caching at the delivery phase and formulate the optimum cache partitioning problem. Validated by simulation results, our findings showed that the proposed scheme outperforms the baseline schemes of pure uncoded and pure coded caching, as well as the two-partitioning scheme existing in the literature. For future topics, we first plan to propose heuristic and machine-learning methods in the case of SBS-dependent non-uniform popularity distribution to find appropriate configuration of the proposed hybrid scheme in polynomial complexity. Then, we try to extend this work for online caching problems.

APPENDIX A

LEMMA1 PROOF

Proof. Assume that each SBS has one request and all contents are to be cached coded. Then, according to the coded caching
scheme in [6], each content is split into \( \binom{K}{j} \) non-overlapping fragments, each of size \( f/j\binom{K}{j} \), where \( T = KM \). Also, each cache selects a \( T/K \) fraction of all fragments. Then, in each transmission, MBS chooses a new subset of SBSs with size \( T + 1 \), chooses one fragment from the content requested by each SBS, and then, XORs \( T + 1 \) chosen fragments and transmits that. This procedure continues until all possible subsets are chosen. Note that in each transmission, the fragment which is missing at one SBS is available at all other \( T \) SBSs (see the cache placement phase in [6]). Consequently, in each transmission, each selected SBS is able to decode one missing fragment using the received signal as well as its cached content. Finally, after \( \binom{K}{T+1} \) multicast transmissions, each SBS retrieves its requested content completely. But as mentioned earlier, in step \( i \) of coded transmissions in our problem, all SBSs do not have necessarily request, i.e., the coded queues of some SBSs may be empty. In this case, no coded messages are transmitted to those subsets of SBSs that none of their members has a request. Hence, if the number of contents that have requests for the coded contents in step \( i \) equals \( k \), then the number of unnecessary transmissions is \( \binom{K}{T+1} \). Consequently, the number of multicast transmissions at this step is \( \frac{K}{(T+1)} \), where the size of each transmission is equal to \( F/\binom{K}{T} \) and \( T = \frac{K(M-M_1)}{(N_1-M_1)} \). The latter is due to the fact that the cache and library sizes are \( M - M_1 \) and \( N_1 - M_1 \), respectively.

Contrarily, if \( (N_1-M_1) < k \), then the MBS enjoys an improvement of \( (N_1-M_1)/k \) from broadcast. Thus, from [1], the traffic load of coded contents is given as:

\[
k \times \left( 1 - \frac{M - M_1}{N_1 - M_1} \right) \times \frac{N_1 - M_1}{k} = N_1 - M_1.
\]

This completes the proof.

\[\square\]

APPENDIX B

Lema2Proof

Proof. If \( l_c \) denotes the number of distinct coded requests of SBS \( c \), then, \( P_i^{(c)} \) equals to \( P_{\{l_c \geq i\}} \) and can be calculated according to [5]. Due to the possibility of duplicate coded requests, the native approach to calculate \( P_{\{l_c \geq j\}} \) has exponential complexity. However, an approximation of it can be calculated with recursion and dynamic programming in polynomial complexity as following: if the \( P_{\{l_c \geq j\}} \) denotes the probability of having \( j \) distinct coded requests in first \( z \) requests in SBS \( c \), where \( z = 1, 2, \ldots, Z_c \), then \( P_{\{l_c \geq j\}} \) is equal to \( P_{\{l_c \geq j\}} \) and can be calculated with a recursive formula that is given in [5], where the notation \( q_j \) denotes the probability of requesting the \( j \)th distinct coded content at the next request in SBS \( c \), where \( j - 1 \) distinct coded contents have been requested until this request. Therefore, \( q_j \) only depends on the popularity of coded contents and previous \( j - 1 \) distinct requested coded contents. On the other hand, calculating \( q_j \) is independent of all number of requests. In this section, we assume that the content popularity distribution is SBS-independent in other words, \( p_{n,c} = p_n, \forall c \in \{1, \ldots, K\} \). Therefore, based on the above definition, \( q_j \) is the same for all SBSs and hence \( q_j = q_j, \forall c \in \{1, \ldots, K\} \).

Due to the non-uniform popularity distribution of the contents and possibility of duplicate requesting the previous \( j - 1 \) requested coded contents, calculating the exact amount of \( q_j \) is highly complicated. To this aim, we approximate \( q_j \) by approximating the probability of requesting \( j - 1 \) previous contents as shown in [6]. Apparently, when the popularity distribution is almost uniform, this approximation is more accurate. Contrarily, when the popularity distribution is extremely non-uniform, where few contents are in high demand, this approximation yields lower accuracy and may be calculating a bit larger value for the \( r_1 \). However, under extremely non-uniform popularity distributions, the hybrid caching strategy tends to cache these high demand contents entirely (tends to a higher value for \( M_1 \)), and this approximation may reinforce this tendency. By caching the most popular contents entirely, the error of this approximation is greatly reduced. Besides, our goal is to find the best library partitioning policy rather than calculating the exact rate. Therefore, the possible error of such approximation does not affect rate calculation for all contents but only for contents located in different partitions based on different policies. Hence, as the negligible impact of this approximation on our choice of library partitioning, i.e., \( N_1 \) and \( M_1 \), will also be shown numerically and via simulation in the following sections, this approximation is reasonable and has minimal impact on choosing the optimal policy. However, using this approximation is not recommended for selecting the best caching policy for pure coded methods.

This completes the proof.

\[\square\]

APPENDIX C

Lema3Proof

Proof. \( \{Q_i = k\} \) occurs when exactly \( k \) SBSs receive at least \( i \) distinct requests for the coded contents, while the rest of the SBSs receive less than \( i \) distinct requests for these contents. Since the number of requests of each SBS may be different from other SBSs, the probability of requesting the coded contents is different for different SBS. Therefore, calculating the \( P_{\{Q_i = k\}} \) with the native approach is a combinatorial problem with exponential complexity. However, we can calculate \( P_{\{Q_i = k\}} \) in polynomial complexity by using recursion and dynamic programming as follows. If the \( P_{\{Q_i^{(c)} = k\}} \) denotes the probability of having \( k \) caches with coded requests in first \( c \) caches, where \( c = 1, 2, \ldots, K \), then as it is shown in [7], the \( P_{\{Q_i = k\}} \) is equal to \( P_{\{Q_i^{(K)} = k\}} \), and it can be calculated with the recursive formula given in [8], where the notation \( P_i^{(c)} \) denotes the probability that SBS \( c \) (which receives \( Z_c \) request at each time slot from \( Z_c \) users) has at least \( i \) distinct requests for coded contents.

This completes the proof.

\[\square\]

APPENDIX D

Lema4Proof

Proof. The proof of lemma4 is similar to lemma2 and the proof of equations (16)-(18) of this lemma is similar to lemma4 except that in lemma4, there are \( G \) coded delivery clusters, and therefore these equations are calculated for each one separately. However, for each cluster, only the SBSs that
participate in it are considered. In addition, in lemma 14, the $p_{a,c}$ is not the same for all SBSs. Therefore equation 15 has some differences from 6. However, likewise lemma 14, $q_{g,j}^c$ for each cluster $g$ only depends on the popularity of $N_g$ contents and previous $j − 1$ requests for these contents from corresponding SBS $c$. Also, $q_{g,j}^c$ is calculated by approximating the probability of requesting the previous $j − 1$ of $N_g$ contents in SBS $c$. Except that in this lemma, $q_{g,j}^c$ is not the same for different SBSs, and also for each SBS, it is not the same for different clusters. Note that for each cluster $g$ only $K_g$ SBSs that participate in it are considered. Therefore, $q_{g,j}^c$ is calculated only for SBSs, which are participated in cluster $g$. As shown in 19, The array $X$ is used to determine coded contents corresponding to cluster $g$.

This completes the proof. 
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