Relating spin-polarized STM imaging and inelastic neutron scattering in the van-der-Waals ferromagnet Fe₃GeTe₂
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Abstract

Van-der-Waals (vdW) ferromagnets have enabled the development of heterostructures assembled from exfoliated monolayers with spintronics functionalities, making it important to understand and ultimately tune their magnetic properties at the microscopic level. Information about the magnetic properties of these systems comes so far largely from macroscopic techniques, with little being known about the microscopic magnetic properties. Here, we combine spin-polarized scanning tunneling microscopy and quasi-particle interference imaging with neutron scattering to establish the magnetic and electronic properties of the metallic vdW ferromagnet $\text{Fe}_3\text{GeTe}_2$. By imaging domain walls at the atomic scale, we can relate the domain wall width to the exchange interaction and magnetic anisotropy extracted from the magnon dispersion as measured in inelastic neutron scattering, with excellent agreement between the two techniques. From comparison with Density Functional Theory calculations we can assign the quasi-particle interference to be dominated by spin-majority bands. We find a dimensional dichotomy of the bands at the Fermi energy: bands of minority character are predominantly two-dimensional in character, whereas the bands of majority character are three-dimensional. We expect that this will enable new design principles for spintronics devices.
I. INTRODUCTION

The discovery of ferromagnetic van-der-Waals (vdW) materials has enabled the possibility of manufacturing spintronics devices from vdW heterostructures [1]. Although, according to the Mermin-Wagner theorem, ferromagnetism should be unstable in two dimensions, recently a number of materials, including Fe$_3$GeTe$_2$, have been shown to exhibit ferromagnetism down to the monolayer limit [2–4]. The evolution of its magnetic order from 3D to 2D is an interesting open question [5]. The study of magnetic properties in 2D materials and at surfaces, however, is challenging. Conventional methods used to establish magnetic order parameters, such as neutron scattering, are not suitable for monolayer-thin samples and surfaces. Here, we use spin-polarised STM, quasiparticle interference imaging and neutron scattering to elucidate the interplay between the bulk and surface magnetic order and the low energy electronic structure of a quasi-2D ferromagnet. We identify two types of defects arising predominantly from Fe and Te vacancies, and show that quasiparticle scattering from these defects produces magnetic scattering dominated by the more two-dimensional electronic bands around the Fermi level. Imaging of a domain wall and comparison of its profile with the exchange coupling $J$ and magnetic anisotropy $K$ obtained from inelastic neutron scattering of bulk Fe$_3$GeTe$_2$ reveals good agreement, with evidence for a larger magnetic anisotropy and smaller exchange coupling in the surface layer.

II. RESULTS

A. Sample characterization

Fe$_3$GeTe$_2$ has a layered crystal structure with weak interlayer interactions and becomes ferromagnetic below $T = 230$K [6]. The material typically comes with an off-stoichiometry, where the iron concentration deviates from three due to vacancies and interstitial iron. The magnetic properties vary with the excess iron concentration [7]. Previous STM and ARPES investigations have been interpreted as Kondo-lattice-like behaviour [8]. The material cleaves easily between the Fe$_{3-y}$GeTe$_2$ layers, exhibiting a Te-terminated surface. We have used single crystal neutron diffraction to determine the crystal structure and in particular the exact stoichiometry of our samples, revealing an iron deficiency $y = 0.14$ (see suppl. section I).

Magnetic characterisation (Fig. 1(a, b)) reveals a behaviour in field-cooled measurements consistent between the neutron scattering intensity of the Bragg peak and magnetisation, as well as
FIG. 1: **Sample characterisation.** (a) Intensity of neutrons scattered at the atomic Bragg peak as a function of temperature. The signal will consist of the structural peak and the magnetic signal due to the ferromagnetic order. The red line represents a power law fit to the data giving a ferromagnetic transition temperature of 215K. (b) Magnetization $M$ of the Fe$_3$GeTe$_2$ crystal used for the STM measurements. Zero field cooled (ZFC), field cooled (FC) and field warmed (FW) measurements are shown. The transition temperature $T_c$ is found to be $T_c = 218K$ and is extracted by fitting a Curie Weiss law to the high temperature data. (c) A low temperature magnetization $M$ vs. field $H$ loop recorded in the ferromagnetic phase. (d) TEM image of the layered structure of Fe$_3$GeTe$_2$. Inset - side view of the crystal structure. (e) Schematic of the STM tunnel junction experimental set up. Inset the Fe$_3$GeTe$_2$ crystal structure. (f) A topographic STM image of the Fe$_3$GeTe$_2$ surface. Inset - Typical STS spectrum recorded on the surface of Fe$_3$GeTe$_2$.

with previous reports [9]. We find the magnetic transition at about 220K and a suppression of magnetisation for zero-field cooled measurements starting below 100K, Fig. 1(b), indicating stabilization of a domain structure which results in zero net magnetisation. In measurements of the magnetization $M$ as a function of field $H$, shown in Fig. 1(c), we find magnetic hysteresis, as expected for a ferromagnet.

Cross-sectional TEM images (Fig. 1(d)) show the stacking sequence as expected from the crystal structure and the high quality of the samples, confirming the AB layer stacking. This type of stacking results in a Rashba-like band crossing at the K point and leads to the formation of
FIG. 2: Identification of defects. (a) Top view of a 3 × 3 supercell of a monolayer of Fe₃GeTe₂. (b) Simulated STM topography of the supercell in (a). (c) STM topography of a region of the Fe₃GeTe₂ surface containing no defects. (d) Top view of supercell in (a) with a Te atom removed. (e) Simulated STM topography of the supercell in (d). (f) STM topography of the Fe₃GeTe₂ surface, showing a Te-site defect. (g) Same supercell as in (a), with an Fe atom removed, corresponding to \( y = 0.14 \) (i.e. Fe₂.₈₆GeTe₂). (h) Simulated STM topography of the supercell in (g). (i) STM topography of the Fe₃GeTe₂ surface, showing an Fe-site defect. STM images (c), (f) and (i) taken with \( V_s = 50\text{mV}, I = 50\text{pA} \). Simulated images (b), (e) and (h) calculated for constant current and \( V_s = 100\text{mV} \).

To gain a better understanding of the inhomogeneity in our topographic images, we have sim-

topological line nodes [10].

Fig. 1(e) shows the measurement set up for the STM measurement and expected surface termi-
nation. Topographic imaging of the Fe₃GeTe₂ surface (Fig. 1(f)) reveals a hexagonal lattice which can be attributed to the uppermost Te lattice. The surface further exhibits a pronounced electronic inhomogeneity, which likely originates from the off-stoichiometry of the sample due to the iron deficiency. STS spectra show a pronounced gap around the Fermi level (inset of Fig. 1(f)).
culated STM images for different types of defects. Fig. 2 shows DFT calculations and measured topographic images for the clean surface and two types of defects, an iron vacancy and a tellurium vacancy. Comparison of the DFT calculations with the STM image for the clean surface (Fig. 2(a)-(c)) suggests that the atomic corrugation in the STM images is due to the surface tellurium lattice. A vacancy of a tellurium atom (as indicated in Fig. 2(d)) results in a clear triangular-like defect (Fig. 2(e)) which can be easily identified in the topographic image (Fig. 2(f)). An Fe-vacancy, shown in Fig. 2(g), produces a more subtle depression of the local density of states, as shown in Fig. 2(h), which can nevertheless be easily identified in our STM topographies (Fig. 2(i)). This depression in the density of states is likely responsible for the inhomogeneity in topographic images as shown in Fig. 1(b), and has been shown to be responsible for the lowering in $T_c$ as a function of Fe deficiency[7]. Interestingly, within our ferromagnetic DFT calculations for a monolayer of Fe$_3$GeTe$_2$ in a $3 \times 3$ supercell, we find that the total magnetic moment per Fe atom is reduced by the presence of a defect (2.004 $\mu_B$/Fe vs. 2.123 $\mu_B$/Fe without a defect, see the method section for details).

B. Magnetic properties from STM and neutron scattering

We have studied the magnetism in Fe$_3$GeTe$_2$ using neutron scattering and spin-polarized STM to establish a better understanding of its magnetic properties, and the effect of the vacuum interface which will become more important in the 2D limit.

Fig. 3(a) shows the inelastic neutron data obtained from a single crystal, with a clear magnon dispersion in a cut through the $(0,0,2)$ peak starting from about 1meV. At long wavelengths, the magnetic excitations of an itinerant ferromagnet are well-described by a model of localized magnetic moments [11]. To describe the spin wave dispersion in Fe$_3$GeTe$_2$ at small $q$, we use an effective two-dimensional model of interacting Fe$^{3+}$ ions on a honeycomb lattice with an easy-axis anisotropy,

$$\mathcal{H} = J \sum_{\mathbf{r}} \mathbf{S}_A(\mathbf{r}) \cdot \mathbf{S}_B(\mathbf{r} + \mathbf{a}_j) + K[(\hat{S}_A^z(\mathbf{r}))^2 + (\hat{S}_B^z(\mathbf{r}))^2].$$

Here, $J$ is the nearest neighbour interaction, $K$ the magnetic anisotropy, $\mathbf{S}_{A,B}$ is the spin operator acting on site $A$ or $B$ and the vectors $\mathbf{a}_0 = (0,0)$, $\mathbf{a}_1 = (0,1)$ and $\mathbf{a}_2 = (1,1)$ span between the unit cells containing nearest neighbor spins (in the $P6_3/mmc$ space group). We have neglected further nearest neighbors since their effect in the limit of small $|q|$ is a simple renormalization of the spin-
FIG. 3: Magnon dispersion and magnetic imaging. (a) Inelastic neutron scattering measurement of the spin-wave dispersion of Fe$_3$GeTe$_2$ around $\mathbf{q} = (H, H, -2)$ for $H = -0.2 \ldots 0.2$. The green line represents a parabolic fit to the data. The fit results in $J \approx 43(10)$meV and $K \approx 0.6(1)$meV (see main text for details). (b) A ferromagnetic domain wall imaged using spin polarized STM ($V_s = 100$mV, $I_s = 125$pA). The domain wall runs diagonally through the image. (c) The same area as in (b) imaged with a spin-polarized tip with the opposite spin polarization from that used in (b) ($V_s = 100$mV, $I_s = 125$pA). (d) A line profile $z(x)$ taken through the difference of images (b) and (c) perpendicular to the domain wall. The red line shows the expected profile from the neutron scattering measurement. (e) The height difference $\Delta z$ recorded between oppositely polarized areas as a function of applied bias voltage. (f) $dI/dV$ spectra (blue curve) recorded on either side of the domain wall shown in (b) and (c) ($V_s = 400$mV, $I = 250$pA, $V_{mod} = 3$mV). The spectroscopy setpoint was chosen at a bias voltage where the domain wall was not visible. The resulting spin polarization determined from the $dI/dV$ spectra is also shown (red curve).

The wave velocity and anisotropy gap. The eigenvalues obtained from the model are $E^\pm_q = v_S \pm |\gamma_q|$, with $v_S = -(3JS + 2KS)$ and $\gamma_q = JS \sum_j e^{i\mathbf{q} \cdot \mathbf{a}_j}$, where $S$ is the spin [12,13]. With a wavevector of $\mathbf{q} = (H, H)$, where $H$ is here used to parametrize the reciprocal lattice vector, the dispersion is quadratic for small $H$, $E \approx v_S \pm 3JS \pm 4\pi^2 JSH^2$. We have fit Gaussian peaks to a series of constant energy cuts in the $(H, H, -2)$ plane through the MACS data to obtain the magnon dispersion. The exchange coupling can be determined from the prefactor, $4\pi^2 JS$, of the quadratic
term. Taking the reduced value of $S = 0.8(1)$, the fit yields $J \approx 43(10)$ meV and $K \approx 0.6(1)$ meV. The magnetic anisotropy is non-negligible, consistent with previous reports [5] [14], though somewhat smaller than the one reported previously from neutron scattering, whereas the exchange coupling is larger [15]. The difference in these values suggests a strong influence of the iron deficiency on the magnetic excitations: while our crystal has $y = 0.14$, the one studied in Ref. [15] had $y = 0.25$, almost twice that of our sample.

We can compare these values with the magnetic properties of the surface layer. Using spin-polarized STM [16] [17] we were able to directly image ferromagnetic domain walls at the surface of Fe$_2$GeTe$_2$ (Fig. 3(a)). The tip cluster was found to have a sufficiently small moment so that the tip magnetisation can be switched by the magnetic interaction with the sample. Manipulating the tip magnetisation in this way allowed us to image the same area with an oppositely polarized tip without having to apply an external magnetic field which would at the same time move the domain wall and polarize the sample. Fig. 3(c) shows an image with the same tip after the tip magnetisation has flipped. By taking the difference of the images, we obtain an image of only the magnetic contrast (Fig. 3(d)). From a line profile normal to the domain wall (Fig. 3(d)), we can analyze its width by fitting $z(x) = a + btanh\left(\pi(x - x_0)/\delta\right)$ to the data [16] [18–21], assuming that the tip magnetization is parallel to the out-of-plane direction and reverses by $180^\circ$ when changing its direction. We obtain a domain wall width of $\delta = 2.6 \pm 0.5$ nm. The domain wall width found here is smaller than that typically found in ferromagnetic films which are usually on the order of $10 \sim 100$ nm [20] [21]. We can compare the domain wall width $\delta$ with the expected width $\delta_n$ using the exchange interaction $J$ and magnetic anisotropy $K$ obtained from neutron scattering through $\delta_n = \pi \sqrt{\frac{A}{K}}$ [22], where $A$ is the exchange stiffness of the spins of the system being considered which is related to the exchange interaction $J$. For a 2D hexagonal honeycomb lattice, this expression becomes $\delta_n = \pi d_{nn} \sqrt{\frac{4J}{3K}}$ [18] [19] (see supplementary section S4), where $d_{nn}$ is the nearest neighbour distance between Fe atoms. By taking the values of $J$ and $K$ determined from the magnon dispersion in Fig. 3(a), we find a domain wall width $\delta_n = 6.0 \pm 1.2$ nm which is somewhat larger than what is obtained from a fit to our spin-polarized STM measurement (see fig. 3(d)). We note, however, that visually, the domain wall profile suggested by neutron scattering appears very similar to the observed one. The smaller domain wall width which we observe at the surface suggests that the exchange coupling $J$ is smaller in the surface layer compared to the bulk, and the magnetic anisotropy $K$ larger.

The apparent height of the domain wall in the spin polarized STM images exhibits a strong depen-
dence on the bias voltage. From images recorded at different bias voltages, we can determine how the spin polarization of the sample’s electronic structure evolves with energy. For images recorded with a low bias voltage (< 50mV) the domain wall shows the largest contrast. As the bias voltage is increased the magnetic contrast decreases and disappears at 400mV before reversing at even higher bias values. For negative applied bias the magnetic contrast remains more or less constant. By recording STS spectra on either side of the domain wall (hence with different magnetization directions of the sample) with a set point condition where the domain wall is not visible it is possible to extract the spin polarization as a function of bias voltage. The spectra recorded on either side of the domain wall are shown in Fig. 3(f). The polarization can be extracted from the spectra using the relation $P = \frac{g_{\uparrow \uparrow}(V) - g_{\uparrow \downarrow}(V)}{g_{\uparrow \uparrow}(V) + g_{\uparrow \downarrow}(V)}$ [16, 17] (Fig. 3(f)). The spin polarization shows a sharp peak of up to 20% spin polarization just below the Fermi level at an energy of $-43 \pm 6mV$.

C. Quasi-particle interference

To characterize the interplay between magnetism and the electronic structure, we have used quasi-particle interference imaging. Fig. 4(a)-(c) show the Fourier transform of quasi-particle interference maps $\tilde{g}(q, V)$ at three different bias voltages (0mV, $-60mV$ and $-300mV$), with the calculated band structure in the first Brillouin zone for comparison, integrated over $k_z$. There are clear hexagonal features in the experimental data, marked with arrows, with equivalent scattering vectors shown in the calculated band structure. All of the vectors observed experimentally can be assigned to scattering processes between bands with majority spin character. These bands are also the ones which exhibit a more two-dimensional character, as represented by the opacity in the calculation. Despite being strongly two-dimensional, the minority band centred around the $\Gamma$ point is not visible in any of our measurements. The DFT calculations show that the spin-minority bands have predominantly iron character with little weight on the outer-most Te atoms, whereas the majority bands have Te character, suggesting that we fail to detect the minority band due to matrix element effects.

A cut of the differential conductance along $K-\Gamma-M$ in the 2D Brillouin zone is shown in Fig. 4(d) between $-200mV$ and $+200mV$. From the QPI cuts we can extract the properties of the hole-like band that crosses the Fermi level. By fitting a parabolic dispersion, Fig. 4(d), and assuming that it is due to intra-band scattering we determine that it has an effective mass $m^* = 5.3 \pm 0.8m_e$ and a Fermi wavevector $k_f = 4.1 \pm 0.3nm^{-1}$ along $\Gamma - K$ (8.2nm$^{-1}$ in q-
FIG. 4: Quasiparticle interference imaging. (a-c) Six-fold symmetrised FFT of the differential conductance \( \tilde{g}(q, V) \) and calculated constant energy contours, showing majority (red) and minority (blue) spin bands averaged over 16 \( k_z \) values from 0 to 2\( \pi/c \), at (a) 0mV, (b) −60mV and (c) −300mV. Corresponding scattering vectors are marked on the experimental data and band structure calculation. (d) \( \tilde{g}(q, V) \) as a function of bias \( V \) for \( q \) along \( \Gamma-K \) and \( \Gamma-M \) taken from similar \( \tilde{g}(q, V) \) measurements to (a)-(c), averaged between \( q_x/q_y = \pm 0.378nm^{-1} \) for \( \Gamma-K/\Gamma-M \). Points fitted to the band dispersions along both directions are also plotted, with parabolic fits to the highest four energy points for each direction giving an average effective mass of \( m^* = 5.3 \pm 0.8m_e \) (\( \Gamma-M \): 4.5\( m_e \), \( \Gamma-K \): 6.1\( m_e \)). (e) Second derivative with respect to \( q \) of the differential conductance map, \( \frac{\partial^2 \tilde{g}(q, V)}{\partial q^2} \), as a function of bias for \( q \) along \( \Gamma-K \) and \( \Gamma-M \). The \( \tilde{g}(q, V) \) data was smoothed along the \( q \)-direction with a window of 5.060nm\(^{-1} \) before calculating the second derivative. (f) DFT calculation of the band structure of Fe\(_3\)GeTe\(_2\), showing majority (red) and minority (blue) spin bands averaged over 16 \( k_z \) values from 0 to 2\( \pi/c \).

space) which is in approximate agreement with that of a hexagonal pocket centered around \( \Gamma \) seen in ARPES measurements [8, 10, 23]. From the fits we find a band maximum at 106 ± 25mV above the Fermi level. To highlight sharp features, the second derivative with respect to \( q \) of the smoothed dI/dV data is plotted in Fig. 4(e). In these, the hole band is more readily observed with a maximum at around 150mV at the \( \Gamma \) point. We assign this band to the two-dimensional band at the same energy in the calculated \( k_z \)-integrated band structure, Fig. 4(f).
FIG. 5: Spin-polarized Quasi-particle interference. (a) SP-STM image (30mV, 100pA, 41 × 20nm²) recorded with the tip polarized parallel to the sample by applying a 200mT field along the sample c axis. (b) Image of the same location with the same tip after the magnetization of the tip has been reversed relative to the sample by applying a 200mT field anti-parallel to the sample c axis. Slight differences in the topographic contrast can be observed. (c) The difference of (a) and (b). Sub-surface Fe clusters become apparent in the difference image. (d) The quasi-particle interference pattern recorded at the Fermi level (V = 0V). (e) Difference of the Fourier transform of topographies (Vs = 30mV, Is = 100pA) recorded with opposite relative tip and sample spin orientations. Red vectors show up more intensely when the magnetization of tip and sample are parallel, and blue regions when they are antiparallel with respect to each other, showing the different spin-character of the bands.

Using a spin-polarized tip allows to determine the spin character of the different bands. To this end, we have undertaken spin-polarized topographic imaging as a function of applied field. The relative orientation of the tip and sample magnetizations will switch at different fields (see Fig. 5(a-c)), enabling imaging of the quasi-particle scattering with parallel and anti-parallel alignment of their magnetizations. We observe a significant change in the topographic contrast when the tip and sample are not magnetized in the same direction anymore. Taking the difference of
the Fourier transforms of topographies with parallel and antiparallel magnetization (Fig. 5(d)) reveals strong changes in the relative intensity of the scattering vectors. By comparing the Fourier transform with the quasi particle interference mapping at the Fermi level (Fig. 5(e)) we determine that the observed magnetic contrast is due to the spin-dependent imaging of Friedel oscillations between differently polarized bands at the Fermi level and thus reveals information about the spin polarization of the bands in the vicinity of the Fermi energy.

III. DISCUSSION

Our study of Fe$_3$GeTe$_2$ provides new insights from relating microscopic information obtained from low temperature scanning tunneling microscopy to bulk properties obtained from neutron scattering. We find that in the surface layer, the magnetic properties deviate slightly from those in the bulk, as might be expected from the 3D nature of some parts of the electronic structure. Comparison of the imaging of domain walls with the magnetic exchange interaction $J$ and anisotropy $K$ obtained from neutron scattering reveal a surprisingly good agreement. One would expect the ratio $K/J$ to be slightly larger for the surface layer compared to the bulk due to a larger magnetic anisotropy and smaller exchange coupling: the smaller coordination number of atoms in the surface layer will lead to a decreased exchange energy $J$, while at the same time the lower symmetry is expected to result in a larger anisotropy $K$. It is well known from a number of systems that the magnetic anisotropy increases with reduced dimensionality [24]. The reduction in $J$ in the surface layer is consistent with the lower Curie temperature $T_C$ found in thin films and in the monolayer limit, where $T_C$ is suppressed significantly [4, 5]. This system therefore confirms the previously observed trend that while the surface of a magnetic bulk material does not exhibit radically different magnetic properties, there are subtle differences [25].

From band structure calculations, we find that the Fermi surface is dominated by bands of spin majority character with significant $k_z$-dispersion and quasi-2D bands of spin minority character. A comparison with quasi-particle interference imaging reveals dominant wave vectors which are broadly consistent with the band structure calculations. We use spin-polarized imaging to determine the spin-polarization of the bands near the Fermi energy, and find, consistent with the calculations, a hexagonal ring of scattering which we attribute to the bands with spin-majority character embedded in a rather broad distribution of electronic states with opposite spin character.
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V. METHODS

A. Scanning Tunneling Microscopy

Scanning Tunneling Microscopy (STM) measurements were undertaken using two home-built STMs [26,27] operating at temperatures down to 1.5K in cryogenic vacuum. Samples are cleaved at a temperature of \(~20\)K before inserting them in to the STM head. The spin-polarized STM tips used in this study were prepared using two methods: the first method involved collecting magnetic material from the surface of a sample of an Fe_{1+x}Te sample [28,29] before inserting the Fe_{3}GeTe_{2} into the STM. The second method involved picking up ferromagnetic material directly from the Fe_{3}GeTe_{2} surface.
B. Crystal growth

Single crystals of Fe$_3$GeTe$_2$ were synthesized using the chemical vapor transport technique. Sealed quartz ampoules with an outer diameter of 18 mm and inner diameter of 16 mm were loaded with iron, germanium, and tellurium in stoichiometric quantities. Approximately 10mg of Iodine was loaded as a transport agent. The iron, germanium, and tellurium powder was initially pumped to $\sim 10^{-5}$ Torr using a turbo pump to ensure dryness before the iodine was loaded. The combined reagents were then chilled and pumped to $5 \cdot 10^{-3}$ Torr using an oil-based mechanical pump to avoid damage to the blades of the turbo pump. The tubes were sealed to be a length of $\sim 15$ cm and put into a 3-zone furnace such that one end was at 750°C and the other at 700°C. A chiller was used to further cool one end of the furnace to increase the temperature gradient. The temperature gradient was initially inverted for 12 hours to clean one end of the ampoules. The ampoules were then removed at high temperature with one end cooled using compressed air on removal from the three-zone furnace. The growth resulted in a variety of crystal sizes up to a maximum of the lateral size of $5 \times 5$ mm$^2$, with a thickness of up to 1 mm.

C. Neutron scattering

Neutron scattering measurements were performed on the MACS cold triple axis spectrometer (NIST, Gaithersburg) [30]. Single crystals of Fe$_3$GeTe$_2$ with varying size were edge-aligned on aluminum plates, using the hexagonal morphology as a guide. A coating of hydrogen-free Fomblin oil was applied to the crystals to attach them to the mount and prevent degradation in air. The sample mount was positioned such that the (HHL) reflections lay in the horizontal scattering plane. The sample was then cooled to $T = 5$K in a 100mm Orange Cryostat. $E_f$ was fixed to 3.7meV by 20 PG(002) double bounce analyzers and $E_i$ was varied between 4.3meV and 13.7meV by a vertically focused PG(002) monochromator, giving access to energy transfers between 0.5meV and 10 meV. Cooled BeO filters were placed on the scattered side of the sample to remove contamination from higher order scattering. This experimental configuration allowed for an energy resolution of approximately 0.17meV (FWHM) at the elastic line. A two-dimensional map of the scattering intensity along $(H, H, -2)$ was constructed by integrating over $c^*$ in a 0.3r.l.u. window about $L = -2$ (Fig. 3(a)).

The single-crystal neutron diffraction experiment was performed on hot neutron four-circle
diffractometer D9, at ILL [31]. Cu(220) incident-beam monochromator selected a wavelength $\lambda = 0.836$ Å, allowing measurements of Bragg peaks at high momentum transfer. A single-crystal of Fe$_3$GeTe$_2$ of approximate dimensions $3 \times 3 \times 2 \text{mm}^3$ was characterized at four temperatures: 300K (paramagnetic phase), 98K, 60K and 30K (ferromagnetic phase). The refinement of nuclear and magnetic structure was performed using FULLPROF [32] giving an iron stoichiometry $3 - y = 2.86(3)$ (from 60K data), and a ferromagnetic moment $\mu = 1.6(2)\mu_B$ at 30K. Further details on the refinement are provided in the Supplementary Material.

D. DFT calculations

DFT calculations to simulate STM images of defects were performed using the Density Functional Theory package Quantum Espresso using Projected Augmented Wavefunctions (PAW) and the PBE exchange-correlation functional. We took a $3 \times 3$ supercell of a monolayer of Fe$_3$GeTe$_2$ with 15Å vacuum and removed an atom to generate the defect. We then performed structural relaxations on the ferromagnetic $3\times3$ supercells until the total force was less than $1.0 \cdot 10^{-3}$Ry/Bohr and the total energy change was less than $1.0 \cdot 10^{-4}$Ry. For the structural optimisation we used a $k$-grid of $4 \times 4 \times 2$. The kinetic energy cutoff was 50Ry for the wavefunctions and 400Ry for the charge density. Using these relaxed structural parameters we then performed a self consistent calculation using a denser $k$-grid of $8 \times 8 \times 1$. The total magnetic moment was found to be $2.123\mu_B$/Fe for the supercell without a defect, $2.132\mu_B$/Fe with a Te defect and $2.004\mu_B$/Fe with an Fe defect. Finally, the local density of states was obtained using a $k$-grid of $12 \times 12 \times 1$ for a bias setpoint of $+100\text{meV}$ ($+0.00735\text{Ry}$) and the STM image at constant current was generated using the CRITIC2 software [33]. For calculations of the bulk electronic structure we used a kinetic energy cutoff of 60Ry for the wavefunctions and 300Ry for the charge density with a $k$-grid of $8 \times 8 \times 8$.
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S1. SINGLE-CRYSTAL NEUTRON DIFFRACTION

A single-crystal of Fe$_{3-y}$GeTe$_2$ of approximate dimensions $3 \times 3 \times 2$ mm$^3$ was characterized on the hot neutron four-circle diffractometer D9 at ILL [1]. We used a Cu(220) incident-beam monochromator to select a wavelength $\lambda = 0.836$ Å, allowing measurements of Bragg peaks at high momentum transfer. Bragg reflections were collected at four temperatures: 300K (paramagnetic phase), 98K, 60K and 30K (ferromagnetic phase).

Both nuclear and magnetic structure were refined using FULLPROF within nuclear space group $P6_3/mmc$ (No. 194). Scale, extinction parameters, atomic positions and individual isotropic displacement were refined at each temperature, except at 30 K were scale and extinction parameters were fixed, given the lower number of reflections measured. The occupancy of interstitial Fe2 (Wyckoff position 2c) was refined, and an iron stoichiometry $3 - y = 2.86(3)$ was found from the 60K data. The best magnetic refinement was obtained using magnetic space-group $P6_3/mmc'$ (No. 194.27), which leads to ferromagnetism along the $c$-axis. The magnetic moments for Fe1 and Fe2 were constrained to be the same, leading to $\mu = 1.6(2)\mu_B$ at 30K. The refined parameters are listed in Tab. S1, and the resulting observed intensities versus calculated ones are shown in Fig. S1.

S2. FIELD CONTROL OF FERROMAGNETIC DOMAIN WALLS

To investigate the magnetism of the ferromagnetic domains in Fe$_{3-y}$GeTe$_2$ we control both the surface and tip magnetization using an applied field. Figure S2 shows topographic images of the same position on the sample surface as a function of applied magnetic field. Starting from a negative field, a clear transition is found with increasing field at positive fields when the sample magnetization switches direction. Figure S2(a-d) shows topographic images taken at different fields from (a) 100mT to (d) 250mT in increments of 50mT. Between panels (b) and (d) the magnetization of the sample reverses, with a domain wall crossing the imaged area in panel (c). This can be better seen in difference images, shown in Figure S2(e-g), where the image obtained at 150mT has been subtracted from the ones taken at 100mT, 200mT and 250mT. The difference image Figure S2(e) shows almost no contrast, consistent with the relative orientation of the tip and sample magnetization staying the same. In Figure S2(f) the domain wall crossing at 200mT can be clearly seen, with the sample magnetization in the upper right hand corner of the image having
| Table S1: Parameters of a Fe$_{3-y}$GeTe$_2$ single-crystal refined with FULLPROF within nuclear space group $P6_3/mmc$ (No. 194) and magnetic space-group $P6_3/mm'c'$ (No. 194.27). |
|---|---|---|---|---|
| $T = 300$ K | Measured reflections, unique, observed ($I > 2\sigma$): 480, 159, 154 |
| $R_{\text{int}} = 1.95\%$ | $R_{\text{Bragg}} = 6.10\%$ | $\chi^2 = 4.53$ |
| $\alpha = b = 3.9920(2)$ Å | $c = 16.343(3)$ Å |
| **Atoms** | **Wyckoff** | **x** | **y** | **z** | **$B_{\text{iso}}$ (Å$^2$)** | **Occ.** | **$M_z$** |
| Fe1 | 4e | 0.000 | 0.000 | 0.6715(3) | 0.67(3) | 1 | / |
| Fe2 | 2c | 0.667 | 0.333 | 0.750 | 0.83(7) | 0.86(2) | / |
| Ge | 2d | 0.333 | 0.667 | 0.750 | 1.91(8) | 1 | / |
| Te | 4f | 0.667 | 0.333 | 0.5900(7) | 0.82(4) | 1 | / |

| $T = 98$ K | Measured reflections, unique, observed ($I > 2\sigma$): 382, 128, 126 |
| $R_{\text{int}} = 1.6\%$ | $R_{\text{Bragg}} = 6.22\%$ | $\chi^2 = 7.20$ |
| $\alpha = b = 3.9794(5)$ Å | $c = 16.304(3)$ Å |
| **Atoms** | **Wyckoff** | **x** | **y** | **z** | **$B_{\text{iso}}$ (Å$^2$)** | **Occ.** | **$M_z$** |
| Fe1 | 4e | 0.000 | 0.000 | 0.6718(2) | 0.31(3) | 1 | 1.4(3) |
| Fe2 | 2c | 0.667 | 0.333 | 0.750 | 0.63(9) | 0.87(3) | 1.4(3) |
| Ge | 2d | 0.333 | 0.667 | 0.750 | 1.7(1) | | 1 | / |
| Te | 4f | 0.667 | 0.333 | 0.5894(3) | 0.35(4) | 1 | / |

| $T = 60$ K | Measured reflections, unique, observed ($I > 2\sigma$): 645, 189, 188 |
| $R_{\text{int}} = 1.52\%$ | $R_{\text{Bragg}} = 8.25\%$ | $\chi^2 = 14.13$ |
| $\alpha = b = 3.9785(5)$ Å | $c = 16.286(4)$ Å |
| **Atoms** | **Wyckoff** | **x** | **y** | **z** | **$B_{\text{iso}}$ (Å$^2$)** | **Occ.** | **$M_z$** |
| Fe1 | 4e | 0.000 | 0.000 | 0.6718(3) | 0.24(2) | 1 | 1.5(4) |
| Fe2 | 2c | 0.667 | 0.333 | 0.750 | 0.51(7) | 0.86(3) | 1.5(4) |
| Ge | 2d | 0.333 | 0.667 | 0.750 | 1.57(9) | | 1 | / |
| Te | 4f | 0.667 | 0.333 | 0.5896(7) | 0.25(3) | | 1 | / |

| $T = 30$ K | Measured reflections, unique, observed ($I > 2\sigma$): 200, 76, 76 |
| $R_{\text{int}} = 1.44\%$ | $R_{\text{Bragg}} = 4.44\%$ | $\chi^2 = 4.04$ |
| $\alpha = b = 3.9779(1)$ Å | $c = 16.281(2)$ Å |
| **Atoms** | **Wyckoff** | **x** | **y** | **z** | **$B_{\text{iso}}$ (Å$^2$)** | **Occ.** | **$M_z$** |
| Fe1 | 4e | 0.000 | 0.000 | 0.6720(3) | 0.23(3) | 1 | 1.6(2) |
| Fe2 | 2c | 0.667 | 0.333 | 0.750 | 0.4(1) | 0.86(2) | 1.6(2) |
| Ge | 2d | 0.333 | 0.667 | 0.750 | 1.73(9) | | 1 | / |
| Te | 4f | 0.667 | 0.333 | 0.5891(3) | 0.24(4) | | 1 | / |
FIG. S1: Observed versus calculated intensities for: (a) nuclear reflections measured at 300 K; (b-d) both nuclear and magnetic reflections measured at (b) 98 K, (c) 60 K and (d) 30 K.

changed. Figure S2(g) shows the difference image after the next 50mT field step. The magnetization of the sample has fully reversed compared to the image recorded at 150mT (Figure S2(b)).
FIG. S2: (a) SP-STM topography (100mV, 40pA, 44 × 44nm²) of the Fe₃GeTe₂ surface recorded in a field $B = 100\text{mT}$ along the crystal $c$ axis. (b) As (a) but recorded in a field $B = 150\text{mT}$. (c) As (a) but recorded in a field $B = 200\text{mT}$. A domain wall can be seen running diagonally through the image. (d) As (a) but recorded in a field $B = 250\text{mT}$. The magnetization of tip and sample spin are now opposite to those in image (a). (e) The difference of images (b) and (a). (f) The difference of images (b) and (c). The domain wall can clearly be seen to cross the image. (g) The difference between (b) and (d). The relative orientation of the magnetization of tip and sample has changed everywhere.

S3. SPIN MODEL FOR Fe₃GeTe₂

In the main text, the data were modelled by a mapping to the simple hexagonal lattice nearest-neighbor Heisenberg model. The structure of Fe₃GeTe₂ is slightly more complicated than this, however there is a direct mapping between the two models in the limit of small $q$. Moreover STM is sensitive to the surface, which forms an effective hexagonal lattice. We now perform the spin wave analysis for the more complicated case of the realistic Fe₃GeTe₂ lattice, showing that the small $q$ expansion results in a difference of only a constant prefactor. The lattice is identical to the hexagonal lattice, except the B sites are duplicated, with one spin located at $+\delta z$ out of the plane and the other at $-\delta z$. We will call these additional sublattices $B_u$ and $B_d$ in the following. Consequently, the A and B sites now have a coordination of six and four respectively.
The spin wave Hamiltonian can now be written as

$$
\mathcal{H} = J \sum_{r} S_{A}(r) \cdot S_{B_{\alpha}}(r + a_{j}) + J \sum_{r} S_{B_{u}}(r) \cdot S_{B_{d}}(r) + K \sum_{r} \left[ (\hat{S}_{A}^{z}(r))^{2} + (\hat{S}_{B_{\alpha}}^{z}(r))^{2} \right].
$$  

(S1)

we perform a Holstein-Primakoff transformation and so the Hamiltonian can be written in momentum space as

$$
\mathcal{H} = \sum_{q} \left\{ (\gamma_{q} b_{A}^{\dagger}(q) b_{B_{u}}(q) + \gamma_{q} b_{A}^{\dagger}(q) b_{B_{d}}(q) + J S b_{B_{u}}^{\dagger}(q) b_{B_{u}}(q) ) + \text{h.c.} \\
- 6 J S b_{A}^{\dagger}(q) b_{A}(q) - 4 J S \left[ b_{B_{u}}^{\dagger}(q) b_{B_{u}}(q) + b_{B_{d}}^{\dagger}(q) b_{B_{d}}(q) \right] \\
- 2 K S \sum_{q} \left\{ b_{A}^{\dagger}(q) b_{A}(q) + b_{B_{u}}^{\dagger}(q) b_{B_{u}}(q) + b_{B_{d}}^{\dagger}(q) b_{B_{d}}(q) \right\} \right\}.
$$  

(S2)

As in the main text, we have defined \( \gamma_{q} = J S \sum_{j} e^{i q a_{j}} \). This Hamiltonian can be written in the compact form, \( \mathcal{H} = \sum_{q} \Psi_{q}^{\dagger} M \Psi_{q} \), where \( \Psi_{q}^{\dagger} = (b_{A}^{\dagger}(q), b_{B_{u}}^{\dagger}(q), b_{B_{d}}^{\dagger}(q)) \) and

$$
M = \begin{pmatrix}
-6 J S & \gamma_{q} & \gamma_{q} \\
\gamma_{q}^{*} & -6 J S & J S \\
\gamma_{q}^{*} & J S & -4 J S
\end{pmatrix}.
$$  

(S3)

This Hamiltonian can be diagonalized by a Bogoliubov transformation, or by diagonalizing the matrix \( gM \), where \( g = [\Psi_{q}, \Psi_{q}^{\dagger}] \) is the metric that enforces the bosonic commutation relations [2], which in our case is just the identity matrix

$$
g = [\Psi_{q}, \Psi_{q}^{\dagger}] = \begin{pmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{pmatrix}.
$$  

(S4)

After diagonalizing \( gM \), we find the dispersion relation for the two dispersive modes along \( (H, H) \)

$$
\epsilon_{\pm}(H, H) = - \left( \frac{9}{2} J S + 2 K S \right) \pm \frac{1}{2} J S \sqrt{33 + 32 \cos(2 \pi H) + 16 \cos(4 \pi H)}.
$$  

(S5)

Expanding the lower mode about \( H = 0 \), we find \( \epsilon_{+} \sim \frac{16 \pi^{2}}{3} J S H^{2} \) at the bottom of the band, compared with \( \epsilon_{+} \sim 4 \pi^{2} J S H^{2} \) in the simple hexagonal model.
S4. DERIVATION OF DOMAIN WALL PROFILE

We now present a derivation of the domain wall profile of a hexagonal lattice Heisenberg model. We will then show that the more realistic model of Fe$_3$GeTe$_2$ presented in Sect. S3 gives consistent results, justifying the use of the simple hexagonal model used in the main text.

A. Continuum limit of spin model

The Heisenberg model on the hexagonal lattice, with nearest neighbor coupling can be written as

\[ H = J \sum_{\mathbf{r} \text{ (unit cells)}} j \in \{0, 1, 2\} S_A(\mathbf{r}) \cdot S_B(\mathbf{r} + a \hat{e}_j), \]  

(S6)

where the sum is over all unit cells. By representing the spins as classical vectors of length $S$, we can develop a continuum description of the magnetization. We introduce the transformation $S(\mathbf{r}) = S n(\mathbf{r})$, dropping the site index in the spirit of a classical treatment of the spin degree of freedom. Neglecting constant terms, Eqn. S6 can be written as

\[ H = -\frac{J S^2}{2} \sum_{\mathbf{r} \text{ (unit cells)}} j \in \{0, 1, 2\} [n(\mathbf{r} + d_{nn} \hat{e}_j) - n(\mathbf{r})]^2. \]  

(S7)

The basis vectors $\hat{e}_j$ can readily be converted from the non-orthogonal $P6_3/mmc$ rhombohedral coordinate system into Cartesian coordinates. In Cartesian coordinates we have $\hat{e}_1 = (-\frac{\sqrt{3}}{2}, \frac{1}{2})$, $\hat{e}_2 = (\frac{\sqrt{3}}{2}, \frac{1}{2})$ and $\hat{e}_3 = (0, -1)$ (Fig. S3), and hence

\[ [n(\mathbf{r} + d_{nn} \hat{e}_1) - n(\mathbf{r})] = -\frac{\sqrt{3}}{2} d_{nn} \partial_x (n) + \frac{1}{2} d_{nn} \partial_y (n) \]  

(S8a)

\[ [n(\mathbf{r} + d_{nn} \hat{e}_2) - n(\mathbf{r})] = \frac{\sqrt{3}}{2} d_{nn} \partial_x (n) + \frac{1}{2} d_{nn} \partial_y (n) \]  

(S8b)

\[ [n(\mathbf{r} + d_{nn} \hat{e}_3) - n(\mathbf{r})] = d_{nn} \partial_y (n). \]  

(S8c)

Performing the sum over $j$ we find

\[ H = -\frac{3 J S^2}{2} \sum_{\mathbf{r} \text{ (unit cells)}} d_{nn} [ (\partial_x n)^2 + (\partial_y n)^2 ]. \]  

(S9)

Finally we take the continuum limit $\sum_{\mathbf{r}} \to \frac{1}{A_{\text{unit}}} \int d^2 \mathbf{r}$ to find a classical field theory of the Heisenberg model on the hexagonal lattice

\[ H = \frac{\rho S}{2} \int d^2 \mathbf{r} \left\{ (\partial_x n)^2 + (\partial_y n)^2 \right\} \]  

(S10)
where we have defined the spin stiffness $\rho_S = \frac{3JS^2d_{nn}^2}{\Lambda_{\text{unit}}} = \frac{3JS^2d_{nn}^2}{2\Lambda_{\text{site}}}$.

Now let us perform the continuum limit of the single ion anisotropy term

$$H_{\text{anis}} = K \sum_{\mathbf{r}} \left[ (S_A^z(\mathbf{r}))^2 + (S_B^z(\mathbf{r}))^2 \right] = KS^2 \sum_{\mathbf{r}} [n^z(\mathbf{r})]^2$$

(S11)

with the anisotropy parameter $\kappa = K S^2 \frac{A_{\text{unit}}}{\Lambda_{\text{site}}}$.

**B. Domain wall solutions**

The terms originating from exchange (Eqn. S10) can be seen as representing the stiffness of the spin field, penalizing the canting of spins away from ferromagnetic alignment. In a domain wall, these terms compete against the single-ion anisotropy terms (Eqn. S11), the former favoring a spatially extended domain wall such that the spins remain closely aligned, and the latter favoring a rotation of spins over a short length scale when $\theta$ is far from 0 or $\pi$.

Following the general approach outlined in Ref. [3], we will now seek to derive an expression for the domain wall shape on the hexagonal lattice. We are interested in an one-dimensional cut through the domain wall, which we take to take to occur along $\hat{y}$ (Fig. S4), assuming that the spins rotate in a common rotation plane $(x,z)$ defined by the angle $\theta$, $\mathbf{n}(\mathbf{r}) = (\sin\theta(\mathbf{r}), \cos\theta(\mathbf{r}))$. In
FIG. S4: Visualization of a Néel domain wall on the 2-d hexagonal lattice. The blue and red arrows indicate spins on the A and B sublattices respectively. The angle between the direction in which the spin is pointing locally and \( \hat{z} \) is given by \( \theta \). The canting angle between neighbouring spins is \( \delta \theta \), which is smaller closer to the edges of the domain wall. Both \( \theta \) and \( \delta \theta \) are shown here for the second row of atoms parallel to the domain wall, where \( \theta = \delta \theta \) (in the first row \( \theta = 0 \), and the spins are parallel to \( \hat{z} \)). Colors denote the sublattice. We note that the calculation for a Bloch-type domain wall results in the same expression for the domain wall width.

Terms of this rotation angle, the energy of a domain wall can be written as

\[
E_{DW} = \int d^2r \left\{ \frac{\rho S}{2} (\partial_y \theta)^2 + \kappa \left( 1 - \cos^2 \theta \right) \right\}.
\]

(S12)

Note here that we have taken \( \partial_x \theta = 0 \) as required for a domain wall along \( \hat{y} \). Using the domain wall Lagrangian \( \mathcal{L} = \frac{\rho S}{2} (\partial_y \theta)^2 + \kappa \sin^2 \theta \), the static Euler-Lagrange equation, \( \frac{d}{dy} \left( \frac{\partial \mathcal{L}}{\partial \dot{\theta}} \right) = \frac{\partial \mathcal{L}}{\partial \theta} \), can be written down and solved for the domain wall profile. Using the boundary condition \( \frac{d\theta}{dy} \to 0 \) as \( y \to \pm \infty \), we find

\[
\theta(y) = 2\arctan \left( e^{\frac{\kappa}{\rho S} (y - y_0)} \right).
\]

(S13)

This is known as the kink soliton, and reflects the conflict between the exchange stiffness energy...
and the anisotropy energy in the domain wall. The spins rotate little between nearest neighbours at the edges of the domain wall, where the anisotropy energy is small, before rotating much more between adjacent sites when this energy increases at the center of the wall. After some algebra, the $z$-component of the spin field can be written down

$$n_z^z(y) = \tanh \left[ \sqrt{\frac{2\kappa}{\rho_S}} (y - y_0) \right]$$

which takes the shape of a step function with a width that depends on $\sqrt{J}$. We can rewrite this expression as

$$n_z^z(y) = \tanh(\pi y / \delta)$$

for a domain wall at $y_0 = 0$, defining its intrinsic width $\delta = \pi \sqrt{\frac{\rho_S}{2\kappa}}$ which is the same as the one obtained under the assumption of a linear variation of $\theta(y)$ [4] and as used in previous work [5].

C. Equivalence of hexagonal and Fe$_3$GeTe$_2$ model

Finally we will show the equivalence of modelling the data using both the hexagonal model and the more realistic model presented in S3 so long as the choice of model is consistent for both the neutron and the STM data.

The spin model for the full crystallographic structure of Fe$_3$GeTe$_2$ is given by Eqn. S1. As in the previous section, we represent the spins in the continuum limit by a vector field $S(r) = S\mathbf{n}(r)$, dropping the site index and assuming that the spins on the $u$ and $d$ sublattices are coaligned. Neglecting constant terms we have

$$\mathcal{H} = -JS^2 \sum_{\mathbf{r} \text{ (unit cells)}} j \in \{0,1,2\} \left[ \mathbf{n}(\mathbf{r} + d_{nn}\hat{e}_j) - \mathbf{n}(\mathbf{r}) \right]^2$$

$$\mathcal{H}_\text{anis} = \frac{3}{2}KS^2 \sum_{\mathbf{r} \text{ (sites)}} [n_z^z(\mathbf{r})]^2$$

where $'$ indicates that the sum is performed over the sites of the hexagonal lattice since the sum over the $u$ and $d$ sublattices has already been explicitly performed. By comparing these expressions with the analogous expressions for the hexagonal model Eqns. S7 and S11, it is possible to map
from one model to the other,
\[ \rho_{S}^{\text{hex}} = \frac{1}{2} \rho_{S}^{\text{FGT}} \] \hspace{1cm} (S17a)
\[ \kappa_{S}^{\text{hex}} = \frac{2}{3} \kappa_{S}^{\text{FGT}}. \] \hspace{1cm} (S17b)

thus \( \delta^{\text{FGT}} = \sqrt{\frac{4}{3}} \delta^{\text{hex}}. \) Examination of the small-\( q \) expansion of the dispersion along (H,H) for the two models

\[ \epsilon_{+}^{\text{hex}} \approx -2 KS - 4\pi^{2} J_{\text{hex}} S H^{2} \] \hspace{1cm} (S18a)
\[ \epsilon_{+}^{\text{FGT}} \approx -2 KS - \frac{16}{3} \pi^{2} J_{\text{FGT}} S H^{2} \] \hspace{1cm} (S18b)

shows that \( J_{\text{hex}} = \frac{4}{3} J_{\text{FGT}}, \) therefore any consistent treatment of the STM and neutron data using either model, as described above, yields consistent results.

S5. ADDITIONAL DENSITY FUNCTIONAL THEORY CALCULATIONS

In Figure S5 we show the orbitally projected band structure obtained from the DFT calculations. It can be seen that the bands of majority spin character have predominantly Te character, where the ones of minority spin character have more weight on the Fe atoms. Since the surface atoms are Te atoms, this suggests that the STM will predominantly couple to bands of majority spin character.
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