RNAvigator: A Pipeline to Identify Candidates for Functional RNA Structure Elements
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Identifying structural elements in long and complex RNAs, such as long non-coding and RNA viruses, can shed light on the functionality and mechanisms of such RNAs. Here we present RNAvigator, a tool able to identify elements of structural importance by using experimental SHAPE data or SHAPE-like predictions in conjunction with stability and entropy assessments. RNAvigator recognizes regions that are the most stable, unambiguous, and structured on RNA molecules, and thus potentially functional. When relying on predictions, RNAvigator uses the CROSS algorithm, a neural network trained on experimental data that achieved an AUC of 0.74 on hepatitis C virus SHAPE-MaP data and which was able to improve the predictive power of Superfold. By using RNAvigator, we can identify known functional regions on the complete hepatitis C virus genome, including the regulatory regions CRE and IRES, and the 3’ UTR of dengue virus, a region known for the presence of structural elements essential for its replication, and functional regions of long non-coding RNAs such as XIST and HOTAIR. We envision that RNAvigator will be a useful tool for studying long and complex RNA molecules using known chemical probing data or, if they are not available, by employing predicted profiles.
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INTRODUCTION

Recently, significant advances have been made in the elucidation of RNA structures. It has been understood for some time that the RNA structure can play a critical role in gene regulation. Structural motifs in RNA can influence various biological processes, ranging from translation initiation and termination (1), resistance to degradation (2, 3), splicing (4), or ligand-dependent conformational switching (5, 6). Unfortunately, determining the RNA structure has proven challenging (7), as most RNAs are not readily amenable to conventional structural biology approaches such as X-ray crystallography or cryo-electron microscopy, mainly due to their...
conformational flexibility and low propensity to crystallize (8, 9). While some progress has been made using nuclear magnetic resonance spectroscopy, challenges regarding isotope labeling and size restrictions remain, especially for large and complex RNA molecules (10, 11). The advent of high-throughput sequencing has enabled the application of the previously developed chemical structure probing techniques on a larger scale. Several protocols based on selective 2'-hydroxyl acylation analysed by primer extension (SHAPE) have been developed, allowing the extraction of secondary structure information of particular RNAs, among them SHAPE-MaP (7) and in vivo click SHAPE (icSHAPE) (12, 13). It has been shown that the incorporation of chemical probing data with traditional computational structure prediction methods allows for the accurate determination of RNA secondary structure in large RNAs, e.g., long non-coding RNAs (lncRNAs) or viral genomes of RNA viruses, while also improving the predictive power of thermodynamics-based algorithms (7, 14).

While significant progress has been made in RNA structure determination, the challenge of interpreting these structures and identifying functional elements remain. Generally, structural surveys readily produce a plethora of structural elements, but a significant proportion of these elements are likely opportunistic folds without much functional relevance (7, 15, 16). Other structural elements play a key role in the biological processing of these RNAs, and a number of examples are well described. In particular, elements in the 5'- and 3'-untranslated regions (UTRs) of coding RNA segments, as well as lncRNAs, contain structural elements crucial for their function (1, 17–20). However, examples of functional segments have also been found in coding segments (18, 21, 22). Such functional elements are likely to be conserved as evolutionary selection pressures apply to them. Moreover, such elements generally have a well-defined, unambiguous, and stable fold to exert their function (20, 23). Using these criteria, we can survey structural probing data and structural models of RNA to identify candidate functional elements.

We developed the RNAvigator pipeline to aid in the identification of functionally relevant RNA structures. RNAvigator takes aa input a target sequence and chemical probing data to search for the most stable, unambiguous, and structured segments as candidates for functional elements. In the absence of chemical probing data, RNAvigator uses Computational Recognition of Secondary Structure (CROSS), an AI-based tool that has previously shown good performance when compared with SHAPE data (24), to impute SHAPE-like data to feed the pipeline. Here, we demonstrate how RNAvigator allows us to recover known functional elements in viral RNAs, and we demonstrate that we can retrieve accurate structure models even in the absence of SHAPE data. We created a simple tool that processes the inputs and provides illustrative charts highlighting the different criteria and consensus regions for functional candidates along the length of the query RNA. RNAvigator is available on GitHub (https://github.com/RiccardoDP/RNAvigator) under the terms of the GNU public license v3 (GPLv3).

MATERIALS AND METHODS
SHAPE Data and Viral Sequences
SHAPE data and the relative viral sequence for the complete genomes of hepatitis C virus (HCV; hcv 77) and dengue virus (DENV; DENV-1) were downloaded/extracted from the original papers (21, 25). The exact sequences were selected from the SHAPE-MaP files to keep consistency with SHAPE reactivities.

Searching Structural Stability Using Scanfold
We used Scanfold (26) to discover structurally stable RNA regions. Specifically, we used the ScanFold-Scan module with a step of one nucleotide and a window of 150. We also studied different windows, and the results showed a high degree of consistency across window sizes ranging from 150 to 500 (Supplementary Figure 1). RNAvigator selects the most stable regions, corresponding to the lowest 20% of regions for block-averaged z-score regions.

Predicting the RNA Secondary Structure
The secondary structure predictions were computed using the CROSS (Computational Recognition of Secondary Structure) algorithm. CROSS is a machine learning approach trained on experimental data (SHAPE, PARS, NMR/X-Ray, and icSHAPE), which was applied to large and complex molecules such as viral genomes. We used the Global Score model, considering nucleotides with a score of >0 as double-stranded, and <0 as single-stranded. For integrating CROSS as a SHAPE-like constraint inside the Superfold, we applied a normalization (check Shannon Entropy Calculation With Superfold; Supplementary Figure 2).

Shannon Entropy Calculation With Superfold
To assess the secondary structure of RNA molecules, we used Superfold (7). The tool is optimized to employ SHAPE data as constraints for RNAstructure (27) and to merge sliding windows of local structure models to obtain the full-length structure of large RNAs. We used Superfold using both SHAPE-MaP data and CROSS predictions. For both the pipelines, Superfold was launched using standard settings for the SHAPE slope and intercept. CROSS predictions were normalized to match a SHAPE-like distribution processable by Superfold, using the following formula:

\[ n = \frac{(b - a) \times x - \min(x)}{\max(x) - \min(x)} + b \]

where \( n \) is the normalized score obtained from the inverted CROSS score \( x \), while \( b \) and \( a \) are instead the SHAPE-like intervals in which the score should be normalized. As better explained in the results (Supplementary Figure 2), we used 0 and 1 as SHAPE-like limits for the normalization of both HCV and DENV-1.

Selecting Regions of Structural Importance
The three algorithms comprising the RNAvigator pipeline were independently used to select regions of the following: 1) high
double-stranded propensity (SHAPE and/or CROSS), 2) structural stability (Scanfold), and 3) low entropy, indicating unambiguous structures (Superfold). For the output from each algorithm, we ranked the averaged regions of the selected metric (reactivity/propensity for SHAPE/CROSS; z-score for Scanfold; entropy value for Superfold), and we selected the bottom 20% regions for each metric, thus identifying the most structured, most stable, and least ambiguous structures along the RNA of interest. Unambiguous, stable and structured regions are often encountered in known functional elements, e.g., the flavivirus 5’ and 3’ UTRs (21, 28). We used a window of 150 nucleotides to average the different scores.

The RNAvigator Pipeline
The pipeline was built using the previously described methods in order to identify regions of importance according to structural stability, secondary structure profiles, and entropy. Searching for the structural stability by using Scanfold is an independent step, while the secondary structure profiles, obtained using SHAPE-MaP data or normalized CROSS predictions, are also used as input to compute the entropy with Superfold. After obtaining the three profiles from the different metrics, regions of interest are selected following the methodology in Selecting Regions of Structural Importance. The main output of the pipeline is a plot showing the highlighted regions for each metric and a file containing information not only on how many regions are identified by each metric but also the exact secondary structure of those regions (dots and brackets notation extracted from Superfold, ct output).

P-Value for Regions of Structural Importance
To generate a p-value to determine how significant it is to identify specific regions of known RNA molecules, such as for XIST and HOTAIR, we randomly shuffled the RNA regions (150 nucleotides for XIST, 50 nucleotides for HOTAIR). We then selected the bottom 20% following the RNAvigator pipeline, and we used this information to check how many times we could have more or equal random regions following inside our domain of interest compared with our data. We repeated this 10,000 times, and we used the information to build a p-value.

RESULTS
Structural Stability, Entropy, and Secondary Structure Data: The Key Elements Behind the RNAvigator Pipeline
Particularly for novel or complex RNA, identifying regions of structural importance is a fundamental step toward their characterization and functional discovery (Figure 1A). The idea behind RNAvigator is to create a comprehensive pipeline to identify regions of interest in complex RNA molecules. To identify the aforementioned regions, the pipeline implements three levels of data: 1) structural stability; 2) secondary structure profiles, and 3) entropy. For this purpose, we developed two parallel pipelines, one for use when experimental data are available, specifically SHAPE-MaP chemical probing profiles, and the other based on secondary structure predictions (Figure 1B). A combination of these data sets and criteria has proven successful in highlighting functionally important regions, e.g., in Flaviviruses, HIV, HCV, or most recently in SARS-CoV-2 genomes (21, 30–33).

To analyze the structural stability, we used Scanfold (26). Scanfold assesses the stability of secondary structure motifs in a particular region and hence allows the ranking of regions by their
propensity to fold into stable conformations. RNAvigator generates Scanfold profiles for each nucleotide in a window of 150 nucleotides, as suggested in previous publications (21, 33, 34). Nucleotides were ranked based on the reported z-score, a metric that assesses structural stability. We studied the different z-scores reported by Scanfold on the complete DENV-1 when using a different window (from 150 to 500), and we found a satisfying correlation between the values (Supplementary Figure 1), thus indicating that the algorithm is robust for various window sizes.

We built RNAvigator to work when experimental data are available, specifically SHAPE chemical probing data, or in the absence of such data, to rely on predictions using the CROSS algorithm. Secondary structure data are a key element to understanding regions of structural importance, especially for identifying nucleotides with low SHAPE reactivity, indicating a high propensity for double-stranded and thus structured conformations. Structured regions are essential to identifying regions of potential functionality, especially in long and complex RNAs such as IncRNAs or viral genomes. For this reason, RNAvigator uses SHAPE data to identify RNA regions enriched in high-propensity double-stranded nucleotides, but it can also include predictions in cases where experimental data are not available.

We used Superfold, an algorithm specifically developed to improve the predictions of RNA secondary structure by using SHAPE data (7, 19, 35), and the underlying RNAstructure (14, 27) software package, to derive pairing probability, which allows us to calculate structure models and Shannon entropy at specific positions. A Shannon entropy indicates the degree of uncertainty about a specific base pair, so a position that is uniquely paired with another nucleotide will have a Shannon entropy of 0, while a nucleotide that has various predicted interaction partners will exhibit a higher Shannon entropy. Superfold generates not only the complete list of secondary structure interactions but also the positional Shannon entropy based on the matching probabilities generated by the partition function (7, 14). It is worth specifying that nucleotides with low entropy are more prone to being part of unambiguous structures, which can be important for assessing the functionality of RNA elements (22, 33, 34, 36).

The experimental- and predictive-based pipelines of RNAvigator differ specifically in the handling of secondary structure data, while the steps encoding for structure stability and entropy are similar (Figure 1B).

**Integrating SHAPE and CROSS Data: The Two Sides of RNAvigator**

We used the CROSS algorithm to build the predicting side of RNAvigator, allowing the identification of regions of structural importance even when SHAPE data are not available. We selected CROSS since the algorithm already showed good similarity with SHAPE data compared with RNA crystal structures, e.g., of the E. coli ribosome, and it has already been successfully employed as SHAPE-like constraints inside thermodynamics-based modeling tools (24). Moreover, CROSS showed high performance in terms of area under the ROC curve (AUC) compared with SHAPE data in viral genomes, such as HIV, SARS-CoV-2, and DENV-1 (24, 37). To further validate the approach, we also applied CROSS to predict SHAPE data on the HCV genome, reaching an AUC of 0.74 (Figure 2A). As previously reported, CROSS has already been tested on DENV-1 data, achieving an AUC of 0.85 (37).

Furthermore, we studied how the predicted data are processed by Superfold as SHAPE-like constraints. We used Superfold to compute

---

**FIGURE 2** | (A) ROC curves and AUCs of the CROSS algorithm to predict the top and bottom (10–25%) nucleotides ranked for their SHAPE reactivity for HCV. The 25% corresponds to half of the dataset. (B) Barplot showing the performance (Accuracy) of Superfold while using the best SHAPE-like normalisation of CROSS (red), an empty Shape-MaP file (gray), and the shuffled CROSS profile (black), compared with the structure (same interactions for paired nucleotides) obtained with Superfold using SHAPE-MaP for HCV (first 1,500 nt) as input. (C) Barplot showing the performance (Accuracy) of Superfold while using the best SHAPE-like normalization of CROSS (red), an empty Shape-MaP file (gray), and the shuffled CROSS profile (black), compared with the structure (same interactions for paired nucleotides) obtained with Superfold using SHAPE-MaP for DENV-1 (last 1,000 nt) as input.
the Shannon entropy and to identify structurally unambiguous regions. Since Superfold receives a SHAPE map file as the input, CROSS predictions were normalized to follow a SHAPE-like distribution while keeping the same level of information about the secondary structure (see Shannon Entropy Calculation with Superfold). To do that, we studied >90 different normalization approaches to convert the predicted data into SHAPE-like reactivities, and we compared the structures obtained using Superfold as input SHAPE data with those ones obtained using normalized predicted data as input (Shannon Entropy Calculation With Superfold; Supplementary Figure 2). We applied this procedure both for HCV and DEN–1 and, to speed-up the computational time, we used as reference well-known structured regions, specifically the internal ribosome entry site (IRES)-contained region for HCV (i.e., first 1,500 nt) and the 3’ UTR for DEN–1 (i.e., last 1,000 nt). The best normalization (i.e., the highest number of identical nucleotides matching the SHAPE-obtained structure) is different between the two viruses (Supplementary Figure 2), but we found that the best normalization for DEN–1 is the third top ranking for HCV (Supplementary Figure 2).

Afterward, we analyzed how well Superfold works with and without constraints. Interestingly, Superfold generates better structures, compared with the ones obtained with SHAPE data, when using normalized predicted data coming from CROSS than when using an empty SHAPE map file (i.e., all reactivities = −999; Figures 2B, C), both for HCV and DEN–1. Moreover, CROSS data also show a consistent signal when implemented as constraints, and the performance of Superfold decreases when CROSS data are shuffled before being used as constraints (Figures 2B, C). Together, these results show how predicted CROSS profiles can be used inside RNAvigator as an in silico alternative when SHAPE experiments are not available.

### Identifying Regions of Structural Importance for RNA Viruses: HCV and DEN–1

To show the potential of our approach, we applied RNAvigator to the complete HCV and DEN–1 genomes, using SHAPE data as input (21, 30). The profiles generated using SHAPE data, Shannon entropy (Superfold using SHAPE data), and the predicted stable regions (Scanfold z-score), are used together to identify the most interesting regions for their secondary structure (Figure 3). To analyze only the most important regions, each metric was individually ranked, and only the bottom 20% of regions were selected for each score (SHAPE reactivity, entropy, and Scanfold z-score), but we also noticed similar results when selecting only the bottom 10% and 30% (Supplementary Figure 3). After studying multiple normalizing windows (from 50 to 300 nt), we decided to use a window of 150 nucleotides since it was already employed in a similar study (33) (Supplementary Figure 4). By selecting only the lowest scores, we are sure to analyze only the regions that are most highly enriched in double-stranded nucleotides (low SHAPE reactivity), structurally stable (low Scanfold z-score), and unambiguous (low Shannon entropy). Interestingly, the region encoding the IRES (735–1,185 nt) is identified in the bottom 20% for stability both by Scanfold and entropy, highlighting the importance of this structure for HCV (Figure 3A, 25; p-value = 0.02 under best normalization). Interestingly, the region 3,750–3,900 nucleotides (nt) is in agreement between the three methodologies and is associated with a high-propensity double-stranded, energetically and structurally stable region. This could be explained by the fact that this region is partially corresponds to a well-conserved structured region across three strains of HCV (30).

The predicted data for HCV highlight similar regions (Figure 3B). Considering secondary structure profiles, between the bottom 20% of most structured regions, ~50% are identical or in close proximity (i.e., +/− one shift of the window, in this case 150 nt) when considering experimental and predicted data. The entropy profiles also differ between predictions and experimental data since Superfold uses the predicted data as SHAPE-like constraints, but also in this case, the regions are quite similar at ~50% when using the third best normalization of HCV in common with DEN–1 (see Shannon Entropy Calculation With Superfold; Figure 3B and Supplementary Figure 2), and reach 75% of identity or close proximity when using the best normalization window of HCV data (Supplementary Figure 5). Surprisingly, predictions are identifying more structural elements in the terminal 3’ regions, including conserved elements between three HCV strains around 8,800–9,000 (30; identified by secondary structure predictions and Scanfold), and the region around 9,300 nt, which includes the well-known NS5B cis-regulatory element (CRE; 38).

The same approach was used to study regions of structural importance in DEN–1 using SHAPE data and predictions. The experimental data highlight how the 3’ UTR, a known regulatory structural region essential for DEN–1 replication (39, 40), is
important both for its structure and entropy (bottom 20% both for SHAPE and Shannon entropy; Figure 4A) and is highly stable for Scanfold in multiple consecutive regions. Moreover, the region encoding for NS2A (~3,500–4,000 nt), one of the most conserved and with a low mutation rate between DENV and Zika virus (ZIKV; 21), is also identified as a highly-structured and low-entropy region.

Here, considering secondary-structure profiles between experimental and predicted data, the identical or closely proximate regions in the bottom 20% are ~35% (Figure 4B). With regard to Shannon entropy, the results are similar compared to HCV, reaching ~50% identity. Interestingly, the secondary-structure predicted profiles identify the 3’ UTR accurately as a key element, matching the consecutive regions identified as structurally stable by Scanfold.

**Identifying Regions of Structural Importance for IncRNAs and Coding RNAs: XIST, HOTAIR, and the 5’ UTR**

Long non-coding RNAs (IncRNAs) are an important class of large and complex RNAs in which the structure is of crucial importance for their functionality (41). To further validate our approach, we tested RNAvigator on the complete murine X inactive specific transcript (XIST), a lncRNA responsible for the inactivation of the X chromosome in mammals and characterized by several structural and repetitive domains (19, 41). As in previous analysis, we employed both SHAPE-MaP data and the predictive pipeline based on CROSS. With the exception of the repetitive region (Rep) F, every Rep region is identified by at least one metric (Entropy, Secondary Structure, or Scanfold; Figure 5). Interestingly, the predictive pipeline can also correctly identify the repetitive elements, and while domains with only one region predicted as structurally important, such as Rep H, are not very significant (p-value = 0.18; see P-Value for Regions of Structural Importance), other repetitive domains containing multiple predicted regions of structural importance, for example, Rep C for Scanfold and entropy, are quite significant (p-values of 5 × 10⁻⁴ and 5 × 10⁻², respectively). Indeed, Rep C is a region crucial for the activity of XIST, which, when disrupted, prevents the binding of the lncRNA with chromatin (42). It is also worth mentioning that Rep C is often partially missing from the experiments due to the complex mappability of this region (19), thus reinforcing the RNAvigator approach of also implementing a predictive pipeline.

HOX transcript antisense RNA (HOTAIR) is another well-studied lncRNA with a known secondary structure involved in cancer development and metastasis (43, 44). We also applied the complete RNAvigator pipeline to this lncRNA, using SHAPE data and predictions (Supplementary Figure 6). Interestingly, the 5’ and 3’ terminal regions, which are essential for the chromatin remodeling activation by interacting with different proteins including PRC2 and LSD1, are well-identified both using SHAPE data and CROSS predictions (Supplementary Figure 6). This result could suggest how our approach could also be extended into identifying possible protein-interacting regions that indeed follow some common rules, such as a tendency to have specific structures and accessibility (45). Moreover, the conserved helices H7, part of the PCR2-interacting region, and H10, part of the well-studied D1 domain, are correctly identified by CROSS Entropy (p-value = 0.01) (44).

**FIGURE 4** | (A) Output example of the RNAvigator pipeline for the complete DENV-1 genome showing the bottom 20% regions for SHAPE reactivity (Secondary Structure; gray), Scanfold z-score (Scanfold; purple), and the entropy obtained by using SHAPE data as input inside Superfold (Entropy; orange). (B) Output example of the RNAvigator pipeline for the complete DENV-1 genome showing the bottom 20% of regions for CROSS predictions (Secondary Structure; gray), Scanfold z-score (Scanfold; purple), and the entropy obtained by using CROSS SHAPE-like data as input inside Superfold (Entropy; orange).

**FIGURE 5** | (A) Output example of the RNAvigator pipeline for the complete XIST showing the bottom 20% of regions for SHAPE reactivity (Secondary Structure; gray), Scanfold z-score (Scanfold; purple), and the entropy obtained by using SHAPE data as input inside Superfold (Entropy; orange). Notorious repetitive regions (Rep) are highlighted on the top. (B) Output example of the RNAvigator pipeline for the complete XIST genome showing the bottom 20% of regions for CROSS predictions (Secondary Structure; gray), Scanfold z-score (Scanfold; purple), and the entropy obtained by using CROSS SHAPE-like data as input inside Superfold (Entropy; orange). Notorious repetitive regions (Rep) are highlighted on the top (A–H).
We also analyzed coding RNAs with SHAPE data available on embryonic stem cells (ESC; 46). To perform the RNAvigator analyses, we selected only coding RNAs for which SHAPE data were available with a coverage of >90%, with complete extremities, and a total length in the range of 400–600 nucleotides (RPL24, RPS13, TMSB10, RPLP2, UBA52, and RPL26). The selected RNAs are mainly associated with ribosomal proteins, showing similar content (between 33 and 40%) of high-propensity double-stranded nucleotides (i.e., SHAPE reactivity <0.2) and a comparable distribution of SHAPE data (Supplementary Figure 7). We then used SHAPE data as input for RNAvigator to predict regions of structural importance in windows of 20 nucleotides. By studying the distribution of the identified regions of 20 nt, it is clear that the 5' UTR (0–100 nt) is indeed more often recognized as a region of functionality, in agreement with literature [Supplementary Figure 8; (46)].

These results support the importance of our pipeline not only to identify important regions in RNA viruses but also in other classes of long and complex RNAs such as lncRNAs. Moreover, by employing predictions we can also identify regions that are difficult to profile with experimental techniques such as the Rep C of XIST, but which are indeed crucial for the RNA functionality.

DISCUSSION

The progress made using genome-wide chemical probing techniques, such as icSHAPE and SHAPE-MaP, paved the way for a further understanding of the RNA secondary structure, especially in large and complex RNA molecules, for example, viral RNA genomes and lncRNAs (12, 19, 33, 47). In this context, structural elements play an important role since they are often crucial for the function of these complex RNAs, thus the need to characterize structural elements to understand RNA functionality (19, 25, 40). We developed RNAvigator to contribute to achieving this task by creating a comprehensive pipeline to identify regions of structural importance in long RNAs such as viral genomes. RNAvigator uses chemical probing data or predictions to identify the most stable, unambiguous, and structured regions of RNA as potential functional elements.

RNAvigator works with and without experimental data, allowing the user to employ predictions to analyze novel RNAs for which experimental data are not available. For this reason, we used the CROSS algorithm to work as predictive SHAPE-like constraints. CROSS already showed in previous publications good performance on SHAPE data, and in this study, it reached an AUC of 0.74 on HCV SHAPE-MaP data (Figure 2A), while also improving the predictive power of Superfold to build a structure similar to the one obtained using SHAPE data (Figure 2B).

The experimental- and predictive-based pipelines comprising RNAvigator were applied to identify regions of structural interest, and thus of potential functionality, in the complete genomes of HCV and DENV-1, and in the lncRNAs XIST and HOTAIR. RNAvigator works by ranking the different signals to select the most important regions (default: bottom 20%) for each metric, and then visualizes the common regions and provides their secondary structure. We also studied more selective (bottom 10%) and permissive (bottom 30%) thresholds, while also facilitating the user to select their personal case-specific values (Supplementary Figure 3). RNAvigator can identify known functional elements, such as CRE or IRES on HCV and the 3' UTR of DENV-1, by using SHAPE-MaP data and CROSS predictions, highlighting how the pipeline can work with both types of data. Moreover, the identification through predictions of the functional Rep C in XIST, a region otherwise difficult to experimentally map, supports our use of a predictive pipeline inside the RNAvigator.

Since RNAvigator needs only a single RNA as input to identify elements of structural importance, we employ three levels of information that can be extracted from the primary sequence. However, further knowledge of the RNA in the analysis, including multiple strains in the case of viruses, could be helpful to add additional levels of structural characterization, including conservation and mutation rate. We understand that our pipeline could benefit from information coming from multiple sequences, which is a feature that can be implemented in a future version of the tool. We believe that the layered way in which RNAvigator is built will allow the implementation of additional features, for example, including sequence or structural conservation. Moreover, other chemical-probing data, such as icSHAPE, can be easily implemented inside RNAvigator since the reactivities have a similar ranking to SHAPE-MaP data. Enzyme-based techniques, such as Parallel Analysis of RNA Structure (PARS), could also be used as the main input for the pipeline, for example, by considering the distribution of the S1/V1 ratio.

Considering the good performance of our pipeline for both experimental and predicted data in terms of AUC and when used as constraints inside Superfold and as a basis for structure prediction, especially for RNA viruses and lncRNAs, we posit that RNAvigator will be a valuable tool for future research into functional RNA domains.
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