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Abstract: Clouds and aerosols play a significant role in determining the overall atmospheric radiation budget, yet remain a key uncertainty in understanding and predicting the future climate system. In addition to their impact on the Earth’s climate system, aerosols from volcanic eruptions, wildfires, man-made pollution events and dust storms are hazardous to aviation safety and human health. Space-based lidar systems provide critical information about the vertical distributions of clouds and aerosols that greatly improve our understanding of the climate system. However, daytime data from backscatter lidars, such as the Cloud-Aerosol Transport System (CATS) on the International Space Station (ISS), must be averaged during science processing at the expense of spatial resolution to obtain sufficient signal-to-noise ratio (SNR) for accurately detecting atmospheric features. For example, 50% of all atmospheric features reported in daytime operational CATS data products require averaging to 60 km for detection. Furthermore, the single-wavelength nature of the CATS primary operation mode makes accurately typing these features challenging in complex scenes. This paper presents machine learning (ML) techniques that, when applied to CATS data, (1) increased the 1064 nm SNR by 75%, (2) increased the number of layers detected (any resolution) by 30%, and (3) enabled detection of 40% more atmospheric features during daytime operations at a horizontal resolution of 5 km compared to the 60 km horizontal resolution often required for daytime CATS operational data products. A Convolutional Neural Network (CNN) trained using CATS standard data products also demonstrated the potential for improved cloud-aerosol discrimination compared to the operational CATS algorithms for cloud edges and complex near-surface scenes during daytime.
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1. Introduction

Atmospheric features such as clouds and aerosols play an important role in Earth’s climate system, air quality and hydrological cycle, with a magnitude that is heavily dependent on the atmospheric feature’s height, thickness and type. Liquid water clouds near the Earth’s surface tend to reflect incoming sunlight, cooling Earth’s surface [1,2]. However, ice clouds in the upper troposphere absorb heat emitted from the surface and re-radiate it back down, warming Earth’s surface [3–5]. Aerosol particles include windblown dust from deserts, smoke from wildfires, sulfurous particles from volcanic eruptions, and particles produced by fossil fuel combustion. Depending upon their size, composition, and location within the atmosphere, aerosols either cool or warm the surface [6,7]. In general, dark-colored aerosols, such as black carbon from fossil fuel combustion, absorb radiation,
heating Earth’s atmosphere, while bright-colored aerosols, such as sulfates from volcanic eruptions, reflect radiation, acting to cool Earth’s atmosphere [8,9]. Near the Earth’s surface, aerosol particles are pollutants that exacerbate poor air quality conditions contributing to an annual death toll of greater than 3 million people globally [10].

Lidar measurements provide accurate vertically resolved information about clouds and aerosols, including multi-layer scenes where passive sensors are challenged and at night, when passive sensors are unable to measure cloud and aerosol properties. Airborne lidar measurements, such as those from the Cloud Physics Lidar (CPL), play a vital role in field campaign studies of clouds and aerosols [11,12]. Since 2006, the Cloud-Aerosol Lidar with Orthogonal Polarization (Caliop) onboard the Cloud-Aerosol Lidar and Infrared Pathfinder Satellite Observation (CALIPSO) satellite has provided vertical profiles of clouds and aerosols from space with global coverage that are essential to studies of the Earth’s climate system [13]. Fundamental measurements of attenuated total backscatter and volume depolarization ratio from these instruments are used to derive “vertical feature mask” cloud and aerosol products, including layer top/base heights, layer geometrical thickness, aerosol type, and cloud phase. The CALIPSO vertical feature mask data products have been utilized in numerous studies of clouds [14–18] and aerosols [19–22].

The Cloud-Aerosol Transport System (CATS) was a backscatter lidar employing photon counting detection and two high-repetition rate lasers that operated at 532 and 1064 nm [23]. Launched to the International Space Station (ISS) on 10 January 2015, CATS was first operated on 5 February 2015. CATS generated over 200 billion laser pulses during 33 months of on-orbit operation. The CATS instrument was intended to demonstrate new in-space technologies for future Earth Science missions while also providing valuable science data (e.g., vertical profiles of clouds and aerosols). The precessing ISS orbit (∼415 km altitude, 51.8° inclination) enabled CATS to measure clouds and aerosols at a different local time each overpass, observing a full diurnal cycle every ∼60 days. Additionally, the orbit inclination enabled CATS observations between 51° N and 51° S at higher frequencies than sun-synchronous orbiting sensors, making it an intriguing complement to the CALIPSO mission.

While CATS had two operational modes [24], it operated primarily in Mode 7.2, creating a dataset that spans from 25 March 2015 to 29 October 2017 and is the focus of all analysis in this paper. The CATS Level 1 (L1) and Level 2 (L2) data products are very similar to those provided by the CALIPSO mission. Similar to CALIPSO, CATS utilizes meteorological reanalyses from the NASA Goddard Earth Observing System Modern-Era Retrospective Analysis for Research and Applications, Version 2 (MERRA-2) [25] to determine the Rayleigh signal, but also to aid in cloud-aerosol discrimination as described in Section 2.2. The principal parameters of the CATS L1 product, which have resolutions of 350 m horizontal and 60 m vertical, are the attenuated total backscatter (ATB) and attenuated perpendicular backscatter (APB) coefficients, units of km$^{-1}$sr$^{-1}$, at both 532 nm and 1064 nm wavelengths. Yorks et al. (2016) [24] provides an overview of the CATS L1 data products and processing algorithms.

The final version of the CATS L1 and L2 data products was released in December 2018 (V3-01). These CATS data products enable the science community to investigate cloud and aerosol diurnal variability [26–29], impacts of clouds and aerosols on the climate system [30,31], as well as accurately monitor and model aerosol plumes [32–34]. This paper describes the CATS L2 operational atmospheric layer detection and cloud-aerosol discrimination data processing algorithms, as well as the strengths and limitations of these algorithms in Section 2. CATS daytime signals are degraded by noise from solar background light. The signal-to-noise ratio (SNR), a metric used to determine the accuracy that a lidar can measure backscatter, is lower during daytime than at night for CATS [35]. Historically, the primary way to improve the SNR of any space-based lidar instrument is to average the data onboard or during science data processing at the cost of horizontal resolution. In this paper we describe ML algorithms developed to both reduce noise in the daytime CATS data and more accurately predict cloud and aerosol features at finer
horizontal resolutions in Section 3. We present initial results using the ML methods and compare the results of the ML techniques to the traditional operational CATS data products in Section 4.

2. CATS Level 2 Operational Data Products and Algorithms

The CATS L2 operational (L2O) layer detection and cloud-aerosol discrimination (CAD) data processing algorithms rely heavily on heritage from existing airborne and space-based lidar systems, such as CPL and CALIOP. The data products generated from the CATS measurements are produced according to a protocol that is similar to that established by NASA’s Earth Observing System (EOS). The CATS L2 data products are geophysical parameters derived from L1 data that can be separated into two categories: (1) the vertical feature mask (VFM) that includes variables such as the layer top and base, feature type, cloud phase, aerosol type, and (2) optical properties such as vertical profiles of particle extinction and backscatter coefficients, as well as layer-integrated parameters (i.e., lidar ratio, optical depth). This paper focuses on the CATS VFM data products and algorithms. The CATS L2 data products were intentionally designed to be similar to the CALIOP L2 data products, so users of space-based lidar data can seamlessly use data from both instruments. While the CATS operational processing algorithms have heritage from CALIPSO, fundamental differences between CATS and CALIPSO, such as the single-wavelength nature of the CATS M7.2 data, necessitated the development of new independent operational algorithms.

Figure 1 shows an example of the CATS operational vertical feature mask products on 24 August 2015 in which CATS flew over the west coast of Africa. The 1064 nm attenuated total backscatter (a) shows the vertical locations of the atmospheric features. The volume depolarization ratio at 1064 nm (b) shows where non-spherical particles, such as ice crystals and dust particles, are observed. These two variables, along with other properties such as layer heights, layer thickness and layer temperatures provide the basis for identifying the feature type (c). In this case CATS observed marine aerosols, dust, ice clouds, liquid water clouds, and smoke along the west coast of Africa. More details on the algorithms for producing both these CATS L2 vertical feature mask products are provided below.

There are 2 types of CATS L2O data products; (1) a merged cloud and aerosol layer product and (2) a merged cloud and aerosol profile product, both at 5 km horizontal resolutions. These products include both VFM variables shown in Table 1, as well as optical properties (optical depth, extinction coefficient, ice water content, etc.). The CATS L2O data products are different than those provided by CALIOP in that: (1) they are provided at a single resolution (not multiple products for multiple resolutions), (2) the VFM is within the same data file as the optical properties, and (3) cloud and aerosol profile products are combined into the same file.

The CATS L2O data products are produced using novel operational CATS L2 algorithms. The CATS L2O vertical feature mask algorithms were designed based on CPL and CALIOP algorithms, the performance of CATS L1B data products, and differences in the CATS instrument design compared to CPL and CALIOP. The new CATS V3 L1B data products include upgrades since the Yorks et al. (2016) [24] paper such as an added ATB uncertainty parameter, adjustments to geolocation algorithms, as well as improvements in backscatter and depolarization calibrations [35]. The primary difference between CATS and CALIOP data products, other than orbital differences, is the performance and capabilities of the two wavelengths.

CALIOP has lower uncertainties and minimum detectable backscatter (MDB, the lowest ATB that a feature can be accurately distinguished) at 532 nm than at 1064 nm. The CATS nighttime 1064 nm ATB is robust with low MDB compared to both CALIOP and CATS Mode 7.1 [24]. In addition, CATS measures volume depolarization ratio using the 1064 nm wavelength, whereas CALIOP measures volume depolarization ratio using 532 nm. Thus, the 1064 nm data is utilized heavily in the CATS L2O vertical feature mask algorithms and for any analysis that is wavelength-independent (i.e., layer detection,
relative backscatter intensity). The CATS L2O layer detection and CAD algorithms are outlined in the subsections to follow.
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**Figure 1.** The CATS 1064 nm attenuated total backscatter (ATB) (a), volume depolarization ratio (b), and vertical feature type (c) on 24 August 2015 near the west coast of Africa. The red line shows the location of the vertical profile plotted in Figure 2.
Figure 2. The CATS 1064 nm attenuated scattering ratio profile (black) from 24 August 2015 at 20:38:20 UTC (red line in Figure 1), averaged to 5 km horizontally. The CATS layer detection algorithm uses a threshold profile (red) to detect features, which in this case, identified four distinct layers (pink, brown, teal, and blue) with scattering ratio values greater than the threshold profile.

Table 1. Interpretations of the Vertical Feature Mask (VFM) parameter values found in the CATS L2O data products.

| Parameter         | Interpretation                      |
|-------------------|-------------------------------------|
| Feature_Type      | 0 = Invalid                         |
|                   | 1 = Cloud                           |
|                   | 2 = Undetermined                    |
|                   | 3 = Aerosol                         |
| Feature_Type_Score| | 1 0 | = high confidence               |
|                   | | 1 1 | = low confidence                |
|                   | | 0   | = zero confidence               |
| Cloud_Phase       | 0 = Invalid                         |
|                   | 1 = Water Cloud                     |
|                   | 2 = Unknown Cloud Phase             |
|                   | 3 = Ice Cloud                       |
| Cloud_Phase_Score | | 1 0 | = high confidence               |
|                   | | 1 1 | = low confidence                |
|                   | | 0   | = zero confidence               |
| Aerosol_Type      | 0 = Invalid                         |
|                   | 1 = Marine                          |
|                   | 2 = Polluted Marine                 |
|                   | 3 = Dust                            |
|                   | 4 = Dust mixture                    |
|                   | 5 = Clean/Background                |
|                   | 6 = Polluted Continental            |
|                   | 7 = Smoke                           |
|                   | 8 = UTLS                            |
2.1. CATS Operational Layer Detection Algorithm

The CATS L2O layer detection is performed following the methodology described in Vaughan et al. (2009) [36] and the CALIOP Algorithm Theoretical Basis Document [37,38], but applied to 1064 nm. It is a threshold-based layer detection method that uses the 1064 nm attenuated scattering ratio (attenuated total backscatter divided by the attenuated molecular backscatter). A threshold for each profile is calculated from range-variant and range-invariant sources of noise. Figure 2 shows the layer detection results from 24 August 2015 off the western coast of Africa (around 3° latitude and −4° longitude, red line in Figure 1). When the 1064 nm attenuated scattering ratio (black) is greater than the threshold profile (red), a layer is detected. In this case, four distinct layers (pink, brown, teal, and blue colors) were detected at a horizontal resolution of 5 km by the CATS L2O layer detection algorithm.

There are four primary differences between the CALIOP and CATS L2O layer detection algorithms, which are:

1. The CATS L2O algorithm uses the 1064 nm attenuated scattering ratio, unlike the CALIOP algorithm that uses 532 nm.
2. The CATS L2O data is averaged to only two horizontal resolutions (5 and 60 km) instead of the 5 resolutions CALIOP uses.
3. The CATS layer detection includes an algorithm to detect clouds embedded in aerosols.
4. The CATS layer detection algorithm also utilizes depolarization to create layer boundaries.

For CATS, the layer detection is performed using the 1064 nm attenuated scattering ratio because the 1064 nm SNR is high at nighttime [35] thereby permitting accurate layer identification. For any space-based lidar with sufficient SNR and MDB, both wavelengths are capable of detecting clouds and aerosols in the Earth’s atmosphere. There are two advantages to using the 1064 nm attenuated scattering ratio as opposed to 532 nm:

1. The molecular contribution to the total backscatter signal is much smaller at 1064 nm than 532 nm, and is nearly negligible in the upper troposphere [39].
2. For absorbing aerosols, the absorption optical thickness increases with decreasing wavelength. This effect reduces the backscattered signal at 532 nm with respect to 1064 nm, such that the 532 nm backscatter is not sensitive to the entire vertical of the aerosol layer [40–42]. Because the 1064 nm wavelength is only minimally affected by aerosol absorption, the vertical extent of the absorbing aerosol layer is more fully captured from 1064 nm backscatter profiles rather than those from 532 nm [30].

Since CATS can detect the full vertical extent of the aerosol layer above the cloud, the CATS layer detection algorithm includes a routine to distinguish the cloud and aerosol layers as two separate layers when there is no separation between them.

The CATS Cloud-Embedded-in-Aerosol-Layers (CEAL) routine considers layers below 6 km, based on the assumption that the large majority of clouds embedded within aerosol layers will be confined to the lower part of the troposphere. Figures 1 and 2 show an example of the CEAL routine identifying clouds embedded in aerosol layers. In Figure 2, the 1064 nm attenuated scattering ratio profile is greater than the threshold profile consistently from an altitude of 4.5 km down to 1.5 km. However, there is a distinct region between 1.5 km and roughly 2.5 km where the 1064 nm attenuated scattering ratio profile is nearly an order of magnitude greater than the region from 2.5 to 4.5 km. In this example, a single layer was identified before the CEAL routine correctly separated this layer into two distinct layers. Ultimately, the CATS L2O VFM algorithm identified these layers as smoke (2.5–4.5 km) lofted above a liquid water cloud (1.5–2.5 km), as shown in Figure 1c. This scenario is common in August over the Southeast Atlantic Ocean [30]. The logic used in the CEAL routine is discussed in further detail in Appendix A.

The CATS L2O layer detection is performed at two horizontal resolutions; 5 and 60 km. Only two resolutions were chosen in an attempt to simplify the layer detection algorithm. The 5 km resolution was chosen because it provided continuity with CALIOP
and provided sufficient SNR and MDB to detect 95% of layers in nighttime simulations of the CATS system. The 60 km resolution improves daytime layer detection capabilities. In addition to using only two horizontal resolutions, the CATS layer detection algorithm processes the multi-resolution layer data differently as the different resolutions are run independently. No cloud-clearing or feature removal occurs after the 5 km run and before the 60 km run. The results are merged by mapping the layers detected at 60 km onto the 5 km grid (60 m vertical resolution). The boundaries of the two resolutions match exactly as there are twelve 5 km profiles per every one 60 km profile, so a single 60 km bin maps to twelve 5 km bins. Three tests, described in detail in Appendix A.2, are used to minimize artificial horizontal spreading of clouds in the 60 km data. The 60 km layer bins remaining after these tests are then merged with the 5 km layer bins. If a layer was detected at a given bin at either resolution, then a layer and the lowest resolution required to detect it are reported at that bin. Finally, geometric constraints (minimum layer thickness of 300 m, minimum inter-layer distance of 120 m, etc.) are enforced, eliminating and adding layer bins as necessary.

The primary purpose of using both 5 and 60 km horizontal resolutions for the CATS L2O layer detection is to increase the detection of aerosols and thin cirrus over land during daytime. Figure 3 shows the 1064 nm ATB for a daytime case on 12 September 2015 over deserts of the Middle East, averaged to 5 km (a) and 60 km (b). The layers detected (c) at 5 km (green) are primarily cloud layers with strong ATB, but red colors in Figure 3c show all the layers detected at 60 km that were missed at 5 km, including the aerosol plume between 22° N and 8° S latitude. The 60 km layer detection accounts for 50% of all ice clouds and 57% of all aerosols detected during daytime. Additionally, the 60 km layer detection at night enhances the detection of faint aerosol (9%) and ice cloud layers (5%).
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A false positive rejection is applied during both 5 and 60 km layer detection before they are merged. The CATS false positive rejection scheme, like CALIOP’s, utilizes the feature-integrated backscatter (FIB, computed differently than iATB) of layers as a criterion for rejecting layers [36]. The FIB test checks whether the calculated FIB of a layer is less than a certain threshold (1.5 for Mode 7.2 night based on the expected MDB). The CATS scheme also considers the horizontal persistence of layers, which is described in detail in the CATS ATBD [37]. If a layer fails both the horizontal persistence test and the FIB test, the layer is omitted. A final, independent routine uses a t-statistic to determine whether the distribution of ATB values within a layer is significantly different than the distribution of ATB values in all “clear-air” bins within the profile. If the p-value is less than 0.1, the layer fails the test and is omitted.

The final major difference between the CATS L2O and CALIOP layer detections is that CATS includes a depolarization-based layer delineation algorithm (DeBLD). Under certain conditions, DeBLD divides a single layer into two separate layers based on the profile of 1064 nm volume depolarization ratio. DeBLD is performed when a layer is (1) below 18 km altitude, has a feature thickness greater than or equal to 840 m, and has not already been separated by the CEAL. Unlike CEAL, DeBLD can only split an input layer into two new layers. Operationally, CEAL and DeBLD are both utilized post-merge using 5 km backscatter and volume depolarization ratio. DeBLD only operates on nighttime data since the higher uncertainties of the daytime 1064 nm volume depolarization ratios reduce the accuracy of the routine, whereas CEAL operates on all CATS data (day and night).

Within a DeBLD candidate layer, wavelet analysis is performed on both the ATB and volume depolarization ratio values to identify boundaries to divide a layer into two sub-layers following the method of Davis et al. (2000) [43]. The determination on if and where the boundary is made is based on the sequence of steps described in Appendix A.3. To prevent the wrongful separation of two layers, DeBLD will not operate on layers in which greater than 35% of the bins have unreasonable volume depolarization ratio values (i.e., less than zero or greater than 1.0). Ultimately, DeBLD helps improve the accuracy of cloud-aerosol discrimination and aerosol typing for scenes where depolarizing aerosols (i.e., dust) are lofted but in contact with non-depolarizing aerosols (i.e., sea salt).

2.2. Cloud-Aerosol Discrimination

The CATS L2O CAD algorithm is a multidimensional probability density function (PDF) technique that is based on the CALIOP algorithm [44,45]. The PDFs were developed based on CPL measurements obtained from 11 field campaigns over 10 years (2003–2013) [46]. In total, over 1.6 million profiles with cloud layers present and nearly 1.8 million profiles with aerosol layers present were included in the dataset, which was limited to the top layer in any given profile. More information about the CPL data used for the CATS CAD is presented in the CATS ATBD [37]. Nearly all CPL layers with a layer-integrated attenuated backscatter at 1064 nm greater than 0.025 sr\(^{-1}\) are either liquid water clouds or ice clouds. Also, all features with a mid-layer altitude greater than 8.0 km and layer-integrated volume depolarization ratio at 1064 nm greater than 0.35 are ice clouds. Finally, features with a layer-integrated attenuated backscatter color ratio greater than 1.0 are typically clouds, with the exception of some elevated aerosols that are likely large dust particles.

The CATS L2O CAD algorithm is driven by a probability function where PDFC and PDFA are the multidimensional PDFs, respectively, for clouds and aerosols. For CATS, there are three PDFs used with attributes (i). Data quality, computing time and ancillary data rates must be considered when selecting attribute dimensions for operational PDFs. For the data used in this paper, the dimensions are the layer-integrated attenuated backscatter \(\gamma'(\lambda)\) at 532 nm, the layer thickness \(\Delta Z\), layer-integrated 1064 nm volume depolarization ratio \(\delta'(\lambda)\), and the midlayer altitude \(Z_{\text{top}}\). The probability score (−100 to 100) for these PDFs are computed using Equation (1):
\[ p^{PDF_i} = \frac{PDF_i^C - PDF_i^A}{PDF_i^C + PDF_i^A} \times 100. \]  

(1)

The main objective of the CATS L2O CAD algorithm is to compute the Feature Type Score, which is an integer value ranging from −10 to 10 for each atmospheric layer. The sign of the Feature Type Score identifies a layer as either cloud (positive) or aerosol (negative), while the magnitude of the Feature Type Score represents the confidence in our classification (Table 1). A value of 10 indicates complete confidence that the layer is a cloud, while −10 indicates confident classification of an aerosol layer. When the Feature Type Score equals 0, the layer is just as likely to be a cloud as it is an aerosol and thus the classification is undetermined. If the optical and physical properties of the layer are considered invalid for clouds and aerosols, these layers are assigned a Feature Type Score of −999.

The flow of the CATS operational CAD algorithm is shown in Figure 4. First, the CAD algorithm computes the layer products, which include \( \gamma' \) at both 532 and 1064 nm, \( \chi' \), \( \delta' \) at 1064 nm, \( Z_{mid} \), and \( T_{mid} \). Before classifying an atmospheric layer, the L2O CAD algorithm declares the layer invalid if the layer integrated \( \gamma'_{1064} \) is less than 0. Then, the algorithm identifies high confidence cloud layers (Feature Type Score = 10) as those layers with a \( \gamma'_{1064} \) greater than 0.03 sr\(^{-1}\). No aerosols layers identified in the CPL data were found above these threshold values. In the first year of CATS data, few aerosol layers were observed below temperatures of −20 °C, with the exception of volcanic plumes, which had 1064 nm volume depolarization ratios less than 0.15 (typical of plumes that consist mostly of SO\(_2\)). If the \( T_{mid} \) is less than −20 °C and the \( \delta'_{1064} \) is greater than 0.25, the layer is classified as a high confidence cloud and the Feature Type Score is set to 10.

If a layer does not meet any of these criteria, then the PDF technique is used to determine whether the layer is composed of aerosol or cloud. The PDFs are employed to compute the Feature Type Score that is reported within the CATS L2 products using Equation (2), where \( T^{PDF_i} \) is the total number of data points for the specific attribute \( i \).

\[
CAD = \frac{p^{PDF_1} T^{PDF_1} + p^{PDF_2} T^{PDF_2} + p^{PDF_3} T^{PDF_3}}{T^{PDF_1} + T^{PDF_2} + T^{PDF_3}} \times 10.
\]  

(2)
The PDF CAD technique does have limitations. The single wavelength (1064 nm) nature of the CATS Mode 7.2 data makes accurate cloud-aerosol discrimination a challenge in complex mixtures of clouds and aerosols near the surface using the PDF technique. Furthermore, multiple scatter effects from CATS often resulted in depolarizing liquid water clouds that are not represented in the CPL measurements used for the PDFs since CPL experiences small (<5%) multiple scattering effects [46]. Finally, aerosol plumes in the UTLS were rarely observed in the CPL data used for the PDFs, but CATS observed several volcanic plumes and smoke plumes from pyroclumonimbus during its operations. These plumes typically have weak backscatter and depolarization signals [47]. Thus, any layer with a base altitude greater than the MERRA-2 tropopause height with a $\gamma'_{1064}$ less than 0.03 sr$^{-1}$ and $\delta'_{1064}$ less than 0.25 is assigned a Feature Type Score of $-10$ since overshooting cloud tops typically have layer-integrated attenuated backscatter values greater than this threshold. While Polar Stratospheric Clouds (PSCs) do meet these thresholds, the ISS orbit does not travel to higher latitudes where PSCs are prevalent.

To overcome these limitations and improve the CATS L2O CAD algorithm performance for these circumstances, the algorithm was updated for V3. Additional tests based on horizontal persistence, relative humidity, cloud fraction and integrated perpendicular backscatter tests are utilized in the CAD algorithm. The Feature Type Scores are then updated for layers that pass or fail these tests. If a layer passes multiple tests, the score becomes more confident ($\pm 9 \text{ or } 10$) if it is not already the highest confidence. If the layer only passes one test, the Feature Type Scores only increases/decreases by 1 resulting in more layers with a Feature Type Score of $\pm 6 \text{ or } 7$ than in previous versions. Details for each of the additional CAD accuracy tests are in Appendix A.4.

3. Machine Learning Algorithms

Recent studies have performed statistical comparisons of CATS L2O cloud and aerosol properties with CPL, CALIOP, the European Aerosol Research Lidar Network (EARLINET) and Atmospheric Radiation Measurement (ARM) lidar measurements. CATS nighttime layer detection capabilities are robust, with the ability to detect aerosol features with aerosol optical depths as low as 0.08 [33]. However, Dolinar et al. (2020) [48] shows that, during daytime, CATS underestimates thin cirrus cloud occurrence compared to CPL due to poor SNR prohibiting detection even at a coarse horizontal resolution of 60 km.

Photon counting detectors, such as the ones employed by the CATS instrument, are characterized by a Poisson noise distribution that is proportional the square root of the signal. During the day, the solar background signal can be much larger than the signal returns from clouds and aerosols, making these features difficult to detect. Averaging the data to a coarser horizontal resolution has been the standard way to increase SNR and thus allow features (cloud and aerosols) to be more easily detectable. However, there exist algorithms to remove noise from data in the form of images or arrays, which retain the original resolution, and these types of algorithms can be applied to lidar data (e.g., Figure 1a,b). Given the scientific community’s desire for finer resolution data products, four candidate denoising algorithms are considered in this study—Principal Component Analysis (PCA) [49], Wavelet Denoising [50], Butterworth Filtering [51], and Gaussian Filtering [52]. The four denoising techniques are described in detail in Appendix B.1.

The lower daytime SNR of the CATS data can also impact the operational algorithm’s ability to discriminate aerosols from clouds. Noel et al. (2018) [26] shows that CATS detected less Planetary Boundary Layer (PBL) and midlevel clouds compared to several EARLINET and ARM sites, likely attributed to (1) misclassification of clouds as aerosols in the CATS operational CAD algorithm and (2) high-altitude clouds impairing CATS ability to detect these lower clouds. Dolinar et al. (2020) [48] also showed that CATS algorithms can misclassify the cloud edges of daytime thin cirrus as aerosols. Lee et al. (2019) [27] compared CATS and CALIOP aerosol extinction profiles and found good agreement, within 5%, for aerosols over land. However, over water and during daytime, CATS extinction coefficients below 1 km altitude are 10–25% higher than CALIOP. They hypothesize that
one possible explanation for these differences is that the CATS feature detection algorithm does not extend near-surface aerosol layer base heights down to the surface.

Several ML techniques exist that can be applied to CATS data for improved cloud-aerosol discrimination. Autoencoding is a neural network technique that is a widely-studied method in ML to accomplish data compression. Autoencoders work by training a neural network to reproduce N-dimensional input, using one or more k-dimensional hidden layers. The first layers of the neural network can be interpreted as dimensional reduction from N-dimensional input to a k-dimensional encoding. The remaining layers of the neural network represent a decoding of the k-dimensional data back to N-dimensional space. When trained correctly, this forces the neural network to learn how to interpret the signal in the input, without possessing enough neurons in the hidden layers to enable memorization of the noise in the training data. CNNs are one of the most successful ML techniques for image processing, especially given that the capability of graphics processing units (GPUs) has grown exponentially. To the authors’ knowledge, this is the first publication to apply a CNN to space-based cloud-aerosol lidar data.

3.1. Denoising Technique

Each of the four algorithms (Principal Component Analysis, Wavelet, Butterworth, Gaussian) were tested on simulated daytime 532 nm space-borne photon-counting lidar data to assess their performance. Two metrics were computed to do so—SNR (Equation (3)), and the deviation from the expected signal, D (Equation (4)). In Equations (3) and (4), $E$ is the expected signal, $N$ is the noise, and $A$ is the observed signal. All signals are in terms of photon counts. $E$ is the signal that would be expected from a perfect detector with no noise. $A$ is the simulation of how a real detector would measure the “true” signal $E$. These metrics were computed separately for the molecular and aerosol (particulate) components of the signal.

$$\text{SNR} = \frac{|E + N|}{\text{RMS}(N)} \quad (3)$$

$$D = \text{mean}(A - E). \quad (4)$$

For each of the algorithms, a variety of different reasonable parameter settings were tested. Table 2 lists the different tunable parameters for each of the algorithms.

Table 2. Tunable parameters for four different denoising techniques explored in this study.

| Technique   | Parameters                                           |
|-------------|------------------------------------------------------|
| PCA         | number of components to keep                         |
| Wavelet     | wavelet type, number of decomposition levels, noise standard deviation |
| Butterworth | cutoff frequency, order                              |
| Gaussian    | standard deviation for kernel                        |

Figure 5 summarizes the results of the test on the simulated data. The left column plots show the metrics computed on the molecular signal (blue), and the right column plots are for aerosol signal (orange) for each of the four algorithms. Higher SNR generally means better performance. However, the deviation, D, should optimally be close to zero. If the deviation is too great after the technique is applied, either a bias or distortion is being introduced by the denoising algorithm which indicates that the algorithm is incompatible with traditional elastic backscatter lidar data processing algorithms since they heavily leverage comparison to theoretical (expected) Rayleigh signal.
Figure 5. A comparison of denoising techniques on simulated photon-counting lidar data. The Signal-to-Noise Ratio (SNR) and Deviation (D) calculated for both molecular (blue) and aerosol (orange) signals for each test iteration (circle) with varying de-noising technique input parameters. The dashed line in each plot is the baseline value computed on the data before any denoising.

Based on the results in Figure 5, the Wavelet algorithm provides the right balance of an increased SNR and minimal D to allow for incorporation into traditional lidar data processing. The details of the precise input parameters for the wavelet algorithm selected for further testing is in Appendix B.2. Following selection of the wavelet algorithm parameters, tests were conducted to show that denoising the ATB, as opposed to the raw photon counts, did not shift the clear-air signal away from theoretical Rayleigh. For a comparison of performance improvements, the Wavelet denoising algorithm was applied directly to CATS attenuated total backscatter (ATB) and then the current Level 2 CATS processing algorithms were applied. Performance improvements from the additional denoising step of the ATB are discussed in detail in Section 4.

3.2. CNN Technique

A CNN is a supervised machine learning algorithm that has been used for image feature recognition. Commercial applications of CNNs include a wide range of object detection and semantic segmentation problems [53]. Additionally, CNNs have been utilized to accurately estimate tropical cyclone intensity using satellite imageries [54] and hailstorm detection in radar imagery with accuracy superior to existing techniques [55]. After the layer architecture of the CNN is instantiated, the model is trained from truth datasets, developing the knowledge to correctly predict features in the image. While the training of a CNN can take a substantial amount of time, the predictions are extremely fast when compared to traditional algorithms or a manual approach. To improve the speed in which lidar data can be disseminated to the public and determine the feasibility to provide real-
time layer-typing products, a set of CNNs have been developed to predict the locations of clouds and aerosols in CATS lidar data.

To train and validate the CNNs, a one-to-one mapping was determined between the CATS Level-0 (L0) files from the instrument and the processed CATS Level-2 (L2) product files to serve as input and output examples to the model, respectively (Figure 6). For each CNN, one month of CATS data (October 2017) was used to form a set of independent sample inputs and corresponding outputs. One month of data was chosen because it was large enough to contain a representative sampling of cloud and aerosol scenes, yet small enough to train the CNN relatively quickly. Those samples were then split into two distinct groups, a validation, and a training dataset where the validation dataset comprised of 20–25% of the total number of samples [56]. No optimization has been done for the split percentage between validation and training datasets thus far. For both the validation and training dataset input samples, some traditional pre-processing corrections were made to ensure a correct mapping and improve CNN performance from the raw L0 backscatter profiles. These consisted of subtracting the solar background, averaging the vertical profiles to match the horizontal resolution of the L2 products, correcting for small off-nadir angles and then placing the records in a fixed vertical frame. In addition, the data also requires a fixed horizontal dimension to be input for the CNN so the samples are split into images for every 256 CATS L2 records.

Figure 6. The flow of the CATS CNN model development starts with the subset of the CATS data chosen as the test data and ends with a selection of the CNN model with the best prediction metrics, as shown in this schematic.

The U-Net architecture utilized by Ronneberger et al. (2015) [57] was selected as the CATS CNN architecture. Further detail on how the U-Net architecture was implemented has been included in the Appendix B.3. Once the CNN models were instantiated, they were then trained using various combinations of hyper-parameter settings that effect the training efficiency and prediction accuracy. In addition to varying the hyper-parameters, the number of input channels were also varied. For the CNNs different combinations of the following inputs were used: 1064 nm perpendicular signal, 1064 nm parallel signal, 1064 nm total signal, latitude, longitude, and surface type. The latter three ancillary data inputs had to be expanded from 1D into 2D arrays corresponding to the lidar signal for compatibility with the CNNs. To achieve this, the ancillary data value for a given profile was repeated for every vertical bin.
The F1-score and weighted-f1 metric have been used to compare the accuracy of the models using the independent validation dataset. Precision and recall metrics are used to compute the F1-score as listed in Equations (5) thru (7). Calculating precision and recall requires first finding the number of (1) True Positives, the population of pixels a feature is correctly predicted, (2) False Positives, the population of pixels a feature is predicted and none exists at that location, and (3) False Negatives, the population of pixels where the feature is not predicted at a location that does indeed have that feature. The weighted F1-score is calculated by multiplying a factor to the individual feature F1-score proportional to the feature population in the truth dataset. The model used for comparison to the CATS traditional operational algorithms was chosen based on the weighted F1-score metric. As with other applications utilizing fully convolutional neural networks (FCN), [53,54] we determined that the Jaccard-distance loss method produces better outcomes with respect to the commonly-used cross entropy loss function. The CATS data have features that are sparsely distributed, which justifies this result. Applying batch normalization, as was used by Ronneberger et al. (2015) [57], was also found to be optimal for model performance. The CNN models chosen for both day and night used 1064 nm perpendicular, parallel and total channels. The ancillary latitude, longitude, and surface type did not provide a performance advantage.

\[
\text{precision} = \frac{\text{True Positives}}{\text{True Positives} + \text{False Positives}} \quad (5)
\]

\[
\text{recall} = \frac{\text{True Positives}}{\text{True Positives} + \text{False Negatives}} \quad (6)
\]

\[
F1 \text{ score} = 2 \times \frac{\text{precision} \times \text{recall}}{\text{precision} + \text{recall}} \quad (7)
\]

4. Comparison of ML Techniques with Operational CATS Data Products

The goal of the Wavelet denoising technique is to improve the daytime CATS SNR, thus enabling the operational layer detection technique to detect layers at finer horizontal resolutions. While 95% of all cloud layers and 91% of all aerosol layers are detected at 5 km in nighttime CATS data, only 50% of ice clouds and 43% of aerosols are detected at 5 km in daytime CATS data. The denoised CATS Level 1B data described in Section 3.1 was run through the operational L2 data processing algorithms, including the 2-resolution layer detection algorithm. An example of a CATS daytime scene on 31 August 2015 is shown in Figure 7. Multiple cirrus clouds with variable optical depths are visible to the eye in the operational 1064 nm attenuated backscatter (A). While 47.9% of these layers were detected at a horizontal resolution of 5 km (C, green), 52.1% required the coarser 60 km horizontal resolution (C, red). The Wavelet denoised 1064 nm attenuated backscatter (B) shows significantly less noise, resulting in 62.5% more clouds detected at the finer 5 km horizontal resolution. While this denoising technique enables the operational layer detection technique to detect layers at finer horizontal resolutions, 33.4% of layers still required 60 km averaging given CATS low SNR during daytime.
Figure 7. The CATS 1064 nm attenuated total backscatter (ATB) averaged horizontally to 5 km (A) and then after the wavelet denoising algorithm was applied (B). as well as the layers reported in the V3-00 data products before the denoising (C) and after (D) detected at both 5 km (green) and 60 km (red) for a case on 31 August 2015.

The CNN technique was performed at the standard 5 km horizontal resolution of the CATS standard data products, so it provides another pathway to detecting layers at finer horizontal resolutions. Figure 8 shows the 1064 nm attenuated backscatter (A), the operational CATS CAD results (B), the CNN predicted CAD results (C), and a visual comparison between the operational and CNN techniques (D) for a daytime case on 26 March 2015 with ice clouds, aerosols, and liquid water clouds present. The visual bin-by-bin comparison plots (panel D) have a key with labels that can be interpreted as follows:

- Misclass—when the CNN and CATS L2 agree there is a feature (either cloud, aerosol, or undetermined), but do not agree on the type
- True Neg—when both the CNN and CATS L2 agree there is clear air (no feature)
- False Neg—when the CNN classifies a bin as clear air and CATS L2 identifies that bin as any feature type
- False Pos—when the CNN classifies a bin as any feature type (either cloud, aerosol, or undetermined) and the CATS L2 identifies it as clear air
- True Pos—when the CNN detects a feature and its classification matches the CATS L2

Bins that are assigned as clouds or aerosols in the operational CATS CAD due to the 60 km horizontal averaging appear “blocky” in Figure 8B, as demonstrated in the ice clouds above 8 km (light blue) and the “False Negative” denotation (light blue) in
Figure 8D. Furthermore, bins with weak attenuated backscatter within aerosol layers are captured by the CNN technique that are not detected in the operational CAD algorithm, as demonstrated by the “False Positive” assignment (red) in Figure 8D. This results in more homogeneous aerosol layers (Figure 8C, orange) that appear consistent with the attenuated backscatter data, despite the CNN technique only utilizing a 5 km horizontal resolution.

Figure 8. The CATS 1064 nm attenuated total backscatter averaged horizontally to 5 km (A) the cloud-aerosol classification designated by the traditional algorithms (B) the predicted classifications from the CNN (C) with a comparison image between the two (D) for a case on 26 March 2015. Yellow in (D) is a misclassification between cloud and aerosol feature types.

With regards to cirrus clouds, two issues with the CATS operational CAD algorithm during daytime identified in Sections 2 and 3 are (1) cloud edges falsely identified as aerosol and (2) layers not detected even at 60 km horizontal resolutions. The CNN technique improves upon both these issues. Figure 9B shows bins near the cloud edges (light blue) that were identified as aerosol (orange) in the operational CATS CAD algorithm. The CNN technique identifies these bins as clouds (Figure 9C). The CNN technique also detects more tenuous parts of these clouds that were not detected by the operational CATS CAD, as shown as “False Positive” in Figure 9D (red). Furthermore, the CNN was able to replicate much of the operational CATS CAD cloud detections (Figure 9D, purple) and do so at the finer 5 km resolution. These 3 improvements provide a much more robust cirrus dataset during daytime operations.
Figure 9. The same four plots as Figure 8 for a case on 1 April 2015.

Misclassification of clouds and aerosols in the CATS operational CAD algorithm near the surface was a possible explanation for differences in cloud and aerosol properties observed between CATS and other lidar sensors [26,27]. Figure 10 is a classic example of a complex scene of mixed clouds and aerosols within the PBL observed by CATS on 1 April 2015 over New Caledonia. The CNN technique (Figure 10C) classifies some bins as aerosols that appear to be misclassified by the CATS operational CAD algorithm as clear-air given the 1064 nm ATB (Figure 10A) yields magnitudes consistent with aerosols in these bins (Figure 10D, red). While it is difficult to differentiate the type of feature using the CATS 1064 nm ATB alone, the CNN technique identifies more aerosols below the cumulus clouds, as demonstrated in Figure 10D (yellow). While these results are shown for a horizontal resolution of 5 km, they suggest that the CNN technique could be a powerful tool for cloud detection and clearing at the CATS native resolution (350 m), which would reduce potential cloud contamination of aerosol properties for features reported as aerosols.
While the CNN technique presented here demonstrates improvements in layer detection at finer resolution and cloud-aerosol discrimination during daytime, this new ML technique also has limitations. At nighttime, the CNN technique only exhibits minor improvements to layer detection and CAD and, in some cases, actually performs worse than the operational CATS CAD algorithm. Figure 11 shows a nighttime case on 1 April 2015 with weakly scattering aerosol plumes lofted into the free troposphere in the same altitude regions as cirrus clouds. The aerosol plume between 1° S and 3° N latitudes is so optically thin (AOD of 0.02) that the CNN technique does not detect the feature at the 5 km horizontal resolution, whereas the operational CATS layer detection algorithm is sensitive to this layer at the 60 km horizontal resolution (Figure 11D, teal). The CNN technique does detect features with weak backscatter intensities (like lofted aerosols) around 7° N latitude adjacent to cirrus clouds with strong backscatter intensities (Figure 11C), but it classifies these optically thin features as clouds when the operational CATS CAD algorithm classifies them as aerosols (Figure 11D, yellow). Since the CNN model is based on the statistical significance of the features in the training dataset, and free tropospheric aerosol layers are far less frequent in the CATS training dataset compared to cirrus clouds, the CNN misclassifies these layers as clouds. Thus, training datasets must be carefully selected to optimize performance of the CNN technique. Further experiments are needed to assess the amount of samples needed for specific atmospheric features to overcome these inaccuracies.
5. Discussion

To quantify the differences between the CNN technique and operational CATS CAD algorithm, the CNN technique was run on the entire month of CATS data for September 2015. Confusion matrices for the nighttime and daytime data are shown in Figure 12a,b, respectively. At both nighttime and daytime there is good agreement for clear-air bins (>97%). However, this is to be expected since the majority of lidar bins are “clear-air”. Due to the ambiguity and low population of the undetermined classification in the training dataset, the CNN model never predicts layers as undetermined, so those layers classified as such in the operational CATS CAD algorithm were primarily identified as clouds (55–65%) by the CNN technique, while a smaller percentage were classified as clear-air (24–39%) or aerosol (5–11%). For bins detected as clouds by the operational CATS CAD algorithm, the agreement is better at night (91.3%) than during the daytime (78.3%). A small percentage (2–3%) of cloud bins from the operational algorithms were identified as aerosols by the CNN technique, most likely found in complex PBL scenes as shown in Figure 10. The agreement for the two techniques was worst for aerosols, especially during daytime (68.1%). Roughly 9% of these layers, both day and night, were classified by the CNN technique as clouds. Most of these cases were likely the cirrus cloud edges misclassified by the operational CATS CAD algorithm as aerosol, such as the example in Figure 9. The largest discrepancies between the two techniques are found when the CNN technique predicted clear-air bins, but the operational CATS CAD algorithm identified a cloud or aerosol. At nighttime this occurred 5.6% and 7.2% of the time for cloud and
aerosol features, respectively. Given the high SNR nighttime CATS 1064 nm data and strong performance of the CATS layer detection algorithm at night, these cases are likely optically thin features that the CNN technique failed to detect at a 5 km horizontal resolution, as shown in Figure 11. During daytime, there are more instances when the operational CATS CAD algorithm detects features at 60 km horizontal resolutions, which falsely increases the size of these layers when mapped back to 5 km resolution. As demonstrated in Figure 8, the CNN technique, which only detects at 5 km, appears to better capture the true shapes of these features as indicated by the higher frequencies of clear-air bins (19.4% for clouds and 22.7% for aerosols) observed in the daytime statistics for bins when features were present in the standard CATS data products.

6. Conclusions

The Cloud-Aerosol Lidar with Orthogonal Polarization (CALIOP), aboard the CALIPSO satellite, has provided vertical profiles of clouds and aerosols critical to the science community since 2006. The CATS lidar augmented the CALIOP lidar data record by providing similar data from the ISS for 33 months with diurnal information. While these systems have limitations, such as degraded daytime signals by noise from solar background light and limited information content for feature typing, ML techniques like the CNN demonstrated in this paper can overcome some issues such as coarse daytime detection resolutions and PBL cloud-aerosol discrimination but not without limitations for detecting subvisible features during nighttime. The wavelet denoising and CNN techniques presented in this paper increased the CATS 1064 nm SNR by 75%, increased the number of layers detected (any resolution) by 30%, and enabled detection of 40% more atmospheric features during daytime operations at a horizontal resolution of 5 km compared to the 60 km used for daytime CATS operational data products. This equates to a factor of 12 improvement in horizontal resolution of daytime CATS feature typing data products for over 40% of atmospheric features.

Further CNN model training should be explored since the training dataset is critical to the performance of the CNN technique. While training datasets do not need to be comprised of more than 20–25% of the total number of samples, they do need to be representative of the data the model will attempt to predict. For space-based backscatter lidar data, this means training datasets should include some number of examples of less-prevalent atmospheric features such as subvisual cloud and aerosol layers (OD < 0.03), as well as volcanic or smoke aerosol layers in the upper troposphere-lower stratosphere altitude region. Once such a technique is optimized, future processing of these lidar datasets should employ a combination of traditional techniques and ML methods to improve the accuracy, resolution, and utility of the standard data products, especially...
during daytime. Such improvements enable researchers to more confidently combine passive daytime measurements with lidar observations for accurate data analysis.

ML algorithms can also be incorporated into future space-based lidar missions and performed on raw data to enable near-real time (NRT) atmospheric feature height and type data products that have short latencies (<1 h processing time). Such NRT data products can be used as aerosol model input to improve monitoring and forecasting of volcanic and smoke plumes. Currently these applications stakeholders do not use lidar data products operationally because shorter latencies and more accurate data products are required. While the results shown in this paper are for a horizontal resolution of 5 km, they suggest that the CNN technique could be a powerful tool for cloud detection and clearing, and even aerosol detection at finer horizontal resolutions (<500 m) that are of interest to the air quality community. Machine learning tools, such as the ones presented in this paper, can be infused into future lidar instrument concepts and missions to reduce the noise in daytime lidar signals and facilitate the development of smaller, more affordable lidar systems.
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**Appendix A. Details of CATS Vertical Feature Mask Algorithms**

**Appendix A.1. Description of Cloud-Embedded-in-Aerosol-Layers (CEAL) Method**

For each layer under consideration a threshold ATB value is calculated by multiplying the median ATB of the layer by a threshold factor of 9. The threshold ATB value is compared to the maximum ATB of the layer. If the maximum is greater than the threshold, then a cloud boundary search is conducted as follows:

1. From the altitude bin of the maximum ATB, a search begins upward (in altitude) bin by bin until the ATB value is below the threshold.
2. This bin is assigned as the top of the cloud layer.
3. The base of the cloud layer is found analogously by searching downward from the maximum until the same conditions are met.

CEAL can identify up to 2 clouds within a single combined cloud-aerosol layer. Regions of the original candidate layer outside of the identified clouds are considered separate layers as long as they have a vertical thickness of at least 300 m.
Appendix A.2. Logic for Preventing the Artificial Spreading of Clouds

To minimize artificial horizontal spreading of clouds, the following tests are applied to the 60 km CATS data:

1. If >75% of a 60 km layer is overlapped vertically by a 5 km layer(s) then the 60 km layer is eliminated.
2. If the integrated attenuated total backscatter (iATB) of a 60 km layer is greater than 0.03 km$^{-1}$, then the 60 km layer is eliminated.
3. If the ATB value of any of the 5 km bins within the collocated bounds of the 60 km bin are greater than 0.0006 (night) or 0.007 (day), then the 60 km bin is eliminated.

Appendix A.3. DeBLD Depolarization-Based Layer Delineation Algorithm

A choice is made on whether to select the boundary identified in the ATB profile or the boundary identified in the volume depolarization ratio profile. The decision is made as follows:

1. First, define 3 threshold tests related to the 2 candidate boundaries.
   a. Test D: considering the candidate boundary identified by performing wavelet analysis on the volume depolarization ratio profile—pass if the percentage of bins in the thinner sub-layer, where the volume depolarization ratio is either greater than the max or less than the min of thicker sub-layer, exceeds 70%.
   b. Test A: considering the candidate boundary identified by performing wavelet analysis on the ATB profile—pass if the percentage of bins in the thinner sub-layer, where the volume depolarization ratio is either greater than the max or less than the min of the thicker sub-layer exceeds 90%.
   c. Test A2: considering the candidate boundary identified by performing wavelet analysis on the ATB profile—pass if the percentage of bins in the thinner sub-layer, where the volume depolarization ratio is either greater than the max or less than the min of the thicker sub-layer exceeds 70%.
2. If both Test A2 and Test D are passed and both sub-layers for each candidate boundary are at least 420 m thick . . .
   a. If the candidate boundaries are equal, select their value as the chosen boundary. Otherwise . . .
   b. If the difference between the candidate boundaries is not equal to zero and is less than 120 m ("minimum spike thickness") . . .
      i. Select the ATB boundary if the percentage computed for Test A is greater than the percentage computed for Test D; otherwise select the volume depolarization ratio boundary.
3. If Test D is passed and the sub-layers for the depolarization boundary are both at least 420 m thick, then select the depolarization boundary.
4. If Test A is passed and the sub-layers for the ATB boundary are both at least 420 m thick, then select the ATB boundary.
5. If neither boundary has yet been chosen, a statistical t-test is performed to determine whether the distributions of volume depolarization ratio values between the two sub-layers divided by the volume depolarization ratio at the boundary are significantly different ($p$-value = $1 \times 10^{-6}$). If they are significantly different and the mean volume depolarization ratio of the thicker sub-layer is either greater or less than the min or max (respectively) of the thinner sub-layer, then the depolarization boundary is chosen. Since the distributions of volume depolarization ratio values are assumed to be approximately Gaussian, if the mean of one sub-layer is outside the boundaries of the distribution of the other sub-layer, it can be confidently concluded that the sub-layers are unique.

These five steps outlined above are performed sequentially, terminating as soon as a candidate boundary is chosen. If, after the above 5 steps, a boundary is not chosen, the
DeBLD routine exits without changing the layer boundaries. If a boundary has been chosen, it is used to split the original layer into two separate layers.

Appendix A.4. Cloud-Aerosol Discrimination Accuracy Tests

The following additional tests were added to the CATS V3.01 Cloud Aerosol Discrimination algorithms.

1. Horizontal Persistence Test: Since true lofted dust and smoke layers tend to have large horizontal extent, a horizontal persistence test was added to the algorithm for earlier versions of nighttime L2O data (V2-01) to identify liquid water clouds with enhanced volume depolarization ratios of small horizontal extent and correctly classify them as clouds. However, the same test was not as effective during daytime due to the noisy daytime signals so it was not implemented in V2-01. The result is a reduction of dust mixture and smoke aerosol detection over remote parts of the Earth’s oceans in nighttime CATS L2O V2-01 data, but the issue still remained in the daytime data. A slightly modified version of the horizontal persistence test was added to the algorithm for daytime data in V3-01.

2. Cloud Fraction Test: The Cloud 350 m Fraction variable was used to identify complex scenes/layers in which boundary layer cumulus clouds are mixed with aerosols. Many of these layers are now defined as “undetermined” in the V3-01 data. This variable is also very helpful in differentiating aerosols from depolarizing liquid water clouds in the lower troposphere and tests have been added to ensure any layers with a Cloud 350 m Fraction greater than 0.90 are classified as clouds and any layers with a Cloud 350 m Fraction less than 0.10 are classified as aerosols.

3. Integrated Perpendicular Backscatter Test: Previous versions of the CATS CAD algorithm utilized the layer-integrated attenuated backscatter intensity in lieu of the layer-integrated attenuated backscatter color ratio that the CALIOP CAD algorithm uses. This works well for thin aerosol layers, but some optically thick dust and smoke plumes are falsely classified as clouds. To overcome this issue in the V3-01 data, a test using the layer-integrated perpendicular backscatter has been employed. The multiple scattering from ice and liquid water clouds results in layer-integrated attenuated backscatter values that are significantly higher than aerosols. For cloud and aerosol layers with low Feature Type Scores (−5 to +5), a threshold value of 0.004 km$^{-1}$sr$^{-1}$ is used to differentiate clouds and aerosols. This test also improves the discrimination of UTLS aerosols and thin ice clouds.

4. Relative Humidity Test: In previous versions of the CATS data products, dust plumes in the upper troposphere, which can reach as high as 12 km as they are transported from Asia over the northern Pacific Ocean and have volume depolarization ratios greater than 0.25, were classified as ice clouds. To better identify these layers, a relative humidity test was added to the CATS CAD algorithm that identifies horizontally persistent layers with top altitudes greater than 10 km, mid-layer temperatures less than $-20$ °C, and relatively weak backscatter intensity (layer-integrated perpendicular backscatter less than 0.001). If the mean MERRA-2 relative humidity for the layer is less than 45%, then the layer is classified as an aerosol and assigned a Feature Type Score of $-6$.

Appendix B. CATS Denoising and CNN Architecture

Appendix B.1. Denoising Methods

1. Principal Component Analysis—PCA is a widely used statistical technique for the problem of dimensionality reduction [58]. PCA uses an orthogonal basis-transformation technique that maps a collection of n-dimensional vectors $V \subset \mathbb{R}^n$ into a new basis $B' = \{ e'_1, e'_2, \ldots, e'_n \}$ of principal components so that the projection of $V$ onto the first principal component $e'_1$ has the largest possible variance, and each additional principal component accounts for as much variance as possible. Then the first $k < n$ principal components of $v \in V$ provide a lower-dimension representation of $V$. Intu-
itively, the first principal component is the best 1-dimensional representation of $V$, and the first $k$ principal components represent the best $k$-dimensional representation of $V$. In practice, PCA is performed using a singular value decomposition of the covariance matrix of $V$. The result is a fast algorithm that operates without labeled training data.

2. Wavelet—The Wavelet denoising technique is described in Chang et al. (2000) [50]. The input image is decomposed using a discrete wavelet transform. Thresholds, based on the noise, are used on the higher-resolution wavelet coefficients to remove noise, while leaving the lower-resolution coefficients unmodified. The image is then recomposed from the wavelet coefficients under threshold.

3. Butterworth—A Butterworth filter is applied in the spectral domain. For denoising, the low-pass variant of the Butterworth filter is used. To apply a Butterworth filter, first a Fast Fourier Transform (FFT) is applied to the image. Then the resultant frequencies are filtered with the Butterworth low-pass transfer function shown in Equation A1. In this equation, $H(u, v)$ represents the filtered frequency array, $D(u, v)$ is the distance from point $(u, v)$ to the center of the filter, $D_o$ is the cutoff frequency, and $n$ is the order. Once filtered, the frequency array is converted back to the spatial domain using an inverse FFT [52].

$$H(u, v) = \frac{1}{1 + \left(\frac{D(u, v)}{D_o}\right)^{2n}}$$  \hspace{1cm} (A1)

4. Gaussian filtering removes noise by convolving a 2D kernel, representing a 2D Gaussian function, with a given image. This is particularly effective at removing Gaussian noise, but comes at the expense of blurring the image [59]. Since lidars use photon-counting detectors to collect light, the signal noise is a Poisson distribution, however, Gaussian filtering was still tested for comparison.

Appendix B.2. Wavelet Parameter Determination Detail
To determine the optimal input parameter settings for the wavelet denoising technique the following steps were taken:

The Python Scikit-Image implementation of the wavelet algorithm was used [51] to apply each of the parameter iterations. Of those tested, the iterations that yielded aerosol SNRs below 7.5 were removed. From those remaining, the iteration that yielded the lowest molecular deviation ($D$) was chosen to be integrated into the CATS Level 2 processing algorithms to test performance gains. These settings are a Reverse Biorthogonal 1.3 mother Wavelet ("rbio1.3"), with 3 decomposition levels, and noise standard deviation set to the standard deviation of the data in the solar background region (below ground).

Appendix B.3. CATS CNN Architecture
To implement the U-Net architecture of Ronneberger et al. [57] the Tensorflow [59] library was used. The CATS U-Net architecture has first a contracting path with four iterations of a pair of convolutional 3 by 3 layers using a rectified linear unit (ReLU) activation function followed by a 2 by 2 max-pooling operation. The dropout percentage, one of the adjustments for optimization, is applied after each of these iterations. Finally another pair of convolutional 3 by 3 layers with the ReLU function are applied. Following these steps is the expansive path of the U-Net architecture which consists of four iterations of a 3 by 3 deconvolution layer applied with a stride of 2, a dropout layer and a pair of convolutional 3 by 3 layers using the ReLU activation function. Finally, a convolution layer is used to map to the desired number of features to be predicted. Training and predictions of the CATS CNN models were conducted using a NVIDIA GeForce RTX 2080 Super Graphics Card.
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