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Abstract

Large-scale monitoring, anomaly detection, and root cause analysis of metrics are essential requirements of the internet-services industry. To address the need to continuously monitor millions of metrics, many anomaly detection approaches are being used on a daily basis by large internet-based companies. However, in spite of the significant progress made to accurately and efficiently detect anomalies in metrics, the sheer scale of the number of metrics has meant there are still a large number of false alarms that need to be investigated. This paper presents a framework for reliable large-scale anomaly detection. It is significantly more accurate than existing approaches and allows for easy interpretation of models, thus enabling practical data monitoring in the internet-services domain.
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I. INTRODUCTION

With the emergence of a large number of internet-based businesses, ranging from e-commerce sites to social media and ride-hailing platforms, more and more companies are serving their customers through the internet. Backing these web services are cloud-based software systems that generate petabytes of data each day. Data in this context are typically metrics reflecting the fidelity of the applications being served, infrastructure health metrics, and business metrics summarizing revenue and user engagement of the service. Being able to continuously monitor different metrics generated by the service is a key requirement of today's internet-services industry. Periodic tracking of metrics for any abnormal behavior helps companies ensure reliable upkeep of their services and rapid mitigation of any incident that could detrimentally affect user experience, and ultimately lead to revenue losses.

Anomaly in a dataset refers to data points that deviate from normal behavior. Anomalies can occur due to a number of reasons, such as malicious actors, system failure, or change in user behavior. Further, as described in the review article [3], anomalies are typically contextual. A data point that would be considered anomalous for a given context might not be an anomaly in another case (Figure 1). Anomaly detection is the process of detecting any anomalous behavior and communicating all relevant information to the concerned human operators. In the internet services domain, typically metrics are tracked longitudinally in time. As a result, the anomaly detection that is most often of interest is over time-series data. Historically, time series anomaly detection in the internet companies has been done using rule-based approaches. These rule-based approaches have generally involved a human expert specifying a threshold beyond which an alert is triggered. The thresholds are set in terms of the raw val-
ues of the metrics or simple statistical summaries like mean or standard deviation of the metrics. Although simple to develop and follow, these rule-based anomaly detection approaches are fraught with high false positive rates. Further, even in cases where reliable rules have been developed, the sheer size of the number of metrics being tracked meant that these approaches haven’t been scalable. As a result, in recent years, many companies have adopted machine learning based approaches for large-scale automatic time series anomaly detection [7, 6, 9, 12, 2, 11].

Machine learning based anomaly detection is indispensable for large-scale monitoring of metrics. Broadly, ML-based anomaly detection approaches attempt to build an understanding of the metric time series and try to use the developed model to classify future points as anomaly or not. ML-based anomaly detection in internet services comes with its own set of challenges. Principal among them is absence of normal/anomaly labels on historical data. Given that each organization can be monitoring thousands of metrics at any given point of time, it is humanly impossible to have ground truth labels for data points. Even in cases where labels are available, due to the continuously changing characteristics of metric time series and the nature of anomalies, using past labels for training machine learning models is typically unreliable. As a result, a key need of the anomaly detection approaches in this domain is that they be unsupervised, i.e., not be trained on past anomaly labels. Further, the growing complexity of web applications has meant that metrics that are monitored could have different characteristics. This could mean some are seasonal whereas others are not, some are continuous valued while others take mixed continuous and discrete values etc. Therefore, it is critically important that any approach adopted is generalizable and works across a range of use cases and metric types. Finally, a third major requirement of any approach used for anomaly detection in the internet-services domain is that it be easily interpretable. With millions of metrics being tracked continuously, in spite of high-quality models being used today for time series anomaly detection, there usually are a few alerts generated periodically, majority of which are false alarms. These alerts are then passed to domain experts who need to investigate the alerts for root causes. Having a model that is easily interpretable is important to be able to sift through all anomalies and focus on the most critical ones. A recent trend in time series anomaly detection has been to develop deep learning models. These deep learning based models have been shown to outperform classical time series models in some cases. However, their use has also meant that the model results have become hard to interpret. Practically, this has meant that anomaly detection users develop alert fatigue and in some cases fail to recognize critical concerns in a timely fashion.

This paper presents a structural time series framework for time series anomaly detection. Structural time series models are state space models, which enable modeling time series as a combination of different components. Each component encapsulates a different feature of the time series data. We show that by combining the structural time series modeling with rigorous model selection over a range of carefully chosen suite of models, one can obtain a highly accurate and interpretable anomaly detection technique for the internet-services domain. Our approach is generalizable to myriad different time series types and is unsupervised and adaptive to changing time series characteristics.

The paper consists of five sections. In the next section, we outline related previous work on time series anomaly detection in the internet-services domain. Section 3 describes our methodology to reliable anomaly detection. Section 4 presents the experimental evaluation and comparison of our approach to other popular times series anomaly detection approaches in the domain. Finally, we conclude and provide directions for future work.
II. RELATED WORK

Anomaly detection is a topic of high interest in the internet services industry and a number of methods have been developed to tackle the problem. The approaches adopted have ranged from traditional statistical techniques such as ARIMA modeling and SVD to more modern deep learning based solutions. Broadly the available solutions can be divided into supervised and unsupervised anomaly detection approaches.

Opprentice is a supervised learning framework that makes use of random forest classifier to detect anomalies [8]. EGADS is a generic framework for anomaly detection released by Yahoo Inc that made use of a number of traditional statistical approaches to model the time series and then subsequently used a classifier to identify the most interesting anomalies [7]. Google Inc. developed a deep learning based approach to detect anomalies and showed promising results on their own dataset. In general, supervised learning based approaches are limiting because they rely on the availability of a continuous stream of anomaly labels which is difficult to collect in practice.

At the same time, a number of unsupervised anomaly detection approaches have also been developed in recent years. Twitter-AD is a commonly used anomaly detection tool used in the industry that makes use of STL for smoothing the time series and ESD for subsequent outlier detection [6]. LinkedIn developed Luminol [2] that segments the time series into chunks and determines anomaly scores for the segments based on their frequency of occurrence. In 2018, [12] developed DONUT an unsupervised anomaly detection approach using variational auto encoders for seasonal KPIs. Inspired by visual saliency detection, Microsoft proposed a spectral residual technique for anomaly detection [9]. More recently [4] developed a technique for anomaly detection that leverages BERT, a neural network model popular for natural language processing, for time series modeling and produces very high accuracy on the industry standard AIOPS dataset. Even though the paper describes their approach as unsupervised, it relies on knowing anomaly labels for cleaning the training data used for model building. Although these recent deep learning based unsupervised models have led to steady improvement in detection accuracy,
they are hard to interpret and thus are often challenging to rely on in practical settings.

III. Methodology

The goal of time series anomaly detection is, given a times series \( X_{t=1..T} \) of univariate data points, predicting whether the data points are anomaly or normal. In the present use case, data points are obtained in a streaming fashion. The granularity of data points can typically range from minutely, hourly to daily observations. The objective therefore when a new observation \( X_t \) comes in is to predict reliably if it should be tagged as an anomaly or not. If the data point is deemed to be an anomaly, an alert in the form of an email or a page is sent to the concerned recipients.
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Figure 2: System architecture of anomaly detection

Our anomaly detection framework consists of three components: a time series modeling component, a model selection engine, and an anomaly detection module. As shown in Figure 2, the user of the framework configures a metric for anomaly detection. This involves defining the source of the time series metric. Once a metric is configured, a model selection engine evaluates a suite of models using historical data on the metric in their ability to predict future values. We use an 80:20 split of available data for training and validation, and use mean square prediction error over the validation dataset to select the model with the lowest prediction error. Once the model is selected, it is used for all subsequent prediction and anomaly detection of the metric. As new data points of the metric stream into the system, the corresponding model and historical data of the metric are used to evaluate if the data point is an anomaly.

i. Time series modeling

A core requirement of our anomaly detection framework is the time series modeling capability. As described earlier, we adopt an unsupervised approach to anomaly detection. Consequently, we do not train the time series models to directly predict anomaly labels. Rather, the time series models are trained on historical data to predict future data points of a metric. We adopt the state space modeling approach to learn metric-specific models [5]. State space modeling of time series is a general framework for modeling time series that consists of a hidden state \( \alpha_t \) and observed data point \( y_t \) at each time point \( t \) related through the following equations:

\[
y_t = Z_t \alpha_t + d_t + \epsilon_t \tag{1}
\]

\[
\alpha_t = S_t \alpha_{t-1} + c_t + R_t \eta_t \tag{2}
\]

Here, \( y_t \) is the observation vector, which in our case is univariate, \( \alpha_t \) is the state vector at time \( t \), \( Z_t, S_t, \) and \( R_t \) are time varying matrices, \( d_t \) and \( c_t \) are inputs, and \( \epsilon_t \) and \( \eta_t \) are noise parameters. The central advantage of using the state modeling framework is that most commonly used classical time series models like regression models, Holt-Winters method, ARMA, ARIMA, seasonal ARIMA etc. are instances of the state space framework. In fact, even neural network models like recurrent neural networks (RNN) and LSTM can be viewed as instances of the state space framework. In our formulation, we model metrics using structural time series models, which are again instances of state space models. Structural time series models are a family of models where the time series model is a combination of subcomponents. Each component represents a characteristic of the time series: a trend component, a seasonality component, an error term etc. The observable \( y_t \) is then constructed as
\[ y_t = u_t + \gamma_t + \epsilon_t \]  

(3)

where \( u_t \), \( \gamma_t \), and \( \epsilon_t \) are the trend, seasonal, and error terms respectively. Note, formulating the models as structural time series models allows us to systematically model each feature of the time series and build complex models. The specific choices we consider for the three terms will be discussed in the next section. Having chosen a form for the three components, the model is cast in the state space form. Recasting all models in the state space form allows us to use a common approach for the fitting of parameters and prediction of future observations. In particular, linear Gaussian state space model makes use of the Kalman filter for parameter estimation and prediction. We use the statsmodels package for model implementations [10].

One observation we made when working with time series metrics in the domain is that many metrics related to revenue and user engagement often vary exponentially with time. When compounded with the seasonality of these metrics, we find that the variation in their values increases with time. To deal with such cases, we use data transformation, a commonly used technique in the time series domain to transform nonlinear data to make them amenable to linear modeling. In particular, we test logarithmic transformation of the time series. Once transformed, we apply the same structural time series model as discussed above.

### ii. Model selection

To ensure generalizability of our framework across different types of time series, for each metric that is configured the framework evaluates a range of models on their ability to fit the data. We consider a suite of classical time series models, each constructed as a combination of a trend, a seasonal, and an error component. The different trend, seasonal, and error components we consider for the models are listed in Table 1. Each metric that is configured on our system goes through a model selection step where all models obtainable by considering various combinations of trend, seasonality, error from Table 1 are evaluated for their prediction capability. As mentioned previously, we consider an 80:20 split of the historical data of the metric to train and evaluate each model. The model with the lowest prediction error is then promoted for subsequent anomaly detection. The models we consider are flexible to adapt to changing trend and seasonality, and do not necessitate frequent training. However, in a production setting, it is important to keep tracking the performance of the selected model and to re-run the model selection procedure when the performance of the model starts to deteriorate significantly.

### iii. Anomaly detection

The anomaly detection module detects anomalies as new data points come into the system. The metric-specific model that was developed through model selection is used to predict the expected value of the metric at each time stamp. In the classical time series models, due to the linear Gaussian form of the models, the predicted uncertainty of the observations is also available through closed form updates. The predicted observation value takes a Gaussian distribution. We use this Gaussian distribution and the observed value of the metric to determine whether an observation is an anomaly or not. As is commonly done in the field, we use a k-sigma rule to determine if an observation is an anomaly or not. If a metric observation deviates more than k-sigma from its expected value, the observation is deemed to be anomaly.

One observation we made when performing anomaly detection on metrics in the internet-services domain was that in many cases the metrics would take a mixed continuous and discrete values. For example, the error rate of requests to a server is usually zero but on occasion spikes to a non zero value. In this case, both a zero and nonzero value are considered expected unless the error rate becomes
Table 1: List of classical model components considered

| Component | Types considered                  |
|-----------|-----------------------------------|
| Trend     | linear model, local level, local linear |
| Seasonal  | hourly, daily                     |
| Error     | Gaussian, AR(p): autoregressive model of order p=1,2 |

Figure 3: Time series with mixed continuous and discrete values
significantly high (Figure 3a). Similarly, request count to a server is normally nonzero but occasionally drops to zero. Here, a zero request count is usually a sign of system failure (Figure 3b). Using only a continuous value time series model like the linear Gaussian state space model typically leads to poor results in these settings. To better deal with the mixed scenario, we consider the discrete and continuous values separately. For the discrete value—in the above examples, a value of zero or not—we use a simple proportion model. We determine the proportion of zeros in the training data. If the proportion of zero is more than 1%, we consider the zero value data points to be normal. If the proportion of zero data points is less than 1%, we predict all zero value data points to be anomalies. For the continuous (non-zero) data points, we continue to use the approach described in the previous section.

iv. Interpretability

Besides accurate forecasting and modularity, one of the key benefits of structural time series models is that they are very easily interpretable. Because the time series are modeled as a combination of subcomponents representing features such as the time series trend, seasonality, and residual error, alerts can be quickly examined and decision be made whether to further investigate it. When the model generates an alert, in addition to the metric details, additional information such as the severity of the anomaly and full details regarding the model structure can be sent to the recipients. The model being modular, allows the receiver of the alert to carefully examine the nature of trend, seasonality, and error models used to arrive at the anomaly decision, and determine whether the alert needs further investigation. Overall this results in large savings in time invested by engineers and analysts to debug and root cause anomalies on a daily basis.

IV. Experiments

We run experiments to evaluate our framework for accuracy of anomaly detection against other commonly used approaches.

i. Datasets

We use a publicly available dataset KPI from the internet-services domain to evaluate our framework. KPI is often used to evaluate time series anomaly detection approaches. The datasets consist of a range of times series of different characteristics and was released as part of the AIOPS data competition [1]. It consists of 58 time series with anomaly labels collected from various internet-services companies, including Tencent, eBay etc. The time series have minutely or 5-minutely granularity.

ii. Metrics

In our experiments, we evaluate our framework in terms of the precision, recall, and F1-score of anomaly detection. Typically, users of anomaly detection systems are not interested in point-wise detection of anomalies. Rather, one is more interested in detecting each incident of anomalous event, since an anomalous event generally manifests in a contiguous series of data points being labeled as anomalies. As a result, it generally suffices if the anomalous event is identified. However, it is important that the anomalous event is detected without a significant delay. These criteria have led to the use of a modified version of precision, recall, and F1-score measures to evaluate anomaly detection systems in the internet-services domain [12, 9]. A contiguous anomaly series is considered to be correctly identified if the model detects an anomaly within a delay of k points from the start of the series. If an anomaly is not identified within a delay of k points, the entire contiguous anomaly series is considered a false negative.

The evaluation strategy is shown in Figure 4. We see that there are two anomaly series. Let’s say the permitted delay is 2 points. The
predicted anomalies are shown in the second row. The first anomaly series is correctly identified within a delay of two points and thus the entire series is considered to be detected as anomalies. The second anomaly series is detected with a delay greater than 2 data points and hence the entire series is considered to be normal. The adjusted anomaly predictions are shown in the third row and are used for the estimation of precision, recall, and F1-score.

iii. Setup

For a fair comparison our framework to other commonly used anomaly detection approaches, we setup the evaluation following [9]. We use the time series data points from the first half of each time series to train the model and test the model on the second half of the series. Note, since our approach is unsupervised, no anomaly labels are used for training or predictions. The anomaly labels in test set (second half of the time series) are used to compute precision, recall, and F1-score values. In the case of the AIOPS dataset, since the time series can be very large, we use a maximum of two weeks of data points prior to the test set for training the model.

iv. Results

The results of our model on the AIOPS dataset at different threshold settings is shown in Table 2. As expected, as the threshold for anomalies increases from 3-sigma to 6-sigma, the precision of anomaly detection increases while the recall goes down. Table 3 shows the application of other unsupervised anomaly detection approaches to the AIOPS dataset [9]. We find that the F1-score of our framework is significantly better than the best reported F1-score on the AIOPS dataset. The computational efficiency of our approach is also very high since the evaluation of each data point is through sequential closed form updates resulting from the linear Gaussian structure of the models. In addition to the high accuracy of our framework, it allows for easy interpretation of the model structure, enabling rapid
### Table 3: Comparison of anomaly detection results

| Model             | AIOPS          |
|-------------------|---------------|
|       | Precision | Recall | F1-score |
| FFT  | 0.48      | 0.61   | 0.53    |
| Twitter - AD     | 0.41      | 0.28   | 0.33    |
| Luminol          | 0.31      | 0.65   | 0.42    |
| DSPOT            | 0.62      | 0.45   | 0.52    |
| DONUT            | 0.37      | 0.33   | 0.35    |
| Microsoft SR+CNN | 0.80      | 0.75   | 0.77    |
| Our framework    | 0.89      | 0.79   | **0.84** |

decision-making with regard to whether an anomaly needs to be investigated, thus saving an enterprise many valuable man-hours that are frequently spent investigating false alarms.

One important consideration to keep in mind while using time series anomaly detection in production setting is that continuous monitoring of the model quality is also critical. Businesses release new features in order to satisfy customer demand and grow market share. With frequent deployment of new features, sometimes the characteristic of the time series metrics can change with time. This can make the model trained previously inapplicable and necessitates fresh training of the model. Continuous assessment of performance is thus important to prevent deterioration of model quality and ensure anomaly detection results are reliable.

V. Conclusion and Future Work

This paper presents a novel framework for time series anomaly detection in the internet-services domain. It shows that through a combination of structural time series modeling, data transformation, model selection, and mixed continuous-discrete anomaly detection, one can obtain high performance anomaly detection systems. The core components of our anomaly detection framework are a time series modeling component, a model selection engine, and an anomaly detection module. Experiments on the AIOPS datasets show the accuracy of our framework is higher than existing unsupervised time series anomaly detection approaches. In addition, our framework provides easy interpretation of the underlying time series model, thus enabling rapid decision-making as to whether an anomaly deserves further investigation.

Future work could involve exploring neural network models that would help capture more complex nonlinear dependencies while continuing to be interpretable. In addition, it would be interesting to explore ways to use the framework proposed in this paper to make the subsequent process of root-cause-analysis faster and more reliable.

VI. Code

The code developed as part of this work can be found in the following repository: https://github.com/nikhilgalagali/adservice
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