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Abstract

Predicting human intention is critical to facilitating safe and efficient human-robot collaboration (HRC). However, it is challenging to build data-driven models for human intention prediction. One major challenge is due to the diversity and noise in human motion data. It is expensive to collect a massive motion dataset that comprehensively covers all possible scenarios, which leads to the scarcity of human motion data in certain scenarios, and therefore, causes difficulties in constructing robust and reliable intention predictors. To address the challenge, this paper proposes an iterative adversarial data augmentation (IADA) framework to learn neural network models from an insufficient amount of training data. The method uses neural network verification to identify the most “confusing” input samples and leverages expert guidance to safely and iteratively augment the training data with these samples. The proposed framework is applied to collected human datasets. The experiments demonstrate that our method can achieve more robust and accurate prediction performance compared to existing training methods.

1 INTRODUCTION

The rapid development of human-robot collaboration (HRC) addresses contemporary needs by enabling more efficient and flexible production lines [36, 51]. Due to the close physical interactions (Fig. 1(a)), any collision could lead to severe harm to the human workers. Therefore, it is essential to ensure safety while maximizing efficiency when facilitating HRC. One key technology to enable safe and efficient HRC is to have accurate and robust human intention prediction [25]. Data-driven methods, especially neural network (NN) models, are widely used for intention prediction [1, 43, 28, 41].

This paper mainly focuses on human upper-body motion during HRC in manufacturing settings. It is challenging to build data-driven models for intention prediction in such environments due to data scarcity. Since the prediction task varies when the HRC task changes (which happens frequently), it is expensive, if not impossible, to collect a dataset from different human subjects that comprehensively covers all possible scenarios. One reason that leads to the high cost is the diversity of human behavior. For example, in a setting where the humans are doing assembly tasks, human subjects with different habits, body structures, moods, and task proficiencies may exhibit different motion patterns. As shown in Fig. 1(b), for the same reaching motion, the wrist can move in different ways. It is expensive (if not impossible) to collect data from all human subjects in all possible task situations. Another reason for the high cost of data collection is the existence of exogenous input disturbances. For
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example in Fig. 1(c) due to the inevitable sensor noise and algorithm uncertainty, the captured motion trajectory (red) may deviate from the ground truth motion (green). It is expensive to generate a full distribution of these disturbances on each data point.

Due to these high costs of data collection, a well-distributed and sufficient human behavior dataset is usually not available. Early works [3, 22, 19, 24] have shown that an insufficient amount of training data would make it difficult to train an NN model, as the performance of the learned model will deteriorate in testing. Therefore, the learned model is not deployable in real applications. To deal with data deficiency, some methods [31, 11] use online adaptation to incrementally update the NN using the data received online, which has been shown to improve prediction accuracy. However, these methods are post-deployment measures and there is no control over the incoming data, which might lead to safety hazards during the adaptation process. This paper investigates methods that efficiently learn NN models before deployment with limited data. The goal is to actively and cost-effectively augment the dataset (i.e., getting full control over the augmented data) so that the learned NN can perform robustly in real applications.

To achieve the goal, this paper proposes an iterative adversarial data augmentation (IADA) framework to train NNs with limited data. This framework leverages neural network verification and expert guidance for iterative data augmentation during training. The key idea of IADA is to find the most “confusing” samples to the NN, e.g., the samples on the decision boundary of the current NN, and add them back to the dataset to improve model accuracy. We use NN verification to find these samples by computing the closest adversaries to existing data (called roots) in $L_\infty$ norm. These samples are called “adversaries” since the current NN predicts that they have different labels from the labels of roots (hence they are on the decision boundary of the current NN). The IADA framework will query experts to label these samples in order to ensure the correctness of the labels of the adversaries. The sample is a true adversary if its ground truth label is the same as the label of its root; otherwise, this sample is a false adversary. This paper incorporates human-in-the-loop verification as the expert guidance to label the adversaries. The labeled samples will be added back to the training dataset no matter what labels they are assigned. The true adversarial samples can improve the robustness of the network, while the false adversarial samples can help recover the ground truth decision boundary. The IADA framework iteratively expands the dataset and trains the NN model. To verify the effectiveness of IADA, we applied it to two human intention prediction tasks. We compared our training framework against several other training methods. The results demonstrate that our training method can improve the model testing accuracy by over 10%.

2 Related Work

**Active Learning** Active learning [43] studies techniques to learn NN models from a limited and partially labeled training data with the guidance from human experts. Early works [44, 12] select samples from a pool of unlabeled dataset and decide whether to query for their labels according to a designed query strategy, i.e., uncertainty sampling [27], query-by-committee [46], expected model change [45], etc. Recent work [52] improves the traditional uncertainty sampling with pseudo-labeling. [15] proposes to use DeepFool [38], an adversarial attack method, to find adversaries and then queries the labels of the unlabeled samples in the given training set that are close to the adversaries. In addition, it pseudo-labels the adversaries (assigns the same labels to the adversaries
as the queried samples) in order to double the amount of augmented data. [37] uses a generative adversarial network (GAN) to generate adversaries. The learner queries the expert for the unlabeled training data that is the most similar to the adversary. However, most existing active learning frameworks assume unlabeled data is free, and they only query the labels of the unlabeled samples from the given dataset, which is constrained by a discrete input space. On the other hand, this paper tackles the scenario that additional data is as expensive to collect as the training data (i.e., training data is fully labeled but the amount is limited). Therefore, it is important that the framework can generate informative data samples in the entire input space.

The proposed method in this paper is more closely related to membership query synthesis (MQS) [4,5], which is a category in active learning. MQS queries the labels as well as generates the data to be queried. Early works generate new data by random sampling. [63] proposes to use a pre-trained GAN to generate new data and query the oracle for labels. However, the GAN has poor explainability, which might lead to safety concerns. How to generate informative data remains questionable.

Data Augmentation Learning from insufficient training data has been widely studied recently [3,22,19,24]. Data augmentation (DA) is a widely-used approach. People use different approaches to generate additional data given the existing dataset to improve the generalizability of the classifiers [47]. The augmented data is assumed to have an identical label as the root data (i.e., data that the augmented data is generated from). [14, 58, 62, 35, 21, 13, 61] propose either to manually design a policy or search for an optimal policy among the pre-defined policies to generate new data. However, manually designing the augmentation policy requires strong domain knowledge. In addition, the designed policy might only be suitable for a small range of related tasks and whether the policy is optimal remains questionable. On the other hand, instead of explicitly designing the policy, [40,26,6,8] propose to learn generative NNs (e.g., GAN) to create new data. Using GANs for DA is knowledge-free. However, it has poor explainability, which might be a potential concern for safety-critical tasks similar to the ones used in MQS. Recent works [20,61,56,17] propose to augment the data using adversarials. Nevertheless, how to find informative adversarial samples still remains a question. In addition, existing works follow the definition in [16] that adversarial examples have the same labels as the root data, which is applicable to image-related tasks. Since image data usually has trivial distribution on the class boundaries, the adversarial perturbation can hardly change the true label of an image [18] in most tasks. However, it is difficult to apply to our setting (i.e., intention prediction) since it is easy to incorrectly take false adversaries as true adversaries (i.e., trajectories can be easily perturbed to change the true labels), which might harm the model training.

Adversarial Training Adversarial training [7] intends to learn NN models robust to unseen adversarial data. It has been widely studied since [48] first introduced the adversarial instability of NNs. Given the existing training data \( D_0 \), the adversarial training objective is formulated as a minimax problem

\[
\min_{\theta} \mathbb{E}_{(x_i, y_i) \in D_0} \max_{\|\delta_i\|_\infty \leq \epsilon} L(f_{\theta}(x_i + \delta_i), y_i),
\]

(1)

where \( \delta_i \) is the adversarial perturbation and \( \epsilon \) is the maximum allowable perturbation. Early works [48,18] efficiently estimate the adversarial perturbations based on the gradient direction. However, [38] showed that the estimation in the gradient direction might be inaccurate, and thus, makes the trained model sub-optimal. Recent work [10] proposes to adaptively adjust the adversarial step size during the learning. Based on the idea of curriculum learning, [60] proposes to replace the traditional inner maximization with a minimization, which finds the adversarial data that minimizes the loss but has different labels. The adversarial data generated via the minimization is also known as the friendly adversarial data.

Although it has been shown that adversarial training can improve NN robustness against adversarial attacks, whether it can maintain the performance on clean data is unclear since it might mix true and false adversaries as mentioned in adversarial data augmentation. Moreover, adversarial training only improves the local robustness around the training data, and thus, has limited capacity to improve the network performance if the training data is scarce.
3 Problem Formulation

This paper focuses on human intention prediction, which is essentially a classification problem. At timestep $k$, the prediction model is given with the human and environment information $x_k \in X$, (e.g., historical human motion, human pose, obstacles poses, etc), where $X$ is the input space, and outputs the behavior label $y$. Note that depending on the human task, the input and output could encode different information. The goal is to construct a prediction model $f(\cdot)$ that maps the human and environment observation to the corresponding behavior label, i.e., $y = f(x)$. This paper parameterize $f(\cdot)$ using a neural network with parameter $\theta$. However, due to data scarcity, it is difficult to learn a robust and accurate $f(\cdot)$.

Given a training dataset $D_0 = \{(x_i, y_i)\}_{i=1}^n$ where $n$ is the size of $D_0$, the regular supervised training learns the model by solving the following optimization

$$\arg\min_{\theta} \frac{1}{n} \sum_{i=1}^n L(f_\theta(x_i), y_i) \quad (\equiv E_{(x_i, y_i) \in D_0} L(f_\theta(x_i), y_i)),$$

where $L(\cdot)$ is the loss function, and $f_\theta(\cdot)$ is the NN transfer function. However, the true goal in real applications is to learn a model that minimizes the expected loss when deployed in real applications:

$$\arg\min_{\theta} E_{(x,y) \in D} (L(f_\theta(x), y)),$$

where $D$ represents the real input-output data distribution, which is unavailable during training. When $D_0$ is similar to $D$, we can obtain a $f_\theta(\cdot)$ that behaves similarly as the ground truth $f(\cdot)$. However, in our case (i.e., intention prediction), $D_0$ is limited and biased, thus, leading to a poorly trained $f_\theta(\cdot)$ that behaves differently as $f(\cdot)$. The goal is to learn a robust and accurate $f_\theta(\cdot)$ offline given the insufficient human dataset.

4 IADA: Iterative Adversarial Data Augmentation

Due to the data scarcity, an NN classifier can achieve outstanding performance on the training data but fails to perform well on the testing data or real deployment. To address the challenge, we aim to augment the insufficient dataset $D_0$ in Eq. (4) with adversarial data $D'_0 \cup D_{adv}$, where $D'_0$ is more trustworthy than $D_{adv}$, to robustly learn the true decision boundaries of the real but unknown data $D$ as discussed in Eq. (3). The goal is to ensure the learned model on $D_0 \cup D'_0 \cup D_{adv}$ is as close as possible to $D$. To achieve the goal, we formulate the training problem as a two-layer optimization

$$\arg\min_{\theta} E_{(x,y) \in D_0 \cup D'_0 \cup D_{adv}} (L(f_\theta(x), y)),$$

$$\begin{cases}
D_{adv} \\ D'_0
\end{cases} = \begin{cases}
(x', \text{label}_a(x')) \\
(x', \text{label}_r(x'))
\end{cases} \text{ such that } (x_0, y_0) \in D_0 \cup D_0', x' = \arg\min_{x'} L'(f_\theta(x'), y_0)
$$

$$\text{s.t. } ||x_0 - x'||_\infty \leq \epsilon \land f_\theta(x') \neq y_0 \land x' \in X.$$

The outer objective optimizes the NN model parameters $\theta$ to minimize the loss of the data from $D_0 \cup D'_0 \cup D_{adv}$. The inner objective constructs $D'_0 \cup D_{adv}$ given $\theta$, which essentially finds the most friendly adversarial data for the training data. The most friendly adversarial data for $(x_0, y_0) \in D_0 \cup D_0'$ is an input sample $x'$ that is at most $\epsilon$ distance away from $x_0$ in the $L_\infty$ norm but changes the network output from $y_0$ with the smallest loss $L'(\cdot)$. The loss $L'(\cdot)$ for the inner objective may or may not be the same as the original loss $L(\cdot)$. Ideally, we should choose a loss that guides us to the most “confusing” part of the input space. The label of these friendly adversarial data is decided by additional labeling functions, $\text{label}_a(\cdot)$ (auto labeling) and $\text{label}_r(\cdot)$ (expert labeling), which ideally should match the ground truth. If $\text{label}(x') = y_0$, we call $x'$ a true adversary; otherwise a false adversary.

We propose an iterative adversarial data augmentation (IADA) training framework to solve Eq. (4). Figure 2 illustrates the proposed training framework that aims to solve the problem defined in Eq. (4). In particular, the inner objective will be solved using neural network verification to be discussed in section 4.2, while the labeling will be performed under expert guidance to be discussed in section 4.3. The iterative approach to solve the two-layer optimization will be discussed in section 4.3.
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Figure 2: Iterative Adversarial Data Augmentation (IADA) training framework. For \((x, y) \in D_0 \cup D'_0 \cup D_{\text{adv}}\), the framework continuously updates the NN model. If \((x_0, y_0) \in D_0 \cup D'_0\), the neural network verification finds the most friendly adversarial sample \(x'\) around \(x_0\) if exists. The scheduler determines if human verification is required for \(x'\). If not, \((x', y_0)\) is augmented to \(D_{\text{adv}}\). Otherwise, if human is able to assign \(y'\), then \((x', y')\) is added to \(D'_0\). If not, then \((x', y_0)\) is appended to \(D_{\text{adv}}\).

4.1 Neural Network Verification to Find Adversaries

The two-layer optimization in (4) is using adversarial data for data augmentation. Unlike the conventional minimax formulation of adversarial training (1), the major distinction lies in the inner objective. The minimax formulation in (1) might reduce the model accuracy and generalizability when maximizing the robustness [50]. Similar to the approach in [60], instead of finding the adversaries that maximize the loss in Eq. (1), we find the “closest” adversaries by designing the inner loss to penalize the magnitude of \(\delta_0\). Then the inner optimization in (4) can be written as

\[
\arg\min_{x'} \|x_0 - x'\|_\infty, \text{ s.t. } \|x_0 - x'\|_\infty \leq \epsilon, \quad f_\theta(x_0) \neq f_\theta(x'), \quad x' \in X.
\] (5)

The reason why we use the \(L_\infty\) distance metric in the input space as the loss \(L'(\cdot)\) instead of using the original loss or any other loss that penalizes the output is that this metric reflects the “confusing” level of samples. We generally expect that the learned NN model is regular and robust in the training data for generalizability. The easier it is to change the label by perturbing the input data, the less regular the model is, and hence more “confusing”. In addition, this formulation provides a quantitative metric \(\delta_0\) for evaluating the robustness online during training. Therefore, we can prioritize enhancing the weaker boundaries and obtain full control of the training process.

Nevertheless, the optimization in (5) is nontrivial to solve due to the nonlinear and nonconvex constraints introduced by \(f_\theta(\cdot)\). To obtain a feasible and optimal solution, we use neural network verification algorithms [30] to find the appropriate \(x'\). Note that this paper assumes that the NN models only contain ReLU activations [2]. The optimization in (5) essentially finds the minimum input adversarial bound, which can be solved by various neural verification algorithms. In particular, primal optimization-based methods such as MIPVerify [49] and NSVerify [34] solve the problem exactly by encoding the neural network into a mixed-integer linear program; dual optimization-based methods [55] can compute an upper bound of the problem by relaxing the nonlinear ReLU activation functions; reachability-based methods [54] can also compute an upper bound by over-approximating the reachable set and binary search for the optimal loss. Based on the computation need and the accuracy requirement, Eq. (5) can be solved using different methods.

4.2 Expert Guidance for Labeling

With the adversaries \(x'\) obtained from neural network verification, we need to label them before augmentation. The proposed IADA framework uses expert guidance to guarantee the safety and
We use an iterative approach to solve the two-layer optimization in (4) by incrementally augmenting the dataset. The framework maintains three datasets \( D \), and an adversarial training dataset \( D_{\text{adv}} \) as shown in Fig. 2, where \( D_0 \) and \( D_{\text{adv}} \) are initially empty and \( D_0 \) is the initial training data. The adversaries are only augmented to \( D_0 \) if they are verified by a human expert, otherwise, they are pushed into \( D_{\text{adv}} \). The framework maintains three datasets \( D_0 \), \( D_0' \), and \( D_{\text{adv}} \), as shown in Fig. 2, where \( D_0 \) is the initial training data. The adversaries are only augmented to \( D_0' \) if they are verified by a human expert, otherwise, they are pushed into \( D_{\text{adv}} \). Therefore, the framework can further expand the available training data safely. \( D_{\text{adv}} \) will be refreshed before neural verification as shown in Algorithm 1 since the framework only wants a temporary effect from \( D_{\text{adv}} \) but a permanent effect from \( D_0 \) for safety and correctness. Note that the IADA framework can be viewed as an active learning method. In addition, it is similar to standard data augmentation and adversarial training (but with iterative expansion) when the scheduler never requires human verification. It is, on the other hand, similar to data aggregation in imitation learning when the framework can further expand the available training data safely. Therefore, \( D_{\text{adv}} \) will be refreshed before neural verification as shown in Algorithm 1 since the framework only wants a temporary effect from \( D_{\text{adv}} \) but a permanent effect from \( D_0 \) for safety and correctness. Note that the IADA framework can be viewed as an active learning method. In addition, it is similar to standard data augmentation and adversarial training (but with iterative expansion) when the scheduler never requires human verification. It is, on the other hand, similar to data aggregation in imitation learning when the framework can further expand the available training data safely. Therefore, \( D_{\text{adv}} \) will be refreshed before neural verification as shown in Algorithm 1 since the framework only wants a temporary effect from \( D_{\text{adv}} \) but a permanent effect from \( D_0 \) for safety and correctness. Note that the IADA framework can be viewed as an active learning method. In addition, it is similar to standard data augmentation and adversarial training (but with iterative expansion) when the scheduler never requires human verification. It is, on the other hand, similar to data aggregation in imitation learning when

```
Algorithm 1 Iterative Adversarial Data Augmentation (IADA)
1: Input: Original dataset \((x_0, y_0) \in D_0\).
2: Input: Robustness bound \( \varepsilon \), inner optimization rate \( r \), number of seeds \( C \), learning rate \( \alpha \).
3: Output: NN parameter \( \theta \).
4: Initialize: \( \theta = \theta_0, Q_v = \{D_0\} \).
5: while \( Q_v \) not empty \&\& \( k \leq \text{max\_epoch} \) do
6:   if InnerOptimizerRound\((r)\) then
7:     Clear \( D_{adv} \). \( \triangleright \) Refresh pseudo-labeled \( D_{adv} \) since it might contain data with incorrect label.
8:     for \( i = 1, \ldots, C \) do
9:       Breaks if \( Q_v \) is empty.
10:      \((x, y) = Q_v.pop. \triangleright \) Prioritize the point with 1) the lowest level of expansion and 2) the smallest perturbation bound.
11:     \( x' = \text{FindAdversary}\((\theta, x, y, \varepsilon)\). \triangleright \) Find an adversary by solving (5).
12:     Skip if no adversary \( x' \) is found.
13:     if Scheduler \&\& \text{Human Verified} then
14:       Obtain verified label \( y' \). \( \triangleright \) Query human expert.
15:       Push \((x, y)\) and \((x', y')\) to \( Q_v \) and append \((x', y')\) to \( D_0' \).
16:     else
17:       Push \((x, y)\) to \( Q_v \) and append \((x', y')\) to \( D_{adv} \). \( \triangleright \) Pseudo-labeling.
18:     end if
19:   end for
20: end if
21: for minibatch \( \{X, Y\} \) in \( D_0 \cup D_0' \cup D_{\text{adv}} \) do
22:   \( \theta \leftarrow \theta - \alpha L(f_0(X), Y) \).
23: end for
24: end while
25: return \( \theta \).
```

accuracy of the training. Note that the underlying assumption is that the human oracle has ground-truth knowledge. The framework queries human experts to verify the newly added adversaries. It uses a scheduler to balance the required human effort and the training performance. We use the \( L_\infty \) distance check to construct the scheduler since it indicates the distance between the adversarial data \( x' \) and the root \( x_0 \). In general, a smaller distance value indicates the two data points are more similar and more likely to share the same label, whereas a larger distance represents the data points are different. The scheduler requires human verification if \( ||x_0 - x'||_{\infty} > d \), where \( d \) is a pre-defined threshold. The unverified adversaries will be pseudo-labeled by assigning the identical label as the root. Based on the application, a smaller \( d \) can be chosen to require more human effort to improve the training and data expansion performance, while a larger \( d \) alleviates the amount of human effort.

### 4.3 Iterative Adversarial Data Augmentation

We use an iterative approach to solve the two-layer optimization in (4) by incrementally augmenting the data with the outer NN training loop. In one iteration, we find the adversaries of the data in \( D_0 \cup D_0' \) in section 4.1, which are the most “confusing” points for the current NN. The adversaries will be labeled by an expert and augmented to the dataset, either \( D_0' \) or \( D_{\text{adv}} \), as shown in Fig. 2. In the next iteration, the framework will further verify, label, and expand the dataset \( D_0 \cup D_0' \cup D_{\text{adv}} \).

The framework maintains three datasets \( D_0 \), \( D_0' \), and \( D_{\text{adv}} \) as shown in Fig. 2, where \( D_0 \) and \( D_{\text{adv}} \) are initially empty and \( D_0 \) is the initial training data. The adversaries are only augmented to \( D_0' \), if they are verified by a human expert, otherwise, they are pushed into \( D_{\text{adv}} \). Note that the adversaries generated in section 4.1 can either be true or false adversaries, but both are informative for improving the NN learning. However, incorrectly mixing these two types of adversaries can harm NN learning. Therefore, we maintain \( D_0' \) and \( D_{\text{adv}} \) to distinguish the safe data and potentially incorrect data. The framework iteratively expands only from the data in \( D_0 \cup D_0' \), which are safe. Therefore, the framework can further expand the available training data safely. \( D_{\text{adv}} \) will be refreshed before neural verification as shown in Algorithm 1 since the framework only wants a temporary effect from \( D_{\text{adv}} \) but a permanent effect from \( D_0 \cup D_0' \) for safety and correctness. Note that the IADA framework can be viewed as an active learning method. In addition, it is similar to standard data augmentation and adversarial training (but with iterative expansion) when the scheduler never requires human verification. It is, on the other hand, similar to data aggregation in imitation learning when the
Regular supervised training
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Figure 3: IADA training on a binary classification problem. (a) Binary classification data. Top: ground-truth input-output space. Bottom: NN classifier learned by regular supervised training. (b) IADA training process. Top-left: available training data. The green circles highlight the scarcity of the training data. First row: adversarial data augmented by neural network verification and expert guidance given the current NN model. Second row: learned NN decision boundary. Bottom-right: NN classifier learned by IADA.

scheduler always queries for human knowledge. Based on the applications, the scheduler can be tuned to either require more or less expert knowledge to balance the training performance and the human effort.

The IADA framework is summarized in algorithm 1. Due to the expensive computation needed for solving Eq. (5), we introduce the inner optimization rate $r$ and the number of seeds $C$. $r$ indicates the frequency of online neural verification and data augmentation and $C$ indicates a maximum number of seeds to find adversaries at each inner optimization round. $Q_v$ is a priority queue based on the level of expansion and the perturbation bound $\delta$. The level is defined as 0 for the original training data. The adversaries generated from original data have level 1. $Q_v$ determines the weakest points and prioritizes them during verification and data expansion. In line 10, the system gets the weakest point and finds its adversarial sample on line 11. If an adversary is found, the system either queries for expert knowledge to assign a label or pseudo labels the adversary as discussed in section 4.2. If the label is assigned by the expert, the adversarial sample is added to $D'_0$ for further expansion, otherwise temporarily to $D_{adv}$. The NN model is updated using the training data and the adversarial data on lines 21-23. Note that $r$ and $C$ in algorithm 1 will influence the performance of IADA. A more detailed study of these parameters is provided in the supplementary.

4.4 IADA Analysis

The IADA framework is unique in several ways. First, it is well-known that there exists a trade-off between accuracy and robustness in general adversarial training [50]. This is mainly due to incorrectly mixing the true and false adversaries. However, by introducing expert guidance, the true adversaries can improve the NN robustness and enlarge the decision area, while the false adversaries can enhance the ground truth decision boundary for better accuracy. Second, although the augmented data may not recover the ground truth data distribution, the augmented data will converge to the ground truth decision boundary. As a result, the learned NN will converge to the ground truth with the correct decision boundary. Based on these features, we argue that IADA is particularly suitable for tasks that have a non-trivial distribution of the data around the decision boundary, i.e., small perturbation could have a significant impact on the model output, and with scarce training data. And therefore, it is suitable to train intention classifiers using IADA. Because data is usually expensive and small perturbation in the trajectories can easily change the intention, making it critical to distinguish the true and false adversaries.

Figure 3 illustrates an example of IADA training on a 2D binary classification task for better visualization and understanding of the training process. In this task, slight perturbation (either in the $x$ or $y$ axis) could easily change the label of a data point. Figure 3(a) shows the ground-truth space of the problem, where we have two classes, blue and purple. Given an available training dataset (Fig. 3(b)), we want the NN classifier to recover the true decision boundary. Note that the sampled
Table 1: Comparison of the intention prediction accuracy in the human assembly task.

| Epochs | REG     | COAP | IADA   |
|--------|---------|------|--------|
| 500    | 81.99%  | 77.94%| 82.53% |
| 1k     | **85.92%** | 77.95%| 85.48% |
| 2k     | 85.26%  | 81.66%| **88.75%** |
| 3k     | 82.97%  | 83.95%| **89.52%** |
| 4k     | 82.86%  | 83.95%| **90.83%** |
| 5k     | 81.55%  | 83.95%| **92.03%** |

training data is scarce as shown in Fig. 3(b), in which the blue data points are sampled from the entire input space whereas the purple data points are sampled only from half of the rectangle and circles. As a result, the classifier learned using regular supervised training cannot correctly recover the three purple regions (Fig. 3(a)). On the other hand, Fig. 3(b) shows the data augmentation process of IADA. The augmented data converges to the true decision boundary, leading the learned classifier to recover the true decision boundary.

5  Experiment Results

We evaluate the proposed IADA framework by training NN classifiers in two different human intention prediction problems. We compared three training methods for each problem, including the regular supervised training (REG), the robust training via the convex outer adversarial polytope (COAP) [55], and our IADA training. The regular and IADA training use the Cross-Entropy loss with the Adam optimizer [23] implemented in PyTorch [39]. All experiments were run in Windows 10 with AMD Ryzen 3700X 8-Core processor, 16GB RAM, and an RTX 2070 Super GPU.

5.1  Intention Prediction 1: Human Assembly

We apply IADA to learn the intention prediction model in a human assembly task (Fig. 1(b) and Fig. 1(c)), where the human uses the LEGO pieces on the table to assemble target objects. We follow the data collection in [31] and use an Intel RealSense D415 to capture the human motion at 30 Hz. The OpenPose [9] is used to extract human wrist poses. The input to the classification model is the previous 10-step (∼0.3s) historical trajectories for both right and left wrists and the output is an intention label, indicating either the human is assembling, retrieving a piece, reaching for a piece, or doing irrelevant tasks. The classifier is trained using the first two trials of the human and tested using the third trial. The classifier is constructed using a single-layer FCNN with 32 hidden neurons due to the small scale of the problem. The learning rate is set to 0.01 for all methods and the ε in Eq. (5) is set to 0.05 for COAP and IADA. For IADA, the outer optimization rate is set to be \( r = 500 \), and we have \( C = 5000 \) and \( d = 0.01 \). The neural network verification is implemented using the NeuralVerification.jl toolbox [29].

The model validation accuracy is shown in table 1. We can see that the accuracy for REG and COAP increases initially. But soon the performance starts to drop in REG due to the overfitting while COAP reaches a steady state. On the other hand, by using expert knowledge and iterative expansion, IADA is able to continuously expand the data input space and improve the model accuracy. As we further increase the training epochs, we expect the prediction accuracy of the model learned by IADA will further increase. More detailed visualizations are included in the supplementary.

5.2  Intention Prediction 2: Human-robot Handover

We also apply IADA to a human-robot handover task (Fig. 1(a)), where the robot delivers a human-desired tool to the human. It is important to correctly infer the human intention during the collaboration when the human wants the tool, so that the robot can deliver it to the human in a timely manner. To study the IADA performance in high-dimensional problems, the input to the classification model is the down-sampled image captured by a Kinect V2 camera, and the output is an intention label indicating whether the human requests the robot to hand over the tool or not. Figure 4 displays several example raw images (higher resolution) in the dataset. The training data is 6.25% of the entire dataset, which is limited. In addition, only 10% of the training data has the human on the left side of the robot, which indicates the training set is imbalanced. The classifier is constructed using a convolution neural network (CNN) structure, which includes two convolution layers followed by two
FCNN layers. The convolution layers have kernel size 5, stride 2, and padding 1. The FCNN layers have hidden size 1152 followed by 32. The learning rate is set to 0.01 for all methods and the $\varepsilon$ in Eq. (5) is set to 0.1 for IADA. For IADA, the inner optimization rate is set to be $r = 100$, and we have $C = 300$ and $d = 0.01$. Note that for COAP, we set $\varepsilon = 10^{-6}$ since the performance deteriorated as $\varepsilon$ increased and failed with larger $\varepsilon$. This also indicates the importance of expert guidance in IADA. The neural network verification is implemented using the $\alpha$, $\beta$-CROWN \cite{DBLP:journals/corr/abs-1905-11946} since it is more capable to handle larger network structures.

Figure 5 demonstrates the performance of the classification models learned using different methods. The table indicates the model accuracy at epochs 50, 100, 500, 1000 and 1500. We observe that all methods have similar performance at the start at epoch 50. REG has a faster start with the best performances at epochs 100 and 500. And then quickly reaches a ceiling and does not improve further. On the other hand, COAP suffers a slow start but passes REG later with better accuracy. Similarly, IADA also has a slow start but eventually achieves the best performance among the comparing methods.

The plot on the right shows the detailed training performance. All training methods steadily improve the performance in the first 500 epochs. REG quickly converges and stops improving. Since COAP enlarges the robust boundary around the training data, it steadily improves the accuracy and reaches a better performance compared to REG. However, it still converges to a ceiling since it only enlarges the decision boundary around the training data, while IADA iteratively expands in the entire data space $X$. Thus, we observe that IADA keeps improving, though slowly, the model performance due to the iterative data expansion and expert guidance. Moreover, an increasing trend of the red curve is observed when the training ends at 1500 epochs, which indicates a further improvement is possible using IADA.

Although the training performance is promising, the training time and required human effort is significantly more compared to other methods. More discussion on the results (i.e., computation efficiency) is included in the supplementary. In addition, more examples of the training and augmented image data are included in the supplementary.

6 Conclusion and Future Work

This paper proposes an iterative adversarial data augmentation (IADA) framework to train an NN classifier for intention prediction. It uses neural network verification online to find the most vulnerable part of the network, such as samples on the decision boundary of the network (the most friendly adversaries). By acquiring human expert knowledge, the framework augments the training data using the adversaries verified by humans and iteratively expands the available data. The experiments demonstrate that our training method can improve the robustness and accuracy of the learned model.
There are many future directions that we would like to pursue, including exploring efficient online verification algorithms to improve the scalability of the IADA framework; designing a better scheduler in order to balance the required human effort and the learning accuracy; extending the IADA framework to general regression NN (e.g., motion prediction) where we will augment new data at places with larger gradients.
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