Effect of electromigration on onset of morphological instability of a nanowire
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Abstract
Solid cylindrical nanowires are vulnerable to a Rayleigh–Plateau-type morphological instability. The instability results in a wire breakup, followed by formation of a chain array of spherical nanoparticles. In this paper, a base model of a morphological instability of a nanowire on a substrate in the applied electric field directed along a nanowire axis is considered. Exact analytical solution is obtained for 90° contact angle and, assuming axisymmetric perturbations, for a free-standing wire. The latter solution extends the 1965 result by Nichols and Mullins without electromigration effect (Nichols and Mullins in Surface-(Interface-) and volume-diffusion contributions to morphological changes driven by capillarity. Trans Metall Soc AIME 233:1840–1848, 1965). For general contact angles the neutral stability is determined numerically. It is shown that a stronger applied electric field (a stronger current) results in a larger instability growth rate and a decrease of the most dangerous unstable wavelength; in experiment, the latter is expected to yield more dense chain array of nanoparticles. Also it is noted that a wire crystallographic orientation on a substrate has larger impact on stability in a stronger electric field and that a simple switching of the polarity of electrical contacts, i.e. the reversal of the direction of the applied electric field, may suppress the instability development and thus a wire breakup would be prevented. A critical value of the electric field that is required for such wire stabilization is obtained.
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1 Introduction
Theoretical studies of morphological stability and evolution of single-crystal solid wires (aka cylinders, rods, or whiskers) by surface diffusion have long history that
begins with the 1965 work by Nichols and Mullins [1, 2]. These authors considered linear stability of a free-standing wire with respect to axisymmetric perturbations and found [1] the dimensionless perturbations growth rate \( \sigma = k^2(1 - k^2) \), which is a classical expression of the Rayleigh–Plateau instability. In dimensional coordinates this implies that an axisymmetric perturbation induces instability if and only if the wavelength is longer than the circumference of the undisturbed cylinder. More studies followed, where instability was investigated in various increasingly complicated settings, such as surface energy anisotropy, stress, and contact lines with the substrate [3–10]. These studies provided better understanding of the mechanisms responsible for wire breakup [11–15]. Recent models and computations are focused on solid-state dewetting of islands of various shapes, including wires [16–20].

Electromigration [21–24], on the other hand, has been modeled extensively as a simple and inexpensive technique to bias surface diffusion and thus affect and shape morphological and compositional instabilities and evolutions [25–39]. Understanding surface electromigration-driven instabilities of wires is important for reliable and scalable manufacturing of nanocontacts [40–42]. Applied multi-physics models of nanowire failure due to electromigration were published [43], however, to our knowledge, there is no publications that theoretically address the fundamentals of electromigration-driven wire instability and evolution.

In 1996, McCallum et al. [4] published the influential paper on stability of a wire with isotropic surface energy. In their work, the wire is assumed deposited onto a substrate, with the wire surface making two contact lines with the latter. The very special feature of their analysis is that they allowed arbitrary contact angles with the substrate and did not assume the axial symmetry of perturbations. As the particular case, they determined that \( \sigma(k) \) for a free-standing wire coincides with \( \sigma(k) \) from Nichols and Mullins’ paper [1]. These authors also found that the substrate stabilizes the wire, with the wire being most stable for small contact angles. Note that the model [4] is still the base model, since it does not include any of the multitude of physical effects that typically influence morphological stability and evolution at the nanoscale. Some of these effects are the anisotropy of a surface energy (that often results in faceting [8, 17, 18, 44, 45]), stresses and strains [19], substrate wetting by the film [30, 46–49], quantum size effect [49, 50], and electromigration.

The purpose of this paper is to re-visit the analysis in Ref. [4] for the situation of electromigration bias of surface diffusion. In the next section we set up the base electromigration model, which is followed by the analysis in Sects. 4.1–4.3.

Remark 1 Our physico-mathematical model is firmly rooted in the classical analysis of morphological evolution of solid surfaces by surface diffusion of adsorbed atoms, i.e. the mobile atoms in the surface layer, as was pioneered by Mullins [51] and Cahn et al. [52]. In the decades since the model was introduced, it has proved its usefulness and validity countless times, as is evidenced by the publications cited above. This author believes that it makes little sense to pile up the physical effects until the primary effect of interest (electromigration) is well understood in the context of morphological stability, evolution, and breakup of nanowires. This paper is the first step in that direction. Notice that in a Mullins-type model an effect is introduced via a term in a chemical potential of adatoms, i.e. effects are additive [50, 51]. Additional effects may be introduced
and analyzed in the future, including some mentioned above and a more complex ones, such as thermal runaway—a harmful side effect of Joule heating that may result in a wire meltdown as its radius at the point of rupture tends to zero [53]. Regarding electromigration, a classical phenomenon in solid state physics, inexplicably, its effect on morphological stability and evolution of wires was not considered theoretically or computationally. This gap in the knowledge is particularly striking, given that applied physics and phenomenology of electromigration-driven breakup of nanowires has been a fairly active area of experiment research in the community of nanoelectronics and device reliability engineers since at least 2004 (the year of the earliest publication this author was able to find; see Ref. [54] for comprehensive review of the progress recently made).

**Remark 2** Studies of charged liquid jets subjected to applied electric fields proliferate in the theoretical fluid mechanics community, see e.g. Ref. [55] and the references therein. In Ref. [55] it is shown that the axial electric field will promote the predominance of asymmetric (i.e., non-axisymmetric) instability over the axisymmetric mode, which causes the bending motion in most experimental observations. Whether similar situation occurs for solid wires subjected to surface electromigration remains to be seen in a future computational study of morphological evolution [16–18, 20]. Without electromigration, it was shown that for free-standing wires the axisymmetric instability is dominant [5] (at least when the surface energy is isotropic).

## 2 The model

In this section the base model of wire morphological evolution in the applied electric field is set up, starting from the geometry of a wire on a substrate. Surface energy anisotropy, bulk and contact line stresses, wetting, and other factors complicating analysis are ignored. Apart from introducing surface electromigration via the term \( \nabla_s \cdot [M(\phi)E \cos(\phi) e_y] \) [24, 31, 33] in Eq. (1) and the corresponding modification in the boundary condition (8), the mathematical statement of the model is identical to Ref. [4] (see below for the description of all mathematical symbols and physical quantities seen here). The notations follow closely Refs. [4, 24].

A mere local approximation for the surface electric field will be assumed, since it yields the correct result for the real part, \( \sigma_r \) of the rate of growth or decay of the perturbation from the initial surface morphology [32]. \( \sigma_r \) completely characterizes the film instability, which is the goal of this paper. Non-local electric field via the solution of the boundary-value problem for the electric potential leads to a non-zero imaginary part of \( \sigma \) [24, 31, 56], i.e. a waves traveling on the surface, emerge. Analysis of traveling waves is deferred to future work.

It will be seen that the base model admits a semi-analytical solution for neutral stability only, that is, in contrast to Ref. [4], analytical determination of the instability growth rate (the dispersion relation) is analytically impossible even for this base model. Valuable insights are gained from the analytical solution of neutral stability. It is expected that accounting for any additional physical effect will require a fully numer-
ical solution of a (linear) stability problem (and, of course, of a nonlinear morphology evolution problem).

After a growth process has ended, a section of a cylindrical monocrystalline wire of the radius $R_0$ is sitting on a substrate. A wire surface is making the angle $\alpha$ with the substrate at both contact lines, with $0 < \alpha < \pi$. A set of cylindrical coordinates $(r, \theta, y)$ is introduced, where the angle $\theta$ is the angular coordinate measured counterclockwise from the $x$-axis, and $y$ is the coordinate along the wire axis (Fig. 1). The wire and the contact lines are infinite in the $y$ direction. A wire of constant radius $R_0$ is then described as $r = R_0$ for $\theta_0 \leq \theta \leq \pi - \theta_0$, where $0 \leq \theta_0 \leq \pi/2$. The contact lines for this wire are located at $\theta = \theta_0$ and at $\theta = \pi - \theta_0$. In addition, $\theta_0 = \pi/2 - \alpha$, if $0 < \alpha \leq \pi/2$, or $\theta_0 = \alpha - \pi/2$, if $\pi/2 < \alpha \leq \pi$. This wire is the equilibrium shape. A constant electric field $E_0$ is applied along the wire axis (the $y$-axis), inducing electromigration on the wire surface. Thus, the wire surface evolves due to surface diffusion and electromigration. At $\alpha = \pi$ a full-circular wire is free-standing, i.e. there is no contact with the substrate [11, 12].

The goal of the following analysis is to determine the instability of the equilibrium shape, where the contact angle $\alpha$ is a prescribed constant.

Toward this goal, a wire is perturbed away from the equilibrium shape by an arbitrary perturbation. Let such perturbed wire be described by $r = F(t, \theta, y)$. Also let $e_r$, $e_\theta$, and $e_y$ be the (pairwise orthogonal) unit vectors in the $r$, $\theta$, and $y$ directions, respectively, and let partial derivatives of $F$ be denoted by subscripts. With this notation, the position vector of the surface is written as $r = (F \cos \theta)e_x + (F \sin \theta)e_z + ye_y$, the normal velocity is $r_t \cdot n$ (where $n$ is the unit outward normal to the surface), and the mean curvature of the surface is $\kappa = \nabla \cdot n$. We also introduce the angle $\phi$ that quantifies the slope of the surface in $yz$ plane, the lengthscale $L$, and the timescale $\tau$: $F_y = \tan \phi$, $L = R_0\sqrt{(\alpha - \sin \alpha \cos \alpha)/\pi}$, $\tau = L^4kT/(D\gamma\Omega^2\nu)$. Here, $kT$ is the thermal energy, $D$ the surface diffusivity of the adatoms, $\gamma$ the surface energy, $\Omega$ the atomic volume, and $\nu$ the surface density of the adatoms. The dimensionless variables are defined as follows: $\tilde{r} = r/L$, $\tilde{y} = y/L$, $\tilde{\kappa} = \kappa L$, $\tilde{F} = F/L$, $\tilde{R} = R_0/L$ and $\tilde{\Delta} = \Delta/L$.

 Dropping the tildas, the dimensionless equation describing the evolution of the wire surface reads:

$$
\tilde{r}_t \cdot \tilde{n} = \nabla_s \cdot \left[ M(\phi) \left\{ \nabla_s \tilde{\kappa} + E \cos(\phi)e_y \right\} \right],
$$

where

$$
\tilde{n} = \frac{Fe_r - F\tilde{\theta}e_\theta - FF_ye_y}{q}, \quad \kappa = \frac{1}{q} \frac{\partial}{\partial \tilde{y}} \left( \frac{FF_y}{q} \right) + \frac{F^2_\tilde{\theta}}{q^3} - \frac{1}{q^2} \frac{\partial}{\partial \tilde{\theta}} \left( \frac{FF_\tilde{\theta}}{q} \right),
$$
$$
\cos \phi = \frac{1}{\sqrt{1 + F^2_y}}, \quad \tilde{r}_t \cdot \tilde{n} = \nabla_s \cdot \left[ M(\phi) \left\{ \nabla_s \tilde{\kappa} + E \cos(\phi)e_y \right\} \right],
$$

\( \square \) Springer
Fig. 1 Cross-section of a wire. a an equilibrium shape, b a perturbed state. The cylindrical coordinate system used to describe a wire is shown. The y axis is perpendicular to the x and z axes. Reproduced from Ref. [4], with the permission of AIP Publishing.

Fig. 2 A sketch of equilibrium wire shapes at various contact angles
with

\[ q = \sqrt{F^2 \left(1 + F_y^2\right) + F_\theta^2}. \]  
(3)

Also

\[ \nabla_s = \frac{(1 + F_y^2) \frac{\partial}{\partial \theta} - F_\theta F_y \frac{\partial}{\partial y}}{q^2} e_\theta + \frac{(F^2 + F_\theta^2) \frac{\partial}{\partial y} - F_\theta F_y \frac{\partial}{\partial \theta}}{q^2} e_y \]  
(4)

is surface gradient (obtained in-house), and

\[ M(\phi) = \frac{1 + S \cos^2 [m (\phi + \psi)]}{1 + S}, \quad \phi = \arctan F_y \]  
(5)

is the anisotropic diffusional mobility of the adatoms [24]. In Eq. (5) \( S \) is the anisotropy strength, \( m = 1, 2, \text{ or } 3 \) the number of symmetry axes, and the misorientation angle \( \psi \) is the angle between a crystalline symmetry direction, such as [110], [100], or [111], and the average surface orientation (i.e., the average orientation in the \( yz \) plane of the unit normal to the surface). A crystalline symmetry direction also determines the number of symmetry axes. For [110] direction: \( m = 1, 0 \leq \psi \leq \pi/2 \); for [100] direction: \( m = 2, 0 \leq \psi \leq \pi/4 \); for [111] direction: \( m = 3, 0 \leq \psi \leq \pi/6 \) [33]. We call these angle intervals admissible. \( E = QE_0 L^2/(\Omega \gamma) = Q \Delta V L^2/(\Omega \gamma \ell) \), where \( Q > 0 \) is the effective charge of ionized atoms, \( \Delta V \) applied voltage (to the front and back faces of the wire), and \( \ell \) the wire length. At the typical values \( R_0 = 25 \text{ nm} \) [11], \( \alpha = \pi/4 \); \( L = 7.5 \text{ nm} \). Also, the typical \( Q = 10^{-9} \text{C} \) [23], \( \gamma = 2500 \text{erg/cm}^2 \), \( \Omega = 10^{-22} \text{ cm}^3 \), and \( \ell = 1000 \text{ nm} \) [11]. Then, at the representative value \( \Delta V = 1 \text{V}, E = 22.7 \).

Along the contact line at \( \theta = \Theta(t, y) \) there are three dimensionless boundary conditions.

1. The contact angle \( \alpha \) is constant:

\[ \cos \alpha = n \cdot e_z; \]  
(6)

2. The contact lines lie in the plane of the substrate, or equivalently, the substrate surface is always \( \Delta \) units above the origin of the cylindrical coordinate system, see Fig. 1b:

\[ F(t, \Theta, y) \sin \Theta = \Delta = R \sin \theta_0; \]  
(7)

3. The total flux of adatoms on the wire surface along the direction of the tangent unit vector \( m \), see Fig. 1a (into the substrate) is zero:

\[ m \cdot \nabla_s [M(\phi) (\kappa + E \cos \phi)] = [\nabla_s M(\phi) (\kappa + E \cos \phi)]_\theta = 0, \]  
(8)

where the subscript \( \theta \) denotes the \( \theta \)-component of the surface gradient.
Remark 3 Equation (1) is simply the expression for the normal velocity of a wire surface; at $E = 0$ and $S = 0$, or $M(\phi) = 1$ (isotropy of surface diffusion), this expression reduces to $\mathbf{r}_t \cdot \mathbf{n} = \nabla^2_s \kappa$, Eq. (1) in Ref. [4], i.e. the surface Laplacian of mean curvature, which is the hallmark of surface diffusion-driven morphological evolution [51, 52]. Also at $E = S = 0$, the boundary condition (8) reduces to $m \cdot \nabla_s \kappa = [\nabla_s \kappa]_\theta = 0$, which is Eq. (6) in Ref. [4]. The surface diffusion chemical potential of adatoms is equal to the mean curvature $\kappa$, as follows from the analysis of the free-energy changes involved in the transfer of matter along the surface [57]. It reminds the Laplace pressure at a fluid surface.

Remark 4 The dimensionless $R = \sqrt{\pi/(\alpha - \sin \alpha \cos \alpha)}$, which is the monotonically decreasing function of $\alpha$.

3 Linear stability of the equilibrium wire shape

Consider small perturbations of the shape and contact-line positions as follows:

$$r = F = R + \epsilon \hat{r}(t, \theta, y), \Theta = \theta_0 + \epsilon \hat{\theta}(t, y),$$

where $0 < \epsilon \ll 1$. Substitute Eq. (9) in the system (1)–(8) and keep only terms of order $\epsilon$. Equations (1)–(5) yield the linear equation for $\hat{r}$:

$$R^4 (1 + S) \hat{r}_t = -\frac{2 + S(1 + \cos 2m\psi)}{2} \times \left[ R^4 \hat{r}_{yyyy} + R^2 (\hat{r}_{yy} + 2\hat{r}_{\theta\theta yy}) + \hat{r}_{\theta\theta} + \hat{r}_{\theta\theta\theta\theta} \right] - EmS R^4 \sin (2m\psi) \hat{r}_{yy}. \quad (10)$$

With the help of the linearized boundary condition (7), $\tan (\theta_0) \hat{r} + \hat{\theta} = 0$, the boundary conditions (6) and (8) can be reduced [4] to (i) a linearized contact angle conditions

At $\theta = \theta_0$: $\hat{r}_\theta + \tan (\theta_0) \hat{r} = 0$; At $\theta = \pi - \theta_0$: $\hat{r}_\theta - \tan (\theta_0) \hat{r} = 0$

(11)

and (ii) a linearized no-flux conditions:

At $\theta = \theta_0, \theta = \pi - \theta_0$: $[2 + S(1 + \cos 2m\psi)] \left( R^2 \hat{r}_{\theta\theta y} + \hat{r}_\theta + \hat{r}_{\theta\theta\theta} \right)$

$$+ 2R^2 m S \sin (2m\psi) \left( \frac{1}{R} + E \right) \hat{r}_{\theta y} = 0. \quad (12)$$

At $S = 0$ Eqs. (10) and (12) can be seen to yield Eqs. (9) and (11) in Ref. [4]. Also, Eqs. (10) and (12) show that at the misorientation angles $\psi = n\pi/2m$ the effect of the applied electric field vanishes, but the effect of the anisotropy persists. Indeed, for instance, at $\psi = 0$ a crystalline symmetry direction, i.e. the direction of fast surface
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diffusion, is collinear to the average orientation in the \(yz\) plane of the unit normal to the surface, and therefore the direction of fast surface diffusion is orthogonal to the projection of the applied electric field onto the surface, \(E \cos (\phi) e_y\).

Since the perturbation \(\hat{\theta}\) does not enter the linearized problem (10)–(12), a solution of that problem is sought in the form
\[
\hat{r}(t, \theta, y) = \bar{r}(\theta) \exp (\sigma t + iky),
\] (13)
where \(\bar{r}(\theta)\) is an unknown function to be determined, \(k\) the axial wavenumber, and \(\sigma\) the growth rate.

For axisymmetric perturbations (\(\bar{r}(\theta) = \text{const.}\)) the problem (10)–(12) is well-posed only for \(\alpha = \pi\) and \(\pi/2\). Indeed, at \(\alpha \neq \pi, \pi/2\) the boundary conditions (12) are identically zero after application of Eq. (13) with \(\bar{r}(\theta) = \text{const.}\), but the boundary conditions (11) read \(\hat{r} = 0\). The latter conditions can’t be applied, since Eq. (10) after applying Eq. (13) with \(\bar{r}(\theta) = \text{const.}\) immediately yields the growth rate. At \(\alpha = \pi\) a wire is free-standing and the boundary conditions (11), (12) are not needed. At \(\alpha = \pi/2\) a wire is semi-cylindrical, i.e. it is the upper-half of a cylindrical wire that makes a 90° contact angle with the substrate (Fig. 2). In this case, the boundary conditions (11), (12) are identically zero. To summarize, for axisymmetric perturbations at \(\alpha = \pi, \pi/2\) the growth rate \(\sigma\), the instability cutoff wavenumber \(k_c\), and the most dangerous wavenumber \(k_m\) (i.e., the one that maximizes the growth rate) follow from Eq. (10):
\[
\sigma = \frac{2 + S(1 + \cos 2m\psi)}{2R^2(1 + S)} k^2 \left(1 - R^2k^2\right) + \frac{EmS \sin 2m\psi}{1 + S} k^2, \quad (14)
\]
\[
k_c = \frac{1}{R} \sqrt{1 + \frac{2mR^2S \sin 2m\psi}{2 + S(1 + \cos 2m\psi)}}, \quad k_m = \frac{k_c}{\sqrt{2}}, \quad (15)
\]
where \(R = 1, \sqrt{2}\) at \(\alpha = \pi, \pi/2\), respectively. Artificially assuming that Eq. (15) holds for all contact angles of interest, i.e. \(0 < \alpha \leq \pi\), we see that \(k_c(E = 0) = 1/R = \sqrt{(\alpha - \sin \alpha \cos \alpha)/\pi}\), thus without the electric field \(k_c\) for axisymmetric perturbations would monotonically increase with the contact angle \(\alpha\) (see Fig. 7).\(^1\)

The axisymmetric case of a free-standing wire deserves special attention, and we discuss it in Sect. 4.1.

For non-axisymmetric perturbations, the substitution of Eqs. (13) into (10)–(12) results in a system of linear algebraic equations \(Ac = 0\), where \(c\) is a four-component real vector, and the four-by-four matrix \(A\) is complex at \(S \neq 0\) (see Appendix). This complexity stems from the terms proportional to \(\hat{r}_{\theta y}\) in Eq. (12). We used Mathematica\(^\circ\) to find \(A\). At \(S = 0\) that matrix simplifies to a real matrix that can be seen

\(^1\) For wires that make a contact with the substrate, McCallum et al. [4] make the following useful observation: “...at any other contact angle (i.e. at \(\alpha \neq \pi/2\)), an axisymmetric perturbation does not preserve the contact line; it will lead either to elevation of the contact line out of the plane of the substrate, or to penetration of the contact line below the plane of the substrate. In other words, the outward normal \(n\) lies in the plane of the substrate only when \(\alpha = \pi/2\), so that an axisymmetric perturbation at this contact angle can keep the contact line in the substrate plane”.
in Ref. [4]. For nontrivial solutions we need $\text{Re}(\text{Det}(A)) = 0$. This equation is the characteristic equation for our problem, because it is a functional constraint that must be satisfied by the seven parameters $\sigma, k, \alpha, E, S, m,$ and $\psi$. Due to complexity of that equation we are not presenting it in this paper. Moreover, that equation defies the analytical solution for $\sigma$ in terms of $k$ and other parameters due to excess time involved in algebraic transformations in Mathematica®. However, the neutral stability can be determined by setting $\sigma = 0$. The resultant equation of neutral stability $\text{Re}[\text{Det}(A(\sigma = 0, k, \alpha, E, S, m, \psi))] = 0$ has the same general form as Eq. (20) in Ref. [4]:

$$a_2 \tan^2 \alpha + a_1 \tan \alpha + a_0 = 0,$$

where $a_0, a_1$ and $a_2$ are the functions of $k, \alpha, E, S, m, \psi$. These functions are very cumbersome, thus they are not presented in this paper (a Mathematica® notebook with these functions is available on request from the author). At $S = 0$ Eq. (16) reduces to Eq. (20) in Ref. [4], and in this case the neutral stability is analyzed in that paper in detail. Moreover, the functions $a_0, a_1$ and $a_2$ are non-divergent at $\alpha = 0$ and $\alpha = \pi/2$ and therefore at these values of $\alpha$ Eq. (16) reduces to equations $a_0(k, \alpha = 0, E, S, m, \psi) = 0$ and $a_2(k, \alpha = \pi/2, E, S, m, \psi) = 0$, respectively. These equations can be analytically solved for $k(E, S, m, \psi) \equiv k_c(E, S, m, \psi)$ (where $k_c$ denotes the cutoff wavenumber of a longwave instability), and therefore at $\alpha = 0$ and $\alpha = \pi/2$ the neutral stability curve can be explicitly found in the, say, $E - k_c$ plane. The case $\alpha = 0$ is of no interest from a practical point of view (since there is no wire), but the (non-axisymmetric) case $\alpha = \pi/2$ will be briefly discussed below. At $\alpha \neq \pi/2$ we find the neutral stability curves by fixing all parameters except $k$ and one of $\alpha, E, S, m,$ and $\psi$, and then computing the zero level set of a two-variable function $a_2 \tan^2 \alpha + a_1 \tan \alpha + a_0$.

### 4 Results

First, it is obvious that larger anisotropy, i.e. larger $S$, results in a decrease of stability. Thus we focus on effects of variations of $\alpha$ and $m$ at fixed $S$ and $\psi$. Thus for the rest of the paper we fix $S = 1$, since the typical values of $S$ in the literature are of order 1, and $\psi = \pi/12$, since this small non-zero angle is common to all three admissible intervals [24, 33].

#### 4.1 Special case I: a free-standing wire ($\alpha = \pi$), axisymmetric perturbations

In this case $R = 1$, therefore Eqs. (14) and (15) give

$$\sigma = \frac{2 + S(1 + \cos 2m\psi)}{2(1 + S)} k^2 \left(1 - k^2\right) + E \frac{mS \sin 2m\psi}{1 + S} k^2,$$

$$k_c = \sqrt{1 + E \frac{2mS \sin 2m\psi}{2 + S(1 + \cos 2m\psi)}}, \quad k_m = \frac{k_c}{\sqrt{2}}.$$
Without anisotropy, i.e. at $S = 0$ Eq. (17) yields $\sigma = k^2 (1 - k^2)$, which is the growth rate obtained by Nichols and Mullins [1]. Anisotropy alone, without the electric field, results in the multiplication of this $\sigma$ by the factor $u(S, m, \psi) \equiv [2 + S(1 + \cos 2m\psi)]/[2(1 + S)]$, that does not depend on $k$. Thus with or without anisotropy, at $E = 0$ the non-trivial solution of $\sigma = 0$ is the cutoff wavenumber $k_c = 1$ and the most dangerous wavenumber, i.e. the one that maximizes the growth rate, is $k_m = k_c/\sqrt{2} = 1/\sqrt{2}$. These values are the same as for the classical longwave Rayleigh–Plateau instability. The anisotropy at $E = 0$ only slightly affects the maximum growth rate $\sigma_m$; for instance, $u(1, 1, \pi/12) = 0.9665$. In the presence of the electric field, since $0 \leq 2m\psi \leq \pi$, the coupling of the electric field and anisotropy results in instability enhancement, i.e. in larger $k_c, k_m$, and $\sigma_m$, as seen in Fig. 3a. Also, at fixed $E$, larger $m$ has the same effect (Fig. 3b). In dimensional coordinates, $k_c > 1$ at $E > 0$ implies that a wire is destabilized by perturbations that have wavelengths shorter than a wire circumference $2\pi R_0$.

4.2 Special case II: $\alpha = \pi/2$, non-axisymmetric perturbations

Remark: In this section and in the next section, note that in all Figures an instability region is below a neutral stability curve; the stability region is therefore above a neutral stability curve.

As pointed out in Sect. 3, in this case even for non-axisymmetric perturbations the neutral stability curves are the analytical explicit solutions of equation $a_2(k, \alpha = \pi/2, E, S = 1, m, \psi = 1/12) = 0$. Also $R = \sqrt{2}$.

Figure 4a shows these analytically determined neutral stability curves for $m = 1, 2, 3$. Larger $m$ results in a larger instability region. Interestingly, it is easy to see from Eq. (15) that equations of axisymmetric neutral stability curves coincide with equations that are marked in Fig. 4a, i.e. the neutral stability at $\alpha = \pi/2$ is insensitive to the symmetry (or to the lack of symmetry) of perturbations.

In Fig. 4b the comparison of two axisymmetric cases, $\alpha = \pi/2$, $\pi$ is shown. At each of the three $m$ values, the larger values of a cut-off wavenumber for a free-standing wire in a weak electric field signal that a full-circular free-standing wire is more unstable than a semi-circular one of the same radius on a substrate. Note also
that for either wire, the distance between $m = 1, 2, 3$ neutral stability curves increases as $E$ increases. This means that a wire crystallographic orientation on a substrate has larger impact on stability in stronger applied electric fields.

### 4.3 General case: $0 < \alpha < \pi$, non-axisymmetric perturbations

In this section we determine the neutral stability curves by computing the zero level set of a two-variable function $a_2 \tan^2 \alpha + a_1 \tan \alpha + a_0$ (Eq. (16)).

Figure 5a, b show the neutral stability curves for acute contact angles, $0^\circ < \alpha < 90^\circ$ and $m = 1, 3$. As expected, the size of the instability region increases as $\alpha$ increases, albeit the dependence is weak for $m = 1$ and very weak for $m = 3$. Notice that all instability regions at $m = 1$ are smaller than any instability region at $m = 3$, thus at $m = 3$ the wire is overall more unstable than at $m = 1$. But at $E \lesssim 0.5$, $k_c(m = 1) > k_c(m = 3)$, thus at a weak electric field a wire is more stable at $m = 3$.

Figure 6a, b show the neutral stability curves for obtuse contact angles, $90^\circ < \alpha < 180^\circ$ and $m = 1, 3$. Here, the size of the instability region shows very weak dependence on the contact angle for both values of $m$. Due to large numerical errors we were unable to compute the curves for very large values of $\alpha$, $175^\circ < \alpha < 180^\circ$. The curves computed at $\alpha = 175^\circ$ essentially coincide with the analytical solutions for a free-standing wire ($\alpha = \pi$) and axisymmetric perturbations, Eq. (15).

In Figs. 5 and 6 we also observe that in a strong applied electric field the difference in stability for various contact angles vanishes. This is similar to Fig. 4b, that shows the comparison between the axisymmetric cases $\alpha = \pi/2, \pi$. Thus, the destabilizing effect of a larger contact angle vanishes in comparison to the destabilizing effect of the electric field at $E \sim 20$.

Last, Fig. 7 shows $k_c(E = 0)$ as the function of the contact angle. The data was extracted from Figs. 5 and 6. The comparison in Fig. 7 is to axisymmetric perturbations, i.e. Equation (15) at $E = 0$ (assuming, artificially, that this equation holds for all angles $0^\circ < \alpha \leq 180^\circ$). For either $m$, $k_c(E = 0)$ for a non-axisymmetric perturbation is larger than the one for an axisymmetric perturbation up to a threshold $\alpha$ value, which is
Fig. 5  a Neutral stability curves at $m = 1$, from bottom to top: $\alpha = 18^\circ$, $30^\circ$, $45^\circ$, $60^\circ$, $90^\circ$. The top red curve ($\alpha = 90^\circ$) is the copy of the red curve from Fig. 4a; this is the analytical result. b Same as (a), but for $m = 3$. The top red curve ($\alpha = 90^\circ$) is the copy of the brown curve from Fig. 4a; this is the analytical result. (Color figure online)

Fig. 6  a Neutral stability curves at $m = 1$, from bottom to top: $\alpha = 105^\circ$, $120^\circ$, $135^\circ$, $160^\circ$, $170^\circ$, $175^\circ$. b Same as (a), but at $m = 3$. Broken curves in the panel (a) is the artifact of a numerical solution. (Color figure online)

60° at $m = 3$ and 90° at $m = 1$. On the scale of the Figure, at the contact angles larger than 60° (90°) there is no difference in $k_c(E = 0)$ between axisymmetric and non-axisymmetric perturbations, and between non-axisymmetric perturbations at $m = 1$ and at $m = 3$. And again it is seen here that larger contact angles yield weaker stability (since $k_c$ increases as $\alpha$ increases).

5 Summary and discussion

The linear stability analysis in this paper shows that wires that are oriented along [110] crystalline direction are most stable, and those oriented along [111] direction are most unstable. In applied axial electric field a wire is destabilized by perturbations that have wavelengths shorter than a wire circumference. Stronger electric field results in a wider interval of unstable wavelengths, a decrease of a most dangerous unstable
wavelength, and an increase of a maximum growth rate of the instability. For a typical nanowire the destabilizing effect of a larger contact angle vanishes in comparison to the destabilizing effect of the electromigration at the electrical potential difference of the order of one to ten volts. In addition, a wire crystallographic orientation on a substrate has larger impact on stability in a strong electric field. Non-axisymmetric perturbations destabilize a wire on a substrate, which contrasts a free-standing wire; for the latter, non-axisymmetric perturbations decay [1].

The one parameter of this morphological stability study that is of keen interest to applications is $\lambda_m$, i.e. the most dangerous unstable wavelength. This parameter was extensively correlated to the distance between the centers of a spherical nanoparticles that emerge after a wire breakup (a cylindrical sections that emerge immediately after a breakup quickly evolve into spheroids under the action of a volume-minimizing surface diffusion flow) [11–14]. To better emphasize that $\lambda_m$ decreases as a result of electromigration, in Fig. 8 it is is plotted vs. $E$ at $\alpha = \pi/2$. At this contact angle and regardless of the perturbations’ symmetry, $\lambda_m$ is given by (see Eq. (15), where $R = \sqrt{2}$):

$$\lambda_m = \frac{2\pi \sqrt{2}}{k_c} = \frac{4\pi}{\sqrt{1 + E \frac{4mS \sin 2m\psi}{2+S(1+\cos 2m\psi)}}}.$$  

(19)

Moreover, it is seen that applying the electric field to a wire that has been grown along a special crystallographic orientation allows to fine tune the spacing between the nanoparticles and therefore exercise control over aerial density of nanoparticles on the substrate.

And finally, we point out that surface electromigration may stabilize a wire that undergoes a Rayleigh–Plateau instability, thus suppressing a wire breakup. Indeed, switching the polarity of the electrical contacts is equivalent to changing the sign of the applied voltage difference, i.e. $\Delta V \rightarrow -\Delta V$. This gives $E < 0$. Then, at $\alpha = \pi/2$ it follows from Eq. (15) with $R = \sqrt{2}$, that $\sigma < 0$ for all wavenumbers, if

$$E < E_{\alpha=\pi/2} = \frac{-[2 + S(1 + \cos 2m\psi)]}{4mS \sin 2m\psi}.$$  

(20)
And for free-standing wire Eq. (17) and Fig. 6 (see the discussion of that figure) give stability for all wavenumbers, if $E < E_{\alpha=\pi} = 2E_{\alpha=\pi}/2$. For other contact angles the critical value of $E$ may be obtained numerically if required. Similar suppression of morphological instability by application of electric current was proposed for planar films evolving by surface diffusion (at isotropic surface energy, as in this paper) [31–33]. Without electromigration, suppression of morphological instability was proposed for isotropic wires evolving by surface diffusion on patterned substrates [58].
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6 Appendix

In Sect. 3, the matrix of a system of linear algebraic equations is:

$$
A = \begin{pmatrix}
    p_1 e^{p_1 b_1} & -p_1 e^{-p_1 b_1} & p_2 e^{p_2 b_2} & -p_2 e^{-p_2 b_2} \\
    p_1 e^{p_1 (\pi-b_1)} & -p_1 e^{-p_1 (\pi-b_1)} & p_2 e^{p_2 (\pi-b_2)} & -p_2 e^{-p_2 (\pi-b_2)} \\
    e^{p_1 (b_1 + \tan \theta_0)} (p_1 + \tan \theta_0) & -e^{-p_1 (b_1 + \tan \theta_0)} (p_1 - \tan \theta_0) & e^{p_2 (\pi-b_2)} (p_2 + \tan \theta_0) & -e^{-p_2 (\pi-b_2)} (p_2 - \tan \theta_0) \\
    e^{p_1 (\pi-b_1)} (p_1 - \tan \theta_0) & -e^{-p_1 (\pi-b_1)} (p_1 + \tan \theta_0) & e^{p_2 (\pi-b_2)} (p_2 - \tan \theta_0) & -e^{-p_2 (\pi-b_2)} (p_2 + \tan \theta_0)
\end{pmatrix},
$$

(1)

where

$$
b_1 = k_1 + ik_2 + k_3 p_1^2, \quad b_2 = k_1 + ik_2 + k_3 p_2^2, \quad (2)
$$

$$
k_1 = \frac{(2 + S(1 + \cos 2m\psi)) (k^2 R^2 - 1)}{2R^4(1 + S)}, \quad k_2 = \frac{-kmS(1 + RE) \sin 2m\psi}{R^3(1 + S)},
$$

$$
k_3 = \frac{-(2 + S(1 + \cos 2m\psi))}{2R^4(1 + S)}, \quad (3)
$$
\[ p_1 = \sqrt{\eta - \xi}, \quad p_2 = \sqrt{\eta + \xi}, \]

\[
\eta = -\frac{1}{2} + k^2 R^2, \quad \xi = \frac{1}{2} \sqrt{1 - \frac{8 R^4 \left( \sigma (1 + S) - EmSk^2 \sin 2m\psi \right)}{2 + S(1 + \cos 2m\psi)}}. \quad (4)
\]
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