Can a Soldier Say No to an Enhancing Intervention?

Sahar Latheef* and Adam Henschke*

National Security College, Crawford School of Public Policy, Australian National University, Canberra ACT 2601, Australia

*Correspondence: Sahar.Latheef@anu.edu.au (S.L.); Adam.Henschke@anu.edu.au (A.H.)

Received: 1 July 2020; Accepted: 27 July 2020; Published: 3 August 2020

Abstract: Technological advancements have provided militaries with the possibility to enhance human performance and to provide soldiers with better warfighting capabilities. Though these technologies hold significant potential, their use is not without cost to the individual. This paper explores the complexities associated with using human cognitive enhancements in the military, focusing on how the purpose and context of these technologies could potentially undermine a soldier’s ability to say no to these interventions. We focus on cognitive enhancements and their ability to also enhance a soldier’s autonomy (i.e., autonomy-enhancing technologies). Through this lens, we explore situations that could potentially compel a soldier to accept such technologies and how this acceptance could impact rights to individual autonomy and informed consent within the military. In this examination, we highlight the contextual elements of vulnerability—institutional and differential vulnerability. In addition, we focus on scenarios in which a soldier’s right to say no to such enhancements can be diminished given the special nature of their work and the significance of making better moral decisions. We propose that though in some situations, a soldier may be compelled to accept said enhancements; with their right to say no diminished, it is not a blanket rule, and safeguards ought to be in place to ensure that autonomy and informed consent are not overridden.
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1. Introduction

Rapid advancements in technology have seen a rise in innovative ways to enhance human capabilities. This is the case for technologically advanced militaries seeking to enhance soldier capabilities. This paper explores challenges associated with technological interventions being developed that could offer soldiers a chance to enhance their cognitive functions and, by extension, to enhance their autonomy in a warfighting context. We propose that technologies that enhance an individual’s cognitive functions, such as decision-making capacity, situational awareness, memory enhancement, and increased vigilance, all have the potential to also enhance an individual’s autonomy and moral decision-making capabilities. In a medical bioethics context, such interventions require informed consent of the recipient in order for that intervention to go ahead. However, when considering particular enhancements used in the military, the nature, purpose, and context of the enhancement used may significantly undermine the capacity of a recipient to say no to these enhancements. This is a common problem for informed consent; how do we ensure that the recipients of medical or biotechnological interventions consent to these interventions freely? We suggest that the ‘nature’ of these enhancements presents a conceptual challenge; can a person autonomously say no to an option that will enhance their autonomy? Further to this, if the purpose of these enhancements is to improve moral decision-making, can a person justifiably say no to an option that will lead to them make better morally relevant decisions? In addition, we suggest that in the military context, this becomes even more complicated.
because soldiers are not just expected to follow commands, but are trained and inculcated in the practice of following commands, and bear certain loyalties to their comrades. We propose that these contextual elements form the basis to consider soldiers as a vulnerable group with regards to obtaining informed consent. Finally, the fact that soldiers have signed up to be part of the military and accept the military doctrine means that they might have to accept these enhancements as part of the job. In combination, we find that these conditions mean that in certain circumstances, a soldier cannot say no to an enhancement. However, as we show in the concluding section, this is not a broad statement; there is still a range of conditions that must be met in order for particular enhancements to be obligatory in the military context.

2. Cognitive Enhancements as Autonomy-Enhancing Technologies

Cognitive enhancements are those technologies with a demonstrated or potential ability to alter or modify physiological processes such as decision-making, reasonability, memory, judgement, situational awareness, attention span, and complex problem solving. We propose that cognitive enhancements could be viewed as “enhancing” technologies as they improve or have the ability to improve the physiological processes of how we acquire and process knowledge and understand the world around us. These cognitive processes, when enhanced, also enhance an individual’s autonomy, i.e., ability to self-govern (see below for more on this). The two types of cognitive enhancements discussed in the following paragraphs are: Brain–Computer Interface (BCI) and Non-Invasive Brain Stimulation (NIBS). As we will discuss below, there is significant disagreement about whether such interventions do in fact act to enhance one’s moral decision-making.

2.1. Brain Computer Interface (BCI)

BCIs consist of a direct communication pathway between the brain and an external device (usually a computer platform) via one-way or two-way communication. It is a system that captures brain signals (neural activity) and transforms these signals into commands that can be controlled by an external application or instrument [1]. BCIs have four broad characteristics: Ability to detect brain signals, provide feedback in real time or near time, read/decode brain activity, and provide feedback to the user on the success of the task or goal attained [2]. Broadly, there are two general uses for which BCIs can be used with respect to human performance enhancement: (1) Direct signals from the brain used to direct/alert/command external equipment as an auxiliary to human actions, to control prostheses, robotics, or weapons platforms, or (2) enhanced sensory or information input and/or control signals to enhance individual performance [3]. The earlier goals of BCIs—controlling external equipment—have research origins in medical research and are widely studied for their ability to control prostheses. As the scope of this paper focuses on human enhancement and not therapeutic uses of technology, we focus on those technologies that are hoped to improve particular cognitive functions.

Connection between the human brain and a computer interface is established via two methods: (1) Invasive connections that requiring surgery to implant/connect an electrode inside the skull and (2) non-invasive connections whereby electrodes are placed on the outside of the skull, either attached to a cap or helmet. For use in the military as an enhancement (and not for veterans’ medical/therapeutic purposes), we assume that non-invasive BCIs would be preferred, as this poses less risk to the individual and is relatively easily reversible compared to invasive/implanted devices. This type of technology is attractive for use in the military, as it provides the opportunity to increase the brain’s computational power, information load, and processing speed, which then allows for an enhanced human performance. BCIs allow for the human brain to handle larger quantities of information in a shorter time frame compared to the brain’s normal/average functioning. In a military context, where individuals are required to process significant amounts of information in a short period of time, BCIs provide the possibility to increase human performance with regards to complex decision-making and situational awareness. For example, research in this area has indicated that BCIs can improve facial recognition as well as target detection and localisation in rapidly presented aerial pictures [4,5].
In reference to BCIs, the US Air War College indicated, “This technology will advance computing speed, cognitive decision-making, information exchange, and enhanced human performance. A direct connection between the brain and a computer will bypass peripheral nerves and muscles, allowing the brain to have direct control over software and external devices. The military applications for communications, command, control, remote sensors, and weapon deployment with BCI will be significant” [6].

The United States’ (US) interest in identifying novel ways to enhance human cognition beyond current capabilities is evident in the projects undertaken by the Defense Advanced Research Projects Agency (DARPA)\(^1\), such as: Restoring Active Memory Replay (RAM Replay), which is a brain interface project to investigate ways to improve memories of events and skills by studying neural replays; Targeting Neuroplasticity Training (TNT), aimed to improve cognitive skills training by modifying peripheral nerves and strengthening neural connections; and Next-Generation Nonsurgical Neurotechnology (N3), which uses bi-directional BCIs that can control external equipment and applications such as unmanned aerial vehicles and cyber defence systems [7]. These are all examples of projects aimed at identifying ways to enhance cognitive functions that extend beyond therapeutic purposes [8].

2.2. Non-Invasive Brain Stimulation (NIBS)

Non-Invasive Brain Stimulation (NIBS) technologies stimulate neural activity by using either a transcranial electrical stimulation (tES) or transcranial magnetic stimulation (TMS). TMS and tES have been demonstrated to improve the cognitive domains responsible for perception, learning, memory, and attention spans [9]. Research shows that an individual’s ability to detect, visually search, or track specific targets can be improved by NIBS [10]. Similarly, tES can be used to improve complex threat detection tasks [11] and to increase risk-taking behaviour [12]. Stimulating specific regions of the brain that are active when performing complex threat detection tasks and risk-taking behaviour provides possibilities for use in military operations. The following paragraphs examine the capability of NIBS to enhance memory, vigilance, and attention, as well as its applicability in a military context.

Memory enhancement research has focused on using TMS and tES to improve working memory and learning capacities in individuals. Using a direct current stimulation on the dorsolateral prefrontal cortex (critical for working memory functions) improves the implicit learning of sequential motor sequences, motor learning, probabilistic learning, explicit memory for lists of words, spatial memory, and working memory [13,14]. Monitoring the mental state of users allows for enhanced performance by adapting the user interface to the changes in mental state. Target detection is one area where this type of technology has been tested. The adaptive interface adjusts accordingly to the feedback given by an electroencephalogram (EEG) and other physiological measures. Complex flight and driving simulation tasks have been used to test the usability of attention-increasing technologies. Studies have investigated the applicability of this technology in air traffic controllers [15] and in military-relevant training scenarios [16]. Enhanced declarative memory is another area that has military applicability. Memory enhancement impacts individual performance on tasks relating to situational awareness, which is of use for fighter pilots and point-shooting [17]. DARPA’s RAM Replay project is aimed at identifying ways to enhance memory formation and recall to help individuals identify specific episodic events and learned skills, with research outputs to be applicable in military training activities [18]. Another area where research is done to augment cognitive capabilities useful for the military is to increase vigilance. Vigilance here refers to the ability to maintain sustained attention in areas of high workloads and to be able to shift/divide attention between tasks [15,19,20]. Reaction time tasks, stimulus discrimination, and target counting have been used to measure individuals’ reaction times, and this information is used to increase vigilance.

---

1 Former U.S President Barack Obama’s BRAIN Initiative is supported by National Institute of Health (NIH) and DARPA.
The Halo Sport headset manufactured by the company Halo Neuroscience is one example of an NIBS product available on the market and tested in a military context. Aimed at increasing neuroplasticity, the headset has the ability to enhance physical performance; hence, their usage has been popular among professional athletes [21]. The aspect of the headset that we are interested in here is the ability to improve cognitive performance. The basis as to how Halo Sport headsets function is the same as in the general NIBS method; a Transcranial Direct Current Stimulation (tDCS) (a weak current of approximately 2 to 3 mA) is delivered to the scalp for a duration of several minutes. The current alters the neural activity in the motor cortex of the brain to impact cognitive functions [22]. The Halo Sport headsets, tested in a controlled laboratory environment, have been shown to increase accuracy in cognitive functions but not reaction times. In 2017, Rear Admiral Tim Szymanski, a commander of the US Navy Special Operations, expressed interest in human enhancement technologies with a focus on cognitive enhancement technologies. In his statement, the commander requested that the Defence industry develop and demonstrate technologies that could enhance cognitive performance in the Navy Special Operations forces [23]. A specific reference was also made to NIBS technologies that apply an electrical stimulation to the brain to improve performance. Halo Neuroscience’s Chief Technology Officer indicated that the Halo Sport headset has been tested on Navy Seals, showing promising results in improved cognitive performance [23]. According to the Naval Special Warfare Development group (SEAL Team Six), this technology has shown promising results for sleep-deprived individuals performing under hard training environments. At the time, this device was being tested at five military sites. Though the area that has shown the most promising improvements with the use of Halo Sport headsets is physical performance, testing regimens also showed significant improvements in cognitive functions, which has warranted its use for this particular purpose as well.

3. Decision-Making and Autonomy

Autonomy is not only a complex notion, but is one of the most contested areas in philosophy and ethics. We do not expect to answer any of those open questions here, but draw attention to the connection between the technologies as described and autonomy. As Christman describes it, autonomy is the “idea that is generally understood to refer to the capacity to be one’s own person, to live one’s life according to reasons and motives that are taken as one’s own and not the product of manipulative or distorting external forces” [24]. Our view on autonomy is that there is some relative equivalence between what a person does and the reasons that they have for acting. This is a somewhat Kantian notion where reason and rationality play a key role in autonomy and, more generally, in ethics. This stands in the face of other views, like that of Haidt’s social intuitionist model, in which reasons play far less of a role than the in Kantian model [28]. However, as Kennett and Fine argue, an “examination of the interaction between automatic and controlled reflective processes in moral judgment provides some counter to scepticism about our agency and makes room for the view shared by rationalists and sophisticated sentimentalists alike that genuine moral judgments are those that are regulated or endorsed by reflection” [29] (p. 78). The important point is that if technologies can change cognitive capacities and practices, they could play a role in improving moral decision-making. Our purpose is to draw attention to common elements of autonomy, and to see how they play out in relation to particular enhancement technologies when used in a military context.

In particular, of the technologies that we have reviewed, they are all expected and intended to impact upon and improve decision-making in different ways. The connection to autonomy is that improved decision-making sits in part with the notions of autonomy as increasing “the capacity to be one’s own person, to live one’s life according to reasons that are taken as one’s own.” By increasing capacities like memory, attention, and vigilance, we suggest that these technologies are increasing the recipient’s autonomy by enhancing their decision-making capacity. Moreover, insofar as these
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2 For more on autonomy and self-identification [25,26] and for the argument about reasons and autonomy, see [27].
enhancements increase such decision-making while in positions of high cognitive demand and stress, like conflict, then they are minimizing the “distorting external forces.” While more can be said about the connections between increased decision-making capacity and autonomy, the point here is to show that the technologies described are hoped to have some potential to enhance autonomy.

4. Informed Consent

The idea of autonomy in a medical context is frequently operationalized in terms of informed consent. Similar to the elements of autonomy mentioned above, we are primarily interested in whether a person has freely consented to a given enhancement; could they have done otherwise, and was there some external agent or factor that interfered with their decision-making? This draws from the third aspect of autonomy described by Christman above, that decisions made by the person are not the product of an external agent. The concept of informed consent, developed out of the Nuremberg Doctors’ Trials in 1947 which led to the creation of the Nuremberg Code, consists of 10 principles that constitute basic legal and ethical rules for research involving human subjects. The first principle is: “The voluntary consent of the human subject is absolutely essential” [30]. This principle is, for the most part, concerned with the individual’s ability to exercise free power of choice and to be free of any intervention of force, deceit, duress, coercion, or constraint. Under this principle, the individual should also be given access to sufficient knowledge of the decision to be made and is able to understand the elements involved in the decision-making. The ability to refuse or say no to a decision is also an essential element of informed consent, or, more importantly, voluntary informed consent. The right to say no (or withdraw or refuse) is a direct indicator of the individual’s ability to “exercise free power of choice” without any coercion, duress, or intervention [30]. Examining this concept in a military context, it is important to identify situations in which soldiers have the ability to refuse an order or directive to accept enhancement technologies.

5. Vulnerability and Saying No

Proper informed consent practices recognize that people may be especially vulnerable to diminishations in their autonomy and capacity to give informed consent. Human research ethics addresses the concepts of vulnerability in depth, some aspects of which are applicable here. For example, prisoners are treated differently with relation to informed consent compared to other adults in medical contexts [31–33]. This vulnerability comes from factors such as prisoners being placed in physical isolation and the power dynamics in the relationships with authority figures. Prisoners are at a greater risk of being manipulated or coerced into accepting interventions that they may otherwise refuse. This special vulnerability comes from aspects such as: Do prisoners have the capacity to understand what is being asked of them and what they are consenting to? Do they have the capacity to say no? If they do consent to an intervention, how can we be sure that the individual in this case is saying yes to an intervention freely and not as a product of coercion by institutional authorities? Based on these aspects, prisoners require special safeguards when it comes to obtaining informed consent for medical interventions.

Soldiers are not the same as prisoners in their roles and treatment within their relevant institutions; however, the concept of unseen pressures and the possibility of coercion and duress can be used to draw some parallels between these two scenarios. The directives to obey the chain of command and subsequent reprimand if one disobeys create an environment in which soldiers could feel unduly pressured into accepting enhancement technologies. The power imbalance in authority relationships formalised in the military’s hierarchical systems directly impacts an individual’s right to say no to enhancement technologies.

For instance, decisions involving the use of human enhancement technologies would, at a minimum, involve an authority figure (a commander or responsible officer), research or technical specialist, and a physician if the enhancement involves an alteration to the human physiology (such as cognitive enhancements). If it is the case that the enhancement is used for a specific operation
(on-the-ground testing), one can presume that the unit or team members would need to be privy to the decision-making process. Privacy and confidentiality are normally available in a medical setting under doctor–patient confidentiality and individual privacy laws, or in a research setting with the ethics approval for the specific study. In prisons, such privacy and confidentiality are limited by the need for prison officers, medical specialists, etc., to share information about a given prisoner. Moreover, given the close confines when being incarcerated, information is hard to suppress, and can travel quickly and easily among inmates. Similar practical limits on privacy and confidentiality apply in a military context. Like with prisoners, we recognize a form of differential vulnerability arising from informal authority relationships, such as those with one’s team members and other outranking officers.

In addition, the “mission first” values that are promoted in the military add to the constraints in the individual’s ability to freely consent. Where the commanding officers’ priorities and those of the individuals may not align, commanding officers may prioritise mission success and safety of the unit as a whole over one individual’s safety or privacy. This may not be the case of the individual being asked to accept a brain-stimulating technology that could potentially leave them with adverse side effects, whether they are in the long or short term. History has shown that this is the case, as military personnel have been coerced or pressured into accepting experimental vaccines, which have later on been identified as having less-than-ideal efficacy and several side effects that were long-lasting [34]. Whilst some of the enhancement technologies are supported by scientific research conducted to investigate their functions prior to use, the testing protocols are not the same as a product that would be tested prior to release to the market, thereby raising concerns regarding safety and efficacy.

Vulnerability, as discussed here, is a set of contextual elements: Institutional and differential vulnerability [35]. Institutional vulnerability arises from individuals being subjected to authority relationships where the power imbalance is formalised in hierarchical systems, and differential vulnerability arises when individuals are subjected to the informal power dynamics from authority of others. The above example involving prisoners is used here to highlight the parallels that can be drawn with regards to obtaining informed consent from soldiers. In the following sections of this paper, we suggest that because of the elements of contextual vulnerability arising in the military context, soldiers fit the conditions of an especially vulnerable population, even when the specific technology could potentially enhance their autonomy through improved decision-making.

6. Can a Soldier Say No? The Special Case of Soldiers

In this section, we look at three situations where the recipient is compelled to say yes, and we ask if they could say no. First, can a soldier autonomously say no to interventions that will enhance their own autonomy? Second, given the moral significance of some of their future actions, does morality itself compel a person to enhance their morality? That is, can a soldier say no to making better moral decisions? Finally, in a military context, soldiers are expected to follow commands. Therefore, can a soldier say no to following a command given the special conditions of being in the military and the ethical implications of doing so?

6.1. Can a Soldier Say No to Themselves?

The first issue where a soldier’s capacity to say no is limited derives from the potential for an intervention to change them. It is a question of continuity or “numeric identity”. Essentially, does the Soldier at Time 1 (T1) owe it to themselves for Soldier at Time 2 (T2) to be enhanced? The basic idea of this question works on two related aspects of numeric identity: First, that the enhancement causes some significant rupture between Soldier at T1 and Soldier at T2, such that there is no relevant
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3 We note here that in the philosophical literature, these issues are typically covered under discussions of “personal identity” rather than “numeric identity”. However, as “personal identity” is also used in non-philosophical disciplines to refer to psychological aspects of a person’s identity, we have chosen to refer to this as “numeric identity”. For more on this particular nomenclature, see Henschke [26].
continuity between them; second, that Soldier at T2 not only has significantly enhanced autonomy as a result of the enhancement, but also that this matters morally. Combining these two points, as Soldier at T1 and Soldier at T2 are different enough people (as a result of the rupture), and Soldier at T2 will be so significantly improved by the enhancement, that Soldier at T1 owes it to Soldier at T2 to undergo the enhancement.

The first premise of this argument draws on notions of numeric identity. Essentially, are Soldier at T1 and Soldier at T2 the same person or different people? “Discussions of Numeric Identity … are often concerned with what is needed for a thing to be the same as itself. If time passes, how do we judge that” the Soldier at T1 and Soldier at T2 are the same person? [26]. Consider here Sally who, since the age of 10, has wanted to join the army. By the time she is 30, Sally has spent a number of years as a soldier and fighting in conflict zones; Sally at 30 years old (at T2) has a set of physical, psychological, and experiential attributes that are going to significantly differentiate her from who she was as a ten year old at T1. We can obviously see that Sally is different at the two times. “But despite these changes, most of us would say that Sally is the same person she was at ten years old, now and until she dies… That is, Sally’s identity persists through time, despite the obvious fact that she has changed” [26]. So, on the one hand, Sally at T1 and Sally at T2 are different, but on the other hand, Sally at T1 and Sally at T2 are the same.

The way that people have sought to explain this persistence or continuity, despite the differences, draws on different aspects of Sally. One is what Derek Parfit called overlapping chains of psychological connectedness [36–38]. The person Sally is today is very similar to the person she was yesterday. The person she was yesterday is very similar to the person she was two days before, and so on. So, though she may not be exactly the same person now as she was at ten years old, as long as there is a continuity of states that links the person she was then to the person she is now, an identity claim holds [26]. Others suggest an alternative explanation. Instead of these overlapping chains of psychological connectedness, it is the facts about Sally’s physical persistence that make her the same person.

We suggest here that, whichever account one favours (psychological connectedness or the bodily criterion), Soldier at T1 and Soldier at T2 are the same person. Though they are different, they are not different people. T1 and T2 are still likely going to be psychologically connected, and their body is ongoing. That they have received a technological intervention that enhances them is not sufficient cause to say that they are different people. On both accounts, they are still the same.

This is all relevant to whether the soldier can say no to an enhancement, as one potential argument against saying no is that the soldier owes it to their future self to say yes. On this argument, if Soldier at T1 said no, they would be unfairly denying Soldier at T2 the options or capacities offered by the enhancement. We encounter a similar form of argument in discussions about environmental stewardship and what present people owe future people [40,41]. On the issues of what we owe future people, the issues rely in part at least on generational injustice, which in turn relies on the people at T1 or Generation 1 being different people from the people at T2 or Generation 2. Likewise, the “owe it to their future self” argument relies on the two selves being different people; it requires some significant difference between T1 and T2 selves. However, this does not work as a compelling argument if T1 and T2 selves are the same. Insofar as they make a free decision, and the soldier is making an autonomous decision about themselves, they are not denying the options or capacities to any different future self.

Another way that the “owe it to themselves” argument can run is like this: Soldier at T2 is not simply improved or enhanced by the intervention, but their rational capacities and the resulting autonomy from those rational capacities are so far in advance of Soldier at T1, that Soldier at T2 essentially has “authority” over Soldier at T1. Here, we can look at the arguments around advance
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4 For instance, see [39].
directives where a previous self has authority over the present self, but only when the previous self’s autonomy is so far above the present self’s extremely low autonomy [42]. In our situation, while the temporal logic is the reverse, the core of the argument is the same. One’s self is so significantly advanced in terms of its autonomy that the enhanced self has authority over the less autonomous self. As such, Soldier at T1 owes it to themselves to do what they can to bring Soldier at T2 about. However, we think that, with the particular technologies being the way that they are at the moment, it is unlikely that the Soldier at T2 would be so significantly enhanced that their autonomy must take precedence over that of the Soldier at T1. Thus, we think that the authority of the Soldier at T2 is not sufficient enough to prevent Soldier at T1 from saying no.

6.2. Can a Soldier Say No to Making Better Moral Decisions? Moral Decision-Making in a Military Context

The next argument is more compelling. The basic claim here is that the soldier cannot say no to an enhancement if that enhancement improves their moral decision-making. For example, an NIBS technology that could enhance a soldier’s situational awareness or vigilance to the extent that they are able to process a considerable amount of information load could allow a soldier to improve their moral decision-making compared to that of a non-enhanced soldier. This might be a sacrifice they are compelled to make. Consider this argument by analogy: A soldier in a conflict zone is offered the option of using weapon 1 or weapon 2. Weapon 1 is a weapon that they have been using for years and they feel comfortable with it, and they like to use it. They are familiar with weapon 2, but they do not feel as comfortable with it. However, in this particular conflict zone, there is a reasonable risk that particular forms of combat will kill innocent civilians, and the soldier knows this. Now, weapon 2 is much more likely to avoid civilian casualties or harm, but other than that, it will impact the enemy the same as weapon 1. Again, the soldier knows that weapon 2 will be far better in terms of its discrimination. In this scenario, as per the ethics and laws of armed conflict, the soldier needs to choose weapon 2 over weapon 1.

The underpinning logic of this is that soldiers have a duty to not just adhere to relevant moral principles, but if there are two options and one meets the moral principles better than the other one, they ought to choose that better option. Here, they are compelled to follow what morality demands. The same reasoning would likely hold with regard to particular enhancements; if the soldier is presented with an option that would improve capacity to adhere to and meet specific military ethics principles, then that option ought to be chosen. On the face of it, the soldier’s general moral responsibility overrides any personal disagreement they might have with a particular technological intervention. This idea that people should be morally enhanced is currently an idea being explored in the literature [44–47]. These authors have advanced the argument that we ought to morally enhance ourselves if such enhancements exist. Some of these authors take quite a strong line on this. If safe moral enhancements are ever developed, there are strong reasons to believe that their use should be obligatory [46].

Their reasoning turns on access to destructive technologies like weapons, and is similar to what we have offered here:

Around the middle of last century, a small number of states acquired the power to destroy the world through detonation of nuclear weapons. This century, many more people, perhaps millions, will acquire the power to destroy life on Earth through use of biological weapons, nanotechnology, deployment of artificial intelligence, or cyberterrorism . . . To reduce these
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5 We also recognise here that there is perhaps an additional step required to make the claim that the T2 self has authority over the T1 self—that the future self can direct or dictate things to the present self. However, this line of argument may rely on some form of backwards causation, where the future causes present events to occur. We note here that backwards causation is a somewhat contentious concept. For more on backwards causation, see [43].
risks, it is imperative to pursue moral enhancement not merely by traditional means, such as education, but by genetic or other biological means. We will call this *moral bioenhancement*.

We suggest that in the context of military decision-making, particularly when considering decisions that are of significant moral weight, such as deciding when to shoot, who to shoot, and so on, there seems to be a convincing argument that soldiers ought to be morally enhanced. However, this is a contingent claim. First, this is not a blanket claim that the soldier must assent to all enhancements. It is only relevantly applied to enhancements that enhance their *moral* decision-making. We note here that there is an important discussion about the assumptions and feasibility of *moral* enhancement. One general assumption is that there is some agreement on what constitutes “good” moral decision-making. Much of ethics, from one’s metaethical position to one’s preferred normative theories, is a series of open questions. However, we point out here that in the military ethics context, there are some generally accepted principles like discrimination, proportionality, and necessity that must be met. We do not claim that these principles are *true*, but instead agree with the just war tradition that things are better, all things considered, when soldiers adhere to these principles.

In terms of feasibility, as Harris points out, if moral enhancement involves the reduction of morally problematic emotions like racism, then he is “sceptical that we would ever have available an intervention capable of targeting aversions to the wicked rather than the good” [46]. Similarly, Djulbegovic and Racine argue that “an analysis of current interventions leads to the conclusion that they are ‘blunt instruments’: Any enhancement effect is unspecific to the moral domain” [47]. The worry here is that the technologies that might aid in moral enhancement are so imprecise as to be discounted as serious ways to improve moral behaviour and so on. In Harris’ view, we should instead focus on current methods of moral enhancement like education [48]. We consider these points to be reasonably compelling; there is good reason to be sceptical about the likelihood that these technologies will have the precision to reliably and predictably improve moral decision-making. However, for the purposes of this paper, in order to explore the ethical implications of these technologies, we are assuming some potential for these technologies to work as promised [49]. That said, this is an *in principle* argument. Without certainty that these interventions do enhance moral decision-making, the argument against saying no becomes significantly weaker.

For instance, we need to question which interventions actually constitute *enhancements* to moral decision-making. For instance, given the relation between enhanced memory, vigilance, and attention span and decision-making, as discussed in earlier sections of this paper, and the relations between improved decision-making and moral decision-making [29], one could argue that interventions that improved the quality of a soldier’s cognitive functions do in fact enhance their chances at making better moral decisions. It is important to note that whilst the enhancements examined in this paper have the capability to enhance cognitive functions, research investigating the efficacy of some types of commercially available NIBS products has shown that these enhancements may not be as effective as expected [51]. Our thought here is that, as we are entertaining a claim that the soldier ought to be compelled to accept the intervention, there would need to be more than a mere likelihood that such an intervention will reliably enhance their moral decision-making. We suggest that this is reliant...
on a combination of assumptions about moral psychology and empirical claims about particular interventions.\textsuperscript{10}

We also need to take into account other factors—does the intervention have any side effects? In particular, does it have any side effects on moral decision-making? For instance, amphetamines are a range of pharmaceutical interventions that have been used to reduce the need for sleep in the military \textsuperscript{[53]}. However, they have a range of side effects, such as causing aggression and long-term psychological effects that would argue against a soldier being compelled to take them on moral grounds. Investigation into potential side effects of NIBS identified short-term side effects, such as reactions at the electrode sites, as well as a few cases of black-outs and seizures \textsuperscript{[17,52]}. These investigations were done on voluntary healthy patients in a medical/laboratory setting. As the technology is still relatively new, further investigation will be required to identify long-term side effects of their use. Any side effects would need to be taken into account and weighed against the likelihood that the intervention does indeed improve moral decision-making. For instance, if there was only an inference that the intervention improved moral decision-making and there were known deleterious side effects of the intervention, the case that the soldier can say no is much stronger.

However, even if the interventions were likely to improve moral decision-making without significant side effects, some might still balk at the idea that soldiers must consent to such enhancements. This is because such interventions seem to override the principle of autonomy. However, perhaps the soldier has to assent to enhancements that would improve their moral decision-making capacity. This is because of the nature of military actions, or at least military actions that involve killing people. These actions are of significant moral weight, and so need to be treated differently from non-moral decisions or actions.\textsuperscript{11}

There is a counter-argument to this: That the position that one must assent to moral enhancements is absurd and extreme. If it is true that we must accept interventions that improve our moral decision-making, then everyone on earth is morally required to assent to these moral enhancements. If the particular case holds in the military context—that a soldier must consent to being morally enhanced—this would surely hold for everyone, and this seems absurd: It would seem to be such a significant infringement on personal autonomy, bordering on authoritarianism, that we ought to reject it. While there is perhaps substance to this counter-argument at a general level, we can reject it as an argumentum ad absurdum, as we are only looking at the military context. Moreover, we are only considering those military members whose roles and duties would have them being forced to make life and death decisions, and to make those decisions in a way that would benefit from the enhancements described in Section 2. The average person does not face such life and death decisions in such high-pressure contexts. Finally, even if we constrain potential recipients to the military, arguably, no military has or will have the capacity to roll this out for every serving member. Maybe they should \textsuperscript{[46,55,56]}, but that is a different point from what we are concerned with here. What we are concerned with is the capacity to say no. As we can reasonably constrain the claim to particular members of the military, the argumentum ad absurdum fails.

\textsuperscript{10} Counter-arguments \textsuperscript{[52]} indicate that concerns regarding explicit coercion and potential impact on individual autonomy and informed consent in the military are perhaps misplaced given the low prevalence of use, social acceptance, and efficacies of tDCS still yet to be explored. However, we propose that though these interventions are not widely used as yet, it does not negate exploration of potential ethical concerns should their use become more widely accepted.

\textsuperscript{11} We recognise that this position, that “moral reasons” can override personal beliefs, is contentious and contested. While we do not have space to cover the topic here, we suggest that one of the features of moral reasons that makes them different from non-moral reasons is that they ought to count significantly in one’s decision-making \textsuperscript{[54]}. What we will say is that, given the specifics of the technologies that seem likely to be used for such enhancements, as they are currently non-invasive and potentially reversible, the argument that a soldier has a right to conscientiously object to such enhancements is weak. Like “weapon 1” versus “weapon 2” above, if the technologies do enhance moral decision-making and are not so different from using two different weapon types, the right to say no is limited at best. However, as we have taken care to note throughout the paper, there is perhaps a stronger conscientious objection argument that says “I say no to this technology, because it does not actually enhance moral decision-making.”
6.3. Saying No to an Order: Ethics of Following Commands and Being in the Military

The third element of this discussion arises because of the special conditions of being in the military. First, soldiers are trained to follow orders, thus diminishing their capacity to say no. Second, soldiers decide to enter the military with the knowledge that they will not only be asked to potentially engage in risky activity, but also have the foreknowledge that they will be expected to follow orders. These points are complex and nuanced, as we will discuss, but when combined with the previous argument about saying no to making better moral decisions, we suggest there might be a situation where a soldier cannot say no to particular moral enhancements.

As an essential part of their training, soldiers are trained to follow orders, something that may conflict with their existing moral identity [57]. Of course, this does not mean that they are an automaton; many professional militaries now include training on the laws of armed conflict, military ethics, and the just war tradition. Any such training will explicitly or implicitly include recognition that a soldier should not follow an order that they know to breach the laws of armed conflict or a relevant ethical principle. For instance, many soldiers are taught that they can refuse to follow an order to kill a prisoner of war or an unarmed unthreatening civilian. However, as history shows [58], commanders still give orders that are illegal or immoral, and many soldiers still follow those commands. Moreover, as was infamously demonstrated by Stanley Millgram, many people will follow the commands of someone perceived to be in a position of authority even if what they are being asked to do is objectively morally objectionable [59,60]. The point here is that even when significant moral principles may be transgressed, many soldiers will still follow those commands; their capacity to say no is diminished.

The relevance here is that if it is generally psychologically difficult for a soldier to say no to a command, particularly commands that do not obviously contravene the laws or ethics of war, it may be equally psychologically difficult to be able to say no to commanders commanding them to accept an enhancement. We can consider here a general claim that the military command structures, training, and socialisation to follow orders undermine our confidence that soldiers can say no to enhancements.

Adding to this explanation, again arising in part from military training, is that soldiers feel a significant responsibility to their comrades and/or to the nation for which they fight. "The role of this socialisation process is to separate soldiers from their previous social milieus and inculcate a new way of understanding the world. Central to this process is loyalty, obedience, and the subsuming of one’s individual desires to the needs of the greater cause" [61]. Not only are soldiers trained to consider seriously sacrificing themselves for some greater good, but as training progresses, they are taught that they ought to. "The officer in training builds up a professional identity on the basis of his personal immersion in the ongoing, collective narrative of his corps. This narrative identity is imparted not by instruction in international law but by stories about the great deeds of honourable soldiers" [62]. Some see this loyalty to one’s closest comrades as fundamental to military practice: "The strongest bonds are not to large organizations or abstract causes like the nation; rather, they are to the immediate group of soldiers in one’s platoon or squad, before whom one would be ashamed to be a coward"—Frances Fukuyama, quoted in [61]. Here, the issue is whether a soldier feels like they can say no because they are concerned that, if they do, they will be letting their comrades down.

Similarly, a number of people sign up to be soldiers due to a sense of loyalty to their nation, to protect their nation, and to fight for what is right. Serving in the military "is a higher calling to serve a greater good, and there is nothing incoherent or irrational about sacrificing oneself for a greater good" [63]. On this view, soldiering is not a mere job, but something higher. For a group like "the clergy, the ‘larger’ and ‘grander’ thing in question is the divine. [In contrast, for] soldiers, it is the closest thing on earth to divinity: The state" [63]. Here, rather than the loyalty being to their comrades, it is to the larger nation for whom they fight and/or the values for which they fight. In both

---

12 We note here that this author is not endorsing this view; rather, they are describing the notion of military service as distinct from a normal job [63].
aspects, though, we can recognise a strong weight in favour of doing what is asked; were this another job, the responsibility to would play far less of a role; very few jobs reliably expect a person to sacrifice their life for their job. “If it is not permissible for civilian employers to enforce compliance with such ‘imminently dangerous’ directives, then why is it permissible for the military?” The obvious answer is that soldiers make a commitment of obedience unto death; they agree to an “unlimited liability contract” upon enlistment, called so because there is no limit to the personal sacrifice that they can legitimately be ordered to make under that contract [63]. Given the importance of soldiering, the soldier forgoes many basic rights. In line with this, they may also forfeit a right to say no to enhancements.

This brings us back to the argument that we need to think of informed consent in a military context as different from informed consent in a medical context. What we might need to think of is that entry into a military context is a broad consent, where you consent to giving up other latter consents. This is not a “freedom to be a slave” argument, as the military service will typically end, but where enhancements differ is that they are ongoing.

However, this all brings us to a second vital aspect of the capacity to say no—soldiers sign up to join the military, and unlike many other jobs, they are expected to follow orders. We would hope that people signing up to join the military would have some foreknowledge that what they are committing to is different from a normal job, with a set of important expectations, including following orders. For instance, it would be absurd to join the military and then complain about their commander being bossy, and that they do not like guns or state-sanctioned violence. It is essentially a form of caveat emptor, where the person knowingly gives up certain freedoms as part of joining the military; their freedom to say no is significantly curtailed. Just as they have significantly diminished freedoms to say no to commands, their freedom to say no to an enhancement is diminished. We return to the issue of exploitation in enlistment below.

The above argument becomes even more compelling when considering the narrowed focus that this paper has—whether a soldier can say no to technologies that enhance their military decision-making capacity. As we discussed in the technology summary and in the section on whether a soldier can say no to themselves, the technologies we are concerned with are those that are non-permanent and non-invasive. While their intended use is explicitly to enhance a person’s decision-making capacity in a military context, thus qualifying them as an enhancement technology, they are as much a military tool as they are a biotechnological intervention. While the interventions we are concerned with here are not equivalent to asking a soldier to carry a weapon or put on body armour, they are not exactly equivalent to an invasive clinical intervention to irreversibly alter their physiology.

The relevance of this is that the arguments about saying no to clinical interventions that one finds in the biomedical literature have less purchase in the military context than they do in a clinical biomedical context. That informed consent in a military context is different from that in a medical or clinical context is a well-founded view [67–69]. This does not mean that we jettison the notion of informed consent in a military context, but rather that it needs to be adapted to that context.

We also need to consider whether the purposes of particular enhancements add further moral weight to the argument that soldiers cannot say no. For instance, if the enhancement was shown to increase a particular military team’s success or survival rate, then there is an increased weight for that enhancement to be accepted; for example, if cognitive enhancements were so advanced to the stage that they could significantly enhance a soldier’s memory processing or reduce or eliminate cognitive fatigue in the battlefield, factors that directly impact survival rate on the ground. It is like a soldier saying no to a better weapon; insofar as that better weapon hits its targets but is more proportionate and discriminatory than existing weapons, we find a prima facie case that the soldier should use the better

---

13 For more on broad consent, see [64,65].
14 For more on enhancements and the duty of care to veterans, see [66].
weapon. So too, we have a prima facie case that the enhancement be accepted. Moreover, as was discussed above, if the particular enhancement is likely to increase the capacity to adhere to ethical principles like *jus in bello* proportionality or discrimination, then they should not say no to making better moral decisions. The relevance to this section is that both of these arguments that a soldier has responsibility to fight better are strengthened when considering that the soldier signed up for entry into the military.

All that said, this argument has a significant caveat of its own—it assumes that all people join the military freely and with the relevant advance knowledge of what this role entails. However, as Bradley Strawser and Michael Robillard show, there is risk of exploitation in the military [71]. Exploitation of people’s economic, social, and educational vulnerabilities to get them to enlist in the military would significantly undermine any notions of broad consent or that soldiers must accept enhancements because “they knew what they were getting into when they signed up.” Moreover, the arguments developed here are considerably weaker if considering soldiers who were conscripted to fight. Thus, not only does the context of the military change how we would assess whether they can say no to an enhancement, but the conditions under which soldiers are enlisted are also essential to any relevant analysis.

7. Conclusions

In this paper, we examined the challenges associated with autonomy-enhancing technology used in a military context, particularly a soldier’s right to say no to these types of technologies. Some parallels can be drawn between enhancements used in the military and similar interventions used in medical or therapeutic contexts. However, we propose that the *nature, purpose, and context* of the enhancements used in the military raise special concerns regarding the impact on individual autonomy, informed consent, and the ability to say no to such enhancements.

Examination of current technologies indicated that the nature and function of the technologies require further evidence to ascertain that, as a blanket rule, autonomy would be enhanced to the extent that it would override a soldier’s right to autonomy and informed consent rule. In addition, challenges to obtaining informed consent become more complex when in a military context. We propose that soldiers can be considered an especially vulnerable group due to contextual elements that highlight institutional and differential vulnerability. A system in which power imbalances are formalised in authority relationships and hierarchical command structures, where a higher priority is given to the success of the operations and safety of the unit as a whole over individual rights, could impact a soldier’s ability to refuse an enhancement that is considered to be beneficial to the very aspects considered a higher priority. Further to this, the lack of individual privacy that would otherwise be afforded to civilians (in a medical context) could also diminish a soldier’s capacity to say no to an enhancement.

Looking at possible situations that could compel a soldier to accept enhancements, we examined the argument where soldiers potentially owe it to themselves to accept an intervention that could benefit them in the future. Unpacking the concepts of numeric identity and potentially denying one’s future self from a benefit, we propose that the current enhancements and the benefits they offer at this stage are unlikely to enhance a soldier to the extent that the rights of their future self takes precedence over their current self.

Another scenario in which a soldier may be compelled to accept an enhancement is the possibility of making better moral decisions. In this case, we propose that soldiers, by the nature of their work in making life and death decisions, could possibly be compelled to accept an enhancement if it is *certain* that said enhancement would guarantee a better *moral* outcome in line with *jus in bello* and Laws

---

15 We are thinking here of a parallel argument that remote weapons like drones should be used if, all other things being equal, these remote weapons reduce risk to one’s own soldiers [70].
Of Armed Conflict (LOAC). This is not a blanket claim to all enhancements, but to those that only produce a better moral decision and a better moral outcome. However, even in this scenario, potential side effects of the enhancement and likelihoods of outcomes need to be taken into consideration. Even then, it does not warrant an override of autonomy and informed consent, but rather a need to ensure that safeguards are in place to protect soldiers’ rights even if they are compelled to accept such enhancements.

Finally, we looked at the argument that claims that soldiers sign up to follow orders when they join the military; hence, they have foreknowledge that they are committing to a job that comes with certain risks and sacrifices. Considering the focus of this paper—the question of whether a soldier can say no to an autonomy-enhancing technology, provided that the technology is non-invasive, not permanent, and explicitly used to enhance a person’s decision-making capacity—we propose that a soldier could be compelled to accept said technology with their right to say no being considerably diminished. However, a caveat here is that not everyone joins the military freely, without exploitation, and with sufficient knowledge of what their roles would entail.

Whilst there are narrowly focused scenarios in which a soldier could be compelled to accept autonomy-enhancing technologies impacting their right to say no, this would need to meet the thresholds highlighted in scenarios in this paper. Even so, rights to individual autonomy and obtaining informed consent should not be forgone; rather, an understanding of the nature, purpose, and context of the use of such enhancements in the military context is warranted, as is identification of the appropriate measures that could be implemented to ensure that individual rights are not corroded. Adding to that the risks of exploitation and issues like conscription, we need to be explicit that our argument is one that comes with a series of important caveats and restrictions. We are not saying that a soldier loses any right to say no to an enhancement.
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