What is the role of acid–acid interactions in asymmetric phosphoric acid organocatalysis? A detailed mechanistic study using interlocked and non-interlocked catalysts†‡
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Organocatalysis has revolutionized asymmetric synthesis. However, the supramolecular interactions of organocatalysts in solution are often neglected, although the formation of catalyst aggregates can have a strong impact on the catalytic reaction. For phosphoric acid based organocatalysts, we have now established that catalyst–catalyst interactions can be suppressed by using macrocyclic catalysts, which react predominantly in a monomeric fashion, while they can be favored by integration into a bifunctional catenate, which reacts mainly as phosphoric acid dimers. For acyclic phosphoric acids, we found a strongly concentration dependent behavior, involving both monomeric and dimeric catalytic pathways.

Based on a detailed experimental analysis, DFT-calculations and direct NMR-based observation of the catalyst aggregates, we could demonstrate that intermolecular acid–acid interactions have a drastic influence on the reaction rate and stereoselectivity of asymmetric transfer-hydrogenation catalyzed by chiral phosphoric acids.

Introduction

Many organocatalysts, such as amines, diols, amino-acid derivatives, (thio)ureas or phosphoric acids are highly functionalized organic molecules, oftentimes featuring hydrogen-bond donor and acceptor moieties or even Bronsted-acidic and Bronsted-basic functional groups within the same molecule.1 Also, many organocatalytic reactions rely on the use of high catalyst loadings and are performed in aprotic organic solvents.2–4 This makes the formation of aggregates highly likely, be it catalyst-catalyst aggregates or higher-order catalyst-substrate aggregates. The comprehension and control of such aggregation processes would not only enable a better understanding of organocatalytic processes, but also open up new possibilities in catalysis, when such catalyst aggregates can be designed and applied in a controlled fashion.

In previous studies, aggregation of organocatalysts was observed in a few cases: in urea-catalysis, Jacobsen has shown that catalyst–catalyst interactions can be both detrimental and beneficial.5 The identification of cooperative substrate activation in a catalyst-catalyst-substrate complex led to the development of tethered6 and macrocyclic7 bis-urea catalysts. Supramolecular catalyst aggregation has also been observed for chinona-alkaloid based organocatalysts, in this case leading to catalyst deactivation and decreased enantioselectivities.8 In the case of BINOL-based phosphoric acids,9 Gong showed that acid–acid interactions lead to a different solubility of the racemic and homochiral catalyst species, resulting in strong nonlinear effects.10 Phosphoric acid aggregation has also been proven by spectroscopic means: dimers and trimers of dimethylphosphoric acid were identified by NMR11 and Hunger could show the presence of multimers for complexes of diphenyl phosphoric acid and a quinoline.12 For chiral phosphoric acids (CPA) with a BINOL-backbone, extended aromatic surfaces allow additional weak non-covalent interactions, which further stabilize hydrogen-bonded catalyst-substrate complexes,13,14 and can also enable the formation of higher aggregates, such as dimers of CPA-imine complexes.15

We recently found that integration of two BINOL-phosphoric acids in a catenane structure16 leads to drastic changes both in
reaction rates and stereoselectivities for the transfer-hydrogenation of quinolines. DFT-calculations suggested that a hydrogen-bond mediated acid–acid interaction\textsuperscript{17,18} leads to a more stereoselective dimeric catalyst pathway (featuring two acids and both substrates), as opposed to a less stereoselective monomeric pathway (involving one acid and both substrates).

We thus concluded that the mechanical interlocking of two phosphoric acids is an effective means to channel the reaction through the dimeric pathway, but of course other factors that lead to increased acid–acid interactions (such as higher catalyst loadings) might have a similar effect (Scheme 1). This could impact the outcome of a large range of asymmetric transformations that are mediated by chiral Bronsted-acids.

For this reason, we have now performed a detailed mechanistic study, trying to shed light on these effects. We investigated the influence of the catalyst structure and loading, using catenated, macrocyclic and acyclic phosphoric acids as catalysts (catalysts 1/2/3, Scheme 2). This enabled us to understand how the competing catalytic pathways impact the catalytic reaction in terms of reaction rates and stereoselectivities, thus demonstrating the importance of acid–acid interactions in Bronsted-acid organocatalysis.

**Results and discussion**

**General approach**

The reactivity and stereoselectivity of the three different catalysts were investigated using the reduction of 2-phenylquinoline 4 with dihydrodye 7 (Hantsch-ester) to give tetrahydroquinoline 6 and pyridine 8 (Table 1). The reaction was carried out in toluene at 25 °C, as established previously.\textsuperscript{17}

Time-resolved data were obtained by NMR-spectroscopy. Rate constants were determined by both nonlinear fitting\textsuperscript{19} and linear fitting of the conversion plots, which gave almost identical results (ESI Tables S4–S7 and chapter 9). We also performed reaction progress kinetic analysis (RPKA) based on different and same excess measurements.\textsuperscript{20} Mechanistic information was obtained by variable time normalization analysis (VTNA, see the ESI \textsuperscript{‡} chapter 4.4).\textsuperscript{21,22}

**Influence of the catenane ring sizes**

As a starting point, we employed catenanes 1a/b/c with varying ring-sizes, assuming that the ring-size will influence the (mechano)intramolecular acid–acid interactions, thus affecting reaction rates and stereoselectivities. In addition to the previously reported hexaethylene glycol-based species 1b/2b,\textsuperscript{16} we generated the smaller, pentaethylene glycol-based systems 1a/2a and the larger, heptaethylene glycol-based systems 1c/2c (ESI \textsuperscript{‡} chapter 2). Interestingly, there is a clear increase in yields of both catenanes and macrocycles with increasing ring size (5%/7%/10% for 1a/b/c and 8%/11%/15% for 2a/b/c),\textsuperscript{23} suggesting that the longer linkers have a sufficient length for the intramolecular ring-closing metathesis, while the shorter linkers lead to increased formation of oligomeric byproducts.

In catalysis, the catenanes 1a/b/c show drastically enhanced stereoselectivities in comparison to the macrocycles 2a/b/c (as earlier reported for the 1b/2b pair).\textsuperscript{17} However, the was no impact of the ring-sizes on stereoinduction: Enantiomeric excesses were in the range of 81–84% in favor of the (R)-product for catenanes (S,S)-1a/b/c, while the macrocycles (S)-2a/b/c consistently favored the (S)-product with 12–17% ee. However,
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**Scheme 1** Key questions for this investigation.
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**Scheme 2** Catenated catalysts (S,S)-1a/b/c, macrocyclic catalysts (S)-2a/b/c and acyclic catalyst (S)-3 used in this study.

**Table 1** Results of the transfer-hydrogenation of 2-phenylquinoline with catalysts 1a/b/c and 2a/b/c

| Catalyst\textsuperscript{a} | ee\textsuperscript{b} [%] | \( \nu_0 \) [10\textsuperscript{-7} M s\textsuperscript{-1}] | Catalyst\textsuperscript{a} | ee\textsuperscript{b} [%] |
|---------------------------|----------------------|-----------------|---------------------------|----------------------|
| (S,S)-1a                  | 81                   | 3.7             | (S)-2a                    | –17                  |
| (S,S)-1b                  | 84                   | 3.1             | (S)-2b                    | –12                  |
| (S,S)-1c                  | 82                   | 2.0             | (S)-2c                    | –17                  |

\textsuperscript{a} 2.5 mol% catalyst, 5 mM quinoline. \textsuperscript{b} Determined by chiral HPLC. Values given for the excess of (R)-6.
the reaction rates of 1a/b/c clearly depend on the ring-size, with the smaller catenanes showing higher rates ($v_0 = 3.7 \times 10^{-7}/3.1 \times 10^{-7}/2.0 \times 10^{-7}$ M s$^{-1}$ for 1a/b/c at 10% catalyst loading). This suggests that the geometry of the stereodetermining transition-states is not influenced by the ring-sizes, but the reaction rates are decreased. This might be due to intramolecular hydrogen bonding of the P(O)OH-unit to the ethylene glycol units [as found in our earlier DFT work$^{17}$], which might be more prevalent in the larger systems.

**First reduction step: kinetic analysis**

The mechanism for the phosphoric acid catalyzed transfer-hydrogenation of quinolines involves two steps (Scheme 3): first, quinoline 4 is reduced to the corresponding 1,4-dihydroquinoline 5, followed by reduction to the chiral 1,2,3,4-tetrahydroquinoline 6. Both steps involve activation of the substrate by protonation, followed by Hantzsch-ester coordination, hydride-transfer and product-dissociation. Like other phosphoric acid-catalyzed reactions, the stereoselectivity of such transfer-hydrogenation strongly depends on the nature of the phosphoric acid, with bulky 3,3'-substituents allowing for high stereoselectivities.$^5$ Thus, excellent selectivities were achieved even at low catalyst loadings for 2-arylquinolines$^{16}$ or benzoxazines$^{16}$ using a phosphoric acid with phenanthryl-groups in the 3,3'-positions.

This catalytic mechanism$^{3,24}$ closely resembles the related transfer-hydrogenation of imines.$^{25}$ Our recent DFT results support this mechanism and suggest that the rate-limiting transition state occurs in the first reduction of 4 to 5, namely in the protonation of the 1,4-dihydroquinoline-species. In comparison, the subsequent stereoselective second reduction towards 6 has a lower barrier. Moreover, our DFT-results suggest an additional mechanistic pathway involving two phosphoric acids, which we assume in the case of the catenane-catalysts 1.$^{17}$

However, to the best of our knowledge, an experimental elucidation of these mechanisms has not been reported. To probe the suggested mechanism, we firstly determined the reaction orders for substrates 4 and 7 (reaction orders $m, n$) and the role of product inhibition. Secondly, the order of the catalyst (reaction order $p$) was determined for the catalysts 1c/2c/3

$$v = -\frac{d[Q]}{dt} = k_{obs}[Q]^m[HE]^n = k[Cat]^p[Q]^n[HE]^n \quad (1)$$

The first analysis of the time-resolved NMR-data (ESI Fig. S2/S3) shows that the reduction of 4 to 6 occurs selectively with no side products. The intermediate 1,4-dihydroquinoline was not observed in any of our experiments, mainly due to its high free energy (low concentration) as suggested by our recent DFT-calculations.$^{17}$ Since the reduction of 4 to 5 is rate-limiting, the reaction orders $p, m, n$ describe the first reduction step from 4 to 5.

**Substrate orders and product inhibition**

For the catenated 1c, rate measurements at different concentrations of quinoline 4 and Hantzsch-ester 7 indicated linear dependence of the reaction rate on the substrate concentrations. In the resulting $\ln v_0/\ln[substrate]$ plots (Fig. 1a and b), we could determine reaction orders of 0.8 (for 4) and 0.7 (for 7), respectively. This is in good agreement with the VTNA-plots (Fig. 1c and d, see Fig. S7$^\dag$ for other values of $m/n$), which show excellent overlap of all curves for substrate orders of 1 for both the quinoline and the Hantzsch-ester.

Accordingly, the substrate orders for the macrocyclic catalyst and acyclic catalysts 2c/3 were determined based on VTNA only. It was found that both substrates have a reaction order of close to 1 for both catalysts (ESI Fig. S11/S15$^\ddag$). Thus, there is no difference with regard to the substrate orders for the different catalysts 1c/2c/3. In addition, we performed same excess experiments in order to investigate potential catalyst deactivation or product inhibition (ESI Fig. S10/S14/S19$^\ddag$). In all cases, we observed only minor differences so that there seems to be neither catalyst deactivation nor product inhibition for all three catalysts 1c/2c/3.

**Catalyst orders and aggregation**

The reaction orders of the catalysts were determined in a series of experiments with different concentrations of catalysts 1c/2c/3. For the catenated and macrocyclic catalysts 1c/2c, the $v_0$ vs. concentrations in M (a, b) and VTNA-plots (c, d).

**Scheme 3 Two-step transfer-hydrogenation of quinolines 4 to tetrahydroquinolines 6.**

![Scheme 3 Two-step transfer-hydrogenation of quinolines 4 to tetrahydroquinolines 6.](image-url)
[catalyst] plots (Fig. 2a and d) show a linear increase in rate upon increasing the catalyst loading in a range of 5–50 mol%. Thus, we could determine the order of catalysts based on respective double logarithmic plots (Fig. 2b and e), resulting in catalyst orders of 0.82 (for the bifunctional catenane 1c) and 0.91 (for the monofunctional macrocycle 2c). Once again, the first order dependence is also found by VTNA, which shows good overlap for $p = 1$ in both cases (Fig. 2c and f, for other values of $p$ see the ESI Fig. S9/S13‡).

For the macrocyclic catalyst 2c, the linear rate vs. loading behaviour and the catalyst order of $p = 1$ shows that this system reacts via the monomeric pathway, independent of the catalyst concentration. As for the catenane 1c, the linear rate vs. loading relationship also indicates that this system consistently follows one catalytic mechanism only, although the catalyst order ($p = 1$) alone does not allow us to conclude if the monomeric or dimeric catalyst pathway is dominating. However, the initial rate of the catenated catalyst 1c is significantly lower than that of the macrocyclic catalyst 2c (e.g. $v_0 = 0.88/1.5 \times 10^{-7}$ M s$^{-1}$ for 1c/2c at 0.07 mM catalyst loading), despite the fact that the catenated catalyst features two phosphoric acid units. This is in line with the DFT-calculated lower rate for a dimeric catalyst pathway. Based on these combined data, we assume that the dimeric catalysis pathway is dominating for the catenated catalyst 1c in the first, rate-determining reaction step.

In contrast to catalysts 1c/2c, the acyclic phosphoric acid 3 shows a nonlinear behavior: in the $v_0$ vs. [3] plot (Fig. 3a), increase of catalyst loading leads to a much stronger rate increase at lower loadings than it does at higher loadings. Looking at the normalized initial rates $v_0/[3]$ (Fig. 3b), we found that the normalized rate decreases initially, before it reaches a plateau at higher loadings. In order to see if the nonlinear behavior of the rate is due to a change in the catalyst order, we performed VTNA. While we find an order of $p = 1.25$ at low catalyst loadings (Fig. 3c and d, for other values of $p$ see the ESI Fig. S17/S18‡). Thus, we believe that the nonlinear behavior of 3 can be interpreted based on competing reaction mechanisms: At low catalyst concentrations, the monomeric pathway is dominating, although the dimeric pathway still contributes. Vice versa, the dimeric pathway, which involves two phosphoric acids in the rate-determining transition state, dominates at higher catalyst loadings.

In order to relate these orders of catalysts to the overall observed reaction rates (as shown in Fig. 3a), it must be noted that the rate not only depends on the relative concentrations of the competing rate-determining intermediates (involving one or

---

**Fig. 2** Catalyst order determination for catalysts 1c (a, b, c) and 2c (d, e, f): initial rates (all at 1.66 mM quinoline 4 and 3.93 mM Hantzsch-ester 7) (a, d), ln $v_0$/ln[catalyst] plots ($v_0$ in M$^{-1}$ s$^{-1}$, catalyst concentrations in M) (b, d) and VTNA-plots (selected catalyst concentrations only) (c, f).

**Fig. 3** Catalyst order determination for catalyst 3: initial rates (a) and normalized initial rates (b) (all at 1.66 mM quinoline 4 and 3.93 mM Hantzsch-ester 7) and VTNA-plots at low (c) and high (d) catalyst concentrations (selected catalyst concentrations only).
two catalyst molecules), but also on the corresponding reaction rates of the monomeric and the dimeric pathways.

**Normalized reaction rates and influence of dimerization**

The normalized initial rates $v_{\text{norm}} = v_0/[\text{Cat}]$ (Table 2; also see the ESI Fig. S20†) are almost constant for different catalyst loadings in the case of 1c/2c ($v_{\text{norm}}(1c) = 1.04 \times 10^{-3} \text{ s}^{-1}$ and $v_{\text{norm}}(2c) = 2.06 \times 10^{-3} \text{ s}^{-1}$), as would be expected based on the linear rate vs. loading relationship. In the nonlinear case of catalyst 3, the maximum initial rate, equivalent to the rate constant for the purely monomeric pathway, can be obtained as the $y$-intercept in a linear extrapolation for low catalyst loadings ($v_{\text{max}} = v_{\text{norm}}(3_{\text{mono}}) = 22.7 \times 10^{-3} \text{ s}^{-1}$). In turn, the maximum rate for the dimeric pathway can be estimated from the plateau for high catalyst loadings ($v_{\text{norm}}(3_{1\alpha}) = <6.29 \times 10^{-3} \text{ s}^{-1}$).

This shows that there is a smaller difference in normalized initial rates for the macrocycle/catenane pair ($v_{\text{norm}}(2c)/v_{\text{norm}}(1c) = 1.98$) than for the monomeric/dimeric pathway for catalyst 3 ($v_{\text{norm}}(3_{\text{mono}})/v_{\text{norm}}(3_{1\alpha}) = 3.61$). The difference between the macrocyclic and acyclic catalysts is even more pronounced ($v_{\text{norm}}(3_{1\alpha})/v_{\text{norm}}(1c) = 6.05$ and $v_{\text{norm}}(3_{\text{mono}})/v_{\text{norm}}(2c) = 11.0$), showing that the ethylene-glycol chains significantly reduce the reaction rate (as already seen for the different sized catenanes 1a/b/c).

**Detailed analysis of the acyclic phosphoric acid 3**

As detailed above, the nonlinear rate-behavior for the acyclic catalyst 3 can be attributed to both concentration effects and a change in the rate constant. At higher concentrations, a smaller number of active species is present (since two molecules of 3 are needed in the dimeric pathway), together with a smaller rate constant for this pathway ($v_{\text{norm}}(3_{\text{mono}})/v_{\text{norm}}(3_{1\alpha}) = 3.61$, *vide supra*). Thus, the total rate data (Fig. 3) were analyzed in order to determine the mole fractions of catalysts that act *via* the monomeric and the dimeric pathway, respectively (ESI† chapter 5). The resulting speciation plot (Fig. 4a) reveals that under the employed conditions (1.66 mM quinoline, 3.93 mM Hantzsch-ester, toluene solvent), the crossing point of both curves lies at ca. 0.25 mM catalyst (15 mol%). However, taking into account the lower relative rate for the dimeric pathway, the impact of catalyst-dimerization on the total rate is less significant (Fig. 4b), and only above 0.4 mM, the contribution of the dimeric pathway exceeds that of the monomeric pathway.

**Table 2** Normalized initial rates for 1c/2c/3

| Catalyst       | $v_0/[\text{Cat}] \times 10^{-3} \text{ s}^{-1}$ |
|---------------|-----------------------------------------------|
| 1c            | 1.04$^a$                                      |
| 2c            | 2.06$^a$                                      |
| $3_{1\alpha}$ (0.6 mM) | <6.29$^b$                               |
| $3_{\text{mono}}$ (0.25 mM) | 22.7$^c$                                |

$^a$ Mean value for all catalyst concentrations. $^b$ Mean value for catalyst concentrations >0.6 mM. $^c$ Determined as the $y$-intercept in the $v_0/[\text{Cat}]$ plot for loading <0.25 mM.

**Second reduction step: influence of aggregation on stereoselectivity**

The rate analysis does not give any insight into the second, stereodetermining reduction step. Thus, we investigated the influence of the overall concentration and catalyst loading on the enantiomeric excess of the tetrahydroquinoline product 6 since this gives direct information about the second reduction.

Firstly, we found that at higher overall concentrations (5.0 mM instead of 1.66 mM quinoline) but identical absolute catalyst concentrations, stereoselectivities shift towards $R$-6 (e.g. +20%/−22% ee at 25 mM catalyst, meaning 1.5/0.5 mol% loading at 1.66/5.0 mM quinoline concentration, Fig. S21b†). However, for identical relative catalyst loadings, we find almost identical stereoselectivities (e.g. +72%/+71% ee at 50 mol%, meaning 0.83/2.5 mM catalyst concentration at 1.66/5.0 mM quinoline concentration, Fig. S21c†). Thus, the stereoselectivity depends mostly on the substrate/catalyst ratio, which would be in line with competing monomeric and dimeric catalyst pathways: high substrate concentrations favour the formation of catalyst-dihydroquinoline-Hantzsch-ester complexes at the expense of higher-order catalyst-catalyst-dihydroquinoline-Hantzsch-ester complexes, thus shifting the reaction towards the less stereoselective, monomeric pathway.

Secondly, we checked whether there is a dependence of stereoselectivity on conversion since changing concentrations of substrates 4/7 and products 6/8 might influence the distribution between monomeric and dimeric pathways based on different association constants. However, no change in stereoselectivity was found between 15 and 95% conversion at 1 mol% catalyst loading (ESI Table S11 and Fig. S25†).

Thirdly, we investigated the influence of catalyst loading over a broad concentration range (0.0017 mM to 0.83 mM catalyst concentration, meaning 0.1 to 50 mol% at 1.66 mM quinoline). We observed that there is a drastic change in enantioslectivity (Fig. 5): At low catalyst concentrations, the (S)-product enantiomer is favored (−30% ee), while at high catalyst concentrations the selectivity reaches up to 72% ee in favor of the (R)-isomer.

This means that the monomeric catalyst and the dimeric pathway not only have different, but actually inverted
stereoselectivities. This reflects the enantioselectivities of the macrocyclic and catenated catalysts 2c/1c (−17% ee/+84% ee), which underpins their predominant reactivity via monomeric (for 2c) and dimeric (for 1c) catalytic pathways. A control experiment using 1 mol% phosphoric acid 3 plus 49 mol% benzoic acid (+10% ee, cf. +13% ee for 1 mol% 3 only) showed that the dimeric pathway requires high concentrations of phosphoric acid and the same effect cannot be easily achieved when using carboxylic acids as assisting Brønsted-acids (ESI Table S1).

The strong curvature of the ee vs. [3] curve suggests that the dimeric (more stereoselective) pathway has a stronger contribution in the second reduction step than in the first reduction step. This is in line with our previous DFT-results, which indicate that for the stereodetermining step, the dimeric pathway actually possesses a lower barrier than its monomeric counterpart (6.8 kcal mol\(^{-1}\) vs. 8.5 kcal mol\(^{-1}\)).\(^{17}\) To generate the corresponding speciation plot, we estimated the relative rates of the monomeric and dimeric pathway based on the DFT-data (\(k(D_3)/k(_3\text{mono}) = 17.7\), according to \(\Delta E_A = 1.7\) kcal mol\(^{-1}\)),\(^{17}\) since these data are not directly available experimentally. The resulting plot shows a different distribution of monomeric and dimeric pathways in comparison to the first reduction step (Fig. 6a). The mole fraction of the catalyst acting via the dimeric pathway is lower, and the crossing of both curves is observed at ca. 0.5 mM catalyst loading (30 mol%). However, the impact of the dimeric pathway on the second reduction (and thus on the stereoselectivity) is significantly enhanced by its higher relative rate (Fig. 6b). Only below a catalyst concentration of 0.012 mM (0.7 mol%), the enantioselectivity is dominated by the monomeric pathway, leading to overall preference for the (S)-product. At 0.17 mM (10 mol%) loading, the stereoselectivity already reaches 61% ee for the (R)-isomer, which is close to the highest stereoselectivity of 72% observed at 0.83 mM (50 mol%) loading. This demonstrates the relative importance of the dimeric pathway in terms of stereoselectivity, even at low catalyst loadings.

NMR-spectroscopic investigation of catalyst dimerization

Model systems and experimental conditions. Next, detailed NMR-spectroscopic studies were performed to elucidate the structural space including the dimeric reaction pathway for acrylic catalyst 3. Temperatures between 180 and 200 K were used to sufficiently slow down exchange processes and to detect separated hydrogen bonded protons (ESI Fig. S26\(^{\dagger}\)). Since in toluene 3 was nearly insoluble at these temperatures, CD\(_2\)Cl\(_2\) was used, which provided sufficient solubility and signal dispersion (for spectra and solvents see the ESI Fig. S27\(^{\dagger}\)). In addition, DFT-calculations at the TPSS-D3/def2-QZVP + COSMO-RS/TPSS-D3/def2-SVP + DCOSMO-RS level of theory showed that analogous species should be present in CD\(_2\)Cl\(_2\) and toluene (ESI\(^{\dagger}\) chapter 7). Experimentally, we verified that in dichloromethane there is also a strong influence of catalyst loading on enantioselectivities. As expected by DFT, the absolute stereoselectivities in dichloromethane are lower (−33% to −6% ee for 1–50 mol% catalyst loading, ESI Fig. S28\(^{\dagger}\)), nevertheless showing that competing monomeric and dimeric pathways are also operating in dichloromethane.

For structural NMR-investigations, quinolines 4b–d (Fig. 7A) were selected as model substrates as they possess suitable probes for \(^1\)H and \(^19\)F NMR spectroscopy. Furthermore, they modulate the basicity of the quinoline and thus allow for alteration of the hydrogen bond strength. Samples with a 1 : 1 or 2 : 1 stoichiometry of 3 : 4b–d at NMR suitable
concentrations (10–50 mM of 3) were employed to study the structures of the complex 3–Qu or the complex 3·3·Qu, respectively.

1 : 1 stoichiometries (3·Qu complexes). To shed light on the structures involved in the monomeric catalysis pathway, samples of 3 and 4b–d with a 1 : 1 stoichiometry were investigated. For 4b, only one hydrogen bond proton signal was detected at 16.83 ppm (Fig. 7B), which is a typical chemical shift for protons in strong hydrogen bonds and is similar to the hydrogen bond signals in CPA-imine complexes.15,29 The detection of magnetization transfer between the H-bond proton and both quinoline and CPA further corroborated the assignment of this hydrogen bond signal (ESI Fig. S30‡). The presence of the 3·4b complex was further validated by diffusion ordered spectroscopy (DOSY) measurements. Similar hydrodynamic radii for 3 (9.11 ± 0.17 Å) and 4b (7.2 ± 1.62 Å) revealed the dominant presence of the complex and are in the same order as the radii of CPA-imine complexes.26 Using different homo- and heteronuclear 2D spectra, chemical shift assignments of 3·4b (ESI Fig. S29†) as well as in-depth NOE analysis could be accomplished (ESI Fig. S32‡). Two different conformations with a ≈180° rotated orientation of the quinolines were identified, which are in a fast exchange on the NMR time scale4,15,10 (ESI Fig. S32‡ for a more detailed description of the structures and exchange pathway).15 One of the conformations validated the previously computed structure of the 3·Qu complex.17

Similar 1H spectra were obtained for quinolines 4c and 4d. Decreasing the basicity of the quinoline resulted in low yields of shifted proton signals (4b: 16.83 ppm, 4c: 17.42 ppm, 4d: 18.08 ppm; ESI Fig. S31†), which corresponds to an increase in hydrogen bond strength.14 Similar, to CPA-imine complexes,15,29 CPA-Qu complexes are present as hydrogen bond assisted ion pairs anchored by a strong, charge assisted hydrogen bond.11,29 At 1 : 1 ratios, higher aggregates, such as 3·3·Qu complexes are below the NMR-detection limit. In summary, monomeric 3·Qu complexes are analogous to the previously investigated CPA-imine systems11–15,29b,10 and are at least for the monomeric pathway a representative of catalyst-substrate complexes in CPA catalyzed transformations.

2 : 1 stoichiometries (3·3·Qu complexes). In order to populate and characterize the 3·3·Qu complex (Fig. 7A), samples of 3 to 4b–d with a 2 : 1 stoichiometry were investigated. For quinoline 4b, three dominant hydrogen bonded protons with a ratio of $H^1 : H^2 : H^3 = 1 : 2.4 : 2.4$ were observed (Fig. 7B).23 Proton $H^1$ corresponds to the 3·4b complex as it has a nearly identical chemical shift as the H-bond proton in the respective sample with a 1 : 1 stoichiometry ($\Delta \delta [H^1] = 0.07$ ppm). Protons $H^2$ and $H^3$ have similar integrals, which fits the expected hydrogen bonding situation for the 3·3·4b complex. Protons $H^1$ and $H^3$ showed exchange signals in the NOE spectrum (ESI Fig. S33‡). In addition, both protons show similar low field shifts with quinolines 4c and 4d, i.e. a similar modulation of the H-bond strength (ESI Fig. S33‡).

Thus, proton $H^3$ is assigned to the $PO^- \cdots H\cdot N^+$ hydrogen bond (Fig. 7B, highlighted in blue) and proton $H^2$ to the $PO^- \cdots H\cdot OP$ hydrogen bond (Fig. 7B, highlighted in red) of the 3·3·4b complex. The significant high field shift of proton $H^3$ compared to proton $H^1$ reveals a weaker $PO^- \cdots H\cdot N^+$ hydrogen bond, i.e. a stronger proton transfer on the quinoline in the 3·3·4b complex compared to the 3·4b complex.31 This weakening is often found in bifurcated hydrogen bonds28 and can be rationalized by the compensation of an increasing negative partial charge on the phosphate by the additional $PO^- \cdots H\cdot OP$ hydrogen bond enabled by the second CPA.

For CPA-imine systems, a correlation between hydrogen bond strength and reactivity has been observed previously, giving lower reactivities for weaker hydrogen bonds.11 This trend is also reflected for the monomeric and dimeric reaction pathways in the investigated quinoline systems, as the dimeric reaction pathway featuring a weaker $PO^- \cdots H\cdot N^+$ hydrogen bond shows lower reaction rates than the monomeric pathway (Fig. 8).

Moreover, additional hydrogen bond signals were observed in the 1H spectrum at a 2 : 1 stoichiometry, which are less populated and/or have severe line broadening (Fig. 7b, magnified H-bond region). EXSY signals in the NOESY spectrum revealed that these signals are in chemical exchange with the PO$^-$·H·N$^+$ or PO$^-$·H·OP hydrogen bond protons of the 3·4b and 3·3·4b structures, thus suggesting the presence of different/higher aggregates of 3 and 4b. Additional detailed NMR-structural analysis of the 3·3·4b complex could not be achieved due to strong line broadening and signal overlaps (see the aromatic region in Fig. 7b).

Similar 1H spectra were obtained for quinolines 4c and 4d (ESI Fig. S31†). Measurements at lower temperatures were not fruitful due to the poor solubility of 3 in the required freon mixtures27 (CDCl$_2$F and CDClF$_2$). However, the spectra at 300 K were significantly simplified and better resolved, as the different species (free 3 and Qu, 3·Qu, 3·3·Qu and potential higher aggregates) are in fast exchange on the NMR time scale. DOSY measurements were performed at 1 : 1 and 2 : 1 stoichiometries to further confirm the postulated presence of 3·3·4b in the 2 : 1 samples (ESI Table S13‡). Due to the chemical exchange of the different species, the measured diffusion coefficients and derived hydrodynamic radii are an average of the values of the different species, weighted by their respective population and lifetime.31 Similar hydrodynamic radii were derived for the quinoline and the CPA, demonstrating that also at 300 K the catalyst–quinoline complexes are the dominant species (ESI Table S14‡). When comparing the derived hydrodynamic radii for the 1 : 1 and 2 : 1 stoichiometries, a size increase of ≈2.2 and 3.2 Å was observed for the quinolines 4b and 4c in the 2 : 1 samples, which is in agreement with the previously reported offset for CPA-imine complexes and their dimers (≈3 Å).31 The increased radii clearly show that higher aggregates, such as the 3·3·Qu complex, are populated when employing a 2 : 1 ratio of catalyst and quinoline.

Overall mechanistic picture for catalyst 3

In summary, our combined kinetic, stereoselectivity, DFT and NMR analysis of the transfer-hydrogenation of quinolines with the acyclic catalyst 3 has revealed the following key findings (also see Fig. 8):
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The catalytic reaction using catalyst 3 involves competing monomeric and dimeric pathways, as found by analysis of the kinetics and stereoselectivity and by DFT.

Both the 3-Qu and 3-3-Qu complexes, which are relevant for the monomeric and dimeric pathways, were directly observed by low-temperature NMR-spectroscopy.

For the first reduction step (4 to 5), kinetics, H-bond analysis and DFT jointly show that the reduction occurs faster for the monomeric catalyst than for the dimeric one (cycles M1 and D1, Fig. 8). For this reason, the influence of the dimeric pathway on the reaction rate is less pronounced and the dimeric pathway only dominates above 0.25 mM/15 mol% catalyst.

For the second stereoselective reduction step, the effect of the catalyst concentration on stereoselectivity shows that the monomeric and dimeric pathways not only have different but even inverted stereoselectivities. This reflects the selectivities of the macrocyclic and catenated catalysts 1c/2c.

As corroborated by DFT, the stereoselective second reduction (5 to 6) occurs faster for the dimeric pathway (cycles M2 and D2, Fig. 8). Thus, the impact of catalyst dimerization on the stereoselectivity is much more pronounced, with the dimeric pathway dominating even at catalyst loadings as low as 0.012 mM (0.7 mol%).

Conclusion

In conclusion, we have elucidated the importance of acid–acid interactions in phosphoric-acid based organocatalysis, using the transfer-hydrogenation of quinolines as an example. Based on a detailed mechanistic analysis of the catenated, macrocyclic and acyclic phosphoric acids 1/2/3, we established that the catalytic reactions in the case of the catenated and macrocyclic catalysts 1/2 are dominated by the dimeric and the monomeric pathway, respectively. In stark contrast, but consistent with our recent DFT-work, the acyclic phosphoric acid 3 shows a concentration-dependent change in the reaction mechanism, involving either one or two catalyst molecules in the rate- and stereodetermining intermediates. The formation of complexes involving two catalyst species and one quinoline molecule was directly proven by NMR-spectroscopy. While the influence of these intermolecular acid–acid interactions on reaction kinetics is moderate, the impact on stereoselectivity is very pronounced, even leading to opposite enantioselectivities for the monomeric (~30% ee) and dimeric catalysis pathways (~72% ee). Based on these findings, we elaborated a revised mechanism for the phosphoric acid catalyzed transfer-hydrogenation of quinolines.

In comparison to other phosphoric-acid catalyzed transfer hydrogenations, it becomes clear that acid–acid interactions may well be relevant in these cases as well. While we find a significant effect on the dimeric pathway at concentrations as low as 0.012 mM, commonly employed catalyst concentrations in the literature are significantly higher (ranging from 1 mM to 2 mM, 8 mM or even 10 mM). Certainly, the extent of intermolecular acid–acid interactions will depend strongly on the catalyst structure and has been shown to be lower for bulky phosphoric acids such as TRIP. In addition, other factors such as the substrate structures and the solvent may favour or disfavour the formation of higher aggregates. Nevertheless, dimeric catalysis pathways may be relevant, if not.
dominating, in other phosphoric-acid catalyzed transformations as well. We are currently investigating the influence of acid–acid interactions for other catalyst structures and other catalytic reactions in our laboratory, since a better understanding of such supramolecular interactions may have a major impact for the future development of phosphoric-acid catalyzed asymmetric transformations.
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