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Abstract

Hand gesture recognition attracts great attention for interaction since it is intuitive and natural to perform. In this paper, we explore a novel method for interaction by using bone-conducted sound generated by finger movements while performing gestures. We design a set of gestures that generate unique sound features, and capture the resulting sound from the wrist using a commodity microphone. Next, we design a sound event detector and a recognition model to classify the gestures. Our system achieves an overall accuracy of 90.13% in quiet environments and 85.79% under noisy conditions. This promising technology can be deployed on existing smartwatches as a low power service at no additional cost, and can be used for interaction in augmented and virtual reality applications.

Introduction

With recent advances in technology and significant reduction in cost factor, wearable devices like smartwatches and fitness wristbands have become increasingly popular as they provide quick access to key functionality such as making phone calls, replying to messages, and monitoring our health. However, these devices are still difficult to interact with due to the small size of their screens. Users have to navigate menus through the relatively small screen or via the limited physical buttons, which makes the interaction prone to error and inefficient, particularly because of the wide range of differences in users’ finger sizes. Additionally, when one hand is occupied (e.g., while holding a shopping bag), it is hard or sometimes not even possible to interact with wearable devices. Thus, a single-hand-based interaction approach is preferred.

A series of efforts have been undertaken to address this problem. Researchers have explored various specialized hardware and sensors, such as force sensitive resistors (Dementyev and Paradiso 2014), EMG sensor (Saponas et al. 2010), electric field sensor (Wilhelm et al. 2015), which have shown very promising results. However, they are not widely adopted in consumer products as they require additional hardware, which is not easy to integrate into wearable devices due to their small size factor. To eliminate these issues, several researchers propose interaction methods that leverage existing hardware of smartwatches, such as inertial sensors (e.g., accelerometer and gyroscope). Shen et al. (Shen, Wang, and Roy Choudhury 2016) also use inertial sensors in smartwatches to support more gestures and continuous arm tracking. However, these approaches only support arm-level movement detection, and are not fine-grained enough to detect finger movements. Wen et al. (Wen, Ramos Kojas, and Dey 2016) propose a solution that recognizes a set of fine-grained hand gestures, however, it only works when the user and their arms are stationary, which highly constrains its practical use.

Another area of focus for gesture detection has been vision-based approaches for Augmented Reality (AR) and Virtual Reality (VR). LeapMotion (Weichert et al. 2013), Microsoft Hololens (hol 5/28/2021) as well as several research work (Mueller et al. 2018; Sridhar, Oulasvirta, and Theobalt 2013) all rely on computer vision techniques to detect hand gestures. However, they suffer from the fundamental limitation of the user’s hands having to be in the line of sight for the gestures to be recognized. Furthermore, in most cases, such vision-based techniques rely on depth cameras (Weichert et al. 2013; hol 5/28/2021), which are subject to poor performance in outdoor environments due to saturation of infrared light in sunny conditions.

In this paper, we propose a novel user interaction system, which leverages existing microphones on wearable devices and can be readily deployed on most existing smartwatches or wristbands (as shown in Figure 1). The key insight is that performing a certain hand gesture using fingers creates unique sound signals. Such signals are then conducted by the bones from finger tips to the wrist and can be finally captured by microphones on wrist-worn devices. We propose a series of machine learning pipelines, which recognize the hand gestures from the captured sound signals. The advantage of our design is that it does not require costly special sensors, such as an EMG sensor, or a force sensitive sensor, that take up space and potentially introduce discomfort when worn for a long duration. As existing wearable devices already use microphones for voice interaction (e.g., “Siri” on the Apple watches (sir 5/28/2021)), our approach can be easily integrated without incurring additional energy cost.

We develop a simple prototype based on a personal computer and an external microphone setup. The results show
that we can reliably capture the hand gestures with just an external microphone attached to the wrist. This also demonstrates the feasibility of interacting with smartwatches using their embedded microphones.

Below we summarize the contributions of this paper:

- We propose a novel approach for smartwatch interaction leveraging the bone-conducted sound sensing, which requires no additional hardware and can readily be deployed on existing devices.
- We design a series of sound signal pre-processing techniques to suppress the background noise to improve the signal-to-noise ratio (SNR), and extract reliable features for further detection.
- To balance the trade-offs between performance and power consumption, we develop a two-stage machine learning pipeline to minimize the impact on battery life.
- We design an acoustic data augmentation scheme for generating "synthesized" training samples, which reduces false negatives significantly for noisy environments.
- We build a prototype and show that our system can be used to perform both 2D and 3D interaction, and achieves an overall accuracy of 90.13% in quiet environments and 85.79% in noisy conditions.

Related Work

Wearable Device Interaction. WristFlex uses an array of force sensitive resistors (FSRs) worn around the wrist, and the interface can distinguish subtle finger pinch gestures (Dementyev and Paradiso 2014). SkinWatch (Ogata and Imai 2015) provides gesture input by sensing deformation of the skin under a wearable wrist device, such as a smartwatch or wrist band. It takes the two-dimensional deformation signal from a small and thin sensor attached to the user's skin as input, and matches it to some pre-defined input gestures. eRing (Wilhelm et al. 2015) detects multiple hand gestures with a single ring through electric field sensing. HandSense (Nguyen et al. 2019) explores recognizing dynamic, micro finger movements using capacitive coupling for interacting with a head-mounted device. Electrodes are attached to fingertips of users' gloves and the capacitive coupling among all pairs of electrodes is measured quickly to infer the real-time spatial relationship between fingers.

Acoustic Sensing on Smart Devices. Acoustic signals on smart devices have been explored for many applications in recent years, such as distance measurement (Peng et al. 2007) and tracking (Zhou et al. 2017). Acoustic sensing is also explored for active finger movement tracking (Nandakumar et al. 2016; Wang, Liu, and Sun 2016). FingerIO (Nandakumar et al. 2016) and LLAP (Wang, Liu, and Sun 2016) actively emit high frequency sound signals from the built-in speakers on mobile devices, and leverage phase shift in received signals for finger movement tracking. However, such approaches usually only support tracking a single finger movement close to the device. They do not recognize hand gestures involving multiple fingers, which limits their applicability in interaction. Compared to such previous work, our approach leverages bone-conducted sound signals from finger movements for wearable device interaction.

Method

Gesture Design

There are several considerations when designing gestures from finger movements. First, the gestures should generate sound signals that should be distinguishable so that the associated gestures can be reliably detected. Second, these gestures should be subtle enough so that they can be performed without drawing too much attention to the user. Third, the gestures should be intuitive and natural to perform.

In this work, we propose five gestures: pinching, flicking, rubbing up, rubbing down and opening up, as shown in Figure 2.
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 nary level, scroll up/down, and go back to home, respectively. In Figure 2, we also show a typical sample of the sound signals generated by each gesture’s associated finger move-
ments. The complete set of these gestures provides the basic operations necessary to interact with smart devices, such as smartwatches or wristbands.

**Gesture Detection Architecture**

To detect the hand gestures in real-time, we propose a two-
stage detection architecture, as shown in Figure 3, which can be divided into three modules: sound signal capturing, low power always-on event detection, and a triggered module for gesture detection.

**Sound Signal Capturing**  There are usually one or more microphones on smartwatches for sound recording, speech recognition and making phone calls. For example, Apple watch has a microphone enabled as “always on” for its Siri function. Since the smartwatches are attached to the wrist, the sound can be captured via bone-conduction propagated from fingers to the wrist, which provides better signal-to-noise ratio than air-conducted sound. By accessing the microphone, we get a stream of real-time sound signals, which are fed to our pipeline for gesture detection.

**Low Power Event Detector**  To avoid continuous computation of heavy feature extraction and deep model infer-
ences, we design a low power event detector to detect possible finger gestures, and trigger the gesture classification only when an event is detected. This step avoids unnecessary computations when there is no hand gesture happening. We apply a few lightweight steps to do the first-stage event detection, which consists of two steps: signal filtering and signal detection. This module keeps running in the background so that every intended finger gesture can be captured. We have intentionally designed this “always on” approach compared to, say “Siri” like voice command-based activation of gesture recognition, as we believe that interaction should be subtle, natural and applicable in any environment including circumstances where voice-based commands may not be ap-
propriate (e.g., while watching a movie at a movie theater).

**Signal Filtering.**  Before we further process the raw sound signal, we need to filter out potential background noise to improve the SNR. We perform such filtering by using a bandpass filter, which allows the sound frequency range of the gestures to pass and filters out the background noise. To find out the frequency range of hand gesture sounds, we collect a series of gesture sound signals in a relatively quiet environment to analyze the frequency distribution. The result is shown in Figure 4. We can see the frequencies mainly fall in the range of 10 - 500Hz. Thus we design a Butterworth band-pass filter (Hussin, Birasamy, and Hamid 2016) with cutoff frequency range 10 - 500Hz to remove the higher frequency background noises so that weak gesture sounds from fingers will not be buried in the background noise.

**Event Detection.**  The signal detection component detects whether there is a possible hand gesture event. This can avoid most of the unnecessary computations when the environment is relatively quiet, or only contains higher frequency sound, which is filtered out by the bandpass filter. Note that the main goal of this first-stage detection is not to guarantee high accuracy, but to rule out obvious non-event periods. To accomplish this, we designed a simple heuristic: we create a buffer with a time window of 2 seconds with a moving step of 0.1 seconds. We detect the peaks above a certain threshold, if a peak is detected in the central portion of the segment (i.e., between 0.5 – 1 seconds), the signal is locked. We crop the center 1 second window signal and feed it into next stages, which triggers the sequential steps for gesture detection. In our implementation, we chose the threshold empirically based on our experiments to achieve the best balance of false alarms and missed gestures.

**Gesture Detection**  Once an event is captured, it triggers the gesture detection module, which consists of three steps: MFCC feature extraction, gesture detection model and non-maximum suppression.

**MFCC Feature Extraction.**  After we get the filtered signal, we apply spectrum analysis on the signal to turn it into frequency domain, which provides richer information than the time domain. Specifically, we extract the MFCC features (Logan et al. 2000) as shown in Figure 5. This gives us a stream of 2D heat maps (i.e., spectrograms), describing the sound features in frequency domain. Then, we segment the signal with a sliding windows with a step of 0.05 seconds and a window length of 0.5 seconds, which is roughly the duration of a single gesture. The prepared data is then fed
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**Figure 3:** Our design consists of three major components: a signal capturing module, a low power always-on module for signal filtering and event detection, and a triggered module for more computational heavy feature extraction and gesture model inference.

![Figure 4](image2.png)

**Figure 4:** Frequency analysis of sound signals of hand gestures.
Figure 5: We extract MFCC features from the filtered sound signal and apply a moving window to segment the MFCC features, which are fed into machine learning models for recognition.

Figure 6: Gesture detection model architecture.

Figure 7: Acoustic data augmentation. Multiple augmented samples are created by combining each clean sample with several randomly sampled background noise samples.

into our machine learning pipeline for prediction. For each 0.5 seconds segmented MFCC feature window, our model predicts the probability of each hand gesture.

**Gesture Detection Model.** Recently, deep learning approaches (especially CNNs) have shown a great successes in a variety of challenging tasks, such as image classification, due to their powerful automatic feature extraction (He et al. 2016; Simonyan and Zisserman 2015). We design a CNN-based neural network, which takes as input a MFCC of the segmented signals, and trains it on a large data set collected from our test users. Considering the targeted deployment on wearable devices with limited computation resources, we choose to design a light-weight CNN model for detection. The customized CNN architecture designed for gesture recognition is shown in Figure 6. The input layer takes the 40x44x1 MFCC features as input, and output the probability of each gesture. Then, we add four consecutive CNN layers for feature extraction. We use rectified linear unit (ReLU) as the activation function for convolutional layers, and after each activation we add a max pooling layer and a dropout layer as regularization factors, to avoid overfitting. Finally, we flatten the CNN feature maps followed by two linear layers. The output is a dense layer with a Softmax activation function, which predicts the probability of each gesture class. The CNN is trained on a data set that contains acoustic samples from 5 classes (5 gestures) and categorical cross-entropy is used as the loss function.

We carefully choose the number of hidden layers and hidden units of each layer of the network to fit the limited computational resources available in wearable devices. The output of the model provides a distribution of scores over each finger gesture for each frame. Due to the sliding window we used, there will be overlaps between frames, so we need to further process the results to generate the final output.

**Non-maximum Suppression.** The softmax layer outputs the probability for each gesture as \( p_i \) and \( \sum_{i=1}^{5} p_i = 1 \). We output the detected gesture if the probability is larger than a pre-defined threshold \( \epsilon \). Since we are using a moving window for detection, there could be multiple results predicted for one actual event. To generate one final recognition result for each actual event, we apply non-maximum suppression (Neubeck and Van Gool 2006) algorithm to consolidate the results.

**Data Collection and Augmentation**

**Training Data Collection.** Training a neural network usually requires a large amount of labelled training data, which necessitates a lot of human effort. Additionally, in order for the model to generalize well, the training data should represent different environments. Labelling the subtle sound signals for our application presents a very challenging problem. We propose a method to collect training data in a quiet environment, thus, it can be segmented and labelled automatically. During labelled data generation step, the user repeats the same gesture for each round, and switches to another gesture in the next round. Then the signals are automatically segmented using simple peak detection under the constraint of a minimum interval of 0.5 second in between. Through this step, we can easily get labelled clean data (i.e., with minimum to no background noise). However, training a model on such a dataset may not work well in a more typical environment, which is usually noisy. To solve this problem, we propose an acoustic data augmentation technique to generate more synthesized training data with background noise.

**Acoustic Data Augmentation.** Data augmentation is commonly used to increase the amount of data by adding slightly modified copies of already existing data or newly created synthetic data from existing data (Shorten and Khoshgoftaar 2019). It is an effective way to prevent overfitting when the amount of data is relatively small. In our case, we have a highly imbalanced data set, i.e., we can have unlimited background noise and our clean training samples are quite limited. To boost the training data set and increase the robustness against background noise, we
design an acoustic data augmentation pipeline, shown in Figure 7. We download a large amount of audio tracks of daily environment conditions as background noise from online sources (zapsplat.com 2021) and use them as our background noise data set. Then, for each clean sample of a certain gesture, we augment it to generate multiple augmented samples by adding it with some randomly sampled clips from background noise data set. To better simulate the actual data in different environments, we also augment the background noise volume level by randomly adjusting the volume within a range. With this acoustic data augmentation, we can obtain a large training data set, which has more variety for robust model training and avoids over-fitting. Our evaluation results shows a significant performance increase with augmentation.

Implementation

Experiment Setup. To validate the design, we develop a pipeline to capture audio data from an Android smartwatch or an external microphone attached to the wrist, and run the gesture detection pipeline on a personal computer (shown in Figure 8). For the convenience of evaluating the accuracy performance, the recognition pipeline is developed using Python and tested on a personal computer. We also develop two different applications (a web browser and a 3D object manipulation app) to demonstrate how to interact with different user experiences via hand gestures.

Machine Learning Pipeline. The machine learning pipeline requires offline training and online recognition. We record sound signals from a smartwatch using the built-in audio recorder and export the recordings for analysis. For the external microphone, we use pyaudio library for sound recording for training as well as streaming real-time sound signals for real-time gesture detection. We train the CNN model off-line on a computing server equipped with GPUs. Keras (Chollet et al. 2015) with Tensorflow (Abadi et al. 2016) backend is used for CNN construction and training. Adam optimizer (Kingma and Ba 2014) with a learning rate of \( \eta = 0.001 \) is used to speed up the training. For real-time recognition, we run the model inference on a regular personal computer as part of two different applications to test the accuracy of our gesture recognition.

Evaluation

Data Collection

To generate the training data, we invited 5 participants, of different ages and genders, to contribute audio clips using either an Android smartwatch or an external microphone attached to the wrist (shown in Figure 8). The differences in the sound capture equipment of various participants help create a sufficiently diverse and rich data set to create a robust model. In addition, the data captured from smartwatches demonstrate the feasibility of our system leveraging sound data from actual wearable devices, which can be used to interact with not only the wearable device itself but also perform 2D and 3D interaction in augmented and virtual reality applications.

During data collection, we instruct the participants to perform each gesture repeatedly. For convenient segmentation, the data is collected in relatively quiet environments. In total, the data set contains 2683 valid samples from 5 gesture classes after the automatic data segmentation and labelling. We randomly shuffle the data and divide it in three parts, 70\% for model training, 10\% for model validation and 20\% testing. After doing the division, we augment each sample with random background noise and ensure that each original sample belongs to just one group (train, test or validation). We test a different number of synthetic samples from each gesture sample, as explained in , and end up choosing a ratio of 1:10, which yields the best result. Thus we generate 26830 valid samples for 5 gestures in total.

|          | Train | Validation | Test | Total  |
|----------|-------|------------|------|--------|
| Clean    | 1878  | 268        |      | 2683   |
| Augmented| 18780 | 2680       | 5370 | 26830  |

System Evaluation

We train two models based on the clean training set and the augmented training set, and compare the performance on both clean testing set and augmented testing set (which have not been used during training, neither as training samples nor to tune the hyper-parameters of the model). Note that the augmented set is more challenging as it contains background noise, and thus, is a better metric of performance in a real environment deployment.

Recognition Accuracy Evaluation Overall Accuracy.

We introduce precision, recall, F1-score and accuracy as metrics. Precision is the fraction of true positives among all samples classified as positive, defined as \( P = \frac{TP}{TP + FP} \); recall is the fraction of true positives among all positive samples, defined as \( R = \frac{TP}{TP + FN} \). A high precision means the actual gestures can be detected correctly, a high recall means less likely the actual gestures are missed. We also introduce F1-score, which is the harmonic mean of precision

\[ F_1 = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \]

\]
and recall defined as \( F1 = \frac{2TP}{2TP + FP + FN} \). Accuracy is the proportion of correct predictions (both true positives and true negatives) among the total number of cases examined, defined as \( ACC = \frac{TP + TN}{TP + TN + FP + FN} \).

Table 2: Results summary over test set.

| Train  | Test    | Precision | Recall  | F1     | Accuracy |
|--------|---------|-----------|---------|--------|----------|
| Clean  | Clean   | 0.9155    | 0.8883  | 0.9017 | 0.9013   |
| Clean  | Aug.    | 0.4783    | 0.4453  | 0.4612 | 0.4648   |
| Aug.   | Clean   | 0.9293    | 0.8808  | 0.9044 | 0.9088   |
| Aug.   | Aug.    | 0.8874    | 0.8320  | 0.8588 | 0.8579   |

Table 2 shows the results with different combinations, averaging over all classes. In the ideal case, we evaluate the model on the clean data set, the model achieves very promising results of 91.55% precision and 88.83% recall, with an F1-score of over 90%. However, the performance drops significantly when testing on the augmented testing data with background noise. The F1-score drops to 46%, which is not usable in a real environment. This is mainly caused by the model being trained on samples with minimum background noise, thus not generalizing well on real samples in noisy environments. In contrast, the model trained with augmented training data shows comparable results with the model trained on clean data, when tested against clean test data, while the results of the F1 metric measured on the augmented test data remain above 85%, a huge improvement compared to the results without augmentation.

**Per Gesture Accuracy.** Different hand gestures involve different finger motions; some are more distinct to recognize and some are less distinct. Thus, we also evaluate the performance for each type of gesture. We show the receiver operating characteristic (ROC) curve and the area under the curve (AUC) for each gesture in our evaluation in Figure 9. A ROC curve is a plot that illustrates the diagnostic ability of a classifier system as its threshold is varied. An AUC indicates better classification performance. From Figure 9, we can see the pitching, flicking, and rubbing up gestures have relatively larger AUC, which means they are easier to recognize; while rubbing down and open palm gestures have relatively lower performance. The open palm gesture has the worst accuracy among all the gestures, which could be caused by the complex nature of the gesture. It involves two sub-sequential gestures: make a fist and then open the palm. Training a recurrent model could better take advantage of such sequential data for improvement.

**Data Augmentation Evaluation** We evaluate how effective data augmentation can improve the performance by generating "synthesized" training samples when training data is limited. We evaluate the performance regarding to different augmentation ratio, i.e., the ratio between the synthesized samples and the clean samples. Varying this ratio gives different amounts of training samples. Figure 3 shows the results of the model trained with different augmentation ratios, ranging from 1 to 100, and tested against clean and augmented testing data set. As the ratio increases, we observe the performance increases as well. The model trained with the ratio of 10 performs best on the clean test data with an F1-score above 90%. Although the accuracy is slightly lower than model trained with a ratio of 50 evaluated on the augmented test data, the difference is negligible. However, augmenting the training data with a ratio of 50 significantly increased the data set size, which takes more resources for training. Choosing a even larger ratio of 100, the performance starts to drop as the model could be over-fitted to the background noise rather than the limited gesture sound samples. In our final design, we choose a ratio of 10 to make the trade-offs among these factors.

**Table 3: Results with different data augmentation ratios.**

| Ratio | Test  | Precision | Recall | F1    | Accuracy |
|-------|-------|-----------|--------|-------|----------|
| 1     | Clean | 0.8167    | 0.7300 | 0.7709 | 0.7728   |
| 2     | Clean | 0.8435    | 0.7728 | 0.8066 | 0.8063   |
| 5     | Clean | 0.9291    | 0.8547 | 0.8903 | 0.8920   |
| 10    | Clean | 0.9293    | 0.8803 | 0.9044 | 0.9088   |
| 50    | Clean | 0.8953    | 0.8436 | 0.8687 | 0.8622   |
| 100   | Clean | 0.9213    | 0.8715 | 0.8957 | 0.8827   |
| 1     | Aug.  | 0.8308    | 0.7553 | 0.7913 | 0.7935   |
| 2     | Aug.  | 0.8467    | 0.7952 | 0.8201 | 0.8194   |
| 5     | Aug.  | 0.8601    | 0.8233 | 0.8413 | 0.8389   |
| 10    | Aug.  | 0.8874    | 0.8320 | 0.8588 | 0.8579   |
| 50    | Aug.  | 0.8909    | 0.8456 | 0.8677 | 0.8654   |
| 100   | Aug.  | 0.8795    | 0.8292 | 0.8536 | 0.851    |

**False Alarm Rate Evaluation** Choosing the threshold \( \epsilon \) is critical to make the balance between true positives and false alarms. It is important to keep the false alarm rate as low as possible to avoid unintended input signals. A false alarm is any of the 5 gestures being detected while the user does not intend to make it. Figure 10 shows the probability distribution of the events triggered by actual finger gestures and background noise. As we can see, the probabilities triggered by actual gestures are usually much higher than those triggered by background noise. Choosing a threshold \( \epsilon = 0.7 \) allows us to capture the majority of actual gestures and ignore the background noise events. Thus, we set our primary threshold as 0.7. We choose 0.6 as our secondary thresh-
old to increase the sensitivity in a more challenging environment, as proposed in our dynamic thresholding detection design.

**Qualitative User Experience Study**  We built a web browser navigation application and a 3D object manipulation application to test our gesture detection system. The mapping of gestures to controls are listed in Table 4. We conduct a survey with 5 users to collect their feedback, mainly on the usability of the system.

Both applications run in real-time on a personal computer, so that the users can interact with the applications via the hand gestures. Out of the 5 users, 4 reported being able to control the web browser easily and agreed that our gesture-based interaction is useful for such browsing tasks. All of them rated it equally easy to scroll the web pages as when using a mouse. As we are able to successfully capture data from wearable devices to classify hand gestures in real time, all participants agree this system would be very useful for 3D object manipulation in AR/VR settings to eliminate the need for additional controllers. No obvious latency is observed for each gesture input. Figure 11 shows the application in action to control 3D objects on the screen via gestures. By attaching an external microphone to their wrist, the users can easily manipulate a 3D object such as zooming in/out, performing rotation and returning to default view. Occasional mistaken gestures or false positives are observed in noisy environment, which needs improvement. Nevertheless, the participants agree our system provides a new way for interaction with a great potential for broader applications.

**Discussion**

**Limitations.** This is only a research prototype and far from a well engineered product. It has several limitations: i) **Implementation on wearable devices.** Although we validated the feasibility and performance on a personal computer, and also proposed solutions to meet the computation power and battery constraints on wearable devices, we do not have the implementation of the system on wearable devices yet, other than the sound capturing component for data generation. ii) **False alarms.** Although the acoustic data augmentation greatly improved the performance in noisy environments, there is still room for further improvement, especially in very noisy environments. iii) **User gesture changes.** The current CNN model is trained on limited data, far from exhaustive to be robust against various hand gesture variations. An online model updating mechanism is needed to address such changes dynamically.

**Future Work.** i) **Collecting a larger data set.** We will collect more training data from more users with a larger variety of devices. This will further improve the performance along with a more sophisticated neural network design. ii) **Wearable device implementation.** We will implement applications on wearable devices and perform more evaluations regarding the computation resources and power consumption. iii) **Large scale experiment.** Our current data collection and experiments are limited to only ~ 5 users. Large scale experiments are needed to improve the maturity of the solution.

**Conclusion**

In this paper, we propose a system that leverages bone-conducted sound signals for 2D and 3D interaction. We designed a complete pipeline for robust hand gesture detection even in noisy environments, and validated its usability through different applications. We showed that we are able to successfully capture data from wearable devices to classify hand gestures in real time, which can be used to interact with not only the wearable device itself, but also potentially perform 2D and 3D interaction in augmented and virtual reality applications without the need for controllers. Experiments show that our system achieves an overall accuracy of 90.13% in a quiet environment, and 85.79% under noisy conditions.
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