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Abstract
We propose a new method to measure production inefficiency by estimating the target and production technology of individual units using quantile regression. This method not only measures inefficiency in total factor productivity but also inefficiencies in input utilizations. We also propose two methods for decomposing the estimated inefficiency. We apply this proposed method for measuring the inefficiency of primary sector production for the Xinjiang Production and Construction Corps in China to clarify its usefulness and advantages. We specify the capital stock using the area sown and other inputs to estimate the production function with the restriction of constant returns-to-scale. Results indicate that lower labor inputs make production inefficient, and the inefficiency of labor utilization makes a large contribution to the mean and variance of total inefficiency. We also compare the proposed inefficiency measure to those employing corrected ordinary least squares and data envelopment analysis. The estimated efficiencies obtained are similar to those for existing methods. However, the proposed method provides additional advantages, including information on the inefficiencies in input utilization.
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1 Introduction

In this paper, we propose a new method for evaluating production inefficiencies. For measuring production inefficiency, we can draw on several useful references including, for example, Coelli et al. (2005), Fried et al. (2008), and Kumbhakar et al. (2015). According to these researchers, most studies are based on two phases of production, production itself or the cost of production, and employ one of two methods, either parametric or nonparametric. After considering the various combinations of these phases and methods, they take one of four approaches. For instance, the estimation of production and cost functions and data envelopment analysis (DEA) are parametric and nonparametric methods, respectively. Of course, each approach has its own strengths and weaknesses. For example, DEA is practical and provides useful solutions to the improvement of efficiency in decision-making units (DMU) and measuring scale elasticity locally (Thanassoulis et al. 2008). In this paper, however, we choose not to focus on nonparametric approaches like DEA, because it is difficult to use them to clarify the technological relationships between inputs and outputs. In other words, we cannot estimate the marginal productivities of inputs or the marginal costs of outputs, an important consideration in the economic analysis of production efficiency.

In addition, in this paper, we do not consider the cost function approach as a parametric method. Most microeconomics texts explain that we derive the cost function through the profit maximization of the economic agent. Consequently, if economic agents do not maximize profit, it is difficult to assume the existence of a stable cost function. For the same reason, when we analyze the inefficiency of some kinds of public sector or nonprofit organizations, it is not possible to assume that agents maximize profits. Of course, we do not consider our chosen empirical study, being the Xinjiang Production and Construction Corps (XPCC) in China, as a profit-maximizing agency. In this context, the production function approach is one of the more general and robust methods as it directly represents the technological relationship between inputs and output. We can then define any inefficiencies using this relationship even if the production units do not maximize profit.

However, we also question some of the assumptions entailed in the production function approach. For instance, when we employ the stochastic frontier function approach to estimating the production function and thereby obtain some stable (and sometimes efficient) production function, we need to include inefficiency terms following a probabilistic distribution, for example, Kumbhakar and Lovell (2003). This means that we require information about the distribution of the error terms in estimating the parameters for the production function. Naturally enough, we question whether it is plausible to assume that an inefficient production unit has the same technology (production function) as the efficient production unit. If we cannot presume the parameters in the production function over production units, we should extend the production function approach to mutually different production functions over production units to loosen the constant parameters hypothesis. For instance, Berger and Humphrey (1991) consider the concept of
a thick frontier, which they implement by separating the observations and estimating different cost functions for each quantile. By limiting the evaluation target to production inefficiencies and including some additional assumptions, the proposed method provides not only the inefficiencies in each DMU’s total factor productivity, but also its inefficiencies in input utilization.

In this paper, we first propose a method to measure production inefficiency. We then decompose it into the contributions of each of the inputs by estimating the target (efficient) production function and the production technology (function) of the $i$th unit. Next, we propose a method to estimate the target (efficient) production function and the production function of the $i$th unit by applying quantile regression. We subsequently apply this method to measure the inefficiency of primary sector production for the XPCC, constructing the capital stock using the area sown and specifying other inputs to demonstrate its practical usefulness and validity. By conducting this case study, we can shed light on the several advantages and challenges when we apply the proposed method to real production data from both technical and empirical viewpoints. Additionally, we compare the proposed inefficiency to measures obtained by corrected ordinary least squares (COLS) and DEA to investigate the characters of the proposed method when calculating the correlation coefficients and the estimated rankings.

The remainder of the paper is structured as follows. Section 2 proposes the method used to estimate the inefficiency of the $i$th production unit and the two types of decomposition methods. Section 3 conducts the empirical analysis for the primary production sector function of the XPCC in China and compares the proposed inefficiencies to those obtained by COLS and DEA. Section 4 provides some concluding remarks.

2 Measuring the inefficiency of the $i$th production unit

2.1 Defining the relative inefficiency measure and its decomposition

We assume that the production function of the $i$th production unit is of Cobb–Douglas form and that each of $i$th production units has an original production technology. Of course, we can extend the production function to more complex functions like the constant elasticity of substitution (CES), translog production, and others. However, in this paper, there are two justifications for adopting the Cobb–Douglas form. The first is that the Cobb–Douglas production function has been and remains the most popular production function employed by many empirical researchers. For a historical assessment, see Biddle (2020). The second justification is that quantile regression estimation sometimes provides an unnatural result when we use it to estimate nonlinear functions. For example, the regression lines for some quantiles cross each other in some local regions, as also noted by Hao and Naiman (2007). To overcome this problem, Kuosmanen and Zhou (2021) include shape constraints, while Cai and Xiao (2012), Goldman and Kaplan (2018), and Yu and Jones (1998) propose use of
a semiparametric or local linear model instead of simple linear regression. However, in this paper, we do not employ any of these complex approaches.

Instead, we assume that each production unit faces a production function with different parameters. We then set the $i$th production unit’s production function in log–linear form as follows:

$$
\log (Y_i) = \alpha^{(i)} + \beta^{(i)} \log (K_i) + \gamma^{(i)} \log (L_i) + \epsilon^{(i)}_i. \tag{1}
$$

Here, we assume that the $i$th production unit has its own coefficients, which we represent with superscript $(i)$. The estimation method for this is described later in this section. We set the coefficients of the production function for the target or efficient technology by adding the suffix $+$ and estimate the ideal production level when the $i$th production unit adopts the target technology

$$
\log (Y^+_i) = \alpha^+ + \beta^+ \log (K_i) + \gamma^+ \log (L_i). \tag{2}
$$

Of course, the ideal and actual levels of production differ

$$
\log (Y^+_i) - \log (Y_i) = \left\{\alpha^+ - \alpha^{(i)}\right\} + \left\{\beta^+ - \beta^{(i)}\right\} \log (K_i) + \left\{\gamma^+ - \gamma^{(i)}\right\} \log (L_i) - \epsilon^{(i)}_i.
$$

If we can estimate the target and $i$th unit’s production technologies (i.e., parameters), we can easily define their technical differences. When the target technology is efficient ($\log (Y^+_i) > \log (Y_i)$), we decompose the $i$th unit’s relative inefficiency into the inefficiencies of total factor productivity (TFP), capital utilization, and labor utilization as follows:

$$
\log (Y^+_i) - \log (Y_i) = \left\{\alpha^+ - \alpha^{(i)}\right\} \quad : \text{Total inefficiency},
$$

$$
\quad + \left\{\beta^+ - \beta^{(i)}\right\} \log (K_i) \quad : \text{Inefficiency of capital utilization},
$$

$$
\quad + \left\{\gamma^+ - \gamma^{(i)}\right\} \log (L_i) \quad : \text{Inefficiency of labor utilization},
$$

$$
\quad - \epsilon^{(i)}_i \quad : \text{Residual}.
$$

We then introduce an additional assumption that the $i$th unit’s production technology explains nearly all of the $i$th unit’s actual production and so the residuals in Eq. (1) are almost zero ($\epsilon^{(i)}_i \approx 0$). If not, we include the residuals into TFP inefficiency

$$
\log (Y^+_i) - \log (Y_i) = \left\{\alpha^+ - \alpha^{(i)} - \epsilon^{(i)}_i\right\} \quad : \text{Total inefficiency},
$$

$$
\quad + \left\{\beta^+ - \beta^{(i)}\right\} \log (K_i) \quad : \text{Inefficiency of capital utilization},
$$

$$
\quad + \left\{\gamma^+ - \gamma^{(i)}\right\} \log (L_i) \quad : \text{Inefficiency of labor utilization}.\tag{3}
$$

These decomposed parts are in log-linear form, so we also define them in multiplicative form. When we define the multiplicative form, we transform them into reciprocal form to indicate relative inefficiency to the ideal size of inputs.
Some much earlier economic development studies, including Hayami (1969) and Hayami and Ruttan (1970), assume constant returns-to-scale (CRS) technology and estimate the labor productivity equation. When we assume CRS, i.e.,
\[ \frac{Y_i}{Y^+} = \exp \left\{ \alpha^{(i)} + \varepsilon^{(i)} - \alpha^+ \right\} : \text{Inefficiency of TFP}, \]
\[ \times \exp \left\{ \beta^{(i)} - \beta^+ \right\} * K_i : \text{Inefficiency of capital utilization}, \]
\[ \times \exp \left\{ \gamma^{(i)} - \gamma^+ \right\} * L_i : \text{Inefficiency of labor utilization}. \]

and rewrite it as follows:
\[ \log \left( Y_i \right) = a^{(i)} + \beta^{(i)} * \log \left( K_i \right) + \left( 1 - \beta^{(i)} \right) * \log \left( L_i \right) + \varepsilon^{(i)} , \]

and rewrite it as follows:
\[ \log \left( Y_i \right) - \log \left( L_i \right) = a^{(i)} + \beta^{(i)} * \left( \log \left( K_i \right) - \log \left( L_i \right) \right) + \varepsilon^{(i)} , \]

We define the decomposition of the total inefficiency of labor productivity as follows:
\[ \log \left( \frac{Y_i}{L_i} \right)^+ - \log \left( \frac{Y_i}{L_i} \right) = \{ \alpha^+ - \alpha^{(i)} - \varepsilon^{(i)} \} : \text{Inefficiency of TFP}, \]
\[ + \{ \beta^+ - \beta^{(i)} \} * \log \left( \frac{K_i}{L_i} \right) : \text{Inefficiency of capital equipment utilization}, \]

where we estimate target labor productivity using
\[ \log \left( \frac{Y_i}{L_i} \right)^+ = \alpha^+ + \beta^+ * \log \left( \frac{K_i}{L_i} \right) . \]

These two decomposition methods are quite new, because the existing method for estimating production (in)efficiencies, e.g., the frontier function approach, does not provide the inefficiencies of input utilization. At first sight, this seems like the improvement plan proposed in DEA. However, unlike DEA, the proposed method provides separate inefficiencies for each input utilization.

2.2 Estimation of each unit’s production and target technology

When we have repeated observations of the actual production levels of the \( i \)th unit for different levels of input, we can easily apply OLS methods to estimate the \( i \)th
unit’s production technology. However, if we have only cross-sectional or panel data including possible technological change over time for each of the production units, it would seem difficult to estimate each unit’s technology using a simple estimation method. However, in this paper, we propose a method to rectify this by utilizing a quantile regression approach. Prior to Eq. (1), we state that “…we assume each production unit has a production function with different coefficients.” However, we also consider an additional assumption about each production unit in that we consider that the production function parameters gradually change according to the changes in the total inefficiencies and that we can estimate these using quantile regression.

Koenker (2005) provides a discussion of quantile regression, a method usually applied when the error term includes heteroscedasticity with respect to the level of the dependent variable. We assume a linear regression model with an error term as follows:

\[ y_i = X'_i \beta + \epsilon_i, \quad i = 1, 2, 3, \ldots, N. \]

When we estimate the OLS estimator, we minimize the following objective function:

\[ S(\beta) = \sum_{i=1}^{N} (y_i - X'_i \beta)^2. \]

For the quantile regression, we define the \( q \)th quantile and quantile point \( (\mu_q) \) for the dependent variable

\[ q = \Pr(y_i \leq \mu_q) = F_y(\mu_q), \]

where \( F_y(\mu_q) \) is the distribution function of \( y_i \). Of course, the inverse function of \( F_y(\mu_q) \) implies that

\[ \mu_q = F_y^{-1}(q). \]

Assuming \( y_i = X'_i \beta + \epsilon_i \), this can be rewritten in terms of the conditional probability as follows:

\[ \mu_q(X) = F_{y|X}^{-1}(q). \]

To estimate \( \beta_q \) in a \( q \)th quantile, we fix \( q \) and minimize the following objective function with respect to \( \beta_q \):

\[ S(\beta_q) = \sum_{i:y_i \geq X'_i \beta} q |y_i - X'_i \beta_q| + \sum_{i:y_i < X'_i \beta} (1 - q) |y_i - X'_i \beta_q|. \]

This yields a variation of the least absolute deviation estimation.

In this paper, we focus on an assumption introduced earlier that the \( i \)th unit’s production technology explains almost all the \( i \)th unit’s actual production and the residuals in Eq. (1) are almost zero \( (\epsilon_i^{(i)} \approx 0) \). The actual estimation method is as
follows. We first estimate Eq. (1) using quantile regression by changing $q$ from 0.005 to 0.995 in increments of 0.005. Then, we estimate the $i$th DMUs $q$th quantile regression as

$$\log \left( Y_i \right) = \alpha_q + \beta_q \ast \log \left( K_i \right) + \gamma_q \ast \log \left( L_i \right) + \varepsilon_{i(q)}, i = 1, 2, 3, \ldots, N.$$ 

Among the estimated residuals ($\varepsilon_{i(q)}$), we then search for the optimal $q$ ($q_{(i)}$) for each $i$th production unit to minimize the absolute value of the residual ($\varepsilon_{i(q)}$)

$$|\varepsilon_{i(q)}| = \left| \log \left( Y_i \right) - \left( \alpha_q + \beta_q \ast \log \left( K_i \right) + \gamma_q \ast \log \left( L_i \right) \right) \right|.$$ 

Identifying the optimal $q$ ($q_{(i)}$) for each production unit, we consider that the estimated $q$th quantile regression represents the $i$th production unit’s production technology

$$\log \left( Y_i \right) = \alpha_{q(i)} + \beta_{q(i)} \ast \log \left( K_i \right) + \gamma_{q(i)} \ast \log \left( L_i \right) + \varepsilon_{i(q(i))}. \quad (7)$$

By the definition of $q_{(i)}$, we consider the residual for the $i$th production unit as being almost zero, such that $\varepsilon_{i(q(i))} \approx 0$. In other words, we can consider this optimal $q_{(i)}$ as a measure of production inefficiency for the $i$th production unit.

As for the target production technology, there are several methods available to estimate the target (or efficient) technology. These include, for example, the COLS, frontier function, and stochastic frontier function when estimating the Cobb–Douglas production function. In this paper, we propose a method to utilize a quantile regression approach to this same problem. We consider a certain higher quantile regression represents an efficient technology, for example, $q = q_+ = 0.9$ or 0.95. Of course, this setting involves some arbitrariness in selecting the target quantile ($q_+$). In practical terms, we should consider the size of the sample and a $q$ fixed at some higher point to obtain stable and reasonable empirical implications. We discuss this problem later.

When we set a quantile for the target technology as $q = q_+$, then the ideal level of the $i$th production unit is defined as

$$\log \left( Y_i^+ \right) = \alpha_{q+} + \beta_{q+} \ast \log \left( K_i \right) + \gamma_{q+} \ast \log \left( L_i \right). \quad (8)$$

Using the notation introduced above, we rewrite Eq. (3) as

$$\log \left( Y_i^+ \right) - \log \left( Y_i \right) = \left\{ \alpha_{q+} - \alpha_{q(i)} - \varepsilon_{i(q(i))} \right\} : \text{Total inefficiency,}$$

$$+ \left\{ \beta_{q+} - \beta_{q(i)} \right\} \ast \log \left( K_i \right) : \text{Inefficiency of TFP,}$$

$$+ \left\{ \gamma_{q+} - \gamma_{q(i)} \right\} \ast \log \left( L_i \right) : \text{Inefficiency of capital utilization.} \quad (9)$$

In this decomposition, we include $\varepsilon_{i(q(i))}$, but the actual estimated $\varepsilon_{i(q(i))}$ is near zero. As it is difficult to illustrate this decomposition using a two-dimensional graph in a two-input and one-output case, we illustrate it with a one-input ($y_i$) and one-output ($x_i$) case in Fig. 1. After estimating the target production function and the production
function of the $i$th production unit, we translate the production function of $i$th production unit, so that it meets the $y$-intercept of the estimated target production function. We then define the inefficiency of TFP as the difference between the estimated $y$-intercept and the transferred $y$-intercept of the production function of the $i$th production unit. We also define the inefficiency of input utilization as the gap between the fitted production levels of the target production and the translated production function of the $i$th production unit with the input level fixed at the $i$th production unit’s level of input.

This decomposition provides richer information about the $i$th unit’s production inefficiency. When Eq. (3) holds for every observation, we obtain two standard decompositions.

### 3 Mean decomposition

$$\text{Mean} \left\{ \log (Y_i^+) - \log (Y_i) \right\}$$

$$= \text{Mean} \left\{ \alpha_{q+} - \alpha_{q(i)} - \epsilon_{i(q(i))} \right\} + \text{Mean} \left[ \left\{ \beta_{q+} - \beta_{q(i)} \right\} \ast \log (K) \right]$$

$$+ \text{Mean} \left[ \left\{ Y_{q+} - Y_{q(i)} \right\} \ast \log (L) \right],$$

where $\text{Mean}(x_i)$ is an operator to calculate the arithmetic mean of $x_i$

$$\text{Mean}(x_i) = \frac{1}{N} \sum_{i=1}^{N} x_i,$$

where $N$ is the total number of observations. We also decompose the relative contribution to the average inefficiencies.
\[ 1 = \frac{\text{Mean}\{\alpha_{q+} - \alpha_{q(i)} - \epsilon_{i(q(i))}\}}{\text{Mean}\{\log (Y_i^+) - \log (Y_i)\}} + \frac{\text{Mean}\{\beta_{q+} - \beta_{q(i)}\} \ast \log (K_i)}{\text{Mean}\{\log (Y_i^+) - \log (Y_i)\}} + \frac{\text{Mean}\{\gamma_{q+} - \gamma_{q(i)}\} \ast \log (L_i)}{\text{Mean}\{\log (Y_i^+) - \log (Y_i)\}}. \]

In the case of CRS, this decomposition becomes

\[ 1 = \frac{\text{Mean}\{\alpha_{q+} - \alpha_{q(i)} - \epsilon_{i(q(i))}\}}{\text{Mean}\{\log \left((Y_i/L_i)^+\right) - \log (Y_i/L_i)\}} + \frac{\text{Mean}\{\beta_{q+} - \beta_{q(i)}\} \ast \log (K_i/L_i)}{\text{Mean}\{\log \left((Y_i/L_i)^+\right) - \log (Y_i/L_i)\}}. \]

This provides the contribution of the inputs through their marginal productivities. If the relative input level is less than the optimal level, the marginal productivities become higher and the contributions to the inefficiencies are negative.

### 4 Variance decomposition

\[ \text{Var}\{\log (Y_i^+) - \log (Y_i)\} = \text{Cov}\{\{\log (Y_i^+) - \log (Y_i)\}, \{\alpha_{q+} - \alpha_{q(i)} - \epsilon_{i(q(i))}\}\} + \text{Cov}\{\{\log (Y_i^+) - \log (Y_i)\}, \{\beta_{q+} - \beta_{q(i)}\} \ast \log (K_i)\} + \text{Cov}\{\{\log (Y_i^+) - \log (Y_i)\}, \{\gamma_{q+} - \gamma_{q(i)}\} \ast \log (L_i)\}. \]

where \( \text{Var}(x_i) \) and \( \text{Cov}(x_i, y_i) \) are operators for calculating the variance of \( x_i \) and the covariance of \( x_i \) and \( y_i \), respectively

\[ \text{Var}(x_i) = \frac{1}{N} \sum_{i=1}^{N} (x_i - \bar{x})^2 \text{ and } \text{Cov}(x_i, y_i) = \frac{1}{N} \sum_{i=1}^{N} (x_i - \bar{x})(y_i - \bar{y}), \]

where \( \bar{x} = \text{Mean}(x_i) \) and \( \bar{y} = \text{Mean}(x_i) \), respectively.

We also decompose the relative contribution to the average inefficiencies

\[ 1 = \frac{\text{Cov}\{\{\log (Y_i^+) - \log (Y_i)\}, \{\alpha_{q+} - \alpha_{q(i)} - \epsilon_{i(q(i))}\}\}}{\text{Var}\{\log (Y_i^+) - \log (Y_i)\}} + \frac{\text{Cov}\{\{\log (Y_i^+) - \log (Y_i)\}, \{\beta_{q+} - \beta_{q(i)}\} \ast \log (K_i)\}}{\text{Var}\{\log (Y_i^+) - \log (Y_i)\}} + \frac{\text{Cov}\{\{\log (Y_i^+) - \log (Y_i)\}, \{\gamma_{q+} - \gamma_{q(i)}\} \ast \log (L_i)\}}{\text{Var}\{\log (Y_i^+) - \log (Y_i)\}}. \]
With CRS, the decomposition changes to

\[
1 = \frac{\text{Cov}\left[ \left\{ \log \left( \frac{Y_i}{L_i} \right) - \log \left( \frac{Y_i}{L_i} \right) \right\}, \left\{ \alpha_{q+} - \alpha_{q(i)} - \varepsilon_{i(q(i))} \right\} \right]}{\text{Var}\left[ \log \left( \frac{Y_i}{L_i} \right) - \log \left( \frac{Y_i}{L_i} \right) \right]}
\]

\[
+ \frac{\text{Cov}\left[ \left\{ \log \left( \frac{Y_i}{L_i} \right) - \log \left( \frac{Y_i}{L_i} \right) \right\}, \left\{ \beta_{q+} - \beta_{q(i)} \right\} \ast \log (K_i/L_i) \right]}{\text{Var}\left[ \log \left( \frac{Y_i}{L_i} \right) - \log \left( \frac{Y_i}{L_i} \right) \right]}.\]

This decomposition is like that Asdrubali et al. (1996) proposed for decomposing the degree of risk sharing. As for the mean decomposition, this shows the variations in the marginal productivities. If we can assume profit maximization for each unit, the marginal productivities of inputs are equal. Any variation over production units implies that these production units either do not maximize their profits or face different factor prices. These decompositions are also an advantage of the method proposed in this paper. We apply these decompositions to an actual example in the following section.

4.1 Concept of inefficiency defined by estimated quantiles for each unit

Before proceeding to the empirical case, we discuss the proposed inefficiency measure and how it differs from other measures using quantile regression. In empirical research, quantile regression is used when heteroskedastic error terms clarify the relationship between the regression line and heteroscedasticity. Most studies then follow a typical quantile approach and discuss the changes in the estimated parameters and their statistical significance. See, for example, Dimelis and Louri (2002), Ito (2004), and Yasar et al. (2006). However, some studies already utilize quantile regression for efficiency measurement as in this paper. For example, Bernini et al. (2004), Wang et al. (2008), and Behr (2010) evaluate unit efficiencies using the distance from the estimated quantile regression line. However, most of these earlier studies assume that the inefficiencies are defined as errors or discrepancies from the optimal or most efficient case as estimated by quantile regression.

In our proposed inefficiency measure, given the definition of \( q(i) \) in Eq. (7) and the inefficiencies in Eq. (9) or their corresponding CRS cases and assuming that each observation is on its corresponding regression line, we regard that each production unit employs a different production technology. In other words, we consider that the sources of each unit’s inefficiencies arise in the technology adopted by each unit. We then use quantile regression technique to estimate the technology that each production unit employs.
5 A case study of XPCC’s primary sector production in China

5.1 Justification

Several studies explore the productivity and growth of either local or agricultural production in China. For example, Arayama and Miyoshi (2004) analyze regional labor productivity and TFP by estimating a production function, while Watanabe and Tanaka (2007) assess regional industry-level efficiencies using DEA. Elsewhere, Fan (1991), Fan and Pardey (1997), and Fan and Zhang (2004) investigate the productivity growth of the regional agricultural sector using several alternative approaches, and Lin (1992) estimates the provincial production function and evaluates the effect of rural reforms. Deininger et al. (2014) estimate a production function, and Wang et al. (2016) analyze output and income wage growth equations to assess agricultural production growth using farm level microdata. Finally, Fleisher et al. (2011) analyze marginal productivity and Brandt et al. (2012) consider TFP using firm-level data to investigate the sources of productivity growth. However, to date, there is no empirical investigation concerning the economic activities of the XPCC and its primary sector.

The creation of the XPCC was to promote economic development, ensure social stability, facilitate ethnic harmonization, and consolidate border defense in the Xinjiang Uygur Autonomous Region of China. Becquelin (2000, 2004) and McMillen (1981) provide useful discussions of the history of the Xinjiang Uygur Autonomous Region and the role of the XPCC. Given the organization’s paramilitary character and that it is administered by the Chinese central government and the Xinjiang Uygur Autonomous Region, we consider that the farms/ranches under each division of the XPCC are not profit-maximizing production units. These types of organizations sometimes adopt inefficient technologies in producing outputs, but the technology available for each farm/ranch may differ, because the Xinjiang Uygur Autonomous Region encompasses a very large area (about 1.6 million km²) and is in an area remote from the central government. Accordingly, when we attempt to investigate the production inefficiencies of the primary sector in these local production units, we consider that the method proposed earlier is one of the most suitable estimation methods available. Primarily, as our proposed method applies to the production phase, we do not require a profit-maximization assumption. For this reason, the approach will be applicable to the inefficiency measurement of production units operating in a similar context to the primary sectors in the XPCC.

5.2 Estimation of the production function

We obtain all data from the 2016 Statistical Yearbook for the XPCC. Table 1 lists the XPCC’s divisions and farms (and ranches), comprising some 143 farms or ranches across 13 divisions. Unfortunately, COVID-19 has prevented us from accessing more recent data and limited data availability to older yearbooks.
| Division | Farms and Ranches |
|----------|-------------------|
| 1        | Total 13 divisions, 143 farms, and 1 ranch |
| 2        | 13 farms, Farm 1–8, 10–14, 16 |
| 3        | 14 farms, Farm 21, 22, 24, 25, 27, 29–31, 33, 34, 36, 223, 37, 38 |
| 4        | 15 farms, Farm 22, 41, 44–46, 48–51, 53, Jaoshi Farm, Dongfen Farm, Red Flag Farm, Yechen Farm, Rouyun Farm |
| 5        | 18 farms, Farm 61–64, 66–79 |
| 6        | 9 farms, Farm 81, 83, 84, 86–91 |
| 7        | 14 farms, Farm 101–103, 105, 106, Fan Caohu Farm, Xinfu Farm, Junhu Farm, Communist League Tuan Farm, Liu Yunhu Farm, Rudun Zi Farm, Fang Caohu Farm, Qitai Farm, Bei Tashan Farm |
| 8        | 10 farms, Farm 121, 133, 134, 136, 141–144, Shihezi Farm, Farm 147–150, 152 |
| 9        | 9 farms, Farm 161, 163–168, 170, Tuanjie Farm |
| 10       | 8 farms, Farm 181–188 |
| 11       | 7 farms, Farm 123–131, 137 |
| 12       | 8 farms, Farm 123–131, 137 |
| 13       | 9 farms, Farm 161, 163–168, 170, Tuanjie Farm |
| 14       | 3 farms and 1 ranch, Farm 47, Pishan Farm, Ranch 1, Farm 224 |

**Table 1**: XPCC production units
While we estimate a Cobb–Douglas-type production function, we do not have data for one of its factors being the capital stock \( (K_i) \). In a similar situation, Fan and Pardey (1997) considered several inputs, including land, fertilizer, and power, in the agricultural sector instead of capital. We obtain the data for total sown area \( (A_{sown_i}) \), planted area of fruits \( (A_{fruit_i}) \), and the number of livestock \( (N_{livestock_i}) \) from the yearbook. In this paper, we propose a composite variable using these variables as a proxy for the missing capital input as follows:

\[
\log (K_i) = \log (A_{sown_i} + w_1 \cdot A_{fruit_i} + w_2 \cdot N_{livestock_i}),
\]  

where \( w_1 \) and \( w_2 \) are the relative weighting coefficients to the total sown area. We also estimate these two weighting coefficients in the estimating process of quantile regression equations for each unit. Some previous studies of primary sector production specify the sown area, for example, Lin (1992), Wan and Cheng (2001), and Deininger et al. (2014). However, they do not consider the composite input of total sown area, the planted areas of fruit, and the number of livestock as the capital input.

In addition to capital, we specify the amount of electricity used by the primary sector as an additional production input. Modifying the Eq. (1) in Sect. 2.1, we estimate the following equation:

\[
\log (Y_{prm_i}) = \alpha_0 + \beta_1 \cdot \log (Electricity_i) + \beta_2 \cdot \log (L_{prm_i}) + \beta_3 \cdot \log (A_{sown_i} + w_1 \cdot A_{fruit_i} + w_2 \cdot N_{livestock_i}) + \epsilon_i,
\]

where \( Y_{prm_i} \) and \( L_{prm_i} \) are variables corresponding to \( Y_i \) and \( L_i \) in Eq. (1) and \( \epsilon_i \) is an additional input. Table 2 provides the variable definitions and Table 3 their summary statistics.

To analyze the changes in the estimated parameters according to \( q \), Table 4 details the estimation results for the quantile regression for some representative quantiles \( (q) \) for \( q=0.1, 0.25, 0.5, 0.75, \) and \( 0.9 \), where \( q \) is the \( q \)th quantile. With \( q=0.1 \) and \( 0.25 \), the estimated coefficients for the labor input are not statistically significant. This could imply that the labor input is used to produce less efficient crops or that there is a shortage of capital inputs. In other words, the primary sector includes additional labor as hidden unemployment. Regarding hidden unemployment, Lewis (1954) first suggested its presence in developing economies with unlimited supplies of labor, while Dernburg and Strand (1966) later proposed several ways to conduct

---

**Table 2  Variables**

| Abbreviation | Original variable | Unit         |
|--------------|-------------------|--------------|
| Y_prm        | Production of Primary Sector | 10,000 yuan   |
| Electricity  | Agriculture Electricity Consumed | 10,000 kWh    |
| L_prm        | Employed Persons in Primary Industry | Persons |
| A_sown       | Total Sown Area | 1000 hectares |
| A_fruit      | Planted Area of Fruits | 100 hectares |
| N_livestock  | Number of Livestock | 10,000 head |

---

\[
\log (K_i) = \log (A_{sown_i} + w_1 \cdot A_{fruit_i} + w_2 \cdot N_{livestock_i}),
\]

\[
\log (Y_{prm_i}) = \alpha_0 + \beta_1 \cdot \log (Electricity_i) + \beta_2 \cdot \log (L_{prm_i}) + \beta_3 \cdot \log (A_{sown_i} + w_1 \cdot A_{fruit_i} + w_2 \cdot N_{livestock_i}) + \epsilon_i,
\]

---
empirical research in the area, resulting in the proliferation of studies on hidden unemployment in China. In addition, Minami and Ma (2010) demonstrate that even at the national level, China did not reach Lewis’ turning point as the eliminating level of income for hidden unemployment.

When we fix \( q = 0.50, 0.75, \) and 0.90, the estimated coefficients for electricity are also not statistically significant. This suggests that there is an overuse of electricity in efficient units. All the other estimated coefficients are statistically significant. The estimated weights of composite capital \( (w_1 \) and \( w_2) \) change according to the change in quantile \( (q) \). This suggested differences in utilizing the sown area, the planted area of fruits, and livestock as the capital stock between efficient and inefficient crops.

Only for five quantile levels, namely \( q = 0.1, 0.25, 0.5, 0.75, \) and 0.95, can we not discern any change in the estimated coefficients. Figure 2 depicts all the estimated coefficients and the band of two standard errors \((\pm 2 \times \text{sigma})\) between \( q = 0.005 \) and 0.995, and also estimated using the bootstrap method with 400 replications. This type of figure is also prepared by Dimelis and Louri (2002) and Ito (2004). As shown, most of the coefficients are quite stable and gradually change between \( q = 0.1 \) and 0.9, whereas from \( q = 0.005 \) to 0.1 and from \( q = 0.9 \) to 0.995, there is substantial instability in the regression estimates. For example, the estimated \( \beta_1 \) between \( q = 0.95 \) and 0.995 and \( \beta_2 \) between \( q = 0.005 \) and 0.1 are volatile and their bands of two standard errors relatively wide. Later in Fig. 5, we observe similar instabilities in the estimated parameters between \( q = 0.005 \) and 0.1 and \( q = 0.95 \) and 0.995. This is another practical problem in quantile regression estimation like those discussed in Sect. 2.1. Except for \( \beta_1 \) and \( \beta_2 \) for some quantiles, most of the coefficients are positive and statistically significant. Of course, where the quantiles are either very low or very high, the estimated coefficients can be unstable, because there are relatively few observations with their residuals being negative or positive.

### 5.3 Inefficiency measurement

The broad band of two standard errors and the extreme changes in the level of the estimated coefficients in Fig. 2 implies that we cannot estimate stable regression lines for \( q = 0.995 \) or \( q = 0.99 \) because of the very few observations with their residuals being positive. We consider the estimated production function using quantile regression with \( q = 0.90 \) as the targeted production technology. This empirical

| Variables | Mean     | Standard deviation | Minimum | Maximum |
|-----------|----------|--------------------|---------|---------|
| Y_prm     | 28,902.29| 22,311.85          | 1040    | 93,219  |
| Electricity| 2369.208 | 1733.141           | 166     | 11,131  |
| L_prm     | 1853.563 | 2686.05            | 4       | 20,416  |
| A_sown    | 9.05903  | 7.31381            | 0.09    | 39.1    |
| A_fruit   | 1.369938 | 1.646952           | 0       | 9.223   |
| N_livestock| 5.22056  | 3.81356            | 0.05    | 20.84   |
Table 4  Estimation results by quantile regression

| Quantile | 0.10     | 0.25     | 0.50     | 0.75     | 0.90     |
|----------|----------|----------|----------|----------|----------|
| $\alpha_0$ | 6.09278** (41.364) | 6.29546** (35.141) | 6.45246** (9.614) | 6.66716** (12.472) | 6.25024** (8.424) |
| $\beta_1$ | 0.20220** (4.305) | 0.17312** (4.942) | 0.10413 (1.399) | 0.09125 (1.386) | 0.07814 (1.442) |
| $\beta_2$ | 0.01214 (0.321) | 0.03158 (0.486) | 0.11664** (11.719) | 0.10085** (10.343) | 0.18581** (34.687) |
| $\beta_3$ | 0.81580** (24.315) | 0.79259** (9.011) | 0.79232** (7.437) | 0.84010** (9.317) | 0.80989** (7.022) |
| $w_1$    | 2.43382** (3.277) | 4.82412** (4.413) | 4.23348** (16.387) | 4.53934** (17.352) | 6.54912** (9.845) |
| $w_2$    | 0.20541** (8.351) | 0.20354** (4.814) | 0.10438** (4.360) | 0.21065* (2.682) | 0.20931** (296.403) |
| $H_0$: $\beta_1 + \beta_2 + \beta_3 = 1$ | 0.705 | − 0.225 | 0.311 | 0.943 | 1.323 |
| Mean of residuals | 0.46782 | 0.21299 | − 0.04471 | − 0.23845 | − 0.40180 |
| s.e. of residuals | 0.3707 | 0.3585 | 0.3635 | 0.3672 | 0.3868 |

$t$ values in parentheses and standard errors estimated by bootstrap with 400 replications. $H_0$: $\beta_1 + \beta_2 + \beta_3 = 1$ is $t$-statistic for $H_0$: $\beta_1 + \beta_2 + \beta_3 = 1$

* and ** indicate statistically significant at the 5% and 1% level, respectively
example shows that we cannot estimate stable results for higher quantiles with only 144 observations in this case. The estimated production function is not of a simple Cobb–Douglas form, so we modify Eq. (4) as follows:

\[
\begin{align*}
\log (Y_{\text{prm}}^+) - \log (Y_{\text{prm}}) & \quad : \text{Total inefficiency,} \\
= \left\{ \alpha_0^+ - \alpha_0^{(i)} - \epsilon_i^{(i)} \right\} & \quad : \text{Inefficiency of TFP,} \\
+ \left\{ \beta_1^+ - \beta_1^{(i)} \right\} & \quad : \text{Inefficiency of electricity utilization,} \\
+ \left\{ \beta_2^+ - \beta_2^{(i)} \right\} & \quad : \text{Inefficiency of labor utilization,} \\
+ \beta_3^+ & \quad : \text{Inefficiency of capital utilization.} \\
\end{align*}
\]

\[
\begin{align*}
\log (Y_{\text{prm}}^+) - \log (Y_{\text{prm}}) & \quad : \text{Total inefficiency,} \\
= \left\{ \alpha_0^+ - \alpha_0^{(i)} - \epsilon_i^{(i)} \right\} & \quad : \text{Inefficiency of TFP,} \\
+ \left\{ \beta_1^+ - \beta_1^{(i)} \right\} & \quad : \text{Inefficiency of electricity utilization,} \\
+ \left\{ \beta_2^+ - \beta_2^{(i)} \right\} & \quad : \text{Inefficiency of labor utilization,} \\
+ \beta_3^+ & \quad : \text{Inefficiency of capital utilization.} \\
\end{align*}
\]
Table 5 details the decomposition of the means and variances. By definition, a positive (negative) value is inefficient (efficient). Table 5 shows that the inefficiency of labor utilization dominates the level of total inefficiency, whereas its variation dominates the variation in total inefficiencies. The inefficiency of TFP and electricity utilization improves relative inefficiencies across levels and the latter offsets the variation in total inefficiency. This suggests that the labor input plays an important role in relative total inefficiencies in both level and variation. Note that the decomposition approach differs from Kalirajan et al.’s (1996) decomposition of the changes in TFP for Chinese agricultural growth.

Figure 3 illustrates the distribution of the estimated inefficiencies where the vertical axis represents the number of observations. Because we fixed the targeted production function as $q = 0.9$, most of the estimated total inefficiencies are positive. However, most of the TFP and electricity utilization inefficiencies are negative. These results also show that the inefficiencies in TFP and electricity utilization improve relative inefficiencies in levels and that the latter reduces the variation in total inefficiency. Moreover, the labor and capital utilization inefficiencies are mostly positive, so these two inputs are the primary sources for the inefficiencies in each farm’s production.

5.4 Estimation of production function: CRS case

Wan and Cheng (2001) consider the effects of land fragmentation on the returns-to-scale for several agricultural crops using a translog production function. In this analysis, we first investigate the returns-to-scale for primary sector production. Figure 4 depicts the estimation results for $\beta_1 + \beta_2 + \beta_3$ with a band of two standard errors ($\pm 2 \times \text{sigma}$) to investigate whether the CRS hypothesis holds. As shown, for most quantiles, we cannot reject the CRS hypothesis, that is, $\beta_1 + \beta_2 + \beta_3 = 1$. We also report the test statistics for $q = 0.1, 0.25, 0.50, 0.75, \text{and} 0.9$, for none of which we can reject the null hypothesis. Consequently, after incorporating the assumption of CRS, we estimate the following per capita production function:

| Table 5  Mean and variance decompositions of inefficiencies: $q = 0.90$ |
|-----------------|-----------------|-----------------|-----------------|-----------------|
| Mean decomposition | Variance decomposition |
| Level/ratio | Relative | Level | Relative |
|-----------------|-----------------|-----------------|-----------------|
| TotalInefficiency | 0.4018 | 1.0000 | 0.1500 | 1.0000 |
| InefficiencyofTotalFactorProductivity | $-0.1997$ | $-0.4969$ | $0.0472$ | $0.3145$ |
| InefficiencyofElectricityUtilization | $-0.4483$ | $-1.1157$ | $-0.0973$ | $-0.6489$ |
| InefficiencyofLaborUtilization | $0.9122$ | $2.2701$ | $0.1846$ | $1.2301$ |
| InefficiencyofCapitalUtilization | $0.1375$ | $0.3426$ | $0.0151$ | $0.1008$ |
Table 6 provides the estimation results of the quantile regression for the selected quantiles ($q$): $q = 0.1$, $0.25$, $0.5$, $0.75$, and $0.9$ and the result of the nonlinear least squares (NLS) method. We use this estimation result in Sect. 3.6. All the estimated coefficients are statistically significant at least at the 5% level. The estimated weights of composite capital ($w_1$ and $w_2$) change according to the quantile changes. We also

\[
\log \left( \frac{Y_{\text{prm},i}}{L_{\text{prm},i}} \right) = \alpha_0 + \beta_1 \log \left( \frac{\text{Electricity}_{i}}{L_{\text{prm},i}} \right) \\
+ \beta_3 \log \left\{ \left( A_{\text{sown},i} + w_1 \ast A_{\text{fruit},i} + w_2 \ast N_{\text{livestock},i} \right) / L_{\text{prm},i} \right\} + \epsilon_{i}.
\]  

(14)

Fig. 3 Distribution of total inefficiency and its composition
observe that all the coefficients in Fig. 5 lie within the band of two standard errors of $q=0.005$ and $q=0.995$. Once again, these figures show that all the coefficients are quite stable and only gradually change between $q=0.1$ and $q=0.9$ and most are positive and statistically significant. Of course, in some cases, when the quantiles are very low or very high, the estimated coefficients are also unstable, because there are few observations with negative or positive residuals. For example, the estimated $\beta_3$ between $q=0.005$ and 0.1 and $\beta_3$ between $q=0.95$ and 0.995.

5.5 Inefficiency measurement: CRS case

We also consider the estimated production function obtained by quantile regression with $q=0.90$ as the target production technology. As before, the estimated production function is not of a simple Cobb–Douglas form, so we modify Eq. (6) to decompose the total labor productivity inefficiencies as follows:

$$\log \left( \frac{Y_{\text{prim}}}{L_{\text{prim}}} \right) - \log \left( \frac{Y_{\text{prim}}}{L_{\text{prim}}} \right) : \text{Total labor productivity inefficiency,}$$

$$= \left\{ a_o - a_o^{(i)} - \epsilon^{(i)} \right\} : \text{Inefficiency of TFP,}$$

$$+ \left\{ \beta_1^{(i)} - \beta_1^{(i)} \right\} \ast \log \left( \frac{\text{Electricity}}{L_{\text{prim}}} \right) : \text{Inefficiency of electricity utilization,}$$

$$+ \left\{ \beta_2^{(i)} + \log \left( \frac{A_{\text{sown}} + w_1^{(i)} \ast A_{\text{fruit}} + w_2^{(i)} \ast N_{\text{livelock}}} {L_{\text{prim}}} \right) \right\} : \text{Inefficiency of capital equipment utilization.}$$

Table 7 provides the mean and variance decompositions. As shown, the inefficiency of TFP dominates the level of total labor productivity inefficiency, and inefficiency in capital equipment utilization negatively affects the mean decomposition.
| Quantile | 0.10             | 0.25             | 0.50             | 0.75             | 0.90             | NLS             |
|----------|------------------|------------------|------------------|------------------|------------------|------------------|
| $\sigma_0$ | 6.13805** (137.608) | 6.41560** (9.316) | 6.54115** (21.630) | 6.74897** (13.887) | 6.95643** (21.828) | 6.54115** (367.739) |
| $\beta_1$  | 0.20003** (6.462)  | 0.18055** (27.651) | 0.11384** (6.236)  | 0.09548** (17.781) | 0.07386** (3.482)  | 0.113848** (34.562) |
| $\beta_3$  | 0.77347** (144.480) | 0.81911** (6.509)  | 0.790146** (10.280) | 0.81114** (7.460)  | 0.82859** (12.283) | 0.790146** (248.294) |
| $w_1$      | 2.19843** (3.280)  | 4.59903** (3.263)  | 4.19853** (6.798)  | 4.61424** (26.364) | 5.55921** (6.374)  | 4.19853** (50.892)  |
| $w_2$      | 0.17579** (4.738)  | 0.21155** (16.478) | 0.104609* (2.294)  | 0.21472* (1.998)  | 0.181317** (5.677) | 0.104609** (40.437) |
| Mean of residuals | 0.46083             | 0.22070             | −0.035376             | −0.22479             | −0.40206             | 0.000             |
| s.e. of residuals | 0.3748             | 0.3585             | 0.3618             | 0.3687             | 0.3826             | 0.369372             |

$t$ values in parentheses and standard errors estimated by bootstrap with 400 replications

*NLS* nonlinear least squares

* and ** indicate statistically significant at the 5% and 1% level, respectively
Table 7  Mean and variance decompositions of inefficiencies: CRS and $q=0.90$

|                         | Mean decomposition | Variance decomposition |
|-------------------------|-------------------|-----------------------|
|                         | Level/ratio       | Relative              | Level      | Relative  |
| Total Labor Productivity| 0.4022            | 1.0000                | 0.1459     | 1.0000    |
| Inefficiency of Total   | 0.5223            | 1.298                 | 0.0684     | 0.4688    |
| Factor Productivity     |                   |                       |            |           |
| Inefficiency of Energy  | 0.0543            | 0.1352                | 0.0306     | 0.2099    |
| Utilization             |                   |                       |            |           |
| Inefficiency of         | − 0.1747          | − 0.4343              | 0.0470     | 0.3225    |
| Capital Equipment       |                   |                       |            |           |
| Utilization             |                   |                       |            |           |

Fig. 5  Estimated coefficient for each quantile with CRS restriction
There is no dominant part in the variance decompositions. These results imply that the capital equipment levels of most farms are below their optimal level. Figure 6 plots the distributions of the estimated inefficiencies where the vertical axis details the number of observations. Because we fixed the target production function at $q=0.9$, most of the estimated total labor productivity inefficiencies are also positive. However, many of the utilization inefficiencies for capital equipment are negative. These results also show that the level of capital equipment for most farms is lower than its optimal level. When we consider the inefficiencies in labor productivity, these two types of decomposition suggest that the inefficiencies of TFP play a major role.

5.6 Empirical comparison of estimated inefficiency with COLS and DEA

The proposed method provides several advantages. One is that it provides input utilization inefficiencies, and we can use these to calculate the contribution of the inefficiencies using mean and variance decompositions. However, the characteristics of the calculated inefficiencies should be investigated. It is especially important to show whether the proposed method provides measures like previously proposed methods. To address this, we compare two different types of efficiency measurement: COLS and DEA. For the COLS, because Eq. (13) is nonlinear, it is not easy to use simple COLS. Instead, we estimate Eq. (13) using nonlinear least squares and

![Fig. 6 Distribution of total inefficiency and its composition with CRS restriction](image_url)
use the estimated residuals to obtain the efficiencies by COLS. Further details are presented in the Appendix.

As for DEA, using the estimated coefficients from nonlinear least squares in Table 6, we construct

\[ K_{i/L_{prm}} = \left( A_{sown_i} + 4.19853 \times A_{fruit_i} + 0.104609 \times N_{livestock_i} \right) / L_{prm_i}. \]

Because the logarithmically transformed variables sometimes take negative values, we employ level data for DEA. We set two input variables and one-output variable

Inputs: Electricity \( L_{prm_i} \) and \( K_{i/L_{prm_i}} \),

Output: \( Y_{prm_i} / L_{prm_i} \),

and estimate the efficiencies using the Charnes–Cooper–Rhodes (CCR) and Banker–Charnes–Cooper (BCC) models, with further details in the Appendix.

To compare our proposed method to these other methods in Sect. 4.1, we adopt the estimated optimal \( q (q_{(i)}) \) estimated using CRS for each observation as the inefficiency measure. Table 8 provides the correlation coefficients between \( q_{(i)} \) and the estimated inefficiencies from COLS, BCC, and CCR. Figure 7 illustrates the correlation using scatter diagrams. Together, Table 8 and Fig. 7 suggest a positive correlation between \( q_{(i)} \) and the estimated COLS, BCC, and CCR efficiencies, with the correlation with COLS efficiency being the highest (0.90), followed by CCR (0.82), and then BCC (0.68). These results are plausible, because the COLS efficiencies are estimated using the same functional form as the proposed method and inefficiencies calculated by DEA are calculated with level data, while

|       | QR     | COLS   | BCC    |
|-------|--------|--------|--------|
| COLS  | 0.909728 |        |        |
| BCC   | 0.681119 | 0.676087 |        |
| CCR   | 0.827252 | 0.881343 | 0.812125 |

Fig. 7 Correlation with efficiencies estimated by COLS, BCC, and CCR
the proposed method and COLS’s efficiencies are calculated with logarithmically transformed data, and the CCR model employs more flexible assumptions than the BCC model. These results imply that the proposed method leads to similar results to these other approaches. However, the correlation coefficients are not close to one, so the proposed method also has some unique or original character that the other methods appear unable to capture. For example, we compare the ten best and ten worst farms from our method with those from the COLS, BCC, and CCR approaches. As shown in Table 9, Farms 128 and 129 in Division 7 are efficient farms according to our quantile regression, but not according to the other methods (i.e., not included among the best ten). In contrast, with the worst ten farms by quantile regression, several are also efficient according to the COLS, BCC, and CCR models.

| No  | Division | Farm name       | QR score | COLS | BCC | CCR |
|-----|----------|-----------------|----------|------|-----|-----|
| **Best 10** |          |                 |          |      |     |     |
| 1   | 14       | Division 1 Farm 16 | 0.995    | *    | *   | *   |
| 2   | 128      | Division 12 May 1st Farm | 0.985    | *    | *   | *   |
| 3   | 1        | Division 1 Farm 1   | 0.975    | *    | *   | *   |
| 4   | 90       | Division 7 Farm 128 | 0.975    |      |     |     |
| 5   | 103      | Division 8 Shihezi Farm | 0.96     |      | *   |     |
| 6   | 9        | Division 1 Farm 10  | 0.95     | *    | *   | *   |
| 7   | 91       | Division 7 Farm 129 | 0.95     |      |     |     |
| 8   | 50       | Division 4 Farm 68  | 0.94     | *    | *   | *   |
| 9   | 78       | Division 6 Junhu Farm | 0.94     | *    | *   | *   |
| 10  | 3        | Division 1 Farm 3   | 0.935    | *    | *   | *   |
| **Worst 10** |        |                 |          |      |     |     |
| 135 | 40       | Division 3 Dongfen Farm | 0.065    | *    | *   | *   |
| 136 | 26       | Division 2 Farm 223 | 0.045    | *    |     | *   |
| 137 | 64       | Division 5 Farm 84  | 0.045    |      |     | *   |
| 138 | 76       | Division 6 Fang Caohu Farm | 0.045    |      |     | *   |
| 139 | 96       | Division 8 Farm 133 | 0.045    |      | *   | *   |
| 140 | 105      | Division 8 Farm 148 | 0.045    |      |     | *   |
| 141 | 27       | Division 2 Farm 37  | 0.005    | *    |     | *   |
| 142 | 70       | Division 5 Farm 91  | 0.005    | *    | *   | *   |
| 143 | 84       | Division 6 Bei Tashan Farm | 0.005    |      |     | *   |
| 144 | 113      | Division 9 Farm 166 | 0.005    |      |     | *   |

Ten best and ten worst farms indicated by * except for BCC where 18 farms have an efficiency of one (perfectly efficient)
6 Conclusion

In this paper, we propose a method to measure the production inefficiency of each production unit compared with the target efficient technology by estimating a target production function and each production unit’s production function using quantile regression. We also propose two types of decomposition methods for the estimated inefficiency: mean and variance decompositions. We apply this method to measure the inefficiencies of primary sector production in the XPCC after constructing capital stock using the sown area and other inputs. We estimate a Cobb–Douglas production function and its CRS version.

We identify two advantages of the proposed inefficiency measure. One theoretical advantage is that we can decompose each unit’s inefficiency into several parts corresponding to Eqs. (3) or (6). Another theoretical advantage is that we can provide the relative influence of the decomposed parts of the inefficiencies measured using mean and variance decomposition. As for the empirical advantages, we find that the labor inputs and capital equipment rates are large and low in most farms, because the calculated mean decomposition exhibits positive and negative contributions to the total and total labor productivity inefficiencies, respectively. These findings also imply that the proposed method for measuring relative inefficiencies and their mean and variance decompositions provide useful information when analyzing productivities over production units, even when we use only cross-sectional observations. Additionally, where \( q = 0.1 \) and 0.25, the estimated coefficients for the labor input in Eq. (12) are not statistically significant. This could imply that the primary sector includes additional labor as hidden unemployment in the production of less efficient crops. Taken together, these suggest several policy implications. Nonprofit production units, like those in the XPCC’s primary sector, sometimes employ inefficient technologies. Our proposed measure sheds light on which inputs or TFP accounts for these inefficiencies. We can then utilize the results for the improvement of each unit’s inefficiencies and identify the sources of inefficiencies among the group of units through mean and variance decomposition.

Finally, we note some remaining problems. The first concerns the selection of the target production’s quantile level. Wang et al. (2008) propose efficient production as a quantile regression where \( q = 0.99 \) and apply it to more than 3000 observations. As we have only 144 observations available, we fix \( q \) at 0.9, but should consider further how to select the appropriate quantile for small sample sizes. The second concerns the possible extension of this work to cost functions. In our analysis, we estimate a production function, because we were unable to obtain price data. As many previous studies use cost functions, we should extend our analysis to the cost function case. However, we would need to first conceptualize the economic meaning of the mean and variance decompositions. Finally, we emphasize that we need to accumulate additional empirical research to demonstrate the advantages of our proposed method in different contexts.
Appendix Efficiency measurement by COLS and DEA

COLS and its extension

Using OLS estimation

\[ y_i = X_i' \hat{\beta} + \hat{\epsilon}_i, \quad i = 1, 2, 3, \ldots, N, \]

where \( \hat{\beta} \) is estimated coefficients and \( \hat{\epsilon}_i \)'s are residuals. Winsten (1957) proposes a method to estimate the efficiency of the production for \( i \)th production units as follows:

\[ \text{Effi}_i = \hat{\epsilon}_i - \text{Max}(\hat{\epsilon}_i''), \quad i = 1, 2, 3, \ldots, N, \]

where \( \text{Max}(\hat{\epsilon}_i'') \) is the maximum of the residuals for \( i = 1, 2, 3, \ldots, N \). Based on the estimation result by least squares, this method considers the \( i \)th observation leading to maximum residuals as the most productive unit. Then, the most productive unit has its efficiency measure equal zero and other units have negative efficiency measures.

CCR and BCC model of DEA

The two most popular DEA models are the CCR and the BCC. The CCR model, after Charnes et al. (1978), is a flexible measurement approach to relative efficiency given the assumption of CRS. Assume that there are \( K \) inputs and \( M \) outputs for a sample of \( N \) DMU. The total input vector is \( X = K \times N \) and the total output vector is \( Y = M \times N \), comprising the whole dataset. The column vectors for a specific production unit, such as the \( i \)th farm, are represented as \( x_i \) for the input vector and \( y_i \) for the output vector. The CCR model considers the following optimization problem:

\[ \min \theta_{\text{CCR}}, \]

subject to

\[ \theta_{\text{CCR}} x_i - X \lambda \geq 0, \]
\[ y_i - Y \lambda \leq 0, \]
\[ \lambda \geq 0, \]

where \( \theta_{\text{CCR}} \) is the minimization task as the objective function, and which represents the total efficiency rating of the DMUs. \( \lambda \) represents the \( N \times 1 \) nonnegative vector. The overall efficiency scores are obtained as \( \theta \) with respect to \( \lambda \) and \( \theta \) only operates relative to the inputs in the constraint. We need to solve this problem for each DMU \( N \) times. The model minimizes input consumption by keeping output constant, which is the dual problem commonly conducted rather than the primary problem of maximizing output.

The alternative BCC model, after Banker et al. (1984) and Banker (1984), extends the CCR model to one including the assumption of variable returns-to-scale (VRS). As a result, the BCC model can address the situation where we can improve...
efficiency through varying scale instead of the assumption of the CCR model where scale is fixed. The BCC model is as follows:

\[
\begin{align*}
\min & \quad \theta_{\text{BCC}} \\
\text{subject to} & \quad \theta_{\text{BCC}} x_i - X \lambda \geq 0, \\
& \quad y_i - Y \lambda \leq 0, \\
& \quad e' \lambda = 1, \lambda \geq 0.
\end{align*}
\]

As shown in the BCC model, the only difference is that an additional constraint, \( e' \lambda = 1 \), is added to the CCR model, where \( e' \) is an \( N \times 1 \) vector of ones. Using one-input (\( K = 1 \)) and one-output (\( M = 1 \)) case with \( N \) decision units, we can simply illustrate its efficiency measurements. Figure 8 plots the efficiency measures obtained using the CCR and BCC models. As shown, the frontier is calculated as a straight line using the CCR model and a polygon using the BCC model. Some decision units located on their calculated frontiers are efficient DMUs, for which \( \theta_{\text{CCR},i} \) or \( \theta_{\text{BCC},i} \) for corresponding DMUs equal one. Other efficiency measures, for example “Unit \( i \),” are calculated as

\[
\theta_{\text{CCR},i} = \frac{AB}{AC} \quad \text{in CCR model in panel (A)}
\]

and

\[
\theta_{\text{BCC},i} = \frac{AB^*}{AC} \quad \text{in BCC model in panel (B)}.
\]
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