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Abstract

Recently, the research on ad-hoc microphone arrays with deep learning has drawn much attention, especially in speech enhancement and separation. Because an ad-hoc microphone array may cover such a large area that multiple speakers may locate far apart and talk independently, target-dependent speech separation, which aims to extract a target speaker from a mixed speech, is important for extracting and tracing a specific speaker in the ad-hoc array. However, this technique has not been explored yet. In this paper, we propose deep ad-hoc beamforming based on speaker extraction, which is to our knowledge the first work for target-dependent speech separation based on ad-hoc microphone arrays and deep learning. The algorithm contains three components. First, we propose a supervised channel selection framework based on speaker extraction, where the estimated utterance-level SNRs of the target speech are used as the basis for the channel selection. Second, we apply the selected channels to a deep learning based MVDR algorithm, where a single-channel speaker extraction algorithm is applied to each selected channel for estimating the mask of the target speech. We conducted an extensive experiment on a WSJ0-adhoc corpus. Experimental results demonstrate the effectiveness of the proposed method.
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1 Introduction

Speech separation, also known as cocktail party problem, aims to separate target speech from interference background [1]. It is often used as the front end of speech recognition for improving the accuracy of human-machine interaction. Conventional speech separation technologies include computational auditory scene analysis [2], non-negative matrix factorization [3, 4], HMM-GMM [5, 6], and minimum mean square error [7]. Recently, deep learning based speech separation becomes a new trend [8, 9, 10, 11, 12, 13], which is the focus of this paper. According to whether speakers’ information is known as a prior, deep-learning-based speech separation techniques can be divided into three categories, which are speaker-dependent [14], target-dependent, and speaker-independent speech separation. Speaker-dependent speech separation needs to known the prior information of all speakers, which limits its practical applications. Nowadays, the research on speech separation is mostly speaker-independent and target-dependent.

Speaker-independent speech separation based on deep learning faces the speaker permutation ambiguity problem. In order to solve this problem, two techniques have been proposed. The first one is deep clustering [15, 16, 17]. It projects each time-frequency unit to a higher-dimensional embedding vector by a deep network, and conducts clustering on the embedding vectors for speech separation. The second technique is permutation invariant training [18, 19, 20]. For each training mixture, it picks the permutation of the speakers that has the minimum training error among all possible permutations to train the network.

Target-dependent speech separation based on deep learning aims to extract target speech from a mixture given some prior knowledge on the target speaker. The earliest speech separation method takes the target speaker as the training target [21]. It has to train
a model for each target speaker, which limits its practical use. To prevent training a model for each target speaker, speaker extraction further takes speaker codes extracted from a speaker recognition system as part of the network input [22, 23, 24, 25, 26, 27, 28]. Some representative speaker extraction methods are as follows. [29] applies a context adaptive deep neural network to extract the target speaker through a speaker adaptation layer. It takes the estimated mask and ideal binary mask as the training objective. [23] proposed a temporal spectrum approximation loss to estimate a phase sensitive mask for the target speaker. [30] generalized the end-to-end speaker-independent speech separation [31] to the end-to-end speaker extraction.

The aforementioned methods are all single-channel methods. Although they work well in clean scenarios, their performance degrades significantly in reverberant scenarios. To improve the performance of speech separation in reverberant scenarios, many multichannel methods were proposed, which has the following two major forms. The first form combines spatial features that are extracted from microphone arrays, such as interaural time difference and interaural level difference, with spectral features as the input of single-channel speech separation networks [32, 33, 34, 35]. The second form uses a deep network to predict a mask for each speaker at each channel, and then conducts beamforming for each speaker [36]. For brevity, we call this method deep beamforming. Some methods combined the above two forms for boosting their advantages together in reverberant scenarios, e.g. [37].

The aforementioned multichannel methods are only studied with traditional fixed arrays, such as linear arrays or spherical arrays. However, for far-field speech separation problems with high reverberation, they suffer significant performance degradation. How to maintain the estimated speech at the same high quality throughout an interested physical space is of broad interests. Ad-hoc microphone array, which is a group of randomly distributed microphones collaborating with each other, is a solution to the problem. Figure 1 gives a comparison example where a target speaker extraction problem with a fixed array is on the left and that with an ad-hoc microphone array on the right. From the figure, we see that, compared with the fixed array that is far from the target speaker, the ad-hoc microphone array has several apparent advantages. First, an ad-hoc microphone array may put a number of microphones around the target speaker, which significantly reduced the probability of far-field speech processing. By channel selection, it might be able to form a local microphone array around the target speaker. At last, it may be able to incorporate application devices of various physical sizes.

In literature, ad-hoc microphone arrays have consistently been an important research topic [38, 39, 40, 41]. However, they face many practical problems due to the lack of important priors. Recently, [42] addresses the difficulties of ad-hoc microphone arrays, such as lack of priors and insufficient estimation of variables, by deep learning for the first time. The proposed method, named deep ad-hoc beamforming (DAB), was originally designed for speech enhancement only, which predicts segment-level signal-to-noise-ratio (SNR) by deep neural networks for supervised channel selection. Later on, some speech separation methods based on ad-hoc microphone arrays were proposed. [43] proposed a transform-average-concatenate strategy for a filter-and-sum network [44] to realize the channel reweighting/selection ability for ad-hoc microphone arrays. Because ad-hoc microphone arrays lack the prior of the number and spatial distribution of microphones, [45] proposed a network architecture by interleaving inter-channel processing layers and temporal processing layers to leverage information across time and space alternately.

However, existing deep learning based speech separation with ad-hoc microphone arrays are all speaker-independent. To our knowledge, target-dependent speech separation with ad-hoc microphone arrays are far from explored yet. In many applications, extracting and tracking target speech is of more interests than separating a mixture into its components. This is particularly the case for ad-hoc microphone arrays, where several speakers may locate far apart and talk independently.

In this paper, we propose a target-dependent speech separation algorithm with ad-hoc microphone arrays, named DAB based on speaker extraction (DABse). Our algorithm consists of three components: first, we propose a supervised channel selection based on speaker extraction, which applies bi-directional long short-term memory (BLSTM) networks to estimate the utterance-level SNR of the target speaker. Then, we employ the heuristic channel selection algorithms in [42] to pick the channels with high SNRs. We further apply a single-channel speaker extraction algorithm to the selected channels for the mask estimation problem of the target speech. At last, we use the estimated masks to derive a beamformer for the target speaker, such as minimum variance distortionless response (MVDR) [46]. Experimental results on a WSJ0-adhoc corpus show that the proposed DABse performs well in reverberant environments.

The rest of the paper is organized as follows. We introduce the signal model of the speaker extraction problem with ad-hoc microphone arrays in Section 2. Then, we present the deep ad-hoc beamforming system
based on speaker extraction in Section 3. In Section 4, we present the experimental results. Finally, we conclude this study in Section 5.

2 Signal model

In this section, we build the signal model for target-dependent speech separation based on ad-hoc microphone arrays. Suppose that a room contains a target speaker, an interference speaker, and an ad-hoc array of $W$ microphones. Then, the mixed speech signal received by any single microphone of the ad-hoc array can be represented as:

$$y(t) = x_a(t) + x_i(t) + h(t)$$  (1)

where $x_a(t)$ and $x_i(t)$ are the direct speech of the target speaker and interference speaker at time $t$, and $h(t)$ is the early and late reverberation of the speech source signal.

We perform the short-time Fourier transform (STFT) to the signal (1), which results in:

$$Y(t, f) = X_a(t, f) + X_i(t, f) + H(t, f)$$  (2)

where $X_a(t, f)$ and $X_i(t, f)$ are the time-frequency units of the direct speech of the target speaker and interference speaker at time $t$ and frequency $f$ respectively, $H(t, f)$ is the time-frequency unit of the early and late reverberation. We can further define the direct speech as follows:

$$X_a(t, f) = c_a(f)S_a(t, f)$$  (3)

$$X_i(t, f) = c_i(f)S_i(t, f)$$  (4)

where $S_a(t, f)$ and $S_i(t, f)$ are the spectra of the target and interference speech at the source locations, and $c_a(f)$ and $c_i(f)$, which are complex numbers, are the time-invariant acoustic transfer functions from the speech sources to the microphone of the array.

3 Deep ad-hoc beamforming based on speaker extraction

Figure 2 describes DABse. It first picks eligible channels from ad-hoc microphone arrays by a supervised...
channel selection algorithm based on speaker extraction for a target speaker. Then, it conducts deep-learning-based MVDR on the selected channels, where a separate single-channel speaker extraction network is used to estimate the mask of the target speaker.

3.1 Supervised channel selection based on speaker extraction

The main idea of the supervised channel selection based on speaker extraction is to select the channels with high SNR of the target speaker. The module contains two parts: a channel-weight estimation network, and a channel selection algorithm.

3.1.1 Channel-weight estimation network

The channel-weight estimation network aims to estimate the quality of the target speech for each channel. To make the channel-weight estimation network independent to the topology of ad-hoc microphone arrays, it needs to be trained in a single-channel fashion which is then applied to each channel separately in the test stage. Here we use a speaker extraction network to estimate the quality of the target speech, where an auxiliary network is to extract the identity feature of the target speaker. Figure 3 shows the architecture of the channel-weight estimation network.

First of all, we need to define a training target. Many objective evaluation metrics are suitable to be used as the training target for evaluating the speech quality. As the first work of the target-dependent speech separation based on DAB, we take the simplest training target—a variant of SNR:

$$\text{SNR}^u = \frac{\sum_t |x_a(t)|}{\sum_t |x_a(t)| + \sum_t |x_i(t)|}$$  \hspace{1cm} (5)

We name the variant of the SNR as the utterance-level SNR (SNR$^u$).

The network structure contains an auxiliary network and a main network. Suppose each target speaker has an auxiliary speech that is collected independently from the mixed speech $y(t)$. The auxiliary network takes the magnitude spectrum of the auxiliary speech $|A|$ as its input for extracting the identity embedding feature of the target speaker. It uses a BLSTM network to extract frame-level features from $|A|$, and then uses a pooling layer to transform the frame-level features into an utterance-level embedding vector $v$.

The main network contains a frame-level network, a pooling layer, and an utterance-level network from bottom-up. The frame-level network first transforms $|Y|$ to frame-level features, denoted as $[z_1, \ldots, z_b, \ldots, z_B]$, then concatenates each frame-level feature $z_b$ with $v$, and finally extracts a target-dependent frame-level feature from $[z^T_b, v^T]^T$, where $B$ represents the number of frames of the magnitude spectrum $|Y|$. The pooling layer extracts a target-dependent utterance-level embedding from the target-dependent frame-level features. The utterance-level network is a regression network. It takes the utterance-level embedding as the input for predicting SNR$^u$ of $y(t)$. It minimizes the mean-squared error:

$$J_1 = ||q - \text{SNR}^u||^2$$  \hspace{1cm} (6)

where $q$ is an estimate of SNR$^u$ (denoted as $\hat{\text{SNR}}^u$ in Figure 3), which will be used as the channel weight for the channel-selection algorithm in the test stage.

The main network and auxiliary network are jointly trained by back-propagation. Both networks use mean

![Figure 3 Diagram of the channel-weight estimation network.](image-url)
pooling as the pooling layer, which averages the frame-level features along the time axis for the utterance-level embeddings.

### 3.1.2 Channel selection algorithms

The channel-selection algorithms in this section are used in the test stage only. Applying the channel-weight estimation network to each channel respectively gets a channel-weight vector \( q = [q_1, q_2, ..., q_W]^T \). A channel-selection algorithm takes \( q \) as input, and outputs a channel-mask vector \( p = [p_1, p_2, ..., p_W]^T \). Some channel-selection algorithms are described as follows.

- **Selecting one-best channel (1-best)**
  This algorithm selects the channel with the highest speech quality among the \( W \) channels:

  \[
  p_j = \begin{cases} 
  1, & \text{if } q_j = \max_{1 \leq n \leq W} q_n, \forall j = 1, ... W \\
  0, & \text{otherwise} 
  \end{cases}
  \]

  After the 1-best channel selection, a nonlinear single-channel speaker extraction algorithm will be applied.

- **Selecting \( N \)-best channel with predefined number (fixed-N-best)**
  If the speakers are in a large room, and if the microphones are sufficiently dispersed, then selecting a number of microphones around the target speaker may yield better performance than using all microphones. This channel selection algorithm first sorts \( \{q_1, q_2, ..., q_W\} \) in descent order, denoted as \( q_1' \geq q_2' \geq ... \geq q_W' \), and then picks the first \( N \) channels with the highest \( q \):

  \[
  p_j = \begin{cases} 
  1, & \text{if } q_j \in \{q_1', q_2', ..., q_N'\}, \forall j = 1, ... W \\
  0, & \text{otherwise} 
  \end{cases}
  \]

  where \( N \leq W \).

- **Selecting \( N \)-best channel where number is predetermined on-the-fly (auto-N-best)**
  This algorithm provides a method to determine \( N \) automatically. It first picks the 1-best channel by \( q_* = \max_{1 \leq n \leq W} q_n \), and then calculates \( p_j \) by:

  \[
  p_j = \begin{cases} 
  1, & \text{if } \frac{q_j}{q_*} \frac{1 - q_*}{1 - q_j} > \gamma, \forall j = 1, ... W \\
  0, & \text{otherwise} 
  \end{cases}
  \]

  where \( \gamma \in [0, 1] \) is a tunable hyperparameter.

- **Selecting soft \( N \)-best channel (soft-N-best)**
  Different from the auto-N-best algorithm, this algorithm re-weights the selected channels according to the quality of the target speech:

  \[
  p_j = \begin{cases} 
  q_j, & \text{if } \frac{q_j}{q_*} \frac{1 - q_*}{1 - q_j} > \gamma, \forall j = 1, ... W \\
  0, & \text{otherwise} 
  \end{cases}
  \]

### 3.2 Single-channel speaker extraction

The system diagram of the single-channel speaker extraction is shown in Figure 4. Given some auxiliary information of the target speech, It estimates a ratio mask for the target speech. Then, the estimated magnitude spectrum of the target speaker is obtained by applying the ratio mask to the mixed speech as follows:

\[
|\hat{X}_a(t, f)| = \hat{M}_a(t, f)|Y(t, f)|
\]

where \( |\hat{X}_a(t, f)| \) is the estimated magnitude of the target speech, \( \hat{M}_a(t, f) \) is an estimated phase sensitive mask of the target speech.

The single-channel speaker extraction encodes the auxiliary information of the target speaker into an embedding in the same way as that in the channel-weight estimation network. The network uses the magnitude and temporal spectrum approximation loss [23]:

\[
J_2 = \frac{1}{T} \sum \left( \|\hat{X}_a(t, f)| - |X(t, f)| \cos(\theta_y(t, f) - \theta_x(t, f))\|_F^2 \\
+ w_d \|f_d(\hat{X}_a(t, f) - X(t, f))\|_F^2 \\
+ w_c \|f_c(\hat{X}_a(t, f) - X(t, f))\|_F^2 \right)
\]

where \( \theta_d(t, f) \) and \( \theta_x(t, f) \) are the phases of the spectrum of the mixed speech and target direct speech, \( w_d \) and \( w_c \) are the weights, and \( f_d(\cdot) \) and \( f_c(\cdot) \) are two functions for calculating the increment and acceleration respectively [47]. The loss function not only integrates the merit of the phase-sensitive mask [48] and signal approximation [49], but also captures the dynamic information, i.e. the increment and acceleration, of the target speech.

### 3.3 Beamforming algorithm

As shown in Figure 5, the deep learning based MVDR [46] is used to integrate the selected channels for the target speech. It uses the single-channel speaker extraction in Section 3.2 to generate an estimation of the interference speaker in each channel, and then uses the estimations to learn linear filters \( w_n \) from MVDR,
and finally uses the linear filters to produce the target speech by:

\[ \hat{X}_a(t, f) = w_a^H(f)Y(t, f) \]  \hspace{1cm} (13)

where the symbol $^H$ is the conjugate transpose operator, and $\hat{X}_a(t, f)$ is the estimated target speech.

The filter is derived by:

\[ w_a(f) = \frac{\hat{\Phi}_{ii}^{-1}(f)\hat{c}_a(f)}{\hat{c}_a^H(f)\hat{\Phi}_{ii}^{-1}(f)\hat{c}_a(f)} \]  \hspace{1cm} (14)

where $\hat{\Phi}_{ii}(f)$ is an estimate of the spatial covariance matrix of the interference speaker, and $\hat{c}_a(f)$ is the first principal component of $\hat{\Phi}_{ii}(f)$:

\[ \hat{\Phi}_{ii}(f) = \frac{1}{\sum_t \eta_a(t, f)} \sum_t \varepsilon_a(t, f)Y(t, f)Y(t, f)^H \]  \hspace{1cm} (15)

\[ \hat{c}_a(f) = \text{principal}(\hat{\Phi}_{ii}(f)) \]  \hspace{1cm} (16)

where $\varepsilon_a(t, f)$ is defined as the product of the estimated masks of the interference speaker obtained by the single-channel speaker extraction algorithm.

\[ \eta_a(t, f) = \prod_{i=1}^W \hat{M}_a(t, f) \]  \hspace{1cm} (17)

Finally, we can get the estimated target speech $\hat{x}_a(t)$ by inverse-STFT:

\[ \hat{x}_a(t) = \text{iSTFT}(\hat{X}_a(t, f)) \]  \hspace{1cm} (18)

4 Experiments

In this section, we present the datasets, experimental settings, and results in Sections 4.1, 4.2, and 4.3, respectively.

4.1 Datasets

We focused on the two speaker speech separation problem, in which one speaker was regarded as a target
speaker. For each mixture, we randomly generated 16 microphones in a randomly generated room that is 5 to 15 meters long, 5 to 25 meters wide, and 1 to 2.5 meters high. Microphones and speech sources were placed randomly in the room. Each speaker is at least 0.2 meter away from the walls, and 0.3 meter from the microphones. We created room impulse responses (RIRs) using the method in [50]. We convolved the clean speech signals with the RIRs and added the reverberant signals from both sources to produce the mixes speech. The reverberant condition T60 was generated from a Gaussian distribution with a mean value of 0.25 second and a variance of 0.1 second. The largest T60 was limited to 0.8 second. To evaluate the effect of the number of microphones on performance, we repeated the above process except that the number of microphones was set to 8.

We generated a WSJ0-adhoc corpus from the WSJ0 corpus [51] at a sampling rate of 8 kHz in the aforementioned environment for 16 and 8 microphones respectively. The mixed speech in the WSJ0-adhoc corpus contains the same content as that in the WSJ0-2mix corpus [23]. Specifically, the original corpus 'si_tr_s', composed of 50 male and 51 female speakers, was randomly mixed to generate the training set (20000 utterances) and validation set (5000 utterances) of WSJ0-2mix at various SNR uniformly chosen between 0 dB and 5 dB. Similarly, the original data sets 'si_dt_05' and 'si_ct_05', composed of 10 male and 8 female speakers, were randomly mixed to generate the test set (3000 utterances). Because the speakers of the test set were different from those of the training set and validation set, our experimental scenario was regarded as open condition evaluation.

For the mixed speech of two speakers, we set the first speaker as the target speaker, and the second speaker as the interference speaker. The utterance of the target speaker was regarded as the reference speech. At the same time, we randomly selected a different utterance of the same target speaker from WSJ0 corpus as the auxiliary information of the target speaker. To study the effect of different gender combinations on performance, we grouped the test set into 'Female + Female' (F+F), 'Female + Male' (F+M), 'Male + Male' (M+M) for evaluation.

The parameters of the channel-weight estimation network were set as follows. (i) For the auxiliary network, the BLSTM network contains 256 nodes in both the forward and backward directions. The feed-forward hidden layers contain a nonlinear layer of 256 rectified linear units (ReLU) and a linear layer of 30 nodes. Mean pooling is used as the pooling layer. Finally, we obtained a 30-dimensional embedding vector from the auxiliary utterance of the target speaker. (ii) For the main network, the magnitude feature of a mixture was used as the input of a BLSTM of 512 nodes in both directions. The activations of each frame were repeatedly concatenated with the target speaker embedding from the auxiliary network. The concatenated feature was used as the input of another BLSTM of 512 nodes. A hidden layer with 512 ReLUs was built upon the BLSTM, followed by a mean pooling layer. Finally, a hidden layer with 256 ReLUs was built upon the mean pooling layer. The output layer was a 1-dimensional sigmoid function for predicting SNR^n of the target speaker.

The learning rate was initialized by 0.0005 and scaled down by 0.7 when the training loss increased on the development set. The minibatch size was set to 32. The network was trained with at least 30 epochs and at most 60 epochs. Early stop was applied when the relative loss reduction between two successive epochs was lower than 0.01. The Adam algorithm was used to optimize the network.

The parameters of the single-channel speaker extraction network were similar with those of the channel-weight estimation network, except that the output layer contains 129 units for predicting the ratio mask.

We denote DABse with a specific channel-selection algorithm as 'DABse+channel-selection', which results in the following four methods.

- DABse+1-best.
- DABse+fixed-N-best. We set N at √M.
- DABse+auto-N-best. We set γ at 0.5.
- DABse+soft-N-best. We set γ at 0.5.

Note that 'DABse+1-best' is a nonlinear speech separation method while the others are linear methods.

4.2.2 Baselines

We compared DABse with two extreme DABse variants:

- Selecting one-random channel (single-channel)
  We randomly select a channel from the W channels, and then conduct single-channel speaker extraction. This extreme case does not refer to channel selection, and is therefore irrelevant to the number of channels.
Table 1 Comparison results of DABse with 16 microphones per ad-hoc microphone array and two baselines, where the average T60 of all environments is 0.25s.

| Comparison method | Beamforming method | Gender | SDR(dB) | PESQ | STOI |
|-------------------|-------------------|--------|--------|------|------|
| Single-channel    | -                 | M+M    | 2.84   | 1.91 | 0.71 |
|                   |                   | F+F    | 3.65   | 2.00 | 0.74 |
|                   |                   | F+M    | 5.45   | 2.18 | 0.77 |
| All-channels      | MVDR              | M+M    | 5.47   | 2.20 | 0.79 |
|                   |                   | F+F    | 4.17   | 1.92 | 0.78 |
|                   |                   | F+M    | 5.68   | 2.14 | 0.80 |
| DABse+1-best      | -                 | M+M    | 4.84   | 1.98 | 0.78 |
|                   |                   | F+F    | 6.58   | 2.21 | 0.79 |
|                   |                   | F+M    | 7.72   | 2.26 | 0.81 |
| DABse+fixed-N-best | MVDR           | M+M    | 3.51   | 1.86 | 0.77 |
|                   |                   | F+F    | 5.32   | 2.08 | 0.79 |
|                   |                   | F+M    | 7.96   | 2.30 | 0.82 |
| DABse+auto-N-best | MVDR             | M+M    | 5.56   | 2.10 | 0.79 |
|                   |                   | F+F    | 6.66   | 2.23 | 0.81 |
|                   |                   | F+M    | 8.47   | 2.34 | 0.84 |
| DABse+soft-N-best | MVDR            | M+M    | 5.17   | 2.06 | 0.76 |
|                   |                   | F+F    | 6.30   | 2.15 | 0.80 |
|                   |                   | F+M    | 8.11   | 2.30 | 0.83 |

Selecting all channels (all-channels) We use all channels for the multi-channel speaker extraction, i.e.:

\[ p_j = 1, \forall j = 1, ...W \]  

Note that ‘single-channel’ is a nonlinear speech separation method while ‘all-channels’ is a linear method.

4.2.3 Evaluation metrics
The performance evaluation metrics include signal to distortion ratio (SDR) [52], perceptual evaluation of speech quality (PESQ) [53], and short-time objective intelligibility (STOI) [54]. SDR is a metric similar to SNR for evaluating the quality of enhancement. PESQ is a test methodology for automated assessment of the speech quality as experienced by a listener of a telephony system. STOI evaluates the objective speech intelligibility of time-domain signals. The higher the value of an evaluation metric is, the better the performance is.

4.3 Results
Table 1 lists the comparison results of the DABse variants with the two baselines. From the table, we see that the last three channel selection algorithms outperform the other comparison methods in most cases. Among the three algorithms, ‘DABse+auto-N-best’ outperforms all comparison methods, followed by ‘DABse+soft-N-best’. Although ‘DABse+fixed-N-best’ produces a similar PESQ result with ‘DABse+soft-N-best’, its SDR and STOI scores are poorer than the latter.

From the table, we also find that even the simplest channel selection algorithm ‘DABse+1-best’ can produce better experimental results than both ‘single-channel’ and ‘all-channels’, which proves the necessity and effectiveness of the channel selection for DABse. For example, for the combination of F+M, ‘DABse+1-best’ achieves 2.27dB higher than ‘single-channel’ in terms of SDR.

4.4 Effect of the number of microphones in the ad-hoc microphone array
In order to explore the influence of different number of microphones of ad-hoc microphone arrays on DABse, we conducted experiments with ad-hoc microphone arrays of 8 microphones on the F+M combination when T60mean was set at 0.25 seconds. And it is necessary to be mentioned that we set N at 3 of ‘DABse+fixed-N-best’.

The results are listed in the Table 2. From the table, we can find that it is the ‘DABse+soft-N-best’ rather than ‘DABse+auto-N-best’ that performs the best among all comparison methods. Besides, it is obvious that the ad-hoc microphone array with 16 microphones outperforms that with 8 microphones.

4.5 Effect of DABse on different gender combinations.
Table 1 lists the effect of DABse on different gender combinations. From the table, we see that DABse and single-channel speaker extraction always achieve better performance on the gender pair of F+M. For the
same gender combinations, it seems that they perform better on F+F than on M+M in most cases. The phenomena indicate that the effectiveness of DABse is strongly affected by the single-channel speaker extraction algorithm.

4.6 Effect of hyperparameters of DABse on performance.

4.6.1 DABse+fixed-N-best

To study how the selected number of channels $N$ affects the performance of ‘DABse+fixed-N-best’, we conducted an experiment on the F+M gender pair with $N$ selected from \{2, 4, 6, 8, 10, 12, 14, 16\} respectively. From the experimental results in Table 3, we see that the performance first gets improved and then decreased along with the increase of $N$, with the top SDR performance appearing at $N = 4$ and top STOI performance appearing at $N = 6$, which demonstrates the correctness of our experimental setting.

4.6.2 DABse+auto-N-best and DABse+soft-N-best.

To explore how the hyperparameter $\gamma$ affects the performance of ‘DABse+auto-N-best’ and ‘DABse+soft-N-best’, we conducted an experiment on the F+M gender pair with $\gamma$ selected from 0.1 to 0.9. The experimental results are shown in Figure 6. From the figure, we see that, when $\gamma$ was set at 0.4 to 0.6, both ‘DABse+auto-N-best’ and ‘DABse+soft-N-best’ achieve top performance. Therefore, setting the default value of $\gamma$ to 0.5 is reasonable.

5 Conclusions

In this paper, we have proposed deep ad-hoc beamforming based on speaker extraction, which is the first work of the target-dependent speech separation based on ad-hoc microphone arrays and deep learning. DABse uses the channel-weight estimation network based on speaker extraction to estimate the SNR of the target speaker, and then takes the SNR as the channel weight for the selection of high-quality channels, and finally takes the selected channels for the deep learning based MVDR. The deep learning based MVDR first takes the single-channel target-dependent speaker extraction network to estimate the clean spectrum of the target speech at each selected channel, and then uses the estimated spectrum to derive an MVDR filter for the final speech separation. Because the two deep models in DABse are trained in a single-channel fashion, it is able to handle any number of microphones in the test stage. Because MVDR is a linear filter, DABse does not suffer from nonlinear distortions. We have conducted extensive experiments in the scenarios where the speech sources are located randomly in large rooms. We compared DABse with the baselines of ‘single-channel’ and ‘all-channels’. Experimental results demonstrate that the proposed DABse outperforms the baselines significantly, which illustrates the effectiveness of DABse in the adverse environments.
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