Topological dynamics of gyroscopic and Floquet lattices from Newton’s laws
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Despite intense interest in realizing topological phases across a variety of electronic, photonic and mechanical platforms, the detailed microscopic origin of topological behavior often remains elusive. To bridge this conceptual gap, we show how hallmarks of topological modes - boundary localization and chirality - emerge from Newton’s laws in mechanical topological systems. We first construct a gyroscopic lattice with analytically solvable edge modes, and show how the Lorentz force and spring restoring forces conspire to support very robust “dangling bond” boundary modes. The chirality and locality of these modes intuitively emerges from microscopic balancing of restoring forces and cyclotron tendencies. Next, we introduce the highlight of this work, a very experimentally realistic mechanical non-equilibrium (Floquet) Chern lattice driven by AC electromagnets. Through appropriate synchronization of the AC driving protocol, the Floquet lattice is “pushed around” by a rotating potential analogous to an object washed ashore by water waves. Besides hosting “dangling bond” chiral modes analogous to the gyroscopic boundary modes, our Floquet Chern lattice also supports peculiar half-period chiral modes with no static analog. With key parameters controlled electronically, our setup has the advantage of being dynamically tunable for applications involving arbitrary Floquet modulations. The physical intuition gleaned from our two prototypical topological systems are applicable not just to arbitrarily complicated mechanical systems, but also photonic and electrical topological setups.

Since topological concepts were first invoked to explain the curious formation of resistivity plateaus in quantum Hall systems1–3, they have lead to the discovery of novel condensed matter phases from topological insulators to Weyl semimetals4–12. Various topological states are characterized by robust chiral boundary modes with potentially revolutionizing technological applications13–20, and have attracted substantial efforts in their search. Traditionally, the main focus had been on electronic topological materials, but the requisite precise band-structure engineering21–28 and sample control29–30 made realistic topological materials rather elusive. As such, there has been a recent paradigm shift towards more experimentally accessible realizations in optical lattices31–34 as well as photonic35–45, electrical46–51 and acoustic/mechanical52–60 systems.

Amidst the plethora of topological systems, it is often unclear how topological properties exactly emerge from the physical equations of motion at the microscopic level. For instance, while quantum anomalous Hall (Chern) insulators have well-understood band topologies, it is hard to explain how their chiral Hall conductivity arises at the level of individual orbital behavior. Mere attribution to time-reversal symmetry breaking does not provide much illumination, since the system can still break time-reversal after a topological phase transition. Some limited intuition can be gained from studying the topological polarization61–63, which links charge pumping with the non-connectivity of the Hilbert space. Having intuitive understanding of topological behavior in terms of the fundamental equations of motion will not only be intellectually rewarding, but will also aids the design of new topological systems.

The topological behavior of macroscopic mechanical lattices is particularly amenable to visualization, being ultimately governed by very intuitive Newton’s laws. Mechanical topological systems also boast of unprecedented experimental accessibility and tunability65–69, with analogs of quantum anomalous Hall and spin Hall states respectively demonstrated in experiments involving mechanical lattices of gyroscopes54–56 and coupled pendula53, 59. The simplicity and ubiquity of such systems have expanded the realm of potential applications of topology to emerging technologies like heat diodes, adaptive materials, vibration isolation and acoustic waveguides68–71.

The tunability of mechanical systems also opens up further topological possibilities through Floquet engineering. By dynamically varying one or more parameters, one may implement a time-periodic potential that extends the periodicity of Bloch states into the time domain. With an extra dimension in the configuration space, new topological invariants may be defined72–75, leading to novel topological edge modes with no static analog72, 76. Indeed, chiral edge modes can emerge with appropriate Floquet modulation even if the undriven system is topologically trivial77. This has been demonstrated in the Haldane phase in Graphene realized through suitably designed irradiation78–81, and is also purportedly useful for the realization of local and hence more realistic fractional Chern insulators (FCIs)85.

As such, this work will focus on (i) providing very intuitive visualizations of how topological boundary localization and chirality can emerge from Newton’s laws and,
proposing a simple experimentally realistic set-up for the investigation and visualization of novel Floquet topological modes. To motivate intuition, we shall first introduce a mechanical realization of the simplest paradigmatic topological system, the Su-Schrieffer-Heeger (SSH) model. It will then be naturally generalized to a 2D mechanical gyroscopic honeycomb lattice harboring chiral edge modes with analytic solutions. Building upon the particular robustness of this lattice, we next show how dynamically modulating it, without gyroscopes, can also give rise to chiral edge modes, some without static analogs. The emergence of topological behavior in these prototypical systems directly generalizes to generic systems described by Newton’s or Maxwell’s equations.

**Mechanical SSH lattice**— The simplest mechanical topological lattice is the mechanical analog of the SSH model, which ubiquitously described systems from polyacetylene to Majorana wires[3][2][4]. It consists of a semi-infinite chain of identical masses $m$ connected by springs of alternating stiffness $k_1$ and $k_2$ (Fig.1). Suppose that $k_1 > k_2$, where $k_1$ is the stiffness of the spring connected to a fixed boundary support. There exists an exponentially localized boundary mode with displacements of masses taking the form $\hat{y} = (y, 0, -t_0 y, 0, t_0^2 y, ...)$, where $t_0 = k_2/k_1 < 1$ and $y$ is the displacement of the first mass, which is connected to the boundary. This mode is an eigenmode because a stationary mass at position $2j$ remains stationary, experiencing zero net force from exactly balanced restoring forces of $k_1 t_0^{j-1} y$ and $k_2 t_0^j y$ from either spring. The ensuing oscillation of odd-numbered masses occur at frequency $\omega = \sqrt{\frac{k_1 + k_2}{m}}$, which is a “mid-gap” mode well-separated from the continuum of bulk modes.

This localized mid-gap mode can also be explained via its topological non-connectivity in momentum space. Key to this description is that, being a non-interacting topological phase, it does not require the non-commutativity of the density algebra, and can equivalently described in a configuration space whether classical or quantum. We first write down Newton’s law as an eigenvalue equation: $-M\ddot{\hat{y}} = \omega^2 \hat{y} = K\hat{y}$, where the mass-normalized stiffness matrix $M^{-1} K$ is the tight-binding “Hamiltonian”, and $\hat{y}$ is the vector of displacements. In the basis of odd/even (A/B) sublattices, the (momentum space) $K$ matrix takes the form $\tilde{d}(p) \cdot \sigma = (k_2 + k_1 \cos p) \sigma_x + k_1 \sin p \sigma_y$, where $\sigma_x, \sigma_y$ are the Pauli matrices. Due to inversion symmetry, there can be no $\sigma_z$ term and the eigenmodes define a mapping $S^1 \rightarrow S^1$ from the periodic 1D Brillouin zone (BZ) to the circle $|\tilde{d}(p)|^2 = 1$. The regime $t_0 = k_2/k_1 < 1$ corresponds to a nonzero winding number of this mapping.

One can generalize this 1D SSH system to a 2D mechanical lattice with analogously protected edge modes by adding an additional dimension such that the total vertical component of the spring stiffness between the $A$ and $B$ sublattices remain as $k_1$ and $k_2$ (Fig. [4] Upper Panel). For instance, a 2D honeycomb extension with identical springs $k$ and angle $2\gamma$ between BAB masses (as illustrated) has $k_1 = k$ and $k_2 = k \cos^2 \gamma$, where $\theta = \pi/3$ for the rest of this paper. This 2D inversion symmetric system exhibit characteristic dispersionless edge modes inherited from the 1D SSH model, as shown in Fig. [4] (Bottom Left). Just like their 1D counterparts, such edge modes consist of $\chi$-polarized vibrations of $A$-type masses accompanied by a stationary $B$ sublattice.

**Mechanical chiral mode dynamics**— The abovementioned 2D model can be driven into a Chern phase with chiral edge modes by breaking time-reversal symmetry. We first do so by introducing a gyroscopic (Lorentz) force $\vec{F}_B = \gamma \hat{r} \times \hat{z}$, which can arise either from a perpendicu-

![Image of a mechanical lattice with labeled masses and forces](image-url)
lar magnetic field of strength $B = \gamma / Q$, where $Q$ is the charge on a mass, or from the reaction torque of a gyroscope attached to an oscillating mass. As detailed in our Supplementary online material (SOM) and Ref. 53, $\gamma = \frac{\gamma}{I \Psi}$, where $I$, $\Psi$ and $h$ are the momentum of inertia, spin and length of a gyroscope respectively. Since magnetic forces are much weaker than electrostatic repulsion at nonrelativistic velocities, the gyroscopic interpretation is much more experimentally viable, and has indeed been successfully demonstrated54.

With $\vec{F}_B$ included, Newton’s 2nd law takes the form

$$M\ddot{\vec{r}} - i\gamma(\sigma_2 \otimes \mathbb{I})\vec{r} + K\vec{r} = 0$$

in the space spanned by the phonon polarizations and the sublattices. Eq. 1 can be recast as an eigenvalue problem by rewriting it in the configuration space spanned by $\vec{U} = (\vec{r}, \vec{r})$. For each mode $\vec{r}$ at frequency $\omega$, we have

$$\omega U = -i \left( iM^{-1}\gamma\sigma_2 \otimes \mathbb{I} + M^{-1}K \right) U = H_{eff} U$$

which is unitary equivalent to the time-dependent Schrödinger’s equation considered in Ref. 86 but qualitatively distinct from that studied in Ref. 55 where the effects of the gyroscopes enter the mass term. Due to the presence of both first and second order time derivatives, the configuration space for $H_{eff}$ has to be doubled. Indeed the effect of the Lorentz force/gyroscopic torque cannot be absorbed into an effective stiffness matrix, unlike the case of spin-orbit coupling in topological insulators, which enter as additional terms within the Hamiltonian of the first-order quantum mechanical Schrödinger equation. Note that due to $PT$ symmetry, $H_{eff}$ has a real spectrum despite not being manifestly Hermitian. Had the gyroscopic term been replaced with a damping term $\beta(\mathbb{I} \otimes \mathbb{I})$, dissipation will have limited the propagation length of chiral edge modes (Fig. 2 Bottom Left).

Eq. 2 can be diagonalized to yield phonon dispersion spectra, shown in Fig. 1 for the regular honeycomb lattice with identical springs $k$. Without a magnetic field ($\gamma = 0$), it exhibits SSH-type dispersionless edge modes, with a similarly dispersionless bulk band at $\omega = \sqrt{3mk}$ reminiscent of a Landau level with cyclotron orbits. With nonzero $\gamma$, the edge modes become chiral-propagating modes linking bulk bands with nonzero total Chern numbers. Landau level-like flat bands also appear at special values $\gamma = 1/2$ and $\gamma = \sqrt{3}/2$. Given a bulk gap, we define $P$ to be the projection operator onto all bands below the gap. From well-known spectral flow arguments 63 72 87 88, there exist $C = \frac{2\pi i}{2\pi} \int Tr[PdP \wedge dP]$ edge modes traversing this gap. In our case with small $\gamma$, there are 8 bulk bands (only the 4 positive ones shown), with only the two bands of largest $|\omega|$ having Chern number $C = \pm 1$.

When extra next-nearest neighbor (NNN) hoppings are added to break the inversion symmetry, modes traveling in opposite directions are no longer degenerate. This is evident from the third dispersion plot with $k_{NNN}$ in Fig. 1 where a doubling of the edge modes (and less conspicuously, the bulk modes too) can be observed.

The masses in the edge modes behave in a particularly simple way. As illustrated in Figs 1 and 2 an uniform edge mode (at the $\Gamma$ point) consists of $A$-type (blue) “dangling” masses moving vertically, and $B$-type (green) masses moving horizontally. Although oscillations as such are attenuated in the bulk, they survive near the edge due to the interplay of the SSH mechanism and the Lorentz force. As detailed in the SOM 89, elementary application of Newton’s law on masses $A, B$ in both directions yields

$$\gamma \ddot{y}_A + \frac{3k}{2} x_B = 0$$

$$m \ddot{y}_{A,n} = -\frac{3k}{2} y_{A,n}$$

$$m \ddot{x}_B = -\frac{3k}{2} x_B$$

$$\gamma \ddot{x}_{B,n+1/2} = k(1 + t)y_A$$

where $x_A$ and $y_B$ are the horizontal and vertical amplitudes of the oscillations of masses $A/B$, and $\sim t^{-1}$ the spatial profile of the edge mode. $t$ agrees with $t_0$ for the SSH system at zero Lorentz force coupling $\gamma = 0$. From these equations, the edge mode is seen to exist due to the balance between the spring restoring forces and Lorentz forces: the dangling mass $A$ moves only vertically because any horizontal force due to the magnetic field is canceled by the $\pi/2$ out-of-phase motion of mass $B$; reciprocally, mass $B$ moves only horizontally because its Lorentz force and the spring restoring forces from all three $A$ masses around it conspire to cancel. It is important to realize, however, that this seemingly intricate balance is actually topologically robust, existing continuously over a large range of spatial modulations wavenumbers $p_x$, as analyzed in the SOM 89.

This microscopic force analysis reveals the origin of the localization of the topological edge mode, which exists when $|t| < 1$. From Eq. 3 it is equivalent to

$$|t| = \frac{\gamma k}{mk} - \frac{1}{2} < 1,$$

i.e. $\gamma < \sqrt{\frac{3mk}{2}}$. At $|t| = 1$, the ratio of the amplitudes $x_B/y_A = \sqrt{\frac{2\gamma^2}{3mk}} = 1$ (see SOM), and the edge mode breaks down since the oscillations are no longer large and forceful enough to compensate for the Lorentz force.

A more detailed analysis (see SOM) that takes into account spatial modulations yields

$$\omega(p_x) = \sqrt{\frac{3k}{2m}} - \frac{\gamma k}{3mk} + O(\gamma^2)p_x^2$$

where $\langle p_x \rangle$ is the momentum of inertia, $\omega$ and $\sigma_2$ are the momentum of inertia, spin and length of a gyroscope respectively. Since magnetic forces are much weaker than electrostatic repulsion at nonrelativistic velocities, the gyroscopic interpretation is much more experimentally viable, and has indeed been successfully demonstrated54.
with very small higher power corrections to the group velocity $-\frac{\sqrt{2}}{2} \frac{\gamma}{\beta}$. This leads to very weakly dispersive edge modes that can travel robustly over long distances and across sharp bends. When $\gamma$ is further set to around the special value $\gamma = \sqrt{\frac{mk}{2}}$, $|r|$ vanishes for $p_z = 0$ and the edge mode is perfectly localized at the edge, involving only the edgenest A and B masses. Such modes possess superior robustness in the presence of spatial disorder, and can circumnavigate complicated paths without disintegration (Fig. 2).

Physical insight on the emergence of chirality can be gleaned from numerical simulation of the motion of individual masses in Fig. 2 (Bottom Panel). Excitation of the center mass A1 causes all nearly all masses to oscillate. In particular, the two closest masses B0 and B1 accelerate in response to the displacement of A1, as well as to restoring forces from vertical springs connected to relatively stationary bulk masses. However, there is no reflection symmetry between the motions of B0 and B1 due to Lorentz forces, which causes both of them to curve clockwise. This in turn leads to differing amounts of energy propagation in either direction - in our hexagonal lattice, the trajectory of B0 is mostly orthogonal to the spring connecting it with A0, thereby suppressing motion towards the left. This suppression is especially pronounced due to the “dangling” nature of the A edge masses, each which can be excited only via their nearest B mass. In generic gyroscopic lattices, chiral edge modes will exist if the “dangling” edge masses are sufficiently isolated such that asymmetries in the motion of their very few neighbors possess overwhelming influence on their energy uptake.

Realistic Floquet topological lattice– Interestingly, chiral edge modes can also exist in a lattice with time-dependent modulations, without invoking gyroscopic/Lorentz forces. We shall introduce a remarkably simple experimental proposal for such, building upon the honeycomb lattice. The combination of proximity to an SSH phase, minimal dispersiveness and excellent locality of edge modes make it particularly immune to imperfections.

The set-up consists of a honeycomb lattice of mobile permanent magnets connected by springs $k$, such that each mobile magnet (mass) is surrounded by three fixed electromagnets at relative displacements $d\tilde{\mathbf{n}}_j = d(-\sin \frac{2\pi j}{3}, \cos \frac{2\pi j}{3})^T$, $j = 1, 2, 3$. (Fig 3). When subject to AC currents, these electromagnets acquire time-dependent magnetic moments and hence fluctuating attractive or repulsive forces. A notion of chirality can be introduced by synchronizing the currents such that the moments of the fixed solenoids oscillate at a Floquet frequency $\Omega$ with relative phase offsets. Considering equally spaced offsets for simplicity, this adds a time-dependent part $K_t(t)$ to the stiffness matrix:

$$K_t(t) = \Gamma \text{Re} \left[ \sum_{j=1}^{3} e^{2\pi i j/3} [\mathbf{n}_j \mathbf{n}_j^T] e^{i\Omega t} \right] \otimes \mathbb{I}$$

$$= -\frac{3\Omega}{4} \text{Im} \left[ (\sigma_x + i\sigma_z) e^{i\Omega t} \right] \otimes \mathbb{I}$$

which corresponds to a potential $U_t(t) = \frac{1}{2} \tilde{\mathbf{u}}^T K_t(t) \tilde{\mathbf{u}} = -\frac{3\Omega}{4} |\tilde{\mathbf{u}}|^2 \cos(\Omega t + 2\phi)$, $\phi$ the polar angle of the displacement $\tilde{\mathbf{u}}$. Here $\Gamma = \frac{3m_\sigma M_0 M'_0}{\pi d^5}$ in the limit of small oscillations, with $d$ the solenoid separation and $M_0, M'_0$ the

FIG. 2: (Top Left) Two snapshots of the chiral edge mode of the Chern lattice differing by a quarter cycle. On the left, the downward restoring forces on the green masses are exactly canceled by the Lorentz forces due to their motion, thereby leading to purely horizontal oscillations. This occurs analogously a quarter cycle later, though in the vertical direction with blue and green masses reversed. Top Right) Simulations (see SOM) depicting robust propagation of well-localized and minimally dispersive chiral edge modes on our honeycomb topological lattice, with white regions topologically trivial. Due to the near-perfect localization, the edge modes do not interfere even across fine features a few unit cells across. Bottom Left) Under significant damping $\beta$, edge modes propagate a distance $\xi \propto \beta^{-1}$ before extinction. Bottom Right) Simulation of boundary trajectories due to an externally excited mass A1. As described in the main text, the interplay between Lorentz forces, bulk restoring forces and dangling bonds results in an emergent chirality in mode propagation.

FIG. 3. When subject to AC currents, these electromagnets acquire time-dependent magnetic moments and hence fluctuating attractive or repulsive forces. A notion of chirality can be introduced by synchronizing the currents such that the moments of the fixed solenoids oscillate at a Floquet frequency $\Omega$ with relative phase offsets. Considering equally spaced offsets for simplicity, this adds a time-dependent part $K_t(t)$ to the stiffness matrix:

$$K_t(t) = \Gamma \text{Re} \left[ \sum_{j=1}^{3} e^{2\pi i j/3} [\mathbf{n}_j \mathbf{n}_j^T] e^{i\Omega t} \right] \otimes \mathbb{I}$$

$$= -\frac{3\Omega}{4} \text{Im} \left[ (\sigma_x + i\sigma_z) e^{i\Omega t} \right] \otimes \mathbb{I}$$

which corresponds to a potential $U_t(t) = \frac{1}{2} \tilde{\mathbf{u}}^T K_t(t) \tilde{\mathbf{u}} = -\frac{3\Omega}{4} |\tilde{\mathbf{u}}|^2 \cos(\Omega t + 2\phi)$, $\phi$ the polar angle of the displacement $\tilde{\mathbf{u}}$. Here $\Gamma = \frac{3m_\sigma M_0 M'_0}{\pi d^5}$ in the limit of small oscillations, with $d$ the solenoid separation and $M_0, M'_0$ the
magnetic moment amplitudes of the mobile magnet and fixed solenoids respectively. In other words, a particular displacement coordinate \( \vec{u} \) is “swept” by a sinusoidal potential moving with frequency \( \Omega \). This has the effect of nudging the mass in the direction of the sweep, since the mass generally receives more impulse when traveling in the direction of the sweep than vice versa. To see this more rigorously, we consider a simplified 1D version of this set-up, where \( \phi \) is replaced by the coordinate \( z(t) \) on a straight line:

\[
m\ddot{z}(t) = -\nabla_z U(z(t) + 2z(t)) = -\frac{3\Gamma|\vec{u}|^2}{4} \sin(2z(t) + \Omega t)
\]

where the analytic solution (plotted in Fig. 3) is given by \( z(t) = -\frac{\Omega}{2\pi} J \left( \frac{\Omega}{2} - z'(0) \right) t, A \), where \( J[w, A] \) is the Jacobi amplitude i.e. \( \int_{0}^{\phi} \sqrt{1-A^2\sin^2\theta} \, d\theta = w \), and

\[
A = \frac{12\pi|\vec{u}|^2}{m(\Omega^2-4\pi^2/9)^2}.
\]

Like an object among water waves, the mass is “pushed” by the potential when the latter is increasing and therefore, in its moving frame, experiences a potential with modified periodicity \( T' = \frac{8\pi}{\Omega - 2\pi/9} \), with \( J[K[A^2], A] = \frac{\pi}{2} \). This reduces to \( T = \frac{2\pi}{\Omega} \) in the limit of large mass or small \( A \), where the effective acceleration is small. It diverges at \( \Omega = 2z'(0) \), when the mass is able to follow the moving potential exactly. As summarized in Fig. 3(b) and c), the dynamically driven potential drags/pushes the mass along akin to rotating water waves, hence introducing chirality in a way qualitatively distinct from Lorentz forces.

To see that our periodically driven lattice indeed possess chiral edge modes, we employ the Floquet approach which gives the effective Hamiltonian for a out-of-equilibrium system averaged over one cycle. Consider a generic Hamiltonian with periodicity \( T = \frac{2\pi}{\Omega} \), i.e. \( H(t) = H(t + 2\pi/\Omega) \). In analogy to Bloch’s theorem, the eigensolutions to the Schrödinger’s equation \( (H(t) - i\partial_t)\Phi(t) = 0 \) (Eq. 2) can be decomposed as \( \Phi(t) = e^{i\omega t} \sum m \phi_m e^{i\xi m T} |m\rangle \), where \( \phi_m \) are the Fourier components of the time-periodic part \( \Phi(t) \), and \( \omega \) is its Floquet quasifrequency which lives in the “energy” BZ. Substituting this decomposition into the Schrödinger’s equation and integrating over a period, one obtains the (time-independent) effective Floquet Hamiltonian

\[
H_F = \sum_{m m'} (H_{m-m'} + m\Omega \delta_{mm'}) |m\rangle \langle m'|
\]

where \( H_{m-m'} = \frac{1}{T} \int_{0}^{T} H(t)e^{i(m-m')\Omega t} dt \). The Floquet quasifrequencies \( \omega \) are the eigenvalues of \( H_F \). Alternatively, Eq. 11 may be viewed as a Wannier-Stark problem with \( \Omega \) taking the role of a constant field strength in the extra “Sambe space” dimension spanned by \( |m\rangle \), and Fourier terms \( H_{m-m'} \neq 0 \) causing jumps between different \( |m\rangle \).

Solving for the Floquet dispersion with the time-dependent stiffness matrix given by the non-gyroscopic \( (\gamma = 0) \) honeycomb stiffness matrix plus \( K_i(t) \), we obtain plots as shown in Fig. 4. At sufficiently large driving frequency i.e. \( \Omega = 4\sqrt{\frac{2}{m}} \), the various copies of the Floquet spectra are well-separated and the dispersion resembles that of a static gyroscopic system with nonzero \( \gamma \), with bulk bands connected by chiral edge modes of masses “pushed along” by the periodic modulation of an otherwise non-chiral system.

Further insight into the nature of these Floquet chiral modes can be obtained via the Magnus approximation:

\[
H_F^{Mag} = H_0 + \sum_m \frac{1}{m!} [H_m, H_{-m}] + 2\gamma \Omega \Gamma \frac{m}{m}
\]

while computations at any finite \( \Omega \) will invariably contain inaccuracies, we expect qualitatively correct descriptions of the edge modes of topological phases adiabatically connected to the large \( \Omega \) limit. Applying the Magnus approximation to the \( \Omega = 4\sqrt{\frac{2}{m}} \) case, the effective stiffness matrix from Eq. 2 acquires a correction term

\[
\Delta K_F^{Mag} = \frac{1}{\Omega} [K_1, K_{-1}] = -\frac{9\Gamma^2}{16\Omega} \sigma_y \otimes I,
\]

with frequency components given by \( K_{\pm 1} = \frac{9\Gamma^2}{16\Omega} (\sigma_z \mp i\sigma_y) \otimes I \). Comparison with Eq. 1 yields an effective frequency-dependent gyroscopic parameter of \( |\gamma_F^{Mag}| = \frac{9\Gamma^2}{16\Omega} \), which agrees well with numerical results of Fig. 1 in the neighborhood of the topological mode crossings. Indeed, detailed examination of the Floquet eigenmodes reveal very similar trajectories with those in Fig. 2 whose coincidence is not surprising given the effectively gyroscopic effective Hamiltonian, at least under a narrow range of frequencies.
An experimental setup for the Floquet topological lattice is achievable with basic lab equipment. With an AC current source of amplitude 2.5A connected to \( N = 400 \)-loop solenoids of radius \( R = 2 \)cm, we obtain magnetic moments \( M_0, M'_0 = \pi I_0 NR^2 = 1.26A \cdot m^2 \) at their maximum. These moments give rise to effective spring constants amplitudes \( \Gamma = \frac{3M_0 M'_0 N}{\pi d^2} = 6.1N/m \), which can be matched with that of real springs of lengths \( a = 20 \)cm to reproduce Fig. [4]. Furthermore, we also require that the electromagnets between different sites interact negligibly. This is easy, since \( \Gamma \) falls off as the inverse fifth power of distance. Setting \( d = 5 \)cm (Fig. [3]), for instance, we find that the electromagnets between neighboring sites couple with a negligible \((5/20)^5 \approx 0.1\%\) strength compared to those producing the dynamical driving. Finally, with mobile electromagnets of about \( m = 230 \)g, we should expect topological edge modes at frequencies of \( \omega \approx \sqrt{\frac{3k}{2m}} \approx 1Hz \), which are easily observable by an oscilloscope or even the naked eye.

**Conclusions**—By studying gyroscopic and Floquet lattices, we have provided very intuitive illustrations of how topological behavior emerges from Newton’s laws. The edge localization and chirality of topological edge modes are shown to result from the “dangling” properties of certain boundary sites, a mechanism that holds for generic topological systems governed by 2nd-order ODEs. We have also proposed an experimentally realistic Floquet set-up where the enigmatic behavior of modes with no static analog can be directly observed.
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Supplemental Online Material for “Topological dynamics from Newton’s laws”

In this supplementary material, we detail: 1) The mechanics of the restoring torque from gyroscopes, 2) The easily visualizable edge mode behavior on a gyroscopic/Lorentz force Chern lattice at arbitrary quasimomentum $p_x$, 3) Our simulation method and 4) Further details on damping effects.

EQUATION OF MOTION OF MASSES WITH GYROSCOPES ATTACHED

Gyroscopes attached to moving masses provide an experimentally accessible route to the realization of large Lorentz-type forces\[84\] for topological chiral edge modes. Each mass is attached to the free end of a gyroscope with pivot directly above the equilibrium position of the mass. These gyroscopes break time-reversal symmetry by providing a “reaction torque” in response to movements of the mass. The gyroscopes break time-reversal symmetry by providing a reaction torque $\vec F_{\text{react}}$ for topological chiral edge modes. Each mass is attached to the free end of a gyroscope with pivot directly above the equilibrium position of the mass. These gyroscopes break time-reversal symmetry by providing a “reaction torque” in response to movements of the mass.

Consider a gyroscope with moment of inertia $I$ and angular spin speed of $\Psi$ attached to a mass moving with velocity $\vec v = \frac{\partial \vec r}{\partial t}$, where the origin of $\vec r$ is taken to be the pivot of the gyroscope. The rate of change of the gyroscopic angular momentum $\vec L = I \dot \Psi \vec r$ is $\frac{d\vec L}{dt} = \frac{d(I\vec L)}{dt} = I \vec L \dot \Psi / |\vec r|$, which must be compensated by a reaction torque $\vec L \times \vec F_{\text{react}}$. Assuming small oscillations so that $\vec r$ is almost perpendicular to the plane of oscillation, we find that

$$\vec F_{\text{react}} = -i \frac{I \vec L}{\hbar^2} \sigma_2 \vec v$$

(S1)

where $-i\sigma_2$ implements a $\pi/2$ rotation, and $\hbar$ is the length of the gyroscopic. In the space spanned by the phonon polarizations and the sublattices, the equation of motion of the masses hence take the form

$$M \ddot \vec r - i \gamma (\sigma_2 \otimes \mathbb{1}) \dot \vec r + K \vec r = 0$$

(S2)

where $\vec r$ denote the small displacement of each mass about its equilibrium. Here $M = \mathbb{1} \otimes \text{diag}(m_1, m_2, ...)$ is the mass matrix consisting of masses $m_1, m_2, ...$ within each unit cell, $K$ is the stiffness matrix, and $\gamma = \frac{|e B|}{\hbar c}$ is the gyromagnetic ratio. Note that Eq. \[S2\] is of the same form as that of charges $q$ in a magnetic field $B$, if $\gamma$ is replaced by $qB$. In other words, the gyroscopic reaction force behaves exactly like the electromagnetic Lorentz force, at least for small displacements.

Eq. \[S2\] can be rewritten in first-order form cf. Eq. \[S1\] which is unitarily equivalent to the alternative phase space formulation of a related problem in Ref. \[86\] Also, a qualitatively different gyroscopic coupling had been considered.
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in Ref. 55, where the gyroscopic spin depending dynamically with the phonon mode, resulting in a gyroscopic term second order in the time derivative.

S1. ANALYSIS OF EDGE MODES OF GYROSCOPIC HONEYCOMB LATTICE

Consider a gyroscopic honeycomb lattice of identical masses \( m \) connected by identical springs with stiffness \( k \). Consider the case of a zigzag edge (Fig.1) with A-type masses sitting on the “dangling bonds”. Denote the edge direction as being along \( \hat{x} \), so that the momentum \( p_x \) is still a good quantum number. An edge eigenmode is characterized by a decay factor \( |t| = e^{-1/L} < 1 \), such that the amplitudes of its oscillations decay exponentially perpendicularly from the edge like \( |t|^2 = e^{-y/L} \).

As explained in the main text, the edge modes of a honeycomb lattice consists of A-type masses moving around in small ellipses, and B-type masses oscillating entirely along \( \hat{x} \), reminiscent of the stationary B-type masses in the SSH chain. We expand an edge mode in terms of plane waves indexed by momenta \( p_x \), with phase velocity given by \( \omega/p_x \).

For each unit cell \( n \) along the \( \hat{x} \) direction, denote the displacements of masses \( A \) and \( B \) from their equilibria due to a \( p_x \)-eigenmode by

\[
\vec{r}_{A,n} = (x_{A,n}, y_{A,n})^T = (x_A \sin(p_x n - \omega t), y_A \cos(p_x n - \omega t))^T \tag{S3a}
\]

\[
\vec{r}_{B,n} = (x_{B,n}, y_{B,n})^T = (-x_B \sin(p_x n - \omega t), 0)^T \tag{S3b}
\]

i.e. the \( A \) atoms make small clockwise elliptical oscillations while \( B \) atoms strictly vibrate in the \( \hat{x} \) plane. The honeycomb lattice consists of \( A \) and \( B \) sites displaced by half a unit cell spacing in the \( \hat{x} \) direction. In addition to the spring restoring forces, each mass experiences a Lorentz force of \( \gamma \hat{r} \times \hat{z} \), where \( \gamma \) is the gyroscopic coupling. By balancing the accelerations and forces on masses \( A \) and \( B \) in the \( \hat{x} \) and \( \hat{y} \) directions respectively, we obtain

\[
m\ddot{x}_{A,n} = \gamma \dot{y}_{A,n} + \frac{3k}{4} [(x_{B,n-1/2} - x_{A,n}) + (x_{B,n+1/2} - x_{A,n})] \tag{S4}
\]

\[
m\ddot{y}_{A,n} = -\gamma \dot{x}_{A,n} - \frac{3k}{2} y_{A,n} - \frac{\sqrt{3}k}{4} [(x_{B,n-1/2} - x_{A,n}) - (x_{B,n+1/2} - x_{A,n})] \tag{S5}
\]

\[
m\ddot{x}_{B,n+1/2} = \frac{3k}{4} [(x_{A,n} - x_{B,n+1/2}) + (x_{A,n+1} - x_{B,n+1/2})] + \frac{3\sqrt{3}k}{4} [(y_{A,n} - 0) - (y_{A,n+1} - 0)] \tag{S6}
\]

\[
\gamma \dot{x}_{B,n+1/2} = \frac{k}{2} [(y_{A,n} - 0) + (y_{A,n+1} - 0)] + k \eta_{A,n+1/2} + \frac{3\sqrt{3}k}{4} [(x_{A,n} - x_{B,n+1/2}) - (x_{A,n+1} - x_{B,n+1/2})] \tag{S7}
\]

Since it was assumed that masses of type \( B \) do not move in the \( \hat{y} \) direction i.e. \( y_B = 0 \), there is no Lorentz force contribution to \( m\ddot{x}_B \) in line 3. This further implies that in the \( \hat{y} \) direction, the Lorentz force exactly cancels the spring restoring forces on a mass of type \( B \) (line 4). Each of such a mass couples to exactly one \( A \)-type mass situated an unit cell further from the edge, whose oscillations are attenuated by a factor of \( \pm t \), the \( \pm \) sign allowing for a possible reversal in oscillation direction. Simplifying the above, we obtain

\[
(\omega^2 - \omega_0^2 \eta_A) = -\Gamma \omega + \omega_0^2 \eta_B \cos \frac{p_x}{2} \tag{S8}
\]

\[
\omega^2 - \omega_0^2 = -\Gamma \eta_A - \omega_0^2 \eta_B \sin \frac{p_x}{2} \tag{S9}
\]

\[
(\omega^2 - \omega_0^2) \eta_B = \omega_0^2 \eta_A \cos \frac{p_x}{2} - \omega_0^2 \sin \frac{p_x}{2} \tag{S10}
\]

\[
\Gamma \omega_0 \eta_B = \frac{\omega_0^2}{3} \left( \cos \frac{p_x}{2} \pm 2t \right) + \frac{\omega_0^2}{\sqrt{3}} \eta_A \sin \frac{p_x}{2} \tag{S11}
\]

where \( \eta_A = \frac{\eta_A}{y_A} \), \( \eta_B = \frac{\eta_B}{y_A} \), \( \Gamma = \frac{\Gamma}{m} \) is the normalized gyroscopic coupling and \( \omega_0 = \sqrt{\frac{3k}{2m}} \) denotes the resonant frequency of each tri-bond. \( |\eta_A| \) denotes the aspect ratio of mass A’s orbit, with positive/negative \( \eta_A \) indicating anticlockwise/clockwise oscillations.

Eqs. S8 to S11 can be simultaneously solved to yield \( \omega \), \( \eta_A \), \( \eta_B \) and \( L \) in term of \( p_x \) and \( \Gamma \). In particular, \( \omega(p_x) \) agrees exactly with the numerical dispersion of the edge modes displayed in Fig.1.
FIG. S1: (Color online) Snapshots at every quarter cycle of the chiral edge mode oscillation at the Γ point ($p_x = 0$). The Lorentz force on each mass cancels the exactly synchronized restoring forces from the neighboring masses, thereby maintaining strictly vertical/horizontal motion for the A/B-type masses.

**Long wavelength ($p_x = 0$) limit**

It is instructive to study the spatially homogeneous edge modes, i.e. those with $p_x = 0$ (at the Gamma-point). In this limiting case Eqs. S8 to S11 reduce to

\[
(\omega^2 - \omega_0^2)\eta_A = -\Gamma \omega + \omega_0^2 \eta_B
\]

\[
(\omega^2 - \omega_0^2)\eta_B = -\Gamma \omega \eta_A
\]

\[
\Gamma \omega \eta_B = \frac{\omega_0^2}{3} (1 \pm 2t)
\]

In particular, Eqs. S12 to S14 can be combined to yield $(\omega^2 - \omega_0^2)(\eta_A^2 - \eta_B^2 - 1) = 0$, with an obvious solution $\omega = \omega_0 = \sqrt{3} k/m$, $\eta_A \propto x_A = 0$. This corresponds to type-A and B masses oscillating orthogonally, along the $\hat{y}$ and $\hat{x}$ axes respectively. From Eq. S12, their relative oscillation amplitudes are given by

\[
\frac{x_B}{y_A} = \eta_B = \frac{\gamma}{m \omega} = \sqrt{\frac{2\gamma^2}{3mk}}
\]

In other words, with nonzero gyroscopic coupling $\gamma$ (or magnetic force), mass B has to oscillate horizontally to compensate the Lorentz force on mass A. This can also be easily seen by equating the Lorentz force on the latter, which is proportional to $\gamma \omega y_A$, with the $\hat{x}$-direction inertia force from $b$, which is proportional to $m \omega^2 x_B$.

Together with Eq. S15, the result Eq. S16 gives the edge mode decay length as

\[
L = -(\log |t|)^{-1} = -\left[ \log \left| \frac{3\eta_B^2 - 1}{2} \right| \right]^{-1} = -\left[ \log \left| \frac{\gamma^2}{mk} - \frac{1}{2} \right| \right]^{-1}
\]

A topological phase transition occurs when the gap closes and $L$ diverges, which occurs at $|2\gamma^2/mk - 1| = |3\eta_B^2 - 1| = 2$. In particular, this means that the gap around $\omega = \omega_0$ becomes topologically trivial at sufficiently large gyroscopic coupling $\gamma$ i.e. $\gamma > \sqrt{\frac{3mk}{2}}$, when the Lorentz force is too strong to be compensated by an oscillatory mode decaying into the bulk (Eq. S15). Such a phase transition arises due to the interplay between the magnetic force and the lattice springs, and does not exist in a continuum quantum Hall system.

Interestingly, it is also possible to tune $\gamma$ such that the edge mode is perfectly localized at the edge. At the special value $\gamma = \sqrt{\frac{mk}{2}}$, $L = 0$ and there is *totally no vibration* beyond the boundary A and B sites. This occurs when the Lorentz force on mass B can be completely compensated by the restoring motion of the edgemost A masses alone.

**Edge modes at generic $p_x$**

For generic quasi-wavevector $p_x$, the dispersion of the edge modes can be obtained by simultaneously solving Eqs. S8 to S10. The resultant solution can be substituted into Eq. S11, from which $t$ can be obtained. The mode merges into the bulk when $t \geq 1$. After some simplification, $\omega$ is given by the solution of

\[
(1 - \cos p_x) - 2(3 + \Gamma^2)W^2 + 3W^4 = \frac{\sqrt{2} \omega \sin p_x}{W^2 - 1}
\]
where $W = \omega/\omega_0$, $\omega_0 = \sqrt{3k/2m}$. Numerically, these solutions can be shown to coincide exactly with the edge modes (and some bulk modes) of the phonon dispersions diagrams in Fig. 1 of the main text.

The case with zero gyroscopic coupling ($\Gamma = 0$) admits a full analytical solution. The three positive frequency modes are:

- the flat dispersion mode $\omega = \sqrt{3/2}$ with localization lengths $L = (\log |2 \cos \frac{2p}{3}|)^{-1}$ and aspect ratios of mass $A$’s orbit being $\eta_A = \frac{1}{\sqrt{3}} \tan \frac{p}{2}$. Evidently, these modes merge into the bulk ($L$ becomes negative) when $|p_x| > \frac{2\pi}{3}$, as presented numerically in Fig. 1. When this occurs, mass $A$’s orbit is exactly circular.

- the pair of dispersive modes $\omega = \sqrt{\frac{3 \pm \sqrt{3(2+\cos p_x)}}{2}}$ with localization lengths $L = -(\log |\cos \frac{p_x}{2}|)^{-1}$ and aspect ratios of mass $A$’s orbit being $\eta_A = -\sqrt{3} \cot \frac{p_x}{2}$. In the long-wavelength limit, $L \sim \frac{8}{p_x^2}$ diverges quadratically, with the orbit of mass $A$ becoming infinitely elongated.

**SIMULATION METHOD**

We performed numerical simulations for the lattice dynamics shown in Figs. 2 and 4 of the main text. The force equation (Eqs. 1 and 9 of the main text) was solved via an ODE solver (ode45 of MATLAB R2014b) employing the a Fourth-order Runge-Kutta algorithm. For maximum accuracy, we used a timestep of 0.005 s in units of $\sqrt{\frac{m}{k}}$, such that each oscillation corresponds to a few hundred timesteps. The illustrative systems we solved contain 900 sites in the A sublattice and 841 sites in B sublattice, and correspond to a $6964 \times 200001$ matrix for the dynamical motion.

Within each simulation, a chosen mass (Top Right corner for the gyroscopic lattice and Top Left corner for the Floquet lattice) is constantly driven at frequency $\omega$. This mass acts as the driving source of lattice vibrations, and should be distinguished from Floquet driving which is a simultaneous time modulation of the stiffness matrix on all sites, at frequency $\Omega$.

The detailed trajectories of all other masses is tracked for a duration of 1000 s ($2 \times 10^5$ timesteps), and will be displayed in the supplementary .gif files. The initial 20 seconds trajectories of the first few neighbors of the driving source are also presented and discussed in Fig 2.

**EFFECT OF DAMPING**

We studied how damping affects the lifetimes and hence propagation lengths of the topological edge modes in both the gyroscopic and Floquet lattices. For the former, the equation of motion is modified to

$$M\ddot{\vec{r}} + \beta(\mathbf{I} \otimes \mathbf{I})\dot{\vec{r}} - i\gamma(\sigma_2 \otimes \mathbf{I})\dot{\vec{r}} + K\vec{r} = 0$$

(S19)

where the damping parameter $\beta$ is assumed to be the same for all sites. The Floquet system has $\gamma = 0$, but with $K \to K(t)$ taking on a time dependence described in Eq. 9 of the main text. As presented in Fig. 2, there is a clear inverse relationship between $\beta$, the amount of damping and $\xi$, the propagation length of an edge mode from its driving source.
FIG. S2: (Color online) The spatial displacements within an illustrative Floquet edge mode within 15 unit cells away from the driving source along an edge. Shown are the amplitudes of each edge mass after completing $\frac{1}{4}$, $\frac{1}{2}$, $\frac{3}{4}$ or all of a full oscillation. Averaging out these phases, we obtain an approximately exponential spatial decay profile.