Canonical-ensemble extended Lagrangian Born–Oppenheimer molecular dynamics for the linear scaling density functional theory
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Abstract

We discuss the development and implementation of a constant temperature (NVT) molecular dynamics scheme that combines the Nosé–Hoover chain thermostat with the extended Lagrangian Born–Oppenheimer molecular dynamics (BOMD) scheme, using a linear scaling density functional theory (DFT) approach. An integration scheme for this canonical-ensemble extended Lagrangian BOMD is developed and discussed in the context of the Liouville operator formulation. Linear scaling DFT canonical-ensemble extended Lagrangian BOMD simulations are tested on bulk silicon and silicon carbide systems to evaluate our integration scheme. The results show that the conserved quantity remains stable with no systematic drift even in the presence of the thermostat.
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1. Introduction

Quantum-mechanical molecular dynamics (MD) methods are based on accurate descriptions of interatomic forces calculated ‘on the fly’ from the electronic structure of the system. Density functional theory (DFT) is often the method of choice for electronic structure calculations because of its practical usefulness and affordability [1–3]. Currently, two major approaches for performing ab initio MD are the Born–Oppenheimer (BO) MD and the Car–Parrinello MD method [4, 5]. When performing BOMD, several extrapolation techniques [6–9] have been developed to predict the charge density and/or wavefunctions at each step; these methods improve the efficiency significantly, but break time-reversal symmetry, and can lead to a systematic energy drift. Recently, the extended Lagrangian BOMD formalism [10, 11] was developed to permit efficient propagation of the electronic degrees of freedom without breaking time-reversal symmetry, hence removing the systematic drift.

In the extended Lagrangian BOMD formalism, the auxiliary electronic degrees of freedom that is propagated by a time-reversible integrator is used as an efficient initial guess for self-consistent field (SCF) optimizations [10, 11]. Owing to the time-reversibility, the dynamics maintains the long-term stability of energy with a reduced number of SCF cycles (typically, only a few diagonalizations per time step are required) [12–16]. The extended Lagrangian BOMD scheme has been successfully applied to a variety of electronic structure methods, such as self-consistent tight-binding theory [13, 14] (also called density functional tight-binding theory), Hartree–Fock theory with Gaussian orbitals [15], and DFT within the plane-wave pseudopotential framework [16].

Importantly, the extended Lagrangian BOMD formalism is compatible not only with exact diagonalization but also with linear scaling approaches [17–20]. There has been a considerable recent interest in linear scaling electronic structure calculation methods [21–24]. This is because a major bottle neck of the traditional DFT method is the computational cost that scales cubically with respect to the number of the electrons in a system. In practice, systems consisting of $10^3–10^5$ atoms are currently beyond the scope of ab initio MD methods based on traditional approaches. Nonetheless, such system sizes are of particular relevance for materials science [25, 26], geophysics [27], and molecular biology [28]. Linear scaling electronic structure calculations on millions of atoms have been demonstrated [29, 30]; but calculations...
on systems with sizes of $10^3$–$10^5$ atoms are more practical targets for practical demonstrations of linear scaling electronic structure calculations.

The existing extended Lagrangian BOMD schemes have been extended to constant temperature studies by Martínez and coworkers [31]. They demonstrated that three different types of temperature-control methods—Langevin dynamics and the Andersen and Nosé thermostats—are compatible with the extended Lagrangian BOMD formalism with long-term energy conservation. Following this work, the Nosé–Hoover chain method [32–34], an extension of the Nosé dynamics, is expected to be compatible with the extended Lagrangian BOMD scheme. In the previous work [31], the integration scheme for Nosé dynamics was based on a simple leap-frog-like algorithm. In the case of Nosé–Hoover chain dynamics, however, time-reversible integrators based on the Liouville operator formulation have been widely used in MD simulations [35, 36]. In fact, the Liouville operator factorization technique has been applied to the Car–Parrinello MD method [37]; therefore, a similar decomposition scheme is expected to be appropriate for the extended Lagrangian BOMD formalism.

The purpose of the present work is twofold. One is to provide a more general framework for an integration scheme for canonical-ensemble (NVT) extended Lagrangian BOMD in the context of the Liouville operator formulation. The other is to give an integration scheme for linear scaling DFT canonical-ensemble simulations within the extended Lagrangian BOMD formalism, using the density matrix minimization (DMM) method [22] implemented in CONQUEST [38–41]. The rest of the paper is organized as follows. In Methodology, we briefly review extended Lagrangian formalism and the Nosé–Hoover chain method. We derive an integration scheme on the basis of the classical Liouville propagator for the extended Lagrangian BOMD scheme in the canonical ensemble. Finally, we describe a molecular dynamics scheme for the canonical-ensemble extended Lagrangian BOMD scheme in the framework of the DMM method. NVT extended Lagrangian BOMD simulations are tested on bulk silicon and silicon carbide systems to evaluate our integration scheme. In the end, we give our conclusions.

2. Methodology

2.1. Extended Lagrangian Born–Oppenheimer molecular dynamics

The key to the extended Lagrangian BOMD formalism proposed by Niklasson is to introduce the auxiliary electronic degrees of freedom that can be propagated via time-reversible
integrators and used as a good initial guess for the SCF optimization [10, 11]. The extended Lagrangian is given by

\[ \mathcal{L}^{XLBO} = \frac{1}{2} \sum_{i=1}^{N} M_i \dot{R}_i^2 - E_{\text{tot}}[\{R_i; D\}] + \frac{1}{2} \mu \text{Tr}[\dot{P}^2] - \frac{1}{2} \mu \omega^2 \text{Tr}[(D - P)^2], \]

(1)

where the potential energy \( E_{\text{tot}} \) is defined by the self-consistent ground state \( D \) for nuclear positions \( \{R_i\} \) with masses \( \{M_i\} \); this can take the form of the density matrix or the charge density for the system. The auxiliary electronic degrees of freedom \( P \) evolves in a harmonic well centred on the SCF ground state solution \( D \) and can be used as a good initial guess for the SCF optimization [10, 11]. The parameter \( \mu \) is a fictitious electronic mass and \( \omega \) is the frequency that determines the curvature of the harmonic well [11, 12].

In the limit of \( \mu \to 0 \), the Euler–Lagrange equations of motion derived from the extended Lagrangian (equation (1)) should read

\[ M_i \ddot{R}_i = -\frac{\partial E_{\text{tot}}[\{R_i; D\}]}{\partial R_i} = F_i, \]

\[ \dot{P} = \omega^2 (D - P). \]

(2)

The first equation of motion is the normal BOMD equation for the ionic degrees of freedom, where the forces on the nuclei \( \{F_i\} \) are calculated at the self-consistent electronic ground state \( D \). The second equation of motion is that for the auxiliary electronic variable \( P \), which ensures the time-reversal symmetry in the propagation of the electronic degrees of freedom [10, 11]. The two equations of motion do not include the parameter \( \mu \) [11]. The value of \( \omega \) is associated with a given integration time step \( \Delta t \).

2.2. Temperature control

In Nosé–Hoover chain dynamics proposed by Martyna, Klein, and Tuckerman [34, 35], a physical system is coupled to a chain of imaginary thermostats. An extension to Nosé–Hoover chain dynamics in the framework of the extended Lagrangian BOMD formulation can be written as

\[ M_i \ddot{R}_i = -\frac{\partial E_{\text{tot}}}{\partial R_i} - \nu_i M_i \dot{R}_i, \]

\[ \dot{P} = \omega^2 (D - P), \]
\[ Q_1 \dot{\eta}_1 = \left( \sum_I M_I \dot{R}_I^2 - gkT \right) - \nu_{\eta_2} Q_1 v_{\eta_1}, \]
\[ Q_j \dot{\eta}_j = \left( Q_{j-1} v_{\eta_{j-1}}^2 - kT \right) - \nu_{\eta_{j+1}} Q_j v_{\eta_j}, \]
\[ Q_M \dot{\eta}_M = \left( Q_{M-1} v_{\eta_{M-1}}^2 - kT \right), \]
\[ \dot{\eta}_j = \nu_{\eta_j}. \]

(3)

This formulation can be viewed as an extension of the previous work by Martínez et al. [31]. The variables \{\eta_j\} and \{\nu_{\eta_j}\} are dimensionless positions and velocities, respectively, for a chain of \( M \) thermostats. The parameter \( g \) is the number of the ionic degrees of freedom; \( k \) is the Boltzmann constant; \( T \) is the desired ionic temperature; and the parameters \{\( Q_j \)\} are called fictitious thermostat masses that can be rewritten as \( Q_1 = NkT/\omega_{\text{bath}}^2 \) and \( Q_j = kT/\omega_{\text{bath}}^2 \). The value of the thermostat frequency \( \omega_{\text{bath}} \) depends primarily on a characteristic phonon frequency of a system. In Nosé–Hoover chain dynamics, the first thermostat velocity \( \nu_{\eta_1} \) acts as a dynamics friction coefficient [33]; it cools down or heats up the physical system if the instantaneous temperature becomes higher or lower than \( T \). Notice that the auxiliary electronic degrees of freedom is indirectly coupled to the ionic fluctuations controlled by the thermostat.

In addition, the dynamics has the conserved quantity [34, 35]:
\[ H' = \frac{1}{2} \sum_{I=1}^{N} M_I \dot{R}_I^2 + E_{\text{tot}} \{ \{ R_I \} \} + \frac{1}{2} \sum_{j=1}^{M} Q_j v_{\eta_j}^2 + gkT \eta_1 + \sum_{j=2}^{M} kT \eta_j. \]

(4)

The conserved quantity can be used to assess the quality of MD simulations [31, 35]. Since the auxiliary variable is used for a starting guess for the self-consistent optimization, the auxiliary variable \( P \) does not appear in the conserved quantity. For conventional BOMD, the quantity would not be well defined owing to the broken time-reversal symmetry [31].

2. 3. Integration scheme

On the basis of the Liouville operator formulation, we derive an integration scheme for Nosé–Hoover chain thermostatted extended Lagrangian BOMD. The Liouville operator for the equation of motion for such extended Lagrangian BOMD can be written as a sum of five parts:
\[ iL = iL_1 + iL_2 + iL_3 + iL_4 + iL_{\text{NHC}}, \]
which are defined as
\begin{align*}
    iL_1 &= \dot{P} \cdot \nabla_p, \\
    iL_2 &= \omega^2 (D - P) \cdot \nabla_p, \\
    iL_3 &= \sum_{i=1}^{N} \mathbf{R}_i \cdot \nabla_{\mathbf{R}_i}, \\
    iL_4 &= \sum_{i=1}^{N} \left[ \frac{\mathbf{F}_i}{M_i} \right] \cdot \nabla_{\mathbf{R}_i},
\end{align*}

with the operator $iL_{\text{NHC}}$ denoting the Nosé–Hoover chain part [35]:
\begin{align*}
    iL_{\text{NHC}} &= -\sum_{i=1}^{N} \nu_{\eta_i} \mathbf{R}_i \cdot \nabla_{\mathbf{R}_i} + \sum_{j=1}^{M} \nu_{\eta_j} \frac{\partial}{\partial \eta_j} + \sum_{j=1}^{M-1} (G_j - \nu_{\eta_j} \nu_{\eta_{j+1}}) \frac{\partial}{\partial \eta_j} + G_M \frac{\partial}{\partial \nu_M},
\end{align*}

and
\begin{align*}
    G_1 &= \frac{1}{Q_1} \left( \sum_{i=1}^{N} M_i \dot{\mathbf{R}}_i^2 - g k T \right), \\
    G_j &= \frac{1}{Q_j} \left( Q_{j-1} \nu_{\eta_{j-1}} - k T \right) \quad (j > 1).
\end{align*}

In order to generate a time-reversible integrator, an approximate propagator for a time step $\Delta t$ is constructed:
\begin{align*}
    \exp(iL\Delta t) &= \exp \left( iL_{\text{NHC}} \frac{\Delta t}{2} \right) \exp \left( iL_4 \Delta t \right) \exp \left( iL_3 \frac{\Delta t}{2} \right) \\
    &\quad \times \exp \left( iL_2 \frac{\Delta t}{2} \right) \exp(iL_1 \Delta t) \exp \left( iL_2 \frac{\Delta t}{2} \right) \\
    &\quad \times \exp \left( iL_3 \frac{\Delta t}{2} \right) \exp \left( iL_4 \frac{\Delta t}{2} \right) \exp \left( iL_{\text{NHC}} \frac{\Delta t}{2} \right) + \mathcal{O}(\Delta t^3),
\end{align*}

where a symmetric Trotter expansion has been applied. Denoting the propagator for the Nosé–Hoover chain part as $U_{\text{NHC}}(\Delta t/2)$ and the propagator for the extended Lagrangian BOMD as $U_{\text{XL}}(\Delta t)$, we can rewrite the full propagator equation (9) as
\begin{align*}
    U_{\text{XL–NVT}}(\Delta t) &= U_{\text{NHC}} \left( \frac{\Delta t}{2} \right) U_{\text{XL}}(\Delta t) U_{\text{NHC}} \left( \frac{\Delta t}{2} \right) + \mathcal{O}(\Delta t^3).
\end{align*}
Equations (9) and (10) are a symmetric decomposition that is accurate to \( O(\Delta t^3) \), which preserves the time-reversal symmetry. The propagator \( e^{iL_2\Delta t/2}e^{iL_1\Delta t}e^{iL_2\Delta t/2} \) in \( U_{XL}(\Delta t) \) is equivalent to the velocity Verlet algorithm for the auxiliary electronic variable \( \hat{P} \). Eliminating \( \hat{P} \) in the algorithm yields the coordinate version of the Verlet integrator [36], which has been used in extended Lagrangian BOMD:

\[
P(t + \Delta t) = 2P(t) - P(t - \Delta t) + \Delta t^2 \omega^2 (D(t) - P(t)).
\]

(11)

Using the direct translation technique [35] and noting that the propagators \( e^{iL_3\Delta t/2}e^{iL_4\Delta t/2} \) and \( e^{iL_4\Delta t/2}e^{iL_3\Delta t/2} \) (applied before and after the propagator \( e^{iL_2\Delta t/2}e^{iL_1\Delta t}e^{iL_2\Delta t/2} \)) can form the velocity Verlet algorithm for the ionic degrees of freedom, we obtain a combined Verlet algorithm for the propagator \( U_{XL}(\Delta t) \):

\[
\begin{align*}
\dot{\mathbf{R}}_I &\leftarrow \dot{\mathbf{R}}_I + \frac{\Delta t}{2M_I} \mathbf{F}_I, \\
\mathbf{R}_I &\leftarrow \mathbf{R}_I + \Delta t \dot{\mathbf{R}}_I, \\
P(t + \Delta t) &\leftarrow 2P(t) - P(t - \Delta t) + \Delta t^2 \omega^2 (D(t) - P(t)) \quad (12)
\end{align*}
\]

The ground state \( D(t + \Delta t) \) can be obtained using the auxiliary variable \( P(t + \Delta t) \) as a starting guess for SCF optimization, and the force \( \mathbf{F}_I(t + \Delta t) \) can be calculated using the ground-state potential that is determined by the atomic configurations. To propagate the Nosé–Hoover chain part \( U_{NHC}(\Delta t/2) \), on the other hand, we can use a higher-order integration scheme:

\[
U_{NHC} \left( \frac{\Delta t}{2} \right) = \prod_{j=1}^{n_{ys}} \exp \left( iL_{NHC} w_j \frac{\Delta t}{2} \right),
\]

(13)

where \( n_{ys} \) defines the order of the Yoshida–Suzuki integrator and \( \{ w_j \} \) are the integration parameters associated with the Yoshida–Suzuki algorithm [35]; a detailed algorithm of the propagator \( U_{NHC}(\Delta t/2) \) has been proposed by Martyna et al. [35].

The first step of the integration scheme is to propagate the Nosé–Hoover chain thermostats for half a time step (part (a) in Algorithm I). The second step is to propagate the physical system via the operator \( U_{XL}(\Delta t) \) (part (b) in Algorithm I). For the ionic degrees of
freedom, the velocities of the atoms are propagated for half a time step and the positions are updated for the full time step. Subsequently, the auxiliary electronic degrees of freedom are propagated using a modified Verlet integrator:

\[ P(t + \Delta t) = 2P(t) - P(t - \Delta t) + \kappa(D(t) - P(t)) + \alpha \sum_{k=0}^{K} c_k P(t - k\Delta t). \]  

(14)

Here we have introduced a dissipation scheme to counteract the accumulation of numerical noise, which has been suggested by Niklasson et al. [12]. It has been shown that weak dissipation in the propagation of the auxiliary degrees of freedom is essential for the long-term stability of the trajectories [12, 13]. Detailed information about the dimensionless factor \( \kappa = \Delta t^2 \omega^2 \), the coupling parameter \( \alpha \), the coefficients \( \{c_k\} \), and the dissipation parameter \( K \) has been reported by Niklasson et al. [12]. After the SCF optimization, the forces \( \mathbf{F}_i(t + \Delta t) \) are computed from the ground-state potential surface and the velocities are propagated for the second half of the time step, thereby completing the velocity Verlet algorithm. Finally, the thermostat variables are propagated using the propagator \( U_{\text{NHC}}(\Delta t/2) \) for the second half of the time step (part (c) in Algorithm I).

2.4 Application to linear scaling DFT

It was proposed by Arita, Bowler, and Miyzaki [18] that an extended Lagrangian BOMD scheme with the DMM method can be described as

\[ \mathcal{L}^{XL - DMM} = \frac{1}{2} \sum_{i=1}^{N} M_i \dot{\mathbf{R}}_i^2 + E_{\text{tot}}[\{\mathbf{R}_i\}] + \frac{1}{2} \mu \text{Tr}[\dot{X}^2] - \frac{1}{2} \mu \omega^2 \text{Tr}[(LS - X)^2]. \]

(15)

Here the auxiliary variable \( X \) evolves through a harmonic oscillator centred on the ground state characterized by the matrix \( LS \), where the matrices \( L \) and \( S \) are the auxiliary density matrix and the overlap matrix between a set of localized orbitals (referred to as support functions), respectively. In the DMM method, weak idempotency requirement is imposed by expressing the density matrix \( K \) in terms of \( L \) and \( S \) as

\[ K = 3LSL - 2LSLSL. \]

(16)

Full details of the DMM method can be found in the literature [25, 35, 37]. In the limit of \( \mu \to 0 \), the Euler–Lagrange equations of motion derived from the extended Lagrangian should read
\[ M_j \dot{R}_j = -\frac{\partial E_{\text{tot}}}{\partial R_j}, \]
\[ \dot{X} = \omega^2 (LS - X). \]  

(17)

An integration scheme for the canonical-ensemble extended Lagrangian BOMD scheme in the framework of the DMM method is summarized in Algorithm II. The integration scheme is essentially similar to that in Algorithm I, but is a little more complicated (see part (b) in Algorithm II). As is the case in Algorithm I, the first step of the integration scheme is to propagate the Nosé–Hoover chain thermostats for half a time step (part (a) in Algorithm II). In the second step (part (b) in Algorithm II), the velocities of the atoms are propagated for half a time step and the positions are updated for the full time step. Subsequently, the auxiliary variable \( X \) can be integrated:

\[ X(t + \Delta t) = 2X(t) - X(t - \Delta t) + \kappa (LS(t) - X(t)) + \alpha \sum_{k=0}^{K} c_k X(t - k\Delta t), \]  

(18)

where a dissipation scheme is used. In this formulation, the matrix \( XS^{-1} \) can be used as an initial guess for the DMM procedure:

\[ L(t + \Delta t) = \text{DMM}[X(t + \Delta t)S^{-1}(t + \Delta t)]. \]  

(19)

In the present work, the matrix \( S^{-1} \) is computed using Hotelling’s method [42] (the matrix \( S^{-1} \) has to be calculated at each time step). The forces on nuclei are computed for the ground state and the velocities are then propagated for the second half of the time step. The thermostat variables are then propagated using the propagator \( U_{\text{NHC}}(\Delta t/2) \) for the second half of the time step (part (c) in Algorithm II).

2.5. Simulation details

All the electronic structure calculations were carried out based on the DMM method (a linear scaling DFT approach) using the CONQUEST code [38–41]. In the DMM method, the elements in the matrix \( L \) are nonzero only when the distance between the centres of the support functions is less than a chosen cutoff distance; throughout the calculations, we used a cutoff of 16 bohr. We employed the PBE exchange-correlation functional [43] and used norm-conserving pseudopotentials [44] to treat valence–core interactions. In the extended
Lagrangian BOMD simulations, we chose the dissipation parameter \( K = 5 \) and the corresponding values for the parameters \( \kappa, \alpha, \) and \( \{c_k\} \) reported by Niklasson et al. [12]. In the Nosé–Hoover chain algorithm, a chain of 5 thermostats was coupled to the ionic degrees of freedom and the 15th-order Yoshida–Suzuki integrator was used in the Nosé–Hoover chain part of the evolution operator. The thermostat frequency was set to 500 cm\(^{-1}\).

To check the stability and feasibility of our integration scheme, we performed several NVT extended Lagrangian BOMD simulations. First, we performed simulations on a bulk silicon system at 300, 600, and 900 K. A time step of 1 fs was used and the total time length of the simulations was 50 ps. We used a 64-atom silicon model in a cubic cell of length 10.86 Å (the density \( \rho = 2.33 \) g cm\(^{-3}\)) with periodic boundary conditions. A tolerance of \( \varepsilon = 10^{-5} \) was used in the DMM procedure. A single-\( \zeta \) basis set was used with an energy grid cutoff of 216 Ry. Second, using the same computational conditions as described above, we also performed a simulation on a 3072-atom system at 300 K for 12 ps. Third, we performed a simulation on a cubic silicon carbide (SiC) system consisting of 64 atoms at a higher temperature (1500 K). A time step of 1 fs was used and the time length of the simulations was 10 ps. We used a cubic cell of length 8.716 Å (the density \( \rho = 3.22 \) g cm\(^{-3}\)) with periodic boundary conditions. A tolerance of \( \varepsilon = 10^{-5} \) was used in the DMM procedure. A single-\( \zeta \) basis set was used with an energy grid cutoff of 187 Ry.
Algorithm I. Integration scheme that combines the extended Lagrangian BOMD formulation and the Nosé–Hoover chain algorithm. See the text for details of the symbols.

a) Propagate the Nosé–Hoover chain part for \( \frac{\Delta t}{2} \):
\[
U_{\text{NHC}}(\frac{\Delta t}{2}) = \prod_{j=1}^{n_{\text{sys}}} \exp(iL_{\text{NHC}}w_j \frac{\Delta t}{2})
\]

b) Propagate the ionic and electronic degrees of freedom for \( \Delta t \):
\[
\begin{align*}
\dot{R}_i &\leftarrow \dot{R}_i + \frac{\Delta t}{2M_i} F_i, \\
R_i &\leftarrow R_i + \Delta t \dot{R}_i,
\end{align*}
\]

\[
P(t + \Delta t) = 2P(t) - P(t - \Delta t) + \kappa (D(t) - P(t)) + \alpha \sum_{k=0}^{K} c_k P(t - k\Delta t),
\]

\[
D(t + \Delta t) = \text{SCF}[P(t + \Delta t)],
\]

Update the forces:
\[
F_i = -\partial E_{\text{tot}}/\partial R_i,
\]

\[
\dot{R}_i &\leftarrow \dot{R}_i + \frac{\Delta t}{2M_i} F_i.
\]

c) Propagate the Nosé–Hoover chain part for \( \frac{\Delta t}{2} \):
\[
U_{\text{NHC}}(\frac{\Delta t}{2}) = \prod_{j=1}^{n_{\text{sys}}} \exp(iL_{\text{NHC}}w_j \frac{\Delta t}{2})
\]

Algorithm II. Integration scheme that combines the extended Lagrangian BOMD formulation using the DMM method and the Nosé–Hoover chain algorithm. See the text for details of the symbols.

a) Propagate the Nosé–Hoover chain part for \( \frac{\Delta t}{2} \):
\[
U_{\text{NHC}}(\frac{\Delta t}{2}) = \prod_{j=1}^{n_{\text{sys}}} \exp(iL_{\text{NHC}}w_j \frac{\Delta t}{2})
\]

b) Propagate the ionic and electronic degrees of freedom for \( \Delta t \):
\[
\begin{align*}
\dot{R}_i &\leftarrow \dot{R}_i + \frac{\Delta t}{2M_i} F_i, \\
R_i &\leftarrow R_i + \Delta t \dot{R}_i,
\end{align*}
\]

\[
X(t + \Delta t) = 2X(t) - X(t - \Delta t) + \kappa (L S(t) - X(t)) + \alpha \sum_{k=0}^{K} c_k X(t - k\Delta t),
\]

Compute initial \( S \) and \( S^{-1} \),

Density matrix minimization using \( X S^{-1} \) as an initial guess

Update the forces:
\[
F_i = -\partial E_{\text{tot}}/\partial R_i,
\]

\[
\dot{R}_i &\leftarrow \dot{R}_i + \frac{\Delta t}{2M_i} F_i.
\]

c) Propagate the Nosé–Hoover chain part for \( \frac{\Delta t}{2} \):
\[
U_{\text{NHC}}(\frac{\Delta t}{2}) = \prod_{j=1}^{n_{\text{sys}}} \exp(iL_{\text{NHC}}w_j \frac{\Delta t}{2})
\]
3. Results and discussion

To begin with, we compared the energy conservation for both conventional BOMD and extended Lagrangian BOMD. In both approaches, the temperature was well controlled by the Nosé–Hoover chain thermostat (figure 1(a)); however, the behaviour of the energy conservation differed significantly between the two methods. When the DMM method was combined with the conventional BOMD method, the extended energy (the sum of the physical and the thermostat energies) decreased sharply within a few picoseconds (figure 1(b)), which indicates a significant deviation from the ground-state phase space. Even though we increased the tighter tolerance for the DMM procedure (from $\varepsilon = 10^{-5}$ to $10^{-6}$), a rapid, systematic energy drift was still observed because of the incompleteness of the convergence, which in practice would not be achieved [10, 11, 31].

In the extended Lagrangian BOMD method, on the other hand, the conserved quantity remained stable with no systematic energy drift (figure 1(b)), in agreement with previous work [12–20, 31]. The number of iterations in the DMM procedure was moderate (the maximum number of iterations for $\varepsilon = 10^{-5}$ was 7 cycles per time step). This energy conservation, in spite of the additional complexity in the propagation for both the electronic and ionic degrees of freedom, supports the applicability and robustness of the extended Lagrangian BOMD scheme for a wide range of electronic structure calculation methods.

The stark difference between the two approaches can be explained by the time-reversal symmetry in the propagation of the electronic degrees of freedom [10, 11, 31]. In the conventional BOMD approach, the matrix $L$ obtained from the previous time step was used for an initial guess for the DMM method. Although this approach is efficient in the DMM procedure (one iteration was needed for $\varepsilon = 10^{-5}$; three iterations for $\varepsilon = 10^{-6}$), it breaks the time-reversal symmetry in the propagation of the electronic degrees of freedom. This broken time-reversibility of the electronic degrees of freedom behaves like a heat sink for the physical system, albeit controlled by the thermostatting algorithm.

In the conventional BOMD formalism, the potential energy rapidly decreased owing to the broken time symmetry (figure 1(c)); it resulted in a rapid decrease in the forces acting on atoms (not shown), which prohibits physically meaningful MD simulations. In the extended Lagrangian BOMD formalism, the potential energy kept physically relevant values (figure 1(c)). This is because the initial value used for the density matrix is obtained in a time-reversible way (See equation (19)).
To assess the feasibility and stability of our integration scheme, we performed NVT simulations on bulk silicon for 50 ps at three different temperatures: 300, 600, and 900 K. The time evolution of the conserved quantity and the potential energy for the simulations is shown in figure 2. To evaluate the energy fluctuations, we calculated the mean absolute deviations of the conserved quantity: $1.03 \times 10^{-5}$, $2.01 \times 10^{-5}$, and $3.19 \times 10^{-5}$ a.u. per atom for 300, 600, and 900 K, respectively. These show that the conserved quantity for these simulations was stable with acceptable fluctuations, with the magnitude of the fluctuations increasing with temperature (figure 2). In line with the energy conservation, neither systematic energy drift in the potential energy nor systematic decrease in the forces was observed (not shown), which indicates the stability of our integration scheme.

Next, we investigated the distribution of temperatures obtained from the extended Lagrangian BOMD simulations in the canonical ensemble (figure 2(a)). In addition to the simulations on bulk silicon, we also performed an NVT-MD simulation on a silicon carbide (SiC) system consisting of 64 atoms at 1500 K. This simulation is considered to be a more severe test because the auxiliary electronic degrees of freedom can be indirectly affected by elevated thermal fluctuations. The average temperatures in the extended Lagrangian BOMD simulations were 300.5, 599.6, 898.5, and 1507.1 K, respectively. Thus, the average temperatures (the first moment) were correctly obtained within the relative error of 0.5% with respect to target temperatures. We also checked the variance of the temperatures. In theory, the variance (the second moment) for temperature is given by

$$\langle (\delta T)^2 \rangle = \frac{2\langle T \rangle^2}{3N}$$

for a three-dimensional system of $N$ atoms [31]. The temperature fluctuations obtained from the MD trajectories were in good agreement with the above relation (figure 2(b)), which validates the fidelity of our integration scheme.

To evaluate the scope and limitations of our integration scheme, we investigated the effects of two key parameters: the time step for MD simulations and the tolerance value in the DMM method. We performed extended Lagrangian BOMD simulations on a bulk silicon system at 900 K using different time steps: 1.0, 2.5, 3.0, and 3.5 fs. The conserved quantity remained stable for 50 ps when time steps of 1.0 and 2.5 fs were used (for larger time steps, the quantity was not well preserved). Second, we checked the effects of the $L$ tolerance value, by performing simulations on a silicon carbide system at 1500 K for 10 ps. The mean absolute
deviations of the conserved quantity for $\varepsilon = 10^{-5}$ and $10^{-6}$ were $2.74 \times 10^{-5}$ and $8.04 \times 10^{-6}$ a.u. per atom, respectively; clearly, the conserved quantity fluctuates less with $\varepsilon = 10^{-6}$ than with $\varepsilon = 10^{-5}$, though both are sufficiently stable for practical simulations. When a time step of 0.5 fs was used in combination with a tolerance of $\varepsilon = 10^{-6}$, the mean absolute deviation of the conserved quantity was $1.74 \times 10^{-5}$ a.u. per atom. Our analyses imply that the stability of the integration may be managed by adjusting modest tolerance values in the DMM procedure with appropriate time steps.

To validate our integration scheme in terms of system size, we performed an NVT run (12 ps) on a crystalline system containing 3072 silicon atoms. We found that the stability of the conserved quantity remained similar to the one obtained from a 64-atom system (figure 4). The fluctuation of the potential energy per atom was smaller, since the number of atoms was increased from 64 to 3072 atoms. We checked that the number of electrons was well controlled for this system (the electron number $N_e = 12288 \pm 1.3 \times 10^{-4}$). The maximum number of iterations in the DMM procedure was 6 cycles per time step. The stability of our integration scheme in terms of system size is not unexpected because $O(N)$ calculations on millions of atoms can be performed [29]; therefore, we expect the stability of our integration scheme presented here to be maintained for systems containing more than thousands of atoms.

4. Conclusion

We have provided an integration scheme for canonical-ensemble extended Lagrangian BOMD in the context of the Liouville operator formulation, where the Nosé–Hoover chain thermostat was used as a temperature-control method. In addition, we developed a molecular dynamics scheme for NVT extended Lagrangian BOMD scheme in conjunction with the DMM method in the linear scaling DFT CONQUEST code. To verify the stability of our integration scheme, we performed NVT extended Lagrangian BOMD simulations on a 64-atom Si system at 300, 600, and 900 K and on a 64-atom SiC system at 1500 K. The results show long-term stability of the energy conservation. Our analysis shows that the average temperatures and the variances in the canonical ensemble were correctly obtained. Furthermore, we demonstrated an NVT run of a system containing more than 3000 Si atoms: the stability of the conserved quantity remained similar to the one obtained from the 64-atom silicon system. The present study not only provide useful information on a stable integration scheme for canonical-ensemble extended Lagrangian BOMD simulations, but also suggests the applicability and robustness of
the extended Lagrangian BOMD scheme for a wide range of electronic structure calculations including $\mathcal{O}(N)$ methods.
Figure 1. Comparison between conventional and extended Lagrangian $O(N)$ BOMD simulations (crystalline silicon) in the canonical ensemble. (a) Time evolution of temperature during conventional (dashed red) and extended Lagrangian (black) BOMD simulations. (b) Time evolution of the extended energy during conventional (red: $\varepsilon = 10^{-5}$; blue $\varepsilon = 10^{-6}$) and extended Lagrangian (black) BOMD simulations. (c) Time evolution of the potential energy during conventional (red: $\varepsilon = 10^{-5}$; blue: $\varepsilon = 10^{-6}$) and extended Lagrangian (black) BOMD simulations.
Figure 2. Time evolution of the conserved quantity (black) and the potential energy (green) obtained from NVT simulations on bulk silicon at 300 K (a), 600 K (b), and 900 K (c) in the framework of the extended Lagrangian BOMD formalism in combination with the DMM method.
Figure 3. (a) Distributions of temperature $T$ obtained from simulations on bulk Si at 300 K (blue), 600 K (green), and 900 K (orange) and a simulation on cubic SiC at 1500 K (red) in the framework of extended Lagrangian BOMD in combination with the DMM method. (b) Second moments (variances) as a function of temperature. Circle: Si at 300 K; triangle: Si at 600 K; square: Si at 900 K; diamond: SiC at 1500K. The dashed line indicates the theoretical value given by $\langle (\delta T)^2 \rangle = 2\langle T \rangle^2/3N$, where $N$ is the number of atoms.
Figure 4. Time evolution of the conserved energy per atom for a 64-atom system (red) and a 3072-atom system (blue) and the potential energy per atom for a 64-atom system (black) and a 3072-atom system (green). In both NVT simulations, the target temperature in the canonical ensemble was set to 300 K.
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