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ABSTRACT

Intuition suggests that in a large-size sensor network, event signal spreads over a sub-region known as event region. The sub-set of sensors inside the event region is located close to each other in the form of a cluster. On the contrary, the reports from the rest of the sensors that are far away from the event will be less credible and prone to faulty detection. In this work, such fact is exploited to improve the detection performance of the detection schemes at the fusion center by proposing a two-stage detection mechanism. In other words, the proposed two-stage detection scheme exploits the spatial proximity of the event region sensors. Numerical results are provided to assess the detection performance of the proposed scheme that shows that the proposed detection scheme has a superior performance over the traditional detection schemes.
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1. INTRODUCTION

A network of very small, low-cost, low-power, and autonomous sensor nodes is known as a Wireless Sensor Network (WSN). The task of these nodes is to sense the environment by gathering the information at the sensors from the surrounding environment and collaboratively transfer the gathered information to the fusion center for further processing [1-5]. In the sensing process of WSNs, detection is the most important and an initial step [6, 7]. For example, in the monitoring of an environment, the presence of contaminant (e.g., radioactive material) is detected first before finding the level of contamination [8]. Mostly in large scale WSNs, the signal level produced by such events/targets/contamination may spread over a portion of the whole region, which is known as the event region [8, 9]. In other words, the event region spreads over an area that includes just a subset of all the sensor nodes. On the contrary, the far-away sensors are typically unable to receive the event signals as the sensors will have limited sensing ranges. Furthermore, the sensors located closer to the event (inside the event region) will often be forming a cluster and the observations of these sensors will be highly correlated [9, 10].

Most of the current detection techniques are simply based on energy detection. The importance of the cross-sensor correlation information between these closely located sensors (sensor located inside the event region) is ignored [11-13]. The structure present within the received samples at the subset of sensors can be used to improve the detection performance further. For example, taking into account such side information, we can address issues related to data fusion, reliability of the information from the sensors and fault detection [6, 7, 14]. Therefore, the main goal
of this work is to design another decision fusion rule that adds robustness against the faulty detection through (1) selection of the important sensors and (2) the spatial proximity among these important sensors.

The problem of selecting a subset of sensors has been previously addressed in [15], where a technique for signal detection is proposed that identifies the useful observations among the set of all received measurements from local sensors. The selection process is formulated in terms of the Multifamily Likelihood Ratio Test (MFLRT) that jointly performs the detection and selection using model order selection criterion [15]. This method outperforms the state of the art methods such as the Generalized Likelihood Ratio Test (GLRT) which is asymptotically optimal. In our earlier work [16, 17], we proposed detection schemes that exploit both the selection of the useful set of samples (order to reject noise) and advantage of the signal correlation due to the presence of the emitting target. In these papers, signal correlation is exploited using the concept of “spatial signatures”, where a spatial signature has been adopted as a way to capture the structure of spatially correlated measurements of neighboring sensor nodes. It is shown that the proposed approaches significantly improve the detection performance compared to traditional suboptimal approaches such as the GLRT [15]. We further remark that the proposed scheme can be equally effective in identification and isolation of unreliable sensor nodes and malicious nodes.

2. SYSTEM MODEL

We consider K sensor nodes spread over a large area $\mathcal{A} \subset \mathbb{R}^2$, where the coordinate of the k-th sensor are $(a_k, b_k)$ for $k = 1, 2, \ldots, K$, as illustrated in Fig. 1 for $K=5$ sensors. The coordinates of the sensors are considered to be known to the fusion center as we could easily assume that locations of the sensor nodes are a priori known or the sensor nodes are GPS-enabled [18, 19]. The task of these nodes is to monitor the environment and detect the presence of an event at unknown random location. Let us assume that the unknown coordinates of the event are $(a_e, b_e)$. At the k-th sensor, $k = 1, 2, \ldots, K$, the signal model for the received signals under the alternative hypotheses can be represented as:

$$\mathcal{H}_0: y_k(n) = \nu_k(n) \quad \mathcal{H}_1: y_k(n) = \eta_k + \nu_k(n) \quad (1)$$

where $n = 1, 2, \ldots, N$, $\eta_k = \sqrt{P_k}$ and $P_k = P_0/(1 + \alpha d_k^\beta)$ is the unknown received power at the k-th sensor. Whereas, $P_0$ is emitted power at the event/target, parameter $\beta$, $2 \leq \beta \leq 5$ is known as a signal decaying exponent, and $d_k = \sqrt{(a_k-a_e)^2 + (b_k-b_e)^2}$ is the euclidean distance between the k-th sensor and target/event, which is considered to be unknown. The adjustable parameter is denoted by $\alpha$, as larger $\alpha$ means signal power is decaying faster [20]. Similarly, $\nu_k(n) \sim \mathcal{N}(0, \sigma^2)$ is Additive White Gaussian Noise (AWGN) that is independent identically distributed. The signal model under consideration can be described for acoustic and electromagnetic signals [21].

The local sensors take observations of the environment; they send their observations to the central unit known as the fusion center. The remaining processing of the signal is performed at the fusion center to make the final decision.
3. PROPOSED TWO STAGE DETECTION SCHEME

The main goal of this work is to design a fusion rule that takes into account the importance of those sensors that provide more credible reports to the fusion center by exploiting spatial proximity. With this goal, the proposed detection mechanism is illustrated in Fig. 2. The proposed scheme is performed in two stages.

Stage 1: Local classification of K sensors being either credible and non-credible.

Stage 2: Fusion level confirmation of the credible sensors by using their proximity.

3.1 Stage 1: Local Decisions

In this section, we present the first stage of the two stage scheme, where detector at local sensors is used to decide whether it is in any of the following two categories:

1. **Active Sensors**: These sensors are the one that are supposed to be inside the event region and their observations are credible.

2. **Non-Active Sensors**: These sensors are supposed to be far away from the event region and their observations are considered to be less credible.

For making such decision, the GLRT is used at each local nodes [17]. For calculating the GLRT based detector, k-th sensor (k = 1, 2, ⋯, K) takes N samples. Lets \( y_k \) = \([y_k(1) \ y_k(2) \ ⋯ \ y_k(N)]^T\) is a vector that contains N received samples at the k-th sensor. Now the k-th sensor makes the local decision by comparing the GLRT test statistic with a threshold. For the case of known noise power, the GLRT statistic can be expressed as:

\[
L_G(y_k) = \frac{\max_{\eta_k} (y_k; \mathcal{H}_1)}{f(y_k; \mathcal{H}_0)}
\]  

where \( f(y; \eta_k, \mathcal{H}_1) = \Psi \exp \left[-\frac{1}{2\sigma_k^2} \sum_{n=1}^{N} (y_k(n) - \eta_k)^2 \right] \) with \( \Psi = (2\pi\sigma_k^2)^{-rac{1}{2}} \) is the probability distribution of the received signals under hypothesis \( \mathcal{H}_1 \) and \( f(y; \mathcal{H}_0) = \Psi \exp \left[-\frac{1}{2\sigma_0^2} \sum_{n=1}^{N} y_k^2(n) \right] \) is the probability distribution of the received signals under hypothesis \( \mathcal{H}_0 \). Solving (2), we can get the GLRT based local detector as [17]:

\[
\Lambda_k = 2\ln L_G(y_k) = \frac{N\bar{y}_k^2}{\sigma_0^2} \\text{Active} \quad \gamma
\]

where \( \gamma \) is known as a threshold and \( \bar{y}_k = \frac{1}{N} \sum_{n=1}^{N} y_k(n) \). For the implementation of the (2), local threshold is required to be known. For this probability of false alarm \( P_{FA} \) should be known. For \( P_{FA} \), the Probability Distribution Function (PDF) of the term \( \Lambda_k \) is required. The PDF of test statistic (2) can be expressed by the Chi-Square distribution with 1 degree of freedom as [17]:

\[
\mathcal{H}_0: \Lambda_k \sim \chi_1^2 \quad \mathcal{H}_1: \Lambda_k \sim \chi_1^2 \left( \frac{N\bar{y}_k^2}{\sigma_0^2} \right)
\]

Now as we have the PDF of \( \Lambda_k \), using (4) \( P_{FA} \) is \( P_{FA} = Q_{\chi_1^2}(\gamma) \), where \( Q_{\chi_1^2}(\gamma) \) is right-tail probability of \( \chi_1^2 \) [22]. The threshold \( \gamma \) can be calculated as : \( \gamma = Q_{\chi_1^2}^{-1}(P_{FA}) \), which is then utilized to find (2). We remark that (2) is used at every sensor find the
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decision. The local decision helps us to know whether the local sensors are non-active or active. Where active sensors are those which decide that event is present. Such local information is then used to find the proposed fusion roles at the fusion center.

3.2 Stage two: Proximity-Based Event Confirmation

This section presents stage two of the proposed scheme when selected local sensors (L active sensors) send soft information (i.e., l-th sensor sends $\hat{y}_k = \frac{1}{N} \sum_{n=1}^{N} y_k(n)$) to the fusion center. Now at the fusion center, we have two type information:

1. $X = [\hat{y}_1, \hat{y}_2, ..., \hat{y}_L]$
2. Information about the location of the L active sensors.

In order to design the fusion rule, we exploit the above information to make the final decision. In other words, for confirmation of the local decision, proximity information of the active sensors is exploited to perform the detection mechanism. With this approach, we can also detect the unreliable sensor nodes and malicious sensor nodes [23]. In order to do so we adopt the quadratic form [15, 24]:

$$\Lambda(x) = x^T W x \geq \gamma_F$$

The statistical dependency amongst the neighboring active sensors is checked by the weight matrix $W$, that is a symmetric binary matrix of spatial weights with $w_{ij}$ is the $(i,j) - \text{th}$ element as:

$$W = \begin{bmatrix}
w_{1,1} & w_{1,2} & \cdots & w_{1,L} \\
w_{2,1} & w_{2,2} & \cdots & w_{2,L} \\
\vdots & \vdots & \ddots & \vdots \\
w_{L,1} & w_{L,2} & \cdots & w_{L,L}
\end{bmatrix}$$

Based on the known location of the L active sensors, in order to find the correlation weights $w_{ij}$, we need to construct the mathematical model using geometry given in Fig. 3. In Fig. 3, $a_{ij}$ is the effective angle. Let $d_{ij} = \|s_i - s_j\| = \sqrt{(a_i - a_j)^2 + (b_i - b_j)^2}$ is the distance between the two sensors located at the locations $r_i = (a_i, b_i)$ and $r_j = (a_j, b_j)$, respectively. We assume coverage to be a Boolean disk model. Let $R_i$ is the circular sensing region of i-th sensor with radius $r$ and centered at $r_i$. Similarly, $R_j$ is the circular sensing region of j-th sensor with radius $r$ and centered at $r_j$. The fraction of common sensing area covered by the two circular regions represents the correlation weights that can be represented as [25]:

$$w_{ij} = D_0\{d_{ij}\} = D_0(\|s_i - s_j\|)$$

We assume all sensors have same sized sensing region. Let $h_{ij}$ is the chord length that connects the two intersections $P_1$ and $P_2$, and can be represented as [25]:

$$h_{ij} = 2\sqrt{r^2 - \frac{d_{ij}^2}{4}}$$

Let $A = \pi r^2$ is the region of circular region, $A_{ij}^l$ is the area of shaded region covered by the the arc $P_1P_2$ for $S_i$ and chord $P_1P_2$. Similarly, $A_{ij}^j$ is the area covered by the arc $P_1P_2$ for $S_j$ and chord $P_1P_2$. Then we can write [25]:

$$w_{ij} = D_0\{d_{ij}\} = \frac{A_{ij}^l + A_{ij}^j}{A}$$

Due to symmetry $A_{ij}^l = A_{ij}^j$ as shown in Fig. 2, we can write

$$A_{ij}^l = \frac{r^2 \cos^{-1}\left(\frac{d_{ij}}{2r}\right) - \frac{h_{ij}d_{ij}}{4}}{2} = A_{ij}^l$$

Putting value of $A_{ij}^l = A_{ij}^l$ in ((9)), we get

Fig. 3: Spatial Circular Correlation Model [25]
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\[
w_{ij} = \frac{1}{\pi r^2} \left( \frac{r^2 \cos^{-1} \left( \frac{d_{ij}}{2r} \right)}{2} - \frac{h_{ij} d_{ij}}{4} + \frac{r^2 \cos^{-1} \left( \frac{d_{ij}}{2r} \right)}{2} - \frac{h_{ij} d_{ij}}{4} \right)
\]

Now putting values of \( h_{ij} \) in ((11)), we get [25]:

\[
w_{ij} = \frac{1}{\pi} \cos^{-1} \left( \frac{d_{ij}}{2r} \right) - \frac{d_{ij}}{2mr^2} \sqrt{r^2 - \frac{d_{ij}^2}{4}}
\]

or

\[
w_{ij} = \frac{1}{\pi} \cos^{-1} \left( \frac{d_{ij}}{2r} \right) - \frac{d_{ij}}{4mr^2} \sqrt{(2r)^2 - d_{ij}^2}
\]

By put \( \theta = 2r \), we get

\[
w_{ij} = \frac{1}{\pi} \cos^{-1} \left( \frac{d_{ij}}{\theta} \right) - \frac{d_{ij}}{\theta^2} \sqrt{\theta^2 - d_{ij}^2}
\]

We see that parameter \( \theta \) controls the correlation among active sensors and \( w_{ij} \) can be rewritten in general form as follows [25]

\[
w_{ij} = \begin{cases} 
\frac{1}{\pi} \cos^{-1} \left( \frac{d_{ij}}{\theta} \right) - \frac{d_{ij}}{\theta^2} \sqrt{\theta^2 - d_{ij}^2}, & \text{for } 0 \leq d_{ij} \leq \theta, \\
0, & \text{for } d_{ij} > \theta,
\end{cases}
\]

where \( r \) is considered to be fixed as specified sensing range of a given sensor. We consider that all sensors have similar sensing range. The proposed two stage algorithm is summarized in Table 1.

### 3.3 Performance Analysis

As under hypothesis \( \mathcal{H}_0 \), \( x_{LE} \sim \mathcal{N}(0, \sigma_L^2 I_L) \) and under hypothesis \( \mathcal{H}_1 \), \( x_L \sim \mathcal{N}(P_L, \sigma_L^2 I_L) \), then [16, 17]

\[
x_L^T W x_{LE} \sim \begin{cases} 
\chi^2_L(\lambda) & \text{for } \mathcal{H}_1 \\
\chi^2_L & \text{for } \mathcal{H}_0
\end{cases}
\]

where \( \lambda = P_L^T W x_{LE} \) and \( L = E[L] \)is the estimated value of \( L \). Keeping this discussion into consideration, the detection probability becomes

\[
P_D(L) = Q_{\chi^2(\lambda)}(\gamma_F)
\]

We can observe that the detection performance depends on \( L \). This can be found empirically with histograms, as histogram can be used to find the estimated distribution of \( L \), \( \tilde{P}_D(L) \). With \( \tilde{P}_D(L) \) the expression of average detection probability \( \tilde{P}_D \) are given as [16, 17]:

\[
\tilde{P}_D = E_{L} [P_D(L)] = \sum_{i=1}^{\text{max}} P_D(L) f_{LE}(l)
\]

Similarly, for the average probability of false alarm, \( \tilde{P}_{FA} \)

\[
\tilde{P}_{FA} = E_{L} [P_{FA}(L)] = \sum_{i=1}^{\text{max}} P_{FA}(L) f_{LE}(l)
\]

The performance of detection for a particular detector is express in terms of \( \tilde{P}_D \) and \( \tilde{P}_{FA} \).

| Table 1: Summary of the proposed two stage detection mechanism |
|---------------------------------------------------------------|
| **In response to queries received from the fusion center, each sensor in WSN takes N observations to perform the local detection process using GLRT test given in ((3)).** |
| **Each sensor decides in favor of either \( \mathcal{H}_1 \) or \( \mathcal{H}_0 \).** |
| **Sensors with decision \( \mathcal{H}_1 \) are classified as active sensors and sensors with decision \( \mathcal{H}_0 \) are classified as non-active sensors.** |
| **Only the active sensors send their information \( (i.e., \hat{y}_1, \hat{y}_2, \ldots, \hat{y}_L) \) to the fusion center and non-active sensors will switch back to inactive mode, hence, local censoring is achieved.** |
| **Upon receiving the information, the fusion center exploits location information of L active sensors and \( x = [\hat{y}_1, \hat{y}_2, \ldots, \hat{y}_L] \) to perform the detection process given in ((5)).** |

### 4. RESULTS AND DISCUSSION

To evaluate the detection performance of the proposed scheme, numerical simulations are presented in this section. For these simulations we have used a sensor network of total 256 sensor nodes that are deployed in the form of a grid in a square area as shown in Fig 4.
Two Stage Muti Sensor Detection Scheme for Large Scale WSN Using Spatial Proximity

We consider a target that is located at the center of the field and emitting power $P_0=2\text{dB}$. As it is argued in earlier sections, this power is assumed to be received by a subset of sensors present in the event region as shown in Fig. 4. Noise power at each sensor is considered to be $\sigma=2\text{dB}$. We further assume that a noise power added by the fusion center is $\sigma=-5\text{dB}$. Rest of the parameters are defined during each experiment performed.

![Fig. 4: Sensor deployment and event region based on the range of event signal](image)

With the aforementioned parameters the scenerio of the hypothesis $\mathcal{H}_0$ is demonstrated in Fig. 5, where we can see that although event signal is not present but multiple sensors declare $\mathcal{H}_1$ falsely. Such erroneous declarations from the sensors are due to noise. However, we can observe that these false active sensors are not in the form of cluster rather they are randomly located in the field. Similarly, $\mathcal{H}_1$ is demonstrated in Fig. 6, where we can observe that multiple sensors declare $\mathcal{H}_1$ are in the form of cluster. This show that in addition to signal energy, the cluster information can also be used as an additional information.

![Fig. 5: Demonstration of Hypothesis $\mathcal{H}_0$](image)

![Fig. 6: Demonstration of Hypothesis $\mathcal{H}_1$](image)

In order to demonstrate the effectiveness of our proposed scheme, we use the Receiver Operating Curve (ROC) to obtain the Probability of detection vs Probability of False alarm using algorithm given in [26]. These results are shown in Fig. 7, where we can see that the proposed scheme out performs the traditional GLRT scheme. We remark that the GLRT is asymptotically optimal detection test.

![Fig. 7: Probability of Detection vs Probability of False Alarm](image)
5. CONCLUSION

We have proposed a novel detection scheme for wireless sensor networks that exploits the fact that sensors located near to the event region have more credible information, whereas the reports of the rest of the far away sensors will be prone to faulty detection. In order to exploit this fact, a two-stage detection mechanism is considered that exploits the spatial proximity of the sensors present inside the event region. In the proposed mechanism, first of all each sensor in the field makes its own local decision. If the local decision is in favor of hypothesis $H_1$, it sends observations to fusion center otherwise remains silent, hence, local censoring is achieved. Upon receiving the local observations of selected sensors, the fusion center combines the known location of these sensors with the received observations to draw the final decision. Simulation results have been provided to assess the performance of the proposed scheme that show the proposed scheme has superior performance over the traditional detection scheme.
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