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Abstract

We discuss several aspects of particle production in: (a) time dependent electric field and (b) expanding Friedmann background. In the first part of the paper, we provide an algebraic mapping between the differential equations describing these two phenomena. This mapping allows a direct comparison between (a) and (b) and we highlight several interesting features of both cases using this approach. We determine the form of the (equivalent) electric field corresponding to different Friedmann spacetimes and discover, for example, a time-dependent electric field which, in a specific limit, leads to a Planck’s spectrum of particles. We also discuss the conditions under which the particle production in an expanding background will be non-analytic in the parameter which encodes the coupling to the curved spacetime, in close analogy with the generalized Schwinger effect. In the second part of the paper, we study the situation in which both time dependent electric field and an expanding background are simultaneously present. We compute particle production rate in this context by several different methods paying special attention to its limiting forms and possible non-analytic behaviour. We also clarify several conceptual issues related to definitions of in-vacuum and out-vacuum in these systems.

1 Introduction

Two examples of particle production in external backgrounds — discussed extensively in the literature — corresponds to: (a) quantum field theory of a complex scalar field in an external, homogeneous, electric field [1] and (b) quantum field theory of a scalar field in an expanding Friedmann background [2]. We will be dealing with several aspects of these two systems in this paper.

The first of these two examples include the famous Schwinger effect [1,3], corresponding to a constant electric field, and its generalizations which deal with time dependent electric fields (see e.g., Refs.[4–13]. In the case of constant electric field, the number density of particles produced from the vacuum has a non-analytic dependence on the coupling constant, which implies that this result cannot be obtained from perturbative QED. The situation changes when the electric field is time dependent (see for e.g., Refs. [14–18]). Broadly speaking, if the electric field is sharply localized in a time interval, the particle production
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rate exhibits an analytic dependence on the coupling constant. It is possible to construct examples in which the particle production rate makes a smooth transition between non-analytic to analytic behaviour (with respect to the coupling constant), when a parameter which controls the time dependence of the electric field is varied.

In the first part of this paper, we will show that there exists a purely algebraic correspondence between the differential equations governing the scalar field in the cases (a) and (b) mentioned above. (Though some authors have noticed a parallel between particle production in an expanding universe and Schwinger effect in the past — one of the earliest works we know being Ref. [19] and a more recent one being [20] — the utility of this parallel has not been adequately exploited in the literature.) Using this correspondence, it is possible to translate the results obtained in the case of a time dependent electric field to those in an expanding Friedmann background and vice-versa. For example, it turns out that the constant electric field case can be mapped to a radiation dominated universe while the de Sitter universe maps back to a singular electric field. Further, the Milne universe maps to an electric field in flat spacetime which produces a Planckian spectrum of particles, in a specific limit, thereby providing yet another ‘black hole analogue’ [21].

Just as the particle production in an external electric field vanishes when a coupling constant in the problem goes to zero, the particle production in an expanding universe will vanish when the parameter describing the expansion of the universe goes to zero, thereby reducing the Friedmann universe to a flat spacetime. (For example, the spatially flat de Sitter universe will become flat spacetime when \( H \to 0 \).) This vanishing of the particle production in the expanding universe can, again, have either an analytic or non-analytic dependence in the relevant coupling constant, just as it happens in the case of time-dependent electric field. In a previous work [22], we provided a criterion to distinguish between these two types of behaviour for a broad class of time dependent electric fields. The mapping between the two cases (a) and (b) allows us to translate the results in Ref. [22] to the case of particle production in Friedmann universes and obtain a criterion for analytic versus non-analytic dependence of the coupling constant in this context.

In the second part of the paper we study situations in which both time dependent electric field as well as background expansion are present in the form of a time dependent electric field in the de Sitter universe. (The effects of pair production in such settings are believed to be relevant in the study of inflationary magnetogenesis; see e.g., Refs. [23–25]). The particle production in this context should reduce to two previously known limits when we switch off the electric field or the de Sitter expansion. To understand these limits properly, we first describe certain peculiar features which arise in the study of particle production in the de Sitter background. The conventional method for studying the particle production in an expanding background is based on calculating the Bogolubov coefficients between the in-modes and the out-modes. The straightforward application of this method works in a de Sitter background only when \((M/H) > 3/2\) (where \(M\) is the mass of the scalar field quanta and \(H\) is the Hubble constant) and fails when \((M/H) < 3/2\). We provide a careful discussion of this failure and show how particle production can be computed for all values of \((M/H)\) by using a different method [26,27]. This method uses the Schrödinger picture description and evolves an asymptotic in-vacuum state wave function into the future using the Schrödinger equation. Expanding this wave function in terms of instantaneous mode functions one can describe particle production in de Sitter for all values of \(M/H\). It turns out that similar issues arise when we study particle production due to the combined effect of electric field and de Sitter expansion and can be satisfactorily addressed by using a similar procedure. We also pay careful attention to the two limits \(E \to 0\) and \(H \to 0\) and ensure that our results have the correct limiting forms. (This has not been the case in some of the previous literature in this subject.)

The structure of the paper is as follows: In Section 2, we show that there is a well defined algebraic correspondence between the differential equations describing the pair production of a massive scalar field
in Friedmann universe and a massive complex scalar in a homogeneous but time dependent electric field in Minkowski spacetime. We illustrate this correspondence in physically relevant examples and their useful limiting cases. Using the correspondence established in Section 2, and the techniques developed in Ref. 22 to study generalized Schwinger effect, we analyze the analytic versus non-analytic dependence of pair production in Friedmann universe in Section 3. In Section 4, we briefly review pair creation in de Sitter spacetime using various methods. We review the standard procedure based on mode functions (which works best for $M/H > 3/2$) and an alternative procedure, based on the instantaneous diagonalization of the Hamiltonian (which works for all values of $M/H$). Finally, we discuss the Schwinger effect in de-Sitter in Section 5 using two approximate methods (namely the Landau procedure and the Euclidean action method) and one exact method (using the mode functions) and compare the results. In Section 6, we complement the results of Section 2, by studying the pair production in a homogeneous but time dependent electric field in de-Sitter universe.

The last section summarizes the paper and gives a list of new — conceptual and technical — results obtained in this work.

2 Correspondence between generalized Schwinger effect and pair production in an expanding universe

Two time dependent quantum systems of importance, in the discussion of quantum fields in non-trivial backgrounds, are: (a) a massive scalar field in the Friedmann universe and (b) a massive complex scalar field in a homogeneous but time dependent electric field. In this section we will briefly review the algebraic correspondence between these two and study several properties using this correspondence. One of the common features of these systems is that the time dependence of the background fields (viz., the metric and the electric field), leads to the creation of particle pairs from the vacuum. Though, these effects are usually studied separately in literature for these two systems, it is possible to establish an algebraic mapping between them. This allows us to translate the particle production rate in one case to the same in the other. In this section, we will establish this precise correspondence (see e.g., 19) and demonstrate possible applications.

The Friedmann metric describing a spatially flat, isotropic and homogeneous universe contains a single time dependent parameter $a(t)$, and is given by:

$$ds^2 = -dt^2 + a^2(t)|dx|^2.$$  \hspace{1cm} (1)

It is convenient to transform to the conformal time coordinate $\eta$ defined by $d\eta = dt/a(t)$, such that the line element takes the following form,

$$ds^2 = a(\eta)^2 (-d\eta^2 + |dx|^2),$$  \hspace{1cm} (2)

which is conformally flat in the $\eta$ coordinate. We will consider a conformally coupled, massive, scalar field in this background with the action:

$$\mathcal{A} = \frac{1}{2} \int d^4x \sqrt{-g}\phi \left[ \Box - \frac{R}{6} - M^2 \right] \phi.$$  \hspace{1cm} (3)

In the massless limit, presence of the Ricci scalar term ensures that this action is invariant under conformal transformations. Thus, for the conformally flat background given in Eq. (7), when $M = 0$, the above action
is equivalent to that of a massless field \( \Phi = a\phi \), in flat spacetime. However, when \( M \neq 0 \), the action in Eq. (3) transforms to the form
\[
\mathcal{A} = \frac{1}{2} \int d^4x \Phi \left[ \square_{\text{flat}} - M^2a^2 \right] \Phi .
\] (4)
where, \( \square_{\text{flat}} \) is the flat spacetime Laplacian and \( \Phi = a\phi \). We will Fourier transform the field \( \Phi \) in the spatial coordinates and introduce the Fourier modes \( \Phi_k \). In terms of \( \Phi_k \), the action simplifies to that of a bunch of time dependent harmonic oscillators, each labelled by the wavenumber \( k \). The corresponding Lagrangian associated with \( \Phi_k \) is given by:
\[
L_k = \left[ \frac{1}{2} |\Phi_k'|^2 - \frac{1}{2} \left( k^2 + a^2M^2 \right) |\Phi_k|^2 \right],
\] (5)
where, ‘prime’ denotes derivative with respect to the conformal time coordinate \( \eta \). Variation of the above Lagrangian with respect to \( \Phi_k \), yields its equation of motion, which can be written as,
\[
\Phi_k'' + \left\{ k^2 + M^2a^2(\eta) \right\} \Phi_k = 0,
\] (6)
with \( k^2 = |k|^2 \). This describes a time dependent harmonic oscillator of unit mass and frequency \( \omega_k(\eta) \) given by
\[
\omega_k^2(\eta) = k^2 + M^2a(\eta)^2.
\] (7)

We will next describe the correspondence between this differential equation and the one which arises in the case of a time dependent electric field in flat spacetime. To do this, we will consider a complex scalar field \( \Psi \) in the background of a homogeneous, but time dependent, electric field in flat spacetime (with the metric \( ds^2 = -d\eta^2 + dx^2 \)) and obtain an algebraic one-to-one correspondence between the two systems. Without loss of generality, let us assume that the electric field is along the \( z \) direction and choose the vector potential to be \( A_a = \{0, 0, 0, A_z(\eta)\} \). The field equation for the complex scalar field, minimally coupled to this background electric field, is given by
\[
(\partial_a - iqA_a)(\partial^a - iqA^a)\Psi - m^2\Psi = 0.
\] (8)
As in the previous case, we introduce the Fourier transform \( \Psi_p \) of the complex scalar field \( \Psi \), defined by
\[
\Psi(x, \eta) = \int_{-\infty}^{\infty} \frac{dp_z}{2\pi} \int d^2p_\perp \frac{1}{(2\pi)^2} e^{ip_\perp x} \Psi_p(\eta),
\] (9)
to describe the dynamics. In the above expression, we have separated the momentum integral into that of the longitudinal \( (p_z) \) and the transverse \( (p_\perp \equiv p - p_\perp \hat{z}) \) components for later convenience. The equation of motion satisfied by \( \Psi_p \) takes the form
\[
\Psi_p'' + \left\{ m^2 + p_\perp^2 + (p_z + qA_z)^2 \right\} \Psi_p = 0.
\] (10)
Under the one parameter family of gauge transformations\(^1\) given by \( A_a \rightarrow \tilde{A}_a = \{0, 0, 0, \tilde{A}_z(\eta)\} = \{0, 0, 0, A_z(\eta) + C\} \), where \( C \) is a constant, the complex scalar field transforms to \( \tilde{\Psi} = e^{iqCz}\Psi \). This, in turn,

\(^1\)In the following discussion, unless otherwise specified, by the phrases ‘gauge transformation’ and ‘gauge-invariant’, we mean, respectively, this one parameter family of gauge transformations and invariance under the same.
implies that the Fourier transforms of $\tilde{\Psi}$ and $\Psi$ are related by $\tilde{\Psi}(p_z, p_{\perp}) = \Psi(\tilde{p}_z = p_z - qC)$. Therefore, the 3-vector $p$ does not specify a given physical mode of the complex scalar field in a gauge-invariant way. On the other hand, the 'physical momentum' 3-vector $\Pi(\eta_0) \equiv (\Pi_z(\eta_0) = p_z + qA_z(\eta_0), p_{\perp})$, where $\eta_0$ is an arbitrary time, can be used to specify a physical mode in a gauge-invariant manner, since, under a gauge transformation the quantity $p_z + qA_z(\eta_0)$ remains invariant. Once the gauge is fixed, however, we can always work with $p$, with out any ambiguity.

It is evident that Eq. (10) describes a time dependent harmonic oscillator of unit mass and time-dependent frequency $\Omega_p(\eta)$, where

$$\Omega_p^2(\eta) = m^2 + p_{\perp}^2 + \{p_z + qA_z(\eta)\}^2$$

Thus, the Fourier modes of both (i) the conformally coupled, massive, scalar field in an expanding background and (ii) the complex scalar field in a homogeneous electric field satisfy the equation for a time-dependent harmonic oscillator with unit mass. Consequently, for appropriate choice of the parameters and functional forms for $a(\eta)$ and $A_z(\eta)$, Eq. (6) and Eq. (10) can be made mathematically identical. That is, a purely algebraic correspondence between the equations of motion of the two systems exist when the following identification is made:

$$k^2 + M^2 a^2(\eta) \rightarrow m^2 + p_{\perp}^2 + \{p_z + qA_z(\eta)\}^2$$

This, in turn, implies that the solutions in one case can be mapped to that in the other. We stress that this is just a useful *algebraic* correspondence, at the level of differential equations governing the Fourier modes, using the principle that same equations have the same solutions. (We do not imply any physical equivalence between the two systems; for example, parameters which appear in the two cases do not share similar physical interpretation.) In the following subsections we will investigate what this mapping translates to, in terms of the particle production, using some special cases.

### 2.1 Sauter type electric field and its Friedmann analogue

As a warm-up exercise for the above correspondence between a time dependent electric field and an expanding universe, we start by discussing the Sauter type electric field. This is a time dependent electric field and has the following form:

$$E = (0, 0, E_0 \text{sech}^2(\lambda \eta)) \ .$$

The corresponding vector potential, called the Sauter-type potential, is given by,

$$A = -\left(\frac{E_0}{\lambda}\right) \tan h(\lambda \eta) \hat{z}$$

where, $\lambda$ is a constant having dimensions of inverse of time. The differential equation for the Fourier modes of a complex scalar field in this background electric field can be exactly solved and hence, the particle production rate can be explicitly calculated. The result is given by (see for example, [28, 29]):

$$n_k = \frac{\cosh^2 \left(\frac{\pi}{\lambda} \sqrt{\left(\frac{qE_0}{\lambda}\right)^2 - 1}\right) - \sinh^2 \left(\frac{\pi}{2\lambda} (\tilde{\omega}_+ - \tilde{\omega}_-)\right)}{\sinh \left(\frac{\pi \tilde{\omega}_+}{2\lambda}\right) \sinh \left(\frac{\pi \tilde{\omega}_-}{2\lambda}\right)}$$
where, the frequencies \( \tilde{\omega}_\pm \) are defined as,

\[
\tilde{\omega}_\pm = \sqrt{m^2 + p_\perp^2 + \left( p_z \mp \frac{qE_0}{\lambda} \right)^2}.
\]  

(16)

We will next discuss how the above expression for particle number also arises for a conformally coupled massive scalar field in an expanding universe, for a certain choice for the scale factor \( a(\eta) \). To keep the discussion somewhat general, we will start with the following form of the scale factor [30],

\[
a^2(\eta) = A + B \tanh(\lambda \eta) + C \tanh^2(\lambda \eta),
\]

(17)

where \( A, B \) and \( C \) are dimensionless constants. The number of produced particles in the asymptotic limit, for the scale factor presented in Eq. (17), has been explicitly worked out in [30], and is given by:

\[
n_{k} = \frac{\cosh \left( 2\pi \frac{\omega_{+}}{\lambda} \right) + \cosh \left( \pi \sqrt{\frac{4M^2C}{\lambda^2} - 1} \right)}{\cosh \left( 2\pi \frac{\omega_{-}}{\lambda} \right) - \cosh \left( 2\pi \frac{\omega_{+}}{\lambda} \right)},
\]

(18)

where, the frequencies \( \omega_{\pm} \) are defined in terms of the constants \( A, B \) and \( C \) appearing in the scale factor and the mass \( M \) as,

\[
\omega_{\pm} = \frac{1}{2} \left\{ \sqrt{k^2 + M^2(A + B + C)} \pm \sqrt{k^2 + M^2(A - B + C)} \right\}.
\]

(19)

To algebraically map the time dependent frequency \( \omega_k(\eta) \), with the scale factor \( a(\eta) \) as in Eq. (17), to \( \Omega_p(\eta) \) for the Sauter-type potential, we start by making the following choice for the arbitrary constants,

\[
A = \left( \frac{p_z}{m} \right)^2; \quad B = -2\sqrt{AC}; \quad C = \left( \frac{qE_0}{m\lambda} \right)^2.
\]

(20)

The scale factor, after this identification, becomes \( a(\eta) = (p_z/m) - (qE_0/m) \tanh(\lambda \eta) \). (Note that in the expression for scale factor, \( p_z \) now appears purely as a parameter that describes a family of scale factors.)

Given this, one can immediately verify, following Eq. (12), that with the identification \( k^2 = M^2 + p_\perp^2 \), the corresponding vector potential takes the form as in Eq. (14). Once this correspondence is established, we can use Eq. (18) and Eq. (20), to obtain the particle number in an expanding universe:

\[
n_{k} = \frac{\cosh \left[ \frac{2\pi}{\lambda} (\tilde{\omega}_+ - \tilde{\omega}_-) \right] + \cosh \left[ \frac{2\pi}{\lambda} \sqrt{\left( \frac{2\pi}{\lambda} \right)^2 - 1} \right]}{\cosh \left[ \frac{2\pi}{\lambda} (\tilde{\omega}_+ + \tilde{\omega}_-) \right] - \cosh \left[ \frac{2\pi}{\lambda} (\tilde{\omega}_+ - \tilde{\omega}_-) \right]}.
\]

(21)

This coincides exactly with the number of particles produced in a Sauter potential given in Eq. (14) and the frequencies \( \tilde{\omega}_\pm \) are those presented in Eq. (16). This explicitly demonstrates how one may use the correspondence expressed by Eq. (12) to obtain the particle production rate in a given expanding background using the information about particle production rate in a homogeneous electric field and vice versa.

Before concluding this discussion, let us briefly discuss some of the limiting cases of the particle number in Eq. (18). First, consider the case \( B = 0 = C \), in which case the scale factor is a constant. This yields,
\( \omega_+ = \sqrt{k^2 + M^2 A} \) and \( \omega_- = 0 \), so that the particle production rate vanishes, as it should:

\[
\lim_{B,C \to 0} n_k = \frac{1 + \cosh(i\pi)}{\cosh(2\pi \frac{A}{\lambda}) - 1} = 0. \tag{22}
\]

Second, consider the vanishing \( \lambda \) limit, when the scale factor becomes \( a(\eta) \sim A + \lambda B \eta + \lambda^2 C \eta^2 \) and hence \( a(\eta) \) becomes constant as \( \lambda \to 0 \). Thus, it is expected that the particle production should also vanish in the \( \lambda \to 0 \) limit. A key question is whether it vanishes in an analytical fashion or non-analytically in \( \lambda \). For positive \( A, B, \) and \( C \), we obtain \( \omega_+ > \omega_- \) and in the vanishing \( \lambda \) limit we have \( \cosh(2\pi \omega_+/\lambda) \sim \exp(2\pi \omega_+/\lambda) \), as well as \( \sqrt{(4M^2 C/\lambda^2)} - 1 \sim (2M/\lambda) \sqrt{C} \). Thus, in the \( \lambda \to 0 \) limit, the particle number presented in Eq. (18) becomes,

\[
n_k \sim \exp\left\{-\frac{2\pi}{\lambda} (\omega_+ - \omega_-)\right\} + \exp\left\{-\frac{2\pi}{\lambda} (\omega_+ - M \sqrt{C})\right\} \tag{23}
\]

Since \( \omega_+ \) is greater than \( \omega_- \) as well as \( M \sqrt{C} \), it follows that \( n_k \to 0 \) in the \( \lambda \to 0 \) limit. However, due to \( (1/\lambda) \) dependence in the exponential, it is non-analytic in \( \lambda \) near \( \lambda \sim 0 \) as evident from Eq. (23).

Finally, let us consider the other extreme, namely \( \lambda \to \infty \) limit. The scale factor in this limit takes the following form

\[
\omega_+ = \sqrt{k^2 + M^2 A} \quad \text{and} \quad \omega_- = 0 \quad \text{analytic near } \lambda \sim \infty. \tag{24}
\]

Thus, we conclude that the particle production in an expanding universe for the scale factor in Eq. (17) may be either analytic or non-analytic in \( \lambda \) depending upon the limit of \( \lambda \) under consideration.

The behaviour of particle production rate \( n_k \) for the last two cases, namely \( \lambda \to 0 \) and \( \lambda \to \infty \), is closely related to two well-known limiting cases of the Sauter potential. They are, respectively, the following two limits of Eq. (14): (i) \( m\lambda/(qE_0) \to 0 \), i.e., when the electric field approaches a constant value — the particle production rate in this case is non-analytic in \( qE_0 \); (ii) \( m\lambda/(qE_0) \to \infty \), i.e., when the electric field approaches a sharply localized function in time, like a pulse — the particle production rate in this case is analytic in \( qE_0 \). Our mapping allows us to obtain an expanding universe analogue of these limits.

In general, there is no assurance that the scale factor corresponding to an arbitrary electric field configuration is sourced by a physically acceptable matter distribution; this is the situation, for example, in the case for a localized pulse-like electric field obtained from \( m\lambda/(qE_0) \to \infty \) limit of the Sauter-type field. However, it turns out that the constant electric field — with non-analytic dependence — actually maps to a radiation dominated universe. We shall briefly discuss this situation next.

### 2.2 Radiation dominated universe is equivalent to constant electric field

As a second example, we examine whether a Friedmann universe with a scale factor, which can be generated by physically acceptable source, can be mapped to a constant electric field. For this purpose, let us again
consider the $\lambda \to 0$ limit of scale factor in Eq. (17), but with the following choices of the parameters $B$ and $C$, such that

$$B = \frac{a_0 \sqrt{A}}{\lambda}; \quad C = \frac{a_0^2}{4\lambda^2} \quad (26)$$

Here, $a_0$ is a constant with dimension of inverse length. In this particular case, after substitution of the previous expressions for $B$ and $C$, the square of the scale factor becomes

$$a^2(\eta) = \lim_{\lambda \to 0} \left( A + \frac{a_0 \sqrt{A}}{\lambda} \tanh(\lambda \eta) + \frac{a_0^2}{4\lambda^2} \tanh^2(\lambda \eta) \right) = \left( \sqrt{A} + \frac{a_0 \eta}{2} \right)^2. \quad (27)$$

Therefore, the scalar factor in the conformal time coordinate has the form $a(\eta) = \sqrt{A} + (a_0 \eta/2)$. To see what kind of matter fluid may generate the same, let us consider the scale factor to be sourced by an ideal fluid with the equation of state $p = w \rho$, where $p$ is the pressure and $\rho$ is the energy density, then the scale factor evolves with the conformal time as:

$$a(\eta) = (b_0 + b_1 \eta)^{(1+3w)} \quad (28)$$

where $b_0$ and $b_1$ are two unknown constants of integration. For a radiation dominated universe, we have $w = 1/3$, so that the scale factor becomes $a(\eta) \propto \eta$, which immediately connects to the scale factor given by Eq. (27). Thus the choices made in Eq. (26) for the constants $B$ and $C$ corresponds to a radiation dominated universe. In this case, we have the following limiting behaviour for the particle number in the asymptotic limit, (see Appendix A for details),

$$\lim_{\lambda \to 0} n_k = \exp \left( -\frac{2\pi k^2}{M a_0} \right) \quad (29)$$

where $k^2 = |k|^2$. When $a_0 M \to 0$, we expect the particle production to vanish because: (i) as $a_0 \to 0$, the spacetime is flat (ii) as $M \to 0$, because of the conformal coupling, the scalar field in the background of a flat Friedmann metric is equivalent to that in Minkowski spacetime. The particle production rate indeed drops to zero as $a_0 \to 0$ in Eq. (29), but in a non-analytic fashion. Identical scenario arises in the context of constant electric field as well, where the particle number is non-analytic in the coupling constant. This analogy can in fact be made more precise in the light of correspondence given in Eq. (12), with the following identification:

$$k^2 \equiv p_{\perp}^2 + m^2; \quad M \sqrt{A} \equiv p_z; \quad \frac{M a_0}{2} \equiv q E_0 \quad (30)$$

so that the particle number in Eq. (29) takes the following familiar form

$$n_p = \exp \left[ -\frac{\pi (p_{\perp}^2 + m^2)}{q E_0} \right] \quad (31)$$

The particle number $n_p$, clearly, matches that in the context of a constant electric field and is non-analytic in $q E_0$. It is interesting to see that two of the important cases of pair production, namely the Schwinger effect and pair creation in a radiation dominated universe, which are seemingly different, are related in a very simple manner [19, 22, 30]. Next, we will seek for a time dependent electric field configuration that corresponds to a de Sitter or quasi-de Sitter spacetime.
2.3 de Sitter universe is equivalent to a singular electric field

The above analysis shows that the well-known case of Schwinger effect can be mapped to a radiation dominated universe and the non-analytic behaviour of the particle number holds true in the radiation dominated universe as well. We will next discuss the mapping in the reverse direction i.e., we will start from a well-known expanding universe, namely de Sitter, and then study the form of the electric field it maps to. To keep the discussion slightly general, will start with a generalization of the de Sitter spacetime, described by the following scale factor:

\[
a(\eta) = \left( a_0 + \frac{1}{1 - H\eta} \right)
\]

This metric approaches: (i) the Minkowski metric, except for some rescaling, when \(|H\eta| \gg 1\) and (ii) the de Sitter metric as \(H\eta \approx 1\) or as \(a_0 \to 0\). From the Friedmann equations, we can determine the density \(\rho\) and pressure \(p\) of the ideal fluid that can act as the source for this geometry. They are given by:

\[
\rho(a) = \frac{3}{8\pi G} \left( \frac{a_0}{a} \right)^4 \left( \frac{da}{d\eta} \right)^2 = \frac{3H^2 (a - a_0)}{8\pi G a^4} \;
\]

\[
p(a) = -\frac{1}{8\pi G} \left\{ \frac{3}{a} \frac{(da/d\eta)^2}{a^4} + \frac{2}{a} \frac{d}{d\eta} \left( \frac{da}{d\eta} a^2 \right) \right\} = -\frac{3H^2 (a + a_0/3)(a - a_0)^3}{8\pi G a^4} .
\]

The density and pressure vanishes as \(a \to a_0\) (equivalently, as \(\eta \to -\infty\)), as expected, since the spacetime approaches Minkowski space in this limit. On the other hand, as \(a \to \infty\) (equivalently, as \(\eta \to H^{-1}\)), the density and pressure approaches constant values such that \(\rho = -p = (3H^2)/(8\pi G)\), like in the de Sitter spacetime.

Now, from Eq. (6), we find that the Fourier modes of a massive conformally coupled scalar field in this background satisfies the following differential equation:

\[
\Phi_k'' + \left( k^2 + M^2 \left( a_0 + \frac{1}{1 - H\eta} \right)^2 \right) \Phi_k = 0 .
\]

We can simplify this differential equation by introducing two new parameters \(\kappa\) and \(\mu\), as well as a new variable \(z\), such that,

\[
\kappa = \frac{ia_0 M^2}{H \sqrt{a_0^2 M^2 + k^2}} ; \quad \mu = \frac{1}{4} - \frac{M^2}{H^2} ; \quad z = \frac{2i(Ht - 1) \sqrt{a_0^2 M^2 + k^2}}{H} .
\]

In terms of these variables, Eq. (34) takes the form,

\[
\frac{d^2 \Phi_k}{dz^2} + \left( -\frac{1}{4} + \frac{\kappa}{z} + \frac{1}{z^2} - \frac{\mu^2}{z^2} \right) \Phi_k = 0 ,
\]

The solutions to this differential equation can be written in terms of Whittaker functions \(W_{\kappa,\mu}(z)\) and \(M_{\kappa,\mu}(z)\). In particular, the ‘in’-modes, which are the solutions to Eq. (36) that behave as positive frequency functions near \(\eta \to -\infty\), are given by \(W_{\kappa,\mu}(z)\). One can verify this by looking at the behaviour of \(\phi_{k(\text{in})}\) near the asymptotic past:

\[
\phi_{k(\text{in})} \sim e^{-i(a_0^2 M^2 + k^2)^{1/2} \eta} ; \quad \eta \to -\infty
\]
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The 'out'-modes, on the other hand, are oscillatory and thus well-defined only when $(M^2/H^2) > 1/4$, a result which arises repeatedly in the context of de Sitter spacetime. (We will comment on this feature, in detail, later on.) The parameter $\mu$ becomes purely imaginary in this case, so that we can write $\mu = i|\mu|$ and the 'out'-modes $\phi_{k(out)}$ turns out to be proportional to $M_{\kappa,|\mu|}(z)$. From the asymptotic expansion of the Whittaker function, it follows that, the 'out' modes take the following form at late times:

$$\phi_{k(out)} \sim e^{-i|\mu|Ht}, \quad \eta \to H^{-1}$$  \hspace{1cm} (38)

where, $t$ is the cosmic time and related to the conformal time $\eta$ through the well known relation, $dt = a(\eta)d\eta$. The 'in'-modes and 'out'-modes introduced above are related through a Bogoliubov transformation of the following form:

$$\phi_{k(out)} = \alpha_k \phi_{k(in)} + \beta_k \phi^*_{k(in)}$$  \hspace{1cm} (39)

where, $\alpha_k$ and $\beta_k$ are the Bogoliubov coefficients. To find the explicit expressions for $\alpha_k$ and $\beta_k$, we can use the following relation involving the Whittaker functions,

$$M_{\kappa,\mu}(z) = \frac{\Gamma(2\mu + 1)e^{i\pi(\kappa-\mu+\frac{1}{2})}}{\Gamma(\mu + \kappa + \frac{1}{2})} W_{\kappa,\mu}(z) + \frac{\Gamma(2\mu + 1)e^{i\pi\kappa}}{\Gamma(\mu - \kappa + \frac{1}{2})} W_{-\kappa,\mu}(-z)$$  \hspace{1cm} (40)

$$\equiv A_k W_{\kappa,\mu}(z) + B_k W_{-\kappa,\mu}(-z)$$  \hspace{1cm} (41)

where, the last line defines the constants $A_k$ and $B_k$ respectively. It is then straightforward to see that the Bogoliubov coefficients are given in terms of the constants $A_k$ and $B_k$ such that,

$$\alpha_k = \frac{A_k}{\sqrt{|A_k|^2 - |B_k|^2}^2} \quad \beta_k = \frac{B_k}{\sqrt{|A_k|^2 - |B_k|^2}^2}$$  \hspace{1cm} (42)

Further, the number (density) of particles produced in the asymptotic future can be expressed as

$$n_k = |\beta_k|^2 = e^{-\pi(|\kappa|+|\mu|)} \frac{\cosh\{\pi(|\kappa| - |\mu|)\}}{\sinh\{2\pi|\mu|\}}$$  \hspace{1cm} (43)

Recall that, the $a_0 \to 0$ limit of the scale factor in Eq. (32) describes an exact de Sitter spacetime. The number of particles produced in this limit is given by

$$\lim_{a_0 \to 0} n_k = \frac{1}{e^{2\pi|\mu|} - 1}$$  \hspace{1cm} (44)

This matches with the well known result in literature [31, 32] and we will explore a closely related case further in Section 4.1. In the limit $H \to 0$, the scale factor becomes constant and hence we expect zero particle production. This comes out naturally from Eq. (43), since the RHS in the $|\mu| \to \infty$ (equivalent to $H \to 0$ limit) identically vanishes. We also see that this vanishing occurs through a non-analytic dependence in the parameter $H$. On the other hand, the above formula is not applicable for $M \to 0$ limit, as the mode functions at late times will not be of oscillatory nature in this case. (We will discuss this feature in detail later on.) One can, of course, work out the $M = 0$ case separately and prove that the particle production vanishes. This is consistent, since there cannot be any particle production for massless, conformally coupled scalar field in a conformally flat spacetime.
We will now determine an electric field configuration that, in accordance with Eq. (12), corresponds to the quasi-de Sitter metric that we have introduced. The form of scale factor suggests that the vector potential will be of the following form:

\[ A_z(\eta) = \frac{E_0}{\omega(1 - \omega \eta)} \quad E_0 \]

By demanding that the time dependent frequencies \( \omega_k(\eta) \) and \( \Omega_p(\eta) \) to be algebraically same, we arrive at the following identification between the parameters of the two scenarios,

\[ p_z - \frac{qE_0}{\omega} = Ma_0; \quad m^2 + p_\perp^2 = k^2; \quad \omega = H; \quad \frac{qE_0}{\omega} = M. \quad (46) \]

The time dependent electric field turns out to be singular at \( \eta = \omega^{-1} \), where it diverges quadratically. Its explicit form is given by

\[ E = \left( 0, 0, \frac{E_0}{(1 - \omega \eta)^2} \right) \quad (47) \]

This describes a family of electric fields parametrized by \( E_0 \) and \( \omega \). (It is tempting to interpret the parameter \( \omega \) as the inverse of time at which the electric field diverges. But, by virtue of a shift in the time coordinate, the point of divergence can be shifted to any arbitrary instant in time.) It turns out that the above electric field satisfies the following condition,

\[ \frac{1}{4} (\partial_\eta |E|)^2 = \text{constant} = \frac{\omega^2}{E_0} \equiv \sigma \quad (48) \]

Let us now determine the number of particles \( n_p \), associated with a complex scalar field, produced in this electric field background during the period \( -\infty < \eta < \omega^{-1} \). First, note that the parameters \( \kappa \) and \( \mu \) defined in Eq. (35), are replaced by the following expressions,

\[ \kappa = \frac{iqE_0 (p_z - qE_0 \omega^{-1})}{\omega^2 \sqrt{(p_z - qE_0 \omega^{-1})^2 + p_\perp^2 + m^2}}; \quad \mu = \sqrt{1 - \frac{q^2}{\sigma^2}} \quad (49) \]

and the condition, \( \mu = |\mu| \) translates to \( \sigma < 2q \). Having identified the parameters that are related to each other in either side of the correspondence, we can use Eq. (43) to show that the particle number for the above time dependent electric field becomes,

\[ n_p = \cosh \left[ \pi \left( \frac{qE_0 (p_z - qE_0 \omega^{-1})}{\omega^2 \sqrt{(p_z - qE_0 \omega^{-1})^2 + p_\perp^2 + m^2}} - \sqrt{\frac{(qE_0)^2}{\omega^4} - \frac{1}{4}} \right) \right] \]

\[ \times \sinh \left[ 2\pi \sqrt{\frac{(qE_0)^2}{\omega^4} - \frac{1}{4}} \right] \]

\[ \times \exp \left[ -\pi \left( \frac{qE_0 (p_z - qE_0 \omega^{-1})}{\omega^2 \sqrt{(p_z - qE_0 \omega^{-1})^2 + p_\perp^2 + m^2}} + \sqrt{\frac{(qE_0)^2}{\omega^4} - \frac{1}{4}} \right) \right] \quad (50) \]

The following aspects are worth noticing as regards this result:

(a) In the \( \omega \to 0 \) limit, electric field approaches a constant and the particle number density \( n_k \) approaches the Schwinger’s result, which is expected.
(b) The \( p_z \to qE_0/\omega \) limit (which is the analogue of pure de Sitter spacetime) gives

\[
\lim_{p_z \to (qE_0/\omega)} n_p = \frac{1}{\exp \left[ 2\pi \sqrt{\frac{(qE_0)^2}{\omega^4} - \frac{1}{4}} \right] - 1} \tag{51}
\]

Let us discuss the equivalent of \( H \to 0 \) limit in this context. As the correspondence in Eq. (49) shows, this is achieved by taking the following two limits: \( \omega \to 0 \) as well as \( qE_0 \to 0 \), keeping \( M = (qE_0/\omega) \) finite. As evident from Eq. (51), the particle number identically vanishes in this limit, which is what we expect in the limit of vanishing electric field.

(c) On the other hand, the above estimation for particle number density is not applicable for \( qE_0 \to 0 \) limit, as \( \sigma \) diverges, rendering the above analysis inapplicable. This is identical to the massless, conformally coupled, limit of de Sitter. The particle number indeed vanishes in this limit, but this case needs to be worked out separately.

(d) It is instructive to rewrite Eq. (50) in a gauge-invariant manner. In order to do that, we first define the gauge-invariant ‘physical momentum’ at the asymptotic past by \( \Pi = (p_z + qA_z(-\infty), p_{\perp}) \). It is easy to see that \( \Pi_z = (p_z - qE_0/\omega) \) and \( \Pi_{\perp} = p_{\perp} \). This motivates us to define an ‘energy’ for each mode by \( \epsilon_p = \sqrt{\Pi_z^2 + m^2} \), where \( \Pi_z^2 = |\Pi|^2 \). The particle production rate can then be written as

\[
n_p = \frac{\cosh \left( \frac{\pi q\Pi_z}{\sigma \epsilon_p} - \pi |\mu| \right)}{\sinh (2\pi |\mu|)} \exp \left[ -\frac{\pi q\Pi_z}{\sigma \epsilon_p} - \pi |\mu| \right] \tag{52}
\]

When \( \Pi \gg m \), i.e., in the ultra-relativistic limit, the above expression approximates to

\[
n_p \approx \frac{\cosh \left( \frac{\pi q \cos \theta}{\sigma} - \pi |\mu| \right)}{\sinh (2\pi |\mu|)} e^{-\left( \frac{\pi q \cos \theta + \pi |\mu|}{\sigma} \right)}; \quad \Pi \gg m, \tag{53}
\]

where, \( \theta \) is the angle between electric and the ‘physical momentum’ \( \Pi \). It is interesting to note that, in the ultra-relativistic limit, the leading order particle production depends only on the direction of ‘physical momentum’ and is independent of its magnitude.

To summarize, we have shown that the particle production by a scalar field in an expanding Friedmann spacetime, that smoothly extrapolates from Minkowski space to de Sitter universe, can be algebraically mapped to that of a complex scalar field in the background of a singular electric field that diverges quadratically at a certain instant of time. The special case of particle production in de Sitter spacetime (i.e., \( a_0 = 0 \)), under this map, translates to the case of particle production by the complex scalar field with a certain value of the component of canonical momentum along the electric field (i.e., \( p_z = qE_0\omega^{-1} \)).

2.4 An electric field that produces Planck spectrum of particles

The background geometries which produce a Planck spectrum of particles (e.g., black hole spacetimes) are of considerable importance in the study of quantum field theory in curved spacetime. This prompts us to ask: Is there a time dependent electric field in the flat spacetime which produces a Planck spectrum of particles?

It is well-known that, for a suitable vacuum choice, the Milne universe does lead to a Planck spectrum of particles at late times \([30,33]\). Therefore, the corresponding electric field will lead to the same result. We briefly mention this result here, postponing detailed discussion of this ‘black hole analogue model’
to a future work [21]. The scale factor for Milne universe is given by \( a(t) = \mathcal{H}t \) where \( \mathcal{H} \) has inverse dimensions of time. (The standard Hubble parameter is \( \dot{a}/a = 1/t \) and hence \( \mathcal{H} \) is not the Hubble parameter.) The passage to conformal time is straightforward and one obtains, \( \mathcal{H}t = \exp(\mathcal{H}\eta) \), such that \( t = 1/\mathcal{H} \) corresponds to \( \eta = 0 \) and \( t = 0 \) relates to \( \eta = -\infty \). Thus the scale factor in conformal time reads, \( a(\eta) = \exp(\mathcal{H}\eta) \). As we will see it is convenient to generalise the discussion slightly and consider the scale factor of the following form:

\[
a(\eta) = a_0 + e^{\mathcal{H}\eta}. \tag{54}
\]

Notice that the scale factor reduces to that of Milne universe in the \( a_0 \to 0 \) limit. Moreover, the spacetime corresponding to the above scale factor smoothly extrapolates from a Minkowski space time (when, \( \eta < 0 \) and \( |\mathcal{H}\eta| \gg 1 \)) to a Milne universe (when, \( \eta > 0 \) and \( |\mathcal{H}\eta| \gg 1 \)). For a pure Milne universe (i.e., \( a_0 = 0 \)), it can be shown that the density of produced particles \([30, 33]\) is Planckian:

\[
\eta_k = \frac{1}{\exp \left( \frac{2\pi k}{\mathcal{H}} \right) - 1} \tag{55}
\]

with the temperature given by \( T = \mathcal{H}/(2\pi) \).

To study the particle production in the ‘generalized Milne’ universe, corresponding to the scale factor in Eq. (54), let us first consider the equation of motion of the Fourier mode \( \Phi_k \) in this background, which is given by

\[
\Phi_k'' + \left[ k^2 + M^2 (a_0 + e^{\mathcal{H}\eta})^2 \right] \Phi_k = 0. \tag{56}
\]

It is convenient at this stage to define a new dependent variable \( \xi_k \), such that

\[
\Phi_k = e^{-\frac{i}{2}\mathcal{H}\eta} \xi_k \tag{57}
\]

and a new independent variable \( z \) by

\[
z = \frac{2ie^{\mathcal{H}\eta}M}{\mathcal{H}}, \tag{58}
\]

so that, Eq. (56) reduces the standard form of Whittaker’s differential equation:

\[
\frac{d^2 \xi_k}{dz^2} + \left( \frac{1}{4} + \frac{1/4 - \mu^2}{z^2} \right) \xi_k = 0. \tag{59}
\]

Hence, the general solution to Eq. (56) can be written in terms of the Whittaker functions \( W_{\kappa,\mu}(z) \) and \( M_{\kappa,\mu}(z) \). It turns out that, the out modes \( \phi_{k(out)} \) is given by

\[
\phi_{k(out)} \propto e^{-\frac{\mu}{2}\mathcal{H}\eta} W_{\kappa,\mu}(z). \tag{60}
\]

One can verify this by noting that the late time behaviour of \( \phi_{k(out)} \) turns out to be:

\[
\phi_{k(out)} \propto e^{-\frac{\mu}{2}\mathcal{H}\eta} e^{-i \sqrt{k^2 + M^2 a_0^2} \eta} + e^{i \sqrt{k^2 + M^2 a_0^2} \eta}; \quad \eta \to \infty. \tag{61}
\]

Clearly, this mode behaves as a positive frequency solution at late times and hence, qualify as the ‘out-modes’. On the other hand, in the early times, \( \phi_{k(out)} \) has the following limiting behaviour:

\[
\phi_{k(out)} \propto \tilde{\alpha}_k e^{-i \sqrt{k^2 + M^2 a_0^2} \eta} + \tilde{\beta}_k e^{i \sqrt{k^2 + M^2 a_0^2} \eta}; \quad \eta \to -\infty, \tag{62}
\]
where,

\[ \tilde{\alpha}_k = e^{\frac{\pi i \mu}{2}} \frac{\Gamma (2 \mu)}{\Gamma (\mu - \kappa + \frac{1}{2})}, \]  

\[ \tilde{\beta}_k = e^{-\frac{\pi i \mu}{2}} \frac{\Gamma (-2 \mu)}{\Gamma (-\mu - \kappa + \frac{1}{2})}. \]  

(63)

The asymptotic value of particle production rate can then be evaluated to get:

\[ n_k = \frac{|\tilde{\beta}_k|^2}{|\tilde{\alpha}_k|^2 - |\tilde{\beta}_k|^2} = \frac{e^{\frac{2\pi}{H} (a_0 M + \sqrt{k^2 + M^2 a_0^2})} + 1}{e^{\frac{4\pi}{H} \sqrt{k^2 + M^2 a_0^2}} - 1}. \]  

(64)

From Eq. (62), we can see that the ‘in-mode’ labelled by \( k \) has the energy \( \epsilon_k = \sqrt{k^2 + M^2 a_0^2} \). Hence, in the ultra-relativistic limit, given by \( \epsilon_k \gg M a_0 \), the particle spectrum in Eq. (64) approximates to

\[ n_k \approx \frac{1}{e^{\frac{4\pi}{H} \epsilon_k} - 1}. \]  

(65)

This corresponds to a Planckian distribution with the temperature \( T = \mathcal{H}/(2\pi) \). Note that, in the special case of \( a_0 = 0 \), which corresponds to the pure Milne universe, the spectrum is exactly Planckian.

The correspondence of scale factor in Eq. (54) with an electric field can be easily achieved, by virtue of Eq. (12), which gives,

\[ k^2 = m^2 + p_\perp^2; \quad q A_z (\eta) + p_z = M (a_0 + e^{\mathcal{H} \eta}) \]  

(66)

Hence, the associated electric field becomes,

\[ E_z (\eta) = E_1 \exp (\mathcal{H} \eta); \quad E_1 = \frac{M \mathcal{H}}{q}. \]  

(67)

Thus, at \( \eta \to -\infty \), we obtain \( E(\eta) = 0 \), while for \( \eta = 0 \), we have \( E(\eta) = E_1 \). Therefore, using Eq. (64) and Eq. (66), the number density of the quanta of a complex scalar field, produced due to the coupling with this time dependent electric field is given by:

\[ n_p^p = \frac{e^{\frac{4\pi}{H} (\Pi_z + \epsilon_p)} + 1}{e^{\frac{4\pi}{H} \epsilon_p} - 1}, \]  

(68)

where, we have defined the gauge-invariant ‘physical momentum’ \( \Pi \) and the energy \( \epsilon_p \) for each modes, respectively, by \( \Pi \equiv (p_z + q A_z (-\infty), p_\perp) \) and \( \epsilon_p = \sqrt{\Pi^2 + m^2} \). For small values of longitudinal physical momentum, i.e., for \( \Pi_z \ll \epsilon_p \), the particle spectrum approximates to

\[ n_p \approx \frac{1}{e^{\frac{4\pi}{H} \epsilon_p} - 1}, \]  

(69)

which corresponds to a Planckian distribution with temperature \( T = \mathcal{H}/(2\pi) \). The expression for \( T \) is reminiscent of that of a fictitious de Sitter space time with Hubble parameter \( \mathcal{H} \). (We also note that \( T \) is the Davies-Unruh temperature corresponding to the asymptotic acceleration \( g = (q E_1/M) \). However, \( M \) is not the mass of the complex scalar field under consideration, but that of the scalar field in the generalized Milne universe; so this interpretation of \( T \) as a Davies-Unruh temperature is incorrect.) The fact that a thermal spectrum can be generated from a homogeneous but time dependent electric field is an interesting results by itself and definitely needs further study [21].
In the $H \to 0$ limit, the electric field in Eq. (67) approaches a constant. Therefore, we expect that the particle rate in the $H \to 0$ limit, approaches the Schwinger’s result. In order to see that this is indeed the case, we choose the vector potential to be of the following form:

$$A_z(\eta) = -\frac{E_1}{H} e^{2\eta} - 1. \quad (70)$$

Clearly, the $H \to 0$ limit of this potential is given by $-E_1 \eta$, as is desired. The explicit expression for the longitudinal ‘physical momentum’ of a mode labelled by $p$, in this gauge, becomes $\Pi_z = p_z + qE_1/H$. The particle number density, given by Eq. (68), can then be rewritten as

$$n_p = \exp \left\{ \frac{2\pi}{H} \left[ (p_z + qE_1/H)^2 + \sqrt{m^2 + p_\perp^2 + (p_z + qE_1/H)^2} \right] + \frac{1}{\exp \left[ \frac{2\pi}{H} \sqrt{m^2 + p_\perp^2 + (p_z + qE_1/H)^2} - 1 \right]}. \quad (71)$$

In the small $H$ limit, the above expression, to the leading order, reduces to $n_p = \exp \left[ -\pi (m^2 + p_\perp^2)/(qE_1) \right]$, which matches exactly with the Schwinger’s result.

We will conclude this section with a brief comment regarding the correspondence between the electric field and more general expansion factors of the universe, for the sake of completeness. Consider a universe sourced by matter with the equation of state $p = w \rho$, with constant $w (\neq -1)$. Then the scale factor behaves as,

$$a(t) = \left( \frac{t}{t_0} \right)^{3(1+w)/(1+3w)}.$$  

The conformal time is:

$$\eta = \frac{3(1+w)}{1+3w} \frac{2}{t_0} \left( \frac{t}{t_0} \right)^{1+3w}.$$  

so that $t/t_0 = (\eta/\eta_0)^{3(1+w)/(1+3w)}$. The scale factor, in terms of the conformal time, is then $a(\eta) = (\eta/\eta_0)^{2/1+3w}$. The mode functions then satisfy the following differential equation,

$$\Phi''_k + \left\{ k^2 + M^2 \left( \frac{\eta}{\eta_0} \right)^{\frac{2}{1+3w}} \right\} \Phi_k = 0 \quad (73)$$

The corresponding vector potential for the equivalent electric field is easy to find using Eq. (12). We get:

$$k^2 = m^2 + p_\perp^2; \quad M \left( \frac{\eta}{\eta_0} \right)^{\frac{2}{1+3w}} = qA_z(\eta) + p_z \quad (74)$$

so that the electric field becomes,

$$E_z = -\frac{2M}{1+3w} \frac{1}{q\eta_0} \left( \frac{\eta}{\eta_0} \right)^{\frac{2}{1+3w}} \quad (75)$$

Thus most of our discussion can be generalized to this case as well, when the mode functions are known. Unfortunately, the closed form solution to Eq. (73) is known only in a few special cases. Thus we will not pursue this analogy any further. We will next take up more general features suggested by the mapping between time-dependent electric field and the expanding universe.
3 Perturbative vs non-perturbative limits of particle production

In an earlier work [22], we studied pair production in a homogeneous electric field background with the emphasis on analytic vs non-analytic dependence of the asymptotic particle number on the coupling constant \( q \). In that case, we could obtain two distinct general classes of electric field configurations that exhibit, respectively, analytic and non-analytic behaviour in the coupling constant. In this section, we will explore the implications of these results for particle production in an expanding universe using the correspondence discussed in Section 2.

Recall that the time dependent harmonic oscillator equation satisfied by \( \Phi_k \) is given by

\[
\frac{\partial^2}{\partial \eta^2} \Phi_k + k^2 \left[ 1 + \frac{a^2(\eta)}{\gamma^2} \right] \Phi_k = 0; \quad \gamma = \frac{k}{M} \tag{76}
\]

Let us now study the solutions of this equation in two regimes: (i) when \( a^2/\gamma^2 \) is “small” and can be considered as a perturbation and (ii) when \( a^2/\gamma^2 \) cannot be treated as a perturbation. The precise meaning of these conditions will become clear as we proceed.

3.1 Perturbative limit

Let us consider a regime of expansion when that the scale factor is bounded from above by some value, such that:

\[
a(\eta) \leq a_{\text{max}} \ll \gamma \tag{77}
\]

In this case, the time dependent term in Eq. (76) can be treated as a perturbation. For a Friedman universe expanding monotonically from a singularity \((a = 0)\), there always exists an epoch in which this condition holds. The particle number obtained may then be interpreted as the instantaneous particle number at the end this epoch. We can then expand \( \Phi_k \) as

\[
\Phi_k(\eta) = \Phi_k(0) + \frac{1}{\gamma} \Phi_k(1) + \frac{1}{\gamma^2} \Phi_k(2) + \ldots \tag{78}
\]

We seek a solution \( \phi_k \) to Eq. (76) that behaves as \( e^{-ik\eta} \) as \( \eta \to -\infty \). Using standard perturbative analysis techniques we find that:

\[
\Phi_k(\eta) = e^{-ik\eta} - \frac{k}{\gamma^2} \int_{-\infty}^{\eta} d\eta' \sin[k(\eta - \eta')] a^2(\eta')e^{-ik\eta'} + \mathcal{O}(\gamma^{-4}) \tag{79}
\]

The asymptotic behaviour of this solution to leading order in \( \gamma^{-1} \) is then given by

\[
\phi_k(\eta) = \begin{cases} 
    e^{-ik\eta}, & \eta \to -\infty \\
    Ae^{-ik\eta} + Be^{ik\eta}, & \eta \to \infty 
\end{cases} \tag{80}
\]

where, \( A = 1 + \mathcal{O}(\gamma^{-2}) \) and \( B = (i\pi k/\gamma^2)\chi(2k) \) with,

\[
\chi(\mu) = \int_{-\infty}^{\infty} \frac{d\eta}{2\pi} a^2(\eta)e^{-i\mu\eta} \tag{81}
\]
being the Fourier transform of the conformal factor. The number of particles \( n_k \) produced at the asymptotic future, to leading order in \( \gamma^{-1} \), can then be calculated as

\[
n_k = |B|^2 = \left( \frac{\pi M^2}{k} \right)^2 |\chi(2k)|^2 + \mathcal{O}(\gamma^{-4}). \tag{82}
\]

As an example, let us apply this result to the large \( \lambda \) limit of Eq. (17), in which case the scale factor is given by Eq. (24). In this case, the Fourier transform in Eq. (81) can be easily evaluated to get \( \chi(2k) = iB/(2k\pi) \). Hence the leading order particle number, from Eq. (82) takes the form

\[
n_k = \left( \frac{BM^2}{2k^2} \right)^2 + \mathcal{O}(\gamma^{-4}) \tag{83}
\]

One can easily verify that this is consistent with leading order behaviour of \( n_k \) given in Eq. (25).

3.2 Non-perturbative limit

We will next consider the more interesting case of the non-perturbative limit. The idea is to translate the procedure adopted in Ref. [22], for a time-dependent electric field, to the expanding universe case. This arises, when the scale factor is such that, \( a(\eta) \gg \gamma \), as well as \( |\eta| > \eta_c \). (That is, at some critical value of time \( \eta = \eta_c \), the perturbative analysis, discussed in Section 3.1, fails.) We will further assume that the scale factor is changing adiabatically in the asymptotic past and future, i.e.,

\[
\frac{a'}{Ma^2} \ll 1; \quad |\eta| > \eta_a > \eta_c \tag{84}
\]

where, \( \eta_c \) is another critical time. This condition enables us to perform WKB analysis for finding the asymptotic solution of Eq. (76). The time dependent frequency of the oscillator \( \Phi_k \) from Eq. (76) can now be expanded as

\[
\omega_k(\eta) = \frac{ak}{\gamma} + \frac{\gamma k}{2a} + \mathcal{O}(\gamma^2) \tag{85}
\]

Motivated by the correspondence — between electric field and expanding universe backgrounds — that we discussed above and the non-perturbative analysis of the electric field case in Ref. [22], we will assume the following asymptotic behaviour for the scale factor for \( |\eta| \gg \eta_c \).

\[
(i) \quad a(\eta) \sim \sum_{n=0}^{N} C_n |\mathcal{H}\eta|^{2n-1} \tag{86}
\]

\[
(ii) \quad \frac{1}{a(\eta)} \sim \sum_{n=-(N-1)}^{\infty} \tilde{C}_n |\mathcal{H}\eta|^{2n-1} \tag{87}
\]

for some positive integer \( N \). (These correspond to the conditions Eq(35) and Eq(36) in Ref. [22].) The positive frequency modes of the asymptotic past \( (\phi_k^{(in)}) \) and future \( (\phi_k^{(out)}) \), in the WKB approximation, can then be written as

\[
\phi_k^{(in)} \sim \left( \frac{\gamma}{ak} \right)^{1/2} \exp \left[ i \int_{-\eta_0}^{\eta} d\eta' \left( \frac{a(\eta')k}{\gamma} \right) + i \int_{-\eta_0}^{\eta} d\eta' \left( \frac{\gamma k}{2a(\eta')} \right) \right] ; \eta \to -\infty \tag{88}
\]

\[
\phi_k^{(out)} \sim \left( \frac{\gamma}{ak} \right)^{1/2} \exp \left[ -i \int_{-\eta_0}^{\eta} d\eta' \left( \frac{a(\eta')k}{\gamma} \right) - i \int_{-\eta_0}^{\eta} d\eta' \left( \frac{\gamma k}{2a(\eta')} \right) \right] ; \eta \to \infty \tag{89}
\]
where, we have assumed that \( a(\eta) > 0 \) for \( \eta \gg \eta_c \). Let us use Eq. (86) and Eq. (87) to simplify the argument of exponential factors in \( \phi_{k,\text{in}} \) and \( \phi_{k,\text{out}} \), yielding,

\[
\int_{-\eta_0}^{\eta} d\eta' \left( \frac{a(\eta')k}{\gamma} \right) \sim \frac{k \log(\eta)}{\gamma} + \left( \frac{k}{\gamma} \right) \sum_{n \neq 0} C_n (\eta) 2^{n}; \quad \eta > 0
\]

\[
\int_{-\eta_0}^{\eta} d\eta' \left( \frac{\gamma k}{2a(\eta')} \right) \sim \frac{\gamma k \log(\eta)}{2\gamma} + \left( \frac{\gamma k}{2\gamma} \right) \sum_{n \neq 0} C_n (\eta) 2^{n}; \quad \eta > 0
\]

Subsequently we can use these expressions to rewrite \( \phi_{k,\text{in}} \) and \( \phi_{k,\text{out}} \) as

\[
\phi_{k,\text{in}} \sim \left( \frac{\gamma}{a(\eta)k} \right)^{1/2} \exp \left[ i \left( \frac{kC_0}{\gamma} + \frac{\gamma kC_0}{2\gamma} \right) \log(\eta) + \sum_{n \neq 0} \left( \frac{kC_n}{\gamma} + \frac{\gamma C_n k}{2\gamma} \right) (\eta) 2^{n} \right]; \quad \eta \to -\infty
\]

\[
\phi_{k,\text{out}} \sim \left( \frac{\gamma}{a(\eta)k} \right)^{1/2} \exp \left[ -i \left( \frac{kC_0}{\gamma} + \frac{\gamma kC_0}{2\gamma} \right) \log(\eta) + \sum_{n \neq 0} \left( \frac{kC_n}{\gamma} + \frac{\gamma C_n k}{2\gamma} \right) (\eta) 2^{n} \right]; \quad \eta \to \infty
\]

Since, both \( \{ \phi_{k,\text{in}}, \phi_{k,\text{in}}^* \} \) and \( \{ \phi_{k,\text{out}}, \phi_{k,\text{out}}^* \} \) are a set of linearly independent solutions of Eq. (76), we can expand \( \phi_{k,\text{in}} \) in terms of \( \{ \phi_{k,\text{out}}, \phi_{k,\text{out}}^* \} \).

\[
\phi_{k,\text{in}} = A_k \phi_{k,\text{out}} + B_k \phi_{k,\text{out}}^*
\]

where \( A_k \) and \( B_k \) are the Bogoliubov coefficients. To determine the particle production rate we need to evaluate \( B_k \).

We will now find an approximate expression for \( B_k \) using the asymptotic expressions for the ‘in’ and ‘out’ modes. This can be done by a procedure, originally due to Landau, which we will call the Landau procedure. (This was used earlier in [22] in the case of time-dependent electric field, wherein more details can be found. We will not repeat the technical details here.) To use Landau procedure, we will interpret \( \eta \) as a complex variable in Eq. (92). In essence the procedure amounts to rotating \( \eta \) in the complex plane from \( \arg[\eta] = 0 \) to \( \arg[\eta] = \pi \). We can see that under this transformation the asymptotic expression for \( \phi_{k,\text{in}} \) near \( \eta \to -\infty \) transforms to that of \( \phi_{k,\text{out}} \) near \( \eta \to \infty \), except for a constant factor. In view of Eq. (94), we can immediately interpret this factor as the Bogoliubov coefficient \( B_k \), which reads,

\[
B_k \approx e^{i\pi} \exp \left[ -\pi \left( \frac{kC_0}{\gamma} + \frac{\gamma kC_0}{2\gamma} \right) \right]
\]

The number of particles produced can then be computed in a straightforward manner as:

\[
n_k = |B_k|^2 = \exp \left[ -2\pi \left( \frac{kC_0}{\gamma} + \frac{\gamma kC_0}{2\gamma} \right) \right]
\]
Thus, to the leading order, the non-analytic dependence of particle production rate is controlled by the two constants: \( C_0 \) and \( \tilde{C}_0 \). We will now illustrate this result with two examples discussed earlier.

Example 1: As a first example of this procedure, consider the physically important case of a locally de Sitter metric, with the scale factor, in some appropriate interval being given by

\[
a(|\eta|) = \frac{1}{1 + H|\eta|}
\]

and \( \frac{1}{a(\eta)} = 1 + H|\eta| \) (98)

so that the relevant constants appearing in the expression for particle number, taking a cue from Eq. (86) and Eq. (87), yields, \( C_0 = 1, \tilde{C}_0 = 0 \) and \( \mathcal{H} \to H \). Thus the number of particles produced, according to Eq. (96), is given by

\[
n_k \approx \exp \left[ -\frac{2\pi M}{H} \right]
\]

which, we will see in the next section, is consistent with the large mass limit of the exact value of \( n_k \). If we treat \( M \) as the energy, this is just the Boltzmann limit of a Planck spectrum at temperature \( T = H/2\pi \).

Example 2: As a second example, consider the scale factor given by Eq. (27). The asymptotic expansion now reads \( a(\eta) \approx \left( \frac{|a_0\eta|}{2} \right) \) and hence the inverse scale factor reads, \( (1/a(\eta)) \approx (2/|a_0\eta|) \). With the identification \( a_0 \to \mathcal{H} \), the coefficients \( C_0 \) and \( \tilde{C}_0 \) in this case are given by 0 and 2, respectively. The particle number then becomes,

\[
n_k \approx \exp \left[ -\frac{2\pi k^2}{Ma_0} \right]
\]

which matches exactly with Eq. (29). This explicitly demonstrates the usefulness of this approach.

This concludes the first part of this work, related to the correspondence between time dependent electric field and expanding universe. We next want to study the case of time-dependent electric field in an expanding de Sitter background wherein both these effects will be present. However, before we do that (in Section 5), we will first consider the case of particle definition and production in the de Sitter universe itself, in order to clarify/highlight several conceptual and technical features in Section 4.

4 Particle production in de Sitter spacetime using different approaches

So far we have considered particle production in two separate backgrounds, viz., time-dependent electric field in flat spacetime and expanding Friedmann universe, and established a correspondence between them. Our next aim is to consider a situation when a test electric field is present in an expanding Friedmann background, in particular in a de Sitter universe. This will help us to understand the particle production when both the backgrounds are present. We will see that, the case of electric field in de Sitter introduces certain technical and conceptual issues which needs special care. However, these issues arise because of the de Sitter background and are present even in the case of a pure de Sitter universe. The purpose of this section is to review several aspects of particle production in de Sitter spacetime using different approaches, in order to compare and contrast them. The insights obtained in this section will be useful later on when we add an electric field.

With this motivation, we will review particle production in a de Sitter universe [34]. We will be mainly using two approaches; the first one using the mode functions to compute the exact Bogoliubov coefficients
and the second one using instantaneous diagonalization of the Hamiltonian for the time dependent oscillator modes to define particle production rate as a function of time. However, we revisit the latter approach using a new technique, explored in Ref. [35] (also see [36, 37]), that maps any time dependent oscillator to an oscillator with constant frequency. This will give us a handle on several conceptual issues, especially on the definition of particles which is ambiguous in curved spacetime.

4.1 Particle production using the Bogoliubov Coefficients

We start by writing down the de Sitter metric in the conformal flat slicing, which takes the following form,

$$ds^2 = \frac{1}{(1 - H\eta)^2} (-d\eta^2 + |dx|^2); \quad -\infty < \eta < H^{-1}$$  \hspace{1cm} (101)$$

We will consider particle production due to a massive quantum field living in this background spacetime, whose action is given by

$$A = \int d^4x \sqrt{-g} \left[ -\frac{1}{2} g^{ab} \partial_a \Phi \partial_b \Phi - \frac{1}{2} M^2 \Phi^2 \right]$$  \hspace{1cm} (102)$$

where, $g_{ab}$ corresponds to the metric given in Eq. (101). (Note that the above action is different from that in Eq. (3), in that the non-minimal coupling term, $R\Phi^2$ is absent. This is because, we are now considering the minimally coupled scalar field, which — since $R$ is a constant for de Sitter spacetime — can be generalized in a straightforward manner to arrive at the results of a scalar field with conformal coupling as well.) Let us introduce the Fourier modes $\Phi_k$ by standard means, in terms of which the action simplifies to that of a bunch of time dependent harmonic oscillators, each labelled by $k$, whose time dependent frequency and mass are given by

$$\omega_k^2(\eta) = k^2 + a^2 M^2; \quad m_k(\eta) = a^2(\eta).$$  \hspace{1cm} (103)$$

Hence, the equation of motion satisfied by the Fourier mode functions can then be written as

$$\frac{d^2\Phi_k}{d\eta^2} + \frac{2H}{1 - H\eta} \frac{d\Phi_k}{d\eta} + \left( k^2 + \frac{M^2}{(1 - H\eta)^2} \right) \Phi_k = 0$$  \hspace{1cm} (104)$$

The solution $\phi_k$ to this equation that corresponds to a positive frequency solution in the asymptotic past is given by

$$\phi_k(\in) = \left( \frac{\pi}{4Ha^{3/2}(\eta)} \right)^{1/2} H_{\nu}^{(1)} \left( \frac{k}{Ha} \right)$$  \hspace{1cm} (105)$$

where,

$$\nu = \sqrt{\frac{9}{4} - \frac{M^2}{H^2}}.$$  \hspace{1cm} (106)$$

This expression for $\nu$ tells us that the situation can be quite different depending on whether $(M/H)$ is greater than or less than $(3/2)$ and we will see that this is indeed the case. One can verify that $\phi_k(\in)$ is indeed the positive frequency solution in the early time by noting that as $a \to 0$ (or, $\eta \to -\infty$),

$$\phi_k(\eta) \approx \frac{e^{-ik\eta}}{\sqrt{2ka^2(\eta)}} \approx \frac{e^{-i \int d\eta \omega_k(\eta)}}{\sqrt{2m_k(\eta)\omega_k(\eta)}}.$$  \hspace{1cm} (107)$$
On the other hand, in the late time limit, i.e., as $\eta \to -(1/H)$, $\phi_k$ takes the form

$$
\phi_k(\eta) \approx -i\sqrt{H^2-\nu^2} \Gamma(\nu) a^{-\nu/2} \left( \frac{k}{H} \right)^{\nu} + \sqrt{\pi} \sqrt{H^2-\nu^2} \{-1 + i \cot(\pi\nu)\} a^{-\nu/2} \left( \frac{k}{H} \right)^{\nu} = A_k a^{-\nu/2} + B_k a^{-\nu/2} \quad (108)
$$

To determine the particle content at late times we have to somehow interpret these two terms as positive and negative frequency oscillations, which, of course, is possible only if they are oscillatory. This, in turn, happens when $\nu$ is purely imaginary so that we can write $\nu = i|\nu|$. This corresponds to the situation with $M^2/H^2 > 9/4$, when we can interpret Eq. (108) as a linear combination of positive and negative frequency modes in the asymptotic future. (The oscillations are with respect to $\ln a \propto t$, the cosmic time, in the asymptotic future while the oscillations are with respect to conformal time $\eta$ in the asymptotic past.) In this case, one can read off the Bogoliubov coefficients to be

$$
\alpha_k = \frac{A_k}{\sqrt{|A_k|^2 - |B_k|^2}}, \quad \beta_k = \frac{B_k}{\sqrt{|A_k|^2 - |B_k|^2}} \quad (109)
$$

The number of particles can then be computed as

$$
n_k = |\beta_k|^2 = \frac{1}{e^{2\pi|\nu|} - 1} \quad (110)
$$

which is a constant, independent of $k$. The form of Eq. (110) is very misleading; it is not a thermal spectrum in the energy of the particle, except when $M \gg H$. Only in this limit, for $k \ll M$, one can interpret Eq. (110) as a thermal spectrum of particles with a temperature $H/2\pi$.

The situation gets worse for $M^2/H^2 < 9/4$. In this case, there are no solutions to Eq. (104) that behave as positive/negative frequency oscillatory modes near $\eta \approx -1/H$. This can be seen from the asymptotic behaviour of Eq. (104) in this limit, which takes the following form

$$
\frac{d^2 \Phi_k}{d\eta^2} + \frac{2H}{1-H\eta} \frac{d\Phi_k}{d\eta} + \left( \frac{M^2}{(1-H\eta)^2} \right) \Phi_k \approx 0 \quad (111)
$$

The two linearly independent set of solutions of Eq. (111), with no restriction on the range of parameters, are given by:

$$
\Phi_k^\pm(\eta) = (1-H\eta)^{\pm\nu/2} e^{-i\mathcal{E}_\pm t} \quad (112)
$$

where,

$$
\mathcal{E}_\pm = -\frac{3iH}{2} \pm H \sqrt{\frac{M^2}{H^2} - \frac{9}{4}} \quad (113)
$$

and we have once again introduced the cosmic time $t$ defined by $(1-H\eta) = e^{-Ht}$. Once again, we see that the notion of positive and negative frequency oscillatory modes makes sense only when $M^2/H^2 > 9/4$. This implies that, for an arbitrary value of mass $M$ outside this range, we cannot define positive and negative frequency modes in a natural fashion and compute the number of particles produced asymptotically. In the next section we circumvent this situation by resorting to a different prescription for defining particles.
4.2 Particle number from constant frequency representation

In a recent work [35] (also see [36, 37]), a rather simple and elegant mapping was found between an arbitrary time dependent harmonic oscillator and a simple harmonic oscillator of unit mass and time independent frequency. It was also suggested that one can define particles in a natural manner using this result. We shall first review this approach here for the sake of completeness.

The classical version of this mapping can be summarized as follows: If a dynamical variable $q$ satisfies the time dependent harmonic oscillator equation with mass and frequency given by $m(\eta)$ and $\omega(\eta)$, respectively, then one can show that the variable $Q = q/f(\eta)$ satisfies the equation of motion of a constant frequency oscillator:

$$\frac{d^2 Q}{d\tau^2} + \Omega^2 Q = 0$$  \hspace{1cm} (114)

where, $\Omega$ is a constant and we have introduced a new time coordinate $\tau$ through $mf^2 d\tau = d\eta$, provided the function $f$ is chosen to be a solution to the differential equation:

$$\{m(\eta)f'\}' + \omega^2(\eta)f = \frac{\Omega m(\eta)}{f^3}. \hspace{1cm} (115)$$

The quantum mechanical version of this mapping works in a similar way. Let the wave function $\psi(q, \eta)$, for the dynamical system $q$, satisfy the following time dependent Schrödinger equation:

$$i \frac{\partial}{\partial \eta} \psi(q, \eta) = \left[ -\frac{1}{2m(\eta)} \frac{\partial^2}{\partial q^2} + \frac{1}{2} m(\eta) \omega^2(\eta) q^2 \right] \psi(q, \eta). \hspace{1cm} (116)$$

It can then be shown that the new wavefunction $\Psi(Q, \tau)$, defined by

$$\psi(q, \eta) = \frac{1}{\sqrt{f}} \exp \left( i m(\eta) \frac{f'}{2f} q^2 \right) \Psi[Q = q/f, \tau(\eta)] \hspace{1cm} (117)$$

satisfies, the Schrödinger equation for a particle of unit mass in the potential of a simple harmonic oscillator of constant frequency $\Omega$, i.e.,

$$i \frac{\partial}{\partial \tau} \Psi(Q, \tau) = \left[ -\frac{1}{2} \frac{\partial^2}{\partial Q^2} + \frac{1}{2} \Omega^2 Q^2 \right] \Psi(Q, \tau), \hspace{1cm} (118)$$

provided that $f$ satisfies Eq. (115).

This mapping offers a fresh view of the quantization of a time dependent harmonic oscillator and definition of vacuum and particle states. Recall that implicit time dependence of the system implies that there is, in general, no stable vacuum state for a time dependent harmonic oscillator. However, there is a unique vacuum state for the $Q$ system, whose wavefunction is given by

$$\Psi_0(Q, \tau) = \left( \frac{\Omega}{\pi} \right)^{1/4} e^{-\frac{\Omega Q^2}{2}} e^{-i\Omega \tau}. \hspace{1cm} (119)$$

Clearly, being an eigenstate of the Hamiltonian of $Q$ system, this state is stationary and hence, once the system is prepared in this state, it continues to be in this state forever. On the other hand, from Eq. (117),
it follows that, this vacuum corresponds to a time dependent state of the \( q \) system whose wavefunction is given by

\[
\psi_0(q; \eta) = \left( \frac{\Omega}{f^2 \pi} \right)^{1/4} \exp \left[ -\left( \frac{\Omega}{2f^2} - im \frac{f'}{2f} \right) q^2 - i \frac{\Omega}{2} \tau(\eta) \right].
\] (120)

We can expand this state in terms of the complete set of eigenstates, denoted by \( \{ \phi_n(\eta); n = 0, 1, 2, \ldots \} \), of instantaneous Hamiltonian of the \( q \) system at the instant \( \eta \). When the oscillator \( q \) corresponds to a time dependent mode function of a physical field in an external background, the average value of the ‘excitation’ parameter \( n \), serves as a natural definition for the average number of particles \( \bar{n}(\eta) \) produced in that particular mode. A straightforward computation gives (see Appendix C for details),

\[
\bar{n}(\eta) = \frac{m f^2 \omega}{4 \Omega} \left[ (-1 + \frac{\Omega}{m f^2 \omega})^2 + \left( \frac{f'}{f} \right)^2 \right].
\] (121)

As it stands, there is certain degree of arbitrariness in our definition of \( \bar{n} \): (i) the constant frequency \( \Omega \) can have any value of our choice and we need to fix it by some prescription and (ii) even with a given \( \Omega \), since Eq. (115) is a second order differential equation, it has a two-parameter infinity of solutions for the function \( f(\eta) \). These ambiguities can be handled as follows: When the time evolution of the system is investigated for the duration \( \eta \in (\eta_i, \eta_f) \), a natural choice for \( \Omega \) is the value of time dependent frequency \( \omega(\eta) \) evaluated at the ‘early time’ \( \eta_i \), namely, \( \Omega = \omega_i \equiv \omega(\eta_i) \). Further, it is reasonable to demand that the average excitation of the state \( \psi_0 \) at the early time \( \eta_i \) is as small as it can be, if we are to interpret this state as a ‘vacuum’. With \( \Omega = \omega_i \), it follows from Eq. (121) that, this condition implies

\[
(i) \quad f(\eta) \approx \sqrt{\frac{\omega_i}{m(\eta)\omega(\eta)}}; \quad (ii) \quad \frac{f'(\eta)}{f(\eta)\omega(\eta)} \approx 0; \quad \eta \approx \eta_i.
\] (122)

The combination of conditions (i) and (ii) implies the following ‘adiabaticity’ condition,

\[
\left| \frac{1}{2(m \omega^2)} \frac{d(m \omega)}{d\eta} \right| \approx 0; \quad \eta \approx \eta_i.
\] (123)

The vacuum state \( \psi_0 \), with \( \Omega = \omega_i \) and the function \( f \) satisfying Eq. (122), is equivalent to the adiabatic ‘in’-vacuum.

In a similar fashion, we can also define an ‘out’-vacuum for the \( q \) system. To do that, let us first define \( \tilde{Q} = q/f \), where \( f \) satisfies the differential equation Eq. (115) with \( \Omega = \omega(\eta_f) \equiv \omega_f \). With \( d\tilde{\tau} = dt/(mf^2) \), it then follows that

\[
\frac{d^2 \tilde{Q}}{d\tilde{\tau}^2} + \omega_f^2 \tilde{Q} = 0.
\] (124)

We can define an adiabatic ‘out’-vacuum in exactly the same way we defined the adiabatic ‘in’-vacuum starting from \( \psi_0 \). The steps may be summarized as follows: (i) define a state \( \tilde{\psi}_0 \) by replacing \( f \) with \( f \) (ii) choose \( \Omega = \omega_f \) and (iii) demand that \( f \) satisfy the conditions in Eq. (122), but at \( \eta_f \) instead of \( \eta_i \).

In order to compare this with the standard approach to particle production using Bogoliubov transformations, let us look at the Heisenberg picture version of the formalism discussed above. Recall that the \( Q \) and \( \tilde{Q} \) oscillators are constant frequency oscillators. Hence, we can define creation and annihilation
operators, \( \{ A, A^\dagger \} \) and \( \{ \tilde{A}, \tilde{A}^\dagger \} \), respectively, for \( Q \) and \( \tilde{Q} \) oscillators. In terms of these operators, we can expand the Heisenberg operators \( Q \) and \( \tilde{Q} \) as

\[
Q(\tau) = A \frac{e^{-i\omega_1 \tau}}{\sqrt{2\omega_1}} + A^\dagger \frac{e^{i\omega_1 \tau}}{\sqrt{2\omega_1}}; \quad \tilde{Q}(\tilde{\tau}) = \tilde{A} \frac{e^{-i\omega_f \tilde{\tau}}}{\sqrt{2\omega_f}} + \tilde{A}^\dagger \frac{e^{i\omega_f \tilde{\tau}}}{\sqrt{2\omega_f}}.
\]  

(125)

Using \( q = fQ = \tilde{f}\tilde{Q} \), we get the following expression for the Heisenberg operator \( q \):

\[
q = A \xi_{\text{in}}(\eta) \sqrt{2\omega_i} + A^\dagger \xi^*_{\text{in}}(\eta) \sqrt{2\omega_i} = \tilde{A} \xi_{\text{out}}(\eta) \sqrt{2\omega_f} + \tilde{A}^\dagger \xi^*_{\text{out}}(\eta) \sqrt{2\omega_f}
\]

(126)

where, \( \xi_{\text{in}}(\eta) = f e^{-i\omega_1 \tau(\eta)} \) and \( \xi_{\text{out}}(\eta) = \tilde{f} e^{-i\omega_f \tilde{\tau}(\eta)} \). It is easy to verify that both the sets \( \{ \xi_{\text{in}}, \xi^*_{\text{in}} \} \) and \( \{ \xi_{\text{out}}, \xi^*_{\text{out}} \} \) are linearly independent sets of solutions to the time dependent harmonic oscillator equation of the \( q \) system. Hence, we can write

\[
\xi_{\text{out}} = \begin{cases} 
fe^{-i\omega_1 \tau} \\
\alpha \tilde{f} e^{-i\omega_f \tilde{\tau}} + \beta \tilde{f} e^{i\omega_f \tilde{\tau}}
\end{cases}
\]

(127)

where, the Bogoliubov coefficients \( \alpha \) and \( \beta \) can be found to be

\[
\alpha = \frac{\sqrt{m(\eta_f)f^2(\eta_f)}}{\sqrt{2\omega_f}} \left( \omega_f + \frac{\omega_i}{m(\eta_f)f^2(\eta_f)} - \frac{f'(\eta_f)}{f(\eta_f)} \right)
\]

(128)

\[
\beta = \frac{\sqrt{m(\eta_f)f^2(\eta_f)}}{\sqrt{2\omega_f}} \left( -\omega_f + \frac{\omega_i}{m(\eta_f)f^2(\eta_f)} - \frac{\tilde{f}'(\eta_f)}{\tilde{f}(\eta_f)} \right).
\]

(129)

The ‘in’-vacuum \(|\text{in}\rangle\) can then be defined as the state annihilated by \( A \) and similarly, the ‘out’-vacuum \(|\text{out}\rangle\) can be defined as the state annihilated by \( \tilde{A} \). Then, the number of ‘out’-particles in the \(|\text{in}\rangle\) can be evaluated as

\[
\bar{n} \equiv \langle \text{in}|\hat{A}^\dagger \hat{A}|\text{in}\rangle = |\beta|^2
\]

(130)

When we are interested in a definition for instantaneous particle production rate, we can always choose the time \( \eta_f \) to be at the desired instant of time, say \( \eta \). In this case, the Bogoliubov coefficients become a function of this time \( \eta \) and hence, the number of particles \( \bar{n} \), which we will denote as \( \bar{n}(\eta) \).

It is easy to verify that \( \bar{n}(\eta) \) evaluated in this manner using the expression for \( \beta \) in Eq. (128) matches exactly with that in Eq. (121). However, it is worth mentioning that there is a subtle difference in interpretation. The derivation of Eq. (130) assumes the existence of an adiabatic ‘out’-vacuum, which in turn depends on the validity of adiabatic condition Eq. (123), but at \( \eta_f \) instead of \( \eta \). This condition, in general, may not hold at \( \eta_f \) and hence, the interpretation of \( \bar{n} \) as the number of ‘out’-vacuum makes sense only when this condition holds. Moreover, when Eq. (123) is valid, the standard approach to particle production bases on the Bogoliubov transformation connecting the asymptotic ‘in’ and ‘out’ modes and the approach that we discussed bases on \( \{ A, A^\dagger \} \) and \( \{ \tilde{A}, \tilde{A}^\dagger \} \) are equivalent. On the other hand, the derivation of Eq. (121) was based on the eigenstates of instantaneous Hamiltonian the \( q \) oscillator is always well defined as long as \( \omega^2 \) and \( m \) are positive.
4.3 Application to particle production in de Sitter

In this section we will compute the particle number associated with a certain Fourier mode of a scalar field in de Sitter spacetime, using the formalism presented above. This uses the fact that the Fourier modes of a scalar field in de Sitter spacetime can be transformed into a time dependent harmonic oscillator, whose frequency and mass takes the following form,

\[ \omega_k^2(\eta) = k^2 + M^2a^2 \]  \hspace{1cm} (131)

\[ m(\eta) = a^2(\eta) \]  \hspace{1cm} (132)

Using the redefinition of the dynamical variable through the function \( f_k(\eta) \) one can convert the time dependent oscillator to a constant frequency oscillator with unit mass. The frequency of the constant frequency oscillator has been fixed to be \( \omega_{k(i)} \) associated with some initial time \( \eta = \eta_i \). Thus the time dependent Bogoliubov coefficients associated with particle production at late times take the form,

\[ \alpha_k = \frac{1}{2} \sqrt{\frac{m f_k^2}{\omega_k \omega_{k(i)}}} \left[ \omega_k + \frac{f_k \omega_k \omega_{k(i)}}{m f_k^2} - i \frac{f_k'}{f_k} \right] \]  \hspace{1cm} (133)

\[ \beta_k = \frac{1}{2} \sqrt{\frac{m f_k^2}{\omega_k \omega_{k(i)}}} \left[ -\omega_k + \frac{f_k \omega_k \omega_{k(i)}}{m f_k^2} - i \frac{f_k'}{f_k} \right] \]  \hspace{1cm} (134)

Here the unknown function \( f_k \) connecting the Fourier modes of the time dependent oscillator to constant frequency oscillator satisfies the following differential equation

\[ \{m(\eta)f_k'\} + \omega_{k(i)}^2 f_k = \frac{\omega_{k(i)}^2}{m(\eta)f_k^2} \]  \hspace{1cm} (135)

Two comments are in order at this stage. First, in the case of a single time dependent harmonic oscillator, we have a single scaling function \( f \) (and corresponding transformation to the new time coordinate \( \tau \)) and everything proceeds smoothly. When we apply this idea to QFT in Friedmann universe, we have a set of \( f_k \) which depend on \( k \). This, in turn, means that the new time coordinate \( \tau_k \) will also be different for each mode. Treated as a trick to solve the equations of motion (in Heisenberg picture) or the Schrödinger equation (in Schrödinger picture) this creates no problem. But it is not a global coordinate transformation of the time coordinate in the spacetime.

Second, let us comment on the choice of the initial vacuum obtained by this approach, compared to the standard one. As pointed out earlier, the frequency of the constant frequency oscillator is taken to be \( \omega_{k(i)} \equiv \omega_k(\eta_i) \). In the context of de Sitter spacetime all the initial information is usually specified at the asymptotic past: \( \eta_i \to -\infty \). As evident from Eq. (131), it follows that, in this limit \( \omega_{k(i)} = k \) and the function \( f_k \) becomes,

\[ f_k = \left( \frac{k \pi}{2Ha^3(\eta)} \right)^{1/2} \left| H_n^{(1)} \left( \frac{k}{Ha(\eta)} \right) \right| \approx \frac{1}{a(\eta)} \]  \hspace{1cm} (136)

which, in the asymptotic past behave as \( f_k \sim 1/a(\eta) \). Since, in the case of de Sitter spacetime the mass of the scalar field scales as \( a^2 \) and \( \omega_k(\eta) \approx k \), in the \( \eta \to -\infty \) limit the function \( f_k \) behaves as \( f_k \approx (m(\eta)\omega_k(\eta)\omega_k^{-1}(-\infty))^{-1/2} \). This is in exact agreement with our discussion in the previous section. Further, the corresponding ‘in-mode’ function matches exactly with that associated to the Bunch-Davies
vacuum state. Hence the vacuum state defined in the context of constant frequency oscillator actually corresponds to the standard Bunch-Davies vacuum. So the particle number at later times, calculated by this approach, should also correspond to the standard situation when the quantum field starts from the Bunch-Davies vacuum. Finally, let us examine the validity of the adiabatic condition at \( \eta_i = -\infty \) and \( \eta_f = H^{-1} \).

The adiabatic condition clearly holds well in the early times. On the other hand, in the asymptotic late times the adiabatic condition holds only for \( M/H \gg 3/2 \), hence, the interpretation of \(|\beta_k(H^{-1})|^2\) as the number of 'out'-particles makes sense only in this limit. This is exactly the reason why we encountered a problem in Section 4.1 while trying to study particles production for \( M/H < 3/2 \) using the conventional approach. However, for any range of \( M/H \) we can always find \( \beta_k(\eta) \) using Eq. (134) and compute the number of particles as \(|\beta_k(\eta)|^2\), which has to be interpreted in terms of the eigenstates of instantaneous Hamiltonian of the time dependent harmonic oscillator corresponding to the Fourier modes. In what follows, we will study the particle production using the approach discussed in Section 4.2 for all values of \( M/H \).

### 4.3.1 Massless fields in de Sitter

We saw earlier that the standard approach ran into trouble when \( M/H < 3/2 \) because the modes associated with the field are non-oscillatory in the asymptotic future, thereby making the definition of particles problematic. To show that the approach based on constant frequency mapping works in this case, we shall first work out the massless case explicitly. In the constant frequency approach, one does not encounter any hurdles and it is possible to write down the particle number using the following solution for the function \( f_k(\eta) \),

\[
f_k(\eta) = \left( \frac{1}{2a(\eta)^2k} + \frac{H^2}{2k^3} \right)^{1/2}
\]

Given the function \( f_k(\eta) \), one can immediately determine the Bogoliubov coefficients and hence the particle number from the relation \( n_k = |\beta_k|^2 \). This leads to the following expression for the particle number,

\[
n_k = \frac{H^2}{4k^2(1 - H\eta)^2} = \frac{H^2 a(\eta)^2}{4k^2}
\]

where, we have used the fact that scale factor for de Sitter spacetime behaves as \( (1 - H\eta)^{-1} \). We see that \( n_k \) diverges in the late time limit as \( a \to \infty \) (or, equivalently as \( \eta \to (1/H) \)). (We note that a similar divergence was also noticed earlier in [27].) However, it is interesting to note that the proper number density of particles with physical momentum \( p = k/a \) inside a spherical shell in \( p \)-space of radius \( p \) and thickness \( dp \), is finite, constant and independent of \( p \).

\[
n_k(p) \frac{4\pi p^2 dp}{(2\pi)^3} = \left( \frac{H^2}{8\pi^2} \right) dp
\]

We shall next consider the massive field.
4.3.2 Massive field in de Sitter satisfying \((M^2/H^2) < (9/4)\)

In this case as well the standard mode function technique falls silent about particle definition at late times, again due to non-oscillatory behaviour of the mode function. On the other hand, the constant frequency technique indeed yields an expression for the particle number. For this purpose, we need to first determine the form of \(f_k\), which is now given by:

\[
f_k = \left(\frac{k\pi}{2Ha^3(\eta)}\right)^{1/2} \left[J_\nu^2\left(\frac{k}{aH}\right) + Y_\nu^2\left(\frac{k}{aH}\right)\right]^{1/2},
\]

(141)

Given this \(f_k\) one can immediately find out the Bogoliubov coefficients using Eq. (128) and compute the instantaneous particle number using the relation, \(n_k = |\beta_k|^2\). In the general context, the expression for \(n_k\) is complicated and not very enlightening. However, the asymptotic expression for the particle number is simpler and we will concentrate on that case. It is useful to start with the asymptotic form of \(n_k\) as \(a \to \infty\). In this limit \(f_k\) behaves as

\[
f_k \approx \frac{2^{\nu-\frac{1}{2}}a^{\nu-\frac{3}{2}}\Gamma(\nu)}{\sqrt{\pi}} \left(\frac{k}{H}\right)^{\frac{1}{2} - \nu}
\]

(142)

and hence the asymptotic particle number takes the following form,

\[
n_k \approx a^{2\nu} \left[2^{2\nu-5}\Gamma(\nu)^2 \left(\frac{k}{H}\right)^{-2\nu}\left\{H^2(3-2\nu)^2 + 4M^2\right\}\right]^{1/2} (\pi H M)
\]

(143)

Thus, in this case as well we find that \(n_k \to \infty\) as \(a \to \infty\). However, there is a bit of subtlety in the massless case which we will comment on. We know from the earlier discussion (see Eq. (139)) that, in the massless limit, corresponding to \(\nu \to (3/2)\), the particle number should vary as \(a^2\). But, if we naively take the \(\nu \to (3/2)\) limit of Eq. (143) the particle number seems to vary as \(\sim a^3\) rather than as \(\sim a^2\). This arises because the intermediate steps in the calculation involve handling the combination \(M^2a^2\) and its limiting value depends on the order in which the limits \(a \to \infty\) and \(M \to 0\) are taken. If one takes \(M \to 0\) limit first — at finite \(a\) — the combination \(Ma\) reduces to zero; but if one first takes \(a \to \infty\) — with nonzero \(M\) — the combination \(Ma\) diverges. This requires us to be careful in defining the two limits. We can see this more clearly by defining a function \(N_k(\nu, a)\) given by

\[
N_k(\nu, a) \equiv n_k a^{-2\nu}.
\]

(144)

Let us now consider the following two limits of this functions: (i) \(\nu \to 3/2\) followed by \(a \to \infty\) and (ii) \(a \to \infty\) followed by \(\nu \to 3/2\). We find that:

\[
\begin{align*}
(i) & \quad \lim_{a \to \infty} \lim_{\nu \to 3/2} N_k(\nu, a) = 0 \\
(ii) & \quad \lim_{\nu \to 3/2} \lim_{a \to \infty} N_k(\nu, a) = \infty
\end{align*}
\]

(145) 

(146)

More details can be found in Appendix B.

4.3.3 Massive fields in de Sitter satisfying \((M^2/H^2) > (9/4)\)

In this final section, we will consider the case of massive fields in de Sitter satisfying \((M^2/H^2) > (9/4)\) for which the particle interpretation had no ambiguity, even in the standard approach. In this case, \(\nu = i|\nu|\)
and we have the following expression for the function $f_k$, relating modes of the time dependent oscillator to those of the constant frequency oscillator.

$$f_k^2 = \left( \frac{\pi H^2 x^3}{2k^2} \right) H^{(1)}_{|\nu|}(x) H^{(2)}_{|\nu|}(x)$$  \hspace{1cm} (147)$$

where, $x = k/[H \alpha(\eta)]$. Since, we are interested in the particle production in the late times, let us look at the $x \ll 1$ limit of $f_k^2$, which is given by:

$$f_k^2 \approx \frac{H^2 x^3 \operatorname{csch}(\pi|\nu|)}{k^2|\nu|} [\cosh(\pi|\nu|) + \cos(2|\nu| \log(x))]$$ \hspace{1cm} (148)$$

Using the above approximation for $f_k$, we can find the following leading order expressions for different factors needed to evaluate $|\beta_k|^2$.

$$\frac{m(\eta)f_k^2}{4k\omega_k(\eta)} \approx \frac{H^2 x^2 \cot(\pi|\nu|)}{4Mk^2|\nu|}$$ \hspace{1cm} (149)$$

$$\left( -\omega_k(\eta) + \frac{\omega_k}{m(\eta)f_k^2} \right)^2 \approx \frac{k^2}{x^2} \left( \frac{M}{H} - \frac{|\nu| \sinh(\pi|\nu|) + \cos(2|\nu| \log(x))}{\cosh(\pi|\nu|) + \cos(2|\nu| \log(x))} \right)^2$$ \hspace{1cm} (150)$$

$$\left( \frac{f_k'}{f_k} \right)^2 \approx \frac{3k \{ \cosh(\pi|\nu|) + \cos(2|\nu| \log x) \} - 2k|\nu| \sin(2|\nu| \log x)^2}{4x^2 [\cosh(\pi|\nu|) + \cos(2|\nu| \log x)]^2}$$ \hspace{1cm} (151)$$

The number density of particles can now be calculated using Eq. (121) and found to be

$$n_k \approx \frac{-8|\nu|^2 + (8|\nu|^2 + 9) \coth(\pi|\nu|) + 3\text{csch}(\pi|\nu|)(3 \cos(2|\nu| \log x) - 4|\nu| \sin(2|\nu| \log x))}{16|\nu|^2}$$ \hspace{1cm} (152)$$

The cosine and sine terms in this expression, as $x \to 0$, oscillates fast and averages to zero. Thus, the above expression simplifies to

$$n_k \approx \frac{(8|\nu|^2 + 9) \coth(\pi|\nu|) - 8|\nu|^2}{16|\nu|^2}$$ \hspace{1cm} (153)$$

Recall that an adiabatic ‘out’-vacuum exists only when $M/H \gg 3/2$, in which case we can also assume that $|\nu| \gg 1$. In this limit, Eq. (153) further simplifies to

$$n_k \approx \frac{1}{e^{2\pi|\nu|} - 1}$$ \hspace{1cm} (154)$$

and matches with the earlier result in Eq. (110).

### 4.3.4 Brief comparison of the two approaches

As was pointed out earlier, the particle number obtained in Eq. (121) is valid for all times as long as $\omega^2$ is a strictly positive function. This is the reason why, in this approach, we could define $n_k$ for all values of $M$. However, we saw in Eq. (112) that conventional approach to finding particle production using mode functions seems to fail when there are no asymptotically oscillatory basis of solutions, even if $\omega^2 > 0$. The non-existence of asymptotically oscillatory solutions is related to the fact that the adiabaticity
condition, given by Eq. (123) is violated at late times. To understand this, let us again consider a general time-dependent oscillator for which the out-mode can be written as

$$\xi_{\text{out}}(z) = \tilde{f} e^{-i\omega f \tilde{\tau}(z)}.$$  

(155)

Near \(z = \eta_f\), the right hand side approximates to

$$\xi_{\text{out}}(z) \approx \sqrt{\frac{\omega f}{m(z)\omega(z)}} e^{-i \int \frac{d\eta}{\omega(z)}}$$  

(156)

There are two possible situations which can arise: first is when the phase factor oscillates much faster that the rate of variation of amplitude and the second is when the phase factor oscillates much slower than the rate of variation of the amplitude. Depending on whether the adiabatic condition in Eq. (123) holds or not near \(z = \eta_f\), we get the first and second scenarios, respectively. Now, in the de Sitter case, when \(M/H \ll 3/2\), we saw that the adiabatic condition is violated. Therefore, the asymptotic solutions have effectively constant phases; however, the amplitudes are time dependent. On the other hand, when \(M/H \gg 3/2\), the oscillation of phase factor becomes relevant, as is reflected in the existence of asymptotic oscillatory solutions. We shall now compare the conventional method with the approach presented in Section 4.2, keeping these two cases in mind. In particular, we will show that the mode function associated with the constant frequency oscillator at late times coincide with the 'out'-modes discussed in Eq. (108).

The time evolution of the ‘in’-mode in the constant frequency approach is given by Eq. (127) and hence for a scalar field in de Sitter, the ‘in’ mode can be expressed in the early and late times as,

$$\phi_k^{(\text{in})} = \begin{cases} f_k e^{-i\omega_k(\eta)\tau_k} & \eta \to \infty \\ \alpha_k f_k e^{-i\omega_k(\eta_f)\tilde{\tau}_k} + \beta_k f_k e^{i\omega_k(\eta_f)\tilde{\tau}_k} & \eta \approx \eta_f \end{cases}$$  

(157)

where, \(\alpha_k = \alpha_k(H^{-1})\), \(\beta_k = \beta_k(H^{-1})\). Further, \(\eta_i \approx -\infty\) refers to the initial time and \(\eta_f \approx H^{-1}\) correspond to the final time. Using the limiting behaviour of \(f_k\) and \(\tilde{f}_k\) given in Eq. (122), we can show that the new time coordinates \(\tau_k\) and \(\tilde{\tau}_k\) have the following limits,

$$\tau_k = \int \frac{d\eta}{a^2 f_k^2} \approx \eta; \quad \eta \to \infty$$  

(158)

$$\tilde{\tau}_k = \int \frac{d\eta}{a^2 \tilde{f}_k^2} \approx -\frac{1}{Ha(\eta_f)} \log(1 - H\eta); \quad \eta \approx H^{-1}$$  

(159)

Note that, near \(\eta = H^{-1}\), the coordinate \(\tilde{\tau}_k\) is proportional to the cosmic time \(t = -H^{-1}\log(1 - H\eta)\). When \(M/H \gg 3/2\), to the leading order approximation, we have \(M/H \approx |\nu|\). Using this fact and the approximate values of the new time coordinates given in Eq. (158) and Eq. (159), we get

$$\phi_k^{(\text{in})} \propto \begin{cases} e^{-ik\eta} & \eta \to \infty \\ \frac{a(\eta)}{a(\eta_f)} e^{iH|\nu|t} & \eta \approx H^{-1} \end{cases}$$  

(160)

The last line is in perfect agreement with the \(\eta \approx H^{-1}\) approximation of the ‘out’-mode function given in Eq. (108). Thus starting from the initial mode function in the constant frequency approach, we can relate it to the ‘in’ and ‘out’ mode functions of the conventional approach in the limit \((M/H) \gg (3/2)\).
explicitly demonstrates that the constant frequency approach is consistent with conventional approach in
the limit of large \((M/H)\).

We conclude with a comment about more general expansion laws. It has been shown in Ref.\[38\] that the
dynamics of a massless field in a universe with a power law expansion, such that \(a(\eta) \sim (1 - H\eta)^{-q}\), where
\(0 < q < 1\), can be mapped to the dynamics of a massive field in de Sitter universe with \(a \sim (1 - H\eta)^{-1}\) and
mass, \(M^2 = (1 - q)(2 + q)H^2\). Thus massless particle production in a power law universe can be directly
mapped to massive particle production in de Sitter spacetime. However, as evident from Section 4.1, the
approach in terms of mode functions will not work satisfactorily in this case, since \((M^2/H^2) > (9/4)\) will
imply \(-(-2q - 1)^2 > 0\), which can not be satisfied irrespective of the choice of \(q\). Thus one must use
the mapping to the constant frequency oscillator described in Section 4.2. In that scenario, as evident
from Eq. (143), the number density of particles scales as \(H^{2\nu}\). This vanishes in the \(H \to 0\) limit, as to
be expected, since \(a(\eta)\) becomes unity as \(H \to 0\). Moreover, the particle number density vanishes as an
analytic function of the the coupling parameter. Note that only when we consider a massive scalar field in
de Sitter with \((M/H) > (3/2)\) the non-analytic behaviour of particle number in Hubble parameter kicks in.

5 Constant electric field in de Sitter

In the following sections we are going to explore pair production when there is both an expanding scale
factor as well as a time dependent electric field. However, for the sake of simplicity, we will be mainly
concerned with a scale factor that corresponds to the de Sitter universe.

In the previous section we have explicitly determined the particle number in the context of de Sitter
spacetime. There has been some interest in the literature \([31, 32, 39, 40]\) to study the particle number when
a constant electric field is present in de Sitter spacetime. Our main aim is to determine the particle number
in the context of a time dependent electric field in de Sitter: however, it is useful to discuss the case of a
constant electric field first. We will work exclusively in the spatially flat Friedmann universe, expressed in
terms of the conformal time \(\eta\), in which case the scale factor \(a(\eta)\) is given by Eq. (101). The constant electric
field must be defined in a covariant way and the most natural choice being \(F_{\mu\nu}F^{\mu\nu} = \text{constant} \equiv -2E_0^2\).
We will assume that the field is along the \(z\) direction and is described by the (spatial) vector potential,
\(A = \{0, 0, A_z(\eta)\}\). This implies, given the above definition of constant electric field, that \(A_z(\eta)\) must
satisfy the following differential equation, \(\partial_\eta A_z = -a^2E_0\). This equation can be immediately integrated,
yielding the following expression for the vector potential,

\[
A_z = -\int \frac{E_0 d\eta}{(1 - H\eta)^2} = -\frac{E_0}{H} \frac{1}{1 - H\eta} + \text{constant.}
\]

(161)

The constant of integration must be chosen carefully such that in the \(\eta \to 0\) limit \(A_z(\eta)\) turns out to be
finite. This fixes the constant to be, \((E_0/H)\). With this choice for the constant, the vector potential turns
out to be,

\[
A_z = -\frac{E_0}{H} \frac{H\eta}{1 - H\eta}
\]

(162)

Note that, when \(H = 0\) spacetime becomes flat and this expression reduces to the one in standard flat
spacetime Schwinger effect. (If this is not ensured, the final result may not have correct \(H \to 0\) limit,
which has happened in some of the previous discussions in the literature.)
As an aside, we will comment on the source for the electromagnetic field which is usually not stressed in the literature. In general, a time dependent electric field gives rise to a magnetic field. If that is the case, we need to take into account the effect of the magnetic field in the computation of particle production. However, in the present context, the vector potential (assumed to be along $z$ direction) depends on time alone. Therefore, the only non-trivial component of $F_{\mu\nu}$ corresponds to $F_{0z} = \dot{A}_z = -E_z$ (say, in flat spacetime) and there are no magnetic fields. But for consistency of Maxwell’s equations we must have a non-zero current, which is given by $J^\nu = (1/4\pi)\nabla_\nu F^{\mu\nu}$. If we consider time dependent electric field in a flat spacetime, then it follows that, $J^z$ is the only non-zero component, such that, $J^z = (1/4\pi)\dot{E}_z$. In the cosmological spacetime as well, we have $J^z$ to be the only non-zero component, but its explicit form becomes, $J^2 = (1/4\pi)a^{-4}(\eta)\partial_\eta E_z$. Hence, in all the cases considered here, there are no magnetic fields but a non-trivial current must exist to ensure that we have a purely electric field situation. (The role of the current is not usually discussed in the literature — and we will also ignore it — though it may be worth investigating for a more complete picture.)

We now consider a complex scalar field in this background. Its Fourier modes will satisfy the equation of a time dependent harmonic oscillator, with unit mass and time dependent frequency. This is essentially a generalization of Eq. (7), which, for this background, yields the time dependent frequency to be,

$$\omega_k^2 = k^2_\perp + \frac{M^2}{(1-H\eta)^2} + \left(k_z + \frac{qE_0}{1-H\eta}\right)^2.$$  \hfill (163)

It can be easily verified that in the $H \to 0$ limit, the frequency becomes, $M^2 + k^2_\perp + (k_z + qE_0\eta)^2$, which is consistent with that of the Schwinger effect discussed in [22]. On the other hand, in the $qE_0 \to 0$ limit, it immediately follows that the frequency becomes, $k^2 + M^2(1-H\eta)^{-2}$, coinciding with the frequency of $\Phi_k$ in the de Sitter spacetime. In what follows we will study the particle production in this background by three different methods, namely, (i) Landau procedure (ii) Hamilton-Jacobi method and (iii) using mode functions.

### 5.1 Landau Procedure

In Section 3.2, we discussed a procedure to calculate the WKB limit of particle production. We will now apply the same techniques – the Landau procedure – to compute particle production for our current case. It turns out that we do not have to redo the whole calculation in Section 3.2 to find the generalization of Eq. (96) to the present problem. Instead we can proceed as follows: Let us first look at the expansion of $\omega_k$ for large $|\eta|$, which takes the form

$$\omega_k \approx \frac{M}{H\eta} + \frac{H\eta}{2M} \left\{k^2_\perp + (k_z - qE_0/H)^2\right\}.$$  \hfill (164)

Comparing this with Eq. (86), Eq. (87) we see the following identification of parameters exist:

$$\frac{M}{H} := \left(C_0k + \gamma k\beta\right) \hfill (165)$$

Hence, using Eq. (96), the particle number can be immediately written down as:

$$n_k = \exp \left[\frac{-2\pi M}{H}\right].$$  \hfill (166)
This is however only the leading order term as can be seen from the fact that this expression is independent of the electric field! Thus, the Landau procedure, to the leading order only captures a factor independent of $qE_0$.

To get the dependence on the electric field and $H$ then we need to retain more terms in the asymptotic expansion. That is, when $\eta \to \infty$, one must keep $H\eta \to \text{finite} \ll 1$. Then the expansion in Eq. (164) should be replaced by

$$\omega_k \approx \sqrt{q^2E_0^2 + 3M^2H^2} \eta + \frac{M^2H}{\sqrt{q^2E_0^2 + 3M^2H^2}}$$

Further, the identification in Eq. (165) should be replaced by

$$\frac{1}{2} \left[ \frac{k_z^2 + M^2}{\sqrt{q^2E_0^2 + 3M^2H^2}} - \frac{M^4H^2}{(q^2E_0^2 + 3M^2H^2)^{3/2}} \right] \frac{1}{\eta} \equiv \Theta(H,M,qE_0) \equiv \left( \frac{C_0k}{\mathcal{H}_r} + \frac{\gamma kC}{2H} \right).$$

Thus, the particle number density evaluates to:

$$n_k = e^{-2\pi\Theta}.$$  

This expression has correct limits. In particular, it can easily be verified that, in the $H \to 0$ limit, this expression reduces to

$$n_k = \exp \left[ -\frac{\pi(k_z^2 + M^2)}{qE_0} \right].$$

which is the standard result in Schwinger effect.

### 5.2 Euclidean action approach

Another elegant method of computing semi-classical limit of particle number is by using the Euclidean action. The idea is to first evaluate the action $A_E$ for an appropriate classical solution of the Euclidean equation of motion for a hypothetical particle. It can be shown that, for the cases which are of interest to us, the particle number, when $A_E \gg 1$, is given by

$$n \approx \exp (-A_E).$$

The Euclidean action is most easily computed by solving the Hamilton-Jacobi (HJ) equation. For our case, let us denote by $A$ the action for a charged particle in the Friedmann spacetime with the scale factor $a(\eta)$ and constant electric field. The Hamilton-Jacobi equation in this context is given by,

$$\frac{1}{a^2} \left[ -\partial_\eta A + |\partial_{\perp} A|^2 + (\partial_z A - qA_z)^2 \right] = -M^2a^2$$

The symmetry of the problem suggests the ansatz, $A_z = k_z z + k_\perp \cdot \mathbf{x}_\perp + F(\eta)$, where $F(\eta)$ satisfies

$$-(\partial_\eta F)^2 + k_\perp^2 + (k_z - qA_z)^2 = -M^2a^2$$
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This can be integrated to give,

\[ A = \int \frac{d\eta}{1 - H\eta} \sqrt{M^2 + k_\perp^2(1 - H\eta)^2 + (qE_0\eta + k_z(1 - H\eta))^2 + k_zz + k_\perp x_\perp} \]  

In particular, for the de Sitter spacetime, the classical action evaluates to

\[ A = \int \frac{d\eta}{1 - H\eta} \sqrt{M^2 + k_\perp^2(1 - H\eta)^2 + (qE_0\eta + k_z(1 - H\eta))^2 + k_zz + k_\perp x_\perp} \]  

We are interested in closed classical trajectories (in the Euclidean sector), for which the last two terms in Eq. (175) vanish. Then, a straightforward computation shows that there are two complex turning points, defined by the vanishing of square root terms in the integrand in Eq. (175). These turning points are given by

\[ H\eta_\pm = \frac{k_\perp^2 + k_z(k_z - qE_0H^{-1})}{k_\perp^2 + (k_z - qE_0H^{-1})^2} \pm i \frac{M}{\sqrt{k_\perp^2 + (k_z - qE_0H^{-1})^2}}. \]  

The following parametrization turns out to be a convenient choice for describing this trajectory:

\[ H\eta(\theta) = \frac{k_\perp^2 + k_z(k_z - qE_0H^{-1})}{k_\perp^2 + (k_z - qE_0H^{-1})^2} + \frac{iM}{\sqrt{k_\perp^2 + (k_z - qE_0H^{-1})^2}} \sin \theta; \quad \theta \in \left(-\frac{\pi}{2}, \frac{3\pi}{2}\right). \]  

Substituting in Eq. (175), we can evaluate the action to get

\[ A = \frac{M^2}{\sqrt{k_\perp^2 + (k_z - qE_0H^{-1})^2}} \int_{-\pi/2}^{\pi/2} \cos \theta d\theta - iA + B \sin \theta \]  

where,

\[ A = \frac{qE_0(k_z - qE_0H^{-1})}{k_\perp^2 + (k_z - qE_0H^{-1})^2} \]  \[ B = \frac{MH}{\sqrt{k_\perp^2 + (k_z - qE_0H^{-1})^2}} \]  

Then, the Euclidean action can be evaluated to get,

\[ A_E = -iA = \frac{M^2}{\sqrt{k_\perp^2 + (k_z - qE_0H^{-1})^2}} \left[ \frac{2\pi (-A + \sqrt{A^2 + B^2})}{B^2} \right] \]

\[ = 2\pi \frac{MH}{H^2} \frac{qE_0}{\sqrt{k_\perp^2 + (k_z - qE_0H^{-1})^2}} + O(M^{-1}) \]  
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The number of particles is then given by

\[ n_k \approx \exp \left[ -2\pi \left( \frac{M}{H} - \frac{qE_0}{H^2} \frac{(k_z - qE_0 H^{-1})}{\sqrt{k_\perp^2 + (k_z - qE_0 H^{-1})^2}} \right) \right] \tag{182} \]

The \( qE_0 \to 0 \) limit of the above expression can be easily verified to be consistent with our discussions so far on particle production in pure de Sitter, for instance Eq. (154).

5.3 Using mode functions

Finally, we will use the appropriate mode functions to calculate the exact expression for the particle number from the Bogoliubov coefficients. We have deliberately discussed approximate methods first to emphasize the elegance and applicability of these approaches to cases when explicit calculations are impossible. Towards the end of this section we have explicitly verified that the exact expression, in fact, reduces to the results derived in Section 5.1 and Section 5.2 in the appropriate limits.

The differential equation satisfied by the Fourier transform \( \Phi_k \), in an expanding universe, in the presence of an electric field, is given by

\[ \frac{d}{d\eta} \left[ a^2 \frac{d\Phi_k}{d\eta} \right] + \left( k^2 + \frac{m^2}{(1 - H\eta)^2} + \left( k_z + \frac{qE_0 \eta}{1 - H\eta} \right)^2 \right) \Phi_k = 0 \tag{183} \]

For constant electric field in de Sitter, we obtain

\[ \frac{d^2\Phi_k}{d\eta^2} + \frac{2H}{1 - H\eta} \frac{d\Phi_k}{d\eta} + \left( k^2 + \frac{m^2}{(1 - H\eta)^2} + \left( k_z + \frac{qE_0 \eta}{1 - H\eta} \right)^2 \right) \Phi_k = 0 \tag{184} \]

Let \( \Phi_k = (1 - H\eta)\psi_k \), so that \( \psi_k \) satisfies

\[ \psi_k'' + \left[ k^2 + \frac{2qE_0 k_z \eta}{1 - H\eta} + \frac{m^2 - 2H^2 + q^2 E_0^2 \eta^2}{(1 - H\eta)^2} \right] \psi_k = 0 \tag{185} \]

We can easily verify that this equation has the correct limits. When \( H \to 0 \), we obtain

\[ \psi_k'' + \left[ k^2 + 2qE_0 k_z \eta + m^2 + q^2 E_0^2 \eta^2 \right] \psi_k = 0 ; \quad (H \to 0) \tag{186} \]

which matches with the time dependent frequency of the Fourier mode of a complex scalar field in a constant electric field in flat spacetime, in the time dependent gauge. On the other hand for \( qE_0 \to 0 \), we have

\[ \psi_k'' + \left[ k^2 + \frac{m^2 - 2H^2}{(1 - H\eta)^2} \right] \psi_k = 0 ; \quad (qE_0 \to 0) \tag{187} \]

which is perfectly consistent with Eq. (104). Let us introduce a new variable \( z = 2ik\eta \) so that Eq. (185) simplifies to

\[ \frac{d^2\psi_k}{dz^2} + \left( -\frac{1}{4} + \frac{\xi}{z} + \frac{\eta^2}{z^2} \right) \psi_k = 0, \tag{188} \]
where,

\[ \xi = i \frac{(k_z - qE_0/H)}{\sqrt{k_z^2 + (k_z - qE_0/H)^2}} \left( \frac{qE_0}{H^2} \right), \quad \nu = \sqrt{\frac{9}{4} - \frac{m^2}{H^2} - \frac{q^2E_0^2}{H^4}} \]  

(189)

The general solution to this equation can be written in terms of the Whittaker functions as

\[ \psi_k = C_1 W_{\xi,\nu} \left[ 2i \sqrt{k_z^2 + (k_z - qE_0/H)^2} \left( \eta - \frac{1}{H} \right) \right] + C_2 M_{\xi,\nu} \left[ 2i \sqrt{k_z^2 + (k_z - qE_0/H)^2} \left( \eta - \frac{1}{H} \right) \right] \]

(190)

From the asymptotic expansion of the Whittaker functions, we get

\[ W_{\xi,\nu} \left[ 2i \sqrt{k_z^2 + (k_z - qE_0/H)^2} \left( \eta - \frac{1}{H} \right) \right] \approx (H\eta)\xi \exp \left( -i \sqrt{k_z^2 + (k_z - qE_0/H)^2} \eta \right); \quad \text{for } \eta \to -\infty \]

(191)

\[ M_{\xi,\nu} \left[ 2i \sqrt{k_z^2 + (k_z - qE_0/H)^2} \left( \eta - \frac{1}{H} \right) \right] \approx \left( 2i \sqrt{k_z^2 + (k_z - qE_0/H)^2} \left( \eta - \frac{1}{H} \right) \right)^{\nu+1/2} e^{-\nu\eta H}; \quad \text{for } \eta \approx H^{-1} \]

(192)

where the last relation is true for the case when \( \nu \) is purely imaginary, i.e., when \( \nu = i|\nu| \). This is similar to the situation in pure de Sitter discussed earlier. Hence, for \( \nu = i|\nu| \), we have \( M_{\xi,\nu} \) defining the late time vacuum (in terms of cosmic time \( t \)) and \( W_{\xi,\nu} \) defining the in-vacuum (in terms of the conformal time \( \eta \)).

Some comments regarding the nature of in-vacuum state are appropriate at this stage. In the \( \eta \to -\infty \) limit, which is the appropriate initial Cauchy slice for the de Sitter spacetime, the modes used to define the in-vacuum state behave as \( i^\nu \exp(-ik'\eta) \), where \( \xi \) has been defined in Eq. (189). So this state is similar to the Bunch-Davies vacuum, with two crucial differences. (i) First, wave number appearing in the exponential is not the same as that of the Fourier mode \( \Phi_k \), as in the de Sitter spacetime, rather is modified to \( k' = \sqrt{k_z^2 + (k_z - qE_0)^2} \). This modification is due to the appearance of canonical momenta \( k_z \), through the combination \( k_i - qA_i \). Since, at the asymptotic past (when \( \eta \to -\infty \)), the vector potential becomes \( qA_z = qE_0/H \) it is the combination \( k_z^2 + (k_z - qE_0/H)^2 \) that appears in the solution of the associated mode function. (ii) Second, the pre-factor depends on \( \eta \) through a term \( \sim \eta^\xi \), where \( \xi \) is proportional to the electric field. The presence of this prefactor \( \eta^\xi \) can be understood using the WKB limit. In this limit, the mode function (in the \( \eta \to -\infty \) limit) takes the form \( \exp(i \int dz \sqrt{(1/4) - (\xi/\eta)} \)). Since \( z \) is very large one can expand it to the leading order, which upon integration yields a term \( \exp(-\xi \ln \eta) \). This leads to the \( \eta^\xi \) term in the mode function. Defining the in-vacuum in terms of the exponential part of the mode functions, one immediately observes that these modes indeed carry positive energy unlike the Bunch-Davies vacuum state, but with a modified wavenumber \( k' \).

The problem of particle production is mathematically identical to our discussion in Section 2.3. In particular, an argument similar to the one used to derive Eq. (50) can be employed here to arrive at the following expression for the number of particles:

\[ n_k = \frac{\cosh \left( \pi|\nu| - \frac{\pi qE_0}{H} \sqrt{k_z^2 + (k_z - qE_0/H)^2} \right) - \cosh \left( \pi|\nu| - \frac{\pi qE_0}{H} \sqrt{k_z^2 + (k_z - qE_0/H)^2} \right)}{e^{2\pi|\nu|} \cosh \left( \pi|\nu| + \frac{\pi qE_0}{H} \sqrt{k_z^2 + (k_z - qE_0/H)^2} \right) - \cosh \left( \pi|\nu| + \frac{\pi qE_0}{H} \sqrt{k_z^2 + (k_z - qE_0/H)^2} \right)} \]

(193)
It can be easily verified that we get the correct limiting forms. For, \( qE_0 \to 0 \), we have
\[
n_k = \frac{1}{e^{2\pi|\nu|} - 1},
\]
which matches with, say, Eq. (110). On the other hand, if we demand that \( M \gg H \), then, Eq. (193) to the leading order is given by
\[
n_k \approx e^{-2\pi \left[ \frac{M}{H} - \frac{qE_0}{H^2} \sqrt{\frac{k_z^2}{qE_0} + (k_z - qEH - 1)^2} \right]} \tag{195}
\]
This is also in perfect agreement with Eq. (182). Finally, the \( H \to 0 \) limit reduces to
\[
n_k = \exp \left[ -\frac{\pi m^2}{qE_0} \right] \tag{196}
\]
which is the correct result for Schwinger effect.

It is worth mentioning that in most of the previous literature, the scale factor as well as the vector potential has been chosen in such form that they diverge in the \( H \to 0 \) limit \([31, 32, 39] \). This makes the interpretation of the particle number in the limit of vanishing Hubble constant problematic. This is primarily due to the fact that, the scale factor and gauge choice for the vector potential did not have the appropriate limiting behaviour. Keeping this in mind, in this paper, we have worked with expressions for the scale factor and vector potential which have appropriate limiting behaviour. Then the particle number as well, naturally, leads to the desired expressions for pure de Sitter and pure Schwinger effect, in the \( qE_0 \to 0 \) and \( H \to 0 \) limits, respectively. (For a different view on arriving at the appropriate limits, see [41]).

As remarked in the beginning of this subsection, we cannot analytically solve for the mode functions for the most general, time dependent, homogeneous electric field configuration in de Sitter space time. In such cases, one plausible strategy is to employ numerical techniques. However, the approximate methods discussed in Section 5.1 and Section 5.2 give us an elegant analytic handle. In the following section we will be using one of these approaches, namely the Landau procedure, to study the generalized Schwinger effect in a de Sitter background.

6  An example of time-dependent Electric Field in de Sitter

In the previous section we have determined the particle production of a complex scalar field in a de Sitter background in presence of a constant electric field. However, in practical situations the electric field is often not a constant but depends on time. Keeping this in mind, we would like to understand particle production due to a time dependent electric field in de Sitter, which may also provide us some insight into the non-analytic versus analytic behaviour of the same.

We start by considering a homogeneous electric in the de Sitter background, satisfying the following condition,
\[
F^{\mu\nu}F_{\mu\nu} = E^2 (\omega_0 \eta) \tag{197}
\]
where, the raising and lowering of indices has been performed using the conformally flat form of the metric ansatz, given by Eq. (101). Assuming, without any loss of generality, that the electric field is in the
\[ z \text{-direction the above equation provides us } F_{0z} = E(\omega_0 \eta) a(\eta)^2 \text{ to be the only non-vanishing component.} \]

Given the field tensor, the differential equation governing the vector potential can then be expressed as,

\[ \frac{dA_z}{d\eta} = -\frac{E(\omega_0 \eta)}{(1 - H \eta)^2}. \quad (198) \]

Determination of the vector potential from the above differential equation requires an integration and that requires an explicit expression for the time dependence of electric field. It also requires an additional condition, namely the vector potential should be finite in the \( H \to 0 \) limit. To see what this second condition means, let us consider a power law electric field, such that, \( E(\omega_0 \eta) \sim E_0(\omega_0 \eta)^{-s} \), then the vector potential becomes,

\[ A_z = \frac{E_0}{\omega_0^2} \int \frac{d\eta}{\eta^s(1 - H \eta)^2} = -\frac{E_0}{\omega_0^2} \frac{1}{\eta^s} \left( 1 + \frac{1}{H \eta - 1} \right)^s \frac{2 F_1(s, 1 + s, 2 + s, \frac{1}{1 + H \eta})}{(1 + s) H (-1 + H \eta)} + \text{constant}, \quad (199) \]

so that we obtain,

\[ \lim_{H \to 0} A_z = -\frac{E_0}{\omega_0^2} \frac{1}{\eta^s} (H \eta)^s \frac{2 F_1(s, 1 + s, 2 + s, 1)}{(1 + s) H} + \text{constant.} \sim -\frac{E_0}{\omega_0^2} H^{s-1} + \text{constant} \quad (200) \]

Thus, for \( s \geq 1 \), the vector potential is always finite in the \( H \to 0 \) limit and we can choose the constant to be vanishing. While for \( s \leq 0 \) one must take the constant to be \((E_0/\omega_0)H^{s-1}\) to make the vector potential finite in the \( H \to 0 \) limit.

In what follows we will concentrate on electric field of the form \( E(\omega_0 \eta) = E_0 \{1 + f(\omega_0 \eta)\} \), where \( f(\omega_0 \eta) \) is some arbitrary function which decays for large \( \eta \). That is, the electric field becomes a constant at late times. The corresponding vector potential, having finite \( H \to 0 \) limit can be written as

\[ A_z = -\frac{E_0 \eta}{1 - H \eta} - \frac{E_0}{\omega_0} F(\omega_0 \eta; H) \quad (201) \]

where the function \( F(\omega_0 \eta; H) \) satisfies the following differential equation,

\[ \frac{dF(s)}{ds} = \frac{f(s)}{(1 - \frac{H \eta}{s})^2} \quad (202) \]

It is, of course, convenient to work with \( F \) rather than \( f \), which is what we will do.

A complex massive scalar field, in the background of the time dependent electric field in de Sitter universe, will have Fourier modes which again satisfy the equation for a time dependent harmonic oscillator. In this case, the oscillator associated with \( k \)-th wave mode will have unit mass and a time dependent frequency given by

\[ \omega_k^2(\eta) = k_\perp^2 + \frac{m^2}{(1 - H \eta)^2} + \left( k_z - \frac{qE_0 \eta}{1 - H \eta} - \frac{qE_0}{\omega_0} F(\omega_0 \eta; H) \right)^2 \quad (203) \]

Here, \( k_\perp^2 = k^2 - k_z^2 \) is the wave vector component transverse to the direction of electric field. One cannot, of course, solve for the mode functions for arbitrary \( F \). To illustrate the use of Landau procedure we shall confine ourselves to a specific choice, viz. \( f(\omega_0 \eta) = 2 f_2(\omega_0 \eta)^{-3} \{1 - 2H \eta\} \{1 - H \eta\}^{-1} \), where \( f_2 \) is a constant.
With this kind of electric field, the contribution to the vector potential becomes \(-f_2(\omega_0 \eta)^{-2}(1 - H \eta)^{-2}\). Thus the time dependent frequency in the large \(\eta\) limit, but with small \(H \eta\), can be expanded as,

\[
\omega_k^2(\eta) \approx k^2_{\perp} + m^2 (1 + 2H \eta + 3H^2 \eta^2) + qE_0 \eta (1 + H \eta + H^2 \eta^2) + \frac{qE_0 f_2}{\omega_0^3 \eta^2} (1 + 2H \eta + 3H^2 \eta^2)^2 \\
\approx (q^2 E_0^2 + 3m^2 H^2) \eta^2 + \left( 2m^2 H + 2qE_0 \frac{3H^2 f_2 qE_0}{\omega_0^3} \right) \eta + (k^2_{\perp} + m^2) + \left( \frac{3H^2 f_2 qE_0}{\omega_0^3} \right)^2 \\
\equiv A \eta^2 + B \eta + C
\]  

(204)

Here, the last relation defines the constants \(A, B\) and \(C\) in terms of the parameters appearing in this model, e.g., the electric field strength \(E_0\), Hubble constant \(H\), the inverse time scale \(\omega_0\) etc. The corresponding expansion for \(\omega_k\) is:

\[
\omega_k = \sqrt{A \eta} \left( 1 + \frac{B}{A \eta} + \frac{C}{A \eta^2} \right)^{1/2} \\
= \sqrt{A \eta} \left( 1 + \frac{B}{2A \eta} + \frac{C}{2A \eta^2} - \frac{1}{8} \frac{B^2}{A^2 \eta^2} \right) \\
= \sqrt{A \eta} + \frac{B}{2\sqrt{A}} + \frac{C}{2\sqrt{A} \eta} - \frac{1}{8} \frac{B^2}{A^{3/2} \eta}
\]  

(205)

Having derived this expression, one can invoke the Landau procedure to extract non-analytic part of the particle number. This requires one to analytically continue the range of \(\eta\) from \((-\infty, (1/H))\) to \((-\infty, \infty)\). Further, using the WKB method, one can determine the in-states and out-states associated with the Fourier modes at \(\eta = \mp \infty\) respectively. The Bogoliubov coefficient connecting them can be obtained by treating \(\eta\) as a complex variable and rotating it in the complex plane from \(\text{Arg}[\eta] = 0\) to \(\text{Arg}[\eta] = \pi\). This provides the non-analytic part of the particle number to be dependent on the coefficient of \((1/\eta)\) in the expression for \(\omega_k\), which reads,

\[
n_k = \exp \left[ -2\pi \left( \frac{C}{2\sqrt{A}} - \frac{1}{8} \frac{B^2}{A^{3/2}} \right) \right] \\
= \exp \left[ -2\pi \left( \frac{(k^2_{\perp} + m^2) + \left( \frac{3H^2 f_2 qE_0}{\omega_0^3} \right)^2}{2\sqrt{(q^2 E_0^2 + 3m^2 H^2)^3/2}} - \frac{1}{8} \frac{2m^2 H + 2qE_0 \frac{3H^2 f_2 qE_0}{\omega_0^3}}{(q^2 E_0^2 + 3m^2 H^2)^{3/2}} \right)^2 \right]
\]  

(206)

Note that in the \(H \to 0\) limit the particle number becomes \(\exp[-(k^2_{\perp} + m^2)/qE_0]\) irrespective of presence of \(f_2\). This is what we expect, as the Landau procedure picks up the non-analytic part which is given by the coefficient of constant term irrespective of other terms in the expansion. This assures that Landau procedure works in de Sitter spacetime as well and yields the non-analytic part of the particle number for time dependent electric fields in de Sitter, while remaining compatible with flat spacetime limit.

However, the particle number presented above do not yield the de Sitter particle production as the electric field vanishes. This is due to the fact that, for Landau procedure to work we have analytically extended the de Sitter spacetime to cover the full range of \(\eta\), namely \(\eta \in (-\infty, \infty)\) and hence the background spacetime is not exactly the de Sitter background we want to work with. Besides, this feature is also present in the context of constant electric field, as evident from Eq. (167). This suggest that even
though Landau procedure is a useful method to understand non-analytic behaviour of the particle production in time dependent electric field, it has its limitations when applied in the context of an expanding universe.

7 Summary

The previous sections discussed several aspects of particle production in an expanding universe and its possible correspondence with the generalized Schwinger effect. Given the fact that both these phenomena have been investigated extensively in the literature, it is useful to highlight the new — conceptual and technical — results in this paper.

- The correspondence between time dependent electric field and an expanding universe has been noticed earlier, one of the earliest works being Ref. [19] and a more recent one being [20]. However, this correspondence was noticed at a formal level, and was not adequately exploited. In this work we have taken this further and applied this formalism to connect some well known cosmological spacetimes to specific time dependent electric fields and vice versa.

For example, we studied the cosmological analogue of Sauter type electric field and showed that they possess non-analytic behaviour as the scale factor approaches that of the radiation dominated universe. Further, through this correspondence we could provide estimation of particle number for non-trivial electric field configuration using our knowledge about the results for the expanding universe. Starting from the de Sitter (or, quasi-de Sitter) spacetime we have determined the corresponding electric field and hence the corresponding particle production. We also discovered a time dependent electric field in flat spacetime which can lead, in a specific limit, to a Planck spectrum of particles at late times. (This ‘analogue black hole’ model deserves further exploration especially as regards back reaction. To our knowledge such electric fields have not been explored earlier.) It will also be interesting to take this correspondence further, to the level of two-point functions, and analyze the analogue of inflationary power spectrum in the context of generalized Schwinger effect.

- In our earlier work [22] we used an asymptotic expansion of the electric field, and identified the terms responsible for non-analytic behaviour of the particle number. Through the correspondence between generalized Schwinger effect and particle production in an expanding universe, we have determined the corresponding factors responsible for the non-analytic behaviour of particle number in an expanding background. In particular, we have shown that the coefficients of $\eta^{-1}$ in the expansion of $a(\eta)$ as well as $a^{-1}(\eta)$ controls the non-analytic behaviour of the particle number.

- We have also clarified some of the conceptual issues which arise in the study of particle production in the de Sitter spacetime. The standard procedure of computing the Bogoliubov coefficients associated with mode functions, does not work satisfactorily if the mass $M$ of the scalar field is such that $(M/H) < (3/2)$ (which includes the massless case). We have addressed this issue using the transformation of a time dependent harmonic oscillator to that of a constant frequency oscillator. This approach provides a conceptual basis for computing the particle number for all values of $M/H$, including the massless case. Interestingly, the massless limit involves certain subtleties, and the asymptotic limits depend on the order in which the limits are taken. The number of particle produced remains finite throughout the expansion history, and diverges only when $a \to \infty$. For $(M/H) > (3/2)$, the particle number remains finite asymptotically and matches with the mode function analysis under appropriate limits.
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In the last part, we discussed the case of a constant electric field in de Sitter spacetime, using three different approaches and compared the results. First, we have described how the Landau procedure can be used to infer the non-analytic part of the particle number and we have shown that it reproduces the correct result. Second, we use the Euclidean action approach to obtain the asymptotic limit of the same result. Finally, we have studied this case using the conventional approach based on mode functions. In all the cases, we have worked in a gauge which allows taking appropriate limits and we explicitly verify these limits. (This has been an issue in some of the previous works in the literature.)

Taking a cue from this discussion and our earlier results in [22], we describe how one may go about studying particle production due to a time dependent electric field in de Sitter. Using the technique due to Landau, we have been able to obtain the non-analytic part of the particle production in the context of a specific time dependent field in de Sitter. Even though we could retrieve the desired Schwinger result in appropriate limit, the general structure of the particle number is more complicated and deserves further attention. We hope to study this in a future work.
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A Derivation for radiation dominated universe

Let us begin by looking at the \( \lambda \to 0 \) limits of \( \tilde{\omega}_\pm \). We have

\[
\sqrt{k^2 + M^2(A + B + C)} = \sqrt{k^2 + M^2 \left( A + \frac{a_0 \sqrt{A}}{\lambda} + \frac{a_0^2}{4\lambda^2} \right)}
\]

\[
\simeq \frac{M a_0}{2\lambda} \left\{ 1 + 4 \frac{\sqrt{A}}{a_0} \lambda + 4 \frac{k^2 + M^2 A}{M^2 a_0^2} \lambda^2 \right\}^{1/2}
\]

\[
\simeq \frac{M a_0}{2\lambda} + M \sqrt{A} + \lambda \frac{k^2}{M a_0} + O(\lambda^2)
\] (207)

as well as

\[
\sqrt{k^2 + M^2(A - B + C)} = \frac{M a_0}{2\lambda} - M^2 \sqrt{A} + \lambda \frac{k^2}{M a_0} + O(\lambda^2)
\] (208)

Therefore, the following limits of the characteristic frequencies \( \omega_\pm \) are obtained,

\[
\omega_+ = \frac{M a_0}{2\lambda} + \lambda \frac{k^2}{M a_0} + O(\lambda^2); \quad \omega_- = M \sqrt{A} + O(\lambda^2)
\] (209)
Thus the $\lambda \to 0$ limit of Eq. (18), with the parameters $B$ and $C$ as given in Eq. (26), becomes

$$
\lim_{\lambda \to 0} n_k = \frac{\cosh \left( \frac{2\pi M \sqrt{A}}{\lambda} \right) + \cosh \left( \frac{2\pi Ma_0}{\lambda^2} \right)}{\cosh \left( \frac{2\pi M \sqrt{A}}{2\lambda} \right) + \cosh \left( \frac{2\pi Ma_0}{2\lambda} \right) - \cosh \left( \frac{2\pi M \sqrt{A}}{\lambda} \right)} = \exp \left( - \frac{2\pi k^2}{Ma_0^2} \right)
$$

(210)

**B Discontinuity in asymptotic behaviour of $n_k$ at $\nu = 3/2$**

Let us first consider the particle number as $\nu = 3/2$. From Eq. (139), we get

$$
\lim_{\nu \to 3/2} N_{\nu}(\nu, a) = \frac{H^2}{4k^2a}
$$

(211)

One can see that Eq. (145) easily follows. For the second limit, let us consider the large $a(\eta)$ limit of $n_k$ for a fixed value of $\nu$. We start with the series expansion for $J_{\nu}$.

$$
J_{\nu}(x) = x^{\nu} \sum_{l=0}^{\infty} \frac{(-1)^l}{l!} \Gamma(\nu + l + 1) x^{2l}
$$

(212)

The Hankel function can be written in terms of the $J_{\nu}$ as

$$
H^{(1)}_{\nu}(x) = \frac{J_{-\nu}(x) - e^{-i\pi\nu} J_{\nu}(x)}{i \sin(\pi\nu)}
$$

(213)

$$
= \left( \frac{1}{i \sin(\pi\nu)} \right) \left[ x^{\nu} \sum_{l=0}^{\infty} \frac{(-1)^l}{l!} \Gamma(\nu + l + 1) x^{2l} - e^{-i\pi\nu} x^{-\nu} \sum_{l=0}^{\infty} \frac{(-1)^l}{l!} \Gamma(-\nu + l + 1) x^{2l} \right]
$$

(214)

Therefore, from Eq. (141), the function $f_k$ has the following behaviour at the leading order in $a^{-1}$ as $a \sim \infty$.

$$
f_k \approx \frac{2^\nu \sqrt{\pi}}{\sqrt{\pi}} a^{-\frac{3}{2}} \Gamma(\nu) \left( \frac{k}{H} \right)^{\frac{1}{2} - \nu}
$$

(215)

The particle number can then be computed from as ??

$$
n_k \approx \frac{a^{2\nu}}{4f_0^2 k} \left[ \sqrt{m^2 + \frac{k^2}{a^2}} + \left( \frac{5\nu - 3}{2} \right) \nu + \frac{9}{4} \right] \sqrt{\frac{H^2}{m^2 + \frac{k^2}{a^2}}} ; \forall \nu > 0
$$

(216)

where,

$$
f_0 = \sin(\pi\nu) \Gamma(1 - \nu) \left( \frac{k}{2H} \right)^{2\nu}
$$

(217)

This implies that

$$
\lim_{a \to \infty} N_{\nu}(\nu, a) = \left( \frac{3\sqrt{3}H^4}{2k^4\pi} \right) \left( \nu - \frac{3}{2} \right)^{-\frac{1}{2}} + \mathcal{O} \left( (\nu - 3/2)^{1/2} \right)
$$

(218)

By taking $\nu \to 3/2$ in this equation we arrive at Eq. (146).
C Constant frequency mapping

Let us briefly review quantization of a simple harmonic oscillator \( q \) of constant mass \( m_0 \) and constant frequency \( \omega_0 \) as a warm up exercise. The operator equation satisfied by \( q \) is given by

\[
q'' + \omega_0^2 q = 0
\]

where ‘prime’ denotes derivative with respect to \( \eta \). The general solutions to this equation can be written as

\[
q(\eta) = a \frac{\xi(\eta)}{\sqrt{2\omega_0}} + a^\dagger \frac{\xi^*(\eta)}{\sqrt{2\omega_0}}
\]

where,

\[
\xi = e^{-i\omega_0\eta} \sqrt{m_0}
\]

and the operators \( a \) and \( a^\dagger \) to satisfy \([a, a^\dagger] = 1\). Given Eq. (221) we see that \( \xi \) and \( \xi^* \) satisfy the following Wronskian condition,

\[
im \omega_0 \left[ \xi^* \xi' - \xi (\xi^*)' \right] = \omega_0
\]

Let us now consider a time dependent harmonic oscillator, whose equation of motion given by

\[
\{m(\eta) q\}' + \omega^2(\eta) q = 0
\]

Clearly, the solutions to this equation are not simple phases as in the case of a simple harmonic oscillator. Let us denote a solution to Eq. (223) by \( \psi \). Then it follows that,

\[
\frac{d}{d\eta} \left\{ m(\eta) \left[ \psi^* \psi' - \psi (\psi^*)' \right] \right\} = 0
\]

Thus motivated by Eq. (222), we demand that the following Wronskian condition to hold,

\[
im (\eta) \left[ \psi^* \psi' - \psi (\psi^*)' \right] = \omega_i
\]

where \( \omega_i \equiv \omega(\eta_i) \), for some choice of \( \eta_i \). Without any loss of generality, one may write \( \psi \) as \( \psi = f(\eta)e^{-i\theta(\eta)} \), where \( f(\eta) \) is real. Then Eq. (225) simplifies to

\[
\frac{d\theta}{d\eta} = \frac{\omega_i}{m(\eta)f^2}
\]

while, from Eq. (223) we get the differential equation satisfied by \( f \) to be

\[
\{m(\eta) f\}' + \omega^2(\eta) f = \frac{\omega_i^2}{m(\eta)f^3}
\]

This motivates us to introduce a new time coordinate \( \tau \) such that,

\[
d\tau = \frac{d\eta}{mf^2}
\]
so that \( d\theta = \omega_i d\tau \) and
\[
\tilde{\psi} \equiv \frac{\psi}{f} = e^{-i\omega_i \tau} \tag{229}
\]
Comparing this with Eq. (221), we may interpret \( \tilde{\psi} \) as a solution to a time independent harmonic oscillator \( Q = q/f \) of unit mass and frequency \( \omega_i \). The equation of motion of \( Q \) is given by
\[
\frac{d^2Q}{d\tau^2} + \omega_i^2 Q = 0 \tag{230}
\]
Let us now derive the same starting from the Schrödinger picture. Note that in the Schrödinger picture the state ket changes with time, but the operators do not. This exercise will provide an internal consistency of these results. Let \( \Psi(Q, \tau) \) be the Schrödinger wavefunction for the state \( |0\rangle \) in terms of \( Q \). By definition we have
\[
\Psi(Q, \tau) = \left( \frac{\omega_i}{\pi} \right)^{1/4} \exp \left( -\frac{\omega_i Q^2}{2} - \frac{i}{2} \omega_i \tau \right) \tag{231}
\]
On the other hand, the Schrödinger wavefunction \( \Phi(q, \eta) \) for \( |0\rangle \) in terms of \( q \) is given by (see [37] for details)
\[
\Phi(q; \eta) = \frac{1}{\sqrt{f}} e^{i \left( \frac{m f'}{2} q^2 \right)} \Psi \left( Q = \frac{q}{f}; \tau(\eta) \right)
\]
\[
= \left( \frac{\omega_i}{f^2 \pi} \right)^{1/4} \exp \left[ - \left( \frac{\omega_i}{2f^2} - im f' \right) q^2 - \frac{i}{2} \omega_i \tau(\eta) \right] \tag{233}
\]
The expectation value of the instantaneous Hamiltonian of the \( q \)-system in this state is given by
\[
\int_{-\infty}^{\infty} dq \ \Phi^*(q; \eta) \left[ -\frac{1}{2m} \partial_q^2 + \frac{m \omega_i^2}{2} q^2 \right] \Phi(q; \eta) = \frac{m}{4 \omega_i} \left( \omega_i f^2 + \left( f' \right)^2 \right) + \frac{\omega_i}{4 f^2 m} \tag{234}
\]
\[
= \omega \left\{ \frac{mf^2}{4(\omega_i)} \left[ (-\omega + \frac{\omega_i}{mf^2})^2 + \left( \frac{f'}{f} \right)^2 \right] + \frac{1}{2} \right\} \tag{235}
\]
Comparing the right hand side with \( \omega \{ \bar{n}(\eta) + 1/2 \} \) we see that
\[
\bar{n}(\eta) = \frac{mf^2}{4(\omega_i)} \left[ (-\omega + \frac{\omega_i}{mf^2})^2 + \left( \frac{f'}{f} \right)^2 \right] \tag{236}
\]
which is the result quoted in Eq. (121).

References

[1] J. S. Schwinger, “On gauge invariance and vacuum polarization,” *Phys. Rev.* **82** (1951) 664–679. [https://journals.aps.org/pr/abstract/10.1103/PhysRev.82.664](https://journals.aps.org/pr/abstract/10.1103/PhysRev.82.664).

[2] L. E. Parker, *The Creation of Particles in An Expanding Universe*. PhD thesis, Harvard University, Cambridge, Massachusetts, 1967.
[3] W. Heisenberg and H. Euler, “Folgerungen aus der diracschen theorie des positrons,” *Zeitschrift für Physik* **98** no. 11, (Nov, 1936) 714–732. https://doi.org/10.1007/BF01343663.

[4] E. Brezin and C. Itzykson, “Pair production in vacuum by an alternating field,” *Phys. Rev. D* **2** (Oct, 1970) 1191–1199. https://link.aps.org/doi/10.1103/PhysRevD.2.1191.

[5] V. Popov, “Pair production in a variable and homogeneous electric field as an oscillator problem,” *Sov. Phys. JETP* **35** (1972). http://www.jetp.ac.ru/cgi-bin/e/index/e/35/4/p659?a=list.

[6] A. Di Piazza, “Pair production at the focus of two equal and oppositely directed laser beams: The effect of the pulse shape,” *Phys. Rev. D* **70** (2004) 053013. https://journals.aps.org/prd/abstract/10.1103/PhysRevD.70.053013.

[7] C. K. Dumlu and G. V. Dunne, “The Stokes Phenomenon and Schwinger Vacuum Pair Production in Time-Dependent Laser Pulses,” *Phys. Rev. Lett.* **104** (2010) 250402, arXiv:1004.2509 [hep-th].

[8] H. M. Fried and R. P. Woodard, “The One loop effective action of QED for a general class of electric fields,” *Phys. Lett.* **B524** (2002) 233–239, arXiv:hep-th/0110180 [hep-th].

[9] J. Avan, H. M. Fried, and Y. Gabellini, “Nontrivial generalizations of the Schwinger pair production result,” *Phys. Rev.* **D67** (2003) 016003, arXiv:hep-th/0208053 [hep-th].

[10] S. A. Smolyansky, G. Ropke, S. M. Schmidt, D. Blaschke, V. D. Toneev, and A. V. Prozorkevich, “Dynamical derivation of a quantum kinetic equation for particle production in the Schwinger mechanism,” arXiv:hep-ph/9712377 [hep-ph].

[11] S. Schmidt, D. Blaschke, G. Ropke, S. A. Smolyansky, A. V. Prozorkevich, and V. D. Toneev, “A quantum kinetic equation for particle production in the schwinger mechanism,” *International Journal of Modern Physics E* **07** no. 06, (1998) 709–722. https://doi.org/10.1142/S0218301398000403.

[12] Y. Kluger, J. M. Eisenberg, B. Svetitsky, F. Cooper, and E. Mottola, “Fermion pair production in a strong electric field,” *Phys. Rev. D* **45** (1992) 4659–4671. https://link.aps.org/doi/10.1103/PhysRevD.45.4659.

[13] G. V. Dunne and T. M. Hall, “Borel summation of the derivative expansion and effective actions,” *Phys. Rev. D* **60** (1999) 065002, arXiv:hep-th/9902064 [hep-th].

[14] F. Sauter, “Zum ”Kleinschen Paradoxon”,” *Z. Phys.* **73** (1932) 547–552. https://link.springer.com/article/10.1007%2FBF01349862.

[15] N. B. Narozhnyi and A. I. Nikishov * Yad. Fiz* **11** (1970).

[16] J. Ambjorn, R. J. Hughes, and N. K. Nielsen, “Action Principle of Bogolyubov Coefficients,” *Annals Phys.* **150** (1983) 92. https://www.sciencedirect.com/science/article/pii/0003491683900052?via%3Dihub.

[17] A. B. Balantekin and S. H. Fricke, “Interference effects in the Schwinger pair production mechanism,” *Phys. Rev. D* **43** (1991) 250–257. https://journals.aps.org/prd/abstract/10.1103/PhysRevD.43.250.
[18] S. P. Kim and D. N. Page, “Schwinger pair production via instantons in a strong electric field,” 
Phys. Rev. D65 (2002) 105002, arXiv:hep-th/0005078 [hep-th].

[19] T. Padmanabhan, “Quantum theory in external electromagnetic and gravitational fields: A 
Comparison of some conceptual issues,” Pramana 37 (1991) 179–233. 
https://link.springer.com/article/10.1007/BF02847477.

[20] J. Martin, Inflationary Perturbations: The Cosmological Schwinger Effect, pp. 193–241. Springer 
Berlin Heidelberg, Berlin, Heidelberg, 2007. https://doi.org/10.1007/978-3-540-74353-8_6.

[21] K. Rajeev, S. Chakraborty, and T. Padmanabhan, “Planck spectrum of particles produced by a 
time-dependent electric field: yet another black hole analogue,” (To be Published).

[22] K. Rajeev, S. Chakraborty, and T. Padmanabhan, “A comment on generalized Schwinger effect,” 
Eur. Phys. J. C78 no. 10, (2018) 836, arXiv:1712.06621 [gr-qc].

[23] T. Kobayashi and N. Afshordi, “Schwinger Effect in 4D de Sitter Space and Constraints on 
Magnetogenesis in the Early Universe,” JHEP 10 (2014) 106, arXiv:1408.4141 [hep-th].

[24] R. Sharma, S. Jagannathan, T. R. Seshadri, and K. Subramanian, “Challenges in Inflationary 
Magnetogenesis: Constraints from Strong Coupling, Backreaction and the Schwinger Effect,” 
Phys. Rev. D96 no. 8, (2017) 083511, arXiv:1708.08119 [astro-ph.CO].

[25] S. Chakraborty, S. Pal, and S. SenGupta, “Inflationary Magnetogenesis and Anomaly Cancellation 
in Electrodynamics,” arXiv:1810.03478 [gr-qc].

[26] G. Mahajan and T. Padmanabhan, “Particle creation, classicality and related issues in quantum 
field theory: I. Formalism and toy models,” Gen. Rel. Grav. 40 (2008) 661–708, 
arXiv:0708.1233 [gr-qc].

[27] G. Mahajan and T. Padmanabhan, “Particle creation, classicality and related issues in quantum 
field theory: II. Examples from field theory,” Gen. Rel. Grav. 40 (2008) 709–747, 
arXiv:0708.1237 [gr-qc].

[28] S. P. Gavrilov and D. M. Gitman, “Vacuum instability in external fields,” 
Phys. Rev. D 53 (Jun, 1996) 7162–7175. https://link.aps.org/doi/10.1103/PhysRevD.53.7162.

[29] S. P. Kim, H. K. Lee, and Y. Yoon, “Effective Action of Scalar QED in Electric Field Backgrounds,” 
Phys. Rev. D78 (2008) 105013, arXiv:0807.2696 [hep-th].

[30] S. Haouat and R. Chekireb, “On the Creation of Scalar Particles in a Flat Robertson-Walker 
Space-time,” Mod. Phys. Lett. A26 (2011) 2639–2651, arXiv:1108.0336 [hep-th].

[31] J. Garriga, “Pair production by an electric field in (1+1)-dimensional de Sitter space,” 
Phys. Rev. D49 (1994) 6343–6346.

[32] M. B. Frb, J. Garriga, S. Kanno, M. Sasaki, J. Soda, T. Tanaka, and A. Vilenkin, “Schwinger effect in 
de Sitter space,” JCAP 1404 (2014) 009, arXiv:1401.4137 [hep-th].

[33] T. Padmanabhan, “Physical interpretation of quantum field theory in noninertial coordinate 
systems,” Phys. Rev. Lett. 64 (1990) 2471–2474. 
https://journals.aps.org/prl/abstract/10.1103/PhysRevLett.64.2471.
[34] T. S. Bunch, P. C. W. Davies, and R. Penrose, “Quantum field theory in de sitter space: renormalization by point-splitting,” *Proceedings of the Royal Society of London. A. Mathematical and Physical Sciences* **360** no. 1700, (1978) 117–134. https://royalsocietypublishing.org/doi/abs/10.1098/rspa.1978.0060.

[35] T. Padmanabhan, “Demystifying the constancy of the Ermakov-Lewis invariant for a time-dependent oscillator,” *Mod. Phys. Lett.* **A33** no. 07n08, (2018) 1830005, arXiv:1712.07328 [physics.class-ph].

[36] S. Robles-Perez, “Invariant vacuum,” *Phys. Lett.* **B774** (2017) 608–615, arXiv:1706.05474 [hep-th].

[37] K. Rajeev, S. Chakraborty, and T. Padmanabhan, “Inverting a normal harmonic oscillator: physical interpretation and applications,” *Gen. Rel. Grav.* **50** no. 9, (2018) 116, arXiv:1712.06617 [gr-qc].

[38] K. Lochan, K. Rajeev, A. Vikram, and T. Padmanabhan, “Quantum correlators in Friedmann spacetimes: The omnipresent de Sitter spacetime and the invariant vacuum noise,” *Phys. Rev.* **D98** no. 10, (2018) 105015, arXiv:1805.08800 [gr-qc].

[39] J. Garriga, S. Kanno, M. Sasaki, J. Soda, and A. Vilenkin, “Observer dependence of bubble nucleation and Schwinger pair production,” *JCAP* **1212** (2012) 006, arXiv:1208.1335 [hep-th].

[40] R. Sharma and S. Singh, “Multifaceted Schwinger effect in de Sitter space,” *Phys. Rev.* **D96** no. 2, (2017) 025012, arXiv:1704.05076 [gr-qc].

[41] A. V. Anand, *The Schwinger effect in inflationary cosmology (Master’s Thesis).* IIT Madras, 2018. http://www.physics.iitm.ac.in/~sriram/professional/mentoring/p-reports/amit.pdf.