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Abstract

In recent years, the metaphor of technical debt has received considerable attention, especially from the agile community. Still, despite the fact that agile practices are increasingly used in critical domains, to the best of our knowledge, there are no studies investigating the occurrence of technical debt in critical software development projects. The results of an exploratory field study conducted across several projects reveal that a variety of business and environmental factors cause the occurrence of technical debt in critical domains. Using Grounded Theory method, these factors are categorized as ambiguity of requirement, diversity of projects, inadequate knowledge management, and resource constraints to form a theoretical model. Following previous studies we suggest that integrating agile practices, such as iterative development, review meetings, and continuous testing, into common plan-driven processes enables development teams to better identify and manage technical debt.

1. Introduction

Despite all the financial and human resources that have been spent on large software and system development projects, the majority of these projects continue to fail or face severe challenges [1]. Although different technical and human problems might be the potential cause for software vulnerabilities and failure, previous research has shown that software defects are the main cause of most software vulnerabilities [2, 3]. Even though identifying and fixing software deficiencies such as bugs, missing requirements or flaws in software design [4] has major importance in increasing the quality and reliability of software products, some of these defects might stay hidden; even if they are identified, they may not be fixed rapidly [3]. In addition, fixing software deficiencies at the later stages of projects becomes more expensive and time consuming [5, 6]. Thus such deficiencies must be avoided in the first place, especially in critical systems where software failure might cause devastating financial and infrastructural consequences, or human life loss or injuries [3, 7].

In response to these problems, the software community has been mainly attempting to identify new software development tools and methods. Over time, thousands of software development methods were designed to manage complexity in software projects [8, 9]. However, it is widely reported in previous studies that these software development methods are rarely followed in their entirety but are customized [10-12]. A group of scholars explain this customization mainly in terms of quality compromising trade-offs for minimizing development costs and delivery times [13-16]. In such situations, developers are often forced or motivated to cut back on software development processes or to postpone certain activities [17, 18]. The metaphor of technical debt [19] has been increasingly used to point out such quality compromising shortcuts [15, 17, 20-22].

While minimizing development time and costs might play a key role in highly competitive markets [23, 24], quality of software often has a higher priority in developing critical systems [7]. Since technical debt has a negative impact on software quality, it must be avoided when developing critical systems. However, previous studies showed that technical debt does not always occur because of bad design and development decisions but also due to environmental factors that cannot be controlled by
development teams [17, 21]. Therefore, it is important for development teams to identify sources of technical debt in their context and to properly manage it in order to maintain software quality [20].

While in recent years technical debt has received considerable attention from the agile community [20, 21, 25, 26], to the best of our knowledge, there are no studies that explore this phenomenon in critical software projects. As it is suggested by [21], there is a need for empirical studies to investigate the potential sources of technical debt across development contexts. Therefore, we performed an exploratory field study to gain a better understanding of the nature of technical debt and its potential sources in critical domains.

The results of our study show that even in critical projects there are a set of common issues and challenges that might lead to the occurrence of technical debt. In particular our results provide an understanding of the circumstances under which software developers might make quality compromising trade-offs. These results can assist software development teams to better understand and consider the consequences of their decisions while making trade-offs between the productivity and quality of software processes. We propose that combining agile practices with plan-driven processes brings flexibility into critical software projects and, as a result, enables development teams to avoid or at least better manage technical debt in these projects.

The rest of this paper is structured as follows. In the next section, a brief overview of previous studies is provided. In the third section, the research method and research settings are explained. The paper continues in the fourth section with reporting research results and key findings. These findings are then discussed in the fifth section. Finally, the sixth section provides some concluding thoughts.

2. Related Work

In today’s highly competitive business environment, development teams are under constant pressure to produce high-quality software in a shorter time and with minimum amount of costs [23, 24]. However, since producing high-quality software is usually associated with higher costs and delivery times [7], maximizing both software development productivity and software quality simultaneously becomes challenging. Software development productivity is often measured based on the number of lines of new code produced per person-day [27, 28] while software quality is measured based on the number and frequency of defects identified in the software products [27-29].

Sometimes firms have to make trade-offs between long-term software quality and short-term productivity [15, 22, 30]. In such situations often quality practices are neglected to deal with the urgent demands imposed by the business environment [13, 16]. For example, according to [16], planned tests are often neglected or postponed due to insufficient amount of time. A group of studies use the metaphor of technical debt [19] to explain such quality compromising trade-offs [15, 17, 21, 22].

The term technical debt has been originally introduced by Cunningham [19] to point out poorly written code. However, in last two decades the metaphor has been used in a variety of ways to explain flaws and imperfections in documentation, design, coding and testing activities [17, 20-22]. In this study, following [15, 17, 22] we use the definition of technical debt as conscious decisions to cut back on software development processes in order to minimize development costs and delivery times.

The most common demands reported in the literature to be the cause of technical debt are time pressure and insufficient amount of budget and human resources [15, 18, 21, 31]. However, some studies show that technical debt could be the result of environmental factors which are out of control of development teams [17, 21].

Even though it may sometimes be necessary for organizations to take on technical debt, such decisions lead to higher levels of software deficiency and complexity [21]. This is even more problematic in bigger projects where a larger number of developers simultaneously develop different parts of the system, and the increased complexity makes it difficult—and sometimes even impossible—for them to develop and maintain the software [5, 6].

While development costs and delivery time are important aspects of every software project, in developing critical systems factors such as software reliability and maintainability are of major importance. Due to high failure costs and consequences a set of expensive and trusted software development methods must be utilized for developing critical systems [7]. Often in such projects, developers follow plan-driven and document-centric software processes to show compliance with certain standards [4]. Despite using such strictly defined and heavily planned processes [4], development teams might sometimes ignore predefined processes and given standards due to the occurrence of unexpected business and organizational issues. As a result, the occurrence of technical debt becomes unavoidable even in critical software projects. Hence,
development teams must be aware of and manage technical debt to maintain software quality [20, 21].

3. Research Methodology

In this research, our aim is to gain an understanding about the nature of technical debt and its potential sources in critical domains. As it is suggested by [32], conducting exploratory studies is a suitable method for gaining such knowledge and generating insights about the phenomenon under study. Hence, we decided to conduct a two-stage exploratory field study to build an empirically grounded understanding about the nature of technical debt in critical software projects.

3.1. Data Collection

Following the qualitative interview guidelines suggested by [33], two rounds of face-to-face, semi-structured interviews with international software engineers were conducted. It must be mentioned that all of these interviewees hold a university degree in Software Engineering or relevant fields (see Table 1).

| Table 1. Interview participants. |
|----------------------------------|
| ID     | Role(s)          | Experience in years | Domain          |
|--------|------------------|---------------------|-----------------|
| Stage 1|                  |                     |                 |
| 11     | Software Engineer| 8                   | Commerce        |
| 12     | Software Engineer| 3                   | Healthcare      |
| 13     | Software Engineer/ Process Manager | 9 | Automotive |
| 14     | Software Engineer| 11                  | Automotive      |
| 15     | Software Engineer| 14                  | Automotive      |
| Stage 2|                  |                     |                 |
| 16     | Software Engineer/ Business Manager | 22 | Aerospace |
| 17     | Software Engineer/ Team Leader        | 7 | Aerospace |
| 18     | Software/System Engineer                | 6.5 | Aerospace |
| 19     | Software Engineer/ Project Manager     | 6 | Aerospace |
| 20     | Software Engineer/ Team Leader         | 8.5 | Aerospace |
| 21     | Software Engineer/ Team Leader         | 20 | Aerospace |
| 22     | Software Engineer/ Team Leader         | 8 | Aerospace |

An interview protocol was prepared and continuously improved to guide all the interviews. Each of these interviews lasted from 60 to 120 minutes. After obtaining permission from each interviewee, the interviews were recorded and transcribed for further data analysis.

3.1.1. Preliminary interviews. In Stage 1, we interviewed five international software developers from the automotive, healthcare, and financial sectors. The aim of these interviews was to investigate whether technical debt might occur in such critical domains. Since the results from these interviews provided some initial evidence that technical debt occurs even in developing critical systems, we decided to further our investigation during the second stage.

3.1.2. Case study. In Stage 2, we conducted a single-case case study [32] in a company called AERO (pseudonym) that is active in the aerospace domain. During this stage we interviewed seven international software engineers from AERO. Due to the diversity of projects in the company, we decided to interview software experts with a variety of work experience from different teams.

In addition to the interview data, supplementary data sources such as firm’s official procedures, project documents and public information available on their website were used to analyze different aspects of development processes. Since a large amount of data was collected, we used a tool called NVivo for proper data analysis and management.

3.2. Data Analysis

To build an understanding that is empirically grounded in the experience of professionals involved in software processes, a systematic data analysis process was conducted following the techniques suggested by the Glaserian Grounded Theory method (as cited in [37]). Using NVivo, we first performed a line-by-line open coding to closely examine fractures of data and to form categories of codes [37]. During the next stage, selective coding, we grouped these categories of codes into four higher levels of abstraction (i.e. concepts) called ambiguity of requirements, diversity of projects, inadequate knowledge management, and resource constraints. These categories represent the challenging aspects of software processes from our interviewees’ perspective, which might lead to the occurrence of technical debt in critical software projects. Finally, during the last stage of data analysis, theoretical coding, a theoretical model was formed by indicating the relations between the identified selective codes. The theoretical model is discussed in the next section.

It is worth noting that a constant comparison through iterative data collection and analysis enabled us to enrich the emerging theoretical concepts by

---

1 [http://www.qsrinternational.com/products_nvivo.aspx](http://www.qsrinternational.com/products_nvivo.aspx)
identifying shortcomings in the collected data and to address them by collecting more data.

3.3. Case Description

AERO is a private international company that is active in the aerospace domain. The company consists of several sites and teams—each of them formed by highly educated international individuals with a wide range of technical skills and work experience. Each of these teams is focused on certain types of projects, including systems and software engineering and research and development (R&D) projects. These development teams are small and consist of a few engineers. Thus instead of assigning dedicated experts to each phase, often all of the team members are involved in every stage. Still some team members might have more responsibilities (e.g. the team leader) depending on their individual skills and experience.

Due to the criticality of the aerospace domain, the companies active in this field, including AERO, are expected to comply with certain standards and regulations such as ECSS-E-ST-40C [34] and ECSS-Q-ST-80C [35]. To comply with these standards a V-model [36] is followed in the case company (see Figure 1).

![Figure 1. V-model used in the case company.](image-url)

Depending on the nature of the projects and teams, the V-model is often customized in order to suit the development teams’ requirements. As a result, the software development processes followed by some teams is closer to traditional linear models while in other teams, especially in R&D projects, more flexible approaches are followed.

At the moment, a wide variety of tools are utilized in the case company to support teams’ day-to-day activities. However, the extent to which development teams utilize these tools depends on the type of their projects. Some teams mainly use simple tools and technologies, while in other teams more advanced toolchains and technologies are used in order to deal with the complexity and criticality of products under development. Additionally, when needed, some teams use configuration management systems, code repositories, and other tools for reporting and tracking bugs and source code documentation.

4. Study Results

Integrating dependability and safety requirements into software has a significant importance in the aerospace domain. Therefore, one of the key goals of AERO is to constantly enhance software development processes that enable developers to better comply with aerospace standards. However, during the data analysis phase, we identified four important categories of factors that make this challenging. In the following sections, we describe these four categories and explain how these factors might force developers to customize given software processes and, as a result, lead to the occurrence of technical debt.

4.1. Ambiguity of Requirements

The first issue is related to requirements analysis and specification. Requirements engineering and management activities in the case company highly depend on the development teams and the nature of their projects. In more operational projects, a statement of the work that consists of the main system requirements is usually provided by the customer. In such projects, extensive requirements and engineering approaches are followed by using different tools in order to identify, document and trace the customers’ requirements during the project. On the other hand, in more flexible R&D projects, informal and iterative approaches are preferred. In such projects, the customers’ requirements are not reflected in a clear and precise way but more in the form of a long-term vision for identifying new and innovative solutions.

Even though a set of high-level requirements are suggested by the customer in the statement of work, development teams need to break these requirements down into a set of more detailed and feasible technical requirements. Following this stage, they need to prepare a convincing requirements specification document that indicates all the suggested requirements comply with the statement of work provided by customer. However, it is almost impossible for developers to fulfill all the customers’
requirements within the fixed budget assigned to projects. For example, one of our interviewees said:

“It is difficult to keep the requirements feasible within the agreed budget since it is hard to anticipate the effort required to implement each of those requirements.” – I 17

This issue is more problematic in competitive projects where an official proposal must be prepared and sent to the customer. Usually in such projects the development team has no opportunity to have a direct discussion and negotiation with the customer before preparing the proposal. Depending on the novelty of the system under development, these requirements might be described precisely and in detail or in a high level and ambiguous way. Often in R&D projects, the concept of the system and its requirements evolve over time. Thus the identified requirements need to be changed and improved constantly during the project and, as a result, more iterative and flexible practices are needed to maintain and to keep track of these changes. Keeping in mind that in critical domains projects are often planned in advance and within a fixed budget, it becomes challenging for developers to follow predefined software processes entirely. One of the interviewees describes this problem as follows:

“What [customers] think they can do, their requirements, everything is very dynamic over three years of the project. As the project will be evolving, there is a very strong need for flexibility, which is one of the reasons why we are not applying a very formal process.” – I 12

Furthermore, our data show that the intangibility of software products makes it hard for software stakeholders to trace their requirements carefully during the development phase and to validate if all their needs and expectations are fulfilled properly by the final product. Often, only the final software solution is delivered to the customer; therefore, the customer might not be able to evaluate the quality of other artefacts (e.g. architectural design or requirements document) or processes. Since such aspects of software development are not visible to customers and authorities, in case certain requirements are dropped or practices ignored, it is almost impossible to identify them:

“We have standards for everything. We are supposed to comply with the coding standards that are there. Now I’m saying ‘supposed to’

because who really verifies them? From my own knowledge, nobody does.” – I 16

In addition to this and despite the fact that in each team there are several internal technical reviews to evaluate the quality of the products and processes, an official and precise quality review mechanism is missing in the company. As a result, it is very demanding for teams to indicate if the end results comply with the recommended guidelines and standards. As can be seen from the following quote mentioned by one of our interviewees, this becomes more problematic in more research-oriented projects where no official feedback is provided by customers and, as a result, developers do not have the opportunity to receive feedback regarding their performance or any potential defects.

“We haven’t had much luck in convincing the project partners who are playing the role of the end-user to actually spend some time on using our deliveries and to provide valuable feedback to us.” – I 19

Therefore, it becomes almost impossible for teams to identify and fulfill a complete set of requirements based on customers’ expectations. As a result, it is likely that some features or requirements are missing from the final product or have not been implemented according to the standards requested by the customers or authorities.

4.2. Diversity of Projects

In AERO, different teams are active in a variety of projects. The diversity of projects might reduce the quality of communication and information transmission between different teams and, consequently, the collaboration between these teams becomes problematic. For example, several interviewees mentioned that there might be similar activities and projects that are going on simultaneously in different teams but these overlapping efforts are not communicated properly.

Additionally, due to the diversity of the projects going on in the company, each team might follow certain kinds of development processes and practices.

“Since there are really different projects here, each team defines its own ways of doing their work and, because of that, everybody has a really different approach.” – I 10

While in more critical and operational projects, development teams utilize advanced tools for
preparing extensive design documents, in more flexible development projects the architectural design is usually prepared in a more informal and iterative manner to deal with the high rates of requirement change and the evolving nature of the product. Thus there are obvious differences between the software components and documents produced by different teams. This might be problematic because sometimes the software components produced by one team are needed to be used by other teams. Therefore, it might be challenging for developers from other teams to understand and make sense of that component.

“It [has] happened that I used code that is written by developers from other groups and I could completely see the difference [...] For me, it was hard to understand some parts of the comments that are very important.” – I11

This becomes even more problematic if the person who has originally developed the component is not working in the team or company anymore, which makes it impossible for other developers to easily solve potential ambiguities and misunderstandings. Additionally, due to diversity of projects, development teams need to use tools and technologies differently. While in large projects, there is an inevitable need for different kinds of advanced tools to assist developers in tracing a large number of requirements using such advanced tools in smaller projects might be seen unnecessary.

“In bigger projects, tools are for sure necessary, but the risk of using a tool in smaller projects, where things are done manually and quickly, is to spend more time using the tools than doing the technical work” – I17

Thus, using different kinds of tools with different functionalities seems to be unavoidable among these teams and, as a result, interoperability between different tools becomes difficult. The inconsistency between tools and technologies exchanging artefacts between teams might not be easy or straightforward, and developers need to spend extra time on making these products usable.

Our data show that in the case company developers often learn to use those practices and tools that are used within their teams. Therefore, in case they switch from one team to another, they need to spend some time to familiarize with the tools and practices utilized within the new team.

Additionally, we realized that if developers consider new software development processes or tools to be outdated or time-consuming, they might underestimate the value of these processes and tools. For example one of the interviewees mentioned:

“That was my best practice five years ago. I mean, this is an obsolete practice for me, it would be a regression to comply with certain rules of the company.” – I6

Therefore, it seems that the diversity of projects makes it difficult for teams to use a consistent set of software development practices and tools, which makes it challenging for developers to follow planned software processes.

4.3. Inadequate Knowledge Management

Both technical and product knowledge are among the most essential resources for performing software development activities. It is suggested in previous studies that knowledge documented in a software company or held by its employees is one of the key competitive assets of that firm [4]. In the case company, extensive documentation is often required by regulations and, therefore, teams might spend a considerable amount of time and effort to fulfill this requirement. The following quotation indicates an example of such extensive documentation.

“In this company we follow a Waterfall approach because our projects are heavily document-centric. That is the reason why we often develop more documents than software.” – I6

Using information from previous projects stored on company-wide data servers is one of the core knowledge management sources in the company. However, according to our data, it seems that this information is not stored in a structured way and is not maintained regularly. As a result, searching and finding the needed information might be problematic and time consuming for developers.

“We have most of the documentation from past projects in a server, which you can search to a certain degree. There isn’t such a big history or database, but it is just a matter of trying and seeing what you can find.” – I10

The majority of the employees in the company has same levels of education and basic knowledge of the aerospace industry. Still, if individuals move from one team to another, the archives from previous projects can be a key source of information for them to familiarize with the overall practices of the new team. Thus, the lack of a well-structured and updated
source of information forces them to spend extra time and effort to gain necessary knowledge. Due to such shortcomings, it is likely that technical debt occurs during knowledge-creation and management.

4.4. Resource Constraints

In the case company, the software processes are often extensively planned and a fixed budget is allocated to projects. However, during the data analysis phase, we realized that it is very common for development teams to run out of time and budget before completing the software processes; in many cases, they are forced to minimize the software development activities. Additionally, the lack of human resources is another issue that makes performing activities challenging. In some projects, especially if there are insufficient human resources, the same developers are responsible for performing all the software development activities—from requirements engineering to system testing. Thus, it might be impossible for them to perform every single step or activity as per the recommended standards.

Lack of human resources becomes even more challenging when projects are behind schedule and the deadline is closed. This is problematic especially with software evaluation and testing because software evaluation often is the last step in many projects. Therefore, testing and verification activities might be postponed to the delivery time or even pushed to the customer side. This issue was mentioned by one of the respondents as follows:

“Let's be clear or honest. If we have one guy, we have one guy, huh? We have a formal acceptance where the customer himself is supposed to be the independent tester at the end. It's a way of pushing the verification to the customer side somehow” – I 16

This is problematic if stakeholders do not have enough resources to conduct proper software testing and verification, which eventually might lead to the delivery of defective software. As a result, the defects in the software products might not be identified at the time of delivery but only when the system is in use. Fixing these bugs not only requires extra time and effort but also becomes more challenging when the software is complete and operational.

When projects are delayed, additional human resources might be needed to accelerate the software processes and to follow the delivery schedule. In such situations, if the agreement is more flexible the development teams might be able to acquire additional resources (e.g. budget and time) from the customer. However, in fixed-bid contracts where the budget and deadline cannot be extended, development teams must decide either to assign additional resources themselves or to perform software development activities with the existing resources. The first option often has some cost overloads for the firm, which might lead to a reduction in turnover or even financial loss.

“We go to the customer, communicate the problem, and try to de-scope the things that are less prioritized. We can only internally decide that we’ll accept less profit or no profit from the project, so that we can invest more time.” – I 10

The second option, on the other hand, might motivate or even force developers to simplify software development activities to keep costs and delivery times fixed. Thus, based on our data, it seems that resource constraints might lead to the occurrence of technical debt even in critical projects.

4.5. Theoretical Model

In previous sections, we discussed the four main categories that make software processes challenging in critical domains, particularly in the case company. As a result, development teams might not be able to perform planned development activities as recommended by given standards, which might eventually lead to the occurrence of technical debt. These four categories include ambiguity of requirements, diversity of projects, inadequate knowledge management, and resource constraints. Figure 2 shows our theoretical model, which is formed by indicating the relations between these identified selective codes.

![Figure 2. Technical debt in critical domains.](image-url)
the project. Inadequate knowledge management worsens the ambiguity of requirements due to the fact that performing proper requirements engineering and specification becomes challenging. Inadequate knowledge management alongside with ambiguity of requirements makes it difficult for development teams to perform a precise cost and effort estimation and, as a result, evaluation of necessary development resources becomes difficult. This might lead to a lack of necessary resources later in the project.

Under these conditions, it becomes very challenging for development teams to fully follow planned software processes and to comply with recommended standards. Therefore, certain practices or activities might be ignored or not performed properly, which leads to the occurrence of technical debt.

5. Discussion

Depending on the development context, there might be different constraints and regulations that force development teams to concentrate more on certain aspects of software development processes. Often in critical domains, quality of the systems and compliance with certain standards has a higher importance for stakeholders, due to which plan-driven processes and expensive techniques are followed by software development teams [4, 7]. However, our data collected from several projects indicate that even in critical domains, pressure caused by different business and organizational sources makes it challenging for developers to follow plan-driven processes. In order to deal with such challenges, development teams might decide to ignore or postpone certain software development activities [4, 16]. As a result of this minimization, technical debt might occur in such critical projects.

Ambiguity of requirements is one of the key factors that make software projects challenging in critical domains. Requirement change is reported by previous studies to be one of the biggest challenges of software projects [24]. Even in critical domains that are considered to be more stable, software requirements might change over the course of a project, especially if these requirements are not clearly defined and specified at the beginning of the project. Such deficiencies in requirements specification might lead to the occurrence of requirements debt [17, 21, 22].

Another issue identified in this study is the diversity of projects in the case company. Despite the fact that all of these projects are performed in the aerospace domain, a variety of processes and practices are followed in the company which makes collaboration between teams challenging. Therefore, following standards and procedures suggested by regulatory authorities becomes challenging.

The availability of necessary resources is another factor that directly affects the way software processes are followed. Often cost and effort estimation is challenging in software projects and it is almost impossible to clearly specify the necessary development resources at the beginning of projects. Our results show that due to a lack of necessary resources, development teams sometimes have to omit certain steps of software processes. Resource constraints are widely reported by previous studies to cause technical debt [15-17, 21, 22, 38].

Finally, inadequate knowledge management is another issue that makes software projects challenging. Technical and product knowledge is one of the key elements integrated into every software development process [4]. Thus any potential obstacle in proper knowledge creation and management might cause severe problems for individuals while performing their activities and, as a result, lead to the occurrence of technical debt. This kind of debt has been reported by previous studies as knowledge distribution and documentation debt [17, 21, 22].

Our analysis shows that the occurrence of technical debt becomes unavoidable even in critical projects. Therefore, it is critical for development teams to properly identify and effectively manage debt [20, 21, 22].

It is suggested by previous studies that using agile practices assist development teams to reduce and manage technical debt [14, 21, 26, 39]. On the other hand a group of studies [4, 39, 40], suggests that following a combination of plan-driven and agile methods in critical projects not only allows teams to perform their tasks in a cost-effective manner but also to comply with the different quality levels requested by customers or regulatory authorities. Following these studies, we suggest that integrating agile practices into common, plan-driven software processes used in critical domains enables development teams to tackle technical debt.

Following practices such as small releases, burndown charts, daily meetings, test-driven development, and continuous testing might assist development teams to avoid technical debt to accumulate in their projects. Using burndown charts and daily meetings help developers to monitor their progress and to identify potential obstacles in performing their tasks [14, 39, 40]. By this they will be able to better estimate the cost and effort necessary for performing their future tasks. In addition following test driven development and continuous testing [21, 26] enables developers to
identify defects and problems in small releases [14, 39]. As a result, teams are able to deal with their problems as soon as possible by renegotiating or even changing their initial plans as needed [40]. Especially in companies like AERO that have small, collocated teams, communication and collaboration between developers becomes easier and, as a result, teams are more flexible to follow iterative methods.

On the other hand, conducting review meetings and retrospectives and preparing technical debt backlogs [20] enables development teams to properly communicate, trace and manage their technical debt. In addition, organizing company-wide review meetings enables individuals from different teams and departments to communicate their problems and to identify possible solutions to deal with them [4, 14]. Using such meetings, as also suggested by a number of previous studies [14, 26, 39], enables teams to be engaged in more frequent information exchange and, as a result, better communicate any accrued technical debt. In addition, the general awareness of teams regarding the potential sources of technical debt increases. One of the most important benefits of such awareness is to avoid spending resources on overlapping attempts for identifying solutions that have already been identified by other teams [14].

It must be noted that this study has some limitations that might affect the validity of the results. First of all, our observations are based on a limited number of interviews. Even though we tried to compensate this threat by collecting data from several critical projects, our results cannot be fully generalized to other contexts. In addition, the data collected from interviewees were analyzed and interpreted by the researcher and, therefore, the findings might be biased by his personal perspectives. To address these limitations and to improve the generalizability of our results, further research is needed. In particular, there is a need for more empirical studies to further investigate the occurrence of technical debt and its underlying causes across critical domains and in different types of software projects.

6. Conclusions

We conducted an exploratory field study to gain an understanding about the nature of technical debt and its potential sources in critical domains. Upon collecting data from several projects, we discovered a set of challenges that software developers face in critical domains. Even though this study is a preliminary attempt at exploring the nature of technical debt in critical domains, it has some lessons for both scholars and practitioners. Our results reveal technical debt might occur even in critical software projects where certain standards and costly software engineering processes must be followed. Often due to requirement ambiguity, diversity of projects, inadequate knowledge management, and resource constraints software developers are forced to minimize software processes by ignoring certain practices or postponing certain activities.

According to our observations and following previous studies, we suggest that utilizing certain agile practices, such as conducting daily stand-up and regular review meetings, preparing burndown charts and technical debt backlogs, following iterative development and dividing projects into small releases alongside with continuous testing might assist developers to avoid, or at least identify and manage, accrued technical debt. However, further research is needed to support our suggestions and to investigate the effectiveness of agile practices to manage technical debt in critical software projects.
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