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Abstract. We study the problem of prescribing the Ricci curvature in the class of naturally reductive metrics on a compact Lie group. We derive necessary as well as sufficient conditions for the solvability of the equations and provide a series of examples.

1. Introduction

The prescribed Ricci curvature problem consists in finding a Riemannian metric $g$ on a manifold $M$ such that

$$\text{Ric}_g = T$$

(1.1)

for a given $(0,2)$-tensor field $T$. The first major result on this problem is due to DeTurck [DeT81], who proved that one can solve the equation locally if $T$ is non-degenerate. More can be said if $T$ is itself a Riemannian metric. For example, in [DK87] it was shown that the equation has no global solutions if $M$ is compact and $T$ has sectional curvature less than $\frac{1}{n-1}$. As a consequence, for every metric $T$, one can find a constant $c_0(T)$ such that no $g$ satisfies

$$\text{Ric}_g = cT$$

(1.2)

when $c > c_0(T)$. On a compact manifold, it is thus natural, instead of (1.1), to solve (1.2) treating $c$ as one of the unknowns. This paradigm was advocated by DeTurck in [DeT85] and Hamilton in [Ham84]. Notice that $c$ is necessarily nonnegative if $T$ is a homogeneous metric since a compact homogeneous space cannot have negative-definite Ricci curvature [Bes87, Theorem 1.84]. Moreover, if $c = 0$ and $g$ is homogeneous, then $g$ must be flat [Bes87, Theorem 7.61].

There is little known about the problem unless one makes further symmetry assumptions. It is natural to suppose that the metric $g$ and the tensor $T$ are invariant under a Lie group $G$ acting on $M$. The first such work, due to Hamilton, appeared in [Ham84], where he showed that for a left-invariant metric $T$ on $SU(2)$ there exists a left-invariant metric $g$, unique up to scaling, such that (1.2) is satisfied with $c > 0$. Buttsworth extended this result in [But19] to all signatures of $T$ and all unimodular Lie groups of dimension 3. In this case, the equation may fail to have a solution. The paper [Pul16a] investigates (1.2) when $M$ is a manifold with two boundary components and the orbits of $G$ are hypersurfaces. We refer to [BPT19, Section 2] for an overview of other results.

If $M$ is a homogeneous space $G/H$, the problem has been studied extensively. Most results rely on the the following fact proven in [Pul16b]: solutions to (1.2) are precisely the critical points of the scalar curvature functional $S$ on the set of $G$-invariant metrics, subject to the constraint $\text{tr}_g T = 1$. A range of methods were developed in [Pul16b, GP17, Pul18] to show that, in some cases, (1.2) has a solution by showing that $S$ attains its global maximum. This approach has been very successful for several classes of homogeneous spaces; see, e.g., [Pul16b, GP17, Pul18]. In general, however, complete solvability results are only available when the isotropy representation of $G/H$ has two irreducible summands; see [Pul16b]. We refer to [BPT19] for a survey.
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Naturally reductive metrics are a generalisation of normal homogeneous metrics; however, they comprise a much larger set. They have been considered by a number of authors for various geometric applications; see, e.g., [DZ79, GS10, Lau19]. Given a subgroup $K < G$, denote by $\mathcal{M}_K$ the set of all left-invariant naturally reductive metrics on $G$ that are invariant under right translations by $K$. It was shown in [DZ79] that, on a compact simple Lie group $G$, every left-invariant naturally reductive metric on $G$ lies in $\mathcal{M}_K$ for some $K$. In this paper, given $T \in \mathcal{M}_K$, we want to find solutions to (1.2) that lie in $\mathcal{M}_K$. However, if the isotropy representation of $G/K$ is reducible, then (1.2) is equivalent to an overdetermined system of algebraic equations. In this case, one cannot expect substantial existence results. We thus assume that $G/K$ is isotropy irreducible and that $G$ is simple. We will show that, when these assumptions hold, solutions to (1.2) are again critical points of the scalar curvature functional $S : \mathcal{M}_K \to \mathbb{R}$ subject to $\text{tr}_g T = 1$.

We prove that, under some simple conditions on $T \in \mathcal{M}_K$, the functional $S$, subject to the constraint $\text{tr}_g T = 1$, attains its global maximum (see Theorem 3.3) and hence (1.2) has a solution. We also prove that there is a class of metrics $T \in \mathcal{M}_K$ for which no critical point exists (see Theorem 3.6). These results do not solve the problem completely. Figure 1 indicates, for a specific choice of $G$ and $K$, the regions where the necessary and the sufficient conditions are satisfied. We also indicate in the same example the precise region where solutions exist. This was found with the help of Renato Bettiol by implementing the cylindrical algebraic decomposition algorithm; see [CD98].

We exhibit the global behaviour of the scalar curvature functional by drawing its graph in some special cases. In one of our examples, $S$ has a global maximum without the sufficient condition of Theorem 3.3 being satisfied; in another, no critical point exists despite the necessary condition of Theorem 3.6 being satisfied. As we explain at the end of paper, the former example demonstrates an interesting behaviour that has not been observed before on homogeneous spaces. If $G$ and $K$ are both simple, we are able to provide a complete answer to the question of solvability of (1.2); see Proposition 4.1.
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2. Preliminaries

In this section, we recall the characterisation of naturally reductive metrics on a simple Lie group. We then present formulas for their Ricci curvature and scalar curvature.

2.1. Naturally reductive metrics. Let $K < G$ be two non-trivial compact Lie groups with Lie algebras $\mathfrak{g}$ and $\mathfrak{k}$. It will be convenient for us to assume that $G$ is simple and $K \neq G$; however, see Remark 3.8. We can choose the negative of the Killing form as the background inner product on $\mathfrak{g}$, which we denote by $Q$. We have the $Q$-orthogonal splitting

$$ g = a \oplus \mathfrak{z}(\mathfrak{k}) \oplus \mathfrak{t}_1 \oplus \cdots \oplus \mathfrak{t}_r, $$

where $a$ is the complement $\mathfrak{k}^\perp$, $\mathfrak{z}(\mathfrak{k})$ is the center of $\mathfrak{k}$, and $\mathfrak{t}_i$ are simple ideals of $\mathfrak{k}$. Consider a left-invariant metric $g$ on $G$. We identify this metric with the inner product it induces on $\mathfrak{g}$, which we denote by $Q$. We have the $Q$-orthogonal splitting

$$ g = a \oplus \mathfrak{z}(\mathfrak{k}) \oplus \mathfrak{t}_1 \oplus \cdots \oplus \mathfrak{t}_r, $$

Assume that

$$ g = \alpha Q|_a + h + \alpha_1 Q|_{\mathfrak{t}_1} + \cdots + \alpha_r Q|_{\mathfrak{t}_r}. $$

Here, $h$ is an inner product on $\mathfrak{z}(\mathfrak{k})$, and $\alpha, \alpha_1, \ldots, \alpha_r$ are positive constants. We can always diagonalize $h$ in a $Q$-orthonormal basis of $\mathfrak{z}(\mathfrak{k})$. This yields a further splitting

$$ \mathfrak{z}(\mathfrak{k}) = \mathfrak{t}_{r+1} \oplus \cdots \oplus \mathfrak{t}_{r+s} $$
such that \( \mathfrak{t}_{r+1}, \ldots, \mathfrak{t}_{r+s} \) are all 1-dimensional and
\[
(2.4) \quad g = \alpha Q|_a + \alpha_1 Q|_{\mathfrak{t}_1} + \cdots + \alpha_{r+s} Q|_{\mathfrak{t}_{r+s}}
\]
with positive \( \alpha_{r+1}, \ldots, \alpha_{r+s} \).

**Remark 2.1.** If the homogeneous space \( G/K \) is strongly isotropy irreducible, i.e., the identity component \( K_0 \) of \( K \) acts irreducibly on \( \mathfrak{a} \), then
\[
s = \dim \mathfrak{z}(\mathfrak{k}) = 1,
\]
as follows from the classification results in [Hel78], Chapter 10, §6 and [Wol68]. In the more general case where \( K \), but not \( K_0 \), acts irreducibly, there are many examples with \( s > 1 \); see [WZ91].

As proven in [DZ79], a metric of the form (2.4) is naturally reductive with respect to \( G \times K \). Indeed, one can identify \( G \) of the chosen description of \( G \) as a homogeneous space) has the form (2.4) for some subgroup \( K \).

2.2. The Ricci curvature. We now describe the Ricci curvature of \( g \). Suppose
\[
n = \dim \mathfrak{a}, \quad d_i = \dim \mathfrak{t}_i, \quad i = 1, \ldots, r + s.
\]
Clearly, \( d_{r+1} = \cdots = d_{r+s} = 1 \). If \( B_i \) is the Killing form of \( \mathfrak{t}_i \), there exists a constant \( \kappa_i \) such that
\[
B_i = -\kappa_i Q|_{\mathfrak{t}_i}.
\]
Notice that \( 0 \le \kappa_i \le 1 \). Clearly, \( \kappa_i = 0 \) if and only if \( \mathfrak{t}_i \) lies in \( \mathfrak{z}(\mathfrak{k}) \). If \( \kappa_i = 1 \), then \( \mathfrak{t}_i \) is an ideal of \( \mathfrak{g} \), which is impossible since \( G \) is simple. We can thus assume that \( 0 < \kappa_i < 1 \) for \( i = 1, \ldots, r \) and \( \kappa_{r+1} = \cdots = \kappa_{r+s} = 0 \). Finally, suppose
\[
(2.5) \quad A_i(X, Y) = -\sum_{j=1}^{d_i} Q([X, v_j], [Y, v_j]) \quad \text{for all } X, Y \in \mathfrak{a},
\]
where \( v_j \) is a \( Q \)-orthonormal basis of \( \mathfrak{t}_i \). In [DZ79], one finds the following formulas.

**Proposition 2.2 (D’Atri–Ziller).** Let \( g \) be a metric on \( G \) as in (2.4). Its Ricci curvature is given by
\[
\text{Ric}_g(\mathfrak{a}, \mathfrak{t}_i) = \text{Ric}_g(\mathfrak{t}_i, \mathfrak{t}_j) = 0, \quad 1 \le i, j \le r + s, \quad i \neq j,
\]
\[
\text{Ric}_g|_{\mathfrak{t}_i} = \frac{1}{4} \left( \kappa_i \left(1 - \frac{\alpha_1^2}{\alpha^2}\right) + \frac{\alpha_2^2}{\alpha^2}\right) Q|_{\mathfrak{t}_i}, \quad 1 \le i \le r + s,
\]
\[
\text{Ric}_g|_{\mathfrak{a}} = \frac{1}{2} \sum_{i=1}^{r+s} \left(\frac{\alpha_i}{\alpha} - 1\right) A_i + \frac{1}{4} Q|_{\mathfrak{a}}.
\]
Let
\[ a = a_1 \oplus \cdots \oplus a_l \]
be a decomposition of \( a \) into irreducible \( \text{Ad}(K) \)-modules. Since \( A_i \) is \( \text{Ad}(K) \)-invariant, the restriction \( A_i |_{a_j} \) equals \( a_{ij} Q_{a_j} \) for some constant \( a_{ij} \). This means \( \text{Ric}_g |_{a_i} \) can be a different multiple of \( Q_{a_j} \) for each \( j = 1, \ldots, l \). Furthermore, \( \text{Ric}_g (a_i, a_j) \) can be non-zero if \( i \neq j \) and the \( \text{Ad}(K) \)-modules \( a_i \) and \( a_j \) are equivalent. On the other hand, the restriction \( g |_{a_i} \) is a multiple of \( Q \). This shows that the equation \( \text{Ric}_g = cT \) is highly overdetermined unless \( a \) is \( \text{Ad}(K) \)-irreducible. One does not, in general, expect it to have solutions in this case. It is, therefore, natural for us to assume that \( a \) is \( \text{Ad}(K) \)-irreducible. Then
\[ A_i = -\frac{d_i (1 - \kappa_i)}{n} Q |_{a_i} \]
(see [DZ79] pages 34 and 46), and the third equation in Proposition 2.2 simplifies to
\[ \text{(2.6)} \quad \text{Ric}_g |_{a_i} = \left( -\frac{1}{2} \sum_{i=1}^{r+s} \frac{\alpha_i}{\alpha} - 1 \right) \frac{d_i (1 - \kappa_i)}{n} + \frac{1}{4} Q |_{a_i}. \]

We will also need the following formula for the scalar curvature of \( g \). Due to Proposition 2.2 and an equality on page 34 of [DZ79], we have:

**Corollary 2.3.** If \( g \) be a metric on \( G \) as in (2.4), then its scalar curvature is given by
\[ S_g = -\frac{1}{4} \sum_{i=1}^{r+s} \frac{\alpha_i}{\alpha^2} d_i (1 - \kappa_i) + \frac{1}{2} \sum_{i=1}^{r+s} \frac{d_i (1 - \kappa_i)}{\alpha} + \frac{n}{4\alpha} + \frac{1}{4} \sum_{i=1}^{r} \kappa_i d_i \alpha_i. \]

3. The prescribed Ricci curvature problem

Let \( \mathcal{M}_K \) be the set of left-invariant metrics on \( G \) satisfying (2.2) for some inner product \( h \) on \( \mathfrak{z}(t) \) and some positive constants \( \alpha, \alpha_1, \ldots, \alpha_r \). As explained above, \( g \) lies in \( \mathcal{M}_K \) if and only if \( g \) is naturally reductive with respect to \( G \times K \). Our objective in this section is to obtain conditions on \( T \in \mathcal{M}_K \) that ensure the existence of \( g \in \mathcal{M}_K \) such that
\[ \text{(3.1)} \quad \text{Ric}_g = cT \]
for some \( c > 0 \). Most of our results assume that \( \text{Ad}(K) \) acts irreducibly on \( a \). Otherwise, as explained above, one does not expect such a \( g \) to exist.

Denote by \( \mathcal{M}^D_{K} \) the set of metrics in \( \mathcal{M}_K \) that are diagonal with respect to a decomposition \( D \) of the form (2.3). Every \( g \in \mathcal{M}^D_{K} \) satisfies (2.4) for some positive \( \alpha, \alpha_1, \ldots, \alpha_{r+s} \). According to Proposition 2.2, the Ricci curvature of a metric in \( \mathcal{M}^D_{K} \) must be diagonal with respect to \( D \) as well. Thus, if (3.1) holds for \( g \in \mathcal{M}_K \) and \( T \in \mathcal{M}_K \), then one can find \( D \) such that both \( g \) and \( T \) lie in \( \mathcal{M}^D_{K} \).

3.1. The variational principle. In [Pul16b], the second-named author showed that solutions to the prescribed Ricci curvature problem on homogeneous spaces could be characterized as critical points of the scalar curvature functional subject to a constraint. We will now prove an analogous fact in our situation. Given \( T \in \mathcal{M}^D_{K} \), define
\[ \mathcal{M}^D_{K,T} = \{ g \in \mathcal{M}^D_{K} \mid \text{tr}_g T = 1 \}, \]
where \( \text{tr}_g T \) is the trace of \( T \) with respect to \( g \). In what follows, we view the scalar curvature as a functional \( S : \mathcal{M}_K \to \mathbb{R} \).

**Proposition 3.1.** Assume \( \text{Ad}(K)|_{a} \) is irreducible. Then a metric \( g \in \mathcal{M}^D_{K,T} \) satisfies (3.1) for some \( c \in \mathbb{R} \) if and only if it is a critical point of \( S|_{\mathcal{M}^D_{K,T}} \).
Proof. Let $\mathcal{M}$ and $\mathcal{T}$ be the set of $\hat{G}$-invariant metrics and the set of $\hat{G}$-invariant symmetric (0,2)-tensor fields on a general homogeneous space $\hat{G}/\hat{K}$. Clearly, the tangent space $T_u\mathcal{M}$ coincides with $\mathcal{T}$ for any $u \in \mathcal{M}$. The differential of the scalar curvature functional $\hat{S} : \mathcal{M} \to \mathbb{R}$ is
\begin{equation}
 d\hat{S}_u(v) = -(\text{Ric}_u,v), \quad u \in \mathcal{M}, \ v \in \mathcal{T},
\end{equation}
where the angular brackets denote the inner product on $\mathcal{T}$ induced by $u$; see [Pul16b], page 277. Consequently, the gradient of this functional equals $-\text{Ric}_u$ at $u \in \mathcal{M}$.

Let $T^D_K$ be the space of left-invariant (0,2)-tensor fields satisfying (2.4) for some constants $\alpha, \alpha_1, \ldots, \alpha_{r+s}$ (not necessarily positive). The tangent space $T_g\mathcal{M}^D_K$ coincides with $T^D_K$ for any $g \in \mathcal{M}^D_K$. Proposition 2.2 implies that $\text{Ric}_g$ lies in $T^D_K$ for every $g \in \mathcal{M}^D_K$. Consequently, the gradient of $S|_{\mathcal{M}^D_K}$ is tangent to $\mathcal{M}^D_K$. The claim now follows from (3.3) and the equality
\begin{equation}
 T_g\mathcal{M}^D_K = \{ h \in T^D_K \mid \langle T, h \rangle = 0 \},
\end{equation}
where the angular brackets denote the inner product on $T^D_K$ induced by $g$. \hfill $\square$

Remark 3.2. The variational characterization in Proposition 3.1 does not hold if we allow $\text{Ad}(K)|_\mathfrak{a}$ to be reducible since in this case $\text{Ric}_g$ is not necessarily tangent to $\mathcal{M}^D_K$. The proof also shows that solutions to (3.1) on $\mathcal{M}_K$ are again critical points of $S|_{\mathcal{M}_K,T}$, where $\mathcal{M}_K,T = \{ g \in \mathcal{M}_K \mid \text{tr}_gT = 1 \}$, if $K$ acts irreducibly. However, in Proposition 3.1 we diagonalize both $g$ and $T$ on $\mathfrak{z}(g)$.

3.2. The sufficient condition. Fix $T \in \mathcal{M}_K$. The formula
\begin{equation}
 T = T_aQ|_\mathfrak{a} + w + T_1Q|_\mathfrak{t}_1 + \cdots + T_rQ|_\mathfrak{t}_r,
\end{equation}
holds for some inner product $w$ on $\mathfrak{z}(\mathfrak{k})$ and some positive constants $T_a, T_1, \ldots, T_r$. We can diagonalize $T$ with respect to a decomposition $D$ of the form (2.3). Then $T$ lies in $\mathcal{M}^D_K$ and
\begin{equation}
 T = T_aQ|_\mathfrak{a} + T_1Q|_\mathfrak{t}_1 + \cdots + T_{r+s}Q|_\mathfrak{t}_{r+s},
\end{equation}
for positive constants $T_a, T_1, \ldots, T_{r+s}$. Our next result shows that a simple inequality guarantees the existence of $g \in \mathcal{M}^D_{K,T}$ satisfying (3.1). The proof follows the strategy developed in [GP17, Pul18]. We denote
\begin{equation}
 d = n + d_1 + \cdots + d_{r+s} = \dim \mathfrak{g}.
\end{equation}

Theorem 3.3. Let $\text{Ad}(K)|_\mathfrak{a}$ be irreducible. Consider a left-invariant naturally reductive metric $T \in \mathcal{M}^D_K$ satisfying (3.5). Choose an index $m$ such that
\begin{equation}
 \frac{\kappa_m}{T_m} = \max_{i=1,\ldots,r} \frac{\kappa_i}{T_i}.
\end{equation}

If
\begin{equation}
 \frac{\kappa_m \text{tr}Q_T}{T_m} < d + d_m - \kappa_m d_m,
\end{equation}
then the functional $S|_{\mathcal{M}^D_{K,T}}$ attains its global maximum at some $g_{\max} \in \mathcal{M}^D_{K,T}$.

The proof of Theorem 3.3 requires the following estimate for $S|_{\mathcal{M}^D_{K,T}}$.

Lemma 3.4. Given $\epsilon > 0$, there exists a compact set $\mathcal{C}_{\epsilon} \subset \mathcal{M}^D_{K,T}$ such that
\begin{equation}
 S_g < \frac{\kappa_m}{4T_m} + \epsilon
\end{equation}
for every $g \in \mathcal{M}^D_{K,T} \setminus \mathcal{C}_{\epsilon}$. 
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Proof. Suppose $g \in \mathcal{M}^{D}_{K,T}$ satisfies (2.4). The equality $\text{tr}_g T = 1$ implies

$$n T_a \alpha + \sum_{i=1}^{r+s} \frac{d_i T_i}{\alpha_i} = 1. \tag{3.8}$$

Consequently,

$$\alpha > n T_a, \quad \alpha_i > d_i T_i, \quad i = 1, \ldots, r + s. \tag{3.9}$$

Assume

$$\alpha > \Gamma_a(\epsilon) = \max \left\{ \frac{n}{2\epsilon} \frac{\sum_{i=1}^{r+s} d_i (1 - \kappa_i)}{\epsilon} \right\}. \tag{3.10}$$

Using (3.8), we find

$$S_g \leq \frac{1}{2} \sum_{i=1}^{r+s} \frac{d_i (1 - \kappa_i)}{\alpha} + \frac{n}{4\alpha} + \frac{1}{4} \sum_{i=1}^{r} \frac{\kappa_i d_i}{\alpha_i}$$

$$< \frac{1}{2} \sum_{i=1}^{r+s} \frac{d_i (1 - \kappa_i)}{\Gamma_a(\epsilon)} + \frac{n}{4 \Gamma_a(\epsilon)} + \frac{\kappa_m}{4 T_m} \sum_{i=1}^{r} \frac{d_i T_i}{\alpha_i} \leq \frac{\kappa_m}{4 T_m} + \epsilon. \tag{3.11}$$

Next, assume $\alpha \leq \Gamma_a(\epsilon)$ and

$$\alpha_j > \Gamma_j(\epsilon) = \frac{2 \Gamma_a(\epsilon)^2}{T_a d_j (1 - \kappa_j)} \left( \sum_{i=1}^{r+s} \frac{d_i (1 - \kappa_i)}{n} + \frac{1}{2} \right)$$

for some $j$ between 1 and $r + s$. By virtue of (3.8) and (3.9),

$$S_g < -\frac{1}{4} \sum_{i=1}^{r+s} \frac{\kappa_i}{\Gamma_a(\epsilon)^2} d_i (1 - \kappa_i) + \frac{1}{2} \sum_{i=1}^{r+s} \frac{d_i (1 - \kappa_i)}{n T_a} + \frac{1}{4} \sum_{i=1}^{r} \frac{\kappa_i d_i}{\alpha_i}$$

$$< -\frac{1}{4} \frac{\Gamma_j(\epsilon)}{\Gamma_a(\epsilon)^2} d_{j} (1 - \kappa_j) + \frac{1}{2 T_a} \left( \sum_{i=1}^{r+s} \frac{d_i (1 - \kappa_i)}{n} + \frac{1}{2} \right) + \frac{\kappa_m}{4 T_m} \sum_{i=1}^{r} \frac{d_i T_i}{\alpha_i} \leq \frac{\kappa_m}{4 T_m}. \tag{3.12}$$

Thus, we proved (3.7) for metrics in $\mathcal{M}^{D}_{K,T}$ lying outside the set

$$C_\epsilon = \left\{ g \in \mathcal{M}^{D}_{K,T} \mid (2.4) \text{ holds with } \alpha \leq \Gamma_a(\epsilon) \text{ and } \alpha_i \leq \Gamma_i(\epsilon) \text{ for } i = 1, \ldots, r + s \right\}. \tag{3.13}$$

It is easy to check that $C_\epsilon$ is compact; cf. [GPT77, Lemma 2.24].

Proof of Theorem 3.3. Denote $U = \text{tr}_Q T - d_m T_m$. For $t > U$, consider the metric $g_t \in \mathcal{M}^{D}_{K}$ satisfying

$$g_t = t Q|_a + t Q|_{t_1} + \cdots + t Q|_{t_{m-1}}$$

$$+ \phi(t) Q|_{t_m} + t Q|_{t_{m+1}} + \cdots + t Q|_{t_{r+s}}, \quad \phi(t) = \frac{d_m T_m t}{t - U}. \tag{3.14}$$

Straightforward verification shows that $g_t$ lies in $\mathcal{M}^{D}_{K,T}$. By Corollary 2.3,

$$S_{g_t} = \frac{1}{4t} d_m^2 (1 - \kappa_m) - \frac{\phi(t)}{4t^2} d_m^2 (1 - \kappa_m)$$

$$+ \frac{1}{4t} \sum_{i=1}^{r+s} d_i (1 - \kappa_i) + \frac{n}{4t} + \frac{1}{4t} \sum_{i=1}^{r} \kappa_i d_i - \frac{1}{4t} \kappa_m d_m + \frac{\kappa_m d_m}{4\phi(t)}. \tag{3.15}$$
Furthermore, in light of (3.6),
\[
4 \lim_{t \to \infty} t^2 \frac{d}{dt} S_{g_t} = -d_m (1 - \kappa_m) - \sum_{i=1}^{r+s} d_i (1 - \kappa_i) - n - \sum_{i=1}^{r} \kappa_i d_i + \kappa_m d_m + \frac{\kappa_m U}{T_m}
\]
\[
= -(n + d_1 + \cdots + d_{r+s}) - d_m + 2\kappa_m d_m + \frac{\kappa_m (\text{tr}_Q T - d_m T_m)}{T_m}
\]
(3.10)
\[
= -d - d_m + d_m \kappa_m + \frac{\kappa_m \text{tr}_Q T}{T_m} < 0.
\]

We conclude that \( \frac{d}{dt} S_{g_t} < 0 \) for sufficiently large \( t \), which implies the existence of \( t_0 \in (U, \infty) \) such that
\[
S_{g_{t_0}} > \lim_{t \to \infty} S_{g_t} = \frac{\kappa_m}{4T_m}.
\]

Using Lemma 3.4 with 
\[
\epsilon = \frac{1}{2} \left( S_{g_{t_0}} - \frac{\kappa_m}{4T_m} \right) > 0
\]
yields
(3.11)
\[
S_{g'} < \frac{\kappa_m}{4T_m} + \epsilon = \frac{1}{2} S_{g_{t_0}} + \frac{\kappa_m}{8T_m} < S_{g_{t_0}}, \quad g' \in \mathcal{M}_{P,T}^D \setminus C_e.
\]

Since \( C_e \) is compact, the functional \( S|_{\mathcal{M}_{P,T}^D} \) attains its global maximum on \( C_e \) at some \( g_{\max} \in C_e \). Obviously, \( g_{t_0} \) lies in \( C_e \). Thus, in light of (3.11),
\[
S_{g'} \leq S_{g_{\max}}
\]
for all \( g' \in \mathcal{M}_{P,T}^D \).

Proposition 3.1 implies the existence of a constant \( c \in \mathbb{R} \) such that the Ricci curvature of \( g_{\max} \) equals \( cT \). This constant is necessarily positive by [Bes87, Theorem 1.84] and [Bes87, Theorem 7.61] since \( G \) is simple.

Remark 3.5. Throughout Section 3 we assumed that \( T \) was positive-definite. If it is only positive-semidefinite, one easily sees that (3.1) cannot be satisfied for any \( g \in \mathcal{M}_K \) unless \( T_i \neq 0 \) for all \( i = 1, \ldots, r + s \). On the other hand, Theorem 3.3 holds if \( T_a = 0 \) and \( T_1, \ldots, T_{r+s} \) are positive.

3.3. The necessary condition. Our next result shows that solutions to (3.1) do not always exist.

Theorem 3.6. Let \( \text{Ad}(K)|_a \) be irreducible. Consider a left-invariant naturally reductive metric \( T \in \mathcal{M}_K \) satisfying (3.4). If there exists \( g \in \mathcal{M}_K \) such that (3.1) holds, then
(3.12)
\[
n T_a \max_{i=1, \ldots, r} \frac{\kappa_i}{T_i} < 2 \sum_{j=1}^{r} d_j (1 - \kappa_j) + 2s + n.
\]

Proof. As we saw in the beginning of Section 3, we can assume that both \( g \) and \( T \) lie in \( \mathcal{M}_K^D \) for some fixed decomposition \( D \) of the form (2.3). Let formulas (2.4) and (3.5) hold. Given an integer \( j \) between 1 and \( r \), denote
\[
V_j = -\ln \left( 1 + \frac{n T_a \alpha_j}{d_j T_j \alpha} \right).
\]

For \( t > V_j \), consider the metric \( g_t^j \in \mathcal{M}_K^P \) satisfying
\[
g_t^j = f_j(t) Q|_a + \sum_{i=1}^{r+s} e^{\delta_j t} \alpha_i Q|_t, \quad f_j(t) = \frac{n T_a \alpha \alpha_j}{n T_a \alpha_j + d_j T_j \alpha - e^{-\delta j T_j \alpha}}.
\]
where $\delta^i_1$ is the Kronecker symbol. Straightforward computation shows that $g^1_t$ lies in $\mathcal{M}^R_{K,T}$ and $g^0_0$ coincides with $g$. We thus obtain a curve $(g^1_t)_{t>\cdot V_2} \subset \mathcal{M}^R_{K,T}$ passing through $g$ at $t = 0$.

By Proposition 3.1, $g$ is a critical point of $S|_{\mathcal{M}^R_{K,T}}$. Consequently,

$$
\frac{d}{dt} S_{g^1_t} \bigg|_{t=0} = 0.
$$

Corollary 2.3 yields

$$
S_{g^1_t} = -\frac{1}{4f_j(t)^2} \sum_{i=1}^{r+s} e^{\delta^i_1 \alpha_i} d_i(1 - \kappa_i) + \frac{1}{2f_j(t)} \sum_{i=1}^{r+s} d_i(1 - \kappa_i) + \frac{n}{4f_j(t)} + \frac{1}{4} \sum_{i=1}^{r} \frac{\kappa_i d_i}{e^{\delta^i_1 \alpha_i}},
$$

which means

$$
\frac{d}{dt} S_{g^1_t} \bigg|_{t=0} = -\frac{d_j T_j}{2nT_0 \alpha_j} \sum_{i=1}^{r+s} \alpha_i d_i(1 - \kappa_i)
$$

$$
- \frac{\alpha_j}{4\alpha_j} d_j(1 - \kappa_j) + \frac{d_j T_j}{2nT_0 \alpha_j} \sum_{i=1}^{r+s} d_i(1 - \kappa_i) + \frac{d_j T_j}{4T_0 \alpha_j} \kappa_j d_j.
$$

The first two terms on the right-hand side are negative. Therefore, by virtue of (3.13),

$$
\frac{d_j T_j}{2nT_0 \alpha_j} \sum_{i=1}^{r+s} d_i(1 - \kappa_i) + \frac{d_j T_j}{4T_0 \alpha_j} \kappa_j d_j > 0.
$$

Multiplying by \frac{4nT_0 \alpha_j}{d_j T_j} and rearranging, we obtain

$$
nT_0 \frac{\kappa_j}{T_j} < 2 \sum_{i=1}^{r} d_i(1 - \kappa_i) + 2s + n.
$$

Since this holds for any $j = 1, \ldots, r$, the assertion of the theorem follows.

\begin{remark}
As we saw, if $\text{Ad}(K)|_a$ is reducible, the system (3.1) is overdetermined in general. In this case, it is, perhaps, more natural to consider the problem of finding $g \in \mathcal{M}_K$ that satisfies

$$
\text{Ric}_g |_l = cT|_l, \quad \text{tr}_Q \text{Ric}_g |_a = c\text{tr}_Q T|_a.
$$

Arguing as in the proof of Proposition 3.1, one can show that (3.14) holds for $g \in \mathcal{M}^R_{K,T}$ if and only if $g$ is a critical point of $S|_{\mathcal{M}^R_{K,T}}$. With the methods developed above, one easily obtains analogues of Theorems 3.3 and 3.6 for problem (3.14).
\end{remark}

\begin{remark}
Throughout Section 3 we have assumed the group $G$ was simple. This hypothesis can be weakened. More precisely, suppose that $G$ is compact semisimple and that $\mathfrak{g}$ and $\mathfrak{t}$ do not share any non-trivial common ideals. Let $Q$ be a bi-invariant metric on $G$. One can then show that Theorems 3.3 and 3.6 hold with the same proof as above. Every $T$ of the form (3.4) (and hence (3.5)) is naturally reductive with respect to $G \times K$; however, the converse may be false if $G$ is not simple (see [DZ71], pages 9 and 20).
\end{remark}

4. The case where $K$ is simple

In this section, we assume that $K$ is simple and $\text{Ad}(K)|_a$ is irreducible. Then Theorems 3.3 and 3.6 yield conditions for the solvability of (3.1) that are at the same time necessary and sufficient.

Suppose $T \in \mathcal{M}_K$. The numbers $r$ and $s$ in decompositions (2.1) and (2.3) equal 1 and 0, respectively. Thus,

$$
T = T_a Q|_a + T_1 Q|_1
$$

for two constants $T_a, T_1 > 0$. 
Proposition 4.1. Assume $K$ is simple and $\text{Ad}(K)|_a$ is irreducible. Given $T \in \mathcal{M}_K$, a metric $g \in \mathcal{M}_K$ satisfying (3.1) for some $c > 0$ exists if and only if
\begin{equation}
(4.2) \quad (2d_1(1 - \kappa_1) + n)T_1 > nT_a\kappa_1.
\end{equation}
When it exists, this metric is unique up to scaling.

Proof. Since $r = 1$ and $s = 0$, we can transform (3.6) and (3.12) into (4.2) by elementary computations. In light of this fact, the equivalence of the statements in the proposition follows from Theorems 3.3 and 3.6. It remains to prove uniqueness up to scaling. Take $g \in \mathcal{M}_K$ and $g' \in \mathcal{M}_K$ with
\[ \text{Ric}_g = cT, \quad \text{Ric}_{g'} = c'T, \quad c, c' > 0. \]
Without loss of generality, assume $c \geq c'$. There exist $\alpha, \alpha_1, \alpha', \alpha'_1$ such that
\[ g = \alpha Q|_a + \alpha_1 Q|_{t_1}, \quad g' = \alpha' Q|_a + \alpha'_1 Q|_{t_1}. \]
The second of the three formulas in Proposition 2.2 implies
\[ \frac{1}{4}(1 - \kappa_1)\left(\frac{\alpha_1}{\alpha} - \frac{\alpha'_1}{\alpha'}\right)\left(\frac{\alpha_1}{\alpha} + \frac{\alpha'_1}{\alpha'}\right) = (c - c')T_1, \]
which means $\frac{\alpha_1}{\alpha} \geq \frac{\alpha'_1}{\alpha'}$. At the same time, by (2.6),
\[ -\frac{1}{2}d_1(1 - \kappa_1)\left(\frac{\alpha_1}{\alpha} - \frac{\alpha'_1}{\alpha'}\right) = (c - c')T_a, \]
whence $\frac{\alpha_1}{\alpha} \leq \frac{\alpha'_1}{\alpha'}$. We conclude that $g$ and $g'$ coincide up to scaling. \hfill \Box

Remark 4.2. It is easy to see that Proposition 4.1 continues to hold if we assume $T$ is a degenerate left-invariant tensor field on $G$ satisfying (4.1) with $T_a, T_1 \geq 0$.

5. Examples

We now discuss a series of examples that illustrate our results and enable us to draw the graph of the scalar curvature functional. Assume that $G = \text{SO}(6)$ and $K = \text{SO}(3) \times \text{SO}(3)$, embedded diagonally. Then $G/K$ is an isotropy irreducible symmetric space. The center of $\mathfrak{k}$ equals $\{0\}$, which means the only decomposition $D$ of the form (2.3) is the trivial one, and hence $\mathcal{M}_K$ and $\mathcal{M}^D_K$ coincide. The simple ideals of $\mathfrak{k}$ are $\mathfrak{t}_1 = \mathfrak{so}(3) \oplus \{0\}$ and $\mathfrak{t}_2 = \{0\} \oplus \mathfrak{so}(3)$. Thus,
\[ r = 2, \quad s = 0, \quad d_1 = d_2 = 3, \quad n = 9. \]
The constants $\kappa_1$ and $\kappa_2$ both equal $\frac{1}{4}$; see [DZ79, Page 51, Example 1].

Given $T \in \mathcal{M}_K$, there exist positive constants $T_a, T_1, T_2$ such that
\[ T = T_a Q|_a + T_1 Q|_{t_1} + T_2 Q|_{t_2}. \]
The solvability properties of (3.1) do not change if one rescales $T$. Therefore, we may assume without loss of generality that $T_a = 1$. The sufficient condition of Theorem 3.3 becomes
\begin{equation}
(5.1) \quad 23 \min\{T_1, T_2\} > 3 + T_1 + T_2,
\end{equation}
and the necessary conditions of Theorem 3.6 becomes
\begin{equation}
(5.2) \quad 8 \min\{T_1, T_2\} > 1.
\end{equation}
Figure 1 shows the sets of points $(T_1, T_2)$ satisfying these inequalities. The cylindrical algebraic decomposition (CAD) algorithm—see [CD98]—predicts the existence of a solution to (3.1) if and only if
\[ \frac{12 + T_1 + \sqrt{T_1^2 + 24T_1 - 3}}{98} < T_2 < \frac{196T_1^2 - 48T_1 + 3}{4T_1}. \]
The “middle” region in Figure 1 is the set of $(T_1, T_2)$ for which this condition holds but (5.1) does not. The red dots mark the choices of $(T_1, T_2)$ considered in Examples 5.1–5.4 below.
By Proposition 3.1, $g \in M_{K,T}$ satisfies (3.1) for some $c > 0$ if and only if it is a critical point of the scalar curvature functional $S|_{M_{K,T}}$. Suppose $g \in M_{K,T}$ is given by
\begin{equation}
    g = \alpha Q|_{a} + \alpha_1 Q|_{t_1} + \alpha_2 Q|_{t_2}, \quad \alpha, \alpha_1, \alpha_2 > 0.
\end{equation}

The condition $\operatorname{tr}_g T = 1$ becomes
\begin{equation}
    \frac{9}{\alpha} + \frac{3T_1}{\alpha_1} + \frac{3T_2}{\alpha_2} = 1,
\end{equation}
and thus
\begin{equation}
    \frac{1}{\alpha} = \frac{\alpha_1 \alpha_2 - 3T_1 \alpha_2 - 3T_2 \alpha_1}{9\alpha_1 \alpha_2}.
\end{equation}

Hence, Corollary 2.3 implies
\begin{equation}
    S_g = -\frac{(\alpha_1 \alpha_2 - 3T_1 \alpha_2 - 3T_2 \alpha_1)^2(\alpha_1 + \alpha_2)}{144\alpha_1 \alpha_2^2} + \frac{\alpha_1 \alpha_2 - 3T_1 \alpha_2 - 3T_2 \alpha_1}{2\alpha_1 \alpha_2} + \frac{3}{16\alpha_1} + \frac{3}{16\alpha_2}.
\end{equation}

This enables us to view $S|_{M_{K,T}}$ as a function of the two variables $\alpha_1$ and $\alpha_2$ defined on the set
\begin{equation}
    \left\{ (x, y) \in (0, \infty)^2 \mid \frac{3T_1}{x} + \frac{3T_2}{y} < 1 \right\}.
\end{equation}

Given $(T_1, T_2)$, we use Maple to draw the graph of $S|_{M_{K,T}}$.

**Example 5.1.** Suppose $(T_1, T_2) = (\frac{1}{16}, \frac{1}{16})$. Clearly, condition (5.1) is satisfied. Theorem 3.3 implies that $S|_{M_{K,T}}$ assumes its global maximum at some metric $g_{\text{max}}$ with Ricci curvature equal to $cT$. Figure 2 shows the graph of $S|_{M_{K,T}}$ as a function of $\alpha_1$ and $\alpha_2$. The red dot marks the global maximum.

**Example 5.2.** Suppose $(T_1, T_2) = (\frac{1}{10}, \frac{1}{10})$. In this case, condition (5.2) fails to hold, and hence Theorem 3.6 implies that $S|_{M_{K,T}}$ has no critical points. Figure 3 shows the graph of $S|_{M_{K,T}}$ as a function of $\alpha_1$ and $\alpha_2$.

The necessary and sufficient conditions in Section 3 do not cover the situation where (5.2) is satisfied but (5.1) is not. As the following two examples demonstrate, in this situation, the functional $S|_{M_{K,T}}$ may exhibit a variety of behaviors.
Example 5.3. Suppose \((T_1, T_2) = (\frac{13}{110}, \frac{16}{110})\). In this case, (5.2) holds, but (5.1) does not. Straightforward analysis proves that \(S|_{\mathcal{M}_{K,T}}\) has no critical points. Figure 4 shows the graph of \(S|_{\mathcal{M}_{K,T}}\).

Example 5.4. Suppose \((T_1, T_2) = (\frac{2}{15}, \frac{2}{15})\). Again, (5.2) holds, but (5.1) does not. Figure 5 shows the graph of \(S|_{\mathcal{M}_{K,T}}\). Applying Lemma 3.4 with \(\epsilon = \frac{1}{192}\), we find

\[
S_g < \max\left\{\frac{\kappa_1}{4T_1}, \frac{\kappa_2}{4T_2}\right\} + \epsilon = \frac{91}{192}
\]

when the metric \(g \in \mathcal{M}_{K,T}\) lies outside some compact subset of \(\mathcal{M}_{K,T}\). At the same time,

\[
S_g = \frac{427}{960} > \frac{91}{192}
\]

if \(g\) is given by (5.3) with \((\alpha, \alpha_1, \alpha_2) = (45, 1, 1)\). Consequently, \(S|_{\mathcal{M}_{K,T}}\) attains its global maximum at some \(g_{\text{max}} \in \mathcal{M}_{K,T}\). The red dot marks this global maximum on the graph.

Example 5.4 is particularly interesting since the behavior that \(S|_{\mathcal{M}_{K,T}}\) exhibits has not been observed in any previous work on the prescribed Ricci curvature problem on homogeneous spaces. In [GP17, Pul18], the existence of a global maximum was proven by showing that the scalar curvature decreased monotonically as the components of the metric approached infinity.
Figure 4. No critical point with (5.2) satisfied.

Figure 5. Global maximum with (5.1) failing to hold.

Although barely visible, in Example 5.1, the scalar curvature decreases when $\alpha_1$ goes to $\infty$ along the ridge of the graph, whereas in Example 5.4, it increases. Nevertheless, $S|_{M_{K,T}}$ attains its global maximum in both examples.
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