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Abstract—This paper explores a rapid, optimal smooth path-planning algorithm for robots (e.g., autonomous vehicles) in point cloud environments. Derivative maps such as dense point clouds, mesh maps, Octomaps, etc. are frequently used for path planning purposes. A bi-directional target-oriented point planning algorithm, directly using point clouds to compute the optimized and dynamically feasible trajectories, is presented in this paper. This approach searches for obstacle-free, low computational cost, smooth, and dynamically feasible paths by analyzing a point cloud of the target environment, using a modified bi-directional and RRT-connect-based path planning algorithm, with a k-d tree-based obstacle avoidance strategy and three-step optimization. This presented approach bypasses the common 3D map discretization, directly leveraging point cloud data and it can be separated into two parts: modified RRT-based algorithm core and the three-step optimization. Simulations on 8 2D maps with different configurations and characteristics are presented to show the efficiency and 2D performance of the proposed algorithm. Benchmark comparison and evaluation with other RRT-based algorithms like RRT, B-RRT, and RRT star are also shown in the paper. Finally, the proposed algorithm successfully achieved different levels of mission goals on three 3D point cloud maps with different densities. The whole simulation proves that not only can our algorithm achieve a better performance on 2D maps compared with other algorithms, but also it can handle different tasks (ground vehicles and UAV applications) on different 3D point cloud maps, which shows the high performance and robustness of the proposed algorithm. The algorithm is open-sourced at [https://github.com/zhz03/BTO-RRT](https://github.com/zhz03/BTO-RRT)

I. INTRODUCTION

Nowadays, robots and autonomous driving cars play a more and more important role in many areas, such as intelligent transportation systems [1], [2]. Mobile robots and robotic manipulators are widely used in unknown environment exploration, navigation, localization and mapping, etc.[3]. To have a better and smarter strategy for performing these tasks, path planning is a necessary and key technique. Path planning algorithms for robots can be defined as finding an optimal and collision-free path from an initial point to the target point in the workspace while avoiding all the static obstacles or other mobile agents as well as taking into account kinematic constraints[4]. It has gained popularity among researchers around the world.

In the last decades, many sampling-based path-planning algorithms have been explored and introduced. Among them, Rapidly Exploring Random Tree (RRT) is one of the quickest and most efficient obstacle-free path-finding algorithms. RRT algorithm was first proposed in [5] as a sampling way of solving high-dimensional path planning problems. It has been proven to be probabilistically completed, and computationally efficient [6].

The advantage of RRT algorithm is that it does not need to model the system or geometrically divide the search space. It has a high coverage in the search space and a wide search scope, so it can explore the unknown space as much as possible. However, the defects of RRT algorithm are also obvious. For example, the algorithm is not deterministic, a narrow passage is also difficult to pass, and the found path is sharp-edged, which can’t be driven easily.

To improve RRT algorithm, many of variants have been proposed in the past 20 years, for example: RRT-connect [7], RRT* [8], Bidirectional RRT* [9], RRT*-Smart [10], SRRT* [11]. These variants improve the efficiency and rate of convergence and solve the problem of asymptotic optimization. However, for robot autonomous control, these pure algorithms are not enough since the dynamic constraints of vehicles are not considered. In [12], a closed-loop RRT (CL-RRT) is proposed to involve non-holonomic constraints of the four-wheel vehicle dynamics. In [13] the CL-RRT idea was improved and implemented on quadrotor UAVs. Although the UAV non-holonomic constraints and RRT-based controller design method are provided, the simulation environment is too ideal, and the final path is not smooth enough and not cost-optimal.

In this paper, we proposed a bidirectional target-oriented RRT(BTO-RRT) based path planning algorithm. The core functions of this algorithm are similar to the one in our previous work [14] with some exceptions that will be pointed out later. Taking advantage of the bidirectional RRT algorithm and RRT-connect algorithm, our approach becomes more "target-oriented." The BTO-RRT algorithm core will first generate a zigzagged trajectory. After trajectory generation, the algorithm implements 3-step optimization to shorten further and smooth the total distance of the original path. In the optimization process, we used key point smoother optimization instead of B-Spline Curve, which combines the intermediate point interpolation and cubic-spline curve to guarantee collision-free and continuity in a clustered environment. And this is the major departure from [14]. To apply this algorithm in 3D point cloud environments and implement it on ground vehicles and UAVs applications, our algorithm first analyzes the density of the targeted environment, takes the analysis results as the inputs of the BTO-RRT
algorithm, and then uses a K-d tree-based obstacle avoidance strategy to avoid obstacles points. This proposed algorithm aims to search for a collision-free, low computational cost, smooth, and dynamically feasible path. 8 different types of 2-d maps and 3 different types of point cloud maps with respective simulations are conducted in this paper to prove the efficiency and generality of this algorithm.

II. BI-DIRECTIONAL TARGET-ORIENTED RRT-BASED ALGORITHM

This paper proposes a bidirectional target-oriented RRT (BTO-RRT) algorithm that searches for obstacle-free, computational low-cost, smooth trajectories. The proposed algorithm contains two parts: one is the BTO-RRT core algorithm, and the other one is the optimization algorithm as you can see from the algorithm flowchart fig. 1. The core algorithm is to find a more target-oriented initial solution. If the initial path is found, the path will be further improved by the 3-step optimization which includes Down-sample optimization, up-sample optimization and key point smoother optimization. Moreover, with the modification we introduced in the section III, this algorithm can be easily applied not only in any 2D maps, but also in 3D point cloud maps.

A. Bidirectional Target-Oriented Algorithm Core

The Bidirectional target-oriented path planning algorithm is a variant of the sample-based algorithm. It takes the advantages of bi-directional RRT(B-RRT), and RRT connect, and it improves the extension rules so it could be more "target-oriented" and connect in a faster way.

In the bi-directional RRT algorithm, two trees that grow from the target point and the initial point are expanded with each other’s starting point as the target. If the two trees meet halfway, they will be connected to each other. As you can see from fig. 2a, $T_a$ expands toward the initial point while $T_b$ expands toward the goal point. Since they all targeted at each other’s starting point, they may spend more tree nodes to find the connection point. In the RRT connect algorithm, Two trees that grow from the target point and the initial point respectively expand with the end position of each other as the target, and connect to the last expansion point of each other. As shown in fig. 2b, the end nodes of both $T_a$ and $T_b$ are targeted at each other. This may spend fewer nodes on seeking connections, but it will make the path less "target-oriented".

In our algorithm, we define two trees $T_a$ and $T_b$, initial point $x_{init}$, goal point $x_{goal}$, and edge of the tree $E$. Then $T_a: \{x_{init}, E\}$ and $T_b: \{x_{goal}, E\}$. As can be seen from Fig. 2c, the tree $T_a$ extending from the initial point always treats the goal point as its target, whereas the tree $T_b$ extending from the goal point always treats the most recently added node as the target. In this way, the expansion of the tree is not only more "target-oriented", but also it takes fewer nodes to connect two trees. The pseudocode of the BTO-RRT algorithm code is shown in algorithm 1. In the while loop, $T_a$ targets on the goal point and $T_b$ targets on the end node of $T_b$, the pseudocode of the key function EXTEND is shown in algorithm 2.
optimization includes:

3-step optimization after the initial path is found. The main algorithm is zigzagged and to meet the requirement of dynamical feasibility, further optimization is required. Essentially, the down-sample optimization is another variant of the greedy algorithm. The illustration of the down-sample optimization is shown in Fig. 3.

2) Up Sample Optimization: After down-sample, the trajectory is locally shorter but it is still based on the zig-zag connected tree, which is not close enough to obstacles especially at the corner. Up-sample optimization is to generate more sample points that are closer to the nearest obstacles and globally shorter which will further shorten the trajectory compared with the down-sample trajectory.

This up-sample problem can be defined as follows: Consider down-sample trajectory points to be DST and the up-sample trajectory points to be UST. The objective is to find a UST that is globally shorter, in which, DST = \{P_{1}^{DS}, P_{2}^{DS}, ..., P_{n}^{DS}\}, UST = \{P_{1}^{US}, P_{2}^{US}, ..., P_{m}^{US}\}.

We will approximate it by sampling iteration. Let DST = UST for the 1st iteration. Define the cumulative sum distance of down sample trajectory points as Cs, Cs stands for the i element of the Cs. Each element will be in the form of:

\[
C_{j} = \sum_{i=1}^{j} p_{i}^{DS}, \forall i = 1, 2, ..., n
\]

Sample two random distance based on the distance between the start point and end point:

\[
r_{j} = x \cdot C_{j+1}, x \sim U(0, 1)
\]

where, ranD_{1,2} satisfies: ranD_{i} \leq ranD_{2}.

Iteratively insert random interpolation \( j_{1} \) and \( j_{2} \) into the region between \( p_{i}^{US} \) and \( p_{j+1}^{US} \), where \( i \) satisfies the inequality \[3\] and \( j \) satisfies the inequality \[4\] and \( j_{1}, j_{2} \) are defined by Eq. [5] and [6]. The connected path between \( j_{1} \) and \( j_{2} \) should
be checked to be collision-free.

\[ C_s_i \leq \text{rand}D_1 < C_{s_i+1} \]

\[ C_s_j \leq \text{rand}D_2 < C_{s_j+1} \]

\[ a_1 = \frac{\text{ran}D_1 - C_{s_i}}{C_{s_{i+1}} - C_{s_i}} \]

\[ a_2 = \frac{\text{ran}D_2 - C_{s_j}}{C_{s_{j+1}} - C_{s_j}} \]

\[ \gamma_1 = (1 - a_1) \times p_i^{US} + a_1 \times p_{i+1}^{US} \]

\[ \gamma_2 = (1 - a_2) \times p_j^{US} + a_2 \times p_{j+1}^{US} \]

Then the new up sample points \( UST'_m \) becomes:

\[ UST'_m = \{ p_1^{US}, ..., p_i^{US}, \gamma_1, p_{i+1}^{US}, ..., p_m^{US} \} \]

Let new \( DST'_n = UST'_m \) and repeat the above process until it reaches the maximum iteration that we set. By doing so, the vertices from the original path that is globally further will be removed and globally shorter vertices will be added to the path. Since this is a sampling iteration method, the more iterations, the better the performance. Fig. 4 shows that higher iteration will give us better performance in terms of the distance of up sample trajectory. The sub-figures (a) and (d) are when the iteration number is 10, (b) and (e) is when the iteration number is 100, the (c) and (f) are when the iteration number is 1000. The green lines are the down-sample trajectories and the red lines are the up-sample trajectories with different iteration times.

3) Key point smoother optimization: To further smooth the up-sample trajectories, we adapted cubic spline into the optimization process. A cubic spline is a spline constructed of piecewise third-order polynomials which pass through a set of n control points. According to [15], a cubic spline \( S(x) \) can be defined as: \( S(x) \) is a cubic polynomial \( S_j(x) \) on \( [x_j, x_{j+1}], \forall j = 0, 1, ..., n - 1 \).

\[ S_j(x) = a_j + b_j(x - x_j) + c_j(x - x_j)^2 + d_j(x - x_j)^3 \]

\[ h_j = x_{j+1} - x_j, \forall j = 0, 1, ..., n - 1 \]
And it should satisfy the following constraints:

- In each interval \( [x_j, x_{j+1}] \), \( S(x) \) is given by a cubic polynomial \( S_j(x) \).
- Interpolation conditions: \( S(x_j) = a_j \) for all \( j \in \{0, 1, \ldots, n-1\} \).
- Twice continuously differentiable: For each \( j \in \{0, 1, \ldots, n-1\} \), it holds that \( S'_j(x) = S'_{j+1}(x) \) and \( S''_j(x) = S''_{j+1}(x) \).
- At its ends, the curvature of \( S(x) \) vanishes: \( S''_0(x) = 0, S''_{n-1}(x) = 0 \).

We can solve for coefficients \( a_j, b_j, c_j, d_j \) by using the above constraints:

\[
\begin{align*}
S_j(x_j) &= a_j \\
S_{j+1}(x_{j+1}) &= a_{j+1} = a_j + b_j h_j + c_j (h_j)^2 + d_j (h_j)^3 \\
S'_j(x_j) &= b_j, \text{ also } b_{j+1} = b_j + 2c_j h_j + 3d_j (h_j)^2 \\
S''_j(x_j) &= 2c_j, \text{ also } c_{j+1} = c_j + 3d_j h_j \\
\text{Natural or clamped boundary conditions}
\end{align*}
\]

Therefore, the coefficients \( a_j, b_j, c_j, d_j \) are:

\[
\begin{align*}
a_j &= S_j(x_j) \\
b_j &= \frac{a_{j+1} - a_j}{h_j} - \frac{h_j(2c_j + c_{j+1})}{6} \\
c_j &= \frac{b_{j+1} - b_j}{h_j} \\
d_j &= \frac{c_{j+1} - c_j}{3h_j}
\end{align*}
\]

Algorithm 3 KPSMOOTHOPTIMIZATION(Kpoints, Map)

1. \( Spoints \leftarrow \text{CUBICSPLINE}(Kpoints) \)
2. while \( \text{CHECKCOLLISION}(Spoints) = \text{Collision} \) do
3. \( Kpoints \leftarrow \text{SMOOTHOPTIMIZER}(Spoints, Map) \)
4. \( Spoints \leftarrow \text{CUBICSPLINE}(Kpoints) \)
5. end while
6. function \( \text{SMOOTHOPTIMIZER}(Spoints, Map) \)
7. \( \text{MidPoints} \leftarrow \text{CREATEMID}(Spoints) \)
8. end function

In the paper [16], Christoph Sprunk proved that cubic spline is second order \( C^2 \)-continuous and it has the ability to visit all the key points (or control points), which will give us the ability to generate a final path that is dynamically feasible and to utilize Key points of interpolation to avoid obstacles. As shown in algorithm 3, Key point smoother optimization takes key points generated by up-sample optimization and maps information as inputs, generating a smooth discretized trajectory \( Spoints \). The algorithm first calculates an initial smooth trajectory and then collision checking is done assuming straight lines joining each discrete point along the smooth trajectory. If a collision occurs, insert a new key point between the key point closest to the collision point and its previous key point to avoid the collision. This collision detection process will only stop when there is no collision on the final smooth path it will be guaranteed to terminate as long as an up-sample trajectory is found. The effect of conducting a collision check is shown in Fig. 5.

III. POINT CLOUD BASED ALGORITHM AND ANALYSIS

To apply BTO-RRT based algorithm on maps (or environment models), it is important to understand the map environment the algorithm interacts with and adjust the algorithm accordingly. Maps are resources that enable robots to better perform their tasks [17]. Most robot maps are very important and used mainly for robots to accomplish localization and navigation [18], [19], [20]. Many robot maps representation has been proposed in the past decades, for example, grid maps, polygonal maps, occupancy maps, counter maps, and 3D mesh maps. In our case, we focus on point cloud maps.

A point cloud is a set of data points in space that contains color and position information of the real world. It is a relatively simple but very powerful and vivid way to represent the real world. In fact, generating these point clouds is now becoming more and more achievable due to cutting-edge technology like 3D reconstruction, SLAM and high-resolution equipment like 3D scanners or stereo cameras.

To implement the BTO-RRT based path planning algorithm in point cloud maps, the challenge of this problem is that different point clouds have different levels of density. Higher-density point clouds will provide more information for path-planning algorithms, making planning easier in terms of obstacle avoidance. However, the density point cloud will also increase the computational cost exponentially. To generalize this problem, we need to design an algorithm that could adapt our path-planning algorithm to different point clouds with different density levels. Moreover, to address the problem of computational expense, an efficient obstacle avoidance algorithm is also needed.

A. Point Cloud Maps Analysis Algorithm

Point cloud density is one of the most important properties of point cloud maps. In the point cloud map analysis, point cloud density has to be maintained at an acceptable level for designing a path planning algorithm.
Since different point cloud maps have different levels of density, implementing a fixed step length RRT-based algorithm will lead to an "Obstacle penetrating error" problem when planning a path in a very sparse point cloud map or lead to "cannot go through the narrow tunnel" problem when planning a path in a very dense point cloud map.

As shown in Fig. 6, the red points represent the surface sampling points of the obstacle and the blue dash line represents the shape of the obstacle. If the step length is too small, then the algorithm will generate a magenta path that penetrates the obstacle, which is not what we expected. Therefore, the point cloud analysis algorithm will take the point cloud maps as inputs, analyze the average distance between red sampling points of the obstacle (distance between red dots in the fig. 6), and eventually output the step size \( Stp \) (the distance between node 1 and node 2 in the fig. 6) and safe distance \( S \) (radius of the circles in the fig. 6). The relationship between \( S \) and \( Stp \) is shown in the equation (12) where \( \alpha \) can be 0.5 or 0.8:

\[
S = \alpha \times Stp
\]  

(12)

B. K-D Tree Based Obstacle Avoidance Algorithm

In path planning, designing a feasible path is the first priority task. The maps environment that most path planning algorithms are dealing with is all full information geometrical maps like grid maps, occupancy maps, 3D mesh maps, and so on. Under the assumption that all the geometry information is known, it is easier to apply an obstacle avoidance strategy.

In a set of sampling data points like point clouds, designing a feasible path will become more complicated. The challenges of path planning in point cloud maps are (1) sparse point clouds will cause the planned path to easily pass through the obstacles represented by the sampling points (2) a large number of sampling points in the point cloud maps will lead to computational expenses. Researchers typically do not deal with point clouds directly. A tensor voting framework is proposed in [21] to adopt the sampling-based path-finding method to generate a flight corridor with a safety guarantee in 3-D space. Otherwise, a direct way to do global path planning on point cloud maps is to use an extremely dense point cloud as in [22]. According to the test dataset parameters table in [22], its point cloud density is \( \geq 970 \) pts/m\(^2\). A such point cloud is not just computationally expensive, but also too difficult for SLAM to realize using current technology. Thus, a K-D tree-based collision avoidance strategy is proposed in this paper.

A Kd-Trees is a binary data structure invented in the 1970s by Jon Bentley [23]. The kd-Trees algorithm can be separated into two parts[24]: the first part is the algorithm of constructing the kd-tree; the second part is the algorithm of searching for the nearest neighbor. According to the complexity analysis in [24], the time complexity of the kd-trees nearest neighbor algorithm is \( O(n^{-1/d} + k) \), where \( d \) is the dimension and \( k \) is the \( k \) nearest neighbors to retrieve. It is far more efficient than exhaustive \( O(n^d) \) and more flexible than oct-trees.

In Fig. 6 node 4 actually “sees”(there is no obstacle blocking the way) the goal point and tries to expand a new node 5’ in that direction (gray dashed line). The algorithm will calculate distances between the nearest point cloud neighbors to that node and check if it is in the ball-shape safe region, which is defined by \( S \). Eventually, the node 5’ on the dashed line is discarded and node 5 is randomly selected. Repeat the previous process until the randomly selected node 5 is found which maintains the safe distance from the nearest points in the point cloud, then node 5 is added to the tree.

IV. SIMULATION EXPERIMENT AND ANALYSIS

This section is devoted to an experimental study of the algorithms. Two simulations are considered to validate the performance of our algorithm with respect to their running time and the cost of the solution achieved. The validation and analysis of each step of the algorithm optimization will also be described in this section. Both simulation and analysis were implemented in MATLAB 2019a and run on a computer with a 2.4 GHz i5 processor and 16GB RAM running the Windows10 system.

We considered 8 different 2D maps with different configurations in this simulation. Each map has its own characteristics, and there are similarities between every two sets of maps, which can be compared horizontally. All 8 maps have a size of 500 \( \times \) 500. The experiment settings for each map and their parameters are shown in table [I].

In Fig. 7 for each map, two results are presented, one is the result of the BTO-RRT core algorithm, and another is the result of algorithm optimization. These two results are to illustrate the difference between the trajectories generated from the core algorithm and from the optimization. For the core algorithm results, there are three different types of lines, the blue thin line stands for the tree starting from the initial point, the red thin line stands for the tree generated from the goal point, and the red dotted line stands for the found path. For the optimization results, there are 4 different types of lines, the zig-zag orange line is the previously found path, the blue line is the trajectory of the down-sample optimization, the green line is the trajectory of the up-sample optimization,
and the red-dotted line is the trajectory of the key point smoother optimization.

For these 8 maps, we divided them into four groups for horizontal comparison. Map 1 and Map 2 are one group, Map 3 and Map 4 are one group, Map 5 and Map 6 are one group, Map 7 and Map 8 are one group. The first group is to verify the performance of the algorithm when facing circular obstacles of different shapes and positions. The first group is to verify the performance of the algorithm when in irregular mazes and regular mazes. The third group is to verify the performance of the algorithm when faced with narrow pipes of different lengths and shapes. The last group is to verify the algorithm’s performance in different shapes and numbers of a clustered environment as can be seen from fig. 7a - 7p, the core algorithm can find a feasible path, and the optimization steps appear to have shortened the path length on these different 2D environments.
### TABLE I: Test Dataset Parameters

| Parameter | Start point | Goal point | obstacle % | features            |
|-----------|-------------|------------|------------|---------------------|
| map 1     | (10,10)     | (490,490)  | 24.44%     | Circular           |
| map 2     | (10,10)     | (490,490)  | 27.31%     | obstacle           |
| map 3     | (350,330)   | (490,490)  | 39.85%     | Irregular           |
| map 4     | (50,170)    | (430,340)  | 12.95%     | Regular mazes       |
| map 5     | (245,10)    | (245,490)  | 40.52%     | Single-tunnel       |
| map 6     | (245,10)    | (245,400)  | 39.04%     | Multi-tunnel        |
| map 7     | (10,490)    | (490,10)   | 6.81%      | Circular scatter    |
| map 8     | (10,490)    | (490,10)   | 25.4%      | Square scatter      |

### A. 2D Map Experiments

We considered 8 different 2D maps with different configurations in this simulation. Each map has its own characteristics, and there are similarities between every two sets of maps, which can be compared horizontally. All 8 maps have a size of $500 \times 500$. The experiment settings for each map and their parameters are shown in Table I.

In Fig. 7, for each map, two results are presented, one is the result of the BTO-RRT core algorithm, and another is the result of algorithm optimization. These two results are to illustrate the difference between the trajectories generated from the core algorithm and from the optimization. For the core algorithm results, there are three different types of lines, the blue thin line stands for the tree starting from the initial point, the red thin line stands for the tree generated from the goal point, and the red-dotted line stands for the found path. For the optimization results, there are 4 different types of lines, the zig-zag orange line is the previously found path, the blue line is the trajectory of the down-sample optimization, the green line is the trajectory of the up-sample optimization, and the red-dotted line is the trajectory of the key point smoother optimization.

For these 8 maps, we divided them into four groups for horizontal comparison. Map 1 and Map 2 are one group, Map 3 and Map 4 are one group, Map 5 and Map 6 are one group, Map 7 and Map 8 are one group. The first group is to verify the performance of the algorithm when facing circular obstacles of different shapes and positions. The first group is to verify the performance of the algorithm when in irregular mazes and regular mazes. The third group is to verify the performance of the algorithm when faced with narrow pipes of different lengths and shapes. The last group is to verify the algorithm’s performance in different shapes and numbers of a clustered environment as can be seen from fig. 7a - 7p, the core algorithm can find a feasible path, and the optimization steps appear to have shortened the path length on these different 2D environments.

### B. Algorithm Analysis, Evaluation and Comparison

In this section, we systematically analyzed and evaluated the improvement of each step of our algorithm. The focus of the analysis and evaluation is mainly on the optimization part of the BTO-RRT algorithm. Self-analysis and evaluation are just one way of proving the progress of our proposed algorithm. To prove the efficiency of the BTO-RRT algorithm. We also compared our algorithm with other RRT-based algorithms (RRT, Bi-direction RRT, RRT star) in terms of running time, the number of nodes in the tree, and the cost of the solution achieved. The cost of the solution is defined based on the path length.
implemented the up-sample algorithm 100 times on the maps of figure 4 and statistically calculated the cost of the path over different iteration numbers as shown in fig. 9. As the number of iterations increases, the cost of the up-sample path decreases and it will reach an optimal value at some point. From fig. 10, you can clearly see that after up-sample optimization, the cost of paths on all 8 maps is statistically shorter.

3) Key point smoother optimization: After several iterations, the up-sample optimization algorithm converges to a globally shortest optimal solution. However, this optimal path is only trajectory continuous, and it’s not dynamically feasible. The key point smoother optimization is to generate a second-order continuous smooth trajectory. In this simulation, we choose two 2D maps (5b and 7l) as test platforms, and calculate the derivative curve of the up-sample path and key point smoother path. As can be seen from Fig. 11, the red lines and blue lines are the first-order derivative curves of the key point smoother trajectories and the up-sample trajectories. For the up-sampled path, it can be seen from the figure that the inflection point has already appeared in the first derivative. For the key point smoother path, it’s a second-order continuous curve, which means that the key-point smoother path is at least velocity continuous.

4) Algorithm comparison: In this section, we compared BTO-RRT algorithm with other RRT-based algorithms like RRT, Bi-RRT, RRT star. Running time and path cost are two very important evaluation criteria of path planning algorithms. In our simulation, we implemented the above four RRT-based algorithms on the previous 8 2d maps and statistically calculate their total running time using the tic/toc function in the MATLAB and cost of the trajectory respectively. All the experiments between different algorithms and all the algorithms themselves are implemented using the same software on the same computer. Since RRT star is an optimal convergence algorithm, and its running time will greatly increase as tree nodes and iteration time become larger and larger, we checked the average data in the literature[8],[9],[10] and chose 4000 as its maximum number of iterations to balance its cost and running time. And since our algorithm will eventually produce a smooth trajectory, which is not being considered in other three algorithms.

As can be seen from Fig. 12 among all algorithms, no matter what type of map, our algorithm can always get the path that has the least cost. Even though RRT star algorithm will eventually converge to the least path cost, from fig. 13 you can clearly see that even with only 4000 maximum iteration time, the running time of RRT star algorithm is still...
TABLE II: 3D point cloud maps analysis results and settings for BTO-RRT algorithm

| Environment |
|-------------|
| size        |
| Average Density | Stepsize | SafeDist |
| map1        |
| fig.14(a)(d) | (63,65,19) | 0.20 ± 0.01 | 0.8 | 0.6 |
| fig.15(a)(d) | (207,207,40) | 0.34 ± 0.01 | 2 | 1.5 |
| map2        |
| fig.14(b)(e) | (207,207,40) | 0.34 ± 0.01 | 2 | 1.5 |
| fig.15(b)(e) | (270,270,52) | 0.49 ± 0.02 | 2 | 1.5 |

significantly longer than our BTO-RRT algorithm.

C. 3D Point Cloud Map Experiment

To verify the capability of directly utilizing the point cloud information, we consider 3 different point cloud maps with different levels of density. The first 3D map is a residential area, the second 3D map is a hospital area, and the third one is the Jacob school of engineering at UCSD. In the 3D map experiment, we will first verify the point cloud analysis algorithm since this is the first step of implementing BTO-RRT on a 3D point cloud environment. The inputs of the point cloud analysis algorithm are 3 different point cloud maps, and the outputs are their statistical density analysis shown in fig. 14 as well as the step size Stps and safe distance S, which are the inputs of the BTO-RRT algorithm. The results of the point cloud analysis are in table II.

We designed two different types of experiments in each 3D map: as can be seen in fig. 15, the first one is to show how our algorithm bypasses or goes through high buildings; and the second one is to show how the path calculated by the algorithm passes through a narrow corridor as shown in fig. 16.

In the first experiment, the initial and goal points we selected are all in the middle of several buildings. This selection is to test and see if our algorithm knows how to cross a building or find a path through a building. In the first 3D map (fig. 15a and 15d), the initial point is behind the tallest building of that area. In the second 3D map (fig. 15b and 15e), the goal point is in the courtyard of the hospital. In the third 3D map (fig. 15c and 15f), the initial and goal point are both behind some very tall buildings.

In the second experiment, the initial points and goal points we selected are at the end of a narrow tunnel. We want to test to see if the algorithm has the proper step size and threshold to pass these narrow tunnels. In the first 3D map (fig. 16a and 16d), the initial point and goal point are at both ends of the green shed. In the second 3D map (fig. 16b and 16e), the initial point and goal point are at both ends of the road with lots of trees on the side. In the second 3D map (fig. 16c and 16f), the initial point and goal point both are at the courtyard of two buildings.

In the above experiments, the algorithm demonstrates the ability to select a proper step size/safe distance in different point cloud maps. By doing so, in the first experiment, the generated trajectories bypass the tall buildings instead of penetrating an obstacle. And in the second experiment, the trajectories pass through some narrow corridors instead of bypassing the corridors, proving that selecting step size/safe distance works pretty well in the same point cloud maps under different scenarios. In the optimization process, the down-sample, up-sample and key point smooth optimization can be generalized from 2D to 3D by changing the collision checking algorithm from a 2D version to a 3D K-D tree-based obstacle avoidance algorithm and by changing 2D path coordinate to 3D path coordinate, which proves the generalization of our algorithm.

V. CONCLUSION AND FUTURE WORK

In this paper, we proposed a general RRT-based path-planning algorithm that could rapidly search for optimal, smooth and dynamically feasible trajectories. The proposed algorithm combined the advantages between bidirectional RRT and RRT-connect to generate a more "target-oriented" initial path, and with 3-step optimization, the initial path is further shortened and converges to a globally shortest smooth path. By utilizing the point cloud analysis and K-D tree-based obstacle avoidance strategy, our algorithm could be successfully implemented on point cloud maps. We believe that by modifying some parameters of the BTO-RRT algorithm, it can also be applied to other types of maps, for example, OctoMaps, occupancy maps, pixel maps and so on. With the capability of rapidly exploring space and generating a smooth path, it can be used in diverse platforms like quadrotors, fix-wing airplanes, and ground vehicles with fast speed.

In the future, running an experimental test with this BTO-RRT using a real quadrotor with GPS, cameras, IMU, and altimeter would be a good way to test the real-world performance of the proposed algorithm. And with the good characteristics of our proposed algorithm, it could greatly improve efficiency and enable better performance of tasks like SLAM, local navigation, and so on.
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