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Abstract

After a few years focusing on issues such as electoral prediction through social media data, many analysts turned their attention toward fake news spreading and misinformation. A coherent next step in elections research through social media data would be identifying what makes communities and individuals less open to manipulation. Misinformation is not simply bad or false information but selective information circulated among isolated and unconnected groups. Here, I will discuss common cognitive biases in link sharing behavior and its effects on politically shaped communities in the Twitter public debate on the 2019 Spanish general election campaign. Finally, I will present and discuss some data-driven mechanisms that may contribute to the mitigation of mass manipulation.
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How Social Media Shaped Politics (and Vice Versa)

The 2008 US Presidential election is often considered the first state-level campaign in which social media acquired a central role (Metzgar & Maruggi, 2009). In the beginning of the 2010 decade, electoral prediction through social media data became the holy grail of social big data analysts, who attempted to move from offline survey designs to online data mining through Social Network Analysis (SNA) and Natural Language Processing (NLP) methods (Gayo-Avello, 2013). As more policy makers and marketers started making great use and misuse of social media—intervening on conversations and making voting forecasting even more complicated and unreachable for analysts—more researchers started seeing that grail as a jar full of sour grapes and turned their attention toward fake news spreading and misinformation (Grinberg et al., 2019).

After a very intense decade in which both the benefits and the hazards of big data have been exposed, experts—and hopefully, society as well—have shifted from a kind of ingenious positivism to a sort of skeptical utilitarianism in their relation with social media. Nowadays, we are all quite aware that social media is not an unaltered and sterile laboratory in which we can measure social reality without taking action over it, but quite the opposite: a heavily coveted and disputed social and political arena with idiosyncratic forms of reciprocal influence. In my view, a coherent next step in elections research through social media data would be identifying what makes communities and individuals less open to manipulation. This brings us to the heart of the matter, which is not only political-communicational but also psycho-sociological.

Here, I will discuss the link sharing behavior of politically shaped communities in the Twitter public debate on the 2019 Spanish general election campaign. Finally, I will present and discuss some data-driven mechanisms that may contribute to the mitigation of mass manipulation.
Cognitive Shortcuts (se non è vero, è ben trovato)

The famous Italian aphorism above—that can be translated into English as “Even if it is not true, it is well conceived”—eloquently captures one of the central issues of our times: that is, the very fact that the relations that humans tend to establish with information are not principally mediated by truth and factuality, but by belief-confirmation and convenience. One may say that cognitive biases are not new phenomena, and that misinformation is anything but new. That is plainly true. However, it is also true that in the 21st century, social media citizens are not expected to be passive information-consumers but active producers, and that fact makes “old” misinformation diffusion patterns acquire a totally different feel, especially when it comes to election campaigns, which usually call upon the digital mobilization of voters.

Cognitive biases have very particular consequences on the Internet and social media. In recent years, expressions such as “filter bubbles” (Pariser, 2011) or “echo chambers” (DiFonzo, 2011) had been quite prominent among both academic and non-academic circles. Those expressions place emphasis on collective effects of cognitive biases that orient the actions that individuals exert on webs and social media sites: actions such as the selection of contacts or content cherry-picking, which can convert the Internet into a custom menu for your eyes only. These lead to the creation and maintenance of closed spaces in which belief systems are reinforced and reproduced. Paradoxically, one can say that the democratization of mass communication is contributing to the atomization of the public sphere.

The aforementioned expressions are metaphors that point at a very simple idea: the lack of diversity in information consumption and social relations is a problematic issue that makes our democracies more vulnerable. I am aware that selective information circulated among isolated and unconnected groups is not often viewed as a form of misinformation; however, given its effects, I will treat it as such here. Seen from this perspective, it looks more than reasonable to argue that submitting information to multiple and heterogeneous audiences, reviewing and dissemination may contribute to misinformation mitigation. That may happen in terms of both how audiences shape information (i.e., different social groups can detect and note more problems, errors, and biases in the information) and how information shapes audiences (i.e., having access to multiple opinions and world-views improves coexistence in complex societies).

Most analysts and observers show themselves rather pessimistic, arguing that those cognitive mechanisms constitute the human psychological nature and that the field of action is very limited (Self, 2016). However, as I see it, the chance for psychosocial transformation might not be so little: information and knowledge constitute historically proven useful tools that have the capacity to correct and upgrade human cognitive limitations (e.g., although perceiving the earth as flat, we positively know it is a globe). In that sense, I would argue that knowing to what extent a piece of information is being shared by like-minded people—this is, people who share worldviews and beliefs, and who tend to cognitively favor the same social groups—can effectively mediate in information credibility-attribution processes.

Link Sharing in Social Media (Let Me Show You How Right I Am)

Cognitive biases in social media seem particularly relevant when it comes to link sharing practices. Link sharing is a very common practice on social media that allows it, as it permits publishers to share native and external content which may add great value and enhance user experience. In the specific case of political debates on social media such as Facebook or Twitter, link sharing might be used as a deliberative technique itself: external news, opinion pieces, or others’ tweets can be used as arguments and even as evidence.

In the campaign for the Spanish General Elections in April 2019, 77.58% of relevant tweets—which had been identified through SNA techniques—contain at least one link, either to a tweet or to an external site. The total amount of shared links increased to 8.72 million, and 83.01% of them had been only spread along one single community of the six detected, which correspond to the principal Spanish parties. As the figures suggests, link sharing has been a very group-oriented practice in the analyzed conversation. The chance for sharing in-group disfavouring information has been minimal, and so it has been the chance of being exposed to those contents in echo chamber-shaped social media.

At that point, to what extent can we affirm that the truth or falsity of a particular information is a relevant factor in ongoing misinformation processes? It goes without saying that civic values and professional ethics of those who are committed to journalism and information spreading are opposed to falsity and manipulation. But most troubling of all is that, even if assuming that 100% of the links shared in the Spanish election campaign were true and peer-verified pieces of information, the overall result would also imply massive misinformation as a consequence of how people pre-process and pre-select information pieces based on biased criteria.

Audience Analytics as a Means of Misinformation Prevention

Knowing the audience—who they are, what they care about, what makes them angry, and so on—is today a central aspect of news business. The great majority of media companies have already embraced different kinds of data-driven models which affected several aspects of the industry. Social audience analytics have been largely exploited with the purpose of value creation and business boosting, but its role in political misinformation prevention remains largely unattended.
Here, I would like to draw attention to the following relationships established between the users who share the same link on Twitter.²

A very simple indicator in relational datasets (i.e., when data reflect not individual properties such as “gender,” “age,” “education level,” or “bounce rate” but node links that conform to networks) is the Clustering Coefficient. The measure informs about how well connected are each node’s neighbors within a network, taking values between 1 (i.e., all the neighbors are connected to each other) and 0 (i.e., all the neighbors are unrelated to each other). While Clustering Coefficient is a nodal measure, considering the average of all individual nodes’ Clustering Coefficients informs about how nodes in a network tend to cluster (Watts & Strogatz, 1998).

Let’s now consider two different networks (Figure 1). Both have a very similar number of nodes, but significant differences. Network A contains 980 following relationships among 411 users who shared a particular link.³ The users who shared the link are distributed along the six clusters of the network. On the contrary, Network B contains 3,183 following relationships among 370 users who shared another link.⁴ All the users who shared the link belong to the same cluster. In other words, nodes from Network A are politically diverse and mixed, whereas nodes from Network B are very much alike.

The average Clustering Coefficient of a network is higher when its nodes are strongly bonded, and it is lower when its nodes are weakly related. In our case, the low figures of average Clustering Coefficient for Network A may well be derived from the fact that the users who shared that link belong to different clusters, that is to say, they probably support different parties and defend different ideas. In contrast, all the nodes that conform to Network B belong to the same cluster, which directly results in greater relationship density and in a higher average Clustering Coefficient.

One may argue that low average Clustering Coefficients do not ensure link content’s truth or quality at all. Nevertheless, while this is true and should be acknowledged, it also has to be considered that they may result as quite successful predictors for heterogeneous audiences, which are necessary conditions—though not sufficient—for global misinformation mitigation, especially in political or election conversations on social media.

**Conclusion**

User similarity is a key aspect of social networking sites, which guides self-learning algorithms as past click-behavior and search history do so in regular websites. Content is usually spread within closed social circles with very tall and tough entry barriers (i.e., algorithmically reinforced cognitive biases) that prevent diversity of opinions to spread. Thereby, I suggest that knowing whether the audience of a particular information is diverse or homogeneous can help in the detection of misinformation processes from a global perspective.

Average Clustering Coefficient is a very simple measure which can be calculated for every set of user relationships on Twitter—and also on Instagram or Facebook, if the companies would be willing to authorize so—and provides a 0 to 1 easily understandable index on how like-minded the active audience of any given media is. Aggregately, it could also provide useful insights on how like-minded the active audience of any given media is.

The two analyzed cases look promising as long as average Clustering Coefficients seem to be good candidates for audience heterogeneity prediction. Of course, sample broadening will be an indispensable condition for proper hypothesis testing. In addition, systematic and cautious evidence-based
research will also be required to clarify some blind spots such as the effect of network size in the measure and different sorts of contextual dependencies.
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**Notes**
1. During the campaign, from 4 to 28 April 2019, 10.3 million tweets and 31.6 million mentions between users were captured through Digital Methods Initiative Twitter Capture and Analysis Toolset (DMI-TCAT) (Borra & Rieder, 2014). The conversation has been analyzed as a network of user mentions through the software Pajek (Batagelj & Mrvar, 1998). Communities had been identified through Louvain Modularity method (Blondel et al., 2008), and six of them had been considered numerically (i.e., \( N > 2\% \) of the nodes) and substantially relevant. Their most mentioned users correspond to the five principal Spanish Political parties and to a group of small and mid-sized Catalan and Basque nationalist and separatist parties. Check Larrondo et al. (2019) for a similar analysis with a similar methodology.

2. In contrast with social networks like Facebook or Instagram, Twitter allows following relations analyses through its application programming interface (API) and software such as T-Hoarder (Congosto et al., 2017).

3. The link refers to a video posted by El Pais (i.e., leading Spanish newspaper with 7.2 million followers in Twitter) that shows a representative of the far-right party VOX trying to prevent press to record the voting of Spanish act-

4. The link belongs to okdiario (i.e., a highly polemic digital newspaper with 173,200 followers in Twitter) and describes an attack that the far-right party VOX suffered in its headquarters, resulting in a shattered window: https://okdiario.com/espana/revientan-cristales-sede-central-vox-madrid-enesimo-ataque-contra-partido-4031765

**References**
Bastian, M., Heymann, S., & Jacomy, M. (2009). Gephi: An open source software for exploring and manipulating networks. In Third international AAAI conference on weblogs and social media (pp. 361–362). https://doi.org/10.1116/qshc.2004.010033
Batagelj, V., & Mrvar, A. (1998). Pajek-program for large network analysis. Connections, 21, 47–57.
Blondel, V. D., Guillaume, J.-L., Lambiotte, R., & Lefebvre, E. (2008). Fast unfolding of communities in large networks. Journal of Statistical Mechanics: Theory and Experiment, 2008(10), P10008. https://doi.org/10.1088/1742-5468/2008/10/P10008
Borra, E., & Rieder, B. (2014). Programmed method: Developing a toolset for capturing and analyzing tweets. Aslib Journal of Information Management, 66(3), 262–278. https://doi.org/10.1108/AJIM-09-2013-0094
Congosto, M., Basanta-Val, P., & Sanchez-Fernandez, L. (2017). T-Hoarder: A framework to process Twitter data streams. Journal of Network and Computer Applications, 83, 28–39. https://doi.org/10.1016/j.jnca.2017.01.029
DiFonzo, N. (2011). The echo-chamber effect. The New York Times. https://www.nytimes.com/roomfordebate/2011/04/21/barack-obama-and-the-psychology-of-the-birther-myth/the-echo-chamber-effect
Gayo-Avello, D. (2013). A meta-analysis of state-of-the-art electoral prediction from Twitter data. Social Science Computer Review, 31(6), 649–679. https://doi.org/10.1177/0894439313493979
Grinberg, N., Joseph, K., Friedland, L., Swire-Thompson, B., & Lazer, D. (2019). Fake news on Twitter during the 2016 U.S. presidential election. Science, 363(6425), 374–378. https://doi.org/10.1126/science.aau2706
Larrondo, A., Morales-i-Gras, J., & Orbeegozo-Terradillos, J. (2019). Feminist hashtag activism in Spain: Measuring the degree of politicisation of online discourse on # YoSíTeCreo, # HermanaYoSíTeCreo, # Cuéntalo y # NoEstásSola. Communication & Society, 32(4), 207–221. https://doi.org/10.1177/0894439319833517
Metzgar, E., & Maruggi, A. (2009). Social media and the 2008 U.S. Presidential Election. Journal of New Communications Research, 4(1), 141–165.
Pariser, E. (2011). The filter bubble: What the Internet is hiding from you. Viking/Penguin Press.
Self, W. (2016). Forget fake news on Facebook - The real filter bubble is you. https://www.newstatesman.com/science-tech/social-media/2016/11/forget-fake-news-facebook-real-filter-bubble-you
Watts, D. J., & Strogatz, S. H. (1998). Collective dynamics of “small-world” networks. Nature, 393(6684), 440–442. https://doi.org/10.1038/30918

**Author Biography**
Jordi Morales-i-Gras (PhD, University of the Basque Country) is a researcher of Online Media at the Gureiker Research Group of the Basque University System. His research interests include data science, collective identities and social psychology.